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Resumen
La Información Cuántica, como disciplina que hereda virtudes y de-
fectos de la Teoría de la Información y de la Mecánica Cuántica, ha
brindado, durante los últimos años, un avance considerable en el en-
tendimiento y resolución de ciertos problemas de Fundamentos de
la Cuántica. El formalismo, sin embargo, no está exento de interro-
gantes propios que son intensamente estudiados.
Algunas de las contribuciones más importantes se vinculan con las
potencialidades de los sistemas mecánico-cuánticos como recursos
computacionales más poderosos que los implementables mediante
sistemas que no evidencian efectos cuánticos. La clave, en esos casos,
está en el tipo de correlaciones que pueden establecerse entre dos o
más partes de los sistemas.
En este trabajo, presento varios resultados en los que estudio aspec-
tos informacionales de los sistemas cuánticos, presentes incluso en
los estados denominados clásicamente correlacionados.
Quantum implications of classically correlated states
Informational and computational aspects
Guido Bellomo
Abstract
Quantum Information, as a discipline that inherits the strengths and
weaknesses of Information Theory and Quantum Mechanics, has
provided, in recent years, considerable progress in understanding
and solving certain problems on the Foundations of Quantum Me-
chanics. The formalism, however, has its own open questions that
are intensely studied nowadays.
Some of the most important contributions are realated to the poten-
tiality of quantum-mechanical systems as more powerful computa-
tional resources than those implementable by means of systems that
do not show quantal effects. The key, in those cases, is on the class
of correlations that can be established between two or more parts of
the systems.
In this work, I present several results that explore informational as-
pects of quantum systems, which show up even in the so-called
classically-correlated states.
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Prólogo
La Información Cuántica y la Computación Cuántica son dos disci-
plinas que han generado un cambio radical en la forma de estudiar
y comprender la Mecánica Cuántica en las últimas décadas. Uno de
los objetivos más perseguidos ha sido el de caracterizar las posi-
bles correlaciones estadísticas presentes en los sistemas mecánico-
cuánticos, con vistas a implementar protocolos computacionales que
aprovechen tales correlaciones como recurso para hacerlos más efi-
cientemente que al implementarlos en sistemas que se comportan
clásicamente.
Viendo la luz con los trabajos de Yuri Manin4, Paul Benioff5, Richard 4 Y I Manin. “Vychislimoe i nevychis-
limoe” [Computable and noncompu-
table]. Sov. Radio (1980).
5 P Benioff. J. Stat. Phys., 22(5) 563–591
(1980).
Feynman6 y David Deutsch7, durante la primera mitad de los años
6 R P Feynman. Int. J. Theor. Phys., 21(6)
467–488 (1982).
7 D Deutsch. “Quantum theory, the
Church-Turing principle and the uni-
versal quantum computer”. Proc. R. Soc.
A, Vol. 400, 97–117 (1985).
ochenta, la Computación Cuántica ha estudiado las implicaciones del
uso de sistemas mecánico-cuánticos como recursos computacionales
y ha buscado comprender cómo las características peculiares de los
sistemas mecánico-cuánticos proveen un poder de cálculo superior al
de la computación clásica tradicional. Hoy, construir la computado-
ra cuántica —la piedra filosofal de los computadores cuánticos— es
una promesa cada vez menos especulativa, algo que queda demos-
trado (o será acaso una profecía autocumplida) por las enormes in-
versiones de grandes empresas o corporaciones, como IBM8, Google 8 http://www.research.ibm.com/
quantum/y Microsoft9. La iniciativa de la Comisión Europea10, llamando a la
9 Nature 541, 9–10 (05 January 2017)
doi:10.1038/541009a.
10 http://qurope.eu/manifesto
segunda revolución cuántica, está en la misma línea.
Aún cuando Argentina o, más precisamente, Latinoamérica no go-
za de la soberanía sobre estos grandes proyectos, llevar adelante
estas investigaciones es fundamental para el desarrollo científico-
tecnológico local, desde el momento en que promueve la experticia
(el know-how) e implica la posibilidad de colaboración en tales pro-
yectos internacionales11. 11 En mi opinión, esta afirmación es do-
blemente válida en el contexto de go-
biernos nacionales que siempre aciertan
(aunque no siempre de la misma forma)
en confundir el rumbo de las políticas
científicas.
Durante el desarrollo de este trabajo, intentamos recorrer varios as-
pectos informacionales y computacionales relacionados con las capa-
cidades de utilizar una clase especial de estados, los estados clásica-
mente correlacionados, para la implementación de tareas cuánticas.
El manuscrito está organizado en capítulos, todos ellos precedidos
por una breve descripción y procedidos por un resumen de los re-
14 repercusiones cuánticas de los estados clásicamente correlacionados
sultados más relevantes. Los diferentes capítulos se desarrollan de
acuerdo a los siguientes contenidos:
1. El capítulo 1 es una introducción a los conceptos fundamentales
de la mecánica cuántica estándar12, así como de las nociones de 12 Como es usual, me referiré al caso no
relativista como mecánica cuántica es-
tándar u ordinaria.
correlaciones cuánticas y su estudio desde la teoría de la informa-
ción.
2. En el capítulo 2, presentamos casos de estados cuánticos de di-
mensión finita que muestran claramente la presencia de correla-
ciones cuánticas en estados clásicamente correlacionados, y servi-
rá de motivación para el desarrollo de los capítulos siguientes. En
particular, discutimos cómo la situación mencionada indica que el
espacio de Hilbert en sí mismo puede considerarse como recurso
para la computación cuántica.
3. En el capítulo 3, formalizamos algunos aspectos de la relación
entre estados (separables) cuánticamente correlacionados y esta-
dos clásicamente correlacionados, proponiendo un estudio rigu-
roso de las posibles extensiones clásicas de estados separables.
4. En la primera parte del capítulo 4, discutimos el papel que jue-
gan las condiciones de localidad en la comprensión de las corre-
laciones cuánticas más allá del entrelazamiento. Ello, en base a lo
trabajado en los capítulos 2 y 3, nos motiva a definir la noción de
“cuanticidad potencial”, y de cuantificadores adecuados que den
cuenta de ella, como presentamos en la segunda parte del capítulo
4.
5. Por último, en el capítulo 5 exploramos el uso de entropías gene-
ralizadas13 en la definición de medidas de correlaciones cuánticas, 13 Se conocen como entropías generali-
zadas a diversos funcionales, o familias
paramétricas de ellos, como los de Rén-
yi o Tsallis, propuestos como alternati-
vas a la entropía de von Neumann.
los problemas que se desprenden de ello y posibles soluciones a
los mismos.
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Sobre la escritura
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Declaración de originalidad
El presente trabajo de tesis es de mi autoría y su contenido está ba-
sado en los resultados de mi propio trabajo.

1 Introducción
En este capítulo, introducimos el formalismo básico usado en Mecánica
Cuántica (MC) no relativista para la descripción de sistemas simples y com-
puestos, de dimensión finita. Además, discutimos las nociones de entrelaza-
miento, correlaciones cuánticas y cuanticidad, y sus aspectos informaciona-
les, aportando las herramientas básicas para el desarrollo de los capítulos
posteriores. La mayor parte de los contenidos de este capítulo pueden hallar-
se en los libros y textos estándar de introducción a la MC [11], a la Teoría de
la Información [12] y a la Información y Computación cuánticas [13, 14].
1.1 Formalismo de la Mecánica Cuántica
Toda descripción física parte de la identificación de un sistema físico,
una porción del Universo que queremos estudiar. A dicho sistema,
le corresponde un estado que es una catálogo informativo que nos
permite conocer algo acerca de las propiedades de ese sistema. Rea-
lizando mediciones de cantidades físicas adecuadas, las asociadas
a los observables del sistema, parte de la información del estado es
develada. Todas estas nociones básicas poseen sus contrapartes ma-
temáticas en el formalismo de la MC.
Estados y observables
A un sistema cuántico se asocia un espacio de Hilbert H, separable16, 16 Un espacio de Hilbert es separable si
y sólo si admite una base ortonormal
numerable.
de dimensión dimH < ∞. Usando la notación convencional de Di-
rac, el estado del sistema es representado por un rayo complejo |ψ〉
que pertenece aH, es decir que vive en un espacio vectorial complejo
equipado con un producto interno. Los vectores eiϕ |ψ〉, ϕ ∈ [0, 2pi),
describen el mismo estado físico. El espacio dualH∗ deH es el espa-
cio de funcionales lineales continuas desde H al espacio de números
complejos C. EnH∗, identificamos los elementos duales 〈φ|, y el pro-
ducto interno, anti-lineal (lineal) en el primer (segundo) miembro, lo
notamos como 〈φ|ψ〉. Los vectores de estado son normalizados a 1,
es decir, 〈ψ|ψ〉 = ‖ψ‖2 = 1.
No todos los estados físicos de sistemas cuánticos son representables
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como vectores en H. Sólo los llamados estados puros, correspondien-
tes a los casos en que la información es completamente accesible
mediante cierta medición, son representables de esa manera. En ge-
neral, tendremos un ensamble de estados puros, representado por
un operador de estado17, ρ : H → H, 17 Como es usual, usaremos indistinta-
mente (abuso mediante) los términos
operador de estado, operador densidad
y matriz densidad. Así también, em-
plearemos el mismo símbolo, por ej. ρ,
para representarlos.
ρ =∑
i
ci |ψi〉 〈ψi| . (1.1)
Los estados de este tipo se denominan estados mezcla, son representa-
dos por operadores semidefinidos positivos (〈k|ρ|k〉 ≥ 0 ∀ |k〉 ∈ H),
hermíticos (ρ† = ρ) y de traza unidad (Trρ = 1), de modo que los
coeficientes ci de la expresión (1.1) son tales que esas condiciones se
satisfacen.
Al conjunto de operadores de estado en un Hilbert H lo denotamos
L(H). Este conjunto es convexo, de modo que
ρ1, ρ2 ∈ L(H) ⇒ cρ1 + (1− c)ρ2 ∈ L(H) , (1.2)
con c ∈ R, c ≥ 0. Un estado puro arbitrario, |ψ〉, es un operador
de estado de rango uno —es decir, un elemento extremo en el con-
vexo de estados cuánticos— y posee una representación ρ = |ψ〉 〈ψ|
(como caso particular) en el formalismo de operadores de estado (Fi-
gura 1.1).
Figura 1.1: El conjunto de todos los ope-
radores de estado, L(H), forma un con-
junto convexo. Los estados extremos, en
el borde del conjunto, son los estados
puros, |ψ〉. En el interior del conjunto
se hallan los estados mezcla, con cen-
tro en el estado máximamente mezcla-
do, ρ∗ ≡ 1d .
La descomposición de un estado mezcla como combinación de es-
tados puros, así como en la Ec. (1.1), no es única. Existe una des-
composición privilegiada que es la llamada descomposición espectral,
consistente en un conjunto de estados puros ortogonales. Si {|i〉}
constituye una base de H, dimH < ∞, el estado es representable
por la matriz densidad (〈i|ρ|j〉) i, j = 1... dimH. La descomposición
espectral no es más que la descomposición en autovalores y autovec-
tores de la matriz densidad:
ρ =∑
i
pi |ωi〉 〈ωi| , (1.3)
donde 〈ωi|ωj〉 = δij. En este caso, las componentes son perfectamen-
te distinguibles y la descomposición puede interpretarse como una
mezcla estadística clásica —por ignorancia—, donde los coeficientes
pi indican las probabilidades pertinentes.
Las magnitudes de un sistema están asociadas a los llamados obser-
vables cuánticos, representados por operadores autoadjuntos con do-
minio denso en H. Un observable X es representado por una matriz
cuadrada (xij) i, j = 1... dimH, con xij = 〈i|X|j〉. Sus autovectores
forman una base completa y ortonormal de H. Para describir un sis-
tema con d grados de libertad, es suficiente con especificar un conjun-
to de d observables {Xk}1≤k≤d que conmuten entre sí. La conmutati-
vidad mutua permite diagonalizar todos los observables simultánea-
mente hallando un conjunto de autovectores no degenerados que se
construyen como productos tensoriales de autovectores de cada ob-
servable: |x1...xd〉 =
⊗d
k=1 |xk〉, con Xk |x1...xk...xd〉 = xk |x1...xk...xd〉.
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Sistemas compuestos
Cuando hablamos de un sistema compuesto asumimos que es posi-
ble identificar —en algún sentido que debemos explicar— grados de
libertad asociados a cada una de las dos o más partes que posee.
Tomemos el caso bipartito, ya que la generalización a los casos de
más partes es directa. Si el sistema bipartito, con subsistemas A y
B, se halla en un estado puro, éste puede representarse por un vec-
tor |ψ〉AB ∈ HAB = HA ⊗HB, tal que |ψ〉AB = ∑mn cmn |m〉A ⊗ |n〉B
con {|m〉A}1≤dA y {|n〉B}1≤dB bases de HA y HB, respectivamen-
te, con dA = dimHA y dB = dimHB. Los estados de los subsiste-
mas quedan representados por los operadores de estado margina-
les (o reducidos) inducidos por las trazas parciales sobre los espa-
cios de Hilbert complementarios: ρA = TrBρAB = ∑j 〈j|ρAB|j〉B y
ρB = TrAρAB = ∑i 〈i|ρAB|i〉A.
Notemos que para definir adecuadamente el estado de los subsis-
temas fue necesario apelar a la operación de traza parcial18, TrHX ≡ 18 Cuando no poseemos una estructu-
ra de producto tensorial en el espa-
cio de partida —como, por ejemplo,
en el caso de los sistemas de par-
tículas idénticas asociadas a espacios
de Hilbert construidos como productos
(anti)simetrizados—, el formalismo de-
be adecuarse y en la literatura existen
varias propuestas distintas para hacer-
lo.
TrX : HX ⊗HY → HY. La traza parcial es un mapa completamente
positivo (ver más adelante) sobre el espacio de operadores densi-
dad. En general, siempre que un espacio de Hilbert es factorizable
—es decir, con una estructura de producto tensorial— en la forma
HX ⊗HY, todo operador de estado ρXY que actúa sobre ese espacio
puede interpretarse como un estado compuesto cuyos subsistemas
se hallan en los estados ρX(Y) = TrY(X)ρ
XY.
Dinámica
La evolución dinámica de los estados de los sistemas cuánticos es de-
terminista. Para un sistema cerrado que un cierto instante t0 se halla
en el estado puro |ψ(t0)〉 ∈ H, la evolución del estado es unitaria:
|ψ(t)〉 = U(t0, t) |ψ(t0)〉 , (1.4)
donde U(t0, t) es un operador unitario, U : H → H tal que U†U =
1 = UU†. La condición de unitariedad implica las de isometría19 y 19 Una transformación se dice isométri-
ca si preserva las distancias entre los es-
pacios métricos. En un espacio de Hil-
bert complejo, una isometría U cum-
ple que U†U = 1. Los operadores uni-
tarios, por definición, deben ser a su
vez sobreyectivos y, por ende, inverti-
bles, implicando la segunda relación de
coisometría.
coisometría, es decir que garantiza la preservación del producto in-
terno en H. En resumen, las evoluciones dinámicas de los sistemas
cerrados están gobernadas por automorfismos que preservan la es-
tructura del espacio de estados. La MC no dice cuál es el operador
U adecuado para un cierto sistema físico, así como no dice cuál es el
espacio de estados correspondiente. El hamiltoniano del sistema, H,
asociado a su energía total, es el generador de la evolución dinámica
del estado y permite reexpresarla en la forma de la llamada ecuación
de Schrödinger,
ih¯
∂
∂t
|ψ(t)〉 = H |ψ(t)〉 , (1.5)
donde h¯ es la llamada constante de Planck. El operador H : H → H
es hermítico. Cuando H es independiente del tiempo, la solución de
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la Ec. (1.5) es, tomando t0 = 0, |ψ(t)〉 = exp(−iHt/h¯) |ψ(0)〉. En ese
caso, exp(−iHt/h¯) nos da el operador unitario de la Ec. (1.4).
El caso de estados mezcla se deriva naturalmente del de estados pu-
ros, dando
ih¯
∂
∂t
ρ(t) = [H, ρ(t)] . (1.6)
En general, para sistemas abiertos la evolución no será unitaria. Co-
nociendo la dinámica unitaria del sistema cerrado, formado por el
sistema abierto y su entorno, y luego trazando parcialmente los gra-
dos de libertad del entorno, puede observarse que la dinámica del
sistema abierto es bien descripta por ecuaciones maestras más com-
plejas que las correspondientes a sistemas cerrados. Sin embargo, en
los sistemas que solemos estudiar en las áreas de computación e in-
formación cuánticas aparecen muchos casos en que, a pesar de no ser
sistemas cerrados, las evoluciones están dictadas por ecuaciones de
Schrödinger con hamiltonianos dependientes del tiempo, al menos
en una buena aproximación. Por el contrario, hay otros casos igual-
mente relevantes en los que la dinámica no es unitaria, como es el
caso de los procesos de medición.
Mediciones
Una medición cuántica consiste de una colección {Mi} de operadores de
medición que satisfacen la condición de completitud
∑
i
M†i Mi = 1 , (1.7)
donde 1 es el operador identidad sobre el espacio de Hilbert co-
rrespondiente. El índice i señala los diferentes resultados que puede
tener la medición. Dado el estado ρ, la probabilidad de que ocurra el
resultado i es
pi = Tr(M†i Miρ) , (1.8)
cuya positividad está garantizada por la no negatividad de ρ, y la
condición ∑i pi = 1 surge de la completitud de la medición y la
traza unidad de ρ. Hasta aquí, si no nos interesa el estado del siste-
ma posterior a la medición, es evidente que los operadores positivos
Ei = M†i Mi, con ∑i Ei = 1, son suficientes para describir esta medi-
ción. El conjunto {Ei} constituye una medición POVM20. 20 Del inglés, positive operator-valued mea-
sure.
En general, el estado de un sistema cuántico no permanece invariante
ante una medición: si la medición anterior da como resultado i, el
estado del sistema después de la medición es
MiρM†i
Tr(M†i Miρ)
. (1.9)
Cuando el resultado de una medición no es leído (observado), habla-
mos de una medición no selectiva —o medición sin postselección—
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y el estado del sistema es descripto por el ensamble (ver Figura 1.2)
M[ρ] =∑
i
pi
MiρM†i
Tr(M†i Miρ)
=∑
i
MiρM†i . (1.10)
ρ M[ρ] = ∑i MiρM†i
Figura 1.2: Esquema de una medición
generalizada no selectiva para un siste-
ma en el estado ρ.
Las mediciones proyectivas son aquellas definidas por proyectores, Mi ≡
Πi. Si la colección es de proyectores ortogonales (ΠiΠj = δijΠi) y de
rango uno, la medición es una medición de von Neumann. Alternati-
vamente, estas mediciones pueden describirse en términos de ope-
radores autoadjuntos de la forma X = ∑i xiΠi (observables), donde
xi ∈ R son los diferentes valores del observable X cuando la salida
i es observada. Usando (1.7)–(1.9), el valor medio (o valor de expec-
tación) de X, cuando el sistema se halla en el estado ρ, está dado
por
〈X〉ρ =∑
i
pixi
=∑
i
Tr(Πiρ)xi
= Tr(∑i Πiρxi)
= Tr(Xρ) ,
(1.11)
y se reduce a 〈X〉|ψ〉 = 〈ψ|X|ψ〉 cuando el estado del sistema es puro,
ρ = |ψ〉 〈ψ|.
Cualquier POVM en un estado ρ, via el teorema de dilación de Neu-
mark, puede conseguirse a través de una medición proyectiva en un
estado extendido ρ ⊗ ρaux sobre un espacio de Hilbert aumentado,
H ⊗Haux [11].
Mediciones simétricas e informacionalmente completas
Una medición simétrica e informacionalmente completa, o SIC-POVM21, 21 Por sus siglas en inglés: symmetric,
informationally complete, positive operator
valued measure.
es un tipo especial de medición con importantes implicaciones en as-
pectos fundacionales de la MC, así como aplicaciones de tomografía
de estados y criptografía. En d dimensiones, se define a partir de d2
estados normalizados |ϕk〉 que satisfacen que
| 〈ϕk|ϕk′〉 |2 = 1d + 1 , k 6= k
′ . (1.12)
Los proyectores subnormalizados Mk = 1d |ϕk〉 〈ϕk| = 1dΠk consti-
tuyen una POVM simétrica e informacionalmente completa de d2
elementos, tales que
Tr(M†k Mk′) =
1
d2
Tr(ΠkΠk′) =
1
d2(d + 1)
. (1.13)
La existencia de SIC-POVMs en dimensión arbitraria es todavía una
pregunta abierta22. 22 Cuando se representa en el espa-
cio de Bloch generalizado, una SIC-
POVM forma un simplex regular d− 1-
dimensional.
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El problema de la existencia de SIC-POVMs en dimensión arbitra-
ria se vincula con la noción de bases mutuamente no sesgadas, o
MUBs23. Dos bases distintas {|ψi〉} y {|φj〉} se dicen mutuamente 23 Del inglés, mutually unbiased bases.
no sesgadas cuando
| 〈ψi|φj〉 |2 = 1d , ∀i, j . (1.14)
Concretamente, en algunos casos es posible vincular la existencia de
una SIC-POVM con la de un conjunto maximal de d + 1 MUBs.
Operaciones
Las operaciones físicas que transforman a los estados cuánticos en
otros, ρ 7→ ρ′, son modeladas por mapas completamente positivos
que preservan la traza, o mapas CPTP24, Λ : L(H)→ L(H′). La con- 24 Del inglés, completely positive trace-
preserving.dición de ser completamente positivo implica que Λ⊗1K es un mapa
positivo para todo K25. Pueden construirse en tres pasos, partiendo 25 Estas operaciones también se conocen
como mapas determinísticos, operacio-
nes cuánticas propias, canales cuánticos
o mapas estocásticos.
de un sistema en el estado ρ,
1. se anexa un sistema en un estado puro, no correlacionado,
2. se aplica una transformación unitaria,
3. se traza el subsistema anexado.
La composición de estas operaciones elementales, en este esquema
de espacio extendido, da operaciones CPTP generales. La caracte-
rización de éstas puede hacerse vía sus operadores de Kraus, {Li}26, 26 Para denotar la acción de superope-
radores, los cuales transforman un ope-
rador de estado en otro, el estado ar-
gumento lo escribimos entre corchetes:
[ · ]. La misma notación la usamos para
el estado postmedición en la Ec. (1.10).
Λ[ρ] =∑
i
LiρL†i , (1.15)
y la condición de preservar la traza se impone cuando ∑i L†i Li = 1. El
rango de Kraus es el número de operaciones necesarias en la forma
de Kraus de la ecuación anterior. En el esquema “ambiental” antes
descripto, en que la operación se reproduce a partir de una unitaria
tras la anexión de un sistema auxiliar, la dimensión del espacio de
Hilbert auxiliar siempre puede hacerse igual al rango de Kraus.
Un ejemplo de canal u operación cuántica es la evolución dinámica
ρ 7→ Λt[ρ] = UρU†. Otra clase importante es la de operaciones lo-
cales y comunicación clásica o LOCC27. Estas operaciones, que com- 27 Del inglés, local operations and classical
communication.ponen una serie de operaciones locales arbitrarias con la posible co-
municación clásica entre partes, es de especial interés, dado que las
operaciones locales se ejecutan más fácilmente que las no locales. Las
operaciones LOCC, ΛLOCC, son una subclase de operaciones separables
que son aquellas expresables con productos de operadores de Kraus
locales:
ρ 7→ ΛSEP[ρ] =∑
i
(LAi ⊗ LBi )ρ(LAi ⊗ LBi )† . (1.16)
La clase LOCC, en particular, permite analizar el problema de la
cuantificación del entrelazamiento.
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1.2 Correlaciones Cuánticas y Cuanticidad
Las correlaciones en estados cuánticos son analizadas, en principio,
desde la caracterización de los operadores de estado en los espa-
cios de estados de los sistemas compuestos. Comparando el estado
conjunto de un sistema multipartito con los estados marginales de
sus partes, podemos inferir el grado y tipo de las correlaciones que
intervienen.
Separabilidad
Cuando tratamos con sistemas bipartitos en estados puros, |ψ〉AB ∈
HA ⊗HB, podemos identificar estados factorizables, es decir, esta-
dos que pueden expresarse en la forma |ψ〉AB = |ψ〉A ⊗ |ψ〉B, y otros
estados que no pueden factorizarse de ese modo. A los primeros los
llamamos estados separables, mientras que a los segundos los llama-
mos estados entrelazados. Aceptando que los operadores de estado dan
una descripción completa (la más completa posible) de los sistemas,
el carácter de separabilidad de estados puros implica que la descrip-
ción completa del conjunto equivale a la descripción completa de las
partes. En cambio, cuando los estados no son separables, los estados
marginales no son suficientes para caracterizar al estado conjunto.
Extendiendo la definición anterior al caso de estados mezcla, deci-
mos que un estado ρABsep es separable cuando puede escribirse como
combinación convexa de estados producto,
ρABsep =∑
k
ckρAk ⊗ ρBk , (1.17)
con ∑k ck = 1, ck ≥ 0. En particular, si existe una forma de descom-
poner al estado de modo que sólo uno de los ck es no nulo, entonces
el estado es no correlacionado —ρABprod = ρ
A⊗ ρB—, también llamado
estado producto. Como en el caso de estados puros, cuando el estado
mezcla no es separable lo llamamos estado entrelazado. La interpre-
tación del concepto de separabilidad de estados mezcla no es tan
sencilla como en el caso de los estados puros, dado que el carácter
de estado mezcla del conjunto implica de por sí un conocimiento
menos completo del estado del sistema conjunto. De todos modos,
podemos ensayar interpretaciones muy clarificadoras de tipo opera-
cional y utilizando las herramientas de la teoría de la información.
De acuerdo a estas aproximaciones al problema, podremos distinguir
no solo la dicotomía separabilidad/entrelazamiento, sino también la
de clasicidad/no-clasicidad.
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Clasicidad
Los estados separables, aunque no están cuánticamente entrelaza-
dos, todavía poseen características que los alejan de sus contrapartes
clásicas. En general, todo estado cuántico, separable o no, se pertur-
ba ante mediciones, aún cuando estas sean locales. Esto implica que
no podemos acceder localmente al sistema (vía alguna medición de
un observable local) sin perturbar el estado del sistema total. Existen,
sin embargo, un subconjunto de estados para los cuales sí es posi-
ble medir ciertos observables locales sin perturbar el estado conjunto.
Esos estados, llamados clásicamente correlacionados —o, sencillamente,
estados clásicos— son los que se pueden expresar como combinación
convexa de estados producto de proyectores locales ortogonales,
ρABclas =∑
i,j
pijΠAi ⊗ΠBj , (1.18)
con ΠA(B)i Π
A(B)
j = δijΠ
A(B)
i . Cualquier observable local cuya des-
composición espectral posea los autoproyectores anteriores puede
medirse sin alterar el estado conjunto del sistema. La familia de esta-
dos clásicamente correlacionados tiene un rol protagónico a lo largo
de esta tesis (por lo que es de especial interés retener su forma —
Ec. (1.18)—), lo que nos lleva a revisarla posteriormente en repetidas
ocasiones28. 28 Como es usual, y para simplificar la
escritura, hablaremos de estados “clási-
cos” para referirnos a los estados clá-
sicamente correlacionados de sistemas
cuánticos.
El mismo esquema nos permite definir estados que son clásicos sólo
sobre una de las partes. En general, consideremos un sistema bipar-
tito AB en el estado ρAB que actúa sobre HAB = HA ⊗HB. Parti-
mos de mediciones locales proyectivas de rango uno, no selectivas,
ΠA = {ΠAi ⊗ 1B}, ΠB = {1A ⊗ ΠBj } y ΠA|B = {ΠAi ⊗ ΠBj }. Los
estados resultantes después de las mediciones son (ver Figura 1.3)
ΠA[ρAB] =∑
i
ΠAi ⊗ 1BρABΠAi ⊗ 1B =∑
i
pAi Π
A
i ⊗ ρB|i , (1.19)
ΠB[ρAB] =∑
j
1A ⊗ΠBj ρAB1A ⊗ΠBj =∑
j
pBj ρ
A|j ⊗ΠBj , (1.20)
ΠA|B[ρAB] = ΠA ◦ΠB[ρAB] = ΠB ◦ΠA[ρAB] =
=∑
ij
ΠAi ⊗ΠBj ρABΠAi ⊗ΠBj =∑
ij
pABij Π
A
i ⊗ΠBj , (1.21)
ρAB ΠA[ρAB]
Figura 1.3: Esquema de una medición
de von Neumann, local en A, no selecti-
va para un sistema en el estado ρAB. La
salida es ΠA[ρAB] = ∑i pAi Π
A
i ⊗ ρB|i .
donde ρB|i = TrA(Π
A
i ⊗1BρAB)
pAi
y ρA|j =
TrB(1A⊗ΠBj ρAB)
pBj
, con probabi-
lidades pAi = Tr(Π
A
i ⊗ 1BρAB), pBj = Tr(1A ⊗ ΠBj ρAB) y pABij =
Tr(ΠAi ⊗ ΠBj ρAB). De acuerdo con Luo [15], estos estados son lla-
mados clásico-cuánticos, cuántico-clásicos y clásico-clásicos con res-
pecto a las correlaciones reveladas por las mediciones locales ΠA,
ΠB y ΠA|B, respectivamente. En general, decimos que un estado es
A-clásico si existe una medición proyectiva sobre A que no pertur-
ba al estado conjunto, es decir, ΠA[ρAB] = ρAB; análogamente, un
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estado B-clásico satisface que ΠB[ρAB] = ρAB, mientras un estado
A|B-clásico obedece la relación ΠA|B[ρAB] = ρAB. A toda esta cla-
se de estados los llamamos, genéricamente, como clásicamente co-
rrelacionados (CC). A los estados que no son CC los denominamos
cuánticamente correlacionados (QC)29. Todos estos estados son a su 29 Del inglés, quantum correlated
vez separables (es decir, no entrelazados), ya que son combinaciones
convexas de estados producto [16]. Sin embargo, remarcamos que
no todo estado separable es de alguna de las formas (1.19)–(1.21).
Además, los conjuntos de todos los estados clásicos en algunas de
sus partes, denotados como ΩA, ΩB y ΩA|B, respectivamente, no son
convexos, a diferencia del conjunto de estados separables.
Para clasificar los estados de acuerdo a este esquema, el de clasici-
dad, encontramos diferentes medidas informacionales, como las me-
didas de perturbaciones inducidas por mediciones (locales) o las de dis-
cord30. 30 A pesar de que el término discord es
extranjero —y de que es posible ensayar
equivalentes hispanos, como discordia o
discordancia— hemos decidido emplear-
lo debido a su uso tan extendido.1.3 Información y Mecánica Cuántica
La noción de información, aunque un tanto elusiva, puede entenderse
desde la teoría de Shannon, en cuyo esquema se tiene una distribu-
ción de probabilidades, asociada a la codificación de los mensajes
que emite una fuente, y que se pretende trasmitir a un receptor de
la manera más eficiente posible. Diferentes cantidades que depen-
den únicamente de tal distribución, como la entropía de Shannon
o la información mutua que definiremos a continuación, son herra-
mientas fundamentales para comprender la noción de información,
su procesamiento y su trasmisión. Cuando hablamos de información
cuántica, nos estamos refiriendo al caso en el cual los sistemas físicos
involucrados en el esquema anterior se comportan cuánticamente,
bajo las leyes que estudiamos anteriormente.
Teoría de la Información
Clásicamente, dada una variable X que toma los valores xi con pro-
babilidades pi, i = 1, 2..., la entropía de Shannon asociada es31 31 Tomamos logaritmos en base 2 para
expresar las entropías en unidades de
bits.H(X) := −∑ pi log pi . (1.22)
Esta entropía es una medida de la incerteza que tenemos acerca del
estado del sistema, asociado a esa distribución. En el caso de certeza
absoluta, sólo una de las pi es no nula y la entropía es cero. En el
caso de incerteza máxima, pi = 1d ∀ i, donde d es el número total de
posibles valores de la variable X. Si esta variable representa el estado
de un sistema físico clásico, entonces d es el número total de estados
distinguibles del sistema estudiado. En el lenguaje de la Mecánica
Estadística, d es el número total de microestados. Estamos aquí su-
poniendo un conjunto discreto y finito de microestados. La medida
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de Shannon puede extenderse también al caso de sistemas con un
conjunto continuo de microestados. La primera aplicación substan-
cial de la Teoría de la Información de Shannon en física teórica fue
en el contexto de la Mecánica Estadística [17, 18].
Para sistemas bipartitos, si X e Y son dos variables asociadas a las
partes A y B, respectivamente, tendremos tres distribuciones de pro-
babilidad relevantes: pXYij asociada a la probabilidad conjunta de que
X tome el valor xi e Y tome el valor yj, y las probabilidades mar-
ginales pXi = ∑j p
XY
ij y p
Y
j = ∑i p
XY
ij . Si ambas variables son inde-
pendientes, pXYij = p
X
i × pYj y la entropía conjunta es la suma de
las entropías de las partes: H(X, Y) = H(X) + H(Y). Pero, en el
caso general, tenemos que H(X, Y) ≤ H(X) + H(Y). Por lo tanto,
IX|Y := H(X) + H(Y) − H(X, Y) es una buena medida de qué tan
dependientes son ambas variables. A esa cantidad la llamamos infor-
mación mutua.
Como veremos a continuación, estas medidas informacionales tienen
sus respectivas contrapartes cuánticas.
Información (en) Cuántica
Para la entropía de Shannon, la extensión natural al escenario cuánti-
co está dada por la entropía de von Neumann de un dado estado ρ [19],
S(ρ) := −∑ pk log pk = −Trρ log ρ , (1.23)
donde pk, k = 1, 2..., son los autovalores de ρ32. La entropía S(ρ) 32 Al igual que con la entropía de Shan-
non, empleamos logaritmos en base 2.cuantifica la (no)pureza de ρ, de modo que es nula para un esta-
do puro y máxima para un estado máximamente mezclado. Esto es
consistente con la idea de que un estado puro se asocia a máxima
certeza mientras que un estado máximamente mezclado, ρ∗ = 1d1,
corresponde al caso de menor certeza:
0 = S(|ψ〉 〈ψ|) ≤ S(ρ) ≤ S(ρ∗) = log d , (1.24)
para todo |ψ〉 ∈ H y ρ ∈ L(H). Existen otras funcionales entrópicas
que satisfacen ciertos axiomas deseables pero son diferentes a la de
von Neumann. Entre ellas, están las de Rényi [20] y Tsallis [21], las
cuales usaremos más adelante y definiremos oportunamente.
Para un sistema bipartito en un estado ρAB, podemos definir también
la información mutua cuántica (IM),
IA|B(ρAB) := S(ρA) + S(ρB)− S(ρAB) . (1.25)
Dada la subaditividad de la entropía de von Neumann, es decir que
S(ρAB) ≤ S(ρA) + S(ρB), la información mutua cuántica es siempre
una cantidad no negativa.
Una diferencia fundamental con respecto al caso de Shannon emerge
como consecuencia del entrelazamiento: la entropía global asociada
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a ρAB puede ser inferior a alguna de las entropías marginales, S(ρA)
o S(ρB), algo que no ocurre con la entropía de Shannon. El caso
extremo es el de un estado puro máximamente entrelazado, para el
cual la entropía global es nula mientras que las entropías marginales
son máximas. Esto motiva la consideración de la entropía marginal
como medida de entrelazamiento en estados puros.
Mayorización
Un concepto íntimamente ligado al de entropía es el de mayorización
(ver, por ej., [22]). Consideremos dos estados ρ y σ, y vectores de
probabilidad p y q formados por los autovalores de ρ y σ, respectiva-
mente, ordenados de forma decreciente. Luego, ρ es mayorizado por
σ, denotado como ρ ≺ σ, cuando
n
∑
i=1
pi ≤
n
∑
i=1
qi ∀ n = 1, . . . , N − 1, y
N
∑
i=1
pi =
N
∑
i=1
qi, (1.26)
donde N = ma´x{rang(ρ), rang(σ)} y rang denota el rango del ope-
rador densidad. Notar que si rang(ρ) ≤ rang(σ) es necesario com-
pletar los vectores p con entradas de valor 0 para que tenga la misma
longitud que q, y viceversa33. 33 Esto no posee ningún impacto sobre
el valor de las entropías unificadas da-
da su propiedad de expansibilidad.La entropía de von Neumann preserva el orden de mayorización,
esto es,
si ρ ≺ σ entonces S(ρ) ≥ S(σ), (1.27)
con igualdad si y sólo si ρ y σ poseen los mismos autovalores. Esto
se debe a la Schur-concavidad de la entropía de von Neumann. Ob-
servemos que la recíproca no vale en general, lo cual significa que
mayorización es una relación de orden más fuerte que la definida
por la entropía de von Neumann.
Dado que los autovalores de un operador densidad ρ son invarian-
tes ante transformaciones unitarias U —en otras palabras, ρ y UρU†
poseen los mismos autovalores— la entropía es invariante ante trans-
formaciones unitarias,
S(ρ) = S(UρU†) . (1.28)
En particular, la evolución de un sistema cerrado no afecta la entropía
del estado incial.
Medidas informacionales de correlaciones cuánticas
Entrelazamiento
Una forma de cuantificar el grado y tipo de correlaciones asociadas
a las partes de un sistema consiste en recurrir a medidas informacio-
nales. Para estados puros de sistemas bipartitos, la clasificación que
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brinda el esquema de separabilidad/entrelazamiento es exhaustiva
y coincide con la de clasicidad/no-clasicidad. En esos casos, la entro-
pía de entrelazamiento, que no es más que la entropía de los estados
marginales, S(ρA) = S(ρB), es una medida adecuada. En el caso de
estados mezcla, existen diversas medidas propuestas en la literatura
para dar cuenta del entrelazamiento, todas ellas satisfaciendo una se-
rie de axiomas razonables: para el caso bipartito, si el estado es ρAB,
la medida de entrelazamiento E debe satisfacer:
• Ser definida no negativa, EA|B(ρAB) ≥ 0, y nula para estados se-
parables:
EA|B(ρABsep) = 0 .
• Ser invariante ante operaciones locales unitarias:
EA|B((UA ⊗UB)ρAB(UA ⊗UB)†) = EA|B(ρAB) .
• Ser monótona no creciente ante la clase de operaciones llamadas
operaciones locales y comunicación clásica (LOCC):
EA|B(ΛLOCC[ρAB]) ≤ EA|B(ρAB) .
Como mencionamos, para estados puros definimos la entropía de en-
trelazamiento, EA|B(|ψ〉AB) := S(TrB |ψ〉 〈ψ|AB), la cual permite cuan-
tificar el entrelazamiento de tales estados.
Entre las medidas de entrelazamiento conocidas y que poseen for-
mas cerradas para sistemas de baja dimensión en estados mezcla
arbitrarios, se hallan el entrelazamiento de formación,
mı´n
{(pi ,|ψi〉) | ρ=∑i pi |ψi〉〈ψi |}
∑
i
piE |ψi〉 , (1.29)
y la negatividad,
‖ρTB‖Tr − 1
2
, (1.30)
con ‖X‖Tr := Tr
√
X†X y TB la operación de traspuesta parcial.
Discord y medidas inducidas por perturbaciones
Como vimos antes, los sistemas cuánticos sufren una alteración en
su estado tras realizar una medición. Esta peculiaridad es empleada
en la caracterización de los estados y sus correlaciones, especializan-
do las mediciones al caso de mediciones locales. A modo ilustrativo,
consideremos los llamados estados clásicos de la Ec. (1.18). Una me-
dición local proyectiva constituida por los operadores ΠAi no pertur-
introducción 29
ba al estado:
ΠA[ρABclas] =∑
i
(ΠAi ⊗ 1B)ρABclas(ΠAi ⊗ 1B)
=∑
ii′
(ΠAi ⊗ 1B)(ci′ΠAi′ ⊗ΠBi′ )(ΠAi ⊗ 1B)
=∑
i′
ci′Π
A
i′ ⊗ΠBi′
= ρABclas .
(1.31)
Esta observación justifica la denominación de estado clásico o clási-
camente correlacionado. En el caso general, el estado postmedición
local (no selectiva), ΠA[ρABclas], difiere del original. Para explicar có-
mo cuantificar esta perturbación usando entropías, debemos recor-
dar que una medición proyectiva es un caso particular de un mapa
biestocástico. Un mapa biestocástico ΛBE puede escribirse en su for-
ma de Kraus como ΛBE[ρ] = ∑k LkρL†k , con ambos conjuntos de ope-
radores positivos {L†k Lk} y {LkL†k} sumando la identidad (ver, por
ej., [23]). Notemos que estos mapas preservan al estado máximamen-
te mezclado: ΛBE[ρ∗] = ρ∗. Puede mostrarse que Λ[ρ] ≺ ρ si y sólo si
Λ es un mapa biestocástico [24]. En otras palabras, para mapas bies-
tocásticos el estado final ΛBE[ρ] está más desordenado (en términos
de mayorización) que el estado inicial ρ. Como consecuencia de este
orden y de la Schur-concavidad de la entropía, tenemos que
S(ΛBE[ρ]) ≥ S(ρ) , (1.32)
donde la igualdad se consigue si y sólo si ΛBE[ρ] = UρU†.
De acá en adelante, nos concentramos en mediciones proyectivas
de rango uno (es decir, de von Neumann) sin postselección, esto
es, un conjunto de proyectores de rango uno Π = {Πi = |i〉 〈i|},
con ΠiΠi′ = δii′Πi y ∑
d
i=1 Πi = 1, siendo {|i〉} una base ortonor-
mal de H. El estado después de la medición Π es igual a Π[ρ] =
∑di=1 ΠiρΠi = ∑
d
i=1 pi |i〉 〈i| con pi = 〈i|ρ|i〉. Dado que las medicio-
nes proyectivas son casos particulares de mapas biestocásticos, tene-
mos una desigualdad similar a (1.32) para Π. Así, la diferencia de
entropías entre los estados final e inicial permite cuantificar la per-
turbación del estado del sistema debida a la medición Π, esto es
DΠ(ρ) = S(Π[ρ])− S(ρ) . (1.33)
Esta diferencia se conoce bajo el nombre de déficit de información [25].
Especializando sobre mediciones locales —unilocales o bilocales—
obtenemos medidas que cuantifican la perturbación local del estado.
Optimizando sobre todas las mediciones posibles, las medidas resul-
tantes se anulan únicamente para los estados clásicos. Por ejemplo,
para medidas en el lado A de un sistema bipartito en el estado ρAB,
DA(ρAB) = mı´n
ΠA
S(ΠA[ρAB])− S(ρAB) , (1.34)
es una medida que se anula únicamente para estados A-clásicos (ver
Ec. (1.19)).
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Dado un sistema bipartito en el estado ρAB, con ρA = TrBρAB y
ρB = TrAρAB los estados reducidos pertinentes, definimos la medida
M(ρAB) como la diferencia entre la información mutua cuántica del
estado, IA|B(ρAB) = S(ρA) + S(ρB)− S(ρAB), y la información mu-
tua del estado posterior a una medición local no selectiva34, es decir, 34 Recordemos que por medición no se-
lectiva o sin postselección nos referimos
a una medición no leída, en el sentido
en que no se ha seleccionado un único
subensamble por medio de la observa-
ción de la salida (ver Ec. (1.10)).
al estado ΠK[ρAB], tal que ΠK es una medida proyectiva, unilocal o
bilocal, completa. Así,
IA|B(ρAB)− CΠK (ρAB) , K = A, B, A|B , (1.35)
donde K = A, B, A|B es la parte del sistema sobre la cual efectuamos
las mediciones locales, y CΠ
K
(ρAB) = IA|B(ΠK[ρAB]) es la llamada
información clásica del estado respecto a la medición ΠK, ya que es la
información mutua accesible por medio de mediciones locales. La fa-
milia de medidas de la Ec. (1.35) es dependiente de la medición ΠK
elegida. Para obtener una medida independiente de una medición
específica podemos o bien definir un criterio unívoco de selección
de la medición, o bien apelar a una optimización sobre todas las
mediciones posibles. La primera opción es elegida por Luo, quien
propone computar estas medidas apelando a una medición local es-
pecífica: aquella definida por las autobases locales, {Π˜Ai } y {Π˜Bi },
es decir, por los proyectores de los estados reducidos de los subsis-
temas [15]. A estas medidas se las llama perturbaciones inducidas
por medición o MID35. La ventaja que poseen es que prescinden de 35 Del inglés, measurement-induced dis-
turbance.optimizaciones sobre el conjunto de mediciones, cuya contrapartida
es la sobrestimación de correlaciones cuánticas en algunos casos. En
el caso de las MIDs, dado que medir en la autobase de los estados
reducidos no altera las entropías marginales —S(ρA) y S(ρB)—,
Π˜K[ρK] = ρK , K = A, B , (1.36)
es equivalente definir el déficit por medio de la diferencia de infor-
maciones mutuas. Por ejemplo, respecto a la parte A,
MK(ρAB) := IA|B(ρAB)− CΠ˜K (ρAB) , K = A, B, A|B . (1.37)
Figura 1.4: Del conjunto de todos los
operadores de estado, L(H), distingui-
mos el convexo de estados separables
(E = 0). Los estados clásicos (D = 0) no
conforman un conjunto convexo.
Así, tenemos que MK(ρAB) ≡ DΠ˜K , K = A, B, siempre que Π˜K re-
presenta la medición local en la autobase local correspondiente.
Cuando a la expresión anterior la optimizamos sobre todas las medi-
ciones posibles unilocales, tenemos las llamadas medidas de discord
—ver Refs. [26-28], para una revisión detallada de esta clase de me-
didas y sus aplicaciones—. Por ejemplo, para medidas del lado A,
DA(ρAB) = IA|B(ρAB)− CA(ρAB) , (1.38)
donde CA(ρAB) = ma´xΠA C
ΠA(ρAB)36. Notemos que ΩA y ΩB son 36 Notar que usamos D —con tipografía
caligráfica— para el discord, mientras
que D refiere a cantidades de tipo défi-
cit de información.
los conjuntos de estados con discord nulo con respecto aHA yHB [29,
30], y que ΩA|B = ΩA ∩ΩB [31]. Todos estos conjuntos no son conve-
xos, a diferencia del conjunto de estados separables (ver Figura 1.4).
Dado que la computación de las MIDs no involucra ningún paso de
optimización, se sabe que en algunos casos pueden sobrestimar las
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correlaciones cuánticas. Este problema es resuelto de varias maneras.
Una de ellas da el llamado discord simétrico [26, 32, 33],
DS(ρAB) = IA|B(ρAB)−ma´x
ΠA|B
CAB(ρAB) . (1.39)
Siguiendo a Zurek y otros autores, diremos que el discord mide la
cuanticidad de las correlaciones presentes en los estados de sistemas
compuestos, en lugar de aceptarse como medida de correlaciones
cuánticas propiamente dicha (ver capítulo 4 para una discusión más
extensa).

2 Correlaciones cuánticas en
estados clásicos
La primera sección de este capítulo está basada en los resultados publicados
en Guido Bellomo y col. “Quantum correlations from classically correlated
states”. En: Physica A: Statistical Mechanics and its Applications 405
(2014), págs. 260-266. La segunda sección, reproduce mayormente lo obte-
nido en Angelo Plastino, Guido Bellomo y Angel R Plastino. “Quantum
state space-dimension as a quantum resource”. En: International Journal
of Quantum Information 13.06 (2015), pág. 1550039.
2.1 Estados (no tan) clásicamente correlacionados
Los estados clásicamente correlacionados —ver Ec. (1.18)— poseen
aspectos cuánticos que pueden explotarse para obtener “ventajas
cuánticas” en diferentes protocolos de procesamiento de la informa-
ción o computacionales. Esta afirmación resume el objetivo central de
esta tesis y, para sostenerla, comenzaremos por analizar el siguiente
caso. Consideremos un sistema cuántico bipartito tal que al menos
una de sus dos componentes es, a su vez, un sistema compuesto. Tra-
zando (parcialmente) sobre una parte de uno o ambos subsistemas
es posible obtener un estado reducido separable que, aún así, exhi-
be correlaciones cuánticas. Ello ocurre incluso si el sistema original
está provisto únicamente de correlaciones clásicas. Este efecto, seña-
lado por primera vez por Li y Luo en [34], es de considerable interés
porque existe un cuerpo creciente de evidencia que sugiere que las
correlaciones cuánticas en estados mezcla no entrelazados podrían
constituir un recurso útil para la implementación de protocolos in-
formacionales de carácter no trivial. En este apartado, conduciremos
una exploración sistemática del efecto mencionado, enfocándolo en
familias particulares de estados cuánticos de baja dimensión (esta-
dos de tres cubits). Con el fin de acceder al carácter no clásico de
las correlaciones de los estados reducidos usaremos un indicador de
correlaciones cuánticas basado en las perturbaciones generadas en
los estados por las mediciones de observables locales. Además, mos-
traremos que, en sistemas de tres cubits, existe un vínculo entre la
información mutua clásica de los estados compuestos originales y el
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máximo grado de correlaciones cuánticas exhibidas por las reduccio-
nes.
Las correlaciones en los sistemas cuánticos compuestos son multifa-
céticas, con el entrelazamiento siendo sólo una de sus posibles ma-
nifestaciones no clásicas [25, 26, 29, 32-49]. Incluso los estados mez-
cla separables (que no están entrelazados) pueden exhibir correlacio-
nes con propiedades no clásicas. Se propusieron numerosas medidas
cuantitativas para estudiar los diferentes aspectos no clásicos, más
allá del entrelazamiento, de las correlaciones en sistemas cuánticos
compuestos. Entre ellas, el discord cuántico [35, 50] y las medidas
basadas en la perturbación ante mediciones locales. Estas últimas
fueron propuestas por Luo [34, 39, 40] y por SaiToh y col. [44, 45].
En el caso de estados puros, todas estas medidas coinciden con las
de entrelazamiento cuántico. En cambio, en el caso de estados mez-
cla estas cantidades corresponden a propiedades físico-cuánticas que
difieren del entrelazamiento.
En el capítulo introductorio, explicamos que los estados clásicamen-
te correlacionados de sistemas cuánticos bipartitos son los descrip-
tos por operadores de estado cuyas matrices densidad asociadas son
diagonales en una base producto {|i〉A ⊗ |j〉B , i = 1, . . . , dA; j =
1, . . . , dB}, donde {|i〉A , i = 1, . . . , dA} y {|j〉B , j = 1, . . . , dB} son
bases ortonormales de los espacios de Hilbert de ambos subsistemas,
con dA(B) las dimensiones respectivas. Cabe recordar que el conjunto
de estados clásicamente correlacionados es distinto al de estados se-
parables. De hecho, hay importantes diferencias. Por ejemplo, el con-
junto de estados separables es convexo, mientras que el de estados
clásicos no lo es [34]. Además, las medidas de no clasicidad como
el discord no satisfacen, en general, relaciones de monogamia [49]
que constituyen una propiedad básica del entrelazamiento cuántico.
Usualmente, se asume que los estados clásicos no proveen recursos
para el procesamiento y transmisión de información basados en co-
rrelaciones cuánticas.
Consideremos dos partes, A y B, que comparten un estado cuántico
bipartito. A las componentes del sistema las denominaremos, abu-
sando de la notación, con las mismas letras A y B, sin que eso su-
ponga algún tipo de confusión. Consideremos, además, que al menos
alguna de las partes es también compuesta. Por ejemplo, suponga-
mos que A consiste de dos partes, A1 y A2. Luego, como mostraron
Li y Luo, trazando sobre alguna de las partes, A1 o A2, es posible
obtener un estado con correlaciones cuánticas, incluso si el estado
original es clásico. Este efecto es relevante, ya que indica que los
estados clásicos compuestos pueden poseer correlaciones cuánticas
“ocultas”.37 37 Con “ocultas” nos referimos a que no
son reveladas por las medidas usuales
de correlaciones cuánticas.La aproximación que propone Luo [34] para estudiar las correlacio-
nes cuánticas, basada en las perturbaciones inducidas por medicio-
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nes locales, posee dos características deseables. Primero, permite una
interpretación directa e intuitiva asociada al caso clásico en que uno
puede ejecutar una medición sin perturbar el estado del sistema. En
el caso cuántico, por el contrario, las mediciones usualmente pertur-
ban el sistema medido. Luo aplica esta idea al estudio de correla-
ciones, definiendo a los estados clásicamente correlacionados como
aquellos sobre los cuales es posible conducir una medición local sin
perturbar el estado global del sistema compuesto. Cuando no es así,
el “mínimo grado” de perturbación debido a las mediciones loca-
les constituye una medida cuantitativa de la cuanticidad de las co-
rrelaciones exhibidas por el sistema considerado. Otra ventaja de la
propuesta de Luo es que la medida concomitante es computacional-
mente más tratable que otras, como el discord. Es importante enfati-
zar que tanto el discord como la noción de medidas de correlaciones
cuánticas inducidas por perturbación ante mediciones determinan
la misma familia de estados clásicos para un dado sistema cuántico
bipartito. De hecho, fue demostrado en [39] que un estado cuánti-
co ρAB permanece inalterado ante una medición local no selectiva
si y sólo si ρAB es diagonal en una base producto. Esto sugiere una
manera natural de estimar la cuanticidad de las correlaciones de un
estado recurriendo a alguna “distancia” mínima entre el estado ori-
ginal y el estado postmedición, ΠA[ρAB], resultante de una medición
local [39].
Nosotros estamos particularmente interesados en las medidas indu-
cidas por perturbaciones o MID definidas por la Ec. (1.37), donde las
mediciones correspondientes se asocian a los autoproyectores que
surgen de la descomposición espectral de los estados reducidos, ρA
y ρB. Nuestro objetivo principal es detectar los aspectos no clásicos
de los estados. Por lo tanto, la sobrestimación no constituye un pro-
blema para nosotros y nuestro foco en las MIDs se debe a la trata-
bilidad del problema computacional, tanto en el caso analítico como
en el numérico.
Correlaciones cuánticas desde estados clásicamente correlacionados
Li y Luo [34] demostraron que todo estado separable (clásico o no)
puede considerarse como embebido en un estado clásico en un sis-
tema de mayor dimensión. Recíprocamente, dado un estado clásico
ρAB, cualquier reducción nos lleva a un estado separable en un es-
pacio de menor dimensión. Así, las reducciones de estados clásicos
podrían, en general, ser no clásicas. Este es el hecho en el cual con-
centraremos nuestros esfuerzos: la posibilidad de hallar reducciones
correlacionadas cuánticamente, partiendo de estados clásicos38. 38 El enunciado formal del teorema de
Li y Luo [34] lo damos en la sección 2.2
y su demostración la posponemos hasta
el capítulo 3 que es cuando sacaremos
provecho de ella.
Consideremos un estado clásico ρAB y analicemos la posibilidad de
encontrar reducciones no clásicas. Antes, vamos a probar algunas
propiedades de las MIDs válidas para reducciones arbitrarias de ρAB,
36 repercusiones cuánticas de los estados clásicamente correlacionados
siempre que este estado está definido vía la Ec. (1.18). Asumiremos
que ambas partes son susceptibles de descomposiciones posteriores,
de modo que los espacios de Hilbert asociados pueden expresarse
como productos tensoriales del tipoHA = ⊗mHAm yHB = ⊗nHBn .
Recordando que la forma de ρAB debe ser (ver Ec. (1.18)) ρAB =
ρABclas = ∑i,j pijΠ
A
i ⊗ΠBj , tenemos que el estado conjunto de las partes
Ai y Bj debe ser
ρAi Bj = ∑
m,n
pmnρ
Ai
m ⊗ ρBjn , (2.1)
donde ρAim = Tr{Ak ,k 6=i}Π
A
m y ρ
Bj
n = Tr{Bk ,k 6=j}Π
B
n . Aplicando la MID
entre estas dos componentes, se tiene que
MAi Bj(ρAB) = IAi |Bj(ρAB)− CAi Bj(ρAB) , (2.2)
al computar las correlaciones usando la Ec. (2.1).
Algunas cotas analíticas interesantes
En primer lugar, observemos que para todo estado ρAB, clásico o no,
dada la positividad de CAB(ρAB), se tiene que
MAB(ρAB) ≤ IA|B(ρAB) , (2.3)
con igualdad estricta si y sólo si el estado postmedición (que siem-
pre es clásico) es un estado producto, tal que ΠA|B[ρAB] = ρA ⊗ ρB,
con ρA y ρB coincidentes con los estados de las partes previos a la
medición, la cual no altera las reducciones.
Introducimos ahora, con respecto a la reducción ρAi Bj , una serie de
cotas que mejoran la de la Ec. (2.3).
1. Dada la subaditividad fuerte de la entropía de von Neumann39, 39 La subaditividad fuerte de S impli-
ca que S(ρABC) + S(ρB) ≤ S(ρAB) +
S(ρBC) para todo ρABC ∈ L(HABC).se puede verificar que
MAi Bj(ρAB) ≤ IAi |Bj(ρAB)
≤ mı´n{IAi |B(ρAB), IA|Bj(ρAB)}
≤ IA|B(ρAB) .
(2.4)
En particular, si ρAB es clásico —ρAB = ρABclas— entonces I (ρABclas)
estima sus correlaciones clásicas. Más aún, en ese caso la Ec. (2.4)
implica que las correlaciones cuánticas entre Ai y Bj poseen como cota
superior las correlaciones clásicas entre A y B. La igualdadMAi Bj(ρAB) =
IAi Bj(ρAB) vale si y sólo si Π˜Ai |Bj [ρAi Bj ] = ρAi ⊗ ρBj . Además, si
ρAB = ρABclas entonces IA|B(ρABclas) ≤ mı´n{H(A), H(B)}, con H(A)
(H(B)) las entropías de Shannon de las distribuciones marginales
pAi = ∑j pij and p
B
j = ∑i pij, asociadas respectivamente a ρ
A y ρB.
Por lo tanto, para ρAB = ρABclas clásico,
MAi Bj(ρABclas) ≤ IA|B(ρABclas) ≤ mı´n{H(A), H(B)} . (2.5)
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2. Por otro lado, MAi Bj(ρAB) está acotada superiormente por las
entropías de las partes involucradas,
MAi Bj(ρABclas) ≤ mı´n{S(ρAi ), S(ρBj)} . (2.6)
Para probar la Ec. (2.6), es suficiente notar que S(ρAi Bj)− S(ρAi )
es cóncava dado que ρAi Bj es un estado separable [51]. Luego,
S(ρAi Bj) es mayor que S(ρAi ) o S(ρBj), de modo que IAi Bj(ρAi Bj) ≤
mı´n{S(ρAi ), S(ρBj)}. En vista de la Ec. (2.4), la cota (2.6) se sigue
inmediatamente. Esta cota revela cómo las correlaciones cuánticas
entre dos componentes del sistema están condicionadas por la di-
mensionalidad de las partes, con S(ρK) ≤ log(dimHK), K = A, B.
3. Por último, notemos que una condición suficiente para que ρAi Bj
sea también clásica, es decir que MAi Bj(ρABclas) = 0, es que {ρAim }
y {ρBjn } sean conjuntos de estados mutuamente commutativos. En
ese caso, existen bases comunes de autoproyectores para cada par-
te, {ΠAiu } y {ΠBjv }, tales que es posible expresar el estado conjunto
como
ρAi Bj =∑
u,v
puvΠ
Ai
u ⊗ΠBjv . (2.7)
Es importante notar, sin embargo, que la condición anterior no es
necesaria para asegurar la clasicidad del estado. Es posible hallar
estados clásicos incluso cuando tal conmutatividad no se satisfa-
ce [34].
Pasemos ahora a un ejemplo particular, un sistema de tres cubits, en
el cual podemos observar el fenómeno de interés.
MID no nulo en estados bipartitos clásicos de tres cubits
Consideremos un estado bipartito especial, ρAB, con las siguientes
características. La parte A se compone de dos cubits mientras que
la parte B consta de un único cubit. El estado conjunto es clásico,
respecto a la bipartición A|B, para (ver Ec. (1.18))
ρAB =
4
∑
m=1
2
∑
n=1
pmnΠAm ⊗ΠBn , (2.8)
con {ΠAm ≡ ΠA1 A2m } el conjunto de autoproyectores de ρA ≡ ρA1 A2 =
TrBρAB y {ΠBn} aquel de ρB.
Para hallar correlaciones cuánticas en la reducción ρA1B = TrA2ρ
AB,
es necesario que algún miembro del conjunto {ρA1m = TrA2ΠAm} no
conmute con el resto. Por ejemplo, definiendo los operadores ΠAm =
|m〉 〈m|A con |1〉
A = |00〉A , |2〉A = |10〉A ,
|3〉A = |+1〉A , |4〉A = |−1〉A ,
(2.9)
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con |+〉 = (1/√2)(|0〉 + |1〉) y |−〉 = (1/√2)(|0〉 − |1〉), para la
autobase de A, y los operadores ΠBn = |n〉 〈n|B con |1〉B = |0〉B y
|2〉B = |1〉B para B. Usando estas bases, computamos numéricamen-
te la MID,MA1B, para una muestra de 104 estados generados a partir
de distribuciones {pmn} aleatorias40. En la gráfica deMA1B vs. IA|B 40 Las distribuciones {pmn} las gene-
ramos a partir de vectores (posterior-
mente normalizados) de 8 componen-
tes reales creadas pseudoaleatoriamen-
te y uniformemente distribuidas en el
rango [0, 1].
(Figura 2.1) observamos que los estados generados ocupan casi com-
pletamente la región comprendida bajo la recta de pendiente uno,
MA1B = IA|B. Esto concuerda con la cota superior anticipada en las
Ecs. (2.4)–(2.6). Notemos que todos los estados clásicos del sistema
A–B (y no sólo aquellos pertenecientes a la familia acá definida) co-
rresponden a puntos que deben yacer en dicha región triangular del
plano IA|B–MA1B.
Consideremos ahora estados que se hallan en el borde de la re-
gión señalada en la Figura 2.1. Para el borde inferior, tenemos que
{MA1B = 0, 0 ≤ IA|B ≤ 1}. Para el borde derecho, {IA|B = 1, 0 ≤
MA1B ≤ 1}. Y para el borde superior, {MA1B = ma´xMA1B|IA|B}.
Nuestro objetivo es hallar familias paramétricas de estados que re-
produzcan los bordes recién comentados para verificar que tales fron-
teras pueden de hecho ser alcanzadas por estados clásicos del siste-
ma A–B. A menos que explicitemos lo contrario, estaremos trabajan-
do con estados de la familia recién definida.
Figura 2.1: MID correspondiente al sub-
sistema A1–B vs. información mutua
del estado clásico ρAB, evaluados pa-
ra 104 estados de la familia generados
aleatoriamente. La línea punteada (ro-
ja) describe el bordeMA1 B ≤ IA|B.
BordeMA1B = 0. Es fácil construir estados clásicos tales que ρA1B es
también clásico. Cualquier estado definido usando una base {Πam}
con operadores mutuamente conmutativos del conjunto de estados
{ρA1m = TrA2ΠAm} hace el trabajo. Es conveniente tener un paráme-
tro libre a disposición que nos permita variar la información mutua
clásica a través del intervalo [0, 1]. Por ejemplo, tenemos la familia
monoparamétrica ρABτ = τ |00〉 〈00|A ⊗ |0〉 〈0|B + (1− τ) |10〉 〈10|A ⊗
|1〉 〈1|B, con τ ∈ [0, 1]. Para esa familia, vale IA|B(ρABτ ) = −τ log τ−
(1 − τ) log(1 − τ), MA1B(ρABτ ) = 0, reproduciendo todo el borde
inferior de la región de interés (cf. Figura 2.2).
Borde IA|B = 1. Acá precisamos una familia de estados tales que: (a)
maximicen la información mutua y (b) las reducciones A1B exhiban
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Figura 2.2: Información mutua de ρABτ
como función del parámetro τ. Es-
ta familia reproduce el borde inferior
de la región de interés, para el cual
MA1 B(ρABτ ) = 0.
correlaciones cuánticas. La primera condición implica la presencia de
correlaciones fuertes, como aquellas dadas por pij = pai δij, de modo
que IA|B(ρAB) = S(ρA) = S(ρB) = S(ρAB) que es maximizada por
distribuciones marginales uniformes. La familia
ρABγ =
1
2
|00〉 〈00|A ⊗ |0〉 〈0|B + 1
2
|ψγ1〉 〈ψγ1|A ⊗ |1〉 〈1|B , (2.10)
con |ψγ〉 = cosγ |0〉 + sinγ |1〉, γ ∈ [0,pi], verifica lo requerido y
además satisface que ρA11 = TrA2Π
A
1 = |0〉 〈0|A and ρA12 = TrA2ΠA2 =
|ψγ〉 〈ψγ|A no conmutan en el caso general. Es posible hallar la MID
para esta familia. Los autovalores de Π˜[ρA1Bγ ] son (1/4)(1± cosγ),
ambos doblemente degenerados. Podemos ver en la Figura 2.3 que
esta familia permite reproducir el borde derecho. Los estados ρABγ
no pertenecen a la familia (2.8)–(2.9), pero sin embargo son estados
clásicos respecto de A|B, mostrando que la frontera IA|B = 1 (con
valores de MID cubriendo el rango completo [0, 1]) puede alcanzarse
con este tipo de estados.
Figura 2.3: MID para la reducción A1B
de la familia ρABγ , como función de γ.
Ésta reproduce el borde derecho de la
región de interés.
Borde superior. Recuperar el borde superior mediante una familia mo-
noparamétrica de estados clásicos es, al menos, difícil. Lo que pode-
mos ver con cierta facilidad es que sí existen familias que cubren el
rango de MID, aunque sin saturar su valor para un dado valor de
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información cuántica. Fijando p11 = 1− 2λ y p31 = λ = p42 en la
base definida originalmente (ver Ec. 2.9) obtenemos la familia
ρABλ = (1− 2λ) |00〉 〈00|A ⊗ |0〉 〈0|B
+ λ(|+1〉 〈+1|A ⊗ |0〉 〈0|B + |−1〉 〈−1|A ⊗ |1〉 〈1|B) . (2.11)
Tomaremos valores de λ en el rango [0, 12 ). En ese caso, IA|B(ρABλ ) =
−λ logλ− (1−λ) log(1−λ). Los autovalores de ρA1Bλ son {0,λ, 12 (1−
λ + cλ), 12 (1− λ − cλ)}, con cλ =
√
1− 4λ+ 5λ2. Aquellos para el
estado postmedición, Π˜[ρA1Bλ ], son {1− 32λ, λ2 , λ2 , λ2 }. Luego, las en-
tropías pertinentes son
S(ρA1Bλ ) = −λ logλ
− 1
2
(1− λ+ cλ)} log(12 (1− λ+ cλ)})
− 1
2
(1− λ− cλ)} log(12 (1− λ− cλ)}) , (2.12)
y
S(Π˜[ρA1Bλ ]) = 1−
2− 3λ
2
log(2− 3λ)− 3
2
λ logλ . (2.13)
Finalmente, de (2.12)–(2.13) se obtiene la MID correspondiente. La
Figura 2.4 ilustra los resultados para la familia ρABλ . Para verificar
los resultados, también computamos numéricamente la medida op-
timizada MA1BS (ρABλ ). Optimizando sobre las mediciones proyecti-
vas locales se obtiene un cuantificador que difiere significativamente
a partir de IA|B(ρAB) ≈ 0,5, evidenciando la sobrestimación de la
MID. Sin embargo, es claro que ambas medidas coinciden en deter-
minar cuáles son los estados que exhiben correlaciones cuánticas.
Figura 2.4: MA1 B(ρABλ ) (cian) y
MA1 BS (ρABλ ) (rojo) vs. información
mutua de la familia de estados clásicos
ρABλ .
En resumen, hemos investigado el modo en que, partiendo de es-
tados clásicamente correlacionados, se hallan reducciones correlacio-
nadas cuánticamente. Este efecto fue ilustrado haciendo referencia
al sistema de menor dimensión posible, es decir, a un sistema de
tres cubits. En ese caso, encontramos una relación directa entre la in-
formación mutua clásica del estado clásico y la máxima MID de sus
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reducciones. Además, mostramos familias monoparamétricas que al-
canzan las cotas extremas anticipadas por la relación mencionada.
Estos resultados pueden ser de interés ya que proveen un mejor en-
tendimiento de la relación entre correlaciones clásicas y cuánticas.
En particular, el hecho de que estados cuánticos (separables) pueden
obtenerse con reducciones de estados clásicamente correlacionados
señala interesantes preguntas acerca del estatus de los estados se-
parables como recursos para tareas informacionales. En ese sentido,
es instructivo considerar el siguiente escenario: un sistema bipartito
consistente de dos subsistemas, A y B. Asumamos que los espacio
de Hilbert de A y B poseen dimensiones no primas. En tal caso, am-
bos subsistemas pueden considerarse formalmente como compues-
tos —esta posibilidad se vincula con el hecho de que la estructura de
producto tensorial del espacio de Hilbert de sistemas compuestos es,
de cierto modo, relativa al “observador” (ver, por ejemplo, [52] y los
trabajos allí citados)—. En consecuencia, un estado clásico compues-
to puede encerrar correlaciones cuánticas “ocultas” correspondien-
tes a reducciones obtenidas al trazar parcialmente una parte de los
subsistemas, siempre que estos sean apropiadamente factorizados
como subsistemas. A su vez, esto sugiere la posibilidad inquietante
de que, más allá de las correlaciones cuánticas, la dimensionalidad
de los subsistemas deba considerarse como recurso en el siguiente
sentido: cuanto mayor es la dimensión (siempre que se asocie a un
número compuesto) mayor es el monto de correlaciones cuánticas
que pueden extraerse del estado original recurriendo a reducciones
apropiadas. A continuación exploraremos esta afirmación con más
cuidado.
2.2 Dimensionalidad del espacio de Hilbert como recurso
Como anticipamos, la dimensionalidad del espacio de estados de sis-
temas cuánticos debería considerarse como un recurso legítimo para
la realización de tareas de procesamiento cuántico de la información.
Esta afirmación se basa en el hecho de que los estados cuánticos con
capacidades de tipo discord pueden obtenerse desde estados clásica-
mente correlacionados que viven en un espacio de mayor dimensión.
En este apartado, profundizaremos e ilustraremos estas nociones con
ejemplos simples que las justifican ampliamente.
La dimensión del espacio de Hilbert asociado a un sistema cuántico
ha sido anteriormente vinculada con los recursos físicos que juegan
un papel relevante en la computación cuántica. Básicamente, la idea
es que “si uno pretende evitar la necesidad de suplir un monto de
recursos físicos que crece exponencialmente con el tamaño del pro-
blema, la computadora debe estar formada de partes cuyo número
crece más o menos linealmente con el número de cubits requeridos
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en una computadora cuántica equivalente. Así, se torna como requi-
sito fundamental para un sistema el de ser una computadora cuán-
tica escalable” [53]41. En este sentido, algunos resultados recientes 41 En el original: “[...] if you want to avoid
supplying an amount of some physical re-
source that grows exponentially with pro-
blem’s size, the computer must be made
up of parts whose number grows nearly li-
nearly with the number of qubits required
in an equivalent quantum computer. This
thus becomes a fundamental requirement
for a system to be a scalable quantum com-
puter”.
muestran que la dimensionalidad de sistemas cuánticos puede con-
siderarse como una entidad física. Por ejemplo, Brunner y col. han
definido lo que llaman testigos de dimensión: cantidades observables
que estiman la mínima dimensión del espacio de estados de un da-
do sistema que sea consistente con ciertas correlaciones medidas [36,
54, 55]. Nosotros proponemos considerar la dimensión del espacio
de Hilbert como un recurso cuántico legítimo para el procesamien-
to de información, sosteniendo nuestro argumento principal sobre la
observación, debida a Li y Luo [34], de que los estados separables
pueden obtenerse a partir de reducciones de estados clásicamente
correlacionados. Aunque algunos autores han sugerido la posibili-
dad de entender el tamaño del espacio de Hilbert como recurso en sí
mismo [56], la afirmación de que es un recurso cuántico que mejora
a los recursos clásicos no fue técnicamente explorada, hasta donde
nosotros sabemos.
Recordemos que, bajo el paradigma del discord, un estado es clási-
camente correlacionado (o simplemente, clásico) si es informacional-
mente accesible para observadores locales. Dada una medida de tipo
discord, D , un estado clásico ρAB para un sistema compuesto A–B
es tal que D(ρAB) = 0. El siguiente teorema demuestra una relación
notable entre los estados separables y los estados clásicos.
Teorema 1 (Separabilidad vs. clasicidad [34]). Un estado ρAB, del sis-
tema compuesto A–B, es separable en HAB = HA ⊗HB si y sólo si exis-
te un estado clásico σA¯ABB¯ sobre HA¯ABB¯ = HA¯A ⊗ HBB¯, con HA¯A =
HA¯ ⊗HA y HBB¯ = HB ⊗HB¯, tal que
ρAB = TrA¯B¯σ
A¯ABB¯ . (2.14)
El estado σA¯ABB¯ lo consideramos como una extensión clásica42 del estado 42 La idea de extensión clásica de estados
cuánticos la desarrollamos en detalle en
el capítulo 3.
separable ρAB.
La prueba de Li y Luo se da en la Ref. [34]. Por el momento, no
sacaremos provecho de la construcción que hacen los autores para
demostrar el teorema, por lo que pospondremos su reproducción
hasta el capítulo 3.
El siguiente resultado se sigue directamente del teorema anterior:
Proposición 1. Toda tarea cuántica realizable usando estados no entrela-
zados puede también llevarse a cabo usando estados clásicos y operaciones
locales.
De hecho, si una tarea cuántica apela al uso de un dado estado no en-
trelazado ρAB, entonces existe una extensión clásica σA¯ABB¯ que pre-
serva la bipartición original (Figura 2.5). El esquema es generalizado
de forma directa a tareas que requieren varios estados de entrada.
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σA¯ABB¯ (clásico)
A¯
A
B
B¯
ρAB (separable)
Figura 2.5: Todo estado cuántico sepa-
rable (para una dada bipartición del sis-
tema total) es, en un sentido formal, la
reducción de un estado clásico de un
sistema definido sobre un espacio de es-
tados de mayor dimensión (y que pre-
serva la bipartición original).
Las correlaciones cuánticas separables, las de tipo discord en particu-
lar, han probado su utilidad tanto en la interpretación de problemas
fundamentales de la cuántica como en aplicaciones de información
y computación cuánticas (pueden verse excelentes revisiones en las
Refs. [26, 57]). Nuestro siguiente objetivo será ilustrar explícitamente
cómo los estados clásicamente correlacionados pueden reemplazar
a los estados separables con discord en dos tareas específicas: (a)
preparación remota de estados (PRE) y (b) distribución de entrelaza-
miento (DE).
Observación. No todos los estados clásicos son igualmente útiles para
ejecutar tareas de forma más eficiente que con recursos clásicos. La
clave está en la estructura de sus reducciones: un estado clásicamente
correlacionado será un buen recurso cuántico si la reducción seleccio-
nada está cuánticamente correlacionada. En otras palabras, el estado
original debe estar clásicamente correlacionado pero no clásico en el
sentido propio de la palabra. Veamos, por ejemplo, el siguiente resul-
tado trivial. Partimos del estado σA¯ABB¯ = ΠA¯Aα ⊗ΠBB¯β , donde ΠA¯Aα
(ΠBB¯β ) son dos estados de Bell ortogonales (es decir, máximamente
entrelazados). Luego, si miramos las correlaciones entre A y B, el es-
tado es un estado producto. En particular, no discordante. Trazando
A¯ y B¯ obtenemos σAB ∝ 1AB, que es virtualmente inútil para cual-
quier tarea informacional. En cambio, podríamos trazar BB¯ y que-
darnos con un estado máximamente discordante, pero en ese caso
estaríamos violando la bipartición original en el sentido del teorema
de Li y Luo, en el que es esencial la preservación de la bipartición
fija original.
Preparación remota de estados (PRE)
La primera ilustración surge al considerar el protocolo de PRE, una
variante del conocido protocolo de teleportación en la cual el emi-
sor conoce el estado a ser enviado al receptor (para más detalles, ver
Figura 2.6 y Ref. [58]). Dakic´ y col. mostraron que, para cierta fami-
lia de estados de dos cubits (aquellos con marginales máximamente
mezclados), la fidelidad del protocolo coincide con el discord geomé-
trico de los estados. Girolami y Adesso, por otro lado, singularizaron
ciertos estados separables que maximizan el discord geométrico [59,
60], aunque tales estados no poseen marginales máximamente mez-
clados. De hecho, es fácil ver que la fidelidad en la PRE es nula para
esos estados. En cambio, el estado definido por la matriz densidad
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Figura 2.6: Existen varios protocolos de
comunicación o procesamiento de in-
formación donde el discord suele pre-
sentarse como una figura de mérito. En
la figura de arriba, ilustramos tres de
ellos: la transmisión local de informa-
ción, la distribución de entrelazamien-
to y la preparación remota de estados.
(a) En el protocolo de transmisión lo-
cal, se pretende copiar la información
mutua de un sistema a otro, por medio
de operaciones locales. (b) En la distri-
bución de entrelazamiento, se busca au-
mentar el entrelazamiento entre partes
al compartir un sistema auxiliar (C). (c)
La preparación remota de estados pro-
pone la teleportación, de A a B, del es-
tado de un sistema (C) que es conocido
por A.
(en la base estándar)
ρABPRE =
1
4

1 0 0 1
0 1 0 0
0 0 1 0
1 0 0 1
 (2.15)
maximiza tanto el discord geométrico como la fidelidad de la PRE
sobre el subconjunto de estados separables. Este estado, definido en
HA⊗HB, puede obtenerse (a menos de operaciones locales unitarias
que preservan el discord), como reducción del estado clásico, en C6⊗
C6,
σA¯ABB¯PRE =
1
3
3
∑
i=1
|k, wk〉 〈k, wk|A¯A ⊗ |wk, k〉 〈wk, k|BB¯ , (2.16)
con |wk, k〉 = |wk〉 ⊗ |k〉, k = 1, 2, 3 (ver Ec. 3.26 en la pág. 60 y tam-
bién Ref. [3]). Además, |wk〉 ≡ |θ, φ〉, donde |θ, φ〉 = cos
(
θ
2
)
|0〉 +
exp(iφ) sin
(
θ
2
)
, y tal que los pares (θ, φ) toman los valores (0, 0),
( 2pi3 , 0) y (
2pi
3 ,pi). Los estados |wk〉 corresponden a las partes A y B,
mientras que {|k〉}1≤k≤3 son tres estados mutuamente ortogonales
en C3, correspondientes a las partes extendidas A¯ y B¯. Por lo tanto,
la misma tarea puede llevarse a cabo con idéntica eficiencia usando
tal extensión clásica.
Vale notar que ρABPRE maximiza el discord geométrico pero no el con-
vencional. Este último, en C2⊗C2, es maximizado en el subconjunto
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de estados separables por una familia diferente de estados [3, 59, 61].
Finalmente, en el espíritu de la discusión de la sección anterior, en
este caso es directo mostrar que la eficiencia superlativa respecto de
la clásica depende del discord geométrico de la reducción.
Distribución de entrelazamiento (DE)
Otro ejemplo de estados clásicos con la habilidad de desempeñar
tareas cuánticas es el de distribución de entrelazamiento [62]. Usare-
mos el siguiente esquema. Comenzamos con un sistema bipartito en
un estado clásicamente correlacionado representado por γA¯ABB¯. La
reducción de interés es ρA¯AB = TrB¯γ
A¯AB. Consideremos dos parti-
ciones del mismo estado: A¯|AB es la partición inicial y A|BA¯ la final.
La distribución de entrelazamiento consiste en aumentar la cantidad
de entrelazamiento al pasar de la configuración inicial a la final. En
ese proceso, el subsistema B pasa de acompañar a A a acompañar a
A¯ (Figura 2.7).
Figura 2.7: Distribución de entrelaza-
miento a partir de estados CC.
Para tener éxito, el protocolo no requiere entrelazamiento entre A¯A
y B. La posesión de discord es necesaria, aunque no suficiente [62,
63].
A modo de ejemplo, tomemos el estado de cuatro cubits
γA¯ABB¯ =
4
∑
k=1
pkΠA¯Ak ⊗ΠBB¯k , (2.17)
donde {ΠA¯Ak }1≤k≤4 y {ΠBB¯k }1≤k≤4 son bases ortogonales de proyec-
tores de rango 1 sobre C4, y {pk}1≤k≤4 es una distribución de proba-
bilidad. Para hallar los estados clásicos que optimizan la DE, genera-
mos estados aleatorios a partir de bases aleatorias de C4. Específica-
mente, restringimos nuestra búsqueda a estados tales que pk = 14 y
ΠA¯Ak = Π
BB¯
k ∀k. Si EX|Y es la medida de entrelazamiento dada por la
negatividad para la partición X|Y del sistema —ver Ec. (1.30)—, tene-
mos que la DE óptima a partir de γA¯ABB¯ es EA|BA¯ − E A¯|AB ≤ 0,0915.
Reemplacemos ahora al estado inicial γAB por otro en el cual ambas
partes están compuestas por cudits, mientras que A¯ y B¯ mantienen
sus dos cubits. El nuevo estado, γABd , opera sobre C
2d ⊗ C2d, con
d = 1, 2.... Como antes, podemos buscar los estados clásicos que ma-
ximizan la DE para cada valor de d. Haciendo esto para 2 ≤ d ≤ 6,
otra vez restringiendo la búsqueda a estados con pk = 12d y Π
A¯A
k =
ΠBB¯k ∀k, hallamos que la DE aumenta con la dimensión del estado
clásico inicial (Cuadro 2.1).
Cuadro 2.1: Máxima DE con estados
clásicos γA¯ABB¯d en C
2d ⊗C2d.
d DE máxima
2 0,0915
3 0,1269
4 0,1681
5 0,1744
6 0,3326
Una vez más, observamos que los estados clásicamente correlacio-
nados γA¯ABB¯d permiten mejorar la DE al aumentar la dimensión del
espacio de Hilbert.
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Extracción de trabajo desde extensiones clásicas
La distinción entre lo clásico y lo cuántico puede hacerse de dife-
rentes maneras. El discord establece una división en la capacidad de
interrogar clásicamente a un sistema compuesto. Otra opción, intro-
ducida por Oppenheim y col. [25], se relaciona con el trabajo que
puede ser extraído desde el estado del sistema por los llamados de-
monios de Maxwell [64]. Si todo el trabajo puede extraerse por de-
monios locales, entonces el estado es clásicamente correlacionado. El
déficit de trabajo entre lo extraíble por demonios locales y globales
es una medida de la cuanticidad de las correlaciones. Optimizando
sobre todas las posibles mediciones locales se determina el discord
termal, el cual difiere del discord usual. La equivalencia entre infor-
mación y trabajo [65, 66] es la esencia para comparar ambos tipos de
discord [67-70].
Anteriormente, mostramos que todo estado separable puede exten-
derse a otro clásicamente correlacionado, y que tales extensiones per-
miten realizar las mismas tareas cuánticas. Desde un punto de vista
termodinámico, de la extensión clásica de un dado estado separable
uno siempre puede extraer más trabajo que del estado cuántico ori-
ginal. De hecho, demostraremos un importante resultado, la validez
de la relación
WQ(σA¯ABB¯) = WQ(ρAB) +WQ(ρA¯B¯) + IAB|A¯B¯(σA¯ABB¯) . (2.18)
En la expresión anterior, ρAB = ∑k pkρAk ⊗ ρBk es un estado cuántico
(separable), σA¯ABB¯ es una extensión clásica de ρAB (ver Ec. (2.14))
y ρA¯B¯ = TrABσA¯ABB¯ es el estado marginal de la parte auxiliar de la
extensión. Para ρ ∈ L(H), WQ(ρ) = log(dimH)− S(ρ) es el máximo
trabajo extraíble de ρ, cuando el sistema se halla en contacto con un
reservorio a temperatura T, con kB la constante de Boltzmann, en
unidades tales que kBT = 1.
La Ec. (2.18) nos dice que el trabajo extraíble desde la extensión clási-
ca está limitado, inferiormente, por la suma de los trabajos extraíbles
del estado original más aquel de la parte auxiliar. La demostración
es sencilla: alcanza con apelar a la subaditividad de la entropía de
von Neumann y aplicarla a la definición precedente de WQ(σA¯ABB¯).
La Ec. (2.18) es importante porque establece una relación entre re-
cursos locales (clásicos) y globales (cuánticos), dado que el trabajo
extraíble desde σA¯ABB¯ puede accederse localmente (el discord ter-
mal de σA¯ABB¯ se anula para la partición A¯A|BB¯). Para lograrlo, por
ejemplo, puede hacerse mediante un demonio de Maxwell local (en
A¯A) que realiza una medición en la autobase de proyectores locales,
{ΠA¯Ak }, y se comunica luego con B, extrayendo un trabajo igual a
WC(σA¯ABB¯) = WQ(σA¯ABB¯). De la igualdad anterior se sigue que
WC(σA¯ABB¯) ≥WQ(ρAB) +WQ(ρA¯B¯) . (2.19)
Dado que existe una diversidad de extensiones clásicas compatibles
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con un estado separable ρAB, tiene sentido preguntarse por la ex-
tensión “óptima”: aquel σA¯ABB¯ con la menor dimensión posible [3].
Este tipo de extensiones puede generalmente encontrarse recurrien-
do al algoritmo de Li y Luo. ¿Qué caracteriza el trabajo extraíble de
aquellas extensiones óptimas?
Consideremos el estado ρABPRE de la Ec. (2.15). Además de la extensión
clásica dada por σA¯ABB¯PRE en C
6 ⊗C6 (Ec. (2.16)), se puede encontrar
una extensión σ˜PRE en C8 ⊗C8. Ninguna de las anteriores es la óp-
tima en el sentido antes discutido. Una exploración numérica vía el
método de Monte Carlo sugiere que la extensión óptima, σoptPRE, actúa
en C4 ⊗ C4 —ver Ec. (3.25) en la pág. 59 y Ref. [3]—. Computando
los trabajos extraíbles localmente (clásicos) asociados a cada una de
las extensiones, observamos que la de menor dimensión coincide con
aquella que minimiza el trabajo (Cuadro 2.2). Este resultado motiva
la pregunta acerca de si la extensión óptima definida vía el criterio de
mínima dimensión coincide siempre con aquella de mínimo trabajo
extraíble.
El trabajo extraíble globalmente desde σA¯ABB¯ es una medida de la ca-
pacidad de distinguir tal estado respecto del máximamente mezcla-
do, ya que WQ(σA¯ABB¯) = S(σA¯ABB¯‖1A¯ABB¯/ dimHA¯ABB¯), con 1A¯ABB¯
la identidad en HA¯ABB¯. En este sentido, la extensión clásica de ρAB
que minimiza el trabajo extraíble estaría dada por el estado σA¯ABB¯
más cercano a 1A¯ABB¯/ dimHA¯ABB¯. La pregunta que nos concierne
es si la minimización de WQ(σA¯ABB¯) —o, de forma análoga, la de
S(σA¯ABB¯‖1A¯ABB¯/ dimHA¯ABB¯)— es equivalente a la minimización
de dimHA¯ABB¯, es decir, si ambas condiciones determinan indistinta-
mente la extensión clásica óptima.
Extensión Dimensión Trabajo extraíble
σPRE 64 4,00
σ˜PRE 36 3,58
σ
opt
PRE 16 2,00
Cuadro 2.2: Trabajo extraíble de dife-
rentes extensiones clásicas del estado
separable ρPRE. La extensión de mínima
dimensión se corresponde con el míni-
mo trabajo extraíble.
Monogamia de correlaciones cuánticas y sus extensiones clásicas
Teniendo presente la equivalencia entre información y trabajo discu-
tida en el apartado anterior, la relación (2.19) puede pensarse como
una relación de monogamia para la bipartición AB|A¯B¯ de la exten-
sión clásica. La función
i(σA¯ABB¯) := log(dimHA¯ABB¯)− S(σA¯ABB¯) (2.20)
puede entenderse como la información total accesible del sistema en
el estado σA¯ABB¯ [68]. Por lo tanto, la desigualdad (2.19) es equiva-
lente a la desigualdad i(σA¯ABB¯) ≥ i(ρAB) + i(ρA¯B¯), la cual determina
un comportamiento monógamo “híbrido” entre la información clá-
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sica (localmente accesible) de σA¯ABB¯ y la información cuántica (glo-
balmente accesible) de ρAB y ρA¯B¯.
Las relaciones de monogamia son de gran interés para caracterizar
las medidas de correlaciones —tanto cuánticas como clásicas—. Ex-
cepto en instancias particulares, las medidas de correlaciones cuánti-
cas no satisfacen relaciones de monogamia. Más aún, si una medida
arbitraria Q cumple con unas pocas propiedades razonables, la mis-
ma debe anularse para estados separables si se requiere que cumpla
además relaciones de monogamia del tipo QAB|C ≥ QA|C +QB|C [49].
El discord usual, por ejemplo, no es monógamo para estados gene-
rales [49, 71-73].
Las extensiones clásicas que mencionamos acá constituyen un claro
ejemplo de violación de monogamia ya que vale
0 = D A¯A|BB¯(σA¯ABB¯) ≤ DA|BB¯(σA¯ABB¯) , (2.21)
y lo mismo vale para D A¯A|B¯. Todas las extensiones clásicas sufren un
incremento del discord si algún subsistema es descartado. En conclu-
sión, todas las extensiones clásicas de estados separables son polígamas en
el sentido usual. Esta observación (a) constituye el argumento básico
para demostrar que las correlaciones cuánticas no son monógamas
en general [49], y (b) subyace a la violación de relaciones de mono-
gamia más generales, incluso para medidas de correlaciones multi-
partitas [74, 75]. De todos modos, existen relaciones de monogamia
válidas para las extensiones clásicas si consideramos medidas más
generales de correlaciones multipartitas. Consideremos, por ejemplo,
el discord global —una extensión simétrica del discord para sistemas
multipartitos— definido vía [76, 77]
Dg(A1| · · · |AN) := mı´n
Φ
[I(A1| · · · |AN)− IΦ(A1| · · · |AN)] , (2.22)
donde A1, . . . , AN son las partes del estado N-partito ρA1···AN ,
I(A1| · · · |AN) :=∑
k
S(Ak)− S(A1 · · · AN) (2.23)
es la información mutua generalizada y IΦ(A1| · · · |AN) es la infor-
mación mutua después de efectuar una medición multilocal, Π~ =
{Πj1A1 ⊗ · · · ⊗Π
jN
AN
}, tal que el estado postmedición es Φ(ρA1···AN ) =
∑~Π~ρA1···ANΠ~. Para el discord global de cualquier estado multipar-
tito se verifica que [74]
Dg(A1| · · · |AN) ≥
N−1
∑
k=1
Dg(A1 · · · Ak|Ak+1) . (2.24)
Por ejemplo, para el estado clásico σA¯ABB¯, si consideramos la parti-
ción A|A¯|B, tenemos que Dg(A|A¯|B) ≥ Dg(A|A¯) +Dg(AA¯|B), pero
Dg(AA¯|B) = Dg(A|B) = 0 y, por lo tanto, Dg(A|A¯|B) ≥ Dg(A|A¯).
De otro modo, podemos considerar la partición A|B|A¯B¯. En ese caso,
Dg(A|B|A¯B¯) ≥ Dg(A|B) +Dg(AB|A¯B¯). La Ec. (2.24) sugiere que, a
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fin de obtener una relación de monogamia válida para medidas de
tipo discord, es necesario apelar a medidas multipartitas generaliza-
das que tengan en cuenta las particiones de la estructura interna del
sistema.
Los casos que analizamos en esta sección validan fuertemente la te-
sis inicial: los estados clásicamente correlacionados en espacios de
Hilbert de dimensión suficientemente grande constituyen recursos
cuánticos para la realización de tareas de procesamiento de informa-
ción. De hecho, mostramos cómo la preparación remota de estados y
la distribución de entrelazamiento pueden llevarse a cabo usando es-
tados clásicos y operaciones locales. Estos resultados son relevantes,
por ejemplo, en el proceso de decoherencia: para interacciones arbi-
trarias sistema-entorno, el sistema evoluciona hacia un estado clási-
camente correlacionado —es decir, no discordante— (ver, e.g., [78]).
Así, mostramos que tales estados son igualmente útiles para las ta-
reas de procesamiento de información cuántica en comparación con
estados separables.
Por otro lado, profundizamos la comprensión de dos aspectos impor-
tantes de las extensiones clásicas de estados separables. En primer lu-
gar, desde una perspectiva termodinámica vinculada a la extracción
de trabajo desde las extensiones, mostramos que la extensión míni-
ma de un dado estado se relaciona con el mínimo trabajo extraíble
del conjunto de posibles extensiones. En segundo lugar, mostramos
que la posibilidad de extender clásicamente los estados separables
está fuertemente vinculada con la naturaleza no monógama de las
medidas de tipo discord. Sólo es posible recuperar la monogamia
considerando las correlaciones genuinamente multipartitas.
2.3 Resumen del capítulo 2
• Mostramos que los estados clásicamente correlacionados tales que
al menos uno de los subsistemas es compuesto, poseen discord
en las reducciones que surgen de trazar parcialmente grados de
libertad locales.
• Por medio de las MIDs, obtuvimos algunas cotas interesantes que
vinculan la cuanticidad de las reducciones con la información clá-
sica de los estados clásicamente correlacionados de mayor dimen-
sión.
• En el caso más sencillo, el de un sistema de tres cubits, calculamos
analíticamente estas relaciones para familias de estados relevantes.
• Para protocolos concretos, como la preparación remota de estados
y la distribución de entrelazamiento, mostramos cómo llevarlos
a cabo a partir de estados clásicos y calculamos la eficiencia en
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función de la dimensión de estos estados; motivando la tesis de
que la dimensión del espacio de Hilbert asociado —aquel donde
definimos los estados clásicos— es un recurso cuántico genuino.
• Vinculamos la noción de extensión clásica de estados separables
con la capacidad de extracción de trabajo y el carácter monógamo
de las medidas tipo discord.
3 Extensiones clásicas
de estados separables
Este capítulo está mayormente basado en los resultados publicados en Gui-
do Bellomo, Angelo Plastino y Angel R Plastino. “Classical extension of
quantum-correlated separable states”. En: International Journal of Quan-
tum Information 13.02 (2015), pág. 1550015.
3.1 Extensiones clásicas de estados separables
Como discutimos anteriormente, Li y Luo [Phys. Rev. A 78 (2008),
024303] descubrieron una relación notable entre discord y entrelaza-
miento: que todo estado separable puede obtenerse vía la reducción
de un estado clásico que vive en un espacio de mayor dimensión.
Partiendo de este resultado, introduciremos y discutiremos la no-
ción de extensión clásica óptima de estados separables y exploraremos
sus características en sistemas de baja dimensión. Mostraremos que a
mayor dimensión de la extensión clásica, mayor el discord del estado
separable original. Analizando estados separables máximamente dis-
cordantes en C2 ⊗C2 y sus respectivas extensiones clásicas, veremos
que de reducciones de estados clásicos en (C2 ⊗ C3) ⊗ C2, pueden
obtenerse estados separable de máximo discord en C2 ⊗C2.
Entrelazamiento y discord son reconocidos como recursos cuánticos
para la implementación de protocolos informacionales y computacio-
nales con una eficiencia mayor a la accesible mediante recursos clá-
sicos (para una revisión completa, ver [26, 79] y sus referencias). La
utilidad del entrelazamiento en tales protocolos ha sido documenta-
da extensamente. En lo que respecta al discord, podemos citar, por
ejemplo, las Refs. [56, 58, 62, 80-86], aunque persiste cierta controver-
sia entorno su necesidad [63, 87, 88]. Está claro, sin embargo, que en-
trelazamiento y discord capturan dos aspectos distintos del mundo
cuántico. El discord se enfoca en el hecho de que los estados clásicos
deben ser informacionalmente accesibles para observadores locales.
Así, es aceptado que la dicotomía clásico/no-clásico puede tratarse
de forma similar a aquella de discord/no-discord. Para un sistema
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bipartito asociamos el espacio de Hilbert HAB = HA ⊗HB. Como ya
vimos, si {ΠAi } y {ΠBi } son mediciones proyectivas completas sobre
HA y HB, respectivamente, entonces [26, 39]
• si σAB = ∑i piΠAi ⊗ ρBi , el estado es clásico-cuántico (A-clásico):
existe una base de HA para la cual la información accesible local-
mente es máxima y, para un observador externo, tal información
puede obtenerse sin perturbar al estado del sistema compuesto;
• si σAB = ∑i,j pijΠAi ⊗ΠBj , el estado es clásico-clásico (A|B-clásico):
la información localmente accesible es máxima para A y B, y pue-
de obtenerse sin perturbar al estado del sistema compuesto.
Análogamente, definimos los estados cuántico-clásicos (B-clásicos)
intercambiando los roles de A y B. Hablamos genéricamente de esta-
dos CC para referirnos a cualquiera de estos tres tipos. Aún cuando
los conjuntos de estados CC —ΩA, ΩB y ΩAB— están incluidos en el
convexo de separables, estos no son convexos. Precisamente, la falta
de convexidad implica la existencia de estados clásicos que, vía la
mezcla mutua, da lugar a estados no clásicos con discord [34]. Este
hecho subyace al vínculo entre separabilidad y clasicidad observado
por Li y Luo en [34]: un estado bipartito es separable si y sólo si
puede obtenerse como reducción de un estado separable de mayor
dimensión, respetando la bipartición original.
A continuación, demostraremos el teorema de Li y Luo que relaciona
separabilidad con clasicidad, introducido en el capítulo 2, y lo adap-
taremos a nuestra presente discusión. Luego, definiremos la extensión
clásica óptima de estados separables y mostraremos que para estados
separables de baja dimensión —en C2⊗C2— es posible hallar exten-
siones clásicas que son “mejores”43 y que no están contempladas en 43 En el sentido de optimalidad que
se desprende de nuestra Definición 2,
pág. 55.
el trabajo de Li y Luo. Además, discutiremos la existencia de estados
separables máximamente discordantes en dimensión arbitraria, rela-
cionando este concepto con las nociones de: (a) bases mutuamente
no sesgadas y (b) mediciones generalizadas simétricas e informacio-
nalmente completas.
Separabilidad vs. clasicidad: la relación de Li y Luo
La monogamia es una característica fundamental del entrelazamien-
to. Dado un sistema multipartito, si dos de sus partes se hallan má-
ximamente entrelazadas, entonces no pueden estar entrelazadas con
una tercera. Para el estado σAB, con {Ai} y {Bj} partes de A y B,
respectivamente, una medida monógama de entrelazamiento E es
tal que [89, 90]
EA|B ≥∑
i,j
EAi |Bj , (3.1)
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Se sigue de (3.1) que, dado σAB no entrelazado, ninguna de sus re-
ducciones exhibirá entrelazamiento, es decir,
EA|B = 0 ⇒ EAi |Bj = 0 ∀ i, j . (3.2)
Recíprocamente, un estado entrelazado ρAi Bj no puede extenderse a
otro no entrelazado σAB. La definición precisa del vocablo extensión
será dada más abajo (Definición 1, pág. 55).
En general, el discord no obedece desigualdades del tipo (3.1) [1, 49,
71, 72]. Li y Luo mostraron que cualquier estado bipartito separable
puede ser extendido a uno clásico en un espacio de mayor dimen-
sión [34] (Figura 3.1). Los autores estudiaron la extensión separable
→ clásico-clásico. Nosotros, en cambio, estamos interesados en el caso
separable → clásico-cuántico44. Reproducimos nuevamente el siguien- 44 El otro caso se trabaja de manera to-
talmente análoga al que nosotros elegi-
mos.
te teorema que es una leve variante del Teorema 1 que explica cómo
encontrar tal extensión [34].
Teorema 2. Un estado bipartito ρAB es separable en HAB = HA ⊗HB si
y sólo si existe un estado clásico-cuántico σA¯AB en HA¯AB = HA¯A ⊗HB,
con HA¯A = HA¯ ⊗HA tal que
ρAB = TrA¯[σ
A¯AB] . (3.3)
Acá, HA¯ es un espacio de Hilbert auxiliar para la parte A, mientras TrA¯ es
la traza parcial sobre HA¯.
Figura 3.1: Un estado separable siempre
puede obtenerse como la reducción de
un estado clásicamente correlacionado
embebido en un espacio de mayor di-
mensión. La extensión de Li y Luo pro-
vee un algoritmo para determinar una
extensión clásica de un dado estado se-
parable.
Demostración. La demostración es adaptada de la de Li y Luo [34].
Partimos de un estado separable
ρAB =
K
∑
k=1
pkρAk ⊗ ρBk . (3.4)
Cada ρAk puede expandirse en sus autobases {|αku〉} de modo que la
Ec. (3.4) puede reescribirse como
ρAB =∑
k
∑
u
pkakuPAku ⊗ ρBk , (3.5)
donde definimos PAku := |αku〉 〈αku|. La extensión demanda incorpo-
rar un sistema auxiliar A¯, definido en HA¯ = CK, tal que {|k〉}, con
k = 1, 2...K, es una base ortonormal de CK. Luego,
{ΠA¯Aku := |k〉 〈k| ⊗ PAku} (3.6)
es un conjunto ortogonal en HA¯A := HA¯ ⊗ HA, extensible a una
medición proyectiva completa. Así, se define la extensión —en (CK⊗
HA)⊗HB—
σA¯AB :=∑
k,u
pkakuΠA¯Aku ⊗ ρBk , (3.7)
la cual es A¯A-clásica respecto a la partición A¯A|B. De su reducción
se recupera el estado separable ρAB,
TrA¯σ
A¯AB =∑
k,u
pkakuPA¯Aku ⊗ ρBkv = ρAB , (3.8)
tal como queríamos mostrar.
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Este proceso particular de extensión clásica lo llamaremos extensión
de Li-Luo o algoritmo de Li-Luo (ALL). Son pertinentes las siguientes
observaciones:
1. La extensión depende de la descomposición separable del esta-
do original (ver Ec. (3.4)). La parte que uno desea hacer clásica
es extendida usando un sistema auxiliar en CK, con K el núme-
ro de términos de la descomposición (3.4). Luo y col. pretenden,
en cambio, un estado clásico-clásico que requiere de dos sistemas
auxiliares (uno por parte) en CK.
2. Extender la parte B no cambia la naturaleza cuántica del estado al
ser “observado” desde A (es decir, mediante una medición local
en A). La extensión de B no modifica el carácter clásico-cuántico
del estado. Recíprocamente, asumamos la existencia de una exten-
sión clásica ωABB¯ en HABB¯ = HA ⊗HBB¯, con HBB¯ := HB ⊗HB¯,
compatible con un dado separable ρAB. En ese caso, podemos es-
cribir
ωABB¯ = ∑
m,n
γmnΠAm ⊗ωBB¯n , (3.9)
y trazando sobre la extensión obtenemos el estado clásico ρAB =
∑m,n γmnΠAm ⊗ ωBB¯n , con ωB := TrB¯ωBB¯. Entonces, ρAB no puede
ser un estado separable arbitrario, debe ser clásico.
3. El ALL no entrelaza la extensión con el sistema original, esto es,
A con A¯. De hecho, de las Ecs. (3.6)–(3.7) se sigue que
σAA¯ = TrBσA¯AB =∑
k
pkρAk ⊗ |k〉 〈k|, (3.10)
es el estado separable de A. Extensiones clásicas más generales
en que A¯ se entrelaza con A son posibles (ver Definición 1 en
la sección 3.2). De cualquier modo, es esperable éstas limiten la
capacidad de correlacionar A con B.
4. El ALL es tal que el estado final no exhibe discord con respecto a
la parte auxiliar: D A¯ = 0.
5. Dado un estado clásico, cualquier reducción que preserve la bi-
partición da lugar a un estado separable y por lo tanto es imposi-
ble hallar una extensión clásica de un estado entrelazado.
Observación. Las aclaraciones anteriores indican que el ALL no da
una extensión única, excepto para un subconjunto especial de es-
tados separables: aquellos cuya descomposición convexa en estados
producto es también única, lo que ocurre con los estados puros. Dado
que los estados puros separables son estados producto (no correla-
cionados), este caso no es significativo para nosotros.
Una cuestión relevante es si puede uno hallar una extensión clásica
óptima para un dado estado separable, donde óptimo refiere a algún
criterio de extremización. A continuación atacaremos esta pregunta
y estudiaremos la relación entre la optimalidad de las extensiones
clásicas y su contenido de correlaciones cuánticas.
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3.2 Extensiones clásicas óptimas
Consideremos el estado separable ρAB sobreHAB = HA⊗HB. Siem-
pre es posible encontrar una descomposición de la forma [91-93]
ρAB =
`
∑
k=1
pk |k〉 〈k|A ⊗ |k〉 〈k|B , (3.11)
donde rang(ρAB) ≤ ` ≤ (rang(ρAB))2. La cantidad ` ∈ N es la
cardinalidad o longitud del estado, y representa el menor número de
estados producto necesarios para tal descomposición. La Ec. (3.11)
se denomina descomposición óptima de ρAB. Para estados separables
en C2 ⊗ C2, uno siempre puede encontrar una descomposición del
tipo (3.11) con ` = ma´x {rang(ρAB), rang((ρAB)TB)} ≤ 4, donde
(ρAB)TB es la traspuesta parcial de ρAB [94]45. 45 Existen otros esquemas de descompo-
siciones posibles para estados biparti-
tos, incluso para estados no separables.
Por ejemplo, Luo y Sun mostraron la
equivalencia de variados teoremas de
no trasmisión usando otra forma parti-
cular de descomposición bipartita [95].
Para precisar la idea de extensión óptima, ensayemos las siguientes
definiciones.
Definición 1 (Extensión clásica). Dado un estado separable ρAB enHA⊗
HB, decimos que σA¯ABB¯ en HA¯A ⊗HBB¯ es una extensión clásica de ρAB
si
TrA¯,B¯σ
A¯ABB¯ = ρAB (3.12)
y σA¯ABB¯ es clásico. La traza parcial se da sobre HA¯ y HB¯, los espacios
asociados a las extensiones, con HA¯A = HA¯ ⊗HA y HBB¯ = HB ⊗HB¯.
Podemos distinguir tres casos, en los cuales las extensiones se dan
desde estados separables a estados CC. Nosotros enfocaremos el es-
tudio que sigue al caso de extensiones a estados clásico-cuánticos,
siendo el resto de los casos tratables de manera completamente análo-
ga. Pasemos entonces a la segunda definición.
Definición 2 (Extensión clásica óptima). Dado ρAB separable en HA ⊗
HB, decimos que σA¯ABB¯ en HA¯A ⊗HBB¯ es la extensión clásica óptima
de ρAB si:
(a) σA¯ABB¯ es una extensión clásica ρAB,
(b) para cualquier otra extensión clásica ωA¯′ABB¯′ en HA¯′A ⊗HBB¯′ ,
dim(HA¯′A ⊗HBB¯′) ≥ dim(HA¯A ⊗HBB¯).
En general, la mejor extensión según el ALL es aquella basada en
la descomposición separable óptima: en ese caso, el sistema auxiliar
vive en C`, con ` la longitud del estado que se busca extender clási-
camente. Sin embargo, la Definición 2 abre la puerta a posibles exten-
siones no amparadas por tal algoritmo, dado que no hace referencia
a ningún mecanismo particular para determinarlas. Podríamos te-
ner, por ejemplo, extensiones que entrelazaran A con A¯. Alternativa-
mente, podríamos pensar en extensiones que exhibieran discord con
respecto a la extensión (es decir, D A¯ 6= 0). Ninguno de estos casos
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son contemplados por el ALL. En consecuencia, aplicar el ALL a la
descomposición óptima no garantiza la optimalidad de la extensión
clásica. Dado que carecemos de una fórmula cerrada para la des-
composición óptima de un estado separable arbitrario, no podemos
tampoco encontrar la mejor extensión restringida al ALL, y menos
aún la extensión óptima general. A continuación mostraremos, de
todos modos, como acotar con más precisión la dimensión de las
posibles extensiones.
Cotas para las extensiones óptimas
El Teorema 2 nos dice algo sobre la dimensión de las extensiones
clásicas óptimas. Siendo que rang(ρAB) ≤ ` ≤ (rang(ρAB))2, usando
la descomposición óptima, el ALL brinda una extensión clásica pa-
ra la cual la dimensión del sistema auxiliar es dALLA¯ := dim C
` = `,
de modo que rang(ρAB) ≤ dALLA¯ ≤ (rang(ρAB))2. La extensión clási-
ca óptima, por definición, mejora aquella de Li y Luo, en cuyo caso
doptA¯ < d
ALL
A¯ . La siguiente proposición establece una cota inferior ge-
neral para la dimensión de las partes extendidas.
Proposición 2. Sea ρAB separable enHA⊗HB, de longitud `, y considere-
mos su extensión clásica σA¯AB en (HA⊗HA¯)⊗HB, como en Definición 1.
Luego, la dimensión del sistema auxiliar obedece la siguiente desigualdad:
dA¯ ≥ d f (dA, dB, `)e (3.13)
donde dx := dimHx y dye = mı´n{n ∈ Z|y ≤ n}. La función f (dA, dB, `)
corresponde a la única raíz positiva del polinomio cuadrático P(x) :=
c2x2 + c1x + c0, con c2 := d2A, c1 := dA(d
2
B − 1) y c0 := `(3− 2dA −
2dB).
Demostración. Sea ` la longitud de ρAB (ver Ec. (3.11)), de modo que
puede escribirse
ρAB =
`
∑
k=1
pkPAk ⊗ PBk , (3.14)
con {PAk }1≤k≤` y {PBk }1≤k≤` conjuntos de proyectores de rango uno
sobre HA y HB, respectivamente. El número de parámetros indepen-
dientes reales necesarios para determinar el estado es
`− 1+ `(2dA + 2dB − 4) . (3.15)
Este se obtiene como sigue. El conjunto {pk}1≤k≤` con la condición
∑k pk = 1 es determinado con ` − 1 cantidades. Para cada estado
puro PAk se necesitan 2dA − 2 parámetros reales. Análogamente para
PBk . Dado el estado clásico σ
A¯AB, podemos escribirlo como
σA¯AB =
dA¯A
∑
m=1
qmΠA¯Am ⊗ ρBm , (3.16)
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con {ΠA¯Am } una base de proyectores de rango uno enHA¯A, y {ρBm} un
conjunto de estados en HB. El índice m varía entre 1 y dA¯A = dAdA¯.
De acuerdo con esto, el conjunto {qm} da dA¯A − 1 parámetros reales
independientes. El conjunto {ΠA¯Am } da dA¯A(2dA¯A − 2) parámetros
reales y es necesario descontar los dA¯A(dA¯A − 1) de las restriccio-
nes impuestas por las reglas de conmutación [ΠA¯Am ,ΠA¯An ] = 0, con
m > n. Notar que hay tan sólo 12 dA¯A(dA¯A− 1) reglas de conmutación
independientes, pero cada ecuación compleja [ΠA¯Am ,ΠA¯An ] = 0 cuen-
ta por dos parámetros reales. En conclusión, {ΠA¯Am }1≤m≤dA¯A posee
dA¯A(dA¯A − 1) parámetros reales independientes. Otra forma de ver
que dA¯A(dA¯A − 1) es el número correcto de parámetros reales inde-
pendientes consiste en tomar {ΠA¯Am } como columnas de la matriz
unitaria en CdA¯A×dA¯A . Tal matriz posee d2A¯A parámetros reales inde-
pendientes, pero es necesario sustraer dA¯A fases arbitrarias, llegando
al número apropiado.
Cuadro 3.1: Dimensiones de los siste-
mas auxiliares necesarias para extender
clásicamente estados bipartitos separa-
bles ρAB con dA = d = dB y rango
máximo. 2da. columna: rango de valo-
res prescriptos por la Ec. (3.13). 3ra. co-
lumna: idem para las extensiones según
el algoritmo de Li y Luo a partir de
las descomposiciones óptimas de ρAB.
∗Para d = 2 apelamos al resultado de
Sanpera y col. según el cual, para estos
estados, ` = 4 [94].
d dmı´nA¯ d
ALL
A¯
1 1 1
2∗ 2 4
3 [2,8] [9,81]
4 [3,13] [16,256]
Por otro lado, cada ρBm es un estado arbitrario de B expresable como
ρBm = ∑s β
(m)
s Π
B(m)
s y determinable por dB − 1+ dB(dB − 1) paráme-
tros reales independientes. Finalmente, el estado σA¯AB necesita de
d2A + (d
2
B − 1)dA − 1 (3.17)
parámetros reales. El estado σA¯AB requiere de un número de pará-
metros reales (Ec. (3.17)) igual o mayor al de ρAB (Ec. (3.15)). Así,
obtenemos la cota propuesta para dA¯.
Las siguientes observaciones vienen al caso.
• El mínimo de nuestra cota para dA¯ (3.13) es siempre menor que `.
Si dmı´nA¯ := d f (dA, dB, `)e es el mínimo de la Ec. (3.13) para valores
dados de dA, dB y `, entonces dmı´nA¯ ≤ d
opt
A¯ ≤ ` = dALLA¯ , con d
opt
A¯ el
mínimo teórico desconocido46. 46 Notar que las dimensiones asocia-
das a las diferentes extensiones posibles
guardan la siguiente relación de orden:
dmı´nA¯ ≤ d
opt
A¯ ≤ dALLA¯ ≤ dA¯
• f (dA, dB, `) crece monótonamente con `, para todo ` ≥ 1 y dA, dB ≥
1. Así, la condición rang(ρAB) ≤ ` ≤ (rang(ρAB))2 establece tanto
una cota mínima como una cota máxima a aquella de la proposi-
ción,
d f (dA, dB, rAB)e ≤ dmı´nA¯ ≤
⌈
f (dA, dB, r2AB)
⌉
, (3.18)
con rAB ≡ rang(ρAB). Para estados de rango máximo, rang(ρ)AB =
dAdB, las cotas dependen de las dimensiones de las partes A y B.
En particular, en el caso de tener dos cubits,
` = ma´x {rang(ρAB), rang((ρAB)TB)} ≤ 4 . (3.19)
Por lo tanto, para la extensión de estados de dos cubits de rango
máximo tenemos que dA¯ ≥ dmı´nA¯ = 2.
• Para estados arbitrarios de rango máximo, d f (dA, dB, dAdB)e y⌈
f (dA, dB, d2Ad
2
B)
⌉
son los valores límite para dmı´nA¯ . Aquellos de
dmı´nA¯ son siempre menores a aquellos obtenidos por el ALL (Cua-
dro 3.1 y Figura 3.2).
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• Para sistemas de dimensión grande, consideremos el caso dA =
dB = d con estados de rango máximo. De la expansión asintótica
de (3.13) se deduce que
4 . dmı´nA¯ . 2 d
3/2 (d→ ∞) , (3.20)
observando que rAB ≤ ` ≤ r2AB. Para estos estados, d2 ≤ dALLA¯ =
` ≤ d4.
• La proposición establece una cota inferior para la dimensión del
sistema auxiliar para extender un estado separable a otro clásico-
cuántico. Si quisiéramos extenderlo a otro clásico-clásico, debería-
mos buscar estados de la forma σA¯ABB¯ = ∑m,n qmnΠA¯Am ⊗ΠBB¯n . El
número de parámetros reales de éste está dado por: (a) dA¯AdBB¯− 1
para {pmn}, (b) dA¯A(dA¯A − 1) para {ΠA¯Am }, y (c) dBB¯(dBB¯ − 1) pa-
ra {ΠBB¯n }. Usando esto, las cotas para dA¯ y dB¯ se obtendrían de
forma análoga al caso ya estudiado.
De las consideraciones anteriores se sigue que, aún cuando la exten-
sión óptima es desconocida, las extensiones halladas por el ALL, a
partir de la descomposición óptima del estado separable, resultan en
estados que difieren del óptimo. A continuación, especializaremos el
estudio al caso de dos cubits.
Figura 3.2: Cotas para las dimensiones
de los sistemas auxiliares obtenidas por
medio del ALL y la Proposición 2.
Extensiones de estados separables de dos cubits
Analicemos ahora posibles extensiones clásicas para estados separa-
bles de dos cubits, con énfasis en los estados de máximo discord.
Extensiones en el esquema de Li y Luo
Con el fin de hallar los estados separables de máximo discord, revi-
semos la relación entre discord y entrelazamiento. Nosotros estamos
interesados en aquellos estados cuando fijamos un cierto rango para
su matriz densidad. En [40], Luo compara el discord con el entrela-
zamiento de formación para estados de Werner de dos cubits. Por
otro lado, en [96], los autores muestran tal relación para estados de
dos cubits arbitrarios generados aleatoriamente, y hallaron las fami-
lias paramétricas de estados que acotan, por debajo y por encima,
la gráfica de discord vs. entrelazamiento. La Figura 3.3 reproduce
la mencionada, computando numéricamente el discord de 3 × 106
estados. La familia representada por la matriz densidad, en la base
estándar47, 47 Salvo que aclaremos lo contrario, las
matrices densidad son expresadas en la
base estándar.
ρβ :=
1
2

β 0 0 β
0 1− β 1− β 0
0 1− β 1− β 0
β 0 0 β
 , (3.21)
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con 0 ≤ β ≤ 1 da el borde inferior para cualquier valor de entrelaza-
miento. Por su parte, los estados
ρα :=
1
2

α 0 0 α
0 1− α 0 0
0 0 1− α 0
α 0 0 α
 , (3.22)
con 0 ≤ α ≤ 1, dan el borde superior para valores de entrelazamiento
entre 0 y 0,620. Para valores de entrelazamiento mayores, el límite
está provisto por estados de Werner (ver Figura 3.3),
ρWη := (1− η)
1
4
+ η |ψ〉 〈ψ| , (3.23)
con −1/3 ≤ η ≤ 1 y |ψ〉 := (|01〉 − |10〉)/√2.
Figura 3.3: Discord vs. entrelazamien-
to de formación, para estados bipartitos
en C2 ⊗ C2. Los puntos corresponden
a 3 × 106 estados generados aleatoria-
mente de acuerdo al código detallado
en el Apéndice, pág. 121. Reportamos
resultados para 1× 106 estados de ran-
go 2, 1× 106 de rango 3, y 1× 106 de
rango 4. Las curvas verde y azul corres-
ponden, respectivamente, a las familias
ρα y ρβ.
Todas estas familias representan subconjuntos de los llamados es-
tados con marginales máximamente mezclados, para los cuales el
cálculo del discord puede hacerse analíticamente. Los autores de [96]
calculan el discord de los estados ρα, hallando
DA(ρα) = (1− α) log(1− α) + α log(α) + (1+ α)− 1− α¯2 log(1− α¯)
1+ α¯
2
log(1+ α¯) , (3.24)
con α¯ := ma´x {|α|, |2α− 1|}. La concurrencia de estos estados es
C(α) = ma´x{0, 2α − 1}. Los estados α son separables cuando α ∈
(0, 12 ]. De estos ρα separables, aquel con máximo discord correspon-
de a α = 13 , en cuyo caso DA(ρα)|α= 13 =
1
3 (Figura 3.4). Vale notar
que la optimización se puede realizar analíticamente (ver Ec. (3.24)).
Por lo tanto, el estado
ρ`=4ma´x := ρα
∣∣
α= 13
=
1
6

1 0 0 1
0 2 0 0
0 0 2 0
1 0 0 1
 (3.25)
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Figura 3.4: Discord y entrelazamiento
de formación para estados de la fami-
lia ρα.
es representativo de los estados separables de máximo discord en
C2 ⊗ C2. En este caso, rang(ρma´x) = 3 y rang(ρTBma´x) = 4, por lo que
esperamos hallar una descomposición separable del tipo (3.11), con
` = 4.
Figura 3.5: Histogramas de entrelaza-
miento y discord de los estados gene-
rados aleatoriamente.
Luego, ρ`=4ma´x puede extenderse clásicamente vía el ALL con un siste-
ma auxiliar de dimensión dALLA¯ = 4. Por otro lado, es posible hallar
extensiones clásica de menor dimensión cuyas reducciones separa-
bles alcancen un grado de discord cercano al máximo. Por ejemplo,
el estado
ρ`=3ma´x := ρα
∣∣
α= 12
=
1
4

1 0 0 1
0 1 0 0
0 0 1 0
1 0 0 1
 (3.26)
posee un discord igual al 93 % del discord del estado ρ`=4ma´x que pue-
de extenderse clásicamente con un sistema auxiliar de dimensión
dALLA¯ = 3. De forma similar, el estado
ρ`=2ma´x :=
1
2
(|0〉 〈0| ⊗ |0〉 〈0|+ |+〉 〈+| ⊗ |1〉 〈1|) , (3.27)
el cual puede extenderse clásicamente con un sistema auxiliar de di-
mensión dALLA¯ = 2, exhibe un discord igual al 61 % de aquel exhibido
por ρ`=4ma´x (ver Cuadro 3.2).
` (= dALLA¯ ) DA
4 13 ≈ 0,3333
3 ( 34 ) log (
4
3 ) ≈ 0,3113
2 2− (
√
2
2 ) log(3+ 2
√
2) ≈ 0,2018
1 0
Cuadro 3.2: Discord para estados má-
ximamente discordantes en C2 ⊗ C2 de
acuerdo a sus longitudes.
Para estudiar analíticamente posibles extensiones clásicas de los es-
tados separables, debemos primero estudiar sus descomposiciones
separables óptimas. A continuación, haremos eso mismo valiéndo-
nos del método descripto por Sanpera y col. [94]48. 48 En el Apéndice, pág. 125, brindamos
un esquema resumido del método de
cálculo de la descomposición separable
de menor longitud.
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Descomposición separable de ρ`=3ma´x.— Para ` = 3, el máximo discord es
0,3113, valor alcanzado por el estado ρ`=3ma´x de la Ec. (3.26). Es fácil
verificar que
ρ`=3ma´x
∼= 1
4
(P0⊗P0 + P1⊗P1 + P+⊗P+ + P−⊗P−) , (3.28)
con {Pj}j=0,1,+,−,r,l los autoproyectores de σz y σx, respectivamente.
Con ‘∼=’ indicamos equivalencia a menos de una transformación uni-
taria local. La Ec. (3.28) es una posible descomposición separable,
pero no la óptima. Para hallar la descomposición óptima de un dado
separable bipartito procederemos como en [94]. Denotando
|θ, φ〉 := cos
(
θ
2
)
|0〉+ exp(iφ) sin
(
θ
2
)
|1〉 (3.29)
a un estado puro arbitrario en C2, hallamos que el conjunto de es-
tados puros W = {|0, 0〉 , | 2pi3 , 0〉 , | 2pi3 ,pi〉} define la descomposición
óptima
ρ`=3ma´x
∼= 1
3
3
∑
i=1
Wk ⊗Wk (3.30)
con Wk = |wk〉 〈wk| y |wk〉 ∈ W . A continuación, repetimos el proce-
so para ρ`=4ma´x.
Descomposición separable de ρ`=4ma´x.— Es fácil ver que ρ
`=4
ma´x
∼= ρα, con
α = 13 , y que puede descomponerse como
ρ`=4ma´x
∼= 1
6
(P0⊗P0 + P1⊗P1 + P+⊗P+ + P−⊗P− + Pr⊗Pr + Pl⊗Pl) , (3.31)
con {Pj}j=0,1,+,−,r,l los autoproyectores de σz, σx y σy, respectivamen-
te. Busquemos ahora la descomposición óptima. Por simplicidad, en
lugar de ρ`=4ma´x consideremos
ρ˜ma´x :=
1
6

2 0 0 0
0 1 1 0
0 1 1 0
0 0 0 2
 , (3.32)
obtenido desde ρ`=4ma´x mediante una transformación local unitaria (en
B), la cual no altera el discord, consistente de un swap,
UBswap :=
(
0 1
1 0
)
, (3.33)
tal que ρ˜ma´x = Uρ`=4ma´xU
†, con U := 1A ⊗UBswap y 1A la identidad en
HA.
Definiendo Z = {|0, 0〉 , |θ∗, 0〉 , |θ∗, 2pi3 〉 , |θ∗, 4pi3 〉}, con θ∗ = arc cos(− 13 ),
la descomposición óptima de ρ˜ma´x es
ρ˜ma´x =
1
4
4
∑
k=1
Zk ⊗ Zk , (3.34)
con Zk = |zk〉 〈zk| y |zk〉 ∈ Z .
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Observación. Todos los estados de la descomposición exhiben idénti-
co solapamiento mutuo, es decir que | 〈θk, φk|θk′ , φk′〉 |2 = c, ∀k 6= k′
(c = 1/3). En términos de la parametrización en la esfera de Bloch,
donde rk = (sin(θk) cos(φk), sin(θk) sin(φk), cos(θk)) es el vector po-
sición asociado a |θk, φk〉, el ángulo entre dos de estos estados es
siempre 2pi/3. Así, los estados puros de la descomposición anterior
de ρ˜ma´x pueden asociarse a los cuatro vértices del 3-simplex regular
en un espacio tridimensional (un tetraedro). Como se muestra en la
Ec. (3.34), ambos subsistemas poseen las mismas componentes pu-
ras. Por lo tanto, el estado de dos cubits de máximo discord puede
expresarse como la combinación convexa, a pesos iguales, de 4 es-
tados productos simétricos ante el intercambio de las partes, dados
por los 4 estados puros de máxima distinguibilidad mutua. Dada la
simetría de este estado, cualquier medida proyectiva da el mismo
valor de discord.
Extensiones clásicas óptimas
Como sugiere el Cuadro 3.1, es posible mejorar los resultados del
ALL en lo que refiere a extender clásicamente estados separables en
el espacio de menor dimensión posible. Cabe notarse en la Figura 3.6
que es posible extender clásicamente al estado ρ`=4ma´x con un único
cutrit, mientras que el ALL precisa de dos cubits. De forma similar,
podemos extender ρ`=3ma´x con un solo cubit, en comparación con el
cutrit requerido por el ALL.
Figura 3.6: Con el fin de extender el es-
tado máximamente discordante de dos
cubits, ρ`=4ma´x, el algoritmo de Li y Luo
emplea un sistema auxiliar en C4. En el
esquema óptimo, es posible hallar una
extensión compatible en (a lo sumo) C3.
Estas nuevas extensiones fueron obtenidas numéricamente median-
te el método de Monte Carlo, partiendo de estados clásicos sobre
CdA¯×2 ⊗C2 y buscando reducciones de máximo discord en C2 ⊗C2.
Comenzamos construyendo un estado clásico σA¯AB = ∑k pkΠA¯Ak ⊗ ρBk ,
con {ΠA¯Ak }1≤k≤dA¯A proyectores ortonormales de CdA¯A , extraídos de
las columnas de una matriz unitaria UA¯A ∈ CdA¯A×dA¯A . Los cuatro
estados ρBk son matrices densidad arbitrarias en C
2, y {pk} una dis-
tribución de probabilidad. Dada la simetría prevalente en los esta-
dos máximamente discordantes de rango dado, elegimos ρBk = ρ
A
k =
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Figura 3.7: Búsqueda de los estados má-
ximamente discordantes de dos cubits,
vía reducciones de estados clásicamen-
te correlacionados, usando el método
de Monte Carlo. Cada línea correspon-
de a una temperatura de simulación
distinta. (a) Partiendo de estados clá-
sicos en C4 ⊗ C2 hallamos reducciones
cuyo máximo discord es DA = 0,3113.
(b) Con estados clásicos en C6 ⊗C2, ha-
llamos reducciones con un discord má-
ximo de DA = 0,3333.
TrA¯Π
A¯A
k y pk =
1
dA¯A
para todo k, de modo que la única libertad en la
determinación del estado clásico proviene de la matriz unitaria UA¯A.
Ese es el único elemento que variamos, infinitesimalmente, en cada
paso del algoritmo, de modo que los cálculos se simplifican conside-
rablemente.
La Figura 3.7 muestra nuestros resultados. Los estados separables
máximamente discordantes, con DA = 0,3333, surgen como reduc-
ciones de estados clásicos con49 dA¯ = 3. Para dA¯ = 2, las reducciones 49 Comparar con las cotas obtenidas en
el Cuadro 3.1, donde claramente se tie-
ne que dmı´nA¯ < 3 < d
ALL
A¯
alcanzan un discord de DA = 0,3113. Las columnas de la matriz
unitaria
UoptA =

0,5288− 0,2428 i −0,0241+ 0,0541 i 0,2730− 0,0396 i 0,5695+ 0,3689 i −0,1512− 0,1230 i 0,2672− 0,1097 i
−0,0179+ 0,2237 i 0,1392+ 0,1287 i 0,1575− 0,8817 i −0,2307+ 0,1243 i −0,1110− 0,0388 i 0,1259− 0,1150 i
−0,0670+ 0,1750 i −0,0525− 0,0246 i 0,0387+ 0,2783 i −0,2118+ 0,0457 i −0,4907+ 0,1406 i 0,1647− 0,7403 i
0,4663+ 0,4930 i 0,0701+ 0,2679 i −0,0392+ 0,0417 i 0,1412− 0,5644 i 0,2635+ 0,1158 i 0,1552− 0,1193 i
−0,2532+ 0,0657 i 0,8938+ 0,0569 i 0,0919+ 0,1655 i 0,1642+ 0,1537 i 0,1726+ 0,0124 i 0,0627− 0,0954 i
−0,2169− 0,0076 i −0,2708+ 0,0706 i −0,0449− 0,0414 i 0,0949+ 0,1610 i 0,6485− 0,3928 i −0,0244− 0,5103 i
 (3.35)
determinan, en la base estándar, la base {ΠA¯Ak }1≤k≤6 del estado clási-
co σA¯ABopt tal que TrA¯σ
A¯AB
opt alcanza el máximo discord de DA = 0,3333.
Así, estamos hallando una extensión clásica en C6 ⊗C2 de ρ`=4ma´x, me-
jorando lo esperado según el ALL. ¿Por qué esta extensión no es
asequible por el método de Li y Luo? Para responderlo, basta con
notar que ` = 4, de modo que el ALL demanda un sistema auxiliar
en C4. Aunque no lo podemos probar analíticamente, los resultados
numéricos nos alientan a conjeturar que σA¯ABopt es efectivamente la
extensión clásica óptima de ρ`=4ma´x (ver Figura 3.8).
Figura 3.8: Comparación entre las dis-
tintas extensiones clásicas de ρ`=4ma´x.
Observación. Existe una diferencia notable entre la extensión óptima
y la del ALL, que permite entender mejor por qué la óptima no es
alcanzable por el ALL. En la extensión óptima, el sistema auxiliar
se halla correlacionado únicamente con el subsistema AB completo
pero no individualmente con A o B. En otras palabras, I A¯|A = 0,
I A¯|B = 0 pero I A¯|AB = 0,585. En cambio, para la extensión del ALL,
tenemos que I A¯|A = 1, I A¯|B = 1 y I A¯|AB = 1,585.
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3.3 Estados separables máximamente discordantes
Los resultados previos en C2 ⊗C2 sugieren que los estados separables
máximamente discordantes (ESMD) son de rango cercano al máximo.
Podemos preguntarnos si las simetrías asociadas a la construcción de
los ESMD de dos cubits son susceptibles de generalización a espacios
de mayor dimensión. En este apartado, discutiremos esta interrogan-
te y propondremos alternativas para responderla.
Las Ecs. (3.28)–(3.31) indican que los estados ESMD de dos cubits
pueden construirse mezclando uniformemente estados correspon-
dientes a diferentes bases mutuamente no sesgadas. De hecho, ρ`=3ma´x
se construye mezclando las dos MUBS de σz y σx, y ρ`=4ma´x es erigido
mezclando las tres posibles MUBs en C2. ¿Cómo podríamos genera-
lizar esto para casos de mayor dimensión?
Para estados d × d-dimensionales, si {Pik}1≤i≤d1≤k≤d+1 es el conjunto de
proyectores que determina las d+ 1 MUBs —ver Ec. (1.14), pág. 22—
de una de las partes, el estado
ρdma´x :=
1
d(d + 1)
d+1
∑
k=1
d
∑
i=1
Pik ⊗ Pik . (3.36)
es un candidato plausible, definido naturalmente desde la observa-
ción previa.
Otra posibilidad para buscar formas generales de estados máxima-
mente discordantes de mayor dimensión surge de notar que los pro-
yectores de rango uno de la base {Zk}1≤k≤4 (Ec. (3.34)) constituyen
una SIC-POVM en C2 —ver Ec. (1.13), pág. 21—. De hecho, tomando
Ek := Zk/d y d = 2 tenemos que
d2
∑
k=1
Ek = 1 , (3.37)
y
Tr(EkEk′) =
1
d2(d + 1)
, k 6= k′ . (3.38)
Equivalentemente,
1
d
d2
∑
k=1
Zk = 1 , (3.39)
y
Tr(ZkZk′) =
1
d + 1
, k 6= k′ . (3.40)
En el caso d-dimensional, un SIC-POVM es un conjunto {Zk}1≤k≤d2
de proyectores de rango uno que obedecen las relaciones (3.39)–
(3.40). Una generalización trivial de los ESMD para dos cudits estaría
dada por el estado
ρ˜dma´x :=
1
d2
d2
∑
k=1
Zk ⊗ Zk . (3.41)
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Observación. La existencia de SIC-POVMs en Cd no está demostra-
da para d arbitrario, aunque sí lo está para d primo o potencia de
primo. Nuestro problema es equivalente al de hallar d2 rayos separa-
dos por ángulos iguales en Cd [97, 98], a su vez directamente ligado
al problema de existencia de d + 1 MUBs en Cd, o con la existencia
de observables complementarios [99, 100]. Alternativamente, nuestro
problema puede entenderse como el de embeber el simplex (d2-1)-
dimensional generado por d2 estados puros en el convexo de estados
cuántico, de modo que todos los estados puros exhiban el mismo so-
lapamiento mutuo [101]. Ese es el modo en el cual interpretamos el
tetraedro formado por las componentes de ρ˜ma´x en la Ec. (3.34). Vale
recordar que una SIC-POVM puede verse como el POVM que mejor
se aproxima a una base ortonormal en el espacio de estados [102].
Es interesante que recientemente algunos autores hayan introducido
una medida de correlaciones cuánticas que involucra la adquisición
óptima de información sobre todas las MUBs [103].
Correlaciones cuánticas genuinas
Algunos trabajos recientes muestran que es posible obtener estados
con discord no nulo efectuando operaciones locales sobre estados de
discord nulo [87, 88]. En esos trabajos, se argumenta de esa forma
que el discord puede entenderse como un recurso necesario, aunque
no suficiente, para tener correlaciones cuánticas genuinas. Una ma-
nera de señalar a los estados con correlaciones cuánticas genuinas
es a través de sus descomposiciones en estados producto de bases
locales [29]. Si {Am} y {Bn} son bases asociadas a los operadores
hermíticos en HA y HB, respectivamente, los estados compuestos
σAB pueden descomponerse como
σAB =
d2A
∑
m=1
d2B
∑
n=1
rmn Am ⊗ Bn , (3.42)
con dA (dB) la dimensión de HA (HB). La matriz de correlación R :=
(rmn) puede reexpresarse vía la descomposición en valores singula-
res. Si LR := rang(R) es su rango y {sl} el conjunto de sus valores
singulares,
σAB :=
LR
∑
l=1
sl Fl ⊗ Gl , (3.43)
donde Fl y Gl son los elementos de A y B en la nueva base. Si las
componentes son puras, entonces LR ≤ (dimHAB)2 (Cf. Ec. (3.11)).
De otro modo (permitiendo estados mezcla) tenemos que LR ≤ d2mı´n,
donde dmı´n := mı´n{dimHA, dimHB} corresponde al subsistema de
menor dimensión. Para estados clásicos, LR está acotado superior-
mente por la dimensión de los subsistemas, es decir, LR ≤ dmı´n.
Existen estados con discord no nulo tales que LR ≤ dmı´n, pero puede
demostrarse que éste es generable por operaciones locales partiendo
de un estado clásico, por lo que puede argumentarse que no consti-
tuye un recurso cuántico genuino [87, 88]. Los estados con LR > dmı´n
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poseen discord y su matriz de correlación no es compatible con aque-
lla de los estados clásicos. Estos últimos estados son genuinamente
cuánticos (con respecto a sus correlaciones). En resumen, LR es el
indicador de correlaciones cuánticas que no pueden obtenerse desde
estados clásicos con operaciones locales.
Por ejemplo, para ρ˜ma´x la Ec. (3.34) representa la descomposición (3.43),
con {|θl , φl〉 〈θl , φl |}1≤l≤4 la base de operadores hermíticos de HA y
HB, y sl = 14 ∀ l. Ahí, la matriz de correlación posee rango 4. Ade-
más, dmı´n = dim C2 = 2. Por lo tanto, LR > dmı´n y las correlaciones
cuánticas son genuinas en el sentido anterior. En cambio, es fácil ver
que para el estado de la Ec. (3.27) la matriz de correlación es 2, y su
discord puede generarse localmente. Como corolario, los estados de
dos cubits bipartitos con correlaciones cuánticas genuinas son aque-
llos con LR > 2. En el Cuadro 3.2, solo los estados con ` > 2 serían
relevantes en ese aspecto.
Dada nuestra descomposición (3.41) de ρdma´x, dado que los {Mk} son
linealmente independientes, el número de términos indica automá-
ticamente el rango de la matriz de correlación pertinente. Tenemos
que rang(R) = d2 > dmı´n [104], ya que dmı´n = dim Cd = d. Luego,
para tales estados el discord no es espurio en el sentido recién discu-
tido. En otras palabras, para toda dimensión, los estados separables
definidos vía la Ec. (3.41) constituyen recursos cuánticos genuinos.
3.4 Resumen del capítulo 3
• Demostramos que la existencia de correlaciones cuánticas genui-
nas en estados separables se relaciona con la posibilidad de exten-
derlos clásicamente en espacios de mayor dimensión.
• Introdujimos la noción de extensión clásica óptima para estados
separables,y mostramos que el algoritmo anticipado por Li y Luo
para hallar ese tipo de extensiones puede ser, en general, mejora-
do.
• Encontramos que el máximo discord en estados separables está
vinculado con la dimensionalidad de su extensión clásica óptima.
• Probamos una cota inferior para la dimensión del sistema auxiliar
asociada a la extensión clásica óptima, dada en función de las
dimensiones de las partes y el rango de la matriz densidad.
• Para estados separables de dos cubits, encontramos, analíticamen-
te, diferentes extensiones clásicas para los casos de máximo dis-
cord. En particular, mostramos que un único cutrit es suficiente
para extender clásicamente a los estados máximamente discor-
dantes. En base a simulaciones numéricas, conjeturamos que la
extensión hallada es, de hecho, la óptima.
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• Nuestros resultados para sistemas de baja dimensión sugieren
cierta forma acerca de la estructura de los estados separables má-
ximamente discordantes. En ese sentido, propusimos posibles ca-
minos para generalizar estos resultados a casos de dimensión ar-
bitraria, basados en la observación de interesantes vínculos entre
estos estados y las nociones de bases mutuamente no sesgadas y
SIC-POVMs.

4 Correlaciones cuánticas y
condiciones de localidad
Este capítulo está mayormente basado en los resultados publicados en Guido
Bellomo, Angel Plastino y Angel R Plastino. “Quantumness and the role
of locality on quantum correlations”. En: Physical Review A 93.6 (2016),
pág. 062322.
4.1 Localidad y subsistemas en sistemas compuestos
Las correlaciones cuánticas de un sistema físico son usualmente es-
tudiadas con respecto a una descomposición única y fija del sistema
en subsistemas, sin explotar completamente la rica estructura del es-
pacio de estados. En este apartado, mostraremos variados ejemplos
en los cuales la consideración de diferentes descomposiciones de los
sistemas físicos potencia los recursos cuánticos y da cuenta de una
definición más flexible de las medidas de cuanticidad. En ese sentido,
brindaremos una nueva perspectiva acerca de cómo acceder al hecho
de que las operaciones locales juegan un rol clave en las medidas
generales de cuanticidad más allá del entrelazamiento —como las de
tipo discord—. Propondremos una familia de medidas para cuanti-
ficar la cuanticidad máxima de estados cuánticos. Para aquellas ba-
sadas en el discord, presentaremos algunos resultados analíticos y
numéricos para estados 2× d dimensionales. Aplicando nuestra de-
finición a estados bipartitos de baja dimensión, mostraremos que los
resultados para estados separables y entrelazados exhiben compor-
tamientos diferentes a aquellos asociados a las medidas usuales de
correlaciones cuánticas. También mostraremos que existe un vínculo
entre nuestra propuesta y el criterio antes definido por Dakic´, Vedral
and Brukner basado en el rango de la matriz de correlación.
Avances físicos recientes, tecnológicos y teóricos, muestran que la
computación cuántica ya no es una idealización (ver Refs. [73, 105-111]
y las referencias en ella). Las novedades en ese campo traerían me-
joras significativas en la eficiencia del procesamiento informático,
y el ingrediente fundamental involucrado lo constituyen las corre-
laciones cuánticas, aquellas no implementables mediante sistemas
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clásicos. Así, el estudio de las correlaciones cuánticas ha sido uno
de los temas más perseguidos de la física cuántica durante la úl-
tima década (ver, por ej., las excelentes revisiones de los Horodec-
ki [79] y Modi y col. [26]). El entrelazamiento y el discord son dos
de las familias de medidas más estudiadas, ambas relacionadas con
la forma en que el estado de un sistema puede descomponerse como
mezcla de estados producto. Un estado no entrelazado (separable)
ρABsep sobre HA ⊗ HB, con respecto a la bipartición A|B, puede ex-
presarse como combinación convexa de estados producto, es decir,
ρABsep = ∑k pkρAk ⊗ ρBk , con pk ≥ 0 y ∑k pk = 1. Por su parte, un estado
clásicamente correlacionado ρABclas con respecto a la misma biparti-
ción, puede escribirse como mezcla de proyectores locales ortogona-
les, es decir, ρABclas = ∑ij pij |i〉 〈i|A ⊗ |j〉 〈j|B, donde pij ≥ 0, ∑ij pij = 1
y 〈i|i′〉 = δii′ , con 0 ≤ i ≤ dim(HA(B)). En otras palabras, ρABclas es
diagonal en una base producto {|i〉A ⊗ |j〉B}. Un estado que no es
clásicamente correlacionado, es cuánticamente correlacionado.
¿Cuál es la principal diferencia entre los estados no correlacionados
(estados producto), ρABprod = ρ
A ⊗ ρB, y los estados clásicamente co-
rrelacionados (como ρABclas definido más arriba), con respecto a sus ca-
pacidades cuánticas? Podríamos sospechar que los estados clásicos
son tan inútiles como los no correlacionados cuando se los requie-
re para tareas de procesamiento de información en que los recur-
sos cuánticos son necesarios. Sin embargo, eso no es cierto. Suponga-
mos que tenemos un sistema en el estado ρABclas y acceso a otros gra-
dos de libertad locales de sistemas auxiliares (por ej., del entorno),
es decir que estamos en un esquema sistema + entorno en el esta-
do ρext = η A¯ ⊗ ρABclas ⊗ ηB¯, donde η A¯ (ηB¯) es el estado de los grados
de libertad del entorno de A (B). Ahora, es fácil observar que existen
observables locales con respecto a los cuales el sistema está en un estado
cuánticamente correlacionado. Basta notar que ρA
′B′ = TrenvUρextU†
es, en general, cuánticamente correlacionado con respecto a A′|B′,
donde ‘env’ denota los grados de libertad del entorno y U denota
una operación local unitaria (LU) que respeta la bipartición, es decir,
U = U A¯A ⊗UBB¯, y da lugar a la “inspección” de observables locales.
Considerar diferentes observables de un mismo sistema nos provee
descripciones alternativas, y las correlaciones cuánticas son relativas
a tales elecciones de observables. Zanardi [112] fue el primero en no-
tar este efecto del carácter relativo vis-a-vis el entrelazamiento cuán-
tico de estados de muchos cubits y propuso una formalización del
mismo bajo un esquema algebraico general [52]. Más tarde, Barnum
y col. [113] brindaron una noción de entrelazamiento dependiente
de la partición en subsistemas. Harshmann y Ranade [114], por su
parte, probaron que todos los estados puros en espacios de Hilbert
de dimensión finita (y sin una estructura prescripta) son equivalen-
tes en lo que a recursos de entrelazamiento se refiere, en el caso ideal
de que uno cuente con acceso y control completos sobre los obser-
vables (ver también Refs. [115, 116] para presentaciones alternativas
correlaciones cuánticas y condiciones de localidad 71
de estos resultados). Dado que clásicamente correlacionado implica
separable, y dado que la cuestión de separabilidad es relativa a los
observables preferidos (aquellos que determinan los subsistemas lo-
cales), la cuestión de las correlaciones en estados clásicos se torna
relativa también. Vale notarse que estas ideas han sido aplicadas sa-
tisfactoriamente, por ejemplo, a la investigación de transiciones de
fase cuánticas [117-119] y entrelazamiento en sistemas de partículas
indistinguibles [120-124].
En este capítulo, nos enfocaremos en la situación no tan estudiada
de estados mezcla bajo una restricción de localidad: permitimos úni-
camente operaciones locales unitarias (sobre un espacio de Hilbert
aumentado) con el fin de explorar los subespacios de observables de
cada subsistema local. En el caso de estados puros, las operaciones
unitarias globales inducen una equivalencia en cuanto a las corre-
laciones cuánticas (que en ese caso son de entrelazamiento). Como
es esperable, mezcla y localidad imponen ciertas limitaciones en el
monto de correlaciones cuánticas o cuanticidad alcanzables cuando
consideremos el carácter relativo mencionado (ver más adelante para
una discusión sobre el rol de la pureza en medidas de tipo discord
bajo transformaciones unitarias globales).
Adoptaremos una distintición entre correlaciones cuánticas y cuantici-
dad, como surge del trabajo seminal de Ollivier y Zurek [35], quienes
acuñaron esa terminología al introducir las medidas de discord co-
mo aquellas que caracterizan la cuanticidad de las correlaciones, y no
el monto de correlaciones cuánticas per se. Esta distinción está liga-
da a discusiones posteriores brindadas por Giorgi y col. en términos
de correlaciones cuánticas genuinas/no-genuinas [72] (ver también
Ref. [87]).
El capítulo está organizado de la siguiente manera. En la sección 4.2
discutiremos el núcleo de este apartado, es decir la forma en que
las correlaciones cuánticas generales dependen de la descomposi-
ción en subsistemas de un dado sistema cuántico. En la sección 4.3
formularemos una propuesta con el fin de cuantificar el efecto men-
cionado desde un punto de vista de la teoría de la información, a
la cual llamaremos cuanticidad potencial. Demostraremos varias pro-
piedades interesantes que cumplen esas medidas, mostrando su ade-
cuación como medidas confiables de cuanticidad. Finalmente, en la
sección 4.4 especializaremos el estudio a correlaciones de tipo dis-
cord, presentando algunos resultados analíticos para estados 2× d
dimensionales y exhibiendo algunas de sus peculiaridades en siste-
mas de baja dimensión.
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4.2 Cuanticidad y subsistemas
Tomemos un ejemplo concreto. Comenzamos con el estado clásico de
dos cubits ρABclas = p |0〉 〈0|A⊗ |0〉 〈0|B +(1− p) |1〉 〈1|A⊗ |1〉 〈1|B, con
0 ≤ p ≤ 1, donde {|i〉}i=0,1 es la base estándar. Supongamos que te-
nemos acceso a dos cubits auxiliares, localizados uno en cada parte,
de forma que el estado extendido es ρext = |0〉 〈0|A¯ ⊗ ρABclas ⊗ |0〉 〈0|B¯.
Cualquier operación local unitaria, U A¯A⊗UBB¯, representa diferentes
particiones de los subsistemas locales A¯|A y B|B¯ en nuevos subsiste-
mas A¯′|A′ y B′|B¯′ (ver Figura 4.1). Por ejemplo, si U A¯A = UcHUS =
(UBB¯)†, donde UcH representa una compuerta controlada de Hada-
mard y US una compuerta swap, el estado reducido transformado es
ρA
′B′ = p |0〉 〈0|A′ ⊗ |0〉 〈0|B′ + (1− p) |+〉 〈+|A′ ⊗ |+〉 〈+|B′ , donde
|±〉 = 1√
2
(|0〉 ± |1〉). El nuevo estado, ρA′B′ , no es clásicamente corre-
lacionado. Por lo tanto, hemos revelado cierta cuanticidad escondida
o “potencial” de ρABclas, tan sólo apelando a transformaciones sobre
los grados de libertad locales. Esto no es posible si el estado es no
correlacionado: para ρABprod, es directo mostrar que el mismo procedi-
miento nos depara un nuevo estado no correlacionado, ρA
′B′
prod . Estos
resultados distinguen claramente ρABclas de ρ
AB
prod en lo que respecta a sus ca-
pacidades de procesamiento de información cuántica. Esta característica
vale para todo estado no producto (es decir, correlacionado): si ρAB
es un estado bipartito correlacionado y A y/o B poseen acceso a grados de
libertad auxiliares, entonces es posible hallar correlaciones cuánticas entre
los nuevos subsistemas A′ y B′ que definen ρA′B′ . Como discutiremos en
la sección 4.3, esta propiedad no es más que una reinterpretación del
hecho conocido de que las correlaciones cuánticas más allá del en-
trelazamiento pueden ser creadas mediante operaciones locales [87,
125-127]. Por lo pronto, tomamos este resultado como nuestra pri-
mera proposición.
Proposición 3. Sea ρAB un estado no producto en HA ⊗HB. Sean η A¯ y
ηB¯ los estados ‘iniciales’ de dos sistemas auxiliares. Luego, para el estado ex-
tendido η A¯⊗ ρAB⊗ ηB¯ es posible hallar una descomposición en subsistemas
que: (a) preserva la bipartición local, y (b) posee correlaciones cuánticas.
Demostración. La prueba es sencilla. Si ρAB es un estado correlaciona-
do, puede ser CC o QC. Si es QC entonces ninguna extensión es ne-
cesaria, pues ya contiene correlaciones cuánticas. Si es CC, podemos
elegir estados puros para los sistemas auxiliares, η A¯ = ηB¯ = |0〉 〈0|.
Luego, para el estado extendido |0〉 〈0|A¯ ⊗ ρAB ⊗ |0〉 〈0|B¯, podemos
aplicar unitarias locales de la forma UA¯A ⊗ UB¯B que corresponden
a distintas particiones de cada subsistema (A y B) en subsistemas.
Finalmente, trazando los grados de libertad auxiliares resulta en un
estado modificado, ρA
′B′ . La acción de las unitarias sobre el esta-
do reducido equivale a la de operaciones locales que preservan la
traza (ver, por ej., Ref. [128]). Los canales locales arbitrarios pueden
convertir un estado CC en otro QC [29], observación que conluye la
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prueba. Notar, sin embargo, que para los estados producto no exis-
ten operaciones locales que correlacionen ambas partes, ni cuántica
ni clásicamente.
Figura 4.1: Para un sistema compues-
to A–B, CC con respecto a tal partición,
el acoplamiento a sistemas locales au-
xiliares no correlacionados (A¯ y B¯) y
la aplicación de LUs, llevan a un es-
tado QC (ver Proposición 3 para más
detalles). Las unitarias locales tienen la
forma U A¯A ⊗ UBB¯ y actúan reacomo-
dando los grados de libertad locales,
dando lugar a “nuevos” subsistemas
A′, A¯′, B′, B¯′. En otras palabras, las uni-
tarias locales inducen nuevas descom-
posiciones de A¯A y BB¯ en diferentes
subsistemas (los primados). (Ver el tex-
to para más detalles.)
Existe otra forma de presentar esta importante diferencia (entre es-
tados CC y estados no correlacionados) con respecto a las corre-
laciones cuánticas que surgen de las posibles reducciones de es-
tas CC: cuando los subsistemas A y/o B poseen dimensiones no
primas, es posible hallar reducciones de ρAB que respetan la bi-
partición local A|B y aún así poseen correlaciones no clásicas. Por
ejemplo, el estado de dos cubits ρA1B1 = p |0〉 〈0|A1 ⊗ |0〉 〈0|B1 +
(1− p) |+〉 〈+|A1 ⊗ |+〉 〈+|B1 (el mismo que en el ejemplo anterior)
puede entenderse como la reducción del siguiente estado de cua-
tro cubits: ρAB = p |0〉 〈0|A2 ⊗ |0〉 〈0|A1 ⊗ |0〉 〈0|B1 ⊗ |0〉 〈0|B2 + (1−
p) |1〉 〈1|A2 ⊗ |+〉 〈+|A1 ⊗ |+〉 〈+|B1 ⊗ |1〉 〈1|B2 . Este último es clara-
mente CC con respecto a la bipartición A1 A2|B1B2 ∼= A|B. Por lo
tanto, ρAB es un estado CC con reducciones QC, siempre preservan-
do la misma prescripción para los grados de libertad locales. Una
vez más, este resultado es general: si ρAB es un estado bipartito correla-
cionado para el cual A y/o B son compuestos, entonces es posible hallar una
reducción que posee correlaciones cuánticas:
Proposición 4. Sea ρAB un estado no producto enHA⊗HB, con dimHA
y/o dimHB dadas por números no primos. Luego, es posible hallar un esta-
do reducido que preserva la bipartición local y posee correlaciones cuánticas.
Demostración. La demostración es trivial en vista de nuestra anterior
proposición. Si ρAB cumple con las hipótesis de la proposición, po-
demos considerarlo como al estado ya extendido de la Proposición 3.
Por lo tanto, aplicando unitarias locales y trazando algunos grados
de libertad nos llevan al resultado deseado. Ser correlacionado es una
condición necesaria, dado que cualquier reducción de un estado pro-
ducto es trivialmente no correlacionada con respecto a la bipartición
fijada.
Como fue señalado en la introducción, el carácter relativo de las co-
rrelaciones cuánticas con respecto a la partición elegida del sistema
en subsistemas ha sido anteriormente estudiada con mucho cuidado
en el caso de estados puros [52, 112-114]. En nuestra presentación,
el foco está en el caso de estados mezcla bajo una restricción de localidad:
únicamente operaciones locales unitarias son permitidas (sobre el espacio de
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Hilbert aumentado) para explorar los subespacios de observables locales para
cada subsistema.
En resumen, la posesión de estados CC implica de por sí algún grado
de cuanticidad en las correlaciones en el siguiente sentido:
• Estados CC suplidos de sistemas auxiliares no correlacionados ex-
hiben correlaciones cuánticas, en general, cuando se especifican
observables locales alternativos.
• Reducciones de estados CC exhiben, en general, correlaciones cuán-
ticas, con respecto a la misma partición.
La consideración de estos escenarios nos guiarán, en la siguiente sec-
ción, a definir la noción de cuanticidad potencial.
Observación. Las unitarias locales actúan sobre HA¯A ⊗HBB¯ reconfi-
gurando los grados de libertad locales para dar descomposiciones
alternativas en nuevos subsistemas que preservan la bipartición lo-
cal original. Para el estado reducido ρAB, la transformación equivale
a una operación local que preserva la traza. El impacto de las ope-
raciones locales sobre las correlaciones cuánticas ha sido estudiado
en los últimos años. Las dos propiedades que elevamos al estatus de
proposiciones 3 y 4, se apoyan en el resultado general de que las co-
rrelaciones cuánticas pueden crearse vía ruido local (es decir, canales
cuánticos locales) [125, 129, 130]. Cuando uno elige que este canal
sea el asociado a la operación de traza, las relaciones anteriores entre
correlaciones clásicas y cuánticas de sistemas compuestos emergen.
A continuación, proponemos una familia de cuantificadores que pre-
tenden medir estos efectos desde la perspectiva que brinda la teoría
de la información.
4.3 Midiendo la Cuanticidad Potencial
Las dos proposiciones discutidas hasta aquí refieren a dos hechos ín-
timamente relacionados que pueden cuantificarse mediante la con-
sideración de medidas informacionales apropiadas de correlaciones
cuánticas. Del análisis previo, surge naturalmente la siguiente defi-
nición para la cuanticidad potencial (CP).
Definición 3 (Cuanticidad potencial). Sea ρAB un estado sobre HA ⊗
HB, y η A¯(B¯)0 = |0〉 〈0| los estados iniciales sobreHA¯(B¯) = Cd de un sistema
auxiliar. La cuanticidad potencial de ρAB, de rango d, con respecto a la
bipartición A|B es
PQd (ρAB) = ma´xU∈LU Q
A|B(Uη A¯0 ⊗ ρAB ⊗ ηB¯0 U†) , (4.1)
donde en el cálculo de QA|B(ρAB) := Q(TrHA¯,B¯ρ
AB) está implícita la traza
de los sistemas auxiliares, y QA|B es una medida de correlaciones cuánticas
bipartitas entre A y B.
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Usualmente, una medida Q de correlaciones cuánticas es tal que,
para todo estado bipartito ρAB,
• Q(ρAB) ≥ 0,
• Q(ρAB) = 0 si ρAB es un estado CC (o, en particular, un estado
producto),
• Q(ρAB) es máxima si y sólo si ρAB es un estado (puro) máxima-
mente entrelazado,
• Q(ρAB) es invariante ante transformaciones locales unitarias,
• Q(ρAB) converge a un monótono de entrelazamiento siempre que
ρAB es un estado puro.
Estas propiedades son satisfechas por toda medida de entrelaza-
miento o discord. En esos casos, la correspondiente medida de CP
satisface las siguientes propiedades básicas, que la hacen adecuada
como medida de cuanticidad de las correlaciones:
• (Positividad) PQd (ρAB) ≥ 0 para todo estado ρAB y cualquier di-
mensión d de las partes auxiliares.
• (Mínimo) Para todo d, PQd (ρAB) = 0 si y sólo si ρAB = ρA ⊗ ρB.
• (Máximo) PQd (ρAB) es máxima si y sólo si ρAB es un estado máxi-
mamente entrelazado.
La positividad vale porque Q misma es semidefinida positiva. De he-
cho, de la Definición 3, se deduce la desigualdad más fuerte PQd (ρAB) ≥
Q(ρAB) ≥ 0. En lo que respecta a la segunda propiedad, PQd (ρA ⊗
ρB) = 0 vale porque las unitarias involucradas no correlacionan AA¯
con BB¯, ni siquiera en un sentido clásico. Por otro lado, si ρAB no
es un estado producto, entonces PQd (ρAB) 6= 0. Esto puede probar-
se construyendo una LU, U, tal que QA|B(UρextU†) 6= 0. Dividamos
el análisis en dos casos: ρAB siendo CC o QC. Si es QC, ninguna
extensión es necesaria dado que ρAB ya es tal que Q(ρAB) 6= 0. Si,
por el contrario, ρAB es CC, sabemos que es expresable en la forma
ρAB = ∑ij pij |i〉 〈i|A ⊗ |j〉 〈j|B, para {|i〉A} ({|j〉B}) estados ortogona-
les enHA (HB). Consideremos los casos en que sólo dos probabilida-
des son no nulas y, además, involucran proyectores independientes,
es decir, ρAB = p |0〉 〈0|A ⊗ |0〉 〈0|B + (1− p) |1〉 〈1|A ⊗ |1〉 〈1|B. En
ese caso, podemos extender el estado con sistemas auxiliares de di-
mensión dos en ambas partes, ρext = |0〉 〈0|A¯ ⊗ ρAB ⊗ |0〉 〈0|B¯. Así,
|0〉A¯ ⊗ |0〉A y |0〉A¯ ⊗ |1〉A son estados ortogonales en HA¯ ⊗ HA, y
podemos mapearlos a cualquier otro par {|α〉A¯A , |α⊥〉A¯A} de esta-
dos ortogonales vía operaciones locales unitarias. Lo mismo, para
HB ⊗ HB¯, donde una LU transforma |0〉B ⊗ |0〉B¯ y |1〉B ⊗ |0〉B¯ en
|β〉BB¯ y |β⊥〉BB¯. Trazando los sistemas auxiliares obtenemos ρA′B′ =
pρA
′
α ⊗ ρB′β + (1 − p)ρA
′
α⊥ ⊗ ρB
′
β⊥ , que es en general un estado QC, a
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menos que ρA
′
α y ρA
′
α⊥ conmuten (ídem para B
′). En los casos en que
ambas probabilidades involucran algún proyector común en una de
las partes, el mismo procedimiento crea un estado QC con respecto a
la otra parte. La generalización a estados de mayor rango es directa.
La tercera propiedad surge de que Q misma satura únicamente para
estados máximamente entrelazados, incluso cuando no se conside-
ren extensiones u operaciones locales. Entonces, PQd (ρAB) alcanza
su máximo si y sólo si TrA¯B¯(Uη
A¯
0 ⊗ ρAB ⊗ ηB¯0 U†) es máximamente
entrelazado. Extensión, unitarias locales y traza parcial equivalen a
operaciones locales que preservan la traza. Como las operaciones lo-
cales no pueden crear entrelazamiento, PQd (ρAB) alcanza su máximo
si y sólo si ρAB es, en sí mismo, un estado máximamente entrelazado.
La familia de medidas definida exhibe otras muchas propiedades
interesantes pero, antes de presentarlas y discutirlas, probaremos la
siguiente proposición que provee una definición alternativa para PQd
sin hacer referencia alguna a sistemas auxiliares.
Proposición 5. Para todo estado ρAB y cualquier dimensión d como en la
Definición 3, la CP de ρAB, de rango d, con respecto a la bipartición A|B es
PQd (ρAB) = ma´xΛLO∈LO(d)
Q(ΛLO[ρAB]) , (4.2)
donde ΛLO ∈ LO(d) es cualquier operación local de rango, a lo sumo, d, y
QA|B es cualquier medida de correlaciones cuánticas bipartitas entre A y B.
Demostración. La equivalencia es trivial si recordamos que, por el
teorema de dilación de Stinespring [131], cualquier operación cuán-
tica puede reproducirse adicionando un sistema auxiliar, operando
unitariamente en el espacio de Hilbert aumentado y, finalmente, tra-
zando el sistema auxiliar. En nuestro caso, la restricción sobre las
unitarias locales impone la correspondiente condición de localidad
sobre las operaciones cuánticas de la Proposición 5.
La Proposición 5 ofrece una nueva interpretación concisa para nues-
tra familia de medidas: PQd (ρ) cuantifica la cuanticidad de las co-
rrelaciones de ρ alcanzable por operaciones locales. Entre la vasta
familia de operaciones locales, podemos identificar, por ejemplo, las
unitarias locales, las unitales locales y los canales clásico-cuánticos.
Como veremos más adelante, mientras que las locales unitarias no
cambian el valor de PQd , nuestras medidas son, en general, no cre-
cientes ante operaciones locales arbitrarias.
Observación. Las medidas PQd dependen del valor de d, que puede
interpretarse como una restricción en la clase de operaciones local-
mente accesibles, o como una restricción en la dimensión de los siste-
mas auxiliares a disposición (ver Definición 3). Siendo que LO(d′ <
d) ⊂ LO(d), es directo observar que PQd′<d(ρAB) ≤ PQd (ρAB) para to-
do ρAB. Sin embargo, es interesante considerar el siguiente escenario
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d-independiente. Si ρAB es tal que dma´x := ma´x{dimHA, dimHB},
entonces toda operación local sobre ese estado puede implementarse
con extensiones auxiliares de dimensiones, a lo sumo, d2ma´x. Por lo
tanto, PQd (ρAB) → PQd2ma´x(ρ
AB) con d → ∞. Nos referiremos a ésta
última como máx-CP o PQma´x. Es claro que la misma da cuenta del
caso de no restricción de recursos auxiliares locales. Finalmente, vale
notar que el caso d = 0 corresponde trivialmente con la medida Q
asociada, es decir, PQd=0(ρ) = Q(ρ).
Por último, cabe mencionar que estas medidas, PQd , no (necesaria-
mente) involucran una interpretación operacional dinámica. De he-
cho, las operaciones unitarias de la definición original pretenden cap-
turar el carácter relativo de las correlaciones con respecto a las par-
ticiones del sistema en subsistemas. Es decir, si ρAB es el estado del
sistema (bi)particionado de acuerdo a A|B, y si existen sistemas au-
xiliares tales que η A¯0 ⊗ ρAB ⊗ ηB¯0 es un posible estado conjunto (como
en la Definición 3), las operaciones U ∈ LU pueden pensarse como
reconfiguraciones de los subsistemas locales (ver pág. 89 para una
discusión más detallada).
Propiedades de las medidas de CP
Como es de esperar, PQd hereda algunas particularidades de la medi-
da Q elegida. Por ejemplo, si Q es el discord cuántico usual, enton-
ces PQd es una medida asimétrica basada en mediciones unilocales,
mientras que se vuelve simétrica si Q es el discord simétrico. De to-
dos modos, antes de especializarnos en alguna Q determinada, po-
demos probar algunas propiedades adicionales sobre las medidas de
CP genéricas.
Primero, notemos que las medidas de PQd coinciden con un monó-
tono de entrelazamiento en el caso de estados puros, |ψ〉AB, y para
toda Q que cumple con la caracterización previa. De hecho, por la
Proposición 5, PQd (|ψ〉AB) es el máximo valor de Q(ΛLO[|ψ〉AB]) so-
bre ΛLO ∈ LO(d). Ahora, usando que: (a) para estados puros, Q de-
crece monótonamente bajo operaciones locales y comunicación clási-
ca (LOCC), y (b) que LO ⊂ LOCC, tenemos que
PQd (|ψ〉AB) = ma´xΛLO∈LO(d)
Q(ΛLO[|ψ〉AB])
≤ ma´x
Λ′LOCC∈LOCC
Q(Λ′LOCC[|ψ〉AB])
≤ Q(|ψ〉AB) .
(4.3)
Por otro lado, tomando ΛLO como la operación identidad, tenemos
que Q(ΛLO[|ψ〉AB]) = Q(|ψ〉AB), saturando la desigualdad anterior.
En consecuencia, PQd (|ψ〉AB) = Q(|ψ〉AB) para todo estado puro
|ψ〉AB y todo valor de d, probando que PQd es, para estados puros, no
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más que el correspondiente monótono de entrelazamiento definido
vía Q.
A continuación, demostraremos ciertas propiedades sobre el com-
portamiento de las medidas de CP ante diferentes clases de opera-
ciones locales. Primero, que PQd es invariante ante operaciones lo-
cales unitarias, como es esperable para cualquier medida razonable
de este tipo. Segundo, que operaciones locales de rango suficiente-
mente bajo no incrementan PQd . Tercero, que PQd tiene en cuenta las
correlaciones cuánticas encerradas en las posibles reducciones de los
estados. Resumiremos todo esto en la siguiente proposición.
Proposición 6. Para toda medida de CP de rango d, PQd , las siguientes
propiedades se verifican:
1. PQd es invariante ante operaciones locales unitarias,
2. PQd es no creciente ante operaciones locales de arbitrarias de rango igual
o menor que d
3. Dado un estado bipartito ρAB donde A y/o B son a su vez compues-
tos, A = {Ai} y B = {Bj}, PQd (ρAB) es acotada inferiormente por
la medida Q sobre todas las posibles reducciones (grano fino) ρAi Bj =
TrHcompρAB, con Hcomp = ⊗m 6=i,n 6=jHAm ⊗HBn , tal que dimHAi ×
dimHBj ≤ d.
Demostración. (1) Sea UA|B una operación unitaria local sobre HA ⊗
HB. Para cualquier estado ρ sobre HA ⊗HB, la transformación co-
rrespondiente es ρ 7→ ρ1 = UA|BρUA|B. De la Definición 3,
PQd (ρ1) = ma´xV∈LU Q
A|B(Vη A¯0 ⊗ ρ1 ⊗ ηB¯0 V†)
= ma´x
V∈LU
QA|B(VUA|Bη A¯0 ⊗ ρ⊗ ηB¯0 UA|BV†)
= ma´x
V′∈LU
QA|B(V′η A¯0 ⊗ ρ1 ⊗ ηB¯0 V′†) ,
que es igual a PQd (ρ). En la tercera línea, usamos que la composición
de una operación unitaria V que es local sobre A¯A|BB¯ con otra uni-
taria UA|B que es local en A|B, da una unitaria V′ que es local en
A¯A|BB¯.
(2) Sean Λ′LO ∈ LO(d′) y Λ′LO[ρ] = ρ′ las transformaciones corres-
pondientes de ρ, con d′ ≤ d. Luego, para ρ′ se verifica que
PQd (ρ′) = ma´xΛLO∈LO(d)
Q(ΛLO[ρ′])
= ma´x
ΛLO∈LO(d)
Q(ΛLO ◦Λ′LO[ρ])
≤ ma´x
ΛLO∈LO(d)
Q(ΛLO[ρ])
= PQd (ρ) ,
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donde ‘◦’ indica composición de operaciones. Usamos, en la tercera
línea, el hecho que que operaciones de la forma ΛLO ◦Λ′LO generan
un subconjunto de LO(d).
(3) Toda reducción ρAi Bj es el resultado de una LO de la forma TrAi ◦
TrBj ◦1comp sobre el estado del sistema completo. Tal LO está incluida
entre las consideradas en el proceso de maximización de la definición
de PQd , siempre que dimHAi × dimHBj ≤ d.
Observación. Acerca de la propiedad (2) de la Proposición 6, vale
aclarar que uno no espera que la PQd coincida con un monótono de
entrelazamiento para estados mezcla generales. De hecho, en la ma-
yoría de los casos, Q ≥ 0 para estados separables y entonces PQd ≥ 0
para esos estados, mientras que cualquier monótono de entrelaza-
miento es, por definición, nulo para estados separables.
Como afirmamos anteriormente, la Proposición 6 establece que toda
medida de CP tiene en cuenta el segundo hecho mencionado en la
pág. 74, es decir, que incluso los estados CC pueden tener reduccio-
nes QC, fenómeno que no es capturado por las medidas usuales del
tipo discord. Para un dado estado CC, sin embargo, toda reducción
es separable para la misma bipartición [1, 3, 4, 34]. Como consecuen-
cia, la CP de un dado estado CC está acotado superiormente por
aquel de los estados separables. De acá en adelante, concentraremos
nuestros esfuerzos en el caso en que los recursos auxiliares locales
no están limitados, el cual está bien descripto por PQma´x. En ese caso,
de las proposiciones anteriores tenemos que:
a) PQma´x coincide con un monótono de entrelazamiento para estados
puros,
b) PQma´x es no creciente ante operaciones locales generales y es inva-
riante ante LUs,
c) PQma´x tiene en cuenta las correlaciones de todas las posibles reduc-
ciones de los estados.
Un entendimiento más profundo de estas medidas requiere de la es-
pecificación de alguna clase particular de funcionales Q, algo que
haremos en la sección 4.4 usando medidas de discord. Antes de eso,
mencionaremos algunos trabajos relacionados para enfatizar sus si-
militudes y diferencias con nuestra propuesta.
Relaciones con otras medidas de cuanticidad
Algunas medidas de correlaciones cuánticas que involucran la apli-
cación de LUs fueron definidas recientemente. Pueden relacionarse,
hasta cierto punto, con nuestra propuesta.
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Comencemos por considerar la interesante medida de cuanticidad
propuesta por Devi y Rajagopal [132]. Para un cierto estado bipartito
ρAB, ellos consideran: (i) todas las posibles extensiones ρA¯AB a espa-
cios de Hilbert de mayor dimensión, tales que TrA¯ρ
A¯AB = ρAB, y (ii)
el conjunto de mediciones proyectivas sobre A¯A. Luego, cuanticidad
es definida como la mínima entropía relativa de Kullback-Liebler en-
tre el estado original y el estado postmedición. Como en el caso de
la CP, esta medida involucra un espacio de Hilbert aumentado. Sin
embargo, al computarse vía una minimización, esta cantidad es me-
nor que, por ejemplo, el discord. De hecho, los autores demuestran
que su medida es una cota superior de la entropía relativa de entre-
lazamiento.
Como segundo ejemplo, nos referimos nuevamente al trabajo de Da-
kic´ y col. [29], donde los autores muestran que el rango de la matriz
de correlación de estados bipartitos oficia de indicador de correlacio-
nes cuánticas. Todo estado bipartito puede expresarse en términos de
bases arbitrarias de operadores hermíticos de los espacio de Hilbert
locales, {Ai ∈ HA} y {Bj ∈ HB}, como ρAB = ∑ij rij Ai ⊗ Bj. El nú-
mero de valores singulares no nulos de la matriz (rij) es L ≤ d2mı´n,
con dmı´n = mı´n{dim(HA), dim(HB)}. Para estados CC, L ≤ dmı´n.
Luego, L ≥ dmı´n implica correlaciones cuánticas. Sin embargo, hay
estados con discord no nulo y L < dmı´n. En particular, todo estado
separable que puede ser creado por LO desde un estado CC verifica
que L < dmı´n. En nuestro acercamiento, esto implica que todo estado
CC exhibe el mismo grado de cuanticidad que el estado separable de
mayor cuanticidad que pueda crearse vía LO desde el mismo (este
último tiene el mismo L que el estado CC original).
Otro trabajo relacionado se debe a Guo y Wu [133], quienes defi-
nen un cuantificador de correlaciones cuánticas computado median-
te mediciones sobre bases mutuamente no sesgadas. Al igual que con
nuestras medidas, los estados productos son los únicos que exhiben
cuanticidad nula en su esquema.
Por último, llamamos la atención sobre otro trabajo, esta vez de Gha-
ribian [134], quien define una medida de no clasicidad a través de la
mínima distancia entre el estado original y todas sus posibles trans-
formaciones locales unitarias. Desde nuestra perspectiva, las LUs
dan cuenta de un cambio en los observables de interés. Así, la me-
dida de Gharibian captura la mínima perturbación sufrida por un
dado estado al respecto a todos los observables locales. Resulta que
esta medida es del tipo discord, es decir que es no nula si y sólo si el
estado no es CC.
Ninguna de las medidas acá mencionadas capturan lo mismo que
la CP, esto es, las correlaciones no clásicas presentes en los estados
CC. A continuación, con el fin de presentar algunos resultados nu-
méricos y profundizar la comprensión, especializaremos el análisis
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considerando medidas basadas en las de discord.
4.4 Discord Cuántico Potencial
La Definición 3 determina una familia de medidas de cuanticidad
que depende de la elección particular de una funcional Q : L(H)→
R50. Por ejemplo, podemos tomar Q igual al discord cuántico usual 50 Recordemos que L(H) denota el es-
pacio de matrices densidad sobre H—ver Ec. (1.38), pág. 30 y Refs. [35, 50]—. Esta medida captura la mí-
nima perturbación que sufre un estado ante una medición local no
selectiva y se considera como un recurso esencial para la ejecución
de muchas tareas cuánticas como, por ejemplo, quantum state mer-
ging [82, 83], distribución de entrelazamiento [63, 135], mediciones
cuánticas [136] y discriminación no ambigua de estados [42].
El discord potencial (DP) debe definirse entonces como
PD(ρAB) := ma´x
ΛLO∈LO
D(ΛLO[ρAB]) , (4.4)
donde D(ρ) es el discord usual dado por la Ec. (1.38)51. Para sim- 51 En este apartado, en la notación de
la medida de discord, obviamos el su-
períndice de la parte observada (por ej.,
DA) para hacerla más concisa y porque
el tratamiento es general para medicio-
nes unilocales o bilocales.
plificar el análisis, y por ser el caso de mayor interés, tomamos ope-
raciones locales arbitrarias (de rango completo), de modo que PD
refiere al máx-CP. Además, consideramos mediciones locales sobre
A, es decir, ΠA[ρAB] = ∑i (ΠAi ⊗ 1B)ρAB(ΠAi ⊗ 1B) para cierta me-
dición proyectiva {ΠAi }. Resultados análogos surgen de considerar
mediciones bilocales, o mediciones generalizadas.
Cotas analíticas para el DP
Una observación cuidadosa de las definiciones del discord y el PD
revela cierto rol dual de las operaciones locales sobre la parte a ser
medida. De hecho,
PD(ρAB) = ma´x
ΛLO∈LO
(IA|B(ΛLO[ρAB])− IA|B(ΠΛ[ρAB])) , (4.5)
donde ΠΛ ≡ Π˜A ◦ΛLO es tal que Π˜A es la medición local que maxi-
miza la información clásica52, 52 No confundir con la medición en
la autobase local que fue previamente
nombrada usando el mismo símbolo.IA|B(ΠΛ[ρAB])) ≥ IA|B(ΠA ◦ΛLO[ρAB])) , ∀ΠA . (4.6)
Apelando a la monotonía de la información mutua ante operaciones
cuánticas, uno ve que ambos términos (la información mutua y la in-
formación clásica) decrecen por la acción de ΛLO. Pero, al sustraerse
mutuamente, el resultado neto puede ser mayor o menor que el del
discord original del estado ρAB. Por otro lado, de la propia definición
es fácil deducir que el DP es una medida intermedia entre el discord
cuántico y la información mutua para todo estado ρAB:
D(ρAB) ≤ PD(ρAB) ≤ IA|B(ρAB) . (4.7)
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En particular, para estados puros, tanto el discord como el DP colapsan
a la entropía de entrelazamiento (ver sección 4.3) y verificamos que
S(ρA) = D(ρAB) = PD(ρAB) ≤ IA|B(ρAB) = 2 S(ρA) , (4.8)
con S(ρA) = S(ρB). Por otro lado, para estados CC, el discord se anula
y vale que 0 ≤ PD(ρAB) ≤ IA|B(ρAB). Finalmente, las tres cantidades
son nulas para estados producto.
Estados con marginales máximamente mezclados.— Consideremos la fa-
milia de estados con marginales máximamente mezclados en dA ×
dB dimensiones, es decir los ρAB con TrA(B)ρAB ∝ 1A(B). Los esta-
dos Bell-diagonales, incluidos los de Werner e isotrópicos, son ejem-
plos particulares de estos. Su información mutua es IA|B(ρAB) =
log(dAdB) − S(ρAB). Las mediciones locales proyectivas no pertur-
ban los estados marginales, de modo que el discord de estos estados
es
D(ρAB) = mı´n
ΠA
S(ΠA[ρAB])− S(ρAB)
= mı´n
ΠA
S(ρAB||ΠA[ρAB]) ,
(4.9)
donde S(·||·) es la entropía relativa. Ahora, probaremos que los ca-
nales locales unitales no pueden incrementar el discord para estados
de esta clase.
Proposición 7. El discord de estados con marginales máximamente mez-
clados en 2× d dimensiones es no creciente ante operaciones locales unitales.
Demostración. Las operaciones locales unitales preservan los margi-
nales máximamente mezclados. Por lo tanto, si ΛUn es una operación
de este tipo tenemos que
D(ΛUn[ρAB]) = mı´n
ΠA
S(ΛUn[ρAB]||ΠA ◦ΛUn[ρAB])
= mı´n
ΠA
S(ΛUn[ρAB]||ΛUn ◦ Π˜A[ρAB])
≤ mı´n
ΠA
S(ρAB||Π˜A[ρAB])
≤ D(ρAB) ,
(4.10)
donde Π˜A es la medida definida por los proyectores originales trans-
formados por el dual de ΛUn. Es decir, si {Ak} son los operadores
de Kraus de ΛUn y {ΠAi } la medición proyectiva, entonces Π˜Ai =
∑k A†kΠAi Ak determinan Π˜
A. Como los mapas unitales en C2 pre-
servan ortogonalidad [125], Π˜A es una medición proyectiva bien de-
finida. Además, en el tercer paso hemos usado la monotonía de la
entropía relativa ante operaciones cuánticas.
Así, las operaciones locales unitales sobre estados con marginales
máximamente mezclados en 2× d dimensiones no pueden aumentar
su cuanticidad. Como corolario, para estos estados el DP restringido
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a operaciones locales unitales coincide con el discord usual. Por otro lado,
el mismo argumento nos permite demostrar que lo mismo vale para
estados CC, es decir que las operaciones locales unitales no pueden
incrementar su discord.
Streltsov y col. han demostrado que las operaciones locales unitales
no pueden crear correlaciones cuánticas para estados 2× d dimensio-
nales medidas por la mayoría de las medidas de cuanticidad basadas
en distancias, como es el caso de la entropía relativa de discord o la
medida geométrica de cuanticidad definida en términos de fideli-
dad [125]. La Proposición 7 implica que lo mismo se verifica para el
discord usual si consideramos estados con marginales máximamente
mezclados.
Familias con DP coincidente con su discord usual.— Existen familias es-
peciales de estados cuyas simetrías y otras propiedades particulares
sugieren que el DP debe ser igual al discord usual. Por ejemplo,
para estados isotrópicos en d × d dimensiones, de la forma ρIη =
(1− η)(1/d2) + η |β〉 〈β|, con 0 ≤ η ≤ 1, el discord se puede calcu-
lar analíticamente y la medición óptima es universal, en el sentido
de que cualquier medición local maximiza la información mutua del
estado postmedición. Una operación local ΛLO sobre un estado iso-
trópico es tal que
D(ΛLO[ρI ]) = IA|B(ΛLO[ρI ])−ma´x
ΠA
IA|B(ΠA ◦ΛLO[ρI ])
= mı´n
ΠA
(
DΠA(ΛLO[ρI ])− S(ΛLO[ρI ]||ΠA ◦ΛLO[ρI ])
)
,
donde DΠA denota la versión no optimizada de D . Ahora, supon-
gamos que elegimos la medición ΠΛ, dada por la autobase local de
ΛLO[1/4]53. Dada la convexidad simultánea de la entropía relativa, 53 En caso de que ΛLO sea unital, ΠΛ es
arbitraria.
PD(ρI) = ma´x
ΛLO
D(ΛLO[ρI ])
≤ ma´x
ΛLO
p
(
DΠΛ(ΛLO[|β〉])− pS(ΛLO[1/d]||ΠΛ[1/d])
)
≤ ma´x
ΛLO
p DΠΛ(ΛLO[|β〉]) .
Aunque no ajustada —excepto en los casos triviales p = 0, p = 1—,
esta cota sugiere que la maximización del DP para casos isotrópi-
cos involucra a las operaciones cuánticas que maximizan el discord
usual de ΛLO[|β〉]. Como |β〉 es un estado máximamente discordan-
te, ninguna operación local puede incrementar su discord y, de esa
forma, proveer una cota superior más alta para el correspondiente
DP. Por otro lado, nuestras computaciones numéricas para estados
isotrópicos y de Werner de dos cubits sugieren que, para toda ope-
ración local ΛLO, valdría S(ΛLO[ρI ]||ΠΛ(ΛLO[ρI ])) ≤ S(ρI ||ΠΛ(ρI)),
aunque no fuimos capaces de hallar una prueba analítica para esa
desigualdad.
Otro ejemplo interesante es el de estados 2× 2 dimensionales de la
forma54 ρα = α2 |β〉 〈β| + 1−α2 (|01〉 〈01| + |10〉 〈10|), con 0 ≤ α ≤ 1 54 De aquí en adelante, para no sobre-
cargar la notación, usamos |ij〉 en lugar
de |i〉A ⊗ |j〉B.
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(ver Ref. [96]). Dado que son los estados que maximizan el discord
para un dado valor de entrelazamiento para un amplio rango de
α (específicamente, para α tal que el entrelazamiento de formación
es menor a 0,620) y observando que, para estos estados ρα el discord
es una función monótona no creciente del entrelazamiento de forma-
ción, concluimos que ninguna LO aumenta su discord, pues ninguna
LO puede incrementar el entrelazamiento.
Cálculos numéricos para estados de dos cubits
Con el fin de entender el rol que juega el proceso de maximización
involucrado en la definición del DP, consideremos la siguiente fami-
lia monoparamétrica de estados CC,
ρCη = (1− η) |00〉 〈00|+ η |11〉 〈11| , (4.11)
con 0 ≤ η ≤ 1. Para cualquier valor de η, el estado es una mez-
cla de estados producto mutuamente ortogonales (es decir, perfec-
tamente distinguibles). Luego, Q(ρCη ) = 0 para toda medida razo-
nable de correlaciones cuánticas Q. Sin embargo, para η 6∈ {0, 1},
una LO puede crear correlaciones cuánticas con respecto a la bi-
partición dada. Como se muestra en la Figura 4.2, el DP captura
esa idea, distinguiendo la cuanticidad de los diferentes miembros
de la familia ρCη dependiendo del monto de correlaciones cuánti-
cas que pueden crearse ante una LO. Otras familias altamente si-
métricas como los estados isotrópicos y los de Werner poseen un DP
igual a su discord usual. Parametrizamos los estados isotrópicos por
ρIη = (1 − η)(1/4) + η |β〉 〈β|, con |β〉 un estado tipo Bell, y a los
de Werner por ρWη = (η/3)P+ + (1− η)P−, con P± = (1± P)/2 y
P = ∑ij |ij〉 〈ji|.
Figura 4.2: Los estados clásicamente
correlacionados pueden exhibir cierta
cuanticidad que es revelada por las me-
didas de discord potencial (DP). Ese es
el caso para la familia de estados ρCη
(círculos naranjas), la cual alcanza el
máximo de DP cuando η = 1/2. Los
estados isotrópicos (línea verde puntea-
da) y Werner (línea roja segmentada)
tienen un DP que iguala a su discord
usual, ya que ninguna LO incrementa
su cuanticidad (ver sección 4.4 para una
discusión detallada). El DP para los es-
tados ρCη se ajusta muy bien a la cur-
va PD(η) ≈ 0,2018− 0,6979(η− 0,5)2−
0,4204(η − 0,5)4.
En la Figura 4.3, el borde superior está dado por la combinación
de un estado CC de rango 2, ρclas = (|00〉 〈00| + |11〉 〈11|)/2, con
un estado máximamente entrelazado |β〉, es decir, por la familia
ρMγ = (1− γ)ρclas + γ |β〉 〈β|, con 0 ≤ γ ≤ 1. Los estados separa-
bles con discord ≥ 0,2018 no pueden alcanzarse desde estados CC
correlaciones cuánticas y condiciones de localidad 85
Figura 4.3: Cualquier estado separable
con discord ≤ 0,2018 puede alcanzar-
se desde un estado CC de dos cubits,
usando operaciones locales. Por el con-
trario, existen estados separables con
discord mayor a 0,2018. La comparación
entre discord y discord potencial evi-
dencia este comportamiento. El borde
superior de la gráfica está dado por la
familia ρMγ (círculos naranjas; ver el tex-
to para más detalles). Los puntos ver-
des son los datos correspondientes a
∼ 105 estados generados aleatoriamen-
te. La región a la izquierda de la línea
vertical (sombreada en rojo) correspon-
de a los valores de discord alcanzables
por estados separables. Inset: detalle de
la región inferior izquierda.
Figura 4.4: Diferentes medidas de co-
rrelaciones cuánticas para la familia ρMγ .
El entrelazamiento de formación (línea
roja segmentada) es finito para todo
γ > 0. El discord (línea verde puntea-
da) se comporta cualitativamente como
el entrelazamiento, mientras que el DP
(círculos naranjas) exhiben una zona de
transición: tiene un valor mínimo cons-
tante por debajo de γ = 1/2, y crece
monótonamente con γ para γ ≥ 1/2.
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mediante LO, como consecuencia directa de: i) la naturaleza del má-
ximo discord en estados separables con rango fijo [3], y ii) la creación
local de correlaciones cuánticas desde estados CC [87]. La Figura 4.4
muestra cómo el entrelazamiento, el discord y el DP se comportan
de diferentes maneras para los estados ρMγ . El borde izquierdo de
la Figura 4.3 es reproducido por mezclas de estados CC de rango 2
con el estado máximamente mezclado. Por último, el borde inferior
puede reproducirse por medio de los estados isotrópicos.
Es importante notar que, como se observa en la Figura 4.3, para aque-
llos estados de dos cubits cuyo discord es ≥ 0,2018, operaciones locales
arbitrarias no pueden incrementar su cuanticidad. Queda abierta la pre-
gunta acerca de si para estados cuánticos arbitrarios siempre existe
una cota de cuanticidad por encima de la cual no existen operaciones
locales que puedan incrementarla.
Aplicación: DP y canales de atenuación de amplitud.— En la Ref. [127], los
autores muestran como el ruido local —en particular, un canal local
markoviano de atenuación de amplitud (AA)— puede aumentar la
correlaciones cuánticas para un sistema de dos cubits que está inicial-
mente en un estado CC, ρ0 = (|+0〉 〈+0|+ |−1〉 〈−1|)/2. Tomando
E0 = |0〉 〈0|+
√
1− p |1〉 〈1| y E1 = √p |0〉 〈1| como los correspon-
dientes operadores de Kraus para el canal AA, con p = 1− e−Γt y
Γ la tasa de relajación, el discord selecciona un valor intermedio de
p como aquel que optimiza la cuanticidad. De hecho, los autores en-
cuentran que, cuando el estado es transformado por un canal AA
local, el discord alcanza un máximo de 0,07 cuando p ≈ 0,8. Por otro
lado, nuestros cálculos para el DP muestran que p = 0 (cuando nin-
guna operación es realizada) es el valor que optimiza la cuanticidad
potencial (Figura 4.5): el estado ρ0 posee máximo DP entre todos los
estados CC de dos cubits, PD(ρ0) = 0,2018, ya que puede determi-
narse por una transformación local unitaria de ρCη con η = 1/2 (ver
Figura 4.2).
Figura 4.5: Afectado por un canal local
de atenuación de amplitud, el discord
(línea verde punteada) y el discord po-
tencial (línea naranja segmentada) exhi-
ben diferentes comportamientos, indi-
cando el hecho de que ambas medidas
reflejan diferentes aspectos de la cuan-
ticidad de un dado estado. Inset: dis-
cord y DP como funciones del tiempo
(en unidades de la inversa de la tasa de
relajación, Γ).
El modelo puede interpretarse de dos formas. Primero, podemos
asumir que estamos tratando con un sistema de dos cubits, A y B,
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inmerso en un entorno de, al menos, otros dos cubits A¯ y B¯. En
ese contexto, podemos preguntarnos por la máxima cuanticidad que
podemos obtener por medio de operaciones locales en nuestros labo-
ratorios con la ayuda de A¯ y B¯. Luego, lo que muestran los cálculos
es que usar canales de AA no es la elección óptima, ya que el discord
no alcanza su máximo en ese caso. Más aún, si estamos restringidos
a ese tipo de LO, la mejor opción es fijar p ≈ 0,8.
Alternativamente, podemos adoptar una interpretación dinámica, tal
que nuestro sistema evoluciona en el tiempo de acuerdo con el canal
AA local. En ese caso, observar el comportamiento del DP nos per-
mite concluir que la cuanticidad de nuestros recursos decrece monó-
tonamente con el tiempo, ya que el máximo DP corresponde a t = 0.
En ambos casos, la noción de DP aparece como útil para entender la
cuanticidad de los sistemas compuestos.
Hasta aquí, investigamos el carácter relativo de las correlaciones
cuánticas bipartitas con respecto a los observables locales de ambas
partes, haciendo énfasis en que la cuestión está estrechamente liga-
da al efecto de las operaciones locales sobre las correlaciones cuán-
ticas. Tales resultados fueron presentados en las proposiciones 1-3.
Propusimos una familia de medidas para lo que llamamos cuanti-
cidad potencial, la cual tiene en consideración este carácter relativo.
Estos cuantificadores involucran un proceso de maximización que,
en principio, la torna difícil de computar —más aún, considerando
que las medidas usuales de correlaciones ya involucran un proceso
de optimización55. De todos modos, en algunas situaciones de baja 55 Por ejemplo, fue probado que compu-
tar el discord cuántico es un problema
NP-completo [137]
dimensión o alta simetría, nuestras medidas de cuanticidad pueden
simplificarse tomando ventaja de resultados ya conocidos. En par-
ticular, aplicamos estas medidas en familias especiales de estados
2 × d dimensionales, mostrando que las operaciones locales unita-
les no pueden aumentar la cuanticidad de estados con marginales
máximamente mezclados. Además, como aplicación a una situación
típica, comparamos el comportamiento de estas medidas con las de
discord en el caso de dos cubits afectados por canales locales de ate-
nuación de amplitud.
Una pregunta abierta refiere a la posibilidad de formalizar una teoría
de recursos asociada a nuestras medidas de cuanticidad potencial, al
modo de las conocidas, por ejemplo, para el entrelazamiento y la
coherencia cuántica —ver Refs. [138-144] y las referencias allí—. En
estas teorías, la idea es reconocer un conjunto de estados y operacio-
nes “libres”, y un conjunto de estados “recursos” desde los cuales se
puede acceder a cualquier otro estado por medio de las operaciones
libres. (Un esquema más general y abstracto de teoría de recursos
ha sido recientemente definida por Coecke y col. [145]). En nues-
tro caso, es claro que los estados libres serían aquellos de CP nula.
Enmarcar estas definiciones en el marco de una teoría formal de re-
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cursos permitiría precisar y validar la idea de que las medidas de CP
cuantifican un dado recurso cuántico.
Por otro lado, hemos de enfatizar que nuestro estudio no contradice
aquellos de Dakic y col. [29] y Gessner y col. [87], quienes afirman
que las correlaciones cuánticas de aquellos estados separables que
pueden producirse desde estados CC con LO no son genuinamente
cuánticas. De hecho, nuestros resultados resaltan ese hecho: obser-
vamos un colapso de la cuanticidad de aquellos estados separables a
un valor constante de cuanticidad potencial. Nuestro punto está en
señalar que esa cuanticidad está ya presente en esos estados incluso
antes de (y sin) considerar ningún tipo de operación local, algo que
puede confirmarse tan sólo midiendo los observables locales apro-
piados.
En conclusión, analizamos una forma alternativa de cuantificar la
cuanticidad de las correlaciones en estados mezcla, basada en las
capacidades locales de un dado sistema, la cual esperamos mejore
el entendimiento del tema. Más allá de algunos resultados analíticos
y numéricos específicos, sería interesante estudiar si alguna medida
definida vía distancias o divergencias provee una versión de más
eficiente computación.
Una vez que comprendimos cómo las transformaciones unitarias lo-
cales alteran el discord de estados bipartitos, resulta ilustrativo obser-
var el efecto de operaciones unitarias generales, aquellas que repre-
sentan un cambio sobre los observables globales asociados al sistema
de interés.
Correlaciones cuánticas bajo operaciones unitarias globales
Cuando eliminamos la condición de localidad, tenemos permitido
explorar todo el espacio de observables. Esta situación fue estudiada
previamente por Zanardi [112], donde él distingue entre subsistemas
virtual y reales. Además, Zanardi y col. [52] han estudiado el rol de
los observables relevantes en la estructura de producto tensorial del
espacio de Hilbert de un sistema físico. Harshmann y Ranade [114]
dieron una prueba formal del hecho de que, en el caso de estados
puros, uno puede ajustar los observables de forma de ir desde una
situación sin entrelazamiento hasta otra de máximo entrelazamiento,
dejando fijo el estado. Sin embargo, para estados mezcla la situación
es radicalmente distinta —como puede verse, por ejemplo, tomando
el estado máximamente mezclado, el cual permanece invariante para
cualquier conjunto de observables que elijamos— y la elección de ob-
servables no puede poner a todos los estados en pie de igualdad. De
todas formas, la consideración de operaciones unitarias globales alea-
torias tiende a acumular los valores de discord cerca de los máximos
para valores dados de entropía (Figura 4.6).
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Figura 4.6: Ante operaciones globales
unitarias, el discord de un estado fi-
jo puede incrementarse una cantidad
que depende de la pureza del esta-
do. En particular, los estados pseudo-
puros pueden transformarse en isotró-
picos (puntos negros), maximizando el
discord para un valor dado de entro-
pía. Los estados de Werner (línea gris)
proveen un límite superior para casi to-
dos los valores de entropía. Los pun-
tos naranjas corresponden a los datos
de ∼ 105 estados aleatorios. Inset: dis-
cord original para los mismos estados.
La región entre los estados isotrópicos
y los de Werner está limitada superior-
mente por familias biparamétricas (ver
Ref. [33] para más detalles).
Acá, el rol clave es el de los estados pseudopuros (mezclas pesa-
das de un estado puro con el máximamente mezclado), es decir,
ρa,ψ = (1− a)(1/d) + a |ψ〉 〈ψ|, con 0 ≤ a ≤ 1. Para un valor fijo de
a, podemos maximizar el discord tomando |ψ〉 = |β〉 como el máxi-
mamente entrelazado, con el fin de convertir ρa,ψ en uno isotrópico.
Esto puede lograrse aplicando una operación global unitaria sobre
|ψ〉, es decir, siempre existe una unitaria Uψ tal que Uψ |ψ〉 = |β〉.
Por lo tanto, Uψρa,ψU†ψ = (1− a)(1/d) + a |β〉 〈β| = ρa,β.
Observables cuánticos y la estructura del espacio de Hilbert
Tomemos el caso de un sistema de cuatro cubits, donde A y B, con
HA ∼= C4 ∼= HB, son subsistemas de dos cubits cada uno. El es-
pacio de estados está constituido por operadores densidad sobre
HAB ∼= (C2)⊗4 ∼= (C4)⊗2 ∼= C16. Si imponemos una restricción de
localidad sobre la partición A|B, entonces cualquier operación unita-
ria UA|B = UA⊗UB sobre C4 ⊗C4 actúa localmente en los grados de
libertad de A y B. La acción de UA⊗UB puede interpretarse de dos
maneras:
a) como una transformación unitaria bilocal sobre el espacio de es-
tados;
b) como una transformación sobre el espacio de observables locales,
es decir, una reconfiguración de los grados de libertad locales.
De hecho, para cualquier estado ρAB y cualquier observable O, su
valor de expectación es
〈O〉
UA|BρABUA|B†
= Tr[(UA|BρABUA|B
†
)O]
= Tr[ρAB(UA|B
†
OUA|B)]
= 〈UA|B†OUA|B〉ρAB .
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¿Qué es lo que determina que el sistema posee subsistemas A y B?56 56 Harshman ha brindado un estudio
profundo y claro de las estructuras
cuánticas inducidas por las simetrías de
los sistemas (ver Ref. [146] y las referen-
cias allí).
Tal determinación es ciertamente no única y usualmente se basa en
los grados de libertad accesibles localmente para el sistema. Un cubit
es una entidad abstracta, adecuada para la descripción de sistemas
cuánticos biestables, como por ej. una partícula de espín un medio.
Para dos partículas independientes para las cuales el único grado de
libertad relevante son sus espines, la descripción natural está dada
por un operador densidad sobre C2⊗C2. La situación se comprende
mejor desde la perspectiva de los observables. Los observables na-
turales son los operadores de espín en A y B, representados por las
correspondientes matrices de Pauli σAi y σ
B
i , con i = x, y, z. Si estos
representan los grados de libertad relevantes, la descripción de nues-
tro sistema puede darse en términos del álgebra que estos generan,
O = span{1 ⊗ 1, σi ⊗ 1,1 ⊗ σj}, con i, j = x, y, z. (Eliminamos los
superíndices A y B para simplificar la notación.) El álgebra O indu-
ce una estructura de producto tensorial sobre el espacio de Hilbert
del sistema conjunto, es decir, HAB = HA ⊗HB [52]. Pero esos ob-
servables naturales no necesariamente son “tan naturales”: cualquier
transformación unitaria del tipo O 7→ OU := UOU† podría, a priori,
considerarse, sin ninguna suposición física extra, en pie de igualdad
con la prescripta inicialmente.
Por ejemplo, el estado puro no correlacionado |ψ〉 = |00〉 es unita-
riamente equivalente al máximamente entrelazado |β+〉 = (|00〉 +
|11〉)/√2 mediante una transformación Uψ. Alternativamente, uno
puede pensar que |β+〉 es la representación de |ψ〉 en términos del
álgebra UψOUψ† de observables. Harshman y Ranade demostraron
que para todo estado puro en CN , donde N ∈ N no es primo, los
observables pueden explorarse para inducir una descomposición en
subsistemas tal que el estado posee cualquier valor deseado de en-
trelazamiento, desde un estado producto a otro máximamente entre-
lazado [114]. La situación es bastante distinta para estados mezcla.
Cuando se trata con estados mezcla, las operaciones unitarias no per-
miten explorar todo el espacio de estados. En particular, una trans-
formación unitaria no cambia los autovalores de la matriz densidad,
de modo que preserva la entropía del estado original. Supongamos
que comenzamos con un estado mezcla separable —de hecho, CC—
de la forma ρABp = p |00〉 〈00| + (1 − p) |11〉 〈11|. Una transforma-
ción unitaria ρABp 7→ UρABp U† preservará la pureza y la ortogonali-
dad de las componentes. Por ejemplo, aplicando la Uψ definida an-
tes, tenemos que UψρABp Uψ
† = p |β+〉 〈β+| + (1− p) |β−〉 〈β−|, con
|β±〉 := (|00〉 ± |11〉)/
√
2 dos estados ortogonales máximamente co-
rrelacionados. Para p = 0 o p = 1, ρABp es puro y sus versiones
transformadas son estados de tipo Bell. Cuando p ∈ (0, 1), ρABp no es
puro y su versión transformada no es máximamente entrelazada.
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4.5 Resumen del capítulo 4
• Demostramos que todos los estados cuánticos, excepto los no co-
rrelacionados (estados producto), poseen correlaciones cuánticas
accesibles mediante la exploración de todos los observables loca-
les. Incluso los estados clásicos exhiben estas características.
• Propusimos una familia de medidas para la cuantificación de el
efecto mencionado: la cuanticidad potencial. Mostramos que esta
familia es no nula para estados clásicos y cumple las condiciones
razonables de toda medida de correlaciones cuánticas.
• Especializamos la familia de medidas al caso del discord, obte-
niendo una medida de discord potencial. Probamos que es una
medida que, para todo estado, intermedia entre la información
mutua y el discord usual.
• Ilustramos el comportamiento de estas medidas por medio de
cálculos analíticos y numéricos en casos de interés.
• Finalmente, observamos cómo el grado de mezcla (no pureza) de
los estados generales limita la capacidad de transformación de las
correlaciones cuánticas por medio de operaciones unitarias globa-
les.

5 Cuanticidad mediante
entropías generalizadas
Este capítulo está mayormente basado en los resultados publicados en Gui-
do Bellomo y col. “Comment on “Quantum discord through the generali-
zed entropy in bipartite quantum states””. En: The European Physical
Journal D 68.337 (2014), págs. 1-4 y Gustavo M Bosyk y col. “Unified en-
tropic measures of quantum correlations induced by local measurements”.
En: Physica A: Statistical Mechanics and its Applications 462 (2016),
págs. 930-939.
5.1 Problemas asociados al uso de entropías generalizadas
En la Ref. [147], Hou, Huang y Cheng presentan, usando las entro-
pías de Rényi y Tsallis, posibles generalizaciones de las medidas de
discord cuántico. En cuanto a la información mutua y el discord ge-
neralizados de ese modo, mostraremos que estos dos tipos de cuanti-
ficadores de correlaciones pueden tomar valores negativos. En el caso
particular de dos cubits, determinaremos en qué situaciones apare-
ce tal problema. Además, estudiaremos generalizaciones alternativas
basadas en las entropías de Rényi.
Hou y col. introdujeron generalizaciones de dos cuantificadores: la
información mutua y el discord cuántico, y las usaron para estudiar
las correlaciones cuánticas en estados de dos cubits [147]. Como vi-
mos, la IM —dada por la expresión IA|B(ρAB) := S(ρA) + S(ρB)−
S(ρAB)— cuantifica las correlaciones totales en sistemas bipartitos.
El discord, el cual estima la cuanticidad de las correlaciones, lo po-
demos derivar de una forma alternativa a la que hicimos anterior-
mente57. Si uno desea cuantificar las correlaciones no clásicas, estas 57 Esta forma nos depara una medida de
discord equivalente siempre que use-
mos la entropía de von Neumann.
deben ser apropiadamente discriminadas entre las correlaciones to-
tales. Una posibilidad consiste en computar las correlaciones clásicas
a través de la cantidad
CA(ρAB) = S(ρB)− mı´n
{ΠA}∑k
pkS(ρBk ) , (5.1)
donde ΠA es una medición de von Neumann local en A, con proyec-
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tores {ΠAk }, y
ρBk =
1
pk
TrA[(ΠAk ⊗ 1B)ρAB(ΠAk ⊗ 1B)] (5.2)
es el estado de B condicional asociado al resultado k de A. Además,
pk = Tr[(ΠAk ⊗ 1B)ρAB(ΠAk ⊗ 1B)] (5.3)
es la probabilidad correspondiente. La Ec. (5.1) cuantifica las correla-
ciones clásicas desde la perspectiva de A y, análogamente, se define
CB. La medida de discord cuántico es [35]
DA(ρAB) := IA|B(ρAB)− CA(ρAB) . (5.4)
Hou y col. generalizaron estas medidas reemplazando las entropías
de von Neumann por aquellas de Tsallis y Rényi (ver Refs. [20, 148,
149] y las referencias allí). Las entropías de Rényi son [20]58 58 Una vez más, usamos logaritmos en
base 2.
SRq (ρ) :=
log(Tr ρq)
1− q , (5.5)
con q ≥ 0, mientras que sus contrapartes de Tsallis son [149]
STq (ρ) :=
1− Tr ρq
q− 1 , (5.6)
con q un parámetro real. Ambas cantidades convergen a la de von
Neumann en el límite en que el respectivo parámetro tiende a uno.
Hou y col. reemplazan entonces S por SRq o STq en la definición de
la IM y la Ec. (5.1), obteniendo medidas generalizadas de informa-
ción mutua, IRq y ITq . Análogamente, obtienen generalizaciones para
las medidas de correlaciones clásicas —CRq , CTq — y cuánticas —DRq ,
DTq —. Estos cuantificadores pueden tomar valores negativos, algo
que mostraremos a continuación, refutando la conjetura de Hou y
col. Más aún, las medidas generalizadas de discord toman valores
no nulos, incluso negativos, para los estados clásicos.
Positividad de los cuantificadores generalizados.— Las propiedades de la
entropía de von Neumann garantizan la positividad de I , C y D .
Pero esto no ocurre con los cuantificadores generalizados, dado que
las entropías generalizadas no gozan de las mismas propiedades.
A modo de ejemplo, consideremos la familia de estados definida a
continuación. Enfocaremos nuestra atención en estados clásicos de
dos cubits y rango tres, representados (en la base estándar) por la
matriz
ρABuv =

u 0 0 0
0 v 0 0
0 0 1− u− v 0
0 0 0 0
 , (5.7)
con u, v ≥ 0 y u + v ≤ 1. Existen mediciones proyectivas, comple-
tas y locales que no perturban tales estados, definidas por las bases
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de proyectores {|0〉 〈0| , |1〉 〈1|} para ambos subsistemas. Así, para la
familia ρABuv vale que DA = 0 (y DB = 0). En las Figs. 5.1–5.3 pode-
mos observar que las medidas generalizadas pueden tomar valores
negativos incluso para estados clásicos. En consecuencia, estas medidas
generalizadas no pueden discriminar a las correlaciones clásicas en
el sentido antes discutido.
Figura 5.1: Valores mínimos de las IMs
generalizadas para diferentes valores
de q, para estados clásicos de la fami-
lia ρABuv .
Figura 5.2: Valores mínimos de discord
generalizados para diferentes valores
de q, para estados clásicos de la fami-
lia ρABuv .
Por su parte, las medidas de correlaciones clásicas resultan positivas
para la familia ρABuv , para todo valor de q.
Estados aleatorios de dos cubits.— Como segundo ejemplo, exploremos
las medidas generalizadas para estados arbitrarios de dos cubits.
Consideraremos 105 estados generados aleatoriamente para distin-
tos valores de los parámetros entrópicos. La Figura 5.5 muestra los
mínimos de IM y discord para valores dados de q.
Para estos estados de dos cubits, la información clásica generaliza-
da resulta positiva, con q tomados en el rango (0, 1000), sugiriendo
que tal positividad podría sostenerse para todos los valores de los
parámetros entrópicos. Por el contrario, la información mutua y el
discord generalizados alcanzan valores negativos para q 6= 1 en el
caso de Rényi, mientras que se mantienen positivos para Tsallis con
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Figura 5.3: Discord generalizado de
Rényi para los estados clásicos ρABuv con
q = 2. Notar la presencia de valores ne-
gativos.
Figura 5.4: Discord generalizado de
Tsallis para los estados clásicos ρABuv con
q = 2. Notar la presencia de valores ne-
gativos.
Figura 5.5: Mínimos de IM generaliza-
da, para diferentes valores de q, pa-
ra 105 estados de dos cubits generados
aleatoriamente.
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Figura 5.6: Mínimos de discord genera-
lizado, para diferentes valores de q, pa-
ra 105 estados de dos cubits generados
aleatoriamente.
q ≥ 1. Esto podría indicar que la entropía de Tsallis es fuertemente
subaditiva en ese rango (ver la discusión más adelante). Lamentable-
mente, la negatividad de estos cuantificadores no señala clasicidad
de los estados. Por ejemplo, tenemos estados no clásicos con discord
de Rényi negativo para q = 2 (Figura 5.7).
Figura 5.7: Discord generalizado de
Rényi con q = 2 para 105 estados de
dos cubits generados aleatoriamente. El
discord generalizado puede ser negati-
vo para estados para los cuales el dis-
cord usual es . 0,3.
5.2 Entropías relativas y generalizaciones alternativas
Es fácil observar que la subaditividad (SA) de la entropía de von Neu-
mann,
S(ρAB) ≤ S(ρA) + S(ρB) , (5.8)
implica la positividad de la información mutua, y que su concavidad,
S(∑
i
piρi) ≥∑
i
piS(ρi) , (5.9)
garantiza que CA y CB son medidas positivas. Por su parte, la posi-
tividad del discord puede deducirse a partir de la subaditividad fuerte
(SSA)59 [35, 50] de la entropía de von Neumann, 59 Del inglés, strong subadditivity.
S(ρABC) + S(ρB) ≤ S(ρAB) + S(ρBC) , (5.10)
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la cual equivale a la concavidad de la entropía condicional, S(A|B) :=
S(ρAB)− S(ρB). En general, las entropías generalizadas no compar-
ten estas propiedades para valores arbitrarios de sus parámetros q.
Las de Rényi son cóncavas en el intervalo (0, q∗), con q∗ = 1 +
log 4
log(N−1) , N siendo el rango de la matriz densidad [23, 150]. Para
q ≥ q∗, SRq no es ni cóncava ni convexa.
Para q ≥ 1, las entropías de Tsallis son subaditivas de modo que las
medidas de IM asociadas son positivas, es decir que ITq ≥ 0 para
q ≥ 1 [151]. Sin embargo, para 0 < q < 1 las entropías de Tsallis
son superaditivas para estados producto y no son ni subaditivas ni
superaditivas para estados generales [152]. Por lo tanto, ITq puede
adoptar valores negativos en el rango 0 < q < 1. Las entropías de
Rényi son subaditivas para q = 0 y q = 1 [153]. Para cualquier otro
q, podemos encontrar estados para los cuales la IM asociada es ne-
gativa.
La SSA no se verifica para las entropías generalizadas, salvo para la
instancia de von Neumann [154]. Para estados clásicos, STq verifica
ser SSA si q ≥ 1 [155]. (Existen otros casos particulares para los
que SRq verifica la SSA como, por ejemplo, para estados gaussianos
y q = 2 [156].) En el Cuadro 5.1 se detallan las propiedades de las
diferentes entropías.
Entropía Concavidad SA SSA
S X X X
SRq (0, q∗) {0, 1} ×
STq (0,∞) [1,∞) ×
Cuadro 5.1: Propiedades de las entro-
pías generalizadas: concavidad, subadi-
tividad (SA) y subaditividad fuerte
(SSA). Notar que q∗ = 1 + log 4log(N−1) de-
pende del rango de la matriz densidad,
N.
Concavidad y SA son suficientes, pero no necesarias, para asegurar
la positividad de las medidas de información clásica y mutua, res-
pectivamente. En el caso de los estados clásicos de rango tres antes
definidos (familia ρABuv ), nuestros resultados numéricos muestran que
la información clásica de Rényi es positiva para todo q, aunque la en-
tropía en cuestión es cóncava únicamente cuando q < 3. En cuanto a
la positividad de las medidas de discord, es suficiente con demandar
que
IA|B(ρAB) ≥ χ(PA, B) , (5.11)
donde χ(PA, B) := S(ρA)− S(B|PA) es la cantidad de Holevo, asociada
al estado de B condicionado a una POVM en A con operadores PA.
Coles habla de subaditividad firme (FSA)60, que es menos restrictiva 60 Del inglés, firm subadditivity.
que la SSA. Jerárquicamente: SSA⇒FSA⇒SA [157]. Los resultados
para la simulación con estados aleatorios de dos cubits (ver Figu-
ra 5.5) indicarían que las entropías de Tsallis son, de hecho, FSA
para q ≥ 1, mientras que las de Rényi son FSA para q = 1 y —sólo
posiblemente— para q = 0.
En el esquema de von Neumann, es indistinto definir la IM como
antes o como la entropía relativa entre el estado en cuestión y el
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producto de sus reducciones concomitantes,
IA|B(ρAB) = mı´n
{σA ,σB}
S(ρAB‖σA ⊗ σB) , (5.12)
donde la minimización corre sobre el conjunto completo de estados
no correlacionados. La desigualdad de Klein garantiza la positividad
de IA|B(ρAB) así definida61. La Ec. (5.12) ofrece un camino alterna- 61 La desigualdad de Klein garantiza la
positividad de la entropía relativa, la
cual toma el valor 0 si y sólo si los dos
estados coinciden.
tivo para la generalización de la información mutua en términos de
otras cantidades entrópicas. Esta alternativa ha sido empleada por
diferentes autores y se la conoce como información mutua cuántica
condicional [158, 159]. Diferentes definiciones de entropías relativas
de Rényi o Tsallis determinan distintas alternativas para la generali-
zación de la IM condicional.
Una idea razonable sería la de definir la información mutua genera-
lizada como en la Ec. (5.12) usando alguna entropía relativa genera-
lizada o divergencia,
I˜ A|Bq (ρAB) := mı´n{σA ,σB} Sq(ρ
AB‖σA ⊗ σB) . (5.13)
En este esquema, la información clásica generalizada puede definirse
como
C˜ Aq (ρ
AB) := ma´x
ΠA
I˜ A|Bq (ΠA[ρAB]) , (5.14)
donde ΠA[ρAB] = ∑k (ΠAk ⊗ 1B)ρAB(ΠAk ⊗ 1B) es el estado posterior
a la medición ΠA en A. Por su parte, el discord generalizado puede
computarse como la diferencia entre las cantidades anteriores,
D˜Aq (ρAB) := I˜ A|Bq (ρAB)− C˜ Aq (ρAB) . (5.15)
Las positividades de I˜ y C˜ son garantizadas por las de las entro-
pías relativas generalizadas. Notando que estas entropías relativas
también satisfacen la desigualdad de procesamiento de información, D˜A
también resulta positiva (ver, por ejemplo, Ref. [160]). Este esquema
sugerido debe explorarse en mayor profundidad. Recientemente, la
introducción de una entropía relativa de Rényi, monótona ante ope-
raciones cuánticas generales (y que preservan la traza) en el rango
1/2 ≤ q < ∞, parece constituir una forma conveniente de computar
la IM generalizada de los estados y, a posteriori, definir los nuevos
cuantificadores de discord generalizado [160-163].
Otra alternativa, consiste en el empleo de versiones generalizadas del
déficit de información —ver Ec. (1.34), pág. 29— que, como veremos
a continuación, provee cantidades siempre bien definidas.
5.3 Medidas entrópicas unificadas de correlaciones cuánti-
cas
En esta sección, introducimos medidas de correlaciones cuánticas ba-
sadas en el mínimo cambio inducido en las entropías unificadas de
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los estados por mediciones proyectivas de rango uno. Estas medidas
están divididas por un factor que depende de la pureza generalizada
de los estados en el caso de las entropías no aditivas. De esta forma,
se resuelve el problema del incremento artificial en el valor de las
medidas de correlaciones cuánticas basadas en entropías no aditivas
cuando un sistema auxiliar es anexado, sin alterar la computabilidad
de las medidas entrópicas con respecto a las previamente definidas.
Además, recuperamos, como casos límite, las medidas basadas en
las entropías de von Neumann y Rényi (es decir, las aditivas), para
las cuales el factor de ajuste se torna trivial. Por otro lado, obtene-
mos algunas desigualdades entre las correlaciones cuánticas totales
y parciales. Finalmente, presentamos expresiones analíticas para las
medidas entrópicas definidas en sistemas cuánticos bipartitos típicos.
Como ya hemos discutido, las correlaciones cuánticas yacen en el
núcleo de la distinción entre los mundos clásico y cuántico. Dos pa-
radigmas, al menos, atienden esta problemática más allá de la distin-
ción usual entrelazado–separable [16]. Por ejemplo, el llamado stee-
ring, cuyo origen se remonta a trabajos seminales de Einstein, Podols-
ki y Rosen [164] y Schrödinger [165], fueron recientemente formula-
dos en un lenguaje operacional [166]. Estas correlaciones intermedian
entre el entrelazamiento y la no localidad (es decir, la violación de
desigualdades del tipo Bell [167]). Por otro lado, es posible identi-
ficar correlaciones cuánticas incluso en estados separables. Esto fue
observado por Ollivier, Zurek [35], Henderson y Vedral [50], quienes
derivaron el discord cuántico como huella de las correlaciones cuán-
ticas en sistemas bipartitos. La definición original de discord se basa
en la diferencia entre dos extensiones de la información mutua clá-
sica al caso cuántico. Una generalización del discord usando formas
entrópicas distintas a la entropías de von Neumann [19], tan solo
reemplazándola por entropías como las de Rényi [20] o Tsallis [21],
como se propone en la Ref. [147], no resulta satisfactoria [2, 168].
Acá, mostraremos cómo obtener medidas de correlaciones cuánticas
usando formas entrópicas generales, las llamadas (q, s)-entropías (o
entropías unificadas) [169, 170]. Para eludir la dificultad discutida en
las Refs. [2, 168], seguimos un camino distinto, inspirado en los tra-
bajos de Luo [15] y Rossignoli [48]. Proponemos como medidas de
correlaciones cuánticas a la mínima perturbación inducida por medi-
ciones locales de rango uno, en términos de las entropías unificadas,
divididas por un factor de ajuste que depende de la pureza genera-
lizada (este factor se vuelve trivial para entropías aditivas). Muchas
de las medidas discutidas en la literatura, como [29, 31, 48, 68, 95,
171-176], entre otras, son casos particulares de (o próximos a) nuestra
propuesta62. De hecho, el caso de entropías de tipo traza [177], que 62 Ver Ref. [26] para una revisión recien-
te de medidas de correlaciones cuánti-
cas.
son entropías no aditivas (excepto en el caso de von Neumann), fue
estudiado en las Refs. [48, 173, 174] y merece especial atención. Estas
medidas entrópicas de correlaciones cuánticas se ven incrementadas
de modo artificial cuando un sistema auxiliar es anexado al sistema
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original (el discord geométrico [29] adolece de la misma dificultad,
como fue señalado por Piani [178]). La no aditividad de las entropías
tipo traza es la causa del problema. En el caso de las (q, s)-entropías,
lo resolvemos introduciendo un factor de pureza generalizada, simi-
larmente a lo hecho con el discord geométrico [175]. De esta forma,
obtenemos una familia de medidas de correlaciones cuánticas que
son invariantes ante la anexión de un sistema auxiliar no correla-
cionado, tanto en los casos de entropías aditivas como no aditivas.
Más aun, la computabilidad de estas medidas permanece igual que
la de sus antecesoras [48, 173, 174], dado que el factor de ajuste es
simplemente la traza de una potencia del operador densidad.
Medidas entrópicas de correlaciones cuánticas
Entropías unificadas, mayorización y (q, s)-perturbaciones
Sea un sistema cuántico en un estado ρ que actúa sobre un espacio de
Hilbert d-dimensional, H . Las (q, s)-entropías cuánticas unificadas
del estado son definidas como [169, 170]
S(q,s)(ρ) =
(Trρq)s − 1
(1 − q)s , (5.16)
para índices entrópicos q > 0, q 6= 1 y s 6= 0. El caso límite q → 1,
para todo s, corresponde a la entropía de von Neumann,
lı´m
q→1
S(q,s)(ρ) ≡ S(ρ) = −Trρ log ρ , (5.17)
mientras que para s → 0, recuperamos las versiones cuánticas de las
entropías de Rényi,
lı´m
s→0
S(q,s)(ρ) ≡ SRq (ρ) =
log Trρq
1 − q . (5.18)
Por otro lado, tomando s = 1 damos lugar a las versiones cuánticas
de las entropías de Tsallis,
S(q,1)(ρ) ≡ STq (ρ) =
Trρq − 1
1 − q . (5.19)
Otra subfamilia interesante se obtiene cuando q = 2, ya que las en-
tropías S(2,s)(ρ) están directamente vinculadas con la pureza del
estado; en particular, SR2 (ρ) = − log Trρ2 y ST2 (ρ) = 1 − Trρ2.
Una característica de las (q, s)-entropías es su no aditividad [169],
la cual es reflejada por medio de la regla de adición para estados
producto ρA ⊗ ρB que actúan sobre HA ⊗ HB ,
S(q,s)(ρ
A ⊗ ρB) = S(q,s)(ρA) + S(q,s)(ρB) + (1 − q) s S(q,s)(ρA)S(q,s)(ρB) . (5.20)
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Vale notar que en los casos q = 1 y s = 0, recuperamos la aditividad
conocida para las entropías de von Neumann y Rényi.
Es posible mostrar que las (q, s)-entropías preservan la relación de
mayorización —ver Ec. (1.26) en pág. (1.26) y Refs. [170, 179]—, esto
es,
si ρ ≺ σ entonces S(q,s)(ρ) ≥ S(q,s)(σ) , (5.21)
con igualdad si y sólo si ρ y σ poseen los mismos autovalores. Ob-
servamos que la recíproca no vale en general, lo cual significa que
mayorización es más fuerte (como relación de orden) que una elec-
ción de un único índice entrópico.
Ahora, usando la Schur-concavidad (5.21), es directo mostrar que las
(q, s)-entropías están acotadas inferior y superiormente:
0 ≤ S(q,s)(ρ) ≤
d(1−q)s − 1
(1 − q)s , (5.22)
donde la primera cota se alcanza para estados puros, mientras que
la segunda se alcanza para estados máximamente mezclados, ρ∗ .
Los autovalores de un operador densidad ρ son invariantes ante
transformaciones unitarias U. En otras palabras, ρ y UρU† poseen
los mismos autovalores. Por lo tanto, las (q, s)-entropías son inva-
riantes ante transformaciones unitarias,
S(q,s)(ρ) = S(q,s)(UρU
†) . (5.23)
Al igual que con la entropía de von Neumann, podemos mostrar
que el cambio en las entropías debido a mediciones locales es cla-
ve en la cuantificación de las correlaciones cuánticas —ver Ec. (1.32)
en pág. (1.32)—. Para ello, recordemos la acción de un mapa bies-
tocástico sobre un estado arbitrario: el estado final ΛBE [ρ] está más
desordenado (en términos de mayorización) que el estado inicial ρ.
Como consecuencia de este orden y de la Schur-concavidad de las
(q, s)-entropías, tenemos que
S(q,s)(ΛBE [ρ]) ≥ S(q,s)(ρ) , (5.24)
donde la igualdad se consigue si y sólo si ΛBE [ρ] = UρU† .
De acá en adelante, nos concentramos en mediciones proyectivas de
rango uno (es decir, de von Neumann) sin postselección, esto es,
un conjunto de proyectores de rango uno Π = {Πi = |i〉 〈i|},
con ΠiΠi ′ = δii ′Πi y ∑
d
i=1 Πi = 1, siendo {|i〉} una base or-
tonormal de H . El estado después de la medición Π es igual a
Π[ρ] = ∑di=1 ΠiρΠi = ∑
d
i=1 pi |i〉 〈i| con pi = 〈i| ρ |i〉. Dado que
las mediciones proyectivas son casos particulares de mapas biesto-
cásticos, proponemos usar la diferencia de (q, s)-entropías entre los
estados final e inicial (adecuadamente reescalados por un factor que
depende de la pureza generalizada63) como distintivo de la pertur- 63 El vocablo reescalar no figura en los
diccionarios de castellano o español
(por ej., en el diccionario de la RAE,
http://dle.rae.es/). Sin embargo, nos
parece el más adecuado y transparen-
te para expresar el sentido técnico en
cuestión.
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bación del estado del sistema debida a la medición, esto es
DΠ(q,s)(ρ) :=
S(q,s)(Π[ρ])− S(q,s)(ρ)
(Tr ρq)s
. (5.25)
Para cualquier elección de los índices entrópicos, esta cantidad es no
negativa y se anula si y sólo si la medición no perturba al estado, es
decir, Π[ρ] = ρ, lo cual ocurre cuando se mide en una base que dia-
gonaliza ρ. Notemos que el factor de ajuste no participa activamente
para los casos de entropías de von Neumann y Rényi, las cuales son
aditivas; por el contrario, el factor es no trivial para las entropías
no aditivas. Más abajo, clarificamos la importancia del factor de re-
escaleo P(q,s)(ρ) := (Tr ρ
q)s al tratar con medidas de correlaciones
cuánticas basadas en entropías no aditivas.
Finalmente, prestemos atención a estos dos casos que surgen de la
definición (5.25). El primero consiste en considerar la entropía de von
Neumann, en cuyo caso la perturbación puede reexpresarse como la
entropía cuántica relativa (o divergencia de Kullback–Leibler) entre
ρ y Π[ρ],
DΠ(1,s)(ρ) ≡ DΠ(ρ) = S (ρ‖Π[ρ]) . (5.26)
El segundo proviene de evaluar (5.25) con q = 2 —correspondiente
a las entropías de Tsallis—, para la cual se expresa en términos de la
distancia de Hilbert–Schmidt entre ρ y Π[ρ], dividida por la pureza
de ρ,
DΠ(2,1)(ρ) ≡ DΠ2 (ρ) =
‖ρ−Π[ρ]‖2
Tr ρ2
, (5.27)
donde ‖A‖ =
√
Tr A† A es la norma de Hilbert–Schmidt.
Correlaciones cuánticas mediante mediciones locales
Consideremos ahora un sistema bipartito AB en el estado ρAB que
actúa sobre HAB = HA ⊗HB. Siguiendo lo expuesto en la pág. 29
del capítulo 1, podemos usar (5.25) para cuantificar la perturbación
debida a una medición proyectiva local ΠK,
DΠ
K
(q,s)(ρ
AB) =
S(q,s)
(
ΠK[ρAB]
)− S(q,s)(ρAB)
P(q,s)(ρAB)
. (5.28)
Nos referimos a DΠ
K
(q,s), con K = A, B, como perturbaciones unilocales,
mientras que DΠ
A|B
(q,s) las llamamos perturbaciones bilocales.
Con el fin de obtener una figura de correlaciones cuánticas que sea
independiente de la medición, tomamos el mínimo de todas las per-
turbaciones (5.28) sobre el conjunto de mediciones locales64, 64 En la Ref. [180] puede verse un trata-
miento análogo para sistemas fermióni-
cos y entropías de tipo traza.DK(q,s)(ρ
AB) := mı´n
ΠK
DΠ
K
(q,s)(ρ
AB) . (5.29)
Las siguientes propiedades justifican nuestra propuesta de (5.29) co-
mo medida de correlaciones cuánticas:
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(i) No negatividad: DK(q,s)(ρ
AB) ≥ 0 con igualdad si y sólo si ρAB ∈
ΩK, con K = A, B. Así, DK(q,s) son medidas de correlaciones
cuánticas parciales (con respecto a HK), mientras que DAB(q,s) son
medidas de correlaciones cuánticas totales.
(ii) Invariancia ante operaciones locales unitarias:
DK(q,s)(U ⊗V ρAB U† ⊗V†) = DK(q,s)(ρAB) ,
con K = A, B, A|B, donde U y V son operadores unitarios sobre
A y B, respectivamente.
(iii) Invariancia ante la anexión de un sistema auxiliar no correlacio-
nado: DK(q,s)(ρ
AB ⊗ ρC) = DK(q,s)(ρAB) para biparticiones A|BC
y B|AC (para la bipartición AB|C las medidas de correlaciones
cuánticas se anulan trivialmente).
La primera propiedad es una consecuencia directa de la relación de
mayorización entre los estados pre y post medición. La segunda pro-
piedad podemos probarla partiendo de la definición de nuestra me-
dida, Ec. (5.29), notando que
ΠK(U ⊗VρABU† ⊗V†)) = U ⊗V Π˜K(ρAB)U† ⊗V† , (5.30)
con Π˜K = U† ⊗ V† ΠK U ⊗ V, y recordando la invariancia de las
(q, s)-entropías bajo transformaciones unitarias. La tercera propie-
dad es menos obvia y está vinculada con la regla de adición (5.20)
de las (q, s)-entropías. De hecho, el factor de pureza generalizada
P(q,s)(ρ
AB) es clave en la satisfacción de esta propiedad en el caso de
entropías no aditivas, sin afectar la complejidad computacional de las
medidas. En general, esta propiedad no ha sido tenida en cuenta en
la literatura de medidas entrópicas no aditivas de correlaciones cuán-
ticas. Por ejemplo, aquellas basadas en la diferencia entre entropías
de tipo traza65, es decir, S f (ρ) = Tr f (ρ) con f : L(H) → R cóncava 65 Cabe observar que las (q, s)-entropías
se reducen a entropías de tipo traza sólo
cuando s = 1 (entropías de Tsallis).
y f (0) = 0 [177], han sido tratadas en las Refs. [48, 174]. Sin embar-
go, estas medidas no son invariantes ante la anexión de un sistema
auxiliar no correlacionado, excepto en el caso de entropías de von
Neumann. Esto es una consecuencia directa de la no-aditividad de
las entropías de tipo traza66. Más aun, nuestras medidas de correla- 66 Para una discusión más amplia sobre
las condiciones necesarias y razonables
en la definición de medidas de correla-
ciones cuánticas, ver Ref. [181].
ciones cuánticas parciales pueden interpretarse como una derivación
cuántica de la regla de Bayes [174].
Es interesante observar que nuestras medidas incluyen varios casos
importantes ya discutidos en la literatura. El primero refiere a eva-
luar (5.29) en el caso de la entropía de von Neumann, para la cual
reobtenemos la medida de déficit informacional67 [68], la cual puede 67 O, en inglés, information deficit.
reescribirse en términos de la mínima entropía relativa sobre los con-
juntos ΩK [172],
DK(ρAB) = mı´n
ΠK
S(ρAB‖ΠK[ρAB]) = mı´n
χAB∈ΩK
S(ρAB‖χAB). (5.31)
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El segundo caso surge al evaluar (5.29) para la entropía de Tsallis
con índice igual 2. La medida correspondiente está relacionada con
el discord geométrico [29],
DKG(ρ
AB) = mı´n
χAB∈ΩK
‖ρAB − χAB‖2. (5.32)
De hecho, usando la expresión de DKG en términos de mediciones
locales proyectivas dadas en la Ref. [95], tenemos que
DK2 (ρ
AB) =
mı´nΠK ‖ρAB −ΠK[ρAB]‖2
Tr(ρAB)2
=
DKG(ρ
AB)
Tr(ρAB)2
. (5.33)
Observemos que DKG no es invariante en el sentido de la tercera pro-
piedad [178]. El factor de ajuste salva este inconveniente [175], aun-
que no es el único modo de resolverlo (ver, por ej., Refs. [175, 182]).
Finalmente, en el caso de las entropías de Rényi, recientemente in-
troducido en Ref. [176], nuestra medida satisface la invariancia re-
querida al anexar un sistema auxiliar no correlacionado.
Cota inferior de (5.29) y su relación con el entrelaza-
miento
Primero, observemos que, dado que los estados CC son separables,
cumplen algunas desigualdades entrópicas de separabilidad (ver, por
ej., Ref. [179]),
S(q,s)(Π
K[ρAB]) ≥ ma´x
{
S(q,s)(TrAΠ
K[ρAB]), S(q,s)(TrBΠ
K[ρAB])
}
, K = A, B, A|B . (5.34)
Por otro lado, los estados reducidos finales correspondientes son
TrAΠA[ρAB] = ρB y TrBΠA[ρAB] = TrBΠA|B[ρAB] =∑
i
pAi Π
A
i = ρ
A
diag , (5.35)
TrBΠB[ρAB] = ρA y TrAΠB[ρAB] = TrAΠA|B[ρAB] =∑
j
pBj Π
B
j = ρ
B
diag , (5.36)
donde ρKdiag denota la diagonal de ρ
K en la base definida por {ΠKi },
con K = A, B. Dado que ρKdiag ≺ ρK (ver, por ej., Ref. [23]) y dada
la Schur-concavidad de las (q, s)-entropías, la desigualdad (5.34) se
reduce a
S(q,s)(Π
K[ρAB]) ≥ ma´x
{
S(q,s)(ρ
A), S(q,s)(ρ
B)
}
. (5.37)
Así, insertando (5.37) en (5.28) para acotar inferiormente a DΠ
K
(q,s)
y tomando el mínimo, obtenemos que las medidas de correlaciones
cuánticas están acotadas por abajo como sigue
DK(q,s)(ρ
AB) ≥ ma´x
{
S(q,s)(ρA)− S(q,s)(ρAB)
P(q,s)(ρAB)
,
S(q,s)(ρB)− S(q,s)(ρAB)
P(q,s)(ρAB)
}
, K = A, B, A|B . (5.38)
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Vale notar que esta cota podría ser no trivial únicamente para estados
entrelazados; de hecho, el miembro derecho de (5.38) es negativo
para estados separables. Un resultado similar ha sido obtenido en el
caso de las entropías tipo traza [48].
Ahora, consideremos un estado puro ρAB = |ψ〉 〈ψ|AB y supongamos
que
|ψ〉AB =
n
∑
k=1
√
λk |k〉A ⊗ |k〉B (5.39)
es su descomposición de Schmidt (n ≤ mı´n{dA, dB} y {|k〉K}, K =
A, B, es un conjunto ortonormal). Luego, podemos ver que los es-
tados reducidos ρA = TrB |ψ〉 〈ψ|AB y ρB = TrA |ψ〉 〈ψ|AB poseen la
misma entropía unificada y, como consecuencia, la cota inferior (5.38)
se reduce a S(q,s)(ρA) = S(q,s)(ρB) para estados puros ρAB. Ade-
más, la cota es saturada cuando las mediciones locales se derivan
de las bases de Schmidt: tomando los proyectores locales ΠKk =
|k〉 〈k|K (completando para tener dK proyectores), el estado resul-
tante es ΠK(ρAB) = ∑k λkΠAk ⊗ΠBk , cuyas entropías unificadas son
S(q,s)(ΠK(ρAB)) = S(q,s)(ρA) = S(q,s)(ρB). Por lo tanto, obtenemos
que para los estados puros estas medidas son generalizaciones de la
entropía de entrelazamiento,
DK(q,s)(ρ
AB) = S(q,s)(ρ
A) = S(q,s)(ρ
B) , (5.40)
las cuales se reducen a la medida estándar en el caso de la entropía
de von Neumann [183].
Desigualdades entre las correlaciones cuánticas totales
y parciales
Es posible hallar algunas relaciones interesantes entre las correlacio-
nes totales y parciales cuando se invocan perturbaciones bilocales,
DΠ
A|B
(q,s) , reescritas en términos de las unilocales,
DΠ
A|B
(q,s) (ρ
AB) = DΠ
A
(q,s)(ρ
AB) + piΠ
A
(q,s) D
ΠB
(q,s)(Π
A[ρAB]) , (5.41)
DΠ
A|B
(q,s) (ρ
AB) = DΠ
B
(q,s)(ρ
AB) + piΠ
B
(q,s) D
ΠA
(q,s)(Π
B[ρAB]) , (5.42)
donde piΠ(q,s) :=
P(q,s)(Π[ρ
AB ])
P(q,s)(ρAB)
(para ser concisos, omitimos la depen-
dencia de este factor en el estado). Esta cantidad, piΠ(q,s) , es no nega-
tivo pero puede tomar valores menores o mayores a 1, dependiendo
en el valor del índice entrópico q. Dado que Π[ρ] ≺ ρ, tenemos que
(Π[ρ])q ≺ ρq si q ≥ 1, mientras que ρ ≺ Π[ρ] vale si 0 ≤ q < 1. Lue-
go, piΠ(q,s) ∈ (0, 1] si q ≥ 1, y en otro caso piΠ(q,s) ≥ 1. En particular,
para las entropías de Rényi este factor es siempre igual a 1.
Ahora, consideremos dos escenarios de medición posibles:
• ΠA|B0 = Π
A
0 ◦ΠB0 es una medición bilocal que minimiza la pertur-
bación total, es decir D
ΠA|B0
(q,s) (ρ
AB) = DA|B
(q,s)(ρ
AB),
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• ΠA|B1 = Π
A
1 ◦ΠB1 , donde ΠK1 optimiza las perturbaciones uniloca-
les, es decir, DΠ
K
1
(q,s)(ρ
AB) = DK(q,s)(ρ
AB), K = A, B.
Usando las ecuaciones (5.41)–(5.42) en ambos escenarios, obtenemos
que
DA|B
(q,s)(ρ
AB) = DΠ
A
0
(q,s)(ρ
AB) + pi
ΠA0
(q,s) D
ΠB0
(q,s)(Π
A
0 [ρ
AB])
= DΠ
B
0
(q,s)(ρ
AB) + pi
ΠB0
(q,s) D
ΠA0
(q,s)(Π
B
0 [ρ
AB]) ,
(5.43)
y
D
ΠA|B1
(q,s) (ρ
AB) = DA(q,s)(ρ
AB) + pi
ΠA1
(q,s) D
ΠB1
(q,s)(Π
A
1 [ρ
AB])
= DB(q,s)(ρ
AB) + pi
ΠB1
(q,s) D
ΠA1
(q,s)(Π
B
1 [ρ
AB]) .
(5.44)
Usando que DA|B
(q,s)(ρ
AB) ≤ DΠ
A|B
1
(q,s) (ρ
AB) (y las relaciones análogas pa-
ra las perturbaciones unilocales) en (5.43)–(5.44), podemos mostrar
que DA|B
(q,s) es acotado inferior y superiormente del siguiente modo,
DA|B
(q,s) ≥ ma´x{DA(q,s)(ρAB) + pi
ΠA0
(q,s) D
ΠB0
(q,s)(Π
A
0 [ρ
AB]), DB(q,s)(ρ
AB) + pi
ΠB0
(q,s) D
ΠA0
(q,s)(Π
B
0 [ρ
AB])} , (5.45)
DA|B
(q,s) ≤ mı´n{DA(q,s)(ρAB) + pi
ΠA1
(q,s) D
ΠB1
(q,s)(Π
A
1 [ρ
AB]), DB(q,s)(ρ
AB) + pi
ΠB1
(q,s) D
ΠA1
(q,s)(Π
B
1 [ρ
AB])} . (5.46)
En particular, dado que las perturbaciones unilocales subóptimas
en (5.45) son no negativas, se sigue que naturalmente las medidas
de correlaciones totales superan (o igualan) a las parciales,
DA|B
(q,s)(ρ
AB) ≥ ma´x{DA(q,s)(ρAB), DB(q,s)(ρAB)}. (5.47)
Este resultado también puede obtenerse de forma más directa, par-
tiendo del hecho de que S(q,s)(Π
A|B
0 [ρ
AB]) ≥ S(q,s)(ΠK1 [ρAB]). Cabe
notar que (5.47) está en acuerdo con las relaciones de inclusión en-
tre los conjuntos de estados CC, es decir, ΩA|B = ΩA ∩ΩB ⊂ ΩK,
K = A, B.
Por otro lado, notando que 2 DΠ
A|B
(q,s) (ρ
AB) ≥ DA|B
(q,s)(ρ
AB)+DΠ
A|B
(q,s) (ρ
AB) ≥
2 DA|B
(q,s)(ρ
AB) podemos deducir, de las ecuaciones (5.43)–(5.44), la si-
guiente desigualdad para la suma de correlaciones parciales:
DA|B
(q,s)(ρ
AB) + ∆0 ≥ DA(q,s)(ρAB) + DB(q,s)(ρAB) ≥ DA|B(q,s)(ρAB) + ∆1 , (5.48)
donde definimos las cantidades
∆i := D
ΠA|Bi
(q,s) (ρ
AB)− piΠBi
(q,s) D
ΠAi
(q,s)(Π
B
i [ρ
AB])− piΠAi
(q,s) D
ΠBi
(q,s)(Π
A
i [ρ
AB]) , (5.49)
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con i = 0, 1.
Para los estados parcialmente clásicos, se tiene que ∆1 = 0, ΠK1 es-
tando definido por el conjunto {ΠKi } de modo que no perturba el
estado conjunto.
Finalmente, para estados clásico-clásicos todas las cantidades en (5.48)
se anulan. Por ende, de estas observaciones y de (5.47), concluimos
que
• si DA(q,s)(ρ
AB) = 0, entonces DA|B
(q,s)(ρ
AB) = DB(q,s)(ρ
AB),
• si DB(q,s)(ρ
AB) = 0, entonces DA|B
(q,s)(ρ
AB) = DA(q,s)(ρ
AB),
• si DA|B
(q,s)(ρ
AB) = 0, entonces DA(q,s)(ρ
AB) = DB(q,s)(ρ
AB) = 0.
Lo que es aún más interesante, surge una desigualdad de tipo triangular
entre las correlaciones totales y parciales,
DA(q,s)(ρ
AB) + DB(q,s)(ρ
AB) ≥ DA|B
(q,s)(ρ
AB) (5.50)
que se satisface trivialmente para los estados CC. La validez de la
desigualdad (5.50) en el caso general radica en el signo del término
∆1. Si ∆1 ≥ 0 ∀ ρAB, la desigualdad es siempre válida. Por el contra-
rio, si ∆1 < 0 para algún ρAB entonces podría ser el caso de que la
desigualdad no se sostenga para tales estados.
Aunque las condiciones más generales para garantizar la validez de
la desigualdad de tipo triangular (5.50) son difíciles de establecer,
podemos vincularla con una propiedad asociada a la contractividad
de las perturbaciones locales. Específicamente, si asumimos como
válidas las siguientes desigualdades:
pi
ΠBj
(q,s) D
ΠAi
(q,s)(Π
B
j [ρ
AB]) ≤ DΠAi
(q,s)(ρ
AB), (5.51)
pi
ΠAj
(q,s) D
ΠBi
(q,s)(Π
A
j [ρ
AB]) ≤ DΠBi
(q,s)(ρ
AB) . (5.52)
tenemos que
pi
ΠB1
(q,s) D
ΠA1
(q,s)(Π
B
1 [ρ
AB]) ≤ DΠA1
(q,s)(ρ
AB) = DA(q,s)(ρ
AB) , (5.53)
pi
ΠA1
(q,s) D
ΠB1
(q,s)(Π
A
1 [ρ
AB]) ≤ DΠB1
(q,s)(ρ
AB) = DB(q,s)(ρ
AB) , (5.54)
y, reemplazando cualquiera de estas relaciones en (5.44), se sigue que
D
ΠA|B1
(q,s) (ρ
AB) ≤ DA(q,s)(ρAB) + DB(q,s)(ρAB) . (5.55)
Finalmente, recordando que DA|B
(q,s)(ρ
AB) ≤ DΠ
A|B
1
(q,s) (ρ
AB), tenemos que
la desigualdad de tipo triangular (5.50) sería válida.
En resumen, somos capaces de vincular la validez de la desigualdad
de tipo triangular, para todos los estados e índices entrópicos, con
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un tipo de contractividad ante mediciones proyectivas locales de las
perturbaciones unilocales (5.51)–(5.52). En el caso de la entropía de
von Neumann, las desigualdades (5.51)–(5.52) son casos particulares
de la contractividad de la entropía cuántica relativa bajo la acción
de mapas CPTP [184]. En otro caso, para la entropía de Tsallis de
índice 2, las desigualdades (5.51)–(5.52) son casos particulares de la
contractividad de la norma de Hilbert–Schmidt bajo mediciones pro-
yectivas [185]68. Por ende, en ambos casos la desigualdad se satisface. 68 Ver Ref. [31] para una demostración
alternativa.Lamentablemente, la contractividad local no es válida para funciona-
les entrópicas generales. De hecho, en la Figura 5.8 podemos ver que
es así para un rango amplio del índice entrópico de las entropías de
Rényi y Tsallis.
Figura 5.8: Diferencias mínimas entre
DΠ
A
(q,s) y pi
ΠA
(q,s) D
ΠA
(q,s)(Π
B[ρAB]) compu-
tadas para 103 mediciones locales pro-
yectivas, ΠA(B), generadas aleatoria-
mente, usando entropías de Tsallis (re-
cuadro izquierdo) y de Rényi (recuadro
derecho). Cada línea corresponde a un
estado de dos cubits generado también
de manera aleatoria. Notar que, para un
rango amplio de valores del índice en-
trópico, estas diferencias son negativas,
implicando la violación de la contrac-
tividad ante mediciones proyectivas lo-
cales (ver las relaciones (5.51)–(5.52) y el
texto para más detalles). Cuando q = 1,
ambas medidas convergen a la de von
Neumann, la cual satisface la propie-
dad de contractividad. Lo mismo ocu-
rre cuando q = 2, correspondiendo a
la distancia de Hilbert–Schmidt. Curio-
samente, en el caso de Tsallis no he-
mos podido hallar un contraejemplo a
la contractividad mencionada en el in-
tervalo q ∈ (1, 2) (región sombreada del
recuadro izquierdo).
Veamos ahora algunos cálculos analíticos que ejemplifican el cómpu-
to de las medidas propuestas y permiten elucidar algunas otras vir-
tudes del enfoque generalizador.
Algunos ejemplos interesantes
Mezclas de un estado puro con el estado máximamente
mezclado
Un primer caso en el que los cálculos pueden llevarse a cabo de
forma analítica involucra a la familia de estados pseudopuros, dada
por la mezcla de un estado puro arbitrario, |ψ〉AB ∈ HA ⊗HB, con
el estado máximamente mezclado, resultando en
ρABp = (1− p)
1AB
dAB
+ p |ψ〉 〈ψ|AB , (5.56)
con 0 ≤ p ≤ 1 y dAB = dAdB = dimHAB. El espectro de ρAB está
dado por el autovalor 1−pdAB + p, con multiplicidad 1, y los autovalores
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1−p
dAB
, con multiplicidad dAB − 1. Las mediciones que optimizan tanto
los cuantificadores unilocales como el bilocal son únicas (es decir, no
dependen de la forma entrópica) y están dadas por las bases de Sch-
midt [48]. Este carácter entrópico-independiente no es universal, sino
que depende de los estados en cuestión. En este caso, medir en las
bases de Schmidt devuelve un espectro final que es mayorizado por
cualquier otro espectro asociado a una medición distinta, implicando
esta optimización entrópico-independiente. Después de la medición,
el espectro está dado por el autovalor 1−pdAB , con multiplicidad dAB− n,
y los autovalores 1−pdAB + p λk con 1 ≤ k ≤ n, donde n es el número
de Schmidt y λk los cuadrados de los coeficientes de Schmidt (5.39).
Usando la ecuación (5.29), obtenemos
DK(q,s)(ρ
AB
p ) =
1
(1− q)s
[(
(dAB − n)(1− p)q +∑nk=1 [1+ (dABλk − 1)p]q
(dAB − 1)(1− p)q + [1+ (dAB − 1)p]q
)s
− 1
]
(5.57)
para las medidas unificadas de correlaciones cuánticas de los esta-
dos pseudopuros. Es notable que, en este caso particular y dada la
coincidencia entre las correlaciones parciales y totales, la desigual-
dad de tipo triangular (5.50) se sostiene aun para las (q, s)-entropías
más generales.
En particular, cuando |ψAB〉 es máximamente entrelazado, con dA =
dB = d, los estados ρABp constituyen una familia de estados isotró-
picos, ρIp. En ese caso, ∀k, λk = d−1, n = d, y las correlaciones
unificadas son
DK(q,s)(ρ
I
p) =
1
(1− q)s
[(
(d2 − d)(1− p)q + d[1+ (d− 1)p]q
(d2 − 1)(1− p)q + [1+ (d2 − 1)p]q
)s
− 1
]
. (5.58)
Especializando esto para las entropías de Tsallis y Rényi, respectiva-
mente,
DK(q,1)(ρ
I
p) =
1
1− q
[
(d2 − d)(1− p)q + d[1+ (d− 1)p]q
(d2 − 1)(1− p)q + [1+ (d2 − 1)p]q − 1
]
,
(5.59)
DK(q,0)(ρ
I
p) =
1
1− q ln
[
d(1− p + dp)q + (d2 − d)(1− p)q
(1− p + d2 p)q + (d2 − 1)(1− p)q
]
. (5.60)
Estados de Werner e isotrópicos
Analicemos ahora los estados de Werner e isotrópicos. Aunque los
estados isotrópicos, como vimos, son casos particulares de la ecua-
ción (5.56), es decir, mezclas de un estado puro con el máximamente
mezclado, pretendemos mostrar que tanto los isotrópicos [186] como
los de Werner [16], dadas sus simetrías, pueden tratarse análoga-
mente al observar que el cálculo se independiza de la medición local
seleccionada. Un estado de Werner es un estado d× d-dimensional
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que es invariante ante transformaciones locales unitarias de la for-
ma U ⊗ U, con U una unitaria arbitraria que actúa sobre sistemas
d-dimensionales, esto es, ρW = U⊗UρU†⊗U†. Por otro lado, un es-
tado isotrópico d× d-dimensional es invariante ante unitarias locales
de la forma U ⊗ U∗, es decir, ρI = U ⊗ U∗ρU† ⊗ (U∗)†. Los esta-
dos con esas características pueden parametrizarse, respectivamente,
como
ρWx =
d− x
d3 − d I +
dx− 1
d3 − d F , (5.61)
con F = ∑ij |ij〉 〈ji|, 1 ≤ i, j ≤ d, x ∈ [−1, 1], y
ρIy =
1− y
d2 − 1 I +
d2y− 1
d2 − 1 |ψ
+〉 〈ψ+| , (5.62)
con |ψ+〉 = 1√
d ∑
d
i=1 |ii〉 y y ∈ [ 1d2 , 1]. Notar que ambas definiciones
de estados isotrópicos —aquella derivada de la ecuación (5.56) y la
dada por (5.62)— coinciden haciendo la identificación p = d
2y−1
d2−1 y
|ψ〉AB = |ψ+〉.
Para ver que toda medición local produce la misma perturbación
sobre estas familias de estados, consideremos ΠA1 como la medi-
ción óptima unilocal sobre A. Cualquier otra medición local se es-
cribe mediante una transformación unitaria sobre ΠA1 , como Π
A
V =
V ⊗ 1B ΠA1 V† ⊗ 1B, con V una unitaria arbitraria sobre A. Luego,
usando la propiedad invariante de los estados de Werner, la acción
de ΠAV es Π
A
V [ρ
W
x ] = V ⊗ VΠA1 V† ⊗ V†. Resultados análogos va-
len para los estados isotrópicos y mediciones sobre B. Invocando
la invariancia de las (q, s)-entropías bajo la acción de transforma-
ciones unitarias, tenemos que el mínimo en (5.29) es alcanzado por
cualquier medición proyectiva local. Para probar que nada cambia al
considerar mediciones bilocales, es suficiente observar que después
de cualquier medición local el estado final es CC. Por ende, dado
que la perturbación total puede computarse via las perturbaciones
parciales (ver Ecs. (5.41)–(5.42)), las correlaciones totales son iguales
a las parciales.
Con el fin de tener una expresión explícita para las correlaciones
unificadas, es más fácil medir en la base estándar (usadas en las de
definiciones de F en los estados de Werner y |ψ+〉 en los isotrópicos),
lo que da lugar a
DK(q,s)(ρ
W
x ) =
1
(1− q)s
[(
2[(d− 1)q(x + 1)q + (d− 1)(d− x)q]
2(d− 1)q(x + 1)q + (d− 1)[(d− x + 12 dx− 12 )q + (d− x− 12 dx + 12 )q]
)s
− 1
]
(5.63)
y
DK(q,s)(ρ
I
y) =
1
(1− q)s
[(
d[(d− 1)(1− y)q + (1− y + dy− 1d )q]
(d2 − 1)qyq + (d2 − 1)(1− y)q
)s
− 1
]
. (5.64)
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Una vez más, es importante notar que estas familias de estados se
hallan entre las que satisfacen la desigualdad (5.50) para cualquier
(q, s)-entropía.
En este apartado, tratamos el problema de la cuantificación de co-
rrelaciones cuánticas más allá del discord. Específicamente, siguien-
do la Ref. [15], obtuvimos medidas entrópicas de correlaciones cuán-
ticas bipartitas cuantificando la perturbación del estado del sistema
ante mediciones locales. Nuestras medidas están basadas en formas
entrópicas muy generales dadas por las (q, s)-entropías [169, 170]. En
consecuencia, obtuvimos medidas que incluyen, como casos particu-
lares, o son cercanas a otras medidas previamente discutidas en la
literatura [29, 31, 48, 68, 95, 171-176]. Nuestra principal contribución
es la propuesta de tales medidas de correlaciones cuánticas basadas
en las (q, s)-entropías unificadas tales que: (i) son no negativas y se
anulan sólo para estados CC, (ii) invariantes ante operaciones loca-
les unitarias, y (iii) invariantes ante la anexión de un sistema auxiliar
no correlacionado. Respecto a esta última propiedad, mostramos que
para q 6→ 1 o s 6→ 0, esto es, cuando las (q, s)-entropías son no aditi-
vas, es necesario reescalar las perturbaciones por un factor de pure-
za generalizada para evitar efectos indeseables presentes en algunas
medidas entrópicas previamente estudiadas [48, 173, 174].
Además, distinguiendo entre correlaciones totales y parciales, mos-
tramos una desigualdad tipo triangular que satisfacen solo ciertas
familias de estados —los CC, los de Werner y los isotrópicos— pa-
ra cualquier entropía unificada. En el caso general, únicamente pro-
bamos su validez para las entropías de von Neumann y Tsallis de
orden 2, lo cual se deriva de una propiedad de contractividad de
la entropía cuántica relativa y de la norma de Hilbert–Schmidt ante
mediciones proyectivas. Proveímos contraejemplos numéricos donde
la contractividad local de las perturbaciones unilocales falla para un
rango amplio de índices entrópicos de las entropías de Rényi y Tsa-
llis, pero permanece abierta la pregunta acerca de si la desigualdad
tipo triangular es válida para otras medidas entrópicas.
Finalmente, presentamos expresiones analíticas para la familia com-
pleta de medidas en el caso de estados pseudopuros, de Werner e
isotrópicos. Para estas familias de estados, las mediciones óptimas
para las perturbaciones unilocales y bilocales resultan independien-
tes de la forma entrópica.
5.4 Resumen del capítulo 5
• Exploramos ciertas propuestas de medidas de discord genera-
lizadas definidas en términos de las entropías de Rényi y Tsa-
llis. Mostramos inconvenientes relacionados con propiedades de
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(no)aditividad de las mismas.
• En particular, refutamos una conjetura presentada por Hou y col.
en la Ref. [147], referida a la positividad de diferentes versiones
cuánticas de informaciones mutuas generalizadas, definidas vía
las entropías de Rényi y Tsallis.
• Propusimos, como alternativa, una familia de medidas en térmi-
nos de la familia de entropías unificadas —que incluye a las de
Rényi y Tsallis— basándonos en el esquema de medidas induci-
das por la perturbación ante mediciones locales (vinculado a la
medida del déficit de información).
• Mostramos que nuestra propuesta cumple con las condiciones ra-
zonables para cuantificar las correlaciones de tipo discord. Ade-
más, exhibimos desigualdades importantes entre las correlaciones
parciales (evidenciadas por mediciones unilocales) y totales (aso-
ciadas a mediciones bilocales) de estados arbitrarios.
• Computamos analíticamente estas medidas unificadas para algu-
nos ejemplos relevantes, como son los casos de estados de Werner
e isotrópicos.

6 Conclusiones
6.1 Resumen y conclusiones
En el curso de este trabajo discutimos varios resultados que aportan
mayor claridad al rol que juegan los aspectos cuánticos de los siste-
mas físicos en el procesamiento de la información y la realización de
tareas computacionales o de cálculo.
En primer lugar, en el capítulo 1 hicimos un repaso breve por los
conceptos fundamentales de la Mecánica Cuántica que nos fueran
útiles a lo largo de la tesis.
En el capítulo 2, introdujimos el problema que guiaría nuestra inves-
tigación posterior: el de estados clásicamente correlacionados vistos
como extensiones formales de estados cuánticos separables. Especí-
ficamente, vimos que:
• El fenómeno es relevante incluso en el caso de menor dimensión
posible: un sistema bipartito compuesto de tres cubits. En ese mo-
delo, analizamos cuantificadores informacionales tanto de los es-
tados clásicamente correlacionados como de sus reducciones, po-
niendo especial atención en la información mutua de los prime-
ros y las medidas inducidas por perturbaciones ante mediciones
(locales) de los segundos. En esos modelos, estudiamos la depen-
dencia entre ambos cuantificadores, encontrando cotas analíticas y
familias de estados que satisfacen dichas cotas de forma ajustada.
• Esos resultados sugieren una conclusión más arriesgada: la con-
sideración de la dimensión del espacio de Hilbert de un estado
cuántico (asociada a la dimensionalidad de los grados de libertad
relevantes del sistema físico) como recurso genuino y efectivo para
la concreción de tareas de procesamiento de información cuántica.
Esta afirmación, la fundamos en el estudio de modelos bipartitos
de protocolos conocidos, como la preparación remota de estados
y la distribución de entrelazamiento, mostrando que tales tareas
pueden llevarse a cabo con estados clásicamente correlacionados,
y que la eficiencia de aquellas puede explicarse desde el monto
de correlaciones “clásicas” de estos estados. Además, mostramos
otros dos aspectos cuánticos importantes que poseen los estados
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clásicamente correlacionados. En primer lugar, mostramos que la
mínima (respecto a la dimensión del sistema auxiliar) extensión
clásicamente correlacionada de un estado cuántico está asociada
al mínimo de trabajo termodinámico extraíble. En segundo lugar,
mostramos que la posibilidad de hallar una extensión formal clá-
sicamente correlacionada de un cierto estado cuántico está estre-
chamente ligada a la naturaleza no monógama de las medidas de
tipo discord.
Motivados por la relevancia de los resultados anteriores, el siguiente
paso consistió en la búsqueda detallada de extensiones clásicamente
correlacionadas de estados cuánticos bipartitos de baja dimensión.
Así, en el capítulo 3, pudimos extraer una serie de resultados intere-
santes:
• La extensión para un cierto estado no es única, pero resulta signifi-
cativo definir una extensión óptima como aquella cuya dimensión
es la menor de entre todas las extensiones posibles.
• Demostramos la existencia de una cota inferior para la dimensión
del sistema auxiliar al extender clásicamente un estado bipartito
arbitrario, y hallamos una expresión analítica cerrada para ésta.
Siendo que el algoritmo de extensión de Li y Luo permite deri-
var una cota superior en todos los casos, la dimensión del sistema
auxiliar correspondiente a una extensión óptima está completa-
mente acotada. Aunque no pudimos determinar si la cota inferior
hallada es ajustada, sí mostramos que en algunos casos lo es, y en
esos casos provee una mejora respecto al algoritmo de Li y Luo.
Además, mostramos que la dimensión del sistema auxiliar posee
un escaleo polinómico con la dimensión de los subsistemas.
• Para estados separables de dos cubits y máximo discord, propu-
simos expresiones explícitas para sus extensiones óptimas. De ese
modo, se tiene un catálogo de estados clásicamente correlaciona-
dos cuya potencialidad cuántica es equivalente (según su discord)
a los estados separables correspondientes.
• La forma particularmente simétrica de los estados separables má-
ximamente discordantes de dos cubits sugieren un par de alter-
nativas para generalizarlos naturalmente, una vinculada a las lla-
madas bases mutuamente no-sesgadas, la otra relacionada con las
denominadas mediciones de operadores positivos informacional-
mente completas.
Observando que todo sistema cuántico compuesto posee descripcio-
nes alternativas según el conjunto de observables relevantes seleccio-
nados, nos llevó a la búsqueda de una medida de la cuanticidad de
las correlaciones de un sistema que tuviera en cuenta esta variedad
descriptiva. Esto lo desarrollamos en el capítulo 4, donde expusimos
los siguientes resultados:
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• Demostramos que todo estado cuántico bipartito en presencia de
un ambiente no correlacionado, salvo que sea un estado produc-
to, exhibe aspectos puramente cuánticos capturados al considerar
la multiplicidad de descripciones posibles en términos de dife-
rentes observables. Alternativamente, probamos que todo estado
cuántico bipartito en que la dimensión de alguna de sus partes
no sea prima, excepto los estados producto, poseen reducciones
cuánticamente correlacionadas. En conclusión, mostramos que to-
do estado correlacionado (i.e., no producto) está cuánticamente
correlacionado.
• Propusimos una definición formal para una familia de medidas de
cuanticidad que tenga en cuenta los puntos anteriormente mencio-
nados, llamadas de “cuanticidad potencial”, las cuales poseen las
propiedades esperables de una medida de correlaciones cuánticas,
además de anularse sólo para estados producto. Por otro lado,
mostramos que las medidas pueden reinterpretarse en términos
de operaciones cuánticas locales, de modo que sus propiedades se
derivan del modo en que las correlaciones cuánticas se compor-
tan ante transformaciones locales. En particular, las medidas son
invariantes ante operaciones locales unitarias y no crecientes ante
operaciones locales arbitrarias.
• De la familia de medidas de cuanticidad potencial propuestas,
analizamos el caso de las asociadas a medidas de tipo discord.
En ese caso, para estados 2 × d-dimensionales, mostramos ade-
más que las medidas son no crecientes ante operaciones locales
unitales. Por otro lado, presentamos algunos cálculos numéricos
para ilustrar el comportamiento de estas medidas, y lo aplicamos
al problema de un sistema sujeto a ruido local markoviano para
poner en evidencia la utilidad de los resultados (cualitativamente
distintos respecto a los de las medidas usuales) de nuestra pro-
puesta.
Por último, observando ciertas inconsistencias en la literatura referi-
da a la búsqueda de medidas de tipo discord generalizadas, defini-
das en términos de entropías distintas a la de von Neumann, estu-
diamos las medidas inducidas por mediciones locales en un marco
general. En este sentido, en el capítulo 5,
• Exploramos ciertas propuestas de medidas de discord genera-
lizadas definidas en términos de las entropías de Rényi y Tsa-
llis. Mostramos inconvenientes relacionados con propiedades de
(no)aditividad de éstas. En particular, refutamos una conjetura
presentada por Hou y col. en la Ref. [147].
• Propusimos, como alternativa, una familia de medidas en térmi-
nos de la familia de entropías unificadas —que incluye a las de
Rényi y Tsallis— basándonos en el esquema de medidas induci-
das por la perturbación ante mediciones locales (vinculado a la
medida del déficit de información).
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• Mostramos que nuestra propuesta cumple con las condiciones ra-
zonables para cuantificar las correlaciones de tipo discord. Ade-
más, exhibimos desigualdades importantes entre las correlaciones
parciales (evidenciadas por mediciones unilocales) y totales (aso-
ciadas a mediciones bilocales) de estados arbitrarios.
• Computamos analíticamente estas medidas para algunos ejemplos
relevantes, como son los casos de estados de Werner e isotrópicos.
6.2 Perspectivas y problemas abiertos
Durante el desarrollo de los diferentes capítulos, enumeramos y dis-
cutimos varias preguntas abiertas y líneas de investigación que me-
recen un estudio posterior pormenorizado. En términos generales,
esperamos que el estudio de las correlaciones cuánticas y la cuantici-
dad, más allá del entrelazamiento, brinde un acercamiento fructífero
al problema de las nuevas tecnologías de la información cuántica y a
su necesaria escalabilidad.
La propuesta de utilizar los estados clásicamente correlacionados,
más allá de la motivación trivial de ser más robustos ante los efectos
de interacción con el entorno, se enmarcan en el caso más general
de computación con estados mezcla separables. Así, se enfatiza la
validez de la pregunta acerca de la implementación óptima de esta
clase de estados y los protocolos específicos que más se beneficiarían.
Concretamente, los resultados principales de esta tesis sugieren el
posible desarrollo de una teoría formal de recursos asociada a me-
didas como la de cuanticidad potencial que nosotros definimos. Una
formalización en ese sentido sería de gran utilidad para revisar los
protocolos conocidos y promover otros nuevos, con una base concep-
tual sólida.
Por último, el estudio de medidas generalizadas, usando entropías
distintas a la de von Neumann, debe continuarse para establecer con
claridad el rol de los diferentes parámetros entrópicos en juego y
para hallar nuevos ejemplos en que la interpretación operacional de
las nuevas medidas sea más sencilla.
Códigos usados para los
cálculos numéricos
A continuación presentamos algunos códigos (MATLAB) correspondientes
a los cálculos numéricos más relevantes: cálculo de discord en estados de dos
cubits, generación de estados mezcla aleatorios y algoritmo para búsqueda
de estados separables máximamente discordantes.
Discord en estados de dos cubits
Esta función para el cómputo del discord en estados de dos cubits fue
desarrollada por Lu y col. de acuerdo a los cálculos de la Ref. [187].
function qd = discord(rho, N_theta, N_phi)
% Requires: Need TrX.m dm2cm pauliprod2.m
% Author: Xiao-Ming Lu (luxiaoming@gmail.com)
% Date: 2011/10/22
% License: GPL2
%
% Description: Generate the quantum discord for 4x4 density matrix,
% the first qubit is the apparatus which is measured.
%
% Note: all the logarithm functions are with unit log2
% if you want to find the minimun measurement, use [qd,theta,phi] = discord_a(rho)
%
% Usage: qd = discord(rho <,N_theta <, N_phi >>)
% Parameters: rho The density matrix (Require 4by4).
% N_theta The number of steps for dividing theta.
% N_phi The number of steps for dividing phi.
% Return: qd the value of quantum discord
%
% Rerefence: X.-M Lu et. al, Phys. Rev. A 83, 012327 (2011) arXiv:1009.1476
% (Calculation of discord is based on the formulas in Appendix B of the paper.)
%
% measure on the first qubit
% qd = I -cc = VNent(rhoA)+ min_CE - VNent(rho)
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%% Copyright (C) Xiao-Ming Lu
%%
%% This program is free software; you can redistribute it and/or
%% modify it under the terms of the GNU General Public License
%% as published by the Free Software Foundation; either version 2
%% of the License, or (at your option) any later version.
%%
%% This program is distributed in the hope that it will be useful,
%% but WITHOUT ANY WARRANTY; without even the implied warranty of
%% MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE. See the
%% GNU General Public License for more details.
%%
%% You should have received a copy of the GNU General Public License
%% along with this program; if not, write to the Free Software
%% Foundation, Inc., 51 Franklin Street, Fifth Floor, Boston,
%% MA 02110-1301, USA.
if nargin < 2
N_theta = 100;
end
if nargin < 3
N_phi = N_theta;
end
rhoA = TrX(rho, 2, [2, 2]);
tau = dm2cm(rho);
a = tau(2:4,1); % 3x1
b = tau(1,2:4)’;
R = tau(2:4,2:4);
% the quantity need to minimize is condtion_entropy
conditional_entropy = zeros(N_theta,N_phi);
theta_a = linspace(0,pi,N_theta + 1);
phi_a = linspace(-pi/2,pi/2,N_phi + 1);
theta_a(N_theta + 1) = [];
phi_a(N_phi + 1) = [];
n_array = zeros(3,N_theta,N_phi);
n_array(1,:,:) = sin(theta_a)’ * cos(phi_a);
n_array(2,:,:) = sin(theta_a)’ * sin(phi_a);
n_array(3,:,:) = cos(theta_a)’ * ones(1,N_phi);
f = a’*n_array(:,:);% 1 x N
RTn = R’*n_array(:,:);% 3 x N
gp = sqrt((b(1) + RTn(1,:)) .^2 + (b(2)+RTn(2,:)) .^2 + (b(3) + RTn(3,:)) .^2);
gm = sqrt((b(1) - RTn(1,:)) .^2 + (b(2)-RTn(2,:)) .^2 + (b(3) - RTn(3,:)) .^2);
conditional_entropy(:) =...
códigos usados para los cálculos numéricos 121
(1+f’)/2.*ent_fun(gp’./(1+f’)) +...
(1-f’)/2.*ent_fun(gm’./(1-f’));
min_CE = min(min(conditional_entropy));
qd = VNent(rhoA) + min_CE - VNent(rho);
function H = ent_fun(lambda)
% binary Shannon entropy
H = -(1 + lambda) ./ 2 .* log((1 + lambda) / 2 + (1 + lambda == 0))...
-(1 - lambda) ./ 2 .* log((1 - lambda) / 2 + (1 - lambda == 0));
H = H / log(2); % chose log(2) as unit
function x = VNent(p)
% von Neumann
e = eig(p);
x = -e’ * log2(e + (e == 0));
Estados mezcla aleatorios
La siguiente función para la generación de estados mezcla aleato-
rios, distribuidos uniformemente de acuerdo a la medida de Hilbert-
Schmidt (densa en el espacio de matrices densidad), está tomada
del sitio de Toby Cubitt69 y basada en el formalismo detallado en la 69 http://www.dr-qubit.org/
Ref. [188].
function p = randRho(n)
% randRho Random density matrix
% requires: nothing
% author: Toby Cubitt
% license: GPL2
%
% P = randRho(N) returns a randomly generated density matrix of
% dimension N x N
%% Copyright (C) 2004-2009 Toby Cubitt
%%
%% This program is free software; you can redistribute it and/or
%% modify it under the terms of the GNU General Public License
%% as published by the Free Software Foundation; either version 2
%% of the License, or (at your option) any later version.
%%
%% This program is distributed in the hope that it will be useful,
%% but WITHOUT ANY WARRANTY; without even the implied warranty of
%% MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE. See the
%% GNU General Public License for more details.
%%
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%% You should have received a copy of the GNU General Public License
%% along with this program; if not, write to the Free Software
%% Foundation, Inc., 51 Franklin Street, Fifth Floor, Boston,
%% MA 02110-1301, USA.
p = 10*randH(n);
p = p*p’/trace(p*p’);
%p = diag(rand(n,1));
%p = p/trace(p);
%U = randU(n);
%p = U*p*U’;
Para completar esta tarea, se vale de la generación de matrices her-
míticas aleatorias por la siguiente función.
function H = randH(n)
% RANDH Generate random Hermitian matrix
% requires: nothing
% author: Toby Cubitt
% license: GPL2
%
% H = RANDH(N) generates a random N x N Hermitian matrix.
%% Copyright (C) 2004-2009 Toby Cubitt
%%
%% This program is free software; you can redistribute it and/or
%% modify it under the terms of the GNU General Public License
%% as published by the Free Software Foundation; either version 2
%% of the License, or (at your option) any later version.
%%
%% This program is distributed in the hope that it will be useful,
%% but WITHOUT ANY WARRANTY; without even the implied warranty of
%% MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE. See the
%% GNU General Public License for more details.
%%
%% You should have received a copy of the GNU General Public License
%% along with this program; if not, write to the Free Software
%% Foundation, Inc., 51 Franklin Street, Fifth Floor, Boston,
%% MA 02110-1301, USA.
H = 2*(randn(n) + i*randn(n)) - (1+i);
H = H + H’;
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Estados separables máximamente discordantes
El código que sigue lo desarrollamos para la búsqueda de estados se-
parables máximamente discordantes de dos cubits, obtenidos desde
las reducciones de estados clásicos de mayor dimensión, por medio
del método de Monte Carlo.
Nit = 5E3; % Número de iteraciones
data = zeros([Nit 3]); % Registro
idx = 0; % Índice de registro
dA = 2*2; % Dimensión de A ("extendido")
dB = dA;
dis_max = 0; % Guarda el discord del estado de mayor discord
discordab = 0; % Inicializa la variable de discord
% Inicialización de estados
rhoab = zeros(4);
sigmaA = zeros(dA); sigmaB = zeros(dB);
A = zeros(dA); B = zeros(dB);
p = 1/dA; % Distribución de probabilidades
% MonteCarlo
X0 = randn(dA) + 1i*randn(dA); % Semilla de A
X0 = X0/norm(X0);
Y0 = randn(dA) + 1i*randn(dA); % Semilla de B
Y0 = Y0/norm(Y0);
beta = 1E6; % 1/Temperatura
paso = 1E-5; % Paso en dX
while idx <= Nit;
idx = idx + 1;
if (mod(idx,10) == 0); % Contador (display)
clc;
disp((idx/Nit)*100)
disp(dis_max)
end
% Matriz unitaria 4x4, U(:,i) estado puro
dX = randn(dA) + 1i*randn(dA);
dX = paso*randn*dX;
X = X0 + dX;
X = X/norm(X);
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[QA,RA] = qr(X);
RA = diag(diag (RA)./abs(diag(RA)));
UA = QA*RA;
dY = randn(dA) + 1i*randn(dA);
dY = paso*randn*dY;
Y = Y0 + dY;
Y = Y/norm(Y);
[QB,RB] = qr(Y);
RB = diag(diag (RB)./abs(diag(RB)));
UB = QB*RB;
sigmaAB = zeros(dA*dB); % Resetea el estado
for k = 1:dA
A = UA(:,k)*UA (:,k)’; % Proyector puro k del sistema A
B = UB(:,k)*UB (:,k)’;
sigmaAB = sigmaAB + p * kron(A,B);
end % for k
rhoAb = TrX(sigmaAB,[3],[dA 2 dB/2]);
rhoab = TrX(rhoAb,[2],[2 dA/2 2]);
sigmaA = TrX(sigmaAB,[2],[dA dB]);
sigmaB = TrX(sigmaAB,[1],[dA dB]);
rhoa = TrX(rhoab,[2],[2 2]);
rhob = TrX(rhoab,[1],[2 2]);
discordab = real(discord(rhoab));
delta_dis = dis_max - discordab;
umbral = randn;
if (-beta*delta_dis>log(umbral));
X0 = X;
dis_max = discordab;
infoAB = S_Von _Neumann(sigmaA) + S_Von _Neumann(sigmaB)...
- S_Von_Neumann(sigmaAB); % Info mutua de AB
data(idx,:) = [idx infoAB discordab]; % Registrar
rhomax = rhoab;
sigmamax = sigmaAB;
UmaxA = UA;
UmaxB = UB;
else
idx = idx - 1;
end % if
end % while
Descomposición separable de
estados de dos cubits
En este apartado resumimos los pasos fundamentales descriptos por Sanpera
y col. para hallar la descomposición separable óptima (de menor longitud)
para estados en C2 ⊗C2 [94].
En el citado trabajo, Sanpera y col. muestran dos resultados de gran
interés: (a) el mínimo número de estados puros producto necesarios
para descomponer un estado separable ρ sobre C2⊗C2 está dado por
` = ma´x {rang(ρ), rang(ρTB)} ≤ 4, donde ρTB es la traspuesta parcial
de ρ; (b) los estados no separables pueden expresarse como pseu-
domezclas70 de cuatro o cinco estados puros producto, y se pueden 70 Mientras que mezcla refiere a una
combinación convexa, pseudomezcla re-
fiere al caso en que los pesos no son ne-
cesariamente positivos ni suman uno.
“hacer separables” mezclándolos con uno o dos estados puros pro-
ducto adicionales [94]. Nuestro interés está especialmente dirigido al
modo en que los autores construyen la descomposiciones separables
óptimas del ítem (a).
Las cantidades relevantes para detallar el método son: el estado se-
parable (ρ), su traspuesta parcial (ρTB ) y los rangos de las respectivas
matrices densidad (rang(ρ) y rang(ρTB)). El método consiste enton-
ces de los siguientes pasos:
1. Elegimos un estado puro producto arbitrario |a1〉 〈a1| ⊗ |b1〉 〈b1|
sobre C2 ⊗C2.
2. Definimos las siguientes matrices densidad:
ρ(p) :=
1
1− p (ρ− p |a1〉 〈a1| ⊗ |b1〉 〈b1|) 0 < p < 1 ,
ρ(p)TB :=
1
1− p (ρ
TB − p |a1〉 〈a1| ⊗ |b∗1〉 〈b∗1 |) , 0 < p < 1 .
3. Buscamos el menor valor del parámetro p para el cual el rang(ρ(p))
y/o rang(ρ(p)TB) disminuyen en una unidad respecto a los de ρ
y ρTB . Llamamos p1 a dicho valor.
4. Definimos la nueva matriz densidad
ρ1 :=
1
1− p1 (ρ− p1 |a1〉 〈a1| ⊗ |b1〉 〈b1|) .
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5. Repetimos los pasos 1–4 usando ahora el nuevo estado como en-
trada hasta que el rango de alguno de los estados se anula com-
pletamente.
Finalmente, llegamos a una descomposición de la forma
ρ =p1 |a1〉 〈a1| ⊗ |b1〉 〈b1|
+ p2(1− p1) |a2〉 〈a2| ⊗ |b2〉 〈b2|
+ p3(1− p2)(1− p1) |a3〉 〈a3| ⊗ |b3〉 〈b3|
+ p4(1− p3)(1− p2)(1− p1) |a4〉 〈a4| ⊗ |b4〉 〈b4| .
Si el estado inicial ρ no está asociado a una matriz densidad de
rango completo, la cantidad de estados producto necesarios para la
descomposición será menor, de modo que la mezcla anterior que-
da truncada cuando la cantidad de términos es igual a la cantidad
ma´x {rang(ρ), rang(ρTB)}. Vale aclarar también que, en el paso 1, de-
bemos elegir siempre un estado producto tal que la matriz densidad
posea proyección no nula sobre el subespacio que ese describe.
Glosarios y nomenclatura
Glosario de medidas entrópicas (cuánticas)
Entropía de von Neumann. S(ρ) := −Tr(ρ log ρ)
Entropía relativa. S(ρ‖σ) := −Tr(ρ log σ)− S(ρ)
Entropías de Rényi. SRq (ρ) :=
log(Tr ρq)
1−q
Entropías de Tsallis. STq (ρ) :=
1−Tr ρq
q−1
Entropías unificadas. S(q,s)(ρ) :=
(Trρq)s−1
(1−q)s
Información mutua. IA|B(ρAB) := S(ρA) + S(ρB)− S(ρAB)
Información clásica. CK(ρAB) := ma´xΠK IA|B(ΠK[ρAB]) con K = A, B, A|B
Déficit de información. DK(ρAB) := mı´nΠK S(Π
K[ρAB])− S(ρAB)
Déficits unificados. DK(q,s)(ρ
AB) := mı´nΠK
S(q,s)(ΠK [ρAB ])−S(q,s)(ρAB)
P(q,s)(ρAB)
(ver Ec. (5.29), pág. 103)
Measurement induced disturbance.MK(ρAB) := IA|B(ρAB)− CΠ˜K (ρAB), con {Π˜K} autobase de ρK
Discord. DK(ρAB) := IA|B(ρAB)− CK(ρAB)
Discord geométrico. DKG(ρ
AB) := mı´nωAB∈ΩK ‖ρAB −ωAB‖2
Cuanticidad potencial. PQd (ρAB) = ma´xU∈LU QA|B(Uη A¯0 ⊗ ρAB ⊗ ηB¯0 U†) (ver Def. 3, pág. 74)
Acrónimos
MC. Mecánica cuántica
CC. Clásicamente correlacionado
QC. Cuánticamente correlacionado
IM. Información mutua (cuántica)
POVM. Positive operator valued measure (Medición generalizada)
MID. Measurement induced disturbance (Medida inducida por perturbación)
CP. Cuanticidad potencial
SIC-POVM. POVM simétrica e informacionalmente completa
MUB. Bases mutuamente no sesgadas
ESMD. Estado separable máximamente discordante
DE. Distribución de entrelazamiento
PRE. Preparación remota de estados
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