We present a two-parameter loss function which can be viewed as a generalization of many popular loss functions used in robust statistics: the Cauchy/Lorentzian, GemanMcClure, Welsch, and generalized Charbonnier loss functions (and by transitivity the L2, L1, L1-L2, and pseudoHuber/Charbonnier loss functions). We describe and visualize this loss, and document several of its useful properties.
Derivation
We will derive our loss function from the "generalized Charbonnier" loss function [12] , which has recently become popular in some flow and depth estimation tasks that require robustness [4, 10] . The generalized Charbonnier loss builds upon the Charbonnier loss function [3] , which is generally defined as:
f (x, c) = x 2 + c 2
This loss sometimes is written in a reparameterized form:
This form of the loss is sometimes referred to as "L1-L2" loss (as it behaves like quadratic loss near the origin and like absolute loss far from the origin) or a Pseudo-Huber loss (due to its resemblance to the classic Huber loss function [7] ). The generalized Charbonnier loss function takes the Charbonnier loss and, instead of applying a square-root, raises the loss to an arbitrary power parameter α:
Here we use a slightly different parametrization from [12] and use α /2 as the exponent instead of just α. This makes the generalized Charbonnier somewhat easier to reason about with respect to standard loss functions: g (x, 2, c) resembles L2 loss, g (x, 1, c) resembles L1 loss, etc. We also omit the c scale factor in Equation 2, which gives us scale-invariance with respect to c:
This allows us to view the c "padding" variable as a "scale" parameter, similar to other common robust loss functions. But this formulation of the generalized Charbonnier still has several unintuitive properties: the loss is non-zero when x = 0 (assuming a non-zero values of c), and the curvature of the quadratic "bowl" near x = 0 varies as a function of c and α. We therefore construct a shifted and scaled version of Equation 3 that does not have these properties:
This loss has the unfortunate side-effect of flattening out to 0 for large negative values of α, which we address by modifying the 1/α scale factor while preserving scaleinvariance.
This loss resembles a normalized, centered, and scaleinvariant version of the loss shown in Equation 2.
As is already well-known, L2 loss is a special case of the generalized Charbonnier, and this remains true in our reparametrization:
Though L1 loss is a special case of the generalized Charbonnier loss in it's traditional form, true L1 loss is not actually expressible in our normalized form in Equation 6 due to the division by c. But if we assume that x is much greater than c, we see that our normalized form approaches L1 loss:
Unlike the generalized Charbonnier loss, our normalized loss can be shown to be a generalization of two other common loss functions. Though h (x, 0, c) is undefined due to a division by zero, we can take the limit of h (x, α, c) as α approaches zero:
Perhaps surprisingly, this yields the Cauchy (aka Lorentzian) loss function [1] . Cauchy loss is therefore a special case of our normalized loss, or equivalently, our normalized loss is not just a generalization of the Charbonnier, but is also a generalization of Cauchy loss. Though this does not appear to be common practice, the power parameter α in a generalized Charbonnier can be set to negative values, and this is also true for our normalized variant. By setting α = −2, our loss is equivalent to Geman-McClure loss [5] :
And in the limit as α approaches negative infinity, our loss becomes Welsch [9] (aka Leclerc [11] ) loss:
The Welsch and Geman-McClure losses are therefore special cases of our loss, or equivalently, our loss function can be viewed as a generalization of the Welsch and GemanMcClure loss functions.
Loss Function
With this analysis in place, we can present our final loss function. Our loss is simply our normalized variant of the generalized Charbonnier loss, where we have introduced special cases to cover the otherwise-undefined limits as α approaches 0 and −∞, as without these special cases the loss is technically undefined for these values.
As we have shown, this loss function is a superset of the generalized Charbonnier loss function (and therefore the the Charbonnier / L1-L2 / pseudo-Huber, quadratic and absolute loss functions by transitivity) and is also a superset of the Cauchy / Lorentzian, Geman-McClure, and Welsch / Leclerc loss functions.
As a reference, we provide the derivative of ρ (x, α, c) with respect to x, for use in gradient-based optimization:
This is also known as the influence function ψ (x, α, c) viewed through the framework of M-estimation.
As a reference for M-estimation, we also provide the weight function w (x, α, c) to be used during IRLS that corresponds to our loss: 
At the origin the loss is zero and the IRLS weight (when α ≤ 2) is 1.
The roots of the second derivative of ρ (x, α, c) are:
This tells us at what value of x the loss begins to re-descend. This point has a magnitude of c when α = −∞, and that magnitude increases as α increases. The root is undefined when α ≥ 1, from which we can infer that the loss is redesending iff α < 1.
For all values of x, α, and c > 0 the loss increases monotonically with α:
This means that this loss can be annealed with respect to α in a graduated non-convexity framework. This property is due to our choice of z(α), as many other arbitrary clamping functions of α do not guarantee monotonicity.
For all values of α, when |x| is small with respect to c the loss is well-approximated by a quadratic:
This approximation holds for ρ and its first and second derivatives. Because the second derivative of the loss is maximized at x = 0, this quadratic approximation tells us that the second derivative is bounded from above:
This property is useful when deriving approximate Jacobi preconditioners for optimization problems that minimize this loss. When α is negative the loss approaches a constant as |x| approaches infinity, which lets us provide an upper bound on the loss:
Additionally, when α is less than or equal to 1 we can provide an upper bound on the gradient of the loss:
A visualization of our loss and its derivative/influence and weight functions for different values of α can be seen in Figures 1, 2, 3 , and 4. Because c only controls the scale of the loss on the x-axis, we do not vary c in our visualizations and instead annotate the x-axis of our plots in units of c.
Conclusion
We have presented a two-parameter loss function that generalizes many existing one-parameter robust loss functions: the Cauchy/Lorentzian, Geman-McClure, Welsch, and generalized Charbonnier, pseudo-Huber, L2, and L1 loss functions. We have presented the loss, gradient, and M-estimator weight as a reference, in addition to enumerating several convenient properties of the loss. By reducing a large discrete family of single-parameter loss functions into a single loss function with two continuous parameters, our loss function enables the convenient and continuous exploration of different robust loss functions, and and intuitive way to compare the relative effects of the members of these loss functions. 
