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Abstract
We extend the work of Fuchs, Painleve´ and Manin on a Calogero-like expres-
sion of the sixth Painleve´ equation (the “Painleve´-Calogero correspondence”) to
the other five Painleve´ equations. The Calogero side of the sixth Painleve´ equa-
tion is known to be a non-autonomous version of the (rank one) elliptic model of
Inozemtsev’s extended Calogero systems. The fifth and fourth Painleve´ equations
correspond to the hyperbolic and rational models in Inozemtsev’s classification.
Those corresponding to the third, second and first are not included therein. We
further extend the correspondence to the higher rank models, and obtain a “multi-
component” version of the Painleve´ equations.
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I Introduction
The so called Painleve´ equations are the following six equations discovered by Painleve´
[1] and Gambier [2]:
(PVI)
d2λ
dt2
=
1
2
(
1
λ
+
1
λ− 1 +
1
λ− t
)(
dλ
dt
)2
−
(
1
t
+
1
t− 1 +
1
λ− t
)
dλ
dt
+
λ(λ− 1)(λ− t)
t2(t− 1)2
(
α +
βt
λ2
+
γ(t− 1)
(λ− 1)2 +
δt(t− 1)
(λ− t)2
)
.
(PV)
d2λ
dt2
=
(
1
2λ
+
1
λ− 1
)(
dλ
dt
)2
− 1
t
dλ
dt
+
λ(λ− 1)2
t2
(
α+
β
λ2
+
γt
(λ− 1)2 +
δt2(λ+ 1)
(λ− 1)3
)
.
(PIV)
d2λ
dt2
=
1
2λ
(
dλ
dt
)2
+
3
2
λ3 + 4tλ2 + 2(t2 − α)λ+ β
λ
.
(PIII)
d2λ
dt2
=
1
λ
(
dλ
dt
)2
− 1
t
dλ
dt
+
λ2
4t2
(
α +
βt
λ2
+ γλ+
δt2
4λ3
)
.
(PII)
d2λ
dt2
= 2λ3 + tλ+ α.
(PI)
d2λ
dt2
= 6λ2 + t.
The third equation PIII is slightly modified; the original equation can be reproduced by
the simple change of variables (t, λ)→ (t2, tλ). It is well known that these equations are
characterized by the absence of “movable singularities” other than poles.
R. Fuchs [3] proposed two more approaches to the sixth equation PVI. One approach is
the concept of isomonodromic deformations. In this approach, PVI is interpreted as a dif-
ferential equation describing isomonodromic deformations of a linear ordinary differential
equation on the Riemann sphere. This is the origin of many subsequent researches. An-
other approach relates PVI to an incomplete elliptic integral. Painleve´ [4] took the second
approach, and derived a new expression of PVI in term of the Weierstrass ℘-function. This
work of Painleve´ is briefly reviewed in Okamoto’s work on affine Weyl group symmetries
of PVI [5].
Manin [6] revived the almost forgotten work of Fuchs and Painleve´ after nearly ninety
years. Manin’s remarkable idea is to use the elliptic modulus τ , rather than t, as an
independent variable. The outcome is a Hamiltonian system with a Hamiltonian of the
normal form H = p2/2 + V (q), where the potential is a linear combination of the Weier-
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strass ℘-function and its shift by three three half periods. This is a non-autonomous
system, because the Hamiltonian depends on the “time” τ through the τ -dependence of
the ℘-function.
Levin and Olshanetsky [7] pointed out that Manin’s equation resembles the so called
Calogero-Moser systems, i.e., the various extensions [8] of the integrable many-body sys-
tems first discovered by Calogero [9]. More precisely, the Hamiltonian H is identical
to a special case (the rank-one elliptic model) of Inozemtsev’s extensions [10, 11] of
the Calogero-Moser systems. Levin and Olshanetsky called this relation the “Painleve´-
Calogero correspondence”.
One will naturally ask if this correspondence can be extended to the other Painleve´
equations. Manin himself raised this problem in his paper. Olshanetsky [12] conjectured
that a degenerate version of Inozemtsev’s elliptic model will emerge therein.
This paper aims to answer this question affirmatively. A guiding principle is the
degeneration relation of the six Painleve´ equations [13]. This relation can be schematically
expressed as follows:
PVI −→ PV −→ PIV
↓ ↓
PIII −→ PII −→ PI
This diagram means, for instance, that PV can be derived from PVI by a degeneration
process, which amounts to confluence of singular points of the aforementioned linear
ordinary differential equation in the isomonodromic approach. We shall trace this process
carefully on the “Calogero side”, and find a PV-version of Manin’s equation. In principle,
one can thus find an analogue of Manin’s equation for all the six Painleve´ equations
(though, actually, one can resort to a more direct approach that bypasses the complicated
degeneration process).
Remarkably (or rather naturally?), all the six equations on the Calogero side turn out
to become a (non-autonomous) Hamiltonian system with a Hamiltonian of the normal
form H = p2/2 + V (q). Furthermore, the Hamiltonians on the Calogero side of PV and
PIV coincide with the Hamiltonians of the (rank one) hyperbolic and rational models
in Inozemtsev’s classification [10] (which were discovered by Levi and Wojciechowski [14]
before Inozemtsev’s work). Those corresponding to the other three Painleve´ equations are
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not included therein, but may be thought of as a further degeneration of the hyperbolic
and rational models.
One can further proceed to the higher rank models, and ask if there is still a Painleve´-
Calogero correspondence. We shall show that this is also the case. The Painleve´ side of
the correspondence is a kind of multi-dimensional extensions of the Painleve´ equations.
They are obviously different from another multi-dimensional extension called the “Garnier
systems” [13]. For this reason, we call our multi-dimensional extension a multi-component
version of the Painleve´ equations.
This paper is organized as follows. Section 2 is a brief review of the work of Fuchs,
Painleve´ and Manin. Section 3 deals with PV, PIV and PIII. The degeneration process is
discussed in detail for the case of PV. The direct approach is illustrated for the case of PIV
and PIII. Section 4 shows a reformulation of the foregoing calculations in the Hamiltonian
formalism. The status of PII and PI is also clarified therein. Section 5 is devoted to
the higher rank Inozemtsev Hamiltonians and the multi-component Painleve´ equations.
Section 6 is for concluding remarks. Part of technical details are gathered in Appendices.
II Painleve´-Calogero Correspondence for PVI
We here briefly review the work of Fuchs, Painleve´ and Manin.
Fuchs rewrites PVI into the following form:
t(1− t)Lt
∫ λ
∞
dz√
z(z − 1)(z − t)
=
√
λ(λ− 1)(λ− t)
[
α +
βt
λ2
+
γ(t− 1)
(λ− 1)2 +
(
δ − 1
2
)
t(t− 1)
(λ− t)2
]
. (1)
Here Lt is the linear differential operator (Picard-Fuchs operator)
Lt = t(1 − t) d
2
dt2
+ (1− 2t) d
dt
− 1
4
, (2)
which also appears in the Picard-Fuchs equation of complete elliptic integrals. In this
respect, PVI may be thought of as an inhomogeneous (and nonlinear) analogue of the
Picard-Fuchs equation.
Painleve´ and Manin make use of a parametrization of the elliptic curve
y2 = z(z − 1)(z − t) (3)
4
by the Weierstrass ℘-function. Let ℘(u) be the ℘-function with primitive periods 1 and
τ :
℘(u) = ℘(u | 1, τ) = 1
u2
+
∑
(m,n)6=(0,0)
(
1
(u+m+ nτ)2
− 1
(m+ nτ)2
)
, (4)
The parametrization is now given by
z =
℘(u)− e1
e2 − e1 , y =
℘′(u)
2(e2 − e1)3/2 , (5)
where en = ℘(ωn), n = 1, 2, 3 are the values of ℘(u) at the three half period points
ω1 = 1/2, ω2 = −(1 + τ)/2, ω3 = τ/2.
Manin’s excellent idea is to do a simultaneous change of the dependent variable λ→ q
by
λ =
℘(q)− e1
e2 − e1 , (6)
and the independent vrariable t→ τ by
t =
e3 − e1
e2 − e1 . (7)
Manin presents the beautiful formula
dτ
dt
=
πi
t(t− 1)(e2 − e1) , (8)
for the Jacobian of the latter, which plays a key role in his calculations. PVI is thereby
mapped to the equation
(2πi)2
d2q
dτ 2
=
3∑
n=0
αn℘
′(q + ωn), (9)
where the parameters on the right hand side are connected with the parameters of PVI as
α0 = α, α1 = −β, α2 = γ, α3 = −δ+1/2. This equation is equivalent to the Hamiltonian
system
2πi
dq
dτ
=
∂H
∂p
, 2πi
dp
dτ
= −∂H
∂q
(10)
with the Hamiltonian
H = p
2
2
−
3∑
n=0
αn℘(q + ωn). (11)
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III Correspondence for PV, PIV and PIII
III.1 Degeneration of PVI to PV
The degeneration of PVI to PV is achieved by rescaling the time variable and the param-
eters as
t = 1 + ǫt˜, α = α˜, β = β˜, γ =
γ˜
ǫ
− δ˜
ǫ2
, δ =
δ˜
ǫ2
(12)
and letting ǫ→ 0 while leaving α˜, . . . , γ˜ and t˜ finite [13].
The building blocks of Fuchs’ equation (1) turn out to survive this scaling limit as
follows:
1. The Picard-Fuchs operator:
t(1− t)Lt −→ t˜2 d
2
dt˜2
+ t˜
d
dt˜
=
(
t˜
d
dt˜
)2
.
2. The sum α + · · · of four terms on the right hand side:
α +
βt
λ2
+
γ(t− 1)
(λ− 1)2 +
(
δ − 1
2
)
t(t− 1)
(λ− t)2 −→ α˜ +
β˜
λ2
+
γ˜t˜
(λ− 1)2 +
δ˜t˜2(λ+ 1)
(λ− 1)3 .
3. The quare root on the right hand side:√
λ(λ− 1)(λ− t) −→
√
λ(λ− 1).
4. The incomplete elliptic integral:∫ λ
∞
dz√
z(z − 1)(z − t) −→
∫ λ
∞
dz√
z(z − 1) .
In particular, the degeneration of PVI to PV is associated with the degeneration of the
elliptic curve to a rational curve,
y2 = z(z − 1)(z − t) −→ y2 = z(z − 1)2, (13)
or, equivalently, the degeneration of the torus C/(Z+ τZ) to the cylinder C/Z.
Thus, rewriting α˜, β˜, γ˜, δ˜ and t˜ to α, β, γ, δ and t, we obtain the following equation as
a PV-version of Fuchs’ equation:(
t
d
dt
)2 ∫ λ
∞
dz√
z(z − 1) =
√
λ(λ− 1)
(
α +
β
λ2
+
γt
(λ− 1)2 +
δt2(λ+ 1)
(λ− 1)3
)
. (14)
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III.2 Analogue of Manin’s equation for PV
As an counterpart of the q-variable for PVI, we now consider
q =
∫ λ
∞
dz√
z(z − 1) . (15)
If one prefers to being more faithful to Manin’s parametrization, one should rather define
q as
q =
1
2πi
∫ λ
∞
dz√
z(z − 1) ,
because 2(e2−e1)1/2 → 2πi as Im τ → +∞ (see Appendix B). Since there is no substantial
difference, let us take the first definition that is slightly simpler for calculations.
Let us rewrite (14) in terms of q. The integral can be readily calculated as
q = log
(√
λ− 1√
λ+ 1
)
, (16)
so that the inverse relation can be written
√
λ = − coth(q/2). (17)
Terms on the right hand side of (14) can be calculated as follows:
√
λ(λ− 1) = − cosh(q/2)
sinh3(q/2)
,
√
λ(λ− 1) 1
λ2
= − sinh(q/2)
cosh3(q/2)
,
√
λ(λ− 1) 1
(λ− 1)2 = −
1
2
sinh(q),
√
λ(λ− 1) (λ+ 1)
(λ− 1)3 = −
λ3/2 + λ1/2
(λ− 1)2 = −
1
4
sinh(2q).
The differential equation for q eventually takes the form(
t
d
dt
)2
q = −∂V (q)
∂q
, (18)
where
V (q) = − α
sinh2(q/2)
− β
cosh2(q/2)
+
γt
2
cosh(q) +
δt2
8
cosh(2q). (19)
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This gives a PV-version of Manin’s equation. Note that this equation can be readily
converted to a Hamiltonian system with the Hamiltonian H = p2/2 + V (q).
Remark.
A very similar change of dependent variable for PV is discussed in the book of Iwasaki
et al. [15].
III.3 Idea of direct approach
Although the degeneration process can be continued to the other Painleve´ equations,
we now present a more direct approach. Note that the integrand is connected with
the coefficient of (dλ/dt)2 in the original Painleve´ equation by the following very simple
relation:
1√
z(z − 1)(z − t) = exp
[
−
∫
1
2
(
1
z
+
1
z − 1 +
1
z − t
)
dz
]
,
1√
z(z − 1) = exp
[
−
∫ (
1
2z
+
1
z − 1
)
dz
]
.
If this is a correct prescription, one will be able to define the q-variable for PIII and PII
directly without the cumbersome degeneration process. This is indeed the case, as we
shall show below.
III.4 q-variable for PIV
Since the expected integrand is given by
exp
(
−
∫
dz
2z
)
=
1√
z
, (20)
we define
q =
∫ λ dz√
z
= 2
√
λ. (21)
This can be solved for λ as
λ =
(q
2
)2
. (22)
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Honest calculations show that all derivative terms of PIV can be absorbed by the second
derivative of q:
d2q
dt2
=
1√
λ
d2λ
dt2
− 1
2λ
√
λ
(
dλ
dt
)2
=
1√
λ
(
3
2
λ3 + 4tλ2 + 2(t2 − α)λ+ β
λ
)
. (23)
Substituting λ = (q/2)2 gives the second order differential equation
d2q
dt2
= −∂V (q)
∂q
(24)
with the potential
V (q) = −1
2
(q
2
)6
− 2t
(q
2
)4
− 2(t2 − α)
(q
2
)2
+ β
(q
2
)−2
. (25)
III.5 q-variable for PIII
The integrand is expected to be given by
exp
(
−
∫
dz
z
)
=
1
z
. (26)
We consider
q =
∫ λ dz
z
= log λ (27)
and its inversion
λ = eq. (28)
All derivatives terms of PIII are now absorbed by the second derivative of q with respect
to log t: (
t
d
dt
)2
q =
t2
λ
d2λ
dt2
+
t
λ
dλ
dt
− t
2
λ2
(
dλ
dt
)2
=
αλ
4
+
βt
4λ
+
γλ2
4
+
δt2
4λ2
. (29)
Substituting λ = eq gives the second order equation(
t
d
dt
)2
q = −∂V (q)
∂q
(30)
with the potential
V (q) = −α
4
eq +
βt
4
e−q − γ
8
e2q +
δt2
8
e−2q. (31)
III.6 Summary
Let us summarize the results of this section.
Theorem 1 The foregoing change of variable λ→ q maps PV, PIV and PIII to a second
order differential equation for the new dependent variable q. These equations are equiv-
alent to a non-autonomous Hamiltonian system with a Hamiltonian of the normal form
H = p2/2 + V (q):
(PV) The Hamiltonian system takes the form
t
dq
dt
=
∂H
∂p
, t
dp
dt
= −∂H
∂q
(32)
with the Hamiltonian
H = p
2
2
− α
sinh2(q/2)
− β
cosh2(q/2)
+
γt
2
cosh(q) +
δt2
8
cosh(2q). (33)
(PIV) The Hamiltonian system takes the form
dq
dt
=
∂H
∂p
,
dp
dt
= −∂H
∂q
(34)
with the Hamiltonian
H = p
2
2
− 1
2
(q
2
)6
− 2t
(q
2
)4
− 2(t2 − α)
(q
2
)2
+ β
(q
2
)−2
. (35)
(PIII) The Hamiltonian system takes the form
t
dq
dt
=
∂H
∂p
, t
dp
dt
= −∂H
∂q
(36)
with the Hamiltonian
H = p
2
2
− α
4
eq +
βt
4
e−q − γ
8
e2q +
δt2
8
e−2q. (37)
Remark.
1. The Hamiltonians for PV and PIV coincide with those of the hyperbolic and rational
models of Inozemtsev [10], Levi and Wojciechowski [14]. The Hamiltonian for PIII
has no counterpart in their work, but nowadays can be found in the literature [16].
2. The foregoing construction of the q-variable does not literally work for PII and PI,
because there is no (dλ/dt)2 term. The status of these equations will be clarified in
the next section from a different point of view.
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IV Hamiltonian formalism of correspondence
IV.1 Hamiltonians of Painleve´ equations
All the six Painleve´ equations are known to be expressed in the Hamiltonian form
dλ
dt
=
∂H
∂µ
,
dλ
dt
= −∂H
∂λ
with a suitable choice of the canonical conjugate variable µ and the Hamiltonian H [18].
This expression is by no means unique; we here consider the following Hamiltonians [13].
These Hamiltonians are referred to as the “polynomial Hamiltonians” because they are
polynomials in λ and µ:
(PVI) H =
λ(λ− 1)(λ− t)
t(t− 1)
[
µ2 −
(
κ0
λ
+
κ1
λ− 1 +
θ − 1
λ− t
)
µ+
κ
λ(λ− 1)
]
.
(PV) H =
λ(λ− 1)2
t
[
µ2 −
(
κ0
λ
+
θ1
λ− 1 −
η1t
(λ− 1)2
)
µ+
κ
λ(λ− 1)
]
.
(PIV) H = 2λ
[
µ2 −
(
λ
2
+ t +
κ0
λ
)
µ+
θ∞
2
]
.
(PIII) H =
λ2
t
[
µ2 −
(
η∞ +
θ0
λ
− η0t
λ2
)
µ+
η∞(θ0 + θ∞)
2λ
]
.
(PII) H =
µ2
2
−
(
λ2 +
t
2
)
µ−
(
α +
1
2
)
λ.
(PI) H =
µ2
2
− 2λ3 − tλ.
Here κ0, κ1, θ, etc. are constants that are connected with the parameters α, β, γ, δ of the
Painleve´ equations by simple algebraic relations:
(PVI) α =
(κ0 + κ1 + θ − 1)2
2
− 2κ, β = −κ
2
0
2
, γ =
κ21
2
, δ =
1− θ2
2
,
(PV) α =
(κ0 + θ1)
2
2
− 2κ, β = −κ
2
0
2
, γ = η1(θ1 + 1), δ = −η
2
1
2
.
(PIV) α = 2θ∞ − κ0 + 1, β = −2κ20.
(PIII) α = −4η∞θ∞, β = 4η0(θ0 + 1), γ = 4η2∞, δ = −4η20 .
IV.2 How to find canonical transformations
The goal of this section is to show that the Painleve´-Calogero correspondence is, in fact,
a (time-dependent) canonical transformation of two Hamiltonian systems. By this, we
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mean that the functional relation between λ and q can be extended to (λ, µ) and (q, p) so
as to satisfy the equation
µdλ−Hdt = constant · (pdq −HdT ) + exact form. (38)
with a suitably redefined time variable T (such as the logarithmic time log t in PV and
PIII). The constant factor on the right hand side is inserted simply for convenience; if
necessary, one can normalize the constant to 1 by suitably rescaling p, q,H and T . For
this reason, wel call this type of coordinate transformation a “canonical” transformation
even if the constant factor is not equal to 1.
Let us illustrate, in the case of PVI, how to find such a canonical transformation.
Suppose that λ and µ be a solution of PVI in the aforementioned Hamiltonian formalism,
and that q be a corresponding solution of Manin’s equation. The canonical equation for
λ takes the form
dλ
dt
=
λ(λ− 1)(λ− t)
t(t− 1)
(
2µ− κ0
λ
− κ1
λ− 1 −
θ − 1
λ− t
)
.
This equations can be solve for µ:
µ =
t(t− 1)
2λ(λ− 1)(λ− t)
dλ
dt
+
1
2
(
κ0
λ
+
κ1
λ− 1 +
θ − 1
λ− t
)
.
Our task is to rewrite the right hand side in terms of p and q. We first consider dλ/dt.
Differentiating (6) against t gives
dλ
dt
=
(
℘′(q)
e2 − e1
dq
dτ
+ fτ (q)
)
dτ
dt
,
where we have introduced the functions
f(u) =
℘(u)− e1
e2 − e1 , fτ (u) =
∂f(u)
∂τ
. (39)
The derivative dq/dτ can be read off from the canonical equation for q:
dq
dτ
=
1
2πi
∂H
∂p
=
p
2πi
.
As for the Jacobian dτ/dt, Manin’s formula (8) is available. One can thus express dλ/dt
as a function of p, q and τ . The other part of the foregoing expression of µ contains λ
12
only, which can be readily converted to a function of q and τ by (6). We thus obtain the
following expression of µ:
µ =
e2 − e1
℘′(q)
p+
2πi(e2 − e1)2
℘′(q)2
fτ (q)
+
e2 − e1
2
(
κ0
℘(q)− e1 +
κ1
℘(q)− e2 +
θ − 1
℘(q)− e3
)
. (40)
We now move the point of view, and think of (6) and (40) as defining a coordinate
transformation (λ, µ)→ (q, p). This gives a canonical transformation that we have sought
for:
Theorem 2 (6) and (40) define a canonical transformation that connects the Hamilto-
nian form of PVI and Manin’s Hamiltonian system. The canonical coordinates and the
Hamiltonians of the two systems obey the equation
µdλ−Hdt = pdq −H dτ
2πi
+ exact form. (41)
IV.3 Proof of Theorem 2
Total differential of (6) gives
dλ =
℘′(q)
e2 − e1dq + fτ (q)dτ,
so that µdλ can be expressed as
µdλ =
(
e2 − e1
℘′(q)
p+
2πi(e2 − e1)2
℘′(q)2
fτ (q)
)(
℘′(q)
e2 − e1dq + fτ (q)dτ
)
+
1
2
(
κ0
λ
+
κ1
λ− 1 +
θ − 1
λ− t
)
dλ
= pdq + (A) + (B) + (C),
where
(A) =
2πi(e2 − e1)
℘′(q)
fτ (q)dq,
(B) =
(
e2 − e1
℘′(q)
p+
2πi(e2 − e1)2
℘′(q)2
fτ (q)
)
fτ (q)dτ,
(C) =
1
2
(
κ0
λ
+
κ1
λ− 1 +
θ − 1
λ− t
)
dλ.
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As we shall prove in Appendix A, (A) can be further rewritten
(A) =
[
℘(q + ω3)
4πi
− π
(
fτ (q)
f ′(q)
)2]
dτ + exact form, (42)
where f ′(u) denotes the u-derivative of f(u):
f ′(u) =
∂f(u)
∂u
=
℘′(u)
e2 − e1 . (43)
For (B) and (C), we have
(B) =
[
fτ (q)
f ′(q)
p + 2πi
(
fτ (q)
f ′(q)
)2]
dτ,
(C) =
θ − 1
2(λ− t)dt+
1
2
(κ0 log λ+ κ1 log(λ− 1) + (θ − 1) log(λ− t))
=
θ − 1
2(λ− t)dt+ exact form.
Thus we find that
µdλ−Hdt = pdq − H˜ dτ
2πi
+ exact form, (44)
where
H˜ = 2πi dt
dτ
(
H − θ − 1
2(λ− t)
)
− 2πi
[
℘(q + ω3)
4πi
+
fτ (q)
f ′(q)
p+ πi
(
fτ (q)
f ′(q)
)2]
. (45)
Our task is to prove that the transformed Hamiltonian H˜ coincides, modulo irrelevant
terms, with the Hamiltonian of Manin’s equation. Here “irrelevant” means that the term
is a function of t only. Such a “non-dynamical” term can be absorbed by the “exact form”
part of the foregoing relation of 1-forms, thereby being negligible.
Let us evaluate the contribution of 2πi(dt/dτ)H . By Manin’s formula (8) of dτ/dt,
and also by the identity
λ(λ− 1)(λ− t) = ℘
′(q)2
4(e2 − e1)3 ,
we can rewrite 2πi(dt/dτ)H as follows:
2πi
dt
dτ
H =
℘′(q)2
2(e2 − e1)2
[
µ2 −
(
κ0
λ
+
κ1
λ− 1 +
θ − 1
λ− t
)
µ+
κ
λ(λ− 1)
]
=
℘′(q)2
2(e2 − e1)2
[
µ− 1
2
(
κ0
λ
+
κ1
λ− 1 +
θ − 1
λ− t
)]2
+
℘′(q)2
2(e2 − e1)2
[
−1
4
(
κ0
λ
+
κ1
λ− 1 +
θ − 1
λ− t
)2
+
κ
λ(λ− 1)
]
.
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The first term on the right hand side is equal to
1
2
(
p+ 2πi
fτ (q)
f ′(q)
)2
=
p2
2
+ 2πi
fτ (q)
f ′(q)
p+
(
2πi
fτ (q)
f ′(q)
)2
,
by which the terms proportional to fτ (q)/f
′(q) and its square in the definition of H˜ are
cancelled out. The transformed Hamiltonian H˜ can now be expressed as
H˜ = p
2
2
− ℘
′(q)2
2(e2 − e1)2 −
(θ − 1)t(t− 1)(e2 − e1)
λ− t
+
℘′(q)
2(e2 − e1)2
[
−1
4
(
κ0
λ
+
κ1
λ− 1 +
θ − 1
λ− t
)2
+
κ
λ(λ− 1)
]
. (46)
Note that this is already of the normal form p2/2 + V˜ (q) with the potential
V˜ (q) = − ℘
′(q)2
2(e2 − e1)2 −
(θ − 1)t(t− 1)(e2 − e1)
λ− t
+
℘′(q)
2(e2 − e1)2
[
−1
4
(
κ0
λ
+
κ1
λ− 1 +
θ − 1
λ− t
)2
+
κ
λ(λ− 1)
]
. (47)
What remains is to express V˜ (q) as an explicit function of q. To this end, we substitute
the factor ℘′(q)2/2(e2−e1)2 by 2(e2−e1)λ(λ−1)(λ−t), and rewrite the main part of V˜ (q)
as a linear combination of λ, 1/λ, 1/(λ − 1) and 1/(λ − t). This leads to the following
expression of V˜ (q):
V˜ (q) = −(κ0 + κ1 + θ − 1)
2 − 4κ
2
(e2 − e1)λ
−κ
2
0
2
· (e2 − e1)t
λ
− κ
2
1
2
· (e2 − e1)(1− t)
λ− 1 −
(θ − 1)2 + 1
2
· (e2 − e1)t(t− 1)
λ− t
−1
2
℘(q + ω3) + function of t only.
The final piece of the ring is the general formula
℘(u+ ωj) = ej +
(ej − ek)(ej − eℓ)
℘(u)− ej (48)
where (j, k, l) is a cyclic permutation of (1, 2, 3). This implies that
(e2 − e1)t
λ
= ℘(q + ω1)− e1,
(e2 − e1)(1− t)
λ− 1 = ℘(q + ω2)− e2,
(e2 − e1)t(t− 1)
λ− t = ℘(q + ω3)− e3,
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so that
V˜ (q) = −(κ0 + κ1 + θ − 1)
2 − 4κ
2
℘(q)− κ
2
0
2
℘(q + ω1)
−κ
2
1
2
℘(q + ω2)− θ
2
2
℘(q + ω3) + function of τ only. (49)
Apart from the last term which is negligible, this potential is indeed the same as Manin’s
potential V (q) (recall the algebraic relations connecting the constants κ0, etc. and the
parameters of PVI). This completes the proof of the theorem. Q.E.D.
IV.4 Canonical transformation for PV
This heuristic method for constructing a canonical transformation can be applied to the
other Painleve´ equations. We here consider the case of PV.
Let λ be a solution of PV, µ the canonical conjugate variable, and q the corresponding
solution of (18). The canonical equation for λ can be written
dλ
dt
=
λ(λ− 1)2
t
(
2µ− κ0
λ
− θ1
λ− 1 +
η1t
(λ− 1)2
)
.
This equation can be solved for µ as
µ =
1
2λ(λ− 1)2 t
dλ
dt
+
1
2
(
κ0
λ
+
θ1
λ− 1 −
η1t
(λ− 1)2
)
.
By differentiating (17) against t and using the canonical equation tdq/dt = ∂H/∂p = p,
we obtain the identity
t
dλ
dt
=
√
λ(λ− 1)p,
which can be used to rewrite the expression of µ as
µ =
p
2
√
λ(λ− 1) +
1
2
(
κ0
λ
+
θ1
λ− 1 −
η1t
(λ− 1)2
)
. (50)
We now reinterpret (17) and (50) as defining a coordinate transformation (λ, µ) →
(q, p). This indeed turns out to give a canonical transformation that we have sought for:
Theorem 3 (17) and (50) define a canonical transformation that connects PV and the
PV-version of Manin’s Hamiltonian system. The canonical coordinates and the Hamilto-
nians of the two systems obey the equation
µdλ−Hdt = 1
2
(
pdq −Hdt
t
)
+ exact form. (51)
16
Proof. Since dλ and dq are connected by the relation
dλ =
√
λ(λ− 1)dq,
µdλ can be expressed as
µdλ =
1
2
pdq +
1
2
(
κ0
λ
+
θ1
λ− 1 −
η1t
(λ− 1)2
)
dλ
=
1
2
pdq − η1
2(λ− 1)dt+
1
2
d
(
κ0 log λ+ θ1 log(λ− 1) + η1t
λ− 1
)
,
so that
µdλ−Hdt = 1
2
(
pdq − H˜dt
t
)
+ exact form, (52)
where
H˜ = 2Ht+ η1t
λ− 1 . (53)
We can rewrite H˜ to a normal form as
H˜ = 2λ(λ− 1)2
[
µ− 1
2
(
κ0
λ
+
θ1
λ− 1 −
θ1t
(λ− 1)2
)]2
+2λ(λ− 1)2
[
−1
4
(
κ0
λ
+
θ1
λ− 1 −
η1t
(λ− 1)2
)2
+
κ
λ(λ− 1)
]
+
η1t
λ− 1
=
p2
2
+ V˜ (q), (54)
where
V˜ (q) = −λ(λ− 1)
2
2
(
κ0
λ
+
θ1
λ− 1 −
η1t
(λ− 1)2
)2
+ 2κ(λ− 1) + η1t
λ− 1 .
= −
(
κ0
2
+
θ21
2
+ κ1θ1 − 2κ
)
1
sinh2(q/2)
+
κ20
2
1
cosh2(q/2)
+
η1(θ1 + 1)t
2
cosh(q)− η
2
1t
2
2
cosh(2q) + function of t only. (55)
Apart from the last negligible term, this coincides with the potential V (q) in the statement
of the theorem. Q.E.D.
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IV.5 Canonical transformation for PIV
We now consider the case of PIV.
Let λ be a solution of PIV, µ the canonical conjugate variable, and q the corresponding
solution of (24). The canonical equation for λ can be written
dλ
dt
= 4λµ− (λ2 + 2tλ+ 2κ0),
which can be solved for µ as
µ =
1
4λ
dλ
dt
+
1
4
(
λ+ 2t +
2κ0
λ
)
.
By (22) and the canonical equation dq/dt = ∂H/∂p = p, we have the identity
dλ
dt
=
√
λ
dq
dt
=
√
λp,
so that
µ =
p
4
√
λ
+
1
4
(
λ+ 2t+
2κ0
λ
)
. (56)
Theorem 4 (22) and (56) define a canonical transformation that connects PIV and the
PIV-version of Manin’s Hamiltonian system. The canonical coordinates and Hamiltonians
of the two systems obey the equation
µdλ−Hdt = 1
4
(pdq −Hdt) + exact form. (57)
Proof. Since dλ and dq are connected by the relation
dλ =
√
λdq,
µdλ can be expressed as
µdλ =
1
4
pdq +
1
4
(
λ+ 2t +
2κ0
λ
)
dλ
=
1
4
pdq − 1
2
λdt+
1
4
d
(
λ2
2
+ 2tλ+ 2κ0 log λ
)
,
so that
µdλ−Hdt = 1
4
(pdq − H˜dt) + exact form, (58)
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where
H˜ = 4H + 2λ. (59)
We can rewrite the transformed Hamiltonian H˜ to a normal form as
H˜ = 8λ
[
µ− 1
2
(
λ
2
+ t+
κ0
λ
)]2
+ 8λ
[
−1
4
(
λ
2
+ t+
κ0
λ
)2
+
θ∞
2
]
+ 2λ
=
p2
2
+ V˜ (q), (60)
where
V˜ (q) = −2λ
(
λ
2
+ t+
κ0
λ
)2
+ 4θ∞λ+ 2λ
= −1
2
λ3 − 2tλ2 − 2(t2 + κ0 − 2θ∞ − 1)λ− 2κ20λ−1
+function of t only. (61)
Substituting λ = (q/2)2 gives the potential V (q) modulo an irrelevant term. Q.E.D.
IV.6 Canonical transformations for PIII
The situation of PIII is somewhat similar to PV.
Let λ, again, be a solution of PIII, λ the canonical conjuage variable, and q be the
corresponding solution of (30). The canonical equation for λ takes the form
dλ
dt
=
λ2
t
(
2µ− η∞ − θ0
λ
+
η0t
λ2
)
,
which can be solved for µ as
µ =
t
2λ2
dλ
dt
+
1
2
(
η∞ +
θ0
λ
− η0t
λ2
)
.
By differentiating (28) and using the canonical equation tdq/dt = ∂H/∂p = p, the t-
derivative of λ can be written
t
dλ
dt
= λp,
so that we obtain
µ =
p
2λ
+
1
2
(
η∞ +
θ0
λ
− η0t
λ2
)
. (62)
This relation, again, can be used to define a canonical transformation:
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Theorem 5 (28) and (62) define a canonical transformation that connects PIII and the
PIII-version of Manin’s Hamiltonian system. The canonical coordinates and the Hamilto-
nians of the two systems obey the equation
µdλ−Hdt = 1
2
(
pdq −Hdt
t
)
+ exact form. (63)
Proof. Since dλ and dq are connected by the relation
dλ = λdq,
µdλ can be written
µdλ =
1
2
pdq +
1
2
(
η∞ +
θ0
λ
− η0t
λ2
)
dλ
=
1
2
pdq − η0
2λ
dt+
1
2
d
(
η∞λ+ θ0 log λ+
η0t
λ
)
,
so that
µdλ−Hdt = 1
2
(
pdq − H˜dt
t
)
+ exact form, (64)
where
H˜ = 2Ht+ η0t
λ
. (65)
We can convert the transformed Hamiltonian H˜ to a normal form as
H˜ = 2λ2
[
µ− 1
2
(
η∞ +
η0
λ
− η0t
λ2
)]2
+2λ2
[
−1
2
(
η∞ +
η0
λ
− η0t
λ2
)2
+
η∞(θ0 + θ∞)
2λ
]
+
η0t
λ
=
p2
2
+ V˜ (q), (66)
where
V˜ (q) = −λ
2
2
(
η∞ +
θ0
λ
− η0t
λ2
)2
+ η∞(θ0 + θ∞)λ+
η0t
λ
= η∞θ∞e
q + η0(θ0 + 1)te
−q − η
2
∞
2
e2q − η
2
0t
2
2
e−2q
+function of t only. (67)
Thus, apart from the last irrelevant term, V˜ (q) coincides with the potential V (q) in the
statement of the theorem. Q.E.D.
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IV.7 Status of PII and PI
Let us turn to PII and PI. The Hamiltonian of PI is already of the normal form H =
p2
2
+ V (q) with λ = q, µ = p and H = H. Although this is not the case for PII, one can
directly find a canonical transformation that converts the Hamiltonian H to a normal
form:
Theorem 6 A PII-version of Manin’s Hamiltonian system is defined by the Hamiltonian
H = p
2
2
− 1
2
(
q2 +
t
2
)2
− αq. (68)
This system is connected with PII by the canonical transformation
λ = q, µ = p+ λ2 +
t
2
. (69)
The canonical coordinates and the Hamiltonians of the two systems obey the equation
µdλ−Hdt = pdq −Hdt+ exact form. (70)
Proof. The foregoing relation between (λ, µ) and (q, p) implies that
µdλ = pdq +
(
λ2 +
t
2
)
dλ = pdq − λ
2
dt+ d
(
λ3
3
+
tλ
2
)
,
so that
µdλ−Hdt = pdq − H˜dt+ exact form, (71)
where
H˜ = H + λ
2
=
1
2
[
µ−
(
λ2 +
t
2
)]2
− 1
2
(
λ2 +
t
2
)2
−
(
α +
1
2
)
λ+
λ
2
=
p2
2
− 1
2
(
q2 +
t
2
)2
− αq. (72)
This is nothing but the Hamiltonian in the statement of the theorem. Q.E.D.
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V Multi-component Painleve´ equations
V.1 Inozemtsev Hamiltonians of higher rank
The rank ℓ version of Inozemtsev’s Hamiltonians have ℓ coordinates q1, . . . , qℓ and canon-
ical conjugate momenta p1, . . . , pℓ. The Hamiltonians of the elliptic, hyperbolic and
rational models take the following form [10, 11, 14]:
• Elliptic model:
H =
ℓ∑
j=1
(
p2j
2
+
3∑
n=0
g2n℘(qj + ωn)
)
+ g24
∑
j 6=k
(℘(qj − qk) + ℘(qj + qk)) .
• Hyperbolic model:
H =
ℓ∑
j=1
(
p2j
2
+
g20
sinh2(qj/2)
+
g21
cosh2(qj/2)
+ g22 cosh(qj) + g
2
3 cosh(2qj)
)
+g24
∑
j 6=k
(
1
sinh2((qj − qk)/2)
+
1
sinh2((qj + qk)/2)
)
.
• Rational model:
H =
ℓ∑
j=1
(
p2j
2
+ g20q
6
j + g
2
1q
4
j + g
2
2q
2
j + g
2
3q
−2
j
)
+ g24
∑
j 6=k
(
1
(qj − qk)2 +
1
(qj + qk)2
)
.
Here g0, g1, g2, g3 and g4 are coupling constants. The Painleve´-Calogero correspondence
for PIII, PII and PI suggests the existence of further degeneration of these models.
The goal of this section is to extend the the Painleve´-Calogero correspondence to
these higher rank models. Since a complete exposition will become inevitably lengthy,
we shall illustrate the elliptic and hyperbolic models in detail, leaving the other cases
rather sketchy. The strategy is as follows: The point of departure is the Hamiltonian of
Inozemtsev’s rank ℓ elliptic model. This gives rise to a rank ℓ version of Manin’s equation.
Starting with this non-autonomous Hamiltonian system, we seek for an analogue of the
degeneration process for the Painleve´ equations. We can thus obtain six types of non-
autonomous Hamiltonian systems. At each stage of the degeneration process, we confirm
that the non-autonomous Hamiltonian system on the Calogero side can be mapped, by a
canonical transformation, to a multi-component analogue of the Painleve´ equation of the
corresponding type.
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V.2 Elliptic model and multi-component PVI
We now consider the non-autonomous Hamiltonian system
2πi
dqj
dτ
=
∂H
∂pj
, 2πi
dpj
dτ
= −∂H
∂qj
(73)
defined by the Hamiltonian of Inozemtsev’s elliptic model. This is a rank ℓ version of
Manin’s equation. This non-autonomous system is known to describe a family of isomon-
odromic deformations on the torus [17].
An honest generalization of the canonical transformation for the case of ℓ = 1 leads
to a multi-component version of PVI as follows:
Theorem 7 The time-dependent canonical transformation defined by
λj =
℘(qj)− e1
e2 − e1 ,
µj =
e2 − e1
℘′(q)
pj +
2πi(e2 − e1)2
℘′(qj)2
fτ (qj)
+
e2 − e1
2
(
κ0
℘(qj)− e1 +
κ1
℘(qj)− e2 +
θ − 1
℘(qj)− e3
)
, (74)
and
t =
e3 − e1
e2 − e1 . (75)
maps (73) to the Hamiltonian system
dλj
dt
=
∂H
∂µj
,
dµj
dt
= −∂H
∂λj
(76)
with the Hamiltonian
H =
ℓ∑
j=1
λj(λj − 1)(λj − t)
t(t− 1)
[
µ2j −
(
κ0
λj
+
κ1
λj − 1 +
θ − 1
λj − t
)
µj +
κ
λj(λj − 1)
]
+
g24
2t(t− 1)
∑
j 6=k
[
λj(λj − 1)(λj − t) + λk(λk − 1)(λk − t)
8(λj − λk)2 − 2(λj + λk)
]
. (77)
Proof. The method of proof for the case of ℓ = 1 can be applied to the present case as
well, yielding the equality
ℓ∑
j=1
pjdqj −H dτ
2πi
=
ℓ∑
j=1
µjdλj − H˜dt+ exact form, (78)
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where
H˜ =
ℓ∑
j=1
λj(λj − 1)(λj − t)
t(t− 1)
[
µ2j −
(
κ0
λj
+
κ1
λj − 1 +
θ − 1
λj − t
)
µj +
κ
λj(λj − 1)
]
+
g24
2t(t− 1)(e2 − e1)
∑
j 6=k
(
℘(qj − qk) + ℘(qj + qk)
)
. (79)
What remains is to express the “two-body potential” part in terms of λj . To this end, let
us recall the addition formula
℘(u− v) + ℘(u+ v) = −2℘(u)− 2℘(v) + ℘
′(u)2 + ℘′(v)2
2(℘(u)− ℘(v))2 (80)
of the ℘-function. Applying it to the case where (u, v) = (λj, λk), and substituting
℘(qj) = e1 + (e2 − e1)λj,
℘(qk) = e1 + (e2 − e1)λk,
℘′(qj)
2 =
(e2 − e1)3
4
λj(λj − 1)(λj − t),
℘′(qk)
2 =
(e2 − e1)3
4
λk(λk − 1)(λk − t),
we can rewrite the two-body potential terms as
℘(qj − qk) + ℘(qj + qk) = −2(e1 + (e2 − e1)λj)− 2(e1 + (e2 − e1)λk)
+
(e2 − e1)3
8
· λj(λj − 1)(λj − t) + λk(λk − 1)(λk − t)
(e1 + (e2 − e1)λj − e1 − (e2 − e1)λk)2
= −4e1 − 2(e2 − e1)(λj + λk)
+
e2 − e1
8
· λj(λj − 1)(λj − t) + λk(λk − 1)(λk − t)
(λj − λk)2 . (81)
The first term −4e1 is non-dynamical, thereby negligible (i.e., can be absorbed by the
“exact form” part). Removing these terms from H˜, we obtain the Hamiltonian H . Q.E.D.
V.3 Degeneration of elliptic model to hyperbolic model
The degeneration of the elliptic model is achieved by letting Im τ → +∞. Like the
degeneration process from PVI to PV, this is a kind of scaling limit, namely, the coupling
constants gn and the elliptic modulus τ have to be suitably rescaled. To this end, we have
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to understand the asymptotic behavior of the constants e1, e2, e3 and the ℘-function in
the limit as Im τ → +∞. All necessary data are collected in Appendix B. For instance,
the asymptotic expression of e1, e2 and e3 imply that
t = 1 +
e3 − e2
e2 − e1 = 1 + 16π
2eπiτ +O(e2πiτ ). (82)
This is indeed consistent with the scaling rule t = 1 + ǫt˜ in the degeneration process of
PVI to PV.
Having these data, we now rescale the coupling constants and the elliptic modulus as
g20 = g˜
2
0, g
2
1 = g˜
2
1, g
2
2 =
g˜22
ǫ
+
g˜23
ǫ2
, g33 =
g˜23
ǫ2
, g24 = g˜
2
4 (83)
and
16eπiτ = ǫt˜, (84)
and consider the limit as ǫ → 0 while leaving g˜n and t˜ finite. Note that letting ǫ → 0
amounts to letting Im τ → +∞.
The asymptotic expression of ℘(u) and ℘(u+ωn) in Appendix B show that the potential
V (q) of the elliptic model behaves as
V (q) =
ℓ∑
j=1
(
g˜20π
2
sin2(πqj)
+
g˜21π
2
cos2(πqj)
+
g˜22π
2t˜
2
cos(2πqj)− g˜
2
3π
2t˜2
8
cos(4πqj)
)
+g˜24
∑
j 6=k
(
1
sin2(π(qj − qk))
+
1
sin2(π(qj + qk))
)
+function of ǫ and t˜ only +O(ǫ).
Thus, removing negligible terms, we obtain the following Hamiltonian in the limit:
H˜ =
ℓ∑
j=1
(
p2j
2
+
g˜20π
2
sin2(πqj)
+
g˜21π
2
cos2(πqj)
+
g˜22π
2t˜
2
cos(2πqj)− g˜
2
3π
2t˜2
8
cos(4πqj)
)
+g˜24
∑
j 6=k
(
1
sin2(π(qj − qk))
+
1
sin2(π(qj + qk))
)
. (85)
The asymptotic expression of t determines the equation of motion in the limit. In fact,
since
dτ
dt
=
π
t(t− 1)(e2 − e1) =
πi
(1 + ǫt˜)(−ǫt˜)(−π2 +O(ǫ))
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and
2πi
d
dτ
= 2πi
dt
dτ
dt˜
dt
d
dt
=
(
2π2t˜ +O(ǫ2)
) d
dt
,
we find that the equations of motion take the following form:
2π2t˜
dqj
dt˜
=
∂H˜
∂pj
, 2π2t˜
dpj
dt˜
= −∂H˜
∂qj
. (86)
The final step is to rescale the variables and the Hamiltonian as
qj → qj
2πi
, pj → πiqj , H˜ → −π2H˜, (87)
and to rename t˜ and H˜ to t and H. Let us also define the new constants
α = − g˜
2
0
2
, β =
g˜21
2
, γ = − g˜
2
2
2
, δ =
g˜23
2
, (88)
which are to be identified with the four parameters of PV. The outcome is the non-
autonomous Hamiltonian system
t
dqj
dt
=
∂H
∂pj
, t
dpj
dt
= −∂H
∂qj
(89)
with the Hamiltonian
H =
ℓ∑
j=1
(
p2j
2
− α
sinh2(qj/2)
− β
cosh2(qj/2)
+
γt
2
cosh(qj) +
δt2
8
cosh(2qj)
)
+g24
∑
j 6=k
(
1
sinh2((qj − qk)/2)
+
1
sinh2((qj + qk)/2)
)
. (90)
This gives a rank ℓ version of the non-autonomous Hamiltonian system on the Calogero
side of PV. Note that the Hamiltoian is essentially the same as the Hamiltonian of
Inozemtsev’s hyperbolic model, except that the effective coupling constants are now time-
dependent.
Remark. The foregoing prescription of scaling limit of the coupling constants and the
elliptic modulus is reminiscent of “renormalization” in quantum field theories. In this
analogy, one can interpret the equations of motion of the Hamiltonian system as “renor-
malization group equations”, in which t˜ plays the role of a “mass scale” parameter.
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V.4 Canonical transformation to multi-component PV
Again, an honest generalization of the canonical transformation for the case of ℓ = 1 leads
to a multi-component version of PV:
Theorem 8 The time-dependent canonical transformation defined by√
λj = − coth(qj/2),
µj =
pj
2
√
λj(λj − 1)
+
1
2
(
κ0
λj
+
θ1
λj − 1 −
η1t
(λj − 1)2
)
(91)
maps (89) to the Hamiltonian system
dλj
dt
=
∂H
∂µj
,
dµj
dt
= −∂H
∂λj
(92)
with the Hamiltonian
H =
ℓ∑
j=1
λj(λj − 1)2
t
[
µ2j −
(
κ0
λj
+
θ1
λj − 1 −
η1t
(λj − 1)2
)
µj +
κ
λj(λj − 1)
]
+
g24
2t
∑
j 6=k
2(λj − 1)(λk − 1)(λj + λk)
(λj − λk)2 . (93)
Proof. The method of proof for the case of ℓ = 1 can be used as it is. The outcome is
the equality
ℓ∑
j=1
pjdqj −Hdt
t
= 2
(
ℓ∑
j=1
µjdλj −Hdt
)
+ exact form, (94)
where
H =
ℓ∑
j=1
λj(λj − 1)2
t
[
µ2j −
(
κ0
λj
+
θ1
λj − 1 −
η1t
(λj − 1)2
)
µj +
κ
λj(λj − 1)
]
+
g24
2t
∑
j 6=k
(
1
sinh2((qj − qk)/2)
+
1
sinh2((qj + qk)/2)
)
. (95)
The two-body potential part can be rewritten by use of the identity
1
sinh2(u− v) +
1
sinh2(u+ v)
= 4
cosh(2u) cosh(2v)− 1
(cosh(2u)− cosh(2v))2 . (96)
Substituting u = qj/2, v = qk/2, and also using the equality cosh(qj) = (λj +1)/(λj − 1),
we find that
1
sinh2((qj − qk)/2)
+
1
sinh2((qj + qk)/2)
=
2(λj − 1)(λk − 1)(λj + λk)
(λj − λk)2 , (97)
which gives the two-body potential term in H . Q.E.D.
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V.5 Other models
The degeneration process can be further continued, and leads to four more models that
correspond to a multi-component version of PIV, PIII, PII and PI. Since the details of
derivation are more or less parallel, we show the final results only. The Hamiltonian
of each model, like those in the foregoing cases, becomes a sum of ℓ copies of the one-
component Hamiltonian and Calogero-like two-body potential terms.
V.5.1 Rational model and multi-component PIV
This model can be derived from the hyperbolic model by degeneration. The degeneration
process consists of putting the variables and the parameters as
t = 1 + 2ǫt˜, qj = πi+ ǫ
1/2q˜j, pj =
p˜j
2ǫ1/2
, (98)
and
α =
1
8ǫ4
, β =
β˜
4
, γ =
1
4ǫ4
, δ = − 1
8ǫ4
+
α˜
2ǫ2
, (99)
and letting ǫ→ 0 while leaving the “renormalized” quantities t˜, etc. finite.
The equations of motion of this model takes the canonical form
dqj
dt
=
∂H
∂pj
,
dpj
dt
= −∂H
∂qj
(100)
with the Hamiltonian
H =
ℓ∑
j=1
[
p2j
2
− 1
2
(qj
2
)6
− 2t
(qj
2
)4
− 2(t2 − α)
(qj
2
)2
+ β
(qj
2
)−2]
+g24
∑
j 6=k
(
1
(qj − qk)2 +
1
(qj + qk)2
)
. (101)
The canonical transformation defined by
λj =
(qj
2
)2
, µj =
pj
4
√
λj
+
1
4
(
λj + 2t +
2κ0
λj
)
(102)
maps the foregoing non-autonomous system to the Hamiltonian system
dλj
dt
=
∂H
∂µj
,
dµj
dt
= −∂H
∂λj
(103)
with the Hamiltonian
H =
ℓ∑
j=1
2λ2j
[
µ2j −
(
λj
2
+ t+
κ0
λ
)
µj +
θ0
2
]
+
g24
4
∑
j 6=k
2(λj + λk)
(λj − λk)2 . (104)
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V.5.2 Exponential-hyperbolic model and multi-component PIII
This model, too, can be derived from the hyperbolic model by degeneration. This degen-
eration is achieved by the putting the variables and the parameters as
qj = −q˜j − log ǫ
4
, pj = −p˜j , (105)
and
α =
α˜
4ǫ
+
γ˜
8ǫ2
, β = − γ˜
8ǫ2
, γ =
β˜ǫ
4
, δ =
δ˜ǫ2
8
, (106)
and letting ǫ→ 0.
The equations of motion of this model takes the canonical form
t
dqj
dt
=
∂H
∂pj
, t
dpj
dt
= −∂H
∂qj
(107)
with the Hamiltonian
H =
ℓ∑
j=1
(
p2j
2
− α
4
eqj +
βt
4
e−qj − γ
8
e2qj +
δt2
8
e−2qj
)
+g24
∑
j 6=k
1
sinh2((qj − qk)/2)
. (108)
The canonical transformation defined by
λj = e
qj , µj =
pj
2λj
+
1
2
(
η∞ +
θ0
λj
− η0t
λ2j
)
(109)
maps the foregoing onn-autonomous system to the Hamiltonian system
dλj
dt
=
∂H
∂µj
,
dµj
dt
= −∂H
∂λj
(110)
with the Hamiltonian
H =
ℓ∑
j=1
λ2j
t
[
µ2j −
(
η∞ +
θ0
λj
− η0t
λ2j
)
µj +
η∞(θ0 + θ∞)
2λj
]
+
g24
2t
∑
j 6=k
4λjλk
(λj − λk)2 . (111)
V.5.3 Second rational model and multi-component PII
This model can be derived from both the rational model and the exponential-hyperbolic
model by degeneration. For the degeneration from the rational model, we write the
variables and the parameters as
t =
−1 + 4−1/3ǫ4t˜
ǫ
,
qj
2
=
1 + 2−1/3ǫ2q˜j
ǫ3/2
, pj =
42/3p˜j
ǫ1/2
(112)
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and
α = −2α˜− 1
2ǫ6
, β = − 1
2ǫ12
, (113)
and let ǫ → 0. The degeneration from the exponential-hyperbolic model is similarly
achieved by putting
t = 1 + 2ǫ2t˜, qj = 2ǫq˜j , pj =
p˜j
ǫ
, (114)
and
α = − 1
2ǫ6
, β =
1 + 4ǫ3α˜
2ǫ6
, γ =
1
4ǫ6
, δ = − 1
4ǫ6
, (115)
and again letting ǫ→ 0.
The equations of motion of this model takes the canonical form
dqj
dt
=
∂H
∂pj
,
dpj
dt
= −∂H
∂qj
(116)
with the Hamiltonian
H =
ℓ∑
j=1
[
p2j
2
− 1
2
(
q2j +
t
2
)2
− αqj
]
+ g24
∑
j 6=k
1
(qj − qk)2 . (117)
The canonical transformation defined by
λj = qj , µj = pj + λ
2
j +
t
2
(118)
maps the foregoing non-autonomous system to the Hamiltonian system
dλj
dt
=
∂H
∂µj
,
dµj
dt
= −∂H
∂λj
(119)
with the Hamiltonian
H =
ℓ∑
j=1
[
µ2j
2
−
(
λ2j +
t
2
)
µj −
(
α +
1
2
)
λj
]
+ g24
∑
j 6=k
1
(λj − λk)2 . (120)
V.5.4 Multi-component PI
This model can be derived from the second rational model, and takes the same form on
both the Painleve´ and Calogero sides. The degeneration process is achieved by putting
t =
−6 + ǫ12t˜
ǫ10
, qj =
1 + ǫ6q˜j
ǫ5
, pj =
p˜j
ǫ
, α = 4ǫ15 (121)
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and letting ǫ→ 0. The equations of motion takes the canonical form
dqj
dt
=
∂H
∂pj
,
dpj
dt
= −∂H
∂qj
(122)
with the Hamiltonian
H =
ℓ∑
j=1
(
p2j
2
− 2q3j − tqj
)
+ g24
∑
j 6=k
1
(qj − qk)2 . (123)
VI Concluding remarks
We have shown that the Painleve´-Calogero correspondence persists for all the six Painleve´
equations and their multi-component generalizations. The Calogero side of this corre-
spondence is a non-autonomous version of Inozemtsev’s elliptic model and its various
degenerations. Those for PV and PIV are a non-autonomous version of Inozemtsev’s hy-
perbolic and rational models. The others corresponding to PIII, PII and PI are further
degenerations of the hyperbolic and rational models. The pattern of degeneration on the
Calogero side repeats the degeneration diagram
PVI −→ PV −→ PIV
↓ ↓
PIII −→ PII −→ PI
of the Painleve´ equations.
This picture applies to the autonomous systems as well. Actually, such degeneration
relations in the autonomous case have been more or less well known to experts of Calogero-
Moser systems (see the Introduction of van Diejen’s paper [16]). The autonomous systems
are defined by a Hamiltonian of the same form with the time-dependent coupling con-
stants being replaced by absolute constants (except for the elliptic model, in which case
an independent time variable is introduced). Those in the position of the first row of
the degeneration diagram are, of course, Inozemtsev’s elliptic, hyperbolic and rational
models (see Section 5). Those in the position of PIII and PII are defined by the following
Hamiltonians:
• Exponential-hyperbolic model:
H =
ℓ∑
j=1
(
p2j
2
+ g20e
qj + g21e
2qj + g22e
−qj + g23e
−2qj
)
+ g24
∑
j 6=k
1
sinh2((qj − qk)/2)
.
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• Second rational model:
H =
ℓ∑
j=1
(
p2j
2
+ g20q
4
j + g
2
1q
3
j + g
2
2q
2
j + g
2
3qj
)
+ g24
∑
j 6=k
1
(qj − qk)2 .
The Hamiltonian in the position of PI is redundant in the automonous case, because it is
a specialization, rather than a degeneration, of the last Hamiltonian.
Note that the Hamiltonian of the second rational model is a quartic perturbation of
the usual (Aℓ type) rational Calogero Hamiltonian. According to recent work of Caseiro,
Franc¸oise and Sasaki [19], such a quartic (integrable) perturbation always exists for any
rational Calogero-Moser system. Inozemtsev’s rational model, which is a sextic perturba-
tion of the Dℓ type rational Calogero-Moser system, might admit a similar interpretation.
Back to the Painleve´ equations, the extended Painleve´-Calogero correspondence raises
many interesting problems. A central issue will be to find an isomonodromic description
of the multi-component Painleve´ equations. If such an isomonodromic description does
exist, it should be related to a new geometric structure.
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A Proof of (42)
Let us introduce the two auxiliary functions
g(u) =
fτ (u)
f ′(u)
, h(u) =
ϑ′(u+ ω1)
ϑ(u+ ω1)
, (A.1)
associated with the function
f(u) =
℘(u)− e1
e2 − e1 (A.2)
and the standard elliptic theta function
ϑ(u) =
∞∑
n=−∞
exp(πiτn2 + 2πinu). (A.3)
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Lemma 1 g(u) is a meromorphic function on the u-plane with additive quasi-periodicity
g(u+ 1) = g(u), g(u+ τ) = g(u)− 1. (A.4)
All poles are of the first order and contained in the lattice ω3+Z+ τZ. Furthermore, g(u)
has zeros at u = 0 and u = ω1.
Proof. Since f(u) is a doubly periodic function with primitive periods 1 and τ , f ′(u) and
fτ (u) transform as
f ′(u+ 1) = f ′(u), f ′(u+ τ) = f ′(u),
fτ (u+ 1) = fτ (u), fτ (u+ τ) = fτ (u)− f ′(u)
under the shift by 1 and τ . This implies the additive quasi-periodicity of g(u). Further-
more, by the construction, g(u) is a meromorphic function on the u-plane, and all possible
poles are of the first order and located at the points of ωk + Z+ τZ. Let us examine the
behavior of g(u) at the representative points u = ω0, ω1,−ω2, ω3:
• As u→ ω0 = 0,
f(u) =
1
(e2 − e1)u2 +O(1),
thereby
f ′(u) = − 2
(e2 − e1)u3 +O(1), fτ (u) = −
e2,τ − e1,τ
(e2 − e1)2u2 +O(1),
so that g(u) has rather a zero at u = 0:
g(u) = O(u). (A.5)
• As u→ ω1 = 12 ,
f(u) =
1
e2 − e1
(
℘(ω1)− e1 + ℘′(ω1)(u− ω1) +O((u− ω1)2)
)
= O((u− ω1)2),
thereby
f ′(u) = O(u− ω1), fτ (u) = O((u− ω1)2),
so that g(u) has another zero at u = ω1:
g(u) = O(u− ω1). (A.6)
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• As u→ −ω2 = 12 + τ2 ,
f(u) =
1
e2 − e1
(
℘(−ω2)− e1 + ℘′(−ω2)(u+ ω2) +O((u+ ω2)2)
)
= O((u+ ω2)
2),
thereby
f ′(u) = O(u+ ω2), fτ (u) = O(u+ ω2),
so that g(u) behaves as
g(u) = O(1). (A.7)
• As u→ ω3 = τ2 ,
f(u) =
1
e2 − e1
(
℘(ω3)− e1 + ℘′(ω3)(u− ω3) +O((u− ω3)2)
)
= t+O((u− ω3)2),
thereby
f ′(u) = O(u− ω3), fτ (u) = O(1),
so that g(u) turns out to have a pole of the first order at u = ω3:
g(u) = 0((u− ω3)−1). (A.8)
The behavior of g(u) at the other points of ωn+Z+ τZ can be deduced from these results
by the additive quasi-periodicity of g(u). Q.E.D.
Lemma 2 h(u) is a meromorphic function on the u-plane with additive quasi-periodicity
h(u+ 1) = h(u), h(u+ τ) = h(u)− 2πi. (A.9)
All poles are of the first order and contained in the lattice ω3+Z+τZ. Furthermore, h(u)
has zeros at u = 0 and u = ω1.
Proof. Let us recall the fundamental properties of ϑ(u):
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• ϑ(u) is an entire function on the u-plane with zeros of the first order at the lattice
points ω2 +m+ nτ (m,n ∈ Z).
• ϑ(u) is quasi-periodic,
ϑ(u+ 1) = ϑ(u), ϑ(u+ τ) = e−πiτ−2πiuϑ(u).
• θ(u) and ϑ(u+ 1/2) are even under the reflection u→ −u.
All the properties of h(u) in the statement of the lemma are an immediate consequence
of these properties of ϑ(u). Q.E.D.
Lemma 3 The function f(u) satisfies the equation
2πi
fτ (u)
f ′(u)
=
ϑ′(u+ ω1)
ϑ(u+ ω1)
, (A.10)
where the prime stands for ∂/∂u.
Proof. The foregoing properties of g(u) and h(u) imply the following:
• 2πig(u)− h(u) is a doubly periodic meromorphic function with fundamental period
1 and τ .
• All poles of 2πig(u)− h(u) are of the first order and contained in the lattice ω3 +
Z+ τZ.
• 2πig(u)− h(u) has zeros at u = 0 and u = ω1.
The first two properties imply that 2πig(u) − h(u) is a constant. By the last one, this
constant has to be zero. We thus find that 2πig(u)− h(u) = 0. Q.E.D.
Lemma 4 ϑ(u) satisfies the equation
(
log ϑ(u+ ω1)
)′′
= −℘(u + ω3) + function of τ only. (A.11)
Proof. The aforementioned complex analytic properties of ϑ(u) imply the following:
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•
(
log ϑ(u + ω1)
)′′
is a doubly periodic meromorphic function with primitive period
1 and τ .
• All poles of this meromorphic function are contained in the lattice ω3 + Z+ τZ.
• As u→ −ω3, this function behaves as(
log ϑ(u+ ω1)
)′′
= − 1
(u+ ω3)2
+O(1).
The function −℘(u + ω3), too, has these properties. Accordingly, their difference is a
constant function on the u-plane, namely, a function of τ only. Q.E.D.
We now return to the proof of (42). By the third lemma, we have the identity
2πi
fτ (u)
f ′(u)
du =
ϑ′(u+ ω1)
ϑ(u+ ω1)
du =
dϑ(u+ ω1)
ϑ(u+ ω1)
− ∂ϑ(u + ω1)/∂τ
ϑ(u+ ω1)
dτ (A.12)
On the other hand, the well known “heat equation”
4πi
∂ϑ(u)
∂τ
= ϑ(u)′′ (A.13)
implies that
∂ϑ(u + ω1)/∂τ
ϑ(u+ ω1)
=
1
4π
ϑ(u+ ω1)
′′
ϑ(u+ ω2)
=
1
4πi
[(
log ϑ(u+ ω1)
)′′
+
(
ϑ′(u+ ω1)
ϑ(u+ ω1)
)2]
.
By the third and forth lemmas, the last line can be rewritten
1
4πi
[
−℘(u+ ω3) +
(
2πi
fτ (u)
f ′(u)
)2]
+ function of τ only,
so that
2πi
fτ (u)
f ′(u)
du =
1
4πi
[
℘(u+ ω3)−
(
2πi
fτ (u)
f ′(u)
)2]
dτ + exact form. (A.14)
Substituting u = q gives (42)
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B Asymptotics of elliptic functions
The asymptotic behavior of the ℘-function ℘(u), the shifted ℘-functions ℘(u + ωk) and
the constants ek = ℘(ωk), in the limit as Im τ → +∞, can be deduced from the well
known formula
℘(u) =
∞∑
n=−∞
π2
sin2(π(u+ nτ))
− π
2
3
−
∞∑
n=1
2π2
sin2(πnτ)
. (B.1)
Let us first consider the asymptotic behavior of ℘(u) itself. The constant (n = 0) term
in the first sum is of order 1 and the n-th term is of order e2nπiτ . Similarly, the n-th term
in the second sum is of order e2nπiτ . Therefore
℘(u) =
π2
sin2(πu)
− π
2
3
+O(e2πiτ). (B.2)
A similar estimate leads to the following asymptotic expression for the shifted ℘-
functions:
℘(u+ ω1) =
π2
cos2(πu)
− π
2
3
+O(e2πiτ ),
℘(u+ ω2) = −π
2
3
+ 8π2 cos(2πu)eπiτ +O(e2πiτ ),
℘(u+ ω3) = −π
2
3
− 8π2 cos(2πu)e2πiτ +O(e2πiτ ). (B.3)
In fact, the degeneration process of the elliptic model requires us to know the asymptotic
expression of ℘(u+ω2)+℘(u+ω3) to the order e
2πiτ . This can be achieved by the following
calculations:
℘(u+ ω2) + ℘(u+ ω3)
=
∞∑
n=−∞
π2
cos2(u+ τ
2
+ nτ) sin2(u+ τ
2
+ nτ)
− 2π
2
3
−
∞∑
n=1
4π2
sin2(πnτ)
= −2π
2
3
− 32π2 cos(2πu)e2πiτ + 16π2e2πiτ +O(e3πiτ ). (B.4)
We now consider the constants ek. For instance, e1 can be written
e1 =
∞∑
n=−∞
π2
cos2(πnτ)
− π
2
3
−
∞∑
n=1
2π2
sin2(πnτ)
=
2
3
π2 +
∞∑
n=1
2π2
cos2(πnτ)
−
∞∑
n=1
2π2
sin2(πnτ)
. (B.5)
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The constant 2π2/3 becomes the leading term; the leading (n = 1) terms of the last two
series give the next-leading term of the order e2πiτ . e2 and e3 can be similarly analyzed.
Thus the following asymptotic formulas are obtained:
e1 =
2π2
3
+ 16π2e2πiτ +O(e4πiτ ),
e2 = −π
2
3
+ 8π2eπiτ +O(e2πiτ )
e3 = −π
2
3
− 8π2eπiτ +O(e2πiτ). (B.6)
In particular, e2 − e1 → −π2, as expected.
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