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ON THE DERIVED FUNCTORS OF DESTABILIZATION AT
ODD PRIMES
GEOFFREY M.L. POWELL
Abstract. An explicit chain complex is constructed to calculate the derived
functors of destabilization at an odd prime, generalizing constructions of Zarati
and of Hung and Sum. The methods are based on the ideas of Singer and Miller
and also apply at the prime two. A structural result on the derived functors
of destabilization is deduced.
1. Introduction
The destabilization functor D from the category M of modules over the mod p
Steenrod algebra A to the category U of unstable modules is the left adjoint to
the inclusion U →֒ M ; it is right exact and has non-trivial left derived functors
Ds : M → U . These derived functors are of considerable interest in homotopy
theory: for example Lannes and Zarati [LZ87, Zar84] used them to prove a weak
version of the Segal conjecture; they have recently been used by Hai, Schwartz and
Nam [HSN10] (p = 2) and Hai [Hai12] (for p odd) to prove a generalization of the
weak Segal conjecture. This project was motivated in part by the need to gain a
better understanding of the action of Lannes’ T -functor on the derived functors of
destabilization at odd primes.
At the prime two, Singer constructed functorial chain complexes with homology
calculating the derived functors of iterated loop functors [Sin80a]; these can be used
to construct chain complexes for calculating the functors Ds (cf. Goerss [Goe86],
who works with homology). Lannes and Zarati [LZ87] gave an independent ap-
proach at the prime two, calculating the derived functors Ds(Σ
−tM) where M is
an unstable module and t ≤ s.
Both approaches depend upon the relationship between the Steenrod algebra and
the Dickson invariants H∗(BVs)
GLs (the algebra of invariants of the cohomology
H∗(BVs) of a rank s elementary abelian 2-group Vs under the action of the general
linear group GLs) for varying s. For odd primes, this relationship is more subtle
and is explained by the results of Mùi [Mùi75] in terms of an explicit subalgebra of
the invariants H∗(BVs)
S˜Ls , where S˜Ls is an index two subgroup of GLs containing
the special linear group.
The purpose of this paper is to give a construction of a functorial chain complex
to calculate the derived functors of destabilization for odd primes. This unifies
and builds upon results in the literature: the derived functors of iterated loop
functors at odd primes were studied by Li in his thesis [Li80] and, in joint work
with Singer [LS82], he gave a chain complex for calculating the homology of the
Steenrod algebra; Hung and Sum [HS95] modified and generalized to odd primes
the approach of Singer [Sin83], leading to an invariant-theoretic description of the
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Lambda algebra at odd primes; Zarati generalized his work with Lannes [LZ87] to
the odd primary case.
The methods of this paper use a generalization of Zarati’s constructions to all
A-modules, drawing on the observations of Hung and Sum, which are based on
ideas going back to Singer and Miller. Writing Ch≥0M for the abelian category
of homological chain complexes (in non-negative degrees), the main result is the
following:
Theorem 1. There is an exact functor D• : M → Ch≥0M such that, for M ∈
Ob M and s ∈ N, there is an isomorphism of A-modules:
DsM ∼= Hs(D•M).
The proof that the chain complex D•M calculates the derived functors of desta-
bilization is inspired by the argument of Singer [Sin80a] for the case of the derived
functors of iterated loop functors and avoids explicit calculation by using a con-
nectivity argument for the chain complex (similar to an argument used by Zarati
[Zar84]). This recovers the results of Zarati and the method also applies at the
prime two.
As is clear from Singer’s work, underlying these methods is the fact that the
Steenrod algebra is a quadratic algebra which is non-homogeneous Koszul (in the
terminology of Priddy [Pri70]). The destabilization functor appears by exploiting
the total Steenrod power, thus going back to the very origins of instability.
Structural results on the derived functors of destabilization can be deduced us-
ing these methods. Recall that the Dickson invariants (the polynomial part of
H∗(BVs)
GLs for p odd) identifies as the polynomial algebra Fp[Qs,0, . . . , Qs,s−1]
and that, if Φ : M → M denotes the Frobenius functor on the category M , then
ΦkFp[Qs,0, . . . , Qs,s−1] identifies with the subalgebra Fp[Q
pk
s,0, . . . , Q
pk
s,s−1].
Theorem 2. For M ∈ Ob U and s, t, w ∈ N such that pw ≥
[
t−s+1
2
]
, Ds(Σ
−tM)
is equipped with a natural Φw+1Fp[Qs,0, . . . , Qs,s−1]-structure in U .
If t ≤ s, then Ds(Σ
−tM) has a natural Fp[Qs,0, . . . , Qs,s−1]-module structure in
U .
This result allows the very rich structure of unstable modules over Noetherian
unstable algebras to be brought to bear; analogous results were obtained for derived
functors of iterated loop functors (at the prime two) in [Pow10].
Since the current work was made available [Pow11], Kuhn and McCarty [KM11]
have given a derivation of a chain complex (working with homology) for calculating
the corresponding functors Ω∞s at the prime two. Their construction of the chain
complex uses the topological origin of the Singer functors, thus relying on classical
calculations of the homology of infinite loop spaces in terms of the Dyer-Lashof
algebra to avoid the algebraic input used in this paper (but for p = 2). The proof
that the chain complex calculates the derived functors of destabilization follows the
strategy of this work.
Outline of the proof: The construction of the chain complex begins with the
definition of an exact functor R1 : M → M , given explicitly as a subfunctor of
M 7→ H∗(BV1)[Q
−1
1,0]⊗M , where ⊗ is a half-completed tensor product. This is
achieved by first constructing a larger functor R˜1 and then restricting using an
eigenspace decomposition associated to an action by the group Z/2. The functor
R1 is a generalization of the functor R1 defined by Zarati [Zar84] on the category
of unstable modules; there is a technical difficulty introduced by passage to the
category of A-modules, since the functor R1 does not commute with inverse limits.
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There are higher functors Rs, s ∈ N, which are constructed by iteration and
using a restriction induced by the definition of R2; this corresponds to the quadratic
nature of R•. Namely, R2 ⊂ R1R1 is constructed and, for s ≥ 2, the functor Rs can
be defined as
⋂
i+j=s−2 R
◦i
1 ◦R2 ◦R
◦j
1 as subfunctors of R
◦s
1 . To compare with the
work of Zarati [Zar84] and Hung and Sum [HS95], the functors Rs are identified as
subfunctors of M 7→ H∗(BVs)[Q
−1
s,0]⊗M ; the presence of the half-completed tensor
product involves a number of unavoidable technicalities.
The differential of the chain complex is induced by Singer’s A-linear morphism
H∗(BV1)[Q
−1
1,0] → Σ
−1
Fp, which gives a natural transformation R1M → Σ
−1M .
The definition of R1M ensures that the cokernel of this morphism is the module
Σ−1DM . The higher differentials are induced by using the canonical inclusions
Rs ⊂ Rs−1R1, as the composites
Rs(Σ
s−1M) →֒ Rs−1R1Σ
s−1M
R1dΣs−1M−→ Rs−1Σ
s−1M,
giving rise to a chain complex
. . .→ ΣRsΣ
s−1M → . . .→ ΣR2ΣM → ΣR1M →M.
The proof that this is a chain complex, reduces to showing that the composite
ΣR2ΣM → ΣR1M →M is trivial; this is a consequence of the relationship between
the Steenrod algebra and invariant theory, highlighted (at the prime 2) by Singer
[Sin83].
A formal argument is used to show that the homology of the chain complex cal-
culates the derived functors of destabilization, reflecting the behaviour of the chain
complex with respect to suspension. The essential tool is the natural transformation
ρ1 : R1M → Σ
−2ΦΣM,
introduced by Zarati in the unstable module setting. This has higher analogues,
which induce a morphism of chain complexes. Using this, the proof proceeds by
showing vanishing of the higher homology on the projective generators of the cat-
egory M . This uses a connectivity argument, reminiscent of that used by Zarati.
Organization of the paper: Sections 2, 3, 4 provide background and some
technical tools, in particular the notions of weak continuity and connectivity which
palliate the non-continuity of the functors considered. The construction of the
functors Rs is carried out in Sections 5, 6, 7, with the chain complex appearing in
Section 8. The short exact sequence of chain complexes is introduced in Section 9
and these ingredients are put together in Section 10 to prove Theorem 1. Theorem
2 is proved in Section 11.
2. Preliminaries
The Steenrod algebra over a fixed odd prime p is denoted A. The category
M of graded A-modules contains the category U of unstable modules as a full
subcategory; note that, whereas A-modules are Z-graded, the instability condition
implies that unstable modules are N-graded. The categories M and U are abelian,
complete and cocomplete (see [Sch94]).
2.1. The destabilization functor. The destabilization functor D : M → U is
the left adjoint to the inclusion U →֒ M ; it is right exact and admits left derived
functors Ds, s ≥ 0. The functor D is described explicitly as follows: for M an
A-module, the subspace BM := 〈βεP ix | ε + 2i > |x|, ε ∈ {0, 1}〉 is stable under
the action of the Steenrod algebra and DM ∼= M/BM .
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2.2. Algebras and modules. The categories M and U are symmetric monoidal
with respect to the tensor product of graded vector spaces and symmetry using the
Koszul sign convention. Unital commutative algebras in M with respect to this
structure are referred to here simply as algebras; an algebra K in M is unstable
if the underlying A-module is unstable and the Cartan condition is satisfied (if
k is an element of even degree, P |k|/2k = kp). For B an algebra in M , a B-
module in M is an A-module equipped with a B-module structure such that the
structure morphism is A-linear; the category of B-modules in M is denoted by
B-M . Similarly, if K is an unstable algebra, the category of K-modules in U is
denoted by K-U , so there is a forgetful functor K-U → K-M . These categories
are both abelian.
2.3. The Frobenius functor, Φ. The exact functor Φ : M → M is the analogue
for odd primes of the familiar doubling functor for p = 2:
(ΦM)n =

M2k n = 2kp
M2k+1 n = 2kp+ 2
0 otherwise.
In particular, ΦM is concentrated in even degrees and an element x ∈ Md gives
rise to Φx ∈ Mn, where n = pd if d is even and n = p(d − 1) + 2 if d is odd. The
action of the Steenrod algebra is given by
P i(Φx) = Φ(P i/px) p|i, |x| ≡ 0(2)
P i(Φx) = Φ(βP (i−1)/px) p|i− 1, |x| ≡ 1(2)
β(Φx) = 0.
For M ∈ Ob M , there is a natural Fp-linear morphism λM : ΦM → M defined
by λM (Φx) := β
εP ix, where |x| = 2i+ ε and ε ∈ {0, 1}. If M is unstable, then λM
is A-linear.
Remark 2.1. For M ∈ Ob M , the canonical surjection M ։ DM induces a surjec-
tion DΦM ։ ΦDM . For p odd, this is not in general an isomorphism; for example,
consider the free unstable module F (1) on a generator of degree one.
2.4. Cohomology of elementary abelian p-groups and invariants. For V
an elementary abelian p-group, H∗(BV ) denotes the Fp-cohomology of the clas-
sifying space BV ; Vs will denote an elementary abelian p-group of rank s ∈ N.
There is an isomorphism of unstable algebras H∗(BV1) ∼= Λ(x) ⊗ Fp[y], where
Λ(−) denotes the exterior algebra functor, |x| = 1, |y| = 2 and the generators
are linked by the Bockstein operator βx = y. There is a Künneth isomorphism
H∗(BVs) ∼= Λ(x1, . . . , xs) ⊗ Fp[y1, . . . , ys] and Fp[y1, . . . , ys] ⊂ H
∗(BVs) is a sub
unstable algebra.
The general linear group GLs := GL(Vs) acts naturally on H
∗(BVs) by mor-
phisms of unstable algebras and Fp[y1, . . . , ys] is stable under this action. In par-
ticular, for G ⊂ GLs, the algebras of invariants Fp[y1, . . . , ys]
G →֒ H∗(BVs)
G →֒
H∗(BVs) are unstable algebras.
Remark 2.2. Below and in Section 2.5, the classical approach to the Dickson-Mùi
invariants is reviewed for the convenience of the reader, who may also wish to
consult the paper by Kameko and Mimura [KM07], which gives a presentation
using cohomology operations.
The Dickson invariants Fp[y1, . . . , ys]
GLs form a polynomial algebra
Fp[Qs,0, Qs,1, . . . , Qs,s−1],
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where |Qs,i| = 2(p
s − pi). The generators Qs,i are defined by
fs(X) :=
∏
y∈V ∗s
(X − y) =
s∑
i=0
(−1)s−iQs,iX
pi .
In particular, the top Dickson invariant, Qs,0, is (−1)
s
∏
y∈V ∗s \0
y.
Notation 2.1. For 0 < s ∈ N, the Dickson invariants Fp[y1, . . . , ys]
GLs will be
abbreviated to Fp[Qs,i].
Definition 2.1. (Cf. [Mùi86].) Let S˜Ls ⊂ GLs denote the kernel of the morphism
GLs ։ Z/2, g 7→ det(g)
p−1
2 .
The morphism GLs ։ Z/2 is a split surjection, leading to:
Lemma 2.1. Suppose GLs acts by morphisms of unstable algebras on K. Then
(1) K S˜Ls ⊂ K inherits a canonical Z/2-action and (K S˜Ls)Z/2 ∼= KGLs;
(2) there is a canonical splitting K S˜Ls ∼= KGLs ⊕ (K S˜Ls)− in KGLs-U .
2.5. Mùi invariants. Fix an ordered basis {x1, . . . , xs} of V
∗
s
∼= H1(BVs), giving
an ordered set {y1, . . . , ys} of generators of the polynomial part of H
∗(BVs), where
βxi = yi.
Definition 2.2. (Cf. [Mùi86, Mùi75, HS95].) For integers 0 ≤ i < s, define:
(1)
Ls :=
∣∣∣∣∣∣∣∣∣
y1 · · · ys
yp1 · · · y
p
s
... · · ·
...
yp
s−1
1 · · · y
ps−1
s
∣∣∣∣∣∣∣∣∣
and es := L
p−1
2
s of degrees |Ls| = 2
(
ps−1
p−1
)
and |es| = p
s − 1;
(2)
Ms,i :=
∣∣∣∣∣∣∣∣∣
x1 · · · xs
y1 · · · ys
... · · ·
...
yp
s−1
1 · · · y
ps−1
s
∣∣∣∣∣∣∣∣∣ ,
in which the row
(
yp
i
1 · · · y
pi
s
)
is omitted from the array;
(3) M˜s,i := Ms,iL
p−3
2
s of degree |M˜s,i| = p
s − 2pi;
(4) Rs,i := M˜s,ies of degree |Rs,i| = 2(p
s − pi)− 1.
Proposition 2.1. [Mùi86] For integers 0 ≤ i < s,
(1) Ls ∈ H
∗(BVs)
SLs ;
(2) es, M˜s,i ∈ H
∗(BVs)S˜Ls ;
(3) Qs,0, Rs,i ∈ H
∗(BVs)
GLs .
Moreover, e2s = Qs,0.
Example 2.1. There are identifications
H∗(BV1)
GL1 ∼= Λ(M˜1,0e1)⊗ Fp[Q1,0] →֒ Λ(M˜1,0)⊗ Fp[e1] ∼= H
∗(BV1)
S˜L1 ,
where e1 = y
p−1
2 , M˜1,0 = xy
p−3
2 and Q1,0 = y
p−1. Moreover, (H∗(BV1)S˜L1)
− is
the free Fp[Q1,0]-module on generators M˜1,0 and e1.
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2.6. Localization. The interest of localizingH∗(BVs) by inverting the top Dickson
invariant Qs,0 is well-established (cf. [Wil77, Sin80b]).
Notation 2.2. Denote by Ts ⊂ GLs the p-Sylow subgroup of upper triangular ma-
trices with respect to the chosen ordered basis of V ∗s .
Thus there are inclusions Ts ⊂ SLs ⊂ S˜Ls ⊂ GLs. The following algebras in M
play an important role (cf. [HS95]).
Notation 2.3. For 0 < s ∈ N,
(1) Φs := H
∗(BVs)[Q
−1
s,0];
(2) Γs := Φ
GLs
s
∼= (H∗(BVs)
GLs)[Q−1s,0];
(3) ∆s := Φ
Ts
s
∼= (H∗(BVs)
Ts)[Q−1s,0].
There are inclusions of algebras in M : Γs ⊂∆s ⊂ Φs. Clearly ∆1 = Φ1.
Proposition 2.2. For 0 < s ∈ N, there are isomorphisms of algebras
(1) [HS95, Corollary 1.2(ii)] Γs ∼= Λ(Rs,i|0 ≤ i ≤ s − 1) ⊗ Fp[Qs,i|0 ≤ i ≤
s− 1][Q−1s,0];
(2) [HS95, Corollary 1.3] ∆s ∼= Λ(u1, . . . , us)⊗Fp[v
±1
1 , . . . , v
±1
s ], where |ui| = 1
and |vi| = 2.
2.7. On S˜Ls-invariants. The following result introduces the unstable algebra
which underlies the constructions of this paper and identifies with the algebra of
S˜Ls-invariants after inverting Qs,0. Recall that the regular representation Vs →֒
Sps factors canonically across the inclusion Aps ⊂ Sps of the alternating group in
the symmetric group.
Theorem 2.1. ([Mùi75, I.4.14] and [Mùi86].) For 0 < s ∈ N, the elements
{M˜s,i|0 ≤ i ≤ s − 1} and {es, Qs,j |1 ≤ j ≤ s − 1} generate a free graded com-
mutative algebra
Λ(M˜s,i)⊗ Fp[es, Qs,j ] ⊂ H
∗(BVs)
S˜Ls ,
which is a sub unstable algebra, isomorphic to the image of the restriction morphism
H∗(BAps)→ H
∗(BVs). This induces an isomorphism
Φ
S˜Ls
s
∼= Λ(M˜s,i)⊗ Fp[es, Qs,j ][Q
−1
s,0].
3. Weak continuity and connectivity
This section introduces technical conditions which palliate the failure of the
functors used in the constructions to be continuous (a functor is continuous if it
commutes with small limits).
3.1. Weakly continuous functors. The category of inverse systems in C is writ-
ten CN
op
. Write M bd ⊂ M for the full subcategory of bounded-above modules and,
for M ∈ Ob M and c ∈ Z, let M≥c ⊂ M denote the sub A-module of elements of
degree at least c and M<c the quotient module M/M≥c.
The following resumes standard properties:
Lemma 3.1. For M ∈ Ob M and c ∈ Z,
(1) M 7→M≥c and M 7→M<c define exact functors (−)≥c , (−)<c on M and
there is a natural short exact sequence 0→M≥c →M →M<c → 0 in M .
(2) The modules M<c define a functorial inverse system of surjections . . . ։
M<c+1 ։M<c ։ . . . in M bd.
(3) The inverse limit induces a functor lim← : (M
bd)N
op
→ M and the canon-
ical morphism M → lim←(M
<c) is an isomorphism in M .
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Notation 3.1.
(1) For α : M → M a functor, let αbd : M bd → M denote the restriction of
α to M bd.
(2) For β : M bd → M a functor, let RKanβ : M → M denote the right Kan
extension of β, given by RKanβ(M) := lim← β(M
<c).
Definition 3.1. A functor α : M → M is weakly continuous if the canonical
natural transformation α→ RKan(α
bd) is an isomorphism.
Example 3.1. A continuous functor α : M → M is clearly weakly continuous;
the basic example of a weakly continuous functor which is not continuous arises
from the large tensor product reviewed in Section 4 (see Example 4.1).
Proposition 3.1. Let α, β, γ be functors M bd → M . Then
(1) if α is exact, RKanα is exact;
(2) if 0→ α→ β → γ → 0 is a short exact sequence of exact functors, then
0→ RKanα→ RKanβ → RKanγ → 0
is a short exact sequence of functors;
(3) there is a bijection of sets of natural transformations:
Nat(α, β) ∼= Nat(RKanα,RKanβ).
Proof. If 0→ A→ B → C → 0 is a short exact sequence of A-modules, then there
is an induced short exact sequence 0→ A<• → B<• → C<• → 0 of inverse systems
of bounded above A-modules in which the transition morphisms of the inverse
systems are surjective. Applying α gives a short exact sequence of inverse systems
0 → α(A<•) → α(B<•) → α(C<•) → 0 such that the transition morphisms are
surjective in each of the inverse systems, since α is exact by hypothesis. The first
statement follows by Mittag-Leffler.
The proof of the second statement is similar and the final statement follows from
the properties of the right Kan extension. 
3.2. Stable inverse systems. Since a weakly continuous functor need not be
continuous, it is useful to place a restriction on the inverse systems which are
considered.
Definition 3.2. An inverse system X• of M
N
op
is stable if there exists a map
µ : N→ N such that
(1) lims→∞ µ(s) =∞.
(2) X
<µ(s)
s+1 → X
<µ(s)
s is an isomorphism, ∀s ∈ N;
Lemma 3.2. Let α : M → M be a weakly continuous functor, X• be a stable in-
verse system of A-modules and write X∞ for lim←X•. Then the natural morphism
α(X∞)→ lim←i α(Xi) is an isomorphism.
Proof. Since α is weakly continuous, α(Xi) ∼= lim←c α(X
<c
i ), hence
lim
←i
α(Xi) ∼= lim
←i
lim
←c
α(X<ci )
∼= lim
←c
lim
←i
α(X<ci ),
by reversing the order of the inverse limits. For fixed c, the stability hypothesis
implies that X<ci is isomorphic to X
<c
∞ for i ≫ 0, hence lim←i α(X
<c
i )
∼= α(X<c∞ ).
Finally, since α is weakly continuous, α(X∞) ∼= lim←c α(X
<c
∞ ). 
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3.3. Weak connectivity for functors. As usual, write |M | := inf{d|Md 6= 0} ∈
Z ∪ {−∞,∞} for the connectivity of M ∈ Ob M .
Definition 3.3. A functor α : M → M is weakly connective if there exists a
function κ : Z→ Z such that
(1) limt→∞ κ(t) =∞;
(2) |α(M)| ≥ κ(|M |) if |M | ∈ Z.
If the above conditions are satisfied, α is said to be κ-connective
Lemma 3.3. Let α : M → M be an exact, κ-connective functor. Then the natural
morphism α(M)<κ(c) → α(M<c)<κ(c) is an isomorphism; in particular, the inverse
system α(M<•) is stable.
Proof. Straightforward. 
Proposition 3.2. Let β, γ be weakly continuous functors, such that γ is exact and
κ-connective. Then the composite β ◦ γ is weakly continuous. Moreover
(1) if β is exact, then β ◦ γ is exact;
(2) if β is λ-connective, then β ◦ γ is λ ◦ κ-connective.
Proof. Consider an A-module M . The hypothesis that γ is weakly continuous
implies that γ(M) ∼= lim←c γ(M
<c) and Lemma 3.3 implies that γ(M<•) is stable.
Thus β ◦ γ(M) ∼= β(lim←c γ(M
<c)) and, by Lemma 3.2, the right hand side is
isomorphic to lim←c β ◦ γ(M
<c), since β is weakly continuous. Hence, β ◦ γ is
weakly continuous; moreover, if β is exact, then so is β ◦ γ. The final statement on
the connectivity is clear. 
Examples of weakly connective functors are provided by the derived functors of
destabilization (see Corollary 10.1).
4. Large tensor products
As in the work of Singer (eg. [Sin81]), Lin and Singer [LS82] and Hung and Sum
[HS95], it is necessary to use large tensor products when working with arbitrary
modules over the Steenrod algebra.
4.1. Large tensor products.
Definition 4.1. For M,N ∈ Ob M , define M⊗N := lim←c(M ⊗N
<c).
Proposition 4.1. Let M,N be A-modules.
(1) There is a canonical embedding M ⊗N →֒M⊗N, which is an isomorphism
if N is bounded above or if M is bounded below.
(2) The association N 7→ M⊗N defines an exact functor M⊗− : M → M ,
which identifies with RKan
(
(M⊗−)bd
)
, in particular is weakly continuous.
(3) The association M 7→M⊗N defines an exact functor −⊗N : M → M .
(4) The direct system N≥• induces an isomorphism limd→−∞M⊗(N≥d)
∼=
→
M⊗N.
Proof. The first statement is clear, as is the identification of M⊗− with the right
Kan extension of (M ⊗ −)|Mbd ; exactness follows from Proposition 3.1. Similarly,
the third statement follows from the argument of Proposition 3.1.
The final statement is straightforward. 
Example 4.1. The functor Φ1⊗− is weakly continuous but not continuous.
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4.2. Multiplicative structures. ForM,N ∈ Ob M , there is a natural surjection:(
H∗(BVs)⊗M
)
⊗
(
H∗(BVs)⊗N
)
// H∗(BVs)⊗ (M ⊗N),(1)
induced by passage to the tensor product in H∗(BVs)-U .
Proposition 4.2. For M,N ∈ Ob M and s ∈ N, there is a product morphism
(Φs⊗M)⊗ (Φs⊗N)
•
→ Φs⊗(M ⊗N)
in M which extends (1). Hence,
(1) Φs⊗M is a Φs-module in M ;
(2) if B is an algebra in M , then Φs⊗B is a (Φs ⊗B)-algebra in M ;
(3) if, furthermore, N ∈ Ob B-M , then Φs⊗N ∈ Ob Φs⊗B-M .
Proof. The result is clear with ⊗ in place of ⊗; it is necessary to verify that this
passes to ⊗. Using the isomorphism limd→−∞X⊗(Y≥d) ∼= X⊗Y of Proposition
4.1, it is sufficient to consider the case whereM,N are bounded below, M ∼=M≥m,
N ∼= N≥n. The surjectionM⊗N ։ (M⊗N)
<c factors canonically acrossM⊗N ։
M<c−n ⊗N<c−m. This induces a natural morphism
(Φs⊗M)⊗ (Φs⊗N)→ Φs ⊗ (M ⊗N)
<c
to the inverse system defining Φs⊗(M ⊗N), which is the required morphism.
The remaining statements are proved by establishing associativity and graded
commutativity, which follow from the uncompleted case, by the construction above.

Corollary 4.1. For M ∈ Ob M and s ∈ N, Φ1⊗(Φs⊗M) is naturally a Φ1⊗Φs-
module in M .
4.3. Embeddings. An isomorphism of vector spaces V1 ⊕ Vs ∼= Fp ⊕ F
⊕s
p
∼=
→
F
⊕s+1
p
∼= Vs+1 induces an isomorphism of unstable algebras over the Steenrod alge-
bra H∗(BVs+1)
∼=
→ H∗(BV1)⊗H
∗(BVs).
Lemma 4.1. For s ∈ N an isomorphism V1 ⊕ Vs
∼=
→ Vs+1 induces a unique
monomorphism of algebras in M , Φs+1 →֒ Φ1⊗Φs which fits into a commuta-
tive diagram of morphisms of algebras in M :
H∗(BVs+1)

∼= // H∗(BV1)⊗H∗(BVs)

Φs+1
// Φ1⊗Φs,
in which the vertical morphisms are induced by localization.
Proof. It suffices to verify that Qs+1,0 is invertible in Φ1⊗Φs; although this is
standard, the argument is given for the convenience of the reader.
Writing the polynomial part of H∗(BVs+1) as Fp[y1, . . . , ys+1] and working with
respect to the isomorphism Fp[y1, . . . , ys+1] ∼= Fp[y1]⊗ Fp[y2, . . . ys+1], the Dickson
invariant can be written as
Qs+1,0 = −Qs,0
∏
λ∈F×p ,y
(λy1 + y)
where Qs,0 is the top Dickson invariant for Fp[y2, . . . ys+1] and y ranges over the ele-
ments of the vector space 〈y2, . . . , ys+1〉. Hence, by reindexing and using
∏
λ∈F×p
λ =
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−1:
Qs+1,0 = Qs,0y
ps(p−1)
1
∏
y
(
1 +
y
y1
)p−1
∈ Φ1 ⊗Φs.
Since Qs,0 is invertible in Φs, it suffices to observe that each element 1 +
y
y1
is
invertible in Φ1⊗Φs; the inverse is given by
∑
i≥0(−1)
i
(
y
v1
)i
. 
By Corollary 4.1, forM ∈ Ob M , Φ1⊗(Φs⊗M) has a Φ1⊗Φs-module structure,
hence a Φs+1-module structure by restriction along the monomorphism provided
by Lemma 4.1 above.
Proposition 4.3. For M ∈ Ob M and s ∈ N, an isomorphism V1 ⊕ Vs
∼=
→ Vs+1
induces a natural monomorphism Φs+1 ⊗M →֒ Φ1⊗(Φs⊗M) in Φs+1-M .
Proof. The embedding M →֒ Φ1⊗(Φs⊗M) induced by the respective units of Φ1,
Φs extends to an A-linear embedding of Φs+1-modules, by Lemma 4.1. 
Remark 4.1. The large tensor product Φs+1⊗M does not in general embed in
Φ1⊗
(
Φs⊗M
)
; this stems from the fact that the functor Φ1 is only weakly contin-
uous and not continuous.
5. The functors R˜1 and R1
This section introduces the functor R1 on the category M , which generalizes the
functor R1 defined by Zarati [Zar84] for U . This is achieved by first introducing
a functor R˜1 and then restricting to GL1-invariants. The non-trivial step in the
construction is Proposition 5.2, which establishes invariance under the action of the
Steenrod algebra.
5.1. The total Steenrod power. The total Steenrod power St1 is fundamental
to the constructions of this paper, as in the work of Zarati [Zar84] and the work
of Hung and Sum [HS95], who use a stable version, S1. The precise relationship
between the total Steenrod power and algebras of invariants was established by Mùi
[Mùi86].
Notation 5.1. Write w for the element uv ∈ Φ1
∼= Λ(u)⊗ Fp[v
±1] of degree −1.
Definition 5.1. (Cf. [HS95, Definition 2.4].) For M ∈ Ob M , let S1 : M →
Φ1⊗M be the linear morphism
S1(x) :=
∑
i≥0,ε∈{0,1}
(−1)i+εwεQ−i1,0 ⊗ β
εP i(x).
For x ∈M2k+δ (δ ∈ {0, 1}), following [Zar84, Section 2.4.1], define
St1(x) := (−1)
k
e
|x|
1 S1(x)
so that |St1(x)| = p|x|.
Remark 5.1. The element St1(x) depends only upon the class e1, hence is indepen-
dent (up to sign) of the choice of u, v.
The main properties of S1 are resumed by the following, from which the corre-
sponding results for St1 can be deduced (cf. [Zar84]).
Proposition 5.1.
(1) [HS95, Remark 2.11] The morphism S1 takes values in Γ1⊗M .
(2) [HS95, Corollary 2.10] The morphism S1 is stable.
(3) [HS95, Proposition 2.6] For M1,M2 ∈ Ob M and elements x1 ∈ M1,
x2 ∈M2, S1(x1 ⊗ x2) = S1(x1) • S1(x2).
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5.2. The functor R˜1. Let K1 denote the unstable algebra H
∗(BV1)
S˜L1 , which
was identified in Example 2.1.
Definition 5.2. (Cf. [Zar84].) For M ∈ Ob M , let R˜1M denote the sub K1-
module of ΦS˜L11 ⊗M generated by the elements St1(x), x ∈M .
There are many ways to prove the following result; for brevity, a proof using the
calculations of [HS95] is given.
Proposition 5.2. The submodule R˜1M ⊂ Φ
S˜L1
1 ⊗M is stable under the action of
the Steenrod algebra A, hence R˜1M ∈ Ob K1-M .
Proof. It is sufficient to show that, for any element x of M , the elements βSt1(x)
and P iSt1(x) (i ∈ N) belong to R˜1M ⊂ Φ1⊗M . Since βSt1(x) = 0, it suffices to
consider the case of the reduced powers.
By the Cartan formula, it is straightforward to see that it is sufficient to show
that e
|x|
1 P
iS1(x) belongs to R˜1M for any i ∈ N. Proposition 4.10 of [HS95] implies
that
P i(S1(x)) =
∑
ε∈{0,1},t≥0
(
−(p− 1)t− ε
i− pt− ε
)
wεe
2(i−t)
1 S1(β
εP tx).
Writing w as M˜1,0e
−1
1 , this gives
e
|x|
1 P
i(S1(x)) =
∑
ε∈{0,1},t≥0
(
−(p− 1)t− ε
i− pt− ε
)
M˜ ε1,0e
2(i−t)+|x|−ε
1 S1(β
εP tx).
To show that the right hand side belongs to R˜1M , it is sufficient to show that the
terms with
2(i− t) + |x| − ε < |βεP tx|
have trivial coefficient. The above condition is equivalent to i − pt− ε < 0, which
implies the vanishing of the binomial coefficient, as required. 
Proposition 5.3. Let M,N be A-modules.
(1) The underlying K1-module of R˜1M is free on 〈St1(x)|x ∈M〉.
(2) The functor R˜1 : M → K1-M is exact and commutes with colimits.
(3) The functor R˜1 : M → M is weakly continuous and κ1-connective, where
κ1 : n 7→ pn.
(4) There is a natural isomorphism R˜1(M⊗N) ∼= R˜1(M)⊗K1R˜1(N) in K1-M .
Proof. The first statement is straightforward (cf. the argument of [Zar84, Propo-
sition 3.3.4]). This implies the second statement and the κ1-connectivity. To show
that R˜1 is weakly continuous, the functor R˜1 can be considered as taking values
in K1-M and the inverse limit can be formed in this category. For M ∈ Ob M ,
consider the morphisms R˜1M ։ R˜1M
<c →֒ Φ1 ⊗M
<c. of K1-M . Passing to the
inverse limit, as c→∞, this gives morphisms of K1-M :
R˜1M ։ lim
←c
R˜1M
<c →֒ Φ1⊗M
where Mittag-Leffler gives the surjection. It is clear that the composite coincides
with the inclusion R˜1M →֒ Φ1⊗M , hence R˜1M ։ lim←c R˜1M
<c is an isomor-
phism, as required.
The tensor product property follows from the multiplicative property of St1
deduced from Proposition 5.1 and the description of the underlying K1-module;
the isomorphism is induced by the restriction of the product morphism (Φ1⊗M)⊗
(Φ1⊗N)
•
→ Φ1⊗(M ⊗N) to R˜1(M)⊗ R˜1(N). 
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5.3. Eigenspace splitting. By Lemma 2.1, there is a splitting K1 ∼= K
+
1 ⊕K
−
1 in
K+1 -U , where K
+
1 = H
∗(BV1)
GL1 ; this induces a splitting ΦS˜L11
∼= Γ1 ⊕ (Φ
S˜L1
1 )
−
in Γ1-M .
Proposition 5.4. For M ∈ Ob M , there is a natural splitting in K+1 -M :
R˜1M ∼= R1M ⊕R
−
1 M,
where R1M := R˜1M ∩
(
Φ
GL1
1 ⊗M
)
and R−1 M
∼= R˜1M ∩
(
(ΦS˜L11 )
−⊗M
)
. In
particular R1M and R
−
1 M are sub A-modules of R˜1M .
There are natural isomorphisms of K+1 -modules:
R1M ∼= K
+
1 St1(M
ev)⊕K−1 St1(M
odd)
R
−
1 M
∼= K−1 St1(M
ev)⊕K+1 St1(M
odd).
Proof. Straightforward. 
Remark 5.2. For M ∈ Ob U , R1M coincides with Zarati’s R1M [Zar84].
Corollary 5.1. The associations M 7→ R1M and M 7→ R
−
1 M define functors
R1,R
−
1 : M ⇒ K
+
1 -M
which are exact, commute with colimits, are weakly continuous and κ1-connective.
Proof. The result follows from Proposition 5.4 and Proposition 5.3. 
Proposition 5.5. For M ∈ Ob M , there is a natural isomorphism R˜1(ΣM) ∼=
Σe1R˜1M. in K1-M . This restricts to natural isomorphisms of K
+
1 -modules:
R1(ΣM) ∼= Σe1R
−
1 M
R
−
1 (ΣM)
∼= Σe1R1M.
In particular, R1(ΣM) is a sub A-module of ΣR1M .
Proof. Straightforward. 
5.4. Multiplicative properties. The multiplicativity of S1 (cf. Proposition 5.1)
implies the following, using the multiplicative structures of Proposition 4.2.
Proposition 5.6. For B an algebra in M and M ∈ Ob B-M :
(1) R˜1B has a natural K1-algebra structure in M and R˜1M has a natural
R˜1B-module structure in M ;
(2) R1B has a natural K
+
1 -algebra structure in M and R1M has a natural
R1B-module structure in M .
For L an unstable algebra and N ∈ Ob L-U :
(1) R˜1L has a natural K1-algebra structure in unstable algebras and R˜1N is
naturally an object of R˜1L-U ;
(2) R1L has a natural K
+
1 -algebra structure in unstable algebras and R1N is
naturally an object of R1L-U .
5.5. The transformation ρ1 and the fundamental short exact sequence.
Proposition 5.5 shows that, for M ∈ Ob M , there is a natural monomorphism in
K+1 -M :
Σ−1R1(ΣM) →֒ R1M
and the cokernel identifies, as a graded vector space, with St1(M
ev)⊕M˜1,0St1(M
odd).
This can be analysed inM by using the natural transformation ρ1 introduced below,
which generalizes (up to sign) that defined by Zarati [Zar84, Définition-Proposition
3.3.7] for unstable modules.
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Definition 5.3. Let ρ1 : R1M → Σ
−2ΦΣM be the linear natural transformation
which factors over the cokernel of Σ−1R1(ΣM) →֒ R1M , defined on generators by
St1(m) 7→ −Σ
−2Φ(Σm)
M˜1,0St1(n) 7→ Σ
−2Φ(Σn),
where m ∈M ev and n ∈Modd.
Proposition 5.7. For M ∈ Ob M , there is a natural short exact sequence in M :
0→ Σ−1R1(ΣM)→ R1M
ρ1
→ Σ−2ΦΣM → 0.(2)
Proof. The surjectivity of ρ1 is clear, and the exactness as graded vector spaces
follows. It remains to show that ρ1 is A-linear; this is a straightforward calculation,
using the method of proof of Proposition 5.2. Namely, (using the notation of loc.
cit.) the only terms of P iSt1(x) which are non-zero correspond to the cases:
(1) ε = 0, |x| even and i = pt;
(2) ε = 1, |x| odd and i = pt+ 1.

5.6. The Singer evaluation. Writing H∗(BV1) ∼= Λ(u)⊗Fp[v], Φ1 is the algebra
Λ(w)⊗Fp[v
±1], where w = uv has degree −1. The linear morphism ∂ : Φ1 ։ Σ
−1
Fp
sending w to the canonical generator is A-linear by a fundamental result of Singer
(cf. [LS82, Proposition 2.2] for p odd).
Definition 5.4. For M ∈ Ob M , let dM : R1M → Σ
−1M be the natural trans-
formation defined by the composite:
R1M →֒ Φ1⊗M
∂⊗M
→ Σ−1M.
Recall from Section 2.1 the explicit description of DM for M ∈ Ob M as the
quotient DM ∼= M/BM . The following result establishes the interest of the functor
R˜1, corresponding to the origin of the instability condition.
Proposition 5.8. For M ∈ Ob M , the cokernel of dM : R1M → Σ
−1M is
Σ−1DM .
Proof. The element St1(x) can be written as
∑
±wεe
|x|−2i
1 ⊗ β
εP i(x).
There is a basis of R1M consisting of elements of the form
(1) |x| even: Qn1,0St1(x) or wQ
n+1
1,0 St1(x)
(2) |x| odd: e2n+11 St1(x) or we
2n+1
1 St1(x),
where n ≥ 0, and x runs over a homogeneous basis of M .
Calculation gives:
(1) |x| even, d(Qn1,0St1(x)) = (−1)
n+1Σ−1βP
|x|+2n
2 (x);
(2) |x| even, d(wQn+11,0 St1(x)) = (−1)
n+1Σ−1P
|x|+2(n+1)
2 (x);
(3) |x| odd, d(e2n+11 St1(x)) = (−1)
nΣ−1βP
|x|+2n+1
2 (x);
(4) |x| odd, d(we2n+11 St1(x)) = (−1)
n+1Σ−1P
|x|+2n+1
2 (x).
It follows that the image of d is equal to Σ−1BM , whence the result. 
5.7. A connecting morphism. The morphism ΣdM : ΣR1M → M is the tail
of the chain complex introduced in Section 8 and the short exact sequence (2) of
Proposition 5.7 fits into a short exact sequence of chain complexes. An understand-
ing of the connecting morphism induced in homology is required, which is given by
the following
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Proposition 5.9. For M ∈ Ob M , the following diagram commutes
R1ΣM
  //
dΣM

ΣR1M
Σρ1// //
ΣdM

Σ−1ΦΣM
M

M
Σ−1D(ΣM),
in which the three-term sequences are exact.
The associated connecting morphism Σ−1ΦΣM → Σ−1D(ΣM) is induced by
Σ−1λΣM : Σ
−1Φ(ΣM)→M .
Proof. Consider an element Σ−1ΦΣm of Σ−1ΦΣM ; if m is of even degree then, by
the definition of ρ1, ΣSt1(m) ∈ ΣR1M is a lift; under the differential ΣdM , this
maps to βP |m|/2m, as in the proof of Proposition 5.8.
Similarly, if m is of odd degree, Σwe1St1(m) is a lift; under the differential ΣdM ,
this maps to P (|m|+1)/2m.
Now Σm ∈ ΣM is of degree |m|+1. On passing to the cokernel, the morphism is
well-defined and, by inspection, is induced by the morphism Σ−1λΣM , as required.

6. The functors Rs
6.1. Higher total Steenrod powers. As in [HS95, Definition 2.4], for M ∈
Ob M and 0 < s ∈ N, the linear morphism S1 : M → Φ1⊗M can be iterated,
to define Ss :M → Φs⊗M.
Remark 6.1. This recursive interpretation of S1 ◦ Ss−1 as above, rather than as a
map to Φ1⊗(Φs−1⊗M) is one of the unavoidable technicalities of the subject. A
verification is given in [HS95, Lemma 2.5].
The definition of St1 in Definition 5.1 extends to the following, with respect to
the chosen basis of Vs.
Definition 6.1. For M ∈ Ob M and x ∈ M , define Sts(x) := (−1)
s[ |x|2 ]e
|x|
s Ss(x),
so that |Sts(x)| = p
sx.
Remark 6.2. The morphism Sts can also be defined directly by iterating St1.
6.2. Iterating the functor R˜1.
Lemma 6.1. For s ∈ N,
(1) R˜◦s1 : M → M is exact, weakly continuous and κs-connective, where
κs(n) := p
sn;
(2) R˜◦s1 : M → M takes values in R˜
◦s
1 Fp-M .
Proof. The first statement follows from Proposition 3.2 and Corollary 5.1; the sec-
ond is a consequence of the multiplicative properties of R˜1 given in Proposition
5.6. 
Fix a choice of basis for Vs, giving an isomorphism H
∗(BV1)⊗ . . .⊗H
∗(BV1) ∼=
H∗(BVs) and recursively a monomorphism of unstable algebras R˜
◦s
1 Fp →֒ H
∗(BVs).
The following result is required for defining the functors Rs, since it allows restric-
tion to invariants.
Proposition 6.1. For M ∈ Ob M and s ∈ N,
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(1) there is a natural monomorphism R˜◦s1 M →֒ Φs⊗M of functors M →
R˜◦s1 Fp-M , where the right hand side is an R˜
◦s
1 Fp-module via restriction of
the Φs-module structure along R˜
◦s
1 Fp →֒ H
∗(BVs) →֒ Φs;
(2) the underlying R˜◦s1 Fp-module of R˜
◦s
1 M , considered as a submodule of Φs⊗M ,
is free on StsM .
Proof. The first statement is proved by induction upon s, the cases s = 0, 1 being
clear. Suppose that the natural monomorphism R˜◦s−11 M →֒ Φs−1⊗M is defined;
to exhibit the analogous natural transformation for s, since the functors are weakly
continuous, it suffices to restrict to modulesM which are bounded above, by Propo-
sition 3.1. In this case, Proposition 4.3 provides a monomorphism of Φs-modules
Φs ⊗M →֒ Φ1⊗(Φs−1⊗M) and there is a factorization
R˜1(R˜
◦s−1
1 M)
  //
 t
&&◆◆
◆◆
◆◆
◆◆
◆◆
◆
Φ1⊗(Φs−1⊗M),
Φs ⊗M
*


77♦♦♦♦♦♦♦♦♦♦♦
where the image of R˜1(R˜
◦s−1
1 M) in Φs⊗M identifies with the free R˜
◦s
1 Fp-module
on StsM ; by induction this is a straightforward consequence of the identification
of Sts as St1 ◦ Sts−1 and the multiplicative property of St1. The second statement
follows by passage to the limit. 
Definition 6.2. For s ∈ N and M ∈ Ob M , denote by
(1) Ks the unstable algebra Ks := R˜
◦s
1 Fp ∩H
∗(BVs)
S˜Ls ;
(2) R˜sM the sub Ks-module R˜
◦s
1 M ∩ Φ
S˜Ls
s ⊗M .
By convention, the functor R˜0 is the identity.
Remark 6.3. The subobject R˜sM of Φs⊗M is independent of the choice of basis
used in defining the embedding R˜◦s1 M →֒ Φs⊗M .
The introduction of the functors R˜s is not strictly necessary for the constructions
of the paper; however, they exhibit better formal properties than the functors Rs
introduced below, which are worth reviewing.
Corollary 6.1. For s ∈ N:
(1) M 7→ R˜sM defines a functor R˜s : M → Ks-M , equipped with a natural
transformation R˜sM →֒ Φs⊗M of functors with values in Ks-M ;
(2) the underlying Ks-module of R˜sM is free on StsM ;
(3) the functor R˜s : M → M is exact, commutes with colimits, is weakly
continuous and is κs-connective, where κs(n) = p
sn;
(4) for M,N ∈ Ob M , there are natural isomorphisms in Ks-M
R˜s(M ⊗N) ∼= R˜s(M)⊗Ks R˜s(N)
R˜s(ΣM) ∼= ΣesR˜sM.
Proof. An immediate consequence of Lemma 6.1 and Proposition 6.1. 
6.3. The functors Rs. As for s = 1, the functor Rs is constructed by an eigenspace
splitting (cf. Lemma 2.1). The action of Z/2 on H∗(BVs)
S˜Ls induces an action of
Z/2 on Ks by morphisms of unstable algebras, hence an eigenspace decomposition
Ks ∼= K
+
s ⊕K
−
s in K
+
s -U , which passes to Φ
S˜Ls
s
∼= Γs ⊕ (Φ
S˜Ls)− in Γs-M .
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Definition 6.3. For s ∈ N and M ∈ Ob M , let
(1) RsM be the sub K
+
s -module R˜
◦s
1 M ∩ Γs⊗M = R˜sM ∩ Γs⊗M ;
(2) R−s M be the subK
+
s -module R˜
◦s
1 M∩ (Φ
S˜Ls
s )
−⊗M = R˜sM∩ (Φ
S˜Ls
s )
−⊗M .
Remark 6.4. The functor R0 is the identity and R
−
0 = 0.
Proposition 6.2. For s ∈ N,
(1) M 7→ RsM , M 7→ R
−
s M define functors M → K
+
s -M ;
(2) there is a natural monomorphism RsM →֒ Γs⊗M in K
+
s -M ;
(3) there is a natural decomposition R˜sM ∼= RsM ⊕R
−
s M in K
+
s -M and, as
modules over K+s ,
RsM ∼= K
+
s Sts(M
ev)⊕K−s Sts(M
odd)
R
−
s M
∼= K−s Sts(M
ev)⊕K+s Sts(M
odd);
(4) the functors Rs, R
−
s are exact, commute with colimits, are weakly contin-
uous and κs-connective.
Proof. The first statement is clear; the second is a consequence of the restriction
to GLs-invariants, which implies that the constructions are independent of choices.
The third identification follows from the fact that Sts(x) is S˜Ls- invariant and
is GLs invariant if and only if |x| is even; the final statement is an immediate
consequence of Corollary 6.1. 
Remark 6.5. This recovers, in the case M unstable, the definition of the functor
Rs given by Zarati [Zar84, Définition 2.4.5], subject to the identification of the
unstable algebra Ks given in Section 7 below.
The behaviour of Rs with respect to tensor products is slightly more complicated
than for R˜s.
Proposition 6.3. ForM ∈ Ob M , there are natural isomorphisms ofK+s -modules:
Rs(ΣM) ∼= ΣesR
−
s M
R
−
s (ΣM)
∼= ΣesRsM.
In particular, Rs(ΣM) is a sub A-module of ΣRsM .
By construction, for M ∈ Ob M , there are natural inclusions RsM →֒ R˜sM →֒
Φs⊗M , and an induced natural inclusion R
◦s
1 M →֒ R˜
◦s
1 M , for s ∈ N.
Proposition 6.4. Let s be a natural number.
(1) There is a natural embedding Rs →֒ R
◦s
1 which fits into a commutative
diagram of natural transformations of functors with values in K+s -M :
Rs
  //
 _

R◦s1 _

R˜s
  // R˜◦s1
  // Φs⊗− .
(2) For M ∈ Ob M , Rs+2M =
⋂
i+j=s R
◦i
1 R2R
◦j
1 M. as submodules of R
◦s
1 M .
Proof. The first statement is a straightforward verification. The second follows
from the corresponding result for GLs-invariants:
H∗(BVs)
GLs ∼=
⋂
i+j=s−2
H∗(BVs)
GLi,j2
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where GL2 ∼= GL
i,j
2 ⊂ GLs acts on the factor F
⊕2
p in the direct sum decomposition
induced by the basis Vs ∼= F
⊕i
p ⊕ F
⊕2
p ⊕ F
⊕j
p . 
Remark 6.6. The second statement of the Proposition exhibits the quadratic nature
of the functors Rs: they are determined by the functor R1 and the inclusion R2 →֒
R1R1.
As a consequence, one obtains:
Corollary 6.2. For s, t ∈ N and M ∈ Ob M ,
(1) the inclusion Rs+t →֒ R
◦s+t
1 factors as Rs+t →֒ RsRt →֒ R
◦s+t
1 ;
(2) the commutative diagram
Rs+2M
  //
 _

R1Rs+1M _

Rs+1R1M
  // R1RsR1M
is cartesian.
7. The unstable algebra Ks
The explicit description of the functor Rs, for s ∈ N, is completed by identifying
the unstable algebraKs and, via the eigenspace decomposition, the unstable algebra
K+s and the K
+
s -module K
−
s . Of necessity, this involves some calculation. A direct
approach is taken by Zarati in [Zar84]; here an alternative method is indicated,
based on the results of Mùi [Mùi86].
7.1. The unstable algebras Ks,K
+
s and the module K
−
s . Recall the unstable
algebra of Theorem 2.1, which also gives the identification used in the following
statement.
Proposition 7.1. (Cf. [Zar84, Proposition 2.4.7.2].) For s ∈ N,
Ks = Image{H
∗(BAps)→ H
∗(BVs)}
= Λ(M˜s,i|0 ≤ i ≤ s− 1)⊗ Fp[es, Qs,j |1 ≤ j ≤ s− 1].
Proof. (Indications.) For the purposes of this proof, define a functor R˜′1 : M →
H∗(BV1)-M by extension of scalars
R˜
′
1M := H
∗(BV1)⊗K1 R˜1M.
It is clear that R˜′1 restricts to an endofunctor of U which has good multiplicative
properties. In particular, if K is an unstable algebra, then R˜′1K is an unstable
algebra and there is an inclusion of unstable algebras R˜1K →֒ R˜
′
1K.
In [Mùi86, Theorem 3.9], Mùi defines an algebra Mp(s) for s ∈ N, which is a
free graded algebra
Mp(s) ∼= Λ(U1, . . . , Us)⊗ Fp[V1, . . . , Vs]
on explicit generators defined in [Mùi86, Section 2]. Combining [Mùi86, Proposition
2.6] with [Mùi86, Theorem 3.8], one can show that Mp(s) is isomorphic to (R˜
′
1)
◦s
Fp
(hence is an unstable subalgebra of H∗(BVs)). In particular, there is an inclusion
of unstable algebras R˜◦s1 Fp →֒ Mp(s). By [Mùi86, Lemma 3.11]
Mp(s) ∩H
∗(BVs)
S˜Ls ∼= Λ(M˜s,i|0 ≤ i ≤ s− 1)⊗ Fp[es, Qs,j|1 ≤ j ≤ s− 1].
Since Mp(s) = (R˜
′
1)
◦s
Fp, it follows that Mp(s) ∩H
∗(BVs)
S˜Ls = R˜◦s1 Fp, which
is Ks, by definition. 
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Notation 7.1. For 0 < s ∈ N and I ⊂ {0, . . . , s− 1},
(1) let M˜s,I denote the monomial
∏
i∈I M˜s,i, where the factors in the product
are ordered by the natural order on I (in particular M˜s,∅ = 1);
(2) write Iev (respectively Iodd) if |I| is even (resp. odd) and M˜s,Iev (resp.
M˜s,Iodd) for the associated monomials.
Corollary 7.1. For s ∈ N, there is an inclusion of unstable algebras Fp[Qs,j |0 ≤
j ≤ s− 1] →֒ K+s and
(1) K+s is the free Fp[Qs,j ]-module on {esM˜s,Iodd , M˜s,Iev};
(2) K−s is the free Fp[Qs,j ]-module on {esM˜s,Iev , M˜s,Iodd}.
Proof. From their construction (cf. Definition 2.2 and Proposition 2.1) it is clear
that es and the M˜s,i belong to K
−
s and that the Qs,j belong to K
+
s , hence the
stated conclusion follows from Proposition 7.1. 
8. The chain complex
8.1. The complex. Recall from Definition 5.4 the natural transformation dM :
R1M → Σ
−1M .
Definition 8.1. Let ds : RsΣM → Rs−1M be the composite in M :
RsΣM →֒ Rs−1(R1ΣM)
Rs−1dΣM
−→ Rs−1M.
Definition 8.2. For M ∈ Ob M , let D•M denote the chain complex in M with
DsM := ΣRsΣ
s−1M, and differential DsM → Ds−1M induced by ds : RsΣ →
Rs−1.
Remark 8.1. That this is indeed a chain complex (namely d2 = 0) is established in
Proposition 8.2.
The chain complex D•M has the form
. . .→ ΣR3(Σ
2M)→ ΣR2(ΣM)→ ΣR1M →M → 0.
Proposition 8.1. The functor D• : M → Ch≥0M is exact.
Proof. Follows from the exactness of Rs, by Proposition 6.2. 
8.2. The vanishing of d2. The fact that ds defines a chain complex is a conse-
quence of the relationship between the Steenrod algebra and the theory of invariants
established by Singer [Sin83] for p = 2 and developed by Hung and Sum [HS95]
(amongst others) for p odd. This can be proved by direct calculation; here an ap-
proach is taken which exhibits the relationship with the chain complex considered
by [HS95].
Lemma 8.1. The natural transformation R˜1R˜1M →֒ Φ2⊗M factors across the
inclusion ∆2⊗M →֒ Φ2⊗M .
Proof. Since St2 takes values inΦ
S˜L2
2 ⊗M , by Proposition 6.1 it suffices to show that
R˜1R˜1F ⊂ H
∗(BV2)
T2 . By the exactness of R˜1, it suffices to show that R˜1H
∗(BV1)
lies in H∗(BV2)
T2 .
Using the multiplicativity of St1, one reduces further to showing that the ele-
ments St1(x) and St1(y) are T2-invariant, where x, y are the algebra generators of
H∗(BV1); this can be verified by direct calculation. 
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The Singer evaluation ∆1 = Φ1 → Σ
−1
F induces a morphism ∆2 →∆1⊗Σ
−1
F
[HS95, Definition 3.5 and Proposition 3.6(i)]. For M ∈ Ob M , by forming −⊗M ,
this defines ∆2⊗M
∂∆−→∆1⊗Σ
−1M [HS95, Definition 4.1(i)].
The following result relates ∂∆ to the differential of the chain complex.
Lemma 8.2. For M ∈ Ob M , the following diagram commutes:
R˜1R˜1M
R˜1dM//
 _

R˜1(Σ
−1M) _

∆2⊗M
∂∆
// ∆1⊗Σ−1M.
Proof. It is straightforward to check that the morphisms areK1 = R˜1F-linear, with
respect to the evident module structures. Hence it suffices to consider the module
generators St1(z) ∈ R˜1R˜1M , for z ∈ R˜1M . A further simplification is obtained by
localizing, inverting e1 ∈ K1, so that St1(z) can be replaced by S1(z).
Using the weak continuity of the functors, we may assume that M is bounded
above, hence z is an element ofΦ1⊗M . Consider a general element ϕ⊗m ∈ Φ1⊗M ;
a straightforward generalization of Lemma 8.1 shows that S1(ϕ⊗m) lies in ∆2⊗M ,
hence it suffices to prove the more general compatibility replacing z by ϕ⊗m.
Passing around the top of the diagram sends S1(ϕ⊗m) to S1((∂ϕ)m), interpreted
in the obvious way. To calculate the passage around the bottom of the diagram, one
uses the multiplicativity of S1. That one obtains the same element in ∆1⊗Σ
−1
F
follows from the commutativity of the diagram
Φ1
S1 //
∂

Φ1⊗Φ1
1⊗∂

Σ−1Fp
η // Φ1 ⊗ Σ−1Fp,
where η : Σ−1Fp → Φ1 ⊗ Σ
−1
Fp is induced by the unit of Φ1. This is simply a
restatement of the fact that ∂ : Φ1 → Σ
−1
F is A-linear. 
Lemma 8.3. For M ∈ Ob M , the composite R2Σ
2M
d2→ R1ΣM
d1→M is trivial.
Proof. The commutative diagram of Lemma 8.2 restricts using the inclusion R1 →֒
R˜1; the result fits into the commutative diagram:
R2Σ
2M

// R1R1Σ2M

// R1ΣM

// M
Γ2⊗Σ
2M //
..
∆2⊗Σ
2M // ∆1⊗ΣM // M
Γ1⊗ΣM
OO II
where the commutativity of the bottom part of the diagram follows from the first
statement of [HS95, Proposition 3.6(ii)], with the curved arrows induced by ∂2 :
Γ2 → Γ1 ⊗ Σ
−1
F and ∂1 : Γ1 → Σ
−1
F, in the notation of loc. cit. (but making
the desuspensions explicit). Finally, [HS95, Proposition 3.6(ii)] implies that the
composite of the curved arrows is zero, which completes the proof. 
Proposition 8.2. For M ∈ Ob M , D•M is a chain complex in M .
20 GEOFFREY POWELL
Proof. A straightforward (and standard) reduction, based on the quadratic nature
of the construction of D•M , shows that it is sufficient to prove that the composite
R2Σ
2M
d2→ R1ΣM
d1→M is trivial; this is proved as Lemma 8.3 above. 
Remark 8.2. The above analysis of the differential also serves to establish that, for
M ∈ Ob M , there is a natural monomorphism of chain complexes D•M →֒ Γ
+
•M,
where Γ+•M is the chain complex of [HS95, Section 4].
9. The natural transformations ρs and fundamental short exact
sequences
9.1. The higher natural transformation ρs. Recall from Definition 5.3 the
morphism ρ1 : R1M → Σ
−2ΦΣM .
Definition 9.1. For M ∈ Ob M and 0 < s ∈ N, let ρs : RsM → Σ
−2ΦΣRs−1M
be the natural transformation given by the composite:
RsM →֒ R1Rs−1M
ρ1
→ Σ−2ΦΣRs−1M.
The morphism ρs features in the short exact sequence of complexes which is the
key to the proof of the main result of the paper.
9.2. Linearity of ρs over Fp[Qs,i]. The following is straightforward:
Lemma 9.1. Let K be an unstable algebra concentrated in even degrees. For M ∈
K-M , Σ−2ΦΣM has a natural ΦK-module structure defined by (Φk)(Σ−2ΦΣm) =
Σ−2ΦΣ(km).
Lemma 9.2. [KM07, Proposition 2.9] For 0 < s ∈ N and a linear monomorphism
i : Vs−1 →֒ Vs, the following commutes in unstable algebras:
Fp[Qs,0, . . . , Qs,s−1]
ϕs //
 _

Fp[Qs−1,0, . . . , Qs−1,s−2] _

H∗(BVs)
i∗
// // H∗(BVs−1)
where ϕsQs,0 = 0 and ϕsQs,j = Q
p
s−1,j−1, for j > 0. In particular, ϕs factorizes
as:
Fp[Qs,0, . . . , Qs,s−1]
ϕs
։ ΦFp[Qs−1,0, . . . , Qs−1,s−2] →֒ Fp[Qs−1,0, . . . , Qs−1,s−2].
Corollary 7.1 provides an inclusion of unstable algebras Fp[Qs,i] →֒ K
+
s , so that
RsM is an object of Fp[Qs,i]-M ; Σ
−2ΦΣRs−1M is also an object of Fp[Qs,i]-M by
restriction along ϕs of the ΦFp[Qs−1,j]-module structure provided by Lemma 9.1.
The following result can be compared with [Zar84, Sections 4.3.2 and 4.6].
Proposition 9.1. For M ∈ Ob M and 0 < s ∈ N, ρs : RsM → Σ
−2ΦΣRs−1M is
a morphism of Fp[Qs,i|0 ≤ i ≤ s− 1]-modules.
Proof. By Proposition 5.6, R1Fp[Qs−1,j] is an unstable algebra and there is an
inclusion of unstable algebras Fp[Qs,i] →֒ R1Fp[Qs−1,j ]. It is a standard calculation
to show that
Qs,0 = Q1,0St1(Qs−1, 0)
Qs,i = Q
pi
1,0St1(Qs−1,i) + St1(Qs−1,i−1),
where 0 < i < s.
To prove the result, by restriction along the Fp[Qs,i]-linear inclusion RsM →֒
R1Rs−1M , it suffices to show that ρ1 : R1N → Σ
−2ΦΣN is Fp[Qs,i]-linear for
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N ∈ Ob Fp[Qs−1,j ]-M , where R1N is a module by restriction of the R1Fp[Qs−1,j ]-
module structure of Proposition 5.6 along Fp[Qs,i] →֒ R1Fp[Qs−1,j ] and the module
structure of Σ−2ΦΣN is as above.
Using the explicit description of ρ1 given in Definition 5.3, this is a straightfor-
ward consequence of the multiplicativity of St1 and the observation that, modulo
Q1,0, Qs,0 ≡ 0 and Qs,i ≡ St1(Qs−1,i−1) for i > 0, by the above equations. 
9.3. The fundamental short exact sequence.
Proposition 9.2. (Cf. [Zar84, Définition-Proposition 4.5.1].) For M ∈ Ob M
and 0 < s ∈ N, there is a natural short exact sequence in Fp[Qs,i]-M :
0→ Σ−1Rs(ΣM)→ RsM
ρs
→ Σ−2ΦΣRs−1M → 0.
A key reduction is given by the following result:
Lemma 9.3. For M ∈ Ob M and 0 < s ∈ N, there is a commutative diagram of
exact sequences
0 // Σ−1Rs(ΣM) // _

RsM
ρs //
 _

Σ−2ΦΣRs−1M
0 // Σ−1R1Σ(Rs−1M) // R1Rs−1M
ρ1 // Σ−2ΦΣRs−1M // 0.
Proof. The bottom row is provided by Proposition 5.7 and RsM →֒ R1Rs−1M is
the inclusion of Corollary 6.2. A standard calculation (compare [Zar90, Définition-
Proposition 4.5.1]) shows that the left hand square is a pullback. The exactness of
the top row follows. 
The proof of Proposition 9.2 is completed by showing that ρs is surjective. This
relies upon the knowledge of the structure of K+s and K
−
s (see Corollary 7.1).
Indeed, the necessary calculational input is already contained within the calculation
of Ks in Proposition 7.1. This allows for the following quick proof.
of Proposition 9.2. The functors appearing in the putative short exact sequence
are weakly continuous, exact and commute with colimits. Hence, by Proposition
3.1, one reduces to the case where M is of the form ΣtFp, for t ∈ Z. Moreover, to
prove exactness, it suffices to consider the underlying graded vector spaces; these
are of finite type, hence by the exactness of the top row of Lemma 9.3, it suffices
to check that the Euler-Poincaré characteristic of the sequence is zero. This is a
direct verification. 
Remark 9.1. An alternative proof is to show the surjectivity of ρs directly, as in
[Zar84, Définition-Proposition 4.5.1], using the explicit identification of K+s and
K−s and exploiting the Fp[Qs,i]-linearity established in Proposition 9.1.
By an argument similar to that of Corollary 7.1, the cokernel of Σ−1RsΣM →֒
RsM is a free Fp[Qs,j |1 ≤ j ≤ s−1]-module on elements of the form M˜s,IevSts(m
ev)
or M˜s,IoddSts(m
odd) as m runs through a basis of M , with the superscript repre-
senting the parity of |m|.
The elements M˜s,I can be written in one of the following forms:
M˜s,0M˜s,Jodd or M˜s,Jev , |I| ≡ 0 (2)
M˜s,0M˜s,Jev or M˜s,Jodd , |I| ≡ 1 (2)
where J ⊂ {1, . . . , s− 1}.
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As in the proof of Proposition 9.1, the multiplicativity of St1 together with the
identification of the inclusion Ks →֒ R˜1Ks−1 give:
M˜s,0M˜s,JoddSts(m
ev) 7→ ±Σ−2ΦΣes−1M˜s−1,J˜oddSts−1(m
ev)
M˜s,JevSts(m
ev) 7→ ±Σ−2ΦΣM˜s−1,J˜evSts−1(m
ev)
M˜s,0M˜s,JevSts(m
odd) 7→ ±Σ−2ΦΣes−1M˜s−1,J˜evSts−1(m
odd)
M˜s,JoddSts(m
odd) 7→ ±Σ−2ΦΣM˜s−1,J˜oddSts−1(m
odd),
where, for J ⊂ {1, . . . , s−1}, J˜ is the subset of {0, . . . , (s−1)−1} which is induced
by the order preserving surjection {1, . . . , s− 1}։ {0, . . . , (s− 1)− 1}.
The surjectivity of ρs follows.
9.4. The short exact sequence of chain complexes.
Theorem 9.1. For M ∈ Ob M , there is a natural short exact sequence of chain
complexes in M :
0→ Σ−1D•ΣM → D•M
ρ•
→ Σ−1ΦD•−1ΣM → 0,
which, in homological degree s, is the suspension of
0→ Σ−1Rs(Σ
sM)→ Rs(Σ
s−1M)
ρs
→ Σ−2ΦΣRs−1(Σ
s−1M)→ 0.
Proof. It is sufficient to show that the short exact sequences of Proposition 9.2
induce morphisms of chain complexes. By construction, the monomorphisms are
compatible with the differential, hence it suffices to show that the morphisms ρs
induce a morphism of chain complexes.
The cases s ≤ 1 are immediate, hence fix s ≥ 2 and set N := Σs−1M . There is
a natural commutative diagram in M :
RsN
  //
 _

R1Rs−1N _

ρ1 // Σ−2ΦΣRs−1N _

Rs−1R1N
  //

R1Rs−2R1N
ρ1 //

Σ−2ΦΣRs−2R1N

Rs−1Σ
−1N 
 // R1Rs−2Σ−1N ρ1
// Σ−2ΦΣRs−2Σ−1N,
in which the lower vertical arrows are induced by R1N
d
→ Σ−1N and the upper part
of the diagram corresponds to embedding the functor Rs in composite functors (see
Corollary 6.2). The commutativity of the right hand side of the diagram follows
from the naturality of ρ1.
The top and bottom horizontal composites correspond respectively to ρs and
ρs−1, whereas the the left and right hand vertical composites are (up to suspension)
the differentials in the respective chain complexes. The result follows. 
10. Derived functors of destabilization
The proof of Theorem 10.1, the main result of the paper, is analogous to the
approach taken by Singer [Sin80a] to the study of the derived functors of iterated
loop functors.
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10.1. First properties of the chain complex D•M .
Notation 10.1. For M ∈ Ob M and s ∈ N, write DsM for Hs(D•M).
The following two lemmas are straightforward:
Lemma 10.1. For s ∈ N, Ds defines an additive functor M → M and a short
exact sequence 0→ K →M → Q→ 0 of M induces a long exact sequence in M :
. . .→ DsK → DsM → DsQ→ Ds−1K → . . . .
Lemma 10.2. For M ∈ Ob M , the short exact sequence
0→ Σ−1D•ΣM → D•M
ρ•
→ Σ−1ΦD•−1ΣM → 0
of Theorem 9.1 induces a natural long exact sequence in M :
. . .→ Σ−1DsΣM → DsM → Σ
−1ΦDs−1ΣM
λs−1
→ Σ−1Ds−1ΣM → . . . .
The κs-connectivity of Rs (see Proposition 6.2) implies the following:
Lemma 10.3. For s ∈ N and M ∈ Ob M , |DsM | ≥ 1 + p
s(|M |+ s− 1).
By construction of the chain complex and Proposition 5.8:
Proposition 10.1. For M ∈ Ob M , D0M ∼= DM .
10.2. The main results. The following provides the input to the delta-functor
type argument used to prove Theorem 10.1:
Proposition 10.2. For t ∈ Z and 0 < s ∈ N, Ds(Σ
tA) = 0.
Proof. The proof is by induction on s, starting with s = 1. In low degrees, the long
exact sequence of Lemma 10.2 has the form
Σ−1D1ΣM → D1M → Σ
−1ΦDΣM
Σ−1λ
→ Σ−1DΣM,
using Proposition 10.1 to identify D0 with D and Proposition 5.9 to identify the
connecting morphism. For M = ΣtA, the morphism Σ−1λ is the desuspension of
λ : ΦF (t+ 1)→ F (t+ 1),
since DΣ(ΣtA) is the free unstable module F (t+1). This morphism is injective (see
[Zar84, Lemme 3.1.1] or [Li80]), hence Σ−1D1(Σ
t+1A)։ D1(Σ
tA), is surjective. It
follows, using κ1-connectivity (cf. Lemma 10.3), that D1(Σ
tA) = 0, ∀t.
The inductive step uses a similar argument: by induction, we may suppose that
Ds−1Σ
tA is zero ∀t. Hence, by Lemma 10.2, Σ−1DsΣ
t+1A ։ DsΣ
tA is surjective
∀t. Again, it follows from the connectivity result Lemma 10.3 that Ds(Σ
tA) = 0,
for all integers t. 
The main result of the paper follows, as for the proof of [Sin80a, Theorem 6.6].
Theorem 10.1. For M ∈ Ob M and s ∈ N, there is a natural isomorphism
DsM ∼= DsM.
Remark 10.1. The theorem shows, in particular, that the homology Hs(D•M) is
an unstable module, which is not transparent from the construction.
Corollary 10.1. For s ∈ N and M ∈ Ob M , |DsM | ≥ 1 + p
s(|M |+ s− 1).
Theorem 10.1 recovers the main results of [Zar84]:
Corollary 10.2. [Zar84, Théorème 2.5] For M ∈ Ob U and s ∈ N, there is a
natural isomorphism Ds(Σ
1−sM) ∼= ΣRsM.
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Proof. The relevant portion of the chain complex D•Σ
1−sM is
ΣRs+1ΣM → ΣRsM → ΣRs−1Σ
−1M ;
the fact that M is unstable implies that the two differentials are trivial. 
Recall that the loop functor Ω : U → U is the left adjoint to suspension Σ and
Ω1 is the unique non-trivial higher left derived functor of Ω. There is a short exact
sequence for calculating the composite of derived functors of destabilization with
desuspension (cf. [Zar84]), for M ∈ Ob U and s ∈ N:
0→ ΩDsM → DsΣ
−1M → Ω1Ds−1M → 0.
Corollary 10.3. (Cf. [Zar84, Section 4.8].) For M ∈ Ob U and 0 < s ∈ N, there
is a natural short exact sequence of unstable modules
0→ RsM → DsΣ
−sM → Ω1Ds−1Σ
1−sM → 0.
Remark 10.2. As observed by Zarati in [Zar84, Remarque 4.8], the morphism
RsM → DsΣ
−sM is not in general an isomorphism; for example, RsF → DsΣ
−s
F
is not an isomorphism for s≫ 0.
11. Module structures
For s ∈ N, K+s is a sub-unstable algebra of H
∗(BVs) and, for any A-module N ,
RsN is naturally an object of K
+
s -M . The purpose of this section is to show that
some of this structure passes to the derived functors Ds.
11.1. Linearity results. As in Section 8.2, the work of Hung and Sum can be
used to analyse the chain complex D•M , generalizing Lemma 8.2 as follows. The
multiplicative coproduct ψs−1,1 : ∆s → ∆s−1 ⊗∆1 of [HS95, Section 3], restricts
to a coproduct ψs−1,1 : Γs → Γs−1 ⊗ Γ1. By the identification of the algebra Γs
(cf. Proposition 2.2), this is determined by the following special case of [HS95,
Proposition 3.3].
Lemma 11.1. For 0 < s ∈ N:
ψs−1,1Qs,j =
{
Qps−1,0 ⊗Q1,0 j = 0
Qp−1s−1,0Qs−1,j ⊗Q1,0 +Q
p
s−1,j−1 ⊗ 1 j > 0;
ψs−1,1Rs,j =
{
Qp−1s−1,0Rs−1,j ⊗Q1,0 +Q
p−1
s−1,0Qs−1,j ⊗R1,0 0 ≤ j < s− 1
Qp−1s−1,0 ⊗R1,0 j = s− 1.
Definition 11.1. [HS95, Definition 3.5 and Proposition 3.6(ii)] For 0 < s ∈ N , let
∂s : Γs → Γs−1 ⊗ Σ
−1
Fp denote the composite
Γs
ψs−1,1
→ Γs−1 ⊗ Γ1
Γs−1⊗∂
→ Γs−1 ⊗ Σ
−1
Fp.
Proposition 11.1. For M ∈ Ob M and 0 < s ∈ N, there is a natural commutative
diagram
RsΣM
ds //
 _

Rs−1M _

Γs⊗ΣM
∂s⊗ΣM
// Γs−1⊗M,
in which the vertical morphisms are the canonical inclusions.
Proof. The result follows from Lemma 8.2 (cf. also Remark 8.2). 
The key to the linearity results is the following Lemma.
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Lemma 11.2. ForM ∈ Ob U , t ∈ N and u :=
[
t+1
2
]
, the submodule Qus,0Rs(Σ
−tM)
of Rs(Σ
−tM) ⊂ Γs ⊗ Σ
−tM is contained in H∗(BVs)
GLs ⊗ Σ−tM ⊂ Γs ⊗ Σ
−tM .
Proof. By choice of u, Σ2uΣ−tM is unstable and hence RsΣ
2uΣ−tM is a submodule
of H∗(BVs)
GLs ⊗ Σ2uΣ−tM .
There is a natural isomorphism RsΣ
2uΣ−tM ∼= Σ2uQus,0Rs(Σ
−tM), considered
as a submodule of Σ2uRs(Σ
−tM), by Proposition 6.3. The result follows. 
Consider the differential ds : ΣRsΣ
s−1N → ΣRs−1Σ
s−2N of D•N . The first
term is a module over Fp[Qs,i] and the second over Fp[Qs−1,j ], hence over Fp[Qs,i],
via ϕs of Lemma 9.2.
In general, the differential is not Fp[Qs,i]-linear; however it becomes linear when
N is an iterated desuspension of an unstable module, after restricting to subalgebras
of the form ΦkFp[Qs,i], for suitably large k.
Proposition 11.2. For M ∈ Ob U , t ∈ N, u :=
[
t+1
2
]
and w ∈ N such that
pw ≥ u, the morphism ds : Rs(Σ
−tM)→ Rs−1(Σ
−(t+1)M). is ΦwFp[Qs,i]-linear.
Proof. By Proposition 11.1 there is commutative diagram
RsΣ
−tM
ds //
 _

Rs−1Σ
−(t+1)M _

Γs ⊗ Σ
−tM
ψs−1,1⊗1
// Γs−1 ⊗ Γ1 ⊗ Σ−tM
1⊗∂⊗1
// Γs−1 ⊗ Σ−(t+1)M.
(Here the instability of M implies that large tensor products are unnecessary.)
The vertical inclusions are morphisms of Fp[Qs,i]-modules and Fp[Qs−1,j ]-modules
respectively; the latter can be considered as a morphism of Fp[Qs,i]-modules as
above, via the morphism ϕs of Lemma 9.2. It suffices to show that the composite
is ΦwFp[Qs,i]-linear.
Lemma 11.2 and Lemma 11.1 imply that the image of RsΣ
−tM in Γs−1 ⊗Γ1 ⊗
Σ−tM lies in the submodule
(Qps−1,0 ⊗Q1,0)
−u
(
H∗(BVs−1)
GLs−1 ⊗H∗(BV1)
GL1 ⊗ Σ−tM
)
.
After multiplying by an element of H∗(BVs−1)
GLs−1 ⊗H∗(BV1)
GL1 of the form
α⊗Qn1,0, where n ≥ u, this element lies in Γs−1 ⊗H
∗(BV1)
GL1 ⊗ Σ−tM , which is
contained in the kernel of the morphism induced by ∂1.
By Lemma 11.1,
ψs−1,1Q
pw
s,j =
{
Qp
w+1
s−1,0 ⊗Q
pw
1,0 j = 0
Q
(p−1)pw
s−1,0 Q
pw
s−1,j ⊗Q
pw
1,0 +Q
pw+1
s−1,j−1 ⊗ 1 j > 0.
The hypothesis pw ≥ u allows the previous remark to be applied, so that the terms
involving Qp
w
1,0 can be discarded. The result follows. 
11.2. Module structures on derived functors of destabilization.
Theorem 11.1. For M ∈ Ob U and s, t, w ∈ N such that pw ≥
[
t−s+1
2
]
,
Ds(Σ
−tM) has a natural Φw+1Fp[Qs,i]-structure in U .
If t ≤ s, then Ds(Σ
−tM) has a natural Fp[Qs,i]-module structure in U .
Proof. By Theorem 10.1, DsΣ
−tM is calculated as the homology of:
ΣRs+1(Σ
s−tM)
ds+1
→ ΣRs(Σ
s−t−1M)
ds→ ΣRs−1(Σ
s−t−2M).
The morphism ds is Φ
w
Fp[Qs,i]-linear, by Proposition 11.2, hence the kernel has a
naturalΦwFp[Qs,i]-module structure inM , which restricts to a naturalΦ
w+1
Fp[Qs,i]-
module structure in M .
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Similarly, the morphism ds+1 is Φ
w
Fp[Qs+1,l]-linear; hence the image is naturally
a sub ΦwFp[Qs+1,l]-module of ΣRs(Σ
s−t−1M) in M , where the Fp[Qs+1,l]-structure
on ΣRs(Σ
s−t−1M) is induced by restriction along ϕs+1 : Fp[Qs+1,l] → Fp[Qs,i],
which surjects onto the subalgebra ΦFp[Qs,i] by Lemma 9.2. It follows that the
image of ds+1 is a sub Φ
w+1
Fp[Qs,i]-module in M and hence the homology has a
natural Φw+1Fp[Qs,i]-module structure, as required.
In the case t ≤ s, one can take w = 0; the differential ds+1 is trivial, hence the
additional Φ is unnecessary. 
Remark 11.1. The case t < s is immediate from Zarati’s result (recovered here as
Corollary 10.2), which provides a K+s -module structure.
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