We describe a novel, multi-task recommendation model, which jointly learns to perform rating prediction and recommendation explanation by combining matrix factorization, for rating prediction, and adversarial sequence to sequence learning for explanation generation. The result is evaluated using real-world datasets to demonstrate improved rating prediction performance, compared to state-of-the-art alternatives, while producing effective, personalized explanations.
INTRODUCTION
Recommender systems learn to predict the degree to which a user will like an item (rating prediction), which helps customers make better purchasing decisions and drives sales and loyalty for online businesses. Collaborative Filtering (CF) is a widely adopted recommendation approach, which predicts the interest of a user by collecting preference information, in the form of purchases or ratings, from many users; see [28, 40] . CF depends on user-item ratings, but the inherent sparsity of such ratings often limits accurate predictions. Modern CF algorithms attempt to exploit latent features [23] to represent users and items, which can lead to a lack of transparency for recommender systems. Such transparency issues can become severe when it comes to the case of e-commerce websites since latent features cannot be easily labelled. In order to build trust between a recommender system and its users, it has become important to complement recommendations with explanations so that users can understand why a particular item has been suggested [36, 49] .
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. To improve the accuracy and explainability of recommender systems, the recommender systems community has recently tried to harness user-generated reviews as a new source of recommendation data [4, 9, 10, 12, 13, 18] . It is now feasible to automatically mine the opinions expressed by users in user-generated reviews. These mined opinions can supplement user preferences and product features, even when user-item ratings are scarce, and these opinions can often reveal hidden factors which influence customer choices [11, 14, 37] . Unsurprisingly, researchers have recently turned their attention to the potential of utilizing user-generated reviews as auxiliary information for enhancing recommendation performance [30] . Meanwhile, in an attempt to provide explainable recommendations, lately there has been a growing interest in the task of review generation. User-generated reviews can be viewed, in part at least, as explanations of the ratings given by users.
In this paper, we propose a novel multi-task learning framework that jointly learns to perform rating prediction and recommendation explanation from user-generated reviews. The traditional approach to recommendation explanation has an important limitation since it can only learn user preferences and item properties that are explicitly stated in observed reviews [44] . On the other hand, collaborative filtering techniques can discover the implicit interest of the user in the attributes of the item from customer feedback such as clicks or ratings. In the multi-task learning framework, the explanation generation process is augmented by the collaborative filtering model so that it can reveal the underlying factors that determine user's opinion towards an item even if they were never implied by the user. In addition, the multi-task learning framework encourages the model to provide an explanation together with its prediction. This effectively regularizes the model and enhances the generalization capability so that it can perform well on the unseen test dataset. Last but not least, jointly optimizing recommendation and explanation in a multi-task learning setting enforces consistency between the suggested recommendation and the provided explanation.
In what follows, we will demonstrate how we can integrate a sequence-to-sequence learning model with matrix factorization. Briefly speaking, we employ a matrix factorization model for rating prediction, and a sequence-to-sequence learning model for explanation generation, by generating personalized reviews for a given recommendation, user pair. We exploit the natural overlap between the latent factor vectors learned by matrix factorization and the textual features learned by the sequence autoencoder, allowing the individual models to regularize each other. The jointly trained model achieves strong results on both the task of rating prediction, beating the state-of-the-art, and on the task of recommendation explanation.
RELATED WORK
This paper attempts to extend recent progress on latent factor models and natural language processing [23, 31, 33, 39, 50] , for review mining in a recommendation setting, by combining them into a multi-task learning framework. Latent factor models are commonplace in recommender systems research. They represent users and items as fixed-dimensional vectors encoding user preferences and item features. Matrix factorization based methods [23, 33, 39] are a popular class of latent factor models. By mapping both users and items to a joint latent factor space, matrix factorization can model user-item interactions as inner products of the user and item latent factor vectors. However, matrix factorization based methods are known to suffer from the aforementioned sparseness and transparency issues.
A proven and effective approach to solving the sparseness and transparency issues is to mine opinions and features from usergenerated reviews. For example, the Hidden Factor as Topics (HFT) model [31] combines matrix factorization with Latent Dirichlet Allocation (LDA) [2] to utilize textual features from review texts. The authors demonstrate how the topic-level word clusters can help to interpret the "hidden factors" learned by matrix factorization. In [50] , the authors propose the Explicit Factor Model, which utilizes phrase-level sentiment analysis for identifying "topics" that are correlated with user ratings. Deep Cooperative Neural Networks (DeepCoNN) [51] model user-item interactions based on review texts by utilizing a factorization machine model [38] on top of two convolutional neural networks [24] . The TransNets model [3] extends the DeepCoNN model by introducing an additional layer that is regularized by the latent representation of review texts.
Recently, sequence-to-sequence (seq2seq) deep neural network models [42] have been used in various tasks, ranging from text summarization [34] to question answering [52] . In particular, researchers have found that special seq2seq learning models called sequence autoencoders can be utilized in tasks such as sentiment analysis [6] and topic modeling [25] . These seq2seq generative models are also exploited to generate customer reviews for addressing recommendation explanation issues. For example, [45] proposed the opinion recommendation model which learns to generate customized review scores along with customized reviews.
Inspired by the success of Generative Adversarial Nets [16] in the computer vision literature, in recent years, the idea of adversarial training for natural language processing has been extensively explored. These adversarially trained models have demonstrated superior performance to their maximum likelihood counterparts, particularly in the task of natural language generation [27] . For example, the SeqGAN model [48] introduced a policy gradient based approach to effectively training generative adversarial nets for sequences generation tasks. Similarly, [26] utilizes adversarial training for open-domain dialogue generation. In order to address the non-differentiability problem associated with sequence generation frameworks, both models utilize the REINFORCE algorithm [46] together with Monte Carlo search for estimating the gradients.
A MULTI-TASK LEARNING APPROACH
In this section, we present the detail of our proposed recommendation model, which jointly learns to predict the rating of a target user for an item, and to generate a review, to serve as an explanation, for a particular user, item, or user-item pair. The overall architecture of the proposed model is presented in Figure 1 . We begin by describing an adversarial seq2seq learning model that is capable of generating reviews for each user or item, which helps to improve the interpretability of latent factor models. Then we demonstrate how we can extend the base model to generate personalized customer reviews for specific items. After that, we introduce a context-aware extension of the probabilistic matrix factorization model that incorporates textual features learned from review documents. Finally, we propose a multi-task learning model that simultaneously learns to perform rating prediction and review generation, followed by a computational framework for optimizing the parameters.
Adversarial Sequence-to-Sequence Learning
We propose an encoder-decoder architecture capable of generating relevant reviews conditioned on observed review documents. To begin with, we need to define the concept of the review document, which is used throughout the paper. We refer to the set of all reviews written by user i as the user review document d u,i . Similarly, the collection of reviews written for item j is referred to as the item review document d v, j . Note that d u,i and d v, j may not be mutually exclusive, as a review written by user i on item j will be both included in d u,i and d v, j . In other words, d u,i ∩ d v, j ∅ if and only if user i has written a review on item j.
We assume that user and item review documents are inherently different from each other. The former are indicative of user preferences, while the latter describe the features of items. For example, if "price" is frequently mentioned in a user's review document, we may infer that the price of the product would greatly affect the user's purchasing behavior. On the other hand, if a majority of reviews in an item's review document complain about the "poor quality", it is likely that the product suffers from serious quality issues. In order to capture such differences, we employ the same network architecture for modeling user and item review documents, but with different sets of parameters. For conciseness we only describe the user review document modeling framework in detail, noting that a similar approach is taken for item review documents but with item-specific details instead of user-specific ones.
The traditional approach to optimizing seq2seq models works by feeding ground-truth annotations at each time step during training. Such optimization strategy can lead to the problem of exposure bias [47] ; i.e., at test time, the model is exposed to its own predictions so that the error accumulates through time. In order to combat this, we employ an adversarial training process, in which we simultaneously train a generator network and a discriminator network. The former learns to create fake reviews that can fool the discriminator, while the latter aims at detecting these adversarial samples.
3.1.1 Recurrent Review Generator. Given the user review document d u,i , we expect the user review generator to generate reviews that are likely to be written by user i. To this end, we employ a recurrent neural network based, seq2seq learning framework consisting of two primary components: (1) a user document encoder and (2) a user review decoder. For user i, the user document encoder first maps the review document d u,i onto a D-dimensional vector U i , which can be thought of as the textual features extracted from the review document. Next, based on the textual feature vector U i , the user review decoder generates a review that is coherent with those in the review document. Both the user document encoder and the user review decoder are built using the Gated Recurrent Unit (GRU) [5] . The advantage of utilizing a GRU instead of the vanilla recurrent unit is that the internal gating mechanism of the GRU enables it to capture long-term dependencies in sequences. Now we describe the architectural detail of the recurrent review generator. Suppose we have a user i and the corresponding review document d u,i . For each review in the document, the user document encoder first maps each word w t in the word sequence (w 1 , w 2 , ..., w T ) into the respective k-dimensional vector representation x t ∈ R k through an embedding lookup operation. The embedding matrix is initialized with pre-trained word vectors obtained from word2vec [32] , and then fine-tuned with back-propagation.
The word vectors are then fed into a bidirectional GRU which consists of a forward GRU that reads the input sequence in the usual order and a backward GRU that reads the input sequence in the reverse order. Utilizing a bidirectional GRU enables the document encoder to effectively summarize long sequences without loss of information. We concatenate the forward activation and backward activation at the last time step to obtain the vector representation of the review; i.e., h T = ⃗ h T , ⃗ h T , where ⃗ h T and ⃗ h T are the hidden activations at the last time step for the forward GRU and the backward GRU, respectively.
After obtaining the vector representations for all the reviews in the review document d u,i , the textual feature vector U i for user i is then generated by averaging all the vectors. The textual feature vector is expected to encode all the necessary information about the user, based on which the user review decoder could generate user-specific reviews.
Given the textual feature vector U i , the user review decoder learns to generate user-specific reviews that reflect the encoded user preferences, through estimating the conditional probability
where (y i,1 , ..., y i,T ′ ) is the predicted review with length T ′ . The user review decoder utilizes a single decoder GRU that iteratively generates reviews word by word. At time step t, the decoder GRU first embeds the output word y i,t −1 at the previous time step into the corresponding word vector x i,t −1 ∈ R k , and then concatenates it with the user textual feature vector U i , i.e.,
The concatenated vector is provided as input into the decoder GRU to obtain the hidden activation h t . Then the hidden activation is multiplied by an output projection matrix and passed through a softmax over all the words in the vocabulary to represent the probability of each word given the current context. The output word y i,t at time step t is sampled from the multinomial distribution given by the softmax. Note that, at each time step, the user textual feature vector U i is fed into the decoder GRU along with the word vectors. This ensures that user-specific information is well maintained during the process of generating long sequences.
We assume that the output word y i,0 at time step 0 is a special SOS token that indicates the start of the sequence, and that the hidden activation h 0 is a vector of all zeros. The review decoder iteratively generates word tokens until it outputs an EOS token, which stands for the end of the sequence.
Convolutional Review Discriminator.
While the user review generator endeavors to generate reviews that are likely to be written by the users, the user review discriminator learns to distinguish the adversarial samples from authentic reviews. Given a candidate review and a target user, the user review discriminator utilizes two decision criteria to determine whether the review is indeed written by the user. Firstly, and most importantly, the discriminator determines the extent to which the given review seems to be written by human beings. If the review is written in a style that is rarely observed in human-generated texts, the discriminator can immediately make the decision with high confidence that the review is not an authentic one. Secondly, the discriminator determines the likelihood that the review is generated by the target user. This ensures that the user review generator cannot simply produce a human-readable text, but further constrains the review to be topically relevant to the observed reviews in the user review document.
The network architecture of the convolutional review discriminator is a slight variant of the convolutional neural net commonly utilized for document classification [21] ; see Figure 2 . To begin with, each word in the review is mapped to the corresponding word vector, which is then concatenated with a user-specific vector that identifies user information. The user-specific vectors are learned together with other parameters during training. The concatenated vector representations are then processed by a convolutional layer, followed by a max-pooling layer and a fully-connected projection layer. The final output unit is a sigmoid non-linearity, which squashes the probability into the [0, 1] interval.
Adversarial Training for Review Generation with REINFORCE.
Now we describe the REINFORCE algorithm for the adversarial training of review generation. We assume that the generator G θ is a virtual agent whose objective is to receive as much cumulative reward per trial as possible. The reinforcement (reward), on the other hand, is assigned by the discriminator D ϕ based on its confidence that the review produced by the generator is an authentic one. In other words, the goal of the generator is to learn to create fake reviews that resemble ground-truth reviews so as to fool the discriminator with its generated samples.
The discriminator network in our model is trained via stochastic gradient ascent. The training objective of the discriminator is to minimize the probability of classifying adversarial samples to be authentic, while maximizing the probability of assigning correct labels to ground-truth reviews. The training objective can thus be expressed by the function as follows:
where Y ∼ p dat a refers to samples drawn from ground-truth reviews and Y ′ ∼ G θ refers to samples produced by the generator.
For each training step of the discriminator, we first sample a set of K ground-truth reviews {Y i | Y i ∼ p dat a , i = 1, . . . , K } and another set of K machine-generated reviews
Then we compute the gradient of the discriminator with respect to the objective function, and employ gradient ascent to update the parameters of the discriminator.
Due to the fact that sequence generation is carried out through a discrete sampling process, the gradient cannot be directly backpropagated from the discriminator to the generator. In order to bypass the indifferentiability problem, we employ the policy gradient algorithm [46] to estimate the gradient of the objective function J (θ ) with respect to the generator's parameters θ :
where R(Y ′ i ) is the reward assigned by the discriminator to the i-th generated sequence Y ′ i , and b (Y ′ i ) denotes the baseline value for reducing the variance.
As in [26] , we utilize Monte Carlo search for approximating the state-action values. Briefly speaking, in order to estimate the reward for each intermediate step, starting from a partially decoded sequence, we repeat the process of sampling tokens until finishing for K times. Then we average the rewards assigned for these K sequences with a shared common prefix to obtain the expected reward.
For the purpose of multi-task learning, we regularize the textual features learned by the document encoder with the user coefficient matrix learned by matrix factorization. The rationale is that such a setting would enable the seq2seq model to exploit the user preferences inferred from the collaborative filtering approach, instead of merely relying on features learned from review documents. The loss function of the generator can thus be written as
where U is the user coefficient matrix learned by matrix factorization, which we describe in Section 3.3. U is the matrix of the user textual features learned by the user document encoder and λ is a weighting factor that controls the relative importance of the reconstruction loss and the regularization loss.
Up to now, we have described the network architectures of the user review generator and the user review discriminator, together with the adversarial training process for optimization. As we mentioned earlier, the item review generator and the item review discriminator employ the same architectures as their user-specific counterparts, but with different parameters. In order to generate a review for item j, the item review generator first utilizes the item document encoder to extract the item textual feature V j from the item review document d v, j , and then employs the item review decoder to generate the review on a token by token basis.
Generating Personalized Explanation
In Section 3.1, we demonstrate that the adversarial seq2seq model is capable of generating reviews for each user or item. These generated reviews can help to reveal user preferences and item attributes, in the sense that they essentially summarize the features that distinguish users and items from each other. However, for the purpose of this paper, we are more interested in generating personalized review predictions for each item, which provides recommendation explanation at a finer level of granularity. Now we describe the approach to generating a personalized recommendation explanation for user i on item j. As before, we first extract user and item textual features U i and V j from review documents d u,i and d v, j , utilizing the user and item document encoders. Then, instead of employing separate review decoders for generating user-specific and item-specific reviews, we utilize a single review decoder for generating reviews for the current useritem pair. At each time step, we concatenate U i and V j together with the embedding vector of the current word before feeding it into the review decoder. For the purpose of adversarial training, we also train a review discriminator along with the review generator. The aim of the review discriminator is to identify whether a given review is written by user i on item j.
Context-aware Matrix Factorization for Rating Prediction
We extend the Probabilistic Matrix Factorization (PMF) model [33] by using textual features extracted from review documents to serve as regularizers for the user and item latent factor vectors.
Given N users and M items, the matrix factorization model factorizes the user-item rating matrix R ∈ R N ×M into the product of the user coefficient matrix U T ∈ R N ×D and the item factor matrix V ∈ R D×M . Essentially, matrix factorization embeds users and items into a D-dimensional vector space where row vector u i and column vector v j correspond to the inferred latent factor vectors for user i and item j, respectively.
We assume that the observed ratings are corrupted by zeromean additive Gaussian noise with noise variance σ 2 . Therefore, the conditional distribution over the observed ratings can be formulated as in Equation 5 , where N (x | µ, σ 2 ) is the probability density function of the Gaussian distribution with mean µ and variance σ 2 , and I i j is an indicator function where I i j = 1 if user i rated item j and I i j = 0 otherwise.
In order to address the sparsity problem associated with the traditional MF model, we assume that the textual features extracted from review documents can serve as informative indicators of the latent features. Therefore, we define the prior distributions of user and item latent factor vectors as:
where U i and V j are the textual features extracted from the review documents of user i and item j, as in Section 3.1.
By introducing the textual features into the prior distributions of the latent variables, in this way, the context-aware matrix factorization model can effectively utilize the auxiliary information so as to address the sparsity problem related to traditional collaborative filtering approaches.
Optimization Methodology
So far we have described the seq2seq review generation model and the context-aware recommendation model. They use a shared knowledge structure to capture cross-domain similarity. An intuitive approach to optimizing the parameters is to define the overall loss function as the linear interpolation of the individual losses of the two models, and to update all the parameters with stochastic gradient descent until convergence.
Nevertheless, the joint training of the two models can be problematic. This is due to the fact that the latent factor vectors learned by MF are dependent on the textual features learned by the sequence autoencoder, and vice versa. In order for MF to yield great performance, we expect the sequence autoencoder to accurately model the textual features. Similarly, the sequence autoencoder relies on precisely learned latent factor vectors so as to generate coherent explanations. At the early stage of training, however, both the latent factor vectors and the textual features are inaccurate. This results in a dilemma for the training process, as the sequence to sequence review generation model and the context-aware recommendation model will be falsely guided by each other. Consequently, the stochastic gradient descent algorithm can easily become trapped in one of the undesired local minima.
Inspired by the expectation-maximization (EM) algorithm [35] , we introduce an iterative optimization algorithm that alternates between the parameter update of the seq2seq review generation model and that of the context-aware recommendation model. Briefly speaking, when we are updating the parameters of one model, we temporarily fix the parameters of the other model. Such a training methodology helps to alleviate the dependency between models to facilitate training.
Suppose that the optimal U and V are known a priori, the posterior distributions over U and V can be formulated as
where
is the joint posterior distribution of U and V given U , V , σ 2 U , and
Maximization of the posterior probability can be reformulated as minimization of its negative logarithm, which is given by
where λ U = σ 2 /σ 2 U , and λ V = σ 2 /σ 2 V . As Equation 10 becomes a quadratic function with respect to U (or V ) when V (or U ) is treated as constant, the equation reaches its optimal solution when the gradient of U (or V ) equals zero. Therefore we adopt the Alternating Least Squares (ALS) technique [19] which repeatedly optimizes one of U and V while temporarily fixing the other to be constant:
where I i ∈ R M ×M is a diagonal matrix with I i j as its diagonal elements, and R i ∈ R M is a vector of R i j . Recall that I i j = R i j = 0 if user i has not yet rated item j.
Conversely, when the latent factor vectors are known and fixed, we can use the algorithm described in Section 3.1 to iteratively update the generators and discriminators.
The full algorithm for optimizing the multi-task learning model is presented in Algorithm 1. To begin with, we randomly initialize all the variables in the model, including the user coefficient matrix U ∈ R D×N , the item factor matrix V ∈ R D×M , and the parameters in the user and item review generators and discriminators. Following [26] , we employ teacher forcing as a supplement to the policy gradient. When utilizing teacher forcing, we feed ground-truth reviews to the generator for model updates. 
Update V j with least square approximation:
Update θ U and θ V via teacher forcing. end for iteration ← 1 to G − step do Update θ U and θ V via policy gradient.
Update ϕ U and ϕ V via gradient ascent. end end
EVALUATION
In this section we evaluate our approach on several large-scale, real-world datasets, comparing recommendation and explanation performance to a number of state-of-the-art, baseline approaches. Specifically, we use five publicly available datasets -including two datasets from the Yelp Dataset Challenge 1 and three others from Amazon -for the purpose of this analysis; see Table 1 . The performance of each model is measured using 10-fold cross-validation. 
Rating Prediction
To analyze recommendation performance, we utilize the Mean Squared Error (MSE) metric, which compares predicted ratings in the test set to the groundtruth ratings:
We examine the following baseline methods together with our multi-task learning model:
(i) PMF: Probabilistic Matrix Factorization (PMF) [33] is a factorbased model from a probabilistic point of view that performs well on very sparse and imbalanced datasets. (ii) HFT: Hidden Factor as Topics (HFT) [31] is a novel recommendation technique that incorporates Latent Dirichlet Allocation 1 https://www.yelp.com/dataset/challenge [2] into matrix factorization. The model is able to simultaneously make recommendations and discover hidden topics. (iii) CTR: Collaborative Topic Regression (CTR) [43] learns interpretable latent structure from user generated content so as to integrate probabilistic topic modeling into CF. (iv) JMARS: Jointly Modeling Aspects, Ratings, and Sentiments (JMARS) [7] is a state-of-the-art recommendation model that is capable of uncovering aspect-level topics and sentiments. (v) ConvMF+: Convolutional Matrix Factorization (ConvMF) [20] is a ConvNet [24] based model that addresses sparseness by mining attributes from item documents. ConvMF+ refers to the ConvMF model with pre-trained word embeddings. The results for different models are presented in Table 2 . We refer to our multi-task learning model as MT , and MT-encoder and MT-decoder correspond to the model with encoder and decoder removed from the seq2seq model, respectively. For MT-encoder, the model replaces the review document encoder with a simple embedding lookup operation. And for MT-decoder, the model simply utilizes the encoder network to learn textual features from observed review documents. In both models, the training objective remains to be minimizing the difference between the textual features vectors learned by the explanation model and the latent factor vectors learned by matrix factorization.
As we can see the MT model outperforms all the baseline models by a wide margin and across all datasets. Moreover, all the differences are statistically significant at the level of p < 0.05 using a paired t-test [8] . When the encoder or decoder is removed from the model, the MSE increases, showing that both the encoder and the decoder help to improve rating prediction. 
Model

Explanation Quality
We demonstrate superior rating prediction performance for our MT learner, but what about explanation quality? We plan to conduct a live-user trial as the ultimate test of recommendation effectiveness and explanation quality, but for now we continue with our off-line evaluation approach, estimating the quality of explanations using the common perplexity metric [1] for evaluating the goodness of language models and the tf-idf similarity metric for evaluating the relevance of the generated reviews compared with the ground-truth ones. These are not ideal metrics of explanation quality -hence the need for extrinsic, live-user evaluations in due course -but for now they provide a useful starting point.
The perplexity metric is defined as the exponent of the average negative log-likelihood per word. Lower perplexity implies higher log likelihood, and thus indicates a better language model. Alternatively, perplexity can be thought of as a "branching" factor, i.e., if we pick the word from the probability distribution given by the language model, how many times in average do we need to pick in order to get the right word. Of course the perplexity metric is not a typical way to evaluate explanation quality. In the absence of more direct live-user feedback it is used here as a proxy to show that explanations are being generated using a better language model (lower perplexity).
For the tf-idf similarity metric, each word in the review is first transformed using the "term frequency inverse document frequency" algorithm [41] 
, where f t,d is the "term frequency" of the word t in review d, and idf(t ) = log N n t is the "inverse document frequency" of the word t in the entire review document. Then each review is projected into a vector whose length equals the number of vocabulary in the dataset. Each dimension of the vector corresponds to the tf-idf value of a particular word. To measure the relevance of two reviews, we compute the cosine similarity between their vectors. Apparently, higher cosine similarity indicates a higher relevance of the reviews.
In brief, we generate explanations for users (MT-U ), items (MT-I ) and user-item pairs (MT-P). MT-U and MT-I refers to the user and item review generator described in Section 3.1, respectively, while MT-P corresponds to the personalized review generation model described in Section 3.2. Once again, we compare our approach to five state-of-the-art baselines:
(i) N-gram: The N-gram language model [22] is a classic model in the literature of statistical natural language processing, which models the probability of occurrence of N consecutive words.
In this paper, we utilize the linear interpolation of unigram, bigram, and trigram for smoothing the probability distribution. (ii) Skip-gram: The skip-gram model [32] is a log-linear language model that predicts the probability of next word given the context. (iii) LSTM: LSTM refers to the recurrent language model that employs the Long Short Term Memory (LSTM) [17] as the recurrent cell. (iv) Opinosis: Opinosis [15] is a graph based abstractive summarization framework that is capable of eliminating redundant opinions. As Opinosis is not essentially a language model, we only evaluated its performance in terms of tf-idf similarity. (v) GCN: Generative Concatenative Network (GCN) [29] extends the recurrent language model by concatenating user-and itemspecific information with the word vectors. GCN represents each user/item with a unique vector representation. At each time step, the user/item latent vectors are fed into the network together with the word embedding of the input token, thus ensuring long-range consistency in the generation process.
The results are presented in Table 3 and Table 4 . Again, we see benefits accruing to our approach. The personalized MT-P approach tends to perform best of all of the MT approaches across all of the test datasets and in each case the MT results consistently outperform all of the baselines. Once again all differences are statistically significant at p < 0.05 level. Table 4 : Explanation performance in terms of tf-idf
Performance of the Discriminator
We carry out two experiments to evaluate the performance of the discriminator during the adversarial training process. The first experiment is designed to show the learning curve of the discriminator. After training the full multi-task learning model, we utilize the fully trained generator to create a set of adversarial samples. Then we repeat the training process from scratch, and monitor the accuracy of the discriminator at each time step. The experimental results on three datasets are presented in Figure 3 . As we can see, at the early stage of training, a well-trained generator can easily fool the discriminator with its adversarial samples. However, through the training process, the discriminator gradually learns the key factors that help to distinguish adversarial samples from authentic ones. Then we examine the extent to which a review discriminator can distinguish the reviews written by a user (or an item) from reviews of other users (or items). We carry out the experiment by shuffling half of the labels of user (or item) for the reviews in the test set, and let the discriminator predict the probability that the accompanied label of each review is its original one. As the discriminator has never observed these test reviews during training, and all the reviews are human-written texts, in such circumstances, the discriminator can only rely on the learned user and item feature vectors to distinguish corrupted samples. However, we find that the discriminator can do a great job. On the Amazon Electronics dataset, the user discriminator can make predictions at an accuracy of 79.4%, Figure 3 : Learning curve of the discriminator network while the item discriminator can be correct with a probability of 85.8%. The item discriminator has a better ability to do its job because the item review document is less flexible than the user review document. In both cases, it is obvious that the discriminator has indeed learned the important features of users and items. As otherwise, the accuracy should be around 50%.
Discussion
So far we have described a multi-task approach to recommendations, by co-learning rating prediction and explanation generation. In our off-line evaluation, we provide evidence to support the hypothesis that this approach can offer statistically significant improvements over state-of-the-art baselines, and that the multi-task nature of the approach improves both rating prediction and explanation generation. The results are consistent across a variety of common evaluation datasets but we do recognize that it will be appropriate to demonstrate that these benefits continue to be available in the context of real-life usage. This will require a live-user study, which remains a key objective for the future in this work.
Another weakness of the evaluation concerns the appropriateness of the perplexity measure as an arbiter of explanation quality. Although perplexity is commonly used as an intrinsic measure of language model goodness, it is not sufficient on its own to evaluate explanation quality, hence the need for user trials. In advance of this, however, it is also useful to examine some of the types of explanations that are produced in practice. To explore this we compared the predicted reviews with the ground-truth ones. We find that our model frequently learns to generate personalized reviews with a reasonable level of accuracy, although a detailed analysis of this requires a user-study and such is left as a matter for future work. For now we will instead provide some supporting examples of the types of explanations that are generated and their corresponding ground-truths.
For example, the review that our model predicts a user would write on a Nook eBook Reader is that "Good reader. Comes with a screen protector. I am very pleased with my Nook. It is very comfortable to use -battery life is awesome. Screen works well under the sun." On the other hand, the ground-truth review is "I loved my Nook very much, Its very comfortable to use. What I love about Nook more than kindle, that I could pick any Russian book, magazine on Internet download on my computer, convert to PD format and download on Nook + I could pick on Nook any size of letters for comfortable reading... On Kindle you can make bigger size of letters only if you Bought ebook on Kindle store. Other PD format books have so small size of letters, only if you zoom text, which I find uncomfortable. Like I said with Nook no problem. Also touch screen work great too." The user gives this item a rating of five stars.
It turns out too that the model has indeed discovered some insights into the recommendation. Even though the model was not explicitly told that the item was a Nook eBook reader, it inferred this from existing review documents. Also, the model discovered some important factors that were mentioned in the ground-truth review, e.g., comfort, screen, and the overall positive sentiment.
From this example we can see that the review generator works as expected: the generated review/explanation overlaps with the ground-truth to a large extent. However, in some cases, the review generator may provide convincing explanations even if the predicted review seems to be far from the ground-truth. For example, the generated review for another user is, "Love my eBook. It has access to the web and can install apps.", while the ground-truth is, "This is a good reader. Uploads books fast. I do not do wifi on it because I have heard bad things about the updates. Also has problems if hooked up to a computer will take the shelves away. I have lots of books so this is a big bad thing for me. But still is good." Apparently, the generated review is less similar to the ground-truth but this can be understood because the user talked about a personal experience that cannot be inferred from the past reviews, nor learned from the item review document. We cannot judge the generator to have failed merely as the generated review is dissimilar to the real one.
All of this points to the need for further evaluation, particularly for the explanation generation process. As discussed we plan to deal with this as part of a future live user trial in which recommendations and explanations can be evaluated in the context of a genuine recommendation setting.
CONCLUSIONS
In this paper we present a novel multi-task learning framework that simultaneously learns to perform rating prediction and recommendation explanation. We demonstrate how improved performance can be achieved by the joint training of the two tasks. Ratings prediction improves across all test datasets, compared to the current state-of-the-art. The explanations generated are also more similar to the ground-truth than when more conventional approaches are used. The logical next step for this work is to move from off-line evaluations to online, live-user studies, especially when it comes to evaluating explanation quality. In future work, we will invite human judges to qualitatively evaluate the naturalness and convincingness of the generated explanations, and to perform online user study and A/B testing to further validate the effectiveness of the proposed model when providing explanations.
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