Let V(t) be an »X« matrix whose elements are differentiable functions of /. Epstein [l] has obtained (Theorem 1) necessary and sufficient conditions for V(t) to commute with its derivative V(t) in some interval provided that the Jordan canonical form of V(t) maintains the same form throughout the interval (see the definition below). Using this result we show in Theorem 2, under the same restriction, that if V(t) commutes with V(t), then the eigenvalues of V(t) are the derivatives of the eigenvalues of V(t).
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Definition. Let S(J) be the set of all nXn matrices V(t) defined in the interval I: hút^k and having the properties: (i) the elements Vij(t) of V(t) are differentiable functions in I, (ii) for each V(t)ES(J) there exists a nonsingular differentiable matrix P(t) such that V=P~XJP for tEI where J is the Jordan canonical matrix Proof. Setting X = PP_1 we have by direct calculation
Since [J, /]=0, the theorem follows.
We need the following lemma (see Jacobson [2] ).
Lemma. If A is an nXn matrix and X is any solution of The left-hand side of (8) defines a linear operator P acting on Xi¡. The eigenvalues of T are (X¿-Xy)2 (see Hausner [3] ). Therefore if ir^j the only solution of (4) is X¡j = 0. Consequently X consists only
