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The second law of thermodynamics is discussed and reformulated from a quantum information
theoretic perspective for open quantum systems using relative entropy. Specifically, the relative
entropy of a quantum state with respect to equilibrium states is considered and its monotonicity
property with respect to an open quantum system evolution is used to obtain second law-like
inequalities. We discuss this first for generic quantum systems in contact with a thermal bath and
subsequently turn to a formulation suitable for the description of local dynamics in a relativistic
quantum field theory. A local version of the second law similar to the one used in relativistic
fluid dynamics can be formulated with relative entropy or even relative entanglement entropy in a
space-time region bounded by two light cones. We also give an outlook towards isolated quantum
field theories and discuss the role of entanglement for relativistic fluid dynamics.
I. INTRODUCTION
In recent years entanglement entropy has developed
into a key concept in areas of quantum field theory (QFT)
such as black hole physics [1–5], holography [6–8] and high
energy physics [9–15] (for general aspects and methods
see refs. [16–18]). It could play a role to better under-
stand non-equilibrium dynamics of quantum fields and the
emergence of relativistic fluid dynamics. An interesting
hypothesis is that local dissipation in such fluids might
be understood as the generation of entanglement.
Let us start with the density operator ρ of a quantum
system that can be split into two parts, A and B. With the
reduced density operator ρA = TrB{ρ} for the subsystem
A, the global von Neumann entropy and entanglement
entropy are defined to be, respectively [19, 20],
S(ρ) = −Tr{ρ ln ρ}, SA(ρ) = −Tr{ρA ln ρA}. (1)
Entanglement entropy of a spatial region is ultravio-
let (UV) divergent in a relativistic QFT according to an
area law [16]. The leading divergence is proportional to
−(d−2), where d is the number of space-time dimensions
and  is a small length with 1/ acting as a UV momentum
cutoff. These divergences depend on the geometry of the
region but not on the state. This poses a fundamental
problem in understanding the role entanglement plays
within dynamical evolution in non-equilibrium QFT. In
particular, one cannot easily formulate a local variant of
the second law of thermodynamics, as it is phenomeno-
logically used for example in relativistic fluid dynamics,
based on the entanglement entropy SA of a subregion.
A possible solution to this problem could be to work
instead with quantum relative entropy (the quantum ver-
sion of the Kullback–Leibler divergence [21, 22]) which,
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given two density operators ρ and σ, is defined as [23]
S(ρ‖σ) = Tr{ρ (ln ρ− lnσ)}. (2)
In many cases the first argument ρ can be thought of as the
actual system of interest, whereas the second argument
σ is some model system to compare with. Then the
relative entropy quantifies the uncertainty deficit about ρ
based on the false guess σ. It gives a non-negative value,
vanishes if and only if the density operators are equal and
is finite given the support condition supp(ρ) ⊆ supp(σ).
If this condition is violated the value can be set to +∞
[20, 24, 25]. These properties qualify relative entropy to
be a so-called divergence, but it is not a distance measure
(metric) as it is not symmetric and does not satisfy the
triangle inequality.
Even for classical systems there are interesting and
good reasons for the use of relative entropy in some areas
where entropy is currently being used. In contrast to
Shannon entropy, there is a well defined continuous limit
for relative entropy and a change of coordinates does not
change its value as it does for differential entropy. For a
relativistic quantum field theory, the relative entropy of
two reduced density matrices for spatial subregions can
be defined rigorously in terms of modular theory [26]. A
reformulation of the maximum entropy principle in the
context of statistical physics in thermal equilibrium based
on relative entropy is given in ref. [27]. Furthermore, the
use of relative entropy in QFT is discussed in [5, 18, 26, 28–
31].
Most importantly relative entropy will be useful to
us in order to investigate stochastic evolution for open
quantum systems. When investigating the second law
for some arbitrary quantum state ρ, we need to choose
some model σ to compare it to. A suitable choice for us
will be thermal equilibrium states. For example, when ρ
describes an open system in contact with a heat bath, it
is convenient to choose σ to be the density matrix of the
canonical ensemble with inverse temperature β = 1/T .
This is not only the model with the highest entropy for
the given physical situation, but as a density matrix also
has a broad support so that the relative entropy S(ρ‖σ) is
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2well defined. It is straight forward to rewrite this relative
entropy with respect to the canonical state as
S(ρ‖σc) = −S(ρ) + S(σc) + β [E(ρ)− E(σc)] . (3)
The relative entropy of two reduced density matrices
ρA = TrB{ρ} and ρB = TrB{σ} is also known as relative
entanglement entropy, SA(ρ‖σ) = S(ρA‖σA). In contrast
to entanglement entropy, relative entanglement entropy
does not show UV divergences and is expected to be gener-
ically finite. Intuitively speaking, the divergent terms,
which are independent of the specific state of the quantum
field theory, cancel out. For this reason we believe that
relative entanglement entropy is well suited for investigat-
ing the dynamics of entanglement and non-equilibrium
evolution in a quantum field theory.
Entanglement generation is assumed to be a driving
mechanism behind thermalization and second law-like
behaviour of macroscopic quantum systems [32]. In terms
of total entropy the thermalization of an isolated system
is difficult to describe: the time evolution of an isolated
system is a unitary map according to the von Neumann
equation. Thus the total entropy remains constant over
time since the von Neumann entropy of any state is in-
variant under a unitary transformation,
S(UρU†) = S(ρ). (4)
This implies that a perfectly isolated quantum system
does in this sense actually not thermalize. However, one
may investigate instead a subsystem of an isolated system
and this may evolve non-unitarily due to the exchange
of quantum information with its surroundings. The “sur-
roundings” could here either by another sector of the
theory, or it could be a neighbouring spatial region. Such
a subsystem is then referred to as an open quantum sys-
tem.
Mathematically, the evolution of an open quantum
system is described by some completely positive trace-
preserving map N (CPTP map or quantum channel). In
full generality a CPTP map describes communication of
quantum information between quantum states, encom-
passing any map of a density matrix to some other. Specif-
ically, the Kraus theorem [33, 34] allows to decompose
these maps as
N : ρ→ N (ρ) =
∑
α
AαρA
†
α, (5)
where Aα are Kraus operators, which fulfil the condition∑
αA
†
αAα = 1. CPTP maps account for many possible
quantum transformations, including for example unitary
time evolution and partial tracing over a subsystem.
If a CPTP map is applied to a quantum state, its von
Neumann entropy may increase as well as decrease. An
example of an entropy decreasing process would be the
loss of heat of a system due to cooling1. CPTP maps are
1 A more explicit example can be seen in a generalised measurement
thus more general than the stochastic processes that imply
the second law of thermodynamics. There is nonetheless
a useful subclass of maps; a unital CPTP map NI , for
which NI(1) = 1 holds, never decreases entropy,
S(NI(ρ)) ≥ S(ρ). (6)
CPTP maps are central to the monotonicity of relative
entropy, the quantum information theorem we will utilise
to formulate a second law. It states that no quantum
channel can increase distinguishability between states
[20, 24, 25, 35],2
S(N (ρ)‖N (σ))− S(ρ‖σ) ≤ 0. (7)
Below we will utilise this property of relative entropy to
make statements about (local) thermalization or second
law-like behaviour by investigating a state ρ approaching
an equilibrium state σ measured in terms of quantum
relative entropy or relative entanglement entropy. In the
present work we will use a subclass of CPTP maps which
keep the reference state σ as a steady state invariant,
N (σ) = σ. This may be seen as an alternate definition
describing stochastic evolution. For ordinary thermody-
namics, second law-like inequalities from relative entropy
are discussed in ref. [38].
We will further develop a local formulation of a second
law in the context of a quantum field theory in open
exchange of quantum information with a bath fluid. This
is also motivated by the aim to understand the relation
between quantum field theory and relativistic fluid dynam-
ics. While phenomenologically relativistic fluid dynamics
seems to be a good approximation to quantum field dy-
namics, for example for the quark-gluon plasma created
in heavy ion collisions [39–41], the detailed relation is yet
to be properly understood. Usually in the context of fluid
dynamics, a local second law is postulated and stated in
terms of an entropy four-current density (e. g. [42–44]),
∇µsµ(x) ≥ 0. (8)
One problem here is that an entropy current sµ(x) is
difficult to define outside of global thermal equilibrium
and if one aims to work with entanglement entropy one
faces the same problems of UV divergence we described
previously. As an alternative, we here propose a formu-
lation in terms of relative entropy of a true state ρ with
respect to a global equilibrium model state σ, with a
as follows. Consider a maximally mixed two-state quantum
system ρ under the action of the non orthogonal measurement
operators M1 = |0〉 〈0| and M2 = |0〉 〈1|. Then the state after
measurement without recording the result, ρM = M1ρM
†
1 +
M2ρM
†
2 , has a smaller entropy S(ρM ) < S(ρ) [20].
2 Recently this inequality was proven for the more general case of
positive trace-preserving maps [36]. Furthermore, a strengthened
version, which exhibits a remainder term from a rotated Petz
recovery map, was established in [37].
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Figure 1. The three different statistical ensembles: (a) a
system closed to heat and particle exchanged, (b) a system
coupled to a heat bath allowing for energy exchange and (c) a
system coupled to a heat and particle bath permitting energy
and particle exchange.
second law-type inequality, that essentially follows from
the monotonicity property (see section IV). This makes
a step towards understanding quantum field theory in
the fluid dynamic regime from a quantum information
theoretic perspective.
The paper is structured as follows: firstly in section
II we recall some elements of relativistic fluid dynamics.
In section III we will outline the connection between the
general thermodynamic second law and relative entropy,
and then in section IV we will develop the local form of
the second law in the relativistic fluid dynamic regime for
a causally complete space-time region. Finally, we will
draw some conclusions in section V.
Notation. In this paper we adopt natural units, with
~ = c = kB = 1 and work with the Minkowski space met-
ric signature (−,+,+,+). Hats on operators are dropped.
Expectation values are expressed with the relevant density
operator as a parameter so that O(ρ) = 〈O〉ρ = Tr{ρO}.
II. RELATIVISTIC FLUID DYNAMICS
Relativistic fluid dynamics can be seen as an effective
description of (quantum) field theoretic degrees of freedom
in out-of-equilibrium situations. It uses the concept of a
local thermal equilibrium and an expansion around this,
however. In the following we shall recall the construction
with a perspective from quantum information theory.
Usually one starts from covariant conservation laws,
such as for energy and momentum [42–44]. This is a
consequence of diffeomorphism symmetry if the theory
is formulated in general coordinates with Riemannian
metric gµν(x),
∇µTµν(x) = 0. (9)
In addition the theory may exhibit a U(1) symmetry lead-
ing to a covariantly conserved particle number current,
∇µNµ(x) = 0. (10)
Furthermore, one also introduces an entropy current
sµ(x). In a phenomenological approach it is postulated
to be governed by a local form of the second law
∇µsµ(x) ≥ 0, (11)
where equality is reached in thermal equilibrium. Unlike
the two former equations the local second law does not
follow from symmetry considerations and needs a more
careful justification. Moreover, it is not clear whether a
local entropy current is well-defined in out-of-equilibrium
situations or how precisely it can be defined from a mi-
croscopic quantum field theory [45]. In the following we
investigate for what states an entropy current can be
defined and also formulate an alternative to (11) using
relative entropy.
One should note that the above equations could be sup-
plemented by additional conservation laws or equations
for additional order parameters.
With the conservation relations (9) and (10) as well as
eq. (11), one can discuss relativistic thermodynamics. In
thermal equilibrium one can assume the entropy current
to be a function of the conserved energy-momentum tensor
and particle current sµ(Tλν , Nσ), and write
∇µsµ = ∂s
µ
∂Tλν
∇µTλν + ∂s
µ
∂Nσ
∇µNσ. (12)
Because (11) should reduce to an equality in thermal equi-
librium as a consequence of the two covariant conservation
laws (9) and (10), one should have
∂sµ
∂Tλν
= −βν δµλ ,
∂sµ
∂Nσ
= −α δµσ . (13)
Here βν is a vector field and α is a scalar field, which
together serve as parametrisation for the covariantly con-
served fields in thermal equilibrium. These two fields
correspond to the ratio of fluid velocity uν and tempera-
ture T as well as chemical potential µ and temperature,
respectively,
βν =
uν
T
, α =
µ
T
. (14)
Because ∇µsµ must not only vanish in equilibrium, but
also be stationary, one finds for its differential
∇µdsµ = −∇µβνdTµν − ∂µαdNµ = 0, (15)
which leads to the condition that βν must be a Killing
vector field and α a constant,
∇µβν +∇νβµ = 0, ∂µα = 0. (16)
While βν and α are well defined in thermal equilibrium,
there is some freedom in their definition outside of equilib-
rium. For example, the fluid velocity uµ could be related
to energy flow (the Landau frame definition), to the par-
ticle number flow Nµ (the Eckart frame definition) or be
defined otherwise.
One of our main goals in the following will be to un-
derstand better how the local form of the second law of
4thermodynamics, eq. (11), or a variant of it, can arise
from quantum field theory. We will argue that a formu-
lation based on relative entropy has advantages in this
context.
As a preparation, we discuss now first a global formu-
lation of the second law based on relative entropy for a
generic (open) quantum system.
III. THERMODYNAMICS: A GENERAL
SECOND LAW FROM RELATIVE ENTROPY
In this section we will consider a generic quantum
system coupled to an external bath with which it may
exchange quantum information. In addition, there may
also be an exchange of energy and / or particle number,
but that does not have to be the case. We want to discuss
how one can obtain a second law or Clausius inequality
from the monotonicity of relative entropy, and thus show
the equivalence of the former with a relation written solely
in terms of relative entropy. Many elements of this have
already been investigated in ref. [38] but we recall them
here in order to prepare for a subsequent extension to
quantum field theory.
The second law will be derived through a comparison of
an arbitrary state ρ with a suitable statistical ensemble or
model state σ given the physical situation (with or with-
out exchange of energy or particle number with the bath,
for an overview see figure 1). The corresponding equi-
librium density operators σ follow from maximising von
Neumann entropy S(σ) under the appropriate constraints
[46–50]. Alternatively this can be done from minimising
an expected relative entropy, as shown recently in ref. [27].
The intensive thermodynamic quantities like temperature
T and chemical potential µ are chosen such that they
agree with those induced by the surroundings.
An open quantum system in a fixed volume V evolves
generically according to some CPTP map N . Further-
more, we will take N to be within a subclass of CPTP
maps that admits the relevant equilibrium state σ as a
steady state, N (σ) = σ. This is a general description of
stochastic quantum evolution, and will allow us to utilise
the monotonicity of relative entropy to obtain a second
law-like inequality.
A. Microcanonical ensemble model
Consider first an open quantum system but without
any net exchange of energy or particle number with the
surroundings, in some quantum state ρ. A natural refer-
ence state is the microcanonical ensemble density operator
σm. For this it is not enough if ρ has expectation values
E(ρ) = Tr{ρH} and N(ρ) = Tr{ρN} that agree with
E(σm) and N(σm), but E and N must be strictly fixed so
that the variances vanish. We denote these two conditions
by E(ρ) ≡ E(σm) and N(ρ) ≡ N(σm).
Then σm is a maximally mixed state corresponding to
a uniform distribution, σm = diag(1/D, 1/D, ...) where D
is the dimension of the Hilbert space of accessible states.
The relative entropy of ρ with respect to σ is then
S(ρ‖σm) = −S(ρ) + S(σm) = −S(ρ) + lnD. (17)
Applying the CPTP map N and using the monotonicity
property (7) directly gives (using N (σ) = σ)
∆S(ρ‖σm) = S(N (ρ)‖σm)− S(ρ‖σm)
= −S(N (ρ))+ S(ρ) = −∆S(ρ) ≤ 0, (18)
equivalent to the second law of thermodynamics in the
microcanonical ensemble. Note that the CPTP map N
that keeps σm as a steady state defines a unital map.
Thus equation (18) is in fact equivalent to equation (6).
The formulation in terms of relative entropy can be il-
lustrated geometrically, see figure 2. We consider a 3-state
system and evaluate the states in the energy eigenbasis,
where we assume no degeneracy of states for simplicity.
The black contours indicate states of constant relative en-
tropy with respect to a microcanonical model represented
by the black dot in the middle. Clearly eq. (17) implies
that these contours also represent constant entropy of the
state ρ. The monotonicity now tells us that any initial
state ρi, which is a point on, for example the blue con-
tour, can only evolve along this contour or towards an
inner contour (for example the red contour). It should
be emphasised that the monotonicity may not necessarily
tell us what exact state is taken by the system after the
evolution, but rather on which contour the state may
lie. Moreover, we can distinguish between reversible and
irreversible processes, with a reversible process being char-
acterised by a constant entropy during the evolution which
translates to an evolution along one contour. In contrast,
an irreversible process is then an evolution towards the
centre.
B. Canonical ensemble model
If the open quantum system ρ may exchange besides
quantum information also energy with a heat bath, then
a canonical thermal state,
σc =
1
Z
e−βH , (19)
where Z = Tr{e−βH} is the canonical partition function,
is a suitable reference state. The temperature T = 1/β
is that of the heat bath and the condition E(ρ) ≡ E(σc)
is released, since energies are now allowed to fluctuate.
Otherwise, N(ρ) ≡ N(σc) still holds. Using the expression
for the free energy F (σc) = −(1/β) lnZ = E(σc)−TS(σc)
allows to write for the relative entropy
S(ρ‖σc) =− S(ρ) + S(σc) + β[E(ρ)− E(σc)]. (20)
5Figure 2. Curves of constant relative entropy S(p‖ 1
3
1) or
entropy S(p) in the energy eigenbasis for a true distribution
(p1, p2, p3) relative to a model uniform distribution q1 = q2 =
q3 = 1/3 (black dot). The dashed lines indicate permutation
symmetry of the coordinates. Some initial state ρi may evolve
along the blue curve (reversible process), but can also evolve
irreversibly to a final state ρf on the red curve.
After applying the CPTP map we find
∆S(ρ‖σc) = S(N (ρ)‖σc)− S(ρ‖σc)
= −S(N (ρ))+ S(ρ) + β[E(N (ρ))− E(ρ)]
= −∆S(ρ) + β∆E(ρ) ≤ 0.
(21)
This means that the actual state ρ may not diverge from
the invariant equilibrium state σc under stochastic evolu-
tion in the sense of relative entropy, which is equivalent to
the Clausius second law inequality. Stochastic evolution
here is a quantum channel N which admits σc as a steady
state. After the system has thermalized with the heat
bath, its entropy and energy expectation value coincide
with those of the canonical model.
C. Grand canonical ensemble model
One may also consider an open quantum system, where
in addition to quantum information also energy and par-
ticles may be exchanged with the environment or heat
bath. The equilibrium state for this situation is described
by the grand canonical ensemble σgc
σgc =
1
Z
e−β(H−µN), (22)
where µ = α/β is the chemical potential and Z is the
grand canonical partition function. The condition N(ρ) ≡
N(σgc) is now released, too. Using an expression for the
grand canonical potential, Ω = −(1/β) lnZ = E(σgc)−
TS(σgc)− µN(σgc), one finds for relative entropy
S(ρ‖σgc) =− S(ρ) + S(σgc) + β[E(ρ)− E(σgc)]
− α[N(ρ)−N(σgc)]. (23)
If we calculate the difference in relative entropies after
applying the CPTP map N , we get an additional term
in the Clausius relation due to particle exchange ∆N
∆S(ρ‖σgc) =S(N (ρ)‖σgc)− S(ρ‖σgc)
=−∆S(ρ) + β∆E(ρ)− α∆N(ρ) ≤ 0. (24)
In summary, the present section shows that the mono-
tonicity of relative entropy for an open quantum system
evolution implies a general form of the second law of ther-
modynamics, given an appropriate choice of an invariant
thermal reference state. The advantage of this approach
is that it is general; we can apply it to a wide range of
specific thermodynamic situations. The density matrix
ρ describes an arbitrary non-equilibrium state. Unlike
standard thermodynamics, one does need to assume here
quasi-stationary evolution from one equilibrium state to
another.
Moreover, the presented arguments can be generalised
to situations in which the model state σ is a non-
equilibrium steady state (NESS). In these cases the condi-
tion N (σ) = σ still holds, such that a change in entropy
is constrained from below. The main difference is that
the remainder term is not of simple form and its meaning
is not always clear. For further discussion see for example
refs. [51, 52].
IV. A LOCAL SECOND LAW FROM RELATIVE
ENTROPY
In this section we shall be concerned with generalizing
the results of section III to a relativistic quantum field
theory. This can be done in several ways. The first and
most direct application of the relations derived in section
III are for a global description of the field theory. This
could be an infinitely large space, but also a finite spa-
tial volume with appropriate boundary conditions (such
as periodic boundary conditions). More interesting for
applications to understand relativistic fluids are local de-
scriptions, to which we turn afterwards. In particular,
for a relativistic quantum field theory one can not only
consider global time evolution, but one may also define
evolution operators that propagate a state locally, from
one Cauchy surface to the next.
A. Global time evolution
Let us first consider the overall time evolution of a quan-
tum field theory. To generalize the results of section III
we need to assume a coupling to some bath with exchange
6of quantum information and possibly also exchange of
energy and particle number. A global evolution with time
can be considered for all of space. Oftentimes, this is then
an infinite volume, but one may also make the spatial vol-
ume finite, by considering for example a generalized torus
with periodic boundary conditions. The time evolution of
the “open quantum field theory” is then given by a CPTP
map N , precisely as it has been discussed in the previous
section. Accordingly one also obtains second law-type
relations formulated with relative entropy as in eq. (18)
when only quantum information is being exchanged or in
eq. (21) with energy exchange or in eq. (24) with energy
and particle number exchange, respectively.
B. Local thermal equilibrium approximation
Before we generalize the results discussed in section
III to local relations, let us digress for a moment and
consider more broadly the relation and interplay between
local thermal equilibrium, fluid dynamics and locality in
the context of a relativistic quantum field theory.
Relativistic fluid dynamics uses the concepts of thermal
equilibrium not only in a global sense, i. e. for the entire set
of quantum fields at some instance in time, but also locally,
at a given point x in space and time and a neighbourhood
around it. This brings new elements and features into the
discussion.
Let us first emphasise that local thermal equilibrium
is typically used as an approximate concept. It holds to
lowest order in an expansion in gradients of fluid velocity,
temperature etc., such that it becomes exact and equal
to global thermal equilibrium when these gradients are
absent. The lowest order of this derivative approximation
leads to ideal fluid dynamics, with a corresponding form
of the energy-momentum tensor and conserved particle
current. On the other side, corrections to this ideal fluid
limit are often sizeable and need to be taken into account.
Dissipative, relativistic fluid dynamics exists in differ-
ent forms. The dynamical variables may be the fields
describing thermal equilibrium (fluid velocity, tempera-
ture, chemical potentials) [43] or there might be additional
fields that vanish in global equilibrium such as the shear
stress piµν , bulk viscous pressure pibulk, and diffusion cur-
rent νµ in Israel-Stewart theory [42]. Often the fields
correspond to the degrees of freedom of the conserved
energy-momentum tensor and conserved particle current,
but in principle also other fields could appear.3
An interesting new feature of a local approximation
is that it can neglect some non-local information of the
quantum state such as entanglement between different
3 A common element of all such fluid approximation is that thy have
much less degrees of freedom than a general out-of-equilibrium
quantum state, highlighting again the approximation character
of the description.
spatial regions. It is conceivable that local observables
in some region are well described by several quantum
field theoretic states or density matrices, but that these
differ in their global properties. As a simple example,
degrees of freedom at two points or in two subsystems A
and B are in general described by a density matrix ρAB ,
while local observables on either A or B are equally well
described by the product of reduced density matrices ρA⊗
ρB = TrB{ρ} ⊗TrA{ρ}, which neglects the entanglement
between A and B. It might be possible to understand a
local equilibrium approximation, or more generally a local
fluid approximation, as an approximation of this kind:
it works well for local observables but neglects non-local
entanglement (and the associated correlations) to some
extent.
Let us now formulate the above idea more concretely.
We consider a quantum field theoretic state described by
some density matrix ρ on a Cauchy hypersurface Σ (for ex-
ample the d−1 dimensional hypersurface of constant time
t). We take this state ρ to be out-of-global-equilibrium.4
Now let us concentrate on some subregion A of Σ, say a
ball of radius R around some point ~xA at time x0A. Local
observables in this region can be described by the reduced
density matrix
ρA = TrA¯{ρ}, (25)
where the partial trace goes over the complement region
A¯ such that Σ = A ∪ A¯ and A¯ ∩ A = ∅. We may now
consider a global equilibrium state σ, specified by βµ and
α, as defined in eq. (14). We may similarly also consider
the reduced density matrix of this state to the region A,
σA = TrA¯{σ}. (26)
One may now say that the (non-equilibrium) state ρ is in
local thermal equilibrium in the region A around ~xA (with
local βµ and α) when the two reduced density matrices
agree, ρA = σA. Note that these two statements may
depend somewhat on the size of the region A around
xA, i. e. the radius R. In practice, this size is taken
to be small enough from a macroscopic point of view
such that its precise value is not relevant, while from
a microscopic point of view it has to be large enough,
for example compared with possible UV regulator scales
of the (effective) quantum field theory. The concept of
such an intermediate scale, which defines a fluid cell,
also appears in other formulations of fluid dynamics, for
example in the context of kinetic theory [43].
4 The following somewhat informal discussion will use the reduced
density matrix for a spatial region in a quantum field theory. We
note that this may not be well defined from a mathematical point
of view. For example, as discussed in section I, the corresponding
von Neumann (entanglement) entropy is divergent. Ultimately
we want to use relative entropies which can alternatively, and
rigorously, be defined in terms of modular theory [26].
7One may actually quantify how well a local thermal
equilibrium description (as introduced above) works in
terms of the relative entanglement entropy S(ρA‖σA). In
particular, σ is locally a good model for the state ρ in the
region A when they become locally indistinguishable, i.e.
S(ρA‖σA)→ 0. (27)
This is a purely information theoretic criterion for a state
to be locally of thermal equilibrium form (in the region
A). Of course, when ρ is globally out-of-equilibrium, one
has necessarily S(ρA‖σA) > 0 once the region A is large
enough. This shows again the necessity for an interme-
diate scale (a fluid cell size) where a local equilibrium
description can work.
It may also be possible that a local equilibrium descrip-
tion works everywhere on the hypersurface Σ in the sense
that one can assign to each point x local values βµ(x)
and α(x) in the sense described above and such that (27)
is fulfilled for a convenient neighbourhood of the point x.
This does not imply that ρ is itself a (global) equilibrium
state, and in fact it cannot be if βµ(x) is not a Killing
field and α(x) is not constant, respectively. This situation
corresponds to an ideal fluid approximation being approx-
imately valid. In this case one can also find a globally
defined state σ given by
σ =
1
Z
exp
[
−
∫
Σ(τ)
dΣµ
{
βν(x)T
µν(x) + α(x)Nµ(x)
}]
,
(28)
where
Z = Tr
{
exp
[
−
∫
Σ(τ)
dΣµ{βνTµν + αNµ}
]}
(29)
is a generalized partition function, such that for any fluid
cell A, eq. (27) is fulfilled. This does not imply that ρ = σ
on a global level, however. It is even conceivable that ρ
is a pure state, while σ is obviously mixed. The states
differ in their global properties while agreeing locally.
So far we have concentrated on situations where the
local description used only the thermodynamic parameters
βµ and α. Beyond this it may sometimes be necessary
to use a more complex local approximation, for example
to represent locally the entire energy momentum tensor,
beyond its ideal fluid components, faithfully. In a spirit
similar to the above discussion one may say that a local
fluid approximation state σ is a good description when
the corresponding reduced density matrices ρA and σA
agree such that eq. (27) is fulfilled. We will discuss a
class of such states σ, for which local equilibrium states
as in eq. (28) and global equilibrium states are a subclass,
in section IVF.
An interesting and important question is how the local
approximate states evolve in time. For the true state ρ,
and an isolated situation, the time evolution is unitary.
In contrast, a class of states σ that approximates ρ locally
but differs from it globally, does not have to evolve in
a unitary way. It is conceivable that after unitary time
evolution of some local equilibrium state as in eq. (28) it
is not part of these class of states any more (i. e. it cannot
itself be written as in equation (28)). At the same time
it may be possible to represent the full state ρ also after
some time evolution, again locally by states of the form
(28). It is intuitively clear that the states σ used for a local
approximation have a sort of coarse-grained evolution. For
this time evolution, the quantum information does not
have to be conserved, because non-local entanglement is
at least partly dropped. As the trace is preserved and the
density matrix must remain positive, the coarse-grained
evolution should be a (C)PTP map.
In the present work we do not attempt to develop such
a coarse-grained description of dynamical evolution in
more detail. Instead we consider a different but closely
related situation where quantum information can also
get lost, but now through the coupling to an external
local “bath fluid”. Formally we deal then with an open
quantum system for which the time evolution is again not
unitary. When the bath fluid is not described explicitly,
but is instead effectively “integrated out”, the quantum
fields we consider evolve themselves by CPTP maps. In
the following we will develop these descriptions in more
detail, with different scenarios for the bath fluid and its
coupling to the quantum fields under consideration.
C. Local evolution and double light cone
Besides global time evolution, one may in a relativistic
quantum field theory also consider more general evolu-
tion operators that evolve the state from one Cauchy
hypersurface to the next. These Cauchy surfaces must
have normal vectors that point into a time-like (or, as
a limit, light-like) direction and they should be ordered
such that the evolution does nowhere go backwards in
time. Otherwise, they can be chosen quite freely.
For our purpose this is very interesting, because we
are interested in a local form of the second law. The
strategy is therefore to consider a series of hypersurfaces
that differ only in a well localized region in space, so that
the evolution is essentially local.
In the following we will investigate how eq. (11) can be
understood from a quantum field and quantum informa-
tion theoretic point of view. After integration, eq. (11)
states that in a certain region of space-time Ω entropy
can only increase, but not decrease,∫
Ω
ddx
√
g∇µsµ(x) =
∮
∂Ω
dΣµs
µ(x) ≥ 0. (30)
We use here the (hyper-)surface element
dΣµ = d
d−1y
√
h nµ, (31)
where nµ is a local unit vector normal to the surface and
h = |dethµν | is the determinant of the induced metric on
the hypersurface. Alternatively, in terms of differential
8forms one may write,
dΣµ =
1
(d− 1)!
√
gµν1···νd−1dx
ν1 ∧ · · · ∧ dxνd−1 , (32)
where g = −det gµν is the determinant of the metric. Let
us note here that the sign or orientation of nµ(x) is not
always free from ambiguities but should be clear from
the context. When we integrate over a closed surface
encompassing some finite space-time region we typically
take the orientation such that the divergence theorem
has the standard form as in (30). In contrast, when we
integrate over a Cauchy hypersurface as in eq. (28) we
assume nµ to be future oriented, similar as a fluid velocity,
such that n0 > 0.
As a direct consequence of the divergence theorem, eq.
(11) implies (30) for any region Ω with boundary ∂Ω. On
the other side, eq. (30) also implies eq. (11) if we can
prove it for some space-like region around the point x
that can be made arbitrarily small. In the following we
shall choose a particular geometry for such a space-time
region, namely the double light cone as illustrated in Fig.
3. This geometry, that is bounded by two light cones, one
originating at a point p in the past of x and one ending at
a point q in its future, has the advantage that the spatial
boundary is just the two-dimensional intersection of the
cones. The past light cone originating from p forms a
three-dimensional light-like part of the boundary ∂Ω that
can also be understood as an initial hyper surface, while
the future light cone ending at p can also be understood
as a final hyper surface for the evolution inside the double
light cone region itself. As we will see, this has great
advantages for the quantum field theoretic discussion, see
also, for example, ref. [53].
For a situation where the quantum fields are in isolation,
i. e. without any interaction with an external bath fluid,
one would have unitary time evolution in the entire system,
but also locally, within the double light cone. Instead,
if the system is not isolated, one can still define density
matrices for the different hyper surfaces and evolution
operators between them, even though they are not unitary
any more. This is the situation we want to address here.
More formally, the coupling to the bath fluid is supposed
to be via a convenient local interaction term, even though
we do not specify the latter explicitly.
Within the double light-cone region as well as outside of
it, we choose a one parameter family of (d−1)-dimensional
spacelike hypersurfaces Σ(τ) with timelike unit normal
nµ(x), defined as a foliation of space-time where τ can be
thought of as a generalised time coordinate. The manifold
where the two light cones intersect correspond to a set
of fixed points, i. e. it is part of all Σ(τ). For d = 1 + 1
dimensions (as shown in Fig. 3) the intersection of the
two light cones has just two points and it is a 2-sphere for
d = 1 + 3 dimensions. Outside of the double light cone
region the Cauchy surfaces do not change with τ so that
all evolution happens actually within this region.
The restriction of the spacelike hypersurfaces Σ(τ) to
the double light cone region itself will be called A(τ) ⊆
������
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Figure 3. Double light cone region bounded by one light
cone starting at the point p and one ending at the point q.
We consider a series of Cauchy surfaces that evolve within
the light cone region A but remain fixed in the region where
the two cones intersect, as well as in the outside region A¯.
Different such Cauchy surfaces are labeled by the parameter τ .
The operator N evolving the density matrix from one Cauchy
surface to the next is unitary for an isolated system but a
more general CPTP map for quantum fields coupled locally
to some external bath fluid. Two consecutive hypersurfaces
enclose a space-time volume Ω, where the small black arrows
indicate the normal vectors nµ(x) of Σ(τ).
Σ(τ). Similarly, we denote the corresponding complement
region on Σ(τ) by A¯.
We define the actual states of our system on these
surfaces by the family of density operators ρ(τ), and also
define reference states as σ(τ) which we will later specify
to be some form of equilibrium state in analogy to section
III. One should note that the actual state of the system ρ
is arbitrary in the following and may be of non-equilibrium
form. For hyper surfaces that are chosen such that the
intersection of the two-light cones corresponds to fixed
points, the dynamics inside is isolated from the outside in
the sense that there is no transfer of quantum information
through the boundaries during the evolution. The only
quantum information from outside being able to affect
physics within the double light cone is encoded on the
past boundary as initial conditions. This ensures that
any entropy production will be solely within this region,
and will not be affected by the exterior.
As mentioned before, we will consider here an open
quantum system evolution, where the sector of the theory
we consider is coupled to some “bath fluid”. This bath
fluid can either be in a global equilibrium state, a situa-
tion we will discuss next in subsection IVD, or it could be
in a more general local equilibrium state, which we con-
structed in subsection IVB and which will be discussed in
9subsection IVE. In subsection IVF we will then consider
an even more general situation. In any case, the evolution
of the quantum field theory in contact with the bath fluid
from a density operator ρ(τ0) to some other state ρ(τ1)
is described by a completely positive trace-preserving
(CPTP) map,
N : ρ(τ0)→ N (ρ(τ0)) = ρ(τ1), (33)
where the particular map N depends on the initial and
final hypersurfaces. The same map is being applied to
the reference state σ, however the latter will typically be
chosen such that it is invariant or covariant under N .
D. Coupling to a “bath fluid” in global equilibrium
We now specify the “bath fluid” to be a fluid in global
thermal equilibrium governed by βν = uν/T , the ratio of
fluid velocity and temperature, and similarly α = µ/T ,
the ratio of chemical potential and temperature. We may
quantify the coupling between the fluid we are actually
interested in and the bath fluid by some interaction pa-
rameter λ. An example could be a field theory of electrons
and positrons coupled to a bath of electromagnetic radia-
tion through the usual coupling strength e. (In that case
the chemical potential would vanish.) Another example
would be the field for up quarks coupled to a bath of down
quarks, strange quarks, gluons etc. We expect dissipative
effects to be strong for large λ, whereas λ → 0 leads to
unitary time evolution for the sector of the theory we
describe explicitly.
In the following we will not describe the bath fluid
explicitly but keep its presence in mind. For the sector of
the theory we describe explicitly, we compare two states or
density matrices, ρ(τ) and σ(τ). While ρ(τ) is generically
out-of-equilibrium, we shall assume in the following that
σ(τ) is a reference state in global thermal equilibrium
with the bath fluid. We can then directly specify the
density operator of the latter on some hypersurface Σ(τ),
σ =
1
Z
exp
[
−
∫
Σ(τ)
dΣµ
{
βνT
µν + αNµ
}]
, (34)
where
Z = Tr
{
exp
[
−
∫
Σ(τ)
dΣµ{βνTµν + αNµ}
]}
(35)
is the thermal partition function. This definition together
with the conditions (16) corresponds to the covariant
generalisation of a (time independent) equilibrium state.
It also provides a unique fluid frame with time-like fluid
velocity uµ in the direction of the Killing field βν , such
that in an equilibrium without rotation or acceleration
one may write
sµ = suµ, Tµν = εuµuν + p∆µν ,
and Nµ = nuµ,
(36)
where s is defined as the entropy density, ε is the energy
density and n is the particle density of the fluid. Note
that Tµν and Nµ are expectation values here, as opposed
to being operators in eq. (34).
We now wish to formulate a second law in local form. A
problem to overcome here is that the total von Neumann
entropy S(ρ) of an arbitrary state cannot easily be written
as an integral over some local entropy current. This is
because outside of equilibrium entropy does not need to
be extensive, i. e. for a fluid proportional to the volume.
However, the entropy of the equilibrium state σ may be
expressed in such a way and one can write using eq. (34)
S(σ) = −Tr{σ lnσ}
= ln(Z) +
∫
dΣµ(βνT
µν(σ) + αNµ(σ))
= −
∫
dΣµs
µ(σ).
(37)
(The minus sign in the last line arises because we take dΣµ
and sµ to be future-oriented and work with metric sig-
nature (−,+,+,+).) We have used here the expectation
values
Tµν(σ) = Tr{σTµν}, Nµ(σ) = Tr{σNµ}, (38)
which we take to be renormalized, such that they vanish
in vacuum where T = µ = 0. We are also using here that
the logarithm of the partition function (the Schwinger
functional for vanishing source) can be written as
W = ln(Z) = −
∫
dΣµ{pβµ}, (39)
where p is the pressure and we are again assuming a
renormalization such that p = 0, and accordingly Z = 1,
in vacuum where T = µ = 0. The thermal entropy current
can be written as
sµ = −βνTµν − αNµ + pβµ, (40)
and using the relation + p = sT + µn one can see that
for an ideal fluid where Tµν = ( + p)uµuν + pgµν and
Nµ = nuµ, eq. (40) agrees indeed with the usual definition
sµ = suµ.
The relative entropy between an arbitrary state ρ and
the global equilibrium state σ at some time parameter τ
reads
S(ρ‖σ) = Tr{ρ( ln(ρ)− ln(σ))}
=− S(ρ) + ln(Z) + Tr
{
ρ
∫
dΣµ
(
βνT
µν + αNµ
)}
=− S(ρ) +
∫
dΣµ
{
− sµ(σ)
+ βν
[
Tµν(ρ)− Tµν(σ)]+ α[Nµ(ρ)−Nµ(σ)]}.
(41)
Note that the right hand side of (41) contains the part
−S(ρ) that is defined in a non-local way, and a local part
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written as an integral over the Cauchy hypersuface. The
integral is here over all of Σ = A ∪ A¯. However, the time
evolution we consider here is such that it takes place only
in A, while the part of the Cauchy surface denoted A¯
remains stationary.
In a next step we may consider the difference of relative
entropies between two Cauchy surfaces,
∆S(ρ‖σ) = S(ρ(τ1)‖σ(τ1))− S(ρ(τ0)‖σ(τ0)). (42)
We assume here that the time evolution is such that the
global thermal equilibrium state σ is stationary, i. e. it
remains to be of the form (34), even though σ(τ1) and
σ(τ0) are defined on different Cauchy surfaces. In contrast,
the state ρ is not stationary, so that ρ(τ1) = N (ρ(τ0))
and ρ(τ0) are different states. As a consequence of the
coupling to the external bath fluid, the evolution operator
N is in general not unitary but a CPTP map.
From the monotonicity property of relative entropy
under CPTP maps it follows that
∆S(ρ‖σ) ≤ 0, (43)
where the equality is for vanishing coupling to the bath
fluid, λ = 0, corresponding to unitary time evolution.
Using (41) we can rewrite the difference of relative
entropies as
∆S(ρ‖σ) = −∆S(ρ)−
∮
(Σ1∩A)∪(Σ0∩A)
dΣµ
{
− sµ(σ)
+ βν
[
Tµν(ρ)− Tµν(σ)]+ α[Nµ(ρ)−Nµ(σ)]}.
(44)
The integral in (44) is now along a closed surface and
we choose here the standard convention for such surface
integrals where the normal vector is oriented to the outside
(this explains the additional minus sign in front of the
integral). We note in particular that in the difference,
∆S(ρ‖σ), contributions to the integral in (41) from the
region A¯ outside of the double light cone have dropped
out.
We also use in (44) the difference of entropies ∆S(ρ) =
S(ρ(τ1)) − S(ρ(τ0)). While the entropy S(ρ) is as such
not local, any change in entropy is due to interactions
with the bath fluid. Assuming that these processes are
local in space and time allows to write
∆S(ρ) = S(ρ(τ1))− S(ρ(τ0)) =
∫
Ω
ddx
√
g s(ρ)(x), (45)
where the integral goes over the space-time region Ω
between the two Cauchy surfaces. The local form in (45)
is also further supported by the fact that the Cauchy
surfaces Σ can evolve quite arbitrarily and may only
change within some region.
The remaining terms in (44) can be rewritten by using
the divergence theorem such that we obtain
∆S(ρ‖σ) =
∫
Ω
ddx
√
g
{
− s(ρ)− βν∇µTµν(ρ)
− α∇µNµ(ρ)
}
≤ 0.
(46)
We have used here that σ is a global thermal equilib-
rium state such that its entropy current is conserved,
∇µsµ(σ) = 0, and similarly also its energy momentum
tensor and particle number current. Moreover, βµ and α
obey (16).
Because (46) must be obeyed for any choice of the
Cauchy surfaces Σ, we can conclude that the local relation
s(ρ) + βν∇µTµν(ρ) + α∇µNµ(ρ) ≥ 0, (47)
must hold, as well. This can be seen as a local version of
the second law of thermodynamics in the present situation.
Specifically, it is the local and differential version of eq.
(24). In particular, we find that a local version of the
second law can be formulated in terms of relative entropy.
Let us emphasize again that the change in relative en-
tropy in the present context is due to interactions with
the bath fluid. Similar to eq. (45), one can for local inter-
actions also write the change in relative entropy between
two Cauchy surfaces in a local way,
∆S(ρ‖σ) =
∫
Ω
ddx
√
g s(ρ‖σ)(x) ≤ 0. (48)
Because this should hold for arbitrary Cauchy surfaces
we find for the local “production of relative entropy”
s(ρ‖σ)(x) ≤ 0. (49)
Relative entropy can in some space-time volume only
decrease, so that the states become less distinguishable,
and not increase.
While we have now found a local formulation of the
second law based on relative entropy, it would actually
be interesting to go one step further and formulate this
with relative entanglement entropy instead. The analog
of (42) is the difference of relative entropies
∆S(ρA‖σA) = S(ρA(τ1)‖σA(τ1))− S(ρA(τ0)‖σA(τ0)).
(50)
We use here the reduced density matrices for the double
light cone region
ρA = TrA¯{ρ}, σA = TrA¯{σ}. (51)
The partial traces are over the complement region A¯
outside of the double light cone where the Cauchy surfaces
remain stationary.
The reduced density matrices evolve according to
modified evolution operators NA such that ρA(τ1) =
NA(ρA(τ0)) = NA(TrA¯{ρ(τ0)}) = TrA¯{N (ρ(τ0))} =
TrA¯{ρ(τ1)}. Because the double light cone region has
fixed spatial boundaries, a non-vanishing difference in eq.
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(50) can only be a result of interactions with the bath
fluid. It follows from monotonicity of relative entropy that
∆S(ρA‖σA) ≤ 0, with equality for vanishing interaction
λ = 0. If these interactions with the bath fluid are again
local, it should be possible to write in analogy to (48)
∆S(ρA‖σA) =
∫
Ω
ddx
√
g s(ρA‖σA) ≤ 0. (52)
Moreover, even though we will not formally prove this,
it is highly plausible that the local changes in relative
entropy and relative entanglement entropies agree,
s(ρA‖σA) = s(ρ‖σ), (53)
and as a consequence also
∆S(ρA‖σA) = ∆S(ρ‖σ). (54)
This is quite an interesting possibility, because it allows
to formulate the local version of the second law of ther-
modynamics not only in terms of relative entropy, but
also in terms of relative entanglement entropy.
E. Coupling to a “bath fluid” in local equilibrium
We now aim to generalize somewhat the physics set-
ting and allow for the bath fluid to deviate from global
thermal equilibrium but assume it to be in local thermal
equilibrium, instead. First of all, from the discussion in
the previous subsection one expects that for the evolution
within the double light cone region, only the local state
therein is actually relevant. If the reduced density matrix
σA is actually the same as for a globally thermal state, the
analysis of section IVD goes through without essential
modifications.
Here we generalize this discussion to a situation where
also within the double light cone region itself the bath
fluid is not in equilibrium, but in a more general state.
More specifically, we assume now that the bath fluid is
such that an evolution map N is induced for the quantum
fields we study that leaves a local equilibrium state σ
invariant. The latter is written as in eq. (34), but now
βµ(x) is not assumed to be a Killing vector field and α(x)
is not taken constant. Instead we assume that βµ(x) and
α(x) are just some given fields, or functions of space and
time. We assume that the map N that propagates the
state from one hypersurface to the next, is such that σ
remains to be of the particular form in eq. (34).5
Interestingly, for a so-defined local equilibrium state,
the first two lines of eq. (37) remain valid, i. e. one can
5 As a side remark we note that a similar class of states appears
also in the Zubarev approach where a non-equilibrium state is
constructed by maximizing entropy on a given (and fixed) Cauchy
surface given certain constraints involving expectation values of
energy and momentum [54, 55].
write the von Neumann entropy of such a state in terms
of the partition function and the expectation values of
energy-momentum tensor and particle current. Also, if
the logarithm of the partition function, the Schwinger
functional, is local,
W = ln(Z) = −
∫
dΣµw
µ(σ), (55)
one can introduce through eq. (37) and the identification
sµ(σ) = −βνTµν(σ)− αNµ(σ) + wµ(σ), (56)
an entropy current, as in the third line of eq. (37). Because
the class of states introduced by this prescription is not
in equilibrium when (16) is not fulfilled, eq. (56) is to be
understood here as the definition of a non-equilibrium
entropy current. The relation ∆S(σ) ≥ 0 can be written
locally as ∇µsµ(σ) ≥ 0.
As a check, for wµ = pβµ, eq. (56) gives indeed the
right entropy current within first order relativistic fluid
dynamics in the Landau frame [43]. More generally, it
would be good to check from the quantum field theory
side whether the class of local equilibrium states in eq.
(34) is a good approximation for certain out-of-global
equilibrium situations and whether eq. (55) is fulfilled.
In a next step one can consider the relative entropy
of some generic state ρ relative to the so-defined local
equilibrium state σ. It is then not difficult to see that
this relative entropy S(ρ‖σ) can still be written as in eq.
(41), of course with the difference that βν is not Killing
and α is not constant any more.
In a subsequent step one may consider a difference of
relative entropies on two Cauchy hypersurfaces as in eq.
(42). By monotonicity of relative entropy this difference
is non-negative, as expressed in eq. (43). Via eq. (44) and
eq. (45) one is again lead to a relation that generalizes eq.
(46), namely
∆S(ρ‖σ) =
∫
Ω
ddx
√
g
{
− s(ρ) +∇µsµ(σ)
− βν∇µ [Tµν(ρ)− Tµν(σ)]− α∇µ [Nµ(ρ)−Nµ(σ)]
− (∇µβν) [Tµν(ρ)− Tµν(σ)]− (∂µα) [Nµ(ρ)−Nµ(σ)]
}
≤ 0.
(57)
One may use the definition of the entropy current (56)
which allows to simplify eq. (57) to
∆S(ρ‖σ) =
∫
Ω
ddx
√
g
{
− s(ρ) +∇µwµ(σ)
− βν∇µTµν(ρ)− α∇µNµ(ρ)
− (∇µβν)Tµν(ρ)− (∂µα)Nµ(ρ)
}
≤ 0.
(58)
In a situation where the bath fluid exchanges no energy,
momentum or particle number with the fields of interest,
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the second lines in (57) as well as (58) drop out and we
are left with
s(ρ‖σ) =− s(ρ) +∇µsµ(σ)
− 1
2
(∇µβν +∇νβµ) [Tµν(ρ)− Tµν(σ)]
− (∂µα) [Nµ(ρ)−Nµ(σ)]
=− s(ρ) +∇µwµ(σ)
− (∇µβν)Tµν(ρ)− (∂µα)Nµ(ρ)
}
≤ 0.
(59)
Here we wrote the change in relative entropy in a local
way as was done already in eq. (48).
F. General exponential density matrices
It is interesting to study a class of density matrices
which one may call general exponential density matrices.
This class generalizes global and local thermal equilibrium
density matrices further and is of the form
σ =
1
Z
exp
[∫
dΣµ
{
−hµαβTαβ − lµαNα
}]
, (60)
with the (non-equilibrium) partition function
Z = Tr
{
exp
[∫
dΣµ
{
−hµαβTαβ − lµαNα
}]}
. (61)
The energy-momentum tensor Tαβ(x) and particle num-
ber current Nα(x) should here be considered as operators,
while the coefficients hµαβ(x) and l
µ
α(x) are parameter
fields.
Note that for a given hypersurface Σ, with local nor-
mal vector nµ(x), only some components of the param-
eter fields, namely the contractions nµ(x)h
µ
αβ(x) and
nµ(x)l
µ
α(x) actually enter eq. (60). In contrast, the com-
ponents orthogonal to the surface normal vector field
nµ(x) could be changed without changing the density
matrix σ. In this sense, there are precisely as many inde-
pendent components of the parameter fields as there are
components of the energy-momentum tensor and particle
number current. One can understand the parameter fields
as Lagrange multiplier fields that can realize unrestricted
local expectation values 〈Tµν(x)〉 and 〈Nµ(x)〉. In partic-
ular, these expectation values are not bounded to be of
the thermal equilibrium or ideal fluid form.
A nice feature of eq. (60) is that one can again express
the von Neumann entropy S(σ) in terms of expectation
values and the partition function,
S(σ) = −Tr {σ lnσ}
= ln(Z) +
∫
dΣµ
{
hµαβT
αβ(σ) + lµαN
α(σ)
}
.
(62)
If now the logarithm of the partition function (the
Schwinger functional) is itself local and can be written as
in eq. (55) (this must be tested), one may define for the
class of density matrices in (60) the local entropy current
sµ(σ) = −hµαβTαβ(σ)− lµαNα(σ) + wµ(σ), (63)
such that
S(σ) = −
∫
dΣµs
µ(σ). (64)
The relation ∆S(σ) ≥ 0 implies again the local relation
∇µsµ(σ) ≥ 0 for the class of states (60), provided their
form is preserved by the corresponding CPTP time evo-
lution map.
Another advantage of the exponential form (60) is that
one can determine the relative entropy of some state ρ
relative to such a state σ,
S(ρ‖σ) = Tr {ρ (ln ρ− lnσ)}
= −S(ρ) + ln(Zσ) +
∫
dΣµ
{
hµαβT
αβ(ρ) + lµαN
α(ρ)
}
= −S(ρ) + S(σ) +
∫
dΣµ
{
hµαβ
[
Tαβ(ρ)− Tαβ(σ)]
+ lµα [N
α(ρ)−Nα(σ)]
}
= −S(ρ) +
∫
dΣµ
{
− sµ(σ) + hµαβ
[
Tαβ(ρ)− Tαβ(σ)]
+ lµα [N
α(ρ)−Nα(σ)]
}
.
(65)
In the last equation we have used the definition of the
entropy current sµ(σ) associated with the density matrix
σ in eq. (63).
Let us stress that (60) for some given form of the
parameter fields hµαβ(x) and l
µ
α(x) is in general not the
result of a unitary time evolution. Instead, the evolution
operators from one hypersurface to another is a completely
positive, trace-preserving (CPTP) map N . In this sense,
the class of density matrices in (60) should be seen as
describing open quantum systems. Applying the same
evolution map to ρ leads as before to an inequality as in
eq. (43). This can again be made local, in generalization
of but analogous to eq. (59).
V. CONCLUSIONS AND OUTLOOK
We have investigated here how the second law of ther-
modynamics can be formulated with quantum relative
entropy. For open quantum systems, which can exchange
quantum information with an environment or heat bath,
the time evolution is not unitary but given by a more
general completely positive trace-preserving (CPTP) map.
For classes of CPTP maps that leave equilibrium states
invariant, the second law is a consequence of the mono-
tonicity property of relative entropy. We have recalled
this construction for generic quantum states in section
III.
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Our main focus here was, however, to investigate local
versions of the second law, as they are being used for
example in relativistic fluid dynamics, from this perspec-
tive. In a relativistic quantum field theory it is useful to
consider besides evolution with global time also evolution
maps between more general Cauchy (hyper) surfaces, and
this is particularly convenient to investigate local dynam-
ics. We have specifically concentrated on situations where
the Cauchy surfaces change only in a localized space-time
region bounded by two light cones. For quantum field
theories coupled to an external bath fluid, we have formu-
lated local versions of the second law in terms of relative
entropy. We have also discussed how the same relation
could be formulated with relative entanglement entropy.
The construction works with an external bath fluid in
global equilibrium such that a reference state that is itself
in equilibrium is left invariant, but it can also be extended
to more general situations where this reference state is a
local generalization of the equilibrium state or an even
more general density matrix of exponential form in the
energy-momentum tensor and conserved particle current
operators.
In future work it would be important and interesting to
check the scenarios we have laid out here for concrete and
realistic quantum field theories. This implies also that
appropriate (functional) methods need to be developed.
We have concentrated here on open quantum systems
where the second law is in fact easier to understand than
for closed quantum systems. For the latter, the evolution
with time or between Cauchy surfaces is actually unitary,
so that the global von Neumann entropy for the entire
system is conserved. Also the relative entropy between
two density matrices is then conserved.
Interestingly, a local version of the second law and local
thermalization may nevertheless arise, as long as one
considers only local observables. As we have discussed
in section IVB, it is possible (and in fact likely) that
the quantum information spreads with time over space
in the sense that further quantum entanglement between
different spatial regions is generated. Even for a state
that is far from global equilibrium, the reduced density
matrix for some region may be equivalent to the reduced
density matrix of a global thermal equilibrium state, for
example, such that their relative entanglement entropy
vanishes. Thermalization could occur locally but not
globally. For a finite and isolated quantum system, a
similar scenario would be in conflict with the possibility
of quantum recurrences, but for a relativistic quantum
field theory in an infinite space it is likely that these
cannot occur.
In such a scenario, relativistic fluid dynamics would
arise as an approximation to the full quantum field dy-
namics that describes local observables, but neglects some
amount of non-local entanglement. It may be possible to
approximate the originally unitary time evolution with
a suitable coarse-grained variant constructed along these
lines and this would then be a (C)PTP map similar to
the one that arises for open quantum systems. In the
future it would be interesting to investigate this scenario
in more detail for concrete quantum field theories, both
theoretically and – within model systems – experimen-
tally.
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