In this paper, we experiment with a small working model (SWM), where we can inject faults and learn the intelligence about the system, then scale up this fault models to monitor the condition of an actual/complex system, without injecting faults in the actual system. We refer to this approach as scalable fault models. We check the effectiveness of our approach using 3 kVA and 5 kVA synchronous generators to emulate the behaviour of SWM and actual system, respectively. We linearise the features from the SWM and actual system in a higher-dimensional space using locality constrained linear coding (LLC) to make them linearly separable. Subsequently, the systemindependent features are selected using principal component analysis (PCA) to make the fault models robust across the systems. Support vector machine (SVM) is used as a back-end classifier. Experiments and results show that proposed LLC-PCA system outperforms the baseline system. Keywords: fault diagnosis; inter-turn fault; IVHM; integrated vehicle health management system; CBM; condition-based maintenance; LLC; locality constrained linear coding; PCA; principal component analysis; scalable fault models; synchronous generator; universal fault diagnosis; machineindependent.
Introduction
Condition-based maintenance (CBM) has become an important maintenance strategy in various industries for its reduced unexpected failures and maintenance cost (Phillips and Diston, 2011) . CBM can be implemented using model-based (physics-based mathematical models) data driven or hybrid approaches. However, for a complex system like aerospace system, such mathematical models do not describe the system accurately due to gradual changeover in the system components (Narasimhan et al., 2010) . In contrast to model-based approach, data driven approaches do not require any mathematical models and they are relatively simple to analyse, when sufficient data are available from the system under fault and no-fault conditions.
From the literature (Nandi et al., 2005; Siddique et al., 2005) , it is reported that the fault modelling has generally been done using exactly similar machine/machines for which diagnosis is to be performed. In Günal and Gerek (2009) , two healthy three phase induction motors having different specifications and five faulty motors with the same specifications have been used for diagnosis. However, the objective was to test the generality and applicability of the developed algorithm to distinguish the healthy motor when it was clustered together with different healthy and faulty motors. The reported work may be considered as a novelty detection from the knowledge of the machine under normal conditions, rather than doing any elaborate diagnosis of the condition of the motor. If a data driven fault diagnosis model, generated using a small working model (SWM/lower capacity) system, could be used for the condition monitoring of actual (higher capacity) system, without injecting any faulty conditions in the actual system, then we may be able to develop universal fault diagnosis systems. CBM needs continuous monitoring and different operating conditions of the machine/system to make the maintenance decisions. In aerospace applications, condition monitoring of subsystems/components is a part of integrated vehicle health management (IVHM) system (Felke et al., 2010) . But for such complex systems, we have restrictions in operating the system under faulty conditions to capture the intelligence of the system. Hence, to develop an intelligent system to monitor the condition of the machine, there must be a sufficient knowledge about the system failure mechanisms (Engel et al., 2000) . Therefore, if we have a SWM system which is similar to the complex/actual system, where we could capture the intelligence at different fault conditions, then we may scale up the intelligence captured from the SWM to the actual system to monitor the conditions of the actual system. We refer to this approach as scalable fault models. For proof of concept, we experiment the proposed approach with two different capacity synchronous generators. We consider 3 kVA synchronous generator as an SWM and 5 kVA synchronous generators as an actual system. We capture the intelligence from the 3 kVA generator and scale up this model to diagnose the faults in the 5 kVA generator, without simulating any faulty condition in the actual system. We experiment with feature mapping and feature transformation techniques to achieve the scalability of the fault models.
We consider that the fault is expressing itself through the system as a channel. Though the nature of the fault and its effect on the system are the same, we note that there is a substantial difference in the signatures from the SWM and the actual system. Thus, the feature vectors of the SWM and actual system are non-linear and systemdependent. Therefore, if we can remove the effect of channel/system from the feature vectors, then we may be able to make the fault models robust across the SWM and the actual system. In this work, we map the features to a higher-dimensional linear space and then use principal component analysis (PCA) to select the channel/system-independent features to make the fault models robust for scalable fault models.
In our previous work (Gopinath et al., 2016a) , we experimented nuisance attribute projection (NAP) to reduce channel effects from the 3 kVA and 5 kVA synchronous generators for scalable fault models. NAP filters out the nuisance attributes (systemdependent factors) using an eigenvalue analysis (Solomonoff et al., 2005) . However, it was observed that NAP minimises the system-dependent factors only in a linear space (Gopinath et al., 2016a) . As the statistical features are non-linear, the scope of the NAP is limited for improving the performance of scalable fault models. In Vaisakh et al. (2015) , we experimented sparse coding to improve the performance of fault diagnosis in the 3 kVA synchronous generator by mapping the features to a higher-dimensional linear space. It was observed that preserving the locality before and after the transformation is more important than sparsity. Therefore, locality constrained linear coding (LLC) (Wang et al., 2010) was experimented for improving the fault identification accuracy . LLC represents the feature vectors as a linear combination of the k-nearest basis vectors (Wang et al., 2010) . LLC has been widely used in image classification applications for its improved performance and reduced computational complexity (Taniguchi et al., 2012; Wang et al., 2010; Zhang et al., 2013) . Further, we experimented LLC for improving the fault identification accuracy in rotating machine using vibration signals (Sreekumar et al., 2015) .
In this work, we first use LLC to linearise the features from the SWM and actual system into a higher-dimensional space to make the features linearly separable. Then, we experiment PCA with LLC to identify the system-independent features for improving the performance of the scalable fault models. We use linear support vector machine (SVM) as a back-end classifier. The details of the experimental setup, data collection, feature extraction, LLC, PCA and SVM are described in Section 2. Experiments and results are discussed in Section 3 and finally Section 4 concludes the paper.
System description
This section describes the experimental facility, data collection, feature extraction and algorithms experimented in this work.
Experimental setup
In our work, we customised the 3 kVA and 5 kVA three phase synchronous generators with fault injection capability to inject the inter-turn faults in the stator winding coils. There are six coils in each phase of the stator winding. Each coil has lead terminals at 30%, 60% and 82% of the total number of turns. The detailed information about the experimental setup can be found in Gopinath et al. (2013) . The block diagram and photograph of experimental facility are shown in Figures 1 and 2 . Specifications of the 3 kVA and 5 kVA synchronous generators are listed in Appendix A. 
Data collection and feature extraction
The three phase synchronous generator is connected to the resistive load to operate at different loading conditions. Inter-turn faults are injected through the tap terminals in the stator winding coils. Current sensors are used to collect the three phase current signals, and NI-DAQ is used to interface the sensors with the computer. Each experiment is conducted for 10 s and current signals are sampled at 1 kHz. The data from each experiment is divided into multiple frames with a window size of 512 samples. Figure 3 illustrates the current signatures for the 3 kVA and 5 kVA synchronous generators. The time domain signal is converted into frequency domain using fast Fourier transform (FFT). Statistical frequency domain features are used to extract the fault information from the raw data. The details of the frequency domain features (Lei et al., 2008) are illustrated in Table 1 . 
where s(k) is the spectrum for k = 1, 2, …, K. K is the number of spectrum lines f k is the frequency value of the kth spectrum. 
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provides freedom for each basis vector proportional to its similarity to the input feature vector x i . It can be expressed as dist , exp ( )
where dist(x i , B) is the Euclidean distance between x i and b j and it can be written as
. σ is used to adjust the weight decay speed for the locality adaptor. The shift invariant requirement of LLC is obtained by following the constraint 1 T c i = 1. The local bases are selected from the basis set for each feature vector to form a local coordinate system by using equation (1). The encoding process can be sped up by fast approximation LLC method which identifies k-nearest neighbours of x i as the local bases B i instead of using all the bases from the equation (1). The following criteria are used for the fast approximation LLC method: 
Fast approximation LLC method reduces the computational complexity from O(M 2 ) to O(M + K 2 ). In this paper, fast approximation LLC is used for its reduced computational complexity and fast encoding process.
Principal component analysis (PCA)
PCA is a feature transformation technique used to identify the patterns in the higherdimensional data and highlights the similarities and differences in the data (Hyvärinen, 1970) . PCA is also used to reduce the number of dimensions from the feature vectors, without losing the information. The steps involved in PCA are described below.
• Mean centre the data.
• Compute the covariance matrix of the dimensions.
• Find eigenvectors of covariance matrix.
• Sort eigenvectors in decreasing order of eigenvalues.
• Project onto eigenvectors in order.
In this work, we use PCA for identifying the system-independent features across the 3 kVA and 5 kVA synchronous generators. 
Support vector machine (SVM)
SVM (Vapnik and Vapnik, 1998 ) is a supervised learning algorithm used for pattern recognition problems. SVM constructs a hyperplane that separates two classes, and it can be extended to multi-class classification problems. Figure 5 shows the pictorial representation of the SVM classifier. The planes parallel to the hyperplane are called bounding planes. The data points that lie on the bounding planes are called support vectors. The central hyperplane maximises the margin and it can be obtained by finding the distance between each bounding plane to the origin, respectively (d1 and d2), and subtracting the distances (d2 -d1). Margin of the classifier can be expressed as 2 2 w (7)
To maximise the margin, SVM learning can be formulated as a minimisation problem from the equation (7). The formulation can be expressed as 
subject to constraint:
where input vectors x i = [x 1 , x 2 , …, x n ], d i ∈ {1, -1} be the class label and γ is the bias.
The optimal solution can be obtained by using Lagrangian dual method. The formulation for SVM learning is 
Now, the problem can be reduced to
1 subject to 0 and 0
where k(x i , x j ) is the kernel function. α i can be obtained by solving the equation (12), and the decision function can be expressed as
γ can be calculated by taking a point on the margin for which α i ≠ 0. 
Experiments and results
Inter-turn faults are injected in the R, Y and B phases of the stator windings. No-fault and fault condition data are collected at different loading conditions such as 0.5 A, 1 A, 1.5 A, 2 A, 2.5 A, 3 A and 3.5 A. The experiments with the R, Y and B phase inter-turn faults are treated as independent two class classification problems. It may be noted that an N class problem may be realised as N two class problems. For its ease, we chose to experiment with a two class problem, fault or no-fault, with the R or Y or B phase of a generator. In this work, the following experiments have been carried out. They are:
• baseline system for fault diagnosis in a 3 kVA generator using SVM with different kernels
• improving the performance of fault diagnosis in a 3 kVA generator using LLC
• baseline system for scalable fault models (Training the 3 kVA generator no-fault and fault data; 5 kVA generator no-fault data, and test the trained model on 5 kVA generator no-fault and fault data)
• LLC for scalable fault models
• LLC-PCA for improving the performance of the scalable fault models.
Baseline system for fault diagnosis in a 3 kVA generator using SVM with different kernels
For the baseline system, we first experiment with 3 kVA generator data for the inter-turn fault identification. In this experiment, we used only 3 kVA data for training and testing. The dataset used for fault diagnosis in a 3 kVA generator is listed in Table 2 . The baseline system performance of the SVM kernels for the R, Y and B phase faults are listed in Table 3 . It is observed that the performance of the classifier is not encouraging since the features do not match with the kernels and exhibit non-linear characteristics. The performance of the SVM can be improved by selecting the features matching a particular kernel or by choosing an appropriate kernel that fits the features or by linearising the features to a higher-dimensional space and then matching with the linear kernel. We improve the classifier performance by linearising the features to a higher-dimensional space using LLC.
Improving the performance of fault diagnosis in a 3kVA generator using LLC
In this experiment, first the basis vectors (codebooks) are computed for the training dataset. The feature vectors from the training and testing datasets are represented as a linear combination of k nearest basis vectors. We experiment with different k-nearest neighbours and codebook sizes for better classification performance. Linear SVM is used as a back-end classifier for the fault classification. Table 4 shows the performance of LLC for fault diagnosis in the 3 kVA synchronous generator. The improved performance is compared with the baseline system using linear SVM. We empirically selected the 1024 codebooks for its improved performance. We improved the overall fault identification accuracy by 40.54% and 26.04% for the R and B-phase faults, respectively, by selecting 20 nearest neighbours. Subsequently, the accuracy is improved by 31.70% for the Y-phase fault by selecting 30 nearest neighbours. 
Baseline system for scalable fault models
We experiment scalable fault models by capturing intelligence from a SWM (3 kVA generator) and diagnose the faults in the actual system (5 kVA generator). In this approach, we train the system using no-fault and faulty conditions from the 3 kVA generators, and no-fault condition from the 5 kVA generator. For testing, we used 5 kVA generator data (no-fault and fault conditions) to diagnose the faults. The dataset used for scalable fault models is listed in Table 5 . The performance of the baseline system for scalable fault models using linear SVM is listed in the Table 6 . 
LLC for scalable fault models
We note that the feature vectors from the SWM and actual system are non-linear and system-dependent. In this work, we first linearise the feature vectors to a higherdimensional space, with the help of LLC, to make them linearly separable. In this experiment, we first compute basis vectors (codebooks) for the training dataset (3 kVA no-fault and fault data; 5 kVA no-fault data). We use 5 kVA generator data for testing. The feature vectors from the training and testing datasets are represented as a linear combination of k nearest basis vectors. Linear SVM is used as a back-end classifier. Experiments are performed for the codebook size of 256, 512, and 1024. Performance of LLC for the scalable fault models are listed in the Tables 7-9 . From our experiments, we note that LLC improves the overall classification accuracy and no-alarm (no-fault) accuracy when compared with the baseline system. The better performance of LLC is obtained for 1024 codebooks in improving the overall accuracy and no-alarm (no-fault) accuracy at the expense of alarm accuracy. But a better alarm accuracy is desired for mission critical applications (aerospace) even at the expense of no-alarm accuracy (Gopinath et al., 2016b) . The system-dependent features degrade the performance of the classifier in identifying the fault conditions of the 5 kVA synchronous generator. 
LLC-PCA for scalable fault models
We note that, with the help of LLC, we linearised the features into a higher-dimensional space to make them linearly separable. Though LLC improves the no alarm (no-fault) accuracy which results in an increase in overall classification accuracy, the alarm (fault) accuracy has not improved due to system-dependent features. Therefore, we need to identify and remove the system-dependent features to improve the performance of the scalable fault models. The methodology of our proposed LLC-PCA system for the scalable fault models is shown in the Figure 6 . From our experiments with LLC, we also found that some features do not have useful information (zero vectors) after mapping to a higher-dimensional space. In this work, first the features are linearised using LLC and features that have no information are eliminated. Then, we apply PCA to identify and remove the system dependent-features from the feature space. We experimented LLC-PCA for different codebook sizes and k-nearest neighbours for better performance. The performance of the LLC-PCA system is listed in Tables 10-12. We empirically found that for 512 codebook size, with selection of 100 principal dimensions using PCA, the performance has been improved when compared with the baseline system and LLC for scalable fault models. We compared the performance of the LLC-PCA system with the LLC system (1024 codebooks) for the scalable fault models. The proposed LLC-PCA approach improves the alarm accuracy by 34.47%, 15.72% and 18.90% for the R, Y and B phase faults, respectively. We improved the alarm accuracy for the scalable fault models at the expense of no-fault accuracy. It may be noted that a better alarm accuracy is desired in mission critical applications even at the expense of a lower no-alarm detection accuracy (Gopinath et al., 2016b) . 
Figure 6
Proposed approach for scalable fault models
Conclusion
In this paper, we presented a novel approach to monitor the condition of complex/actual system by using the intelligence captured from the SWM, without injecting any faults in the actual system. Fault conditions of the actual system are used for testing purposes only. The proposed approach is experimented with two different capacity (3 kVA and 5 kVA) synchronous generators for fault diagnosis. We trained the fault models with no-fault and fault data from the 3 kVA generator, and only no-fault data from the 5 kVA generator is used to emulate the condition that exists with high-end aerospace applications. The trained model is used to test the conditions of the 5 kVA generator data. As the features from the SWM and actual system are non-linear and system-dependent, we used LLC to linearise the feature vectors to a higher-dimensional space and then we selected the system-independent features using PCA to diagnose the faults in the 5 kVA generator, without injecting any faults in the 5 kVA generator. Linear SVM is used as a back-end classifier for fault diagnosis. The proposed LLC-PCA approach improves the alarm accuracy by 34.47%, 15.72% and 18.90% for the R, Y and B phase faults, respectively. A better alarm (fault) accuracy is desired in mission critical applications (aerospace) even at the expense of a lower no-alarm (no-fault) detection accuracy. We note that the proposed LLC-PCA system improves the alarm (fault) accuracy at the expense of no-alarm (no-fault) accuracy. Our experimental results show that the proposed approach helps the fault models to be robust across the SWM and complex/actual system for effective fault diagnosis. 
