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1. INTRODUCTION AND SYNOPSIS
A set of necessary and sufficient conditions for a scalar-valued infinitely
differentiable function f on (0, .) to be the Laplace transform of an inte-
grable function k is presented in Chapter VII of Widder’s famous mono-
graph [18]. They require that
F.
0
|Lk, t[f]| dt <., k=1, 2, ...,
and
lim
k, jQ.
F.
0
|Lk, t[f]−Lj, t[f]| dt=0,
where Lk, t[f]=
(−1)k
k! f
(k)(kt)(
k
t)
k+1 the Post–Widder approximation of the
inverse Laplace transform of f.
In this paper, we shall study a related condition for the existence of an
integrable original function, one that can be traced back to R. S. Phillips
[11, 17]. His result can be rephrased as follows. If Rl is the resolvent of a
closed densely defined operator acting in a Banach space E such that
lim suplQ. ||lRl ||E is finite and
> dn
dln
Rl>
E [ F
.
0
e−lttna(t) dt, l > 0, n=0, 1, 2, ..., (1.0)
where a is a nonnegative integrable function on R+=[0, .), then there
exists a semigroup of linear operators {T(t), t \ 0} of class (1.A) and of
negative type whose Laplace transform is Rl. This means in particular that
for any x ¥ E, the Banach-space-valued function f(l)=Rlx is the Laplace
transform of a (Bochner) integrable function tQ T(t) x. Therefore, it is not
surprising that a scalar-valued infinitely differentiable function f is the
Laplace transform of an integrable function iff there exists a nonnegative
integrable function a on R+ such that
: dn
dln
f(l): [ F.
0
e−lttna(t) dt, l > 0, n=0, 1, 2, .... (1.1)
This result does not, however, extend to the case where f takes values in a
Banach space E. Arendt [1] proved that Widder’s conditions [18]
> dn
dln
f(l)>
E
[
Mn!
ln+1
, l > 0, n=0, 1, 2, ..., (1.2)
are necessary and sufficient for f to be the Laplace transform of a bounded
function iff E has the Radon–Nikodym property. He also showed that in
general they are merely equivalent to the existence of an ‘‘integrated’’ solu-
tion of the inverse problem. To be more exact (see [1]), (1.2) holds iff there
exists a Lipschitz continuous function u( · ), satisfying ||u(t)−u(s)||E [
M |t−s|, s, t \ 0, such that
u(0)=0, f(l)=l F.
0
e−ltu(t) dt=F.
0
e−lt du(t), l > 0. (1.3)
Following his result, we shall show that (1.1) is equivalent to the exis-
tence of an absolutely continuous u( · ), satisfying ||u(t)−u(s)||E [ > ts a(r) dr,
such that (1.3) holds.
Fortunately, an apparent asymmetry between the cases of scalar-valued
and Banach-space-valued functions disappears if we look at the problem at
the level of measures. An infinitely differentiable function f satisfies
> dn
dln
f(l)>
E
[ F
R
+
e−lttn dm(t), for l > 0, n=0, 1, 2, ..., (1.4)
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where m is a finite measure on R+, iff there exists a function u of bounded
variation, VAR[s, y, u] [ m[s, y) (left-continuous with right limits), such
that (1.3) holds; if m is absolutely continuous with respect to Lebesgue
measure, u is also absolutely continuous. The germ of this idea can be
found in [9, 16], where the case of Lipschitz continuous u was considered.
Developing the idea from these papers we shall show, furthermore, that
(1.4) holds iff there exists a bounded linear operator H mapping the space
L1m(R
+) of measurable functions on R+ integrable with respect to m, into E
such that H(el)=f(l), where el(t)=e−lt, l > 0.
The case where f is a pseudoresolvent in a Banach algebra is of special
interest and leads to a richer theory. First of all, for pseudoresolvents it
turns out that condition (1.4) implies (1.1) with some integrable a, (of
course with | · | replaced by || · ||E) provided m({0})=0. Moreover one is led
to a version of a result of Kisyn´ski [13]. He showed that if a pseudoresol-
vent Rl, l > 0 in the algebra L(X, X) of all bounded linear operators in a
Banach space X satisfies
> dn
dln
Rl>
L(X, X)
[
Mn!
ln+1
, l > 0, n=0, 1, 2, ...,
then there exists a representation H of L1(R+) on the Banach space X,
such that Rl=H(el); here L1(R+) stands for the convolution algebra of
functions on R+ that are absolutely integrable with respect to Lebesgue
measure. This is an important finding because it relates the theory of semi-
groups of operators with the theory of representations of Banach algebras.
In particular, using the famous result of Hewitt [10], Curtis and Figa´-
Talamanca [6], and Gulik et al. [8], which generalizes the so-called
factorization theorem of Cohen [5] and states that the range of the repre-
sentation RH={y ¥X; y=H(f) x, x ¥X, f ¥ L1(R+)} is a closed set in X,
one may show that this range coincides with the regularity space Xr of the
pseudoresolvent. It is well known that on Xr one may define a strongly
continuous semigroup, the Hille–Yosida semigroup, {T(t), t \ 0} of
bounded operators, such that >.0 e−ltT(t) x dt=Rlx, for x ¥Xr. Kisyn´ski
showed that the Hille–Yosida semigroup is related to the translation
semigroup in L1(R+) by
T(t) y=H(ft) x, y=H(f) x,
where ft(s)=f(s− t) 1[t,.)(s). See his new paper [14] for generalization of
this result. We will prove that if a pseudoresolvent f(l) in a Banach
algebra A satisfies (1.1), then there exists a submultiplicative function
a0(t) [ a(t) a.e. (throughout, a.e.=almost everywhere with respect to the
Lebesgue measure) such that (1.1) also holds with a replaced by a0, and the
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related operator H is a homomorphism of L1a0 (R
+) and A. Then we shall
prove a Kisyn´ski-like ‘‘algebraic version’’ of the more difficult, sufficiency
part of the Phillips generation theorem for (1.A) semigroups. We shall also
approach the problem of generation of (0.A) semigroups and reestablish
(and slightly generalize) the main theorem of Miyadera [15] in a new
context. What is of interest is that generation theorems of both class (1.A)
as well as of class (0.A) are obtained by the same device. Some immediate
applications to the theory of integrated semigroups are also presented: we
improve our previous generation theorem for absolutely continuous
integrated semigroups [3] and show that this class of integrated semi-
groups almost coincides with that of integrated semigroups of bounded
variation.
2. THE SPACE L1m(R
+)
Let m be a (positive) finite Borel measure on R+. The space L1m(R
+) of
(equivalence classes of) measurable functions f such that >R+ |f(t)| dm(t) is
finite, with the norm ||f||L1m(R+)=>R+ |f(t)| dm(t), is a Banach space. (All
spaces considered in the paper are real.) In particular, if m is absolutely
continuous with respect to Lebesgue measure with Radon–Nikodym
derivative a (integrable, nonnegative), we write L1a(R
+) instead of L1m(R
+).
If, additionally, a is submultiplicative, i.e., iff a(t+s) [ a(t) a(s) for
s, t > 0, then L1a(R
+) is a Banach algebra with convolution
f f k(t)=F t
0
f(t−s) k(s) ds
as multiplication.
Note that the functions el(t)=e−lt, l \ 0 belong to L1a(R+) and that
(l−m) el f em=em−el, i.e., the family {el, l \ 0} satisfies the Hilbert
equation. Since lQ el is continuous, by the Hilbert equation it is also dif-
ferentiable, and we have d
n
dln el=(−1)
n n!(el)g(n+1). Therefore, ||
d n
dln el ||L1a(R+)
=||n!(el)g(n+1)||L1a(R+)=>.0 e−lttna(t) dt. We see in particular that (1.1) holds
for f(l)=el. We will often use the fact that for any finite Borel measure m
on R+,
the set {el: l > 0} is total in L
1
m(R
+). (2.1)
The above set is also total in C0(R+), the space of continuous functions
f: R+Q R with limtQ. f(t)=0, equipped with the supremum norm. The
family {el: l \ 0} is total in the space C(R+) of continuous functions
f: [0, .)Q R with limit at infinity. Of course, C0(R+) … C(R+) … L1m(R+).
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We shall also need the following estimate, known as the Phillips lemma.
For any submultiplicative and integrable function a: (0, .)Q R+,
a(t) [
C2
t2
,
where C=>.0 a(t) dt (cf. [17]; [11] p. 242).
Lemma 2.1. For any finite Borel measure m on R+,
l F.
0
e−lt1[0, t) dt=F
.
0
e−ltd1[0, t)=el in L
1
m(R
+), for l > 0. (2.2)
Proof. Note that it is enough to show the second equality in (2.2), the
first one following by integration by parts.
Since ||1[0, t)−1[0, s) ||L1m (R
+)=m[s, t) for 0 < s < t, the variation of the
function tQ 1[0, t) ¥ L1m(R+) on any interval [s, y] … [0, .) is finite.
Indeed,
VAR(s, y, 1[0, t)) := sup
s=t0 < t1 < · · · < tn=y
C
n−1
i=0
||1[0, ti+1)−1[0, ti) ||L1m(R+),
= sup
s=t0 < t1 < · · · < tn=y
C
n−1
i=0
m[ti, ti+1)=m[s, y).
Moreover, for any t > 0, the norm of 1[0, t) is bounded by >R+ dm=
m(R+)=||m|| and
lim
s, yQ.
VAR(s, y, 1[0, t))=0.
We treat the second integral in (2.2) as a Lebesgue–Stieltjes integral and
note that >R+ f(s) d1[0, t) exists for all f ¥ L1m(R+). Since, for any s > 0,
F
R
+
1[0, s)(t) d1[0, t)=F
[0, s)
d1[0, t)=1[0, s)
and since the vectors 1[0, s), s > 0, form a linearly dense set in L
1
m(R
+), it
follows that >R+ f(t) d1[0, t)=f, for all f ¥ L1m(R+), which includes (2.2) as
a special case. L
Remark 2.1. There is no Bochner integrable function k with values in
L1a(R
+) such that its Laplace transform equals el. Indeed, if such k existed,
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then by Lemma 2.1 we would have 1[0, t)=> t0 k(s) ds and hence tQ 1[0, t)
would be differentiable a.e. But denoting dt, h=
1
h [1[0, t+h)−1[0, t)], where t,
h > 0, we have ||dt, 2h−dt, h ||L1a(R+)=
1
2h > t+2ht a(r) dr, which tends to a(t) a.e.,
as hQ 0, a contradiction.
Lemma 2.2. Let a: (0, .)Q [0, .) be submultiplicative and integrable.
Consider the operators T(t) f=ft, where ft(s)=f(s− t) 1[t,.)(s), acting in
L1a(R
+). We have ||T(t)|| [ a(t), and (0, .) ¦ tQ ft is continuous in L1a(R+).
Furthermore, for all f ¥ L1a(R+),
F.
0
e−ltT(t) f dt=el f f, for l \ 0. (2.3)
Proof. Certainly the operators T(t) are linear. We have
||T(t) f||L1a(R+)= F
.
0
|f(s− t) 1[t,.)(s)| a(s) ds=F
.
0
|f(s)| a(s+t) ds
[ a(t) F.
0
|f(s)| a(s) ds=a(t) ||f||L1a(R+).
It is clear that [0, .) § tQ ft is continuous in L1a(R+) for f continuous
with compact support. Moreover, for t0 > 0 the operators T(t), t ¥ [12 t0,
t0+1], are equibounded by the Phillips lemma. Thus, the continuity for
arbitrary f follows by a density argument.
Relation (2.3) may be proved by direct calculation:
1F.
0
e−ltft dt2 (s)= F.
0
e−ltf(s− t) 1[t,.)(s) dt
= F s
0
e−ltf(s− t) dt=(el f f)(s). L
3. INVERSION OF THE LAPLACE TRANSFORM
Throughout this section, E is a Banach space, and f: (0, .)Q E is an
infinitely differentiable function satisfying either
> dn
dln
f(l)>
E
[ F.
0
e−lttna(t) dt, for l > 0, n=0, 1, 2, ..., (3.1)
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where a is nonnegative and integrable, or
> dn
dln
f(l)>
E
[ F
R
+
e−lttn dm(t), for l > 0, n=0, 1, 2, ..., (3.2)
where m is a (positive, finite) measure.
The series
ym(t)=e−mt C
.
k=0
(m2t)k+1 (−1)k f (k)(m)
k!(k+1)!
m > 0, t \ 0, (3.3)
will play a central role in our considerations. We shall call it the Yosida
approximation associated to f. See [2, 17] or (4.1) below for motivation of
this terminology.
Our goal is to prove the following theorem.
Theorem 3.1. The following conditions are equivalent.
(i) f satisfies (3.2).
(ii) There exists a bounded linear operator H: L1m(R
+)Q E such that
H(el)=f(l), l > 0, and ||H|| [ 1. In such a case, for f ¥ C0(R+),
Hf= lim
mQ.
F.
0
ym(t) f(t) dt, and ||H||L(C0(R+), E) [ F
R
+
dm, (3.4)
where ym(t) is the Yosida approximation associated to f.
(iii) There exists a function u: [0, .)Q E, u(0)=0 (left-continuous
with right limits), such that VAR(s, y, u(t)) [ m[s, y), 0 [ s [ y, and
F.
0
e−lt du(t)=l F.
0
e−ltu(t) dt=f(l), l > 0. (3.5)
In particular, f satisfies (3.1) iff u satisfies ||u(t)−u(s)||E [ > ts a(r) dr.
Definition 3.1. The operator H described in (ii) shall be called the
solution operator for f or for f, m if we want to specify m. The function u
described in (iii) shall be called the solution for f, m.
Note that u is uniquely determined; this can be easily derived from the
invertibility of the Laplace transform for continuous functions.
Remark 3.1. Since the solution u is of bounded variation, we may con-
sider the Stieltjes integral >.0 f(t) du(t), f ¥ C0(R+). Moreover, (3.4–3.5)
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and a density argument show that Hf=>.0 f(t) du(t). In particular, if
f is the Laplace transform of an integrable function k, then Hf=
>.0 f(t) k(t) dt for all f ¥ L1|k|(R+).
Remark 3.2. Our theorem proves in particular that (3.2) implies exis-
tence of the limit
lim
lQ 0+
f(l)= lim
lQ 0+
H(el)=H(e0).
This agrees with the fact that the Laplace transform of a function u of
bounded variation (limyQ. VAR(0, y, u) <.) is defined for all l \ 0 and
that it is right-continuous at 0.
We shall also prove the following:
Theorem 3.2. Fix f satisfying (3.2). The set of measures satisfying (3.2)
has a least element m0 in the sense that for any other measure m satisfying
(3.2) and for all s, y, we have m0[s, y) [ m[s, y). Moreover if f is nontrivial
(i.e., f – 0), the solution operator for f, m0 has norm equal to 1. In particu-
lar, if f satisfies (3.1), the measure m0 has density
a0=lim sup
hQ 0+
1
h
||u(t+h)−u(t)||E, (3.6)
where u(t) is the solution for f.
Definition 3.2. The solution operator H for f, m0 shall be called the
canonical solution operator for f.
As a preparation for the proof of Theorems 3.1 and 3.2, let us establish
some lemmas.
Lemma 3.1. Let m be a positive finite Borel measure on R+. Fix m > 0
and define Jm(t, s): [0, .)×[0, .)Q [0, .) by
Jm(t, s)=m C
.
k=0
(ms)k
k!
(mt)k+1
(k+1)!
e−mss−mt.
For all s, l \ 0, we have
F.
0
e−ltJm(t, s) dt=1 m
l+m
22 e−( mll+m) s (3.7)
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and
F.
0
F
R
+
Jm(t, s) dm(s) dt=F
R
+
dm. (3.8)
Finally, for all f ¥ C(R+)
lim
mQ.
F.
0
f(t) F
R
+
Jm(t, s) dm(s) dt=F
R
+
f(t) dm(t). (3.9)
Proof. Since Jm(t, s) [ m, the Laplace transform of tQ Jm(t, s) is well
defined for all s \ 0. We have
F.
0
e−ltJm(t, s) dt=e−ms C
.
k=0
(ms)k
k!
m F.
0
e−lt
(mt)k+1
(k+1)!
e−mt dt
=e−ms C
.
k=0
(ms)k
k!
1 m
l+m
2k+2
=e−ms 1 m
l+m
22 e m2sl+m
=1 m
l+m
22 e− mll+m s,
as desired. (3.8) follows from (3.7) with l=0 by Fubini’s theorem.
By (3.8) in turn, the left-hand side of (3.9) is bounded by >R+ dm ||f||C(R+)
so that by the remark following (2.1) it is enough to check that formula for
f=el, l \ 0. But, by (3.7), Fubini’s theorem, and Lebesgue’s dominated
convergence theorem
lim
mQ.
F.
0
el(t) F
R
+
Jm(t, s) dm(s) dt
= lim
mQ.
F
R
+
F.
0
e−ltJm(t, s) dt dm(s)
= lim
mQ.
F
R
+
1 m
l+m
22e− mll+m s dm(s)=F
R
+
e−ls dm(s),
as desired. L
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Lemma 3.2. Suppose that f satisfies (3.2), and fix m > 0. The series (3.3)
converges absolutely for almost all t \ 0, and
||ym(t)|| [ F
R
+
Jm(t, s) dm(s), F
.
0
||ym(t)|| dt [ F
R
+
dm.
Proof. Consider y˜m(t)=e−mt ;.k=0 (m
2t)k+1 ||f(k)(m)||
k!(k+1)! . By (3.2),
y˜m(t) [ e−mtm C
.
k=0
(mt)k+1
(k+1)!
F
R
+
e−ms
(ms)k
k!
dm(s)=F
R
+
Jm(t, s) dm(s).
Thus, by (3.8), >.0 y˜m(t) dt [ >.0 >R+ Jm(t, s) dm(s) dt=>R+ dm. It follows
that y˜m(t) is finite a.e., and therefore the series ym(t) converges absolutely
a.e. To complete the proof it is enough to note that ||ym(t)|| [ y˜m(t). L
Lemma 3.3. Suppose that f satisfies (3.2), and fix m > 0. For 0 < n [ 2m,
f(n)=C
.
k=0
f (k)(m)(n−m)k
k!
.
Proof. Let h(z)=>R+ e−zt dm(t). Then, clearly, h is a holomorphic
function in the open right half-plane. We have h (k)(z)=>R+ e−zt(−t)k dm(t),
and for |z−m| [ m,
C
.
k=0
:h (k)(m) (z−m)k
k!
: [ C.
k=0
F
R
+
e−mttk dm(t)
|z−m|k
k!
= F
R
+
e−mt C
.
k=0
|z−m|k tk
k!
dm(t)
= F
R
+
e−mte |z−m| t dm(t) [ F
R
+
dm.
Therefore for 0 < n [ 2m, h(n)=;.k=0 h (k)(m) (n−m)
k
k! . On the other hand, for
all n ¥N, n > 0, h(n)=;nk=0 h (k)(m) (n−m)
k
k! +Rn+1, where
Rn+1=F
n
m
h (n+1)(t)
(n−t)n
n!
dt=F n
m
F
R
+
e−tt(−t)n+1
(n−t)n
n!
dm(t) dt.
It follows that limnQ. |Rn |=0. Now, for 0 < n [ 2m,
f(n)=C
n
k=0
f (k)(m)
(n−m)k
k!
+R˜n+1,
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where
||R˜ n+1 ||=> F n
m
f (n+1)(t)
(n−t)n
n!
dt>
[ : F n
m
F
R
+
e−tttn+1
(n−t)n
n!
dm(t) dt :=|Rn+1 ||ŁnQ. 0,
as desired. L
Lemma 3.4. Suppose that f satisfies (3.2), and fix m > 0. The Laplace
transform >.0 e−ltym(t) dt of the Yosida approximation ym(t) associated to f
equals
1 m
l+m
22 f 1 lm
l+m
2 , l > 0.
Proof. Apply the definition of ym(t) and change the order of summa-
tion and integration; this is legitimate by Lemma 3.2. The resulting power
series equals ( ml+m)
2 times the Taylor expansion of f at lml+m around the point
m, so that Lemma 3.3 completes the proof. Detailed calculations are pre-
sented in the proof of Proposition 1 in [2]. L
With these lemmas established, we now turn to the proof of Theorems
3.1 and 3.2.
Proof of Theorem 3.1.
(i)S (ii) Consider the operators Hm: C0(R+)Q E given by the formula
Hmf=>.0 ym(t) f(t) dt (the integral in the Bochner sense). Certainly,
||Hmf||E [ ||f||C0(R+) F
.
0
||ym(t)|| dt [ ||f||C0(R+) F
R
+
dm,
by Lemma 3.2. We have limmQ. Hmel=f(l), since by Lemma 3.4,
Hmel=1 m
l+m
22 f 1 lm
l+m
2 .
That the limit Hf=limmQ. Hmf exists for all f ¥ C0(R+) follows now from
the fact that {el; l > 0} is dense in C0(R+) and the fact that the Hm are
equibounded. In particular Hel=f(l), and ||H||L(C0(R+), E) [ >R+ dm.
We will prove that H can be extended to the whole of L1m(R
+). For
f ¥ C0(R+), define fn ¥ C0(R+), n \ 1 by
fn(t)=e−nt C
.
k=0
f 1k
n
2 (nt)k
k!
.
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A classical result ([7], ch. VII, Eq. (1.5)) states that fn tends to f uniformly
on bounded intervals. We shall utilize this result to deduce that
lim
nQ.
||fn−f||L1m(R+)=0 (3.10)
and
lim
nQ.
||Hfn−Hf||E=0. (3.11)
Let e > 0 and choose T > 0 so that
m[T, .) < e
2 ||f||C0(R+)
.
Using the inequality ||fn ||C0(R+) [ ||f||C0(R+), we obtain ||fn−f||L1m(R+) [>T0 |fn(t)−f(t)| dm(t)+e and, by (3.9) and Lemma 3.2,
||Hfn−Hf||E [ lim sup
mQ.
3 F
[0, T]
|fn(t)−f(t)| ||ym(t)|| dt
+2 ||f||C0(R+) F
[T,.)
||ym(t)|| dt4
[ sup
t ¥ [0, T]
|fn(t)−f(t)| F
R
+
dm+e.
Thus, both lim supnQ. ||fn−f||L1m(R+) and lim supnQ. ||Hfn−Hf||E are no
greater than e, as desired. Now, by Lemma 3.2,
||Hmfn ||E [ F
.
0
|f|n (t) ||ym(t)|| dt [ F
.
0
|f|n (t) F
R
+
Jm(t, s) dm(s) dt,
where |f|n (t)=e−nt ;.k=0 |f(kn)| (nt)
k
k! is a member of C0(R
+). Therefore, by
(3.9), ||Hfn ||E [ >R+ |f|n (t) dm(t)=|||f|n ||L1m(R+). Letting nQ . and applying
(3.10) to |f|, we obtain, by (3.11), ||Hf||E [ ||f||L1m(R+). This is certainly
enough to ensure the existence of the desired extension of the operator H,
since C0(R+) is dense in L
1
m(R
+).
(ii)S (iii) Define u(t)=H(1[0, t)). Certainly (compare Lemma 2.1),
VAR(s, y, u(t)) [ VAR(s, y, 1[0, t))=m[s, y). (3.12)
12 ADAM BOBROWSKI
By Lemma 2.1,
l F.
0
e−ltu(t) dt=H 1l F.
0
e−lt1[0, t) dt2=H(el)=f(l),
as desired. The first equality in (3.5) follows by similar calculations or by
integration by parts. The rest is clear.
The proof of (iii)S (i) is routine. L
The implication (i)S (ii) may be proven in many ways. For example,
using (3.9) and Lemma 3.3, and arguing as in [13] p. 9, one may show
that for any ai and nonnegative li, i=1, 2, ..., n, ||;ni=1 aif(li)||E [
||;ni=1 aieli ||L1m(R+), which by (2.1) implies existence of the operator H. Our
proof, however, has a valuable by-product (3.4), which coupled with the
Phillips lemma leads to interesting Corollaries 3.2 and 4.1 below.
Proof of Theorem 3.2. Define a real-valued, left-continuous and non-
decreasing function v by v(t)=VAR(0, t, u( · )), t \ 0, where u( · ) is the
solution for f. Let m0 be the Stieltjes measure corresponding to v; in par-
ticular m0[s, y)=v(y)−v(s) for s < y. By (3.5),
> dn
dln
f(l)>
E
=> F.
0
e−lttn du(t)>
E
[ lim
TQ.
lim
nQ.
C
k
i=0
e−l(
iT
k) 1 iT
k
2n||u({i+1} T/k)−u(iT/k)||E
[ lim
TQ.
lim
nQ.
C
k
i=0
e−l(
iT
k) 1 iT
k
2n[v({i+1} T/k)−v(iT/k)]
= F.
0
e−lttn dv(t).
Moreover, if a measure m satisfies (3.2), then by (3.12) m0[s, y) [ m[s, y),
so that m0 is indeed the least measure satisfying (3.2). Proof of (3.6) is
similar.
Consider
sup
||H(1[s, y))||E
||1[s, y) ||L1m0 (R
+)
=sup
||u(y)−u(s)||E
v(y)−v(s)
=: k,
where the supremum is taken over all s < y such that v(y) > v(s). We
already know that k [ 1. On the other hand, since for all s < y,
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||u(y)−u(s)||E [ k[v(y)−v(s)], we have also v(y)−v(s) [ k[v(y)−v(s)],
so that k \ 1 unless v(y)=const. Thus, except for the case u(t)=const=0,
k equals 1, which implies ||H||=1.
Corollary 3.1. A scalar-valued function f satisfies (3.1) with some
integrable nonnegative function a iff it is the Laplace transform of an abso-
lutely integrable function k.
Proof. For necessity put a(t)=|k(t)|. The other part follows from
Theorem 3.1(iii). Indeed, since the solution u for f is absolutely continuous,
i.e., |u(t)−u(s)| [ > ts a(r) dr, it is also differentiable a.e., being scalar-
valued. It is clear that |uŒ(t)| [ a(t) a.e. and that k(t)=uŒ(t) is the sought
absolutely integrable function. L
Corollary 3.2. Suppose f satisfies (3.1). We have
u(t)= lim
mQ.
F t
0
ym(s) ds=: lim
mQ.
um(t)
uniformly in compact subintervals of (0, .).
Proof. Under our assumptions, (3.9) states that the measures with
densities am(t)=>.0 a(s) Jm(t, s) ds converge weakly to the measure with
density a. In particular, for any 0 [ s [ t <., limmQ. > ts am(r) dr=
> ts a(r) dr.
The functions um(t) :=> t0 ym(s) ds are continuous and bounded by
>.0 a(t) dt (Lemma 3.2). Let mn be a sequence such that limnQ. mn=.. By
the above remarks and the estimate ||ymn (t)|| [ amn (t) (Lemma 3.2), we
conclude also that umnare equicontinuous in the sense that for any t \ 0 and
e > 0 there exists a d > 0 such that the condition s \ 0, |s− t| < d, implies
||umn (t)−umn (s)|| [ e, for all n ¥N. In view of Lemma 3.4,
lim
nQ.
F.
0
e−lt F t
0
ymn (s) ds dt=
1
l
lim
nQ.
1 mn
l+mn
22 f 1 lmn
l+mn
2
=
1
l
f(l)=F.
0
e−ltu(t) dt.
The proof is completed by taking into account the invertibility of the
Laplace transform for continuous functions and Proposition 1 in [4],
which states that a sequence of equibounded and equicontinuous functions
converges uniformly in compact subintervals of (0, .) iff their Laplace
transforms converge. L
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4. THE CASE OF PSEUDORESOLVENT
Let us now study in more detail the case where A is a Banach algebra
with identity eA, and f is a pseudoresolvent. The latter means that f satis-
fies the Hilbert equation
f(l)−f(m)=(m−l) f(l) f(m), l, m > 0.
Let f(l) satisfy (3.2) and consider the elements of A, bm=m2f(l)−m · eA
and their exponents sm(t)=ebm t. Since
d n
dln f(l)=(−1)
n n! f(l)n+1, we have
sm(t)=e−mteA+ym(t), (4.1)
where ym(t) is the Yosida approximation associated to f(l) as defined in
(3.3). In order to distinguish it from ym(t), we shall call sm(t) the Yosida
semigroup approximation. Note that even though in general the Yosida
approximation is defined merely for almost all t \ 0, in the case of a pseu-
doresolvent, sm(t) and therefore also ym(t) are defined and continuous for
all t \ 0. By Lemma 3.2
F.
0
||sm(t)||A dt [
1
m
||eA ||A+F
R
+
dm. (4.2)
Now by the Phillips lemma
||sm(t)||A [
C2
t2
, t > 0, m \ 1, (4.3)
where C=||eA ||A+>R+ dm.
In proving his generation theorem [11, 17], Phillips notes that if Rl is a
resolvent of a densely defined operator A and is tempered at infinity, then
instead of (3.1) (with f(l)=Rl) it is enough to assume (3.2) to obtain that
A is the generator of a (1.A) semigroup. (Recall that a pseudoresolvent Rl
is termed tempered at infinity iff limsuplQ. l ||Rl || <..) He remarks
further that this result, surprising as it may be at a first glance, follows
from the fact that pseudoresolvents enjoy very special properties. In this
direction we shall prove the following corollary to Theorem 3.1.
Corollary 4.1. Let f(l) be a pseudoresolvent satisfying (3.2) where
m({0})=0. Then, it also satisfies (3.1) with some integrable a.
Proof. It is enough to prove that the minimal measure m0
(Theorem 3.2) is absolutely continuous with respect to Lebesgue measure.
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Let u(t) be the solution for f, m. For t > 0, n ¥N, define ft, n(s)=
[(nt−ns)N1] 1[0, t)(s); this function is constant in the intervals [0, t− 1n ]
and [t, .), being equal 1 in the former interval and 0 in the later one; its
graph in [t− 1n , t] is a straight line that connects the points (t−
1
n , 1) and
(t, 0).
Observe that ft, n ¥ C0(R+) and that it approaches 1[0, t) in L1m(R+) as
nQ .. Fix e > 0 and for given y > s > 0 choose n > 1s large enough to
have ||fy, n−1[0, y) ||L1m(R+)+||fs, n−1[0, s) ||L1m(R+) [ e. We obtain ||u(y)−u(s)|| [
e+||H(fy, n)−H(fs, n)||. On the other hand, by (4.3),
||H(fy, n)−H(fs, n)||= lim
mQ.
||Hm(fy, n−fs, n)||
[ lim sup
mQ.
||fy, n−fs, n ||C0(R+) F
y
s−(1/n)
||sm(u)|| du
[ F y
s−(1/n)
C2
u2
du.
Letting nQ ., ||u(y)−u(s)|| [ e+>ys C
2
u2
du. Since e was arbitrary,
||u(y)−u(s)|| [ >ys C
2
u2
du. Thus VAR(s, y, u)=m0[s, y) [ >ys C
2
u2
du This
implies that for any n ¥N and any set B of Lebesgue measure 0 contained
in [1n , n], m0(B)=0. Indeed, given e > 0 there exists a covering of B by a
sequence of intervals {Ii} such that ; l(Ii) < e/4n2C (where l denotes
Lebesgue measure), and we can assume without loss of generality that
Ii … [ 12n , 2n]. Therefore, m0(B) [; m0(Ii) [; >Ii Cu2 du [ 4n2C; l(Ii) < e,
as desired. Now, for general B of Lebesgue measure 0, m0(B)=
m0(B−{0})=limnQ. m(B 5 [1n , n])=0, and the proof is complete. L
Before presenting our next result let us recall that a function u( · ) with
values in a Banach algebra is termed an integrated semigroup (see [1]) iff
u(0)=0, u(t) u(s)=F t+s
0
u(r) dr−F s
0
u(r) dr−F t
0
u(r) dr, s, t > 0.
(4.4)
Corollary 4.2 (cf. [12], Proposition 2.2). Suppose that u( · ) is an
integrated semigroup of bounded variation, i.e.,
VAR(0, ., u( · )) :=lim
yQ.
VAR(0, y, u( · )) <..
Suppose furthermore that limeQ 0 VAR(0, e, u( · ))=0. Then there exists an
integrable nonnegative function a such that ||u(t)−u(s)||E [ > ts a(r) dr.
16 ADAM BOBROWSKI
Proof. Let f(l)=>.0 e−lt du(t). Using (4.4) one shows that f(l) is a
pseudoresolvent. Certainly, u is the solution for f. In the proof of
Theorem 3.2 we have seen that f(l) satisfies (3.2) with m=m0 being the
Stieltjes measure for v=VAR(0, t, u( · )). Sincem0({0})=limeQ 0 m0[0, e)=
limeQ 0 VAR(0, e, u( · ))=0, an appeal to Corollary 4.1 and Theorem 3.1
completes the proof. L
Theorem 4.1. Suppose that a pseudoresolvent f satisfies (3.1). The
density a0 given by (3.6) is submultiplicative and the canonical solution
operator for f is a homomorphism of the Banach algebra L1a0 (R
+).
Proof. Let u(t) be the solution for f. The fact that f is a pseudo-
resolvent and relation (3.4) force u to satisfy the functional equation of an
integrated semigroup (4.4). Differentiating (4.4) with respect to t we obtain
u(t+s)= lim
eQ 0+
1
e
[u(t+e) u(s)−u(t) u(s)]−u(t).
Analogously,
u(t+s+h)= lim
eQ 0+
1
e
[u(t+e) u(s+h)−u(t) u(s+h)]−u(t).
Therefore,
> 1
h
(u(t+s+h)−u(t+s))>
E
[
1
|h|
lim sup
eQ 0+
1
|e|
||u(t+e)[u(s+h)−u(s)]−u(t)[u(s+h)−u(s)]||E
[ lim sup
eQ 0+
> 1
e
[u(t+e)−u(t)]>
E
> 1
h
[u(s+h)−u(s)]>
E
=a0(t) > 1h [u(s+h)−u(s)]>E,
and by letting hQ 0 we obtain a0(t+s) [ a0(t) a0(s).
Hence, L1a0 (R
+) is a Banach algebra. To complete the proof it is enough,
by (2.1), to check that H(el f em)=H(el) H(em) for all l, m > 0, l ] m. This
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follows, however, directly from the fact that f and el are pseudoresolvents
([13], p. 11):
H(el f em)=
1
m−l
H(el−em)=
1
m−l
[H(el)−H(em)]
=
1
m−l
[f(l)−f(m)]=f(l) f(m)=H(el) H(em).
5. APPLICATIONS TO SEMIGROUPS
A family of bounded linear operators {T(t), t \ 0} acting in a Banach
space X is termed a semigroup iff T(0)=IX and T(t) T(s)=T(t+s) for t,
s \ 0; IX denotes the identity operator in X. A semigroup is called strongly
measurable iff all maps tQ T(t) x, x ¥X, are (Bochner) measurable.
Assumption of measurability implies strong continuity of tQ T(t) x in the
open half-axis (0, .) and measurability of the map tQ ||T(t)|| (see [11],
pp. 305–306). A measurable semigroup is called a (1.A) semigroup iff
>10 ||T(t)|| dt is finite, and its Laplace transform Rl satisfies
lim
lQ.
lRlx=x (5.1)
for all x ¥X. By considering the shifted semigroup S(t)=e−wtT(t) for
sufficiently large w one transforms (1.A) semigroups into so-called (1.A)
semigroups of negative type, i.e., semigroups for which >.0 ||S(t)|| dt is
finite. Analogously, a measurable semigroup {T(t), t \ 0} is termed a (0.A)
semigroup iff (5.1) holds and for any x ¥X, >10 ||T(t) x|| dt is finite. A (0.A)
semigroup {S(t), t \ 0} is said to be of negative type iff >.0 ||S(t) x|| dt is
finite for all x ¥X, and any (0.A) semigroup can be transformed into a
semigroup of negative type by shifting. (See [11] pp. 357–359 for proofs of
these assertions.)
Now, note that the Laplace transform f(l)=Rl of a (1.A) semigroup
{S(t), t \ 0} of negative type exists for all l > 0 and satisfies (3.1) with
a(t)=||S(t)|| and that Rl, l > 0, is a pseudoresolvent. In [3] the case where
a pseudoresolvent satisfies (3.1) but not (5.1) has been considered, and it
has been shown that (3.1) supplied with lim suplQ. ||lRl || <. leads to a
generation theorem for so-called absolutely continuous integrated semi-
groups. The results of Sections 3 and 4 allow for an improvement of this
result. Before it is presented, however, let us make some introductory
comments and present a lemma.
Let us suppose that Rl, l > 0, is a pseudoresolvent in the algebra
L(X, X) of bounded operators in a Banach space X and that f(l)=Rl
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satisfies (3.1). The Hilbert equation implies that the operators Rl have
common range R and kernel N. By Theorem 4.1 we may assume without
loss of generality that a is the least bound for Rl, l > 0, and in particular
that it is submultiplicative. Let H be the canonical solution operator for
Rl, l > 0, and let RH :={x ¥X; x=H(f) y, y ¥X, f ¥ L1a(R+)}.
Lemma 5.1. Suppose that Rl is a pseudoresolvent tempered at infinity,
i.e. that lim suplQ. ||lRl || <.. Then Ra={x ¥X, limlQ. lRlx=x}=:Xr.
Moreover, if f(l)=Rl satisfies (3.1), then RH=Ra .
Proof. If limlQ. lRlx=x, then x ¥Ra , i.e. Xr …Ra . Conversely, since
limlQ. ||Rl ||=0, we obtain from the Hilbert equation that for any m > 0,
lim
lQ.
lRlRmx= lim
lQ.
(mRlRmx−Rlx+Rmx)=Rmx,
which proves that Xr ‡R, and since Xr is closed, Xr ‡Ra . Now, R is
obviously contained in RH, since Rl=H(el). Finally, R is dense in RH by
(2.1). Therefore RH=Ra , and the proof is complete. L
Definition 5.1. Xr :=Ra is termed the regularity space of Rl, l > 0.
Theorem 5.1. Suppose that X is a Banach space and that Rl, l > 0, is a
pseudoresolvent in L(X, X). Then the pseudoresolvent satisfies (3.1) iff
there exists a family {U(t), t \ 0} of operators acting in X (and called
an integrated absolutely continuous semigroup) such, that U(0)=0,
||U(t)−U(s)|| [ > ts a(r) dr, 0 [ s [ t and
F.
0
e−lt dU(t)=l F.
0
e−ltU(t) dt=Rl, l > 0.
If in such case Rl is tempered at infinity, then there exists a semigroup
{S(t), t \ 0}, S(t): Xr QXr, of class (1.A) and negative type such that
Rlx=F
.
0
e−ltS(t) x dt, x ¥Xr, l > 0.
Furthermore, for x=H(f) y ¥ RH, S(t) is given by the formula
S(t) x=H(ft) y, ft(s)=f(s− t) 1[t,.)(s), (5.2)
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where H is the canonical homomorphism for Rl, l > 0. Finally,
H(f)= lim
mQ.
F.
0
f(t) Sm(t) dt, for f ¥ C0(R+) (in the operator norm),
U(t)= lim
mQ.
F t
0
Sm(s) ds, for t > 0 (in the operator norm),
S(t) x= lim
mQ.
Sm(t) x, for t > 0, x ¥Xr (strongly),
where Sm(t)=eBm t and Bm=m2Rm−mIX.
Proof. The first part of the theorem follows directly from Theorem 3.1.
For f ¥ L1a(R+) and y ¥X, consider the function tQH(ft) y. By
Lemma 2.2, (0, .) § tQ ft is absolutely integrable and continuous. There-
fore, tQH(ft) y is also absolutely integrable and continuous. Moreover,
F.
0
e−ltH(ft) y dt=H 1F.
0
e−ltft dt2 y=H(el f f) y
=H(el) H(f) y=RlH(f) y
H being a homomorphism. Recall that Laplace transform of continuous
functions is invertible. Hence, the above relation shows that H(ft) y=
H(kt) z for all t > 0 as long as H(k) z=H(f) y, y, z ¥X and f, k ¥
L1a(R
+). It is therefore legitimate to define the operators S(t): RH Q RH
by formula (5.2). Clearly, S(t+s)=S(t) S(s) and
F.
0
e−ltS(t) x dt=Rlx. (5.3)
We need to show that the semigroup {S(t), t \ 0} can be extended to the
whole of Xr.
Note that (5.3) implies that S(t) x=ddt U(t) x for x ¥ RH. Consequently,
||S(t) x|| [ lim sup
hQ 0
> 1
h
(U(t+h)−U(t)) x>
[ lim sup
hQ 0
1
h
F t+h
t
a(r) dr ||x||=a(t) ||x|| a.e.. (5.4)
Analogously, since a is submultiplicative, by the Phillips lemma we obtain
||S(t) x|| [
C2
t2
||x||, for all t > 0,
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for a suitable constant C. This inequality shows that the desired extension
exists (we shall denote it by the same letter). By (5.4) we obtain that
>10 ||S(t)|| dt is finite. Moreover, {S(t), t \ 0} is of negative type. For the
same reason the integral >.0 e−ltS(t) x dt exists and equals Rlx, for all
x ¥Xr. Finally, by definition of the regularity space, we have limlQ. lRlx
=x, so that the semigroup is of class (1.A).
The three relations following (5.2) remain to be proved. The first two
follow from (3.4) and Corollary 3.2, respectively. To establish the third it
suffices, by (4.3) and Lemma 5.1, to check the last formula for x=H(f) y,
where y ¥X and f ¥ C0(R+) with f(0)=0. For such f, ft belongs to
C0(R+), and
S(t) H(f) y=H(ft) y= lim
mQ.
F.
0
Sm(s) ft(s) y ds
= lim
mQ.
Sm(t) F
.
0
Sm(s) f(s) y ds= lim
mQ.
Sm(t)(Hmf) y.
On the other hand, by (4.3) again,
||Sm(t) Hf−Sm(t) Hmf||L(X, X) [
C2
t2
||Hf−Hmf||L(X, X) |ŁnQ. 0,
so that S(t) (Hf) y=limmQ. Sm(t) (Hf) y. L
Theorem 5.2. Let Rl, l > 0, be a pseudoresolvent in L(X, X), and
suppose that to any x ¥X one can ascribe an integrable function a(t, x),
t > 0.
(i) There exists an integrated semigroup {U(t), t \ 0} such that
U(0)=0,
||U(t) x−U(x) x||X [ F
t
s
a(r, x) dr, (5.5)
and
Rlx=l F
.
0
e−ltU(t) x dt, l > 0, x ¥X, (5.6)
iff
> dn
dln
Rlx>
X
[ F.
0
e−lttna(t, x) dt, l > 0. (5.7)
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(ii) If one of the above conditions is satisfied and Rl is tempered at
infinity, then Range U(t) …Xr, where Xr is the regularity space of Rl.
Moreover, there exists a semigroup {T(t), t \ 0} of class (0.A) and of nega-
tive type acting in Xr such that
Rlx=F
.
0
e−ltT(t) x dt, l > 0, x ¥Xr, (5.8)
iff one can choose the functions a(t, x) for x ¥Xr in such a way that
lim sup
hQ 0
1
h
F t+h
t
a(s, x) ds=:M(t, x) <., t > 0. (5.9)
Proof. (i) Necessity of (5.7) is obvious. To prove its sufficiency, for
x ¥X let u(t, x) be the solution for f(l)=Rlx and a(t)=a(t, x). By (4.1)
and Corollary 3.2,
u(t, x)= lim
mQ.
F t
0
Sm(s) x ds (strongly), (5.10)
which implies that the formula U(t) x :=u(t, x) defines a bounded linear
operator. By Definition 3.1, (5.5) and (5.6) hold.
(ii) The fact that Range U(t) …Xr follows directly from (5.10) and
Lemma 5.1. If {T(t), t \ 0} is a strongly measurable semigroup, then the
functions tQ T(t) x, are continuous for t > 0 (see [11], p. 305). Thus, if the
sought semigroup exists, a(t, x)=||T(t) x|| satisfies (5.9) with M(t, x)=
a(t, x).
Conversely, assume that a(t, x) satisfy (5.9), and for a fixed t > 0 con-
sider the operators Dt, h=
1
h (U(t+h)−U(t)),
t
2 \ |h| > 0. By (5.5) and (5.9),
for any x ¥Xr, lim suphQ 0 ||Dt, hx|| [M(t, x), and the uniform boundedness
principle implies that lim suphQ 0 ||Dt, h ||L(Xr, Xr) is finite.
Now, for x ¥R, x=Rmy, define T(t) x=−U(t) y+mU(t) x+x ¥Xr,
and note that tQ T(t) x is strongly continuous. Since
F.
0
e−ltT(t) x dt=−
1
l
Rly+
m
l
RlRmy+
1
l
Rmy=RlRmy=Rlx,
the definition of T(t) x does not depend on the choice of m > 0 and y ¥X.
By (5.6) we have T(t) x=ddt U(t) x=limhQ 0Dt, hx. By our previous consid-
erations and since R is dense in Xr, the limit T(t) x :=limhQ 0Dt, hx exists
for all x ¥Xr. In other words U(t) x is differentiable for all x ¥Xr, at
t > 0, and T(t) x is the derivative of U(t) x. By (5.6), (5.8) holds, which in
turn implies that T(t) x is a semigroup. Finally, by (5.5) we conclude
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that ||T(t) x|| [ a(t, x) a.e. which implies that {T(t), t \ 0} is of class
(0.A) and of negative type, if we take into account that for x ¥Xr,
x=limlQ.lRlx. L
The above theorem generalizes slightly the result of Miyadera [15] in
that our condition (5.9) replaces the stronger condition that a(t, x) are
bounded on compact subintervals of (0, .). (5.9) also has clear interpreta-
tion: it allows for extending the ‘‘pre-semigroup’’ acting on R to the whole
of the regularity space Xr. What is more interesting, however, is that
generation theorems for semigroups of class (1.A) and (0.A) are obtained
by the same device. The method of proof adopted here is natural for these
classes, since for such semigroups the integrals > t0 T(s) x ds are well-defined;
for semigroups of more general class (A) these integrals and appropriate
‘‘integrated semigroups’’ may not exist.
ACKNOWLEDGMENT
I thank W. Chojnacki for careful reading of this paper and valuable suggestions that lead
to its improvement. This paper was written in 1997 and 1998 when I was working at Univer-
sity of Texas, School of Public Health in Houston, TX.
REFERENCES
1. W. Arendt, Vector-valued Laplace transforms and Cauchy problem, Israel J. Math. 59
(1987), 327–352.
2. A. Bobrowski, On the Yosida approximation and the Widder–Arendt theorem, Studia
Math. 124(3) (1997), 281–290.
3. A. Bobrowski, On generation of non-continuous semigroups, Semigroup Forum 54 (1997),
237–252.
4. A. Bobrowski, On approximation of (1.A) semigroups by discrete semigroups, Bull. Polish
Acad. Sci. 46(2) (1998), 141–154.
5. P. J. Cohen, Factorization in group algebras, Duke Math. J. 26 (1959), 199–205.
6. P. C. Curtis and A. Figa´-Talamanca, Factorization theorems for Banach algebras, in
‘‘Function Algebras’’ (Frank. T. Birtel, Ed.), Scott, Foresman and Co, Chicago, 1966.
7. W. Feller, ‘‘An Introduction to Probability Theory and Its Applications,’’ Vol. 2, Wiley,
New York, 1971.
8. S. L. Gulik, T. S. Liu, and A. C. M. van Rooij, Group algebra modules II, Canad. J.
Math. 19 (1967), 151–173.
9. B. Henning and F. Neubrander, On representations, inversions and approximations of
Laplace transform in Banach spaces, Appl. Anal. 49 (1993), 151–170.
10. E. Hewitt, The ranges of certain convolution operators,Math. Scand. 15 (1964), 147–155.
11. E. Hille and R. S. Phillips, ‘‘Functional Analysis and Semigroups,’’ Amer. Math. Soc.
Colloq. Publ., Vol. 31, Providence, RI, 1957.
INVERSION OF THE LAPLACE TRANSFORM 23
12. H. Kellerman and M. Hieber, Integrated semigroups, J. Funct. Anal. 84 (1989), 160–180.
13. J. Kisyn´ski, The Widder spaces, representations of the convolution algebra L1(R+) and
one parameter semigroups of operators, Institute of Mathematics, Polish Academy of
Sciences, June 1998, Preprint 588, pp. 1–36.
14. J. Kisyn´ski, Around Widder’s characterization of the Laplace transform of an element of
L.(R+), Ann. Polon. Math. 74 (2000), 161–200.
15. I. Miyadera, On the generation of semi-groups of linear operators, Tohoku Math. J. 24
(1972), 251–261.
16. F. Neubrander, The Laplace–Stieltjes transform in Banach space and abstract Cauchy
problems, in ‘‘Proceedings of the 3rd International Workshop Conference in Evolution
Equations, Control Theory and Biomathematics’’ (Han-sur-Lesse, Ph. Clément, and
G. Lumer, Eds.), Lecture Notes in Pure and Appl. Math., Vol. 155, pp. 417–431, 1994.
17. R. S. Philips, An inversion formula for the Laplace transform and semigroups of linear
operators, Ann. Math. 59 (1954), 325–356.
18. D. V. Widder, ‘‘The Laplace Transform,’’ Princeton Univ. Pres., Princeton, NJ , 1946.
24 ADAM BOBROWSKI
