AND CONCLUSIONS
1. The effects of changing stimulus frequency on the interaural phase sensitivity of neurons in the inferior colliculus (IC) were studied in barbiturate-anesthetized cats in order to reexamine the issue of characteristic delay (CD). Since the results obtained with the interaural delay and binaural beat stimuli are similar, we used the averaged interaural delay curves and binaural beat period histograms as comparable expressions of a neuron's interaural phase sensitivity.
2. When the averaged interaural delay curves at different frequencies are plotted on a common time axis, for some cells the resulting superimposed delay curves show peaks or troughs that coincide at some CD. For most cells, though, this method of detecting a CD by visual inspection yields ambiguous and uncertain results. Composite curves, computed from the average of all the normalized superimposed delay curves, are also not helpful for showing CD.
3. In order to provide a more objective means of analyzing the data, we plotted the mean interaural phase versus the stimulating frequency and computed the linear regression line, using the mean square error as a measure of linearity. The slope of the regression line is the CD for the neuron, and the phase intercept is referred to as the characteristic phase (CP). Cells that display a CD at the peak discharge have a CP = 0.0 cycles, while those that show a CD at the minimum discharge have a CP = 0.5. Cells that exhibit a CP at any value other than 0.0, 0.5, or 1.0 will have a CD at some relative amplitude other than the peak or trough.
4. For cells that exhibit a CD at the peak or trough, results of the analysis procedure using the phase-frequency plot correspond to those obtained from visual inspection. For cells that do not show a common peak or trough, the analysis procedure not only specifies the location of the CD but also provides a statistical criterion of the linearity.
5. From this analysis about 60% of the runs were identified as satisfying the criteria for CD at the P < 0.005 level and 7 1% of these CDs are between &300 ps. Most CD cells do not have the CD at the peak or trough of the response. Our results differ from those found in previous studies but they are in essential agreement with the original concept put forth by Rose et al. (3 1).
6. Some cells exhibit little change in the CD or CP with variations in intensity, while others display marked systematic shifts in both CD and CP. In general, the peaks and troughs of the composite curves show less variability with intensity than the CD.
7. The neuronal mechanisms by which such responses can be generated and the implications of these results for sound localization are considered. A simple model of a binaural cell, which receives phase-locked inputs from the two ears and responds like a coincidence detector or cross correlator, can mimic most of our results. Since the peaks and troughs of the composite curves show less variability with intensity and may be representative of the cell's response to wide-band stimuli, they are more likely to be functionally important than the CD. INTRODUCTION In their classical paper of 1966, Rose et al. (3 1) studied the interaural time sensitivity of neurons in the cat inferior colliculus (IC). They found that the cyclic interaural delay curves measured at several different frequencies reached the same relative amplitude at what they termed the characteristic delay (CD) of the cell. Thus, CD cells respond to a specific interaural time difference regardless of frequency. This concept of CD has become a basic tenet of the neuronal mechanism of sound localization, and cells displaying this feature have been described in many auditory structures by other investigators (1, 3, 5-7, 12, 34). The principle of a CD indicates that auditory neurons are capable of encoding interaural time disparities and is consistent with a "place" mechanism for coding of such differences. These ideas are fundamental to our notions of the organization of the central auditory system.
Although the concept of CD has been widely accepted, it lacks strong experimental support. There are three problems with the available evidence. First, the few neurons that have been studied have not been examined extensively because it takes a long time to make a determination of an interaural delay curve at several frequencies. Rose et al. (3 1) based their original work on the observation of only four cells, three of which had either a common maximum or minimum and one for which there was some uncertainty. They were able to determine interaural delay sensitivities at only two or three frequencies for each of these cells. Most subsequent investigators have reported results from a similar number of cells and frequency determinations for each cell. Perhaps the most complete studies to date, at least in terms of the number of cells examined, are by Stillman (34) on the IC of the kangaroo rat who studied 42 cells, by Geisler et al. ( 12) who reported data from 12 IC cells in the cat, and by Benson and Teas (3) who studied 42 cells in the auditory cortex of the chinchilla. None of the other studies reports data from more than three cells. Furthermore, only two published figures show that four stimulating frequencies were tried; all other figures show only two or three frequency determinations.
Second, Rose et al. (3 1) explicitly stated that in order to exhibit a CD, a neuron need only discharge at the same relative amplitude at a particular interaural delay. They argued that there is no reason to expect the CD to occur only at the peak or trough of the periodic delay curves. Despite this, no cells have been reported to exhibit a CD at any point other than the peak or trough. In order to detect a common relative amplitude at some other point, it is necessary to plot each interaural delay curve normalized to its maximal discharge rate. There is no published figure in which such a normalization has been done.
Finally, the appropriate criteria have not been established for the presence of CD. All previous investigators have determined the existence of CD by visual inspection. What are the objective measures for establishing whether a given cell has a CD? Over what range of a cell's response area should CD be satisfied, i.e., should frequencies at the edges of a cell's response area where the spike count is low be included in the analysis? How does one determine the CD when either the peak or the trough is very broad? These questions must be answered if some objective test of CD is to be made.
The tenuous nature of the empirical evidence for CD led us to reexamine this concept for cells in the inferior colliculus. We were able to study many cells and to determine interaural delay sensitivities at many frequencies within each cell's response area because we had the advantages of a computer-controlled digital stimulus system to gather data rapidly and the use of the binaural beat stimulus, which gave us about a IO-fold savings in time (36) . We also developed a new and simple procedure to analyze the data and to determine statistically whether a cell shows a CD. In general, our findings support the original concept of a CD (3 1 ), that is, many IC cells display a CD at some point along the cyclic interaural delay curve, not only at the peak or trough.
METHODS
The surgical and recording procedures have been described in our previous papers (18, 36) . Briefly, microelectrode recordings were made from single IC neurons in pentobarbital-anesthe-tized cats. The pinnae and external ears were removed and each external auditory meatus cut transversely so that the tympanic membrane could be visualized. Acoustic stimuli were delivered independently to each ear through hollow earpieces tightly sealed into the ear canals and coupled to the earphones by flexible plastic tubes. The stimuli were generated with a Digital Stimulus System (28) under computer control.
Acoustic calibration
The acoustic calibration procedure was identical to that described in the previous papers, except for a phase-compensation procedure that was used during the off-line data analysis. We calibrated the stimulus system to each ear by delivering tone pips between 60 and 30,000 Hz in 20-Hz steps. A OS-inch Bruel & Kjaer condenser microphone was coupled to a probe tube whose tip was placed l-2 mm from the tympanic membrane. The signal from the microphone was digitized by an A/D converter at a rate of 32 or 64 samples per cycle for frequencies less than 3 kHz. We calculated a fast Fourier transform of the digitized signal to generate a plot of amplitude and phase versus frequency of the signal recorded by the microphone.
The transfer properties of the probe tube were then subtracted so that the calibration yielded the actual signal at the tympanic membrane. The amplitude versus frequency plot was used to determine the attenuator settings during stimulus presentations for each ear. This procedure is identical to that used in our previous papers.
Since we are concerned with the effects of changing frequency on the interaural phase sensitivity of these IC cells, it is important to identify any phase variations with frequency that are not due to neuronal effects. Possible sources of a phase difference are unequal phase characteristics of the two earphones or any mismatch in the acoustic sound path to the two ears, even though we tried to match the acoustic pathways on the two sides. In order to compensate for these disparities, we computed, at each frequency, the phase difference from the calibration curves between the two sides and used it to compensate phase during the data analysis. Thus, for all of the data presented here, the values of the interaural phase have been compensated at each frequency by adding the appropriate phase disparity. In general this compensation value is small, averaging 0.062 cycle over the frequency range 60-3,000 Hz, but in some cases it has a significant effect on the results.
Stimulus delivery and data analysis
We have shown that measurements of interaural phase sensitivity obtained from the use of interaural delays are similar to those obtained from binaural beats (18, 36) . The delay curve measures phase sensitivity in discrete increments of delay, while the binaural beat measures it during a continuous phase change. The data presented here include results obtained from the use of both of these stimuli.
The manner in which the data were collected for both the interaural delay and binaural beats was described earlier (18, 36) . Briefly, for the interaural delay stimulus identical tone pips were delivered to the two ears. The onset of the tone to one ear was delayed in a systematic fashion with respect to the other ear. We calculated the averaged interaural phase curve, after phase compensation, by folding the interaural delay response at the period of the stimulating frequency and averaging the resulting plots ( 18). For the binaural beats, we chose a small difference frequency (1 Hz), which gives the best estimate of the static interaural delay function (36) . A period histogram of 32 bins at the period of the beat frequency was generated on-line, and the histogram was subsequently phase compensated during data analysis.
The averaged interaural phase curves and the binaural beat period histograms are similar expressions of the cell's interaural phase sensitivity at a particular frequency and intensity (36) . We refer to these curves as the averaged interaural delay curve to include both cases. We computed the mean interaural phase difference 4 (IPD) and synchronization coefficient r using the vector-average technique (13). All phase angles are expressed as fractions of a period. The mean IPD was converted to an equivalent mean interaural delay by multiplying by the period of the stimulating frequency. The interaural phase curves were chosen for analysis only if they exhibited phase locking as determined by the significance of the Rayleigh coefficient (29) at the P < 0.00 1 level. Traditionally, CD is examined by plotting the interaural delay functions for several different frequencies on the same time axis and observing whether the curves have a coincident maximal or minimal response at any "characteristic" delay. We found this method, though adequate for some cases, to be unsatisfactory because it is subjective and the results are often ambiguous. We therefore devised a method that provides a more quantitative and objective means for analysis.
Our method of analysis is illustrated in Fig. 1 for stimulated responses. A time delay in a linear system will produce a linear phase-frequency plot. We used this relationship to determine whether IC cells exhibit a CD. 1. Simulation of three characteristic delay responses. On the left are the superimposed interaural delay curves simulated as triangular waveforms for frequencies from 1 to 2 kHz. Each interaural delay curve is plotted twice, once on either side of zero delay. On the right are plots of the mean interaural phase versus stimulating frequency. Each phase value is also plotted as an equivalent interaural delay value by multiplying by the period of the stimulating frequency. A: simulated response that has a CD of +3OO ps at the maximal point on the interaural delay curves. The phase frequency plot is linear and has a phase intercept of 0.0 with a slope of +300 ps. B: simulated response that has a CD of -100 ps at the minimal point on the delay curves. The phase-frequency curve is linear and has an intercept of 0.5 with a slope of -100 JLS. C: simulated response that has a CD at +200 ps at the 60% relative amplitude. The phase-frequency plot is linear and has an intercept of 0.2 with a slope of 200 ps. the same side as the site of recording. When the CD, but in this case the phase intercept is 0.5 (Fig. simulated interaural delay curves have a peak re-lB, right). This is to be expected, since we are sponse at +300 ps (Fig. IA, left) , the plot of 6 plotting the peak phase angle of the response; the versus frequency is a linear function, intersects the minimum value is one-half period from the peak. frequency axis at a phase of 0, and has a slope of If the phase-frequency plot is linear but has a +300 ps (Fig. IA, right) . When the interaural delay phase intercept between 0 and 0.5 ( Fig. 1 C, right) , curves have a common minimum point (Fig. I& then the interaural delay curves show a common left), the phase-frequency plot is linear and the relative amplitude at an interaural delay correslope of the line corresponds to the value of the sponding to the CD (Fig. 1 C, left) . Thus, it is the linearity of the phase-frequency curve that determines whether a cell expresses a CD. The slope represents the change in phase for a given change in frequency and is due to a time delay in the system; we refer to it as the characteristic delay (CD) for the cell. The phase intercept represents a constant interaural phase difference, independent of frequency, and we call it the characteristic phase (CP) of the cell. The value of the CP shows whether the common point is at the peak (CP = O.O), at the trough (CP = OS), or at some point in between. The plots of mean delay versus frequency can be curvilinear functions ( Fig. 1 B and  C) , which are not useful for the determination of CD.
We analyzed the neural data in a similar fashion by plotting 6 versus frequency and calculating a linear regression line based on least squares. A statistical criterion was used to determine whether the points were represented by a linear function (see APPENDIX).
Briefly, we calculated the mean square error of the data points from the regression line. At any chosen significance level, if the mean square error was less than that obtained from a random simulation, the response was considered to satisfy the criterion for CD.
RESULTS
The results were obtained from studies of 82 interaurally phase-sensitive IC cells. For some cells we studied responses to both the interaural delay and binaural beat stimuli at several different intensity levels. Thus, the data base consists of 20 1 separate runs from these 82 cells, each run consisting of a series of at least three (mean of 5.8) frequencies tested at a single intensity level.
The response pictured in Fig. 2A is typical of those that we have found in the IC. For each frequency we plot one cycle of the delay curve on either side of zero delay (superimposed delay curves). Cells usually respond maximally at frequencies in the middle of their responsive area ( Fig. 2A ) and they will generally show phase sensitivity for carrier frequencies less than 2,500-3,000 Hz. CD is more clearly demonstrated, though, when the data are replotted with the averaged delay curves normalized to their maximal value (Fig. 2B) . When plotted in this manner, some attributes of the response as well as some problems inherent in an analysis by visual inspection become apparent. The cell appears to respond for most frequencies with a peak at about 120~ps delay, and the curves that do not peak at this point are those at the extremes of the response area. On the other hand, all the curves also have common minima at about -90 ps. The midpoint of the troughs does not center at this common point, especially for the low frequencies; but, since the troughs are broad, they encompass the minima at higher frequencies. Thus, visual inspection could lead one to conclude either that the cell has a peaked CD at 120 ps or a minimum CD at -90 ps.
To obtain a measure of the cell's response to interaural delays over a range of frequencies, we computed the average of the superimposed curves in Fig. 2A and B and plotted these averages to the right as "composite curves." If the cell sums responses linearly over frequency, then the composite curve of Fig. 2A shows the response expected for a wide-band stimulus. The composite curve in Fig. 2B (right) is more useful for examining the issue of CD, since it weights the contribution at each frequency equally. The composite curve for a cell that has a CD at the peak will reach a maximum value of lOO%, while one with a CD at the trough will have a minimum of O%, provided the cell ceases to fire at some phase angle for all frequencies.
The composite curve illustrated in Fig. 2B approaches but does not meet either of these criteria, as it has a peak of 9 1% and a minimum of 4%. Thus, these composite plots, although helpful in depicting the response that would be expected over a range of frequencies, are not definitive for the determination of a CD. Responses of the same cell to binaural beats (Fig. 2C ) yield similar results, as previously demonstrated (36) . This similarity in the response allows us to use both stimuli to study CD.
The composite curves of unnormalized and normalized responses ( Fig curves. For simplicity we will illustrate only the normalized data, since they are more relevant to our analytic procedure. The curves shown in Fig. 2C and D indicate the effects of phase compensation, as compensation for phase. The differences between the two sets of plots are small. The mean absolute value of phase compensation for the frequencies shown in Fig. 2 is 0.047 cycle, or the equivalent mean time compensation at each frequency is 2 1.5 ps. However, because there is, in general, some shift associated with each frequency, there is some change in the overall appearance of the graphs, but it is difficult to evaluate these differences by eye.
Some cells seem to exhibit a CD at the peak of the cycle, as evidenced by visual inspection of the superimposed and composite delay curves for five cells in Fig. 3 . Although a near coincidence of the peaks of the delay curves is evident in all of the examples, there are some problems and ambiguities. Since the range of frequencies varies considerably in this sample of cells, the time scale is different for each neuron and the misalignment in peaks can be as high as 300 ps (Fig. 3B) . Furthermore, some responses also show common minima ( Fig. 3C and E), similar to those in Fig. 2 . Thus, there is some uncertainty in classifying the responses in Fig. 3 as a CD at the peak, since there is no objective measure of the degree of alignment required and some cells could be described equally well as displaying CD at a minimal response.
Many other cells seem to show a CD on the trough of the curve (Fig. 4) . The apparent common minimal point is readily seen in the composite curves to the right, which have minimal values of O-3% over a wide range of interaural delays. However, even with the clear common minima exhibited by the responses in Fig. 4 , there are uncertainties in this interpretation.
For example, the composite curve in Fig. 4E reaches a maximum value of 94%, which is almost as high as that attained by some of the peaked responses (Fig. 3) . Furthermore, the wide minima make it difficult to define a specific value for the CD.
In previous studies cells with a CD have been identified by examining superimposed interaural delay curves ( Fig. 2A, left) . Although it is possible to draw a conclusion by visual inspection of such a family of curves, these determinations are not unequivocal. There is considerable uncertainty in assigning the responses to a particular class even for those responses that are the best examples of neurons that exhibit a CD on the maximal or minimal point (Figs. 3 and 4) . For most other cells, these subjective criteria are much harder to evaluate.
To overcome these limitations, we plotted $ versus frequency ( Table 1 .
The responses shown in Fig. 2 and the corresponding regression lines in Fig. 5A illustrate some important features of the analytic procedure. First, the responses for this cell to the interaural delay and the binaural beat stimuli are similar (Fig. 5A ). The CDs for these two sets of data differ by 19 ps and the CPs differ by 0.03. Second, the uncertainty in the determination of a CD from visual inspection of the responses (Fig. 2) is clarified by the regression lines of Fig. 5A , since the average CP is 0.25, exactly midway between 0.0 and 0.5. Such a CP indicates that the CD is not at the peak or the trough (Fig. lc) . The superimposed delay curves do, with the exception of the lowest frequency, pass through a common relative amplitude at about 30 ps ( Fig. 2B and C) . Third, the effect of the phase-compensation procedure results in regression lines that differ in CD by 77 ps and in CP by 0.10 (Fig. 5A) . Clearly, the phase-compensation procedure can significantly alter the results.
Responses with a CD at the peak have a phase-frequency plot that intersects the phase axis at 0.0 (i.e., CP = 0.0) or, equivalently, 1 .O (Fig. 5B) . If the CP = 0.0, then the delay at which the common maximum occurs (best seen by the peak of the composite curves to the right) should correspond to the CD. For example, the composite curve in Fig. 3A peaks at + 116 ps, while the CD for the same data ( is at -128 ps and the CD (Fig. 5B , unit 7971-8) is -123 ps with a CP of 0.97. However, the correspondence between the peak of the composite curve and CD holds only for those curves that have a CP close to 0.0 or 1 .O. Thus, the two intercepts in Fig. 5B that differ most from 0.0 are for cells 78245-3 and 8082-4. In the former case the CP is 0.86 and the CD is +29 1 ps, but the composite curve (Fig.  30) peaks at + 19 ps. In the latter cell the intercept is 0.18 and the slope -17 ps, but the composite curve (Fig. 3E ) peaks at + 140 ps. Thus, the responses whose CPs deviate most from 0 to 1 .O show the greatest discrepancy between the estimates of the CD from the peak of the composite curve and the slope of the regression line. This is not unexpected, since a deviation of the CP from 0 or 1.0 indicates that the CD is not at the peak.
The same considerations apply to cells with common minima (Figs. 4 and 5C ), except that the CD now occurs at the trough and the phase intercept is near 0.5. The closer the CP is to 0.5, the better the correspondence between the minimal point on the composite curve (Fig. 4 ) and the CD (Fig.  5C) . Of the responses shown in Fig. 5C , the phase-frequency curve of cell 78303-7 has the CP closest to 0.5 (CP = 0.53). The phasefrequency curve for this cell has a slope of -125 ps, which agrees with the midpoint (-140 I,LS) of the trough on the composite curve (Fig. 40) .
Many cells have phase-frequency plots with intercepts that do not fall near 0 or 0.5 or are not linear (Figs. 6 and 7) . The two responses illustrated in Fig. 6A and B seem to show a CD on the trough. However, like the cell illustrated in Figs. 2 and 5A, the CPs of both of these cells (0.11 and 0.3 1, respectively) deviate considerably from 0.5. Because the troughs of the delay curves for each of these cells are much wider than the peaks, particularly at lower frequencies, it is easy for some point along the wide troughs to be common in all curves and that point need not fall at 0.5 of a period from the peaks. Fig. 6A (left) shows that the five superimposed delay curves pass through a common point at about +320 ps and 75% of the maximum response amplitude, values similar to +33 1 ps and 78% predicted from the phase-frequency plot. Cells similar to these two and B: phase-frequency plots for data shown in Fig. 3 . C: phase-frequency plots for data shown in Fig. 4 . See Table 1 for values of the slope and intercept of each regression line as well as the mean square error and significance levels.
to the cell shown in Fig. 2 are commonly found. Other cells are not considered to be CD cells (Fig. 6C, D , and E), since their phase-frequency plots (Fig. 7) show signifi- cant deviations from linearity (P > 0.05) ( Table 1) . In a few cases the mean firing rate of the cell increases systematically as the frequency is increased (Fig. 6~9 . Few cells exhibit this extreme change in the mean discharge rate, but it is common to find some increase as the stimulating frequency is raised, especially above 2 kHz. This is usually accompanied by a decrease in the degree of modulation of the cyclic firing pattern. Figures 2, 3 , 4, and 6 illustrate some typical examples of the interaural delay responses of IC cells to changes in stimulating frequency. Of the 201 runs, 60% have a CD when a P < 0.005 criterion is used. This rises to 88% if determined by a P < 0.05 level and falls to 40% for a P < 0.001 level. Fourteen runs have determinations of the interaural delay curve at only three frequencies, and none of these reaches the criterion level for P < 0.005, while only 4 of them are significant at P < 0.05. The mean square error required to reach significance for n = 3 is very small (see APPENDIX) . The mean square error for the other three responses was not significant at the P < 0.05 level, i.e., their phase-frequency plot was not linear. See Table 1 for values of the  intercept, slope, and mean square error for these responses.
I,LS), and 7 1% of the runs have slopes that lie between t300 ps ( Fig. 84 the approximate physiological range in the cat (32) . The distribution of CPs varies on a continuum between 0 and 1 .O, and most of the CPs (90%) are not within 0.05 of 0.0, 0.5, or 1.0; 65% are not within 0.10 of these values (Fig. 8B) . Thus, most of the CDs do not occur at the peak or the trough of the response. Because our analysis gives equal weight to the individual interaural delay curves and uses only the value of the mean interaural phase, it ignores any information contained in the shapes of the curves. This is equivalent to assuming that the individual delay curves are linear functions with a clearly defined peak and a minimal point 0.5 period away (Fig. 1) . Since the delay curves do not resemble these triangular waveforms, a weakness in the analysis concerns this critical assumption about the waveshape. To test this assumption, we evaluated the similarity beassessed by comparing the location of the peak (or trough) of the composite curve with the slope of the regression line. However, for responses with CPs that are not equal to 0 or 0.5, this evaluation is not so straightforward. Since the neural delay curves are not triangular, they do not, in general, pass through a common relative amplitude, as they do for the model (Fig. 1C) . However, the maxima and minima of the composite curve are relatively easy to identify, so we calculated the locations of the peaks and troughs generated by the model and compared these to the corresponding points in the composite neural curves. The predicted composite curves of the model are computed by assuming that the delay curves are triangular and that the mean IPD for each curve falls exactly on the regression line. The maxima and minima of the resultant composite curves are the predicted values used in Fig. 9 . There is good agreement between tween the actual neural response and that the predicted values for both the peaks (Fig.  predicted by a model that uses triangular 94 and troughs ( Fig. 9B ) with the actual delay curves and the regression line as the ones. Thus, the triangular delay curves are best fit to the data points. For regression lines a good approximation of the neural responwith a CP of 0 (or 0.5), the model can be ses as far as these two measures are con-cemed. Most (70%) of the maxima occur with a positive delay (mean of actual peaks = 159 I,LS), while most (72%) of the minima have a negative delay (mean of actual troughs = -238 ps). This reflects the predominant contralateral sound field bias for IC cells, since positive interaural delays are ones in which the ipsilateral stimulus is delayed.
Eficts of stimulus intensity
We now consider the effects of changing stimulus intensity on the CD of a cell. In the previous papers of this series (18, 36), we showed that the interaural phase characteristics of some IC cells are not influenced by SPL, others show a marked sensitivity, and there is a continuous distribution of cells between these extremes. Not unexpectedly, the effects of SPL on CD are similar. For some cells there is relatively little change in CD or CP ( Fig. 1 OA and B) , whereas for others there is a considerable variation in both these parameters as the intensity varies ( Fig. 1OC and   D ). In some cases the CD differs considerably only at low SPLs where the significance of linearity is also low (Fig. 1OB ). For cells that display significant changes in the regression line, there is generally an orderly shift in the slope and intercept as the intensity increases. Often the shifts in the regression line are most pronounced either at the low (Fig. 1OB and  C' ) or the high intensity levels (Fig. 1OD) . Since the response area is usually much narrower at low intensities, the regression line at low SPLs is determined at fewer frequencies than at higher intensities, which also contributes to a greater degree of uncertainty at low intensities. In general, the cells that are clearly sensitive to intensity when tested at a single frequency also have CDs that vary with intensity. For example, the cells shown in Fig. 1OA and C were also shown in Fig.  11 of Ref. 36 as examples of cells that show little and marked responsiveness, respectively, to intensity changes to both ears.
A summary of many relevant parameters for the responses that are illustrated in all the figures is provided in Table 1 . Similar data are tabulated for all neurons in our sample; some of these data are summarized in Figs. 8 and 9. While there is considerable variability in the slopes and intercepts of the phase-frequency plots of Fig. 1OC and D, the composite curves, as predicted from the regression line, have much less variability. This is especially apparent in the neuron 78303-7 (Fig. lOD) , whose CD changes 264 PCS, while the predicted peaks and troughs vary by only 58 and 75 ps, respectively, over a 40-dB SPL range. The mean deviation in CD per decibel SPL change for those runs that are significant at the P < 0.005 level in Fig. 10 is 4 .16 &dB, while the mean variation of the predicted peaks and troughs is 1.18 and 1 .O 1 &dB, respectively. A similar analysis of all the cells in our sample, using a similar level of significance, shows the same effect: the median change in CD is 4.9 ps/ dB, whereas the median change in the predicted peaks is 2.0 &dB. Thus, the peaks and troughs of the composite curves may be line was significant at the P < 0.005 level. In cases where the composite curve had a wide peak or, as was more often the case, a wide trough, the midpoint of the plateau was chosen as the actual peak or trough. If the data did not have a well-defined peak or trough, those points were discarded. There were 5 such points for the peak and 14 such points for the trough. more characteristic of a neuron than either the CD or CP.
DISCUSSION
This study was undertaken to reexamine the question of whether cells in the IC exhibit a characteristic delay. Our results are consistent with the original concept of CD (3 1). We found many low-frequency IC neurons that are sensitive to interaural phase can be described as CD cells. However, as Rose et al. (3 1) emphasized, not all cells have a maximal or a minimal discharge at the CD, and the point of CD can occur anywhere on the delay curve. In the ensuing discussion we will consider our analytic technique, compare our results with those obtained by others, and examine the implications of our results for the neuronal mechanisms underlying CD and for sound localization.
Analytic procedure
In previous studies CDs were determined by visual inspection of interaural delay curves. Instead we have adopted a technique that provides a statistical measure for determining the presence, magnitude, and location of the CD. In cells for which a determination of the CD can be made by inspection, when the CDs occur at a peak or trough of the delay curve, the values obtained by the analytic procedure agree with those chosen by eye (Figs. 3 and 4) . However, when there is uncertainty in the estimate of CD made by visual inspection, then the values of CP show that the CD is not at either the peak or trough. Likewise, cells whose superimposed interaural delay curves do not appear to exhibit a CD usually have nonlinear phase-frequency plots. Thus, there is good agreement between the results of our procedure for determining CD and the conclusions that would have been drawn by inspection alone.
Our analytic procedure is most useful when it is applied to the cases in which the CDs are not easily identifiable by inspection. It is likely that previous studies have found only cells with a common peak or trough because other common points are difficult to identify.
There are weaknesses to our methods of evaluating CD. All information regarding the actual shapes of the interaural delay curves is discarded, and we assume that the curves can be adequately described by a single parameter 4. A comparison of the delay values of the maximal and minimal points in the composite curve with those predicted from the model show excellent correspondence (Fig. 9) . Thus, with regard to these two particular metrics, the assumption of a trian- Table 1 . Responses shown in A and B are representative of cells whose regression lines did not vary substantially with intensity. In B the regression line for 30 dB SPL was only significant at the P < 0.05 level, whereas all other lines were significant at the P < 0.00 1 level. Responses shown in C and D are representative of cells whose regression lines are sensitive to intensity. All data in this figure were obtained from the binaural beat stimulus with a k 1 Hz beat frequency. gular delay curve does not alter the results. Another possible weakness of the method is that the responses for all frequencies are weighted equally. This is equivalent to examining only the normalized superimposed delay curves, but it is in fact much easier to assess CD subjectively with the normalized curves ( Fig. 2B and C) than with the unnormalized ones (Fig. U) .
Comparison with other studies
An immediate problem arises when we compare our results with those of others. This is the first study of CD that has used the phase-compensation procedure to account for any possible phase disparity in the earphones or acoustic pathway. Without phase compensation, an acoustic path imbalance will cause an error in the estimate of the CD by adding a constant At, but a phase difference in the earphones will create an unpredictable change in the estimate of mean IPD at each frequency. Although the values of the phase compensation required are usually small, sometimes they are large enough to alter the results (Fig. 54) .
All previous studies report cells with a CD at only the peak or trough (1, 3, 7, 3 1, 34 ). Although we found that some cells show CDs at the maximal or minimal point, most cells (65-90s) have phase intercepts that are not near 0.0 or 0.5 (Fig. 8B) , i.e., CDs at some point other than the peak or trough. This is the first report of such cells. There are several possible explanations for this discrepancy. First, the possibility of a CD at some point other than the peak or trough has not been examined adequately. There are no published figures of superimposed and normalized delay curves, which are needed to detect common relative amplitudes. Even with normalized curves, it is difficult to detect such a point. Only after plotting phase versus frequency can a common relative amplitude be identified. Second, most other investigators examined CD at only two or three frequencies within the cells' response areas. With so few points it is difficult to establish the presence of a CD definitively. None of the cells for which we had less than four frequency determinations reached the criterion level (P < 0.005). Third, because many cells show interaural delay curves with a wide trough, as in the auditory cortex (7), they would have been classified as CD cells with a common minimum if the interaural delay curves were only examined by eye. Our results usually show that these cells have a CD at some relative amplitude other than the minimum.
Stillman (34) found only CD cells with a common peak or trough and those with a common peak had CDs when the ipsilateral stimulus was delayed, while those with a common trough usually had CDs with the contralateral stimulus delayed. We found no comparable relationship between CD and CP, i.e., positive CDs for cells with CPs near 0.0 and negative CDs for CPs near 0.5. However, our data do show that cells usually respond maximally when the ipsilateral stimulus is delayed. This is reflected in the preponderance of positive values for the peaks and negative values for the troughs (Fig. 9) .
Several studies have reported that not all neurons sensitive to interaural phase show CD (3, 12, 24, 34). Our results concur with these findings. There are some runs ( 14/20 1; 7%) that do not exhibit CD even when data sets with only three frequency determinations are disregarded and when a P < 0.05 significance level is used. All of these cells show cyclic interaural delay curves (Fig. 6C,   D , and E). Apparently the mechanism by which CD is generated, which requires the preservation of precise timing information from the two ears, is not maintained in all cells.
We now consider two issues regarding these results. One is the mechanism by which the phenomena under study may be generated. How can the responses seen in these cells be produced by the known afferents to the IC? The second concerns the functional implications of these responses. What is the meaning of the signals sent from these cells to those farther along the auditory pathway?
Neuronal mechanisms of characteristic delay
The simplest model for generating a CD was first proposed by Rose et al. (3 1) and involves coupling phase-locked inputs from each ear onto a binaural cell. This model is similar to one proposed by Jeffress (14) and has been elaborated in detail by others ( 13, 20) . Suppose that each of the inputs is phase locked to the same angle of the sinusoidal stimulus and that there is a transmission delay before the effect of each input reaches the binaural cell. If the transmission delays from the two ears are different and the stimuli are turned on simultaneously, then the phaselocked signals will arrive at the binaural cell at different times. If the cell responds as a coincidence detector, then maximal discharge of the binaural cell will occur when the appropriate interaural delay is introduced to the stimuli to compensate for the difference in transmission delays. If the delays are independent of frequency, then this time difference will be the CD for the cell. Since in this example the maximal discharge occurs when the stimuli have an interaural delay corresponding to the CD, regardless of the carrier frequency, then it will satisfy the conditions for a CD on the peak (Fig. 1A) . Since the inputs to the cell at the interaural delay corresponding to the CD are exactly in phase, the CP is 0.0. On the other hand, suppose that the inputs to the binaural cell are locked to phase angles that are 180° apart (CP = OS), such as might be expected if there is an inhibitory interneuron interposed in the pathway from one side. In this latter case the minimal discharge will always occur when the interaural delay matches the difference in transmission delays; hence, the neuron will fulfill the requirements for a CD on the trough (Fig. 1B) . The inhibition may be interposed into the model at any point before the binaural cell. In this example the binaural interaction itself remains the same as in the peaked CD example, i.e., the cell responds as a coincidence detector. Finally, let us assume that the inputs are locked to an interaural phase angle (CP) that is neither in phase nor 180° out of phase and that CP is independent of frequency. In this case when the interaural delay is adjusted to compensate exactly for the difference in transmission delays between the ears, the inputs to the binaural neuron will have the same interaural phase relationship regardless of frequency. The cell will discharge at the same relative amplitude for this CD. Maximal discharge will occur only with the introduction of an additional interaural delay to compensate for the constant phase difference. This simple model with two terms, CD and CP, can account for all of the characteristic delay responses that we have observed in the IC.
How realistic is the proposed model? Physiological evidence in support of some aspects of the model has been reported by Goldberg and Brown (13). They found that cells in the medial superior olive (MSO) discharge maximally under conditions when the interaural delay is adjusted such that the phase-locked inputs from the two ears are in phase and minimally when the inputs arrive out of phase. Thus, the cells respond like coincidence detectors as in the simple model given above. Similar results have been reported in the dorsal nucleus of the lateral lemniscus (DNW (5), in the superior olivary complex (SOC) of kangaroo rats (lo), and in the IC (S. Kuwada, T. C. T. Yin, J. Syka, T. J. F. Buunen, and R. E. Wickesberg, unpublished observations).
Goldberg and Brown (13) only tested the cells at best frequency. Thus, it is not known if the interaural delay that evokes the maximal discharge at the best frequency is composed of two components: a constant delay and a constant interaural phase. One can easily imagine that the difference in the transmission delays for stimuli delivered to the ears creates a constant delay. It is more difficult to understand how a nonzero constant phase term can arise. We conceive two hypothetical mechanisms by which a constant phase angle may be established between the phase-locked inputs from both ears at the site of binaural interaction. First, consider the phase locking of the auditory nerve fibers themselves. The data of Pfeiffer and Kim (25) indicate that fibers of a given best frequency tend to phase lock to the same phase angle for a given stimulus frequency and intensity, although there is a considerable scatter in the data points. Furthermore, for a given pure tone, there is a monotonically increasing phase lead for fibers of increasing best frequency. Thus, it seems unlikely that two individual fibers of the same best frequency will have a substantial phase difference in their locked response. However, suppose that a binaural cell of a given best frequency, say 1,000 Hz, receives convergent input from the auditory nerve that is not confined to fibers with a best frequency of 1,000 Hz. In summary, we propose a mechanism by which CD cells could be generated. The model requires phase-locked inputs to converge on a binaural cell, which probably acts like a coincidence detector. The interaural delay that must be introduced in order to evoke maximal discharge from the neuron is composed of two independent components: a constant delay and a constant phase term. The constant delay term is equal to the difference in transmission delays for stimuli applied to the two ears to reach the binaural cell. The constant phase term determines the relative amplitude at which constant delay occurs and may be generated by a differential convergence of inputs onto the binaural cell from the two sides.
Implications of results for sound localization
The second issue is the implications of these results for sound localization. This would have been a much easier topic to discuss if all cells were to show a CD on the peak or trough of the delay curve. Whereas it is easy to imagine that a cell with a CD on the peak can signal to the CNS the existence of a sound source at a position corresponding to that CD when it is discharging maximally, it is difficult to understand how the CNS would use some percentage of the maximal discharge to encode an interaural time difference. However, even if a cell has a CD on the peak, the nervous system cannot rely on the discharge of a single cell in the IC to encode the spatial location of a sound source unambiguously because the discharge rate depends on the intensity and frequency of the sound as well as on the interaural time difference. Thus, even for a CD on the peak, it is the relative discharge rate of the cell that encodes an interaural time difference corresponding to the CD. If the sound source is moving or if the head is allowed to move, then the peak (or trough) could be more easily detected. Furthermore, as Rose et al. (3 1) stressed, even if we ignore acoustic distortions imposed by the pinnae and head, a specific interaural time difference still only locates the source on a locus of points on a hyperboloid surface, which extends laterally with the axis aligned on the interaural line. Recent experiments suggest that the role of the pinnae may be even more pronounced than previously thought (22,27). All of these considerations taken together suggest that the localization of a sound source is a complex matter, which depends on the spatial distribution of activity in many neurons. Whether the cells studied here are involved in the process of spatial localization is unclear, although there is considerable evidence from lesion studies that damage to the IC disrupts the ability to localize sound (9, 35).
We believe that the systematic modulation shown by the IC cells to variations in interaural phase implies that they may be involved in the process of localization. In order to generate a CD cell, it is necessary to preserve interaural timing information on the scale of tens of microseconds. It seems likely that this timing information is useful for localizing sound sources, although it is possible that the CD and CP that were found for each cell may not be the functionally important characteristics of the cell's response. If this is the case, and the issue is by no means resolved, then what are the functionally relevant parameters? Several lines of evidence suggest that the peak or trough of the composite curve is important. Geisler et al. (12) showed that the CD observed with pure tonal signals matches that found with broadband stimuli. If the cell were to integrate the spectral components linearly, then the cell's response should mimic the nonnormalized composite curves (e.g., Fig. 2A, right) , whose peaks and troughs are similar to those predicted from the regression lines. If we ignore the acoustic effects of the pinnae and head, we would expect a wide-band free-field stimulus moving along the azimuth to map out a response similar to that shown by the composite curve. Furthermore, the predicted maxima and minima show less variability than the CD or the CP at different intensity levels and stimulus conditions. Thus, the peak or trough of the composite curve may be more characteristic of each cell.
Differences between the distributions of the CDs (Fig. 8) and of the peaks and troughs of the composite curves (Fig. 9) are of interest in deducing functional relationships. While the distribution of CDs has a mean of 1.4 ps, indicating little or no bias to either side, the distributions of both the peaks and troughs show a decided contralateral bias. It has been suggested that above the level of the superior olivary complex the auditory system processes information spatially, primarily from the contralateral sound field (15, 26). Cells in the auditory cortex sensitive to interaural intensity differences or to onset disparities discharge more vigorously to stimuli that favor the contralateral ear (16, 26). Unilateral lesions of the brachium of the IC produce deficits in sound localization that are confined to the contralateral sound field ( 15). Thus, the distributions of the peaks and troughs of the composite curves are more compatible with the hypothesis that the IC processes information about the contralatera1 sound field than the distribution of CDs. Conversely, these data are consistent with a role of these cells in the coding of spatial information.
Another possibility is that the slopes of the composite curves between the peaks and troughs are used to localize sound sources. By examining the activity of a number of neurons or by differential movement of the sound source with respect to the head, the central nervous system (CNS) could infer the location of the sound from knowledge of these slopes. Since the peaks are usually located at positive and the troughs at negative delays (Fig. 9) , then the gradient of the composite curves for,most cells will be largest near zero delay. The sensitivity for sound localization would then be highest near zero, which is in accord with psychoacoustic measurements of the minimum audible angle (23, 33).
In the original formulation of characteristic delay, Rose et al. (3 1) hypothesized that for any given neuron the CD does not vary with changes in intensity. We have shown earlier (18, 36) that the distribution of maximal variation in the mean IPD for changes in average intensity is continuous, with some neurons exhibiting large shifts, while others show very little. Since there are neurons that do exhibit phase shifts with intensity, we would expect that the CD for at least some cells would vary similarly with SPL (Fig. 10) . Thus, the CD is not, strictly speaking, characteristic for all cells, but the peaks, troughs, and slopes of the composite curves show less variability with intensity.
All of the above considerations suggest that while the CD and CP give insights into the neural mechanism by which these responses are generated, the relevant functional parameters for sound localization may be the peaks, troughs, or slopes of the composite curves. If this hypothesis is correct, then an external pure tone sound source of, say, l,OOO-Hz frequency would be expected to activate a particular population of IC cells, with maximal activity at those cells whose best frequency is 1,000 Hz and whose composite curve peak is at the interaural delay corresponding to the position of the source. Movements of the source will cause different populations of cells to be activated. An obvious question is whether there is any topographical organization within the IC with respect to any of these parameters.
The existence of CD cells has often led to the suggestion that interaural time differences are coded by a "place" mechanism ( 13, 14, 3 1). Because of the topographical organization found in all other sensory systems, we might expect a similar organization in the auditory system for interaural time differences, that is, a spatial map of interaural cues, as found in the midbrain of the barn owl ( 17). Our results, which show that each cell may be characterized by several parameters (i.e., CD, CP, and the peak or trough of the composite curves), lead naturally to the suggestion that two of these parameters may be mapped along the two dimensions of the planar isofrequency contours thought to occur in the IC (11,2 1, 30). Because we do not know the orientation of our penetrations with respect to the isofrequency planes, we cannot draw any conclusions on this question. In addition, a comparison of the response of these CD cells to the pure tone stimuli used in these experiments with more common stimuli (such as wide-band noise bursts or clicks) may also help to clarify these 11 . A: distribution of mean square error for three different degrees of freedom. This shows the frequency distribution of the mean square error (sum of squares of deviations from the regression line divided by degrees of freedom) that was found from 10,000 repetitions of the random simulation for 1, 4, and 8 df. For df = 1 the distribution is nearly exponential in shape. As the number of degrees of freedom increases, the curve has a long positive tail and approaches a normal distribution. B: cumulative distribution of the mean square error for five different degrees of freedom. The ordinate has been normalized by dividing by the number of repetitions (lOO,OOO), so that it can be considered to represent the significance level. The arrow is placed at a P = 0.005 level, which is the statistical criterion used in analyzing our data. The maximum values of mean square error that are significant at this level can be obtained by reading across at the arrow.
questions. Ongoing experiments are designed to test these hypotheses.
APPENDIX
To determine whether the phase-frequency plots were linear functions, a linear regression line was calculated for each set of data points. The basic problem is to determine if the data points deviate from the linear regression line significantly. For correlational analysis this is usually determined by the correlation coefficient, for which significance tables have been determined. However, the correlation coefficient is a poor indicator of linearity because its value is determined by two factors: how well the points fit the regression line and also by the slope of the line. If the phase values were exactly the same in some data set (slope = O.O), the correlation coefficient would be 0.0 (and not statistically significant) even though the points perfectly describe a linear function with a CD of 0.0.
Instead, we have used the sum of squares of the deviation of the points from the regression line as a measure of the goodness of fit of the data points to the line. This sum of squares is also sometimes known as the sum of the residuals and, when divided by the degrees of freedom (number of points -2), yields the mean square error of the data points from the line. The statistical significance of the mean square error was then calculated in the following manner. At each of n equally spaced frequency points, a phase value was randomly selected from a uniform distribution over the interval 0.1-0.9. The linear regression line and mean square error were calculated for these n points and the procedure repeated 100,000 times to obtain a distribution of mean square error for n -2 degrees of freedom. This procedure was then repeated for many different values of n. Figure 11 shows the frequency and cumulative distributions of mean square error for different n. The frequency distribution is nearly exponential for 1 df and then approaches a normal distribution as the degrees of freedom becomes large. The average mean square error for all the simulations is equal to 0.0534, which nearly equals the theoretical value (0.05333) predicted by the variance of a uniform probability density function between the limits of 0.1 and 0.9. The ordinate of the cumulative distribution (Fig. 11B ) was normalized by dividing by the number of repetitions so that it is then equivalent to the significance level. The values of mean square error used for a significance level of P < 0.005 can be seen by reading across at the arrow. The cumulative distribution in Fig.  11B has been plotted on log-log coordinates in order to show more clearly the low end of the distributions. If the phase values had been picked from a normal distribution rather than a uniform one, then the mean square error distribution would have been a x2. The limits of the probability density function for phase were chosen because we corrected our data points when they "wrapped around" at 0.0 or 1.0. Examination of our data showed that the spread in the phase values for any given run never exceeded 0.8 of a period of phase.
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