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Abstract
In this paper we consider a system of non-linear integro-differential equa-
tions (IDEs) describing evolution of a clonally heterogeneous population
of malignant white blood cells (leukemic cells) undergoing mutation and
clonal selection. We prove existence and uniqueness of non-trivial steady
states and study their asymptotic stability. The results are compared to
those of the system without mutation. Existence of equilibria is proved
by formulating the steady state problem as an eigenvalue problem and ap-
plying a version of the Krein-Rutmann theorem for Banach lattices. The
stability at equilibrium is analysed using linearisation and the Weinstein-
Aronszajn determinant which allows to conclude local asymptotic stabil-
ity.
1 Introduction
This paper is devoted to the analysis of a system of integro-differential equa-
tions (IDEs) describing clonal evolution of a self-renewing cell population. The
population is heterogeneous with respect to the self-renewal ability of dividing
cells, a property that may change due to cancerous mutations. The model is
applied to describe dynamics of acute leukemias, an important type of malig-
nant proliferative disorders of the blood forming system.
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Acute leukemias show a considerable inter-individual genetic heterogeneity and
a complex genetic relationship among different clones, i.e. subpopulations con-
sisting of genetically identical cells [21, 40]. Similarly to the healthy hematopoi-
etic system, the leukemic cell bulk is maintained by cells with stem-like proper-
ties that can divide and give rise to progeny cells which either adopt the same
cell route as the parent cell (undergo self-renewal) or differentiate to a more
specialised cell type [4, 29, 40]. There exists theoretical [56, 51] and experimen-
tal [30, 43, 60] evidence suggesting that the self-renewal ability of leukemic stem
cells has a significant impact on disease dynamics and patient prognosis [57, 58].
Increased self-renewal confers a competitive advantage on cancer cell clones by
leading to aggressive expansion of both stem and non-stem cancer cells and
can be responsible for the clonal selection observed in experimental and clinical
data [21, 59]. The latter has been investigated using mathematical models of
evolution of an arbitrary number of leukaemic clones coupled to a healthy cell
lineage [50, 9]. A mathematical proof of clonal selection has been shown in
Ref. [9] exploiting the analytical tractability of the model with a continuum of
heterogeneous clones differing with respect to the stem cell self-renewal ability.
A similar result has been recently obtained in Ref. [37] for an extended model
with two-parameter heterogeneity with respect to cancer stem cell self-renewal
fraction and proliferation rate. It was shown that while increased proliferation
rates may lead to a rapid growth of respective clones, the long-term selection
process is governed by increased self-renewal of the most primitive subpopu-
lation of leukemic cells [50, 37]. Mathematical analysis of the model provided
an understanding of the link between the observed selection phenomenon and
the nonlocal mode of growth control in the model, resulting from description
of different plausible feedback mechanisms. Moreover, comparison of patient
data and numerical simulations of the model allowing emergence of new clones
suggested that self-renewal of leukemic clones increases with the emergence of
clonal heterogeneity [54]. An open question is whether a mutation process with
phenotypic heterogeneity in the course of disease may change the observed se-
lection effect. To address this question, we propose an extension of the basic
clonal selection model from Ref. [9] to account for the process of mutations.
The model from Ref. [9] takes the form
∂
∂tu(t, x) =
(
2a(x)
1+kρ2(t)
− 1
)
pu(t, x),
∂
∂tv(t, x) = 2
(
1− a(x)1+kρ2(t)
)
pu(t, x)− dv(t, x),
u(0, x) = u0(x),
v(0, x) = v0(x),
(1)
where x ∈ Ω ⊂ R, a ∈ C(Ω), p, k, d ∈ R+ and ρ2(t) =
∫
Ω
v(t, x) dx.
The model describes evolution of one healthy cell lineage and an arbitrary num-
ber of leukemic clones, where the structural variable x ∈ Ω represents a contin-
uum of possible cell clones (e.g. characterised by different gene expression lev-
els) differing with respect to the self-renewal ability of dividing cells. We follow
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the convention that x = x0 ∈ Ω corresponds to healthy cells whereas different
leukemic clones are characterised by different values of x ∈ Ω\{x0}. The descrip-
tion of cell differentiation within each cell line is given by a two-compartment
version of the multi-compartment system established in [42], mathematically
studied in [55, 45, 56, 33] and applied to patient data in [52, 51]. The model fo-
cuses on self-renewal of primitive cells u(t, x) and their differentiation to mature
healthy cells v(t, x0) or leukemic blasts v(t, x), x ∈ Ω\{x0}, which do not divide.
The two-compartment architecture is based on a simplified description of the
multi-stages differentiation process. Dividing cells u give rise to two progeny
cells. A progeny cell is either more specialized than the mother cell, i.e., it is
differentiated, or it is a copy of the mother cell (the case of self-renewal). The
proliferation rate is denoted by the constant p. The function a(x) describes
the fraction (probability) of self-renewal of cells of clone x, where dependence
on x reflects the clonal heterogeneity. The feedback signal that promotes the
self-renewal of dividing cells is modelled using a Hill function 11+kρ2(t) , where
the parameter k > 0 is related to the degradation rate of the feedback sig-
nal [42, 55, 56]. This formula has been derived from a simple model of cytokine
dynamics using a quasi-stationary approximation [24, 41], motivated by biolog-
ical findings presented in [34, 35, 49]. Implementing other plausible regulation
mechanisms led to a similar model dynamics that can reproduce the clinical
observation [53, 60].
In [9] it has been shown that the solution (u, v) of system (1) converges weakly∗
in the space of positive Radon measures M+(Ω) to a measure with support
contained in the set of maximal values of the self-renewal fraction function a.
In particular, if the set of maximal values of a consists solely of discrete points,
the solution (u, v) converges weakly∗ to a sum of Dirac measures. In [37], it has
been shown that a similar result holds for a model with multiple compartments
under an additional assumption preventing Hopf bifurcation that may occur in
the model with at least three-stages maturation structure [33].
The purpose of this paper is to extend the clonal selection model (1) to include a
mutation process causing phenotypic heterogeneity with respect to x. There are
essentially two ways to model mutations in a continuous setting. First, it can
be done by adding a diffusive term, which may be introduced using a Laplacian,
as in Ref. [32, 7, 39, 44, 47, 15, 14, 2]. Such models are based on the assump-
tion that mutations can occur at all times within a cell’s life cycle and are not
limited to division, as it is the case in epigenetic modifications. Consequently,
such mutations do not change the overall number of individuals and only affect
their distribution with respect to the structure variable. From a mathemati-
cal point of view the diffusive ansatz provides good properties of the obtained
solution and allows using the library of methods for semi-linear parabolic equa-
tions. Nevertheless, as the references above indicate, there exists a difficulty
with characterisation of the long-term behaviour. Alternatively, mutations can
be modelled with an integral operator, see for instance [8, 10, 11, 13, 36, 26, 38].
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This approach includes mutations that occur during proliferation, which seems
biologically realistic in case of genetic mutations [25, Chapter 10], [1, Chapter 9].
In contrast to the diffusive ansatz, the integral kernel allows to characterise the
mutation process and, for example, to model jumps in the traits. Mathematical
advantage of the integral operators is related to their compactness, while a dis-
advantage is the non-local structure which makes the analysis more complicated.
Selection processes under mutation have been studied using both classes of mu-
tation models, however using different methods to show convergence of the so-
lutions, in the limit of small or rare mutations, to weighted Dirac measures.
In case of a reaction-diffusion equation (RDE), the most common ansatz is to
transform the RDE into a Hamilton-Jacobi equation, for which the viscosity
solution provides the desired convergence result [44, 47]. For scalar equations,
this transformation can be performed using the WKB approximation method
[20]. In case of a system of equations, the latter ansatz strongly depends on the
structure of the model, since it is necessary to transform a system into a scalar
Hamilton-Jacobi equation. In contrast, if mutation is modelled by an integral
term, appropriate mathematical tools are given by theory of positive semigroups
and the infinite dimensional version of the Perron-Frobenius theorem.
In this paper, we focus on the effect of rare mutations taking place during pro-
liferation [1, 25], and propose a model based on integro-differential equations
where we assume that, during proliferation, a mutation occurs with probabil-
ity ε. We prove, under suitable hypotheses, existence of locally asymptotically
stable steady states of the model, which converge, for ε → 0, to a weighted
Dirac measure located at the point of maximum fitness of the corresponding
pure selection model (1). The mathematical tools applied to analysis of the
selection-mutation model are based on the ones used in [17, 18] and extended
here to a system of two phenotype-structured populations in a non-compact
domain. Similar results can be shown for small mutations that occur indepen-
dently of the proliferation process [11].
The paper is structured as follows. In Section 2 we introduce the model with
mutations and justify its well-posedness. Section 3 is devoted to existence and
uniqueness of stationary solutions. Convergence of the steady states for the
zero limit of mutation rate is studied in Section 4. In Section 5, we show
local asymptotic stability of the stationary solution of the model. The paper is
completed with two appendices providing technical proofs needed for the results
in Section 5 and Section 3 respectively.
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2 Selection-mutation model and its assumptions
We extend system (1) to account for mutations described by an integral kernel
operator and consider the following system of integro-differential equations,
∂
∂tvε(t, x) = 2
(
1− a(x)1+kρε(t)
)
puε(t, x)− dvε(t, x),
∂
∂tuε(t, x) =
(
2a(x)
1+kρε(t)
− (1 + ε)
)
puε(t, x) + εp
∫
Ω
κ(x, y)uε(t, y) dy,
vε(0, x) = v
0(x),
uε(0, x) = u
0(x),
(2)
where
ρε(t) =
∫
Ω
vε(t, x) dx.
As previously, uε(t, x) denotes the density of dividing cells structured with re-
spect to the trait x that represents the expression level of genes influencing
self-renewal ability of the cells, while vε(t, x) denotes the resulting mature cells
for x = x0 ∈ Ω or leukemic blasts of clone x for x ∈ Ω \ {x0}. The growth
terms describing self-renewal and differentiation of dividing cells, regulated by
a nonlocal nonlinear feedback from all non-dividing cells are taken from model
(1) in Ref. [9]. Additionally, the model accounts for mutations that take place
during proliferation at a rate ε ∈ (0, 1]. If a mutation occurs, then the prob-
ability density that an individual with trait y mutates into one with trait x is
denoted by κ(x, y).
In the remainder of this paper, we make the following assumptions:
Assumption 1.
1. Ω ⊂ R is open and bounded.
2. a ∈ C1(Ω) with 0 < a(x) < 1 for all x ∈ Ω and there exists x∗ ∈ Ω such
that a(x∗) > 12 . Moreover, there exists a single point x¯ where the maximal
value of the self renewal function is attained, i.e. x¯ = argmaxx∈Ωa(x), a¯ =
a(x¯).
3. u0, v0 ∈ L1(Ω) with u0, v0 > 0.
4. κ ∈ C(Ω× Ω) is strictly positive and such that ∫
Ω
κ(x, y)dx = 1 .
The proof of existence and uniqueness of a classical solution of system (2) follows
directly from the Banach space-valued version of Picard-Lindelo¨f theorem, see
[46, 63], in combination with boundedness of total mass, which can be obtained
similarly as in Ref. [9].
Numerical observation. Numerical simulations of the model suggest a se-
lection effect, similar to that in the pure selection model (1). The difference is
that, depending on the size of mutation frequency ε, we observe a distribution
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of the different cell clones around the one with the highest self-renewal fraction,
see Figure 1. Convergence of the system to a solution concentrated around the
most aggressive phenotype is a fast process and does not depend on initial data.
The remainder of this paper is devoted to a rigorous proof of this observation.
3 Existence and uniqueness of non-trivial steady
states
In general, the stationary problem for selection-mutation equations can be re-
duced (see [10]) to a fixed point problem for a real function whose definition
depends on the existence and uniqueness of a dominant eigenvalue and a cor-
responding positive eigenvector of a certain linear operator (obtained by fixing
the nonlinearity in the model). To solve the problem for system (2), we follow
an approach proposed in Ref. [17] for the stationary problem of a predator-
prey model consisting of an IDE coupled with an ordinary differential equation
(ODE). The structure of the ODE considered in [17] is a logistic type equation
for which the steady state is given by a constant. Consequently, the steady state
of the IDE depends on this constant that can be interpreted as a parameter.
All together, the steady state problem can be reformulated as an eigenvalue
problem, associated to the eigenvalue 0, for which a positive eigenfunction is
sought. The latter still depends on the parameter given by the steady state of
the ODE. To solve the coupled problem, it is necessary to choose the parameter
in such a way that the eigenvalue problem and the steady state problem for
the ODE are solved simultaneously. It results in solving a fixed point problem.
In the remainder of this section, we adapt this approach to the cell population
model (2) which consists of a system of two IDE’s.
3.1 Eigenvalue problem
To find steady states of model (2), we consider the model obtained by integrating
the first equation in (2).
d
dtρε(t) =
∫
Ω
2
(
1− a(x)1+kρε(t)
)
puε(t, x) dx− dρε(t),
∂
∂tuε(t, x) =
(
2a(x)
1+kρε(t)
− (1 + ε)
)
puε(t, x) + εp
∫
Ω
κ(x, y)uε(t, y) dy,
uε(0, x) = u
0(x),
ρε(0) =
∫
Ω
v0(x) dx.
(3)
Since the nonlinearity depends only on the total population of mature cells (the
integral of the second variable), the integrated equation becomes an ordinary
differential equation for ρε(t). Consequently, the first component of a steady
state (ρε, uε(x)) of system (3) is a constant. Furthermore, the first component
of the (corresponding) steady state of system (2) can be computed by inserting
the steady state of system (3) (ρε, uε(x)) into the first equilibrium equation of
6
Figure 1: The simulations depict the first solution uε(t, x) for different values
of ε. Going from top to bottom, the values of ε are 34 ,
1
3 and
1
100 .
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(2) and solving it for vε.
The (nontrivial) equilibria of system (3) are given by the solutions of
0 =
∫
Ω
2
(
1− a(x)1+kρε
)
puε(x) dx− dρε,
0 =
(
2a(x)
1+kρε
− (1 + ε)
)
puε(x) + εp
∫
Ω
κ(x, y)uε(y) dy.
(4)
Let us define for ρε > 0,
Bε,ρε : L
1(Ω)→ L1(Ω), Bε,ρεuε(x) :=
(
2a(x)
1 + kρε
− (1 + ε)
)
puε(x),
Kε : L
1(Ω)→ L1(Ω), Kεuε(x) := εp
∫
Ω
κ(x, y)uε(y) dy,
Cε,ρε : L
1(Ω)→ L1(Ω), Cε,ρεuε := Bε,ρεuε +Kεuε. (5)
If a non-trivial steady state of system (3) exists, the first equation of system
(4) provides a constant solution ρ ∈ (0,∞). The second equation of system (4)
can be then interpreted as an eigenvalue problem for Cε,ρ, which depends on
the parameter ρ. Thus, we are looking for a function ϕε,ρ and a constant λε(ρ)
such that
Cε,ρϕε,ρ = λε(ρ)ϕε,ρ. (6)
The first component of the steady state of system (3) is then given by the
solution ρε of the equation λε(ρ) = 0. Denoting by ϕε,ρε the corresponding
normalized eigenfunction, the second component of the steady state of (3) has
the form uε = cεϕε,ρ where cε ∈ (0,∞) satisfies
cε =
dρε∫
Ω
2
(
1− a(x)1+kρε
)
pϕε,ρε(x) dx
.
Let us observe that 0 is an eigenvalue with corresponding eigenfunction ϕε,ρ of
Cε,ρ if and only if
Bε,ρϕε,ρ +Kεϕε,ρ = 0,
⇔ Kεϕε,ρ = −Bε,ρϕε,ρ,
⇔ Kε
(−B−1ε,ρψε,ρ) = ψε,ρ
with ψε,ρ := −Bε,ρϕε,ρ. This means that ψε,ρ is an eigenfunction corresponding
to eigenvalue 1 of the operator Tε,ρ : L
1(Ω)→ L1(Ω) given by
Tε,ρu := Kε ◦ (−B−1ε,ρu)
= ε
∫
Ω
κ(x, y)
1 + kρ
(1 + kρ)(1 + ε)− 2a(y)u(y) dy.
(7)
8
Remark 1. The equivalence of the eigenvalues 1 of the operator Tε,ρ(= Kε ◦
(−B−1ε,ρ)) and λε(ρ) of the operator Cε,ρ(= Bε,ρ + Kε) is exploited in [17], but
the idea goes back to [6, Proposition 2.1]. We choose to study the eigenvalue
problem for the operator Tε,ρ, because it allows a direct application of the version
for Banach lattices of the well-know Krein-Rutmann theorem ([19]).
Alternatively, one can directly study the eigenvalue problem for the operator Cε,ρ
that would require more work. Existence of a strictly dominant eigenvalue of
Cε,ρ can be obtained from an application of a result of Greiner (Corollary 1.8 in
Ref. [27]) that provides existence of an algebraically simple, strictly dominant
eigenvalue of a perturbation B + K of the generator of a positive semigroup
by a positive bounded irreducible operator K satisfying that there exists and
integer n such that (KR(λ,B))n is compact for all λ with Reλ > s(B) and that
s(B +K) > s(B).
We proceed then to investigate the eigenvalue problem for the operator Tε,ρ.
We define
ρ¯ε :=
1
k
(
2a¯
1 + ε
− 1
)
(8)
where a¯ = maxx a(x) = a(x¯). Notice that Tε,ρ is a positive operator for ρ ∈
(ρ¯ε,+∞).
Proposition 2. Let Tε,ρ be the linear operator defined in (7) for ρ ∈ (ρ¯ε,+∞).
Its spectral radius r(Tε,ρ) is an algebraically simple eigenvalue of Tε,ρ with a cor-
responding strictly positive eigenfunction. Moreover, r(Tε,ρ) is the only eigen-
value of Tε,ρ having a positive eigenfunction.
Proof. By the Krein-Rutman theorem for Banach lattices, see [19, Theorem
12.3], the problem reduces to proving that Tε,ρ is a compact positive irreducible
operator.
Tε,ρ is a positive operator by definition and the choice of ρ. It is also evident
that Tε,ρ is a bounded operator. Defining
κ˜(x, y) := κ(x, y)
1 + kρ
(1 + kρ)(1 + ε)− 2a(y) ,
we obtain that κ˜ > 0 for ρ ∈ (ρ¯ε,+∞) and κ˜ is continuous on Ω2. Hence,
Tε,ρ : L
1(Ω)→ L1(Ω) is irreducible due to [48, Chapter V , §6, Example 4].
Additionally, according to [23, Corollary 5.1], for
κ¯(x, y) :=
{
κ˜(x, y), y ∈ Ω
0, y /∈ Ω ,
Tε,ρ : L
1(Ω) → L1(Ω) is compact if and only if for all ι > 0, there exist δ >
0, R > 0 such that for almost all x ∈ Ω and for every h ∈ R with |h| < δ∫
R\BR(0)
|κ¯(x, y)| dy < ι,
∫
R
|κ¯(x, y + h)− κ¯(x, y)| dy < ι.
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Let ι > 0 be arbitrary but fixed.
As Ω is bounded, let us choose R > 0 such that
|Ω \BR(0)| < ι
max
(x,y)∈Ω2
κ˜(x, y)
.
Then,∫
R\BR(0)
|κ¯(x, y)| dy =
∫
Ω\BR(0)
|κ˜(x, y)| dy ≤ max
(x,y)∈Ω2
κ˜(x, y) |Ω \BR(0)| < ι.
Due to the dominated convergence theorem and the continuity of κ˜, it holds∫
R
|κ¯(x, y + h)− κ¯(x, y)| dy =
∫
Ω
|κ˜(x, y + h)− κ˜(x, y)| dy < ι,
for |h| small enough, which completes the proof.
From the previous proposition we have that the operator Tε,ρ admits a strictly
positive eigenfunction corresponding to the eigenvalue r(Tε,ρ). What is left
to show, in order to obtain equilibria, is that it is possible to choose ρ such
that r(Tε,ρ) = 1 and that this choice of ρ is unique (remember that showing
r(Tε,ρ) = 1 is equivalent to showing λε(ρ) = 0).
The idea is to prove that r(Tε,ρ) is continuous with respect to ρ and strictly
monotone. This ansatz goes back to [6].
Lemma 3. Let Tε,ρ be the linear operator defined in (7) for ρ ∈ (ρ¯ε,+∞). Its
spectral radius, r(Tε,ρ) is a continuous function of ρ. Moreover, there exists ε0
such that for ε < ε0, r(Tε,ρ) is strictly decreasing.
Proof of Lemma 3. Continuity of r(Tε,ρ) with respect to ρ follows from the con-
tinuity of a finite system of eigenvalues of a closed operator ([31, Chapter IV,
§3.5]).
For the monotonicity, we use Gelfand’s formula for the spectral radius of a
bounded linear operator A on a Banach space
r(A) = lim
n→∞ ‖A
n‖ 1n∞ ,
where ‖.‖∞ is the operator norm. We have to show that∥∥Tnε,ρ1∥∥ 1n∞ > ∥∥Tnε,ρ2∥∥ 1n∞ for ρ1 < ρ2.
A straightforward proof by induction provides the formula
Tnε,ρu(x) =
∫
Ωn
κ(x, yn)
n−1∏
i=1
κ(yi, yi+1)
(1+kρ)n
n∏
i=1
((1+kρ)(1+ε)−2a(yi))
u(yn) dy1 · · · dyn.
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In order to obtain monotonicity, we compute the derivative of Tnε,ρ with respect
to ρ. Another straightforward proof by induction (see Appendix B) shows that
d
dρT
n
ε,ρ < 0 for ε small enough. Thus T
n
ε,ρ1u > T
n
ε,ρ2u for all u ∈ L1(Ω), u ≥ 0
and ρ1 < ρ2. Then, taking the operator norm on both sides and using that the
function x 7→ x 1n is strictly monotone, we obtain∥∥Tnε,ρ1∥∥ 1n∞ ≥ ∥∥Tnε,ρ2∥∥ 1n∞ for all n ∈ N⇒ r(Tε,ρ1) ≥ r(Tε,ρ2) for ρ1 < ρ2.
The argument for strict monotonicity is the same as in Ref. [17].
Up to this point we have showed that the spectral radius r(Tε,ρ) is a continuous
and strictly decreasing function of ρ. Hence it is necessary to prove that there
exists some ρ ∈ (ρ¯ε,∞) such that r(Tε,ρ) = 1. This is provided by
Lemma 4. For all ε < ε0, there exists a unique ρ ∈ (ρ¯ε,∞) such that
r(Tε,ρ) = 1.
Proof. We observe that
lim
ρ→∞Tε,ρ =
ε
1 + ε
∫
Ω
κ(x, y)uε(y) dy := Tε.
Tε is a bounded operator, hence the spectrum is bounded. Since r(Tε) ≤ ‖Tε‖∞
we obtain r(Tε) < 1 . As r(Tε,ρ) is continuous with respect to ρ, we can find
ρ1 ∈ (ρ¯ε,∞) such that r(Tε,ρ1) < 1. On the other hand, since
‖Tε,ρ‖∞ = sup
u∈L1(Ω)
‖u‖L1(Ω)=1
∣∣∣∣∣∣ε
∫
Ω
κ(x, y)
1 + kρ
((1 + kρ)(1 + ε)− 2a(y))u(y) dy dx
∣∣∣∣∣∣
and r(Tε,ρ) = lim
n→∞
∥∥Tnε,ρ∥∥ 1n we have that limρ→ρ¯ε r(Tε,ρ) = +∞. Lemma 3 and
the intermediate value theorem imply the statement.
We can now formulate the theorem giving existence and uniqueness of steady
states of system (2).
Theorem 5. There exists some ε0 > 0 such that for all ε < ε0 there exists a
unique, non-trivial steady state (vε, uε) of system (2).
Proof. Combination of Proposition 2 and Lemma 4 yields the existence of a
unique, non-trivial steady state (ρε, uε) of system (3). Substituting it in the
first equilibrium equation in system (2), we obtain the first component of its
unique, non-trivial steady state (vε, uε).
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4 Convergence of the steady states
Once we have proved, for ε small enough, existence of a stationary solution
(vε, uε) of system (2), we are interested in the behavior of this steady state
when the mutation rate goes to zero.
In order to study it, we recall the equivalence between the eigenvalue problem
for the operators Cε,ρ = Bε,ρ +Kε and Tε,ρ = Kε(Bε,ρ)
−1 which is
Bε,ρϕε,ρ +Kεϕε,ρ = λε(ρ)ϕε,ρ
⇔ Kε(λε(ρ)−Bε,ρ)−1ψε,ρ = ψε,ρ,
for ψε,ρ = (λε(ρ)−Bε,ρ)ϕε,ρ. That is, ϕε,ρ is an eigenfunction of Cε,ρ correspond-
ing to eigenvalue λε(ρ) if and only if 1 is an eigenvalue of Kε(λε(ρ) − Bε,ρ)−1
with eigenfunction ψε,ρ.
The proof of convergence of the steady state consists of the following steps: We
begin by showing that λε(ρ) is a strictly dominant eigenvalue of Cε,ρ with a
corresponding strictly positive eigenfunction. Then we show that for ε → 0,
λε(ρ) → maxx∈Ω
(
2a(x)
1+kρ − 1
)
p pointwise, from which we conclude convergence
of the corresponding eigenfunctions ϕε,ρ. Additionally, convergence of the eigen-
values λε(ρ) allows deducing convergence of zeros of the eigenvalues, ρε, and
ultimately convergence of the steady state.
4.1 Existence of eigenvalues
Following [6, Theorem 2.2], in order to show that λε(ρ) is a strictly dominant
eigenvalue of Cε,ρ with a corresponding strictly positive eigenfunction, it is
sufficient to find some
λ1 > s(Bε,ρ) = max
x∈Ω
(
2a(x)
1 + kρ
− (1 + ε)
)
p
such that r(Kε(λ1Id−Bε,ρ)−1) > 1, (where s(A) and r(A) denote respectively
the spectral bound and the spectral radius of a linear operator A).
We use the following characterization of the spectral bound of the generator A
of a strongly continuous positive semigroup
s(A) ≥ sup{µ ∈ R : Af ≥ µf for some 0 < f ∈ D(A)}. (9)
This property of the spectral bound is stated in Ref. [3] in C(K), the space of
all real-valued continuous functions on a compact space K, but the proof also
holds for any generator of a positive semigroup in a Banach lattice such that the
spectral bound and the growth bound coincide, which is the case in Lp-space,
1 ≤ p <∞, [62].
Proposition 6. There exists λ1 > s(Bε,ρ) such that r(Kε(λ1Id−Bε,ρ)−1) > 1.
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Proof. Let us define function q : R× Ω→ R by
q(λ, y) := λ−
(
2a(y)
1 + kρ
− (1 + ε)
)
p.
Then, we need to prove that
∃λ1 > s(Bε,ρ) ∃g ∈ L1(Ω), g > 0 ∀x ∈ Ω : ε
∫
Ω
κ(x, y)q(λ1, y)
−1g(y) dy > g(x).
Observe that argminx∈Ωq(s(Bε,ρ), x) = argmaxx∈Ω
(
2a(x)
1+kρ − (1 + ε)
)
p = x¯.
Using the definition of q, we obtain{
q(s(Bε,ρ), x¯) = 0,
∂
∂y q(s(Bε,ρ), y)|y=x¯ = 0.
(10)
Choosing g = χBδ(x¯), for a small δ > 0, we estimate
ε
∫
Ω
κ(x, y)q(λ1, y)
−1g(y) dy = ε
∫
Bδ(x¯)
κ(x, y)q(λ1, y)
−1 dy
≥ ε min
x,y∈Ω
κ(x, y)
∫
Bδ(x¯)
q(λ1, y)
−1 dy. (11)
Expanding the function q using the Taylor formula up to the 0th order around
x¯ yields
q(λ1, y) = q(λ1, x¯) + o (‖y − x¯‖) . (12)
Inserting equation (12) into inequality (11) leads to
ε
∫
Ω
κ(x, y)q(λ1, y)
−1g(y) dy ≥ ε min
x,y∈Ω
κ(x, y)
∫
Bδ(x¯)
1
q(λ1, x¯) + o (‖y − x¯‖) dy > 1,
by using the first equation of (10), choosing δ small enough and λ1 close enough
to s(Bε,ρ).
4.2 Convergence of the eigenvalues and the eigenfunctions
Now that we have proved existence of a strictly dominant eigenvalue λε(ρ) of
the operator Cε,ρ we can formulate a result about its limiting behavior.
Lemma 7. Let λε(ρ) be the strictly dominant eigenvalue of the operator Cε,ρ
defined in (5), then
λε(ρ)
ε→0−→ max
x∈Ω
(
2a(x)
1 + kρ
− 1
)
p.
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Proof. For notational simplicity, we denote µ(x) :=
(
2a(x)
1+kρ − 1
)
p,
µε(x) :=
(
2a(x)
1+kρ − (1 + ε)
)
p. We want to show that for all δ > 0 there exists ε0
such that for all ε < ε0 it holds
λε(ρ) ∈ Bδ(µ(x¯)),
where recall that x¯ denotes the point where the maximal value of the self-renewal
function is attained.
We begin by proving that λε(ρ) ≤ µ(x¯).
The assumptions on κ imply that
∀u ∈ L1(Ω), u ≥ 0 ∃Ω′ ⊂ Ω ∀x ∈ Ω′ :
∫
Ω
κ(x, y)u(y) dy ≤ u(x). (13)
Assuming otherwise, ∫
Ω
κ(x, y)u(y) dy − u(x) > 0,
for almost all x, and integrating the left hand side with respect to x, using∫
Ω
κ(x, y)dx = 1, we obtain
∫
Ω
∫
Ω
κ(x, y)u(y)dy − u(x)dx = 0, what implies a
contradiction.
Taking f1(x) := χΩ′ϕε,ρ(x) where ϕε,ρ is the positive eigenfunction correspond-
ing to the eigenvalue λε(ρ) and Ω
′ being a set of positive measure such that (13)
holds for ϕε,ρ,
λε(ρ)f1(x) =
(
2a(x)
1+kρ − 1
)
pf1(x)− εpf1(x) + εp
∫
Ω′ κ(x, y)f1(y)dy
≤
(
2a(x)
1+kρ − 1
)
pf1(x).
Hence, by (9) we conclude that λε(ρ) ≤ µ(x) ≤ µ(x¯).
We show now that for all δ > 0, there exists ε0 such that it holds
λε(ρ) ≥ µ(x¯)− δ
for any ε < ε0.
Let δ be such that µε(x) ≥ µε(x¯) − δ for x ∈ Ω′, where Ω′ ⊂ Ω is a suitably
chosen set. Let us consider a smooth function u with suppu ⊂ Ω′. Then, due
to the positivity of Kε, it holds
Cε,ρu = Bε,ρu+Kεu ≥ µε(x)u ≥ (µε(x¯)− δ)u.
By inequality (9), we obtain λε(ρ) ≥ µε(x¯)− δ. Furthermore, we know
|µ(x)− µε(x)| ≤ ε ≤ δ.
Thus, we conclude
∀δ > 0 ∃ ε0 > 0 ∀ε < ε0 : λε(ρ) ∈ B2δ(µ(x¯)).
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Proposition 8. Let ϕε,ρ be the unique positive eigenfunction corresponding to
the eigenvalue λε(ρ) of the operator Cε,ρ defined in (5). Then
ϕε,ρ ⇀
∗ δx¯ in M+(Ω), as ε→ 0,
where x¯ is the unique value, where the maximum of the self-renewal function
a(x) is attained.
Proof. To prove convergence of the steady state, we make an ansatz that the
eigenfunctions form a Dirac sequence.
By Proposition 6 and [6, Theorem 2.2], the eigenfunction ϕε,ρ of Cε,ρ is strictly
positive, ϕε,ρ > 0 for all ε > 0. As an eigenfunction in L
1(Ω), it can be
normalized to ‖ϕε,ρ‖L1(Ω) = 1. It remains to show that∫
Ωc
ϕε,ρ(x) dx
ε→0−→ 0
for Ωc ⊂ Ω with x¯ /∈ Ωc and dist(x¯,Ωc) > 0.
According to Lemma 7, it holds λε(ρ) → maxx∈Ω
(
2a(x)
1+kρ − 1
)
p for ε → 0.
Hence, for any Ωc as defined above, it is possible to choose ε < ε0 such that
∀x ∈ Ωc : λε(ρ) >
(
2a(x)
1 + kρ
− 1
)
p. (14)
Integrating the eigenvalue problem for Cε,ρ, we obtain
0 =
∫
Ωc
(
2a(x)
1+kρ − (1 + ε)
)
pϕε,ρ(x)− λε(ρ)ϕε,ρ(x) dx
+εp
∫
Ωc
∫
Ω
κ(x, y)ϕε,ρ(y) dy dx
≤
(
max
x∈Ωc
(
2a(x)
1+kρ − 1
)
p− λε(ρ)
) ∫
Ωc
ϕε,ρ(x) dx+
εp
∫
Ωc
∫
Ω
κ(x, y)ϕε,ρ(y) dy dx.
By inequality (14), the first term is negative and bounded, hence by rearranging
the inequality we obtain, for a constant C > 0,
C
∫
Ωc
ϕε,ρ(x) dx ≤ ε
∫
Ωc
∫
Ω
κ(x, y)ϕε,ρ(y) dy dx ≤ ε.
Consequently, ϕε,ρ is a Dirac sequence and converges subsequently to a Dirac
measure concentrated in x¯.
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4.3 Convergence of the steady states
Now we prove weak∗ convergence of the steady states (ρε, uε) for ε → 0. As a
first step, we show
Proposition 9. Let ρε be the unique zero of λε(ρ), hence the first component
of the steady state of system (3) and let ρ¯0 :=
2a¯−1
k . Then
ρε
ε→0−→ ρ¯0.
Proof. Notice that ρ¯0 is the unique zero of the decreasing function λ0(ρ) :=
max
x∈Ω
(
2a(x)
1+kρ − 1
)
p. Lemma 7 and the fact that λ0(ρ) changes sign (recall that,
by Assumption 1 there exists x∗ ∈ Ω such that a(x∗) > 12 ) prove the statement.
The next result provides convergence of the family of steady states of system
(3).
Theorem 10. Let (ρε, uε) be the family of stationary solutions of System (3).
Then
uε ⇀
∗ ρ¯1δx¯ in M+(Ω), ρε → ρ¯0 in R,
where ρ¯0 =
2a¯−1
k , ρ¯1 =
d
p
2a¯−1
k and x¯ is the isolated point where the maximum
of the self-renewal function a(x) is attained x¯ = arg max
x∈Ω
a(x).
Proof. Convergence of ρε has already been proven in Proposition 9.
Convergence of uε is done in two steps. By construction uε = cεϕε,ρε , where
ϕε,ρε is the unique (normalized) eigenfunction corresponding to the zero eigen-
value of the operator Cε,ρε defined in (5) and cε =
dρε∫
Ω
2(1− a(x)1+kρε )pϕε,ρε (x) dx
.
Thus, we want to prove that both, the constants cε and the eigenfunctions ϕε,ρε ,
converge.
The same argument as in Proposition 8 yields convergence of ϕε,ρε to the Dirac
delta located at x¯. Because of this property of ϕε,ρε and convergence of ρε, it
follows
cε =
dρε∫
Ω
2
(
1− a(x)1+kρε
)
pϕε,ρε dx
ε→0−→ dρ¯0
2p
(
1− a¯1+kρ¯0
) = ρ¯1.
This concludes the proof.
We can finally formulate the result giving the behavior for small mutation rate
of the equilibria of System (2).
Theorem 11. Let (vε, uε) be the family of stationary solutions of System (2).
Then, for ε→ 0,
(vε, uε) ⇀
∗ (ρ¯0δx¯, ρ¯1δx¯) in M+(Ω),
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where ρ¯0 =
2a¯−1
k , ρ¯1 =
d
p
2a¯−1
k and x¯ is the unique value where the maximum of
the self-renewal function a(x) is attained.
Proof. Theorem 10 provides convergence of the second component of the steady
state. The first component can be written as
vε(x) =
2
d
(
1− a(x)
1 + kρε
)
puε(x) =: gε(x)uε(x).
Proposition 9 implies that for any f ∈ Cc
gε(x)f(x)
ε→0−→ 2
d
(
1− a(x)
1 + kρ¯0
)
pf(x) =: g0(x)f(x) strongly,
which, by Proposition 3.13 in [5], implies that
〈gε(x)f(x), uε(x)〉 ε→0−→ 〈g0(x)f(x), ρ¯1δx¯〉,
that is,
vε ⇀
∗ g0(x¯)ρ¯1δx¯ =
2a¯− 1
k
δx¯
which concludes the proof.
5 Stability of the steady states
Selection-mutation equations can be written, in a general way, in the form
∂
∂t
z(t, x) = Aε(F (z))z, (15)
with F being a linear function from the state space to an m-dimensional space
and such that Aε(E) is a linear operator for a fixed E = F (z).
Assuming that equation (15) has a semilinear structure and the spectral map-
ping property holds (i.e., the growth bound of a semigroup is equal to the
spectral bound of its generator, which is the case in L1), the principle of lin-
earised stability [61, 28] yields local asymptotic stability of a steady state if the
spectrum of the corresponding linearisation is located entirely in the open left
half plane. A stability result for equation (15) is provided in Ref. [12]. It is
shown using the principle of linearised stability and the fact that, in case of
finite dimensional nonlinearity, the linearised operator at the steady state is a
degenerated perturbation of a known operator with spectral bound equal to 0.
This reduces the computation of the spectrum of the linearisation to the com-
putation of zeroes of the so-called Weinstein-Aronszajn determinant ([31]).
System (3) can be written in form (15) with
F : R× L1(Ω)→ R, (ρ, u) 7→ ρ, (16)
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and
Aε
(
F
(
ρ
u
))
= Aε(ρ) =
−d
∫
Ω
2
(
1− a(x)1+kρ
)
p · dx
0
(
2a(x)
1+kρ − (1 + ε)
)
p+ εp
∫
Ω
κ(x, y) · dy
 .
Note that operator Aε(ρ) generates a C
0 positive semigroup. Indeed, Aε(ρ) can
be written in the following way
Aε(ρ) =
(−d 0
0
(
2a(x)
1+kρ − (1 + ε)
)
p·
)
+
0
∫
Ω
2
(
1− a(x)1+kρ
)
p · dx
0 εp
∫
Ω
κ(x, y) · dy
 ,
where the first term is the generator of a C0 positive semigroup and the second
term is a linear positive operator, thus the sum generates a C0 positive semi-
group [22].
Linearising system (3) at the steady state zε := (ρε, uε), i.e., taking a perturba-
tion z = zε+ z¯, applying the stationary equation
∂
∂tzε = 0 and Taylor’s formula,
we obtain (
ρ¯′
∂u¯
∂t
)
= (A˜ε + Sε)
(
ρ¯
u¯
)
,
where
A˜ε = Aε(ρε) =
−d
∫
Ω
2
(
1− a(x)1+kρε
)
p · dx
0
(
2a(x)
1+kρε
− (1 + ε)
)
p ·+εp ∫
Ω
κ(x, y) · dy
 ,
Sε =
∫Ω 2a(x)kpuε(1+kρε)2 0
− 2a(x)kpuε(1+kρε)2 0
 .
(17)
with A˜ε, Sε defined in R× L1(Ω).
We also define the following “limit” operators in R×M+(Ω)
A˜0 = A0(ρ¯0) =
−d
∫
Ω
2
(
1− a(x)1+kρ¯0
)
p · dx
0
(
2a(x)
1+kρ¯0
− 1
)
p·
 ,
S0 =
(
2a¯kpρ¯1
(1+kρ¯0)2
0
− 2a¯kpρ¯1(1+kρ¯0)2 δx¯ 0
)
.
(18)
where ρ¯0 and ρ¯1 are given by Theorem 10.
As mentioned before, our aim is to apply the stability result given in Ref. [12]
to system (3). For the sake of completeness, we summarize the two relevant
theorems [12, Theorem 1 and 2] into the following theorem (for m = 1 which is
the case for our model):
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Theorem 12. Let zε be a non-trivial positive steady state of equation(15),
where F is a linear function from the state space to an m-dimensional space
and, for a fixed E = F (z), Aε(E) is a generator of a C
0 positive semigroup
on the state space. Let A˜ε + Sε be the linearisation of Aε at the equilibrium
zε. Let ωε(λ), ω0(λ) be the Weinstein-Aronszajn determinants for A˜ε + Sε and
A˜0 + S0, respectively and D := {λ ∈ C |<(λ) ≥ 0, λ 6= 0}. Let ωε(λ), ω0(λ) be
holomorphic functions in D such that ω0(λ) does not vanish in D and
ωε(λ)
ε→0−−−→ ω0(λ) (19)
uniformly in λ on compact sets in D. Additionally, assume that
∃L > 0 ∀ |λ| > L :
∥∥∥SεR(λ, A˜ε)∥∥∥∞ < 12 . (20)
If 0 is a strictly dominant eigenvalue of A˜ε with algebraic multiplicity 1, Pε is
the projection onto the eigenspace of the eigenvalue 0 and
F (PεSεzε) 6= 0 and lim inf
(ε,λ)→(0+,0)
λF
(
(A˜ε − λ)−1Sεzε
)
6= 0, (21)
then for ε small enough the steady state zε is locally asymptotically stable.
Theorem 13. Let Assumption 1 hold and additionally, let κ be separable in its
variables, i.e.,
∃κ1, κ2 ∈ C(Ω) : κ(x, y) = κ1(x)κ2(y).
Then, for ε small enough, the steady state (ρε, uε) of system (3) is locally asymp-
totically stable.
The proof of this theorem is a direct application of Theorem 12. Since it is
technical, it is deferred to Appendix A.
Theorem 14. Let Assumption 1 hold and additionally, let κ be separable in its
variables, i.e.
∃κ1, κ2 ∈ C(Ω) : κ(x, y) = κ1(x)κ2(y).
Then, for ε small enough, the steady state (vε, uε) of system (2) is locally asymp-
totically stable.
Proof. By Theorem 13, it only remains to prove the result for the first compo-
nent of the steady state vε(x). It holds
∂
∂t
vε(t, x) = F (uε(t, x), ρε(t))− dvε(t, x)
with F (uε(t, x), ρε(t)) := 2
(
1− a(x)1+kρε(t)
)
puε(t, x) and
vε(t, x) = v0(x)e
−dt +
∫ t
0
F (uε(τ, x), ρε(τ))e
−d(t−τ)dτ.
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Then, since (vε(x), uε(x)) is an equilibrium of system (2), it follows
‖vε(t, x)− vε(x)‖L1(Ω) =
∫
Ω
∣∣v0(x)e−dt + ∫ t0 F (uε(τ, x), ρε(τ))e−d(t−τ)dτ
−F (uε(x), ρε)
d
∣∣dx
≤ ∫
Ω
|v0(x)e−dt|dx+
∫ t
0
e−d(t−τ)
∫
Ω
∣∣F (uε(τ, x), ρε(τ))
−F (uε(x), ρε)
∣∣dxdτ + ∫
Ω
∣∣F (uε(x), ρε)∣∣dx( ∫ t
0
e−d(t−τ)dτ − 1d
)
which tends to zero as t→∞ due to Theorem 13 (for more details on the second
term see the proof of Lemma 7 in [9]).
6 Appendix A
Here we provide the proof of Theorem 13. The proof is divided into several
parts, each dealing with a different assumption of the stability theorem 12.
6.1 Convergence of theWeinstein-Aronszajn determinants
The operators Sε and S0 defined in (17) and (18) are one-dimensional range
operators with basis
∫Ω 2a(x)kpuε(1+kρε)2 dx
− 2a(x)kpuε(1+kρε)2
 and ( 2a¯kpρ¯1(1+kρ¯0)2− 2a¯kpρ¯1(1+kρ¯0)2 δx¯,
)
(22)
respectively. Therefore the Weinstein-Aronszajn determinants
ωε(λ) := det
(
Id+ SεR(A˜ε, λ)|rg(Sε)
)
ω0(λ) := det
(
Id+ S0R(A˜0, λ)|rg(S0)
) (23)
are well defined. In the next lemma we prove convergence result (19).
Lemma 15. Let ωε(λ), ω0(λ) be the Weinstein- Aronszajn determinants defined
in (23). Then,
ωε(λ)
ε→0−→ ω0(λ)
uniformly in λ ∈ D = {λ ∈ C |<(λ) ≥ 0, λ 6= 0}. Both ωε(λ) and ω0(λ) are
holomorphic in D.
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Proof. In order to prove convergence, we estimate
|ωε(λ)− ω0(λ)| ≤
∣∣∣det(Id+ SεR(A˜ε, λ)|rg(Sε))− det(Id+ SεR(A˜0, λ)|rg(Sε))∣∣∣
+
∣∣∣det(Id+ SεR(A˜0, λ)|rg(Sε))− det(Id+ S0R(A˜0, λ)|rg(S0))∣∣∣ .
For the first term on the right-hand side it can be shown, in the same way as
in [18, proof of Proposition 1] that∥∥∥Sε(A˜ε − λ)−1|R(Sε) − Sε(A˜0 − λ)−1|R(Sε)∥∥∥∞ ε→0−→ 0.
It remains to prove that∣∣∣det(Id+ SεR(A˜0, λ)|R(Sε))− det(Id+ S0R(A˜0, λ)|R(S0))∣∣∣ ε→0−→ 0.
For this purpose we compute the determinant explicitly. The basis of rg(Sε) is
given by (22). Then, a direct computation yields
SεR(A˜0, λ)|R(Sε) = −
1
d+ λ
∫
Ω
2a(x)kpuε(x)
(1 + kρε)2
dx
+
1
d+ λ
∫
Ω
2
(
1− a(x)
1 + kρ¯0
)
p
1(
2a(x)
1+kρ¯0
− 1
)
p− λ
2a(x)kpuε(x)
(1 + kρε)2
dx.
According to Theorem 10, we know that ρε converges strongly to ρ¯0 in R and
uε converges weakly
∗ to ρ¯1δx¯ in M+(Ω). Hence,
SεR(A˜0, λ)|R(Sε)
ε→0−−−→ − 1
d+ λ
2a¯kpρ¯1
(1 + kρ¯0)2
− 1
λ(d+ λ)
2
(
1− a¯
1 + kρ¯0
)
p
2a¯kpρ¯1
(1 + kρ¯0)2
= S0R(A˜0, λ)|R(S0).
By definition of the Weinstein-Aronszajn determinant, ωε(λ) and ω0(λ) are
holomorphic in D, see [31, p. 245].
6.2 Boundedness of SεR(λ, A˜ε)
Lemma 16. There exists a constant L > 0 such that for all |λ| > L∥∥∥SεR(λ, A˜ε)∥∥∥∞ < 12 .
Proof. Since supε<ε0
∥∥∥A˜ε∥∥∥∞ and supε<ε0 ‖Sε‖∞ are bounded, we obtain for
|λ| > 2
∥∥∥A˜ε∥∥∥∞∥∥∥SεR(λ, A˜ε)∥∥∥∞ =
∥∥∥∥∥Sελ−1
∞∑
n=0
(
λ−1A˜ε
)n∥∥∥∥∥
∞
≤ ‖Sε‖∞
λ−
∥∥∥A˜ε∥∥∥∞ ≤
2 ‖Sε‖∞
|λ| .
Choosing L > max
{
2
∥∥∥A˜ε∥∥∥∞ , 4 ‖Sε‖∞} leads to the assertion.
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6.3 Proof of hypotheses (21) (excluding 0 and values with
small positive real part from the spectrum)
Lemma 17. For the steady state zε := (ρε, uε(x)) of system (3), it holds
F (PεSεzε) 6= 0. (24)
Proof. From the definition of F given in formula (16), it is sufficient to show
that PεSεzε 6= 0. Since 0 is a simple strictly dominant eigenvalue of operator
A˜ε, we can decompose the space L
1(Ω) = 〈zε〉
⊕
Range(A˜ε) (see Theorem A.3.1
in [16]). Hence, we have to prove that Sεzε /∈ Range(A˜ε) what is equivalent to
showing that 〈( ρ∗ε
u∗ε
)
, Sε
(
ρε
uε
)〉
6= 0, (25)
where (ρ∗ε, u
∗
ε) is the eigenfunction corresponding to the eigenvalue 0 of the
adjoint operator A˜∗ε. The adjoint operator reads
A˜ε =
 −d 0
2
(
1− a(x)1+kρε
)
p
(
2a(x)
1+kρε
− (1 + ε)
)
p+ εp
∫
Ω
κ(y, x) · dy

and we obtain that ρ∗ε = 0. This implies that u
∗
ε is an eigenfunction correspond-
ing the the zero eigenvalue of the operator
(
2a(x)
1+kρε
− (1 + ε)
)
p · +εp ∫
Ω
κ(y, x)·
which is the adjoint operator of Bε,ρ + Kε defined by formulas (5). This op-
erator is a generator of an irreducible positive semigroup in the Banach lattice
L1(Ω), as it is the perturbation by an irreducible operator of the generator of
a positive semigroup. By Proposition 3.5 in [3] we obtain that u∗ε is strictly
positive, which, together with the fact that ρ∗ε = 0, implies that〈( ρ∗ε
u∗ε
)
, Sε
(
ρε
uε
)〉
= −
∫
Ω
2a(x)kpuε(x)ρεu
∗
ε(x)
(1 + kρε)2
6= 0
The last step is to show
Lemma 18. For the steady state zε, it holds
lim inf
(ε,λ)→(0+,0)
λF
(
(A˜ε − λ)−1Sεzε
)
6= 0. (26)
Proof. We start by computing the resolvent operator R(λ, A˜ε),
(A˜ε − λ)−1 =
 −1d+λ 1d+λ ∫
Ω
2
(
1− a(x)1+kρε
)
pR(λ,Cε,ρε) · dx
0 R(λ,Cε,ρε)
 ,
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where recall that Cε,ρε is defined in (5). Condition (26) reads
lim inf
(ε,λ)→(0+,0)
λF
(
(A˜ε − λ)−1Sε
(
ρε
uε
))
= lim inf
(ε,λ)→(0+,0)
−λ
d+λ
( ∫
Ω
2
(
1− a(x)1+kρε
)
pR(λ,Cε,ρε)
2a(x)kpuερε
(1+kρε)2
dx
+
∫
Ω
2a(x)kpuερε
(1+kρε)2
dx
)
6= 0.
Since the limit of the second term is zero, condition (26) becomes
lim inf
(ε,λ)→(0+,0)
−1
d+ λ
∫
Ω
2
(
1− a(x)
1 + kρε
)
pλR(λ,Cε,ρε)
2a(x)kpuερε
(1 + kρε)2
dx 6= 0
Determination of the limit is difficult. Since 0 is an eigenvalue of Cε,ρε , the
limiting behaviour of λR(λ,Cε,ρε) for λ tending to zero is not obvious, because
the resolvent tends to infinity (Cε,ρε tends to a multiplication operator), while
λ tends to zero.
However, separation of variables of the kernel κ allows an explicit derivation of
the resolvent R(λ,Cε,ρε) which facilitates the computation of the previous limit.
Under this assumption, we write
Cε,ρεu =
(
2a(x)
1 + kρε
− (1 + ε)
)
pu+εpκ1(x)
∫
Ω
κ2(y)u(y) dy = −αε(x)u+εκ1(x)Lu,
where αε(x) :=
(
1 + ε− 2a(x)1+kρε
)
p > 0, since ρε is the first component of the
steady state of system (3), and Lu = p
∫
Ω
κ2(y)u(y) dy. Following the scheme
proposed in [12, Section 4.2] for the explicit computation of the resolvent oper-
ator R(λ,Cε,ρε), we obtain
R(λ,Cε,ρε)g =
1
ελ
L
(
κ1(x)
αε(x)(αε(x) + λ)
)−1 [
−(αε(x) + λ)−1g (27)
+ ε(αε(x) + λ)
−1gL
(
(αε(x) + λ)
−1κ1(x)
)
(28)
− ε(αε(x) + λ)−1κ1(x)L
(
(αε(x) + λ)
−1g
)]
. (29)
Let us define
βε(x) :=
2a(x)kpρε
(1 + kρε)2
, Hε(x) := 2
(
1− a(x)
1 + kρε
)
p,
in order to shorten the notational effort. Note that
lim
ε→0
Hε(x) = 2
(
1− a(x)
1 + kρ¯0
)
p =: H(x), lim
ε→0
βε(x) =
2a(x)kpρ¯0
(1 + kρ¯0)2
=: β(x).
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We need to determine the following limiting process
lim inf
(ε,λ)→(0+,0)
∫
Ω
Hε(x)λR(λ,Cε,ρε)βε(x)uε(x) dx =: lim inf
(ε,λ)→(0+,0)
Ξ(ε, λ).
Substituting the expression of the resolvent operator derived in (27), we obtain
Ξ(ε, λ) =
∫
Ω
Hε(x)
1
ε
L
(
κ1(y)
αε(y)(αε(y) + λ)
)−1
·
[
−(αε(x) + λ)−1βε(x)uε(x) + ε(αε(x) + λ)−1βε(x)uε(x)L
(
κ1(y)
αε(y) + λ
)
−ε(αε(x) + λ)−1κ1(x)L
(
βε(y)uε(y)
αε(y) + λ
)]
dx.
For a better distinction between the terms, let us define
I := −
∫
Ω
1
ε
Hε(x)L
(
κ1(y)
αε(y)(αε(y) + λ)
)−1
(αε(x) + λ)
−1βε(x)uε(x) dx,
II :=
∫
Ω
Hε(x)(αε(x) + λ)
−1βε(x)uε(x)L
(
κ1(y)
αε(y)(αε(y) + λ)
)−1
L
(
κ1(y)
αε(y) + λ
)
dx,
III := −
∫
Ω
Hε(x)(αε(x) + λ)
−1κ1(x)L
(
κ1(y)
αε(y)(αε(y) + λ)
)−1
L
(
βε(y)uε(y)
αε(y) + λ
)
dx,
Ξ(ε, λ) = I + II + III.
Using the steady state equation
uε = ε
κ1(x)
αε(x)
Luε, (30)
we obtain
I = −
∫
Ω
Hε(x)
βε(x)κ1(x)Luε
αε(x)(αε(x) + λ)
L
(
κ1(y)
αε(y)(αε(y) + λ)
)−1
dx
= −Luε
∫
Ω
Hε(x)
βε(x)
κ2(x)
κ1(x)κ2(x)
αε(x)(αε(x) + λ)
L
(
κ1(y)
αε(y)(αε(y) + λ)
)−1
dx.
The sequence gε denoted by
gε(x) :=
κ1(x)κ2(x)
αε(x)(αε(x) + λ)
L
(
κ1(y)
αε(y)(αε(y) + λ)
)−1
,
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defines a Dirac sequence. The definition also guarantees that
∀ ε > 0 : gε(x) > 0 and
∫
Ω
gε(x) dx = 1.
Let x¯ = argmaxx∈Ωa(x) and take Ω
c ⊂ Ω such that x¯ /∈ Ωc and dist(x¯,Ωc) > 0.
It follows from Theorem 10 that
αε(x) =
(
1 + ε− 2a(x)
1 + kρε
)
p
ε→0−→
(
1− 2a(x)
1 + kρ¯0
)
p.
We conclude that κ1(x)κ2(x)αε(x)(αε(x)+λ) converges and is subsequently bounded on Ω
c.
Then, using 1 = εL
(
κ1(x)
αε(x)
)
, we estimate∫
Ω
κ1(x)κ2(x)
αε(x)(αε(x) + λ)
dx ≥ 1
max
x∈Ω
(αε(x) + λ)
∫
Ω
κ1(x)κ2(x)
αε(x)
dx =
1
max
x∈Ω
(αε(x) + λ)
L
(
κ1
αε
)
=
1
εmax
x∈Ω
(αε(x) + λ)
ε→0−→∞.
This implies that
∀Ωc ⊂ Ω, x¯ /∈ Ωc,dist(x¯,Ωc) > 0 :
∫
Ωc
gε(x) dx→ 0 for ε→ 0.
Since we additionally know by Theorem 10 that uε converges weakly
∗, we infer
Luε =
∫
Ω
κ2(y)uε(y) dy → ρ¯1κ2(x¯) for ε→ 0.
Thus, we obtain
I
ε→0−→ −ρ¯1H(x¯)β(x¯) < 0.
Computing the limit for II and II and using equality (30), we obtain
lim inf(II + III) = lim inf
(ε,λ)→(0+,0)
ε
[∫
Ω
Hε(x)
Luεβε(x)
κ2(x)
κ1(x)κ2(x)
αε(x)(αε(x)+λ)
L
(
κ1(y)
αε(y)(αε(y)+λ)
)−1
·
(
L
(
κ1(y)
αε(y)+λ
)
− αε(x)βε(x)L
(
βε(y)κ1(y)
αε(y)(αε(y)+λ)
))
dx
]
= 0
which concludes the proof.
Remark 19. Note that the separation of variables of κ is needed only, because
of the explicit computation of the resolvent R(λ,Cε,ρε). All results up to this
point do not need this assumption and work for Assumption 1 alone.
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7 Appendix B
In this appendix we prove that the operators
Tnε,ρu(x) =
∫
Ωn
κ(x, yn)
n−1∏
i=1
κ(yi, yi+1)
(1+kρ)n
n∏
i=1
((1+kρ)(1+ε)−2a(yi))
u(yn) dy1 · · · dyn.
defined in the proof of Lemma 3 satisfy ddρT
n
ε,ρ < 0 for ε small enough. The
differential operator and the integral can be interchanged, because of Leibniz’
integral rule. This implies denoting by d~y = dy1 · · · dyn
d
dρ
(Tnε,ρu)(x) =
d
dρ
∫
Ωn
κ(x, yn)
n−1∏
i=1
κ(yi, yi+1)
(1 + kρ)n
n∏
i=1
((1 + kρ)(1 + εκˆ)− 2a(yi))p
u(yn) d~y
=
∫
Ωn
κ(x, yn)
n−1∏
i=1
κ(yi, yi+1)
d
dρ
(1 + kρ)n
n∏
i=1
((1 + kρ)(1 + εκˆ)− 2a(yi))p
u(yn) d~y.
Both κ and u are positive functions, so the sign of the derivative is solely de-
termined by the derivative of the fraction. Performing the derivative yields
d
dρ
(1 + kρ)n
n∏
i=1
((1 + kρ)(1 + εκˆ)− 2a(yi))p
=
kn(1 + kρ)n−1
n∏
i=1
((1 + kρ)(1 + εκˆ)− 2a(yi))p(
n∏
i=1
((1 + kρ)(1 + εκˆ)− 2a(yi))p
)2
−
(1 + kρ)n ddρ
n∏
i=1
((1 + kρ)(1 + εκˆ)− 2a(yi))p(
n∏
i=1
((1 + kρ)(1 + εκˆ)− 2a(yi))p
)2 .
Again we see that it is sufficient to look only at a small part of this derivative
to determine the sign, namely the numerator. The claim is
kn
n∏
i=1
((1+kρ)(1+εκˆ)−2a(yi))p−(1+kρ) d
dρ
n∏
i=1
((1+kρ)(1+εκˆ)−2a(yi))p < 0
and can be shown by induction over n ∈ N.
Let n = 1, then
k((1 + kρ)(1 + εκˆ)− 2a(y1))p− (1 + kρ)(1 + εκˆ)kp = −2kpa(y1) < 0,
by Assumption 1.
Let the statement be true for n ∈ N. Then have a look at the derivative for
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n+ 1
k(n+ 1)
n+1∏
i=1
((1 + kρ)(1 + εκˆ)− 2a(yi))p
−(1 + kρ) d
dρ
n+1∏
i=1
((1 + kρ)(1 + εκˆ)− 2a(yi))p
= kn
n∏
i=1
((1 + kρ)(1 + εκˆ)− 2a(yi))p · ((1 + kρ)(1 + εκˆ)− 2a(yn+1))p
+k
n+1∏
i=1
((1 + kρ)(1 + εκˆ)− 2a(yi))p
−(1 + kρ)
[
d
dρ
n∏
i=1
((1 + kρ)(1 + εκˆ)− 2a(yi))p · ((1 + kρ)(1 + εκˆ)− 2a(yn+1))p
+kp
n∏
i=1
((1 + kρ)(1 + εκˆ)− 2a(yi))p
]
= ((1 + kρ)(1 + εκˆ)− 2a(yn+1))p
[
kn
n∏
i=1
((1 + kρ)(1 + εκˆ)− 2a(yi))p
−(1 + kρ) d
dρ
n∏
i=1
((1 + kρ)(1 + εκˆ)− 2a(yi))p
]
+k
[
n+1∏
i=1
((1 + kρ)(1 + εκˆ)− 2a(yi))p
−(1 + kρ)p
n∏
i=1
((1 + kρ)(1 + εκˆ)− 2a(yi))p
]
< 0,
because the first term is negative due to the induction assumption and the
second term is negative because 1+kρ > (1+kρ)(1+εκˆ)−2a(yn+1) for ε small
enough.
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