In this note we consider the estimation of the fundamental frequency of a periodic function. It is observed that the simple least squares estimators can be used quite effectively to estimate the unknown parameters. The asymptotic distribution of the least squares estimators is provided. Some simulation results are presented and finally we analyze two real life data sets using different methods.
Introduction
In this note we consider estimating the parameters of the following fundamental frequency model (FFM):
ρ j cos(njλ − φ j ) + X(n); for n = 1, . . . , N.
(1.1)
Here µ is the unknown mean, ρ j (> 0), j = 1, . . . , p are unknown amplitudes, 0 < λ < π p is the fundamental frequency and −π < φ j < π, j = 1, . . . , p are unknown phase components. {X(n)} is a sequence of error random variables with mean zero and which satisfies the following assumption 1.
Assumption 1: X(n) has the following representation;
where e(k) is independent and identically distributed random variable with zero mean and finite variance σ 2 . The constant a(k) satisfies
The problem is to estimate the unknown parameters, assuming 'p', the number of components, is known. This is an important problem and it was originally introduced by [1] . It is a particular case of the multiple frequency model (MFM), namely y(n) = µ + p j=1 ρ j cos(nλ j − φ j ) + X(n).
(
1.2)
Assuming p is known the model (1.1) has less number of parameters than (1.2). Quinn and Thomson [4] proposed the following estimation procedure (from now on we call the corresponding estimators as QTEs) of different parameters of the model (1.1). The QTE of λ, sayλ, can be obtained by maximizing
where f (.) is the spectral density function of X(n) and it is assumed that f (.) is known and strictly positive on [0, π]. If it is unknown, which is usually the case, then f (jλ) in (1.3) is replaced by its estimate. The QTEs of the other parameters are as follows;
Quinn and Thomson [4] also obtained the asymptotic properties of the QTEs. There are mainly two problems involved in using the QTEs. First of all the QTEs can only be obtained if the spectral density function f (.) is strictly positive. For example if X(t) = e(t) + e(t − 3) then QTEs can not be obtained for λ = π/3. The second problem is regarding the asymptotic properties of the estimators. The asymptotic properties of the estimators are obtained assuming the spectral density function is known, therefore they do not work well for small sample sizes when the spectral density function of the error distribution is not known. When the spectral density function is not known, it needs to be estimated at each iteration step for maximizing (1.3), which is quite expensive computationally. Our simulation results indicate that the coverage percentages of the unknown parameters obtained by using the asymptotic properties of the QTEs are far below the nominal level in many situations.
In this note we suggest to use the least square estimators ( LSEs) and it is observed that the performances of the LSEs are quite satisfactory in most cases. We provide the asymptotic distribution of the LSEs. Some simulation results are provided to compare the performances of the two estimators. We also compare the performances of both estimators with the LSEs of the corresponding MFM (1.2). Two real sound data, 'uuu' and 'ahh', are analyzed using different methods.
Least Squares Estimators
The LSEs of the unknown parameters of the FFM (1.1), can be obtained by minimizing
with respect to the unknown parameters. Note that there are 2p + 2 unknown parameters, but λ is the only non-linear parameter. µ and ρ j are linear parameters and φ j are function of linear parameters. Therefore, using the separable regression technique, first we estimate λ (minimizing a one dimensional function) and then assuming λ is known we can estimate easily the other parameters µ, ρ j and φ j , j = 1, . . . , p by linear regression technique. Now we provide the asymptotic properties of the LSEs. The results can be obtained exactly along the same line as [2] . It involves routine calculations. For details one is referred to [3] . The details are not provided here and they can be obtained on requests from the authors. Let us denote the LSEs of µ, ρ j , φ j and λ asμ,ρ j ,φ j and λ respectively. It can be shown that the LSEs are consistent and the vector
as N tends to infinity. The matrix V is as follows:
Now we compare the asymptotic variances of the QTEs and the LSEs. Note that the asymptotic distribution of µ and ρ j are the same for QTEs and LSEs. But the asymptotic distribution of φ j and λ are different for p ≥ 2. It can be shown by straight forward but lengthy calculations that for any p ≥ 2, the asymptotic variances of QTEs of φ j and λ are smaller than the corresponding asymptotic variances of LSEs if ρ j > 0 and c(j) are distinct. 
Numerical Examples
In this section we present results of numerical experiments based on simulations. We compare the performances of the LSEs and QTEs of unknown parameters of the FFM as defined in (1.1), with the LSEs of the unknown parameters of the corresponding MFM as defined in (1.2), i.e when λ 1 = λ, λ 2 = 2λ, . . . λ p = pλ. We consider the following two models for simulation experiments:
Model 1:
Model 2: 2) and N = 100.
In each case we generate a data set using the true parameter values. From the data sequence we estimate the unknown parameters by different methods. To evaluate the QTEs, we need to estimate f (kλ), the spectral density function at kλ, for k = 1, . . . , p. In our notation, it is equal to σ 2 c(k). It can be shown that f (kλ) or σ 2 c(k) is the expected value of the periodogram function of the noise random variable X(t) at the respective true frequency kλ. We use the periodogram averaging method, over a window (−L, L) across the point estimate, kλ. We try for different values of L and observe that for L = 6 and L = 4 provide the best results in case of QTEs for Models 1 and 2 respectively. We also compute the asymptotic 95% confidence bounds for all the parameters by using both methods. For the least squares method we do not need to estimate the spectral density function to estimate the parameters but we need it for constructing the confidence bands. We use the same technique of averaging the periodogram function method in this case also. We report the results for L = 6 (Model 1) and L = 4 (Model 2). We replicate the process 5000 times and report average estimates (AESTs), mean squared errors (MSEs), average confidence lengths (ACLs) and coverage percentages (CPs). The results are reported in Tables 1 and 2 for Models 1 and 2 respectively. We also compare the LSEs of the parameters of the Models 1 and 2 assuming they are MFM as defined in (1.2). The main aim of this experiment is to compare the advantages/ disadvantages of using FFM over MFM in terms of biases and MSEs of the unknown parameters. The results for L = 6 and L = 3 are provided in Tables 3 and 4 for Models 1 and 2 respectively.
From the simulation study, we observe that LSEs perform better than QTEs in all respect. For all the cases considered here, LSEs have lower MSEs and lower biases than the corresponding QTEs. Most of the LSEs are unbiased, whereas some of the QTEs, mainly the phase estimators are highly biased. The average confidence lengths based on the QTEs are smaller than the corresponding average confidence lengths based on the LSEs for λ and φ j . From the asymptotic variances, it is expected that way also. Interestingly, the coverage percentages based on the LSEs are much higher than the corresponding coverage percentages based on the QTEs in most of the cases. The coverage percentages obtained by the LSEs attain the nominal level but the coverage percentages obtained by the QTEs are quite poor for the phase components and mainly for the fundamental frequency. Most of the times they are lower than 90% and for the fundamental frequency λ, it is only 66% and 78% for Models 1 and 2 respectively when the nominal level is 95%. Therefore, the confidence intervals obtained by using QT method may not be of much use. QTEs may have certain theoretical advantages over LSEs but computational complexity of the QT method makes it difficult to compute the QTEs efficiently and also the asymptotic results may not be useful for finite length data sets. Now let us compare models (1.1) and (1.2) based on our numerical experiments. We observe that the linear parameters can be estimated more accurately in the case of MFM than FFM in terms of MSEs. The LSEs of φ j and λ 1 of the MFM have higher MSEs than the corresponding LSEs of the FFM. The average confidence lengths for linear parameters are slightly higher for the FFM. On the other hand, for phase parameters and fundamental frequency estimators, the average confidence lengths are much lower in the case of FFM as compared to MFM.
Thus in the case of fundamental frequency model (1.1) we use the additional information that the frequencies of the observed periodic function are in the form of harmonics and this enables us to estimate the phase components and fundamental frequency more accurately as compared to the general multiple frequency model (1.2).
Data Analysis
In this section we analyze two sound data sets "uuu" and "ahh" using FFM and MFM. We apply both Least Squares (LS) and QT methods to estimate the unknown parameters in the case of FFM and LS method in the case of MFM.
"uuu" data set: The data set contains 512 signal values sampled at 10kHz frequency. The observed data and its periodogram function are plotted in Figures 1 and 2 respectively. The periodogram plot indicates that p = 4 and an initial estimate of λ can obtained from the periodogram plot. We fit the model (1.1) with p = 4 and obtain LSEs and QTEs and their 95% confidence intervals of all the parameters. The results are presented in Table 5 .
Using the run test (see Table 6 ) we observe that errors are not independent in both cases. The autocorrelation and partial auto-correlation functions suggest that in the case of LSEs the estimated errors are of the following form: X(t) = 1.08X(t − 1) − 0.40X(t − 2) + e(t), and for the QTEs, the estimated errors are of the form; X(t) = 1.08X(t − 1) − 0.39X(t − 2) + e(t). If the MFM is used then the estimated error is X(t) = 1.09X(t − 1) − 0.50X(t − 2) + 0.10X(t − 3) + e(t).
Performing the run test (see Table 6 ) onê(t), we observe that the independence assumption on e(t) is satisfied in all cases. The roots of the characteristic equation in each case are less than one in absolute value, so estimated errors can be modeled as stationary processes in all cases considered above. Note that the confidence length of λ in the case of QTE is smaller than that of LSE but it is much higher in the case of LSE with MFM, which is expected from the theory also Tables 7 and 8 respectively. Similarly as for the "uuu" data we analyze the errors and for LSEs with FFM, the time series can be modelled as X(t) = 0.67X(t − 1) + e(t), and for QTEs as: X(t) = 0.92X(t − 1) − 0.47X(t − 2) + e(t). The estimated error in the case LSEs with MFM can be modeled as X(t) = 1.02X(t − 1) − 0.64X(t − 2) + 0.18X(t − 3) + e(t).
In each case it has been observed that errors are stationary. The summary statistics are provided in Table 10 . As observed in "uuu" data, in the case of "ahh" data also the confidence interval of λ in the case of QTE is smaller than that of LSE but it is much higher in the case of LSE with MFM. The predicted y(t) values using LSEs and QTEs with FFM and using LSEs with MFM along with the observed y(t) values are plotted in Figure 6 . Remark 1: For numerical experiments based on simulations we used the method of averaging the periodogram function over a window (−L, L) across the point estimate of the frequency to estimate σ 2 c(k), k = 1, . . . , p. In these calculation the choice of L is a difficult problem. It can be interpreted as the problem of bandwidth selection in non-parametric setup. We have reported the best results among different choices of L. We observe for LSE that, if we increase L, after a certain value the results do not change much. But in the case of QTEs, as L is needed in estimation also, the choice of L affects the performance of QTEs.
Remark 2:
To analyze the data sets, we do not use the averaging method to obtain the confidence intervals. First we estimate the errors with its parameters. Next we use the estimated errors to estimate the spectral density or equivalently σ 2 c(k). For real data how L can be chosen may be a topic of further research.
