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Abstract
In this paper, we will establish a discrete-time version of Clark(-
Ocone-Haussmann) formula, which can be seen as an asymptotic ex-
pansion in a weak sense. The formula is applied to the estimation
of the error caused by the martingale representation. In the way, we
use another distribution theory with respect to Gaussian rather than
Lebesgue measure, which can be seen as a discrete Malliavin calculus.
1 Introduction
Let T > 0, (Wt)0≤t≤T ) be a Brownian motion starting from 0, and
(Ft)0≤t≤T be its natural filtration. Let X ∈ L2(FT ) be differentiable
in the sense of Malliavin, for which we may writeX ∈ D2,1 (see e.g.[8]).
Then, it holds that
X = E[X] +
∫ T
0
E[DsX|Fs]dWs, (1.1)
where Ds means the Malliavin derivative (evaluated at s).
∗This work was supported by JSPS KAKENHI Grant Numbers 23330109, 24340022,
23654056 and 25285102.
†This work was supported by JSPS KAKENHI Grant Number 24·5772
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The formula (1.1) is known as Clark-Ocone formula though there
are many variants; Clark [3] obtained (1.1) for some Fre´chet differen-
tiable functionals and Ocone [11] related it to Malliavin derivatives,
while Haussmann [7] extended it to functionals of a solution to a
stochastic differential equation. There are yet much more contexts,
which we omit here.
In the context of mathematical finance, the formula gives an alter-
native description of the hedging portfolio in terms of Malliavin deriva-
tives. However, explicit expressions of the Malliavin derivatives of a
Wiener functional are not available in general (except for some special
cases: see [14]). In the paper we will introduce a finite dimensional
approximation of (1.1) and discuss the “order of the convergence” in
a finance-oriented mode1.
Let us be more precise. Put ∆Wk = Wk∆t −W(k−1)∆t for k ∈ N,
where ∆t is a fixed constant. Then, for fixed n, the random variable
(∆W1, · · · ,∆Wn) is distributed as N(0,∆tI). Let Gk, k = 1, · · ·N ,
be the sigma-algebra generated by (∆W1, · · · ,∆Wk). Note that G :=
{Gk}Nk=0 is a filtration, and
L2(GN , P ) ≃ L2(RN , µN ),
where
µN (dx) =
1
(2pi∆t)
N
2
e−
|x|2
2∆t dx.
With the filtration G, we can discuss “stochastic integral” (which
is in fact a Riemannian sum) with respect to the process (random
walk) W∆t =
∑
∆W . On the other hand, we can naturally define (a
precise formulation will be given in section 2.1) a finite dimensional
version of the Malliavin derivative Ds by the weak partial derivatives
such as
∂lX(x1, · · · , xN )|xk=∆Wk,k=1,··· ,N .
Then one might well guess that a discrete version of the Clark-Ocone
formula could be
X
?
= E[X] +
N∑
l=1
E[∂lX|Gl−1]∆Wl
but this is not true since the random walk W∆t does not have the
1Actually, this kind of finite-dimensional approximation or something similar is com-
monly used in financial practice. Hence the results presented in this paper might be more
insightful and useful for the practitioners in the field.
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martingale representation property2.
We should instead ask how much the (martingale representation)
error,
Mart.Err := X −E[X]−
N∑
l=1
E[∂lX|Gl−1]∆Wl,
measured by a norm, (in this paper we concentrate on the estimation
with respect to L2(RN )-one), is. Further, its asymptotic behaviour as
N → ∞ with N∆t = time horizon T . This is closely related to the
problem of so-called tracking error of the delta hedge. If one has a
nice finite dimensional approximation XN of a Wiener functional X,
both defined on the same probability space, then the tracking error
can be controlled by the (supremum in N of) Mart.Err plus the error
caused by the discretization (finite-dimensional approximation) as we
see from :
Tra.Err := X −E[X]−
N∑
l=1
E[∂l∆tX|Fl∆t]∆Wl
= X −XN +E[X −XN ]
−
N∑
l=1
(
E[D(l∆t)X|F(l∆t)]−E[∂lXN |Gl−1]
)
∆Wl +Mart.Err
=: Disc.Err +Mart.Err.
There are considerably many studies on the subject of the tracking
error as well. It at least dates back to the paper by Rootzen [15], where
the weak convergence of the scaled error was studied. The problem
is reformulated as “tracking error of the delta hedge” in Bertsimas,
Kogan, and Lo [2], where the error was also measured by L2-norm.
Hayashi and Mykland [6] further developed the argument from finan-
cial perspectives.
Notable results in this topic are summarized as follows.
1. The scaled tracking error N−1/2Tra.Err converges weakly to Bτ
with3
τ =
1
2
∫
|E[D2sX|Fs]|2ds,
where B is a Brownian motion independent of τ .
2 If the martingale representation property holds for a random walk, then we can es-
tablish a precise discrete-time Clark-Ocone formula if we define “differentiation” properly.
For the binary case, N. Privault [12] has made a detailed study on the discrete Clark-Ocone
formula and related discrete Malliavin calculus.
3Here actually the differentiability is not required. The expression E[DsX |Fs] should
be understood as simply the integrand of the martingale representation of X and the
meaning of E[D2
s
X |Fs] will be clarified later.
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2. The tracking error estimated with L2-norm is in O(N−1/2) in the
cases of X = F (S) with “ordinary pay-off” F and the solution
S of an SDE, while it is in O(N−1/4) when F is “irregular”like
Heaviside function (Gobet and Temam [5], Temam [17]). Later
the irregularity is associated with differentiability in the frac-
tional order s ∈ (0, 1) by Geiss and Geiss [4]; it is in O(N−s/2)
for s-differentiable F .
In this paper, we shall establish the corresponding results for the
Mart.Err, which almost parallel with the above.
After introducing the Discrete Clark-Ocone formula (Theorem 2.1,
section 2.2), we will show, by using the formula, a multi-level central
limit theorem for the error (Theorem 3.2). This corresponds to the
result 1 above. Since we will be working on a sequence of discrete
Wiener functionals unlike the situations concerning tracking error, we
need to some discussions on the finite-dimensionality. An answer is
given in section 3.3, and under the condition it is proven that the
convergence order is related to a fractional smoothness(Theorem 3.5).
This corresponds to the result 2 above. Section 3.4 is devoted to a
study of the asymptotics of the error of the additive functionals. As a
case study, we give a detailed estimate of the martingale representation
error of the Riemann-sum approximation of Brownian occupation time
(Theorem 3.9).
The proofs given in this paper is largely based on elementary cal-
culus with a bit of classical Fourier analysis and distribution theory,
but nonetheless our methods can be, in spirit, a finite-dimensional re-
duction of Malliavin-Watanabe’s distribution theory. Some detailed
discussions on this point of view will be given in sections 2.1, 2.3, and
3.1. We have restricted ourselves to one-dimensional Wiener space
case, but this is only for simplicity for the notations.
2 A Discrete Version of Clark-Ocone
Formula
2.1 Generalized Wiener Functional in Discrete
Time
Throughout this section we fix N ∈ N and work on the canonical
probability space (RN ,B(RN ), µN ) though we will abuse the notations
like ∆W as the coordinate map.
Let SN ≡ S(RN ) be the Schwartz space; the space of all rapidly
decreasing functions and S ′N be its dual; the space of all tempered
4
distributions (see, e.g. [16]). We (may) call X ∈ S ′N a “discrete gen-
eralized Wiener functional” and its generalized expectation is defined
to be the coupling S′N 〈X, pN 〉SN , where pN is the density of µN , which
is of course in SN .
The conditional expectation E[X|Gk] for X ∈ S ′N is then defined
as follows. We first note that the inclusion Gk ⊂ GN induces those
of S(Rk) ⊂ S(RN ) and S ′(Rk) ⊂ S ′(RN ). In this sense we write Sk
and S ′k for the Schwartz space and the space of generalized Wiener
functionals with respect to Gk, k = 1, · · · , N . Then Y = E[X|Gk] in
S ′k is defined in terms of the relation
E[XZ] = E[Y Z], ∀Z ∈ Sk,
which should be understood as
S′N 〈X,Zp
N 〉SN = S′k〈Y,Zp
k〉Sk , ∀Z ∈ Sk.
In particular, we see that the conditional expectation is well-defined
by du Bois-Reymond lemma (see e.g. [16]). Note that this generalized
conditional expectation reduces to the standard one on L1(µN ), which
is included in S ′N unlike the L1 space with respect to the Lebesgue
measure. Furthermore, differentiations of X ∈ S ′N are defined as
usual, namely,
∂kX = Y ⇐⇒ S′N 〈Y,Z〉SN = −S′N 〈X, ∂kZ〉SN ∀Z ∈ SN ,
which imply
E[∂kX] = E[X∂k log p
N ],
and so on.
2.2 Clark-Ocone Formula in Discrete Time
We have the following series expansion in ∆t:
Theorem 2.1 (A Discrete Version of Clark-Ocone Formula). For
X ∈ L2(GN ) ≃ L2(µN ), we have the following L2-convergent series
expansion:
X − E[X] =
∞∑
m=1
N∑
l=1
(∆t)m/2√
m!
E[∂ml X|Gl−1]Hm
(
∆Wl√
∆t
)
(2.1)
where Hm is the m-th Hermite polynomial for m ∈ Z+;
Hm(x) =
(−1)m√
m!
e
x2
2
dm
dxm
e−
x2
2 (m ∈ Z+). (2.2)
Here the differentiations are understood in the distribution sense, as
explained in the previous section.
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Proof. Since
{∏N
i=1Hki(
∆Wi√
∆t
)
}
k1,...,kn∈Z+
is an orthonormal basis of
L2(RN , µN ), we have the following orthogonal expansion ofX ∈ L2(RN , µN ):
X(∆W1, . . . ,∆WN ) =
∑
k1,...,kN
c(k1,...,kN )
N∏
i=1
Hki
(
∆Wi√
∆t
)
. (2.3)
where we denote
c(k1,...,kN ) :=
〈
X,
N∏
i=1
Hki
(
∆Wi√
∆t
)〉
= E
[
X
N∏
i=1
Hki
(
∆Wi√
∆t
) ]
.
Let us “sort” the series according as the “highest” non-zero ki;
X(∆W1, . . . ,∆WN )
= E[X] +
N∑
l=1
∑
k1,...,kl−1
∑
kl≥1
c(k1,...,kl,0,...,0)
l∏
i=1
Hki
(
∆Wi√
∆t
)
. (2.4)
Here we claim that
N∑
l=1
∑
k1,...,kl−1
c(k1,...,kl,0,...,0)
l−1∏
i=1
Hki
(
∆Wi√
∆t
)
= E
[
XHkl
(
∆Wi√
∆t
) ∣∣∣∣Gl−1
]
.
(2.5)
In fact, from the expansion (2.3) we have
E[XHkl
(
∆Wl√
∆t
)
|Gl−1]
= E
[ ∑
k′1,...,k
′
N
c(k′1,...,k′N )Hkl
(
∆Wl√
∆t
) N∏
i=1
Hk′i
(
∆Wi√
∆t
) ∣∣Gl−1]
=
∑
k′1,··· ,k′N ;
c(k′1,...,k′N )
l−1∏
i=1
Hk′i
(
∆Wi√
∆t
)
E
[
Hkl
(
∆Wl√
∆t
) N∏
i=l
Hk′i
(
∆Wi√
∆t
)]
,
and we confirm the claim since E[Hkl(
∆Wl√
∆t
)
∏n
i=lHk′i(
∆Wi√
∆t
)] = 0 unless
k′l = kl and k
′
i = 0 for i > l.
We further claim that
E
[
XHkl
(
∆Wi√
∆t
) ∣∣∣∣Gl−1
]
=
(∆)k/2√
k!
E
[
∂kl X
∣∣Gl−1] , (2.6)
which, together with (2.4) and (2.5), will prove the expansion (2.1) in
the L2 case. Here, the conditional expectation should be understood
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in the generalized sense. Following the definition we have made, it
suffices to show that
E
[
XHkl
(
∆Wl√
∆t
)
f(∆W1, · · · ,∆Wl−1)
]
=
(∆t)k/2√
k!
E[∂kl Xf ]
for any f ∈ Sl−1 but this is easy to see if we write down the generalized
expectation as the coupling of S and S ′:
S′〈X,Hk(x/
√
∆t)fpN 〉S = S′〈X, f(−1)k (∆t)
k/2
√
k!
∂kl p
N 〉S
=
(∆t)k/2√
k!
S′〈∂kl X, fpN 〉S .
2.3 Comment on Discrete Generalized Wiener
Functionals
In this subsection, we remark that our discrete generalized Wiener
functionals is slightly broader than that of the direct finite dimen-
sional reduction; there is a gap. For simplicity, we let ∆t = 1 in this
subsection.
We know that (see e.g. [13, Appendix to V.3]) the orthogonal
expansion in L2(RN ,Leb) with respect to the Hermite functions:
φN (x) :=
1√
N !
HN (x)(p
N )1/2
gives so-called N -representation of S and S ′; the series for f ∈ S
(resp. ∈ S ′) ∑
S′〈f, φN 〉SφN
converges to f in S (resp. in S ′). In our context, it then follows that
if X(pN )1/2 ∈ S (resp. ∈ S ′), then the convergence of the expansion
(2.1) is in S (resp. in S ′) as well. It should be further noted that we
have the following equivalences:
Proposition 2.2. It holds that
X(pN )1/2 ∈ S ⇐⇒ X ∈ D(N)2,∞ = ∩s>0D(N)2,s (2.7)
and
X(pN )1/2 ∈ S ′ ⇐⇒ X ∈ D(N)2,−∞ = ∪s<0D(N)2,s , (2.8)
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where D
(N)
2,s is the completion of L
2(µN ) by the norm ‖f‖2,s = ‖(1 +
L)s/2f‖L2(µN ). Here L is the Ornstein-Uhlenbeck operator on RN ;
L = −
N∑
i=1
∂2
∂x2i
+
N∑
i=1
xi
∂
∂xi
.
Proof. Let {φn : n ∈ Z} be norms defined by
φn(f) = ‖(1 + S)nf‖L2(Leb),
where S is the following Schro¨dinger operator of the harmonic oscil-
lator:
S := −
N∑
i=1
∂2
∂x2i
+
1
4
|x|2 − 1
2
.
We know that S is a Fre´chet space by the seminorms {φn}. In fact,
both L and S are the number operators respectively in that;
L
N∏
i=1
Hki(xi) = (
N∑
i=1
ki)
N∏
i=1
Hki(xi)
and
S
N∏
i=1
φki(xi) = (
N∑
i=1
ki)
N∏
i=1
φki(xi).
We also have
L(f)(pN )1/2 = S(f(pN )1/2),
which implies
‖f‖2,n = φn(f).
This proves (2.7).
The equivalence (2.8) follows from the following equivalence of the
duality:
D
(N)
2,−∞
〈X,Y 〉
D
(N)
2,∞
= S′〈X(pN )1/2, Y (pN )1/2〉S .
Corollary 2.3. For X ∈ D(N)2,s , s ∈ R, the convergence of (2.1) is also
attained in D
(N)
2,s .
Proof. It follows from the fact that, by the assumption, the partial
sums
Xn :=
∑
k1+···+kN≤n
c(k1,··· ,kN )
N∏
i=1
Hki(xi), n ∈ N
form a Cauchy sequence in D
(N)
2,s .
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3 Asymptotic Analysis of Martingale
Representation Errors
In this section, we will consider the asymptotic behavior of the error
term when N →∞ with N∆t = T . For this purpose, to make explicit
the dependence on N we redefine some of the notations. tk :=: t
(N)
k :=
kT
N for each k = 0, 1, · · · , N . We also write ∆WNk =Wt(N)k −Wt(N)k−1 for
each k and N , and GNk := σ(∆WNl ; l = 1, · · · , k). Further, to facili-
tate the discussion in the limit, we implement our discrete Malliavin-
Watanabe calculus into the classical one in the first subsection.
3.1 Consistency with the Classical Malliavin
Calculus
First, we review briefly the Malliavin calculus over the one-dimensional
classical Wiener space to introduce notations which we will use in the
following sections devoted to asymptotic analyses, and then will show
how our framework, established in the previous sections, is “embed-
ded” to the classical Malliavin calculus (Proposition 3.1).
Let (W ,P) be the one-dimensional Wiener space on [0, T ]. We
consider the canonical process w = (w(t))0≤t≤T starting from zero
a.s. In this context, the Hilbert space
H =
{
h ∈ W : h(0) = 0 and h is absolutely continuous
with square-integrable derivative
}
equipped with the inner product defined by
〈h1, h2〉H =
∫ T
0
h˙1(t)h˙2(t)dt, h1, h2 ∈ H
is called the Cameron-Martin subspace of W . For each complete or-
thonormal system (CONS, in short) {hi}∞i=1 of H, it is known that{ ∞∏
i=1
Hai
( ∫ T
0
h˙i(t)dw(t)
)
: a ∈ Λ} forms a CONS in L2(W ) (see e.g.,
[8] Proposition 8.1), where Λ is the set of all sequence a = (ai)
∞
i=1
of nonnegative integers except for a finite number of i’s and Hn is
the n-th Hermite polynomial defined in (2.1). We also denote by Jn :
L2(W )→ Cn the orthogonal projection, where Cn is the L2(W )-closure
of the subspace spanned by
{ ∞∏
i=1
Hai
( ∫ T
0
h˙i(t)dw(t)
)
:
∞∑
i=1
ai = n
}
over R. Each Cn is called the subspace of n-th Wiener’s homogeneous
chaos.
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For each s ∈ R, a Sobolev-type Hilbert space D2,s = D2,s(R) is
defined as the completion of {F ∈ L2(W ) : ‖F‖D2,s < ∞} under the
seminorm ‖ · ‖D2,s on L2(W ) defined by
‖F‖2D2,s =
∞∑
n=0
(1 + n)s‖JnF‖2L2 , F ∈ L2(W )
which may be infinite in general.
In the following, for any two separable Hilbert space H1 and H2,
we denote by H1⊗H2 the completion of the algebraic tensor product
of H1 and H2 under the Hilbert-Schmidt norm.
It is known that one can define a (continuous) linear operator D :
D2,1 → L2(W )⊗H such that
〈DF, h〉H = DhF ∈ L2(W )
for every h ∈ H and F ∈ D2,1, where DhF is defined by
(DhF )(w) = lim
ε→0
1
ε
{
F (w + εh) − F (w)
}
for a.e. w ∈ W ,
which is well-defined due to the Cameron-Martin theorem (see e.g.,
[8] Theorem 8.5). For each t ∈ [0, T ], let et : W → R denote the
evaluation map defined by et(w) = w(t). Then a linear operator
Dt : D2,1 → L2(W ) is defined by
DtF =
d
dt
(
idL2(W ) ⊗ et
)
(DF ), F ∈ D2,1 (3.1)
for a.a. t ∈ [0, T ].
Under these notations, we can state the relationship between our
framework established in section 2 and that of Malliavin calculus. We
omit the proof because it is immediate from the definition.
Proposition 3.1. For each X ∈ D(N)2,1 , we have
(DtX)(w) =
N∑
l=1
1{tl−1≤t<tl}(∂lX)(w)
for a.a. (t, w) ∈ [0, T ]×W .
For each F ∈ D2,1, one can prove that E[F |GNN ] ∈ D(N)2,1 and
limN→∞E[F |GNN ] = F in D2,1 (consult e.g., [9] Theorem 1.10). By
using also the fact that et(h) = 〈1[0,t), h〉H for each h ∈ H, one can
obtain
(DtF )(w) = lim
N→∞
N∑
l=1
1{tl−1≤t<tl}∂lE[F |GNN ](w) (3.2)
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for a.a. (t, w) ∈ [0, T ] ×W . Note that in [9], the derivative D on the
path space W is defined directly by (3.2) with N = 2n. Following this
approach in [9], we define Dk· X ∈ L2[0, T ]⊗ L2(P) as the L2-limit of
the sequence (Dk· E[X|GNN ])∞N=1 if it exists (see [9], Theorem 1.10 to
consult what condition is enough to get this limit).
By the above discussions, we may write
DktX := ∂
k
l X if tl−1 ≤ t < tl
for X ∈ D(N)2,n , t ∈ [0, T ], and k = 1, 2, · · · , n.
3.2 A Central Limit Theorem for the Errors
Suppose that we are given a sequence (XN )∞N=1 of finite dimensional
Wiener functionals XN ∈ L2(GNN ) for each N .
We put, for n ≥ 0,
ErrN (n) := X
N −
n∑
m=0
N∑
l=1
(∆t)m/2√
m!
E
[
DmlT/NX
N
∣∣GNl−1]Hm
(
∆WNl√
∆t
)
.
Theorem 3.2. Let n ∈ N. Suppose that XN ∈ D(N)2,n+2 for each N =
1, 2, · · · and for some Wiener functional X ∈ D2,n+1(R), we have
• XN → X in L2(P),
•
∫ T
0
‖Dp+1t XN −Dp+1t X‖2L2dt→ 0
as N →∞ for each p = 0, 1, · · · , n and
• sup
N
∫ T
0
‖Dn+2t XN‖2L2dt <∞.
Then we have


ErrN (0)
(∆t)−1/2ErrN (1)
...
(∆t)−n/2ErrN (n)

→


∫ T
0
E
[
DtX
∣∣Gt]dWt
1√
2
∫ T
0
E
[
D2tX
∣∣Gt]dB1t
...
1√
(n+ 1)!
∫ T
0
E
[
Dn+1t X
∣∣Gt]dBnt


in probability on an extended probability space as N → ∞, where
(B1, · · · , Bn) = (B1t , · · · , Bnt )0≤t≤T is an n-dimensional Brownian
motion independent of W = (Wt)0≤t≤T .
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Remark 3.3. Although the Brownian motion B = (B1, · · · , Bn)
above is not adapted to the filtration (Ft)0≤t≤T , the above stochastic
integrals make sense because it is an
(Ft ∨ σ(Bs : 0 ≤ s ≤ t))0≤t≤T -
Brownian motion.
Proof. By Theorem 2.1, we have,
(∆t)−p/2ErrN (p)
=
∞∑
m=p+1
N∑
l=1
(∆t)(m−p)/2√
m!
E
[
DmlT/NX
N
∣∣GNl−1]Hm
(
∆WNl√
∆t
)
.
For m ≥ p+2, by using the integration by parts formula (2.6), we see
that∥∥∥∥∥∥
∞∑
m=p+2
N∑
l=1
(∆t)(m−p)/2√
m!
E
[
DmlT/NX
N
∣∣GNl−1]Hm
(
∆WNl√
∆t
)∥∥∥∥∥∥
2
L2
= (∆t)2
∞∑
k=0
N∑
l=1
k!
(k + p+ 2)!
∥∥∥∥E[(Dp+2lT/NXN)Hk
(
∆WNl√
∆t
) ∣∣GNl−1]
∥∥∥∥
2
L2
≤ (∆t)
∞∑
k=1
1
kp+2
×
N∑
l=1
∥∥Dp+2lT/NXN∥∥2L2∆t
= (∆t)
∞∑
k=1
1
kp+2
×
∫ T
0
‖Dp+2t XN‖2L2dt
(3.3)
which goes to zero as N →∞ for each p = 0, 1, · · · , n by the assump-
tion.
Let us consider the case m = p + 1. For each p = 0, 1, · · · , n, we
define a right-continuous process Lp,N = (Lp,Nt )0≤t≤T with left-hand
side limits by
Lp,Nt :=
k∑
l=1
Hp+1
(
∆WNl√
∆t
)
if tk−1 ≤ t < tk
for k = 1, 2, · · · , N , and Lp,NT := Lp,NtN−1 .
Since Hp+1
(
∆WNl√
∆t
)
, l = 1, 2, · · · , N are i.i.d. random variables
and Hp+1
(
∆WNl√
∆t
)
, p = 0, 1, · · · , n are orthogonal to each other for
each l = 1, 2, · · · , N , the central limit theorem of finite dimensional
distributions of (∆t)1/2Lp,N , N = 1, 2, · · · follows as for each 0 ≤ s <
12
t, with taking tj−1 ≤ s < tj and tk−1 ≤ t < tk,
lim
N→∞
E
[
e
i
n∑
p=0
ξp
{
(∆t)1/2Lp,Nt − (∆t)1/2Lp,Ns
}∣∣FL0,Ns ∨ FL1,Ns ∨ · · · FLn,Ns ]
= lim
N→∞
k∏
l=j+1
E
[
e
i
n∑
p=0
(
ξp
√
tk − tj
) · (k − j)−1/2Hp+1
(
∆WNl√
∆t
)
]
= lim
N→∞
k∏
l=j+1
{
1− |ξ|
2
2(k − j) (tk − tj) + o
( |ξ|2
k − j
)}
= e−
ξ2
2
(t−s).
for each ξ = (ξ0, ξ1, · · · , ξn) ∈ Rn+1, where (FZt )0≤t≤T denotes the
filtration generated by a stochastic process Z = (Zt)0≤t≤T and the
little-o-notation is with respect to the asymptotics when N → ∞(so
that k − j → ∞). This implies that every finite dimensional distri-
bution of (n + 1)-dimensional process ((∆t)1/2Lp,N)np=0 converges to
that of an (n + 1)-dimensional Brownian motion (B0, B1, · · · , Bn) =
(B0t , B
1
t , · · · , Bnt )0≤t≤T .
Besides, using Kolmogorov’s inequality, we have for each p =
0, 1, · · · , n,
lim
K→∞
lim sup
N→∞
P
(
sup
0≤t≤T
∣∣(∆t)1/2Lp,Nt ∣∣ ≥ K)
≤ lim
K→∞
(∆t)‖Lp,NT ‖2L2
K2
= 0
and for each ε > 0,
lim
δ→0
lim sup
N→∞
P
(
inf
{sj}j⊂[0,T ]:
|sj−sj+1|>δ
max
j
sup
t,s∈[sj−1,sj)
(∆t)1/2|Lp,Nt − Lp,Ns | ≥ ε
)
≤ lim sup
N→∞
P
(
max
j=1,2,··· ,N
sup
t,s∈[sj−1,sj)
(∆t)1/2|Lp,Nt − Lp,Ns | ≥ ε
)
= lim sup
N→∞
P
(
0 ≥ ε) = 0.
They imply the tightness of {(∆t)1/2Lp,N}∞N=1(see Billingsley [1], The-
orem 13.2). Therefore,{(
(∆t)1/2L0,N , (∆t)1/2L1,N , · · · , (∆t)1/2Ln,N)}∞
N=1
also forms a tight family. Hence we have
(
√
∆tL0,N ,
√
∆tL1,N , · · · ,
√
∆tLn,N)→ (B0, B1, · · · , Bn)
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in law as N → ∞. By the Skorohod representation theorem (see
Ikeda-Watanabe [8], Theorem 2.74), we may assume that the above
convergence is realized as an almost sure convergence on an extended
probability space. Note that on the probability space we still have
B0 =W a.s.
Hence we have
(∆t)((p+1)−p)/2√
(p+ 1)!
N∑
l=1
E
[
Dp+1lT/NX
N
∣∣GNl−1]Hp+1
(
∆WNl√
∆t
)
=
1√
(p+ 1)!
N∑
l=1
E
[
Dp+1tl X
N
∣∣Gtl−1]{(∆t)1/2Lp,Ntl − (∆t)1/2Lp,Ntl−1
}
→ 1√
(p+ 1)!
∫ T
0
E
[
Dp+1t X
∣∣Gt]dBpt in probability as N →∞
simultaneously for p = 0, 1, · · · , n.
Substituting p = 0 into the inequality (3.3) in the proof of Theorem
3.2, we also obtain the following
Corollary 3.4. If sup
N
∫ T
0
‖D2tXN‖2L2dt <∞ then we have
∥∥XN − {E[XN ] +E[DlT/NXN |GNl−1]∆WNl }∥∥L2 = O(N−1/2)
as N →∞.
3.3 The Cases with “Finite Dimensional” Func-
tionals
We have seen that the martingale representation error is of an order
1/2 for a smooth functional. In this section, we will observe that for
a non-smooth functional, the order is related to its fractional differ-
entiability if it behaves eventually like a finite dimensional functional.
This parallels with the corresponding results in the cases of the track-
ing error as we have pointed out in Introduction.
Let us start with one-dimensional cases. Let F ∈ L2(R, µT ), where
µT is the Gaussian measure with variance T > 0. Then, since
∂k
∂xkl
F (x1 + · · ·+ xN ) = F (k)(x1 + · · ·+ xN ),
4 On the space of all right-continuous functions with left-hand side limits, one can
endow so-called the Skorohod topology which is metrizable and makes the space a complete
separable metric space. For details, see Billingsley [1], Chapter 5.
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we have, for k1 + · · ·+ kN = n,
E
[
Dk1
t
(N)
1
· · ·Dkl
t
(N)
l
F (WT )
]2
= E
[
F (n)(WT )
]2
=
n!
T n
E
[
F (WT )Hn
(
WT√
T
)]2
=
n!
T n
‖JnF (WT )‖2L2 ,
irrespective of l and N . Here Jn is the projection to the n-th chaos.
With this observation in mind, we understand the following property
as a finite-dimensionality of a sequence; let {FN} be such that each
FN being GN -measurable and that
sup
k1+···+kN=n
(E[Dk1
t
(N)
1
· · ·DkN
t
(N)
N
F ])2 = O
(
n!‖JnFN‖2
T n
)
uniformly in n = 2, 3, · · · as N →∞.
(3.4)
Note that a sequence composed of a one dimensional functional F (WT )
satisfies the above property trivially. Furthermore, the multi dimen-
sional case where FN ≡ F,N = 1, 2, · · · for some F ∈ L2(Gmm ),
2 ≤ m < ∞ satisfies (3.4) as well. In fact, for arbitrary non-negative
integers k1, · · · , kN with k1 + · · ·+ kN = n, the relation
(E[Dk1
t
(N)
1
· · ·DkN
t
(N)
N
F ])2 = (E[Dl1
t
(m)
1
· · ·Dlm
t
(m)
m
F ])2,
where lj = kN ′(j−1)+1 + · · ·+ kN ′(j−1)+N ′ , implies
(E[Dk1
t
(N)
1
· · ·DkN
t
(N)
N
F ])2 ≤ l1! · · · lm!
T n
mn‖JnF‖2
=
l1! · · · lm!
T n
∑
l′1+···+l′m=n
n!
l′1! · · · l′m!
‖JnF‖2
≤ n!
T n
‖JnF‖2.
Theorem 3.5. Suppose that we are given a sequence of FN ∈ D(N)2,−∞,
N = 1, 2, · · · satisfying
sup
N
‖FN‖2D2,s <∞
for some 0 ≤ s ≤ 1 and the “finite-dimensional property” (3.4). Then∥∥1-Mart.Err(FN )∥∥2
L2
= O(N−s/2) as N →∞.
Proof. By observing (2.4), we notice that
‖1-Mart.Err(FN )‖2L2
=
N∑
l=1
∑
k1+···+kl=n
kl≥2
n!
k1! · · · kl! (∆t)
nE
[
∂k11 · · · ∂kll FN
]2
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for each n = 2, 3, · · · . By the assumption, there is a constant C > 0
such that
sup
k1+···+kl=n
E
[
∂k11 · · · ∂kll FN
]2 ≤ Cn!‖JnFN‖2
T n
for each n = 2, 3, · · · and N = 1, 2, · · · and the multinomial theorem
yields that
∑
k1+k2+···+kl=n
kl≥2
n!
k1! · · · kl! (∆t)
n
=
(
lT
N
)n
−
(
(l − 1)T
N
)n
− n T
N
(
(l − 1)T
N
)n−1
.
Putting them together, we have∥∥1-Mart.Err(FN )∥∥2
L2
≤ C
∞∑
n=2
{
1− n 1
N
N−1∑
l=0
(
l
N
)n−1 }
‖JnFN‖2L2
= CN−s
∞∑
n=2
N s
ns−1
{ 1
n
− 1
N
N−1∑
l=0
(
l
N
)n−1 }
ns‖JnFN‖2L2
(3.5)
for each s ∈ R.
On the other hand, since we have
In,N :=
1
n
− 1
N
N−1∑
l=0
(
l
N
)n−1
=
N−1∑
l=0
∫ (l+1)/N
l/N
{
xn−1 −
( l
N
)n−1}
dx > 0,
In,N ≤ 1/n, and
In,N ≤ 1
N
N−1∑
l=0
{( l + 1
N
)n−1
−
(
l
N
)n−1 }
=
1
N
,
we notice that
In,N = I
s
n,NI
1−s
n,N ≤
(
1
N
)s(1
k
)1−s
(3.6)
for every 0 ≤ s ≤ 1.
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By (3.5) and (3.6), we finally have
∥∥1-Mart.Err(FN )∥∥2
L2
≤ CN−s
∞∑
n=2
ns‖JnFN‖2L2 ≤ CN−s sup
N
‖FN‖2
D
(N)
2,s
.
3.4 A Study on Additive Functionals
In this subsection, we study sequences of “additive functionals”,
FN :=
N∑
i=1
fN (ti,Wt(N)i
)∆t
where fN (ti, ·), i = 1, · · ·N is a sequence in D(1)2,−∞.
(3.7)
We are interested in the conditions for the sequence to be “finite-
dimensional” in the sense of (3.4).
We define an index to control the finite-dimensionality. Let
Al := (
N∑
i=l
i−n/2E[fN (ti,Wti)Hn(Wti/
√
ti)])
2
and
αN,n(F
N ) :=
{
0
∑N
l=1Al{ln − (l − 1)n} = 0
Nn supAl∑N
l=1Al{ln−(l−1)n}
otherwise.
Then, we have the following criterion.
Proposition 3.6. The sequence {FN} of (3.7) satisfies (3.4) if and
only if
sup
n
sup
N
αn,N(FN ) <∞.
Proof. For arbitrary non-negative integers k1, · · · , kN with k1 + · · ·+
kN = n, we have
E[Dk1t1 · · ·DkNtN FN ] =
N∑
i=1
1{ki+1=···=kN=0}E[f
(n)
N (ti,Wti)]∆t
= (n!)1/2(∆t)(2−n)/2
N∑
i=1
1{ki+1=···=kN=0}i
−n/2E[fN (ti,Wti)Hn(Wti/
√
ti)].
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If further kl ≥ 1 and kl+1 = · · · kN = 0 for some l, then
E[Dk1t1 · · ·Dkltl FN ]
= (n!)1/2(∆t)(2−n)/2
N∑
i=l
i−n/2E[fN (ti,Wti)Hn(Wti/
√
ti)]
= (n!)1/2(∆t)(2−n)/2A1/2l .
Therefore,
sup
k1+···+kN=n
(E[Dk1t1 · · ·DkNtN FN ])2 = n!(∆t)(2−n) sup
l=1,··· ,N
Al (3.8)
On the other hand, we have
‖JnFN‖2
=
N∑
l=1
∑
k1+···+kl=n
kl≥1
(E[FNHk1(∆W1/
√
∆t) · · ·Hkl(∆Wl/
√
∆t)])2
=
N∑
l=1
∑
k1+···+kl=n
kl≥1
(∆t)n
k1! · · · kl! (E[D
k1
t1 · · ·Dkltl FN ])2
=
N∑
l=1
Al
∑
k1+···+kl=n
kl≥1
(∆t)2n!
k1! · · · kl! = (∆t)
2
N∑
l=1
Al{ln − (l − 1)n}.
(3.9)
Putting (3.8) and (3.9) together, we have
sup
k1+···+kN=n
(E[Dk1t1 · · ·DkNtN FN ])2
‖JnFN‖2 =
n!
T n
Nn supAl∑N
l=1Al{ln − (l − 1)n}
=
n!
T n
αN,n(F
N ).
Note that ‖JnFN‖2 = 0 implies both αN,n(FN ) = 0 and
sup
k1+···+kN=n
E[Dk1t1 · · ·DkNtN FN ])2 = 0.
Corollary 3.7. If
sup
N
supl Al
inflAl
<∞,
then {FN} is finite-dimensional.
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Proof. Since
N∑
l=1
Al{ln − (l − 1)n} ≥ inf
l
Al
N∑
l=1
{ln − (l − 1)n} = Nn inf
l
Al,
we see that
αn,N(F
N ) ≤ supl Al
inflAl
.
3.5 Asymptotic Analysis of the Martingale Rep-
resentation Error of a Discretization of Brown-
ian Occupation Time
The sequence of Riemann sum approximations
FN :=
N∑
i=1
1[0,∞)(Wti)∆t, N ∈ N (3.10)
of the Brownian occupation time
∫ T
0 1[0,∞)(Ws) ds is an interesting
example where an explicit calculation is possible. We first prove that
the sequence is not finite-dimensional in the sense of (3.4). However, it
is rather difficult to check if the condition for Corollary 3.4 is satisfied.
Instead, by a direct calculation the martingale representation error of
the sequence is proven to be of order 1/2.
Proposition 3.8. The index αn,N (F
N ) of the sequence (3.10) is not
bounded.
Proof. First, we observe that
Al =
(
N∑
i=l
i−n/2E[1[0,∞)(Wti)Hn(Wti/
√
ti)]
)2
=
(
N∑
i=l
i−n/2t1/2i n
−1/2E[δ0(Wti)Hn−1(Wti/
√
ti)]
)2
= (2pin)−1
(
Hn−1(0)
)2( N∑
i=l
i−n/2
)2
.
Then, we now see that
αn,N (F
N ) =
Nn
(∑N
i=1 i
−n/2
)2
∑N
l=1
(∑N
i=l i
−n/2
)2 {ln − (l − 1)n} . (3.11)
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First, we estimate the numerator of (3.11). We let n ≥ 5. Then
Nn
(
N∑
i=1
i−n/2
)2
= N2
(
N∑
i=1
(
i
N
)−n/2 1
N
)2
≥ N2
(∫ 1
1/N
x−n/2dx
)2
= N2
{
2
n− 2(N
(n−2)/2 − 1)
}2
.
(3.12)
Next, the denominator is estimated as follows:
N∑
l=1
(
N∑
i=l
i−n/2
)2
{ln − (l − 1)n}
= N2
N∑
l=1
(
N∑
i=l
(
i
N
)−n/2 1
N
)2{(
l
N
)n
−
(
l − 1
N
)n}
≤ N2
N∑
l=1
(∫ 1
l/N
x−n/2dx+
(
l
N
)−n/2 1
N
)2
×
{(
l
N
)n
−
(
l − 1
N
)n}
≤ N2
N∑
l=1
(
2
n− 2
{(
l
N
)(2−n)/2
− 1
}
+
(
l
N
)−n/2 1
N
)2
×
{(
l
N
)n
−
(
l − 1
N
)n}
= N2
{
JN1 + J
N
2 + J
N
3
}
where
JN1 := (n− 2)−2
N∑
l=1
{( l
N
)(2−n)/2 − 1}2{( l
N
)n − ( l − 1
N
)n}
,
JN2 :=
2(n− 2)−1
N
N∑
l=1
{( l
N
)1−n − ( l
N
)−n/2}{( l
N
)n − ( l − 1
N
)n}
and
JN3 :=
1
N2
N∑
l=1
( l
N
)−n{( l
N
)n
−
( l − 1
N
)n}
.
It is easy to see that supN J
N
2 < ∞ and limN→∞ JN3 = 0. Since JN1
behaves like
(n− 2)−2
∫ 1
0
{
x(2−n)/2 − 1}2nxn−1dx <∞
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as N → ∞, it is also seen that supN JN1 < ∞. Therefore, there is a
constant Cn independent of N but possibly dependent on n such that
N∑
l=1
(
N∑
i=l
i−n/2
)2
{ln − (l − 1)n} ≤ N2Cn. (3.13)
From (3.12) and (3.13), we see that supN αn,N =∞.
Our main result in this subsection is the following.
Theorem 3.9. It holds that
‖1-Mart.Err(FN )‖L2 = O(N−1/2).
Proof. By Theorem 2.1, we have
‖ErrN‖2L2
=
N∑
l=1
∞∑
k=2
E
[
E
[ N∑
i=1
1[0,∞)(Wti)∆tHk
(
∆WNl√
∆t
) ∣∣GNl−1]2]
=
N∑
l=1
∞∑
k=2
(∆t)k
k!
E
[
E
[ N∑
i=l
1
(k)
[0,∞)(Wti)∆t
∣∣GNl−1]2].
(3.14)
For l ≥ 2, by the Hermite expansion in L2(R, µtl−1),
E
[ N∑
i=l
1
(k)
[0,∞)(Wti)∆t
∣∣GNl−1]
=
∞∑
n=0
(tl−1)n/2√
n!
E
[ N∑
i=l
1
(n+k)
[0,∞) (Wti)∆t
]
Hn
(
Wtl−1√
tl−1
)
,
and by Parseval’s identity we have
E
[
E
[ N∑
i=l
1
(k)
[0,∞)(Wti)∆t
∣∣GNl−1]2
]
=
∞∑
n=0
(tl−1)n
n!
E
[ N∑
i=l
1
(n+k)
[0,∞) (Wti)∆t
]2
.
(3.15)
Note that (3.15) is also valid for l = 1 with the conventions t0 = 0
and t00 = 1. Plugging (3.15) into (3.14), we have
‖ErrN‖2L2
=
N∑
l=1
∞∑
k=2
∞∑
n=0
(∆t)k
k!
(tl−1)n
n!
E
[ N∑
i=l
1
(n+k)
[0,∞) (Wti)∆t
]2
.
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By the renumbering (n+ k, n) 7→ (k, n), we have
‖ErrN‖2L2
=
N∑
l=1
∞∑
k=2
1
k!
E
[ N∑
i=l
1
(k)
[0,∞)(Wti)∆t
]2 k−2∑
n=0
k!
(k − n)!n! (∆t)
k(tl−1)n,
by keeping the conventions on t0. With a use of the binomial theorem,
‖ErrN‖2L2
=
N∑
l=1
∞∑
k=2
1
k!
E
[ N∑
i=l
1
(k)
[0,∞)(Wti)∆t
]2
×
{
(tl)
k − (tl−1)k − k(∆t)(tl−1)k−1
}
.
Then, on one hand, for l ≥ 1 and k ≥ 2,
E
[ N∑
i=l
1
(k)
[0,∞)(Wti−1)∆t
]2
=
{ N∑
i=l
√
(k − 1)!
(ti)
k−1
2
E
[
δ0(Wti)Hk−1
(
Wti√
ti
)]
∆t
}2
=
{ N∑
i=l
√
(k − 1)!
(ti)
k−1
2
Hk−1(0)
1√
2piti
∆t
}2
= k! · Hk−1(0)
2
2pik
{ N∑
i=l
∆t
(ti)n/2
}2
.
By a similar argument, we find
E
[
1[0,∞)(WT )Hk
(
WT√
T
) ]
=
Hk−1(0)√
2pik
and therefore
‖ErrN‖2L2 =
∞∑
k=2
ZN,kE
[
1[0,∞)(WT )Hk
(
WT√
T
)]2
where
ZN,k :=
N∑
l=1
{ N∑
i=l
∆t
(ti)k/2
}2{
(tl)
k − (tl−1)k − k(∆t)(tl−1)k−1
}
.
(3.16)
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On the other hand, by Lemma 3.10 below, we know that there
exists a constant K > 0 such that
ZN,k ≤ K
N
for each k = 2, 3, · · · and N = 3, 4, · · · . Hence we have
‖ErrN‖2L2 ≤
2K
N
‖1[0,∞)(WT )‖2L2 .
Lemma 3.10. For k ≥ 2, it holds that
ZN,k ≤ 9T
2
N
. (3.17)
where ZN,k is given as above in (3.16).
Proof. We may write
ZN,k =
N∑
l=1
[{ N∑
i=l
(
tl
ti
)k/2
∆t
}2 − { N∑
i=l
(
tl−1
ti
)k/2
∆t
}2]
− k
N∑
l=1
{ N∑
i=l
(tl−1)(k−1)/2
(ti)k/2
∆t
}2
∆t.
For l ≥ 2, we have
{ N∑
i=l
(
tl−1
ti
)k/2
∆t
}2
=
{ N∑
i=l−1
(
tl−1
ti
)k/2
∆t
}2 − 2 N∑
i=l−1
(
tl−1
ti
)k/2
(∆t)2 + (∆t)2,
and therefore,
N∑
l=2
[{ N∑
i=l
(
tl
ti
)k/2
∆t
}2 − { N∑
i=l
(
tl−1
ti
)k/2
∆t
}2]
=
N∑
l=2
[{ N∑
i=l
(
tl
ti
)k/2
∆t
}2 − { N∑
i=l−1
(
tl−1
ti
)k/2
∆t
}2]
+ 2
N∑
l=2
N∑
i=l−1
(
tl−1
ti
)k/2
(∆t)2 −N(∆t)2.
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Using this,
ZN,k = (∆t)
2 + 2
N∑
l=2
N∑
i=l−1
(
tl−1
ti
)n/2
(∆t)2
−N(∆t)2 − k
N∑
l=2
{ N∑
i=l
(tl−1)(k−1)/2
(ti)k/2
∆t
}2
∆t
≤ 2
N∑
l=2
N∑
i=l−1
(
tl−1
ti
)k/2
(∆t)2 − k
N∑
l=1
{ N∑
i=l
(tl−1)(k−1)/2
(ti)k/2
∆t
}2
∆t.
(3.18)
We observe that
2
N∑
l=2
N∑
i=l−1
(
tl−1
ti
)k/2
(∆t)2
behaves like
2
∫ T
0
∫ T
t
(
t
s
)k/2
dsdt
and
k
N∑
l=1
{ N∑
i=l
(tl−1)(k−1)/2
(ti)k/2
∆t
}2
∆t
behaves like
k
∫ T
0
{∫ T
t
t(k−1)/2
sk/2
ds
}2
dt
as N →∞ respectively. We note that
2
∫ T
0
∫ T
t
(
t
s
)k/2
dsdt = n
∫ T
0
{∫ T
t
t(k−1)/2
sk/2
ds
}2
dt =


T 2
2
if k = 2,
2T 2
k + 2
if k ≥ 2.
Based on the observations, we estimate ZN,k by separating it into two
terms;
ZN,k ≤ Z1N,k + Z2N,k
where
Z1N,k := 2
N∑
l=2
N∑
i=l−1
(
tl−1
ti
)k/2
(∆t)2 − 2
∫ T
0
∫ T
t
(
t
s
)k/2
dsdt,
Z2N,k := k
∫ T
0
{∫ T
t
t(k−1)/2
sk/2
ds
}2
dt− k
N∑
l=1
{ N∑
i=l
(tl−1)(k−1)/2
(ti)k/2
∆t
}2
∆t
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We estimate each of them. Firstly, we have
Z1N,n ≤ 2
N∑
l=2
N−1∑
i=l−1
∫ tl−1
tl−2
∫ ti+1
ti
{( tl−1
ti
)k/2
−
(
t
s
)k/2 }
dsdt
+ 2
N∑
l=2
(
tl−1
tN
)k/2
(∆t)2
≤ 2
N∑
l=2
N−1∑
i=l−1
∫ tl−1
tl−2
∫ ti+1
ti
{( tl−1
ti
)k/2
−
(
tl−2
ti+1
)k/2 }
dsdt
+ 2
N∑
l=2
(
tl−1
tN
)k/2
= 2(∆t)2
N∑
l=2
N−1∑
i=l−1
{(
l − 1
i
)k/2
−
(
l − 2
i
)k/2}
+ 2(∆t)2
N∑
l=2
N−1∑
i=l−1
{(
l − 2
i
)k/2
−
(
l − 2
i+ 1
)k/2}
+ 2
N∑
l=2
(
tl−1
tN
)k/2
(∆t)2.
(3.19)
By a bit of algebra, the last term in (3.19) is seen to be
2(∆t)2
N∑
l=2
{
1 +
(
l − 1
l
)k/2}
, (3.20)
which is bounded above by 4T 2/N .
Next, we estimate Z2N,k. We set
I =
N∑
l=1
∫ tl
tl−1
tk−1
{∫ T
t
ds
sk/2
}2
dt
−
N∑
l=1
∫ tl
tl−1
tk−1
{ N∑
i=l
∆t
(ti)k/2
}2
dt
and
II =
N∑
l=1
∫ tl
tl−1
tk−1
{ N∑
i=l
∆t
(ti)k/2
}2
dt
−
N∑
l=1
∫ tl
tl−1
(tl−1)k−1
{ N∑
i=l
∆t
(ti)k/2
}2
dt.
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Note that Z2N,k = k(I + II). For tl−1 ≤ t ≤ tl, l = 1, · · · , N , we have∫ T
t
ds
sk/2
−
N∑
i=l
∆t
(ti)k/2
=
N∑
i=l+1
∫ ti
ti−1
(
1
sk/2
− 1
(ti)k/2
)
ds+
∫ tl
t
ds
sk/2
− ∆t
(tl)k/2
≥ 0,
(3.21)
and
N∑
i=l+1
∫ ti
ti−1
(
1
sk/2
− 1
(ti)k/2
)
ds
≤
N∑
i=l+1
∫ ti
ti−1
(
1
(ti−1)k/2
− 1
(ti)k/2
)
ds
= ∆t
(
1
(tl)k/2
− 1
(tN )k/2
)
.
Combining these two, we have
{∫ T
t
ds
sk/2
}2
−
{
N∑
i=l
∆t
(ti)k/2
}2
≤
∫ tl
t
ds
sk/2
(∫ T
t
ds
sk/2
+
N∑
i=l
∆t
(ti)k/2
)
≤ 2
∫ tl
t
ds
sk/2
(∫ T
t
ds
sk/2
)
=


4
k − 2(t
1− k
2 − T 1− k2 )
∫ tl
t
ds
sk/2
≤ 4
k − 2t
1− k
2
∫ tl
t
ds
sk/2
if k ≥ 3,
2
∫ tl
t
ds
s
log
T
t
if k = 2.
Then for k ≥ 3,
I ≤ 4
k − 2
N∑
l=1
∫ tl
tl−1
∫ tl
t
(
t
s
)k/2
dsdt
≤ 4
k − 2
N∑
l=1
∫ tl
tl−1
∫ tl
t
dsdt =
2
k − 2
N∑
l=1
(tl − tl−1)2 = 2
k − 2
T 2
N
(3.22)
and for k = 2, we have
I ≤ 2
N∑
l=1
∫ tl
tl−1
∫ tl
t
t
s
log
T
t
dsdt ≤ 2
N∑
l=1
∫ tl
tl−1
∫ tl
t
ds log
T
t
dt
≤ 2∆t
N∑
l=1
{
∆t log T − [t log t− t]t=tl
t=tl−1+0
}
=
2T 2
N
.
(3.23)
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Now we turn to the estimate of II. By (3.21), for k ≥ 3,
II ≤
N∑
l=1
∫ tl
tl−1
{
tk−1 − (tl−1)k−1
}(∫ T
t
ds
sk/2
)2
dt
≤ 4
(k − 2)2
N∑
l=1
∫ tl
tl−1
{
tk−1 − (tl−1)k−1
}
t2−kdt
=
4(k − 1)
(k − 2)2
N∑
l=1
∫ tl
tl−1
∫ t
tl−1
(s
t
)k−2
dsdt
≤ 4(k − 1)
(k − 2)2
N∑
l=1
∫ tl
tl−1
∫ t
tl−1
dsdt =
2(k − 1)
(k − 2)2
T 2
N
.
(3.24)
For k = 2, we have
II ≤
N∑
l=1
∫ tl
tl−1
(t− tl−1)
(∫ T
t
ds
s
)2
dt
≤ ∆t
N∑
l=1
∫ tl
tl−1
(
log
T
t
)2
dt =
2T 2
N
.
(3.25)
By (3.22), (3.23), (3.24) and (3.25), we have
Z2N,k ≤
5T 2
N
. (3.26)
Combining (3.20) and (3.26), we obtained (3.17).
Remark 3.11. A result by Ngo-Ogawa ([10], Theorem 2.2.) tells us
that the sequence of processes
{
n3/4
( 1
N
[Nt]∑
i=0
1[0,∞)(Xi/N )−
∫ t
0
1[0,∞)(Xs)ds
)}
t≥0
is tight for a diffusion X = (Xt)t≥0 although their results are more
general. Moreover they say that this is optimal in L2-sense in the case
where X is the standard Brownian motion (see [10], Proposition 2.3).
References
[1] Billingsley, P. “Convergence of probability measures”. Second
edition. Wiley Series in Probability and Statistics: Probability
and Statistics. A Wiley-Interscience Publication. John Wiley &
Sons, Inc., New York, 1999. x+277 pp. ISBN: 0-471-19745-9
27
[2] Bertsimas, D., Kogan, L., and Lo, A.W. “When Is Time
Continuous?”, Journal of Financial Economics, Vol 55. (2000),
173-204.
[3] Clark, J.M.C., “The representation of functionals of Brown-
ian motion by stochastic integral”, Ann.Math.Statist. 41 (1970),
1282–1295.
[4] Geiss, S. and Geiss C. “On approximation of a class of stochastic
integrals and interpolation”, Stochastics and Stochastics Reports
76 (2004) 339-362.
[5] Gobet, E. Temam, E. “Discrete time hedging errors for options
with irregular pay-offs”, Finance and Stochastics 5 (3) (2001)
357–367.
[6] Hayashi, T. and Mykland, P. A. “Evaluating hedging errors:
an asymptotic approach”, Math. Finance 15 (2005), no. 2, 309–
343.
[7] Haussmann, U. G. “On the integral representation of function-
als of Itoˆ processes”, Stochastics 3 (1979), no. 1, 17–27.
[8] Ikeda, N., and Watanabe, S. Stochastic Differential Equations
and Diffusion Processes, 2nd eds. North-Holland (1981).
[9] Malliavin, Paul; Thalmaier, Anton(F-POIT-DM)
“Stochastic calculus of variations in mathematical finance”.
Springer Finance. Springer-Verlag, Berlin, 2006. xii+142 pp.
ISBN: 978-3-540-43431-3; 3-540-43431-3 91-02 (49J45 60H07
60H30 65C50 91B28)
[10] Ngo, Hoang-Long(J-RITS2); Ogawa, Shigeyoshi(J-RITS2)
“On the discrete approximation of occupation time of diffusion
processes”. (English summary) Electron. J. Stat. 5 (2011), 1374-
1393.
[11] Ocone, D., “Malliavin’s calculus and stochastic integral repre-
sentations of functionals of diffusion processes”, Stochastics 12
(1984),no. 3–4, 161-185.
[12] Privault, N. Stochastic analysis in discrete and continuous set-
tings with normal martingales, Lecture Notes in Mathematics,
1982. Springer-Verlag, Berlin, 2009.
[13] Reed, M. and Simon, B. Methods of Modern Mathematical
Physics I. Functional Analysis, Academic Press, 1980.
[14] Renaud,J.F. and Re´millard,B., “Explicit martingale repre-
sentations for Brownian functionals and applications to option
hedging”, Stochastic Analysis and Applications, 25 (2007), 810–
820.
28
[15] Rootzen, H. “Limit Distributions for the Error in Approxima-
tions of Stochastic Integrals”, Ann. Probab. Volume 8, Number 2
(1980), 241-251.
[16] Rudin, W. Functional Analysis (2nd ed.), 1991, McGraw-Hill.
[17] Temam, E. “Analysis of error with Malliavin calculus: applica-
tion to hedging”, Math. Finance 13 (2003), no.1, 201–214.
29
