In designed longitudinal studies, information from the same set of subjects are collected repeatedly over time. The longitudinal measurements are often subject to missing data which impose an analytic challenge. We propose a functional multiple imputation approach modeling longitudinal response profiles as smooth curves of time under a functional mixed effects model. We develop a Gibbs sampling algorithm to draw model parameters and imputations for missing values, using a blocking technique for an increased computational efficiency. In an illustrative example, we apply a multiple imputation analysis to data from the Panel Study of Income Dynamics and the Child Development Supplement to investigate the gradient effect of family income on children's health status. Our simulation study demonstrates that this approach performs well under varying modeling assumptions on the time trajectory functions and missingness patterns.
Introduction
In designed longitudinal studies, information from the same set of subjects are measured repeatedly over time. The aim of such studies is to frequently estimate the mean or individual response at a certain time, to relate time-invariant or time-dependent covariates to repeatedly measure response variables, or to relate the response variables to each other. Missing data often occur in longitudinal measurements because subjects may miss visits during the study, because some variables may not be measured at particular visits, or because subjects may drop out prematurely. The absence of complete data is a serious impediment to longitudinal data analysis.
The commonly used complete-case or available-case analysis (AC) is based on observed data without any imputation or other adjustments. They are well known to be inefficient and may give biased results if data are not missing completely at random [1] . Other naive missing data approaches include the mean imputation method, which imputes a missing value at a specific time by the mean value of the observed sample at that time, and the last observed value carried forward method, which imputes a missing value at a specific time by the observed value immediately before that time. These two imputation methods, although simple to implement, do not adequately reflect the temporal pattern as well as the relationship among response variables and therefore may produce misleading results.
More principled approaches include the likelihood-based methods, inverse probability weighted estimation equations and multiple imputation. See Discussion (Section 6) for a general comment on the connection and differences among three approaches. In this paper, we focus on the multiple imputation approach to incomplete longitudinal data where the repeated measurements are subject to missing values. In multiple imputation, missing data are 'filled-in' by several plausible sets of values to generate completed datasets. The analysis results obtained from each completed dataset are combined in a way to account for imputation uncertainty and form a final inference [2] . Multiple imputation is very popular among practitioners because of its great flexibility. The analysts, who generally do not have special statistical expertise required by alternative missing data methods (e.g. likelihood-based methods), can readily analyze the completed datasets using existing statistical procedures or routines. In addition, the analysis procedures applied to the imputed data can be incompatible (uncongenial) with the statistical model used to create imputations and still lead to practically adequate multiple imputation inferences in many cases [3] , allowing more room for applying a variety of imputation analyses. Further, the increasing availability of imputation software makes it relatively easy to generate imputations under some well-developed models [4] .
We assume missingness at random (MAR) for the incomplete longitudinal data, that is, the probability of missingness is not related to unobserved values conditioning on observed data [2] . Under MAR, multiple imputation approaches have been developed based on the linear mixed model and its multivariate extensions for longitudinal data [5, 6] , and can be implemented using the library 'pan' in R package (www.r-project.org). In these methods, however, the growth curves of the response variables are limited to linear/quadratic or other simple parametric functions of time. This assumption may not be general enough to characterize the temporal trends exhibited by some real data. For example, Figure 1 plots the (log-transformed) annual records of family income to needs ratio over a 19-year period from the Panel Study of Income Dynamics (PSID) (Section 4). The mean trajectory (thick line) appears to be close to linear over time, while the individual series (thin line) appear to show more curvature. The main focus of the analysis is to relate family income status at different time spans to children's health status. Given the incomplete longitudinal data, it is of practical interest to develop a multiple imputation approach which appropriately incorporates the temporal patterns as well as covariate information. Certainly, a less restrictive assumption on the time functions might be more desired than imposing some parametric assumptions, which might be incorrect.
In our motivating example from PSID, one plausible strategy is to treat the income series as smooth curves and estimate the missing values using nonparametric methods. This is in lieu of methods used in functional data analysis [7] in which the basic unit of analysis is a curve. Some of the common applications of functional data analysis involve curve-type longitudinal data such as height growth curves, hormone profiles and CD4 counts over time [8--10] . For instance, the authors of [11] proposed a class of functional mixed effect models that can be viewed as extensions of linear mixed models for the curve data, estimating the response profiles using cubic smoothing splines. Methods in functional data analysis are also highly relevant to semiparametric or nonlinear regression [12] and smoothing techniques.
Despite the vibrant research on functional data analysis, little attention has been paid to its application on imputation and missing data analysis. In this paper, we explore this area by developing a multiple imputation approach for missing longitudinal responses using the functional mixed models. Our goal is to create imputations that retain the correct temporal trends using a data-driven strategy. The rest of this paper is organized as follows. Section 2 describes the functional mixed model. Section 3 develops a Gibbs sampling algorithm for drawing missing values and model parameters. Section 4 describes the example which motivates this study and illustrates the application. In Section 5, we conduct some simulation studies to evaluate the performance of the proposed approach. Finally, Section 6 concludes this paper with a discussion.
Functional mixed model

General setup
Let y ij be the response of subject i at time t ij (i = 1, . . . , m, j = 1, . . . , n i ), and we assume y ij can be subject to missing values. The functional mixed model [11] takes the following form
where
T is a q ×1 vector of random functions that are modelled as realizations of Gaussian processes A(t) = (a 1 (t), . . . , a q (t)) T (collection of processes) with zero means; and ij is the measurement error. For simplicity, here we assume both X 's and Z 's are fully observed. The problem of handling missing X 's and Z 's is briefly addressed in Section 6.
The functional mixed model (1) can be regarded as a generalization of the linear mixed model by treating both the fixed and random effects as smooth curves of t. Similar to the interpretation of the linear mixed model, (t) can be interpreted as population-average profiles, Z ij i (t) as the ith subject-specific deviation from the population-average curves, and hence X ij (t)+ Z ij i (t) as the ith subject-specific function. As pointed out by [8] , a variety of longitudinal curve models can be viewed as special cases of the functional mixed model. For example, if both (t)'s and i (t)'s are modeled as vector of polynomials, model (1) is reduced to the random coefficients model [13] .
Estimation using cubic smoothing splines
Guo [11] proposed an estimation procedure for model (1) using cubic smoothing splines. This approach exploits the connection between cubic smoothing splines and linear mixed model. This feature can be traced back to [14] , which showed that the estimate of a smoothing spline can be obtained through the posterior estimate of a Gaussian stochastic process. Following Wahba's [14] Bayesian approach, k (t)'s and il (t)'s are modeled as
where (t) and il (t)'s, respectively. For simplicity of notations, we assume that each subject has equal number of time points, i.e. n 1 = · · · = n m = n, and t = (t 1 , . . . , t n ) T . More generally for unbalanced designs, t is the collection of distinctive time points across different subjects. As shown by Green and Zhang et al. [15, 16] estimation of k (t)'s and il (t)'s at the design points t can be obtained through the following linear mixed models:
, t}, and B is an n ×(n −2) matrix which satisfies BB T = R 1 , where R 1 is the integrated Weiner covariance matrix evaluated at t [14] . In mixed models (4) and (5), f k models the fixed intercept and slope for function k (t), f il models the random intercept and slope for function il (t) of subject i. Both a k and a il are (n −2)×1 vector of random effects so that Ba k and Ba il model the departure of k (t) and il (t) from the straight lines, respectively. The inverse of smoothing parameters, 1/ bk and 1/ al , are the variance components of the mixed models (4) and (5), respectively. When 's →∞, the estimated functions are close to linear curves. On the other hand, when 's → 0, the estimated functions tend to interpolate all the data points. Note that parameterizations of the linear mixed model format of cubic smoothing splines may appear slightly different in different literature. For example, the associated random effects are modeled as vectors of dimension n in [11] . However, it can be easily shown that the estimates of smooth functions remain the same under those different parameterizations. Substituting equations (4) and (5) into model (1), we obtain a linear mixed model representation of the functional mixed model
, and
Under the linear mixed model format (6), the restrictive maximum likelihood estimation approaches have been proposed [11, 16--20] , and the inverse of the smoothing parameters are estimated as variance components. The connection between the cubic smoothing spline and the linear mixed model, therefore, allows fitting of the functional mixed model using existing software, such as SAS PROC MIXED (www.sas.com).
Other than cubic smoothing splines, functional mixed models can also be estimated using kernel smoothers [21] . When data exhibit many local features like peaks or jumps, a more general waveletbased approach can be used [22, 23] . In this paper, we focus on using the cubic smoothing spline approach to functional mixed models mainly because it provides a continuum of models from a trend linear in time to treating time as a factor (obtained as the smoothing parameter 's tend to ∞ and 0, respectively). Smoothing splines are also relatively easier to formulate and program and thus might be more accessible to practitioners. However, alternative computational methods under the functional mixed model can also be considered for imputation.
Gibbs sampling algorithm
We use the Gibbs sampling technique [24] to obtain the draws of missing values in y ij 's and model parameters from their posterior distributions under model (6) . To complete a fully Bayesian model specification, we now specify the prior distributions of the linear mixed model (6) . Denoting IG() as inverse gamma distribution and IW() as inverse Wishart distribution, we impose conjugate prior distributions for the parameters as k ∼ N(0,
, and 2 ∼ IG( 0 /2, 0 /2) for k = 1, . . . , p and l = 1, . . . , q. Values of the hyperparameters of these prior distributions can be chosen based upon prior knowledge or to give diffuse priors for a more objective inference. We recommend to run the Gibbs sampling with different priors to ensure that the results are not sensitive to the choice.
Because model (6) has multiple random effects with large dimensions, and some of them (e.g. b and b i ) might be highly correlated a posteriori, the default Gibbs sampling algorithm which updates one parameter at a time can lead to slow convergence. We adopt the strategy of de-conditioning [25] by blocking the parameters into groups and then updating them simultaneously to achieve a better convergence. We rewrite model (6) as
The key of the algorithm is to group fixed and random effect coefficients into blocks as U k 's and U il 's, which are the coefficients corresponding to the population-average profile and individual profile, and draw them iteratively from their conditional distributions given the remaining model components. The variance components can then be drawn based on draws of U k 's and U il 's.
With a little abuse of notations, let [X |Y ] denote the conditional distribution of X given Y , and denote variance components as the collection of 's, 's and 2 . From equation (7), it is easy to obtain the following distributions:
(a) the conditional distribution of Y i given {U k } k=1,. ..,p (i.e. the collection of U k 's) and variance components:
..,q and variance components:
and (d) the conditional distribution of U il given variance components:
From distributions in (a) and (b), it is easy to show that U k 's (k = 1, . . . , p) can be drawn from:
Step 1: Distributions in (c) and
Step 2:
Once U k 's and U il 's are sampled, the variance components can be sampled from:
Step 3:
To draw the missing values in
Y i 's, suppose Y i = (Y i,mis , Y i,
obs ) and denote n i,mis as the number of missing values in Y i , the posterior distribution of the missing values given the observed values and parameters is
Step 4:
for i = 1, . . ., m, where X ik,mis and Z ik,mis denote the submatrix of X ik and Z ik corresponding to the missing items in the ith subject. Given the starting values of model parameters, the above steps 1-4 define a cycle of the Gibbs sampler. Executing this cycle repeatedly creates sequences of draws of parameters and missing data. Time series plots and Gelman-Rubin statistics [26] can be used to determine whether the Gibbs chain converges. After the Gibbs sampler converges, we can select M (e.g. M = 5) draws of the missing values from one Gibbs sampler sequence, with long lag times between each draw to avoid autocorrelation, to obtain M completed data sets. Or we can carry out M independent Gibbs sampling chains and choose the last draw of missing values from each chain upon convergence. Although the fully Bayesian inferences of the functional mixed model parameters can be obtained from the posterior draws of the parameters, using imputed data can be advantageous for analyses that do not directly conform to the functional mixed model (Section 4). In this work, we code the Gibbs sampling imputation algorithm using a matrix-based language GAUSS (www.aptech.com). Some sample code are attached in Appendix, ‡ and please contact the authors for further information.
Application
Survey background
The PSID is a longitudinal survey of a national representative sample of U.S. families. Originated in 1968, the PSID interviewed and re-interviewed individuals from sampled families every year until ‡ Supporting information may be found in the online version of this article.
1996. Since 1997, the interviewing has taken place every other year. The panel is based on a complex survey design for households. It follows adults through the full life course and also includes families when children of the original sample grow up and establish separate households or when marriage goes separate ways. The PSID emphasizes the dynamic aspects of economic and demographic behavior, but it contains a wide range of measures, including health, sociological, and psychological ones. In 1997, the PSID supplemented its main data collection with additional data on 0-to 12-year-old children, their parents, and other care-givers. The Child Development Supplement (CDS) cohort studies a broad array of developmental outcomes such as physical health, emotional well-being, cognitive abilities, achievements, and social relationships with family and peers. More information about the PSID and CDS can be obtained from the web site http://psidonline.isr.umich.edu.
It is well known that there exists positive association between health and income in adulthood. Research using the data from the PSID, CDS, and other public-use databases has shown that such association has antecedent in childhood [27, 28] , although mixed results were obtained regarding the role of timing of household income in affecting a child's health. One possibility is that the effect of income depends on the age of the child when the income was received [27] . Another possibility is that investment decisions are made on long-run average income, in which case the timing is not important [28] . In this example, we illustrate the proposed imputation approach in analyzing a subset of the PSID and CDS data to compare the effect of household income on children's health development at different time spans. However, we do not attempt to present a comprehensive and rigid study for the subjective matters, which can be found in the aforementioned literature.
Multiple imputation
We limit our multiple imputation analysis to a sample of 2172 families included in the PSID cohort from 1979 to 1997, and augment it with the data from their children collected in the CDS. For simplicity, we only include the data from the eldest child in each family and ignore the sampling design in our analysis. The longitudinal response variables are annual record of family income to needs ratio from 1979 to 1997, which is defined as the ratio of household income to the poverty threshold for the corresponding family size. The average missingness rate for the income data is approximately 15.1 per cent per year, with a declining trend at the end. The missingness pattern is rather arbitrary (i.e. nonmonotone). The children's health status (HEALTH: 1 = Excellent-very good, 82.4 per cent; 0 = Good-fair-poor, 17.6 per cent) was collected in the CDS cohort. In addition, the subset data include some fully observed auxiliary variables which may be associated with income or health status. These covariates include: children's gender (GENDER: 1 = Male, 51.8 per cent; 0 = Female, 48.2 per cent); children's age (AGE: mean = 6.8 years, std = 3.7 years); household head's race (RACE: 1 = White, 51.8 per cent; 0=Non-white, 48.2 per cent); and household head's education level (EDU: 1 = More than high school, 43.1 per cent; 0 = High school or less, 56.9 per cent).
We apply a log-transformation to accommodate the skewness of income data and carry out the imputation on the transformed scale. We use the functional mixed model (1) to characterize the trends of log-transformed income series. For illustrative purposes, we ignore the possible autocorrelation of the measurement error terms. The covariate effects of HEALTH, RACE, and EDU are treated as fixed smooth functions as we hypothesize families with different such characteristics may have different income trajectory. Individual family's deviation from population-average profile are treated as random smooth curves.
We use independent N(0, 10 3 ) priors for all fixed effects, independent IW (10 −3 , 10 −3 I 2 ) priors for covariance matrices, and independent IG (10 −3 , 10 −3 ) priors for the inverse of smoothing parameters and error variance. These hyper-parameters reflect vague prior information on the parameters. To ensure reliable results, we also examine the sensitivity of the estimation results to the values of hyper-parameters of the conjugate priors. We find that various reasonable values of the hyper-parameters lead to essentially the same results because of the large sample size. The Gibbs chains achieve convergence after burn-in period of 2500 iterations, assessed by examining the time series plots, sample autocorrelation plots, and Gelman-Rubin statistics from multiple chains. We run five independent Gibbs sampler sequences of 5000 iterations and use the missing values drawn from the last iteration of each sequence to obtain five completed data sets (that is, M = 5). We find that the multiple imputation analysis results essentially remain unchanged when we increase the number of imputations, as the relative efficiency [2] of five imputations for the analyses of interest (Section 4.3) exceed 95 per cent. Notes: 0,HEALTH is the estimate of intercept differences of population-average income profile between two groups of families classified by HEALTH (HEALTH=1 vs HEALTH=0). 1,HEALTH is the estimate of slope differences of population-average income profile between two groups of families classified by HEALTH. Table I lists the posterior means and 95 per cent posterior confidence intervals for some of the model parameters. The large scales of the smoothing parameters suggest that the log-transformed income series are rather close to straight lines, although the individual series are more noisy (less smooth) than the population average profiles. Families whose child is in better health status has significantly larger slope ( 1,HEALTH = 8.70×10 −3 ), indicating a faster growth on their income. Families with higher education also had a faster income growth; there was no difference on income growth between families with different races, although white families had apparently higher income at the baseline (results not shown). Figure 2 plots the observed values, multiply imputed values, as well as the estimated family-specific log-transformed income trajectories from randomly selected three families. The family-specific curve estimates are the posterior means of the smooth functions from the Gibbs samples, and they are similar across independent Gibbs chains. There exist some curvature for the estimated trends but the deviation from linearity is not strong. The imputed values ('+' in Figure 2 ) for each family are scattered the estimated trend, and they are different across multiple Gibbs chains, incorporating the uncertainty of imputation.
Post-imputation analyses
We investigate the effect of family income on children's health status on three periods: (1) six years prior to birth; (2) the first three years since birth (i.e. critical developmental period) [27] ; and (3) the child's entire life until 1997. We conduct the following analyses using the multiply imputed datasets: (A) Estimate the differences of the average income to needs ratio during the three periods (1)- (3) between two groups of families classified by HEALTH; (B) Fit three logistic regression models corresponding to three periods, and in each model the average income to needs ratio during the period and other covariates are used to predict HEALTH; (C) Fit a mixed model assuming both fixed and random linear trends for the log-transformed income to needs ratio from 1979 to 1997, and estimate the slope difference between two groups of families classified by HEALTH, controlling for other covariates.
These analyses represent typical ones applied to longitudinal data, that is, the univariate descriptive statistics (A), multivariate regression ignoring correlation among repeated measurements (B), and mixed-model fitting (C).
The estimates from each completed dataset are combined using the multiple imputation combining rules [2] . In addition to the functional multiple imputation approach (FUN), we also apply alternative missing data methods. These approaches include the AC analysis procedure, the last observation carried forward method (LOCF), the mean imputation method (MEAN), and the multiple imputation approach based on a random effects model assuming linear growth curves of log-income (LIN, implemented using R library 'pan' with M = 5). Note that AC discards incomplete cases in analyses, while LOCF, MEAN, and LIN fill in these missing cases for each subject repeatedly over time and thus create completed data for analyses. Table II shows the estimates of interest and their associated 95 per cent confidence intervals (inside the parenthesis). The results are somewhat similar across the methods. The income difference estimates suggest that children with better health status are more likely to be in higher income family. In addition, the logistic regression analysis results imply that the family income status at different time spans have significant and rather similar effects on children's health development. The mixed model analysis results further quantifies the difference in income growth for the two groups over the study period. Our illustrative example indicates that, rather than the income at specific age period, the long run average income determines health investment and health status, which is consistent with findings from [28] .
Simulation studies
In this section we use Monte Carlo simulations to systematically evaluate the performance of the proposed approach and compare it with those alternatives.
Design
Complete-data generation.
We consider the functional mixed model
and allow x (t) and i (t)'s to be various functions of t including linear, polynomial, and trigonometric curves. Study I: We first consider the case that 1 (t) = 2 (t) so that two groups have different distributions of longitudinal profiles. The estimands of interest (Section 5.1.3) focus on the differences between two groups. The data-generating functions are as follows: scenario I.1. linear curves: t = 1, 2, . . . , 20,
scenario I.2. polynomial curves: t = 0, 0.2, 0.4, . . ., 3.8, 
Study II: We also consider the case where 1 (t) = 2 (t) so that two groups have the same distributions of longitudinal profiles. The corresponding estimand of interest is the type-I error rate of falsely rejecting the null hypothesis that these two groups differ. The data-generating models are as follows: scenario II.1. linear curves: t = 1, 2, . . ., 20, 
(t) = −sin(4 t)−2 cos(4 t),
i (t) = a 0i +a 1i sin(4 t)+a 2i cos(4 t),
In every scenarios considered, 500 complete datasets are generated, and each set contains 100 subjects (m = 100) with longitudinal Y 's measured over 20 time points (waves).
Creating missing data.
We assume that the covariate X is fully observed and impose both monotone and nonmonotone missingness patterns for Y 's. In a monotone pattern, subjects never come back after they drop out of the study. In a nonmonotone pattern, the missingness is rather intermittent so a subject can have observed response at a later wave even if he/she missed earlier ones [1] . In principle under MAR, the missingness of a case at wave j can be dependent on observed values at any wave before j (i.e. wave 1, 2, . . . , j −1). However, we surmise that in most real life scenarios, the probability of missingness at wave j is affected more by earlier observations closer to wave j such as at wave j −1 or j −2 and affected less by those closer to the starting time (i.e. baseline). Therefore, we consider two scenarios for modeling the dependency of missingness in the simulation.
In a simple scenario, the missingness at wave j is dependent on the most recently observed value. To create a monotone pattern, the Y 's are fully observed for the first five waves, while for the later waves ( j 6), the missing values are produced using the following equation:
where is the cumulative probability distribution function for the standard normal distribution. To create a nonmonotone pattern, the Y 's are fully observed at the baseline (the first wave), while for the later waves ( j 2), the missing values are produced using the following equation:
where y i j * denotes the most recently observed value before wave j. Unlike the monotone pattern, y i j * could be values at a wave earlier than j −1. Note that the interaction between the group indicator and observed values in the missingness equations allows the pattern of dependency differs between two groups. With certain choices of 's, for example, we can produce scenarios where in one group, the missingness tends to occur for subject whose observed values are larger, while it is less so or even in opposite direction in another group. It might be expected that throwing away incomplete cases in these scenarios or not incorporating the trend appropriately would lead to bias for the estimates of the difference in the two groups.
In a more general scenario, we let the probability of missingness at wave j depends on observed values from the two recent waves. For the monotone missingness, the Y 's are fully observed for the first five waves, while for the later waves ( j 6), the missing values are produced using the following equation: where y i j * and y i j * * denote the observed values from two recent waves before wave j, and they can be at waves earlier than j −1 and j −2 for some cases. The coefficients 's are chosen to yield the average missingness rate per wave close to 20 per cent in all scenarios considered. For example, Figure 3 shows one simulated incomplete dataset from various curves in the simple scenario. We could include more waves of observed values (e.g. j −1, j −2, j −3, . . .) in the above equations for even more general missingness mechanisms. But this would increase the complexity of the missingness probability equations and we are less capable of controlling average missingness rates in the simulation.
Estimands of interest.
In Study I, we consider three estimands that distinguish the two groups (i.e. x = 1 vs x = 2):
(i) The between-group difference for the mean of responses from wave 12 till wave 16, i.e. (ii) Run a logistic regression for the group indicator X using the average of Y 's from wave 12 till wave 16 as the predictor, and estimate the associated coefficient; (iii) Fit with the data-generating model (Section 5.1.1), which are mixed models for longitudinal y ij 's, and estimate the mean difference in selected coefficients between two groups. Specifically, in scenarios I.1 and I.2, the estimand of interest is the difference in the coefficient for the linear term t, and in scenario I.3, the estimand of interest is the difference in the coefficient associated with sin(4 t).
Matched with analysis (A)-(C) in Section 4.3, estimands (i) and (ii) focus on the 'local' difference between the two groups and estimand (iii) is pertaining to the 'global' difference. These estimands also represent typical analyses applied to longitudinal data, that is, the univariate descriptive statistics (i), multivariate regression ignoring correlations within repeated measurements (ii), and mixed-model fitting (iii).
In Study II, we apply the same analyses as in Study I and test the null hypothesis that the quantity of interest is 0, which indicates no difference between two groups. We obtain the average rate of rejecting the hypothesis (i.e. Type-I error) over 500 simulations. Since the two groups have the same distribution of longitudinal profiles, we would expect the estimated type-I error would be close to the nominal level 5 per cent for the method working properly.
Methods and evaluation criteria.
For all scenarios considered, we apply FUN to the incomplete datasets. Same prior distributions as those used in the real data example are adopted in the Gibbs sampling. We use the last draws of five independent Gibbs chains with 3000 iterations for multiple imputation, with the relative efficiency exceeding 95 per cent for estimands of interest. Other missing data methods including AC, LOCF, MEAN, and LIN (with M = 5) are also applied. In scenarios 2 and 3, we also apply the linear mixed-model imputation assuming a fifth-order polynomial for the mean response and a fourth-order polynomial for the random effects using R library 'pan'(POLY). In both studies, the inferences made on the data before deletion (BD) are taken as the gold standard. We evaluate the performance of the methods using the following four criteria [29] :
Relative bias (RBIAS = |Bias/True|× 100 per cent) (Study I): it measures the accuracy of the point estimator, and a reasonable upper limit for the relative bias can be taken as 5 per cent.
Root of the relative mean squared error (RRMSE = √ MSE(Method)/MSE(BD)) [30] (Study I): the root of the mean squared error (RMSE) has been extensively used in the literature of simulation studies because it is an integrated measure of bias and variance and has the same units as the quantity being estimated. RRMSE is a standardized version of the RMSE, measuring the increase in RMSE relative to that of the BD analysis. Coverage rate of the 95 per cent confidence interval estimates across 500 replicates (COV) (Study I): if a method is working well, the actual coverage should be close to the nominal rate (95 per cent). The performance of a method can be regarded to be poor if its coverage drops below 90 per cent.
Type-I error rate when the two groups have the same distribution of repeated outcomes (Study II). If a method is working well, the actual Type-I error rate should be close to the nominal level (5 per cent). The performance of a method can be regarded to be poor if its Type-I error rate exceeds 10 per cent.
Results
Tables III and IV include the results from study I, where curves from two groups have different distributions. Biases and coverage rates that are beyond acceptable limits are shown with bold characters. As expected, the naive missing data methods, such as AC, MEAN, and LOCF, can perform badly when estimating the mean difference and logistic regression across all three types of curves. When fitting the random coefficient models, however, AC is performing well because the estimation is based on large type-I error rates across all three types of curves. For the mixed model coefficient estimates, AC has reasonable type-I error rates across scenarios because the estimation is based on the observed-data likelihood when only the outcome is missing [31] . When the curves are linear and polynomial, the error rates from LIN or POLY are around the nominal level, respectively. This is expected because the imputation model matches the true data-generating model under the respective situation. Overall, the error rate from FUN is close to the nominal level irrespective of the type of curves tested, suggesting its good performance and robustness.
Discussion
We have proposed a multiple imputation approach in which a functional mixed model is used to create imputations for incomplete repeated measurements. This approach avoids relying on parametric assumptions on time functions by using nonparametric cubic smoothing splines. The draw of missing data at the designed time points can be obtained using Gibbs sampling algorithm on the linear mixed model format of the functional mixed model. To enhance the practical use of this approach, imputation routines such as R library 'pan', which contains the Gibbs sampling algorithm for linear mixed models, can be modified so that practitioners can implement it without programming their own algorithm. Our simulation study has shown that this data-driven imputation strategy might be less sensitive to the functional forms of the longitudinal trends than methods relying on simple parametric functions such as linear or quadratic curves. Several immediate extensions of the functional mixed model can be considered. First, if missing data occur in both outcome (Y 's) and covariates (X 's and Z 's) in the functional mixed model (1), distributions for X 's and Z 's can be specified to jointly impute the missing data. Second, a multivariate extension of the functional mixed model can be formulated. In such extension, the correlations among the random functions of different response variables can be introduced through the covariance of the Gaussian processes of cubic smoothing splines. Third, similar to the extension from linear mixed model to generalized linear mixed model, a class of generalized functional mixed model can be proposed for nonnormal outcomes.
Our study has several limitations. First, all data-generating models used in the simulation study follow the functional mixed model (1), which assumes a linear relationship between the covariates and (fixed or random) coefficient functions of time. On the other hand, many types of longitudinal data can be modeled using nonlinear mixed models [32] , such as in pharmacokinetic and pharmacodynamic analysis. Of potential interest is to assess the performance of the proposed approach under some classic types of nonlinear mixed models.
Second, we limit our study to ignorable missingness. In many practical cases, the incompleteness are often nonignorable, that is, the probability of missingness can depend on unobserved values [2] . Nonignorable missing data problems in longitudinal studies is rather challenging and the solution often involves modeling the missingness mechanism under some hypothetical assumptions [33] . On the other hand, models for nonignorably missing data are often specified by modifying a baseline ignorable model, for example, by hypothesizing a scale shift relative to ignorable imputations or a 'not missing at random' selection model. The proposed method can then be used as the baseline model, which is a starting point for developing a nonignorable model.
Third, we only consider the cubic smoothing splines, which is only one of the many smoothing methods developed. Cubic smoothing splines might be applicable to cases where data are rather 'smooth', lacking many peaks or jumps. In our illustrative example, we use a log transformation to smooth the income data before applying the functional modeling. When data exhibit many local features like spikes or changing points which cannot be well accommodated by transformation, more general wavelet-based approach can be used [22, 23] to estimate the functional mixed model. In addition, double smoothing estimators of the local linear regression [34] exhibit certain advantages over cubic smoothing splines when data are sparse. Therefore, it is of further interest to adapt these smoothing and functional data analysis techniques to missing data imputation and investigate their properties. On the other hand, functional data analysis methods are usually complicated, and it requires additional research to suit them for practical use by developing user-friendly software routines. Our future research plan pertains to extending 'pan' so that it can carry out imputation using functional mixed models as proposed in this paper. Therefore, practitioners can implement it without writing their own code. This paper is focused on developing an imputation approach to incomplete longitudinal data. For general missing data problems, the other two common approaches are the likelihood-based methods and inverse probability weight (IPW) methods. Raghunathan [35] provided an overview of three approaches for general practitioners, while more technical aspects can be found in [36] and references thereof. Here we briefly comment on their connections and differences in general as well as in relevance to our context.
Let Y com = (Y obs , Y mis ) refer to the collection of observed data and missing data, and refer to the model parameters. Under MAR, the likelihood-based approaches obtain the maximum likelihood estimates of by integrating out the missing values (e.g. using EM algorithm) in the observeddata likelihood L( |Y obs ) ∝ P(Y obs , Y mis | )dY mis , where P(Y obs , Y mis | ) is the imposed complete-data model. Based on the same complete-data model, multiple imputations of the missing values can be drawn from their posterior predictive distributions P(Y mis |Y obs ) under some assumed prior distributions for . If the estimand of interest Q from the multiple imputation analysis is a function of , then multiple imputation provides approximate Bayesian inference for Q. Therefore, with a large sample and a diffuse prior distribution, multiple imputation and likelihood-based methods produce similar answers [37] . The advantage of multiple imputation over likelihood-based methods mainly lies on the flexibility of the former. Unlike the likelihood-based methods, multiple imputation separates the inferences into two phases: the imputation phase, in which the imputations are created, and the analysis phase, in which the completed-data inferences are obtained and combined. Because the phases are distinct, imputation and analysis maybe carried out on different occasions and by different persons. In addition, a variety of analyses can be applied to imputed datasets, not limited to the original form of .
In our problem, we expect that the likelihood analysis results would be similar to those under the multiple imputation. This is most obvious when the estimand of interest Q is the mixed-model slope coefficient in the simulation study. We note that AC is the maximum likelihood estimator. The corresponding results are similar to those of multiple imputation when the complete-data model matches with the data-generating model (i.e. LIN under linear curves and POLY under polynomial curves) and under the proposed functional mixed model. For the other two estimands, the difference in the mean and logit regression coefficient, the functional relationship between them and the mixed model coefficient exists but is less obvious. Since they are difficult to directly infer using the likelihood-based methods, multiple imputation analysis under an appropriate model appears to be a more desirable approach.
The IPW approach is based on modeling the missingness mechanism to obtain the estimated probability of being observed or missing. For the observed cases, estimation equations are applied yet weighted by the inverse of being respondent to obtain the consistent estimates. The idea originated from [38] in sample surveys, and developed by Robins et al. (e.g. [39, 40] ) for more general settings. IPW may exhibit some robustness property, as it does not depend on the knowledge or assumption of the distribution of the observed data like likelihood-based methods/multiple imputation do. But the generic form of IPW may be inefficient since it only uses data from complete cases. In addition, problem can arise due to the fact that the resulting estimates might be unstable because certain subsets of the study sample might have small response probabilities so their inverse (weights) would be large [1] . To overcome the inefficiency of IPW, Robins and colleagues (e.g. [41] ) proposed improved IPW estimates which are theoretically more efficient under the MAR assumption. A further development, the so-called doubly robust, or doubly protected estimators, are robust under certain conditions to misspecification of the model for the probability of responses. As yet, the technical nature of these methods and the lack of available generally applicable software have restricted their accessibility and uptake by the wider research community.
The application of IPW in our test scenarios is complicated by the long data series and nonmonotone missingness pattern. We believe it is beyond the scope of our paper. From our limited experiences, most of IPW applications for longitudinal data have been limited to the case of monotone missingness with a few time points. With monotone missingness, the response probability models can be decomposed into a series of logistic regressions of modeling response at wave j on the observed data at wave j −1, j −2, . . .. The response weight at wave j is therefore the product of the response weights estimated from these logistic regressions. In a rather long series as in our example, we would expect that the weights for observed cases at later waves could get rather large and thus lead to a significant loss of efficiency and unstable results. With nonmonotone missingness, the model of probability of response at wave j is more difficult to specify, as the probability of being respondent can be associated with the observed data at both later time such as wave j +1 and earlier time. However, unlike the monotone missingness, subject with an observed value at wave j may have a missing value at wave j −1 and this further complicates the modeling. Another challenge lies in the variance estimation of IPW, which usually requires computationally intensive resampling methods such as Jackknife and bootstrap. There are a few literature comparing the IPW (and its double robust extensions) with multiple imputation under cross-sectional data [42] , survival data [43] , and longitudinal dropout [5, 22] . The results show that IPW tends to be less efficient and its validity relies on the correctness of the probability model for missingness, while the double robust extension of IPW shows edges over multiple imputation if the complete-data model is misspecified while the missingness probability model is correctly specified in the former approach. Therefore, extending IPW and its double robust extensions to more complicated longitudinal designs with missing data and comparing it with multiple imputation approach is of important interest.
