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Modular Macdonald functions and Generalized
Newton’s identity
Tommy Wuxing Cai, Naihuan Jing, and Jian Zhang
Abstract. Based on a generalized Newton’s identity, we construct a
family of symmetric functions which deform the modular Hall-Littlewood
functions.
1. Introduction
Let ΛF be the ring of symmetric functions over the field F = Q(q, t).
Macdonald [M] introduced an orthogonal family of symmetric functions
Qλ(q, t) and their dual family Pλ(q, t) indexed by partitions λ. When q = 0,
the functions Qλ(t) = Qλ(0, t) are the well-known Hall-Littlewood poly-
nomials, which include the Schur Q-functions as a special example when
t = −1. Morris and Saltana [MS] studied the Hall-Littlewood polynomials
Qλ(ξm) when t = ξm an mth root of 1 and suggested that they have close
relation with modular representation theory of the symmetric group, which
was confirmed by [LLT]. Recently a spin invariant theory was also estab-
lished by Wan and Wang [WW1, WW2] where a strong representation
theoretic explanation was found for a similar but different deformation of
Schur Q-functions.
It is well-known that this kind of specialization in Hall-Littlewood poly-
nomials to Schur Q-functions or more generally modular Hall-Littlewood
functions must be dealt separately with care, because the original argument
for the general case often does not work at the modular case. For exam-
ple, in [M] one section was devoted to Schur Q-functions indexed by strict
partitions.
In this work we consider the subring Λ(m) of symmetric functions gener-
ated by power-sum symmetric functions associated withm-regular partitions
(i.e. m does not divide each part). We will directly prove that there exists a
family of orthogonal polynomials Qλ(q, ξm), λ running through m-reduced
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partitions (i.e. with multiplicities mi(λ) < m), which deforms the modular
Hall-Littlewood polynomials Qλ(ξm).
The Macdonald polynomials have been characterized as the eigenfunc-
tions of the Macdonald operator [M] and the Macdonald symmetric func-
tions were also shown to be eigenfunctions of certain vertex operator like
operators [AMOS, CW, GH, S, NS] (also see [CJ1, CJ2]). We fol-
low the same strategy together with a new technique of Newton’s identity
[CJ2] in the modular cases. We will construct a graded differential operator
X(z) =
∑
nXnz
−n on the space Λ(m) with certain triangular property. The
modular Macdonald polynomials are shown to be the distinguished eigen-
vectors for the differential operator X0. We remark that this differential
operator is not a specialization of the Macdonald operator and its limit. It
is an open problem whether there exists two parameter deformation of the
modular Hall-Littlewood polynomials, which are suggested by the interest-
ing case of Schur Q-functions [WW1, WW2].
The paper is organized as follows. In section two we first recall the
background information of symmetric functions and give special attention
to the subring Λ(m) generated by symmetric functions indexed by m-regular
partitions. We study the main technique of the generalized Newton identity
for the generalized complete homogeneous polynomials in section three. We
then construct certain differential operator acting on the subring Λ(m) in
section four where some of its basic properties are studied. In particular
we prove a generalized Newton-like identity and then derive the existence of
generalized Hall-Littlewood functions.
2. Partitions and modular symmetric functions
First we fix the notations for partitions following [M]. A partition λ =
(λ1, · · · , λl) of n, denoted by λ ⊢ n, is a sequence of weakly decreasing non-
negative integers such that n =
∑
i λi, where λi are called its parts and n
is called the weight and denoted by |λ| = n. When the parts are arranged
increasingly λ = (1m12m2 · · · ), then mi = mi(λ) is called the multiplicity of
i in λ. With this notation the length of λ is defined to be l(λ) =
∑
imi. The
union λ∪µ of two partitions λ and µ is defined by mi(λ∪µ) = mi(λ)+mi(µ)
for all i. Let P(n) = {λ ⊢ n} be the set of partitions of n and P = ∪∞n=1P(n)
the set of all partitions. For λ, µ ∈ P(n), the dominance order λ ≥ µ is
defined by
∑i
j=1 λj ≥
∑i
j=1 µj for all i. We write λ > µ if λ ≥ µ but
λ 6= µ. If mi(µ) ≤ mi(λ) for all i, we denote µ ⊂
′ λ and define λ\µ ∈ P by
mi(λ\µ) = mi(λ)−mi(µ). We also define m(λ)! =
∏
i≥1mi(λ)!.
From now on we fix a positive integer m ≥ 2, and let ξm be a fixed
primitive mth root of unity.
If each nonzero part of λ is not divisible by m, the partition λ is called
m-regular and we denote m ∤ λ, and let P(m) denote the set of m-regular
partitions. Accordingly P(m)(n) = P(m) ∩ P(n). If each multiplicity of λ
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satisfies mi(λ) < m, the partition λ is called m-reduced, and we use Pm to
denote the set of m-reduced partitions. Similarly Pm(n) = Pm ∩ P(n).
Lemma 2.1. For positive integers m,n, the set P(m)(n) of m-regular
partitions of weight n and the set Pm(n) of m-reduced partitions of weight
n have the same cardinality.
The ring Λ of symmetric functions in the variables x1, x2, x3, . . . , is a
Z-module with basis mλ, λ ∈ P, where for a partition λ = (λ1, · · · , λs),
the monomial function mλ = mλ(x) =
∑
α x
α1
1 x
α2
2 · · · , where α runs over
distinct compositions of λ = (α1, · · · , αl, 0, · · · ). When the partition has
only one part, i.e. λ = (n), we denote pn = m(n) = x
n
1 + x
n
2 + · · · and call it
the nth power sum symmetric function. For convenience, we define p0 = 1
and pn = 0 when n < 0. The power sum symmetric functions pλ = pλ1pλ2 · · ·
form another basis of ΛF = Λ ⊗Z F for a field F of characteristic 0. The
vector space ΛF is also a commutative algebra over F with the natural
multiplication defined by pλpµ = pλ∪µ. It is a graded algebra with degree
given by deg(pi) = i, i ≥ 0.
3. A generalized Newton’s formula and its refinement
Let A be a commutative F -algebra with the unit 1. Let {qn}n≥0 be a
sequence in A with q0 = 1, we define qλ = qλ1qλ2 · · · qλs for any partition
λ = (λ1, . . . , λs). For convenience, we set qn = 0 for n < 0.
The following theorem generalizes the Newton identity (see Remark 3.3
of Corollary 3.2 in [CJ2]).
Theorem 3.1. [CJ2] Assume {Rn}n≥0 is another sequence of A such
that
∑
i≥1Riqn−i = dnqn with dn ∈ F for each n ≥ 1 and R0 = 1. Then for
any partition λ = (λ1, . . . , λs) of length s, we have
(3.1)
∑
i1,...,is≥1
Ri1+···+isqλ1−i1 · · · qλs−is =
∑
µ≥λ
dλµqµ,
where dλµ ∈ F . In particular dλλ = (−1)
s−1dλs .
We can give a combinatorial description of the coefficient dλµ.
Lemma 3.2. For two partitions λ = (λ1, . . . , λs) of length s and ν =
(ν1, . . . , νt) of length t, let Nl(λ, ν) be the cardinality of the set
(3.2) {(i1, . . . , is)|i1, . . . , is ≥ 1 and qλ1−i1 · · · qλs−is = qν}.
Then one has that
(3.3) m(ν)!Nl(λ, ν) = k1(k2 − 1) · · · (kt − (t− 1)),
where ki is the number of j’s such that λj > νi. Moreover Nl(λ, ν) is also
given by the following formula:
m(ν)!Nl(λ, ν) =
∏
(i,k):i≥1,
1≤k≤mi(ν)
(
1− k +
∑
j≥i+1
(
mj(λ)−mj(ν)
))
.(3.4)
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Proof. For the first statement, we only need to consider the case that
s ≥ t. Otherwise Nl(λ, ν) = 0 and it is easily seen that the statement is
true. For convenience, we write ν in the following form:
(3.5) ν = (a1a1 · · · a1a2a2 · · · a2 · · · ) = (a
m1
1 a
m2
2 · · · a
mr
r ),
where a1 > a2 > · · · > ar−1 > ar ≥ 0 and m1 + · · · + mr = s. Thus if
s > t, then ar = 0 and mr = s − t. Now let S be the set of partitions
M = (M1, . . . ,Mr) of the set {1, . . . , s} such that for d = 1, . . . , r
(1) the cardinality of Md is md; i.e. |Md| = md,
(2) j ∈Md ⇒ λj > ad.
We want to define a bijection φ from S to the set (3.2). For M =
(M1, . . . ,Mr) ∈ S, we define a φ(M) = (i1, . . . , is) by letting ij = λj − ad
for j ∈Md . By definition, λj − ij = ad if and only if j ∈Md (as a1, . . . , ar
are distinct). This is equivalent to the equality qλ1−i1 · · · qλs−is = qν (as
ν = (am11 a
m2
2 · · · a
mr
r ) and |Md| = md). We thus see that φ is really a
bijection.
Hence we only need to find the cardinality of S. We consider the set
S˜ of permutations of α = (j1, j2, . . . , jm1 , jm1+1, jm1+2, . . . , jm1+m2 , . . . ) of
{1, . . . , s} such that λjd > a1 for d = 1, . . . ,m1 and λjd > a2 for d =
m1 + 1, . . . ,m1 +m2 and so on. We see that |S˜| = m1! . . . mr!|S| and thus
(3.6) Nl(λ, ν) = |S| =
|S˜|
m1! · · ·mr!
.
Now we compute the cardinality of S˜. To obtain a α = (j1, j2, . . . ) ∈ S˜,
we first have k1 choices for j1. After j1 is taken, we have k2 − 1 choices for
j2 and so on. We see that
|S˜| = k1(k2 − 1) · · · (kt − (t− 1))(kt+1 − t) · · · (ks − (s − 1)).
Combining with expression (3.6), we get formula (3.4) in the case that s = t.
If s > t, then mr = s − t, m(ν)! = m1! · · ·mr−1! and kt+1 = · · · = ks = s
(as νt+1 = · · · = νs = 0). So (kt+1 − t) · · · (ks − (s − 1)) = mr! and we also
obtain formula (3.4). We finish proving the first statement.
The second expression comes from the first one. For each i ≥ 1, there is
a string of mi(ν) i’s in ν. For the kth i in this string, we denote its position
in ν by gν(i, k) (so in particular νgν(i,k) = i). We can rewrite the right side
of (3.4) in the following form:
(3.7)
∏
i≥1;
1≤k≤mi(ν)
(
fλ(i)− (gν(i, k) − 1)
)
,
where fλ(i) is the number of j’s such that λj > i. We see that fλ(i) =∑
j>imj(λ), and also gν(i, k) = k +
∑
j>imj(ν). Plugging these into (3.7),
we finish the proof of (3.4). 
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Lemma 3.3. Under the same hypothesis of Theorem 3.1 we have Rn =∑
µ⊢n dµqµ where
(3.8) dµ = (−1)
l(µ)−1 (l(µ)− 1)!
m(µ)!
∑
k
mk(µ)dk.
Proof. By assumption qn+R1qn−1+R2qn−2+· · ·+Rn−1q1+Rn = dnqn,
soRn = dnqn−R1qn−1−R2qn−2−· · ·−Rn−1q1. PluggingRi (i = n−1, · · · , 1)
into this equation iteratively, we can write Rn =
∑
µ⊢n dµqµ with dµ ∈ F .
We now show by induction that dµ are given by (3.8). First when µ
has only one part, i.e. µ = (|µ|), then dµ = d|µ| so (3.8) is true. Let
µ = (1m12m2 · · · ) have at least two parts. For each mi ≥ 1 set µ
i =
(1m12m2 · · · imi−1 · · · ). Then dµ is
∑
i−dµi , where the sum runs over all
i with mi ≥ 1. Note that l(µ
i) = l(µ)− 1, by induction hypothesis we have
(3.9) dµi = (−1)
l(µ)−2 (l(µ)− 2)!
m(µ)!
mi
(
− di +
∑
k
mk(µ)dk
)
.
Note that if mi = 0, the right side of (3.9) is zero. Therefore we have
dµ =
∑
i
−dµi
= −(−1)l(µ)−2
(l(µ)− 2)!
m(µ)!
∑
i
mi
(
− di +
∑
k
mkdk
)
= (−1)l(µ)−1
(l(µ)− 2)!
m(µ)!
(
−
∑
i
midi + l(µ)
∑
k
mkdk
)
= (−1)l(µ)−1
(l(µ)− 1)!
m(µ)!
∑
k
mkdk.

Now the numbers dλµ can be computed as follows.
Corollary 3.4. The coefficient dλµ in Theorem 3.1 can be expressed
as
dλµ =
∑
ν⊂′µ
Nl(λ, ν)dµ\ν ,(3.10)
where Nl(λ, ν) and dµ are defined by Equations (3.4) and (3.8) respectively.
4. A generalized modular Hall-Littlewood function
Let ǫ = (ǫ1, ǫ2, . . . ) be a sequence of (finite or infinite) non-zero param-
eters. Let Q(ǫ) = Q(ǫ1, ǫ2, · · · ) be the field of rational functions in ǫ1, ǫ2, . . .
over Q. The ring ΛQ = Λ ⊗ Q is a free commutative algebra generated
by the power-sum symmetric polynomials p1, p2, . . . over Q, thus the power
sums symmetric functions pλ = pλ1pλ2 · · · , λ ∈ P, form a Q-linear basis. By
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abuse of notation, we let Λ(ǫ) denote the ring Λ⊗Q(ǫ). We equip Λ(ǫ) with
the following scalar product [Ke]:
〈pλ, pµ〉 = δλµǫλzλ,(4.1)
where δ is the Kronecker symbol, ǫλ = ǫλ1ǫλ2 . . . with ǫ0 = 1, and
zλ =
∏
i≥1
imi(λ)mi(λ)!.
We are interested in the subalgebra Λ(m)(ǫ) generated by pn’s withm ∤ n,
i.e. Λ(m)(ǫ) has a linear basis spanned by pλ, λ ∈ P
(m). This subalgebra is
a graded algebra with the natural degree gradation:
(4.2) Λ(m)(ǫ) =
∞⊕
n=0
Λ(m)n (ǫ),
where Λ
(m)
n (ǫ) is the subspace of homogeneous symmetric functions of degree
n.
For each λ ∈ P, we define the generalized complete symmetric functions
qλ = qλ1qλ2 · · · , for which qn are given by:
(4.3) Ym(z) = exp
( ∑
m∤n≥1
zn
nǫn
pn
)
=
∞∑
n=0
qnz
n.
Thus qλ is homogeneous of degree |λ|, q0 = 1 and for n > 0 one has
(4.4) qn =
∑
λ∈P(m)(n)
pλ
zλǫλ
∈ Λ(m)n (ǫ).
The following elementary result generalizes well-known bases in Λ.
Lemma 4.1. The following three sets are all bases of Λ
(m)
n (ǫ):
{pλ : λ ∈ P
(m)(n)}(4.5)
{qλ : λ ∈ P
(m)(n)}(4.6)
{qλ : λ ∈ Pm(n)}.(4.7)
Proof. First of all (4.5) defines a basis by definition. Applying loga-
rithm to both sides of Eq. (4.3), we find that
(4.8) pn =
∑
λ⊢n
nǫn(−1)
l(λ)−1 (l(λ)− 1)!
m(λ)!
qλ,
for each n such that m ∤ n. This implies that each pλ in (4.5) is a linear
combination of qµ’s (with |µ| = |λ|). Notice that the three sets have the
same cardinality by Lemma 2.1. Then the lemma is a consequence of the
following facts: for k ≥ 1,
(a) qkm is a linear combination of qµ’s with µ < (km),
(b) q(km) is a linear combination of qν ’s with mi(ν) < m and ν > (k
m).
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In fact one can iteratively use (a) ((b) respectively) to express qλ –and thus
pλ– as a linear combination of the elements in (4.6)((4.7) respectively).
Now let us turn to the proof of (a) and (b). Recall that ξm is an mth
primitive root of 1. One has
m∏
i=1
(∑
n
qnξ
in
mz
n
)
=
m∏
i=1
Ym(ξ
i
mz)(4.9)
= exp
(∑
m∤n
(ξnm + ξ
2n
m · · ·+ ξ
mn
m )z
n
nǫn
pn
)
= 1,
where we use the fact that
∑m
i=1 ξ
in
m = 0 if m ∤ n. For every positive integer
k, considering the coefficient of zkm in Equation (4.9), we have
(4.10) mqkm +
∑
ν
cνqν + (−1)
(m+1)kq(km) = 0,
where the sum is over ν such that 1 < l(ν) ≤ m and ν 6= (km). Note
that among all partitions µ such that |µ| = km and l(µ) ≤ m, (km) is the
largest and (km) is the smallest in terms of the dominance order. Thus
qkm is a linear combination of some qµ’s with µ < (km), and q(km) is a
linear combination of qµ’s with mi(µ) < m and µ > (k
m). This finishes the
proof. 
Remark 4.2. From the proof we see that qλ is a linear combination of
qµ’s with m ∤ µ ≤ λ, and it is also a linear combination of qµ’s with µ ≥ λ
and mi(µ) < m.
We need some linear operators on Λ(m)(ǫ). For a positive integer n with
m ∤ n, define hn, h−n ∈ EndQ(ǫ)(Λ
(m)(ǫ)) by:
hn · v = nǫn
∂
∂pn
v,(4.11)
h−n · v = pnv,(4.12)
where v ∈ Λ(m)(ǫ).
For an operator A on Λ(m)(ǫ), the conjugate A∗ is defined by 〈A ·u, v〉 =
〈u,A∗ ·v〉 ( u, v ∈ Λ(m)(ǫ)). We say A is self-adjoint if A = A∗. We say that A
is a raising operator for the set {qλ} if A·qλ is of the form A·qλ =
∑
µ≥λ aλµqµ
for all qλ in this set.
We can easily prove that h∗n = h−n and hi.qn = qn−i for n ∈ Z and
m ∤ i > 0.
4.1. A generalization of modular Hall-Littlewood functions.
For the algebra Λ(m)(ǫ) (of symmetric functions), we consider ǫn =
qn−1
(1−ξnm)c
n ,
where m ∤ n and q, c are two parameters. We define the following vertex
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operator
X(z) = exp
( ∑
m∤n≥1
znh−n
n
(1− ξnm)c
n
)
exp
( ∑
m∤n≥1
z−nhn
n
(1− ξnm)
)
(4.13)
=
∑
n
Xnz
−n,
which maps Λ(m)(ǫ) to Λ(m)(ǫ)[[z]], the space of formal power series of
Λ(m)(ǫ) in z. We will show that the eigenvectors of X0 form an orthog-
onal basis of Λ(m)(ǫ).
Lemma 4.3. Define Rn ∈ Λ
(m)(ǫ) by
exp
( ∑
m∤n≥1
znpn
n
(1− ξnm)c
n
)
=
∑
n≥0
Rnz
n,
then we have ∑
i≥1
Riqn−i = (q
n − 1)qn.
Proof. This follows from the following computation:∑
n≥0
(
∑
i≥0
Riqn−i)w
n =
∑
i≥0
Riw
i ·
∑
j≥0
qjw
j
= exp
( ∑
m∤n≥1
wnpn
n
(1− ξnm)c
n
)
exp
( ∑
m∤n≥1
wnpn
nǫn
)
= exp
( ∑
m∤n≥1
wnpn
nǫn
qn
)
=
∑
n≥0
qn(qw)
n.

Theorem 4.4. The operator X0 is self-adjoint and acts on qλ
′s as a
raising operator, i.e. X0 ·qλ =
∑
µ≥λ cλµqµ. Moreover the leading coefficient
is given by
cλλ = 1 + (1− ξm)
l(λ)∑
i=1
(qλi − 1)ξi−1m .
Remark 4.5. Combining this with Remark 4.2, we can also write X0 ·
qλ =
∑
λ≤µ∈Pm
c′λµqµ. Moreover c
′
λλ = cλλ if λ ∈ Pm.
Proof. Let us first define an operator Yn on Λ(ǫ) by:
(4.14) Y (w) = exp
( ∑
m∤n≥1
wn
nǫn
h−n
)
=
∑
n
Ynw
n.
Note that the action of Yn on Λ(ǫ) is the multiplication by qn, i.e. Yn·v = qnv.
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For a partition λ = (λ1, . . . , λs), X0 ·qλ is the coefficient of z
0wλ11 · · ·w
λs
s
in the following expression
X(z)Y (w1) · · ·Y (ws) · 1
= exp
( ∑
m∤n≥1
znh−n
n
(1− ξnm)c
n
)
exp
( ∑
m∤n≥1
z−nhn
n
(1− ξnm)
)
·
s∏
i=1
exp
( ∑
m∤n≥1
wni
nǫn
h−n
)
· 1
=
∑
n≥0
Rnz
n ·
s∏
i=1
exp
( ∑
m∤n≥1
wni
nǫn
h−n
) s∏
i=1
exp
( ∑
m∤n≥1
(wi/z)
n
n
(1− ξnm)
)
· 1
=
∑
n≥0
Rnz
n ·
∑
n1,...,ns≥0
qn1w
n1
1 · · · qnsw
ns
s ·
s∏
i=1
1− ξmwi/z
1− wi/z
·
Note that 1−ξmwi/z1−wi/z =
∑
k≥0 ak(wi/z)
k, where a0 = 1 and ak = 1 − ξm for
k ≥ 1. Therefore we have that
X0 · qλ =
∑
i1,...,is≥0
Ri1+···+isai1qλ1−i1 · · · aisqλs−is
=
∑
λj
(1− ξm)
kqλ
qλj1 · · · qλjk
∑
i1,...,ik≥1
Ri1+···+ikqλj1−i1 · · · qλjk−ik ,(4.15)
where we have pulled out qλj whenever ij = 0 and λj = (λj1 , . . . , λjk)
runs through any subsequence of λ. By Lemma 4.3, Rn and qn satisfy the
assumption of Theorem 3.1 with dn = q
n − 1. Using Theorem 3.1 we can
compute the inside sum on the right of (4.15) as
∑
µ≥λj
dλjµqµ with the
leading coefficient (qλjk − 1)(−1)k−1. Therefore
X0 · qλ =
∑
λj
(1− ξm)
kqλ\λj
∑
µ≥λj
dλjµqµ
=
∑
λj
∑
µ≥λj
(1− ξm)
kdλjµqµ∪(λ\λj)
=
∑
µ≥λ
cλµqµ.
The leading coefficient is
1 +
∑
λj 6=∅
(1− ξm)
k(qλjk − 1)(−1)k−1
=1 +
l(λ)∑
k=1
(1− ξm)
k
∑
l(λj)=k
(qλjk − 1)(−1)k−1
10 TOMMY WUXING CAI, NAIHUAN JING, AND JIAN ZHANG
which is equal to cλλ by the binomial formula. 
Note that it is possible that cλλ = cµµ for λ 6= µ. For example, this
happens when λ = (1k2m+l), µ = (1k+2m2l). However if we restrict the
partitions to those with multiplicities less than m, than λ 6= µ does imply
cλλ 6= cµµ. To see this, for λ = (1
m1(λ)2m2(λ) · · · ) we can rewrite the main
part of cλλ:
fλ(q) =
l(λ)∑
i=1
(qλi − 1)ξi−1m
= (q − 1)
∑
m1(λ)≥j≥1
ξl(λ)−jm + (q
2 − 1)
∑
m2(λ)≥j≥1
ξl(λ)−m1(λ)−jm
+ (q3 − 1)
∑
m3≥j≥1
ξl(λ)−m1(λ)−m2(λ)−jm + · · · .
If cλλ = cµµ then fλ(q) = fµ(q). Then we must have
∑l(λ)
i=1 ξ
i−1
m =∑l(µ)
i=1 ξ
i−1
m , which leads to m|l(λ) − l(µ) using the fact that
∑r
i=1 ξ
i
m = 0 if
and only ifm|r. Comparing the coefficients of q in fλ(q) and fµ(q), we should
havem | m1(λ)−m1(µ). Butm1(λ),m1(µ) ∈ [0,m−1] thusm1(λ) = m1(µ).
Similarly, we can show that mi(λ) = mi(µ) for i = 2, 3, · · · . Therefore we
have λ = µ.
Remark 4.6. Using the same argument, we can show that cλλ = cµµ if
and only if mi(λ) ≡ mi(µ) mod m for all i ≥ 1. Thus if cλλ = cµµ, λ 6= µ
and |λ| = |µ| then both λ and µ have a multiplicity greater than m.
Corollary 4.7. Let ǫn =
qn−1
1−ξnm
c−n. Then for each partition λ ∈ Pm
(with mi(λ) < m), there is a unique symmetric function Qλ in the algebra
Λ(m)(ǫ) such that
(1) Qλ =
∑
λ≤µ∈Pm
Cλµqµ, where Cλµ ∈ Q(ǫ) with Cλλ = 1,
(2) Qλ is an eigenvector of X0.
Moreover these Qλ’s give rise to an orthogonal basis of Λ
(m)(ǫ) and X0.Qλ =
cλλQλ with cλλ given in Theorem 4.4.
Proof. To prove the first statement we need to show that there is
a unique set of constants Cλµ, λ ≤ µ ∈ Pm with Cλλ = 1 such that∑
λ≤µ∈Pm
Cλµqµ is an eigenvector of X0, i.e.,
∑
λ≤µ∈Pm
cλλCλµqµ =
∑
λ≤µ∈Pm
CλµX0 · qµ.(4.16)
Here we used the fact that the eigenvalue is cλλ. LetX0·qµ =
∑
λ≤µ∈Pm
c′µνqν
(see Theorem 4.4), and we compare the coefficients of qν for ν ≥ λ in both
sides of (4.16). For ν = λ, the coefficients in both sides are already equal,
MACDONALD FUNCTIONS AT ROOTS OF UNITY AND NEWTON’S IDENTITY 11
and Cλλ = 1 is fixed. For ν > λ, we solve that
Cλν =
∑
ν>µ≥λ Cλµc
′
µν
cλλ − cνν
.
By induction on the dominance order we see that each Cλν is uniquely
determined by this formula. This finishes the proof of the first statement.
As for the second statement, we first have X0 ·Qλ = cλλQλ by Theorem
4.4 (and Remark 4.5). It follows from the self-adjointness of X0 that
cλλ〈Qλ, Qµ〉 = 〈X0 ·Qλ, Qµ〉 = 〈Qλ,X0 ·Qµ〉
= cµµ〈Qλ, Qµ〉.
Therefore Qλ are orthogonal by the fact that cλλ 6= cµµ for λ 6= µ. 
Remark 4.8. Set c = ξ−1m ; then ǫn =
1−qn
1−ξ−nm
corresponds to the special-
ization of t = ξ−1m in Macdonald functions. The vertex operator and the
eigenvalue are given by
X(z) = exp
( ∑
m∤n≥1
znh−n
n
(ξ−nm − 1)
)
exp
( ∑
m∤n≥1
z−nhn
n
(1− ξnm)
)
,
cλλ = 1 + (1− ξm)
l(λ)∑
i=1
(qλi − 1)ξi−1m .
Furthermore, if we consider m = 2 (ξm = −1) and q = 0, then ǫn =
1
2
(for odd n), then Qλ’s (for strict partition λ) are Schur Q-functions.
Remark 4.9. The symmetric functions we constructed bear certain sim-
ilarity with the deformation of Schur’s Q-functions [J2] constructed via ver-
tex operators similar to [J1]. These q-Schur Q-functions were later sys-
tematically studied in [TZ] where they conjectured the positivity of the
q-Kostka polynomials. In [WW1, WW2] a different deformation of Schur
Q-functions was studied from the viewpoint of representation theory of spin
groups.
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