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研究成果の概要（和文）： 
 本研究は，組み込みプロセッサ向け仮想化環境の研究，および異なるプロセッサアーキテク
チャを持つプロセッサの相互接続手法の研究の 2 点を研究の目的とした．研究成果として，組
み込みシステムで広く使用されている ARMプロセッサをターゲットとする仮想化ソフトウェア
の開発手法を明らかにし，また実際に実装することで手法の正しさを検証した．また，OpenCL
を拡張した Hybrid OpenCL により，効率的に複数のプロセッサを相互接続できることを明らか
にした． 
 
研究成果の概要（英文）： 
The objectives of this research are (1) a research on a virtualization environment for 
an embedded processor, and (2) a research on an interconnection method for heterogeneous 
processors. The research results include a clarified and verified method to construct 
a virtualization software targeted for the ARM processor architecture, which is a widely 
used processor architecture for embedded systems, and also an interconnection runtime 
system based on OpenCL, called Hybrid OpenCL, which enables efficient interconnection 
between multiple processors. 
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１．研究開始当初の背景 
 
 我々の身の回りには，製品にコンピュータ
が組み込まれた組み込みシステムが数多く
ある．これらの製品は，その比較的単純な目
的を達成するために従来 8bit マイコン程度
の安価なプロセッサにより制御を行うもの
が主流であった．ところが近年，利便性を高
めるために LCD等の画面で GUIが提供される
ようになり，さらにインターネット接続や他
機器とのネットワーク化による連携・協調動
作が行われるようになると，製品の差別化を
図るための高機能化が急速に進み，組み込み
システムのソフトウェアの規模，複雑さは増
大の一途をたどっている．そのため，高速か
つ高機能なプロセッサが使用されるように
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なり，ソフトウェアの基盤となるオペレーテ
ィングシステム（OS）も，小型プロセッサ用
のリアルタイム OS（RTOS）から，より高機能
な Linux 等の汎用 OS への移行が進行中であ
る．ソフトウェアの規模，複雑さの増大は，
その十分な信頼性の確保を困難にしている
ため，基盤ソフトウェアレベルでの信頼性向
上が求められてきており，次世代の高信頼性
環境を目指している OpenTCや QUALCOMM社の
次世代携帯電話基盤ソフトウェアでは仮想
マ シ ン モ ニ タ （ VMM: Virtual Machine 
Monitor）上で OSを動作させるようになって
いる． 
 一方，プロセッサは高性能化と省電力化を
両立させるために，単なる高クロック化によ
る性能向上から，複数のプロセッサコアをワ
ンチップ化したマルチコアプロセッサへと
トレンドが移り変わりつつある．これは，組
み込みシステム用プロセッサも例外ではな
く，例えば ARM MPcore やルネサス SH-X3 な
どのワンチップに 4コアを搭載した組み込み
システム用マルチコアプロセッサが開発さ
れている．トレンドが高クロック化からマル
チコア化へとシフトしたことにより，現在の
コア数は 4程度が一般的ではあるが，近い将
来には 8 コアや 16 コア，32 コアのマルチコ
アプロセッサが一般的になると思われる． 
 マルチコア化が進みコア数が増大すると，
現在のように均質なコアを複数搭載するの
ではなく，性能的に特色を持ったコアを組み
合わせて搭載できるようになる．Sony，東芝，
IBMによる Cellプロセッサは 1つの汎用的な
用途のコア，および 8つの計算に特化したコ
アからなる非対称マルチコアシステムの実
例であり，また Intelも Many-Core戦略とし
て非対称マルチコアプロセッサアーキテク
チャを発表している．将来的にはアプリケー
ションの用途に適したコアを組み合わせて
使用するようになると思われ，用途が比較的
限定しやすい組み込みシステムではこの傾
向はさらに強まると予想される． 
 
２．研究の目的 
 
 本研究「組み込み非対称マルチコアシステ
ムのための仮想基盤環境」は，将来的なプロ
セッサのトレンドになっている非対称マル
チコアプロセッサを活用するために必要と
なる機能を，組み込みシステムを対象として
研究することを目的としている．そのため，
主に次の 2点を研究の目的とした． 
 (1) 組み込みプロセッサ向け仮想化環境
の研究：複数の異なるプロセッサアーキテク
チャからなる非対称マルチコアプロセッサ
を活用するためには，異なるアーキテクチャ
の差異を吸収する必要がある．そのための手
法として，本研究では仮想化環境を用いる．
しかしながら，仮想化環境はサーバが主な用
途であったため，組み込み用途で幅広く使用
されているプロセッサ用の仮想化環境の研
究開発の事例はなかった．そのため，組み込
み用途で幅広く使用されているプロセッサ
をターゲットとした仮想化環境の研究を行
うことを目的の 1つとした． 
 (2) 異なるプロセッサアーキテクチャを
持つプロセッサの相互接続手法の研究：非対
称マルチコアプロセッサアーキテクチャの
プログラミングをサポートするためには，言
語レベルでプロセッサの相互接続を実現す
る必要がある．そこで，各プロセッサの性能
を最大限生かしつつ，複数の異なるプロセッ
サアーキテクチャを接続するために，言語レ
ベルでプロセッサの相互接続を行う手法に
ついて研究開発を行うことを 2つめの目的と
した．言語レベルで，複数のプロセッサを接
続する際に，ランタイムは仮想化したものと
なる．そのような仮想化したランタイムの研
究開発の研究開発を行うことも目的とした． 
 
３．研究の方法 
 
 2 つの研究目的について，それぞれ研究の
方法について述べる． 
 (1) 組み込みプロセッサ向け仮想化環境
の研究：研究開始時点で，組み込みプロセッ
サをターゲットとした仮想化ソフトウェア
についての研究開発事例はなかった．そのた
め，開発当初から組み込みプロセッサをター
ゲットとすることはリスクを伴うと考えた．
そこで，まずは仮想化の事例があるプロセッ
サについて，仮想化ソフトウェアの開発を行
い，組み込みプロセッサをターゲットとした
仮想化環境を構築するにあたり問題となる
点について検討を行うこととした．この事例
のあるプロセッサとしては x86プロセッサを
用いるものとした．開発開始当初，x86 プロ
セッサの仮想化についての研究はさかんに
行われていたため，仮想化ソフトウェア開発
のための情報を多く入手することができた．
x86 プロセッサをターゲットとし，組み込み
システムを用途として想定し，軽量かつリア
ルタイム性を考慮した設計を行い，実装する
ことにした． 
 すでに事例のあるプロセッサとして x86プ
ロセッサについて，仮想化ソフトウェアの開
発を行った後に，組み込みプロセッサをター
ゲットとした仮想化ソフトウェアについて
の研究を行うこととした．ターゲットとして
は，組み込みシステムで広く使用されている
ARM プロセッサを使用することとした．仮想
化ソフトウェアを実現するためには，ターゲ
ットとするプロセッサについて，実行環境に
影響を与えるセンシティブ命令が何である
か，それらセンシティブ命令はプロセッサが
  
特権モードである時にのみ実行可能な，即ち，
非特権モードでの実行時には例外を起こす
特権センシティブ命令であるか，または非特
権モードでも実行できてしまい，特権モード
での実行時とは異なる副作用を引き起こす
非特権センシティブ命令であるかの分類を
する必要がある．ARMプロセッサについては，
この特権センシティブ命令および非特権セ
ンシティブ命令の分類が明らかになってい
なかったため，この分類をすることから始め
る必要があった．また，分類が正しいことを
検証するために，その分類をもとに構築した
仮想化ソフトウェア上で Linuxオペレーティ
ングシステムを動作させることとした． 
 また，仮想化ソフトウェアの開発は 2段階
に分けて行った．まずは，仮想化ソフトウェ
アの実行環境としてプロセッサエミュレー
タを用いて開発を行った．これは，仮想化ソ
フトウェアのデバッグを容易にするためと，
センシティブ命令の挙動を正確に把握する
ためである．プロセッサエミュレータ上で動
作する仮想化ソフトウェアを実現し，Linux
オペレーティングシステムを動作させるこ
とでその実装の正しさを検証した後に，実機
上に仮想化ソフトウェアを実現し，詳細な性
能評価を行うこととした． 
 (2) 異なるプロセッサアーキテクチャを
持つプロセッサの相互接続手法の研究：異な
るプロセッサアーキテクチャを持つプロセ
ッサの相互接続を行うために，独自の仮想化
レイヤについて研究を行う方針であったが，
研究開始時にちょうど異種混在の計算資源
を利用した並列コンピューティングのため
のフレームワークとして OpenCL が制定，標
準化され，また組み込み用のプロファイルも
策定されているため，OpenCLをベースに研究
を行うこととした． 
 OpenCLを用いることで，異なるプロセッサ
で行う処理を，言語レベルで記述可能になる．
しかしながら，非対称マルチコアシステムに
対応するためには，異なるプロセッサ同士を
接続する仮想化されたランタイムが必要に
なる．ここでは，そのようなランタイムを持
つ Hybrid化された OpenCLについて研究開発
を行うこととした． 
 Hybrid 化された OpenCL（以下，Hybrid 
OpenCL）は，異なる複数のプロセッサ同士を
接続することのできる OpenCL 実装である．
そのような OpenCL 実装を実現し，動作を検
証するために，ネットワーク化された環境を
用い，その上で複数の OpenCL 実装を接続す
るランタイムを研究することとした． 
 
４．研究成果 
 
 研究の目的と方法を述べた，2 つの項目の
それぞれについて研究成果を述べる．最後に，
2 つの研究成果を統合した場合の展望につい
て述べる． 
 (1) 組み込みプロセッサ向け仮想化環境
の研究：まず，x86 プロセッサをターゲット
とし，組み込みシステムを用途として想定し，
軽量かつリアルタイム性を考慮した仮想化
ソフトウェアの設計を行い，実装した．軽量
化のために，モード遷移のオーバヘッドを少
なくするために x86の 4レベルのリングアー
キテクチャを活用，割り込みや例外について
は仮想化ソフトウェアを経由することなく
直接カーネルに通知，センシティブ命令につ
いては実際に使用されているエミュレーシ
ョンの必要な命令のみデコーダを実装する
ことで，オーバヘッドの小さい仮想化ソフト
ウェアを実現することができた．さらに，軽
量化のために，割り込みや例外については仮
想化ソフトウェアを経由することなく直接
カーネルに通知することにしたため，当初，
仮想化ソフトウェアは全て割り込み禁止で
実行することとしていた．これが，割り込み
処理のリアルタイム性に影響することがわ
かったため，仮想化ソフトウェアを実行中で
あっても，カーネルに割り込みを通知できる
ようにする機構についても研究を行った．そ
の結果，割り込み禁止で実行される命令数を
大幅に削減することが出来た． 
 次に，組み込みシステムで広く使用されて
いる ARMプロセッサをターゲットとし，仮想
化ソフトウェアの設計を行い，実装した．仮
想化ソフトウェアを実現するために，ARM プ
ロセッサについて，特権センシティブ命令，
非特権センシティブ命令が何であるかを明
確に定義した．最も問題となるのは，特権モ
ードでの実行と非特権モードでの実行で，異
なる副作用を引き起こす非特権センシティ
ブ命令の存在である．これらを明確にするこ
とで，仮想化ソフトウェアで正しくセンシテ
ィブ命令をエミュレーションすることがで
きるようになった．さらに，ARM プロセッサ
の特徴および x86プロセッサとは大きく異な
る点として，特権と非特権の 2つしかないプ
ロセッサモード，バンクレジスタ，ドメイン
によるメモリアクセス制御がある．特権と非
特権の 2つしかないプロセッサモード，およ
びバンクレジスタに関しては，これらを仮想
化ソフトウェアにより仮想化し，仮想プロセ
ッサモード，仮想バンクレジスタを提供する
ことにより対応できることを示した．また，
ドメインによるメモリアクセス制御を用い
ることにより，カーネル・ユーザ間のアクセ
ス制御を効率的に実現できることを示した．
開発には QEMU プロセッサエミュレータを使
用した．開発した仮想化ソフトウェア上で
Linux を動作させることにより，設計の正し
さを示すことができた． 
 プロセッサエミュレータ上に実現した仮
  
想化ソフトウェアは，実機上に移植され，詳
細な性能評価行った．実機への移植にあたり，
同じ ARMプロセッサではあるが異なるマイク
ロアーキテクチャを持つプロセッサをター
ゲットとしたため，異なるマイクロアーキテ
クチャでは異なる非特権センシティブ命令
を持つことも明らかにすることが出来た．性
能についてベンチマークプログラムを実行
することでオーバヘッドを計測し，パフォー
マンスモニタレジスタを活用したオーバヘ
ッド要因の解析を行った．解析結果から，セ
ンシティブ命令が連続して実行されること
が多く，これが性能に影響していることがわ
かった．そこで，これらを単一の命令に仮想
化することで，性能向上が可能なことを明ら
かにした． 
 (2) 異なるプロセッサアーキテクチャを
持つプロセッサの相互接続手法の研究：仮想
化された Hybrid OpenCLランタイムにより非
対称マルチコアシステムの接続を可能にし
た．OpenCLは同一種類のデバイスのみ対象と
しているが，Hybrid OpenCL ではデバイスを
仮想化したランタイムを開発し，透過的に接
続可能にすることで，非対称なデバイスの取
り扱いを可能にした． 
 Hybrid OpenCL開発にあたり，OpenCLが前
提とする単一マシン，即ち同一種類の均一な
プロセッサ上での実行環境を，複数に分割す
ることから開発を始めた．複数の非均一非対
称な環境を模擬するため，ネットワークで接
続された複数マシンからなる実行環境を用
いた．まずは 1対 1で接続された 2台のマシ
ンを用い，1 台のホストマシンにおいてもと
になる OpenCL アプリケーションを実行し，
もう 1 台のリモートマシン上でその OpenCL
アプリケーションが使用する OpenCL カーネ
ルを実行できるように，ランタイムを分離し
た．そのランタイムの分離のためには，もと
もと OpenCL の仕様では想定されていなかっ
た複数のリモートデバイスをリストアップ
し管理する機能，および計算リソースの実態
とそれへのポインタを分離して管理する機
能が必要であるとわかった．Hybrid OpenCL
は，これらの機能を実現した． 
 さらに，1 台のホストマシンと複数台のリ
モートマシンからなる構成にも対応するこ
とで，OpenCL APIの全てがエラーコードを返
す仕様になっていることが，大きな通信コス
トを引き起こすことがわかった．また，模擬
環境で用いたネットワークで複数マシンを
接続した環境ではデータの送受信も大きな
オーバヘッドとなることがわかった．OpenCL 
API については，ホスト側とリモート側で非
同期に APIを実行することでオーバヘッドを
減少させる方法について検討を行った．また，
データの送受信については共有メモリを持
つことが出来れば，大きなオーバヘッドにな
らないことが検討された． 
 これら 2 つの研究成果を統合することで，
非対称なプロセッサを単一のプログラミン
グ環境で扱うことが出来るようになると考
えられる．(1)の仮想化環境を用いることに
より，異なる計算リソースを効率的に分離す
ることが可能になる．その上で(2)のプロセ
ッサの相互接続手法を用いることで，他方の
プロセッサを透過的に利用することができ
るようになる． 
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