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ABSTRACT
Many predictive maintenance approaches focus primarily on fault monitoring and
diagnosis of rotating machinery. Today's industrial "reliability-based" maintenance
programs implement vibrational analysis techniques as a sound foundation in minimizing
unnecessary machine downtime. These approaches, based upon on-line data acquisitions
and analysis may be used to increase component availability and ultimately forecast
remaining life. Depending upon the specific type of machinery under consideration,
measurements such as temperature, voltage, current, rotational speed, power, and torque
may be analyzed to enhance machinery diagnostics capability.

The purpose of the proposed research is to formulate and implement a methodology
to estimate the remaining useful life (residual life) of certain rotating machinery in industrial
plants. By using experimental and analytical techniques, the research primarily focused on
the monitoring of fractional horsepower induction motors. A motor test laboratory was
developed to acquire experimental data under certain accelerated testing conditions.
Regression models and neural networks were developed for individual accelerated tests, and
also for the combined data in order to generate single "generic" prediction models for
residual life estimation. These data may be used for on-line estimation of residual life, and
V

to establish models trained using failure data. Motor insulation degradation was also
considered, both experimentally and using an analytical formulation. 'Virtual trending' of
internal parameters, such as the insulation breakdown voltage, was also considered to
establish alarm levels in terms of a measurable quantity such as a voltage or motor
temperature. This technique was applied to industrial machinery data. An important
outcome of this research was the development of a long-term degradation model from test
data and physical degradation relationships for electric motors. A systematic approach
using adaptive regression models and extrapolative artificial neural networks, was
developed for life prediction of rotating machinery.
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Chapter 1
INTRODUCTION
1.1 Problem Statement

Industrial success in today's ever competitive business market depends largely on
new and innovative maintenance strategies which focus on increasing plant component
reliability. For example, many predictive maintenance (PDM) programs focus on fault
monitoring and diagnostics associated with industrial machinery. Through the analysis of
such PDM data, the present condition and ultimately the residual life (remaining life) may
be estimated. PDM results are trended with time in order to monitor machine condition at
any given instant. As a result, unscheduled downtime is minimized as equipment reliability
and the associated availability are increased.

In the l 990's, induction motors continue to serve as the backbone of the industrial
processing line. Approximately 55 percent of the total electric energy generated is
consumed by electric motors [5]. Electric motors are used more than any means to power
industrial equipment. Ranging in various sizes from fractional to large-scale horsepower,
industrial motors may significantly contribute towards a successful, or alternatively, to a
harmful year for businesses. According to a U.S. Department of Energy report, 77 percent
of all industrial-based motors are small (1 - 5 hp) as shown in Table 1 . 1 . Furthermore, the

1

Table 1.1: Electric motor population and energy consumption, 1977
Number of Motors
Horsepower
Annual Electric Energy
New Sales, average for
(thousands)
1973-1977 (thousands)
Cons. (billions of kWh)
Range
54,583
1-5
3,567
34
10,421
5.1 - 20
103
573
3,313
155
151
21 - 50
1 ,703
51 - 125
59
338
1,004
573
> 126
35
71,024
4,385
1,203
Total
Source: U.S. Department of Energy Report. DOE/CS-0147, 1980.
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faulty performance of a motor may result in unscheduled plant downtime as vital
component availability is reduced. The performance monitoring of small horsepower
induction motors, in order to estimate residual life through experimental and analytical
methods, is the focus of the present research. Models of system degradation, advanced data
processing, and laboratory experimentation are being implemented in order to achieve
specific objectives. Accelerated testing of small horsepower induction motors, involving
known mechanical and/or electrical anomalies, is being undertaken to monitor and trend
their performance.

A major area of the research focuses on the development of 'alarm time' and
'failure time' associated with plant machinery. An alarm level generally provides
information concerning the degraded state of the component in question. Alternatively, a
failure level indicates a change in which the component can no longer perform its intended
function safely. The difference between these two levels represents a function of the
degradation trend of the measured parameter. Obviously, a signature that exhibits a
significantly large gradient in its associated trend should have a conservative time span,
large enough between the two levels in order to schedule its maintenance. This is the basis
for estimating the residual life of a component. The residual life of a component is defined
using the time-to-alarm. Many industrial-based predictive maintenance programs set alarm
levels according to statistical analysis from previous component failure experiences without
considering certain system failure characteristics. Added to this problem is the fact that
motor manufacturers, for example, generally refrain from providing customers with such
3

experimental failure data. Hence, it is imperative to identify the various failure modes and
their effects on system performance in general; this is what is meant by performing an
FMEA (failure modes and effects analysis). Additionally, it is important to be able to
recognize certain trends in the data in order to assess the machine's condition.

The determination of the life cycle for a given piece of machinery is also an
objective of the current research. Electric motors of all sizes, for example, have no
established design life limits due in large part to the fact that a wide plethora of factors
influence the life. Table 1.2 indicates the average motor life and associated life ranges for
three-phase motors of various sizes. Such a table was based on a study made by the U.S.
Department of Energy. It was found that the average life for all units considered is 13.3
years [5]. This table may be used for ce1tain life-cycle calculations with appropriate
consideration given to certain abnormal operating conditions.

1.2 Objectives of the Research

The purpose of the proposed research is to develop practical and innovative
technologies in order to enhance solutions associated with industrial maintenance programs.
Current estimates reveal that the total maintenance expenditures for U.S. industry cost
between $200 - $300 billion per year [22]. The primary objective of the research is to
develop and implement new and existing technologies, respectively, for the monitoring of
various plant components such that predictive forecasting can be improved and ultimately
4

Table 1 .2: Average electric motor life based on industrial operation
Horsepower Range

Average Life
Life Range
(years)
(years)
10 - 1 5
< 1
1 2.9
1 -5
13 - 1 9
1 7.1
1 6 - 20
5. 1 - 20
1 9.4
18 - 26
21 - 50
21 .8
24 - 33
51 - 1 25
28.5
> 1 25
25 - 38
29.3
Source: U.S . Department of Energy Report. DOE/CS-01 47, 1 980.

s

contribute towards reduced maintenance costs. Particular emphasis is centered on fractional
horsepower induction motors.

The objectives of the proposed research were achieved by the accomplishments of
the following tasks. Some of the tasks were identified in consultation with industry
personnel.

• An in-depth literature review associated with fractional induction horsepower
motors and their various failure modes was undertaken. A study of the degradation
of the stator winding electrical insulation (dielectric) system was also considered in
this task.

• Development and implementation of a data acquisition system, which was both
automated and manual, depending upon the specific measurement. Such a system
was used on small induction motors.

• Design of various accelerated tests on identical fractional horsepower induction
motors in order to observe and trend the degradation process and generate a failure
database. Such results have been used for various analyses purposes.

• Development of statistical, time-dependent, regression models in order to
estimate residual life. Various forms of regression models are considered:

6

• static model
• dynamic model
• single model (averaged over entire data sets)
• adaptive model

Figures 1. 1 and 1.2 show examples of linear fits for both ordinary (static) regression
and adaptive regression. Analysis of optimal window size of data has also been
considered as part of this task. This approach will utilize signature trends based on
a database consisting of signatures.

• Development of artificial neural networks (ANNs) in order to predict signature
performance as a function of certain accelerated tests (external phase imbalance),
and their use as extrapolative models. Based on a statistically reliable failure
database, such networks could be trained to understand the physics of system
operation.

• Combining prediction models of similar experiments in order to develop a single
prediction model. The motor test data were used for the on-line estimation of
residual life and to establish models using trained failure data.

7
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Figure 1 . 1 : Linear fit for ordinary regression
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Figure 1 .2: Linear fit for adaptive regression

9

• Development of analytical models for long-term performance degradation of
electric machines operating under steady-state conditions. These analytical models
will be used to validate empirical model results and will include both electrically
balanced and unbalanced cases.

• Determination of 'alarm time' and 'failure time' in the estimation of residual life.
This will be accomplished by utilizing the Arrhenius relationship describing the
thermal life performance of stator winding insulation. This relationship is
approximated by the ten-degree rule which states that the insulation life is halved for
every 1 0 degree C rise above its rated temperature class.

• Development of relationship between a measurable parameter and a system
failure characteristic through a 'virtual trending' approach using a physical
relationship such as an empirical mathematical model.

• Development of a probabilistic approach for quantifying lifetime estimation
accuracy. This approach will be used to develop a degree of confidence associated
with life prediction as well as an additional means of developing alarm levels using
a reliable failure database.

• Validation of results using industrial data acquired from large-scale machinery,
and the generation of models unique to such operating machinery.
10

1.3 Review of Prior Work

There have been extensive studies associated with the failures of various electrical
machinery such as motors and generators. A major area of interest associated with the
failure of electric motors is the integrity of the stator winding insulation. Various diagnostic
tests--both destructive and non destructive--have been performed in order to observe the
effects of electrical insulation degradation. A number of conventional methods for testing
stator winding condition must be performed with the motor off line. Such methods include
megger testing, HI-POT testing, and surge testing. Since certain organic materials represent
a large fraction of insulating systems, various applications of the Arrhenius relationship are
used in evaluating and assessing insulation life. The Arrhenius rate model is widely used to
model electrical insulation life as a function of temperature. Here, the mean log (base 1 0)
breakdown (dielectric) voltage of stator winding insulation is expressed as

log V = a - �t.exp(-"{ff)

(1.1)

where t represents the time or life. The parameters a, �, and 'Y are constants, characteristic
of the insulation class at a given absolute temperature T[ l]. The values of the constants are
a function of the specific materials used as well as their chemical interactions based on a
given operating temperature. The determination of these constants requires extensive and
complex test procedures. Additionally, it requires a considerable amount of experience to
11

translate these data to actual motor life [1]. Many probabilistic studies have been proposed
for estimating the condition of electrical insulations. Unfortunately, determination of the
remaining life of insulating systems has been a difficult task, due in large part, to the lack of
well-defined degradation models and the lack of failure data.

A second area of interest associated with the failure of electric motors deals with
rotor-induced faults. Various field tests have been developed in order to detect rotor
problems. Vibration monitoring under loaded conditions has been found to be a popular
means of diagnosing rotor condition. Commercial expert systems have been developed to
identify possible faults through the monitoring of vibration waveforms and spectra. The
analysis of electric current spectra has been found to represent an additional means of
identifying rotor-induced faults such as broken rotor bars. Unfortunately, due to economic
considerations, much of this research has been centered around large motors. It may be
difficult to apply some of the methodologies to smaller motors; small four-pole motors, for
example, generally experience less vibration than larger two-pole motors. The monitoring
of other variables such as temperature, voltage, or motor power provide information about
motor degradation.

Setting alarm levels for various measurable quantities is an important issue to be
addressed in establishing the degraded state of a plant component. Statistical indicators
acquired from prior failure data are currently used as the primary means of developing such
alarms. This approach, however, is limited because it does not take into account the current
12

degradation of an internal system characteristic such as the stator winding insulation
(dielectric) breakdown voltage associated with ac induction motors.

1.4 Methodology

Various experimental and analytical methods were designed in order to achieve the
objectives of the research. These included laboratory experimentation, system degradation
modeling techniques, and advanced data processing.

Several system parameters were monitored and measured on-line and trended over
time as part of a sound condition-based maintenance approach as shown in Figure 1.3.
Ideally, parameters measured on-line should be specific operating characteristics which are
indicative of system performance.

An electric motor laboratory was developed in order to experimentally monitor
fractional horsepower induction motors under full load and continuous operation.
Accelerated testing, by the introduction of an artificially-induced external phase imbalance,
was performed on different motors under similar operating conditions in order to develop a
statistically reliable failure database. Additional accelerated tests were also performed by
introducing mechanical anomalies such as cracking a rotor bar and removing bearing
grease.

13
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Figure 1 .3 : Elements of a condition-based maintenance program
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The data acquisition system is both automated and manual, depending upon the
specific parameter to be measured. In addition to motor current, vibration and temperature,
the following parameters were measured and trended over time:

1. Voltage between T7 phase and neutral.
2. Voltage between T8 phase and neutral.
3. Voltage between T9 phase and neutral.
4. Voltage between T7 phase and ground.
5. Voltage between T8 phase and ground.

6. Voltage between T9 phase and ground.
7. Voltage between neutral and ground.
8. Voltage between T7 phase and T8 phase.
9. Voltage between T7 phase and T9 phase.
10. Voltage between T8 phase and T9 phase.
11. Motor total three phase power (input).
12. Motor shaft speed.

Figure 1.4 shows a schematic of a typical three phase wye-type circuit with the
respective measurements. The motor power was monitored for the first time in this project
for continuous run tests.
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Experiments were concluded at a point when the motor's required performance was
no longer achievable. Using these failure data, regression models were developed for
individual experiments and combined into single generic models for signature residual life
estimation. Consider a simple linear static degradation model of the form

Here, Yi represents some measurable quantity such as temperature, vibration or voltage for
component i out of a statistically reliable population. The constants ai and bi represent the
intercept and degradation rate, respectively for experimental variable Yi· Additional higher
order dynamic models may be developed for individual experiments and combined
according!y.

Modeling of stator insulation degradation was also performed using experimental
data. As previously mentioned, the Arrhenius relationship may be used to relate temperature
with a limiting internal parameter unique to a given insulation class. High temperature,
constant condition operation will result in the change of an internal characteristic such as
the insulation (dielectric) breakdown voltage. Unfortunately, it may not be possible to
measure this parameter on-line. The idea is to relate such an internal parameter to one or
more measurable parameters by means of a model. Using a large and statistically reliable
database, relationships such as the Arrhenius model may be utilized to develop system
specific models for residual life estimation of a given class of motors.
17

Using the information based on such analyses, alarm levels may be established in
terms of a measured variable such as a voltage, a temperature, or a model-predicted
breakdown voltage as a function of time. The methodology has also been applied to larger
rotating machinery using data from an operating plant.

The careful examination of motor power under constant operating conditions is used

as an additional diagnostic tool to detect changes in system performance. The effect of a
high temperature gradient upon the motor power may also be generically modeled.

1.5 Contributions of the Research

The primary contributions of the research are the development of new and
innovative techniques for residual life estimation of plant components and a methodology
for establishing appropriate alarm levels. Both experimental and analytical methods
constitute original contributions of the research. Although much of the research is focused
on fractional induction horsepower motors, the methods developed in this research may be
applied to various types of rotating machinery used in industrial facilities (pumps,

compressors, fans, etc.).

The following are the significant contributions of the research which contribute to
the overall goals discussed above.
18

• The development of linear and nonlinear regression models using multivariate
techniques. These models trend the data and are used to predict the residual life at a
specific time instant during machine operation.

• The development of extrapolative Artificial Neural Networks (ANNs) for
residual life estimation. Such models were trained based on a reliable failure
database and recognize various failure modes.

• The development of probabilistic models describing the likelihood of failure for a
class of components at a given time instant. An expression for the probability that
the component lifetime is less than some estimated alarm time has been derived.
This probabilistic approach is also used to develop specific alarm levels based on a
statistically reliable database. This approach has been demonstrated with
application to test data.

• The development of steady-state nonlinear models associated with the long-term
simulation of electric motors. These models primarily focus on the behavior of
stator winding insulation as a function of temperature change, brought about by a
phase imbalance or some other mechanically-induced anomaly.

19

• The development of a methodology for establishing alarm levels for plant
components with a focus on small horsepower induction motors. The degradation
of a physical internal parameter is related to one or more measured variables through
a 'virtual trend.'

1.6 Outline of Thesis

Chapter 2 presents an overview of the experimental system and the various
instrumentation and software used for data acquisition and analyses. Chapter 3 discusses
the various experimental procedures and the results obtained from specific accelerated life
tests. A discussion of alarm levels and failure levels is presented in Chapter 4. This chapter
includes a discussion of the various methods for setting certain alarm levels.

Chapter 5 discusses the methods used for life prediction, including regression and
extrapolative neural network techniques. A long-term degradation model for small
horsepower electric motors is presented in Chapter 6. Such a model has been used to
simulate the long-term degradation of small electric motors under various user-imposed
anomalies. Chapter 7 introduces a different method of monitoring component condition
while obtaining a degree of confidence associated with a prediction for residual life. A
probabilistic approach for confidence analysis, using the PDM data, is presented here. Its
relationship to alarm level establishment is also described. Finally, concluding remarks and
recommendations for future research are presented in Chapter 8.
20

Chapter 2

ELECTRIC MOTOR TESTING LABORA TORY
2.1 Description of Equipment

In order to assess a machine's current condition, and ultimately, predict its
remaining life, a systematic data acquisition of various parameters associated with its
performance, is essential. By trending various measurable guantities--electrical, mechanical
and thermal--statistical models may be developed for the estimation of residual life. A
motor testing laboratory was established for such purposes at The University of Tennessee
Nuclear Engineering Department. A number of small horsepower ( 1-2) three-phase motors
and various sensors (donated by industry) were used to obtain data under certain operating
conditions. The motors were mounted on a grounded support platform and loaded by
means of continuous duty generators whose electrical output was dissipated into heat
through a shunt resistor. A belt drive system was used as the coupling device between the
motor and the generator. The load to the motor may be changed by means of a fixed
resistance in series with a variable rheostat. There was an additional variable resistance in
series with one of the three phases of the motor. Such a resistance was used to manually
introduce and vary the imbalance in one of the phases.

The motors used for long-term testing had the following specifications:
• 1.5 horsepower
21

• three phase
• 230 V
• 5.3 FLA (Full Load Amperage)
• 1 725 RPM Rated Speed
• 60 Hz
• Class A type motors (locked rotor test)
• Class B type stator winding insulation

The generators used for motor loading had the following specifications :
• 2000 watt continuous duty
• single phase
• 1 20 V
• 16.7 amps
• 3600 RPM
• 60 Hz
• Class A type generators
• Class B type insulation

22

2.2 Description of Measurements

The purpose of the electric motor laboratory was to experimentally monitor
fractional horsepower induction motors under fully loaded conditions and continuous
operation. Accelerated testing, primarily through the use of an artificially-induced phase
imbalance, was performed in order to develop a statistically reliable motor degradation
database. Additional accelerated tests were performed by introducing mechanical
anomalies such as cracking a rotor bar and removing bearing grease. All motor tests were
continuous throughout each experiment. Each experiment was performed independently
under similar operating conditions. The goal was to combine developed prediction models
associated with each experiment into a single prediction model to be used for residual life
estimation. Although the models developed were unique to the specific motor type under a
given set of operating conditions, the methodology developed may be applied to various
classes of rotating machinery.

A variety of sensors and data acquisition instrumentation were used to collect both
mechanical and electrical data.

2.2.1 Motor Current Sensors
Three Fluke Y8100 current transformers were used to measure motor current m
each of the three phases. These sensors and associated power supplies allow measurements
to be made without breaking the circuit under test. The basic principle behind such
23

instrumentation may be understood by means of the Hall Effect. Here, the magnetic field
associated with a current carrying conductor is sensed by an electric magnet within the
transformer jaws of the current probe. A voltage is developed within the transformer which
is proportional to the intensity of the conducting magnetic field and thus the current. Based
upon the instrument's sensitivity (generally, 100 mV/amp), the voltage is converted to the
corresponding current.

2.2.2 Vibration Sensors
Two vibration sensors (accelerometers) mounted on magnetic bases, were used to
measure vibration levels at inboard and outboard locations on the motor. Typical
sensitivities for such vibration transducers are 100 mV/g. Generally, the signal is integrated
such that the vibration is monitored in terms of velocity (in/sec). This is due to the fact that
vibration velocity is a direct indicator of fatigue since it considers both displacement and
frequency. Vibration velocity has become the industry standard for evaluating machinery
based on vibration. Standard coaxial cables send the vibration signal to various signal
conditioning devices. Such accelerometers have a wide frequency response range of up to 5
MHz.

2.2.3 Temperature Sensors
Three type K thermocouples were used to measure motor temperature at various
locations. Two such thermocouples were positioned on the motor casing approximately 90
degrees apart and were embedded into the motor casing approximately three millimeters
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deep, in order to obtain data which were more representative of actual stator temperature. A
third thermocouple was used to monitor the outer casing (skin) temperature.

2.2.4. Power Transducer
A power transducer was used to measure the total input power to the motor. An
electrically isolated de voltage output is proportional to the instantaneous power averaged
over several cycles. This output voltage is converted to the corresponding power in watts.

In addition to these measurements, various phase voltages were measured using a
pre-calibrated Keithly standard multimeter. A standard hand held tachometer was used to
measure the rotor shaft speed.

2.3 Data Acquisition System

The data acquisition is both automated and manual, depending upon the specific
parameters of interest. Figure 2. 1 shows an overall schematic of the experimental setup
developed for the project. This figure also shows the various signal conditioning and
preprocessing devices used for automated data acquisition.

2.3.1 Automated Data Acquisition
The signals obtained from the two vibration sensors and the three motor current
probes were digitally processed using a PC-based system. Various filters and amplifiers
25
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Figure 2. 1 : Schematic of the experimental setup and data acquisition system
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were used to condition the signals prior to digitization. The vibration signals were low-pass
filtered using a Butterworth filter at a cut-off frequency of 400 Hz. Next, the signals were
high-pass filtered using a similar Butterworth filter at a cut-off frequency of 1 Hz to remove
any integration noise or DC bias. Finally, the vibration signals were amplified by a gain
factor of ten. The three current signals were filtered in a similar fashion but there was no
need to amplify the signals. Each of the signals was fed into a PC via a patch panel and a
corresponding analog-to-digital converter. A data acquisition system was developed using
the software package LabView. LabView is an icon-based graphical programming tool
with front panel user interfaces for control and data visualization and block diagrams for
programming. All of the five signals were simultaneously acquired at a rate of 250 samples
per second. Data acquisition may also be visually monitored through a user-defined
graphical interface. A total of 15,000 scans per signal were acquired for each measurement
for a total sampling time of 60 seconds. The time series data were written to a user-defined
file in a binary format. Such time series data files may then be used for analysis purposes.
A data analysis software package developed at the University of Tennessee Nuclear
Engineering Department (SAMS20, Signal Analysis and Multivariate Surveillance), was
used for specific analysis purposes. The data were analyzed in the time domain as well as in
the frequency domain via the Fast-Fourier Transformation (FFT) with a block size of 512.
Various statistical and correlation analyses among the signals were conducted in order to
observe any relationships between the signals.
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Additional frequency domain analyses for vibration and current signals were
performed using the Computational Systems Incorporated (CSI) 2 1 00 data logger and the
Master Trend® software system.

2.3.2 Manual System
Sometimes it may not be necessary to obtain detailed time-series data for
measurements such as temperature, rotor speed, and voltages. Here, simple measurements
of average or RMS values may be collected over time in order to observe trends which may
be indicative of possible system degradation. A number of electrical and mechanical
signatures were acquired manually using various measurement techniques. In addition to
the RMS values of three motor current signals and two vibration signals, the following
parameters were measured and trended over time:

1 . Three RMS temperatures measured at different locations.
2. RMS voltage between T7 phase and neutral.
3. RMS voltage between T8 phase and neutral.
4. RMS voltage between T9 phase and neutral.
5. RMS voltage between T7 phase and ground.
6. RMS voltage between T8 phase and ground.
7. RMS voltage between T9 phase and ground.
8. RMS voltage between neutral and ground (leakage voltage).
9. RMS voltage between T7 phase and T8 phase.
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10. RMS voltage between T7 phase and T9 phase.
1 1. RMS voltage between T8 phase and T9 phase.
12. RMS value of motor total three phase power (input).
1 3. RMS value of motor rotor shaft speed.

Refer to Figure 1.4 for the definitions of each of these voltages.

Each measurement was made twice a day at prescribed times throughout the
experiment. The motors have a 'wye' -type circuit which allows voltage measurements to
be made with a neutral point.

The data acquired on-line were used to monitor motor performance and ultimately
predict the residual life. Additionally, certain failure data were used to establish and
validate prediction models. These models were developed from the data.
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Chapter 3
ACCELERATED TESTING OF SMALL
HORSEPOWER ELECTRIC MOTORS
3.1 Introduction

A failure database for three induction motors was compiled during the research.
This chapter describes the experimental procedure used for specific accelerated motor
testing and presents the results obtained. Effects of electrical and mechanical anomalies
will also be discussed.

3.2 Effect of Introducing External Phase Imbalance

Three experiments on identical motors were conducted under near-identical
operating conditions in order to observe the various effects of accelerated aging. The
experiments were performed under full load conditions with a 5% step increase per day in
a variable resistance placed in series with one of the three phases of the motor. A 5% step
increase per day corresponded to a 5% increase in the series resistance itself; it does not
correspond to an actual 5 % phase imbalance. In order to determine the actual phase
imbalance under consideration, the following relation based on a NEMA (National
Electric Manufacturers Association) definition was utilized based upon respective RMS
phase measurements:
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Percent Phase Imbalance = 100 * (maximum current deviation from avera2:e current)
average current

Current imbalance has been found to represent a major problem affecting
industrial motors of many types. Imbalance may be caused by an internal imbalance in
the motor itself or by an imbalance associated with the power supply due to imbalance in
voltage magnitudes, phase angles, or the level of harmonic distortion between phases [6].
Internal motor imbalances may be caused by manufacturing deficiencies such as an
unequal number of turns associated with the windings or a misaligned rotor, for example.
For an unbalanced system, positive and negative current sequences may lead to motor
overheating, force unbalance, and speed reduction. NEMA Standard MG-1 provides a
discussion on the effects of unbalanced voltages and currents for electric motors.

A total of 20 days was required to obtain the maximum imbalance level following
a 5 % step increase in the series resistance. A 5% step increase in the series resistance of a
single leg corresponded to approximately a 2.5% step increase in the phase imbalance.
The experiments continued from this point under static conditions with a maximum phase
imbalance of approximately 50% until a point was reached in which the motor' s required
performance was no longer achievable. This 'failure' time varied from motor to motor.
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Under full load conditions, with no artificially-induced phase (or voltage)
imbalance, a running RMS current of 5 .4 amps (FLA) is expected in each of the three
phases (additionally, no internal electrical imbalance is assumed). As a phase imbalance
is introduced and increased, two of the phases will rise in magnitude in order to
compensate for the single decreasing phase. Figure 3.1 shows the average variation in the
root mean current based upon three experiments in the T7 phase, which was in series with
the external resistance with imbalance.

Similarly, Figure 3 .2 shows the average variation based on three experiments in
the remaining phases (T8 and T9) with imbalance. Note that these two phases increased
in current asymmetrically with respect to their slopes.

It is important to note that the time between a motor' s introduction to a maximum

phase imbalance and the failure time showed very little deviation, if any, in the final
values of the phase currents.

A significant phase imbalance may lead to a breakdown in the integrity of the
stator insulation. Obviously when such a phase imbalance exists, the remaining two
phases are experiencing abnormally high currents and significantly increased I 2 R losses
leading to severe thermal aging of the insulation at elevated temperatures. Table 3.1
shows the effect of unbalanced currents on motor temperature based on a similar but
slightly larger motor (5 hp) [5].
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Figure 3 . 1 : Variation in current in the T7 phase as a function of imbalance
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Table 3 .1 : Effect of Current Imbalance on Motor Temperature [ 1 ]
0.4
1 7. 7
Percent Unbalanced Current
30
Increased Temperature Rise
0
O
( C)
Source: 5-hp, 1 725 RPM, 230-V, three phase, 60-Hz motor.
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40.4
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Two thermocouples were positioned on the motor casing approximately 90° apart.
The thermocouples were also embedded into the motor casing approximately three
millimeters deep in order to acquire data that are more representative of actual stator
winding temperatures. As previously mentioned, a third thermocouple was also included
in order to monitor the outer casing (skin) temperature, on which the ambient temperature
had the most effect. All three average trends appeared to increase similarly based upon
the average of the three individual experiments as shown in Figures 3.3-3.5. The
difference between the outer casing skin temperature and the embedded horizontal
thermocouple reading was approximately 30° F. Since the embedded thermocouple is
approximately three millimeters deep into the motor casing, the actual stator temperature
should be significantly higher than its insulation class rating.

Of all the parameters monitored under test, motor temperature was one of the
most sensitive in responding quickly to transient (increasing phase imbalance) effects.
Obviously, temperature, like vibration, is a secondary measurement, since, it changes as a
result of a variety of system effects (mechanical and electrical) such as premature bearing
failure, cracked rotor bars, or stator insulation deterioration.

Note that the vertically positioned temperature readings are slightly less than those
for the horizontally positioned ones. This fact can be attributed to the effect of the motor
outboard fan which produced an air intake path directly above the thermocouple. The
horizontally positioned thermocouple was not in this path.
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Figure 3.3: Variation in casing horizontal temperature as a function of imbalance
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Figure 3.5 : Variation in casing skin temperature as a function of imbalance

39

As expected, the rotor shaft speed decreased (Figure 3.6) in almost a linear
fashion for the average of the three experiments. It is important to note that the rotor
shaft speed decreased significantly as the motor approached failure. The reduction in
speed may be attributed to the increase associated with the negative sequence current
which introduces a magnetic flux in a direction opposite to that of the normal magnetic
flux [6] .

Electrical analysis led to some very interesting results. The voltage between the
T7 phase and the neutral decreased dramatically from 1 20 volts to approximately 90 volts
for all three experiments as shown in the average profile of Figure 3. 7.

A similar pattern was observed between the T7 phase-to-ground voltage.
Obviously, the T7 phase experienced a severe decrease in current throughout the
experiment. The voltage across the neutral and ground increased almost linearly as
shown in Figure 3.8. Ideally, no potential should exist between these two points. This
increase in neutral-to-ground voltage indicates increased leakage, caused primarily by
insulation degradation.

The trend of the motor power with imbalance, generally increased throughout the
experiment, as shown in Figure 3.9. The increase in power over the degradation process
may be accounted for as a result of copper and iron (I 2R) losses in the stator and rotor,
respectively. According to reference [13] , rotor and stator I 2R losses account for
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approximately 55 percent of the loss distribution for these motors. Motor power was
monitored only in the final experiment; here the power factor was the parameter of
interest.

Imbalance in phase currents may cause increases in the noise and vibration levels.
Due to the small motor size and the nature of short-term accelerated tests, vibrational
analysis did not prove to offer any trends indicating abnormalities associated with system
performance. Smaller, four pole, 1800 RPM motors such as these, generally experience
less vibration than larger two pole 3600 RPM motors.

The motors eventually failed at different times following the introduction of a
maximum phase imbalance. None of the associated measurable parameters showed any
trend before failure. Visual inspection (the original predictive maintenance technique)
revealed that the outer motor casing experienced a severe discoloration associated with a
breakdown of its structural integrity--severe brittleness--brought about by the thermally
induced stresses. Inspection of the motor' s interior indicated that the random wound
stator coils were completely burnt with severe discoloration. Additionally, the presence
of a white dust was noted near the windings line ends. This powdering was attributed to
excessive partial discharges as the result of severe insulation degradation.
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3.3 Effect of Introducing Mechanical Anomalies

Although much of the research has dealt with accelerated degradation through
electrically-induced anomalies, a number of experiments involving mechanically-induced
degradation were conducted. It was possible to control the motor temperature by
blocking the outboard motor intake fan in addition to varying the phase imbalance. A
mechanical imbalance to the system was introduced by drilling a hole in the rotor shaft by
a specific amount. The imbalance was increased throughout the experiment and data
were acquired for two different temperature sets. Figure 3.10 shows such a variation
associated with the rotating speed peak with mass imbalance for two separate
temperatures.

Vibration frequencies are related to the running speed of a motor' s rotor shaft. The
fundamental vibration frequency as plotted in Figure 3.10 is a primary indicator of
machine-train problems and should be monitored closely. Larger motors are prone to a
number of vibration-induced faults including loose or broken rotor bars and loose poles.

3.4 Study of Motor Insulation Degradation

Experience has shown that certain materials deteriorate with age, repeated
applications of loads, and numerous startups. The insulation system associated with the
windings of small random wound motors tends to deteriorate as a result of thermal,
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electrical, mechanical, and various environmental effects--humidity, dust, etc. The
influence of these factors on motor life and motor failure is shown in Table 3.2 [5]. Since
certain organic materials represent a large fraction of various insulating systems, the use of
the Arrhenius relationship has been found to be an effective tool in expressing aging
brought about by thermal stresses [12]. The estimated insulation life can be expressed as
follows:
L = Bexp(¢/kT)

(3 . 1 )

L represents the lifetime units of time--hours, days, etc. B is a constant determined
experimentally and is unique for a given insulation class, ¢ is the activation energy in eV, T
is the absolute temperature in degrees Kelvin, and k represents Boltzmann's constant
(0.861 7E-04 eV/K). Based on such a life model, an assumed rule of thumb is accepted that
the insulation life (or motor life) is halved for every ten degree C increase in the operating
temperature. The Arrhenius relationship may be used to express aging above a normal
operating temperature for a specific insulation type. Accelerated testing may be performed
in order to obtain an estimate of the insulation life at any operating temperature and
ultimately may also be used to improve the quality of overall component service life. The
Arrhenius relationship may also be used to relate temperature with the limiting breakdown
voltage unique to a given insulation class. Various accelerated tests have been performed in
order to observe the various effects on the insulation system in relation to overall system
performance. The insulation type examined experimentally for such motors is a Class B
synthetic-based polyester. Class B type insulation is designed to withstand a 'hot-spot'
48

Table 3.2: Motor failure survey by a large service shop
Cause of Failure
Total Failure ( % )
Overload ( overheating)
25
Normal insulation deterioration
5
(old age)
Single phasing
10
Bearing failures
12
Contamination:
moisture
17
20
oil and grease
chemical
1
'i
chips and dust
total
43
Miscellaneous
3
Note: Based on the study of 4000 failures over several years.
Source: J. C. Andreas, Automation, April 1 974, pp 82 and 85.
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temperature of 130 degrees C. Based on a reliable number of experimental population sets,
the Arrhenius relationship can be utilized in order to develop a residual life estimation
model unique to a specific motor class. Such Arrhenius life estimation techniques will be
considered in later chapters.
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Chapter 4
ALARM LEVELS AND FAILURE LEVELS
4.1 Introduction

Alarm level setting has been found to be a significant source of problems in
predictive maintenance systems today [7]. If such levels are set too low, a large percentage
of plant machinery will be used for collecting unnecessary PDM data, analyst time will be
expended in reviewing large databases, and maintenance time will be increased
unnecessarily. Conversely, if alarm levels are set too high, potential problems may be
ignored and there may be no time to plan for repair. This chapter will focus on this
challenge and will offer a new method of developing alarm levels through a new procedure
known as 'virtual trending.'

4.2 Setting Alarm Levels

An alarm level or the time-to-alarm provides vital information concerning the
degraded state of a specific plant component. Alternatively, a failure level indicates a
permanent irreversible change associated with the safe and effective operation of the
component. Consider a given signature trend as shown in Figure 4.1 . A plant component' s
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life or lifetime refers to the time required for the given signature under measurement to
reach its respective alarm level. Hence, a prediction of residual or remaining life made from
a specific point refers to the time-to-alarm. The time interval between the time-to-alarm
and time-to-failure is a function of the degradation trend beyond the time at which the
alarm level was reached.

The remainder of this section will focus on two separate techniques for
understanding and setting alarm levels. The first method requires a reliable failure database
where statistical techniques are used to define and set alarm levels. The second method
requires a specific knowledge of the physics of the system. For example, it may be possible
to relate an internal characteristic such as the dielectric breakdown voltage to a measurable
parameter such as the leakage (neutral-to-ground) voltage through certain relationship
describing the behavior characteristics of the system. Such a relationship may be expressed
by mathematical modeling techniques. This new approach has been termed 'virtual
trending' and is one of the most important objectives of the current research.

4.2.1 Statistical Approach
In many instances, specific predictive maintenance (PDM) data are acquired as
scalar RMS readings. That is, such data consist of a single measurement value collected at
a given date and time. Depending on the specific industrial co!Ilponent and its respective
operating conditions, these overall readings are often used for trending purposes of
operating parameters such as temperature, voltage, pressure, speed, and vibration. Alarms
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for such overall values are implemented to compare newly acquired data to acceptable
limits.

Alarm levels can be relatively easy to define and implement for specific purposes.
Such alarm levels may be applied to a wide variety of measurements for a given component.
The process of setting alarm levels obviously depends on the industrial component under
consideration. When starting up a machinery database, however, alarm levels may be
difficult to initially establish. In many instances, industry standards are used as guidelines
for determining such criteria. Industrial societies such as The National Electric
Manufacturers Association (NEMA), The Institute of Electronics and Electrical Engineers
(IEEE), The Electric Power Research Institute (EPRI), The American Nuclear Society
(ANS), or The American Society of Mechanical Engineers (ASME) establish limits for
specific components operating under certain conditions based on specific technical
specifications including industrial experience [7]. Consider a new set of blowers that will
be installed in an industrial plant. Vibrational alarm levels may be initially obtained from
pre-determined industrially accepted standards. Additionally, alarm levels may be further
established and updated by considering certain baseline data from previous experience at
the plant. Averaged baseline vibration spectra may be computed using test spectra for such
new blowers of the same type operating under the same basic test conditions. As the
components are placed into service, specific deviations to such averaged baseline data may
be a prerequisite for a given alarm.
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Alarm levels quickly identify any specific measurements which have violated their
assigned reference values. Additionally, as a failure database for a specific machine
'matures' with additional information, alarm levels can be further updated. As data are
collected and trended over time, machine performance is deemed satisfactory provided that

it is within such predetermined allowable limits.

In addition to simple comparisons to absolute alarm levels, other characteristics
associated with the collected trend data may be used as supplemental alarm criteria. For
example, even though a measurement may not be 'in alarm', other characteristics may
indicate that potential problems may be developing on the component in question. These
other characteristics might include percentage change, rate of signature change with time, or
additional statistical indicators.

Percentage change is based on the change associated with specific measurements
from the previous reading to the current reading trended over time. Although the most
recent measurement could be well below (or above) its respective alarm level for safe
operation, it certainly merits further investigation if such a reading has changed substantially
from its previous value. Percentage change allows quick and easy identification of potential
problems for a given measurement.

Statistical indicators are also very useful as reliable alarm criteria. Such methods
may be employed after a reliable database representative of a group of measurements, has
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been acquired. The two major statistical parameters that are used for such purposes are the
mean and the standard deviation. In addition to trending various data with time, it may be
useful to plot the overall distribution as a function of frequency of occurrence. In the case
of an ideal normal distribution, for example, the range enclosing the mean plus and minus
three standard deviations will include over 99% of the data [7, 19], that is

µ- 30 < 99% of data < µ + 30

(4. 1 )

where µ and 0 represent the mean and standard deviation, respectively associated with the
specific database of interest. Hence, if a new measurement lies outside such a given
window of confidence, a potential problem associated with system performance may exist.
Although such RMS amplitude distributions associated with a set of measurements may not
represent ideal normal Gaussian cases, individual statistics applied to certain data should
yield additional guidelines in reference to system performance.

Setting appropriate alarm levels for industrial components requires a vast
consideration of a solid baseline, knowledge of equipment and machinery dynamics,
attention to environmental conditions, and analysis of specific trend information. An
additional focus of interest regarding alarm levels is the economic consideration involved
using such procedures. A plant needs to recognize certain machines in terms of economic
importance when production is considered. Obviously, certain machines will take
precedence over others in lieu of such considerations. Finally, alarm levels need to be
56

reexamined over time and should not be etched in stone as what is acceptable for one
component may not be acceptable for another under identical operating conditions.

4.2.2 Virtual Trending Approach
A new approach for setting appropriate alarm criteria and assessing system
performance in general is based on a relationship between a measurable parameter (as a
function of time) and a system failure characteristic. This new approach will focus on small
fractional horsepower motors as they represent a majority of the research on monitoring and
prognosis.

When the primary cause of motor failure is not vibration-induced degradation, for
example, electrical parameters that reflect the degradation of motor stator winding
insulation should be considered. The major factor in the electric motor life is the life of the
insulation system [5]. A 'direct trending' of a specific motor electrical measurement such
as the leakage (neutral-to-ground) voltage may be considered. High temperature, constant
condition operation will result in the degradation of an internal system characteristic such as
the insulation (dielectric) breakdown voltage. This parameter may be monitored through a
'virtual trending' approach using certain physical relationships such as the Arrhenius life
model. Let us now consider how the Arrhenius life model can be used for life prediction.

As previously discussed in Chapter 3, the Arrhenius life relationship may be
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expressed as

L = Bexp(<j>/kT)

(4.2)

If we take the logarithm (base 10) of both sides of Equation (4.2) then

log (L) = ao + bo / T

(4.3)

where ao and b0 are model parameters. Note that b0 = log(e)(<j>/k). We can clearly see that
the log of the "nominal life," log (L), is a linear function of absolute temperature [ l]. It has
been found that the relationship between the mean log breakdown voltage and absolute
temperature, T, and exposure time, t may be expressed as

µ(t, T) = log (V so) = a - �t.exp(-y / T)

where V_ 50 = Median stator winding breakdown voltage out of a statistically reliable
population
t = time or life
T = absolute temperature
a, �, y = parameters of the equation
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(4.4 )

The parameters a, � and 'Y may be estimated from the data and are unique for a given
insulation class. The model is linear with respect to parameters a and � and nonlinear with
respect to y The parameter a represents the log of the breakdown voltage V at time zero.
An interpretation of this equation is that the degradation is governed by a simple first order
chemical reaction where the rate �exp(-"( / T) has an Arrhenius dependence on temperature
[ 1 ] . Thus, the slope of Equation (4.4) is identical to Equation (4.2), where "f = <p I k.

The Arrhenius life model describing the chemical degradation within certain
materials has been found to be an effective tool for modeling system degradation. In fact, it
has been found, in certain applications such as stator winding insulation, that if the
Arrhenius life model does not fit the experimental data well, then the data are suspect rather
than the relationship [ 1 ] .

This analysis may be used to model the stator winding insulation degradation over
time under constant temperature. The insulation failure level can be established, along with
an average Tiife for a given absolute temperature, T. Thus the associated alarm levels may
be established from the plot of this parameter (Figure 4.2) such that Tfail ure - Ta1arrn has a
prescribed interval. Then this parameter can be translated to a measurable parameter, such
as the leakage voltage or some other parameter. This part of the analysis for alarm level
determination requires establishing the appropriate electrical parameter that can be
measured on-line [4].
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Chapter 5

REGRESSION AND EXTRAPOLATIVE NEURAL
NETWORK MODELS FOR LIFE PREDICTION
5.1 Introduction

This section presents an overview of the methodology that combines predictive
maintenance (PDM) data and various regression model forms, neural network models and
failure information, for the estimation of residual life. The task of providing a mean
lifetime for a specific component based on a set of prediction models is also considered.

5.2 Predictive Maintenance (PDM) Data

Three experiments, each on identical 1.5 hp motors, were conducted during the
research. The data acquired from the three experiments were processed and analyzed
using various forms of regression models and neural networks. The following six signals
were analyzed:

1. Motor phase current
2. Motor casing temperature
3. Rotor shaft speed
4. Motor phase voltage
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5. Leakage (neutral-to-ground) voltage
6. Total motor power (input)

The vibration signal did not appear to have any associated trend and was not
analyzed for estimating the motor's residual life in this research. The residual life
corresponds to the time required for the given signature to reach a specific alarm level.
For each experiment under consideration, this alarm level was defined as the value of a
signature corresponding to a maximum imposed artificial phase imbalance following 20
days of continuous motor operation.

5.3 Regression Models for Residual Life Estimation

The degradation of a motor was reflected in many of the signals that were
monitored. The data were acquired from motors that ultimately failed. Hence, the
residual life of a single motor at any given time could be determined using such
previously acquired data (that is, using a priori information).

Empirical regression models, including static, dynamic, and adaptive models were
developed using these data. The dynamic regression model has the general form:

11

L(t) = a0 + I, a;x(t - i)
i=I
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(5. 1 )

where
L(t) = Component lifetime
x(t) = Some signature reading

An optimal data window-size analysis was also performed. The results were
obtained using a statistical software program developed in the Matlab® environment. The
program used the available data to estimate the parameters for a specific model. Using
these parameters, a model was fit using a least-squares approach. A prediction was made
when the model was extrapolated to the desired level of the signature. The program
updated the life of the motor using the estimated parameters and the values of the
signature based on the last available window until the value of the independent variable
reached the pre-specified alarm level. The parameters were first estimated for a particular
model for a specified window size. Then, the next point in time L(t + l ) was found by
adding a small time interval 't.t' to the present value of time L(t). The predicted value of
the signature was updated until it reaches the alarm level and then the life corresponding
to this signature value was determined as the time-to-alarm. Based on this analysis, the
future behavior of a given signature is almost completely determined by its past behavior.
Unfortunately, such models do not take into account certain future random changes
associated with a given signature trend. The ideal failure trend starts slowly, increases
consistently over a period of days, weeks, or even years, and exhibits a noticeable change
associated with the rate of degradation near the failure time.
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A complete error analysis was also included in the study. The performance
indicators included:

1 . RMS residual error
2. Coefficient of determination (how much total signature variation can be
explained by a mathematical relationship)
3. Coefficient of variation (a relative measure of data dispersion which compares
the standard deviation to the mean)
The optimal model yields the lowest RMS residual error, the lowest coefficient of
variation, and the highest coefficient of determination. A 95 % confidence interval,
associated with the predicted life was also calculated for certainty purposes. A total of 15
sets of data were analyzed. Five signals (T7 phase current, T7 phase voltage, motor casing
vertical temperature, motor rotor shaft speed and leakage voltage) were analyzed from
three separate experiments.
Ideally, it is most practical to have models which adapt themselves with the
changing trends such that the prediction follows the actual trend more closely. We have
also considered piecewise-linear dynamic models which consider data only in a specific
latest 'window' range. The window size may vary depending on how many previous
points are to be considered. A given alarm level for a certain signature is set, and the
model fit from the latest window is extrapolated to meet this. Hence, the time
corresponding to the point where the extrapolated signature meets the alarm level is the
predicted 'alarm life' of the motor. The residual life is simply obtained by subtracting the
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present age of the motor from the expected overall lifetime. A number of interesting
plots were obtained when different window sizes and models were considered using these
data.
The following conclusions were drawn from the results:
1. Both the prediction and the goodness of fit largely depend upon the choice of
the model order and the specific window size.
2. Five model types were considered for all five signatures as shown below:
model number

general equation form

1

L(t) = b0 + b , x(t)

2

L(t) = bo + b , x(t) + b2x(tt

3

L(t) = b0 + b 1 x(t) + b2x(t- l )

4

L(t) = b0 + b 1 x(t) + b2x(t- l ) + b3x(t-2)

5

L(t) = b0 + b 1 x(t) + b 2x(t:- l ) + b3x(t-2) + b4x(t-3)

7

where
L(t) = Component lifetime
x(t) = Measured signature
A third order dynamic regression model (model 5) generally yielded the lowest
RMS error and the highest coefficient of determination for all five signals as shown in
Figures 5. 1 and 5.2.

3. For a given model, the above parameters generally improved when a smaller
window size was used.
65

Figure 5.1 : Frequency plot of lowest RMS error out of 45 total models considered
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Figure 5.2: Frequency plot of highest coefficient of determination out of 45 total models
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4. A model which gives the best statistical fit to the data is recommended.
No conclusions could be drawn as to which model gives the best prediction. This
is seen from Figure 5.3. However, model number 5 is still admissible.

Table 5.1 shows the various statistical indicators (RMS error, coefficient of
determination and coefficient of variation) and the predicted residual life for one of the
signals (motor casing temperature) taken from a single experiment . As previously
mentioned, the actual life of the motor was 20 days. The table shows the results using the
five models and three different window sizes. Window sizes of 1 5, 10 and 5 points were
used. These window ranges corresponded to the final 15, 10 and 5 data points,
respectively.

5.4 Residual Life Estimation Using Industrial Machinery Data

A database, consisting of vibration signatures from an operating pump, was used
to demonstrate the applicability and feasibility of this research to certain industrial
machinery. Such data were taken from a paper manufacturing facility and were acquired
from a local PDM consulting company. These data consisted of vibration RMS values
from accelerometers mounted on the outboard position of a pump. It was later
determined that the primary cause of the excessive vibration was based on the fact that
the shaft alignment was too loose for safe and effective operation.
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Figure 5.3: Frequency plot of best predictors out of 45 total models considered
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Window
Size
15
15
15
15
15
10
10
10
10
10
5
5
5
5
5

Table 5 . 1 : Motor temperature results showing the effect
of different window sizes and models
Model #
RMS Error
Coefficient of Coefficient Predicted Life to
Determination of Variation
Alarm (days)
l
0.508 1
0.98 1 6
25
8.91
2
0.4 178
0.9864
7.95
19
7.75
0.3992
3
0.987 1
24
4
24
0.289 1
0.99 1 8
6.43
0.2556
5
24
0.9926
6.38
23
0.2936
4 . 82
0.98 10
1
2
25
0.3001
0.98 1 2
5 .08
23
0.98 1 5
5 .05
0.29 1 7
3
4
0.2832
5.38
0.98 1 6
23
23
5
0.2578
0.9824
5 .68
25
1
0.9239
4 . 62
0.3684
2
15
0.3797
0.9302
5.1 1
24
0. 1495
2.53
0.9829
3
4
0. 1 483
0.9829
23
3 .09
22
1 .57
0.0539
0.9978
5
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Several interesting plots of future prediction trends were obtained when various
window sizes and models were used in analyzing this data. Figure 5.4 shows a plot of the
vibration measured approximately once every two weeks. The trend which consists of a
total of 18 points shows the entire data set up to and past a predefined alarm level. The
value of the alarm level was 0.28 in/sec and the total time (lifetime) required for the trend
to reach this value was 210 days.

Each of the various regression modeling techniques was applied to this data in
order to determine which model gave the best prediction. The final four data points
associated with the vibration trend were not included in the analysis since this was an a
priori analysis similar to that conducted with the experimental data. The results have
been presented for lifetime estimation based on a static quadratic model which used the
first 1 4 points and a first order dynamic regression model as well as a second order
dynamic regression model which both used the final five data points (excluding the a
priori data). The modeling results are summarized below.

Static Quadratic Model (model 2) :
L(t) = 1 4.6 + 891.4x(t) - 805.0x(t) 2

(5.2)

First Order Dynamic Regression Model (model 3) :
L(t) = 74.8 + 256. l x(t) + 259.7x(t-1)

(5.3)

Second Order Dynamic Regression Model (model 4) :
L(t) = 85.2 + 179.5x(t) + 105.6x(t-1) + 250.3x(t-2)
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(5. 4)
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Figure 5.4: Industrial field vibration data trended over time
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1 80

200

Again, L(t) represents the lifetime to reach the alarm level. Based on a statistical study of
the fit, the second order dynamic regression model, as expected, yielded the lowest RMS
error and the highest coefficient of determination The predicted overall life from each of
the models used are presented:

Static Quadratic Model: L = 201 days.
First Order Dynamic Regression Model: L = 218 days
Second Order Dynamic Regression Model: L = 207 days
Actual Lifetime = 210 days

We can see that a second order dynamic regression model was sufficient enough
in predicting a conservative estimate of the lifetime. Based on such analyses, we can see
that the principle of residual life estimation can be applied effectively to industrial plant
equipment to monitor changes in system performance.

5.5 Artificial Neural Network Models for Residual Life Estimation

Artificial neural networks (ANNs) have been applied to a wide variety of
industrial problems. These networks attempt to mimic or emulate the very basic function
of biological nervous systems. Typical neural networks are composed of a large number
of processing elements (PEs) which are analogous to biological neurons. These PEs are
arranged in layers some of which are fully or randomly connected to other elements in
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adjacent layers by links with certain variable weights. A multi-layer neural network may
consist of a sequence of layers starting from an input layer and ending in an output layer.
The input layer receives external input vector values and the output layer presents the
responses of the network to such input values. Hidden layers positioned between input
and output layers provide the capacity to perform complex nonlinear mapping [3]. A
typical multi-layer network is shown in Figure 5.5. Note that several input signatures
may be used for training and testing purposes. Additionally, distinct data properties may
be included in order further enhance the training capabilities of the network. Such data
properties may be used to differentiate various degradation processes and establish the
uniqueness of a single failure. Mathematical properties such as the slope of the curve at a
given time instant or the area under the curve using a trapezoidal sum may be used for
these purposes. Only one input signature was used for training a single network for the
estimation of residual life of electric motors.

The operation of ANNs includes two phases: learning and recall. A large data set
is required to train the ANN in order to cover a wide range of desired possibilities. These
data may be processed in multiple ways for training different neural network models, e.g.
short-term, intermediate-term, and long-term. The input variables are composed of the
historic values of degradation within a specific time frame of desired interest. The time
frame of the input vector spans from the current time to a few points back in time with
equally spaced time intervals. The size of this time frame depends on the type of the
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desired prediction model and the amount of available data. The output vector contains
the predicted values of the degradation parameter arranged in equal steps. This is what is
meant by an extrapolative feature of a neural network. Figure 5.6 shows how residual life
is estimated using extrapolative artificial neural networks.

Artificial neural network models have been used to estimate the residual life of
small fractional horsepower motors from the signatures collected over previous
experiments and currently available life data. The architecture of the ANNs was designed
to have an extrapolative feature, so that life prediction could extend beyond the current
data. A series of multiple input multiple output feedforward neural networks were used
for residual life prediction purposes.

Various training patterns were prepared for three and five point neural network
prediction models. For the 3-point neural network prediction model, the input vector
associated with each training pattern consisted of three historic RMS signature values
from the average data set (with a time interval of one day). The corresponding training
output vector consisted of three future signature values with a similar time interval of one
day. A total of 16 training patterns--1 6 days--were produced to train such 3-point neural
network prediction models.

As previously mentioned, three data sets consisting of various signatures were
acquired over a period of time. For each signature, an average data set was produced
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based upon three individual sets. This average data set, for each signature, was used for
network training purposes.

The backpropagation algorithm of the NeuralWare® package was used to build
and train the neural network prediction models. The package offers several options for
training rule and transfer function. A normal cumulative learning rule and a hyperbolic
tangent transfer function were chosen since other options did not seem to improve the
results. A single intermediate layer was used and the number of nodes in the layer was
varied using a trial and error approach until the error between the predicted signature
reading and the actual signature reading was a minimum. Typically, the networks worked
best using approximately 20 nodes in the hidden layer. The networks were tested using
incomplete data sets associated with the respective average training data. In the case of a
3-point neural network prediction model, for example, the final three signature readings
were not included in the testing data. The trained network was used to predict these three
'future' points. The data which were used to train the network were sectionalized, that is,
the entire signature plot against the lifetime was divided into sections, each having three
points. Figure 5.7 shows an example of an actual signature reading together with its
associated predicted 3-point reading using such sectionalized data. As previously
mentioned, the actual data tested by the neural network algorithm was incomplete.
Hence, as was done with the standard regression models, one may predict an 'alarm' life
based upon a certain allowable signature level.
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Figure 5.7: Actual and predicted motor temperature using sectionalized
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Suppose that we have a maximum allowable temperature which should not be
exceeded in order to preserve stator winding integrity. Let us assume a maximum
allowable temperature of 300° F for this purpose. We can see from Figure 5.7 that the
neural network predictions were quite close to the actual temperatures even though a
limited database was used for training purposes. Additionally, we see that the neural
network prediction is slightly conservative such that it reaches the maximum allowable
temperature level before the actual one. Figure 5.8 shows a similar plot for motor current
based upon a 5-point neural network prediction.

Of course, a major problem associated with residual life estimation is that it is an
after the fact attempt. Thus, for a neural network to predict some residual life at a
specific future time, the lack of supervised training during the period from the present to
that future point may lead to a poor estimate. Hence, in order to establish an accurate
model for a given class of motors, a very large database is required. Additionally, such a
database should consist of prior failure data associated with a similar class of motors
operating under near identical conditions. As in the case of regression models, the
presence of unexpected random changes in signature performance might confuse the
network and lead to a bad prediction. However, it was found that ANN models are fault
tolerant, and produce a more reliable prediction than standard parametric models when
the data are limited.
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5.6 Life Prediction Using Multiple Data Sets

When attempting to determine an average lifetime for a certain component based

upon a database consisting of multiple failures, it is important to understand how such an
'average' value is obtained. Let us consider the failure database which was previously

analyzed and discussed. For each operating parameter, three failure models were
developed based upon the time required to reach the limiting alarm level. Figure 5.9
shows each of the three models. Each model yields a certain lifetime; the three lifetimes
were averaged to yield an overall lifetime for the given component.

Such lifetime averaging combines all of the individual predictions into a single
value. For example, suppose that each of the three signatures represents linear functions
of time as shown in Figure 5.9, then we may represent such functions as follows:

L1 (t) = ao + a 1 x(t)
L2(t) = b0 + b 1 x(t)
L3(t) = co + c 1 x(t)

where each function yields some lifetime based upon the given alarm limit. The three are
averaged in order to obtain a single lifetime representative of the population, that is
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Figure 5.9 : Lifetime averaging based upon individual predictions
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(5.5)

Suppose, however, that one averages the time series data in order to obtain a
single prediction model which is representative of the overall population of components.
Figure 5.10 shows a plot of an average model used for prediction purposes. Such an
average lifetime is defined as the time required for the calculated 'average' model to
reach the given alarm level.

For the remainder of such analyses, when an 'average' lifetime is discussed it will
refer to lifetime averaging based upon individual predictions. A problem with calculating
an average model based upon multiple failure models is that the time series data should
be synchronized with respect to each data set; that is, the signature readings associated
with each data set should have been acquired on a similar time frame (two measurements
a day at prescribed times, for example).
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Figure 5.10: Lifetime averaging based upon an 'average' life model

85

Chapter 6
LONG-TERM PERFORMANCE DEGRADATION
OF ELECTRIC MOTORS
6.1 Introduction

Failure data collected from two 1.5 horsepower motors were used to develop
experimental models which simulate the long-term performance degradation of electric
motors. One of the primary objectives was to develop a relationship between a measured
parameter (as a function of time) and a system failure characteristic. It was found that the
primary cause of failure is not due to vibration-induced degradation, especially in small
horsepower motors. One must consider electrical parameters that reflect the degradation
of certain system performance characteristics such as the dielectric breakdown voltage
associated with the degradation of stator insulation. A task was undertaken to develop a
long-term relationship between various measurable parameters and the breakdown
voltage associated with the stator insulation integrity. Figure 6.1 shows a block diagram
associated with the development of such a model.

6.2 Development of Degradation Models

The model combines three empirical models associated with system performance.
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The first set of models consist of various motor parameters as a function of imbalance.
Such second order models have been developed from data acquired from previous
accelerated experiments in which a given motor parameter is represented as a function of
an artificially-induced phase imbalance. Hence, for a given phase imbalance, one may
compute the value of the respective parameter based upon previously developed
equations. An obvious assumption for this analysis is that the motors operate under near
identical conditions during testing. Next, a heat transfer model was developed for stator
insulation temperature. This model is also a quadratic function of phase imbalance;
additionally, it is a function of rotor shaft speed, the ambient room temperature, and the
fraction of blockage associated with the outboard fan. As shown from the block diagram
in Figure 6.1, the heat transfer model incorporates the given phase imbalance, the rotor
shaft speed, and the ambient room temperature and calculates an overall temperature of
the stator windings. As with the previously developed models, such a model was
developed using trial and error techniques; the phase imbalance term dominated this
relationship. Finally, an insulation aging model was used in order to determine the 'life'
of the motor. Using the overall stator temperature developed from the heat transfer
model, the breakdown voltage associated with the stator insulation was calculated as a
function of time. This model is referred to as the Arrhenius life relationship which can be
expressed as a general rule of thumb that for every l O degree C rise in stator insulation
temperature, the 'life' is halved. The model parameters were obtained from a thermal life
characteristic plot for class B type insulation [ l ] . This model calculates the breakdown
voltage which represents an internal system characteristic associated with the stator
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insulation. A limiting breakdown voltage of 2 kV is assumed for this class of insulation;
failure occurs when this preset value is exceeded.

As the motor slowly degrades with time, it is assumed that the initial phase
imbalance will not remain constant throughout the remaining life. The phase imbalance
is considered a degradation mechanism which increases over time. Hence, an internal
feedback model has been developed in order to account for this. Using the value of the
breakdown voltage calculated from the insulation aging model, an updated phase
imbalance is calculated. This model postulates a relationship between phase imbalance
and breakdown voltage and requires additional experimental investigation in order to
verify such a model. Hence, an updated phase imbalance is calculated and the values of
the various electrical parameters are determined based upon these new values as shown in
Figure 6.1. The overall system model continues until the limiting breakdown voltage is
achieved at a certain time.

The developed long-term degradation model of such motors makes many general
assumptions. One major assumption is that the single failure mechanism is stator
insulation failure. Many of the individual models have associated assumptions which
need to be verified through additional experimentation and analytical research. The
simulation was performed using PC-Matlab® and Visual C++ with a graphical user
interface. The Matlab® code is presented in Appendix A. A general simulation of long
term performance degradation provides useful information about long-term behavior of
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various electrical parameters. Figures 6.2 and 6.3 show some results based upon this
simulation; the model requires the user to input an initial phase imbalance as well as the
room temperature which is assumed to be constant over time. It can be seen that a system
failure occurs after approximately 260 weeks of operation. Four motor parameters (rotor
shaft speed, stator temperature, breakdown voltage, and phase imbalance) behave in very
a similar manner. The performance characteristics drop off very quickly at this time as
can seen from Figures 6.2 and 6.3, indicating an almost sudden failure of the motor. A
similar behavior was seen in previous accelerated tests of such motors. There may be no
associated trend in any of the given operating parameters before failure. The failure of a
light bulb, for example, may be termed an instantaneous event. The same may be said for
a fuse and many other electrically-designed machines. For a complex system such as a
motor, where electrical failure is more probable than mechanical faults such as vibration,
system failure may be totally unexpected.

These results may be used to train artificial neural networks which may be
employed for life estimation of a particular electric motor. Such an analysis requires
additional study, for example the simulation may be coupled to incorporate various other
failure modes such as excessive vibration. Presently, there is no commercial analysis
software to simulate the long-term performance degradation of electric motors.
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Chapter 7
A PROBABILISTIC APPROACH FOR CONFIDENCE
ANALYSIS USING PDM DATA
7.1 Introduction
Industrial plant component reliability and availability contribute a great deal to
quality and competitiveness. Many manufacturers, for example, spend millions of dollars
annually on component reliability. Much management and engineering effort goes into
evaluating reliability, assessing designs and manufacturing changes, identifying causes of
failure, and, of course, maintenance. Life assessment as well as residual life estimation-forecasting remaining life--of individual components involves a thorough analysis of
many factors including various failure modes, failure data, life models, etc. Analysis of
failure data yield needed information regarding component life under various operating
conditions. In many instances, such data are used for prediction purposes (time-to-alarm
or time-to-failure). These predictions should have associated with them certain
confidence levels. A certain prediction based upon a time series of trended data may
show, for example, that a pump will fail in approximately 19 days under certain operating
conditions due, in large part, to excessive vibration. Based upon previous failure data of
similar pumps operating under near-identical conditions, a maintenance engineer might
perform a statistical analysis in order to obtain a probability of failure in approximately
1 9 days.
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7.2 Statistical Approach

The lifetime, 1:, of an arbitrary component has certain random variations
associated with it. Hence, the various calculations and maintenance tests associated with
reliability are connected to the use and methods associated with probability theory and
statistical mathematics. Let us denote 1:r as the observed lifetime of some unit f.
Consequently , we may say that

(7. I )

represents the mean lifetime, calculated from the results of the observation of N identical
units. The cumulative distribution function F ( t ) represents a specific population fraction
which fail by some time t. Here , the distribution may be expressed as:

F ( t ) = P { 1: ::; t }

(7.2)

where P is the probability that the lifetime is less than or equal to t [2, 1 9 ] . Let us consider
such basic probability theory and associated mathematical statistics in order to survey
some degradation models for industrial equipment.
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As components age, evidence of their impending failure becomes more apparent.
Regardless of how perfect component design may seem, the given material structure will,
inevitably, undergo certain irreversible changes with time and usage. Consider a plant
component such as a fractional horsepower induction motor. Irreversible changes
associated with motor performance may be caused by corrosion, abrasion, excessive
vibration, material fatigue, or electrical imbalance. For a single system or even a single
component, each of these various processes may be superimposed upon each other.
Additionally, these processes may interact with one another, and ultimately, produce an
irreversible change associated with certain operating characteristics producing a system
fault or failure. Consider, again, a small fractional horsepower motor. There exists a
small space or gap between the rotor shaft and the associated bearings. As these bearings
rotate in conjunction with one another, a number of processes take place: oxidation
associated with the surface layers, hardening and accumulation of fatigue in them,
excessive localized heating, excessive vibration resulting in abrasive cutting, and sticking
brought about as a result of adhesion. Each of these processes contributes towards an
overall gradual increase in the gap as well as an overall loss of functioning capability of
the bearing. Such processes may contribute towards a fault which may, in turn, lead to an
overall system failure as safe and effective motor operation has been halted.

For a system as a whole to be capable of functioning properly, each of the various
signatures associated with the individual elements must lie within certain allowable
limits, predefined by the form and purpose of the system. These allowable signature
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limits which may represent certain thresholds of safe and effective operation may
sometimes be referred to as alarm or alert levels, as previously discussed. Thus, the
vibration level associated with an inboard bearing, for example, must not exceed a certain
predetermined limit. The knowledge of this limiting value is generally obtained from a
large sample of observations. When a given signature value exceeds this prescribed
alarm level, the unit or component may begin to operate in an unsatisfactory manner and
may ultimately reach a failure level in which the component' s safe and effective operation
has been halted.

For the purposes of developing a degradation model suitable for a given class of
machinery, we shall assume that degradation is not reversible. That is, performance
always gets monotonically worse. For example, cracks in certain metals continue to
increase in size over time, and the breakdown voltage associated with the stator windings
decreases with degradation (see Figure 7. 1 ). Also, failure processes which have
measurable characteristics that may be monitored reliably over a reasonable time span
need to be clearly identified.

We shall assume that a component's lifetime, "C, is defined as the time required
for the given signature value to reach a specific alarm limit predetermined by prior failure
data. Furthermore, we shall assume no internal degradation to the component exists
before it is placed into service. An important assumption which is separate from the
degradation model is that operating performance is monitored and measured with
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Alarrnlevel

Tnre
Figure 7 .1: Determination of lifetime in the case of monotonically
increasing change in given signature.
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negligible random error. Measurement error could exist, but is not included here in the
model analysis. Hence, we assume, for example, that a vibration transducer is 100%
accurate. When performance changes very little in comparison to such error, then one
should not assume this.

Let us denote by y(t) the measurable signature at some time instant t. The
signature y(t) can represent some degradation process which monotonically changes as
the system degrades (stator winding breakdown voltage, vibration, etc.). Variations in
y(t) over time may be caused by external factors and by the normal course of physical
processes that occur within the component itself. Additionally, the mathematical form of
the expression for y(t) depends upon the initial state of the component, for example, the
quality of manufacturing.

For the purpose of simple degradation model analysis, let us assume that the
change in y(t) is of a linear nature as shown in Figure 7.2. Such a relationship need not
be linear. If the two functions can be represented in some closed form mathematical
relationship, meaningful information may be obtained no matter how complex the
function is. Such functions may include summation (additive), exponential, or even
logarithmic. The primary consideration is that the relationship must be consistent for a
class of components operating under a given set of conditions.
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M

y(t)

Tnre
Figure 7.2: Linear sample functions of degradation y(t). M represents
a certain alarm level.
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The slope of each line depends upon the initial state of the component under
consideration. For example, a 'weaker' component may have a larger angle of
inclination associated with the signature y(t). For a given component, the change in y(t)
has a completely determined, non-random nature. To determine the lifetime, -r, of a
component from some time t 1 , a straight line is drawn through the points y(O) and y(t 1 )
and is extrapolated to the point where it crosses the maximum allowable alarm level M.
The overall time from y(O) to this alarm level, M, is defined as the component' s lifetime,
i.e., y(-r) = M. The randomness associated with M is based upon the fact that the
coefficient b in the equation describing y(t), that is,

y(t) = a + bt

( 7.3 )

is a random variable determined by the initial state of the component. We see that b is
the rate of change or the actual degradation rate for y(t):

b=

dy(t)
dt

( 7.4)

Hence, if a failure occurs when y(t) > M, then obviously,
(M - a
't = ---)

( 7.5 )

If we consider components which are subjected to variations in stresses and

random changes brought about by changing environmental conditions, for example, then
we cannot represent the degradation process for y(t) in terms of a simple mathematical
1 00

expression such as Equation (7.3). Varying stresses continuously change the degradation
rate and these changes are of a purely random nature. Hence, we cannot confidently
extrapolate certain degradation processes which involve random variations in stress. For
example, the future behavior of a degradation process described by Equation (7.3) could
be determined purely from its past behavior while the future process involving random
stresses is almost completely independent of its past behavior.

It is quite possible to encounter situations in which the behavior of the signature
y(t) is subjected to strong variations while the external stresses (load, ambient
temperature, etc.) are maintained quite constant. With regard to the simple linear
representation of the degradation process of y(t), the rate of wear, b, remains constant for
each individual component throughout its usefulness or lifetime. Changes associated
with the degradation rate, b, may be observed when additional components of the same
type and class are examined.

In many instances, we are faced with situations in which the initial quality of a
component is not the same and variations associated with the lifetime are not connected
exclusively with the randomness of the given degradation process. Let us again confine
ourselves to linear degradation processes whose functions represent straight lines. As
previously mentioned, the general case of linear degradation may be mathematically
represented in the form:
y(t) = a + bt
1 01

(7.6)

where 'a' and 'b' represent the constant intercept and constant degradation rate,
respectively. We may also represent this relationship as:

(7.7)
where ai and bi are the constant intercept and degradation rate for component i. Here,
each component exactly follows its own linear relationship as it ages as shown in Figure
7.3. The intercept ai and the degradation rate bi vary from component to component and
have a joint distribution. We may say that the model given by Equation (7.7) has random
coefficients with a joint distribution (coefficients as ai and bi are constant for component
i).

Let us denote the population mean and standard deviation of the intercepts ai by a
and

Ga.

The parameters a and Ga represent the mean and standard deviation, respectively,

of performance at time zero. The parameter Ga usually represents certain differences in
design standards and other process variables. Let us also denote the mean and standard
deviation of the rates bi, by � and ab. The parameter ab usually represents changes
associated with material composition which governs the degradation process.
Additionally,

0b

can be quite large in magnitude due to certain variations in composition.

If we further assume that the coefficient pairs (ai,bi ) are uncorrelated, then the
distribution of signature Yi(t) at time t has mean and variance given by
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Figure 7.3: Linear degradation functions for individual components
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µ(t) = ex + �t

(7 .8)
(7 .9)

We see here that the mean value is a linear function of t, and the variance depends on the
degradation process. If all components have the same degradation rate, i.e., b i = � for all
i, then crb2 = 0 and cr(t) simply equals CTa [ l ].

We have previously stated that the degradation rate b can be the summation of a
large number of contributing internal processes. For example, in the case of excessive
vibration, the degradation rate is the sum of the rates due to heating, fatigue, and similar
processes. If each of these terms is of approximately the same order, then we may
assume that b follows a normal distribution. If we further assume that the constant 'a'
also follows a normal distribution, then y(t) has a normal distribution with parameters µ(t)

If we consider an alarm level M such that it represents some maximum ( or
minimum) allowable level associated with some degradation process, then it follows from
basic probability theory that:

P { 'C > t } = P { a + bt � M }
The normality of y(t) allows us to express the distribution of the time to failure as:
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(7. 1 0)

(7 .1 1)
This distribution of lifetime 'r is called Bernstein' s distribution [2]. It differs from a
normal distribution such that the parameter cr2 ct) depends on t. The function <I>(x) is
defined by

l

X

<I>(x) = � J exp(-u 2 / 2)du
.; 2n �

( 7. 1 2)

where u is a dummy variable of integration. This relation is also called the error function
represented by erf(x).

7 .3 Demonstration of the Approach Using Motor Failure Data

Let us now apply this basic statistical analysis to a set of real system failure data.
We have acquired four sets of failure data in which motor current steadily decreases with
an increasing phase imbalance introduced by an external variable resistance. It has been
observed that the motor current changes follow Equation (7.7), and are caused by motor
phase imbalance. Figure 7.4 represents each of these functions with respective yintercepts and slopes.

A minimum allowable alarm level of 3. 1 amps is used as the limiting parameter.
This is based upon previously determined statistical analysis, and the system performance
1 05
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Figure 7.4: Graphical representation of four linear sample functions showing degradation
brought about by motor current imbalance
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would be jeopardized past this level. Next, we may represent each of the four functions
of motor current expressed in amps similar to Equation (7.7).

Y I (t) = 4.72 - 0.096 lt
Y2(t) = 4.85 - 0.0972t
y3(t) = 4.70 - 0.1059t
y4(t) = 4.96 - 0. l l 75t
where t is in days.

If we assume that the respective y-intercepts and slopes follow certain normal
distributions, then y(t) follows a normal distribution with mean µ(t) and variance 02 (t).
The mean µ(t) is simply obtained by calculating the mean of each of the four y-intercepts
and slopes.
4

ai
a= '
Li i=I 4

and

where µ(t) = a + �t. Based upon the respective data associated with each of the four
linear fits, it is found that

µ(t) = 4.81 - 0. l 04t

1 07

( 7 . 1 3)

Similarly, the variance, cr2 ct), is obtained by calculating the variances associated with
each of the four sets of y-intercepts and slopes, i.e.,

and

where cr2 (t) = cr/ + crb2t2 . From the given data, it is found that
?
?
cr- (t) = 0.01 1 1 + 7.36e-05r-

(7. 1 4)

Next, we can calculate the probability of fault-free operation for some time t
based on Equation (7. 1 1 ) where the limiting value, M, is set at 3. 1 amperes. Using the
respective parameter values in a single mathematical relationship, we obtain the
following analytical expression:

F(t) = <P { (0.1 04t - 1 .7 1 ) /(0.0 1 1 + 7.4e-05t2) }

( 7 . l 5)

Figure 7 .5 shows a plot of the failure distribution, F(t), with respect to time. In
order to determine the time in which approximately one-half of the components under test
will fail, we read the time where F(t) equals 0.5 or 50%. Mathematically, this occurs
when the argument of the error function is zero, that is, <P(0) = 0.5. Setting the numerator
of the argument of Equation (7. 1 5) equal to zero and solving for t, we obtain a value of
1 6.4 days. Hence, after approximately 1 6.4 days of similar operation, one-half of the
components will have reached the given alarm level.
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Figure 7.5 : Cumulative distribution function for motor current failure data. Note the
mean lifetime corresponds to F (t ) = 0.5.
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We can validate such results quite easily from a rather limited database. By
solving each experimental function for the time required for the motor current reading to
reach the given alarm level of 3.1 amps, we can obtain an average lifetime and compare it
to the one calculated from the distribution function. Based upon each of the four
experiments, we obtain
= 16.9 days
"r2 = 18.0 days
'!3 = 15. l days
'!4 = 15.8 days
"r 1

Hence, an overall average lifetime based upon these results is determined using Equation
(7 .1) for four independent experiments, that is,

'!av g = 16.45 days
Clearly, this average lifetime agrees with the one calculated from the distribution function
above.

The probability density function of the lifetime, denoted by f(t), may be
determined as follows:
f(t) =

dF(t)
dt

(7.16)

1 10

Thus we may obtain the density function by taking the derivative of Equation (7 .15) with
respect to time. Figure 7.6 shows the histogram corresponding to the population of
lifetimes.

This function gives the probability that a given lifetime lies within some range t to
t + dt. The peak of the curve which corresponds to the mean lifetime for a class of
components represents the highest probability of failure.

Based upon the given probability density function, we may calculate certain
confidence intervals associated with the mean lifetime. If the density function is
symmetric about the average lifetime as in the case of a normal distribution, the
confidence interval may be easily calculated. The degree of confidence that one would
use depends upon a number of factors, including component application, lifetime
variance about the mean value, etc. Suppose, for example, that a separate experiment
under identical operating conditions as previously stated yields a prediction of 22 days
based upon certain regression techniques before system failure. Since such a value lies
outside a confidence range of 20% associated with the average lifetime, this prediction
would be suspect, but not totally discredited.
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28

30

7 .4 Application for Establishing Alarm Levels

The above probabilistic approach for quantifying lifetime may be used as an
additional means for defining and setting alarm levels. Suppose, for example, that we
have an extensive failure database for a given class of machines in which reliable
estimates of the various parameters ex., �'

CTa ,

and crb are determined. A model similar to

Equation (7.11 ) may be developed representing the distribution of failure times for a class
of identical components operating under specific conditions. Suppose that a new set of
these same-type components have just been installed for similar duty. Based upon
previous experience and an economic feasibility analysis, we require that no more than
ten percent of the component fail within 100 days of operation, for example. The failure
distribution may be used to solve for some allowable level of degradation based on such
pre-determined estimates. The real challenge here is to develop a model similar to
Equation (7 .11 ) describing a distribution of failures.

7 .5 Conclusions

We have found that the dynamics of a failure can be extremely complicated and
its physical nature can be arbitrary. Unfortunately, we cannot always track down all the
factors contributing to a given failure. Hence, such models for lifetime performance are
always approximate, to some degree. However, given a reliable database of failure data
113

from a given class of components, one may obtain certain estimates of lifetime.
Furthermore, using relatively simple statistical methods, as demonstrated above, one may
obtain a degree of confidence associated with a given prediction of lifetime.
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Chapter 8

CONCLUDING REMARKS AND RECOMMENDATIONS
FOR FUTURE RESEARCH
8.1 Conclusions

A methodology for assessing the condition of plant equipment and forecasting their
residual life was developed in this study. The methodology employed engineering and
statistical analysis of certain degradation processes observed during testing. Much of the
research focus was on the monitoring of fractional horsepower induction motors. Various
experimental and analytical techniques were developed and employed in order to offer
solutions to the problem. Adaptive, time-dependent regression models and artificial neural
network models were developed for the estimation of residual life. These life prediction
techniques were tested with an experimental failure database acquired through accelerated
aging techniques on small horsepower motors. In addition, industrial field data from a
paper manufacturing facility were used to further demonstrate the applicability of each of
the various methods used for assessing machine condition. Anomalies were introduced to
these motors primarily in the form of a phase imbalance in order to accelerate the
degradation process over the span of a few weeks. The phase imbalance led to an obvious
asymmetric distribution of current in the three phases and produced an excessively high
motor operating temperature significantly greater than the insulation rating. Various
signatures were used as inputs to regression models and extrapolative artificial neural
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network models for the purpose of estimating the motor' s residual life. Based on the nature
of the accelerated degradation process (electrically-induced failure), vibration signatures did
not offer any associated trend and were discarded as signature estimators of residual life.
Mechanically-induced degradation such .as bearing failure would show evidence in a
vibration spectrum, for example. The measurement of temperature revealed a great deal of
information concerning the degraded state of the motor; specifically, it was used as a failure
indicator with regard to the stator winding insulation system. The use of multiple
signatures--both electrical and mechanical--in determining the current (and future) state for
a specific component was found to be an effective tool based on the fact that certain
signatures were more sensitive than others for a given test. It was clearly shown that careful
and systematic trending of such parameters allows for good judgment in assessing machine
condition. Through each of the various methods used for residual life estimation,
component prognosis was considered in a qualitative and quantitative manner. This was
evidenced through the various methods used in establishing and setting alarm or alert levels.

An attempt was made to simulate the degradation process of small horsepower
motors using known failure models such as the Arrhenius relation describing the life of a
motor as a function of the condition of the stator winding insulation. Although the model
made a number of general assumptions, it did support the experimental results in which
system failure showed little, if any, associated trend in each of the signatures considered. It
was found that under steady-state operating conditions, the measured parameters may not
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indicate incipient failure of the motor. The internal degradation needs to be monitored
using some other parameter, possibly through a 'virtual trending' of an internal parameter.

The methodology developed here may be applied to a wide range of industrial
machinery. A major factor of importance which must be taken into consideration is the
associated economic impact of such procedures. As a foundation, a strong predictive
maintenance program requires certain economic analysis in considering component
importance with regard to overall production in general. Ultimately, an overall successful
maintenance program must consider new and innovative reliability-based strategies
focusing on optimizing plant component availability.

8.2 Recommendations for Future Research

The description of methods and applications presented in this report clearly indicate
that the life prediction problem must take into consideration many issues related to the
degradation mechanisms and the processing of PDM data. A considerable amount of
research needs to be conducted in order to meet the enormous challenge of minimizing
annual industrial maintenance costs.

The reliability function as defined by the alarm time probability P(T � t) requires
further investigation. This should lead to a systematic approach for handling of the accuracy
of life prediction estimates for a given component during its operation. Additionally, such
1 17

analysis will offer a supplemental technique for establishing alarm levels based on a reliable
failure database. The nature of the distribution discussed needs to be studied further. Other
approaches for probabilistic characterization of data samples must also be considered
further.

Further investigation into the development of multiple prediction models using
available failure data needs to be considered. This task should provide a mean lifetime for a
given component based on a set of multiple estimates.

Neural network model development for on-line application to plant component
operation needs to be researched further. Such a task requires a sufficiently large database in
order to develop a degradation regime representative of multiple failures. It is desirable to
acquire such an extensive database from an industrial manufacturing facility in which a set
of plant components may be subjected to a wide range of operating conditions.
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MATLAB ® CODE FOR LONG-TERM
DEGRADATION OF ELECTRIC MOTORS
o/o'� * * * ** * * * ** D E F I N I T I O N O F V A R I A B L E S * * * * * * * * * * *
*
%*
*
*
% spd_m = motor speed calculated from the analytical model.
*
% * temp_m = winding temperature calculated from the model.
*
% vng_m = neutral-to-ground voltage calculated from the model. *
*
% * vwn_m = phase-to-neutral voltage calculated from the model.
*
*
% bv = breakdown voltage (kvolt).
*
% * imb = normalized imbalance in fraction.
*
%* tamb = Ambient Temperature (oF).
*
% * t = Time (weeks).
*
*
% ab = Air blockage (fraction).
*
*
% alpha = Parameter of aging model of insulation (type b).
*
% * beta = // /// /// //I I/I Ill II II II I I / // // //.
*
*
% gamma = // Ill Ill Ill Ill Ill /// Ill Ill II II II II.
% * ci = normalized imbalance calculated from experimental data. *
% * * * * ** * * * * * * * * * * * * ********* ************* * * * * * * * * * * * * * * * * * * * * * * * * * ****
t92
t7 l
t9 l htemp2
t82 t8 l
% imbalance speed2 speed l t72
htemp l vtemp2 vtemp l stemp2 stemp l V(w-n)2 V(w-n) l V(w-g)2 V(w-g) 1
g)2 V(n-g) 1
237
23 1
5
5. 1 5.35
5 5.3
A=[
0 1 689.9 1 690.5 5 . 15
2 10 1 1 9.6 1 1 8.9 1 1 8.8 1 18.7 4.6 4.92
225
225
1 98
234
5.2 5.35 4.8 237
5 1688.5 1 687.6 4.95 4.6 5.45
4.6
224
1 96 208 1 17.3 1 16.4 1 16.4 1 1 5.8 4.5
228
5
237
239
.4
5.7
.4
4.75
4.6
5
5
10 1 684.7 1 688. 1
4.7 4.84
1 14 1 14. 1
1 16 1 1 5.4
2 10
224
198
242
238
5
5.7
4.6
4.4
5.3
5.95
1 5 168 1 .8 1 685
5.1
5. 1
2 1 3 1 14.2 1 14. 1 1 1 1 .4 1 1 1 .3
226 202
242
246
5
20 1 677.5 1 679.3 4.5 4.3 6.27 5.9 5.4
5.5 5 .39
228
204 2 1 5 1 1 1 . 8 1 10.8 108.4 107.6
25 1
242
5. 1
6 5.5
25 1 674.6 1 678.8 4.3 4.2 6.35
5.6
6.3
230 206 2 15 1 10.5 1 10.5 106.2 106.8
256 249
6.2 5.6 5 . 1 5
6.5
30 1 674 1 67 5 .2 4. 1 5 4. 1
6.8 6.04
22 1 109.8 108.9 104.3 104.7
21 1
243
235
123

V(n-

228
233
233
239

35 1671.4 1671.4
216
235
222
40 1667.5 1666.7
249
219
243
45 1664.6 1663.2
245
256
223
50 1654.3 1657.1
247
230
233
55 1652.5 1658.3
232
236
249
60 1645.4 1646.3
238
257
271
65 1646 1645.7
246
237
261
70 1638.4 1648.8
239
267
279
75 1633.3 1643.7
247
269
283
80 1630.2 1641.5
255
299
271
85 1629.1 1634.4
257
262
278
90 1607.4 1629.4
275
279
320
95 1615.3 1619.3
271
278
286
100 1604.4 1621.9
284
290
324
A l = [0.00
0.33
0.66
1.00

4
108.8
3.9
227
3.85
231
3.6
102.6
3.6
102.1
3.57
244
3.5
100.2
3.5
252
3.5
255
3.35
257
3.3
94.6
3.23
265
3.1
93.4
3.05
276

4 6.6 6.3 5.6
5.2
262
251
248
107.5 103. l 102.1
7.4 6.61
3.9 6.7 6.4 5.65
5.3 265
258
107.5 105.6 101.1 99.9
7.7 6.9
3.8 6.8 6.45
5.7 5.35
272
260
106.4 104.7 99.8 98.5
7.9 7.45
3.7 6.8 6. 7 5.7
5.5
278
266
264
102.4 95. l 95.3
8.7
8.2
3.6
7.1 6.8
5.9
5.6
265
282
265
9.3 8.6
101.7
94 94.1
3.55
292
7.2
7 6.1
275
5.7
91.2
99.9 98.2
90.6
9.9 9.03
272
5.8
7 6.1
291
279
3.4 7.23
98. l 90.9 89.4 10.3 9.54
294
7.1 6.2 5.85
283
3.3 7.4
10
98.4 97.8 88.5 88.7 10.9
305
288
7.1 6.3 5.95
7.5
3.2
97.7 96.8 87.6 87.4 1 1 .1 l 0.1
312
290
6.4
6
3.2 7.6 7.25
96.3 96.8 85.9 87.4 11.6 10.8
296
299
316
6.2
7.3 6.5
3.1 7.6
94.7 85.3 87.4 12. l 11.5
299
334
6.2
3.1 7.75 7.45 6.65
92.3 94.2 80.3 83.2 12.7 11.8
32 1
307
337
6.7 6.4
3 7.8 7.55
91.4 81.6 79.6 13.1 1 2.4
311
347
2.9 7.85 7.65 6.74 6.5
91 91.8 77.8 79.9 13.9 12.8];

315
325
337
397];

alpha =13.5 ;
beta = 3.15e14;
gamma =15872.44;
k l = -.138;
k2= 2.347;
ab=0;
tamb0=70;
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for i= l : 2 1 ,
aO(i)= 1 ;
end
ci 1 = (A(:,7)-A(:,5))/5.0;
ci2 = (A(:,6)-A(:,4))/5.2;
ci = (ci 1 +ci2)/2;
% * * * ** * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ** * * * * * * * * *
% Estimation of experimental signatures of electric motor using *
*
regression analysis.
%
*
*
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
**************************
%
temp = (A(:, l 0)+A(: , 1 1 ))/2;
spd = (A(:,2)+A(:,3))/2;
vwn = (A(:, 1 6)+A(:, 1 7))/2;
vng = (A(:,20)+A(:,2 1 ))/2;
b l=[a0',spd,ci,ci. A2]\temp;
b2= [a0',ci,ci./\2]\vng;
b3=[a0',ci,ci.A2]\vwn;
b4=[a0( 1 :4 )',A l (:, 1 ),A l (:, l ).A2]\A 1 (:,2) ;
b5=[ a0' ,ci,ci /'2]\spd;
spd_t=b5( 1 ) + b5(2) * ci + b5(3) * ci.A2;
temp_t=b l ( l ) + b 1 (2) * spd + b 1 (3) * ci + b 1 (4) * ci./\ 2 ;
vwn_t=b3( 1 ) + b3(2) * ci + b3(3) * ci.A2;
vng_t = b2( 1 ) + b2(2) * ci + b2(3) * ci. A2;
imb( l) =0.03;
imb 1 = input('Enter the initial value for phase imbalance %: ');
ab 1 = input('Enter the initial value of outboard fan blockage % : ');
pt l = input('Enter the percentage variation in ambient Temperature% : ');
ab
= ab l / 1 00;
imb( l ) = imb l / 1 00;
tamb = tamb0 * ( l +pt l / 1 00) ;
for i = 1 : 525
t(i) = i;
spd_m(i) = b5(1 ) + imb(i). * b5(2) + b5(3) * imb(i).A2;
temp_m(i) = b l ( l ) + b l (2) * spd_m(i) + b l (3) * imb(i) + b l (4) * (imb(i).A2) + b4(2) * ab ...
+ b4(3) * (abA 2) + (26.8/28)"' (tamb-tamb0);
vng_m(i) = b2( 1 ) + b2(2) * imb(i) + b2(3) * (imb(i). A2);
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vwn_m(i) = b3(1) + b3(2)*imb(i) + b3(3) * (imb(i) /'2) ;
bv(i) = 10"( log 10(alpha)-t(i). *beta*exp(-gamma/...
( (temp_m(i)-32)/1 .8 + 273)) );
if bv(i)<=2.0, break,end
imb(i+ l)= imb( l )+(k l + k2/bv(i))* l .1 38 ;
end
plot(t,spd_m)
xlabel('Time (weeks) ')
ylabel('speed (rpm)')
grid
pause
%print
figure;
plot(t,temp_m)
xlabel('Time')
ylabel('Temperature')
grid
pause
%print
figure;
plot(t,bv)
xlabel('Time (weeks)')
ylabel('breakdown voltage (kv)')
grid
pause
%print
figure;
plot(t, vwn_m)
xlabel('Time (weeks) ')
ylabel('phase-to-neutral voltage (volt)')
grid
pause
%print
figure;
plot(t, vng_m)
xlabel('Time (weeks)')
ylabel('neutral-to-ground voltage (volt)')
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grid
pause
%print
figure;
plot(t,imb( 1 :i))
xlabel('Time (weeks)')
ylabel('lmbalance (% )')
grid
pause
%print
disp('b1s are the coefficients of temperature model')
bl
disp('b2s are the coefficients of vng model')
b2
pause
disp('b3s are the coefficients of vwn model')
b3
disp('b4s are the coefficients of temperature-air-blockage model')
b4
pause
figure;
plot(ci,temp,'g',ci,temp_t,'r')
xlabel('Phase imbalance')
y label ('Temperature')
grid
pause
figure
plot(ci, vng, 'g' ,ci,vng_t,'r')
xlabel('phase imbalance')
ylabel('VNG')
grid
pause
figure;
plot(ci,vwn,' g',ci,vwn_t, 'r')
xlabel('phase imbalance')
ylabel('VWN')
grid
pause

127

figure;
plot(ci,spd, ' g' , ci ,spd_t, 'r')
. xlabel('phase imbalance')
ylabel('SPEED')
grid
pause
figure;
plot(A 1 (: , l ), A l ( : ,2),' g ' )
xlabel('Air blockage')
y label('Temperature')
grid
pause
figure;
plot(spd,temp )
xlabel('speed')
ylabel('Temperature ')
grid
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