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The importance of a NI framework and system cannot be 
overstated. A NI system is critical in order to shorten the time 
between study conception and results. Second, a scalable system is 
required when large numbers of participants are studied. Further, 
when multiple sites participate in research projects, organizational 
issues become difﬁ  cult. Optimized NI applications mitigate these 
problems. Finally, NI software enables coordination across multiple 
studies, leveraging the advantages of each to potentially lead to 
exponentially greater research discoveries. The web-based Mind 
Research Network (MRN) system has been designed and improved 
through our experience with several multi-site translational neu-
roscience research studies and feedback from researchers from 
seven different institutions. The MRN tools permit the collection, 
management, reporting and efﬁ  cient use of large scale, heteroge-
neous data sources, e.g., multiple institutions, multiple principal 
investigators, multiple research programs and studies, and mul-
timodal acquisitions (Carneiro and Vasconcelos, 2005; Bockholt 
et al., 2007).
Applications typically contain complex features often found to be 
non-intuitive by end-users, especially when they are ﬁ  rst starting to 
use them. Our framework has been shaped by the requirements of 
several years of experience in providing NI tools to a full- spectrum 
of investigators and researchers conducting data acquisition,  storage, 
INTRODUCTION
Modern science is marked by an accumulation of massive 
amounts of data and neuroscience is no exception. The differ-
ent neuroimaging modalities, such as diffusion tensor imaging 
(DTI), functional magnetic resonance imaging (fMRI), structural 
MRI (sMRI), electroencephalography (EEG), positron emission 
tomography, or magnetoencephalography, each produce a huge 
amount of data that when combined with genetic information, 
psychological assessment results, and socio-demographics makes 
it impossible for researchers to draw conclusions without sophis-
ticated storage, recall, and inference methods. As research has 
moved to multi-site collaborations, the difﬁ  culties of working 
with large datasets have only increased, underlining the need 
for comprehensive tools to address these problems (Amari et al., 
2002).
Neuroinformatics (NI) aims to solve these problems and increase 
the effectiveness of researchers through intelligent use of data stor-
age, data analysis, and data presentations. NI makes storage and 
retrieval of data easy and transparent to researchers, but also assists 
them by supplying only the data that is relevant to their needs (Toga, 
2002). Combining these services with data repositories enables easy 
sharing and reduces the difﬁ  culties of scanning enough subjects to 
draw meaningful conclusions.
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management, analysis, and retrieval. The MRN approach and tools 
have proven to be effective and scalable. When researchers have 
access to an existing, well-designed, well-documented turnkey solu-
tion, that is already specialized to their domain of research, they can 
use the tools for their own projects, providing a distinct advantage 
to the group in both startup time and in minimizing future data 
integrity problems. However, the ultimate goal of data mining is to 
effectively use data sources to their full potential. The framework 
presented herein strives to achieve this end for the scientists that 
access the vast MRN data sources by providing intuitive access to 
fully annotated, anonymous data sources for novel exploration.
MATERIALS AND METHODS
The MRN Clinical Imaging Consortium (MCIC) is one example of 
a multi-institutional program for which the described framework 
was initially developed, built, and deployed (Demirci et al., 2008; 
Kim et al., 2009; Segall et al., 2009; Sui et al., 2009). The MCIC 
project needed sophisticated tools to analyze and support the 
multi-site heterogeneous data sources that were collected by the 
consortium of investigators (Carneiro and Vasconcelos, 2005). The 
tools within the framework needed to provide security, querying, 
reporting, analyzing, summarizing, exporting, and archiving capa-
bilities (see Figure 1). The MCIC project is composed of sources 
from more than 400 human research volunteers that have had com-
prehensive baseline and longitudinal neuroimaging (sMRI, fMRI, 
DTI), genetic, clinical, socio-demographic, and neuropsychological 
assessments. This NI capability has been actively used by several 
investigators and researchers distributed across The University of 
New Mexico, The University of Iowa, The University of Minnesota, 
and Massachusetts General Hospital at Harvard University. In addi-
tion to the MCIC project, the framework presented has beneﬁ  ted 
enormously through years of collaboration with the Biomedical 
Informatics Research Network (BIRN1), the National Alliance for 
Medical Imaging Computing (NA-MIC2) and collectively, all of the 
investigators and researchers within the scope of the MRN.
A large volume of data is collected, managed, and made available 
for exploration in any type of neuroscience research project. In 
Figure 2 is an overview of the applications that commonly access 
and use the MRN clinical research tools. The framework focuses on 
real-time neuropsychological assessment acquisition via a tablet-PC 
platform, real-time annotation via web services, collaborative web 
portals for data management and reporting, automated neuroim-
aging analyses, web application tools for monitoring and staging 
data analyses, quality assurance (QA) methods, and data mining 
capabilities. The full implementation details for this framework 
will be made available on The Neuroimaging Informatics Tools 
and Resources Clearinghouse (NITRC)3.
DATABASE
A system for storing, archiving, accessing, and integrating the 
various sources of data is clearly needed. One tier of the system 
is a relational database management system (RDBMS) (Farn and 
Hu, 1995). The advantage of using a RDBMS over other types of 
FIGURE 1 | Neuroinformatics data tools.
 databases is that the RDBMS technology is mature, stable, portable, 
scalable, and easy to integrate (Brinkley and Rosse, 2002; Bly et al., 
2004; Bota and Arbib, 2004; Bota et al., 2005). In the MRN data-
mining framework, we have determined that the following items 
in Table 1 should be supported within the RDBMS schema.
COLLABORATIVE WEB PORTAL APPLICATION
The public face of the MRN framework is a collaborative portal 
that provides secure access to data sources for the participating 
researchers and investigators. This web-tier application manages 
requests between a user’s desktop browser and the RDBMS tier.
To accompany the RDBMS, we have identiﬁ  ed functional require-
ments and designed and implemented a comprehensive web-based 
system to support the translational neuroscience research needs 
within the MRN organization. These requirements have been sum-
marized in Table 2.
The speciﬁ  c requirements for an end-user’s ability to create, 
modify, query, or export a given item of research data depends 
on the site and role of the user requesting the data manipulation 
event (Prasad et al., 1987; Brinkley and Rosse, 2002; Bota and Arbib, 
2004; Costa, 2004; Bota et al., 2005; Jovicich et al., 2005). We have 
developed tools for attaching roles to portal users, such as princi-
pal investigator, co investigator, study coordinator, rater, etc. The 
features that a given user has access to depends upon the assigned 
role that user has in the study. The MRN framework provides a 
mechanism for indicating who the principal investigator is on a 
given study and a means for managing the users and their role on 
each study.
WEB-BASED DATA-ENTRY
The socio-demographic, clinical, and neuropsychological assess-
ments collected in the MCIC protocol, along with many other types 
of multi-site consortium studies, generate a large amount of data 
that must be made electronic so that it can be integrated with data 
1http://www.nbirn.net
2http://www.na-mic.org
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FIGURE 2 | Overview of MRN Neuroinformatics System.
Table 1 | Items that should be supported within the RDMBS schema.
One or more data collection sites
One or more research participants at one or more sites
One or more studies across one or more sites
One or more subjects that can be assessed at one or more sites
One or more assessments conducted by one or more raters
One or more visits by a given subject participating in one or more studies
One or more neuroimaging modalities across one to many sessions
Support for multiple image analysis pipelines
Support for multiple image analysis results from one or more pipelines
Support for genetic polymorphisms (SNP results)
Support for real-time annotation of all data sources
Table 2 | Functional requirements for the  web-based system supporting 
the translational neuroscience research needs within the MRN 
organization.
Protocol and consents to participate in research  Document library
Timeline of required events for each cohort  Weekly progress
 reports
PDF documents of all required assessments  Presentations and
 publications
Meeting information, agendas, minutes  Investigator initiated
 reports
Simple summary of collection by site demographics   Clinical raters
Data requests  Roster of participants
Metadata summary  Calibration information
Real-time annotation tool  Training information
Summary of requests by other investigators  Ad hoc queries
Archive of delivered data requests 
collected in other research domains. After completing a training 
program, raters, the individuals that conduct the assessment events, 
are trained to document the interview results on standard paper-
based forms. When a complete set of assessments has been col-
lected and documented for a given subject, the stack of assessments 
for that subject is shipped to a centralized data-entry. This data 
 acquisition process generates speciﬁ  c requirements for an applica-
tion to manage the multitude of paper-based assessments.
Data-entry of clinical, socio-demographic, neuropsychological 
and other types of assessments performed is necessary since most 
of the time these data sources are collected as pen-and-paper-based 
assessments. The following web application requirements for an Frontiers in Neuroinformatics  www.frontiersin.org  April 2010  | Volume 3  |  Article 36  |  4
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assessment data-entry system have been determined: perform ﬁ  rst 
entry of assessment by data-entry operator; perform second entry 
of assessment by alternative data-entry operator; perform conﬂ  ict 
screening and logical checks of doubly-entered assessments by clini-
cal program manager; summarize data acquisition by assessment, 
subject, site, and other custom report generating features as needed 
(Andreasen et al., 1995; Vessey et al., 2003).
The pen-and-paper forms must be data-entered in a secure and 
fault tolerant manner. The web-based data entry application, acces-
sible via the intranet, facilitates the ﬁ  rst and second entry of assess-
ment data by two different data-entry operators. A clinical program 
manager then utilizes the application to perform conﬂ  ict screening 
and logical checks on the double-entered assessments. Data acquisi-
tion summaries may then be generated by assessment, subject, and 
site along with other custom report generating features as needed.
TABLET-BASED DATA-ENTRY
The purpose of the tablet PC entry capability is to provide end-users 
with a capability for the real-time collection and quality  validation of 
clinical neuroscience research assessment data. This tool (written 
for use on any tablet hardware running Windows XP Tablet Edition 
with SDK 1.7, operating system patched to SP2, Microsoft.Net 2.0 
framework 1.7) provides our researchers a means to capture assess-
ment data electronically in settings where a network connection 
may not be possible or permitted. Electronic acquisition of assess-
ment events also permits a more efﬁ  cient research process since 
data-entry of paper-based assessments is not required. Additionally, 
quality control can be conducted in real-time, since the tablet PC can 
provide feedback to the rater during the data acquisition process. 
Finally, tablet PC based data collection was found to be preferred 
by raters (Pace and Staton, 2005; Cole et al., 2006).
The Tablet Assessment software validates data as it is entered, 
including: required ﬁ  elds; data type for the response (e.g., numeric, 
character string or date); bounds checking information (e.g., 
systolic blood pressure is a number between 0 and 300); question 
dependencies (e.g., question 2 “How many cigarettes do you smoke 
a day?” does not need to be answered if the answer to question 1 
“Do you smoke?” is no).
During an interview, the rater is notiﬁ  ed immediately when a 
required ﬁ  eld is skipped or data entered does not meet quality criteria, 
but the software does not constrain the rater to ﬁ  x the data immedi-
ately. This allows the rater to complete the interview smoothly and ﬁ  x 
data issues at a later time if necessary. Assessments that do not pass 
data quality validation may be stored on the rater’s tablet and edited 
at any time, but they may not be submitted to the database until all 
issues are resolved. The tablet-based product stores and maintains 
the data that it manages in XML and is capable of exporting data via 
a SOAP webservice4 using XCEDE5 or other XML schema.
SCAN ANNOTATION
In providing NI tools for the MCIC project, we have developed 
a utility for having integrated data sources and real-time docu-
mentation of what, when, and where items (such as neuroimag-
ing events) succeed or fail. This documentation permits timely, 
efﬁ  cient processing and maximizes data-usability. In Figure 3, 
we present a screenshot of a real-time, web-based, image anno-
tation tool. During a neuroimaging session, this annotation 
tool allows the end-user to track and document each imag-
ing series. The web application is connected to both a custom 
DCM4CHE-based DICOM receiver6 and the MRN RDBMS 
database described above. The order of events, whether or not 
the event was completed, whether or not the end-user thinks 
that the imaging data is usable for analysis can be annotated by 
using this tool. Furthermore, the end-user may attach additional 
detailed documentation such as why an image may not be usable. 
Finally, auxiliary ﬁ  les, such as behavioral data, may be attached 
and submitted in real-time.
AUTO-ANALYSIS DESCRIPTION
We have standards in place at The MRN for researchers to fol-
low for scanning and naming data. When research subjects are 
scanned, information is input into a database form on the scanner 
FIGURE 3 | Real-time annotation tool.
4http://www.w3.org/TR/soap/
5http://www.xcede.org/
6http://dicom.ofﬁ  s.de/dcmtk.php.enFrontiers in Neuroinformatics  www.frontiersin.org  April 2010  | Volume 3  |  Article 36  |  5
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console that feeds the information directly into the NI database 
about the scan session. The scanned data is then archived onto 
a backup storage space. The subject data is then transferred by 
auto-analysis scripts to a local analysis area. Here the data is refor-
matted, so that all scans are in an analyzable format. Automation 
performs the ﬁ  rst level analysis for fMRI, the two modalities of 
sMRI, and DTI. Preprocessing is done on both the fMRI and sMRI 
data that allows researchers to work on the statistical analysis, 
instead of having to pre-process their data ﬁ  rst. For the struc-
tural scans, FreeSurfer provides cortical and subcortical results 
for individual subjects. VBM provides volume and density results 
for grey matter and white matter tissues. In the case of FreeSurfer, 
which is processed on a computing cluster, auto-analysis has saved 
investigators lots of time and local computing resources, for it is 
a computationally intensive software package. DTI gives us water 
diffusion results for white matter tracts. We are currently in the 
process of automating magnetic resonance spectroscopy. This 
auto-analysis pipeline beneﬁ  ts the PIs, boosting their effective-
ness, and it also magniﬁ  es the value of the information, allowing 
it to be pooled from smaller datasets to larger datasets, yielding 
large Ns to analyze effects, such as gender, that are not seen in 
smaller datasets.
DATA QUERYING
We have learned that users of our MRN tools wish to perform 
customized queries within individual research studies and across 
  studies, where permitted. To that end, we have developed a pro-
totype application to handle queries within and across research 
studies for all data domains stored in the MRN database. For cus-
tom queries, users typically wish to ﬁ  rst be able to select the study 
or studies they wish to query, and then perform some high-level 
ﬁ  ltering of the major data domains in order to set the criteria for 
the subjects they wish to analyze.
In Figure 4, we demonstrate the applications ﬁ  ltering capability. 
The user is able to select assessment criteria, such as the instrument, 
the visit type, the ﬁ  eld, and operator and a value. In the example, the 
user wished to query all MCIC subjects where neuropyschological 
batteries were conducted at a baseline visit and where the total read-
ing score was assessed at greater than a value of 50. The result is a 
ﬁ  ltered list of subjects for which the user is then asked what they 
wish to report from that ﬁ  ltered list of subjects. The example contin-
ues where the user is able to select and report all of the data sources 
available on that ﬁ  ltered list of subjects. Finally, we demonstrate 
how the user may export the data in a format that suits their needs. 
The application currently permits a customizable ﬁ  eld delimiter, 
line terminator, and selectable data orientation. This functional 
prototype permits extensive customized querying, and given that 
it may be used across all data sources from all studies stored in the 
MRN database, it will prove to be an invaluable tool, forming the 
foundation for planned data mining activities.
QUALITY ASSURANCE AND QUALITY CONTROL
We now present two QA protocols: one for morphological data and 
one for behavioral data. We have used individuals control charts 
on the morphological data because of an automated segmentation 
algorithm that allows us to inspect every brain. When multiple struc-
tural scans are taken, the variation within session is too small to be 
identiﬁ  able (Spiring, 2007). Each segment is normalized to total 
brain volume due to differences across gender, age, and scanner dif-
ferences (Tofts, 2004). Our control limits are set by the data, but as 
our database size continues to increase, the variability will decrease. 
With an increasingly large dataset that has multiple subject types, a 
FIGURE 4 | Data querying application tool.Frontiers in Neuroinformatics  www.frontiersin.org  April 2010  | Volume 3  |  Article 36  |  6
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regression control chart (Aroian and Levene, 1950) can be used to 
detect outliers by subject type. The morphological ﬁ  ndings show that 
within psychometrically normal subjects, neuromorphometric out-
liers are detected. These outliers will begin to lead us into research-
ing more of the predictive potential of neuromorphometric data. 
Figure 5 illustrates an example of a control chart. In the example, a 
single subject is found to be an outlier on the left thalamic proper 
label (that has been normalized by total brain volume). When this 
particular subject is ﬂ  agged as a statistical outlier on this measure, 
the end-user is prompted to review the entire neuromorphometric 
results for that subject and make a decision on whether or not to 
use that subject in their particular analysis.
In tandem with the QA of the neuromorphometric data is 
the QA of the assessment data. The three aims of using QA of 
  assessment data are: make certain that collected data falls within 
acceptable boundaries, use subject type to determine quality of 
data, and, integrate neuroimaging data and clinical assessment data 
to create multivariate control charts.
Quality assurance of the processed data is always a concern. We 
have designed measures to ensure that both the automation process 
is working correctly on all of the data analysis methods and that the 
quality is consistent. The NI database has a ﬁ  eld to include notes 
about issues that come up during the individual scans. Incoming 
scans and processed scans are monitored daily by a team of people 
involved in automation. A weekly report of disk space and total 
number of scans is generated to make sure the process is operating 
properly. QA measures are being built in to the automation stream 
that notiﬁ  es us when data fails to meet QA standards. These issues 
can then be resolved and the corrections implemented into future 
analyses to prevent concerns.
RESULTS
Within the MRN system across ﬁ  ve sites and 280 system users, the 
framework encompasses access to 8502 subjects with 10,410 MRI 
scan sessions, 1200 EEG session, 752 unique instruments have 
been developed for 140,692 assessment events with a total of 
2,533,868 questions available for use in mining nearly 150 TB 
of raw and analyzed data. We are now actively sequencing one 
million SNP arrays on prospective subjects, as well as  continuing 
to collect vast amounts of baseline and longitudinal   clinical, 
  neuropsychological, behavioral, and treatment   assessment 
results. While the preliminary research studies that drove the 
FIGURE 6 | First level analysis planning.
FIGURE 5 | Quality control chart example.Frontiers in Neuroinformatics  www.frontiersin.org  April 2010  | Volume 3  |  Article 36  |  7
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initial   development of MRN tools were primarily based on 
 schizophrenia, MRN studies managed in MRN tools now involve 
a wide range of psychiatric, psychological, and neurological disor-
ders  including post- traumatic stress disorder, psychopathy, addic-
tion, traumatic brain injury, lupus, vascular dementia, stroke, mild 
cognitive impairment, Alzheimers, as well as studies of creativity 
and accelerated learning.
The following three case studies provide examples of results of 
data-mining using the MRN framework.
CASE STUDY ONE: NOVEL ANALYSIS PLANNING
As part of a study’s conﬁ  guration in the NI system, a protocol must 
be devised regarding the necessary assessments, tasks, and auto-
mated analysis pipelines that are to be performed on each subject 
entered into the study. These protocols are specialized to a speciﬁ  c 
subject type under which each subject may be registered. From this 
information, along with the data results and metadata contained 
in the database, the system can determine which subject data has 
been completed, which data is not yet scheduled to be completed, 
and which data is delinquent.
The system is ﬂ  exible enough to accommodate multiple types 
of protocols to enable growth that may come with future analysis 
techniques. For example, it currently supports the management of 
assessment data and analysis snapshots, but will soon be used to 
drive automated quality control systems that will rely on profes-
sional, human conﬁ  rmation. Furthermore, this uniﬁ  ed protocol 
schema enables a commonized system of viewing the data collected 
from the subjects.
Persons with the necessary privileges may view the summarized 
results from their study’s web portal. The user must choose a type 
of analysis to be summarized and may optionally ﬁ  lter their results 
by subject type. The results are displayed in a color-coded grid 
and can be sorted by the links at the tops of the columns. Data 
results that have been completed can be viewed by clicking on the 
appropriate link in their representative box. In the case of analysis 
pipelines, various images are displayed for fast reviewing purposes 
in thumbnail form (see Figure 6). These can be expanded, along 
with metadata concerning their entry, to be viewed in full size for 
a more detailed qualitative review. Assessment questions and their 
responses can be viewed in a similar way.
This tool provides investigators with a tool to summarize the 
results of the analysis done on their subjects’ data and bring to 
light the results that are tardy in their completion. Much time can 
be spared from the waste of manually sifting through ﬁ  lesystem-
based data storage to view results. As an added boon, problems with 
analysis pipelines may also now be found more easily.
CASE STUDY TWO: CONDUCTING ANALYSIS
An image processing module in the database can be used as a quick 
diagnostic tool to compare groups such as controls vs patients. 
A number of tests are supported including one sample t-tests, two 
sample t-tests, Class mean, and K-means clustering.
The input data for these algorithms are the contrast images 
obtained from the ﬁ  rst level analyses using Statistical Parametric 
Mapping. Figure 7 shows an example where six healthy and six 
schizophrenics contrast images are used to generate a one sample 
FIGURE 7 | One sample t-test calculated on 12 images (six healthy and six schizophrenics) with a T-threshold of 1.5 applied to the t-map.Frontiers in Neuroinformatics  www.frontiersin.org  April 2010  | Volume 3  |  Article 36  |  8
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t-test map. In addition, we plan to provide data mining tools which 
work with the preprocessed spatiotemporal fMRI data for example. 
In this case, the processing must be done in an ofﬂ  ine manner as 
the wait time will be considerably longer.
CASE STUDY THREE: CLASSIFICATION
In this case study, the entire system can be tested, including deter-
mining selection criteria for each group, ensuring that ﬁ  rst and 
second level analyses are performed and available, after which, a 
further classiﬁ  cation analysis is performed. In this example, a class 
mean is used to classify a given image by computing the distance 
from the mean of each of the input groups.
To illustrate the method, we use ﬁ  ve subjects from a healthy 
group and ﬁ  ve subjects from schizophrenics group and two subjects 
from an unknown group that needs to be classiﬁ  ed. Based on the 
Euclidean distance measure, both the unknown subjects belonged 
to the ﬁ  rst group (Figure 8).
DISCUSSION
This novel workﬂ  ow utilizes a custom web application client that 
communicates with a database back-end along with a custom 
DICOM receiver that permits the end-user to conduct real-time 
annotation of neuroimaging data during acquisition. The user has 
the ability to annotate each imaging series with metadata such 
as the order of events, whether or not the event was completed, 
whether or not the end-user thinks that the imaging data is usable 
for analysis, and any other notes or relevant information. In addi-
tion, the web application allows the end-user to upload auxiliary 
data, such as stimulus response time ﬁ  les, supporting video or other 
ﬁ  les that may be needed for full analysis of functional neuroimag-
ing datasets.
For automated image analysis to be feasible in the NI  framework 
presented here, the protocol metadata (what type, kind, and 
  condition an imaging run belongs to) and the usability of an 
  imaging session, are needed to perform analyses. As soon as the 
end-user has set the status of an imaging session to usable, an 
  automated process evaluates the constraints of the protocol, 
  metadata, and usability status in order to execute the appropriate 
image  analysis pipeline. In functional imaging runs where behav-
ioral data is needed to process activation maps, when the end-user 
attaches the behavioral data, it triggers the functional imaging 
pipeline processing. The other strength of managing research pro-
tocols is the ability to monitor and enforce compliance as well as 
provide a platform for QA.
Since we have integrated this annotation tool with a DICOM 
receiver, and a comprehensive RDBMS, we are able to provide 
end-users with rich metadata associated with each neuroimag-
ing session and run. This integration of annotation along with 
comprehensive NI tools that combine clinical, socio-demographic, 
and neuropsychological data sources collected in a study greatly 
enhances the usability of data and establishes the foundation 
for efﬁ  cient, semantic-based retrieval of complex images via a 
secure web application. When combined with fully automated 
image analyses, this  annotation tool can serve as a powerful quality 
FIGURE 8 | Class mean run on ﬁ  ve healthy, ﬁ  ve schizophrenics and two images unknowns. Image shown is the mean image of group 1 thresholded at 1.0.Frontiers in Neuroinformatics  www.frontiersin.org  April 2010  | Volume 3  |  Article 36  |  9
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control mechanism for the end-user to ﬂ  ag problematic cases or 
guide automated procedures and subsequent users of the data with 
pertinent  information that may otherwise be lost, such as protocol 
deviations, subject noncompliance, poor data acquisition, etc.
We have developed a capability to handle queries within and 
across research studies for all data domains stored in the MRN 
database. The user is able to select assessment criteria, such as 
the instrument, the visit type, the ﬁ  eld, an operator and a value. 
The result is a ﬁ  ltered list of subjects for which the user is then 
prompted for what data they want reported. Following that step, 
the user is able to select and report all of the data sources available 
on that ﬁ  ltered list of subjects. Finally, the user may export the 
data in a format that suits their needs (CSV, SAS, SPSS, XCEDE, 
or custom format). This capability permits extensive customized 
querying, and given that it may be used across all data sources 
from all studies stored in the MRN database, it will prove to be an 
invaluable tool, forming the foundation for planned data mining 
activities. Once queries take place they can be saved and run again 
to reﬂ  ect new subjects being available, and ﬁ  nally the queries can 
be leveraged to plan and execute meta-analyses across all subjects 
and research studies permitting analyses of individual data sources 
that were not envisioned by the investigator that may have collected 
the original data.
Within an active study, the NI system provides investigators with 
a tool to manage and evaluate the quality of their data through the 
structured protocol schema and its associated display. The user may 
evaluate their study both on a subject-by-subject basis and by view-
ing a summary of the study as a whole. In the near future, this tool 
will further lead to the implementation of automated quality control 
mechanisms that can ﬂ  ag suspicious data for review by a human 
expert and collect the results of their assessment. The image processing 
module is especially advantageous because it helps people to perform 
a quick group comparison and classiﬁ  cation within the database and 
thus avoids the need to use analysis packages for doing these diag-
nostic tests. Furthermore, the database-driven analysis will grant a 
more detailed on-the-ﬂ  y analysis of the quality of the existing data to 
provide insight into the progress of a given study as well as supporting 
the likelihood of a hypothesis proposed for future studies.
We believe this novel framework represents an enormous step 
toward the efﬁ  cient mining of large scale heterogeneous translational 
neuroscience research. Data mining of such large NI repositories 
can lead to the creation of classiﬁ  ers with the ability to perform 
diagnosis, predict treatment outcomes, and identify novel targets 
for pharmaceuticals. We provided a data mining example of clas-
siﬁ  cation, but current users are also using the NI system to perform 
clustering, regression, and associative rule learning. Ultimately this 
type of mining should hasten translation neuroscience discover-
ies to 1 day lead to better treatments, cures, and more complete 
understanding of the basic neurosciences.
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