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Abstract It is proved that the sufficient condition for the uniqueness of an invariant
measure for Markov processes with the strong asymptotic Feller property formulated
by Hairer and Mattingly (Ann Math 164(3):993–1032, 2006) entails the existence of
at most one invariant measure for e-processes as well. Some application to time-
homogeneous Markov processes associated with a nonlinear heat equation driven by
an impulsive noise is also given.
Keywords Ergodicity of Markov families · Invariant measures ·
Stochastic heat equations
Mathematics Subject Classifications (2010) Primary 60J25 · 60H15;
Secondary 76N10
1 Introduction
In the 60’s Khas’minskii showed the uniqueness of an invariant measure for Markov
processes under the strong Feller condition (see [4]). Some ideas of its consideration
were taken from [2]. This result appeared to be a very useful tool in the theory
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of Markov processes corresponding to stochastic differential equations driven by
some noise, mostly a Wiener one. Indeed, if the noise is sufficiently regular, then we
may prove that the process satisfies the strong Feller property (see [7–9]). Recently
Priola and Zabczyk have established the strong Feller property for Markov processes
corresponding to SPDEs driven by cylindrical stable processes (see [12]). To be
precise, the strong Feller property means that the process given by a semigroup of
operators (Pt)t≥0 acting on some Polish space X is such that Pt0φ is continuous for
every bounded Borel-measurable function φ : X → R and some t0 > 0. To obtain the
strong Feller property on some Hilbert spaceH it is usually assumed that the process
under consideration fulfills the following condition: for any φ : H→ R bounded and
with the bounded Fréchet derivative ∇φ we have
|∇ Ptφ(x)| ≤ C(‖x‖) sup
y∈H
|φ(y)|, (1.1)
where C : R+ → R is a fixed nondecreasing function (see [1]). Hairer and Mattingly
introduced the concept of asymptotic strong Feller operators. We do not recall it here
and refer the reader to [3]. It is worth mentioning here that the asymptotically strong
Feller property is implied by a condition being, at first sight, a slight modification of
condition (1.1). The condition has the form (see [3, Proposition 3.12]):
|∇ Ptnφ(x)| ≤ C(‖x‖)
(
sup
y∈H
|φ(y)| + δn sup
y∈H
‖∇φ(y)‖
)
, (1.2)
where C, φ are as above but (tn)n≥1 and (δn)n≥1 are two positive sequences with
(tn)n≥1 nondecreasing and (δn)n≥1 converging to zero. Condition (1.2) is more than
a cosmetic change, in fact it allowed Hairer and Mattingly to prove uniqueness of an
invariant measure for a broad class of stochastic differential equations including the
Navier–Stokes equation driven by degenerate noise (see [3]). To do this they show
that every Markov process which is (weakly) irreducible and asymptotically strong
Feller possesses at most one invariant measure.
In almost the same time Lasota and the second author set forth the concept of an
e-process formulating for it a criterion for the existence of an invariant measure (see
[6]). Sufficient conditions for its uniqueness were given in [5]. Recall that a stochastic
process on X given by a semigroup (Pt)t≥0 is called an e-process if it satisfies the e-
property: for any point x ∈ X and an arbitrary Lipschitz bounded function φ : X →
R the family {Ptφ}t≥0 is equicontinuous in x, i.e.
lim
y→x supt≥0
|Ptφ(x) − Ptφ(y)| = 0. (1.3)
It was shown (see [5]) that to verify the e-property in the case of some Hilbert space
H it is enough to prove that there exists C : R+ → R+ such that
|∇ Ptφ(x)| ≤ C(‖x‖)
(
sup
y∈H
|φ(y)| + sup
y∈H
‖∇φ(y)‖
)
(1.4)
for any φ ∈ C1(H) and t > 0.
Since there exist a large class of e-processes with no asymptotically strong Feller
property (see Remark 6 in [5]) it seemed plausible to prove an analogous criterion
for the uniqueness of an invariant measure as that contained in [3]. This will be done
in the first part of our paper. Actually, we shall prove that any weakly irreducible
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e-process admits at most one invariant measure (see Theorem 2). To show it we have
introduced the concept of a point which is to generate a given measure. Generally
speaking, the averages of iterates of this measure behaves approximately as those
starting with the Dirac measure supported in the given point.
In the second part of the paper we reformulate our main result in the setting of
SPDE’s providing a simple criterion on the uniqueness of an invariant measure.
Further, we are concerned with the process corresponding to the heat equation
driven by an impulsive noise in the borderline case when the equation becomes
merely weakly dissipative and not dissipative. The studied equation is a slight
modification of the equation investigated by Peszat and Zabczyk in [10] (see also
[6]). The difference lies in assuming that the impulsive white noise affects the
system in every direction independently. Having this we may show that the process
corresponding to the stochastic heat equation is an e-process. Moreover, the process
under consideration is also weakly irreducible. From the proven theorem it follows
then that it has at most one invariant measure (Proposition 3).
2 General Theorem
Let X be a Polish space and let B(X) denote the σ -algebra of all Borel subsets of X.
By Bb (X) we denote the space of bounded Borel-measurable functions equipped
with the supremum norm. Let (Pt)t≥0 be the Markovian semigroup defined on
Bb (X). For each t ≥ 0 we have Pt1 = 1 and Ptψ ≥ 0 if ψ ≥ 0. Throughout this paper
we shall assume that the semigroup is Feller, i.e. Pt(Cb (X)) ⊂ Cb (X) for all t > 0 and
stochastically continuous, i.e. for ψ ∈ Cb (X) and x ∈ X we have lim
t→0+
Ptψ(x) = ψ(x).
Here Cb (X) is the subspace of bounded continuous functions. By Lb (X) we will
denote the subspace of all bounded Lipschitz functions.
By π t : X × B(X) → [0, 1], t ≥ 0, we denote the transition probability for (Pt)t≥0,
i.e. π t(x, A) = Pt1A(x).
Let M denote the space of all finite Borel measures on X, and let M1 stand for
the subspace of M of all probability measures. By supp μ we denote the support of
the measure μ. Recall that the total variation norm of a finite signed measure μ ∈
M−M is given by ‖μ‖TV = μ+(X) + μ−(X), where μ = μ+ − μ− is the Jordan
decomposition of μ.
We say that μ∗ ∈M1 is invariant for (Pt)t≥0 if∫
X
Ptψ(x)μ∗(dx) =
∫
X
ψ(x)μ∗(dx)
for every ψ ∈ Bb (X) and t ≥ 0. Alternatively, we can say that P∗t μ∗ = μ∗ for all t ≥ 0,
where (P∗t )t≥0 denotes the semigroup dual to (Pt)t≥0, i.e. for a given Borel measure μ
and t ≥ 0 we set
P∗t μ(A) :=
∫
X
Pt1A(x)μ(dx) for A ∈ B(X).
If μ ∈M1 is invariant we may associate with the semigroup (Pt)t≥0 the dynamical
system (,F , (t)t∈R,Pμ) given in the following way:
•  = XR,
• F = B(X)R,
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• (t)t∈R is the group of invertible, measurable transformations from  to  given
by the formula:
(tω)(s) = ω(t + s) for t, s ∈ R,
• Pμ is the unique measure, by the Kolmogorov extension theorem, such that
Pμ({ω ∈  : (ω(t1), . . . , ω(tn)) ∈ 
)}) = P{t1,...,tn}μ (
),
where
P{t1,...,tn}μ (
)
=
∫
X
μ(dx)
∫
X
π t1(x, dx1)
∫
X
π t2−t1(x1, dx2) · · ·
∫
X
π tn−1−tn−2(xn−2, dxn−1)
×
∫
X
π tn−tn−1(xn−1, dxn)1
(x1, . . . , xn)
for 
 ∈ B(X){t1,...,tn} and t1 < t2 < . . . < tn.
An invariant measure μ ∈M1 is called ergodic if the system (,F , (t)t∈R,Pμ)
is ergodic. We say that a measurable set A ⊂ X is μ-invariant if π t(x, A) = 1 for
μ-almost every x ∈ A and t ≥ 0. The following characterization of an ergodic mea-
sure is well known: μ is ergodic if and only if every μ-invariant set A is of μ-measure
0 or 1 (see [1]).
For a given t > 0 and μ ∈M1 define Qtμ := t−1
∫ t
0 P
∗
s μds. When t = 0 we adopt
the convention Q0μ := μ. We also write Qt(x, ·) in the particular case when μ = δx.
By Qs,tμ for s, t ≥ 0 we shall denote the composition Qs(Qtμ).
The crucial role in examining e-processes is played by the following set:
T :=
{
x ∈ X : the family of measures (Qt(x, ·))t≥0 is tight } . (2.1)
Recall that the existence of an invariant measure is equivalent to the condition
T 
= ∅. Moreover, if μ∗ is invariant for (Pt)t≥0, then supp μ∗ ⊂ T (see [5, 13]).
Lemma 1 Assume that (Pt)t≥0 has the e-property. Then for any x ∈ T the sequence(
Qt(x, ·))t≥0 weakly converges to some invariant measure.
Proof Fix x ∈ T and assume, contrary to our lemma, that the sequence (Qt(x, ·))t≥0
does not converge. Since
(
Qt(x, ·))t≥0 is tight, by the Prokhorov theorem we may find
at least two different probability measures, say, μ∗, μ∗ and two sequences of posi-
tive reals (sn)n≥1 and (tn)n≥1, limn→∞ sn = limn→∞ tn = +∞, such that (Qsn(x, ·))n≥1,
(Qtn(x, ·))n≥1 weakly converge to μ∗ and μ∗, respectively.
Choose f ∈ Lb (X) such that
∫
X f dμ∗ 
=
∫
X f dμ
∗ and let ε > 0 be such that
| ∫X f dμ∗ − ∫X f dμ∗| > ε.
Let K ⊂ X be a compact set such that Qt(x, K) > 1 − ε/(6‖ f‖) for all t ≥ 0.
Hence both the measure μ∗ and μ∗ on the set K are grater than 1 − ε/(6‖ f‖), by the
Alexandrov theorem. Passing to a subsequence if necessary, we may assume that on
the set K the sequence (s−1n
∫ sn
0 Ps f ds)n≥1 converges uniformly to some f˜∗ ∈ C(K),
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by the e-property and the Arzela-Ascoli theorem. Let f∗ ∈ C(X) be an extension
of f˜∗ such that ‖ f∗‖ = ‖ f˜∗‖K. Obviously, ‖ f∗‖ ≤ ‖ f‖. From the definition of K we
obtain that | ∫X\K f∗dμ∗| < ε/6 and | ∫X\K(s−1n ∫ sn0 Ps f ds)dμ∗| < ε/6. On the other
hand, from the definition of f∗ we have
∫
K f∗dμ
∗ = limn→∞
∫
K(s
−1
n
∫ sn
0 Ps f ds)dμ
∗.
Consequently, we obtain∣∣∣∣
∫
X
f∗dμ∗ −
∫
X
(
s−1n
∫ sn
0
Ps f ds
)
dμ∗
∣∣∣∣ < ε/3 (2.2)
for n sufficiently large. Since μ∗ is invariant, the second integral in the above formula
equals
∫
X f dμ
∗, which finally gives
∣∣∣∣
∫
X
f∗dμ∗ −
∫
X
f dμ∗
∣∣∣∣ < ε/3. (2.3)
Let N ∈ N be such that∣∣∣∣
∫
X
f∗dμ∗ −
∫
X
f∗d
(
QtN (x, ·))∣∣∣∣ < ε/3. (2.4)
In the same manner as in the proof of formula (2.2) we may show that∣∣∣∣
∫
X
f∗d(QtN (x, ·)) −
∫
X
(
s−1n
∫ sn
0
Ps f ds
)
d
(
QtN (x, ·))∣∣∣∣ < ε/3
for n sufficiently large and hence∣∣∣∣
∫
X
f∗d(QtN (x, ·)) −
∫
X
f d
(
Qsn,tN (x, ·))∣∣∣∣ < ε/3
for n sufficiently large. Since limn→∞ ‖Qsn,tN (x, ·) − Qsn(x, ·)‖TV = 0, by Lemma 2 in
[5], we have ∣∣∣∣
∫
X
f∗d(QtN (x, ·)) −
∫
X
f d(Qsn(x, ·))
∣∣∣∣ < ε/3
for n sufficiently large and consequently∣∣∣∣
∫
X
f∗d(QtN (x, ·)) −
∫
X
f dμ∗
∣∣∣∣ < ε/3. (2.5)
Combining Eqs. 2.3–2.5 we obtain
∣∣∫
X f dμ
∗ − ∫X f dμ∗∣∣ < ε, contrary to the
definition of ε. unionsq
We say that x ∈ X generates a measure μ ∈M1 if μ ∈ cl conv{Qtδx : t ≥ 0}, where
the closure is taken in the weak topology.
Proposition 1 Assume that (Pt)t≥0 has the e-property. If μ ∈M1 is generated by x ∈
T , then the sequence (Qtμ)t≥0 has the same limit as (Qt(x, ·))t≥0.
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Proof Fix f ∈ Lb (X) with || f || ≤ 1. Lemma 2 in [14] and the e-property give
lim
n→∞ supt≥0
∣∣∣∣
∫
X
f dQtμn −
∫
X
f dQtμ
∣∣∣∣ = 0,
provided μn weakly converges to μ.
Fix ε > 0 and let μ ∈M1 be generated by x. Then we may find N ∈ N,
α1, . . . , αN ≥ 0 and ν1, . . . , νN ∈M1 such that α1 + . . . + αN = 1 and
sup
t≥0
∣∣∣∣
∫
X
f dQt
(
α1 Qt1(x, ·) + . . . + αN QtN (x, ·)
) − ∫
X
f dQtμ
∣∣∣∣ < ε/2
for some t1, . . . , tN ≥ 0.
Due to Lemma 2 in [5] we have∥∥Qt Qti(x, ·) − Qt(x, ·)∥∥TV < ε/2,
for all t large enough, say, t ≥ T, and i = 1, . . . , N. Therefore,∣∣∣∣
∫
X
f dQtμ −
∫
X
f dQt(x, ·)
∣∣∣∣
≤
∣∣∣∣
∫
X
f dQtμ −
∫
X
f dQt
(
α1 Qt1(x, ·) + . . . + αN QtN (x, ·)
)∣∣∣∣
+
N∑
i=1
αi
∥∥Qt Qti(x, ·) − Qt(x, ·)∥∥TV < ε
for t ≥ T. Consequently, if one of the sequences (Qtμ)t≥0, (Qt(x, ·))t≥0 converges,
then so does the second and both have the same limit. Lemma 1 finishes the proof.
unionsq
Remark 1 Assume that (Pt)t≥0 has the e-property. A measure μ is generated by x iff
μ ∈ cl conv{Qtν : ν ∈M1, supp ν ⊂ B(x, ε), t ≥ 0} for every ε > 0.
Proof Applying the fact that for a given ε > 0 and f ∈ Lb (X) there exists η > 0 such
that
∣∣∫
X f dQ
tν − ∫X f dQt(x, ·)∣∣ < ε for t ≥ 0 and any ν ∈M1 with supp ν ⊂ B(x, η),
we can easily obtain the desired result. unionsq
Proposition 2 Assume that (Pt)t≥0 has the e-property. If μ is an ergodic invariant
measure, then every x ∈ supp μ generates the measure μ.
Proof The proof will be split into three steps.
Step I Fix x ∈ supp μ and let A ⊂ X be an open neighbourhood of x. Define
B = {y ∈ X : π t(y, A) = 0 for all t ≥ 0}.
Since the semigroup (Pt)t≥0 is stochastically continuous we easily check
that
B =
⋂
q∈Q+
{y ∈ X : πq(y, A) = 0}.
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Now we show that μ(B) = 0. Assume, contrary to our claim, that μ(B) >
0. We shall prove that Pt1B = 1B, hence μ(B) = 1, by the ergodicity
of the measure μ. On the other hand, since B ⊂ X \ A and μ(A) > 0,
this leads to a contradiction. So, to finish this step we show that Pt1B ≥
1B. Fix z ∈ B. We have Pt1B(z) =
∫
X 1B(y)π
t(z, dy) = π t(z, B). Let
Q+ = {q1, q2, . . .}. Set Cn = {y : πqn(y, A) > 0}. Observe that if π t(z, X \
B) > 0, then π t(z, Cm) > 0 for some m ∈ N, since X \ B = ⋃∞i=1 Ci.
Then π t+qm(z, A) = ∫X πqm(y, A)π t(z, dy) ≥ ∫Cm πqm(y, A)π t(z, dy) > 0,
contrary to our definition of z. Therefore μ(B) = 1 and we are
done.
Step II Fix an ε > 0. In this step we are going to show that
γ := sup ν(X) = 1,
where the supremum is taken over all ν’s such that μ ≥ ν and ν =
α1 P∗t1ν1 + . . . + αn P∗tnνn for some probability measures ν1, . . . , νn supported
on B(x, ε) and α1, . . . , αn, t1, . . . , tn ≥ 0.
If not, there exist a sequence (νn)n≥1 such that 1 > γ = limn→∞ νn(X) and
νn are as above. Set μn = μ − νn for n ≥ 1. Obviously the sequence (μn)n≥1
is tight, and therefore there exists μ∗ 
= 0 such that μn’s converge weakly
to μ∗, passing to a subsequence if necessary. Let A = B(x, ε). By Step I
we may choose z ∈ supp μ∗ ⊂ supp μ and t ≥ 0 such that η = π t(z, A) >
0. From the Feller property it follows that there exists θ > 0 such that
π t(y, A) ≥ η/2 for any y ∈ B(z, θ). Denote by α = μ∗(B(z, θ)). Let N ∈ N
be such that γ − νN(X) < ηα/4 and μN(B(z, θ)) > α/2 by the fact that
(νn)n≥1 converges weakly to μ∗ and by the Alexandrov theorem. Then we
have
P∗t μN(A) =
∫
X
π t(y, A)μN(dy) ≥ αη/4
and consequently we obtain
μ = P∗t μ ≥ P∗t νN + (αη/4)ν˜,
where ν˜(·)=(P∗t μ−P∗t νN)(· ∩ A)/(P∗t μ−P∗t νN)(A). Hence γ ≥ νN(X) +
αη/4, which contradicts the definition of νN .
Step III From the previous step it easily follows that μ is generated by any x ∈
supp μ. Indeed, we see that for an arbitrary ε > 0 we may find ν1, . . . , νN
supported on B(x, ε) and α1, . . . , αN ≥ 0, t1, . . . , tN ≥ 0 such that
μ ≥ α1 P∗t1ν1 + . . . + αN P∗tN νN
and α1 + . . . + αN > 1 − ε/2. Obviously we may choose T > 0 such that
‖QTνi − QT(P∗tiνi)‖TV < ε/2 for all i ∈ {1, . . . , N}.
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Hence we obtain∥∥μ − (α1 QTν1 + . . . + αN QTνN)∥∥TV
= ∥∥QTμ − (α1 QTν1 + . . . + αN QTνN)∥∥TV
≤ ∥∥QTμ − QT(α1 P∗t1ν1 + . . . + αN P∗tN νN)∥∥TV
+ ∥∥(α1 QT P∗t1ν1 + . . . + αN QT P∗tN νN) − (α1 QTν1 + . . . αN QTνN)∥∥TV
≤ ∥∥μ − (α1 P∗t1ν1 + . . . + αN P∗tN νN)∥∥TV
+
N∑
i=1
αi
∥∥QTνi − QT P∗tiνi∥∥TV < ε.
The use of Remark 1 ends the proof. unionsq
Theorem 1 Let (Pt)t≥0 be a Markov semigroup on a Polish space X admitting two
distinct ergodic invariant measures μ and ν. If (Pt)t≥0 has the e-property, then supp μ ∩
supp ν = ∅.
Proof Let x ∈ supp μ ∩ supp ν. Due to Proposition 1 in [5] x belongs to T . By
Proposition 2 we obtain that μ and ν are generated by x. On the other hand,
from Proposition 1 both the measures μ and ν are the weak limit of the sequence
(Qt(x, ·))t≥0 and therefore μ = ν. unionsq
We say that a Markov semigroup (Pt)t≥0 is weakly topologically irreducible if for
all x1, x2 ∈ X there exists y ∈ X such that for any open set A  y there exist t1, t2 > 0
with π ti(xi, A) > 0 for i = 1, 2.
Theorem 2 Let (Pt)t≥0 be weakly topologically irreducible. If (Pt)t≥0 has the e-
property, then it has at most one invariant measure.
Proof The proof consists in observing that if there exist at least two different
invariant measures, then not less than two different ergodic invariant measures
exist. Topological irreducibility and the Feller property give that their supports do
intersect. The immediate application of Theorem 1 finishes the proof. unionsq
3 Applications to SPDE’s
Let H be a Hilbert space with some scalar product 〈·, ·〉. Let {Yx(t)}t≥0, x ∈ H, be a
unique mild solution to the equation
dY = (AY + F(Y))dt + dZ (t) for t ≥ 0 with Yx(0) = x, (3.1)
where Z is some noise on H.
We will additionally assume that the process {Y(t)}t≥0 satisfies the Feller property.
Recall that a map G : H → H is called weakly dissipative if
〈G(x) − G(y), x − y〉 ≤ 0 for all x, y ∈ H.
Ergodicity of Markov Processes 597
The following easy lemma provides us with a sufficient condition for the e-
property.
Lemma 2 If the mapping G(Y) = AY + F(Y) is weakly dissipative, then the process
{Y(t)}t≥0 has the e-property.
Proof Let Yx and Yy be two solutions to Eq. 3.1 with the initial conditions Y(0) = x
and Y(0) = y, respectively. Since
d(Yx − Yy) = (A(Yx − Yy) + F(Yx) − F(Yy))dt,
we have
1
2
d
dt
E
∥∥Yx − Yy∥∥2 ≤ E(〈G(Yx) − G(Yy), Yx − Yy〉) ≤ 0,
by dissipativeness of G. Consequently E‖Yx − Yy‖2 ≤ ‖x − y‖2.
Let f : H → R be an arbitrary Lipschitz function. Denote by L f its Lipschitz
constant. Then using the Cauchy–Schwartz inequality we have
|Pt f (x) − Pt f (y)| ≤ E
∣∣ f (Yx(t)) − f (Yy(t))∣∣
≤ L
(
E
∥∥(Yx(t) − Yy(t)∥∥2)1/2 ≤ L f ‖x − y‖ ,
which finishes the proof. unionsq
As a consequence of Theorem 2 we have the following proposition.
Proposition 3 If the semigroup (Pt)t≥0 corresponding to Eq. 3.1 is weakly irreducible
and the deterministic part of the equation is weakly dissipative, then there exists at most
one invariant measure.
The above result seems to be a useful tool in studing ergodicity of weakly
dissipative systems disturbed with some additive noise. We exemplify it by proving
the uniqueness of an invariant measure for some stochastic heat equation driven
by an impulsive noise. These equations were studied by Peszat and Zabczyk (see
[10, 11]). Another possible application of this result to weakly dissipative stochastic
evolution equations will be provided in a subsequent paper.
Let E = [0,∞) × [0, 1] × R. Define a Borel measure μ on E by μ(dt, dx, dσ) =
dtdxν(dσ), where ν is a finite Borel measure on R with supp ν = R. We suppose that
{Un} is a disjoint partition of R \ {0} such that∫
Un
σν(dσ) = 0.
We assume that
aν =
∫
R
σ 2ν(dσ) < ∞. (3.2)
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Let {On} be a disjoint partition of [0, 1]. Let (ξ (n,m)j ), (x(n,m)j ) and (σ (n,m)j ), n, m ∈ N,
be independent random elements defined on some probability space (,F ,P) and
taking values in [0,∞), [0, 1], and R, respectively such that
P
(
ξ
(n,m)
j > t
)
= e−κn,mt for t ≥ 0,
P
(
x(n,m)j ∈ B
)
= |B ∩ Om||Om| for B ∈ B([0, 1]),
P
(
σ
(n,m)
j ∈ A
)
= ν(A ∩ Un)
ν(Un)
for A ∈ B(R),
where κn,m = ν(Un)|Om| and | · | denotes the Lebesgue measure on R.
Set τ (n,m)k = ξ (n,m)1 + . . . + ξ (n,m)k . We will consider the measure valued process of
the form
Z (t, dx) =
∑
τ
(n,m)
j ≤t
σ
(n,m)
j δx(n,m)j
(dx).
This process is called the impulsive white noise (see [10]). The random variables
σ
(n,m)
j , τ
(n,m)
j and x
(n,m)
j are interpreted as an amount of energy introduced to the
system, the random moment and the random place it happens, respectively.
Let (Zk)k≥1 be independent copies of the measure valued process Z defined on a
given probability space (,F ,P).
Now we are in a position to recall the definition of the stochastic integral with
respect to the measure valued process Z . Let FZt = σ {Zk(s, A) : 0 ≤ s ≤ t, A ∈
B([0, 1]), k ≥ 1} and letFt := FZt+, whereFZt+ is the completion ofFZt+ with respect to
the measure P. First we define the stochastic integral of a random field of the form
X(ω, s, ·) = ξ(ω)1(a,b ](s)1A(·), (3.3)
where ξ is a bounded and Fa-measurable random variable. We set∫ t
0
X(s)dZk(s) = (Zk(b ∧ t, A) − Zk(a ∧ t, A)) ξ for any k ≥ 1.
Further, for any Hilbert space H we define
PT,Z (H) = L2 ( × [0, T],BT , dP ⊗ dt; H) ,
where BT denotes the predictable σ -field on  × [0, T]. More precisely, BT
is generated by products ξ1(a,b ], where 0 ≤ a < b < T and the H-valued random
variable ξ isFa-measurable. It can be proved that the space of all linear combinations
of the form (3.3) is dense in PT,Z (L2). (Here L2 denotes the space of all Borel
measurable functions defined on [0, 1] which are square-integrable with respect to
Lebesgue measure. By ‖ · ‖ we will denote the norm in L2.)
We can easily show that
E
∣∣∣∣
∫ t2
t1
X(s)dZk(s)
∣∣∣∣
2
= aνE
∫ t2
t1
‖X(s)‖2 ds (3.4)
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for 0 ≤ t1 ≤ t2 < T, k ≥ 1 and any random field of the form (3.3). Since such random
fields are dense in PT,Z (L2), condition (3.4) holds for any X ∈ PT,Z (L2).
As usual for two separable Hilbert spaces with complete orthonormal bases {en} ⊂
E, { fn} ⊂ F and norms | · |E, | · |F , respectively, by L(H,S)(E, F) we denote the space
of all Hilbert–Schmidt operators, i.e. linear bounded operators T : E → F such that
‖T‖(H,S) :=
(∑
n≥1
|Ten|2F
)1/2
< ∞.
Finally, for X ∈ PT,Z (L(H,S)(L2,L2)) we define∫ t2
t1
X(s)dZ(s) =
∑
n≥1
∫ t2
t1
(X(s)∗en)dZn(s)en,
where {en} is the orthonormal basis of L2 of the form en(x) =
√
2 sin(πnx) for
x ∈ [0, 1] and n ∈ N. To show that the above definition is accurate observe that the
series
∑
n≥1
∫ t
0(X(s)
∗en)dZn(s)en for arbitrary t ≥ 0 is convergent in L2(,Ft,P;L2).
Namely, by Eq. 3.4 we have
∑
n≥1
E
(∫ t
0
(X(s)∗en)dZn(s)
)2
= aνE
(∑
n≥1
∫ t
0
‖X(s)∗en‖2ds
)
= aνE
∫ t
0
‖X(s)‖2(H,S)ds.
Obviously, for any X ∈ PT,Z (L(H,S)(L2,L2)) the stochastic integral
∫ t
0 X(s)dZ(s),
t ∈ [0, T] is a square integrable L2 martingal. By Eq. 3.4 it is also stochastically
continuous and hence by Doob’s theorem it has a càdlàg modification.
Consider the stochastic heat equation
∂u
∂t
(t, x) = u(t, x) − g(u(t, x)) + ∂Z
∂t
(t, x)
u(t, 0) = u(t, 1) = 0 for t > 0 (3.5)
with the initial condition
u|t=0 = ξ, (3.6)
where ξ is measurable with respect to F0.
In what follows we assume that g : R → R is continuously differentiable with
bounded derivative g′ and its Lipschitz constant is denoted by Lg.
By a solution we will understand the so-called mild solution, that is a predictable
process taking values in L2 such that for every t
uξ (t) = S(t)ξ +
∫ t
0
S(t − s)g(uξ (s))ds +
∫ t
0
S(t − s) dZ(s), (3.7)
where (S(t))t≥0 is the semigroup generated by the Laplace operator with the Dirichlet
boundary conditions. It has the following representation
S(t)φ =
∑
k≥1
e−π
2k2t〈φ, ek〉ek, (3.8)
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where ek(x) =
√
2 sin(πkx), k ∈ N, x ∈ [0, 1] and 〈·, ·〉 denotes the standard scalar
product in L2.
The proof of the existence and uniqueness of the solution to the above stochastic
heat equation is standard. It parallels mostly the proof of Theorem 3.1 in [10] and
therefore we omit it here. From the mentioned paper it follows that (Pt)t≥0 given by
the formula
Pt f (x) = E f (ux(t)) for f ∈ C
(
L
2) and t ≥ 0, (3.9)
where ux denotes the solution with ξ ≡ x, defines a Feller semigroup.
We are aimed at proving the uniqueness of an invariant measure under the
assumption that Lg ≤ π2. It is worth mentionig here that the novelty of our result
concerns the case Lg = π2. If Lg < π2, then the system is strongly dissipative and it
admits a unique attractive invariant meassure.
We start with a rather technical lemma useful in proving irreducibility of the
solutions to our equation.
Lemma 3 Let X ∈ L2([0, T] : L2) be such that ∫ ts ∫ 10 |X(u)(x)|dxdu > 0. Then for any
a ∈ R and ε > 0 we have
P
(∣∣∣∣
∫ t
s
X(u)dZ (u) − a
∣∣∣∣ < ε and sup
s≤τ≤t
∣∣∣∣
∫ τ
s
X(u)dZ (u)
∣∣∣∣ < |a| + ε
)
> 0.
Proof Fix a ∈ R. There is no loss of generality in assuming that a 
= 0. We may also
assume that s = 0. Fix an ε > 0. Since ∫ t0 ∫ 10 |X(u)(x)|dxdu 
= 0, there exists m ≥ 1
such that ∫ t
0
∫
Om
X(u)(x)dxdu 
= 0. (3.10)
From Eq. 3.10 it follows that there exists v ∈ R \ {0} and  ⊂ [0, t] × Om with
positive Lebesgue measure L2 such that
|X(u)(x) − v| < ε|v|/(3|a|) for (u, x) ∈ .
Set γ = a/v and let n ≥ 1 be such that γ ∈ Un. Choose η ∈ (0, min{ε/(3|v|), |a/v|}).
Set
1 =
{
ω ∈  : ξ (k,l)1 (ω) > t for al (k, l) ∈ N × N \ {(n, m)}
}
,
2 =
{
ω ∈  :
(
ξ
(n,m)
1 (ω), x
(n,m)
1 (ω)
)
∈ 
}
,
3 =
{
ω ∈  : ξ (n,m)2 (ω) > t
}
and
4 =
{
ω ∈  : σ (n,m)1 (ω) ∈ (γ − η, γ + η)
}
.
Let 0 = ⋂4i=1 i. First observe that the sets 1, 2, 3, 4 are independent. Indeed,
it follows from the fact that (ξ (k,l)j ), (x
(k,l)
j ) and (σ
(k,l)
j ) for k, l, j ∈ N are independent.
Further, by the definition of γ and η we easily check that
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∣∣∣∣
∫ t
0
X(u)(x)dZ (u)(ω) − a
∣∣∣∣ < ε
and ∣∣∣∣
∫ τ
0
X(u)(x)dZ (u)(ω)
∣∣∣∣ < |a| + ε for any ω ∈ 0 and τ ∈ [0, t].
Since the set 1, 2, 3, 4 are independent, to prove that P(0) > 0 it is enough
to show that P(i) > 0 for i = 1, 2, 3, 4. Obviously the sets 3, 4 have positive
measure, the last by the fact that supp ν ∩ (γ − η, γ + η) 
= ∅. Since L2() > 0, the
distribution 
(ξ
(n,m)
1 ,x
(n,m)
1 )
of the vector (ξ (n,m)1 , x
(n,m)
1 ) is absolutely continuous with
respect to L2 and its density is equal to κn,me−κn,mt|Om|−11[0,+∞)×Om(t, x), we obtain
that P(2) > 0. To finish the proof we have to show that P(1) > 0. But we have
P(1) =
∏
(k,l) 
=(n,m)
P
(
ξ
(k,l)
1 > t
)
= exp
⎧⎨
⎩−t
∑
(k,l) 
=(n,m)
ν(Uk) |Ol|
⎫⎬
⎭ ≥ e−ν(R)t > 0.
The proof is complete. unionsq
Denote by ZS(t) the convolution
∫ t
0 S(t − s)dZ(s). We have the following.
Lemma 4 Let f ∈ L2([0, T] : L2) and g ∈ L2. Then for any ε > 0 we have
P
(∫ T
0
‖ f (t) −ZS(t)‖2 dt < ε and ‖ZS(T) − g‖ < ε
)
> 0.
Proof Fix f ∈ L2([0, T] : L2) and g ∈ L2. Without loss of generality we may assume
that
f =
N∑
j=1
f j1[t j−1,t j),
where 0 = t0 < t1 < . . . < tN = T and f1, . . . , fN ∈ L2 for some N ∈ N. We may also
assume that f1 ≡ 0 and fN = g. Finally, we shall assume that 〈 f j, em〉 = 0 for j ∈
{1, . . . , N} and all m ≥ m0 for sufficiently large m0.
Since
E
∫ T
0
‖ZS(t)‖2dt =
∑
k≥1
E
∫ T
0
〈ZS(t), ek〉2dt < ∞,
we obtain that
lim
n→∞ E
⎛
⎝∑
k≥n
∫ T
0
〈ZS(t), ek〉2dt
⎞
⎠ = 0
and consequently
P
⎛
⎝∑
k≥n
∫ T
0
〈ZS(t), ek〉2dt < ε
⎞
⎠ > 0
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for any ε > 0 and n depending upon ε. Thus to finish the proof of lemma it is enough
to show that for every i ∈ N and ε > 0
P
(∫ T
0
〈ZS(t) − f, ei〉2dt < ε and |〈ZS(T) − fN(T), ei〉| < ε
)
> 0. (3.11)
Indeed, our statement follows then from the fact that the events{
ω ∈  :
∫ T
0
〈ZS(t)(ω) − f, ei〉2dt < ε and |〈ZS(T)(ω) − fN(T), ei〉| < ε
}
for i < n and ⎧⎨
⎩ω ∈  :
∑
k≥n
∫ T
0
〈ZS(t)(ω), ek〉2dt < ε
⎫⎬
⎭
are independent for any ε > 0 and n ∈ N.
Fix ε > 0 and i ∈ N. Set ε˜ = ε/T and δ = max1≤ j≤N(t j − t j−1). Splitting, if neces-
sary, the intervals [t j−1, t j] into smaller subintervals, we may assume that
max
1≤ j≤N
|(1 − e−π2i2δ)〈 f j, ei〉| < ε˜/8. (3.12)
To verify Eq. 3.11 we shall prove by induction that for any j ∈ {0, . . . , N} we have
P
(∫ t j
0
〈ZS(t) − f, ei〉2dt ≤ ε˜t j and |〈ZS(t j) − f (t j), ei〉| ≤ ε˜
)
> 0. (3.13)
Our hypothesis is obviously satisfied for j = 0. Assume now that it holds for some
l < N. We shall show that it holds for l + 1 as well. Put
l =
{
ω ∈  :
∫ tl
0
〈ZS(t)(ω) − f, ei〉2dt ≤ ε˜tl and |〈ZS(tl) − f (tl), ei〉| ≤ ε˜
}
.
Choose γ ∈ suppLl (〈ZS(tl)(·), ei〉) where Ll (X) stands for the law of a random
element X on the space (l,Fl ,Pl ). (Here Fl = {A ∩ l : A ∈ F} and Pl (·) =
P(·|l).) Set h = 〈 fl+1, ei〉 and let η = h − γ . Choose s ∈ (tl, tl+1) small enough the
following condition holds
[(|γ | + ε˜/8)2 + 2(|l| + ε˜/8)2 + h2](s − tl) ≤ ε˜(tl+1 − tl)/6. (3.14)
Set
1l =
{
ω ∈  :
∣∣∣∣
∫ s
tl
e−π
2i2(tl−t)eidZi(t) − η
∣∣∣∣ < ε˜/8
and sup
tl≤τ≤s
∣∣∣∣
∫ τ
tl
e−π
2i2(tl−t)eidZi(t)
∣∣∣∣ ≤ |η| + ε˜/8
}
and observe that P(1l ) > 0, by Lemma 2. Now, let
2l = {ω ∈ l : 〈ZS(tl), ei〉 ∈ (γ − ε˜/8, γ + ε˜/8)} .
Obviously P(2l ) > 0, by the definition of γ . Finally define
3l =
{
ω ∈  : sup
s≤τ≤tl+1
∣∣∣∣
∫ τ
s
e−π
2i2(s−t)eidZi(t)
∣∣∣∣ ≤ ε˜/8
}
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and observe that P(3l ) > 0, by Lemma 2. Define 
0
l+1 = 1l+1 ∩ 2l+1 ∩ 3l+1. Since
1l+1, 
2
l+1, 
3
l+1 are independent and all of them have positive measure, we have
P(0l+1) > 0. Now let ω ∈ 0l+1. We check that∫ tl+1
0
〈ZS(t)(ω) − f, ei〉2dt ≤ ε˜tl+1 (3.15)
and
|〈ZS(tl+1) − f (tl+1), ei〉| ≤ ε˜. (3.16)
By the induction assumption we have∫ tl+1
0
〈ZS(t)(ω) − f, ei〉2dt =
∫ tl
0
〈ZS(t)(ω) − f, ei〉2dt +
∫ tl+1
tl
|〈ZS(t)(ω), ei〉 − hl+1|2dt
≤ ε˜t +
∫ s
tl
|〈ZS(t)(ω), ei〉 − hl+1|2dt
+
∫ tl+1
s
|〈ZS(t)(ω), ei〉 − hl+1|2dt.
To evaluate the above integral set
I =
∫ s
tl
|〈ZS(t)(ω), ei〉 − hl+1|2dt and II =
∫ tl+1
tl
|〈ZS(t)(ω), ei〉 − hl+1|2dt.
Indeed, keeping in mind that
〈ZS(t)(ω), ei〉 =
∫ t
0
e−π
2i2(t−u)eidZi(u),
we have
I =
∫ s
tl
∣∣∣∣e−π2i2(t−tl)〈ZS(tl), ei〉 + e−π2i2(t−tl)
∫ t
tl
e−π
2i2(tl−u)eidZi(u) − hl+1
∣∣∣∣
2
dt
≤ 3
∫ s
tl
e−2π
2i2(t−tl)〈ZS(tl), ei〉2dt + 3
∫ s
tl
e−2π
2i2(t−tl)
(∫ t
tl
e−π
2i2(tl−u)eidZi(u)
)2
dt
+ 3
∫ s
tl
h2l+1dt.
Further, observe that∫ s
tl
e−2π
2i2(t−tl)〈ZS(tl), ei〉2dt ≤ (|γ | + ε˜/8)2(s − tl),
by the fact that ω ∈ 2l . On the other hand, since ω ∈ 1l we have∫ s
tl
e−2π
2i2(t−tl)
(∫ t
tl
e−π
2i2(tl−u)eidZi(u)
)2
dt ≤ (|η| + ε˜/8)2(s − tl)
and consequently
I ≤ 3[(|γ | + ε˜/8)2 + 2(|η| + ε˜/8)2 + h2l+1](s − tl) ≤ ε˜(tl+1 − tl)/2.
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To evaluate integral II we shall prove that for ω ∈ 0l+1 we have
|〈ZS(t) − f (t), ei〉| = |〈ZS(t), ei〉 − hl+1| ≤ ε˜/2 for t ∈ [s, tl+1].
To do this fix t ∈ [s, tl+1]. Then
|〈ZS(t), ei〉 − hl+1| =
∣∣∣∣
∫ s
0
e−π
2i2(t−u)eidZi(u) +
∫ t
s
e−π
2i2(t−u)eidZi(u) − hl+1
∣∣∣∣
≤
∣∣∣∣
∫ t
s
e−π
2i2(t−u)eidZi(u)
∣∣∣∣
+
∣∣∣∣
∫ tl
0
e−π
2i2(t−u)eidZi(u) +
∫ s
tl
e−π
2i2(t−u)eidZi(u) − hl+1
∣∣∣∣
≤ e−π2i2(t−s)
∣∣∣∣
∫ t
s
e−π
2i2(s−u)eidZi(u)
∣∣∣∣
+ e−π2i2(t−tl)
∣∣∣∣
∫ tl
0
e−π
2i2(tl−u)eidZi(u) − γ
∣∣∣∣
+ e−π2i2(t−tl)
∣∣∣∣
∫ s
tl
e−π
2i2(tl−u)eidZi(u) − η
∣∣∣∣ + (1 − e−π2i2(t−tl)) |hl+1|
≤
∣∣∣∣
∫ t
s
e−π
2i2(s−u)eidZi(u)
∣∣∣∣ + |〈ZS(tl), ei〉 − γ |
+
∣∣∣∣
∫ s
tl
e−π
2i2(tl−u)eidZi(u) − η
∣∣∣∣ + (1 − e−π2i2(t−tl)) |hl+1|
≤ ε˜/8 + ε˜/8 + ε˜/8 + ε˜/8 = ε˜/2,
by the fact that ω ∈ 3l , ω ∈ 2l , ω ∈ 1l and by Eq. 3.12, respectively. Hence|〈ZS(tl1), ei〉 − hl+1| < ε˜ and
II ≤ ε˜(tl+1 − s).
Therefore, ∫ tl+1
0
〈ZS(t)(ω) − f, ei〉2dt ≤ ε˜tl + ε˜(s − tl) + ε˜(tl+1 − s) = ε˜tl+1.
This completes the proof. unionsq
We shall show that under some condition on the Lispchitz constant Lg of the
function g the semigroup (Pt)t≥0 satisfies the e-property. It will be also shown that
this semigroup is weakly topologically irreducible.
Proposition 4 If the Lipschitz constant Lg ≤ π2, then the semigroup (Pt)t≥0 given by
Eq. 3.9 has the e-property and is weakly topologically irreducible. Consequently it
admits at most one invariant measure.
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Proof If the Lipschitz constant Lg ≤ π2, then the mapping G =  − g is weakly
dissipative. Hence (Pt)t≥0 has the e-property.
To finish the proof we must verify irreducibility. Set ZS(t) =
∫ t
0 S(t − s)dZ(s)
for t ≥ 0. Observe that uξ (t) = vξ (t) +ZS(t), where vξ is a continuous Ft-adapted
solution to the equation
vξ (t) = S(t)ξ +
∫ t
0
S(t − s)g(vξ (s) +ZS(s))ds for t ≥ 0, P-a.s.
If we show that for any T > 0 and ξ ∈ L2 we have suppL(uξ (T)) = L2, we will
be done. (Here L(uξ (T)) denotes the distribution of the random vector uξ (T).) To
do this fix ξ ∈ L2 and T > 0. Let υ ∈ L2. Fix ε > 0. From Proposition 2.11 in [7] it
follows that there exists f ∈ L2([0, T] : L2) such that ‖v fξ (T)‖ < ε/2, where v fξ is the
unique solution to the equation
v
f
ξ (t) = S(t)ξ +
∫ t
0
S(t − s)g(v fξ (s) + f (s))ds for t ∈ [0, T].
Observe that since g is Lipschitzean, the function v·ξ (T) : L2([0, T] : L2) → L2 is
continuous. Therefore there exists r > 0 such that if
∫ T
0 ‖ f (t) − g(t)‖2dt < r, then‖vgξ (T)‖ < ε/2. Further
P
(∫ T
0
‖ f (t) −ZS(t)‖2dt < r and ‖ZS(T) − υ‖ < ε/2
)
> 0,
by Lemma 3. Application of Proposition 3 completes the proof. unionsq
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