The main aim of the thesis is to provide a designer of an embedded system with an e cient and reliable task scheduling policy that considers all the relevant characteristics of the system application. First of all, we present the main characteristics of embedded systems Coo90, Ben94, Coo97]. We regard the embedded system computing elements as single proces-
sors working in parallel and independently from each other HS91, CH92, Hal96] . Task scheduling is one of the mechanisms, provided by the special software (the real-time executive -RTEX) that coordinates the multitasking operation of such a system Coo90]. We assume that the burden of supporting multitasking operation is removed from a given embedded system target processor to its co-processor HS91, CH92, Hal96]. Using this approach and the software-in-silicon McI96] codesign Wil93] solution, the main RTEX overhead on a target processor can be reduced to the time required for the target to coprocessor communication. Moreover, scheduling decisions can be more complex FC96]. We decompose the overall embedded system functionality into separate application tasks. Each of these conceptually concurrent activities can be designed and coded as a sequential program. RTEX must support the execution of these tasks in response to the correct events in the system, in the correct order and on-time. To achieve this, all the task characteristics must be known. In a task model, we denote them by using a mathematical notation. The model is used in the formal de nition of the task scheduling problem (as a combinatorial optimization (CO) problem), which we use to prove that the problem is NP-complete GJ79].
Although there exist e cient exact algorithms Law76] for obtaining the optimal solutions of CO problems, our problem cannot be solved optimally by using them because the number of schedules grows very quickly with the number of application tasks. We are forced to use algorithms based on heuristic methods for which there is usually no guarantee that a solution found by the algorithm is the best, but for which the polynomial bounds on computation time can be given Law76]. In our work, we concentrate on the analysis of the general purpose heuristic methods that have been used in evolutionary computation over the last years CK94, KC94]. We use two of these methods, i.e., neurocomputing MRS95] and genetic search and optimization Gol89]. We apply the continuous version of the Hop eld arti cial neural network Hop82, Hop84] to our problem. This network has been extensively used for solving the Traveling Salesman Person problem GJ79], which is one of the most typical CO problems. The great advantage of the Hop eld network is that it generates solutions without the necessity of training iterations. However, it has also a disadvantage that it does not always move from an initial state to the nearest stable state. For this reason, we extend the neurocomputing method with genetic search and optimization.
Finally, we propose the task scheduling policy that is a mixed approach of neuro-computing and genetic search and optimization, and the specialized heuristic used in the Predictable Dynamic Scheduling (PDS) KCK92, KS94] . PDS is our extension of the Earliest Deadline scheduling policy LL73, CW90, CC89], which has been established by the real-time community, but does not consider all the relevant characteristics of embedded systems. We verify the performance of the proposed mixed approach by using the analytical and simulation models CCK93].
