Abstract We propose a double-robust procedure for modeling the correlation matrix of a longitudinal dataset. It is based on an alternative Cholesky decomposition of the form Σ = DLL D where D is a diagonal matrix proportional to the square roots of the diagonal entries of Σ and L is a unit lower-triangular matrix determining solely the correlation matrix. The first robustness is with respect to model misspecification for the innovation variances in D, and the second is robustness to outliers in the data. The latter is handled using heavy-tailed multivariate t-distributions with unknown degrees of freedom. We develop a Fisher scoring algorithm for computing the maximum likelihood estimator of the parameters when the nonredundant and unconstrained entries of (L, D) are modeled parsimoniously using covariates. We compare our results with those based on the modified Cholesky decomposition of the form LD 2 L using simulations and a real dataset.
Introduction
Longitudinal data arise frequently in the biomedical, epidemiological and social sciences, where subjects are measured repeatedly over time and the observations on the same subject are intrinsically correlated (Diggle et al. 2002) . The technique of generalized estimating equations (GEE) introduced in Liang & Zeger (1986) is widely used when the focus is on modeling the mean. In GEE and many of its extensions, in the interest of expediency, parsimony and ensuring the positivedefiniteness of the estimated correlation matrix, it is common to pick a working correlation matrix, from a long menu of structured correlation matrices. Although consistency of the estimators of the mean parameters is not affected, misspecification of the correlation may result in a great loss of efficiency (Wang & Carey 2003) and may lead to invalid inferences (Cannon et al. 2001 , Carroll 2003 . The correlation matrix itself might be of scientific interest (Diggle & Verbyla 1998) in which case it is desirable to develop a bona fide data-based framework for modeling correlation matrices following the familiar three stages of model formulation, estimation and diagnostics in the modeling process for the mean vector (McCullagh & Nelder 1989) . Attempts to develop such methods have been made in recent years by Chiu et al. (1996) , Pourahmadi (1999 Pourahmadi ( , 2000 , Pan & MacKenzie (2003) , Ye & Pan (2006) , Lin & Wang (2009) , Leng et al. (2010) and references therein, using the spectral and Cholesky decompositions of covariance matrices, respectively.
A methodology based on the modified Cholesky decomposition (M.CD) of the covariance matrix Σ of a random vector y = (y 1 , . . . , y p ) has proved quite successful for longitudinal data in the sense that the positivedefiniteness of the estimated covariance is guaranteed and parsimony can be achieved using covariates. However, it seems for historical reasons the focus has been mostly on specific transitional models of autoregressive (AR) type for the actual successive measurements on a subject: y t = φ t,t−1 y t−1 + . . . + φ t,1 y 1 + t , t = 1, 2, . . . , p,
where the φ t,j 's are the so-called generalized autoregressive parameters (GARPs) with φ 1,0 = 0, and t 's are the prediction errors or innovations with V ar( t ) = σ
(1) and writing it as a moving average (MA) of the actual response in terms of the present and past innovations was mentioned in (Pourahmadi 2001, Sec. 3.5) , the idea and its potentials have not been pursued vigorously in the literature of longitudinal and correlated data. Given the duality and synergy between the AR and MA models in the theory of finite parameter stationary time series (Brockwell & Davis 1991) , one would expect a level of similar fruitful connections to exist between such type of models for nonstationary longitudinal data. For example, inverting (1) gives rise to the generalized moving average parameters (GMAPs) which are known (Pourahmadi 2001, Sec. 3.5; Rothman et al. 2010 ) to be useful in parsimonious modeling and guaranteeing the positive-definiteness of Σ itself. These models, whether of AR or MA type, lead to a factorization of the form Σ ± = LD 2 L , where Σ ± indicates either the covariance or the inverse covariance matrix, and L, D are generic unit lower triangular and diagonal matrices, respectively. Since D 2 is trapped in the middle, the correlation matrix corresponding to Σ ± depends on the innovation variances represented by the diagonal entries of D 2 , and hence is not necessarily robust to their model misspecifications.
By contrast, there is an alternative Cholesky decomposition (A.CD), due to Chen & Dunson (2003) , which is of the generic form Σ = DLL D with the diagonal matrix D of innovation standard deviations placed outside. Consequently, such factorization amounts to directly modeling the covariance matrix but in a manner that its estimated correlation matrix R does not depend on the quality of modeling and estimation of the innovation variances σ 2 t 's, see (3). In other words, estimation of R is robust to misspecification of models for σ 2 t 's, the component shared by both the M.CD and A.CD. Beside this basic observation, not much is known about the consequences of using A.CD in modeling covariance and correlation matrices other than Chen & Dunson (2003) , and Cai et al. (2006) in the context of random-effects selection. This factorization is more closely related to the MA representation of a "standardized" version of repeated measures on a subject, see (2), Pourahmadi (2007) and Rothman et al. (2010) .
In this paper, our primary objective is to study some of the consequences of modeling the components of the A.CD factorization on estimating the correlation matrix of longitudinal data. The secondary objective is to have procedures for estimating correlation matrices that are robust to outliers. We use the multivariate t distributions with ν the degrees of freedom unknown, as a model for the data and focus on accurate estimation of the df .
We point out some other structural, computational and statistical differences that exist between the M.CD in Pourahmadi (2000) and the A.CD in Chen & Dunson (2003) . For example, recognizing that the M.CD and A.CD of a covariance matrix correspond to AR and MA representations of the underlying nonstationary longitudinal data (Pourahmadi 2001, Sec. 3.5; Pourahmadi 2007 , Rothman et al. 2010 , therefore one expects more computational difficulties in computing the MLE of the parameters of the A.CD than those from M.CD (Brockwell & Davis 1991, Chaps 5 and 9) . In the A.CD framework the focus is on modeling the covariance matrix, while it is common to think of the M.CD framework as being related to modeling the precision matrix (inverse covariance matrix). However, recently Rothman et al. (2010) have proposed sparse estimation of Σ itself based on its M.CD and a related regression/MA interpretation of the entries of the factors. They show that there are significant structural and computational differences when working with Σ, Σ −1 and their respective correlation matrices. A somewhat surprising result is that banding the Cholesky factor of the precision matrix coincides with constrained maximum likelihood, but banding the Cholesky factor of the covariance matrix itself does not. Such results are based on some interesting relationships between zero patterns of covariance matrices and their Cholesky factors. For example, the Cholesky factor of either the covariance matrix or its inverse is k-banded if and only if the corresponding matrix itself is k-banded, see Propositions 1-3 in Rothman et al. (2010) .
The outline of the paper is as follows: In Section 2, M.CD and A.CD are reviewed along with the statistical interpretations of the entries of their Cholesky decompositions. Section 3 discusses the multivariate tdistribution and the MLE of its parameters with a particular focus on the orthogonality of the parameters estimate. Section 4 illustrates the methodology using a real dataset, and assess its performance using a simulation experiment. Section 5 concludes the paper.
M.CD and A.CD of a Covariance Matrix
In this section, we review properties of two distinct Cholesky decompositions of the positive-definite covariance matrix of a longitudinal dataset, and discuss their roles in estimating the correlation matrix.
It is known that any p × p positive-definite covariance matrix can be factorized as Σ = CC , referred to as its standard Cholesky decomposition, where C is a unique lower triangular matrix with positive diagonal entries. What are the statistical relevance of the diagonal and subdiagonals entries of C? Letting D = diag(c 11 , . . . , c pp ), this factorization can take the following two distinct forms depending on whether the matrix D is inserted between the two lower triangular matrices or outside.
The M.CD for Σ keeps D 2 inside:
where L = CD −1 is a "standardized" version of C, dividing each column by its diagonal entry. Defining T = L −1 , it is known (Pourahmadi 1999 ) that the entries of T and D 2 , respectively, are negative of the GARPs in (1) and the prediction error variances σ 2 t 's, when a measurement is regressed on its predecessors. Details of formulating parsimonious models using graphical tools like regressograms and estimating the ensuing parameters of T and D are given in Pourahmadi (1999) .
The A.CD in Chen & Dunson (2003) keeps D outside:
where now L = D −1 C is obtained from C using a slightly different "standardization", namely dividing each row of C by its diagonal entries. In Pourahmadi (2001 Pourahmadi ( , 2007 , the statistical interpretation of entries of L is given as the moving average coefficients when a standardized measurement is regressed on its past and present innovations, see also Rothman et al. (2010) . Let (y 1 , . . ., y p ) be a zero mean random vector with covariance matrix Σ. Denote L p×p = (θ tj ) and D p×p = diag(σ t ). It's clear that D −1 y has the covariance LL . More precisely, defining = (DL) −1 y, it follows that cov( ) = I p and then D −1 y = L , from which we obtain a variable-order, varying-coefficients moving average representation for the standardized y t /σ t as:
From (2), for any 1 ≤ s, t ≤ p, with s ∧ t = min{s, t}, it follows that
so that the correlation between y s and y t given by
is solely determined by the L matrix. This property is a great motivation for modeling a correlation matrix using A.CD, so that it is robust to model misspecifications for the innovation variances, σ t ν
The assumption of multivariate normality commonly made for the vector of repeated measures on a subject may not be tenable in many practical situations when outliers exist or the underlying data exhibit heavy-tails.
In this situation, a number of authors have used the multivariate t-distribution for robust estimation of the parameters of general linear models (Zellner 1976 , Lange et al. 1989 ); Lin & Wang (2009) has used it for robust estimation under the M.CD decomposition. Robust estimation for linear mixed models using the multivariate t-distribution has been studied by Welsh & Richardson (1997) and Pinheiro et al. (2001) . In the sequel, for i = 1, . . . , n, we assume that the vector of repeated measures on the i-th subject y i ∼ t(µ i , Σ, ν). This means that the p-dimensional vector y i is following a multivariate t-distribution with degrees of freedom (df) ν, location vector µ i and scale matrix Σ with the probability density function given as:
, where ν is a positive real number. For ν > 1 the mean vector is defined to be µ i , the covariance matrix exists for ν > 2 and is equal to ν ν − 2 Σ.
Following the general approach in Pourahmadi (2000), Lin & Wang (2009) we model µ i , L = (θ tj ) and D = diag(σ t ) as:
where
are parameters of the mean, log-innovation and the moving average parameters y in the A.CD, respectively.
are polynomials, we use the notation Poly(d, q) as a shorthand for two distinct polynomials of degrees d, q in the lagged times (t − j) and t for θ tj and log σ t , respectively. Specifically, in this case the covariates z t and z tj are of the form:
For example, in most of our simulation work we use Poly(3, 3) as models for the components of L, D. Assuming m, q, and d are known, let θ = (β , γ , λ , ν) be the partitioned vector of all parameters in the model, then the log-likelihood function (θ) is:
We suppress its arguments and use the abbreviation ∆ i in the sequel.
Maximum Likelihood Estimation Using Fisher Scoring
In this section, we study some computational and statistical implications of using covariates in the parsimonious modeling of L in (4) as compared to the same approach in modeling T in the M.CD approach studied in Pourahmadi (2000), Lin & Wang (2009) . Similar to the M.CD models, it turns out that there is no closed-form solution for the MLEs of A.CD models, thus iterative algorithms like the Newton-Raphson or Fisher scoring as in Pourahmadi (2000) and Lin & Wang (2009) will be developed here.
The Fisher scoring algorithm is developed in this subsection. For the partitioning of θ as above, the blocks of the score function U (θ) = U (β), U (γ), U (λ), U (ν) can be obtained and simplified as:
. Now, we have the necessary ingredients to present the Fisher information in terms of the blocks of a partitioned 4 × 4 matrix corresponding to β, γ, λ, and ν. The blocks of the Fisher information that involve β (the location parameter) are as follows:
In addition, we obtain other blocks of the Fisher information matrix using Proposition 4 of Lange et al. (1989) . We state two versions of the result corresponding to the parameterizations based on M.CD and A.CD. Let ϕ denote a generic parametrization of either Σ or Σ −1 for the p-variate t ν distribution with the scale matrix Σ, the contribution of a single observation to the Fisher information block for the scale parameter and the degrees of freedom are as follows:
ϕi . ∂ϕ can be used for modelling Σ −1 . In the application to model (4), ϕ = (γ , λ ) is for parameterizing the scale matrix.
The equations involving
Once the information matrix is computed, the iterative Fisher scoring algorithm can be used to compute the MLE of the parameters by updating the current value ofθ toθ:θ
Note that when using linear link functions for d(·, ·), and v(·, ·) in (4), simpler structures for the score function and the Fisher information will result. Also, when ν → ∞, the results in this section reduce to those for an iterative procedure for computing the MLEs of the A.CD model parameters under the multivariate normal setup.
Computation and the form of the entries of the Fisher information matrix are slightly different for A.CD and M.CD and are summarized in the following two subsections.
Fisher Information Matrix for A.CD
As an immediate consequence of the results given in subsection 3.1 we obtain the Fisher information blocks for the parameters of the components of the scale matrix and the degrees of freedom for the A.CD model.
Letting ν → ∞ in the above identities, we obtain the corresponding results for the multivariate normal model where the log-likelihood function (θ), up to an additive constant is:
The score function and the Fisher information for the multivariate normal distribution is easy to obtain by considering the following facts and substituting in the previous results:
Comparison with the Fisher Information Matrix for M.CD
In this section, we find the Fisher information matrix for the M.CD and compare it with that for the A.CD models. For simplicity, we use the same notation for the information matrices corresponding to A.CD and M.CD. Using the result given in subsection 3.1, the entries of the Fisher information associated to the scale parameter and the degrees of freedom for the M.CD model are:
Comparing similar entries in the two sections, it is evident that their forms and values are quite different for the A.CD and M.CD models even for general link functions d(·, ·), v(·, ·). However, some notable and computationally useful differences are singled out below:
1. The parameters γ and λ are asymptotically orthogonal in the M.CD, but not in the A.CD. It is known that for the multivariate normal distribution, the γ and λ are asymptotically orthogonal in the M.CD model (Ye & Pan 2006 , Holan & Spinka 2007 , but not in the A.CD model (Pourahmadi 2007 
Thus, replacing the matrix D −1 D λs by Z D,s using the above results will lead to simpler forms for parts of the score function and the Fisher information that involve λ. Also, using the log-linear models for the innovation standard deviation, both M.CD and A.CD models will have the same quantity for I 34 (λ, ν). 4. After implementing both models and exploring the performance of the algorithms under different conditions, on average we obtained less number of iterations and faster convergence rate in the Fisher scoring algorithm for the M.CD models over the A.CD models in both normal and multivariate t ν setup. This could be due to the fact that we deal with the covariance matrix in the A.CD and the precision matrix in the M.CD models, and we know that in the likelihood formulation and the Fisher scoring algorithm the precision matrix is the quantity that is involved directly, and that could lead to the faster convergence rate of M.CD.
Data Analysis
In this section, we compare the robustness and capabilities of the A.CD and M.CD for modeling various correlation structures using simulated and real data. We denote the M.CD and A.CD when used in conjunction with the multivariate normal and t distributions as M.CD.N and A.CD.N, M.CD.T and A.CD.T, respectively. We compare estimators of correlation matrices using the following two loss functions and their corresponding risks:
where R is the target correlation matrix and G is another positive-definite correlation matrix of the same size. The loss ∆ 1 (R, G) is known as the entropy loss and ∆ 2 (R, G) as the quadratic loss. Both of these loss functions are 0, when G = R and positive, when G = R. Their corresponding risk functions are:
An estimatorR is better thanR, if its associated risk is smaller, that is, R i (R,R) < R i (R,R).
Simulation
We fix the true parameters (mean, covariance/correlation matrix) for the simulation setup using those of the wellknown Kenward (1987) 's cattle data. Here the weight of thirty cattle were recorded 11 times over a 133-day period, the dataset has been analyzed by several authors Zimmerman & Núñez Antón (2009) . As in Pourahmadi (1999), cubic polynomials were fitted to the Cholesky factors T , D of the sample covariance matrix of the treatment A of the cattle data. For simulating data, we construct two true 11 × 11 covariance matrices corresponding to those of the cattle data fitted with M.CD.N-Poly(3, 3) and A.CD.NPoly(3, 3) denoted by Σ mcd and Σ acd , respectively. Thus, the true covariance (correlation) matrices are known and correspond to the above fits.
We generated m = 100 datasets from a multivariate t-distribution with the mean vector equal to the sample mean of the cattle data and the scale matrix equal to Σ mcd and Σ acd , respectively, and for the following combinations of (ν, n): "ν = 4, 50"(df ) , "n = 25, 100"(sample sizes). We calculated the entropy and quadratic risks after fitting M.CD.N, M.CD.T, A.CD.N and A.CD.T using the Fisher scoring algorithm described in Section 3. In each iteration, after updating the estimates of the ν and the covariance structure, we obtain the updated estimate of the mean parameters using the weighted least square. Note that here we fit cubic polynomials both to the GARPs (GMAPs) and the log-innovation variances, the same models as their true counterparts. The results in Table 1 (a) show that the risks in the third and forth columns are much smaller than those in the first two columns of both panels. This indicates the improved performance of M.CD over A.CD, when the data are actually generated from the same M.CD covariance (correlation) structure. Furthermore, in the left panel corresponding to ν = 4, a smaller degrees of freedom, the risks for M.CD.T and A.CD.T are much smaller than M.CD.N and A.CD.N, and this difference disappears, as expected, for ν = 50. Similar statements can be made about the results in Table 1(b) where the data are generated using the A.CD covariance structure, but now one can see that the first two columns of the two panels are smaller than their counterparts in the last two columns. In summary, the simulation results reported in Table 1 show the importance of knowing the structure of the underlying covariance matrix, where the M.CD works better for datasets coming from M.CD structure, and the A.CD fits the covariance matrix better if the data is coming from an A.CD structure.
Next, the theoretical result in Chen & Dunson (2003) and Section 2 suggest that the estimate of the correlation matrix is robust to model misspecification of the innovation variances when using the A.CD. To verify this empirically, we rely on the same dataset used for the simulations in Table 1 , but for log-innovation variances we fit a linear structure rather than the true cubic polynomial. The impact of this innovation variance misspecification on estimating the correlation matrix can be seen in Table 2 . More precisely, we observe the followings:
1. Comparing the first two A.CD columns of Table 1 with the first two columns of Tables 2 in both panels, shows that the correlation estimation is robust to the model misspecification for innovation variances. This conclusion seems to be independent of the structure of the covariance matrix used for the simulation (Σ mcd or Σ acd ). 2. The last two M.CD columns of Table 1(a) (Simulation from Σ mcd ) have smaller risks compare to the last two columns of Table 2 (a) in both panels. This confirms that the correlation estimation is not robust to the model misspecification for innovation variances in the M.CD structure.
Finally, we undertook a simulation study to examine the performance and flexibility of the proposed A.CD.T approach. The main objective is to study the robustness or sensitivity to the true distribution. For example, it is important to know when data are from a t distribution, how bad the M.CD or A.CD will perform when we use the normal distribution to estimate the parameters, and vice versa? For the sake of diversity, now the true parameters are set to be those of the tumor data (discussed in subsection 4.2) analyzed next and fitted with A.CD.T-Poly(3, 3), except that the df is specified at two different settings. For the df 's, we take a low value (ν = 4) corresponding to heavy-tailed distributions and a high value (ν = 50) corresponding to near normality. The two sample sizes were from small (n = 25) to a relatively large (n = 100). Simulations were run with m = 500 replications for each combination of ν and n and each simulated data set was fitted under A.CD.T and A.CD.N scenarios. The detailed numerical results, including the average ML estimates for the fixed effects, the moving average parameters and the scale innovation variances, the average of maximized log-likelihood values max , the average of associated BIC values and the median estimates for the df , together with their standard errors in parentheses, are summarized in Table  3 . It shows that for smaller ν the point estimators of the parameters under the A.CD.T and A.CD.N scenarios are generally the same, but their SE's differ with the normal distributions leading to larger SE's. Furthermore, the estimated df has a downward bias for the smaller sample size n = 25.
The tumor growth data
We apply our methodology to the in vivo growth of lung tumor for the control group of 22 xenografted nude mice, which has been also analyzed in Lin & Wang (2009) using M.CD.T. Figure 1 shows the profile plot of the logarithm of tumor growth volumes over an un- equally spaced 28-day period for the 22 mice, together with the sample regressograms of the generalized moving average parameters (GMAPs), and the sample innovation standard deviations. It should be noted that our analysis is based on the saturated model for the mean function, where a separate parameter for the mean response at each time has been considered (Pourahmadi 2000; Diggle et al. 2002, p. 65; Pan & MacKenzie 2003) . In fact, following the analysis of Lin & Wang (2009) and using the design matrix for the mean response to be , 2.5, 3.5, 4.5, 6, 7, 8, 10, 11.5, 13, 14) , the optimization procedure using the Newton-Raphson algorithm for the A.CD.T model will converge only to a local maximum which depends noticeably on the choice of the initial values. However, using the saturated mean model the algorithm converges to the global maximum for both A.CD.T and A.CD.N. We fit the tumor data using A.CD.N and A.CD.T for various choices of the degrees of the Poly(d, q) models. The values of max , together with the corresponding number of parameters and BIC values for selected pairs(d, q) are listed in Table 4 . Judging from the BIC values, Poly(6, 5) is the best and also Poly(3, 5) is relatively parsimonious and a competitive choice for both A.CD.N and A.CD.T models. Table 5 shows the ML estimates and the associated standard errors for the best two fitting A.CD.N and A.CD.T. It is noteworthy that the estimates of the df for the two fitted A.CD.T are somewhat small, suggesting that the error distribution has a larger tail than the normal distribution, which confirms the finding of Lin & Wang (2009) . Finally note that, based on the different interpretation of A.CD and M.CD parameters, the GMAPs and GARPs are not comparable.
Conclusions
We have established the role of an alternative Cholesky decomposition of the covariance matrix of a longitudinal dataset in providing robust estimator of its correlation matrix. Depending on the true structure of the underlying covariance matrix, whether it is from M.CD or A.CD models, the respective model will outperform the other in obtaining an efficient estimator for the covariance structure. Robustness to outliers is handled using heavy-tailed multivariate t-distributions with unknown degrees of freedom. Simulations and a real data example confirm the benefit of using the multivariate tdistribution to obtain a relatively more robust estimate of the parameters. Newton-Raphson algorithm with Fisher scoring for computing the maximum likelihood estimators of the parameters of the alternative Cholesky decomposition turns out to be more complicated than the standard Cholesky decomposition. This computational complexity is comparable to maximum likelihood estimation of parameters of the moving average models from time series analysis. We would like to point out that, although often useful for restricting the influence of outliers, the use of the multivariate t-distribution alone does not necessarily guarantee robustness. Deriving robustness characteristics such as breakdown points and influence functions for the t-distribution-based approach is an open problem. On the other hand, the connection of variants of the Cholesky decomposition with AR and MA models as discussed in Section 1 of this paper suggests that various robust time series methods as reviewed in Chapter 8 of Maronna et al. (2006) could be extended for robust estimation of the correlation/covariance matrices. Systematic development of such extensions is left for future research.
