In this paper, we introduce a parallel numerical scheme, the lattice Boltzmann method, to shape modeling applications. The motivation of using this originally-designed fluid dynamics solver in surface modeling is its simplicity, locality, parallelism from the cellular-automata-originated updating rules, which can directly be mapped onto modern graphics hardware. A surface is implicitly represented by the signed distance field. The distances are then used in a modified LBM scheme as its computing primitive, instead of the densities in traditional LBM. The scheme can simulate curvature motions to smooth the surface with a diffusion process. Furthermore, an initial value level set method can be implemented for surface morphing. The distance difference between a morphing surface and a target surface defines the speed function of the evolving level sets, and is used as the driving force in the LBM. Our GPUaccelerated LBM algorithm has achieved outstanding performance for the denoising and morphing examples. It has the great potential to be further applied as a general GPU computing framework to many other solid and shape modeling applications.
INTRODUCTION
Surface denoising (fairing) methods are important to improve the mesh quality by removing undesirable noises or rough features. Most techniques minimize energy functions, defined by the normal or curvature properties, to achieve smooth surfaces, leading to solve a Laplace equation of the mesh. Surface morphing (blending or interpolation) generates a sequence of intermediate shapes which gradually change from a source surface to a target one. It has been widely used in movies and games for enhancing animated visual effects. Level set method is applied to compute deforming zero level sets (isosurfaces) of a higher dimensional scalar function, which simulate the shape interpolation results between the source and target surfaces. In this paper, we propose a new approach based on the lattice Boltzmann method (LBM) to achieve fast computation of surface denoising and morphing on modern graphics hardware (GPU).
LBM is a microscopically-inspired method initially designed to solve macroscopic fluid dynamics problems. In computer graphics and visualization, LBM has grown up into a complete and promising GPU-based flow solver in modeling various fluid phenomena. On the other hand, LBM is a deliberately designed numerical scheme stemming from the cellular automata technology, which can be extended to many graphical applications beyond fluid * e-mail: zhao@cs.kent.edu dynamics. Thus, we can use this simple, volume-based, parallel numerical method to solve various partial differential equations (PDE) other than the Navier-Stokes equations. We have used a modified LBM scheme for solving diffusion, Laplace and Poisson equations in image editing and volume smoothing [43] , where the densities of 2D pixels or 3D voxels are modified according to these PDEs. For surface fairing, we voxelized a surface to generate a density volume data set [31] , smoothed the volume, and then regenerated the smoothed surface from the modified volume. However, the voxelization process compromised the accuracy and speed. The method also cannot be used for shape interpolation between surfaces.
In this paper, we innovate to use the distance field of surface as the primary computing primitive in the LBM for shape modeling and applications. Thus, this parallel computing scheme is naturally extended to solve Laplace equation for generating smooth surface, and to solve initial value level set equation for modeling surface morphing process. The LBM algorithm is very easy for programming following a simple two-step process. Direct mapping it onto the GPU is also straightforward for a knowledgable GPU programmer. In this way, our method provides an easy-to-implement and GPU-amenable framework, and achieves outstanding performance on contemporary graphics hardware. It also has the great potential to be further applied to various shape and solid modeling applications.
RELATED WORK
Lattice Boltzmann Scheme The LBM was initially designed to simulate continuum flows based on the statistical kinetic assumptions based on Boltzmann equation. It has achieved great success in the computational physics world [32] . An index function similar to distance field was combined with the LBM to track the interface in multiphase flow dynamics [11] . In computer graphics and visualization, the LBM was used to visually simulate fluid flow phenomena with complex boundary conditions, such as wind flow and fire [37, 27] , ink dispersion [4] , free surface liquids [35, 36] , floating objects [38] , melting and flowing [45] , fluid control [34] , heat shimmering and mirage [44] . A level-of-detail scheme was adopted to simulate 3D fluid dynamics based on the locally-refined LBM on multiple grids, which improves the simulation accuracy and performance. Li et. al [19, 18] and Fan et. al [8] implemented the LBM algorithm on single GPU and GPU cluster to accelerate the computation. For non-fluid simulations, LBM was used to lighting participating media [10] . We recently applied it in image denoising, image editing, volume smoothing and surface fairing [43] . Surface Denoising and Morphing Most smoothing techniques propose energy functions defined by the normal or curvature properties, and perform the constrained energy minimization. An explicit integration method [33] was applied with linear time and memory consumption while not performing well for very large mesh. Implicit surface fairing [6] used bi-conjugated gradient to solve the linear system. It adopted a scale-dependent umbrella operator with linear approximation and used a curvature flow to remove noise with an approximation of local curvature normal on the mesh. These approximations rely on the mesh quality due to the mesh-based PDE solution.
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Modeling and Applications 2008 4 -6 June, Stony Brook, New York, USA 978-1-4244-2261-6/08/$25.00 ©2008 IEEE Our method uses the volume based approaches to handle surface denoising and morphing which does not need to explicitly handle topological relations. Distance fields of two volumes were interpolated to generate intermediate shapes [26] . This distance field interpolation method is modified so that the interpolation is done in correlation with the warp function [5] . The method provides the animator with a technique that can be used to create a set of models forming a smooth transition between pairs of a given sequence of keyframe models. A let set method was presented for achieving 3D shape metamorphosis [2] , where the movements of deformable surfaces are simulated by a level set defined on signed distance fields of the shapes. Furthermore, a level set based approach [22] handled various surface editing operations with a deformable implicit representation based on the distance field of a surface. Recently, a T-spline level set method [40] was proposed where where the inbetween objects are constructed by using T-spline scalar functions. Our morphing operation does not focus on geometric transformation and warping to establish the correspondence between source and target surfaces. We refer the interested readers to [2] and the references therein.
For hardware acceleration, an acceleration method of initial value level set method was proposed by describing GPU based algorithms for solving and visualizing level-set solutions at interactive rates [16] . This streaming implementation of the narrow-band algorithm packs the level-set isosurface data into 2D texture memory via a multidimensional virtual memory system. As the level set moves, this texture-based representation is dynamically updated via a novel GPU-to-CPU message passing scheme.
Unlike these solutions, our method is the first to introduce the LBM for level set solution, which comfortably achieves GPU acceleration due to the inherit locality and parallelism of the LBM scheme.
Besides the volume-based methods, PDE surfaces were incorporated [7] into the powerful physics-based modeling framework, offering many modeling advantages in surface blending and modeling. Laplacian coordinates [20, 30] and Poisson based methods [39, 41] were also successfully proposed to implement shape interpolation on surface meshes. We refer the readers to these papers and the references therein for the details of non-volume-based morphing approaches.
LBM FOR SHAPE MODELING
LBM is an inherently-parallel computing methodology first designed for simulating flow dynamics on 3D or 2D lattices (grids). Traditional computational fluid dynamics (CFD) approaches, such as finite difference, finite element or boundary element methods, usually compute macroscopic fluid properties by discretizing the continuum governing equations (Navier-Stokes). Abandoning this strategy, the independent variables in an LBM consist of particle distribution functions in the phase space of the statistical mechanics, from which macroscopic continuum fluid properties can be recovered. This computational approach has the benefits that: (1) it is tractable for simulating nonlinear, complex, macroscopic dynamic behavior; (2) it can be easily computed in an explicit, local, parallel numerical scheme with update rules similar to cellular automata; (3) it enables easy code generation and straightforward mapping onto streaming SIMD processors, such as GPUs. In this paper, we introduce these benefits to the shape modeling and applications where the distance field of a shape is used as the computing primitive of the LBM, instead of the fluid densities in LBM fluid solvers.
Next, we start to explain the basic LBM algorithm as a numerical CFD computational scheme. The interested reader is referred to a good book [32] for details of theoretical analysis, algorithm development and many physical applications. Then, we show how LBM can be applied to non-fluid PDEs. Finally, we use the distance field in LBM computation to initiate the usage of this parallel PDE solver in solid and shape modeling applications.
LBM Algorithm
A 3D domain of fluid is first discretized into a cartesian lattice. The variables associated with each lattice site are the particle distributions that represent the probability of particle presence with a given velocity. Particles stream synchronously along links from each site to its neighbors in discrete time steps. Between each two consecutive streaming steps, a collision computation is executed to model the nonlinear dynamics of the fluid medium. As illustrated in Figure 1 , a 3D lattice may be represented as a combination of four sub-lattices: sub-lattice 0 consists of the center cell with zero velocity; sub-lattice 1 includes six axial neighbor links; sub-lattice 2 has twelve minor-diagonal neighbor links; and sub-lattice 3 consists of eight major-diagonal neighbor links. As in Figure 1 , the most popular 3D LBM lattice structure is the so called D3Q19 lattice that is a 3D lattice with 18 links representing 19 velocity vectors (including the zero velocity), consisting of sublattices 0, 1 and 2. Here, D3 means it is a 3D lattice and Q19 means in total the lattice has 19 discrete velocity distributions. Stored at each grid node are 19 packet distributions associated with the 19 velocity vectors. The two update rules of the LBM can be described by the following equations:
where r and r + e i locate a lattice site and its neighbor site along link i. In one time step t, each particle distribution f i at r is updated based on the collision operator Ω i to the value f i (r,t * ), then, in time step t+1, the new value f i (r,t * ) propagates to the nearest site r + e i along the velocity vector. The macroscopic fluid variables: density (ρ), velocity (u) and momentum (j), are obtained as moments of these distribution functions:
The collision operation is usually implemented as a relaxation process of the particle distributions to the equilibrium distributions:
where τ is the relaxation time scale, controlling the rate of approach to equilibrium, which determines the viscosity ν of the flow as
f i (ρ, u) is the appropriately chosen equilibrium particle distribution, which is usually defined as a linear function of ρ and u at a particular time:
The rightmost term in Equation 5 is introduced to modify the fluid momentum by adding the external force F with the coefficient c i defined as [3] 
Derive Macroscopic Equation from LBM
To derive the macroscopic hydrodynamic equation, the ChapmanEnskog expansion of f is employed, which is essentially a formal multiscaling expansion [12] :
Following Chapman-Enskog and multivariate Taylor expansion, the LBM equations (Equation 1 and 2) can be rewritten in the consecutive order of a small expansion parameter ε. The first three equations in the order of
The distribution function f i is constrained by
Based on these constraints, for the first order of the expansion, summing the Equation 11 over all the velocity directions (i) gives the Euler equation ∂ t ρ +∇·ρu = 0. Multiplying e i to both sides of Equation 11 and Equation 12, the momentum equation is derived by summing each equation over i and combine the two equations:
i is the zeroth-order momentum flux tensor, and Π 1 = ∑ i e i e i f 1 i is the first-order momentum flux tensor. The momentum flux tensors are defined on the specified lattice structure and corresponding equilibrium distribution. Eventually, from the Euler equation and the momentum equation, the incompressible Navier-Stokes equations can be recovered at the limit of low Mach number flows as
where P is the normalized pressure. Using the same analytic procedure, while using an equilibrium equationf
which is simplified from traditional Equation 7 by removing the effects of fluid velocity u, we have shown in our previous work [43] that the LBM scheme can be applied to simulate the parabolic diffusion equation
where γ represents the diffusion coefficient and is defined as
This time-dependent diffusion process can be used to solve the Laplace equation ∆ρ = 0 if ∂ t ρ → 0. Thus the LBM scheme can be easily used to solve Laplace equation for 2D image or 3D volume, if ρ represents the pixel value or voxel density.
Distance Field LBM
Polygonal surfaces have traditionally been the most popular primitives used for representing shapes with many fully-developed modeling and rendering techniques. To promote the LBM scheme to model and edit shapes, we used voxelization [31] to bridge the gap between surface and volume models in our previous work [43] . However, the transformation may impair the accuracy if not using a high-resolution or adaptive grid [23] . Distance field represents surfaces or curves with implicit representation, which has been extensively used in shape modeling purposes in computer graphics [15] . A distance field is defined as a scalar field that specifies a distance to a shape, where the distance is usually signed to distinguish between the inside and outside of the shape. Data set X representing a distance field to surface S is defined as: X : R 3 → R and for p ∈ R 3 ,
where sgn(p) = 1(−1) if p is inside (outside) of S, and || is the Euclidean norm. In the discrete 3D volume data set, X, each voxel stores the distance to the closest point on the surface. In our distance field LBM approach, the LBM use the signed distances to surface as the computational element, instead of the densities as before.
Using the distance field, X, to replace the density ρ in the diffusion Equation 15 , the equation can be rewritten as
where κ represents the mean curvature:
Equation 18 is the level set equation for motion by mean curvature, which was discussed and solved by semi-implicit methods for evolving interfaces by mean curvature flow [29] . Here, the distance field LBM presented an alternative GPU-friendly solution for solving curvature motions of surface or curves. The benefit of the LBM scheme is that we do not need to compute the curvature explicitly as in [16] , which is implemented and "hidden" in the microscopic LBM collision procedure. In simulation, we can simply compute the curvature at a time step n from Equation 18 by applying |∇X| = 1 for distance field during our motion computation:
where X(n + 1) and X(n) are distances computed in consecutive LBM time steps n + 1 and n. In Equation 15 , γ is a function of τ of the LBM, which can be defined as a time-dependent factor. Thus, we use γ(n) to represent the diffusion factor used at time step n. Figure 2 illustrates a simple example using this method, where the high-curvature portion of the shape is flattened and becomes smooth. Thus, we use this method to perform the surface denoising with the distance-based implicit representation (see Section 5.1).
Our distance field LBM for surface morphing can be described in the level set framework [28] . The main idea of the level set method is to embed a propagating interface S(t) as the zero level set of a higher dimensional scalar function. The motion is described as ∂ t X +V |∇X| = 0, where X(r(t),t) is the distance function at a position r. The scalar speed function V is usually defined by geometric variables and time t to model the propagation behaviors of the interface S(t). In our project, the level set equation is rewritten as
The constant external expansion speed V 0 can be incorporated into the LBM diffusion scheme as an external force term as in Equation 5 . In particular, we set F = V 0 |∇X|. In this case, the distance field X satisfies |∇X| = 1, therefore, the level set expansion can be easily incorporated into the LBM simulation. For surface morphing, we define V 0 on any particular 3D position and time step as a function of distances to the source and target surfaces (see Section 5.2).
COMPUTATIONAL PROCEDURE
In summary, the computing procedure underlying our simulations involves the following series of steps: 
APPLICATIONS
We have shown that the GPU-accelerated distance field LBM scheme can be used for surface denoising and surface morphing. Next, we show the examples of our application.
Surface Denoising
Our LBM scheme simulates curvature motion of a surface by solving Equation 18 . A user-specified parameter γ is used to control the diffusion behavior. If γ is defined as a function of the normal and/or curvature, our method can model the anisotropic smoothing. The user sets this control factor, thus, the relaxation parameter τ is determined from Equation 16 . Finally, τ is applied to the two-step LBM simulation in Equation 5 at each particular lattice site. Figure 3 illustrates the anisotropic denoising results of a bolt surface. Figure 3a is the original rough surface. Figure 3b shows the curvature distribution with red for high-curvature regions and green for smooth regions. In Figure 3c , the surface is denoised with an isotropic γ = 0.5 definition after 10 LBM steps. In comparison, Figure 3d is the result of smoothing with simple anisotropic smoothing after the same 10 LBM steps, where γ t = 0.2 + κ t . We can see the anisotropic denoising preserves the bolt feature better during smoothing. Following the Equation 20, our LBM scheme computes the curvature in a very easy way with no more computational overhead, compared other methods [17, 43] . Figure 4 shows the results of our LBM denoising on the Armadillo. We use a 128 × 128 × 128 distance field for LBM simulation. The classic Marching Cubes method [21] is used to regenerate an iso-surface from the modified distance fields. The Marching Cubes method and OpenGL are also used in the following examples unless other methods are particularly mentioned. Figure 4a is the surface degraded by adding random noise (up to 5% of its origin value) to the distance field. Figure 4b shows the denoising result after only 2 LBM simulation steps. Figure 4c illustrates the smooth result after 7 LBM steps. The smoothing factor is defined as γ = 0.2.
In Figure 5 , we render a portion of the triangle mesh of the Armadillo that is generated by the Marching Cubes method, from the same simulation as in Figure 4 . Figure 5b shows that the original noised surface in Figure 5a is smoothed after 7 LBM simulation steps.
In Figure 6 , a horse model is denoised to show our LBM-based smoothing method. Figure 6a is the original mesh with up to 5% random noise. Figure 6b and Figure 6c illustrate the LBM smoothing results after 2 and 7 simulation steps, respectively. The smoothing factor is defined as γ = 0.1. The denoising operation is completed in only a few LBM simulation steps on the distance field volume. All the computations are implemented on the GPU and achieve very good performance, which are reported in Section 7. Note that the triangle mesh quality can be further improved by using more complicated generation method [9] comparing with the simple Marching Cubes.
Surface Morphing
The modified LBM scheme can be used in shape interpolation in a level set framework (Equation 21). The expansion speed V 0 of the evolving surface is applied in the simulation as the driving external force F. We define the speed by the difference between the distance fields of a morphing surface and a target surface, which is similar to [24] :
where C s is a control parameter of morphing speed, X target and X morphing are the distance fields of the target surface and the morphing surface, respectively. Note that this morphing driving force is computed dynamically at each time step, since X morphing is the dynamic distance field that defines the evolving level set. Indeed, X morphing is the key computational element simulated by the LBM. Unlike the previous work [2] , our morphing operation incorporates the curvature motion, together with the surface propagation. Therefore, the surface is smoothed during morphing. In [40] , it has been shown that the coupling of curvature into the speed function can improve the morphing behavior and quality , where the curvature is linearly combined with the distance in the speed function. Different from this method, our curvature motion is independent of the expansion speed. In simulation, the user defines two factors, γ and C s , to control the dynamic morphing behavior. Figure 8 shows several snapshots of our simulation of morphing a sphere to the Armadillo. We initialize the sphere surface with random noise. It is denoised after several steps and then deforms to the shape of the Armadillo surface in a few LBM steps. In this example, we use the parameters: γ = 0.05 and C s = 0.1. Figure 9 illustrates another example with several snapshots of morphing a noised horse surface to a bunny surface. Here γ = 0.1 and C s = 0.3.
GPU ACCELERATION
The booming development of modern graphics hardware has encouraged researchers to utilize the graphics processing unit (GPU) in many general purpose computing applications. Accelerating non-graphics computation on GPUs [25] has been a state-of-the-art technique in physically based modeling. We have shown that the LBM-based curvature motion and level set methods can be applied to handle surface fairing and interpolation. Previous work [18] has shown LBM can be mapped onto the GPU easily, whose simplicity and parallelism encourage our application of LBM in shape modeling. In the basic GPU LBM method, the particle distributions of the 19 links are packed into 5 particle distribution 4-channel textures. Then, the collision operator (Equation 1, 5 and 14) evaluation is implemented which involves only local operations at the texel units of each lattice site. Finally, in the streaming operator (Equation 2), the post-collision values are shifted in the texture memory to update the texel units of adjacent lattice sites with only local neighboring access.
In this paper, we extend our previous GPU implementation [43] to incorporate distance field as the computing element in the LBM for surface operations. The density texture is replaced by the distance field texture, while indeed there is no difference for the GPU implementation. Curvature motion computation is computed in the same way as in the diffusion LBM method [43] , while the initial particle distribution values on each link are computed by Equation 14 from the input distance field texture. In particular for surface morphing, we add one distance field texture of the target surface. For each morphing step, the GPU program computes current morphing force by using the fixed target distance minus the current dis- tance of the morphing surface in the collision operator. Our LBM-based solver is a straightforward mapping the CPU code, which can be understood and duplicated by a knowledgable GPU programmer in a short programming time. In Section 7, we report that our algorithm achieves outstanding performance for surface denoising and morphing.
PERFORMANCE AND DISCUSSION
Being used in the physically-based modeling of non-fluid applications, the LBM based method provides us 1. Easy implementation of some PDEs in the cellular-automataoriginated updating rules, where the nonlinear operations are implicitly implemented in its collision operation, avoiding complex numerical computations; 2. Good programmability in implementing the core LBM algorithm with a few lines of codes and a short coding time; 3. Straightforward mapping to GPUs for achieving great performance of simulation. All the examples are implemented on both CPU (Intel Core2 6300 with 3.25 GB RAM memory) and GPU (Nvidia Geforce 8800GTX with 768MB texture memory). We show in Table 1 that our LBM-enabled GPU simulation of surface denoising and morphing achieves great speed acceleration with the GPU/CPU speedup factors more than two hundred for denoising and more than one hundred for morphing. It includes the LBM lattice size (i.e. the 3D distance field volume size), the computation speed on the CPU and GPU, and the GPU/CPU speedup factor per simulation step. On the advanced GPU, the smoothing and morphing speed runs at only a few millisecond per step, therefore, indicating a superior realtime frame rate. For example, the morphing running on a 128 × 128 × 128 grid can reach about 69 frames per second (at 14.5 millisecond per step).
As a volume-based, GPU-amenable method for surface modeling, the computing speed of our distance field LBM simulation depends mainly on the lattice size, due to its simple, parallel updating scheme per lattice site. However, our LBM-based approach suffers from a problem that the accuracy of the simulation depends on the size of the simulation grid, as other Eulerian methods. The quality of surface processing results are depending on the resolution of the pre-generated distance field. Meanwhile, explicit numerical methods were regarded as expensive, due to its small time steps and high resolution of discrete grid, to compete with well-developed implicit solvers. The dramatic growth of the computing powers is now changing this. The explicit methods are considered again [1] in physics and mathematics with their ease of use, convenient bound-ary handling and gentle learning curve. This is even more true as the high-performance GPU and GPU clusters becomes available to general numerical computations. The GPU acceleration relies on the availability of contemporary GPU texture memory size. Currently, a maximum of 2.0GB texture memory (ATI FireGL V8650) is provided on one ultra-high-end GPU, which makes it possible to accelerate our LBM scheme for very large surface models that involves very large distance field volumes. Meanwhile, we are optimistically anticipating a continuous increase of the GPU memory size in the near future, and multiple GPUs can be used for extremely-large data sets (e.g. nVidia Telsa S870 provides 6 GB total memory).
Furthermore, we will implement an "intelligent" LBM scheme on the GPU, similar to the narrow band algorithm of the level set method, which executes the operations only in the volumetric neighborhood of the original surface by indirectly packing them into textures. This will decrease the consumption of computational resources, however, may increase the complexity and computational time for the hardware implementation.
During preprocessing, we use a fast marching method [28] to generate the distance field of a surface. It solves a boundary value formulation with an ordered upwind scheme. This method is relatively time-consuming and can be improved [42] ; recently, a new method [14] has been presented in order to accelerate the computation on parallel systems [13] . Our current LBM method solves the initial value level set equation on the GPU. In the future, we will also try to implement the fast marching style computation on GPU based on the microscopic LBM updating rules.
CONCLUSION
We implement surface denoising and morphing on contemporary graphics hardware with a modified lattice-Boltzmann scheme. Using the distance field of a surface as the primary computing element in the simple two step collision-streaming updating rules, we are able to perform surface modeling simulations on the low-cost parallel machine (GPU), with its local, explicit and linear computational features. Achieving superior performance, it presents a promising parallel computing framework to be applied for more shape modeling applications. Color Plate 4: Simulation of morphing a noised horse to a bunny.
