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Abstract—Motivated by new wireless applications that rely on ultra-reliable low latency communications, while supporting
the transmission of short packets, we introduce a method that reduces the wireless resources consumption for real-time
control of physical systems. Leveraging the tight interaction between control and communication systems, we make use
of packetized predictive control along with incremental redundancy hybrid automatic repeat request, aiming at minimizing
the energy consumption of a packet by optimizing the transmit power and prediction length of the controller. Our results
show that the proposed strategy can save up to 45% of wireless resources when compared to a state-of-the-art method.
Index Terms—Sensor system networks, sensor buses and communications, networkable sensors-actuators
I. INTRODUCTION
The number of sensors and devices connected to wireless networks
is expected to keep growing in the following years, enabling several
new applications [1]. A key related emerging technology is known
as Wireless Networked Control Systems (WNCS) [2], which plays a
major role in the Industry 4.0 paradigm [3]. Transmission failures or
deadline misses may affect the WNCS performance. Achieving ultra-
reliable low latency communications (URLLC) [4] is considerably
challenging in wireless sensor networks, and even more complicated
in the case of short transmission packets [5], which is the typical
traffic generated by sensors and actuators within WNCS. Moreover,
the usual separate communication and control design is suboptimal,
leading to the demand for communication and control co-design [6].
In [2] the authors present an exhaustive review on WNCS and co-
design interactions between communication and control for optimal
performance. They discuss the impact of several variables, like
sampling period, packet delay, dropout, communications protocol,
and energy consumption. Moreover, the authors in [7] minimize the
energy consumption per bit, for a given WCNS. After determining
the maximal allowed outage probability, which is a function of the
control system stability, they adapt the bit rate and the transmit
power. Their results show that the energy consumption depends on
the controller as well as on the communication system. The authors
in [8] propose an optimal resource allocation scheme in search of
maximizing the spectral efficiency in URLLC for real-time control
systems. The end result is a system with optimal resource allocation
while still providing the necessary control performance.
In terms of reducing the wireless resources needed to meet the
reliability requirement in aWNCS, the authors in [6]made a significant
progress. They consider the use of Packetized Predictive Control
(PPC) [9], in which a controller forecasts future commands that are
sent to an actuator, so that commands sent over the wireless link
contain not only those for the current time slots, but also for future time
slots. This provides the system with the ability to withstand a given
packet loss without becoming unstable. By working out the power
and time-frequency resource allocation, as previously detailed by the
same authors in [10], they find the optimal prediction length of the
controller that leads to the lowest resources consumption. Surprisingly,
higher wireless traffic, a consequence of transmitting predicted control
commands, may lead to savings in wireless resources.
Another technique that provides an efficient use of wireless
resources is Hybrid Automatic Repeat reQuest (HARQ) [11]. In
this case a feedback channel is used to inform the transmitter about
the packet decoding status at the receiver. When transmission failures
occur, additional packets with replicas or increased redundancy are
transmitted to improve the decoding probability. Since most of the
time retransmissions are not needed, only the necessary resources
are used to attain the required reliability. However, HARQ must be
carefully designed when latency constraints must be met. In this
regard, the work in [12] evaluates the performance of HARQ under
latency constraints, where the retransmissions are replicas of the
original transmissions and are combined at the receiver, in a scenario
representative of smart grid teleprotection applications. Results show
significant energy savings, however, the focus of [12] is not the case of
WNCS, and therefore there is no communication-control co-design.
In this paper, we aim at minimizing the wireless resources
consumption of aWNCSmaking use of PPC, as in [6], but considering
the application of incremental redundancy HARQ. Therefore, instead
of using all the available channel uses for transmitting a packetwith the
control commands, we consider the transmission of an initial shorter
packet conveying the control commands, therefore with increased
error probability, but that saves a considerable amount of wireless
resources. In case of failure, additional redundancy is sent in a
second transmission, as to guarantee the required reliability within
the latency budget. Thus, this paper addresses the matter of obtaining
the optimal prediction length of the controller, utilizing short block-
length packets along with HARQ, as to achieve even lower wireless
resources consumption than in [6], [10]. Numerical results show that
we can save as much as 45% of the resources in some scenarios
when compared to [6], [10].
The rest of this paper is as follows. In Section II we present the
system model and the problem formulation. In Section III we discuss
the proposed strategy and its optimization. In Section IV we present
numerical results, while Section V concludes the paper.
II. SYSTEM MODEL
We assume the control system in Fig. 1, containing: i.) a wired link
between Sensor and Controller, which is assumed perfectly reliable;
and ii.) a wireless link between Controller and Actuator, which is
prone to errors. Then, in the sequel we define the PPC model, the
finite block-length framework and the problem formulation.
Figure 1. Sensor and Controller are connected by a wired link, while
the Controller and the Actuator communicate through a wireless link.
Figure 2. Packet structure in the case of finite block-length.
A. PPC Model
In PPC, the sensor observes the current plant output and then
transmits it to the controller, which in turn predicts the plant state
and calculates a control sequence
U(푖) = [푢1 (푖), 푢2 (푖), · · · , 푢퐾 (푖)] , (1)
where 푖 is the index of the time slot and 퐾 is the prediction length
(in control commands). Hence, 푢1 (푖) is the control command for the
current 푖−th time slot, and [푢2 (푖), · · · , 푢퐾 (푖)] are the predicted control
commands for the 퐾 − 1 future time slots. It is the Decoder/Buffer
function to feed the Actuator with the most suitable control command
푢1 (푖) at the start of each time slot. In the case of an outage event, the
Decoder may ask for a retransmission, if there is enough time for
processing the request, otherwise, the previously cached commands
may be used until the wireless communication is reestablished.
Therefore, the Buffer acts as a safety measure against packet
outages, so that the system may tolerate up to 퐾 − 1 sequential
packet losses before running out of control commands to execute in
the next time slot. Such event is termed control outage in this paper,
whose probability 푝푐 depends on the the packet error probability
푝푒 (which in turn depends on the wireless link). Then, to attain a
certain control outage probability we must guarantee that [10]:
푝푒 ≤ 푝
1
퐾
푐 . (2)
B. Finite Blocklength Analysis
From asymptotic information theory, we are able to transmit a
given information block with arbitrarily low error probability if
the number of channel uses 푛 can be made sufficiently large [11].
However, such assumption of sufficiently large blocklength is not
necessarily practical in the case of delay sensitive applications like
WNCS. Considering 퐵 the system bandwidth and 푇 the time slot
duration (which also determines the control period), the transmitter
can only send 푛 = 퐵푇 symbols while meeting the latency constraint.
When the system parameters impose small values of 푛 for meeting
the latency requirement, classical theory can not be applied and the
non-asymptotic finite block-length analysis [5] should be be used.
Moreover, in the case of short packets, the size of the metadata
becomes comparable to the size of the payload, and therefore must
be taken into account. For instance, Fig. 2 illustrates the case of
the control system under study, where the payload of each packet is
composed by 퐻 bits of header and 퐾 control commands, each with
퐿 bits. Therefore, the total number of bits in a single packet is [10]:
푁 = 퐻 + 퐾퐿. (3)
Then, the maximum achievable rate 푅(푛, 푝푒) in bits per symbols
(or per channel use) of the communication system is a function of
the blocklength 푛 and the packet error probability 푝푒, so that [5]
푅(푛, 푝푒) ≈ 퐶 −
√
푉
푛
푄−1 (푝푒) +
log2 푛
2푛
, (4)
where 푄−1 is the inverse 푄-function, the channel capacity is
퐶 = log2 (1 + 훾), (5)
훾 is the signal-to-noise ratio (SNR), and the channel dispersion is
푉 = 훾
2 + 훾
(1 + 훾)2 (log2 푒)
2 ≈ (log2 푒)2, (6)
where the approximation is valid for sufficiently high SNR.
Moreover, the SNR at the Decoder is
훾 =
푃퐺
푁0퐵
, (7)
where 푃 is the transmission power, 푁0 is the noise power spectral
density of the additive white Gaussian noise (AWGN), and 퐺
represents the channel gain (i.e. the path loss).
We can also represent the time-frequency resources used by each
packet, in symbols or channel uses, as
푛 =
푁
푅(푛, 푝푒)
, (8)
where 1 ≤ 푛 ≤ 푛max to meet the control deadline (푇).
Combining (4) and (8), the packet error probability in the case of
finite blocklength can be written as
푝푒 ≈ 푄
(
푛퐶 − 푁 + log2 푛
2√
푛푉
)
. (9)
C. Problem Formulation
It is the goal of this paper to minimize the transmission energy
consumption of a packet, which can be written as
퐸 = 푃푇 =
푃
퐵
푛 =
푃
퐵
· 퐻 + 퐾퐿
푅(푛, 푝푒)
. (10)
Combining (2), (5), (9) and (10) our optimization problem becomes
min
퐾,푃,푛
퐸 =
푃
퐵
· 퐻 + 퐾퐿
푅(푛, 푝푒)
, (11)
s.t. 푝푒 = 푄
(
푛퐶 − 푁 + log2 푛
2√
푛푉
)
≤ 푝
1
퐾
푐 ,
1 ≤ 푛 ≤ 푛max.
This problem was discussed in [10] for the case without HARQ,
in which the optimal power 푃★ and blocklength 푛★ are
푃★ =
(
2
1
2푛★
√
푛★푄−1 (푝
1
퐾
푐 ) log2 (푒)+푁− 12 log2 (푛★) − 1
)
푁0퐵
퐺
, (12)
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Figure 3. The proposed method consists in transmitting a frame using ⌈훼 푛cha ⌉ channel uses for the first transmission attempt, with 0 < 훼 ≤ 1. In
the event of a decoding error, incremental redundancy is transmitted making use of the rest of the available ⌊ (1 − 훼) 푛cha ⌋ channel uses.
푛★ = 푛max. (13)
If there is a feedback channel between Decoder and Controller, then
HARQ can be applied, which in turn can further lower the overall
energy consumption, as we describe in the sequel.
III. PROPOSED METHOD
In [6], [10] all the available 푛max channel uses within the latency
constraint are spent in a single transmission. Instead, in this work
we propose the use of HARQ with incremental redundancy. At each
time slot the Controller attempts a first transmission using just a
fraction of the available channel uses. Therefore, we use an increased
rate in this first transmission attempt when compared to [6], [10],
since we send the same information but in less channel uses. We
assume that the Decoder always sends a feedback message which
indicates whether the first transmission could be correctly decoded
or not. At this point, if the Controller can correctly decode the
feedback message as an ACK, it can save energy by switching off
its transmitter during the rest of the time slot.
However, in case the Decoder is unable to successfully receive the
initial attempt, or if the ACK message is not correctly decoded by the
Controller, a complementing packet with incremental redundancy is
sent using the remaining channel uses within the latency deadline.
In the proposed method 푛max = 푛cha + 푛ack, where 푛cha is the total
number of channel uses to be employed in the Controller to Decoder
link and 푛ack is the number of symbols in the ACK message. Next,
we assume that the available channel uses are divided between two
transmissions whose size are determined by an arbitrary constant
훼, where 0 < 훼 ≤ 1. In the first transmission, ⌈훼 푛cha⌉ symbols are
sent, while the remaining ⌊(1 − 훼) 푛cha⌋ symbols may be used in a
potential retransmission1, as illustrated in Fig. 3.
A. Energy Savings using HARQ
The first step to evaluate the energy savings of the proposed method
is using (12) to calculate the required power 푃ir to meet the control
outage probability 푝푐 after 푛cha channel uses. We can observe that
푃ir > 푃
★ in (12) since 푛cha < 푛max. Next, when using 푃ir in the
first transmission attempt, but with ⌈훼 푛cha⌉ channel uses, the error
probability is 푝푒,1 > 푝푒, which can be calculated from (9) with
1Throughout this paper we have considered the case of a single retransmission
due to the scenario being latency constrained, and therefore multiple retransmis-
sions would required excessive data rates per transmission attempt.
푛 = ⌈훼 푛cha⌉. A retransmission is requested by the Decoder with
probability 푝푒,1. Thus, the Controller has a (1− 푝푒,1) probability of
saving energy by not transmitting during the ⌊(1−훼) 푛cha⌋ remaining
channel uses if the first transmission attempt already succeeded.
Moreover, we should not neglect that the feedback channel is also
prone to errors, and therefore there is a probability 푝푒,ack that the ACK
message is not received by theController. In this case, a retransmission
is performed even when not requested. With this information, we
can write the total energy consumption of the proposed scheme as
퐸ir =
[(퐸1 + 퐸ack) (1 − 푝푒,1) + (퐸1 + 퐸2 + 퐸ack) 푝푒,1] (1 − 푝푒,ack)
+ (퐸1 + 퐸2 + 퐸ack)푝푒,ack, (14)
where 퐸1 =
푃ir ⌈훼푛cha⌉
퐵
is the energy consumption of the first
transmission attempt, 퐸2 =
푃ir ⌊ (1−훼) 푛cha⌋
퐵
is the energy consumption
of the retransmission, while 퐸ack =
푃ack 푛ack
퐵
is the energy consumption
of the ACK message.
IV. NUMERICAL RESULTS
In this section we compare the proposed scheme with the method
in [6], [10]. We assume 푁0 = −204 dBW/Hz, channel gain 퐺 =
−80 dB, a header of 퐻 = 32 bits, control command length of 퐿 = 8
bits, 푛ack = 10 symbols, 푃ack is equal to the value of 푃ir when 퐾 = 1,
and a conservative2 푝푒,ack = 10
−2. In addition, following [10], [14],
the target control outage probability is set to 푝푐 = 10
−9.
Fig. 4 shows the energy consumption (퐸) versus the prediction
length of the controller (퐾).We compare the proposedmethodwith [6],
[10], for 푛max = 250. The energy consumption of the proposed scheme
is lower for every considered value of 퐾 . Moreover, the optimal 퐾 is
smaller for the proposed method, decreasing from 퐾 = 5 to 퐾 = 2,
with the energy consumption being around 34.5% less than that
of [6], [10] for their optimal 퐾 . Such analysis is complemented by
Fig. 5, when 푛max = 500, in which the proposed scheme is 45%
more efficient than the method in [6], [10]. In addition, the optimal
prediction length is 퐾 = 1 for this case, which indicates that HARQ
alone is a better strategy than predictive control when the latency
constraints are relaxed.
Furthermore, the optimal 훼 as a function of 퐾 is shown in Fig. 6 for
푛max = {250, 500}, where we observe that when the prediction length
2The finite blocklength formulation in (9) is not accurate for very small information
blocklengths [13], and therefore, instead of using (9) with 푘 = 1 and 푛ack = 10, we
set a very conservative value of 푝푒,ack = 10
−2. In the ACK message there is only
one bit of information, and therefore the data rate is very low, what should make
the link naturally very robust.
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Figure 4. Energy consumption versus 퐾 for the proposed method and
that of [6], [10], with 푛max = 250.
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Figure 5. Energy consumption versus 퐾 for the proposed method and
that of [6], [10], with 푛max = 500.
increases, more channel uses are required in the first transmission to
keep the outage probability low enough so that it does not compromise
the energy efficiency. For small values of 퐾 , the optimal strategy
becomes to transmit with a small fraction of the available channel
uses within the latency constraint. Under these circumstances, the first
transmission already yields in a reasonable low outage probability.
For instance, 푝푒 = 8.7% when 푛max = 250, while 푝푒 = 3.4% when
푛max = 500. Therefore in more than 90% of the time a retransmission
is not needed, and more than half of the time-frequency resources
can be saved, yielding the energy savings of the proposed scheme.
V. CONCLUSION
We proposed a resource allocation method to minimize the energy
consumption in WNCS based on PPC and HARQ with incremental
redundancy. By the optimization of transmit power and prediction
length of the controller,wewere able to reduce the energy consumption
with respect to the baseline scheme by as much as 45%.
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