Abstract. In this paper we give several families of specific irreducible polynomials with the following property: if f (x) is one of the given polynomials of degree n over a finite field F q and α is a root of it, then α ∈ F q n is normal over every intermediate field between F q n and F q . Here by α ∈ F q n being normal over a subfield F q we mean that the algebraic conjugates α, α q , . . . , α q n−1 are linearly independent over F q . The degrees of the given polynomials are of the form 2 k or u i=1 r l i i where r 1 , r 2 , . . . , r u are distinct odd prime factors of q − 1 and k, l 1 , . . . , l u are arbitrary positive integers. For example, we prove that, for a prime p ≡ 3 mod 4, if
Introduction and Main Results
Let q be a prime power and n a positive integer. Let F q be the field of q elements and F q n the extension over F q of degree n, a field of q n elements. An element α ∈ F q n is said to be normal over F q if its algebraic conjugates α, α q , . . . , α q n−1 are linearly independent over F q . When α is normal, the basis {α, α q , . . . , α q n−1 } is called a normal basis for F q n over F q . In 1888, Hensel [9] proved the normal basis theorem (for finite fields) which guarantees that there is always a normal basis for F q n over F q for every prime power q and positive integer n. In 1986, Blessenohl and Johnsen [5] proved a stronger theorem, that is, for any prime power q and positive integer n, there is an element α ∈ F q n that is normal over every intermediate field between F q n and F q . In this case, we say that α is completely normal over F q , and the basis generated by α for F q n is called a completely normal basis over F q .
For simpler proofs of Blessenohl and Johnsen's theorem, see [4, 8] . The present paper is interested in the constructive aspect of the two theorems.
Another way to describe a normal or completely normal element in F q n over F q is via its minimal polynomial over F q . For any element α ∈ F q n of degree n, it is easily seen that its minimal polynomial over F q is n−1 i=0 (x − α q i ) which is in F q [x] and is irreducible over F q . Let f be an irreducible polynomial of degree n in F q [x] . We say that f is normal (resp. completely normal) over F q if any of its roots in F q n is normal (resp. completely normal) over F q . Obviously, if α ∈ F q n is normal (resp. completely normal) over F q , then its minimal polynomial is normal (resp. completely normal) over F q .
The problem in general is, for any given F q and integer n, to efficiently construct a normal (resp. completely normal) basis in F q n over F q , or equivalently a normal (resp. completely normal) polynomial in F q [x] of degree n. There are considerable amount of work on construction of normal bases over finite fields. In some special cases, normal bases are explicitly constructed in [1, 3, 6, 15, 23] . In [7, 21, 22] some general algorithms for normal bases are given, but none of them runs (deterministically) in time polynomial in n and log q.
However, if an irreducible polynomial of degree n in F q [x] is given then polynomial-time algorithms are known [11, 13, 24] . Also if the extended Riemann hypothesis is true, then one can construct in polynomial time a normal basis for F p n over F p for any prime p and positive integer n, by Theorem 5.5 in [14, page 101] . For construction of completely normal bases, not much is known.
We show in this paper that completely normal polynomials over F q can be constructed explicitly when the degree n is of the form 2
i where r 1 , r 2 , . . . , r u are distinct odd prime factors of q − 1 and k, l 1 , . . . , l u are arbitrary positive integers. More specifically, we will prove the following two theorems.
is a completely normal polynomial over F q .
is irreducible with b = 2 and c a quadratic residue in F p . Then
is a completely normal polynomial over F p m for every integer k ≥ 0 and odd integer m.
Some comments on the theorems follow. In Theorem 1.1, to see for which n there is an element a ∈ F q such that x n − a is irreducible, we quote the following result. (i) each prime factor of n divides e but not (q − 1)/e, and (ii) if 4|n then 4|(q − 1).
As the the multiplicative order of an element in F q is a divisor of q − 1, we see that each prime divisor of n has to divide q − 1. Assume that n satisfies this condition. Then the condition (i) in the lemma is satisfied if we take a to be a primitive element in F q . This leads to the following corollary. i where r 1 , r 2 , . . . , r u are distinct prime factors of q − 1. We assume that q ≡ 1 (mod 4) if some r i = 2. Then (1) is a completely normal polynomial over F q for all integers l 1 , l 2 , . . . , l u ≥ 0.
Another interesting case is when n = 2 k . By Lemma 1.3, when q ≡ 1 mod 4, x 2 k − a is irreducible for every k if and only if a is a quadratic nonresidue in F q . Thus we have the next corollary.
Corollary 1.5 Let q ≡ 1 mod 4 and let a be a quadratic nonresidue in F q . Then
is a completely normal polynomial over F q for every integer k ≥ 0.
When q ≡ 3 mod 4, Lemma 1.3 implies that x 2 k − a is reducible for all a ∈ F q if k > 1.
So we cannot get normal polynomials of degree a power of 2 from irreducible binomials.
However, this case is covered by Theorem 1.2.
In Theorem 1.2, we can take c = 1, and compute b as follows. Let v be the largest
with b 1 = 0, and at each step one can choose freely either + or − sign. Then it is shown by the authors [2] that
is irreducible over F p for every integer k ≥ 1. Hence the required quadratic irreducible polynomial in Theorem 1.2 can be found quickly.
For completeness, we mention the following construction of completely normal polynomials with degree a power of the characteristic.
and
polynomial of f (x) with n being its degree. Then f * k (x) is a completely normal polynomial of degree p k+1 over F p for every k ≥ 0.
The construction in Theorem 1.6 is due to Varshamov [25] where no proof is given;
here we just provided an initial polynomial. The proof of the irreducibility of the polynomials in Theorem 1.6 can be found in [14, Section 3.4] . To prove that these polynomials are completely normal, we just need to check that the second highest coefficient for each polynomial is not zero by Corollary 2.3 in the next section. We will leave the details to the reader.
We learned recently that Scheerhorn [20] independently constructed several families of normal polynomials over F q of degree r k where k is an arbitrary integer and r is a prime divisor of q(q − 1)(q + 1). For the case r|(q − 1), since Scheerhorn's construction is similar to that in Theorem 1.1, we think that his polynomials are also completely normal.
However, the case r = 2 and q ≡ 3 mod 4 is not covered by his constructions, while our theorem 
Preliminaries
Recall that the Frobenius map:
is an automorphism of F q n that fixes F q . In particular, σ is a linear transformation of F q n viewed as a vector space of dimension n over F q . By definition, α ∈ F q n is a normal element over F q if and only if α, σα, . . . , σ n−1 α are linearly independent over F q . In terms of linear algebra, this is equivalent to saying that α is a cyclic vector of F q n over F q for σ.
To characterize all the normal elements, we first determine the minimal and characteristic polynomials of σ.
Lemma 2.1
The minimal and characteristic polynomials for σ are both x n − 1.
Proof. Note that σ n η = η q n = η for every η ∈ F q n , we have σ n − I = 0. We prove that
Assume that there is a polynomial f (x) =
of degree less than n that annihilates σ, that is,
Then, for any η ∈ F q n ,
. This is impossible, since F (x) has degree at most q n−1 and cannot have q n > q n−1 roots in F q n . Hence the minimal polynomial for σ is x n − 1.
Since the characteristic polynomial of σ is monic of degree n and is divisible by the minimal polynomial for σ, it must also be equal to x n − 1.
¾
As the minimal and characteristic polynomial of σ are equal, we know from linear algebra that there exists a normal element in F q n over F q . We can actually give a more precise description of how normal elements are distributed in the whole space (Theorem 2.4) and then count them easily (Corollary 2.5). For this purpose, we first introduce some notations and give a trivial but useful characterization of normal elements.
is also a linear transformation on F q n . The null space (or kernel) of g(σ) is defined to be the set of all elements α ∈ F q n such that g(σ)α = 0;
we also call it the null space of g(x). On the other hand, for any element α ∈ F q n , the
of smallest degree such that g(σ)α = 0 is called the σ-Order of α (some authors call it the σ-annihilator, the minimal polynomial, or the additive order of α). We denote this polynomial by Ord α (x). Note that Ord α (x) divides any polynomial h(x) annihilating α (i.e., h(σ)α = 0). In particular, for every α ∈ F q n , Ord α (x) divides x n − 1, the minimal or characteristic polynomial for σ.
Let p denote the characteristic of F q and let n = n 1 p e where gcd(p, n 1 ) = 1 and e ≥ 0.
For convenience we denote p e by t. Then
where
Then we have a useful characterization of normal elements in F q n .
Theorem 2.2 [21]
An element α ∈ F q n is normal over F q if and only if
Proof. By definition, an element α ∈ F q n is normal over F q if and only if α, σα, . . . , σ n−1 α are linearly independent over F q . This is true if and only if there is no polynomial f (x) ∈ F q [x] of degree less than n that annihilates α with respect to σ (i.e., f (σ)α = 0), i.e.,
Ord α (x) = x n − 1. The latter holds if and only if no proper factor of x n − 1 annihilates α, that is, (5) holds.
¾ Corollary 2.3 [18, 8] Let n = p e and f (x) = x n + a 1 x n−1 + · · · + a n be an irreducible polynomial over F q where p is the characteristic of F q . Then f (x) is a completely normal polynomial if and only if a 1 = 0.
Proof. Let α ∈ F q n be a root of f (x). We first determine when α is normal over F q .
As n = p e , we have
Similarly, α is normal over an intermediate field
then Tr q n |q d (α) = 0 for every d|n. The proof is finished by noting that Tr q n |q (α) = −a 1 . ¾ By Corollary 2.3, one can easily prove that the polynomials in Theorem 1.6 are indeed completely normal. We will not get into any detail here, the interested reader is referred to [14] .
The following theorem enables us to see the structure of normal elements. 
, is a normal element over F q if and only if α i = 0 for i = 1, 2, . . . , r.
Proof. The first part of the theorem is just the primary decomposition theorem in linear algebra [10, page 220] . We only need to prove the second part. Note that if i = j then
. Therefore, by Theorem 2.2, α is a normal element over F q if and only if Φ i (σ)α i = 0 for i = 1, 2, . . . , r.
We prove that Φ i (σ)α i = 0 if and only if
Conversely, let α i = 0. Then α i ∈ W i \ W i , which means that
. This is impossible from the definition for Φ i (x).
¾
If we have a basis for each of the subspaces W i and W i , then by putting them together we have a basis for F q n over F q with the property that an element in F q n represented in this basis generates a normal basis if and only if its coordinates corresponding to the subspace W i are not simultaneously zero for each i. Note that W i has q d i − 1 nonzero elements and W i has q (t−1)d i elements, we see that the total number of normal elements in
We state this as a corollary.
Corollary 2.5 [9, 16] The total number of normal elements in
where the product ranges over the irreducible monic factors of x n − 1 in F q [x] and deg ϕ denotes the degree of ϕ.
In the special case that n and q are relatively prime, we have t = 1, W i = {0} and
We restate this as a corollary.
Corollary 2.6 [19, 22] Suppose that gcd(n, q) = 1. Then
where ϕ 1 (x), . . . , ϕ r (x) are distinct irreducible polynomials in F q [x] . Let W i be the null space of ϕ i (x). Then
is a direct sum of σ-invariant subspaces; the dimension of W i equals the degree of ϕ i (x).
Assume now that gcd(n, q) = 1. Note that each W i in the decomposition (6) in Corollary 2.6 is a σ-invariant subspace and every element in W i is annihilated by ϕ i (σ). As ϕ i (x) is irreducible, W i has no proper σ-invariant subspaces. In this case, we say that W i is an irreducible σ-invariant subspace. The decomposition (6) is unique in the sense that if F q n is decomposed into a direct sum of irreducible σ-invariant subspaces
then s = r and, after rearranging the order of V i 's if necessary, V i = W i for i = 1, 2, . . . , r.
As an application of this observation, we look at the special case of the degree n when there exists an element a ∈ F q such that x n − a is irreducible over F q .
We need some notation. A cyclotomic coset mod n with respect to q that contains an integer is the subset of {0, 1, . . . , n − 1}:
where m is the smallest positive integer such that q m ≡ (mod n). Let S be a subset of {0, 1, . . . , n − 1} such that M 1 and M 2 are disjoint for any 1 , 2 ∈ S, 1 = 2 , and
Any subset S satisfying this property is called a complete set of representatives of the cyclotomic cosets mod n.
Theorem 2.7 [22] Assume that gcd(n, q) = 1 and that x n − a ∈ F q [x] is irreducible. Let θ be a root of x n − a and S a complete set of representatives of the cyclotomic cosets mod n with respect to q. For ∈ S, let V be the subspace of F q n spanned over F q by the elements of the set {θ m | m ∈ M }. Then
is a direct sum of irreducible σ-invariant subspaces. Therefore an element α = ∈S α , α ∈ V , is a normal element if and only if α = 0 for ∈ S.
Proof. As {1, θ, . . . , θ n−1 } is a basis of F q n over F q , (7) is a direct sum. Obviously, each V is σ-invariant. We just need to prove that V is irreducible. Denote by f (x) the characteristic polynomial of σ on V . Then the degree of f (x) is equal to dim V = |M |, and
Since for every integer m ≥ 1 the number of irreducible factors of degree m of x n − 1 is equal to the number of ∈ S such that |M | = m, which is the same as the number of f (x), ∈ S, such that deg f (x) = m, we see that f (x) is irreducible for all ∈ S. So (7) is an irreducible σ-invariant decomposition.
We are now ready to prove Theorems 1.1 and 1.2.
3 Proofs of Theorems 1.1 and 1.2
Proof of Theorem 1.1. We use the notation in Theorem 2.7. The irreducibility of x n − a implies that (1) is irreducible over F q . Let α be root of (1) in F q n . Then θ = (α − 1)/α is a root of x n − a. As
It follows from Theorem 2.7 that α is normal over F q . To see that α is normal over F q d for any divisor d of n, note that θ n/d ∈ F q d and, by Lemma 1.3, It is enough to prove that the polynomial in (2) is a completely normal polynomial over F p , as it will remains as a completely normal polynomial over F p m for every odd integer m.
For any fixed k ≥ 0, let α be a root of (2). Then α = 1/(1 − θ) where θ is a root of
The polynomial (2) is irreducible over F p if and only if the polynomial (9) is irreducible over F p . To see that (9) is irreducible, let γ be a root of 
is irreducible over F p . So θ, and thus α has degree 2 k+1 over F p .
To show that α is completely normal over F p , we need to prove that α = 1/(1 − θ) is normal over F p 2 i for 0 ≤ i ≤ k + 1. If i ≥ 1 then the proof of Theorem 1.1 applies here for
when i ≥ 1. It remains to prove that α is normal over F p .
To establish this, we shall use Corollary 2.6. We first factor x 2 k+1 − 1 over F p , then we decompose F p 2 k+1 into the direct sum of irreducible invariant subspaces under the Frobenius map σ : β → β p , β ∈ F p 2 k+1 , and at the same time we prove that the projection of α in each of the subspaces is not zero. Our approach is motivated by Semaev [22, §3] .
First some notations are in order. We fix that
where h 1 , h 2 , h 3 are odd integers. Obviously,
Let E be the multiplicative subgroup of order 2 a+1 in F p 2 and let E i ⊂ E be the set of elements in F p 2 with multiplicative order exactly 2 i for i = 0, 1, 2, . . . , a + 1. Then
For an integer , we use v( ) to denote the largest integer v such that 2 v | . When = 0 we define v( ) = ∞.
The irreducible factors of x 2 k+1 − 1 over F p have the following forms:
This could be seen as follows. Let β be a root of 
is irreducible over F p . However since this polynomial has β as a zero, we see that m β (x) is of the form (d) or (e).
Now we proceed to decompose F p 2 k+1 into the direct sum of irreducible σ-invariant subspaces. For convenience, we denote t = 2 k . We use t and 2 k interchangeably. Thus 2t = 2 k+1 . Let
Then γ is a root of x 2 − bx − c and
Since −c is a quadratic nonresidue in F p , γ is a quadratic nonresidue in F p 2 . Thus γ h 1 u ∈ E a+1 for any odd integer u.
We also have
Since θ has degree 2t over F p , the 2t elements 1, θ, . . . , θ t−1 , γ, γθ, . . . , γθ
form a basis for F p 2t over F p .
be the cyclotomic coset mod t with respect to p that contains . Note that M 0 = {0}, and for = 0, the size of M is equal to the smallest positive integer i such that ≡ p i mod 2 k ,
i.e., 1 ≡ p i mod 2 k−v( ) . As 2 and 2 a+1 divide exactly p − 1 and p 2 − 1, respectively, we see
Let V be the subspace of F p 2t spanned over F p by the elements of the set
Then V is of dimension 2|M | over F p , and V is also a linear subspace over F p 2 of dimension |M |. Let S be a complete set of representatives of cyclotomic cosets mod t with respect to p. Then
Then α ∈ V and
For each ∈ S, we shall prove that V is either an irreducible σ-invariant subspace or a direct sum of two irreducible σ-invariant subspaces. Thus we obtained all the irreducible σ-invariant subspaces of F p 2t over F p . To prove that α is a normal element, it suffices to check that the projection of α in each of the subspaces is not zero. In the first case, the projection of α in V is α = 0, nothing to check. In the latter case, we need to find the projection of α in each of the two irreducible subspaces of V and verify that it is not zero.
We proceed by cases of , in accordance with the types of polynomials (a)-(e):
We follow the order A,B,E,C,D, since the cases (C) and (D) are more complicated to handle.
Case (A). M 0 = {0} and V 0 = F p ⊕ γF p = F p 2 . Hence V 0 is a σ-invariant subspace with x 2 − 1 as annihilating polynomial. As x 2 − 1 = (x − 1)(x + 1), V 0 splits into two irreducible σ-invariant subspaces. One is evidently F p with x − 1 as annihilating polynomial. Since σ(γ+c/γ) = −(γ+c/γ), the other must be (γ+c/γ)F p with x+1 as annihilating polynomial.
(Note that 2γ − b = γ + c/γ.) It can be checked that
As b = 2 by assumption, the projections of α 0 (or α) into the irreducible σ-invariant subspaces with annihilating polynomials x − 1 and x + 1 do not vanish.
(σTherefore V 2 k−1 is annihilated by x 2 + 1. As the dimension of V 2 k−1 over F p is 2, the same as the degree of x 2 + 1, V 2 k−1 is the irreducible invariant subspace for x 2 + 1. The projection
Then ψ (x) is irreducible over F p . We show that V is annihilated by ψ (x), then V is σ-irreducible, as its dimension is equal to the degree of ψ (x).
By definition, V is spanned over F p by the 2 k−v( )−a+1 elements in
For any integer v, we have
is a polynomial in x 2 and ψ (σ) is actually a linear transform over F p 2 . So all the elements in (17) are annihilated by ψ (x), and thus V is annihilated by ψ (x).
Common Arguments for Cases (C) and (D). In both cases, we shall show that V splits into two irreducible σ-invariant subspaces of dimension 2. Let = 2
Then
Define d = b c . Then
Case (C). Assume that we are in case (C). Then v( ) + a − k ≥ 1. It follows from (18) and (21) 
. For δ = 1, 2, let V δ ⊆ V be the subspace spanned over (19) and (20) we
We see that V δ is annihilated by ψ δ (σ). As the dimension of V δ equals the degree of ψ δ (x), it follows that V δ is the irreducible σ-invariant subspace of ψ δ (σ) for δ = 1, 2.
By using the identity γ 2 = bγ + c, it is easy to check that
2 , where
,
.
Since c = −1 (as −1 is a quadratic nonresidue in F p ), We see that V δ is annihilated by ψ δ (σ). As the dimension of V δ equals the degree of ψ δ (x), it follows that V δ is the irreducible σ-invariant subspace of ψ δ (σ) for δ = 1, 2.
By using the identity γ 2 = bγ + c, it is straightforward to check that α = x 1 α .
Note that
. The irreducibility of x 2 − bx − c would imply that c were a quadratic nonresidue in F p , contradicting the assumption that c is a quadratic residue in F p . Therefore 
