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SUMMARY 
The study reported in this thesis had as its objective the 
development of an improved method for predicting the behavior of homo-
geneous chemical reactions in tubular reactors. The study is divided 
into a theoretical phase and an experimental phase,, The purposes of the 
theoretical investigation were, first, the formulation of a mathematical 
model, that would fulfill the overall objective and, second, the develop-
ment of a method of calculation that would permit numerical results to 
be obtained from the mathematical model,, The purposes of the experi-
mental investigation were, first, to provide data for comparison with 
theoretical results rind, second, to test some of the assumptions on 
which the theoretical formulation was based., 
The published studies most closely related to this one are those 
of Chambre (lOO) and Cleland and Wilhelm (98). Chambre considers homo-
geneous reactions in tubular reactors,. He permits heat exchange between 
the reaction mixture and the vessel wall, heat generation or absorption 
by the reaction, and an arbitrary velocity distribution ,> However, the 
physical properties of 'the reaction mixture, including the radial diffu-
sivities of heat and mass, vr e assumed to be constants*. TKe mathematical 
model of Chambre constitutes a boundary value problem which includes two 
non-linear, partial differential equations a These equations are trans-
formed by a substitution of "the generalised isothermal reaction time," 
and the resulting equations are 1 in earired by developing the new 
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variable in a perturbation series c The linearized version of Chambre's 
boundary value problem is solved by the separation of variables and the 
application of Sturm-Liouville methods tc the resulting systems.. It is 
noted that the approximation used to linearize the partial differential 
equations in Chambre's problem is poor for liquid-phase reactions and 
laminar flow because of the smallness of the molecular diffusivitv of 
mass,. No numerical results or experimental measurements are included 
in this studv* 
Cleland and Wilhelm studied the behavior of first-order, iso-
thermal, homogeneous reactions in tubular reactors ,. They considered 
only a parabolic velocity distribution and constant physical properties, 
The mathematical model used by Cleland and Wilhelm contains only one 
partial differential equation and its associated boundary conditions,. 
The;./ obtained analytical solutions for two limiting cases of this bound-
ary value probleirio For the general case, thev used the numerical method 
of Crank and Nicolson (99) to compute particular, approximate solutions,. 
Cleland and Wilhelm also conducted an experimental investigation employ-
ing The aqueous hydrolysis of acetic anhydride, a pseudo-first-order 
reaction o Only bulk concentrations we:v'e measured, so information on 
radial concentration distributions cannot be obtained from these data,. 
The computed .and measured values of bulk concentration agreed quite 
we i 1 o 
In the theoretical investigation of the present study, a mathe-
matical model was developed to describe the steady state of a chemically 
reacting fluid passing through a tubular reacto.ro In this formulation 
the character of the flow is turbulent, the physical properties of the 
fluid are constant, and heat transfer between the tube wall and the 
reaction mixture is permitted^ The effects of the radial distributions 
of velocity and radially-directed diffusivities are emphasized,, For 
this reason, the model is termed a "r-.adial-d.iffusion" model* The use 
of this type of model made possible the calculation of radial concentra-
tion and temperature distributions as well as the bulk values of these 
variables <, 
The velocity and diffusivity distributions used in the mathemati-
cal model were found to play an important role in the computation of 
temperature and concentration distributions <, For this reason, a critical 
examina + ion of oublished velocity and dif fusivity distributions was .re-
quired* As the first step in this examination, the difficulty of e.xt.r act 
ing precise estimates of eddy diffusivity of momentum from currently 
available veiccif.v data was demonstrated by a statistical analysis . This 
difficulty made it. desirable to calculate eddy dif fas.v'it y distributions 
from the velocity distributions and caused the accuracy of the chosen 
velocity correlation to be even more important0 The second step in the 
examination was the statement of seven criteria of merit for velocity 
correlationso Finally, eight typical velocity correlations were judged 
according to these seven criteria* None of the eight correlations satis-
fied all seven criteria for values of Reynolds number less than 40,000 
and only one satisfied them for values greater than 40,000o The values 
of Reynolds number for the +ests in the experimental investigation were 
ail less than 12,000, for practical reasons, so that the comparison of 
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experimental and theoretical results required accurate velocity distri-
butions for this range of Reynolds number. Thus, the search for a 
satisfactory velocity correlation became a necessary adjunct to the 
original problem, of this study„ 
A new velocity correlation was developed which satisfies six of 
the seven criteria for values of Reynolds numbei from 3,000 to 50,000. 
According to the remaining criterion, that is, lack of conflict with 
experimental 'eloc.lt; data, the proposed correlation was judged to be 
good at Reynolds numbers of 5,000, 10,000, and 19,500 and fair at a 
Remolds number of 39,500„ The distributions of eddy diffusivity of 
momentum were obtained from this velocity correlation and the eddy dif-
fusiviti.es of heat and mass were related to the eddy diffusivity of 
momentum by an empirical equation0 
For the calculations described in this thesis, the mathematical 
model was made somewhat less general by specifying the forms of the 
reaction rate expression and the boundary condition for heat transfer 
at the reactor wallo Some of the calculations constitute simulations 
of experimental heat transfer and chemical reaction tests0 The remain-
ing calculations illustrate parametric sensitivity, thermal initiation 
of chemical reactions, and programmed temperature control, c 
The mathematical model used for the calculations described here 
constitutes a boundary t/alue problem in iri athemati cs <> This original 
buvuday value p'oblem was approximated first by substituting a system 
of non-linear, ordinary differential equations for the two non-linear, 
p irtiai differential equations of the original problem,, This svstem 
of ordinary differential equations was integrated numerlcall "F by means 
of the backward difference approximation for a first derivati e, The 
result was an approximate boundary value problem in which the deri -allies 
of the partial differential equations and boundary conditions in the 
original problem were replaced by finite difference quotients <, The non-
linear difference equations of this approximate boundary ralue problem 
were solved by an iterative method,; 
The mathematical literature was searched for theorems that would 
guarantee the validity of the numerical method used in this investigation, 
However, no applicable theorems were found, so that the validity of the 
method of numerical analysis as well as the validity of the mathematical 
model itself could be supported only by an agreement between experi-
mental and computed results * 
In the experimental investigation., velocity, temperature, and 
concentration distributions were obtained in a jacketed tubular reactor, 
ore inch in diameter and fifteen feet tall0 The reaction used in this 
experiment a i. work was the aqueous saponification of methyl acetate by 
solium hvdr'oxid^o The ranges of the operating variables cov'ered in the 
experimental tests were Reynolds numbers from 4,500 to 10,000, initial 
concentrations from, zero to one mole per liter, and jacket temperatures 
from, zero to 40°C in excess of the inlet temperatures, 
Several kiads of tests were carried out. In the isothermal flow 
tests, velocity and friction factor data were obtained. In the tests with 
flow and heat transfer, temperature and velocity profiles were deter-
mined, Chemical reaction tests were carried out both with and without 
hot water circulating through the reactor jackets r, Concentration and. 
X l l l 
temperature distributions were obtained in these tests0 Velocity data 
were also obtained for the latter condition„ 
The differences between the present study and the work of Chambre 
(lOO) and Cleland and Wilhelm (98) are worth mentioning» The main dif-
ferences between this work and that of Chambre are the inclusion of 
distributed radial diffusivities in the mathematical model of the present 
study, the inclusion of numerical and experimental results, and the use 
of different methods of obtaining approximate solutions» This study 
differs from that of Cleland and Wilhelm by employing turbulent rather 
than laminar flow and by considering non-first-order reactions and the 
presence of heat transfer and an appreciable heat of reaction as well as 
first-order, isothermal reactions <, The main difference between the ex-
perimental investigation of this study and the one of Cleland and Wil-
helm is that the measurements show the radial distributions of concen-
tration and temperature instead of the bulk values of these Variables0 
The experimental velocity data obtained in the present study 
show that the flow had the expected turbulent velocity distribution 
for isothermal conditions0 Experimental values of the Fanning friction 
factor are slightly larger than those accepted for smooth pipeo 
Temperature distributions were computed for two of the heat 
transfer tests of this study and two tests of Sleicher0 The shapes of 
the computed distributions are in good agreement with the experimental 
data of these tests. 
The chemical reaction tests conducted without the circulation 
of hot water in the reactor jackets showed little radial variation in 
X1V 
temperature and concentration throughout most of a reactoi cross section,, 
Therefore it is not surprising that the mathematical model of this study 
has no advantage over the simpler., piston-flow model for these conditions 
On. the other hand, the validity of the mathematical model of this study 
is supported by a three-way comparison of experimental data and outlet 
concentrations computed using the equations of a piston-flow model and 
-he ;-.• i dial-diffusion model of this study-
Comparisons of experimental data with the velocity and tempera-
ture distributions computed for the tests combining chemical reaction 
with heat transfer show agreement within the precision of the experi-
mental measurementsu 
The relatively simple method of numerical analysis used in the 
theoretical investigation of this study gave surprisingly good results. 
However, the need for adjustment of the value of (Az) during computa-
tion and the slight disagreement with the results computed bv the equa-
tion of a piston-flow model foar one of the pseudo-adiabatic .reaction 
tests indicate that fur the.' work is needed on the method of numerical 
analysis o 
The illustrative calculations showed that the radial-diffusion 
r̂ oiel of this study is subject; to parametric sensitivity in. certain 
regionso The model yields different conditions fox approximate chemi-
cal similarity than do axial-diffusion modelsn The assumptions of 
earlier methods of calculation for endothe.rmic reactions in tubular 
reactors with preheat sections were shown to be questionable. 
The objective of this study was largely, but not fully, 
obtamedo The .radial-diffusion model and method of numerical analysis 
presented here nre believed to need furthei development before the' 
will be satisfactory for routine design calculationso However, the 
.results of this combination of mathematical model and numerical method 
ire believed to be sufficiently valid to justify 'the use of the com-
bination in its present state as a research tool,, 
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NOMENCLATURE 
Because of the large number of physical quantities mentioned in 
this thesis, it has been necessary to define a few symbols in a way 
that is contrary to established convention" An example is the use of 
Z for heat capacity rather than the usual C . In addition, the atten-
P 
tion of the reader is directed to the multiple use of the symbol u. 
This symbol with a subscript is always a stoichiometric coefficient„ 
If u appears as an algebraic quantity, not a matrix, and has no sub-
script, it represents shear stress. It must be pointed out that symbols 
for variables and constants appearing in the purely mathematical writing 
at the end of Chapter II and in Appendix I are arbitrary and have no 
physical significance. 
Numbers In parenthesis indicate equations where the symbol in 
question appears. When only one number Is shown, this refers to the 
first equation where the symbol appears. 
Units in brackets indicate the units that have been used con-
sistently throughout the present studyu These units will not neces-
sarily apply to the material in Chapter II concerning previous contri-
butions . 
Subscripts 
w Indicates the evaluation of a quantity at the tube wall (6). 
J Refers to fluid In the reactor jacket 
f Refers to Reactor feed 
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Superscript 
Refers to inlet condition 








Matrix defined after equation ill 
Empirical constant, (25b) 
Constant in reaction rate expression three paragraphs below 
equation 58 
Cross-sectional area of reactor tube, (37) 
h r 








Elements of the matrix [ A ] , (109, 111) 
Matrix defined after equation 114 
Constant in k' = eB~ E//RT, (I05a) 
H. 
Elements of the matrix [A],; (109, III) 
Parameter defined by Chamfer <§ ? (46) 
Matrix defined after equation 115 
Concentration, [moles/ .uiterj 
Concentration, [moles/ gram] 
Mass fraction, (54) 
Inlet (or initial) concentration of I J~ reactant., (73)., 
[moles/ gram] 
Measured sample concentration^ (119), [moles/liter] 
Variable defined by Chambre' (49) 
Diffusivity of mass [(cm)' /sec] 
XV 
Diffusivity of mass when it is considered a function of 
relative radius5 [(cm)"/sec.J 
Molecular diffusivity, (l8)5 [ (cmj^'/sec „ J 
Taylor's virtual ax:'.a.:. diffusivityP (20) 
A value of D(s) that is characteristic cf the fluid prOpe 
ties and the nature of the flov/o F:;r this study, 
D* = least upper bound of Dfs)^ [ ('. cm0 >
w/sec 0 ] 
D(s)/ D* 
Diameter? (28) 
Activation energy, [cal.u/roolej 
Combined emissiv.ities of radiating and absorbing surfaces 
(32) 
Temperature dependent part of rate coefficient., (51) 
Relative velocity used by Chambre'j (4-6) 
Fanning friction factors (13b,, 85) 
Acceleration due to gravity, (116) [cc.„/(cec0) J 
Gravitational constant 5 (5)., [ (gm.,,) (cm,) / (gm.o) (sec.) ' ] 
Temperature dependent part of rate coefficient (51) 
Functional defined by BIlous and Amundsen, (52) 
Heat of reaction., (26), [cal 0/equivalentj 
Manometer reading., (118), [cm«] 
Specific enthalpy«, weight basiss (55) 
Heat transfer coefficient 
External heat transfer coefficient^ (80)^ 
[ca:.o/(cm.)y(seCo) (°C)] 
XIX 
Total heat loss through the tube wall per unit time, (34-) 
Functional defined by Bilous and Amundson, (52) 
Reaction rate as expressed by Chambre% {55) 
Thermal diffusivity [(cm.Y/sec.] 
Thermal diffusivity when it is considered a function of 
relative radius,, [ (cm, Y' /sec „ ] 
Molecular thermal dif fusivity y [(cm0) /sec] 
A value of K(s) that is characteristic of the fluid proper-
ties and nature of flow. For this study, K* = least upper 
bound of K(s)5 [(cm.)^/sec] 
K(s)/ K# 
von Klrman!s constant, Refo 4-2 
Ae 9 , Reaction rate coefficient. The units of A 
depend on the form of the concentration dependent part of 
the reaction rate expression,, 
exp (B-E/R T), Numerical part of reaction rate coefficient. 
This form was used for computer work to avoid handling 
excessively large cr excessively small numbers. 
Thermal conductivity, [cal./(°C)(sec)(cm, )2 ] 
Tube length,, [cm.] 
Operator used by Chambre'c, (.55) 
A linear dimension that is characteristic of a piece of 
apparatus. 
Prandtl's mixing length parameter (12a), (12b) [cm.] 
th An axial displacement that is characteristic of the j 
product 5 (4-2) 
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Molecular weight, (l) 
Empirical constant used by Hawthorne, (25b, 
Reynolds number 
Prandtl number 
Schmidt number _? (32) 
Nusselt number, (29) 
Damkoehler numbers, (26) 
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Empirical constant, (25a) 
, (106a) 
106b) 
Pressure, [ (gm=) /(cm,) '] 
2 
Impact pressure, (.123) [ (gm,) /(cm„) ] 
Parameter of Gill and Scher, (14) 
XX' 
p/fr 
p J p 
i 2 
Vector defined after equation ill 
Parameters, (92) 
P \ /(l - s
2 ), Parameter used by Cleland, (43) 
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Vector defined after equation 111 
Heat flux density at the tube wall, (33)., 
[cal./(sec.)(cm.) ] 
Vector defined after equation 111 
Heat flux at the tube wall, (57), [cal„/sec0] 
Vector defined after equation 111 
u/u~):f, Dimension!ess reaction rate 
Ideal gas law constant, [cal./(mole)(°C)] 
Radial displacement from the axis of a tube, (6), [cm.] 
Radial displacement defined in equation 123, [cm.] 
Internal diameter of an Impact-pressure probe, (122) 
[cm.] 
External diameter of an Impact-pressure probe, (122), 
[cm.] 
Relative radius, (6) 
Temperature, [°K unless specified otherwise] 
Absolute temperature of corresponding points on 
radiating surfaces, (32) 
XX11 
t Time,, [sec] 
t Mean residence time in sampling line, (119), [sec] 
t Mean residence time In reactor tube, (129, 130), [sec] 
K 
U Reaction rate, (26),, [equivalents/(liter) (sec) ] The dimension, 
"equivalent,"used here is a gram molecular weight of a component 
of some reaction mixture, divided by the stoichiometric coeffi-
cient for this component 0 
0 u 
i th — l-
U' - —"^ , Reaction time constant for j reactant, [(sec.) ] 
J 
U* Unit reaction rate, [equivalents/(liter)(sec)] 
u Temporal-mean velocity [cm./sec] Characteristic velocity, 
(26, 30), [cm./sec] 
u(s) Temporal-mean velocity when it is considered a function of relative 
radius, (5)., [crru/sec] 
u Bulk velocity, (7), [cm./sec] 
u(s)/ u3 Relative velocity, (86) 




u = u (S)/(T g Vp)
2 = u(s)/u*3 (6, 86; w c 
++ u (u./u ) 
max 
max 
= Maximum value of u(s), [cm./sec] 
Vector defined after equation 111 
Volume of sampling line, (120), [(era.)3] 
Volumetric flow rate, (34) 
Volumetric flow rate of sampling stream., (1.20), [ (cm,) s/sec „] 
Conversion per pass or per batch, (3) 
XXI11 
W(t) Batch conversion as a function of time,, (37) 
w Variable defined by Chambre, (4-7) 
X Scaling factor 
x Axial displacement from reactor inlet [cm„] 
Y Yield, (4) 
Y+ = r u*/o, (86) 
w 
y Displacement from the tube wall along a r a d i u s , (5) [cm.] 
y ' = yAw, (86) 
y = (y / r ) ( r / u ) ( T g / p ) 2 
W W W C 
++ + / -
y = y u / u max 
y Virtual displacement of a probe from the tube wall, (123), (1,25c), 
(126), (127) [cm.] 
y Displacement of a probe center line from the tube wall., [cm,] 
ŷ  Variable defined by Chambre (4-6) 
Heat capacity at constant pressure, [cal0/(gm„)(°C)] 
X/L Dimensionless length 
n 
a -
. .R. w 
Dp " ' (49) 
a = m e m / e v ? 
(I06d) 
aH = e H / e v ' 
(106e) 
P = rw /Dp, (54) 
B Deissler's heat flux parameter rD 
Y - Fraction unconverted of a reference component, (31) 
P Final value of y? (39b) 
b . Loss in selectivity for j " product due to axial mixing, (42) 
XXIV 
y - y , Difference between the virtual displacement of a probe 
v o r 
and the displacement of the probe center line, (122) 
Constant defined by Chambre, (4-6) 
Stoichiometric constant, (3-39a) 
Finite difference operator A W = W . - W 
r n n+i n 
Finite difference operator V W = W - W 
n n n-i 
° Cn " °n C° - -1,,....: 1 Stoichiometric constant, (73) 
u C? n 1 
Eddy diffusivity of momentum., (5) [ (cm. )y/sec .] 
Eddy diffusivity of mass, ['(cm. )2/sec] 
Eddy diffusivity of heat, [ (cm.)2/sec „] 
x/ 2Du r , (48) 
w 
Displacement transverse to flow from an arbitrary fixed point, 
(122), [cm.] 
TR 
—^ Dimensionless temperature 
T°R 
- Dimensionless inlet temperature 
_ TJ ( 2 ) Rq 
E 
Excess temperature (26) 
Z(T - T ) 
HR 
(A9) 




R max ' 
XXV 
\ Constant defined by Chambre (47) 
n 
\i Viscosity [gm./(cm.) (sec 0)] 
u Kinematic viscosity [(cm-p /sec] 
Vui Stoichiometric coefficients (l) 
[u] Matrix of stoichiometric coefficients (72b) 
£ Extent of reaction., (70) [equivalents] 
C Extent of reaction defined by Chambre, Ref0 100, (4.8) 
p Density (5) [gm0/(cm0) ] 
d Stefan-Boltzmann constant (32) Standard deviation (Appendix l) 
T Shear stress, (5) [(gm.) /(cm.)a] 
r 
T Generalized isothermal reaction time 
c 
cp Function defined by equation 96 
X Chemical efficiency, (2) 
xjj An unknown function (32) 
u) ,u,,u Parameters, (101, 103) a D - c 
CHAPTER I 
INTRODUCTION 
This research Is concerned with \ problem in +he field of chemical 
reaction engineering, namely, the prediction of conversions of homogene-
ous reactions in Continuous-flow, tubular reactors when the character of 
the flow Is turbulent and the physical properties of the fluid are con-
stant 0 
Before considering the work undertaken for this project, several 
Important topics, which might otherwise be obscure to the reader, are 
discussed In the first part of this chapter. In the second part, the 
theoretical problems attacked in this project are introduced,, Then, the 
objective of the study and the a_ priori limitations of the results are 
slated, Finally, the plan of the investigation is presented, 
Topics In Chemical Reaction Engineering,--The principal aims of chemical 
reaction engineering are the prediction and control of chemical conver-
sion on an industrial scale and the rational design of chemical reactors* 
The attainment of these aims should lead to the most economically favor-
able design and operation of industrial processes involving chemical 
transformations. 
The first three topics discussed below concern complications 
encountered in dealing with chemical reactions on an industrial scale, 
These complications are interactions between phenomena, competing 
reactions, and programmed control. Finally, some general limitations 
2 
on the application of theories in chemical reaction engineering are 
mentioned. 
The role of the interactions between chemical and physical 
phenomena is especially important in chemical reaction engineering. 
The situation is expressed well in the celebrated section of De_r 
Chemie-Ingenieur written by G, Damkoehler in 1939 (l). The first 
paragraph is quoted below (translation by the writer): 
In most cases, the entire kinetic course of a chemical process 
is controlled not only by the true chemical reaction, velocity, 
but also by diffusion and flow processes and the particular kind 
of thermal behavior. Certainly, the general laws followed by 
these partial processes are almost completely known,, Attention 
is called to the extensive fields of fluid dynamics and heat 
exchange. Although these partial fields have been investigated 
widely,, a combination of them with typical chemical processes has 
hardly been handled up to now. Yet diligent work on this theme 
is especially desirable since the true chemical process seldom 
is separable in practice from the so-called pure physical pro-
cesses o 
This emphasis on the importance of the interactions between the various 
phenomena is echoed in the syllabus of the Symposium on Chemical Reac-
tion Engineering (2) held in 1957 by the European Federation of Chemi-
cal Engineering0 This syllabus states in part: 
An important part is played by various factors such as flow 
phenomena, mass and heat transfer, and reaction kinetics« It 
will be clear that in the first place it is necessary to know 
these factors separately.. 
Yet this knowledge in itself is insufficient. The develop-
ment of chemical conversions on a technical scale can only be 
understood from the relation and interaction between the above 
mentioned factors. 
1The writer interprets ". . . the particular kind of thermal be-
havior, , » ." to include both the effect of heat released or absorbed 
due to the reaction and the effect of heat transfer between the reaction 
mixture and the surroundings. 
Although the interactions between phenomena play a key role in 
most industrial chemical reactions, there are important exceptions -
The resistance to either heat or mass transport may be sufficiently 
large so that one of these phenomena controls the overall rate,, In 
this case, the bulk of the reaction mixture is always near a state of 
equilibrium and the contribution of the chemical reaction to the rate 
of the combined phenomena can be neglected., 
Another complication usually found in industrial chemistry is 
the presence of undesirable secondary reactions accompanying the main 
reaction. Every effort is made to suppress competing secondary reac-
tions when a chemical reaction is studied in the laboratory to deter-
mine the form of its rate equation, the value of its rate coefficients, 
or its mechanism. This is only natural, because competing reactions 
complicate the interpretation of experimental data* In an industrial 
environment, the same main reaction usually will be accompanied by 
one or more secondary reactions, which may occur in parallel or in 
series with the course of the main, desired reaction. Sometimes the 
secondary reactions may be natural alternatives to the main reaction, 
At other times the secondary reactions are due to causes theoretically 
subject to elimination, but economically tolerable. Examples of such 
causes are impurities in feed streams, inadvertent introduction of 
catalyst from the walls of the vessel, and imperfect temperature 
control. 
The importance of secondary reactions relative to the main reac-
tion is reflected in a quantity known as a chemical reaction efficiency. 
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This quant.it-; has also been termed selective, by Hougen and Watson y,3> . 
Consider the stoichiometric equation 
VAMA + VBMB + VCMC + + vp"p + (1) 
where M , M , <, * . represent molecular weights of reactants, A, B, . „ . , 
A D 
Ni A/L, , .. represent molecular weights of products N, P, . = », and the 
v's are stoichiometric coefficients- The chemical efficiency of A, ^ , 
for this reaction is defined by 
v. (moles of N in reactor effluent - moles of N in feed) 
vN (moles of A in feed - moles of A in reactor effluent) 
(2) 
The corresponding conversion per pass or per batch, W , and yield, Y , 
are given by 
moles of A in feed - moles of A in effluent 
and 
W 
A moles of A in feed 
v. (moles of N in effluent - moles of N in feed) 
vM (moles of A in feed) 
(3) 
(4) 
The quantity y reflects the efficiency of conversion of raw materials 
to desired products, and W reflects the size of the recycle stream. 
The economic importance of these quantities is obvious. 
Denbigh (4) has called attention, to another feature of industrial 
chemical reactions <, He points to the advantage that can be obtained fox 
a set of stirred reactors connected in series if the temperature of the 
reaction mixture is varied in the individual reactors so as to optimize 
R 
X and W. Other operating conditions can be varied, and the idea is 
applicable to other types of reactors. In general, the deliberate varia-
tion of some operating condition, for example, heat exchange with the 
reaction mixture, may be called "programmed control" of the operating 
variable which, in the example given, is temoeraturec 
The wide variety of industrial chemical reactions precludes the 
use of a single theoretical approach in all instances. This fact may be 
verified by an inspection of the current technical literature of the 
field. Although there is no completely general theory, some generality 
can be obtained by dividing industrial reactions into classes to which 
single theories may be applied. Two examples of systems of classifica-
tions are those of Walas (5) and Broetz (6). From these it can be seen 
that, among other things, the type of reaction vessel and the nature of 
the reaction mixture must be considered in such a system, 
Theories of industrial chemical reactions are applied in different 
ways by engineers in the areas of process development, process design, 
and operation„ For example, the problems of designing a reactor and pre-
dicting improved operating conditions for an existing reactor are super-
ficially different. A theory or method of calculation developed for use 
with one problem may not be convenient to use with the othe.ro However, 
the same information is involved in both problems, either as given data 
or as the required solution „ This situation suggests that a theory 
suitable for one of the two problems must be related mathematically to 
any theory suitable for the other problem, although the relation may be 
complicated or obscure. Solution by trial is usually satisfactory where 
the direct application of a theory is awkward. 
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Theoretical Problemso--One of the central theoretical problems of chemi-
cal reaction engineering, as discussed in the preceding section, is the 
need to make predictions concerning a .complex of simultaneous^ mutually-
interacting, chemical and physical phenomena» In making these predictions 
one encounters two obstacles: the coupling of chemical reactions with 
transport phenomena and the difficulty of solving the equations of change 
when non-linear expressions for the chemical reaction rate are intro-
duced, 
First of all, chemical reactions in industrial processes are 
usually coupled with transport phenomena» When this occurs, terms that 
express the generation of heat and the production of a molecular species 
must be included in the energy and continuity equations» Since these 
terms are both temperature and concentration dependent, neither equation 
can be solved alone; they must be solved simultaneously. This is why 
predictions concerning a combination of phenomena cannot be obtained bv 
superimposing predictions for the individual phenomena„ The coupling of 
f'ansport phenomena with chemical reactions has been discussed in detail 
by Bosworth (?), Prager (8), and Bird, Stewart, and Lightfoot (9) •> 
The second obstacle is also a mathematical difficulty- It is 
well known that non-linear equations are more difficult to solve than 
their linear analogs» Since accurate expressions fox rates of chemical 
reactions are usually non-linear with respect to temperature or concen-
tration, or both, the energy and continuity equations become non-linear 
when these expressions are introduced. 
Sometimes the above obstacles mav be removed from the mathemati-
cal formulation of the problem if a few judicious assumptions are made0 
However, if one sacrifices an accurate mathematical description in order 
to gain solvability one incurs a risk that the solution for the simpli-
fied mathematical model will be a poor solution to the original problem,, 
Under many conditions of great practical importance the diffi-
culties mentioned just above become pronounced,, As two examples, the 
scale up of reactors on the basis of the theory of modelling and the use 
of programmed temperature control will be discussed, 
The aim of the theory of modelling is to predict the behavior of 
a process in a large apparatus, called the prototype, from the behavior 
in a model*1 It can be shown that, under certain conditions, the chemi-
cal compositions of the two reaction mixtures in model and prototype 
reactors will be equal at geometrically corresponding pointso This con-
dition is called chemical similarity. Since heat transport, mass trans-
port, and the flow phenomena are coupled with the chemical reaction, 
similarity also must be obtained with respect to these phenomena before 
chemical similarity can occur„ Damkoehler (l) has demonstrated that it 
is impractical to attempt to have similarity with respect, to all of these 
phenomena at once, Even more important, the conditions that, would pro-
duce chemical similarity for a main reaction, considered by itself, will 
rarelv yield chemical similarity for its accompanying secondary reac-
tions o As a result, the chemical efficiencies and conversions obtained 
in the prototype reactor may differ by unexpected amounts from those of 
the model. This is an important consequence because of the economic 
The terminology used in this discussion of modelling theory is 
that of Johnstone and Thring (75). 
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significance of chemical efficiencies and conversions in industrial 
p: ocesses <, 
The theoretical advantage of optimally programmed temperature 
control over arbitrary, non-optimum control is unquestioned„ But here 
the coupling of heat transport with the chemical reaction is again a com 
plication „ If heat is generated or absorbed by a chemical reaction, 
there is always some internal heat transport, even when fhe reactor is 
operated adiabatically<, A program of temperature control introduces 
additional heat transport, and this increases the difficulty of making 
accurate predictions of the behavior of the combined phenomena„ In 
cases where accurate predictions of behavior cannot be made, the optimum 
program of control cannot be predetermined and the economic advantage 
of the optimum p-ogram over another, arbitrary program will be unknown* 
Objectives and LimitationsD--The general objective of this research is 
to provide an improved method for predicting the behavior of those indus 
trial reactions in which there is an important coupling of transport 
phenomena with the chemical reaction„ This method would permit the pre-
diction of conversions and chemical efficiencies for a given program of 
temperature control. The method would also allow the effect of a change 
of scale to be predicted in +he absence of chemical similarity between 
model and prototype reactors, 
Since the general theory of industrial chemical reactions is not 
feasible, as mentioned earlier, the general objective is sought for only 
one class of reactions and only one class of reactors; homogeneous reac 
lions in continuous-flow, tubular reactors. This investigation also is 
limited to steadv state operation, turbulent flow, and reaction mixtures 
having essentially constant physical properties» Two heat transfer con-
ditions are considered „ These are, first, a fixed pattern of wall tem-
peratures and, second, heat exchange between the reaction mixture and 
the fluid in an external jacket,, 
The restriction of this study to reaction mixtures having essen-
tially constant physical properties is undesirable, because changes in 
viscosities and densities are frequently large in industrial chemical 
reactions. This restriction is a necessary one, however0 The prediction 
of the effects of property variations on flow phenomena is an unsolved 
problem at the present time,, In studies of heat exchange between fluids 
and solid surfaces, useful results have been obtained in spite of the 
assumption of constant fluid properties„ This fact suggests that the 
method of this investigation will be Useful in many cases that are 
nominally excluded by the assumptions. However, the method should not 
be expected to apply to reactions in which there are large density varia-
tions, for example, in the dehydrogenation of hydrocarbons„ Nor should 
it be expected to apply to cases in which large viscosity variations 
occur, for example, in liquid phase polymerizations» 
There are three more limitations of a different nature to which 
the attention of the reader must be directed, The first limitation is 
that the theoretical part of this investigation gives a demonstration of 
method rather than a general solution,, This is discussed further in the 
next section„ In addition, the method, which is based on numerical anal-
ysis, involves such a large amount of computation that its use is 
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practically limited' to those readers who have available large, high-speed, 
digital computers- The third limitation, the consideration of only a 
single reaction, was adopted to reduce the required computer time. How-
ever, it is anticipated that, in practice, the computer program used here 
could be modified to include secondary reactionsc 
The Plan of the Investigation., --This investigation may be divided into 
two distinct parts, one theoretical and one experimental» 
For the theoretical part of this investigation, a tubular reactor 
is described by the energy equation, the continuity equations for reac-
tants, an equation for the temporal-mean velocity distribution and asso-
ciated boundary conditionso This description constitutes a boundary 
value problem in mathematics° The forms of the equations and boundary 
conditions and the assumptions made in their derivation may be found in 
Chapter III, 
Numerical analysis is employed in solving the boundary value 
problem since this technique is relatively unaffected by the non-line-
aii+y of the problem. First, the derivatives that occur in the equations 
of change and in the boundary conditions are replaced by finite difference 
approximations to give an approximate boundary .value problem,, Then, this 
approximate boundary value problem is solved for particular values of its 
parameters and initial conditions,, 
The products of the theoretical part of this investigation are a 
method of numerical analysis for the boundary value problem of a tubular 
reactor and some particular solutions which illustrate the results ob-
tainable by this method. These results do not constitute a general 
solution in the mathematical sense,, In simple cases, the numerical solu-
tions may be generalized by an empirical correlation of the particular 
solutions as a function of the parameters of the problem,, In the present 
problem there are ten of these parameters, so such an empirical correla-
tion would have been difficult to obtain and cumbersome to use,, 
The experimental part of this investigation is Intended to provide 
data for comparison with theoretical results and to test some assumptions 
on which the theoretical formulation of the problem is basedo Velocity, 
temperature and concentration distributions are obtained in a jacketed, 
tubular reactor, one inch in diameter and fifteen feet tallo The reac-
tion used in this experimental work Is the aqueous saponification of 
methyl acetate by sodium hydro.xide0 The ranges of the operating varia-
bles covered in the experiments are Reynolds numbers from 4,500 to 
10,000, initial concentrations from zero to one mole per liter and jacket 
temperatures from 0°C to 40°C in excess of initial, temperatures, 
REVIEW OF PREVIOUS CONTRIBUTIONS 
The literature reviewed in this chapter is divided into five 
sect i o n s : flow ph en omen a, h e a t a n d mass t r an s p o r t, m o d e 111 n g t h e o :r y, 
models of tubular "reactors? and mathematics „ 
FI o w P h en o m en a 
The theoretical approach used in this investigation required an 
accurate representation of turbulent flow and transport phenomena; for 
this reason, careful attention to the details of these subjects was 
essential., First of all, some of these details are considered In order 
to provide a basis for discussion. Then, previous work on distributions 
of temporal-mean velocity and eddy diffusivity of momentum in flow through 
pipes is reviewed,, Finally, the contributions that form the bases for 
the axial diffusion and the autoclave-series models of tubular reactors 
are considered,, The discussion of flow phenomena given here is not 
intended to be comprehensive; for further information, the reade: is 
referred to an excellent review article by Sherwood (lO) and to the books 
of Knudsen and Katz (ll) and Hinze (l2}„ 
Ba.s_.i s___f or D i s c u s s i on „ - - Th e eddy diffusivity of momentum, e , for con-
stant fluid properties and steady flow is defined by 
T 9° ( \ d u i^\ 
:•- (v + e J — - (5) 
p - v dy 
1 3 
where x is the shear stress at a surface parallel to the pipe wall, 
v is the kinematic viscosity, u is the temporal-mean velocity par-
allel to the wall, p is the fluid density, and y is displacement 
from the wall in the direction of the normalo Since a force balance 
shows that, T is proportional to radius for flow in pipes, this aqua 
tion may be w.ri t4 en 
T g r w_ c 
f 
a_ x " djfl 
dy dy+ 
16} 
where -i is the shear stress at the pipe wall, r is the radius of 
w J w 




These equations, 5 and 6, show how the distribution of e is re]a+ed 
7 v 
to the distribution of u. 
In the field of flow phenomena there is a notable lack of agree-
ment among the authorities as to the values of various quantities that 
are obtained from experimental measurements u For examples,, the reader 
mav compare the velocity distributions of Sleicher (l3) and Laufer '.14; 
and the eddy diffusivity distributions of Re.icha.rdt (lo) and Rothf^s, 
Archer, and Sikchi (16) „ The importance of these problems and the high 
quality of the numerous investigations o,r them, demand explanations for 
the existing disagreements0 
There are at least three causes for lack of agreement concerning 
distributions of velocity and eddy diffusivity of momentum, Naturally, 
differences in equipment and experimental technique cause some variability 
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between the experimental data from different investigations,, Besides 
this, there are varia t ions in the i. i terpreta11on of the data 0 And i n 
the opinion of the writer, the variability of experiment.illy measured 
velocities within a single investigation is generally underestimated.. 
That is, the measurements are treated as if the , were much more repro-
ducible than they are in fact,, 
An example of variation in the Interpretation of data is found 
in the correct i on. of experimental impact pressure and displacement -lata,, 
Corrections have been suggested to compensate for transverse velocity 
gradients, viscous effects, and turbulent velocity fluctuations; but 
procedures for such corrections vary widely. Often, one or more of 
these corrections is omitted altogether. The reader is eferred to 
Knudsen and Katz (l?), Laufer (18), and Macmillan (19) for information 
on the specific corrections that have been used by various investigators 
and for further references. 
To illustrate the variability of experimental velocity da "ha, 
three sets of the data of S'ieiche.r (13) were combined and subjected to 
a statistical analysisu Details of this analysis will be found in Appen 
dix L These three sets of data were obtained at Reynolds numbers of 
39,000, 39,100, and 40,000, so that little of the variability of 
these data can be attributed to differences in Reynolds number,, 
The results of the analysis are given in Table 10 An examination 
of the first row of this table shows a 95 per cent confidence interval 
— •+• 4-
of Ot/6 for u , or about five per cent of the estimated value of u , 
15,15,, The same data yield a 95 per cent confidence interval of 9«4 
for e / v, or about 34 per cent of the estimated value of e / v0 
Table lo Results of a Statistical Analysis of 
Typical Velocity Data 
,+ u+ Deg. of Estimates of 
(Sleicher's Freedom vi ± du+ . (q^ c j )
 £ v / V -Fig. 3) fo^r Zr ~ T I (*# C.L.) 
67,4 15-5 10 15„l5 + 0.38 0,0340 ± On0058 26*5 + 4,7 
239,9 18.95 17 18,83 + 0.39 0,01.32 ± 0,00081 p8„5 + 3,6 
516,2 14 2]u36 + 0,43 0,00667 + 0,00062 74,7 + 7,0 
65.7 15.45 34 15,25 + 0,69 0.0395 + 0,0059 22*6 ± 3,5 
This illustrates the fact that the relative variability of eddy diffu-
sivities is inherently greater than the relative variability of the veloc-
ity data from which the eddy diffusivities were computed. If the sample 
variances of u in this analysis are assumed to be independent of sam-
ple size^ and the data points are assumed to be jniformly distributed 
over the range of y , the effect of more of fewer velocity data can ua 
seen. Consider the third row and suppose that only six experimental ve-
locities had been available instead of sixteen, Then the confidence 
interval for u1' would become 0,98 since the sample variance was un-
changed, However, the confidence intervals of du ,/oyL" and ev/ v 
would be increased to 0,0024 and 28, respectively, because the variances 
of these quantities are roughly proportional to 1/ (2n v 3) where n 
is the number of experimental measurements„ Under the same assumption, 
if n were increased from 16 to 503, the confidence interval for £ /'•> 
v 
would be 0.75, or about one per cent of the present estimate of e / v, 
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The fourth row shows the result when, data from all eleven of 
Sleicher's sets were included in the analysis. If the variance of u+ 
had remained the same as in the first row of the table, a reduction in 
the confidence interval of £ / v would have been expected from the 
increase in n. However, variations in the Reynolds number of the eleven 
,j_ 
data sets caused an increase in the variance of u u Consequently, the 
length of the confidence interval relative to the size of £ / v is about 
the same as in the first row. Now, consider the second row and suppose 
that the measurements could be made with more precise equipment and under 
more closely controlled conditions so that the variance of u^ would be 
reduced. The confidence interval of u would have to be reduced from 
0„78 to 0.064 in order to reduce the confidence interval of e /v to 
v 
one per cent of the present estimate of £ / v„ 
v 
Sleicher's work was chosen for the above analysis because the data 
available for a single Reynolds number were sufficiently numerous to per-
mit reliable statistical estimates. Judging from the scatter of data 
points around published "mean curves," it seems likely that the varia-
bility of the velocity data from most investigations is at least as great 
as Sleicher's. The analysis shows the difficulty in obtaining precise 
values of eddy diffusivity from velocity data. In view of this difficulty, 
at the present time the exact relationship between £ / v and r/r K ^ v ' l w 
should not be considered to have been established by experiment,, 
More than a dozen correlations have been proposed for the 
temporal-mean velocity distribution for flow through pipes. In order to 
assess the relative values and the limitations of these correlations, 
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it is necessary to establish some criteriac The seven criteria set 
forth below afford a reasonable basis for comparing the merits of 
various correlations0 
1. A velocity correlation should not conflict with experimental 
velocity profiles,. However, as explained in the preceding paragraphs, 
the variability between investigations 'rid the variability within the 
data of a single investigation permit different correlations to satisfy 
this criterion without being identical. For experimental velocity data, 
the reader is referred to the work of Stanton (20), Stanton, and Pannell 
(2l), Nikuradse (22), Fage (23), Reichardt (24), Laufer (14), Deissler 
(25), Rothfus, Monrad, and Senecal (26), Senecal and Rothfus (2?), 
Nunner (28), Sleicher (l3), Macmillan (19), Weissberg (29), and Isakoff 
and Drew (30)„ 
20 The correlation should be consistent with respect ô the 
bulk velocityo In other words, the value of ~ computed from a velocity 
distribution, u(s), by 
2 s u (s) d< 
should equal the value of u given explicitly or implicitly by the 
original data used to calculate u(s)= 
3. A correlation should show the influence of Reynolds number, 
if it is intended to be used over a range of Reynolds numbers <. For a 
constant y , u+ varies with Reynolds number, or, formally, 
3u" 
9N. I + 
, Re/y - const 
* o 
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This can be seen in the data presented by Rothfus and Monrad (3l) for 
Reynolds numbers below 10,000. The effect of Reynolds number on cm is 
commonly supposed to be negligible for Reynolds numbers greater than 
20,000. However, the precise, impact-tube data of Macmillan (19) show 
that the effect is measurable for Reynolds numbers as great as 80,000.. 
4. The ratio of bulk to maximum velocity should agree with experi-
mental data. Many measurements of this ratio have been made by a number 
of investigators and the agreement between them is generally good, Rob-
ertson (32) and Rothfus, Archer, and Sikchi (16) present correlations of 
collections of u/u data. 
' max 
5. The derivative, du/dy, obtained from the correlation should 
vanish at r = 0, because the shear stress, T> is zero at this point„ 
6o The velocity and the first derivative should be continuous 
functions of r/r for the entire ranqe 0 < r/r < 1„ This insures 
' w — w — 
that £ /v will also be continuous, if it is calculated from equation 
6. There is no experimental support for discontinuities in either u 
or du/dy. For the sake of physical simplicity, the writer assumes that 
these quantities are continuous functions of r/r . 
M ' w 
7. The order of magnitude of the eddy diffusivity of momentum 
computed from the correlation at r = 0 should be the same as the orders 
of magnitude of experimental eddy diffusivities of heat and mass at 
r — 0. For the range of r/r where du /dy may be estimated from 
W I ./ . 
experimental data, £ , £IT, and £ have been found to have the r ' v' H m 
same order of magnitude. In addition, experiments show that neither 
£ or £.. approach zero at the axes of pipes or channels» The writer 
m H ^ r r 
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can see no basis for supposing that, one of these quantities vanishes 
where the other two do not, particularly since all three reflect trans-
port phenomena with a common origin, that is; turbulent flow. 
Results concerning the relative magnitudes of £ and either 
£7T or £ can be found in the work of Sherwood and Woertz (33), Page, H m 
Schlinger, Breaux, and Sage (34), Sleicher (l3), Dhanak (35), and 
Abbrecht and Churchill (36) „ In addition, values of £,, and £ for 
H m 
the central portion of the flow were determined by Baldw.in and Walsh (37) 
and Flint, Kaoa, ana Hanratty (38), respectively, Other arguments on 
this question are advanced by Prandtl (39), Lynn and Rothfus (40V, and 
Brooks and Berggren (4l). 
Velocity and Eddy Diffusivity Correlations---Eight expressions for tem-
poral-mean velocity distributions are considered here0 These correla-
tions are certainly not the only important ones. They were chosen to 
illustrate the different variants available. In addition, four corre-
lations of the eddy diffusivity of momentum are discussed, 
The velocity correlation that is best known and most widely used 
is the so-called "universal" velocity distribution of von Karman (42). 
This consists of the three equations, 
u+ •- y+, 0 < y+ < 5, 
u+ = -3„05 + 5.0 In y+, 5 < y+ < 30, (7) 
and u+ = 5o5 + 2.5 In y+, 30 < y+ , 
This expression does not conflict greatly with experimental data for 
Reynolds numbers greater than 10,000. However, when the experimental 
velocity data for a single Reynolds number are drawn on a graph having 
coordinates of u+ and log y+, the resulting profile is seen to have 
a noticeable ogee-like shape in the range 40 < v+ < y+ » The profile 3 r ' max ^ 
has a positive slope throughout, but is concave upwards in its central 
part and concave downwards in a small portion near its upper end„ These 
characteristics are present in the.hot-wire anemometer data of Sleicher 
(13) and of Weissberg (29), the ultra-microscope data of Fage (23), and 
the impact-tube data of Laufer (l4) and Macmillan (l9)« 
This correlation is fairly consistent with respect to "u, but 
naturally it is poor in this respect for Reynolds numbers less than 
10,000 because the effect of Reynol'&s number on u + at constant y+ is 
neglected. The ratio of computed u to the original u was found by 
the writer to be about 0„952, 00988, and 1»006 at Reynolds numbers of 
5,000, 10,000 and 40,000, respectively. The ratio of u/u is ' ' K - ' m a x 
significantly greater than the best experimental data* The experimental 
values of Nikuradse (22) of "u/u , as published, are in fair aqree-
/ max' p ' ^ 
ment, but Ross's (43) reanalysis of these data puts the experimental 
points well below the line given by this correlation. The derivative, 
du/dy, is non-zero at r = 0; and this requires e to vanish at 
this point. Finally, du/dy is discontinuous at y = 30; and, of 
course, e is also discontinuous here. 
' v 
Deissler (44) improved on equations 7 by using a single equation 
for the range 0 < y+ < 26. His equations are 
u + = T
y + . _ _ ^ __, 0 < y * < 2 6 
J
0 1 + ( 0 . 1 2 4 )
2 u+y+{l - e x p [ - ( 0 . l 2 4 ) 2 u+y+]} 
and (8) 
u" - 3 .8 + 2 .78 In y + , 26 < y" 
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Equations 8 conflict less with experimental data than equations 7 within 
a range of Reynolds numbers from 15,000 to 100,000a The ratio of computed 
u to original u was found by the writer to be about O0965 and 1.00 at 
Reynolds numbers of 10,000 and 40,000, respectively0 The effect of Reyn-
4-
olds number of u" is neglectedo The agreement with experimental 
u/u data is better than equations 7 for Reynolds numbers greater max M 
than 10,000 and poorer for smaller Reynolds numbers « At r ~ 0, du/ dy 
fails to vanish, so e must be zero at this pointa As Sherwood (lO) 
shows, du/ dy is discontinuous at y - 26. 
Ruth and Yang (45) developed an equation 
l»5(l - ss/2) 
u+ = 2.92 + 5.7 log(y+ [e - l]], 30 < y+ (9) 
^ max ' J 
that correctly shows the effect of Reynolds number on u . However, this 
equation is intended for use only in the turbulent "core" of the flow and 
only for Reynolds numbers greater than 100,000. 
Rannie (46) proposed the equations 
u .+ = 14,53 tanh(0,0688 y
f ) , 0 < y+ < 27„5 
and (10) 
u+ = 5.5 + 2,5 In y+, 27.5 < y+0 
These have the advantage of a continuous derivative over the entire range 
of y+. Otherwise, the comments concerning equations 7 apply. 
Van Driest (47) developed the equation, 
u + 
y+ 2 dy+ 
T , 0 < y+ < 60 
1 + {l + 4 ( 0 . 4 ) 2 ( y + ) 2 [ l - exp( - y + / 2 7 ) ] 2 ] i 
(11) 
and used u+ = 5„5 + 2,5 In y+ , 60 < y+ . 
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The velocity, u+, and the derivative, du +/ dy+, are practically the 
same for both equations at y+ = 60, so that these equations also have 
the advantage of a continuous first derivative over the entire range of 
y+. Besides, Van Driest's formulation appears to agree better with most 
experimental data than equations 10 for 10 < y+ < 30 and for Reynolds 
numbers above 15,000. Equation 11 was derived under the assumption of 
constant shear stress. Franklet (48) and Gill and Scher (49) modified 
this equation to account for the linear relation between shear stress 
and radius. The modified equation may be written 
2(1 - y+/ y+ )dy 
1 / •max 
f 
i + {i + 4(yl )s(lD/r )
2(i - y+/y+ 
max P' w' max 
(12; 
wh ere tp is the Prandtl mixing length, defined by 
V s = *§ + <s®)8 (12b! 
Hefner (50) proposed the equations 
+ 
u = 
2( y + / y + ) 
1 f 'max 
o 1+ { l + 4 ( 0 . 4 ) 2 ( y + " ) 2 [ l - e x p ( - 0 . 0 3 7 y + ) ] 2 ( l - y + / y + ) ) 2 v ymax J 
(13a) 
0 < y + < 70 . 
and 
u + = 2 .1730 - + 2 .778 In N* + 
In Nn - 7 Re 
Re 
( 2 . 7 6 6 + 0 . 0 0 1 3 In N* ) [ l n ( y / r ) - 0 . 1 0 ( y / r ) 1 0 ] , ( l 3 b i 
Ke w w 
70 < y+ , N*e = N JJ/2 
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These equations retain the advantage of a practically continuous first 
derivative over the entire range of y+0 At r = 0, du/ dy vanishes, 
and e computed from equation 13b is non-zero at r = 00 In addition, 
the dependence of u+ on Reynolds number for constant y is correctly 
shown for Reynolds numbers greater than about 20,000, The agreement of 
this correlation with experimental u / u data is poor for Reynolds 
r max 
numbers below 40,000, and the conflict with experimental profile data 
becomes noticeable at Reynolds numbers below 20,000. The consistency 
with respect to u has not been examined, but is presumed to be good 
for Reynolds numbers greater than 40,000. The reader should note that 
equation 13a is equivalent to 12a with 
-£ = 0.4 1 - [l - exp(- 0.037y+)] (13c) 
Gill and Scher (.49) proposed the use of equation 12a over the 
entire range of y with 









This correlation has a number of advantages. First of all, the 
first derivative of u is continuous for the entire range of y and 
vanishes at r = 0. However, du/dy does not approach zero rapidly 
enough as r approaches zero, so £ vanishes at r = 0. The influence 
of Reynolds number on u is accounted for and, as Gill and Scher point 
out, their velocity distribution reduces to the Hagen-Poiseuille equa-
tion at a Reynolds number of 1,800. Unfortunately, there are also a 
number of defects in this correlation. The most serious of these is 
the conflict with experimental data for Reynolds numbers above 5,000 and 
y > y . / 2. This is seen aqain in the extreme disagreement with experi- 'max' ^ ^ p 
mental values of u/ u at Reynolds numbers greater than 3,000. In 
max 
view of these conflicts with experimental data, consistency with respect 
to u cannot be expected for Reynolds numbers greater than 5,000, 
Rothfus and Monrad (3l) showed that the effect of Reynolds number 
on u can be accounted for approximately by using the variables 
++ + ~ ++ + U m a x 
u = u . and y -"= y — . When experimental data points for 
umax 
++ ++ 
a range of Reynolds number are drawn on a graph having u and log y 
coordinates, the points are much less dispersed than when presented on 
a graph having coordinates of u and log y . The slight ogee-like 
shape that experimental velocity profiles have when they are represented 
on a semi-logarithmic graph has been mentioned in connection with equa-
tions 7. Since the end points of the profiles, that Is, the points where 
y = y , depend on Reynolds number, a complete coincidence of pro-
files for a range of Reynolds number cannot be obtained by the trans-
formation proposed by Rothfus and Monrad. In addition, they point out 
that this transformation forces a noticeable separation between the 
velocity distributions for large and small Reynolds numbers in the range 
y+ < 5. 
Rothfus, Archer, and Sikchi (l6) presented graphs of eddy dif-
fusivity and mixing length distributions. They drew smooth curves to 
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represent the experimental velocity data and obtained derivatives from 
the slopes of these curves. These authors should be applauded for what 
they attempt to do, but their results are open to two criticisms. The 
first stems from their reliance on Nikuradse's 1932 paper (22) for 
velocity data in the range of Reynolds numbers from 4,000 to 3,000,000. 
Ross (43) and Brooks and Berggren (4l) have objected to Nikuradse's 
treatment of his data, but these objections appear to have been over-
looked by Rothfus and co-workers. If this is the case, the objections 
would apply to the graphs of these authors, as well. The second criti-
cism concerns the precision of quantities computed from imprecise, 
experimental data. It was shown in the preceding section that precise, 
objective estimates of du/ dy cannot be made from experimental velocity 
data, unless these data are both precise and numerous. It is questionable 
whether the quality and quantity of the data used by Rothfus and co-
workers are sufficient for their purpose. For one example, the vari-
ability of the two profiles reported by Senecal and Rothfus (2?) at a 
Reynolds number of about 4,100 may be estimated from internal evidence. 
The comparison between these data and those of Sleicher that were 
analyzed In the preceding section is unfavorable to the work of Rothfus 
and Senecal. Under the circumstances, it is not known whether the con-
fidence intervals associated with the curves of Rothfus, Archer, and 
Sikchi should be on the order of 10 per cent or 100 per cent of the 
computed quantities. If the latter is true, the curves of these authors 
can hardly represent anything more than general trends. 
Corcoran, Opfell, and Sage (ol) presented a tabulation of eddy 
diffusivities for a range of Reynolds numbers from 5,000 to 100,000. 
The entries in this table were computed from the equations, 
u 
+ 1 tanh(0.0695y+), 0 < y < 27 
0.0695 
(15) 
u+ = 5.5 + 2.5 In y+, 27 < y+ 
These authors stated that "The relative viscosities presented for Reyn-
olds number below 20,000 are not strictly applicable inasmuch as the 
empirical constants were evaluated primarily from information on air 
streams with the Reynolds numbers greater than this value," It was 
pointed out in connection with equations 7 that there is a slight ogee-
like shape to experimental velocity profiles when they are drawn using 
semi-logarithmic coordinates. This fact prevents the second equation of 
15 from being an accurate representation of a velocity profile and makes 
the status of this tabulation of eddy diffusivity uncertain,, 
Reichardt (l5) suggested the expressions, 
£ 
^ = 2.7 x 10~5 (y ) 5 , 0 < y < 6 
£ + 
^ = 0.4[y - 11 tanh(^-)], 6 < y < 30 (l6) 
£ 0.4y+ 
( [0.5 + (r/r )2][1 - (r/r )2], 30 < 
v 3 LU.O t vr/ rw;^JLl - \r / r ;~j, JU <, y 
on the basis of experimental heat transfer data. He showed that these 
equations yield a velocity distribution that does not contradict the 
experimental data for 0 < y > 50. 
Tien (42) derived the equation 
r 
e = 3.3(y) 0- 2 5 — [0.43 - 0.5(y/r - 0.5)2] (17; 
0.6 
He showed that £ ; = eR for an ideal fluid having constant density, pro-
vided that effects due to molecular viscosity and conductivity are negli-
gibly small, and that the velocity and temperature gradients normal to 
the wall are constant. 
Bases for Two Reactor Models.--Brief mention must be made of work which 
underlies the axial-diffusion and autoclave - series models of tubular 
reactors. 
In 1948, Bosworth (53) published a paper dealing with residence 
times for laminar flow in tubular reactors. The following year, he(o4) 
extended this work to include turbulent flow. For laminar flow, Bosworth 
concluded that molecular diffusion in the radial direction has a negli-
gible effect on the residence-time distribution provided that 
and 
/ D L 
r > 13 / — z — (18) 
W V 7T 
L > 6.5 x 104 D / u (19) 
17T 
He pointed out that these conditions are rarely possible for gases in 
laminar flow, bu_t are usually satisfied for liquids. In the companion 
paper on turbulent flow, he concluded that there are no conditions under 
which radial diffusion has a negligible effect on the residence-time 
distribution. 
Danckwerts (55) considered residence-time distributions in general 
and pointed out that a knowledge of the residence-time distribution per-
mitted rigorous reactor calculations only in the case of first-order 
reactions. 
Taylor (565 57) showed that a combination of radial velocity 
gradient and radially-directed diffusion produces a virtual axial dif-
fusion of the bulk concentration in fluid flow through pipes. In addi-
tion 3 he obtained expressions for the virtual axial diffusivity in lami-
nar and turbulent flow and then supported his results with experimental 
data. Taylor found that in laminar flow 
provided that 
r 2 u 2 
DT = is5- (20) 
u m 
L y y W 
11 7.2D r n ^ 
For t u r b u l e n t f low, he found t h a t 
DT = 1 0 . 1 r u* (22) 
T w 
Experimental measurements of D tend to be somewhat larger than 
the values predicted by Taylor for small Reynolds numbers in the turbu-
lent range. For this reason, TIchacek, Barkelew, and Baron (58), follow-
ing Taylor's theory, used experimental velocity profiles to determine 
curves of D„/ (2r u) versus 4f„ for both gases and liquids. The 
T' w F ^ M 
resulting curves show improved agreement with data from pipeline mixing 
experiments. 
Using frequency response techniques, Kramers and Alberda (59) show 
that a set of series-connected, continuous-flow mixing vessels may be 
used to approximate the residence-time distribution of piston flow and 
superimposed axial diffusion« In view of Taylor's investigations men-
tioned above, this provides a rational basis for the use of a mathemati-
cal formulation based on a series of well-mixed autoclaves as a model 
for turbulent flow in a tubular reactor. 
Heat and Mass Transport 
Accurate means of calculating concentration and temperature pro-
files are needed to consider non-isothermal reactions» In the present 
problem, accurate predictions of these distributions require knowledge 
of the transport coefficients of heat and mass in turbulent flow„ These 
quantities are empirical in nature and bear some relation to the eddy 
dlffusivlty of momentum. This relation appears to be affected by the 
Reynolds number of the flow and the Prandtl number of the fluid0 The 
picture becomes even more complicated when one considers that the tem-
perature and concentration gradients associated with the transport of 
heat and mass affect the molecular properties of the fluid and thus 
the velocity distribution„ In view of these complications, it is not 
surprising that transport phenomena in turbulent flow are not completely 
understood. The existing theories and experimental facts are well sum-
marized by Hinze (12) and Sherwood (l0)„ 
In the present review, emphasis is placed on the sources of the 
diffusivities of heat and mass used by other investigators and on the 
ways in which the various complications have been handledo 
Deissle.r (44) assumes that the eddy diffusivtty of momentum can 
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, 26 < y 23b! 
The constants in these expressions were evaluated from Deissler's (25) 
experimental velocity data for isothermal flow. He first showed that 
the above expressions do not conflict with these experimental velocity 
data by integrating to obtain curves of u versus y , Then he assumed 
that £H / e - 1, independent of Reynolds number and Prandtl number, 
For fluids having constant physical properties and for fully developed 
transfer, he obtained generalized temperature and concentration pro-
files for various Prandtl or Schmidt numbers from 0.73 to 3,000. Charts 
based on these profiles relate the Nusselt and Stanton numbers to the 
Reynolds number and either the Prandtl or Schmidt number of the fluid. 
These relations were shown to be consistent with the results of gross 
heat and mass-transfer experiments, that is, experiments where the 
relevant transfer coefficients were determined, but the profiles were 
not. Friend and Metzner (60) claim that Teissier's results for large 
Prandtl numbers are in error by 15 to 20 per cent. In any event, the 
agreement between Deissler's theory and gross transfer experiments does 
not provide a conclusive confirmation of his generalized profiles and 
eddy diffusivity expressions* As discussed by Sherwood (lO), other 
investigators have obtained approximately the same results using other 
assumptions concerning eddy diffusivities. 
Deissler also considers heat and mass transfer in fluids having 
variable properties u He replaces equation 23a by 
^ = (0 .124) 2 u V { l - exp[- (0 .124 ) 2 u + y + ( ^ w / f i ) ] } , (23c) 
0 < y+ < 26 
for liquids (variable viscosity, constant density) and 
e + t 
-v = ( 0 o i 2 4 )
2 ^ X _ P [i _ exp[- ( 0 0 1 2 4 )
2 u y v / v]] , (23d) 
V n W
 J 
0 < y+ < 26 
for gases (variable viscosity and density). These equations are used to 
predict velocity and temperature distributions for various values of a 
dimensionless parameter B„» This parameter is related to the heat flux 
density at the pipe wall. 
Deissler's velocity profiles for liquids can be shown to be in-
consistent. For example, consider a liquid flowing through a pipe, one 
section of which is heated and another unheated. Using Deissler's 
Figure 8, one can obtain velocity profiles for both sections. Suppose 
the fluid is water and that the mass flow rate and diameter are the same 
at both sectionso At the unheated section of pipe, let u - 30 cm,/sec, 
(ND ) = 40,000, T = 50°F and B n = 0. Then, at the heated section, Re w w "rD ' ' 
l e t T = 86°F and Bn = +0.002, This gives (Nn ) = 65,000 at the 
w rD 3 Re w 
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heated section., The bulk velocities calculated from the distributions 
given by Deissler's Figure 8 are 30.0 cm./sec. and 27„9 cm./sec, for 
the unheated and heated sections of pipe, respectively. Although this 
inconsistency indicates that Deissler's analysis is poor for predicting 
profiles, it probably is satisfactory for its intended purpose, that is, 
predicting heat transfer coefficients. 
Reichardt (24) discusses the effect on the velocity distribution 
of the variation in physical properties due to a temperature gradient, 
He considers a characteristic velocity, uR, that separates the vis-
cous layer of flow near a wall from the turbulent core of an incom-
pressible fluid when the friction velocity, u* = [ T Q /p]23 is con-i .< ? • w -J c r > 
+ 
sidered constant., The velocity, uD, is not affected by a variation 
H 
in the physical properties of the fluid in the viscous layer. Thus, 
the effect of a viscosity variation due to a temperature gradient is 
a change in the thickness of the viscous layer. 
In a later publication, Reichardt (6l) discusses the ratio, 
£,,/ £ . The experimentally determined values of this ratio have been 
H • v 
found to be about 2 in free turbulence; but the average value in 
boundary layers is less, and values of 1.3 have been obtained for air 
flow. Reichardt believes that £,,/£ approaches unity as the Prandtl 
H v 
number approaches infinity, and that £.,/ £ is a function of y/r 
1 H' v w 
which has its maximum at the pipe center line and decreases toward the 
wall. 
Reichardt's ideas are based on the behavior of jets and wakes 
and the reader should, note that they are in sharp contrast to the ideas 
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of Page, et al. (34), Sleicher (l3), Jenkins (62), Rohsenow and Cohen 
(63), and Lykoudis and Touloukian (64)0 The ideas of these investi-
gators are summarized by Sherwood (lO). In addition, the discussions 
following the papers of Sleicher and Lykoudis and Touloukian present 
interesting, divergent viewpoints concerning the value and variation 
of eH/ev. 
Sleicher (l3) measured velocity and temperature distributions 
for heat transfer to air in well-developed, turbulent flow and calculated 
both £ and e7, profiles from these aata, He then used an electronic v H 
analog computer to obtain the eigenvalues and eigenfunctions of a series 
solution to the energy equation, 
u 21 = 1 L lT(J*-+ e ) 51] (24̂  
U 8x r 8r Lr\ND ' V Qr
J ' U 4 ' 
Pr 
from the profiles0 No changes in velocity distributions due to temper-
ature gradients were detected in Sleicher's experiments. The ratio, 
Ej, / e , calculated by Sleicher from his experimental data, was found to 
be dependent on r and Reynolds number„ The values of £TI/£ for 
w H v 
y/ r > 0o4 ranged from lo07 to 1.23 for Reynolds numbers of 80,300 to 
w 
14,500» For y/r < 0.4 and all Reynolds numbers, 6,,/e increased 
•' w " H v 
in the direction of the pipe wall and approached values between 1.4 and 
1.5 in the vicinity of the wall. 
Page, Corcoran, Schlinger, and Sage (65) and Page, Schlinger, 
Breaux, and Sage (34) reported experimental measurements of velocity 
and temperature distributions for heat transfer to air flowing between 
parallel plates. Eddy diffusivity distributions were calculated from 
these data. Heat flux densities were varied from 0.0 to 0.116(BTU)(ft.)~ 
(sec,)"1 and mean temperature gradients (between plates) from 0 to 
510(°F)(fto)_1. The effects of temperature gradients on the velocity 
distributions were found to be negligible in these experiments. The 
trends of the calculated values of eu / £ agreed with those found by 
H v 
Sleicher0 
Siege! and Sparrow (66) presented the eigenvalues of a series 
solution to the problem of heat transfer and internal heat generation 
for turbulent flow of fluid through a pipe. They chose representations 
of the distributions of velocity and eddy diffusivity of momentum that 
are similar to those of Deissler (44). This analysis assumes that the 
fluid properties are constant and that £,,/ £ = 1. The authors state 
that the reported results apply only to ". o . heat sources which are 
uniform across the tube cross section. However, the results can be 
extended to heat sources which may vary in the radial direction." The 
radial variation of heat sources may be arbitrary, but the strength of 
the source must be known prior to calculation as an explicit function 
of radius. The method does not apply to the problem of this study, 
where the rate of heat generation is an explicit function of tempera-
ture and concentration, and is an implicit function of radius. 
In 1939, Sherwood and Woertz (33) reported the results of experi-
ments in which mass was transferred from a falling film of water, through 
a countercurrent gas stream, to a falling film of calcium chloride brine. 
Concentration and velocity distributions were obtained and eddy diffusi-
vities of momentum and mass were computed from these. Sherwood and 
Woertz found that the slope of the concentration distribution curve was 
approximately constant in the central portion of the air flow, so they 
used an "average" slope to obtain an "average" value of £ . The ratio, 
e / e , found by these investigators was about 1.4,, 
rrr v 
Schwa.rz and Hoelscher (67) reported mass transfer experiments in 
which a cylindrical wetted wall column was usedo They concluded that 
£ / £ is less than 0.85„ Their ideas about £ and £ differ from 
m' v m v 
those of Rothfus and co-workers (l6), Page and co-workers (34), Sherwood 
and Woertz (-33), Hinze (68), and others. Schwarz and Hoelscher state 
that ". , . the diffusivity must tend toward infinity at the center line," 
However, in the derivations appended to their paper, they show that £ 
is the quotient of two quantities that vanish at r -- 0o They do not 
show in their paper or appended derivations that this quotient increases 
without bound as r approaches zero, 
Dhanak (35) conducted experiments similar to those of Sherwood 
and Woertz, but used different and more elaborate apparatus. He calcu-
lated "average" values of £ and £ and found the ratio, £ /e , 
^ m v ? m/ v' 
to be about 1.8, 
Flint, Kada, and Hanratty (38) reported eddy diffusivities of 
mass calculated from tracer experiments. Small diameter injector tubes 
were centered in large pipes so as to approximate point sources in 
these experimentso Tracers of hydrogen and carbon dioxide were used 
when air was the main fluid and a concentrated, aqueous potassium 
chloride solution was used as a tracer when water was the main fluid, 
Eddy diffusivities were computed from concentration profiles at cross 
sections downstream from the injection pointa The value of the dimen-
sionless quantity, £ / 2r u , was found to be 1,4 x 10"^ at a Reyn-M 7 ' m' w max 
olds number of 10,000 and to approach a limiting value of 802 x 10"
4 at 
Reynolds numbers greater than 100,000, 
Baldwin and Walsh (37) reported eddy diffusivities of heat calcu-
lated from temperature distributions downstream from a line source in a 
larqe pipe. The values of eIt/2r u found at large Reynolds numbers 3 r r H' w max 3 
approached a limiting value of I d x 10_i:)0 
Hawthorn (69) extended the analysis of Tichacek, Barkelew, and 
Baron (58) for effective axial diffusivities to non-isothermal conditions, 
He assumed that £,,/ £ =1.0 and divided the cross section of a pipe 
H' v 
into three regions for the calculation of eddy diffusivities, 
£ 
ng uy'[l - exp(-ng u'y )], 0 < y" < 26 (25a 
£ , , + 
— = 2 Nuy ~ (Au - — ) , 26 < y < 0.7 y' (25b) 
v H'max r H r ' - y rmax 
w w 
— = 0.6 N uy
+ (Au -N/<573), 0.7 y
+ < y+ ; y+ (25c) 
v H7max H '' 7max - 7 - 7max 
where nn, N , and AH are empirical constants. Howthorn assumed a 
parabolic temperature distribution to obtain viscosity, p,, as a func-
-f + 
tion of y for y < 26. Then he integrated an expression for 
du / dy containing p. (y ) to obtain u as a function y for 
equation 25a* The effect of molecular viscosity is neglected for 
y+ > 26. 
Beek and Miller (70) presented a paper entitled "Turbulent Trans-
port in Chemical Reactors." They gave qualitative discussions of sev-
eral situations in which turbulent transport phenomena take part, 
Irving and Smith (7l) reported a recent analytical investigation 
of heat transfer to a reacting gas in turbulent pipe flow. Only the 
reversible decomposition of nitrogen tetroxide to nitrogen dioxide was 
considered. This reaction is so fast that the composition of the reac-
tion mixture at any given point in the reactor was considered to be ap-
proximately equal to the equilibrium composition at the temperature and 
pressure existing at this point. 
There is a clear distinction between the work of Irving and Smith 
and this investigation. They were interested in a heat transfer problem, 
complicated by a chemical reaction. In contrast, this investigation Is 
directed towards chemical reaction problems that include heat transfer, 
among other complications. 
Irving and Smith used the approach of Deissler (44) for heat 
transfer to fluids having variable fluid properties and assumed that 
£ T I/e = 1» They found that the ratio of heat transfer coefficients H ' v 7 
for a reacting mixture and a "frozen" mixture might be as great as 9, 
depending on the bulk temperatures. They note that values ranging from 
6 to 8 and as high as 12 were found in two experimental studies. In 
view of the density difference between mixtures rich in nitrogen dioxide 
and those rich in nitrogen tetroxide, one would expect to find a radial 
component of the temporal-mean velocity corresponding to the production 
of nitrogen dioxide in the vicinity of the pipe wall. It is remarkable 
that the analysis of Irving and Smith agrees so well with experiment 
without taking into consideration a radial component of velocity. 
Modelling Theory 
Experiments with models are used in the fields of flow phenom-
ena and heat transfer to establish formulas for predicting results in 
large-scale equipments The success of this procedure in these fields 
suggests its application to the field of chemical reaction engineering. 
However, this approach has not been particularly fruitful. The follow-
ing discussion of several representative contributions shows the prog-
ress made and some of the difficulties encountered, 
Damkoehler (l) recognized in 1936 the possibility of using 
modelling theory as a basis for the prediction of the behavior of chemi-
cal reactions in large-scale equipment. He wrote the differential equa-
tions expressing the conservation of momentum, energy, and mass of a 
molecular species. From these, he deduced five characteristic dimen-
sionless parameters as criteria of chemical similarity. These are 
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where U = reaction rate [equivalents/!cm.3)(sec.)], 
U' = v-U/C-[(sec.)"1]. The v. and C. are stoichiometric 
J J J J 
coefficients and concentrations, respectively, 
I - a characteristic linear dimension [cm.], 
H = heat effect of reaction [cal0 / equivalent], K 
6 ~ excess temperature, referred to an arbitrary 
zero, [°C], 
kT •- thermal conductivity [calo/ (cm„)(sec»)(°C)], 
and D = molecular diffusivity [(cm.^/sec,]. 
Damkoehler first considered the case of complete similarity, that 
is, geometrical similarity and equality of the parameters, N , N , 
, .,, N , for the same reaction in reactors of different scales. 
Consider a change in the scale of the throughput, a quantity 
which is proportional to ^2u* Let l^u2 = ^
2
±ui whe • e X is the 
scaling constant, Damkoehler fo^nd that the equality of the similar-
ity criteria requires that 
h = = X V \ •= X~\> eD2 -• V ' -* U2 " X " 2 U 1 ^ 
For simple reactions U can be regulated by means of the absolute 
temperature and complete similarity can be obtained. But, as he notes, 
similarity obtained in this way is economically impractical. 
Damkoehler also considered the class of homogeneous reactions in 
tubular reactors where N is negligible and geometric similarity 
is abandoned. The results were essentially the same as those for the 
case of complete similarity. Specifically, he found that for a through-
put scaling factor of X 
u - X"1 u , d ~- Xd , L = XL , 6n = 0n and U - X"
2U (28' 
2 1 2 l' 2 l' D2 Dl 2 1 
where d and L are tube diameter and length, respectively., He noted 
that an economically practical situation is obtained if the conditions 
for both geometrical and flow similarity are relaxed and N„ is 
neglected, In this case, the criteria of similarity are 
t U H L U H d 2 
— = N D I ' Z ^ = NDIir »"d e ^ 7 = N D I V > \ u ( 2 9 ' 
r D D T Nu 
where N _ is the Nusselt criterion. Again assuming that the reaction 
is the same for both scales, Damkoehler showed that 
a, :- X°°286 Ql:, L2 :- X
0" 4 2 8 Li, and u2 = X°°
4 2 8
 U l (30; 
Hulbjrt (72), in 1944, considered the problem of a homogeneous 
reaction in a tubular reactor. For the simple case where the sum of the 
stoichiometric coefficients (see equation l) is zero and the reaction is 
first order, he wrote 
d2T 1 dy
 N D I Y 
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dZ" ^H d z V 
, , dr(l) 
y(o) = 1, — = 0 
dz 
where y i-s the fraction unconverted of a reference component and 
XTT - D/uLo The reader should note that the boundary conditions imposed 
by Hulburt were not discussed adequately. The correct treatment of the 
boundary conditions for axial diffusion models of tubular reactors was 
given later by Wehner ana Wilhelm (73). 
4 
Hulburt's solution to system 31 contained the product \ u N 
n JJ i 
as a parameter,, He claimed that the effect of diffusion would rarely 
be important since the maximum value of X. N„ found in practice is 
small, on. the order of 10~20 This argument was based on the orders of 
magnitude of molecular and turbulent diffusion coefficients for gases 
and liquidso The argument would be correct if mixing in tubular reac-
tors occurred solely by diffusion in the direction of flow. However, 
from the work of Bosworth (53, 54), Taylor (56, 57), Tichacek, Barke-
lew, and Baron (58), ana the experimental results quoted in these 
papers, it is known that the mixing caused by the interaction between 
radial diffusion ana a radial variation in velocity is large compared 
to true axially-directed diffusion. If Hulburt's values of diffusivity, 
D, are replaced by Taylor's virtual axial diffusivities, D_, the 
value of Xu N „ T which Hulburt calculated to be 0„01 would be on the 
n JJ 1 
order of 50 for liquids in turbulent flow and 500 for gases in turbu-
lent flow. For laminar flow, if inequality 21 were satisfied, the 
value of X N„ would be on the order of 104 for liquids and 10^ 
for gases. 
D'yakonov (74) criticizes Damkoehler severely for omitting 
consideration of the criterion of chemical equilibrium from the condi-
tions of chemical similarity. Thus, if a process as a whole is never 
far from equilibrium, the problem may be treated from a purely thermo-
dynamic viewpointc Besides this case, D'yakonov states that approximate 
similarity may be attained if the chemical reaction is non-equilibrium 
but the transport processes for mass, heat, and momentum are in 
42 
equilibrium, or if the reaction is in equilibrium and the transport pro-
cesses are not„ He does not seem to consider at all the important case 
where neither reaction nor transport are equilibrium processesu 
Johnstone and Thring (75) wrote a most comprehensive and practical 
book on the theory and applications of modelling,, They added Thring's 
radiation criteria to the five similarity criteria obtained by Damkoehler 
and arrived at 
N DI 
v ^ U L 
C • u 
J 
, HRC j p Z u T . 
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(32) 
where T •"= absolute temperature of the reaction mixture, 
a - Stefan-Boltzmann constant, 
e • '• combined emissivities of radiating and absorbing surfaces, 
T : .^osolute temperature of corresponding points on radiating 
surfaces, 
and Z = heat capacity, 
Johnstone and Thring state that "This is the generalized rate 
equation for a continuous-flow, chemically-reacting system. Certain 
minor effects such as heat transfer by natural convection have already 
been neglected, but equation 32 still contains seven dimensionless 
groups which cannot all be kept constant when the size of the system 
is changed. Certain of these groups can be in practice neglected with-
out seriously affecting similarity, but this may introduce an appreciable 
scale effect, a possibility which has to be borne in mind when a chemical 
reaction is scaled up or down." For homogeneous reactions in geometri-
cally similar vessels they suggest that 32 may be simplified to 
43 
HRCj HRC j U 
NDI = M^v ~^-] (33) 
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where Q is the heat flux density at the reactor wall. Thus, for a w 
scale-up ratio of X, they obtain 
L = XL , Q ~ XQ , v - X3v . J = XS,T (34) 
2 l' 'W2 Wl* 2 1* 2 1 
where v is the volumetric flow rate and J is the total heat loss per 
unit time through the reactor walls0 Finally, they mention that for gas 
phase reactions in. tubular reactors it is necessary to have the same 
pressure drop across both the model and the prototype reactor unless 
the pressure drop is negligible compared to the absolute pressure at 
the reactor inlets * 
Fan and Bailie ('76) formulated a piston-flow, axial-diffusion 
model for tubular reactors and isothermal reactions of arbitrary order. 
They wrote 
T ... o M T ._ M M .,n 2 N _L - N N Y = 0 
dz2 F e dz F e U i 
z = 0, - = 2 Npe(ro+ - 1) (35) 
dv 
z •-- 1, — = o 
dz 
where Nn = uL/2D„ (a modified Peclet number), n is the order of Pe ' T ' 
the reaction, z - x/L, the relative displacement from the reactor 
inlet, and y is the unconverted fraction of the feed concentration, 
that is? Y " 1 f°
r z ^ 0. This formulation implies chemical simi-
larity in two reactors of different scales if the values of Np and 
of N a-re equal and if the reaction orders are the same, 
Models of Tubular Reactors 
The behavior of reactions in tubular reactors has been described 
by five kinds of mathematical models0 In this study, these models are 
designated by the names: autoclave-series, piston-flow, distributed-
velocity, axial-diffusion, and radial-diffusion modelso In the follow-
ing treatment the discussions of previous contributions are grouped 
according to the kind of model used. Work that specifically concerns 
heterogeneous reactions is not included unless it also Is helpful In 
the solution of the problem for homogeneous reactions in chemical reac-
tors. Contributions dealing with the special problem of programmed 
control and interaction between thermal and chemical phenomena are 
considered separately from the general contributions concerning tubu-
lar reactors. 
Autoclave-Series Models.--The use of an autoclave-series model of a 
tubular reactor permits the use of the algebraic and graphical methods 
described by Eldridge and Piret (77), Schoenemann (78) and others. In 
many instances, these methods permit calculations for an autoclave-series 
model to be made more readily than analogous calculations using any other 
type of modelo 
The studies of residence-time distributions made by Danckwerts 
(55) and by Kramers and Aberda (59) indicate that the residence-time 
distribution for turbulent flow in pipes may be approximated by the 
residence-time distribution of flow through a series of properly-sized, 
perfect mixersa The mathematics of reactions proceeding in a series 
of perfect mixers involves only algebraic equations so that the mathe-
matical complications of differential equations and partial differen-
tial equations may be avoided. Under the circumstances, it is natural 
to consider the mathematics of the perfectly-mixed autoclave series as 
a model of a tubular reactor for which the flow is turbulent. The 
autoclave-series models have another important advantage in that the 
effects of heat transfer, density changes, and competing reactions can 
be handled more simply than with any other kind of model of a tubular 
reactor. For these reasons, it is appropriate to review some of the 
more important contributions to the theory of an autoclave series« 
An early development in the theory of chemical reactions in an 
autoclave series was made by MacMullin and Weber (79) in 193.5 <, They 
developed equations for the conversions of uni-directional, homogeneous 
reactions of first, second, and third order in a series consisting of 
an arbitrary number of vessels. 
Denbigh (4) discussed the comparative output per unit volume 
of reaction space in batch and continuous-flow, stirred autoclaves. He 
pointed out that, for all reactions of orders greater than unity, the 
greatest overall productivity for a giver; total volume of an autoclave 
series is obtained if the volumes of the autoclaves increase in the 
direction of flow. Denbigh also considered the comparative yields 
of useful product obtainable by batch and continuous operation in the 
case of competing reactions. He showed that this yield is controllable 
to some extern by the choice of a batch or continuous system and, within 
a continuous system, by the ratio of the volumes of the consecutive auto-
claves in the series <= 
Eldridge and Piret (77) summarized earlier work on the theory of 
an autoclave series and tabulated design equations for uni-directional, 
reversible, simultaneous, and consecutive reactions of various orders., 
They presented experimental data for the hydrolysis of acetic anhydride 
in a five-member series of l08-liter, stirred autoclaves » These data 
agreed extremely well with the theoretical predictions obtained from 
their design equationsB 
Schoenemann (78) presented some design equations for an autoclave 
series and discussed some examples from industrial practice, He showed 
a method that may be used for the graphical determination of the chemical 
conversion in a continuous-flow reactor when the form of the rate equa-
tion is unknown. This method requires an experimental determination of 
conversion as a function of holding time in a laboratory-size, batch 
reactor plus an experimental residence-time distribution for the large-
scale reactor, 
Horn and Kuechler (80) pointed out that the method of Schoenemann, 
mentioneo in the preceding paragraph, is strictly applicable either if 
the reaction is first order or if the reaction mixture is divided into a 
large number of very small (compared to vessel size), discrete, but homo-
geneous, parts between which there is no mass transfer. For cases where 
these conditions do not hold, Horn and Keuchler presented a diagram for 
estimating the size of the error in Schoenemann's method, 
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Broetz (8l) made extensive use of the theory of continuous-
flow ju+:oclaves and autoclave series in his book on chemical reactor 
technologyo All of the work mentioned above on autoclave series, 
except that of Denbigh, has been entirely concerned with isothermal 
reactions* Broetz extended the theory to consider adiabatic and non-
adiabatic reactors, exothermic and endothermic reactions, and reaction 
mixtures having variable density., 
Piston-Flow Models„--Piston-flow models of a tubular reactor have been 
very popular because of their conceptual simplicity, The main features 
of this type of model are a uniform velocity throughout a reactor cross 
section, perfect mixing of the reacting fluid in the radial direction 
and no mixing in the axial direction, 
The main distinction between this type of model for a tubular 
reactor ano the autoclave-series type is that in this case the equa-
tions relating the conversion and temperature to reactor length are 
differential equations instead of algebraic equations. In a great many 
cases of practical importance, analytical solutions to these differen-
tial equations cannot be obtained readily. Hence the mathematics of 
this type of model, may be more complex than the mathematics of the 
autoclave-series type. 
Hougen and Watson (82) and Smith(83) presented a stepwise method 
for the solution of reactor design problems using a piston-flow model. 
This method is really a rudimentary form of numerical integration of 
the basic differential equations» Walas (84) formulated a method 
specifically in terms of numerical integration and used a numerical 
formula that is more accurate than that of Hougen and Watson, but which 
is still elementary,, The authors mentioned in this paragraph consider 
cases where the reaction is kinetically complex, fluid properties are not 
constant, the heat effect of the reaction is not negligible, and there is 
heat exchange between the reaction mixture and. the wall of the reactor, 
Murdoch and Holland (85) described a shortcut calculation method 
for first-order, endothermic reactions in fired tubular reactors0 They 
divided the reactor into sections and wrote ordinary differential equa-
tions relating temperature, conversion of a key reactant, and pressure 
drop to the displacement from the inlet of a reactor section0 In their 
model, the first section of the reactor serves as a preheater and the 
length of 'his section is adjusted to give a conversion of 0.01 at its 
outleto Amplifying approximations were made which permitted approxi-
mate solutions to the basic differential equal ions to be obtained 
analyticallyo For example, the temperature dependent part of the rate 
aT -a/l 
coefficient has the form e ' instead of the usual e ' " u The prop-
erties of the reaction mixture and the rate of heat input were assumed 
to be constant within a reactor section. In addition, this method is 
limited to reactions for which the heat of reaction does not vary greatly 
with conversion,, 
Perkins and Rase (86) attacked essentially the same problem as 
Murdoch and Holland. However, they integrated the differential equa-
tions numerically using an explicit formula due to Adams (87),. The 
use of this formula permitted them to apply their method even in cases 
where the heat of reaction and rate of heat input vary considerably. 
Perkins and Rase pointed out that the use of Adams' formula eliminates 
the need for solutions by trial in the stepwise calculations for succes-
sive reactor sections. 
Billingsley_, McLaughlin, Welch,, and Holland (88.) reported a method 
for the design of flow- or batch-type tubular reactors heated by condens-
ing vaporso This method applicable to first-order and pseudo-first-order, 
endotherrnic, liquid-phase reactionsu These authors wrote the differen-
tial equations relating conversion and temperature of the reaction mix-
ture to the displacement from the reactor inlet. Several hundred numeri-
cal solutions were obtained for these equations, and the solutions were 
correlated and presented in the form of nomograms. Constant properties 
of the reaction mixture, a constant heat transfer coefficient and a con-
stant wall temperature, were assumed in this analysis. 
Bilous and Amundson (89) investigated the stability and sensi-
tivity of several classes of chemical reactors. They used a piston-
flow model to describe the steady state for a tubular reactor and 
pointed out that even this simple model serves to illustrate the com-
plexities that can occur in the design and operation of reactors. 
Gee, Linton, Maier, and Raines (90) reported an investigation of 
a non-catalytic, homogeneous, gas-phase reaction that takes place in 
a non-adiabatic, non-isothermal, jacketed, tubular reactor. In this 
reaction, two reactants were preheated independently before their 
introduction into the reactorQ The jacket of the reactor was divided 
into three independent sections. Temperature control of the reaction 
mixture was effected by heat transfer between the reaction mixture 
and fluid streams circulating through the three jacketso In the partic-
ular- reaction considered by these authors, the products of degradation 
of components of the reaction mixture formed a coke-like, insulating 
layer on the inside of the reactor wall. Naturally, the growth of such 
a layer interfered with heat transfer from the reaction mixture and 
prevented adequate temperature controle 
Gee and co-workers wrote three simultaneous, ordinary differen-
tial equations to relate conversion, temperature, and pressure drop to 
displacement from the reactor inlet, A fourth differential equation 
expressed the fouling of the heat transfer surface as a function of 
temperature, time, and flow rate. In addition to the usual assumptions 
of a piston-flow model, these authors assumed that the reaction mixture 
could be described by the perfect gas laws, an average molecular weight, 
an average heat capacity, and an average heat of reactiono Gee and co-
workers solved their system of differential equations by numerical 
integral ione The computed results were correlated with plant experience 
and were used to predict improved conditions for plant operation. 
Distributed-Velocity Models.--A model of a tubular reactor which takes 
into account the radial variation of the temporal-mean velocity, but 
neglects both radially-directed and axially-dlrected diffusion, will 
be called a distributed-velocity model. This type of model should 
provide an accurate description of tubular reactor operation provided 
that the temperature of the reaction mixture is essentially uniform, 
an accurate residence-time distribution is used, and the reaction is 
first order. As Danckwerts (9l) shows, this type of model is not 
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rigorously correct for other than first-order reactions unless mixing 
and diffusion are negligible. Thus,this type of model is accurate for 
non-first-order, liquid-phase, reactions in laminar flow, only if Bos-
worth's criteria, inequalities 18 and 19, are satisfied. 
Denbigh (92) used a distributed velocity model for a second-order 
reaction under conditions of laminar flow, constant temperature and con-
stant fluid propertieso He combined an expression for the residence-
time distribution of laminar flow with the integrated relation between 
conversion and residence time and obtained for the average conversion 
at the reactor outlet 
C o k R L 
1 + 
(C°kRL/ 2u) ln (C°k R L/ 2u)_j 
1 + (C°'kDL/2u J 
rC 
36) 
where W - is the bulk-average conversion at the reactor outlet, 
C° = is the inlet concentration, 
and k = is the second-order reaction rate coefficient. 
K 
Use is made of a distributed-velocity model by Roughton and 
Millikan (93) and Dalziel (94) in the field of fast-reaction kinetics. 




where W(t) is the batch conversion, 
L is the tube length, 
u is the temporal-mean velocity, a function of radius, 
and A, is the tube cross sectional area. 
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The velocity, u, is computed from the Poiseuille equation for laminar 
flow or from "Prandtl's equation," 
u --= lo225 u (y/r )V w 
for turbulent flow. These investigators present tables of the differ-
ence between the "true" average conversion, obtained from equation 37, 
and the apparent conversion, W = W ( L / U ) . 
Axial-Diffusion Models.--Axial-diffusion models for a tubular reactor 
are related to the piston-flow type of model, A uniform velocity 
throughout a reactor cross section and perfect mixing of the reacting 
fluid in the radial direction are assumed as before. However, axial 
diffusion is no longer neglected, Taylor (57) showed that the combined 
effects of a radial variation in the axial component of velocity and 
radial diffusion were equivalent to a virtual axial diffusion of the 
bulk-average concentration and temperature. One must remember that 
this apparent diffusion is the result of these combined effects, and 
is not true diffusion in the axial direction, which is usually negli-
gible by comparison. 
So far, the only published treatment of non-isothermal reactions 
using an axial-diffusion model is that of van Heerden (95). He dis-
sed the character of the steady state of exothermic reactions* In 
lew of Hawthorn's (69) treatment of axial mixing in the presence of 
radial temperature variation, further investigations of non-isothermal 
conditions should be possible using this model of a tubular reactor. 
The additional mathematical complications encountered in the 
axial-diffusion type of model are mainly connected with boundary 
cu 
v 
conditionso A differential equation relating conversion to the displace-
ment from the reactor inlet is a first-order equation for the piston-flow 
type of model, so only one boundary condition is needed. However, the 
analogous equation for an axial-diffusion model is a second-order ordi-
nary differential equation, requiring two boundary conditions. This 
might seem a trivial complication, but one should remember that the con-
version in either the feed or the effluent stream must be treated as an 
unknown and that, generally speaking, there is no _a priori knowledge of 
the derivative of conversion with respect to displacement anywhere 
within the reactor. 
Hulburt (72) proposed an axial-diffusion model of a tubular reac-
tor,, However, he was not aware of the size of the coefficient for vir-
tual axial diffusion and considered the effect of the diffusion term in 
his model to be negligible. This work was discussed in the section on 
Modelling Theory, above, 
Danckwerts (00) considered an axial diffusion model for a first-
order reaction and obtained an analytical solution for this. case. He 
obtained boundary conditions for the inlet and outlet of the reactor 
from consideration of material balances for a reactant. 
Wehner and Wilhelm (73) discussed in some detail the boundary 
conditions for axial-diffusion models of a tubular reactor. They 
showed that the conditions used by Danckwerts are a special case of 
more general conditions. 
Suppose a reaction begins abruptly at the reactor inlet, z = 0, 
and terminates abruptly at the outlet, z = 1. This might occur if the 
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reactor .contained a fixed bed of catalyst for a heterogeneous reaction, 
For homogeneous reactions, the abrupt beginning of the reaction at 
z = 0 could correspond to the mixing of reactants or a homogeneous 
catalyst at this pointo Such an abrupt beginning and termination might 
also be approximated in photolytic reactions. The general equations 
presented by Wehner and Wilhelm are 
d2y _ civ 
D„ ——p - L u, , - 0, 
Ti dz2 1 dz ' 
d2y ^U2 ^T 
dz2 Dj2 dz 
L % C f ^QM 
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T2 
z < 0 
= 0, 0 < z < 1 
(38a) 
(38b) 
d Y dy 
) — L - L u — = 0, 
^3 dz2 dz 
> 1 (38c) 
Y "* 1 as z 
Y ^ T as z 
(39a) 
(39b) 
D^ (T~) + L u r _ = 
Tivdz/ _ 1 o 
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- D i i r + L u Y 4-
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(39« 
- D . . ^ (^) 'TV, + L u^ Y - - DT (~r) + L u Y (39d; 
where the subscript notations f and f are abbreviations for the 
a+ a 
right-hand and left-hand limits, respectively, of f at z = a, and 
where 
Y - O/Cr, the ratio of concentration C at displacement x 
to the feed concentration, Cf, 
VD 
and I Ur) 
c 
x / L , ratio of displacement from reactor :'nlet, x, 
to reactor length, L, 
Taylor's virtual axial dif f usivity, 
Concentration-dependent part of reaction rate 
express:' on a 
In this formulation, the reactor is considered together with -n. inlet 
and an ô '.let section <, In the inlet se; tion, the reaction mixture has 
a bulk velocity, u, a victual diffusivity D and there is no 
reaction. This is expressed by equation 38a. In the reactor, the veloc-
ifv i rj diffusivity are u and D , which sre not necessarily equal 
2 T2 - -
to the corresponding quant' ̂.ies for the Inlet, section. The differential 
equation describing the reactor is 38b. Equation 38c describes the out-
let section where the velocity is ~. and the diffusivity is DT , The 
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boundary conditions for these three differential equations are given by 
39. The first two of these four express the constancy of y ;fcir' UP~ 
stream and downstream from the reactor and the last two express the con-
servation of mass at the reactor inlet and Outlet. The boundary condi-
tions of Danckwerts, 
a T 1 + 
L u ' dz/ 
z •-• 0 (40a) 
and 'lit 
a 2 
= 0 at (40bi 
era be o b t a i n e d by l e t t i n g D_ ~ 0 and D_ -~ 0 . Then, from 38a am 
Ti Ts ' /dY 





Uo L u. az 
(40b) 
which is the sjme as the first equation of 40a if u. 
/'dY\ 
since — , is negative, Y , < T » From r8c and vaz/ 0
+ 3 o+ o" 
Y -- P and from 39d 
u2„ Note that 
»b (—) and 
Uz/£+ 
us T /dY 
Y •- — r + — ~ (— 
l" u2 L u Vdz 
(40c) 
Danck.wsrts reasoned fhat if 
/dy\ 
we" e negative., ihe concentration in 
the ou',lef section would be greater than at the end of the reactor. If 
dy\ 
~ ) _ were positive, the concentration would pass through a minimum d: 1 
somewhere in the reactor and then rise toward the downstream end. He 
wrote, "latui "ion suggests that neither- of these conditions can arise 
so that the boundary condition must be dc/dy ;- 0 at y = L [dY/uz - 0 
at z ~ 1 in the present notation]." The choice, (—) < 0, would 
Vdz/i-
seem to be as defensible as the choice, [~~) < 0, at the reactor 
Vdz/ + 
inleto However, if these conditions are chosen simultaneously, the 
problem does not seem to have a unique solution unless 39a or 39b are 
used. 
Hulburt's condition, Y + :~ 1> can be obtained from equation 
40a if ( ) I " 0. Hov\/ever, this latter condition would contradict 
Vdz/0+ 
the presence of a reaction inside the reactor, 
For homogeneous reactions initiated by heating, the problems 
with boundary conditions are easily avoided. For example, obvious 
choices for equation 38b and the analogous energy equation are 
Y = 1, dy/dz " 0 , T •- T , dT/dz = 0 at z = 0. 
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Levenspiel and Bischoff (96) solved equa+ion 38b with Danckwerts' 
boundary conditions, 40a« They presented graphs of solutions for first 
and second order reactions., Fan and Bailie (76) also solved equation 
38b with Danckwerts" boundary conditions„ They obtained numerical solu-
tions for reaction orders of 1/4, 1/2, 2, and 3 and displayed graphs of 
these solutions for a number of combinations of (.L U ) / Dj and 
(L^k// 1),^. 
Tichacek (.97) used an axial-diffusion model for part of his paper 
on selectivity in experimental reactors. His definition of selectivity 
is closely related to chemical efficiency, as defined in this thesis, 
but they are not identical* He obtained an analytical solution for a 
system of three first order reactions. Instead of Danckwerts1 condi-
tion, dy/ dz :- 0 at z = 1, Tichacek used y ~* 0 as z -*• °°. For 
initial conditions, he used 
DT /dTA^ 
W 1 + Lu \dz / .-j-•o ' 
(41a) 
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Tichacek defined b ? the loss in selectivity due to axial mixing, 
as the difference between the maximum amount of desired product with and 
without axial mixing, divided by the maximum amount which could be pro-
duced without axial mixing. He then showed that in several important 
cases 
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6 = D.T / L * U (42) 
,1 ! ' J 
for small D„/ £* u, where ^* is a characteristic axial displacement 
T' J 
and the subscript refers to the j ' product. The approximation, 42, 
is used to design experimental reactors that minimize axial mixing due 
to Taylor's virtual diffusion» Such reactors can be used for accurate 
determination of rate coefficients and for predicting chemical effi-
ciencies and conversions in "„ . .a properly designed plant-scale 
reacto.ro" Tichacek's analysis is limited to isothermal reactions and 
to straight tubular reactors, that is, without bends or coilsc 
Radial-Diffusion Models«--A radial-diffusion model of a tubular reactor 
may be considered as a more complicated version of a distributed-velocity 
modelo In this type, the temporal-mean velocity varies with radius and 
radial diffusion is taken into account, but axial diffusion is neglected. 
The coefficient of radial diffusion has a finite value, so that radial 
mixing is not perfect, as it is in piston-flow and axial-diffusion models 
None of the five types of mathematical models considered in this 
chapter gives a true and complete description of the physical and chemi-
cal phenomena that occur in a tubular reactor. Each of the types repre-
sents a compromise between the demands of accurate description and those 
of mathematical simplicity. Radial-diffusion models give a more detailed 
picture of the phenomena than models of the other four types, so they are 
capable of giving greater accuracy,, However, the cost of this more de-
tailed picture is the replacement of ordinary differential equations by 
partial differential equations and the replacement of lumped parameters 
by distributed parameters-
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The comparative advantages and disadvantages of radial-diffusion 
and axial-diffusion models are worth mentioning0 First of all, to the 
extent that the radial transport of heat and mass is less than perfect, 
the description furnished by the radial-diffusion type of model is 
superior to that of the axial-diffusion type0 The fact that resistances 
to radially directed heat and mass transport are not zero gives rise to 
distributions of temperature and concentrations in the reaction mixture 
and, thereby, to a distribution of reaction rate. The possibility of 
guaranteeing that the temperature and concentration obtained from an 
axial-diffusion model will give a reaction rate that approximates the 
average reaction rate at a reactor cross section seems very remote 
because of the non-linear nature of the distributions„ 
Mathematically, radial-diffusion models are certainly more com-
plicated than axial-diffusion models. The former lead to boundary value 
problems that include partial differential equations, whereas the latter 
involve only ordinary differential equations. Neither of these types of 
models yield boundary value problems that can be solved analytically 
except in special cases * Of the two, the amount of computation required 
to obtain an approximate solution is greater for the radial-diffusion 
type. On the other hand, the boundary conditions in radial-diffusion 
models do not have a tendency to confound intuition. Furthermore, the 
simplicity of the lumped velocity and diffusion parameters in the axial-
diffusion models is only an apparent simplicity. In these, the calcu-
lation of D requires an accurate knowledge of the velocity and diffu-
sivity distributions, just as in the radial-diffusion models-
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Cleland and Wilhelm (98) proposed a radial-diffusion model for 
a first-order reaction in a tubular reactor under conditions of constant 
temperature and laminar flow. From the conservation of mass for a reac-
tant, they derived the relation, 
m JcT j^a^2 
"R"w 
a T , i 8Y" f ^ ( l - s





y ~ fraction of feed concentration unconverted, 
k -- first-order reaction-rate coefficient,, 
H 
The boundary conditions are 
1 at z = 0 
9y 
9s = 0 at (44a) 
and because of symmetry about the axis 
9y 
9s" = 0 at s = 0 
(44b) 
As an analytical solution to this boundary value problem for the 
special case where D / (knr  m' R w 
2^ _ 0, Cleland and Wilhelm obtained 
r(\) uys ds = fl-X ) + X2 c c e dp 
X p, 
(45; 
where ^ = kD v / u c R y%/ max 
P = X / (l - s2) 
r c' 
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For a hypothetical case where D / (k„r2) becomes large without limit, -^ m R w 
Cleland ana Wilhelm stated that "» 0 s the radial concentration gradients 
must necessarily vanish0 The situation is now as though the reaction 
were occurring in 'plug' flow. For this case the concentration of reac-
-2\c -2\_ 
tant leaving the reactor is given by C = e Ly - e c in the 
present notation]," Cleland and Wilhelm solved the general boundary 
value problem given in 43 and 44 by the Crank-Nicolson (99) numerical 
method. Numerical solutions for the two special cases mentioned above 
weie found to be in excellent agreement with the analytical solutions. 
These investigators also reported the results of a parallel ex-
perimental investigation. The aqueous hydrolysis of acetic anhydride, 
a pseudo-first-order reaction, was used in this work. The ranges of 
the experimental variables were 
Temperatures 25°C and 35°C 
Tube diameter l/4 in„ and l/2 in. I. D. 
Tube length 10 ft. and 15 ft. 
Velocity (maximum) 1.15 to 6.85 cm./secc 
Reynolds number 40.3 to 398 
k nL/ u 0.287 to 1.84 
R max 
y 0.04 to 0.71 
The experimental values of y a_t: the reactor outlet and those predicted 
by the theoretical model were compared and agreed fairly well. The 
largest difference between them was about four per cent of the inlet 
values. The experimental values of y for the l/2-inch reactor tended 
to be smaller than those for the smaller reactor. This result was 
explained by natural convection effects. 
62 
Chambre (lOO) presented an analysis of chemical reactions in 
internal flow systemsa He assumed constant properties of the reaction 
mixture, but permitted heat exchange between the reaction mixture and 
the vessel wall and heat generation or absorption by the reaction, At 
the end of his general development he wrote, "The solution to the com-
plete problem is thus reduced to the rather difficult solution of either 
a non-linear integro-partial differential equation or to a non-linear 
partial differential equation, However, under the condition of small 
temperature changes to which the present analysis primarily applies one 
can obtain the solution quite easily." Chambre's next step was to write 
his partial differential equation for the extent of reaction in terms 
of a new variable, T , the generalized isothermal reaction time. An 
approximate linear partial differential equation was then obtained by 
developing T,r in a perturbation series. "Thus to this approximation 
the solution of the problem has been reduced to the solution of the 
two Sturm-Liouv.ille systems [46, Chambre's equation 25] and [47, Chambre* 
equation 38], These solutions are already known for both a constant and 
a laminar velocity profile. In the latter case, the solution to [46] 
was first considered by Graetz0 Jacob has reviewed this problem [(lOl), 
Chambrevs reference 6], Equation [47] was investigated by Sparrow and 
Siegel [(l02), Chambre's reference 4]," The systems referred to by 
Chambre are 
dy 
's — - ] + b f (s) y - 0, n = 0, 1, ... s ds V ds n c 
(46a) 
y n(D = yn(o) 
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 := u(s)/2u 
Chambre illustrated the general analysis by the case of a first-
order reaction and a laminar velocity distribution where the fluid tem-
perature at the reactor inlet is the same as the wall temperature. An 
approximate solution is obtained in the form 
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2c^) + a e~2^ £ (l -
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where is the extent of reaction, 






and s w (s) ds, m := 0, 1, 
m 
Chambre mentioned th ab his analysis may be extended to several simul-
taneous reactions and turbulent flow and indicated some of the essential 
st eps in su ch an ext ens ion , 
Ctisfnk}T&'s &QU3'tion 48 suppoz^fcs the belief pf Cleiand and i'Vilhelffl 
that +he solution to the differential equation for a radial-diffusion 
model approaches the solution to the differential equation for a piston-
flow model as D/k^r 2 become la qe0 First of all, this is obviously 
R w ^ ' ' 
true for kn -* 0 as D/k Dr
s -> c°, so a constant kD j- 0 is considered, 
Now, write the product £ as 
£ a 
2pu 
and let p and u be constants. Here, a is inversely proportional 
to D / k_r2 or D/ r2 , Under the above conditions, D/7 k„r2 -> oo 
R w w R w 
implies that a -* 0 and C ~* °° for a constant displacement, x , from 
the i.nletc When the constant quantity k Rx/ 2up is substituted in 
equation 48, the result is obtained immediately since the second term 
on the right vanishes as a -» 0, 
the limitations on the application of the type of solution ob-
tained by Chambr'e chould be notecL First of all, it cannot apply 
rigorously to gas-phase reactions in which there is a significant den-
sity change because of the basic assumption of constant fluid proper-
ties and 3 fixed velocity distribution,. Second, since the error of 
Chambre's perturbation series approximation, is of the order of 
kp.r2/ (Dp) j this type of solution will be poor for liquid-phase reac-
tions unless k̂ .r2 is very small, because of the smallness of D 0 
R w - m 
Some Special Problems of Exothermic Reactions,--One of the notable 
advances in chemical reaction engineering in. the last decade is the 
fheoretical approach to reacr.o.r. design, md control problems for exo-
1 h e rnrci c r ea c i i on s •> 
In 195b:, van Heerden (103) defined an "autothermal. process" 
as one in which the temperature level at which the reaction proceeds 
is maintained by the heat of reaction, He showed that there are ranges 
of temperatures and flow rates outside of which an autothermal process 
cannot exist. In a later and more complete publication, van Heerden 
(95) discusses autothermal processes in adiabatic, continuous-flow, 
well-mixed autoclaves (uniform concentration and tem p e r a t u r e ) , tubular 
reactors (piston-flow) with heat exchange between inlet and outlet, and 
adiabatic tubular' reactors with axial diffusion. He showed that in 
each of these cases where there is a "feedback of heat along the reac-
tion path" two stable, steady-state conditions of the reaction mixture 
may exist for a given set of operating conditions. The temperature and 
conversior of one of these states are relatively low compared to those 
of the o'he.r s ̂  ate. There is an ignition or hysteresis phenomenon asso-
ciated with these autothermal processes. To change the type of steady 
state of the reaction mixture from small-conversion to large-conversion, 
the re-act. ion mixture must receive a transient heat input to raise the 
temperature ^o that of the large-conversion steady state, Similarly;, 
the reverse change requires a transient heat removalc Van Heerden's 
analysis permits the prediction, of ranges of operating temperature and 
feed rate in which the behavior of a reaction will be autothermal. 
Broetj; (.104) extended van Heerden's analysis for continuous-
flow, stirred autoclaves to include the effect of heat transfer be-
tween the reaction mixture and a heat exchange fluid, 
Bilous and Amundson (89) approached the phenomena of exothermic 
reactions from a different direction» While van Heeraen was mainly 
inter es feci in the description and means of attainment of autothermal 
conditions, Bilous and Amundson were interested in control problems,, 
The equations of a piston-flow model of a tubular reactor yield only 
one steady state for a given set of parameters. However, they noticed 
that small changes in these parameters cause, under some conditions, 
large changes in conversions and temperatures,, Bilous and Amundson 
termed this behavior "parametric sensitivity" and illustrated it by 
several specific examples» They present-ed a theoretical analysis of 
stability and control problems for a piston-flow model with and without 
the recycle of effluent„ This analysis uses the methods of systems 
engineering to predict the response that results from sinusoidal or 
step-function variation in the initial temperature and concentration, 
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considered as Lnpul signals. In a latei paper Coste, Aris, and Amundson 
(105) used a statistical approach ;o predict fhe respo^ce of a piston-
flow mo'iel to random variations of input signals. 
A discussion of other contributions along these lines was given 
by Foss (106) in a .review of work on the dynamics of chemical reaction 
systems. This review is especially valuable because it includes the 
viewpoint of automatic control engineering and mentions some unsolved 
problems of importance, 
Programmed Control and Optimization0--A other important advance in 
chemical react ion engineering is the prediction of optimal programs of 
control both for tubular reactors and autoclave series. 
The Irrpor. ' mce of programmed control seems to have been recognized 
first by the Russians, Ten.kin and Pyzhev (lO7), in 19400 The use of pro-
grammed control ho increase fhe product ion rate per unit reactor volume 
ic considered in some detail by Denbigh (4) in an article published in 
1944o In i 19l 7 pape-, Denbigh (108) considers the problem of competing 
reactions in a series of stirred autoclaves0 He showed that, under some 
circumstances* optimal temperature sequences may be found which maximize 
the chemical efficiency or yield of the main reaction„ 
Bilous and Amundson (109) used a piston-flow model for predicting 
optimal temperature profiles for competing reactions in tubular reactors. 
Two elegant methods based on functional analysis were presented, and 
the differential equations that describe the optimum profile were ob-
tained for several specific reaction complexes. One example of their 
results will be given0 
They considered the system of consecutive reactions, 
A •-> B •-> C (50) 
where B is the desired product0 The kinetics of these two reactions 
were represented by the equations 
dC dC 
-T~ - " f(T) C } -f • f(T) C - g(T) C, (51 
dt a dt a b 
where C^ and C, are the concentrations of A and B, respectively, 
t -•= x/u, and f and g are the temperature-dependent parts of the 
rate coeffic.ien.tSo The functional, H(T), was defined by 
9' (T) 
H(T) - — (52) 
f'r (T) 
where the combination of a prime and a subscript T indicated a func-
tion if derivative with respect to the function, T(t). Then the equa-
tion for the optimal temperature profile was found to be 
S - ̂ i r T T ^ drf * w - g<T» S = 0 ^ 
where 
g^T) - f(T) H(T) 
J l = — — , ' ' — 
H^(T) 
In a companion paper, Bilous and Amundson (llO) apply the general 
results of their analysis to the four cases of equation 50 where the 
reactions are either first or second order0 The differential equations 
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were solved for a wide range of initial conditions bv me-}-"1? of n 
electronic analog computer. The general results we're prese"fei graphi-
cally in 1.8 figures o In addition, optimum temperature and concentra-
tion profiles weie discussed in two specific examplesc 
Aris (ill) attacks the problem of Bilous and Amundson using 
dynamic programming instead of variational methodso He points out 
that dynamic programming has a distinct advantage for engineering 
problems because arbitrary constrain"1" for dependent variables ma\ be 
introduced into the problem in a very natural wav0 For examples of 
such constraints, definite limits to temperatures, pressures, and heat 
transfer rates may be imposed for reasons of safety and economics,. In 
a subsequent paper, Aris (112) made a complete sfudv of this problem 
for a single, reversible, first-order reaction« 
In recent years, Horn and co-workers have been active] working 
on optimization problemso In 1959, Horn and Kuechler '80, described 
methods for determining the optimum temperature profiles in tubular 
reactors for reactions having the stoichiometric schemes; 
A "* B <-
A + B -> C + D 
A -* B 
^ C 
A -> B -> C 
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In I960, Horn and Troltenier (113) reported an investigation of 3 reac-
tion complex having the stoichiometric scheme, 
A -» A -> A 




in which A^ is the desired producto Optimal temperature profiles we1e 
obtained for a piston-flow model of a tubular reactorv these oDoiiT
1^ p: ; 
files were described by a system of differential equation?., and solu-
tions weie obtained by numerical methods. Optimization by the method 
oi steepest 3scent was also discussedo Two other recent ce^f ri.ojrio-c 
by Horn (ll4, 115) deal with same subject0 
Van de Vusse and Voetter (116) considered optimum pressure and 
concentration gradients in piston-flow models of tubular ana !!cross-
stream" reactors for the stoichiometric equations, 
A + B 
and 
A + B -» C 
A + A -> D 0 
An approximation was made to reduce the variational problem to an 
ordinary extreme value problem. This was solved for several important 
cases by means of an electronic analog computer, 
Mathematics 
The mathematical contributions on which the theoretical part of 
this investigation is based deserve some consideration„ These contribu-
tions fall in three categories: mathematical descriptions of chemically 
reacting fluids, techniques of numerical analysis, and mathematical ques-
tions connected with numerical solutions« 
Descriptions of Chemically Reacting Fluids ., - -Mat hema t i ca 1 des cri.pt ion s 
for a fluid in which a chemical reaction occurs have been provided by 
several authors.. 
Bosworth (ll7) presented the three equations for conservation of 
mass, momentum, and energy in a discussion of chemical similarity,, 
Chambre (lOO) gave a description of a reacting gas in a tubular 
reactor. In this formulation it was assumed that the exterior forces 
acting on the components are equal, pressure and thermal diffusion 
effects are negligible, the components have identical "Maxwell diffusion 
coefficients," the gas mixture is ideal, the pressure and dissipation 
effects are negligible, the Lewis number of the gas equals unity, the 
properties in the transport equations are constant, and the specific 
heats of all components are equal. The differential equations of this 
description were 
L(€ ) = p v M.jte., T), j ••-- 1, 000, N 
J -J .J J 
(54) 
L(h) :~- 0 
where the operator L( ) is defined as 
c 9c, s 9s V 8s / 
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and where B - r 2 / . D p , r = x / 2 D u r 2 , and f (s) -~ u ( s ) / 2 u . The 
r W K W C ^ ' / 
-C.(s, C)> v., and M. are the mass fraction, stoichiometric coeffi-
J J J 
th 
cient, and molecular mass, respectively, of the j component,, The 
quantity, J(-C., T), is the rate of chemical reaction and h(s, 0 
is the specific enthalpy of the system. The boundary conditions were 
as follows: 
1. Prior to initial boundary, C < 0 
€.(s, C) :~ € •> constants for j - 1, „oo, N 
h(s, C) ~ h , a constant 
2o at the tube wall, s = 1, C > 0 
9C 
9s 
1 (l, O - 0, .j = 1, oc, N 
h(l, C) - h (C) 
(56' 
or f < ^ 
Z r q (£) 
w^w 
where q is a heat flux 
-w 
3. at the center line of the tube, s '•' 0, z > 0 
ac 
aT (0, C) = 0, j -•= 1, „„.., N 
ah 
as (o, c) - o 
(58) 
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Bird, Stewart and Lightfoot (118) gave a general description of 
a fluid in which a chemical reaction occurs0 Their development permits 
the equations of change to be written in a variety of equivalent ways, 
depending on the choices of units and coordinate systems« 
Prager (119) presented a general description of a chemically react-
ing fluid and a number of simplified descriptions applying to special 
cases o 
None of the authors mentioned in this subsection specified the 
form of the rate functions to be used in their descriptions. According 
to Benson (120) the accuracy of the usual Arrhenius form of the tempera-
—E/R T 
ture dependent part of the rate coefficient, e 9 ? is adequate for 
the accuracy usually attained in kinetic measurements.-, However, he 
A R / R Q -E/R! . 
points out that the form T ^ e y gives better results for some 
/ \ sT 
reactions. Murdoch and Holland (85) find the form, e ', to be a use-
ful simplifying approximation. The latter form also was used by Barkelew 
C121) with good results. 
Methods of Numerical Analysis»--There are ordinarily two steps in the 
solution of boundary value problems by numerical analysis0 The first 
step is the discretization of the independent variables to obtain an 
approximate boundary value problem where all derivatives have been re-
placed by finite-difference quotients * This approximate problem is 
expressed by algebraic equations that permit the calculation of discrete 
values of the dependent variables from the given boundary data. The 
second step is the stepwise computation that generates a set of values 
f the dependent variables at discrete points throughout the region in 
which the solution is defined. 
0 
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A radial-diffusion model of a tubular reactor gives a boundary 
value problem that involves a system of non-linear partial differential 
equations of the parabolic typeo A listing of the various numerical 
approximations that have been used for this type of problem and a dis-
cussion of their advantages and disadvantages is beyond the scope of 
this thesis, The reader is referred to the recent books of Richtmeyer 
(122), Collatz (123) and Forsythe and Wasow (124) for such lists and 
discussionso An interesting innovation for parabolic partial differen-
tial equations that will not be found in these books was recently de-
veloped by Varga (l25)0 
Problems of Numerical Solutions»--In all but the simplest cases, the 
solution of a boundary value problem by numerical analysis raises some 
vexing questions. If it is assumed that a solution to the Original 
boundary value problem exists, there still remain three questions: 
1 o How may the' solution to the approximate problem be ob-
tained? Even though the equations are algebraic, this may cause some 
difficulty. For example, in some iterative methods for solving non-
linear algebraic equations, the sequence of computed values does not 
always converge to the solution 0 
2. Can an approximate solution to the approximate boundary 
value problem be computed using a finite number of digits in the arith-
metic operations? This question is concerned with the stability of the 
solution to the introduction of small errors and with the accumulation 
of round-off errors. 
3. Can the difference between the solution to the original 
boundary value problem and the approximate boundary value problem be 
made small in some sense? This question concerns the convergence of 
the solution of the latter problem to the solution of the former as 
the mesh lengths of the finite-difference grid lines approach zero 
and the difference quotients approach their corresponding derivatives. 
These questions are discussed in detail for linear problems by 
Richtmeyer (l22), Forsythe and Wasow (124) and Douglas (l26). Several 
authors also attack these questions for non-linear equations. Three of 
these investigations are mentioned below. 
Douglas (l27) considers the quasilinear problem: 
§ = F(s, z, v) ̂ + G ( S , z, v) (59) 
F > m > 0 
v(s, 0) = f(s), 0 < s < 1 
v(0, z) = gI(z), 0 < z (60) 
v(l, z) = g2(z), 0 < z 
He a p p r o x i m a t e s 59 and 60 by 
w. - w. 
A2 = F ( s . , Z 4 _ , w . ) ^ ^ 4
 3 j j a + G ( s . , Z ^ ,w. ) , n > 0 ( 6 l ) 
w. . v 3/ n + i ' i , n Az 1 n+i* i , n - " 
and 
w . j 0 = v ( s . , 0) = f ( s . ) 
W — V 
o,n 
( 0 , z n ) = g i ( z n ) , w = v ( l , z n ) = g 2 ( 2 n ) (62) 
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where IAs = 1, w. indicates the value of w at s = s. and 
i,n 1 
z = z , and 52w. = (w. ,„ - 2w. + w. ) / (As) 2 
rr i,n l+i,n i,n i,n-i ' 
Douglas assumes that a solution, v(s, z ) , to 59 and 60 exists, 
that d 4 v / d s 4 and d 2 v / d z 2 exist and are bounded, and that F and 
G have bounded first derivatives with respect to v. He shows that the 
difference between w. and v(s., z ) is less than C z e " (Az)" 
i,n ' I n n " 
where As = A(Az) and p — min(l, 2a) for C and A constant, 
Rose (l28) considered the more general problem 
a2v = F ( s > z> v' *f' a l } 
- PQ(s) v(s, 0) = fQ(s) 
a,(z) |X (0, z) - px(z) v(0, z. = 9,( 
.63! 
a2(z) g (1, z) - p2(z) v(l, z) 92(z) 
He found that the solution to an approximate problem formulated by him 









where 9 2 w/ a s 2 i s approximated 
1 l A s W i , n + 1
 + 12
AsWi,n> ° ^ 12 < 1. 
and \ + \ - 1 
7 7 
Lees (129) considered a boundary value problem that was similar 
in some respects to that of Rose: 
^— [p(s, z) «-] 9s os 
F ( s ' z> v ' &V a ? 
'(s, 0) = f (s) 
(65) 
•(o, z) = gx(z) 
v(l, z) = g2(z) 
Thiee approximate boundary value problems are considered by Lees. 
These are based on a modified backward difference equation, a difference 
equation due to Rose, and a Crank-Nicolson type of difference equation„ 
The first of these was written as 
As 1 V [p(s + ̂ , z) Aw. ] = F[s.,z ,W. ,±(A W. +V w. ) , V w. , ] 
s y 2' s i,n+i I n 1 ^ 2 * s i,n s i,n z i,n+i 










v(S., 0) rr. f (S.) 
1 0 1 
(0, z ) - 9l(z ) 
v (1, z ) = g „ (7. ) ' n 2 n 
(w. - w. \ / , 
i,n i-i,n;/ As 
(w. , - w. ) / As 
i,n+l i,n l 
(64) 
Lees shows that the largest value of |v - w| converges to zero in the 
region of definition of v„ No restriction was placed on the ratio, 
Az,/ (AS)2« The assumptions were as follows: 
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1., The solution, v(s, z) , exists and has derivatives in its 
region of definitions 
2c The function, p(s, z) has bounded third derivatives in its 
region of definition and satisfies 0 < p < p(s, z) < p for some 
constants, pI and p « 
3, The function F(s, Z, x , x , x ) has at least one bounded 
derivative with respect to x , x , and xs and there are constants, 
a, and a„, such that 
1 (C 
9F 
0 < a, < r — < a0 l - 9x3 - 2 
for all values of x , x , and xr. <= 
1 rfd d 
For non-linear equations, Lees developed an iterative method of 
solution of the approximate boundary value problem and thereby showed 




This chapter deals with the formulation of a general boundary 
value problem as a mathematical model of a tubular reactor and with cal-
culations based on a particular boundary value problem*, This particular 
problem is obtained by specifying boundary conditions and an expression 
for the reaction rate. Finally, a numerical method for the solution of 
the particular boundary-value problem is presented., 
A Mathematical Model 
In Chapter II several mathematical models for tubular reactor::.: 
were discussed and compared., A radial-diffusion model will be used here0 
The assumptions of this model have been presented toward the beginning 
of this section, but the discussion of these assumptions is deferred 
until all the equations of the model have been presented„ 
Differential Equations„—-Bird, Stewart, and Lightfoot (130) nave 
written the basic differential equations describing a chemically react-
ing fluid0 These have been simplified by the following assumptions: 
1. Variations in the fluid properties p, v, K and Z are 
negligible, 
2, a steady state exists, 
3o the velocity and diffusivity distributions do not change 
with respect to displacement in the direction of the axis o+: the tube, 
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4° the radial and tangential components of the temporal-mean 
velocity are negligible, 
5 „ diffusion in the axial and tangential directions is negli-
gible, 
6. heat generated by viscous dissipation is negligible, 
7. thermal and pressure diffusion are negligible, 
8o external forces (gravitational, electrical, magnetic, etc) 
act equally on all components of the reaction mixture, 
9» the effective binary diffusivities of all components are 
equal, and 
10o the transport of energy by diffusion of mass is negligible 
by comparison with the other terms in the energy equation„ 
Under these assumptions, the energy equation for a mixcure with 
a single reaction may be written 
1 3 r v( \ 9Tl 9 T HR U ( c' T ) - n ?tr\ 
- '— LrK(r) ~-J - u —• - • 0 67) 
r or orJ ox Zp 
+ h and the equation of continuity for the i constituent of the reaction 
lixture may be written 
n „ 8 c. 9 c v.U(c.T) 
I 9_ rrn(r
N ^ 1 _ u
 J + ~ — 
r 3 r 9 r " 9 x p 
where D is an effective binary diffusivity and the dimension of c is 
moles per unit mass» The reaction rate expression, U, is shown only 
in symbolic form here for generality,, 
Equation 1, the stoichiometric equation for a single reaction,, 
may be written 
I 
v. Mi = 0, i = 1,2, ..., I (69, 
where M. and v. are the molecular welqht and stoichiometric coef-
1 1 
ficient of the i " component0 The coefficient v. is negative, posi-
tive, or zero if the i component is a reactant, a product or an inert, 
respectively, Prigogine and Defay (131) define the "extent of reaction," 
K, for a closed system by 
c. - c° = v. ?. i = 1, ..., I (70) 
1 1 1 
0 th 
where c. and c„ are the number of moles of the i° component cor-
1 1 
responding to the initial composition of some mixture and to the compo-
sition of the same mixture after an extent of reaction, C° For an open 
system the dimension of equation 70 is interpreted as moles per unit 
mass. Then, equation 68 can be written for the j reaction as 
T . dZ. dZ. U.(?,T) 
1 S" frD(r) — L ] - u r-1 + -1 - 0 (71) 
1 dr L 6r 3x p 
where U.. = p d£ ./dt in a closed, perfectly-mixed system0 Note that 
equation 71 is independent of the component and that it has been writter 
for components that take part in no more than one reaction„ Thus, only 
one equation of the form of 71 and one reference composition are needed 
to describe the composition of a reacting fluid in which a single reac-
tion occurs„ 
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If more than one reaction occurs in the fluid, equation 69 becomes 
I 
£ v... M. = 0, j = 1, ..., J (72a) 
i 
for J reactions. This may be written in matrix notation as 
[v] M = 0 (72b) 
where [vj is a J by I matrix and M is a column vector of I 
elements. According to Prigogine and Defay (132), Jouguet's criterion 
states that the number of independent reactions is equal to the rank of 
the matrix [v]. For each independent reaction, an extent of reaction 
may be defined and an equation analogous to 71 may be written. In case 
a component of the reaction mixture takes part in more than one inde-
pendent reaction, at least one of the equations analogous to 71 will con-
tain more than one U. 
Equations 67 and 68 can be written in another convenient form by 
defining the variable y, 
Ci 
r = — 
c 
1 
where c. is the concentration of the stoichiometrically limiting react-
ant. Then for the n reactant 
^ = ^n [r + A ] (73) 





vi cn " Vn ci 
where A = — 77 
sn v c° 
n 1 
The equations may also be made dimensionless by the procedure of in-
spectional analysis described by Birkhoff (133)o This consists in a 
change of variable: 
9 = TR / E, s = r/ r , z = x/ L, u(s) = U(s)/ u , g w - . i t ? 
K(s) = K(s)/ K*, D(s) = D(s)/ D*, R ( Y ^ ) = U(r,0)/ U*, 
where U''~, K*, and D# are characteristic values of these variables „ 
For example, K» might be chosen as K or the least upper bound of 
K(s) for constant Reynolds number. When these new variables are sub-
stituted into equations 67 and 68, they become 
m ) \ f" [sK(s) f ] - u & - ( ^ z ^ ) R(Y,6) = 0 (75) 
ur' s ds Os Os EuZP 
w r 
( ^ ) l § j [ s S ( s ) g ] _ ; £ + m R(Y, e) = 0 (76) 
ur 2 s Pu 
w 
Boundary Conditions.—One of the difficulties in the theory of indus-
trial reactions, as described in Chapter II, is the mathematical formu-
lation of realistic boundary conditions for reactors. The corresponding 
experimental problem is to choose boundary conditions that are as close 
as possible to practical industrial conditions and that, at the same 
time, allow accurate mathematical representation, 
In the case of homogeneous reactions in tubular reactors, the 
reaction may be initiated by mixing the reactants together at the reaction 
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temperature, by adding a homogeneous catalyst or free-radical initiator 
to the reaction mixture, by increasing the temperature of the mixture, 
or by subjecting the mixture to photolysis. The radial-diffusion model 
used here is unsatisfactory for the entrance section of the reactor in 
the first two of these cases. This is so, because the presence of radial 
and tangential components of velocity and the variation of u(s) as a 
function of z are contrary to the assumptions of the model. However3 
even in these two cases, if the concentration and temperature distribu-
tions are known at some point, z , where the assumptions concerning 
velocity are legitimate, then the model can be used to describe the 
reaction mixture downstream from z . Throughout this investigation, 
whenever a reaction is initiated by the admixture of a reactant or cata-
lyst, it is assumed that the concentration or temperature profiles at 
z are known from experimental measurements or have been estimated using 
another model for the initial section of the reactor,, Thus, two of the 
boundary conditions for the theoretical part of this work are 
e(s,0) = f (s) and Y( S>°) = f (S) (77) 
where G(s,z) and Y( S> Z) a r e the functions satisfying equations 7.5 
and 76 and z has been taken as the origin of the z coordinate. 
o 
The conditions at the axis of the reactor tube are 
§f(0,z) = 0 and g(0,z) = 0 (78) 
because of the vanishing of radially directed fluxes at s = CL The 
vanishing of the radially-directed mass flux at the tube wall for all 
;onstituents of the reaction mixture gives 
ax 
as 
(l,z) = 0 (79) 
The conditions for 6 at the tube wall require the considera-
tion of four possibilities: 
0 (l,z) = gjz) (80a) 
§f(l,z) = 92(z) (80b) 
afi 
§|(l,z) + Ax(z) 6(1,z)- = A2(z) g3(z) (80c) 
§f(l,z) + B (z) 04(l,z) - B (z) gjz) (80d) 
The conditions of uniform wall temperature and uniform wall heat flux 
are special cases of equations 80a and 80b„ Equation 80d describes the 
heating of the reactor tube by radiant energy. Equation 80c is a gen-
eralization that gives 80b if A^ = 0 and approximates 80a if A - A » 1 „ 
If A = A = A (z), equation 80c describes the exchange of heal 
1 <j X 
through the reactor wall between an external fluid and the reaction mix-
ture o In this case, A is an "external Nusselt number," (h* r )/ k_ 
x :x w iw 
and 9 (z) - g (z) is the mean value of the dimensionless temperature of 
the external fluid, The heat transfer coefficient hu is defined bv 
Tx 
equation 80c and k_ is the thermal conductivity at the tube wall, that 
^ Tw ' 
is, the molecular thermal conductivity of the fluid. 
Velocity and Eddy Diffusivity Distributions,—An essential part of this 
model of tubular reactor is the specification of velocity and diffusivity 
distributions,, In view of the quantity of work and number of publica-
tions on these subjects, the specification of these distribution, was 
not expected to be a problem. However, a number of published velocity 
correlations were judged by the seven criteria listed in Chapter II 
and were found to be unsatisfactory for Reynolds numbers between 3.,000 
and $0,000„ Since the theoretical calculations were to be compared with 
experimental results, it was necessary to find or develop a velocity 
correlation that would be satisfactory for the values cf Reynolds number 
used In the experimental part of this study„ For the sake of consist-
ency, It was decided to obtain the eddy diffusivity distribution from 
the velocity distribution or vice versa so that these were not consid-
ered separately,, Thus, the search for a satisfactory velocity distribu-
tion became a necessary adjunct to the original problem of this investi-
gation,, The approach to this subsidiary problem, was strictly empirical; 
any velocity correlation, regardless of origin, that satisfied the seven 
criteria listed in Chapter II would be considered satisfactory0 
Before considering two proposed velocity distributions, the 
derivation of some useful equations will be outlined below0 
Under the assumptions of this chapter, the time-averaged equation 






where t is the shear stress in the fluid and ~dP/ dx is the pressure 
gradient. The eddy diffusivity of momentum, e } Is defined by 
T9, 
- ( v + e 
du 
dr 
. x du 




where u is the temporal-mean velocity in the axial direction and 







or, since du./ dy is non-negative throughout the range of y consider 
'v dy 
?2 f~L̂  
'p ^dy 
(83) 
The pressure is assumed constant throughout a tube cress section, so t 
a force balance 
(34.; 






W C / ±±. 






Also, as a matter of notation, other variables are introduced by the 
following definitions: 
r - r 
X ^ l 
v 
Re 





X- 1 - y' (86) 
From 82 and 83 
92 (S^L\2 + du 
v d y ; dy 
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The i n t e g r a l form of 88b I s 
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From 8 2 , 8 4 , 8 6 , and 8* 
Y 
+ 0 2 
'P. 
2 ( — ^ ) 
r 
w 
1 + 1 + A ( — - ) s 
w 
or 
2 - 1 + 1 + 4 (~—) (90b) 
The satisfaction of several of the seven criteria by the Gill and 
Scher (4.9) modification of Van Driest's (47) correlation suggested that 
further modification might give a very satisfactory velocity distribu-
tion. The Gill and Scher expression for -IL/ r . equation 14, was modl-
r p w 
fied to read 
^ - K ^ 
r v + 
w Y 
P + P + ̂  
exp 
• IX. \ /' 2y 
.—f~) - exp (——-; 
(91) 
where the parameters p and p are empirical functions of Reynolds 
number. The insertion of this expression in equations 89 and 90 allows 
the computation of velocity and diffusivity distributions,, Two sets of 
parameters were found for these equations, namely 
0,4, P = -0,3 - 0,0695 in N0 
1 Re 




K = 0.36, p 
V ? rl 
- 0.75 t 
71 
ND - 3580 Re 
2.0 - 0.0082296 N 0.82242 
Re 
(92b) 
The velocity profiles for Reynolds numbers from 5?000 to 100,000 were 
very nearly the same for the two sets of parameters shown above„ 
The reader will recall from Chapter II that one of the objectives 
to the correlation of Gill and Scher is the fact that a graph of u 
90 
versus log y is concave downwards throughout the interval log 30 ^ 
1°9 Y < 1°9 Y ° i n contrast, most experimental profiles for Reynolds 
numbers greater than about 8,000 appear to be concave upwards over a 
large part of this interval„ In brief, this correlation dees not have 
the proper shape to agree with experimental data over the entire inter-
val 0 < log y < log Y and must fail to satisfy either criterion (2) 
or (4-) „ This defect Is less pronounced in the profiles given by equa-
tions 91, 92a, and 92b, that is, the curves are less concave downwards. 
However, the shape defect is still present to an undesirable degree. 
The reader should note that the unusual advantage, present in Gill and 
Scher's work, of agreement with the Hagen-Poiseuille equation at low 
Reynolds numbers has been lost. Also, the eddy diffusivlty given by a 
combination of 91 and 90 gives e = 0 at s - 0, that is, criterion 
v 
(7) is not satisfied. In view of these and other deficiencies, the cor 
relation given by equations 89 and 91 was judged unsatisfactory for use 
in this thesis. 
Another improved velocity correlation was suggested by the folio 
ing equation of Ruth and Yang (4-5), 
T 9 r o Hr 
-r- = lB ~ , v « e (93; 
p P dy v 
which may be obtained from 82 and 83» Starting from this, 83, 84., and 
85 give 
91 
The substitution of 94 into 88b gives 
du 2s f v « e (95) 
+ p 2 ^ 
X, 
V 
C3V' E , r 2 
1 + [1 + A (-*) ] 
This suggests the possibility of finding some function, cp (y ) , such 
that 
du _ 2s f 96) 
+ i 
dy i + [1 + 4cp2]8 
regardless of the relative size of e and v„ If one assumes that 
v 
such a function can be found, a comparison of equations 96 and 88b 
yields 
y+ I 2 
cp2 - ( — ^ ) s (97) 
r 
w 
and equation 90a becomes 
fv _ 2cp2 
I 
1 + [1 + 49 ]: 
(98) 
For £n » v, 94 and 95 give v 
or 
e 
— = cp , e » v (99a) 
v T ' v 
e 
-~z = -^ , e » v (99b) 
r U"- „+ v w Y 
and, since for e « v, 82, 83, 84, and 85 yield 
92 
N„ P I 2 £v • V s , ,'P 
v " 8 F lr 
w 
one sees that 
— = SL. e « v (100a) 
v s ' v 
For all except very low Reynolds numbers it is known that e « v 
holds only for s = 1, so under these conditions 
e 
-~ = cp2, e « v (100b) 
V T 7 v 
One possible function that may be used in equation 96 is 
+ ^b 
cp = Y u> (y') ° exp( - u y') (101) 
a O 
for suitable values of the parameters u , u. , and u „ The reader 
a b c 
should note that Y , u , u, , and u are all functions of Reynolds 
7 a7 b c 




 b (102; 
Equation 98 shows that criterion (7) is satisfied and for the 
choice of cp given by 101, equation 96 shows that criteria (5) and (6) 
are satisfied. Inspection of 101 shows that criterion (3) can be satis-
fied qualitatively, at least. The judgement of this correlation accord-
ing to criteria (l), (2), (3), and (4-) requires the specification of the 
parameters CJ , u , and u „ For the purposes of this investigation, 
93 
these were related to Reynolds number by 
12,82 - 0.91 log NL - 3 
Re 




0.175 + 9„508 N 
-0.6266 
Re 
• " \ 




These expressions are not claimed to be the best or the simplest 
of possible relations. They represent a compromise for a range of 
Reynolds numbers from 3,000 to 50,000. Better values of the parameters 
can be found for narrower ranges of the Reynolds number, 
Comparisons of the proposed correlation with experimental velocity 
data for Reynolds numbers of 5,000, 10,000, 19,000, and 39,500 are 
presented in Figures 5, 6, 7, and 8, respectively. The first three 
figures show that a velocity distribution computed from equations 96 
and 101 is capable of reproducing the shape of experimental velocity 
profiles. The computed distributions do not agree with all sets of 
data, but by adjusting the values of the parameters u , GO , and GO 
3 D C 
in equation 101, good agreement can be obtained for any particular set 
of data within a wide range. If this is done, the satisfaction of cri-
teria (2) and (-4) by the resulting velocity distribution depends on the 
accuracy and consistency of the experimental data, 
At larger values of Reynolds number it becomes increasingly dif-
du+ 
ficu.lt to obtain the correct derivative, 
d(log y+) 
, in the interval 
log 30 < log y < log Y / 2 and simultaneously satisfy criterion (J+) 0 
This is shown by Figure 8. The computed distribution can be improved 
94 
by other choices of the values of u , w. , and u for hiqher Reynolds 1 a' b c 
numbers, but in general the correlation is unsatisfactory fcr use above 
a Reynolds number of 50,000. 
An examination of Table 2 shows that the proposed velocity dis-
tribution is reasonably consistent with respect to the mean velocity Ho 
In particular, this velocity distribution is much better than, the other 
two distributions for Reynolds numbers less than 10,000„ 
Table 3 qives a comparison between values of u/u from the 
max 
proposed distribution, three other velocity distributions, and two cor-
relations of a large number of experimental o/u data,, The aqree-
3 max 
ment of the proposed distribution with the two correlations of experi-
mental data is very good for all values of Reynolds number from 3,000 to 
50,000. The relations between e /v and s and between Z^/ r and 
v P w 
s are shown in Figures 9 and 10 for typical values of Reynolds number0 
In summary, the proposed velocity distribution satisfies all 
seven of the criteria of Chapter II over a moderate range of Reynolds 
numbero Although the distribution is not satisfactory for values of 
Reynolds number greater than 50,000, it is the best available distribu-
tion for the purposes of this investigation,, 
Eddy Diffusivities of Heat and Mass,,-—-Eddy diffusivities of heat and mass, 
eTT and £,„, have been defined by equations analogous to 82„ As an H M* M ^ 
example, Sherwood (10) may be cited. The diffusivities In these defin-
ing equations can be evaluated from experimental measurements or from 
relations connecting the diffusivities to other quantities such as the 
eddy diffusivity of momentum,, As mentioned in Chapter II, various 
authors have proposed to relate the ratios £TT/s and s,„/e to r r W v M v 
VD 
Nn x 10 Re 
-3 
Table 2. Consistency of Velocity Correlations 
Ratio of the Value of u Obtained by Integrating 
^ to the Original Value of u 
Proposed Correlation, Universal Velocity Deissler 
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Reynolds number, relative radius, Prandtl or Schmidt number,, and a /Vo 
v' 
There are other possibilities0 For example, the direction and magnitude 
of the heat flux might affect the ratio sT-/e ° 
H' v 
The writer is convinced that e and s are not necessarily 
ri M 
equal to e. , notwithstanding the popularity of this assumption, Evi-
dence for the non-equality of these quantities Is found In the work of 
Sherwood and Woertz (33), Towle and Sherwood (134-) ̂  Dhanak (35), Schwarz 
and Hoelscher (67), Page and co-workers (34-), Isakoff and Drew (30), 
Brown, Amstead, and Short (135), Sleicher (13), and Abbrecht and Chur-
chill (36), not to mention the work cited by Hinze (1.36) for 'now con-
figurations other than pipe and channel flow, 
Evidence for the dependence of e ,/e en Reynolds number has 
H v 
been presented by Page and co-workers (34-), Sleicher (.13), Abbrecht and 
Churchill (36)0 The recent work of Flint, Kada, and Hanratty (38) indi-
cates that eM/
E. also may be dependent on Reynolds number. On the 
other hand, no definite relationship between s.,/e and Reynolds num-
ber is evident in the work, of Sherwood and Woertz (33) or Dhanak (35). 
A comparison of heat transfer studies using aix and liquid metals 
indicates that fc- /e is dependent on Prandtl number0 As examples, H v 
the work of Rohsenow and Cohen (63) and that c.t Brown, Amstead, and 
Short (135) may be mentioned„ However, confirming evidence for fluids 
having Prandtl numbers greater than unity appears to be lacking* On the 
other hand, in the paper of Flint, Kada, and Hanratty (38), values of 
e,„ for air and water were correlated successfully as a function 01 
M 
Reynolds number without regard t.c the difference in values of Schmidt 
number. In experiments with jets, Hinze and Van der Hegge Zijnen (137) 
found no difference in e„„ and eTr in the absence of density effects-
M H 7 
Also, according to Hinze (138), the ratio of eddy diffusivlties obtained 
from Forstall and Gaylord's experiments with a submerged water jet is 
approximately the same as the values obtained using gas jets„ 
Except for fluids having very low Prandtl numbers, the variation 
of et,/e due to Prandtl number does not appear to be largeo Since the H v 
true relationships are not accurately known, any choice of a connection 
between £,,/£ and Prandtl number is somewhat arbitrary,. For the sake 
H v 
of simplicity, the variation of £u/s with Prandtl number and the var-
H v 
iation of e,,/e with Schmidt number are assumed to be negligible, 
M v 
Evidence for the dependence of srT/s on relative radius has 
H v 
been given by Page and co-workers (34) ? Sleicher (13), and Abbrecht and 
Churchill (36)„ While this evidence is impressive, In the opinion of the 
writer it is not conclusive because of the insufficient precision and 
quantity of the currently available velocity dafa„ As shown In Chapter 
II and Appendix I, there is a considerable uncertainty in the evaluation 
of e from available data,, Hence, the effect of relative radius Is 
v 
here assumed to be negligible, again for reasons of simplicity,, 
For the purposes of this investigation, it is assumed that e - s , 
and that the ratios £ / s and s,„/e are dependent on Reynolds number 
H v M/ v } 
but not on Prandtl number, Schmidt number or relative radius. The 
assumed relationship between eIT/e and Reynolds number is 
H v 
e e 
— = ™ = 2,52 - 0„3 log Nn , Nn < 50,000 (104) £ £ 3 Re ' Re 
v v 
This relationship was suggested by the values of Eu/
£ computed by 
Sleicher (13) and Page, Schlinger, Breaux, and Sage (3-4) for the por-
tion of the flow remote from the wall, 
Discussion of Assumptions,,--The ten assumptions used in the formulation 
of this model of a tubular reactor require some explanatory comment0 
It is well known that the molecular properties of a fluid are 
affected by changes in temperature and composition. Furthermore, the 
evaluation of these properties as functions of temperature and concen-
tration would not greatly complicate the model described above„ However, 
the inclusion of concentration and temperature-variable properties in 
the formulation of the model precludes the simplifications leading to 
equations 67, 68, and 8lc 
The assumption of negligible axial diffusion is based on Taylor's 
(68) estimate of the relative importance of true axial diffusion and 
virtual axial diffusion caused by a combination of radial diffusion and 
distributed velocity. He found that the former effect is about 200 
times smaller than the latter, 
The assumption of equal diffusivities is based on the belief that 
turbulent diffusivities are relatively independent of the molecular 
properties of the fluid„ The experiments of Sherwood and Woertz (33) 
indicate that his may not be true in fluids of variable density. Of 
course, very close to the reactor wall where turbulent diffusivities 
are small compared to molecular diffusivities, this assumption is In 
error. However, this error is thought to be tolerable in view of the 
great simplification permitted in the model by this assumption. For 
further discussion of turbulent diffusion in multicomponent mixtures, 
the reader is referred to a paper by Toor (139)„ 
Calculations 
Only particular solutions of equations 75 and 76 with boundary 
conditions were attempted. Some of the difficulties inherent in a 
general solution may be seen merely by observing the number of variables 
and parameters,, There are two dependent variables, two independent 
variables and five dimensionless parameters [N is an implicit, param-
eter because it affects u(s), K.(s), and D(s)] in equations 7$ and 
76. There is one dimensionless parameter in 80c and three variable 
functions in boundary conditions 77 and 80c. The calculation of parti-
cular solutions to this problem over appreciable ranges of these param-
eters and functions was not practical due to the excessive computer time 
required and the difficulty in representing the results accurately and 
compactlyo 
Expressions for Reaction Rate,—In order to obtain particular solutions, 
the expression for the reaction rate must be specified in the model„ An 
expression for the rate of the irreversible reaction in which components 
1 and 2 are reactants and the remaining components are products, is given 
by 
v m 
U = U*k£(T) p n + m (f) ĉ 1 (ci + 6 s)
m (105a! 
where 
B-E/R T V.C. 
k'(T) = e 9 and b = —— - c° . 
R s v0 i 
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Equivalent expressions are 
o o 
J n c n+m n m ,^ i N /v. 2 U = U W ( 9 ) p""" vv (K + - x) U + -p ) (105b) 
K 1 2 Vj_ V2 
and 
u = u.k-(e) (P c°)
n+m A f rn(T + A ) m dose; 
K 1 V.. S 
B-l/e . fi . „ A
 vi ca - v2 ci where k'(0) = e ' , y = — , and A 
R ' O ' S *, r° 
c v2 ci 
Prigogine and Defay (14.0) point out that one reason for using the equa-
tions 71 and 105b, involving the variable C> is that £ is directly 
related to the production of entropy in a spontaneous change. On the 
other hand, the equations involving Y a r e more suitable for comparing 
different reaction mixtures because the range of y , 0 < y < 1? is 
the same for all reactions regardless of the composition of the initial 
mixture or the order of the reaction, 
Description of Calculations.—The equations and boundary conditions used 
for the calculations described in this thesis are 
P 
To^ [s ^(s) af ] " G(s) af " Q i R ( r ' e ) = ° (106a) 
~ ^ [s D(s) ̂ ] - u(s) ̂  +Q2(Y,e) = 0 (106b) 
102 
P Y' 2 fFNRe(l " y,) dY' 
u(s) - f   Re T- (106c) 
o 1 + [1 + 4 9 2 ] 8 
D(s) = ^7 (Dm + -|- [(1 + />
 2) - 1]} (I06d) 
K(s) = ^ {Km + ̂  [(1 + 4q>
2)* - 1} (I06e) 
Y(s, 0) = f±(s) 0(s, 0) = f2(s) (107a) 
^ (0,z) - §f (0,z) = 0 (107b) 
^ (l,z) = 0 (107c) 
^ (i,z) + A [9 ( I ,Z ) - e J(z)] = o (io7d; 
TK* R n L V * 
where P = -J=iL- , Q = q_ R 
1 nr2 E u Z p 
? 
2 ur2 2 „ ,-: ° 
w 1 
£ = R( Y ) e) = (C° P )




% = r > and aH
 = r 
V V 
In these equations, only a single, irreversible reaction is 
considered. The symbol U* is numerically unity, but carries the 
103 
dimensions required by the equation. The quantities D* and K^ are 
chosen as the least upper bounds of D(s) and K(s), respectively. The 
function cp is defined by equation 101 and the parameters in this equa-
tion are related to Reynolds number by equation 103. The quantities 
cc.. and a, a r e related to Reynolds number by equation 10^. The func-
tions f..(s) and fo(s) are always interpreted as the constants 1 and 
9 = (T R ) / E, respectively in these calculations, although provisions 
y 
were made for more general functions. 
Some of the calculations constitute simulations of the heat 
transfer and chemical reaction trials performed in the experimental part 
of this investigation. The remaining calculations concern the illustra-
tion of approximate chemical similarity, the effect of distributed 
velocity and finite radial diffusivity on the parametric sensitivity 
found by Bilous and Amundson in a piston-flew model, programmed temper-
ature control, and the thermal initiation of chemical reactions. The 
objects of the calculations and the sources of data are discussed in 
Chapter V. 
Numerical Analysis 
The numerical solution of the problem consisting of equations 
106a through 107d is considered in this section. As mentioned in 
Chapter II, the solution of a boundary-value problem requires two steps„ 
First, the derivatives in the original equations and boundary conditions 
are replaced by finite difference quotients to give a system of algebraic 
equations. Then values of the dependent variables are computed from 
these equations for a set of discrete points contained in the region of 
definition of the variables. 
104-
Reduction to a System of Ordinary Differential Equations .—The partial 
differential equations 106a and 106b and the boundary conditions 107b,, 
107c, and 107d are first approximated by a system of ordinary differen-
tial equations. The procedure was used by Hartree and Womersly (14-1) 
and has been developed extensively by Varga (14-2). 
The solution to the problem is defined in the region R~: 
0 < s < 1, 0 ^ . z ^ l » A s e t o f points in R is determined by the 
intersection of the coordinate lines 
s t = ih l , i = 0,1,2, ..., I' 
s. = r ( h 1 - h 2) + ih2 , i = V, I'+l, ..., I 
z = n(Az) , n = 0,1, ..., N 
where l'{h± - h g) + Ih2 = 1 and (Az)N = 1. 
The functions, y and 9, that satisfy equations 106a and 106b 
in R and boundary conditions 107a, 107b,, 107c, and 107d are assumed to 
exist and have continuous third order derivatives with respect to s and 
z. The functions u, K, and D are seen to have continuous derivatives 
with respect to s through the second order„ Ail of the quantities in 
equations 106c, 106d, and 106e are positive and non-zero in TT with 
the exception of u and cp which are non-negative in R" and vanish only 
for s = 1. The parameters P and P are positive constants. The 
parameter PJ is a non-neqative constant and P is a constant that 
may be positive, negative, or zero. For the sake of brevity, the nota-
tion W. = W(s., z ) is adopted. 
i,n x i' n y 
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For the purpose of numerical solution the boundary condition, 
107a, may be approximated by 
0 = f (s ) and Y, = f9(s,) (108) 
The approximations used in the differential equations are shown below. 
Except for i = I, exactly the same approximations are used for both 
9 and y, so only those for 9 have been shown. 
i =j= 0, I', I: 
t i t r ^ 2 f ) ] i = ^ [ ( S K ) . ^ ^ - [(SK).^ + (SK).^6. + (SK)._,9.+1] 
= 3i,i-l 9i-i + ai,i 9i + ai,i+l 9i+l * ( 1 ° 9 a ) 
i = 0: 
[ l r (sK̂ )] = 2K (% . 
s os 9s J 0 o gs2 o 
Because of symmetry 
2 4-K 
2K (̂ -f) = -J1 (e, - 90) - a 0 + a 0 . (109b; 
o gs
2 o h - •' 1 
i = I': 
[ ^ ( s K ^ ) ] = 2 { h ( S K ) T < 1 9 T , (109c) 
s 3s 3s JI ,n s /h h (h + h ) c i - 2 I -1 
- [hl(sK)].,_L+ h2(oK)I,+j0I,+h2(sK)I,+10 
I +1 
ai'5i'-i V-i
 + al V 1/ + V,i'+i i'+i 
i = I: From 106d, 106e, and 107c 
# 1 = f >I = <£>! = ° - - ̂  
It follows that 
Ls as (Ks 9 s
) J i - K i L a s 2
 + a s J i 
Then, using the approximation, 
$ > = ^[ex-.-o^h,^], 
-L <J 
L^s^)]^ i^i-^i + V 2 ^ ^ • 
2 
ao 
On substituting for (r~)- from 107d, this becomes 3 as 1 * 
[ ~ ™" (Ks f a ) ] T = - ^ f20T - [2 + h (2 + h )A ]9 T + h (2 + h )A 0 .] L S a s 3 s / J I h 2 l I - l 2X 2' XJ I 2 v 2 y X y 
2 
= aT _ 0T + aT _ 9T + aT9 T (I09d 
I 9 I - i I - i 1,1 I J J 
Except for the boundary condition, the same approximation holds for 
y at i = I3 so 
[ ^ ( K s f i ) ] = ^ i ( Y _ Y 
s ds 3s/JI YT I_1 ! 
= b i , i - i Ti-i + b i , i Yi ( 1 0 9 e ) 
Two values of As, that is, h and h2, are used in the above 
approximations. From preliminary calculations it was known that third 
and higher order derivatives of both y and 9 with respect to s 
would be small for 0 <̂  s < 0,75, but that some of these derivatives 
would become large for 0„75 < s £ 1. The errors of the s-approxima-
tions depend on the higher derivatives and are proportional to (As) . 
SOc, in order to reduce the error introduced by the s-approximations and 
to show more detail in the solution for s > G.75? h was chosen to 
be only one-fourth as large as h , The values used in these calcula-
tions were h = 0oi5 h =0.025, i' = 7- and I = 20. 
l 2 , 
The unsymmetric form of approximation 109c used at i - I * 
might be expected to cause some erratic behavior in the computed values 
of 9 and y° ®n the other hand, serious difficulties were expected to 
be absent because the higher derivatives of 9 and y with respect to 
s were believed to be small for s < 0,75. Computing experience con-
firmed this belief and no noticeable instability or lack of smoothness 
was found in the solution at i = I/. 
When the approximations 109 are substituted into equations 1065 
the following system of ordinary differential equations is obtained, 
u £ £ ) = P [a 9 + a 9 ] - Q,*(vn, 9 j 
0 3 Z O 1 GjO O J ? l 1
J 1 ' O ' 0 
u , £ - - ) - P [a 9 + a 9 + a 9 ] - Q R ( r , 9 ) 
i a z 1 1L 1.9o o 131 1 1,2 2
J 1 ° 1 
^ - ^ i ^ W . I - ^ I - a ^ - i . I - i 9 ! - ! ^ ! - , , ! 9 ! ] -W^I-Sl-J I - i $ z ' I - i 
0 = p i [ a i , i - i 6 i - + a r , i e i ] + V j e j -Qtir^) 
%{B0 =
 p,[bo,o ô + b0;1 r j - WW0,e0) 
\&h = pA«Vbi, \ + b ^ ] + SR<vV 
V l ^ I - i = P 2
[ b I - 1 ; I - 2
Y I - g
 + b I - t , I - i
 TI-1 + b I - l , I T I ] + Q 8
R ( T l - l ' e w ' 
0 = p E
[ \ i - i T i - i + b i , i T i ] ^ V V <110> 
If the I + 1 equation for both 9 and y are removed from, this 
system,, the remaining equations may be represented compactly in matrix 
notation., 
<fy = (h • [A] V + (h • R + 6 • q (Hi) 
pJai,i-i ^i-, + *1}I W = Q ^ W - V / j 
Vbi,i-ivi-i + b i , : V i ] = "VvV ( l i 2 ) 
V . , T ( 0 ) = f ( s , ) , V . ( 0 ) = f ( s . ) (113) 
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The dot notation, W • [M] = [ N ] , Indicates a direct product, where 
the elements of the product matrix [N] are given by 
n. . = W. m. . 
ij i U 
In the case of two vectors, the dot notation signifies the inner product, 
as usual« In this system there are 21 ordinary differential equations^ 
2 algebraic equations, 2 1 + 2 dependent variables and 2 1 + 2 initial 
conditions, since f and f are known„ Thus, there are neither too 
few nor too many relations and initial, conditions to compute Y- ap-d 
9, as functions of z. 
i 
Reduction to a System of Difference Equations,,—A wide variety of pos-
sible methods are available for solving the above system of differential 
equations,, If the vector q were identically zeros analytical meth ds 
for solving systems of ordinary differential equations might be employed. 
Such methods are described, for example, in the book of Frazers Dunean? 
and Collar (14.3)° This vector will be zero only in trivial cases, how-
ever. If R is linear, equations 112 may be solved explicitly for y 
and 9 ; otherwise approximate solutions may be obtained by Newton's 
methodo Any of the numerical methods suitable for the solution of sys-
tems of ordinary differential equations may be considered as methods for 
the system 111, 
The errors of approximation in the s-direction have not been 
shown In equations 1.11, but these may be obtained from the Taylor series 
remainders corresponding to approximations 109» The size of the coeffi-
cients of the error terms may be controlled by Is that is, by the 
number of equations in the system. For a given computer with a fixed 
information storage capacity., the permissible maximum value of I will 
depend on the method of solution. The magnitude of the errors that 
result from the approximation of (—) in the system 111 depends on 
the approximation and on the choice of Az. Thus, the magnitude of the 
error is dependent on the choice of the method used for the solution of 
the system, the allowable computing time, the value of I, and the size 
of Az. 
The method used for the solution of system 111 is based on the 
backward difference approximation for the first derivative, 
n n-i J. (M\ 
Ax ldxyn 
This method was chosen because of its simplicity and stability. Other 
methods which could have been used are those of Crank and Nicolson (99), 
Runge and Kutta, and Hamming (14-4-). When the backward difference approx-
imation is used, equations 111 become 
M \ + 1 = V
( A Z > $ - \ + 1
 +<AZ><?> - V i (1U) 
where [B] = [i] - (Az)(~) • [A] and [i] is the unit matrix 
Method of Computation,,—Starting from the initial vector, given by equa-
tions 113, the vectors V are computed for n = 1, 2, ... N in a step-
by-step process. Since R(0«, y) 1S n°t linear in general, equations 114-
and 112 must be solved by an iterative procedure. The vector V and 
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the values of VT , V„T , and 9T , and 9T are considered I,n 21,n' J,n7 J,n+l 
-s-
known. A first estimate of V is obtained from the forward differ 
n+l 
ence analog of equation 114? 
V = [C] V + (Az)(Q) • R + (Az)(~) • q (115) 
n+i n u n u -n 
where [c] = [l] + (Az)M • [A] . 
u 
This computed V is used to qive first estimates of R , and p n+i y n+i 
-> -» 
q , . These are used to improve the vector V , by equation 114° For 
n+l ^ n+i 
R , and q considered known, 114 can be solved readily by elimina-
n+i ^n+i ' 2 
tion, since [B] is tri-diagonalo The details of the elimination pro-
cess may be found in the book of Forsythe (145)° The improved V 
-*• -> 
is again used to compute R , and q , and these are aqain substi-
r n + 1 ^n+l
-
•-> 
tuted into 114 to give a new set of values for the elements of V , . 
n+l 
This process is continued until the changes In each of the elements of 
-*• 
the vector V are-ail less than some predetermined value,, 
n+l p 
Between the completion of the n step and the beginning of the 
s t 
(n + I) step, the jacket temperature is changed by an increment which 
may be positive, negative, or zero,, That is, 9T - 9 T + AT = 1 y ' y ' s J5n+l J5n J 
The value of these increments and the value of z where they become 
effective are included in the data for the computer. For example, see 
Table 9, 
The program actually used for computation appears in Appendix II„ 
It is written in the Burroughs version of ALGOL 58 } the International 
Algorithmic Language. The computer employed for the calculations was 
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a Burroughs 220 machine with a 5s000-word memory and auxiliary magnetic 
tape storage units, 
Validity of Solutions,—Eauations 112., 1.13, and 114- represent a formal 
approximation to the original differential equations and boundary condi-
tions.. However., the fact that a system of difference equations is a 
formal approximation does not guarantee that the solution to the system 
will be close to the solution of the original boundary value problem,, In 
some cases the desired proofs have been carried cut,, but none of them are 
directly applicable to the problem of this thesis. 
Three questions are involved. First, there is the question of 
stability: Does the cumulative error for a given point in "R" grow 
faster than some power of (As) or (Az) as As and Az tend 
to zero? Second^ there is the question of convergence: Does the de-
parture of the solution of the approximate problem from the solution of 
the original boundary-value problem tend to zero as As and Az approach 
zero? Finally5 since only a finite number of digits can be handled by 
a real computer,, the solution of even the approximate boundary-value 
problem cannot be exact. So one also has the question: Are the errors 
due to rcunding-off of excess digits tolerable? 
The question of stability is difficult to answer for problems 
as complicated as the present one. The non-linearity of R(Y 3 0) pre-
vents the use of Fourier methods or the matrix methods of Douglas (.126) 
in an investigation of this question. The best that can be done in this 
direction is to assume that the behavior of the system is similar to 
that of simpler systems. For example5 Richtmeyer (14-6) considers the 
problem 
1H 
SX = 6 ^ 1 + a Q I + b ( l l 6 ) 
at a x 2 ax ' 
where d, a, and b are constants and d > 0. He gives two examples 
and states that, "They (and others) support the conclusion that for dif-
fusion problems, at least, stability is practically unaffected by the 
lower order terms." Thus, a method which is unconditionally stable 
for 
ax 'd5c 6 " - , d > 0 
ax' at " «v2 
is expected to be stable for 116. Fortunately, instability is easily 
recognized by an inspection of numerical results. The numbers produced 
from an unstable system of difference equations will either grow 
extremely rapidly or oscillate wildly. Also, it is known that in 
some cases, for a fixed As, there is a critical value of Az below 
which stable behavior occurs. So5 if unstable behavior were encoun-
tered in solving system. 114., the trouble might be solved by reducing 
Az. 
The question of convergence has been attacked for a number cf 
boundary-value problems that include non-linear partial differential 
equations. The investigations most nearly applicable to the present 
problem are those of Lees (183) and Rose (182), mentioned in Chapter 'II, 
An attempt to apply Lees' work to the problem of this investigation 
indicated that results analogous to his could be obtained for a system 
of partial differential equations. Unfortunately, equations 106 and 
boundary conditions 107 do not fulfill the hypotheses of Lees1 theorem, 
There are at least three unsatisfied hypotheses. First of all, Lees 
has a zero error on the boundaries z = 0, s = 0, and s = 1, but 
in the present problem the error vanishes only on z ~ 0. Second, u 
is not bounded away from zero in R as required by the theorem. Fi-
nally, K and D are only twice "boundedly differentiable" in R 
instead of the three times called for by Lees. The lack of satisfac-
tion of the last two hypotheses is encountered also with the weaker 
theorem of Rose. 
The question of accumulated round-off error is not serious for 
the solution of 114 by the method described above. This can be seen 
from the computations in which f^Cs) is constant, Q ~ 0, and 
aT = 0. In these 9 should be constant with respect to both s 
and z throughout R. The same sort of test can be made also for 
y. In practice, the average round-off errors were found to be about 
2 x 10"4 per cent per step for 9 and 2 x 10"5 per cent per step 
for y. 
Beyond questions of the mathematical validity of the numerical 
solutions, there is no a. priori assurance that the mathematical model 
used here is capable of describing chemical reaction, heat transfer, 
and diffusion in a tubular reactor. The best that can be done under 
the present circumstances is to compare the numerical solutions with 
experimental data. A good agreement between the two, although it is 
no proof, could certainly be considered as evidence supporting the 
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Objectives of This Investigation 
An experimental investigation of a jacketed tubular reactor was 
undertaken to provide data for comparison with theoretical results arid 
to test some of the assumptions on which theoretical formulation of the 
problem was basedo In order to obtain a convincing test of the assump-
tions, it was considered necessary to secure local values of velocity, 
temperature, and concentration, as well as bulk values •> The reason for 
this is that the bulk average of some variable, W, of a fluid flowing 
in a steady state past a cross section of a pipe is given by 
r 
r w 
2 u(r) w(r) rdr 
w = 2 . . di' 
T2 U 
W 
An experimental determination of W does not determine W as a func-
tion of r, even when u(r) is known. From another point of view, 
it is possible for a method of computation that has W(r) as its pri-
mary results to give a bulk average W, which agrees with experiment, 
yet gives a W(r) which does not agree with the values of W deter-
mined by experiment for particular values of r0 Accordingly, it is 
necessary to know local experimental values of W in order to test 
a theoretical calculation which gives W(r) as its primary result,, 
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The theoretical calculations corresponding to the data obtained 
with the jacketed, tubular reactor were based on velocity and eddy-dif-
fusivity profiles, kinetic data, physical properties of the reaction 
mixture, and assumptions concerning the effect of temperature gradients 
on the velocity and eddy-diffusivity profileso Obvious]//, errors in 
these bases may affect the theoretical results so that a comparison of 
experiment and theory may not be a completely valid test of the method 
of calculation0 An effort was made to supply enough basic data to 
remove most of the ambiguity in a comparison of calculated and experi-
mental resultso 
Boundary Conditions 
As mentioned in Chapter III, the conflicting needs for a 
practical method of initiating the reaction and for an accurate 
mathematical description were reconciled in this investigation by 
mixing the reactants and allowing the velocity profile of the reaction 
mixture to develop upstream from some cross section that is considered 
to define the reactor inlet. Thus, at the reactor inlet, the experi-
mentally measured velocity, temperature and concentration profiles 
have been taken as the boundary conditionso This should be satis-
factory for reactors in which little reaction occurs during the mixing 
of the reactants and most of the reaction is induced at a later stage, 
by heat or light„ It would leave something to be desired when there 
is appreciable reaction during the mixing of the reactants» The most 
realistic approach to such problems seems to be to use the autoclave-
series analogy for the entrance section of the tube and thus estimate 
the concentration and temperature for some cross section where the 
velocity profile may be considered as fully developed* 
Description of Equipment 
General Plan,--The reaction used in this investigation was the saponi-
fication of methyl acetate with sodium hydroxide. A flow diagram of 
the apparatus is shown in Figure 1. The reactants, aqueous sodium 
hydroxide and methanolic methyl acetate, were pumped by small centrifu-
gal pumps from drums to the reactor area via calibrated rotameters. 
The water used as diluent in the reaction mixture was taken from a 
constant head tank, supplied from the water main through a float valve0 
This water was pumped through a 50-micron filter and a calibrated rota-
meter and then was split into two streams, approximately equal in sizea 
The concentrated reactants were mixed with these two water streams and 
the diluted reactant streams then entered the mixing section at the 
bottom of the reactor0 The resulting reacting mixture flowed vertically 
through the reactor to the top, then the partially reacted mixture 
flowed by gravity down a waste pipe into a weighing drum on portable 
scales and thence to the sewer. 
The main piece of equipment was a vertical, jacketed, tubular 
reactor divided into five jacketed sections0 The jackets of the 
lowest section and the second section, that is, the mixing and pro-
file development sections, were supplied with circulating cold water 
from the constant head tank« The jackets of the remaining three 
jacketed sections were connected in parallel to a circulating hot water 
120 
system,, When this system was used, the water was heated by steam in 
a small shell-a.nd-tube heat exchangers The temperature of the water 
leaving the exchanger was held constant by a self-actuating temperature 
controller,, 
Three two-inch sections of the reactor were fitted with probes 
for measuring impact pressure and temperature and for withdrawing samples 
Each sample line was designed so that it could be refrigerated with cold 
acetone, if desiredo It was also possible, when desired, to connect a 
sample receiving flask to a regulated vacuum system. Impact and static 
pressures were transmitted to a manometer at the first level by means 
of copper tubing0 The voltages of the fifteen thermocouples in the 
reactor assembly were transmitted by wire to a potentiometer located 
at the first level, 
Reactoro--The arrangement of the reactor is shown in Figure 1. It 
was nineteen feet tall and consisted of five jacketed sections, three 
test sections, each two Inches high, and one unjacketed end section 
2-1/2 feet in height. The jacketed sections were one, four, four, 
three, and four feet in height, respectively (in order from bottom to 
top)o The reactor was made from one-inch, schedule-80 pipe and jackets 
from two-inch, schedule-40 pipe» The reactor tube and flanges were 
type-304 s+ainless steel, the jackets were aluminum, and the overflow 
box at the top of the reactor was made of plywood painted with two 
coats of epoxy resin0 Other materials used in the construction of the 
reactor were various epoxy resins reinforced with glass fabric or 
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connections, stainless-steel and nickel-alloy tubing for the impact-
pressure and sample probes, and Buna-N rubber 0 rings for the seals 
between the flanges of the reactor sections and for the probe shaft 
seals in the test sections« 
The interior surface of the reactor tube was rough when received 
and somewhat deformed from the shape of a true cylinder,, There was an 
eccentricity in the shape of the cross section, such that the axis of 
the eccentricity described a spiral about the axis of the tube, Most 
of the roughness and a large part of the eccentricity were removed by 
repeated honing with a piston-pin hone0 The diameter before honing was 
0o95o ± 0.006 inch, After honing, it was 0,960 ± 0.003 inch. Pressure-
drop measurements after honing gave friction factors which corresponded 
to a relative roughness, e/r , of approximately Oo000650 
The flanges for the reactor sections were four inches in dia-
meter and 1/4 inch thicku Shoulders were turned on the ends of each 
of the reactor sections; the flanges were forced onto these shoulders 
and bonded to the tube sections with an aluminum-filled epoxy resin, 
reinforced with several, layers of glass fabric0 Each flange was then 
faced on a lathe, and a groove for a 0 ring two inches in diameter 
was cut in the face of each of the top flanges.. Reactor sections were 
joined by bolting together the adjacent flanges. When the sections 
were joined, the 0 ring was compressed to form a seal at the flanged 
joint. The use of an 0 ring seal instead of a conventional gasket 
permitted the flanges to be brought together more closely, that is, 
with a smaller crack at. the inner surface of the tube., Adjacent 
sections were alined by visual and tactile inspection; then holes 
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were drilled and reamed in the joining flanges, which were pinned to 
maintain the alinement„ 
The aluminum pipe for the jackets was first cut into sections 
to fit the flanged sections of the reactor tube0 Then each of the 
sections of aluminum pipe was sawed lengthwise into halves and fitted 
to its corresponding reactor section„ One of the halves was drilled 
and tapped, to permit two one-inch pipe nipples to be attached at the 
top and bottom of the jackets The jacket halves were attached to the 
tube flanges by epoxy resin., reinforced with glass fabric, and the 
slits in the jacket sides were sealed with resin-fabric laminate. 
The jackets were tested at an air pressure of eight pounds per square 
inch, and all leaks were sealed before the jackets were placed in 
service, 
The first, short section of the reactor was used to mix the 
reactant streams0 Four off-center holes, two for each reactant stream, 
were milled in the tube wall of this section so that the entering 
streams would create a swirling flow pattern„ Copper tubing connec-
tions, 3/8 inch in diameter, were inserted in the holes and joined to 
the tube wall with epoxy resin. In order to remove the swirling flow 
pattern, a set of straightening vanes, four inches long, was made from 
four interlocking rectangles of sheet iron0 The vanes were fitted 
together, ground down to fit the reactor tube, bonded together with 
resin, and finally coated with resin to prevent corrosion, This set 
of vanes fitted in the reactor tube very tightly, but to be sure that 
the vanes did not fall and interfere with the mixing action in the 
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bottom portion of this section, a thin brass ring was bonded to the 
inside of the tube wall, four inches from the top of the section0 
Test Sections.--Each of the reactor test sections consisted of a short 
spool of pipe, two probe assemblies, and traversing mechanisms for the 
probes a These test sections were at levels of five, ten, and eighteen 
feet above ground levels A photograph of one of these sections is shown 
in Figure 3. Each section was two inches tall, and the flanges were 
attached to the ends as described above0 One inch above the face of 
the bottom flange, two holes were drilled in the tube wall, normal to 
it and so that their common center line coincided with a diameter of 
the reactor section. Seals that permitted the probe shafts to be 
moved back and forth through the wall of the reactor were positioned 
in these holes and bonded to the reactor tube with epoxy resin. Grooves 
were cut in the inner surface of the reactor wall between these holes 
and the bottom flange face. The grooves were square and sufficiently 
wide and deep so that the probes could be retracted into them. 
The probes were attached to shafts of nickel-alloy tubing, each 
of which had an outside diameter of l/8 inch, a wall thickness of 
0,010 inch and a length of 2-3/4 incheso An impact-pressure probe 
consisted simply of a one-inch length of 20-gage, stainless-steel, 
hypodermic-needle tubing, the end of which was rounded to approximate 
the surface of a spherical sector. This was attached to its shaft in 
the following manner0 The end of the shaft was plugged with epoxy 
resin, reinforced with glass fibers0 A 0.035-inch hole was drilled 
through the plug along the axis of the shaft and another hole for the 
(3) 
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Figure h-. Front View of Manometer. 
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probe was drilled near the end of the shaft, normal to the axis of the 
shaft and intersecting the first hole0 When the impact-pressure probe 
was inserted into the shaft, it was mechanically supported by the plug 
of epoxy resin inside., Additional resin was used to seal the probe to 
the shaft and to fill the hole at the end of the shaft „ This method 
permitted a relatively strong joint between the stainless-steel probe 
and the nickel-alloy tubing to be made with epoxy resin. 
The sampling probes, which also contained thermocouple junctions, 
were more complicated than the impact-pressure probes0 The probe assembl 
was designed to permit the sample stream to be cooled as soon as it 
entered the probe shaft„ Unfortunately, after a few hours of operation, 
the coolant passages in the probe shaft became plugged with rust and 
dirt from the coolant circulation system so that this feature of the 
apparatus could not be usedo The details of a sampling-probe assembly 
are shown in Figure 2. The probe itself was made from two pieces of 
nickel-alloy tubing which had outside diameters of 0.062 inch and 0.100 
inch, respectively, and had wall thicknesses of 0*010 inch. The larger 
tube was the probe tip and contained a thermocouple junction, the wires 
of which passed between the two tubes where they were bonded together,, 
Each of these probes was attached to its shaft in a manner similar to 
that used for the impact-pressure probes except that a brass support 
plug was used in one instance,, The shaft of a sampling probe contained 
three passages, one for the sample stream and one each for the coolant 
stream flowing in and out„ In addition, the wires from the thermo-
couple junction were run through the passage for the outgoing coolant0 
Each probe shaft was attached to a connection block machined from a 
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cast block of epoxy resin. Short connections of metal tubing for the 
coolant and sample streams were bonded to one side of the connection 
block, and a thermocouple junction was inserted in the sample stream 
at the end of the block, 
The connection blocks for the sampling probes and the impact-
pressure probes were attached themselves to probe carriages. These were 
simply rectangles formed from short pieces of steel-bar stock bonded 
together with epoxy resin and had two bearing balls, 1/8 inch in diam-
eter, bonded with resin to the outside of each of the short sides of 
the rectangle. These bearing balls enabled the probe carriage to slide 
in guides consisting of two lengths of square, steel-bar stock, each 
of which had a V groove cut lengthwise in the middle of one side. The 
guides were clamped to the bottom flange of the test section, and the 
ends of the guides on either side of the test section were bolted to 
pieces of angle iron which served as micrometer head supports and helped 
to hold the guides parallel to one another. Micrometer heads graduated 
in thousandths of an inch were bonded to the outside of the micrometer 
head supports° Each of the supports had a hole for the micrometer 
spindle which contacted a bearing ball bonded onto the rear side of the 
probe carriage. Since a probe, probe shaft, connection block, and 
probe carriage were rigidly connected, the displacement of a probe in 
the reactor could be determined by measuring the displacement of its 
probe carriage with a micrometer. Before the test sections were in-
stalled, micrometer readings were recorded for each probe when fully 
retracted and when centered at the radius of the tube wall. These 
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readings enabled the positions of the probes to be determined relative 
to the tube wallc 
The static pressure corresponding to the impact pressure at a 
given test section was not measured at the test section but at holes in 
the reactor wall located one inch upstream from the tip of the impact-
pressure probe, that is, one inch below the corresponding test section„ 
Two holes, 1/32 inch in diameter, were drilled on a diameter of the 
reactor cross section. Copper tubes were connected to these holes at 
the reactor wall, passed through holes in the jacket wall, and joined 
together outside the reactorc 
Manometerc--Small differential pressures were measured in a liquid 
under relatively large static pressureo The manometer used for these 
measurements was especially designed for this situation <, The charac-
teristics desired were freedom from capillary effects, accuracy, rapid-
ity of response, minimum fluid displacement in the pressure transmission 
lines, a large range, and a minimum costo 
The use of impact pressure measurements for the determination 
of local velocities in a flowing fluid has led to the design of many 
sensitive manometers,, For a description of some of the better known 
designs, the reader is referred to the books of Ower (147) and Prandtl 
and Tietjens (l48)0 After a number of different models were built, 
tested and found to be unsatisfactory, a manometer was built that was 
similar, in principle, to those of Chattock (l49) and Douglas (150), 
except that it was completely liquid filled, including the transmission 
lineso This manometer, as it was used, was sensitive to ± 000002 inch 
130 
of water under favorable conditions, that is, steady pressure differ-
ences and short transmission lines. The sensitivity of the manometer 
could have been improved upon easily, but this was not warranted since 
fluctuations in the observed impact pressure would not have allowed any 
improvement in accuracy. The range of the manometer as used was about 
3.2 inches of water; this could have been increased through the use of 
a longer scale having sufficient accuracy. 
The manometer was essentially an inverted U tube, the legs of 
which were connected to the pressure transmission lines. A photograph 
of this instrument is shown in Figure 4. The manometer consisted of 
two glass reservoirs; a connection between them that was made from glass 
tubing and swivelling, ball-and-socket joints; a height gage; and a micro-
scope. The left-hand reservoir, the microscope and the height gage were 
fixed to a steel plate, l/2 inch thick. The right-hand reservoir was 
carried by the movable part of the height gage and so could be moved in 
the vertical direction„ The connecting pieces of glass tubing and the 
top portions of both reservoirs were filled with kerosene; the bottom 
portions of the reservoirs and the transmission lines connected to 
the latter were filled with water,, In the left reservoir, a bubble of 
kerosene projected into the water layer. When the manometer was bal-
anced, the right reservoir was positioned so that the bottom of the bub-
ble in the left reservoir would appear in the cross hairs of the micro-
scope. The ratio of the cross sectional area of the right reservoir to 
that of the bubble tube in the left reservoir was 13o The microscope 
used to view this bubble had a magnification ratio of about 22„5. The 
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height gage had an 18 inch scale and could be read to OoOOl inch by 
means of a Vernier scale. The density of the kerosene was measured 
pycnometrically, and the difference in the densities of the kerosene 
and water was 0.1829 gram per cubic centimeter at 2108°C and 0»1872 
gram per cubic centimeter at 31,4°C, 
One unusual problem encountered with this manometer was the need 
for a kerosene-insoluble "grease" to lubricate and seal the ball-and-
socket joints• The following formula was found to be satisfactory: 
Anhydrous, glycerol 20 grams 
"Carbowax 4000" 10 grams 
(polyoxyetheylene glycol) 
Triethylene glycol 2 grams 
Soluble starch 5 grams 
(made by heating starch 
and glycerine) 
Triethylene glycol and "Carbowax" were added to the glycerol and heated 
until the "Carbowax" was completely melted„ The powdered soluble starch 
was then added and dispersed and the resulting mixture heated to 140°C. 
The mixture was then cooled with constant stirring„ A similar formula, 
without any soluble starch, was used as "grease" in the stop-cocks ex-
posed to kerosenec 
Sampling Apparatus°--The apparatus used to take samples from the reac-
tor was designed to minimize the increase in the extent of reaction in 
the sample stream.. This was done in two ways, by reducing the mean 
residence time of the sample stream in the sampling line and by cooling 
the sample stream. The samples were withdrawn through a sampling line 
that consisted of lengths of nickel alloy tubing joined by silicone 
rubber tubing„ The line was connected to one arm of a three-way stop-
cock. Of the two remaining arms of the stopcock, the upper one was 
connected by silicone rubber tubing to a burette- The lower arm of 
this stopcock extended about an inch into the receiving flask, and the 
sample stream fell directly from the tip of this lower arm into the 
dilute acid solution in the flasks Samples were sometimes withdrawn 
from the reactor under reduced pressure; in these circumstances, fil-
tering flasks were used to receive the samples, and both the flasks and 
the burette were connected to a vacuum line„ 
Obviously, if the volumetric flow rate of the sample stream 
exceeded the local flow rate in the reactor at the location of the 
sample probe, fluid would be drawn into the probe tip from the region 
surrounding the probe* This condition would introduce uncertainty into 
the determination of the local average concentration and temperature. 
To avoid uncertainty from this source, the sample flow rate at the 
probe tip must be made less than that flow rate which would be inter-
cepted by the area of the probe tip if the flow were undisturbede 
Thus, for a given tip size and local flow rate, the sampling rate must 
be less than some maximum value,, However, the mean residence time in 
the sample tube is not entirely controlled by the sampling rate at 
the probe tip. If the cross-sectional area of the tube connecting 
the probe tip with the sample receiving flask is less than the area 
of the tip, the mean residence time will be less than if they had the 
same area. It is advantageous to have a small-diameter sampling line, 
133 
but here again there is a limitation. For a given probe size the 
lower limit of the size of the sampling line, and thus of the mean 
residence time, will be controlled by the length of tubing, the pres-
sure difference available for forcing the sample to flow from the 
reactor, and the maximum of the desired sample flow rates ° The avail-
able pressure difference was comprised of the static pressure of the 
fluid column in the reactor, the difference between atmospheric pres-
sure and that of a regulated vacuum system, and the impact pressure 
of the fluid. For the removal of samples from the top test section, 
where the static pressure was relatively small, vacuum was always 
used. The use of vacuum for sampling at the other two test sections 
depended on whether it was needed to obtain the desired sample flow 
rate» 
A sampling-probe tip had a circular cross section with an 
inside diameter of 0,080 inch„ The inside diameter of the connecting 
line was 0.042 inch. The silicone rubber tubing used in the line was 
cast from Dow Corning "Dilastic RTV o21" and had an outside diameter 
of l/4 inch, A silicone rubber adapter which fitted the glass capil-
lary tubing of the stopcock was made together with a piece of rubber 
tubing as a unit, 
Cooling of the sample stream was supposed to be accomplished 
partly inside the probe shaft and partly in a sample cooler placed in 
the sampling line0 As mentioned above, the coolant passages in the 
probe shaft quickly became plugged with rust and dirt, so that all of 
the cooling was done by the sample cooler. This device was a miniature 
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double tube heat exchanger, the inner tube of which was a five-inch 
length of the nickel-alloy tubing used in the sample line and the 
outer tube a piece of glass tubing 3/4 inch in diameter. Cold acetone 
at temperatures from - 18°C to - 12°C circulated through the outer 
tube. 
Control of the sample flow rate was accomplished by adjusting 
a pinch clamp on one of the silicone rubber sections of the sample lineo 
Measurement of the sample flow rate was done in two wayso In one, the 
flow rate was measured by timing the rising level in the burette con-
nected to the three-way stopcock. In the other method, the flow rate 
was obtained by measuring sample weights and sample times. 
Temperature Measuring Apparatus.--All temperature measurements were 
made with soft-soldered, copper-Constantan, thermocouple junctions-
These thermocouples were individually calibrated before use against 
an accurate thermometer graduated in divisions of Ool°C„ The differ-
ences between the potentials of the fifteen thermocouples at the same 
temperature were less than 0,01 millivolt at calibration temperatures 
from o°C to 60°C, These differences in potential appeared to be caused 
mainly by variations in the temperature of the thermostatt.ing bath dur-
ing calibration. Since the differences between the thermocouples were 
so small, the potentials at each calibration temperature were averaged 
to give a mean calibration curve, which was used for all of the couples •> 
The calibrations and the subsequent measurements of temperature during 
the investigation weie made with a Leeds and Northrup Portable Pre-
cision Potentiometer having an accuracy of ± 0.01 millivolt-
Miscellaneous Equipment.--During the tests in which heat was to be 
transferred to the reactor tube, hot water was circulated through the 
jackets of the third, fourth, and fifth reactor sections connected in 
parallel. The hot water system consisted of a 25-gallon-per-minute 
centrifugal pump; a four-pass, steam-heated, shell-and-tube heat ex-
changer for heating the water; a Fulton "Sylphon" self-actuating tem-
perature regulator for controlling the water temperature; and connect-
ing pipe- The jacket fluid temperatures were measured by means of ther-
mocouple junctions placed in the inlet and outlet of each jacketo 
A Podbielniak "Flokold" coolant supply was used to furnish cold 
acetone to the sample coolers, and a mechanical vacuum pump was used to 
obtain the reduced pressure in the vacuum system* The pressure in this 
system was held steady at an absolute pressure of about ten inches of 
mercury by a Conoflow vacuum regulator. 
Non-Metallic Materials.--Epoxy resins of various types were used ex-
tensively in constructing the equipment used in this investigation. 
The characteristics which make these resins useful for such service 
are resistance to corrosion and solvent attack, a high ratio of strength 
to weight, relatively high working temperatures for certain resin-
hardener combinations, and good adhesion to metals. Not only were 
these resins used for metal-to-metal bonds, but also small parts were 
made from them by casting or by casting and machining. 
Several comments can be made on the basis of the experience with 
epoxy resins in this work. First of all, the substitution of small 
parts of epoxy resin for small metal parts is not advantageous unless 
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there are many such parts to be made or unless the machining or forming 
operations are difficult to perform, either due to the properties of 
the metal or to the peculiarities of the desired shape. The time con-
sumed in pattern and mold preparation and curing the resin can be sub-
stantially more than machining time for equivalent metal parts. If it 
should be desirable to cast small parts using epoxy resin, some time and 
effort may be saved by making molds from a silicone rubber that vulcan-
izes at room temperature. Epcxy resins proved to be very useful in bond-
ing various surfaces together; but if the joint design is poor, or if the 
surface preparation is not carefully done, the results will be poor. The 
resins or resin-hardener systems used in this work are listed in Table 4. 
Table 4. Epoxy Resins Used in Construction of Equipment 
T, Name of Resin .. r , Item , .. , Manufacturer 
and Hardener  
1 Resiweld 105 H. B. Fuller Company 
2 Resiweld 600 H. B. Fuller Company 
3 617C The Marblette Corporation 
4 Epon 825* Shell Chemical Company 
5 Bakelite ERL 2795* Union Carbide Plastics Company 
*These were used with the following hardeners: diethylene tri-
amine, Bakelite ZZL0814, meta-phenylene diamine,, 
Reactants 
The reactants used in this investigation were sodium hydroxide, 
purchased as a 50 weight per cent aqueous solution, and methyl acetate, 
purchased as a 50 to 58 per cent solution in methanol. A typical analy-
sis of the latter was as follows: 
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Ester content as methyl acetate 56o4 per cent by weight 
Acidity as acetic acid 0.027 per cent by weight 
Specific gravity at 76°F 0.867 
In addition, a gas chromatographic analysis was made to detect the 
presence of constituents other than methanol and methyl acetate. No 
other compoenets were found with concentrations larger than about 0.5 
per cent. 
Procedure 
General Description.--Five kinds of tests were made using the reactor 
tube. First of all, Isothermal flow tests aere performed to obtain 
velocity and friction factor data» Then, temperature and velocity pro-
files were determined for heat transfer testso Temperature and concen-
tration data were obtained in chemical reaction tests performed with very 
small rates of heat transfer0 There was no circulation of water through 
the reactor jackets and the temperature of the water in the jackets was 
the same as that of the ambient ai.r» The term "pseudo-adiabatic" has 
been applied to these tests because the reactor tube was not actually 
insulated while they were being performed. Temperature and concentra-
tion data were also obtained in chemical reaction tests performed with 
appreciable rates of heat transfer., Finally, velocity data were obtained 
in a pseudo-adiabatic chemical reaction teste 
Isothermal Velocity Profiles0--The procedure for measuring isothermal 
velocity profiles was quite simple0 The constant-head tank was emptied 
and refilled before each test so that the temperature of the water pumped 
to the tube at the start of the test would be substantially the same as 
the temperature of the water in the main a The transmission lines for 
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conducting impact and static pressures to the manometer were filled with 
watero This had to be done very carefully so as to exclude air bubbles 
from the transmission lines» The volumetric flow rate was measured 
several times during a test by measuring the time required to collect 
a given mass of effluent in a weighing drum on portable scales» In 
addition, the flow rate was indicated by a rotameter, which was read 
at frequent intervals to insure that the flow rate remained constant, 
For the purpose of taking zero readings of the manometer, the impact-
pressure probe was retracted into the wall of the reactor tube and the 
flow of water was shut off* The manometer was usually zeroed at half 
hour or 45 minute intervals. After the manometer was first zeroed, the 
impact-pressure probe was positioned by means of the micrometer head of 
the probe traversing mechanism; and manometer readings were taken for 
all of the required positions. The air temperature around the manometer 
was measured to determine the density difference of the manometer fluids; 
this density difference was used to convert the manometer readings to 
values of impact pressure. In A/iew of the difference in the location 
of the static hole and the impact-pressure probe belonging to the same 
test section, the measured impact pressure had to be corrected for the 
frictional pressure drop between the twoc 
Friction factor tests were conducted similarly to the isothermal 
velocity profile tests. The only differences were that the transmission 
lines connected to the manometer came from static pressure holes at two 
different test sections, 
Temperature and Velocity Profiles for Flow with Heat Transfer„--Few 
complications were introduced into the procedure used in the isothermal 
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velocity profile tests for the tests with combined flow and heat 
transfer. In order to insure steady state conditions hot water was 
circulated through the reactor jackets for at least an hour before 
the profile determinations were begun. To obtain zero readings of the 
manometer by stopping the flow would have disturbed the steady state, 
so the manometer reading taken at the center line of the reactor was 
used as a reference, The zero reading, h , was found by trial from 
the relations 
2 i s u s ds 
o 
1, u = 
.2 g(Ap)M (h„ - h., )ni 
• ^ ^ M M Mo n<i 
(118) 
where (̂ p)u is "the difference between the densities of the manometer 
fluids, h is the height gage reading, and g is the acceleration 
due to gravity0 
Successive values of hM were assumed, permitting points of u(sj 
to be plotted versus sn Smooth curves were drawn on the basis of these 
points, and the areas under the curves were integrated by means of Simp-
son's rule a 
The temperature and impact-pressure measurements for a given 
test section were not obtained simultaneously<. Ordinarily, the impact-
pressure measurements were made first. When the temperature measurements 
were being made, a small flow rate, usually five to ten milliliters per 
minute, was set in the sampling line containing the thermocouple junction 
Temperature, Concentration and Velocity Profiles for Flow with Chemical 
Reaction.--A number of additional complications were introduced into the 
procedure when tests were made with chemical reaction„ Two persons were 
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required to operate the equipment for these tests, and the presence of 
a third would have been helpfulo 
The first step in these tests was the preparation of sodium 
hydroxide solution. The 50 per cent sodium hydroxide was always 
diluted to 30 per cent or less, because the more concentrated solution 
has a substantial heat of dilution and would have caused a warmer reac-
tion mixture in the mixing and profile development sections and thus a 
greater extent of the reaction at the first test section. 
The second step was the preparation of sample receiving flasks 
for all the samples to be taken during the test. Each sample of the 
reaction mixture was taken in an Erlenmeyer flask containing a known 
amount of dilute hydrochloric acid and phenolphthalein indicator* The 
dilute acid stopped the reaction of methyl acetate for all practical 
purposes, since the rate coefficient for acid hydrolysis of methyl 
acetate is about 10 times the rate coefficient for saponification 
at the same temperature (l5l). The flask was weighed before and after 
sampling on a torsion balance which could be read ±0.1 gram, and the 
weight of sample was determined by difference. The amount of sample 
taken was usually regulated to make the resulting mixture in the re-
ceiving flask very nearly neutral, but still acidic, in order to mini-
mize the reaction of methyl acetate during the time that the flask 
stood before titration. The concentration of sodium hydroxide in the 
sample, as received in the flask, was determined by a back-titration 
with standard base0 
After the sample flasks were prepared, the flow of water to the 
reactor was begun„ As soon as the temperature of the water entering 
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the reactor came within 0.2°C of the temperature of the water issuing 
from the main, the flow of sodium hydroxide solution to the reactor 
was started. The flow rate of caustic was indicated by a calibrated 
rotameter and adjusted to give approximately the desired entrance con-
centration. The total flow rate of caustic solution and water was 
found by measuring the time required to collect a given weight of 
effluent,, After ten minutes of caustic flow two samples were taken 
from the reactor via the sample probe and analyzed for sodium hydrox-
ide content. Then the methyl acetate flow was begun, and the flow rate 
of effluent was redetermined. The caustic concentration in the enter-
ing reaction mixture could be calculated from these initial samples 
and flow rates with and without methyl acetate. The sampling flow 
rate was adjusted so that the volumetric flow rate was less than 80 
per cent of the volumetric flow rate of that portion of the stream 
intercepted by the cross-sectional area of the probe tip. 
After the methyl acetate had been flowing for about ten minutes, 
the sampling flow rate was measured and samples were taken at several 
positions of the sample probe. Potentiometer readings were made while 
the samples were being taken from the reactor. In addition, some 
readings were made after the samples were taken, usually with a lower 
flow rate in the sample probe. 
The sample flasks were weighed and titrated as rapidly as possible 
after the samples were removed from the reactor <, The time required to 
finish the analysis of a sample after it was taken was never more than 
about 20 minutes and usually around 10 minutes. Due to the dilution of 
the samples and the slight acidity of the contents of the sample flasks, 
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the errors caused by the time that the flasks were allowed to stand 
were less than 0.5 per cent of the true value. 
In order to reduce the consumption of reactants, the flows of 
the reactants were shut off while samples were being analyzed. Then 
the reactant flows were re-started through the same procedure used 
initially. 
Since the reaction proceeded as the sample traversed the length 
of the sampling line, the measured concentration of sodium hydroxide 
wass less than the concentration of the sample as it was drawn into the 
probe tip. This change in concentration was sufficiently large for it 
to be worth while to make a correction to the measured concentrations 
and thus estimate the true concentrations of the samples in the reactor. 
An approximate correction was made by using an average residence time 
and an average rate coefficient in the rate equations as integrated for 
a batch or plug-flow reactor: 
^ - i - At (u9a) 
s s R s 
c 1 + 6 Lt 
- ~ i - a t ' W s < < 1 (ll9b) 
s s R s 
Equation 119a is for equimolar reactants. In equation 119b C is 
the concentration of the limiting reactant, while 5 is the difference 
s 
between the concentrations of the two reactants. Such a correction is 
inexact, but it is clear from the publications of Cleland and Wilhelm 
(98) and of Horn and Kuechler (80) that the error in such 
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corrections would be an order of magnitude smaller than the corrections 
themselves. 
The measurement of t , the apparent residence time in the sample 
line, and the choice of a temperature for the evaluation os kR in equa-
tions 119 remain to be explained. A somewhat arbitrary procedure was used, 
The value of kD was taken as that corresponding to the temperature meas-
ured by the thermocouple junction in the probe tip. The apparent resi-
dence time, t , was obtained from 
s 
V 
t - -* 
S V 
s 
where v is the volumetric flow rate in the sampling line and V is 
s r s 
the apparent volume of the sampling line, which is assumed to be a con-
stant for a given flow rate and temperature of coolant circulating through 
the sample cooler,. Two or more samples were withdrawn for the same posi-
tion, but with different sampling flow rates. Then V and C, the 
true sample concentration in the reactor were calculated from 
i i v , 
r = z + k n t (121) 
s s 
A special test, number 6A, confirmed experimentally the linear rela-
tionship between 1/C and l/v as shown in this equation. The appar-
s s 
ent volume of the sample line was 0.78 milliliter without cooling. An 
a. priori calculation, which neglected the drops and undispersed sample 
in the receiving flask, gave a volume of 0.53 milliliter. In the tests 
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with the more concentrated reaction mixture, the apparent residence 
time in the sampling line was about 0.3 seconds, 
Interpretation of Experimental Data Near the Reactor Tube Wall„-- The 
measured impact pressures, temperatures, and concentrations are not 
really the time-average local values of these quantities that are de-
sired, but represent some sort of averages over the volume of flow 
intercepted by the cross-sectional area of the respective probe tips-
For this reason, in the presence of gradients of the measured quanti-
ties, an experimental value of one of the quantities may not be taken 
to be merely a true, time-averaged, local value at the center line of 
the probe. One would like to know the displacement from the tube wall 
where the time-averaged local value equals the value found by experi-
ment. Such a displacement will be'called a virtual displacement of a 
probe* 
Young and Maas (152) measured the difference, 5 , between 
the virtual displacement, y , of an impact-pressure probe and the 
displacement, y , of its center line in a transverse, impact-pressure 
gradiento They found that " „ „ „ for a range of (s/P.) (dP. / dr\) from 
about Ool to lo2, the ratio of 5 /s is sensibly constant and Inde-
pendent of S , P., and dP./dT]/' Here, S and S are internal 
and external probe diameters, respectively, P. is impact pressure, and 
r\ is displacement transverse to the direction of flow,, Young and Maas 
found the ratio of 5 / S to be given by 
5 / S -• 0*131 + 0.082 S / S (122) 
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under the conditions of their experiments. Equation 122 gives 
b '•=• 0.007 inch for this investigation. 
v 3 
More recent measurements of 5 were made by Macmillan (19, 
v 
153). He considers the effect of the viscosity of the fluid and the 
effects due to the presence of a solid boundary. Unfortunately, his 
corrections must be extrapolated beyond the range of his experiments to 
be applied to the small values of displacement in this thesis<> However, 
the combination of his corrections for both effects, extrapolated where 
necessary, appears to give about the same values of 5 as that ob-
tained from equation 122. 
Deissler (154) determined the position of a Pitot tube relative 
to a pipe wall by extrapolating experimental velocity curves to zero. 
This is equivalent to a determination of 6 if the true displacement 
^ v r 
of the tube center line from the pipe wall is known. Values of 5 
v 
determined by this method were within a range of 0.006 to 0.009 inch. 
The displacement corrections were assumed to decrease for impact-
pressure gradients below the range of the data of Young and Maas. This 
assumption may not be correct, but the resulting error relative to the 
displacement, y , is small in any event. The virtual displacement 
for the impact-pressure probes used in this investigation is given by 
y = y + &v, (s/p.)(dP./dy) > 0.1 
1V O V7 v ' i ' N 1' 11 — 
and (123) 
y = y + 6 r/r , 0.1 > (s/P .) (dP. / dy) > 0 
' M ' 0 V C ^ / ±' ^ ±/ J ' — 
where r is the location of the probe center line when (s/P.)(dP. / dy) 
c 1 1 
= 0.1. 
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The displacement corrections described above were for impact-
pressure probes only. In addition, some simple estimates of the cor-
rection for the displacement of a sampling probe were made0 The exper-
imental temperatures and concentrations were assumed to be given by 
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147 
and for y > r 
o ~ p 
v2 -f r2 / 4 
y - — ^ = v + r 2 / 4 y u (127) 
7 v y ' o p o 
For the probes t h a t were used, r -~= 0,>040 inch and y ~ 0o024 inch r P v 
or v / r - 0.049 at y - 0 . 
*V' W ' 0 
Estimation of Wall Temperatures,--The wall temperatures at the test 
sections were estimated for the tests made with heat transferu First, 
the heat transfer coefficients were calculated for the fluid inside 
the reactor and for the fluid in the jackets by a formula obtained 
from McAdams (l55), 
"T~ • 0.023(NDJ"
2/3 (N DJ:
0' 2 (jiu/u-)0"14 (128) 
Z.G ^ Pr'b ' Re'b rb ; rw 
b m 
where h_T is the heat transfer coefficient, G is the mass flow TL m 
rate, and the subscripts b and w refer to properties evaluated at 
the bulk and wall temperatures, respectively0 A value of 9„4 BTU/(hr„) 
(spo f t „) (deg„ F) was used for the conductivity of stainless steel 
(l56)o From this and the transfer coefficient, relative resistances 
of the reactor wall and of the fluid on either side were calculated,, 
Then, assuming that the ratio of one relative resistance to the sum of 
the relative resistances equals the ratio of the corresponding tempera-
ture difference to the total difference in the bulk temperatures of the 
fluids, the temperature of the reaction mixture at the wall was 
estimated, 
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Experimental Conditions •> --A summary of the conditions in ail of the 
tests made for the experimental part of this investigation is shown in 
Table 5„ Note that computer simulations were not carried out for every 
test shown. Calculations corresponding to the heat transfer test identi-
fied by HT2 were omitted because this was almost a duplication of HT1„ 
Instead, two of Sleicher's experimental heat transfer runs were simu-
lated,, The calculations for reaction tests R3H, R4A, and R4H 
were omitted because the low concentrations in these cases made them 
considerably less interesting than the tests at greater concentrations „ 
Experimental Determination of Physical Data0--The effects of changes 
in temperature and extent of reaction on some of the physical proper-
ties of the experimental reaction mixtures were determined,, Solutions 
were prepared corresponding to the initial and final compositions of 
equimolar reaction mixtures having approximate molarities of 1,0, 2,0, 
and 3„0. Since the compositions of actual reaction mixtures could not 
be held constant, the solutions corresponding to the initial compositions 
of these reaction mixtures were made by substituting an equal number of 
moles of methanol for methyl acetateD Since the methyl acetate was 
assumed to be in a 50 weight per cent methanol solution, the simulated 
initial reaction mixtures had molarities with respect to methanol which 
were about 303 times those with respect to sodium hydroxide. The actual 
compositions of imitation reaction mixtures are given in Table 6„ 
h i 3 „ Or ons 
I d e n t i f i e r Fee^ u, 
of Tes t Iemp, ,°C cm ./$ec 
20 .7 
2 0 . 7 5 
2 0 , 6 5 
4 3 , 0 
43=0 
4 7 , 2 
26o l 
2 5 . 1 
51 ,7 
2 3 . 3 
46 c 6 
4 6 , 6 
35 ,4 







HT1 15 .2 
HT2 14 ,0 
HT3 9 .0 
R.3HT 15 .1 
R4A 14c 5 
R4H 14 ,5 




R7A 2 2 . 1 
H7B 19.9 
R8 15 ,5 
5 5 , 0 
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v.1 d. M 
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5 0 . 5 
5 0 , 5 
5 1 , 5 
2 
5 0 , 5 
5 0 , 5 
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5 1 , 0 
15 .2 
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23-6 
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Concen t r31 i 0 n s , Mq 1 es/LItex__ 

























0 49 3 
0 . 1 6 4 
0 .17 6 
0 , 1 7 6 
0.--119 
0 . 4 ] 9 
0 .459 
0 . 4 5 9 
0 . 6 3 9 
0 , 6 7 2 
0 . 5 79 
C 3 H 6 0 2 
0 . 1 8 1 
0-188 
0 ,188 
0 . 4 7 1 
0 , 4 7 1 
0 .427 
0.42.7 
0 , 5 3 8 
0 .595 
0 , 3 9 4 
"These v a l u e s were measured a1 the f i r s t t e s t s e c t i o n , which is c o n s i d e r e d t h e r e a c t o r i n l e t 
sWater w;s not c i r c u l a t e d through t h e r e a c t o r j a c k e t s du i i r . g t h e s e r u n s . The wate i in t h e 
j a c k e t s war :L the ':erf,pen-a t e r e :•r nee a e . : " o n n c i i n o ..in: 
"I n n H h\; of the equation foi piston-flow reactor using an average temperature. 
•••-
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Table 6„ Compositions of Imitation Reaction Mixtures 
T1 ,.r• Concentrations, Moles per Liter 
Identifier ; : . _ 
of Mixture NaOH CH„C00Na CH..OH 
• j ••> 
LA 0.95 3.31 
2A 1.92 606l 
3A 2o97 9.99 
IB 1.00 3.31 
2B 2o00 6.62 
3B 2o99 9.94 
Viscosities of all solutions were determined at 5.1°C, 30.5°C 
and 51.95°C. Two Cannon-Ostwald-Fenske viscosimeters previously cali-
brated with water were used for these determinations. Specific gravi-
ties of the solutions were measured with hydrometers at the same tem-
peratures as the viscosities« Measurements of values of the thermal 
conductivity of solutions IB and 3B were supplied by Mr« Jo A. 
McAlister (157) of the Micromeritics Branch, Georgia Tech Engineer-
ing Experiment Station, 
CHAPTER V 
RESULTS 
The first part of this chapter deals with the results of experi-
ments, the input data and results of theoretical calculations made for 
the simulation of these experiments, and the sources of data used in 
these calculationso The second part is devoted to deductions concern-
ing approximate chemical similarity that may be made from the mathemat-
ical model used in this thesis and other models - Finally, the results 
of illustrative calculations concerning parametric sensitivity and 
thermal initiation are presented. 
Experimental and Theoretical Results 
The experimental data obtained in the investigation described 
in Chapter IV are presented in this section. Wherever comparable re-
sults were obtained by calculations using the mathematical model of this 
thesis, both the experimental data and the results of calculation are 
presented in the same figure or the same table. The results of the ex-
perimental tests are considered in the following order: flow without 
heat transfer or chemical reaction flowjwith heat transfer, but without 
chemical reaction; flow with chemical reaction and little or no heat 
transfer; and flow with both chemical reaction and heat transfer,, 
Data and Results of Calculation,, --The experimental data for isothermal 
flow have been summarized in two tables and two figures0 Experimental 
values of the Fanning friction factor are presented in Table 7» Experi-
mental values of u/ u are reported in Table 8. These may be com-
' max r 
pared with the correlations of experimental data that are given in Table 
3. The experimentally-determined, temporal-mean velocity distributions 
for Reynolds numbers of 5,000 and 10,000 are presented in Figures 5 and 
6, respectivelyo These data are also tabulated for reference in Appendix 
III, 
Velocity distributions calculated from equation 106b for Reynolds 
numbers of 5,000 and 10,000 are also presented in Figures 5 and 6. Addi-
tional computed velocity distributions for Reynolds numbers of 19,500 
and 39,500 are shown in Figures 7 and 8 along with comparable experimental 
data. The corresponding distributions of eddy diffusivity of momentum 
and Prandtl's mixing length parameter calculated from equations 98, 101, 
and 103 may be found in Figures 9 and 10, respectively. 
Experimental tests concerning flow with heat transfer yielded 
temperature- and velocity-distribution data*. The temperature distribu-
tions obtained in heat transfer tests HT3 and HT1 are presented in 
Figures 11a and lib, respectively,, In addition, the experimental data 
from Sleicher's (l3) runs HTS10 and HTS5 are shown in Figures lie and 
lid, respectively. Experimental velocity-distribution data for flow 
with and without heat transfer at a Reynolds number of about 10,000 are 
presented in Figure 12„ Data of this type were also obtained for flow 
at a Reynolds number of 5,000; but since none of these data are suffi-
ciently precise to determine quantitatively the change in velocity 
distribution, the data for the lower Reynolds number have been omitted. 
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Table 7. Experimental Friction Factor Data 
Re r 
1,640 OoOlO? 
3 , 8 0 0 0o0104 
5 ,900 0 .00927 
8 ,100 0 . 0 0 8 6 4 
10 ,340 0 .00829 
12 ,470 0 . 0 0 7 7 2 
Tab le 8 . E x p e r i m e n t a l Values of u / u 
^ max 
H-e ' max 
4 , 8 0 0 0 . 7 5 3 
4 , 8 8 0 0o764 
10 ,150 0 . 7 8 8 
10 ,420 0o780 
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Figure 9- Bldy Diffusivity Distr ibutions 
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Figure 12. Velocity Distr ibutions for Flow with and without Heat Transfer 
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Velocity data obtained for flow with chemical reaction have been omitted 
for the same reason. 
Computed temperature distributions obtained in simulations of HT1, 
HT3, HTS5, and HTS10 are presented in the same figures as the correspond-
ing experimental data. The input data for these calculations may be 
found in Table 90 The values of thermal conductivity appearing in the 
tabulated values of parameter A and the thermal diffusivity corre-
spond to the arithmetic average of the wall temperature at the inlet and 
outlet of the reactor* The values of viscosity and density in this table 
correspond to the arithmetic average of the bulk temperatures at the 
inlet and outlet of the reactor. The data for the simulation of HTS5 
and HTS10 were taken from Sleicher's thesis and Tribus and Boelter (158). 
The results obtained from pseudo-adiabatic chemical-reaction tests 
R4A, R5A, R6A, R7A, and R8 consist of concentration and temperature dis-
tributions. As expected, the measurements of these tests showed that the 
radial variations of temperature and concentration were negligible through-
out most of the cross sectional area of the reactor tube0 For this rea-
son, the full profiles are not presented, but the averages of the experi-
mental values for the profiles are presented in Table 100 
The computed concentrations and temperatures corresponding to the 
pseudo-adiabatic chemical-reaction tests are also given in Table 10o 
As before?the input data for these calculations may be found in Table 9. 
Table 10 also includes the concentrations calculated by means of the 
equation for a piston-flow reactor0 In these calculations the rate 
coefficient was evaluated at the arithmetic average of the bulk tempera-
tures of the initial and final cross sections. 
Tab le 9 . I n o a t Data for C a l c u l a t i o n s 
I d e n t i f i e r 
Units HTl HT3 HTS5 HTSIQ R5A R5H R6A 
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0o419 0,124 0.066 0.320 0 . 320 0 „ 332 
0.437 0.073 0„094 0 . 320 0.341 0 o 330 
0.538 0.225 0.203 0.212 0.214 0.254 
0.379 0.040 0,112 0 o 324 0.324 0„305 
The experimental data for chemical reaction and heat transfer 
tests R5H, R6H, and R7H consist of concentration and temperature dis-
tributions o These are presented in Figures 13 and 14. 
Computed concentration and temperature distributions correspond-
ing to tests R5H, R6H, and R7H are also shown in Figures 13 and 14. The 
input data for these calculations may be found in Table 9» Values of 
thermal conductivity, viscosity, and density used for these calculations 
were averaged in the same way as for the calculations corresponding to 
the heat transfer tests° 
Sources of Data Used in Calculations.--Experimental heat transfer and 
reaction trials are simulated to allow a comparison of computed and ex-
perimental results. All of the input data shown for these trials in 
Table 9 were obtained in the experimental part of this investigation 
except for the constants in the expression for the reaction rate coef-
ficient, the heat of reaction, the ratios &, / £ and e / e , and 
n' v nrr v 
the quantities Z, D , and h'T . The experimental determination of M ' m Tx r 
viscosities, densities, and thermal conductivities of imitation reac-
tion mixtures is described in Chapter IV, These results are presented 
in Figures 15, 16 and 17-
The kinetic data reported by Reicher (159) and Skrabal and Hugetz 
(l60) are used. More recent data have been obtained by Rylander and 
Tarbell (l6l) and Newling and Hinshelwood (l62)> both using an aqueous 
acetone medium0 These data confirm the activation energy obtained from 
Reicher and Skrabal and Hugetz, but the values for the rate coefficient 
are lower, presumably because of the solvent0 Olsson (163) also re-
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Figure 15- Viscosities of Imitation Reaction Mixtures 
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e 17- Thermal Conductivities of Imitation Reaction Mixtures 
173 
this represented independent experimental data or whether it was calcu-
lated from the data reported by Skrabal and Hugetz and Reicher„ 
The heat of reaction was obtained from the aqueous heats of 
formation of OH", CH3C0Cr, CH30H, and CH3C00 CH3, The values for 
the first three of these were obtained from Circular 500 of the National 
Bureau of Standards (l64)„ The standard heat of formation of methyl 
acetate was estimated by the method of Franklin, described in Reid and 
Shejwood (l65)„ The heat of formation of aqueous methyl acetate was 
obtained from this estimate and an estimate of the heat of solution made 
by the method of Moelwyn-Hughes (166) using the partial pressure data 
of Marshall (l6?)0 The estimated heat of solution appeared to be 
reasonable by comparison with the heats of solution of other methyl 
and ethyl esters reported in the International Critical Tables 0 
The values of eu / e and e / e are obtained from equation H' v m' v M 
lÔ -o The heat capacities and the effect of tempe^uture on the thermal 
conductivities of all reaction mixtures are assumed to be the same as 
those for water at the same tempe.v atures» Since all of the reaction 
mixtures contained at least 85 weight per cent water and included both 
organic and inorganic constituents, the errors introduced by this assump-
tion should be small* An average value of the molecular diffusivity was 
obtained from data given in Reid and Sherwood (l6?)« 
The external heat transfer coefficient, h T , was first estimated 
roughly by equation 128 on the basis of experimental temperatures and 
flow datao The values of h T required to give agreement between exper-
imental temperatures and the temperatures obtained from simulated heat 
transfer runs were determined by trialo The latter values were about 
20 per cent less than the rough estimates obtained from equation 128„ 
This difference can be attrbuted to errors in the experimental values 
of flow-rates, peculiarities in the geometry of the jackets., the 
inexactness of equation 128, and the error caused by the use of finite 
approximations to derivatives in the vicinity of the :v?eacto:v: wall, 
Approximate Chemical Similarity 
The equations of the radial-diffusion model of this thesis can 
be used to deduce conditions for approximate chemical similarity in 
prototype and model reactors. One can also use the equations of an 
axial-diffusion model for this, so that one obtains an interesting 
comparison between the two kinds of mathematical models. 
The conditions of approximate chemical similarity for isothermal 
reactions can be obtained from equation 106b if the functions u(s) and 
D(s) are assumed to be independent of Reynolds number0 Then equation 
106b and its boundary conditions 107a, 107b, and 107c imply that chemi-
cal similarity for a reaction proceeding in two different reactors can 
be obtained by having the same values of ?p, Q , and the boundary 
conditions for both reactors. The*use of these conditions for approxi-
mate chemical similarity in tubular reactors will be ilTust.rat.edo 
Consider an isothermal reaction proceeding in two reactors 
operating under conditions of chemical similarity^ The production 
rates differ by a scale factor, X, that is 
1 w 1 
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The invariance of Q implies that (L/u)1 -- (L/U) = tR, since the 
inlet concentration and density are the same for both cases0 From, the 
invariance of P , equation 129 and the definition of the Reynolds 
number, one gets 




and U ) K L w 2 Re 2 
Re' i X (Lr
2), 1 w 1 
tD(r u ) . R w 1 
(130b) 
These equations and the relationship between D* and N„ permit the 
•• Re 
size and flow rate for one reactor to be calculated from the otheru 
For example, suppose that for the p.rotot ,pe one has the conditions: 
= 2ul2 cm,, 118oO cm./sec 
ND -.: 25,000, L - 1180 cm, Re 
Then if D* is related to ND by equations 98, 101, and 103 and 
R e •  ^ 
X • ' Ool, the conditions of chemical similarity in the model are shown 
in Table 11 under the heading Model 1„ Of course, the changes in the 
distributed parameters u(s) and D(s) resulting from the change in 
the value of the Reynolds number prevent these conditions for chemical 
similarity from being more than an approximation„ 
Conditions for approximate chemical similarity can also be found 
for non-isothermal reactions in adiabatic reactors provided that K* 
and D* are very nearly equal0 This is true for many liquids and 
Table 11. Comparison of Models for Approximate 
Chemical Similarity 
Prototype Model 1 Model 2 Model 3 
r , cm. 2.12 1.01 0.92 0,685 
w 
u, c n u / s e c 118.0 51.5 62.7 113.0 
ND 25,000 5200 5770 7750 
Re ' 
L, cm. 1180,0 515.0 627.0 1130.0 
gases because the contributions of molecular properties to D* and K* 
are either nearly equal or negligible. Then, since the same initial 
composition and temperature of the reaction mixture would be used regard-
less of the scale of the reactor, the invariance of Q1, and the invar-
iance of Q2 both imply that (L/U) = (L/U) 1 •= to Thus, for reactions 
where K* = .D*, ?1 ~ Pg and the conditions for approximate chemical 
similarity are the same for both isothermal and adiabatic operation. 
Relations like equations 130a and 130b might be obtained for non-
adiabatic operation, that is, for a reactor operated with heat transfer. 
However, this possibility is not particularly interesting. The errors 
for s > 0.9 in the assumption that K(s) does not depend on Reynolds 
number are the same as in the adiabatic case, but here thev would have 
a much greater influence on the attainment of thermal and chemical 
similarity because of the larger radially-directed heat flux. 
The conditions for approximate similarity may also be deduced 
from the equations for an axial-diffusion model„ For example, the paper 
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of Fan and Bailie (76) cited in Chapter II implies that the invariance 
of the parameters 
2 kRn ac-)"-* 
N 
uL 
Pe 2 D. 
and N DI (131) 
and the boundary condition, y '•= 1 for z ~ 0 are sufficient conditions 
for chemical similarity* 
Again consider an isothermal reaction proceeding in two reactors 
operating under conditions of chemical similarity. The production rates 
differ by a factor of X as in equation l29o The invariance of NU, 
implies that ( L / U ) 2 ~ (l/u)1 ~ tR„ From Taylor's equation for the 
virtual axial diffusivity, equation 22, and the Blasius friction factor 
equation, it follows that 
-1 - N™ 
v Re 
132, 
This relation, equation 129, definitions 131 and the definition of N 
Re 
y i e l d 
„ / / 1 \ i / 2 5 9/2 5 - a / 2 5 
<rw>2 =
 2'3/5(6j)/ C M L r S ) 1 ]
/ (NRe) (133! 
K 
For the prototype of the above example and X - 0.1, the conditions for 
the model are given in Table 11 under Model 20 
Taylor's equation for virtual axial diffusivity is inac-
curate for low Reynolds numbers, so the conditions for a model may also 
be calculated from the graph of D_ = D_/ (2r u) versus 4f^ ob-
r 1 1 w r 
tained by Tichacek, Barkelew and Baron (58) from experimental velocity 
data., In this case the relationships are 
CrwV2 
<rw> 
2 X ( L r s ) , 
w 1 
r X U r
2 ) * / 3 
r w in 
L4 ND D' Pe T 
(134; 
(134b] 
and T = F l ( 4 f F ) := F 2 ( N R e ) 
(134c 
where F is the graphical relation in Figure 1 of the paper of Ticha-
cek, Barkelew and Baron„ The solution of these three simultaneous equa-
tions by trial for the prototype described above gives as conditions for 
the model the entries in Table 11 under Model 30 
The only conclusion to be drawn from these three sets of condi-
tions for approximate similarity is that they are different. It would be 
interesting to know which set gives conversions at the reactor outlets 
that are most nearly the same for both model and prototype, but such 
information was not obtained in this investigation. 
Illustrative Calculations 
Parametric Sensitivity.--The study by Bilous and Amundson (89) of chemi-
cal reactor stability and sensitivity led them to recognize a phenomenon 
called parametric sensitivity,, This term is used to describe the behav-
ior of the solution to the equations of a piston-flow model of a tubular 
reactor when changes are made in the values of the parameters of the 
equations or the boundary conditions„ In one example, their model shows 
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Figure !::>. Results of Illustrative Calculations - Parametric Sensitivity 
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of a "hot spot" or ignition zone in which the temperature of the reac-
tion mixture increases by 70°C. 
Some calculations were performed to see whether the radial-diffu-
sion model of this thesis is also subject to parametric sensitivity and 
if so, what the effect of distributed rather than lumped parameters might 
be. The results are presented in Figure ;18. The input data were chosen 
so that the calculations would be comparable to those indicated by Bilous 
and Amur.dson in their Figur.es 1 and 2. These input data are identified 
in Table 9 by BA1 and BA2, etc. 
Thermal Initiation„--Calculations were made to illustrate the use of the 
mathematical model of this thesis for thermally initiated reactions* The 
resulting axial profiles of average concentration and temperature are 
presented in Figures 19a and 19b, The input data for these calculations, 
including programs of temperature control, are identified in Table 9 
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Figure 19- Results of Illustrative Calculations - Thermal Initiation 
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CHAPTER VI 
DISCUSSION OF RESULTS 
The results presented in this thesis may be divided into two 
classifications, the results that pertain only to the objectives de-
scribed in Chapter I and the results that, while essential to this 
thesis, are also of interest in other contexts a In the first section 
of this chapter the results that are limited to the objectives of this 
study are discussed, In the second section, the results that have a 
wider application are. mentioned, 
On the Attainment of the Objectives of This Study 
The general objective of this study is to provide an improved 
method for predicting the behavior of those industrial chemical reac-
tions in which there is an important coupling of transport phenomena 
with chemical reaction0 Specifically, this objective is sought for 
homogeneous reactions in continuous-flow, tubular reactors,. The results 
of this thesis are examined below for progress toward this objective, 
First, some comments concerning the mathematical model are presented,, 
Then, the results of the experimental and theoretical investigations 
are examined and compared and the results of the illustrative calcula-
tions are discussed, 
Comments on the Mathematical Model of This Thesis,--The first assumption 
of the model described in Chapter III is that variations in the physical 
properties of the reaction mixture are negligible* Figures 15 and 16 
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indicate the variation of two important physical properties of the reac-
tion mixtures with temperature and extent of reaction„ These data 
show that substitution of sodium acetate for sodium hydroxide has only 
a slight effect on the viscosities or densities of imitation reaction 
mixtureso This indicates that the influence of the extent of reaction 
on these properties is small. However, as expected, the viscosities 
and densities of the imitation reaction mixtures were found to be 
dependent on temperature„ 
The adequacy of the velocity distribution used in this model 
was discussed in Chapter III„ It may be of interest to note that the 
shapes of the eddy diffusivity distributions of Figure 9 are more nearly-
like those of Hin:?.e (68), Reichardt (15), and Page and co-workers (34) 
than the distributions of Rothfus and co-workers (l6) or Corcoran, Opfell, 
and Sage (51). 
In the mathematical model presented in Chapter III it is implicitly 
assumed that the character of the flow is turbulent„ Also, the third 
stated assumption is that the velocity and diffusivity distributions do 
not change axially, that is, In the z direction0 The experimental 
velocity data of Figures 5 and 6 show that the flow does have the 
expected turbulent velocity distribution for isothermal conditions„ 
The experimental data of Figure 6 are slightlv below the computed dis-
tribution c This condition is caused by the use of the experimental 
friction factor data of Table 7 rather than friction factors for smooth-
walled pipe to convert experimental velocity data to u , y+ coordinates0 
Some of the data of Figure 6 were obtained at each of the three 
test sectionso Since the differences between the data from the three 
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sections is within the experimental error indicated in the figure, the 
flow is considered to be fully developed, that is, unchanging in the 
axial direction, for isothermal conditions» The same holds true for the 
data of Figure 5„ 
Criticisms of imprecise velocity data made in Chapter II apply 
equally well to the data of Figures 5 and 60 However, the reader should 
note that they are not used here to establish eddy diffusivity distribu-
tions „ 
Data concerning the change in velocity distribution caused by 
heat transfer to a fluid of variable properties are given in Figure 12. 
The velocity data for flow with heat transfer were obtained in test HT3„ 
F-r-om the conditions of this test a value of +0.0029 was calculated for 
Deisslev's heat flux parameter, $Q-0 The velocity distribution for 
P D :~ ^ " 0 0 2 in Deissler's (44) Figure 8b and the wall temperature and 
fluid'-properties of test HT3 give 1.092 as a prediction of u /u, ^ y * r max' 
The experimental data of Figure 12 clearly contradict this prediction„ 
The data of Figure 12 indicate that the effect of heat transfer 
0.: the velocity distribution may be regarded as negligible for the 
purposes of this study- Other data obtained for an inlet Reynolds 
number of about 5,000 are similar, but less precise.. These data have 
b e en o m:'. t ted bee a use the y c o n t r i b u t e n 0 add i t i 0 n a 1 i n f 0 r m a t i 0 n 0 
Even though the effect of heat transfer on the velocity dis-
tribution of a fluid having variable properties may be negligible, 
this does not necessarily mean that the effect on the eddy diffusivity 
distribution is negligible„ An immeasurably small change in the veloc-
ity distribution in the vicinity of the tube wall could very well change 
185 
the velocity gradient by more than 10 per cent in this part of the flow 
and produce a significant change in the eddy cliff us ivity of momentum 
defined by equation 82u Unfortunately, the data of Figure 12 are not 
sufficiently precise to determine the actual sires of the effects of 
heat transfer on the velocit ' and eddy diffusivity distributions <> 
Examination of Results0--The comparisons between the experimental and 
theoretical results of this stud;;- are shown in Figures 11, 13, and 14 
and in Table 10, 
Temperature distributions of tes+s HT3, HT1, HTS10, and HTSn axe 
p-resented in Figures 11a, b, c, and d, respectively0 The agreement be-
tween the shapes of the experimental and computed temperature distribu-
tions in these figures is entirely satisfactory for the purposes of this 
study,. Since accurate values of the external heat transfer coefficient, 
A , we''e not determined experimentallv, the values of A used in the 
< x 
calculations of Figures lia and 111 were chosen to gi"e the best agree-
ment with experimental temper i4-. >res« It was found that a change in the 
.nine of A. .resulted in a shift of the computed temperature distribu-
tion, b l rey little change in its shaper. 
The points of Figures lie and lid --represent Sleicher's (13) 
experimental data for heat transfer to air flowing in a pipe with a 
constant wall temperature. The value of A in these calculations r x 
was chosen large enough to make the difference between the wail and 
jacket temperatures negligible0 Otherwise, the value of A had no 
beaming on these calculations c. The deviation of the computed curve in 
Figure 11i f:om the experimental distribution is a consequence of inac-
cu-acy in the eddy diffusiv.it*/ distribution for the central part of 
the flow. This was to be expected since the shape of the computed 
velocity distribution does not agree perfectly with "he experimental 
data for this value of the Reynolds number (Figure 8)0 
The dashed line in Figure lib is a temperature distribution 
predicted from velocity dud edd'_ dtffusivity distributions computed 
asiag equation 91, The velocity d 1 s t.ri but ion is quite plausible, .but 
the inadequacy of the eld diffus vitj distribution is evident from the 
Figure, In pa 'ticular, the attention, of the reader is directed to the 
shape of the temperature distribution in the central part of the flow,, 
This shape i .• evident]-' due to the fact that the eddy diffusivity ob-
tained from equations 90 and 91 "finishes at r ~: 0, 
The agreement, I etweer computed an. 1 experimental results for 
chemical reaction tests is not as satisfactory as the agreement for 
heat t^ansfev: tests o Before discussing +hese, some of the sources of 
experimental error will be mentioned,) 
The greatest cause of error in the chemical reaction tests was 
inadequate c ant.ro 1 of the flow rates of the three streams compri:. lag 
the reactor feed. As mentioned in Chapter IV, these flow rates were 
radicated by rotameters and controlled b manual!••-operated valves, 
These flow rates often de •rated from the desired values by as much as 
two 0:": three per cent and occasionally by as much as five to ten per 
centu Although the rates were observed and adjusted frequently, they 
could not be watched, continuously, because the efforts of both ope.ra-
t'.ars were needed to obtain some of the .lata of these tests» The num-
ber and sire of the deviations in, the flow - rfes could have been 
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reduced by the use of automatic controls or the help of a third 
opera to":, 
Aii.other feature of this experimental work was the large number 
of readings needed for a single test,, No less than two stop watches, 
three weighing scales, three curettes, one micrometer head, and a 
potentiometer were read repetitively during a test., These readings 
were made as ""acidly as practical in order to minimize the expense of 
the tests due to the consumption of .reactantso Under these circum-
stances, it is not surprising that an occasional erroneous reading was 
recordedc 
Attention must be called to the problem of determining the vir-
tual displacement of a sampling probe.. The values of r/.r for the 
w 
experimental, points shown in Figures 13 a, b, and c and 14a, b, and c 
were obtained from, equations 125c, 1.26, and 127 by the relation 
r/r :'~ 1 - -•"• / r ,, Formulas anaioqous to equations 125 c and 127 were 
w '• '• •-' w 
derived for determining the virtual displacement of an impact pressure 
probe,, However, the values of b r computed from these formulas were 
much less than the experimental values determined by Young and Maas (l52) 
and Mjcm'.lian (l9)o For this reason the virtual displacements fox sam-
pling probes gi en in equations 125c, 126, and 127 are open to question„ 
The values of 6 estimated by these equations are surely more realistic v J ^ 
than o,;-' 0, but no attempt has been made to confirm them experimentally 
rod the reader is warned that the" may not be correct. u If the sampling 
flow rate is not excessive, the maximum possible '̂alue of 6 is r , 
v p ' 
wh i ch in t h i s t h e s i s i s 0„040 inch-
No attempt was made to obtain data points closer to the tube 
wall than r/r ~ 0„9ol because of these uncertainties in the deter-
mination of y and because of the need for a relatively large sampling 
flow rate when samples were taken for analysis. The data for which 
r/r :- 0..951 were obtained with the sampling probe halfway withdrawn 
• w 
into its recess in the tube wall, that is, with the piobe axis centered 
at the wall of the .reacto.r tube or / := 0, It should be noted that the 
o 
problem of determining the virtual displacement of a sampling probe 
would have teen less if the mouth of the probe had been rectangular in 
s hape A :\F. t ea d o f ci. r cu 1 a r „ 
In Table 10, data concerning pseudo-adiabatic chemical reaction 
tests are presented,, Experimental values of the final concentration of 
the limiting react.ant are compared with values computed from the radial-
diffusion model, of this thesis and the equations for a piston-flow model,, 
There are two anomolous entries in the table, the experimental concen-
tration for test R7A and one of the computed values for R6A» The dis-
crepancy in the final concentrations shown for test R7A is probably due 
to poor flow control, poor sampling, or an error in analysis during the 
ietermination of the mass flow rate of sodium hydroxide at the beginning 
of the testa 
The cause of the disagreement between the two computed values 
for test R6A is unknown„ Presumably, the concentration given by the 
equation for pi'ton-flow is correct, since the conversion given by a 
piston-flow model is generally accepted to be the upper limit for con-
version in tu.nular i eactoTs„ For first order reactions, the work of 
Chamb-e, cited :!n Chapter II, indicates that this is so„ However, the 
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writer knows of no general proofu The discrepancy between the computed 
values for test R6A may be due to cumulative discretization or trunca-
tion error in the radial-diffusion calculations0 In this case the dis-
crepancy could be reduced by the use of a smaller value of (Azy0 This 
was not done, however0 
The concentration and temperature distributions obtained in the 
combined chemical reaction and heat transfer tests are shown in Figures 
13a, b, and c and 14a, b, and c„ 
The shapes of the experimental and computed temperature distri-
butions in Figures 13a, b, and c agree fairly well, except that the 
data for z -~ loO in Figures 13b and 13c indicate that the change in the 
temperature gradient near the tube wall is actually more abrupt than the 
change shown by the computed distribution. 0 Both of the computed tempera-
ture distributions in Figure 13a are based on an inlet temperature of 
9oO°C, corresponding to the inlet temperature for the experimental data 
at z '• "• l.Oo At the time that the experimental temperatures for 
.?, •-= 0,36 were recorded the inlet temperature was 0„6oC greater,, This 
fact explains most of the discrepancy between the computed and experi-
mental temperature distributions for z •-• O„36o This same situation 
appears in Figure 13c except that here the experimental inlet tempera-
ture for z • ' Oo36 was 0,,4r5°C lower than the inlet temperature for 
7 := 1,0, 
The concentration distributions of Figures 14a, b, and c are 
almost as flat as the distributions for the pseudo~adia.bat.ic tests 0 
However, the reaction rate, R(y, 0), which is almost independent of 
radius in the pseudo-adiabatic tests, increases with increasing radius 
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p 
and reaches a sharp maximum near the tube wallo This behavior is due 
to the temp era t aire distribution, of course 0 
The agreement between the computed concentration distributions 
and experimental data in Figures 14a, b, and c is as good as or better 
than the agreement found for the pseudo-adiabatic tests0 The discrep-
ancies between the shapes of the computed and experimental distributions 
are cert3inly well within experimental erroro 
i.Ti:-Ui.li-_ĉ_JJ.f the. Res ..Its of Illustrative Calculations 0 --The resliIts 
of iliusf r rtive calculations concerning pai ametric sensitivity and 
thermal initifjfion are shown in Figures IB and 19 0 The comparison of 
conditions for approximate chemical similarity requires no further dis-
cussion, since the only object was to show that the predictions obtained 
from the radial-diffusion and axial-diffusion models are different0 
The series of carves in Figure 18 show that the radial-diffusion 
model of this thesis is indeed subject to parametric sensitivity For 
example, compare the curves identified by BA2 and BA3<. The input data, 
shown in Table 9, were exactly the same, except for the velocity which 
was 200 cmu/sec„ for BA3 compared to 100 cm„/sec, for BA2„ The differ-
ence in the results of the two calculations is attributed to greater 
' alues of eddy diffu.siv.ity, resulting in more effective heat removal 
3 BA3,, 
The cumulative error in the scheme of numerical analysis described 
in this thesis is dependent on. the value chosen for (Ax), all other 
things being the same0 This can be seen by comparLag the curves for 
BA1 and BA2„ The only difference in the sets of input data to1-: these 
two is the value of L. Since the same value of (Az) was used in both 
calculations, the result of a change in L is a change in (Ax), the 
difference in the axial displacements for two consecutive steps in the 
computationo Here, the values of (Ax) are 20 cm. and 5 cm. for BA1 
and BA2, respectively. 
The calculations identified by BA1 and BA2 also reveal the mag-
nitudes of stepwise changes in the dependent variables that can be 
tolerated by the numerical method without trouble,. The solid lines in 
Figure 18 indicate computed values. For BA1 and BA2 the lines end when 
the absolute value of (Ay) per step has increased to about 0o040 The 
curves are terminated at these points because after the last computed 
point, the differences between successive values of the elements of 
v did not become small as the number of iterations increased. In all 
probability, this behavior was due to one or more of the Y-'s that are 
-» 
elements of v becoming negative. At the last computed points, the 
number of iterations for BA1 and BA3 were 7 and 19, respectively. Ordi-
narily, the number of iterations should not exceed 4. 
The behavior of the radial-diffusion model in calculations BA1 
and BA2 illustrates a weakness of the scheme of numerical analysis used 
in this investigation. The»use of a constant value of (Az) throughout 
a calculation is disadvantageous if the partial derivatives of y o r 6 
with respect to z become large. Suppose that the value chosen for 
(Az) is small enough to allow the calculation to proceed in intervals 
where the partial derivatives with respect to z are large. Then, if 
the value of (As; is constant, it will be wastefully small throughout 
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the rest of the calculation„ In this respect the Runge-Kutta method might 
prove to be superior to the backward difference formula for integrating 
equation 111 because of the ease with which (Az) can be changed between 
steps in the computationc 
The illustrative calculations concerning thermal initiation of 
chemical reaction are presented in Figure 19« Calculation T.IX, which 
shows the use of preheat and reaction sections of a tubular reactor for 
an exothermic reaction, is not particularly noteworthy except that it 
shows the kind of calculations for programmed temperature control that 
can be carried out by the methods of this thesis. Calculation TIN2 
shows that the starting material is about 35 per cent converted at the 
value of z whe::e the temperature has reached only 80°CB This fact is 
an indication that the reaction rate is much more rapid near the hot 
wall than in the central part of the stream,, Murdoch and Holland (85) 
and Perkins and Rase (86) consider endothermic reactions in tubular 
reactors with preheat sections0 By the definitions of preheat section 
used in these papers, the length of a preheat section is such that very 
little conversion, say one per- cent, takes place in this section,, How-
eye1"., the calculations shown in Figure 19 indicate that the amount of 
heating done in a preheat section defined in this way would also be 
very smallo For example, the average temperature of the reaction mix-
ture in TIN2 has increased less than 5°C at the point where the con-
version has reached 5 per cent, 
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Other Results of Interest 
Several results were obtained as byproducts of this investigat.io.no 
Perhaps the most useful of these is the velocity correlation developed 
in Chapter III. An improved choice of cp in equation 96, guided by 
precise experimental data, should lead to a truly accurate correlation 
of the distribution of the temporal-mean velocity for flow in pipes. 
An application of regression analysis to the calculation of eddy 
diffusiv.ities of momentum from velocity data Is presented in Appendix In 
It is hoped that this presentation will allow calculations and discussions 
concerning eddy diffusivities to be put on a more objective basis» 
The experimental data of Figure 12 indicate the inadequecy of 
the only existing method of predicting the effect of heat transfer on 
the velocity distribution of a fluid having variable properties, 
Finally, the temperature distribution obtained using equation 
91 and shown in Figure lib indicates the consequences of using veloc-
ity distributions for which the eddy diffusivity vanishes at r = 0, 
It is concluded from this result that either £ is significantly 
v 
greater than zero at r '•= 0 or the ratio £,,/£ increases without 
H v 
bound as r approaches zero. 
CHAPTER VII 
CONCLUSIONS 
The published studies that are most closely related to this one 
are those of Chambre (lOO) and Cleland and Wilhelm (98). The main dif-
ferences between this study and the work of Chambre are the inclusion 
of distributed radial diffusiv.ities in the mathematical model of the 
present study, the inclusion of numerical and experimental results, and 
the use of different methods of obtaining approximate solutions a This 
study differs from that of Cleland and Wilhelm by employing turbulent 
rather than laminar flow and by considering non-first-order reactions 
and the presence of heat transfer and an appreciable heat of reaction 
as well as first-order, isothermal reactions. The main difference be-
tween the experimental investigation of this study and the one of Cle-
land and Wilhelm is that the measurements show the radial distribution 
of concentrations and temperatures instead of the bulk values of these 
variables « 
In Chapter II, seven criteria of merit were listed for velocity 
correlations0 The isothermal velocity distributions computed by the 
mathematical model of this investigation satisfy the last six of these 
criteria for values of Reynolds number from 3,000 to 50,000, According 
to the first criterion, that is, lack of conflict with experimental data, 
the computed velocity distributions are judged good at Reynolds numbers 
of 5,000, 10,000, and 19,500 and fair at a Reynolds number of 39,500. 
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Temperature distributions were computed for two of the heat 
transfer tests of this study and two tests made by Sle.icher„ The shapes 
of the computed distributions are in good agreement with the experimental 
data of these tests„ 
The data obtained in the tests with chemical reaction and pseudo-
adiabatic conditions reveal that the temperatures and concentrations at 
cross sections perpendicular to the direction of flow are almost independ-
ent of radius throughout most of the cross-sectional area» In view of 
this, it is not surprising that for these tests the mathematical model 
used in this study has no advantage over a piston-flow model. On the 
other hand, the validity of the mathematical model of this study is 
supported by a three-way comparison of experimental data and outlet con-
centrations computed using the equations of a piston-flow model and the 
present radial-diffusion modelo 
In the tests with chemical reaction and heat transfer, the radial 
concentration gradients were found to be small in the region where con-
centrations could be measured0 However, the possibility of developing 
appreciable radial temperature gradients was demonstrated., Hence, com-
parisons with these data provide a severer measure of the accuracy of 
the mathematical model than comparisons with the pseudo-adiabatic datan 
Comparisons of data with the velocity and temperature distributions com-
puted for the tests combining chemical reaction and heat transfer show 
agreement within the accuracy of the experimental measurements„ 
The relatively simple method of numerical analysis used in 
the theoretical part of this study gave surprisingly good results. 
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However, the slight disagreement between the final concentrations com-
puted for Test R6A and the need for the adjustment of the value of (Az) 
during computation call for further work on this part of the problem,, 
The illustrative calculations show that the radial-diffusion model 
of this study is subject to parametric sensitivity in certain regions. 
The model yields different conditions for approximate chemical similarity 
than do axial-diffusion models0 The assumptions of earlier methods of 
calculation for endothermic reactions in tubular reactors with preheat 
sections are shown to be questionable. 
The objective of this study was largely, but not fully, attained, 
The radial-diffusion model and the method of numerical analysis pre-
sented here are believed to need further development before they will be 
satisfactory for routine design calculations0 However, the results of 
this combination of mathematical model and numerical method are believed 
to be sufficiently valid to justify the use of the combination in its 
present state as a research tooL 
APPENDICES 
ON THE ESTIMATION OF EDDY DIFFUSIVITIES 
Discussion.,—The appendix concerns the estimation cf values of eddy 
diffusivities from discrete data-o The calculation of values of eddy 
dlffusivity of momentum, heat, or mass by means of equation 6 or other 
analogous formulas requires values of derivatives of velocity, temper-
ature, or concentration with respect to displacement., However, only 
values of the variables themselves have been measured experimentally, 
so the calculation of values of eddy diffusivities involves the esti-
mation of derivatives from these data, 
The difficulties in estimating eddy diffusivities from experimental 
data were mentioned as early as 1939 by Sherwood and Woertz (33) and 
more recently by Lykoudis (l69)s and Hefner (50)„ The fundamental 
cause of difficulty is the fact that the experimental measurements do 
not represent just the relationship between two variables, but include 
experimental error from many sources. 
At least four methods may be used for computing derivatives from 
discrete, error-containing data., All of these involve, In some form or 
another, an alteration of the original data to remove the general irreg-
ularity that is attributable to experimental error. Such an alteration 
Is called "smoothing„" It is interesting to note that there is a theo-
retical justification for the use of smoothing in combination with 
differentiation. Such a justification is given by Miller (170) in a 
discussion of Whittaker's "cardinal function." 
In the least sophisticated of the four methods for estimating deri-
vatives, the original data are represented by a table or graph. If the 
data are tabular^ they are smoothed by a numerical formula; If graph-
ical, they may be smoothed "by eye." Then, standard numerical or 
graphical methods are employed to estimate derivatives from the smoothed 
data. 
The second method involves what Lanczos (171) terms "smoothing 
in the small," because the data are correlated and smoothed locally. 
This method consists of making a least squares fit of some low-degree 
polynomial to an arbitrary number of adjacent data points. Alterna-
tively, the data for which the values of the independent variable lie 
within an arbitrary interval may be represented by some low-degree 
polynomial. 
The third method is described by Lanczos (1.72) as "smoothing In 
the large." In this the original data are represented by a Fourier 
series or an orthogonal polynomial series. Smoothing is effected by 
examining the coefficients of the series and truncating it at the point 
where the successive coefficients no longer decrease,, but begin varying 
irregularly. The differentiation of this truncated series gives the 
req_uired estimates of derivatives. 
The fourth method is also described by Lanczos (173)• He shows that 
dx 2£3 J_£ tflx+tjdt 10 d x 3
+ » « 
The integral on the right hand side may be evaluated by a quadrature 
formula or an algorithm described by Lanczos. 
Frequently,, the estimate of a derivative of a function gives only 
part of the information that is needed. Suppose that two comparable 
sets of experimental data are available for some interval of the inde-
pendent variable and that these sets yield different estimates of deri-
vatives throughout part of this interval. In this situation.;, one would 
like to answer two questions: Is the difference in the estimates only 
an apparent difference due to the variability of the data,, or is It a 
real difference In the measured phenomena? How reliable are estimates 
obtained from one set of data compared to those for the other set? To 
answer these questions, one needs to have not only estimates of the val-
ues of the derivative,, but also an estimate of the variability of these 
values, In other situations the estimation of variability gives one 
kind of a quantitative measure of the quality of a set of data. Among 
the four methods for the estimation of the values of derivatives, only 
the second is used easily for the estimation of variability„ 
Whitaker and Pigford (174) consider the estimation of the values 
of derivatives and their variability,, They present formulas based on 
a least-squares fit of a second-degree polynomial to five, successive, 
uniformly-spaced data points. They point out that "One of the assump-
tions involved in fitting a least squares curve to some experimental 
data is that the function chosen to fit the data is in fact the true 
functional relationship between y and x„ . „ .In most cases where curves 
are fitted to experimental data the true functional relationship is 
unknown and the standard deviation Is made up of the error of the 
original data and the error caused by the choice of an improper function 
to correlate the data,," The formulas of Whitaker and PIgford, while 
useful for uniformly spaced data, have three deficiencies In addition 
to the one mentioned just above. Obviously they can not apply to the 
general case where the data are not uniformly spaced,, These formulas 
do not allow for the inclusion of independent,, repeated measurementss 
so that at least part of the information available from such measure-
ments is wasted* Finally, there are occasions when it is desirable to 
fit a second-degree polynomial for an interval larger than cue Including 
five adjacent data points. Also? of course, the number of points may 
vary, for example, due to the apparent curvature Indicated by the data. 
Regression analysis appears to be a more general method for obtain-
ing estimates of the values of a derivative and their variability than 
the method described by Whitaker and Pigf'ord. The reader is referred 
to the book of Bennett and Franklin (175) for a detailed presentation 
of this standard method of statistical analysis. The error introduced 
in representing an arbitrary function by a. polynomial of low degree 
rarely causes any practical difficulty^ because the usual limitation to 
the degree of the regression polynomial is the number of coefficients 
that can be demonstrated to be significantly different from zero. The 
technique of variance analysis used to test the significance of the coef-
ficients may be found in the book of Bennett and Franklin. 
Analysis.—The effect of an inaccurate functional representation may 
also be examined in another way. This will be illustrated for linear 
regression. In the following analysis, random variables will be assumed 
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to be normally distributed, Distribution-free regression is described 
by Mood (l?6), and it may be possible to account for the error of inac-
curate functional representation in this case, also. 
It is assumed that w, a continuous function of x, exists and 
has continuous first and second derivatives in some interval a < x < b. 
Within this interval, w may be expressed by a Taylor series with re-
mainder, 
in/1 v ] ;~ \A/ I \ 
'o' *" o' 2 'o 
2 
w(.x) » w(x ) + z w' (x ) + -77 w'"(x + 9z) (135) 
where z :z x - x and 0 < 9 < 1* The experimentally measured variable 
o 
Y can be written 




where the random variables v. are assumed to be independentlv, nor-
•" l 
mally distributed with means of zero and a common variance of a2. The 
variable '•' has an expected value Y. ~ w(x.), and a variance of a2 
l i 
about 7. <• 
i 
The problem Is the estimation of w(x ) and w (x ) from a set 
of experimental data: (Y., X . ) , i ~ 1, 2, ...3 n. The combination of 
equations 135 and 136 gives 
z 2 p . 
Y. ••= w(x ) + z V (x ) + - ^ + y. (137) 
i - o 1 0 2 r I 
wh ere p. ~ w'(x + Q.z.). Since y. is unknown, the random v a r i a b l e s 
* i o i l • i ' 
A. and B. are in t roduced by 
I i 
A. + z . B . = wfx ) + z V f x ) + y . (138) 
1 1 1 " 0 . 1 0 . 1 
The expected values of A. and B. are A ~ w(x ) and B = w (x ), 
^ I i o" o " 
respectively. The constants A and B are estimated by the method 
of least squares. The quantity to be minimized is 
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= I a - z.b -i 
p 




where a and b are estimates of A and B. The partial derivatives 
of Q with respect to a and b are set equal to zero and the result-
ing equations give 
n 2 Y.z. - (2 z.)(2 Y.) - £ 2 z?p. + (2 z.)(2 z?p.) 
b = ^ 1 ^ ^ ±~±- X U40) 
n 2 z2 - (2 z.)2 
2 Y. - b 2 z. - ̂  2 z2p. 
i I 2 I1 I (141) 
The sample estimate of Y can be written 
z2p. 
Y. - a + b z. + - ^ -i I 2 
and the corresponding sample variance of b is 
n 
I <*i -
v a r (b) 
i=l 
(n - 2) 2 z? 
142) 
In order to see the effect of terms involving p in equation 142, let 




n 2 Y.z. - (2 z.)(2 Y. ) 
l i i i 
n 2 z? - (2 z.) 2 
l i 
(144) 
Y* = a* + b*z. 





v a r * ( b , 
2 (Y. Y*} 
1 
^2 
(n - 2) 2 z ? 
Y* + z E, + i b 2n 





wh e r e 
. Iso l e t 
b - b* 
- ft 2 z?p.8 + (2 z . ) (2 z?p.) 2 i r i I i r i 
n 2 z? - (2 z . ) 
i i 
E :~ v a r ( b ) - v a r * ( b ) 
v 
(148) 
2 2(Y. Y*)(zE, + 
l b 2n 
n - 1 P 
z r p . 
i F i ' 
{Z b 2n z i p i ' 
(n - 2) 2 z2. 
149) 
The usual equations for linear regression analysis are 143 through 
146, The error introduced by using these equations for a non-linear 
function, w(x), is given by the term containing p In equation 14.1 
and by equations 148 and 149. 
The choice of x has an influence on E, » For example, suppose 
that the p. are all equal0 This condition might be approximated by 
making the interval (x , x ) small, provided that there were still 
o' n r 
enough data to justify the application of statistical methods0 For 
the purpose of illustration, also suppose that the spacing of the z. 
i s un i fo rm 0 Then x ~ 3c c a u s e s E, t o v a n i s h , b e c a u s e 
o b ' 
z. + z . . . 
I n - i + i = 0 and z . + z I n - i + i 
= 0 fo r i < n / 2 , 
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If w(x) is linear, equation 146 shows that the variance of 
b may be reduced by spreading the data over as large an interval of x 
as possibleo However, the presence of the z2 and z4 terms in the 
numerator of equation 149 shows that an increase in Z z2 obtained by 
enlarging the interval may increase the error of the variance estimate, 
An Applicationo--The use of regression equations in estimating values 
and variability of eddy diffusivity of momentum will be demonstrated 
by a consideration of Sleicher8s data for the flow of air through a 
smooth-walled pipe,, Three sets of these data were available for Reyn-
olds numbers of 39,000, 39,100, and 40,000o When these three data 
sets were combined, the unusually large total of 77 experimental values 
of velocity were available over a narrow range of Reynolds number,-, 
There is an effect of Reynolds number on the dimensionless velocity 
u+ for a fixed ~A, but this effect is not known quantitatively* 
So, limiting the range of Reynolds number eliminates one known source 
of variao.ility in the data. 
All of the data were first transformed to the variables u' 
and log y: because the relationship between these variables appears 
roughly linear, at least within small intervals of log y'o Then, 
three intervals, log 50 < log y+ < log 100, log 100 < log y +< log 500 
and log 300 < log y+ < log 900 were selected,, Estimates of the re-
gression coefficients A and B in 
u+ - A + B log y+ 
were made for the data in each of these intervals„ No attempt was made 
to estimate the errors shown in equations 148 and 149, but these were 
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restricted by choosing (log y ) = log y'1 , limiting the size of the 
intervals of log y , and choosing each interval so that d~u*/Ed(log y )2] 
appeared to have the same sign throughout most of the interval„ It Is 
possible that the estimate of the coefficient C in 
u + :-• A + B log y+ + u(log y+) 2 
would be found significantly different from zero for the interval 
log 300 < log v+ < log 900. This possibility was not tested, but if 
it were true, the variability due to error would have been reduced„ 
Not all of Sleicher's data were tabulated in terms of the vari-
ables u' and y „ In the process of transforming the original u-y 
data to u + and v+, an inconsistency was found between the tabulated 
values of u"'" and y'' for data at a Reynolds number of 40,000, A 
7 ma x - ' 
value of f-c was calculated from Sleiche.r's tabulated y"' value and 
•r 'max 
this value of f^ was used to convert all of the u-y data of this 
r 
set to the u"*"-y+ form. The computed values of u + corresponding to 
values of y'4" less than 240 did not agree with Sleicher's table for 
Np :-: 40,000, but the resulting values of u + gave better agreement 
with the other two sets of data than the original tabulated values 
of u+u 
Other than the points just mentioned, the calculations were en-
tirely sfraightforward0 Thev are shown below for the interval 
log 30 < log y+ < log 100u 
n :•- 12, Z u+ - 181,8, 2 log y+ •--• 21.93872, 
S ( L T ) 2 :-• 2759.56, 2 (log y+) 2 := 40.288067, 
2 u + ( l o g y+) -̂  333 ,319871 
c + du+ , 11 /37916 „ _ _ . . , E s t , / ——•pr •- b ~ _ T R ^ O - 5 .27416 
d ( l o g v J 2o15753 
C 4- ( M 66o09 l68 R _ _ . . 
E s t B ( u
T ; ~ — 7 •"- a -= - ~ ~ 7 - — = 5 „ 50764 
log y 1^ 
v ( + u 1 + \ 2 
£ f,uT - a - b log y ) 0 0 289 
, r . a r ( u t ) - " — — — — i — ~ _ — :.- 0 ^ 2 8 9 
n . 2 12 " 2 
^(o - __y.:atî -i 0.0289 
2 (log v4-)2 - £ (Z log y + ) 2 .179 
du+ 1 du + 5.27416 
T T = — — ^ — - = —— — - = 0 , 0 3 4 0 
a y ' y+ in 10 d ( l o g y+) 6 7 . 4 2 2 . 3 0 3 
S i n c e f o r w - f ( u , vj 
varfw) * (§f v a r ( u ) + ( § * ) ' 
t h e v a r i a n c e of du'j / dv'4" i s e s t i m a t e d b\ 
va i T~T ::: 7 - - 7 ^ 7 + 7 7 7 := 7 —7 — 7 7 = 6 . 7 0 x 1 0 " 6 
V d v / ( i n 10 2 ( v )•" 2 . 3 0 3 " 6 7 , 4 2 ^ 
s t d . d e v „ ( ~ - - ) -• 2„59 x 1 0 " s 
A.lso, from 
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fv = P^936_ _ = 
v 0*0340 X 




d — ) = ™ --, — var(b) 
[(67.42)(0.936)(2.303)J2, 
— — (0.161 (5.2742)4 
4,40 
s td. devo (e / v) = 2.10 
v 
The length of the 100 (l - a) per cent confidence intervals cor-
responding to the estimated standard deviations of d u + / dy + and 
£ / v are given by 
du"K / ̂ v 
., -—i) and 2 t „ / v a r — • n-2,ci J Vd/v n-2,a v \v 
respectively, where t is obtained from tables of the Student's t 
distribution. 
All of the results for the three chosen intervals of log y 
have been summarized in Table 1. 
+ 
A COMPUTER PROGRAM 
For the sake of completeness, the computer program actually used 
in this study is reproduced here,. However, it is expected that few 
potential users of the mathematical model of this thesis will want to use 
the same computer program, either because their problem is different or 
because they wish to improve on the method of numerical analysis,, The 
program given below is written for the Burroughs 220 computer and is 
written in the Burroughs dialect (177) of ALGOL 58 (l78). This is a 
running, de-bugged, program, but not a polished one. An experienced 
programmer should be able to make a number of improvements <> The only 
essential parts of the program that are omitted here are the statements 
controlling the formats of the computer outputs° These are not included 
because of differences in computer hardware and interests of users would 
prevent them from being widely applicablec 
The program consists of a section of definition statements ox 
declarations, three subroutines, a master program, and four subprograms 
or segments, in that order. The statements governing the reading of 
the input data appear at the beginning and end of the master program and 
at the beginning and end of Segment Three. 
The attention of the prospective user is directed to two 
of the eccentricities of this program. The first is the fact that the 
values of some of the compoenets of the arrays that are part of the out-
puts from Segments One and Two are meaningless 0 That, is, they are 
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ne:'; Then assigned nor used in the program* These components are W{13 3), 
V(20, l), and V(205 2) at the end of Segment One and W(l, l) at. the 
end of Segment Two» The second eccentricity is that some of 'he program 
variables axe used with different meanings in different parts of the 
program in order to conserve computer memorv locations- Foi example,, 
W( c 3} represents v-, / r in one part of Seament One and is used as 1 P w 
an error indicator in Segment Threeu 
In order to keep the program from being completely incomprehen-
sible,o the progi im variables appearing in ;:he inputs and outputs are 
translated nno the nomenclature of this rhesis in a supplementary 
table. 
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COMMENT COMPUTATIONS FOR CHEMICAL REACTIONS IN A TUBULAR REACTOR 
WITH HEAT TRANSFER; 
COMMENT DECLARATIONS; INTEGER I, I I , 12 , 1 3 , 14, N l , N2, N3, N4, 
J , J l Q , ORD; BOOLEAN Q , S ( ) ; ARRAY u( ;38) , RAD(20), V ( 3 9 , 4 ) , W ( 4 0 , 3 ) , 
R ( 3 8 , 3 ) , VW(3,3) , B ( 3 l ) , DELTJ(lO), A ( 3 8 , 3 ) , J l ( l O ) , Z l ( l O ) , Z 2 ( l O ) , 
S ( 4 ) ; FUNCTION RATEl(C,T) := B(9) OC.EXP ( B ( l ) - I O O / T ) ; FUNCTION RATE2(C, 
T) •- B (9) „ B (9) o C, (C+B ( 8 ) ) „ EXP (B (1) - 1 . o / l ) ; FUNCTION RATE3 {C, T) = 
B ( l 2 ) o ( C * B ( l O ) ) o ( ( C + B ( 8 ) ) * B ( l l ) ) o E X P ( B ( l ) - l . O / l ) ; FUNCTION D R . I { C , T ) := 
B(9)oEXP(B( l ) - l o O / T ) ; FUNCTION DR2(C,T) = B ( 9 ) . B ( 9 ) . ( 2 „ 0 „ C + B ( 8 ) ) 0 
EXP(B(l) - l o O / T ) ; FUNCTION DR3(C,T) == ( ( ( B ( l O ) + B ( l l ) ) 0 C + B ( l O ) . 
B(8) ) / C . ( C + B ( 8 ) ) ) . R A T E 3 ( C , T ) ; 
COMMENT THIS SUBROUTINE COMPUTES THE RATE VECTOR, R . ( ,N l ) , FROM 
V( ,N l )oNl MUST BE SPECIFIED,; SUBROUTINE RYEC; BEGIN SWITCH ORD,(RPl, 
RP2,RP3,RP4); R P 1 . . FOR I = ( l , l , 1 9 ) ; BEGIN R ( l , N l ) = B(2)„RATE1 
( v ( l , N l ) , V ( l + l 9 , N l ) ) ; R ( l + 1 9 , N l ) = B(5) . R . ( l , N l ) / B ( 2 ) END; RETURN; 
RP2u o FOR I = ( 1 , 1 , 1 9 ) ; BEGIN R ( l , N l ) - B ( 2 ) 0 R A T E 2 ( v ( l , N l ) , V ( l + 1 9 , N l ) ) ; 
R.( l+19,Nl) = B ( 5 ) U R ( I , N 1 ) / B ( 2 ) END; RETURN; RP3 o u FOR I ~ ( l , l , 1 9 ) ; 
BEGIN R ( l , N l ) = B ( 2 ) 0 R A T E 3 ( V ( I , N 1 ) , V ( I + 1 9 , N 1 ) ) | R ( l + 1 9 , N l ) - B ( 5 ) . 
R ( l , N l ) / B ( 2 ) END; RETURN; RP40 . FOR I - - ( , 1 , 1 , 3 8 ) ; R ( l , N l ) = 0 . 0 ; 
RETURN END RVEC; 
COMMENT THIS. PROCEDURE GIVES A BULK-FLOW AVERAGE FOR VARIABLES 
mAT ARE FUNCTIONS OF RADIUS; PROCEDURE F L 0 A V ( N 1 , W ( , ) , U ( ) , R A D ( ) J C , l ) ; 
BEGIN INTEGER I 1 , I 2 , N 1 ; FOR 12 - 0 , 1 9 ; BEGIN XI = RAD(2) 0 U(2) 0 w(2+ l2 ,N l ) „ 
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( O . l ) ; FOR. 11= 3 , 5 , 7 ; XI = XI + ( 6 . 6 6 6 6 6 6 7 * * - 2 ) . ( R A D ( l l - l ) 0 U ( l l - l ) „ 
W ( l l + I 2 - l , N l ) + ( 4 o O ) 0 R A D ( l l ) . U ( l l ) = W ( l l + I 2 , N l ) + R A D ( I l + l ) o U ( l l + l ) . 
W ( l l + I 2 + l , N l ) ) ; FOR I I = ( 9 , 2 , 1 7 ) ; XI - XI + ( l . 6666667**-2) ., ( R A D ( l l - l ) . 
U ( l l - l ) 0 W ( . I l + I 2 - l , N l ) + ( 4 . 0 ) o R A D ( l l ) . U ( l l ) o W ( l l + I 2 , N l ) + R A D ( l l + l ) 0 
U ( l l + l ) o W ( l l + I 2 + l , N l ) ) ; XI = XI + ( l . 6 6 6 6 6 6 7 * * - 2 ) . ( R A D ( l 8 ) . U ( l 8 ) , W ( l 8 + I 2 , 
Nl) + ( 4 o O ) . R A D ( l 9 ) . U ( l 9 ) . W ( l 9 + I 2 , N l ) ) ; IF 1.2 EQL 0 ; C = XI; IF 12 EQL 
19; T := XI END; RETURN END FL0AV(); 
COMMENT THIS SUBROUTINE COMPUTES VW(l,N4) AND YW(2,N4) FROM V ( , N l ) , 
VW(l ,N2) , VW(2,N2) AND VW(3,N3) VIA NEWTONS METHOD0 N1,N2,N3, AND N4 MUST 
BE SPECIFIED.; SUBROUTINE NEWT; BEGIN J l ( 4 ) = 1; X8 = 3 2 0 0 „ 0 , B ( 3 ) 0 B ( 2 l ) ; 
X9 = 1 6 0 0 . 0 u B ( 4 ) „ B ( 2 2 ) . ( 2 . 0 + B ( 6 ) . 0 . 0 5 0 6 2 5 ) ; ORIGN.. EITHER IF ORD EQL 1; 
BEGIN XI ~ RATEl(VW(l,N2),VW(2,N2)); X5 ~ DRl(VW(1,N2),VW(2,N2)) END; 
OR IF ORD EQL 2 ; BEGIN XI = RATE2(VW(1,N2),YW(2,N2)); X5• = DR2(YW(l, 
N 2 , VW(2,N2)) END; OR IF ORD EQL 3 ; BEGIN XI - RATE3(\/W( 1 ,N2) , 
VW(2,N2)),- X5 -•= DR3(VW(l,N2),VW(2,N2)) END; OTHERWISE BEGIN XI = 0 , 0 ; 
X5 - OoO END; X6 = (X8. ( V ( l 9 , N l ) - Vw(l ,N2)) - B ( 2 ) 0 X l ) ; X 7 :- 1600 .0 .E(4) . 
B ( 2 2 ) „ ( 2 o 0 8 V ( 3 8 , N l ) - (2„0 + Oo0506250B(6))„VW(2,N2) + 0 0 0 5 0 6 2 5 0 B ( 6 ) , 
VW(3,N3)) - B ( 5 ) c X l ; X2 - (X8 + B(2)»X5) ( (B(5) .Xl /VW(2 ,N2) 0 VW(2,N2) ) + 
X9) - B(2) ,B(5)oXloX5/VW(2,N2) a VW(2,N2) ; IFABS(X2) L S S B ( l 5 ) ; BEGIN 
Nl :- 1; GO TO B0SS4 END; X3 = (X6„((B(5)„Xl /VW(2,N2) .VW(2,N2)) + 
X9) - (X7 .X1 .B(2) /VW(2 ,N2) .VW(2 ,N2) ) ) /X2; X4 = (X7»(X8 + B(2) 0 X5) -
X6oB(5) 0 X5)/X2; VW(l,N2) = VW(l,N2) + X3; VW(2,N2) = VW(2,N2) + X4; 
J l ( 4 ) = J l ( 4 ) + 1; IF (ABS(X3) GEQ B ( l 3 ) ) OR (ABS(X4) GEQ B ( l 4 ) ) ; 
GO TO ORIGN; VW(l,N4) = VW(l,N2); VW(2,N4) = YW(2,N2); RETURN END 
NEWT; 
213 
COMMENT MASTER PROGRAM; TRANS.- READ(;;DATAl); OVERLAY ONE; GO TO 
ORIG1; BOSS2UO OVERLAY TWO; GO TO 0RIG2; BOSS3„., OVERLAY THREE; GO TO 
0RIG3; B0SS4 . . OVERLAY FOUR; GO TO 0RIG4; INPUT DATAl(FOR I •-• 1 9 , ( 2 0 , 1 , 
2 6 ) ; B ( l ) , J l ( 5 ) , J l ( 6 ) , K , S ( l ) , S ( 2 ) , S ( 3 ) , S ( 4 ) ) i 
SEGMENT ONE; BEGIN; COMMENT SEGMENT ONE GENERATES THE RADIUS VECTOR; 
RAD, THE VELOCITY VECTOR, U, THE EDDY DIFFUSIVITIES OF MASS AND HEAT, AND 
THEIR RADIAL DERIVATIVES: 0RIG1„. B ( l 8 ) = 2 o 0 o B ( l 9 ) 0 B ( 2 3 ) / B ( 2 0 ) ; B(29)
 := 
0 , 0 7 9 . ( B ( l 8 ) * - 0 . 2 5 ) , - B(27) = 5 ,123 - 0 . 1 5 8 0 8 . L D G ( B ( l 8 ) ) - 1 . 5 2 * * 7 . ( B ( l 8 ) * -
2 o 0 9 7 ) ; B(28) = l e 4 5 + 5 9 . 3 0 5 „ ( B ( 1 8 ) * - 0 „ 5 1 6 3 ) ; B(30) = l . o / ( 0 0 1 7 5 + 
9 o 5 0 8 o ( B ( l 8 ) * - 0 n 6 2 6 6 ) ) ; WRITE(;;DATA2,LIST2); RAD(l) = 0 . 0 ; FOR I = 
( 2 , 1 , 8 ) ; RAD(l) •- RAD(l - l ) + 0 , 1 ; FOR I -- ( 9 , 1 , 2 0 ) ; RAD(l) '•= RAD(l - l ) + 
0*025 ; 
COMMENT COMPUTE U; X2 = 0 . 0 1 2 5 / J 1 ( 5 ) ; 12 = J l ( 5 ) ; W ( l , l ) = 0 „ 0 ; 
XI ~ 0 0 0 ; W( l ,2 ) - 0 „ 2 5 o B ( l 8 ) o B ( 2 9 ) ; FOR I --= ( l , l , 1 9 ) ; BEGIN IF I EQL 
13 ; BEGIN X2 = 0 „ 0 5 0 / j l ( 6 ) ; 12 ~ J l ( 6 ) END; FOR. I I = ( l , l , I 2 ) ; BEGIN 
W(2 , l ) '•-- W ( l , l ) + X2; W ( 3 , l ) •- W ( 2 , l ) + X2; FOR J - 2 , 3 ; W(j ,2 ) = 0o5„ 
B ( l 8 ) o B ( 2 9 ) o ( l o 0 - W ( j , l ) ) / ( l u O + SQRT(l„0 + 0 . 5 . B ( 2 9 o ( ( B ( l 8 ) „ B ( 2 7 ) „ 
( W ( J , 1 ) * B ( 2 8 ) ) o E X P ( ~ B ( 3 0 ) o W ( j , l ) ) ) * 2 u 0 ) ) ) ; XI = XI + ( W ( l , 2 ) + 4 „ 0 . 
W(2,2) + W ( 3 , 2 ) ) . X 2 / 3 . 0 ; W( l ,2 ) = W ( 3 , 2 ) ; W ( l , l ) = W ( 3 , l ) 
END; U ( 2 0 - l ) - XI; U ( 3 9 - l ) '-= XI END; 
J£ 
COMMENT COMPUTE EDDY DIFFUSIVITIES, RADIAL DERIVATIVES OF E 0 D 0 , 
AND MIXING LENGTHS; FOR I ~- ( l , l , 2 0 ) ; BEGIN XI = 1.0 - RAD(l) ; 
X2 = B ( 2 7 ) . ( X l * B ( 2 8 ) ) . E X P ( ~ X l o B ( 3 0 ) ) ; X3 = SQRT(l.O + 0 „ 5 0 B ( 2 9 ) . B ( l 8 ) „ 
B( l8 )oX2oX2) ; IF I NEQ 1; W( l ,3 ) = X2/SQRT(RAD(i)); W ( l , l ) = B ( 2 l ) + 
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0 . 5 . B ( 2 5 ) . B ( 2 0 ) „ ( X 3 - l o O ) ; W ( l , 2 ) = B ( 2 2 ) + 0 , 5 . B ( 2 6 ) . B ( 2 0 ) „ ( X 3 - 1„0) 
END; X5 = 0 . 0 5 0 ; FOR I = ( l , l , 1 9 ) ; BEGIN IF I EQL 8 ; X5 = 0 „ 0 1 2 5 ; 
XI = RAD(l) + X5; X2 = 1.0 - XI; X3 = B ( 2 7 ) „ ( X 2 * B ( 2 8 ) ) . E X P ( - X 2 „ B ( 3 0 ) ) ; 
X4 = SQRTfl.O + 0 . 5 . B ( 2 9 ) 0 B ( l 8 ) u B ( l 8 ) . X 3 . X 3 ) ; V ( l , l ) -- X l ( B ( 2 l ) + 0 , 5 0 
B(25) oB(20) „(X4 - 1„0)) ,- V(.I ,2) " Xl (B(22) + 0 . 5 . B ( 2 6 ) „ B ( 2 0 ) 0 ( X 4 - 1„0)) 
END; XI - OoO; X2 - 0 . 0 ; FOR I = ( l , l , 2 0 ) ; BEGIN XI = MAX(Xl ,W(l , l ) ) ; 
X2 - MAX/X2,W(l,2)} END; B ( l 6 ) •'• XI; B ( l ? ) = : X2; FOR I - ( l , I , 2 0 ) ; 
BEGIN WNl,l) : : W ( l , l } / X l ; W(.I,2) : = W( I , 2 ) / X 2 ; V ( l , l ) • V ( l , l ) / X l ; 
V(T,2) •': V( . I ,2) /X2 END; B ( 2 l ) •"•- B ( 2 l } / X l ; B(225 ~ B ( 2 2 ) / X 2 ; B\ 3) ~ 
X l „ B ( 2 4 ) / B ( l 9 ) . B ( 2 3 ) o B ( 2 3 ) ; B(4) ~ X 2 . B ( 2 4 ) / B ( 1 9 ) n B ( 2 3 ) „ B ( 2 3 ) ; IF S { l ) ; 
BEGIN XI - SQRT(0 o 5 o B(29) ) ; X2 - 0 „ 5 „ B { 1 8 ) . X I ; WRITE(;;ANSI,FORMl) END; 
IF S ( 2 ) ; GO TO TRANS; GO TO BOSS2; OUTPUT DATA2(FOR I ~ ( 1 8 , 1 , 3 0 ) ; 
( l , B { l ) } , J l ( 5 ) , J l ( 6 ) , K ) ; OUTPUT ANSI(FOR 1 - ^ ( l , 1 , 1 9 ) ; ( R A D ( l ) , U ( l ) , 
( l o 0 - R A D ( l ) ) 0 X 2 , U ( l ) / X l } , B ( l 6 ) , B ( l 7 ) , B ( 3 ) , B ( 4 ) , F 0 R I = ( l , l , 2 0 ) ; 
( R A D ( l ) , W ( l , 3 ) , B ( l 6 ) . W ( l , l ) , B ( l 6 ) 8 V ( l , l ) , B ( l 7 ) , W ( l , 2 ) , B ( l 7 ) . V ( l , 2 ) ) ) 
END ONE; 
SEGMENT TWO; BEGIN COMMENT FORMATION OF MATRIX A; 0RIG2 a o A ( l , l ) = 
0 , 0 ; A ( 2 0 , l ) ~ 0 „ 0 ; X2 = B ( 3 ) ; I ~ 1; FOR 12 :- 0 , 1 9 ; BEGIN IF 12 EQL 19; 
BEGIN X2 -• B ( 4 ) ; I :- 2 END; XI •-= O d ; FOR. I l ™ ( l , 1,1.9); BEGIN EITHER IF 
I I EQL 8; BEGIN XI - 0 , 0 2 5 ; Nl = 3 END; OR IF I I EQL 1; Nl " 1; OTHERWISE; 
Nl = 2; SWITCH N l , ( P 1 , P 2 , P 3 ) ; P L . A(.I2+1,2) - - X 2 0 W ( l , l ) O 4 0 0 . 0 / U ( l ) ; 
A ( I 2 + 1 , 3 ) := - A ( l 2 + 1 , 2 ) ; GO TO P4; P2 0 D A ( l l + I 2 , l ) = X2 D V(l l - l , l ) / X l „ X l 8 
U ( . I l ) 0 R A D ( l l ) ; A( ITKI2 ,3 ) - X20V ( i l , l ) / X l .XI . U ( l l ) „RAD( I I ) ; A ( l l + I 2 , 2 ) -
- A ( I 1 + 1 2 , l ) - A(11+12. 3) ; GO TO P4; P3„ »A(8+12, l ) -• X2„ 
160oO.V(7 , l ) /u (8)„RAD(8) ; A ( 8 + I 2 , 3 ) = X 2 „ 6 4 0 = 0 . V ( 8 , l ) / u ( 8 ) „ R A D ( 8 ) ; 
A ( 8 + I 2 , 2 ) = - A ( 8 + I 2 , l ) - A ( a + I 2 , 3 ) ; P40„ END END; 
COMMENT FORMATION OF CONSTANT VECTORS USED IN GAUSSIAN ELIMINATION; 
FOR I ••- ( 1 , 1 , 3 8 ) ; BEGIN W ( l , 2 ) = 100 - K . A ( l , 2 ) + K . A ( l , l ) .W( l , l ) ; 
W ( l + l , l ) ••- - K „ A ( I , 3 ) / W ( I , 2 ) END; W(20 , l ) ^ O . O . ; W(39 , l ) = 0 » 0 ; I F S ( 3 ) ; 
WRITE(;;ANS2,F0RM2); IF S ( 4 ) ; GO TO TRANS; GO TO B0SS3; OUTPUT ANS2(F0R 
I I = ( 1 , 1 , 3 8 ) ; ( F O R 12 = 1 , 2 , 3 ; A ( l l , I 2 ) , F 0 R 12 = 1 , 2 ; W ( l l , 1 2 ) ) , W ( 3 9 , l ) ) 
END TWO; 
SEGMENT THREE; BEGIN COMMENT SEGMENT 3A; COMMENT SEGMENT 3 IS THE 
WORKING PROGRAM THAT GIVES THE SOLUTION TO THE APPROXIMATE BOUNDARY VALUE 
PROBLEMo; COMMENT SEGMENT 3A USES A BACKWARD DIFFERENCE APPROXIMATION TO 
THE Z-DERIVATIVE, AND OBTAINS A SOLUTION TO THE RESULTING SYSTEM OF NON-
LINEAR EQUATIONS BY ITERATION; ORIG3UO READ(;;DATA3); READ(;; DATA6); 
B ( l 2 ) ••-- B ( 9 ) * ( B ( l O ) + B ( l l ) ) j B(2) -" B ( 2 4 ) / B ( 19) „B(9 ) ; B(5) = B ( 3 l ) 0 
B ( 2 4 ) / ( B ( 1 9 ) - B ( 7 ) ) ; WRITE(;;DATA7,LIST7); WRITE(;;DATA4,LIST4); FOR J » 
( 1 , 1 , 1 9 ) , - V(J+19-, l ) = (V(J+19 ,1 ) + 2 7 3 0 2 ) / B ; ? ) ; FOR J = ( l , l , 1 0 ) ; 
DELTJ(J ) " D E L T J ( J ) / B ( 7 ) ; VW(3,l) - (VW(3,l) + 2 7 3 O 2 ) / B ( 7 ) ; VW( l , l ) = 
V ( l 9 , l ) ; VW(2,l) :';: V ( 3 8 , l ) ; VW(3,2) - VW(3,l) + D E L T j ( l ) ; B ( l4 ) = 
B ( l 4 ) / B ( 7 ) ; Nl := N2 - N3 •- N4 ™ 1; ENTER NEWT; WRITE(; ;DATA5,LIST5); 
FL0AV( .1 ,V( , ) ,U( ) ,RAD() ;C ,T) ; WRITE ( ; ;ANS4,F0RM4); J l ( l ) ~ J l ( 7 ) ^ 
J l ( 9 ) - = 1; J l ( 8 ) ••= F I X ( Z l ( 2 ) / K ) ; J l ( l O ) - F I X ( Z 2 ( l ) / K ) ; 
COMMENT FORMATION OF Z-DERIVATIVE VECTOR; ENTER R.VEC; STEPl„ . 
XI = V W ( l , l ) ; FOR I I := 0 , 1 9 ; BEGIN IF I I EQL 19; XI = V W ( 2 , l ) ; V ( l l + 1 , 4 ) -
A ( I 1 + 1 , 2 ) . V ( I 1 + 1 , 1 ) + A ( l l + l , 3 ) . V ( l l + 2 , l ) - R ( l l + I , l ) / U ( l ) ; FOR I --= 
( 2 , 1 , 1 8 ) ; V ( I + I 1 , 4 ) - A ( l + I l , l ) o V ( l + I l - l , l ) + A ( l + I l , 2 ) , V ( l + I l , l ) + 
A ( I + I 1 , 2 ) . V ( I + I 1 + 1 , 1 ) " R ( I + I 1 , 1 ) / U ( I ) ; V( I1+19 ,4 ) ~ A ( l l + 1 9 , l ) . V ( l l + 
18 ,1 ) + A ( l l + 1 9 , 2 ) o V ( l l + 1 9 , l ) + A ( I 1 + 1 9 , 3 ) . X I - R. ( l l+19, l ) / u ( l 9 ) END; 
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COMMENT PREDICTOR FORMULA; FOR I = ( 1 , 1 , 3 8 ) ; BEGIN \ / ( l , 2 ) := 
V ( l , l ) + K . V ( l , 4 ) ; V ( I , 4 ) = V ( I , 2 ) END; Nl ~: N3 = N4 ~ 2 ; N2 - 1; 
ENTER NEWT; 
COMMENT CORRECTOR FORMULA; ENTER RVEC; ,71 (2) - 1; STEP20P 
FOR I ~ ( 1 , 1 , 3 8 ) ; W ( l U , 3 ) = ( v ( l , l ) " ( K . R ( l , 2 ) / u ( l ) ) + K „ A ( l , l ) , 
W ( I , 3 ) ) / W ( I , 2 ) ; W(20,3) •' W(20,3) + K0A( 19, 3) . VW(l ,2)/lAl( 19 , 2) ; W(39,3) = 
W(39,3) -f K o A ( 3 8 , 3 ) „ Y W ( 2 , 2 ) / w ( 3 8 , 2 ) ; FOR I = ( 3 8 , - l , l ) ; V ( l , 3 ) := 
W ' l+1 ,3 ) - W ( l + l , l ) n V ( l + l , 3 ) ; Nl '•- N4 --- 3 ; N2 = N3 = 2 ; ENTER NEWT; 
COMMENT TEST; FOR I ~ ( l , l , 1 9 ) ; BEGIN Q - (ABS(V(l ,2) - V ( l , 3 ) ) 
GTR B ( l 3 } ) OR ( A B S ( V ( I + 1 9 , 2 ) - V ( I + 1 9 , 3 ) ) GTR B ( l 4 ) ) ; IF Q BEGIN 1 = 1 ; 
GO TO STEP3 END END; Q ~ (ABS(VW(l ,2) -VW(l ,3) ) GTR B ( l 3 ) ) OR (ABS(VW 
( 2 , 2 ) - VW(2,3)) GTR B ( l 4 ) ) ; 
COMMENT SHIFT; STEP3.„ FOR I = ( 1 , 1 , 3 8 ) ; V ( l , 2 ) = V ( l , 3 ) ; Nl = 2; 
ENTER RVEC; VW(l,2) = V W ( l , 3 ) ; VW(2,2) = VW(2,3); IF Q; BEGIN J l ( 2 ) -
J l ( 2 ) + 1; GO TO STEP 2 END; FOR I - ( l , l , 3 8 ) ; IF V ( l , 2 ) LSS 0 , 0 ; 
BEGIN Nl » 2; GO TO B0SS4 END; IF (VW(l,2)LSS 0 , 0 ) OR(VW(2,2) LSS 0 . 0 ) ; 
BEGIN Nl = 2 ; GO TO B0SS4 END; FOR I " ( l , l , 3 8 ) ; W ( l , 3 ) = V ( l , 4 ) - V ( l , 2 ) ; 
XI = OoO; X2 = O.O; X3 = 0 „ 0 ; X4 ~ OoO; FOR I = ( l , l , l 9 ) ; BEGIN XI = XI + 
W( l ,3 ) „W(.I ,3); IF ABS(W(.I,3)) GTR ABS(X2); BEGIN 13 = I; X2 = W ( l , 3 ) END; 
X3 ~ X3 + W ( l + 1 9 , 3 ) o W ( l + 1 9 , 3 ) ; IF ABS(w( l+19 ,3) ) GTR ABS(X4); BEGIN 14 = 
I ; X4 :- W(I+19,3) END END; FL0AV(2, V( , ) ,U() ,RAD() ;C , T ) ; FL0AV(2,R(,-) , U ( ) , 
RAD();RC,RT); 
COMMENT PRINT PROFILES ON DEMAND; IF S ( l ) ; WRITE(;;ANS3,F0RM3); 
COMMENT PRINT PROFILES AS PROGRAMMED; IF S ( 2 ) ; BEGIN IF J l ( l ) 
EQL J l ( l O ) ; BEGIN WRITE(;;ANS 3,F0RM3); WRITE(;;ANS5,F0RM5) END; IF J l ( l ) 
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EQL Jl(lO) + 1; BEGIN WRITE (;;ANS3,FORM3); Jl(9) " Jl(9) + 1; Jl(lO) -
FIX(Z2(J1(9))/K) END END; 
COMMENT PRINT AVERAGE CONCENTRATION, TEMPERATURE, RATES, AND ERROR 
ESTIMATES,, PRINT STEP NUMBER AND NUMBER OF ITERATIONS,; WRITE (; ;ANS4, FORM 
4); 
COMMENT ADD TO STEP COUNTER AND SHIFT SUBSCRIPTS; J l ( l ) = J l ( l ) + 
FOR I = ( 1 , 1 , 3 8 ) ; BEGIN V ( l , l ) = V ( l , 2 ) ; R ( l , l ) = R ( l , 2 ) END; VW(l , l ) -~-
V W ( l , 2 ) ; VW(2,l) = VW(2,2) ; VW(3,l) = YW(3,2); 
COMMENT GET JACKET TEMPERATURE FOR NEXT STEP; IF J l ( l ) EQL J l ( 8 ) ; 
BEGIN J l ( 7 ) - J l ( 7 ) + 1; J l ( 8 ) = F I X ( Z l ( J l ( ? ) + l ) / K ) END; VW(3,2) -
VW(3,l) + D E L T J ( J l ( 7 ) ) j UNTIL J l ( l ) EQL J l ( 3 ) ; GO TO STEP 1; IF S ( 3 ) ; 
GO TO ORIG3; GO TO TRANS; INPUT DATA3(FOR J ~ ( l , 1 , 3 8 ) ; V ( J , l ) , Y W ( 3 , l ) , 
FOR J = ( l , l , 1 0 ) j ( Z l ( . j ) , D E L T J ( j ) ) , F O R J =•= ( l , l , 1 0 ) ; Z 2 ( j ) ,ORD, J l ( 3 ) ) ; 
INPUT DATA6(FOR J ~ 1 , ( 6 , 1 , l l ) , 1 3 , 1 4 , 1 5 , 3 1 ; B ( j ) , S ( l ) , S ( 2 ) , S ( 3 ) ) ; OUTPUT 
DATA4(F0R J - ( 1 , 1 , 1 0 ) ; ( J , Z 2 ( j ) , Z l ( j ) , D E L T J ( j ) ) , O R D , J l ( 3 ) , Y W ( 3 , l ) , 
FOR J = ( I , 1 , 1 9 ) ; ( R A D ( J ) , Y ( J , I ) , Y ( J + 1 9 , I ) ) ) ; OUTPUT DATA7(FOR J -
( 1 , 1 , 1 7 ) , 3 1 ; ( J , B ( J ) ) ) ; OUTPUT D A T A 5 ( V W ( l , l ) , B ( 9 ) , Y W ( 2 , l ) „ B ( 7 ) - 2 7 3 . 2 ) ; 
OUTPUT ANS3(FOR L + ( l , 1 , 1 9 ) ; ( R A D ( L ) , Y ( L , 2 ) . B ( 9 ) , V ( L + 1 9 , 2 ) , B ( 7 ) - 2 7 3 . 2 , 
W ( L , 3 ) , W ( L + 1 9 , 3 ) , R ( L , 2 ) / B ( 2 ) , R ( L + 1 9 , 2 ) / B ( 5 ) ) , V W ( l , 2 ) 0 B ( 9 ) , VW(2,2) . 
B ( 7 ) - 2 7 3 . 2 ) ; OUTPUT A N S 4 ( J l ( l ) , J l ( 2 ) , C . B ( 9 ) , T . B ( 7 ) - 2 7 3 . 2 , V W ( 3 , 2 ) . B ( 7 ) -
2^3o2 , SQRT(Xl ) ,X2 , I3 ,SQRT(X3) ,X4 , I4 ,RC,RT) ; OUTPUT A N S 5 ( Z 2 ( J l ( 9 ) ) , Z 2 [ J 1 
( 9 ) ) / K ) ; 
SEGMENT FOUR; COMMENT SPECIAL OUTPUTS FOR TOUBLES; BEGIN 0RIG4,„ 
IF Ml EQL 1; BEGIN WRITE(;;MS1,MFTl); STOP OOOOIOOOOO; GO TO TRANS END; 
IF Nl EQL 2 ; BEGIN WRITEf;; MS2,MFT2); STOP 0000200000; GO TO TRANS END; 
OUTPUT MSl-(<Jl(l),X2,Jl(4),F0R I = 1, 2, 3; (V(l9,1) .B(9) , VW( 1, i) ,B(9), 
V(38,I).B(7)- 273.2,YW(2,l).B(7)-273„2,VW(3,l).B(7)-273.2)); OUTPUT 
MS2(Jl(l),Jl(2),F0R I = (1,1,19);(RAD(I),V(I,2).B(9),V(I+19,2).B(7)-
273o2),VW(l,2).B(9),VW(2,2),B(7)-273.2) END FOUR; FINISH; 
Nomenclature 
In the table of nomenclature that follows, a list of program 
variables that have the same meanings throughout the program is given 
firsto Then the sets of input and output data are shown in the order 
of their appearance. The dimensions of all input and output data are 
in the metric system of units -
Program Variable Thesis Nomenclature or Explanation 
E s 
B(l) B in k^ = e.xp(B • 
B(2) Q 
(10) 





B(3) Pc - L D*/ ur
2 
2 w 
(4) P =- L K* / ur2 
l . ' w 
»(5) Q, 
•(6) A 











m and n are constants in the expression 
(11) n d C / d t = " kR ( T ) ° n ( C + ^ ^ 
B(12) (C°) 
v m 
m+n / 2 
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B(l3) This is a constant, the maximum permissible change 
of c(s., z ) = c°v(s., Z ) from one iteration to 
' 1 n l i n 
the nextc The iterative process for the solution 
of equation 114 is continued until this condition 
is satisfied. 
B(l4) This is a constant, the maximum permissible change 
of T(s., Z ) = TT~ (s., z ) - 273o2 from one itera-
i' n ng i n 
tion to the next, (see B(l3))0 
B(l5) This is a constant, the minimum permissible value 
of the Jacobian in the Newton's method subroutine,, 
If the value of the Jacobian is less than this, an 
error message is printed,, 
B(l6) D* - least upper bound of D(s.)» 




2 r u 
w 































S(l) through S(< 
RAD(l) 





This is an integer constant that permits the use 
of special rate expressions for first and second 
order reaction rates. 
ORD - 1 is used for first order0 
ORD ~ 2 is used for second order0 
ORD ~ 3 is used for general rate expression in 
which B(lO) and B(ll) must be speci-
fied, 
ORD = 4 is used for no reaction,. 
This is an integer variable that counts the number 
of computation steps taken in the z direction. 
This is an integer variable that counts the number 
of iterations for a single computation step in the 
z direction, 
This is an integer constant, the number of the 
final step to be taken in the z direct ion„ 
This is an integer variable that counts the number 
of iterations performed in the Newton's method 
subroutine (NEWT)„ 
These ai e integer constants used in Segment One 
to fix the (As) interval for the integration 
of equation 106c by Simpson's ruleD 
These are Boolean constants that control transfer 
and printing. 
s. where I = i + 1, i = 0, 1, „„., 19. 
u(si) i = 0, 1, .„., 19. 
See list above. 
See list above0 
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ANS 1 
RAD(l) , U( l ) See l i s t a b o v e . 
( 1 . 0 - RAD(l) )-.X2 y + ^ s i ) 
U ( I ) / X 1 u f ( s . ) 
B(l6),B(l7),B(3),B(4) See list above. 
I 
W(I,3) _£ (s.), I ~- i + 1, i / 0 
T- -1 
' W 
B(l6) ° W(l,l) D(s,), I ™ i + 1 
B'16) -V(l,l) D(s + ^As), I ~ i + 1 
B(17)'W(I,2) K(s.), I ^ I + 1 
B(17)-V(.T,2) K(s. + ^ A S ) , I =:- i + 1 
ANS 2 
-> 
A(ll, 12) These are the non-zero constants in f — J ' L A ] . 
-> 
W(ll, 12) These are constants derived from (—J*[AJ. 
and used in the Gaussian elimination solution 
of equation 114„ 
DATA 3 
V(J, l) V(s., 0), J ~ i + 1. The elements of this vector 
are the initial values of T(s.), °C, and y(s.), 
dimensionless. 
VW(3, l) T ( 0 ) 0 This is the initial value of the jacket 
temperature, °C. 
DELTJ(j) These are the J increments of TT per step of 
computation in the z direction0 
Zl(j) These are the corresponding values of z where the 
use of the J' increment of TT is to begin-





Z2(j) These are the values of z where profiles of 
C(s., z) and T(s., Z) are to be printed., 
See list above,, 
See list above and DATA 3. 
See list above, 
VW(l,l)-B(9) C (0)O This is the initial concentration at the 
- ' w 
tube wall. 
VW(2,l)«B(7) -273.2 T (0). This is the initial temperature at the 
tube wall. 
ANS 3 
V(L, 2)-B(9) C(s., z ), L = i + 1 
1 H + 1 
V(L+19)-B(7) -273.2 T(s., z n + 1), L = i + 1 
W(L,3), W(L+19, 3) These are error indicators. 
R(L, 2 ) / B ( 2 ) , These are values of relative reaction rate. 
R(L+19, 2 ) / B(5) 
VW(1,2)-B(9) Cw
(zn+i^ 
VW(2, 2)«B(7)- 273.2 T (z ,J 
^ w n+l 
ANS 4 
Jl(l), Jl(2) See list above„ 
C°B(9) This is the value of the average concentration, 
in the sense of equation 117, computed by the 
subroutine, FLOAV. 
TuB(7) - 273»2 This is the value of the average temperature, in 
the sense of equation 117, computed by the 
subroutine, FLOAV, 
3.2)-B(7)- 273.2 T (zn+1) 
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SQRT(Xl),X2,13 These numbers concern the maximum and average val-
SQRT X3 ,X4,I4 _ ,, . ,. , ..,, x . A M C „ 
ues of the error indicators, Vu , J , in ANS 3. 
RC, RT These are average rates computed by the subroutine, 
FLOAV. 
ANS 5 
Z2(Jl(9) ) This is the value of z where profiles of C and 
T are to be printed. 
Z2(Jl(9))/K This is the step number corresponding to the above 
value of Zo 
MSI 
X2 This is the value of the Jacobian in the Newton's 
method subroutine, NEWT. 
The other elements of this data set are described 
in ANS 3 and ANS 4. 
MS2 See ANS 3a 
APPENDIX III 
ISOTHERMAL VELOCITY DATA 
Test VI 
M = 4800, u/u =0.753 
Re max 










0.014 5.4 2.3 3.7 
0.035 7.4 5.9 5-1 
O0O66 13.0 11.1 8.9 
0.087 15.3 14.6 10.5 
O0IO8 16.5 18.1 11.4 
0.129 18.2 21.6 12.6 
0.149 19.4- 24* 9 13.4 
0,170 20ol 28.5 13.9 
0.207 21.5 34.6 14.8 
0o263 22.3 42.4 15.4 
0.315 23.1 52.8 15 0 9 
0,417 24.2 69.8 16O7 
0.520 25.2 87.0 17.4 
0o622 25o8 104 17.8 
0.724 26,2 121 18.1 
0,827 26.8 138 18.5 
0 „ 929 27.2 156 18.8 
10 000 27o5 168.4 19.0 
0„724 26.5 121 18.3 
0.4-17 24.1 69.8 1.6.6 
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Test V2 
N R e = 50.40 
f,, = 0.00970 
F 
u = 20,75 cm./sec. 
(Virtual) cm./sec. y u 
.014 5.9 2.4 4.1 
O066 14-5 11.6 10.0 
.118 19.1 20.7 13.2 
.170 21.2 29.8 14»7 
.222 22.1 38.9 15o3 
.376 24.1 65.9 16,7 
.581 25.8 102 17.8 
0786 26.9 138 18.6 
.990 27.2 173 18.8 
.960 27.2 168 18.8 
N = 4880 
Re 
f = 0.00975 
r 














.014 5.0 2.3 3.5 
o035 7.7 5o9 5.3 
.056 12.0 9.5 8.3 
.077 14.-6 13.1 10.2 
.108 17.3 18.4 1.2.0 
.160 19.7 27.3 13.6 
0 2.12 21.0 36.2 14o5 
.263 21.4 44*8 14°8 
.366 23.3 62.6 16.1 
.620 25.4 106 17.6 
.825 26.5 141 18.3 
1.000 27.0 170.5 18.7 
.549 24o6 93.6 17.1 
NRe = 10,150 
f . = 0.00812 
r 















„OH 1.6.2 4»4 5.9 
o035 26.3 lie 2 9.6 
.056 32.6 18 c ,0 11 0 9 
. 077 35 = 8 24 c 9 13a 
.108 38H 35 = 0 14 oO 
.160 41ol 51-9 15.0 
. 212 42.7 68 c 6 15 0 6 
.263 44=1 85 = 2 16.1 
.3H 45o6 102 16.6 
= 3 H 45*6 102 16.6 
.416 47.7 135 17.4 
.518 49.7 168 ' 8.1 
.622 5Ic3 202 I.80 7 
.724 52.8 234 19.3 
.825 53 = 4 267 
1 C;; r) 
.927 54*4 300 19.8 
1.000 54*6 324 19.9 
.724 53o0 234 19o2 
.416 48.0 135 ] 7 c 
T e s t V5 
ND = 10,4-20 Re 
f' . = 0o 00810 r 
u = 43 o0 crriu/seCo 
u / u = O780 
max 
y / / l w u> 
w 
( V i r t u a l ) c m o / s e c . 
,0U 14.5 
.035 24.9 
,056 31 .4 
0 077 35.5 
„108 38.6 
.139 4C.3 
„ 160 41.4 
c222 43.4 
.222 43 0 4 
.273 44.9 
.376 47 ol 
.582 51o2 










25 0 4 13 o0 
35.9 14.1 
460 2 14o 7 
15.1 
73.6 15o8 
73.6 15 oB 
90o7 I.6o4 
125 17 0 2 
193 I.80 7 
258 19 0 7 
332 20 0 1 
193 18 0 7 
90 0 7 16 0 5 
N R e = 10,510 
f,, = 0o 00805 
r 
47«,2 cm./sec 
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