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Introduction 
The question of how to interpolate polynomials has a long history in mathematics. 
The interpolation formulae by Newton and Lagrange for polynomials in one indeter- 
minate over fields of characteristic 0 of a fixed degree laid the foundation of numeric 
interpolation. Many generalizations, e.g. allowing coefficients from finite fields and 
more than one indeterminate, related subjects, e.g. the Chinese Remainder Theorem, 
and applications, e.g. various multiplication algorithms having better asymptotic 
behavior than the school multiplication method, have been studied. 
In addition, the question of how to specify appropriate data structures to store 
polynomials efficiently, plays an important role, wherever polynomials occur in 
algorithms. The methods of sparse representation, i.e. representing a polynomial by 
a list of records containing a nonzero coefficient and the corresponding exponent, 
or by straight-line programs - see [ 131 or [ 14]- proved to be very successful. In 
this context, the problem of finding conversion algorithms from one representation 
to another, gave further motivation to study interpolation of polynomials from a 
slightly different point of view. Here, rather than the degree, the number of terms 
of a polynomial is of importance. 
Closely related to the interpolation problem is the somewhat easier problem to 
decide by appropriate evaluations in a minimal number of steps whether a k-sparse 
polynomial in n indeterminates is the zeropolynomial. Here we assume the poly- 
nomial to be given by a straight-line program or, more generally, as an oracle, i.e. 
a black box with as many inputs as there are indeterminates and one output. For 
any evaluation point as input, it produces as its output the value of the polynomial 
at that point. Schwartz has constructed a randomized NC-algorithm for this problem 
in [22]. The corresponding interpolation problem was solved also by randomized 
algorithms by Zippel [24] and Kaltofen [14]. Unfortunately, for finite fields their 
results need strong restrictions on the degree of the polynomial, compare also [5]. 
A crucial step for the construction of deterministic algorithms for these problems 
was the work of Grigoriev and Karpinski [ 111 on finding matchings for bipartite 
graphs. They have developed a new deterministic method for interpolating k-sparse 
determinants over fields of characteristic zero. Their algorithm requires 0( k’) queries 
to the oracle. In [23] and [5] Ben-Or and Tiwari employed their ideas to use n 
different primes pO,. . . , pn_, to solve the “f = O?“-problem over fields of characteris- 
tic 0 using only k queries, namely (&,, . . . , p’,_,) for 0~ i< k, and have designed 
an interpolation algorithm over fields of characteristic 0, using only the 2k queries 
(PA,. f . , pt_,), 0~ i <2k. The crucial point is that the uniqueness of the prime 
factorization of integers allows an application of BCH-decoding techniques. A first 
application was an algorithm for computing the sparse representations for all 
k-sparse irreducible factors of such polynomials, see [15]. 
For the relevant notions and models of parallel computation, in particular the 
notion of NC-algorithms and the notion of NC-reducibility, we refer to [6] and 
[16]. We shall say that a problem Y is NC-reducible to another problem X, if the 
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reduction can be computed by a class of uniform (nkq)““‘-size and O(log’(nkq))- 
depth boolean circuits, for some integer Z, using oracle nodes for the problem X 
(cf. [61). 
In our paper we consider these problems for k-sparse multivariate polynomials 
over finite fields with essentially no restriction on the degree of the polynomials. 
Sections 2 and 3 are devoted to the ‘tf= O?“-problem. In Theorem 2.4 test sets in 
extension fields GF(q”) of GF(q) are constructed for any given m, the asymptotic 
behavior of their cardinality being O((n/m)‘og “) = O(k’““‘“‘“‘) for small m. If the 
degree of the extension field equals the number of indeterminates, we find a test 
set of cardinality k+ 1 in Theorem 2.3 which is proved to be optimal in case n = 1 
in Section 3. If we consider the cases m > 1 we assume to have oracles which accept 
inputs from GF(q”). Of course, this amounts to the case where the base field is 
already GF(q”), but the local degrees of the polynomials under consideration are 
bounded by q. 
In the next section various lower bounds for the necessary number of queries are 
determined. We show that C/b$ kJ (:) is a lower bound for the important case where 
no proper field extensions are allowed, which turns out to be optimal for the field 
with two elements, see Corollary 2.6 and Theorem 3.2. 
Section 4 is devoted to the interpolation problem. As an application of the results 
of Section 2 and Section 3 we describe a method to construct test sets A which 
distinguish any two given k-sparse polynomials. However, we do not know whether 
these test sets contain enough elements such that a nonadaptive interpolation 
algorithm can be derived. Even less do we know whether such an algorithm can be 
found in NC. 
Finally, we shall show that 1+2k- ](2k - 1)/q] evaluations over GF(q”) enable 
us to reconstruct f; where f E GF(q)[X,, . . . , X,_,] is a polynomial satisfying 
deg,,(f) < q for all i. Furthermore, this algorithm shows that the problem to 
interpolate over GF(q”) is NC-reducible to the problem of discrete logarithms, 
see [7]. To do this we combine three tools in order to recover f: generalized 
Newton identities, uniqueness of the q-adic representation of the exponents 
of nonzero elements in GF(q”) with respect to a primitive element, and finally, 
the Frobenius automorphism y-y4 of GF(q”) which keeps fixed all elements of 
GF(q). 
In [12] closely related problems have been studied. There it was shown that for 
given n, k and q one can find test sets for the ‘tf= O?“-problem of order k( 1 + (n - 1) x 
(t)), provided that one works over a slight extension field GF(q”) of GF(q) with 
m = 2 log,( kn). Furthermore, an NC-interpolation algorithm is developed in this 
situation. This contrasts in a rather intriguing way to our lower bound C:!?tz kJ (r) 
for the number of necessary queries in case m = 1. 
Our results may have applications in the area of learning algorithms for the case 
of boolean formulae, given with respect to the basis (AND, XOR), and more 
generally for polynomials over GF(q), which we would like to investigate in a 
subsequent paper (for the case of basis (AND, OR, NOT) see, e.g. [2]). 
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The Interpolation Algorithm of Section 4 as well as the NC-Interpolation 
Algorithms of Grigoriev, Karpinski, and Singer [12] has been implemented in the 
Computer Algebra System Scratchpad II by Thorsten Werther in the Summer of 
1988 at the IBM Heidelberg Scientific Center. Our algorithm compared favourably 
with [12] in efficiency for small values of the products nk. 
1. Notation 
The most general setting of the questions we are interested in are the following 
ones: For any two sets X and Y and any subset 9 c X y of mappings from Y into 
X one may ask for minimal test sefs A of Y which will allow to distinguish different 
mappings in 9. Hence we define 
and for f E 9 we define 
If X = K is an arbitrary field and 3’ a linear subspace of K y, then c( 9, 0) = dim 8, 
hence for arbitrary P we conclude c(P, 0) c dim span KP. Therefore, w.1.o.g. one 
may restrict one’s attention to those subsets 9 c_ K ’ which span the whole space K ‘. 
In this note we consider the following special case: For a finite field GF(q) of 
prime power order q the ring of (polynomial) maps from Y := GF(q)” into X := 
GF( q) is isomorphic to GF( q)[X,, . . . , Xn-l], the polynomial ring in n indetermin- 
ates, modulo the ideal generated by X,4 - X0, . . . , X”,_, -X,_, . We thus may identify 
the elements of Xy with the polynomials f~ GF(q)[X,, . . . , X,-,1 satisfying 
deg,,(f) < q for all i. 
Let PE( q) denote the set of all such polynomials f which in addition are k-sparse, 
i.e. the positive integer k is an upper bound for the number of nonzero coefficients 
off: For given q we want to discuss upper and lower bounds for the number 
c;(q) := c( P, 0) 
where 9 consists of all polynomials in Pi(q), considered as maps from GF(q)” 
into GF(q). In this case we also write d:(q) for a( P’, 0) and 933;(q) for 3( 9). 
More generally, for given q and m we shall consider 
ct(q, m):= c( p’,, 0) 
where P?,,, again consists of all polynomials in C-P:(q), but now considered as maps 
from GF(q”)” into GF(q”). In this case we also write dz(q, m) for S( g,,,, 0) and 
st(q, m) for s(p’,). 
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2. Test sets and upper bounds 
To derive upper bounds for cl(q, m) be constructing evaluation sets in &I(q, m) 
the following observation appears to be crucial. 
Lemma 2.1. Let n = n, + n2, A$ E &t;(q, m) and A;;E &l;(q, m) for all k, . k,c k. 
Then 
u A;; x A;; E &;(q, m). 
Proof. Consider 0 #f~ P’;(q) as a polynomial in the indeterminates Xnl, . . . , X,_, 
with polynomial coefficients in GF(q)[X,, . . . , X,,_,]. The corresponding number 
k, of nonzero terms off is of course bounded by k, one of the k, nonzero polynomial 
coefficients, say fp, has at most k, := [k/k,] t erms. Hence there exists an element 
a”’ E Ai; such that f@(a”‘) # 0. Consequently, f(a”‘, X,,, , . . . , X,_,) is a nonzero 
k,-sparse polynomial in n2 indeterminates for which we can find an a(*)~ AZ with 
f(a”‘, a’*‘) f 0. 0 
Corollary 2.2. For an arbitrary improper partition T = ( rO, . . . , T.$_~) of n, i.e. ri E N 
and Csii T, = n - in short T k n - and for all K s k let A? be an arbitrary set from 
&?(q, m). Then 
Obviously, corresponding results also hold for arbitrary ground fields of arbitrary 
characteristic. Corollary 2.2 will be used in conjunction with the following result. 
Theorem 2.3. Let f E GF(q)[X,, . . . , X,_,] be a k-sparse polynomial, k 2 2, satisfying 
degxZ (f) < q, for all i, and let w be a primitive element of GF( 9”). Then f is the zero 
polynomial if and only if f(0, . . . , 0) = 0 and J := f(WiqL’, wi9’, . . . , wiq”-‘) = 0, for all i 
satisfying 0 s i < k and qYi in case i > 0. Any set consisting of one element which has 
no zero components is a test set for the case k = 1. 
Proof. If f E GF(q)[X,, . . . , X,_,] satisfies deg,,(f) < q for all i, then f is a GF(q)- 
linear combination of the q” monomials X” := X:0 * . . . . Xz~il, where (Y ranges 
over all maps in q” := (0, . . . , q - l}(“,...,“P’): 
f = c c&X”. 
atq” 
Now assume f(0, . . . , 0) = cc0 ,._., o) = 0 and J; = 0 for all i satisfying 0 s i < k and q# i 
in case i > 0. By the properties of the Frobenius automorphism we have 
J.,=(J)“, l~j.q<k 
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and hence f; = 0 for all i satisfying 0 s i < k. The mapping 
fi : d’\{(O, . . . ,O)l+ GF(d’)\{OJ 
defined by 
is bijective since 0, = w(~~“~“), so from the q-adic expansion of the exponent we 
can recover (Y. Let A be any k-subset of q"\{(O, . . . , 0)) containing the support 
supp(f) := {a: c, # 0} of J: Then 
A= c c,.a:= c con; 
u cq”\l(0,...,0)1 LYGA 
for all 0 d i < k. Thus we obtain the following matrix equation 
The k-square matrix (0:) is a nonsingular Vandermonde matrix since the .R,, are 
pairwise different. Hence f is the zero polynomial. The case k = 1 is clear. 0 
The test set given in the last theorem is an element of dE(q, n) and hence 
c;i(q, n) s 1-f k - [(k - l)/qJ. To state the main result of this section we need the 
following test sets TE(q, m). Let rn < n and let w be a primitive element of GF(q”), 
then the elements of T;(q, m) can be constructed as follows: Split the n-tuple in 
blocks of length m, the last one possibly being shorter. The p-th block is either a 
zero-block (0,. . . , 0) or equals (w i’qo, w i.y’, . . . , w i’q”‘m’) for an i = i, such that 
1 s i < k with q$i or i = 0. In the nonzero case such a block is called an exponent-i- 
block. In addition the following condition has to be satisfied: 
Corollary 2.2 and Theorem 2.3 together imply the following theorem. 
Theorem 2.4. Let f E GF( q)[X,, . . . , X,_,] be a k-sparse polynomial, k 2 2, satisfying 
deg,)( f) < q for all i. Then f is the zero polynomial zf and only if it vanishes at all 
elements of T;(q, m). 
Proof. Use the partition v := (m, . . , m, m,) of n with m, s m in Corollary 2.2 and 
choose the test sets AZ; according to Theorem 2.3. Note further that the occurrence 
of a block of zeros implies that the corresponding K~ is at least 2, while in the other 
cases it is at least 1 + i,. 0 
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and therefore 
cXq)G#TZq, 1) 
as well as 
cZ(q, m) C # TP’“‘(q”, 1). 
Note that #Tg(q, l)s(~* (q-l)) ‘log2 ‘I. More precise estimates can be derived 
from [20, Chapter 10, Section 111. 
In [12] it is shown that ci(q, m) s k(l+ (n - l)(t)), once m satisfies 
12:;1-:,1 -l>(n-1) (9 ; 
this is certainly true for m 2 2 log,(kn). Using their results instead of Theorem 2.3, 
the above method can be applied similarly to yield 
where 
n,,:=max{Z: r2R;1_:)l-l>(ll)(~)}. 
This result is interesting for n 3 q”‘2k. 
In the next two corollaries special cases are considered. 
Corollary 2.6. Let f~ GF(2)[Xo,. . . , X,_,] be a k-sparse polynomial satisfying 
deg,,( f) < 2 for all i. Then f is the zero polynomial if and only if all f (a) = 0 for all 
a E TF(2, l), theset of all elementsfrom GF(2)” having at most [log, kJ zeropositions. 
Hence c~(~)sC:?$~ (r). 
Corollary 2.7. Let w be a primitive element in GF(q). Then the set ((1,. . . , 1))~ 
{a E GF(q)“: a,, E (0, o} for one v and au = 1 elsewhere} is a test set to decide whether 
a binomial is 0. Hence 
4(q) s 1 l+n lj-q=2 1+2n if q#2’ 
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3. Lower bounds 
In this section we determine lower bounds for cE(q, m). As every k-sparse 
polynomial can be split into a difference of a ]k/2] -sparse and a [k/21-sparse 
polynomial, a set A E a:( q, m) has to contain an element where these polynomials 
have different values. Hence the map 
p;k,z,(q) + GF(q”YA, fHCf(a))a,A 
must be injective. Therefore 
#g);k,z,(q)s #GF(qm)A, 
that is 
‘.log,(‘:~(q”).(q-l)‘)cc;(q,m). 
m 
Besides this trivial result our first aim is to show that in case m = 1 it is not 
possible to decide the question whether a k-sparse polynomial is the zeropolynomial 
knowing only polynomially many (in k and n) evaluations. We show that the number 
of necessary evaluations in this case is pseudopolynomial: a( nlog k, = CI( klog “) as 
long as k is substantially smaller than 2”. 
Theorem 3.1. Assume A E a;(q), that is, A is a test set of evaluation points in GF(q)” 
which enables us to decide whether a k-sparse polynomial f E GF(q)[X,, . . . , X,-,1 
satisfying deg,<(f) < q for all i, is the zero polynomial. Then for every subset T c 
(0,. . . , n-l} such that # TS [log, k], the set A contains an element aT = 
(a:, . . ., a:_,) with T = {i: a: = 0). Hence A has at least C/E? k’ (y) elements, i.e. 
Proof. For every subset T z (0,. . . , n - 1) such that # T s [log, kJ define a poly- 
nomial 
pT:= n (x4-l -1) ’ n xi. 
,ET i&T 
These polynomials have the following properties: 
(1) pT is k-sparse. 
(2) p,(a) # 0 if and only if {i: ai = 0} = T 
The first property follows from 2#T S 2 ‘log2 k1 s k, the second from the fact that the 
zeros of X9-l - 1 are exactly the elements of GF(q)\{O}. Hence, to distinguish 
between such a polynomial and the zeropolynomial, there has to be an element aT, 
as claimed, in the set A. 0 
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In case q = 2 we may combine Corollary 2.6 and Theorem 3.1 to determine c:(2) 
exactly: 
Theorem 3.2 
We state the following important corollary which also can be interpreted for the 
case of n-ary boolean functions with k terms with respect to the basis (AND, XOR). 
Corollary 3.3. Let ~EGF(~)[X,, . . . , X,_,] be a k-sparse polynomial sarisfying 
deg,,( f) < 2 for all i and given by an input black box oracle; then there exists an 
algorithm for deciding over GF(2) whether f is the zero polynomial using 0( nlog k, 
queries to the oracle. The algorithm is optimal with respect to the number of queries to 
the oracle taken by any (adaptive or nonadaptive) algorithm for this problem. 
The above result compares interestingly with the lower bounds known for boolean 
functions in different bases (cf. e.g. [2]). It proves also impossibility of polynomial 
time (or NC-)algorithms for the general sparse polynomial interpolation with input 
oracles over finite fields without proper field extensions (the lower a( nlog k)-bound 
for the number of queries works for arbitrary finite fields GF(q), see Theorem 3.1). 
For the general framework on computation with the input oracles the reader is also 
referred to [17]. 
The next result where upper and lower bounds coincide is the case n = 1 = m: 
Lemma 3.4 
c:(q) = 
min{k+l, q} ifk32 
1 ifk= 1’ 
Proof. (Compare the proof of Theorem 7 in [5]). If k = q, then indeed c:(q) = q, 
sinceanymapGF(q)~GF(q)isin~~(q).Ifq>k~2andAEGF(q)hascardinality 
k, then if Og A the polynomial f := X4-’ - 1 is k-sparse and vanishes on A. If 0 E A 
then f := lIaCA,(oI (X - a) is a nonzero polynomial in GF(q)[X] of degree at most 
k - 1. Hence f and therefore also X. f have at most k monomials and the latter 
vanishes on A. The upper bound is given by Corollary 2.5. Finally, if k = 1, one 
needs precisely one evaluation to check whether f = 0 holds. 0 
The next result covers the case of binomials and the proof of the theorem may 
give a hint about the difficulties which may arise while trying to prove sharp lower 
bounds for k 2 3. 
Theorem 3.5. Let q > 2 and let w be a primitive element of GF( q). Assume A E d,“(q), 
that is, A is a set of evaluating points in GF(q)” which enables us to decide whether 
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a binomial f = c,X” + cPXp satisfying deg,,(f) < q for all i, is the zero polynomial. 
Then A contains at least 2n + 1 elements, in particular we have 
c;(q)=2n+l. 
Proof. Assume a set AE d;(k) is given. We shall show that A contains n elements 
a(P) - - (a?‘, _ . . , a:<,), 0~ p< n with the property 
a?’ = 0 if and only if p = V. 
Furthermore, A contains n + 1 further different elements aCP”‘, n s p c 2n having no 
zero components, i.e. there exist 0~ bi!’ < q - 1 such that a?+‘“’ = We’:‘, 0~ p s 
n,OS v<n. We define 
pY:=(XqY-‘-1). fl X,EP’;(q), OSv<n. 
fifu 
These polynomials have the property 
p”(a) # 0 if and only if aV = 0, a, # 0 for p # v. 
Hence the first assertion follows. 
Now suppose that there are at most ii s n elements with no zero components. 
We shall construct a binomial that vanishes on A. For that purpose we construct 
some (Y = (CQ, . . . , a,-,)E{O,...,q-2)” and some cEGF(q) such that a# 
(0,. . ., 0) and a”( := n”,zi a:” = c for all elements a E A having no zero components. 
We denote these elements and their exponents with respect to w as in the theorem 
by a (ntP’, 0~ p < S and b, . (pL) If c = md then the last condition is equivalent to 
J;::b(fi). a 
P “ZW d, os/.Lu<ri 
which is equivalent to 
(b’“‘) u OGF<~,OC-u<n . (ay)Osv<n = (4.. . , d)‘overU(q- 1P. 
If the linear map 
(Z/(q - l)Z)“+ (Zl(q- 1P)’ defined by (b?))o,P,,,-,o,.<, 
is not injective, then clearly there exists some nontrivial cy for d = 0 satisfying the 
above equation. If the map is injective and therefore bijective, in particular n = r?, 
then we may choose d = 1 and (Y as the unique and necessarily nontrivial pre-image 
of (1,. . .) 1). In any case 
f:=X,*X,...:X,_,.(Xa-COd) 
will vanish on A. Hence in a set AE d;(q) there are at least n + 1 elements without 
zero components. 0 
Let us finally remark that even in the case m = 1 our upper bound # TZ( q, 1) does 
not coincide with c:(q), e.g. it can be shown that c:(3) s 32, while # Ti(3, 1) = 33. 
Nevertheless it appears to be very close to c;(q). 
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4. Interpolation 
We first solve the problem to distinguish two k-sparse multivariate polynomials 
over GF(q). With the notation of 
%‘;(q, m). Fortunately, all the work 
in Section 2 by the following: 
Lemma 4.1. CBE(q, m) = ti&(q, m). 
Section 1 we have to construct elements of 
is reduced to the construction of the test sets 
Proof. Assume BE .GBI(q, m) and 0 # h E P&(q), then there exist polynomials f; g 
in 9:(q) such that h =f- g. Furthermore, there exists some b E B withf(b) # g(b), 
hence h(b) =f(b) -g(b) # 0 which implies B E &&(q, m). On the other hand assume 
AE &,“,(q, m) and f, g in P’;(q). Then h:=f-g is in CP)?nk(q). Furthermore, there 
exists an u E A with h(a) # 0, hence f(a) # g(u) which implies AE !23t(q, m). 0 
It is also clear that the lower and upper bounds carry over at once. Let us remark 
that for any AE &;,(q, m) the evaluation map 
VA : P;(q) + GWf’)A, fH(ftu)atA) 
is injective. In particular there exist a left inverse 
@A: GF(qmjA + p:(q). 
However, it is by no means clear whether the construction of an algorithm which 
represents some @A can be done uniformly for n, k, q and m. 
In the following theorem we construct a set of 1+2k- [(2k- 1)/q] evaluation 
points which enable us to reconstruct f in case m = n. 
Theorem 4.2. Let feGF(q)[X,, . . . , X,-,1 be a k-sparse polynomial satisfying 
degxI(f) < q for all i, and let w be a primitive element of GF(q”). Then in order to 
construct f it s&ices to know the values f(0, . . . , 0) and f; := f(Wiqo, wiq’, . . . , wiqnm’) 
for all i satisfying 0 G i < 2k and q$i in case i > 0. 
Proof. Assume that f E GF(q)[X,, . . . , X,_,] satisfies deg,&-) < q for all i. Then 
we have 
f = c c,X”. 
arq” 
We use the notation of the proof of Theorem 2.3. In addition we can assume that 
f (0, . . . > 0) = qo,...,o) = 0, 
otherwise we construct f -f(O, . . . , 0). 
For any subset A of q”\{(O, . . _ , 0)) containing supp(f) we denote by e,(A) the ith 
elementary symmetric polynomial in #A indeterminates, evaluated at (Oncl)aeA. 
PtA (X-n,>= y (-l)#AY’e,A-~j(A). X’EGF(q”)[X] (1) 
.I =o 
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Now substituting a,, (Y E A, for X in the polynomial 
yields the generalized Newton identities [20, p. 2441 
0= y (-l)“A-Je,A_j(A)O~, (Y E A. 
j=O 
Fixing an i (0 G i < q”), multiplying the equation corresponding to (Y by c&IL and 
summing over all cr E A results in the following system of equations 
0 = “c” (_l)#A-J e,,-J(A)f;+j, 0~ i < q”. 
J=o 
As e,= 1, for an arbitrary superset A of supp(f) the equations for OS i < #A are 
equivalent to the matrix equation 
(.f+.~)Osr,,c#A ’ ((-l)““~‘e,A-j(A))o~j<~A=-(f;+#A)O~i~#A. (2) 
The matrix (f;+j)Osi,j<#A equals (L?~)~,(fl~)‘, where DA =diag((c,,),.A) is a #A- 
square diagonal matrix, see [19, 09 9.48, 9.491. Hence the cardinality k” of supp(f) 
equals the rank of the k-square matrix (f;+j)O~l,j<k; furthermore, (f;+j)oSi,,cc is 
nonsingular and we can calculate the polynomial &isupDCl.j(X - 0,) from (2) and 
(1) for A = supp(f). Finding all the roots gives (0, : (Y E supp(f)} which enables 
us to recover supp(f). The solution of 
(n~)OSiCk,atA ’ (Cm)at~=(.L)~~i<k~ 
gives the complete polynomial f: This proves the theorem. 0 
Now we present and analyze the algorithm, which can be derived from the last 
theorem. 
Interpolation Algorithm. Let SE GF(q)[X,, . . . , X,_,] be a k-sparse polynomial 
satisfying degxr(f) < q, for all i; 2k < q”. 
Input: Oracle for f: 
Step 1: 
Step 2: 
Step 3: 
Step 4: 
Step 5: 
Take a primitive element o in GF(q”). 
Ask the oracle for the 1 + 2k - [(2k - l)/ q J values f(0, . . . , 0) and .L, where 
Osi<2k and q$i in case i>O. 
For all OS i < 2k which satisfy i = q.‘. io, 1 S S, s maximal, calculateJ =fl,T“. 
Determine i, which is the rank of the matrix (f;+j)oGi,jrk. 
Solve the equation 
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Step 6: Find all the roots a,, (Y E supp(f), of the polynomial 
ig<, (-1)%-i(SUPP(f)) . xi. 
Step 7: Calculate the discrete logarithms with respect to w of the 0, and their 
q-adic expansions to get supp(f). 
Step 8: Solve the system of linear equations 
(nfr)OSi<L,atA. (c~)~i,4= ~.fhi~t, for A:= supp(f). 
Output: (cm, ~)cY~s”pp(f)~ 
Once a primitive element w is given, we compute the rank of the k-square matrix 
(Ati) within 0( k4.5) arithmetic processors and O(log2 k) parallel time [21]. The 
same bounds are valid for step 5. We use [9] and [lo] for factoring the univariate 
polynomial of step 6. This costs O(log* k) parallel time and roughly the same number 
of processors as above. Step 7 heavily relies on the problem to calculate discrete 
logarithms, see e.g. [7]. Step 8 is of 0(k4.5) size and O(log’ k) parallel time. 
With respect to the number of queries the algorithm is optimal in case n = 1 and 
2k -C q. To see this let A be a subset of GF( q) with at most 2k elements. Then similar 
considerations as in the proof of Lemma 3.4 enable us to construct two different 
k-sparse polynomials which coincide on A. 
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