We construct Sobolev-Kuelbs-Steadman spaces on R ∞ which contains Sobolev spaces as dense embedding. We have seen sequence of weak solution of Sobolev spaces are convergence strongly in Sobolev-Kuelbs-Steadman space. Finally we have shown the Sobolev space through Bessel Potential is densely contained in Sobolev-Kuelbs-Steadman spaces.
Introduction and Preliminaries
One of the most important problems of Mathematical Physics was to finding the solution of Dirichlet and Neuman problems for Laplace equation in 20th Century (see for instance [MV] ). This problem attracted to Famous scientists of that period namely D. Hilbert, R. Courant, G. Weyl March 17, 2020. and many more. Russian Mathematician Sergei Sobolev in 1930 overcame the core difficulty of this problem, he introduced a function space so called Sobolev space (see [JH, GL, MV] ), now a days known as W k,p [R n ] p > 1 and k = 0, 1, 2, . . . . Sobolev defined this space as functions in L 1 [R n ] whose distributional derivatives of order upto k exist and is in L p [R n ]. The concept of distribution function further developed by Schwartz and Gelfand (we also refer [MA, DS, FM, CS] ). In [WM, RH] we found that the distribution and Sobolev spaces with well posed of Hilbert space. Sobolev space state certain Bessel space (we refer [WM] ). In section 3, Gill and Zachary [GZ] , constructed KS p -spaces (Kuelbs-Steadman spaces (see [KB, VS] )). They discussed KS p [R n ] is completion of L p [R n ] for 1 ≤ p ≤ ∞. More interestingly L p [R n ] is continuous densely contained in KS p [R n ] and this spaces contains the spaces of distribution as dense subset. In 2008, Gill and Zachary [TW] introduced a new theory of Lebesgue measure on R ∞ ; the construction of which is virtually the same as the development of Lebesgue measure on R n . This theory can be useful in formulating a new class of spaces which will provide a Banach spaces structure for Henstock-Kurzweil (HK) integrable functions. For detailed of HK integral we refer [CS, RH, RA, TY] .
In [HBM] , we have found L p [R ∞ I ] is contained in KS p [R ∞ I ] as continuous dense embedding. We motivate the concept of [TW, HBM] of the fact L p ⊂ KS p as continuous dense embedding and parallel approach of R n and R ∞ (also see [GM, YY] ) to introduce our function space, which we call as Sobolev-Kuelbs-Steadman spaces.
Definition 1.1. [GM, YY] Let A n = A × I n and B n = B × I n (n th order box sets in R ∞ ). We define
(1) A n ∪ B n = (A ∪ B) × I n ;
(2) A n ∩ B n = (A ∩ B) × I n ;
(3) B c n = B c × I n .
Definition 1.2. [GM, YY] We define R n I = R n × I n . If T is a linear transformation on R n and A n = A × I n , we define T I on R n I by T I [A n ] = T [A] . We define B[R n I ] to be the Borel σ-algebra for R n I , where the topology for R n I is defined via the class of open sets D n = {U × I n : U is open in R n }. For any A ∈ B[R n ], we define λ ∞ (A n ) on R n I by product measure λ ∞ (A n ) = λ n (A) × Π ∞ i=n+1 λ I (I) = λ n (A).
Theorem 1.3. [GZ, GM] λ ∞ (.) is a measure on B[R n I ], which is equivalent to n-dimensional Lebesgue measure on R n . Corollary 1.4. [GZ, GM] The measure λ ∞ (.) is both translationally and rotationally invariant on (R n I , B[R n I ]) for each n ∈ N.
We can construct a theory on R n I that completely paralleis that on R n . Since R n I ⊂ R n+1 I , we have an increasing sequence, so we define
R n I . In [GM] , shown that it can extend the measure λ ∞ (.) to R ∞ . We take measurable functions as follows.
Recalling R ∞ I be the closure of R ∞ I in the induced topology from R ∞ . From our construction, it is clear that a set of
We call R ∞ I the essentially bounded version of R ∞ . We may lose some of pathology of R ∞ by replacing it with R ∞ I , however, this is not true. Recalling infinite product measure for unbounded measures induces problems because it can fail to make sense for two additional reasons. α k . We define the operators D α n and D α,n by
We begin with some elementary results concerning the approximation of functions by very smooth functions. For each ǫ > 0, let ϕ ǫ ∈ C ∞ 0 [R ∞ I ] be given with the property
such function are called mollifiers and can be constructed.
where G is open in R ∞ I , and suppose that the support of f satisfies supp(f ) ⊂⊂ G (compact support), then the distance from supp(f ) to ∂G is a positive number ∆. We extend f as zero on complement of G and denote the extension in
is a set of positive numbers that sum to one, define for each ǫ > 0 and
Definition 2.3. A distribution on G is defined to be conjugate linear func-
Example 2.4. The space L 1 loc [G] = {L 1 [K] : K ⊂⊂ G} of locally integrable functions on G can be identified with a subspace of distribution on G.
where the HK integral over the support of ϕ is used.
Definition 2.6.
(
(3) We say that a sequence of functions
and for x ∈ R n I and all n ∈ N,
0 is the set of all multi-index infinite tuples α = (α 1 , α 2 , . . . ) with α i ∈ N and all but a finite number of entries are zero. We call the topology of D[R ∞ I ] the compact sequential limit topology.
From the above we can say the set of all continuous linear functionals
Functions are most important class of distributions:
We define derivatives of distribution in such a way that it agrees with the usual notion of derivative on those distributions which arise from continuously differen-
But a computation with integration by parts gives
and this identity suggest the following:
The α th partial derivatives of the distribution T is the distribution ∂ α T defined by
Every distribution has derivatives of all orders and so also then does every function.
So, it is clear that the derivative ∂ α and D α are compatible with the
where the equality follows by an integration by parts.
In particular, if f (x) = H(x), the Heaveside function on R ∞ I , x = (x 1 , x 2 , ..)
and denote the jump in the various derivatives at 0 by
Then we obtain
That is ∂f = Df + σ 0 (f )δ, we can compute derivatives of higher order as :
By uniform convergence on K, we see that T is continuous so, that T ∈
Definition 2.9.
(1) Classical derivative:
The unique function f ′ c defined pointwise by the following:
provided that the limit exists at all points.
Proof. Proofs are similar as for R n .
Recalling the weak-derivative for L p , we state it definition once more for our work.
We come now for strong differentiability for KS p [R ∞ I ]. Before starting this concept, we recalling strong differentiability for L p and define weak
When v is one of the standard basis elements e i , for 1 ≤ i ≤ d, we will write ∂ h i f (x) rather than ∂ e i h f (x) be the difference quotient approximation to the gradient.
We 
This gives us lim
h→0
is also in the sense of weak if we consider in weak derivative.
From this remark we can conclude that weakly differentiable in
Proof. Proof is easy so we left to the readers.
We can construct above concept for KS p [R ∞ I ], which we mention now:
Same way the strongly differentiable implies weakly differentiable in 
is also in the sense of weak if we consider in weak derivative. From this we
Lemma 2.19.
is essential support of f relative to Lebesgue measure.
Sobolev Kuelbs-Steadman spaces
The function f (x) = |x| shows that it is weak derivable in KS p (R n I ) which is not strongly derivable in KS p (R n I ). This type of functions problem motivate us to think a space like Sobolov for KS p (R n I ) and KS p (R ∞ I ). In the one dimensional case the Sobolev Kuelbs-Steadman space W S k,p [R] for 1 ≤ p ≤ ∞ is defined as the subset of functions f in KS p [R] such that f and its weak derivatives upto order k have a finite KS p norm.
In one dimensional problem it is enough to assume that f (k−1) , the (k −1)th derivative of the function f is differentiable almost every where. That is
For multi-dimensional case the transition to multiple dimensions brings more difficulties, starting from the very definition. The requirement that f (k−1) be the integral of f (k) does not generalize, and the simplest solution is to consider derivatives in the sense of distribution theory.
A formal definition now we state as: Let k ∈ N, 1 ≤ p ≤ ∞. The Sobolev Kuelbs-Steadman W S k,p [R n I ] is defined to be the set of all functions f on R n such that for every multi-index α with |α| ≤ k, the mixed partial derivative 
So, we can consider equivalent norms 
As f ∈ L 1 loc [R n I ] satisfies R n I f ϕdλ n = 0 for every ϕ ∈ C ∞ 0 [R n I ] then f = 0 a.e. in R n I . This implies D α f = 0 a.e. in R n I for all α, |α| ≤ k. 
where (2) If 1 < p < ∞ then W S k,p [R n I ] is uniformly convex.
Proof.
(1) Using [JH, Theorem 1.38 ], (f n ) is weakly convergence in W 1,p [R n I ] for every n ∈ N then
|α|≤k is a closed and isometric embedding. As KS p [R n I ] is uniformly convex for 1 < p < ∞, so it is a closed subspace and hence as W S k,p [R n I ] is isometric to its image under T, so is the space W S k,p [R n I ] for these p.
(3) Follows from part (2). 
Theorem 3. 
where f n ∈ W S k,p [R ∞ I ] ∀n and the family {f n } is a Cauchy sequence.
We called k as the order of the Sobolev-Kuelbs-
And
For the proof of this theorem, we follow the section 3.1 and similar technique as used in [HBM] .
(1) Let {f n } be a weakly convergence sequence in W 1,p [R ∞ I ] with limit f. Then where P s is a kind of differential operator of order s.
Recalling that P s+t = P s .P t , (P s ) −1 = P −s , P 0 = Identity operator. It is found that < P s f, g >=< f, P s g > KS 2 and < P s f, As P s is a kind of differential operator of order s.
We can find easily P s+t = P s .P t , (P s ) −1 = P −s , P 0 =Identity operator. It is found that < P s f, g >=< f, P s g > KS 2 and < P s f, g >=< f, P s g > KS 2
for all f, g ∈ S[R ∞ I ], giving a natural extension of Bessel potential to a linear operator Proof. Using the similar approach of the proof of Theorem 4.12, then we get the results.
Open Problem
We are leaving this paper with an open problem:
Is the weak solution of PDE in Sobolev space also the strong solution in Sobolev-Kuelbs-Steadman Space?
Conclusion
