This paper uses the Stein-Chen method and the Yule w-functions to determine a bound for the total variation distance between the distribution of a sum of independent Yule random variables and a Poisson distribution with mean n i=1 1 a i −1 , where a i is parameter of each Yule distribution. With the bound, it is indicated that the distribution of that summands can be approximated by a Poisson distribution with this mean when all a i are large.
Introduction
Let X 1 , ..., X n be independently distributed Yule random variables, each with probability P (X i = k) = a i k!Γ(a i +1) Γ(a i +k+2)
, k ∈ N ∪ {0}, mean µ i = 1 a i −1 and variance
(a i −2)(a i −1) 2 , where a i > 2. Let Y n = n i=1 X i and P λn denote the the Poisson random variable with mean λ n = n i=1 µ i . For n = 1, Teerapabolarn [2] gave a bound for the total variation distance between a Yule distribution with parameter a 1 > 2 and a Poisson distribution with mean λ 1 = 1 a 1 −1 as follows:
In this paper, we are interested to determine a bound for approximating the distribution of a sum of n(> 1) independent Yule random variables by a Poisson distribution with mean λ n , in the form of d T V (Y n , P λn ). The tools for giving the desired result are the Stein-Chen method and w-functions, which are in Section 2. In Section 3, our result is derived by these tools and the conclusion of this study is presented in the last section.
Method
The following lemma is need to prove the desired result, which is directly obtained from [2] .
Lemma 2.1. For 1 ≤ i ≤ n, let w i be the w-function associated with the Yule random variable X i , then we have the following:
For the Stein-Chen method, following [1] , it is applied for every constant λ n > 0, every subset A of N ∪ {0} and the bounded real valued function f = f A : N ∪ {0} → R. Thus, Stein's equation for the Poisson distribution with mean λ n is of the form
For any subset A of N ∪ {0} and for every x ∈ N, Barbour et al. [1] showed that
Result
The following theorem gives a bound on the error of Poisson approximation to the distribution of Y n .
Theorem 3.1. With the above definitions, the following inequality holds:
Proof. From (2.2), we have that
, which yields the result in (3.1).
When all X i are identically distributed random variables, thus immediately from the Theorem 3.1, we have the following Corollary.
Corollary 3.1. If a 1 = · · · = a n = a, then λ n = n a−1 and we have the following:
Conclusion
In this study, a bound on the total variation distance between the distribution of a sum of independent Yule random variables and a Poisson distribution was obtained by using the Stein-Chen method and the Yule w-functions. With this bound, it is found that the distribution of the summands can be approximated by the Poisson distribution with mean λ n = n i=1
when all a i are large.
