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A SIMPLE REGULARIZATION OF HYPERGRAPHS
YOSHIYASU ISHIGAMI
Abstract. We give a simple and natural (probabilistic) construction of hypergraph regularization.
It is done just by taking a constant-bounded number of random vertex samplings only one time (thus,
iteration-free). It is independent from the definition of quasi-randomness and yields a new elementary
proof of a strong hypergraph regularity lemma. Consequently, as an example of its applications, we
have a new self-contained proof of Szemere´di’s classic theorem on arithmetic progressions (1975) as
well as its multidimensional extension by Furstenberg-Katznelson (1978).
1. Introduction
1.1. Szemere´di-type density theorems. The following is often considered as one of the deepest
theorems in combinatorics.
Theorem 1.1 (Multi-dimensional Szemere´di Theorem – Furstenberg-Katznelson (1978)[16]). For any
δ > 0, r ≥ 1 , and F ⊂ Zr with |F | < ∞, if an integer N is sufficiently large then for any subset
S ⊂ {0, 1, · · · , N − 1}r with |S| ≥ δN r there exist a ∈ {0, 1, · · · , N − 1}r and c ∈ [N ] with a+ cF ⊂ S.
Furstenberg and Katznelson (1978) [16] proved this by using ergodic theory. The special case of
r = 2 and F = {(0, 0), (0, 1), (1, 0), (1, 1)} was first conjectured by R.L. Graham in 1970 ([1, 11]). The
case of r = 2 and F = {(0, 0), (0, 1), (1, 0)}, was investigated initially by Ajtai-Szemere´di (1974) [1].
The following was first conjectured by Erdo˝s and Tura´n (1936) [12].
Corollary 1.2 (Szemere´di (1975)[41]). For any δ > 0 and m ≥ 1, there exists an integer N such that
any subset S ⊂ [N ] with |S| ≥ δN contains an arithmetic progression of length m.
Green and Tao [21] recently proved the existence of arbitrarily long arithmetic progressions in the
primes, in which they used Szemere´di’s theorem.
1.2. A brief history of hypergraph regularity. Inspired by the success of the celebrated Graph
Regularity Lemma [42], research on quasi-random hypergraphs was initiated independently by at least
four groups: Chung or Chung-Graham [5, 6, 7, 8, 9], Frankl-Ro¨dl[13], Haviland-Thomason [23, 24],
and Steger[39](see [32] for its application). For other earlier work, see [4, 10]. Also, Frankl-Ro¨dl (2002)
[14] gives a regularity lemma for 3-uniform hypergraphs.
Then Ro¨dl and his collaborators [35, 31] and Gowers [20] independently obtained their hypergraph
regularity lemmas. Slightly later, Tao [44] gave another regularity lemma.
It has been noted that unlike the situation for graphs, there are several ways one might define
regularity for hypergraphs (Ro¨dl-Skokan [35, pp.1],Tao-Vu [46, pp.455]). (For sparse hypergraphs, an
essential difference appears. See [19, §10].) Kohayakawa et al. [30, pp.188] say that the basic objects
involved in the Regularity Lemma and the Counting Lemma are already somewhat technical and that
simplifying these lemmas would be of great interest. In this paper we try to meet these requirements.
We can naturally obtain strong quasi-random properties not from one basic quasi-random property
but from our construction of a certain partition which we will define.
In this paper, we give a new construction of hypergraph regularization. Our regularization is
achieved by a quite simple (probabilistic) construction which makes it easy to understand why it
works. Note that our construction of regularization is new even if we assume we are working with
ordinary graphs. In our construction, the number of random vertex samplings is not a fixed constant
and our construction is iteration-free. (In later sections, we will see how different it is from property
test more.) But once the statement of our construction is given, its proof may be deduced naturally.
For applications of the main result of this paper, see [27, 26, 28].
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1.3. Differences from the previous hypergraph regularities. A Regularity lemma works well
for applications when its counting lemma accompanies it. All of the previous proofs go as follows.
(i) Define regularity (a basic quasi-random property) for each cell (a k-uniform k-partite hypergraph),
(ii) Prove the existence of a partition in which most cells satisfy the regularity. [Regularity Lemma]
(iii) Estimate the number of copies of a fixed hypergraph. [Counting Lemma]
Our program will go as follows.
(i’) Define the construction of a partition. (Its existence will be clear.)
(ii’) Estimate the number of copies of a fixed (colored) hypergraph.
Once the definition of the construction via random samplings is given, the concept of our proof
is simple. The most interesting technical part in our proof is to use ‘linearity of expectation.’ All
of the previous proofs use the dichotomy (or energy-increment) explicitly and iteratively. (See [20,
§6], [45, §1].) Namely, when proving (ii), they define an ‘energy’ (or index) by the supremum (or
maximum) of some (energy) function. (For example, see [44, eq. (8)].) It corresponds to (23) in
this paper. They consider the supremum value of this energy over all subdivisions in each step. If
the energy significantly increases by some subdivision, they take the worst subdivision as the base
partition of the next step. They then repeat this process. Since the energy is bounded, this operation
must stop at some step, in which case there is no quite bad subdivision, and thus, most cells should
be quasi-random (dichotomy).
On the other hand, we (implicitly) take an average subdivision instead of the worst one. The
definition of our regularization determines the probability space of partitions (subdivisions). We also
randomly decide on the number of vertex samples to choose. With these ideas, we can hide the
troublesome dichotomy iterations inside linear equations of expectations (32). ( Imagine what would
happen in (32) if we replaced Eϕ by supϕ in (23). ) (One of the main reasons why Tao’s [44] proof
is relatively shorter than the earlier two may be that he also reduced double-induction concerns by
preparing two partitions (coarse/fine) instead of one partition in each level i ∈ [k − 1]. So in this
sense, his regularity lemma is seemingly weaker but still strong enough for proving removal lemmas
and applications, which was his main interest.
We have two reasons why we will deal with multi-colored hypergraphs instead of ordinary hyper-
graphs, even though almost all previous researchers dealt with the usual hypergraphs (with black&white
edges). First, our proof of the regularity lemma will be natural. Second, we can naturally combine
subgraph (black&invisible) and induced-subgraph (black&white) problems when we apply our result,
while the two have usually been discussed separately. The set of these definitions to state our main
theorem is new and helps us to simplify the arguments that follow. The magnitude of this effect is
not small. It is not hard for advanced readers to imagine that it would become even larger when we
consider applications of our main theorem to other problems, some of which require to modify the
proof of our main theorem itself.
2. Statement of the Main Theorem
In this paper, P and E will denote probability and expectation, respectively. We denote conditional
probability and exepctation by P[· · · | · · · ] and E[· · · | · · · ].
Setup 2.1. Throughout this paper, we fix a positive integer r and an ‘index’ set r with |r| = r. Also we
fix a probability space (Ωi,Bi,P) for each i ∈ r. We assume that Ωi is finite (but its cardinality will not
be a constant in our statements) and that Bi = 2Ωi (for the sake of simplicity). Write Ω := (Ωi)i∈r.
In order to avoid using measure-theoretic jargon such as measurability or Fubini’s theorem, for the
benefit readers who are interested only in applications to discrete mathematics, we assume Ωi to be a
(non-empty) finite set. However, our arguments should be extendable to a general probability space.
For applications, Ωi usually would contain a huge number of vertices, though we will not use this
assumption in our proof. (Note that this assumption has been actively used by many researchers.)
For an integer a, we write [a] := {1, 2, · · · , a}, and ( r[a]) := ⋃˙i∈[a](ri) = ⋃˙i∈[a]{I ⊂ r||I| = i}. We
also use the notation [a, b] := {a, a+ 1, · · · , b} for integers a, b.
Definition 2.1. [(Colored hyper)graphs] Suppose Setup 2.1. A k-bounded (bi)i∈[k]-colored (r-
partite hyper)graph H is an object with the following three ingredients :
• A union V (H) = ⋃˙i∈rVi(H) of disjoint sets. The sets Vi(H) and their elements are called vertex
sets and vertices of H , respectively. Write VJ (H) := {e ⊂
⋃˙
i∈JVi(H) : |e ∩ Vj(H)| = 1 , ∀j ∈ J}
whenever J ⊂ r. Each element e ∈ VI(H) with I ∈
(
r
[k]
)
is called an (index-I size-|I|) edge.
• For each I ∈ ( r[k]), a set CI(H) of exactly b|I| elements, where the elements are called (face-)colors
(of index I and size |I|).
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• For each I ∈ ( r[k]), a function from VI(H) to CI(H). Denote by H(e) the image of e ∈ VI(H) via
the function.
Let I ∈ ( r[k]) and e ∈ VI(H). For another index ∅ 6= J ⊂ I, we denote by e|J the index-
J edge e \
(⋃
j∈I\J Xj
)
∈ VJ (H). We define the frame-color and total-color of e by vector
H(∂e) := (H(e|J )| ∅ 6= J ( I) and by vector H(〈e〉) = H〈e〉 := (H(e|J)| ∅ 6= J ⊂ I). Write
TCI(H) := {H〈e〉| e ∈ XI}, TCs(H) :=
⋃
I∈(rs)
TCI(H), and TC(H) :=
⋃
s∈[k] TCs(H).
Example 2.2. An ordinary (r-partite) graph is a 2-bounded (b1, b2)-colored hypergraph with b1 = 1
and b2 = 2.
A triple e = {v1, v3, v4} of vertices is an index-{1, 3, 4} edge if and only if v1 ∈ X1, v3 ∈ X3 and
v4 ∈ X4. In any k-bounded r-partite hypergraph, any vertex in Xi is an index-{i} edge (whenever
k ≥ 1). For two k-bounded r-partite hypergraphs H and H ′ with a common vertex set V (H) =
V (H ′) =
⋃˙
i∈rXi, all the edges of H are also the edges of H
′. In this sense, our definition of the word
‘edge’ is different from that in the classical (hyper)graph theory. In our setting, the essential structure
of a colored hypergraph is determined not by the set of edges but by the map from the edges to the
colors.
All index-I edges are colored not only when |I| = k but also when 1 ≤ |I| < k, which is the reason
why we call the hypergraph k-bounded instead of k-uniform.
If I = {1, 3, 5}, J = {1, 5}, v1 ∈ X1, v3 ∈ X3, v5 ∈ X5 and e = {v1, v3, v5} then e|J = {v1, v5}.
Throughout the paper, we will try to embed an r-partite graph S to another larger r-partite graph
G, where the r vertex-sets of the larger graph will be always (Ωi)i∈r. And the larger graph and its
vertices and edges will be denoted by bold fonts (ex. G,v,v′, e, · · · ) in order to avoid confusing them
with those of the smaller graph. The smaller graph will be always a simplicial-complex defined below.
Definition 2.2. [Simplicial-complexes] A (k-bounded) simplicial-complex is a k-bounded (colored
r-partite hyper)graph such that for each I ∈ ( r[k]) there exists at most one index-I color called ‘invisible’
and that if (the face-color of) an edge e is invisible then (the face-color of) any edge e∗ ⊃ e is invisible.
We call an edge invisible when the face-color of the edge is invisible. An edge or its color is visible if
it is not invisible.
For a k-bounded graph G on Ω and s ≤ k, let Ss,h,G be the set of s-bounded simplicial-complexes
S such that:
(1) each of the r vertex-sets of S contains exactly h vertices, and that,
(2) for I ∈ ( r[s]) there is an injection from the index-I visible colors of S to the index-I colors of G.
(When a visible color c of S corresponds to another color c′ of G, we simply write c = c′ without
presenting the injection explicitly.) For S ∈ Ss,h,G, we denote by VI(S) the set of index-I visible
edges. Write Vi(S) :=
⋃
I∈(ri)
VI(S) and V(S) :=
⋃
i Vi(S).
For our purpose of this paper, all of the colors in the larger graph G can be considered to visible,
though we will not use it logically.
Definition 2.3. [Partitionwise maps] A partitionwise map ϕ is a map from r vertex sets Wi, i ∈ r,
with |Wi| < ∞, to the r vertex sets (probability spaces) Ωi, i ∈ r, such that each w ∈ Wi is mapped
into Ωi. We denote by Φ((Wi)i∈r) or Φ(
⋃
i∈rWi) the set of partitionwise maps from (Wi)i. When
Wi = {(i, 1), · · · , (i, h)} or when Wi are obvious and |Wi| = h, we denote it by Φ(h). We write
ϕ(D) :=
⋃˙
i∈rϕ(Wi) for ϕ ∈ Φ(
⋃
i∈rWi) (when we want to denote the range without saying the
domain explicitly). A partitionwise map is random if and only if for every i, each w ∈Wi is mutually
independently mapped to a point in the probability space Ωi.
Define Φ(m1, · · · ,mk−1) := Φ(m1)× · · · × Φ(mk−1).
For two partitionwise maps φ ∈ Φ((Wi)i) and φ′ ∈ Φ((W ′i )i), denote by φ∪˙φ′ the partitionwise
map φ∗ ∈ Φ((Wi∪˙W ′i )i) such that φ∗(w) = φ(w) and φ∗(w′) = φ′(w′) for all w ∈ Wi, w′ ∈ W ′i , i ∈ r.
Here if Wi ∩W ′i 6= ∅ for some i then we consider a copy of W ′i so that the two domains are disjoint.
Definition 2.4. [Regularization] Let m ≥ 0 and ϕ ∈ Φ(m). Let G be a k-bounded graph on Ω. For
an integer 1 ≤ s < k, the s-regularization G/sϕ is the k-bounded graph on Ω obtained from G by
redefining the color of each edge e ∈ ΩI with I ∈
(
r
[s]
)
by the
(∑s+1−|I|
j=0
∑
J∈(r\Ij )
mj
)
-dimensional
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vector
(G/sϕ) (e) := (G(e∪˙f)|J ∈
(
r \ I
[0, s+ 1− |I|]
)
, f ∈ ΩJ with f ⊂ ϕ(D)). (1)
In the above, when J = ∅, we assume f = ∅. (The sets of colors are naturally extended while any edge
containing at least s+ 1 vertices (i.e. edge of size at least s+ 1) does not change its (face-)color.)
When s = k − 1, we simply write G/ϕ := G/k−1ϕ.
For ~ϕ = (ϕi)i∈[k−1] ∈ Φ(m1, · · · ,mk−1), we define the regularization of G by ~ϕ by
G/~ϕ := ((G/k−1ϕk−1)/
k−2ϕk−2) · · · /1ϕ1.
When making G/~ϕ from G, a size-s edge with 1 ≤ s ≤ k changes its face-color k − s times at the
operations /k−1ϕk−1, · · · , /sϕs, depending on (mk−1 + · · ·+ms)r random vertices in Ω. It does not
change at the operations /s−1ϕs−1, · · · , /1ϕ1. In particular, any size-k (full-size) edge never changes
its face-color.
Definition 2.5. [Regularity] LetG be a k-bounded graph on Ω. For~c = (cJ )J⊂I ∈ TCI(G), I ∈
(
r
[k]
)
,
we define relative density by
dG(~c) := Pe∈ΩI [G(e) = cI |G(∂e) = (cJ )J(I ].
For a positive integer h and ǫ ≥ 0, we call G to be (ǫ, k, h)-regular if and only if there exists a
function δ : TC(G)→ [0,∞) such that
(i) Pφ∈Φ(h)[G(φ(e)) = S(e) , ∀e ∈ V(S)] =
∏
e∈V(S)
(
dG(S〈e〉)±˙δ(S〈e〉)
)
, ∀S ∈ Sk,h,G, (2)
(ii) Ee∈ΩI [δ(G〈e〉)] ≤ ǫ/|CI(G)|, ∀I ∈
(
r
[k]
)
, (3)
where a±˙b means a suitable integer c satisfying max{0, a − b} ≤ c ≤ min{1, a + b}. Denote by
regk,h(G) the minimum value of ǫ such that G is (ǫ, k, h)-regular.
The minimum value of ǫ always exists because inequality (3) includes equality. Note that if δ(·) ≡ 0
satisfies the above (2) then the edges of G are colored uniformly at random.
Remark 2.3. Condition (i) measures how far from random the graphG is with respect to containing
the expected number of copies of the (colored) subgraphs S ∈ Sh,G. The smaller δ is, the closer G is
to being random. When δ ≡ 0, then G behaves exactly like a random graph. On the other hand, if
we take δ ≡ 1 then (i) is automatically satisfied. Condition (ii) places an upper bound on the size of
δ. Our proof will yield the main theorem even if we replace the right-hand side of (ii) by gI(|CI(G)|)
for any fixed functions gI > 0, for example, gI(x) = x
−1/ǫ.
Remark 2.4. In Pe∈ΩI [· · · ] and Ee∈ΩI [· · · ], e is a random variable, equivalently a sequence of |I|
random vertices. The relative density dG(~c) is undefined when Pe∈ΩI [G(∂e) = (cJ )J(I ] = 0. But
this will not cause any trouble later, in particular at (2), since such a relative density will be always
multiplied by zero. Here we define dG(~c) to be one, if Pe∈ΩI [G(∂e) = (cJ )J(I ] = 0.
Our main theorem is as follows.
Theorem 2.5 (Main Theorem). For any r ≥ k, h, ~b = (bi)i∈[k], and ǫ > 0, there exist (increasing)
functions m(i) : Nk−i → N and n˜(i) : Nk−1−i → N, i ∈ [k − 1] satisfying the following:
If G is a ~b-colored (k-bounded r-partite hyper)graph on Ω then we have
E~n=(n(1),··· ,n(k−1))E~ϕ=(ϕi)i∈[k−1] [regk,h(G/~ϕ)] ≤ ǫ.
In the above probabilistic process, each integer n(i) (from i = k − 1 to i = 1) is picked uniformly at
random from [0, n˜(i)(n(i+1), · · · , n(k−1))− 1]. Each ϕi ∈ Φ(m(i)(n(i), · · · , n(k−1))) is random.
In the above, n˜(k−1) is read to be a constant integer. When k = 1, the theorem is read to be true
trivially where we do not take ~n and put G/~ϕ = G while any 1-bounded G is (0, 1, h)-regular. Thus
reg1,h(G) = 0.
Note that m(i), n˜(i) depend only on r, k, h,~b, ǫ and are independent of everything else including Ω.
The following immediate consequence is convenient for applications.
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Corollary 2.6 (Regularity Lemma (including so-called Counting Lemma)). For any r ≥ k, h, ~b =
(bi)i∈[k], ǫ > 0, there exist integers m˜1, · · · , m˜k−1 such that if G is a ~b-colored (k-bounded r-partite
hyper)graph on Ω then for some integers m1, · · · ,mk−1 with mi ≤ m˜i, i ∈ [k − 1],
E~ϕ∈Φ(m1,··· ,mk−1)[regk,h(G/~ϕ)] ≤ ǫ. (4)
In particular, when (4) holds, if we pick a map ~ϕ ∈ Φ(m1, · · · ,mk−1) randomly then with probability
at least 1−√ǫ, we have regk,h(G/~ϕ) ≤
√
ǫ, thus G/~ϕ is (
√
ǫ, k, h)-regular.
Example 2.7. If r = k = h = 2 and (b1, b2) = (1, 2) then the corollary becomes one of the usual
Graph Regularity Lemmas, when G has black and white edges and S is an ordinary bipartite graph
on {u1, v1}∪˙{u2, v2} such that u1 and v1 have the same color, say red1, that u2 and v2 have the same
color, say red2, and that the four edges u1u2, u1v2, v1u2, v1v2 have the same color, say black. (The
color redi may be considered as a sequence of black and white colors.)
Our proof will yield the theorem even if we replace the right-hand side of (3) by gI(|CI(G)|) for
any fixed functions gI > 0, for example, gI(x) = x
−1/ǫ. If the reader is interested only in applications
to Szemere´di’s theorem, then it suffices to consider only the case of h = 1.
3. Proof of the Main Theorem
3.1. Two lemmas and their proofs.
Definition 3.1. [Notation for the lemmas] Let G be an (r-partite (bi)i∈[k]-colored) k-bounded graph
on Ω. For two edges e, e′ ∈ ΩI , we abbreviate G(e) = G(e′) and G(∂e) = G(∂e′) by e G≈ e′ and
e
∂G≈ e′, respectively.
An (s, h)-error function of G is a function δ :
⋃
I∈( r[s])
TCI(G) → [0,∞) satisfying (2) for all
S ∈ Ss,h,G. We write d(δ)G (~c) := dG(~c)±˙δ(~c) and d(−δ)G (~c) := dG(~c)− δ(~c) for ~c ∈ TC(G).
We abbreviate
⋃
i∈[k−1] Vi(S) by V(k−1)(S).
Denote by J· · ·K the Iverson bracket, i.e., it equals 1 if the statement in the bracket holds, and 0
otherwise.
Lemma 3.1 (Correlation bounds counting error). For a k-bounded graph G and S ∈ Sk,h,G, we have
that ∣∣∣∣∣∣Pφ∈Φ(h) [G(φ(e)) = S(e), ∀e ∈ Vk(S)|G(φ(e)) = S(e), ∀e ∈ V(k−1)(S)]−
∏
e∈Vk(S)
dG(S〈e〉)
∣∣∣∣∣∣
≤ |Vk(S)| max
∅6=D⊂Vk(S)
∣∣∣∣∣Eφ∈Φ(h)
[ ∏
e∈D
(JG(φ(e)) = S(e)K− dG(S〈e〉))
∣∣∣∣∣G(φ(e)) = S(e), ∀e ∈ V(k−1)(S)
]∣∣∣∣∣ .
Proof : We prove it by induction on |Vk(S)|. If |Vk(S)| = 0 or 1 then it is trivial, since in this case,
the left-hand side of the inequality is 0. So let us assume that |Vk(S)| ≥ 2 and that the result holds
for all smaller values of |Vk(S)|. Let de := dG(S〈e〉) and let η be the maximum part of the desired
right-hand side. Then for D := Vk(S) we have
[−η, η] ∋ Eφ∈Φ(h)=Φ(V (S))
 ∏
e∈Vk(S)
(JG(φ(e)) = S(e)K− dG(S〈e〉))
∣∣∣∣∣∣G(φ(e)) = S(e), ∀e ∈ V(k−1)(S)

= Eφ∈Φ(h)
 ∏
e∈Vk(S)
JG(φ(e)) = S(e)K
∣∣∣∣∣∣G(φ(e)) = S(e), ∀e ∈ V(k−1)(S)

+
∑
∅6=D⊂Vk(S)
(∏
e∈D
(−de)
)
Eφ∈Φ(h)
 ∏
e∈Vk(S)\D
JG(φ(e)) = S(e)K
∣∣∣∣∣∣G(φ(e)) = S(e), ∀e ∈ V(k−1)(S)
 ,
expanding the product and using the linearity of expectation and the definition of de. Now we will
focus on second term above. Since the value of JG(φ(e)) = S(e)K is 0 or 1, we can replace E by P, and
consequently, apply the induction hypothesis (since D is nonempty). Consider a complex S− with
Vk(S
−) = Vk(S) \D by invisualizing the edges in D of S.
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Using the inductive hypothesis for complex S− in the place of S, we rewrite the second term and
obtain
Eφ∈Φ(h)
 ∏
e∈Vk(S)
JG(φ(e)) = S(e)K
∣∣∣∣∣∣G(φ(e)) = S(e), ∀e ∈ V(k−1)(S)

I.H.
= −
∑
∅6=D⊂Vk(S)
(∏
e∈D
(−de)
) ∏
e∈Vk(S)\D
de
± |Vk(S−)|η
 ±˙ η
= −
 ∏
e∈Vk(S)
de
± |Vk(S−)|η
 ∑
∅6=D⊂Vk(S)
(∏
e∈D
(−1)
)
±˙ η (∵ |de| ≤ 1)
= −
 ∏
e∈Vk(S)
de
± (|Vk(S)| − 1)η
((1− 1)|Vk(S)| − 1) ±˙ η (∵ |Vk(S)| > |Vk(S−)|)
=
 ∏
e∈Vk(S)
de
± |Vk(S)|η.
We will use the following form of the Cauchy-Schwarz.
Fact 3.2 (Cauchy-Schwarz inequality). For a random variable X on a probability space Ω if an
equivalent relation ≈ on Ω is a refinement of another equivalent relation ∼ on Ω then
Eω0∈Ω (Eω∈Ω[X(ω)|ω ≈ ω0])2 ≥ Eω0∈Ω (Eω∈Ω[X(ω)|ω ∼ ω0])2 . (5)
Proof : By the Cauchy-Schwarz (i.e. E[X2]E[Y 2] ≥ (E[XY ])2), we have Eω0 (Eω[X(ω)|ω ≈ ω0])2 =
Eω0
[
Eω′
[
(Eω[X(ω)|ω ≈ ω′])2
∣∣∣ω′ ∼ ω0]] = Eω0 [Eω′ [12|ω′ ∼ ω0] · Eω′ [ (Eω [X(ω)|ω ≈ ω′])2∣∣∣ω′ ∼ ω0]] CS≥
Eω0 (Eω′ [1 · Eω [X(ω)|ω ≈ ω′]|ω′ ∼ ω0])2 = Eω0 (Eω [X(ω)|ω ∼ ω0])2 .
With this fact and Definition 3.1, we next tackle
Lemma 3.3 (Mean square bounds correlation). Let k, h,m be positive integers and G a k-bounded
graph on vertex sets Ω. Let S ∈ Sk,h,G and let Fe : CI(G) → [−1, 1] be a function for each I ∈
(
r
k
)
and for each e ∈ VI(S). If δ is a (k− 1, 2h)-error function of G then for any I ∈
(
r
k
)
and e0 ∈ VI(S),
we have that
Eφ∈Φ(h)
 ∏
e∈Vk(S)
Fe (φ(e))
∏
e∈V(k−1)(S)
JG(φ(e)) = S(e)K
2
≤ Eϕ∈Φ(mh)Ee∗∈ΩI [
(
Ee∈ΩI [Fe0 (e) JG(∂e) = S(∂e0)K|e
∂G/ϕ≈ e∗]
)2
]
·
 ∏
e∈V(k−1)(S)
d
(δ)
G
(S〈e〉)
 ∏
e∈V(k−1)(S),e6⊂e0
d
(δ)
G
(S〈e〉)
+ 1
m
 (6)
where φ, ϕ are random and where we abbreviate Fe(G(e)) by Fe(e) (thus, Fe(φ(e)) = Fe(G(φ(e)))).
In particular, if we suppose
min
J∈( r[k−1])
min
e∈VJ (S)
(
1
2
dG(S〈e〉)− δ(S〈e〉)
)
> 0 and
1
m
≤
∏
e∈V(k−1)(S),e6⊂e0
d
(−δ)
G
(S〈e〉) (7)
(i.e. δ is small and m is large) thenEφ∈Φ(h)
 ∏
e∈Vk(S)
Fe (φ(e))
∣∣∣∣∣∣G(φ(e)) = S(e)∀e ∈ V(k−1)(S)
2
≤ 2 · 32|V(k−1)(S)|Eϕ∈Φ(mh)Ee∗∈ΩI [
(
Ee∈ΩI [Fe0 (e) |e
∂G/ϕ≈ e∗]
)2
|G(∂e∗) = S(∂e0)]. (8)
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Proof : [Tools: Cauchy-Schwarz, Fact 3.2] Fix I0 ∈
(
r
k
)
and e0 ∈ VI0(S). For φ ∈ Φ(V (S) \ e0)
and for e0 ∈ ΩI0 , we define the (extended) function φ(e0) ∈ Φ(V (S)) such that:
(i) each v ∈ e0 is mapped to the corresponding v ∈ e0 with the index of v, (thus, if v ∈ e0 has an
index i ∈ r then e0 ∩Ωi = {φ(e0)(v)} ) and that,
(ii) each v ∈ V (S) \ e0 is mapped to φ(v).
(That is, when we have a map φ defined for r − k vertices, we extend it by assigning the remaining
k vertices in e0 to the k vertices in e0 so that it will be a partitionwise map from V (S) to Ω.) For
~ϕ = (ϕi)i∈[m] with ϕi ∈ Φ(V (S) \ e0), we define an equivalence relation ~ϕ∼ on ΩI0 by the condition
that
e
~ϕ∼ e′ if and only if ϕ(e)i (e)
G≈ ϕ(e′)i (e), ∀e ∈ V(S) \ {e0}, ∀i ∈ [m]. (9)
(Note that V (S) \ e0 is a vetex set while V(S) \ {e0} is an edge set. Since the right-hand side of (9)
holds trivially for e with e ∩ e0 = ∅, it is enough to check only for e with 1 ≤ |e ∩ e0| ≤ k − 1. )
Let S(1), · · · , S(m) and e(1)0 , · · · , e(m)0 be copies of S and of e0. For ~ϕ = (ϕi)i∈[m] with ϕi ∈ Φ(V (S(i))\
e
(i)
0 ) if ϕ
∗ ∈ Φ(mh) = Φ(V (S(1))∪˙ · · · ∪˙V (S(m))) is an extended function of ϕi’s, i.e., ϕ∗(v) = ϕi(v)
for any v ∈ V (S(i)) \ e(i)0 , i ∈ [m] then, because of (1) and (9), it is easily seen that
e
∂G/ϕ∗≈ e′ implies e ~ϕ∼ e′ (10)
where G/ϕ∗ = G/k−1ϕ∗ is the (k − 1)-regularization.
(To see this, observe that e
∂G/ϕ∗≈ e′ means that G/ϕ∗(e|J) = G/ϕ∗(e′|J ) for all J ( I0. By (1), if
J ′ ∈ ( r\J
[0,k−|J|]
)
, f ∈ ΩJ′ and f ⊂ ϕ∗(D) then e|J ∪˙f G≈ e′|J ∪˙f . Since |e|J ∪˙f | ≤ k, for all e ∈ V(S) \ {e0}
we have ϕ
(e)
i (e) = ϕ
∗(e)
i (e)
G≈ ϕ∗(e′)i (e) = ϕ(e
′)
i (e), where ϕ
∗
i
(e) and ϕ∗i
(e′) are naturally defined by
restricting the domain of ϕ∗i from V (S
(i)) to V (S(i)) \ e0. By (9), e ~ϕ∼ e′.)
Let F ∗e0 (e) := Fe0(e)JG(∂e) = S(∂e0)K and let
F ∗(φ) :=
∏
e∈Vk(S)\{e0}
Fe (φ(e))
∏
e∈V(k−1)(S)
JG(φ(e)) = S(e)K.
Note that G(∂φ(e0)) = S(∂e0) holds if-and-only-if G(φ(e)) = S(e) for all e ( e0. Also JP K ∈ {0, 1}
implies JP K2 = JP K for any statement P. With the two facts, the left-hand side of (6) equalsEφ∈Φ(h)
 ∏
e∈Vk(S)
Fe (φ(e))
∏
e∈V(k−1)(S)
JG(φ(e)) = S(e)K
2
=
Eφ
Fe0 (φ(e0)) ∏
e∈Vk(S)\{e0}
Fe (φ(e)) · JG(∂φ(e0)) = S(∂e0)K2
∏
e∈V(k−1)(S):e6⊂e0
JG(φ(e)) = S(e)K
2
=
(
Eφ∈Φ(h)
[
F ∗e0 (φ(e0))F
∗(φ)
])2
(by definitions of F ∗e0 and F
∗)
=
(
Ee0∈ΩI0 ,φ∈Φ(V (S)\e0)
[
F ∗e0 (e0)F
∗(φ(e0))
])2
(since φ ∈ Φ(h) = Φ(V (S)) consists of rh = k + (rh− k) random vertices in Ω)
=
(
E~ϕ=(ϕi)i∈[m]∈(Φ(V (S)\e0))mEe0∈ΩI0
[
F ∗e0 (e0)Ei∈[m][F
∗(ϕ
(e0)
i )]
])2
=
(
E~ϕ=(ϕi)i∈[m]∈(Φ(V (S)\e0))mEe0∈ΩI0
[
Ee∈ΩI0
[
F ∗e0 (e)Ei∈[m][F
∗(ϕ
(e)
i )]
∣∣∣e ~ϕ∼ e0 ]])2
(9)
=
(
E~ϕ=(ϕi)i∈[m]∈(Φ(V (S)\e0))mEe0∈ΩI0
[
Ee∈ΩI0 [F
∗
e0 (e) |e
~ϕ∼ e0]Ei∈[m][F ∗(ϕ(e0)i )]
])2
(since F ∗(ϕ
(e)
i ) = F
∗(ϕ
(e0)
i ) by (9) when e
~ϕ∼ e0)
≤C.S. E~ϕEe0
[(
Ee∈ΩI0 [F
∗
e0 (e) |e
~ϕ∼ e0]
)2]
· E~ϕ=(ϕi)iEe0
[(
Ei∈[m][F
∗(ϕ
(e0)
i )]
)2]
(10),(5)
≤ Eϕ∗∈Φ(mh)Ee0
[(
Ee∈ΩI0 [F
∗
e0 (e)|e
∂G/ϕ∗≈ e0]
)2]
· E~ϕ=(ϕi)iEe0∈ΩI0
[
Ei,j∈[m][F
∗(ϕ
(e0)
i )F
∗(ϕ
(e0)
j )]
]
.
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The first term of the last line appears in the first term of our desired upperbound. We now forcus on
the second term. Since |F ∗(·)| ≤ 1, it equals
Ee0∈ΩI0
[
m− 1
m
Ei6=j∈[m]E~ϕ=(ϕi)i [F
∗(ϕ
(e0)
i )F
∗(ϕ
(e0)
j )] +
1
m
Ei∈[m]E~ϕ=(ϕi)i [
(
F ∗(ϕ
(e0)
i )
)2
]
]
≤ Ee0∈ΩI0Eϕ1,ϕ2∈Φ(V (S)\e0)[F ∗(ϕ
(e0)
1 )F
∗(ϕ
(e0)
2 )] +
1
m
Ee0∈ΩI0Eϕ1∈Φ(V (S)\e0)[
∣∣∣F ∗(ϕ(e0)1 )∣∣∣]
≤ Ee0∈ΩI0Eϕ1,ϕ2∈Φ(V (S)\e0)
 ∏
e∈V(k−1)(S)
JG(ϕ
(e0)
1 (e)) = S(e)KJG(ϕ
(e0)
2 (e)) = S(e)K

+
1
m
Eϕ∈Φ(V (S))
 ∏
e∈V(k−1)(S)
JG(ϕ(e)) = S(e)K
 .(by the definition of F ∗ since |Fe| ≤ 1) (11)
Looking at the second term first, this can be written as
1
m
Pϕ∈Φ(V (S))
[
G(ϕ(e)) = S(e)∀e ∈ V(k−1)(S)
]
=
1
m
∏
e∈V(k−1)(S)
d
(δ)
G
(S〈e〉), (12)
applying the assumption that δ is (k− 1, 2h)-error function of G to an S− ∈ Sk−1,h,G with V(S−) :=
V(k−1)(S).
We will interpret the first term by applying the same assumption on δ to another complex S′′.
Here S′′ ∈ Sk−1,2h,G is a simplicial-complex obtained from two copies of S−, say S−(1) and S−(2),
by identifying any pair of vertices v(1) ∈ e(1)0 and v(2) ∈ e(2)0 in which e(1)0 and e(2)0 are the edges in
the copies of S− corresponding to e0. (Any edge e containing two vertices v
(1) ∈ V (S−(1)) \ e(1)0 and
v(2) ∈ V (S−(2)) \ e(2)0 is invisible in S′′.) Applying the assumption on δ to this S′′, the first term can
be rewrriten as
Ee0Eϕ1,ϕ2
 ∏
e∈V(k−1)(S),e6⊂e0
JG(ϕ
(e0)
1 (e)) = S(e)KJG(ϕ
(e0)
2 (e)) = S(e)K
∏
e(e0
JG(ϕ
(e0)
1 (e)) = S(e)K

= Eφ∈Φ(V (S′′))[
∏
e∈V(S′′)
JG(ϕ(e)) = S′′(e)K]
=
∏
e∈V(S′′)
d
(δ)
G
(S′′〈e〉) (since S′′ ∈ Sk−1,2h and δ is a (k − 1, 2h)-error function of G)
=
∏
e∈V(k−1)(S),e6⊂e0
(d
(δ)
G
(S〈e〉))2
∏
e(e0
d
(δ)
G
(S〈e〉),
completing the proof of (6) by (11) and (12).
Next, we show the last sentence of the lemma. The left-hand side of (8) is at mostEφ∈Φ(h)
 ∏
e∈Vk(S)
Fe (φ(e))
∏
e∈V(k−1)(S)
JG(φ(e)) = S(e)K
 /Pφ∈Φ(h) [G(φ(e)) = S(e)∀e ∈ V(k−1)(S)]
2
=
Eφ∈Φ(h)
 ∏
e∈Vk(S)
Fe (φ(e))
∏
e∈V(k−1)(S)
JG(φ(e)) = S(e)K
 /
 ∏
e∈V(k−1)(S)
d
(δ)
G
(S〈e〉)
2
(6)
≤ Eϕ∈Φ(mh)Ee∗∈ΩI [
(
Ee∈ΩI [Fe0 (e) JG(∂e) = S(∂e0)K|e
∂G/ϕ≈ e∗]
)2
|G(∂e∗) = S(∂e0)]
·Pe∗ [G(∂e∗) = S(∂e0)]
 ∏
e∈V(k−1)(S)
d
(δ)
G
(S〈e〉)
 ∏
e∈V(k−1)(S),e6⊂e0
d
(δ)
G
(S〈e〉)
+ 1
m

/
 ∏
e∈V(k−1)(S)
d
(−δ)
G
(S〈e〉)
2
(since e
∂G/ϕ≈ e∗ implies G(∂e) = G(∂e∗), thus G(∂e) = S(∂e0) implies G(∂e∗) = S(∂e0))
= Eϕ∈Φ(mh)Ee∗∈ΩI [
(
Ee∈ΩI [Fe0 (e) JG(∂e) = S(∂e0)K|e
∂G/ϕ≈ e∗]
)2
|G(∂e∗) = S(∂e0)]
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·
 ∏
e∈V(k−1)(S):e⊂e0
d
(δ)
G
(S〈e〉)
 ∏
e∈V(k−1)(S)
d
(δ)
G
(S〈e〉)
 ∏
e∈V(k−1)(S),e6⊂e0
d
(δ)
G
(S〈e〉)
+ 1
m

/
 ∏
e∈V(k−1)(S)
d
(−δ)
G
(S〈e〉)
2
≤ Eϕ∈Φ(mh)Ee∗∈ΩI [
(
Ee∈ΩI [Fe0 (e) |e
∂G/ϕ≈ e∗]
)2
|G(∂e∗) = S(∂e0)]
·
1 + 1
m
 ∏
e∈V(k−1)(S),e6⊂e0
d
(δ)
G
(S〈e〉)
−1
 ·
 ∏
e∈V(k−1)(S)
dG(S〈e〉) + δ(S〈e〉)
dG(S〈e〉)− δ(S〈e〉)
2 .
The assumption (7) completes the proof of (8).
3.2. The body of our proof.
Definition 3.2. [Notation for this subsection] Write ci(G) := maxI∈(ri)
|CI(G)| for i ∈ [k]. For ~b =
(bi)i∈[k] and an integer m, we write ~B(~b,m) := (Bi(~b,m))i∈[k] where Bi(~b,m) :=
∏
j∈[0,k−i] b
(r−ij )m
j
i+j .
Recall (1). The (k − 1)-regularization G/ϕ is the k-bounded graph on Ω obtained from G by
redefining the color of each edge e ∈ ΩI with I ∈
(
r
i
)
by the
(∑k−i
j=0
(
r−i
j
)
mj
)
-dimensional vector
(G/ϕ) (e) := (G(e∪˙f)|J ∈
(
r \ I
[0, k − i]
)
, f ∈ ΩJ with f ⊂ ϕ(D)).
Thus obviously if G is a k-bounded ~b-colored graph then
ci(G/ϕ) ≤ Bi(~b,m), ∀i ∈ [k], ∀ϕ ∈ Φ(m). (13)
(For example, Bk(~b,m) = bk and Bk−1(~b,m) = bk−1b
(r−1)m
k .)
Fix 0 < ǫ < 1 and ~b. We proceed by induction on k. When k = 1, it is trivial as the remark after
Theorem 2.5. Let k ≥ 2.
• [Definition of the sample-size functions] Letm(k−1)
k,h,~b,ǫ
(0) := 0 andm
(i)
k,h,~b,ǫ
(ni, · · · , nk−2, 0) :=
m
(i)
k−1,h,~b,ǫ
(ni, · · · , nk−2), ∀i ∈ [k − 2], which is defined by the induction hypothesis on k − 1 of the
theorem. Define n˜
(k−1)
k,h,~b,ǫ
= n˜(k−1) to be large enough so that
Cbk
√
bk
n˜(k−1)
≤ ǫ
4
(
r
k
) (14)
where
C :=
√
2
(
r
k
)
hk
(
bk
2
√
ǫ1
)(rk)hk−1
3
P
j∈[k−1] (
r
j)h
j
and ǫ1 :=
(
ǫ
12 · 2kbk
(
r
k
))2 . (15)
(These expressions will appear in (31) and (33).) Also let n˜
(j)
k,h,~b,ǫ
(nj+1, · · · , nk−2, 0) := n˜(j)
k−1,h,~b,ǫ
(nj+1, · · · , nk−2)
for all j ∈ [k − 2].
Given nk−1 ≥ 0, we will inductively define functions m(i)
k,h,~b,ǫ
(•, · · · , •, nk−1 + 1), ∀i ∈ [k − 1], and
functions n˜
(j)
k,h,~b,ǫ
(•, · · · , •, nk−1+1), ∀j ∈ [k−2], by usingm(•)
k,h,~b,ǫ
(•, · · · , •, nk−1), m(•)k−1,•,•,•(•, · · · , •),
n˜
(•)
k,h,~b,ǫ
(•, · · · , •, nk−1), and n˜(•)k−1,•,•,•(•, · · · , •), as follows. Let
m :=
∏
i∈[k−1]
Bi
(
~b,
∑k−1
j=1 m
(j)
k,h,~b,ǫ
(n¯(j), · · · , n¯(k−2), nk−1)
)
√
ǫ1
(
r
i)h
i
(16)
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where n¯(k−2) := n˜(k−2)(nk−1) = n˜
(k−2)
k,h,~b,ǫ
(nk−1); n¯
(k−3) := n˜(k−3)(n¯(k−2), nk−1); · · · ; n¯(j) := n˜(j)(n¯(j+1), · · · , n¯(k−2), nk−1).
(We will use the form (16) only once in (29).) Define m
(k−1)
k,h,~b,ǫ
(nk−1 + 1) so that
m
(k−1)
k,h,~b,ǫ
(nk−1 + 1) :=
k−1∑
j=1
m
(j)
k,h,~b,ǫ
(n¯(j), · · · , n¯(k−2), nk−1) +mh. (17)
Next, we define the remaining k − 2 functions so that
m
(i)
k,h,~b,ǫ
(ni, · · · , nk−2, nk−1 + 1) := m(i)
k−1,2h,~b∗,ǫ1
(ni, · · · , nk−2), ∀i ∈ [k − 2] (18)
where ~b∗ = (b∗i )i∈[k−1] with b
∗
i := Bi
(
~b,m
(k−1)
k,h,~b,ǫ
(nk−1 + 1)
)
. Finally we define
n˜
(j)
k,h,~b,ǫ
(nj+1, · · · , nk−2, nk−1 + 1) := n˜(j)
k−1,2h,~b∗,ǫ1
(nj+1, · · · , nk−2), ∀j ∈ [k − 2]. (19)
(It will be easily seen that the three equalities := in (17),(18) and (19) can be replaced by ≥.)
• [Definition of the error function] For ~n = (n(1), · · · , n(k−1)) and for ~ϕ ∈ Φ((m(j)
k,h,~b,ǫ
(n(j)))j∈[k−1]),
we write G∗ := G/~ϕ and we define a (k, h)-error function δ = δk,h,ǫ,G∗ inductively as follows.
Since (13) implies ci(G/ϕk−1) ≤ Bi(~b,m(k−1)
k,h,~b,ǫ
(n(k−1))) and G∗ = (G/ϕk−1)/(ϕi)i∈[k−2], we apply
the induction hypothesis on k with (18) and (19) for G/ϕk−1 and see that for the ǫ1 > 0 of (15),
E~n′=(n(1),··· ,n(k−2))E ~ϕ′=(ϕi)i∈[k−2]
[
regk−1,2h(G
∗)
] ≤ ǫ1.
Thus, there exists a function δ = δk−1,2h,ǫ1,G∗ : TC(G
∗) =
⋃
i<k TCi(G
∗) → [0,∞) with the two
property that (i) for any S ∈ Sk−1,2h,G∗ ,
Pφ∈Φ(h)[G
∗(φ(e)) = S(e), ∀e ∈ V(k−1)(S)] =
∏
e∈V(k−1)(S)
d
(δ)
G∗
(S〈e〉) (20)
and that (ii) for each fixed ϕk−1 ∈ Φ(m(k−1)
k,h,~b,ǫ
(n(k−1)))
E~n′=(n(1),··· ,n(k−2))E ~ϕ′=(ϕi)i∈[k−2]
[
max
I∈( r[k−1])
|CI(G∗)|Ee∈ΩI [δ(G∗〈e〉)]
]
≤ ǫ1
(15)
< ǫ/2. (21)
(This δk−1,2h,ǫ1,G∗ depends (not only on ϕk−1 but also) on ~n
′ and ~ϕ′.) Define δk,h,ǫ,G∗(~c) :=
δk−1,2h,ǫ1,G∗(~c) for any ~c ∈ TCI(G∗), I ∈
(
r
[k−1]
)
.
Before defining δ(~c) for ~c ∈ TCk(G∗), we define ‘bad colors’ BAD ⊂ TC(G∗). For I ∈
(
r
[k]
)
, we
define BADI by the relation that ~c = (cJ )J⊂I ∈ BADI if and only if
δ((cJ )J⊂I′) ≥ √ǫ1/|CI′(G∗)| for some I ′ ( I, or
dG∗((cJ )J⊂I∗) ≤ 2√ǫ1/|CI∗(G∗)| for some I∗ ⊂ I. (22)
Define BAD :=
⋃
I∈( r[k])
BADI .
For ~c = (cJ )J⊂I ∈ TCk(G∗), we define, using m and C of (15) and (16),
ηk,h(~c) := Eϕ∈Φ(mh)Ee∗∈ΩI [
(
Pe∈ΩI [G
∗(e) = cI |e
∂G∗/ϕ≈ e∗]− dG∗(~c)
)2
|G∗(∂e∗) = (cJ )J(I ],(23)
δk,h(~c) :=
{
1 if ~c ∈ BADI ,
C
√
ηk,h(~c), otherwise.
(24)
• [The qualification as an error function] Because of (20) and (24), it is enough for the first
requirement (2) to show that
Pφ∈Φ(h)[G
∗(φ(e)) = S(e) , ∀e ∈ V(S)] =
∏
e∈V(S)
(
dG∗(S〈e〉)±˙δ(S〈e〉)
)
(25)
or
Pφ∈Φ(h)[G
∗(φ(e)) = S(e), ∀e ∈ Vk(S)|G∗(φ(e)) = S(e), ∀e ∈ V(k−1)(S)] =
∏
e∈Vk(S)
d
(δ)
G∗
(S〈e〉) (26)
for any S ∈ Sk,h,G∗ . Furthermore without loss of generality, we can assume the property that
S〈e〉 6∈ BAD for any e ∈ V(S). (27)
(Indeed, we can show the case of (27) suffices by the induction on the number of bad edges in S. Let
a complex S be given where S contains a bad edge e∗. Without loss of generality, assume that any
visible edge e ∈ V(S) is not bad if |e| < |e∗|. We construct a new complex S∗ from S by recoloring
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all (bad) edges containing e∗ in the invisible color. By the induction hypothesis, (25) holds for S∗.
Equality (25) means that the real number the left hand side suggests belongs to the interval which
the right-hand side suggests. Denote by [p−, p+] this interval. Again we reconstruct S from S∗ by
recoloring some invisible edges in ‘original’ bad colors. By this process from S∗ to S, the left hand
side of (25) will not increase (probably decrease because of added visible edges e) and the right-hand
side will suggest interval [0, p+] because, for bad edges e, dG∗(S〈e〉)±˙δ(S〈e〉) = [0, 1] by (24). Then
(25) holds not only for S∗ but also for S.)
Fix such an S ∈ Sk,h,G∗ . For any e ∈ VJ(S), J ⊂ r, it follows from (27) and (22) that
d
(−δ)
G∗
(S〈e〉) >
√
ǫ1
|CJ(G∗)| > 0(if |J | < k) and δ(S〈e〉) <
1
2
dG∗(S〈e〉)(if |J | < k). (28)
Clearly, ci(G
∗) = ci(G/~ϕ) ≤ ci(G/k−1(ϕk−1∪˙ · · · ∪˙ϕ1)) and |Vi(S)| ≤
(
r
i
)
hi. Thus, it follows from
(16) and (13) that
1
m
≤
∏
i∈[k−1]
( √
ǫ1
ci(G∗)
)|Vi(S)|
≤(28)
∏
i∈[k−1]
∏
e∈Vi(S)
d
(−δ)
G∗
(S〈e〉) ≤
∏
e∈V(k−1)(S),e6⊂e0
d
(−δ)
G∗
(S〈e〉) (29)
for any e0 ∈ Vk(S). Let Fe(e) := JG∗(e) = S(e)K − dG∗(S〈e〉). For any ∅ 6= D ⊂ Vk(S), we apply
Lemma 3.3 (where G := G∗) with any S′ ∈ Sk,h,G∗ with Vk(S′) = D and V(k−1)(S′) = V(k−1)(S),
and see that (
Eφ∈Φ(h)
[ ∏
e∈D
(JG∗(φ(e)) = S(e)K− dG∗(S〈e〉))
∣∣∣∣∣G∗(φ(e)) = S(e)∀e ∈ V(k−1)(S)
])2
=
(
Eφ∈Φ(h)
[ ∏
e∈D
Fe(φ(e))
∣∣∣∣∣G∗(φ(e)) = S(e)∀e ∈ V(k−1)(S)
])2
≤Lem.3.3
(29),(28) mine0∈D
2 · 32|V(k−1)(S)| · Eϕ∈Φ(mh)Ee∗∈ΩI [
(
Ee∈ΩI [Fe0 (e) | e
∂G∗/ϕ≈ e∗]
)2
|G∗(∂e∗) = S(∂e0)]
≤(23) 2 · 32|V(k−1)(S)| max
e0∈Vk(S)
ηk,h(S〈e0〉). (30)
Take an edge e0 ∈ Vk(S) which maximizes ηk,h(S〈e0〉). Then it follows from Lemma 3.1 that
Pφ∈Φ(h)[G
∗(φ(e)) = S(e), ∀e ∈ Vk(S)|G∗(φ(e)) = S(e)∀e ∈ V(k−1)(S)]
(30)
=
∏
e∈Vk(S)
dG∗(S〈e〉)±˙
√
2|Vk(S)|3|V(k−1)(S)|
√
ηk,h(S〈e0〉) (by taking D := Vk(S))
=
(27)
(22)
(
dG∗(S〈e0〉)±˙
√
2
(
r
k
)
hk3
P
j∈[k−1] (
r
j)h
j√
ηk,h(S〈e0〉)(
2
√
ǫ1/ck(G∗)
)|Vk(S)|−1
) ∏
e∈Vk(S),e6=e0
dG∗(S〈e〉)
=
(15)
(24)
∏
e∈Vk(S)
(dG∗(S〈e〉)±˙δ(S〈e〉)) (31)
where for the last equality we use the fact that ck(G
∗) = ck(G) ≤ bk (cf. (13)).
• [Bounding the average error size] With the abbreviation an := m(k−1)k,h,~b,ǫ(n), for any I ∈
(
r
k
)
,
the linearity of expectation gives us that(
E~n,~ϕEe˜∈ΩI [
√
ηk,h(G∗〈e˜〉)]
)2
≤ E~n,~ϕEe˜∈ΩI [ηk,h(G∗〈e˜〉)] (by Cauchy-Schwarz or E[X ]2 ≤ E[X2])
(23)
= E~n,~ϕ,e˜Eϕ∈Φ(mh)Ee∗∈ΩI [
(
Pe∈ΩI [G
∗(e) = G∗(e˜)| e ∂G
∗/ϕ≈ e∗]− dG∗(G∗〈e˜〉)
)2
| e∗ ∂G
∗
≈ e˜]
≤ E~n,~ϕ,e˜
∑
cI∈CI (G∗)
Eϕ,e∗ [
(
Pe∈ΩI [G
∗(e) = cI | e
∂G∗/ϕ≈ e∗]− Pe∈ΩI [G∗(e) = cI | e
∂G∗≈ e˜]
)2
| e∗ ∂G
∗
≈ e˜]
=
∑
cI∈CI (G)
E~n,~ϕ,e˜
[
Eϕ,e∗ [
(
Pe∈ΩI [G(e) = cI | e
∂G∗/ϕ≈ e∗]
)2
|e∗ ∂G
∗
≈ e˜] +
(
Pe∈ΩI [G(e) = cI | e
∂G∗≈ e˜]
)2
−2Eϕ,e∗ [Pe∈ΩI [G(e) = cI | e
∂G∗/ϕ≈ e∗]|e∗ ∂G
∗
≈ e˜] · Pe∈ΩI [G(e) = cI | e
∂G∗≈ e˜]
]
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=
∑
cI∈CI (G)
E~n,~ϕ,e˜
[
Eϕ,e∗ [
(
Pe∈ΩI [G(e) = cI | e
∂G∗/ϕ≈ e∗]
)2
|e∗ ∂G
∗
≈ e˜]−
(
Pe∈ΩI [G(e) = cI | e
∂G∗≈ e˜])
)2]
= |CI(G)|EcI∈CI (G)E~n,~ϕ,e˜
[
Eϕ∈Φ(mh)[
(
Pe[G(e) = cI | e
∂(G/~ϕ)/ϕ≈ e˜]
)2
]−
(
Pe[G(e) = cI |e
∂(G/~ϕ)≈ e˜])
)2]
(∗)
≤ bkE0≤n<n˜(k−1)Ee˜,cI
[
Eφ′∈Φ(an+1)[
(
Pe[G(e) = cI | e
∂G/φ′≈ e˜]
)2
]− Eφ∈Φ(an)[
(
Pe[G(e) = cI | e
∂G/φ≈ e˜]
)2
]
]
=
bk
n˜(k−1)
n˜(k−1)−1∑
n=0
Ee˜,cI
[
Eφ∈Φ(an+1)[
(
Pe[G(e) = cI | e
∂G/φ≈ e˜]
)2
]− Eφ∈Φ(an)[
(
Pe[G(e) = cI |e
∂G/φ≈ e˜]
)2
]
]
=
bk
n˜(k−1)
Ee˜,cI
[
Eφ∈Φ(a
n˜(k−1)
)[
(
Pe[G(e) = cI | e
∂G/φ≈ e˜]
)2
]− Eφ∈Φ(a0)[
(
Pe[G(e) = cI | e
∂G/φ≈ e˜]
)2
]
]
≤ bk
n˜(k−1)
, (32)
where in the above (*) we use the property that, after n = n(k−1) is chosen, it follows from (17) that
an+1 ≥ mh+
∑k−1
j=1 m
(j)(n(j), · · · , n(k−2), n(k−1)) ≥ an (for all possible n(1), · · · , n(k−2)) (cf. definition
of n¯(k−2), · · · , n¯(1) just after (16) ) and that if φ′(D) ⊃ (⋃i∈[k−1] ϕi(D))∪ϕ(D) then e ∂G/φ′≈ e˜ implies
e
∂(G/(ϕi)i)/ϕ≈ e˜ (thus E~ϕEϕ∈Φ(mh)[
(
Pe[G(e) = cI | e
∂(G/~ϕ)/ϕ≈ e˜]
)2
]
(5)
≤ Eφ′∈Φ(an+1)[
(
Pe[G(e) = cI | e
∂G/φ′≈ e˜]
)2
])
and further, that e
∂(G/(ϕi)i)≈ e˜ implies e ∂G/φ≈ e˜ where φ = ϕk−1 (thus E~ϕ[
(
Pe[G(e) = cI |e
∂(G/~ϕ)≈ e˜])
)2
]
(5)
≥
Eφ∈Φ(an)[
(
Pe[G(e) = cI | e
∂G/φ≈ e˜]
)2
]) .
Thus, for any I ∈ (rk), we see that
E~n,~ϕ[|CI(G/~ϕ)|Ee∈ΩI [δk,h(G∗〈e〉)]]
(24)
≤ bkE~n,~ϕ
[
CEe∈ΩI [
√
ηk,h(G∗〈e〉)] + 1 · Pe∈ΩI [G∗〈e〉 ∈ BADI ]
]
≤(32)
(22) bk
C√ bk
n˜(k−1)
+ E~n,~ϕ
∑
J(I
Pe∈ΩJ [δ(G
∗〈e〉) ≥
√
ǫ1
|CJ (G∗)| ] +
∑
J⊂I
Pe∈ΩJ [dG∗(G
∗〈e〉) ≤ 2
√
ǫ1
|CJ(G∗)| ]

≤(21)(∗∗) bk
(
C
√
bk
n˜(k−1)
+ 2k
√
ǫ1 + 2
k · 2√ǫ1
)
≤(14)
(15)
ǫ
2
(
r
k
) . (33)
where in the above (**) we use (3) and the fact that
Pe∈ΩJ
[
Pe′∈ΩJ [G
∗(e′) =G∗(e)|e′ ∂G
∗
≈ e] ≤ 2
√
ǫ1
|CJ(G∗)|
]
=
∑
cJ∈CJ (G∗)
Pe∈ΩJ
[
G∗(e) = cJ and Pe′∈ΩJ [G
∗(e′) = cJ |e′ ∂G
∗
≈ e] ≤ 2
√
ǫ1
|CJ(G∗)|
]
≤
∑
cJ∈CJ (G∗)
1 · Pe∈ΩJ
[
G∗(e) = cJ
∣∣∣∣Pe′∈ΩJ [G∗(e′) = cJ |e′ ∂G∗≈ e] ≤ 2√ǫ1|CJ(G∗)|
]
=
∑
cJ∈CJ (G∗)
Ee∈ΩJ
[
Pe˜∈ΩJ [G
∗(e˜) = cJ |e˜ ∂G
∗
≈ e]
∣∣∣∣Pe′∈ΩJ [G∗(e′) = cJ |e′ ∂G∗≈ e] ≤ 2√ǫ1|CJ (G∗)|
]
(∵ the conditional part depends only on G∗(∂e))
≤
∑
cJ∈CJ (G∗)
Ee∈ΩJ
[
2
√
ǫ1
|CJ(G∗)|
∣∣∣∣Pe′∈ΩJ [G∗(e′) = cJ |e′ ∂G∗≈ e] ≤ 2√ǫ1|CJ(G∗)|
]
= 2
√
ǫ1. (34)
Thus we obtain that
E~n,~ϕ[regk,h(G/~ϕ)]
≤ E~n,~ϕ[ max
I∈( r[k])
|CI(G/~ϕ)|Ee∈ΩI [δ(G∗〈e〉)]]
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≤ E~n,~ϕ[ max
I∈( r[k−1])
|CI(G/~ϕ)|Ee∈ΩI [δ(G∗〈e〉)]] + E~n,~ϕ[
∑
I∈(rk)
|CI(G/~ϕ)|Ee∈ΩI [δ(G∗〈e〉)]]
≤(21)
(33) ǫ/2 +
∑
I∈(rk)
ǫ
2
(
r
k
) = ǫ.
It shows the second requirement (3) for function δ, completing the proof of the main theorem. 
4. The Removal Lemma and Proof of Theorem 1.1
While there had been known that some strong versions of hypergraph regularity lemmas imply
Szemere´di’s theorem ([14]) before they were proven, Solymosi [37, 38] inspired by Erdo˝s and Graham
showed that they also yield a combinatorial proof of Theorem 1.1. We will describe his argument for
completeness and for seeing the length of the entire proof of Theorem 1.1.
Definition 4.1. [k-uniform graphs] A k-uniform bk-colored (r-partite hyper)graph is a k-
bounded (bi)i∈[k]-colored graph such that (1) if i < k then bi = 1 and the unique color is called
invisible and (2) for each I with |I| = k, there is at most one index-I color which is called invisible.
Denote by V(F ) the set of visible edges of a k-uniform graph F , where a visible edge means an edge
whose color is not invisible. Such a graph is called h-vertex if each partite set contains exactly h
vertices.
Theorem 4.1 (The Removal Lemma). For any r ≥ k, h, ~b = (bi)i∈[k], and for any ǫ > 0, there exists
a constant c = c4.1(r, k, h,
~b, ǫ) > 0 with the following property.
Let G be a k-bounded ~b-colored (r-partite hyper)graph on Ω = (Ωi)i∈r. Let F be an h-vertex k-
uniform (bk − 1)-colored (r-partite hyper)graph. Then at least one of the following two holds.
(i) There exists a k-bounded ~b-colored (r-partite hyper)graph G′ on Ω such that
Pe∈ΩI [G
′(e) 6= G(e)] ≤ ǫ, ∀I ∈
(
r
k
)
and Pφ∈Φ(h)[G
′(φ(e)) = F (e), ∀e ∈ V(F )] = 0.
(ii) Pφ∈Φ(h)[G(φ(e)) = F (e), ∀e ∈ V(F )] ≥ c.
Proof. [Tool: Corollary 2.6] Let ε ≤ ( ǫ
3·2k
)2
, which is different from ǫ. Corollary 2.6 gives constants
m˜1, · · · , m˜k−1 such that, given G, there exist constants m1 ≤ m˜1, · · · ,mk−1 ≤ m˜k−1 together with
~ϕ ∈ Φ(m1, · · · ,mk−1) and with a (k, h)-error function δ = δ~ϕ of G∗ := G/~ϕ for which
Ee∈ΩI [δ(G
∗〈e〉)] ≤ ε/|CI(G∗)|, ∀I ∈
(
r
[k]
)
. (35)
For I ∈ (rk), define BADI ⊂ TCI(G∗) by the relation that ~c = (cJ )J⊂I ∈ BADI if and only if there
exists an I ′ ⊂ I such that dG∗((cJ )J⊂I′) ≤ 2√ε/|CI′(G∗)| or that δ((cJ )J⊂I′) ≥ √ε/|CI′(G∗)|. For
each I ∈ (rk), there exists a color c∗I ∈ CI(G) \ CI(F ) since F is (bk − 1)-colored. We replace each
~c = (cJ )J⊂I ∈ BADI by ~c∗ = (c∗J)J⊂I where c∗J := cJ for any J ( I. Denote the resulting graph by
G′. Then for each I ∈ (rk) the same argument as in (33) and (34) gives that
Pe∈ΩI [G
′(e) 6=G(e)]
= Pe∈ΩI [G(e) ∈ BADI ]
≤
∑
I′⊂I
(
Pe∈ΩI′ [dG∗(G
∗〈e〉) ≤ 2
√
ε
|CI′(G∗)| ] + Pe∈ΩI′ [δG
∗(G∗〈e〉) ≥
√
ε
|CI′(G∗)| ]
)
≤(35)
(33,34) 2
k
(
2
√
ε+
√
ε
)
= 3 · 2k√ε ≤ ǫ. (36)
Consider an S ∈ Sk,h,G∗ such that Vk(S) = V(F ) and such that S(e) = F (e) for all e ∈ Vk(S). Denote
by S∗ the set of such S with the additional property that S〈e〉 6∈ ⋃I BADI for any e ∈ Vk(S). Then
our way of recoloring gives that
Pφ∈Φ(h)[G(φ(e)) = F (e), ∀e ∈ V(F )] ≥ Pφ∈Φ(h)[G′(φ(e)) = F (e)∀e ∈ V(F )]
=
∑
S∈S∗
Pφ∈Φ(h)[G
∗(φ(e)) = S(e), ∀e ∈ V(S)]
=
∑
S∈S∗
∏
e∈V(S)
(dG∗(S〈e〉)±˙ δ(S〈e〉))
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≥
∑
S∈S∗
∏
I∈( r[k])
∏
e∈VI(S)
2
√
ε−√ε
|CI(G∗)|
≥ |S∗|
∏
I∈( r[k])
 √ε
(b|I| + · · ·+ bk)(
r(fm|I|+···+fmk−1)
k
)
h
|I|
.
Therefore if S∗ = ∅ then the first equality in the above with (36) gives the first condition. Otherwise
the second condition holds. 
For an integerm, we write [m]0 := [0,m−1] = {0, 1, · · · ,m−1}.Write Er := {(0, · · · , 0︸ ︷︷ ︸
i−1
, 1, 0, · · · , 0) ∈
Zr | i ∈ [r]}.
Lemma 4.2. For any δ > 0 and k ≥ 1, there exists an ǫ > 0 satisfying the following. If an integer
N is sufficiently large then for any subset S ⊂ T (N, k) := {x = (x0, · · · , xk) ∈ [N ]k+10 |x0 + · · ·+ xk =
N − 1} with |S| ≥ δNk, there exists a = (a0, · · · , ak) ∈ Zk+1 \ T (N, k) with a + cEk+1 ⊂ S where
c := N − 1−∑ki=0 ai 6= 0. Furthermore, there are at least ǫNk+1 of such vectors a.
Proof. [Tool: Theorem 4.1] Let S ⊂ T (N, k). Let r := {0, · · · , k} and (Ωi,Bi, µi) := ([N ]0, 2[N ]0, µi(•) =
1/| • |) for i ∈ r. Define a (b1 = 1, · · · , bk−1 = 1, bk = 2)-colored k-bounded r-partite hypergraph G
with vertex sets Ω = (Ωi)i∈r so that for each I ∈
(
r
k
)
and for each k-tuple e = (xi ∈ [N ]0)i∈I ∈ ΩI ,
e is red if and only if there exists v = (vi)i∈[0,k] ∈ S such that vi = xi for any i ∈ I.
Let F be a 1-vertex k-uniform 1-colored graph on vertices V (F ) = (Vi(F ) = {i})i∈r such that all
the k + 1 visible edges of F are red. We say that φ ∈ Φ(1) = Φ([0, k],Ω) is red (in G) if and only
if G(φ(e)) = red for any e ∈ V(F ). We also say that a red φ ∈ Φ(1) is degenerate if and only if
(φ(i))i∈[0,k] ∈ S. Suppose that there exists a graphG′ such that Pe∈ΩI [G′(e) 6=G(e)] ≤ 0.99δ/(k+1)
for any I ∈ (rk) and Pφ∈Φ(1)[φ is red in G′] = 0. Then |S| = |{φ ∈ Φ(1) : φ is degenerate}| ≤∑
I∈(rk)
|{e ∈ ΩI : G′(e) 6= G(e)}| ≤ 0.99δNk < |S|, where (in the first inequality) we use the fact
that one cannot delete two distinct degenerate φ’s by recoloring one red edge in G. Therefore, such
a graph G′ does not exist and Theorem 4.1 gives a constant c∗ = c4.1(r = k + 1, k = k, h = 1,
~b =
(1, · · · , 1, 2), ǫ := 0.99δ/(k+ 1)) > 0 such that
Pφ∈Φ(1)[φ is non-degenerate red] ≥ Pφ∈Φ(1)[G(φ(e)) = F (e)∀e ∈ V(F )]− Pφ[φ is degenerate]
≥ c∗ − |S|/Nk+1 ≥ c∗ − 1/N.
Thus, if N ≥ 1/0.9c∗ then there exist 0.1c∗Nk+1 non-degenerate red φ ∈ Φ(1). Observe that a non-
degenerate red φ yields the desired a+cEk+1 ⊂ S with a := (φ(i))i∈[0,k] and c := N−1−
∑k
i=0 φ(i) 6= 0
since if c = 0 then it is degenerate. 
Proof of Theorem 1.1: [Tool: Lemma 4.2] • First we show that it is sufficient to prove the
existence of an integer c ∈ [−N,N ] \ {0} instead of c ∈ [N ]. Observe that it is true if there exists
a subset T ⊂ S ⊂ [N ]r0 with |T | ≥ δrN r such that T is symmetric with respect to some xT = x ∈
(12 [2N ]0)
r := { z2 |z ∈ [2N ]0}r (i.e., for any t ∈ T there is a t′ ∈ T with 12 (t + t′) = x) where δr > 0
is a constant independent of N. Randomly picking a point x ∈ (12 [2N ]0)r, the expected number of
pairs s, s′ ∈ S with s+ s′ = 2x is (|S|2 )/(2N)r ≥ 0.49δ2N2r/(2N)r = 0.492r δ2N r. Thus there exists the
desired T with |T | ≥ 0.982r δ2N r.• By the above remark, it easily follows from Lemma 4.2 that the theorem holds when F ⊂ Br :=
Er ∪ {0 = (0, · · · , 0)}, by ignoring the 0th coordinate.
• Let δ, r, F, and S be given as in the theorem. Without loss of generality, F can be written as
[m]r0 = {(x1, · · · , xr)|xi ∈ [m]0} for a constant m. Let r′ := |F | − 1 = mr − 1. Take a linear map φ :
Rr
′ → Rr such that the restriction φ|Br′ is a bijection from Br′ to F with φ(0) = 0. Define S′ ⊂ [N ]r
′
0
by S′ := φ−1(S)∩ [N ]r′0 = {z |φ(z) ∈ S}. Clearly φ−1(s) forms an (r′− r)-dimensional linear subspace
of Rr
′
for any s ∈ S, by observing the rank of an r× r′-matrix. Then it is straightforward to see that
there exists a constant δ′ = δ′(δ, r,m) such that |S′| ≥ δ′N r′ . Taking N large, the last paragraph
yields a ∈ [N ]r′0 and c > 0 such that a+cBr′ ⊂ S′. Thus S ⊃ φ(a+cBr′) = φ(a)+cφ(Br′ ) = φ(a)+cF,
completing the proof. 
5. Remarks
Let F be a k-uniform (2-colored: black and invisible) hypergraph. Denote by ex(k)(n, F ) the
maximum number of black edges of a k-uniform (2-colored: black and white) hypergraph on exactly n
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vertices with no copy of F as a subgraph. By an easy modification of the proof of our removal lemma,
we can easily show a hypergraph version of the Erdo˝s-Stone theorem.
Proposition 5.1 (A hypergraph version of the Erdo˝s-Stone theorem). Let F, F0 be any k-uniform
hypergraphs such that F is a ‘blow-up’ of F0 (i.e., there exists a map from the vertex set V (F ) to
V (F0) such that each (black) edge of F is mapped to a (black) edge of F0). Then ex
(k)(n, F ) ≤
ex(k)(n, F0) + o(n
k).
Ro¨dl and Skokan [36] have already shown the above for black-only F0 (i.e., F0 = K
(k)
r ) by adding
extra arguments to a removal lemma. Although it should not be hard to obtain the above by previously
known techniques, ours is a direct and shorter proof.
It is worthwhile to note that not only the way of regularizing but also the construction of the error
function (24) is quite simple and clear in our proof. It is easy to find a simple O(1)-time random
algorithm by which we can approximately grasp the entire hypergraph G.
Alon et al. [3] discussed the relation between Regularity Lemma and Property Testing for ordi-
nary graphs. Although their proof is conceptually clear, many of their technical details may come
from their problem setting (non-partiteness). In order to understand the essential relation between
Regularization (Regularity Lemma) and Property Testing, it may be even easier and more natural to
consider them on partite hypergraphs rather than on nonpartite ordinary graphs. Property Testing
and Regularization are essentially equivalent. They are all about random samplings. If there exists
a difference between the two, it is whether the number of random vertex samplings is (PT) a fixed
constant or (R) bounded by a constant but chosen randomly. The above difference is essentially
insignificant, as far as we do not consider the sizes of constants. Property Testing is stronger than
Regularization in the sense that a (non-canonical) property tester can ignore some random number of
vertex samples after choosing the vertices.1 On the other hand, Regularization is stronger than Prop-
erty Testing in the sense that Regularization ‘knows’ the number of copies of all fixed-sized subgraphs
approximately. (If there is another difference, the Property Tester outputs one of only two choices
(YES/NO), while Regularization can output some of a constant number of choices; also see [27]).
Therefore our result on hypergraph regularization is not a simple extension of graph regularization.
It helps our understanding of regularization (and property testing) both for graphs and hypergraphs.
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