Methods for designing targeted tests for reliability validation of structures obtained from reliability-based design are presented. These methods optimize the test parameters to minimize the variance in the estimated reliability (or equivalently the failure probability) estimated from the tests. The tests are designed using information from analytical models used to design the structure. Both analytical tests, in which very detailed models are used as reference, or physical tests can be designed using the methods presented. The methods are demonstrated on examples and their robustness to errors in the analytical models used to design the tests is assessed.
INTRODUCTION

MOTIVATION
Reliability-based design can help build safer and/or more economical products than deterministic design. Aerospace, and automotive manufacturers have used reliability-based design to improve their products and reduce costs. In reliability-based design we use models for predicting performance and models of uncertainties, which involve approximations. Therefore, it is important to validate the results of reliability-based design.
The reliability of a design can be validated analytically using very detailed models as reference or physical testing. The former approach can account for the effect of errors in approximate models but not for the effect of errors in the models of uncertainties. Analytical validation can also be expensive if very detailed models are used. Physical testing can account for the effect of both errors, but it is expensive. Pressure to reduce cost and to build products faster makes it important to develop targeted testing approaches for reducing the cost of tests for reliability validation.
Accelerated physical tests can reduce the test time but are applicable only to problems for estimating time varying reliability. They shorten the duration of tests by over stressing designs but they cannot reduce the number of tests required to estimate the reliability.
One way to reduce the number of tests is to design them using information from the analytical models employed in reliability-based optimization.
This paper presents approaches for designing both physical and analytical tests that use such information to maximize the confidence in the estimated reliability from the tests.
PREVIOUS WORK
This subsection reviews studies on accelerated testing, Importance Sampling (IS) and Bayesian testing.
Accelerated tests allow us to reduce the time required to collect experimental data about the life of a system by testing products under more severe conditions than the operating conditions. In most applications the time to failure or the time over which a performance property of a product degrades are estimated Singpurwalla et al [1] , and Lawless [2] survey statistical theory for accelerated testing. Nelson [3] briefly presents the basic concepts of applied statistical models and models of accelerated testing. Nelson also discusses accelerated test models, analysis of the data and development of test plans. Kececioglu [4] discusses several accelerated life models and their practical applications.
Extensive research has been done on Monte-Carlo simulation techniques [5] [6] [7] . Standard Monte-Carlo simulation is impractical for designs with high reliability (e.g. higher than 0.9 6 ) or products that are expensive to analyze. Therefore, variance reduction techniques such as IS, and Stratified Sampling (Law [8] , Ayyub [9] and Nelson [10] ) have been developed to reduce the cost of simulation. Unlike accelerated testing, which only reduces the test time, these techniques reduce the number of realizations of a design that needs to be tested to estimate reliability. Melchers [11&12] discussed in detail IS approaches. Although IS is effective, it can only be used for computer-based simulation testing. Mease and Nair [13, 14] developed a new testing methodology using IS to optimize the values of parameters that can be controlled in physical tests.
Bayesian methods combine subjective information with measurements to estimate the reliability of a design or to construct a model of a random variable. If one has prior information from experts of from an analytical model, one can obtain a more accurate estimate of reliability using Bayesian methods than standard statistics. Morgan [16] describes the basic ideas and philosophy of Bayesian inference. Berger [17] explains the reasons for using Bayesian methods in reliability and risk analysis. Winkler [18] presents procedures for applying Bayesian methods to a wide range of commonly used statistical methods, including analysis of variance and regression analysis. Martz and Waller [19] apply Bayesian methods to numerous applications in reliability and risk assessment. Bayesian methods have also been used for reliability validation [20, 21] . Martz and Waterman [22] presented an approach for determining the optimal stress for testing a single test unit. This approach requires expressing errors in an analytical model using one or more parameters, and a prior probability density function (PDF) of these parameters.
OBJECTIVES
The objective of this paper is to present methodologies for designing efficient targeted analytical or physical tests to validate the reliability of a structure obtained using reliability-based design.
For this purpose, information from the analytical models of the structure and the uncertainties is used to optimize selected parameters of a test that can be easily observed and controlled. Only time invariant reliability problems are considered.
METHODS FOR TARGETED PHYSICAL AND ANALYTICAL TESTS IN THIS PAPER
Four approaches for validating the reliability of systems through targeted testing are presented; two IS approaches, a Bayesian approach and an approach for testing components of a series system. All approaches minimize the variance of the PDF of the estimated probability of failure, but they can also be readily modified to minimize the Shannon entropy of the same PDF. The first three approaches target a location in the space of the random variables that is most likely to cause failure when generating sample values of the test variables. For example they select values of the load parameters that are both likely to occur and cause failure. Targeted testing for components of series systems performs more tests on components that are more likely to fail and can be tested at low cost.
IS is a variance reduction technique used to assess the reliability of structural systems through simulation. This approach does not sample from the true joint PDF of the random variables; instead it samples from a joint PDF that produces many failures, which are the most likely to occur. Sampling from this PDF reduces the number of samples required to validate a system/ component by several orders of magnitude.
IS physical testing approaches maximize the information obtained about failure probabilities in fewer tests than the tests required by a standard test approach that tests random realizations of a design under actual operating conditions. These approaches use the idea of IS to physically test a biased set of samples to validate the probability of failure.
IS can validate the reliability of a design using a detailed (reference) model, which is too expensive for design. The IS approach finds an optimum sampling PDF of the random variables to maximize the confidence in the estimate of the reliability of the design for a given number of simulations.
Bayesian testing uses Bayes' rule to update the PDFs of the parameters that represent errors of a model according to the results of tests. The targeted Bayesian testing approach optimizes the values of those test parameters that we can observe and control (e.g. the load and the dimensions of a design).
Variance reduction techniques can also be used to validate system reliability when estimates of component reliabilities are available from analysis. The proposed testing methodology targets those components that have high failure probability and can be tested at a low cost. The number of tests on each component is optimized to minimize the variance in the failure probability estimated from the test OUTLINE First, the IS approach for analytical estimation of the reliability of a design is reviewed. Then the approach for validating reliability analytically using a very detailed model is presented. Then variance reduction techniques for targeted physical testing are presented. These include two IS physical testing approaches, namely Mease and Nair's approach and an optimization approach. Then the targeted Bayesian approach is presented. Finally, the methodology for validating the reliability of a series system is presented.
IMPORTANCE SAMPLING
Monte Carlo simulation is a widely used tool for evaluating the safety of systems analytically by testing many realizations of these systems on the computer. This simulation technique can also be used for both virtual (analytical) and physical testing to estimate the reliability of systems.
Consider a system with n variables, whose performance function is G(X 1 , X2,…,X n ). G(X) is defined in a way that it is negative when the system fails, and greater than zero when the system survives. The equation for estimating the probability of failure through Monte-Carlo simulation is ( ) ( )
where j x is defines the j th realization of the system in the sample tested and I is an indicator function, which is 1 when G(X) < 0, and 0 when G(X) > 0.
The estimated failure probability is considered random, in the sense that it varies from sample to sample. The variance of the estimated probability of failure is an indicator of the quality of this estimate. The lower the variance, the higher is the quality of the estimate. The variance of the estimate in Eq. (1) is
The true variance of the indicator function,
Equation (2) indicates that the variance of the estimator of the failure probability reduces with the sample size increasing.
Unfortunately, it is expensive to test physically a large sample of systems. Another way to improve the quality of the estimate of the failure probability is to reduce the variance in equation (2) . IS techniques sample from a PDF, h X (x), which is selected in a way that the variance in the estimate of the probability of failure is reduced compared to the one from equations (2) and (3), instead of the true PDF of the random variables, f X (x) (Figs 1 and 2 ). h X (x) is called IS or reference sampling PDF. An unbiased estimate of the probability of failure when using, h X (x), is given by
The variance of this estimator can be derived from equation (2) ( )
The variance of the estimate in equation (5) can be made 0 by selecting the reference density as
The PDF in equation (6) is the true PDF of the variables truncated in the survival domain and normalized by the probability of failure of the system. If this reference density is found then the variance of the estimate will be zero. Indeed, upon substitution into (5) we get
Equation (6) can also be written as Figure 3 shows the true PDF of variables in the joint space and the joint PDF of the variables truncated in the survival region. The equations for the reference PDF can be found in Melchers [11, 12] . One challenge in using IS is that we need to determine the failure probability in (8). The true probability of failure can be surrogated with an approximation to find a near optimal reference density. This approach will be used in the next section to determine an near optimal sampling function for validating the estimate of the failure probability obtained from an approximate model by estimating the same probability from a reference detailed model.
Unfortunately, the optimal PDF cannot be used in physical testing because it is impractical to try to observe and control all random variables. For example, variables, such as Young's modulus or yield stress cannot be controlled. Thus even if we determine that the values of these variables in an optimal sample that needs to be tested, it is too expensive to construct such a sample. In physical testing, it is possible to observe and control only a limited number of design variables, such as the load and selected dimensions. In the following sections, we present two methods for creating an optimal sample for the observable variables.
VALIDATION USING VERY DETAILED MODELS
It can be shown that using the optimum sampling PDF we can estimate the true failure probability of the system exactly using only one sample value [11] . However, this PDF has no direct practical use because to determine it we need to calculate the failure probability of the system (see the denominator in equation 9). Therefore, this PDF is never used in Monte Carlo simulation. However, if we can approximately determine this optimum sampling PDF then we can reduce substantially the size of the sample needed to estimate accurately the failure probability.
IMPORTANCE SAMPLING METHODOLOGY
We now present the approach of validating the reliability of design using a very detailed model and using IS.
First, the optimal sampling PDF is estimated. In doing so, we use the performance of the approximate model in (6) , instead of the performance function of the detailed model, because the former function is more economical to compute. Then a sample is drawn from the optimal PDF and is used to estimate the probability of failure of the detailed model. First, we generate a large sample of random numbers from the true PDF of the random variables, and screen out those sample values for which the approximate model survives. Thus we obtain a reduced sample that contains only the values that cause the approximate model to fail.
The reduced sample has size approximately equal to the size of the original sample times the failure probability of the approximate model. Thus, the reduced sample is usually several orders of magnitude smaller than the original. For example, if the original sample has size 10 6 and the probability of failure is 10 -3 , then the reduced sample has only 10 3 values. This reduced sample is used to estimate the failure probability of the detailed model.
The optimal sampling density function might not accurately represent the optimal density of the detailed model because it is based on the approximate model. We may also screen out sample values from the original sample that cause the detailed model to fail but not the approximate model, which will result in underestimating the probability of failure. To avoid this we inflate the failure region of the approximate model, and estimate the failure probability of the detailed model using the reduced sample obtained from the approximate model with the inflated failure region. If we repeat this process inflating the failure region to different degrees, we can determine the probability of failure of the detailed model through a convergence study.
Let C be a parameter used to inflate the failure region of the approximate model. For example, the failure region is inflated by including parameter C in the indicator function.
where G approx (X) is the performance function of the approximate model.
Then, the estimated failure probability is;
is the optimum reference density function from the approximate model, given the value of C
where ( )
is the probability of failure of the approximate model, given value of C Substituting Equation (11) in (10) we get
Simplifying Equation (12)
where M is the number of failures of the detailed model and N is the size of the reduced sample.
VALIDATING THE PROBABILITY OF FAILURE OF A FRAME
For illustrating the method of validating the probability of failure, a symmetrical single-story frame consisting of a horizontal beam supported by two vertical beams is considered. The frame has uniform cross section with a uniformly distributed load acting on the horizontal beam of the frame. The vertical beams are fixed at the bottom ends. The frame is made of aluminum and the cross section of the frame is a T-section throughout. Figure 4 shows a CAD model of the frame. The stress at the junction of the beams (hot point) cannot be estimated using a beam model. Detailed finite element analysis is required for the assessment of the stress at the hot point. During the optimization of a frame structure it is expensive to use the detailed finite element model (detailed model) for the analysis. Therefore, the stress at the hot point is approximated using a response surface polynomial (approximate model). The approximation can be validated using a detailed finite element model. However, in probabilistic design one also needs to validate the probability of failure of the optimum design. Validating the probability of failure using a detailed model and standard Monte-Carlo simulation is too expensive. Therefore, the probability of yielding at the hot point is calculated using the IS methodology described in the previous subsection.
In the probabilistic design methodology the load, the Young's Modulus, the yield stresses both in the heat affected and the non heat affected zones and the error in approximating the stress using the local model are considered random. In validating failure probability using the detailed model, all the above variables are considered except for the error in the model, which is zero because the detailed model is considered perfectly accurate.
The uniformly distributed load and the Young's modulus are normally distributed and the strength is modeled using the Weibull distribution.
Standard Monte-Carlo simulation is performed to capture the failures in the approximate model for various values of the inflation factor C. Only designs that fail in the approximate model are considered in the IS approach for calculating the probability of failure of the detailed model. The procedure for calculating the probability of failure is repeated for various values of C till the converged failure probability of the detailed model is found. Table 1 shows the results of the IS approach for various values of C. As the failure region is inflated in the space of the random variables by changing the values of C, the failure probability of the detailed model nearly converged to the probability of failure of the approximate model. The number of failures converged to 62 and was found not to increase for higher values of C. Fig 5 compares the probability of failure of the approximate model to the probability of failure of the detailed model for various values of C. The probability of failure of the detailed model stabilizes to 6.20E-04 after a certain value of C. We consider this value as the true probability of failure of the local model at the hot point. From the reliability analysis of the reliability based local-global design optimum, it is found that the probability of failure of the local model at the hot point is 7.60E-04. One reason for the overestimation of the failure probability of the hot point by the approximate model can be the use of a uniform probability density function with large standard deviation for the approximation error. in a test. An unbiased estimate (mean value of estimate equal to the true failure probability) of the probability of failure is:
The variance of this estimate is:
( 1 6 ) which is equal to:
In the above equation, p f (x con ) is the conditional failure probability given that the controllable variables are equal to
It can be readily shown that the estimate of the probability of failure still converges to the true probability of failure, when the reference PDF is used instead of the true PDF [13, 14] . That means that, as we increase the number of tests to infinity, the estimate of the failure probability converges to the true value, even though a biased sampling function for the test parameters is used.
Mease and Nair [13, 14] showed that the variance of the estimator of the failure probability becomes minimum when the reference density of the controllable variables is proportional to the product of the square root of the conditional probability of failure
and joint PDF of the controllable variables. Specifically, the optimal reference PDF of the controllable variables (
This reference density should minimize the estimator in equation (5). Mease and Nair's PDF reduces to the optimal sampling PDF in eq. (8) when all the design variables in a problem can be controlled. The optimal reference density function in equation (19) can be derived as follows [13, 14] .
The problem is to show that the optimal PDF minimizes the variance estimate in equation (15) . Since the second term in equation (15) for the variance is constant, it is sufficient to show that by using the above optimal sampling PDF, the first term on the right hand side of equation (15) 
be the PDF of X, and
Substituting the values of Z and W in equation (20) 
But the variance of a variable is greater or equal to the square of its standard deviation:
Therefore, simplifying equation (22) 
Note that the left hand side is the mean square of the estimate of the failure probability in the general case where an arbitrary sampling PDF is used for the controllable variables (equation 15).
According to
is a lower bound of the mean square of the probability of failure. The mean square can only become equal to the lower bound if,
If this reference density is used for sampling the controllable variables, the variance of the estimator in equation (15) will be minimum. This PDF is identical with Mease and Nair's optimal PDF in equation (19) . Q.E.D.
Optimization approach
The optimization approach is also an IS approach. The objective of the optimization approach is also to minimize the variance of the estimate of the probability of failure in Eq. (7). This approach assumes a certain form of the sampling PDF, which is defined in terms of a number of parameters, such as mean values, and standard deviations. These parameters are optimized to minimize the variance of the estimator of the failure probability or equivalently the variance of indicator function, I.
is the joint multivariate distribution of the controllable variables.
The following optimization problem is solved to find the optimal reference density:
Find the parameters of ( )
This multivariate distribution will reduce the variance of the estimated probability of failure. Once the parameters of the multivariate distribution,
, are found, a sample can be drawn from this optimal density to design the test. The variance of the estimate of this approach will be greater than or equal to the variance from Mease and Nair approach. In the next subsection, we compare the two methodologies on a case study. The robustness of these IS based approaches are also examined.
Case study demonstrating the physical testing approaches Consider a structural element ( The probability of failure is
The variance of indicator function, I is:
In the IS approach, we try to reduce the estimator in Eq. (29) by sampling from a different density function (reference density) rather than from the original PDF. In the tests, we can only control the applied stress. In our analytical models, we have estimated the PDF's of the strength and the stress. We will use these estimated PDF's to determine the optimal sampling PDF for the applied stress.
If the optimal reference density for the stress, h S (s), is used to estimate the probability of failure, the variance of the indicator function is:
The reference density in Eq. (15) for the stress-strength model is
where p f (s) is the conditional failure probability given that the stress is equal to s.
In the optimization approach we assume the optimal density of the stress to be a multivariate normal density function, h X (x). Then the optimal density of the controllable variables is 
Therefore, our optimization problem formulation will be
,... ,..., , ,..., The above formulation yields the means, standard deviations and correlation coefficients of the stress.
Once the parameters of the joint reference PDF are found samples can be generated from the joint reference PDF to perform the reliability validation.
First we consider a case where the true PDFs of the random variables are known. We assume the reference density of the stress to be normally distributed with unknown mean and standard deviation. The following optimization problem is solved to find these parameters It is observed that the two IS approaches reduce the variance of the indicator function to less than two thirds of the variance from standard testing, which tests random samples of the test parameters.
To study the robustness of the IS approaches we consider three cases in which we do not know the true PDFs of the stress, strength and the performance function. In all cases, the same analytical model for the PDF of the stress and the performance function as in the case where we know the true PDFs of the variables are used to derive the reference PDF, but these quantities are in error. The strength has same PDF as the in the case where we know the true PDFs of these variables.
Case 3: The true performance function is,
where
Using Monte-Carlo we simulated tests with 10, 100 and 1,000 nominally identical components (table 3) . In these tests, the reference PDFs found using the wrong analytical models were used for the test stress. It is observed from table 3 that Mease and Nair's approach and the optimization approach reduce the variance of the indicator function or the variance of the estimate of the probability of failure (when one test is performed) by more than 40 %. Since the variance in the estimate of the failure probability is inversely proportional to the number of tests, IS approaches need 40 % less tests to predict the probability of failure with the same variance as the standard testing approach. The IS approaches still reduced the variance of the indicator function to less than two thirds when there is error in the PDF's of the strength and the stress or in the analytical model of the performance function. the optimization approach) provide more accurate estimates of the failure probability than the standard testing approach. In particular, for 10 simulations, the estimate of the failure probability from the IS approaches is considerably more accurate than that from the standard approach and has considerably lower variance. The IS approaches did better than the standard approach for 10 simulations, even when there was error is the analytical models of the uncertainties and the performance function. For 100 and 1,000, simulations no method did consistently better when there was error in the analytical models. When there is error in the PDF of the strength used in the analytical model or in the performance function, the estimated failure probability from the tests still converges to the true one. However, when the PDF of the stress is incorrect in the analytical model, the estimates of the failure probability are biased, that is, they do not converge to the true probability of failure.
Figures 7 and 8 show the estimates of the failure probability from the standard testing approach and the IS approaches, as a function of the number of simulations. Figure 7 is for the case in which there is no error in the analytical models, while Fig. 8 is for the case in which there is error in the PDF of the applied stress. It is observed that the results of the two IS approaches converge faster than those of the standard approach. However, the IS approaches provide a biased estimator of the probability of failure when there is error in the PDF of the stress (Fig. 8) . The estimates of the failure probabilities of Mease and Nair's approach and the optimization approach are biased because a wrong PDF of the stress is used to generate sample values of the stress in the test. On the other hand, when there is error in the assumed PDF of the strength or in the model of the performance function, then the estimate of the failure probability from the tests still converges to the true failure probability. The reason is that the correct PDF of the stress is used in the tests. Generally, the estimates of the failure probability from a test are biased only if the assumed PDF of the controllable variables is wrong. If the assumed PDF of the uncontrollable variables is wrong, IS testing approaches still yield unbiased estimates of the failure probability. Finally, from figures 7and 8, it is observed that the variation in the probability of failure from the standard approach is higher than the IS approaches.
The reduction in the variance from both the IS approaches is comparable. In general, Mease and Nair's approach reduces the variance in the estimated failure probability more than the optimization approach because the former approach finds the true optimum sampling PDF, while the latter approach finds an approximation. Each of these approaches has a drawback. In Mease and Nair's approach, generating random numbers from the joint optimal reference density function is expensive. This expense will increase with the number of controllable variables. In the optimization approach solving for the parameters of the optimal multivariate distribution is expensive and will be increasingly tedious with more number of variables. Moreover the assumption about the multivariate distribution in the optimization approach will take its toll when the real joint reference cannot be approximated by a joint multivariate density function.
Concluding remarks
Two IS based testing techniques used for reliability assessment through testing of structural systems are presented. The approaches are found be efficient. Relatively fewer numbers of tests are needed to estimate the probability of failure with same confidence as a standard testing approach. The approaches converge to the true probability of failure faster than the standard testing approach. The rate of convergence depends on many factors such as the number of design variables, number of controllable variables, and the influence of controllable variables on the performance function (G). The approaches become expensive (or even impractical) when the number of controllable design variables (j) is greater than 4 or 5. We can overcome this difficulty with improved numerical techniques.
TARGETED BAYESIAN TESTING Methodology
In Bayesian testing, a set of parameters is considered to quantify the uncertainty in an analytical model. These parameters include errors in the deterministic model for predicting the performance of a system and parameters defining the PDFs of the random variables. In the Bayesian approach, these parameters are treated as random variables. Prior PDF's are constructed for these parameters based on judgment, which are updated according to the evidence from physical tests. Then a PDF of the probability of failure can be derived from the updated PDFs of the model parameters and the functional relation between these parameters and the probability of failure of the system. In the Bayesian approach, the test parameters are optimized to minimize the variance of the updated PDF of the probability of failure.
In the following we will present the Bayesian approach considering a single error parameter θ for the performance function of a system, ( )
be the PDF of the error parameter. The posterior PDF of the error parameter,
where the outcome of a test, E, can be a failure (I=1) or a success (I=0).
Therefore, the posterior PDF of the error is: 
The normalization constant is ( ) ( )
The probability of failure, PF, is a function of error parameter, θ, because this parameter affects the performance function
The expected value of the probability of failure is:
The posterior failure PDF of the failure probability is given by:
After the posterior PDF of the probability of failure is calculated, the variance of the posterior probability of failure, Var PF , can be calculated:
The following optimization problem is solved to find the optimal test parameters.
Find the values of the controllable parameters in a test,
One may prefer minimizing Shannon's entropy instead of the variance of the probability of failure. In this case, the objective function in the formulation (equation 45) is Shannon's entropy, instead of the variance of the failure probability. Shannon's entropy measures the dispersion in the estimated failure probability. When a probability density function of a continuous variable is defined in a real interval, then Shannon's entropy is defined in relative terms using a reference probability density function
where X is the random variable with PDF p(x), and g(x) is the reference density function of X. Shannon's entropy for the probability of failure is
( 4 7 ) where ( ) pf g PF is assumed to be a uniform PDF between 0 and 1.
The optimal test parameters for the first test can be determined by minimizing either the variance of the failure probability or Shannon's entropy. Then based on the result from the first test, the error PDF can be updated using Bayes' rule. The posterior PDF of the error is used as the prior PDF for a 2 nd test. Using the same procedure, n tests can be performed until the required confidence in the estimated probability of failure is achieved. Alternatively, one may perform a fixed number of tests he/she can afford.
Numerical Example
A structural element is subjected to one load that results in stress S. The resistance, S U , and load, L, are random. The structural element fails if its resistance, S U , is less than the stress S (L/A). The cross sectional area, A, is deterministic. We assume there is an error, Θ, in the uncertainty model of the stress, whose PDF is f θ (θ). The true stress is equal to the stress from the uncertainty model minus the error. We have estimates of the PDF's of the strength, the stress and the error. The objective is to find the optimum load level in a test to estimate the probability of failure with maximum confidence regardless of the outcome of the test.
The analytical model of the performance function is:
The posterior PDF of the error is:
where the likelihood of a failure or a success in a test are
The normalizing constant k is ( )
The probability of failure as a function of error is
The variance of the probability of failure is given by
The optimum test load in a test is found solving the optimization problem (equation 45).
We assume numerical values for the above problem to assess the effectiveness of the targeted testing approach. Following are the PDFs of the strength, stress and the prior PDF of the error: Figures 9 and 10 , show the prior and posterior PDF's of the error and the probability of failure for two consecutive tests. For the first test, the optimal load is found to be 20. If the component survives the first test, the posterior PDF indicates that the failure probability decreases compared to the prior probability of failure. Thus, the probability of failure at the nominal operating stress is reduced when the component survives the first test at 20. From figure 10 , it is observed that if the component fails this indicates that the error is more likely to be negative (that means it is likely that the true value of the strength is lower than the prior expected value of the strength). If the component survives the first test, the optimal stress value for the second test is 19.7. But if the component fails the first test at a load of 20, the test load for the second test will be also 20. If the component survives both tests, the Bayesian approach yields a posterior PDF of the error and the strength indicating that it is very likely that the strength was underestimated and that the probability of failure was overestimated before conducting the tests.
Concluding remarks
A technique for optimizing Bayesian tests for validating the probability of failure of components/ systems has been presented. This approach improves the confidence in the reliability of components at operating stress levels by testing them at higher stress levels. This approach is appropriate when we can express modeling uncertainty in terms of error parameters in the analytical model of the performance of a system/component, and we can estimate the PDFs of these parameters. The Bayesian approach may work with only few tests (less than five), as opposed to the variance reduction techniques in the previous section.
SERIES SYSTEM VALIDATION
Methodology
Consider a series system consisting of n independently operating components. The estimated probabilities of failure of n components connected in series are P 1 , P 2 ,…,P n . Then the system reliability is approximately equal to 1 -(P 1 +P 2 …P n ). Suppose we can perform a total of k tests on these components, to validate the system reliability. An approach that minimizes the system probability of failure by optimizing the number of tests, k i , performed on each component will be presented. 1 2 n P 1 P 2 P n 1 2 n P 1 P 2 P n Figure 11 : Series system with n components The probability of failure of the series system is approximately equal to If the probability of failure is estimated by testing a sample of k i components, then the variance of the component probability of failure is ( )
Then the variance of the estimated system probability is
The objective is to reduce the variance of the system probability of failure (
We develop a test plan for components for the following two cases: (1) the total number of tests is a constant (k); the (2) total testing cost is a constant (c). Two formulations are studied for the above cases. Both formulations minimize the variance of the system probability of failure by finding number of tests for each component.
Optimization formulation 1: 
We know that the total number of tests is equal to the sum of the tests on the individual components . We solve an example to present the optimality condition graphically.
Example: Consider a two-component system with components whose failures probabilities are estimated to be P 1 and P 2 . Figure (12) shows the optimality condition This formulation will consider the testing costs explicitly. The cost of testing each component is c i and the total budget for testing all the components is c. Following is the formulation of the optimization problem. The optimality condition can be derived using the same procedure as in formulation 1. The optimality condition for this formulation yields the following equations: In both formulations, we will obtain n equations with n unknowns. We determine how many tests on each component we should conduct by solving the set of these equations. A numerical example with a threecomponent system is considered. The proposed methodology finds an optimum test plan to minimize variance in the estimate of the system reliability.
Numerical Example
Consider a product line that produces systems made of three major components. We want to estimate the probability of failure of the system by testing samples of the three components. The budget allows testing a total of 100 components. The estimated probabilities of failure of the three components are 0.08, 0.05 and 0.02. Using the variance reduction approach for determining an optimal testing plan for systems, the sizes of the samples of the three components to be tested will be found. The following equations will be solved to find the optimum sample sizes ( ) ( ) Solving the above set of equations yields the optimal values for k 1 , k 2 and k 3 : k 1 = 43, k 2 = 35 and k 3 = 22. The variance of the system reliability is 3.96E-03. If we used the traditional approach of testing equal number individual components (k 1 = k 2 = k 3 =33) then the variance of system reliability would be 4.23E-03.
For the same example we consider different numerical values, k = 10 and the probabilities of failures are 0.13, 0.01 and 0.01 for the 3 components, respectively. The sample sizes for each component to be tested are 6, 2 and 2 respectively. The variance of the system using the optimal test plan is 2.87E-02. The variance if equal number samples (3.3 samples) were tested would be 3.99E-02
It is observed that following the optimum test plan we can estimate the system failure probability with higher confidence than testing equal numbers of components.
The test plan indicates that we should test a larger number of components whose failure probabilities are higher. 
