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In the past decade, deep learning methods have seen tremendous success in various supervised
and unsupervised learning tasks such as classification and generative modeling. More recently,
deep neural networks have emerged in the domain of reinforcement learning as a tool to solve
decision-making problems of unprecedented complexity, e.g., navigation problems or game-playing
AI. Despite the successful combinations of ideas from quantum computing with machine learning
methods, there have been relatively few attempts to design quantum algorithms that would enhance
deep reinforcement learning. This is partly due to the fact that quantum enhancements of deep
neural networks, in general, have not been as extensively investigated as other quantum machine
learning methods. In contrast, projective simulation is a reinforcement learning model inspired by
the stochastic evolution of physical systems that enables a quantum speed-up in decision making. In
this paper, we develop a unifying framework that connects deep learning and projective simulation,
opening the route to quantum improvements in deep reinforcement learning. Our approach is
based on so-called generative energy-based models to design reinforcement learning methods with a
computational advantage in solving complex and large-scale decision-making problems.
I. INTRODUCTION
The advent of deep learning [1] is responsible for many
of the outstanding achievements in supervised and unsu-
pervised learning over the past decade. Deep neural net-
works have found a wide range of applications in various
data-abundant problems: starting from the multilayer
perceptron for general classification and regression tasks,
convolutional neural networks [2] quickly became the ref-
erence in computer vision, and generative adversarial net-
works [3] are today’s state-of-the-art generative models.
Besides supervised and unsupervised learning, reinforce-
ment learning (RL) [4] is the third paradigm of machine
learning. While both supervised and unsupervised learn-
ing aim at learning fixed (conditional) probability distri-
butions from independent and identically generated sam-
ples, RL focuses on learning from interaction in sequential
decision-making problems such as control or planning.
More specifically, the objective of RL is to learn an opti-
mal behavior (or policy) from a scalar reward signal that
is generally sparse, delayed and dependent on this policy.
The theory of RL has its roots in mathematical optimiza-
tion literature, and more especially the work of Bellman
on dynamic programming [5] from which the so-called
value-based methods such as SARSA and Q-learning [4]
originated. A long-existing open problem in RL was to
exhibit successful generalization abilities in an interac-
tive learning scenario, analogously to the breakthroughs
of deep learning in (un)supervised learning. In RL, gen-
eralization amounts for the ability to learn what action to
take in similar scenarios (which entails learning a notion
of similarity) and is particularly relevant in task environ-
ments with large state and action spaces, e.g., the board
game of Go has a state space of size 10172.
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Figure 1. Quantum-enhanced reinforcement learning.
Agent and environment maintain a cyclic interaction consist-
ing of states (or percepts) that the agent uses to deliberate on
its actions according to its policy, and perceives feedback on
its behavior in the form of rewards. In the quantum-enhanced
framework, the agent is granted access to a, generally univer-
sal, quantum computer to enhance its deliberation process.
Due to a potential instability in learning, RL has been
widely believed, until recently, to be incompatible with
deep learning methods [6]. However, a recent break-
through by Mnih et al. [7] gave rise to a new en-
tire branch of RL – deep reinforcement learning [8] –
whose distinctive addition to the field is the ability to
learn good policies in task environments characterized by
high-dimensional spaces. Most notably, deep RL agents
can achieve (super)human-level performance in complex
games such as Atari [7], chess [9] and Go [10] or in
complex cognitive tasks such as city navigation in “first-
person view” [11].
Concurrently to the developments of deep RL, we have
witnessed significant strides in the domain of quantum
machine learning with the emergence of various quan-
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2tum algorithms efficiently solving problems mostly in
supervised and unsupervised learning [12–16]. In the
field of quantum reinforcement learning [17], promising
speed-ups in learning efficiency have been demonstrated
for RL agents in quantum-accessible environments, i.e.,
when agent and environment are able to maintain a
quantum interaction [18–20]. However, barring a few
recent works [21–24] that we partially discuss in Sec.
V, quantum enhancements of classical approaches to
RL – and especially the highly successful deep RL
methods – have been mostly overlooked by the quantum
machine learning community. A notable exception to
this line of research is projective simulation (PS) [25],
a recently introduced model for the design of learning
agents inspired by the stochastic evolution of physical
systems. Indeed, PS has been shown to benefit from
a computational advantage in a quantum-enhanced
scenario [26] (see Fig. 1): the algorithm that guides
PS agents’ decision making is based on a random walk
process whose quantum counterpart is quadratically
faster [27, 28].
In this work, we propose a framework that unifies
deep value-based methods and PS and allows us to
design deep RL agents able to act and learn more
efficiently within environments having large state and
action spaces. To this end, we build on a physical
approach to neural networks – so-called energy-based
models [29] – and link the inference process over
these models to the random walk deliberation in PS.
This approach benefits from the tools and intuition of
both methods and gives rise to agents with expressive
policies leveraged by a quantum speed-up in deliberation.
The paper is organized as follows: Sec. II serves as
an introduction to the long-studied problem of large
state and action spaces in reinforcement learning and the
(in)adequacy of different methods to deal with this is-
sue; Sec. III presents a step-by-step construction of the
deep energy-based networks we consider, where each ad-
dition to the model allows us to learn in environments
with increasing complexity, as the numerical simulations
presented in that section suggest; Sec. IV describes ran-
dom walk algorithms that allow for faster deliberation us-
ing these deep energy-based networks and explains how
quantum algorithms can further speed-up these random
walks; Sec. V lists related work and Sec. VI is reserved
for discussion.
II. BACKGROUND & OVERVIEW
In this section, we introduce the well-studied case of re-
inforcement learning environments with large state and
action spaces and discuss modern approaches [7, 30] that
attempt to deal with such scenarios by contrasting them
with traditional RL methods [4, 25].
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Figure 2. Quantum deep energy-based agents
A. Tabular methods
Reinforcement learning (RL) is a framework for the de-
sign of learning agents in interactive environments (see
Fig. 1). Typically, the goal of RL is to learn a policy
pi(a|s) that guides an agent’s actions a given a perceived
state s towards maximizing its future rewards in a certain
environment. There exist various approaches to learn op-
timal policies. However, in this work, we focus on two
particular methods that we combine in a unifying frame-
work. This framework allows us to combine and take ad-
vantage of their respective techniques and previous work.
We give here a short description of the two methods of
interest, further detailed in Appendix A:
• Methods deriving from dynamic programming focus on
a so-called action-value function Q(s,a) to link pol-
icy and expected rewards. These value-based methods
(VBMs) include, for instance, Q-learning and SARSA.
• Projective simulation (PS) is a physically-inspired
model for agency1 that relies on weighted connections
in a directed graph to reflect experienced rewards and
derive a policy. These weights are referred to as h-
values. In its simplest (i.e., two-layered) form, the un-
derlying weighted graph only contains directed connec-
tions from states to actions, resulting in state-action
h-values h(s,a).
1Note that, in standard VBMs, states and actions are part of a math-
ematical object describing the agent’s task environment: a Markov
Decision Process. In PS, although similar to VBMs in its two-layer
form, the perspective is different and more agent-centered: repre-
sentations of states and actions have a separate status as entities in
the agent’s memory, they can be created, erased, or modified as part
of the agent’s dynamics of memory processing and deliberation.
3In our effort to unify these two approaches, we define
the notion of merit functions M , of which both auxiliary
functions Q and h are instances. These are real-valued
functions defined on the state-action space that assign a
certain value of merit to all actions in any given state. A
standard procedure to learn merit functions and their as-
sociated policies is the so-called tabular method, which is
shared by both VBMs and two-layered PS: scalar values
Mˆ(s,a) are stored for each state-action pair, initialized
such as to produce a random behavior. These can be nor-
malized into a policy, e.g., by using a Gibbs/Boltzmann
distribution,
pi(a|s) = e
βMˆ(s,a)∑
a′ e
βMˆ(s,a′)
(1)
where β > 0 is an inverse temperature hyperparameter.
An update rule given by VBMs or PS allows one to it-
eratively update the values Mˆ(s,a) associated with ex-
perienced state-action pairs. This update depends on
the rewards received from the environment after follow-
ing this policy and increases the estimated merit value of
rewarded state-action pairs such that the agent is more
likely to encounter them in the future. For instance, in
the case of Q-learning (which is a VBM):
Qˆ(s(t),a(t))← (1− α)Qˆ(s(t),a(t))
+ α[r(t+1) + γmax
a
Qˆ(s(t+1),a)] (2)
where a(t) is the action performed by the agent in
the state s(t) at timestep t, which lead it to the state
s(t+1) and associated reward r(t+1); α is a learning rate
taking value in [0, 1] and used to deal with statistical
fluctuations.
The fundamental problem with tabular approaches is
their lack of generalization capabilities: there is no mech-
anism enabling an agent to generalize learned values
to unobserved states and actions. This puts a strong
lower bound on the number of interactions with the en-
vironment required to learn an optimal merit function:
Ω(|S| × |A|). That is, the number of interactions scales
at least linearly in the number of state-action pairs [21]2.
Hence, learning through tabular methods becomes in-
tractable for environments with large (potentially contin-
uous) state and action spaces. However, this is a rather
common aspect of practical RL tasks:
• Large (and continuous) state spaces appear, for in-
stance, when the sensory input of an agent includes
images, as the dimension of its state space grows lin-
early with their number of pixels.
2Note that the generalization mechanisms of the next subsection
do not overcome this lower bound complexity for general envi-
ronments. But the specificity of real-world tasks allows, through
heuristic approaches, to learn much faster.
• Large action spaces are common for recommender sys-
tems such as YouTube or Netflix, where the actions are
the possible recommendations of contents that can be
made to a user. They also appear in many control prob-
lems of large processes, including, for instance, quan-
tum control and quantum experiments [31–41]. For
tasks such as these, actions are characterized by con-
tinuous parameters that are commonly discretized to
efficiently search for their optimal values. The draw-
back of this approach is that the action space grows
polynomially with the inverse precision of discretiza-
tion ε−1. More precisely, the size of the action space is(
L
ε
)d
, where L is the range of the d continuous action
parameters.
B. Generalization with neural networks
A common way to provide RL agents with general-
ization mechanisms is through function approximation
methods. Such approaches introduce a parameterized
representation Mθ(s,a) of the merit function, replacing
an otherwise sparsely-filled merit table by a function
that is defined on the entire state-action space. Updates
of the merit function act no longer on individual values
Mˆ(s,a) but on a set of parameters θ, allowing one
to indirectly update the values Mθ(s,a) of many –
including unobserved – state-action pairs simultaneously.
Using the terminology of supervised learning, {Mθ}θ
constitutes the set of all possible hypothesis functions
and learning consists in updating the parameters θ as to
find the setting that best approximates the true merit
function M . Due to their success in supervised and
unsupervised learning, neural networks, parameterized
by their weights, have gained popularity as function
approximators in RL. While generalization over the state
space is a shared feature of all function approximation
methods based on neural networks, generalization over
the action space, i.e., learning a useful similarity measure
between actions, is less common.
When using feedforward neural networks as function
approximators, one can choose between two different
approaches to represent the merit function (see Fig.
3). The first representation (i) takes as input a state s
and outputs all values
(
Mθ(s,a1), . . . , M
θ(s,a|A|)
)
associated to that state; while the second (ii) takes
as input a single state-action pair (s,a) and outputs
its corresponding merit value Mθ(s,a). Each of these
representations has its advantages in different contexts,
that we clarify below.
In their seminal work [7], Mnih et al. introduce a so-called
deep Q-network (DQN) of type (i) that quickly became
the standard in value-based deep RL [42]. DQNs are
particularly successful in vision problems, e.g., playing
Atari games, as their convolutional hidden layers make
them perfectly suited to deal with the high-dimensional
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Figure 3. A sketch of comparison between the layouts
of DQN-like networks [7] and the DEBN we consider.
The first hidden layers may be convolutional.
space of the images they receive as input. Moreover,
having all the merit values associated to a given state
in the output layer makes it particularly efficient to
evaluate the policy (1) of the agent, since it requires only
a single evaluation of the neural network followed by the
application of a single additional softmax layer that nor-
malizes the output. However, this representation suffers
from a serious caveat when it comes to tasks with large
action spaces. During the first stages of learning, it is
important for the agent to keep an explorative behavior
to not get stuck in a possibly sub-optimal policy. For
this reason, it may be crucial for the neural network to
be able to represent a merit function that assigns, for a
given state, a high value to several actions, such that its
associated policy is not only peaked for a single action.
Such a “multi-peaked” representation is said to be mul-
timodal. Unfortunately, a neural network whose output
dimension grows linearly with the size of the action space
and that has a limited number of hidden layers/units is
very unlikely to represent and learn a highly multimodal
function in environments with large action spaces [43, 44].
We refer to representations of type (ii) as deep
energy-based networks (DEBN) due to their interest-
ing connection to so-called energy-based models [29].
Inspired by statistical physics, energy-based models
represent a target function using the energy function
of a statistical system (that can be in one of several
configurations, each having a certain energy). When cal-
culated for all configurations and normalized, this energy
function gives rise to a probability distribution over all
possible configurations. This is for instance the case for
Boltzmann machines, introduced by Hinton & Sejnowski
to model data distributions [45], which are inspired
by the Ising model for spin systems [46]. Restricted
Boltzmann machines (RBMs), i.e., Boltzmann machines
with a further constrained set of energy functions, were
the first energy-based models reportedly used in RL with
the work of Sallans & Hinton [30], followed by various
extensions [43, 47–50]. Interestingly, although RBMs
belong to a class of so-called stochastic recurrent neural
networks, they can be expressed as feedforward neural
networks of type (ii) [51] but with a single hidden layer.
The DEBNs we consider are then straightforwardly
obtained by adding additional hidden layers to this
feedforward neural network [52]. Energy-based models
are known to better represent multimodal distributions
[43], which is partially due to the fact that no parts
of the DEBNs have to grow linearly with the action
space. Hence, being able to encode deep and multimodal
representations, DEBNs are well suited for tasks with
both large state and action spaces. A major drawback of
DEBNs is the high cost of sampling from the policy (1):
|A| evaluations of the network are needed to evaluate the
policy exactly. Approximate sampling methods based on
random walks, such as Gibbs sampling, exist. But Long
et al. [53] showed that approximate sampling is still an
NP-hard problem in the case of RBMs, an argument
that can be easily generalized to DEBNs.
In this work, we exploit the connection between RBMs
and feedforward neural networks to design deep and mul-
timodal representations of merit functions in RL. We
present a systematic construction of our DEBNs and
show through numerical simulations how these allow deal-
ing with environments of increasing complexity. More-
over, we ameliorate the sampling issue of DEBNs by us-
ing quantum computation to achieve a speed-up in de-
liberation, i.e., sampling from their policy. To be more
precise, we provide a framework inspired by the work of
Paparo et al. [26] that enables the application of quantum
walk algorithms to speed-up approximate sampling from
energy-based policies. In this way, a quadratic speed-up
in decision making can be achieved, and a new perspec-
tive on the design of quantum-enhanced RL agents is ob-
tained.
III. DEEP ENERGY-BASED RL
In this section, we give a preliminary introduction to
energy-based models, on which we build upon to design
our deep energy-based learning agents. We first con-
sider RBM function approximators for RL [30] and show
their advantage over tabular methods in a simple bench-
marking task with a high-dimensional state space. We
then present an established connection between RBMs
and shallow feedforward networks [51] which allows us
to consider a natural extension to a deep architecture –
our so-called DEBNs – and give numerical evidence of
their advantage over RBMs in tasks with complex and
continuous state spaces. Besides the numerical evidence
presented here, we also refer to theoretical work on the
representational efficiency of RBMs and deep neural net-
works that supports our claims.
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Figure 4. A restricted Boltzmann machine used for re-
inforcement learning. Biases are not represented for com-
pactness.
Energy-based models (EBMs). EBMs are a popu-
lar class of probabilistic models that find applications in
both supervised and unsupervised learning [29]. They are
often used as generative models, that is, to model the em-
pirical probability distribution of observed data vectors
{v}v∈D, e.g., strings of binary variables. EBMs capture
dependencies between a set of variables by assigning a
scalar energy to each of their configurations, e.g., all pos-
sible binary strings of length |v|. This energy function is
usually parameterized by a vector θ that determines the
strengths of these dependencies. In the case of a Boltz-
mann machine, for instance, the energy function takes
the form:
− Eθ(v) =
∑
i<j
wijvivj +
∑
i
bivi (3)
and θ =
(
(wij)1≤i<j≤|v|, (bi)1≤i≤|v|
)
in this case. Note
that this particular Boltzmann machine is said to be fully-
visible, since its energy only depends on the visible vari-
ables vi that encode the data. The topology of the model
specifies which variables are presumed (in)dependent.
Combined, topology and parametrization constrain the
family of available energy functions {Eθ}θ that an EBM
can represent.
A probability distribution over the configuration space
can be derived from the energy function by a certain nor-
malization over all possible configurations. Intuitively,
normalization assigns a high probability to configurations
with low energy and vice versa. This generative proba-
bility distribution can be trained, i.e., iteratively mod-
ified, to best fit an (empirical) probability distribution
through updates of the parameters θ. These updates ef-
fectively select new energy functions from {Eθ}θ, and,
equivalently, new generative distributions.
In order to capture more complex dependencies between
the observed variables describing the data vectors v,
EBMs usually introduce additional hidden (or latent)
variables h, such that the model has now an energy
Eθ(v,h) that includes terms characterized by the param-
eters between visible and hidden variables. The probabil-
ity distribution over the visible variables is then specified
by a function F θ(v) called the free energy of the model
due to its connection to the equilibrium free energy in sta-
tistical physics. It is obtained by tracing out the hidden
variables from the normalizing distribution. For instance,
in the case of a softmax normalization:
P θ(v) =
∑
h e
−Eθ(v,h)∑
v′,h′ e
−Eθ(v′,h′) =
e−F
θ(v)∑
v′ e
−Fθ(v′) (4)
and
F θ(v) = Eθ(v, 〈h〉P (h|v)) +H(h|v) (5)
where 〈h〉P (h|v) is the expectation value of the hidden
variables under P (h|v) and H(h|v) is their Shannon
conditional entropy under this same probability distri-
bution. A derivation is provided in Appendix C.
Energy-based function approximation. Following
the idea of Sallans & Hinton [30], we use the free energies
of energy-based models as parameterized approximations
of merit functions (such as the Q-function in VBMs [4] or
the h-values of PS [25]). We start with a simple energy-
based model: a restricted Boltzmann machine (RBM),
further introduced in Appendix C. To represent a policy
using an RBM, we divide its visible units into state and
action units (see Fig. 4). This allows one to define a
conditional probability distribution:
piθ(a|s) = e
−Fθ(s,a)∑
a′ e
−Fθ(s,a′) =
eM
θ(s,a)∑
a′ e
Mθ(s,a′) (6)
effectively encoding the policy of an agent as prescribed
by Eq. (1) (the inverse temperature β can be absorbed
by the parameters θ → βθ).
This approximation of the merit function by the RBM
free energy, as opposed to a tabular approach, has the ad-
vantage of being defined on the entire state-action space,
which allows the agent to act non-randomly on previ-
ously unseen states. Moreover, (implicitly) stored values
Mθ(s,a) are not updated independently from one an-
other, as updates on θ act on many values at a time,
which allows one to generalize learned merit values to
unobserved states and actions.
At first sight, this form of energy-based function approx-
imation may look hard to link to an approach relying
on feedforward neural networks, such as the DQN of
Mnih et al. Indeed, the expression of the RBM free
energy given in Eq. (5) does not seem to be expressible
as a neural-network function, i.e., linear combinations of
(input) variables interlaid by non-linear activation func-
tions. But a quick derivation, deferred to Appendix C,
shows that the free energy of an RBM can be evaluated
exactly by a shallow feedforward neural network taking
the form of Fig. 5. We come back to this interesting
connection in the next subsection when we consider deep
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Figure 5. A feedforward neural network computing the
exact free energy of an RBM. W and b are the vectors of
weights and biases parameterizing the RBM. The activations
of the hidden units are softplus functions (see Appendix C).
neural networks.
Updating the merit function. Updates on an RBM
are commonly performed through gradient descent ap-
plied on the weights θ parametrizing its (free) energy.
When used in an unsupervised learning scenario, the de-
scent direction is given by the gradient of the Kullback-
Leibler divergence between the RBM distribution P θ(v)
and the empirical data distribution pˆ(v) [54]3. In a re-
inforcement learning scenario, however, we do not have
direct access to (samples from) the optimal policy. In-
stead, the agent receives feedback from the environment
in the form of delayed rewards. That is, feedback is given
to long sequences of actions, preventing the direct eval-
uation of any measure of distance to the optimal policy.
For this reason, the update rule of the RBM used in RL
is derived from the update rule of the merit function that
the model approximates. We explain this derivation in
the case of Q-learning.
The original update rule [4] is given by:
− F θ(s(t),a(t))← −(1− α)F θ(s(t),a(t))
+ α[r(t+1) − γmax
a
F θ(s(t+1),a)] (7)
where Qˆ(s,a) = −F θ(s,a) in this case and α ∈ [0, 1] is
the so-called learning rate. Notice that this expression is
3Under maximum likelihood learning. In practice, a different gra-
dient is used to train RBMs, derived by the contrastive divergence
method [55, 56]. Even though this gradient is computed more effi-
ciently, it can lead to very large approximation errors in the learned
distributions [57]
of the form
current← (1− α) current + α target (8)
where the target value is an approximation of the opti-
mal Q-value (expressed in its bootstrapped expansion in
terms of the current reward and the discounted Q-value
of the next timestep) that becomes exact upon conver-
gence to the optimal policy.
Restated differently, this update aims at decreasing the
temporal difference error, i.e., the difference between tar-
get and current value:
EθTD(t) = r(t+1) − γmax
a
F θ(s(t+1),a) + F θ(s(t),a(t))
Analogously, we can derive similar expressions for
SARSA:
EθTD’(t) = r(t+1) − γF θ(s(t+1),a(t+1)) + F θ(s(t),a(t))
and PS:
EθPS(t) = r(t+1) + γpsF θ(s(t),a(t))
It is then straightforward to derive an update rule for the
weights of the RBM (θ(t+1) = θ(t) + ∆θ) by performing
gradient descent on the squared error Eθ(t)2:
∆θ = −α
2
∇θ
(Eθ(t))2
= −αEθ(t)∇θEθ(t)
≈ 4 − αEθ(t)∇θF θ(s(t),a(t))
(9)
It turns out that, in the case of RBMs, these values can
be computed efficiently since the gradient of their free
energy ∇θF θ(v) has a tractable expression:{
∂Fθ(v)
∂wik
= −vi〈hk〉P (h|v)
∂Fθ(v)
∂bi
= −vi ; ∂F
θ(v)
∂bk
= −〈hk〉P (h|v)
where 〈hk〉P (h|v) = 1/ (1 + exp (−
∑
i wikvi − bk))
B. From shallow to deep
Universal function approximation. The RBM-based
model presented above fulfills one of our requirements:
having a parameterized representation of the merit
function that allows us to generalize learned behavior to
unobserved states and actions. A natural consideration
that arises from this approximation method is a possible
compromise in representational power: a tabular method
can represent arbitrary real-valued functions over the
4The approximation comes in SARSA/Q-learning from considering
Q(s(t+1),a) constant with respect to θ, which is an assumption
made in temporal difference learning.
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Figure 6. The DEBN we consider and its corresponding DEM. The DEM is obtained by removing the summation unit
at the output of its corresponding DEBN and by replacing its last hidden layer with a layer of stochastic units of the same size.
Just as in an RBM, these stochastic units can take binary values depending on the input given by their undirected connections.
Biases are not represented for compactness.
state-action space, but there is no guarantee, a priori,
that the RBM free energy can represent these functions
with finitely many hidden units. Fortunately, a result
from Le Roux & Bengio [58] shows that RBMs are uni-
versal function approximators: an RBM can represent
arbitrary probability distributions over its visible units
with any given precision, using a finite number of hidden
units that depends on this distribution and the desired
precision. This same result can be extended to prove that
RBMs can represent arbitrary conditional probability
distributions (i.e., policies) [59]. Unfortunately, these
universality results also suggest that certain policies
may need a number of hidden units that is linear in the
number of state-action pairs to be represented precisely
[60]5. This leads to a neural network parameterized by
a very large number of weights, rendering it difficult
to train and likely to overfit on a certain suboptimal
behavior for general environments.
Deep energy-based network (DEBN). In contrast,
deep neural networks are strictly more expressive: the
Vapnik–Chervonenkis dimension [61], which is a measure
of the expressive power of function approximators, of
ReLU networks (the ones under consideration) grows
linearly with their number of hidden layers when keeping
their number of weights fixed [62]. Intuititively, this
is the reason why deep neural networks require expo-
nentially fewer weights than their shallow counterparts
to represent a certain general class of functions [63].
Given the greater representational power of deep neural
networks, we come back to the connection between the
RBM-based approach and feedforward neural networks
made in the previous section and extend the free energy
network in Fig. 5 to a deep architecture by duplicating
5Representing arbitrary merit functions using an RBM free-energy
network (Fig. 5) has a similar cost in the number of hidden units
[51].
its hidden layer. The resulting neural network represents
the free energy (i.e., the energy after tracing out the
stochastic hidden units) of a so-called deep energy model
(DEM) (see Fig. 6), first introduced by Ngiam et al. [52].
As pointed out by the authors, this model is different
from both deep Boltzmann machines (DBMs) [64] and
deep belief networks (DBNs) [65] due to its directed de-
terministic connections between its first layers, followed
by a single undirected stochastic layer. Conceptually,
this model transforms state-action pairs given as input
into non-linear features that are then treated as the
visible units of an RBM. This construction preserves the
tractability of the free energy inherited from the RBM
(as opposed to DBMs and DBNs) while representing
high-level abstractions of state-action pairs. Hence, the
DEBNs fulfill our second requirement of having a model
with large representational power without the associated
drawback of having a large number of weights to train.
Updating the merit function. As for the RBM,
updates of the merit function are performed through
gradient descent on the weights of the DEBN. However,
due to the deep architecture of the neural network,
we have to resort to backpropagation [66] to propagate
derivatives of the temporal difference error through
the multiple layers of the DEBN. It can be easily
verified that backpropagation of the temporal difference
error on the shallow DEBN considered in the previ-
ous subsection leads to the same update rule as in Eq. (9).
Stable learning. Prior to the DQN of Mnih et al. [7],
it was widely believed that non-linear function approx-
imation using (deep) neural networks was not suited to
learning value functions due to its high instability, which
is likely to lead to divergence from the optimal value func-
tion [6]. This instability originates from the approxima-
tion of the target value function (see Eq. (8)) that leads to
a non-stationary temporal difference error and from the
high dependence between the training samples generated
by the agent, both violating the assumptions behind con-
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Figure 7. Numerical comparison of tabular methods and shallow energy-based networks for a 100×100 GridWorld
task. (a) and (b) In both plots, the optimal performance (198 timesteps) is indicated by the orange curve. The red curves
indicate the average performance and standard deviations of 50 agents. (a) The performance of tabular agents remains close to
that of a random walk on the grid. (b) Agents with a shallow neural network reach close to optimal performance in their last
200 trials. (c) An illustrative depiction of the GridWorld environment. Note that this image is purely illustrative as it does not
reflect the actual size and layout of the grid used in the simulations.
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Figure 8. Numerical comparison of shallow and deep energy-based networks in the Cartpole-v0 environment.
(a) and (b) In both plots, the optimal performance (200 timesteps) is indicated by the orange curve. The remaining curves
indicate the average performance and standard deviations of 50 agents. (a) Agents with a shallow neural network exhibit close
to random behavior. (b) We compare the average performance of neural networks with two, five and ten hidden layers and
observe that the stability of the learned policy increases with the number of layers. (c) A game-screen image of the Cartpole-v0
environment.
vergence proofs in (un)supervised learning. Mainly two
additions enabled stable learning with DQNs: 1. an expe-
rience replay memory storing (recent) samples of learning
experience, used to generate decorrelated training data
for the neural network; 2. a target network, i.e., a copy of
the trained DQN updated at a slower rate, used to supply
consistent targets for the temporal difference error during
updates of the primary DQN. Naturally, we also rely on
these tools to stabilize learning with our DEBNs.
C. Numerical simulations
In this subsection, we provide numerical evidence to the
claims made above. First, we numerically compare the
performance of tabular methods and shallow energy-
based neural networks in a benchmarking task with a
large and discrete state space. Then, we numerically
show the limitations of shallow architectures as opposed
to deep ones in a benchmarking task with a continuous
state space. The results are presented in Figs. 7 and 8.
GridWorld simulations. In order to demonstrate
the advantage of shallow energy-based networks over
tabular methods, we compare their performance in the
GridWorld benchmarking task [67] (see Fig. 7c). In this
task, the agent navigates through a two-dimensional
array of cells by choosing, at each timestep of interaction,
one of the four main cardinal directions to move from
one cell to the next. The training is divided into trials.
At the beginning of each trial, the position of the agent
is initialized at a fixed starting cell (0, 0) and a reward
is placed in a fixed goal cell (n, n), where n is the grid
size. A trial terminates if the agent reaches the goal cell
or if the length of the trial exceeds 20 000 timesteps.
In the former case, the agent receives a reward of 1. In
9the latter, the agent receives a reward of −1. For the
simulations presented here, we chose a 100 × 100-grid
with closed boundary conditions and no obstacles such
that the state space is made large while maintaining a
simple optimal policy, close to being state-independent
(going up or right with equiprobability, except at the
boundaries). In Fig. 7, we numerically demonstrate
that agents using a shallow neural network architecture
largely outperform their tabular counterparts in this
task. This improved performance is expected due to
the generalization capabilities provided by the neural
network. The tabular methods are unable to detect and
exploit the similarities between different cells.
Cartpole simulations. We now show, by means
of an example, that DEBNs may provide advantages
over shallow architectures in task environments with
complex state spaces. More specifically, we consider
the OpenAI Gym Cartpole-v0 environment [68] which
features a continuous state space. In Cartpole, the goal
is to balance in its unstable equilibrium an inverted
pole-pendulum mounted on a movable cart by applying,
at each timestep of interaction, a unit of force to the
left or right (see Fig. 8c). A trial terminates if the angle
between the vertical line above the pivot point and the
pole exceeds 12°, if the center of mass of the cart is at a
horizontal position outside the range [−2.4, 2.4], or if the
pendulum was successfully balanced for 200 consecutive
timesteps. For every timestep the agent manages to
balance the pole, it receives a reward of 1. The state
space of this task can be described by four continuous
parameters: the position of the cart, the velocity of
the cart, the angle between the vertical line above the
pivot point and the pole, and the angular velocity of
the pole. In Fig. 8, we compare the performance of
architectures with one, two, five and ten hidden layers.
We observe that a single hidden layer is not sufficient to
learn the complex optimal policy of this task. Given a
DEBN with two hidden layers, a significant improvement
of the learned policy can be observed. However, the
performance of agents with five or ten hidden layers is
more stable and closer to optimal behavior, due to their
increased representational power.
Remarks. These classical simulations of benchmarking
tasks demonstrate the advantages of a deep energy-based
architecture for the PS update rule of the merit function.
We can however argue that value-based methods exhibit
similar behavior. This claim is supported by an exten-
sive numerical study that showed the comparable perfor-
mance of two-layered PS and tabular VBMs for similar
benchmarking tasks [67]. Given the small size of the ac-
tion space in both of the tasks considered here, we used
exact sampling (see Sec. IV) from the policy of the agents.
Results that showcase the advantages of the DEBN in
tasks with large action spaces are left for future versions
of this paper. The quantum speed-up presented in this
paper applies to problems with large action spaces and
hence can not be numerically demonstrated as classical
simulations are intractable.
IV. RANDOM-WALK DELIBERATION AND
QUANTUM SPEED-UP
In the previous section, we showed how the approach
of Sallans & Hinton that relies on energy-based models
can be related to the deep RL framework of Mnih et al.,
a connection that led to the DEBNs we propose in this
paper. But these, similarly to the RBMs considered in
this earlier work, suffer from a serious caveat: sampling,
even approximately, from their associated policies (i.e.,
deliberating on an action) is an NP-hard problem [53]
for large action spaces. It is easy to see that exact
sampling is intractable, since it requires computing the
merit values Mθ(s,a) of all possible actions a given a
state s, which costs O(|A|) evaluations of the DEBN.
In practice, approximate sampling methods based on
Markov chain Monte Carlo (MCMC), that is to say
random walk processes, are preferred. While these
methods may be faster under certain circumstances,
they can still be inefficient in general [57, 69]. This
makes quantum speed-ups particularly valuable.
In this section, we draw a connection between approxi-
mate sampling from DEBN policies to the random walk
deliberation in PS in order to obtain a quantum speed-
up in deliberation. To this end, we introduce Metropolis-
Hastings and Gibbs sampling and describe how they gen-
erate Markov chains that have the desirable property of
being reversible. Reversible Markov chains are at the
core of the quantum speed-up in projective simulation,
and we can use a similar approach to prove a speed-up in
deliberation for DEBN agents.
A. Random-walk deliberation
Random walk on an ECM. In PS, sampling from
the policy pi(a|s) of an agent is done by a random
walk on a weighted graph called the episodic and
compositional memory (ECM). This deliberation process
can be described as mixing a Markov chain (MC) Ps
that acts on the nodes (or clips) of the ECM, and
whose transition probabilities derive from the h-values
weighting the edges between them. A trivial way to
draw this MC is by preserving the connections of the
ECM and by normalizing the outgoing h-values of all
its clips. Generally though, this derivation leads to a
non-reversible MC, rendering existing quantum walk
algorithms inapplicable. In the case of a two-layered PS
agents, Paparo et al. [26] showed that there exists an
equivalent MC P ′s that acts exclusively on action clips
and has the specificity of being reversible.
Similarly, in the case of our energy-based agents, we have
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Figure 9. Two ECMs derived for DEBN agents. Note
that the ECM (b) is state-specific, meaning that the complete
ECM is made of |S| such ECMs.
the option to construct two ECMs to sample from their
policies (see Fig. 9):
• Two-layered ECM for exact sampling: this ECM
can be obtained by evaluating the merit values of all
state-action pairs. Sampling consists in evaluating and
normalizing the merit values of all actions given a state,
leading to a O(|A|) sampling complexity.
• Monte Carlo ECM for approximate sampling:
this ECM is a reversible action-clip MC obtained from
a MCMC algorithm such as Metropolis-Hastings [70] or
Gibbs sampling [71], described below. Sampling con-
sists in running a random walk on the ECM that starts
in a random action-clip and is governed by the transi-
tion probabilities of the MC. It has a classical sampling
complexity in O˜(δ−1), where δ is the spectral gap of
the MC.
Metropolis-Hastings (MH). The MH algorithm is a
general MCMC method that allows one to sample from
a probability distribution over a configuration space A
given only access to its corresponding density function, in
our case Mθ(s,a), without having to evaluate its value
for all a. To do so, MH constructs a reversible MC P
having the desired distribution as stationary distribution
by transforming a candidate transition matrix K into P .
This construction starts by introducing an acceptance
ratio Raa′ = min
{
1,
exp(βMθ(s,a′))Ka′a
exp(βMθ(s,a))Kaa′
}
for each pair
(a,a′) ∈ A which is used to define P as follows:
Paa′ =
{
Raa′Kaa′ if a
′ 6= a
1−∑a′′ 6=aRaa′′Kaa′′ if a′ = a (10)
In practice, K is chosen such that the sets N(a) = {a′ :
Kaa′ > 0} define a neighborhood structure on A and
maxa∈AN(a)  |A|. A possible choice for N(a) and
K(a, ·) is, e.g., a Hamming ball around a and the uniform
distribution over it, respectively.
If Kaa > 0 ∀a ∈ A and the graph defined by N is
connected, then MH [70] ensures that P is reversible and
has as stationary distribution:
piβ(a|s) = e
βMθ(s,a)∑
a′ e
βMθ(s,a′) (11)
Gibbs sampling (GS). Gibbs sampling [71] is a partic-
ular instance of the Metropolis-Hastings algorithm where
the neighborhood N(a) is a Hamming ball of radius 1
around a (including a itself) and the candidate transi-
tion matrix K is given by:
Kaa′ =
{
1
log |A|
eβM
θ(s,a′)
eβMθ(s,a)+eβMθ(s,a′)
if a′ ∈ N(a)
0 if a′ /∈ N(a)
(12)
This K has the special property that its corresponding
acceptance ratio Raa′ = 1 for all a
′ ∈ N(a). In particu-
lar, the conditions for reversibility of P are always met.
Runtime. Because MH and GS are random walk algo-
rithms specified by reversible MCs, their runtime com-
plexity depends on the spectral gap δ of their respective
MCs. More precisely, this runtime, also called mixing
time of the MC, is in O˜(δ−1) [72]. A more detailed ex-
planation is provided in Appendix B.
It is important to note that, while these random walk al-
gorithms are much faster than exact sampling from their
associated stationary distributions in certain use cases,
they can be of comparable complexity in general. In-
deed, in the case of RBM policies, it was shown that the
mixing time of GS can be linear in the size of the ac-
tion space |A| [57, 69]. More generally, approximating
the partition function Zθ of an arbitrary RBM is an NP-
hard problem [53]. As a consequence of this result, there
is a strong theoretical limit on what we can expect from
approximate sampling algorithms.
Although it is conjectured (and supported by experimen-
tal evidence on different models) that deep representa-
tions lead to better mixing times [73], the previous theo-
retical argument can also be extended to DEBN policies:
their corresponding energy model, the DEM, can be de-
scribed as an RBM whose visible units are fed non-linear
features of the DEBN’s input. Hence, the theoretical lim-
its of RBMs still apply to DEMs for general features.
B. Quantum deliberation
Due to the potentially high cost of sampling, quantum
speed-ups for DEBN deliberation are of utmost impor-
tance. In the following, we give a brief description of
the tools that can be used for a quantum deliberation
and how they can be combined to achieve a quadratic
speed-up over a classical random-walk deliberation.
Let Pβ be the Markov chain issued by Metropolis-
Hastings or Gibbs sampling and used to sample from
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its stationary distribution piβ at inverse temperature β.
Quantum deliberation consists in preparing the quantum
state |piβ〉 =
∑
a
√
piβ(a|s) |a〉 and measuring it in the
computational basis. We can prepare this state using
a combination of fixed-point amplitude amplification
(FPAA) [74, 75] and Szegedy quantum walks [27, 28].
As we explain below, direct preparation of |piβ〉 using
these tools is intractable in general. That is why we
additionally rely on an adaptive annealing schedule for
the state preparation [76], described in this subsection.
Amplitude amplification. FPAA [75] allows one to
transform an initial state |Ψ〉 into a target state |Ψ′〉
through a series of partial reflections Πφ(Ψ) and Πφ(Ψ
′)
by an arbitrary angle φ around these states. This unitary
transformation requires O˜(
√
γ−1) reflections, where γ is
a lower bound on the overlap |〈Ψ|Ψ′〉|2.
Szegedy quantum walks. Szegedy walk operators
[27, 28], in combination with the phase estimation
algorithm [74], enable us to construct the reflections
around |piβ〉 required for FPAA, as follows. Let P be
a reversible Markov chain with stationary distribution
pi and spectral gap δ. Assuming O(1) coherent access
to the columns of P , Refs. [27, 28] describe an efficient
construction of the quantum walk operator W (P ).
This W (P ) is a unitary whose unique6 eigenvalue-1
eigenvector is the coherent encoding |pi〉 of pi. It also
has the valuable property that its phase gap ∆ satisfies
∆ ≥ √2δ. Using the phase estimation algorithm [74],
this allows us to construct an approximate reflector
Πφ(pi) with O˜(
√
δ−1) applications of W (P ). Note that,
when the entries of P are computed by a classical
circuit rather than being stored in memory, the cost
of coherent access to the columns of P is the same as
the cost of classical sampling from these columns [77].
This last point is explained in more detail in Appendix D.
Quantum simulated annealing. Direct preparation
of |piβ〉 from an initial uniform superposition of all actions
|u〉 = ∑a√|A|−1 |a〉 using Szegedy walks and FPAA is
intractable. Indeed, when piβ is a peaked distribution,
the overlap |〈u|piβ〉|2 can be as small as |A|−1, leading
to a total preparation complexity of O˜(√δ−1|A|). To
get around this issue, one can instead prepare several
intermediary states |u〉 = |piβ0〉 , |piβ1〉 , . . . , |piβl〉 fol-
lowing an annealing schedule on the inverse temperature
β. More precisely, it was shown [78] that given a
schedule β0 = 0, β1, . . . , βl = β and classical Markov
chains Pβ0 , Pβ1 , . . . , Pβl with stationary distributions
piβ0 , piβ1 , . . . , piβl that fulfill the slow-varying condition
| 〈piβi∣∣piβi+1〉 |2 ≥ c, preparing an ε-approximation of
|piβ〉 has complexity O( lc
√
δ−1 log2( lε )), where δ lower
bounds the spectral gaps of these Markov chains.
6It is unique when restricted to the working subspace
Using an adaptive annealing schedule, Harrow &
Wei [76] were able to provide a construction with
length l = O˜(√log(Z(β)−1)) ≤ O˜(β ∥∥Mθ∥∥) where∥∥Mθ∥∥ = maxa(Mθ(s,a)), leading to a total preparation
complexity of O˜(
√
δ−1β ‖Mθ‖).
Quantum DEBN agents. Given the classical descrip-
tion of a DEBN, i.e., a classical circuit that computes
Mθ(s,a) for a state-action pair as input, Metropolis-
Hastings or Gibbs sampling give a classical description
of the MC Pβi which has the policy (11) as stationary
distribution for arbitrary βi > 0. Both of these can be
used to create coherent access to the columns of Pβi (see
Appendix D) and hence use the Szegedy walk operators
W (Pβi) to perform quantum simulated annealing from
the uniform superposition over all actions |u〉 to the de-
sired state |piβ〉 in runtime O˜(
√
δ−1β ‖Mθ‖). Sampling
then just requires measuring |piβ〉 in the computational
basis. Thereby, we achieve a quadratic speed-up over the
O˜(δ−1) complexity of the classical random walk. Given
the feedback from the environment following this quan-
tum deliberation, the classical description of the DEBN
is updated (according to the methods described in Sec.
III B) and another round of deliberation starts.
V. RELATED WORK
QBM-RL. The work of Sallans & Hinton [30] using
RBMs in a reinforcement learning context (see Sec. III A)
has already been extended to the quantum domain by
Crawford et al. [22, 50]. The authors first generalized the
model to deep Boltzmann machines (DBMs), namely the
concatenation of many RBMs in multiple layers, and then
extended this approach to quantum Boltzmann machines
(QBMs) [79]. Similarly to the classical BMs, QBMs are
Ising spin models but with an additional transverse field
acting on all the spins. This additional transverse field
allows the application of quantum annealing [80], for in-
stance, on a D-wave quantum annealer, to get an empiri-
cal advantage in sampling from the DBM policies. How-
ever, this approach does not have theoretical guarantees
of speed-up compared to classical techniques and fails to
sample from policies with effective low temperatures, i.e.,
β  0. Moreover, the algorithmic approach presented in
Refs. [22, 50] does not scale well with large action spaces
and is incompatible with continuous state spaces. Note
that, as explained by Ngiam et al. [52] and in Sec. III B,
the approach presented in this paper is based on deep en-
ergy models (DEMs) which, as opposed to DBMs, have
the particularity that their free energy can be expressed
in the form of a feedforward neural network (the DEBN).
This enables exact sampling in environments with small
action spaces (which is intractable with DBMs) and al-
lows us to introduce approximation only when the action
space grows. In which case, the quantization helps to be
quadratically faster.
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Quantum algorithms for dynamic programming.
A recent paper [21] introduced quantum algorithms
that solve Markov decision processes in a dynamic
programming scenario. In this setting, the environment
dynamics and reward function are known by the agent.
Although these algorithms provide a quadratic speed-up
over classical methods, they are, similarly to tabular
methods, incompatible with environments having large
state and action spaces as their runtime complexity
scales with the square root of the size of the state-action
space in the best case, i.e., Ω(
√|S||A|). The same
argument as for tabular methods then applies: while
neural networks do not overcome these lower bound
complexities for general environments, they learn much
faster in practice due to their generalization capabilities.
Deep energy-based RL. Similar deep energy-based
neural networks have been used for RL in previous works.
Haarnoja et al. [43] use the same type of neural networks
in RL environments with continuous action spaces.
Moreover, they rely on a second network for sampling
[81], which is not guaranteed to sample from the actual
policy encoded by the associated energy-based model.
Dulac et al. [44], building upon the work of Lillicrap
et al. [82], also use neural networks that are similar to
DEBNs, but in an actor-critic scenario. In this work, an
actor network produces a continuous “proto-action” and
its k closest discrete actions are selected. These actions
are compared by the critic using a DEBN-like network,
and the one with the lowest free energy is executed on
the environment. This scheme works better for higher
values of k, but the complexity of sampling from the
policy scales linearly with k. In principle, our approach
for quantum approximate sampling can then be used to
enhance this method when k is large.
Quantum PS. For clarification, note that, while the
deliberation method presented in Sec. IV B and the one
introduced by Paparo et al. [26] rely on the same tools,
these differ in the type of random walks they rely on: the
random walks used in that section are mixing-time ran-
dom walks, as opposed to the hitting-time random walks
used in their work. This difference is due to the addi-
tional structure on the ECMs the authors use (leading
to reflecting PS agents) that constraints sampling from a
subset of flagged actions only. More detailed explanations
are deferred to Appendices A and B.
VI. CONCLUSION AND OUTLOOK
Recent years have seen a surge of interest in applying
reinforcement learning to various technological and
scientific problems. In this context, two methods are
particularly noteworthy: so-called value-based methods
[4] and projective simulation [25]. Both approaches
have repeatedly proven their practicality in various task
environments, ranging from robotics [83, 84] to science
[33, 35, 85]. In this work, we introduce a unifying
framework for these two methods that relies on deep
energy-based networks (DEBNs). DEBNs are capable
of handling environments with complex state spaces
and of encoding rich multimodal representations, which
gives learning agents the capacity to generalize learned
behavior over both state and action spaces. We provide
numerical evidence in support of this thesis in two
benchmarking tasks featuring both large discrete and
continuous state spaces. Simulations that demonstrate
the advantage of DEBNs in environments with large
action spaces are left for a future version of this paper.
Note, however, that generalization over actions comes
at the cost of approximate sampling from a complex
policy that may scale poorly with the number of possible
actions. Therefore, we further prove a quantum advan-
tage for the inference process of DEBNs using quantum
walk algorithms. The quadratic speed-up resulting
from this quantization is particularly valuable in the
context of deep learning methods where already constant
speed-ups offered by highly parallelized hardware (GPUs
and TPUs) has played a major role in their success
story. These results give a new perspective on the design
of reinforcement learning agents in which quantum
advantages allow to consider otherwise computationally
prohibitive methods, paving the way to further improve-
ments towards quantum reinforcement learning.
Note that the presented framework goes beyond the spe-
cific architecture or quantum algorithms used in this pa-
per. As mentioned in the previous section, the framework
itself is not limited to value-based methods but can also
be extended to an actor-critic scenario [44], for which a
quantum speed-up in deliberation can still be obtained.
The framework is also not limited to the specific sam-
pling methods used here. Instead, one could also use the
quantum Gibbs sampler of van Apeldoorn & Gilye´n [86],
which is more advantageous than quantum walk algo-
rithms in certain regimes. Finally, the quantum speed-up
within our framework may not be limited to the deliber-
ation, but one could further quantize the model itself by
using, e.g., a quantum generative model [87] or a vari-
ational quantum circuit [88]. One would then gain an
advantage from the representational power of these in-
trinsically quantum models without a compromise in the
computation complexity of decision-making.
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Appendix A: Introduction to reinforcement learning
A reinforcement learning scenario consists in a cyclic agent-environment interaction, where states (or, equiv-
alently in the present context, percepts) s, actions a and rewards r are exchanged between the two parties.
Every cycle of interaction is timed by a timestep t, such that a given interaction is described by a history
h = (s(0),a(0), r(1), s(1),a(1), r(2), . . .).
Markov decision processes. We choose a common description of the environment in terms of a Markov decision
process (MDP), defined by a set of discrete states S, a set of discrete actions A, a transition probability distribution
P : S × A × S → R+, a (stochastic) reward function R : S × A → R and a discount factor of future rewards
γ ∈ [0, 1]. Given that the state (action) space is discrete, we can assume that each state s (action a) is given a binary
representation in {0, 1}nS ({0, 1}nA), with nS = dlog |S|e (nA = dlog |A|e).
For every interaction history h = (s(0),a(0), r(1), s(1),a(1), r(2), . . .), we call discounted return the discounted sum of
rewards7 R =
∑∞
t=1 γ
t−1r(t), a figure of merit describing the performance of the agent on a given task. The goal of
RL is to design agents that learn a policy pi : S × A → R+ such that for any given state s ∈ S, the sampled action
a ∼ pi(a|s) maximizes the discounted return R for the remainder of the interaction. Even though this policy may not
be unique, we call it the optimal policy pi∗.
Value-based RL. So-called value-based methods in RL choose to resort to an additional function that explicitly links
policy and return. The action-value function Q(s,a) = Epi[R|s(0) = s,a(0) = a], for instance, is the expected return
given a state s, in which the agent takes the action a and follows a policy pi thereafter. The Bellman equation [5]
allows us to express Q recursively:
Q(s,a) = R(s,a) + γ
∑
s′,a′
P(s′|s,a)pi(a′|s′)Q(s′,a′) (A1)
This recursive definition allows us to estimate the Q-function (that is, store approximate values Qˆ(s,a) of the action-
value function for all experienced state-action pairs (s,a)) from sample interactions with the environment while
following a policy pi. Through accumulated learning experience, the approximate values Qˆ(s,a) get closer and closer
to those of the true Q-function for that policy.
In order to derive a policy from the stored Qˆ-values, a common transformation takes the form of a Boltzmann (or
Gibbs) policy:
pi(a|s) = e
βQˆ(s,a)∑
a′ e
βQˆ(s,a′)
(A2)
where β > 0 is an inverse temperature parameter that allows us to adjust the degree of exploration (v.s. exploitation)
of the policy.
It can be shown [4] that a general procedure which alternates between updating the stored values Qˆ(s,a) according
to (one of several) update rule(s) derived from the Bellman equation and using these values to update the policy pi of
the agent according to Eq. (A2) leads to simultaneous convergence of Qˆ to the true Q-function and of pi to the optimal
policy pi∗. Two common update rules, belonging to a larger family of temporal difference (TD) learning methods, are
SARSA:
Qˆ(s(t),a(t))← (1− α)Qˆ(s(t),a(t)) + α[r(t+1) + γQˆ(s(t+1),a(t+1))] (A3)
and Q-learning:
Qˆ(s(t),a(t))← (1− α)Qˆ(s(t),a(t)) + α[r(t+1) + γmax
a
Qˆ(s(t+1),a)] (A4)
where α is a learning rate in [0, 1]. It can be noticed that the target estimates for Qˆ-values in Q-learning differ from
SARSA by that they are sampled from a 0-temperature (or greedy) policy pi(a|s) = 1a
(
argmaxa′Qˆ(s,a
′)
)
.
Projective Simulation. Projective Simulation (PS) [25] is a physics-inspired approach for the design of autonomous
learning agents which is different from the value-based methods presented above. The central component of a PS
7Note that for a discount factor γ < 1, this sum is ε-close to its first
⌈
logγ
ε(1−γ)
|R|max
⌉
terms, where |R|max = maxs,aR(s,a).
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Figure 10. A generic Episodic and Compositional Memory
agent is its so-called Episodic and Compositional Memory (ECM), formally represented as a stochastic network of
clips (see Fig. 10). Clips (the nodes of the stochastic network), represent short episodes, i.e., remembered sequences
of percepts, rewards and actions, built upon experience of the agent through certain compositional methods applied
on more basic clips: percept-clips, associated to single percepts perceived by the agent and action-clips, associated to
single actions it can perform. In PS, the deliberation mechanism (that is, the selection of an action given a percept) is
based on a random walk process, initiated at the percept-clip associated to the percept received at a certain time-step.
There are several possibilities in which the random walk process can be realized, but in the basic PS, this consists
in hopping between clips until an action-clip is hit. The action associated with that action-clip is then executed on
the environment and its associated reward is used to update the weights (or transitions probabilities) of the ECM to
increase the probability of the path that led to that action.
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Figure 11. A two-layered ECM with flagged actions and its associated action-clip Markov chain
Two-layered PS. The simplest architecture of an ECM is given by the so-called two-layered PS (see Fig. 11): it
is restricted to one layer of percept-clips linked to another layer of action-clips through weighted connections that
we refer to as h-values. These are real-valued weights constrained to be greater than (and initialized at) 1. When
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normalized according to, e.g., a Boltzmann distribution:
pi(a = j|s = i) = e
βhij∑
j′ e
βhij′
(A5)
they give rise to the policy of the PS agent.
Learning takes place by updates of (all) h-values according to the following update rule:
hij ← hij − γps(hij − 1) + gijλ (A6)
where γps ∈ [0, 1] is an internal damping (or forgetfulness) parameter allowing the agent to adapt to changing
environments, λ is the last positive reward experienced by the agent, and the edge-glow gij is a varying rescaling
factor accounting for delayed rewards.
Even though these h-values do not derive from the Bellman equation (Eq. (A1)) and hence cannot be described as a
value function, we can see a clear connection between the policies in Eqs. (A2) and (A5): both methods rely on storing
one real value per state-action pair and normalizing these values for each state/percept to derive a policy. Elaborating
on this simple connection, it was shown that these methods have a comparable performance on benchmarking tasks [67].
Reflecting PS. The PS framework includes many additions to the basic architecture presented above. One of such
additions consists in adding a short-term memory structure to the ECM network, in the form of flags assigned to the
action clips. A flag indicates if the corresponding action, for a given percept, recently lead to a reward – a relevant
information for agents in changing environments (not MDPs). The agent can use this additional information during
his random walk on the ECM to deliberate on its next action: if the encountered action-clip isn’t flagged, the random
walk process can be reiterated, until a flagged action is hit or the process has been reiterated a maximum number
of times Rmax. This new deliberation process, called reflecting, can be equivalently described by a Markov chain (or
random walk) on the space of action clips (see Fig. 11), where the transition probabilities are defined according to the
last percept si perceived by the agent. In the case of a two-layered PS agent, these transitions probabilities are:
pj = pi(a = j|s = i) = e
βhij∑
j′ e
βhij′
(A7)
The selection of a flagged action has then a time complexity governed by the hitting time of this Markov chain, which
can benefit from a quadratic speed-up using quantum walks [26]. We define these notions in the next section.
Appendix B: Random and quantum walks
Figure 12. Mixing-time v.s. Hitting-time random walks Note that the graphs are generally non-symmetric (that is, the
connections are directed), but were represented symmetric for simplicity. Marked elements are colored in red.
Mixing time. A discrete-time random walk on a graph is described by a Markov chain (MC) that is specified by a
transition matrix P gathering the transition probabilities [P ]i,j = Pij from node i to node j of the graph. When the
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MC is ergodic (i.e., irreducible and aperiodic), it has a unique stationary distribution pi = Ppi over the nodes of the
graph. pi can be approximated by repeated applications P tpi0 of P to any initial distribution pi0, or equivalently, by
applying t steps of the random walk P to any initial distribution pi0 over the nodes of the graph. The minimal number
of applications of P needed to obtain an ′-close approximation of pi (in lp-norm) starting from any pi0 is called the
mixing time of P :
tmix′ = min{t : ∀pi0, ||P tpi0 − pi||p ≤ ′} (B1)
When the MC is moreover reversible, its mixing time can be related to its spectral properties. More especially, we
have [72]: ⌊
1− δ
2 log(2′)
1
δ
⌋
≤ tmix′ ≤
⌈
1
δ
log
(
1
′pi∗
)⌉
(B2)
where δ = 1 −maxi>0 |λi| ∈ (0, 1] (i.e., the difference between the largest and second largest eigenvalues in absolute
value of the matrix P ) is the spectral gap of P and pi∗ = mini{pii}. We say that the mixing time of a reversible MC
P is of the order O˜(δ−1)8.
Hitting time. Now suppose that the graph contains an (unknown) subset of marked nodes and that we are interested
in finding one of these through a random walk on the graph. Let’s call ε ∈ [0, 1] the proportion of marked elements in
the stationary distribution pi of P . Then note that a sample from pi has probability ε of being marked, which implies
that on average 1/ε samples from pi are needed to find a marked element. More generally, we are interested in preparing
the tailed distribution of marked elements at stationarity pi′, which is the renormalized stationary distribution with
support only on the marked nodes. The average number of random walk steps needed to prepare pi′ starting from any
distribution pi0 is called the hitting time of P and satisfies:
thit′ = t
mix
′ /ε (B3)
In the case of a reversible MC, the hitting time is of the order O˜(δ−1ε−1).
Szegedy walks. Szegedy-type quantum walks [27, 28] are a quantum analog of classical random walks. They
generalize an MC P to a unitary W (P ) called the Szegedy walk operator. Here we describe how this unitary can be
constructed and explain its interesting properties.
Let H be the Hilbert space that shares the same basis vectors as the MC P = [Pij ]. So-called quantum diffusion
operators UP and VP act on H⊗H as: {
UP |i〉 |0〉 = |i〉
∑
j
√
Pij |j〉
VP |0〉 |i〉 =
∑
j
√
P ∗ij |j〉 |i〉
where P ∗ is the time-reversed MC9 associated to P . Its elements are given by P ∗ij = Pjipii/pij , where pi = (pii) is the
stationary distribution of P . When P ∗ = P , we say that the MC is reversible. Although Szegedy walks can be defined
if this property is not fulfilled, one would require additional access to P ∗ to be able to implement VP . Because this
is not usually the case (the expression of P ∗ involves the stationary distribution of P ), the reversibility of P is then
crucial for the implementation of VP .
With the quantum diffusion operators UP and VP at hand, we can construct the Szegedy walk operator W (P ), which
is the reflection over the spaces A and B:{
A = span{UP |i〉 |0〉 : i = 1, . . . , N}
B = span{VP |0〉 |i〉 : i = 1, . . . , N}
W (P ) = ref(B) ref(A)
where {
ref(A) = UP [1N ⊗ ref(0)] U†P
ref(B) = VP [ref(0)⊗ 1N ] V †P
8Intuitively, this has to do with the fact that all eigenvalues modulus of P are strictly less than 1 (except for the eigenvalue 1 associated
to the stationary distribution), and repeated applications of P make its (non-eigenvalue-1) eigenspaces fade away with a geometric rate
corresponding to their eigenvalue modulus. The slowest fading rate is given by the second largest eigenvalue modulus.
9Note that the asterisk on P ∗ does not indicate complex conjugation.
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and
ref(0) = 2|0〉〈0| − 1N
We refer to A+B as the busy subspace and to its orthogonal complement A⊥∩B⊥ as the idle subspace. W (P ) acts as
the identity on the idle subspace, but, on the busy subspace, its unique eigenvector with eigenvalue 1 (or, equivalently,
eigenphase 0) is
|pi〉 |0〉 =
∑
i
√
pii |i〉 |0〉
This follows from Refs. [27, 28].
As we were interested in the spectral gap δ of P classically, we are interested in the phase gap ∆ = 2 mini>0 |θi|, i.e.,
the smallest non-zero eigenphase of W (P ), in the quantum case. Given that the eigenvalues of P and the eigenphases
of W (P ) are related by |λi| = cos(θi) ∀i, it can be shown [27, 28] that:
∆ ≥
√
2δ
i.e., the phase gap of W (P ) is quadratically larger that the spectral gap of P . This is a crucial property for Szegedy
quantum walks as a “quantum search” [74, 75] for |pi〉 |0〉 on the busy subspace of W (P ) is governed by its phase gap
as O˜(∆−1). This is quadratically faster than sampling from pi classically.
Note that, in the case of a two-layered reflecting PS agent, the quantum state |pi〉 can be easily prepared, as the MC
defined by the transition probabilities of Eq. (A7) has a trivial mixing time δ = 1. This makes it a purely hitting-type
random walk, for which one is interested in preparing |piF 〉 = 1ZF
∑
i∈F
√
pii |i〉, where F is the set of flagged actions
associated to a given percept. To this end, the authors of Ref. [26] use Szegedy walks and amplitude amplification
[74, 75] to prepare |piF 〉 from |pi〉. The complexity of this preparation is in O˜(
√
ε−1), where ε = |〈pi|piF 〉|2. This is
quadratically faster than the complexity of the classical random walk, in O(ε−1).
The quantum deliberation of Sec. IV B does not rely on flagged actions, and hence is a mixing-type random walk.
Appendix C: Boltzmann machines and energy-based models
Restricted Boltzmann machines. Boltzmann machines [89] are energy-based generative models, meaning that
they can learn probability distributions pˆ(x) over a set X ⊂ {0, 1}n, by encoding a parameterized distribution pθ(x).
This probability distribution is specified by an energy function Eθ(x) defined over the entire set X and normalized
by a Boltzmann/Gibbs distribution:
P θ(x) =
e−E
θ(x)∑
x′ e
−Eθ(x′) (C1)
This energy function takes the form of an Ising model spin Hamiltonian which accounts for pair interactions wik
and individual external magnetic fields bi (({wik}i,k, {bi}i) = θ ∈ Rd) acting between and over spins xi and xk.
Different configurations of these spins correspond to different binary vectors x ∈ X . A commonly used type of BMs
are the so-called restricted Boltzmann machines [54, 90], characterized by their bipartite structure (see Fig. 4), which
restricts the interactions wik in the Ising model Hamiltonian/energy function. RBMs divide the spins {xi}i between
two subsets v = {vi}i and h = {hk}k, respectively called visible and hidden units. The visible units represent the
data that we want to encode in the model, while the hidden (or latent) units allow to have more degrees of freedom in
the specification of the energy function and allow to represent more complex distributions over the visible units. The
RBM model effectively encodes the probability distribution:
P θ(v) =
∑
h e
−Eθ(v,h)∑
v′,h′ e
−Eθ(v′,h′) =
e−F
θ(v)∑
v′ e
−Fθ(v′) (C2)
where
− Eθ(v,h) =
∑
i,k
wikvihk +
∑
i
bivi +
∑
k
bkhk (C3)
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and
F θ(v) = −log
(∑
h′
e−E
θ(v,h′)
)
= −log
(
e−E
θ(v,h)
P (h|v)
)
∀h
= Eθ(v,h) + log (P (h|v)) ∀h
=
∑
h
P (h|v) [Eθ(v,h) + log (P (h|v))]
= Eθ(v, 〈h〉P (h|v)) +H(h|v)
is the so-called free energy of the RBM (the average energy after tracing out the hidden units).
Derivation of the free-energy neural network. We derive below the expression of an RBM free energy as a
feedforward neural network. This derivation is inspired by Ref. [51].
Starting from the expression of an RBM probabiliy distribution:
P θ(v) =
1
Zθ
∑
h
exp
∑
i,k
wikvihk +
∑
i
bivi +
∑
k
bkhk

=
1
Zθ
exp
(∑
i
bivi
)∏
k
∑
hk∈{0,1}
exp
(∑
i
wikvihk + bkhk
)
#
∑
x∈{0,1}2
eax1+bx2 = (1 + ea)(1 + eb)
=
1
Zθ
exp
(∑
i
bivi
)∏
k
(
1 + exp
(∑
i
wikvi + bk
))
#
∑
x∈{0,1}2
eax1+bx2 = (1 + ea)(1 + eb)
=
1
Zθ
exp
(∑
i
bivi
)
exp
(∑
k
log
(
1 + exp
(∑
i
wikvi + bk
)))
#
∏
k
ak = exp
(∑
k
log(ak)
)
=
1
Zθ
exp
(∑
i
bivi +
∑
k
softplus
(∑
i
wikvi + bk
))
# softplus(x) = log(1 + exp(x))
=
1
Zθ
exp
(−F θ(v))
we end up with:
− F θ(v) =
∑
i
bivi +
∑
k
softplus
(∑
i
wikvi + bk
)
(C4)
which takes the form of the feedforward neural network depicted in Fig. 5.
Derivation of the PS error function. We showed in Sec. III A how to derive an error function from the Q-learning
update rule. Due to its shared origin, deriving an error function from the SARSA update rule can be done similarly.
In contrast, h-values are not linked to the Bellmann equation and hence do not represent estimates of the (bounded)
return. Instead, they are allowed to accumulate rewards indefinitely (and hence diverge). Diverging h-values can still
lead to converging policies after normalization but they constitute a problem for the derivation of an error function,
as this error can never be minimized to 0, hence making neural networks harder to train. One mechanism in PS that
allows us to avoid this divergence is damping, and we show here how it can be translated into a regularization term
in the PS error function.
Let’s take the update rule of PS (Eq. (A6)) with damping γps = 0 and edge-glow gij = 1:
hij ← hij + λ (C5)
This setup cancels the damping mechanism and supposes that edge-glow values gij 6= 1 are absorbed in the reward λ.
This update rule gives the following error function:
EPS(s(t),a(t)) = r(t+1) (C6)
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Figure 13. A comparison between the commonly used ReLU activation function max(0, x) and the softplus
function x+ log
(
1 + e−x
)
= log(1 + ex) appearing in the expression of the free energy of an RBM
which is never 0 as long as the given transition is rewarded (which is the case in a static environment) and leads to
diverging h-values.
To avoid this divergence, we take into account damping by effectively introducing a regularization term:
EPS(s(t),a(t)) = r(t+1) − γpshij (C7)
such that the error is now 0 when hij = r
(t+1)/γps, hence effectively bounding the h-values. Note that EPS(s(t),a(t)) =
h
(t+1)
ij − h(t)ij , so this new error corresponds to the update rule:
hij ← (1− γps)hij + λ (C8)
which is the original PS update rule (Eq. (A6), with the edge-glow fixed to 1).
Appendix D: Coherent access to the transition matrix
We want to implement the operation |i〉1 |0〉2 |0〉aux → |i〉1
∑
j∈N(i)
√
Pij |j〉2 |0〉aux coherently for all actions i and for
the transition matrix P and neighborhood structure N given by Metropolis-Hastings or Gibbs sampling (Sec. IV A).
In order to achieve this, we assume access to the description of the classical circuits that compute the operations
|i〉1 |j〉2 |0〉 → |i〉1 |j〉2 |Pij〉 and |i〉 |0〉 → |i〉
⊗
j∈N(i) |j〉, having complexity C(P ) and O(poly(M)) respectively. Using
either Fredkin or Toffoli gates, it is possible to design quantum circuits that implement coherently the operation
|i〉 |0〉⊗M |0〉aux → |i〉 |Pi1〉 . . . |PiM 〉 |0〉aux with comparable complexities by reversibilization (Sec. 3.2.5. of [91]), where
M = maxa∈AN(a) and the j ∈ N(i) have been renamed 1, . . . ,M for each i for simplicity. Using this circuit and
a procedure called coherent controlization [77, 92], it is possible to implement the coherent access to the columns of
the transition matrix P using O(M × C(P ) + poly(M)) operations, same as classically. This implementation goes as
follows:
|i〉1 |0〉⊗Maux |0〉⊗M−2aux |0〉⊗ log(M)2
→ |i〉1 |Pi1〉 . . . |PiM 〉 |0〉⊗M−2aux |0〉⊗ log(M)2 # cost M × C(P ) +O(poly(M))
→ |i〉1 |Pi1〉 . . . |PiM 〉
∣∣∣Pi1 + . . .+ PiM2 〉 . . . ∣∣∣Pi,M2 −1 + PiM2 〉 |0〉⊗ log(M)2 # cost M − 2 additions
→ |i〉1 |Pi1〉 . . . |PiM 〉
∣∣∣Pi1 + . . .+ PiM2 〉 . . . ∣∣∣Pi,M2 −1 + PiM2 〉 M∑
j=1
√
Pij |j〉2 # cost of CC: O(poly(M))
→ |i〉1 |0〉⊗Maux |0〉⊗M−2aux
M∑
j=1
√
Pij |j〉2 # cost M × C(P ) +O(poly(M))
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Figure 14. Numerical investigation of the state encoding. We encoded the states of the Cartpole-v0 environment using
population encoding. For all curves, the average timesteps and the standard deviation of 50 agents are shown. The optimal
performance (200 timesteps) is indicated by the orange line. (a) For the first simulation, we tested population encoding with
5 and 25 neurons. We additionally compare the resulting curves to the average learning curve of agents without population
encoding. The highest number of neurons leads to a more stable optimal policy. (b) The second simulation shows how the
average learning curve varies under changing the ratio ρ of the excitation range a to the number of neurons N , for a fixed N = 25.
An encoding with the ratio ρ = 0.000001 achieves a higher average reward. All neural networks used in these simulations have
10 hidden layers.
Appendix E: Details on the numerical simulations
Hyperparameters. For the simulations of GridWorld, we chose ADAM [93] as an optimizer with a learning rate of
α = 0.0001. The training batches of the main network contain 100 samples and the replay memory has a capacity of
5000 interactions. The target network is updated every 30 trials while the experience replay memory is updated every
100 timesteps (in a First-In-First-Out manner). We chose an exponential annealing schedule for the glow parameters
of the PS update rule that starts with a value of 0.9 and ends with a value of 0.99. The agent’s policy is a softmax
policy and for the β-parameter we choose a hyperbolic tangent schedule that starts with a value of 0.001 and ends
with a value of 1. All neural networks have 64 units per layer.
For the simulations of Cartpole, we chose ADAM as an optimizer with a learning rate of α = 0.0001. The training
batches of the main network contain 100 samples and the replay memory has a capacity of 5000 interactions. The
target network is updated every 30 trials while the experience replay memory is updated every 10 timesteps (in a
First In First Out manner). We chose an exponential annealing schedule for the glow parameters of the PS update
rule that starts with a value of 0.5 and ends with a value of 0.99. The agent’s policy is a softmax policy and for the
β-parameter we choose a hyperbolic tangent schedule that starts with a value of 0.001 and ends with a value of 1. In
order to have a fair comparison of the performance of neural networks with different depths, we set their number of
units per hidden layer such that all neural networks have approximately the same total number of weights and biases.
More precisely, we set the number of units per layer to be 25, 34, 53 and 80 for neural networks with respectively 10,
5, 2 and 1 hidden layer(s), leading to a total number of weights and biases of 8300, 8262, 8480, 8560 respectively.
Environment description. The GridWorld environment can be described as an array of cells. For our simulations,
we chose a 100 × 100 grid, where each state (cell) is described by its x- and y-coordinates (x, y). Each trial starts
in the state (1, 1) and the state (100, 100) is the agent’s goal state. A trial terminates if its length exceeds 20 000
timesteps or if the agent reaches the goal state. In the latter case, the agent receives a reward of 1. Otherwise, it
receives a reward of −1. At each timestep, the agent performs one of four actions: moving up, down, left or right.
Any policy leading to a trial of length 198 timesteps is optimal. We ran our simulations for 1200 trials.
Cartpole is an OpenAI Gym environment. For the presented numerical simulations we used the version Cartpole-v0.
In this game, a pole is mounted on a movable cart. Each state in the game is described by four coordinates: the
position of the cart, the velocity of the cart, the angle between the vertical line above the pivot point and the
pole, and the angular velocity of the pole. For the starting state, the four coordinates are assigned a uniform
random value between ±0.05. A trial terminates if the angle between the vertical line above the pivot point and
the pole exceeds 12°, if the center of mass of the cart is at a position outside the range [−2.4, 2.4] or if the pole is
balanced for 200 steps. For every timestep the game is not terminated, the agent receives a reward of one. Any pol-
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icy that allows the agent to balance the pole for 200 steps is considered optimal. We ran the simulations for 2500 trials.
State preprocessing. Both environments are fully observable since the transition function that determines the
evolution of the system under the actions of the agent fulfills the Markov condition. In the case of GridWorld, each
state can be described by two discrete coordinates, each of which will be one-hot encoded, i.e., each coordinate value
is assigned a vector with one non-zero value equal to 1. The resulting two-hot encoded state is then fed into the neural
network. In Cartpole, on the other hand, each state is described by four continuous coordinates and can be described
by a four-dimensional vector x. The first coordinate is the position of the center of mass of the cart which takes values
between [−2.4, 2.4]. The third coordinate is the angle between the vertical line above the pivot point and the pole
which never exceeds 12°. The second and the third coordinate is the velocity of the cart and the angular velocity which
can be arbitrarily large. In our simulation, the values rarely exceeded the range [−4, 4] and the majority of values
reside in the interval [−2.5, 2.5]. We use a so-called population encoding which encodes each parameter as excitations
of a set of neurons. A hyperparameter of this encoding is the number of neurons Ni used to encode each component
xi of the parameter vector x, which we choose to be the same number N for all four components. The interval [0, 1]
is split in N equally-sized intervals, and we refer to the left boundaries of each of these intervals as nj , j ∈ {1, ..., N}.
Each of these N intervals is assigned to a neuron and the excitation of the neuron j associated to component i is given
by the following exponential function:
fj(xi) = e
1
2a (|x˜i|−nj). (E1)
where |x˜i| is the normalized magnitude of the component xi. The width of this function is given by the excitation
range a. The excitation range a gives rise to a second hyperparameter, which is set in terms of the ratio ρ = a/N of
the excitation range to the number of neurons.
The sign of the component xi is encoded into an additional neuron that takes the value sign(xi). In the Cartpole
game, we compare the performance of agents with N = 5 and N = 25 encoding neurons to agents without population
encoding while fixing ρ = 0.000001. Additionally, we varied the ration ρ while keeping the number of encoding neurons
constant N = 25. In Fig. 14 , we see that the performance significantly increases with the use of population encoding.
The best performance was achieved with an encoding neuron number of N = 25 and a ratio of ρ = 0.000001.
