Since 1968 the NBS time scale algorithm has been generating a clock which is theoretically better than any of the individual clocks in its ensemble. In the last few years, thanks to the Global Positioning System, we have been able to measure the time difference between the NBS time scale algorithm and the other time standards around the world. We are able to study long term stability of the order of years, and short term stability of the order of days. We now have estimated fractional frequency stabilities for averaging times out to a year of l"10-14. This paper studies the behavior of the algorithm from a theoretical point of view, characterizing its performance.
Summary
A time scale algorithm can enable a time laboratory to increase the stability, accuracy and reliability beyond the performance level of the physical clocks in its ensemble. The NBS time scale algorithm is a three tiered process, estimating time, weight and frequency for each clock at each measurement cycle.[ll adjusting weights in each measurement cycle according to the size of the time residuals. The equations of the algorithm are shown below. In this paper we study various aspects of the algorithm, stating the assumptions for which the estimates are optimal, discussing the validity of those assumptions, and deriving aspects of the algorithm not heretofore published. relates to an observation which has been made with real clocks concerning the long term stability of the algorithm. There is a tendency for the algorithm to translate random walk behavior in the individual clocks, in the form of frequency steps of clocks, to flicker noise for the ensemble. If this tendency is valid, it has important implications for improving long-term stability of an ensemble's net performance. This question is investigated using simulation.
It is an adaptive filter,
One more interesting part of this study
In what follows, the word frequency is used to mean the normalized frequency offset of a clock. It is defined as yi = (vi -v frequency output of the ieh'c?kk. . This error estimate is biased small, on the average, because each clock is a member of the ensemble and sees itself through its weighting factor. The larger a clock's weight, the larger is the bias. Under the assumption of a normal distribution of errors the size of the bias can be estimated as given by The initial value of < E $ ( T ) >
