Abstract: Optimized association rules are permitted to contain uninstantiated attributes. The optimization procedure is to determine the instantiations such that some measures of the rules are maximized. This paper tries to maximize interest to find more interesting rules. On the other hand, the approach permits the optimized association rule to contain uninstantiated numeric attributes in both the antecedence and the consequence. A naive algorithm of finding such optimized rules can be got by a straightforward extension of the algorithm for only one numeric attribute. Unfortunately, that results in a poor performance. A heuristic algorithm that finds the approximate optimal rules is proposed to improve the performance. The experiments with the synthetic data sets show the advantages of interest over confidence on finding interesting rules with two attributes. The experiments with real data set show the approximate linear scalability and good accuracy of the algorithm.
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Both of them are conjunctions over conditions. The form of a condition is like A j =v j (for categorial or numeric attribute)or A j ∈[l j ,u j ] (for numeric attribute), where A j is an attribute and, v j , l j and u j are the values in the domain of A j . The quality of a rule is often described by support and confidence. In this paper, we denote them with sup and conf, respectively. The support of the rule equals to the support of condition C 1 ∧C 2 . The support of a condition is the ratio of the number of tuples satisfying to the number of the whole tuples. The confidence of the rule is the ratio of the support of C 1 ∧C 2 to the support of C 1 . Mining association rules is to find all the rules satisfying the minimum support and confidence thresholds.
The problem of finding optimized association rules was presented first by Ref. [2] . An association rule to be optimized usually has the form (A 1 ∈[l 1 ,u 1 ])∧C 1 →C 2 , where A 1 is a numeric attribute, l 1 and u 1 are uninstantiated variables (that is, they are not assigned with any values). C 1 and C 2 contain only instantiated conditions (that is, there are no uninstantiated variables). The authors proposed the algorithms for determining values for l 1 and u 1 to maximize confidence, support or gain with some thresholds satisfied at the same time. The optimized association rule is very useful for finding such intervals of attribute that form strong correlations with other conditions. For example, it is known that there are some correlations between income and education level. But we are not certain about what range of income makes strong correlation with college experience. In this case, the optimized confidence rule income∈[l 1 ,u 1 ]→college will help us to find the answer.
In this research, we generalize the optimized association rule into allowing uninstantiated numeric attributes in both antecedent and consequence. Besides, we replace confidence with interest for finding more interesting rules. A naive algorithm for two numeric attributes can be got by a straightforward extension of methods for rules with one numeric attribute. However, this results in poor performance with respect to the number of buckets. Therefore, we present a heuristic method to get approximate results to improve the performance.
The remaining sections of this paper are arranged as follows: in Section 1, we discuss the related work, and in Section 2, the optimized support rules and the optimized interest rules are defined. The heuristic algorithm, HFOIR, is presented in Section 3. In Section 4, the performance of the algorithm is evaluated with synthetic and real data sets. Finally, we conclude the paper and clarify the future work in Section 5.
Related Work
The objective of Ref. [3] was to mine the optimized association rule, the antecedence of which contains two numeric attributes. The authors developed the algorithms for computing the rectangular and admissible regions that maximize the gain, support or confidence, respectively. In Ref. [4] , R. Rastogi and K. Shim developed an algorithm for finding the optimized support rule that contains disjunctions over intervals of the same attribute in the antecedence. In Ref. [5] , they generalized the optimized association rule problem in three ways by permitting the antecedence: (a) to contain disjunctions over uninstantiated attributes; (b) to contain an arbitrary number of uninstantiated attributes; (c) to contain uninstantiated attributes that can be either categorical or numeric. The authors in Ref. [6] presented more efficient algorithms to find the optimized gain rules. They generalized the optimized gain association rule problem by permitting the antecedences of rules to contain upto k disjunctions over one or two uninstantiated numeric attributes. For one attribute, the algorithm has the time complexity O(nk), where n is the number of values in the domain of the uninstantiated attribute. For the rule containing two numeric attributes, the authors presented an approximation algorithm based on dynamic programming. Reference [7] also dealt with the problem of optimizing disjunction association rules. The authors presented the first polynomial time algorithm for the problem of finding such a region maximizing support and meeting a minimum cumulative confidence threshold. Running the algorithm on a small random sample was proposed as a means of obtaining near optimal results with a high probability. Theoretical bounds on sufficient sample size to achieve a given performance level were proved, and rapid convergence on synthetic and real-world data was validated experimentally.
Problem Formulation
In our research, association rules are permitted to contain uninstantiated attributes in antecedence and consequence. It is different from the problem defined in Refs. [5, 6] , where the optimized rule was permitted to contain two numeric attributes only in antecedence. The general form is as R: [8] . This metric was defined to be the ratio between the joint probability of two variables with respect to their expected probabilities under the independence assumption. The
). The authors argued that the interest measure was preferable as it directly captured dependence, as opposed to confidence which considered directional implication. As a result of measuring significance of dependence via the chi-squared test for independence, they reduced the mining problem to the search for a border between dependent and independent itemsets in the lattice. In contrast, we try to find the rule maximizing interest or support instead in this paper. In short, our goal is to find OIR and OSR. That is, we aim at the instantiation of [l 1 
FOIR: Finding Optimized Interest Rules
In this section, we first transform the problem of finding OSR in a two-dimensional space into that of finding a particular region in a two-dimensional grid. Then, the problem is simplified into permitting the uninstantiated variables to appear only in the antecedence, that is, we instantiate the variables in consequence with some constant values. By doing this, the grid is simplified into a vector. In this case, we adapt the algorithm that was proposed in Ref. [2] to optimize the confidence rule to find such a subvector from a vector that maximizes its weighted average and has its sum satisfying some threshold. Finally, the original problem is resumed by a straightforward extension of the method for rules with one numeric attribute. But it results in a poor performance. A heuristic method, with which the approximate results are got, is proposed to improve the performance. We discuss the details of the three parts in the following subsections.
Transformation: Bucketing
As a preparation of our algorithm, we split the ranges of two numeric attributes into equal-width intervals (that is, the size of every interval is the same). We don't split them into equal-depth intervals (that is, the number of tuples falling into every interval is the same) because it needs sorting operation and it is very time consumable. The numbers of the intervals on two attributes, v 1 and v 2 , are pre-specified by user. Then the width of every interval on 
Where n i,j is the value of cell (i,j). N is the number of the whole tuples. Thus, to find OIR in Definition 1 is to find )) ( ( max arg
Simplification: Finding OIRs with one numeric attribute
In this subsection, we simplify the problem into that allowing the rule to contain uninstantiated variables only . To find OIR is to find such a subvector from p that maximizes its weighted average and has its sum satisfying a threshold.
Proof: As discussed in Subsection 3.1, to find OIR is to maximize Eq. (2) and satisfy .
Substituting the items in Eq. (2) 
Resume: Finding OIRs with two numeric attributes
We return to the original problem with two numeric attributes. For the rule with two uninstantiated numeric attributes, a naive algorithm to find OIRs, named NFOIR, can be got by a straightforward extension of the algorithm discussed in the last subsection. The variables, t 1 and t 2 , in formula 1 are substituted with a possible pair of row.
Since there are pairs of rows, NFOIR has the time complexity, O(v 
doesn't hold, G is a valid region for G′.
Based the valid regions, the heuristic algorithm (HFOIR) is shown in Fig.1 2 hold. Therefore, HFOIR gets a much better time complexity than NFOIR. The idea that we use to find OSRs is similar to that used in finding OIRs. We can also adapt the algorithms 4.3 and 4.4 in Ref. [2] to find such a subvector that maximizes its sum and having its weighted average satisfying a threshold. For saving space, we will not discuss the detail. 
Experiments
Experiments with synthetic data sets
In this subsection, we run HFOIR with synthetic data sets to show the advantages of interest as an evaluation criteria over confidence on finding the interesting rules with two numeric attributes.
Generation of data
First, we prespecify some rules, by which two synthetic data sets are generated. Both of the data sets include 50000 tuples and comprise of two numeric attributes, A 1 and A 2 . The ranges of both of attributes are between 0 and 1. For a tuple, the value of A 1 is first generated by a uniform distribution. Then the value of A 2 is generated according to the value of A 1 and the corresponding rule. That is, if the value of A 1 falls into a region represented by some rule, the value of A 2 will fall into the same region with a probability, p. Otherwise, the value is generated by a uniform distribution. In this experiment, the prespecified rules (the supports, confidences, and interests are computed after the data have been generated) are as follows: The first data set, DS1, is generated by Rules 1~3. The second data set, DS2, is generated by Rules 4 and 5 that overlap each other on both attributes. During the procedure of producing the data of DS2, if the value of A 1 falls into the intersection, the rule by which the value of A 2 is generated depends on the ratio of p. We do almost the same experiments with DS2. The results are show in Table 2 . Again, those rules got by FOCR enlarge the consequences to reach the maximum confidence. In contrast, those rules got by HFOIR come from the prespecified rules having their supports close to the thresholds and having relative high interests. Rule 17 comes from Rule 6 because it has the maximum value of interest among all rules. Rule 19 and Rule 21 come from Rule 5 because it has the maximum interest among all prespecified rules having their supports larger than η. The corresponding OIR (Rule 23) comes from Rule 7 when the value of η is approaching its support (0.23). 
Experiment with real-life data set
In this subsection, we run HFOIR and FOCR on IPUMS [9] to show the feasibility of HFOIR in the real world.
As discussed in Section 4, HFOIR is a heuristic algorithm and aims at improving the performance. As a tradeoff, it gets the approximate results. Therefore, the scalability and accuracy of HFOIR are evaluated with this data set. This data set is available on http://www.ipums.umn.edu/. In the following experiments, we only select three numeric attributes, age, edurec (educational attainment recode) and inctot (total personal income) from IPUMS. We remove the tuples with age≤15 and inctot≤100 from the data set to find some more interesting rules. The ranges of age, edurec and inctot are split into 76, 9 and 1 000 equal-width intervals, respectively. The threshold in Definition 3, δ, is set to be 0.04, experientially. We run HFOIR on two pairs of attributes, {age,inctot} and {edurec,inctot}, in turn.
OIRs are compared with the optimized confidence rules(OCRs) in Tables 3 and 4 . have incomes larger than those at the age of below 24. In short, income increases with the increment of age. There is a sharp increment at age 24. In IPUMS, the values of edurec are encoded with positive integers. The larger integer denotes higher education level. Zero denotes missing value. The codes of educrec and their meanings are shown in Table 5 . OIRs and OCRs for {edurec,inctot} are listed in Table 4 . Again, those OIRs are more useful than OCRs in showing the relationship between edurec and inctot. In especial, Rules 35, 37 and 39 recover the strong interreaction of high education level and high income. Compared with the above rules, Rule 43 shows the relationship between income and relative low education level. In sum, those having higher education levels are more likely to get higher incomes. There is a sharp increment of income for those having more than 4 years of college experience. 
Scalability and accuracy
The graphs in Fig.2 buckets on age and edurec are 76 and 9, and they are fixed during the experiments. The time collapsed for various numbers of buckets on inctot is the average of the time for the five various support thresholds appeared in Table 3 or   Table 4 . It can be noticed that the execution time of HFOIR is significantly less than that of NFOIR. HFOIR shows an approximately linear scalability with the number of buckets. 
Conclusion
In this paper, we generalize the optimized association rule problem by allowing two uninstantiated numeric attributes in antecedence and consequence. Besides, we replace confidence with interest in order to find more interesting optimized rules. We first simplify the problem into that of finding the optimized interest rules with one experiments, we also draw the conclusion that the accuracy of HFOIR is satisfying in most cases.
In our research, the instantiated regions of all optimized rules are rectangular. However, in practice, the admissible regions often bring more information to users [3] . In future, we will further work on how to find OIRs and OSRs with admissible regions.
