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Abstract. We consider the problem of nonparametric estimation of a concave regression
function F . We show that the supremum distance between the least squares estimator
and F on a compact interval is typically of order (log(n)/n)2/5. This entails rates of
convergence for the estimator’s derivative. Moreover, we discuss the impact of additional
constraints on F such as monotonicity and pointwise bounds. Then we apply these results
to the analysis of current status data, where the distribution function of the event times is
assumed to be concave.
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1 Introduction
Suppose that we observe (t1, Y1), (t2, Y2), . . . , (tn, Yn) with fixed numbers t1 ≤ t2 ≤
· · · ≤ tn and independent random variables Y1, Y2, . . . , Yn. Let
IE(Yi) = F (ti) (1)
for some unknown regression function F : J → R, where J is some interval containing
the design points ti. In various applications, e.g. in econometrics, the regression function
F is known to be concave. Then it is possible to estimate F without further assump-
tions by the method of least squares. That means, let F̂ be any concave function on J
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minimizing
q(G) :=
n∑
i=1
(Yi −G(ti))
2
over the set of all concave functions G on J . This estimator F̂ exists and is uniquely
determined on the set {t1, t2, . . . , tn}, because q(G) is strictly convex and coercive in
(G(ti))
n
i=1. Basic properties of F̂ and various consistency results have been derived.
Hanson and Pledger (1976) prove uniform consistency, whereas Mammen (1991) and
Groeneboom et al. (2001) concentrate on pointwise limit theorems. The present paper
focuses on the supremum norm of F̂ − F and its derivative. Section 2 contains the main
results. In particular, under certain regularity assumptions, the supremum norm of F̂ −F
on a bounded interval is of stochastic order (log(n)/n)2/5, while F̂ ′−F ′ converges at rate
(log(n)/n)1/5.
The impact of additional constraints such as isotonicity and pointwise bounds is dis-
cussed in Section 3. In Section 4 we consider the special case of current-status data. Here
t1, . . . , tn ∈ (0,∞) are inspection times, and
Yi = 1{Xi ≤ ti}
with independent event timesX1, X2, . . . , Xn having distribution function F on [0,∞]. If
F is assumed to be concave on [0,∞), then (1) holds, and the main results from Sections 2
and 3 carry over to the least-squares estimator F̂ for the distribution function F .
All proofs are deferred to Section 5. Note that the techniques developed here are
different from the entropy-based approach of van de Geer (2000). While she uses covering
numbers for the set of all potential regression functions, we are using a much smaller class
of “caricatures” (piecewise linear functions) for the difference between true and estimated
curve.
2 Uniform consistency
We consider a triangular scheme of observations ti = tn,i and Yi = Yn,i but suppress the
additional subscript n for notational simplicity. Let Mn be the empirical distribution of
the design points ti, i.e.
Mn(B) := n
−1
n∑
i=1
1{ti ∈ B}
2
for B ⊂ R. In this section, we analyze the asymptotic behavior of F̂ = F̂n on a fixed
compact interval [a, b] ⊂ J under certain conditions on Mn and the errors
Ei = En,i := Yi − F (ti).
Condition I. There is a constant C > 0 such that
lim inf
n→∞
Mn[an, bn]
bn − an
≥ C
whenever a ≤ an < bn ≤ b such that lim infn→∞ n1/3(bn − an) > 0.
Condition II. For some constant σ > 0,
max
i=1,...,n
IE exp(λEi) ≤ exp(σ
2λ2/2) for all λ ∈ R.
Condition III. There are constants β ∈ [1, 2] and L such that for arbitrary s, t ∈ [a, b],{
|F (s)− F (t)| ≤ L|s− t| if β = 1,
|F ′(s)− F ′(t)| ≤ L|s− t|β−1 if β > 1.
If, for instance, t1, . . . , tn are the order statistics of independent random variables
T1, . . . , Tn with distribution Q satisfying Q[a′, b′] ≥ C(b′ − a′) for a ≤ a′ < b′ ≤ b,
then Condition I is satisfied almost surely. It is also satisfied with [a, b] = [0, 1] in case of
regular design points ti = i/n.
Condition II is satisfied with λ = 2 if, for instance, the errors Ei are Gaussian with
standard deviation not greater than σ.
Condition III is always satisfied with β = 1 and some L, provided that a > inf(J)
and b < sup(J). If F is twice differentiable with |F ′′| ≤ L, then Condition III holds with
β = 2.
Theorem 1 Suppose that Conditions I-III are satisfied. Then
max
t∈[a,b]
(F̂ − F )(t) = Op
(
ρβ/(2β+1)n
)
,
max
t∈[a+δn,b−δn]
(F − F̂ )(t) = Op
(
ρβ/(2β+1)n
)
,
where ρn := log(n)/n and δn := ρ1/(2β+1)n .
As a direct consequence of this theorem we get a result about uniform consistency of
the derivative F̂ ′ in the case β > 1.
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Corollary 1 Suppose that Conditions I-III are satisfied with β > 1. Then
max
t∈[a+δn,b−δn]
|F̂ ′(t)− F ′(t)| = Op
(
ρ(β−1)/(2β+1)n
)
, (2)
where F̂ ′ can be interpreted either as left- or rightsided derivative.
Groeneboom et al. (2001, Theorem 6.3) establish the pointwise limit behavior of the
least squares estimator, featuring a rate of n−2/5 for the concave function F̂ and a rate of
n−1/5 for its derivative F̂ ′ at a fixed point. These rates are established under a smoothness
assumption which corresponds to the current situation with β = 2.
The rates derived here are indeed optimal. More precisely, in the special case of gaus-
sian errors Ei with variance σ2 and equidistant design points ti = i/n one can modify the
arguments of Ibragimov and Khasminskii (1980) in order to show that for any nondegen-
erate interval [a, b] ⊂ [0, 1] and parameters β ∈ [0, 1], L > 0, there exist strictly positive
constants c(β, L) and c′(β, L) such that
inf
F̂
sup
F∈Fconc(β,L)
IP
{
max
t∈[a,b]
|F̂ (t)− F (t)| ≥ c(β, L)ρβ/(2β+1)n
}
→ 1
and
inf
F̂
sup
F∈Fconc(β,L)
IP
{
max
t∈[a,b]
|F̂ ′(t)− F ′(t)| ≥ c′(β, L)ρ(β−1)/(2β+1)n
}
→ 1
as n→∞. Here Fconc(β, L) stands for the set of all concave functions satisfying Condi-
tion III.
3 Additional constraints
In several settings the regression function F is assumed to satisfy additional constraints
such as isotonicity or certain pointwise bounds. Then it is natural to impose the same
additional restrictions on the estimator F̂ . Intuitively one would expect that this improves
the estimator, but there seems to be no simple argument for this claim. In terms of rates
of convergence there is no improvement: The minimax results mentioned at the end of
Section 2 remain valid if the function F is assumed in addition to be isotonic and to satisfy
finitely many inequalities of the type co ≤ F (so) ≤ do.
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Let F(1) be the set of all concave and isotonic functions on J . Furthermore, let F(2)
be the set of all concave functions G on J satisfying the inequalities
vi ≤ G(si) ≤ wi for 1 ≤ i ≤ I
for a finite number I of points si ∈ J and numbers −∞ ≤ vi ≤ wi ≤ ∞. Finally, let
F(3) := F(1) ∩ F(2). Then we define the restricted LS estimators
F̂(j) := argmin
G∈F(j)
q(G),
assuming tacitly that the set F(j) is nonvoid.
Theorem 2 For a given j ∈ {1, 2, 3}, suppose that F ∈ F(j), and let Conditions I–III be
satisfied. Then the conclusions of Theorem 1 and Corollary 1 remain true for F̂(j) in place
of F̂ .
4 Current status data
A special example for the present setting is the current status model. The basic object of
interest is a distribution function F on [0,∞] modelling a random event time, e.g. the time
of onset of a certain disease. Suppose that X1, X2, . . . are event times with distribution
function F , but we are not able to observe these directly. Instead, given inspection time
points 0 < t1 ≤ t2 ≤ · · · ≤ tn <∞, we observe Yi = 1{Xi ≤ ti} for 1 ≤ i ≤ n.
The standard current status model and estimators for the distribution function based on
such data are understood well by now; see for instance Groeneboom and Wellner (1992).
An intensely studied estimator for F is the nonparametric maximum likelihood estimator
(NPMLE) which maximizes
ℓ(G) =
n∑
i=1
[Yi logG(ti) + (1− Yi) log(1−G(ti))]
over the class of all distribution functionsG on [0,∞]. This estimator may be chosen to be
a step function with jumps only at the design points ti and, possibly, at infinity. Since the
NPMLE solves a so–called generalized isotonic regression problem (see e.g. Robertson et
al. 1988, Section 1.5), it coincides with the least squares estimator, i.e. it minimizes q(·)
as well.
5
Now let us assume that the (sub-) distribution function F is concave on [0,∞). That
means, it has a non-increasing density on [0,∞) and possibly a point mass at ∞. Then
the LS estimator for the distribution function F is given by F̂(3) as in the previous section
with J := [0,∞), I = 1, s1 = 0 and [v1, w1] = [0,∞]. Here we assume without loss of
generality that 0 ≤ F̂(3) ≤ 1, because all values Yi are bounded from above by one, and
min(G, 1) ∈ F(3) for any G ∈ F(3).
Note also that Condition II is automatically satisfied with σ2 = 1/4; see the proof of
Hoeffding’s (1963) inequality. Thus Conditions I and III together imply the conclusions
of Theorem 1 and Corollary 1.
A final remark. As we just mentioned, without further constraints on F , the LS
estimator and the NPMLE are identical. With the additional assumption of concavity,
we may define the NPMLE F̂ML as the maximizer of ℓ(G) over the class of concave
subdistribution functions on [0,∞). Characterizations, algorithms and consistency results
for F̂ML are given by Du¨mbgen et al. (2003). We conjecture that the present results for the
LS estimator hold for F̂ML as well. But the subsequent example shows that F̂(3) 6= F̂ML
in general.
A Counterexample. Suppose that (t1, Y1) = (1, 0) and (t2, Y2) = (2, 1). First consider
the NPMLE, maximizing log(1 − G(1)) + logG(2). Given a fixed value G(2) = α,
this function is maximized by taking G(1) as small as possible under the constraints of
concavity and G(0) ≥ 0, so G(1) = α/2. Since the function α 7→ log(1 − α/2) + logα
takes its maximum over [0, 1] at α = 1, we get that F̂ML(1) = 1/2 and F̂ML(2) = 1.
Now consider the LS estimator, minimizingG(1)2+(1−G(2))2. Again, forG(2) = α
fixed, this function is minimized by G(1) = α/2. Since the function α 7→ (α/2)2 + (1−
α)2 attains its minimum at α = 4/5, we get that F̂(3)(1) = 2/5 and F̂(3)(2) = 4/5. Hence,
F̂(2) 6= F̂ML.
5 Proofs
Our proof of Theorem 1 is based on directional derivatives of the sum of squared residuals.
Let ∆ : R → R such that F̂ + λ∆ is concave on J for some λ > 0. Then the optimality
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of F̂ implies that
0 ≤
d
dλ
∣∣∣∣
λ=0
n∑
i=1
(Yi − (F̂ + λ∆)(ti))
2 = 2
n∑
i=1
∆(ti)(F̂ (ti)− Yi),
which is equivalent to
−
n∑
i=1
∆(ti)Ei ≥
n∑
i=1
∆(ti)(F − F̂ )(ti). (3)
In what follows we apply (3) to a special class of perturbation functions ∆ and write
‖∆‖n :=
( n∑
i=1
∆(ti)
2
)1/2
.
Lemma 1 For an integer m ≥ 0, let Dm be the family of all continuous, piecewise linear
functions on R with at most m knots. Then for any fixed γ > 4,
Sn(m) := sup
∆∈Dm
∣∣∣∑ni=1∆(ti)Ei∣∣∣
‖∆‖n
≤ γ σ (m+ 1)1/2(log n)1/2 for all m ≥ 0
with probability tending to one as n→∞.
Proof of Lemma 1. Condition II implies that
IP
{∣∣∣ n∑
i=1
h(ti)Ei
∣∣∣/‖h‖n ≥ η} ≤ 2 exp(−η2/(2σ2)) (4)
for any function h with ‖h‖n > 0 and arbitrary η ≥ 0. This follows from standard
arguments involving Markov’s inequality. For 1 ≤ j ≤ k ≤ n, let
φ
(1)
jk (t) := 1{t ∈ [tj , tk]}
t− tj
tk − tj
and φ(2)jk (t) := 1{t ∈ [tj , tk]}
tk − t
tk − tj
if tj < tk. Otherwise let φ(1)jk (t) := 1{t = tk} and φ
(2)
jk (t) := 0. This defines a collection Φ
of at most n2 different nonzero functions φ(e)jk . Then (4) implies that for any fixed γo > 2,
Sn := max
φ∈Φ
∣∣∣ n∑
i=1
φ(ti)Ei
∣∣∣/‖φ‖n ≤ γoσ(log n)1/2 (5)
with probability tending to one as n→∞. For let Gn(φ) := ‖φ‖−1n
∑n
i=1 φ(ti)Ei. Then,
by (4),
IP{Sn ≥ γoσ(logn)
1/2} ≤
∑
φ∈Φ
IP
{
|Gn(φ)| ≥ γoσ(log n)
1/2
}
≤ 2n2 exp(−γ2o log(n)/2)
→ 0 as n→∞.
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Now for any ∆ ∈ Dm, there are m′ ≤ 2m + 2 disjoint intervals on which ∆ is
either linear and nonnegative, or linear and nonpositive. For one such interval B with
Mn(B) > 0 let {t1, . . . , tn} ∩ B = {tj , . . . , tk}. Then
∆(t) = ∆(tk)φ
(1)
jk (t) + ∆(tj)φ
(2)
jk (t) for t ∈ [tj , tk].
This shows that there are real coefficients λ1, . . . , λ4m+4 and functions φ1, . . . , φ4m+4 in
Φ such that ∆ =
∑4m+4
j=1 λjφj on {t1, . . . , tn}, and λjλkφjφk ≥ 0 for all pairs (j, k).
Consequently, inequality (5) entails that∣∣∣∑ni=1∆(ti)Ei∣∣∣
‖∆‖n
≤
∑4m+4
j=1 |λj|
∣∣∣∑ni=1 φj(ti)Ei∣∣∣(∑4m+4
j=1 λ
2
j‖φj‖
2
n
)1/2
≤
∑4m+4
j=1 |λj|‖φj‖n(∑4m+4
j=1 λ
2
j‖φj‖
2
n
)1/2 Sn
≤ (4m+ 4)1/2Sn
≤ 2γo(m+ 1)
1/2σ(logn)1/2,
by the Cauchy-Schwarz inequality. ✷
The next ingredient for our proof is a claim about differences of concave functions,
which is similar to Lemma 5.2 of Du¨mbgen (1998); for the reader’s convenience a proof
will be given here.
Lemma 2 Suppose that F satisfies Condition III. There is a universal constant K =
K(β, L) > 0 with the following property: For any ǫ > 0, let δ := Kmin(b − a, ǫ1/β).
Then
sup
t∈[a,b]
(F̂ − F )(t) ≥ ǫ or sup
t∈[a+δ,b−δ]
(F − F̂ )(t) ≥ ǫ
implies that
inf
t∈[c,c+δ]
(F̂ − F )(t) ≥ ǫ/4 or inf
t∈[c,c+δ]
(F − F̂ )(t) ≥ ǫ/4
for some c ∈ [a, b− δ].
Proof of Lemma 2. Suppose that (F̂ − F )(to) ≥ ǫ for some to ∈ [a, b]. Without loss
of generality let to ≤ (a + b)/2. We define an auxiliary linear function F˜ via
F˜ (t) :=
{
F (to) if β = 1
F (to) + F
′(to)(t− to) if β > 1
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and note that
|(F˜ − F )(t)| ≤ L|t− to|
β/β, (6)
by Condition III. Now let 0 < δ ≤ (b − a)/8. Since F̂ − F˜ is concave, it follows from
(F̂−F˜ )(to+δ) ≥ ǫ/2 that F̂−F˜ ≥ ǫ/2 on [to, to+δ]. Otherwise, if (F̂−F˜ )(to+δ) < ǫ/2,
then the derivative of F̂−F˜ is less than or equal to−δ−1ǫ/2 on [to+δ,∞). Consequently,
for t ≥ to + 3δ,
(F̂ − F˜ )(t) ≤ ǫ/2− δ−1(ǫ/2)(t− to − δ) ≤ −ǫ/2.
Thus F̂ − F˜ ≥ ǫ/2 or F˜ − F̂ ≤ ǫ/2 on some interval J ⊂ [to, to + 4δ] with length δ.
Together with (6) this entails that F̂−F orF−F̂ is not smaller than ǫ/2−L(4δ)β/β ≥ ǫ/4
on J , provided that δ ≤ (β/L)1/β4−1−1/βǫ1/β .
Now suppose that (F − F̂ )(to) ≥ ǫ for some ǫ > 0 and to ∈ [a + δ, b − δ], where
0 < δ ≤ (b − a)/2. By Condition III and concavity of F̂ there exist numbers γ, γ̂ such
that
F (t) ≥ F (to) + γ(t− to)− L|t− to|
β/β,
F̂ (t) ≤ F̂ (to) + γ̂(t− to).
Thus
(F − F̂ )(t) ≥ ǫ+ (γ − γ̂)(t− to)− L|t− to|
β/β ≥ ǫ− Lδβ
for all t in the interval [to, to+ δ] or [to− δ, to], depending on the sign of γ− γ̂. Moreover,
ǫ− Lδβ/β ≥ ǫ/4, provided that δ ≤ (3/4)1/β(β/L)1/βǫ1/β . ✷
Finally we have to show that one of our classes Dm does indeed contain useful pertur-
bation functions ∆. For that purpose we define the set
T := {t1, t2, . . . , tn}
and denote with Fˇ the unique continuous and piecewise linear function with knots in
T ∩ (t1, tn) such that Fˇ = F̂ on T . Thus Fˇ is one particular LS estimator for F .
Lemma 3 For 0 < u ≤ b− a let
M˜n(u) := min
c∈[a,b−u]
Mn[c, c+ u].
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Suppose that F − F̂ ≥ ǫ > 0 or F̂ −F ≥ ǫ on some interval [c, c+ δ] ⊂ [a, b] with length
δ > 0. Then there is a function ∆ ∈ D6 such that
Fˇ + λ∆ is concave for some λ > 0, (7)
∆(F − F̂ ) ≥ ǫ∆2 on T , (8)
‖∆‖2n ≥ nM˜n(δ/2)/4. (9)
Proof of Lemma 3. Without loss of generality we assume that T ∩ [c, c+ δ] 6= ∅. For
otherwise, M˜n(δ) ≤Mn[c, c+ δ] = 0, so that ∆ ≡ 0 would satisfy (7–9).
We define the auxiliary set
S :=
{
t ∈ R : Fˇ ′(t−) > Fˇ ′(t+)
}
⊂ T ∩ (t1, tn).
Then for any function ∆ ∈ D6, requirement (7) is equivalent to{
t ∈ R : ∆′(t−) < ∆′(t+)
}
⊂ S. (10)
Case I: F̂ − F ≥ ǫ on [c, c+ δ]. Here a function ∆ ∈ D4 will do.
Case Ia: S ∩ (c, c+ δ) contains some point to. We take ∆ ∈ D3 with knots c, to, c+ δ,
where ∆ = 0 on (−∞, c] ∪ [c + δ,∞) and ∆(to) = −1. This function ∆ satisfies (10)
and (8). Moreover, ∆2 ≥ 1/4 on some subinterval of [c, c + δ] with length δ/2, whence
‖∆‖2n ≥ nM˜n(δ/2)/4.
Case Ib: S ∩ (c, c+ δ) = ∅. Now F − Fˇ is concave on [c, c+ δ], and F − Fˇ ≤ −ǫ on
[c, c+ δ]∩ T . Let [co, do] ⊃ [c, c+ δ] be a maximal interval in [−∞,∞] such that F − Fˇ
is concave on [co, do] ∩ T . Note that co ∈ S if co > −∞, and do ∈ S if do < ∞. One
easily verifies that there exists a linear function ∆˜ such that ∆˜ ≥ F − Fˇ on [co, do] ∩ T
and ∆˜ ≤ −ǫ on [c, c+ δ] ∩ T . Next let (c1, d1) := {∆˜ < 0} ∩ (co, do). Further let
c2 :=
{
max(T ∩ (−∞, c1)) if c1 > −∞ and ∆˜(c1) < 0,
c1 else,
d2 :=
{
min(T ∩ (d1,∞)) if d1 <∞ and ∆˜(d1) < 0,
d1 else.
Note that neither (c2, c1) nor (d1, d2) contains a design point ti. Now let ∆ ∈ D4 with
knots in {c2, c1, d1, d2} ∩ R such that ∆ = ∆˜/ǫ on (c1, d1) and ∆ = 0 on (−∞, c2) ∪
(d2,∞). This function ∆ satisfies (10) and (8). Moreover, ∆2 ≥ 1 on [c, c + δ] ∩ T , so
that even ‖∆‖2n ≥ nM˜n(δ).
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Figure 1 illustrates the latter construction. For simplicity we only consider F̂ = Fˇ .
The upper subplot shows the graphs ofF (thin line) and F̂ (thick line), the interval [c, c+δ]
on which F̂ − F ≥ ǫ as well as the auxiliary points co, do. The lower subplot shows the
corresponding perturbation function ∆ (thick line) and the scaled difference (F − F̂ )/ǫ
(thin line).
c
o
d
o
-1
0
c1 = co d1 = doc2 d2
Figure 1: The perturbation function ∆ in Case Ib
Case II: F − F̂ ≥ ǫ on [c, c + δ]. Let [co, do] ⊃ [c, c + δ] be a maximal interval in
[−∞,∞] such that F − Fˇ ≥ ǫ on [co, do] ∩ T . Now we define a function ∆ ∈ D6 as
follows. At first let ∆ := 1 on [co, do]. Suppose that do <∞, which implies that do < tn.
Then let d1 be the largest number in (do,∞] such that Fˇ is linear on [do, d1). Note that
F − Fˇ is concave on [do, d1]∩R and strictly decreasing on [do, d1]∩T , where we define
F := −∞ on R \ J . Next let ∆ be linear on [do, d1] ∩ R such that ∆(do) = 1 and
∆(to) = 0. Here to is the supremum of all points t ∈ [do, d1] ∩R with (F − Fˇ )(t) ≥ 0.
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If d1 is finite, then it belongs necessarily to S, and we define
d2 :=
{
d1 if to = d1,
min(T ∩ (d1,∞)) else.
Then let ∆ := 0 on [d2,∞), and let ∆ be linear on [d1, d2].
With an analogous construction in case of co > −∞ we end up with a function ∆ ∈
D6 satisfying (10) and (8), while ‖∆‖2n ≥ nMn[c, c+ δ] ≥ nM˜n(δ).
Figure 2 illustrates the latter construction. The upper subplot shows the graphs of F
(thin line) and F̂ = Fˇ (thick line), the interval [co, do] on which F − F̂ ≥ ǫ as well as
the auxiliary points c2, c1, d1, d2. The lower subplot shows the corresponding perturbation
function ∆ (thick line) as well as (F − F̂ )/ǫ (thin line). ✷
c
o
d
o
c1 d1 = d2c2
0
1
Figure 2: The perturbation function ∆ in Case II
Proof of Theorem 1. Suppose that
sup
t∈[a,b]
(F̂ − F )(t) ≥ κδβn or sup
t∈[a+δn,b−δn]
(F − F̂ )(t) ≥ κδβn
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for some κ > 0. It follows from Lemma 2 that there is a (random) interval [cn, cn+ δn] ⊂
[a, b] on which either F̂−F ≥ (κ/4)δβn orF−F̂ ≥ (κ/4)δβn , provided that n is sufficiently
large and κ ≥ K−β. But then, by the definition of Sn(6) and Lemma 3, there is a (random)
function ∆n ∈ D6 such that
Sn(6) ≥ −‖∆n‖
−1
n
n∑
i=1
∆n(ti)Ei
(3,7)
≥ ‖∆n‖
−1
n
n∑
i=1
∆n(ti)(F − F̂ )(ti)
(8)
≥ (κ/4)δβn‖∆n‖n
(9)
≥ (κ/4)δβn(nM˜n(δn/2)/4)
1/2.
Consequently, by Condition I and Lemma 1,
κ ≤ 4δ−βn (nM˜n(δn/2)/4)
−1/2Sn(6)
≤ 4δ−βn
(
(C/8 + o(1))nδn
)−1/2
Sn(6)
= O(1)(logn)−1/2Sn(6)
= Op(1). ✷
Proof of Corollary 1. Let
max
t∈[a+δn/2,b−δn/2]
|F̂ (t)− F (t)| = δβnRn.
The proof of Theorem 1 reveals that Rn = Op(1). By concavity of F̂ , for any t ∈
[a + δn, b− δn] and νn := δn/2,
F̂ (t)− F̂ (t− νn)
νn
≥ F̂ ′(t−) ≥ F̂ ′(t+) ≥
F̂ (t + νn)− F̂ (t)
νn
,
where F̂ ′(t−) and F̂ ′(t+) denote the left- and rightsided derivative of F̂ , respectively.
Moreover, the definition of Rn, concavity of F and Condition III with β > 1 imply that
F̂ (t)− F̂ (t− νn)
νn
≤
F (t)− F (t− νn) + 2δ
β
nRn
νn
≤ F ′(t− νn) + 2δ
β
nRn/νn
≤ F ′(t) + Lνβ−1n + 2δ
β
nRn/νn
= F ′(t) + (21−βL+ 4Rn)ρ
(β−1)/(2β+1)
n .
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Similarly,
F̂ (t+ νn)− F̂ (t)
νn
≥ F ′(t)− (21−βL+ 4Rn)ρ
(β−1)/(2β+1)
n .
Hence we obtain
|F̂ ′(t±)− F ′(t)| ≤ (21−βL+ 4Rn)ρ
(β−1)/(2β+1)
n = Op
(
ρ(β−1)/(2β+1)n
)
. ✷
Proof of Theorem 2. A close inspection of the proof of Theorem 1 reveals that we
only need a surrogate for Lemma 3. Namely let T(1) := T and T(2) := T(3) := T ∪
{s1, . . . , sI}. Let Fˇ(j) be the unique continuous and piecewise linear function with knots
in T(j) ∩
(
min(T(j)),max(T(j))
)
such that Fˇ(j) = F̂(j) on T(j). Then we have to show that
Lemma 3 remains true with (F̂(j), Fˇ(j), T(j)) in place of (F̂ , Fˇ , T ), where Condition (7)
has to be replaced with
Fˇ(j) + λ∆ ∈ F(j) for some λ > 0. (11)
For that purpose we use the same construction of ∆ as in the proof of Lemma 3. In
order to guarantee (11), since Fˇ(j) and ∆ are piecewise linear with Fˇ(j) ∈ F(j), it suffices
to verify the following two conditions:
If j ∈ {1, 3}, then ∆′(t+) ≥ 0 whenever Fˇ ′(j)(t+) = 0. (12)
If j ∈ {2, 3}, then for 1 ≤ i ≤ I , (13)
∆(si)
{
≥ 0 if Fˇ(j)(si) = vi,
≤ 0 if Fˇ(j)(si) = wi.
(14)
Let us start with (12), where j ∈ {1, 3}. Note first that Fˇ ′(j)(t+) > 0 for all t <
max(S), where S = {t : Fˇ ′(j)(t−) > Fˇ ′(j)(t+)}. Now we consider Case Ia as defined in
the proof of Lemma 3. There the function ∆ satisfies ∆′(·+) ≥ 0 on [to,∞), for some
to ∈ S ∩ (c, c+ δ), which entails (12).
In Case Ib, if d1 < ∞ and ∆˜(d1) < 0, then d1 = do belongs to S and ∆′(t+) ≥ 0
for all t ≥ d1. If d1 < ∞ and ∆˜(d1) = 0, then ∆′(t+) ≥ 0 for all t ≥ c1, and
c1 > −∞ entails that c1 ∈ S. Thus (12) is satisfied in case of d1 < ∞. If d1 = ∞
and ∆˜′ < 0, suppose that ∆˜′ < 0 was really necessary. That means, there exists a point
r ∈ (co, c)∩T(j) with (F − Fˇ(j))(r) > −ǫ. Since (F − Fˇ(j))(s) ≤ −ǫ for some s ≥ c, this
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implies that F ′(t+)− Fˇ ′(j)(t+) < 0 for all t ≥ s. But F ′(·+) ≥ 0, so that Fˇ(j)(·+) > 0
everywhere, whence (12) is trivial.
Now consider Case II. If ∆′(t+) < 0 for some t < co, then t is strictly smaller
than some point within S, by construction of ∆. If ∆′(t+) < 0 for some t ≥ do, then
either t < d1 ∈ S, or Fˇ(j) is linear on [do,∞). In the latter case, there exists a point
s ∈ T(j) ∩ (do,∞) such that (F − Fˇ(j))(do) ≥ ǫ > (F − Fˇ(j))(s). This entails that
(F − Fˇ(j))
′(s+) < 0. Hence Fˇ ′(j)(s+) > F
′(s+) ≥ 0, so that Fˇ ′(j)(·+) > 0 everywhere.
As for Condition (13), note that ∆(F−Fˇ(j)) ≥ ǫ∆2 on T(j). In particular, if j ∈ {2, 3},
then ∆(si) < 0 implies that F (si) − Fˇ(j)(si) < 0, i.e. Fˇ(j)(si) > F (si) ≥ vi. Similarly,
∆(si) > 0 entails that Fˇ(j)(si) < wi. ✷
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