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Abstract. In our paper, we introduce a path integral of general functional field in order to build the path
integral formalism in string field theory from the fact that a string field is a functional field, and describe
a method for calculating it in the case of “Gauss-type”. We also obtain the generating functional of an
open bosonic string and the corresponding Feynman diagram.
1 Path integral of a functional field
Only the operator approach [5] has been used in quanti-
zation of string field, but the path integral has not yet.
Feynmans path integral [1] can be applied to quantization
of only point particle field and the Batalin-Vilkovisky for-
malism [8,9] and Polyakovs path integral [4,7] is mathe-
matically equivalent to Feynmans, so it cant be applied
to quantization of string field. It is necessary to introduce
a path integral of a functional field in order to obtain a
generating functional of a string field. A string (or super-
string) is a particle with one-dimensional structure; there-
fore, its field is a functional field [2]. Here well deal with
a general functional field.
Φ[x] ≡ Φ({xµ(σm) | σm ∈ B(M)),(
µ = 0, 1, ..., D − 1;
m = 0, 1, ...,M − 1; M ≤ D
)
(1)
, where D is the dimension of the time-space, M is the
dimension of the surface, σm are the intrinsic coordinates,
and B(M) is a region of the M-dimensional subspace. For
example, ifM = 1, it means the field of a point-particle; if
M = 2, of a string; ifM = 3, of a membrane; ifM = 4, of a
mass. Then, the action of the field becomes the functional
of the functional field.
S[Φ[x]] =
∫
Dx(σ)L(Φ[x]) (2)
, where Dx(σ) is the measure of the path integral and
L(Φ[x]) is the Lagrangian density of the functional field.
Now we define the functional derivative of the func-
tional F [Φ[x]] of the functional field Φ[x] as follows
δF [Φ[x′]]
δΦ[x]
= lim
ε→0
1
ε
{F [Φ[x′] + εδ[x′ − x]]− F [Φ[x]]} (3)
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, where δ[x′−x] is called the δ-functional. Then we’ll intro-
duce the path integral of the functional field Φ[x]. First,
we consider the ordinary path integral as follows
IN =
∫
DΦ(x(σ1), · · · , x(σN ))·
· F [Φ(x(σ1), · · · , x(σN ))]
(4)
, where Φ(x(σ1), · · · , x(σN )) is the ordinary function with
several variables.
Next, if the equation (4) has the meaning when N →
∞ , we call it the path integral of the functional field and
define it as
∫
DΦ[x]F [Φ[x]] ≡ lim
N→∞
∫
DΦ(x(σ1), · · · , x(σN ))·
·F [Φ(x(σ1), · · · , x(σN ))]
(5)
, where the measure of the path integral is defined as
DΦ[x] ≡ lim
N→∞
∏
{x}
dΦ(x(σ1), · · · , x(σN )) (6)
If the functional F [Φ[x]] of the functional field is of
“Gauss-type”, the path integral of the functional field can
be calculated explicitly by using the results known in the
ordinary path integral and the definition (5), i.e.
I[J [x]] =
∫
DΦ[x] exp
{
−
∫
Dx(σ)·
·
(1
2
Φ[x]A[x]Φ[x] + J [x]Φ[x]
)} (7)
, where A[x] is the operator of the functional. First we
calculate IN .
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IN [J [x]] =
∫
DΦ(x(σ1), · · · , x(σN )) exp
{
−
∫ N∏
i=1
dxi
[1
2
Φ(x1, · · · , xN )A(x1, · · · , xN )Φ(x1, · · · , xN )
+ J(x1, · · · , xN )Φ(x1, · · · , xN )
]}
= [detA(x1, · · · , xN )]
− 1
2 exp
{
−
1
2
N∏
i=1
dxidyi
J(x1, · · · , xN )A
−1(x1, · · · , xN ; y1, · · · , yN )
· J(y1, · · · , yN )
}
(8)
, where xi means x(σi), detA(x1, · · · , xN ) is the determi-
nant of the operator A(x1, · · · , xN ) and A
−1(x1, · · · , xN )
is its inverse operator. Then if N → ∞, IN → I[J [x]].
Thus we can get the following result.
I[J [x]] =[detA[x]]−1/2·
exp
{
−
∫
DxDyJ [x]A−1[x, y]J [y]
} (9)
, where A−1[x, y] is the inverse operator of the functional
operator A[x, y]. Also detA[x], the determinant of A, is
calculated into
detA[x(σ)] = exp (tr lnA[x(σ)]) =
∏
j=1
λj(σ) (10)
, where tr means the trace of a operator (i.e. the sum of
diagonal elements) and λj are the eigenvalues of A and
obtained from the eigenvalue equation
A[x(σ)]Φj [x(σ)] = λj(σ)Φj [x(σ)]. (11)
If the functional field is the complex scalar field of Φ and
Φ∗, the above procedure leads to the following result.
I[J, J∗] =
∫
DΦ[x]DΦ∗[x] exp
{
−
∫
Dx(σ)
(Φ∗[x]A[x]Φ[x] + J∗[x]Φ[x] + Φ∗[x]J [x])
}
= (detA[x])
−1
exp
{∫
DxDyJ∗[x]A−1[x, y]J [y]
}
(12)
Then, we introduce a path integral of an anticommutative
functional field (Grasman functional field). The anticom-
mutative functional field is defined as following.
Ψ [x(σ)] ≡Ψ({xµ(σm) | σm ∈ B(M)}),(
µ = 0, 1, ..., D − 1;
m = 0, 1, ...,M − 1; M ≤ D
)
(13)
, where the symbols mean the same as in (1). The func-
tional of an anticommutative field yields the anticommu-
tative number. So Ψ is the generator of Grasman algebra.
Now we’ll define the integral of a functional F [Ψ ] over Ψ
as in the definition (5).
∫
DΨ [x]DΨ+[x]F [Ψ [x], Ψ+[x]] ≡
lim
N→∞
∫
DΨ(x1, · · · , xN )DΨ
+(x1, · · · , xN )
· F [Ψ(x1, · · · , xN ), Ψ
+(x1, · · · , xN )]
(14)
The integral measures in the definition (14) can be
written like in (6) and the same procedures as we got the
expression (9) enable us to obtain the following result if
the functional F [Ψ ] is of “Gauss-type”.
I[JΨ [x],J
+
Ψ [x]] =
∫
DΨ [x]DΨ+[x] exp
{
−
∫
Dx(σ)
(Ψ+[x]A[x]Ψ [x] + J+[x]Ψ [x] + Ψ+[x]JΨ [x])
}
= (detA[x])−1 exp
{
−
∫
DxDy
J+Ψ [x]A
−1[x, y]JΨ [y])
} (15)
, where the sources JΨ and J
+
Ψ are the anticommutative
quantities (Grasman elements), too.
2 The generating functional of a string field
Now then from the above preparation, we can write the
generating functional of the string field theory with the
form of the path integral. For simplicity, we’ll consider
the boson open string. Its Lagrangian in the light-cone
gauge is as the following[2,3].
L =L0 + LI
L0 =
∫ ∞
0
dp+
∫
Dx⊥(σ)Φ
∗
p+ [x](i
∂
∂τ
−H)Φp+ [x]
LI =
g
2
∫ 3∏
i=1
dp+i√
2p+i
Dxi⊥(σi)δ(p
+
3 − p
+
1 − p
+
2 )
· Φ∗
p+
1
[x1]Φ
∗
p+
2
[x2]Φp+
3
[x3]δ[x1, x2, x3] + h.c.
(16)
, where x⊥ is the transverse component of the vector x
and note δ[x1, x2, x3] is
δ[x1, x2, x3] ≡
∏
{σ3}
δ[x3⊥(σ3)− x1⊥(σ1)θ1 − x2⊥(σ2)θ2]
θ1 = θ(pi|α1| − σ3), θ2 = θ(σ3 − pi|α1|)
α = 2p+, αi = 2p
+
i , 0 < σi < pi|αi|
(17)
In (16), Hamiltonian H is as following[2].
H =
α
2
pi2
∫ piα
0
dσ
(
−
δ2
δx2⊥(σ)
+ (
x
′
⊥
2pi
)2
)
(18)
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Then the generating functional of the boson string field
becomes
Z[J [x], J∗[x]] =
∫
DΦ[x]DΦ∗[x] exp
{
iS[Φ,Φ∗]
+ i
∫
Dx(σ)(J∗Φ+ Φ∗J)
} (19)
This integral is the path integral of the functional field
defined above. The generating functional of the free field
is equal to the following.
Z0[J [x], J
∗[x]] =
∫
DΦ[x]DΦ∗[x] exp
{
iS0[Φ,Φ
∗]
+ i
∫
Dx(σ)(J∗Φ+ Φ∗J)
}
=
∫
DΦ[x]DΦ∗[x] exp
{
i
∫
dτ
∫ ∞
0
dp+
∫
Dx⊥Φ
∗
p+ [x](i
∂
∂τ
−H)Φp+ [x]
} (20)
This is the path integral of “Gauss-type” and so it can
be calculated into the following from the equation (12).
Z0[J, J
∗] =N0 exp
{
i
∫
dτdτ ′
∫ ∞
0
dp+dp′+
∫
Dx⊥Dx
′
⊥(σ)Jp+(τ, [x⊥])
·G0(τ, p
+, [x⊥] | τ
′, p′+, [x′⊥])
· Jp+(τ
′, [x′⊥])
(21)
, where
N0 =
[
det(i
∂
∂τ
−H)
]−1
(22)
, whereas G0 is Green function of the operator
(
i ∂∂τ −H
)
,
i.e.
G0[x,x
′] ≡ G0(τ, p
+, [x⊥] | τ
′, p′+, [x′⊥])
= iθ(τ − τ ′)δ(p+ − p′+)B−1 exp
{
i
∫ piα
0
dσ
piα∫ piα
0
dσ′
piα
xi⊥(σ)Aij(σ, τ ;σ
′, τ ′)xj⊥
}
(i, j = 1, 2)
(23)
, where
x1⊥(σ) = x⊥(σ)
x2⊥(σ) = x
′
⊥(σ)
B =
∞∏
n=0
( i sin nτα
n
)D−2
2
Aij(σ, τ ;σ
′, τ ′) =
∞∑
n=0
n

 cot
nτ
α
sin−1
nτ
α
sin−1
nτ
α
cot
nτ
α


cos
nσ
α
cos
nσ′
α
(24)
Also, the whole generating functional can be calculated
by means of perturbation method. From (19),
Z[J, J∗] =
∫
DΦ[x]DΦ∗[x] exp
{
i(S0[Φ,Φ
∗] + SI [Φ,Φ
∗])
+ i
∫
Dx(σ)(J∗[x]Φ[x] + Φ∗[x]J [x])
}
= exp
{
iSI [
1
i
δ
δJ [x]
,
1
i
δ
δJ∗[x]
]
}
Z0[J, J
∗]
Rewrite this, i.e.
Z[J, J∗] = exp
{
i
∫
dτ
g
2
∫ 3∏
i=1
dp+i√
2p+i
Dxi⊥(σ)
}
· δ(p+3 − p
+
1 − p
+
2 )δ[x1, x2, x3])
(1
i
δ
δJp+
1
[x1]
,
1
i
δ
δJp+
2
[x2]
1
i
δ
δJp+
3
[x3]
+ h.c.
)
Z0[J, J
∗]
(25)
From (25), we can get the essential quantities (Green
function, S-matrix, and so on) of the string field theory.
Then we can obtain the Feynman diagram in the time-
space. For example, the perturbation series of Green func-
tion of one string can be represented with Feynman dia-
gram as
=)( 21
)1(
xxG  
1x 2x
+ 
+ 
+ 
+ …… + 
Fig. 1. Feynman Diagram of perturbation series of Green func-
tion of one string
Conclusion
We introduced a functional integral and a functional deriva-
tive of a general functional field and described the eigen-
values of a functional operator and the method to calcu-
late the path integral of the general functional field if it
is of “Gauss-type. We also obtained the generating func-
tional of an open bosonic string field on light cone gauge
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and calculated the Green function of the free string field,
so it is possible to get several necessary quantities of the
string field as well as the Green function and the Feynman
diagram in space-time.
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