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We present a solution of the matrix equation Ak = -2 + J, where A is a 
(0, 1)-matrix. 
1. INTRODUCTION 
The problem we consider in this paper is a generalization of the so-called 
Friendship Theorem. This theorem states that, in a party of n persons, if 
every pair of persons has exactly one common friend, then there is someone 
in the party who is everyone else’s friend. The problem is equivalent to 
finding a graph G on n points PI , P2 ,..., Pn (without loops or multiple edges) 
such that for every pair Pi , Pj (i +.j) there is exactly one k such that (Pi , PJ 
and (Pk , PJ are edges of G. The solution consists of a number of triangles 
which have a common vertex (the mutual friend). Several proofs of this 
theorem are known. For a proof using matrices we refer to [2]. 
The following generalization was proposed as a problem by A. J. Hoffman 
(private communication). Let G = (F, E) be a directed graph (without loops) 
on the vertex set I’ := iPI, P2 ,..., Pn}. In our definition it is possible that 
both (P, Q) and (Q, P) are edges of the graph. A path of length k between 
vertices PT and Ps is a sequence QO = Pr , QI , Qz ,..., Qk = Ps such that 
(Qiwl , Qi) E E for i = 1, 2 ,..., k. It is not required that the Q7: are distinct. 
The question is to determine graphs for which every ordered pair P?, Ps 
(r # s) has a unique path of length 3 joining PT to Ps and no point has a path 
of length 3 to itself. In this paper we generalize further by replacing 3 in the 
question by k (k 2 2). First we give a trivial example. Let r := {P, Q}, 
E := {(P, Q), (Q, P)]. This graph is shown in Fig. I. We shall call it a 
“fish.” For n = 2, k odd, the fish is the solution to the problem stated above. 
In this paper we shall show that the problem does not have a solution if k 
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FIGURE 1 
is even and we shall provide a solution for every odd k and every n which is 
feasible (see (2.4) and Sect. 4). For k = 3 and n = 9 the solution is essentially 
unique (see Sect. 3). For the solution which we give we also show that the 
graphs have a dihedral group as group of automorphisms. A number of 
interesting questions remain open. Let A be the adjacemy matrix of G 
defined by 
aij = I, if (PC , Pj) IZ E, 
Z 0, otherwise. 
(1.~1 
Clearly the problem we are interested in amounts to finding (0, l)-matrices 
satisfying 
Ak=-I+J cj a 
(where J is the matrix of ones). 
A second solution to this problem (using Hall polynomials) and the more 
general equation 
Ak=dI+AJ (1.3) 
will be discussed by the first author in another paper [I]. 
2. THE EQUATION Ak = -1 -I- J 
If we multiply both sides of (I .2) on the left resp. on the right by A we find 
Ak+l= -A+AJ= -A+ JA. (2.1) 
Equation (2.1) implies that 
AJ = JA = cJ, Gw 
where c is an integer, i.e., A has constant row and column sums c. The graph 
G has indegree and outdegree c in each vertex. 
We now multiply both sides of (1.2) by J. Using (2.2) we find 
i.e., 
A7cJ = ckJ = (n - I) J, (2.3) 
n = ck + 1. (2.4) 
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Hence condition (2.4) is a necessary condition on n for the existence of a 
solution to our problem. 
Let us consider the special case k = 3. Then n = c3 + 1. The eigenvalues 
of -1+ J are c3 with multiplicity 1 and - 1 with multiplicity n - 1. We 
know from (2.2) that A has eigenvalue c. Therefore the remaining eigen- 
values of A are 
p := + + ;i(31iz) (say with multiplicity a), 
p := 4 - +j(31/2 ) (say with multiplicity b), 
--I (with multiplicity FZ - 1 - u - b). 
Since trA = 0 we must have a = b = +(c3 - c). 
It follows that 
trAz = c2 + ff(p2 + j2) + (c3 - 2ff) = cz + c. 
LEMMA 1. The gruph G on c3 + 1 points with incidence matrix A satisfying 
A3 = -I+ J contains +(c2 + c)$shes. The fishes are disjoint and they have 
no edges between them. 
Proof Since A3 is a (0, l)-matrix there can only be O’s and l’s on the 
diagonal of A2. By (2.5) there are exactly c2 + c ones on the diagonal of A2. 
If the ith element on the diagonal of AZ is 1 then there is aj such that (Pi , Pi) 
and (Pj, Pt) are edges of G. Therefore Pi and Pj , form a fish and the jth 
element on the diagonal of A2 is also 1. This proves the first assertion. 
The second assertion is obvious. If the pair Q1 , Qz forms a fish and the pair 
Q8 , Q* forms a fish then (Q1 , Q3) +! E because otherwise Q1 , Qs, Qh , Qz and 
Q1 , Q2, Q1 , Qa would be two paths of length 3 from Q1 to Qs . 1 
THEOREM 1. For k even Eq. (1.2) does not haue a solution. 
ProojI Let k = 2Z. Assume that A is a solution to (1.2). Then AZ is also 
a (0, l)-matrix and it satisfies (Az)2 = -1+ J. So it is sufficient to show 
that (1.2) has no solution for k = 2. By (2.4) a solution of (1.2) for k = 2 
would have order PZ = c2 + 1. The eigenvalues of A then are c with multi- 
plicity 1, and i and -i with equal multiplicities. This implies trA = c, a 
contradiction. 1 
3. THE CASE k = 3, n = 9 
Before giving a general solution to (1.2) we consider the case k = 3, 72 = 9, 
i.e., c = 2. By Lemma 1 there are 3 disjoint fishes in the graph G. Each of 
the six vertices of the fishes has one more edge coming in and one more 
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coming out. Again by Lemma 1 these 12 edges all have one of the remaining 
three vertices as endpoints. Since the total valency of these three vertices is 
12, it follows that there are no edges between these three vertices. Hence 
each of these vertices must be joined to each of the fishes and therefore these 
points can be matched to the fishes by the rule: R belongs to fish P, Q if R 
is joined to P and Q. By (1.2) we also know that either (P, R) and (Q, R) are 
both in E or (R, P) and (R, Q) are both in E. Since the property we are 
interested in does not change if all directions are reversed, we have w.1.o.g. 
necessarily a subgraph of G as in Fig. 2. Since w.1.o.g. (RI , PJ and (RI , QJ 
are edges: it follows that the direction of {R2 , P& and {R2 , Q2} are (P2 , R2), 
(Qs , RJ. Therefore the graph must be as in Fig. 3. 
p3 Q2 
FIGURE 2 
p3 Q2 
FIGURE 3 
This graph indeed has the required property. By considering the numbering 
PI, P!z, P3, Ql, Q2, Q3, RI, &, & we find 
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A9 = 
0 r I 
=I 0 I, 
t 1 c c2 0 
I 
! 
where C is the matrix of the permutation {l, 2, 3} + {2, 3, l}. Our general 
solution to (1.2) will have a similar form. 
From Fig. 3 we immediately see that the cyclic group of order 3 acts as a 
group of automorphisms of G. We also see that 
is an automorphism of G. Hence the dihedral group of order 6 is the group of 
automorphisms of G since G obviously has no other automorphisms (the 
subset of fishes is fixed as a set). Again this example is typical for the general 
situation. 
4. A SOLUTION OF Ak = -I+J (k ODD) 
We shall now show that a solution to (1.2) can be obtained in an extremely 
simple way. Let n = 19 + 1. The matrix A of order n has as its first row 
(0, 1, l,..., 1, 0, 0 ,..., 0) where there are c ones after the initial 0. Subsequent 
rows of A are obtained by shifting c positions to the left at each step. We 
claim that A satisfies (1.2). To show this we use a different representation. 
Consider the integers mod n. The permutation x + -CX + v of this set 
is described by the permutation matrix P,, of order IZ with 
1 
1 
“’ ‘= 0 
if j = v - ci (mod n), 
otherwise 
(o < i < I7 - 1,o <j < VI - 1). 
(4.1) 
The matrix A described above is 
A:= iPv. 
, 
(4.21 
!d=l 
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Therefore AR is the sum of all the matrices 
P e~,a~,...,r&! := PulPtiz *.. P*k, 
where (aI , az ,..., c+J runs through the set {l, 2 ,..., cjk. 
The ma-k Psi+, , , , , ,%a is a permutation matrix corresponding to the permu- 
tation 
(4.3) 
THEOREM 2. The matrix A dejked in (4.2) satis-es (1.2). 
ProojI To prove the theorem we consider the permutation in (4.3). Note 
that (-c)~ = 1 (mod n) by (2.4). 
If (czI , az ,..., c+,J E {l, 2 ,..., elk then 
(which is obtained by letting the Us alternate between 1 and c), Furthermore 
we find in the same way 
It follows that 
& a$ -c)~~-~ = +$ /z$( -c)~-~ (mod n) 
implies that the two sums are equal which is possible only if (aI ,..., +) = 
& ,**-, /&). Therefore if (aI ,..., ak) runs through {l, 2,.*., cjk the permutations 
(4.3) form the set of permutations x + x + y (1 < y < n). This proves the 
theorem. 1 
THEOREM 3. The dihedral group of order 2(c + 1) is a group of auto- 
morphisms of the graph G defined by the incidence matrix (4.2). 
PPOO$ (i) In x -+ -CX + v which defines PV substitute x = y + 
A(@ + l)/[c + 1). The result is the permutation y -+ -cy + v. Hence for 
A = 0, 1, 2 ,..., c we find a permutation which leaves A invariant. These 
substitutions form a cyclic group of order c. 
(ii) In the same way we find that the substitution 
x = I - y -j- A (ck + l)/(c + I) 
maps Pv to the permutation y -+ -cy + (c + 1 - V) and therefore leaves 
A invariant. Together with (i) we have a dihedral group acting on G. g 
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FVe have not been able to show uniqueness of the graph G or to show that 
the group of Theorem 3 is the full automorphism group for G except in the 
case k = 3, n = 9 treated in Section 3. 
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