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Typically, inverse imaging problems deal with the reconstruction of images from the sensor
measurements where sensors can take form of any imaging modality like camera, radar, hyperspectral or medical imaging systems. In an ideal scenario, we can reconstruct the images via applying
an inversion procedure from these sensors’ measurements, but practical applications have several
challenges: the measurement acquisition process is heavily corrupted by the noise, the forward
model is not exactly known, and non-linearities or unknown physics of the data acquisition play
roles. Hence, perfect inverse function is not exactly known for immaculate image reconstruction.
To this end, in this dissertation, I propose an automatic sensing and reconstruction scheme based on
deep learning within the compressive sensing (CS) framework to solve the computational imaging
problems. Here, I develop a data-driven approach to learn both the measurement matrix and the
inverse reconstruction scheme for a given class of signals, such as images. This approach paves the
way for end-to-end learning and reconstruction of signals with the aid of cascaded fully connected
and multistage convolutional layers with a weighted loss function in an adversarial learning frame-

work. I also propose to extend our analysis to introduce data driven models to directly classify from
compressed measurements through joint reconstruction and classification. I develop constrained
measurement learning framework and demonstrate higher performance of the proposed approach in
the field of typical image reconstruction and hyperspectral image classification tasks. Finally, I also
propose a single data driven network that can take and reconstruct images at multiple rates of signal
acquisition. In summary, this dissertation proposes novel methods on the data driven measurement
acquisition for sparse signal reconstruction and classification, learning measurements for given
constraints underlying the requirement of the hardware for different applications, and producing a
common data driven platform for learning measurements to reconstruct signals at multiple rates.
This dissertation opens the path to the learned sensing systems. The future research can use these
proposed data driven approaches as the pivotal factors to accomplish task-specific smart sensors in
several real-world applications.

Key words: Measurement matrix design, deep learning, compressive sensing, learning sparse
representation, convolutional neural networks, inverse problem.
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CHAPTER I
INTRODUCTION

Sensing systems help us to perceive information of the world around us. The data acquired
through different sensing modalities like camera to capture scene, radar to detect target, or a magnetic resonance imaging (MRI) to form a brain image reveal the importance of sensors applications
in our daily lives. To capture meaningful information, conventionally, a data acquisition and a
processing pipeline is employed, which includes utilities to sense, reconstruct, and infer the given
signals of interest. Typically, firstly, we use the sensor platform to acquire the measurements from
the environment. Then, using these measurements in the processing pipeline, one can reconstruct
the signal of our interest to infer task-dependent information. The process of reconstructing the
signals from the measurements is a type of inverse process. One can think the overall pipeline as a
concatenation of individual blocks where actions performed in each aforementioned step is independent of one another. Conventional approaches optimizes each block separately in the pipeline.
For example, conventional data acquisition is based on Nyquist rate or compressed sensing applies
a random measurement process, independent of how these data will be utilized in subsequent steps.
Though these approaches establish a state-of-the-art podium to sense, reconstruct, and infer taskdependent action, it generate data exponentially, which has increased power, storage, processing,
and communication demands on today’s data acquisition and sensing systems. In addition, conven-
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tional processing pipeline is not task dependent whether the task is reconstruction, classification
or detection, the same pipeline is applied. So, the main challenge is to develop an efficient pipeline
that can reduce the computational overload for data acquisition to give us a better framework for
capturing actionable information in a task-dependent environment.
This study aims to modify the classical sensing and signal processing (SP) entities by jointly
optimizing each block in the processing pipeline with the aid of a data-driven learning framework
to build a more efficient pipeline for task-specific applications. Instead of deriving the generalized
set of measurements for any applications, I turn my focus to obtain measurements in an optimal
manner that can recognize the specific task and also subtle to the changes in the environment to
deliver the better quality of output in the end of the processing pipeline. Classical sensing and
SP utilize prior information on the domain they are operating to achieve and build more robust
pipeline for performing task-dependent actions. Existing SP models exploit the data acquisition
model, physics of the sensing, and sensor constraints to incorporate a prior knowledge in the
processing pipeline to achieve the state-of-the-art performance measures throughout the pipeline.
However, in many applications these prior information might not be available. Moreover, classical
computational imaging based on sparse reconstruction suffers from high computational complexity.
To avoid these limitations, I also concentrate to build a processing pipeline that can lead into a
better task-dependent output with the much less prior assumptions and computational complexity.
By formulating such an efficient data-driven pipeline, one can transform the way to build sensor in
a new way to open up a new horizon for sensing and processing in a variety of applications.

2

1.1

Sensing and Reconstruction Pipeline
Every imaging modality follows the common footprint of maintaining a sensing and reconstruc-

tion pipeline from image acquisition in a given sensing platform to reconstruction for using them in
different applications. Such process can be realized in the general block diagram of incorporating
these pipelines in Figure 1.1. For a given imaging modality, first the scene or object should be

Figure 1.1: General Block Diagram for sensing and reconstruction pipeline.

sensed and corresponding data should be acquired. The main purpose of the sensing block is to
incorporate the effect of sensor platform by giving sampled or encoded version of the image based
on the physics of the sensor. In other way, we can say that the main job of the sensing part is to
collect or record the sample to represent the signal to the reconstruction part based on the sampling
acquisition strategy of the given sensor. For example, the sampling strategy for camera and MRI
will be different because of the difference in the physics of these two imaging modalities. The
reconstruction block will take the sampled or encoded version of given image and will produce a
suitable form of the image as an output. After reconstruction, one can use the images for different
applications in the domain of various object reconstruction, detection, and classification problems.
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In short, the sensing part will give us measurements while reconstruction part will reconstruct the
image from the measurements while performing the inversion of the previous stage. Therefore,
the operation of the sensing and reconstruction pipeline of any imaging modality mainly performs
measurement acquisition process [sensing block] and inversion scheme [reconstruction block] to
reconstruct the given image in a suitable manner to use this for inference on various applications
such as detection, estimation, or classification.

1.1.1

Measurement Acquisition Process

Typically, one can define the measurements as the combinations of sensor’s recordings in a
linear/non-linear manner or select sensors according to the application at our hand. From the
Figure 1.1, we see that the sensor acquires the measurements from the scene. The question arises
that how should we acquire the measurements from the sensors to recover the signals accurately
for the reconstruction pipeline? What should be the optimal measurements for a specific task? To
answer these questions and reconstruct the signal accurately, current signal processing literature
tells us how we can acquire the measurement is two possible ways: Nyquist based classical signal
sampling and compressed sensing based data acquisition.

1.1.1.1

Nyquist Sampling Based Classical Data Acquisition

Classical data acquisition mainly deals with the measurements’ rate capacity of the sensor. It
assumes a band-limited signal and utilizes the rate at which the measurement should be collected
to ensure the perfect reconstruction of the signal at the end of the reconstruction pipeline. The
condition that tells the minimum measurement rate is required to reconstruct the signal perfectly is
known as the Nyquist theorem [75]. According to this theory, the measurements must be obtained
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at least the twice the rate of the highest significant frequnect content in original signal to ensure
the perfect reconstruction of the signal from the measurements. The main benefits of adopting the
Nyquist-based approach that this helps to digitize the measurement acquisition process through an
uniform sampling strategy. Although the theoretical guarantees of this approach make the pipeline
robust, the sampling approach adopted by Nyquist theorem results in very high budget for many
applications [122]. For example, in case of an image, it will require higher number of measurements
based on the increasing number of sensors and demand for higher image resolution creates deluge of
data thereby putting burden on both hardware and software aspects of the given sensing modality.
In addition, this approach requires a higher number of measurements when higher number of
sensors are used in an array. Due to this limitation, utilizing Nyquist based acquisition creates
challenges for several applications like wireless sensor estimation, image compression etc. where
the number of measurements is a direct cost for time, communication bandwidth etc. Now the
question arises that can we get an accurate reconstruction of signals using less measurements than
the Nyquist rate under some assumptions? The answer of this question is given by the compressed
sensing (CS) [22, 24, 35] approach.

1.1.1.2

Compressed Sensing

Compressed Sensing (CS) revolutionizes the sensing paradigm in real-time applications. As
the name implies, the main purpose of CS is to reconstruct signals from a lower number of
measurements than the typical Nyquist rate under the assumption of sparsity of signals on a known
basis. The CS framework includes two main stages to perform the sensing and reconstruction
process to get the final reconstructed version of the given signal.This framework [22, 24, 35]
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enables theoretical guarantees for sparse signal reconstruction. The sensing of the given signal
in CS framework mainly relies on two fundamental speculations; namely, sparsity and incoherent
sampling. The sparsity condition means that the given signal of interest must be sparse in some
domain. This is built on the assumption that we can express a signal x ∈ 𝑅 𝑁×1 as a linear
combination of 𝐾 columns from an exactly known basis 𝚿 ∈ 𝑅 𝑁×𝑁 as x = 𝚿s, where ksk0 = 𝐾 and
𝐾  𝑁. CS suggests to acquire measurements via linear projection i.e. y = 𝚽x, with y ∈ 𝑅 𝑀×1
and 𝑀  𝑁, and the projection operation in known as measurement matrix (MM) 𝚽 ∈ 𝑅 𝑀×𝑁 .
However, 𝚽 is not full rank [𝑀  𝑁] due to different challenges like noise, the unknown forward
model, channel non-linearities or unknown physics of the data acquisition; therefore, we will
have infinite number of signals x’s that can give same measurement y. Hence, we will have
loss of information in general. We need to solve an ill-posed inverse problem to reconstruct a
sparse signal constraint to the acquired measurements in the reconstruction stage in the pipeline
in Figure 1.1. Since, we are interested on 𝐾 sparse signals; therefore, the interest dimension of 𝚽
will be in 𝑅 𝑀×𝐾 . The typical study in CS domain works around to design 𝚽 to make all possible
combinations of 𝑀 × 𝐾 sub-matrices close to full rank. There are multiple number of sparse
signals x can generate same measurement y; hence, 𝑀 × 2𝐾 sub-matrices are needed to get the
full rank of 𝚽 to solve this ambiguity. CS framework provides a theoretical solution [22, 24, 35]
that we can reconstruct the signal from this sub full rank matrices under the restricted isometric
property (RIP) such that we can preserve information of 𝐾-sparse signals. However, this process
of selecting these sub-metrices is still NP-combinatorial problem [10,22,24]; hence, it is infeasible
to design 𝚽 for signal reconstruction case. To avoid this, CS suggests to acquire random linear
projections of the signal as y = 𝚽x, while entries of 𝚽 can be selected from Gaussian and Bernoulli
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distributions randomly [47, 68]. Here, the projection matrix 𝚽 is not a full rank matrix, but we can
recover the signal x without loss with measurements 𝑀 in the order of 𝑂 (𝐾 log(𝑁/𝐾)). The main
benefit of using the random MM 𝚽 is that we can utilize the RIP property with a high probability;
therefore, we will have a great chance that our selected 𝑀 × 2𝐾 sub-matrices can be full rank. CS
frameworks imply that due to this high probability of keeping the RIP property, there is a high
chance that sparse signal space would not distorted thus we will have stable embedding of the
sparse representation of the given signal. Since, with high probability of the sparse signal is not
disturbed by the random projection; therefore, state-of-the-art CS approaches focus to utilized the
geometry behind the sparse/compressed version of the given signal x. Now the question arises that
can one reconstruct signals based on this random projection of measurements 𝚽 for any domain
of sparse signal representation? This question is solved by the universality property of the random
MM [10, 22, 24]. This property implies that the sparsity of the given signal is not perturbed for any
basis if we generate measurements based on the random projection. For example, for a 𝐾−sparse
signal s with a basis 𝚿, the signal can be x can be written as:
x = 𝚿s

(1.1)

Hence, the measurement can be expressed as:
y = 𝚽x = 𝚽𝚿s = As

(1.2)

Here, 𝐴 = 𝚽𝚿 is sparsity dictionary that relates the measurements to the sparse vector s. Due
to random nature of MM, they are regards as universal. Sparsity basis such as discrete cosine
transform (DCT), wavelets can be used for images. Other basis can be utilized for different types of
signal classes. The question still remains that how we are getting back to x from the measurement
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y? CS framework seeks to find the answer to this question by applying several CS signal recovery
schemes.

1.1.2

CS Based Signal Recovery

To recover the sparse signal x given y = 𝚽x, CS framework looks for the null space of 𝚽 that
can closely represent the sparse signal x correspondence to some heuristics or criterion [10] as

b
x = arg min 𝑆𝑜𝑚𝑒𝐻𝑒𝑢𝑟𝑖𝑠𝑡𝑖𝑐𝑠
y=𝚽x

(1.3)

A general approach is to minimize the objective function in eq. (1.3) via taking ℓ2 norm the
given signal x i.e. b
x = arg miny=𝚽x kxk2 , thus getting a least square estimate of the solution
as b
x = (A𝑇 A) −1 A𝑇 y where A = 𝚽𝚿. Due to the one-shot and explicit solution nature of this
approach, it is very fast to give us the estimate of the approximate sparse signal under moderate
signal dimensions. Nevertheless, the estimation will not be accurate because ℓ2 minimization does
not guarantee sparse solution thereby null space of A may rotate or translate to some wrong location
to give a non-sparse estimate b
x.
This approach modifies the objective function as b
x = arg miny=𝚽x kxk0 based on the number of
non-zero entries in the sparse signal. By adopting this approach, we are directly minimizing the
sparsity of a signal and hence we can reconstruct the sparse signal of dimension 𝐾. This approach
provides the sparsest solution to the estimate of the objective function in eq. (1.3). If the assumption
is that the signal is sparse, the ℓ0 constraint provides the correct version of the estimate, however,
the process of finding the solution is combinatorial and NP−complete. Hence, this approach would
be very slow in real-time applications and not practical even for moderate sized signals.
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The ℓ1 version of the constraint tries to minimize the ℓ1 norm in eq. (1.3) asb
x = arg miny=𝚽x kxk1 .
CS literature shows that solving this ℓ1 constraint optimization finds the minimum ℓ1 solution, such
that a sparse solution is achieved with the highest probability when the measurements are in order of 𝑂 (𝐾𝑙𝑜𝑔(𝑁/𝐾)) [22]. Since, the estimates found to be appropriate and we are solving ℓ1
minimization, it is an instance of linear programming optimization; therefore, this approach will
yield globally optimum and faster solution than the ℓ0 method does. Now the issue is how can one
perform this optimization efficiently to recover the signal in cases where the original signal is with
the effect of noise or not? Different CS frameworks use different ways to optimize and achieve
their solution. Their main contributions can be divided into two main categories; namely, convex
optimization and iterative approaches.

1.1.2.1

Convex Optimization Based Approaches

Convex optimization-based approaches mainly aim to obtain a sparse solution via formulating
the ℓ1 - norm minimization as the linear programming optimization cases. The category of these
approaches are applicable on both noisy and noise-free signals. The ℓ1 based approach in eq. (1.3)
is widely known as basis pursuit that can solve both cases. Typically, in noiseless case, we solve
ksk1 s.t. y = Ax. Another approach, which is in [54] known as Fixed-Point Continuation (FPC),
uses a simple but alternate version convex optimization to solve ℓ1 minimization. This alternate
version uses a soft thresholding via iteration and chooses a step continuously such that we can
trace the path of the solution continuously with a rising sequence for the iterative process to
convergence. This way it can accelerate to find the sparse solution in a much quicker time than the
Basis pursuit method. In another notable approach, Bregman iteration is introduced in [137], where
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a Lagrangian relaxation method with unconstrained conditions is used to achieve exact solution
with a finite number of iterations. By tuning the relaxation penalty parameters, we can still get a
fast and more accurate solution than the typical linear programming optimization. Although all
of these methods provide exact and faster solution, they work well in the noiseless cases of sparse
signal reconstruction. To obtain solutions in noisy cases, a variety state-of-the-art approaches have
been developed. In case of the noisy signals with a noise constant of 𝜂, our acquired measurements
becomes y = 𝚽x + 𝜂; therefore, constraint of y = 𝚽x in eq. (1.3) will not be applicable. In this
scenario, the basis pursuit takes the following form of optimization, which is known as basis pursuit
denoising (BPDN) approach :
1
min ky − 𝚽xk22 + 𝜆kxk1
x 2

(1.4)

Here 𝜆 is a hyperparameter used to control the amount of sparsity and fit of reconstruction
to the measurements, which gives the form of least absolute shrinkage and selection operator
(LASSO) regression. This formulation is also an form of convex optimization with polynomial
time complexity. Another method in [5] introduces alternative form of optimization to find the
sparse solution amid the noisy observation as:
arg min
x

kxk1

subject to

ky − 𝚽xk22 ≤ 𝜖
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(1.5)

It implies to obtain the sparse solution within the constraint of ℓ2 error of 𝜖 for the measurements.
The optimization problem in eq. (1.5) can also be solved in polynomial time. Another polynomial
time approach is introduced in [23] to solve the following convex optimization problem:
arg min
x

kxk1

subject to

p
k𝚽∗ (y − 𝚽x)k∞ ≤ (1 + 𝜆−1 ) 2 log 𝑛.𝜎

(1.6)

Instead of minimizing the residual directly, this method tries to estimate the solution x from the
measurement corrupted with Gaussian noise distribution with zero mean and 𝜎 2 variance for 𝑛
number of samples. The solution of this optimization problem is known as Dantzig selector.
Another notable convex optimization approach for sparse signal reconstruction was developed
in [45] where the authors proposed gradient projection to solve the the optimization problem in
eq. (1.4). This approach reformulates the line search parameters and finds success for a wide range
of compressed sensing applications.
Although convex optimization provides global minimum solutions, they are in general computationally very complex and faster greedy solution are developed with sub-optimal performance.

1.1.2.2

Greedy Approaches

Greedy approaches utilize the fact the our measurements y can be decomposed as the sum of
the 𝐾 columns from the dictionary where the approaches try to select these 𝐾 columns sequentially
according to the contribution to collect the y. The first notable contribution on this regard is the
matching pursuit algorithm proposed in [89]. The idea is to compute the projection of measurement
y with each 𝑖-th column of dictionary A, i.e., x𝑖 =< y, A𝑖 > and select the 𝐾 columns greedily
based on the maximum value of the projection upon the convergence of the updated measurement
11
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residue y = y − A𝑖 x𝑖 . The application of this approach found to be successful for several signal
domains [15,52,127]. The performance of the approach is not high and it could be computationally
high.
To get higher performance and make the process more faster, orthogonal matching pursuit
was developed in [117, 118] where a sufficient condition for the recovery of a 𝐾-sparse signal
using orthogonal matching pursuit (OMP) in terms of the mutual coherence of system A = 𝚽𝚿 is
provided as
𝜇(A) ≤

1
,
2𝐾 − 1

(1.7)

where the mutual coherence 𝜇(A) is defined as

𝜇(A) = max
𝑘≠𝑙

|a𝑇𝑘 a𝑙 |
ka 𝑘 k2 ka𝑙 k2

,

(1.8)

representing the worst case coherence between any two columns of A. There is not much difference
between normal and orthogonal matching pursuit algorithms except at each iteration, we need to
remove each selected column of the dictionary A𝑖 and making the remaining 𝐾 − 1 columns of the
dictionary orthogonal. Hence, we need only 𝐾 iterations for the convergence. However, OMP does
not give any theoretical guarantee for performing a globally optimal solution and in large scale
applications it is also computationally expensive.
To overcome the limitation in terms of computational and theoretical guarantees, several variants
of OMPs are found on the basis of the works in [16, 37, 102]. The work in [37] introduces the
concept of stage-wise OMP (StOMP) to make the computation of selecting each column from the
dictionary more faster by allowing a fixed number of stages to select the approximations of sparse
0

signals from the residue of error estimate y . The work in [102] provides theoretical guarantees
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with faster sensed signal reconstruction with minimal computational requirements by showing the
uniform performance in reconstruction depending on the dimension of MM and sparsity basis, but
not on the non-zero entries in the sparse signal. Another notable contribution in greedy based
sparse signal reconstruction is seen in [16] where it introduces the concept of a proxy operator to
iteratively generate the sparse signal at each stage while learning the residual error at each stage.
Like these stage-wise cases, another notable greedy approach is proposed in [18], where the authors
tried to divide the problems into smaller sub-problems to get the global solution via combining
dual decomposition and Lagrangian multiplier optimization. It turned out that finding approximate
solutions via such optimization is equivalent to find the ℓ1 -norm minimization based solution as
shown in [137] and found to be successful on ample signal processing applications.
Nonetheless, all these approaches still require a large number of iterations, additional parameters
to be determined, and the help of iterative solvers leading to high computational cost for some
notable applications in CS domain.

1.1.2.3

Manifold Based Approaches

Another notable approach is to reconstruct the images from the sensor measurements is to
learn the low dimensional approximation of the high dimensional signals, which is known as
Manifold learning [11, 14, 105, 116, 145]. The main task here is to learn the mapping from the
sensor to the image domain via the manifold projection. It is one form of dimensionality reduction
methods where it is heavily used because of its non-linearity, computational ease, and geometric
interpretation. The first application of manifold learning for high dimensional structures like
images is seen in [116] where the author uses geodesic distance and multi-dimensional scaling
13

(MDS) to keep the isometric feature mapping to learn the manifold mapping in the low-dimensional
measurements. Over the years, different manifold learning algorithms tries to learn the manifold
mapping in order to preserve the geometrical property of that manifold. Approaches like Laplacian
eigenmaps [14], locally linear embedding (LLE) [105], local tangent space alignment [145], and
so on try to find the low-dimensional embedding in the local spectral fashion via solving a sparse
eigenvalue problem under the unit covariance constraint. This constraint puts a limiting factor to
reconstruct images globally in a sense that we can not the fully understanding of the aspect ration
of the embedding data. The approach in [116] computes the shortest distances between all pairs
of points lying on the manifold and applies MDS to the resultant distance matrix to get a more
explainable embedding than the local embedding ones. However, due to the rigid constraints,
the implications this approach becomes limited in some real-time applications. Manifolds in low
dimension have a significant impact in the many areas of CS. Randomized MM typically turns out
to be efficient in preserving the low-dimensional manifolds [11]. Manifold-based methods aim to
seek a very efficient theoretical and algorithmic framework for a sensor network where the structure
is parameterized by a few parameters [21, 32, 46, 57, 121]. For more CS domain application, the
work in [27] improves the image reconstruction quality by keeping more better information about
the local topology structure in the signal space. In addition, the authors introduced the sparsity
coding in the LLE based manifold learning as the regularizer to enhance the quality of image
reconstruction. However, the sparse encoding does not guarantee accurate geometric structure of
the data in the low dimension. To avoid the shortcoming, the method in [86] considers sparse
encoding as smoothness prior incorporation with LLE approach to learn the inherent structure of
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the data in lower dimension much more effectively to produce a better image reconstruction than
the prevalent state-of-the-art manifold based approaches for image reconstruction.
Manifold learning plays a key role in the domain of CS application where sensors have a
parameters to learn and project them to a higher dimension to get the approximate version of the
original signal. However, for a large number of data points in the pipeline, the embedding learning
becomes complex and computationally expensive; hence, it becomes difficult to implement these
approaches in high resolution based signal acquisition and reconstruction pipeline.

1.2

Challenges for the Existing Techniques
The impact of the increasing amount of data from different domains is becoming more critical

to define the modern society. The allocation of the computational resources to manage these
increasing amount of data still remains a challenging task despite the significant advancement in
the field of science and technology. Therefore, the need of sensing methodologies with smart and
efficient processing pipeline in a task-driven environment becomes more indispensable to utilize
the huge flow of data coming into a system. Current processing pipelines are not well equipped
to combat the deluge of data generated from the diverse sets of sensors, data sources, increasing
resolutions coupled with the connected Internet of Things (IOT) to extract more meaningful and
optimal set of information to produce the state-of-the-art performances for meeting task-specific
objectives. Apart from addressing the limitations of the existing processing pipelines, this study
aims to develop a foundation for an end-to-end jointly optimized unified new sensing model that
embraces the entire sensing pipeline from data acquisition to task-specific actions. However, to
build such an efficient pipeline, this study will address following challenges:
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1.2.1

Fixed Nature of the State-of-the-Art Data Acquisition Systems

The analog to digital converters (ADCs) generally sample the signals at an uniform rate. This
is a major form of obstacle after the SP revolution in digital age. The conventional approaches
in data acquisition tells us to acquire data in a fixed way before utilizing them in the processing
pipeline. Hence, such acquisition process is independent of the task. Moreover, the pipeline
in such acquisition is not utilizing the data or data based constraint in their sensing system. In
addition, fixed data acquisition scheme suffers from heavy computational overhead in case of
some applications [97]. To overcome the computational overhead limitation, Compressive Sensing
(CS) [22, 24, 35] revises the data acquisition scheme by enabling the sensing system to represent
a signal with fewer linear measurements than the traditionally acquired number of samples. It
supports utilization of the processing pipeline with the sparse data models. To reconstruct the
signal from the compressed set of measurements, the CS framework proposes a fixed set of random
linear measurements that is also not task-driven or adaptive.
In this study, I propose a learning based sensing framework for modeling and integrating
data acquisition and SP tasks like reconstruction or inference with learnable network structures.
Learned nature of these structures paves the way to design sensing part in a more optimal way than
the traditional SP/CS frameworks. In addition, I also aim to include the effect of sensor constraints
and physical aspects of the model to understand the underlying prior information to generate the
data.
By adopting the proposed sensing system, one can transform our point of view on designing
sensors to build an efficient processing pipeline that can reduce the computational cost related to
time, power, and space. Such reduction of computational complexity will change the perception of
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data acquisition strategy of the state-of-the-art task-dependent applications. The data acquisition
strategy of the newly introduced sensing system will change the approach of a camera to detect faces
compared to another task. An MRI will get much more optimal set of measurements to classify a
malignant cell in our body. A radar will be able to use measurements much more intelligently to
recognize target in challenging conditions. In addition, one can use the deluge of data to learn the
best possible way to acquire the next measurements coming into the sensing system, depending on
the current state and actionable information in a much more robust and adaptive manner. We can
also be able to design a sensing system for handling multiple resolutions simultaneously.

1.2.2

The Computationally Complex Nature of the Classical Computational Imaging or
Inversion

Classical SP obtains measurements initially from a sensor before inverting them into a form of
signal of our interest that may be used for different inference applications. In the CS environment,
we can reconstruct the signals of our interest perfectly if we know the sparsity basis of the underlying
signals. The method of generating an accurate sparsity basis requires modeling of data acquisition
strategy via a fully known forward model. However, forward models are vulnerable for different
kinds of practical hindrances like unknown physical models, mismatches or noise adding into the
pipeline by the sensor, non-linearities in the measurements, and so on. However, typical approaches
assume that the forward models are perfectly known while they are usually unknown or known only
approximately via imperfect physical models. Moreover, the reconstruction approaches in the CS
framework employ conventional optimization tools to solve the regularized constraint problem that
includes complex numerical operations repeated for each measurement. For a dataset containing
a large collections of signals, this optimization process would be computationally expensive and
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impossible for some practical applications. Moreover, the nature of optimization is not helping
to the cause where measurements can be extrapolated into new scenarios. In this study, I aim to
exploit the existing data to learn the hidden representation i.e. mappings between the measurement
and signal domains. For this data driven approaches, one can also try to consider incorporating the
physics-based domain knowledge and unrolling of existing SP techniques.
The main motivation of using this data driven approach is to introduce the impact of the data
in the processing pipeline. Efficient utilization of the data weighted with appropriate optimization
criteria, one can learn the unknown mapping between sensor and signal domains without the need
of a known forward model. It will also be able to generate corresponding solution in a much faster
way to facilitate real time applications that is not currently possible with the existing methods. One
can also utilize the adaptive nature of the model’s learnable parameters to integrate the learned
sensing and inference models for a different set of measurements. This underpins the importance
of learned measurements in the inverse problem scenario to create better data-to-decision pipeline.

1.2.3

Separate Optimization Nature of Sensing and Processing

The existing sensing systems take measurements in a fixed fashion either using classical SP
or CS frameworks for both the sensing and processing are fixed and not adaptive. This fixed
nature of acquisition will take same set of measurements for solving varying task-related problems.
Moreover, the signals reconstructed in the reconstruction stage will also follow the footprint of
a fixed process that can be a major performance limitation for preforming inference tasks like
classification, detection or estimation. This nature of task-independent acquisition only allows us
to interpret the processing pipeline as independent individual blocks to perform task-cognizant
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operation. To get the optimal performance, one needs to optimize blocks jointly in the sensing
pipeline. By allowing such optimization, one can limit the prospect to introducing the feedback
mechanism in the sensing pipeline such that system can derive measurements on the basis of
task requirement. To this end, I aim to propose a sensing pipeline that will integrate the learned
sensing, reconstruction, and inference models with a properly designed learning architecture and
appropriate loss function to achieve the goal of the performing task-cognizant operation. This
will allow to use actionable information in a more meaningful manner via utilizing the feedback
mechanism to optimize the relevant parameters from output to input in the processing pipeline.
By adopting such and approach, one can create an end-to-end architecture for learning a direct
and optimal path from data to decision pipeline. Hence, we can eliminate the need to reconstruct
the signal in between the blocks in the sensing pipeline. The need for producing the intermediate
stage signals can put an additional burden in the pipeline in terms of computation. Since the data
acquisition process is adaptive/data driven; therefore, inference in the testing phase of applications
can be significantly fast. Moreover, if one can introduce the unrolled attributes of classical SP
techniques in the pipeline, the pipeline can switch the applications from inference to estimation,
e.g. covariance matrix from the raw data. This incorporation may also work in practical cases
where less amount of data available for performing task-cognizant operation. The feedback nature
of the actionable information facilitates adaptive sensing.

1.3

Research Goal of this Dissertation
The goal of the research presented in this dissertation is to transform the existing state-of-the-art

approaches for sensing and processing through a learning based data-driven and task cognizant
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joint sensing and processing pipeline. This transformation envisions the robust, adaptive, taskdriven, physics-aware, and efficient architecture to introduce an integrated learning based sensing
and processing systems with applications on sensing, imaging and communications. To achieve
this vision, this thesis presents the following novel contributions/objectives:
1. A data-driven approach to introduce a learning based sensing mechanism to produce/outperform
the state-of-the-art SP/CS/data-driven approaches to solve inverse problem in the processing
pipeline.
2. Develop mathematical and learning-based adaptive and task-oriented measurement design
approaches with jointly optimized sensing, reconstruction and processing blocks, and demonstrate its impacts on the existing SP/CS/data-driven approaches.
3. Develop a learning-based data-to-decision framework, which infers actionable information
(classification, parameter estimation) directly from low number of learned measurements.
4. Develop a data-driven approach to learn optimal measurement for a specific task under the
measurements constraints of specific sensors.
5. Develop a data-driven approach to design a processing pipeline to combat the computational
complexity of the inverse problem.
6. Develop a data-driven model to learn a measurement matrix learning framework to reconstruct images for different rates of measurement.
7. Demonstrate the effectiveness of joint constrained measurement learning with signal classification for hyperspectral band selection problem.
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1.4

Contributions and Organization of theses

Figure 1.2: Outline of this thesis where the green rectangular boxes show the main contribution
areas.

This thesis aims to develop algorithms to sense and reconstruct the images as a whole to create
an efficient sensing and reconstruction pipeline that can utilize the deluge of data coming into the
given modality for different kinds of tasks. A generic outline of the thesis is shown in Figure 1.2,
where the significant contributions of this study are shown in green rectangular boxes that are the
rest of the chapters in thesis.
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Chapter II gives a literature review on the presented topics. Designing and learning of a MM,
where the main objective is to show the critical features of designing MM that can be an useful
indicator for better image reconstruction from compressed measurements is discussed. This chapter
will also discuss about the limitation of using the state-of-the-art approaches to design, optimize
the MM. In addition to the sparse signal reconstruction, the literature review for measurements
in the prospect for classification task is also performed in this chapter. Furthermore, this chapter
will also cover the different state-of-the-art approaches for designing different sampling acquisition
strategies for constraining the MMs in certain types of applications where hardware requirement
becomes very critical. In addition, I will also review the impact of constraining measurements
in terms of band selection application for classifying hyperspectral images. Besides, I will also
include the existing work of multi-rate reconstruction scheme where a single framework is utilized
to reconstruct images at different rates of measurements.
In chapter III, I propose a deep learning structure to jointly learn both how to sense and reconstruct a class of signals. In contrast to classical CS framework that utilizes pre-determined linear
projections as measurements and convex optimization with a known sparsity basis to reconstruct
the signal, instead I develop a data driven approach and learn both the measurement matrix and
the inverse reconstruction scheme. To achieve this, an end to end deep neural network with fully
connected and convolutional layers are designed with a novel weighted loss function and trained
over an image dataset. Our results show that the measurement matrix learned through the proposed
technique provides higher peak signal to noise ratio (PSNR) levels compared to both randomly
selected matrices or designed measurement matrices for an assumed sparsity basis for the dataset.
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Chapter IV proposes a deep compressed learning framework inferring classification directly
from the compressive measurements. While classical approaches separately sense, reconstruct
signals, and apply classification on these reconstructions, I jointly learn the sensing and classification schemes utilizing a deep neural network with a novel loss function. Our approach employs a
data-driven reconstruction network within the compressed learning framework utilizing a weighted
loss that combines both in-network reconstruction and classification losses. The proposed network
structure also learns the optimal measurement matrices for the goal of enhancing classification
performance.
Chapter V proposes novel loss functions for training of deep neural networks (DNNs) to learn
constrained MMs for certain measurement ensembles such as with only ±1 or binary values. A
mutual coherence term is also utilized in the loss function to guide learning of a more effective
MM. Simulation results over an image dataset show that constrained MMs can be learned leading
to enhanced reconstruction performance
In chapter VI, I extend the constraint MM analysis for an application in the field of hyperspectral
imaging to select the bands by introducing another data driven sampling acquisition scheme based
on the probability mapping on the obtained HSI data. I define band selection based on the binary
mask obtained from the optimization of the probability maps that are coming from the data in
the proposed pipeline. This novel band selection scheme outperforms than state-of-the-art band
selection schemes both in pattern recognition and deep learning cases in terms of providing higher
accuracy for classifying different spectral signatures simultaneously.
Chapter VII proposes a data-driven reconstruction networks that can handle multi-rate measurements and reconstruct image accordingly. My framework allows the measurements to be
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optimized incrementally and hierarchically to reconstruct images for different measurements using
only a single network. I show our proposed multi-rate approach produces almost the same reconstruction results as that of single rate. I utilize the models of recent data-driven reconstruction
networks within the compressed learning framework to simulate my findings. In terms of quantitative simulation results, the optimal measurements of the proposed network structure provide better
reconstruction performance compared to the existing multi-rate compressed sensing approaches.
Finally, Chapter VIII mainly summarizes the contributions of this thesis in a nutshell before
discussing the future directions and scope for this research.
Each chapter from Chapter III to Chapter VII in this dissertation is inherited from the outcome
of the research findings that have been generated throughout my Ph.D. research. The list of some
of the articles related to these findings is as follows:
Chapter III: R. Mdrafi and A. C. Gurbuz, “Joint Learning of Measurement Matrix and Signal
Reconstruction via Deep Learning," IEEE Transactions on Computational Imaging, vol. 6, 2020,
pp. 818–829.
Chapter IV: R. Mdrafi and A. C. Gurbuz, “Compressed Classification from Learned Measurements," Proceedings of the IEEE/CVF International Conference on Computer Vision, 2021, pp.
4038–4047
Chapter V: R. Mdrafi and A. C. Gurbuz, “Data Driven Learning of Constrained Measurement
Matrices for Signal Reconstruction,” 2021 55th Asilomar Conference on Signals, Systems, and
Computers. IEEE, 2021, pp. 1591–1595
R. Mdrafi and A. C. Gurbuz, “Constrained Measurement-Matrices for Signal Reconstruction
and its applications via Deep Learning,” Elsevier Signal Processing, in review.
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Chapter VI: R. Mdrafi, A. C. Gurbuz, and Q. Du, “Measurement Learning Based Hyperspectral
Band Selection,” IEEE Transactions on Geoscience and Remote Sensing, in review.
Chapter VII: R. Mdrafi and A. C. Gurbuz, “Deep Compressed Multi-rate Reconstruction,”
IEEE Transactions on Computational Imaging, in review.
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CHAPTER II
LITERATURE REVIEW

The process of reconstructing the signal or image from the measurements is known as an
inverse process. However, the environment/sensor’s non-ideality, noise, and data acquisition
process make it challenging to find an ideal model to perfectly reconstruct the signal or image
from the given measurements. In typical cases, classical signal processing theory tells us that
we can reconstruct signal perfectly if the measurement acquisition process satisfy the criteria of
Nyquist sampling [75]. However, the sampling method adopted by Nyquist theorem result in high
budget for most applications [122]. If one can represent a signal sparsely in a given basis, can
we get an accurate reconstruction of signals using less measurements than the Nyquist rate? The
answer of this question is given by the compressed sensing (CS) approach. On the data acquisition
perspective, CS framework mainly deals with the entity from where it represents the measurement:
measurement matrix (MM). Optimal design of an MM is very integral in the processing pipeline
for reconstruction/inference task. The learning of the MM can be seen an approach to generate
optimal set of measurements for reconstruction/inference problem.

2.1

Design of MM for Reconstruction in CS Framework
Although fixed random linear MMs can be referred as universal in the sense that they can

provide incoherence with many known basis, they are not specific and optimal to the underlying
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structure of the observed class of signals defined by the sparsity basis 𝚿. Nevertheless, classical
application of CS utilizes random MM for acquiring the MM.
The upper bound in eq. (1.7) shows that for the same measurement number, we can obtain a
better reconstruction of the observed signal, hence a larger 𝐾, by minimizing the mutual coherence
𝜇(A). To achieve such a goal, there have been studies on the design of the MM, 𝚽 [41,42,44,141].
While some studies focus on constructing deterministic linear embedding using nuclear norm
minimization with max-norm constraints [60], many studies have been focused on minimizing
the averaged mutual coherence instead of the worst case coherence, defined in eq. (1.8), under
the assumption that the averaged metric will reflect an average signal recovery performance [42,
44, 141]. To this end, an iterative procedure was detailed in [44] to reduce the average mutual
coherence of the system A and results showed that the optimization of the projection matrix could
provide improved recovery performance compared to a randomly generated MM. A similar goal is
formulated to make the Gram matrix G = A𝑇 A as close to the identity matrix as possible in terms
of the Frobenius norm,
min kI − 𝚿𝑇 𝚽𝑇 𝚽𝚿k𝐹2 .
𝚽

(2.1)

An iterative technique was proposed in [42] to solve eq. (2.1), while a closed form solution to
eq. (2.1) was given in [141], which can be expressed as,
𝚽 = 𝚪𝚲−1/2 U𝑇

(2.2)

with the assumption of 𝚿 being full rank. where 𝚪 is any matrix with orthonormal rows such as
𝚪 = [IM 0] and U𝚲UT is the eigenvalue decomposition of AA𝑇 . In [77], the result in eq. (2.2) is
extended for a wider range of dictionaries. Mainly, we can obtain a specifically designed MM by
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utilizing one of the mentioned MM design techniques for an assumed sparsity basis 𝚿 to achieve a
system with lower average mutual coherence as compared to that attainable with randomly selected
MMs.

2.2

Data Driven Approaches for Reconstruction
Alternatively, once the MM and sparsity dictionary are constructed, reconstructions can still be

achieved using classical sparsity based convex optimization techniques [22] or greedy approaches
[16, 118], but these are in typically computationally expensive.
However, it might not always be possible to know the sparsity basis exactly since the inverse
transform between the sensor data and the signal/image domain is not fully known due to sensor
modelling errors and non-idealities, unknown propagation mediums, noise, and off-grid effects for
different applications. In addition, generally, the signals are not exactly sparse in the assumed basis
but only compressible. Moreover, MM design techniques try to minimize an average coherence
metric, but this does not necessarily guarantee better signal reconstruction. Once the MMs and
the sparsity dictionaries are chosen CS inherently defines a fixed assumed linear relation between
the measurement and the signal domains. The main goal of an inversion technique is to use this
assumed relation, which might come from prior domain knowledge, to reconstruct the signals.
Another possible approach to derive the actual unknown inverse relation from measurement to
signal spaces is through exploiting the large, available, signal datasets.
Recently, advances in data science, especially automatic feature learning with deep neural
networks (DNNs) and its variants [51, 72, 76, 124], have resulted in improved performance across
many applications, including computer vision [62, 111, 140], and has prompted researchers to
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apply DNNs for a variety of inverse problems [87]. While analytical methods like CS require
prior domain knowledge that can be incorporated into the solution, in contrast, DNNs exploit large
datasets to derive the unknown solution to the inverse problem.
Studies into data driven learning of signal reconstruction has only recently been considered in
the literature. One of the first studies in this area is presented in [101] implementing a stacked
denoising autoencoder (SDA). However, the architecture of SDA involves cascaded sets of fully
FC layers that make the training process computationally expensive with the increment of signal
size. In addition, it also runs the risk of overfitting the testing set. To avoid the shortcomings
of SDA, several improvements to the network structure are proposed in [74, 98, 99, 130, 135]
mainly to reduce the high number of parameters of SDAs. In [98], a convolutional neural network
(CNN) structure is learned between the image proxy obtained through the adjoint operator on the
compressed measurements, i.e., 𝚽𝑇 y, and the actual image, where a fixed random MM is used to
create the measurements. In [74], a FC layer followed by a CNN structure, denoted as Reconnet,
is proposed to reconstruct signals directly from their compressed measurements, again obtained
from a fixed random MM. The study in [135] modifies the Reconnet architecture in [74] by adding
residual blocks and obtains improved performance by using the residual error between the ground
truth and the preliminary reconstructed image. However, it works on image blocks, which may
produce block effects in the reconstructed images. While these techniques have a common goal
of learning to reconstruct an image from its compressed measurements using a neural network,
the sensing matrix for all of these works are assumed to be known and in general taken as having
random Gaussian entries.
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In [99], an auto-encoder framework, namely DeepCodec, is used to learn a transformation
from the original signals to the compressed measurements allowing measurements to collect more
information from the image. This is a form of dimensionality reduction. The measurements
generated by the architecture are later used to recover the given class of signals. An extension of
this work [100] is deep sparse signal representation and recovery (DeepSSRR). Both approaches
learn their sensing mechanisms from the data. The method in [82] discusses adding a FC layer to
the Reconnet architecture in [74] to learn the measurements from the given image patches. While
learning sensing mechanisms from data are discussed in [82, 100], the embedding from original
signal to the measurements could be nonlinear. Although nonlinear embedding could provide high
performance, many applications and data acquisition systems work with linear measurements as in
CS.

2.3

Direct Inference From Compressed Measurements
The final goal in many area is not to reconstruct the signal but rather apply a signal processing

task such as detection, estimation or classification. For compressively sensed signals, a typical
implementation of such an effort requires a two stage approach. First, the signal is reconstructed
and second, the inference is done on the reconstructed signals. This two-stage approach although
allowing already developed inference techniques to be easily used on original signal domains, it
requires the burden of heavy computational complexity due to the nonlinear reconstruction stage
of CS. Hence, approaches that will allow inference and learning from compressed data domain
providing computational advantages are utmost important.
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Inference directly from compressed measurements is not a new concept and it is studied along
with the introduction of CS. In [56], the utility of CS projections is investigated for M-ary hypothesis
testing. Smashed filters introduced in [31] show that classification can be accurately performed
in compressed domain given Johnson-Lindenstrauss Lemma [34, 129] is satisfied. Smashed filters
have been used in various applications [34, 46, 144] in recent years. The term ‘compressed
learning’ (CL) was introduced in [21] where it was theoretically shown a linear support vector
machine (SVM) classifier operating on the compressed domain performs almost as well as the best
linear classifier operating on the original signal space given the sensing matrices satisfy CS near
isometry properties. CL results presented in [20] shows for a family of deterministic CS MM, CL
is provided on the fly. In [33], signal processing tasks of detection, classification, estimation, and
filtering are analyzed in compressed domain providing some guarantees on each task for a wide
variety of signal classes.
A second group of CL approaches is based on utilizing deep neural networks (DNN) within the
CL framework. In [84], compressive measurements obtained with a given random MM are used to
create a proxy image by simply applying the adjoint operator, which is computationally inexpensive.
The proxy image is used as the input to a convolutional neural network (CNN) followed by fully
connected (FC) and softmax layers for the classification task. The works in [2, 147] extended [84]
by also learning the measurement matrices by adding two FC layers to denote the sensing and proxy
image generation layers. The classification is also achieved using a CNN similar to [84]. In [133],
several updates are proposed on the network of [2] including new ReLU activations, dropout and
a regularized loss function including mutual coherence of the learned MM.
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Although DNN based CL approaches create a proxy image by a simple and fast FC layer, the
classification performance depends on the quality of the reconstructed proxy image. The prospect
of incorporating successful deep learning based reconstruction structures to reconstruct signals
from their compressed measurements [74, 82, 92–94, 143] before feeding them into a state-ofthe-art classification network is still yet to be explored. A variety of DNN structures including
autoencoders, CNNs, or generative adversarial networks (GANs) to learn the mapping from low
dimensional data space to the original signal space for the given signal type in a data driven way
for classification can also open a new way for utilization of MM in the processing pipeline.
However, designing optimal MM for recosntruction/ inference task that takes a wide range of
values is not desired in real time applications. Hence, the need for a constraint based learning for
MM is another valuable aspect that can be added in to the processing pipeline.

2.4

Constraint Measurements for Signal Reconstruction
To get an optimized set of measurements in terms of constraints in the sensing pipeline to

reconstruct and use a given class of signals is very essential for many signal processing and
data science applications. With such optimization of measurements, compressed sensing (CS)
[22, 24, 35] revolutionizes data acquisition aka sensing protocol to remove the computational
complexity of classical sensing approaches. As we already know that CS uses information from
a dictionary 𝚿 ∈ 𝑅 𝑁×𝑁 to deal with the sparsity of the given signal x = 𝚿s, where ksk0 = 𝐾 and
𝐾  𝑁 via a fixed set of random linear measurements of the signal as y = 𝚽x, with y ∈ 𝑅 𝑀×1
and 𝑀  𝑁, while entries of the MM 𝚽 can be randomly selected from Gaussian or Bernoulli
distribution. A fixed random MM ensures recovery of sparse signals even with a lower number of
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measurements on a known basis 𝚿 [7,42,44,141], but in many real applications, the sparsity is not
fully known and reconstruction is also computationally expensive.
Recently, DNN inspired approaches [8, 87, 103] have shown better performance to reconstruct
images from a given measurements with a variety of signal/image reconstruction modules [17,
82, 94, 100, 101, 143, 146]. These approaches eliminate the need for a known sparsity basis to
reconstruct a signal via learning a mapping from low dimensional measurement space to the
original signal/image space with the aid a large existing dataset. They take the advantage of endto-end training nature of DNNs to model the measurement process by a densely connected unit to
replicate the compressed measurements from a fixed random Gaussian MM in low dimension to
generate more optimal sets of measurements to jointly learn the MMs and the signal reconstruction
for different applications. A wide variety of works can be found in [80, 83, 94, 100, 110, 128] to
generate and learn MMs for joint learning of MMs and reconstruction in a data-driven scheme.
Considering each row of 𝚽 as a filter, the works in [100, 110] use convolutional layers to mimic
the CS measurement acquisition process. The approaches in [80, 83, 94, 128] introduce a densely
connected layer to produce the measurements to mimic the data acquisition process. The sensing
mechanism can be linear or non-linear depending on the activation functions used to excite the
neurons of convolution or densely connected layer. To model the linear CS measurement process
y = 𝚽x, only linear activations are used in [94]. These DNN based approaches have a common
point of view to learn an optimal MM from data regardless the variations in the structures. They
use randomly initialized network parameters and update them via training to learn a MM that has
the same form a random Gaussian MM. Once MM is learned, they use it for different analysis in
terms of testing cases essentially giving a freedom to arbitrarily select the values of MM.
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However, the arbitrary range of values in the learned MM can be a major source of hindrance
if we try to configure those in a real sensing system where the measurements in the MM limited
to a predefined sets of values due to hardware configurations or the application itself. Therefore,
having a constraint MM in these applications bears the utmost importance. For instance, singlepixel camera [41] acquires measurements in a form of projections of image to useful binary
structures. Hence, this well-known CS application deals only with binary values. In addition,
most state-of-the-art methods exploit a subsampling scheme to acquire samples in time or space.
Existing data-driven MM learning approaches [80, 83, 94, 100, 110, 128] don’t provide the tools to
directly learn such constrained MMs to deal with the requirement with such applications.

2.5

Hyperspectral Band Selection Application and Classification
In many remote sensing applications, a hyperspectral image (HSI) provides significantly im-

portant spectral information on a given scene via acquiring spectral reflectance of hundreds of
bands [30, 90, 139]. The spectral reflectance information is generally represented by three dimensional tensors, where each pixel has hundreds of narrow bands resulting in a high spectral
resolution. Despite providing rich and differentiable description of remote objects, the number of
bands in an HSI makes the data volume very high for storage and computation that also induces
the ‘curse of dimensionality’ for a low number of training samples in classification. In addition,
the high correlation among the adjacent HSI bands make the information redundant. Hence, the
classification of objects in a given HSI scene may not be actually improved. To overcome these
limitations, hyperspectral band selection (HBS) plays an important role in reducing the spectral
redundancy.
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HBS selects a subset from the original bands and it aims to capture the most relevant information
by keeping the most informative spectral bands while removing the redundant ones. In contrast
to the dimension reduction [55] and feature extraction methods [38], where all data is acquired
at first and a small set of informative combined features are computed, the ultimate goal of HBS
is to acquire only a small number of selected bands preserving the useful information in the
original spectral channels. For the task of classification, the final accuracy depends heavily on
the selected bands [113, 125]. Over the years, various HBS methods have been presented in the
literature. A detailed review of these methods can be found in [113]. Theoretically, selecting a
subset of bands that will lead to the maximum classification accuracy is a combinatorial problem.
Instead of directly tacking this problem, a typical solution is to define a criterion to rank or search
bands and select the top ranked bands. For ranking based approaches, spectral moments, mutual
coherence, entropy, information divergence can be utilized to sort the bands [9,25,26,70]. A group
of techniques adopt various distance metrics, such as Euclidean, Bhattacharyya, spectral angle,
and search for a subset that minimizes the relevant distances [39, 59, 63, 69]. Clustering bands into
several groups and selecting representative bands from each cluster [4, 78, 91] or utilizing sparsity
based priors [40, 115, 138, 138], or a combination of these schemes [79] have also been used for
HBS. In majority of the existing HBS literature, various types of criteria are used which are at some
level related to a final task of classification. However, optimizing these metrics may not guarantee
the highest classification performance.
Based on the availability of labeled samples when gauging a predefined searching criterion
which may be directly or indirectly related to classification accuracy, HBS techniques can be
supervised or unsupervised. On the other hand, according to the searching strategy, HBS can use
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sequential forward search, sequential backward search, or evolutionary methods, etc. A detailed
review for HBS approaches can be found in [113]. Here, I present existing HBS approaches in two
main categories: supervised and unsupervised approaches. I also summarize deep neural network
based measurement learning techniques in the literature.
Without actually performing classification, a supervised HBS method can adopt a criterion
or score that is associated with classification accuracy. HBS techniques can rank bands by the
selection score and select the top bands [9, 25, 39]. The method called minimum misclassification
canonical analysis (MMCA) [25] sorted bands according to their classification abilities based on
Fisher’s discriminant function for reducing the misclassification error. The main advantage of
these methods are that they are computationally efficient, but they fail to cope with sophisticated
patterns in the HSI data. In [134], the minimum estimation abundance covariance (MEAC)
algorithm was proposed to use the prior information of the class spectral signatures for selecting
dissimilar bands incrementally via minimizing trace of the inverse of the covariance matrix of
the selected bands. In addition, supervised methods based on particle swarm optimization [112],
recursive elimination [48] update the searching strategy with improved optimization to find the
best subset. The idea of linear representation is also used for HBS. With labeled samples, a sparse
linear regression method was developed in [53] and discriminative bands were selected by ranking
their contributions in the representation; to address the problem of insufficient labeled data, a
hypergraph is constructed to utilize unlabeled data for band selection. Some supervivsed HBS
techniques [6, 49, 126] explicitly include a classification step with a classifier, such as SVM. Using
DL models is also seen in a few of band selection approaches, which typically use a predefined
implementation like embedded learning or classification task to select the optimal bands. One
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of the notable approaches uses a pretrained CNN in [107] to extract deep features prior to an
AdaBoost SVM classifier to select the most predominant bands in terms of information in an HSI
scene. The work in [142] used a pretrained CNN model where the band selection is done on the
basis of partitioning of the subspace of distance density. HBS based on attention mappings is used
in [85] where deep learning models produce more sophisticated feature maps for classification with
the most informative sets of bands by optimizing the deep CNNs. The main contribution of [19]
is to produce the contribution maps of each class using the label of information of the spectral
signatures to record the discriminative band locations, which are progressively added to CNNs to
select more distinguished bands. The resultant architecture (CM-CNN) produces and outperforms
many state-of-the-art band selection methods in terms of classification accuracy.
The first notable application of HBS without using the class information is seen in [25]. The
method known as, Maximum variance PCA (MVPCA) [25] ranks and selects the bands with higher
loading factors. A fast density peak-based clustering (FDPC) [67] method finds the cluster centers
as the distance between all pairwise bands to find the independent density peaks that corresponds
to the selected bands. The unsupervised methods based on clustering partition bands to a set of
clusters where the bands from each cluster are selected from the similarity measures. The first
contribution of this approach (WaluDI) [91] used Ward’s linkage for maximising and minimizing
inter and intra cluster variances respectively to find the hierrarchical clusters to represent the optimal
set of bands that are selected from the similarity measures like mutual information measurements
(MI) or Kullback–Leibler divergence. Unsupervised approaches also select representative bands
that can best represent the rest of bands under a given constraint on self-representation. These
methods can be ranging from formulating the optimization problem in a sparse manner [40, 138],
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sparse regression based [53], and sparse matrix non-negative factorization [115]. Improved Sparse
Subspace Clustering (ISSC) [115] finds the bands in unsupervised manner based on the notion
that smaller dimensional components, i.e., subspaces similarity can help us to distinguish the
set of bands. Overall, these unseupervised methods give the leverage of satisfying classification
accuracy with low computational cost. Nonetheless, the feature extraction schemes by most of
these HBS methods are still not automatic and data-driven by nature. Hence, an automated and
more sophisticated pipeline for HBS based classification task still remains as one of the open issues
in this area of research. In this regard, the popularity of adopting DL-based approaches can also
be seen in unsupervised HBS. For example, the work in [119] utilized the autoencoding method
instead of the pretrained CNNs where the feature maps in the learned autoencoding representations
are segmented to find the most significant bands without class labels. The results show that the
segmented auto encoding band selection (S-AEBS) produces better classification performance than
the non-segmented one (AEBS) and outperforms state-of-the-art HBS methods by yielding high
classification accuracy.
Although I am not aware of any measurement learning based approach in HBS literature,
learning of measurement matrices have been recently studied with DL architectures mainly within
the computational imaging and the sparse signal reconstruction framework [80,83,94,100,110,128].
These approaches take the advantage of end-to-end training nature of deep neural networks (DNNs)
to model the measurement process by a dense or convolutional layer to replicate the compressed
measurements from a fixed random Gaussian measurement matrix similar to the compressive
sensing [22, 24, 35] scenario. It was shown that measurement matrices leading to enhanced
reconstruction performance can be learned; however, the learned measurement matrices were
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mainly like random Gaussian which are not suitable for applications, such as HBS. Because the
measurement for band selection is only a subset of the full spectral observation and not a linear
combination of spectral observations. For HBS, a constrained measurement having only binary
values needs to be learned. In [96] constrained measurement matrices are learned with binary or
bipolar values through incorporating additional losses that forces the desired constraint. In [95], a
DL approach jointly learning measurement for classification was shown.

2.6

Multi-Rate Network for Signal Reconstruction
Signal reconstruction at multiple sampling rates under compressed sensing domain can be

seen as the problem of learning a common measurement matrix for different rates of signal
acquisition sharing a common sparsity basis to generalize the sparse signal recovery [29, 123].
Such signal recovery extensions can be seen in the field of wireless communication [136], DOA
estimation [120], MRI imaging [81], and so on. In [64], the authors used maximum entropy of the
power spectral estimate from the autocorrelations of different rates of compressed measurements
to find the optimal reconstruction of the signal. In [65], the authors used the combination of
least square formulation on the basis of maximum entropy to find better reconstruction at different
sampling rates. Requirement of prior knowledge of the second-order statistics of the given signal
makes these approaches infeasible for reconstructing high dimensional signals like image. To avoid
this limitation, the first notable work to recover images at multiple rates was proposed in [106] where
the authors used linear filtering to formulate least square solution to find optimal filter parameters
to recover the images at multiple rates. However, the approach would fail to recover images in
challenging cases where least square solution produce erroneous estimates and it also requires prior
39

knowledge of cross-correlations between desired image and image at compressed measurements.
To avoid this limitation in typical CS sensing and reconstruction scheme, assuming sparsity basis,
another multi-rate system was introduced in [43] where bank of measurement channels working at
differing sampling rates were introduced to show we can decompose and reconstruct the signals in
a multi-channel, multi-rate domain if we use discrete cosine transform (DCT) as the sparsity basis.
However, this approach bears the same limitation like other conventional iteration based CS-based
recovery techniques in practical applications where sparsity basis is not known in advance and it
is also computationally expensive.
Recently, the high functional approximation capacity of deep neural networks (DNNs) have been
utilized for signal recovery [3, 74, 83, 99, 101, 143, 146]. In this setting, instead of using analytical
methods where prior knowledge of sparsity basis is engineered into the solution, DNNs making use
of available large datasets learn the unknown mapping from low dimensional measurements to the
signal space for the given signal class. These approaches eliminate the need for a known sparsity
basis to reconstruct a signal. Data-driven learning schemes also allow joint learning of measurement
matrices and reconstruction scheme as in [80, 83, 94, 100, 110, 128] through either modelling the
linear measurement process of CS with fully connected [80,83,94,128] or convolutional [100,110]
layers. As a common point, these existing DL-based reconstruction approaches learn a rigid
DNN structure for a constant number of measurements. If the measurement number is different,
previously learned DNNs are not directly usable and a totally new DNN must be trained, which
limits the efficiency of learned models and increases memory requirements.
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2.6.1

Multi-Rate Deep Neural Networks

First of the notable DNN-based multi-rate image reconstitution scheme is mentioned in [132].
In this work, collections of randomly shuffled multiple measurements of different vector lengths
are padded with zeros to match the original signal dimension and utilized as the inputs to the
DNN with a fixed input size. The fixed size DNN is trained with this expanded dataset. Here,
zero-padding is performed to handle the dimensionality mismatch between the size-varying CS
measurement vectors and the input layer of the DNN. Hence, a single training pipeline with a model
that can handle multiple sampling rates is proposed, is known as Dynamic-Rate Neural Network
(DRNN). At each iteration of the training, the network takes different size of measurements and
completes one epoch of training with those measurements. However, the analysis of this approach
is only limited to classification rather than the reconstruction application.This dissertation utilizes
a similar idea for signal reconstruction and provides performance comparison together with my
newly proposed multi-rate solution.
The general data-driven pipeline for reconstructing images at multiple rates of DRNN is shown
in Figure 2.1a. The measurements matrix network produces the measurement y that are used
both in the training and testing phase. The measurement is a vector of 𝑀 dimension, which is
the sampling ratio of the application at hand. In the training phase, the proxy image generation
network takes the measurements y1 , y2 ,· · ·, y𝑁 as the input where each measurement has different
sampling ratios that are zero padded to the match original dimension of the Image signal. The
generated proxy images are then fed into the deep reconstruction network to get the final images at
different trained measurements. In the testing phase, all the measurements from y1 to y𝑁 are given

41

with necessary padding as the input to the trained proxy image generation and deep reconstruction
network to find the resultant images at different sampling ratios.
Another approach for multi-rate signal reconstruction is presented in [131], where a Laplacian pyramid reconstructive adversarial network (LAPRAN) is introduced to train a network for
generating outputs at multiple resolutions simultaneously. The proposed LAPRAN build images
hierarchically from different length CS measurements, where the images correspond to lower rates
act as the residual to the images that are produced in higher rates of measurements via a lowdimensional contextual vector. The LAPRAN presented high image reconstruction performance
for the testing samples at measurements which it is trained for, but no testing results for different
length measurements were included.
A scalable network (SCSNET) is proposed in [108] that can handle multiple measurement rates.
SCSNET introduces multiple independent blocks of measurements, where the initial reconstruction
block produces the initial output of the enhancement layer, which is then added with the initial
reconstructed output of the base layer before feeding into a deep reconstruction module. An
increased performance compared to LAPRAN architecture is presented, where better images both
qualitatively and quantitatively are constructed. The general block diagram of SCSNET is shown
in Figure 2.1b. In SCSNET, the measurement y is split into different sizes of measurements i.e. y1 ,
y2 ,· · ·, y𝑁 where each measurement is passed into a proxy image part to get the proxy estimate of
the images. Here, proxy image corresponding to y1 gives the base estimate of the original image
signal, which is fed into the deep reconstruction network to get the output image corresponds to
y1 , which is termed as the base layer output. The proxy image generated for y1 is added to the
output of the residual proxy image generated for y2 ; the resultant image is passed into the deep
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reconstruction network to get the reconstructed image for y2 . Overall, SCSNET combines proxy
images from different layers to get enhanced reconstruction for higher rates of measurements.
Although SCSNET is shown to achieve the output of state-of-the-art reconstruction for a single
rate DNN, but it requires a separate greedy algorithm to learn in between measurements that are
not used for training the network, which makes the process computationally expensive. Bearing
the limitations, all of the DNN based approaches ease the difficulty for storage and hardware
implementation caused by training and testing of multiple DNNs at different measurement rates.

2.7

Overview of The Proposed Approaches
In this part, I overview of proposed approaches to overcome the limitations described previously.

I briefly present measurement learning for image reconstruction and classification. The problem
of constraint measurement learning for image reconstruction is presented and band selection for
hyperspectral image classification is presented as an application of it. my approach as multi-rate
image reconstruction with DNNs is summarized.

2.7.1

Measurement Learning for Image Reconstruction and Inference

For overcoming the limitation of state-of-the-art measurement learning, in this study, I learn
jointly how to sense and reconstruct a class of signals such as images through a deep learning
structure within the compressive sensing (CS) framework. I develop a data driven approach
and learn both the measurement matrix and the inverse reconstruction scheme instead of utilizing
random linear projections as measurements and reconstruction via convex optimization with a given
known sparsity in conventional CS framework. To achieve this goal, I have designed an end-to-end
deep neural network structure consisting of fully connected layers with cascaded convolutional
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(a)

(b)

Figure 2.1: Overview of the existing multi-rate DNN structures, (a) DRNN [132](b) SCSNET [108].

layers to be trained and tested over a publicly available CIFAR-10 dataset with a weighted loss
function in an adversarial learning framework. Results show that the proposed structure provides
higher peak signal to noise ratio (PSNR) levels and hence learns better measurement matrices
than that of the randomly selected or specifically designed for a known sparsity basis to reduce
average coherence. The reconstruction performance on the test dataset also gets better as more
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training samples are utilized. I also observe that the learned measurement matrices achieve higher
PSNR compared to random or designed cases when they are used in ℓ1 based recovery. Proposed
reconstruction scheme has much less computational complexity compared to ℓ1 minimization
based reconstruction with comparable results. I also provide quantitative results for sparsity level
analysis, incremental measurement design on various training scenarios.
This study also proposes a deep compressed learning framework inferring classification directly
from the compressive measurements to build a measurement designing scheme for classification.
While classical approaches separately sense, reconstruct signals, and apply classification on these
reconstructions, I jointly learn the sensing and classification schemes utilizing a deep neural
network with a novel loss function. my approach employs a data-driven reconstruction network
within the compressed learning framework utilizing a weighted loss that combines both in-network
reconstruction and classification losses. The proposed network structure also learns the optimal
measurement matrices for the goal of enhancing classification performance. Quantitative results
demonstrated on CIFAR-10 image dataset show that the proposed framework provides better
classification performance and robustness to noise compared to the tested state of the art deep
compressed learning approaches.

2.7.2

Learning Constrained Measurements for Image Reconstruction

Data-driven sparse signal reconstruction envisions a new dimension of sensor designing protocol via jointly learn the MM and signal reconstruction DNNs to outperform classical sparse reconstruction approaches. However, in many real-world applications, these data-driven approaches
cannot be applied directly due to learning the MMs with arbitrary values thus ignoring the physical
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constraints of the measurements. To this end, in this study, I propose novel loss functions to
incorporate the effects of constraining the measurements with the values like ±1 or binary values
to train the DNN for learning the constrained MMs. I also incorporate a mutual coherence term in
the loss function to find a more optimized MMs in the constrained settings of the measurements.
Results obtained over the CIFAR-10 image database show that the proposed deep learning architectures utilizing the constraint terms in the loss function provide improve reconstruction over the
state-of-the-art compared techniques.

2.7.3

Measurement Learning Based Band Selection for Hyperspectral Image Classification

Hyperspectral sensors acquire detailed spectral responses of objects with a large number of
narrow spectral bands. The large volume of data can be costly in terms of storage and computational
requirements. In addition, data may be spectrally redundant. Band selection intends to overcome
these limitations through selecting a small subset of spectral bands. Existing techniques utilize
hand-crafted metrics on redundancy, measurement for band selection that may not be directly related
to the final task of classification. In this study, I propose an end-to-end deep learning pipeline
together with a constrained measurement learning architecture to select bands in a data-driven
manner, which can jointly optimize the selected bands and the final task metric of classification
accuracy loss. My results on a publicly available hyperspectral datasets show that the proposed
constrained measurement learning based band selection approach provides higher classification
accuracy compared to the existing state-of-the-art supervised band selection methods for the same
number of bands selected.
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2.7.4

Measurement Learning for Multi-Rate Image Reconstruction

Current state-art-of-the-art deep learning neural network (DNN) based signal and image reconstruction models are mainly built to to work with only a single measurement rate. These
approaches provide superior performance compared to conventional reconstruction techniques for
the number of measurements they are trained for. However, generally they lack adaptability in case
of measurement rates which are not seen by the network in the training phase, resulting in poor
image reconstruction for different measurement ratios. This study also proposes a single DNN
architecture and image reconstruction framework that can learn to reconstruct from any number
of measurements. The proposed framework applies a hierarchical reconstruction and utilizes a
weighted loss function from multiple stages to produce the final computed image. Simulation
results indicate that the a single network trained with proposed the multi-rate framework provides nearly the same reconstruction performance of various networks each trained for a specific
measurement rate. Measurements are also jointly learned with the measurements. Performance
comparisons and analysis related to algorithm hyperparameters and novel weighted loss function
are provided.
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CHAPTER III
PROPOSED METHOD FOR JOINT LEARNING OF MEASUREMENT MATRIX FOR
SPARSE SIGNAL RECONSTRUCTION

3.1

Introduction
To this end, in this study, I propose a supervised deep learning technique with a novel architecture

and loss function to jointly learn a linear MM and the sparse reconstruction scheme for a given class
of signals i.e., images. Prior versions of this study with different DNN structures and analysis can
be found in [92, 93]. In CS, the sensing process is linearly modelled as y = 𝚽x. In this study, the
MM, 𝚽, that results in the compressed measurements, y, from the original signal, x, is modelled
as an FC network layer with linear activation functions as illustrated in Figure 3.1. Hence, the
linear measurement process, y = 𝚽x in classical data acquisition can be directly modelled by the
weights of this FC layer that can be a part of data-driven learning.
The sparse reconstruction process in general utilizes the CS measurements and an initial starting
point (proxy image) to iteratively reconstruct the image. My goal is also to model such a process
using a DNN structure. To do so the output of the first FC layer, which is generating compressed
measurements, is followed by another FC layer to generate a proxy image and a set of convolutional
layers with nonlinear activation functions to achieve the reconstruction of the signal in multiple
stages. More detail on the selection of DNN structure is provided in Section 3.2. The proposed
end-to-end DNN learns jointly both the MM to be used to sense the signal class and a DNN
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Figure 3.1: (Top) Classical CS data acquisition, y = 𝚽x. (Bottom) A fully connected layer with
linear activation functions modeling the CS measurements in the top figure.

structure to reconstruct images from these CS measurements. In this chapter, I also utilized a novel
loss function. Instead of only minimizing the Euclidean loss between the input label image and the
final reconstructed output image, I have also included losses between output of each reconstruction
stage and the label as shown in Figure 3.2, mainly to force the learning system to create enhanced
mid-stage reconstructions, which also reflect in the final reconstruction output. Use of this loss
function resulted in better reconstructions as compared to minimizing the Euclidean loss between
final reconstructed and true images.
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The proposed structure is trained and tested on CIFAR-10 dataset [73]. The obtained results are
compared with the randomly generated MMs with Gaussian entries, designed MM using eq. (2.2)
assuming the sparsity basis 𝚿 as the discrete cosine transform (DCT) basis, and data-driven
approaches [82, 98, 100]. Results show increased performance against all compared techniques.
Since the dataset contains images of various target classes, DCT is a suitable sparsity basis for the
image class. The reconstruction performance is evaluated through the peak signal-to-noise ratio
(PSNR) between the reconstructed and the true images and it is compared with ℓ1 minimization
based sparse recovery. Additionally, I have also incorporated the proposed DNN architecture
into the generative adversarial network (GAN) [51] framework to achieve increased performance
through discriminator capability. GANs mainly consist of two essential parts, namely the generator
and the discriminator, both of which are DNNs themselves. However, the generator takes a set of
real number in terms of a vector as the input, while, in contrast, the discriminator takes an image as
the input. The aim of generator is to produce an image so that the discriminator cannot distinguish
it from the real image. In this problem, the proposed DNN architecture acts as a generator, while
the discriminator is created from a cascaded set of convolutional layers with a softmax layer to
estimate the probability of whether the generated image is fake or not. By using such framework, I
can also give rise to adversarial Euclidean loss. By using this GAN framework with the proposed
form of loss, I showed that one can retain more information in terms of PSNR than that of using
the proposed DNN architecture under the traditional framework with Euclidean losses.
The main contributions of this structure can be stated as follows:
1. A data-driven approach for learning the MM is proposed, including several new DNN
structures inspired by sparse data acquisition and reconstruction techniques.
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2. A novel weighted multistage Euclidean error loss is utilized in the total loss function to both
learn the MM and reconstruction process weights.
3. A GAN framework utilizing the novel multistage end-to-end generator DNN is proposed
with the adversarial loss function, resulting in enhanced reconstruction.
4. Detailed performance analysis on the learned MM in comparison to the random , designed
MMs and data-driven approaches are provided in terms of input image sparsity levels, number
of measurements, and resulting mutual coherence levels of MMs.
5. An incremental learning approach is proposed, where the system learns the next set of
optimal measurements in addition to a fixed measurement set to minimize the defined cost.
6. Comparisons to previously proposed DNNs in the literature and ℓ1 minimization based
techniques are provided. Learned MMs provide increased performance when they are
utilized with sparse recovery with ℓ1 minimization.

3.2

Proposed Learning Structure
The proposed multistage DNN architecture for joint learning of MM and signal reconstruction

scheme is illustrated in Figure 3.2. The illustrated architecture presents an end-to-end learning
process, where both the measurements from an input label image and reconstructions from these
compressed measurements to an output image are learned. Next, the parts of the proposed DNN
structure are detailed.
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Figure 3.2: Illustration of the proposed DNN structure (ConvMMNet) for joint learning of MM
and sparse signal reconstruction.

3.2.1

Data Acquisition

The first part of the DNN shown in Figure 3.2, including a reshaping and a fully connected layer
(𝐹𝐶1 ) models the sensing system to acquire the data from the original signal to the compressed
domain i.e., the collection of the compressed linear measurements from the given class of signal. In
this chapter, I work on the images; hence, the input signal to the system will be X ∈ 𝑅 𝑁×𝑁 . Since,
the 𝐹𝐶1 layer is used for mapping the original signal into the linear compressed measurements;
the input signal is vectorized via reshaping i.e., X → x : 𝑅 𝑁×𝑁 → 𝑅 𝑁

2 ×1

. After reshaping, the

vectorized original signal is fed into 𝐹𝐶1 layer to give compressed linear measurements y ∈ 𝑅 𝑀×1 .
This 𝐹𝐶1 layer models the y = 𝚽x sensing process, where entries of 𝚽 are the weights used
in 𝐹𝐶1 layer, as illustrated in Figure 3.1. In 𝐹𝐶1 , linear activation functions are used since the
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data acquisition process in CS systems are linear. Therefore, each measurement obtained in the
compressed measurement vector y can be expressed as a weighted linear combination of values
from x. The dimension (𝑀 × 𝑁 2 ) of the weights in 𝐹𝐶1 also denotes the dimension of the MM.

3.2.2

Construction of the Proxy Image

Typically, sparse reconstruction approaches require an initial point to start with, such as a proxy
image. The adjoint operator, 𝚽𝑇 , normally is one way to form such a proxy output via p = 𝚽𝑇 y.
In the DNN structure, to create such a proxy image I have used another 𝐹𝐶 layer, which I call
𝐹𝐶2 . The dimension of the weight in 𝐹𝐶2 is (𝑁 2 × 𝑀), so that the output dimension is equal to
the dimension of the input image. In my experiments, I also tested a non-trainable 𝐹𝐶2 to exactly
model the adjoint operation 𝚽𝑇 using the weights of 𝐹𝐶1 layer; however, a trainable 𝐹𝐶2 layer that
included nonlinear activations resulted in better performance. Hence, a trainable 𝐹𝐶2 is utilized
in the general DNN structure. The output vector of the layer p ∈ 𝑅 𝑁

2 ×1

is then reshaped to get the

b1 ∈ 𝑅 𝑁×𝑁 . Next, the obtained proxy signal is fed into the reconstruction part
approximate image X
of the architecture.

3.2.3

Multistage Signal Reconstruction

Table 3.1: Proposed DNN and GAN Network Structure
Layer Name

Input Dimension

Output Dimension

Kernel Size

Input

32×32

-

-

FC Layer-1

1024×1

M×1

-

FC Layer-2

M×1

1024×1

-
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Table 3.1: (continued)
Stage-1 DNN
Conv.+ReLu

32 ×32×1

32 ×32×32

5×5

Conv.+ReLu

32 ×32×32

32 ×32×16

5×5

Conv.+ReLu

32 ×32×16

32 ×32×1

5×5

Output

32 ×32×1

-

-

Stage-2 to Stage-N DNN is same as that of Stage-1 DNN
GAN Framework
Generator
Input

1024×1

-

-

FC Layer

1024×1

M×1

-

Rest of the architecture is same as that of DNN structure
Discriminator
Input

32×32

-

-

Conv.+ReLu

32 ×32×1

32 ×32×4

4×4

Conv.+ReLu

32 ×32×4

32 ×32×4

4×4

Conv.+ReLu

32 ×32×4

32 ×32×4

4×4

FC Layer

4096×1

1

-

The remaining parts of the architecture following 𝐹𝐶2 mainly deals with the reconstruction of
b1 . To achieve this, a series of DNN modules are used in each
the image from the proxy image X
bS after passing through 𝑆 stages of DNN modules
reconstruction stage. The final predicted output X
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is deemed as the reconstructed version of the original signal X. The convolutional filters produces
hierarchical representation of the obtained rough image to find the appropriate features that can
map the estimated image closer to the true pixel values. 𝑁 stages of CNNs with the same structure
is utilized, where each stage uses three layers of 32, 16, and 1 convolutional filter, respectively.
In between convolutional filters, ReLu are utilized. While a kernel size of 5 × 5 is used for all
convolutional layers. The structure of the proposed DNN is detailed in Table-3.1.
Previously, in [92, 93, 98], a DNN module having convolutional filters cascaded with rectified
linear unit (ReLu), and average pooling (AP) layers have been used. But including average pooling
layers mainly smooths the resultant image, which may be a source of underfitting to the data in case
of such multi-stage DNNs. Instead, in this work, in each stage, convolutional filters cascaded with
only ReLu units have been used. Better reconstruction performances are obtained with excluding
AP layers. Multiple stages are used to simulate the multistage approaches in sparse reconstructions.
Similar approaches are also taken in DNN based approaches such as [135, 143] where each stage
learns the residual error between stages. My multistage approach together with the novel loss
function provides better reconstruction performance in comparison to a single stage as shown in
Table 3.2.
The classical approach is to create a loss function between the true image and final DNN
output. In this case, this corresponds to a weighting of (0, 0, 1) for the three stage output weights
(𝑤 1 , 𝑤 2 , 𝑤 3 ) in ConvMMNet as shown in Figure 3.2. The hypothesis I wanted to test was
whether forcing the intermediate stage outputs of ConvMMNet to be closer to the true image by
adding a weighted share from their loss to the total loss would help the final image reconstruction
performance. To test this hypothesis, I simulated a set of weights; from not including intermediate
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Table 3.2: Average PSNR for different set of tested multistage weights.
𝑤1

𝑤2

𝑤3

M=64

M=128

M=256

M=512

0

0

1

22.24

24.32

26.74

32.79

0.075

0.075

0.85

23.15

25.41

28.49

34.51

0.15

0.68

0.17

23.89

25.91

29.84

35.31

0.25

0.25

0.5

23.49

25.74

29.60

35.02

0.33

0.33

0.34

22.68

25.07

28.28

34.37

stage outputs at all to equally weighting all stage outputs. It can be seen that using a learned
weight combination of (𝑤 1 = 0.15, 𝑤 2 = 0.68, 𝑤 3 = 0.17) resulted the highest PSNR levels for
all tested number of measurements. This weight combination also provides approximately 3 dB
higher PSNR compared to the case where only end-to-end loss term is considered. Performance
change with number of stages is discussed in Section 3.3.
The goal of the DNN is to reconstruct an image that is as close to the ground truth image X as
possible in mean squared sense. However, the proposed multistage DNN provides the additional
advantage by producing intermediate image outputs, which are then used in the calculation of the
loss to be minimized. To force the DNN to create better intermediate images, and through that a
better final output, I propose to use a weighted mean squared loss as

𝐿𝑊 (Θ) =

𝑇
𝑆
1Õ Õ
b 𝑘,𝑖 (Θ) − Xi k𝐹 ).
(
𝑤 𝑘 kX
𝑇 𝑖=1 𝑘=1

(3.1)

The total weighted loss 𝐿𝑊 (Θ) in eq. (3.1) is calculated over the the total number of 𝑇 training
samples and it is backpropagated to optimize the weights in the associated convolutional and FC
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b 𝑘,𝑖 is a function of the learned parameters Θ
layers to minimize 𝐿𝑊 (Θ). The reconstructed image X
and the weights 𝑤 𝑘 represents the importance of the loss for the corresponding stage 𝑘. In this work,
instead of making the 𝑤 𝑘 as hyperparameter, I have also make it learnable so that set of weights
that produce the most optimum intermediate reconstruction of the images can be obtained. Model
based reconstruction approaches such as [3] have utilized data consistency layers, which effectively
requires outputs of stages to be close to the measurements through unrolling the classical sparsity
constraint optimization algorithms. Data consistency layers in [3] use proxy conjugate gradient
steps in an iterative fashion to recover sparse signals. The presented weighted loss function also
provides a similar consistency effect through forcing intermediate stage outputs to be closer to
the true data sample along with learning the weights used after each stage from data. My results
showed that using a properly weighted total loss produces enhanced reconstructions in average
compared to only minimizing the loss between the final output and true images. This process
creates a learned DNN structure, where the first fully connected layer 𝐹𝐶1 will correspond to the
learned linear MM to sense the class of signal. The remaining layers of the DNN take compressed
measurements and output the reconstructed image. The overall structure of the proposed DNN is
shown in Figure 3.2 and is henceforth referred to as ‘ConvMMNet’ throughout the remainder of
the work.

3.2.4

Multistage Signal Reconstruction in Adversarial Framework

In addition to the multistage DNN shown in Figure 3.2, I have also used the adversarial losses
in tandem with the multistage Euclidean loss to learn both the MM and the reconstruction network.
For the adversarial loss, I have modified the loss function by introducing the proposed DNN into
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Figure 3.3: Block diagram of the GAN using the proposed DNN as generator.

the GAN framework shown in Figure 3.3. The GAN is comprised of two networks: the generator,
and the discriminator. The generator network 𝐺 (.) accepts as input the vector x ∈ 𝑅 𝑁

2 ×1

, which

is the vectorized version of the input image X ∈ 𝑅 𝑁×𝑁 and then uses the proposed ConvMMNet
architecture to estimate the reconstructed image X̂. Then, this estimated reconstruction, along
with the original image, X is passed to the discriminator network 𝐷 (.) to classify whether the
obtained image is real or fake. The main motivation here is to improve the performance of the
generator network such that the reconstructed image can fool the original image, which is fed into
the discriminator network. The discriminator network 𝐷 (.) takes a two dimensional signal of size
𝑁 × 𝑁 as its input. It has a CNN structure with a kernel size of 4 × 4 in each layer with ReLu
activations. Then, the output of the CNN stage is reshaped into a vector, which is fed into a 𝐹𝐶
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layer with a dropout rate of 0.5 to get the classification accuracy that corresponds to the probability
of the output image being real or fake.
The loss term in the discriminator of the GAN measures how well it can classify the true
image (real) and the reconstructed images (fake) generated by the ConvMMNet model, and may
be expressed as,
𝑇
1Õ
𝐿 𝐶𝐸 (𝐷 (Xi ), 1) + 𝐿 𝐶𝐸 (𝐷 (𝐺 (xi )), 0),
𝐿𝐷 =
𝑇 𝑖=1

(3.2)

where 𝐿 𝐶𝐸 denotes the cross entropy calculated for both real and fake images with ground truth
labels being assigned to one and zero respectively. 𝐿 𝐶𝐸 is expressed in eq. (3.3) as
𝐿 𝐶𝐸 ( 𝑧ˆ, 𝑧) = −𝑧𝑙𝑜𝑔 𝑧ˆ + (1 − 𝑧)𝑙𝑜𝑔(1 − 𝑧ˆ).

(3.3)

The generator loss 𝐿 𝐺 is defined as the combination of Euclidean loss in eq. (3.1) and adversarial
loss in eq. (3.2). Therefore, the total loss in the generator network can be expressed as

𝐿 𝐺 (Θ𝐷 , Θ𝐺 ) =

𝜆𝐺
𝑇 𝐿 𝑊 (Θ𝐺 )

+

𝜆𝐷
𝑇

Í𝑇
𝑖=1

𝐿 𝐶𝐸 (𝐷 (𝐺 (x𝑖 , Θ𝐺 ), Θ𝐷 ), 1).
(3.4)

The hyperparameters 𝜆𝐺 , 𝜆 𝐷 are selected to be 1 and 0.0001, respectively in order to regularize the
parameters from the generator and the discriminator networks. The learning rate for both 𝐺 and
𝐷 has been set as 10−4 . The update Θ𝐺 is done at twice the rate of Θ𝐷 because the discriminator
converges much faster than the generator [51]. In this way, I can update the parameters via the
combination of Euclidean and adversarial loss functions. This adversarial framework is shown in
Figure 3.3 and is referred to as ‘ConvMMNet-GAN’ in the remainder of the chapter. Details on
its structure are provided in Table 3.1.
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3.3

Simulation Results
In this section, I provide simulation results and quantitative analysis of the proposed framework

presented in Figure 3.2.

3.3.1

Experimental Settings

For training, validating, and testing of the proposed end-to-end DNN structures utilizing joint
learning of the MM and image reconstruction as described in Section 3.2, I have exploited the
publicly available dataset, CIFAR-10 [73]. This dataset is widely exploited for computer vision
tasks like object detection and classification [61]. It contains a total of 60000 color images of size
32 × 32 × 3 from ten different object classes. Since My main goal is image reconstruction rather
than classification; I only use image class information to design the train and test datasets. For
the simulations. two different train/validation/test dataset setups are developed. In the first case,
which I call Training-1, the whole dataset is split into six batches, where five of them are used for
training and validating and remaining one is used for testing. Test set consists of 10000 images,
mainly 1000 examples from each of the ten objects. The remaining set is shuffled so that number
of examples are varying in each batch and 80% of them are used for training and 20% of them are
used for validation. Hence in Training-1 40000 images are used for training, 10000 for validation,
and 10000 for testing. In the second configuration (Training-2), I have excluded all images of
one object class from the training and used these samples as test dataset where training dataset is
formed using samples from all object classes except the excluded one. Hence, in this case, I have
6000 test set images from one single object class and 54000 of images from all other object classes.
80% images out of 54000 have been used for training and rest of them are used as validation data.
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The color images in the dataset are converted to grayscale and all learning and simulations are
done on grayscale images. For evaluating the reconstruction performance of the proposed DNN
structures I opt to use the peak to signal noise ratio (PSNR) [50] metric defined as,
𝑃𝑆𝑁 𝑅 = 10 log10

𝑚𝑎𝑥 2X
bi k 2
kX − X

(3.5)

2

where, 𝑚𝑎𝑥 X is the maximum intensity value of the given image X.
The backpropagation of the proposed DNNs is done by using a mini-batch gradient descent
routine. To accelerate correct learning process I split the dataset into a set of batches. I have set
the mini-batch size to 32 for My simulations and run the backpropagation for 500 epochs with
an exponentially decaying learning rate from 0.1 to 0.0001 to find the optimized parameters to
reconstruct the final image. I have used Tensorflow [1], the open source deep learning framework,
in this work for training and testing purposes.

3.3.2

Simulations on the Design of ConvMMNet Structure

To achieve the DNN architectures presented in Section 3.2, several simulations are carried out
both to evaluate the performance and determine the choice of structure to be used in the final
DNN. In all simulations to determine the structure of the network, only validation datasets are
used. Test datasets are only used for the final network. In Figure 3.2, the second fully connected
layer (𝐹𝐶2 ) is designed to create an initial rough image. In sparse reconstruction, an initial starting
point could be constructed through the adjoint operator as b
x = 𝚽𝑇 y where 𝚽 is the MM. I first
tested on a non-trainable 𝐹𝐶2 with weights obtained as transpose of 𝐹𝐶1 weights, and compared
this with a trainable FC layer. I observed that a trainable 𝐹𝐶2 layer was resulting in 0.9 dB more
average PSNR performance as compared to the former case. Hence a trainable 𝐹𝐶2 layer is used
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in the final architecture. In terms of initialization of DNN weights, all layers are initialized with
randomly selected weights. I tested initializing the 𝐹𝐶1 layer with the weights obtained from the
designed MM for the DCT basis. I observed that the resultant difference between initializing 𝐹𝐶1
randomly and using designed weights was less than 0.3 dB, hence I selected random initialization
to keep it more general. Another test is done on the number of stages used in the reconstruction
part of the DNN. Compared to a single stage system as presented in my initial study [93], using
multiple reconstruction stages improved the average PSNR results approximately 2 dB. However,
using more stages may only result in almost the same reconstruction performance on the validation
data. The fact is evident in Figure 3.4. It is seen that using more than three stages the average
PSNR didn’t bring further performance increase and hence a three stage system is used in the final
DNN architecture.

Figure 3.4: Testing performance as a function of different number of DNN stages.
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3.3.3

Compared Approaches and Qualitative Results

To analyze the performance of the learned MM and the reconstruction networks, I have compared the proposed approaches with other MMs and recovery techniques. The learned MMs from
ConvMMNet and ConvMMNet-GAN structures are compared with random MM with entries selected from the standard normal distribution and designed MM as described in [141] assuming DCT
as the sparsity basis, adaptive or learned MMs as obtained from using DeepSSRR [100], learned
Reconnet and its GAN version [82]. These MMs are utilized in both DNN based reconstructions
and constraint ℓ1 minimization based sparse recovery. In ℓ1 minimization, sparsity basis is used
as the DCT basis. For DNN based reconstruction, two proposed networks in this work are also
compared with DeepInverse (DI) [98] and original Reconnet [74] approaches, where both networks
use compressed measurements from random MM as their inputs. In [74, 82,143], mainly a 33 × 33
overlapping blocks are used to represent the image. Here, instead I have used 32 × 32 images from
the CIFAR-10 dataset to reimplement the DNN architecture in [74, 82, 143]. In these comparisons,
the goal is to understand the effectiveness of MMs in terms of signal recovery under different
recovery approaches and to compare DNN and ℓ1 minimization based techniques under the same
framework. Although there are many other sparse recovery approaches [16, 36, 102, 118], their
performance compared to ℓ1 -recovery is well established. Hence comparison of the performance
of learned MMs with other sparse recovery techniques is not discussed in this chapter. However,
the learned MMs and the resultant compressed measurements can be used with any sparse recovery
technique to achieve an enhanced result. The reconstruction result for an example test set image
is shown in Figure 3.5 for all compared approaches along with the obtained PSNR values. All
compared approaches use 256 measurements for this 32 × 32 image. The highest PSNR for this
63

qualitative analysis is obtained by the learned MM obtained via the proposed ConvMMNet-GAN.
While ℓ1 -recovery performs comparably better than some DNN reconstructions for random MM
cases, the joint learning of MM and DNN reconstruction achieves better reconstruction performance as classical CS recovery scenario of random MM and ℓ1 -recovery. The images shown in
Figure 3.5 are results on a single example image. Next subsections provide more quantitative
analysis on average performances over the full test dataset as a function of number of measurements, incremental measurement designs, effect of signal sparsity on DNN based reconstructions,
and coherence analysis on the learned MMs.

Table 3.3: Comparison for different methods to reconstruct images with different number of
measurements
DNN Reconstruction
Method

ℓ1 Reconstruction

Meas. No
Avg

Min

Max

Avg

Min

Max

𝚽 𝑅 DI

18.12

10.51

25.92

21.08

14.46

25.89

𝚽𝐷 DI

18.23

10.73

26.08

21.19

14.63

26.16

𝚽 𝑅 Reconnet

21.09

13.18

28.06

21.08

14.46

25.89

𝚽 𝐿 DeepSSRR

21.75

14.46

29.78

21.61

14.44

29.69

𝚽 𝐿 Reconnet

22.08

14.38

30.16

21.96

14.21

30.02

𝚽 𝐿 Reconnet-GAN

22.81

15.28

31.25

22.93

15.32

31.17

ISTANET+

23.67

16.37

32.03

21.08

14.46

25.89

𝚽 𝐿 ConvMMNet

24.13

16.29

32.13

23.52

15.18

31.18

𝚽 𝐿 ConvMMNet-GAN

24.34

16.41

32.26

23.60

15.26

31.28

64
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Table 3.3: (continued)
𝚽 𝑅 DI

19.37

11.31

26.67

21.84

15.71

29.02

𝚽𝐷 DI

19.51

11.43

26.99

21.98

15.83

29.21

𝚽 𝑅 Reconnet

22.81

13.47

29.93

21.84

15.71

29.02

𝚽 𝐿 DeepSSRR

23.34

15.29

30.89

22.86

14.81

30.02

𝚽 𝐿 Reconnet

23.89

15.38

31.16

22.91

14.98

30.18

𝚽 𝐿 Reconnet-GAN

24.96

16.54

32.13

24.05

16.02

31.24

ISTANET+

25.61

17.43

33.16

21.84

15.71

29.02

𝚽 𝐿 ConvMMNet

26.15

18.08

34.31

25.05

16.43

32.19

𝚽 𝐿 ConvMMNet-GAN

27.19

17.73

33.79

25.29

16.81

32.41

𝚽 𝑅 DI

19.98

11.92

29.17

22.57

18.06

31.53

𝚽𝐷 DI

20.84

11.94

29.26

22.61

18.35

31.46

𝚽 𝑅 Reconnet

24.12

14.02

31.48

22.57

18.06

31.53

𝚽 𝐿 DeepSSRR

26.02

16.61

33.89

25.92

21.49

35.42

𝚽 𝐿 Reconnet

26.28

15.84

34.17

26.03

21.71

35.81

𝚽 𝐿 Reconnet-GAN

28.08

17.08

35.23

27.75

22.46

36.02

ISTANET+

29.12

18.42

36.86

22.57

18.06

31.53

𝚽 𝐿 ConvMMNet

30.09

20.18

38.46

29.81

19.65

36.12

𝚽 𝐿 ConvMMNet-GAN

31.06

20.67

38.73

29.94

20.01

36.24

𝚽 𝑅 DI

20.92

12.34

30.01

23.05

17.31

32.19

21.84

12.58

30.94

24.18

18.70

32.43

128

256

512
𝚽𝐷 DI
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Table 3.3: (continued)

3.3.4

𝚽 𝑅 Reconnet

25.66

14.38

32.97

23.05

17.31

32.19

𝚽 𝐿 DeepSSRR

29.93

17.65

35.19

28.44

22.31

36.23

𝚽 𝐿 Reconnet

32.08

18.65

37.63

29.16

22.89

37.45

𝚽 𝐿 Reconnet-GAN

33.28

20.02

38.97

30.02

23.63

38.52

ISTANET+

34.42

21.27

41.16

23.05

17.31

32.19

𝚽 𝐿 ConvMMNet

35.74

21.02

42.03

30.41

19.67

37.08

𝚽 𝐿 ConvMMNet-GAN

36.08

21.97

42.87

30.93

24.08

37.76

Quantitative Analysis

For quantitative evaluation, all the DNN architectures are run over the testing dataset, for varying
number of compressed measurements from 𝑀 = 64 to 𝑀 = 512. After obtaining the outputs, the
reconstruction performance of compared techniques are evaluated in terms of the PSNR metric.
The average, maximum and minimum PSNRs obtained over the test dataset have been reported on
Table 3.3 and the average PSNRs are illustrated in Figure 3.6. From both visual and quantitative
perspectives, it can be seen that for all the measurement cases, the proposed ConvMMNet-GAN
architecture produces the best MM resulting the highest PSNR levels. The learned MMs by the
proposed architectures outperform the randomly created and designed MMs by around 6 − 16
dB in PSNR levels when it is used in DNN based reconstruction, or 3 − 7 dB when employed
in ℓ1 -based recovery. In addition, the designed MM that is defined as optimal in the sense of
minimizing average mutual coherence for the given sparsity basis is not optimal in terms of average
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

(k)

(l)

(m)

(n)

Figure 3.5: Reconstructed images for the learned, fixed and designed MMs for 256
measurements. PSNRs are shown in parentheses. (a) Original Image, (b) Φ 𝑅 -DI (21.16 dB), (c)
Φ𝐷 -DI (21.52 dB), (d) Φ 𝑅 -Reconnet (23.56 dB), (e) Φ 𝐿 -DeepSSRR (24.70 dB) (f) Φ 𝐿 -Reconnet
(25.12 dB), (g) Φ 𝐿 -Reconnet-GAN (26.43 dB), (h) ISTANET+ (28.43 dB), (i) Φ 𝐿 -ConvMMNet
(29.60 dB), (j) Φ 𝐿 -ConvMMNet-GAN (29.93 dB),(k) Φ 𝑅 +ℓ1 (23.80 dB), (l) Φ𝐷 +ℓ1 (24.54 dB),
(m) Φ 𝐿 -ConvMMNet +ℓ1 (26.50 dB), (n) Φ 𝐿 -ConvMMNet-GAN + ℓ1 (27.62 dB).

reconstruction performance and the learned MM from ConvMMNet-GAN provides 6−13 dB more
PSNR than this designed MM. In addition, I also see that both ConvMMNet and ConvMMNetGAN structures outperform the concurrent state-of-the-art learned MMs (Reconnet and its gan
version, DeepSSRR, and ISTANET) by having 1 − 5 dB more average PSNR than them. Moreover,
DNN based reconstruction with learned MMs outperform ℓ1 based reconstruction, when these
learned MMs are utilised in ℓ1 recovery indicating the supremacy of data driven reconstruction.
However, in case of ℓ1 based reconstruction, the MMs learned through proposed ConvMMNet
and ConvMMNet-GAN outperform all compared MM cases by having 1 − 2 dB more PSNR. It is
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(b)

(a)

Figure 3.6: Avg. PSNR as a function of number of measurements (a) for DNN based compared
techniques, (b) when varying random, designed or learned MMs are utilized in ℓ1 recovery.

also seen that the learned MM by the ConvMMNet-GAN results around 1 dB higher PSNR than
ConvMMNet.

3.3.5

Incremental Measurement Design Results

The proposed ConvMMNet learns the MM for a fixed given number of measurements, 𝑀.
While MMs can be learned independently for different number of measurements, another way is
incremental learning. In this incremental learning approach, given a fixed number of measurements
𝑀0 , I learn the next Δ 𝑀 number of measurements to have a total of 𝑀 = 𝑀0 + Δ 𝑀 measurements.
In this approach, while the weights on 𝐹𝐶1 that corresponds to the initial 𝑀 measurements are
fixed, learning is done only on the weights corresponding to the next Δ 𝑀 measurements. In
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Figure 3.7: Avg. PSNR as a function of number of measurements for the directly learned,
incrementally learned, random, and designed MMs used in DNN based reconstruction.

Figure 3.7, I compare the performance of the incrementally learned MM with directly learning
the full 𝑀 measurements within ConvMMNet, and also random and designed MMs. Although
the incremental learning performs slightly less than the learning MMs directly, the performance
difference is less than 0.7 dB in PSNR at all measurements. It can also be seen that the incrementally
learned MMs still provide approximately 7 dB higher PSNR compared to random or designed MMs.

3.3.6

Out of Class Training Results

The DNN based reconstruction results presented in previous subsections were trained using
‘Training set-1’ where examples of all input target classes are available in training and validation
datasets. To analyze the effect of target class dependence on reconstruction performance, I have
tested the performance of the learned DNN structures using a ‘Training set-2’. In this training set,
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

(k)

(l)

(m)

(n)

Figure 3.8: Reconstructed images for the learned, fixed and optimal sensing matrix for 256
measurements using samples from class that is not used for training (a) Original Image, (b)
Φ 𝑅 -DI (23.59 dB), (c) Φ𝐷 -DI (24.29 dB), (d) Φ 𝑅 -Reconnet (26.27 dB), (e) Φ 𝐿 -DeepSSRR
(26.51 dB), (f) Φ 𝐿 -Reconnet (27.78 dB), (g) Φ 𝐿 -Reconnet-GAN (29.02 dB), (h) ISTANET+
(30.47 dB), (i)Φ 𝐿 -ConvMMNet (31.68 dB), (j) )Φ 𝐿 -ConvMMNet-GAN (32.79 dB), (k) Φ 𝑅 + ℓ1
(26.09 dB), (l) Φ𝐷 + ℓ1 (26.80 dB), (m) Φ 𝐿 -ConvMMNet + ℓ1 (28.52 dB), (n)
Φ 𝐿 -ConvMMNet-GAN + ℓ1 (29.30 dB).

9 out of the total of 10 target class samples are used in the training and the learned ConvMMNet
is tested to reconstruct the images for the left out target class. The reconstruction of an example
test image using compared techniques is shown in Figure 3.8 for 𝑀=256 measurements. It can be
seen that the best reconstruction is obtained using the learned MM by the proposed ConvMMNetGAN. Figure 3.9 shows the average PSNR comparison between the two mentioned train/test cases.
It is seen that although there is approximately 0.6 dB performance difference between the two
training approaches, both cases perform similarly as number of measurements increases. This
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slight difference between two training approaches are due to the fact that ‘Training-1’ has examples
from all target classes, while ‘Training-2’ has no similar object class in the training dataset. I
expect that this difference will even be smaller in a larger dataset as number of target classes in the
training sets increases.

Figure 3.9: Avg. PSNR as a function of number of measurements for Training-1 and Training-2
cases.

3.3.7

Effect of Sparsity in DNN Based Reconstruction

The complexity of the images is an important parameter for the assessment of DNNs to learn
reconstructing them. Can DNN reconstruct a simpler image better than a more complex one?
To analyze the learning capability of the proposed DNN architectures as the complexity of the
underlying signals change, a simulation is developed. I model the signal complexity with the
71

Figure 3.10: Average PSNR for different measurement numbers 𝑀 as a function of sparsity level
𝐾.

sparsity level of the signals. The full CIFAR-10 dataset is regenerated with varying sparsity levels
from 𝐾 = 5 to 𝐾 = 400, using DCT as the sparsity basis. For each level of sparsity, ConvMMNet is
trained, validated, and tested on the corresponding sparse CIFAR-10 dataset. The obtained average
PSNR reconstruction performance as a function of sparsity level is shown in Figure 3.10. It can be
seen that ConvMMNet learns to reconstruct higher PSNR images with increasing measurements for
the same sparsity levels. For a given number of measurement, it reconstructs sparser images better
which reflects that simpler images can be reconstructed easier compared to more complex images.
It is also important to note that after some sparsity level PSNR values are approximately flat. This
shows that at a given measurement number 𝑀 ConvMMNet can reconstruct up to a maximum level
of sparsity level 𝐾, which increases by 𝑀, similar to sparse reconstruction approaches. In addition,
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Figure 3.11: Transition curves at different different sparsity levels (𝐾 = 5, 𝐾 = 55, and 𝐾 = 200)
as a function of number of measurements.

the learned MMs from these simulations are utilized in ℓ1 based recovery and compared with the
random MMs. Note that the random MM with ℓ1 based recovery is the classical CS approach.
Figure 3.11 shows the transition curves at compared sparsity levels as a function of number of
measurements 𝑀. It can be seen that the learned MMs achieve the transition at lower 𝑀 values for
all tested sparsity levels compared to the random MMs.

3.3.8

Analysis on the Learned MM

The mutual coherence and the selected sparsity basis are important parameters that effect the
signal reconstruction performance as defined in eq. (1.7). The proposed DNN structure does
not assume a sparsity basis nor specifically tries to minimize a parameter like mutual coherence.
Nevertheless, I made a simulation to understand the coherence properties of the learned MMs. The
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Figure 3.12: Average mutual coherence of the tested learned, designed and random MMs with the
DCT basis as a function of number of measurements 𝑀.

sparsity basis 𝚿 is assumed to be DCT basis and the mutual coherence of the system A = 𝚽𝚿
is calculated for the MM 𝚽. I tested random MM, learned MMs for ConvMMNet, DeepSSRR,
Reconnet, and the designed MM for the assumed basis. I show the average mutual coherence as
a function of number of measurements in Figure 3.12. It can be seen that the designed MM has
the lowest average coherence since it is designed specifically for that purpose. The learned MMs
have more average coherence compared to random MMs. On the other hand, it can be seen from
the histogram plots of the coherence shown in Figure 3.13 that the designed MM almost has the
highest maximum absolute coherence while learned MMs from ConvMMNet and Reconnet have
similar values with that of designed one. On the contrary, learned MM in DeepSSRR and random
MM have similar lower values of absolute coherence. Presented results in this chapter show that
the learned MM provides the best reconstruction performance of compared MMs although not
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necessarily minimizing average or absolute coherence values. I think that this is because first
average mutual coherence is not directly guarantee better reconstruction performance and secondly
the assumed DCT basis may not be the best basis for the tested image dataset.

Figure 3.13: Histogram for the coherence values of tested MMs at 𝑀 = 128, [A: Random, B:
ConvMMNet, C:Reconnet, D:DeepSSRR, E:Designed].

3.3.9

Performance as A Function of Training Set Size

The number of training samples for proposed DNNs for learning to reconstruct images is an
important parameter. CIFAR-10 dataset has a total of 60000 images and ‘Training-1’ case used
40000 images as the training set, 10000 images as the validation set for learning. To analyze the
reconstruction performance of the ConvMMNet as a function of the increasing number of training
samples I changed the training set size from 5000 to 40000 while still testing the learned network
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Figure 3.14: Avgr. PSNR in dB with respect to the increasing number of training samples.

on the same test dataset. The obtained average PSNR result is shown in Figure 3.14. It can be seen
that as the DNN uses more training samples for learning, its image reconstruction performance
on the test dataset increases. Due to the small size of CIFAR-10, it is not clear if or at what
training sample size this performance converges to a level. My expectation is that by increasing
the training set size utilizing a larger dataset, the DNN reconstruction has the potential to increase
its performance.

3.3.10

Computational Comparison

An important advantage of DNN based recovery is its computational effectiveness when it is
trained. Figure 3.15 shows the reconstruction times of the DNN and ℓ1 based reconstructions for
various measurement number cases. It can be seen that the DNN reconstruction is nearly 40dB
less in computation time compared to ℓ1 based recovery.
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Figure 3.15: Computation time in dB vs M for DNN and ℓ1 based reconstruction.

3.4

Conclusions
In this chapter, I propose a deep neural network (DNN) structure with cascaded fully connected

and convolutional layers utilizing a multilevel trainable weighted loss function in an adversarial
learning framework to learn both the measurement matrix (MM) and the inverse reconstruction
scheme for images. The proposed networks are trained,validated, and tested on CIFAR-10 database
and compared with random MM with Gaussian entries, designed, and adaptive MMs to minimize
the average coherence with the DCT basis. Learned MMs are also utilized in ℓ1 minimization
based sparse recovery.Learned MMs through proposed approach provide higher PSNR over the
test dataset than the compared MMs in both DNN or ℓ1 based reconstructions. The proposed
approach also provides incremental measurement learning where the system can learn the next set
of measurements on top of a fixed set of measurements. More training samples help networks learn
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better reconstruction schemes. Different training scenarios showed that the reconstructions don’t
depend on the object classes in the dataset. The effect of sparsity levels of the underlying images on
the reconstruction performance of the learned networks is also studied. It is observed that learned
networks could reconstruct sparser images with higher PSNR and performance increasing with the
number of measurements. The proposed reconstruction scheme has less computational complexity
compared to ℓ1 minimization based reconstructions with superior results. While provided MM
learning focus on linear sensing systems, learning nonlinear sensing mechanisms from data can
also be a future research topic.
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CHAPTER IV
COMPRESSED CLASSIFICATION FROM LEARNED MEASUREMENTS

4.1

Introduction
Motivated by the successful enhanced results on utilizing data driven deep learning based

structures to reconstruct signals from their compressed measurements [74, 82, 92–94, 143] to learn
the mapping from low dimensional data space to the original signal space for the given signal
while also providing much lower reconstruction time given a trained model, this chapter proposes
a new deep joint compressed learning (DJCL) framework that incorporates a deep reconstruction
network within the compressed learning (CL) structure to optimize a novel weighted loss function
that combines classification and reconstruction losses driving the learning for the full network.
While inferring directly from the compressed measurements, the DJCL can also derive optimal
set of measurements for the classification task. The proposed network is trained and tested using
CIFAR-10 [72] dataset. The obtained results are compared with CL based approaches as well
as separately reconstructing images and applying classification on the reconstructed images. My
results show that proposed deep joint compressed learning framework performs better than the
state of the art deep CL approaches surpassing separate reconstruction and classification levels.
The main contributions of this chapter can be listed as follows:

79

1. A new deep compressed learning framework is proposed for direct inference from lower
number of linear measurements jointly utilizing DNN structures for the learning of measurements, reconstruction, and classification schemes.
2. A novel loss function that is a weighted combination of cross-entropy and mean square error
is proposed to train the combined deep network structure. This novel loss results in a higher
classification accuracy than using only cross-entropy for the network for compressed learning
framework.
3. The proposed DJCL structure is a general framework that is flexible enough to employ most of
the existing high performing reconstruction and classification networks within its structure.
4. Task dependent measurement matrices are learned for the specific goal of classification.
5. Detailed performance analysis in comparison to state of the art deep CL approaches are
provided for a variety of measurement rates.

4.2

Proposed Learning Structure

The proposed deep compressed learning network structure along with recent DNN based CL
techniques [84,147] has been illustrated in Figure 4.1. It can be seen that the proposed model differs
from existing approaches in several fronts. First, while existing approaches only generate a proxy
image through a single FC layer, proposed approach utilizes a reconstruction network and produces
an enhanced input to the classification network. Second, existing approaches train network with
only a cross entropy loss while I propose a weighted loss of reconstruction and classification costs
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(a)

(b)

(c)

Figure 4.1: CL block diagram for (a) [84], (b) [147], and (c) Proposed Method.
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to train the proposed model. The proposed DJCL framework is flexible to use most of the existing
reconstruction or classification networks within and it jointly utilizes its sensing, reconstruction,
and classification stages as detailed in the following subsections:

4.2.1

Sensing: Learning Measurements for Classification

The sensing system in the proposed DJCL framework as shown in Figure 4.1(c) utilizes a
reshaping and a fully connected layer (𝐹𝐶1 ) with linear activations modelling the sensing system
to acquire the data from the original signal to the compressed domain. Since only linear activations
are used in 𝐹𝐶1 layer, the output of 𝐹𝐶1 fully models the y = 𝚽x, CS data acquisition process
where entries of MM, 𝚽 are the weights used in 𝐹𝐶1 layer where x is obtained from via reshaping
the original signal e.g. image X. Learning the parameters of this layer corresponds to learning a
linear MM suitable for CS for the task of classification.

4.2.2

Reconstruction Network

Reconstruction network is the second part of the proposed DJCL framework where I use the
b which will be
compressed measurements y from the sensing stage to reconstruct a signal estimate X,
fed as an input to the classification network. The DNN based CL in [84] only uses adjoint operators
𝚽T to generate proxy images by reshaping 𝒙ˆ = 𝚽T 𝒚 as inputs to the following classification stages.
Learning in [84] is only in the classification network where this pseudo image is used as the input.
In [2,147], a single FC layer with ReLu activation is used to imitate the adjoint operator by learning
to create a pseudo images.
However, in recent years, studies on DL based signal recovery from compressed measurements
led to several successful DNN structures [74, 82, 94, 98, 99, 130, 143]. These DNN models show
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enhanced signal recovery performance for the class of signals as they are trained on with much less
computational complexity compared to classical CS recovery approaches. I propose to utilize a DL
based reconstruction network that maps the compressed measurements to the original signal domain
in my CL framework as opposed to a single FC layer. For this goal, I specifically focus on three of
the recent and comparably successful reconstruction networks; ReconNet [74, 82], IstaNet [143],
and ConvMMNet [94]. Each of these reconstruction networks differ by their DNN architectures
on how they perform reconstruction from the given compressed measurements. While ReconNet
utilizes convolutional layers working on initial proxy images, ConvMMNet uses a cascade of an FC
layer with multistage convolutional and ReLU layers trained using a weighted Euclidean loss jointly
learning the measurements as well as the reconstruction scheme. ISTA-Net unrolls the iterative
shrinkage-thresholding (ISTA) [13] algorithm into a multistage DNN. In general, these networks
are trained with minimizing the Euclidean loss defined as the average squared reconstruction error
as in eq. (4.1)
𝑇
1Õ
k 𝑓 ( 𝒚 𝒊 , 𝚯) − Xi k𝐹 .
𝐿 𝑅 (𝚯) =
𝑇 𝑖=1

(4.1)

where 𝑇 is the total number of training samples, and 𝑓 (𝒚 𝒊 , 𝚯) is the reconstruction network model
with parameters 𝚯 and the input compressed measurement samples 𝒚 𝒊 . In addition to the Euclidean
loss, an adversarial loss is used within a generative adversarial network (GAN) in [82] in ReconNet
and ConvMMNet models. More details for network structures of each approach can be found in
more detail in their respective publications.
In this study, I utilize parts of these reconstruction network models after the proxy image
generation within my framework. Not all but one of these reconstruction networks can be selected
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to be used in final DJCL model. The goal is to create an enhanced representation of the signal as
the input to the next classification stage in the network. Simulation results presented in section 4.3
show that the output of the reconstruction networks have significantly higher peak signal to noise
ratio levels compared to proxy images generated in compared CL approaches.
Although the specified reconstruction networks are tested and compared in this study, the
general framework I propose is flexible so that other reconstruction network models can also be
utilized instead of the tested networks. The generated image from the reconstruction network will
be the input to the next stage of the DJCL framework, which is the classification network.

4.2.3

Classification Network

The final stage of my CL framework is the classification part. For this stage, I utilize one
of the existing state-of-the-art classification networks such as AlexNet [72], VGG [111], or Wide
residual Network (WRN) [140]. AlexNet offers a baseline for DNN based object classification. It
uses five convolutional layers, followed by FC layers with ReLU activations. While VGG network
utilizes convolutional, pooling, and FC layers like AlexNet, it uses smaller filters with increased
depth. In this work, I opt to use and compare VGG-3 blocks. For compatibility with the input size
of the images from utilized dataset, I use convolutional filters of size 32, 64, and 128 respectively
in consecutive layers prior to max-pooling operation. WRN is an extension of residual network
(RESNet) [58] utilizing skip connections and residual blocks. In this study, a WRN of depth 28
and width 10 is utilized with the same architecture as presented in [140].
For experimental purposes, I have employed a publicly available dataset, namely CIFAR10 [72] to train, validate, and test the proposed DJCL and the compared approaches. This dataset
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has been extensively used to produce the state-of-the-art results for different kinds of computer
vision task [61]. The details of the dataset with the class information is given in the Section 4.3.
Next section describes the novel loss function for training the combined sensing, reconstruction,
and classification networks.

4.2.4

CL with Weighted Loss function

In the proposed CL approach, I jointly learn a MM that maps an original signal 𝒙 𝒊 to compressed
measurements 𝒚 𝒊 = 𝚽𝑺 𝒙 𝒊 and an inference network mapping 𝒚 𝒊 to a class label ℓ𝒊 over a training set
of 𝑇 samples. Learning the parameters of both sensing and inference networks can be done jointly
through solving an optimization problem minimizing a defined loss. One possible such loss that is
also utilized in literature for CL [2, 84, 147] is the one that can measure only the distance between
the predicted and true class labels through employing a negative log-likelihood function. For this
case, the network parameters can be learned by solving the following optimization problem:

b 𝑹, 𝚯
b 𝑪 } = arg
b 𝒔, 𝚯
{𝚽

min

𝚽𝒔 ,𝚯 𝑹 ,𝚯𝑪

L𝐶 ( 𝑓𝚯𝑪 ( 𝑓𝚯𝑹 (𝚽 𝒔 𝒙 𝒊 )), ℓ𝑖 )

(4.2)

where 𝑓𝚯𝑹 (𝚽 𝒔 𝒙 𝒊 ) is the model for the reconstruction network with parameters Θ 𝑅 , 𝑓𝚯𝑪 (·) is the
model for the classification network with parameters 𝚯𝑪 . The classification loss function L𝐶 is
the cross entropy loss that is defined as
L𝐶 ( b
ℓ𝑖 , ℓ𝑖 ) = −

𝑇 Õ
𝐶
Õ

ℓ𝑖,𝑐 𝑙𝑜𝑔𝑆( ℓˆ𝑖,𝑐 ).

(4.3)

𝑖=1 𝑐=1

where 𝑆( ℓˆ𝑖,𝑐 ) is the soft-max layer output that gives the probability that sample 𝑖 belongs to class c.
Minimizing the cross entropy loss in eq. (4.2) is a natural selection, since the final goal of the
CL is to obtain the best classification performance. However, I propose and show in my simulation
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results that reconstructing a better image estimate as the input of the classification network also
increases the classification performance. Only employing the optimization in eq. (4.2) does not
directly force the DNN structure to create better reconstruction outputs as a middle product of
the whole network. Hence, I utilize a hybrid loss that incorporates a weighted combination of
the reconstruction and classification losses. The goal by injecting the reconstruction loss into the
total loss is to force the reconstruction network to generate better image estimates that will lead
to enhanced classification performance. Thus, the proposed CL approach solves the following
minimization problem
b 𝑹, 𝚯
b 𝑪 } = arg
b 𝒔, 𝚯
{𝚽

min

L𝑇

𝚽𝒔 ,𝚯 𝑹 ,𝚯𝑪

(4.4)

where the total loss L𝑇 is
L𝑇 = L 𝑅 ( 𝑓𝚯𝑹 ( 𝒚 𝒊 ), 𝒙 𝒊 ) + 𝜆L𝐶 ( 𝑓𝚯𝑪 ( 𝑓𝚯𝑹 (𝚽 𝒔 𝒙 𝒊 )), ℓ𝑖 )

(4.5)

In eq. (4.5), L 𝑅 is the mean squared reconstruction loss defined in eq. (4.1), 𝜆 is the hyper-parameter
that defines the ratio between L𝐶 and L 𝑅 losses. The parameter 𝜆 can be selected over a validation
set as shown in Section 4.3.
Note that the joint learning framework learns both a MM and an inference network including
reconstruction and classification parts in the training phase. The learned MM can be detached from
the combined network and it can be utilized to sense the signals. It can be seen that different MM can
be learned for different purposes such as classification or reconstruction minimizing different type
of losses such as L𝐶 , L 𝑅 or the total loss L𝑇 . After the sensing network is detached, the remaining
DNN is the CL network implementing inference directly from the compressed measurements.
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4.3

Simulation Results
In this section, I provide simulation results and quantitative analysis of the proposed DJCL

framework compared with the existing deep CL approaches in [84, 147]. First, I provide details on
the employed dataset, evaluation metrics, and the learning parameters. In the following subsections,
I specifically present results on:
1. Performance of utilized classification networks on original image domain to determine a
baseline for CL performance
2. The proposed joint CL framework and compared approaches for varying number of measurements, different loss functions, noise performance, and computation times
3. Separate reconstruction and classification for varying number of compressed measurements
4. Analysis on the learned MMs for the goals of reconstruction or classification

4.3.1

DataSet, Evalaution Metrics, and Learning Parameters

In this chapter, CIFAR-10 [72] dataset is used for simulation and quantitative analysis. CIFAR10 dataset consists of 60000 32 × 32 colour images in 10 classes, with 6000 images per class. The
object classes are airplane, automobile, bird, cat, deer, dog, frog, horse, ship, and truck. I used the
gray scale versions of all images in the dataset and out of 60000 total images, 40000 images are
used for training, 10000 for validation, and the remaining 10000 are used for testing in a random
manner. I present my results using two evaluation metrics. The classification results are presented
using accuracy, while reconstruction performance is measured using peak to signal noise ratio
(PSNR) [50]. I have selected a batch size of 32 and epoch size of 500 with the help of ADAM
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optimization for a varying learning rate from 0.1 to 0.0001 to determine the network parameters
via gradient descent. I have used Tensorflow [1], the open source deep learning framework, for
training, validation, and testing purposes. All simulations are run on a deep learning machine with
3 NVIDIA Titan RTX GPUs to carry out the training, validation, and testing tasks.

4.3.2

Classification on Original Image Domain

The goal of CL is to provide inference directly from the low dimensional compressed measurements. To provide a baseline for the CL performance, I first provide the classification results on the
original signal domain. The original images in CIFAR-10 dataset is used without any compression.
Three different classification networks, being AlexNet, VGG-3, and WRN, as described in Section
4.2.3 are trained and their performances are compared. All classification network parameters
are initialized with random weights. The obtained accuracy over the test dataset is reported in
Table 4.1. WRN is the best performing network over original image domain among the compared

Table 4.1: Classification accuracy on original images
Classification network

Accuracy

Simple Deep CNN/AlexNet

79%

VGG-3

88%

Wide Residual Network (WRN)

97%

techniques with 97% accuracy level. Nevertheless, I utilized both WRN and VGG-3 networks in
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my DJCL framework and provide results for both networks since they provide the two best accuracy
results on the original signal domain.

4.3.3

Proposed Deep Joint Compressed Learning Framework

In this part, I present the performance of the proposed deep joint CL (DJCL) framework along
with the compared deep CL techniques, DCL1 ( [84]) and DCL2 ( [147]). All compared approaches
are trained and tested for the same set of compressed measurement numbers varying from 𝑀 = 64
to 𝑀 = 768. Since the images are 32 × 32, the dimension of original signal domain is 𝑁 = 1024
and utilized measurement rates correspond to 𝑀/𝑁 ratios of 0.0625 to 0.75. While DCL1 uses

Table 4.2: Comparison of classification accuracy for DCL1 and DCL2 approaches for tested
number of measurements.
M

DCL1+VGG-3

DCL1+WRN

DCL2+WRN

64

23%

26%

29%

128

27%

31%

36%

256

32%

34%

40%

512

43%

54%

61%

768

48%

63%

66%

compressed measurements that are created with a random MM, DCL2 and DJCL learn the MM
jointly with its CL inference. DCL1 approach uses an AlexNet like CNN in its original form. I
tested its performance with both VGG-3 and WRN networks which generates comparably higher
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performance. DCL2 is tested with WRN as utilized in its original version. The proposed DJCL
framework is implemented with a variety of choices of reconstruction and classification networks.
While ReconNet, ConvMMNet, and ISTANET+ are the reconstruction network choices, VGG-3
and WRN are used as classification networks. Each combination case is trained and tested over
the grayscale CIFAR-10 dataset using the same set of measurement numbers. I trained each DJCL
framework case with two different loss functions; either only the cross entropy loss defined in
eq. (4.3) or the proposed weighted total loss defined in eq. (4.5). For all scenarios, all the network
parameters are randomly initialized before training. Obtained accuracy results over the test datasets
are shown in Table 4.2 for DCL1 and DCL2 and in Table 4.3 for DJCL.
Table 4.3: Classification accuracy for proposed DJCL framework with all tested reconstruction
and classification networks and losses for different number of measurements.
Acc.

Cross-Entropy Loss

Weighted Loss

VGG-3

WRN

VGG-3

WRN

36%

42%

59%

66%

41%

49%

65%

73%

ISTANET+

43%

50%

66%

74%

ReconNet

43%

50%

65%

72%

48%

55%

69%

79%

ISTANET+

50%

57%

70%

80%

ReconNet

50%

57%

71%

80%

55%

61%

76%

83%

Reconst.

M

ReconNet
ConvMMNet

ConvMMNet

ConvMMNet

64

128

256

90

Table 4.3: (continued)
ISTANET+

57%

63%

79%

85%

ReconNet

59%

65%

80%

86%

63%

69%

85%

86%

ISTANET+

63%

69%

86%

90%

ReconNet

63%

72%

85%

91%

66%

74%

87%

94%

67%

75%

88%

96%

ConvMMNet

ConvMMNet
ISTANET+

512

768

It can be seen in Table 4.2 that DCL2 provides higher accuracy results compared to DCL1
for all tested number of measurements. This is because of both learning MM and applying
a learnable network layer to reconstruct a proxy image as input to the classification network.
However, the CL inference results from both approaches are comparably lower than proposed
DJCL classification results presented in Table 4.3 for the same number of measurements. This
result shows that utilization of a reconstruction network along with the proposed weighted loss
function in DJCL framework provides much higher accuracy results compared to existing DCL1
and DCL2 approaches. One possible reason these networks to achieve lower accuracy levels is that
their proxy image generations don’t provide enough detailed images as input to the classification
parts.
There are several important conclusions that can be observed from the DJCL results presented
in Table 4.3. First, if the DJCL network is trained with the proposed weighted loss (WL) that
combines both cross entropy loss (CEL) and reconstruction loss (RL), the achieved accuracy
91

Figure 4.2: Effect of loss ratio parameter 𝜆 on validation accuracy and PSNR of reconstruction
network output for 𝑀 = 256.

levels are much higher than utilizing only the CEL. DJCL framework allows using a choice of
reconstruction and classification networks. It can be seen that from three possible reconstruction
and two classification network combinations ISTANET+ and WRN combination generally provides
the best accuracy levels for both loss function cases and all tested number of measurements. It can
also be observed that employing ConvMMNet also achieves similar performance for several cases.
Another important observation is that achieved accuracy levels with the proposed networks and
training with WL achieves similar accuracy levels obtained over original image domain for higher
number of measurements. This is because proposed structure jointly reconstructs and classifies
with a loss function that combines both reconstruction and classification errors in a weighted
manner.
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In order to understand the effect of weighting between CEL and RL, a simulation study is
performed. The total loss is defined in eq. (4.5) and the parameter 𝜆 controls how much CEL is
added. If 𝜆 = 0, total loss is the same as only RL while for very high 𝜆 total loss is dominated
by only CEL. For the case of using ISTANET+ and WRN combination in DJCL framework the
achieved validation accuracy levels for a set of 𝜆 values is shown in Figure 4.2. The reconstruction
network generates an image to be the input for the classification network as a midproduct of DJCL
and the PSNR of that image is also shown in the Figure 4.2. It can be seen that for smaller 𝜆, the
network focuses more on reconstruction and generates a high PSNR midproduct image but final
accuracy levels are low. Increasing 𝜆 upto a level increases the achieved accuracy while sacrificing
from the PSNR of the midproduct image. Although increasing 𝜆 more means for network to pay
much more importance to CEL, the accuracy levels decreases since network can not generate higher
PSNR images that will be input to the classification network. Using such analysis an optimal 𝜆
parameter can be selected for the weighted loss using the validation set and the performance of
the selected parameter is tested with the independent test dataset. For my analysis, the parameter
𝜆 = 10 is found to be producing the highest accuracy for the validation set as seen in Figure 4.2.

4.3.4

Separate Reconstruction and Classification

Table 4.4: Separate reconstruction and classification results
PSNR(dB)
Method

Acc. (VGG-3)

Acc. (WRN)

M

ℓ1

Φ𝑅

Φ𝐿

Φ𝑅

Φ𝐿

Φ𝑅

Φ𝐿

21.08

−

51%

−

60%

−

21.92

22.81

53%

57%

62%

63%

64
ReconNet
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Table 4.4: (continued)
ConvMMNet

23.47

24.34

59%

62%

67%

69%

ISTANET+

23.67

25.47

60%

64%

69%

73%

ℓ1

21.84

−

53%

−

62%

−

ReconNet

23.85

24.96

61%

64%

65%

71%

ConvMMNet

25.43

27.19

64%

68%

73%

77%

ISTANET+

25.61

28.05

64%

69%

74%

79%

ℓ1

22.57

−

55%

−

65%

−

ReconNet

25.62

28.08

64%

69%

72%

79%

ConvMMNet

28.69

31.06

70%

74%

81%

81%

ISTANET+

29.12

32.17

71%

77%

82%

83%

ℓ1

23.05

−

59%

−

68%

−

ReconNet

26.95

33.28

66%

78%

73%

86%

ConvMMNet

34.06

36.08

79%

82%

87%

88%

ISTANET+

34.42

36.95

81%

83%

89%

89%

ℓ1

28.98

−

71%

−

80%

−

ReconNet

35.31

37.81

82%

84%

89%

91%

ConvMMNet

42.97

44.68

86%

86%

93%

93%

ISTANET+

43.21

45.32

86%

87%

95%

95%

128

256

512

768

In contrary to CL, one typical implementation to achieve a classification using compressed
measurements requires a two stage approach: first, the image is reconstructed from the compressed
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measurements using a known reconstruction technique, and second, a classification technique is
utilized on the reconstructed image. While this two stage approach require to reconstruct images
first, keep them in memory, and train separate reconstruction and classification, my goal is to compare the CL framework with this separate implementation of reconstruction and classification. For
reconstruction, I utilize ℓ1 -minimization based basis pursuit as the CS reconstruction technique and
ReconNet [82], ConvMMNet [94], and ISTANET+ [143] structures for DL based reconstruction. I
tested scenarios where number of compressed measurements vary from 𝑀 = 64 to 𝑀 = 768. The
compressed measurements can be generated with a random MM (𝚽 𝑹 ) or a MM can be learned
(𝚽 𝑳 ) for DL based reconstruction. Note that the DNNs here are employed for image reconstruction only and trained with minimizing only the reconstruction loss. The reconstructed images are
then separately used to train WRN or VGG-3 classification networks. Both the reconstruction
PSNR values and the obtained accuracy levels for compared techniques under random or learned
MM are provided in Table 4.4. It can be seen that DL based reconstruction approaches provide
better reconstruction results compared to ℓ1 -minimization. The reconstruction performance also
gets better as the number of compressed measurements increases. In addition, the learned MMs
provide 1-3 dB higher PSNR in average. While WRN providing better accuracy results compared
to VGG-3, the accuracy increases as better reconstructions are achieved with increasing number of
measurements. Higher PSNR on image reconstruction is directly correlated with higher accuracy
with a correlation coefficient of 0.97 for compared techniques and measurement numbers. For the
measurement number of 𝑀 = 768, close to original image domain accuracy levels are obtained.
While WRN achieved 97% accuracy on uncompressed original images, 95% accuracy can be
achieved with WRN when it is trained on reconstructed images with ISTANET+ for 𝑀 = 768.
95

Figure 4.3: Average accuracy as a function of measurement number for the DJCL with CEL and
WL cases compared to separate reconstruction and classification.

In Figure 4.3, the achieved accuracy levels as a function of number of measurements for
the proposed DJCL approach using the weighted loss (DJCL+WL) is compared with DCL1,
DCL2, DJCL using only cross-entropy loss (DJCL+CEL) and two stage approach of separately
reconstructing all images first and applying classification on them. The classification accuracy
achieved on the full original image domain is also shown. It can be seen that the proposed
DJCL with WL achieves significantly better than only employing CEL or compared DCL1 or
DCL2 approaches. It also offers slightly better accuracy than the two stage implementation nearly
achieving the original image domain classification performance for higher number of measurement
cases.
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Although main task of the CL approaches is classification, I compare the mid-product images
from proposed DJCL approach with CEL and WL cases with the proxy image from DCL2 approach in Figure 4.4. The direct reconstruction performance of ISTANET+ structure with only
reconstruction loss is also shown as a bound to the compared CL cases. It can be seen that proxy
image of DCL2 or image output of DJCL+CEL has comparably much lower PSNR values than
proposed DJCL+WL. It is expected that direct reconstruction provides best PSNR since DNNs
are trained for minimizing the reconstruction loss only as also illustrated in Figure 4.2. While
proposed DJCL+WL approach produces high PSNR images close to direct reconstruction, its final
classification accuracy, which is the main task of compressed learning, is higher.

Figure 4.4: Average PSNR of reconstruction network outputs as a function of measurement
number for compared approaches.
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4.3.5

Computational Comparison

Table 4.5: Testing times for compared methods using a single GPU with WRN as classifier.
Testing Time
Method
(in sec)
DCL1

1.95

DCL2

2.04

DJCL+WL+ISTANET+

2.26

Separate (DNN)

2.61

Separate+ℓ1

940

An important reason of applying CL is to get rid of the high computational complexity of
classical CS based reconstruction stage and directly obtain the inference from the compressed
measurements. DNN based reconstructions provide much faster results compared to CS. In DCL1
and DCL2 approaches, simple adjoint operators or single FC layer implementations are used for
reconstruction. The proposed DJCL framework brings a more complex reconstruction network
framework together with a weighted loss function. After training each network, I compare the
testing times for each trained network and the obtained results are presented in Table 4.5. While
DCL1 and DCL2 take 1.8-2 sec for testing of 10,000 data samples, the proposed DJCL framework
variants takes 2.21-2.26 sec, approximately 10% more. All DNN based approaches take much less
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time than classical CS based reconstruction which is 940 sec and approximately 465 times of the
average DNN based CL implementations.

4.3.6

Noise Performance

Figure 4.5: Accuracy as a function of SNR for compared approaches at 𝑀=256.

In this part, I compare the robustness of tested approaches to additive noise in compressed
measurements. White Gaussian noise (WGN) is added to compressed measurements of test dataset
images with a varying level of signal-to-noise (SNR) ratios from −10dB to 20dB. The simulations
are done for 𝑀 = 256 number of measurements. The noisy compressed measurements are classified
with the compared CL networks. The achieved accuracy levels for DCL1, DCL2, and the proposed
DJCL framework with WL are shown in Figure 4.5 along with the case of separate reconstruction
and classification. While every approach performs better with increasing SNR, it can be seen
99

that the proposed DJCL outperforms compared CL approaches significantly and performs slightly
better than separate implementation. All approaches nearly achieve their zero noise performances
given in Tables 4.2 and 4.3 for higher SNR.

4.3.7

Analysis on the learned MM

Figure 4.6: Average mutual coherence of the learned MMs for reconstruction and classification
tasks as a function of number of measurements 𝑀.

Selecting a proper MM for enhanced reconstruction is an important problem. Several studies
have been focused on designing MM’s through minimizing the averaged mutual coherence for a
given fixed sparsity basis under the assumption that the averaged mutual coherence metric will
reflect an average signal recovery performance [42,44,141]. On the other hand, learning a MM for
the goal of better reconstruction has been shown by utilizing DNNs in [82,92–94]. In DCL2 and in
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Figure 4.7: Histogram for the coherence values of MMs at 𝑀 = 64 for reconstruction and
classification tasks.

this chapter, a MM is shown to be learned for the goal of classification. However, there hasn’t been
a comparison between MMs learned for reconstruction and classification goals. Here, I provide
an initial comparison. For this, I use a dicrete cosine transform (DCT) basis 𝚿 and calculate
the mutual coherence of the sensing system A = 𝚽𝚿 for the learned MM 𝚽. As an example
case, I employ ConvMMNet for reconstruction and use it within the DJCL-WL framework for
classification to learn MMs for reconstruction and classification respectively. Figure 4.6 shows
the average mutual coherence of MMs as a function of number of measurements. Although
for higher number of measurements average mutual coherence are similar for MMs learned for
reconstruction and classification, for lower number of measurements the average mutual coherence
for classification is comparably lower than the reconstruction case.
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Histogram of the mutual coherence values for the case of 64 measurements are shown in
Figure 4.7. Although maximum coherence values are similar, histogram for the classification MM
has a slightly lower tail confirming the result in Figure 4.6.

4.4

Conclusions
In this work, a deep joint compressed learning (CL) framework is proposed where it utilizes a

deep reconstruction network within the compressed learning structure along with a novel weighted
loss function to achieve classification from the low number of compressed measurements. The
performance of the proposed approach is compared with the existing state-of-the-art CL approaches
on CIFAR-10 image dataset. Proposed structure allows direct inference from compressed measurements with enhanced classification performance with robustness to noise compared to tested
deep compressed learning approaches. In addition, optimal measurement matrices for the goal of
enhancing classification performance are learned.

102

CHAPTER V
DATA DRIVEN LEARNING OF CONSTRAINED MEASUREMENT MATRICES FOR
SIGNAL RECONSTRUCTION

5.1

Introduction
Data-driven joint learning of both measurement matrices (MM) and signal reconstruction

through deep neural networks (DNN) have been shown to outperform classical sparse reconstruction
techniques. These approaches learn unconstrained MMs with arbitrary values. However, for many
real-world applications measurements must follow certain physical constraints and arbitrary MMs
cannot be directly applied. This chapter proposes novel loss functions for training of DNNs to
learn constrained MMs for certain measurement ensembles such as with only ±1 or binary values.
A mutual coherence term is also utilized in the loss function to guide learning of a more effective
MM. Simulation results over CIFAR-10 dataset show that constrained MMs can be learned leading
to enhanced reconstruction performance.
In this chapter, I propose a novel loss function that enables learning a constrained MM jointly
with the signal reconstruction task, where the elements of the MM belong to a finite set of values
such as ±1 or binary. Results show that DNN or classical CS based reconstructions using the
learned constrained MM achieve higher peak signal to noise ratio (PSNR) values compared to
random MMs. In addition, I show that the initialization of the MM layer for the learning models
is important and an orthogonal random initialization provides enhanced performance. CS shows
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that the required number of compressive measurements depends on the mutual coherence of the
sensing system [118] and achieving lower mutual coherency is desired. To this end, I propose
using an additional loss term to represent the mutual coherency of the sensing system. my results
show that models learned through the proposed loss functions provide enhanced results compared
to the state of the art approaches.
The main contributions of this study regarding constraining measurements for image reconstruction can be stated as follows:
1. A data-driven approach to learn the MM acquisition and sparse signal reconstruction simultaneously under MM constraint conditions.
2. A novel reconstruction loss function that incorporates the mutual coherence term with the
original reconstruction loss.
3. A novel weighted loss is utilized in the total loss function to add the effects of constraining
MM in general and mutual coherence terms.
4. Qualitative analyses are provided when the learned constrained MMs take different ranges
of binary values (±1 or 0/1).
5. Comparisons between adding hard threshold and the learned way to constraint MMs are also
provided.
6. Detailed performance analysis on the constrained MM to reconstruct sparse signals in comparison to the random, designed MMs and data-driven approaches are provided.
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7. Comparisons to previously proposed DNNs in the literature are provided in case for newly
learned MMs under different constraint settings.

5.2

Proposed Method
The general structure of DNN based joint MM learning and signal reconstruction frameworks

is illustrated in Figure 5.1. Existing approaches for this problem [83, 92–94, 110, 143] use different

Figure 5.1: General DNN structure parameterized by 𝚽 and 𝚯 for joint MM learning and signal
reconstruction.

DNN models for both the MM and reconstruction networks but the general structure is similar. First
the original signal Xi is encoded to compressive measurements via the MM network parametrized
by 𝚽 as yi = 𝑓Φ (Xi ). Convolutional or fully connected layers have been utilized for the MM
network. In the second stage, measurements yi are taken as the input to a reconstruction network
bi = 𝑓Θ (yi ). Existing approaches generally minimize the Euclidean loss
creating an estimate as X
between the original and reconstructed signals over a training dataset as
𝑇
1Õ
𝐿 𝑅 (𝚽, 𝚯) =
k 𝑓𝚯 ( 𝑓𝚽 (Xi )) − Xi k𝐹 .
𝑇 𝑖=1
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(5.1)

where 𝑇 is the total number of training samples. During training, model parameters are generally
randomly initialized from a Gaussian distribution. Minimizing eq. (5.1) over a training dataset will
learn unconstrained MM parameters 𝚽 and the reconstruction network parameters 𝚯. Later, these
networks can be detached and signals sensed through the learned MM can be used in reconstruction
network to obtain the signal estimates. Since, in this case, the MM parameters 𝚽 can take on any
arbitrary value, the MM is commonly described as being unconstrained.

5.2.1

Learning A Constrained Measurement Matrix

To constraint the MM to have specific values of ±1, I propose to use the following loss function
in joint optimization of the MM and reconstruction networks:
𝐿 𝐶 (𝚽, 𝚯) = 𝐿 𝑅 (𝚽, 𝚯) + 𝛼

Õ

(1 + 𝚽 𝑘,𝑛 ) 2 (1 − 𝚽 𝑘,𝑛 ) 2

(5.2)

𝑘,𝑛

From eq. (5.2), it can be seen that the additional loss term forces the elements of the MM 𝚽 𝑘,𝑛 to
be either +1 or −1 because otherwise it incurs additional loss. Here 𝛼 is a regularization parameter
that is used to control the amount of added constraint. I can also constraint the MM in the uni-polar
binary format i.e. making the entry either 0 or 1 by the following manner:
𝐿 𝐶 (𝚽, 𝚯) = 𝐿 𝑅 (𝚽, 𝚯) + 𝛼

Õ

𝚽2𝑘,𝑛 (1 − 𝚽 𝑘,𝑛 ) 2

(5.3)

𝑘,𝑛

In this work, I show my simulation results in terms of bipolar (±1) MM form utilizing eq. (5.2).

5.2.2

The Mutual Coherence Constraint

To recover a 𝐾-sparse signal a sufficient condition [117] is given in terms of the mutual
coherence of system A = 𝚽𝚿 as 𝜇(A) ≤ 1/(2𝐾 − 1), where the mutual coherence 𝜇(A) is defined
in eq. (1.8) where a 𝑘 being the 𝑘-th column of A. This shows that for the same measurement number,
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we can obtain a better reconstruction of the observed signal, hence a larger 𝐾, by minimizing the
mutual coherence 𝜇(A). Hence, earlier CS based studies focused on minimizing the averaged
mutual coherence under the assumption that the averaged metric will reflect an average signal
recovery performance [42, 44, 141]. Existing learning based approaches have not utilized mutual
coherence as a metric yet. In contrast, I propose inclusion of mutual coherence directly as a term
in the loss function, so that this criteria is imposed during the joint learning of the MM and the
reconstruction.
CS assumes a prior knowledge of an sparsity basis 𝚿. If such an information is available for
the problem, 𝜇(A) can be incorporated in the loss, otherwise the total loss function in eq. (5.4) can
be used for learning the DNNs for the MM and the reconstruction networks,
𝐿𝑇 (𝚽, 𝚯) = 𝐿 𝐶 (𝚽, 𝚯) + 𝛽𝜇(𝚽),

(5.4)

where 𝛽 works as another regularization parameter controlling mutual coherence cost. The analysis
of utilized proposed loss functions to learn constrained MMs have been detailed in Section 5.3.

5.3

Simulation Results
In this section, simulations that will analyze the effectiveness of the proposed loss functions

with varying DNN structures and constraint scenarios are provided.

5.3.1

Experimental Settings

For the simulations, the publicly available image dataset, CIFAR-10 [72] is used. Two existing
joint MM learning and signal reconstruction DNN model, ConvMMNet [94], and CSNET [109],
are utilized for the tests. In ConvMMNet MM is modeled with a fully connected network with
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linear activations while CSNET uses a convolutional layer to model the MM. The computation
of the backpropagation of the DNNs has been performed by using mini-batch gradient descent
routine. The updating of the parameters has been done via ADAM optimization for a batch size of
32 and epoch size of 500 with a varying learning rate from 0.1 to 0.001. All simulations are carried
out using the open source deep learning framework, Tensorflow [1] in a deep learning machine
with 3 NVIDIA Titan RTX GPUs.

5.3.2

Regularization Parameters and Initialization

To determine the effectiveness of the proposed loss function in eq. (5.2) in learning ±1 MMs
and a proper regularization parameter 𝛼, the ConvMMNet model is learned over the training dataset
for a set of 𝛼 values from 0 to 0.8. Note that the 𝛼 = 0 case means that an unconstrained MM
is learned. For increasing 𝛼 the more weight is given to learning an MM, where each element is
+1 or −1 rather than making the reconstructed image closer to the labelled one. For each tested 𝛼
case, the learned model is evaluated on the validation dataset via two metrics: average PSNR and
rounding error (RE) of the MM. The learned MM after training, Φ, does not have values exactly
equal to ±1. I round the values to the closest ±1 value and the rounding error is calculated as
ˆ 𝐹 , where 𝚽
ˆ is the ±1 rounded version of 𝚽. Figure5.2 shows RE and average
𝑅𝐸 = ||𝚽 − 𝚽||
PSNR values obtained over validation dataset with respect to the different values of 𝛼 for a fixed
measurement number of 𝑀 = 128. It can be seen from Figure 5.2 that when 𝛼 = 0 RE is highest
but also the PSNR is highest. For an unconstraint MM it is expected to get both a high RE and
PSNR. As regularization parameter 𝛼 increases RE decreases and for 𝛼 > 0.6, RE is nearly zero
indicating of learning a nearly all ±1 MM. However, for small and large 𝛼 values lower PSNR
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Figure 5.2: Comparison of rounding error and average PSNR with respect to 𝛼 at 𝑀 = 128.

values are observed and at 𝛼 = 0.4 the maximum PSNR value is observed. Similarly, maximum
PSNR values are observed around 𝛼 = 0.4 for approximately all measurement ratios, hence 𝛼 = 0.4
is chosen to be the regularization parameter to be used over the test set.
I observed that the initialization of the MM network parameters before training effects the
output PSNR performance of the whole DNN model. Classically DNN parameters are initialized
randomly Gaussian. Instead of this approach, I propose to initialize only the MM network,
with orthogonolized Gaussian random parameters. A random Gaussian MM is generated and
its rows are orthogonolized and those parameters are used as the initial parameters for the MM
part of the reconstruction network. Figure 5.3 shows the average PSNR values for random and
unconstrained learned MMs with and without orthogonalization. It can be seen that initialization
with orthogonalized random values improves the average PSNR around 2 − 3 dB for all tested
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number of measurements. Hence, following simulations used orthogonalized initialization for
MM part, if otherwise stated.

Figure 5.3: Effect of initialization of MM parameters 𝚽 with and without row orthogonalization.

5.3.3

Constrained Measurement Matrix Learning

In this section, quantitative simulation results on the performance of various MMs have been
compared in terms of PSNR metric. First, two joint MM learning and reconstruction DNNs,
ConvMMNet and CSNet, are trained using the proposed loss function in eq. (5.2) with the regularization parameter and initilizations as detailed in previous section. The performance of the tested
DNNs with learned constrained MMs are compared with learned unconstrained MMs utilizing the
loss function in eq. (5.1) and the uniformly random ±1 MMs used with the reconstruction networks
of the same techniques as well as the baseline CS solution, ℓ1 minimization based reconstruction.
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Figure 5.4 shows the average PSNR obtained over the test dataset as a function of measurements
for the compared cases.

Figure 5.4: Comparison of PSNR values at different measurements.

It can be seen that DNN based reconstructions outperform ℓ1 minimization when they all use
random or learned MMs. Both ConvMMNet and CSNet produced very similar results, hence
only one DNN result is shown in Figure 5.4. The learned constrained MMs provide increased
performance, approximately 0.5-2dB in PSNR, compared to the random MM for all number of
measurements using both DNN based techniques. The learned constrained MM also provides
increased performance of approximately 1 dB in average, when it is independently used with the ℓ1
minimization. When no constraint is applied on the MM, i.e. when learning an unconstrained MM,
the DNNs perform slightly better than when a constrained MM is learned. Similar slight difference
111

is observed when only reconstruction networks of DNNs are trained with unconstrained and ±1
random MMs. The learned constrained MMs are obtained through rounding of the learned MM
layer to the nearest ±1 and the rounded MMs are utilized in the testing stage. It is observed that for
the utilized regularization parameter, 𝛼 = 0.4 in this case, the effect of rounding to the resultant
PSNR is observed to be insignificant, less than 0.5 dB for all tested scenarios. ConvMMNet and
CSNet structures perform similarly for both learned or random MM cases, hence for the remaining
simulations results only ConvMMNet model is utilized.

5.3.4

Learning A MM with Mutual Coherence Constraint

Mutual incoherence is an important part of sparse reconstruction and the proposed loss function
in (5.4) allows DNN structures to include a mutual coherence term to guide learning a constrained
MM along with a reconstruction network. To determine the effect of both ±1 MM and mutual
coherence constraints on the PSNR and to determine the optimal set of regularization parameters,
the ConvMMNet structure is trained with a various of 𝛼 and 𝛽 regularization parameters, both in
the range of 0 − 0.8. As shown in eq. (5.4), 𝛽 weights the mutual coherence term. Figure 5.5
shows the obtained PSNR values for the tested (𝛼, 𝛽) combinations and it can be seen that both ±1
MM and mutual coherence constraints have significant levels of effect on the achieved PSNR. The
maximum PSNR is obtained for a combination of constraint settings at 𝛼 = 0.4 and 𝛽 = 0.5, where
moving from this optimal setting in both directions decreases the PSNR output. The average PSNR
and rounding error metrics are illustrated in Figure 5.6 as a function of regularization parameter
𝛼 for both no mutual coherence loss term (𝛽 = 0) and with mutual coherence loss of 𝛽 = 0.5.
While rounding error behaves similarly for both cases, it can be seen that the mutual coherence
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Figure 5.5: Average PSNR values for different values of 𝛼 and 𝛽 at 𝑀 = 128.

term increases the average PSNR value around 1 dB for the constrained MM case (𝛼 = 0.4). I
also see that using a mutual coherence term also helps learning an unconstrained MM learning
(𝛼 = 0), where an increment of PSNR values of around 0.8 dB is observed. I observed that when a
discrete cosine transform (DCT) sparsity basis is assumed in calculation of the mutual coherence
in eq. (1.8), the PSNR results increased no more than 0.2dB. While the mutual coherence of a
learned constrained MM at 𝛼 = 0.4 and 𝛽 = 0.5 is 0.41, the random ±1 MM has a coherence of
0.73.

5.3.5

Analysis for Image Reconstruction with Different MM Settings

In this work, first of my simulation results has been based on the qualitative analysis of the
average PSNR values with respect to the different number of measurement. I compare the obtained
result with respect to the different settings of MMs. The average PSNR plot is shown in Figure 5.7.
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Figure 5.6: Comparison of rounding errors and average PSNR with (𝛽 = 0.5) or without (𝛽 = 0)
introducing the mutual coherence term in the loss function with respect to 𝛼 at 𝑀 = 128.

It shows the plot of PSNR values at different MM constraint settings where BL stands for Binary
Learned MM, BR implies the Binary Random MM. For comparison, I use the measurements
from the different state-of-the-art DNN structures for image reconstruction, namely, CS-NET, and
ConvMMNet. For the sake of comparison from the baseline perspective, I also to opt to include
the results for ℓ1 based minimization for image reconstruction in the constraint based measurement
settings. In the BR case, I constraint the each entry of the MMs from the Gaussian distribution by
applying thresholding in the following manner:

𝑤𝑖 𝑗 =






 1,


if 𝑤 𝑖 𝑗 ≥0





 −1,


otherwise.

(5.5)
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Figure 5.7: Comparison of PSNR values at different measurements.

In BR for constraint case, the MMs are fixed during the training where in the BL case, I am training
the DNNs in an end to end manner to optimize the MMs along with the image reconstruction.
In the testing case, I round off the entries of the MMs to make them closer to either +1 or −1.
From the Figure 5.5, it is seen that the PSNR values obtained from the learned settings for both
CSNET and ConvMMNet outperform all other comparing methods. It is also seen that the PSNR
values produced by the learned and random constraints MMs for these two architectures are almost
similar. From this plot, I also find that the random constraint case in the CSNET and ConvMMNet
architectures produce better PSNR values than that of ℓ1 by having 0.8−9 dB more PSNR. The
PSNR difference between learned and random case of CSNET and ConvMMNet is seen to around
by 0.2−1 dB.
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5.3.6

Analysis With and Without Adding the Constraint

In this work, I also compare the effect of the adding constraint in the MMs for both random and
learned cases. Since from Figure 5.4, I see that CSNET and ConvMMNet perform very similarly;
therefore, I opt to include only the results of the ConvMMNet in the simulation. The comparison
of with or without adding constraint in the MMs for ConvMMNet architecture is presented in
Figure 5.8. In the Figure 5.8, at 𝛼 = 0.4 in eq. 5.2 provides the best value of the PSNR after

Figure 5.8: Comparison of PSNR values at different measurements under different constraint
scenarios.

applying constraint on the MMs. In the Figure 5.8, I can see that the resulting PSNRs after
applying constraint are less than that of the without applying any constraint for the learned cases.
However, the difference can be seen as around 0.6 dB on average for the learned constrained and
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unconstrained case, and 0.9 dB for the random constrained case. This difference can be due to the
precision factor added due to the constraint in the MMs. The learned case for the constraint case
outperforms both simulation settings in the random case by having more PSNR around 1.3 − 2.5
dB.

5.3.7

Analysis On the DCT Based Mutual Coherence

Figure 5.9: Average PSNR values after adding DCT basis as the mutual coherence at 𝑀 = 128
and 256.

In this work, I also opt to include the effect of mutual coherence based on DCT in the loss
function. The new term 𝛽2 implies the effect of adding DCT basis as the mutual coherence where
the 𝛽 in the previous equation becomes 𝛽1 to signify the effect MM based mutual coherence. The
effect of adding this new constraint in the objective function is illustrated in Figure 5.9. From
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this plot, I can observe that adding 𝛽2 along with 𝛼 and 𝛽1 help to increase the PSNR values to
some extent (≈ 0.7dB). However, just like the previous cases, the PSNR values also fall off after a
particular value of 𝛽2 . This plot also shows the fact that it is difficult to get exact basis for a given
class of signal.

5.3.8

Analysis on Changing the Condition of the Coherence

Figure 5.10: Comparison of average and minimum PSNR values for the mutual coherence
minimization based max and mean values at 𝑀 = 128.

In this work, til now I try to reduce the mutual coherence based on the maximum value in
the norm of MM. However, in case of typical CS domain, another metric based on the mean of
norm of the DCT dictionary is widely leveraged to reduce the mutual coherence. The comparison
of reducing the mutual coherence based on maximum and mean value of the MM is shown in
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Figure 5.10. I compare the minimum and the average PSNR values for both mutual coherence
reduction cases. From the plot, I can see that the proposed DNN architecture performs very
similarly in both case of mutual coherence minimization. I have used 𝛼 = 0.4, 𝛽1 = 0.5 and
𝛽2 = 0.0 to achieve the results for this simulation.

5.4

Conclusion
In this chapter, new loss functions are utilized to learn constrained MMs jointly with the

reconstruction networks, where the elements of the MM belong to a finite set of values such as
±1 or binary. Simulation results in case of ±1 values show that learned constrained MMs leads to
improved signal reconstruction compared to randomly generated constrained MMs, when they are
utilized in either DNN based or classical sparse reconstruction approaches. In addition, inclusion
of a mutual coherence term in the loss function is shown to learn enhanced MMs improving the
reconstruction performance.
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CHAPTER VI
MEASUREMENT LEARNING BASED HYPERSPECTRAL BAND SELECTION

6.1

Introduction
In this chapter, I propose a measurement learning based data-driven deep learning (DL) ar-

chitecture for joint band selection and classification, where the architecture minimizes the loss in
classification accuracy, and it learns a constrained measurement mask to select the optimal bands.
The novelty of the approach is to implement a constrained measurement network for learning a
binary mask that implements the band selection process. For this goal, I utilize a probability
mask to generate an initial proxy HSI data with only selected bands that is fed into the deep
neural network based classification part. A convolutional neural network (CNN) is designed for
the classification part to generate the final classification score of the input HSI data. From the
classification loss in the pipeline, with the help of back-propagation, I jointly learn the binary mask
that satisfies the constraint for a given number of bands and the classification network implementing
the final classification from the selected bands. The proposed architecture is tested over publicly
available datasets and compared with the state-of-the-art approaches [19, 25, 67, 91, 114, 119]. My
experimental results show higher classification accuracy than the compared HBS techniques.
The main contributions of this chapter can be stated as follows.
1. I introduce a constrained measurement learning network that learns a binary mask for band
selection.
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2. The measurement learning network and the classification network are jointly learned to minimize the classification loss, leading to optimally selected bands directly for the classification
task.
3. The number of selected bands is an additional constraint for the measurement learning
network, and the proposed architecture can learn binary masks for any desired number of
bands.
4. The proposed architecture is flexible enough to utilize any new classification network that
takes selected bands as its input and that is learnable through backpropagation.
The rest of the chapter is organized as follows. Section 6.2 provides the concept and the
implementation details of the proposed model for learning based joint BS and classification.
Section 6.3 shows the experimental settings and results. A concluding remark is drawn in Section
6.4 with the discussion of future work.

6.2

Proposed Method
The proposed data-driven joint band selection and classification architecture can be decomposed

into two concatenated networks: a band selection network and a classification network. Since I
employ a constrained measurement learning strategy to select the bands; the proposed approach
is named as Measurement learning based Band Selection (MLBS). Its block diagram is shown in
Figure 6.1. The band selection network takes the input HSI data and generates a proxy estimate
of HSI spectrum. The proxy spectrum is produced by multiplying the input spectrum with a
learned binary mask where the selected bands are represented by ones and the redundant bands are
represented by zeros. The binary mask is learned from a random mask. The output of the band
121

Figure 6.1: Block diagram of the proposed method for 𝑇 total number of bands.

selection network is a proxy spectrum with only selected bands and it is passed into a deep neural
network based classification part to obtain the final classification label of the given pixel. The whole
architecture is learned through minimizing the classification loss leading to jointly learned band
selection and classification networks. A more detailed descriptions of the architecture regarding
the operation of these networks are provided in the following subsections.

6.2.1

Band Selection Network

The HSI data X is generally stored as a 3D tensor with dimensions 𝑀 × 𝑁 ×𝑇, where 𝑀, 𝑁, and
𝑇 denote the height and width of the spatial dimensions, and the total numbers of spectral bands,
respectively. The objective is to assign a class label to each pixel vector. Hence, I opt to reshape
the dimension of X as 𝑃 × 𝑇, where 𝑃 = 𝑀 × 𝑁 is the total number of pixels. The input data to
the band selection network in each iteration is X𝑖 of size 𝑇 × 1 representing the 𝑖-th spectral band.
I construct a learnable probability mask S of size 𝑇 × 1 that will be the seed for band selection
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process. The probability mask S is parameterized by X𝑖 such that S = 𝜎𝑡 (X𝑖 ), where each point
in S takes non-negative continuous values, i.e., S ∈ [0, 1] 𝑇 . Here, I define 𝜎𝑡 as an element-wise
sigmoid function:
S = 𝜎𝑡 (X𝑖 ) =

1
,
1 + 𝑒𝑥 𝑝(−𝑡X𝑖 )

(6.1)

where 𝑡 is the slope of the sigmoid and acts as a hyperparameter in the DL pipeline. Since the value
of S lies in the region [0, 1] 𝑇 , I can realize a Bernoulli distribution at S. If one can draw binary
realizations from S, they will find the mask B ∈ {0, 1}𝑇 such that B ∼

Î𝑇
𝑖=1

𝛽(S𝑖 ) where 𝛽(𝑠)

represents the Bernoulli random variable with parameter 𝑠. For each pixel, the obtained binary
mask B has a value of 1 for the bands that are selected and 0 for the bands that will not be selected.
Hence, I aim to solve the following optimization problem for a selected band ratio of 𝛼 with a
constraint 𝑇1 kSk1 = 𝛼:
b = arg min E Î𝑇
{b
S, 𝚯}
𝐵∼
S,𝚯

𝑖=1

𝛽(S𝑖 )

L ( 𝑓𝚯 (B ⊗ X𝑖 ))

(6.2)

b𝑖 = B ⊗ X𝑖 is its input,
where 𝑓𝚯 is the mapping for the classification network parametrized by 𝚯, X
with ⊗ being the pointwise multiplication, and L refers to cross-entropy loss between the predicted
pixel label and the ground truth. The constraint of

1
𝑇 kSk1

= 𝛼 ensures that the binary mask B

has an approximate ratio of 𝛼 selected bands. In eq. (6.2) the minimization is performed on the
expectation of the loss function over the binary mask B. To implement the minimization I can
obtain an approximation of the expectation by Monte-Carlo averaging for 𝐾 independent trials:
𝐾
1Õ
b
b
{S, 𝚯} = arg min
L ( 𝑓𝚯 (b (k) ⊗ X𝑖 ))
𝐾
S,𝚯
𝑘=1
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(6.3)

where b (𝑘) are independent realizations drawn from the

Î𝑇
𝑖=1

𝛽(S𝑖 ) distribution. The minimization

in eq. (6.3) takes the same form of variational autoencoder (VAE) in [71], where the authors use
the re-parameterization trick to rewrite eq. (6.3) as:
𝐾
1Õ
b
b
L ( 𝑓𝚯 ((U (k) ≤ S) ⊗ X𝑖 ))
{S, 𝚯} = arg min
𝐾
S,𝚯
𝑘=1

Here, U (𝑘) deduces the independent identical realizations from

(6.4)

Î𝑇

𝑖=1 𝑢(0, 1)

which is a set of

random uniform variables between [0, 1]. Thus in eq. (6.4) if the inequality is satisfied, then the
result of this inequality would be 1, otherwise 0. Although the inequality operation provides a
binary bask, it does not allow end-to-end learning in this form since the thresholding function is
non-differentiable. To make the whole loss function for the HBS and classification differentiable,
I replace the thresholding operation with another element-wise sigmoid function 𝜎𝑟 with slope 𝑟.
Then the objective function becomes
𝐾
1Õ
b
b
{S, 𝚯} = arg min
L ( 𝑓𝚯 (𝜎𝑟 (S − U (k) ) ⊗ X𝑖 ))
𝐾
S,𝚯
𝑘=1

with the additional constraint on the number of selected bands

1
𝑇 kSk1

(6.5)

= 𝛼. This replacement

approach helps us to use the trick of Gumbel-softmax [66] and concrete distributions [88] to train
the proposed pipeline. Another issue is to impose the number of selected bands constraint on the
loss. To achieve this, I use a normalization (norm) layer that rescales the value of S as

𝑁𝛼 (S) =





 𝛼𝑠 S






1 −


if 𝑠 ≥ 𝛼
(6.6)
1−𝛼
1−𝑠 (1
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− S)

otherwise

where the parameter 𝑠 is the average of pre-normalization of probability mask S defined as
𝑠 = kSk1 /𝑇. It can be seen that the values of 𝑁𝛼 (S) ∈ [0, 1] 𝑇 satisfy the constraint k𝑁𝛼 (S)k1 = 𝑇 𝛼.
Using the normalization layer output, the final objective function can be rewritten as:
𝐾
1Õ
b
b
{S, 𝚯} = arg min
L ( 𝑓𝚯 (𝜎𝑟 (𝑁𝛼 (S)) − U (k) )) ⊗ X𝑖 ))
𝐾
S,𝚯
𝑘=1

(6.7)

b𝑖 , first the probability mask S is generated by using
In summary, to obtain the selected band X
an element-wise sigmoid with slope 𝑠 on the pixel data X𝑖 and it is rescaled through the norm layer,
R = 𝑁𝛼 (S). The output of the norm layer is passed into another element-wise sigmoid with slope
b𝑖 can
𝑟 to produce the binary mask B = 𝜎𝑟 (𝑁𝛼 (S) − U (k) ). Once B is obtained, the selected band X
be obtained as the element-wise multiplication of the binary mask B and X𝑖 . Hence, the output of
b𝑖 and can be simply expressed as:
the band selection network will be X
b𝑖 = 𝜎𝑟 (𝑁𝛼 (𝜎𝑡 (Xi )) − U (k) ) ⊗ X𝑖
X

(6.8)

b𝑖 is exactly the same as of X𝑖 , which is 𝑇 × 1, only the spectral indices
Although the dimension of X
that correspond to 1 in the binary mask B are used as the selected bands from the full spectrum.
b𝑖 , is then fed into the classification network part as shown in the Figure 6.1.
The selected band X

6.2.2

Classification Network

The second part of the proposed MLBS algorithm is the classification network, as shown in
b𝑖 as its input and produces
the Figure 6.1. The classification network takes the selected data X
the prediction of the given pixel label 𝑦b𝑖 . The data with selected bands is classified. To learn
features hierarchically from the selected bands, I opt to use a set of 1 − 𝐷 convolutional filters
(Conv1D) with ReLU activation. The first set of Conv1D layers consists of three Conv1D layers
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where each of them uses 64 filters with a stride of 1 and kernel length of 3 followed by ReLU
activation. With the same stride, kernel length and activation, each Conv1D layer in the second
set of Conv1D layers includes 32 filters. After each set of Conv1D layer, I use a max-pooling
layer (Maxpool1D) to downsample the extracted features. The output of the second set of Conv1D
layers are flattened before being fed into a set of fully connected dense layers. The first dense layer
consists of 25 output neurons with ReLU activation, while the second layer generates class labels
for the given HSI data. The output of second layer passes through soft-max function resulting in
the class probabilities for the tested HSI spectral data. The classification loss function L ( b
ℓ𝑖 , ℓ𝑖 ) is
the cross entropy loss, which is defined as
L (b
ℓ𝑖 , ℓ𝑖 ) = −

𝑃 Õ
𝐶
Õ

ℓ𝑖,𝑐 𝑙𝑜𝑔𝑆𝑜 𝑓 𝑡 ( ℓb𝑖,𝑐 ).

(6.9)

𝑖=1 𝑐=1

where 𝑆𝑜 𝑓 𝑡 ( ℓb𝑖,𝑐 ) is the soft-max layer output that gives the probability of the 𝑖−th sample belonging
to 𝑐−th class, and ℓb𝑖 and ℓ𝑖 represent predicted and ground truth logits, respectively. Once I have
the prediction of the probabilities of all class labels, the final class label is declared as the one that
corresponds to the maximum indices, i.e. b
𝑦𝑖 = arg max𝑖 b
𝑙𝑖 . The total loss function is backpropagated
to learn both the band selection and classification network parameters jointly. The overall steps of
MLBS for joint band selection and HSI image classification can be summarized in Algorithm 1.

6.3

Experimental Results
In this chapter, I opt to use two publicly available HSI datasets, namely Indian Pines (IP) [12] and

University of Pavia (UP) [104]. The IP dataset was collected in a test site in Indiana which is located
on 6 mi west of West Lafayette via an Airborne Visible/Infrared Imaging Spectrometer (AVIRIS).
It has spatial resolution of 20−m with spectral resolutions of 10−nm that covers a spectral range
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Algorithm 1 MLBS Algorithm
Input: Selection Ratio 𝛼, Input HSI Cube of size 𝑀 × 𝑁 ×𝑇, slope for sigmoid 𝑡 and 𝑟, Mini-batch
size 𝑀 𝐵, Epoch 𝐸
b
Output: Predicted label b
𝑦𝑖 for the 𝑖−th sample, trained parameters b
S,𝚯
1:

Reshape the HSI cube into a matrix X of size 𝑃 × 𝑇.

2:

for 𝑗 = 1 : 𝐸 do

3:

for 𝑖 = 1 : 𝑀 𝐵 do

4:

Apply eq. (6.1) with slope 𝑡 to find the random mask S

5:

Apply eq. (6.6) to generate the normalized mask R

6:

Apply 𝜎𝑟 to generate the binary mask B

7:

b𝑖 =X𝑖 ⊗ B
X

8:

Apply eq. (6.8) to select bands

9:

Compute loss L in eq. (6.9)

10:

end for

11:

b
Update b
S,𝚯

12:

end for

from 200 to 2400 nm. Initially, the collected HSI data had the dimensions of 145 × 145 × 224,
where 224 denotes the total number of spectral bands. Purdue university initially reduced the
number of bands to 220 for radimoetric corrections while the Computational Intelligence Group
(CIG) further reduced it to 200 by eliminating corrupted bands due to water absorption. Hence, the
given HSI data takes the tensor shape of 145 × 145 × 200. The HSI data has 16 classes of ground
objects in the imaged scene. It contains a total of 10249 samples for classes such as alfalfa, no-till
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corn 1, minimal-till corn, corn, grass/pasture, grass/trees, mowed grass/pasture, windowed hay,
oats, no-till soybeans, minimal-till soybeans , clean soybeans, wheat, woods, building/grass/tree
drives and stone/steel towers. For the UP dataset, a reflective optics spectrographic imaging system
(ROSIS)-3 sensor was utilized to collect 115 bands within the spectral range from 0.43 to 0.86 𝜇m
in the University of Pavia area. In this chapter, I use 103 bands after removing the bands with low
SNR values. The pixel resolution of the dataset is 640 × 340 to take the data tensor size of 640 ×
340 × 103. The UP data has a total of 42776 samples with 9 classes, namely asphalt, meadows,
gravel, trees, painted metal sheets, bare soil, bitumen, self-blocking bricks, and shadows. The
ground truth images for both datasets are given in Figure 6.5.
I compared the classification performance of the proposed MLBS approach under both datasets
with several state-of-the-art HBS techniques as a function of number of selected bands. The
MLBS is a supervised technique, and both supervised and unsupervised approaches have been
compared. Supervised band selection approaches of MMCA [25], MEAC [134] and CM-CNN [19],
and unsupervised techniques FDPC [67], WaluDI [91], ISSC [115], and S-AEBS [119] are the
compared techniques. These methods are selected because they are popular methods in the existing
HBS literature. All of the compared techniques have been tested over the same publicly available
HSI datasets and their classification performance have also been reported in their respective
publications.

6.3.1

Implementation of Proposed MLBS Technique

The proposed MLBS arhitecture is trained using 10% data from each class from both datasets.
The rest of the data samples are used for testing. I ran 10 times independently to generate the
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average performance measures. For implementing the probability mask S, a slope value of 𝑡 = 5 is
used for 𝜎𝑡 function to squash the value of X𝑖 to the range [0, 1]. For approximating the thresholding
operation by 𝜎𝑟 function a slope value of 𝑟 = 200 is used. These values are selected based on
grid-search. For the training of the MLBS architecture, the gradient descent based on adaptive
moment estimation (ADAM) optimizer is used with a batch size of 16 and varying learning rate
from 0.1 to 0.0001. The learning process to determine the network parameters is implemented via
Keras API over a deep learning machine with 3 NVIDIA Titan RTX GPUs.

(a)

(b)

Figure 6.2: Learned Masks for 30 selected bands by the proposed approach over different epochs
with classification accuracies (a) Indian Pines dataset (b) University of Pavia dataset.
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(a)

(b)

Figure 6.3: Learning curves for 30 selected bands over 150 epochs (a) Indian Pines dataset (b)
University of Pavia dataset.

I first demonstrate the performance of MLBS on learning of the binary mask B to select 30
bands. The binary mask over different epochs as learning progresses over the training data is shown
in Figure 6.2 for both HSI datasets together with the classification accuracy values corresponding
to that selection. I see that for both datasets, the binary mask B, which is governed by the
probabilistic mask S, initializes randomly in epoch one producing a low classification accuracy.
As the learning progresses for increasing epoch numbers, better estimates of bands are obtained
producing higher classification performances. At epoch 100, I observe that a more stable estimate
of the selected bands are obtained. After epoch 100, the learned mask has not changed much.The
learning curves over different epochs are given in Figure 6.3, where the overall training and testing
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classification accuracy over 150 epochs are shown. It can be seen that classification accuracy
as learning progresses increased and after 150 epochs I did not find much change in the testing
accuracy for both datasets. Learning curve plots also show close training and testing accuracy
values, indicating that the MLBS approach is not overfitting. Overall, Figures 6.2 and 6.3 together
show the effectiveness of HBS in a data-driven manner with jointly enhancing the classification of
the objects in the HSI scene.

6.3.2

Quantitative Analysis and Comparisons

(a)

(b)

Figure 6.4: Comparison of overall classification accuracy among the methods on datasets of (a)
Indian Pines, (b) University of Pavia.
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I have tested classification performance of the proposed MLBS with the compared band selection techniques for the number of selected bands varying from 5 to 60 with an increment of
5. All supervised approaches have been utilized with the same training and testing scenarios.
For qualitative comparisons, I use overall accuracy (OCA), average accuracy (ACA), and kappa
statistics (KC) as the measures of performance [28].
The overall classification accuracy of all compared approaches is shown in Figure 6.4 as a
function of the number of selected bands. The OCA with using all the bands is also shown on the
same plots. It can be seen that the proposed MLBS approach outperforms compared state-of-the-art
approaches in both datasets, providing higher OCA over all tested number of band cases. I can
also see that after selecting approximately 30 bands (𝛼 = 0.15 in my case), the OCA performance
of MLBS and compared techniques flattens; however, MLBS is able to provide approximately 5%
more accuracy for the IP dataset and 3% more for the UP dataset than the best result from the
compared approaches. The obtained OCA is observed to increase as more bands are utilized until
approximately 30 for almost all compared approaches; however, MLBS outperforms in the lower
number of bands regime as well. The MLBS approach directly minimizes the classification loss and
jointly learns to select the bands and implement classification within an end-to-end architecture,
which leads to enhanced performance.
Table 6.1 and 6.2 show the detailed classification information for the IP dataset and for the
UP dataset, respectively. It can be seen that the proposed data-driven MLBS approach is able to
distinguish individual classes more clearly, leading to a higher OCA in average. The MLBS also
provides the highest ACA and KC metrics out of all compared approaches.
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Table 6.1: Classification Results for different band selection methods for 30 selected bands for IP
dataset
Method
Class Name

Unsupervised

Supervised

FDPC

WaluDI

ISSC

S-AEBS

MMCA

MEAC

CM-CNN

MLBS

ALL BANDS

Alfalfa

36.59

51.22

34.15

68.8

63.14

58.03

65.22

70.39

36.59

No-till corn

69.03

69.11

75.8

76.1

63.66

68.21

70.31

78.43

75.41

Minimal-till corn

66.27

57.7

65.19

68.1

62.92

67.56

63.86

72.14

66.8

Corn

56.81

55.4

53.05

73.2

59.15

60.32

58.02

65.16

59.14

Grass/pasture

82.99

86.44

82.07

89.28

89.2

89.45

88.13

90.21

82.53

Grass/trees

93.3

93.61

96.65

96.1

96.04

96.89

97.21

98.08

96.04

32

44

92

84.34

76

79.56

82.39

86

56

Windrowed hay

94.88

96.28

96.74

98.02

89.53

93.04

96.54

99.05

98.61

Oats

22.22

22.22

61.11

49.08

50

47.09

52.49

63.05

38.89

No-till soybeans

66.29

75.89

79.43

78.21

68.69

73.65

76.56

81.98

66.4

Minimal-till soybean

81.62

78.27

82.53

83.65

75.55

77.48

79.22

84.56

80.76

Clean soybean

70.22

67.6

83.33

79

69.48

72.91

81.63

86.34

69.85

Wheat

96.74

96.74

96.2

96.43

95.65

95.82

96.37

97.23

98.91

Woods

93.5

94.38

96.84

96.41

95.52

97.34

96.89

98.15

94.38

Buildings/grass/trees/drives

48.41

49.28

53.6

57.32

51.01

58.05

55.08

62.03

52.74

Stone/steel towers

78.57

71.43

80.95

88.04

42.86

67.42

85.44

93.34

89.29

ACA

68.09

69.35

76.85

80.13

71.79

75.18

77.84

82.88

72.65

OCA

77.45

77.15

81.61

81.28

75.79

77.12

78.06

89.08

79.12

KC

74.22

73.86

78.98

79.21

72.27

74.61

77.56

81.14

76.05

Mowed grass/pasture

Figure 6.5 shows the classification maps from utilizing all the bands with an SVM classifier
and the proposed MLBS approach selecting 30 bands. The observation coincides with the results
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Table 6.2: Classification Results for different band selection methods for 30 selected bands for UP
dataset
Method
Class Name

Unsupervised

Supervised

FDPC

WaluDI

ISSC

S-AEBS

MMCA

MEAC

CM-CNN

MLBS

ALL BANDS

Asphalt

90.06

90.45

93.4

93.6

90

92.79

84.43

95.2

91.62

Meadows

96.93

97.8

98.28

98.31

97.74

98.06

97.31

98.65

98.16

Gravel

74.17

71.2

79.3

77.14

70.99

72.75

65.85

82.04

77.27

Trees

91.52

93.33

92.97

94.2

91.81

88.45

86.02

95.42

89.75

Painted metal sheets

97.77

99.17

98.26

96.87

98.6

99.23

93.43

99.03

98.95

Bare soil

84.38

84.49

89.66

90.21

85.95

88.27

79.03

91.76

90.14

Bitumen

77.78

86.8

86.3

79.08

82.37

87.12

72.56

87.96

85.38

Self-blocking bricks

84.82

91.85

89.86

91.32

90.86

92.49

72.89

93.85

90.2

Shadows

99.06

99.53

100

100

100

98.96

89.92

100

99.89

ACA

88.5

90.51

92

91.19

89.81

90.9

82.38

93.77

91.26

OCA

91.32

92.7

94.14

93.57

92.42

94.67

83.32

97.78

93.56

KC

88.45

90.27

92.2

93.41

89.91

91.23

87.46

93.21

91.42

presented in Figure 6.4 and Tables 6.1 and 6.2. It can be observed that the classification map
produced by the proposed MLBS has misclassifications and is much closer to the ground truth
compared to the case of utilizing all bands, which is also confirmation of the obtained higher OCA
values.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 6.5: Comparison of classification maps using 30 selected bands with dataset and OCA in
parenthesis (a) Ground Truth (IP) (b) ALL BAND SVM (IP − 79%) (c) MLBS− 30 (IP − 89%)
(d) Ground Truth (UP) (e) ALL BAND SVM (UP − 94%) (f) MLBS-30 (UP − 98%).

6.4

Conclusions
In this chapter, a data-driven deep neural network based pipeline is proposed to select bands

from the hyperspectral data. It has been shown that my proposed band selection method outperforms
state-of-the-art supervised band selection approaches. The future work mainly involves working
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with more sophisticated deep learning schemes to extract better features to classify bands. In
addition, investigation regarding the selection of bands based on their importance in some sense
can also be performed to see whether the same sequence of bands can be found in different band
selection scenarios.
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CHAPTER VII
DEEP COMPRESSED MULTI-RATE RECONSTRUCTION

7.1

Introduction
All deep learning (DL) based reconstruction models [80,83,94,100,110,128] provide much less

computational times after they are trained compared to CS based reconstruction approaches. The
reconstruction with a trained model is only a forward pass for the given number of measurements.
Despite these advantages, one important problem is that DL based reconstruction methods generally
require to train a separate model for each possible measurement rate. This necessitates to store
too many models in memory and takes a huge amount of computational resources to train all
models. For example even to reconstruct a 32 × 32 size image, DL based approaches need
to train 1024 different architectures, one each possible measurement number. While a single
network model trained specifically for its corresponding measurement rate performs high quality
reconstructions, using that model for a different number of measurement highly degrades the
reconstruction performance. I illustrate the observed level of degradation due to measurement rate
mismatch for DL based reconstruction in Figure 7.1. For this illustration, I utilize the CSNET
DL model presented in [110] for reconstructing 32 × 32 size images, hence possible number of
measurements are in the range 1 to 1024. I compare three main scenarios: 1) I train separate
models at various measurement rates from 64 to 1024 and test these models only exactly at the
measurement rates they are trained for. 2) I train a single DL model for 1024 measurements
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Figure 7.1: Comparisons of existing DL-models for image reconstruction under tested scenarios.

and test it with various measurements upto 1024 with zero padding. 3) I train separate models
as in Scenario 1 but I test these models at various measurements rates by using zero padded
measurements in the DL model that has the closest measurement rate. For example if I have two
models specific to 128 and 256 measurements respectively, a case with 100 measurement is zero
padded to 128 and tested with the model specific for 128 measurements, while a case with 200
measurements is zero padded to 256 and tested in the model for 256 measurements. It can be seen
that the performance for training various models for each measurement rate (Scenario 1) performs
much higher compared to learning a single model (Scenario 3). When the single model trained at
1024 measurements is tested with various measurements, its performance gradually increases with
more measurements, however performance gap is huge for even a small change in the number of
measurements. Scenario 2 is a trade-off between other scenarios, where several models are trained
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at specific rates. It can be seen that although it provides better performance compared to a single
model, still the performance is lower compared to single rate models.
To achieve the performance of single rate deep learning (DL) models without the need to train
and store many models, the goal of this chapter is to develop a single network that can accept any
number of measurements and provide the performance of the single rate network specifically trained
for that rate. To this end, this chapter proposes a single deep neural network(DNN)-based multirate framework that applies a hierarchical reconstruction strategy together with a novel weighted
loss function. Proposed approach also jointly learns the optimal measurements for reconstructing
images at multiple rates. I split the given measurements into multiple blocks of measurements
starting from a base block to reconstruct the initial proxy image. Each block of measurements is
passed through a deep reconstruction module, which is composed of convolutional neural network
(CNN) for image reconstruction. The reconstruction output of the base layer is added with the
outputs of the consecutive blocks. A weighted mean squared error (MSE) including the losses
for each layer’s output is utilized to train the full architecture. I observe that the weighted MSE
loss resulted in better reconstructions as compared to minimizing the Euclidean loss between the
final reconstructed output and true label images. The proposed structure is trained and tested on a
publicly available CIFAR-10 dataset [73]. Quantitative simulation results show that the proposed
method learning only a single network provides similar performance of image reconstruction
in terms of the peak signal to noise ratio (PSNR) to single rate networks trained for different
measurement rates.
The main contributions of this work can be stated as follows:
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1. A single hierarchical DL based reconstruction framework is developed that is able to reconstruct images with any measurement rate. An incremental learning performance is achieved
at performance levels of models trained for specifically for a single rate of measurements.
2. A novel weighted multistage Euclidean error loss is proposed in the total loss function not
only taking the final reconstruction into account but forces the base and the following layer
outputs to be closer to the label, providing enhanced performance compared to the loss for
final output only.
3. A joint measurement matrix learning together with the hierarchical reconstruction framework
is developed leading to a learned optimal measurement matrix for the single reconstruction
architecture.
4. The proposed framework is flexible to utilize many of the existing DNN based reconstruction
architectures
5. A comparison of the proposed and existing multi-rate approaches are provided
6. Analysis on architecture hyperparameters, learning a measurement matrix and new training
process are done leading to optimal implementation of the proposed scheme.
The rest of the chapter is organized as follows: The proposed multi-rate reconstruction architecture is detailed in Section 7.2. The experimental settings, and training and testing results of
the proposed method with the compared techniques have been presented in Section 7.3. Finally,
conclusions are drawn in Section 7.4.
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Figure 7.2: Overview of the proposed structure for multi-rate reconstruction.

7.2

Proposed Learning Structure
The overview of proposed pipeline for handing multi-rate samples is shown in Figure 7.2. I

opt to use the measurement matrix network and reconstruction network from the work in [94]
and [110] because of their optimal and superior image reconstruction performance in case of single
rate measurement. Despite having difference to acquire measurements and generate images from
it, their performance of reconstruction is very similar in case of single rate of measurement [96].
The end-to-end learning process of the proposed architecture allows us to have the option of jointly
learn the MM and signal reconstruction scheme under multi-CS ratios. The in-detail description
of the critical parts of the architecture from generating measurements to reconstruct is as follows.
The proposed learning structure can be split into the following items:

7.2.1

Data Acquisition Strategy

In typical CS settings, in general, I employ a randomly generated MM 𝚽 to acquire a low
dimensional linear measurements i.e. y = 𝚽x, where the input signal X is vectorized via reshaping
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i.e., X → x : 𝑅 𝑁×𝑁 → 𝑅 𝑁

2 ×1

and y ∈ 𝑅 𝑀×1 . To get the optimal representation of MM from the

end-to-end learning architecture, the work in [94] uses a fully connected (FC) layer with linear
activation to model the data acquisition process where the weights of the FC layers corresponding to
the MM 𝚽. Such approach can produce better estimates of measurements to give us better image
reconstruction result than the relevant state-of-the-art methods for image reconstruction. This
architecture is termed as ‘ConvMMNet’. In [108, 110], a convolutional layer with linear activation
to is utlilized to model and produce the measurements by considering each row of MM 𝚽 as a filter.
The main advantage of using convolution for recording measurements is that for a given stride
one can select non-overlapping patches to reduce the artifact that can be created from the blocking
approach to select patches [83,143]. This structure of generating measurement is termed as CSNET.
In this work, I use both the sturctures of ConvMMNET and CSNET for generating measurements
where it outputs 𝑀 feature maps which is equal to the number of measurements. It means I
am representing each row of the MM 𝚽 as a filter both in the convolutional and fully connected
layer. In case of CSNET, I use stride size of 32 with 32 × 32 kernel size to select non-overlapping
patches reduce the artifacts due to blocking in the pre-processing step. I use linear activation
to replicate the measurement acquisition for CS based practical applications that are suitable for
linear measurements. Typically, the frameworks in [108, 110] allow multiple convolutions applied
simultaneously to get different measurements prior feeding to the reconstruction module, but here
instead I spilt the measurement into 𝑁 number of blocks. Each block of measurements is used as
the input to the 𝑁 proxy image generation module, whose main function is to produce a proxy or
an initial image prior to the reconstruction.
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7.2.2

Reconstruction Network

The reconstruction network consists of two parts-one to generate the proxy image and other to
DNN based architecture to reconstruct the images.

7.2.3

Proxy Image Generation Module

Typical DNN-based approaches [74, 101] use the adjoint operator 𝚽𝑇 to generate the pseudo
image to the reconstruction module. Recent DNN-based approaches like ConvMMNET [94] uses a
FC layer to take the compressed measurements from the data acquisition stage and use reshaping to
e ∈ 𝑅 𝑁×𝑁
make it as the same dimension of original signal dimension to produce a signal estimate X
that will be input to the reconstruction module. It is shown that a trainable 𝐹𝐶 layer with nonlinear
activation resulted in better image recovery performance. Hence, I have used the non-linear
activation in case of ConvMMNET to generate the proxy image. In this work, since I have also
used the convolution to produce the low dimensional measurements and split them to 𝑁 number of
blocks; therefore, I adopt a proxy image generation part based on convolution operation [108,110].
I apply depth wise (1 × 1) convolution where the output feature map is equal to the dimension of
the given signal. After that I apply reshaping and concatenation along the channel dimension to get
the rough initial estimate of the original signal. These proxy images will be acting as the inputs to
the deep reconstruction module to produce either image or residual form of the image. The output
of first block will be fed as the input to the base layer reconstruction module. The rest 𝑁 − 1 blocks
will be acting inputs to the deep reconstruction modules to produce the residual images for getting
final version of the image.
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7.2.4

Deep reconstruction Module

The proxy image generated from the proxy image generation part is fed into deep reconstruction
module. In ConvMMNET, deep reconstruction module consists of several convolutional blocks
with ReLU activation. The number of convolutional block acts as a hyperparameters. Each
convolutional block hierarchically maps 64, 32, and 1 feature maps respectively with zero padding
and stride rate of 1. The final output map has the same dimension of the input image. The
CSNET module also consists of several convolutional blocks. Initial convolutional block outputs
ReLU activated 128 feature maps with 3 × 3 filter kernel. Then these feature maps use depth-wise
convolution of 32 feature maps. After this stage, the resultant features maps are passed into a series
of convolutional layers with 3 × 3 kernels (10 in this work) to produce the 32 feature maps. Then,
these 32 feature maps are passed into another depth-wise convolution of 128 features maps that
is passed through a convolution of 3 × 3 to map a single channel output. All these convolutions
are ReLU activated. I also add a skip connection between the input and output from the final
convolution layer to get the final output of the deep reconstruction module. The skip connection
enables the architecture to produce either image or residual form of the image. In this work, for
multi-rate measurement, I split the measurements into 𝑁 different blocks. The output of the first
proxy image generation unit will be acting as the input to the first deep reconstruction module to
give us the estimate of base layer output. The output of the rest 𝑁 − 1 proxy image generation units
will be acting as input to the deep reconstruction modules to produce residual forms of output that
is known as the enhancement layers. The output of each enhancement layer is added hierarchically
with the output of combination of base layer and preceding enhancement layer. Hence, the final
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addition from the final enhancement layer will be giving us the final estimate of the reconstructed
image.

7.2.5

Training the network

In typical scenario, the main goal of the DNN dealing with the single rate measurement is to
b that will be close to the ground truth image X . The main objective is to
reconstruct image X
deduce heuristic based on the euclidean/frobenius norm to match the reconstructed output to the
original one i.e.

𝐿 𝑅 (𝚯) =

𝑇
1Õ
k 𝑓 ( 𝒚 𝒊 , 𝚯) − Xi k𝐹 .
𝑇 𝑖=1

(7.1)

where 𝑇 is the total number of training samples, and 𝑓 (𝒚 𝒊 , 𝚯) is the reconstruction network model
with parameters 𝚯 and the input compressed measurement samples 𝒚 𝒊 . Since I am dealing with the
multi-rate scenario; hence, I will have multiple outputs from different deep reconstruction blocks
corresponding to different measurement rates. If we consider all the base and enhancement layers,
then one will have 𝑁 different outputs for 𝑁 different measurements. Thus (7.1) can be modified
as:

𝐿 𝑅 (Θ) =

𝑇
𝑁
1Õ Õ b
(
k X 𝑘,𝑖 (Θ) − Xi k𝐹 ).
𝑇 𝑖=1 𝑘=1

(7.2)

The total loss 𝐿 𝑅 (Θ) in (7.2) is calculated over the the total number of 𝑇 training samples and
it is backpropagated to optimize the weights in the associated convolutional layers in the proposed
b 𝑘,𝑖 is a function of the learned parameters Θ
DNN to minimize 𝐿 𝑅 (Θ). The reconstructed image X
and it represents the reconstructed image for the corresponding layer 𝑘. State-of-the-art methods
like [94] for single DNN shows the additional benefits and improved image reconstructions by
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including the intermediate image outputs in the calculation of the loss function to be minimized.
Like that approach, I also propose to use a weighted mean squared loss as

𝐿𝑊 (Θ) =

𝑁
𝑇
1Õ Õ
b 𝑘,𝑖 (Θ) − Xi k𝐹 ).
𝑤 𝑘 kX
(
𝑇 𝑖=1 𝑘=1

(7.3)

Where I modify the eq. (7.2) by including an additional term 𝑤 𝑘 to make the form of eq. (7.3).
Here, the weights 𝑤 𝑘 gives us the importance of the loss for the corresponding layer 𝑘. In this
work, instead of making the 𝑤 𝑘 as hyperparameter, I have also make it learnable so that set of
weights that produce the most optimum intermediate reconstruction of the images can be obtained.

7.3

Simulation Results
In this section, I provide simulation results and quantitative analysis of the proposed framework

presented in Figure 7.2.

7.3.1

Experimental Settings

I utilize the state-of-the-art publicly available dataset, CIFAR-10 [72], which is widely offered
in various computer vision tasks to detect and classify objects [61]. I use this dataset for training,
validation, and testing the proposed end-to-end DNN structure for joint learning of MM and image
reconstruction at multiple rates. My testing set contains a total of 10, 000 images with 1000
randomly selected images per class. The training and validation sets contain the 50000 images. In
my simulation set up, I select 80% of the 50000 images randomly for training, while the rest of
them are used for validation. For evaluating the reconstruction performance of the proposed DNN
structures I opt to use the peak to signal noise ratio (PSNR) metric [50]. The backpropagation of
the proposed DNNs is done by using a mini-batch gradient descent routine. To accelerate correct
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learning process I split the dataset into a set of batches. I have set the mini-batch size to 32 for my
simulations and run the backpropagation for 500 epochs with an exponentially decaying learning
rate from 0.1 to 0.0001 to find the optimized parameters to reconstruct the final image. I have used
Tensorflow [1], the open source deep learning framework, in this chapter for training and testing
purposes.

7.3.2

Performance of the Selected DNN

Figure 7.3: Comparison for DNNs for image reconstruction in the proposed pipeline.

In this chapter, since I have used the prototype of ConvMMNET and CSNET for generating
measurements, generating proxy measures, and the final image; therefore, I need to see the
comparison performance of these two architectures for image reconstruction in case of the multirate measurements. In this regard, I plot the comparison of PSNR values with respect to different
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measurements in Figure 7.3. Here in single case (marked by ‘square’ for CSNET and ‘cross’
for ConvMMNET), I train and test CSNET and ConvMMNET for different measurements. In
addition, the other plots show the performance of proposed architecture tested with multiple rate
of measurements. I set the block size of 64 measurements to train the proposed architecture after
splitting the measurements from the obtained measurement y as shown in Figure 7.2. I see in
the plot that the performance for reconstructing images is very similar for both the CSNET and
ConvMMNET in case of single and multi-rate measurements. I also see that the performance of
CSNET is ahead by a margin of 0.1 − 0.3 dB for different number of measurements. Hence, I opt
to report only the performance of CSNET for rest of the simulations in this chapter.

7.3.3

Creating a Base Line

In this chapter, I also opt to create a baseline for average PSNR comparison for single and
multi-rate CS measurements. To create a baseline, I train and test different DNNs for different
number of measurements where each DNN corresponds to a single rate of measurement. My main
idea is to match the results in terms of image reconstruction for a single rate CS ratio which is
not in the training set of measurements while training up to a certain set of measurements. The
main idea of my multi-rate network is that I can produce satisfactory images in both seen and
unseen cases of CS ratios in the testing phase. I opt to include two plots based on using weight
and non-weight cases in the DNN architecture for handling multiple rates of measurements. In
the Figure 7.4, I show the average PSNR comparison between the single-rate measurement and
weighted and single MSEs. The single legend shows the PSNR obtained using the single rate
of measurements varying from 64 to 1024. Instead of selecting all 960 measurements from 64
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Figure 7.4: Comparison for different Multi-rate Network employing proposed weighted and
single MSEs.

to 1024, I decide to select few measurements as indicated by the square markers in the plot and
interpolate rest of them to comply with state-of-the-art results for these measurements in case of
single rate image reconstruction [94, 110]. Multi-WMSE (64) shows the PSNR for multiple blocks
of measurements with each one being equal to 64 where weighted MSEs are used to optimize the
network. Here total 16 blocks are used with each block takes 64 measurements. The original
dimension of measurement is 1024, which is equal to dimension of the input image is generated
by the first convolutional layer as depicted in Figure 7.2. I split the row of these measurements
into 16 equal blocks. The first 64 measurements take first block of measurements, next 64 takes
the second block of measurements, and so on. Weigthed MSE means that I am calculating MSEs
of each layer with a weight in the total MSE. In contrast, Multi (64) shows the PSNR of proposed
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multi-rate network using the MSE of Input image and final layer output where each layers uses a
block size of 64 measurements. It is evident from Figure 7.4 that single rate DNN outperforms the
proposed method WMSE(64) by 0.3 − 0.4 dB. It is also seen the weighted MSEs outperforms the
one with only one MSE in the loss function by 1 − 3 dB. It shows the better image reconstruction
in terms of using weights in the loss function. Single rate CS performs well because the multirate one is dependent on how much measurements are needed to generate the base layer output
plays an important role for generating the image for a particular measurement. If the base layer
measurement is closer to the original measurement as indicated by Single rate DNN, there would
be no difference in image reconstruction performance.

7.3.4

Optimal Block Size Selection

Since the proposed architecture splits the measurements into 𝑁 number of blocks. In this
work, I consider the number of measurements of each block are equal. Therefore, the number
of measurements at each block acts as a hyper-parameter in the multi-rate settings. To get the
optimal number of measurements in each block I opt to analyze different simulation scenarios i.e.
different DNN architectures with respect number of measurements in each block. The results of
such scenarios are reported in Figure 7.5.
Figure 7.5 shows the comparison plot of PSNRs with respect to the different block sizes of
measurements from 32 to 1024. It is seen that for all block sizes from 64, I am getting the almost
the same PSNRs and does not get change too significantly after that. I also see that there are low
PSNR values at the measurements less than their original block size i.e. 64 to 256. I also see that
for block size of 32 measurements, the PSNR performance falls a little bit than the other block size
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Figure 7.5: Comparison for different block sizes in the proposed Multi-rate Network.

cases. It is due to fact the image created by the base layer does not have a good reconstruction.
Since I am using measurements from 64 to 1024; hence, I opt to use block size of 64 in the rest of
my simulation. Here, I consider the weighted MSEs to train my network.

7.3.5

Comparison of Different DNN Based Approaches

I also opt to analyze the comparison of my proposed architecture with respect to the state-ofthe-art multi-rate DNN architectures namely, SCSNET [108], and Dynamic-Rate Neural Network
(DRNN) [132].
Figure 7.6 shows the PSNR comparison from 64 to 1024 measurements among the proposed
DNN approach with the other existing one. Here, ground truth plot shows the PSNR values
measured for a single DNN network trained and tested for that single measurements. The proposed
approach is trained for 10 linear measurements from 64 to 1024. I set the block size of 64 for the
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Figure 7.6: Comparison of different DNN-based Multi-rate Network.

base layer where the number of measurements in the nine remaining block size depends on the
measurement that are taken linearly from 64 to 1024. SCSNET-5 shows the network performance
with the testing measurements that is not included in the training [Only 64 and 1024 measurements
are common in both training and testing] where 5 linearly spaced measurements from 64 to 1024 are
used for training. In case of SCSNET-10, I train the network with 10 linearly spaced measurements
from 64 to 1024. The up and down nature of the plot can be understood from the fact the network
gives better estimate for unknown measurements if the testing measurements are closed to the
training ones and fails significantly when it is not closer to the training ones. DRNN-5 and DRNN10 shows the testing results in case for a multi-rate network where a single DNN is trained for
5 and 10 linearly spaced measurements respectively from 64 to 1024 with the DNN architecture
of CSNET. It is seen as more points are utilized for training, I am getting better estimates for the
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PSNR i.e. more closer to the ground truth. Since, the proposed methods learns the reconstruction
incrementally by splitting the blocks of size 64; therefore, it does not require any training or testing
measurements. It is seen from the plot that DRNN and proposed approach that the proposed
method outperforms the results of DRNN by 0.2 − 1 dB for image reconstruction. Furthermore,
DRNN-10 uses 10 sub-networks within the main network, which implies that it is allowing 10
sub-epochs to complete one epoch to complete the training. In other terms, it also implies that
I am generating measurements based on multiplying the training samples by 10 times. Hence, I
will incur computational overhead to train this network. Since the DRNN-10 uses training of 10
sub-networks; therefore, I opt to compare the DRNN-10 performance in terms of training samples
reduced by 10 times which is 10000 random samples. The result of such comparison plot is shown
in Figure 7.7.

Figure 7.7: Comparison of DRNN and Proposed Method.

153

Table 7.1: The number of trainable parameters, training and testing times for compared methods
using a single GPU.
Training Time
Testing Time
Method

Number of Trainable Parameters

[For an Epoch]
(in sec)
(in sec)

DRNN-10

2.2 M (for each measurement)

240

2.36

Proposed

3.7 M

195

2.58

It is seen from the figure that DRNN-10-limited (limited means training samples are limited)
performs poorly in terms of producing better image comparing to the comparing methods. In
addition, I also show the comparison between comparison and proposed method in terms of the
number of trainable parameters, training and testing computation in Table 7.1. It is seen in Table
7.1 that my proposed method although requiring a more trainable parameters but takes less training
time than the comparing DRNN methods

7.4

Conclusions
n this chapter, a data driven framework is developed to reconstruct images from low number of

compressed measurements at multiple rates. The proposed method exploits fully connected layer
to generate the measurement before splitting it into multiple blocks of measurements starting from
a base block to reconstruct the initial proxy image. Then, I utilize deep reconstruction module to
generate different images from each block that are added altogether to get the final reconstructed
image. I utilize a weighted MSE to optimize the reconstruction of each block thus resulting in better
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sets of images as the final outcome in the process. The performance of the proposed approach is
compared with the existing state-of-the-art image reconstruction approaches on CIFAR-10 image
dataset. I find the proposed framework outperforms the existing state-of-the-art methods in terms
of better image reconstruction both in qualitative and quantitative prospect.
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CHAPTER VIII
CONCLUSION AND FUTURE WORK

This chapter provides the summary of the research of the proposed architectures presented in
chapter III, IV, V, VI, and VII. This chapter also provides the glimpse of future research that can
be built on the basis of these proposed approaches, which may be in its emerging phase or needed
to be improved in many ways.

8.1

Summary of Research
In this study, in chapter III I propose a DNN structure with the aid of densely connected and

convolutional layers to jointly learn both a MM and the inverse reconstruction scheme instead of
utilizing random linear projections as measurements and reconstruction via convex optimization
with a given known sparsity in conventional CS framework. Simulations results based on the
optimization of multi-level weighted loss on a publicly available CIFAR-10 dataset show that
the proposed structure provides higher peak signal to noise ratio (PSNR) levels and hence learns
better measurement matrices than that of the randomly selected or adaptive ones that are specifically
designed for a known sparsity basis to reduce the average coherence. Learned MMs by the proposed
approach provide higher PSNR than the compared MMs in both DNN or ℓ1 based reconstructions
in case of testing images. The reconstruction performance on the test dataset also gets better as
more train samples are utilized. I also observe that the learned measurement matrices achieve
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higher PSNR compared to random or designed cases when they are used in ℓ1 based recovery.
Proposed reconstruction scheme has much less computational complexity of around 40 dB in logscale compared to ℓ1 minimization based reconstruction with comparable results. Under different
training simulation settings, we find that the reconstruction performance in the dataset is class
independent. Furthermore, I see that learned networks have the capability to reconstruct images
with higher PSNR and performance increasing with the number of measurements in case of various
sparsity levels.
In addition to these analyses, I also look at the aspects of inverse problems in the area of
object classification to develop a task-dependent data processing pipeline. For this reason, in
chapter IV, I propose a data driven approach to design measurements for joint reconstruction and
classification purpose. I find there is a significant improvement of performance measures both in
the classification and reconstruction than the compared state-of-the-art methods.
In chapter V, I also propose data driven models with a novel loss function under data acquisition
constraints where the obtained measurements should be in some specific form due to the underlying
hardware. In case of different measurements acquisition scenarios, initial results show that the
proposed approach outperforms with better image reconstruction quality than the compared stateof-the-art data acquisition schemes based on the constraints.
In addition, in chapter VI, I extend my study of constraining the measurements into the field
of hyperspectral imaging where I learn to select bands based on the data acquisition scheme and
build a joint data driven pipeline for band selection for hyperspectral image classification. My
proposed approach in this regard outperforms existing state-of-the-art band selection approaches
for classification both in machine learning and deep learning domain.
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Finally, in chapter VII, I also study the effect of multi-rate signal reconstruction from data driven
perspective. Typically, state-of-the-art DNN models are trained and tested to reconstruct images
at only a single rate. Hence, one will require to train multiple DNNs for different measurement
numbers to reconstruct signals at that rate. In this study, I propose a single DNN that can take and
reconstruct images at multiple rates of signal acquisition. My data driven approach for multi-rate
image reconstruction outperforms state-of-the-art DNNs in this regard by producing better image
reconstruction in both qualitative and quantitative aspects.

8.2

Future Work
Proposed approaches have many possible applications in radar and medical imaging domain.

Future work might involve extending the proposed analysis of these data-driven approaches in
these domains. This analysis will test the effectiveness of data-driven methods in different imaging
domains where the findings may become very useful to interpret different physics of sensors that
generates the measurements. In addition, it will also help the aspect of producing a general
transform/ dictionary in lieu of classical CS/signal processing approaches such the application of
a DNN covers all the common imaging modalities. Since, this dissertation mainly deals with the
image type of tensor; therefore, it would be interesting to see how the data-driven models would
adapt in case of time-sequence data as the input to the data processing pipeline. While provided
MM learning focuses on linear sensing systems, learning nonlinear sensing mechanisms from data
can also be a future research topic.
From the inference scheme perspective, the future work mainly includes to develop a scheme
from the raw measurements that may be directly recorded from the sensor, which one can see
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in imaging modalities like radar or magnetic resonance imaging (MRI). The main advantage of
performing inference from the raw recordings has the prospect of not using separate pre-processing
stages in the data processing pipeline that can reduce the computational complexity to design taskdependent smart sensors for sensing-based applications.
The future direction of the constraint-based measurement learning for imaging approach can be
extended to the hardware applications where measurements need to be selected at the backbone of
the processing pipeline. In addition selecting measurements is very critical to get a better version
reconstruction of the image from the design of the state-of-the-art single pixel camera. In case of
measurement-based band selection problem, one can see that the proposed joint learning framework
produces the bands independently thus selecting measurements independent of the pipeline settings.
It would be interesting to see that the future work’s application for data-driven band selection based
on the group characteristics of bands where the bands are selected according to the spectral bands
information. In addition, one can investigate incorporating the group sparsity while training the
learning framework to simultaneously select the bands and classifying the remotely sensed scene.
For extending the application of the task-dependent pipeline, one can think of using these datadriven approaches for detection and estimation problem in the area of the antenna designing cases
where one can learn the measurements in the form of linear combinations of antenna parameters to
get the measures on the presence of different targets. One can also think of using the data-driven
models in the direct anomaly detection cases from the raw compressive measurements where the
label information of the anomaly data is not known in advance. Furthermore, using different
loss functions rather than only minimizing the mean squared loss (MSE) can also be investigated
to see whether it can play as a factor to improve the reconstruction quality of the image. The
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reconstructed images can be evaluated in terms of structural similarity. In addition, the aspect of
real-time embedded processing of proposed approaches in terms of testing and comparisons on
computation time can be an interesting topic. On a final note, under different noisy conditions,
robustness of these proposed data-driven models can also be studied.
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