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Abstract
Fuel consumption and noise reduction trigger the evolution of aircraft engines to-
wards Ultra High Bypass Ratio (UHBR) architectures. Their short air inlet design
and the reduction of their interstage length lead to an increased circumferential in-
homogeneity of the ﬂow close to the fan. This inhomogeneity, called distortion, may
have an impact on the tonal noise radiated from the fan module. Usually, such a
noise source is supposed to be dominated by the interaction of fan-blade wakes with
Outlet Guide Vanes (OGVs). At transonic tip speeds, the noise generated by the
shocks and the steady loading on the blades also appears to be signiﬁcant. The
increased distortion may be responsible for new acoustic sources while interacting
with the fan blades and the present work aims at evaluating their contribution. The
eﬀects of distortion on the other noise mechanisms are also investigated. The work is
based on full-annulus simulations of the Unsteady Reynolds-Averaged Navier-Stokes
(URANS) equations. A whole fan module including the inlet duct, the fan and the
Inlet and Outlet Guide Vanes (IGVs/OGVs) is studied. The OGV row is typical
of current engine architecture with an integrated pylon and two diﬀerent air inlet
ducts are compared in order to isolate the eﬀects of inlet distortion. The ﬁrst one
is axisymmetric and does not produce any distortion while the other one is asym-
metric and produces a level of distortion typical of the ones expected in UHBR
engines. A description and a quantiﬁcation of the distortion that is caused by both
the potential eﬀect of the OGVs and the inlet asymmetry are proposed. The eﬀects
of the distortion on aerodynamics are highlighted with signiﬁcant modiﬁcations of
the fan-blade wakes, the shocks and the unsteady loading on the blades and on the
vanes. Both direct and hybrid acoustic predictions are provided and highlight the
contribution of the fan-blade sources to the upstream noise. The downstream noise
is still dominated by the OGV sources but it is shown to be signiﬁcantly impacted
by the inlet distortion via the modiﬁcation of the impinging wakes.
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Résumé
Les objectifs en termes de réduction de la consommation et du bruit émis par les
moteurs d’avions ont progressivement mené aux architectures à très grand taux de
dilution (UHBR). Leur géométrie est caractérisée par une entrée d’air courte et par
une réduction de l’espace entre la souﬄante et les aubes du redresseur du ﬂux sec-
ondaire (OGVs), entraînant alors une augmentation de l’inhomogénéité azimutale
de l’écoulement au niveau de la souﬄante. Cette inhomogénéité, appelée distorsion,
pourrait impacter le bruit tonal généré par le module de la souﬄante. Ce bruit est
généralement supposé être dominé par le mécanisme d’interaction des sillages des
pales de la souﬄante avec les OGVs. En régime transsonique, le bruit de choc et le
bruit de charge stationnaire deviennent également prépondérants. L’augmentation
de la distorsion pourrait être à l’origine de nouvelles sources de bruit en interagissant
avec les pales de la souﬄante et l’objectif de cette thèse est d’évaluer leur contri-
bution. Les eﬀets de la distorsion sur les mécanismes de bruit déjà existants sont
également analysés. Cette étude est réalisée à l’aide de simulations numériques des
équations instationnaires de Navier-Stokes moyennées (URANS). Un module com-
plet de fan est considéré sur 360 degrés et se compose d’un conduit d’entrée d’air,
de la souﬄante et des redresseurs des ﬂux primaire et secondaire (IGVs/OGVs). Le
redresseur du ﬂux secondaire est typique des moteurs actuels avec un pylône inté-
gré et deux entrées d’air diﬀérentes sont étudiées de manière à isoler les eﬀets de
la distorsion d’entrée d’air. La première est axisymétrique et ne produit donc pas
de distorsion alors que la deuxième ne l’est pas et produit un niveau de distorsion
typique de ceux attendus dans les moteurs UHBR. Une description et une quantiﬁ-
cation de la distorsion due à l’eﬀet potentiel des OGVs et de celle due à l’asymétrie
de l’entrée d’air sont proposées. Les eﬀets de la distorsion sur l’aérodynamique sont
mis en évidence avec notamment une modiﬁcation importante des sillages des pales
de la souﬄante, des chocs et de la charge instationnaire exercée sur les diﬀérentes
pales et aubes. Des prévisions acoustiques basées sur les approches directe et hy-
bride sont réalisées et soulignent la contribution importante des sources localisées
sur les pales de la souﬄante sur le bruit amont. Le bruit aval reste dominé par les
sources sur les OGVs mais est tout de même impacté par la distorsion d’entrée d’air
via la modiﬁcation des sillages.
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Introduction
General context
The environmental impacts from aviation are multiple and could lead to a critical
constraint on capacity growth. Aircraft engine emissions contribute to the air qual-
ity and the climate change [1] and aircraft engine noise causes health hazards to the
exposed population, especially with the expansion of urban areas around airports.
Standards are therefore deﬁned by the International Civil Aviation Organization
(ICAO) in support of an environmentally responsible civil aviation sector [2].
In its strand dedicated to aircraft noise, the ICAO has deﬁned the maximum
noise levels acceptable for civil aircrafts. These levels are expressed in EPNdB, a
unit representative of the nuisance to airport communities. They are established
from three certiﬁcation points, illustrated in Fig. 1:
• one lateral point measured 450 m from the runaway at full power (sideline);
• one point at 6.5 km on the extended centre line of the runaway after the
reduction of thrust (cutback);
• and one point at 2 km on the extended centre line of the runaway at low speed
(approach).
Approach
Sideline
Cutback
20
00
 m
450 m
65
00
 m
3°
Maximum thrust
Cutback thrust
300 m
Figure 1: Acoustic certification points (reproduced from [3])
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The standards imposed by the ICAO become more restrictive to mitigate the
constantly increasing air traﬃc. They are driven by the chapter evolution of the
volume I of the ICAO report. Current standards are described in chapter 4 but the
ones of chapter 14, which impose a reduction of 7 EPNdB, are being applied or will
be applied by 2020 depending on the type of aircraft [2].
In addition to these certiﬁcations, Europe, via the Advisory Council for Aero-
nautics Research in Europe (ACARE) has established in 2001 even more challenging
goals. Thus, the subjective perception of the noise radiated by an aircraft should be
reduced by 50 % in 2020 and by 65 % in 2050, relative to year 2000 average levels.
This corresponds to a reduction of 30 EPNdB (10 EPNdB per certiﬁcation point)
and 39 EPNdB (13 EPNdB per certiﬁcation point) respectively [4].
Two main contributions are identiﬁed at the three certiﬁcation points: the engine
noise and the airframe noise. First experimental studies have shown a domination
of engine noise at high speed (cutback and sideline points), when the landing gear
and the high-lift devices are not (entirely) deployed. At low speed (approach point),
both the landing gear and the high-lift devices are released and are responsible for
an important noise thus making the airframe and the engine noise comparable [5].
A better understanding of both sources becomes a necessity to respect the future
more stringent standards. The present study focuses on the noise radiated from the
engine.
Noise from an aircraft engine
The noise from an aircraft engine naturally depends on the architecture of the engine.
The study is limited to turbofan engines which propel most commercial aircrafts be-
cause of their high eﬃciency. Counter Rotating Open Rotors (CRORs) are expected
to present higher propulsive eﬃciency but technical challenges in terms of installa-
tion, noise and certiﬁcation remain [6].
In a turbofan engine, the thrust is not only resulting from the burnt gases. As
illustrated in Fig. 2, air is ingested (and compressed) by the fan and is split into two
streams. The air of the primary stream follows the Brayton thermodynamic cycle.
It is straightened by the Inlet Guide Vanes (IGV), compressed through the stages
of the compressor, mixed with the fuel, burnt in the combustion chamber, expanded
through the stages of the turbine and accelerated in the nozzle. The energy collected
by the turbine is used to rotate the fan and the compressor. As for the air of the
secondary stream, it is directly straightened by the Outlet Guide Vanes (OGV) and
accelerated through the nozzle.
Both streams contribute to provide thrust: the primary stream by accelerating
the ﬂow and the secondary stream by ingesting an air mass-ﬂow rate. The ratio
between the mass-ﬂow rate of air in the secondary stream and the one in the pri-
mary stream is called the ByPass Ratio (BPR). The higher the BPR, the lower the
fuel consumption is (for a given thrust). However, the higher the BPR, the larger
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Figure 2: Turbofan engine architecture (reproduced from [7])
the engine is, and consequently, the higher the weight and drag are. A trade-oﬀ
between engine eﬃciency and engine size must be done. Current classical engines
are characterized by a BPR of about 5-7. The newer ones, such as the LEAP which
propels the A320neo, are characterized by a BPR of about 10. They are referred
to as High Bypass Ratio (HBR) engines. An optimization of this trade-oﬀ will be
achieved in future engines by reducing the length of their nacelle by:
• shortening the air inlet duct;
• including the structural pylon into the OGV row;
• and moving closer to the fan the OGV and the pylon.
These evolutions are schematically represented in Fig. 3. These new engines will
have a BPR around 15 and are called Ultra High Bypass Ratio (UHBR) engines.
They are likely the last evolution of turbofan engines before a technological break-
through.
Almost all the components of a turbofan engine create some noise. Studies that
have been conducted so far allows identifying three main sources of engine noise:
• the fan, compressor and turbine noise, due to the rotation of physical elements;
• the jet noise, caused by the turbulent shear layer between the jet and the
ambiant air;
• and the combustion noise, essentially due to ﬂame unsteadiness in the com-
bustor and acceleration of entropy spots.
Jet noise has been the dominant source of an engine for a long time but the
evolution towards higher BPR is modifying the breakdown. This is shown in Fig. 4
which shows the contribution of the main sources at the three certiﬁcation points for
typical HBR and UHBR engines. When increasing the BPR, the exhaust velocities
become lower and the importance of jet noise starts to decrease compared to fan
noise. This trend is further accentuated by the short nacelle design in UHBR engines
whichs reduces the surface available for acoustic treatments [6].
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Figure 3: Evolution towards UHBR architectures
Noise from a fan module
The study focuses on the noise radiated by the fan which becomes the main issue
(in terms of acoustics) in UHBR engines because of its contribution at all certiﬁ-
cation points. Typical noise spectra of a fan operating at subsonic and supersonic
conditions are given in Fig. 5. At both operating conditions, the noise is com-
posed of a tonal contribution and a broadband one. At subsonic tip speeds, the
broadband noise generated by the fan is expected to be larger than the tonal noise.
Tones emerge at the Blade Passing Frequency (BPF) fBPF = BΩ/2π, where B is
the number of fan blades and Ω is the shaft-rotational speed. Their levels are above
the broadband noise level by a few tens of decibels. At supersonic tip speeds, the
trend is generally reversed and the tonal noise dominates. A lot of additional tones,
called Multiple Pure Tones (MPT) and linked to the Rotational Frequency (RF)
fRF = Ω/2π, become signiﬁcant.
Sources of fan tonal noise
The main mechanisms that are responsible for tonal noise are schematically repre-
sented in Fig. 6 and can be classiﬁed into three categories that are detailed below
[6].
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Figure 5: Typical noise spectrum from a subsonic fan and a supersonic fan
(reproduced from [7])
Rotor self-noise
Rotor self-noise is the noise generated by the rotor itself, without interacting with
its environment. One part of this noise is produced by the force and volume-
displacement eﬀects exerted by the rotating blades on the ﬂuid. It is linked to
the steady loading on fan blades which propagates because of the rotational motion.
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Figure 6: Mechanisms generating fan tonal noise (reproduced from [7])
A fan with B identical blades will produce noise at harmonics of the BPF. The
resulting sound ﬁeld can be decomposed into azimuthal Fourier harmonics of order
equal to multiples of B (more details in Sec. 1.6.1). These modes cannot propagate
through the duct at subsonic fan-tip speeds but are dominant as soon as the latter
becomes supersonic (at takeoﬀ conditions typically) [8].
In addition to this mechanism, shocks also start to develop at these supersonic
tip speeds. These shocks rotate with the fan and should have the periodicity of
the number of blades B. In reality, small blade-to-blade geometry variations exist
because of the manufacturing and the assembly of the blades and are responsible
for signiﬁcant variations in shock strength. Therefore, the shocks combine together
while propagating thus causing the loss of original periodicity. This results in a noise
at harmonics of the RF which is often referred to as Buzz-Saw Noise (BSN). These
shocks propagate only in the upstream direction and are generally responsible for
an important increase of the total noise [9].
Rotor-stator interaction noise
Rotor-stator interaction noise is the noise caused by the impact of rotor-blade wakes
on the stator vanes. The fan-blade wakes are steady in the rotor frame and lead to
a rotating ﬁeld with azimuthal orders that are multiples of the number of blades B
in the stationary frame. They interact with the OGV located downstream and are
responsible for unsteady lift variation. A noise is produced, again at BPF harmon-
ics. Contrary to fan self-noise, a wide range of azimuthal orders is created. They
correspond to the so-called Tyler & Sofrin modes m = nB − kV where V is the
number of vanes, n the order of the BPF harmonic and k any integer [10]. This
formula is valid when the stator vanes are all identical and evenly spaced. In cur-
rent engines, the OGV is heterogeneous and all azimuthal orders could be generated
(replacement of V by 1 in Tyler & Sofrin formula) [11]. Fan-IGV interaction noise
is generally neglected but fan-OGV interaction is considered to be the main source
of fan tonal noise [6].
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Distortion-rotor interaction noise
Distortion-rotor interaction noise is caused by the impact of a stationnary circum-
ferential inhomogeneity of the ﬂow (called distortion) with the rotating fan. When
the air inlet is not axisymmetric or when the potential eﬀect of the downstream
pylon is signiﬁcant, the ﬂow contains components of low azimuthal order, typically
from m = −5 to m = 5. These components will be unsteady in the rotating frame
and will interact with the fan blades, creating unsteady lift variations. A noise
is produced at harmonics of the BPF if all blades are identical and the resulting
sound ﬁeld can be decomposed into azimuthal orders going from m = nB − 5 to
m = nB + 5. This noise mechanism is generally neglected for current engine archi-
tectures in which the inlet duct and the interstage are suﬃciently long to attenuate
both the inlet distortion and the potential eﬀect of the pylon.
A noise can also be produced by the interaction of the fan with the potential eﬀect
of the stators (OGV and IGV). If the potential eﬀect of these stators is important
enough, the ﬂow contains azimuthal harmonics of order equal to multiples of the
number of vanes V . These components are unsteady in the rotor frame and are
responsible for unsteady lift variations on the blades. The resulting sound ﬁeld
can be decomposed into azimuthal harmonics of order given by Tyler & Sofrin law
m = nB − kV where V is the number of vanes, n the order of the BPF harmonic
and k any integer. These noise mechanisms are generally neglected because they
are considered much less important than rotor-stator interaction [6].
Sources of fan broadband noise
Historically, fan broadband noise has been less studied than fan tonal noise. Exper-
imental studies have allowed for the identiﬁcation of the main sources, which are
linked to turbulent phenomena [12]. They are schematically represented in Fig. 7.
Again, they can be classiﬁed into three categories detailed below.
Tip clearance noise Fan-blade wakes-OGV/IGV interaction
Inlet turbulence-fan interaction
Fan self-noise
Boundary layers-fan interaction
Figure 7: Mechanisms generating fan broadband noise (reproduced from
[7])
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Rotor self-noise
The fan itself produces noise even when it is isolated from its environment. This
noise comes from the passage of the turbulent boundary layer over the trailing edge
of each blade. The interaction between the turbulent and the trailing edge eddies
ampliﬁes the quadrupole noise associated with the ﬂuid motion in a plane normal
to the edge [13]. This source is a signiﬁcant source of fan broadband noise [6].
Rotor-stator interaction noise
The interaction of fan-blade wakes with stator vanes has been shown to be the main
contributor to fan tonal noise. These wakes possess a fully turbulent component
and are also responsible for nonperiodic lift variations on the blades. This results in
a broadband noise which clearly dominates other broadband noise sources [6].
Turbulence-rotor interaction noise
The interaction of a turbulent ﬂow with the rotating fan is also responsible for
broadband noise. The probably most important contribution to this noise is caused
by the hub and shroud boundary layers which interact with the rotating ﬂow in the
fan region. Around the casing, this noise could be very important. Its prediction is
diﬃcult and numerical simulations and experiments show humps around multiples
of BPF, which might indicate the presence of noise-generating structures with a
range of length scales in the boundary layer [14, 15].
Another source comes from the interaction of the inlet turbulence with the fan.
The vortices of atmospheric turbulence are stretched out while ingested by the fan.
When the scale of the vortices becomes high compared with the fan-blade chord, the
interaction mechanism becomes coherent. Therefore, it can be seen as a distorsion-
rotor mechanism and the resulting noise is mainly tonal. However, the small-scale
vortices are responsible for non-coherent lift variations on the blades and result in
a broadband noise.
Finally, the tip clearance noise can also be seen as an interaction mechanism
between a turbulent ﬂow and the fan. The mechanism is actually one of the most
complex one. The tip clearance ﬂow interacts with the casing boundary layer and
generates tip leakage vortices. The latter interact with the blades and create un-
steady lift variations which result in a broadband noise. The eﬀect of tip clearance
on the noise is not completely understood but it seems to alter both the fan-self
noise and the casing boundary layer-fan interaction noise mechanisms [12, 16].
A new source breakdown caused by distortion?
The study focuses on fan tonal noise. In regular ﬂow conditions and current architec-
tures, it is dominated by the fan-OGV interaction (called here WSI for Wakes-Stator
Interaction) and by the fan-self noise at transonic regimes [6, 17]. The noise caused
by distortion-fan interaction (called here DRI for Distortion-Rotor Interaction) is
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generally neglected.
However, this breakdown might change in UHBR engines where the distortion
is expected to increase because of the geometrical evolutions shown in Fig. 3. The
most important distortion comes from the inlet which can be asymmetric for two
diﬀerent reasons. The ﬁrst reason is that the engine intake is not perfectly aligned
with the fan axis to account for the downward deﬂection of the ﬂow by the wing
in cruise conditions. The other one is due to ground-clearance requirements which
leads to non-circular cross sections for large engines. Due to this asymmetry, a
circumferential inhomogeneity of the ﬂow is created at the entrance of the engine.
This inhomogeneity is not suﬃciently damped before reaching the fan because of
the reduced length of the air inlet and will interact with it. In addition to this
so-called "inlet" or "upstream distortion", the potential eﬀect of the OGV and the
pylon is increased because of the reduction of space between them and the fan. This
potential eﬀect, or "downstream distortion", is stationnary and also interacts with
the rotating fan. For illustration purposes, typical axial velocity contours for a clean
and a distorted inﬂow are given in Figs. 8(a) and 8(b) respectively.
(a) Clean inflow
Axial velocity
Min
Max
(b) Distorted inflow
Figure 8: Typical axial velocity contours for a clean and a distorted inflow
The impact of distortion on fan noise started to be studied experimentally in the
1970s because signiﬁcant diﬀerences in noise levels were measured between static
and in-ﬂight tests [18]. These diﬀerences were attributed to the ingestion of large-
scale vortices by the fan which could be seen as a stationnary distortion. The studies
have led to the use of a Turbulence Control Screen (TCS) in static tests to provide
a clean inﬂow and remove the mentionned diﬀerences [19]. Since then, the studies
about the impact of distortion on the noise have been put aside. They started again
very recently, precisely because of the evolution of aircraft engine architectures. The
complexity of the studies is increased step by step. Holewa et al. [20] studied the
impact of the bifurcations (or pylon) on the fan tonal noise by means of a quasi-3D
numerical simulation of a fan and an OGV with struts and bifurcations. They found
that the noise generated by the DRI mechanism was negligible compared with the
one generated by the WSI mechanism. However, they highlighted the inﬂuence of
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the potential eﬀects of the bifurcations on the latter. This last point was also stud-
ied by Bonneau et al. [21] and Roger & Caule [22] who explained the unexpected
emergence of the ﬁrst BPF harmonic by the invalidity of Tyler & Sofrin’s rule [10]
in the presence of an azimuthal heterogeneity. In contrast with the study of Holewa
et al. [20], Oishi et al. [23] worked on a fan-OGV-bifurcation conﬁguration in 3D
and found that the DRI mechanism plays a major role on the fan tonal noise, but
only for high subsonic and transonic regimes. The addition of an asymmetric air
inlet was investigated by Sturm et al. [24] and Conte et al. [25] who evaluated the
noise caused by an inﬂow distortion on low-speed fans thanks to analytical models
and numerical simulations. In the ﬁelds of turbofan, Winkler et al. [26] and Do-
herty & Namgoong [27] used a numerical approach to predict the noise caused by
an asymmetric air inlet. They were able to determine the far-ﬁeld sound, but they
could not draw any conclusion on its contribution to the fan tonal noise because the
OGV was not included.
The objective of this PhD thesis is to evaluate the eﬀects of the distortion in a
modern turbofan engine including an heterogeneous OGV with struts and bifurca-
tions and an inlet distortion typical of what will be encountered in UHBR engines.
The contribution of the sources caused by the distortion will be evaluated and the
inﬂuence of distortion on other noise source will be investigated.
Organization of the manuscript
The theoretical framework that is needed for this study is given in Chap. 1. The
fan tonal noise is caused by the dynamics of the ﬂow so its study lies in the ﬁeld of
aeroacoustics. The fundamental theories are presented and the distinction between
the direct approach and the hybrid approach is made. In the direct approach, the
generation and the propagation of the acoustic sources are dealt simultaneously,
contrary to the hybrid approach where they are considered as two successive steps.
Both approaches will be used in this thesis and some details on each method are
given.
The numerical simulations that have been performed to study the eﬀect of inlet
distortion are then presented in Chap. 2. The choice of the engine model is driven
by the necessity to account for all the sources of fan tonal noise: the ones classically
accounted for and the ones linked to distortion that are generally neglected. The
numerical setup is described and the convergence in terms of acoustics is evaluated.
A basic ﬂow analysis without inlet distortion is then realized to evaluate the main
performances of the engine.
In Chap. 3, both the distortion caused by the potential eﬀect of the pylon and
the one linked to the air inlet asymmetry are studied. Its initial shape and its
evolution along the engine duct is discussed. A quantiﬁcation is also proposed to
identify the regions of high distortion. The eﬀects of the distortion on unsteady
aerodynamics is then investigated, with a particular focus on the ﬂow features that
are at the origin of the diﬀerent noise mechanisms.
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The impact of the distortion on the acoustics is ﬁnally adressed in Chap. 4. The
noise sources are ﬁrst studied independently thanks to the use of hybrid methods. A
classiﬁcation based on this approach is proposed and the inﬂuence of inlet distortion
on this breakdown is discussed. A direct noise analysis is also performed in order to
provide a deeper understanding of the propagation of these sources.
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Chapter 1
Methods for the prediction of fan
tonal noise
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1.1 Introduction
The methods for the prediction of fan tonal noise are presented in this chapter. Fun-
damental theories of aeroacoustics are ﬁrst given in Sec. 1.2. The hybrid approach,
in which the generation and the propagation of the sources are dealt separately, and
the direct approach are distinguished. For each approach, the sound emitted by the
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fan has to be quantiﬁed by an acoustic energy. Its formulation is deﬁned in Sec. 1.3.
Some details about direct noise predictions are then given in Sec. 1.4. The hybrid
approach is ﬁnally introduced with the description of analytical models for source
computation and for source propagation in Secs. 1.5 and 1.6 respectively.
1.2 Fundamentals of aeroacoustics
Aeroacoustics concerns the study of the sound generated by a ﬂow and is therefore
described by the equations of ﬂuid dynamics which are ﬁrst recalled. Some important
theories of this ﬁeld and the way they can be used for the prediction of fan tonal
noise are then presented.
1.2.1 Equations in fluid dynamics
Under the continuum assumption, the ﬂuid is described by the conservation equa-
tions. If t, ρ, v, p, τ , f , E and q stand respectively for the time, density, velocity
vector, pressure, viscous stress tensor, body force vector, total energy and heat ﬂux
vector, they are written [28]
∂ρ
∂t
+∇ · (ρv) = 0, (1.1a)
∂ (ρv)
∂t
+∇ · (ρv ⊗ v + pI − τ ) = ρf , (1.1b)
∂ (ρE)
∂t
+∇ · (ρEv + pv − τ · v + q) = ρf · v, (1.1c)
with ∇ the nabla operator, ⊗ the tensor product and I the identity tensor. Equa-
tions (1.1a), (1.1b) and (1.1c) are the mass, momentum and energy conservation
equations respectively and are often referred to as Navier-Stokes equations. Source
terms for mass production or heat addition are not included in this set of equations
because they do not represent any physical phenomenon in the context of the study.
It might be useful for some applications to deal with the Navier-Stokes equations
expressed in a diﬀerent way. By deﬁning the material derivative
D
Dt
=
∂
∂t
+ v ·∇, (1.2)
the set of equations (1.1) reduce to
Dρ
Dt
= −ρ∇ · v, (1.3a)
ρ
Dv
Dt
= −∇p+∇ · τ + ρf , (1.3b)
ρT
Ds
Dt
= −∇ · q + τ :∇v. (1.3c)
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For a newtonian ﬂuid and under the local thermodynamic equilibrium assump-
tion, it is possible to write
dρ =
1
a2
dp+
(
∂ρ
∂s
)
p
ds, (1.4)
where s is the entropy of the ﬂuid and a2 is deﬁned by
a2 = 1/
(
∂ρ
∂p
)
s
=
(
∂p
∂ρ
)
s
. (1.5)
a2 represents the square of the speed of sound. In some theories that are presented
in this chapter, the ﬂow is assumed to be isentropic (ds = 0) and the pressure and
density ﬂuctuations are therefore linked by
dp = a2dρ. (1.6)
If the gas is in addition an ideal gas, the relation
p/ργ = constant, (1.7)
is satisﬁed with γ the ratio of speciﬁc heats. The speed of sound can be shown to
reduce to
a =
√
γp
ρ
. (1.8)
Using the equation of state p = ρRT with R the speciﬁc gas constant yields
a =
√
γRT . (1.9)
The governing equations (1.1) or (1.3) dictate the behavior of the ﬂuid and
consequently the behavior of acoustic ﬂuctuations. The most natural way to deal
with aeroacoustics is therefore to solve them directly. This is the principle of direct
methods which require the use of numerical simulations. This is referred to as
Computational Fluid Dynamics (CFD) or Computational AeroAcoustics (CAA).
Such simulations were not available and/or aﬀordable in the past and alternative
approaches emerged.
1.2.2 Lighthill’s analogy
In order to face the complexity of Navier-Stokes equations (1.1), Lighthill proposed
in 1952 an analogy which is the fundamental starting point of aeroacoustics [29].
He showed that these equations could be interpretated as a wave equation with a
source term related to ﬂow disturbances.
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Derivation of Lighthill’s equation
A ﬂuctuating ﬂow ﬁeld occupying a limited part of a very large volume of ﬂuid is
considered. Outside of this part, the medium is assumed at rest and uniform with
a speed of sound and a density written a0 and ρ0 respectively.
The propagation of sound in the uniform medium at rest, without sources or
external forces, is a well-known classical acoustic problem which is governed by the
homogeneous wave equation
∂2ρ′
∂t2
− a20∇2ρ′ = 0, (1.10)
where ρ′ = ρ− ρ0 is the ﬂuctuating density.
As for the ﬂuctuating ﬂow, the governing equations are given by Navier-Stokes
equations (1.1) without body forces (f = 0). Substracting the divergence of the mo-
mentum conservation equation (1.1b) from the time derivative of mass conservation
equation (1.1a) yields
∂2ρ
∂t2
−∇2p+∇ ·∇ · τ =∇ ·∇ · (ρv ⊗ v) . (1.11)
Substracting each side of the equation by a20∇
2ρ and rearranging the equation gives
∂2ρ′
∂t2
− a20∇2ρ′ = (∇⊗∇) :
[
ρv ⊗ v − τ + (p− a20ρ)I
]
. (1.12)
Using Einstein’s notation and deﬁning the spatial coordinates xi (i = 1, 2, 3), this
equation, known as Lighthill’s equation, can be written
∂2ρ′
∂t2
− a20
∂2ρ′
∂xi∂xi
=
∂2Tij
∂xi∂xj
, (1.13)
where T = (Tij) = (ρvivj − τij + (p− a20ρ)δij) is Lighthill’s tensor.
Interpretation of Lighthill’s equation
Outside of the ﬂow region, the term on the right-hand side of Lighthill’s equation
(1.13) vanishes and the latter is reduced to the homogeneous wave equation (1.10).
At large distances from the turbulent region, the density ﬂuctuations of the real ﬂow
then behave like acoustic waves in a uniform medium at rest. There is therefore an
exact analogy between the density ﬂuctuations that occur in a real ﬂow and the
ones that would result from a quadrupole source distribution of strength Tij in a
ﬁctitious non-moving acoustic medium with sound speed a0. It follows from this
analogy that an aeroacoustic problem can be seen as a two-step procedure. The
ﬁrst step is the generation of acoustic sources by a ﬂuctuating ﬂuid in the region of
ﬂow. The second step is the propagation of these sources in the acoustic medium
outside the region of ﬂow (here considered at rest). An illustration of this analogy
is given in Fig. 1.1.
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Tijv
Figure 1.1: Illustration of Lighthill’s analogy
Free field solution to Lighthill’s equation
Lighthill’s equation (1.13) can be solved using a generalized Green’s function. The
Green’s function G(y, τ |x, t) is the solution to the wave equation where the source
term is replaced by a point source in y = x that sends a signal at time τ = t. This
function depends on the problem formulation and boundary conditions. In free ﬁeld,
it is written (for more details, see [8])
G(y, τ |x, t) = 1
4π|x− y|δ(t− τ −
|x− y|
a0
), (1.14)
where δ is the Dirac’s distribution. The solution to the initial problem can then be
expressed in terms of the Green’s function
ρ′(x, t) =
1
a20
∫ +∞
−∞
∫∫∫
V (τ)
∂2Tij
∂xi∂yj
(y, τ)G(y, τ |x, t) dV (y)dτ, (1.15)
which reduces to
ρ′(x, t) =
1
4πa20
∫∫∫
V
1
|x− y|
∂2Tij
∂xi∂yj
(y, t− |x− y|
a0
) dV (y). (1.16)
Thus, provided that the source term Tij is known, the acoustic density can be
determined at any position and at any time. This is one of the main strengths of
this analogy: the acoustic ﬁeld can be derived everywhere thanks to an integral over
the sources, without needing any numerical simulation in the domain.
1.2.3 Linearized theory
A diﬀerent approach in aeroacoustics consists in linearizing the Navier-Stokes equa-
tions (1.3). It relies on the assumption that the magnitude of acoustic ﬂuctuations is
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much smaller than the aerodynamic one. Any ﬂow variable can therefore be decom-
posed into a mean part (subscript 0) and a ﬂuctuating part (prime symbol) much
smaller than the mean part:
ρ = ρ0 + ρ
′, ρ′ << ρ0, (1.17a)
v = v0 + v
′, |v′| << |v0|, (1.17b)
p = p0 + p
′, p′ << p0, (1.17c)
s = s0 + s
′, s′ << s0. (1.17d)
In addition, the viscosity and heat conduction are assumed to have only a little
inﬂuence on acoustic propagation and are therefore neglected (τ = 0 and q = 0 in
Eqs. (1.3) that become the Euler equations). By injecting the expressions (1.17)
into Euler equations without body forces (f = 0) and by neglecting second order
terms, the following set of equations is obtained (see [8] for example for the details)
∂ρ′
∂t
+ v0 ·∇ρ′ + v′ ·∇ρ0 + ρ0∇ · v′ + ρ′∇ · v0 = 0, (1.18a)
ρ0
(
∂v′
∂t
+ v0 ·∇v′ + v′ ·∇v0
)
+ ρ′v0 ·∇v0 = −∇p′, (1.18b)
∂s′
∂t
+ v0 ·∇s′ + v′ ·∇s0 = 0. (1.18c)
These equations are referred to as the Linearized Euler Equations (LEE) and govern
the propagation of ﬂuctuations as long as they are some orders of magnitude smaller
than the mean ﬂow. By being linear, they are less diﬃcult to solve than Navier-
Stokes equations. In some particular ﬂow conditions (uniform ﬂow for example),
it is possible to derive a wave equation that can be solved analytically [30]. In
general conﬁgurations, a numerical simulation, less expensive than a classical CFD
simulation, is needed. However, it should be kept in mind that these equations
do not account for the dynamics of the ﬂow and cannot predict the related sound
sources. A prior knowledge of the acoustic sources that must be imposed on the
boundaries is therefore required to solve the problem [31].
1.2.4 Chu & Kovasznay’s analysis
Another approach that is similarly based on the decomposition of the ﬂow variables
into a mean part and a ﬂuctuating part has been derived in 1957 by Chu & Kovasznay
for a viscous heat-conducting compressible gas [32].
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Decomposition of flow variables
To perform their analysis, Chu & Kovasznay have expanded the ﬂow variables as
power series in α (which is assumed to be small):
ρ = ρ0 + ρ
(1) + ρ(2) + ..., (1.19a)
v = v0 + v
(1) + v(2) + ..., (1.19b)
p = p0 + p
(1) + p(2) + ..., (1.19c)
s = s0 + s
(1) + s(2) + ..., (1.19d)
where ρ0, v0, p0, s0 are spatially and temporally averaged values and ρ
(n), v(n), p(n),
s(n) are of order αn. This is however questionable as the ﬂuctuations of pressure
and velocity have very diﬀerent magnitude in a real ﬂuid. The coordinate system is
chosen to move with the mean ﬂow such that v0 = 0.
For convenience, the non-dimensional pressure and entropy are used:
P (n) =
p(n)
γp0
, (1.20a)
S(n) =
s(n)
Cp
, (1.20b)
with Cp the speciﬁc heat at constant pressure. The dynamic viscosity of the undis-
turbed medium is written µ0 and ν0 = µ0/ρ0 is the kinematic viscosity. The speed of
sound is given by a0 =
√
γp0/ρ0 and the Prandtl number Pr = µ0Cp/KT where KT
is the thermal conductivity of the ﬂuid is assumed to be equal to 3/4 (for simplifying
the algebra).
Identification of the three modes of fluctuations
When neglecting terms of order α2 and higher powers of α, the governing equations
of ﬁrst-order ﬂuctuations are obtained (see [32] for more details)
∇ · v(1) + ∂P
(1)
∂t
− ∂S
(1)
∂t
=
m
ρ0
, (1.21a)
∂v(1)
∂t
+ a20∇P
(1) − ν20∇2v(1) −
1
3
ν0∇(∇ · v(1)) = f , (1.21b)
∂S(1)
∂t
− 4
3
ν0∇S
(1) − 4
3
(γ − 1)ν0∇2P (1) = Q
ρ0CpT0
. (1.21c)
m represents the rate of mass production and Q the rate of heat addition per unit
volume. From now, the superscript (1) is suppressed for clarity. Two new kinematic
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variables are introduced, the vorticity ω and the speciﬁc dilatation rate q
ω =∇× v, (1.22a)
q =∇ · v. (1.22b)
The ﬂow variables are written in the form
ω = ωω + ωp + ωs, (1.23a)
q = qω + qp + qs, (1.23b)
P = Pω + Pp + Ps, (1.23c)
S = Sω + Sp + Ss, (1.23d)
v = vω + vp + vs. (1.23e)
A few manipulations of the above equations can conveniently lead to three sub-
systems of equations as follows (details in [32]). The ﬁrst set of equations is written,
by choosing to denote the related variable by ω
∂ωω
∂t
− ν0∇2ωω =∇× f , (1.24a)
Pω = 0, Sω = 0, qω = 0, (1.24b)
∇× vω = ωω, ∇ · vω = 0. (1.24c)
Those equations are identical with the ones describing the production, convection
and dissipation of weak vorticity in a viscous incompressible medium. The asso-
ciated mode will therefore be called the vorticity mode. A ﬂow satisfying these
equations does not generate pressure or entropy ﬂuctuations.
The second set of equations is written with the variables denoted by p and gives
ωp = 0, (1.25a)
∂2Pp
∂t2
− a20∇2Pp −
4
3
γν0
∂
∂t
∇
2Pp =
(
∂
∂t
− 4
3
ν0∇
2
)
m
ρ0
−∇ · f + ∂
∂t
Q
ρ0CpT0
,
(1.25b)
∂Sp
∂t
− 4
3
ν0∇
2Sp =
4
3
(γ − 1)ν0∇2Pp, (1.25c)
qp = −∂Pp
∂t
+
∂Sp
∂t
+
m
ρ0
, (1.25d)
∇× vp = 0, ∇ · vp = qp. (1.25e)
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This set of equation is similar to the one describing the production, propagation and
dissipation of pressure waves in a viscous compressible heat-conductive medium and
will therefore represent the sound mode. The associated velocity ﬁeld is irrotational.
The third and ﬁnal set of equations, written with the variables denoted by s, is
given by
ωs = 0, Ps = 0, (1.26a)
∂Ss
∂t
− 4
3
ν0∇
2Ss =
Q
ρ0CpT0
, (1.26b)
qs =
∂Ss
∂t
, (1.26c)
∇× vs = 0, ∇ · vs = qs. (1.26d)
The equations are the same as the ones describing the production, convection and
diﬀusion of hot spots in a heat-conducting ﬂuid medium and will consequently be
associated with the entropy mode. Such a ﬂow does not generate pressure ﬂuctua-
tions and the resulting velocity ﬁeld is irrotational.
Of course, other ways of splitting Eqs. (1.21) exist but Chu & Kovasznay chose
this one to reduce to the three basic modes of ﬂuctuations that are familiar in ﬂuid
mechanics. These modes are all present in a ﬂuctuating ﬂow and the solution of
Eqs. (1.21) can always be seen as a superposition of them. However, not all the
modes will be signiﬁcant in a particular problem. Chu & Kovasznay also explained
that in the absence of solid boundaries, the three modes evolve as though the others
were absent and can be solved independently.
Interaction between the three modes of fluctuations
By decomposing the variables up to second order terms, Chu & Kovasznay explained
the interaction between the three modes as a result of the non-linearity of Navier-
Stokes equations. For example, the sound ﬁeld (sound mode) is resulting from four
types of interaction: the sound-sound, the vorticity-vorticity, the sound-vorticity and
the sound-entropy interactions. The vorticity-vorticity interaction is responsible for
the generation of sound mode, as it was explained by Lighthill’s analogy. The three
other interactions are responsible for scattering eﬀects [32].
1.2.5 Application to the prediction of fan tonal noise
The fundamental theories presented above allow to face an aeroacoustic problem in
diﬀerent ways. The ﬁrst and most natural way is the direct approach. It consists in
solving the Navier-Stokes equations which govern both the ﬂuid dynamics and the
acoustics. However, the resolution of these equations cannot be done analytically
(except in some canonical cases) and numerical simulations are used in practice. The
other way is the hybrid approach, based on Lighthill’s analogy. The ﬂuctuating ﬂow
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is responsible for equivalent sources that are computed in a ﬁrst step and propagated
in a second step.
Direct approach
The direct approach consists in solving directly both ﬂow and sound ﬁelds thanks
to a CFD simulation [33]. Because no particular assumption is made, this approach
should be ideal. However, it requires huge computational ressources. The simula-
tion is necessarily compressible to allow the presence of acoustic waves and it must
be of "acoustic quality" i.e. it must capture the small acoustic ﬂuctuations (1 Pa is
equivalent to 94 dB) and the errors related to the discretization must be handled
correctly. Its use is therefore still limited. In most applications, either the turbu-
lence is (at least partially) modeled or the geometry is simpliﬁed.
Aside from the computational ressources that are needed, the other challenge
in using a direct approach is the analysis of the computed ﬂuctuations. As shown
by Chu & Kovasznay [32], the ﬂuctuations can be decomposed into three modes:
the vorticity, the sound and the entropy modes. The ﬂuctuations that would result
from a CFD simulation will consequently be composed of those three modes, and
the isolation of the sound one (in which we are interested in) is not obvious. In a
fan module (cold stream), the temperature ﬂuctuations are very small so that the
entropy mode is generally neglected. However, the vorticity mode will be signiﬁcant,
essentially in the fan-blade and OGV wakes. Therefore, the real challenge will be
to separate the vorticity and the sound modes [21, 34]. The direct approach will
be applied in the present study to provide noise predictions without any important
assumptions.
Hybrid approach
In an hybrid approach, the computation of the sources and their propagation are
dealt separately. A minimum knowledge about the noise mechanisms is required
because the sources must be isolated. A lot of diﬀerent methods exist for the source
computation and for the sound propagation and are very dependent on the appli-
cation. Concerning fan tonal noise, the main noise mechanisms have been listed in
the introduction. In subsonic regimes, the noise is linked to interaction phenom-
ena: interaction of fan-blade wakes with OGV and interaction of distortion with fan
blades. As it was mentionned, these mechanisms are responsible for unsteady load-
ings on OGV and fan blades respectively. These unsteady loadings are considered
as the equivalent sources that need to be computed and then propagated [35, 21]. In
transonic regimes, the steady loading noise and the shock noise appear. The steady
loading can also be considered as an equivalent source on the surface of fan blades.
As for the shock noise, its localization is not evident and its study is not dealt with
hybrid approaches usually.
The computation of the equivalent sources are ﬁrst discussed. The interaction of
fan-blade wakes with the OGV is taken here as a representative example. The wakes
impact periodically the diﬀerent vanes, thus creating unsteady loadings on the lat-
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ter. These unsteady loadings are the equivalent sources and can be computed either
numerically or analytically. If done numerically, unsteady Navier-Stokes equations
must be simulated similarly to the direct approach, except that the simulation does
not need to be compressible nor of "acoustic quality". The equivalent sources are in-
deed caused by aerodynamics only and there is no need to propagate acoustic waves
in the simulation. Such a simulation is therefore less expensive than the one needed
for a direct acoustic prediction. But the sources can also be computed analytically,
thanks to a response model. This kind of models usually decompose the excitation
(here the wake) into elementary gusts and determine the resulting loading variations
under assumptions on the geometry of the vanes and on the ﬂow [17].
As for the propagation of the equivalent sources, diﬀerent methods exist again.
It can be done by solving the LEE to account for the most complex geometries and
ﬂow conditions. Such a simulation is far less expensive than a classical CFD simu-
lation but still requires computational ressources [36, 37]. The other way is the use
of a Green’s function, as shown in subsection 1.2.2. Assumptions are often made on
the geometry and ﬂow conditions to get a wave equation that can be solved thanks
to a Green’s function. In most cases, the resulting Green’s function is determined
analytically but it can require sometimes a numerical solving [38].
The hybrid approach will also be used in this work to increase the understanding
of the impact of distortion on fan tonal noise. The equivalent sources on fan blades,
OGVs and even IGVs will be extracted and will be propagated thanks to analytical
models. In the interest of going deeper in the analysis of the noise mechanisms, these
sources will also be computed analytically by extracting the excitations (wakes, dis-
tortion) from the simulations and by applying a response model.
Summary of the section
Aeroacoustics is the study of the sound generated by the ﬂow and is fully
described by Navier-Stokes equations. These equations do not have an ex-
plicit solution for complex conﬁgurations and CFD simulations must be used.
These simulations allow for a direct evaluation of the noise but require huge
ressources because they have to be able to capture the acoustic ﬂuctuations
which are very small compared to aerodynamic values. Lighthill introduced an
analogy which allows to deal with aeroacoustics in a diﬀerent way. He showed
that Navier-Stokes equations could be written in the form of a wave equation,
with a source term depending on the aerodynamics. Thus, any aeroacoustic
problem could be interpretated into two successive steps: the ﬁrst step is the
generation of the sources (aerodynamics) and the second one is the propa-
gation of these sources (acoustics). The methods based on this principle are
referred to as hybrid methods. The sources can be determined by a CFD sim-
ulation but analytical models also exist for simple conﬁgurations. Concerning
the propagation, it can be handled either numerically, by solving the LEE for
example, or analytically (in general) with the use of a Green’s function. In
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any case, it is less expensive than performing a complete CFD simulation but
it introduces some assumptions. In this study, CFD simulations will be per-
formed and both direct and hybrid acoustic predictions will be done in order
to deliver a deep analysis of the noise mechanisms.
1.3 Acoustic energy
The quantiﬁcation of the noise caused by acoustic ﬂuctuations is done by the acoustic
energy. The latter is known to be simply the product of pressure and velocity
ﬂuctuations outside of the ﬂow region but more becomes more complex inside the
ﬂow (typically in an engine). Its formulation is given in this section.
1.3.1 Acoustic energy in a stagnant uniform fluid
Historically, an acoustic energy conservation law for stagnant uniform ﬂuid has been
ﬁrst derived by Kirchhoﬀ, but with an ad hoc procedure [39]. Myers has then
proposed a more rigorous way of deriving this energy conservation law and has
obtained the same result [40]. Both methods are presented in this section.
Derivation from the linearized conservation equations
Kirchhoﬀ has proposed to start from the linearized conservation equations [39]. The
ﬂuid is assumed to be inviscid (τ = 0) and non-conducting (q = 0). Using Eqs.
(1.18) and adding the body force term f = f0 + f
′ yields
∂ρ′
∂t
+ v0 ·∇ρ′ + v′ ·∇ρ0 + ρ0∇ · v′ + ρ′∇ · v0 = 0, (1.27a)
ρ0
(
∂v′
∂t
+ v0 ·∇v′ + v′ ·∇v0
)
+ ρ′v0 ·∇v0 = −∇p′ + ρ0f ′ + ρ′f0, (1.27b)
where the subscript 0 denotes the mean part and the prime symbol the ﬂuctuating
part of the ﬂow variables. The mean ﬂow is additionally assumed to be quiescent
and uniform. As a consequence, there is no mean source (f0 = 0) and the equations
reduce to
∂ρ′
∂t
+ ρ0∇ · v′ = 0, (1.28a)
ρ0
∂v′
∂t
+∇p′ = ρ0f
′. (1.28b)
The homentropic assumption (ds = 0) implies that Eq. (1.6) is valid and gives
p′ = a20ρ
′ (1.29)
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Multiplying Eq. (1.28a) by p′/ρ0 and Eq. (1.28b) by v
′, adding the two equations
and expressing density ﬂuctuations in terms of pressure ones using Eq. (1.29) yields
1
2ρ0a20
∂p′2
∂t
+
1
2
ρ0
∂v′2
∂t
+∇ · (ρ′v′) = ρ0f ′ · v′, (1.30)
with v′2 = |v′|2. This equation can be written in the form
∂E
∂t
+∇ · I = −D, (1.31)
where E, I and D are given by
E =
p′2
2ρ0a20
+
ρ0v
′2
2
, (1.32a)
I = p′v′, (1.32b)
D = −ρ0f ′ · v′. (1.32c)
and are deﬁned as the acoustic energy density, ﬂux and dissipation respectively.
Theses deﬁnitions have been derived from the linearized conservation equations and
cannot therefore account for the non-linearities of the ﬂow. They all are a combina-
tion of products of two ﬁrst order terms and are consequently second order terms.
The use of the linearization (thus eliminating second order terms in the governing
equations) to obtain a result which is a second order term is not a rigorous pro-
cedure. Indeed, nothing can ensure that no other second order term may not be
included in the above expressions. This is why another approach, inspired by the
work of Myers [40] is developed in the next subsection.
Derivation from the real conservation equations
The starting point of this approach is the original equation of energy conservation
in its non-linear form (1.1c), without friction (τ = 0 ) nor heat conduction (q = 0).
It can be written
∂Etot
∂t
+∇ · Itot = −Dtot, (1.33)
where Etot, Itot and Dtot are the total ﬂuid energy density, ﬂux and dissipation
respectively and are given by
Etot = ρE = ρe+
1
2
ρv2, (1.34a)
Itot = ρEv + pv = ρev +
1
2
ρv2v + pv, (1.34b)
Dtot = −ρf · v. (1.34c)
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e is the internal energy of the ﬂuid and v2 = |v|2. The goal is now to expand the
quantities (1.34a), (1.34b) and (1.34c) up to second order. Same decomposition as
the one shown in Eq. (1.17) is done. With v0 = 0 and f0 = 0 (quiescent and
uniform ﬂuid), it is straightforward to show that, up to second order,
1
2
ρv2 =
1
2
ρ0v
′2, (1.35a)
pv = (p0 + p
′)v′, (1.35b)
ρf · v = ρ0f ′ · v′. (1.35c)
The decomposition of the term ρe is done by expanding it as power series in ρ′
ρe = ρ0e0 +
(
∂ρe
∂ρ
)
s
∣∣∣∣∣
0
ρ′ +
(
∂2ρe
∂ρ2
)
s
∣∣∣∣∣
0
ρ′2
2
+ ... . (1.36)
The fundamental law of thermodynamics
T ds = de+ p d(ρ−1), (1.37)
yields, for isentropic perturbations,(
∂e
∂ρ
)
s
=
p
ρ2
. (1.38)
Thus, the derivatives of ρe become, with h the enthalpy and the use of Eq. (1.5),(
∂ρe
∂ρ
)
s
= e+
p
ρ
= h,
(
∂2ρe
∂ρ2
)
s
=
a2
ρ
. (1.39a)
It follows that
ρe = ρ0e0 + h0ρ
′ +
a20
2ρ0
ρ′2 + ... . (1.40)
Therefore, the quantities (1.34a), (1.34b) and (1.34c) become up to second order
Etot = ρ0e0 + h0ρ
′ +
a20
2ρ0
ρ′2 +
1
2
ρ0v
′2, (1.41a)
Itot = (h0ρ0 + h0ρ
′ + p′)v′, (1.41b)
Dtot = −ρ0f ′ · v′. (1.41c)
With the use of the continuity equation (1.1a) and noting that the steady state is
constant, it can be shown that the zeroth and ﬁrst order terms of energy conservation
(1.33) vanish, which gives
∂
∂t
(
p′2
2ρ0a20
+
ρ0v
′2
2
)
+∇ · (p′v′) = ρ0f ′ · v′. (1.42)
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The same acoustic energy density E, ﬂux I and dissipation D as the ones derived
by Kirchhoﬀ are obtained
E =
p′2
2ρ0a20
+
ρ0v
′2
2
, (1.43a)
I = p′v′, (1.43b)
D = −ρ0f ′ · v′. (1.43c)
The procedure followed here is a proof that the expression obtained by Kirchhoﬀ is
the consistent approximation of the energy equation of the real ﬂow and not only
an energy-like equation of the approximate ﬂow.
1.3.2 Acoustic energy in a homentropic non-uniform fluid
Myers developed a more general acoustic conservation law with the same approach
as the one described above but considering a homentropic non-uniform ﬂow [40].
The total enthalpy H = e + p/ρ + v2/2 is introduced into energy conservation law
(1.1c) for convenience. Without friction (τ = 0 ) nor heat conduction (q = 0), it is
therefore written
∂
∂t
(ρH − p) +∇ · (ρHv) = ρf · v. (1.44)
With the use of the continuity (1.1a) and the momentum (1.1b) equations and noting
that the steady state is constant, Myers obtained an exact energy corollary (details
in [40])
∂Eexact
∂t
+∇ · Iexact = −Dexact, (1.45)
where Eexact, Iexact and Dexact are given by
Eexact = ρ(H −H0)− (p− p0)− ρ0v0 · (v − v0), (1.46a)
Iexact = (H −H0)(ρv − ρ0v0), (1.46b)
Dexact = (ρv − ρ0v0) · (ω × v − ω0 × v0)− (ρf − ρ0f0) · (v − v0)
−(ρ− ρ0)f · v0 − (ρ0 − ρ)f0 · v. (1.46c)
ω =∇×v is the vorticity and the subscript 0 stands for mean values. The resulting
terms (1.46) are exact under the homentropic assumption and have the important
property of being composed only of quadratic terms when expanded to acoustic
perturbation (the zeroth and ﬁrst order terms vanish similarly to the uniform case).
Therefore, their expansion to second order yields a general deﬁnition of acoustic
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energy density, ﬂux and dissipation
E =
p′2
2ρ0a20
+
ρ0v
′2
2
+ ρ′v0 · v′, (1.47a)
I =
(
p′
ρ0
+ v0 · v′
)
(ρ0v
′ + ρ′v0) , (1.47b)
D = −ρ0v0 · (ω′ × v′)− ρ′v′ · (ω0 × v0)− (ρ0f ′ − ρ′f0) · (v′ + ρ′v0/ρ0), (1.47c)
where the prime symbol denotes the ﬂuctuating quantities. These expressions have
been obtained earlier by Cantrell & Hart [41] and are consequently often referred
to as Cantrell & Hart’s acoustic energy density, ﬂux and dissipation. By its proce-
dure, Myers brought out a clear physical interpretation of those quantities and has
shown that they were exact in a general homentropic ﬂow. It is worth to note that
the vorticity has been treated as non-acoustic because it has been gathered in the
dissipation term. Of course, these expressions reduce to the ones obtained with the
uniform ﬂow assumption (1.43) when taking v0 = 0.
1.3.3 Notion of acoustic power
General definition
The acoustic energy density E, ﬂux I and dissipation D have been deﬁned above
by deriving an acoustic conservation law of the form
∂E
∂t
+∇ · I = −D. (1.48)
Integrating this conservation law (1.48) over a ﬁxed volume V enclosed by the surface
S with outer normal vector n and using Gauss’s theorem gives
d
dt
∫∫∫
V
E dV +
∫∫
S
I · n dS = −
∫∫∫
V
DdV. (1.49)
Considering a periodic acoustic ﬁeld and averaging Eq. (1.49) over a period yields
the deﬁnition of the acoustic power P across the surface S
P =
∫∫
S
I · n dS = −
∫∫∫
V
DdV. (1.50)
Acoustic power is a very useful quantity to characterize the sound emitted by some
sources because it is conserved as soon as the surface S encloses them (the terms
in the volume integral will be zero outside the region of sources). In practice, it is
more convenient to store data on surfaces rather than volumes and the determina-
tion of the acoustic power is done by performing the surface integral of the projected
acoustic energy ﬂux.
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In this study, the noise will be evaluated in the duct engine only. The surfaces
that will be chosen for the evaluation of the acoustic power will therefore be per-
pendicular to the duct axis. If the duct is along the x-direction (of unit vector ex),
the acoustic power will be expressed as
P± = ∓
∫∫
S
Ix dS, (1.51)
where the upper sign and the lower sign denote the cases where the surface is up-
stream (n = −ex) and downstream the sources (n = ex) respectively. Ix is the
acoustic energy ﬂux along the x-axis.
Stagnant uniform ﬂuid
If the axial component of velocity disturbances is written u′, it can be shown from
Eq. (1.43b) that, for a stagnant uniform ﬂuid, Ix is given by
Ix = p
′u′. (1.52)
Homentropic non-uniform ﬂuid
Writing the mean velocity v0 = (U0, V0,W0) and the velocity disturbances v
′ =
(u′, v′, w′) and using Eq. (1.47b) yields the expressions of Ix for homentropic non-
uniform ﬂuid
Ix =
(
p′
ρ0
+ U0u
′ + V0v
′ +W0w
′
)
(ρ0u
′ + ρ′U0) . (1.53)
Frequential formulation
Being interesting in fan tonal noise, it would be of great interest to be able to evaluate
the contribution of each tone to the total acoustic power. This is the purpose of
this section. A useful property of periodic cross-correlation function will be needed
in the following derivations and is introduced here. The cross-correlation function
f ∗1 (t)f2(t+ τ) =
1
T
∫ T
0
f ∗1 (t)f2(t+ τ) dt, (1.54)
of two any periodic functions f1 and f2 (period T , associated pulsation ω = 2π/T )
satiﬁes the relation
f ∗1 (t)f2(t+ τ) =
+∞∑
s=−∞
f ∗1sf2se
−isωτ . (1.55)
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f1s and f2s are the Fourier components of the functions f1 and f2 respectively
f1(t) =
+∞∑
s=−∞
f1se
−isωt, (1.56a)
f2(t) =
+∞∑
s=−∞
f2se
−isωt, (1.56b)
f1s =
1
T
∫ T
0
f1(t)e
isωt, (1.56c)
f2s =
1
T
∫ T
0
f2(t)e
isωt. (1.56d)
Stagnant uniform ﬂuid
If ps and us are the s
th harmonic of pressure and axial velocity disturbances re-
spectively, the use of Eqs. (1.52) and (1.55) (with f1 = u
′, f2 = p
′ and τ = 0)
gives
Ix =
+∞∑
s=−∞
psu
∗
s. (1.57)
The quantity Ixs = psu
∗
s is introduced so that
Ix =
+∞∑
s=−∞
Ixs. (1.58)
Ixs can be interpretated as the average axial acoustic energy ﬂux carried by the
sth harmonic of the sound ﬁeld and is therefore called the intensity spectrum. Eq.
(1.55) (with f1 = u
′ = u′∗ and f2 = p
′) shows that it is the sth harmonic of the
cross-correlation function
Γ(τ) = p′(t+ τ)u′(t) =
+∞∑
s=−∞
Ixse
−isωτ . (1.59)
The above considerations lead to the deﬁnition of the acoustic power P±s carried by
the sth harmonic
P±s = ∓2
∫∫
S
Ixs dS, (1.60)
where the upper sign and the lower sign denote again the cases where the surface
is upstream and downstream the sources respectively. The factor 2 arises because
both Ixs and Ix(−s) contribute to the power in the s
th harmonic.
Homentropic non-uniform ﬂuid
Similar procedure can be done with the axial acoustic energy ﬂux given by Eq. (1.53)
in a general homentropic non-uniform ﬂuid. Using the relation (1.29), deﬁning the
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Mach number components Mx0 = U0/a0, My0 = V0/a0, Mz0 = W0/a0 and writting
ρs, us, vs and ws the s
th harmonic of density and velocity disturbances along the x,
y and z-axis respectively, the intensity spectrum Ixs reduces to
Ixs =
(
1 +M2x0
)
psu
∗
s +
Mx0
ρ0a0
|ps|2 + ρ0Mx0a0 |us|2
+Mx0My0 psv
∗
s +Mx0Mz0 psw
∗
s
+ ρ0My0a0 usv
∗
s + ρ0Mz0a0 usw
∗
s . (1.61)
The formulation becomes clearly identical with the one obtained for stagnant uni-
form ﬂuid when Mx0 =My0 =Mz0 = 0. Similarly to the previous case, the acoustic
power Ps carried by the s
th harmonic is determined from Ixs by
P±s = ∓2
∫∫
S
Ixs dS. (1.62)
Summary of the section
The concept of acoustic energy has been introduced. In a stagnant uniform
ﬂuid, an acoustic conservation law has been derived and the resulting acoustic
energy ﬂux was shown to be simply given by the product of pressure and veloc-
ity ﬂuctuations. The integral of this ﬂux over a closed surface is the acoustic
power and remains constant as soon as the surface encloses the sources. It
is therefore a very useful measure to quantify the sound radiated by a source
which is independent of the position contrary to the Sound Pressure Level
(SPL). A more complex expression of this ﬂux in a general non-uniform ho-
mentropic ﬂow has been derived by Cantrell & Hart and Myers proposed an
exact energy corollary which gives a clear interpretation of the resulting quan-
tities. This ﬂux is again conserved when integrated on a surface enclosing the
sources only if vorticity is considered as non-acoustic, which is a reasonable
assumption following the work of Chu & Kovasznay. A frequency-domain ex-
pression of the acoustic quantities has been derived and will be used in this
study to quantify the sources contributing to fan tonal noise.
1.4 Direct noise predictions
Direct noise predictions consists in solving directly the Navier-Stokes equations that
contain the acoustic ﬂuctuations. The application of this method is described in
this section, from the numerical solving of the equations to the ﬁltering of the non-
acoustic ﬂuctuations.
1.4.1 CFD simulations
Conventional CFD simulations solve the Navier-Stokes equations (1.1). One of the
main challenges lies in the development of accurate schemes of discretization of the
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spatial and temporal diﬀerential operators [42]. Alternate methods also exist such as
the Lattice Boltzmann Method (LBM) in which the discrete Boltzmann’s equation
that describes the statistical behavior of the ﬂuid particles is solved [43, 44].
Direct Numerical Simulations
The ﬂow inside a turbomachine is turbulent and characterized by a wide range of
scale of vortices. The maximum scale is imposed by the characteristic dimension of
the problem and the minimum scale, the Kolmogorov scale, is dependent on the ﬂuid
viscosity. To compute the ﬂow properly, it is therefore necessary to solve all these
scales. The simulated domain should then be big enough to include the big scale
vortices and reﬁned enough to be able to capture the smallest ones. Simulations that
solve the ﬂow until the Kolmogorov scale are called Direct Numerical Simulations
(DNS) because the equations of ﬂuid dynamics are solved directly (the discretization
in space and time is the only approximation). Current informatic capabilities limit
this kind of simulations to academic conﬁgurations only. The mesh sizes required
to solve these vortice scales are too big on industrial conﬁgurations. It can be
shown that the number of mesh points required with such approach is about Re
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L
where ReL = UL/ν is the Reynolds number based on the characteristic size of the
geometry L with U the mean velocity of the ﬂow and ν the kinematic viscosity
[45]. For a fan, the Reynolds number typically ranges from 106 to 107 [46] and
the mesh should therefore contain 1016-1017 mesh points, which is far above current
capabilities. The state-of-the-art simulations reach relatively high Reynolds number
(∼ 105) on simpliﬁed geometries (airfoil or isolated vane) [47, 48, 49].
Large Eddy Simulations
The Large Eddy Simulations (LES) are based on a spatial averaging of the govern-
ing equations of ﬂuid dynamics. The largest vortices are fully resolved whereas the
smallest ones, assumed to have mainly an isotropic and dissipative role, are pre-
dicted by a subgrid scale model [50, 51]. The instantaneous turbulence is therefore
accessible thanks to these simulations, up to the resolved scale at least. They are
also less expensive than DNS because the mesh does not need to capture down to
the Kolmogorov scale. However, the mesh near the walls still needs to be well-
reﬁned and estimates of Choi & Moin gives a total number of points of about Re
13/7
L
[45]. This is still expensive and wall-resolved LES are often limited to academic
conﬁgurations at low Reynolds number. Industrial conﬁgurations on a sector of a
turbomachine can be studied but requires huge computational ressources. For in-
stance, Gourdain performed a wall-resolved LES of one axial compressor stage over
2π/10 that requires a mesh of approximately 1 billion points [52]. In order to reduce
the computational cost of LES, wall laws are often used to model the ﬂow near
the walls. The wall-modeled LES requires signiﬁcantly less points (estimates are
at the order of ReL [45]) and allows for the study of more complex conﬁgurations
[53, 54, 55, 16]. Another approach that can be adopted in the ﬁeld of turbomachin-
ery consists of reducing the size of the computational domain by using phase-lagged
boundary conditions [56].
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Reynolds-Averaged Navier-Stokes simulations
Simulations of the Reynolds-Averaged Navier-Stokes (RANS) equations are based on
a statistical averaging (or Reynolds averaging) over several possible realizations of
the governing equations. This statistical averaging removes all stochastic phenom-
ena, including turbulence which is consequently modeled. If the ﬂow is unsteady and
the phase average is synchronized with the fundamental frequency of the unsteady
phenomenon, this statistical averaging keeps the unsteadiness of the ﬂow and the
simulations are referred to as Unsteady Reynolds-Averaged Navier-Stokes (URANS)
simulations [57]. Because the present study is limited to the tonal noise which is
caused by periodic phenomena, URANS simulations are suﬃcient and will be used
[58, 59]. More details on the URANS formalism, the turbulence modeling and the
discretization techniques are given in App. A.1.
1.4.2 Filtering of non-acoustic perturbations
The ﬂuctations that will be extracted from the simulations result from three con-
tributions according to Chu & Kovasznay’s analysis: the entropic, the vortical and
the acoustic mode. A ﬁltering procedure is needed to isolate the acoustic part of
the ﬂuctuations. Two types of methods are generally used. They are only brieﬂy
presented here but more details will be given in Chap. 4.
Local identification of the convective wavenumber
The idea behind this ﬁltering technique is simple. It comes from the observation
that vorticity ﬂuctuations are convected with the ﬂow while acoustic ﬂuctuations
are propagated at the speed of sound. The ﬁltering is realized by simply removing
the part of the ﬂuctuations that are convected with the ﬂow.
In practice, the procedure is applied locally by following the ﬂuctuations over the
streamlines. The ﬁltering can be done from two or more axial planes or even from
the whole volumic data if available. Kopitz et al. developed a method using several
planes to isolate the acoustic waves represented in terms of the Riemann invariants
[60]. This method can be implemented easily because it requires only the temporal
informations over some (typically 3) planes.
As for Bonnneau et al. [21], the volumic data is exploited to perform the de-
tection of the ﬂuctuations that are convected with the ﬂow over each axial line of
the mesh (that approximate the streamlines). A Discrete Fourier Tranform (DFT)
that includes a windowing to avoid spurious modes due to non-periodicity has been
done to identify those ﬂuctuations. This method is much more expensive because it
requires the storage of volumic data during the iterations. However, it is expected to
be more precise because the axial evolution of the ﬂuctuations is entirely described.
A similar ﬁltering is developed and tested in this study. More details are given Sec.
4.6.3.
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Mode-matching technique
The other family of ﬁltering consists in the decomposition of the ﬂuctuations over
acoustic modes. This type of ﬁltering is usually applied to couple CFD and CAA
simulations [61]. The principle is to make the pressure and velocity ﬂuctuations
(that both contribute to the acoustic power according to Eq. (1.61)) extracted from
the CFD simulation consistent with the equations of CAA that describe acoustics.
The decomposition is generally done over the duct modes that will be introduced in
Sec. 1.6.1. A ﬁltering technique inspired from this mode-matching technique is also
developed in this work and is evaluated in Sec. 4.6.3.
Summary of the section
Direct noise predictions consist in solving the ﬂow and the acoustics simulta-
neously thanks to a CFD simulation. Three types of simulations have been
presented (DNS, LES and URANS simulations), characterized by diﬀerent
levels of turbulence modeling. In this study, URANS simulations that are
suited for the prediction of deterministic phenomena will be performed. The
ﬂuctuations that will be extracted from the simulations will contain vorticity
ﬂuctuations that need to be ﬁltered to provide noise estimates. Two diﬀerent
types of ﬁltering methods (one based on a local identiﬁcation of the convected
ﬂuctuations and one based on a modal decomposition) have been brieﬂy pre-
sented and will be used in this study.
1.5 Hybrid noise predictions: source determina-
tion
Analytical models that determine the acoustic sources from a known excitation are
presented in this section. The focus is put on Amiet’s theory which predicts the
acoustic response of an isolated airfoil with zero thickness and zero camber placed
in a turbulent ﬂow. A brief review of the extensions of this theory that have been
developped throughout the years to account for more complex geometries and ﬂow
conditions is also given.
1.5.1 Amiet’s model
Amiet proposed a theory in 1975 which allows evaluating the acoustic response of
an airfoil placed in a turbulent ﬂow [62]. He derived an analytical expression of the
unsteady pressure jump on the airfoil and of the resulting far-ﬁeld acoustic pressure.
The focus is put on the derivation of the unsteady pressure jump only (the equivalent
source). The analytical propagation of known sources will be detailed in the next
section.
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General formulation
An airfoil of chord 2b, span 2d and with zero thickness is placed in a ﬂuid with
a mean density ρ0 and a mean ﬂow U0. The frame associated with this airfoil is
deﬁned in Fig. 1.2 where the vector r denotes the point on the airfoil of coordinates
(x, y, z = 0). The chordwise and spanwise directions are represented by the x-axis
and the y-axis respectively and the mean ﬂow is aligned with the airfoil so that it
has only an axial component.
x
y
z
U
2d
2b
r = (x, y, z = 0)
Figure 1.2: Frame associated with the airfoil
The incoming perturbation is characterized by the turbulent velocity normal to
the chord (or upwash) w, which is assumed to be frozen i.e. constant in the moving
frame. The axial coordinate in the moving frame x˜
x˜ = x− U0t, (1.63)
with t the time, is introduced so that the turbulent velocity w can be expressed as
a function of x˜ and y only. The latter is decomposed into elementary gusts
w(x˜, y) =
∫ +∞
−∞
∫ +∞
−∞
̂̂w(kx, ky)ei(kxx˜+kyy) dkxdky, (1.64)
where the gusts ̂̂w(kx, ky) are determined by the inverse relation
̂̂w(kx, ky) = 1
(2π)2
∫ +∞
−∞
∫ +∞
−∞
w(x˜, y)e−i(kxx˜+kyy) dx˜dy. (1.65)
These elementary gusts correspond to skewed gusts where kx and ky denote the
wavenumbers along the x-axis and the y-axis respectively. The characterization of
a gust with its wavenumbers is represented in Fig. 1.3.
The change of variable x˜→ x−U0t yields the expression of the turbulent velocity
in the ﬁxed frame (which now depends on time t)
w(x, y, t) =
∫ +∞
−∞
∫ +∞
−∞
̂̂w(kx, ky)ei[kx(x−U0t)+kyy]dkxdky. (1.66)
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2d
2b
U
2!/kx
2!/ky
Figure 1.3: Skewed gust incident on airfoil
The airfoil pressure jump ∆Pg(x, y, t) caused by one skewed gust of wavenumbers
kx and ky can be derived analytically and will be detailed later. It is here expressed
thanks to a transfer function g(x, kx, ky). For an elementary gust of the form
wg = w0e
i[kx(x−U0t)+kyy], (1.67)
the pressure jump is expressed as
∆Pg(x, y, t) = 2πρ0U0bw0g(x, kx, ky)e
i(kyy−kxU0t). (1.68)
The total pressure jump ∆P (x, y, t) caused by the contribution of all gusts can
therefore be written:
∆P (x, y, t) = 2πρ0U0b
∫ +∞
−∞
∫ +∞
−∞
̂̂w(kx, ky)g(x, kx, ky)ei(kyy−kxU0t) dkxdky. (1.69)
A temporal Fourier transform is then performed to obtain the harmonics of the
total pressure jump
∆̂P (x, y, ω) =
1
2π
∫ +∞
−∞
∆P (x, y, t)eiωt dt. (1.70)
Using Eq. (1.69) and the relation
1
2π
∫ +∞
−∞
ei(ω−kxU0)t dt = δ(ω − kxU0), (1.71)
yields
∆̂P (x, y, ω) = 2πρ0U0b
∫ +∞
−∞
̂̂w(Kx, ky)g(x,Kx, ky)eikyy dky, (1.72)
where Kx = ω/U0. This derivation stresses that the pressure jump at a given
frequency is produced only by the elementary gusts with the axial wavenumber Kx.
Other gusts will not produce any pressure jump at this frequency. In practice, the
term ̂̂w(Kx, ky) is given as an input and is determined from the decomposition of
the excitations (wake or distortion proﬁle).
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Transfer function between skewed gust and airfoil pressure jump
The ﬁnal expression of the total pressure jump (1.69) involves the transfer function
g(x, kx, ky) that has not been detailed yet. This transfer function expresses the pres-
sure jump caused by the elementary gust of wavenumber kx and ky. It is obtained
by solving successively the diﬀraction problems at leading and trailing edges thanks
to Schwarzschild’s solution [63]. The expression of this function depends on the
subcritical (subsonic phasis velocity) or supercritical (supersonic phasis velocity)
character of the gust. Its derivation is a long task and only the results are shown
here. More details can be found in [64], [65] or [66].
The transfer function g(x, kx, ky) is the addition of two terms, g1 which corre-
sponds to the diﬀraction at the leading edge assuming an inﬁnite chord, and g2 which
corresponds to the trailing edge correction. Several notations are used in the trans-
fer functions and are detailed here. x¯ = x/b is the dimensionless axial coordinate
(−1 ≤ x¯ ≤ 1) and k¯x = kxb and k¯y = kyb are the dimensionless wavenumber along
the x-axis and y-axis respectively. The Mach number M0 = U0/a0 with a0 the mean
speed of sound is introduced. κ is deﬁned by κ2 = µ2 − k¯2y/β20 with β20 = 1 −M20
and µ = k¯xM0/β
2
0 = k¯
∗
xM0 where k¯
∗
x = k¯x/β
2
0 .
For a supercritical gust, κ > 0 and the transfer functions are given by
g1(x¯, kx, ky) =
e−ipi/4
π
√
π(k¯x + β20κ)(x¯+ 1)
e−i(κ−k¯
∗
xM
2
0 )(x¯+1), (1.73a)
g2(x¯, kx, ky) =
e−ipi/4
π
√
2π(k¯x + β20κ)
[1− (1 + i)E∗(2κ(1− x¯))] e−i(κ−k¯∗xM20 )(x¯+1),
(1.73b)
where E∗(X) is the conjugate of Fresnel integral E(X)
E(X) =
∫ X
0
eix√
2πx
dx. (1.74)
For a subcritical gust, κ < 0 and the transfer functions become
g′1(x¯, kx, ky) =
e−ipi/4
π
√
π(k¯x + iβ20κ
′)(x¯+ 1)
ei(k¯
∗
xM
2
0+κ
′)(x¯+1), (1.75a)
g′2(x¯, kx, ky) =
e−ipi/4
π
√
2π(k¯x + iβ20κ
′)
{
1− erf
[
(
√
2κ′(1− x¯))
]}
ei(k¯
∗
xM
2
0+κ
′)(x¯+1),
(1.75b)
with κ′2 = −κ2 = k¯2y/β20 − µ2 and erf(X) the error function
erf(X) =
2√
π
∫ X
0
e−x
2
dt. (1.76)
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1.5.2 Extensions
The ﬁnal expressions obtained with Amiet’s theory (1.69), (1.73) and (1.75) are
purely analytical and can provide a very fast estimation of the unsteady pressure
jump on an airfoil as soon as the excitation is decomposed into elementary gusts.
However, it should be kept in mind that this theory introduces a lot of assump-
tions on both the geometry and the ﬂow. The blade/vane is represented by a two-
dimensional zero thickness airfoil without camber nor steady loading, the ﬂow is
assumed purely axial and uniform and the gusts are two-dimensional.
A lot of extensions of this theory have been developed throughout the years. For
example, three-dimensional gusts have been considered by Moreau et al. [67] and
methods of matched asymptotic expansions have been used by Myers & Kerschen
[68] and by Evers & Peake [69] to account for geometrical eﬀects (camber, thick-
ness), angle of attack and steady loading. All these models consider isolated airfoils.
When the number of blade (or vane) of a rotor (or stator) becomes important or
when the stagger angle becomes high, the adjacent blades (or vanes) have a signif-
icant inﬂuence on the response of a particular blade (vane) and the isolated airfoil
assumption becomes invalid. This phenomenon is often referred to as cascade eﬀect.
More recent models account for this cascade eﬀect. It was originally studied by
Kaji & Okazaki using the semi-actuator disk theory [70] and the acceleration poten-
tial method [71] for evaluating the acoustic transmission through a row. Methods
based on the Wiener-Hopf technique have simultaneously emerged, ﬁrst by neglect-
ing the interaction between leading and trailing edges [72], and then by including
it with a backscattering [73]. Peake has adapted these theories to the prediction of
the unsteady loadings on the blades for a two-dimensional rectilinear cascade [74].
Glegg [75], Posson et al. [76] and De Laborderie [17] have extended Peake’s model
for three-dimensional cascades using a strip-theory approach.
Another approach has emerged recently and is based on a mode-matching tech-
nique: modal expressions are written in each subdomain (upstream of the row,
downstream of the row and in the inter-vane channel) and are matched using the
conservation laws of ﬂuid dynamics [77, 78]. This approach is uniformly valid and
can be easily extended to three-dimensionnal cascades without needing to resort to
classical strip-theory approaches [79].
In this study, Amiet’s model only will be used even if a lot of other models that
account for a better representation of the geometry or the ﬂow exist. Indeed, the
"real" unsteady loadings will be already known from the simulations. The idea here is
just to use a relatively simple model to understand the relation at ﬁrst order between
the excitation (distortion, wake) and the unsteady loadings on the blades and vanes.
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Summary of the section
Amiet’s theory shows how an airfoil produces sound in a turbulent ﬂow. This
theory is valid for two-dimensional isolated airfoils without thickness, camber
or angle of attack and consider two-dimensional gusts only. It is a fast way
to predict the unsteady loadings on the blades or vanes caused by a known
excitation (distortion, wake) that must be decomposed into elementary gusts.
Even if more complex models that make less assumptions exist, this relatively
simple model will be used in this study in the interest of establishing easily a
relation at ﬁrst order between the excitation and the unsteady loadings.
1.6 Hybrid noise predictions: sound propagation
Some analytical methods that are used to propagate known acoustic sources are
described in this section.
1.6.1 Goldstein’s analogy
Lighthill’s analogy [29] has been successively extended by Curle to include ﬁxed
solid boundaries [80], by Ffowcs Williams & Hawkings to account for moving solid
boundaries [81] and by Goldstein to deal with the propagation in ducts [8]. Gold-
stein’s analogy is particularly adapted for fan noise prediction and is used in most
studies [82, 83]. The main results are given below and the whole derivation can be
found in App. B.
Convected wave equation
The same notations as the ones used in Sec. 1.2.2 (Lighthill’s analogy) are used here.
xi (i = 1, 2, 3) denotes the coordinates, t the time, ρ
′ the ﬂuctuating density, a0 the
speed of sound in the uniform ﬂow and Tij the component (i, j) of Lighthill’s tensor.
Contrary to Lighthill’s analogy, the ﬂuid is no more considered as quiescent and a
uniform ﬂow at speed U0 along the x1-axis is deﬁned. The frame that moves with
the ﬂow is Galilean because it is uniformly translated from the absolute frame which
is Galilean. Lighthill’s equation (1.13) is therefore also valid in the moving frame.
By denoting by the tild symbol the variables in the moving frame, it is written
∂2ρ′
∂t2
− a20
∂2ρ′
∂x˜2i
=
∂2T˜ij
∂x˜i∂x˜j
. (1.77)
The coordinates and velocities in the moving frame can be expressed by
x˜i = xi − δ1iU0t, v˜i = vi − δ1iU0, (1.78)
where δ1i is the Kronecker’s symbol. Using the preceeding relations and expressing
the diﬀerential operators of Lighthill’s equation (1.77) in the ﬁxed frame yields
D2ρ′
Dt2
− a20
∂2ρ′
∂x2i
=
∂2T˜ij
∂xi∂xj
, (1.79)
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where D/Dt is the convected derivative operator
D
Dt
=
∂
∂t
+ U0
∂
∂x1
. (1.80)
The wave equation (1.79) is said to be convected and characterizes the acoustic
propagation in a uniform ﬂow.
Goldstein’s formula
Goldstein proposed to solve the convected wave equation (1.79) with the use of a
generalized Green’s function. The Green’s function is the solution to the homo-
geneous wave equation with a point source in space and time. If y and τ denote
the position and the emission time of the source and x and t the position and the
reception time of the observer, then the Green’s function is written G(y, τ |x, t) and
satisﬁes
D2G
Dt2
− a20
∂2G
∂x2i
= δ(x− y)δ(t− τ). (1.81)
Goldstein showed that, in the presence of solid boundaries, the solution to the non-
homogeneous convected wave equation can be expressed as
ρ′(x, t) =
1
a20
∫ +∞
−∞
∫∫∫
V (τ)
T˜ij(y, τ)
∂2
∂xi∂yj
{G(y, τ |x, t)} dV (y)dτ
+
1
a20
∫ +∞
−∞
∫∫
S(τ)
fi(y, τ)
∂
∂xi
{G(y, τ |x, t)} dS(y)dτ
+
1
a20
∫ +∞
−∞
∫∫
S(τ)
ρ0V˜n(y, τ)
D
Dτ
{G(y, τ |x, t)} dS(y)dτ, (1.82)
where S(τ) represents the solid surfaces of the domain, V (τ) the volume that include
these surfaces, fi their force applied to the ﬂuid, V˜n their normal velocity expressed
in the moving frame and ρ0 the mean density.
Through this formula (1.82), often referred to as Goldsein’s formula, three terms
can be distinguished:
• the ﬁrst term represented by Lighthill’s tensor is the shear noise and can be
modeled by a volumic repartition of quadrupoles in the volume enclosing the
sources;
• the second term linked to the ﬂuctuation of the forces fi on the surfaces is the
loading noise and can be seen as a surface distribution of dipoles;
• and the third term due to the displacement of ﬂuid by the surfaces is the
thickness noise and is equivalent to a surface distribution of monopoles.
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Duct Green’s function
Solving the convected wave equation is therefore reduced to the determination of
the Green’s function that is adapted to the conﬁguration. An analytical solution is
proposed by Goldstein for propagation in circular ducts that has then been extended
for annular ducts. The duct is considered as inﬁnite and is deﬁned by its hub radius
Rh and tip radius Rt. From now, cylindrical coordinates are used and the observer
and source coordinates become x = (x, r, θ) and y = (y, ry, θy) respectively. The
annular duct and its associated frame are represented in Fig. 1.4. The ﬂow is at
speed U0 along the duct axis (x-axis).
x
y
z
r
!
x = (x, r, !) U
Rh
Rt
Figure 1.4: Definition of the annular duct and its associated frame
The Green’s function is shown to be expressed as a function of duct modes (see
App. B.1 for more details) deﬁned by
ψmn(r, θ) = [AmnJm(αmnr) +BmnYm(αmnr)] e
−imθ, (1.83)
where m and n are called the azimuthal and radial mode order which correspond
to the number of zeros in the azimuthal and the radial direction respectively. Amn,
Bmn and αmn are duct coeﬃcients that are obtained from the rigid wall boundary
conditions at hub and shroud and Jm and Ym are the Bessel functions of order m
of ﬁrst and second kinds respectively. The duct modes satisfy the orthogonality
relation ∫ 2pi
0
∫ Rt
Rh
ψmn(r, θ)ψm′n′(r, θ) rdrdθ = δmm′δnn′Γmn, (1.84)
where Γmn is the norm of the eigenfunction
Γmn =
∫ 2pi
0
∫ Rt
Rh
|ψmn(r, θ)|2 rdrdθ. (1.85)
By writing the Mach number M0 = U0/a0, the wavenumber k0 = ω/a0, β
2
0 =
1 −M20 and k2mn = k20 − β20α2mn, the axial wavenumber γ±mn of the mode (m, n) is
given by
γ±mn =
M0k0
β20
± kmn
β20
. (1.86)
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The upper sign and the lower sign denote the wave travelling in the upstream and
downstream directions respectively. An important notion speciﬁc to the propagation
of sound in ducts appears here and it is linked to the nature of the discriminant kmn.
If kmn is real (k
2
mn ≥ 0), the axial wavenumber γ±mn is real and the mode (m, n) is
propagative (or cut-on). On the contrary, if kmn is imaginary (k
2
mn < 0), the axial
wavenumber γ±mn becomes complex, with an imaginary part necessarily positive to
keep a physical meaning, and the mode will be evanescent (or cut-oﬀ). Because
αmn → ∞ whenever m or n becomes inﬁnite, only a ﬁnite number of modes will
be cut-on at a given frequency. This number of cut-on modes will increase with the
frequency because k0 = ω/a0.
Using all these notations, the duct Green’s function can be shown to reduce to
(see App. B.2 for more details)
G±(y, τ |x, t) = i
4π
+∞∑
m=−∞
+∞∑
n=0
ψmn(r, θ)ψmn(ry, θy)
Γmn
∫ +∞
−∞
e−i[γ
±
mn(x−y)+ω(t−τ)]
kmn
dω. (1.87)
Computation of acoustic fluctuations
To pursue its analogy, Goldstein considered that the dipole sources were dominant
in the fan module. This is generally true, except for transonic regimes where the
quadrupole source term might also be taken into account. Only the dipole source
term in Goldstein’s formula (1.82) is therefore kept
ρ′±(x, t) =
1
a20
∫ +∞
−∞
∫∫
S(τ)
fi(y, τ)
∂
∂xi
{
G±(y, τ |x, t)
}
dS(y)dτ, (1.88)
where the surface of integration S(τ) is limited to the blades and/or vanes. From
now, the prime symbol is not written anymore for clarity. Using the expression of
the duct Green’s function (1.87) yields
ρ±(x, t) =
∫ +∞
−∞
i
4πa20
+∞∑
m=−∞
+∞∑
n=0
ψmn(r, θ)e
−iγ±mnx
Γmnkmn∫ +∞
−∞
∫∫
S(τ)
∂
∂xi
{
ψmn(ry, θy)e
iγ±mny
}
fi(y, τ)e
iωτ dS(y)dτ e−iωt dω. (1.89)
This expression can be simpliﬁed for the two mechanisms considered in this
study: the wake-stator interaction and the distortion-rotor interaction. It is shown
in App. B.3 that both mechanisms radiate only at multiples of the BPF for an
homogeneous rotor. If B denotes the number of rotor blades and Ω the engine
rotational speed, Eq. (1.89) can therefore be expressed as Fourier series
ρ±(x, t) =
+∞∑
s=−∞
ρ±sB(x)e
−isBΩt, (1.90)
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where the components are given by
ρ±sB(x) =
1
2a20
+∞∑
m=−∞
+∞∑
n=0
ψmn(r, θ)e
−iγ±mnx
Γmnkmn
S±mn, (1.91)
and where S±mn represents the source term. Its expression depends on the noise
mechanism. For the wake-stator interaction, it is given by
S±mn(sB) = i
∫∫
S
∂
∂xi
{
ψmn(ry, θy)e
iγ±mny
}
fi,sB(y) dS(y), (1.92)
and involves only the BPF harmonics of the vane loadings fi,sB(y). When the stator
of V vanes is homogeneous, it can be shown that only the modes that satisfy the
relation m = sB − kV (with k any integer) emerge (more details in App. B.3). For
the distortion-rotor interaction, the source term is written
S±mn(s−m) = i
∫∫
S
∂
∂xi
{
ψmn(ry, θ˜y)e
iγ±mny
}
fi,(s−m)(y˜) dS(y˜), (1.93)
and involves all the RF harmonics of the blade loadings f 1i,(sB−m)(y˜). The tilde
symbol is used here to denote the variables expressed in the rotating frame.
Computation of acoustic power
Analytical expression of the acoustic power caused by the stator or rotor sources can
be derived. The Cantrell & Hart’s formulation, valid for a general homentropic ﬂuid,
has been introduced in Sec. 1.3 and is used here. Eq. (1.62) allows for expressing
the acoustic power carried by the sBth harmonic
P±sB = ∓2
∫∫
S
IxsB dS, (1.94)
where IxsB is given by Eq. (1.61) with M0 =Mx0 and My0 =Mz0 = 0
IxsB =
(
1 +M20
)
psBu
∗
sB +
M0
ρ0a0
|psB|2 + ρ0M0a0 |usB|2 . (1.95)
Using Eq. (1.91) and limiting the sum over the cut-on modes (which are the only
ones that contribute to the upstream and downstream power because the duct is
inﬁnite) yields
ρ±sB(x) =
+∞∑
m=−∞
+∞∑
n=0
k2mn≥0
ρ±mn(x), (1.96)
where ρ±mn is implicitly dependent on the harmonic sB (not written for clarity) and
is given by
ρ±mn(x) =
1
2a20
ψmn(r, θ)e
−iγ±mnx
Γmnkmn
S±mn. (1.97)
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Because the ﬂow is isentropic, Eq. (1.29) gives the modal decomposition of the
pressure ﬂuctuations
p±sB(x) =
+∞∑
m=−∞
+∞∑
n=0
k2mn≥0
p±mn(x), (1.98)
with
p±mn(x) =
1
2
ψmn(r, θ)e
−iγ±mnx
Γmnkmn
S±mn. (1.99)
From the axial component of the momentum conservation equation (1.1b), it can
be shown that the axial velocity disturbances are given by
u±sB(x) =
+∞∑
m=−∞
+∞∑
n=0
k2mn≥0
u±mn(x), (1.100)
with
u±mn(x) =
1
2ρ0a0
λ±mnψmn(r, θ)e
−iγ±mnx
Γmnkmn
S±mn, (1.101)
and where λ±mn is expressed as
λ±mn =
−M0k0 ∓ kmn
k0 ±M0kmn . (1.102)
Combining the above equations and using the property of orthogonality of the modes
(1.84) yields
P±sB =
k0β
4
0
2ρ0a0
+∞∑
m=−∞
+∞∑
n=0
k2mn≥0
|S±mn|2
Γmnkmn(k0 ±M0kmn)2 . (1.103)
With this expression, it is possible to compute analytically the power radiated by
stator or rotor sources as soon as their unsteady loading is known. The acoustic
power is expressed as a sum of modal powers and is characterized by its upstream
and downstream values. Naturally, only the cut-on modes contribute to the power
in the duct which is assumed to be inﬁnite.
1.6.2 Extension to a slowly varying duct
The main limitation of Goldstein’s analogy presented above is that the formalism
is valid only for straight ducts with uniform and axial mean ﬂow. However, the
turbofan duct, such as the one sketched in Fig. 2, is far from being straight and the
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duct ﬂow is highly non-uniform.
An extension of this analogy to slowly varying duct has been proposed by Rien-
stra in 1999 [84] and has been validated against numerical results when mode tran-
sitions do not occur [85]. An axially varying duct geometry and ﬂow properties is
allowed and the solution becomes a multiple-scales solution rather than a simple
modal expansion. Similarly to Goldstein’s analogy, the solution is determined ana-
lytically and is exact. Moreover, the calculational complexities are no greater than
for the classical straight duct model.
Problem formulation
The ﬂow is a compressible inviscid perfect isentropic irrotational gas ﬂow, consisting
of a mean ﬂow and acoustic perturbations. The mean ﬂow variables are written with
the subscript 0 while the acoustic perturbations are denoted by the prime symbol
ρ = ρ0 + ρ
′, (1.104a)
v = v0 + v
′, (1.104b)
p = p0 + p
′, (1.104c)
a = a0 + a
′. (1.104d)
The ﬂow is essentially axial and the axial mean ﬂow velocity is written U0. The
duct is considered here as hard-walled but lining can be considered. The duct hub
radius Rh and tip radius Rt are assumed to vary slowly:
Rh = Rh(X), Rt = Rt(X), X = εx, (1.105)
where x is the axial coordinate, X the slowly varying axial coordinate and ε a
small parameter. The latter is necessary to legitimize and support the systematic
perturbation method used by Rienstra but will be absent from the ﬁnal results.
Only the main results obtained by Rienstra will be shown in this section because all
important features of duct acoustics have already been introduced in Sec. 1.6.1.
Mean flow
With the above assumptions, Rienstra showed that the mean ﬂow can be character-
ized by two constants E and F deﬁned by
E =
1
2
|v0(X)|2 + a
2
0(X)
γ − 1 = constant, (1.106a)
F = ρ0(X)U0(X)
[
R2t (X)−R2h(X)
]
= constant. (1.106b)
E is similar to the Bernouilli’s constant and F represents the mass-ﬂow rate. The
mean density ρ0(X) must be determined numerically for each X by solving (with
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Newton’s method for example)
1
2
[
F
ρ0(X)(R2t (X)−R2h(X))
]2
+
1
γ − 1ρ
γ−1
0 (X) = E. (1.107)
All other mean ﬂow variables can then be obtained
U0(X) =
F
ρ0(X) [R2t (X)−R2h(X)]
, (1.108a)
p0(X) =
1
γ
ργ0(X), (1.108b)
a0(X) = ρ
γ−1
2
0 (X). (1.108c)
Acoustic field
By linearizing Navier-Stokes equations (1.1), rearranging them to get a general con-
vected wave equation and using the Wentzel-Kramers-Brillouin (WKB) method [86],
Rienstra showed that the acoustic ﬁeld in the duct can be represented as a sum-
mation of slowly varying modes. Using Goldstein’s formalism of Sec. 1.6.1, the
ﬂuctuating density (given by Eq. (1.91) in a straight duct) becomes
ρ±sB(x) =
1
2a20(X)
+∞∑
m=−∞
+∞∑
n=0
k2mn(X)≥0
ψmn(X, r, θ)
Γmn(X)kmn(X)
S±mn e
−i/ε
∫ X
γ±mn(ξ) dξ. (1.109)
The functions ψmn(X, r, θ) are the slowly varying modes and are deﬁned by
ψmn(X, r, θ) = [Amn(X)Jm(αmn(X)r) +Bmn(X)Ym(αmn(X)r)] e
−imθ. (1.110)
where the duct coeﬃcients Amn(X), Bmn(X) and αmn(X) are computed for each
X, based on hub and tip radii Rh(X) and Rt(X) respectively. Γmn(X) is the norm
of the eigenfunction ψmn
Γmn(X) =
∫ 2pi
0
∫ Rt(X)
Rh(X)
|ψmn(X, r, θ)|2 rdrdθ. (1.111)
kmn(X) is the discriminant at position X and is determined by
k2mn(X) = k
2(X)− β20(X)α2mn(X). (1.112)
where k(X) = ω/a0(X) and β
2
0(X) = 1−M20 (X) withM0(X) = U0(X)/a0(X). The
term S±mn depends on the mechanism considered. The expressions for heterogeneous
stator and rotor sources are given by
S±mn =

i
∫∫
S
∂
∂xi
{
ψmn(Y, ry, θy)e
i/ε
∫ Y
γ±mn(ξ) dξ
}
fi,sB(y) dS(y) (stator)
i
∫∫
S
∂
∂xi
{
ψmn(Y, ry, θ˜y)e
i/ε
∫ Y
γ±mn(ξ) dξ
}
fi,(sB−m)(y˜) dS(y˜) (rotor)
,
(1.113)
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where Y stands for the slowly varying axial coordinate of the source points. The
same simpliﬁcations as the ones done in App. B.3 can be done when considering an
homogeneous stator. Pressure and axial velocity ﬂuctuations can be expressed as a
summation of slowly varying ducts similarly to the density and the acoustic power
can be found in the same way as in Sec 1.6.1.
Accounting for transition points
It should be noted that the cut-on condition k2mn(X) ≥ 0 in Eq. (1.109) is here
ambiguous because the sign of k2mn can change along the duct. In that case, kmn
necessarily goes through zero and the solution (1.109) becomes singular. Such modes
are said to be transitional (cut-on/cut-oﬀ transition or cut-oﬀ/cut-on transtion). A
further extension of Rienstra’s theory has been made by Ovenden [87] to account
for these modes via a composite solution. Comparisons against numerical results
have validated the formulation [88].
In this work, this extension has not been implemented. Even if it shows big
improvements of the solution obtained when a transition occurs, by predicting the
transmitted and reﬂected wave generated, it is not expected to have a big eﬀect in
practice in the context of total noise prediction. Indeed, only a very small number of
modes will be concerned by this transition behavior and the modes that are expected
to be dominant will not be subject to transition.
1.6.3 First-order approximation of swirl effects
Strong swirling ﬂow is present between the rotor and the stator and is known to
have a considerable eﬀect on noise generation and propagation. Studies started with
Kerrebrock [89] who showed that the vortical, entropic and acoustic disturbances
were coupled in the presence of swirl. The mean swirling ﬂow is shown to aﬀect sig-
niﬁcantly the vortical disturbances, such as the fan-blade wakes, and therefore the
noise generation [90, 91]. It has also an important impact on the noise propagation
[92]. An acoustic analogy including swirl eﬀects (and shear ﬂow eﬀects) has been
recently developed by Posson & Peake and results in a sixth-order wave equation
with source terms depending on the swirl [38]. Applications of this analogy to the
prediction of fan-trailing edge noise and fan-OGV broadband noise have been done
by Posson & Peake [93] and Masson et al. [94] respectively and have shown a sig-
niﬁcant modiﬁcation of the acoustic power caused by the swirling ﬂow. Contrary
to Goldstein’s analogy presented in Sec. 1.6.1, the Green’s function is computed
numerically and is much more diﬃcult to implement.
Another approach proposed by Topol [95] consists in approximating the swirl
eﬀects by a simple Doppler shift in the frequencies. The duct modes are computed
considering an axial ﬂow but replacing, for each mode of azimuthal order m, the
actual frequency ω by ω − mUθ(r)/r where Uθ is the mean azimuthal velocity of
the ﬂow. If Uθ(r)/r is not constant along the span, the value at tip is generally
taken [96]. This is a very simple way to deal with swirling ﬂow and Posson & Peake
have shown a good agreement with their analogy [38] when the swirl is simply a
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solid-body rotation (i.e. Uθ(r)/r is constant). However, in the presence of a general
swirling ﬂow, they have shown that the eﬀect of swirl can only be evaluated with
the complete analogy.
Only the Doppler shift in frequencies will be used in this study for simplicity.
The assumption of solid-body swirl will be evaluated in Part 4.
1.6.4 Further extensions
A lot of other models that consider more complex geometry and ﬂow conditions
exist. Concerning assumptions on the ﬂow, Lilley has proposed in 1974 an acoustic
analogy that accounts for shear ﬂows [97]. This eﬀect has also been included in the
general Posson & Peake’s acoustic analogy [38] and in Rienstra’s sound propagation
theory [98]. However, these theories are diﬃcult to implement and are beyond the
scope of the present study. About the geometry, the restriction of circular or annular
ducts can be removed. Rienstra developed a theory for sound propagation that is
valid in a slowly varying duct of arbitrary cross-section, which may be useful when
dealing with asymmetric geometries [99]. Yet, it requires the numerical solving of
an eigenvalue problem that is not straightforward and is therefore not considered in
this study.
Another eﬀect that is expected to impact a lot the sound propagation concerns
the rotor (and stator) shielding eﬀect. When a wave coming from the OGV travels
upstream and encounters the fan, a part is transmitted and a part is reﬂected. Sim-
ilarly for a wave coming from the fan that travels downstream and interacts with
the OGV. The sound transmission through a cascade has therefore been extensively
studied, ﬁrst by considering two-dimensional rectilinear conﬁguration [70, 71, 100],
and then by considering quasi-three-dimensional and annular conﬁgurations [96].
The noise levels measured in the inlet are shown to be signiﬁcantly aﬀected by
the rotor shielding, and the scattering into modes and frequencies diﬀerent from
those of the input waves has been highlighted. More recently, a linearized Eu-
ler based approach has been used to evaluate the transmission through a realistic
three-dimensional rotor and has shown an important radial modes scattering which
impacts signiﬁcantly the transmission evaluation [101].
Summary of the section
Goldstein’s analogy, which gives the sound propagation in an annular duct
with uniform and axial ﬂow, has been derived and will be used in this study.
It allows to understand the generation of fan noise sources as well as the
speciﬁc features of duct acoustics. However, the assumptions on the geometry
or the ﬂow are quite strong and extensions have been introduced. The theory
of Rienstra which accounts for slowly varying ducts has been presented and
will be used. In this theory, the duct geometry and the ﬂow are allowed to
vary "smoothly" in the axial direction. Swirl eﬀects between the fan and the
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OGV will also be included by a simple Doppler shift in frequencies.
1.7 Conclusion
The methods that can be used for the prediction of fan tonal noise have been in-
troduced. Solving directly the equations of ﬂuid dynamics to capture the acoustic
ﬂuctuations is possible thanks to CFD simulations. This solution, called the direct
approach, is expensive and requires a ﬁltering step to identify the acoustic part of
the ﬂuctuations that are extracted . These diﬃculties can be avoided by considering
the aeroacoustic problem as a two-step procedure: generation of the sources and
then propagation of the sources. This is the principle of the hybrid approach. Both
approaches will be used in this thesis and some details have been given for each
method. The concept of acoustic energy has also been introduced and will be used
to quantify the sound generated by the fan module.
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Chapter 2
Numerical simulations of a fan stage
with bifurcations and inlet distortion
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2.1 Introduction
This chapter aims at introducing the simulations performed in this PhD thesis to
study the eﬀects of distortion on the tonal noise. The engine model is ﬁrst presented
in Sec. 2.2. The numerical setup is described in Sec. 2.3 and convergence in terms of
performance coeﬃcients and acoustics is evaluated. A basic ﬂow analysis, without
including discussion about distortion, is ﬁnally provided in Sec. 2.4 in order to
evaluate the main performances of the engine.
2.2 Engine model
The necessity to account for all fan tonal noise mechanisms to bring out any con-
clusion on the contribution of distortion has been explained in the introduction. A
complete fan module therefore needs to be considered. Its characteristics are given
in this section.
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2.2.1 Geometry
A typical full-annulus turbofan composed of an air inlet duct, a fan, IGVs and OGVs
is chosen in this work and is represented in its meridional view in Fig. 2.1. The
domain is limited to the IGVs in the primary stream: the compressor, the combustion
chamber and the turbine are not included in the computational domain.
Air inlet
Fan
IGV
OGV
Figure 2.1: Sketched meridional view of the configuration
The fan has 18 identical blades and there are 93 identical IGVs and 48 non-
identical OGVs, including two structural bifurcations (the pylon) at 6 and 12 o’clock
and two struts at 3 and 9 o’clock as illustrated in Fig. 2.2. The heterogeneous OGV
is typical of current engine architectures.
StrutsBifurcations
3 o’clock 12 o’clock 9 o’clock6 o’clock
Figure 2.2: Sketched geometry of the OGV row
In order to isolate the eﬀect of inlet distortion on the noise, two diﬀerent geome-
tries of air inlet duct are considered. The ﬁrst one is perfectly axisymmetric and
thus does not produce any distortion. The other one is asymmetric and has been
designed for the purpose of the study to generate a level of distortion typical of the
ones expected for UHBR engines. Fig. 2.3 shows the duct lines of both air inlets in
the 6 o’clock - 12 o’clock plane (vertical plane). The asymmetric air inlet duct (red
dashed lines) is slightly deviated downwards to oﬀset the deﬂection of the ﬂow in
cruise conditions.
An overview of the geometry is proposed in Fig. 2.4 (in which an iso-surface of Q-
criterion colored by vorticity modulus has been added). Because of the heterogeneity
and the asymmetry of the conﬁguration, the full-annulus geometry has to be part
of the computational domain. The diﬀerent elements listed above are highlighted.
Only the ﬂow inside the duct is simulated.
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(a) Axisymmetric air
inlet
(b) Asymmetric air in-
let
Figure 2.3: Sketched air-inlet duct geometries
Strut
Bifurcation
OGV
Fan-blade
IGV
Air inlet duct
Figure 2.4: Overview of the computational domain
2.2.2 Operating points
The normalized experimental operating line of the studied turbofan is plotted in
Fig. 2.5. The positions of the three acoustic certiﬁcation points deﬁned by ICAO
[2] are given. The eﬀect of distortion on fan tonal noise will be evaluated for each of
these points. Therefore, six diﬀerent conﬁgurations will be simulated and compared
(three diﬀerent regimes and two diﬀerent air inlet geometries).
For each certiﬁcation point, the normalized mass-ﬂow rate m˙ and total pressure
ratio π are given in Tab. 2.1. The percentage of nominal speed %Nn and the relative
tip Mach number Mtip are also added. Both the approach and the cutback regimes
are subsonic (Mtip < 1) and the sideline one is transonic (Mtip > 1). The issue of
shock noise therefore appears for the sideline point only. The cutback point is a
high subsonic regime (Mtip slightly below 1) and shocks are expected to develop but
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Figure 2.5: Normalized experimental operating line
without propagating in the inlet duct.
Regime %Nn m˙ Π Mtip
Approach 60 0.64 0.81 around 0.7
Cutback 80 0.88 0.92 slightly below 1
Sideline 90 1.00 1.00 around 1.1
Table 2.1: Main characteristics of the studied operating points: %Nn is
the percentage of nominal speed, m˙ the normalized mass-flow rate, Π the
normalized total pressure ratio and Mtip the relative tip Mach number
Summary of the section
The engine model that has been chosen to study the eﬀects of distortion is
composed of an air inlet, a fan, an IGV row and a completely heterogeneous
OGV row including struts and bifurcations. Two air inlet geometries are
considered to isolate the eﬀects of inlet distortion: one is axisymmetric and
does not produce any distortion and the other is asymmetric and produces
a distortion typical of the one expected in future UHBR engines. The three
regimes that correspond to the three acoustic certiﬁcation operating points
are studied.
2.3 Numerical setup and convergence
The numerical setup is described in this section and the convergence of performance
coeﬃcients and unsteady pressure distribution on blades and vanes is evaluated.
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2.3.1 Numerical setup
The elsA software
The URANS equations (A.8) are solved using Onera’s CFD solver elsA which is
based on a cell-centered ﬁnite volume approach on a structured multi-block grid
[102].
Mesh
The mesh is built with a O4H topology for each blade/vane and a C topology for the
splitter nozzle (which separates primary and secondary ﬂuxes). A butterﬂy topology
is adopted in the air inlet to account for the cylindrical domain.
Two diﬀerent mesh reﬁnements are considered. All six conﬁgurations are run on
meshes M1 suited for the propagation of acoustic waves at the BPF. To study mesh
convergence (and to allow the analysis at higher frequencies), one conﬁguration (the
sideline point with asymmetric air inlet duct) is also run on a mesh M2 designed
for direct acoustic prediction at 2BPF. Test cases detailed in App. C.1 have shown
that, with the schemes used (detailed below), 20 points per wavelength were needed
to propagate a wave correctly. This criterion is respected for both upstream and
downstream acoustic waves propagating at the BPF for M1 meshes, and for the
ones at 2BPF for the M2 mesh. For practical reasons, the M2 mesh has ﬁrst been
achieved and the M1 mesh has been built by taking one in every two points of the
M2 mesh in each direction.
Stretching zones have also been added at the inlet and the outlets of the domain
to avoid wave reﬂections at the boundaries. The same strategy was successfully em-
ployed by Bonneau et al. [21] with the same solver and one-dimensional test cases
have validated the parameters used for the stretching (see App. C.2).
M1 meshes are composed of 70 million points, with approximately 100 and 900
points in the radial and azimuthal directions respectively. Gaps between the fan-
blade tips and the casing are included and are discretized with 19 points. The
maximum size of the cells in the axial direction is such that there are at least 20
points per wavelength for acoustic waves propagating upstream at the BPF. The
downstream waves have a longer wavelength and are necessarily discretized with
more points. This last criterion is satisﬁed for 2BPF acoustic waves for the M2
mesh. The latter is characterized by approximately 200 and 1800 points in the
radial and azimuthal directions respectively and by 37 points across the tip gaps.
The total number of points of the M2 mesh is about 570 millions. These ﬁgures are
summarized in Tab. 2.2.
In total, seven simulations are performed. They are listed in Tab. 2.3 with
their short names that will be used in the rest of the manuscript. The number,
"A", "N" and "R" stand for the percentage of nominal speed, "axisymmetric", "non-
axisymmetric" and "reﬁned" respectively. The present manuscript focuses on the
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Mesh Ntot Nr Nθ Nx/λ+1BPF Ngap
M1 70 M 100 900 20 19
M2 570 M 200 1800 40 37
Table 2.2: Mesh characteristics: total number of points Ntot, number of
points in the radial direction Nr, number of points in the azimuthal direc-
tion Nθ, number of points per wavelength for acoustic waves propagating
upstream at the BPF Nx/λ+1BPF and number of points across the tip gaps
Ngap
comparison between axisymmetric and asymmetric conﬁgurations and only the re-
sults obtained with M1 meshes are shown. The eﬀects of the mesh resolution are
however studied for the sideline asymmetric conﬁguration in App. D.
Regime Air inlet Mesh Name
Approach Axisymmetric M1 60A
Approach Asymmetric M1 60N
Cutback Axisymmetric M1 80A
Cutback Asymmetric M1 80N
Sideline Axisymmetric M1 90A
Sideline Asymmetric M1 90N
Sideline Asymmetric M2 90NR
Table 2.3: List of the performed simulations and associated names
Turbulence modeling
The k − ωt turbulence model by Wilcox [103] detailed in App. A.2 is chosen. In
order to reduce the dependency on inlet turbulence, Zheng’s limiter is added [104].
Discretization schemes
Spatial discretization is done with Roe’s scheme with the MUSCL reconstruction
(third-order accuracy) described in App. A.3. The temporal discretization is
achieved with the implicit backward Euler scheme with a Dual Time Step (DTS)
sub-iteration algorithm (second order accuracy). For M1 meshes, one blade passage
is described by 100 time steps, leading to a total of 1800 time steps per rotation.
For the M2 mesh, 200 time steps per blade passage are computed (3600 time steps
per rotation) to study also the eﬀects of time discretization.
Boundary conditions
All the walls are considered as adiabatic. A uniform ﬂow is speciﬁed at the inlet, a
mass-ﬂow rate is imposed at the exit of the primary ﬂux (downstream of the IGV
row) and a pressure condition is used at the exit of the secondary ﬂux (downstream
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of the OGV row). This pressure condition satisﬁes the radial equilibrium and a valve
law sets the value of pressure ppiv at a speciﬁed point during the time marching to be
as close as possible to a targeted operating point (mass-ﬂow rate and mean pressure).
The valve law is written
ppiv = pref + λ
(
m˙
m˙ref
)2
, (2.1)
where pref and m˙ref are speciﬁed reference pressure and mass-ﬂow rate, m˙ the mass-
ﬂow rate at current iteration and λ the relaxation coeﬃcient.
Rotor-stator interfaces
Three rotor-stator interfaces are present in the computational domain:
• between the ﬁxed air inlet duct and the rotating fan;
• between the rotating fan and the ﬁxed IGV row;
• and between the rotating fan and the ﬁxed OGV row.
The transfer of information through all these parts is dealt with sliding non-conformal
interfaces [105].
2.3.2 Convergence
The convergence is shown here for the simulation 60A only but all other conﬁgura-
tions show similar behaviour.
Performance coefficients
The evolution of the normalized mass-ﬂow rate at inlet and outlet, the normalized
total pressure ratio and the normalized isentropic eﬃciency are given in Fig. 2.6.
At t ≈ 2.5 rotations, the valve relax has been adjusted in order to be closer to the
experimental operating line. After approximately 7 rotations, all coeﬃcients reach
a plateau and inlet and outlet mass-ﬂow rate becomes coincident.
Same procedure has been applied to all conﬁgurations to be suﬃciently close to
the experimental operating line. The converged values of the resulting normalized
mass-ﬂow rate and normalized total pressure ratio are reported in the experimental
fan map given in Fig. 2.7. All simulations are inside the±1% error region (maximum
tolerance acceptable) and axisymmetric and asymmetric simulations operate at very
similar operating conditions for all regimes.
Mean blade and vane forces
The convergence of the ﬂow around blades and vanes must also be checked. Global
convergence is ﬁrst evaluated by computing the module of the integrated pressure
force F on a blade or on a vane as:
F =
∣∣∣∣∫∫
S
pn dS
∣∣∣∣ . (2.2)
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Figure 2.6: Evolution of performance coefficients during the simulation
(60A)
 0.75
 0.8
 0.85
 0.9
 0.95
 1
 1.05
 0.5  0.6  0.7  0.8  0.9  1  1.1
N
or
m
al
iz
ed
 to
ta
l p
re
ss
ur
e 
ra
tio
Normalized massflow
Approach
Cutback
Sideline
Figure 2.7: Fan map: experimental line, limits of the ±1% error
region, 60A/80A/90A simulations, 60N/80N/90N simulations, 90NR
simulation
p is the static pressure on the surface S of the blade/vane and n the normal to
the wall. The evolution of this force integrated over one fan-blade, one (classical)
OGV and one IGV during the last iterations is represented in Fig. 2.8. The sliding
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average, computed by averaging the signal at each timestep over the last rotation,
is also shown. The forces are normalized by their converged mean values.
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Figure 2.8: Evolution of one fan-blade force, one (classical) OGV force and
one IGV force normalized by their converged mean values: instanta-
neous evolution, sliding average
On the one hand, the evolution of the fan force presents one major lobe (am-
plitude of 6.5% of the mean value) and one less important one (amplitude of 1.5%
of the mean value), due to the passage of the fan blade in front of the upper pylon
(the largest one, at 12 o’clock) and the lower one (the smaller one, at 6 o’clock)
respectively. The mean value of the fan force is well converged because no variation
of the sliding average during the last two rotations is observed. On the other hand,
the evolution of both the OGV and the IGV forces show a pattern related to the
number of fan blades (18), caused by the impacts of the fan-blade wakes. Two ninths
of a rotation are represented here for these forces so that 4 lobes are oberved. For
the OGV, the relative amplitude (0.5% of the mean value) is lower than the one
observed in the fan force while it is of greater amplitude for the IGV (30% of the
mean value). As it was the case for the fan-blade force, the OGV and IGV mean
forces are well converged.
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Unsteady blade and vane forces
The convergence of unsteady ﬂow features must also be checked when dealing with
acoustics. It has been shown in the introduction that most sources of fan tonal
noise were associated with unsteady blade and vane loadings. Temporal Fourier
transforms of the integrated pressure forces (2.2) are therefore computed and results
are shown in Fig. 2.9 for particular harmonics. The RF and its ﬁrst two harmonics
are represented for the fan to highlight the interaction with the distortion. For the
OGV and IGV, the BPF and its harmonics, illustrating the interaction with the
fan-blade wakes, are chosen. The results have been normalized by the converged
values of the corresponding mean force. All frequencies reach a plateau after 10
rotations which ensures the convergence of the integrated unsteady loadings.
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Figure 2.9: Evolution of the normalized amplitude of the pressure force
harmonics of one fan-blade, one (classical) OGV and one IGV: funda-
mental frequency (RF for fan and BPF for OGV/IGV), 1st harmonic,
2nd harmonic
Pressure distribution
This assessment of global convergence can mask local variations of the ﬂow. In
order to ensure local convergence, Fourier harmonics of the pressure distribution
74/218
over one fan blade, one OGV and one IGV are computed over the last two rota-
tions and are compared in Fig. 2.10. Again, the RF is shown for the fan and the
BPF is chosen for both OGV and IGV. The distribution is plotted at 50% and 95%
of blade/vane height only but similar results were obtained at all spanwise locations.
Excepted one silent point on the fan blade (very low absolute value), the har-
monic pressure distributions computed during the last two rotations are very similar
and the local unsteady loadings can be considered as converged.
Summary of the section
Full-annulus URANS simulations of the complete fan module have been per-
formed to study the eﬀects of inlet distortion on the tonal noise. The per-
formance coeﬃcients are converged after approximately 7 rotations and are
found to be similar between the axisymmetric and the asymmetric conﬁg-
urations, making their comparison legitimate. The acoustic convergence is
also ensured by comparing the loading harmonics over the blades and vanes
computed during the last two rotations.
2.4 Basic flow features
An analysis of the basic ﬂow features without inlet distortion is proposed in this
section. The main ﬂow patterns are highlighted and the global engine performances
are evaluated for the three regimes considered.
2.4.1 Extractions planes and normalization
Several areas of interest are identiﬁed for the analysis of the results. They are shown
in Fig. 2.3. Eight axial planes are deﬁned: planes P1, P2 (upstream of the fan), P3,
P4, P5 (interstage), P6, P7 (downstream of the OGVs) and P8 (downstream of the
IGVs). Four cuts at constant vane heights are also speciﬁed: 25%, 50%, 75% and
95% of vane height.
All the results in the manuscript are normalized. From now:
• mean velocities are normalized by V0 = Rtip Ω90%Nn with Rtip the fan-blade
tip radius and Ω90%Nn the engine rotational speed at sideline;
• mean angles are normalized by the maximum stagger angle of fan blades;
• mean pressures (both static and total) are normalized by the formula (p −
p0)/(0.5ρ0V
2
0 ) with p the static or total pressure and p0 and ρ0 the reference
pressure and reference density respectively;
• and ﬂuctuating velocities and pressure are normalized by an arbitrary value;
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Figure 2.10: Pressure distribution over one fan-blade, one OGV and one
IGV at 50% and 95% of blade/vane height at the frequency of interest
(RF for the fan and BPF for the OGV and IGV): harmonics computed
during the second to last rotation, harmonics computed during the
last rotation
2.4.2 Instantaneous flow
Contour maps
Instantaneous contour maps of static pressure and axial velocity are ﬁrst given at
diﬀerent vane heights in Figs. 2.12 and 2.13 respectively. Only the maps at approach
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Figure 2.11: Sketched air-inlet duct geometries
without inlet distortion are shown but similar patterns (with diﬀerent absolute val-
ues) are obtained at cutback and sideline. The static pressure is increased from the
inlet to the outlet thanks to the work transmitted by the fan to the ﬂuid. The cir-
cumferential inhomogeneity of the ﬂow is clearly visible at all vane heights and seems
to be maximum close to the pylon. This heterogeneity is caused by the potential
eﬀect of the pylon and is decreasing in the upstream direction. It is also present in
the axial velocity contour maps and it is possible to see that the high pressure areas
correspond to the areas where the ﬂow is slown down by the pylon. Upstream of the
fan, the ﬂow is still distorted and this is better shown in the axial velocity maps.
Those maps also highlight the fan-blade wakes impacting the OGVs that slice them
into lumps of low-momentum. The OGV wakes are spread far in the bypass duct.
At some vane heights, the wake of the visible strut is deviated consequently so that
it crosses the wake of its neighbour vane. At 95% of vane height, the velocity of the
ﬂow is less important than at the other represented vane heights, probably because
of the proximity of the casing.
Flow around blades and vanes
The ﬂow around the blades and the vanes is of paramount importance to ensure a
correct operation of the engine. Axial velocity contours around fan blades, OGVs
and IGVs are therefore shown at mid-span in Fig. 2.14, again at approach conditions.
The acceleration of the ﬂow is observed along the suction side of each blade and vane.
The ﬂow around the diﬀerent fan blades is nearly the same but inhomogeneities are
observed around the IGVs and OGVs. This is caused by the distortion coming from
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Fan blade
PylonOGV
Strut
(a) h/H = 25% (b) h/H = 50%
(c) h/H = 75% (d) h/H = 95%
Figure 2.12: Instantaneous contour maps of normalized static pressure at
25%, 50%, 75% and 95% of vane height (60A)
(a) h/H = 25% (b) h/H = 50%
(c) h/H = 75% (d) h/H = 95%
Figure 2.13: Instantaneous contour maps of normalized axial velocity at
25%, 50%, 75% and 95% of vane height (60A)
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the potential eﬀect of the pylon and it is naturally much more important around
the OGVs.
(a) Fan (b) OGV (c) IGV
Figure 2.14: Instantaneous normalized axial velocity contours at mid-span
around fan blades, OGVs and IGVs (60A)
Shocks at sideline
At sideline, shocks develop on the suction side of the blades and propagate in the
inlet. In order to visualize them, the density gradient normalized by the density
∇ρ/ρ is represented on a cut at 95% of vane height and on a three-dimensional
isosurface in Fig. 2.15. As expected, the shocks propagate via an helicoid movement
in the inlet and with a decreasing amplitude [106].
(a) Cut at h/H = 95% (b) 3D isosurface
Figure 2.15: Visualization of the normalized density gradient in the inlet
duct (90A)
Secondary flows
An iso-surface of Q-criterion colored by vorticity modulus was shown in Fig. 2.4
and highlights some ﬂow features. The fan-blade wakes and the OGV wakes prop-
agate far in the bypass duct and a ﬂow separation on the visible strut is observed.
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Secondary ﬂows are evidenced, such as the fan-blade tip vortices which impinge on
the OGVs. Hub corner vortices also appear to develop along the OGVs.
2.4.3 Mean flow
The instantaneous ﬂow analysis has highlighted some of the main ﬂow patterns in
the engine. The focus will now be put on the mean ﬂow in order to evaluate the
main performances of the engine. The mean ﬂow is computed by averaging the
instantaneous ﬂow during the last rotation.
Meridional plane
A convenient way to look at the mean ﬂow patterns is to use the meridional plane.
The meridional plane is obtained by ﬁrst deﬁning a target grid with a speciﬁed
number of points in the axial and radial directions. For each point (x, r), a value
is represented and corresponds to the azimuthal average, weighted by the axial mo-
mentum, of the corresponding variable. The meridional planes of normalized axial
velocity, static pressure, total pressure and ﬂow angle at approach conditions are
given in Fig. 2.16. Blades are highlighted by black solid lines.
(a) Normalized axial velocity (b) Normalized static pressure
(c) Normalized total pressure (d) Normalized flow angle
Figure 2.16: Meridional planes (60A)
The acceleration of the ﬂow through the fan-OGV stage is visible on these maps,
as well as the increase of both static and total pressure. The ﬂow angle map shows
how the ﬂow is rotating in the fan-OGV interstage and redressed by the OGVs.
Radial non-uniformity is also clearly present. With diﬀerent magnitude, similar
maps could be drawn at cutback and sideline. In the following sections, the axial
and radial evolutions of the ﬂow are adressed more precisely and the regimes are
compared.
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Axial flow evolution
The axial evolution of the mean ﬂow is obtained by averaging the meridional plane
at each axial position (average weighted by the axial momentum). This procedure
is applied to the normalized axial velocity, static pressure, total pressure and ﬂow
angle and results are given in Fig. 2.17 for the three operating points.
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Figure 2.17: Axial evolution of the mean flow: approach, cutback,
sideline
At the entrance of the engine, the total pressure pt is constant and similar be-
tween all regimes and is determined by the atmospheric total pressure. It is related
to the static pressure p and the Mach number of the ﬂowM by the isentropic relation
pt
p
=
(
1 +
γ − 1
2
M2
) γ
γ−1
, (2.3)
where γ is the ratio of speciﬁc heats. The mass-ﬂow rate determines the axial
velocity of the ﬂow and the Mach number (angle equal to 0 at inlet) and ﬁnally
the static pressure. Because the mass-ﬂow rate increases with the regime, the axial
velocity is also increased (0.28 velocity units at approach, 0.40 at cutback and 0.47 at
sideline) and the static pressure is decreased (-0.08 pressure units at approach, -0.16
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at cutback and -0.21 at sideline) at the entrance. The reduction of the section in
the engine also contributes to the acceleration of the ﬂow. The fan provides energy
to the ﬂow which leads to a rise of the total pressure. The latter again reaches
a constant value in the interstage region which increases with the regime (+0.26,
+0.50 and +0.66 pressure units at approach, cutback and sideline respectively). It
results in higher axial velocity and static pressure. An important part of the energy
is also used to rotate the ﬂow, as evidenced by the evolution of the ﬂow angle. The
latter reaches a value close to the maximum stagger angle of the fan blades in the
interstage region and for all regimes. The OGVs straighten the ﬂow correctly at all
regimes (exit angle of the ﬂow equal to 0) and convert the energy of the swirling ﬂow
into static pressure (+0.05, +0.11 and +0.18 pressure units at approach, cutback
and sideline respectively). A slight decrease of the total pressure (up to 0.3 pressure
units at sideline) is also noticed through the OGV row and is caused by aerodynamic
losses.
Radial flow evolution
The radial evolution of the mean ﬂow is now checked by extracting the proﬁles from
the meridional plane at three diﬀerent axial planes. The planes P2 (upstream of the
fan), P4 (in the interstage) and P6 (downstream of the OGVs) shown in Fig. 2.11
are chosen. Results for axial velocity, static pressure, total pressure and ﬂow angle
are given in Figs. 2.18, 2.19, 2.20 and 2.21 respectively.
Upstream of the fan, the axial velocity is almost constant from 60% to 95% of
channel height. The casing boundary layer is expanded over about 5% of the chan-
nel height at all regimes. Close to the hub, the axial velocity is quite low compared
to the mean value over the section. This is caused by the curvature of the hub close
to the plane P2 (see Fig. 2.16) which leads to a radial component of the velocity
vector. Downstream of the fan, the contraction contributes to accelerate the ﬂow
close to the hub while the curvature of the tip slows the ﬂow. Downstream of the
OGVs, the radial proﬁle of axial velocity is close to a classical pipe ﬂow proﬁle ex-
cept that a hump is observed close to the hub because of the development of corner
vortices along the vanes. The increase of axial velocity with regime is conserved at
all radii. In terms of static pressure, the radial evolution is globally the opposite
of the one of the axial velocity, but without boundary layers. At the exit of the
engine, the static pressure is therefore almost constant in the radial direction. The
total pressure is perfectly homogeneous at inlet and equal to the atmospheric total
pressure (normalized value equal to 0) and the evolution is quite smooth in the
interstage and downstream of the OGVs, with a maximum level at mid-span and
lower values close to the hub and tip (linked to the dynamic pressure which is low
close to the boundaries). As for the azimuthal ﬂow angle, it is constant and equal
to 0 upstream of the fan. In the interstage region, its value is almost constant and
equal to the maximum stagger angle of fan blades, except close to the tip where
the absolute value is maximum (because of the tip-leakage vortices). The ﬂow is
well straightened by the OGVs because the ﬂow angle is almost zero along the span
downstream of the OGVs. Close to the hub however, the ﬂow has a small angle
(around 0.1 angle unit) that can be attributed to corner vortices.
82/218
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0.1  0.2  0.3  0.4  0.5  0.6
Ch
an
ne
l h
ei
gh
t
Normalized axial velocity
(a) Plane P2
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0.1  0.2  0.3  0.4  0.5  0.6
Ch
an
ne
l h
ei
gh
t
Normalized axial velocity
(b) Plane P4
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0.1  0.2  0.3  0.4  0.5  0.6
Ch
an
ne
l h
ei
gh
t
Normalized axial velocity
(c) Plane P6
Figure 2.18: Radial evolution of the normalized axial velocity: ap-
proach, cutback, sideline
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Figure 2.19: Radial evolution of the normalized static pressure: ap-
proach, cutback, sideline
Summary of the section
Basic ﬂow features have been analyzed on the axisymmetric conﬁgurations
(i.e. without inlet distortion). Instantaneous contour maps highlighted the
fan-blade wakes impinging on the OGVs, the distortion that comes from the
potential eﬀect of the pylon and the shocks that propagate upstream at sideline
conditions. The performance of the engine at approach, cutback and sideline
points has been evaluated from the axial and the radial evolution of the mean
ﬂow. The energy brought by the fan is transmitted to the ﬂuid and results in
a increase of outlet static pressure. Secondary ﬂows have also been pointed
out and described.
83/218
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
-0.2  0  0.2  0.4  0.6  0.8
Ch
an
ne
l h
ei
gh
t
Normalized total pressure
(a) Plane P2
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
-0.2  0  0.2  0.4  0.6  0.8
Ch
an
ne
l h
ei
gh
t
Normalized total pressure
(b) Plane P4
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
-0.2  0  0.2  0.4  0.6  0.8
Ch
an
ne
l h
ei
gh
t
Normalized total pressure
(c) Plane P6
Figure 2.20: Radial evolution of the normalized total pressure: ap-
proach, cutback, sideline
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Figure 2.21: Radial evolution of the normalized flow angle: approach,
cutback, sideline
2.5 Conclusion
This chapter introduced the numerical simulations that have been performed to
study the impact of distortion on fan tonal noise. The engine model is composed of
an air inlet, a fan, an IGV row and a completely heterogeneous OGV row including
struts and bifurcations. Full-annulus URANS simulations have been run at each
certiﬁcation point for two inlet geometries (axisymmetric vs. asymmetric) in order to
isolate the eﬀects of inlet distortion (the main source of distortion in the fan plane).
The performance coeﬃcients and the equivalent acoustic sources are converged after
7 rotations. The fan module is shown to operate correctly by converting the energy
brought by the fan into an increase of static pressure. Secondary ﬂows such as
tip-leakage and corner vortices have also been pointed out.
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Chapter 3
Characterization of the distortion
and impact on aerodynamics
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3.1 Introduction
In this chapter, the distortion caused by the potential eﬀect of the bifurcations is
ﬁrst discussed in Sec. 3.2. Its shape and its evolution along the engine is studied
and a quantiﬁcation is proposed. A similar analysis is then performed on the air
inlet distortion in Sec. 3.3. The impact of both kinds of distortion on unsteady
aerodynamics is ﬁnally evaluated in Sec. 3.4.
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3.2 Distortion caused by the potential effect of
the pylon
The analysis and the quantiﬁcation of the distortion that comes from the potential
eﬀect of the pylon is performed in this section by focusing on the conﬁgurations with
axisymmetric air inlets.
3.2.1 Characterization of the potential effect near the pylon
As shown previously in the normalized static pressure and axial velocity contour
maps in Figs. 2.12 and 2.13, the pylon and the struts are responsible for an impor-
tant potential eﬀect that goes upstream, up to the fan. Axial cuts of the mean ﬂow
are performed in plane P5 right upstream of the OGV row (see Fig. 2.11) in order
to visualize it. Results for normalized axial velocity and static pressure are shown
in Fig. 3.1 at approach conditions.
(a) Normalized axial velocity (b) Normalized static pressure
Figure 3.1: Mean flow in plane P5 right upstream of the OGVs (60A)
The reduction of normalized axial velocity caused by the diﬀerent obstacles (py-
lon and struts) is observed. There are four zones of reduced velocity: in the order
of importance, at 12 o’clock (big bifurcation), at 6 o’clock (small bifurcation) and
at 3 and 9 o’clock (struts). The potential eﬀect of the classical OGV (the 44 other
vanes) is not visible. By comparing both maps, it can be noticed that high pressure
are found in the areas with small axial velocity. The maximum value of normalized
static pressure is slightly deviated in the counter-clockwise direction, which corre-
sponds to the direction opposite to the swirling ﬂow.
Some proﬁles are extracted from these maps at diﬀerent vane heights to pro-
vide a more quantitative description of the potential eﬀect. They are shown in Fig.
3.2. The corresponding azimuthal mode distribution obtained by performing an
azimuthal Fourier transform is also given. Only the ﬁrst 10 modes are represented
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because higher orders are not signiﬁcant.
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Figure 3.2: Mean azimuthal profile and mode distribution at different vane
heights - plane P5 - 60A: / 25%, / 50%, / 75%,
/ 95%
At all radii, both the axial velocity and the static pressure present a similar
azimuthal variation around diﬀerent mean values. As a consequence, the mode dis-
tribution of all curves are comparable. There are 4 main lobes corresponding to
the 4 irregular vanes (the 2 bifurcations and the 2 struts) which are responsible for
the strong amplitude of mode 4. The low velocity areas are located around π/2 (in
front of the upper bifurcation), −π/2 (in front of the lower bifurcation) and 0 and
±π (in front of the struts). The four lobes have diﬀerent shapes and amplitude so
that modes of lower orders are also signiﬁcant. Most of the information is contained
in the ﬁrst six azimuthal modes, with a clear domination of the modes 1, 2 and 4.
The mode distribution of normalized axial velocity and static pressure are similar.
However, the evolution of the mode levels with the vane height is clearer for the
static pressure signal, with a slight decrease with the radius (maximum decrease of
about 30% for mode 4).
At cutback and sideline, similar plots could be drawn with diﬀerent magnitudes.
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To compare the distortion in plane P5 between all regimes concisely, only the az-
imuthal proﬁle of axial velocity at 50% of vane height is shown with its corresponding
mode distribution in Fig. 3.3.
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Figure 3.3: Mean normalized axial velocity profile and mode distribution
at h/H = 50% in plane P5: / approach, / cutback, /
sideline
The locations of the low and high axial velocities areas are preserved with the
regime and the lowest velocity is always reached around π/2, in front of the big
bifurcation. The azimuthal variations increase with the regime which results in
higher mode levels. For the three dominant modes 1, 2 and 4, the ratio between
cutback and approach levels is around 1.5 and the one between sideline and approach
levels is around 1.8.
3.2.2 Evolution of the shape with distance
The potential eﬀect is expected to decrease with distance. This is shown at approach
conditions in Fig. 3.4 where axial velocity maps are plotted from plane P1 to plane
P5 (deﬁned in Fig. 2.11).
In plane P4 (at mid-distance between the fan and the OGV), only two zones of
reduced velocities are observed which might indicates that the potential eﬀect of the
two struts has vanished. When going further upstream (planes P1 and P2), it seems
that the potential eﬀect of the lower bifurcation (the small one) also completely van-
ishes because only one area of reduced velocity is visible. In addition, the location of
this area is deviated in the clockwise direction in planes P1 and P2 (discussed later).
The evolution of the shape of the potential eﬀect and the corresponding mode
distribution with distance are given in Fig. 3.5 at 75% of vane height and at ap-
proach conditions as a representative example. The azimuthal evolution of axial
velocity and the amplitudes of azimuthal modes are plotted from plane P1 to plane
P5.
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(a) Plane P1 (b) Plane P2 (c) Plane P3
(d) Plane P4 (e) Plane P5
Figure 3.4: Normalized axial velocity maps from plane P1 to plane P5 at
approach conditions (axisymmetric)
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Figure 3.5: Mean normalized axial velocity profile and mode distribution
at h/H = 75% at approach conditions: / plane P1, / plane
P2, / plane P3, / plane P4 and / plane P5
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The decrease in amplitude is diﬀerent from one mode to another. As shown in
the maps in Fig. 3.4, the level of the mode 4 becomes insigniﬁcant from plane P3
and the mode 2 becomes insigniﬁcant from plane P2. In plane P1, the distortion
proﬁle seems to be spread over all modes and no particular mode dominates. This
decrease in mode amplitude with distance is better shown in Fig. 3.6 where the
axial evolution of modes 1, 2, 3 and 4 is plotted for approach conditions.
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Figure 3.6: Axial evolution of azimuthal mode amplitudes at 75% of vane
height for approach conditions: mode 1, mode 2, mode 3,
mode 4
Right upstream of the pylon, the modes 1, 2 and 4 have similar amplitudes
(maximum diﬀerence of 20%) but the mode 3 is negligible (almost 4 times lower).
All modes decrease while going upstream but modes 2 and 4 decrease more severely
than mode 1. As a result, only the mode 1 is still signiﬁcant right upstream of the fan
(15% of its initial value). These observations agree with the potential ﬂow theory.
Indeed, the velocity disturbance of the ﬂow upstream of a cylinder decreases with the
square of distance and is proportional to the square of the cylinder diameter [107].
The bifurcations are bigger than the struts and the associated potential eﬀect is
logically observed farther. In addition, the distortion with higher harmonic orders is
expected to decrease faster axially according to Parker’s ﬁndings [108, 109]. Similar
evolutions are obtained at cutback and sideline as represented in Fig. 3.7, where the
mean velocity at h/H = 75% of vane height is plotted over the 5 planes P1 to P5.
3.2.3 Deviation with distance
In the maps of Fig. 3.4, the location of the pattern of distortion has been observed to
be deviated in the clockwise direction while going upstream. This eﬀect is quantiﬁed
here by following the location of the lowest velocity in the axial direction. Results
are shown at approach conditions in Fig. 3.8(a) for diﬀerent vane heights.
Right upstream of the pylon, the lowest velocity is located around π/2 because
of the presence of the upper bifurcation (the largest one). In the interstage region,
the location of this minimum velocity is slightly deviated in the counter-clockwise
direction (positive azimuthal direction) by about π/16 at all radii. Through the
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Figure 3.7: Mean normalized axial velocity profile at h/H = 75% at cubtack
and sideline conditions: plane P1, plane P2, plane P3,
plane P4 and plane P5
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Figure 3.8: Tracking of the lowest normalized velocity
fan, the pattern is signiﬁcantly shifted in the clockwise direction by about 5π/16.
This deviation occurs in the direction of the ﬂow (the fan rotates in the negative
azimuthal direction). The pattern of distortion is therefore probably transported by
the fan while rotating.
In Fig. 3.8(b), the location of the lowest velocity is now compared between the
three regimes. This is done at mid-span only because there is no particular evolution
with the vane height. In the interstage region, the lowest velocity follows the same
path for all regimes. However, the deviation of the distortion pattern through the
fan is increased with the regime. This is consistent with the hypothesis of trans-
portation of the pattern with the fan. The azimuthal deviation through the fan
varies linearly with the regime as shown in Fig. 3.9. The coeﬃcient of the resulting
line is around 4 ms.
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Figure 3.9: Evolution of the azimuthal deviation through the fan with the
regime
3.2.4 Decrease of the intensity with distance
As already mentionned and observed above, the intensity of the potential eﬀect
decreases with distance. This is quantiﬁed here by introducing the Circumferential
Distortion Coeﬃcient (CDC) at diﬀerent axial positions x for a constant channel
height h/H, deﬁned as:
CDC(x, h/H) =
Max θ [M(x, h/H, θ)]−Min θ [M(x, h/H, θ)]
Mean θ [M(x, h/H, θ)]
. (3.1)
Max θ [M(x, h/H, θ)], Min θ [M(x, h/H, θ)] and Mean θ [M(x, h/H, θ)] are the azimuthal
maximum, minimum and mean values of the temporally-averaged Mach number at
position (x, h/H) respectively. The coeﬃcient is normalized by its maximum value.
It is plotted at approach conditions along the machine rotational axis at 25%, 50%,
75% and 95% of vane height in Fig. 3.10.
The maximum value is logically reached right upstream of the pylon. It then
decreases while going upstream with a kind of exponential function. The levels ob-
tained at 25%, 50% and 75% of vane height are similar but higher values are reached
at 95% of vane height. The remaining level in the fan region is around 5 to 10% of
the maximum value. Similar behavior with the vane height is observed at cutback
and sideline. The CDC obtained for the three regimes are therefore only compared
at 50% and 95% of vane height. Results are given in Fig. 3.11.
At mid-span, the CDC is increased with the regime. This is consistent with
the potential ﬂow theory that predicts a potential eﬀect proportional to the mean
velocity [107]. Right upstream of the OGV, the CDC equals 0.55, 0.72 and 0.77 at
approach, cutback and sideline respectively. Right downstream of the fan, the CDC
values are reduced (0.07, 0.09 and 0.10 at approach, cutback and sideline respec-
tively) but the ratio between regimes is conserved (around 1.3 between approach
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Figure 3.10: Axial evolution of the CDC at approach conditions and at
different vane heights: 25%, 50%, 75%, 95%
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(b) h/H = 95%
Figure 3.11: Axial evolution of the CDC at 50% and 95% of vane for the
different regimes: approach, cutback, sideline
and cutback values and 1.4 between approach and sideline values). At 95% of vane
height, the diﬀerences between the regimes are small (less than 10%), probably
because of the reduced mean velocity caused by the proximity of the casing.
3.2.5 Radial evolution
The evolution of the CDC with the vane height is studied more precisely here. The
radial variation of this coeﬃcient from plane P1 to plane P5 is plotted in Fig. 3.12
at approach conditions.
In the interstage region (planes P3, P4 and P5), the shape is conserved. From
5% to 90% of channel height, the CDC is almost constant and close to the hub and
the casing, the values are higher (approximately multiplied by 2). Right upstream
of the fan (plane P2), this radial variation is less important and the distortion is
almost constant along the span. However, in the cylindrical inlet duct (plane P1),
the distortion index is zero at the axis and increases with radius. This is probably
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Figure 3.12: Radial evolution of the CDC at approach conditions on differ-
ent planes: plane P1, plane P2, plane P3, plane P4 and
plane P5
due to the presence of the hub that masks the potential eﬀect of the pylon at low
radii.
The three regimes are compared in 3 planes: one upstream of the fan (plane
P2), one at mid-distance between the fan and the OGV (plane P3) and one right
upstream of the OGV (plane P5). Results are shown in Fig. 3.13.
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Figure 3.13: Radial evolution of the CDC in planes P2, P3 and P5 for the
different regimes: approach, cutback, sideline
The radial variation of the CDC is similar between all regimes, and same behavior
is obtained in planes P1 and P4 that are not represented here. In the interstage
region, the increase of the distortion with the regime that has been observed in
Fig. 3.11 is evidenced and constant at all radii, except close to the casing where
the curves becomes superimposed. Upstream of the fan, the radial evolution of the
CDC does not change with the regime.
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3.2.6 Distortion downstream of the stators
Up to now, the focus has been put on the upstream evolution of the distortion
caused by the potential eﬀect of the pylon. This potential eﬀect will interact with
the rotating fan and then be responsible of unsteady loadings. The ﬂow features
downstream of the OGV and IGV row are brieﬂy presented here. Contour maps of
normalized static pressure downstream of the OGV (plane P6) and the IGV (plane
P8) at approach conditions are therefore given in Fig. 3.14. Normalized static pres-
sure has been chosen instead of normalized axial velocity in order to focus on the
distortion of the ﬂow without the presence of the vane wakes.
(a) Plane P6 (downstream of
the OGV)
(b) Plane P8 (downstream of
the IGV)
Figure 3.14: Normalized static pressure contour maps downstream of the
OGV and IGV at approach conditions (axisymmetric)
In plane P6, the pylon and the struts are still present (the four holes) and the
ﬂow is distorted. The pylon is extended up to the exit of the engine and this distor-
tion pattern is therefore present in the whole duct downstream of the OGV. This
inhomogeneity of the ﬂow in this region might alter the acoustic ﬂuctuations that
propagate in the downstream direction. However, downstream of the IGV (plane
P8), the ﬂow seems axisymmetric. The primary stream is indeed protected from the
potential eﬀect of the pylon by the nozzle. Similar features are found at cutback
and sideline.
Summary of the section
When the inlet is axisymmetric, the distortion only comes from the potential
eﬀect of the pylon and struts. While going upstream, the initial shape of this
distortion composed of 4 lobes changes and only one major lobe remains. This
lobe is due to the upper bifurcation, the largest one, which slows down the
ﬂow. By going through the fan, this lobe is deviated in the clockwise direction
by an angle that varies linearly with the regime. The distortion caused by the
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pylon increases with the regime in the interstage and reaches higher values
close to the casing.
3.3 Distortion caused by the inlet asymmetry
The inlet distortion caused by the non-axisymmetric air inlet geometry is studied
in this section. It is not possible to isolate the inlet distortion as it was done for
the distortion that comes from the potential eﬀect because the pylon is included
in all conﬁgurations. Therefore, the characterization of the inlet distortion is done
by comparison of the simulations with axisymmetric and non-axisymmetric air inlet
geometries.
3.3.1 Characterization of the inlet distortion
The inlet distortion is shown in Fig. 3.15 where axial velocity contours in the ver-
tical plane of the inlet duct are given for both geometries at approach conditions.
(a) Axisymmetric inlet (b) Asymmetric inlet
Figure 3.15: Contour maps of normalized axial velocity in the inlet duct
at approach conditions for both inlet geometries
The ﬂow with the axisymmetric inlet is logically axisymmetric (because the dis-
tortion that comes from potential eﬀect of the pylon is largely reduced in the inlet).
The non-axisymmetric inlet is responsible for a strong inhomogeneity of the ﬂow,
especially close to the casing. Right at the entrance, where the casing lines are still
straight, the velocity of the ﬂow is higher at the top. At the point where the casing
lines start to curve, the axial velocity close to the tip becomes reduced at the top
(divergent duct) and increased at the bottom (convergent duct). The contour maps
of axial velocity in planes P1 and P2 are given for both inlet geometries in Fig. 3.16
to have a better representation of this inhomogeneity.
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(a) Plane P1 - Axisymmetric in-
let
(b) Plane P1 - Asymmetric inlet
(c) Plane P2 - Axisymmetric in-
let
(d) Plane P2 - Asymmetric inlet
Figure 3.16: Contour maps of normalized axial velocity in planes P1 and
P2 at approach conditions for both inlet geometries
Right upstream of the fan (plane P2), the normalized axial velocity presents
a minimum value at the tip and a maximal one at the bottom, as expected with
non-axisymmetric air inlets [26, 3]. The azimuthal evolution of the mean velocity in
plane P2 and the associated mode distribution are shown in Fig. 3.17 at approach
conditions for both air inlet geometries.
At all vane heights, the azimuthal proﬁles are modiﬁed by the inlet distortion.
The minimum velocities were reached around π/4 in the axisymmetric conﬁguration
(dashed lines) and this is not the case anymore with the inlet asymmetry (solid
lines). At 25% and 50% of vane height, the minimum is localized close to the
bottom (around −π/2) while at 75% and 95% of vane height, it is reached at the
top (π/2). The amplitude of the inhomogeneity is increased, in particular at 95% of
vane height. This is well observed on the mode distribution. The impact of the inlet
distortion is spread over the ﬁrst 4 modes only. From mode 5 to 10, the amplitudes
are the same between both inlet geometries (black dots and bars at the same level).
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Figure 3.17: Mean azimuthal profile and mode distribution at approach
conditions in plane P2 and at different vane heights: / 25%,
/ 50%, / 75%, / 95% for asymmetric inlet and /
25%, / 50%, / 75%, / 95% for axisymmetric inlet
The mode 1 is the most impacted mode, with a level multiplied by more than 2 at
25%, 50% and 95% of vane height. At 75% of vane height, there is a small decrease
of the amplitude of this mode. On other modes, the impact occurs essentially at
95% of vane height, with levels multiplied approximately by 3 for modes 2 and 3.
Similar results are obtained at cutback and sideline. The azimuthal velocity proﬁles
and corresponding mode distribution are plotted in Fig. 3.18 for all regimes at 95%
of vane height, where the impact is maximum.
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Figure 3.18: Mean azimuthal profile and mode distribution in plane P2
and at 95% of vane height for all regimes: / approach, /
cutback, / sideline for asymmetric inlet and / approach,
/ cutback, / sideline for axisymmetric inlet
Inlet distortion acts similarly at all regimes. It signiﬁcantly increases the am-
plitudes of modes 1 to 4 (multiplication by 1.5 to 3) while other modes are rather
unaﬀected. The amplitude of the modes increases with the regime, as well as the
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mean velocity. For all regimes, the minimum velocity is located at π/2, at the top
(because of the divergence of curvature of the casing), which diﬀers from the lo-
cation without inlet distortion (determined by the potential eﬀect and the angular
deviation by the fan).
3.3.2 Evolution of the shape with distance
The impact of the inlet distortion on the ﬂow downstream of the fan is now ana-
lyzed. Contour maps in plane P3 at approach conditions are ﬁrst given in Fig. 3.19,
right downstream of the fan, for both inlet geometries.
(a) Plane P3 - Axisymmetric in-
let
(b) Plane P3 - Asymmetric inlet
Figure 3.19: Contour maps of normalized axial velocity in plane P3 at
approach conditions for both inlet geometries
Diﬀerences are observed between the axisymmetric and the non-axisymmetric
conﬁgurations. The inhomogeneity of the ﬂow is increased by the inlet distortion
and the pattern seems to deviate towards the counter-clockwise direction. This is
best assessed in Fig. 3.20 where the azimuthal velocity proﬁles and corresponding
mode distribution are given at diﬀerent vane heights.
At 25%, 50% and 75% of vane height, the location of the minimum velocity is
not modiﬁed (still at π/2, upstream of the upper pylon) but the amplitudes of the
proﬁle are accentuated by the inlet distortion. Only the mode 1 is aﬀected at those
heights and it is signiﬁcantly increased (multiplied by a factor going from 2 to 3). At
95% of vane height, the impact is further emphasized. The location of the minimum
velocity is deviated in the counter-clockwise direction as observed in Fig. 3.19 and
the amplitudes of the ﬁrst three modes have been considerably increased (multiplied
by 2.5 to 4).
The axial evolution of the distortion is better shown in Fig. 3.21 by plotting to-
gether the azimuthal velocity proﬁles and mode distributions in planes P2, P3 and
P5 at approach conditions. These proﬁles are represented at 95% of vane height,
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Figure 3.20: Mean azimuthal profile and mode distribution at approach
conditions in plane P3 and at different vane heights: / 25%,
/ 50%, / 75%, / 95% for asymmetric inlet and /
25%, / 50%, / 75%, / 95% for axisymmetric inlet
where the impact of the distortion is maximum.
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Figure 3.21: Mean axial velocity profile and mode distribution at h/H =
95% at approach conditions: / plane P2, / plane P3,
/ plane P5 for asymmetric inlet and / plane P2, / plane
P3, / plane P5 for axisymmetric inlet
Even in plane P5 (right upstream of the OGV), the inlet distortion has an impact.
The characteristic shape of the azimuthal velocity proﬁle with the four lobes is
conserved, but with a shift towards lower levels in the bottom part (from −π to 0)
and a shift towards higher levels in the top part (from 0 to π). As observed before,
the main impact is on the ﬁrst three modes. In planes P2 and P3 (around the fan),
the rise in amplitudes is important (multiplication by 2 or 3) while in plane P5, the
increase is around 20%. At cutback and sideline, same observations could be done,
as evidenced by the similar azimuthal velocity proﬁles at 95% of vane height given
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in Fig. 3.22.
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Figure 3.22: Mean normalized axial velocity profile at h/H = 95% at cub-
tack and sideline conditions: plane P2, plane P3, plane P5
for asymmetric inlet and plane P2, plane P3, plane P5 for
axisymmetric inlet
3.3.3 Evolution of the intensity with distance
As it was done previously for the distortion created by the potential eﬀect of the
pylon, the intensity of the distortion is evaluated thanks to the CDC. Its axial evo-
lution at approach conditions is represented in Fig. 3.23 for diﬀerent vane heights.
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Figure 3.23: Axial evolution of the CDC at approach conditions and at
different vane heights: 25%, 50%, 75%, 95%
In addition to the distortion created by the potential eﬀect (maximum right
upstream of the OGV), the inlet distortion is responsible for an important inhomo-
geneity of the ﬂow in the middle of the inlet duct and right upstream of the fan.
This inlet distortion is essentially dominant close to the tip. At 95% of vane height,
the CDC is almost 60% as high as the distortion caused by the pylon. The hetero-
geneity in the fan region is increased when comparing with the case without inlet
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distortion given in Fig. 3.10. The value of the CDC seen by the fan at 95% of vane
height goes from 0.1 to 0.55. Similar evolution with the vane height is also observed
at cutback and sideline. The values of CDC at 50% and 95% of vane height reached
for the diﬀerent regimes are compared in Fig. 3.24. The focus has been put on the
region of interest, from the beginning of the hub to the OGV row.
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(a) h/H = 50%
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(b) h/H = 95%
Figure 3.24: Axial evolution of the CDC at 50% and 95% of vane for the
different regimes: approach, cutback, sideline for asymmetric
inlet and approach, cutback, sideline for axisymmetric inlet
At mid-span, there is no major diﬀerences in CDC levels computed upstream of
the fan between the diﬀerent regimes and the diﬀerent air inlet geometries. However,
just downstream of the fan, the CDC is increased (multiplication by 2) with the
asymmetric air inlet. The diﬀerences are attenuated while approaching the OGV,
because of the dominant potential eﬀect of the pylon. At 95% of vane height, the
increase of CDC in the interstage region is still observed, but it is less evident at
sideline. The major impact of inlet distortion occurs right upstream of the fan,
where the levels of CDC have been multiplied by 4 to 6 at all regimes. The values
obtained at cutback and sideline are very close while the ones at approach are almost
20% higher.
3.3.4 Radial evolution
The radial evolution of the CDC is analyzed here by plotting the evolution of the
CDC with the channel height for planes P1 to P5 at approach conditions. Results
are given in Fig. 3.25.
The distortion that is created by the non-axisymmetric inlet is increasing with
the radius in plane P1 and is dominant close to the hub and the casing in plane P2.
In planes that are located downstream of the fan, the radial shape of the distortion
is close to the one obtained without inlet distortion, but with increasing levels at
almost all radii. The direct comparison of the radial shapes between axisymmetric
and non-axisymmetric conﬁgurations is done in Fig. 3.26 in planes P2, P3 and P5
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(a) Axisymmetric inlet
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(b) Asymmetric inlet
Figure 3.25: Radial evolution of the CDC at approach conditions in differ-
ent planes: plane P1, plane P2, plane P3, plane P4 and
plane P5
for all regimes.
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(a) Plane P2
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Figure 3.26: Radial evolution of the CDC in planes P2, P3 and P5 for the
different regimes: approach, cutback, sideline for asymmetric
inlet and approach, cutback, sideline for axisymmetric inlet
In plane P2, the addionnal inlet distortion has modiﬁed the almost constant
proﬁle into a highly-radially distorted proﬁle, with extrema values at hub and tip
almost 3 to 5 times the values at mid-span. The behavior is similar in all regimes
but the CDC from the hub to 90% of channel height is slighlty increased with the
regime (around 10% higher at sideline than at approach). In plane P3, the shape is
again modiﬁed by the inlet distortion. The diﬀerences in CDC that were observed
in axisymmetric conﬁgurations are further emphasized. The values of CDC at hub
and tip have been approximately multiplied by 3 and 2 respectively. In plane P5,
unlike other planes, the maximum value of the CDC is not considerably aﬀected by
the inlet distortion because the potential eﬀect is dominant in this region. However,
between 5% and 50% of vane height, the CDC is signiﬁcantly increased (up to 40%
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at approach to 30% at cutback and sideline). Above 50% of channel height, levels
of CDC are also increased but in a less regular way. On 80% of channel height,
the CDC is increased with the regime (approximately +0.08 in average between
approach and cutback and between cutback and sideline). In the tip region, the be-
havior with the regime is less clear, probably because of the separation that occurs
on fan blades and that impacts the mean ﬂow.
Summary of the section
The asymmetry of the inlet duct lines creates a distortion in the fan plane that
is characterized by a low-velocity region at the top close to the casing. This
additional distortion increases the inhomogeneity of the ﬂow right upstream
of the fan, essentially close to the tip, where the CDC has been multiplied
by 4 to 6 depending on the regime. The eﬀect in the interstage region is also
signiﬁcant, with an increase of the amplitudes of the modes 1 to 3 (that can
more than double) at the diﬀerent analyzed planes.
3.4 Impact of distortion on unsteady aerodynam-
ics
The impact of the distortion described in previous sections on unsteady aerodynam-
ics is analyzed in this section.
3.4.1 Fan-blade wakes
In Figs. 3.11 and 3.24, the distortion has been shown to be important in the in-
terstage region. The mean ﬂow values are therefore diﬀerent around one vane or
another. The behavior of unsteady ﬂow, and in particular of fan-blade wakes, is
discussed here. The velocity deﬁcit is plotted during the last three blade passage
periods in Fig. 3.27 at approach conditions and without inlet distortion. It is rep-
resented in planes P3, P4 and P5 at 25%, 50%, 75% and 95% of vane height and for
two azimuthal positions θ1 and θ2. These positions are spaced by 2π/3 (equivalent
to the space between six blades) so that they are supposed to see the passage of
fan-blade wakes at the same time.
Right downstream of the fan (plane P3), the velocity deﬁcit is of similar mag-
nitude between all vane heights but with varying shape. While going dowstream,
the wake is diﬀused and the velocity deﬁcit is reduced. In some curves, a diﬀerence
between the two azimuthal positions (diﬀerence between solid and dotted lines) is
observed. These diﬀerences are more important at 95% of vane height in plane P3
right downstream of the fan and at all vane heights in plane P5, right upstream
of the OGV. This is caused by the distortion which is responsible not only for
a circumferentially-varying mean ﬂow but also for a circumferentially-varying un-
steady ﬂow. The vanes of the OGV row are therefore impacted by diﬀerent fan-blade
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Figure 3.27: Normalized velocity deficit in planes P3, P4 and P5 for the
axisymmetric approach configuration at different positions: h/H =
25%, h/H = 50%, h/H = 75%, h/H = 95% for θ1 and
h/H = 25%, h/H = 50%, h/H = 75%, h/H = 95% for θ2
wakes depending on their azimuthal positions, which will result in diﬀerent unsteady
loadings from one vane to another. The same plot is now given in Fig. 3.28 for the
non-axisymmetric conﬁguration.
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Figure 3.28: Normalized velocity deficit in planes P3, P4 and P5 for the
asymmetric approach configuration at different positions: h/H = 25%,
h/H = 50%, h/H = 75%, h/H = 95% for θ1 and h/H = 25%,
h/H = 50%, h/H = 75%, h/H = 95% for θ2
The diﬀerences in velocity deﬁcit between the two azimuthal positions is further
increased by the inlet distortion, particularly close to the casing at 75% and 95% of
vane height. A comparison of the levels reached in Figs. 3.27 and 3.28 shows that
the inlet distortion has an impact on the velocity deﬁcits. This is better evaluated
in Fig. 3.29 where the velocity deﬁcit with and without inlet distortion are directly
compared at two positions. The positions are taken for θ = θ2 in plane P5 (right
upstream of the OGV, representative of the interaction with the vanes) at 75% and
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95% of vane height.
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Figure 3.29: Normalized velocity deficit at approach conditions in plane
P5 at θ = θ2 and at 75% and 95% of vane height: axisymmetric inlet,
asymmetric inlet
At 75% of vane height, the velocity deﬁcit is slightly decreased (by 3%) when the
inlet distortion is added. However, at 95% of vane height, it is signiﬁcantly increased
(by almost 20%) and a shift in time is also observed. The impact of inlet distor-
tion on the wakes therefore depends on the position. These diﬀerences in velocity
deﬁcits are also observed at cutback and sideline. This is illustrated in Fig. 3.30
where the velocity deﬁcit, with and without inlet distortion, is plotted for θ = θ1 at
h/H = 75% and in plane P5.
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Figure 3.30: Normalized velocity deficit in plane P5 at θ = θ1 and at 75% of
vane height for approach, cutback and sideline regimes: axisymmetric
inlet, asymmetric inlet
The velocity deﬁcit is increased with the regime. At this particular position,
the velocity deﬁcit is decreased when inlet distortion is added for all regimes. The
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decrease is about 10% at approach and cutback, and 15% at sideline. The velocity
deﬁcit can be increased at some positions or decreased at some others as shown in
Fig. 3.29 which makes the acoustic response of the stator vanes completely hetero-
geneous. This is evaluated here by plotting in Fig. 3.31(a) the maximum velocity
deﬁcit computed on several azimuthal positions. It is done at diﬀerent vane heights
right usptream of the OGV (in plane P5) and for approach conditions. In Fig.
3.31(b), the minimum, maximum and mean values of the corresponding velocity
deﬁcits are given in order to quantify more precisely the inhomogeneity of the wakes.
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Figure 3.31: Azimuthal evolution and statistics of the maximum normal-
ized velocity deficit computed in plane P5 at approach conditions:
/ 25%, / 50%, / 75%, / 95% for asymmet-
ric inlet and / 25%, / 50%, / 75%, / 95% for
axisymmetric inlet
The azimuthal inhomogeneity of the wakes is observed at all vane heights even in
the axisymmetric conﬁguration (dashed lines). The levels (represented by the black
dots) vary by 8%, 9%, 34% and 67% at 25%, 50%, 75% and 95% of vane height
respectively. At 25% and 50% of vane height, the shape is nearly the same but the
levels are approximately 20% higher at mid-span. The inhomogeneity is therefore
increased with the radius. When the inlet distortion is added, the inhomogeneity is
strongly increased and the azimuthal shape (solid lines) is modiﬁed. The variability
of wake intensity has been increased by more than 2 at all vane heights. It becomes
23%, 40%, 68% and more than 175% at 25%, 50%, 75% and 95% of vane height
respectively. Similar results are observed at cutback and sideline. The minimum,
maximum and mean values obtained at the same positions are given in Fig. 3.32
for comparison purposes.
The mean intensity of the wakes is globally increased with the regime. For
all regimes, the averaged velocity deﬁcit is close between axisymmetric and non-
axisymmetric conﬁgurations (maximum diﬀerence of 15% at approach for 75% of
vane height). When inlet distortion is added, the minimum intensity of wakes is
globally reduced while the maximum intensity is increased (comparison of bars and
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Figure 3.32: Statistics of the amplitude of the maximum normalized veloc-
ity deficit computed in plane P5 at cutback and sideline conditions:
25%, 50%, 75%, 95% for asymmetric inlet and for axisym-
metric inlet
black dots). The inhomogeneity of the wakes is consequently increased. For example,
at 50% of vane height, the variability of wake intensity goes from 9% to 40%, from
15% to 44% and from 14% to 28% at approach, cutback and sideline respectively.
3.4.2 Blade and vane unsteady loadings
Fan
The stationnary distortion interacts with the rotating fan blades and creates un-
steady loadings on them. With the addition of inlet distortion, the interaction
with the blades is expected to be higher and to result in more important unsteady
loadings. These unsteady loadings are quantiﬁed here because they represent the
equivalent acoustic sources. This is done in Fig. 3.33 where the normalized pressure
distribution at RF over one fan blade is plotted at diﬀerent vane heights. Results
are given at approach and for both inlet geometries. Same range is applied to all
plots.
Without inlet distortion, the ﬂuctuations are found to be more important at 75%
and 95% of blade height (in average +2 to +3 dB with respect to the values at 25%
and 50% of vane height). The inlet distortion increases the levels at all blade heights
and essentially close to the leading edge (+ 4 dB at at h/H = 25/50%, +7 dB at at
h/H = 75% and +8 dB at h/H = 95%). The total increase is logically more impor-
tant at 75 and 95% of blade height where the inlet distortion is dominant (cf. Fig.
3.23). The pressure amplitude at the RF and its harmonics (that were not shown
here for conciseness) is integrated over the whole blade for both inlet geometries to
quantify the overall increase of unsteadiness caused by the inlet distortion. Results
are given in Fig. 3.34 for the ﬁrst ten harmonics.
As it was the case for the distortion harmonics, the main unsteadiness is con-
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Figure 3.33: Normalized pressure distribution at the RF over one fan-blade
at 25%, 50%, 75% and 95% of blade height (approach conditions):
axisymmetric inlet, asymmetric inlet
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Figure 3.34: Amplitude of one fan-blade integrated pressure fluctuations
at the RF and its harmonics for approach conditions: axisymmetric
inlet, asymmetric inlet
tained in the ﬁrst four harmonics, with a domination of the ﬁrst two modes. When
the inlet distortion is added, the levels of these harmonics are increased as expected.
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The major impact is observed on the ﬁrst harmonic with an amplitude multiplied
by more than 2. It should be noted that the levels of integrated pressure harmonics
have been obtained on one blade only. In order to compare the values reached for
the diﬀerent blades, the level of the ﬁrst harmonic (the most important one) is plot-
ted in Fig. 3.35 for all blades at approach conditions and for the two inlet geometries.
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Figure 3.35: Amplitude of the RF harmonic of integrated pressure for all
fan blades (approach conditions): axisymmetric inlet, asymmetric
inlet
In both conﬁgurations, the levels are exactly the same for all blades. This is log-
ical because all blades are identical and equally spaced and because they all interact
with the same distortion (but with a phase shift). Similar behavior is observed at
cutback and sideline. To give a comparison between the regimes concisely, only the
RF harmonics of the integrated pressure forces are given in Fig. 3.36 for the two
inlet geometries at cutback and sideline.
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Figure 3.36: Amplitude of one fan-blade integrated pressure fluctuations
at the RF and its harmonics for cutback and sideline conditions:
axisymmetric inlet, asymmetric inlet
The same harmonic distribution as the one of the approach regime is obtained,
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with a domination of the ﬁrst harmonic. The level of this harmonic without inlet
distortion is increased with the regime (1.7, 4.2 and 5.6 at approach, cutback and
sideline). The impact of inlet distortion is similar between all regimes, with a rise of
all harmonics and a major increase of the ﬁrst harmonic (multiplication by a factor
going from 2 to 2.5).
OGV
Similar analysis is now performed on the OGV row. The wakes have been modiﬁed
by the distortion as shown in Sec. 3.4.1 and the unsteady loadings on the vanes
are consequently expected to be modiﬁed. The analysis is ﬁrst performed on one
classical OGV (located around π/6). The pressure distribution over this vane at
the BPF is plotted for diﬀerent vane heights in Fig. 3.37. Approach conditions are
again chosen for illustration.
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Figure 3.37: Normalized pressure distribution at the BPF over one OGV
at 25%, 50%, 75% and 95% of vane height (approach conditions):
axisymmetric inlet, asymmetric inlet
The levels reached without inlet distortion are similar between all vane heights.
The pressure ﬂuctuations are higher close to the leading edge because of the impact
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of fan-blade wakes. The impact of inlet distortion is less remarkable than on the fan
blade shown in Fig. 3.33. In average, the levels are slightly increased (by less than
1 dB) at 25% and 50% of vane height. At 75% and 95% of vane height, the average
pressure ﬂuctuations are reduced with the inlet distortion by 1 dB and 3 dB respec-
tively. These variations can be linked to the modiﬁcation of the wakes by the inlet
distortion. When looking in Fig. 3.31(a) at the position corresponding to the present
vane (θ = π/6), a decrease of the maximum velocity deﬁcit is observed at 50%, 75%
and 95% of vane height while an increase is observed at 25% of vane height. The
decrease of velocity deﬁcit and increase of pressure ﬂuctuations at mid-span might
appear a bit contradictory. The loading ﬂuctuations are considered to be caused
by unsteady variations of the velocity normal to the vane (upwash). The velocity
deﬁcits in Fig. 3.31(a) were computed from the velocity modulus to provide a ﬁrst
idea and might diﬀer from the ones computed from the normal velocity. The overall
unsteadiness on this vane is quantiﬁed by integrating the pressure amplitude at the
BPF and its harmonics. Results are shown in Fig. 3.38 for the ﬁrst three harmonics.
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Figure 3.38: Amplitude of one OGV integrated pressure fluctuations at the
BPF and its harmonics for approach conditions: axisymmetric inlet,
asymmetric inlet
When integrated, the inlet distortion is responsible for an increase of the un-
steady loading on this vane. The mean impact is observed at the BPF with a level
almost 30% higher. At 2BPF and 3BPF, the impact is smaller (less than 10%).
Because the wakes diﬀer with the azimuthal positions, the unsteady loading is ex-
pected to be diﬀerent from one vane to another. This is shown in Fig. 3.39 where
the level of the integrated pressure at BPF is given for all vanes and for the two
inlet geometries. The vanes are ordered according to their azimuthal positions: the
vane 1 is located at θ = −π and the vane 48 at θ = +π. The pressure distribution
shown in Fig. 3.37 corresponds to the vane 38. The vanes 12 and 36 represent the
lower and upper bifurcations respectively and the struts correspond to the vanes 24
et 48.
High inhomogeneity of the unsteady loadings is observed even in the absence
of inlet distortion. The levels of integrated pressure are much higher for the two
bifurcations, probably because of the high surface of integration. Without account-
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Figure 3.39: Amplitude of the BPF harmonic of integrated pressure for
all OGVs (approach conditions): axisymmetric inlet, asymmetric
inlet
ing for these bifurcations, the levels vary from from 0.11 to 0.26 (multiplication by
more than 2). The inhomogeneity is further increased by the inlet distortion and the
levels (still without accounting for the bifurcations) go from 0.10 to 0.34 (multipli-
cation by more than 3). For some vanes, the integrated pressure at BPF is reduced
with the inlet distortion while it is increased for some others. The reduction of the
unsteady loadings from vanes 12 to 24 can be explained by the important reduction
of the intensity of the wakes from −π/2 to 0 observed in Fig. 3.31(a) at 75% and
95% of vane height. At other positions, the diﬀerences between the velocity deﬁcits
obtained in the axisymmetric and non-axisymmetric conﬁgurations are lower so that
the link cannot be directly done (all vane heights should be studied). This inhomo-
geneity reﬂects the complete inhomogeneity of the stator. It has also been observed
at cutback and sideline but with diﬀerent repartition. This is shown in Fig. 3.40
where the pressure amplitude at BPF harmonics integrated over the vane 38 is plot-
ted for these regimes. At approach (cf. Fig. 3.38) and sideline, the levels of the ﬁrst
harmonics are increased by the inlet distortion while they are decreased at cutback.
IGV
The focus is now put on IGV unsteady loadings. Pressure distribution at the BPF
are plotted at 25%, 50%, 75% and 95% of vane height in Fig. 3.41. Results at
approach conditions are shown for the two inlet geometries.
At all vane heights, the unsteady ﬂuctuations are higher close to the leading
edge because of the impact of fan-blade wakes. The addition of inlet distortion has
only a little eﬀect on this pressure distribution (less than 1% at all radii in average).
The maximum eﬀect is observed at 25% in the region where the ﬂuctuations are the
lowest. When integrated, these unsteady loadings are therefore expected to be very
close for the two conﬁgurations. This is shown for the ﬁrst three BPF in Fig. 3.42.
At the BPF (most important harmonic), the diﬀerences are minor (less than
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Figure 3.40: Amplitude of one OGV integrated pressure fluctuations at
the BPF and its harmonics for cutback and sideline conditions: ax-
isymmetric inlet, asymmetric inlet
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Figure 3.41: Normalized pressure jump distribution over one IGV at 25%,
50%, 75% and 95% of vane height at the BPF (approach conditions):
axisymmetric inlet, asymmetric inlet
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Figure 3.42: Amplitude of one IGV force fluctuations at the BPF and its
harmonics for approach conditions: axisymmetric inlet, asym-
metric inlet
3%). These diﬀerences are increased with the frequency (+6% and +13% for the
2BPF and the 3BPF respectively). This behavior indicates a modiﬁcation of the
fan-blade wakes that interact with the IGV because of the distortion. The levels of
unsteady loading at the BPF is compared for all vanes in Fig. 3.43.
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Figure 3.43: Amplitude of the BPF harmonic of pressure force for all IGVs
(approach conditions): axisymmetric inlet, asymmetric inlet
Without inlet distortion, the levels are similar from one vane to another. This
is because the distortion only comes from the potential eﬀect of the pylon and is
negligeable in the primary stream. When the inlet distortion is added, the levels
are modiﬁed in a smooth way. For the vanes 20 to 70, the unsteady loadings are
increased up to 15% while they are reduced up to 8% for the vanes 1 to 20 and 70
to 93. Similar behavior is obtained at cutback and sideline as shown in Fig. 3.44
where the levels of the ﬁrst three BPF harmonics for the vane 67 (the one shown in
Fig. 3.42) are plotted.
The diﬀerences between the levels of axisymmetric and non-axisymetric are small
at all regimes (5% for the 1BPF at cutback and sideline). The impact of distortion
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Figure 3.44: Amplitude of one IGV force fluctuations at the BPF and its
harmonics for cutback and sideline conditions: axisymmetric inlet,
asymmetric inlet
on IGV sources is lower than on OGV sources and fan sources.
3.4.3 Fan-blade shocks
The unsteady loadings on fan blades are increased by the inlet distortion which
means stronger acoustic sources. At sideline operating conditions, shocks also de-
velop on the suction side of the blades and propagate upstream. Because the ﬂow
on the blades varies because of the distortion, the shocks may also be impacted.
This is checked here by looking at the isentropic Mach number distribution over one
fan blade. Because all blades are identical and equally spaced, they are supposed to
have the same distribution (with a time lag). It is represented at h/H = 95% for
the axisymmetric conﬁguration in Fig. 3.45(a) for three equally-spaced instants of
the same rotation.
On the pressure side (bottom curve), the isentropic Mach number is nearly con-
stant. On the suction side, an important jump corresponding to the shock is ob-
served. Its shock is located around 35% of the blade chord and has an intensity
of 0.6 approximately. Local variations of less than 10% are observed during the
rotation of the blade. These variations are better represented in Fig. 3.45(b) where
the mean distribution is plotted along with the lower and upper envelopes. During
the rotation, the position of the shock varies from 35% to 38% of blade chord and
its intensity varies by about 15% (from 0.6 to 0.7). These variations are caused by
the interaction with the potential eﬀect of the pylon. Same plots are given when
the inlet distortion is added in Fig. 3.46. The mean distribution obtained without
inlet distortion is also added in dotted lines for comparison.
The variation of the isentropic Mach number distribution during the rotation is
much more important with the inlet distortion. The area between the lower and
upper envelopes is signiﬁcantly increased which means that both the shock strength
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Figure 3.45: Isentropic Mach number distribution (90A) over one fan blade
at h/H = 95%
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Figure 3.46: Isentropic Mach number distribution (90N) over one fan blade
at h/H = 95%
and shock positions are further modiﬁed. The shock position now varies approx-
imately from 32% to 42% of the chord and the shock strength from 0.47 to 0.73
(almost 45% of variation). Because all blades are identical and equally spaced,
these important variations occur on all blades during their rotations. The shocks
that will propagate upstream will therefore be diﬀerent depending on the azimuthal
position at which they are generated. Concerning the mean distribution of isentropic
Mach number, it is found to be similar between both conﬁgurations on the pressure
side and on the suction side downstream of the shock. In the shock region and
upstream of the shock, diﬀerences are observed. Indeed, the mean shock in presence
of inlet distortion is smoothed because of the displacement of the shocks along the
chord. This is just an eﬀect of the average procedure because the shocks between
both conﬁgurations have similar slopes as shown in instantaneous distributions.
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Summary of the section
The impact of distortion on unsteady aerodynamic features has been high-
lighted. The fan-blade wakes are modiﬁed, in terms of velocity deﬁcit partic-
ularly, even in the axisymmetric conﬁgurations. The inlet distortion further
increases these inhomogeneities. It results in diﬀerent unsteady loadings be-
tween the OGVs and the integrated pressure at the BPF is subjected to im-
portant variations between the diﬀerent OGVs (ratio between the maximum
and the minimum integrated pressure of about 2 without inlet distortion and
of about 3 with inlet distortion). On the contrary, the unsteady loadings on
fan blades are similar between blades because they are all identical but the
levels are more than doubled by the inlet distortion at the RF. At sideline,
shocks also develop on the fan blades and propagate upstream. These shocks
are almost ﬁxed in the axisymmetric conﬁgurations but their position varies
over 10% of the chord and their strength varie by 45% during the rotation
because of the inlet distortion.
3.5 Conclusion
The distortion has been characterized and quantiﬁed in this chapter. This distortion
comes from the potential eﬀect of the pylon and the struts and from asymmetry of
the inlet duct (in the asymmetric conﬁgurations). The shape of the distortion has
been discussed and its evolution with distance has been studied. A quantiﬁcation
based on the CDC is proposed and highlights the regions of high distortion. The
impact of this distortion on unsteady aerodynamics has also been presented. A
modiﬁcation of the fan-blade wakes and shocks and of the unsteady loadings over
the blades and vanes has been evidenced. All acoustic sources are impacted by
the distortion and the consequences in terms of noise will be evaluated in the next
chapter.
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Impact of distortion on acoustics
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4.1 Introduction
The impact of distortion on acoustics is evaluated in this chapter. The ﬁrst three
sections 4.2-4.4 are dedicated to the analysis of each dipolar noise source (i.e. fan-
OGV, distortion-fan and fan-IGV interaction) by the use of hybrid methods. These
three noise sources are compared in Sec. 4.5 for all regimes. Complementary analysis
is provided in Sec. 4.6 by exploiting the acoustic ﬂuctuations extracted from the
simulations directly.
4.2 Interaction of fan-blade wakes with OGVs
The interaction of fan-blade wakes with OGVs, which is expected to be the domi-
nant noise source mechanism, is studied in this section using an hybrid approach.
Diﬀerent methods are used for the prediction of this noise in order to separate the
contribution of diﬀerent ﬂow and geometry eﬀects.
4.2.1 Analysis of the unsteady loadings
As shown in Goldstein’s theory (cf. Sec. 1.6.1 [8]), the fan-OGV noise is caused by
the unsteady loadings on the OGVs created by the impact of the fan-blade wakes.
These unsteady loadings can be directly extracted from the unsteady simulations.
In this subsection, they will also be computed analytically thanks to Amiet’s theory
(cf. Sec. 1.5.1 [62]) in order to evaluate the capabality of such a simpliﬁed model to
capture the trends. This is done using the Optibrui software [83]. To account for the
variation of the geometry and excitation along the span, Amiet’s theory is applied
for diﬀerent strip bands. For each strip, the vane is modeled by a ﬂat plate without
camber and the pressure distribution over the airfoil is reduced to a distribution of
pressure jump over the chord. According to Eq. (1.72), this pressure jump depends
on the mean momentum, the mean Mach number and the Fourier coeﬃcient of the
upwash. The radial variation of these quantities extracted right upstream of one
vane (the vane 38) is given in Fig. 4.1 at approach conditions. The upwash is shown
at the BPF only.
The diﬀerences in mean momentum and Mach number caused by the air inlet
distortion are small (less than 5%). The evolution of the upwash is similar between
both geometries but strong local variations are observed (reduction of the level by
50% at 10% of vane height and multiplication by 100% at 95% of vane height for
example). Amiet’s pressure jump distribution computed from these quantities is
plotted at diﬀerent vane heights in Fig. 4.2. The numerical results have been added
for comparison.
The analytical pressure jump distribution is slightly impacted by the inlet dis-
tortion at 25%, 50% and 75% of vane height because the input parameters are close
at those radii. At 95% of vane height, an increase of more than 50% is observed
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Figure 4.1: Radial evolution of the amplitude of upwash at BPF, mean
momentum and mean Mach number upstream of the vane 38 (approach
conditions): axisymmetric inlet, asymmetric inlet
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(c) h/H = 75%
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Figure 4.2: Normalized pressure jump distribution over the vane 38 at the
BPF (approach conditions): Amiet - axisymmetric inlet, Amiet -
asymmetric inlet, CFD - axisymmetric inlet, CFD - asymmetric
inlet
and is related to the increase of upwash amplitude. The pressure jump distribution
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computed with Amiet’s theory have a characteristic shape with a dominant level at
the leading edge, a stabilized level from 20% to 80% of the chord and a decrease
till zero close to the trailing edge. At 25% and 50% of vane height, these evolu-
tions compare well with the numerical results in the leading edge region but diﬀer
while following the same trend elsewhere. These diﬀerences may be caused by the
cascade eﬀect which is not accounted for in Amiet’s theory. Closer to the tip, the
tip-leakage ﬂow might explain the increased diﬀerences. Amiet’s model appears to
be too simpliﬁed for such conﬁguration and more complex models should be used
[17]. This is out of the scope of the present study and only the numerical unsteady
loadings will be considered in the rest of the section. However, it should be kept in
mind that some of the trends that will be shown below could have been obtained
using those analytical loadings.
4.2.2 Propagation in an annular duct
The sources represented by the numerical unsteady loadings are now propagated
in the duct using Goldstein’s analogy in order to evaluate the related noise. The
power given by Eq. (1.103) requires the deﬁnition of a mean ﬂow (mean density,
speed of sound and axial Mach number) and a duct geometry (hub an tip radii).
The sensitivity to the choice of these parameters will be discussed later. For now,
the mean ﬂow values are obtained by averaging the corresponding variables in plane
P5 and plane P6 for upstream and downstream noise evaluation respectively. The
duct is delimited by the minimum and maximum radii of the OGV. The acoustic
power obtained at approach conditions by considering a stator composed of only
one vane (the vane 38) is plotted in Fig. 4.3 for the axisymmetric and asymmetric
conﬁgurations. In order to separate the eﬀect of distortion on source generation and
on noise propagation, two results are given for the asymmetric conﬁguration: one
with the mean ﬂow computed from the axisymmetric conﬁguration and the other
with the mean ﬂow computed from the asymmetric conﬁguration.
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Figure 4.3: Acoustic power radiated by vane 38 at approach conditions:
axisymmetric source, asymmetric source and axisymmetric flow,
asymmetric source and asymmetric flow
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The choice of the ﬂow for the asymmetric conﬁguration does not have an eﬀect in
this case because the mean ﬂow values around the OGV are only slightly impacted
by the inlet distortion. The main impact of the inlet distortion is observed at the
BPF, with an increase of about 2-3 dB in both directions, and is related to the
increased level of the unsteady loadings at the BPF. Because the OGV and the
excitation are heterogeneous, this trend can be reversed for other vanes as already
mentionned in Sec. 3.4.2.
4.2.3 Effect of stator heterogeneity
The noise radiated by the whole OGV row is now computed in a similar way. It
is compared in Fig. 4.4 with the noise radiated by the single vane 38 and by an
artiﬁcial stator of 48 identical vanes (constructed using the vane 38). Results are
given for the axisymmetric conﬁguration at approach conditions.
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Figure 4.4: Acoustic power radiated by the OGV (60A): isolated vane
homogeneous stator composed of 48 identical vanes, real hetero-
geneous stator
Accounting for the entire stator instead of the isolated vane naturally results in
a increase of the noise levels at 2BPF and 3BPF because more sources are present
(from 10 to 20dB). However, the trend is reversed at the BPF (reduction of 2-3 dB).
The results obtained for the artiﬁcial stator composed of 48 identical vanes ease the
understanding of this behavior. The noise radiated from the homogeneous stator is
increased by up to 5 dB at 2BPF and 3BPF when compared with the heterogeneous
stator. However, the homogeneous stator does not produce any noise at the BPF
because all Tyler & Sofrin modes m = −B − kV are cut-oﬀ (B = 18 number of
blades, V = 48 number of vanes and k any integer). This can be interpretated as
destructive interferences of the acoustic ﬁeld produced by each identical vane. Some
vanes are similar in the real stator so that a part of these destructive interferences
still occurs. The noise from the heterogeneous stator at the BPF is therefore lower
than the one from the isolated vane.
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These diﬀerences are further investigated by looking at the distribution of the
power over the azimuthal modes. This is done by isolating the contribution of each
mode m in Eq. (1.103). Using the notations of Sec. 1.6, the power of the mode m
at sBPF is written
P±sB,m =
k0β
4
2ρ0a0
+∞∑
n=0
k2mn≥0
|S±mn|2
Γmnkmn(k0 ±M0kmn)2 . (4.1)
The downstream azimuthal mode distribution at 2BPF is given in Fig. 4.5 as a
representative example. Because the fan rotates in the negative direction, negative
modes are co-rotating and positive modes are contra-rotating.
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Figure 4.5: Downstream azimuthal mode distribution at 2BPF (60A):
isolated vane homogeneous stator composed of 48 identical vanes,
real heterogeneous stator
The x-axis ranges from -24 to 24 because modes of higher order are cut-oﬀ.
For the reconstructed homogeneous stator, only one mode is present (m = 12) and
corresponds to the k = 1 Tyler & Sofrin mode (m = −2B+ V ). For the single vane
and the heterogeneous stator, the power is distributed over all cut-on modes. The
mode m = 0 is surprisingly dominant for the real heterogeneous stator (7 dB higher
than any order mode). In the rest of the section, the results are all obtained with
the heterogeneous stator.
4.2.4 Influence of the regime
The downstream mode distribution at 1BPF is plotted in Fig. 4.6 at all regimes
and without inlet distortion. The power is spread over all the cut-on modes and the
planar mode m = 0 is dominant. A shift of the cut-on/cut-oﬀ transition to higher
order modes with the regime is observed (last cut-on mode at |m| = 11, |m| = 15
and |m| = 18 at approach, cutback and sideline respectively). The total noise gen-
erated by the OGV is increased with the regime because of the higher number of
cut-on modes and because of the increased levels of other modes in average (caused
by higher velocity deﬁcit as shown in Sec. 3.4.1).
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Figure 4.6: Downstream azimuthal mode distribution at 1BPF (axisym-
metric configurations): approach, cutback, sideline
4.2.5 Effect of axial variation of flow and duct
All the noise levels predicted up to now were determined using one set of parameters
in terms of mean ﬂow and duct geometry. However, signiﬁcant variations occur along
the axis and the choice is not evident. Diﬀerent sets of parameters are tested here
in order to evaluate the impact of this choice:
• set 1: duct deﬁned by OGV extrema radii / mean ﬂow values extracted in plane
P5 and plane P6 for upstream and downstream noise evaluation respectively
(parameters used up to now);
• set 2: duct deﬁned by duct extrema radii in plane P5 and plane P6 for upstream
and downstream noise evaluation respectively / mean ﬂow values extracted in
plane P5 and plane P6 for upstream and downstream noise evaluation respec-
tively;
• set 3: duct deﬁned by OGV extrema radii / mean ﬂow values extracted in plane
P1 and plane P7 for upstream and downstream noise evaluation respectively;
• set 4: duct deﬁned by duct extrema radii in plane P1 and plane P7 for upstream
and downstream noise evaluation respectively / mean ﬂow values extracted in
plane P1 and plane P7 for upstream and downstream noise evaluation respec-
tively.
The acoustic power at the ﬁrst three BPF computed using these four sets are com-
pared for the axisymmetric conﬁguration at approach conditions in Fig. 4.7.
Diﬀerences in noise levels are observed when the mean ﬂow values are taken at
diﬀerent planes (set 1 vs. set 3 and set 2 vs. set 4) and when the duct radii are
modiﬁed (set 1 vs. set 2 and set 3 vs. set 4). At all BPF harmonics, there is a
maximum diﬀerence of about 2 dB between the four sets. This introduces an un-
certainty on the noise levels that can be mitigated by the use of Rienstra’s slowly
varying duct approach described in Sec. 1.6.2 [84]. This approach is used here by
deﬁning a duct without accounting for the primary stream and by using the axial
mean ﬂow computed from the CFD simulation. The resulting axial evolution of the
acoustic power at the BPF is plotted in Fig. 4.8 where Goldstein’s results have been
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Figure 4.7: Acoustic power radiated by the heterogeneous OGV (60A) for
different sets of parameters: set 1, set 2, set 3, set 4
added for comparison.
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Figure 4.8: Acoustic power radiated by the OGV (60A): Goldstein -
set 1, Goldstein - set 2, Goldstein - set 3, Goldstein - set 4,
Rienstra
Downstream of the OGV, the power predicted by Rienstra’s theory is between
the ones predicted by Goldstein’s analogy with the four sets of parameters. The
maximum diﬀerence is observed with set 3 and is about 1 dB. The exponential-like
decrease of the acoustic power on both sides of the OGV is caused by the evanes-
cent modes. It is generally not present in the real acoustic power which is deﬁned
as the real part of Eq. (1.62). In this study, it has been chosen to work with the
modulus of Eq. (1.62) for reasons that will be explained in Sec. 4.3.6. In any case,
the diﬀerence is localized close to the source only, where the pressure associated
with evanescent modes is still signiﬁcant. While going towards the fan, the noise
level is then reduced by almost 2 dB before reaching a plateau upstream of the fan.
This decrease is linked to geometry and ﬂow changes which are not accounted for in
Goldstein’s predictions. The maximum diﬀerence between Rienstra and Goldstein’s
predictions is about 2 dB and is again observed with set 3. In the region close to
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the splitter that separate the two streams (denoted by xnoz), a peak is observed.
It might be caused by the sudden increase of the section or by the presence of a
transition point (see Sec. 1.6.2).
It should be noted that both Goldstein and Rienstra’s theories are valid when
there is not any obstacle in the duct. This is clearly not the case downstream of
the OGV where the pylon extends up to the outlet plane and divides the duct into
two parts. Such ducts are often called C-ducts because of the shape of each part.
The eﬀect of this characteristic is not studied in this manuscript but Bonneau et
al. [21] have shown that the noise level remains unchanged when the bifurcation
is thin. The mode content can however be altered by the presence of the pylon as
illustrated by Redonnet & Druon [110].
4.2.6 Effect of swirling flow
A simple way to account for the swirl has been introduced in Sec. 1.6.3. It consists
in introducing a Doppler shift in the frequencies: for each mode of azimuthal order
m, the actual frequency ω is replaced by ω−mUθ(r)/r with Uθ the mean azimuthal
velocity and r the radius. In order to simplify the application of this correction,
Uθ(r)/r is assumed to be constant along the span and equal to Ω the rotational
speed of the engine (because Uθ(r) ≈ rΩ). This correction is applied in the in-
terstage region only. Results are given in Fig. 4.9 for the approach and cutback
conﬁgurations without inlet distortion.
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Figure 4.9: Effect of swirl on the acoustic power radiated by the OGV at
the BPF (60A): without, with
The swirl is responsible for a decrease of the upstream noise levels for both
regimes. The decrease is about 1 dB at approach and 2 dB at cutback. At sideline,
the behavior is similar to that at cutback. Naturally, there is not any eﬀect on the
downstream noise levels. The peak observed upstream of the OGV at cutback with-
out swirl is caused by a transitional mode. The use of Ovenden’s theory [87] should
avoid such behavior by predicting the transmitted and reﬂected waves at the tran-
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sition but this is out of the scope of this PhD thesis. The reduction of the upstream
noise by the swirling ﬂow is further analyzed by looking at the mode distribution at
1BPF in the interstage region given in Fig. 4.10 for cutback conditions.
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Figure 4.10: Effect of swirl on the azimuthal mode distribution at 1BPF
in the interstage region (OGV source - 80A): without swirl, with
swirl
The swirling ﬂow modiﬁes the transition between cut-on and cut-oﬀ modes by
easying the propagation of contra-rotative modes (positive modes). In total, the
same number of modes is cut-on but modes of higher order in average are present
when the ﬂow is swirling. Because higher order modes are known to propagate less
eﬃciently due to the behavior of the higher order Bessel functions, the tonal noise
is reduced [111].
4.2.7 Noise penalty induced by inlet distortion
Before evaluating the OGV noise penalty induced by inlet distortion, the issue
of duct deﬁnition for the asymmetric conﬁguration is adressed. Rienstra’s the-
ory is valid for axisymmetric ducts so that it cannot be applied directly to a non-
axisymmetric conﬁguration. Two ducts will therefore be used and compared. The
ﬁrst one is the same duct as the one used for the axisymmetric conﬁguration. The
other one is a reconstructed axisymmetric duct deﬁned in order to have the same
cross-section surface as the one of the real asymmetric duct at each axial posi-
tion. This reconstructed duct accounts for the reduced cross-section surface of the
asymmetric inlet. With this duct, both the ﬂow extracted from the axisymmetric
simulation and the one extracted from the asymmetric simulation are used in order
to isolate the eﬀects of duct geometry and mean ﬂow deﬁnition on the propagation.
Results are plotted in Fig. 4.11 at approach conditions.
The duct is not axisymmetric only upstream of the fan and the duct deﬁnition
has naturally no eﬀect downstream of it. No eﬀect of the ﬂow deﬁnition is also
observed downstream of the fan because the averaged ﬂow values with and without
inlet distortion are close. However, some small diﬀerences (below 0.5 dB) are ob-
served upstream of the fan. The asymmetric ﬂow is responsible for a slight decrease
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Figure 4.11: Acoustic power radiated by the heterogeneous OGV (60N) for
different flow and duct definitions: axisymmetric duct and axisym-
metric flow, axisymmetric duct and asymmetric flow, equivalent
asymmetric duct and asymmetric flow
of the noise level while the reduction of the duct cross-section surface is responsible
for a slight increase. These trends are not the same between all regimes but the
diﬀerences always stay below 1 dB.
The penalty on OGV noise induced by inlet distortion is ﬁnally compared using
the slowly varying duct theory and including the Doppler shift in frequencies in the
interstage region to model the eﬀect of swirl. For the asymmetric conﬁgurations,
the predictions based on the same duct and ﬂow parameters as the axisymmetric
conﬁgurations are shown, as well as the ones based on the asymmetric ﬂow and the
reconstructed duct conserving the cross-section surface. Thus, the sources extracted
from the axisymmetric and the asymmetric simulations can be compared for similar
propagation conditions and also for conditions more faithful to the CFD conditions.
Results are shown at the BPF in Fig. 4.12.
At all regimes, the choice of axisymmetric or asymmetric propagation properties
has only a little eﬀect on the noise levels downstream of the fan. Upstream of the
fan, the eﬀect is bigger but still low (maximum of 0.7 dB at sideline). The noise
penalties induced by inlet distortion are small in the upstream direction (maximum
of 0.8 dB of reduction at sideline) but they are signiﬁcant in the downtream direction
(2.5 dB, 2 dB and 1.6 dB at approach, cutback and sideline respectively). However,
the upstream results should be taken with precaution because the swirling ﬂow is
modeled simply and rotor shielding eﬀects are not accounted for. The noise at the
BPF was shown to be caused by the heterogeneity of the OGV. In the presence of
inlet distortion, the heterogeneity of the wakes is increased and consequently, the
heterogeneity of the OGV unsteady loadings is also increased. Less coherence be-
tween the acoustic ﬂuctuations radiated by each vane is therefore expected which
results in less destructive interferences and then in a increased noise level.
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Figure 4.12: Acoustic power radiated by the heterogeneous OGV with
and without inlet distortion: axisymmetric source, asymmetric
source and axisymmetric propagation properties asymmetric source
and asymmetric propagation properties
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Summary of the section
The interaction of the fan-blades wakes with the OGV has been studied thanks
to an hybrid approach. The limits of Amiet’s model on the studied conﬁg-
uration have been shown even if it gives the good trends. The overlapping
of the vanes is high and is probably responsible for a strong cascade eﬀect.
The numerical unsteady loadings have therefore been used for the propaga-
tion of noise in the duct. The eﬀects of the axial variation of the ﬂow and
the duct geometry have been highlighted by the comparison of Goldstein’s
and Rienstra’s theories and diﬀerences in noise levels of some decibels are
obtained. The swirling ﬂow has been introduced in the propagation model
by a simple Doppler shift in frequencies and has been shown to move the
cut-on modes towards the contra-rotating modes. The fan/OGV interaction
mechanism produces noise at the BPF even if it is generally considered to
be cut-oﬀ. This is due to the heteregeneity of the OGV row which generates
modes that are diﬀerent from the classical Tyler & Sofrin modes. The noise is
therefore distributed on all the cut-on modes. The increased inhomogeneity
of the fan-blade wakes in the presence of inlet distortion has been shown to
increase these modes and consequently, to increase the total noise radiated by
the OGV (essentially in the downstream direction and by 1 to 3 dB depending
on the regime).
4.3 Interaction of distortion with fan blades
The noise resulting from the interaction of distortion with fan blades is now studied
in this section. The same methods as the ones described in the previous section will
be used by adapting their formulation to rotating sources.
4.3.1 Analysis of the unsteady loadings
The unsteady loadings on fan blades are created by the impact of the distortion.
Amiet’s theory is used in the same way as in Sec. 4.2.1 to predict analytically
the pressure jump distribution. The procedure is applied to one blade only but all
blades are identical and show similar distribution. The inputs of Amiet’s model i.e.
the mean momentum, the mean Mach number and the Fourier coeﬃcient of the
upwash are plotted in Fig. 4.13 at approach conditions for both inlet geometries.
The upwash is shown at the RF only to focus on the interaction with the distortion.
The inlet geometry has only a little eﬀect on the mean ﬂow variables (maximum
diﬀerence of 3% close to the hub). However, the impact on the upwash at RF is
huge along all the span (approximately multiplied by 5). This is a consequence of
the increase of the mode 1 of the distortion already observed in Fig. 3.17. The
pressure jump distribution computed by Amiet’s model using these inputs are given
for diﬀerent blade heights in Fig. 4.14. Because the inputs have been extracted
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Figure 4.13: Radial evolution of the amplitude of upwash at RF, mean
momentum and mean Mach number upstream of one fan blade (approach
conditions): axisymmetric inlet, asymmetric inlet
upstream of the fan, a classical leading-edge model is used (the one described in
Sec. 1.5.1). The numerical results are given for comparison.
Important discrepancies between analytical and numerical levels are observed
and further investigations should be carried on to understand their origin. However,
similar evolution is obtained with a peak at the leading edge and a decrease along
the chord. At 75% and 95% of blade heights, humps are observed in the numerical
results and might be caused by secondary ﬂows. The similarity between the trend
observed in Amiet’s results and CFD’s results indicates that the unsteady loadings
on fan blades are eﬀectively dominated by a leading-edge mechanism, even in the
axisymmetric conﬁguration where the distortion comes from the downstream pylon.
The pressure jumps computed by Amiet’s model are approximately ﬁve times higher
in the presence of inlet distortion and this is directly linked to the increase of the
upwash. The increase obtained from the numerical results is lower (about 2 at 25%,
50% and 95% of blade height and even lower in average at 75% of blade height).
Again, more complex models could be used to understand these diﬀerences. The
cascade eﬀect should probably be included such as the camber which is signiﬁcant
for fan blades [17]. Only the numerical unsteady loadings will be considered in the
rest of the section but it should be kept in mind that some trends could have been
obtained using analytical models.
4.3.2 Propagation in an annular duct
Goldstein’s analogy is used to propagate the acoustic sources represented by these
unsteady loadings in an annular duct in order to evaluate the related noise. For
now, the mean ﬂow values needed for the propagation (density, speed of sound and
axial Mach number) are obtained by a ﬂow averaging in plane P2 and in plane
P3 for upstream and downstream propagation respectively. Two sets of ﬂow values
are used for the propagation of the sources extracted from the asymmetric simu-
lations: the ﬁrst is obtained from the axisymmetric simulation and the other from
the asymmetric simulation. The eﬀect of inlet distortion on source generation and
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(b) h/H = 50%
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(c) h/H = 75%
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Figure 4.14: Normalized pressure jump distribution over one fan blade at
25%, 50%, 75% and 95% of blade height at the RF (approach conditions):
Amiet - axisymmetric inlet, Amiet - asymmetric inlet, CFD
- axisymmetric inlet, CFD - asymmetric inlet
noise propagation is therefore studied independently. Results are given in Fig. 4.15
at approach conditions as an example. Sources on one fan blade only have been
integrated.
An increase of both upstream and downstream noise levels is observed when
considering the sources in the presence of inlet distortion. At the BPF, the increase
is about 2 dB upstream and 9 dB downstream. The choice of axisymmetric or
asymmetric ﬂow values for the propagation of asymmetric sources has only a little
eﬀect.
4.3.3 Assessment of the rotor homogeneity
The sources radiated from the whole rotor are now propagated in a similar way.
The resulting noise is compared with the noise computed from one single blade and
from one ﬁctitious rotor of 18 blades created by duplicating one fan blade. Results
are given in Fig. 4.16.
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Figure 4.15: Acoustic power radiated by one fan blade at approach condi-
tions: axisymmetric source, asymmetric source and axisymmetric
flow, asymmetric source and asymmetric flow
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Figure 4.16: Acoustic power radiated by the fan (60A): isolated blade
homogeneous rotor composed of 18 identical blades, real rotor
Results obtained from the reconstructed rotor and the real rotor are naturally
the same because the real rotor is homogeneous. The gap between the noise ra-
diated by the single blade and the complete rotor is the same for the diﬀerent
frequencies and for both upstream and downstream levels. Its value is about 25
dB, which simply corresponds to the multiplication by the number of blades in dB
scale (10 log10(18
2) ≈ 25 dB). Similar comparison between the three conﬁgurations
is obtained on the mode distribution, as evidenced in Fig. 4.17.
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Figure 4.17: Upstream azimuthal mode distribution at 2BPF (60A):
isolated blade homogeneous rotor composed of 18 identical blades,
real rotor
4.3.4 Influence of the regime
The mode distributions obtained for the diﬀerent regimes are compared at the BPF
in Fig. 4.18. Upstream results obtained from the axisymmetric conﬁgurations are
shown only as examples.
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Figure 4.18: Upstream azimuthal mode distribution at 1BPF (axisymmet-
ric configurations): approach cutback, sideline
As observed for the OGV noise, more modes are cut-on when the engine rota-
tional speed is increased which results in a increased noise level. However, the shape
of the distribution is diﬀerent here. The rotor-locked mode m = −18 is far above all
other modes (+30 dB) when it is cut-on i.e. at sideline only. Then, the dominant
modes are the ones close to it (m = −17 to m = −14) with levels generally 20 dB
higher than other modes. This behavior results from the rotation of the fan. From
Eq. (B.70), it can be shown that the azimuthal mode m of harmonic sB is caused
by the ﬂuctuations of pressure on the blades at the harmonic −sB−m. At the BPF,
s = 1 so that the modes m = −17 to m = −14 correspond to the ﬂuctuations at the
ﬁrst to the fourth RF harmonic respectively. Because the distortion is composed of
low-order modes, the acoustic ﬁeld will be dominated by the azimuthal modes close
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to the rotor-locked mode. The later is included here even if it does not correspond
to the interaction of the fan with the distortion. This mode is linked to the steady
loading (−sB −m = 0) and its contribution is the Gutin’s noise. A strong impact
of the regime on the noise caused by fan sources is expected from these observa-
tions. The modes linked to distortion are all cut-oﬀ at approach, some of them are
cut-on at cutback and most of them are cut-on at sideline. At sideline, however, the
rotor-locked mode is also cut-on and dominates the modes related to fan-distortion
interaction.
4.3.5 Effect of axial variation of flow and duct
The results shown up to here were obtained with a single deﬁnition of the mean ﬂow
values and duct radii. As shown for the OGV noise, diﬀerences in noise levels can
be obtained when a diﬀerent sets of parameters is chosen in Goldstein’s analogy.
Same tests are performed here to evaluate the sensitivity of the noise caused by fan
sources to those parameters. Four sets of parameters are tested:
• set 1: duct deﬁned by fan extrema radii / mean ﬂow values extracted in plane
P2 and plane P3 for upstream and downstream noise evaluation respectively
(parameters used up to now);
• set 2: duct deﬁned by duct extrema radii in plane P2 and plane P3 for upstream
and downstream noise evaluation respectively / mean ﬂow values extracted in
plane P2 and plane P3 for upstream and downstream noise evaluation respec-
tively;
• set 3: duct deﬁned by fan extrema radii / mean ﬂow values extracted in plane
P1 and plane P7 for upstream and downstream noise evaluation respectively;
• set 4: duct deﬁned by duct extrema radii in plane P1 and plane P7 for upstream
and downstream noise evaluation respectively / mean ﬂow values extracted in
plane P1 and plane P7 for upstream and downstream noise evaluation respec-
tively.
The acoustic power at the ﬁrst three BPF computed using these four sets are com-
pared at approach conditions in Fig. 4.19.
The trends are conserved when changing the set of parameters but important
diﬀerences in noise levels can be obtained between two sets. The maximum diﬀer-
ence is obtained at the BPF (downstream radiation) with a gap of almost 3 dB.
Rienstra’s theory is therefore used as for the OGV noise to account for axial varia-
tion of the duct geometry and the mean ﬂow. The resulting axial evolution of the
acoustic power at the BPF is plotted in Fig. 4.20. Goldstein’s results obtained with
the four sets deﬁned above are added for comparison.
Upstream of the fan, there is no major diﬀerences (less than 0.3 dB) in the noise
levels predicted by Goldstein’s theory and Rienstra’s theory. Downstream of the
fan, the diﬀerences are more important and can go up to 3 dB (for set 4). It appears
that Goldstein’s results are better when obtained with sets 1 and 3 i.e. when the
duct radii are deﬁned as the extrema radii of the fan blades.
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Figure 4.19: Acoustic power radiated by the fan (60A) for different sets of
parameters: set 1, set 2, set 3, set 4
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Figure 4.20: Acoustic power radiated by the fan (60A): Goldstein (set
1), Goldstein (set 2), Goldstein (set 3), Goldstein (set 4),
Rienstra
4.3.6 Power formulation
On both sides of the fan, the power computed with Rienstra’s theory reaches high
values unlike the power computed with Goldstein’s theory. Those high values are
caused by the presence of evanescent modes close to the fan that are not accounted
for in the present Goldstein’s formulation. To make the explanations clearer, the
acoustic power evaluated using Rienstra’s theory is computed thanks to Eq. (1.62)
and the real part, the imaginary part and the modulus of the result are given along
the duct axis in Fig. 4.21.
Usually, the in-duct acoustic power is deﬁned as the real part of Eq. (1.62).
The result is determined by the cut-on modes and is almost constant upstream and
downstream of the fan. The cut-oﬀ modes are responsible for the imaginary part of
Eq. (1.62) and this is why the corresponding levels are high around the fan blades
only. However, even if they do not contribute to the in-duct acoustic power, the
cut-oﬀ modes may still have a signiﬁcant level in terms of pressure ﬂuctuations in
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Figure 4.21: Acoustic power radiated by the fan (60A): modulus,
real part, imaginary part
the inlet plane if the inlet duct is not long enough (as expected for UHBR engines).
In such cases, a part of these cut-oﬀ modes will radiate outside of the engine and will
contribute to the far-ﬁeld acoustic power. Accounting properly for this contribution
(by a mode-matching technique or by an LEE simulation outside of the engine for
example) is out of the scope of this thesis. Therefore, this is done in the rest of the
manuscript only approximately by considering the modulus of Eq. (1.62) instead of
its real part. For simplicity reasons, it is still called acoustic power even if it does
not match with the real in-duct acoustic power when the cut-oﬀ modes dominate
(i.e. close to the sources).
4.3.7 Effect of swirling flow
The eﬀect of swirling ﬂow on the noise level is now studied. It is included in the
same way as for the evaluation of the OGV noise. Noise predictions with and with-
out this swirl eﬀect are given in Fig. 4.22 at approach and cutback as examples
(axisymmetric inlet geometries).
Naturally, the impact of the swirl is only observed on downstream noise levels.
For both regimes, the swirling ﬂow reduces the downstream fan noise. The reduc-
tion is about 2.5 dB at approach and more than 20 dB at cutback. At sideline,
the impact is similar to at cutback. Those reductions in noise levels are far more
important than the ones observed for the OGV noise. To understand this behavior,
the azimuthal mode distribution at 1BPF is given in Fig. 4.23 at cutback.
As for the OGV noise, the swirl shifts the range of propagative modes towards
contra-rotative modes. However, the most important modes are the co-rotative
modes and especially the modes close to the rotor-locked mode. These modes are
cut-on at cutback but become cut-oﬀ when the swirl is accounted for. At approach,
most of these modes are already cut-oﬀ which explains the lower impact of swirl.
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Figure 4.22: Effect of swirl on the acoustic power radiated by the fan:
without, with
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Figure 4.23: Effect of swirl on the azimuthal mode distribution at 1BPF
in the interstage region (fan source - 80A): without swirl, with
swirl
4.3.8 Noise penalty induced by inlet distortion
As it was done for the OGV noise, the choice of duct and ﬂow for non-axisymmetric
conﬁgurations is ﬁrst discussed. The same deﬁnitions are compared: axisymmetric
duct and axisymmetric ﬂow, axisymmetric duct and asymmetric ﬂow, equivalent
asymmetric duct and asymmetric ﬂow. Results are given in Fig. 4.24 at both ap-
proach and cutback.
At approach, the choice of duct and ﬂow has only a little inﬂuence (less than 0.3
dB). However, at cutback, the impact of this choice is signiﬁcative. Using the axial
ﬂow extracted from the axisymmetric simulation instead of the one from the asym-
metric simulation is responsible for an increase of 7 dB. This trend is reversed by
accounting for the equivalent asymmetric duct with a reduced cross-section which
causes a decrease of 10dB. In total, a diﬀerence of 4 dB is obtained at cutback
depending on the condition of propagation (axisymmetric properties or asymmetric
properties). In the following, both predictions are kept because they allow to sepa-
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Figure 4.24: Acoustic power radiated by the fan (60N) for different flow
and duct definitions: axisymmetric duct and axisymmetric flow,
axisymmetric duct and asymmetric flow, equivalent asymmetric duct
and asymmetric flow
rate the eﬀect of distortion on source generation and noise propagation.
The impact of inlet distortion on the noise radiated by the fan is ﬁnally estimated
here at all regimes. Rienstra’s theory is used to propagate the sources extracted from
the whole rotor and a Doppler shift in frequencies is introduced in the interstage
region to model the swirl. Results are given in Fig. 4.25 for the BPF.
At all regimes, the noise radiated by the fan is more important in the upstream
direction than in the downstream one because of the swirl. When considering sim-
ilar propagation properties, the noise penalty caused by inlet distortion is large at
approach and cutback in both directions (about +4 dB and +8 dB in upstream and
downstream direction at approach and about +3 dB and +4 dB at cutback). At
sideline, the penalty downstream of the OGV is around 1 dB and there is no impact
upstream because the rotor-locked mode, which is linked to the steady loading and
is therefore not directly aﬀected by distortion, is cut-on. Nevertheless, accounting
for the diﬀerent propagation properties modiﬁes these conclusions at cutback and
sideline. The decrease of cut-oﬀ modes depends on the ﬂow conditions and on the
duct geometry. At approach, the important modes (the ones caused by the inter-
action with distortion) are well cut-oﬀ because they are far from the cut-on/cut-oﬀ
transition. Slightly modifying the ﬂow and duct geometry does not have an impor-
tant impact because the modes still stay strongly evanescent. However, at cutback
and sideline, those important modes are close to the cut-on/cut-oﬀ transition or
are slighlty cut-oﬀ so that a parameter variation can have a big inﬂuence. The im-
pact is observd only upstream where these modes are close to the transition. For
both regimes, considering the asymmetric propagation properties instead of the ax-
isymmetric ones for the evaluation of the asymmetric sources is responsible for an
important decrease of the upstream noise level by about 4-5 dB.
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Figure 4.25: Acoustic power radiated by fan with and without inlet distor-
tion: axisymmetric source, asymmetric source and axisymmetric
propagation properties, asymmetric source and asymmetric propaga-
tion properties
Summary of the section
The distortion-fan interaction noise has been studied in this section. The lim-
its of Amiet’s theory are again shown on such a conﬁguration. The limitation
to straight ducts in Goldstein’s theory is also responsible for diﬀerences in the
noise estimates of some decibels that can however be small for a convenient
choice of propagation parameters. The distortion-fan interaction is shown to
produce important modes close to the rotor-locked mode m = −18 at the
BPF (typically the mode m = −20, m = −19, m = −17, m = −16) because
the distortion is essentially described by low-order harmonics. These modes
are not necessarily cut-on and an important evolution of this noise with the
regime is observed. At approach conditions, all these modes are cut-oﬀ and the
noise is generated by modes of lower order that are caused by the interaction
with the high-order harmonics of the distortion. At cutback, some of these
modes become cut-on and at sideline, they are all cut-on, the rotor-locked
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mode included. All these modes are co-rotating and are therefore strongly
reduced by the swirling ﬂow (-20 dB at cutback for example). With the inlet
distortion, the power associated with these modes is increased at the source.
For similar propagation properties, the noise radiated by the fan sources is
therefore more important with inlet distortion, excepted at sideline where the
rotor-locked mode m = −18, linked to the steady loading on the blades, domi-
nates all other modes. However, the asymmetric air inlet is characterized by a
smaller cross-section surface and it is shown to mitigate this increase of noise.
4.4 Interaction of fan-blade wakes with IGVs
In this section, the noise caused by the interaction of fan-blade wakes with the IGVs
is studied. This noise is generally neglected and the validity of this assumption is
evaluated here. Because this mechanism is similar to the interaction of fan-blade
wakes with the OGVs, only the particularities linked to the IGV will be adressed.
4.4.1 Propagation in duct and assessment of the stator ho-
mogeneity
Goldstein’s analogy is used as for the OGV noise to evaluate the noise radiated by
the IGV. The IGV extrema radii are chosen for the deﬁnition of the duct and the
mean ﬂow values are extracted in plane P8 in the primary stream. Only the up-
stream results will be shown in this section because the noise radiated downstream
of the IGV will interact with many components before reaching the exit and will
be mixed with other noise sources (compressor, combustion, turbine and jet noise).
Contrary to the OGV, the IGV is homogeneous because all vanes are identical.
However, the distortion is responsible for non-homogeneous excitation so that the
response of each vane will be diﬀerent from the other. To quantify this, Goldstein’s
analogy is used to propagate the sources on one vane, on a ﬁctitious stator of 93
identical vanes recomposed from one vane and on the real stator. Results are given
in Fig. 4.26 for the axisymmetric conﬁguration at approach conditions.
The ﬁctitious homogeneous stator does not produce any sound at the ﬁrst three
BPF harmonics because all Tyler & Sofrin modesm = −nB−kV are cut-oﬀ (B = 18
number of blades, V = 93 number of vanes and k any integer). The noise that is
radiated from the real stator is not null and is therefore caused by the inhomogene-
ity of the excitation. It is lower by 1.5 to 3.5 dB than the noise radiated by the
single vane for the ﬁrst three BPF harmonics. This indicates the presence of some
destructive interferences at the origin of Tyler & Sofrin modes and the residual level
is caused by the slight inhomogeneity of the sources. The upstream azimuthal dis-
tribution at 2BPF is given in Fig. 4.27.
The power is distributed over all cut-on modes with a dominant planar modem =
0 when considering the real stator. The mode distribution between the isolated vane
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Figure 4.26: Acoustic power radiated by the IGV (60A): isolated vane
homogeneous stator composed of 93 identical vanes, real stator
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Figure 4.27: Azimuthal mode distribution of the 2BPF radiated upstream
(60A): isolated vane homogeneous stator composed of 93 identical
vanes, real heterogeneous stator
and the real stator are not similar because of the partial destructive interferences
occuring with the latter.
4.4.2 Noise penalty induced by inlet distortion
The eﬀect of axial variation of the ﬂow and geometry and the eﬀect of swirling ﬂow
are similar to the ones on OGV noise. The noise penalty on the IGV is directly
evaluated here using Rienstra’s theory and including the swirl in the interstage re-
gion. Results are given in Fig. 4.28 where the asymmetric sources are propagated
with both axisymmetric propagation properties and asymmetric ones.
The choice of axisymmetric or asymmetric propagation properties does not have
an inﬂuence on the upstream noise radiated from the asymmetric source, except at
sideline where a diﬀerence of more than 2 dB is observed. At all regimes, the inlet
distortion is responsible for an increase of the noise level radiated by the IGV. The
penalty is about 0.5 dB, 2 dB and 1 dB at approach, cutback and sideline respec-
tively. This is consistent with the previous observations. Adding the inlet distortion
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Figure 4.28: Acoustic power radiated by the heterogeneous IGV with or
without inlet distortion: axisymmetric inlet, asymmetric inlet
and axisymmetric duct and flow, asymmetric inlet and equivalent
asymmetric duct and flow
increases the inhomogeneity of the excitation and consequently the inhomogeneity
of the IGV unsteady loadings. The destructive interferences are therefore reduced
and the residual noise level is increased.
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Summary of the section
The noise caused by the interaction of the fan-blades wakes with the IGVs
presents similarities with the one resulting from the interaction with the
OGVs. The same conclusions can be drawn and the main diﬀerence is that
the heterogeneity of the IGV is only due to the heterogeneity of the excita-
tions (caused by the distortion) because all vanes are identical. The increased
heterogeneity caused by inlet distortion is responsible for a noise penalty that
can reach 2 dB.
4.5 Source breakdown using hybrid methods
The three noise sources described above are compared in this section in order to
establish a classiﬁcation for all regimes. This classiﬁcation is based on Rienstra’s
predictions including the swirling ﬂow in the interstage region by a Doppler shift.
4.5.1 Source breakdown at approach
The noise radiated at the BPF by each noise mechanism at approach conditions
is given in Fig. 4.29. The comparison between the sources extracted from the ax-
isymmetric simulations and the ones extracted from the asymmetric simulations is
done for similar propagation properties (axisymmetric duct and ﬂow) and for proper
propagation properties (i.e. axisymmetric duct and ﬂow for axisymmetric sources
and equivalent asymmetric duct and ﬂow for asymmetric sources).
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Figure 4.29: Source breakdown at approach - acoustic power at the BPF:
IGV non-axi, fan non-axi, OGV non-axi, IGV axi,
fan axi, OGV axi
Using similar or proper propagation properties does not change the noise radi-
ated by each mechanism. Upstream of the fan, the IGV noise appears to be very low
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compared to fan noise and OGV noise (10 dB to 17 dB lower). The OGV noise is
more important than fan noise by 7 dB approximately in inlet plane for the axisym-
metric conﬁguration. When inlet distortion is included, this diﬀerence is reduced
and becomes close to 3 dB. Downstream of the OGV, the noise is largely dominated
by the OGV sources in both axisymmetric and asymmetric conﬁgurations (approx-
imately 15 dB and 10 dB higher than fan noise without and with inlet distortion
respectively). These trends are linked to the fact that the important modes caused
by distortion-fan interaction are cut-oﬀ at approach. This is illustrated in Fig. 4.30
where the azimuthal mode distribution at BPF extracted in the inlet plane is plot-
ted. The modes radiated by fan and OGV sources for both inlet geometries are
shown only because the IGV noise is negligible.
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Figure 4.30: Upstream azimuthal mode distribution at the BPF (60A):
OGV axi, OGV non-axi, fan axi, fan non-axi
The important modes caused by distortion-fan interaction that typically ranges
from m = −17 to m = −14 are indeed cut-oﬀ. The planar mode dominates the
OGV noise with a level higher by 10 dB than any other mode. The inlet distortion
increases the fan modes but the impact on OGV modes is less clear (increase of
some modes and decrease of some others). This is why the upstream OGV noise
level is not aﬀected by the distortion while the fan one is increased. Downstream
of the OGV, the noise penalty induced by inlet distortion is caused by the OGV
sources. In conclusion, the upstream noise is caused by fan and OGV sources and
the downstream noise by OGV sources only at approach conditions. The noise
penalty induced by inlet distortion is caused by the rise of fan sources at the inlet
and by the rise of OGV sources at the outlet. However, the total upstream noise is
probably wrongly predicted because it is mainly caused by the OGV sources which
are impacted by the swirl (only simply modeled here) and by the rotor shielding
(not accounted for here).
4.5.2 Source breakdown at cutback
The source breakdown is now represented at cutback in Fig. 4.31.
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Figure 4.31: Source breakdown at cutback - acoustic power at the BPF:
IGV non-axi, fan non-axi, OGV non-axi, IGV axi,
fan axi, OGV axi
Again, the IGV noise is much lower than OGV noise and fan noise in the inlet
for both conﬁgurations (diﬀerence of more than 15 dB). Downstream of the OGV,
the noise is dominated by the OGV sources for both inlet geometries because the
swirl has signiﬁcantly reduced the downstream fan noise (cf. Sec. 4.3.7). In the inlet
plane, the OGV noise is more important than the fan noise in the absence of inlet
distortion. With the inlet distortion and considering similar propagation properties,
the OGV noise is rather unaﬀected and the fan noise is increased by more than 3 dB
which makes the two noise mechanisms comparable. This is caused by the increase
of some modes related to fan-distortion interaction that are cut-on. However, the
asymmetric duct makes the upstream propagation of this noise more diﬃcult with
a reduction of 3 dB when compared to propagation in the axisymmetric duct. The
reduced section of the equivalent asymmetric duct makes stricter the cut-on condi-
tion. This mitigates the increase of noise caused by the increased importance of fan
sources. The azimuthal mode distribution at BPF is given in Fig. 4.32 for fan and
OGV sources and for similar propagation properties.
The OGV modes distribution is concentrated on contra-rotative modes because
some co-rotative modes have been cut-oﬀ by the swirling ﬂow. The planar mode
is higher than any other by almost 10 dB and is only slightly impact by the inlet
distortion. The fan modes are dominated by the modes close to the rotor-locked
mode (especially the modes m = −16, m = −15, m = −14 and m = −13). These
modes are strongly increased by the inlet distortion (average increase of more than
5 dB). When considering asymmetric propagation properties, the modes m = −16
becomes cut-oﬀ and the total noise is reduced. The conclusions are therefore similar
to the one obtained at approach. However, the evanescent modes have an inﬂuence
over almost 60% of the inlet duct. This can have an important eﬀect on the noise
in the engines equipped with short inlet ducts. This eﬀect will be discussed using a
direct approach in Sec. 4.6.2.
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Figure 4.32: Upstream azimuthal mode distribution at the BPF (80A):
OGV axi, OGV non-axi, fan axi, fan non-axi
4.5.3 Source breakdown at sideline
The weight of the diﬀerent sources at sideline conditions is now represented in Fig.
4.33.
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Figure 4.33: Source breakdown at sideline - acoustic power at the BPF:
IGV non-axi, fan non-axi, OGV non-axi, IGV axi,
fan axi, OGV axi
Upstream of the fan, the noise radiated by OGV and IGV sources are both negli-
gible because the noise caused by fan sources is 35 to 40 dB higher. This important
diﬀerence is caused by the rotor-locked mode which becomes cut-on at sideline. This
is shown in Fig. 4.34 where the azimuthal mode distribution in the inlet plane is
given at the BPF. The swirling ﬂow cuts oﬀ this mode as well as the important
modes linked to distortion and makes the fan noise low compared to OGV noise
in the outlet plane (approximately 25 dB lower). When considering similar prop-
agation properties, the inlet distortion does not have any eﬀect on the noise level
upstream because the dominant rotor-locked mode is not aﬀected by the distortion.
However, an important reduction of the noise by 4 dB is observed when considering
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the propagation in the asymmetric duct. This is similar to what has been observed
at cutback conditions.
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Figure 4.34: Upstream azimuthal mode distribution at the BPF (90A):
OGV axi, OGV non-axi, fan axi, fan non-axi
At sideline, the contribution of the sources is clearer: the fan sources contribute
to the upstream noise and the OGV sources contribute to the downstream noise.
The upstream noise being dominated by the rotor-locked mode, no impact of ilnlet
distortion is observed. Only the impact of the propagation in a duct with a smaller
cross-section surface is observed. The impact of inlet distortion on the downstream
noise level (about 1.5 dB) is caused by the modiﬁcation of the OGV sources linked
to the modiﬁcation of the excitation. However, those results, especially for the fan
sources, should be taken with precaution because non-linear eﬀects occur at such
supersonic tip speeds. In addition, shocks develop in the inlet at sideline and are
not predicted with this theory.
Summary of the section
A comparison of the noise levels predicted by propagating the fan sources,
the OGV sources and the IGV sources has been proposed. The upstream
noise radiated by the IGV is shown to be negligible at all regimes. The
downstream noise is dominated by the OGV sources at all operating conditions
(levels higher by 10 dB at least) because of the swirling ﬂow that cuts-oﬀ
the important modes caused by the fan sources. For the upstream noise, the
dominating source is less clear except at sideline where the fan sources strongly
dominate because of the cut-on rotor-locked mode. With the predictions based
on Rienstra’s theory, the OGV sources dominate upstream at approach and
cutback but their noise level is likely wrongly predicted because the swirl is
only simply modeled and the rotor shielding eﬀect is not accounted for.
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4.6 Direct acoustic analysis
Important conclusions have been brought using hybrid methods for the prediction
of noise. Those methods allow the study of the noise mechanism independently and
have helped to establish a classiﬁcation of the sources for all regimes. However, im-
portant hypothesis have been made and might have an impact on the conclusions.
In particular, the swirling ﬂow was modeled by a simple Doppler shift in frequencies
and the rotor shielding eﬀect was not accounted for. These assumptions have prob-
ably an impact on the upstream OGV noise level. In order to complete the analysis,
direct methods are also used for the evaluation of the noise. They are presented in
this section.
4.6.1 Direct evaluation of acoustic power
The main advantage of using direct methods for the prediction of noise is that
no assumption is made on the duct geometry or on the ﬂow. However, they are
more diﬃcult to use in practice because they require a suﬃciently reﬁned mesh and
accurate numerical schemes. With the present meshes, they can be used for the
prediction of the noise level at the BPF only.
A Fourier transform has been performed during the simulations using the co-
processing capabilities of Antares [112]. The mean ﬁeld and the ﬁeld at the BPF
are therefore available in the whole domain, excepted in the rotor domain. The
real part of the pressure ﬂuctuations at the BPF extracted at 75% of vane height is
given in Fig. 4.35 for illustration. It corresponds to the axisymmetric simulation at
approach conditions.
Figure 4.35: Amplitude of pressure fluctuations at the BPF (60A) without
filtering
In the rotor domain, the map is not colored because the information is not avail-
able. Upstream of the fan, the rotor-locked mode composed of 18 azimuthal lobes is
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observed close to the fan but decreases while going towards the inlet. Downstream of
each fan blade and each OGV, ﬂuctuations are observed in the vicinity of the wakes.
These ﬂuctuations are linked to vorticity and correspond to the vorticity mode of
Chu & Kovasznay [32]. These vorticity (or hydrodynamic) ﬂuctuations pollute the
acoustic ﬁeld and need to be ﬁltered. To illustrate this need, the acoustic power
is evaluated directly from this unﬁltered ﬂuctuations at each section by integrating
Eq. (1.61). The results are given in Fig. 4.36. It should be recalled that, in this
manuscript, the acoustic power is deﬁned with the modulus of Eq. (1.62) instead
of its real part (see Sec. 4.3.6). Thus, an acoustic power can be attributed to the
cut-oﬀ modes while it should be zero in reality. This choice has been made to ac-
count for the possible contribution of the cut-oﬀ modes to the far-ﬁeld noise when
the inlet duct is short.
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Figure 4.36: Axial evolution of acoustic power at the BPF (60A) without
filtering
Upstream of the fan, hydrodynamic ﬂuctuations are not present and the esti-
mated power is reliable. However, downstream of the fan and the OGV, the abso-
lute levels (that cannot be given for conﬁdentialy reasons) are considerably high for
acoustics. Even without accessing to the absolute level, it can be seen by the huge
gap of 45 dB between the upstream noise level and the downstream one. This gap
was indeed of only 5 dB in the hybrid predictions (cf. Fig. 4.29).
In order to go deeper into this analysis, an azimuthal Fourier transform is per-
formed on the whole ﬁeld at the BPF. The ﬁeld associated with each azimuthal
mode is recomposed and the acoustic power is then evaluated by integrating Eq.
(1.61) for each mode. To make this decomposition easier, the presence of the pylon
is not accounted for and the duct downstream of the OGV is assumed to be annular
(i.e. not divided into two parts) where the ﬂuctuations are set to zero in the pylon
area. The evolution of the power associated with the four more important modes
downstream of the OGV is given in Fig. 4.37. The determination of the more im-
portant modes is done right downstream of the OGV.
The dominant modes are the modes m = −18, m = −20, m = −21 and m =
−19. These modes do not correspond to the cut-on modes generated by the OGV
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Figure 4.37: Axial evolution of acoustic power (60A) without filtering:
dominant modes ( mode -18, mode -20, mode -21, mode
-19 in order), total power
(that range from m = −12 to m = 12) and are therefore not linked to acoustics.
A ﬁltering procedure to exploit the results downstream of the fan and the OGV is
therefore required and will be detailed in Sec. 4.6.3.
4.6.2 Analysis of upstream power
The analysis of the upstream results is ﬁrst done because no ﬁltering is needed. The
three regimes are studied successively.
At approach
The study of the upstream results is performed by analyzing the evolution of the
acoustic power associated with each azimuthal mode. In order to keep clarity, only
the dominant modes will be plotted. Because the modes vary axially, the dominant
modes at one location may not be the dominant modes at another. This is why
the determination of the dominant modes will be done at 3 diﬀerent axial positions.
These positions are deﬁned by the ratio L/D between the distance to the fan L and
the diameter of the fan D: L/D = 0, L/D = 0.2 and L/D = 0.4. L/D = 0 is chosen
because it will evidence the modes close to the source, L/D = 0.2 because it is rep-
resentative of the size of UHBR engines and L/D = 0.4 because it is representative
of the size of current HBR engines [113]. In order to ease the comparison between
axisymmetric and asymmetric simulations, one set of dominant modes is determined
at each position for both conﬁgurations. Results at approach conditions are given
in Figs. 4.38, 4.39 and 4.40 for the dominant modes at L/D = 0, L/D = 0.2 and
L/D = 0.4 respectively. On each plot, six modes are represented so that the ﬁrst
three dominant modes of both axisymmetric and asymmetric simulations are plot-
ted at least. The same range is used between all plots and the power computed in
the axisymmetric simulation is added in black dotted line in the asymmetric plot to
ease the comparison.
The rotor-locked mode m = −18 is the most important mode at source but is
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Figure 4.38: Axial evolution of acoustic power at the BPF at approach:
dominant modes at L/D = 0 ( mode -18, mode -17, mode -19,
mode -16, mode -14, mode -22), total power
cut-oﬀ. It is nevertheless responsible for most part of the noise up to L/D = 0.2.
This mode is linked to the steady loading on the blades and is therefore not di-
rectly impacted by the inlet distortion. The orders of the other important modes at
L/D = 0 (-17, -19, -16, etc.) are all close to -18 and indicate that these modes are
linked to distortion-fan interaction. They are indeed signiﬁcantly increased by the
inlet distortion (+7 dB for m = −17 and +15 dB for m = −19 for example) but
they are all evanescent so that they do not contribute to the upstream noise.
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Figure 4.39: Axial evolution of acoustic power at the BPF at approach:
dominant modes at L/D = 0.2 ( mode -18, mode -2, mode -5,
mode -10, mode -6, mode 2), total power
When going upstream and looking at the dominant modes at L/D = 0.2, the
modes linked to distortion-fan interaction do not appear anymore because they are
cut-oﬀ. However, while being cut-oﬀ, the rotor-locked mode is still present and con-
tribute to the total noise. The other modes that become dominant in this region
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are low-order modes (-2, -5, -10, etc.) and are therefore probably linked to the in-
teraction of fan-blade wakes with the OGVs. Most of these modes are increased by
the inlet distortion via the modiﬁcation of the wakes.
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Figure 4.40: Axial evolution of acoustic power at the BPF at approach:
dominant modes at L/D = 0.4 ( mode -2, mode -6, mode -10,
mode -5, mode 2, mode -7), total power
At L/D = 0.4, the dominant modes are almost the same as at L/D = 0.2 ex-
cept the rotor-locked mode that has become unsigniﬁcant. From L/D = 0.2 to
L/D = 0.4, all the cut-oﬀ modes become unsigniﬁcant and only the cut-on modes
remain. The levels of these modes are constant up to the inlet plane and the penalty
induced by inlet distortion at the inlet is around 5 dB. A comparison of these results
with the predictions based on hybrid methods is given in Fig. 4.41. The noise ra-
diated by the fan, the OGV and the IGV sources computed using Rienstra’s theory
is given.
The domination of the OGV sources was already found using Rienstra’s the-
ory. However, both the fan noise and the OGV noise computed analytically are
greater than the total acoustic power predicted directly. For the OGV noise, this
overestimation is probably due to the simple model of swirling ﬂow and to the rotor
shielding eﬀect that is not accounted for in the present work. For the fan noise, the
overestimation is probably linked to the fact that all the important modes that are
linked to the interaction with the distortion are cut-oﬀ. The remaining modes (the
low-order modes) that causes the noise are linked to the unsteady loadings on fan
blades at higher frequencies that may be more easily polluted by hydrodynamics.
The noise penalty induced by inlet distortion of 4 dB is greater than the one pre-
dicted with Rienstra’s theory (1 dB if we consider only the OGV sources and 1.5
dB if we consider all sources).
At cutback
The same analysis is now performed at cutback. Results are given in Figs. 4.42,
4.43 and 4.44 for the dominant modes at L/D = 0, L/D = 0.2 and L/D = 0.4
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Figure 4.41: Axial evolution of acoustic power at the BPF at approach:
Rienstra - IGV, Rienstra - fan, Rienstra OGV, direct
method
respectively.
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Figure 4.42: Axial evolution of acoustic power at the BPF at cutback:
dominant modes at L/D = 0 ( mode -18, mode -17, mode -19,
mode -16, mode -20, mode -14), total power
In Fig. 4.42, the dominant modes at source (L/D = 0) are the same as the
ones observed at approach: the rotor-locked mode (-18) and the modes linked to
distortion-fan interaction (-17, -19, -16, etc.). Again, the rotor-locked mode is not
altered by the inlet distortion on the contrary of the other modes that are strongly
increased (+3 dB for m = −17 and almost +20 dB for m = −19 for example). The
decrease of the modes is more important for high order modes and this is consistent
with the theory.
Contrary to what has been observed at approach, the modes linked to distortion-
fan interaction are still dominant at L/D = 0.2 in Fig. 4.43. The lower decreasing of
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Figure 4.43: Axial evolution of acoustic power at the BPF at cutback:
dominant modes at L/D = 0.2 ( mode -18, mode -16, mode
-17, mode -15, mode -19, mode -14), total power
these modes (when compared with Fig. 4.38 for example) caused by the increased
rotational speed of the fan is responsible for this behavior. The most important
mode is still the rotor-locked mode but the other modes also contribute signiﬁcantly
to the total noise at this position. Over the 6 modes that are represented, 4 are
cut-oﬀ (-19 to -16) and 2 are cut-on (-14 and -15). Most of the noise at L/D = 0.2
is caused by the cut-oﬀ modes that might therefore have an impact for engines
equipped with short inlets.
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Figure 4.44: Axial evolution of acoustic power at the BPF at cutback:
dominant modes at L/D = 0.4 ( mode -15, mode -14, mode
-16, mode -13, mode -1, mode -17), total power
When going further upstream, the distortion-fan interaction modes remain dom-
inant. One low-order mode is also present (m = −1) but is 15 dB lower than other
modes so that it does not contribute signiﬁcantly to the total power. Because the
rotor-locked mode is not signiﬁcant anymore at L/D = 0.4 (it is "more cut-oﬀ" be-
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cause of its higher order), the distortion-fan interaction modes are now responsible
for most part of the noise. However, the total noise is surprisingly not increased
by the inlet distortion. A stronger attenuation of the cut-oﬀ modes is observed in
the asymmetric conﬁguration and explains this behavior. For example, the mode
m = −16 is 3 dB higher at source in the presence of inlet distortion but becomes
almost 7 dB lower at L/D = 0.4. This stronger attenuation has also been observed
with the hybrid methods when considering the equivalent asymmetric duct and is
therefore a consequence of the reduction of the cross-section surface of the asym-
metric air inlet. In any case, it appears that the modes caused by the interaction
of distortion with the fan are the most important contributor to the upstream total
noise. The comparison with the predictions based on hybrid methods is given in
Fig. 4.45.
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Figure 4.45: Axial evolution of acoustic power at the BPF at cutback:
Rienstra - IGV, Rienstra - fan, Rienstra OGV, direct method
With the hybrid methods, the noise caused by the OGV sources was dominant
for both inlet geometries. However, as already mentionned, this noise is probably
overestimated because of the rotor shielding eﬀect that has been neglected. The
levels predicted from the fan sources are close to the total power computed directly
and this is an additional evidence that the upstream noise is dominated by those
sources. This level is probably better predicted than at approach conditions because
some of the important modes caused by the interaction with the distortion becomes
cut-on. With both methods, the penalty induced by the inlet distortion is found
to be small (less than 1 dB) because of propagation eﬀects even if the sources are
signiﬁcantly increased.
At sideline
At sideline, the behavior is again diﬀerent because the rotor-locked mode and the
important modes linked to distortion-fan interaction are cut-on. Therefore, there
is no need to look at the dominant modes at several axial positions because they
remain the same in the whole inlet. The results are given in Fig. 4.46.
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Figure 4.46: Axial evolution of acoustic power at the BPF at sideline:
dominant modes in the inlet ( mode -18, mode -17, mode -19,
mode -16, mode -20, mode -15), total power
Without inlet distortion, the rotor-locked mode dominates all other modes with
a level at least 15 dB greater than the second most important mode. The upstream
noise level is therefore totally linked to this mode. All the other modes are the ones
close to it and are linked to the interaction of the fan with the distortion. This
is why these modes are signiﬁcantly increased by the inlet distortion: +10 dB for
m = −17, +8 dB for m = −16 and +16 dB for m = −19 for example. However, the
rotor-locked mode, while having the same value at source, is more attenuated in the
inlet. This is again an eﬀect of propagation that can be linked to the reduction of
cross-section surface according to hybrid method results. This stronger attenuation
results in a lower upstream noise level but this is partially mitigated by the increased
level of distortion-fan interaction modes. Those modes contribute to the upstream
noise in the asymmetric conﬁguration as evidenced by the gap of 2 dB between the
total power and the power associated with the rotor-locked mode. For comparison
purposes, the results obtained using Rienstra’s theory are given in Fig. 4.47.
The hybrid approach successfully predicted the domination of the fan sources but
considerably overestimates their noise level (by more than 15 dB). It is essentially
due to the overestimation of the rotor-locked mode: its noise level at inlet plane is
28 dB and 17 dB higher than the second dominant mode m = −17 without and
with inlet distortion respectively (see Fig. 4.34). This gap is much lower using the
direct approach: 17 dB in the axisymmetric case and 4 dB in the asymmetric one
at inlet plane. At supersonic tip speeds, the use of Rienstra’s theory appears to be
inappropriate to propagate fan sources. In addition, the rotor-locked mode at this
regime also carry the energy of the shocks that are not accounted for in the present
hybrid approch. Nevertheless, the reduction of the noise with the inlet distortion
was predicted in both methods. Using Rienstra’s approach, the noise is reduced by
4-5 dB because of the reduction of the duct section. In the direct estimations, the
reduction of noise is lower (1-2 dB) even if the rotor-locked mode is also reduced by
4-5 dB also. This is due to the increased importance of distortion-fan interaction
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Figure 4.47: Axial evolution of acoustic power at the BPF at sideline:
Rienstra - IGV, Rienstra - fan, Rienstra OGV, direct method
modes but also probably due to some modal scattering by the distortion [114] (see
for example the exchange of the energy between modes m = −18 and m = −17
from L/D = 0.3).
4.6.3 Filtering of hydrodynamic fluctuations
Before proceeding to the analysis of the downstream noise, a ﬁltering of the hy-
drodynamic ﬂuctuations must be performed. Several techniques are tested and are
shown in this section.
Filtering based on the convective fluctuations
The ﬁrst ﬁltering that has been performed is similar to the one used by Bonneau et
al. [21]. It is based on the fact that vorticity ﬂuctuations are convected with the
ﬂow. In a canonical one-dimensional case, if the mean ﬂow velocity is U0 and the
mean speed of sound is a0, then these ﬂuctuations will be convected at the speed U0
while the acoustic ﬂuctuations will be propagated at U0±a0 (+ for the downstream
propagation and − for the upstream one). The principle of the ﬁltering is simply to
remove the part convected at U0. It is applied here by interpolating the mean ﬂow
and the ﬁeld at the BPF on a Cartesian grid in order to follow the ﬂuctuations over
axial lines for each point (r, θ) of the cross-section. A Dynamic Mode Decomposition
(DMD) [115] is then performed on each line to detect the amplitude related to the
convection wavenumber kc = 2πf/U0 where f is the frequency. The deﬁnition of
U0 is discussed later. In practice, it will be deﬁned by a range to account for the
axial variation of the ﬂow so that a range of modes will be related to convection.
Each line is therefore reconstructed by accounting for all the modes except the ones
related to the convection.
U0 is ﬁrst chosen as the local velocity of the line. This velocity varies along the
line and is deﬁned by its minimum and maximum values Umin0 and U
max
0 . The con-
vection wavenumber therefore lies between kminc = 2πf/U
max
0 and k
max
c = 2πf/U
min
0 .
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Even if it is not shown here for purposes of brevity, it has been observed than remov-
ing all the wavenumbers between these upper and lower limits had almost no eﬀect
on the power. A tolerance tfilt is therefore added to mitigate this and the wavenum-
bers between (1 − tfilt) kminc and (1 + tfilt) kmaxc are ﬁltered. The results obtained
with a tolerance of 20% are presented below. The eﬀect of the ﬁltering will be illus-
trated on the ﬂuctuations and on the acoustic power. Considering the ﬂuctuations,
the procedure is applied to the pressure and the axial velocity ﬂuctuations because
they are both present in Eq. (1.61). The axisymmetric approach conﬁguration is
chosen as an illustration. The axial evolution of the real part of the pressure at the
BPF extracted in a line around mid-span is shown in Fig. 4.48(a), before and after
ﬁltering. The signal reconstitued from all the modes found by the DMD is given to
check the coherence of the decomposition. Note that the DMD is applied only to
the part downstream of the struts in order to avoid the presence of OGV evanescent
modes that might cause inaccuracies. The normalized wavenumbers found by the
DFT are also given 4.48(b) to highlight the ﬁltered wavenumbers. These wavenum-
bers are normalized by the averaged convection wavenumber knorm = 2πf/Unorm
where Unorm is the axial velocity averaged over the domain downstream of the OGV.
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Figure 4.48: Illustration of the filtering procedure based on local velocity
(60A) - point around mid-span: initial signal, reconstructed signal
from all modes, filtered signal
The signal recomposed from all the modes found by the DMD ﬁts well the ini-
tial signal which gives credits to the decomposition. The ﬁltered signal no longer
contains the fast variation of pressure that were convected with the ﬂow (the two
modes with normalized wavenumber around 1). The results obtained from a line
extracted close to the hub are now shown in Fig. 4.49.
On this line, the convective ﬂuctuations are not ﬁltered by the procedure. Be-
cause the mean axial velocity is lower close to the hub, the minimum and maximum
convective wavenumbers computed on the line kminc and k
max
c are high (around 2
after normalization). However, it appears that the hydrodynamic ﬂuctuations are
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Figure 4.49: Illustration of the filtering procedure based on local velocity
(60A) - point near hub: initial signal, reconstructed signal from all
modes, filtered signal
convected with the mean ﬂow of the section (normalized wavenumber around 1) de-
spite the low local axial velocity. This observation limits the use of the local velocity
for U0 in the ﬁltering procedure.
U0 is therefore now deﬁned as the averaged axial velocity of the section. It means
that each line of the same section are characterized by the same U0. However, U0
is still varying along the lines and as previously, the convective wavenumbers are
considered between the minimum and maximum value over the line kminc and k
max
c .
A tolerance is similarly added. The results obtained for the same line as the one
shown in Fig. 4.49 are given in Fig. 4.50.
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Figure 4.50: Illustration of the filtering procedure based on global velocity
(60A) - point near hub: initial signal, reconstructed signal from all
modes, filtered signal
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Accounting for the velocity averaged over the section (called global velocity) in-
stead of the local velocity to the line makes the ﬁltering better in this region, by
eliminating the two modes close to 1. However, the variation of global velocity over
the line is lower than the one of the local velocity and the range of modes to be
ﬁltered [kminc , k
max
c ] is therefore smaller. This makes the ﬁltering partially ineﬃcient
for some lines. For example, the results shown in Fig. 4.48 for the line extracted
around mid-span are updated with the use of global velocity in Fig. 4.51.
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Figure 4.51: Illustration of the filtering procedure based on global velocity
(60A) - point around mid-span: initial signal, reconstructed signal
from all modes, filtered signal
This smaller range is responsible for the ﬁltering of one mode only (the one
closest to 1). The other mode is not ﬁltered and some hydrodynamic ﬂuctuations
(high frequency variations) are still visible in the ﬁltered signal. This behavior can
be corrected by simply increasing the tolerance parameter tfilt. For this line, using
tfilt = 0.5 removes the residual hydrodynamic ﬂuctuations.
The ﬁltering procedure is done on both pressure and axial velocity ﬂuctuations
and the acoustic power is evaluated from the ﬁltered ﬂuctuations. A comparison
between the results obtained using a local deﬁnition for U0 (with tfilt = 0.2) and a
global deﬁnition (with tfilt = 0.2 and tfilt = 0.5) is given in Fig. 4.52.
For a tolerance of 20%, the use of the local velocity for the deﬁnition of the
convection wavenumber instead of the global velocity ﬁlters more the hydrodynamic
ﬂuctuations (power 2 dB lower). This is caused by the more important variations of
the local velocity and the resulting bigger range of modes to be ﬁltered. This is why
the ﬁltered power is signiﬁcantly decreased (-8 dB) with the global velocity deﬁnition
when the tolerance is increased to 50%. The level is lower than the one obtained
using the local velocity deﬁnition where the ﬂuctuations near boundaries were not
ﬁltered because of low local velocities. On both sides of the ﬁltered power, a strange
behavior is observed and is due to the decomposition method which detects artiﬁcial
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Figure 4.52: Axial evolution of the acoustic power at the BPF (60A):
without filtering, filtering based on local velocity - tfilt = 0.2,
filtering based on global velocity - tfilt = 0.2, filtering based on global
velocity - tfilt = 0.5
modes with very high ampliﬁcation coeﬃcients. Therefore, the values of acoustic
power obtained in these regions are not exploitable. This ﬁltering procedure is
diﬃcult to use in practice because it strongly depends on the choice of the tolerance
which cannot be known a priori. By increasing it too much, part of the acoustic
ﬂuctuations may also be removed.
Filtering based on modal decomposition
Another ﬁltering technique is used in order to overpass the limits exposed above. It
is inspired from the mode matching technique originally developed by Ovenden &
Rienstra to couple CFD and CAA simulations [61]. At each section, the ﬁeld at the
BPF (static pressure and axial velocity) is decomposed into duct modes using the
local duct radii. For example, the pressure p̂ at pulsation ω and at point (x, r, θ) is
written, with the notations of Sec. 1.6,
p̂(x, r, θ) =
+∞∑
m=−∞
+∞∑
n=0
pmn(x, ω)ψmn(x, r, θ), (4.2)
where
ψmn(x, r, θ) = [Amn(x)Jm(αmn(x)r) +Bmn(x)Ym(αmn(x)r)] e
−imθ. (4.3)
The pressure modal coeﬃcient pmn(x, ω) is obtained from the simulations by a pro-
jection of the azimuthal Fourier components pm(x, r) over Bessel’s functions:
pmn(x, ω) =
2π
Γmn
∫ Rt
Rh
pm(x, r) [Amn(x)Jm(αmn(x)r) +Bmn(x)Ym(αmn(x)r)] rdr.
(4.4)
This decomposition relates to Rienstra’s theory in which each mode is charac-
terized by its wavenumber γ±mn (see Eq.( 1.91) for example). + and - stand for the
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upstream and downstream propagation respectively. For now, the ﬂuctuations ex-
tracted from the CFD are assumed to propagate in the downstream direction only
(i.e. no reﬂection on the boundaries). This assumption is evaluated later. From
the axial evolution of each mode computed from the CFD, it is therefore possi-
ble to extract only what is propagated with the theoretical wavenumber γ−mn (i.e.
the acoustic part of the ﬂuctuations) using a DMD as previously. This acoustic
wavenumber γ−mn varies along the duct so that a range of acoustic wavenumbers is
deﬁned in practice for each mode. Filtering by accounting for what is strictly in
this range is too restrictive and several modes that are theoretically cut-on reach
zero. This can be explained by the fact that this range of acoustic wavenumbers is
valid only for ﬂows that are purely axial and that are homogeneous in the radial
and the azimuthal directions (assumptions in Rienstra’s theory). To mitigate these
tight constraints linked to the hypotheses of the theory, a tolerance must be included
again. However, contrary to the previous ﬁltering technique, the tolerance can be
chosen more objectively here. Indeed, both the theoretical convective wavenumber
(deﬁned with the velocity integrated over the section because there is no more local
quantities with the modal decomposition) and the acoustic wavenumber are known.
It is therefore easy to choose the tolerance so that there is no overlapping. In the re-
sults presented here, the axially-averaged convective wavenumber is computed such
as the axially-averaged acoustic wavenumber for each mode. If a wavenumber found
by the DMD is closer to the convective wavenumber than to the acoustic wavenum-
ber, then it is removed from the signal. The procedure is illustrated on one duct
mode (m = 6, n = 0) in Fig. 4.53, still for the axisymmetric approach conﬁguration.
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Figure 4.53: Illustration of the filtering procedure based on modal decom-
position (60A) - pressure signal - mode (m = 6, n = 0): initial signal,
reconstructed signal from all axial modes, filtered signal
The hydrodynamic ﬂuctuations (characterized by the normalized wavenumber
near 1) are of lower amplitude than the acoustic ﬂuctuations (characterized by the
smaller wavenumbers). This is generally true for the modal pressure of all other
cut-on modes. These hydrodynamic ﬂuctuations have been completely removed by
the ﬁltering. It should also be noted that the signal reconstructed from all the modes
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found by the DMD correctly recovers the initial signal. The eﬀect of the ﬁltering
is much more important on the axial velocity signal which is known to be more
aﬀected by the hydrodynamics than the pressure one [61]. This is illustrated in Fig.
4.54 which shows the axial evolution of the the axial velocity associated with the
same mode.
-0.04
-0.03
-0.02
-0.01
 0
 0.01
 0.02
 0.03
xogv xstr xout
N
or
m
al
iz
ed
 v
el
oc
ity
 fl
uc
tu
at
io
ns
Axial position
O
G
V
(a) Axial evolution of axial velocity fluctuations
at BPF
 0
 0.005
 0.01
 0.015
 0.02
 0.025
-1 -0.5  0  0.5  1  1.5  2
N
or
m
al
iz
ed
 v
el
oc
ity
 a
m
pl
itu
de
Normalized axial wavenumber
(b) Axial mode decomposition at BPF
Figure 4.54: Illustration of the filtering procedure based on modal decom-
position (60A) - axial velocity signal - mode (m = 6, n = 0): initial
signal, reconstructed signal from all axial modes, filtered signal
The hydrodynamic ﬂuctuations are much greater than acoustic ones here, even
if the mode is cut-on. This is observed for all other modes. Still, the ﬁltering is able
to isolate the acoustic part. However, the ﬁltered signal is a bit noisy because of the
presence of high wavenumbers that are not shown in the graph for clarity.
In order to avoid the diﬃculty linked to the ﬁltering of the velocity signal, the
modal decomposition technique oﬀers the possibility to compute the axial velocity
acoustic ﬂuctuations directly from the pressure ones. Indeed, Eqs. (1.99) and (1.101)
yields
u−mn(x, ω) =
λ−mn
ρ0a0
p−mn(x, ω), (4.5)
where the notations of Sec. 1.6 are used. The use of this relation not only ease the
computation of the acoustic velocity ﬂuctuations but also allows to have a consis-
tency with the equations describing the acoustics in a slowly varying annular duct
with a slowly varying axial ﬂow. A comparison between the velocity ﬂuctuations
obtained by ﬁltering the velocity signal of the CFD (called P+V ﬁltering because
the ﬁltering is applied to both pressure and velocity) and the velocity ﬂuctuations
computed from the ﬁltered pressure ﬂuctuations using Eq. (4.5) (called P ﬁltering
because the pressure only is used form the CFD) is given in Fig. 4.55 for the same
mode.
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Figure 4.55: Axial evolution of axial velocity fluctuations at BPF (60A)
- mode (m = 6, n = 0): without filtering, P+V filtering, P
filtering
When using the velocity signal from the CFD, the ﬁltered signal is indeed a bit
noisy but it is nevertheless close to the one computed theretically from the pressure
signal (less than 20% of error on average). It means that, for this mode, the pressure
and velocity resulting from the ﬁltering procedure are consistent with the equations
of acoustics, even without using the theoretical relationship (4.5).
In both the P and P+V ﬁltering described above, it has been assumed that the
acoustic waves were going in the downstream direction only. This is true downstream
of the OGV only if the reﬂection of the waves by the outlet boundary condition is
negligible. In the CFD simulations, stretching zones have been added at the outlet
to avoid these reﬂections. Using the modal decomposition technique allows the
decomposition into an upstream and downstream acoustic waves when using the
pressure and velocity jointly. It will be done here in order to check this assumption.
The pressure and axial velocity coeﬃcients associated with the mode (m, n) can be
decomposed into an upstream part and a downstream one
pmn(x, ω) = p
+
mn(x, ω) + p
−
mn(x, ω), (4.6a)
umn(x, ω) = u
+
mn(x, ω) + u
−
mn(x, ω), (4.6b)
with the velocity related to the pressure by
u±mn(x, ω) =
λ±mn
ρ0a0
p±mn(x, ω). (4.7)
With the values of pmn(x, ω) and umn(x, ω) extracted from the CFD (using Eq.
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(4.4)), the upstream and downstream waves can be determined [39]:
p+mn(x, ω) =
ρ0a0umn(x, ω)− λ−mnpmn(x, ω)
λ+mn − λ−mn
, (4.8a)
p−mn(x, ω) = pmn(x, ω)− p+mn(x, ω), (4.8b)
u+mn(x, ω) =
λ+mn [ρ0a0umn(x, ω)− λ−mnpmn(x, ω)]
ρ0a0 [λ+mn − λ−mn]
, (4.8c)
u−mn(x, ω) = umn(x, ω)− u+mn(x, ω). (4.8d)
Because this technique requires the joint use of pressure and velocity ﬂuctuations,
it is called PV ﬁltering in the rest of the section. The comparison of the ﬁltered
pressure and axial velocity obtained using the PV technique and the P technique is
provided in Fig. 4.56 for the mode (6, 0).
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Figure 4.56: Axial evolution of pressure and axial velocity fluctuations at
BPF (60A) - mode (m = 6, n = 0): without filtering, P filtering,
PV filtering
The evolution of pressure and velocity obtained with both ﬁltering techniques
are close with local diﬀerences that do not exceed 20%. The PV signal is more noisy
because it uses the axial velocity signal of the CFD. This high similarity indicates
that this mode is essentially propagating in the downstream direction. All the obser-
vations made above are observed for the other modes and witness a correct behavior
of the ﬁltering technique. This is evidenced by the comparison between the three
types of ﬁltering (P+V, P and PV) in terms of resulting total power in Fig. 4.57.
The impact of the ﬁltering based on modal decomposition is much more impor-
tant than the ones observed with the previous ﬁltering technique (around -30 dB
instead of -15 dB for tfilt = 50%). The ﬁltered power level does not depend on the
formulation (P+V, P and PV) which means that
• the ﬁltered pressure and velocity in the P+V formulation are consistent with
the equations of duct acoustics (similarity of P+V noise level and P level);
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Figure 4.57: Axial evolution of acoustic power at the BPF (60A):
without filtering, P+V filtering, P filtering, PV filtering
• the ﬁltered power is entirely caused by the downstream acoustic waves (simi-
larity of P noise level and PV level).
These two remarks gives credit to the ﬁltering based on modal decomposition and
to the predicted downstream noise levels. In addition, the resulting acoustic power
is almost constant which is expected far from the sources. In the following of the
manuscript, the downstream acoustic power levels are based on the P ﬁltering (the
less noisy).
The dominant modes downstream of the OGV that were shown in Fig. 4.37
without ﬁltering are now recomputed after application of the P ﬁltering. The re-
sults are given in Fig. 4.58, again for the axisymmetric approach conﬁguration.
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Figure 4.58: Axial evolution of acoustic power (60A) with filtering based
on modal decomposition (P): dominant modes ( mode -10, mode
6, mode -6, mode 8 in order), total power, filtered power
Contrary to what was observed before the ﬁltering, the downstream noise is
now dominated by low-order modes that are not caused by vorticity ﬂuctuations.
The dominant modes are of maximum absolute order 10 and are therefore probably
caused by OGV sources.
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4.6.4 Analysis of downstream power
The downstream power levels obtained after ﬁltering are analyzed here. Such as
for the upstream noise, the analysis is based on the determination of the domi-
nant modes. For upstream noise analysis, the dominant modes were determined
at diﬀerent locations because of the importance of the cut-oﬀ modes in the inlet.
Downstream of the OGV, the axial variation of the modes is not as crucial and the
dominant modes are therefore determined at one location only (in the outlet plane).
At approach
The results at approach conditions are given in Fig. 4.59 for both inlet geometries.
On the asymmetric plot, the total noise level computed from the axisymmetric simu-
lation is added in black dotted line to ease the comparison. All the dominant modes
at the outlet are low-order modes and are therefore probably linked to fan-OGV
interaction. The eﬀect of the inlet distortion is not the same on all these modes
but most of them are increased. For example, the two most important modes in the
asymmetric conﬁguration m = −7 and m = 6 are increased by 7 dB and 4 dB re-
spectively, which is responsible for a penalty of more than 3 dB in total. Important
axial variations of the power carried by the diﬀerent modes is also observed (up to 5
dB for m = −7 in the axisymmetric conﬁguration). This indicates important modal
scattering that can be caused by axial variations of the mean ﬂow and duct radii
[116], the presence of the pylon [110] or the presence of distortion (i.e. azimuthal
variation of the mean ﬂow) [114].
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Figure 4.59: Axial evolution of acoustic power at the BPF at approach:
dominant modes in the outlet ( mode -6, mode -7, mode 6,
mode 2, mode 3, mode 5), total filtered power
The comparison with the power levels predicted with Rienstra’s theory is given in
Fig. 4.60. Both the noise radiated from the fan sources and from the OGV sources
is represented. The domination of the OGV sources is also found in the hybrid
approach with a level 14 dB and 9 dB higher for the OGV than for the fan. The
noise levels that are predicted with Rienstra’s theory are in good agreement with
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the direct estimates (diﬀerence of less than 1 dB) and the acoustic penalties caused
by inlet distortion are consequently coherent between both approaches (around 2
dB and 3 dB for the hybrid and direct approaches respectively).
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Figure 4.60: Axial evolution of acoustic power at the BPF at approach:
Rienstra - fan, Rienstra OGV, direct method
At cutback
The same procedure is applied at cutback and results are given in Fig. 4.61. Again,
the dominant modes at the outlet are of orders far from the rotor-locked mode
(m = −18) and are probably linked to OGV sources. The energy associated with
most of these modes is increased resulting in a total acoustic penalty of 2.5 dB
on average. The scattering between the modes is increased when compared to ap-
proach conditions and humps are also observed for some modes (m = 6 for example).
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Figure 4.61: Axial evolution of acoustic power at the BPF at cutback:
dominant modes in the outlet ( mode -2, mode 10, mode 6,
mode -11, mode -14, mode 8), total filtered power
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The comparison with the hybrid approach results is given in Fig. 4.62. The
domination of the OGV sources in the downsteam noise is again evidenced with levels
18 and 15 dB higher than the noise caused by fan sources for the axisymmetric and
the asymmetric conﬁgurations. Signiﬁcative diﬀerences of approximately 3 dB on
average are observed between the levels predicted with both approaches. However,
the noise penalty is similar between both approaches (around 2.5 dB for the direct
approach and 2 dB in average for the hybrid approach).
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Figure 4.62: Axial evolution of acoustic power at the BPF at cutback:
Rienstra - fan, Rienstra OGV, direct method
At sideline
Results at sideline conditions are given in Fig. 4.63. For this regime, the modes
are less impacted by the inlet distortion and conserve their global shape. The in-
crease of total noise is therefore moderate (around 1 dB in average). At sideline,
the cut-on/cut-oﬀ transition occurs at a higher order than at approach and cutback
and some modes of high absolute orders are therefore present in the outlet plane.
It is not evident to say a priori if the modes m = −13 and m = −14 come from
the interaction of the fan with the 4th and 5th harmonic of the distortion or from
the interaction of the fan-blade wakes with the OGV. The other dominant modes
are all co-rotating (and therefore far from the rotor-locked mode) and are probably
caused by OGV sources.
The predominance of the OGV sources is again also evidenced with the hybrid
approach as shown in Fig. 4.64. The diﬀerences between the absolute noise levels
predicted by both approaches are increased when compared to the cutback and ap-
proach regimes. This is probably caused by the increased number of radial modes
that become cut-on when increasing the rotational speed of the engine. However,
these diﬀerences are found for both conﬁgurations and the impact on the noise in-
duced by inlet distortion is consistent between both methods (approximately +2 dB
in average).
171/218
  
 
 
 
 
 
 
 
 
 
 
xogv xstr xout
Ac
ou
st
ic
 p
ow
er
Axial position
3 dB
O
G
V
(a) Axisymmetric air inlet
 
 
 
 
 
 
 
 
 
 
 
 
xogv xstr xout
Ac
ou
st
ic
 p
ow
er
Axial position
3 dB
O
G
V
(b) Asymmetric air inlet
Figure 4.63: Axial evolution of acoustic power at the BPF at sideline:
dominant modes in the outlet ( mode -14, mode -13, mode 8,
mode 10, mode 16, mode 5), total filtered power
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Figure 4.64: Axial evolution of acoustic power at the BPF at sideline:
Rienstra - fan, Rienstra OGV, direct method
Summary of the section
A direct acoustic analysis has been performed in this section. The study of
the downstream noise required a preliminary step that consists in ﬁltering
the hydrodynamic ﬂuctuations. Two types of ﬁltering were tested: one based
on a local identiﬁcation of the convective pertubations and the other based
on a modal decomposition. The ﬁltering based on the modal decomposition
was shown to work correctly and has been applied to predict the downstream
noise levels. At all regimes, the dominant modes downstream of the OGV
are low-order modes that are probably caused by the OGV sources, which
is consistent with the results based on Rienstra’s theory. They are generally
increased by the inlet distortion which results in a higher total power. How-
ever, this increase is reduced with the regime (penalty around 3 dB, 2 dB and
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1 dB at approach, cutback and sideline respectively). The penalties induced
by inlet distortion are in good agreement (maximum diﬀerence of 1 dB) with
the ones predicted using Rienstra’s theory even if diﬀerences were evidenced
in the absolute noise levels. Concerning the upstream noise, a modal analy-
sis evidenced a domination of the modes caused by distortion-fan interaction
at cutback and sideline (modes around the rotor-locked mode). At approach,
low-order modes dominate and are likely linked to OGV sources. The compar-
ison with the previous results highlight the limits of the analytical propagation
method used in the present work. The upstream noise radiated by the OGV
sources predicted using Rienstra’s theory is likely overestimated because the
rotor shielding eﬀect has not been taken into account. At sideline, the fan-
blade tip speed becomes supersonic and the noise levels predicted analytically
are largely overestimated.
4.7 Conclusion
The impact of distortion on the noise radiated by the fan module has been evaluated
in this chapter using both an hybrid and a direct approach. The hybrid approach
permitted the study of the diﬀerent noise mechanisms (excepted the shock noise
mechanism) separately. The impact of inlet distortion is evidenced on all mecha-
nisms. It naturally increases the distortion-fan interaction noise but also the fan-
OGV and fan-IGV interaction noise via the increased inhomogeneity of the wakes.
A source breakdown based on this approach is proposed and is completed by a di-
rect acoustic analysis (after ﬁltering the non-acoustic part of the ﬂuctuations via a
modal decomposition). The results show that the downstream noise is dominated by
the fan-OGV interaction mechanism, because of the swirling ﬂow that cuts-oﬀ most
co-rotating modes. The upstream noise seems to be dominated by OGV sources at
approach and fan sources linked to the interaction with the distortion at cutback.
At sideline, the rotor-locked mode is cut-on and dominates all other mode. The
fan-IGV interaction noise is shown to be negligible.
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Conclusions and perspectives
Recalling the objectives
The present PhD thesis concerns the study of the tonal noise generated by a fan
module of a modern turbofan engine. Usually, the interaction of the fan-blade wakes
with the OGVs is considered to be the dominant source of noise for subsonic operat-
ing points. In transonic regimes, the fan-self noise (steady loading and shock noise)
also becomes important. The noise caused by the interaction of distortion with the
fan blades is generally neglected. However, the distortion is expected to increase in
UHBR engines and this source breakdown might be altered. The purpose of this
PhD thesis was to evaluate the impact of this increased distortion on the noise gen-
erated by the fan module.
The study is based on full-annulus URANS simulations that include the air inlet,
the fan, the IGVs and the OGVs. The OGV is heterogeneous and includes the pylon
which is typical of modern architectures. Two air inlet geometries are considered
(one is axisymmetric and the other is not) in order isolate the eﬀects of inlet distor-
tion that is the dominant source of distortion in the fan plane. The three acoustic
certiﬁcation points (approach, cutback and sideline) which correspond to diﬀerent
engine regimes are studied.
Conclusions from a physical point of view
The distortion has been characterized and quantiﬁed. When the inlet is axisym-
metric, the distortion only comes from the potential eﬀect of the pylon and struts.
The potential eﬀect of the classical vanes is indeed found to be negligible. While
going upstream, the initial shape of the distortion composed of four lobes changes
and only one major lobe remains. This lobe is due to the upper bifurcation (the
largest one) which slows down the ﬂow in its proximity. By going through the fan,
this lobe is deviated by its rotation by an angle that varies linearly with the regime.
The distortion caused by the pylon increases with the regime in the interstage region
and reaches higher values close to the casing.
In addition, the asymmetry of the air inlet creates a distortion in the fan plane
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that is characterized by a low-velocity region at the top and a high-velocity region at
the bottom. This additional distortion increases the inhomogeneity of the ﬂow right
upstream of the fan, essentially close to the tip, where the distortion index has been
multiplied by 4 to 6 depending on the regime. The eﬀect in the interstage region
is also signiﬁcant, with an increase of the amplitudes of the ﬁrst three harmonics of
distortion which can be multiplied by more than 2.
The impact of this distortion on unsteady aerodynamic features has been de-
scribed. The distortion linked to the potential eﬀect of the pylon is responsible for
important unsteady loadings on fan blades at the RF. These unsteady loadings are
multiplied by more than 2 because of the inlet distortion. The modiﬁcation of the
fan-blade wakes has also been highlighted with the circumferential inhomogeneity
of the velocity deﬁcits. The inlet distortion further increases these inhomogeneities.
Diﬀerences in the unsteady loadings between the diﬀerent OGVs is therefore evi-
denced and are increased with the inlet distortion. At approach for example, the
integrated pressure at the BPF vary from one vane to another by a factor of 2
without inlet distortion and by a factor of 3 when inlet distortion is added. At side-
line, shocks also develop on the fan blades and propagate upstream. These shocks
are almost ﬁxed when the air inlet is axisymmetric but their position varies over
10% of the chord and their strength varies by 45% in the presence of inlet distortion.
The consequences in terms of noise emissions have been shown. The downstream
noise appears to be eﬀectively dominated by the OGV sources caused by the inter-
action with the fan-blade wakes (levels higher by 10 dB at least using predictions
based on Rienstra’s theory). This is essentially due to the swirl in the interstage
that cuts-oﬀ the important modes caused by the interaction of the distortion with
the fan. The inlet distortion increases the downstream noise by 1 to 3 dB depending
on the regime by increasing the inhomogeneity of the wakes. As for the upstream
noise, the fan sources are shown to be important contributors, at least at cutback
and sideline. The balance at approach is less evident to establish but an increase
of about 5 dB caused by the inlet distortion is computed with the direct approach.
At cutback, the distortion-fan interaction modes dominate the upstream noise and
some of them are increased by more than 10 dB with the inlet distortion. This is
similar at sideline but the fan-self noise, carried by the rotor-locked mode and not
aﬀected by the inlet distortion at source, is also dominant. However, it appears that
the propagation in the asymmetric inlet (characterized by a smaller cross-section
surface) mitigates these increased levels at cutback and sideline. Finally, the contri-
bution of the IGV sources that is generally neglected has been evaluated for the ﬁrst
time. Their contribution is insigniﬁcant even if the associated noise is increased by
some decibels with the inlet distortion (again because of the increased heterogeneity
of the impinging wakes). These conclusions are summarized in Tabs. 4.1 and 4.2 for
the upstream and the downstream noise respectively. For each certiﬁcation point,
the dominant mechanism(s) is (are) given along with the impact caused by inlet
distortion. Two symbols are given for the distortion-fan interaction at cutback and
for the fan-self noise at sideline because of the mentionned propagation eﬀects in the
asymmetric duct. The ﬁrst symbol stands for the eﬀect of inlet distortion at source
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while the second one stands for the eﬀect of inlet distortion in the inlet plane.
Mechanism Approach Cutback Sideline
Wakes-OGV interaction ր
Distortion-fan interaction ր / = ր
Fan self-noise = /ց
Wakes-IGV interaction
Table 4.1: Source breakdown for upstream noise: dominant mecha-
nism, = /ց /ր evolution with inlet distortion (no effect, decrease, in-
crease)
Mechanism Approach Cutback Sideline
Wakes-OGV interaction ր ր ր
Distortion-fan interaction
Fan self-noise
Wakes-IGV interaction
Table 4.2: Source breakdown for downstream noise: dominant mech-
anism, = /ց /ր evolution with inlet distortion (no effect, decrease, in-
crease)
Conclusions from a methodological point of view
The work done during this PhD thesis is based on full-annulus URANS simulations
of a whole fan module. The main conclusions of the work were obtained by compar-
ing the simulations with and without inlet distortion that were run with the same
numerical setup. An analysis of the performances has been done in order to verify
the correct operating of the fan module.
Concerning acoustic predictions, several methods with diﬀerent degrees of mod-
eling have been used. First, for hybrid methods, the limits of Amiet’s model to
correctly predict the unsteady loadings on the blades and vanes have been shown
even if it gives the good trends. The overlapping of the blades and vanes is high in
the studied conﬁguration and a strong cascade eﬀect is expected. This justiﬁes the
use of the numerical sources for the in-duct propagation. The eﬀects of the axial
variation of the ﬂow and the duct geometry are shown to be signiﬁcant with diﬀer-
ences in noise levels that can reach several decibels. The use of the slowly varying
theory of Rienstra permits to overpass these limits. The modeling of the swirling
ﬂow by a simple Doppler shift is probably simplistic and reduces the conﬁdence on
the downstream noise levels caused by fan sources and on the upstream noise levels
caused by OGV sources. This is likely not important for the fan sources because
the downstream noise is found to be dominated by the OGV sources. However, the
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upstream noise radiated by the OGV is greater at cutback than the noise coming
from fan sources. This is not in agreement with the results coming from the direct
analysis. The simple modeling of the swirling ﬂow is probably one of the reasons
that explain these diﬀerences. In addition, the rotor shielding eﬀect was not ac-
counted for in this hybrid approach and has probably an important inﬂuence on the
usptream noise coming from the OGV. Finally, the limits of Rienstra’s theory for
the propagation of fan sources at supersonic tip speeds were shown with levels that
were largely overestimated (by more than 15 dB).
The direct analysis of the downstream results required a preliminary ﬁltering of
the hydrodynamic ﬂuctuations. Two types of ﬁltering were compared: one based on
a local identiﬁcation of the convective pertubations and the other based on a modal
decomposition. The ﬁltering based on the local identiﬁcation of the convective per-
tubations depends too much on the tolerance that is chosen arbitrarily which makes
its application diﬃcult. However, the modal decomposition technique allows for an
objective choice of the tolerance based on the theoretical axial wavenumbers of the
acousic mode and the vorticity ﬂuctuations. It is shown to work correctly and gives
pressure and velocity ﬁelds that are consistent with the equations of acoustics. This
ﬁltering has therefore been applied for the prediction of the downstream noise level
on all conﬁgurations.
The downstream noise penalties induced by inlet distortion that are predicted
from both the direct and the hybrid approach are in relatively good agreement even
if diﬀerences in the absolute levels are found at cutback and sideline. Important
modal scattering has also been evidenced in the outlet duct and can be explained by
the presence of the pylon, the distorted ﬂow or the axial variation of the geometry
and the ﬂow.
Future work
The diﬀerent results shown in the manuscript have been obtained using data ex-
tracted from the simulations. It seems esssential to validate those numerical simu-
lations by comparison with experiments.
Concerning the inﬂuence of distortion on the noise radiated by the fan, the prob-
lematic of shock noise should be studied more precisely. The shocks were shown to
be largely inﬂuenced by the inlet distortion but the impact on the related noise
has not been done because its separation from the noise caused by other sources is
not straightforward. Because of this modiﬁcation of the shocks, the inlet distortion
might ease the emergence of Buzz-Saw Noise when the fan blades are not perfectly
staggered. In addition, this study was limited to the prediction of fan tonal noise
but it should also be interesting to look at the eﬀects on the broadband noise. The
impact of distortion on the fan-blade wakes was signiﬁcant and a modiﬁcation of
turbulent gusts inside the wakes might be expected.
This PhD thesis has shown how the diﬀerent elements of a turbofan engine can
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interact. The most illustrative evidence is the eﬀect of the inlet distortion on the
fan-blade wakes and, consequently, on the noise caused by the OGV sources. It
seems necessary to stop thinking by module and to consider more integrated conﬁg-
urations. In this perspective, it is important to extend the study by accounting for
a real inlet geometry including the nacelle (and eventually the wing). The far-ﬁeld
noise might be diﬀerent from the in-duct noise because of the reﬂections at the inlet.
The use of analytical methods permits the study of the noise mechanisms inde-
pendently and eases the analysis of the results given by the direct approach. The
eﬀects of the distortion on the generation of the sources of fan tonal noise was largely
discussed but the analysis of the eﬀects on the propagation was limited because of
the limitations of the models that have been used. These eﬀects were naturally
included in the direct noise estimations but they could not be isolated easily from
other eﬀects (the generation of the sources also changed). The use of methods that
predict with more ﬁdelity the in-duct propagation (by accounting for the shear ﬂow,
the swirling ﬂow, the distortion, the asymmetry of the duct and the C-duct geome-
try downstream of the OGV) is therefore encouraged. Those more complex theories
should reduce the gap between the noise levels predicted with the direct and the
hybrid approaches and can also explain the modal scattering that has been observed
in the outlet duct.
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Appendix A
Add-ons for the numerical
simulations
Additional informations on the theoretical aspects of the numerical simulations (in-
troduced in Sec. 1.4.1) are given in this appendix.
A.1 URANS formalism
RANS methods have initially been introduced for the simulation of incompressible
stationary ﬂows. They are based on a statistical approach of the turbulence where
each instantaneous ﬂow variable f(t) (where t represents the time) is decomposed
into a mean part 〈f〉 and a ﬂuctuating part f ′(t)
f(t) = 〈f〉+ f ′(t). (A.1)
The mean part is deﬁned as a statistical average (Reynolds averaging) over N inde-
pendent realizations
〈f〉 = lim
N→∞
(
1
N
N∑
i=1
fi
)
, (A.2)
and the ﬂuctuations are such that 〈f ′〉 = 0. Ergodicity principle allows replacing the
statistical average by a temporal average over a period T (longer than the turbulent
characteristic time)
〈f〉 = lim
T→∞
(
1
T
∫ T
0
f(τ) dτ
)
. (A.3)
In URANS incompressible simulations, the same principle is applied at diﬀerent
time steps
〈f〉 (t) = lim
T→∞
(
1
T
∫ t
t−T
f(τ) dτ
)
. (A.4)
The period T must be appropiately chosen to be long enough to average the turbu-
lent ﬂuctuations but short enough to keep the unsteady features of the ﬂow.
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When the Reynolds averaging is applied to the compressible Navier-Stokes equa-
tions, the equations become much more complex. To simplify them, Favre averaging
is introduced [117]
f = f + f ′′, (A.5)
with
f =
〈ρf〉
〈ρ〉 . (A.6)
Applying the Reynolds averaging to the system of equations (1.1) and using the
deﬁnition of Favre averaging yields the URANS equations
∂ 〈ρ〉
∂t
+∇ · (〈ρ〉v) = 0, (A.7a)
∂ (〈ρ〉v)
∂t
+∇ · (〈ρ〉v ⊗ v + 〈p〉 I − 〈τ 〉 − τr) = 〈ρ〉f , (A.7b)
∂
[
〈ρ〉
(
E + k
)]
∂t
+∇ ·
[
〈ρ〉
(
E + k
)
v + 〈p〉v − (〈τ 〉+ τr) · v + 〈q〉+ qt
]
=
〈ρ〉f · v.
(A.7c)
From now, the averaging operators 〈.〉 and .¯ are not written anymore for clarity
but it should be kept in mind that ρ, p, τ and q are Reynolds-averaged and v, f
and E are Favre-averaged. Without the averaging operators, the URANS equations
become
∂ρ
∂t
+∇ · (ρv) = 0, (A.8a)
∂ (ρv)
∂t
+∇ · (ρv ⊗ v + pI − τ − τr) = ρf , (A.8b)
∂ [ρ (E + k)]
∂t
+∇ · [ρ (E + k)v + pv − (τ + τr) · v + q + qt] = ρf · v. (A.8c)
This averaging procedure has led to an open problem with the appearance of ad-
ditional terms coming from the non-linearity of momentum and energy conservation
equations [118]:
• the so-called Reynolds stress tensor τr = −〈ρv′′ ⊗ v′′〉;
• the turbulence kinetic energy k = 1
2
〈
ρ |v′′|2
〉
/ 〈ρ〉;
• and the turbulence enthalpy diﬀusion ﬂux qt = 〈ρv′′h′′〉 (where h is the en-
thalpy: h = e+ p/ρ).
In order to close the problem and allow its resolution, these terms must be modeled.
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A.2 Turbulence modeling
The Boussinesq hypothesis
The classical approach consists in considering the turbulence as a dissipative process.
Boussinesq introduced in 1897 the concept of turbulent dynamic viscosity µt [119]
which links the Reynolds stress tensor τr to the strain rate tensor D
τr = −2
3
(ρk + µt∇ · v) I + 2µtD, (A.9)
where D is written
D =
1
2
[
∇v + (∇v)T
]
. (A.10)
By analogy with the mean heat ﬂux q, the turbulence enthalpy diﬀusion ﬂux is
classically assumed to be proportionnal to the temperature gradient
qt = −KTt∇T. (A.11)
KTt is the turbulent thermal conductivity and is given by
KTt =
Cpµt
Prt
, (A.12)
with Prt the turbulent Prandtl number which is often assumed to be constant (Prt
= 0.90) [118].
Therefore, the modeling of turbulence is reduced to the evaluation of the turbu-
lence kinetic energy k and the turbulent dynamic viscosity µt. A lot of turbulence
models exist and diﬀer by their application. Most of them are described by one
transport equation (Spalart-Allmaras model for example [120]) or two transports
equations (k-ε [121] or k-ωt models [103] for example). More complex models that
solve equation transport for each component of the Reynolds stress tensor, in ad-
dition to one equation for the dissipation of the turbulence, also exist. They are
referred to as Reynolds Stress Models (RSM) [122].
Wilcox’s k-ωt two equation model
The k-ωt turbulence model published by Wilcox in 1988 is developed here [103].
This model is suited for conﬁgurations with walls and is therefore relevant in tur-
bomachinery applications. The turbulence kinetic energy k and the speciﬁc rate of
dissipation of turbulence ωt satisfy the following equations
∂(ρk)
∂t
+∇ · [ρkv − (µ+ σ∗µt)∇k] = Pk − β∗ρkωt, (A.13a)
∂(ρωt)
∂t
+∇ · [ρωtv − (µ+ σµt)∇ωt] = γ
νt
Pk − βρω2t . (A.13b)
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Eq. (A.13a) describes the transport of the turbulence kinetic energy k and Eq.
(A.13b) the one of the speciﬁc rate of dissipation ωt. The turbulent dynamic viscosity
is expressed as
µt =
ρk
ωt
. (A.14)
νt = µt/ρ is the turbulent kinematic viscosity and Pk is the production term and is
given by
Pk = τr :∇v. (A.15)
σ, σ∗, β, β∗ and γ are model constants:
σ∗ = σ = 0.5, β∗ = 0.09, β = 0.075,
γ =
β
β∗
− σ K
2
√
β∗
≈ 0.5532 with K = 0.41. (A.16)
Solving equations (A.13) gives access to the turbulence kinetic energy k and the
turbulent dynamic viscosity µ and close the URANS equations (A.8).
Zheng’s limiter
One of the issues in Wilcox k-ωt turbulence model is the dependence of the deter-
mined turbulent quantities on the values imposed at the boundaries. To alleviate
this dependency, Zheng et al. proposed to introduce one more parameter in the
original model [104].
If the Reynolds stress tensor component are written τ rij, Zheng et al. showed
that the relation √√√√∑
ij
(
τ rij
)2 ≤ 2ρk, (A.17)
was satisﬁed. Using Boussinesq assumption (A.9) and the relation (A.14) yields
ωt ≥
√
3
2
√
Pd, (A.18)
with
Pd = 2D :∇v. (A.19)
This lower bound of ωt is included in the turbulence model so that
ωt = max(ωt0,
√
3
2
√
Pd), (A.20)
where ωt0 is the value obtained from Wilcox original k-ωt model.
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A.3 Discretization of the equations
The URANS equations (A.8), closed with the turbulence model (A.13), cannot be
solved analytically and a discretization in space and time must be done. Three kinds
of methods, listed below, exist for the spatial discretization [57].
• Finite diﬀerences: the ﬂow variables are stored at each node of the mesh. The
derivatives at each point is obtained through Taylor series expansions [123].
• Finite volumes: the ﬂow variables are averaged over each cell of the mesh.
Green’s theorem is applied to the integral form of the equations to get inte-
grals over the surface of the cells. The ﬂuxes across the surfaces of each cell are
computed and transferred to the adjacent cells. This method is conservative
by deﬁnition [124].
• Finite elements: approximate solutions are searched among a family of ar-
bitrary ﬁelds (polynomial usually) on each element. Galerkin method is the
most common method in ﬁnite elements [125].
Finite volume approach
The CFD software that will be used in this study is based on a ﬁnite volume ap-
proach. Some details of this approach are given here. The URANS equations (A.8)
integrated over a control volume Ω of boundaries ∂Ω and unitary normal vector n
can be shown to reduce to, after application of Green’s theorem,
∂
∂t
∫∫∫
Ω
W dΩ +
∫∫
∂Ω
[Fc(W ) + Fd(W )] · n dΣ =
∫∫∫
Ω
T (W ) dΩ, (A.21)
where W is the vector of conservative variables
W =
 ρρv
ρ(E + k)
 , (A.22)
Fc(W ) is the convective ﬂux
Fc(W ) =
 ρvρv ⊗ v + pI
ρ (E + k)v + pv
 , (A.23)
Fd(W ) is the diﬀusive ﬂux
Fd(W ) =
 0−τ − τr
− (τ + τr) · v + q + qt
 , (A.24)
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and T (W ) is the complementary term caused by the body force f
T (W ) =
 0ρf
ρf · v
 . (A.25)
Equation (A.21) can be solved on a structured or unstructured mesh. The reso-
lution of the equations depends on the type of mesh and a CFD solver is generally
adapted to one type only. A structured mesh is characterized by a regular con-
nectivity of the cells. In three dimensions, it is generally composed of hexahedra.
Structured meshes are very useful because the data can be stored in arrays and can
be accessed very easily thanks to an indexing (usually (i, j, k) in 3D). It is very eﬃ-
cient when there is a preferential direction, such as in the boundary layers. Meshing
a whole domain is often impossible using only one block. This is why structured
meshes are almost always composed of several coincident blocks (multi-block struc-
tured mesh). On the contrary, unstructured meshes have an irregular connectivity
and can be composed of any type of elements. Using an unstructured mesh signif-
icantly ease the meshing procedure of complex geometries. However, they require
more memory since the connectivities must be stored (absence of direct indexing).
To take proﬁt of each technique, hybrid meshes composed of both a structured part
and an unstructured one also exist. Only structured meshes will be used in this
study. The following equations are written in this structured mesh framework.
Each hexahedral cell of the mesh Ω is characterized by its volume
V (Ω) =
∫∫∫
dΩ, (A.26)
and its surface
∂Ω =
6∑
i=1
Σi(Ω), (A.27)
where Σi(Ω) is the i
th face of the cell. Eq. (A.21) can therefore be approximated by
V (Ω)
∂WΩ
∂t
= −
6∑
i=1
F (Ei(Ω)) ·NΣi(Ω)− V (Ω)T (WΩ) = −RΩ. (A.28)
WΩ is the numerical approximation of the average value of W in the cell Ω.
F (Ei(Ω)) is the numerical ﬂux (convective + diﬀusive ﬂuxes) across the face Σi(Ω)
of cell Ω. This ﬂux is computed from the values of W at diﬀerent cells depending on
the spatial scheme used. The set of cells that are needed is written Ei(Ω). NΣi(Ω)
is the outside normal vector of the face, deﬁned as
NΣi(Ω) =
∫∫
Σi(Ω)
ndΣ. (A.29)
T (WΩ) is the numerical approximation of the average value of T (W ) in the cell Ω
and RΩ is deﬁned as the numerical residue.
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The semi-discrete formulation (A.28) is interesting because the spatial discretiza-
tion is totally deﬁned by the ﬂux balance across the surfaces of the cells so that the
temporal discretization can be chosen independently. The latter consists of solving
a simple ordinary diﬀerential equation and only the spatial discretization is detailed
below.
Spatial schemes
The purpose of spatial schemes is to evaluate the ﬂux F (Ei(Ω)). This ﬂux is the
sum of the convective ﬂux Fc(Ei(Ω)) and the diﬀusive ﬂux Fd(Ei(Ω)) that are often
solved separately.
Convective fluxes
Jameson’s scheme
The most natural way to compute the convective ﬂux is to use a second-order central
scheme. In that case, Ωi denotes the neighbour cell of cell Ω that is adjacent to the
face Σi(Ω) and the ﬂux Fc(Ei(Ω)) is written as F centc (WΩ,WΩi). This ﬂux can be
evaluated by:
• averaging the conservative variables at the interface and determining the as-
sociated ﬂux
F centc (WΩ,WΩi) ·NΣi(Ω) = Fc
(
1
2
[WΩ +WΩi ]
)
·NΣi(Ω); (A.30)
• averaging the ﬂuxes at the interface
F centc (WΩ,WΩi) ·NΣi(Ω) =
1
2
[Fc(WΩ) + Fc(WΩi)] ·NΣi(Ω). (A.31)
To make the scheme stable, artiﬁcial dissipation DΣi(WΩ,WΩi) is added as
proposed by Jameson [126] and the ﬂux becomes
F Jamc (WΩ,WΩi) ·NΣi(Ω) = F centc (WΩ,WΩi) ·NΣi(Ω)−DΣi(WΩ,WΩi). (A.32)
Roe’s scheme
Upwind schemes can also be used to compute the convective ﬂux. Using an upwind
scheme has the advantage of having very low dispersion errors. However, an upwind
scheme is dissipative and a special attention must be put on the size of mesh cells
to control the overall dissipation. Roe’s scheme will be used in this study and is
detailed here [127]. Roe’s scheme gives an expression of the ﬂux at the face Σi(Ω)
as a function of the states at cells Ω and Ωi. The ﬂux is written F
Roe
c (WΩ,WΩi)
and is expressed as
FRoec (WΩ,WΩi) =
Fc(WΩ) + Fc(WΩi)
2
− 1
2
|A| (WΩi −WΩ) , (A.33)
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where A is the Jacobian of the ﬂux computed with Roe’s state W˜ . This state is
deﬁned by
ρ˜ =
√
ρΩρΩi , (A.34a)
v˜ =
√
ρΩvΩ +
√
ρΩivΩi√
ρΩ +
√
ρΩi
, (A.34b)
H˜ =
√
ρΩHΩ +
√
ρΩiHΩi√
ρΩ +
√
ρΩi
, (A.34c)
with H = e+p/ρ+v2/2 the total enthalpy. The Jacobian matrix can be diagonalized
A = MAλAMA
−1, (A.35)
where MA and λA represent the eigenvector and eigenvalue matrices respectively.
Harten’s entropy correction
Roe’s scheme admits discontinuities into its calculation since a Riemann problem
is solved to calculate the ﬂux at the faces between cells. In real ﬂows, compression
shocks can occur and are discontinuous, contrary to expansion waves that change
the ﬂow in an isentropic way. Using Roe’s scheme in its classical form detailed above
will give non-physical shocks for expansion processes and they sould be eliminated
from the method. This is classically done by employing Harten’s entropy correction
[128]. This correction consists in modifying the eigenvalues λAi of the matrix λA by
applying them a function ψ
ψ(λAi) =
{ |λAi| if |λAi| ≥ σ(
λ2Ai + σ
2
)
/ (2σ) otherwise
. (A.36)
This correction has the eﬀect of smoothing out expansion shocks, which occur near
sonic points, because one of the eigenvalues tends to zero at these points. σ is the
parameter of the entropy correction and has to be adjusted depending on the con-
ﬁguration.
Extension to higher order of accuracy
This ﬂux is ﬁrst-order accurate but higher order of accuracy can be reached using the
MUSCL method of van Leer [129]. This method consists in replacing the states WΩ
and WΩi by the reconstructing states on the left side of the interface W
L
Σi(Ω)
and on
its right sideWRΣi(Ω). A lot of diﬀerent possibilities exist for the reconstruction of the
states W LΣi(Ω) and W
R
Σi(Ω)
. These states can also be written with the indices (i, j, k)
for a structured mesh. To make the following explanations clearer, j and k are ﬁxed
and only i is varying. The interface between cells (i, j, k) and (i+1, j, k) is considered.
The left state is therefore written W L
(i+1
2
,j,k)
and the right one WR
(i+1
2
,j,k)
. Van Leer
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proposed the following reconstruction for the left and right states
W L(i+1
2
,j,k) = W(i,j,k) +
1 + κ
4
(
W(i+1,j,k) −W(i,j,k)
)
+
1− κ
4
(
W(i,j,k) −W(i−1,j,k)
)
,
(A.37a)
WR(i+1
2
,j,k) = W(i,j,k) −
1 + κ
4
(
W(i+2,j,k) −W(i+1,j,k)
)
− 1− κ
4
(
W(i+1,j,k) −W(i,j,k)
)
.
(A.37b)
For κ = −1, the second-order accurate, one-sided upwind scheme is obtained, and
for κ = 1, the standard second-accurate central scheme. By choosing κ = 1/3,
Koren [130] showed that the maximum precision is reached and the scheme becomes
third-order accurate.
Diffusive fluxes
The diﬀusive ﬂux is computed in two steps since Fd(Ei(Ω)) is expressed thanks to
gradients of velocity and temperature. The ﬁrst step is the computation of the gra-
dients present in Fd(Ei(Ω)) and the second step is the discretization of the ﬂux istelf.
The method detailed here is based on an evaluation of the gradients in the cells Ω
and Ωi (neighbour cell of cell Ω that is adjacent to the face Σi(Ω)). These gradients
are evaluated thanks to Green’s theorem. For a variable f , it is written
(∇f)Ω =
1
V (Ω)
∫∫∫
Ω
f dΩ =
1
V (Ω)
6∑
i=1
∫∫
Σi(Ω)
fn dΣ. (A.38)
A simple averaging between the values on each side of the faces is made for the
discrete evaluation of the gradient
(∇f)Ω =
1
V (Ω)
6∑
i=1
1
2
(fΩ + fΩi)NΣi(Ω), (A.39)
where fΩ and fΩi are the numerical approximations of the averaged value of f in
the cell Ω and Ωi respectively.
The balance of the diﬀusion ﬂuxes for cell Ω can now be made. A simple way to
compute it is to take the half sum of the ﬂux in the cells Ω and its adjacent cell Ωi
Fd(WΩ,WΩi) ·NΣi(Ω) =
1
2
[Fd(WΩ) + Fd(WΩi)] ·NΣi(Ω), (A.40)
with Fd(WΩ) and Fd(WΩi) evaluated thanks to Eqs. (A.24) with the gradients
computed with Eq. (A.39).
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Appendix B
Add-ons for Goldstein’s analogy
The derivations of the duct modes and the duct Green’s function required in Gold-
stein’s analogy (described in Sec. 1.6.1) are given in this appendix.
B.1 Derivation of the duct modes
The resolution of the convected wave equation (1.79) requires a decomposition of the
acoustic ﬁeld into basis functions called duct modes or duct eigenfunctions. These
functions will be ﬁrst derived by solving Eq. (1.79) without the source term. In
cylindrical coordinates, it becomes
[
∂2
∂t2
+ 2U0
∂2
∂t∂x
+ U20
∂2
∂x2
− a20∆
]
ρ′ = 0, (B.1)
where the Laplace operator ∆ is expressed as
∆ =
1
r
∂
∂r
(
r
∂
∂r
)
+
1
r2
∂2
∂θ2
+
∂2
∂x2
. (B.2)
The ﬂuctuating density ρ′(x, r, θ, t) is expressed in terms of its Fourier components
ρ′(x, r, θ, t) =
∫ +∞
−∞
ρ̂(x, r, θ, ω)e−iωt dω, (B.3)
and Eq. (B.1) can be shown to reduce to the convected Helmholtz equation
[
−k20 − 2iM0k0
∂
∂x
+M20
∂2
∂x2
−∆
]
ρ̂ = 0, (B.4)
where the Mach number M0 = U0/a0 and the wavenumber k0 = ω/a0 have been
introduced. The method of separation of variables is used so that the density ﬂuc-
tuations ρ̂ are written
ρ̂(x, r, θ, ω) = e(x, ω)ψ(r, θ), (B.5)
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and Eq. (B.4) becomes
− 1
ψ
∆Tψ =
1
e
[
β20
∂2e
∂x2
+ 2iM0k0
∂e
∂x
+ k20e
]
= constant = α2, (B.6)
where ∆T is the transverse Laplace operator
∆T =
1
r
∂
∂r
(
r
∂
∂r
)
+
1
r2
∂2
∂θ2
. (B.7)
The focus is ﬁrst put on the determination of the transverse function ψ(r, θ).
Since it is 2π-periodic in θ, it can be expressed as a Fourier series
ψ(r, θ) =
+∞∑
m=−∞
ψm(r)e
−imθ. (B.8)
From Eq. (B.6), it can be shown that the radial part ψm(r) must satisfy the relation
d2ψm
dr2
+
1
r
dψm
dr
+
(
α2 − m
2
r2
)
ψm = 0. (B.9)
This is known as Bessel equation of order m and its solution is given by
ψm(r) = AmJm(αr) +BmYm(αr), (B.10)
where α is still an unknown constant and Jm and Ym are the Bessel functions of
order m of ﬁrst and second kinds respectively. The possible values for α are given
by the boundary conditions which are determined from the rigid wall assumption at
hub and tip radii
dψm
dr
∣∣∣∣∣
Rh,Rt
= 0. (B.11)
It can be deduced from the two boundary conditions that the possible values of α
respect the relation
J ′m(αRh)Y
′
m(αRt)− J ′m(αRt)Y ′m(αRh) = 0. (B.12)
The solutions are the so-called duct eigenvalues αmn where n corresponds to the
number of zeros of Jm(αmnr) between Rh and Rt. Thus, ψ(r, θ) can be written
ψ(r, θ) =
+∞∑
m=−∞
+∞∑
n=0
ψmn(r, θ), (B.13)
where
ψmn(r, θ) = [AmnJm(αmnr) +BmnYm(αmnr)] e
−imθ. (B.14)
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The integers m and n are called the azimuthal and radial mode order respectively.
The functions ψmn(r, θ) are often referred to as the rigid duct eigenfunctions and
satisfy the orthogonality relation∫ 2pi
0
∫ Rt
Rh
ψmn(r, θ)ψm′n′(r, θ) rdrdθ = δmm′δnn′Γmn, (B.15)
where Γmn is the norm of the eigenfunction
Γmn =
∫ 2pi
0
∫ Rt
Rh
|ψmn(r, θ)|2 rdrdθ. (B.16)
The function e(x) will now be determined. From Eq. (B.6) and the fact that
α has only discrete values αmn, it results that e(x) will also have discrete values
depending on the mode (m, n) and that ρ̂(x, r, θ, ω) can be written in the form
ρ̂(x, r, θ, ω) =
+∞∑
m=−∞
+∞∑
n=0
emn(x, ω)ψmn(r, θ). (B.17)
Injecting this expression into the convected Helmholtz equation (B.4), using Eq.
(B.9), multiplying by ψ∗mn(r, θ), integrating over a duct section and using the prop-
erty of orthogonality of duct modes (B.15) yields
β20
∂2emn
∂x2
+ 2iM0k0
∂emn
∂x
+ (k20 − α2mn)emn = 0. (B.18)
The function emn is expressed as an inverse Fourier transform
emn(x, ω) =
∫ +∞
−∞
êmn(ω)e
ikxx dkx, (B.19)
and Eq. (B.18) reduces to the dispersion relation
− β20k2x − 2M0k0kx + (k20 − α2mn) = 0. (B.20)
It is a quadratic equation of reduced discriminant kmn determined by
k2mn = k
2
0 − β20α2mn. (B.21)
The solutions are written
k∓x = −γ±mn, (B.22)
where γ±mn is deﬁned by
γ±mn =
M0k0
β20
± kmn
β20
. (B.23)
The upper sign and the lower sign denote the wave travelling in the upstream and
downstream directions respectively and the cut-oﬀ of a mode is observed when kmn
is imaginary (k2mn < 0) and the axial wavenumber γ
±
mn becomes complex.
Finally, the density ﬂuctuations are expressed as
ρ′±(x, r, θ, t) =
∫ +∞
−∞
+∞∑
m=−∞
+∞∑
n=0
êmn(ω)ψmn(r, θ)e
−i(γ±mnx+ωt) dω. (B.24)
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B.2 Derivation of the duct Green’s function
The Green’s function is determined by solving Eq. (1.81), which becomes in cylin-
drical coordinates[
∂2
∂t2
+ 2U0
∂2
∂t∂x
+ U20
∂2
∂x2
− a20∆
]
G = δ(x− y)δ(t− τ), (B.25)
with ∆ given by Eq. (B.2) and the boundary conditions determined from the rigid
wall assumption at hub and tip radii
∂G
∂r
∣∣∣∣∣
Rh,Rt
= 0. (B.26)
The Green’s function G(y, τ |x, t) depends on t and τ only in the combination t′ =
t− τ and is therefore written G(y, t′|x). Its inverse t′-Fourier transform is written
G(y, t′|x) =
∫ +∞
−∞
Ĝ(y, ω|x)e−iωt′ dω, (B.27)
where the Fourier components Ĝ(y, ω|x) are given by
Ĝ(y, ω|x) = 1
2π
∫ +∞
−∞
G(y, t′|x)eiωt′ dt′. (B.28)
Injecting Eq. (B.27) into (B.25) and noting that
δ(t′) =
1
2π
∫ +∞
−∞
e−iωt
′
dω, (B.29)
yields [
−k20 − 2iM0k0
∂
∂x
+M20
∂2
∂x2
−∆
]
Ĝ(y, ω|x) = δ(x− y)
2π
. (B.30)
Similarly to what was done before for the density ﬂuctuations, the frequency-domain
Green’s function Ĝ(y, ω|x) is decomposed into the duct modes of Sec. 1.6.1
Ĝ(y, ω|x) =
+∞∑
m=−∞
+∞∑
n=0
emn(y, ω|x)ψmn(ry, θy). (B.31)
Injecting this expression into Eq. (B.30), using Eq. (B.9), multiplying by ψ∗mn(r, θ),
integrating over a duct section and using the property of orthogonality of duct modes
(B.15) yields
β20
∂2emn
∂x2
+ 2iM0k0
∂emn
∂x
+ (k20 − α2mn)emn = −
δ(x− y)ψ∗mn(r, θ)
2πΓmn
. (B.32)
194/218
The duct is assumed to be invariant to translation and emn(y, ω|x) can be expressed
as a function of x′ = x − y and is therefore written emn(ω|x′, r, θ). Its inverse
x′-Fourier transform is written
emn(ω|x′, r, θ) =
∫ +∞
−∞
êmn(ω|kx, r, θ)eikxx′ dkx, (B.33)
where the Fourier components êmn(ω|kx, r, θ) are given by
êmn(ω|kx, r, θ) = 1
2π
∫ +∞
−∞
emn(ω|x′, r, θ)e−ikxx′ dx′. (B.34)
Since
δ(x′) =
1
2π
∫ +∞
−∞
eikxx
′
dkx, (B.35)
injecting Eq. (B.33) into Eq. (B.32) gives
[
−β20k2x − 2M0k0kx + (k20 − α2mn)
]
êmn(ω|kx, r, θ) = −ψ
∗
mn(r, θ)
(2π)2Γmn
. (B.36)
The part in square brackets is similar to Eq. (B.20) and it can consequently be
written in terms of its solutions
− β20k2x − 2M0k0kx + (k20 − α2mn) = −β20(kx + γ+mn)(kx + γ−mn). (B.37)
The expression of êmn(ω|kx, r, θ) can be therefore be shown to reduce to
êmn(ω|kx, r, θ) = − ψ
∗
mn(r, θ)
2(2π)2Γmnkmn
(
1
kx + γ+mn
− 1
kx + γ−mn
)
. (B.38)
Its inverse Fourier transform (B.33) is written
emn(ω|x′, r, θ) = − ψ
∗
mn(r, θ)
2(2π)2Γmnkmn
∫ +∞
−∞
(
1
kx + γ+mn
− 1
kx + γ−mn
)
eikxx
′
dkx, (B.39)
and the use of the residue theorem gives
e±mn(ω|x′, r, θ) =
iψ∗mn(r, θ)
4πΓmnkmn
e−iγ
±
mnx
′
. (B.40)
The expression of the duct Green’s function is ﬁnally obtained by combining Eqs.
(B.25), (B.31) and (B.40) and by reminding that t′ = t− τ and x′ = x− y
G±(y, τ |x, t) = i
4π
+∞∑
m=−∞
+∞∑
n=0
ψmn(r, θ)ψmn(ry, θy)
Γmn
∫ +∞
−∞
e−i[γ
±
mn(x−y)+ω(t−τ)]
kmn
dω. (B.41)
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B.3 Simplification of the source term
Using Goldstein’s formula (1.82) and the expression of the duct Green’s function
(1.87) yields the expression of density ﬂuctuations
ρ±(x, t) =
∫ +∞
−∞
i
4πa20
+∞∑
m=−∞
+∞∑
n=0
ψmn(r, θ)e
−iγ±mnx
Γmnkmn∫ +∞
−∞
∫∫
S(τ)
∂
∂xi
{
ψmn(ry, θy)e
iγ±mny
}
fi(y, τ)e
iωτ dS(y)dτ e−iωt dω. (B.42)
This expression can be simpliﬁed for the two mechanisms that are considered in
this study: the wake-stator interaction and the distortion-rotor interaction. B and
V denote the number of rotor blades and stator vanes respectively and Ω the engine
rotational speed. The rotor is assumed to be homogeneous (i.e. it has identical and
evenly spaced blades) but the stator can be heterogeneous like in modern aircraft
engines.
Wake-stator interaction
When interested in evaluating the noise caused by the interaction of rotor-blade
wakes with stator vanes, the surface integration in Eq. (B.42) is done over the
stator vanes which are ﬁxed. The ﬂuctuating density can therefore be written
ρ±(x, t) =
∫ +∞
−∞
i
4πa20
+∞∑
m=−∞
+∞∑
n=0
ψmn(r, θ)e
−iγ±mnx
Γmnkmn∫∫
S
∂
∂xi
{
ψmn(ry, θy)e
iγ±mny
} ∫ +∞
−∞
fi(y, τ)e
iωτ dτdS(y) e−iωt dω. (B.43)
The lift variations on stator vanes caused by the impact of blade wakes are periodic
and the force components fi(y, τ) can be expressed as Fourier series
fi(y, τ) =
+∞∑
s=−∞
fi,s(y)e
−isΩτ , (B.44)
where
fi,s(y) =
Ω
2π
∫ 2pi
Ω
0
fi(y, τ)e
isΩτ dτ. (B.45)
Since the rotor blades wakes are identical and evenly spaced, the characteristic
period becomes 2π/BΩ and only the harmonics that are multiple of B contribute
to the sum
fi(y, τ) =
+∞∑
s=−∞
fi,sB(y)e
−isBΩτ . (B.46)
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With the relation ∫ ∞
−∞
ei(ω−sBΩ)τ dτ = 2π δ(ω − sBΩ), (B.47)
and Eqs. (B.43) and (B.46), it results that the ﬂuctuating density can itself be
expressed as a Fourier series
ρ±(x, t) =
+∞∑
s=−∞
ρ±sB(x)e
−isBΩt, (B.48)
with
ρ±sB(x) =
1
2a20
+∞∑
m=−∞
+∞∑
n=0
ψmn(r, θ)e
−iγ±mnx
Γmnkmn
S±mn(sB), (B.49)
and where S±mn(sB) determines the amplitude of the mode (m, n) caused by the
ﬂuctuating lift on stator vanes at pulsation ω = sBΩ and is deﬁned by
S±mn(sB) = i
∫∫
S
∂
∂xi
{
ψmn(ry, θy)e
iγ±mny
}
fi,sB(y) dS(y). (B.50)
Particular case: homogeneous stator
When the stator vanes are all identical and evenly spaced, the wake that impacts
the jth vane is the same that the one that impacted the 1st vane (spaced from the
jth vane by an angle of 2pi
V
(j − 1)) with a timelag of 2pi
V Ω
(j − 1)
f ji (ry, θy, y, τ) = f
1
i (ry, θy −
2π
V
(j − 1), y, τ − 2π
V Ω
(j − 1)). (B.51)
This results in the following relationship between the Fourier components
f ji,sB(ry, θy, y) = f
1
i,sB(ry, θy −
2π
V
(j − 1), y)eisB 2piV (j−1). (B.52)
Writting the term (B.50) as a sum of integrals over each vane and using the relations
(B.52) and (1.83) to bring the integration of the surface S1 of the 1
st vane only yields
S±mn(sB) =
j=V∑
j=1
ei(sB−m)
2pi
V
(j−1) i
∫∫
S1
∂
∂xi
{
ψmn(ry, θy)e
iγ±mny
}
f 1i,sB(y) dS(y).
(B.53)
From the relation
j=V∑
j=1
ei(sB−m)
2pi
V
(j−1) =
{
V if ∃k ∈ Z such as sB −m = kV
0 otherwise
, (B.54)
results what is known as Tyler & Sofrin’s law. Only the modes with an azimuthal
order that can be written as m = sB − kV (where k is any integer) are excited by
the interaction of homogeneous rotor blade wakes with homogeenous stator vanes.
For such modes, S±mn(sB) becomes
S±mn(sB) = iV
∫∫
S1
∂
∂xi
{
ψmn(ry, θy)e
iγ±mny
}
f 1i,sB(y) dS(y). (B.55)
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Distortion-rotor interaction
When evaluating the noise due to the interaction of rotor blades with the distortion,
the surface integration in Eq. (B.42) is done over the rotor blades which are rotating.
In order to bring the integral over a ﬁxed surface, a change of frame is needed
θ˜y = θy − Ωτ, (B.56)
and Eq. (B.42) becomes
ρ±(x, t) =
∫ +∞
−∞
i
4πa20
+∞∑
m=−∞
+∞∑
n=0
ψmn(r, θ)e
−iγ±mnx
Γmnkmn∫∫
S
∂
∂xi
{
ψmn(ry, θ˜y)e
iγ±mny
} ∫ +∞
−∞
fi(y˜, τ)e
i(ω−mΩ)τ dτdS(y˜) e−iωt dω. (B.57)
The lift variations on rotor blades vanes caused by the impact of distortion are also
periodic and the force components fi(y˜, τ) can be expressed as Fourier series
fi(y˜, τ) =
+∞∑
p=−∞
fi,p(y˜)e
−ipΩτ , (B.58)
where
fi,p(y˜) =
Ω
2π
∫ 2pi
Ω
0
fi(y˜, τ)e
ipΩτ dτ. (B.59)
Applying the identity∫ ∞
−∞
ei(ω−(p+m)Ω)τ dτ = 2π δ(ω − (p+m)Ω), (B.60)
writting s = p+m and using Eqs. (B.57), (B.58) and (1.83) yields the decomposition
of the ﬂuctuating density as a Fourier series
ρ±(x, t) =
+∞∑
s=−∞
ρ±s (x)e
−isΩt, (B.61)
with
ρ±s (x) =
1
2a20
+∞∑
m=−∞
+∞∑
n=0
ψmn(r, θ)e
−iγ±mnx
Γmnkmn
S±mn(s−m), (B.62)
and where S±mn(s−m) determines the amplitude of the mode (m, n) caused by the
ﬂuctuating lift on rotor blades at pulsation ω = (s−m)Ω and is deﬁned by
S±mn(s−m) = i
∫∫
S
∂
∂xi
{
ψmn(ry, θ˜y)e
iγ±mny
}
fi,(s−m)(y˜) dS(y˜). (B.63)
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Since all rotor blades are identical and evenly spaced, the distortion seen by the jth
blade is the same as the one seen by the 1st blade (spaced from jth blade by an angle
of 2pi
B
(j − 1)) with an advance in time of 2pi
BΩ
(j − 1). The forces on the jth and the
1st blades are therefore related by
f ji (ry, θ˜y, y, τ) = f
1
i (ry, θ˜y −
2π
B
(j − 1), y, τ + 2π
BΩ
(j − 1)), (B.64)
which gives, in terms of Fourier components
f ji,p(ry, θ˜y, y) = f
1
i,p(ry, θ˜y −
2π
B
(j − 1), y)e−ip 2piB (j−1). (B.65)
Writting the term (B.63) as a sum of integrals over each blade and using Eq. (1.83)
to bring the integration of the surface S1 of the 1
st blade only yields
S±mn(s−m) =
j=B∑
j=1
e−is
2pi
B
(j−1)i
∫∫
S1
∂
∂xi
{
ψmn(ry, θ˜y)e
iγ±mny
}
f 1i,(s−m)(y˜) dS(y˜).
(B.66)
Since
j=B∑
j=1
e−is
2pi
B
(j−1) =
{
B if ∃k ∈ Z such as s = kB
0 otherwise
, (B.67)
only the harmonics that are multiple of B will emerge. The ﬂutuating density can
therefore be written
ρ±(x, t) =
+∞∑
s=−∞
ρ±sB(x)e
−isBΩt, (B.68)
with
ρ±sB(x) =
1
2a20
+∞∑
m=−∞
+∞∑
n=0
ψmn(r, θ)e
−iγ±mnx
Γmnkmn
S±mn(sB −m), (B.69)
and
S±mn(sB −m) = iB
∫∫
S1
∂
∂xi
{
ψmn(ry, θ˜y)e
iγ±mny
}
f 1i,(sB−m)(y˜) dS(y˜). (B.70)
General formulation
In any case (stator or rotor sources), the ﬂuctuating density can be expressed as a
Fourier series
ρ±(x, t) =
+∞∑
s=−∞
ρ±sB(x)e
−isBΩt, (B.71)
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where the components are given by
ρ±sB(x) =
1
2a20
+∞∑
m=−∞
+∞∑
n=0
ψmn(r, θ)e
−iγ±mnx
Γmnkmn
S±mn, (B.72)
The term S±mn is determined from Eq. (B.50) for heterogeneous stator sources, from
Eq. (B.55) for homogeneous stator sources and from Eq. (B.70) for homogeneous
rotor sources. Since only the cut-on modes have a signiﬁcant level far from the
sources, the sum over the modes in Eq. (B.72) can be truncated, which yields
ρ±sB(x) =
1
2a20
+∞∑
m=−∞
+∞∑
n=0
k2mn≥0
ψmn(r, θ)e
−iγ±mnx
Γmnkmn
S±mn. (B.73)
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Appendix C
One-dimensional validation of the
numerical setup
One-dimensional test-cases are shown in this appendix to validate the numerical
setup chosen for the study.
C.1 Propagation of acoustic waves
One-dimensional test cases have been run to validate the discretization used in
the study. Roe’s scheme with the MUSCL reconstruction (third-order accuracy)
described in App. A.3 is used for the spatial discretization while the temporal
discretization is achieved with the implicit backward Euler scheme with a DTS sub-
iteration algorithm (second order accuracy).
The test cases consist of propagating ﬂuctuations on a one-dimensional grid com-
posed of cells with the size of the biggest cell of the simulations. The size of the
domain is the same as the one of the simulations. An unsteady inlet condition is
used to inject the ﬂuctuations and a pressure condition is put at the outlet. The inlet
condition plays the role of the ﬂuctuations that appear on the blades or the vanes.
The propagation of both upstream and downstream waves is evaluated. Since it is
not possible to inject the ﬂuctuations at the outlet with the code that is used, the
upstream propagation is evaluated by artiﬁcially increasing the frequency in order
to get the correct wavenumber.
The test cases are achieved with the parameters that correspond to the cutback
regime. The ﬂuctuations are injected at the BPF (the frequency at which the noise
predictions are made) and an axial ﬂow is deﬁned using the mean axial velocity of
the complete simulation. Three meshes Ma, Mb and Mc are tested. They are built
in order to discretize the wavelength associated with the upstream acoustic wave at
the BPF λ+BPF by 10, 20 and 30 points respectively. Because of the convected ﬂow,
the wavelength associated with the downstream acoustic wave λ−BPF is longer and
is discretized by more points. For Ma, Mb and Mc, this wavelength is discretized
by 25, 50 and 75 points respectively. These ﬁgures are summarized in Tab. C.1.
The discretization is evaluated by analyzing the pressure ﬂuctuations signal over
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Mesh Nx/λ+BPF Nx/λ
−
BPF
Ma 10 25
Mb 20 50
Mc 30 75
Table C.1: Number of points per wavelength for acoustic waves propagat-
ing upstream Nx/λ+1BPF and downstream Nx/λ
−
1BPF at the BPF for the
three mesh resolutions
the domain. A wave is said to be correctly propagated if its attenuation over the
whole domain does not exceed 12% (equivalent to 0.5 dB approximately). Results
for the three mesh resolutions are given in Fig. C.1 where the theoretical signal has
also been added for comparison. Note that the test cases are stopped just before
the waves reach the outlet to avoid reﬂections (the study of the reﬂections on the
boundary conditions is done in App. C.2).
For all mesh discretizations, the downstream wave is well propagated (no visible
attenuation). Small overestimations of the ﬁrst peaks (of about 5%) can however
be observed on mesh Ma. The upstream wave is subject to important attenuation
depending on the mesh because of its lower wavelength. On mesh Ma, the ratio
between the amplitude of the second to last peak and the one of the ﬁrst peak is
greater than 70% and the attenuation over the whole domain is estimated to 95%
(by accounting for the fact that the wave has travelled over 75% of the domain only).
On mesh Mb, it is about 8% and the attenuation over the whole domain becomes
11%. Small overestimations of the ﬁrst peaks (of about 5%) are also observed. For
the mesh Mc, the attenuation is not visible at all.
The errors observed on mesh Mb are considered as acceptable (less than 12%)
and it appears that 20 points per wavelength are suﬃcient to propagate an acoustic
wave correctly. The meshes used for the simulations presented in Chap. 2 are there-
fore built such that they respect this criterion for both upstream and downstream
acoustic waves.
C.2 Stretching zones
The test cases presented in App. C.1 have been run longer to study what happens
when the wave reaches the outlet boundary condition. The results obtained with the
mesh Mc are shown here. Two cases are considered: the ﬁrst one without stretching
zone and the other one with the same stretching zone than the one used in the sim-
ulations of the article (expansion ratio of about 1.4 until the cell size reaches half of
the value of the acoustic wavelength at the BPF). The downstream propagation of
the wave at the BPF is taken as example since it is the most restrictive case (longest
wavelength so hardest wave to dissipate in the stretching zone). Fig. C.2 shows the
pressure ﬂuctuations when the wave reaches the outlet and when the wave gets back
in the physical domain without and with the stretching zone (the stretching zone is
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(c) Mb - Upstream wave
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(d) Mb - Downstream wave
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(e) Mc - Upstream wave
-5
-4
-3
-2
-1
 0
 1
 2
 3
 4
 5
 0  0.2  0.4  0.6  0.8  1
Pr
es
su
re
 fl
uc
tu
at
io
ns
 [P
a]
Normalized distance
(f) Mc - Downstream wave
Figure C.1: One-dimensional propagation of an upstream wave and a down-
stream wave on the different meshes: theoretical pressure fluctua-
tions, numerical pressure fluctuations
considered outside of the physical domain).
Strong reﬂections occur when the wave encounters the outlet without the stretch-
ing zone and evidence the reﬂecting character of the outlet. When the stretching
zone is added, the ﬂuctuations are well dissipated before reaching the outlet. No
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(a) Without stretching zone
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STRETCHING
ZONE
(b) With stretching zone
Figure C.2: One-dimensional propagation of a downstream wave encoun-
tering the outlet without and with a strectching zone: pressure fluc-
tuations when the wave reaches the outlet, pressure fluctuations when
the wave gets back in the physical domain
spurious reﬂections are therefore created.
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Appendix D
Effects of mesh refinement
The eﬀects of mesh reﬁnement are studied in this appendix by comparing the re-
sults obtained with the meshes M1 (70 million points) and M2 (570 million points)
described in Sec. 2.3.1. This is done at sideline conditions and with inlet distortion.
The temporal discretization is also increased in the simulation of mesh M2 (200 time
steps per blade passage instead of 100 for simulations on M1 meshes).
D.1 Effects on aerodynamic patterns
The eﬀects of mesh reﬁnement are shown here on the aerodynamic patterns stud-
ied in Chap. 3. The distortion is ﬁrst analyzed in Fig. D.1 where the azimuthal
evolution of the mean normalized axial velocity in planes P2 (upstream of the fan)
and P3 (upstream of the OGV) is given. The eﬀects of the mesh reﬁnement are not
visible at 25% and 50% of vane height. At 75% and 95% of vane height, very small
diﬀerences of less than 0.5% are observed and are probably caused by tip-leakage
ﬂow that is not perfectly described in the mesh M1. These diﬀerences are not ex-
pected to have an eﬀect on the distortion-fan interaction noise.
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Figure D.1: Mean normalized axial velocity profiles in planes P2 and P5
at different vane heights: 25%, 50%, 75%, 95% for mesh
M1 and 25%, 50%, 75%, 95% for mesh M2
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The eﬀects are now evaluated on the fan-blade wakes. Fig. D.2 shows the evo-
lution of the normalized velocity deﬁcit during the last three blade passage periods.
It is represented in plane P5 (right upstream of the OGV) at 25%, 50%, 75% and
95% of vane height for one arbitrary azimuthal position. At all vane heights, the
wakes are thicker and the normalized velocity deﬁcits are reduced in the coarse mesh
because of the lower resolution. The maximum reduction of the normalized velocity
deﬁcit observed at the positions represented here is about 30% when compared with
the ﬁne mesh. Consequently, an underestimate of the noise caused by fan-OGV
interaction is likely in the mesh M1.
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Figure D.2: Normalized velocity deficit in plane P5 at vane heights:
25%, 50%, 75%, 95% for mesh M1 and 25%, 50%,
75%, 95% for mesh M2
A comparison of the shocks created on the suction side of the blades is now
given. The distribution of instantaneous isentropic Mach number over one fan blade
at h/H = 95% is given for the two meshes in Fig. D.3. The diﬀerences in terms of
both position and amplitude of the shock are small and the shock noise (at least its
generation) is expected to be correctly predicted with the coarse mesh.
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Figure D.3: Instantaneous isentropic Mach number distribution over one
fan blade at h/H = 95%: mesh M1, mesh M2
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D.2 Effects on noise predictions
The eﬀects of mesh reﬁnement on the noise predictions are now evaluated. This is
done by comparing the noise levels computed from the simulations using the direct
approach detailed in Sec. 4.6. For the downstream noise level, the comparison is
done both with and without the ﬁltering based on modal decomposition (P ﬁlter-
ing). Results at the BPF are given in Fig. D.4.
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Figure D.4: Axial evolution of acoustic power with and without filtering:
mesh M1, mesh M2
Upstream of the fan, the noise levels match well in the whole inlet duct, except
right at the entrance where a slight diﬀerence of about 1 dB is observed because
of an increased attenuation with the ﬁne mesh. The origin of this diﬀerence still
needs to be investigated. When the ﬁltering is not applied, important diﬀerences are
observed between the downstream levels computed with the two meshes. The down-
stream ﬂuctuations are dominated by hydrodynamic ﬂuctuations that are subject to
dissipation because of their small wavelength. When ﬁltering these ﬂuctuations, the
noise level remains approximately constant and the diﬀerences are small between
the two meshes (always less than 1 dB). This gives credit to the noise predicitions
at the BPF realized in this study. However, it may appear surprising given the dif-
ferences observed in the normalized velocity deﬁcits in Fig. D.2. A deeper analysis
should be done to understand exactly these observations (by using Rienstra’s theory
presented in Sec. 1.6.2 for example).
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