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RESUMEN 
El desarrollo de la presente investigación tiene su origen en la preocupación o 
descontento que genera el hecho de que exista tanto incumplimiento de pago; en caso 
específicamente del impuesto predial que representa mayormente la gran masa que 
existe en el aporte de las obligaciones tributarias. 
Existe el no pago tributario cuando una persona infringiendo la ley, deja de pagar por 
todo o una parte de un impuesto al que está obligada. Al no cumplir de manera 
intencional con el pago de las contribuciones que le corresponden como contribuyente 
o ciudadano, está cometiendo una falta. Este incumpliendo causa un deterioro 
económico. 
El objetivo de esta investigación es determinar un modelo Logit Multivariado que 
permita determinar los factores socioeconómicos de incumplimiento en base a 
información recopilada a los contribuyentes del distrito de Piura. El resultado de la 
investigación muestra la metodología empleada, los ajustes necesarios y las variables 
escogidas para el proceso del diseño, finalmente se logró obtener un modelo de la 
encuesta de trabajo para los contribuyentes, de las 17 variables solo cuatro de ellas 
resultaron ser significativas con una confianza del 95% además el modelo encontrado 
no tiene un buen ajuste estadístico sin embargo su capacidad de porcentajes correctos 
es muy alto superando el 96 % aproximadamente; por lo tanto se puede decir que estas 
variables parecen ser las no adecuadas o pertinentes para llevar a cabo una evaluación 
similar, debido a la serie de dificultades técnicas que presenta, se debe estudiar otras 
características que afecten y que sean relevantes en el cálculo de la probabilidad de 
contribuyentes morosos en el pago del impuesto predial en la ciudad de Piura. 
El estudio se podría replicar considerando un tamaño de muestra más grande, teniendo 
con base este para lograr mejores resultados. 
Palabras clave: Incumplimiento, Impuesto Predial, Probabilidad, Factores de Riesgos, 
Factores de Protección, Logit, Regresión Logística Binaria, Sensibilidad, Especificidad. 
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ABSTRACT 
The develo¡iníent of this reseai'ch has its origin in thé worry or' unhappiÍiesS that there is 
a lack of obey to pay; mainly in the House-Taxes that represen! mainly the big quanity 
that pay ihe laxes. 
There is not taxpaying, when a person is against the law, payment lack by a part of all 
the tax is obligatéd to pay. Not obeyitig in ail intentiónal relatéd to taX paymg to the tax 
payer or citizen. This lack of obeying causes a no impronny situation from an economic 
view. 
The aim of this research is determine a multivariéd logit model that Jet determine the 
sücioeooiloníiC fáetors related to the lack of obc}itig, basi:d in thc cüllcctéd iiiformation 
from the taxpayers in Piura district 
The result óf this research shóws the uséd ri:tethodology, the necessary adjustri:tent and 
the selcctéd variables to the design process, finally we got a survey model of work to the 
taX¡iayers, froní 17 variables only 4 of thcin, rerulf rdcvánt with a 95% óf réliabilitY atid 
the model found doesn't have a good statistical adjustment; however Has capacity of 
corrcct percentages. 
The capacity is higher overcoming 95% approximatcly so it can be said that these 
vllriables seéms riót to be ade(¡uáté or sriitablé to take a similái éváluation, due l:ó thé fact 
that a lack of technical difficulties that shows, it should be study other caracteristics that 
aiTect and be relevan! in the probability calculation of debtor taxpayers related to house-
taxes in Piura city. 
The resi:aí'éh shóuld be take considérátion for fufure reseaí'i:h the biggéí' sarii¡ile 
I taking into consideration to get better results. 
KEYWORDS: L<ick of obeying, house-taxes, risk fuctors, protection fai:tors, logit 
regression; binary logistics, sensibility; spccificity, 
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l. GENERALIDADES 
1.1. INTRODUCCIÓN 
Una de las principales fuentes de ingreso en las administraciones municipales 
son sin lugar a duda el impuesto predial, la limitante de captación y la falta de 
cultura tributaria impacta en la administración pública y las finanzas 
municipales. La recaudación del Impuesto predial depende de la calidad de 
gestión municipal por lo que es necesario la atención de esta importante área 
toda vez que los municipios tienen la obligación de recaudar para satisfacer las 
necesidades de seguridad, salud, pavimentación, alumbrado, desarrollo social 
entre otros. De ahí que sea de suma importancia el que los Municipios se 
responsabilicen de lograr una eficiente recaudación saneando sus finanzas 
públicas sin depender totalmente del presupuesto federal y estatal. 
Los problemas administrativos que presenta los municipios del país y que desde 
luego impactan negativamente en la recaudación, se presentan por la calidad 
insuficiente de la administración pública porque evita que los ciudadanos tengan 
credibilidad en el gobierno, además de evitar que los ciudadanos identifiquen las 
consecuencias, positivas y negativas de contribuir, de ahí, que la falta de cultura 
tributaria, muchas veces impulsada por la administración municipal, propicie la 
falta de cumplimiento. 
Razones por lo que la ciudadanía no cumple con su compromiso del pago de 
impuesto predial. Entre otras, se consideran como más importantes las 
siguientes: Escasa cultura tributaria y desconocimiento de sus obligaciones 
fiscales. 
Todo impuesto, es imposición, y por tanto genera resistencia. Existe una 
resistencia natural a pagar el impuesto, porque el ciudadano siente que no se le 
da nada a cambio y que paga siempre sin recibir beneficio. 
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La decisión de contribuir depende de convicciones y de consecuencias. Las 
primeras serían los valores y virtudes individuales, las razones patrióticas y 
prácticas, el análisis lógico: si no ayudo, no puedo tener y exigir servicios 
públicos. Las segundas positivas serían la eficiencia y el beneficio y las negativas 
serían lo que sucede si no soy omiso o remiso. 
La presente investigación consiste en conocer cuáles son los factores 
socioeconómicos asociados a los contribuyentes que influyen en la existencia 
del no pago del Impuesto Predial en el distrito de Piura, que se puede predecir 
con la utilización de un modelo Logístico Binario. Dada una significancia 
estadística valida y poder asumir aquellos factores como características de riesgo 
en el no pago, teniendo en cuenta que el modelo logístico desarrollado, busca 
comprobar la influencia o no de dichos factores. 
En el ámbito propio de la investigación· estadística toma en cuenta el orden que 
se debe seguir en la utilización de los modelos de regresión logística que están 
descritos en el contenido de esta investigación, como el objetivo de proporcionar 
una fuente de consulta en investigaciones parecidas o referentes en el mismo 
campo de estudio que se lleguen a realizar. 
La investigación se ha basado en el análisis de las encuestas aplicadas a los 
contribuyentes del distrito de Piura, la aplicación inmediata de esta investigación 
es establecer un grupo de resultados propios del análisis de regresión logística 
que sean propicios para considerarlos como base o punto de partida en 
investigaciones similares. 
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1.2. EL PROBLEMA DE INVESTIGACIÓN 
1.2.1.Descripción del Problema 
El papel desempeñado por la política tributaria en América Latina en las 
últimas décadas ha sido y es un tema de permanente preocupación, aunque 
no siempre se profundizó lo suficiente en el conocimiento de sus efectos 
económicos. Su interacción con las políticas macroeconómicas, sus efectos 
sobre el ahorro y la inversión y sus repercusiones en términos de la 
distribución del ingreso son cuestiones sobre las que existe un amplio 
margen de incertidumbre. 
En estas dos últimas décadas, la situación tributaria de América Latina ha 
experimentado profundos cambios estructurales. Estas modificaciones no 
han sido armónicas y permanentes, sino que, por el contrario, 
desequilibradas y continuas, porque en todos estos años no se ha logrado un 
adecuado balance de la distribución de la carga tributaria entre los distintos 
estratos socioeconómicos que permita llegar a un cierto grado de consenso 
social en tomo a ella, y tampoco se han podido establecer patrones 
definitivos en cuanto a la participación de los distintos niveles de gobierno 
en la composición de la presión tributaria en aquellos países en que existen 
potestades tributarias concurrentes. Los cambios también han sido 
continuos, porque los procesos de reforma, tanto de la estructura como de 
su administración, han debido reiterarse al no ser posible lograr el nivel de 
recaudación suficiente como para satisfacer las demandas del gasto público 
y alcanzar una sostenibilidad y solvencia permanentes. 
Las cambiantes circunstancias económicas y sociales que enfrentó la región 
a raíz de Iós procesos de apertura comercial y financiera a nivel 
internacional, el abandono del papel empresarial del estado, el aumento de 
la informalidad de los mercados laborales y la creciente concentración de 
las rentas en la generalidad de los países, han dejado su impronta en el 
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tratamiento del tema tributario, si bien en muchos casos aún se mantienen 
algunas características previas a esos acontecimiento. 
Se observa asimismo que en la generalidad de los países de la región, y a 
pesar de las reiteradas reformas, aún no se ha alcanzado un grado 
satisfactorio de estabilidad en cuanto al nivel adecuado de carga tributaria, 
como tampoco en cuanto a la estructura socialmente aceptada, ya que es 
común encontrar grandes interrogantes respecto de la dirección en que 
deberían ir los futuros avances. 
La evasión fiscal no es un fenómeno reciente, en la historia del hombre y 
sociedad siempre ha estado presente .Es a partir del crecimiento de la 
economía mundial y de los nexos comerciales entre diversos países, que los 
gobiernos se interesan en buscar el control e intentar disminuir los evasores. 
En 1970 se perdió el interés del tema de evasión en forma global esto hizo 
que se centrara el rápido crecimiento de las bases impositivas, aparición de 
nuevos impuestos como el impuesto general de las ventas y el incremento 
de las tasas En la década de los 80 se volvió importante debido a diferentes 
razones las cuales se mencionan 2 principales: a) El crecimiento del déficit 
fiscal fundamentado en las dificultades políticas para administrar los 
ingresos y gastos que inducen aumentar las tasas impositivas b) El 
crecimiento de la economía informal ha generado la evasión y elusión de los 
tributos 
La evasión fiscal es un fenómeno inseparable de los tributos y desde los 
cobros de los mismos, de hecho el pago de los impuestos tiene un rechazo 
general cimentado en la cultura de no pago y el egoísmo individual; el costo 
benéfico de la evasión podría servir para la acumulación de riquezas. 
No obstante en la actualidad los sistemas impositivos varían según los países 
creando un sistema de pagos en especie o cobrar impuesto sobre ingreso. 
En forma general debe indicarse que el poder fiscal o financiero para 
establecer la normativa que regule el procedimiento de los ingresos públicos 
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en consideración a la actividad financiera no se limita exclusivamente a la 
encomia del tributo. 
El Perú vive desde fines de la última década del siglo XX un sostenido 
crecimiento de la industria de la construcción, impulsado, sobre todo, por el 
aumento de los ingresos económicos de los hogares, las mayores inversiones 
públicas y privadas, ambas consecuencia directa del crecimiento económico 
y, asimismo, por la mejora de las condiciones de financiamiento para la 
adquisición de vivienda públicas. 
Hasta 1990 el Perú tuvo una economía cerrada al mundo donde el principal 
inversionista de infraestructura, capacidad productiva y vivienda, era el 
Estado. La industria de la construcción era pequeña, endeble, con limitada 
tecnología y los contratistas dependían principalmente de su relación con el 
Estado. Lo más importante en esta relación era asegurar una fórmula de 
reajuste de precios que protegiera a la industria contra su principal amenaza: 
la inflación. Dicha fórmula de reajuste no fue efectiva y erosionaron el 
capital de las empresas contratistas. 
A partir de 1990 el Perú decide abrirse al mundo y competir. Algunas 
empresas peruanas no lograron adaptarse a los cambios y desaparecieron, 
pero otras innovaron, crecieron y se fortalecieron. Emergieron nuevos 
contratistas y nuevos clientes, en especial inversionistas globales que 
establecieron altos estándares de protección a la vida de los trabajadores. 
El cambio y proceso de adaptación tomó mucho tiempo, y no fue sino hasta 
el año 2003 que el Perú logró estar bien posicionado mundialmente, y se 
inició un crecimiento sostenido de la economía peruana, y en especial de la 
industria de la construcción. 
Según el INEI, en apenas 8 años la industria de la construcción peruana ha 
duplicado su producción y, según CONAFOVICER, ha cuadruplicado el 
empleo formal. Por: Walter Piazza de la Jara, Presidente de la Cámara 
ll 
Peruana de la Construcción-CAPECO, publicado en la revista CAPECO 
(2013). 
El sector construcción es actualmente eficiente, con muchas empresas 
locales y extranjeras compitiendo abiertamente, aplicando tecnología de 
punta en sus procesos constructivos. 
La evasión tributaria es un aspecto que debilita los ingresos fiscales de la 
nación, tienen múltiples causas en las que nos vamos a enfocar: Los estados 
no tienen la capacidad de solventar gastos sociales, de educación, de 
infraestructura de manera sostenible porque no tiene la posibilidad de 
generar recaudaciones impositivas para los gastos. Esta crisis fiscal es la 
alimentación de una arquitectura financiera global de evasión de impuesto 
y fuga de capitales. 
El servicio de administración tributaria de Piura- SA TP, es un organismo 
público descentralizado de la municipalidad provincial de Piura, con 
personería jurídica de derecho público interno, creado mediante ordenanza 
N° 030-99-C/CPP del concejo provincial de Piura, de fecha 23 de diciembre 
de 1999. 
El servicio de administración tributaria de Piura (SAT PIURA) tiene por 
finalidad organizar y ejecutar la administración, fiscalización y recaudación 
de todos los ingresos tributarios y no tributarios de la municipalidad 
provincial de Piura. 
Los impuestos que tiene a cargo el SA TP son: Impuesto predial (IVPP), 
impuesto de alcabala, impuesto al patrimonio vehicular, impuesto a los 
juegos (JUEG.) e impuesto a los espectáculos públicos (EPND). El estudio 
se basa en el impuesto predial con datos de morosidad durante los años 2008 
hasta abril año 2014. 
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Tabla 1: Porcentaje Promedio De Morosidad Por 
Impuestos 
!MOROSIDAD 2008- 2013 SOLO 2014 (Ene-abr) ] 
ALCABALA 
JVPP 
EPND 
JUEG. 
5.48% 
15.49% 
2.98% 
0.49% 
9.03% 
65.48% 
11.25% 
0.00% 
Fuente: SA TP -2014 
Como se observa en el Tabla N° 01, el ma~or porcentaje promedio durante 
los años 2008 al 2013 es para el impuesto predial con 15.49%, seguido de 
impuesto de alcabala 5.48%. Con respecto al 2014 durante los meses de 
enero-abril se tiene un porcentaje alto de 65.48% de morosidad 
(incumplimiento de pago). 
Lo que demuestra que de todos los impuestos a cargo de SATP, el impuesto 
predial es el que tiene el mayor porcentaje de morosidad. 
Tabla 2: Porcentaje De Morosidad Del Impuesto Predial Años 2008 Al 
20 14( enero-abril). 
AÑOS PORCENTAJE 
2014-Abril 74.41% 
2014-Marzo 74.04% 
2014~Febrero 70.24% 
2014-Enero· 43.24% 
2013 22.71% 
2012 14.85% 
2011 13.28% 
2010 13.16% 
2009 12.92% 
2008 16.05% 
Fuente:SATP-2014 
En el año 2014 existe el mayor porcentaje de incumplimiento de pago con 
un promedio durante los cuatro meses de 65.48%, seguido del 2013, 
ocupando el tercer lugar el año 2008 con 16.05% cifra baja, pero para el 
servicio de administración tributaria de Piura es un problema dado que ellos 
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anualmente se proponen metas y estas cifras a medida pasa los años se van 
quedando obsoletas porque el contribuyente se acerca solo a pagar deudas 
de años recientes. 
1.2.2. Formulación del Problema 
¿Cuáles son los factores socioeconómicos que influyen en el 
incumplimiento de pago del impuesto predial en el distrito de Piura? 
1.3. JUSTIFICACIÓN 
En tal sentido, la presente investigación se justifica a partir de los siguientes puntos 
de vista: 
En el ámbito teórico, existen pocos estudios e investigaciones que aborden en forma 
integral los factores socioeconómicos que influyen en el incumplimiento del pago 
del impuesto predial como tesis de estudio. La falta de un estudio actualizado y 
pertinente, amerita un trabajo de investigación que centre su esfuerzo en analizar 
los factores socioeconómicos que influyen en el incumplimiento del pago del 
impuesto predial, considerando las leyes y normas vigentes, en concordancia con la 
ley orgánica de municipalidades. 
En el aspecto práctico, es necesario contribuir con la calidad y gestión del proceso 
de recaudo del impuesto predial, a fin de que con las conclusiones y apreciaciones 
obtenidas del presente trabajo de investigación, se pueda trabajar más en los 
factores que influyen en el incumplimiento del mismo, para poder evitar moras 
constantes o muy altas. 
En el aspecto metodológico, es importante porque aporta información estandarizada 
sobre las variables en mención, y se mide las causas por medio de una escala 
valorativa con técnicas y/o metodologías pertinentes utilizando el modelo logit. 
Por ultimo este estudio tiene mucha utilidad y aportará elementos significativos a 
la Municipalidad de Piura, principalmente al SA TP; sirve como base para la toma 
de decisiones, para que las autoridades puedan formular políticas, estrategias para 
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fortalecer de forma adecuada los procedimientos administrativos que están 
establecidos. Proponiendo una comunión en la planificación y ejecución. 
1.4. OBJETIVOS 
1.4.1. Objetivo General 
Determinar los factores socioeconómicos que influyen en los contribuyentes 
para el incumplimiento de pago en el impuesto predial del distrito de Pium, 
en base a información registrada en el periodo 2008- 2014 (enero-abril). 
1.4.2. Objetivos Especificos 
l. Evaluar cuáles de los factores mencionados y utilizados en la investigación 
resultan significativos, estableciendo también las pruebas de bondad de 
ajuste para el modelo de regresión logística Binaria predicho. 
2. Predecir la probabilidad de obtener personas con incumplimiento para el 
impuesto predial utilizando el modelo de regresión logística, calcular la 
sensibilidad y especificidad de la variable dependiente, y el porcentaje 
global de aciertos con la tabla de clasificación. 
3. Identificar la oportunidad de riesgo de incumplimiento para el impuesto 
predial en relación de los Factores socioeconómicos de los contribuyentes 
del impuesto predial que resultaron significativos en relación con el modelo 
final de Regresión. 
4. Encontmr la Curva Operativa de Rendimiento (ROC), además obtener el 
punto de corte que produce una mejor calidad de predicciones correctas para 
este modelo de regresión logística binaria. 
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5. Identificar las debilidades del SATP, a través de un análisis descriptivo de 
las principales variables y factores implicados en el incumplimiento para el 
impuesto predial. 
1.5. FORMULACIÓN DE LA HIPÓTESIS: 
Existen factores socioeconómicos que, mediante el modelo logit, permiten 
predecir adecuadamente la probabilidad de incumplimiento de los deudores del 
SATP, en el impuesto predial. 
1.6. LIMITACIONES 
El texto Único Ordenado de la Ley n° 27806 de transparencia y acceso de 
información pública, aprobado mediante Decreto Supremo n° 043-2003-
PCM en el artículo 192 indica que no es posible mostrar ni acceder a toda la 
información de los contribuyentes encuestados; además solo se brinda 
información siempre que el solicitante acredite la representación mediante 
poder por documento público con firma legalizada notarialmente o por 
fedatario designado por la administración tributaria. 
1.7. DELIMITACIONES 
Teniendo en cuenta los criterios de la investigación científica, esta investigación 
se ha delimitado de la siguiente manera: 
En esta investigación no se cuenta con factores de carácter personal y cultural, 
para las personas implicadas en nuestras encuestas, es por ello que no se tiene 
ese tipo de información en la base de datos. 
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Las encuestas han sido realizadas por nosotras mismas, que como en mi caso 
desarrollamos esta recepción de información como parte de nuestra labor 
profesional y que se ha llevado a cabo en todo el departamento de Piura. 
11. MARCO TEÓRICO 
2.1. ANTECEDENTES GENERALES 
A Nivel Internacional 
Guarneros (2010). Realizo una investigación sobre la evasión fiscal en México 
causas y soluciones. Universidad Veracruzana, México. Este estudio descriptivo, 
tiene como finalidad analizar cuáles son las causas de evasión, entre ellas las de 
tipo económico en general, de política tributaria, de tipo psicosociológicas que 
influyen en la personalidad del contribuyente. 
Al evaluar sobre la evasión fiscal se pudo concluir que el impacto que tiene la 
cultura fiscal, los valores, la ética, el uso, las costumbres, la personalidad, el 
carácter, el temperamento, la educación y el nivel socioeconómico del 
contribuyente se relaciona. Independientemente de conocer algunas causas que 
provoquen la evasión por parte de los contribuyentes como son la corrupción 
vista con un: binomio inseparable sociedad-gobierno. 
A Nivel Nacional 
Ramírez (2006). Realizo una investigación sobre Factores que generan la 
evasión tributaria en la industria de calzado en el Distrito del Porvenir durante 
el ejercicio 2005. Universidad Privada Antenor Orrego: Este estudio es de un 
diseño descriptivo porque describe los factores que generan la evasión tributaria. 
Al evaluar sobre los factores se llegó a la siguiente conclusión: 
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• Los factores que originan evasión tributaria en la industria de calzado de 
las empresas formalmente constituida son de orden de importancia, la falta 
de conciencia tributaria, falta de liquidez, la competencia, los 
consumidores y las leyes tributarias anti técnicas. 
• Los factores que originan la informalidad de la industria de calzado son la 
falta de liquidez, la falta de conciencia tributaria y las leyes anti técnicas. 
Azabache, (2008). Realizo una investigación sobre la Evasión Tributaria En la 
Industria de Calzado en el Distrito del Porvenir - Trujillo: 2006 -
2007.Universidad Nacional de Trujillo: Este estudio diseño analítico -
descriptivo porque se precisan características objetivas y subjetiva de los 
movimiento económicos. Al evaluar se llegó a siguiente conclusión: 
• La evasión Tributaria en los contribuyentes del sector industria de calzado 
se cometen por insuficiente conciencia tributaria, carácter anti técnico de 
las leyes tributarias y la crisis económica del país. 
• Para el contribuyente del Sector industria de calzado cumplir con el pago 
del Impuesto General a las Ventas es atentar contra su liquidez, debido a 
que la competencia desleal originada por las importaciones de calzado a 
menor precio, obliga a que la mayoría de ellos a asumir el impuesto como 
costo del producto, para poder mantenerse en el mercado. 
• La política recaudadora del sistema tributario peruano, está asfixiando al 
contribuyente llevando a seguir trabajando en la informalidad. 
Álvarez, (2008). Realizo un estudio sobre Influencia De La Aplicación Del 
Sistema De Pago De Obligaciones Tributarias Con El Gobierno Central En La 
Situación Económica Y Financiera De La Empresa Transialdir S.A.C. en los 
años 2006-2007: Este estudio de diseño correlaciona), al evaluar se llegó a 
siguiente conclusión: 
• El sistema de pago de obligaciones tributarias con el Gobierno Central 
como medida administrativa, atenta contra el principio de no 
confiscatoriedad ya que las empresas sujetas al sistema no pueden disponer 
libremente de sus fondos detraídos 
• El efecto financiero especifico de la aplicación del sistema de pago de 
obligaciones tributarias con el Gobierno Central se aprecia en la 
disminución significativa de los indicadores de Liquidez general, Liquidez 
absoluta, Capital de trabajo y el Flujo de caja, en tanto el efecto económico 
_se aprecia en el incremento de los gastos financieros como consecuencia 
de la necesidad de fmanciamiento externo; debido a la falta de liquidez de 
la empresa para cumplir sus obligaciones con terceros. 
Jobnny, (2012) realizo una investigación sobre la Incidencia de la cultura 
tributaria en la evasión del impuesto a la renta de contribuyentes de cuarta 
categoóa en la ciudad de Arequipa, periodo 2010-20 ll.Universidad Nacional de 
San Agustín. Perú: Este estudio utilizo una población de 100 personas, al evaluar 
sobre la Evasión Fiscal se arribó a las siguientes conclusiones: En términos 
generales, con este estudio ha quedado evidenciado, que el contribuyente 
arequipeño no lleva arraigada su obligación del pago del tributo como algo 
inherente a su ciudadanía. 
Si bien existe una norma socialmente aceptada como lo es la obligatoriedad del 
pago de impuestos por mandato de Ley, esta norma por diversas razones puede 
saltarse o desconocerse. Esto se evidencia al haber un porcentaje mucho mayor 
de contribuyentes que consideraron no estar de acuerdo con la afirmación de que 
"la falta de honradez de algunos no es excusa para que otro dejen de pagar sus 
impuestos" y al expresar que una de las razones de su desmotivación era que "si 
unos contribuyentes no pagan, yo tampoco". Lo anterior demuestra la existencia 
de actitude~ de obrar, en la que sencillamente no importa la norma. 
Esta tesis nos sirve como referencia de la realidad del factor cultural con respecto 
a la evasión tributaria La cual es muy lamentable, toda vez que como se expresó 
en esta investigación para incrementar la cultura tributaria en Arequipa y con 
ella el cumplimiento voluntario de las obligaciones, es indispensable que los 
contribuyentes tengan fe en la Administración Tributaria, en los funcionarios 
que para ella laboran y se sientan retribuidos por el Estado con servicios públicos 
de calidad, que en definitiva son los que evidencian una mejor calidad de vida 
del ciudadano. 
Rodríguez, (2012) realizo un estudio sobre los Factores principales que generan 
la evasión tributaria en la empresa de Transporte de carga pesada en el Distrito 
de Trujilloperiodo 201 O. Universidad Cesar Vallejo: Este estudio es de un diseño 
no experimental de tipo transversal ya que no se manipula ninguna variable. Al 
evaluar sobre la Evasión Fiscal se arribó a las siguientes conclusiones: 
• La carencia de conciencia tributaria es otro factor principal que genera la 
evasión tributaria ya que la gran mayoría de contribuyentes no cuentan con 
una adecuada preparación y consideran que el estado no es ejecutable en 
la redistribución de los ingresos públicos pues consideran que no existe 
una buena distribución de los recursos obtenidos. 
• Las altas tasas de impuesto en la actualidad propician que los 
contribuyentes de las empresas de transporte de carga pesada paguen 
menos impuesto debido a la obstrucción indebido de comprobantes de 
pago. 
Castro & Quiroz (20 13). Realizaron una investigación sobre Las causas que 
motivan la evasión tributaria en la empresa constructora los cipreses S.AC en la 
ciudad de Trujillo en el periodo 2012". Universidad Privada Interno Orrego: 
estudio descriptivo, llegan a las siguientes conclusiones: 
• Las causas que motivan la evasión tributaria en la empresa constructora 
son: económicas, culturales y elevada imposición tributaria. 
• Existe una deficiente conciencia tributaria, lo que motiva a evadir, 
asimismo para la constructora Los Cipreses S.AC, cumplir con el pago 
de sus obligaciones tributarias, es atentar contra su liquidez, debido a 
que la competencia desleal originada, obliga a asumir el impuesto 
como costo del producto, para poder mantenerse en el mercado ya si 
poder obtener más utilidades en beneficio propio. 
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Las dimensiones en que se puede expresar el efecto de la cultura tributaria en la 
aplicación del cuestionario a las personas encuestadas son valores, creencias y 
actitudes. 
Aguirre & Silva (20 13). Realizaron un estudio sobre Evasión tributaria en los 
comerciantes de abarrotes ubicados en los alrededores del mercado mayorista 
del distrito de Trujillo-Afio 2013. Universidad Privada Antenor Orrego: Estudio 
descriptivo, se arribó a las siguientes conclusiones: 
• La falta de una adecuada difusión por parte del Estado respecto a los 
tributos y el objeto de los mismos, trae consigo la ausencia de una 
cultura y conciencia tributaria, lo que origina que los contribuyentes se 
encuentren más propensos a caer en la evasión y elusión tributaria. 
• Del sector encuestado el 49"/o tienen un nivel de instrucción superior, 
el25% secundaria, mientras que el26% primaria. Es decir, que a pesar 
que el contribuyente tiene en su mayoría un nivel de instrucción 
superior este evade el pago de impuestos. 
En referencia a estos estudios antes mencionadas, todas estas investigaciones son 
de tipo descriptivo, lo que restringe realizar un análisis más profundo; lo que 
nuestra investigación pretende obtener es una clasificación de individuos con el 
modelo logístico utilizando las variables mencionadas en estas investigaciones. 
2.2. BASES TEORICAS 
2.2.1. IMPUESTO PREDIAL 
Según, Bah! y Martinez, (2012, p.23) el impuesto predial "es esencialmente un 
instrumento fiscal para financiar las necesidades de gasto local". 
McCiuskey, (20 11, p.30), El impuesto predial, es un impuesto real que grava de 
forma recurrente la propiedad o posesión de los inmuebles, es reconocido 
ampliamente como un impuesto idóneamente local, dada la inamovilidad de su 
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base, la dificultad para su evasión y la relativa facilidad para identificar la 
propiedad gravable. 
Para efectos del Impuesto se considera predios a los terrenos, incluyendo los 
terrenos ganados al mar, a los ríos y a otros espejos de agua, así como las 
edificaciones e instalaciones fijas y permanentes que constituyan partes 
integrantes de dichos predios, que no pudieran ser separadas sin alterar, 
deteriorar o destruir la edificación. 
La recaudación, administración y fiscalización del impuesto corresponde a la 
Municipalidad Distrital donde se encuentre ubicado el predio. 
2.2.2 EV ASION TRIBUTARIA 
Según Pita (1985, p.l43), la define desde un ángulo estrictamente jurídico, como 
un fenómeno atinente al ilícito tributario, desde un enfoque financiero 
significaría una pérdida de recursos por parte del Estado, si se la examinara 
desde el punto de vista de un administrador se la interpretaría como una forma 
de comprometer su propia eficiencia y desde un encuadre social, se la entendería 
como un desinterés por la propia comunidad. 
Si bien resulta interesante interpretar ei significado social, la naturaleza jurídica, 
la visión del administrador y las implicancias financieras de la evasión tributaria, 
considero más pertinente para el presente trabajo, determinar el concepto y las 
modalidades de evasión de acuerdo a un estudio terminológico a través de 
distintos doctrinarios. 
Sampaio (1971, p.l20), definió a la evasión tributaria como "toda y cualquier 
acción u omisión, tendiente a eludir, reducir o retardar el cumplimiento de una 
obligación tributaria" 
Además estima que comprende diversas especies, las que pueden caracterizarse 
en: 
2: 
• Abstención de incidencia: cuando el sujeto del impuesto deja de practicar 
actos de Jos que surgen obligaciones tributarias, y no Jo hace violando la 
ley. 
• Transferencias económicas: se da por una dislocación económica del 
tributo del contribuyente de derecho hacia el de hecho, la cual tampoco 
sería ilícita. 
• Evasión por inacción: esta puede ser intencional, ya sea por una inacción 
consciente y voluntaria, o sin intención, producto de la ignorancia del 
contribuyente y de la complejidad del tributo. 
• Evasión ilícita: que sería la evasión clásica, conceptuada como la acción 
consciente y voluntaria del deudor por medio ilícitos para eliminar, reducir 
o retardar el cumplimiento del tributo. Operando como fraude o como 
simulación. 
• Evasión lícita: se concreta en la acción tendiente a alejar, reducir o 
postergar la realización del hecho generador por procesos Jicitos. 
2.2.2.1 TIPOS DE EV ASION TRIBUTARIA 
Según el Régimen Penal Tributario (200 1, p.l43), se puede encontrar: la evasión 
simple y la evasión agravada 
• La evasión simple: es la que tipifica a la acción del obligado que mediante 
declaraciones engañosas, ocultaciones maliciosas o cualquier otro ardido 
engaño, sea por acción u omisión, evadiera total o parcialmente, el pago 
de los tributos al Fisco Nacional, siempre que el monto evadido superare 
los $100.000 por cada tributo y por cada ejercicio anual. 
• La evasión agravada: se da cuando el monto evadido supera la suma de 
$1.000.000, si hubiera intervenido una persona o personas interpuestas 
para ocultar la identidad del verdadero sujeto obligado y el monto evadido 
superare los $200.000 o si el obligado utilizase fraudulentamente 
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exenciones, desgravaciones, diferimientos, liberaciones, reducciones o 
cualquier otro beneficio fiscal y el monto evadido superara los $200.000. 
2.2.2.2 CAUSAS DE EV ASION TRIBUTARIA 
Dentro de las causas de la evasión fiscal se pude distinguir: 
a. Sistema Tributario Poco Transparente: 
Para que un sistema tributario no incremente la evasión fiscal, es necesario 
que se dé el cumplimiento de los requisitos indispensables para la 
existencia de un sistema como tal. 
b. Administración Tributaria Poco Flexible: 
Un problema que se plantea es que en la medida que el sistema tributario 
busca la equidad y el logro de una gran variedad de objetivos sociales y 
económicos, la simplicidad de las leyes impositivas es una meta dificil de 
alcanzar. Dificultándose el logro de una administración flexible. 
Además ante el hecho que las autoridades públicas procuran objetivos 
específicos, muchos de los cuales persiguen un fin extra fiscal y otros son 
netamente tributarios, exige que la administración Tributaria esté al 
servicio de la política tributaria y a un nivel más general, de la política del 
gobierno, debiendo realizar todos los esfuerzos necesarios para 
implementar los cambios por ésta exigida. 
c. Carencia De Conciencia Tributaria 
Al hablar de la falta de conciencia tributaria se está implicando que en la 
sociedad no se ha desarrollado el sentido de cooperación de los individuos 
con el Estado. 
Los ciudadanos sabemos que el Estado debe satisfacer las necesidades 
esenciales de la comunidad, ya que los individuos por si solos no podemos 
hacerlo. Cuando nosotros no vemos el cumplimiento de su función con 
total eficacia, demandamos con mayor fuerza que la prestación de los 
servicios tales. como salud, educación, seguridad y justicia sea más 
eficiente. 
Según Aquino (2000, p.20), la formación de la conciencia tributaria se 
debe asentar en dos pilares: 
• La importancia que el individuo, como integrante de un conjunto 
Social, le otorga al · impuesto que paga como un aporte justo, 
necesario y útil para satisfacer las necesidades colectivas. 
• El individuo prioriza el aspecto social sobre el individual, en tanto 
esa sociedad a la que pertenece, considere el evasor como sujeto 
antisocial, y que con su acción agrede al resto de la sociedad. 
d. Falta de educación: 
Prácticamente éste es el sostén de la conciencia tributaria. Cuando éste 
factor es incorporado en los individuos como verdaderos valores y 
patrones de conducta, él actúa con equidad y justicia. 
Por tal es necesario enseñar al ciudadano el rol que debe cumplir el Estado, 
y se debe poner énfasis en que él, como parte integrante de la sociedad que 
es la creadora del Estado, debe aportar a su sostenimiento. Pues con una 
buena educación, es la única forma que la sociedad entienda que los 
impuestos no son más que el precio de vivir en sociedad. 
e. Falta de solidaridad: 
El Estado debe brindar servicios, con lo cual cuando no cuenta con los 
recursos necesarios no puede cumplir los fines de su existencia. Estos 
recursos deben provenir de los sectores que están realmente en condiciones 
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de contribuir, y el Estado debe, cumpliendo con sus funciones, volcarlos 
hacia los sectores de menos ingresos. Ferrucci (1998, p.129) considera 
2~ 
que es importante que sobresalte el principio de solidaridad y así ayudar a 
una distribución más progresiva del ingreso, combatiendo la regresión en 
dicha distribución. 
f. Idiosincrasia del pueblo peruano: 
Este es el factor que gravita con mayor intensidad en la falta de conciencia 
tributaria. La falta de conciencia tributaria tiene relación directa con el 
pensamiento de los peruanos: la falta de solidaridad con el que menos 
tiene, y la cultura facilista, sentimiento generalizado que "todo puede 
arreglarse" y el pensamiento de que las normas fueron hechas para 
violarlas, de que las fechas de vencimiento pueden ser prorrogadas, o sea 
siempre se piensa que existe una salida más fácil para todos los problemas. 
Que incluye honestidad y transparencia en sus actos. 
g. Falta de claridad del destino de los gastos públicos: 
Este es el concepto que afecta de forma más directa a la falta del 
cumplimiento voluntario, ya que la población reclama que preste la 
máxima cantidad de servicios públicos en la forma adecuada, y al no tener 
dicha respuesta por parte del estado, toda la sociedad se pregunta a donde 
van a parar los impuestos que pagaron. Por ejemplo: en la educación gran 
parte de la sociedad pagan una escuela privada para sus hijos, para la salud 
contratan un servicio de medicina prepaga, o utilizan sistemas de seguridad 
privados a través de alarma. Por falta de una respuesta lógica y razonable 
es que la conducta del individuo tienda a la evasión. 
h. Bajo Riesgo De Ser Detectado: 
Cuando el contribuyente sabe que no se lo pueden controlar, se siente 
tentado a incurrir a esa inconducta. Esto es un peligroso factor de 
desestabilización social, dado que la percepción de esta situación por parte 
de los contribuyentes y el ciudadano común, desmoraliza a quienes 
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cumplim adecuadamente con sus obligaciones (sentimiento que se repite 
con muchos de los causales previstos). 
Pues los esfuerzos de la Administración tributaria deberían estar 
orientados a detectar la brecha de la evasión tributaria y tratar de definir su 
dimensión, para luego, analizar las medidas a implementar para corregir 
tal conducta. 
Como dice el Tacchi (1994, p.30) "El efecto demostrativo de la 
evasión es dificil de contrarrestar si no es con la erradicación de 
la misma, en una ámbito de evasión es siempre imposible 
competir sin ubicarse en un ritmo similar a ella, aparece así la 
evasión como autodefensa ante la inacción del Estado". 
Es decir que se debe aumentar el peligro de ser detectado para aquellos que 
tienen esa inconducta, compartiendo el pensamiento de que debe 
desterrarse la falta de presencia de un Organismo Recaudador, 
incrementando el riesgo del evasor, los que también tendrá su efecto sobre 
el resto de los contribuyentes. Dicho Organismo debe marcar una 
adecuada presencia en el medio a través de la utilización correcta de la 
información que posee y exteriorizar a la sociedad la imagen de que el 
riesgo de ser detectado es alto, y de que el costo de no cumplir 
correctamente con sus obligaciones fiscales es excesivamente costoso. 
i. Distracción De Fondos Públicos: 
Existe la tradicional opinión de que la función pública permite a los 
gobernantes, en sus tres niveles jurisdiccionales, distraer fondos públicos 
en su propio beneficio y/o de que puede existir un dispendio o uso 
incorrecto del mismo, todo lo cual actúa como factor psicológico 
desmotivante para el contribuyente. 
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Este factor excede el marco de la Administración Tributaria y, por ende, 
escapa al soporte de los entes de recaudación por depender de la eficiencia 
y transparencia de la gestión gubernamental. 
j. Endeblez Del Control 
Todos los factores enunciados se pueden ver potenciados cuando existe 
una endeblez en el control ejercido por los organismos recaudadores, 
cualesquiera sean las causas de las mismas. 
2.3. MODELOS DE ELECCIÓN DISCRETA 
Los modelos de elección discreta son modelos en los que la variable dependiente 
es de carácter cualitativo (no métrica). Los modelos de elección discreta están 
muy relacionados con el análisis discriminante. Actualmente existe una 
tendencia a utilizar en mayor medida los modelos de elección discreta debido a 
que requieren realizar menos supuestos, lo que permite, en general obtener unos 
resultados más robustos. 
En estadística, la regresión logística es un tipo de análisis de regresión utilizado 
para predecir el resultado de una variable categórica (una variable que puede 
adoptar un número limitado de categorías) en función de las variables 
independientes o predictoras. Es útil para modelar la probabilidad de un evento 
ocurriendo como función de otros factores. El análisis de regresión logística se 
enmarca en el conjunto de Modelos Lineales Generalizados (GLM por sus siglas 
en inglés) que usa como función de enlace la función logit. Las probabilidades 
que describen el posible resultado de un único ensayo se modelan, como una 
función de variables explicativas, utilizando una función logística. 
La regresión logística es usada extensamente en las ciencias médicas y sociales. 
Otros nombres para regresión logística usados en varias áreas de aplicación 
incluyen modelo logístico, modelo logit, y clasificador de máxima entropía. La 
Regresión Logística es una técnica estadística multivariante que nos permite 
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estimar la relación existente entre una variable dependiente no métrica, en 
particular dicotómica y un conjunto de variables independientes métricas o no 
métricas. 
2.3.1. Introducción de Modelo Logístico Binario 
Muchas situaciones dentro del análisis de datos involucran la predicción del 
valor de resultado de una variable dependiente categórica. Estas incluyen 
aplicaciones en la medicina para predecir el estado de salud de un paciente, 
en estudios de mercados la predicción acerca de la aceptación de un 
producto, en el ambiente pedagógico para predecir el rendimiento 
académico de un estudiante. La regresión logística binaria es una técnica 
que puede resultar bastante útil en estas y otras situaciones. 
La regresión logística está diseñada para emplear una mezcla de variables 
predictoras categóricas y continuas para predecir una variable categórica de 
resultado o dependiente. Es muy común verlo como una alternativa al 
análisis discriminante. Varios de los conceptos que se discuten dentro de 
este análisis de regresión, son parte también de esa técnica multivariante, lo 
cual significa un complemento de estudio importante en la aplicación de la 
ciencia estadística. 
A diferencia del análisis discriminante la regresión logística tiene muy 
pocos y menos estrictos, supuestos, además aun cuando los supuestos del 
análisis discriminante se han cumplido, la regresión logística se desempeña 
casi igual de bien. En particular este estudio hace referencia clara cuando se 
tiene una variable dependiente con dos categorías, y es allí cuando toma el 
nombre de regresión logística binaria. 
Los modelos de regresión logística son modelos estadísticos en los que se 
desea conocer la relación entre: Una variable dependiente cualitativa, 
dicotómica (regresión logística binaria o binomial) o con más de dos valores 
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(regresión logística multinomial), en relación con una o más variables 
explicativas independientes, o covariables, ya sean cualitativas o 
cuantitativas, siendo la ecuación inicial del modelo de tipo exponencial, si 
bien su transformación logarítmica (logit) permite su uso como una función 
lineal. 
Como se ve, las covariables pueden ser cuantitativas o cualitativas. Las 
covariables cualitativas deben ser dicotómicas, tomando valores O para su 
ausencia y 1 para su presencia (esta codificación es importante, ya que 
cualquier otra codificación provocaría modificaciones en la interpretación 
del modelo). Pero si la covariable cualitativa tuviera más de dos categorías, 
para su inclusión en el modelo debería realizarse una transformación de la 
misma en varias covariables cualitativas dicotómicas ficticias o de diseflo 
(las llamadas variables dummy), de forma que una de las categorías se 
tomaría como categoría de referencia. Con ello cada categoría entraría en el 
modelo de forma individual. En general, si la covariable cualitativa posee n 
categorías, habrá que realizar n -1 covariables ficticias. 
Pero, del conjunto de variables que pueda tener un estudio, ¿qué variables 
deben introducirse en el modelo? El modelo debe ser aquél más reducido 
que explique los datos (principio de parsimonia), y que además sea 
congruente e interpretable. Hay que tener en cuenta que un mayor número 
de variables en el modelo implicará mayores errores estándar. Deben 
incluirse todas aquellas variables que se consideren importantes para el 
modelo, con independencia de que si un análisis univariado previo demostró 
o no su significación estadística. 
Por otro lado, no debería dejarse de incluir toda variable que en un análisis 
univariado previo demostrara una relación "suficiente" con la variable 
dependiente. Como se ve, no se habla de significación estadística (p <0,05), 
que sería un criterio excesivamente restrictivo, sino de un cierto grado de 
relación (por ejemplo p <0,25). La laxitud de esta recomendación se debe a 
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que un criterio tan restrictivo como una p <0,05; puede conducir a dejar de 
incluir en el modelo covariables con una débil asociación a la variable 
dependiente en solitario pero que podrían demostrar ser fuertes predictores 
de la misma al tomarlas en conjunto con el resto de covariables. 
El Análisis de Regresión Logística tiene la misma estrategia que el Análisis 
de Regresión Lineal Múltiple, el cual se diferencia esencialmente del 
Análisis de Regresión Logística por que la variable dependiente es métrica; 
en la práctica el uso de ambas técnicas tienen mucha semejanza, aunque sus 
enfoques matemáticos son diferentes. 
La variable dependiente o respuesta no es continua, sino discreta 
(generalmente toma valores 1 ,0). Las variables explicativas pueden ser 
cuantitativas o cualitativas; y la ecuación del modelo no es una función 
lineal de partida, sino exponencial; si bien, por sencilla transformación 
logaritmica, puede finalmente presentarse como una función lineal. Así pues 
el modelo será útil en frecuentes situaciones prácticas de investigación en 
.que la respuesta puede tomar únicamente dos valores: 1, presencia (con 
probabilidad p ); y O, ausencia (con probabilidad 1-p ). 
El modelo será de utilidad puesto que, muchas veces, el perfil de variables 
puede estar formado por caracteres cuantitativos y cualitativos; y se 
pretende hacer participar a todos ellos en una única ecuación conjunta. 
El modelo puede acercarse más a la realidad ya que muchos fenómenos, 
como los del campo epidemiológico, se asemejan más a una curva que a una 
recta. Además la curva exponencial elegida como mejor ajuste, puede ser 
transformada logaritmicamente en una ecuación lineal de todas las 
variables, siendo así que el aparato matemático estudiado para la regresión 
lineal múltiple será aplicable; aunque el investigador tenga, al final, que 
deshacer la transformación para interpretar sus conclusiones. 
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Si para el Modelo de Regresión Logística una variable regresora de tipo 
categórica tiene e niveles habrá que generar c-1 variables ficticias (dummy) 
a fin que todas las posibilidades de la variable queden bien representadas en 
el modelo logístico. Cuando todas las variables regresoras son categóricas 
entonces se usa el modelo Log lineal, ver Me Cullagb (1983). 
Medina (2003), en su investigación sobre modelos de elección discreta dice; 
la utilidad de los modelos de elección discreta frente a la econometría 
tradicional radica en que los primeros permiten la modelización de variables 
cUalitativas, a través del uso de técnicas propias de las variables discretas. 
Se dice que una variable es discreta cuando está formada por un número 
fmito de alternativas que miden cualidades. Esta característica exige la 
codificación como paso previo a la modelización, proceso por el cual las 
alternativas de las variables se transforman en códigos o valores cuánticos, 
susceptibles de ser modelizados, utilizando técnicas econométrícas. 
Entre los modelos de elección discreta más conocidos se tienen: 
Modelo Descripción 
Modelos dicotómicos Cuando la variable dependiente toma solamente dos 
o binomiales modalidades o categorías. Las dos modalidades deben ser 
mutuamente excluyentes. 
Modelos Cuando la variable dependiente toma más de dos modalidades 
Multinomiales que son diferentes, exhaustivas y mutuamente excluyentes. 
Modelos Ordenados Cuando la variable dependiente toma más de dos 
modalidades, que son también, diferentes, exhaustivas y 
mutuamente excluyentes pero que, a diferencia de los 
multinomiales puede establecerse un orden es decir es una 
. . ' ' vanable ordmal. · 
Modelos Loglineales Estos modelos se utilizan para analizar tablas de contingencia 
de dos o más dimensiones. 
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2.3.2.Modelo Lineal de Probabilidad (MLP) 
2.3.2.1. Especificaciones e interpretación del MLP 
La primera tentativa teórica desarrollada para estudiar modelos con 
variables dicotómicas se planteó como una mera extensión del 
Modelo Lineal General que viene expresado por: 
Y¡ = a+ P1X1 + PzXz + ··· + PkXk +e; 
Dónde: 
(1) 
Y¡: puede tomar dos valores: 1 si ocurre una alternativa y O en caso 
contrario, de esta manera la variable dependiente no es continúa. 
Xi: Variables independientes o explicativas 
e; : Variable aleatoria que se distribuye normal N (0, u 2 ) 
La distribución de la muestra en este tipo de modelos se caracteriza 
por configurar una nube de puntos de tal manera que las 
observaciones muestrales se dividen en dos subgrupos. Uno de ellos 
está formado por las observaciones en las que ocurrió el 
acontecimiento objeto de estudio (Y;=l), y el otro, por los puntos 
muestrales en los que no ocurrió (Y¡=O). 
El Modelo Lineal de Probabilidad (1 ), se puede interpretar en 
términos probabilísticos, en el sentido de que un valor concreto de la· 
recta de regresión mide la probabilidad de que ocurra el 
acontecimiento objeto de estudio. Es decir, f¡ se puede considerar 
como la estimación de la probabilidad de que ocurra el 
acontecimiento objeto de estudio (Y¡=I) bajo el siguiente criterio: 
valores próximos a cero se corresponden con una baja probabilidad 
de ocurrencia del acontecimiento analizado (menor cuanto más 
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próximos a cero); mientras que a valores próximos a uno se les 
asigna una probabilidad elevada de ocurrencia (mayor cuanto más 
próximos a uno). 
La interpretación de los coeficientes estimados en los Modelos 
Lineales de Probabilidad (MLP) es la misma que la del Modelo 
Lineal General, recogiendo el valor del parámetro el efecto de una 
variación unitaria en cada una de las variables explicativas sobre la 
probabilidad de ocurrencia del acontecimiento objeto de estudio. 
Así, si se produce un incremento de una unidad en la variable 
explicativa X1 ese aumento provocarla una variación igual a P1 en la 
probabilidad fi ( 1 ). 
2.3.2.2. Limitaciones de la estimación por MCO 
La estimación del modelo anterior por Mínimos Cuadrados 
Ordinarios plantea una serie de limitaciones que se detallan a 
continuación: 
l. El valor estimado puede estar fuera de rango [O - 1], La estimación 
del Modelo Lineal de Probabilidad a través de MCO no garantiza 
· que los valores estimados de Y¡ estén entre O y 1, lo cual carece de 
lógica al interpretarse el valor estimado como una probabilidad. Este 
problema se soluciona truncando el rango de variación del valor 
estimado, dando lugar al modelo conocido con el nombre de Modelo 
Probabilístico Lineal Truncado, y que, para una única variable 
explicativa, se expresa de la forma: 
a + fJk1X,ci ~ 1 
o < a + fJkixki < 1 
a + fJk1Xki ~ o 
Sin embargo, si se restringen los valores de Y¡ a O y 1, los valores del 
ténnino independiente y la pendiente varían según los valores de Xi, 
de tal fonna que: 
Para X¡ ~ -fJa ténnino independiente y pendiente iguales a O. 
Para -; ~ X1 ~ <1~a) ténnino independiente igual a a y pendiente 
igual a p. 
Para X1 ~ <1 ~a) ténnino independiente igual a 1 y pendiente igual a 
o. 
Esto hará que si se incluyen en la estimación puntos en los que X1 ~ 
-fJa ó X1 ~ <1 ~a) los estimadores serán sesgados e inconsistentes. 
2. La perturbación aleatoria puede no seguir una distribución Nonnal, 
dados los valores que toma la perturbación aleatoria no se puede 
asegurar que ésta se distribuya como una nonnal, al tratarse de una 
distribución binaría o dicotómica. Si bien el incumplimiento de la 
hipótesis de nonnalidad no invalida la estimación por MCO, sin 
embargo, la ausencia de nonnalidad imposibilita el uso de los 
estadísticos habituales utilizados para realizar el contraste de 
hipótesis tales como la t - Student, la F - Snedecor, etc. al basarse 
dichos contrastes en la hipótesis de nonnalidad de la perturbación 
aleatoria. 
3. Problemas de Heterocedasticidad, aun en el caso de que se 
cumpliesen las hipótesis de media y correlación nula en la 
perturbación aleatoria (E( E¡)= O y E(E;Ej) =O "Vi* j) no se 
cumple la hipótesis de varianza constante, es decir, la perturbación 
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aleatoria no es homocedástica. Para comprobarlo se calcula la 
varianza de la perturbación aleatoria a través de su definición. 
Var(E¡) = E( E¡ - E(E¡))2 = E(E¡)2 
= (1- a- ~kXki)2f¡(1)+(-a- ~Xki)2 (1- f¡(1)) 
= (1- f¡(1))2 f¡(1) + (f¡(1)2(1- f¡(1)) 
= ( 1- f¡(l))f¡(1)( 1- f¡(1) + f¡(l)) 
= (1- f¡(1))f¡(1) 
La varianza de la perturbación aleatoria es una función de la 
probabilidad{¡ (1 ), la cuales a su vez, función de cada una de las 
observaciones de las variables explicativas X1• La perturbación 
aleatoria es, por tanto, heterocedástica y la estimación del modelo 
mediante el método de MCO obtiene unos estimadores de los 
coeficientes de regresión con varianza no mínima, es decir, no 
eficientes. 
Este problema podría solucionarse estimando el modelo a través de 
Mínimos Cuadrados Generalizados (MCG). A este tipo de modelos 
se les denomina Modelos Lineales Probabilísticos Ponderados. La 
estimación a través de MCG requiere la realización de los siguientes 
pasos: 
• Se estima el modelo (1) mediante MCO sin tener en cuenta el 
problema de Heterocedasticidad, obteniéndose el valor estimado y¡. 
• El valor Y; se utiliza para calcular la varianza de la perturbación 
aleatoria, a través de la fórmula anteriormente obtenida: 
Var(E1) = (1- {¡(1)){;(1) = Y;(1- í'1) = ul 
• Si los valores estimados de Y; son mayores que la unidad o menores 
que cero, deben sustituirse por la unidad (en el primer caso) o por 
cero (en el segundo). En ambos casos el valor resultante del cálculo 
3( 
de la varianza de e; será cero, lo que generaria problemas al utilizar 
la V ar( E;) como ponderador. Ante esta situación se puede optar por 
eliminar las observaciones que generan estos valores, incurriendo en 
pérdida de información. Es por ello que la opción preferida es 
sustituir los valores mayores o iguales a la unidad por 0,999, y los 
valores menores o iguales a cero por 0,00 l. 
• Se pondera el modelo (1) dividiendo ambos miembros de la ecuación 
por la desviación típica estimada F = ../P;(l- Y;) con el fin de 
transformar el modelo en homocedástico. 
La estimación por MCO del modelo transformado es equivalente a 
aplicar MCG en el modelo (1) y en ambos casos se obtienen 
estimaciones eficientes de los coeficientes de regresión. 
Sin embargo, uno de los problemas que presenta la estimación por 
MCG es la pérdida del término independiente en el modelo. La 
omisión del término independiente puede provocar que la suma de 
los residuos sea distinta de cero lo que puede tener consecuencias 
sobre el coeficiente de determinación (puede ser negativo), la 
función de verosimilitud estimada a partir de los residuos y los 
estadísticos que se obtienen a partir de ella. 
4. El Coeficiente de Determinación R2 esta subestimado, la suma de 
los cuadrados de los residuos a; ef) es más grande de lo habitual 
debido a la forma especifica en que se distribuye la nube de puntos 
de una variable dicotómica. Dado que el cálculo del coeficiente de 
determinación R 2 se ve afectado por :E ef, el R2 calculado en la 
3í 
estimación por MCO es más pequeño de lo que realmente debería 
ser. 
2.3.3.Modelos de probabilidad No lineal 
La estimación e interpretación de los modelos probabilísticos lineales 
plantea una serie de problemas que han llevado a la búsqueda de otros 
modelos alternativos que permitan estimaciones más fiables de las variables 
dicotómicas. Para evitar que la variable endógena estimada pueda 
encontrarse fuera del rango [O; 1], las alternativas disponibles son utilizar 
modelos de probabilidad no lineales, donde la función de especificación 
utilizada garantice un resultado en la estimación comprendido en el rango 
[O; 1]. Las funciones de distribución cumplen este requisito, ya que son 
funciones continuas que toman valores comprendidos entre O y l. 
2.3.3.1. Especificación de los modelos de elección discreta Logit y Probit 
Dado que el uso de una función de distribución garantiza que el 
resultado de la estimación esté acotado entre O y 1, en principio las 
posibles alternativas son varias, siendo las más habituales la función 
de distribución logística, que ha dado lugar al modelo Logit, y la 
función de distribución de la normal tipificada, que ha dado Jugar al 
modelo Probit. Tanto Jos modelos Logit como Jos Probit se 
relacionan, por tanto, la variable endógena Yi con las variables 
explicativas Xi a través de una función de distribución. 
En el caso del modelo Logit, la función utilizada es la logística, por 
lo que la especificación de este tipo de modelos queda como sigue: 
(2) 
En el caso del modelo Probit la función de distribución utilizada es 
la de la normal tipificada, con lo que el modelo queda especificado 
a través de la siguiente expresión 
ra+(lX¡ 1 zZ 
Y;= L"' (27r)1/2e2dz+E; (3) 
Donde la variable z es una variable "muda" de integración con media 
cero y varianza uno. 
Dada la similitud existente entre las curvas de la normal tipificada y 
de la logística, los resultados estimados por ambos m<x!elos no 
difieren mucho entre sí, siendo las diferencias operativas, debidas a 
la complejidad que presenta el cálculo de la función de distribución 
normal frente a la logística, ya que la primera solo puede calcularse 
en forma de integral. La menor complejidad de manejo que 
caracteriza al modelo Logit es lo que ha potenciado su aplicación en 
la mayoría de los estudios empíricos. 
Al igual que en el Modelo Lineal de Probabilidad, el Modelo Logit 
se puede interpretar en términos probabilísticos, es decir, sirve para 
medir la probabilidad de que ocurra el acontecimiento objeto de 
estudio (Y;= 1 ). En cuanto a la interpretación de los parámetros 
estimados en un modelo Logit, el signo de los mismos indica la 
dirección en que se mueve la probabilidad cuando aumenta la 
variable explicativa correspondiente, sin embargo, la cuantía del 
parámetro no coincide con la magnitud de la variación en la 
probabilidad (como si ocurría en el MLP). En el caso de los m<xlelos 
Logit, al suponer una relación no lineal entre las variables 
explicativas y la probabilidad de ocurrencia del acontecimiento, 
cuando aumenta en una unidad la variable explicativa los 
incrementos en la probabilidad no son siempre iguales ya que 
dependen del nivel original de la misma. 
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2.3.4. La Ecuación Logística 
La regresión logística es un instrumento estadístico de análisis bivariado o 
multivariado, de uso tanto explicativo como predictivo. Resulta útil su 
empleo cuando se tiene una variable dependiente dicotómica (un atributo 
. cuya ausencia o presencia se ha puntuado con los valores cero y uno, 
respectivamente) y un conjunto de m variables predictoras o independientes, 
que pueden ser cuantitativas (que se denominan covariables o covariadas) o 
categóricas. En este último caso, se requiere que sean transformadas en 
variables ficticias o simuladas ("dummy"). El propósito del análisis es: 
• Predecir la probabilidad de que a alguien le ocurra cierto evento: por 
ejemplo, "estar desempleado" = 1 o "no estarlo" = O; "ser pobre" = 1 o "no 
ser pobre"= O; "graduarse como sociólogo" =J o "no graduarse"= O. 
• Determinar qué variables pesan más para aumentar o disminuir la 
probabilidad de que a alguien le suceda el evento en cuestión. 
Esta asignación de probabilidad de ocurrencia del evento a un cierto sujeto, 
así como la determinación del peso que cada una de las variables 
independientes tienen en esta probabilidad, se basan en las características 
que presentan Jos sujetos a los que, efectivamente, les ocurren o no estos 
sucesos. 
La regresión logística binaria (a la que desde ahora solo se llamara regresión 
logística) es una regresión que se aplica con una variable independiente 
dicotómica, donde la variable dependiente no contiene valores de datos sin 
procesar, pero en cambio es la oportunidad de que en un evento de interés 
ocurra. En términos generales la ecuación de la regresión logística es: 
Donde los términos de la derecha son los términos estándar para las 
variables independientes y la intercepción es una ecuación de regresión, sin 
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embargo, del lado izquierdo está el logaritmo natural de la oportunidad y la 
cantidad In (Odds) llamada logit. En principio puede variar de menos a más 
infmito, por lo que se elimina el problema de la predicción fuera de los 
límites de la variable dependiente. La oportunidad está relacionada con la 
probabilidad por: 
P¡ 
Odds= 1 _ p . 
• 
V ea que hay una relación lineal con las variables independientes en la 
regresión logística, pero es lineal en el logaritmo natural de la oportunidad 
y no en las probabilidades originales dado que estamos interesados en la 
probabilidad de un evento, por ejemplo el código más alto de una variable 
dicotómica o categoría de interés, la ecuación logística se puede transformar 
en otra ecuación en la probabilidad, entonces tiene esta forma: 
1 
Prob(evento Y1 = 1) = 1 +e (a+P~<~XId) 
Dónde: Prob (y= 1 1 X) es la probabilidad de qué y tome el valor 1 (presencia 
de la característica estudiada), en presencia de las covariables X: 
X~c1 : es un conjunto de k covariables que forman parte del modelo. 
a: es la constante del modelo o término independiente. 
fl~c1 : Los coeficientes de las covariables. 
Esta ecuación no se puede calcular con el método de mininos cuadrados, en . 
lugar de esto, los parámetros del modelo se estiman con la técnica de 
máxima verosimilitud. Derivamos los coeficientes que hacen que nuestros 
valores observados sean los más probables para el grupo de las variables 
independientes, esto se hace a través de iteraciones internas dentro de los 
programas estadísticos. La probabilidad que se obtiene es el punto de partida 
para la clasificación de un elemento cualquiera de la muestra a uno de los 
grupos definidos dentro de la variable de respuesta. 
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Los modelos de regresión logística binaria resultan los de mayor interés ya 
que la mayor parte de las circunstancias analizadas en el campo de la 
investigación responden a este modelo (presencia o no de enfermedad, éxito 
o fracaso, etc.). Como se ha visto, la variable dependiente será una variable 
dicotómica que se codificará como O ó l (respectivamente, "ausencia" y 
"presencia"). Este aspecto de la codificación de las variables no es banal 
(influye en la forma en que se realizan los cálculos matemáticos), y habrá 
que tenerlo muy en cuenta si se emplean paquetes estadísticos que no 
recodifican automáticamente las variables cuando éstas se encuentran 
codificadas de forma diferente (por ejemplo, el uso frecuente de 1 para la 
presencia y -1 ó 2 para la ausencia). 
La ecuación de partid~ en los modelos de regresión logística es lo que se 
denomina distribución logística. En la siguiente imagen vemos un ejemplo 
de esta distribución: la probabilidad de padecer enfermedad coronaria en 
función de la edad. Como puede verse, la relación entre la variable 
dependiente (cualitativa dicotómica), y la covariable (edad, cuantitativa 
continua en este caso), no es definida por una recta (lo que correspondería 
un modelo lineal), sino que describe una forma sigmoidea (distribución 
logística). 
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2.3.5. Elementos del Análisis de Regresión Logística 
Cuando se hace un análisis de regresión logística se tiene dos objetivos 
generales: 
l. Determinar el efecto de un grupo de variables en la probabilidad, además 
del efecto de las variables tomadas individualmente sobre el resultado global 
del modelo. Esto significa la ejecución de cuantificar la importancia de la 
relación existente entre cada una de las covariables y la variable 
dependiente, lo que lleva implícito también clarificar la existencia de 
interacción y confusión entre covariables respecto a la variable dependiente 
(es decir, conocer los Odds ratio para cada covariable ). 
2. Alcanzar la más alta precisión predictiva que sea posible con un 
determinado grupo de variables predictoras seleccionadas a partir de la 
significancia obtenida por cada una de ellas. También se asume como 
consecuencia la acción de clasificar individuos dentro de las categorías 
(presente/ausente) de la variable dependiente, según la probabilidad que 
tenga de pertenecer a una de ellas dada la presencia de determinadas 
covariables. 
Estos dos objetivos no son incompatibles, pero uno como el otro tiende a 
enfocarse más en un análisis específico. Quienes están interesados en la 
teoría y en los efectos causales suelen estar más preocupados en el primer 
objetivo, mientras lo que están interesados en la predicción y la aplicación 
funcional del modelo sobre una base de datos en el contexto real se 
enfocaran más en el segundo objetivo. No cabe duda que la regresión 
logística es una de las herramientas estadísticas con mejor capacidad para el 
análisis de datos en investigación, de ahí su amplia utilización. El objetivo 
primordial que resuelve esta técnica es el de modelar cómo influye en la 
probabilidad de aparición de un suceso, habitualmente dicotómico, la 
presencia o no de diversos factores y el valor o nivel de los mismos. 
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También puede ser usada para estimar la probabilidad de aparición de cada 
una de las posibilidades de un suceso con más de dos categorías. 
Varios de los pasos de la regresión logística son similares a la regresión 
estándar. Primero debe seleccionarse un grupo razonable de variables 
predictoras y deben revisarse los datos muy bien, antes de buscar patrones 
poco usuales; también debe generarse un estudio exploratorio descriptivo 
para ver los problemas de valores perdidos, erróneos o vacíos de cada 
variable independiente. Después de estimar la ecuación y revisar el efecto 
de cada variable de forma individual, debe hacerse la verificación para ver 
si los datos cumplen los supuestos del modelo logístico y buscar los casos 
que tienen influencia excesiva en los resultados. Si está interesado en 
predecir la pertenencia a una categoría de interés de cierto evento particular 
es muy importante que el modelo se valide, fragmentado una sub muestra 
de aproximadamente el 25% del total de data utilizada y probándolo luego 
el modelo en la muestra restante. 
Desde luego que hay diferencias con la regresión múltiple lineal a partir de 
las tablas de resultados, en la regresión estándar hay más de una forma de 
medir el ajuste del modelo y más de una forma de medir la cantidad de 
varianza explicada, es por ello que más adelante se muestran valores 
alternos a estos indicadores. 
Como podemos afrrmar en el análisis discriminante, la bondad de ajuste o 
significancia de un modelo no necesariamente equivale a una elevada 
precisión predictiva. Conforme aumenta el tamaño de la muestra un grupo 
de variables independientes pueden ser estadísticamente significativas, pero 
aun así no permitir un porcentaje elevado de predicciones correctas. 
La clasificación de casos es un asunto simple en la regresión logit, se predice 
que un caso está en el valor más bajo de la variable dependiente si su 
probabilidad predicha es menor que 0.5, de otra forma se predice que está 
en la categoría superior. 
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2.3.6. Supuestos de la Regresión Logística 
La regresión logit, tiene menos supuestos que la regresión estándar, la 
logística necesita que: 
l. Las variables independientes sean intervalares, de razón o dicotómicas . 
. 2. Que se incluya a todas las predictoras relevantes, que no incluya variables 
irrelevantes y que tengan una relación lineal entre sí. 
3. El valor esperado del error es O. 
4. Que no haya autocorrelación. 
5. Que no haya correlación entre el error y las variables independientes. 
6. Que no haya multicolinealidad entre las variables independientes. 
Multicolinealidad: Si bien existen pruebas que permiten comprobar la 
existencia de colinealidad entre covariables, cabe reseñar aquí que los 
modelos con multicolinealidad entre las covariables introducidas llamarán 
la atención por la presencia de grandes errores estándar, y frecuentemente, 
estimaciones de coeficientes anormalmente elevadas. Sin embargo la 
multicolinealidad no afecta al sentido de las estimaciones (la 
multicolinealidad no hará que aparezca significación donde no la hay, y 
viceversa). 
Se dice que existe multicolinealidad cuando dos o más de las covariables 
del modelo mantienen una relación lineal. Cuando la colinealidad es 
perfecta, es decir, cuando una covariable puede determinarse según una 
ecuación lineal de una o más de las restantes covariables, es posible estimar 
un único coeficiente de todas las covariables implicadas. En estos casos 
debe eliminarse la covariable que actúa como dependiente. 
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Normalmente lo que se hallará será una multicolinealidad moderada, es 
decir, una mínima correlación entre covariables. Si esta correlación fuera de 
mayor importancia, su efecto sería, como ya se vio anteriormente, el 
incremento exagerado de los errores estándar, y en ocasiones, del valor 
estimado para los coeficientes de regresión, lo que hace las estimaciones 
poco creíbles. Un primer paso para analizar este aspecto puede ser examinar 
la matriz de coeficientes de correlación entre las covariables. Coeficientes 
de correlación muy elevados llevarán a investigar con mayor profundidad. 
Sin embargo, este método, bueno para detectar colinealidad entre dos 
covariables, puede conducir a no poder detectar multicolinealidad entre más 
de dos de ellas. 
Existen otros procedimientos analíticos para detectar multicolinealidad. 
Puede desentenderse por el momento de la variable dependiente y realizar 
sendos modelos en los que una de las covariables actuará como variable 
dependiente y las restantes covariables como variables independientes de 
aquella. 
Los dos supuestos siguientes se hacen en la regresión estándar pero no en la 
logística 
l. Normalidad de los errores, se asume que los errores siguen distribución 
binomial y se solo se aproxima a una normal cuando la muestra es muy 
grande. 
2. Homogeneidad de varianza, como discutimos antes esta condición no se 
puede mantener por definición. 
A diferencia del análisis discriminante el empleo de un gran número de 
variables dummy como predictoras no viola ningún supuesto de regresión 
logit, por lo que puede preferirse a esta en este tipo de situaciones. Se debe 
mencionar que si las circunstancias fueran las mismas que en la regresión 
estándar, la regresión logística necesita de tamaños de muestra grande para 
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su aplicación, los teóricos y conocedores dicen que debe utilizarse tamaños 
entre lO y 30 veces el número de variables independientes para lograr una 
buena inferencia. 
La diferencia básica entre los modelos del Análisis de Regresión Lineal 
Múltiple y de la Regresión Logística es naturaleza de la relación entre la 
variable respuesta y las variables regresoras. Para el Análisis de Regresión 
Lineal Múltiple, consideremos Y una variable respuesta cuantitativa y X¡, 
X2, ..... , Xk variables regresoras o llamadas también explicativas; y se desea 
describir la relación que hay entre la variable respuesta y las variables 
explicativas, si entre la variable respuesta y las regresoras hay una relación 
lineal se espera que dicha función pueda ser expresada en términos 
cuantitativos. 
Los Estadísticos Odds Ratio: 
El Estadístico Odds: mide el cociente de probabilidades para una 
observación i de elegir la opción 1 frente a la opción O, es decir: 
P¡ 
Odds = 1 _ P¡ 
Este indicador en términos de regresión logística es igual a: 
P¡ 
Odds = (1 _ P¡) 
El Estadístico Odds Ratio: Se define como el cociente de Odds de esta 
manera se tiene: 
(1- P,.) 
Odds Ratio = ' Pm 
Si lo que se quiere es comparar la utilidad que la opción elegida proporciona 
al individuo (observación) i, con respecto a la utilidad percibida por el 
individuo (observación) m, entonces se define como Odds Ratio. 
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De este modo en términos de regresión logística es: 
Odd R t
. _ (1 - P;+l) 
s aw- P; 
(1- P;) 
2.3.7.Estimación de los Parámetros en los Modelos Logit 
Antes de abordar el método de estimación en los modelos Logit, es preciso 
distinguir la existencia de dos casos diferenciados que implican la 
utilización de métodos de estimación distintos: los modelos Logit con 
observaciones repetidas y con observaciones no repetidas. Para la 
estimación de los coeficientes del modelo y de sus errores estándar se 
recurre al cálculo de estimaciones de máxima verosimilitud, es decir, 
estimaciones que hagan máxima la probabilidad de obtener los valores de la 
variable dependiente Y proporcionada por los datos de nuestra muestra. 
Estas estimaciones no son de cálculo directo, como ocurre en el caso de las 
estimaciones de los coeficientes de regresión de la regresión lineal múltiple 
por el método de los mínimos cuadrados. Para el cálculo de estimaciones 
máximo-verosímiles se recurre a métodos iterativos, como el método de 
Newton-Raphson. 
Dado que el cálculo es complejo, normalmente hay que recurrir al uso de 
rutinas de programación o paquetes estadísticos. De estos métodos surgen 
no sólo las estimaciones de los coeficientes de regresión, sino también de 
sus errores estándar y de las covarianzas entre las covariables del modelo. 
Para el caso sencillo de una única variable explicativa, nos encontramos en 
una situación con observaciones repetidas cuando la variable X es discreta 
y presenta un número reducido de alternativas o intervalos (F), de manera 
que para cada alternativa de la variable X tendremos n; observaciones de Y, 
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pudiéndose calcular las proporciones o probabilidades muestrales. En este 
caso la matriz de n datos muestrales queda reducida a F observaciones 
siendo los valores que tome la variable dependiente (1l¡) las proporciones 
muestrales calculadas a través de la expresión: 
F ,y:. 
1li = L...n'· 
1=1 1 
La generalización del modelo a k variables explicativas implica la existencia 
de observaciones repetidas de Y para cada combinación de las k variables 
explicativas, pudiéndose calcular las proporciones o probabilidades 
muestrales de la misma forma que en el caso anterior. En este caso, si bien 
los valores de la variable dependiente están acotados en el rango 0-1, son 
valores continuos, por lo que el método utilizado para la estimación de los 
parámetros del modelo es el que habitualmente se trabajó con variables 
continuas. 
Por lo tanto, ante la presencia de observaciones repetidas, se podria aplicar 
el método de Mínimos Cuadrados Ordinarios. Sin embargo, la existencia de 
Heterocedasticidad en el modelo obliga a estimar por Mínimos Cuadrados 
Generalizados, para garantizar el cumplimiento de las propiedades de los 
parámetros estimados, utilizándose la inversa de la varianza de los errores 
como ponderación del modelo. 
Sin embargo, lo más habitual es no poder calcular las probabilidades 
muestrales, bien porque las variables independientes incluidas en el modelo 
son continuas, o bien porque aun siendo éstas discretas, la combinación de 
las mismas impide la obtención de observaciones repetidas de la variable 
dependiente para cada uno de los intervalos F. En esta situación, la matriz 
de datos muestrales estará formada por n observaciones pudiendo ser el 
valor de la variable dependiente para cada una de ellas 1 ó O. La naturaleza 
dicotómica de la variable dependiente en este tipo de modelos impide la 
utilización de los métodos tradicionales en la estimación de los parámetros, 
al no poderse calcular la inversa de la varianza utilizada como ponderación 
del modelo. Para la estimación de los parámetros se utiliza el método de 
Máxima Verosimilitud. 
A continuación se describen ambos métodos de estimación (máxima 
verosimilitud y mínimos cuadrados generalizados) comenzando por el caso 
más habitual de ausencia de observaciones repetidas. 
2.3. 7 .l. Estimación con observaciones no repetidas: Método de Máxima 
Verosimilitud 
Dada una variable aleatoria, caracterizada por unos parámetros, y 
dada una muestra poblacional, se consideran estimadores Máximo-
Verosímiles de los parámetros de una población determinada, 
aquellos valores de los parámetros que generarian con mayor 
probabilidad la muestra observada. Es decir, los estimadores 
Máximo-Verosímiles son aquellos valores para los cuales la función 
de densidad conjunta (o función de verosimilitud) alcanza un 
máximo. 
Suponiendo que las observaciones son independientes, la función de 
densidad conjunta de la variable dicotómica Y¡ queda como: 
Donde Pi recoge la probabilidad de que Y¡ = 1. Por simplicidad se 
trabaja con la función de densidad conjunta en logaritmos, cuya 
expresión es: 
5( 
i n-i 
f: = In L = ~)í In P¡ + L (1 - Yj) In(1 - P;) 
i=l i=l+i 
= L y¡ In P; + L (1 - Yj) In(1 - P;) 
El método de estimación de máxima verosimilitud elige el estimador 
del parámetro que maximiza la función de verosimilitud (f: = 
In L ), por lo que el procedimiento a seguir será calcular las 
derivadas de primer orden de esta función con respecto a los 
parámetros que queremos estimar, igualarlas a O y resolver el sistema 
de ecuaciones resultante. Las derivadas de primer orden de la 
función de verosimilitud respecto a los parámetros a y, p, tras 
pequeñas manipulaciones, quedan como siguen: 
élf: n 
ap = L CYi - P¡)Xt = L CYt 
i=l 
Sustituyendo P; por su valor queda: 
n 
éJf: ='\'e· = '\'cy, 
aa L 1 L 1 i;:;:t 
Se trata de un sistema de ecuaciones no lineales por lo que es 
necesario aplicar un método iterativo o algoritmo de optimización 
que permita la convergencia en los estimadores. 
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2.3.7.2. Estimación con observaciones repetidas: Método Mínimos 
Cuadrados Generalizados 
La estimación del modelo con datos agrupados podría realizarse 
mediante el procedimiento habitual utilizado para estimar 
regresiones lineales, ya que la variable a modelizar ya no es 
dicotómica (es continua aunque acotada en el rango 0-1 ). Para ello 
es necesario linealizar el modelo, lo cual es fácil de realizar a través 
de la transformación ya comentada anteriormente, y por la cual: 
Donde E¡ es el valor de la perturbación aleatoria incluida en la 
especificación de todo modelo de regresión lineal y que cumple las 
hipótesis de perturbación esférica y ausencia de autocorrelacion. El 
modelo así transformado puede estimarse por el procedimiento 
habitual de Mínimos Cuadrados Ordinarios (MCO). Sin embargo, y 
dado que el valor de P1 es desconocido y debe sustituirse por su 
estimación muestra! Pü el modelo a estimar quedaría como: 
( pi ) , In 1 _pi = a + P~cX~c1 + Et +E¡ 
Donde EÍ recoge el error cometido al utilizar la estimación muestra! 
de la probabilidad Pü en vez de su valor desconocido P1• Al sustituir 
P1 por su estimación muestra! P1, los errores, supuestos 
independientes, cumplen la condición asintótica de normalidad 
exigida para realizar contrastaciones y construcción de intervalos de 
confianza, pero dejan de cumplir la condición de homocedasticidad 
ya que su varianza no es constante. 
La presencia de heterocedasticidad impide la estimación a través de 
Mínimos Cuadrados Ordinarios, siendo necesario aplicar el método 
de Mínimos Cuadrados Generalizados, que sin exigir la condición 
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de homocedasticidad de los errores, permite estimar estimadores. 
Este procedimiento transforma el modelo a estimar en otro, donde 
todas las variables quedan ponderadas por los inversos de las 
varianzas de los errores, y dado que se desconocen dichos valores 
verdaderos, éstos se sustituyen por su estimación muestra! P¡, de 
donde: 
1 
S· = n1P1(1- P1) 
' Var(ei) 
Quedando el modelo a estimar como: 
s1Ln ( P¡ _) = as¡ + PkXktSt + E¡ 1- P1 
Análisis de los Indicadores de la Varianza Explicada 
La regresión logística también proporciona dos valores que son 
análogos, al coeficiente de determinación R cuadrado, de la 
regresión estándar. Dada la relación para una variable dicotómica, la 
cantidad de varianza explicada del modelo se debe defmir diferente. 
LaR cuadrado de Cox y Snell y laR cuadrado de Nagelkerke, por lo 
general se prefiere la segunda porque puede llegar a alcanzar un 
valor máximo de l. Por cualquiera de estos dos valores su defmición 
es acerca de lo que las variables independientes pueden alcanzar a 
explicar de la varianza total del modelo. 
Su identificación está relacionada con la prueba F de significancia 
global del modelo, y esta se origina después de analizar el ajuste a 
través de las pruebas ómnibus especificas del modelo logit y los 
resultados obtenidos en ambas pruebas influyen directamente sobre 
los estudios futuros de la predicción. 
2.3.8.Contraste y Validación de Hipótesis 
En el caso de trabajar con observaciones repetidas la contrastación y 
validación del modelo estimado sigue la misma metodología que la 
empleada en el análisis de regresión tradicional, por lo que remitimos a éste 
para profundizar en este tema. Mientras que si nos encontramos en el caso 
de no disponer de observaciones repetidas, la etapa de contrastación y 
validación del modelo estimado por máxima-verosimilitud se lleva a cabo 
aplicando los estadísticos específicos que se comentan a continuación. 
2.3.8.1. Significatividad estadística de los parámetros estimados 
La distribución del estimador del parámetro p es aproximadamente 
N(p; up)· En tal situación, se puede construir un intervalo de 
confianza del parámetro estimado, para testar si dicho valor es 
significativamente distinto de cero de forma individual. El contraste 
a realizar quedaría definido como: 
H0 : 13 = O El parámetro es igual a cero 
H1: 13 * O El parámetro es distinto de cero 
El intervalo de confianza proporciona un rango de posibles valores 
para el parámetro, por lo que si el valor estimado no pertenece a 
dicho intervalo, se deberá rechazar la hipótesis nula. El intervalo 
quedaría definido como: 
/l - Z'!.u¡¡ :5. fJ :5. /l + Za¡zu¡¡ 
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donde a es la probabilidad de que el verdadero valor del parámetro 
P se halle fuera del intervalo, y z es el valor tabular de la distribución 
N(O; l) que deja a su derecha una probabilidad igual a a/2. 
A partir de la expresión anterior se puede fijar un rechazo de la 
. hipótesis nula cuando: 
2.3.8.2. Medidas de Bondad de Ajuste del modelo 
Se sabe que cualquier variable dependiente de otra u otras variables, 
toma valores según las variables de las que depende. Por otra parte, 
esa variable dependiente irá tomando valores siguiendó o 
describiendo una determinada distribución de frecuencias; es decir, 
toman los valores que tienen las variables independientes, si el 
experimento se repite múltiples veces, la variable dependiente 
tomará para un conjunto de variables independientes un determinado 
valor, y la probabilidad de ocurrencia de dicho valor vendrá dado por 
una distribución de frecuencias concreta: una distribución normal, 
una distribución binomial, una distribución Hipergeométrica, etc. En 
el caso de una variable dependiente dicotómica (como el caso que 
nos ocupa), la distribución de frecuencias que seguirá será la 
binomial, que depende de la tasa de éxitos (X sujetos de un total de 
N, que sería el elemento variable), para un determinado tamafio 
muestra) N y probabilidad Pr (i) de ocurrencia del evento valomdo 
por la variable dependiente (parámetros constantes). La función de 
densidad de esta distribución de frecuencias vendrá dada por la 
siguiente expresión: 
Si en la expresión anterior introducimos los datos concretos de 
nuestra muestra de N sujetos (es decir, se convierte el elemento 
variable X en parámetro), y se hace depender el resultado de la 
función de densidad del parámetro "probabilidad de ocurrencia" ( p 
, que de esta forma se convierte en variable), se está generando su 
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función de verosimilitud,j(p 1 x) (función dependiente de p dado el 
valor muestra! de x ) o L( p) (L de likelihood), que ofrece como 
resultados las probabilidades de la función de densidad ajustada a los 
datos: 
(N) ( )N-x f(plx) = x p• l-p 
Se deduce que, para una muestra concreta, esa probabilidad será 
diferente según qué valores tome el parámetro "probabilidad de 
ocurrencia": 
Función de- ver®militnd 
\ 
~-
. 
' 
p 
Se demuestra que la mejor estimación del parámetro es aquel valor 
que maximiza esta función de verosimilitud, ya que son estimadores 
consistentes (conforme crece el tamaño muestra!, la estimación se 
aproxima al parámetro desconocido), suficientes (aprovechan la 
información de toda la muestra), asintóticarnente normales y 
asintóticamente eficientes (con mínima varianza), si bien no siempre 
son insesgados (no siempre la media de las estimaciones para 
diferentes muestras tenderá hacia el parámetro desconocido). 
El uso de la función de verosimilitud en la estimación, hace que la 
bondad del ajuste en los modelos de elección discreta sea un tema 
controvertido, ya que en estos modelos no existe una interpretación 
tan intuitiva como en el modelo de regresión clásico. A continuación 
se describen los contrastes más utilizados en la literatura para medir 
la bondad de ajuste en un modelo Logit y que concretaremos en: 
Estadístico de Wald, índice de cociente de verosimilitudes, el 
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estadístico chi-cuadrado de Pearson, el porcentaje de aciertos 
estimados en el modelo, y la prueba de Hosmer-Lemeshow. 
Estadístico de Wald: 
Evalúa la significancia de los coeficientes, se define como el vector 
matriz de los coeficientes estimados del siguiente modo según las 
Hipótesis y donde se busca contrastar la proposición de que un 
coeficiente aislado es distinto de O, y sigue una distribución normal 
de media O y varianza l. Su valor para un coeficiente concreto viene 
dado por el cociente entre el valor del coeficiente y su 
correspondiente error estándar. La obtención de significación indica 
que dicho coeficiente es diferente de O y merece la pena su 
conservación en el modelo. En modelos con errores , estándar 
grandes, el estadístico de W ald puede proporcionar falsas ausencias 
de significación (es decir, se incrementa el error tipo Il). Tampoco 
es recomendable su uso si se están empleando variables de diseño. 
Estadístico de Prueba: 
Ho:Pi =O, Vi 
H1:Almenosunpi *O 
Donde X y V son las matrices: 
x,k l 
x2kj 
xnk nx(k+1) 
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i>(x1XI- P(x1)) o o l 
V= 
o P{x2XI- P{x2 J) o 
o o ..... P(xj-P(xJ) .,. 
Decisión: si W > Xi,k rechazamos H0 con un nivel de significancia 
fijado a, concluimos que la variable independiente influye en la 
probabilidad del suceso. 
Índice de Cociente de Verosimilitudes: 
La función de verosimilitud puede también utilizarse para obtener 
un estadístico, que tiene cierta semejanza con el coeficiente de 
determinación calculado en la estimación lineal, conocido "índice de 
cociente de verosimilitudes". Este estadístico compara el valor de la 
función de verosimilitud de dos modelos; uno corresponde al modelo 
estimado que incluye todas las variables independientes (modelo 
completo) y el otro sería el del modelo cuya única variable 
independiente es la constante (modelo restringido). El estadístico, 
también conocido como R2 de McFadden ya que fue propuesto por 
McFadden en 1974, se defme como: 
logL 
RV = ICV = 1- logL(O) 
Donde L es el valor de la función de verosimilitud del modelo 
completo (el estimado con todas las variables independientes) y L(O) 
es el valor correspondiente del modelo restringido (el que incluye 
únicamente en la estimación el término constante). 
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Se trata de ir contrastando cada modelo que surge de eliminar de 
forma aislada cada una de las covariables frente al modelo completo. 
En este caso cada estadístico R. V. sigue una x. 2 con un grado de 
libertad (no se asume normalidad). La ausencia de significación 
implica que el modelo sin la covariable no empeora respecto al 
modelo completo (es decir, da igual su presencia o su ausencia), por 
lo que según la estrategia de obtención del modelo más reducido 
(principio de parsimonia), dicha covariable debe ser eliminada del 
modelo ya que no aporta nada al mismo. Esta prueba no asume 
ninguna distribución concreta, por lo que es la más recomendada 
para estudiar la significación de los coeficientes. 
El ratio calculado tendrá valores comprendidos entre O y 1 de forma 
que: 
Valores próximos a O se obtendrán cuando L(O) sea muy parecido a 
L, situación en la que nos encontraremos cuando las variables 
incluidas en el modelo sean poco significativas, es decir, la 
estimación de los parámetros P no mejora el error que se comete si 
dichos parámetros se igualaran a O. Por lo que en este caso la 
capacidad explicativa del modelo será muy reducida. 
Cuanto mayor sea la capacidad explicativa del modelo, mayor será 
el valor de L sobre el valor de L(O), y más se aproximará el ratio de 
verosimilitud calculado al valor l. 
El estadístico x2 de Pearson: 
Para medir la bondad del ajuste también se utilizan medidas del error 
que cuantifican la diferencia entre el valor observado y el estimado. 
En concreto, para contrastar la hipótesis nula de que: 
SS 
H0 : Yj = P1 ; lo que equivale a H0 : Yj- 1'1 =e¡ = O 
Se construye un estadístico que recoge los residuos estandarizados o 
de Pearson del modelo Logit, que se definen como la diferencia entre 
el valor observado de la variable respuesta y el estimado, dividido 
por la estimación de la desviación típica, ya que la esperanza es nula. 
A través del contraste de multiplicadores de Lagrange, se puede 
calcular el estadístico conocido con el nombre de x2 de Pearson, que 
se define como: 
n n p 2 2-"' 2_"'(Yj- ¡) 
X -Le¡- LP-(1-P·) 
i=l i=1 1 l 
Este estadístico es similar a la suma de cuadrados de los residuos del 
modelo de regresión convencional. El ajuste del modelo será mejor 
cuanto más cerca esté el valor del estadístico de cero. Para saber a 
partir de qué valor puede considerarse el ajuste como aceptable es 
necesario conocer la distribución del estadístico. Éste estadístico, 
bajo la hipótesis nula, se distribuye como una chi-cuadrado con (n-
k) grados de libertad, por lo que su valor se compara con el valor 
teórico de las tablas de la chi-cuadrado para contrastar la hipótesis 
nula. Si el valor calculado es superior al valor teórico se rechazara la 
hipótesis nula lo que equivale a decir que el error cometido es 
significativamente distinto de cero, es decir, se trataria de un mal 
ajuste. 
Porcentaje de aciertos estimados del modelo: 
Otra de las vías utilizadas para determinar la bondad de un modelo 
Logit es predecir con el modelo los valores de la variable 
dependiente Yj de tal manera que Yj = 1 si P1 > e ó Yj = O si P1 > 
e . Generalmente, el valor que se asigna a e para determinar si el 
valor de la predicción es igual a 1 o a O es de 0.5, puesto que parece 
lógico que la predicción sea 1 cuando el modelo dice que es más 
probable obtener un 1 que un O. 
Sin embargo, la elección de un umbral igual a 0.5 no siempre es la 
mejor alternativa. En el caso en que la muestra presente 
desequilibrios entre el número de unos y el de ceros la elección de 
un umbral igual a 0.5 podría conducir a no predecir ningún uno o 
ningún cero. Así, supuesta una muestra de 1000 observaciones 
donde 100 son 1 y el resto O, si el modelo incluye término constante, 
la media de las probabilidades estimadas en la muestra será 0.1, se 
deduce que la media de las probabilidades estimadas por el modelo, 
ha de coincidir con la proporción de unos que haya en la muestra, 
por lo que será casi imposible que se obtenga un valor estimado 
superior a 0.5. Si el umbral seleccionado es de 0.5, con esta regla 
nunca se llegarían a estimar valores iguales a l. El modo de resolver 
este problema es tomar un umbral más pequeño. Ejemplo extraído 
de modelos de elección discreta (Medina, Eva). 
Con cualquier tipo de regla predictiva similar se cometerán dos 
errores: habrá ceros que se clasifiquen incorrectamente como unos y 
unos que se clasifiquen incorrectamente como ceros. Si se reduce el 
umbral por debajo de 0.5 aumentará el número de veces que se 
clasifican correctamente observaciones para las que y¡ = 1, pero 
también aumentará el número de veces en que se clasifiquen 
observaciones como unos para las que y¡ = O. 
Cambiando el valor del umbral se reducirá siempre la probabilidad 
de un error de un tipo y se aumentará la probabilidad del otro tipo de 
error. Por lo que el valor que debe tomar el umbral depende de la 
distribución de datos en la muestra y de la importancia relativa de 
cada tipo de error. 
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Una vez seleccionado el nivel del umbral, y dado que los valores 
reales de Y¡ son conocidos, basta con contabilizar el porcentaje de 
aciertos para decir si la bondad del ajuste es elevada o no. A partir 
de este recuento se puede construir el siguiente cuadro de 
clasificación: 
Cuadro de clasificación de aciertos 
Valor real de Y¡ 
Y¡= o y¡= 1 
Pi< e Pu p12 
Predicción de P¡ Pi> e p21 p22 
Donde P11 y P22. corresponderán a predicciones correctas (valores 
O bien predichos en el primer caso y valores 1 bien predichos en el 
segundo caso), mientras que P12 y P21 corresponderán a 
predicciones erróneas (valores 1 mal predichos en el primer caso y 
valores O mal predichos en el segundo caso). A partir de estos 
valores se pueden definir los índices que aparecen en el siguiente 
cuadro. 
Prueba de Hosmer- Lemeshow 
Otra medida global de la exactitud predictiva, no basada en el valor 
de la función de verosimilitud sino en la predicción real de la 
variable dependiente, es el contraste de clasificación diseilado por 
Hosmer y Lemeshow (1989). Dicho contraste consiste en realizar 
comparaciones entre el valor estimado y el observado por grupos. 
Para ello las observaciones se dividen en J grupos (generalmente 1 O) 
aproximadamente iguales, dividiendo el recorrido de la probabilidad 
en deciles de riesgo (esto es probabilidad de ocurrencia del 
fenómeno < 0.1, < 0.2, y así hasta <l ). Cada uno de los grupos 
contiene ni observaciones, y en cada uno de los J grupos se define: 
lj Como la suma de valores l en cada uno de los grupos (lj = ~Y¡). 
~ como la media de los valores predichos en cada grupo 
A partir de esta información se puede construir una tabla de 
contingencia a través de la que se compara tanto la distribución de 
ocurrencia, como la de no ocurrencia prevista por la ecuación y los 
valores realmente observados. El contraste se realiza comparándolas 
frecuencias observadas y esperadas a través del cálculo del 
estadístico: 
J - 2 
L (Y,-n-P·) HL = 1- 1 1-
. i=l njl'j(l- Pi) 
Hosmer y Lemeshow demuestran que cuando el modelo es correcto 
el estadístico HL sigue una distribución chi-cuadrado con J-2 grados 
de libertad, por lo que valores inferiores del estadístico calculado 
respecto al teórico indicarán un buen ajuste del modelo. 
El uso correcto de este contraste requiere un tamaño de muestra 
adecuado para asegurar que cada grupo cuenta al menos con cinco 
observaciones. Además el estadístico chi-cuadrado es sensible al 
tamaño muestra!, permitiendo que esta medida encuentre diferencias 
estadísticamente muy pequeñas cuando el tamaño muestra! crece. 
Precisión en la Predicción 
Un indicador de que tan bien se desempeña el modelo está en su habilidad 
para clasificar a los casos con precisión en las dos categorías que están 
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definidas en la variable predicha, la precisión predictiva global y las 
precisiones especificas se obtienen en el cuadro de porcentajes a través de 
una división del número de casos estimados de forma correcta sobre el total 
de casos clasificados para ambas categorías conocidos antes de iniciar el 
trabajo de regresión logit. Estos valores son importantes para generar 
respuestas inmediatas en cuanto a la buena predicción que se obtiene con el 
modelo, y debe ser comparada de inmediato con las pruebas de significancia 
para verificar si ambos objetivos son compatibles o las diferencias son 
notorias, bajo el concepto inicial de la falta de correspondencia entre el 
ajuste del modelo y los estadísticos de verosimilitud, o la significancia de las 
variables individuales y la habilidad predictiva del mismo. Dado que 
encontrar un modelo significativo no es razón suficiente de tener una 
elevada predictibilidad. 
A los valores de porcentajes particulares para la tabla de aciertos se les 
conoce como especificidad que se hace en función de la categoría más 
común o específica y para la categoría menos común se le conoce como 
sensibilidad, por ser la categoría sensible o de interés sobre el estudio y 
utilización del modelo logit. 
Realizando predicciones 
Con los coeficientes de regresión podemos hacer predicciones sobre los 
valores de casos individuales, entonces vamos a calcular la probabilidad de 
la categoría de interés en el estudio, remplazando los valores apropiados 
individuales en cada variable para dicho caso individual en la función 
matemática del modelo ya conocido, este resultado se puede expresar en 
términos de oportunidad con la consideración exponencial que de elevar 
dicha probabilidad al valor (e) como se discutió para los valores de los 
coeficientes del modelo. Y la probabilidad por si sola sea utilizada para 
llevar dicho caso individual a una de las dos categorías de la variable 
dependiente. 
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Curva Operativa de Rendimiento (ROC) 
Con la tabla de clasificación de aciertos, se describió su significado de los 
porcentajes encontrados para las dos categorías de la variable predicha, 
entonces todo parte del conocimiento que el punto de corte en el análisis 
logit es 0.5, porque así lo define por defecto el programa estadístico y la 
naturaleza de las investigaciones lo determinan de forma general de esa 
manera. En la parte ultima de la regresión logit se obtiene la curva ROC, 
(por sus siglas en inglés) cuyos ejes son la sensibilidad o susceptibilidad (eje 
y) y el complemento de la especificidad (eje x) y al formar las coordenadas 
p~ la curva se obtiene los valores de referencia para el patrón de 
desempeílo de las proporciones, y ver la relación que guarda con la variable 
de estado. 
El uso inicial de esta curva es ver los balances entre sus dos ejes, es probable 
que se esté interesado en cambiar el punto de corte debido a la experiencia 
de los investigadores y la investigación empieza nuevamente con una 
percepción diferente, pero hay que tener en cuenta que esto genera un 
análisis previo de la distribución inicial de las categorías de estudio. 
m. METODOLOGÍA 
3.1. TIPO DE INVESTIGACIÓN 
3.1.1. Según la naturaleza del objeto de estudio 
Factual o empírica: Las ciencias naturales y las ciencias sociales tienen 
como objeto de estudio los hechos materiales, los fenómenos que son 
visibles en la realidad; es decir, investigación referida a los hechos 
observables en la realidad. 
3.1.2. Según el tipo de pregunta planteada en el problema 
Práctica: Plantean la modificación o la transformación de la realidad en los 
términos más convenientes para el hombre. 
3.1.3. Según el método de estudio de las variables 
Investigación Cuantitativa: La investigación cuantitativa se realiza 
cuando el investigador mide las variables y expresa los resultados de la 
medición en valores numéricos. 
3.1.4.Según el número de variables 
Multivariada: Las investigaciones multivariadas consideran que el efecto 
es producido por la concurrencia de dos o más variables independiente que 
actúan sobre la variable dependiente. 
3.1.5. Según el tipo de datos que producen 
Primaria: Porque es una fuente directa donde se conseguirán los datos que 
será la información involucrada en la investigación; esto se refiere a que 
recopilamos la información a través de un instrumento de medición utilizado 
como parte de la metodología del trabajo. 
3.1.6. Según la finalidad de aplicación 
El tipo de investigación, de acuerdo a la finalidad es aplicada y de acuerdo 
a la técnica de contrastación, es explicativa. 
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3.2. DISEÑO DE LA INVESTIGACION 
El diseño del presente trabajo de investigación es retrospectivo y de corte transversal. 
Cuyo esquema es el siguiente: 
ÜX1 
ÜX2 O y 
ÜXp 
Dónde: 
Ox: Observación de los factores socioeconómicos 
Oy: Observación de incumplimiento del impuesto predial. 
3.3. POBLACIÓN DE ESTUDIO 
De todos los contribuyentes inscritos en el Servicio de Administración Tributaria 
de Piura que cuenten con predios se deduce para la presente investigación que la 
población está conformada por 41 307 propietarios de predios que pertenecen 
al distrito de Piura. 
3.4. SELECCIÓN DE MUESTRA 
En un estudio con regresión logística, se utiliza la forma de Freeman: (n=IO* 
(k+l)], lo que es lo mismo, en términos generales unas diez veces el número de 
variables independientes más uno. En nuestro caso que se tienen 17 variables 
independientes, aplicando la formula la muestra para este estudio fue de 180 
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observaciones; seleccionadas adecuadamente según las características de 
selección antes expuestas, tomados aleatoriamente de los diferentes 
asentamientos humanos, caseríos, y zonas rurales que comprenden el distrito de 
Piura, conociendo además que el tamaí'ío de población del distrito de Piura es 
muy grande y en términos estadísticos lo asumimos como desconocido, entonces 
se trata de obviar este dato porque es un valor que supera las condiciones de 
recolección de datos factible en los recursos de esta evaluación. (Manual de 
Técnicas Estadísticas Multivariadas con SPSS, Regresión Logística Binaria; 
2012- pág. 49). 
3.5. VARIABLES 
Operacionalización de variables 
11 5 OperacioriaÜ~iÓ-n 
Dependiente 
Df. Default Se divide en dos categorías: No Default 
(Incumplimiento) (O) y Default (1 ). 
Independientes 
Categorizado como: 
1 Gen. Genero 0: hombre y 1 :mujer 
2 Ed. Edad. Variable de tipo cuantitativa 
Puede tomar los siguientes valores: 
3 Eci. Estado civil. Soltero, casado, viudo, divorciado, 
conviviente 
Clasificado de la siguiente manera: 
4 Ned Nivel de educación Primaria, secundaria, superior 
A.H., UPI, AGV, urbanizaciones, 
5 Zona Zona de residencia residenciales 
Los cuales pueden ser: Agricultura, 
6 Act. Actividad Inmobiliario, Pesca, Transportes y 
económica. Comunicaciones y No Sensible. 
7 Situac. Situación laboral Empleado, desempleado 
• 
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8 lng. Ingresos Líquidos Variable Cuantitativa Continua 
Número de Variable del tipo cuantitativa que por 
9 Nemp. empresas con las conveniencia ha sido agrupada en 4 
que el cliente categorías de la siguiente manera: [O -
mantiene ' 2]; [3 - 5]; [6 - 8]; [9 - oo+). 
endeudamiento 
Importe de Variable categorizada de la siguiente 
10 len. endeudamiento. manera: [O- 500]; (500- 1000]; (1000-
3000]; (3000 - 5000]; (5000 - 10000]; 
(10000 - 30000]; (30000 - 50000]; 
(50000- oo). 
Condición de la Categorizada por nivel de riesgo de la 
ll Cvi. vivienda donde vive siguiente manera: Propio (1 ), Familiar 
(2), Alquilado (3) 
Material de la Categorizada por nivel de riesgo de la 
12 M vi. vivienda. siguiente manera: Noble (1), Mixto (2), 
Rustico (3), Adobe (4). 
Modalidad de pago Categorizada en: Al contado, por 
13 Mp convenios-cuotas, por descuentos en 
ordenanzas y por descuentos en 
amnistías. 
Tipo de Categorizada en: Contribuyente 
14 Te contribuyente especial, sociedad pública, sociedad 
privada y persona natural. 
15 Ct Cultura tributaria 
Motivos de atraso de Categorizada en: Falta de tiempo, falta 
16 Map pago de liquidez, desconocimiento, 
información incompleta, falta de interés 
en el pago, mal estado de salud. 
17 PCT. Percepción del 
control tributario 
• 
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3.6. TECNICA E INSTRUMENTO DE RECOLECCION DE DATOS 
La técnica empleada en esta investigación es una encuesta que se aplicara a los 
propietarios de predios que figuran en el SA TP basándose en el acopio de datos 
obtenidos de forma escrita, mediante el instrumento del cuestionario una 
herramienta o formato en papel contentivo de una serie de preguntas abiertas y 
cerradas. 
Validación del instrumento 
Para la validación de instrumentos, se utilizó el método de validez de contenido 
a través del criterio de jueces, con la petición de que estos manifiestan su opinión 
sobre la unicidad, pertenencia y relevancia de los ítems y proporcionen una 
valoración, Los instrumentos fueron presentados a dos expertos docentes de la 
especialidad, con la finalidad de hacer reajustes y verificación de la claridad del 
instrumento, así como variar algunos ítems para su mejor comprensión. 
Al término de la revisión del instrumento, se ha recibido las diversas sugerencias 
de los docentes expertos, los cuales se han corregido según sus observaciones. 
3.7. METODO DE ANALISIS DE DATOS 
Para el análisis de la información se elaboró la base de datos en el software 
estadístico SPSS vl9.0, donde se ordenaran los datos y se clasificaran de acuerdo 
al criterio de los investigadores. La estadística descriptiva incluye tablas de 
frecuencias absolutas y relativas con sus respectivos gráficos y medidas de 
tendencia central y medidas de dispersión. 
Para evaluar la asociación de las variables se realizó un análisis univariante, 
aplicando la prueba Chi-cuadrado, considerándose significativos, los valores 
P<0.05; para la identificación de los factores que influyen, se tomara en cuenta, 
además que el Odds Ratio (OR), incluido su intervalo de confianza del 95%, 
sean completamente mayores a uno. La estimación de los OR se realizara 
mediante un modelo de regresión logística por pasos, con cada uno de los 
métodos de selección de las variables regresaras; los factores que cumplan 
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dichas condiciones serán por lo tanto factores que incrementan la probabilidad 
de ocurrencia del incumplimiento de pago. Finalmente, se evaluara el modelo de 
regresión logística expresada en una ecuación matemática: 
Logit (Y)=Ilo+P¡X¡+ ..... +PkXk; A través de la prueba de Hosmer-Lemeshow y 
así poder concluir que el modelo propuesto es adecuado y cuáles son los factores 
de incumplimiento de pago para el impuesto predial. 
CAPITULO IV: ANALISIS DE RESULTADOS 
4.1. Construeción del modelo Logit 
4.1.1. Especificación del Modelo de RegresiÓn Logística 
1 
p = -:---=-c,........,;-:-;;,-;;-;-;;--;;-:-:;,-;;-:--:-;;---;;-1 + e-(/Jo+fhX,+P2X2+PsXs+P•X•+ ... +p,,x,, 
Hipótesís: 
Ho: P1 = P2 = P3 = P4 = Ps = P6 = ··· = P11 = O 
H1 : Al menos un P; * O, 'r/ i = 1, 2, 3, ... ,16,17 
HO: Los factores socioeconómicos (XI, X2, X3, X4, XS, X6, ... , Xl7) no 
influyen significativamente en los contribuyentes en el incumplimiento del 
pago para el impuesto predial en la ciudad de Piura (Y). 
Hl: Al menos uno de los factores socioeconómicos (XI, X2, X3, X4, XS, 
X6, ... , Xl7) si influyen significativamente en los contribuyentes en el 
incumplimiento del pago para el impuesto predial en la ciudad de Piura 
(Y). 
4.1.2. Ajuste del Modelo de Regresión Logística 
Este ajuste ha sido efectuado mediante el software estadístico SPSS 22.0; se 
resumen Jos resultados a través de Jos cuadros mostrados. A partir de este 
momento se incluyen todos Jos cuadros necesarios, que tienen directa 
participación en el ajuste del modelo que se está diseñando, puesto que se 
evalúa una variable dependiente o de respuesta y se quiere encontrar un 
T 
modelo estadístico que explique a través de su expresión matemática, las 
variables influyentes o significantes que se deben tener en cuenta como 
participes para incluirlas en dicho modelo de .regresión, después del análisis 
realizado por esta técnica multivariante. 
Cuadro 4.1: Casos incluidos en el análisis para el incumplimiento del 
impuesto predial. 
Casos no ponderados N Porcentaje 
Casos seleccionados Incluidos en el análisis 180 100,0 
Casos perdidos o ,o 
Total 180 100,0 
Casos no seleccionados o ,O 
Total 180 100,0 
Los cuadros de resumen del procesamiento de los casos dan a conocer de 
manera general un resultado importante previo antes de realizar el análisis, en 
el primer cuadro se muestra que del total de la muestra seleccionada y 
procesada ningún dato ha sido excluido. Por lo tanto se debe proseguir con el. 
análisis de resultados, al tener conocimiento que no hay datos perdidos, y no 
habrá problemas con respecto a ese supuesto necesario en la regresión Logit. 
Cuadro 4.2: Codificación de la variable dependiente Incumplimiento 
del impuesto predial. 
Valor ori2inal Valor interno 
No o 
Si 1 
La codificación que por defecto efectúa el software estadístico SPSS no ha 
tenido que realizar cambios internos dado que en la matriz de datos para la 
investigación que estamos realizando, la variable dependiente se ha 
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encontrado codificada en sus dos categorías como: No (0}, Si (1). Esto hace 
referencia a la existencia o no del incumplimiento en el pago del impuesto 
predial en cada uno de los sujetos o personas seleccionadas para nuestro 
estudio, y luego fueron encuestadas, por ultimo sus respuestas fueron 
registradas y analizadas en la matriz de datos con la que realizamos el 
procesamiento estadístico. Sabiendo que cada unidad de análisis de nuestro 
marco muestra! puede estar referido a una persona natural o jurídica, o según 
alguna categoría especifica mencionada con la variable que identifica el tipo 
de contribuyente. La codificación se refiere de manera integral solo a la 
respuesta que se obtiene por parte de los 180 sujetos encuestados en mención 
para la variable dependiente utilizada en esta investigación, con la finalidad 
de ejecutar la técnica estadística siguiendo los procedimientos técnicos que 
exigen el modelo logit y tener interpretaciones sencillas de resultados. 
Blooue 0: Blooue Inicial 
IBM SPSS Statistics proporciona algunos resultados básicos bajo el título de 
"Bloque 0: Bloque Inicial". Estos se basan en un modelo logístico que 
contiene sólo un intercepto (constante). Aunque este modelo no es 
interesante, se obtiene alguna información básica. Primero en la tabla de 
clasificación (Cuadro 03}, indica que el modelo siempre se predice la 
categoría más común (Si: Incumplimiento en el pago del impuesto predial) y 
esto es cierto en el 93.7% del total de casos seleccionados inicialmente, con 
este resultado se nos ayuda a conocer el porcentaje base que deberíamos estar 
dispuestos en lograr como mínimo en cuanto a la capacidad de predicción 
correcta del modelo final, y que se explica más adelante con la inclusión de 
las variables significativas y las predicciones realizadas con el modelo 
matemático conseguido. 
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Paso 
o 
Cuadro 4.3: Tabla de clasificación de los datos para el incumplimiento 
del impuesto predial según categorias en el bloque inicial. 
Pronosticado 
¿Se ha retrasado en el pago 
de impuestos durante los 
últimos 3 años? Porcentaje 
Observado No Si correcto 
¿Se ha retrasado en el pago No o 12 ,o 
de impuestos durante los Si o 178 100,0 
últimos 3 años? 
Porcentaje e:lobal 93 7 
Las tablas adicionales en este bloque inicial presentan información sobre las 
variables en la ecuación (sólo la constante) y las que no están en ella. Estas 
se presentan en el Anexo de esta investigación. Estos cuadros no son de 
carácter importante es por eso que solo se describen en la parte ultima del 
trabajo para referencia en algún momento. Aquellos cuadros son útiles si el 
lector quiere saber acerca de la relación que existe entre las variables 
independientes con la variable de respuesta, a través de las puntuaciones de 
la prueba individual Chi cuadrado que se detalla en dicha parte de este trabajo. 
Blooue 1: Por pasos hacia adelante (Razón de Verosimilitudes) 
Los algoritmos por pasos encuentran un subgrupo de variables que 
maximicen la verosimilitud. A continuación se muestran los cuadros 
incluidos en esta parte; pero solo se tiene en cuenta el último paso implicado 
en el análisis, para una mejor comprensión. Vemos que el análisis por pasos, 
con la selección hacia adelante y el estadístico razón de verosimilitud, tomó 
cuatro pasos respectivamente en el modelo estadístico diseñado. Por eso 
sabemos que se seleccionaron cuatro variables o factores en dicho modelo y 
son incluidas en la expresión matemática, aunque en el cuadro implicado en 
esta parte del análisis no se identifica ni se detalla cuales variables o factores 
entraron en la ecuación en cada paso. El resumen del modelo por pasos, de 
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las pruebas ómnibus de los coeficientes, muestra el estadístico de 
significancia del predictor que ingresó en el último paso, en tanto que los 
resúmenes del modelo y del bloque nos permiten ver una prueba de los 
coeficientes del modelo en ese punto. No es de sorprender que el coeficiente 
en el último paso sea significativo, como en el modelo y estos a su vez sean 
casi siempre iguales como se muestra en la tabla. Este cuadro 04 es necesario 
para comprender en parte las interpretaciones siguientes que están 
relacionadas con la función de verosimilitud del modelo, donde el resultado 
que se presenta se utiliza como valor de comparación entre el modelo de 
regresión logística inicial y final para este conjunto de datos. 
Cuadro 4.4: Tabla de las pruebas ómnibus de los coeficientes del 
modelo para el incumplimiento del impuesto predial. 
Chi 
cuadrado Id Sie. 
Paso4 Paso 5,482 1 ,019 
Bloque 50,753 4 ,000 
Modelo 50.753 4 ,000 
La probabilidad de los resultados observados, dados los cálculos del 
parámetro, se conoce como verosimilitud. Por lo general se utiliza -2 veces el 
logaritmo natural de la verosimilitud ( -2LL) como una medida del ajuste del 
modelo, dado que tiene vínculos con la distribución de Chi cuadrada. Un buen 
modelo que tiene una elevada verosimilitud se traduce en un valor pequeí\o 
de -2LL. En un ajuste perfecto, -2LL seria igual a O. 
En el cuadro n•o1 del anexo de la investigación, se observa que en el modelo 
que es analizado en el bloque inicial (bloque 0), el valor de -2LL es 89.516, 
este valor comparado con el obtenido en el paso cuatro del bloque 1 (38. 763), 
se reduce en 50 unidades aproximadamente. Es decir conforme ingresan 
variables adicionales en el modelo, la bondad de ajuste del mismo empieza a 
ser mejor, eso se puede notar en el estadístico de verosimilitud -2LL, que 
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disminuye. Esta prueba es detenninante para establecer un modelo pero 
también es comparable con la prueba de Hosmer y Lemeshow, y saber si 
ambas pruebas estadísticas producen una misma conclusión. 
Este cuadro anterior presentado lo ·que se muestra y se resume es el 
estadístico Chi-cuadrado del modelo que es una prueba estadística de la 
hipótesis nula, acerca de que los coeficientes para todos los términos del 
modelo son igual a cero, que en relación principal con los objetivos de la 
investigación viene a ser la hipótesis estadística establecida en la parte inicial 
de esta justificación de resultados. Esto es equivalente definitivamente a la 
prueba F en la regresión lineal o también conocida como la tabla ANO VA en 
esa parte de aquellos modelos estadísticos. Lo que se busca dentro de esta 
prueba ómnibus es verificar si el modelo es adecuado y esto se podrá 
comprobar con la significancia que se puede obtener al realizar la prueba. El 
. valor del estadístico que obtenemos es igual 50.753 como se puede ver en el 
cuadro, que viene a ser la diferencia entre el-2LL inicial (un modelo solo con 
la constante) y el mismo coeficiente -2LL final (el modelo que incluye a todas 
las variables independientes). Tiene 4 grados de libertad, que representan la 
diferencia entre el número de parámetros en los dos modelos. Rechazarnos la 
hipótesis nula porque la significancia es muy baja (0.000) y concluimos que 
el grupo de variables mejora la predicción del logaritmo natural de las 
oportunidades. 
Cuadro 4.5: Tabla del resumen del modelo y análisis de los 
coeficientes de determinación para el incumplimiento del impuesto 
predial. 
-21og de la Rcuadrado Rcuadrado 
verosimilitu deCoxy de 
Paso d Snell Na2elkerke 
4 38,763á 234 ,624 
Ahora podemos notar el estadístico de verosimilitud final para el modelo 
encontrado representado por el valor del cuadro 4.5 (38.763), existe una 
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relación lógica entre el análisis de los cuadros anteriores presentados puesto 
que se tienen valores en común utilizados en comparaciones y diferencias, el 
resultado del estadístico de contraste acerca de la función de verosimilitud 
con todas las variables del modelo y conocido también como la bondad de 
ajuste asume un valor del estadístico -2LL igual a 38.763, que se presenta en 
la tabla También se muestran los valores que son análogos a la R cuadrado 
en la regresión estándar, pero dada la relación funcional que existe entre la 
media y la desviación estándar de la variable dependiente en el modelo Logit, 
por ser una variable dicotómica, la cantidad de varianza explicada por el 
modelo se debe definir diferente, laR cuadrado de Cox y Snell es igual 0.234 
y laR cuadrado de Nagelkerke es igual a 0.624 por lo general se prefiere esta 
última sobre la primera porque puede llegar a tomar un valor máximo de l. A 
través de cualquiera de ambos valores se puede ver, que solo el modelo 
explica una cantidad baja de la varianza total, aunque en el segundo caso se 
puede aseverar que el modelo y sus variables explican en aproximadamente 
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un 63% de la dispersión total que existe en los errores del modelo con este 
conjunto de datos. En el método por pasos los estadísticos de determinación 
suelen aumentar según el número de pasos que se van incluyendo en el 
análisis. Con los resultados presentados ·podemos notar que las variables 
incluidas no son determinantes de forma conjunta para explicar la variación 
o dispersión de los errores, y se necesita incluir otras variables o factores no 
considerad~s en este análisis que ayuden a explicar de manera contundente la 
varianza total, esto se puede definir en la misma forma de interpretación como 
se hace en el análisis de regresión lineal. 
Cuadro 4.6: Tabla de la prueba de bondad de ajuste de Hosmer y 
Lemeshow para el modelo del incumplimiento del impuesto predial. 
Cbi 
Paso cuadrado el Si e. 
4 24,964 6 ,000 
7' 
Paso 1 
4 2 
3 
4 
5 
6 
7 
8 
Cuadro 4. 7: Tabla de contingencia para la prueba de Hosmer y 
Lemeshow para el modelo del incumplimiento del impuesto predial. 
¿Se ha retrasado en el pago de ¿Se ha retrasado en el pago de 
impuestos durante los últimos 3 impuestos durante los últimos 3 
aiios?- No aiios? =Si 
Observado Esnerado Observado Esperado Total 
7 6,040 13 13,960 20 
2 1,389 6 6,611 8 
1 2,764 30 28,236 31 
1 ,338 7 7,662 8 
o 1,002 43 41,998 43 
o ,132 11 10,868 11 
o ,289 50 49,711 50 
1 ,045 18 .. 18,955 19 
-
En esta parte de resultados aparecen dos tablas incluidas en un mismo 
análisis, que son los resúmenes de la prueba de bondad de ajuste de Hosmer 
y Lemeshow, la segunda tabla se le llama tabla de contingencia para la prueba 
estadística, esta se calcula dividiendo los casos en diez grupos de tamafio 
aproximadamente igual, en algunas evaluaciones el número de grupos es 
inferior a diez, esto debido a que el tamafio de la muestra es pequeño y no es 
suficiente para distribuir de forma equivalente ese número de grupos, por lo 
tanto se consideran elegir el número de grupos que logre realizar el análisis 
estadístico de forma apropiado, aunque en la mayoría de situaciones esta 
particularidad genera problemas en el procedimiento de la técnica y 
· resuliados contrarios a los que se desean encontrar, esta distribución se hace 
a partir de las probabilidades calculadas con el modelo encontrado, y luego 
comparando el número de valores observados con los esperados o predichos, 
en cada categoría de la variable dependiente. 
Como se explica en la teoría se debe tener muestras bastantes grandes para 
que esta prueba no tenga problemas al realizarla, pero si se observa la tabla 
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de contingencia en el método por pasos se debe ejecutar una corrección de 
continuidad dentro de la prueba de forma interna por el software estadístico, 
dado que los resultados para algunas categorías de la variable dependiente 
son muy pequeños, este trabajo es algo similar a la prueba de bondad de ajuste 
Chi-cuadrado en tablas de contingencia perteneciente a contrastes no 
paramétricos en estadística inferencia!. 
Los resultados de la prueba de bondad de ajuste de Hosmer y Lemeshow se 
muestran en el cuadro 4.6, en el cual se observa que la bondad de ajuste en el 
paso 4 es 24.964, y se distribuye como un valor de Chi-cuadrada con una 
significancia de 0.000. Al comparar los eventos observados con los esperados 
en el contexto de evaluar la bondad de ajuste, se espera encontrar una 
probabilidad no significativa, esto quiere decir que se desearla encontrar un 
valor de significancia superior a 5%, lo que indicarla que. los eventos 
esperados y observados están cerca, lo que implicarla que el modelo tiene un 
buen ajuste. En este caso, sin embargo el modelo no tiene un buen ajuste, 
dado que el resultado de significancia es inferior al valor de referencia del 
5%, lo que confirma que el cambio en la prueba de verosimilitud llamado -
2LL (prueba del modelo) no es suficiente para asegurar un buen ajuste del 
modelo encontrado y no se puede asegurar que esta expresión matemática 
encontrado sirva para realizar comparaciones o predicciones con la 
utilización de estas variables, se debe realizar el estudio de otras variables a 
considerar para encontrar un nuevo modelo para este tipo de información. 
Se debe considerar que en el análisis último realizado los grados de libertad 
de la prueba vienen representados como el número de categoría finales de las 
tablas de contingencia menos dos (K-2). Esto significa que las tablas ya 
presentadas a través de la aplicación de la prueba, con la distribución del 
número de grupos considerados sirve para saber el número de grados de 
libertad para la técnica estadística, se realiza la observación del número de 
categorías de la tabla de contingencia para saber el número de filas y a partir 
de ahí saber los grados de libertad implicados en la prueba de bondad de 
ajuste, en este caso son seis el número de grados de libertad de la técnica 
estadística. 
7' 
Paso 
4" 
lng 
Te 
Mp 
Cuadro 4.8: Tabla de las variables incluidas dentro de la ecuación 
del modelo del incumplimiento del impuesto predial. 
I.C. 95% para 
EXP 
B E. T. Wald el Sil!:. Exp(B) Inferior Superior 
-2,267 ,786 8,318 1 ,004 ,104 ,022 ,484 
-1,139 ,590 3,733 1 ,053 ,320 ,101 1,017 
1,418 ,468 9,166 1 ,002 4,127 1,649 10,333 
Map -1,778 ,449 15,672 1 ,000 ,169 ,070 ,407 
Constante 14,667 4,034 13,217 1 ,000 2342527,396 
En el cuadro 4.8 se muestra el valor de los coeficientes del modelo, obtenido 
en el cuarto paso de este método y el cual quedara como modelo final de 
presentación, esta última salida debe verse tan igual como la interpretación 
de la regresión lineal, también se presentan aparte de la columna B y los 
errores estándar de los B, los valores de una prueba basada en el estadístico 
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de Wald y su nivel de significancia, como también la columna en la que se 
presentan los Odds ratio de cada variable, Exp (B). Finalmente se puede 
observar que el modelo se ha ajustado con un total de 4 variables de las 17 
iniciales, se puede observar que todas ellas son significativas al nivel del 5%. 
Para interpretar de forma sencilla, se debe recordar que el modelo original 
esta en términos del logaritmo natural de las oportunidades o logit Por lo 
tanto, el coeficiente B es el efecto de una unidad de cambio en una variable 
independiente sobre el logaritmo natural de las oportunidades. El significado 
real en términos de la probabilidad que es lo que nos interesa llegar de forma 
más intuitiva se deduce en la columna Exp (B). Este se expresa ahora en 
términos de la razón de oportunidad sobre la variable dependiente, esto quiere 
decir que el valor numérico que .se presenta para cada variable es un factor 
multiplicativo de mayor o menor oportunidad de la variable dependiente 
según las categorías que presente la variable independiente especifica de 
estudio. 
Se debe anteponer a nuestra interpretación que en el paso anterior según la 
prueba de Hosmer y Lemeshow, el modelo estadístico encontrado no tiene un 
buen ajuste es presumible que las variables seleccionadas no sean las 
adecuadas, pero a modo de análisis académico se hace la visualización de las 
variables significativas encontradas para el modelo para conocer su forma de 
explicación y lo que nos da a conocer su comprensión conceptual. 
Las variables que incrementan la probabilidad de la existencia de un 
contribuyente con incumplimiento en el pago del impuesto predial, según la 
descripción anterior es solo 1: denominada Mp que significa el tipo de pago 
del contribuyente. Por otro lado las variables que disminuyen la probabilidad 
de la existencia de un contribuyente con incumplimiento en el pago del 
impuesto predial son 3: identificadas como nivel de ingresos de los 
contribuyentes (Ing), TC tipo de Contribuyente, y por último Map (modalidad 
de pago de los contribuyentes) estas variables presentan un efecto negativo 
según el cuadro mostrado. Aunque se sabe que el coeficiente no tiene una 
interpretación directa acerca de su valor, se puede observar el odds ratio 
donde en el caso de la variable con coeficiente positivo se tiene un valor 
superior a cero y en el caso de las variables con signo negativo el odds ratio 
respectivo tiene como resultado un valor decimal, inferior a cero, que vienen 
a ser el factor de oportunidad o razón de cambio sobre la variable dependiente 
al examinar las categorías de la variable independiente, en la tabla asimismo 
se presentan los valores de sus respectivos intervalos de confianza y se puede 
notar que tienen la mismas características numéricas. 
Este último valor en paralelo con su intervalo de confianza nos otorga la 
interpretación más importante para el modelo encontrado y cada una de sus 
variables significativas evaluadas individualmente, sabemos que ese 
resultado se interpreta como un factor sobre la oportunidad en la variable 
dependiente cuando se realiza un cambio en las categorías de la variable 
independiente, se sabe también que siempre el modelo Iogit hace esta 
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comparación en relación con la categoría más alta de la variable 
independiente analizada. 
La interpretación de cada una de las variables incluidas en el modelo tiene 
que ver estrictamente con la forma de codificación que tiene ya estructurada 
el tipo de encuesta utilizada, y los objetivos que la investigación persigue 
dentro del estudio de esta institución administrativa, para la comprensión 
clara de esta situación, se trata de concluir más adelante de forma precisa la 
interpretación individual de cada variable en el respectivo modelo. 
4.2 MODELO FINAL Y ODDS RATIO 
De acuerdo a los resultados del modelamiento con regresión logística en 
SPSS mediante el método "Adelante" con el criterio de Razón de 
Verosimilitudes se ha obtenido el siguiente modelo, puesto que esta 
investigación comprende de una variable dependiente llamada 
incumplimiento del impuesto predial, se expresara dicha ecuación final como 
sigue, teniendo una forma general para dicho modelo encontrado con la 
especificación de cada una de las variables significativas que participarian de 
esta ecuación matemática y que se expresa continuación: 
Ecuación 1: expresión de la ecuación del modelo para el incumplimiento 
del impuesto predial. 
1 
P = 1 +e-z 
Dónde: 
Z = 14.667 + 1.418 * Mp- 2.267 * lng -1.139 Te -1.778 Map 
• 
Del cual sus coeficientes f3¡ son estadísticamente significativos al nivel del 
5%. El modelo no se ajusta correctamente de acuerdo a la prueba de Bondad 
de Ajuste de Hosmer y Lemeshow, realizada anteriormente, sin embargo ha 
mostrado cuatro variables significativas según este método utilizado, el 
modelo encontrado también debe ser sometido a la capacidad predictiva 
correcta que puede lograr para poder establecer una conclusión final, aunque 
de antemano se sabe que un ajuste adecuado del modelo es suficiente para 
considerar el análisis estadístico como apropiado, por lo menos con este tipo 
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de infonnación y con estas variables consideradas la respuesta de nuestro 
objetivo de investigación es desfavorable, aunque de fonna aplicativa y 
practica se consigue un ejemplo de utilización de la técnica estadística y los 
elementos que se deben considerar para realizar un análisis de esta naturaleza. 
En lo que respecta al cálculo de los odds ratio de cada factor significativo 
debemos tener en cuenta que ya se consideró su explicación en la parte anterior 
a estos resultados, el odds ratio se encuentra al hallar la signiente expresión Exp 
(B) teniendo en cuenta que solo nos interesa tener el valor de esta expresión 
matemática; para los factores considerados en esta investigación que resultaron 
significativos, como se ha establecido y se puede observar en la tabla de variables 
incluidas en los modelos de regresión logística binaria, dicha operación 
matemática nos ofrece un resultado mayor a cero siempre y que debe ser 
interpretado de acuerdo a las categorías de la variable o factor al cual pertenece 
en comparación o relación con la variable dependiente de esta investigación. 
Para el incumplimiento del Impuesto Predial los factores que resultaron 
significativos fueron los siguientes con su respectivo odds ratio calculado a partir 
del valor del coeficiente estimado para la ecuación resultante: 
Ingresos Líquidos: 
Tipo de contribuyente: 
Modalidad de pago: 
Motivo de atraso en el pago: 
0,104 
0,32 
4,127 
0,169 
Las personas encuestadas en este estudio tienen 4,127 veces más oportunidad 
en modalidad de pago a comparación de otros contribuyentes no encuestados, 
los tres factores siguientes sabemos que su coeficiente era negativo en 
consecuencia el valor del indicador calculado es inferior a la unidad, según la 
teoría nos dice que cuando el valor es menor que la unidad y por lo tanto es un 
numero decimal entre cero y uno, el factor o factores con esa característica no 
son factores de riesgo sino más bien factores de protección de las personas ante 
la existencia de caer en incumplimiento de pago de este impuesto predial. 
8: 
3,U5 
9,61538462 
5,91715976 
El odds ratio para los factores significativos con resultado numérico del 
coeficiente negativo, resultaran en todos los casos valores inferiores a la unidad, 
puesto que este valor no se puede interpretar directamente se hace una conversión _ 
del resultado por su inversa para poder obtener un nuevo valor numérico, para su 
respectiva interpretación, sabemos entonces que los factores de esta manera se 
les conoce como factores de protección por lo tanto disminuyen la razón de 
oportunidad en la probabilidad de conseguir personas morosas en cuanto a este 
impuesto predial. Tipo de contribuyente el razón de oportunidad es igual 3.13 
veces menos posibilidad de que una persona caiga en morosidad siempre y 
cuando se considere la interpretación en referencia de la categoría más alta que 
conforma esta variable. Luego tenemos también que ingresos liquidos es un 
factor que disminuye la oportunidad por cada mayor ingresos de los 
contribuyentes en sus unidades de medición existe la razón de 9.62 veces menos 
oportunidad de caer morosidad, y por ultimo motivo de atraso en el pago 
disminuye la oportunidad dado que se obtiene un valor de 5.92 veces menos 
posibilidad de encontrar personas con morosidad según este factor significativo. 
4.3 ESTIMACIÓN DEL PORCENTAJE DE CONTRIBUYENTES 
CLASIFICADOS CORRECTAMENTE CON EL MODELO LOGIT EN 
RELACIÓN CON LAS CATEGORÍAS DEL INCUMPLIMIENTO DEL 
IMPUESTO PREDIAL. 
La tabla de clasificación (Cuadro 4.9), paso 4, muestra que el porcentaje 
global de predicciones correctas es 96.8% en el modelo general, para la 
variable dependiente considerada en esta investigación; se observa también 
que el número de personas o contribuyentes que presentan incumplimiento en 
el pago del impuesto predial son pronosticados correctamente en 99.4% 
(sensibilidad) y del total de personas que no tienen incumplimiento en el pago 
del impuesto predial para este estudio es del 58.3% (especificidad) esos son 
los casos que se pronostican correctamente. Es de tener en cuenta que el 
8~ 
porcentaje global es altamente influenciado siempre por la sensibilidad del 
modelo. Entonces cuando se consigue una sensibilidad muy alta la capacidad 
predictiva del modelo será mucho mejor y eso lo podemos notar en los valores 
conseguidos en esta tabla de clasificación. Si se trata de extender una 
cOmparación detallada de estos resultados en relación con los porcentajes 
iniciales de la variable dependiente, se sabe entonces que se considera a 
aquellas personas expuestas a un incumplimiento en el pago del impuesto 
predial a quienes respondieron que si tenían una deuda con la empresa 
recaudadora de este tributo dentro de las encuestas utilizadas en la 
investigación, donde fueron participantes después de su selección, aquellas 
personas incluidas en nuestra muestra aleatoria, nos otorgó un resultado del 
porcentaje de contribuyentes con deuda igual a 93.7% aproximadamente de 
la muestra total seleccionada. Con el modelo logit se encuentra la sensibilidad 
del modelo estadístico y se llama así dado que viene sujeto o referido a la 
categoría de interés dentro de la investigación. Este valor se calcula de forma 
simple al igual que para la otra categoría llamada Especificidad; en otras 
palabras es el resultado de las personas correctamente clasificadas para cada 
una de las categorías por el modelo sobre el número de personas en la 
condición original de la categoría de la variable dependiente, según los 
valores iniciales de la muestra estadística, sin haber empleado la herramienta 
de análisis elegida en esta investigación podemos notar que el valor 
porcentual ha aumentado. Para nuestro caso particular podemos notar que el 
valor porcentual de la categoría sensible ha cambiado al elevarse de 93.7% a 
99.4% esto es un buen indicio acerca del resultado de predicciones correctas, 
dado que lo mínimo que estábamos dispuestos a aceptar para la categoría 
sensible era de 93.7% y en nuestro caso si se ha conseguido obtener un mejor 
valor. 
Los valores conseguidos son como siguen: 
Sensibilidad: 177/178=99.4 Especificidad: 7/12= 58.3 
Paso 
4 
Cuadro 4.9: tabla de clasificación de las predicciones para el modelo del 
incumplimiento del impuesto predial. 
Pronosticado 
¿Se ba retrasado en el pago 
de impuestos durante los 
últimos 3 años? Porcentaje 
Observado No Si correcto 
¿Se ha retrasado en el pago No 7 5 58,3 
de impuestos durante los Si 1 177 99,4 
últimos 3 años? 
Porcentaje ~loba! 96,8 
Los porcentajes globales de predicciones correctas, es un resultado que nos 
da a conocer que tan bueno es el modelo en función a las predicciones que 
llegue a realizar en el futuro, se dice por lo general que cuando el modelo 
supera el 90%, entonces se considera como un buen modelo, las conclusiones 
que podemos obtener en esta investigación se dan en función con esos 
resultados que muestran las tablas, pero debemos tener prudencia en su 
interpretación dado que los casos que están en la categoría de interés de la 
variable dependiente son la mayoría de casos participes de la muestra, además 
se ha de tener en cuenta que el modelo no presenta un ajuste adecuado lo que 
genera controversias en la decisión final que se debe adoptar, lo más propicio 
es someter el análisis a un juicio de expertos y personas académicamente 
preparadas en este tema para llevar a cabo un consenso y determinar la 
conclusión final. 
' 4.4. ESTIMACIÓN DEL VALOR DE CORTE ÓPTIMO: CURVA COR 
(CURVA OPERATIVA DE RENDIMIENTO) 
En términos básicos, el procedimiento ordena los datos de acuerdo con la 
probabilidad predicha (puntuación) del evento de interés, luego calcula la 
sensibilidad y especificidad de cada cambio en la probabilidad predicha. Se 
puede examinar la gráfica o la tabla para evaluar los efectos de usar puntos 
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de corte diferentes al valor que por defecto se sabe y se tiene de referencia y 
los balances que ocurren entre Jos tipos de éxitos y errores de ambas 
categorías de la variable dependiente. La revisión de esta tabla o de la gráfica 
permite entender las ramificaciones de cambiar el punto de corte y ayuda a 
evaluar si uno diferente de 0.5 (especificado por defecto) satisface mejor las 
necesidades de predicción. En otros casos la comparación se realiza con el 
punto de corte elegido según las características de investigación que se está 
llevando a cabo. 
Dado que lo ideal es tener una Sensibilidad y Especificidad igual a 1.0, 
entonces mientras más alejada se encuentra la curva COR de la diagonal 
principal, el método de diagnóstico es mejor. Como se observa en el gráfico 
01 de esta investigación la Curva COR está regularmente alejada de la 
diagonal principal, por lo que se puede precisar una buena calidad predictiva 
de nuestro modelo de regresión logística binaria. Esto comprueba la 
afirmación que se consiguió con el porcentaje de aciertos conseguidos en el 
paso anterior. 
Gráfico O l. Curva Operativa de Rendimiento para el incumplimiento en el 
pago del impuesto predial. 
.. 
~ o 
i 
!; 0,4 
.. 
o 
CurvaCOR 
0~----~--~--~----~--~--~r---_J 
o,o 0,2 0,4 o,& o,e 
1 -Especificidad 
los ngmentos diagonales son producidos por los empates. 
Nota: Susceptibilidad es igual a decir Sensibilidad 
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En el cuadro posterior a esta grafica se aprecia que el área bajo la curva es 
0.934 la cual difiere en mucho de 0.5 que seria el mínimo exigible para UJi 
método de diagnóstico. El error estándar para esa estimación es 0.051 que 
multiplicado por 1.96 (para una confianza del 95.0%) y sumando y restando 
nos da el intervalo de confianza con un limite inferior de 0.834 y limite 
superior 1.000. De acuerdo a los resultados obtenidos se puede afirmar que el 
área bajo la Curva COR es significantemente mayor que lo mínimo exigible 
0.5. 
Además en el cuadro siguiente se puede observar que el punto de corte 
0.6549773 es el resultado de capacidad predictiva que proporciona un 
resultado distinto, algo mucho mejor en función de la categoría de interés y 
la categoría especifica de esta variable, dado que se obtiene una Sensibilidad 
de 99.4% igual a la ya encontrada, pero sucede un aumento considerable en 
la Especificidad. con un valor de 83.3%. Esta situación lo da a conocer la tabla 
posterior, llamada coordenadas de la curva con el valor sombreado que 
produce dichos cambios. Esto hace suponer que se logra mejoras en la 
predicción al elegir un valor diferente de 0.5, la elección de ese punto se hace 
al observar valores inferiores y superiores a dicho número y al verificar los 
resultados porcentuales obtenidos según la tabla, se decide por aquel que 
produce un cambio de mejora en el resultado de sensibilidad o especificidad 
respectivamente. 
Área bajo la curva 
Variables resultado de contraste: Probabilidad pronosticada 
Intervalo de confianza asintótico al95% 
Área Error tip.• Sie. asintótica Límite inferior Limite superior 
,934 ,051 ,000 ,834 1,000 
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Coordenadas de la curva 
. bl 1 d d P b bTdad "cada Vana es resu ta o e contraste: ro a 1 1 1 pronost1 
Positivo si es mayor o ieual que Sensibilidad 1 - Especificidad 
,0000000 1,000 1,000 
,2335607 1,000 ,500 
,3595132 1,000 ,417 
,4465662 ,994 ,417 
,5510548 ,994 ,333 
,~1 ,~1 ~ 
,7409719 ,983 ,167 
,7744284 ,978 ,167 
,8030911 ,966 ,167 
,8303604 ,955 ,167 
,8683329 ,927 ,167 
,9031227 ,921 ,167 
,9115360 ,910 ,167 
,9256717 ,882 ,167 
,9402808 ,876 ,167 
,9492568 ,871 ,167 
,9623886 ,843 .. ,083 
,9690310 ,815 ,083 
,9710056 ,798 ,083 
,9785163 ,792 ,083 
,9865912 ,764 ,083 
,9906116 ,713 ,083 
,9930354 ,624 ,083 
,9941991 ,612 ,083 
,9949488 ,601 ,083 
,9960085 ,596 ,083 
,9970092 ,590 ,083 
,9974070 ,534 ,083 
,9976750 ,528 ,083 
,9979765 ,522 ,083 
,9983035 ,421 ,083 
,9985404 ,410 ,083 
,9986381 ,399 ,083 
,9989102 ,365 ,083 
,9991686 ,365 ,000 
,9993729 ,354 ,000 
,9995884 ,247 ,000 
,9996576 ,230 ,000 
,9997021 ,157 ,000 
,9997338 ,146 ,000 
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Coordenadas de la curva 
V . bl 1 d d P b bTdad .cad ana es resu ta o e contraste: . ro a 1 1 1 pronost1 a 
Positivo si es mayor o i211al que Sensibilidad 1 - Especificidad 
,9997757 ,129 ,000 
,9998360 ,107 ,000 
,9998940 ,101 ,000 
,9999304 ,039 ,000 
,9999475 ,034 ,000 
,9999709 ,028 ,000 
,9999873 ,011 ,000 
,9999935 ,006 ,000 
1,0000000 ,000 ,000 
4.5. DEBILIDADES DEL SA TP 
Debilidades del SATP 
TABLA N° 03: Percepción del contribuyente con ·respecto al control tributario 
IPERCEPCION n % 
Muy malo 74 41,1% 
Malo 64 35,6% 
¿Cómo percibe Usted el Regular 38 21,1% 
control tributario por parte 
del SATP? Bueno 4 2,2% 
Muy bueno o 0,0% 
Total 180 100,0% 
La tabla nos indica que el 41,1% de contribuyentes menciona que el Servicio de 
Administración Tributaria de Piura realiza un mal control tributario y ningún 
contribuyente asegura que lo contrario. 
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TABLA N• 04: Implementación o mejoras del servicio 
IIMPLEMENT ACIÓN/MEJORAS 
Como contribuyente, ¿Cuál de 
estos aspectos piensa Usted que 
deberla mejorar y/o implementar el 
SATP? 
Servicio y atención al 
cliente 
Facturación electrónica 
Trámites rápidos y 
eficientes 
Brindar mejor información 
sobre las obligaciones que 
tiene cada contribuyente 
Asesoria tributaria y juridica 
para el contribuyente 
Abrir más agencias en 
diferentes partes de la 
ciudad 
Total 
n 
72 
11 
48 
33 
10 
6 
180 
% 
40,0% 
6,1% 
26,7% 
18,3% 
5,6% 
3,3% 
100,0% 
Tabla n• 04: Indica que el 40% de contribuyentes quiere un buen servicio de 
atención, el 26,7% menciona· que sería mejor realizar los trámites rápidos y 
eficientes en menor tiempo posible y el 3,3% anhela que se aperturen mas 
agencias en diferentes partes de la ciudad. 
CAPITULO V: CONCLUSIONES Y RECOMENDACIONES 
l. Una de las principales conclusiones que se pueden determinar con el análisis 
realizado es que a veces se puede cumplir el criterio de controversia dado a 
conocer por la teoría del modelo de regresión logística binaria, esto es, un modelo 
puede tener un buen ajuste pero su calidad predictiva no ser la adecuada ni las más 
apropiada o viceversa como en nuestro caso el modelo encontrado no tiene un 
buen ajuste estadístico sin embargo su capacidad de porcentajes correctos es muy 
alto superando el 96 % aproximadamente. 
2. Del total de 17 variables o factores consideradas en la base de datos formada a 
partir de la aplicación de la encuesta de trabajo para las personas seleccionadas, 
solo cuatro de ellas resultaron ser significativas con una confianza del 95%, por 
lo tanto la conclusión que se puede determinar es que estas variables parecen ser 
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las no adecuadas o pertinentes para llevar a cabo una evaluación similar, por lo 
tanto se debe estudiar otras características que afecten y que sean relevantes en el 
cálculo de la probabilidad de contribuyentes morosos en el pago del impuesto 
predial en la ciudad de Piura. 
3. En análisis de regresión logística que dan a conocer acerca del ajuste del modelo, 
lo más utilizados son el estadístico de Hosmer y Lemeshow, además del 
estadístico de verosimilitud, en el primer caso existe una interpretación directa en 
función con el valor encontrado y la significancia resultante donde se puede 
concluir de forma directa que este modelo no tiene un buen ajuste en base a las 
predicciones que puede lograr, el segundo indicador tiene que ver con la función 
que máxima los estimadores de la ecuación en este caso se hace la comparación 
de un valor inicial y final en relación con los dos modelos de regresión, uno que 
considera solo la constante y el otro las variables introducidas como significantes, 
dado que la diferencia es mínima entre uno y otro se puede establecer como 
conclusión que el ajuste de este modelo no es lo más correcto que se desearla tener 
por lo tanto asimila la respuesta del primer indicador, obteniéndose una 
conclusión parecida en cuanto al ajuste del modelo. 
4. El tamafio de la muestra es una de las situaciones que se debe tener mayor 
consideración, el análisis de regresión logística sugiere tener un valor grande para 
la muestra que se va a utilizar y además que existan los suficientes casos posibles 
en cada categoría de la variable dependiente, para que los procedimientos técnicos 
incluidos dentro del análisis estadístico que corresponden a esta herramienta de 
regresión se realicen de forma adecuada, en nuestro caso la diferencia entre casos 
por categoría es notorio, el número de datos en la categoría sensible representa 
casi la totalidad de la muestra, por lo tanto el procedimiento puede ser susceptible 
a la generalización de las interpretaciones, el estudio se podría replicar con un 
tamafio de muestra más grande considerando esta situación para lograr mejores 
resultados. 
5. La capacidad predictiva del modelo es bastante alta y se lo debe casi en su 
conjunto a la sensibilidad del modelo porque lo predice correctamente casi a la 
perfección, sin embargo la categoría especifica es predicha correctamente de 
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forma regular, al realizar la comparación con la curva operativa de rendimiento 
para buscar la posibilidad de un nuevo punto de corte que proporcione mejores 
resultados el punto nuevo que se debería considerar debería elevarse a 0.65 
aproximadamente dado que aquí se obtendría un mayor porcentaje para 
especificidad del modelo. 
6. El modelo encontrado no podría ser utilizado como un método de diagnóstico esto 
debido a la serie de dificultades técnicas que presenta, debe ser considerado como 
una etapa inicial de ejemplo para realizar una investigación posterior que tenga 
mayor exactitud y seguridad en los resultados y esto se puede lograr considerando 
un análisis minucioso de los elementos y supuestos que se deben cumplir en la 
regresión logística binaría. 
7. Al realizar el estudio previo, como un análisis individual de cada variable 
independiente en relación con la variable dependiente utilizando tablas 
personalizadas y la prueba Chi cuadrado de Pearson se logra saber que en la 
mayoría de variables o factores existe una alta significancia entre dichas 
comparaciones, aunque el análisis unidimensional es muy limitado nos 
proporciona la idea básica de que alguna o varias variables escogidas para esta 
investigación están causando la falta de bondad de ajuste para un modelo de 
regresión considerado como técnica de análisis estadístico conjunto, esto nos 
proporciona como finalidad una mejor selección de las variables y además revisar 
cual es la variable que causa esta dificultad y se lograra probando varios modelos 
con la exclusión de una variable determinada de antemano. 
8. La mayoría de contribuyentes no confía en el destino de sus pagos hacia la 
Municipalidad Distrital de Piura por intermedio del SA TP, es motivo que se 
recomienda trabajar en ello, inculcando charlas informativas, debates, publicidad, 
etc. Además capacitar al personal para que la atención al cliente sea lo más mínima 
posible logrando que el contribuyente quede satisfecho con el servicio. 
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IV. ANEXOS DE LA INVESTIGACIÓN 
Cuadro 01: tabla de los valores de la función de verosimilitud para el paso 
inicial en el bloque O (Modelo que incluye solo la constante). 
Historial de iteraciones 
Coeficientes 
Iteración -2 log de la verosimilitud Constante 
Pasoo 1 102,970 1,747 
2 90,439 2,422 
3 89,527 2,667 
4 89,516 2,696 
5 89,516 2,697 
Cuadro 02: tabla de los valores del coeficiente de la constante del modelo 
en el bloque inicial y sus respectivos indicadores estadisticos. 
Variables en la ecuación 
B E. T. Wald 1 al Si a. Exp(B) 
Paso O Constante 2,697 ,298 81,765 1 ,000 14,833 
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Cuadro 03: tabla de los coeficientes de las variables no ingresadas para el 
modelo inicial, puntuaciones de la prueba Chi cuadrado individual. 
Variables que no están en la ecuación 
Puntuación gl Sig. 
Paso Variables Gen 1,811 1 ,178 
o Ed 3,170 1 ,075 
Eci 6,993 1 ,008 
Ned 5,525 1 ,019 
Zona 8,721 1 ,003 
Act 10,923 1 ,001 
Situac 11,236 1 ,001 
Cvi 6,044 1 ,014 
Mvi 3,112 1 ,078 
len 5,169 1 ,023 
Ct. 34,699 1 ,000 
Pct. 6,178 1 ,013 
Estadísticos 80,719 20 ,000 
alobales 
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Cuadro 04: tabla de los coeficientes de las variables significativas y los 
cambios ocurridos en sus valores para los pasos del método elegido. 
Historial de iteraciones 
-21og de la Coeficientes 
Iteración verosimilitud Constante lng Te Mp_ Map 
Paso4 1 85,545 3,339 -,419 -,136 ,213 -,345 
2 55,598 6,185 -,897 -,343 ,493 -,738 
3 43,750 9,279 - -,630 ,820 
-
1,409 1,124 
4 39,638 12,201 - -,919 1,133 -
1,875 1,468 
5 38,813 14,071 - - 1,345 -
2,170 1,091 1,699 
6 38,764 14,627 - - 1,412 -
2,260 1,136 1,773 
7 38,763 14,667 - - 1,418 -
2,267 1,139 1,778 
8 38,763 14,667 - - 1,418 -
2,267 1,139 1,778 
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Cuadro 05: tabla de los coeficientes de las variables no significativas y sus 
respectivas puntuaciones en el paso fmal del análisis estadístico. 
Variables que no están en a ecuación 
Puntuación gl Sig. 
Paso 4 Variables Cvi ,521 1 ,470 
Ned ,133 1 ,715 
Zona 1,577 1 ,209 
Act ,832 1 ,362 
Situac 1,275 1 ,259 
Cvi ,001 1 ,973 
M vi 3,053 1 ,081 
Nemp ,516 1 ,472 
len 2,914 1 ,088 
Ct ,007 1 ,931 
Pct 2,191 1 ,139 
Gen ,752 1 ,386 
Ed 1,305 1 ,253 
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Cuadro 06: tablas de estadísticos deseriptívos y dístribución de frecuencias 
de los valores de la variable de probabilidad calculada con el modelo 
estadístico. 
Estadísticos 
P b bTd d f d ro a 11 a 1 pronos 1ca a 
N Válidos 190 
Perdidos o 
Media _,936~21 
Error típ. de la media ,01267379 
Mediana ,9976750 
Moda ,99954 
Desv. tfp. ,17469612 
Varianza ,031 
Asimetría -3,713 
Error típ. de asimetría ,176 
Curtosis 13,562 
Error típ. de curtosis ,351 
Rango ,86959 
Mínimo ,13040 
Máximo 1,00000 
Suma 178,00000 
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Cuadro 06: tablas de estadísticos descriptivos y distribución de frecuencias 
de los valores de la variable de probabilidad calculada con el modelo 
estadistico. 
Estadísticos 
P b bTd d f d ro a 1 1 a 1 pronos 1ca a 
N Válidos 190 
Perdidos o 
Media 
-
_,9368421 
Error tip. de la media ,01267379 
Mediana ,9976750 
Moda ,99954 
Desv. tip. ,17469612 
Varianza ,031 
Asimetría -3,713 
Error típ. de asimetría ,176 
Curtosis 13,562 
Error típ. de curtosis ,351 
Rango ,86959 
Mínimo ,13040 
Máximo 1,00000 
Suma 178,00000 
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Probabilidad pronosticada 
Frecuencia Poreentaje Poreentaie válido Poreentaje ocomnlado 
V á! idos , 13040 6 3,2 3,2 3,2 
,33672 1 ,5 ,5 3,7 
,38231 1 ,5 ,5 4,2 
,51082 1 ,5 ,5 4,7 
,59128 2 1,1 1,1 5,8 
,71867 2 1,1 1,1 6,8 
,76327 1 ,5 ,5 7,4 
,78558 2 1,1 1,1 8,4 
,82060 2 1,1 1,1 9,5 
,84012 5 2,6 2,6 12,1 
,89654 1 ,5 ,5 12,6 
,90970 2 1,1 1,1 13,7 
,91337 5 2,6 2,6 16,3 
,93797 1 ,5 ,5 16,8 
,94259 1 ,5 ,5 17,4 
,95592 6 3,2 3,2 20,5 
,96885 5 2,6 2,6 23,2 
,96921 3 1,6 1,6 24,7 
,97280 1 ,5 ,5 25,3 
,98423 5 2,6 2,6 27,9 
,98895 9 4,7 4,7 32,6 
,99227 16 8,4 8,4 41,1 
,99380 2 1,1 1,1 42,1 
,99460 2 1,1 1,1 43,2 
,99530 1 ,5 ,5 43,7 
,99672 1 ,5 ,5 44,2 
,99730 10 5,3 5,3 49,5 
,99751 1 ,5 ,5 50,0 
,99784 1 ,5 ,5 50,5 
,99812 18 9,5 9,5 60,0 
,99849 2 1,1 1,1 61,1 
' 
,99859 2 1,1 1,1 62,1 
,99869 6 3,2 3,2 65,3 
,99913 1 ,5 ,5 65,8 
,99920 2 1,1 1,1 66,8 
,99954 19 10,0 10,0 76,8 
ro a 11 a pronos ca a P b bTd d ti d 
Frecuencia Porcentaje Porcentaje válido Porcentaje acumulado 
,99963 3 1,6 1,6 78,4 
,99968 13 6,8 6,8 85,3 
,99972 2 1,1 1,1 86,3 
,99974 3 1,6 1,6 87,9 
,99981 4 2,1 2,1 90,0 
,99987 1 ,5 ,5 90,5 
,99992 11 5,8 5,8 96,3 
,99994 1 ,5 ,5 96,8 
,99996 1 ,5 ,5 97,4 
,99999 3 1,6 1,6 98,9 
,99999 1 ,5 ,5 99,5 
1,00000 1 ,5 ,5 100,0 
Total 190 100,0 100,0 
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