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1 Introducción. 
El control de procesos es el área de la automática que se encarga del control o regulación de 
operaciones y plantas industriales, con el fin de cumplir objetivos que tienen como 
finalidad garantizar la seguridad del proceso, la productividad y la calidad del producto. Un 
proceso es una secuencia de actividades que generan cambios físicos, químicos y/o 
biológicos de una materia prima para obtener un producto, de estos se pueden diferenciar 
dos tipos, procesos continuos y procesos por lotes. Los procesos continuos son aquellos en 
los que la materia se transporta en un flujo continuo a través de los equipos, y los procesos 
por lotes son aquellos que conducen a la producción de cantidades finitas de un producto a 
partir de una cantidad finita de materia prima (cuando en un proceso por lotes se va 
adicionando materia o sustrayendo materia se le conoce como proceso semicontinuo, 
semilote o Semibatch). Esta simple diferencia hace que ambos tengan propiedades 
dinámicas completamente diferentes, tal vez la diferencia más importante en el sentido de 
la dinámica del sistema es que mientras en un proceso continuo los estados llegan a un 
estado estacionario, en un proceso por lotes los estados siempre están asociados a una 
dinámica de respuesta transitoria y nunca a un punto de equilibrio. 
Los procesos por lotes son utilizados en industrias como la farmacéutica, la de polímeros, la 
de biotecnología y la de compuestos químicos específicos, pues son procesos sencillos de 
implementar, permiten elaborar un amplio conjunto de productos en un mismo equipo y no 
necesitan de mucho espacio, características que son fundamentales para estas industrias. 
Con el objetivo de mejorar la rentabilidad en esta se han realizado muchas investigaciones 
acerca del control de procesos por lotes (Lee y Lee, 2003; Bonvin et al., 2006; Bonvin, 
1998), pues los requerimientos del mercado y las necesidades de obtener un producto de 
mayor calidad hacen que el control de estos procesos tenga un buen interés por parte de los 
ingenieros de procesos. 
En el área del control de procesos se utiliza la teoría de control para hacer síntesis y análisis 
de sistemas de control para procesos, como tal, debería enfocarse tanto a procesos 
continuos como procesos por lotes, lamentablemente, la teoría de control se ha enfocado 
muy fuertemente al análisis de sistemas que operan alrededor de un punto de equilibrio, 
como es el caso de los procesos continuos, y ha dejado un poco de lado a los procesos por 
lotes, los cuales, como se indicó, no operan alrededor de un punto de equilibrio. Es por eso 
que cuando se habla de control de procesos por lotes se encuentra un panorama muy poco 
formal, en donde son muchas las técnicas y métodos utilizados para hacer control (Bonvin, 
1998; Lee y Lee, 2003; Bhat et al., 1990; Kravaris et al., 1998; Korovessi, 2006), pero un 
pobre análisis sobre el sistema de control y el proceso, por lo que se encuentran muchas 
aplicaciones a casos especiales que no pueden utilizarse en otro tipo de casos. Sin 
posibilidad de evaluar formalmente los sistemas de control aplicados a procesos por lotes, 
no hay forma de verificar su buen funcionamiento cuando las condiciones del proceso 
cambien. 
Dentro de las técnicas utilizadas generalmente en el control de procesos por lotes se 
encuentra el Control Predictivo Basado en Modelo (CPBM), el cual es una metodología de 
13 
 
control que puede manejar filosofías de control prealimentado+realimentado, es decir, que 
es un controlador de tipo combinado, utiliza un modelo de predicción y resuelve un 
problema de optimización para encontrar una acción de control que permita cumplir un 
cierto objetivo. Es tal vez el controlador técnicamente moderno por excelencia, puede 
manejar no linealidades del sistema dependiendo del modelo utilizado, puede manejar las 
restricciones inherentes dadas por la naturaleza física del proceso y además es un 
controlador que aprovecha toda la información que pueda proporcionársele al ser de tipo 
combinado. Este tipo de controladores tiene entonces un gran potencial en los procesos por 
lotes, pues pueden manejar la no linealidad inherente de este tipo de procesos, y se pueden 
adaptar constantemente a los cambios debido a la respuesta transitoria. El CPBM se ha 
utilizado con cierto éxito en procesos por lotes (Lee y Lee, 1997; Steinar y Singstad, 1998; 
Banga et al., 1997; Flores-Cerrillo y Macgregor, 2005), algunos trabajos proponen ciertas 
modificaciones para tratar de aprovechar al máximo la información otorgada por el 
proceso, tal es el caso del control predictivo para procesos por lotes (Lee et al., 1998; Lee y 
Lee, 2003), el cual utiliza la información de lotes pasados para mejorar el desempeño del 
controlador en el lote actual. Esto se logra, a través de métodos de aprendizaje iterativo. 
Lamentablemente, debido a que no existe una forma de evaluar formalmente el control en 
procesos por lotes, aun no existe un CPBM con estabilidad garantizada para este tipo de 
procesos. 
Sólo hasta hace poco, se ha comenzado a tener en cuenta el problema del análisis formal de 
los sistemas de control en procesos por lotes, y se ha empezado a definir herramientas que 
ayuden a hacer análisis bajo un marco de la teoría de control, como algunas propuestas para 
evaluar controlabilidad y estabilidad en procesos por lotes, o el uso de la teoría de 
conjuntos en el análisis del espacio de estados de estos procesos. Como tales, son 
definiciones muy nuevas que no han tenido uso hasta el momento, por lo que son muy 
pocos los análisis de este tipo que se puedan encontrar en la literatura (Srinivasan y Bonvin, 
2007; Bravo et-al., 2006; Kerrigan y Maciejowski, 2000). 
Este trabajo se enfoca entonces en proponer una nueva metodología para el diseño de un 
CPBM en procesos por lotes, que utilice las nuevas herramientas desarrolladas para el 
análisis de control en estos procesos, de forma que se pueda garantizar una estabilidad y 
controlabilidad, pero desde el punto de vista de la teoría de conjuntos aplicable a procesos 
por lotes, de forma que el controlador pueda cumplir con el objetivo de control. 
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2 Generalidades de los Procesos por Lotes 
En este capítulo se introduce la importancia de los Procesos por Lotes (PpL) y la 
problemática que existe en su control. Los temas aquí tratados encierran los aspectos y 
características relevantes que conciernen a los PpL, enfatizando particularmente en la 
dinámica y control de este tipo de procesos. Se responde a preguntas tales como: ¿por qué 
debemos estudiar los PpL?, ¿por qué son importantes en la ingeniería de procesos? y ¿por 
qué es necesario controlarlos?. 
2.1 Definición de Procesos por Lotes (PpL).  
En términos generales se denomina proceso a la secuencia de actividades químicas, físicas 
o biológicas destinadas a la conversión, transporte o almacenamiento de materia o energía  
(ANSI/ISA, 1995).  En la industria química, los procesos típicamente se clasifican como 
continuos o por lotes (batch) dependiendo de si las entradas y salidas aparecen como flujos 
continuos o en cantidades finitas de material (Figura 2.1). 
 
Figura 2.1 Esquemas de procesos continuos y por lotes (en los PpL no hay flujo de materia, 
a diferencia de lo que ocurre en procesos continuos) 
En un proceso continuo, los materiales se transportan en un flujo continuo a través de los 
equipos. Una vez alcanzado el estado estacionario, el proceso es independiente del tiempo 
de operación. Los PpL son aquellos en los que se producen cantidades finitas de una 
materia de salida (producto) a partir de unas cantidades finitas de materiales de entrada 
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(materia prima) por medio de un conjunto ordenado de actividades de proceso, en un 
periodo finito de tiempo usando uno o más equipos. Típicamente un PpL incluye la carga 
del material en el proceso, el procesamiento del material, la descarga del producto final y la 
preparación del siguiente lote. 
Además de los procesos continuos y por lotes, es común encontrar combinaciones de 
ambos conocidos como procesos semilote (semibatch), en los cuales se adiciona 
continuamente uno o varios materiales de entrada o energía sin salida de producto, o se 
remueve continuamente producto sin la adición de material de entrada (Figura 2.2). 
(Srinivasan et al, 2003). Aunque estos procesos tienen características tanto continuas como 
discontinuas, generalmente se incluyen dentro de la categoría de los PpL debido a que su 
comportamiento temporal se asemeja más a esta clase de procesos. Cuando se habla de 
equipos de procesamiento, es común utilizar el término “unidad semicontinua” para 
referirse a un equipo continuo que opera en forma intermitente transfiriendo el material 
entre dos unidades “batch”. 
 
Figura 2.2 Esquemas de procesos semilote. 
2.2 Procesos por lotes y procesos continuos 
A continuación se enumeran las principales diferencias entre los procesos continuos y los 
PpL. 
2.2.1 Operación del sistema. 
Procesos continuos. Tiene lugar tanto una entrada como una salida de material, de modo 
que el volumen operativo permanece constante y la materia se está renovando 
continuamente. No existe un tiempo predefinido de arranque y parada; una vez se alcanza 
el estado estacionario, el proceso se vuelve independiente del tiempo, lo que significa que 
la conformidad del producto no se ve influida por el tiempo que el proceso lleve operando. 
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Procesos por lotes. Un PpL tiene predeterminados los puntos de comienzo y parada de la 
operación. Las materias primas son introducidas dentro del proceso en cantidades 
predefinidas y procesadas a través de una secuencia específica de actividades conocida 
como receta. 
2.2.2 Condiciones de operación. 
Procesos continuos. En los procesos continuos los equipos trabajan alrededor de unas 
condiciones estacionarias de operación. 
Procesos por lotes. Están siempre asociados a un comportamiento transitorio, por lo que las 
condiciones de operación son no estacionarias; es decir, variables con el tiempo. 
2.2.3 Objetivo de control. 
Procesos continuos. El objetivo de un sistema de control es mantener el sistema en un 
punto de ajuste específico (Regulación). 
Procesos por lotes. Este es posiblemente uno de los aspectos menos comprendidos de los 
PpL. El objetivo del sistema de control debe ser mantener las características del producto 
final alrededor de las especificaciones, Guiando las variables de proceso a lo largo de 
trayectorias factibles, que garanticen el cumplimiento de las restricciones y no 
comprometan la seguridad del sistema. Para lograr este objetivo, generalmente se determina 
cuales son las trayectorias que deben seguir las variables medibles y se implementa el 
sistema de control para seguir dichas trayectorias; sin embargo, en los últimos años se han 
desarrollado técnicas de control de producto final en las que punto a punto se vuelven a 
calcular las trayectorias que permitirán alcanzar las especificaciones finales con el mínimo 
margen de error (Rusell et al. 1998, Azimzadeh et al., 2001; Lee y Lee, 2003). 
2.2.4 Reproducibilidad. 
Procesos continuos. Alta reproducibilidad bajo las mismas condiciones de operación. Es 
por esto que controlar la calidad de producto equivale a controlar los estados en un punto de 
ajuste para este tipo de procesos. 
Procesos por lotes. Falta de homogeneidad del producto final obtenido para las mismas 
condiciones de operación (temperatura, presión, etc.) debido, por ejemplo, a incertidumbre 
en las condiciones de arranque (Bonvin, 1998). 
2.2.5 Flexibilidad. 
Procesos continuos. Las plantas continuas deben dedicarse a la elaboración de productos 
altamente estandarizados y atenerse a los “caprichos” del mercado. Existe poca flexibilidad 
en cuanto a las condiciones de operación, debido a que para alcanzar nuevamente el estado 
estable se requiere el desperdicio de grandes cantidades de materia prima y energía, con 
largos períodos de arranque y puesta a punto. 
Procesos por lotes. Esta es una de las ventajas claves de este tipo de procesos. Se adaptan 
fácilmente a ambientes dinámicos de mercado que los procesos continuos. La posibilidad 
de ajuste les permite a las plantas de procesamiento por lotes ser multiproducto (producción 
de varios tipos de productos a través del mismo tren de equipamiento y la misma secuencia 
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de actividades) y/o multipropósito (producción de varios tipos de productos a través de 
unidades y secuencias variables), y acomodarse a las necesidades específicas del 
consumidor (Salomone, 1997). 
2.2.6 Productividad. 
Procesos continuos. La productividad debe ser constante y siempre máxima. 
Procesos por lotes. La productividad en los PpL es máxima sólo al final del ciclo. Además, 
se ve afectada por los tiempos muertos provenientes de los períodos de arranque y parada. 
2.2.7 Diseño de equipos. 
Procesos continuos. Diseñados para producir productos específicos. Los procesos 
continuos tienen como principal ventaja la economía de escala. La producción de grandes 
volúmenes de un producto estándar generalmente proporciona una buena recuperación del 
capital invertido. Dado que los requerimientos de productos no cambian significativamente, 
el proceso necesitará mínimas modificaciones durante su vida de trabajo para mantenerse 
competitivo. 
Procesos por lotes. Diseñados para ser capaz de producir varios productos. Por eso se 
utilizan mayoritariamente en la industria química, alimentaria o farmacéutica, donde es 
muy importante ofrecer una gran variedad de productos e introducir otros nuevos 
rápidamente, ya que estos sectores industriales operan en mercados altamente competitivos. 
También se utilizan cuando existe poca información disponible para el diseño, cuando la 
producción de todo el año puede obtenerse con unos pocos días de operación y en las 
pequeñas industrias, donde muchos de los productos podrían ser manufacturados en plantas 
continuas, las razones son puramente económicas (Salomone, 1999). 
2.2.8 Costo de capital. 
Procesos continuos. Tienen menores costos de operación (mano de obra y energía) pero 
altos costos de capital (la ejecución y puesta en marcha de plantas de este tipo suele ser 
mucho más costosa). 
Procesos por lotes. Requieren un alto número de operaciones discretas (preparación, carga, 
descarga), llevadas a cabo principalmente por personas, lo que puede resultar en altos 
costos operativos. 
2.3 PpL en las industrias. 
A pesar de las preferencias por el uso de procesos continuos para garantizar una mayor 
productividad de las plantas químicas, los PpL son utilizados y preferidos ampliamente 
sobre los procesos continuos cuando se requiere de una mayor flexibilidad de los equipos, 
cuando la producción es pequeña o cuando la química y la cinética del proceso no permite 
un tratamiento en continuo. La Tabla 2.1 resume aquellos factores por los que se puede 
seleccionar un PpL o un proceso continuo. En general el procesamiento a gran escala 
involucra muchas operaciones continuas, mientras que el procesamiento a baja escala 
involucra operaciones por lotes o semilotes. Una regla heurística sugiere que producciones 
18 
 
anuales de más de 500000 kg son económicamente más eficientes cuando se hacen en 
procesos continuos (Korovessi y Linninger, 2006). 
Procesos por Lotes Procesos Continuos 
Volumen de producción bajo Volumen de producción alto 
Volumen de producción altamente 
variable 
Volumen de producción estacionario o 
poco variable 
Productos de alta pureza y calidad 
(ej: farmacéuticos) 
Productos con características estándar 
Operaciones con múltiples productos 
(mayor flexibilidad del equipo) 
Operaciones con un sólo producto 
(Operación especializada a unas 
condiciones estandarizadas) 
Variables de proceso sujetas a ajuste Condiciones de operación invariables 
Gran cantidad de pasos y manipulaciones Pocos pasos de manipulación y 
purificación 
Cinética de reacción muy lenta Cinéticas de reacción rápidas 
Tabla 2.1 Factores para seleccionar un PpL vs Proceso continuo 
Cuando ciertos productos tienen una demanda que cambia por temporadas, el responsable 
debe decidir entre enfrentar el escalado de su producción o almacenar el producto que sobra 
en ciertas temporadas para completar las temporadas de mayor demanda; si se utilizan PpL, 
la variabilidad de la producción es más sencilla de manejar. Los procesos continuos 
generalmente no admiten una operación con mucha flexibilidad, la característica de los PpL 
de poder producir diferentes productos en una sola unidad, establece una ventaja 
fundamental de los PpL sobre los continuos, pues permite que la planta o industria sea más 
versátil y se pueda acomodar fácilmente a los requerimientos del mercado. 
Procesos que consideran muchos pasos repetitivos pueden requerir menos equipos cuando 
se diseña con operaciones por lotes que cuando se diseña con operaciones continuas. Por 
ejemplo un proceso de síntesis química con múltiples pasos puede requerir varias unidades 
si se opera en continuo, tantas como pasos tenga la síntesis, mientras que si se opera por 
lotes, puede ser necesario solamente un equipo (Korovessi y Linninger, 2006). Para algunos 
casos los equipos diseñados para hacer operaciones continuas pueden ser más costosos que 
los equipos de operaciones por lotes, por ejemplo los filtros rotatorios a vacío frente a un 
equipo de filtración batch. Otra ventaja fundamental de los PpL es la posibilidad de hacer 
un mantenimiento de los equipos más sencillo y económico que en procesos continuos. 
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Los PpL y continuos no están totalmente restringidos por industrias, en determinado 
proceso pueden existir equipos tanto continuos como por lotes; sin embargo, aquellas 
industrias que manejan producciones de bajo volumen o que requieren de un alto grado de 
pureza utilizan preferencialmente PpL. Uno de los sectores que requiere de estas 
características es el sector farmacéutico, los productos de este sector requieren de métodos 
muy específicos para obtener un medicamento con las concentraciones requeridas para el 
tratamiento de un paciente. Además son productos que pueden cambiar de demanda por 
temporadas. Algunas industrias que producen químicos específicos a través de muchos 
pasos para la síntesis de un compuesto orgánico, prefieren los PpL, pues evita tener varios 
equipos para hacer un sólo producto, la flexibilidad de los PpL les garantiza realizar varios 
pasos en un sólo equipo ahorrando espacio dentro de la planta. En el sector biotecnológico, 
los PpL en algunos casos son equipos obligados, ya que, debido a la cinética lenta de las 
reacciones biológicas, el diseño de equipos en continuo necesariamente llega a tener escalas 
demasiado grandes. Un PpL permite entonces ahorrar espacio y costos de capital, además 
las fermentaciones y la purificación de los compuestos biotecnológicos necesitan de un 
mantenimiento constante, pues la posibilidad de contaminación puede llevar a la pérdida 
masiva de producto, en una operación continua, el mantenimiento de los equipos implica 
altos costos, mientras que en PpL el mantenimiento es sencillo. Por otra parte, la industria 
de polímeros, necesariamente debe manejar productos con diferentes características, por 
ejemplo: la diferente manipulación en un proceso de polimerización puede llevar a un 
producto con diferente viscosidad, factor de ruptura, rigidez, color, entre otros. Este tipo de 
industria maneja múltiples productos en una operación continua, cambiar las condiciones 
de operación para obtener un producto con características diferentes conducen a altos 
costos y perdida de producto, mientras que en PpL, el cambio no amerita más que una 
perdida en tiempos de producción y costos de operación que son normales, y evita la 
pérdida masiva de reactivos durante el proceso del cambio. 
El sector alimentario también tiene una preferencia por los PpL, pues el peligro de la 
contaminación de alimentos requiere un constante mantenimiento de los equipos, que es 
menos costoso en equipos que operan por lotes que en operaciones continuas. Finalmente 
todas aquellas industrias que manipulan y operan con sólidos pueden preferir equipos que 
operan por lotes, ya que este tipo de unidades son menos costosos y más pequeños que los 
equipos que operan en continuo. Es evidente entonces, la cantidad de aplicaciones que 
tienen los PpL y la necesidad de controlarlos y optimizarlos. Las industrias ven en el 
control y la automatización la oportunidad de mejorar en los temas de seguridad, 
productividad, calidad del producto y escalado. Cabe notar que las principales 
características de los PpL pueden aprovecharse y potenciarse con el control y la 
automatización, además, algunas desventajas podrían atenuarse mediante un buen sistema 
de control; sin embargo, esta no ha sido una tarea sencilla desde el punto de vista 
académico e industrial, pues existen características que son serias dificultades para el 
control de estos procesos. 
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2.4 Características que dificultan el control de los PpL. 
En esta sección se describen las características más relevantes de los PpL a la luz del 
control (Bonvin, 1998, Lee y Lee, 2003). 
2.4.1 Punto de operación variante en el tiempo. 
Se refiere a la naturaleza dinámica de la operación de los PpL, durante la cual las variables 
pueden oscilar sobre amplios rangos de operación a lo largo del transcurso del ciclo y las 
transformaciones proceden desde un estado inicial a un estado final muy diferente. Es decir, 
los estados del sistema dinámico nunca están alrededor de un punto de equilibrio, sino 
evolucionan muy lejos de él. Además, las características importantes del proceso como la 
ganancia estática, las constantes de tiempo y los retardos de tiempo están cambiando con el 
tiempo, al igual que algunos parámetros del modelo. Por consiguiente, no existe un único 
punto de operación alrededor del cual el sistema de control pueda ser diseñado como en el 
caso de los procesos continuos. Así por ejemplo, aunque la temperatura de un reactor por 
lotes permanezca constante, las concentraciones y la velocidad de reacción cambian 
significativamente durante el lote. Debido a esto, el punto de operación variante en el 
tiempo trae las siguientes consecuencias: dificultad para el manejo de no linealidades, 
mayores requerimientos del elemento final de control (EFC), medidas poco precisas 
asociadas a la falta de sensores y a la amplitud del rango de operación y perturbaciones 
fundamentalmente internas, es decir, perturbaciones propias del sistema dinámico.  
2.4.2 Estructura dinámica variante en el tiempo. 
A diferencia de los procesos continuos, la dimensión de los vectores de 
entrada/estado/salida involucrados en una operación por lotes y en general su estructura 
dinámica puede cambiar con el tiempo, por ejemplo en un proceso de polimerización, la 
dinámica antes del punto gel es muy diferente a después de éste. 
2.4.3 Operación restringida. 
En procesos reales todas las variables manipuladas están restringidas físicamente. Algunas 
variables de salida también pueden restringirse por razones de estabilidad, seguridad y/o 
para asegurar la validez del modelo. El manejo efectivo de las restricciones de 
entrada/salida es frecuentemente indispensable en la operación exitosa del proceso 
industrial y para el correcto desempeño del sistema de control.  Además, de las 
restricciones físicas se tienen las restricciones de operación, las cuales son necesarias para 
mantener las condiciones nominales de funcionamiento.  En los PpL estas restricciones de 
operación dominan la operación del lote, ocasionando como resultado que la operación 
óptima (o cerca al óptimo) sea obtenida con frecuencia por el simple guiado del proceso a 
lo largo de dichas restricciones. 
2.4.4 Comportamiento irreversible.   
En los PpL las propiedades de los productos que se están procesando dependen de la 
historia previa del proceso, lo cual hace que sea imposible introducir correcciones; es decir, 
si el proceso se sale de unos determinados límites de operación, así retorne a ellos, no se 
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garantiza la obtención de las especificaciones del producto al final del lote. A diferencia de 
los procesos continuos donde una apropiada acción de control regresa el proceso al estado 
estacionario deseado y a la obtención de las especificaciones deseadas del producto.  Esta 
característica de irreversibilidad de los PpL puede verse como una restricción inherente al 
proceso en sí mismo y que en caso de violarse no se podrá obtener el resultado deseado. 
2.4.5 Perturbaciones inherentemente internas.  
Los PpL tienen en común muchas de las perturbaciones que afectan a los procesos 
continuos, tales como operaciones erróneas (por ejemplo, un mal mezclado o una elección 
errónea del solvente), problemas en el procesamiento (ensuciamiento de los sensores y las 
paredes del reactor, mezclado insuficiente, temperatura o perfiles de alimentación 
incorrectos, fallas en el sensor) y otras perturbaciones no medibles que entran al proceso 
como resultado de la variabilidad de las operaciones aguas arriba (Bonvin, 1998). 
2.4.6 Dificultad para el manejo de no linealidades. 
Como los PpL no tienen un único punto de operación y poseen amplios rangos de 
condiciones de operación, la identificación de los parámetros del modelo se hace más 
difícil, ya que dichos parámetros también varían en el tiempo. Lo anterior produce no 
linealidades en el proceso cuando los parámetros se encuentran multiplicando o dividiendo 
a los estados del proceso en un modelo (Bonvin, 1998; Lee y Lee, 2003). 
2.4.7 Mayores requerimientos del Elemento Final de Control (EFC). 
Como los procesos continuos funcionan alrededor de un punto de operación, el intervalo 
dentro del cual se moverán las variables a controlar será pequeño y por lo tanto, la 
determinación de la habilidad de rango requerida por el elemento final de control para que 
el proceso permanezca controlado será fácilmente fijada y elegida. Por el contrario, como 
los PpL no tienen un punto de ajuste definido, puede ser difícil seleccionar la habilidad de 
rango del elemento final de control, ya que para ciertas condiciones puede saturarse y para 
otras, puede resultar imprecisa. Así por ejemplo, las etapas transitorias frecuentemente 
exigen válvulas de alta precisión para el movimiento fino de los flujos (habilidad de rango 
bajo) pero el amplio rango de operación del proceso puede requerir válvulas que permitan 
variaciones muy amplias en los flujos (habilidad de rango alto). Este problema ya tiene 
soluciones tecnológicas, que son costosas y en donde se emplean arreglos de varios 
elementos finales de control denominados tandem. 
2.4.8 Medidas poco precisas asociadas a la falta de sensores y a la amplitud del rango 
de operación. 
Los sensores químicos precisos en línea (on-line) de variables tan fundamentales como la 
concentración son aún escasos; aunque existen sensores espectroscópicos que en años 
recientes han empezado a estar comercialmente disponibles, solamente se pueden utilizar 
en ciertos casos o pueden ser relativamente costosos. Por otro lado, las medidas disponibles 
(a menudo cantidades físicas como temperatura, presión, torque, turbidez, índice reflectivo 
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o conductividad eléctrica), pueden ser de baja precisión debido al amplio rango de 
operación que el instrumento de medida debe cubrir en un PpL. 
2.4.9 Alta flexibilidad. 
Debido a la flexibilidad de los arreglos de producción, estos procesos pueden absorber las 
fluctuaciones o cambios rápidos en la demanda de los productos (Salomone, 1999). Sin 
embargo, esto provoca además que el controlador deba tener disponibilidad para adaptarse 
a cada nuevo proceso, requiriendo sintonizarse nuevamente para manejar diferentes 
condiciones operacionales u otro tipo de productos. 
2.4.10 Cambio de los efectos de las acciones correctivas en el tiempo.  
Inicialmente la capacidad de influir en el proceso es mayor, pero una vez el proceso 
evoluciona, esta capacidad decrece con el tiempo, pues cada vez hay menos tiempo para 
corregir el proceso. Esto y la duración finita de un lote, limita el impacto de las acciones 
correctivas. 
2.5 Dinámica de PpL. 
Como sistemas dinámicos, los PpL y procesos Semilote tienen una diferencia muy marcada 
con respecto a los procesos continuos. Mientras los procesos continuos pueden operar 
siempre en una condición de estado estacionario, los PpL y Semilote, siempre tienen 
asociadas dinámicas que son transitorias (Figura 2.3). Aunque los procesos continuos 
también varían con el tiempo, esencialmente no es deseable que esto ocurra, pues el 
comportamiento transitorio en procesos continuos puede llevar a producto no conforme o 
de baja calidad que se pierde o se debe recircular.  
 
 
Figura 2.3 Ejemplo de dinámica de un proceso continuo y un PpL: Comportamiento de la 
conversión con respecto al tiempo durante la operación del proceso. 
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Para estudiar la dinámica de los PpL, se puede construir un modelo matemático que 
represente el sistema dinámico que caracteriza el proceso. Un sistema dinámico está 
conformado por un conjunto de ecuaciones diferenciales, que dictan el comportamiento de 
las variables que describen el estado del sistema en estudio, matemáticamente un sistema 
dinámico tiene la siguiente representación. 
ݔሶሺݐሻ ൌ ܨ൫ݔሺݐሻ, ݑሺݐሻ൯ (2.1) 
ݕሺݐሻ ൌ ܩ൫ݔሺݐሻ, ݑሺݐሻ൯ (2.2) 
En donde x es un vector (ݔ א Թ௡) que representa los estados del sistema (Anexo C), ݑ es el 
vector de acciones de control (ݑ א Թ௠) e y son las salidas del proceso (Anexo C). Bonvin 
et al. (2006) fueron los primeros autores en establecer que los PpL no aprovechaban todas 
sus características solamente teniendo en cuenta la representación anterior y proponen una 
representación más apropiada de la siguiente forma: 
ݔሶ௞ሺݐሻ ൌ ܨ൫ݔ௞ሺݐሻ, ݑ௞ሺݐሻ൯, ݔ௞ሺ0ሻ ൌ ݔ଴௞ (2.3) 
ݕ௞ሺݐሻ ൌ ܩ൫ݔ௞ሺݐሻ, ݑ௞ሺݐሻ൯ (2.4) 
ݖ௞ ൌ ܪ൫ݔ௞ൣ0, ݐ௙൧, ݑ௞ൣ0, ݐ௙൧൯ (2.5) 
Donde y representa las salidas que se pueden medir en línea, es decir aquellas variables que 
pueden medirse durante el tiempo de la operación, mientras que z representa las salidas que 
se miden al final del lote, algo que realmente ocurre en un PpL, pues existen ciertas 
mediciones que sólo son posibles de realizar una vez ha terminado el lote. Por medio de 
esta diferenciación, pueden plantearse sistemas de control que permitan manejar esta 
dificultad. Además, el índice de corrida ݇ א Ժ, indica el número de lotes que se llevan hasta 
el momento, este índice establece una característica dinámica de los PpL que es 
fundamental para el control de los mismos; este es, el carácter repetitivo de los PpL, en el 
cual la operación se repite infinito número de veces, para un sistema de control. Con esta 
propiedad, es posible, por medio de leyes de realimentación,  mejorar el comportamiento 
del controlador. 
La representación de Bonvin et al. (2006) constituye un primer paso para la comprensión 
de la dinámica de un PpL, pues le da importancia a su carácter repetitivo de forma que 
pueda aprovecharse en el diseño de controladores. Sin embargo, existe otra característica 
dinámica de los PpL que no se evidencia en su representación, y que de cierta forma se ha 
pasado por alto a la hora de diseñar sistemas de control, los PpL tienen un comportamiento 
irreversible (Gómez, 2006). Un sistema es irreversible si no existe ninguna acción de 
control admisible que lo retorne a una condición inmediatamente anterior. Por ejemplo, en 
el proceso de cocción de una carne; la acción de control sobre el proceso es el aumento o 
disminución de la flama del gas, mientras la carne se cocina en el aceite, se puede ver que 
va tomando un color diferente, evidentemente, aunque se apague la flama del gas, una vez 
la carne ya tiene un grado de cocción, no hay forma de hacer que vuelva a estar en un 
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estado crudo, este es un ejemplo que ilustra el carácter irreversible que los PpL pueden 
experimentar. El comportamiento irreversible tiene implicaciones que son serias para un 
sistema de control, que tiene que ver con la controlabilidad del proceso (véase Sección 4.1). 
La irreversibilidad es una característica que no se ha desarrollado ampliamente en los 
sistemas de control, sin embargo, Gómez (2006) establece que el conocimiento sobre la 
reversibilidad de un sistema dinámico es una variable para resolver el problema de la 
controlabilidad en sistemas no lineales y propone un algoritmo para calcular los conjuntos 
reversibles de un sistema dinámico no autónomo. Encontrar que tan reversible o 
irreversible es un sistema dinámico es aún un tema abierto de investigación, sin embargo, 
hay un caso en el que es posible identificar estados irreversibles solamente observando los 
términos de la función que describe la dinámica del estado. Si los términos que componen 
la ecuación diferencial que representa la dinámica del estado ݔ௜ son todos positivos, para 
cualquier valor de las acciones de control admisibles y cualquier valor de los estados 
posibles, entonces se tiene un estado que es siempre creciente y por lo tanto irreversible, de 
igual manera, si estos términos son todos negativos, para cualquier valor de las acciones de 
control admisibles y cualquier valor de los estados posibles, entonces se tiene un estado que 
es siempre decreciente y por lo tanto irreversible (Figura 2.4).  
 
Figura 2.4 Estados crecientes y decrecientes, (a) ݀ݔ ݀ݐ⁄ ൐ 0, (b) ݀ݔ ݀ݐ⁄ ൏ 0. 
Analizando la dinámica que presentan los PpL, se concluye que la mayoría de estos 
procesos presentan estados que son irreversibles, si se considera por ejemplo un reactor 
semibatch al que se le va adicionando un flujo de reactivo (Anexo B), la dinámica del 
volumen es: 
ܸ݀
݀ݐ
ൌ ݑ (2.6) 
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La acción de control es el flujo de entrada de materia. Se puede observar que el flujo 
siempre toma valores positivos y nunca podría tomar valores negativos, esto significa que 
durante todo el tiempo de operación sólo se puede aumentar el volumen y nunca 
disminuirlo, el volumen es un estado irreversible para este sistema. Este tipo de dinámicas 
son las que establecen la propiedad irreversible en la dinámica de los PpL, sin embargo, no 
todos los estados que representan la dinámica de un PpL son irreversibles, considere la 
dinámica de la temperatura en un reactor por lotes de tanque agitado con chaqueta (Anexo 
A). 
݀ܶ
݀ݐ
ൌ െ
ܷܣ
ܯܥ௉
ሺܶ െ ݑሻ ൅
ሺെ߂ܪሻܸ
ܯܥ௉
݇଴݁ି
ா
ோ்ൗ ܥ஺
ଶ (2.7) 
La acción de control es la temperatura de la chaqueta, se puede observar que con las 
acciones de control admisibles y los posibles valores que toma el estado ܶ, el término 
ሺܶ െ ݑሻ puede tener valores tanto positivos como negativos, dependiendo de si ܶ es mayor 
o menor que ݑ, en este caso existe un grado de reversibilidad en el sistema, (aún así, no se 
puede concluir que el estado es reversible completamente). 
Si un sistema dinámico tiene un estado irreversible, significa que el sistema no es 
controlable (Sontag, 1998), el identificar los estados irreversibles puede ayudar a diseñar 
controladores que tengan en cuenta la irreversibilidad y por lo tanto pueda lograr el objetivo 
de control (Gómez, 2009). 
2.6 El modelado en PpL. 
El modelado, es el procedimiento por el cual se representa el sistema real a través de 
modelos matemáticos, en teoría de control el modelo es una herramienta básica, para hacer 
análisis y diseño de controladores. Es por tanto, un tema de investigación importante tanto 
para procesos continuos como en PpL. Lamentablemente, así como son difíciles de 
controlar los PpL, también son difíciles de modelar. Mientras que los procesos continuos 
admiten ser modelados mediante técnicas empiricas sencillas de tipo curva de reacción, los 
PpL no permiten este tipo de aproximación debido a que no existe un punto de operación 
fijo alrededor del cual excitar el sistema. Luego, son procesos que necesitan de métodos de 
identificación de modelos empíricos más tediosos. 
A pesar de todo, algunos autores realizan identificación del equipo (Ozkan et al., 2001) 
haciendo pruebas tipo curva de reacción sobre el equipo, pero sin los reactivos reales, 
empleando en su lugar algún sustituto (por ejemplo, agua corriente) que les permita obtener 
un estado estacionario. Por supuesto, toda la incertidumbre generada de esta manera debe 
ser absorbida por el sistema de control. Los modelos empíricos lineales tipo ARMAX 
también presentan con frecuencia incertidumbres severas, debido a que los PpL, por su 
naturaleza inherentemente transitoria, tienden a ser altamente no lineales. Lo más común 
dentro del modelado empírico de PpL es el empleo de modelos no lineales tipo NARMAX 
(Ozkan et al, 2001), redes neuronales (Tsai et al, 2001), modelos borrosos (fussy) (Warnes 
et al., 1996), entre otros o el uso de funciones lineales a tramos (Johansen y Foss, 1997) 
que han demostrado una capacidad adecuada de representación de estos procesos.  
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Sin embargo, los modelos empíricos implican una pérdida de interpretabilidad1, una 
propiedad por lo general poco necesaria en la síntesis de controladores tradicionales, pero 
muy enriquecedora cuando se trata de análisis teóricos (estabilidad, observabilidad, 
controlabilidad) y absolutamente indispensable cuando se desea hacer optimización 
matemática para determinar la trayectoria nominal de operación. De hecho, las técnicas más 
modernas de control propuestas en la literatura se basan en modelos semifísicos de base 
fenomenológica2 o modelos de caja gris (Srinivasan et al., 2003; Nagy y Braatz, 2003), ya 
que dichas técnicas optan por recalcular en línea la trayectoria nominal con base en un 
algoritmo de optimización para considerar en todo momento la calidad del producto final. 
Aunque dichas técnicas son aún en su mayoría “tinta sobre el papel”, es claro que el 
modelado fenomenológico será imprescindible en el futuro para efectuar un control 
ajustado de producto que permita mantener un alto nivel de competitividad. 
2.7 Discusión final. 
Los PpL son necesarios en la industria química, seguramente su uso se extenderá en 
determinadas áreas una vez se logre avanzar en el control, automatización y optimización 
de los mismos. Para esto se deben resolver aquellas características que dificultan la 
implementación de controladores, esto es, teniendo en cuenta la irreversibilidad y el 
carácter repetitivo de estos procesos. Los avances en el modelado de los PpL también son 
necesarios para mejorar en su control. 
  
                                                 
1 La palabra interpretabilidad no existe en el diccionario de la real academia española, en este texto, se utiliza esté 
término para dar a entender una característica de los modelos, la interpretabilidad es entonces la habilidad de 
interpretación de un determinado modelo, es un índice que representa la información que el modelo puede representar de 
un determinado proceso real. 
2 Modelos semifísicos de base fenomenológica (MSBF): modelos cuya estructura se construye a partir de la 
fenomenología del proceso y se complementa con ecuaciones empíricas que describen el comportamiento de algunas 
propiedades físicas y químicas del modelo 
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3 Control de PpL: estado del arte. 
Evidentemente el uso de los PpL en las industrias, contribuye a que la implementación de 
control en este tipo de procesos sea un tema importante en la literatura de control de 
procesos. Cualquier mejora en los tiempos de producción y en la calidad del producto 
significa un incremento importante en las ganancias, algo que puede lograrse con la 
implementación de controladores. Por esta razón se han realizado muchos trabajos acerca 
del control de PpL, en los que ha predominado la aplicación de una determinada técnica de 
control en un determinado proceso. El siguiente capítulo recopila las diferentes técnicas o 
métodos de control que se han aplicado a PpL, pero sin el análisis formal típico de la teoría 
de control. 
3.1 Introducción al control de PpL. 
El control de procesos es el área de la automática que se encarga del control de operaciones 
y plantas industriales con el fin de cumplir unos objetivos que tienen como finalidad 
garantizar la seguridad del proceso, la productividad y la calidad del producto. Al hablar de 
control de PpL, se habla de una sub-área del control de procesos que sólo se enfoca a PpL, 
como tal se ha ido consolidando poco a poco, esto se evidencia al analizar la evolución en 
los trabajos sobre este tema, como por ejemplo el CPBM para PpL (Lee et al., 2000) o el 
uso de la optimización dinámica para el control lote a lote (Srinivasan et al., 2003). 
Actualmente se pueden identificar dos diferentes formas de hacer control de PpL, control 
intra-corrida y control inter-corrida. El control intra-corrida o en-línea se realiza cuando un 
controlador calcula la ley de control en tiempo real durante la corrida del lote, mientras que 
el control inter-corrida o lote a lote es cuando un controlador calcula la ley de control antes 
de comenzar la corrida a partir de la información del lote anterior (Bonvin et al, 2006). 
Además, otro tema importante a la hora de hacer control de PpL es el diseño preliminar 
para obtener una trayectoria por la cual se pueda guiar al proceso. Normalmente los 
trabajos sobre control de PpL suponen este paso, pero el diseño de esta trayectoria es el que 
determina los puntos de operación ideales que guían el proceso, para obtener el producto 
con la calidad buscada.  
Los investigadores han ido incrementando su interés en el tema, en donde se busca obtener 
la mejor trayectoria por medio de un problema de optimización, por tal razón este capítulo 
cuenta con tres partes. En la primera se trata el tema de la obtención de la trayectoria 
óptima y luego se abordaran las técnicas utilizadas para hacer control intra-corrida y las 
técnicas utilizadas para hacer control inter-corrida, por último se dan algunas conclusiones 
acerca del estado del arte del área. 
3.2 Obtención de la trayectoria óptima 
Para hacer control de seguimiento en PpL, el primer paso es obtener la trayectoria por la 
cual se van a guiar las variables del proceso, esta trayectoria debe ser tal que cumpla con 
los requerimientos que se imponen bajo el criterio del ingeniero de procesos. Esta 
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trayectoria óptima tiene asociadas una cierta secuencia de entradas ݑ௞ൣ0, ݐ௙൧ que la 
reproducen. Luego el problema de la obtención de la trayectoria se vuelve un problema de 
optimización en donde las variables de decisión son conformadas principalmente por el 
vector de acciones de control ݑ௞ൣ0, ݐ௙൧. Tal problema se formula como una optimización 
dinámica, que tiene la siguiente forma (Bonvin et al., 2006): 
݉݅݊
௨ೖൣ଴,௧೑൧,ఘ
ܬ௞ ൌ ߮ ቀݔ௞൫ݐ௙൯ቁ ൅ න ܮሺݔ௞ሺݐሻ, ݑ௞ሺݐሻ, ݐሻ݀ݐ
௧೑
଴
(3.1) 
Sujeto a: 
ݔሶ௞ሺݐሻ ൌ ܨሺݔ௞ሺݐሻ, ݑ௞ሺݐሻ, ߩሻ, ݔ௞ሺ0ሻ ൌ ݔ௞,଴ሺߩሻ (3.2) 
ܵሺݔ௞ሺݐሻ, ݑ௞ሺݐሻ, ߩሻ ൑ 0, ܶሺݔ௞ሺݐሻ, ߩሻ ൑ 0 (3.3) 
Donde φ es una función del estado final del proceso que representa el deseo de una calidad 
final que debe obtenerse, L es una función de los estados x୩ሺtሻ, de las entradas u୩ሺtሻ  y del 
tiempo t que representa el comportamiento que se desea durante la operación del proceso, ρ 
es un vector de variables de decisión, donde es posible tener variables de las condiciones 
iníciales y el tiempo final de la corrida tf, S representa las restricciones en el tiempo de 
corrida y T representa las restricciones al final del lote. El problema se resume en encontrar 
la secuencia de entradas ݑ௞ൣ0, ݐ௙൧ que produce la trayectoria óptima ݔ௞ൣ0, ݐ௙൧. Esta 
trayectoria le sirve al sistema de control como objetivo de control durante la corrida. El 
diseño del funcional de costo es una tarea que depende del criterio de cada ingeniero, por lo 
tanto es una parte que afecta el resultado, y por eso la construcción de esta función es 
fundamental para resolver un problema específico. 
Se puede notar que la dinámica del proceso es una parte fundamental en el planteamiento 
del problema. Hay dos formas de conocer esa información, por medio de un modelo o 
implícitamente en el proceso. El problema de optimización puede entonces formularse con 
un modelo o utilizar la información del proceso en lazo abierto, (Bonvin et al., 2006). 
Debido a la dificultad adicional que implica solucionar un problema de optimización 
dinámica, lo que se hace es transformar la formulación del problema, de tal forma que la 
nueva formulación caracteriza la solución de manera más sencilla. Existen varias 
alternativas de formulación, cada una de las cuales genera a su vez diferentes métodos de 
solución. La Tabla 3.1 describe los métodos de solución a problemas de optimización que 
se pueden encontrar en la literatura (Banga et al., 2005. Biegler et al., 2002, Biegler, 2007). 
Por otro lado, la optimización de los PpL se puede realizar de varias formas (Bonvin, 
1998): 
Optimización fuera de línea (One-time optimization).  Consiste en realizar la optimización 
antes de comenzar el proceso; es decir, determinar la mejor trayectoria de las variables del 
proceso fuera de línea. 
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Optimización corrida tras corrida (Run to run optimization).  Debido a la naturaleza 
repetitiva de los PpL, es posible utilizar la información de cada corrida para mejorar la 
optimización de futuras operaciones. Una descripción de esta posibilidad se detalla en 
Srinivasan et al. (2001). 
Optimización en línea (On- line optimización).  Debido a las incertidumbres del modelo y a 
las perturbaciones presentes en el proceso, las trayectorias óptimas obtenidas fuera de línea 
pierden sentido, por esto, lo ideal es realizar una optimización en línea.  Sin embargo, esto 
requiere contar con un modelo válido del proceso y con la medición o estimación de todos 
los estados y parámetros.  Es decir, esta técnica está limitada a la posibilidad de realizar 
estimación de estados en línea. Ruppen et al. (1995) trabaja la optimización en línea para 
PpL con incertidumbre paramétrica. 
Métodos 
directos 
Técnica secuencial 
Técnica simultánea 
Técnica estocástica 
Métodos 
indirectos 
Técnica de proyección 
Técnica de parametrización de los estados y de las 
adjuntas 
Técnica del gradiente 
Tabla 3.1 Métodos de solución de problemas de optimización. 
3.3 Control intra-corrida (en-línea). 
Tal como se indicó anteriormente, el control intra-corrida es aquel que calcula la acción de 
control en línea con la operación del proceso. En general, la intención es seguir una 
trayectoria (control de seguimiento), pero controladores como los controldores predictivos 
basados en modelo no necesariamente utilizan una trayectoria para seguir, sino que se 
puede establecer una condición final que se deba alcanzar. A continuación se recopilan los 
métodos para el control de seguimiento y se permite reservar un espacio para recopilar los 
avances del Control Predictivo Basado en Modelo en PpL. 
3.3.1  Control de seguimiento en PpL. 
Debido a las características siempre transitoria de los estados en un PpL, generalmente los 
trabajos de control de PpL se han enfocado a hacer control de seguimiento de trayectorias. 
El control de seguimiento surge a partir de los pilotos automáticos en aviones y se ha 
reforzado más en el área de la robótica (Slotine y Weiping, 1991). Por su parte, en los PpL 
se han utilizado técnicas de control de seguimiento las cuales se pueden clasificar en dos 
grupos, técnicas de control no lineal y técnicas de control adaptable. 
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Control no lineal en PpL. 
La idea del control no lineal es modificar la acción de control y/o los puntos de ajuste de 
alguna forma para compensar los efectos de la no linealidad de los procesos químicos 
(Luyben, 1996), por ejemplo, es posible utilizar una ganancia variable en la cual la 
ganancia K del controlador varié con la magnitud del error, o utilizar transformaciones no 
lineales de las variables de control que lleven a una formulación lineal del sistema. Eaton y 
Rawlings (1990) desarrollaron herramientas para el control realimentado y el análisis de 
sensibilidad de sistemas modelados por ecuaciones algebraicas-diferenciales no lineales. Su 
controlador destaca el uso directo de modelos no lineales, el manejo de múltiples entradas y 
salidas sin pareamiento y el manejo de las restricciones de las entradas y las salidas. En el 
trabajo de Erdoğan et al. (2002) se estudió experimentalmente el efecto de las condiciones 
operacionales en el desempeño del control de un reactor de polimerización por lotes. 
Realizaron cambios escalón en la velocidad de agitación y observaron la respuesta 
transitoria del reactor. Los experimentos fueron realizados bajo condiciones de producción 
óptimas calculados por el método de multiplicadores de Lagrange. El reactor se controló 
manipulando el flujo de calor entrante a este. Un algoritmo de control PID fue 
implementado en el reactor experimental, para controlar la temperatura bajo condiciones 
óptimas. Los valores de los parámetros de control del PID fueron calculados usando las 
técnicas de optimización de Rosenbrock. Yüce et al. (1999) usaron un esquema de Control 
con Modelo Interno (IMC) para regular la temperatura de un polimerizador experimental de 
estireno operado isotérmicamente, que se modeló sencillamente como un sistema de primer 
orden con retardo. Rotstein y Lewin (1992) derivaron reglas de sintonía robusta PI y PID 
para procesos inestables en lazo abierto usando como base la estructura IMC, los cuales se 
pueden utilizar en PpL; sin embargo, poseen grandes limitantes: sólo puede existir un polo 
inestable cuya constante de tiempo debe ser superior a la de los polos estables, el modelo 
debe reducirse a un primer o segundo orden y el análisis de robustez sólo permite 
vislumbrar el efecto de incertidumbres en la ganancia y en la reducción de orden. A pesar 
de estas deficiencias, el trabajo de Rotstein y Lewin (1992), constituye un paso importante 
en la sintonía de controladores PI y PID de parámetros fijos para PpL, ya que en su mayoría 
esta clase de procesos son inestables en lazo abierto y presentan fuertes variaciones 
paramétricas a lo largo de su curso. 
Khuu et al. (2000) utilizaron un esquema IMC para el control de temperatura en un reactor 
surfactante industrial semilote. Marroquin y Luyben (1973), desarrollaron un controlador 
lineal realimentado y también un controlador en cascada no lineal simple. Su aproximación 
al caso no lineal fue tal, que la ganancia K  de uno de los controladores fue incrementada 
cuando el error E(t) en uno de los lazos se incrementaba acorde a la siguiente ecuación: 
ܭ ൌ ܭ଴ሺ1 ൅ ܾ|ܧ|ሻ (3.4) 
Donde K0 es el valor de la ganancia nominal cuando el error es cero (es decir, la ganancia 
del controlador lineal) y b es un parámetro de sintonía. Una ventaja de este esquema es que 
el controlador es insensible al ruido de las mediciones cuando la salida está próxima al 
punto de ajuste. Jutan y Uppal (1984) en su estudio de un esquema de control de 
seguimiento realimentado-prealimentado para un reactor por lotes, estimaron en línea el 
31 
 
calor exotérmico explícitamente del balance de energía del reactor por medio de las 
mediciones de temperatura y su derivada, considerándolo como una perturbación estimada. 
Esta información fue usada en una estructura de control prealimentada diseñada para 
compensar el efecto del calor liberado. Jutan (1989) introduce un controlador no lineal que 
incluye información de la tendencia del error así como la magnitud del error actual. Éste 
intenta introducir la acción “derivativa” la cual no se incluyó en el algoritmo de Luyben. El 
uso de Control Linealizado Globalmente (GLC) es presentado por Kravaris y Chung (1987) 
por medio de derivadas de Lie estándar para sistemas invariantes en el tiempo, como una 
aproximación al control realimentado eficiente para el control de un reactor por lotes. 
Kravaris et al. (1989) más tarde propone una interpretación realimentada-prealimentada de 
GLC. Su nueva metodología de control fue derivada para sistemas de orden relativo uno 
para el seguimiento de la trayectoria en los PpL. 
El uso de controladores con modelo de referencia (McLellan et al., 1990; Lee y Sullivan, 
1988; Boye y Broten, 1986) también llamado “Control por Modelo Generalizado (GMC)” 
es propuesto por Lee y Sullivan (1988) e involucra especificar una trayectoria de control PI 
como la trayectoria objetivo para la primera derivada con respecto al tiempo de la salida del 
proceso. Desde 1987, ha crecido el interés en el uso de GMC, el cual ha demostrado tener 
cierta robustez para un intervalo amplio de no linealidades del proceso contra la 
desigualdad entre la relación proceso/modelo (Lee y Sullivan, 1988). En un caso de estudio 
Lee y Newell (1989) demostraron que para un evaporador forzado el desempeño de GMC 
es superior sobre las estrategias de control PI y el Control por Matriz Dinámica. Cott y 
Macchietto (1989) presentaron un controlador basado en un nuevo modelo para el 
calentamiento inicial y subsiguiente mantenimiento de la temperatura de un reactor por 
lotes exotérmico, basado en la estructura GMC y en la estimación del calor liberado por la 
reacción de Jutan y Uppal (1984). Bhat et al. (1990)  presentaron el diseño de un 
controlador no lineal robusto sin transformar el modelo no lineal en un modelo lineal. La 
solución para el mismo problema de control por lotes no lineal fue estudiada por Kravaris y 
Chung (1987), requiriendo el conocimiento de todas las variables de estado y los detalles de 
la cinética de reacción, las energías de activación y el calor de reacción los cuales 
usualmente no están disponibles. Una solución a esto fue propuesta por Bhat et al. (1990), 
cuya originalidad se debe a que su algoritmo sólo utiliza la temperatura del reactor y su 
derivada. 
Chidambaram y Malleswararao (1992) aplicaron el concepto de Control Basado en un 
Modelo de Referencia de sistemas no lineales a un reactor semilote de orden relativo 2. Su 
algoritmo incorpora acciones integrales y derivativas. De acuerdo con esta aproximación, 
las dinámicas de error son incorporadas en el sistema, de tal modo que el error se desvanece 
siguiendo una trayectoria de referencia, de acuerdo con el orden del sistema. Rao et al. 
(1992) presentaron un nuevo diseño de un controlador robusto para sistemas descritos por 
un modelo de variables de estado no lineal, su objetivo fue seguir una trayectoria óptima 
calculada fuera de línea. La derivación de la ley de control asume un modelo de referencia 
escalar en la salida. Babu y K.Jyotsna (1998) desarrollaron una estrategia de control basada 
en modelo usando el algoritmo GMC y fue aplicada al calentamiento y al control posterior 
de la temperatura de un reactor por lotes exotérmico. 
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Peterson et al. (1992) reportan un Control por Matriz Dinámica no lineal, en su trabajo 
calcularon una estimación de la perturbación como una combinación de las perturbaciones 
externas y las no linealidades en el proceso, y las perturbaciones llegaron a ser no lineales y 
de parámetros variantes en el tiempo, proporcionando como resultado que la salida del 
modelo lineal extendido igualará la salida del modelo no lineal en todos los tiempos de 
muestreo futuros. Gattu y Zafiriou (1999) formularon un algoritmo basado en el modelo de 
estimación de estado para la modificación durante el lote del perfil del punto de ajuste, 
usado en el sistema de control de un reactor estándar en tiempo real. El algoritmo es 
integrado con el observador basado en un Control por Matriz Dinámica Cuadrática No 
Lineal (NLQDMC).  
Control adaptable en PpL. 
El control adaptable es aquel cuyos parámetros son automáticamente ajustados para 
compensar las correspondientes variaciones en las propiedades del proceso, en otras 
palabras el controlador es adaptado según los requerimientos del proceso (Slotine y 
Weiping, 1991). El controlador adaptable ideal debe ser capaz de identificar continuamente 
(en línea) los parámetros del proceso (Luyben, 1997), para hacer control adaptable existen 
tres aproximaciones, control por ganancias tabuladas, control adaptable por modelo de 
referencia y control por Self-tuning (Tabla 3.2).  
Ganancias tabuladas Se escoge una ganancia según el punto de 
operación 
Control adaptable por 
modelo de referencia 
Tiene una ley de adaptación realimentada que 
recalcula los parámetros del controlador 
Self-tuning Tiene acoplado un estimador en línea de 
parámetros 
Tabla 3.2 Diferentes opciones para hacer control adaptable. 
En el trabajo Wang et al. (1994) estudio un controlador linealizado entrada-salida con 
parámetros adaptables, quien reportó un seguimiento satisfactorio de la conversión de 
monómero y un comportamiento robusto de la simulación de la polimerización por lotes de 
estireno. Rusell et al. (1998) emplearon la técnica de ganancias tabuladas para el control de 
producto final en un reactor de polimerización de nylon 6,6. Rotstein y Lewin (1992) 
emplearon una estructura STR (Self Tuning Regulator) con un controlador PID 
convencional para el control de temperatura en un reactor exotérmico simulado, utilizando 
como método de diseño la técnica de colocación de polos (Åström y Wittenmark, 1989). 
Ydstie (1986) demostró que, en presencia de errores en el orden del modelo, incluso 
sistemas lineales simples bajo control adaptable pueden exhibir comportamientos 
dinámicos complejos (inclusive caos). En un PpL las dinámicas importantes pueden variar 
durante el ciclo, lo que produce cambios de orden que pueden entorpecer la 
implementación de un esquema adaptable.  
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Machado y Bolzan (1998) emplearon un Controlador Adaptable Autosintonizante (STC) 
para el control de temperatura de un polimerizador de estireno por lotes. Este STC fue 
capaz de adaptarse eficientemente a la dinámica cambiante del proceso. Infortunadamente 
no se realizó una comparación con otras técnicas de control convencionales para verificar 
esa eficacia superior que justificaría la implementación del controlador adaptable. Clarke y 
Gawthrop (1981) en sus estudios de aplicación de los STC al control de un reactor químico 
por lotes, eligieron la constante de tiempo del modelo de datos de respuesta escalón sin 
exotermicidad, asumiendo que la aceleración significativa de la respuesta debida a la 
exotermicidad sería penalizada por el controlador. Sin embargo, la no suficiencia de este 
procedimiento fue después señalada por Juba y Hamer (1986), quienes sugirieron que la 
presencia de la reacción debería ser tomada en cuenta cuando se realiza la sintonía. El 
autosintonizador de Clarke y Gawthrop (1981) fracasa en corridas de plantas, incluyendo la 
imposibilidad de estimar una aproximación lineal útil, a la relación entre la posición de la 
válvula de gama partida usada y la temperatura del reactor. Por consiguiente, sugieren más 
trabajos sobre como minimizar el esfuerzo para elegir los parámetros del controlador 
autosintonizante. Niederlinski et al. (1985) aplicaron la aproximación implícita para un 
algoritmo de control de varianza mínima a un reactor industrial por lotes de PVC. La 
implementación indicó un desempeño superior del autosintonizador cuando se comparó con 
el controlador en cascada PI/PID. Cabassud et al. (1989) en su estudio del control adaptable 
para un reactor por lotes, utilizaron un GPC con doble modelo de referencia. 
Kiparissides y Shah (1983) aplicaron un STC y un control adaptable a un reactor por lotes 
de suspensión de PVC, reportando los resultados de la simulación comparando los dos 
modos de control con un controlador convencional PID, concluyeron que en todos los casos 
los controladores adaptables superaron a los controladores PID. (Takamatsu et al., 1988) 
desarrollaron una estrategia IMC adaptable. Primero determinaron los perfiles de 
temperatura y la concentración de iniciador en un reactor por lotes de polimerización de 
radicales libres para obtener el producto final deseado. Entonces, el perfil de temperatura 
fue seguido por un IMC adaptable: una combinación de IMC y un Sistema Adaptable con 
Modelo de Referencia. Aplicaron el controlador para el control de seguimiento de la 
trayectoria de temperatura de una polimerización de estireno. Guo et al. (2001) 
desarrollaron una estrategia de control adaptable no lineal multivariable, la cual combina el 
algoritmo de control GMC, con un estimador de parámetros no lineal, esta estrategia fue 
aplicada a un reactor por lotes exotérmico para el seguimiento del punto de ajuste y la 
estimación calorimétrica. 
3.3.2  Control Predictivo Basado en Modelo (CPBM). 
El Control Predictivo Basado en Modelo (CPBM) es un controlador de tipo combinado 
(prealimentado+realimentado), integrado por un modelo de predicción y una optimización 
que escoge una acción de control que permita obtener el producto deseado. El Anexo D 
define y explica el funcionamiento del CPBM, además resume algunos tipos de CPBM que 
se pueden encontrar actualmente. En el caso de los PpL, es un controlador que puede tener 
mucho potencial, pues puede manejar la no linealidad inherente del proceso bajo las 
condiciones siempre transitorias y cambiantes de los estados, puede manejar tanto control 
por regulación como control de seguimiento de trayectorias y puede manejar las 
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restricciones físicas que tiene el proceso real, además ha demostrado ser el paradigma 
actual en el control de procesos continuos, que aunque son reversibles, comparte muchas 
características dinámicas con los PpL, es por eso que empieza a tener un especial interés en 
el control de PpL. 
Todos los controladores predictivos poseen tres elementos comunes, un modelo de 
predicción, una función objetivo y una metodología para obtener la ley de control. Para 
cada uno de estos elementos se pueden elegir diversas opciones, dando lugar a distintos 
algoritmos que difieren entre sí casi exclusivamente del modelo usado para representar el 
proceso, sin embargo, la función de coste a minimizar también conlleva a diferentes 
algoritmos de control. Aunque las diferencias en los algoritmos puedan parecer pequeñas a 
priori, éstas pueden provocar distintos comportamientos en lazo cerrado, por lo que es 
fundamental utilizar la estrategia más adecuada que garantice el éxito de un determinado 
algoritmo para la aplicación dada. 
Al revisar los trabajos sobre CPBM, se puede establecer que los aportes generados en los 
diferentes artículos están en su mayoría enfocados en tres temas: i) el modelo de 
predicción, ii) diseño del controlador, iii) el método de solución del problema de 
optimización. Ya cuando se revisa la literatura sobre trabajos de CPBM en PpL se 
encuentra el mismo panorama sólo que aplicado a PpL, por ejemplo, sobre el tema i, 
Azimzadeh et al. (2001) usa modelos lineales locales para el control de una fermentación, 
Konakom et al. (2008) utiliza modelos múltiples reducidos en un reactor por lotes, Zhang 
(2001) utiliza modelos neurofussy, Johansen y Foss (1996) usan modelos locales para 
predecir el comportamiento de una fermentación, Ozkan et al. (2001) usa modelos tipo  
NARMAX para un CPBM que controla un proceso de polimerización en lotes, Poloski y 
Kantor (2003) usan redes de Petri para un CPBM aplicado a PpL y Tsai et al. (2001) usan 
redes neuronales para controlar un proceso de destilación reactiva por lotes. En el caso del 
tema ii se tienen los trabajos de Nagy y Braatz (2003) adicionan al CPBM un filtro de 
Kalman extendido y para aplicarlo a PpL, Flores y Cerrillo (2005) proponen un CPBM con 
variables latentes, en el cual se utilizan los fundamentos del tradicional CPBM con el 
análisis basado en los componentes principales (PCA), en estos últimos el objetivo de 
control se expresa en el espacio obtenido con el PCA, de tal forma que se reduce la 
dimensión del espacio de la variable de control. Huzmezan et al. (1995) utiliza una ley de 
adaptación junto con un CPBM para hacerlo adaptable y así evitar el problema de una 
estructura matemática cambiante con el tiempo, Steinar y Singstad (1998) evalúan 
diferentes problemas de diseño de la función objetivo. Mientras que en el trabajo de Banga 
et al. (1997) se enfoca en el método de solución del problema (tema iii), investigando la 
optimización estocástica en un CPBM aplicado a una cristalización por lotes.  
Lee y Lee (1997) proponen un Control Predictivo basado en Modelo para PpL (BMPC), 
combina las características del CPBM con las técnicas de Control con Aprendizaje Iterativo 
(ILC) (ver 3.4.1), aprovechando el carácter repetitivo de los PpL, lo que se busca es que la 
información suministrada en cada corrida se utilice para mejorar la corrida actual, lo cual se 
logra incluyendo en el algoritmo de control una acción integral relacionada con un índice 
que proporcione información de cada corrida.  Apoyado en el concepto anterior se 
desarrolló el CPBM para PpL (Batch Model Predictive Control “BMPC”) para aplicarlo 
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específicamente en procesos químicos los cuales son normalmente multivariables y 
restringidos.  En el BMPC se realiza una realimentación del lazo en tiempo real, de tal 
forma que es posible rechazar la perturbación una vez ésta ocurre, a diferencia del 
tradicional ILC en el cual es necesario esperar hasta la próxima corrida para corregir la 
nueva perturbación, además, de no poder corregir perturbaciones que varían de lote a lote 
(Lee y Lee, 2003). 
3.4 Control inter-corrida (lote a lote). 
En el control inter-corrida o control lote a lote la acción de control se calcula fuera de línea, 
es decir, antes de que el proceso empiece a funcionar, este tipo de control en PpL es un 
concepto nuevo, las técnicas que se utilizan son las basadas en control por aprendizaje 
iterativo y la optimización corrida tras corrida (run to run “R2R” optimization). 
3.4.1 Control por aprendizaje iterativo (Iterative Learning Control “ILC”). 
El ILC es una técnica de control relativamente nueva, en la cual se toman los datos de 
corridas anteriores para mejorar el comportamiento dinámico transitorio de un proceso que 
se da de forma repetitiva (Lee y Lee, 2003). Es por esto que se conoce como una técnica de 
control repetitivo, y puede utilizarse en todas aquellas operaciones en las cuales existe un 
tiempo fijo de operación, las trayectorias del proceso son invariantes en cada corrida y los 
estados del proceso siempre se reinician en un valor determinado. Por lo tanto, los PpL son 
buenos candidatos para esta técnica. 
El objetivo del ILC es encontrar el perfil de las entradas para un nuevo lote basándose en la 
información recolectada en lotes anteriores tal que la norma del error de las salidas tienda a 
cero con cada lote: ԡ݁௞ԡ ՜ 0 ܿݑܽ݊݀݋ ݇ ՜ ∞. El método que se utiliza comúnmente para 
lograr este objetivo es el llamado algoritmo de aprendizaje de primer orden: 
ݑ௞ ൌ ݑ௞ିଵ ൅ ܪ݁௞ିଵ (3.5) 
Donde H es llamado el filtro de aprendizaje (Learning Filter), el cual puede pensarse como 
un mapeo dinámico que transforma la trayectoria del error a una trayectoria cuya longitud y 
dimensión es igual a la trayectoria de entrada (Lee et al., 2000). La matriz H opera como un 
filtro dinámico, H(s) o H(z), en la señal del error en el tiempo e(t). Este algoritmo produce 
una acción integral sobre el índice de corrida k, tal como lo hace la acción integral en un 
PID. También es posible encontrar algoritmos de aprendizaje de orden superior:  
ݑ௞ ൌ ݑ௞ିଵ ൅ ܪଵ݁௞ିଵ ൅ ڮ൅ ܪ௣݁௞ି௣ (3.6) 
Sin embargo la ganancia al utilizar órdenes mayores es poca en muchos procesos. Para 
diseñar entonces un ILC es necesario encontrar la matriz H. Originalmente se han 
propuesto aproximaciones tales como el filtro tipo PID (Ahn et al., 2007), otros están 
basados en la inversión directa del modelo (H=G-1) y sus variantes, donde G es el mapa de 
entradas y salidas del proceso, si G se conociera exactamente, el error seria cero con solo 
una iteración, pero en realidad esto es prácticamente imposible. Lee et al.  (2000) usa un 
control de aprendizaje iterativo basado en un criterio cuadrático y utiliza como caso de 
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estudio un PpL, Lee y Lee (2003) propone una integración del método ILC con un CPBM 
para hacer control de la calidad del producto al final del lote. 
3.4.2 Control R2R. 
En muchos PpL, sólo se pueden conocer ciertas variables una vez que ha terminado el 
proceso, pues sólo pueden medirse después de haber terminado con el lote. Para el 
diseñador, con el objetivo de tener siempre una buena calidad del producto, lo más 
adecuado es que estas variables sean siempre iguales para todos los lotes, este es el 
problema que se desea solucionar con el control R2R, en el cual se desea encontrar una 
secuencia de acciones de control adecuadas para mantener las salidas finales en un valor 
determinado. La idea es utilizar los resultados de los lotes anteriores para modificar la 
receta de un nuevo lote. Un método simple para actualizar la receta es presentado en Lee y 
Lee (2002), en donde formulan un controlador parecido al visto en control por aprendizaje 
iterativo, en donde se obtiene una ley de actualización para obtener la nueva secuencia de 
control según el error en la salida final zk. 
Srinivasan et al. (2002) muestra un problema de optimización dinámica en la cual desea 
hacer control lote a lote de estados con referencias finales z, en esta optimización se 
actualizan las entradas por medio de un algoritmo recursivo y la parametrización del vector 
de entradas con una variable ߨ (Francois et al., 2005). El controlador tiene la siguiente 
forma: 
ݑ௞ାଵൣ0, ݐ௙൧ ൌ ܷሺߨ௞ାଵሻ (3.7) 
ߨ௞ାଵ ൌ ܴ൫ݖ௥௘௙, ݖ௞൯ (3.8) 
Donde R es la ley de control R2R, por ejemplo se puede utilizar una ley en tiempo discreto 
integral. 
ߨ௞ାଵ ൌ ߨ௞ ൅ ܭ൫ݖ௥௘௙ െ ݖ௞൯ (3.9) 
Chen et al. (2007) utiliza mínimos cuadrados parciales multiforma para hacer control R2R 
de la calidad final del producto en un reactor por lotes. Xiong et al. (2005) usa una 
estrategia de control óptimo iterativo en un proceso de polimerización por lotes, en el cual 
usa una red neuronal que toma la información de cada corrida para mejorar el aprendizaje 
de la red, corrigiendo la incertidumbre y el error cometido por el modelo, por lo que cada 
vez se obtiene una ley de control más apropiada. En Zhang et al. (2008) se usa el mismo 
método pero aplicado a una fermentación. 
3.5 Discusión final. 
En la literatura se pueden encontrar diversas técnicas para hacer control de PpL, muchas 
haciendo alusión a técnicas de control de seguimiento (Yüce et al, 1999; Rotstein et al, 
1992; Lee y Sullivan, 1988), otras de control moderno como el control predictivo basado en 
modelo (CPBM) o la optimización dinámica (Srinivasan et al, 2003). Generalmente la 
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literatura sobre control de PpL presenta muchos casos particulares, es decir, que se 
muestran técnicas de control aplicados a un caso en específico tales como reactores de 
polimerización que operan por lotes o semilotes (Yüce et al, 1999; Kravaris et al, 1989), 
fermentaciones (Jimenez-Hornero et al., 2009; Azimzadeh et al, 2001) y otros. Estos 
trabajos se limitan entonces a proponer una estrategia de control y a evaluar su desempeño 
en simulación, muy pocos se han dado a la tarea de caracterizar la dinámica de tales 
procesos y a hacer un análisis desde la teoría de control. Esto se debe a que no existen 
herramientas que permitan evaluar propiedades como controlabilidad y estabilidad en PpL 
(ver 4.1 y 4.2).  En teoría de control el análisis de controlabilidad y estabilidad se utiliza 
para saber si la estrategia seleccionada puede mantener el objetivo de control, si no se 
pueden utilizar estas herramientas en PpL, ¿cómo caracterizar las estrategias de control que 
se debe seleccionar para algún PpL en particular? ¿Tanteo y error?, obviamente la ciencia, 
y particularmente la ingeniería, no funciona así, por lo que se hace necesario desarrollar 
nuevas herramientas que permitan hacer análisis dinámico y de control sobre PpL. Hasta el 
momento el autor de esta tesis sólo conoce un trabajo en donde hablan de controlabilidad y 
estabilidad de PpL (Srinivasan y Bonvin, 2007), lo que evidencia la falta de herramientas 
que permitan evaluar controladores diseñados para PpL. Sin embargo, algunos 
investigadores han trabajado en el tema, obteniendo algunas técnicas interesantes, este tema 
será tratado en el próximo capítulo. 
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4 Nuevas herramientas para el análisis de controladores 
en PpL. 
En el capítulo anterior se describieron una gran cantidad de técnicas diferentes utilizadas 
para realizar control de PpL, donde predominan técnicas de tipo no lineal o adaptable, 
también se indicaron algunos trabajos en los que se utiliza el CPBM en PpL, destacándose 
la propuesta de Lee et al. (2003), y por último se indicaron los trabajos en control lote a 
lote. Al final resulta un interrogante con respecto al análisis de estos controladores,  
normalmente en control de procesos se utilizan propiedades tales como controlabilidad y 
estabilidad para evaluar el diseño del controlador. Sin embargo tales propiedades no son 
evaluadas en trabajos sobre control de PpL, ya que las herramientas desarrolladas en la 
teoría de control para la evaluación de estas propiedades no se pueden utilizar directamente 
en los PpL. A continuación se explica cual es la razón por la que no es posible evaluar 
controlabilidad y estabilidad en PpL con las herramientas clásicas de la teoría de control, 
luego se analizan algunas nuevas herramientas que se han propuesto para el análisis de 
controladores en PpL. 
4.1 Controlabilidad en PpL. 
Fue Kalman quien introdujo el concepto de controlabilidad, “se dice que un estado x de un 
sistema es controlable si existe una señal de control ݑଵሺݐሻ definida sobre un intervalo finito 
0 ൑ ݐ ൑ ݐଵ tal que Φሺݐଵ; ݔ, 0ሻ ൌ 0. Si cada estado es controlable, se dice que la planta es 
completamente controlable” (Kalman, 1960). En otras palabras la controlabilidad es la 
habilidad que tiene un sistema de control para alcanzar un estado final fijo desde cualquier 
estado inicial, (Anexo C). 
Para verificar si un sistema es controlable se tiene la prueba de rango completo de la matriz 
de controlabilidad de Kalman para sistemas lineales descritos en el espacio de estados, y 
para sistemas no lineales se puede comprobar accesibilidad por medio de análisis con 
algebra de Lie, evaluando la dimensión de la distribución de los corchetes de Lie. Para 
ciertos casos de sistemas no lineales, se puede establecer la controlabilidad del sistema a 
partir del análisis de accesibilidad. Aun hoy, el tema de controlabilidad en sistemas 
dinámicos no lineales es un tema abierto (Sontag, 1998). 
Ahora bien, cuando se habla de controlabilidad en PpL, se encuentra que los modelos que 
representan la dinámica de estos procesos, son de tipo no lineal, los cuales tienen una 
mayor complejidad para evaluar su controlabilidad, si a esto se le suma que para verificar 
controlabilidad es necesario que el sistema sea accesible y reversible (Sontag, 1998), 
entonces se obtiene que los PpL, al tener estados que son irreversibles, no se puede decir 
que son controlables desde una perspectiva enmarcada por la geometría diferencial o el 
algebra de Lie. Dicho de otra forma, en un PpL que sea descrito por un sistema dinámico 
que tiene estados irreversibles, implica que no existe ninguna acción de control que pueda 
llevar el proceso de un estado actual al estado anterior, pues la irreversibilidad no lo 
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permite. En este caso las herramientas hasta ahora utilizadas para evaluar la controlabilidad 
de los sistemas de control, no tienen aplicación en PpL debido a sus estados irreversibles. 
4.2 Estabilidad en PpL 
Desde el punto de vista de Lyapunov, se dice que un punto de equilibrio es estable, si todas 
las soluciones del sistema dinámico, que se inicien en las cercanías de éste, permanecen en 
las cercanías del punto de equilibrio, de otro modo es inestable. La estabilidad es entonces 
aquella propiedad del sistema dinámico que da tranquilidad conforme al funcionamiento 
del proceso que representa, cuando un sistema de control es estable, se dice que el 
controlador diseñado puede lograr la regularización o seguimiento de las variables de 
interés del proceso en un estado de referencia. Luego, ¿Cómo se puede hablar de 
estabilidad de un PpL, si estos nunca están cerca de un punto de equilibrio?, ¿Cómo evaluar 
la estabilidad de un proceso que siempre se encuentra en transición?. Desde la definición de 
estabilidad de Lyapunov no es posible evaluar la estabilidad de los PpL, pues estos no 
operan en puntos de equilibrio. 
Existen sin embargo, otras aproximaciones a la estabilidad, como la estabilidad de entrada 
acotada - salida acotada (BIBO), estabilidad de soluciones periódicas y pasividad,  pero aun 
así, esas definiciones todavía no tienen aplicación en PpL, pues la respuesta transitoria 
propia de la dinámica de los PpL, no está asociada a ningún tipo de equilibrio, elemento 
fundamental en cada una de las anteriores aproximaciones de estabilidad. 
De lo anterior se ve como las propiedades de controlabilidad y de estabilidad, siendo dos 
pilares importantes de la teoría de control, no pueden evaluarse en PpL por medio de las 
herramientas hasta ahora desarrolladas. Sin embargo, ya se ha demostrado que existen 
muchos métodos para controlarlos (como se ve en el capítulo 2), luego aunque no se puede 
concluir si un PpL es controlable/estable, tienen algo que permite hacer control, bajo este 
hecho es posible entonces desarrollar herramientas que permitan tomar decisiones sobre un 
determinado diseño de un sistema de control para PpL. Son muy pocos los investigadores 
que se plantean este problema. 
El autor de este trabajo solamente conoce dos aproximaciones sobre este tema, es el trabajo 
de Srinivasan y Bonvin (2007), los cuales publicaron unas definiciones de controlabilidad y 
estabilidad de PpL repetitivos, y los trabajos de Rincón (2007) y de Gómez (2009), los 
cuales introducen el uso de la teoría de conjuntos, para aproximarse a un análisis de 
estabilidad y controlabilidad de PpL. 
4.3 Controlabilidad y estabilidad de PpL: la aproximación de Bonvin y 
Srinivasan. 
En esta sección se hace un análisis de las definiciones dadas en el trabajo de Srinivasan y 
Bonvin (2007), acerca de la controlabilidad y de la estabilidad de PpL. Por el lado de la 
controlabilidad, los autores utilizan ciertas aproximaciones para sistemas no lineales. 
Lamentablemente, utilizan una aproximación que relaciona las entradas con las salidas. La 
definición utilizada se contradice con la definición tradicional de controlabilidad, pues está 
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es una propiedad que relaciona las entradas con los estados, por lo tanto, la definición que 
proponen no se enmarca rigurosamente en la teoría clásica del control. Otra debilidad, es la 
necesidad de linealizar el modelo para probar controlabilidad, algo que no tiene mucho 
sentido pues los PpL son no lineales y además no existe un punto de operación único 
alrededor del cual se pueda linealizar el sistema. Por último en general nunca se tiene en 
cuenta el problema principal del análisis de controlabilidad en PpL, pues nunca tienen en 
cuenta que estos son procesos irreversibles y que por lo tanto se hace imposible que existan 
acciones de control que lleven el sistema a cualquier estado. 
Continuando con el concepto de estabilidad, podemos ver un panorama diferente, pues para 
este caso se diferencian dos tipos de estabilidad, una para salidas medibles en línea durante 
el tiempo del lote, y otra para las salidas medibles al final del lote (ver sección 2.5). En el 
caso de estabilidad para las salidas medibles al final del lote, simplemente se trata el 
proceso como un sistema discreto, el cual tiene un punto de equilibrio que lo determina las 
salidas al final del lote. Por tanto, si el sistema de control puede mantener las condiciones 
finales siempre iguales para cada corrida, entonces el sistema es estable en el sentido de las 
mediciones finales (Srinivasan y Bonvin, 2007). En este caso el análisis de estabilidad es 
concluyente y sirve para evaluar cualquier controlador de tipo de inter-corrida.  
En el caso de estabilidad para las salidas medibles en línea, utilizan una norma que indica 
que tanto se puede alejar el sistema de una determinada trayectoria. La definición realmente 
no es concluyente, pues no se puede decir que el sistema es completamente estable, sino 
que se tiene un índice de que tan estable es el sistema (Srinivasan y Bonvin, 2007). Esta 
definición de estabilidad tiene una cierta analogía con la estabilidad de Lyapunov, con la 
diferencia de que nunca se habla de que tiende a la trayectoria, sino que es suficiente con 
que el estado se mantenga cerca de la trayectoria nominal. Esta definición aunque sirva 
como un indicador, no ayuda mucho en el diseño de un controlador, pues no proporciona 
información que pueda resolver problemas como la irreversibilidad.  
Luego se hace necesario utilizar herramientas diferentes que permitan hacer un mejor 
análisis sobre el control del proceso. 
4.4 Formulación del problema de control de PpL y el margen de 
estabilidad: la aproximación de Rincón 
Analizando un poco la situación del control de PpL, existe un paradigma en el que se 
establece que el objetivo de control es que los estados deben seguir una trayectoria 
determinada e ideal para el proceso. Es por eso que las estrategias de control en PpL se 
centran en encontrar trayectorias óptimas y hacer control de seguimiento. En el trabajo de 
tesis de maestría de Rincón (2006), y el trabajo de tesis de doctorado de Gómez (2009), se 
discute que realmente el objetivo de control de un PpL es la calidad final del producto. La 
trayectoria para llegar al estado final deseado no tiene que seguirse necesariamente, pues 
después de todo es la condición final de los estados lo que determina la calidad del 
producto. Lo que realmente importa es que el producto, tenga una calidad final conforme a 
los parámetros individuales de cada proceso. Evidentemente la calidad de cualquier 
producto, que resulte de una serie de operaciones en un PpL, debe estar determinada por los 
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estados que representan el proceso, esto implica una nueva formulación del problema de 
control de PpL.  De cierta forma al cambiar el objetivo de control en PpL, se cambia de un 
problema de control de seguimiento a un problema de control de posicionamiento, en este 
problema no interesa la trayectoria de los estados, lo que interesa es que con las acciones de 
control que sean admisibles se pueda llegar al estado deseado el cual es un punto o un 
conjunto en el espacio de estados. 
Formalmente el problema de control de PpL se puede formular así, a partir de una 
condición inicial ݔሺ0ሻ א Ω଴ y dado un conjunto de estados finales ݔሺܶሻ א Ωே, encontrar las 
acciones de control admisible que lleve el sistema desde x(0) hasta x(T), a pesar de las 
incertidumbres y las perturbaciones. Note que el estado final es simplemente un elemento 
de un conjunto en el espacio de estados, este conjunto podría atribuirse a las incertidumbres 
en las condiciones iniciales del proceso o simplemente a efectos del medio en las 
condiciones de una materia prima, para el caso de las condiciones finales el conjunto puede 
estar definido por los estándares de calidad del producto final del proceso. 
Para solucionar el problema, Rincón (2006) utiliza los conjuntos controlables (Ver 4.5) 
hacia el conjunto de estados finales, e introduce el concepto de margen de estabilidad. El 
conjunto controlable establece un domino en el espacio de estados que en determinado 
momento puede llegar hacia el conjunto deseado, el margen de estabilidad es una medida 
de que tanto una trayectoria nominal está centrada dentro de estos conjuntos controlables 
(Figura 4.1), esto teniendo la idea de que mientras más centrado está la trayectoria, será 
más difícil que una perturbación lo saque del conjunto. 
 
Figura 4.1 Margen de estabilidad en un conjunto controlable (ME2>ME1) 
El margen de estabilidad es una medida que tiene aplicación a conjuntos definidos por 
politopos (Anexo E), para definir apropiadamente este concepto es necesario utilizar las 
siguientes definiciones: 
Centroide de ܥ்ሺΩሻ: es la intersección de todos los hiperplanos que dividen un objeto en 
volúmenes iguales. 
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ݔ௖் ൌ
׬ ݔܸ݀஼೅ሺఆሻ
׬ ܸ݀஼೅ሺఆሻ
(4.1) 
Donde ܸ݀ ൌ ݀ݔଵ݀ݔଶ݀ݔଷ … . . ݀ݔ௡. 
Punto lejano de ܥ்ሺΩሻ: es el punto más lejano de su centroide. 
ݔ௉௅் ൌ ܽݎ݃݉ܽݔሼԡݔ௖் െ ݔԡ|ݔ א ܥ்ሺߗሻሽ (4.2) 
Margen de estabilidad: sea ݔכ ൌ ݔ൫ݐ௙ െ ܶ൯, el margen de estabilidad en tiempo T de x se 
define como: 
ܯܧ் ൌ 1 െ
݀஼ି௉ூ
݀஼ି௉௅
(4.3) 
Donde: 
݀஼ି௉ூ ൌ ԡݔ௖் െ ݔכԡ (4.4) 
݀஼ି௉௅ ൌ ԡݔ௖் െ ݔ௉௅் ԡ (4.5) 
El ܯܧ் mide que tan centrada se encuentra una trayectoria al pasar por ܥ்ሺΩሻ, si la 
trayectoria pasa a través de ݔ௖் entonces ܯܧ் ൌ 1 y dicha trayectoria tendrá el máximo 
margen de estabilidad. Si por el contrario pasa por ݔ௉௅்  entonces ܯܧ் ൌ 0. 
El margen de estabilidad establece que la mejor trayectoria es la que permite ir por el centro 
del conjunto controlable, sin embargo, ¿realmente ir por el centro de los conjuntos 
controlables es suficiente para rechazar ciertas perturbaciones aun con la existencia de la 
irreversibilidad?. El centro del conjunto a primera vista puede ser muy tentador al principio, 
pero no garantiza que el controlador pueda rechazar una perturbación en determinado 
momento, la razón es que está demostrado que el comportamiento de sistemas no lineales 
es irremediablemente extraño, la incidencia de cualquier cambio puede repercutir de 
diferente forma para cada una de las direcciones que pueda definirse desde el centro hacia 
las fronteras del conjunto controlable, es decir, una perturbación que afecte el sistema en la 
dirección sur del centro, puede tener diferente magnitud si lo hace en la dirección norte 
(Figura 4.2). Esto ocurre, porque al ser un sistema no lineal, no hay garantía de que la 
magnitud en que la perturbación afecta el sistema sea igual en todas las direcciones, por lo 
tanto el margen de estabilidad podría dar una información errónea en ciertos procesos. 
Debe existir entonces otra trayectoria que sea más segura. 
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Figura 4.2 Perturbaciones y margen de estabilidad (--- trayectoria con mayor margen de 
estabilidad, ─ trayectorias con perturbación). 
4.5 Teoría de conjuntos y el Conjunto de Trayectorias Controlables. 
En los últimos tiempos, la teoría de control moderna ha empezado a utilizar la teoría de 
conjuntos en muchas aplicaciones (Kerrigan y Maciejowski ,2000; Kerrigan ,2000; Limon 
et al., 2002; Bravo et al., 2005; Bravo et al., 2006), pues han demostrado ser prácticos 
cuando se tiene un sistema dinámico con acciones de control acotadas, restricciones en los 
estados y cuando se manejan incertidumbres. Un conjunto puede pensarse como una 
asociación de elementos que tienen algo en común, son prácticos en algunas aplicaciones, 
pues pueden definir ciertas regiones del espacio de estados que tienen alguna propiedad de 
interés, por ejemplo en el uso de conjuntos invariantes, el estudio de la incertidumbre y la 
propagación de conjuntos en sistemas dinámicos. 
En esta tesis se utilizaran unas definiciones de la teoría de conjuntos para entrar a revisar el 
planteamiento de los Conjuntos de Trayectorias Controlables, para una profundización 
sobre el tema de teoría de conjuntos y sus aplicaciones en el control puede consultar a 
Blanchini y Miani (2008).  
Antes de tratar la temática de los Conjuntos de Trayectorias Controlables, es necesario 
definir los conjuntos alcanzables y los conjuntos controlables. Considere un sistema 
dinámico de la forma: 
ݔሶሺݐሻ ൌ ݂൫ݔሺݐሻ, ݑሺݐሻ൯ (4.6) 
O de la forma: 
࢞ሺ࢑ ൅ ૚ሻ ൌ ࢌ൫࢞ሺ࢑ሻ, ࢛ሺ࢑ሻ൯ (4.7) 
Donde ݑሺݐሻ א ܷ ó ݑሺ݇ሻ א ܷ es el vector de variables de control, ܷ ؿ Թ௠ representa el 
conjunto de las acciones de control que son admisibles al sistema, es compacto y 
simplemente conexo. ݔሺݐሻ א ܺ ó xሺ݇ሻ א ܺ es el vector de estados, ܺ ؿ Թ௡ es el conjunto 
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de estados del modelo que representa el sistema físico en espacio de estados, es cerrado y 
simplemente conectado. Se considera que ݂ሺ൉,൉ሻ está definida en el espacio ܺ ൈ ܷ. Se dan 
entonces las siguientes definiciones (Blanchini y Miani, 2008). 
Conjunto alcanzable. Dado el conjunto Ω, el conjunto alcanzable ்ܴሺߗሻ desde Ω en un 
tiempo ܶ  ൐  0 es el conjunto de todos los vectores de estados x, para los cuales existe 
ݔሺ0ሻ א Ω y ݑሺ൉ሻ א ܷ tal que ݔሺܶሻ ൌ ݔ. 
்ܴሺߗሻ ൌ ൛ݖ א ܺห׌ ݔ א ߗ ר ݑ א ܷ: ݔ ்ሬሬሬሬሬሬሬሬሬሬሬሬሬԦݖ 3ൟ (4.8) 
En otras palabras, el conjunto alcanzable está conformado por todos aquellos vectores del 
espacio de estados, que pueden ser alcanzados a partir de la evolución del sistema dinámico 
bajo el efecto de alguna acción de control admisible. La Figura 4.3 ilustra la definición del 
conjunto alcanzable. 
Conjunto controlable. Dado el conjunto Ω, el conjunto controlable ܥ்ሺߗሻ hacía Ω en el 
tiempo ܶ  ൐  0  es el conjunto de todos los vectores de estados x, para los cuales existe 
ݑሺ൉ሻ א ܷ tal que si ݔሺ0ሻ ൌ ݔ entonces ݔሺܶሻ א Ω. 
ܥ்ሺߗሻ ൌ ൛ݖ א ܺห׌ ݔ א ߗ ר ݑ א ܷ: ݖ ்ሬሬሬሬሬሬሬሬሬሬሬሬሬԦݔൟ (4.9) 
El conjunto controlable está conformado por todos aquellos vectores del espacio de estados, 
que bajo la influencia de alguna acción de control admisible, pueden llegar en un tiempo 
determinado a partir de la evolución del sistema a estar dentro del conjunto Ω. La Figura 
4.3 ilustra la definición del conjunto controlable. 
 
Figura 4.3 Conjunto alcanzable y conjunto controlable.  
                                                 
3 xଵ     ்     ሬሬሬሬሬሬሬሬሬሬሬሬሬԦxଶ indica la evolución del sistema dinámico en un periodo de tiempo ܶ, es decir 
que desde el estado xଵ siguiendo la dinámica del sistema después de un periodo ܶ se llega a 
el estado xଶ 
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Las definiciones anteriores son aplicables tanto a sistemas continuos como sistemas 
discretos, para un sistema continuo la acción de control ݑሺ൉ሻ es una función del tiempo ݐ 
(ݑሺݐሻ), mientras que para un sistema discreto es un vector o una secuencia de acciones de 
control que depende del índice de muestreo k (ݑሺ݇ሻ). Aunque los sistemas que se estudian 
en este trabajo son continuos, realmente la solución numérica de estos sistemas implican 
una discretización de la acción de control. Por otro lado, el CPBM es una estrategia de 
control que maneja secuencias de acciones de control y no acciones de control como 
funciones de tiempo, esto hace necesario reformular las definiciones para acomodarlas a la 
aplicación final en esta tesis. 
Conjunto alcanzable a i-pasos. Es el conjunto en el espacio de estados para el cual el 
sistema evoluciona desde Ω en i tiempos de muestreo bajo una secuencia de acciones de 
control de dimensión i. 
ܴ௜ሺߗሻ ൌ ሼݔሺ݅ሻ א ܺ|׌ݔሺ0ሻ א ߗ ר ሼݑଵ, ݑଶ, ݑଷ, … , ݑ௜ሽ א ܷ: ݔሺ݅ሻ ൌ ݂ሺݔሺ0ሻ, ݑଵ, ݑଶ, ݑଷ, … , ݑ௜ሻ ሽ 
(4.10) 
Conjunto controlable a i-pasos. También conocido como conjunto predecesor a i-pasos, es 
el conjunto en el espacio de estados para el cual el sistema evoluciona hacia Ω en i tiempos 
de muestreo bajo la influencia de una secuencia de acciones de control de dimensión i. 
ܥ௜ሺߗሻ ൌ ሼݔሺ0ሻ א ܺ|׌ݔሺ݅ሻ א ߗ ר ሼݑଵ, ݑଶ, ݑଷ, … , ݑ௜ሽ א ܷ: ݔሺ݅ሻ ൌ ݂ሺݔሺ0ሻ, ݑଵ, ݑଶ, ݑଷ, … , ݑ௜ሻ ሽ  
(4.11) 
Ahora bien, la teoría de conjuntos se ha utilizado en casos donde los análisis clásicos de la 
teoría de control no se pueden utilizar, este es el caso en PpL. Basándose en esto, Gómez 
(2009) en su trabajo de doctorado define el Conjunto de Trayectorias Controlables 
utilizando los conjuntos alcanzable y controlable, y lo propone como una herramienta que 
permita mejorar el control de PpL. A continuación se presenta tal definición. 
Conjuntos de Trayectorias Controlables desde Ω0 hasta ΩN en N pasos. Es la secuencia de 
conjuntos Ωi de estados en Թ௡  alcanzables en i pasos (i=1,2,3,….,N-1) desde Ω0 y 
controlables en (N-i) pasos hacia ΩN, para los cuales existe una secuencia de acciones de 
control admisible, tal que para toda condición inicial ݔሺ݇ሻ א Ω଴ es posible garantizar que el 
sistema converge a la condición final dada ݔሺ݇ ൅ ܰሻ א Ωே en N pasos, a través de una 
trayectoria de estados ݔሺ݇ ൅ ݅ሻ א Ω௜. 
Para el cálculo de los Conjuntos de Trayectorias Controlables se propone el siguiente 
algoritmo (Gómez, 2009): 
i. Entrada: Ω0, ΩN y N. 
ii. Calcular los N conjuntos alcanzables en i pasos (i=1,2,…,N) desde Ω0: ܴଵሺΩ଴ሻ, 
ܴଶሺΩ଴ሻ,…, ܴேሺΩ଴ሻ. 
iii. Calcular los N conjuntos controlables en i pasos (i=1,2,…,N) hacia ΩN: 
ܥଵሺΩNሻ, ܥଶሺΩNሻ,…., ܥேሺΩNሻ. 
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iv. Calcular cada uno de los conjuntos Ω௜ del Conjunto de Trayectorias Controlables 
por medio de la intersección entre los conjuntos alcanzables a i pasos ܴ௜ሺΩ଴ሻ con los 
conjuntos controlables a (N-i) pasos ܥேି௜ሺΩNሻ, para todo i=1,2,…,N de la siguiente forma: 
 Ωሺ଴,ேሻሺΩ଴, ΩNሻ ൌ Ω଴ ת ܥேሺΩேሻ ൌ Ω଴ 
 Ωሺଵ,ேିଵሻሺΩ଴, ΩNሻ ൌ ܴଵሺΩ଴ሻ ת ܥேିଵሺΩேሻ ൌ Ωଵ 
 Ωሺଶ,ேିଶሻሺΩ଴, ΩNሻ ൌ ܴଶሺΩ଴ሻ ת ܥேିଶሺΩேሻ ൌ Ωଶ 
 … 
 Ωሺேିଵ,ଵሻሺΩ଴, ΩNሻ ൌ ܴேିଵሺΩ଴ሻ ת ܥଵሺΩேሻ ൌ Ωேିଵ 
 Ωሺே,଴ሻሺΩ଴, ΩNሻ ൌ ܴேሺΩ଴ሻ ת Ωே ൌ Ωே 
v. Fin 
A partir del algoritmo anterior se obtiene entonces una serie de conjuntos  que determina 
cuales son los estados para los cuales existe una acción de control admisible, que le permite 
llevar los estados desde sus condiciones iniciales a las condiciones finales deseadas. Si en 
determinado momento los estados del proceso salen del conjunto, indicará que no es 
posible obtener las especificaciones deseadas. 
4.6 Cálculo del Conjunto de Trayectorias Controlables por algoritmo 
aleatorizado. 
Ahora que se ha definido el Conjunto de Trayectorias Controlables, el problema es 
encontrar dicho conjunto para poder utilizarlo en el diseño de controladores para PpL. Hoy 
en día el cálculo de conjuntos alcanzables y controlables para sistemas no lineales es un 
tema abierto, en el caso de sistemas lineales, en cambio, es un problema que está resuelto. 
Blanchini y Miani (2008) presentan algunas formas de calcularlos a partir de operaciones 
con conjuntos en forma de elipses y de polihedros. Kerrigan (2000) establece algunas 
herramientas matemáticas para evaluarlos a través de aproximaciones politópicas. Para el 
caso de sistemas no lineales, el problema de encontrar estos conjuntos se complica, ya que 
el sistema no lineal presenta ciertas desviaciones que son difíciles de predecir, En Bravo et 
al. (2005) se realiza un cálculo de conjuntos controlables para sistemas no lineales 
utilizando métodos de aritmética intervalar, hasta el momento es la única técnica que el 
autor de esta tesis ha visto reportada en la literatura.  
En diversas aplicaciones de la teoría de control, donde los problemas son intratables o muy 
complejos computacionalmente, las técnicas de algoritmos aleatorizados han mostrado ser 
una buena alternativa (Vidyasagar, 1998), especialmente en aquellos problemas donde la 
complejidad aumenta exponencialmente con el orden del sistema. 
Un algoritmo aleatorizado es aquel que durante su ejecución realiza elecciones aleatorias 
para solucionar el problema (Anexo F). En la tesis de doctorado de Gómez (2009), se 
propone tratar el problema de hallar los conjuntos alcanzables y controlables a través de un 
algoritmo aleatorizado y se formaliza su uso al establecer las condiciones en las cuales se 
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tiene un menor riesgo de encontrar una solución errónea. A continuación se muestran 
algunas definiciones importantes y se describe el algoritmo para el conjunto alcanzable y 
para el conjunto controlable. 
Algoritmo para el conjunto alcanzable. 
Inicio.  
Dados Ω, ݂, ܺ, ܷ, ߝ, ߜ  
Determine el tamaño de la muestra N, dado un error ε y una probabilidad de fallo δ (Cota 
de Chernoff). 
ܰ ൒
1
2ߝଶ
݈݋݃
2
ߜ (4.12) 
Obtenga N muestras ݔ௜ א Ω y N muestras ݑ௜ א ܷ. Con i=1,2,…,N 
Calcule los N  con ݔ௞ାଵ ൌ ݂ሺݔ௜, ݑ௜ሻ . 
Calcule el soporte de la función de distribución asociada a la medida de probabilidad Q. 
Retorna con una probabilidad 1 െ ߜ una estimación del conjunto ܴ௡ሺΩሻ tal que, ܲே൛ݔ א
ܺܰ:ܴܲΩെܴܲΩ;ݔ൐ߝ൑2݁ݔ݌െ2ܰߝ2 . 
Fin. 
Algoritmo para el conjunto controlable. 
Inicio.  
Dados Ω, ݂, ܺ, ܷ, ߝ, ߜ  
Determine el tamaño de la muestra N (Cota de Chernoff, (4.12)). 
Obtenga N muestras ݔ௜ א Ω y N muestras ݑ௜ א ܷ. 
Calcule los N  ݔ௞ିଵ ൌ ݂ሺݔ௜, ݑ௜ሻ en tiempo inverso4. 
Calcule el soporte de la función de distribución asociada a la medida de probabilidad Q. 
Retorna con una probabilidad 1 െ ߜ una estimación del conjunto ܥ௡ሺΩሻ tal que, ܲே൛ݔ א
ܺܰ:ܲܥΩെܲܥΩ;ݔ൐ߝ൑2݁ݔ݌െ2ܰߝ2 . 
Fin. 
                                                 
4(Gómez, 2009) Lema CTሺΩሻ = RିTሺΩሻ: Sea ܥ்ሺΩሻ ൌ ൛ݖ א ܺ: z     T     ሬሬሬሬሬሬሬሬሬሬሬሬሬԦxൟ, esto es, ߮ሺܶ, ݐ, ݖ, ݓሻ ൌ ݔ. Si 
ݒሺݐሻ ൌ ݓሺܶ െ ݐሻ por el Lema 2.6.8 (Sontag, (1998), p.45) ߮ሺܶ, ݐ, ݔ, ݒሻ ൌ ݖ, luego ܴି்ሺΩሻ ൌ ൛ݖ א
ܺ: x    െT     z, por lo tanto   RെTΩൌCTΩ 
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4.7 Ejemplo numérico. 
En este ejemplo numérico se toma el sistema descrito en el Anexo A, calculando conjuntos 
alcanzables hasta 10 pasos y conjuntos controlables hasta 10 pasos (Figura 4.4 y Figura 
4.5), los cuales se utilizan para encontrar los Conjuntos de Trayectorias Controlables 
(Figura 4.6). 
 
 
Figura 4.4 Conjuntos alcanzables desde Ω0, t=[min]. 
En la Figura 4.4, se observa un conjunto inicial desde el tiempo 0, la secuencia muestra los 
conjuntos alcanzables para los diferentes tiempos, observe que mientras más tiempo pasa, 
más grandes son los conjuntos alcanzables. En la Figura 4.5, el conjunto final en el tiempo 
de 4 minutos se observa en el lado derecho de la figura, al evolucionar el sistema en tiempo 
inverso, los conjuntos controlables van aumentando, en este caso el conjunto no es de tipo 
convexo, formando una especie de L que va creciendo, lo que demuestra el extraño 
comportamiento de ciertos sistemas no lineales. La Figura 4.6 muestra la intercepción de 
los conjuntos alcanzables y controlables para cada tiempo de muestreo, note que 
inicialmente el conjunto es más parecido al conjunto alcanzable que al controlable, pero 
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con el tiempo el conjunto se va contrayendo hasta llegar al conjunto final deseado en un 
tiempo de 4 minutos. 
 
Figura 4.5 Conjuntos controlables hacia Ωf, t=[min]. 
50 
 
 
Figura 4.6 Conjuntos de Trayectorias Controlables, t=[min]. 
4.8 Discusión final. 
Dada la imposibilidad de evaluar la controlabilidad y la estabilidad en PpL mediante 
herramientas clásicas de la teoría de control (Algebra de Lie, Geometría diferencial, 
Estabilidad de Lyapunov), la teoría de conjuntos se introduce como una posible alternativa. 
Específicamente, las definiciones de conjunto alcanzable y de conjunto controlable, 
permiten identificar las regiones en el espacio de estados en las cuales trabaja el proceso, 
regiones que pueden ser analizadas para sacar conclusiones particulares del proceso 
estudiado. La definición de los Conjuntos de Trayectorias Controlables permite tener una 
visión de lo que debe hacer un controlador para cumplir con el objetivo de control final. El 
análisis crítico sobre los Conjuntos de Trayectorias Controlables puede entonces ayudar a 
realizar mejores diseños de sistemas de control, que puedan mantener los estados en la zona 
controlable, definida por los Conjuntos de Trayectorias Controlables. 
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5 CPBM con estabilidad garantizada 
El CPBM es una técnica de control que promete un buen desempeño en el control de PpL, 
esto es debido a que puede manejar restricciones en las variables de estado y en la acción 
de control junto con la no linealidad inherente del proceso; además, es un controlador que 
puede ser usado tanto para regulación como para seguimiento de trayectoria. 
Lamentablemente, los diseños de CPBM estables no son válidos para los PpL ya que no 
tienen en cuenta la irreversibilidad propia de este tipo de procesos, generando sistemas a 
lazo cerrado con un pobre desempeño. Bajo el contexto de hacer más robusta la 
formulación de un CPBM para los PpL, se propone un controlador que incluya la 
información de los Conjuntos de Trayectorias Controlables, con el fin de garantizar el 
objetivo de control de los PpL. 
5.1 CPBM clásico en PpL. 
Ya en el Capítulo 2 se había definido de forma conceptual lo que es un CPBM y se había 
mostrado el estado del arte del CPBM en PpL, en el anexo D se encuentran algunas 
definiciones y temas relacionados con el CPBM además de la descripción de su 
funcionamiento, A continuación se muestra la aplicación de un CPBM no lineal con 
restricciones a dos PpL, un reactor por lotes y un reactor semilote. 
Con el fin de seguir paso a paso el diseño y aplicación del CPBM en cada uno de los PpL 
se proponen los siguientes pasos a desarrollar: 
• Descripción del proceso. 
• Formulación del objetivo de control. 
• Optimización fuera de línea (determinación de la trayectoria a seguir) 
• Diseño del CPBM 
• Evaluación del desempeño: evaluar el error cometido bajo la incidencia de dos 
eventos diferentes. 
5.1.1 Caso 1. Reactor por lotes con chaqueta de enfriamiento. 
Descripción del proceso. 
En un proceso se desea obtener una cierta cantidad de compuesto B, a partir del reactivo A, 
por medio de la reacción exotérmica de segundo orden ܣ ՜ ܤ, la reacción se realiza en un 
reactor de tanque agitado que opera por lotes y que está equipado con una chaqueta. La 
finalidad de este proceso es lograr una alta conversión en la reacción, por lo tanto se ha 
fijado una concentración final del reactivo de 0.1 mol/lt como objetivo final de control. El 
Anexo A presenta la construcción del modelo dinámico del reactor, del cual se obtienen las 
siguientes dinámicas: 
݀ܥ஺
݀ݐ
ൌ െ݇଴݁ି
ா
ோ்ൗ ܥ஺
ଶ (5.1) 
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݀ܶ
݀ݐ
ൌ െ
ܷܣ
ܯܥ௉
൫ܶ െ ௝ܶ൯ ൅
ሺെ߂ܪሻܸ
ܯܥ௉
݇଴݁ି
ா
ோ்ൗ ܥ஺
ଶ (5.2) 
Este sistema no lineal tiene 2 estados (T y CA), una variable manipulada (Tj) y una variable 
de salida (CA), Este sistema de ecuaciones se programa en Simulink, para representar y 
simular el comportamiento de la planta. 
Para dar la idea del comportamiento dinámico del proceso, se puede dar un valor a la 
variable Tj de 369ºK y simular la dinámica de la concentración de A y de la temperatura 
(Figura 5.1). Donde se verifica el comportamiento transitorio propio de los PpL, las 
condiciones iniciales tomadas son ሾܥ஺, ܶሿ ൌ ሾ0.9 ሺ݉݋݈/݈ݐሻ,298ሺºܭሻሿ. 
 
Figura 5.1 Dinámica de la concentración y de la temperatura para Tj=369ºK 
La Figura 5.1 muestra la dinámica del sistema en un lapso de tiempo de 10 minutos, se 
observa que ambos estados tienen un comportamiento transitorio durante el tiempo de 
operación. Note también que ninguna acción de control puede hacer que la concentración 
del reactivo A vuelva a tener un valor anterior una vez se consume en la reacción. 
Objetivo de control. 
Se formula el problema de control teniendo en cuenta lo establecido en (Sección 4.4), se 
define entonces la condición inicial para los dos estados ሾܥ஺, ܶሿ, por incertidumbre en la 
condición inicial de la materia prima, la concentración de A puede tomar valores en un 
intervalo ሾ0.85ሺ݉݋݈/݈ሻ, 0.95ሺ݉݋݈/݈ሻሿ, y por condiciones ambientales la temperatura puede 
tomar valores del intervalo ሾ295ሺºܭሻ, 300ሺºܭሻሿ, estos intervalos definen entonces el 
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conjunto inicial Ω଴ de condiciones iniciales, los estados pueden partir en cualquiera de los 
puntos definidos dentro de los intervalos anteriores, estos definen un rectángulo en el 
espacio de estados en Թଶ cuyos vértices son ሾ0.85ሺ݉݋݈/݈ሻ, 295ሺºܭሻሿ, ሾ0.95ሺ݉݋݈/
݈ሻ, 295ሺºܭሻሿ, ሾ0.95ሺ݉݋݈/݈ሻ, 300ሺºܭሻሿ y ሾ0.85ሺ݉݋݈/݈ሻ, 300ሺºܭሻሿ (Figura 5.2). 
La condición final se define a partir del deseo de obtener una conversión de 0.9, es decir, 
obtener una concentración de A final de 0.1 mol/lt, por parte de la temperatura, debido a 
que no es un estado que deba tomar un valor en especifico, se toma un intervalo que 
represente las posibles temperatura a las que puede llegar el proceso en un tiempo prudente, 
en este caso se toma el intervalo ሾ293 ሺºܭሻ, 330ሺºܭሻሿ, por lo tanto el conjunto de los 
estados finales Ωே, es una línea definida en 0.1 para el estado CA y con valores que van 
entre ሾ293 ሺºܭሻ, 330ሺºܭሻሿ para el estado T (Figura 5.2). El objetivo de control es encontrar 
las acciones de control admisibles que lleven el sistema desde ݔሺ0ሻ א Ω଴ hasta ݔሺܶሻ א Ωே. 
 
Figura 5.2 Conjuntos de estados: a) inicial, b) final 
Optimización fuera de línea: determinación de la trayectoria a seguir. 
El siguiente paso es obtener una trayectoria por la cual se pueda guiar al proceso. 
Normalmente la trayectoria se especifica por una receta heurística, en este caso utilizando 
la representación matemática del proceso, se formula un problema de optimización fuera de 
línea (Bonvin, 1998), tal como se indica en (Srinivasan et al., 2003), este problema consiste 
en encontrar las acciones de control que permitan obtener la condición final en el menor 
tiempo posible. Matemáticamente la representación del problema de optimización es el 
siguiente: 
݉݅݊
௨,௧೑
ݐ௙  (5.3) 
Sujeto a: 
ݑ௠௜௡ ൑ ݑሺݐሻ ൑ ݑ௠௔௫ (5.4) 
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ݔሶ ൌ ݂ሺݔ, ݑሻ (5.5) 
ݔଵ൫ݐ௙൯ ൌ ܥ஺൫ݐ௙൯ ൌ 0.1 ݉݋݈ ݈ݐൗ (5.6) 
En donde la primera restricción constituye las restricciones reales impuestas a la variable 
manipulada, para el caso del reactor 293ºܭ ൑ ௝ܶሺݐሻ ൑ 369ºܭ, la segunda restricción está 
asociada al sistema dinámico del proceso y la tercera restricción indica la concentración 
final a la que se desea llegar. El problema se puede resolver por medio de  métodos 
numéricos basados en gradiente. Tenga en cuenta que en este caso la variable manipulada u 
es una función continua del tiempo, resolver el problema con métodos numéricos obliga a 
discretizar la variable u con respecto al tiempo, sin embargo, este paso no afecta la 
aplicación real del CPBM, pues los controladores trabajan con variables discretas y no 
continuas. Por esta razón la variable Tj se discretiza teniendo en cuenta su uso en el CPBM, 
esto significa que el número de discretizaciones debe ser igual al horizonte de predicción 
que se propone para el CPBM. Se define un número de pasos de 10, el paso de tiempo 
discreto se define internamente según el valor de la variable del tiempo final. La 
optimización se resuelve utilizando el toolbox de optimización de MATLAB®, mediante la 
función fmincon, las variables de la optimización es el vector de acciones de control 
discreto y el tiempo final del lote, los resultados se presentan a continuación, el tiempo final 
mínimo es de 3.29 minutos: 
࢛ ൌ ሾ૜૟ૢ ૜૟ૢ ૜૟ૢ ૜૟ૢ ૜૟ૢ ૜૟ૢ ૜૟ૢ ૜૟ૢ ૜૟ૢ ૜૟ૢሿ 
Vector de acciones de control. 
El resultado de la optimización refleja que para obtener una alta conversión en el menor 
tiempo posible, la acción de control debe estar en el máximo de la temperatura. Para 
obtener la trayectoria, simplemente hay que evaluar el modelo con la secuencia de acciones 
de control obtenidos anteriormente, el resultado son puntos discretos del valor de los 
estados en el tiempo de muestreo, con miras a utilizarlo en el CPBM. 
ቂ࡯࡭
ࢀ
ቃ ൌ ቂ૙. ૢ ૙. ૠૠ ૙. ૟૞
૛ૢૡ ૜૙૙. ૛૟ ૜૙૛. ૝૞
૙. ૞૜ ૙. ૝૛ ૙. ૜૝
૜૙૝. ૞ૡ ૜૙૟. ૟૛ ૜૙ૡ. ૞ૢ
૙. ૛ૠ ૙. ૛૚ ૙. ૚૟ ૙. ૚૜ ૙. ૚
૜૚૙. ૝ૠ ૜૚૛. ૛ૠ ૜૚૝ ૜૚૞. ૟૟ ૜૚ૠ. ૛૟
ቃ 
Vector de la trayectoria de los estados óptima. 
Diseño del CPBM. 
El CPBM no lineal es un controlador de tipo combinado (prealimentado-realimentado) que 
se constituye por dos partes, un problema de optimización y un modelo de predicción. El 
CPBM diseñado aquí cuenta con un modelo de predicción de tipo no lineal, se utiliza con 
este fin el modelo presentado en el Anexo A, en este caso se considera que el modelo de la 
planta y el modelo de predicción son iguales, pero hay que tener en cuenta que en la 
realidad, el modelo de predicción sólo es una aproximación matemática del 
comportamiento de la planta real. Por otro lado el problema de optimización que se debe 
resolver es el siguiente: 
55 
 
݉݅݊
௨
෍ߙ௜൫ݕ௞ା௜|௞ െ ݕ௥௘௙൯
ே
௜
(5.7) 
Sujeto a: 
ݑ௠௜௡ ൑ ݑሺݐሻ ൑ ݑ௠௔௫ (5.8) 
Donde y es la salida o la variable que se desea controlar, α es un parámetro que pondera la 
importancia de cada termino de la sumatoria, yref  es la referencia (es el valor de la salida 
que se desea), ܰ es el horizonte de predicción, k+i|k indica el valor de la salida en el 
instante de muestreo k+i predicho por el modelo desde el instante k, u es el vector de 
acciones de control cuya dimensión está definida por el horizonte de control ሺܪܿ). Como se 
indico anteriormente para este caso y=CA, por lo tanto la referencia (yref) es el valor del 
estado CA que se obtuvo como trayectoria óptima, en este caso el horizonte de predicción es 
de 10 pasos, debido a que los PpL tienen un tiempo definido, se diseña una estrategia para 
que el horizonte de predicción disminuya mientras evoluciona el sistema, mientras que el 
horizonte de control se define como de 2 pasos de muestreo. El problema de optimización 
de nuevo se resuelve utilizando el comando fmincon. 
El funcionamiento del controlador es el siguiente: para cada tiempo de muestreo se miden 
las salidas y las perturbaciones medibles, el controlador genera unas posibles acciones de 
control y las evalúa a partir de las mediciones realizadas, el optimizador evalúa cual es la 
acción de control que minimiza el error de la predicción y la referencia, una vez se resuelve 
el problema de optimización se ejecuta la acción de control (se utiliza la primera acción de 
control del vector solución), se vuelve a repetir el ciclo para el siguiente instante de 
muestreo. Un esquema del funcionamiento del CPBM se muestra en la siguiente figura. 
 
Figura 5.3 Esquema del funcionamiento del CPBM en lazo cerrado. 
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El problema anterior se programa en Simulink, obteniendo la siguiente dinámica de los 
estados en lazo cerrado (Figura 5.4), las acciones de control se reportan en la Figura 5.5. 
 
Figura 5.4 Dinámica del reactor por lotes en lazo cerrado, (─) estados, (- -) referencia para 
CA. 
 
Figura 5.5 Acción de control, (─) temperatura de la chaqueta “Tj”, (- -) cotas (Umin y 
Umax). 
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Evaluación del desempeño del controlador. 
Para evaluar el controlador se programan dos posibles eventos que pueden afectar el 
comportamiento del proceso a lazo cerrado, una perturbación debida a la incertidumbre en 
las condiciones iniciales que se denomina Evento 1 y una perturbación debida a la 
incertidumbre en el modelo de predicción que se denomina Evento 2.  
Evento 1. El proceso comienza su evolución con unas condiciones iniciales que pueden 
variar entre los intervalos ܥ஺ூ א ሾ0.85ሺ݉݋݈/݈ሻ, 0.95ሺ݉݋݈/݈ሻሿ y ூܶ א ሾ295ሺºܭሻ, 300ሺºܭሻሿ. Con 
el fin de perturbar el sistema se selecciona unas condiciones iniciales diferentes a las 
definidas en el Anexo A, pero que se encuentren en los intervalos anteriores. El valor 
inicial que se selecciona es ሾܥ஺ூ, ூܶሿ ൌ ሾ0.85ሺ݉݋݈ ݈⁄ ሻ,295ሺºܭሻሿ, los resultados de este primer 
evento se muestran en la Figura 5.6. 
 
Figura 5.6 Dinámica del reactor por lotes en lazo cerrado, incertidumbre en las condiciones 
iniciales, (─) estados, (- -) referencia para CA. 
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Figura 5.7 Acción de control, (─) temperatura de la chaqueta “Tj”, (- -) cotas (Umin y 
Umax). 
En la Figura 5.6 se observa como el proceso a lazo cerrado no alcanza el estado final 
deseado, el error entre el estado final deseado (0.1 mol/lt) y el estado final alcanzado (0.14 
mol/lt) es 0.04 mol/lt (Ecuación 5.9) 
ܧݎݎ݋ݎ ൌ 0.14ሺ݉݋݈ ݈ݐ⁄ ሻ െ 0.1ሺ݉݋݈ ݈ݐ⁄ ሻ ൌ 0.04ሺ݉݋݈ ݈ݐ⁄ ሻ (5.9) 
Es interesante también observar que la acción de control está siempre saturada, ver Figura 
5.7, evidentemente no existe suficiente acción de control para cumplir con el objetivo 
deseado, si las condiciones iniciales cambian. 
Evento 2. En el segundo evento se incluye una incertidumbre en el modelo de predicción, 
tal como se indica en la Ecuación 5.10: 
݀ܶ
݀ݐ
ൌ െ
ܷܣ
ܯܥ௉
൫ܶ െ ௝ܶ൯ ൅
ሺെ߂ܪሻܸ
ܯܥ௉
݇଴݁ି
ா
ோ்ൗ ܥ஺
ଶ ൅ ݓ (5.10) 
Donde w es la incertidumbre, y tiene la siguiente expresión: 
ݓ ൌ ൜
0        ݌ܽݎܽ 0 ݉݅݊ ൏ ݐ ൏ 1 ݉݅݊
െ3        ݌ܽݎܽ 1 ݉݅݊ ൏ ݐ ൏ ݐ௙ (5.11) 
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Figura 5.8 Dinámica del reactor por lotes en lazo cerrado, incertidumbre en el modelo de 
predicción, (─) estados, (- -) referencia para CA. 
 
Figura 5.9 Acción de control, (─) temperatura de la chaqueta “Tj”, (- -) cotas (Umin y 
Umax). 
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En este evento, una vez la perturbación afecta el proceso el controlador no puede controlar 
la salida alejándose cada vez más de la trayectoria y de la condición final deseada, de nuevo 
saturando la acción de control en su valor máximo, ver Figura 5.9. El error se calcula 
teniendo en cuenta solo la referencia y el estado final del proceso, para este evento el estado 
final reportado fue de 0.15 mol/lt, por lo tanto. 
ܧݎݎ݋ݎ ൌ 0.15ሺ݉݋݈ ݈ݐ⁄ ሻ െ 0.1ሺ݉݋݈ ݈ݐ⁄ ሻ ൌ 0.05ሺ݉݋݈ ݈ݐ⁄ ሻ (5.12) 
Discusión de resultados. 
Por medio de este experimento se concluye que el controlador no logra seguir la referencia 
cuando es afectado por perturbaciones, como las planteadas anteriormente y que son típicas 
en las industrias donde se utilizan PpL. Pues no cumple con el objetivo de llevar la 
concentración al estado final deseado. También, queda en evidencia, la saturación de la 
acción de control en la operación normal a lazo cerrado, estas saturaciones afectan la 
capacidad de actuar del CPBM cuando entran perturbaciones al sistema, incumpliendo con 
el objetivo de control, en otras palabras, el controlador queda sin acciones de control 
disponibles para rechazar la perturbación.  
5.1.2  Caso 2. Reactor semilote con flujo de entrada. 
Descripción del proceso. 
Se desea obtener 0.6 moles de un producto C, por medio de la reacción ܣ ൅ ܤ ՜ ܥ, se 
establece que para mejorar la producción de C, lo ideal es mantener una alta concentración 
de A en el reactor y alimentar continuamente el reactivo B durante la operación del lote, El 
modelo dinámico que representa este proceso se explica en el Anexo B: 
ܸ݀
݀ݐ
ൌ ݍ (5.13) 
݀ܥ஺
݀ݐ
ൌ െ݇ܥ஺ܥ஻ െ
ݍ
ܸ
ܥ஺ (5.14) 
݀ܥ஻
݀ݐ
ൌ െ݇ܥ஺ܥ஻ ൅
ݍ
ܸ
ሺܥ஻௜௡ െ ܥ஻ሻ (5.15) 
Este sistema no lineal tiene 3 estados (V, CA y CB) y una variable manipulada (q), en este 
caso la variable de salida es la que representa las moles del producto C (NC) se puede 
obtener a través de los estados V y CA, por medio de la ecuación: 
஼ܰ ൌ ܥ஺଴ ଴ܸ ൅ ܥ஼଴ ଴ܸ െ ܥ஺ܸ (5.16) 
Este sistema de ecuaciones se programa en Simulink, para representar y simular el 
comportamiento de la planta. 
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Para dar la idea del comportamiento dinámico del proceso, se puede fijar un valor a q de 
0.03 lt/h y simular la dinámica del volumen y de las concentraciones de A y de B, las 
condiciones iniciales son ሾܸ, ܥ஺, ܥ஻ሿ ൌ ሾ0.7ሺ݈ݐሻ, 2 ሺ݉݋݈ ݈ݐ⁄ ሻ,0.63 ሺ݉݋݈ ݈ݐ⁄ ሻሿ. 
 
Figura 5.10 Dinámica del volumen y de las concentraciones de A y B para q=0.03 lt/h 
La Figura 5.10 muestra el comportamiento de los estados para un lapso de tiempo de 30 
horas, este proceso es más lento que el anterior, pero demuestra que los estados tienen 
siempre un comportamiento cambiante con el tiempo y que son estados crecientes 
(Volumen) y decrecientes (Concentración de A), estados que no pueden recuperar valores 
anteriores y que por lo tanto son irreversibles desde el punto de vista dinámico. 
Objetivo de control. 
Se formula el problema de control teniendo en cuenta lo establecido en la Sección 4.4, se 
define entonces la condición inicial para los tres estados ሾܸ, ܥ஺, ܥ஻ሿ, por error en las 
condiciones iniciales, el volumen puede tomar valores en el intervalo ሾ0.68ሺ݈ሻ, 0.72ሺ݈ሻሿ, y 
por incertidumbre en las condiciones de la materia prima la concentración de A puede 
tomar valores en ሾ1.95ሺ݉݋݈ ݈ݐ⁄ ሻ, 2.05ሺ݉݋݈ ݈ݐ⁄ ሻሿ y la concentración de B puede tomar 
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valores en ሾ0.6ሺ݉݋݈ ݈ݐ⁄ ሻ, 0.65ሺ݉݋݈ ݈ݐ⁄ ሻሿ. Estos intervalos definen el conjunto de 
condiciones iniciales Ω଴, el cual es el cubo presentado en la Figura 5.11 (a. 
La condición final está dada por el deseo de obtener 0.6 moles del producto C, 
considerando que el volumen máximo al que puede llegar el proceso es 1 lt, por lo cual el 
volumen puede estar entre los valores del intervalo ሾ0.9ሺ݈ሻ, 1ሺ݈ሻሿ. Al definir el volumen, la 
concentración de A se define por las moles finales que debe tener para una producción de 
0.6 moles de C, es decir que: 
ܥ஺௙ ൌ
0.8 ሺ݉݋݈ ݈ݐ⁄ ሻ
௙ܸ
 (5.17) 
Mientras que la concentración de B se define a través de la siguiente relación: 
ܥ஻௙ ൌ
ሺܥ஻ூ െ ܥ஺ூ െ ܥ஻௜௡ሻ ூܸ ൅ ൫ܥ஺௙ ൅ ܥ஻௜௡൯ ௙ܸ
௙ܸ
 
(5.18) 
 
Donde el subíndice ܫ significa condiciones iniciales y ݂ significa condiciones finales. De 
esta forma el conjunto de condiciones finales Ωே es representado por la línea mostrada en 
la Figura 5.11. 
 
Figura 5.11 Conjuntos de estados: a) Inicia, b) final 
Optimización fuera de línea: determinación de la trayectoria a seguir. 
De nuevo, se formula una optimización fuera de línea con el modelo del proceso para 
encontrar la trayectoria por la cual se debe guiar al proceso (Srinivasan et al., 2003). El 
problema de optimización es el siguiente: 
݉݅݊
௨,௧೑
ݐ௙ (5.19) 
Sujeto a: 
ݑ௠௜௡ ൑ ݑሺݐሻ ൑ ݑ௠௔௫ (5.20) 
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ݔሶ ൌ ݂ሺݔ, ݑሻ (5.21) 
ݔଵ൫ݐ௙൯ ൌ ܸ൫ݐ௙൯ ൑ 1 ݈ݐ (5.22) 
஼ܰ൫ݐ௙൯ ൌ ܥ஼൫ݐ௙൯ܸ൫ݐ௙൯ ൌ 0.6 ݉݋݈ (5.23) 
En donde, la primera restricción constituye las restricciones reales impuestas a la variable 
manipulada, para el caso del reactor semilote 0 ݈ݐ ݄ൗ ൑ ݍሺݐሻ ൑ 0.03
݈ݐ
݄ൗ , la segunda 
restricción está asociada al sistema dinámico del proceso, la tercera restricción obliga a que 
el volumen de trabajo del reactor no sobrepase el umbral permitido para que no rebose y se 
derrame el material reactivo, y la cuarta restricción indica las moles finales de C deseadas. 
Como en el caso anterior, debido a que la optimización debe resolverse por medio de 
métodos numéricos, es necesario discretizar la variable manipulada ݑ. Para ser consistentes 
con el problema de control, la variable manipulada se discretiza teniendo en cuenta el 
horizonte de predicción del CPBM, para este caso se toman 20 pasos, y se resuelve 
utilizando la rutina fmincon, el tiempo final del lote es de 19.72 horas, mientras que el valor 
reportado en Srinivasan et al. (2003) es de 19.8 horas, los resultados de la optimización son 
los siguientes: 
࢛ ൌ ሾ૙. ૙૜ ૙. ૙૜ ૙. ૙૙૚ ૙. ૙૜ ૙. ૙૛ૡ ૙. ૙૛૛ ૙. ૙૜ ૙. ૙૛૟ ૙. ૙૜ ૙. ૙૜…. 
૙. ૙૚ૡ ૙. ૙૙૟ ૙. ૙૙૚ ૙ ૙. ૙૙૚ ૙ ૙ ૙ ૙ ૙ሿ 
Vector de acciones de control óptimo. 
Y la trayectoria de los estados y de la salida óptima que se obtiene al aplicar las acciones de 
control anteriores es: 
൥
ࢂ
࡯࡭
࡯࡮
൩ ൌ ൥
૙. ૠ ૙. ૠ૜ ૙. ૠ૟
૛ ૚. ૡ૟ ૚. ૠ૝
૙. ૟૜ ૙. ૟૜ ૙. ૟૜
૙. ૠૢ ૙. ૡ૛ ૙. ૡ૝
૚. ૟૛ ૚. ૞૛ ૚. ૝૜
૙. ૟૜ ૙. ૟૜૜ ૙. ૟૜૜
૙. ૡૠ ૙. ૢ
૚. ૜૞ ૚. ૛૟
૙. ૟૛ૢ ૙. ૟૜૞
૙. ૢ૛ ૙. ૢ૞
૚. ૚ૢ ૚. ૚૛
૙. ૟૜ૢ ૙. ૟૝૝
૙. ૢૡ ૙. ૢૢ૜
૚. ૙૟ ૚. ૙૚
૙. ૟૞ ૙. ૟૝
… 
૙. ૢૢૡ ૙. ૢૢૢ૜ ૙. ૢૢૢ૜
૙. ૢૡ ૙. ૢ૞ ૙. ૢ૛
૙. ૟૚૜ ૙. ૞ૢ ૙. ૞૟
૙. ૢૢૢ૜ ૙. ૢૢૢ૝ ૙. ૢૢૢ૝
૙. ૢ ૙. ૡૡ ૙. ૡ૞
૙. ૞૝ ૙. ૞૛ ૙. ૝ૢ
૚ ૚ ૚
૙. ૡ૜ ૙. ૡ૛ ૙. ૡ
૙. ૝ૠ ૙. ૝૟ ૙. ૝૝
൩ 
Vector de la trayectoria de los estados óptima. 
ࡺ࡯ ൌ ሾ૙ ૙. ૙૝૚ ૙. ૙ૡ૚ ૙. ૚૛ ૙. ૚૞ૡ ૙. ૚ૢ૞ ૙. ૛૜૚ ૙. ૛૟૞ ૙. ૛ૢૢ ૙. ૜૜૛ ૙. ૜૟૝ ૙. ૜ૢ૟… 
૙. ૝૛૞ ૙. ૝૞૛ ૙. ૝ૠૡ ૙. ૞૙૛ ૙. ૞૛૝ ૙. ૞૝૞ ૙. ૞૟૝ ૙. ૞ૡ૜ ૙. ૟ሿ 
Vector de la trayectoria de la salida óptima 
Diseño del CPBM. 
Se utiliza el mismo CPBM del caso anterior representado en las ecuaciones (5.7) y (5.8), el 
modelo de predicción es el mismo de la planta que se presenta en el Anexo B, Como se 
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indicó anteriormente para este caso y=NC, por lo tanto la referencia (yref) es el valor de la 
salida NC que se obtuvo como trayectoria óptima, el vector de acciones de control se define 
por el horizonte de control que se ha fijado como 4 pasos de muestreo, mientras que el 
horizonte de predicción es de 20 pasos de muestreo, de nuevo el horizonte de predicción 
disminuye mientras evoluciona la dinámica del proceso. El problema de optimización se 
resuelve utilizando el comando fmincon. En lazo cerrado, el controlador lee las salidas y las 
perturbaciones medibles y genera la acción de control. A continuación se muestra la 
dinámica de los estados en lazo cerrado (Figura 5.12) y el comportamiento de la variable de 
salida y de la variable de entrada (Figura 5.13). 
 
Figura 5.12 Dinámica del reactor semilote en lazo cerrado, (─) estados, (- -) Vmax. 
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Figura 5.13 Dinámica del reactor semilote en lazo cerrado, (─) salida “Nc”, (─) Acción de 
control “q”, (- -) referencia para Nc y (- -) cotas (Umin y Umax). 
La Figura 5.12 muestra la evolución temporal de los estados del sistema dinámico, mientras 
que la Figura 5.13 muestra la salida del proceso a lazo cerrado y las acciones de control, se 
observa como al inicio del proceso hay una saturación de la acción de control en su 
máximo, pero cuando el volumen se acerca al volumen máximo, el controlador empieza a 
regularse hasta que cierra la válvula una vez llega al volumen máximo. 
Evaluación del desempeño del controlador. 
Evento 1. El proceso comienza su evolución con unas condiciones iniciales que pueden 
variar entre los intervalos ூܸ א ሾ0.72ሺ݈ሻ, 0.76ሺ݈ሻሿ, ܥ஺ூ א ሾ1.95ሺ݉݋݈ ݈ݐ⁄ ሻ, 2.05ሺ݉݋݈ ݈ݐ⁄ ሻሿ y 
ܥ஻ூ א ሾ0.6ሺ݉݋݈ ݈ݐ⁄ ሻ, 0.65ሺ݉݋݈ ݈ݐ⁄ ሻሿ. Para esto simplemente se le da un valor de 
condiciones iniciales diferentes a las definidas en el Anexo B, pero que se encuentren en los 
intervalos anteriores, el punto que se selecciona es ሾ ூܸ , ܥ஺ூ, ܥ஻ூሿ ൌ ሾ0.72ሺ݈ሻ,1.95ሺ݉݋݈ ⁄
݈ݐሻ,0.6ሺ݉݋݈ ⁄ ݈ݐሻ ሿ, los resultados de este primer evento se muestran en las Figura 5.14 y 
Figura 5.15. 
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Figura 5.14 Dinámica del reactor semilote en lazo cerrado, incertidumbre en las 
condiciones iniciales, (─) estados, (- -) Vmax. 
 
Figura 5.15 Dinámica del reactor semilote en lazo cerrado, incertidumbre en las 
condiciones iniciales, (─) salida “Nc”, (─) Acción de control “q”, (- -) referencia para Nc y 
(- -) cotas (Umin y Umax). 
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En este caso el controlador logra seguir la trayectoria deseada, sin embargo, el estado del 
volumen sobrepasa el máximo límite permitido; es decir, el producto podría estarse 
derramando. En este caso, si bien no hay un error apreciable en la salida final deseada, hay 
un error en un estado que no debe superar cierta barrera, El volumen sobrepasado es. 
ܧݎݎ݋ݎ ܸ݋݈ ൌ 1.05ሺ݈ݐሻ െ 1.0ሺ݈ݐሻ ൌ 0.05ሺ݈ݐሻ (5.24) 
Evento 2. Se programa una perturbación tipo escalón en la concentración de B que entra por 
el flujo q, la perturbación entra a las cinco horas de la operación del reactor, que pasa de 
ܥ஻௜௡ ൌ 2ሺ݉݋݈ ݈ݐ⁄ ሻ a ܥ஻௜௡ ൌ 1.8ሺ݉݋݈ ݈ݐ⁄ ሻ, los resultados del segundo evento se muestran en 
las Figura 5.16 y Figura 5.17. 
 
Figura 5.16 Dinámica del reactor semilote en lazo cerrado, perturbación en CBin, (─) 
estados, (- -) Vmax. 
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Figura 5.17 Dinámica del reactor semilote en lazo cerrado, perturbación en CBin, (─) salida 
“Nc”, (─) Acción de control “q”, (- -) referencia para Nc y (- -) cotas (Umin y Umax). 
De nuevo el controlador logra seguir la trayectoria deseada,  pero el volumen máximo es 
sobrepasado, esta vez el error es. 
ܧݎݎ݋ݎ ܸ݋݈ ൌ 1.03ሺ݈ݐሻ െ 1.0ሺ݈ݐሻ ൌ 0.03ሺ݈ݐሻ (5.25) 
Discusión de resultados. 
Por medio de las pruebas realizadas se observa en este caso, que el CPBM satisface el 
objetivo de control, pero no puede cumplir con las restricciones de seguridad impuestas al 
sistema del reactor semilote. Restricción, que al igual que el objetivo de control debe 
cumplirse con rigurosidad, sobrepasar el volumen permitido lleva a ocasionar un derrame 
de la masa reactiva y por lo tanto una pérdida del material. Téngase en cuenta que este tipo 
de restricciones son típicas en las industrias que utilizan PpL y que un controlador debe 
diseñarse para mantener esas condiciones en los estados. 
5.2 El problema del CPBM clásico para PpL. 
Los experimentos anteriores ponen en manifiesto que los procedimientos convencionales 
para hacer control en PpL por medio del CPBM, tal como ha sido desarrollado hasta ahora, 
no garantizan el objetivo de control cuando se producen perturbaciones en el sistema, la 
pregunta es, ¿Por qué un controlador que es tan robusto como el CPBM no lineal no es 
suficiente para garantizar el objetivo de control de los PpL?, para responder esta pregunta 
se evalúa el sistema mediante el análisis de sus Conjuntos de Trayectorias Controlables 
(Sección 4.5). Las Figura 5.18 y Figura 5.19 muestran la secuencia de Conjuntos de 
Trayectorias Controlables para los dos casos descritos en la sección anterior. 
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Figura 5.18 Conjuntos de Trayectorias Controlables para el reactor por lotes. 
 
Figura 5.19 Conjuntos de Trayectorias Controlables para el reactor semilote. 
Al observar las graficas anteriores, se puede ver que hay Conjuntos de Trayectorias 
Controlables que son pequeños, incluso algunos se reducen a pocos puntos. Este hecho 
dice, que hay pocas trayectorias que conectan el conjunto inicial y el conjunto final, y que 
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el sistema puede fácilmente perder el rumbo hacia la condición final, al no tener un mayor 
margen de movilidad. Por lo tanto, el controlador no puede seleccionar la acción de control 
adecuada, pues simplemente esa acción no está disponible; es decir, el proceso es poco 
controlable. Esta pérdida de controlabilidad típica de los PpL es debida a su carácter 
irreversible y a un diseño de proceso que sólo considera factores económicos, 
desconociendo la controlabilidad. Ahora surge otra pregunta, ¿Por qué el Conjunto de 
Trayectorias Controlables es pequeño? Y ¿Cómo se puede mejorar este conjunto?, la 
respuesta está en el tiempo final del lote, ya que, cuando se formula la optimización fuera 
de línea, el deseo es minimizar el tiempo de duración del lote. Debido a esto, la trayectoria 
que se obtiene es bastante restringida, pues por optimalidad, otra trayectoria implica que se 
necesita un tiempo mayor, es decir, que, bajo la presunción de que existe una trayectoria 
que minimiza el tiempo, esta trayectoria debe ser única. El hecho de que sólo exista una 
trayectoria, implica que existen pocas trayectorias factibles para este tiempo mínimo y por 
lo tanto un Conjunto de Trayectorias Controlables pequeño. Realmente, el controlador 
queda programado simplemente a respetar esa acción de control que se obtiene de la 
optimización fuera de línea, o a saturar la válvula pues se necesita mucha energía para 
cumplir con el objetivo. 
Para mejorar la controlabilidad; esto es, aumentar el Conjunto de Trayectorias 
Controlables, se puede relajar un poco el deseo de producir en el menor tiempo. Si por 
ejemplo se aumenta un poco el tiempo de operación de las plantas del caso 1 y 2, se puede 
observar como el área de los Conjuntos de Trayectorias Controlables aumentan. En la 
Figura 5.20 se muestra el Caso 1, en el cual se pasa de 3.3 minutos a 4 minutos. En la 
Figura 5.21 se muestra el Caso 2, en el cual se pasa de 19.7 horas a 22 horas. 
 
Figura 5.20 Conjuntos de Trayectorias Controlables para el reactor por lotes con un tiempo 
de 4 min. 
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Figura 5.21 Conjuntos de Trayectorias Controlables para el reactor semilote con un tiempo 
de 22 horas. 
Evidentemente, los conjuntos reportados anteriormente son más grandes que los de las 
Figura 5.18 y Figura 5.19, si se quieren comparar cuantitativamente se puede recurrir a 
calcular el hipervolumen de los politopos convexos utilizando el comando convhulln de 
Matlab®. El hecho que los conjuntos de las Figura 5.20 y Figura 5.21 sean más grades 
establece que el paradigma de un tiempo mínimo en PpL, afecta notablemente la 
controlabilidad del sistema, lo establecido por Srinivasan et al. (2006) no proporciona una 
trayectoria segura para un PpL que requiera ser controlado. Luego si se desea hacer un 
control adecuado de un PpL, es necesario encontrar un tiempo adecuado que permita tener 
una buena productividad y que además no proporcione unos Conjuntos de Trayectorias 
Controlables con un tamaño importante. 
5.3 Obtención de una trayectoria controlable. 
Una vez que se encuentren los Conjuntos de Trayectorias Controlables adecuados, hay que 
pasar al problema de encontrar una trayectoria para guiar el proceso. Anteriormente, el 
criterio era encontrar aquella trayectoria que permitiera obtener el producto en menor 
tiempo, pero como ya se vio en la sección anterior, esta aproximación dificulta el control de 
los PpL. 
Observando los Conjuntos de Trayectorias Controlables, se puede concluir que todas las 
trayectorias pertenecientes a estos conjuntos, son trayectorias factibles del proceso, luego, 
hay que establecer un criterio para hallar una trayectoria que sirva como referencia para el 
control del proceso. Se necesita entonces encontrar una trayectoria que sea segura, y que 
garantice una mejor controlabilidad. Una opción es llevar los estados por la trayectoria 
central de los Conjuntos de Trayectorias Controlables; sin embargo, como se vio en la 
Sección 404.4, tal aproximación no garantiza un rechazo a perturbaciones por parte del 
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controlador, y por lo tanto no hay garantía de que tal trayectoria sea la más controlable. La 
propuesta en esta tesis para obtener una trayectoria controlable, es proporcionarle al 
controlador la energía suficiente para lograr el rechazo a perturbaciones. Lo anterior 
significa que el controlador tenga suficientes acciones de control disponibles para lograr su 
objetivo. Para resolver, entonces, este problema, se introducen las siguientes definiciones. 
Acciones de control disponibles. Dado un Conjunto de Trayectorias Controlables 
Ωሺ௜,ேି௜ሻሺΩ଴, ΩNሻ ൌ ܴ௜ሺΩ଴ሻ ת ܥேି௜ሺΩேሻ ൌ Ω௜, y un punto de la trayectoria en el instante de 
muestreo anterior ݔሺ݅ െ 1ሻ, una acción de control disponible ݑሺ݅ሻ א ܷ, es aquella que 
puede llevar el punto ݔሺ݅ െ 1ሻ hasta un ݔሺ݅ሻ א Ω௜. 
Conjunto de Acciones de Control Disponibles en i (ܷ஽). Es el conjunto de todas las 
acciones de control ݑ א ܷ, que son acciones de control disponibles para el estado ݔሺ݅ െ 1ሻ 
y el Conjunto de Trayectorias Controlables Ω௜. 
 
Figura 5.22 Conjuntos de Acciones de Control Disponibles: (─) Conjunto alcanzable, (─) 
Conjunto controlable, (─) Conjunto de Acciones de Control Disponibles. 
 
Figura 5.23. Acciones de control disponibles en el reactor por lotes. 
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La Figura 5.22 ilustra lo que ocurre con las acciones de control en un PpL cuando pasa a 
través de los Conjuntos de Trayectorias Controlables (intersección entre las elipses azules y 
rojas de la figura de la izquierda). No todas las acciones de control admisibles pueden ser 
usadas, sino que sólo algunas acciones de control pueden llevar el estado a estar dentro del 
Conjunto de Trayectorias Controlables (como se ilustra en la figura de la derecha). Esto 
último genera un subconjunto de las acciones de control admisibles que son las únicas que 
están disponibles para que el controlador mantenga su objetivo. 
En la Figura 5.23 se puede observar los Conjuntos de Trayectorias Controlables del reactor 
por lotes (Anexo A) cuando tiene un tiempo final de 4 minutos. La trayectoria azul que 
pasa a través de los conjuntos, es evaluada en cada uno de estos para examinar como las 
acciones de control la afectan en el siguiente paso. En los primeros pasos se puede ver que 
los estados quedan dentro del Conjunto de Trayectorias Controlables, Por el contrario, al 
final del lote, los Conjuntos de Trayectorias Controlables se vuelven más pequeños y como 
consecuencia los Conjuntos de Acciones de Control Disponibles también disminuyen. 
Lo que se debe hacer entonces es buscar aquella trayectoria que conlleva a unos Conjuntos 
de Acciones de Control Disponibles grandes; es decir, que tengan un buen volumen. Lo 
anterior conlleva a un problema de optimización cuyo objetivo principal es maximizar el 
volumen de los Conjuntos de Acciones de Control Disponibles. A continuación se formulan 
los problemas de optimización para encontrar una trayectoria segura en cada uno de los 
casos tratados anteriormente. 
5.3.1 Caso 1. Reactor por lotes con chaqueta de enfriamiento. 
Para este caso se debe definir un tiempo de duración del lote, el cual es seleccionado 
heurísticamente comenzando con el tiempo mínimo encontrado anteriormente, y por medio 
de un proceso iterativo en el que se considera que los Conjuntos de Trayectorias 
Controlables tienen un aumento considerable. Seleccionando un tiempo de 4 minutos como 
un tiempo de duración prudente, para no afectar la productividad. Se quiere maximizar el 
volumen de los Conjuntos de Acciones de Control Disponibles, este problema de 
optimización se formula de la siguiente manera: 
݉ܽݔ
௨
෍ ௎ܸವ೔
ே
௜ୀଵ
(5.26) 
Sujeto a: 
20ºܥ ൑ ௝ܶሺݐሻ ൑ 96ºܥ (5.27) 
ݔሶ ൌ ݂ሺݔ, ݑሻ (5.28) 
ݔଵ൫ݐ௙൯ ൌ ܥ஺൫ݐ௙൯ ൌ 0.1 ݉݋݈ ݈ݐൗ (5.29) 
De nuevo se mantienen las restricciones en la variable manipulada Tj, la restricción para la 
dinámica, y el objetivo final de control, en este caso, debido a que sólo se tiene una variable 
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de control, lo cual define un conjunto unidimensional, el volumen del conjunto se mide 
como la longitud entre el valor superior menos el valor inferior.  
௎ܸವ ൌ ሺݑ஽௠௔௫ െ ݑ஽௠௜௡ሻ (5.30) 
De nuevo es necesario discretizar la acción de control, por lo que se define un número de 
pasos de 10. La optimización se resuelve utilizando el toolbox de optimización de 
MATLAB®, mediante la función fmincon, el vector de variables de la optimización es el 
vector de acciones de control discreto, los resultados se presentan a continuación. 
࢛ ൌ ሾ૜૟ૡ. ૜૛ ૜૞૙. ૜૛ ૜૟ૡ. ૛૚ ૜૟ૢ ૜૙૙. ૞૟ ૜૞૞. ૛૟ ૜૜૙. ૢ૜ ૜૟ૠ. ૟૛ ૜૟૞. ૛૜ ૜૚ૡ. ૠૢሿ 
Vector de acciones de control óptimas. 
Para obtener la trayectoria, simplemente hay que evaluar el modelo con las entradas de la 
acción de control reportadas en la tabla anterior. 
ቂ࡯࡭
ࢀ
ቃ ൌ ቂ૙. ૢ ૙. ૠ૞ ૙. ૟૚
૛ૢૡ ૜૙૙. ૟૝ ૜૙૛. ૠ૛
૙. ૝ૡ ૙. ૜ૠ ૙. ૛ૡ
૜૙૞. ૛૜ ૜૙ૠ. ૞૜ ૜૙ૡ. ૙૝
૙. ૛૜ ૙. ૚ૡ ૙. ૚૝ ૙. ૚૚ ૙. ૚
૜૙ૢ. ૠ૙ ૜૚૙. ૢ૚ ૜૚૛. ૡ૜ ૜૚૝. ૞ૡ ૜૚૞. ૙૟
ቃ 
Vector de la trayectoria óptima 
5.3.2 Caso 2. Reactor semilote con flujo de entrada. 
Tal como se hizo en el caso anterior, se define un tiempo de duración del lote, que es 
seleccionado heurísticamente comenzando con el tiempo mínimo encontrado para este 
caso, y por medio de un proceso iterativo en el que se considera que los Conjuntos de 
Trayectorias Controlables tienen un aumento considerable. Seleccionando un tiempo de 22 
horas como un tiempo de duración prudente, para no afectar en gran medida la 
productividad del proceso. Se quiere maximizar la longitud del intervalo de los Conjuntos 
de Acciones de Control Disponibles, este problema de optimización se formula de la 
siguiente manera: 
݉ܽݔ
௨
෍ ௎ܸವ೔
ே
௜ୀଵ
(5.31) 
Sujeto a: 
0 ݈ݐൗ݄ ൑ ݍሺݐሻ ൑ 0.03 ݈ݐ ݄ൗ (5.32) 
ݔሶ ൌ ݂ሺݔ, ݑሻ (5.33) 
ݔଵ൫ݐ௙൯ ൌ ܸ൫ݐ௙൯ ൑ 1 ݈ݐ (5.34) 
஼ܰ൫ݐ௙൯ ൌ 0.6 ݉݋݈ (5.35) 
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Se mantienen las restricciones normales en la acción de control, en la dinámica del proceso, 
en el volumen máximo que se puede alcanzar y el objetivo final de control. En este caso 
debido a que sólo se tiene una variable de control, lo cual define un conjunto 
unidimensional, el volumen del conjunto se mide como la longitud entre el valor superior 
menos el valor inferior (5.30). De nuevo es necesario discretizar la acción de control, por lo 
que se define un número de pasos de 20. La optimización se resuelve utilizando el toolbox 
de optimización de MATLAB®, mediante la función fmincon, el vector de variables de la 
optimización es el vector de acciones de control discreto, los resultados se presentan a 
continuación. 
࢛ ൌ ሾ૙. ૙૙ૠ૞ ૙. ૙૛૟ ૙. ૙૛ૡ૛ ૙. ૙૛ૡ૛ ૙. ૙૚ૢ૞ ૙. ૙૚ૢ૞ ૙. ૙૛૜ ૙. ૙૛૙ૠ ૙. ૙૙૙ૡ ૙. ૙૙૟ૢ…. 
૙. ૙૙ૠૢ ૙. ૙૛૝ ૙. ૙૚૙૝ ૙. ૙૚ૡ૛ ૙. ૙૙૟ૠ ૙. ૙૙૝૚ ૙. ૙૙ૡ ૙. ૙૙૛૛ ૙. ૙૙૟૟ ૙. ૙૙૟ૡሿ 
Vector de acciones de control óptimas 
Para obtener la trayectoria, simplemente hay que evaluar el modelo con las entradas de la 
acción de control reportadas en la tabla anterior. 
൥
ࢂ
࡯࡭
࡯࡮
൩ ൌ ൥
૙. ૠ ૙. ૠ૙ૢ ૙. ૠ૜ૠ
૛ ૚. ૢ૚૛ ૚. ૠૡ૜
૙. ૟૜ ૙. ૞ૡ૟ ૙. ૞ૡ૝
૙. ૠ૟ૡ ૙. ૠૢૡ ૙. ૡ૛
૚. ૟૟ ૚. ૞૝ૡ ૚. ૝૟
૙. ૞ૡૠ ૙. ૞ૢ૛ ૙. ૞ૡ૝
૙. ૡ૝૛ ૙. ૡ૟ૠ
૚. ૜ૡ ૚. ૜૙૛
૙. ૞ૠૡ ૙. ૞ૠૠ
૙. ૡૡૢ ૙. ૡૢ૚
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૙. ૡ૞૚ ૙. ૡ૛૞ ૙. ૡ
૙. ૝૞૝ ૙. ૝૝૞ ૙. ૝૝
൩ 
Vector de la trayectoria de los estados óptima. 
ࡺ࡯ ൌ ሾ૙ ૙. ૙૝૝ ૙. ૙ૡ૞ ૙. ૚૛૞ ૙. ૚૟૝ ૙. ૛૙૛ ૙. ૛૜ૡ ૙. ૛ૠ૛ ૙. ૜૙૞ ૙. ૜૜ૠ ૙. ૜૟૟ ૙. ૜ૢ૝… 
૙. ૝૛ ૙. ૝૝૟ ૙. ૝ૠ૛ ૙. ૝ૢ૟ ૙. ૞૚ૢ ૙. ૞૝૚ ૙. ૞૟૛ ૙. ૞ૡ૚ ૙. ૟ሿ 
Vector de la trayectoria de la salida óptima. 
Las trayectorias que se encontraron servirán de referencia para el CPBM, sin embargo 
aunque la trayectoria sea segura, se propone que los Conjuntos de Trayectorias 
Controlables se implementen dentro de la formulación del problema de control del CPBM 
para tratar de garantizar que los estados siempre se mantienen dentro de estos conjuntos. 
5.4 Una propuesta de CPBM para PpL. 
El análisis por medio de los Conjuntos de Trayectorias Controlables ha demostrado que 
llevar el proceso hasta su límite para obtener tiempos mínimos de procesamiento, afecta el 
control del proceso. Lo anterior implica que el controlador deba saturar válvulas para 
garantizar el objetivo de control, además, por las pruebas realizadas, es evidente que el 
CPBM toma decisiones muy extremas, saturando las válvulas. Por esta razón, el 
controlador debe considerar las restricciones impuestas por el Conjunto de Trayectorias 
Controlables, por lo tanto la propuesta de este trabajo es incluir la información de los 
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Conjunto de Trayectorias Controlables en la formulación del problema de CPBM y lograr 
así la estabilidad del controlador. 
Una posibilidad para mantener los estados dentro de los Conjunto de Trayectorias 
Controlables es adicionar al problema de optimización del CPBM una restricción dura en 
los estados de esta forma: 
݉݅݊
௨
෍ߙ௜൫ݕ௞ା௜|௞ െ ݕ௥௘௙൯
ே
௜
(5.36) 
Sujeto a: 
ݑ௠௜௡ ൑ ݑሺݐሻ ൑ ݑ௠௔௫ (5.37) 
ݔ௞ା௜|௞ א ߗ௜ ׊ ݅ ൌ 1,… . , ܰ
(5.38) 
 
Lo que se hace es verificar que las predicciones realizadas en el modelo pertenezcan a cada 
uno de los Conjuntos de Trayectorias Controlables encontrados. Se espera entonces que las 
predicciones se mantengan dentro del Conjunto de Trayectorias Controlables. Sin embargo 
esta restricción es muy fuerte, y en determinados casos podría provocar que no se encuentre 
una solución factible, una forma de relajar esta restricción es convirtiéndola en una 
restricción blanda, es decir, añadirla dentro del funcional de costo: 
݉݅݊
௨
෍ߙ௜൫ݕ௞ା௜|௞ െ ݕ௥௘௙൯ ൅
ே
௜
෍ߜ௜ ௜ܵ
ே
௜
(5.39) 
Sujeto a: 
ݑ௠௜௡ ൑ ݑሺݐሻ ൑ ݑ௠௔௫ (5.40) 
Donde ௜ܵ es una variable de tipo binario que toma el valor de 0 si ݔ୩ା୧|୩ א Ω௜, y toma el 
valor de 1 si por el contrario ݔ୩ା୧|୩ ב Ω௜. Es decir: 
௜ܵ ൌ ൜
0 ݏ݅ ݔ௞ା௜|௞ א ߗ௜
1 ݏ݅ ݔ௞ା௜|௞ ב ߗ௜ (5.41) 
La idea es darle un peso importante a δ௜ para que las predicciones siempre tiendan a 
pertenecer a los Conjuntos de Trayectorias Controlables, pero evidentemente si esto no es 
posible, el controlador seguirá funcionando, pues de todas formas existirá una solución. 
Para simular el problema anterior se pueden utilizar paquetes como el Geometric Bound 
Toolbox (Anexo E), que ayudan a definir el Conjunto de Trayectorias Controlables y tienen 
comandos que evalúan si determinado elemento pertenece o no pertenece al conjunto 
evaluado. Se utiliza entonces el mismo CPBM utilizado en la Sección 5.1 cambiando 
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solamente la función objetivo por la ecuación (5.39), a continuación se muestran las 
simulaciones para los casos del reactor por lotes y del reactor semilotes. 
5.4.1 Caso 1. Reactor por lotes con chaqueta de enfriamiento. 
A continuación se muestran tres simulaciones con los mismos eventos dados en la Sección 
5.1.1, lazo cerrado sin perturbación, incertidumbre en las condiciones iniciales e 
incertidumbre en el modelo. 
 
Figura 5.24 Dinámica del reactor por lotes en lazo cerrado, (─) estados, (- -) referencia para 
CA 
 
Figura 5.25 Acción de control, (─) temperatura de la chaqueta “Tj”, (- -) cotas (Umin y 
Umax). 
0 0.5 1 1.5 2 2.5 3
0
0.2
0.4
0.6
0.8
1
tiempo (min)
C
on
ce
nt
ra
ci
ón
 d
e 
A
 (m
ol
/lt
)
0 0.5 1 1.5 2 2.5 3
300
310
320
330
340
tiempo (min)
Te
m
pe
ra
tu
ra
 (º
K
)
0 0.5 1 1.5 2 2.5 3
300
320
340
360
380
tiempo (min)
Te
m
pe
ra
tu
ra
 C
ha
qu
et
a 
(ºK
) Umax
Umin
78 
 
 
Figura 5.26 Dinámica del reactor por lotes en lazo cerrado, incertidumbre en las 
condiciones iniciales, (─) estados, (- -) referencia para CA. 
 
Figura 5.27 Acción de control, (─) temperatura de la chaqueta “Tj”, (- -) cotas (Umin y 
Umax). 
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Figura 5.28 Dinámica del reactor por lotes en lazo cerrado, incertidumbre en el modelo de 
predicción, (─) estados, (- -) referencia para CA. 
 
Figura 5.29 Acción de control, (─) temperatura de la chaqueta “Tj”, (- -) cotas (Umin y 
Umax). 
La concentración final que se obtuvo en el primer evento fue de 0.1 mol/lt, por lo tanto: 
ܧݎݎ݋ݎ ൌ 0.1ሺ݉݋݈ ݈ݐ⁄ ሻ െ 0.1ሺ݉݋݈ ݈ݐ⁄ ሻ ൌ 0ሺ݉݋݈ ݈ݐ⁄ ሻ (5.42) 
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 y en el segundo evento fue de 0.123 mol/lt. Y un error de: 
ܧݎݎ݋ݎ ൌ 0.123ሺ݉݋݈ ݈ݐ⁄ ሻ െ 0.1ሺ݉݋݈ ݈ݐ⁄ ሻ ൌ 0.023ሺ݉݋݈ ݈ݐ⁄ ሻ (5.43) 
Lo cual significa una mejoría en cuanto al primer controlador, donde se obtuvieron los 
valores de Error ൌ 0.04 para el primer evento y Error ൌ 0.05 para el segundo evento, se 
observa además que la acción de control en lazo cerrado sin perturbaciones no está 
saturada, mientras que cuando existen perturbaciones, la acción de control se satura, pues el 
controlador necesita de energía o de “una capacidad de control” (controlabilidad) para 
manejar las perturbaciones. 
5.4.2 Caso 2. Reactor semilote con flujo de entrada. 
A continuación se muestran tres simulaciones con los mismos eventos dados en la Sección 
5.1.2, lazo cerrado sin perturbación, incertidumbre en las condiciones iniciales y 
perturbación en la concentración de B en el flujo de entrada. 
 
Figura 5.30 Dinámica del reactor semilote en lazo cerrado, (─) estados, (- -) Vmax. 
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Figura 5.31 Dinámica del reactor semilote en lazo cerrado, (─) salida “Nc”, (─) Acción de 
control “q”, (- -) referencia para Nc y (- -) cotas (Umin y Umax). 
 
Figura 5.32 Dinámica del reactor semilote en lazo cerrado, incertidumbre en las 
condiciones iniciales, (─) estados, (- -) Vmax. 
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Figura 5.33 Dinámica del reactor semilote en lazo cerrado, incertidumbre en las 
condiciones iniciales, (─) salida “Nc”, (─) Acción de control “q”, (- -) referencia para Nc y 
(- -) cotas (Umin y Umax). 
 
Figura 5.34 Dinámica del reactor semilote en lazo cerrado, perturbación en CBin, (─) 
estados, (- -) Vmax. 
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Figura 5.35 Dinámica del reactor semilote en lazo cerrado, perturbación en CBin, (─) salida 
“Nc”, (─) Acción de control “q”, (- -) referencia para Nc y (- -) cotas (Umin y Umax). 
En los ensayos realizados puede verse que el volumen se mantiene por debajo del volumen 
máximo o se mantiene muy cerca, aquí el error se da en la salida Nc, que no logra llegar 
exactamente al valor indicado, sin embargo el error cometido es muy pequeño, el error en 
el primer evento fue de: 
ܧݎݎ݋ݎ  ஼ܰ ൌ 0.6ሺ݉݋݈ ݈ݐ⁄ ሻ െ 0.589ሺ݉݋݈ ݈ݐ⁄ ሻ ൌ 0.011ሺ݉݋݈ ݈ݐ⁄ ሻ (5.44) 
Y para el segundo evento el error fue de: 
ܧݎݎ݋ݎ  ஼ܰ ൌ 0.6ሺ݉݋݈ ݈ݐ⁄ ሻ െ 0.594ሺ݉݋݈ ݈ݐ⁄ ሻ ൌ 0.006ሺ݉݋݈ ݈ݐ⁄ ሻ (5.45) 
Recordar que en el caso del reactor semilote, el CPBM respetó la trayectoria seguida por la 
salida, pero el volumen sobrepaso su valor máximo, al implementar la información de los 
Conjuntos de Trayectorias Controlables, se logra respetar esa restricción en el volumen, sin 
afectar (en una gran medida) el seguimiento de la trayectoria por parte de la variable de 
salida. También cabe resaltar el comportamiento de la acción de control, la cual no llega a 
saturarse en ninguno de los casos anteriores. 
5.5 Discusión final 
Este trabajo pone en evidencia la importancia del tiempo de duración del lote, normalmente 
minimizar el tiempo de duración del lote mejora la productividad y las ganancias del 
proceso, pero al mismo tiempo afecta la controlabilidad del proceso. Por lo tanto, el tiempo 
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final del lote es una variable que debe considerarse en el diseño de controladores para PpL. 
También se concluye que el CPBM clásico al no tener en cuenta la irreversibilidad propia 
de los PpL, toma decisiones drásticas afectando la controlabilidad del proceso, 
incumpliendo el objetivo de control o sobrepasando restricciones impuestas al proceso. 
Se propone entonces una forma diferente para encontrar la trayectoria deseada por la cual 
se guiará el proceso, teniendo en cuenta la controlabilidad, determinada por los Conjuntos 
de Trayectorias Controlables. Se aumentan las áreas o volúmenes de los Conjuntos de 
Trayectorias Controlables al tener un tiempo de operación del lote prudente, y por medio de 
los Conjuntos de Acciones de Control Disponibles y del problema de optimización de la 
Sección 5.3, se obtiene una trayectoria con mayor Acciones de Control Disponibles que 
mantienen el estado dentro de los Conjuntos de Trayectorias Controlables. 
Al incorporar los Conjuntos de Trayectorias Controlables en la formulación del CPBM, 
junto con la trayectoria controlable, el CPBM se vuelve un controlador estable, que 
garantiza el cumplimiento del objetivo de control de los PpL; esto es, a partir de una 
condición inicial llegar hasta una condición final deseada a pesar de la incertidumbre en las 
condiciones iniciales. Adicionalmente, con el controlador propuesto se mejora 
considerablemente el rechazo a perturbaciones.  
Finalmente, es de resaltar que la controlabilidad en los PpL es muy débil, debido a la 
irreversibilidad; por lo tanto, pueden existir perturbaciones que saquen los estados de los 
Conjuntos de Trayectorias Controlables, impidiendo que el controlador pueda llevar los 
estados hacia la condición final deseada. Aun así, el poder rechazar perturbaciones en PpL 
contribuye a la robustez del controlador  CPBM estable. También se observa que las 
acciones de control tomadas por el CPBM estable, no son agresivas e incluso no saturan el 
elemento final de control en una operación en lazo cerrado, indicando que existen acciones 
de control que pueden corregir un determinado evento. 
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6 Conclusiones y trabajos futuros 
Este trabajo propone un CPBM estable para PpL, en el cual se incorporan los Conjuntos de 
Trayectorias Controlables dentro del problema de optimización del controlador, evitando 
que los estados pasen a sus condiciones irreversibles y por lo tanto al final del lote se 
obtenga el estado final deseado. Adicionalmente, para el cálculo de la trayectoria deseada 
se propone un funcional de costo que maximice el hipervolumen del Conjunto de Acciones 
de Control Disponibles, obteniéndose un mayor margen de controlabilidad, razón por la 
cual se ha llamado Trayectoria Controlable. 
6.1 Conclusiones y aportes de la tesis. 
El trabajo introduce dos aportes, uno relacionado con la optimización dinámica, en la cual 
se obtiene la trayectoria deseada y otra en el diseño del controlador. 
Obtención de una trayectoria controlable para los estados. 
Se establece que el paradigma de disminuir el tiempo del lote para mejorar la producción 
total, va en contra de la controlabilidad del sistema. Se demuestra que una trayectoria que 
es óptima en el sentido de minimizar el tiempo de duración del lote, no tiene las suficientes 
acciones de control para rechazar perturbaciones. Se debe entonces conciliar la idea del 
tiempo del lote mínimo, y utilizar un tiempo que sea prudente, en el cual se siga obteniendo 
una buena productividad y rentabilidad, pero que no afecte tan abruptamente la 
controlabilidad del sistema. Ésta será entonces una decisión que el diseñador deberá 
considerar cuando determine la trayectoria deseada. Utilizando un tiempo prudente y 
haciendo uso de los Conjuntos de Acciones de Control Disponibles, se puede encontrar una 
Trayectoria Controlable, pues en todo instante de muestreo existen acciones de control que 
pueden mantener los estados dentro del Conjunto de Trayectorias Controlables, si en 
determinado momento una perturbación afecta el proceso, existen acciones de control que 
pueden corregir el efecto de la perturbación. 
CPBM con Conjuntos de Trayectorias Controlables. 
Al utilizar la Trayectoria Controlable como trayectoria deseada en el CPBM, las acciones 
de control que se toman no son extremas, es decir que se evita la saturación de las acciones 
de control por parte del controlador. Al adicionar los Conjuntos de Trayectorias 
Controlables a la formulación del problema de optimización del CPBM, se encuentran 
secuencias de acciones de control que mantienen los estados dentro de los Conjuntos de 
Trayectorias Controlables, logrando así que los estados converjan hacia las condiciones 
finales deseadas, convirtiéndolo en un CPBM estable.  
El objetivo de control se alcanza entonces satisfactoriamente a través de conjuntos que van 
contrayéndose hacia las condiciones finales deseadas, esta formulación tiene una cierta 
analogía con las formulaciones de CPBM estables para procesos continuos (Anexo D), en 
las que existen formulaciones con conjuntos que se contraen hasta llegar al punto de ajuste 
deseado. Es también interesante ver como el CPBM estable, cumple con la estabilidad dada 
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por Srinivasan y Bonvin (2007), en la cual hay una convergencia hacia las condiciones 
finales del proceso y las trayectorias no se alejan demasiado de la trayectoria nominal. 
6.2 Trabajos futuros. 
Los trabajos futuros se pueden agrupar en dos áreas, teoría de conjuntos y teoría de control. 
Exploración de los alcances de los Conjuntos de Trayectorias Controlables. 
Al ser una herramienta nueva para el control de PpL, se puede investigar las diferentes 
aplicaciones en diferentes técnicas de control. También se pueden utilizar para evaluar las 
características dinámicas de cualquier proceso. 
Tiempo mínimo vs Control. 
Aunque minimizar el tiempo de proceso de un lote contribuye de forma importante a 
maximizar la productividad del proceso, se ha corroborado que termina afectando la 
controlabilidad del proceso, el problema entonces es establecer el tiempo adecuado para 
tener suficientes acciones de control para asegurar el estado final y por lo tanto una buena 
calidad del producto, junto con una productividad adecuada. 
Diseño integrado en PpL. 
En el diseño integrado, se diseña tanto el equipo como el sistema de control de un proceso. 
El problema de evaluar la controlabilidad en PpL con las herramientas existentes ha 
impedido que se pueda llegar a un procedimiento para hacer diseño integrado en PpL, ¿Sera 
posible utilizar los Conjuntos de Trayectorias Controlables, para encontrar los parámetros 
de diseño que ayuden a la controlabilidad del proceso?. 
Efecto de la incertidumbre en el CPBM. 
La incertidumbre en los procesos puede afectar el desempeño de un controlador, por lo 
tanto en una aplicación real de la técnica de control, se debe determinar los alcances del 
problema de la incertidumbre. 
Herramientas para el cálculo de conjuntos. 
Se establece que aun no se tienen las herramientas necesarias para poder calcular conjuntos 
en el espacio de estados de una forma exacta, el uso de algoritmos aleatorizados sirve para 
aproximarse lo suficiente para que el método funcione, sin embargo tiene una cierta 
probabilidad de fallo, el uso de la cantidad suficiente de muestras reduce esta probabilidad. 
Herramientas para el manejo de conjuntos no convexos. 
Se establece que algunos sistemas producen conjuntos de tipo no convexos, tales conjuntos 
aun no tienen una representación matemática que sea sencilla de manejar matemáticamente 
para utilizarla en un algoritmo. 
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Anexo A. Modelo de un reactor por lote (reactor 
batch). 
En un tanque agitado se hace reaccionar un compuesto A que produce un compuesto B a 
través de una reacción exotérmica de segundo orden (ܣ ՜ ܤ), el reactor es perfectamente 
agitado y posee una chaqueta para el control de la temperatura dentro del reactor (Figura 
A.1). 
 
Figura A.1 Reactor por lote con chaqueta de enfriamiento. 
A partir de realizar un balance de masa del componente A y un balance de energía, es 
posible establecer un modelo dinámico del sistema de solución líquida dentro del reactor. 
El balance de masa por componente dentro del reactor conduce a: 
݀ܯ஺
݀ݐ
ൌ ݎ஺ܸ (A.1) 
En el cual se indica que los cambios de masa de A en el tiempo, se deben a la reacción 
química. Para este caso la cinética de reacción que corresponde a una reacción de segundo 
orden es: 
ݎ஺ ൌ െ݇଴݁ି
ா
ோ்ൗ ܥ஺ଶ (A.2) 
Reorganizando la ecuación anterior, y reemplazando ܯ஺ ൌ ܥ஺ܸ. 
݀ܥ஺ܸ
݀ݐ
ൌ െ݇଴݁ି
ா
ோ்ൗ ܥ஺
ଶܸ (A.3) 
Como el volumen dentro del tanque no cambia durante todo el tiempo de operación 
entonces se obtiene la dinámica de la concentración de A dentro del reactor: 
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݀ܥ஺
݀ݐ
ൌ െ݇଴݁ି
ா
ோ்ൗ ܥ஺ଶ (A.4) 
El balance de energía del sistema es: 
݀ܧ்
݀ݐ
ൌ െ ሶܳ௜௡௧ ൅ ሺെΔܪሻݎ஺ܸ (A.5) 
Como el sistema es cerrado, la energía total del sistema se puede aproximar a la entalpía del 
sistema, que está dada por: 
ܧ் ൌ ܯܪ෡ ൌ ܯܥ௉ሺܶ െ ௥ܶ௘௙ሻ (A.6) 
Tref es la temperatura de referencia que se tome para el sistema (en este caso Tref=0ºC). El 
calor que se intercambia con la chaqueta ( ሶܳ ௜௡௧) se puede aproximar mediante la siguiente 
expresión: 
ሶܳ ௜௡௧ ൌ ܷܣሺܶ െ ௝ܶሻ (A.7) 
Por lo tanto, al reemplazar en el balance de energía se puede obtener: 
݀ܯܥ௉ܶ
݀ݐ
ൌ െܷܣ൫ܶ െ ௝ܶ൯ ൅ ሺെΔܪሻܸ݇଴݁ି
ா
ோ்ൗ ܥ஺
ଶ (A.8) 
Como el sistema es cerrado, la masa dentro del reactor se mantiene constante, y 
considerando que el calor específico es también constante, entonces: 
݀ܶ
݀ݐ
ൌ െ
ܷܣ
ܯܥ௉
൫ܶ െ ௝ܶ൯ ൅
ሺെΔܪሻܸ
ܯܥ௉
݇଴݁ି
ா
ோ்ൗ ܥ஺
ଶ (A.9) 
La cual constituye la dinámica de la temperatura dentro del reactor. Las variables ܥ஺ y ܶ 
constituyen los estados del proceso (ݔଵ ൌ ܥ஺, ݔଶ ൌ ܶ), mientras que se considera que la 
variable Tj correspondiente a la temperatura de la chaqueta será la variable a manipular en 
un lazo de control (Tj=u), esto se puede lograr a través de un sistema de control en la 
chaqueta, que sea independiente del sistema del reactor y que permita tener una incidencia 
rápida sobre esta variable del proceso de forma que sirva como una variable manipulada 
adecuada. Luego la descripción de la dinámica del reactor por lotes tiene la siguiente 
representación en el espacio de estados: 
ݔሶଵ ൌ െ݇଴݁
ିா ோ௫మൗ ݔଵଶ (A.10) 
ݔሶଶ ൌ െ
ܷܣ
ܯܥ௉
ሺݔଶ െ ݑሻ ൅
ሺെΔܪሻܸ
ܯܥ௉
݇଴݁
ିா ோ௫మൗ ݔଵଶ (A.11) 
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Esta representación permite visualizar las no linealidades inherentes del proceso, como por 
ejemplo el estado x2 en la función exponencial, y la multiplicación de estados. Para este 
caso, por cuestiones de diseño del equipo, la variable manipulada (Tj) está restringida a 
tomar valores de 20 ºC hasta 96 ºC: 
௝ܶ א ሾ20ሺºܥሻ, 96ሺºܥሻሿ 
Los parámetros del modelo son (Lee y Lee, 2000): 
ܷܣ
ܯܥ௣ൗ
ൌ 0.09 ሺ ௟
୫୧୬
ሻ   
ሺെΔܪሻܸ
ܯܥ௉
ൗ ൌ 1.64 ൬ºܭ
݈
݉݅݊
൰ 
݇଴ ൌ 2.53 ൈ 10ଵଽ ൬
݈
min݉݋݈
൰ 
ܧൗܴ ൌ 13550 ሺºܭሻ 
Las condiciones iniciales del sistema dinámico es (Lee y Lee, 2000): 
ܥ஺଴ ൌ 0.9  ൬
݉݋݈
݈
൰ 
଴ܶ ൌ 25 ሺºܥሻ 
El objetivo de control de este proceso es lograr una alta conversión en la reacción, por lo 
tanto se ha fijado una concentración final del reactivo de 0.1 mol/lt. 
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Anexo B. Modelo de un reactor semilote (reactor 
semibatch). 
En un reactor de tanque perfectamente agitado se lleva a cabo la reacción elemental de 
segundo orden ܣ ൅ ܤ ՜ ܥ, el proceso es isotérmico (la temperatura permanece constante) y 
se tiene una alimentación de B, que permitirá tener un control de la conversión de la 
reacción (Figura B.1). 
 
Figura B.1 Reactor semilote 
Para este proceso, se pueden deducir las dinámicas del volumen y de la concentración de A 
y B a partir de los balances de masa total y de moles de los componentes A y B. El balance 
de masa para el sistema de la solución dentro del reactor es el siguiente: 
݀ܯ
݀ݐ
ൌ ሶ݉  (B.1) 
Donde ሶ݉  es el flujo de materia que entra al reactor, por definición de la densidad, ܯ ൌ ߩܸ 
y ሶ݉ ൌ ߩݍ. Considerando que la densidad del flujo de entrada es prácticamente igual a la 
densidad de la masa del reactor, entonces: 
ܸ݀
݀ݐ
ൌ ݍ (B.2) 
Que es la dinámica del volumen dentro del reactor. El balance de moles de A en el reactor 
es el siguiente: 
݀ ஺ܰ
݀ݐ
ൌ ̂ݎ஺ܸ (B.3) 
Por definición de concentración molar ஺ܰ ൌ ܥ஺ܸ, reemplazando se obtiene: 
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݀ሺܥ஺ܸሻ
݀ݐ
ൌ ̂ݎ஺ܸ (B.4) 
Utilizando la regla de la derivada de un producto: 
݀ܥ஺
݀ݐ
ܸ ൅
ܸ݀
݀ݐ
ܥ஺ ൌ ̂ݎ஺ܸ (B.5) 
Reemplazando la derivada del volumen con respecto al tiempo y con ̂ݎ஺ ൌ െ݇ܥ஺ܥ஻, se 
tiene que: 
݀ܥ஺
݀ݐ
ൌ െ݇ܥ஺ܥ஻ െ
ݍ
ܸ
ܥ஺ (B.6) 
Ecuación diferencial que representa la dinámica de la concentración de A, el balance de 
moles de B en el reactor es el siguiente: 
݀ ஻ܰ
݀ݐ
ൌ ̂ݎ஺ܸ ൅ ሶܰ஻௜௡ (B.7) 
Donde NBin son las moles que entran por el flujo, ஻ܰ ൌ ܥ஻ܸ y ሶܰ஻௜௡ ൌ ܥ஻௜௡ݍ, luego: 
݀ܥ஻ܸ
݀ݐ
ൌ െ݇ܥ஺ܥ஻ܸ ൅ ܥ஻௜௡ݍ (B.8) 
Por la derivada de un producto: 
݀ܥ஻
݀ݐ
ܸ ൅
ܸ݀
݀ݐ
ܥ஻ ൌ െ݇ܥ஺ܥ஻ܸ ൅ ܥ஻௜௡ݍ (B.9) 
Reemplazando la derivada del volumen: 
݀ܥ஻
݀ݐ
ൌ െ݇ܥ஺ܥ஻ ൅
ݍ
ܸ
ሺܥ஻௜௡ െ ܥ஻ሻ (B.10) 
Esta es la dinámica de la concentración de B. por medio de la dinámica de la concentración 
de A y del volumen se puede encontrar también la dinámica del producto C, a través de la 
siguiente ecuación: 
ܥ஼ ൌ
ܥ஺଴ ଴ܸ ൅ ܥ஼଴ ଴ܸ െ ܥ஺ܸ
ܸ
 (B.11) 
Por condiciones de diseño el valor de la variable manipulada está restringida a los valores 
entre 0 lt/h y 0.03 lt/h. 
ݍ א ቂ0ቀ݈ݐൗ݄ ቁ, 0.03ቀ݈ݐൗ݄ ቁቃ 
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Los parámetros y las condiciones iniciales fueron tomadas de (Srinivasan et al., 2003): 
݇ ൌ 0.0482 ቀ݈ ݉݋݈ ݄ൗ ቁ 
ܥ஻௜௡ ൌ 2ቀ݉݋݈ ݈ൗ ቁ 
ܥ஺଴ ൌ 2ቀ݉݋݈ൗ݈ ቁ 
ܥ஻଴ ൌ 0.63ቀ݉݋݈ൗ݈ ቁ 
଴ܸ ൌ 0.7 ሺ݈ሻ 
ܥ஼଴ ൌ 0ቀ݉݋݈ ݈ൗ ቁ 
Al final, se debe producir 0.6 moles de C, que corresponde a una conversión de 0.43 y a 
una concentración de A final de 0.8 moles, debe tenerse en cuenta además, que el volumen 
está restringido a un volumen máximo de 1 litro. 
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Anexo C. Generalidades sobre el control de procesos. 
El control de procesos es la rama de la automática que se encarga del análisis y diseño de 
sistemas de control en procesos, tiene como objetivos mantener la seguridad en la 
operación del proceso tanto para las personas como para el medio ambiente y los equipos 
involucrados, mantener especificaciones del producto que permitan cumplir con los 
requerimientos necesarios de calidad y competitividad y mantener condiciones operativas 
que permitan una productividad especifica y un consumo mínimo de materias primas y 
energía. 
Para lograr estos objetivos de una forma estructurada y sistemática, el control de procesos 
se apoya en la teoría de control para hacer el análisis y la síntesis de estos sistemas de 
control, utilizando algunos índices como la observabilidad, la controlabilidad, la estabilidad 
y el desempeño, teniendo esto en cuenta a continuación se definen algunos términos 
importantes utilizados en el control de procesos, luego se definen de una forma simple cada 
uno de las propiedades utilizadas en teoría de control. 
C.1 Términos importantes en el control de procesos. 
Variable de entrada. Aquellas que pueden ser estimuladas o excitadas independiente y 
externamente produciendo cambios internos en las condiciones del proceso. 
Variables de salida. Aquellas variables dependientes que entregan información acerca del 
estado interno del proceso. 
Variable controlada. También llamada variable de proceso, es la variable que se debe 
controlar o mantener en el valor deseado (“set point” o “punto de ajuste”), Frecuentemente 
la variable controlada coincide con la salida del proceso. 
Variable manipulada. Es la variable que se utiliza para mantener a la variable controlada 
en el valor deseado. 
Vector de estado. Grupo de variables esenciales para describir completamente el estado 
interno o condición de un proceso. También se define como el conjunto mínimo de 
variables tales que, dado su valor en un tiempo inicial t0, es posible conocer su valor en 
cualquier instante posterior t1 siempre y cuando se conozcan las entradas del proceso en el 
periodo t0 - t1. 
Variable de estado. Son las variables que componen el vector de estado. 
Perturbación. Es aquella señal que tiende a afectar negativamente el valor de la variable 
controlada. Si la perturbación se genera dentro del sistema se denomina interna, si se genera 
fuera del sistema se denomina externa y es considerada como una variable de entrada. 
Control de regulación. Tiene como finalidad rechazar las perturbaciones para mantener la 
variable controlada en el punto de ajuste, es decir, el objetivo principal es mantener la 
variable controlada en el punto de ajuste. 
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Control de seguimiento. Cuando el punto de ajuste cambia con el tiempo (caso típico de 
los PpL) el sistema de control tiene la doble función de rechazar las perturbaciones y seguir 
la trayectoria determinada por el punto de ajuste. 
Control realimentado. Filosofía de control en la que se pretende compensar el efecto de 
todas las perturbaciones con base en el error que éstas generan en la variable controlada con 
respecto a su valor deseado. 
Control prealimentado. Filosofía de control en la que se trata de compensar el efecto de la 
perturbación antes de que ésta tenga un efecto sobre la variable controlada. Para ello, la 
perturbación debe medirse tan pronto se produzca y se debe actuar sobre la variable 
manipulada para compensar el efecto de la perturbación logrando que el efecto total sobre 
la salida sea nulo. 
Control combinado. Aprovecha las bondades del control realimentado y prealimentado. La 
prealimentación compensa el efecto de perturbaciones medibles sobre la salida y la  
realimentación aporta su efecto estabilizante sobre el sistema. 
C.2 Observabilidad. 
Un sistema es observable si dados los valores de las entradas y salidas de un sistema en un 
intervalo de tiempo, se puede determinar el valor de los estados basándose solo en estos 
valores y un modelo en el espacio de estados. (Hangos, 2004). La observabilidad está ligada 
entonces a la posibilidad de poder construir el vector de estados de un sistema a partir de las 
mediciones e información que se tiene sobre el proceso. Que un sistema sea observable es 
importante para establecer las condiciones dinámicas de tal proceso, conocer los estados es 
tener la visión de lo que ocurre con la dinámica del proceso 
C.3 Controlabilidad. 
Se dice que un sistema es controlable si es posible llevar cualquier estado a cualquier otro 
estado diferente con una señal de entrada apropiada. En un sistema a ser controlado es vital 
saber que realmente es controlable, por lo tanto, antes de cualquier diseño, se debe probar 
esta propiedad en cualquier sistema. La controlabilidad es un concepto artificial que 
permite analizar qué tipo de efecto produce una determinada entrada (causa) en los estados 
de sistema a ser controlados, con el fin de brindar elementos de juicio que ayuden a realizar 
un mejor diseño del control de un proceso. Describe la interacción entre las variables de 
entrada manipuladas y las variables de estado y es por tanto una propiedad del sistema en 
sí, independiente del tipo de controlador que se utilice. 
El punto de partida en el análisis formal de un sistema de control es mediante su 
representación por medio de un modelo matemático, generalmente ecuaciones diferenciales 
forzadas. La controlabilidad se le verifica al modelo matemático que representa al sistema 
de interés, desde esta perspectiva la controlabilidad se puede interpretar como la extensión 
de los teoremas de existencia y unicidad de la solución de ecuaciones diferenciales a la 
formalización de la familia de soluciones de ecuaciones diferenciales forzadas que 
representan un sistema de control y sus posibles comportamientos. 
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Existe numerosa bibliografía dedicada al estudio de la controlabilidad tanto de sistemas 
lineales, como de sistemas no lineales en donde se pueden encontrar dos diferentes 
perspectivas del problema de la controlabilidad: la enmarcada por la geometría diferencial y 
el algebra de Lie (Kalman, 1960; Hermann y Krener 1977; Nijmeijer y Van der Schaft 
1990; Isidori, 1995; Sontag, 1998) y la enmarcada en la teoría de conjuntos invariantes 
(Bertzekas y Rhodes, 1971; Blanchini, 1999; Kerrigan, 2000). Aunque ambas teorías se 
encuentran desarrolladas tanto para sistemas continuos, como para sistemas discretos, la 
mayoría de aplicaciones de la controlabilidad basada en geometría diferencial y algebra de 
Lie se han realizado para sistemas continuos, mientras que las aplicaciones de 
controlabilidad basadas en la teoría de conjuntos invariantes se han desarrollado para 
sistemas discretos. 
C.4 Estabilidad. 
El concepto de estabilidad es un concepto importante en el análisis de sistemas dinámicos, 
siempre se tiene el pensamiento de que para el investigador un sistema que es estable es 
deseable. La estabilidad o la inestabilidad se utilizan también en el lenguaje cotidiano, 
oímos decir que la economía de aquel país es estable, un ingeniero civil puede decir que el 
puente es estable, el químico dice que la reacción es estable, y un médico puede evaluar a 
un paciente y considerar que es estable. Luego un concepto como este puede manejar cierta 
ambigüedad que merece tener una definición en términos precisos. No fue sino hasta el año 
1892, cuando Lyapunov formuló de manera precisa el concepto de estabilidad, ese ha sido 
el punto de partida para establecer otras variantes de tan importante concepto, formando 
una amplia gama de teoremas y definiciones aplicables a temas particulares. Según 
Lyapunov un punto de equilibrio se dice estable si todas las soluciones que se inicien en las 
cercanías del punto de equilibrio permanecen en las cercanías del punto de equilibrio; de 
otro modo el punto de equilibrio es inestable, Véase (Khalil, 1996). 
C.5 Desempeño. 
El desempeño es un indicador que se evalúa para cierto sistema de control diseñado, su 
función es verificar si un controlador tiene un buen comportamiento, por lo tanto es una 
propiedad que sólo se puede obtener una vez se diseñe el controlador. Se puede decir que el 
desempeño es una propiedad menos teórica que las demás, y no tiene una matemática 
complicada para evaluarlo, simplemente se pueden encontrar indicadores, criterios o reglas 
para poder comparar diseños de controladores. Se puede convertir entonces en una salida 
viable cuando no es posible evaluar la estabilidad o controlabilidad. 
Existen varias formas de evaluar desempeño, entre estas se encuentran los criterios ISE 
(integral del error cuadrático), IAE (integral del error absoluto) e ITAE (integral temporal 
absoluta del error). Es posible encontrar también comparaciones en tiempos de respuesta, 
sobreimpulsos u oscilaciones, también es común la comparación grafica. 
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Anexo D. Control predictivo basado en modelo. 
El CPBM más que una técnica de control en sí misma, es una metodología de control con 
las siguientes características (Camacho y Bordons, 2000): 
• Uso explícito de un modelo para predecir la salida del proceso en futuros instantes de 
tiempo (horizonte). 
• Cálculo de las señales de control minimizando una cierta función objetivo. 
• Estrategia deslizante, de forma que en cada instante el horizonte se va desplazando hacia 
el futuro, lo que implica aplicar la primera señal de control en cada instante y desechar el 
resto, repitiendo el cálculo en cada instante de muestreo. 
Así pues, el Control Predictivo Basado en Modelo puede definirse como un método de 
control combinado (prealimentación + realimentación), en el cual se obtiene una ley de 
control factible al minimizar una función objetivo que contiene los criterios de 
funcionamiento deseados del proceso.  Para la optimización de dicha función se utilizan las 
mediciones del proceso y las predicciones realizadas por un modelo apropiado del proceso, 
de tal forma que se garantice la estabilidad y el desempeño del proceso aún bajo 
restricciones. 
El CPBM presenta una serie de ventajas y desventajas sobre otros métodos, entre las que 
destacan (Camacho y Bordons, 2000): 
Ventajas. 
• Puede ser usado para controlar una gran variedad de procesos, desde aquellos con 
dinámica relativamente simple hasta otros con dinámicas más complejas, inclusive sistemas 
con grandes retardos y sistemas de fase no mínima o inestable.  
• Permite tratar con facilidad el caso multivariable. 
• Posee intrínsecamente compensación para tiempos muertos (retardo). 
• Resulta conceptualmente simple la extensión al tratamiento de restricciones, que pueden 
ser incluidas de forma sistemática durante el proceso de diseño. 
• Es muy útil cuando se conocen las futuras referencias (robótica o procesos por lotes). 
• Posee un control prealimentado (feedforward) que permite compensar las perturbaciones 
medibles. 
• Es una metodología completamente abierta basada en algunos principios básicos que 
permite futuras extensiones. 
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Desventajas. 
• La necesidad de un modelo apropiado, que capture al máximo la dinámica del proceso. 
• La carga computacional para realizar algunos casos (CPBM no lineal). 
• Sintonización. No existe una clara relación entre los parámetros de sintonía y el 
comportamiento del sistema. 
D.1 Elementos que forman el controlador predictivo basado en modelo. 
Todos los controladores predictivos poseen tres elementos comunes, un modelo de 
predicción, un bloque optimizador, y una estrategia deslizante para obtener la ley de 
control. Para cada uno de estos elementos se pueden elegir diversas opciones, dando lugar a 
distintos algoritmos que difieren entre sí provocando distintos comportamientos en lazo 
cerrado, por lo que es fundamental utilizar la estrategia más adecuada que garantice el éxito 
de un determinado algoritmo.  
Modelo de Predicción. 
El modelo del CPBM es el componente más importante del controlador. Se debe construir 
un modelo que capture al máximo las dinámicas principales que describen el proceso, y 
permita el cálculo de las predicciones. Además es importante que represente y describa el 
proceso para poder hacer un análisis teórico. Estos modelos deben representar las 
relaciones entre las entradas y salidas (ó estados), al igual que las perturbaciones medibles 
del sistema.  
Optimizador. 
Como su nombre lo indica allí se realiza el proceso de optimización de la función objetivo 
teniendo en cuenta las restricciones, estos dos términos se definen a continuación. 
Función Objetivo. Como se mencionó anteriormente el CPBM halla la acción de control 
por medio de una optimización que se realiza sobre la función objetivo ó funcional de costo 
en un instante determinado (cada instante de muestreo). Esta función es elegida por el 
diseñador del sistema de control, generalmente la función objetivo tiene la forma: 
ܸ൫ݔሺ݇ሻ, ݑሺ݇ሻ൯ ൌ ෍ ߙ௜ൣݔሺ෢ ݇ ൅ ݅|݇ሻ െ ݔ௥௘௙ሺ݇ ൅ ݅ሻ൧
ଶ
௡భ
௜ୀ௠భ
൅ ෍ ߚ௜ሾΔݑሺ݇ ൅ ݅ െ 1ሻሿଶ
௡మ
௜ୀ௠మ
൅ ෍ ߪ௜ൣݑሺ ݇ ൅ ݅|݇ሻ െ ݑ௥௘௙ሺ݇ ൅ ݅ሻ൧
ଶ
௡య
௜ୀ௠య
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Figura D.3 Estrategia de horizonte deslizante. 
En la Figura D.3, el Horizonte de predicción (HP) se refiere al número de tiempos de 
muestreo en el futuro en los cuales la salida será predicha a través de un modelo del 
proceso, y el horizonte de control (HC), es el número de tiempos de muestreo en el futuro 
en los cuales se cambiará la variable manipulada, por encima de este valor la acción de 
control permanece constante.  Si se consideran HC tiempos de muestreo, se tienen HC 
grados de libertad para retornar la salida del proceso a su valor deseado sobre el horizonte 
de predicción HP. En general HC< <HP. Cabe resaltar que la acción de control medida varía 
en cada tiempo de muestreo, esto debido a la estrategia de horizonte deslizante, que 
actualiza este valor cada vez que se realiza la optimización. 
D.2 Clasificación de los CPBM. 
Los algoritmos de CPBM difieren entre sí, principalmente en el modelo usado para 
representar el proceso, es decir modelo lineal o no lineal. 
Control Predictivo Basado en Modelo Lineal. 
El Control Predictivo Basado en Modelo se dice que es lineal si cumple las siguientes 
condiciones:  
• El modelo de predicción es lineal.  
• No existen restricciones sobre las variables o estados del proceso.  
• Se usa un funcional de costo cuadrático.  
Esto es, si el modelo de predicción es lineal se puede encontrar (reemplazando en el 
funcional de costo) una acción de control óptima tal que se minimice la función objetivo, 
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que en el caso más común es cuadrática. Además, si no se usan restricciones sobre los 
estados, es decir, no se tienen no linealidades por saturación  entonces lo anterior se cumple 
a cabalidad.  
En la actualidad existen numerosas investigaciones en el tema que permiten denominar al 
CPBM Lineal como un tema “maduro” y bien fundamentado, donde se pueden garantizar 
tópicos tan importantes como la estabilidad, optimalidad y la factibilidad de las acciones de 
control.  
Control Predictivo Basado en Modelo No lineal. 
El Control Predictivo Basado en Modelo no lineal es una variación del CPBM caracterizada 
por el uso de modelos de sistemas no lineales en la predicción, y/o restricciones de los 
estados del proceso. Este requiere de métodos iterativos para solucionar los problemas de 
control óptimo en el horizonte de predicción. Mientras estos problemas son convexos en 
CPBM lineal, en el no lineal no lo son, lo cual plantea desafíos para la teoría de estabilidad 
y los métodos de solución numérica. 
CPBM Multivariable. 
En la actualidad se tienen procesos en los cuales se deben controlar más de una variable 
simultáneamente. Ejemplo de ello, un Reactor de Tanque Continuamente Agitado (Figura 
D.4). 
 
Figura D.4. Reactor  de Tanque Continuamente Agitado 
Donde se desea controlar la Concentración CA, y la temperatura T del reactor, la 
Temperatura de la chaqueta Tc, y el Nivel L. 
Esto es un problema resuelto si las dinámicas de dichas variables no interactúan entre sí, es 
decir, no están acopladas; bastaría implementar un controlador para cada variable a 
controlar, como se muestra en la Figura D.5. 
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Tipos de CPBM no lineal que garantizan estabilidad. 
Una forma intuitiva de garantizar estabilidad es utilizar un funcional de costo con horizonte 
de predicción infinito, lo que generalmente resulta en un problema de optimización 
dimensionalmente infinito (Chen and Allgöwer, 1998). Para sistemas no lineales, resolver 
tal problema de optimización es bastante complicado, más no imposible. En esta sección se 
presenta una revisión bibliográfica de los esquemas de control predictivo basado en modelo 
no lineal que tienen estabilidad garantizada, cuyo denominador común es la utilización de 
la teoría de Lyapunov, y en particular, el costo óptimo como función de Lyapunov.  Las 
modificaciones corresponden principalmente a variaciones en el funcional de costo y en la 
restricción terminal. 
 
Figura D.6. Clasificación de CPBM que garantizan estabilidad 
CPBM con restricción terminal de igualdad. 
Este esquema garantiza estabilidad adicionando una restricción terminal, con la cual se 
obliga al estado ó salida a tomar un valor de cero al final del horizonte de predicción, bajo 
ciertas condiciones de controlabilidad y observabilidad del sistema. 
ݔොሺݐ ൅ ܪ௉ሻ ൌ 0 (D.2) 
Si la condición de igualdad es factible, es decir que el sistema al final del horizonte finito 
esta en el origen y la perturbación está en cero, entonces el sistema nominal no perturbado 
permanece en el origen por tiempo indefinido. Esto permite pensar el horizonte de 
predicción finito como si se expandiera hasta un horizonte infinito. 
Este tipo de CPBM fue propuesto inicialmente  para garantizar estabilidad en sistemas LQR 
con restricciones (Kwon y Pearson, 1977). Luego en 1988, Keerthi y Gilbert, proponen 
dicho esquema para un sistema en tiempo discreto, no lineal con restricciones. Finalmente 
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en 1990,  Mayne y Michalska formulan este controlador para sistemas en tiempo continuo y 
se relajan las condiciones para garantizar la estabilidad. 
Para cumplir esta restricción es necesario realizar una minimización exacta, lo cual en el 
caso no lineal implica un número infinito de iteraciones en la optimización, que representa 
un costo computacional muy alto, lo cual convierte este esquema poco  atractivo, además 
los problemas de factibilidad de  esta técnica llevan a regiones de operaciones muy 
restringidas. Por esto, sólo es útil e implementable en casos lineales. 
CPBM con costo terminal. 
En este esquema al funcional de costo tradicional se le adiciona un término que penaliza el 
estado terminal, denominado costo terminal, cabe notar que en este tipo de CPBM no hay 
restricción terminal. Inicialmente se propone para sistemas lineales sin restricciones en 
(Bitmead et al., 1990), allí, el costo terminal se propone como: 
ܨሺݔሻ ൌ ൬
1
2
൰ ݔ் ௙ܲݔ (D.3) 
Donde la matriz P se halla a partir de la ecuación de diferencia de Ricati. En (Rawlings y 
Muske, 1993), se propone para un sistema lineal estable con restricciones politópicas, y se 
toma como costo terminal, el costo infinito resultante de aplicar la actuación nula. En 
(Alamir y Bornard, 1995) se utiliza esta técnica para sistemas no lineales tomando como 
costo terminal el costo de un controlador localmente estabilizante durante un periodo 
suficientemente largo. 
Generalmente es necesario tener una restricción terminal, sin embargo en esta clase de 
CPBM no la hay, pero implícitamente se tiene un requerimiento  el cual indica que 
ݔሺܰሻ א ௙ܺ para todos los estados iniciales en un conjunto compacto dado, y esto se 
satisface al elegir un N lo suficientemente largo, por lo tanto basta elegir N largo sin 
necesidad de incluir explícitamente que ݔሺܰሻ א ௙ܺ. 
CPBM con restricción terminal de desigualdad. 
Con el fin de disminuir la carga computacional que representa el cumplimiento de una 
restricción terminal de igualdad se propone el CPBM con restricción terminal de 
desigualdad, en este tipo de CPBM se encuentran: CPBM por modo dual y CPBM con 
estabilidad forzada. 
CPBM por modo dual. 
Desde el punto de vista computacional, ninguna restricción terminal de igualdad puede 
satisfacerse en un número finito de pasos cuando se aplica CPBM a un proceso no lineal  
(Michalska y Mayne, 1993). Es por esto que se usa una restricción terminal de desigualdad, 
donde se satisface aproximadamente una restricción terminal de igualdad es decir se 
garantiza estabilidad bajo la restricción: 
ݔොሺݐ ൅ ܪ௉ሻ א Ω (D.4) 
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Esta restricción implica que para garantizar estabilidad el estado ó las salidas al final del 
horizonte de predicción finito variable deben estar en Ω. Se sugiere tomar el horizonte de 
predicción con suficiente holgura para permitir la entrada del estado ó la salida en Ω en un 
tiempo t<HP.  
Las propiedades de estabilidad del CPBM se conservan únicamente fuera de dicha región 
(Ω), dentro de ella el proceso empieza a ser controlado por una nueva ley de control local 
de la cual depende la estabilidad finalmente, como se muestra en la Figura D.7. De allí el 
nombre de CPBM por modo dual ya que garantiza estabilidad por medio de la conmutación 
de dos controladores. 
Esta nueva ley puede ser de control lineal de realimentación de estado, ݑ ൌ ܭݔ ó de salida, 
por ejemplo un  PID. A este planteamiento se le denomina CPBM por modo dual con ley 
de control lineal. 
 
Figura D.7 Modo Dual, la línea azul es la región de conmutación entre los dos 
controladores. 
En este esquema el horizonte de predicción disminuye en cada instante de cálculo, la 
trayectoria generada por el sistema controlado está muy cerca de la trayectoria inicial, 
acercándose a la región Ω, de esta manera, el problema converge (se hace estable). Cuando 
se determina una solución factible al problema inicial, se obtienen más fácilmente 
soluciones factibles a los problemas subsecuentes de optimización: la solución del 
problema de optimización en cada paso “construye” la acción de control para el paso 
siguiente. 
La gran desventaja de este esquema es la determinación del conjunto Ω, que es un conjunto 
de Lyapunov para el sistema no lineal y su linealización alrededor del origen. Otra de las 
principales desventajas es la determinación de una estrategia de conmutación suave y una 
ley de control lineal por realimentación, de modo que se garantice la estabilidad del 
conjunto en lazo cerrado (De Oliveira, 1996). 
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Esta estrategia fue propuesta en (Michalska y Mayne, 1993) para sistemas no lineales en 
tiempo continuo y sujeto a restricciones. En este trabajo, se elige como región terminal un 
invariante positivo del sistema no lineal controlado por un controlador local. Además, para 
garantizar la factibilidad se introduce como variable de decisión el horizonte de predicción. 
El controlador así formulado garantiza que conduce al sistema a la región terminal, donde 
el sistema pasa a regularse por el controlador local que lo estabiliza al origen. De ahí que 
este controlador se denomine controlador CPBM dual. Las bondades de esta formulación 
son tan notables, que marcó las futuras líneas de investigación en estabilidad. 
CPBM con estabilidad forzada. 
Aquí se garantiza estabilidad por medio de una  restricción  estabilizante, esta restricción 
puede realizarse sobre los estados o sobre una función de Lyapunov, a este esquema se le 
conoce también como CPBM contractivo. 
Con el fin de garantizar estabilidad en lazo cerrado en CPBM No Lineal, (Yan y Polak, 
1993) introdujeron el método de Control Predictivo Basado en Modelo con Restricciones 
de Contracción. En este trabajo, se propone una nueva restricción de contracción al 
problema de optimización, tal restricción de estabilidad impone una contracción 
previamente establecida en el vector de entrada o de salida. El problema de optimización se 
formula: 
min
௨ሺ൉ሻ்಴
ܬሺݔሺݐሻ, ݑതሺ൉ሻ, ஼ܶሻ (D.5) 
Sujeto a: 
஼ܶ א ሾݐ ൅ ଵܶ, ݐ ൅ ଶܶሿ (D.6) 
ԡݔҧሺݐ ൅ ஼ܶሻԡଶ ൑ ߙଶԡݔሺݐሻԡଶ (D.7) 
max
௥אሾ௧,௧ା்಴ሿ
ԡݔҧሺ߬ሻԡଶ ൑ ߚଶԡݔሺݐሻԡଶ (D.8) 
Donde T
1 
es el tiempo mínimo necesario para resolver el problema de optimización, T
2 
es 
un límite superior a priori sobre el horizonte de control. Y finalmente las restricciones (2) y 
(3) con α:(0,1] y β:[1,ω) se utilizan para garantizar la estabilidad en lazo cerrado y α se 
denomina factor de contracción.  
La principal ventaja de esta propuesta es que garantiza estabilidad exponencial del lazo 
cerrado al origen, asumiendo que el origen es un punto de equilibrio. Sin embargo esta 
aproximación no es muy atractiva para aplicaciones, debido a que la factibilidad del 
problema de optimización en cada instante de muestreo no puede ser garantizada. Además 
de que la especificación por la función objetivo del comportamiento deseado del 
controlador, se puede ver afectada por la influencia directa de la elección de los parámetros 
α y β para el diseño. 
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En (Primbs et al., 2000) se propone otro tipo de CPBM con estabilidad forzada, donde se 
garantiza la estabilidad forzando que una función de control de Lyapunov conocida a priori, 
sea estrictamente decreciente: 
ܸ൫ݔሺ݇ ൅ ݆|݇ሻ൯ ൏ ܸሺݔ௞ሻ (D.9) 
Esta restricción se impone en la actuación para el instante actual uk, y garantiza estabilidad 
para todo horizonte de predicción N. 
CPBM con costo y restricción terminal. 
Esta es la estructura en la que se enmarcan las más recientes formulaciones del CPBM. Es 
importante decir que en algunas de las formulaciones propuestas en las que se garantiza 
estabilidad con la adición únicamente de una función de coste terminal, implícitamente se 
impone que la predicción alcance una vecindad del origen. En consecuencia se deben 
considerar también como formulaciones con restricción terminal. 
El primer trabajo en el que se garantiza estabilidad incorporando ambos ingredientes es en 
(Sznaier y Damborg, 1987) en el cual, para sistemas lineales sujetos a restricciones 
politópicas, se considera como controlador local el LQR y como región terminal un 
invariante asociado. 
Esta misma línea se sigue en (Parisini y Zoppoli, 1995) para sistemas no lineales en tiempo 
discreto con restricciones. Se calcula un controlador lineal basado en la linealizacion del 
modelo en torno al punto de equilibrio (análogamente al procedimiento presentado  
(Michalska y Mayne, 1993) para el cálculo de la región terminal) y se toma como coste 
terminal una función proporcional a la función de Lyapunov asociada al sistema linealizado 
en torno al origen en bucle cerrado. 
En (De Nicolao et al., 1998) se propone como coste terminal el coste infinito incurrido por 
el sistema controlado por el controlador local. Esta opción es una aproximación razonable 
al coste óptimo en el estado terminal, por lo que el coste del CPBM será próximo al del 
controlador óptimo. La región terminal es un invariante positivo del sistema controlado por 
el controlador local. En (Magni et al., 2001), se propone una formulación implementable 
del controlador predictivo anterior. Se basa en considerar como función de coste terminal 
una aproximación truncada del coste infinito. Pero lo más destacable de este trabajo es que 
considera un horizonte de predicción mayor que el de control gracias a la incorporación del 
controlador local. 
En (Jadbabaie et al., 2001) se establece la estabilidad de un controlador predictivo para 
sistemas sin restricciones, tomando como coste terminal una función de Lyapunov de 
control y sin restricción terminal.  
La formulación del CPBM incluyendo explícitamente la restricción terminal y la función de 
coste terminal no se alcanza hasta el denominado CPBM con horizonte quasi-infinito (Chen 
y Allgöwer, 1998).  
CPBM con horizonte quasi-infinito. 
Esta propuesta se apoya de alguna manera en el desarrollo del esquema de control dual 
propuesta por Mayne y Michalska en 1993. En este  esquema se optimiza en línea cierto 
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funcional de costo que consiste en una integral del cuadrado del error (ISE por sus siglas en 
inglés: Integral of Square Error) que incluye un término cuyo costo es de horizonte finito 
(donde como es usual se ponderan los errores en la salida y las velocidades de cambio de la 
entrada y la salida) y un costo terminal sujeto a las dinámicas del sistema, restricciones de 
entrada y a una restricción de desigualdad terminal de estado o región de atracción del 
sistema (Ω). Este costo adicional que no entra en la integral es un “balanceador” o 
“aproximador” a una integral de optimización impropia, es decir, la integral de 
optimización con horizonte infinito (Maciejowski, 2000). 
La factibilidad de la restricción de desigualdad terminal, implica que los estados deben 
estar en cierta región de atracción (Ω) al final de cierto horizonte finito, donde los estados 
son penalizados de tal forma que el costo terminal limita al término de costo de horizonte 
infinito del sistema no lineal controlado, mediante un controlador de realimentación de 
estados (Chen y Allgöwer, 1998), es decir, se aproxima la integral impropia de 
optimización mediante un costo adicional que entra a penalizar al sistema, una vez haya 
entrado en la región de atracción (Ω), donde un controlador de realimentación de estados 
garantiza estabilidad asintótica.  
En la Figura hace referencia a un controlador diseñado mediante “Feedback Linearization” 
o en español linealización por retroalimentación. En realidad se puede usar cualquier 
controlador lineal como el PID, cuyo único requisito es que garantice estabilidad asintótica 
alrededor del punto de equilibrio.  
La diferencia radical con el CPBM Dual, es que en este esquema nunca se “switchea” o 
conmuta de controlador predictivo a control por realimentación de estados una vez los 
estados entran por la región de atracción (Ω), sino que mediante un truco matemático el 
ponderador del costo terminal penaliza con mayor rigurosidad al costo terminal (o 
aproximador de la integral impropia) conforme se esté alcanzando el punto de equilibrio 
propuesto. 
 
Figura D.8. Esquema de Funcionamiento del QHNMPC 
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La principal desventaja de este método es el cálculo de la región Ω y del término de 
penalización. Para el cálculo de estos, se propone un controlador local lineal con una 
función de Lyapunov cuadrática asociada tal que garantiza que el coste terminal es una cota 
superior del costo óptimo del estado terminal controlado por el controlador local. De ahí la 
denominación horizonte cuasi-infinito, pues el costo óptimo del CPBM es una cota superior 
del costo óptimo (con horizonte infinito). 
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Anexo E. Teoría de conjuntos, politopos y el GBT. 
Actualmente, gracias al avance tecnológico, se ha vuelto a poner atención a la teoría de 
conjuntos para resolver problemas de ingeniería moderna, tal es el caso del uso de 
conjuntos para el análisis sobre el control de algún sistema o para el estudio del efecto de la 
incertidumbre en sistemas dinámicos.  Un conjunto es una agrupación de elementos que 
tienen algo en común, matemáticamente, pueden existir muchas formas de formalizar un 
conjunto, en este anexo, solamente se tendrán en cuenta los conjuntos convexos en espacios 
de dimensión, los cuales se definen a partir de politopos. A continuación se define lo que es 
un conjunto convexo y un politopo, pasando luego a algunos temas sobre la representación 
y el manejo de politopos, para terminar con el Geometry Bounding Toolbox, el cual se 
utiliza para definir los Conjuntos de Trayectorias Factibles como politopos para ser usados 
en el CPBM. 
E.1 Poliedros y politopos. 
Un subconjunto de Թ௡ se denomina poliedro si es la solución de un sistema finito de 
desigualdades lineales. Así por ejemplo, los conjuntos definidos como: 
ܯ ൌ ሼሺݔ, ݕሻ א Թଶ| െ ݕ ൑ 0; െݔ ൅ ݕ ൑ 1; ݔ ൅ ݕ ൑ 1ሽ (E.1) 
ܳ ൌ ሼሺݔ, ݕሻ א Թଶ|ݕ ൑ ݔ; െݕ ൑ ݔሽ (E.2) 
Constituyen ejemplos de poliedros en  Թଶ. Los poliedros P y Q se ilustran en la Figura E.1 
 
Figura E.1 Poliedros en Թଶ. a) M y b) Q 
Un poliedro es por tanto un conjunto que puede representarse como la intersección de un 
número finito de semiespacios. Un politopo es un poliedro cerrado y acotado. Así, el 
poliedro M de la Figura E.1a es un politopo, en tanto que el poliedro Q de la Figura E.1b no 
lo es. 
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E.2 Representación de politopos. 
A partir de la definición anterior, es claro que si P es un politopo existen ܣ א Թ௤ൈ௡  y 
ܾ א Թ௤ tales que: 
ܲ ൌ ሼݔ א Թ௡|ܣݔ ൑ ܾሽ (E.3) 
El símbolo “≤” en (A.1) indica que ܣ௜ݔ ൑ ܾ௜ para cada i = 1,…,q, donde Ai y bi representan 
la i-ésima fila de la matriz A y la i-ésima entrada del vector b, respectivamente. Si las q 
desigualdades en (A.1) son irredundantes (todas son necesarias para definir a P), los planos 
definidos por ܣ௜ݔ ൑, ݅ ൌ 1,… , ݍ se denominan caras o facetas de P. El politopo M de la 
Figura A.1b reescrito en la forma A.1 queda: 
ܯ ൌ ൝ݔ א Թ௡อ ൥
0 െ1
െ1 1
1 1
൩ ݔ ൑ ൥
0
1
1
൩ൡ (E.4) 
Cualquier punto de M puede escribirse como una combinación convexa de sus vértices 
v1, v2 y v3. Es decir, si ݖ א ܯ, entonces existen ߙଵ ൒ 0, ߙଶ ൒ 0 ݕ ߙଷ ൒ 0 con ߙଵ ൅ ߙଶ ൅
ߙଷ ൌ 1 tales que ݖ ൌ ߙଵݒଵ ൅ ߙଶݒଶ ൅ ߙଷݒଷ. El conjunto ܸሺܯሻ ൌ ሼݒଵ, ݒଶ, ݒଷሽ de los vértices 
de M se caracteriza porque contiene todos los puntos v en P para los cuales no existen 
ݑ, ݎ א ܲ y 0 ൏ ߙ ൏ 1 tales que ߙݑ ൅ ሺ1 െ ߙሻݎ ൌ ݒ; es decir, los vértices son puntos que no 
están contenidos en el interior del segmento de recta comprendido entre dos puntos 
cualesquiera del politopo. Extendiendo lo anterior, cualquier politopo P en Թ௡ con ܸሺܲሻ ൌ
ሼݒଵ, ݒଶ, … . . , ݒ௞ሽ puede expresarse como: 
ܲ ൌ ൝ݔ א Թ௡อݔ ൌ ܸߙ, ߙ ൌ ሾߙଵ, ߙଶ, … . , ߙ௞ሿ், ܸ ൌ ሾݒଵ, ݒଶ, … , ݒ௞ሿ,෍ߙ௜
௞
௜ୀଵ
ൌ 1,0 ൑ ߙ௜ ൑ 1, ݅ ൌ 1,2,… , ݇ ൡ 
(E.5) 
La forma (E.4) de P se denomina Representación Semiespacial o Representación H de P y 
la forma (E.5) se denomina Representación Verticial o Representación V de P (Frederick et 
al., 2002). Aunque la representación V es aparentemente fácil de manipular, para grandes 
dimensiones resulta más práctica la representación H ya que el número de vértices de un 
politopo crece rápidamente con su dimensión, a un ritmo mayor que el número de 
desigualdades requeridas para la representación H. 
E.3 La cápsula convexa. 
Considérese el conjunto ܵ ൌ ሼݏଵ, ݏଶ, … , ݏ௞ሽ א Թ௡. La cápsula convexa de S se denota 
Conv(S) y se define como el convexo “más pequeño” (minimal) que contiene a S. 
Equivalentemente, Conv(S) puede definirse como la intersección de todos los convexos que 
contienen a S. Intuitivamente resulta claro que Conv(S) es un politopo cuyos vértices 
pertenecen a S. Además, todo politopo P es la cápsula convexa del conjunto V(P) . Así por 
ejemplo, con respecto a la Figura A.1a, Conv(v1, v2, v3) = M. 
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Representación irredundante de politopos. 
En cualquiera de las dos posibles representaciones posibles de un politopo es importante 
reducir la expresión de la misma mediante la eliminación de elementos redundantes. A 
continuación, vemos la solución de este problema para la Representación H como para la 
V. 
Eliminación de desigualdades redundantes. Considérese el politopo ܲ ൌ
ሼݔ א Թ௡|ܣݔ ൑ ܾሽ . La i-ésima desigualdad ܣ௜ݔ ൑ ܾ௜ es redundante si y sólo si conjunto P’ 
generado por las desigualdades restantes satisface ܣ௜ݔ ൑ ܾ௜ para toda ࢞ א ܲԢ. Si existe 
algún x en P’ que cumpla ܣ௜ݔ ൑ ܾ௜ entonces la i-ésima desigualdad es necesaria. Esto 
puede plantearse como un LP con la siguiente estructura: 
݂ ൌ max
௫
ܣ௜ݔ (E.6) 
Sujeto a:   ݔ א ܲᇱ, ܣ௜ݔ ൑ ܾ௜ ൅ 1 (E.7) 
Por tanto, ܣ௜ݔ ൑ ܾ௜ es redundante si y sólo si ݂ ൑  ܾ௜. La última restricción se introduce 
para que el LP tenga solución acotada. 
El problema de factibilidad lineal. Este problema consiste en determinar si un elemento de 
una nube de puntos es redundante en la determinación de la cápsula convexa de dicha nube. 
Se dirá que un hiperplano K separa a un punto de todos los otros puntos, si el hiperplano 
determina un semiespacio W tal que ese punto está en W y todos los otros en su 
complemento. La existencia de dicho hiperplano K será quien determine la redundancia o 
irredundancia de los puntos. Para entenderlo, considérese el conjunto S definido por los 
puntos 1, 2, 3, 4 en la Figura E.2. Evidentemente Conv(S) = Conv(1,2,3,4) = Conv(1,2,3). 
Por consiguiente, el punto 4 es redundante y no es necesario tenerlo en cuenta para la 
determinación de Conv(S). En la Figura E.2 se observa que el plano i separa al punto i de 
los demás puntos. Sin embargo, no existe ningún plano que separe al punto 4 de los demás 
puntos. 
 
Figura E.2 Redundancia de puntos. 
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Esta idea puede generalizarse de la siguiente forma: sea ܵ ൌ ሼݏଵ, ݏଶ, … , ݏ௞ሽ un conjunto 
dado de puntos. Para saber si ݏ௜ es irredundante debe determinarse si existe algún plano que 
separe a ݏ௜ de los demás puntos. Esto equivale a determinar si existe un vector q y un 
escalar r tales que ݍ்ݏ௜ ൐ ݎ y ݍ்ݏ௝ ൑ ݎ para todo ݆ ് ݅, lo cual puede plantearse como un 
LP de la siguiente forma: 
݂ ൌ max
௤,௥
ݍ்ݏ௜ െ ݎ (E.8) 
Sujeto a:   ݍ்ݏ௝ ൑ ݎ, ݆ ൌ 1,… , ݅ െ 1, ݅ ൅ 1,… . , ݇ 
ݍ்ݏ௜ ൐ ݎ ൅ 1 
(E.9) 
De donde se deduce que ݏ௜ es irredundante sí y sólo si f > 0 La última restricción se 
introduce para que el LP tenga solución acotada. 
E.4  Operaciones con politopos. 
Aplicación de una transformación lineal sobre un politopo. 
Sea P un politopo en Թ௡ y ߮:Թ௡ ՜ Թௗ una transformación lineal. Es fácil mostrar que 
߮ሺܲሻ ൌ ሼ߮ሺݔሻ|ݔ א ܲሽ también es un politopo y ܸ൫߮ሺܲሻ൯ ك ߮൫ܸሺܲሻ൯. En efecto, si 
ܸሺܲሻ ൌ ሼݒଵ, ݒଶ, … , ݒ௞ሽ y ݖ א ܲ , entonces deben existir constantes ߙଵ, ߙଶ, … . , ߙ௞ con 
0 ൑ ߙ௜ ൑ 1 y ∑ ߙ௜௞௜ୀଵ ൌ 1 tales que ݖ ൌ ∑ ߙ௜ݒ௜௞௜ୀଵ . Ahora, por la linealidad de φ, 
߮ሺݖሻ ൌ ߮൭෍ߙ௜ݒ௜
௞
௜ୀଵ
൱ ൌ෍ߙ௜߮ሺݒ௜ሻ
௞
௜ୀଵ
 (E.10) 
Dado que esta condición es satisfecha por cualquier z en P, se concluye que ߮ሺܲሻ es un 
politopo y que ܸ൫߮ሺܲሻ൯ ك ߮൫ܸሺܲሻ൯, por tanto, ߮ሺܲሻ ൌ ܥ݋݊ݒ ቀ߮൫ܸሺܲሻ൯ቁ. 
Luego, si se conoce la representación H de P y φ tiene inversa φ-1, entonces ߮ሺܲሻ ൌ
ሼݕ א Թௗ|ܣ߮ିଵሺݕሻ ൑ ܾሽ. Si φ no es invertible,  φ (P) aún puede calcularse utilizando el 
procedimiento mostrado, por ejemplo, en (Kerrigan, 2000). 
Suma de Minkowski. 
Si P y Q son politopos en Թ௡, la suma de Minkowski entre P y Q es el conjunto definido 
por 
ܲ۩ܳ ൌ ሼ݌ ൅ ݍ|݌ א ܲ ݕ ݍ א ܳሽ (E.11) 
Si ܸሺܲሻ ൌ ሼ݌ଵ, ݌ଶ, … , ݌௞ሽ y ܸሺܳሻ ൌ ሼݍଵ, ݍଶ, … , ݍ௥ሽ, entonces para cada ݌ א ܲ y ݍ א ܳ 
deben existir ߙଵ, ߙଶ, … . , ߙ௞ con 0 ൑ ߙ௜ ൑ 1 y ∑ ߙ௜௞௜ୀଵ ൌ 1 y ߚଵ, ߚଶ, … . , ߚ௥ con 0 ൑ ߚ௝ ൑ 1 
y ∑ ߚ௝௥௝ୀଵ ൌ 1 tales que ݌ ൌ ∑ ߙ௜݌௜௞௜ୀଵ  ݕ ݍ ൌ ∑ ߚ௝ݍ௝௥௝ୀଵ . Por tanto, 
114 
 
݌ ൅ ݍ ൌ෍ߙ௜݌௜
௞
௜ୀଵ
൅෍ߚ௝ݍ௝
௥
௝ୀଵ
ൌ෍ߚ௝෍ߙ௜݌௜
௞
௜ୀଵ
൅෍ߙ௜෍ߚ௝ݍ௝
௥
௝ୀଵ
௞
௜ୀଵ
௥
௝ୀଵ
ൌ෍෍ߙ௜ߚ௝݌௜
௥
௝ୀଵ
௞
௜ୀଵ
൅෍෍ߙ௜ߚ௝ݍ௝
௞
௜ୀଵ
௥
௝ୀଵ
ൌ  ෍෍ߙ௜ߚ௝൫݌௜ ൅ ݍ௝൯
௥
௝ୀଵ
௞
௜ୀଵ
 
(E.12) 
Claramente, 0 ൑ ߙ௜ߚ௜ ൑ 1 para toda i, j y ∑ ∑ ߙ௜ߚ௝௥௝ୀଵ௞௜ୀଵ ൌ ∑ ߙ௜௞௜ୀଵ ∑ ߚ௝௥௝ୀଵ ൌ 1. Por 
consiguiente, si se define ܵ ൌ ൛݌௜ ൅ ݍ௝, ݅ ൌ 1,… , ݇; ݆ ൌ 1,… , ݎൟ , se observa que ܲ۩ܳ ك
ܥ݋݊ݒሺܵሻ. Efectuando básicamente el mismo procedimiento anterior pero en sentido inverso 
se deduce que ܲ۩ܳ ل ܥ݋݊ݒሺܵሻ y por consiguiente, se concluye que ܲ۩ܳ ൌ ܥ݋݊ݒሺܵሻ. 
Por tanto, la suma de Minkowski de dos politopos da como resultado un nuevo politopo 
cutos vértices pertenecen a ܸሺܲሻ۩ܸሺܳሻ. Para encontrar el conjunto irredundante de 
vértices se puede aplicar el procedimiento señalado en A1.2.1.2. 
Diferencia de Pontryagin. 
Si P y Q son politopos en Թ௡, la diferencia de Pontryagin (o diferencia de Minkowski) 
entre P y Q es el conjunto definido por: 
ܲ ׽ ܳ ൌ ሼݔ א Թ௡|ݔ ൅ ݍ א ܲ ݌ܽݎܽ ݐ݋݀݋ ݍ א ܳሽ (E.13) 
La diferencia de Pontryagin es algo más compleja de evaluar pues requiere el concepto de  
función de soporte de un politopo. 
Función de soporte. 
La función de soporte del conjunto Ω א Թ௡ evaluada en x se define como: 
ߩΩሺݔሻ ൌ max௣אΩ
ݔ்݌ (E.14) 
Por lo general, el dominio de ߩΩ se restringe a la esfera unitaria. Es claro que si P es un 
poliedro, para evaluar ߩΩሺݔሻ es necesario resolver un problema de Programación Lineal 
(LP). Cualquier politopo ܲ ൌ ሼݔ א Թ௡|ܣݔ ൑ ܾሽ puede representarse en términos de su 
función de soporte mediante ܲ ൌ ሼݔ א Թ௡|ܣݔ ൑ ܪ௉ሺܣሻሽ , donde ൫ܪ௉ሺܣሻ൯௜ ൌ ߩ௉ሺܣ௜ሻ. 
Utilizando el concepto de función de soporte, es posible obtener un algoritmo para calcular 
la diferencia de Pontryagin entre ܲ ൌ ሼݔ א Թ௡|ܣݔ ൑ ܾሽ y otro politopo 
ܳ ൌ ሼݔ א Թ௡|ܥݔ ൑ ݀ሽ: 
ܲ ׽ ܳ ൌ ൛ܣݔ ൑ ܾ െ ܪொሺܣሻൟ (E.15) 
Por tanto, si P contiene q desigualdades, el cálculo de P~Q demanda la solución de q LPs. 
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E.5 Convex hull. 
El problema de encontrar el mínimo conjunto convexo que encierra a un conjunto de puntos 
determinado en un espacio de Թ௡, es llamado un problema de convex hull. Significa 
determinar el conjunto de ecuaciones de los hiperplanos que encierran el conjunto de 
puntos, estos hiperplanos forman entonces un politopo que es convexo. El convex hull 
encuentra entonces conjuntos que son siempre convexos, si el conjunto de puntos forma un 
conjunto no convexo, el convex hull lo aproxima al mínimo conjunto convexo que encierra 
al no convexo. La función convhull de MATLAB® permite encontrar los vértices del 
mínimo conjunto convexo que encierra una serie de puntos en un espacio Թଶ, la función 
convhulln de MATLAB® lo hace en un espacio Թ௡ definido por el usuario. Existen otras 
funciones que pueden resolver el problema del convexhull, en este trabajo se utilizó el 
grupo de funciones del Geometric Bounding Toolbox. 
E.6 Geometric Bounding Toolbox (GBT). 
Este toolbox comercial de MATLAB® pertenece a SysBrain Ltd, puede resolver el 
problema del convexhull y obtener una representación del politopo que encierra el conjunto 
de puntos en Թ௡, además contiene funciones que permiten manipular los politopos con una 
serie de operaciones, a continuación se detallan los comandos que utiliza este programa: 
CONVH.M   resuelve el problema del convex hull para un conjunto de puntos 
DEFBOX.M   genera un cubo de dimensión n 
DIAMETER.M evalúa el diámetro de un politopo  
FACES.M       encuentra la representación semiespacial (H) del politopo 
FCONVH.M encuentra la intersección de un politopo y un conjunto en 
representación semiespacial 
FIRSTEQU.M encuentra el conjunto de puntos que son DELTA cercanos 
FV.M   evalúa la tabla de adyacencia cara-vértice 
FVFITACC.M evalúa el máximo error de ajuste en vértices y caras 
INTERSCT.M encuentra la intersección de dos politopos 
INTEST.M  evalúa si un punto se encuentra dentro del potitopo 
LTRAN.M  realiza la transformación afin del politopo 
PLANFIT.M  ajusta un hiperplano a un conjunto de puntos 
POLADD.M  realiza la suma de Minkowski de dos politopos 
POLDUAL.M  obtiene el dual de un politopo 
P_CONV.M  inclusión de un punto en un problema de convex hull 
SUBTRACT.M realiza la diferencia de Pontryagin de dos politopos 
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UNI.M  encuentra la unión de dos politopos 
UPDATE.M evalúa la intersección entre un politopo y una desigualdad 
semiespacial 
VERTICES.M produce la lista de vértices 
VIEW2D.m  Grafica de un politopo en Թଶ 
VIEW3D.m  Grafica de un politopo en Թଷ 
VREDUCE.M Elimina multiples puntos en un arreglo de puntos 
VVF.M  obtiene las tablas de adyacencia vértice-vértice y vértice-cara 
 
GBT: Copyright © SysBrain Ltd, UK 
www.sysbrain.com/gbt 
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Anexo F. Algoritmo aleatorizado para el cálculo de 
conjuntos alcanzables y controlables. 
Existen una gran variedad de problemas en la teoría de control que son intratables, esto es, 
problemas NP, en Blondel y Tsitsiklis (2000) se realiza una excelente recapitulación de 
estos problemas donde se destacan el problema de la estabilidad de polinomios, la 
estabilidad de familias de matrices, la controlabilidad nula de sistemas híbridos, entre otros. 
De igual forma en Vidyasagar (1998), se indican problemas tanto de análisis como de 
síntesis de sistemas de control que son difíciles, como el problema de estabilidad robusta de 
sistemas lineales. 
El cálculo de conjuntos alcanzables y controlables de sistemas no lineales son problemas de 
tipo NP, donde se pueden obtener conjuntos no convexos que no tienen ninguna 
representación formal hasta el momento, los algoritmos aleatorizados llegan entonces como 
la mejor opción para tratar este tipo de problemas tan complicados. A continuación se 
presenta un breve resumen sobre este tema. 
F.1 Definiciones. 
Algoritmos aleatorizados. 
Un algoritmo es una lista estructurada o secuencia finita de instrucciones que permite hallar 
la solución a un problema. Un algoritmo aleatorizado es aquel que durante su ejecución 
realizan elecciones aleatorias para solucionar el problema, de tal forma que el resultado 
obtenido termina siendo una variable aleatoria. 
Variable aleatoria. 
Es una variable que toma valores aleatorios. Más formalmente, una variable aleatoria es un 
mapeo que va de un espacio de muestreo a un valor real y que se denota ݂ሺ߱ሻ , donde ߱ es 
el resultado de algún experimento y  ݂ሺ߱ሻ es el resultado de una medición del experimento. 
Otra mirada de la variable aleatoria consiste en ver a ω  como una variable de entrada y a 
 ݂ሺ߱ሻ como una señal del proceso. Formalmente se tiene: dado un espacio de probabilidad 
ሺࢹ, ࡲ, ࡼሻ y un espacio medible ሺࡿ, ࢳሻ, una (real valuada) variable aleatoria es una función 
݂: Ω ՜ |ܵ| con la propiedad que si ܨ א ܤሺԹሻ, entonces ݂ଵሺܨሻ ൌ ሼ߱: ݂ሺ߱ሻ א ܨሽ א ܨ.  
Proceso aleatorio. 
Es una secuencia de variables aleatorias ሼܺ௡; ݊ ൌ 0,1,2, … ሽ definidas en un experimento 
común. De tal forma que un proceso aleatorio puede verse como un vector aleatorio de 
dimensión infinita. Más aún, ሼܺ௡; ݊ ൌ 0,1,2, … ሽ puede verse como  un ejemplo de un 
proceso aleatorio de tiempo discreto y de “one-side”, se dice de tiempo discreto pues el 
índice ݊ representa el tiempo y sólo puede tomar valores discretos, y de “one-side” debido 
a que valores negativos del tiempo no son permitidos. Un proceso aleatorio de tiempo 
discreto es llamado en la literatura estadística una serie de tiempo. Un proceso es 
independiente e idénticamente distribuido i.i.d. si cualquier colección finita de las variables 
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aleatorias producidas por el proceso son independientes y la distribución marginal p.m.f. 
son todas iguales 
Tipos de convergencia estocástica. 
A continuación se definen algunos tipos de convergencia estocástica: punto a punto, casi 
seguro, en probabilidad y media cuadrática. 
Definición convergencia punto a punto. Sea ܺ una variable aleatoria, y sea ଵܺ, ܺଶ una 
secuencia de variables aleatorias. Se dice que ሼܺ௡ሽ, ݊ ൌ 1,2, … converge punto a punto a ܺ 
si.  
݈݅݉
௡՜ஶ
ܺ௡ሺ߱ሻ ൌ ܺሺ߱ሻ ݌ܽݎܽ ܿܽ݀ܽ ߱ א ܵ (F.1) 
La noción de convergencia punto a punto es la noción de convergencia más fuerte posible. 
Definición convergencia casi seguro. Sea ܺ  una variable aleatoria, y sea  ଵܺ, ܺଶ una 
secuencia de variables aleatorias. Se dice que ሼܺ௡ሽ, ݊ ൌ 1,2, …  converge casi seguro a ܺ o 
௜ܺ  converge a ܺ con probabilidad uno si. 
ܲ ቄ߱ א ܵ: lim
௡՜ஶ
|ܺ௡ሺ߱ሻ െ ܺሺ߱ሻ| ൌ 0ቅ ൌ 1 (F.2) 
Esta noción de convergencia significa que excepto un conjunto elemental de eventos con 
probabilidad cero converge punto a punto. Aunque esta noción de convergencia es más 
débil que la noción de convergencia punto a punto continúa siendo una noción fuerte. 
Definición convergencia en probabilidad. Sea ܺ  una variable aleatoria, y sea ଵܺ, ܺଶ una 
secuencia de variables aleatorias. Se dice que ሼܺ௡ሽ, ݊ ൌ 1,2, … converge en probabilidad a 
ܺ si, para cada número real ߝ ൐ 0: 
lim
௡՜ஶ
ܲሼ߱ א ܵ: |ܺ௡ሺ߱ሻ െ ܺሺ߱ሻ| ൐ ߝሽ ൌ 0 (F.3) 
A diferencia de las nociones anteriores de convergencia que se cumple para cada 
realización de la variable aleatoria, en este caso sólo se cumple de manera global. De hecho 
si una secuencia de variables aleatorias converge con probabilidad cero entonces convergen 
en probabilidad. 
Definición convergencia en media cuadrática. Sea ܺ  una variable aleatoria, y sea ଵܺ, ܺଶ 
una secuencia de variables aleatorias. Se dice que ሼܺ௡ሽ, ݊ ൌ 1,2,… converge en media 
cuadrática a  ܺ  si. 
lim
௡՜ஶ
ܧሾሺܺ௡ െ ܺሻଶሿ ൌ 0 (F.4) 
Esta noción de convergencia es bastante diferentes de las nociones anteriores debido a que 
en este caso se considera es el segundo momento de la distribución conjunta de ܺ௡ y ܺ. 
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F.2 Clasificación de los algoritmos aleatorizados. 
De acuerdo con el resultado que obtienen los algoritmos aleatorios se pueden clasificar en: 
• Algoritmos numéricos. Da la respuesta al problema con una determinada precisión 
y una determinada probabilidad; es decir, da un rango de confianza de la respuesta 
al problema. 
• Algoritmos de Monte Carlos. Aunque siempre da una respuesta al problema, 
algunas veces esta puede ser errónea; es decir, la calidad de la respuesta es aleatoria. 
Sin embargo, cuando la respuesta es correcta tiene una determinada probabilidad. 
• Algoritmos de las Vegas. Siempre arroja una respuesta correcta al problema, pero a 
veces pueden ocurrir errores y no se obtiene ninguna respuesta. En este caso el 
tiempo de ejecución es aleatorio. 
F.3 Análisis estadístico de los algoritmos aleatorizados. 
El análisis de los algoritmos aleatorizados (RA) es un poco más complejo que en el caso 
determinístico, pues además de considerar el espacio (memoria utilizada) y el tiempo de 
ejecución se debe considerar la aleatoriedad. Recuerde que los algoritmos aleatorizados no 
siempre garantizan la solución del problema, sólo la mayoría de la veces; es decir, se tiene 
una determinada probabilidad de errar, ¿cómo determinar entonces cuál es el riesgo que se 
tiene de fallar? 
Existe abundante bibliografía dedicada al análisis de los algoritmos aleatorizados (, 
Vidyasagar, 1993; Gentle, 2005; Fishman, 1996); sin embargo, todos buscan lo mismo: 
encontrar una relación entre el número de muestras, el error de la respuesta obtenida y la 
probabilidad de obtener dicho error. Nótese que en las definiciones de convergencia 
siempre se considera que se tiene una muestra infinita, ¿qué sucede cuando la muestra es 
finita, cómo determinar el tamaño de la muestra? 
El tamaño de la muestra está en función del error y el riesgo de fallo, en la teoría 
probabilística se han desarrollado una serie de desigualdades que permiten relacionar el 
error, con el riesgo de fallo y el tamaño de la muestra.  
F.4 Desigualdad de Chebyshev.  
Sea ܺ una variable aleatoria con media ߤ y varianza finita ߪଶ. Para cualquier número real 
݇ ൐ 0 se tiene que. 
݌ݎሺ|ܺ െ ߤ| ൒ ݇ߪሻ ൑
1
݇
 (F.5) 
La desigualdad de Chebychev ofrece una forma de determinar el tamaño de la muestra para 
garantizar convergencia en probabilidad. Sin embargo, la expresión (F.5) sola no es 
suficiente para determinar el menor tamaño de muestra que garantice un error no mayor que 
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ߝ . Para tener en cuenta la aleatoriedad deberá especificarse también el nivel de confidencia 
1 െ ߜ (o riesgo de fallo ߜ) con 0 ൏ ߜ ൏ 1, de tal forma que al aplicar la desigualdad de 
Chebyshev todos los tamaños iguales o mayores a ݊ satisfacen, 
݌ݎሾ|ߣ௡ െ ߣ| ൏ ߝሿ ൒ 1 െ ߜ (F.6) 
La expresión anterior se conoce como el criterio de error absoluto ሺߝ, ߜሻ. 
Una característica de la desigualdad de Chebychev es que no impone ninguna restricción 
sobre la variable aleatoria ܺ. 
Teorema central del límite.  
Sea ଵܺ, ܺଶ, . .. una secuencia i.i.d .  de variables aleatorias, cada una con media finita ݉ y 
varianza ߪଶ, luego ݊ିଵ ଶൗ ∑ ሺ ௜ܺ െ ݉ሻ௡ିଵ௞ୀ଴  converge a una variable aleatoria con distribución 
normal con media ݉ y varianza ߪଶ. 
Intuitivamente el teorema establece que la suma de una gran cantidad de variables 
aleatorias y normalizadas por ݊ିଵ ଶൗ  hace que la varianza y la media de la suma normalizada 
sea constante, por lo tanto, la suma resultante es aproximadamente una normal. Utilizando 
entonces la distribución normal y definiendo una cota del error es posible obtener un 
tamaño de la muestra y un intervalo de confianza.  
Desigualdad de Hoeffding.  
Sea ଵܺ, ܺଶ, . ..  una secuencia i.i.d .  de variables aleatorias, se tiene que, 
ܲ௠൛ݔ א ܺ௠: ห ෠ܲሺܣ; ݔሻ െ ܲሺܣሻห ൒ ߝൟ ൑ 2݁ݔ݌ሺെ2݉ߝଶሻ (F.7) 
F.5 Cálculo del conjunto alcanzable  por medio de algoritmos 
aleatorizados. 
En esta sección se propone y desarrolla un algoritmo aleatorizado para calcular el conjunto 
alcanzable de un sistema no lineal, el cual permite obtener casi seguro el conjunto 
alcanzable; esto es, se obtiene una subaproximación del conjunto alcanzable con el error 
dado la mayoría de las veces. Este riesgo de fallar; es decir, la probabilidad de obtener un 
error mayor se justifica por el bajo costo computacional del algoritmo; además, dicho 
riesgo si bien nunca puede ser cero, puede ser tan cercano a cero como se desee. El cálculo 
del conjunto controlable es análogo al cálculo del conjunto alcanzable solo que al resolver 
el sistema de ecuaciones diferenciales, se resuelve en tiempo inverso. 
Notación. 
Con el fin de evitar confusiones con la función de distribución de probabilidad que se 
denota con la letra f  en este anexo un sistema no lineal en tiempo continuo se denota 
como se indica a continuación. 
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ݔሶ ሺݐሻ ൌ ݃൫ݔሺݐሻ, ݑሺݐሻ൯ (F.8) 
Donde ݐ א Թା, ݔሺݐሻ es el vector de estados y ݑሺݐሻ es la acción de control. Con ݔሺݐሻ א Թ௡, 
ݑሺݐሻ א ܷ ك Թ௠, ݃ሺ൉,൉ሻ: Թ௡ ൈ ܷ ՜ Թ௡, y un horizonte de tiempo arbitrario ܶ ൒ 0. Sea 
ሾܷ௧,்ሿ el conjunto de las funciones medibles ݑሺ൉ሻ: ሾݐ, ܶሿ ՜ ܷ.  Además, se asume que ݃ es 
acotada y Lipschitz. Lo anterior permite asegurar que para cada ݐ א ሾݐ, ܶሿ, ݔ א Թ௡, ݑ א
ሾܷ௧,்ሿ, existe una única solución ݔሺ൉ሻ: ሾݐ, ܶሿ ՜ Թ௡. Para cada ߬ א ሾݐ, ܶሿ, la solución se 
denota por ߮ሺ߬, ݐ, ݔ, ݑሻ ൌ ݖ  o simplemente ݔ
       ఛ       
ሱۛ ۛۛ ሮۛ ݖ. 
Adicionalmente, para el sistema en tiempo discreto, se considera que el sistema (F.8) es 
muestreado (sampling); esto es, el estado del sistema en tiempo continuo es medido en 
instantes discretos y las acciones de control son realizadas en instantes discretos, de tal 
forma que es posible obtener el siguiente sistema de control en tiempo discreto,  
ݔሺ݇ ൅ 1ሻ ൌ ݃൫ݔሺ݇ሻ, ݑሺ݇ሻ൯ (F.9) 
Donde ݇ א Ժ, ݔሺ݇ሻ es el estado del sistema y ݑሺ݇ሻ es la acción de control. 
Es importante anotar que la aproximación numérica de sistemas continuos (Euler, Runge-
Kutta, etc) constituye otra forma de obtener modelos discretos a partir de un modelo 
continuo, que se encuentra relacionada con el muestreo, aunque es diferente. 
Muestreo de Monte Carlo para el cálculo del conjunto alcanzable a un paso. 
Para el cálculo del conjunto alcanzable a un paso se utiliza un algoritmo aleatorizado del 
tipo muestreo de Monte Carlo, el cual es una técnica de Monte Carlo que permite realizar 
una estimación puntual de una variable desconocida; esto es, una expresión matemática que 
produce la estimación de un valor a partir de un muestreo experimental basado en números 
aleatorios. 
Específicamente para el caso del cálculo del conjunto alcanzable a un paso a partir de un 
muestreo experimental de la acciones de control admisible y del conjunto de condiciones 
iníciales se obtiene una estimación empírica del conjunto alcanzable a un paso ܴሺΩሻ. 
Sea ݑ௝, con ݆ ൌ 1, … , ݍ , una variable aleatoria con distribución uniforme, independiente e 
idénticamente en ܷ. 
Sea ݔ௟, con ݈ ൌ 1,… , ݌, una variable aleatoria con distribución uniforme, independiente e 
idénticamente en Ω ؿ ܺ ؿ Թ௡ el conjunto de condiciones iníciales. 
A partir de ܰ muestras de  ݔ௟ሺ൉ሻܷ݂݊݅݋ݎ݉ሺΩሻ y ݑ௝ሺ൉ሻܷ݂݊݅݋ݎ݉ሺUሻ, se obtiene una 
estimación empírica del conjunto alcanzable a un paso; esto es,  
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ܴேሺΩሻ ൌ ቐ
ݔ௞ାଵ
ே א ܺԢ ቤ
ݔ௞ାଵ
௜ ൌ ݃൫ݔ௟, ݑ௝൯
ݔ௟ א Ω y ݑ௝ א ܷԢ
݅ ൌ 1,… ,ܰ, ݈ ൌ 1,… , ݌, ݆ ൌ 1,… , ݍ
ቑ 
 
(F.10) 
Obviamente, ܴேሺΩሻ ؿ ܴሺΩሻ por la definición de ܴሺΩሻ y ܴேሺΩሻ y ݃: ܺ ൈ ܷ ՜ ܺԢ. 
Adicionalmente, se hace ݌ ൌ ܰ
೙
೙శ೘  y ݍ ൌ ܰ
೘
೙శ೘ . 
Es necesario encontrar el tamaño de la muestra ܰ, para ello se realiza a continuación un 
análisis del algoritmo. 
Análisis estadístico del muestreo de Monte Carlo para el cálculo del conjunto alcanzable 
a un paso. 
Tal como se indicó el análisis de un algoritmo aleatorizado consiste en determinar una 
relación entre el tamaño de la muestra, el error y el riesgo de fallo. 
Para ello suponga que se tiene una medida de probabilidad  ܲ en el conjunto ܺԢ y que se 
desea estimar la medida ܲ൫ܴሺΩሻ൯. Note que en este caso no se tiene una descripción 
explicita del conjunto ܴሺΩሻ; sin embargo, dado un elemento ݔ א ܺԢ  es posible determinar 
cuándo o no, dicho elemento x  pertenece al conjunto ܴሺΩሻ. Cuando se tiene un problema 
de este tipo una forma de determinar ܲ൫ܴሺΩሻ൯ consiste en generar elementos (en este caso 
más precisamente vectores) ݔଵ, … , ݔே א ܺԢ independientes e idénticamente distribuidos 
. . .i i d , de acuerdo con la medida de probabilidad ܲ. Luego se prueba para cada ݔ௜ si 
ݔ௜ א ܴሺΩሻ  o no.  
Sea ݔ א ܺ௡ el vector ݔ ؔ ሾݔଵ, … , ݔேሿ de muestras y sea ෠ܲሺܴሺΩሻ; ݔሻ la fracción de los ܰ 
elementos que pertenecen a ܴሺΩሻ, luego matemáticamente es posible definir ෠ܲሺܴሺΩሻ; ݔሻ 
como 
෠ܲሺܴሺΩሻ; ݔሻ ؔ
1
ܰ
෍ܫோሺΩሻሺݔ௜ሻ
ே
௜ୀଵ
ൌ
ܰ݋. ݀݁ ݒ݁ܿ݁ݏ ݍݑ݁ ݔ௜ א ܴሺΩሻ
ܰ
 (F.11) 
Donde ܫோሺΩሻሺ൉ሻ denota la función indicadora de ܴሺΩሻ; esto es. 
ܫோሺΩሻሺݔሻ ൌ ൜
1 ݏ݅ ݔ א ܴሺΩሻ
0 ݏ݅ ݔ ב ܴሺΩሻ
 (F.12) 
El resultado “ݔ א ܴሺΩሻ” puede verse como un proceso de Bernoulli, por lo tanto, la 
probabilidad del suceso es precisamente ܲ൫ܴሺΩሻ൯. Adicionalmente, el número ෠ܲሺܴሺΩሻ; ݔሻ 
es una estimación empírica del número ܲ൫ܴሺΩሻ൯ basada en las muestras . . .i i d , ݔଵ, … , ݔே.  
Por lo anterior, es posible aplicar la desigualdad de Hoeffding (Ecuación (F.7)); es decir, 
ܲே൛ݔ א ܺே: หܲ൫ܴሺΩሻ൯ െ ෠ܲሺܴሺΩሻ; ݔሻห ൒ ߝൟ ൑ 2݁ݔ݌ሺെ2ܰߝଶሻ 
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Y por lo tanto, también es posible usar la desigualdad de Chernoff; esto es, para estimar la 
cantidad desconocida ܲ൫ܴሺΩሻ൯ con una precisión ߝ y con una confidencia de 1 െ ߜ, es 
suficiente generar ܰ muestras tales que, 
ܰ ൒
1
2ߝଶ
ln
2
ߜ
 (F.13) 
Es importante resaltar que la cota anterior es completamente independiente de la naturaleza 
del conjunto ܺԢ y de la medida de probabilidad ࡼ.  
No obstante, en el caso específico de la estimación empírica del conjunto  alcanzable a un 
paso se tiene una manera directa de obtener ܰ muestras que pertenecen a ܴሺΩሻ , lo cual se 
logra mediante la función ݃, obteniéndose ܴேሺΩሻ (ver ecuación (F.10)). El conjunto ܴேሺΩሻ 
estará formado entonces por ܰ muestras en ܺԢ distribuidas de acuerdo con la medida de 
probabilidad ܳԢ inducida por la función ݃: Ω ൈ ܷ ՜ ܺԢ (o ݃: X ൈ ܷ ՜ ܺԢ  restringida a 
Ω ؿ X). 
Como la cota de Chernoff es completamente independiente de la medida de probabilidad ࡼ, 
es posible considerar una nueva medida de probabilidad ܳ en el conjunto ܺԢ y nuevamente 
se puede determinar cuándo una muestra pertenece o no a ܴሺΩሻ. Se tiene entonces un 
experimento donde se toman ܰ muestras (con ܰ dado por la cota de Chernoff) que 
pertenecen a ܴሺΩሻ. Obviamente ahora el número total de muestras es ܰԢ ൒ ܰ y ahora 
෠ܲሺܴሺΩሻ; ݔሻ ൌ ே
ேᇱ
, esta probabilidad empírica no es inferior a la obtenida antes ya que se 
toman más muestras . . .i i d  de ܺԢ.  
Adicionalmente, es posible considerar que las ܰ muestras de ܴሺΩሻ ؿ XԢ necesarias para 
෠ܲሺܴሺΩሻ; ݔሻ ൌ ே
ேᇱ
, se pueden obtener vía ݃:Ω ൈ ܷ ՜ ܺԢ (o ݃: X ൈ ܷ ՜ ܺԢ  restringida a 
Ω ؿ X), lo cual induce una medida de probabilidad ܳԢ en ܴሺΩሻ y después basta con 
extender esta medida a todo ܺԢ, la cual se ha llamado ܳ, tal que ܳᇱ ൌ ܳ para ݔ א ܴሺΩሻ. 
Finalmente como la cota de Chernoff asegura convergencia casi seguro (Vidyasagar, 1997), 
entonces ෠ܲሾܴሺΩሻ; ݔሿ ൎ ܲሾܴሺΩሻሿ implica que ܴேሺΩሻ ൎ ܴሺΩሻ. 
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