The endogenous circadian clock synchronizes with environmental time by appropriately resetting its phase in response to external cues. Of note, some resetting stimuli induce attenuated oscillations of clock output, which has been observed at the population-level in several organisms and in studies of individual humans. To investigate what is happening in individual cellular clocks, we studied the unicellular cyanobacterium S. elongatus. By measuring its phase-resetting responses to temperature changes, we found that population-level arrhythmicity occurs when certain perturbations cause stochastic phases of oscillations in individual cells.
In Brief
Gan and O'Shea found that environmental signals can elicit stochastic circadian clock phases in individual cyanobacterial cells and quantitatively explained this phenomenon in terms of the dynamical properties of the clock. These properties are physiologically relevant for accurately timed rhythmicity in changing environmental conditions.
INTRODUCTION
The circadian clock (Dunlap et al., 2009) generates an internal representation of the time that enables an organism to anticipate daily changes in the environment and adapt its physiology. The clock can be entrained and synchronized with external diurnal (daily) cycles, which is achieved by resetting the phase of the clock in response to environmental cues, such as temperature or light/darkness ( Figure 1A ; blue line to red line). Of special interest, certain resetting stimuli trigger a loss of robust circadian rhythms (i.e., zero amplitude; Figure 1B , blue line to red line). First observed in the 1970s, this phenomenon has been reported in many circadian systems by measuring population-averaged overt rhythms of physiology that are regulated by the clock (Engelmann et al., 1978; Grone et al., 2011; Huang et al., 2006; Johnson and Kondo, 1992; Malinowski et al., 1985; Peterson, 1980a; Saunders, 1978; Taylor et al., 1982; Winfree, 1970 Winfree, , 2010 . The resetting-stimuli-induced interruption of robust rhythms has also been observed in other biological oscillators with periods that span a broad range of timescales, such as cardiac pacemaker cells (Van Meerwijk et al., 1984) and the neural respiratory system (Paydarfar et al., 1986) . Because circadian oscillations exist in individual cells (Bell-Pedersen et al., 2005; Deng et al., 2016; Mihalcescu et al., 2004; Nagoshi et al., 2004; Plautz et al., 1997; Yakir et al., 2011) , attenuated oscillations of organismal clock output at the population level can thus be attributed to either suppression of circadian rhythms in individual cellular clocks or loss of synchrony among a population of initially synchronized clocks ( Figure 1C , top versus bottom; Leloup and Goldbeter, 2000; Ukai et al., 2007) . To distinguish between these two possibilities, two recent studies (Pulivarthy et al., 2007; Ukai et al., 2007) synthetically produced light responsiveness in cell culture systems with the mammalian cellular clock but reached somewhat different conclusions regarding whether it is desynchronization alone (Ukai et al., 2007) or a combination of both desynchronization and suppression of cellular rhythms (Pulivarthy et al., 2007) that underlies the attenuated population-level oscillations in response to a critical light pulse. To further resolve the cellular behavior in an intact organismal clock, we studied the model system of the unicellular cyanobacterium S. elongatus PCC 7942, whose state can be directly measured at the single-cell level (Chabot et al., 2007; Mihalcescu et al., 2004; Teng et al., 2013; Yang et al., 2010) .
The cyanobacterial circadian clock is well characterized and consists of three proteins (KaiA, KaiB, and KaiC) that generate oscillations in the phosphorylation state of KaiC (Nishiwaki et al., 2007; Rust et al., 2007) , which controls the activity of RpaA (Markson et al., 2013; Takai et al., 2006; Taniguchi et al., 2010) . RpaA is the master transcription factor (Markson et al., 2013) that drives circadian gene expression, including circadian expression of genes encoding two clock components, kaiBC ( Figure 1D ). To monitor phase-resetting responses, we expressed a fluorescent protein (YFP) under the control of the (D) Diagram of the genetic circuits of the cyanobacterial circadian clock and the transcriptional reporter of clock state. KaiC has two phosphorylation sites and transits through four phosphorylated forms during the circadian cycle-unphosphorylated (U-KaiC, represented by ''U''), phosphorylated only on T432 (T-KaiC, ''T''), phosphorylated on both S431 and T432 (ST-KaiC, ''ST''), and phosphorylated only on S431 (S-KaiC, ''S''). This cycling of KaiC phosphorylation state drives oscillations in the level of phosphorylated RpaA (Rpa$P), which directly regulates the transcriptional activity of the kaiBC promoter and thereby the expression of KaiC. The clock-state reporter is built by expressing a fluorescent protein-YFP fusion under the control of the kaiBC promoter. (E) Two systematically scanned variables-the 25 C pulse duration (t, left three panels, exemplified by three different widths of gray bars) and the initial phase at which the pulse is given (4 ini , right panel, represented by black arrows).
(F) Schematic explaining how to quantify the phase shift (blue line to red line) in response to a 25 C pulse. The orange line denotes the transient dynamics it takes the clock to establish stabilized rhythms after the pulse (red line), whereas the dashed red line demonstrates tracing the stabilized rhythms back to the onset of the pulse. With 0 set to the peak of a cosine fit (and 180 to the trough), in this example plot, the 25 C pulse applied at 4 ini = 0 (highlighted by blue arrow) resets the clock to 4 new = 180 (red arrow).
kaiBC promoter (Chabot et al., 2007; Teng et al., 2013; Yang et al., 2010) , allowing us to continuously track the state of individual cellular clocks by live-cell imaging ( Figure 1D ). We chose a low-temperature pulse, specifically a 25 C pulse in a 35 C background, as a type of resetting signal that might induce attenuated oscillations at the population level. These conditions were selected to encompass a wide enough range of temperature to induce changes in the clock but still be within the range of normal clock function and cell growth (Kondo et al., 1993) . We did not choose the most frequently used signal of a dark pulse in constant light because, although the core clock keeps oscillating in the dark, the YFP reporter cannot track its state due to global inhibition of transcription that occurs in darkness (Ito et al., 2009 ). We identified low-temperature pulses that trigger desynchronization of a population of initially synchronized cells. By systematically measuring phase-resetting responses and analyzing experimental data with limit cycle theory and modeling, we unraveled the mechanisms underlying stochastic phasing and loss of population-level oscillations. The mechanisms can be generalized beyond the signals devised for this study and possibly applied to other biological oscillators.
RESULTS

Multiple Critical Perturbations Induce Stochastic Phases, Resulting in Population-Averaged Attenuation of Oscillations
To identify the critical 25 C-pulse perturbations that cause attenuation of oscillations at the population-averaged level, we scanned the phase-resetting responses to a 25 C pulse by varying the pulse duration ðtÞ from 0 to 24 hr with a 3-hr step (Figure 1E, left) and the initial circadian phase ð4 ini Þ at the time the pulse was given from 0 to 360 (Figure 1E, right) . In response to a resetting stimulus, the circadian clock will gradually modulate its trajectory. Thus, following a 25 C pulse, it takes a period of transient dynamics ( Figure 1F , orange line) to establish a stable (termed ''steady-state'') phase shift. To quantify the steadystate resetting responses, we traced the new stabilized rhythms ( Figure 1F , red line) backward to infer what the phase of the clock would be when the 25 C pulse was given and then denote the new phase ð4 ini Þ by this extrapolated clock state at the onset of the pulse ( Figure 1F , red arrow; see STAR Methods for the imaging protocol and analysis).
By scanning the phase-resetting responses, we found multiple critical perturbations that induce stochastic phases following a 25 C pulse and thereby cause attenuation of circadian oscillations at the population-averaged level. A perturbation refers to a certain length of 25 C pulse applied at a particular initial phase-a unique combination of the two scanned variables (t and 4 ini ). For example, when a 12-hr shift to 25 C is applied at 4 ini $ 186
, it triggers stochastic cellular responses-initially synchronized cells descended from the same mother cell become desynchronized after the pulse (Figure 2A, top) . Notably, when the same 12-hr shift to 25 C is applied at other circadian phases, for example, 4 ini $ 75
, we observed deterministic phase-resetting responses (Figure 2A, bottom) . The responses to a 12-hr shift to 25 C can be summarized by plotting the new phase ð4 new Þ as a function of the initial phase (4 ini ; Figure 2B) . For cells with an average 4 ini = 75 at the time the pulse was given, the new phases are tightly distributed ( Figure 2B , red points), which indicates a one-to-one mapping from the initial phase to the new phase. For the cells with an average 4 ini = 186 , the $360 scattering of 4 new implies that the new phase is stochastic and unpredictable ( Figure 2B , light blue points). The single-cell responses to a 12-hr pulse given at different values of 4 ini ranging from 0 to 360 can be summarized with a single-cell phase transition curve (PTC) (Johnson, 1999) , which demonstrates stochastic responses as a divergence in 4 new at 4 ini $ 186 ( Figure 2C ; 12 hr). In addition to phase shifts, we also observed a transient 4 ini -dependent change in the oscillatory amplitude following the pulse (Figures S2B and S2C) . In particular, some cells around 4 ini $ 186 ($10% cells within the 186 ± 20 4 ini range, indicated with the yellow oval in Figure S2B , with corresponding data points highlighted in yellow in Figures S2A and S2C ), where desynchronization is induced, exhibit an obvious amplitude reduction in the first day following transfer to 35 C but then recover amplitude in the subsequent day. Averaging the desynchronized YFP reporter traces would then generate attenuated oscillations following the 25 C pulse (exemplified by the colony in Figure 2A , dashed black line). Therefore, for the cyanobacterial clock, the population-level damping of oscillations is not the result of suppression of circadian rhythms in individual clocks but instead of desynchronization among them. In addition to a 12-hr shift to 25 C applied at 4 ini $ 186 , the other critical perturbations found to induce desynchronization are a 15-hr shift to 25 C applied at 4 ini $ 166
, an 18-hr shift to 25 C applied at 4 ini $ 122 , a 21-hr shift to 25 C applied at 4 ini $ 83 , and a 24-hr shift to 25 C applied at 4 ini $ 55 ( Figure 2C ). A 9-hr shift to 25 C applied at 4 ini $ 238 appears to be a threshold case, for it causes a steep shift in 4 new with minor divergence ( Figure 2D ). We observed deterministic behavior for 3-hr and 6-hr shifts to 25 C at all 4 ini ( Figure 2D ).
The Clock State at the End of the Perturbation Determines whether the New Phase Is Deterministic or Stochastic Given that stochastic phases can be induced by different combinations of pulse duration and the time the pulse was applied, we went on to ask whether these critical perturbations share any common features. We discovered that the clock state upon returning to 35 C is the dominant predictor of whether the new phase at 35 C is deterministic or stochastic. First, in response to the critical perturbations, the individual clocks oscillate with synchronized, deterministic dynamics during the 25 C pulse, and only upon restoring the temperature to 35 C do they become desynchronized with a new stochastic phase (Figure 3A) . Also, despite the different lengths of the 25 C pulse in these perturbations, the YFP reporter level always comes close to reaching its peak at the end of the pulse. Thus, the five critical perturbations all drive the clock to a similar state at the end of the 25 C pulse but through different deterministic trajectories during the pulse ( Figure 3A) .
A 25 C pulse in a 35 C background is essentially two successive temperature shifts-first from 35 C to 25 C and then from 25 C to 35 C. Therefore, the responses to 25 C pulses can be used to predict phase resetting by these two temperature shifts and suggest that (1) shifting the temperature from 35 C to 25 C will result in slight deterministic modulation of the circadian phase independent of when the temperature shift occurs (Figure S3 ; STAR Methods) and (2) shifting the temperature from 25 C to 35 C can induce stochasticity in the phase of oscillations at 35 C, if the shift is applied when the YFP reporter of the clock at 25 C reaches near its peak. To test these predictions, we measured the single-cell PTC for a 35 C-to-25 C temperature step-down ( Figure 3D , bottom) and for a 25 C-to-35 C temperature step-up ( Figure 3D, top) . To quantify the steady-state responses to a temperature shift, the before-shift and after-shift phases (4 bf and 4 af ) of the clock are measured by identifying the phases of stable circadian oscillations before and after the temperature shift, referenced to the state of the clock at the time of shift-the actual clock state for 4 bf and the extrapolated state for 4 af ( Figure 3B , blue and red arrows, respectively). The single-cell PTC of the 35 C-to-25 C shift displays a tight distribution close to the line of 4 bf = 4 af ( Figure 3D , bottom, diagonal dashed line), confirming the predicted deterministic modulation of circadian phase. In response to the 25 C-to-35 C shift, the after-shift amplitude stabilizes following a transient change (Figures S2E , S2F, S2H, and S2I), confirming the persistence of robust oscillations at 35 C, whereas the PTC's scattering in 4 af at 4 bf $ 0 (corresponding to the maximum YFP reporter level) demonstrates the induction of stochastic phases, if the clock running at 25 C is shifted to 35 C when the YFP reporter is close to its peak (example YFP reporter traces shown in Figure 3C ). These observations provide additional support for the notion that the dominant predictor of stochastic phases at 35 C is bringing the clock to the single critical state upon returning to 35 C; the oscillatory trajectories taken to this state do not matter and can differ.
A Limit Cycle Framework for Interpreting Phase-Resetting Responses
We reasoned that our understanding of the cyanobacterial clock as an oscillator (Strogatz, 2001; Winfree, 2010) and the proposed predictor of deterministic versus stochastic phases should be sufficient to explain our experimental data and turned to mathematical modeling to test this. Conceptually, given a clock running in constant environmental conditions (called ''free running''), circadian rhythms arise from the state of the clock cycling along a closed trajectory, called a ''limit cycle'' ( Figure 4A , black circle; Strogatz, 2001) , in the space characterized by clock proteins' abundance and modifications. There exists at least one steady state inside this limit cycle; in addition, the clock system might have other periodic or steady-state solutions (Strogatz, 2001) . For the cyanobacterial clock, the simplest and also most likely scenario consists of one unstable steady-state point (termed a ''singularity''; Figure 4A , black dot at the center) residing inside a globally stable limit cycle ( Figure 4A , black circle), meaning that, if transiently perturbed off the limit cycle to any state point except for the unstable singularity, the clock would restore its stable oscillations and relax back into the limit cycle ( Figure 4A , gray trajectories projecting from the yellow dot and the light blue dot; STAR Methods; Qin et al., 2010) . In reality, the limit cycle of a clock system has many dimensions, because each protein state is one dimension. To build a concise conceptual model, however, we can continuously map the states in the multidimensional space onto a two-dimensional plane (Hubbard and West, 1995) so that a free-running clock spirals into and along a circular limit cycle ( Figure 4A , black circle) centered at the unstable singularity (black dot) with constant counterclockwise angular velocity. In other words, the dynamics of the clock system along the angular direction ð4Þ are uncoupled from the radial direction ðrÞ and then clocks running from state points along a radial axis (variable r but same 4; Figure 4A , e.g., yellow and light blue dots along black line) will eventually become synchronized after they have spiraled into the limit cycle and thus share the same steady-state phase 4 independent of r. Mathematically, this mapping is called ''homeomorphic transformation' ' (Hubbard and West, 1995) . Not yet considering stochastic phase-resetting responses, the distribution of single-cell data points along a PTC trend line is indicative of variation in the clock states among synchronized cells (Chabot et al., 2007; Mihalcescu et al., 2004; Teng et al., 2013) . To account for variation in simulating single-cell responses, to a given noise-free clock state ( Figure 4A , yellow dot), we add a random displacement that is uniformly distributed within a small disk centered at the noise-free state ( Figure 4A , gray dots around the yellow dot at the center); the radius of the small disk ðk,RÞ is assumed to be proportional to the limit cycle radius ðRÞ with ratio k ( Figure 4A ).
Temperature Resets the Clock by Modulating the Geometric Structure of Limit Cycle
Having set up the limit cycle framework, we then sought to model resetting behavior based on it and, as a first step, to recapitulate the responses to temperature shifts, for they are the simplest, most reduced signal. As a system parameter of the clock, temperature affects circadian oscillations predominantly by modulating the asymptotic orbit, i.e., the limit cycle, toward which a free-running clock relaxes ( Figure 4B , red versus blue circle; Gooch, 2007; Peterson, 1980b) , as supported by the variable responses to a 12-hr shift to 25 C (represented by gray bar) applied at different initial phases. The reporter level is measured in arbitrary units (a.u.) . Each diagram plots the automatically tracked daughter cells that are descended from the same mother cell at t = À 28 hr at 35 C, with the shift to 25 C set to t = 0. Because the clock runs independently of the cell cycle and its state is faithfully inherited at cell division (Yang et al., 2010) , the clock dynamics can be continuously traced through cell lineages. (Top) The dashed black line shows the average of individual traces after the 25 C pulse.
(B) Steady-state phase-resetting responses plotted as 4 ini versus 4 new data points, in light blue and red, respectively, for cells in the top and bottom panels in (A).
(C) PTCs of 12-to 24-hr 25 C pulses.
(D) PTCs of 3-to 9-hr pulses. See also Figures S1 and S2.
oscillatory trajectories of a free-running clock at 25 C versus at 35 C ( Figure S4 ; STAR Methods). In contrast, temperature only slightly alters the oscillatory period (e.g., T 25 C = 24:7 hr, T 35 C = 25:2 hr; Kondo et al., 1993) . Because a temperature signal is composed of change(s) in temperature, it resets the clock by switching the limit cycle it spirals into or around throughout the signal. For example, in response to a shift from temperature 1 to 2, if denoting the limit cycle characteristic of stable free-running oscillations at temperature 1 as ''LC 1 '' and that at temperature 2 ''LC 2 '' ( Figure 4B ; blue circle LC 1 and red circle LC 2 , whose relative geometry is defined by the parameters d 1;2 , R 1 , R 2 , a 1À2 , and a 2À1 as illustrated), the clock originally running along LC 1 will, starting from certain state on it (yellow dot on blue circle LC 1 ), spiral toward LC 2 upon the shift. Equivalent to how we experimentally determined the steady-state phases from a YFP reporter trace, in our model, 4 bf and 4 af (B) Schematic of the quantification of a clock's phase before and after a temperature shift (4 bf and 4 af ). The dashed red line denotes tracing the post-shift rhythms that are stabilized after a period of transient dynamics (red line following orange line) back to the time of temperature shift. In this example plot, the clock is reset from 4 bf = 0 (blue line at its peak) to 4 af = 180 (dashed red line at its trough). (A) Diagram that illustrates modeling stable circadian oscillations as a two-dimensional circular limit cycle (black circle) centered at the unstable singularity (black dot at the center). For a clock starting to free run from an off-limit-cycle state (e.g., yellow or light blue dot), the gray line represents the transient trajectory along which the clock is attracted into the limit cycle. The cluster of gray dots demonstrate the distribution of states that the clock at the yellow dot can be displaced to by random noise, and in this illustration, they were generated with the value k = 0:3. They also mimic a group of approximately synchronized cells with minor cellto-cell variation in their clock states.
(legend continued on next page)
should be the angular coordinates of the clock state at the time of temperature shift, respectively, in reference to LC 1 and to LC 2 (gray lines connecting the singularities and yellow dot), and the transition from 4 bf and 4 af arises from the displacement of singularity ðd 1;2 Þ relative to the limit cycle of before-shift temperature LC 1 . Given this simple relationship, without considering noise, the dynamical question of computing steady-state phase-resetting responses is amenable to trigonometric reasoning. We can thus analytically derive 4 af as a function of 4 bf for the shift from temperature 1 to 2 and similarly for the reverse shift from temperature 2 to 1 (equations in STAR Methods). Fitting the derived 4 bf versus 4 af functions to the measured PTCs of 1-to-2 and 2-to-1 shifts can thus constrain the relative geometry between LC 1 and LC 2 . Applying this analysis to the 25 C-to-35 C and 35 C-to-25 C data ( Figure 4C ; STAR Methods) yielded LC 25 C and LC 35 C , as graphically presented in Figure 4D (blue circle LC 25 C with its radius R 25 C arbitrarily set to 1 and red circle LC 35 C scaled proportionally as described in STAR Methods). Such geometric relationship dictates that the 5 phase point on LC 25 C lies very close to the 35 C unstable singularity ( Figure 4E , left). Considering the noise term that describes cell-to-cell variation in clock states, for a group of synchronized cells with 4 bf = 5 , rather than locating exactly on the same point on LC 25 C , their clock states form a small cluster around it, covering the 35 C unstable singularity and expanding the full range of angular coordinates in reference to LC 35 C ( Figure 4E , left, light blue dots). Upon shifting temperature to 35 C, these states will then relax into LC 35 C with divergent phases ( Figure 4E , left, orange dots). This explains our observation that releasing the clock into 35 C from a single critical state elicits stochastic phases and suggests that this critical state is the unstable singularity of the clock at 35 C ( Figure 4E , left, red dot). In contrast, if the temperature is shifted from 25 C to 35 C at 4 bf = 90 , for example ( Figure 4E , right, light blue dots), because the clock states are farther away from the 35 C singularity, the range of angular coordinates expanded by the same size of cluster of clock states is much smaller, resulting in a tight distribution in 4 af around a deterministic value ( Figure 4E , right, orange dots).
Recapitulating Phase Resetting by 25
C Pulses further Confirms that the Unstable Singularity Underlies Stochastic Responses With the limit cycle geometry constrained by the responses to temperature shifts, we then went on to model phase resetting by the more complicated signal of low-temperature pulses (composed of two successive temperature shifts). In response to a 25 C pulse at 35 C, clock oscillations will change from LC 35 C before the pulse to LC 25 C during the pulse and then back to the original LC 35 C after the pulse. Because this process involves spiraling toward LC 25 C for different lengths of time in our experiments, to fit the data, we need to describe the relaxation dynamics of the clock. For this, we chose the Poincaré oscillator (Beuter et al., 2003) , which adopts the simplest form of differential equations that can also implement previous simplifications made to set up the model (i.e., circular limit cycle and constant angular velocity; see STAR Methods for a detailed discussion of the assumptions and simplifications made in our model). In the frame of reference of either temperature, with the relaxation coefficient ε, the clock dynamics are described by ðdr=dtÞ = À εrðR À rÞ, ðd4=dtÞ = ð2p=TÞ. r monotonically approaches R with r = ð1=ðð1=r 0 Þ À ð1=RÞÞe
ÀεRt + ð1=RÞÞ (r = r 0 at t = 0). To determine ε, for each pulse duration (3 hr, 6 hr, . 24 hr), we simulated the phase-resetting processes without adding any noise, quantified 4 ini and 4 new in a manner similar to that employed to analyze the experimental results, and thus obtained a series of theoretical PTCs of 25 C pulses. Least square fitting these PTCs to all deterministic phase-resetting responses together gives a relaxation coefficient, ε = 0:32 hr À1 (PTCs of all pulses in Figure S5 ; the 12-hr one as an example in Figure 5A ; STAR Methods).
To intuitively understand how pulse duration and initial phase at the pulse determine whether the new phase is stochastic or deterministic, we plotted trajectories of the clock state to visualize what happens throughout the phase-resetting process. In relaxing toward LC 25 C , multiple critical perturbations all have the appropriate combinations of pulse duration and initial phase at the pulse to bring the clock state close to the 35 C singularity at the end of the 25 C pulse ( Figure 5B , gray lines converging on the red dot), whereas the other perturbations do not (one example shown in Figure S6A ). The dynamical properties of the clock govern all phase-resetting responses but, in our model, are constrained by fitting the deterministic responses. Therefore, simulation of these critical perturbations that were not used to constrain the relaxation coefficient ε can corroborate the notion that a critical state-the 35 C unstable singularity-underlies the stochastic phasing at 35 C, whereas the trajectories taken to the 35 C unstable singularity do not matter. In addition, the PTCs of the pulses that clearly elicit stochastic phase-resetting (B) Generic representation of the geometric relationship between limit cycles of two temperatures (LC 1 and LC 2 ) and the quantification of 4 bf and 4 af in shifting temperature from 1 to 2. The parameters used to describe the relative geometry between LC 1 and LC 2 are (1) the radius of LC 1 ðR 1 Þ and that of LC 2 ðR 2 Þ, (2) the distance between the unstable singularities, i.e., centers of LC 1 and LC 2 ðd 1;2 Þ, and (3) the angle from the 0 direction of LC 1 to the singularity at temperature 2 ða 1À2 Þ and that from the 0 direction of LC 2 to the singularity at temperature 1 ða 2À1 Þ. The 0 direction of either limit cycle corresponds to the clock state experimentally defined as 0 by the peak of the YFP reporter. responses (12-24 hr) display a steep $180 shift in 4 new upon small variation in 4 ini around the critical phase at stochastic response ( Figure 2C ). Taking the simulated critical perturbation of a 12-hr pulse at 4 ini = 203 (whose value is determined by where the slope of fitted PTC is steepest; black curve in Figure 5A ), for example ( Figure 5C , middle), if the pulse is applied at a slightly earlier phase 4 ini = 183 ( Figure 5C , top) or at a later phase 4 ini = 223 ( Figure 5C , bottom), though physically close to each other, the clock states at the end of the 25 C pulse (Figure 5C , top center 4 ini = 183 , bottom center 4 ini = 223 ; black dots close to red dot at the center) are located at two opposing radial axes across the singularity of the 35 C limit cycle (indicated by the dashed gray lines in the top center and bottom center diagrams), thus resulting in an $180 difference in 4 new ( Figure 5C , top right 4 ini = 183 , bottom right 4 ini = 223 ; black dots on red circle).
To examine the threshold in pulse duration ($12 hr) for inducing stochastic phases for a 25 C pulse, we plotted the end-of-25 C-pulse states for pulses applied at all initial phases ( Figure S6B ). As the ring of end-of-pulse state distribution converges toward the 25 C limit cycle with increasing pulse duration (that of 3-hr, 12-hr, and 24-hr pulses shown in Figure 5D to demonstrate the trend), it passes through the singularity at 12 hr and then remains close to it, meaning that there exists a particular initial phase at which any no-shorter-than-12-hr pulse applied can bring the clock state to the vicinity of the 35 C singularity at the end of it. Because this trend requires that LC 25 C does not enclose but lies close to the 35 C singularity, the existence of pulses that can induce stochastic phases and this threshold effect of pulse duration is specific to the relative geometry between LC 25 C and LC 35 C . The threshold value also depends on the relaxation timescale-the faster the clock relaxes to LC 25 C , the shorter time it takes to approach the 35 C singularity.
Moreover, this model can explain the transient amplitude reduction that may occur with stochastic phasing ( Figure S2 ). Specifically, although it is unclear how the oscillatory amplitude of the YFP reporter corresponds to the radius ðrÞ of a clock state in our conceptual model, it is safe to assume that their values are positively correlated. Thus, the radial relaxation of a simulated clock state can be used to qualitatively infer the stabilization of the YFP reporter level. As the radial relaxation is described by
ÀεRt + ð1=RÞÞ (r = r 0 at t = 0), if a clock starts oscillating from the vicinity of the unstable singularity ðr 0 $ 0Þ, which underlies the stochastic phasing, the time ðt 1 Þ it takes to reach a certain radius (r 1 , say 0:9R) is t 1 = ð1=εRÞlnððr 1 =r 0 Þ,ð1 À ðr 0 =RÞ=1À ðr 1 =RÞÞÞ zð1=εRÞlnððr 1 = r 0 Þ,ð1 À ðr 1 =RÞÞÞf À ln r 0 . t 1 sharply increases as r 0 approaches 0, meaning that, if a clock happens to lie very close to the 35 C singularity at the end of a 25 C pulse, the stabilization of the oscillatory amplitude could be significantly delayed.
The Geometric Relationship between Limit Cycles of Pulse and Background Temperatures Govern the Existence of Stochastic Responses to Pulse Signals
To generalize what we learned with the specific signal of 25 C pulses at 35 C and grasp the trend of temperature effects on circadian oscillations, we sampled additional temperatures (30 C-the midpoint between 25 C and 35 C, T 30 C = 25:0 hr; 37.5 C-the upper boundary of non-stressful temperatures, T 37:5 C = 24:9 hr). We measured phase resetting by temperature shifts between 25 C, and 30 C and 37.5 C, respectively (Figures 6A and 6B) and, as we did for 35 C, used these results to fit the geometry of the 30 C and the 37. C (blue circle). Therefore, for 25 C pulses at higher temperatures, the pulse-temperature limit cycle, i.e., LC 25 C , can either enclose, pass through, or exclude a background-temperature singularity, depending on what temperature it is. Because the induction of stochastic phases by pulse signals require that the clock can reach the background-temperature singularity in spiraling toward the pulse-temperature limit cycle, we explored how the relative position of the pulse-temperature limit cycle and the background-temperature singularity influences the nature of phase resetting responses (e.g., Figure 6E , from left to right: blue circle enclosing, passing through, or excluding red dot). As a simple theoretical demonstration, we allowed d 25 C;35 C to vary from 0:1R 25 C to 1:9R 25 C ðR 25 C = 1Þ and scanned the responses to 25 C pulses of various duration ðtÞ to probe whether stochastic phasing can occur. We simulated the single-cell PTC to the 25 C pulse for each pair of t and d 25 C;35 C values and quantified the maximum spread of 4 new between cells with similar 4 ini (denoted by D4 new Þ-a small D4 new indicates purely deterministic behavior (e.g., Figure S5 , 3 hr; yellow line), whereas a large D4 new suggests existence of stochastic phasing (e.g., Figure S5 , 12 hr; yellow line). We presented the t-and d 25 C;35 C -dependent D4 new as a heatmap from blue (minimum level) to red (almost 360 spread in 4 new between synchronized cells; Figure 6D ). For a small d 25 C;35 C , where LC 25 C encloses the 35 C singularity, the overall small, t-independent This is equivalent to the notion that, for any 25 C pulse longer than a threshold value, there exists a corresponding 4 ini so that the pulse applied at it can take the clock to the 35 C singularity at the end of the pulse. When d 25 C;35 C = 1:9, only one trajectory passes through the 35 C singularity at a specific point, yielding one critical combination of 4 ini and t that induces stochastic phases. See also Figure S7 .
D4 new (dark blue) indicates stochastic responses cannot be induced no matter how long the pulse is. Intuitively speaking, this is because no 25 C pulse can bring a clock state outside of LC 25 C to the 35 C singularity that lies inside of it ( Figure 6E , left, dashed gray trajectories projecting from different phases along the red circle). As d 25 C;35 C approaches and rises slightly above R 25 C ð = 1Þ, with the 35 C singularity lying on top or close to LC 25 C , the sharp transition from blue at t = 11 hr to red at t = 12 hr (indicated by the vertical black arrow at d 25 C;35 C = 1 in Figure 6D ) indicates that a 25 C pulse longer than the threshold t $ 11 hr, if applied at an appropriate 4 ini , can cause stochastic phasing (visualized in Figure 6E , center; dark gray trajectories). If d 25 C;35 C is increased further, excluding the 35 C singularity from LC 25 C , the small range of t in red (indicated by the two horizontal black arrows at d 25 C;35 C = 1:9 in Figure 6D ) implies that only a particular length of pulse can induce stochastic new phases, as readily seen from the plot of clock-state trajectories in Figure 6E (right; among dashed gray trajectories, one dark gray trajectory traversing red dot).
DISCUSSION
For decades, it has been known that circadian systems exhibit resetting-stimuli-induced attenuation of oscillations (Engelmann et al., 1978; Grone et al., 2011; Huang et al., 2006; Johnson and Kondo, 1992; Malinowski et al., 1985; Peterson, 1980a; Saunders, 1978; Taylor et al., 1982; Winfree, 1970 Winfree, , 2010 . However, the single-cell behavior (arrhythmicity versus desynchronization; Figure 1C ) underlying this phenomenon has remained obscure due to the experimental difficulty of perturbing and monitoring cellular clocks in many organisms. Here, we explored the mechanistic basis of resetting-stimuli-induced attenuation of oscillations in the unicellular cyanobacterium S. elongatus. By scanning its responses to temperature changes, we found that population-level damping of oscillations occurs because critical perturbations elicit stochastic phases of oscillations (i.e., desynchronization) in individual cells. With an experimentally constrained model, we explained the measured phase shifts by the structure of the clock as an oscillatory dynamical system and related the induction of stochastic phases to an unstable singularity inside the stable limit cycle characteristic of circadian oscillations.
The current imaging setup could be further improved (see STAR Methods) to let us analyze the full relaxation processes in establishing the phase shifts, and using the improved imaging setup, a refined mapping around the critical perturbations would permit a close examination of the local dynamical properties around the unstable singularity. Moreover, future mechanistic investigations are needed to link the dynamical properties to the underlying clockwork, to enable insight into the molecular nature of the singularity at a certain temperature and why it is unstable in terms of molecular composition. The general insights into individual cellular clocks can also be built upon to study multicellular circadian systems (Liu et al., 1997 (Liu et al., , 2007 and to examine how cell-tocell communication, either local or global, regulates a system's collective susceptibility to interruption of accurately timed rhythmicity (An et al., 2013; Jewett et al., 1991; Roberts et al., 2015) .
Cellular circadian clocks are molecular oscillators (Bell-Pedersen et al., 2005) . The molecular players of the clock machinery vary considerably across different taxa (e.g., bacteria, algae, plants, and animals; Bell-Pedersen et al., 2005; Paranjpe and Sharma, 2005; Rosbash, 2009; Young and Kay, 2001 ), but they all constitute self-sustained oscillatory systems that possess the conserved properties (e.g., circadian periodicity and entrainment) of a circadian clock. In this study, as we do not yet understand the molecular mechanisms by which temperature affects the cyanobacterial clock, we built a conceptual rather than detailed molecular model by employing limit cycle theory to describe the clock as an oscillatory system (Strogatz, 2001; Winfree, 2010) . Given the disparate molecular clockwork among different organisms, such abstraction was also employed to enable broadly comparing the cellular clocks in different organisms.
Although generally falling into the category of self-sustained oscillatory systems, the cellular clocks in different organisms may have distinct dynamical structures that govern their responses to critical perturbations (desynchronization versus arrhythmicity) and affect the clocks' functioning. Specifically, as an oscillatory system, the clock must have a singularity inside the stable limit cycle characteristic of circadian oscillations, whereas this singularity could be either stable or unstable (Leloup and Goldbeter, 2000; Strogatz, 2001 ). The cyanobacterial clock has an unstable singularity (and so might the mammalian clock; see STAR Methods for a detailed speculation), and resetting stimuli that bring the clock close to the unstable singularity will induce stochastic phases (desynchronization; Figure 7 , left, black curve toward dot at the center). The singularity, however, could be stable for cellular clocks in other organisms (Figure 7, right, solid dot; Huang et al., 2006; Leloup and Goldbeter, 2001) . In this case, there must be an unstable limit cycle (dashed circle) separating the two attractors-the stable singularity and the stable limit cycle-from each other. Given this dynamical structure, if brought to the interior of the unstable limit cycle by resetting stimuli (black curve projecting into shaded yellow region), the clock will be attracted into the stable singularity and become Schematics comparing two scenarios where the singularity inside the stable limit cycle (solid red circle) characteristic of circadian oscillations is either stable (right, solid red dot) or unstable (left, hollow red dot). The gray trajectories indicate that (left) the stable limit cycle globally attracts any states other than the unstable singularity and (right) the stable singularity and the stable limit cycle, respectively, attract states inside versus outside the unstable limit cycle (dashed red circle). The black curve represents the critical perturbations that cause stochastic phases (left) or arrhythmicity (right) of individual clocks.
arrhythmic. Thus, as hypothesized previously (Leloup and Goldbeter, 2000) , the stability of the singularity can explain the clock's response to critical perturbations; clocks with a stable singularity will exhibit arrhythmicity, whereas those with an unstable singularity will exhibit desynchronization. Moreover, the resetting stimuli resulting in arrhythmicity in the case of a stable singularity are much more abundant than those that elicit desynchronization with an unstable singularity (Figure 7 ; comparing right, entire shaded region, versus left, proximity of small dot at the center). Given that the existence of a singularity is intrinsic to the clock as an oscillator, although both types of behavior are unavoidable interruptions to accurately timed circadian rhythmicity, desynchronization in the case of an unstable singularity is far less likely to occur. Thus, in this regard, a cellular clock with an unstable singularity (e.g., the cyanobacterial clock) is more robust than one with a stable singularity (and an unstable limit cycle).
Oscillations in general are a prevalent and significant phenomenon in biology (Kruse and J€ ulicher, 2005) . They are hard to interpret, however, because oscillations arise from a nonlinear system of interacting components, and the observable dynamical features of an oscillator (e.g., period, amplitude, and robustness) are not intuitively linked to the properties of its individual components (Friesen and Block, 1984) . The systematic approach reflected in our work will be useful in organizing the rapidly growing mechanistic knowledge of various oscillatory systems and suggesting future experiments and directions to address.
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EXPERIMENTAL MODEL AND SUBJECT DETAILS
Cyanobacteria Strain Strain JRC35 (Chabot et al., 2007) , which expresses the YFP-SsrA protein under the control of the kaiBC promoter and contains a kanamycin resistance cassette, was obtained from Alexander van Oudenaarden (Massachusetts Institute of Technology, currently at Hubrecht Institute).
Cell Culture Cells were grown in a shaking incubator (Innova 40, New Brunswick Scientific) in filtered BG-11 medium (components listed below) supplemented with 10 mg/mL kanamycin and 10 mM HEPES-NaOH Ph 7.5, and illuminated with cool-white fluorescent lights (two Phillips T9 circline bulbs -a 32 Watt, 12'' diameter bulb encircling a 22 Watt, 8'' diameter bulb). Growth temperature was set REAGENT according to specific experiments (i.e., 25 C, 30 C, 35 C, or 37.5 C). BG-11 medium was sterile filtered to eliminate the precipitates formed after autoclaving, which affect imaging quality. Culture preparation for microscopy and western blotting time course experiments are described below in the method details section.
METHOD DETAILS Western Blot Analysis
Western blotting was performed following previously established procedures (Gutu and O'Shea, 2013; Rust et al., 2011 ) with modifications described below. Cells were collected by vacuum filtration on cellulous acetate filters (OE67, Whatman), placed into 500 mL screw-cap tubes containing 0.1 mm glass beads (BioSpec Products), flash-frozen in liquid nitrogen, and then stored at À80 C until lysis. Lysates were obtained by bead-beading at 4 C (6 times, 30 s each, with 1 min cooling on ice in between) in 250 mL ice-cold lysis buffer (7.5 M urea, 20 mM HEPES pH 8.0, 1 mM b-mercaptoethanol, and 1x cOmplete EDTA-free protease inhibitor tablet, Roche). The lysate was centrifuged for 10 min (16,000 x g, 4 C), after which the supernatant was transferred to a clean microcentrifuge tube. The total protein concentration of each sample was measured by the Bradford assay (Pierce) against a standard curve of bovine serum albumin (BSA, Bio-Rad) diluted in lysis buffer. For each SDS-PAGE gel, 12 mg of total protein lysate was loaded per lane.
To detect the phosphorylation level of KaiC, lysates were heated at 99 C for 3 min, loaded to a 10% Tris-HCl gel (acrylamide: bisacrylamide, 37.5:1, 16 cm 3 16 cm 3 1 mm), and then run at 35 mA and 15 C for $7 hr using a Hoefer SE600 electrophoresis system. After electrophoresis, the separated proteins were transferred to nitrocellulose membrane (0.45 mm pore size, Bio-Rad) at 100 mA for 90 min using the Trans-Blot SD semi-dry transfer cell (Bio-Rad), followed by standard western blotting procedures. The membrane was incubated with primary antibody (1:1000 dilution of rabbit polyclonal anti-KaiC serum that was generated against full-length recombinant KaiC, Cocalico Biologicals) overnight at 4 C, and then with secondary antibody (1:1000 dilution of 10 mg/ml goat anti-rabbit HRP conjugate, Pierce) for 1 hr at room temperature. The blot was developed with SuperSignal West Femto maximum sensitivity substrate (Pierce), and imaged with an AlphaImager system (Alpha Innotech). KaiC was detected in multiple bands (see the data and software availability section for gel images) -the bottom two bands unambiguously correspond to unphosphorylated KaiC (U-KaiC), while the three phosphoforms (S-KaiC, T-KaiC, and ST-KaiC) cannot be clearly separated (Nishiwaki et al., 2004) . Background-subtracted intensities of the multiple bands were quantified by densitometry using imageJ software (National Institutes of Health). The ratio of phosphorylated KaiC (KaiC$P%, Figure S4 ) or unphosphorylated KaiC (1 -KaiC$P%) was determined by dividing the sum of the bottom two bands' (U-KaiC) by the sum of all bands' intensities.
To measure the phosphorylation level of RpaA, lysates were run at 4 C and 130 V on a 7% polyacrylamide gel (acrylamide: bisacrylamide, 29:1) containing 50 mM Phos-tag Acrylamide AAL-107 (Wako Chemicals) and 100 mM MnCl 2 , until the bromophenol blue dye reached the bottom of the gel in $2 hr. Before transferring the proteins to nitrocellulose membrane, the gel was gently washed twice for 10 min each time in transfer buffer (40 mM glycine, 50 mM Tris, 0.063% SDS, 20% v/v methanol), with 1 mM EDTA added to the first wash to chelate Mn 2+ ions. Also, the primary antibody used was 1:1000 dilution of rabbit polyclonal anti-RpaA serum that was generated against full-length recombinant RpaA (Cocalico Biologicals). Except for these, other procedures were the same as those used in detecting KaiC. RpaA appears in two bands (see the data and software availability section for gel images) -the upper band is phosphorylated (RpaA$P), and the lower unphosphorylated (U-RpaA). Background-subtracted intensities of the two bands were quantified, and then normalized to their sum to calculate the ratio of phosphorylated RpaA (RpaA$P%, Figure S4 ) or unphosphorylated RpaA (1 -RpaA$P%).
Time-Lapse Microscopy and Analysis
Overview of Experimental Design
Single-cell phase resetting responses to temperature changes were measured with live cell imaging time courses. An imaging time course lasts 3-4 days, during which certain resetting signal was applied by changing the ambient temperature of imaged cells. Although cyanobacterial cells divide faster than 24 hr (e.g., with a doubling time of $12 hr at 35 C and $16 hr at 25 C under our experimental conditions), because the clock runs independent of the cell cycle and its state is faithfully inherited at cell division (Yang et al., 2010) , the dynamics of the clock-state reporter can be continuously traced across generations (Chabot et al., 2007; Mihalcescu et al., 2004; Teng et al., 2013; Yang et al., 2010) , and the clock's phase before and after a signal can then be extracted. To increase the throughput of imaging, we loaded a mixed-phase population of cells for one imaging time course, so that a resetting signal applied during the time course was given to cells with different phases. Thus, summarizing the single-cell responses from one time course should theoretically suffice to generate the PTC of a given signal. When the pre-signal phases were, in reality, not uniformly sampled from 0 to 360 in a single time course experiment, the results from several experiments were combined to generate a PTC. Also, to avoid potential statistical bias due to variable sampling density of the pre-signal phases, we presented all results as single-cell data points. Culture preparation for microscopy 700 mL per tube (BD Biosciences, 5ml polystyrene round-bottom tube) of liquid culture was inoculated at an initial OD 750 of $0.02, and grown with 140 rpm shaking to an OD 750 between 0.2 and 0.4 before imaging. The incubator temperature was set to what cells should first experience in the imaging time course they were prepared for (e.g., 37.5 C for the 37.5 C-to-25 C shift or 35 C for 25 C pulses in a 35 C background). To prepare stably oscillating cells with a given circadian phase, a tube of culture was entrained by at least two cycles of 12 hr light/12 hr darkness, and then released into constant light to free run for $24 hr, with a measured light intensity of $15 mE m À2 s À1 maintained throughout the light periods. To obtain cells with a 360 spread of phases, we built an automatic device (Chabot et al., 2007) to simultaneously entrain twelve tubes of culture to different phases. The device comprises a platform that holds the tubes uniformly spaced around a circle (with 30 between two adjacent tubes), and, affixed to a programmed step motor, a half-circle shield that rotates 30 every 2 hr, sequentially exposing each tube to cycles of 12 hr light/12 hr darkness (see the additional resources section for step motor tutorial, and the data and software availability section for detailed setup of the device).
Microscopy Experimental Setup
To set up one imaging time course, $100 mL of cell culture was harvested from each of the twelve tubes. To guarantee equal sampling of cells with different phases, the exact volume of culture taken from each tube was adjusted to be inversely proportional to its OD 750 . The mixture of these twelve tubes of cells ($1200 mL) was gently vortexed, concentrated by centrifuge, and then resuspended in 1 mL sterile-filtered BG-11 medium (without kanamycin). 5 mL of the resuspended cells were loaded onto the center of a Lab-Tek II chambered coverglass (Electron Microscopy Sciences), and overlaid by a pad of 1% agarose (2.5 cm 3 1.5 cm 3 6 mm). After a 3-4 days of the imaging time course, an individual cell in the first frame of image could grow into a colony of approximately 50-100 cells ( Figures  S1A and S1D ). To avoid crowding and overlapping of cells, the above culture volumes and agarose pad size were optimized to create a uniform sparse distribution of single cells to start with. To prevent the agarose pad from drying, the chambered coverglass was capped by a special foil cover (Pecon Products) that is permeable to air but not water, and a small drop of BG-11 medium ($100 mL) was placed at each end of the coverglass to increase the humidity inside the capped chamber. The foil has one hydrophobic and one hydrophilic side. To reduce moisture condensation on the foil which could form with a temperature drop (e.g., the 37.5 Cto-25 C shift), the foil was assembled with its hydrophobic side facing the sample (or interior of the chambered coverglass). The sample was imaged with a Plan-Apochromat 100X/1.40 Oil Ph3 objective (Zeiss) in the Cell Observer system (Zeiss), equipped with Cascade II:512 camera (Photometrics) at 512 3 512 pixel resolution and a Lambda DG-4/DG-5 xenon arc lamp (Sutter Instrument) as the fluorescence source. Bright-field, YFP (Zeiss filter set 46 HE) and Cy3 (autofluorescence, Zeiss filter set 43 HE) images were taken at 16-20 designated positions every hour -at each position and time point, fluorescence images (YFP and Cy3) were taken in the best focal plane, and centered around it, bright-field images were acquired along a z stack of 9 planes with a step size of 0.2 mm. Definite Focus (Zeiss) was used to minimize the drift in z-direction that may occur over time. Throughout the time course, the sample was illuminated at an intensity of $8 mE m À2 s À1 by an external LED ring (Advanced Illumination), which was switched off only during image acquisition. The sample temperature was regulated by an InVivo Scientific incubator that encloses the entire microscope, and sequentially set to the values that constitute a temperature signal (e.g., 35 C then 25 C and then 35 C for the experiment of a 25 C pulse at 35 C). The incubator temperature is regulated by a built-in PID controller. Heating up the incubator (e.g., changing from 25 C to 35 C) takes $30 min, while cooling it down (e.g., changing from 35 C to 25 C) would take much longer that that if depending solely on the PID controller. To speed up the cooling process also to $30 min, the heater of the incubator was manually switched off until the temperature drops close to the target value, and the incubator doors were also opened during this process to help dissipate heat. Considering the timescale of the circadian period ($24 hr) and the signals employed in our study (e.g., the shortest 25 C pulse was 3 hr long), $30 min is short enough for our needs; and we recorded the time at which a temperature signal was given by the starting point of this $30 min stabilization process (i.e., the time of setting rather than reaching a new temperature). Also, since the foil cover could not completely seal the chamber in which the sample resides, to further prevent the sample from drying, several large beakers of water were placed inside the incubator to create a humidified environment around the chamber. Except for the incubator (whose temperature was manually adjusted), every other device involved was automated and coordinated by the MetaMorph software.
Image Processing and Data Analysis
To extract the single-cell clock dynamics and their phase information, a custom written MATLAB software (R2016a, MathWorks) was developed following the standard steps of image processing and analysis (Chabot et al., 2007; Mihalcescu et al., 2004; Yang et al., 2010 ) (see the data and software availability section for raw images and codes). The software first segments individual cells in each frame using a quantitative phase map constructed from the z stack bright-field images (Waller et al., 2010) , and overlays the segmented cells with YFP and Cy3 images to deduct background fluorescence and extract the clock-state reporter level. It then tracks cells from one frame to another to construct their lineages and thereby generates time series of the reporter expression. The time series were then fitted by a cosine function (Markson et al., 2013; Refinetti et al., 2007) to quantify the pre-versus post-resetting-signal phases as how they were defined in the main text (i.e., 4 ini versus 4 new and 4 bf versus 4 af respectively for temperature pulse and shift). As our study involves a substantial volume of time-lapse imaging data, to be more time efficient, we designed the analysis procedures to be as automated as possible. Specifically, we coded stringent standards in mapping cells between frames to guarantee the correctness of automatic lineage tracking results. Since the cell segmentation and tracking was performed using bright-field images, whether a lineage could be successfully tracked is independent of the phase resetting responses to be extracted from its YFP reporter trace. Therefore, although not all lineages were automatically trackable, we could use an unbiased subset of the tracked lineages to quantify single-cell responses (for randomly selecting a subset of tracked lineages, see section below, Determining the time windows to use for extracting phase information with an example 12-hr 25 C pulse experiment). On top of the standard image processing steps, two details need to be clarified. First, as the intensity of xenon arc lamp decays over time and the lamp bulb has been changed twice throughout data acquisition, we couldn't well control excitation light intensity, and the absolute fluorescence level is not comparable among different time courses. This, however, does not affect building and constraining the model, since we used only the phase but not the amplitude information of single-cell YFP reporter traces. To plot the traces though (Figures 2A, 3A , 3C, S1, and S3), for illustrative purposes, we normalized the level of traces collected in different experiments so that the average peak YFP level at 35 C stays the same. Second, Cy3 images were taken and analyzed first to examine the viability of imaged cells over time, and second to estimate and subtract the bleed-through from chlorophyll autofluorescence into the YFP channel, especially as the level of autofluorescence was observed to gradually increase through a time course. Regarding the first point, by the end of every single time course, $1% cells formed aggregates foci in the Cy3 channel, indicative of cell stress or damage, and were excluded from further analysis. Regarding the second point, to assess and subtract the fraction of YFP fluorescence emitted from autofluorescence rather than the clock-state reporter, we imaged wild-type cyanobacterial cells (containing no YFP reporter) over time at 35 C to measure the ratio of its emission in the YFP channel to that in the Cy3 channel, and accordingly corrected the YFP images of the experimental strain (JRC35) using its Cy3 images (see the uploaded codes for details). Also, as with the time courses of phase resetting experiments, the wild-type cells exhibited a slow steady increase in autofluoresncece over time, suggesting the increase is subject to our experimental conditions and not directly related to the responses to temperature changes.
Determining the Time Windows to Use for Extracting Phase Information with an Example 12-hr 25
C Pulse Experiment To efficiently measure steady-state phase resetting responses, we need to determine the amount of time to image before and after a signal, and the time windows to use for extracting the pre-and post-signal phases. To quantify the pre-signal phase, only one full cycle of oscillations needs to be recorded. However, to avoid any transient fluctuations that might occur with transferring the cells from liquid culture to under the microscope, we can extend the imaging time by several hours and not use the first few time points of data. Following a temperature signal, it takes the clock a period of transient dynamics to establish stable oscillations. Thus, to quantify the steady-state phase shift to a signal, the longer we wait, the more likely the clock dynamics have stabilized. However, with a longer time course, it would be more difficult to maintain stable growth conditions and to generate high-quality data that are easy to process. Regarding the later point, large lateral drifts of the imaged positions tend to occur with long-term imaging (usually starting at 89-90 hr); and automatic cell tracking is error-prone when cells become crowded after multiple days of growing and dividing. To balance the above opposing requirements and optimize the duration of a time course, we need to identify, after a signal, the immediate time window of stabilized YFP reporter dynamics that can be used to extract a clock's steady-state phase.
We tested the above considerations with a 12-hr 25 C pulse experiment, and illustrate, in Figure S1 , results of the two colonies featured in Figures 2A and 2B -Figures S1A-S1C for the colony with 4 ini $ 186 at the onset of the pulse (top panel in Figure 2A , blue dots in Figure 2B ), and an equivalent set of plots, Figures S1D-S1F for the colony with 4 ini $ 75 at the pulse (bottom panel in Figure 2A , red dots in Figure 2B ). Here, we will illustrate the analysis procedures using the first example colony where stochastic phases were induced. In this test experiment, after pre-growing at 35 C and then being loaded under the microscope, cells were grown and imaged first at 35 C for $28 hr, then at 25 C for 12 hr, and then again at 35 C for $48 hr. With the onset of the 12 hr at 25 C pulse set to time 0, t = À 28 hr, t = 12 hr and t = 60 hr each corresponds to the beginning of the imaging time course, the end of the 25 C pulse, and the end of the time course. The colony was divided from a single cell at t = À 28 hr, the beginning of the time course. Through segmenting and tracking cells in this colony over time, from t = À 28 hr to t = 60 hr, we obtained the YFP reporter traces of some individual cell lineages ( Figure S1B ). Figure S1A demonstrates the segmentation of cells in the first frame of image after the 25 C pulse at t $ 12 hr (exactly at t = 12:15 hr), and in the last frame of image at t $ 60 hr (exactly t = 60:15 hr). Cells were color coded so that progeny at t $ 60 hr retain the same color as their ancestor cell at t $ 12 hr, and the ones belonging to tracked cell lineages were outlined in white. Figure S1B shows, in matching color, their YFP reporter traces organized into different diagrams according to their corresponding (ancestor) cell at t $ 12 hr. Occasionally, cells might die during a time course like the red cell in Figure S1A (with its YFP reporter trace plotted in the bottom right diagram in Figure S1B ), and would be removed from further analysis. In the other five diagrams of Figure S1B , the tracked lineages of each cell at t $ 12 hr stay fairly synchronized for 48 hr after the pulse, although the five progenies of cells are desynchronized from each other. This suggests that the stochastic new phase upon returning to 35 C is determined within a timescale shorter than the first cell division after the 25 C pulse, and stable oscillations persist afterward. From all tracked lineages corresponding to certain cell at t $ 12 hr in this colony, we then randomly selected one to quantify the steady-state phase resetting response as 4 ini versus 4 new ( Figure S1C ). In general, applying this selection method to all single colonies imaged in a time course ensured that, in response to a temperature signal (e.g., a 12-hr 25 C pulse), all cells that experienced the last change in temperature (e.g., shift from 25 C back to 35 C) were equally sampled, and their randomly picked individual lineages constituted an unbiased subset of data that could be used to generate the single-cell PTC of certain signal.
To extract the phase information of randomly selected lineages, we fitted their YFP reporter traces within the following time windows ( Figure S1C , solid black lines) to obtain 4 ini and 4 new (see the main text and Figure 1F for their definitions) -the last 26 hr before the 25 C pulse (from t = À 26 hr to t = 0) was used to define 4 ini as the phase of the fitted cosine function at t = 0; and the first 26 hr after 6 hr following the 25 C pulse (from t = 18 hr to t = 44 hr) was used to extrapolate 4 new by what phase the fitted cosine function should start running from at t = 0. The period used to fit cosine functions should be the free-running period at 35 C, and was measured with a separate time course experiment (see section below, Measuring the free-running period at various temperatures). To evaluate whether the YFP reporter trace within the selected time window from t = 18 hr to t = 44 hr can represent stabilized oscillatory dynamics of the clock after the pulse, we extrapolated the fitted cosine functions (black lines) out to earlier and later times at 35 C (dashed black lines) to assist visual comparison of the fit with the data. Note the first 6 hr right after the pulse -in the case (e.g., yellow and green traces) where the transient YFP reporter dynamics obviously differ from the extrapolated cosine function (dashed black lines from t = 12 hr to t = 18 hr), their difference diminishes within 6 hr, suggesting fast establishment of the new phase as consistent with what was observed in Figure S1B (i.e., the phase of a clock is determined within a timescale shorter than the first cell division after the 25 C pulse). The fact that the cosine functions extrapolated into later time (dashed black lines after t = 44 hr) overlap with the YFP reporter traces as well as the prior fitted functions (black lines) confirms the new phase remains stable for at least two days after the pulse. All the above features of the YFP reporter dynamics supports using the 6 hr-to-32 hr time window after a temperature change as an immediate period of stabilized YFP reporter dynamics to extract the clock's steady-state phase. To be consistent, in all phase resetting time course experiments, we imaged $28 hr before a temperature signal and at least 32 hr afterward, and used the last 26 hr before the signal and the 6 hr to 32 hr after it to quantify steady-state responses (i.e., 4 ini versus 4 new and 4 bf versus 4 af respectively for temperature pulse and shift). Examining the Post-signal Amplitude As mentioned above, due to technical constraints (see the section on Image processing and data analysis), the absolute values of YFP fluorescence measurements cannot be used for rigorous, quantitative characterization of the phase resetting responses. Nevertheless, to qualitatively confirm that, in response to a critical perturbation, the circadian oscillations of individual cells persist afterward, we examined their single-cell post-signal amplitudes and how they evolve over time following a signal. Specifically, for several example time courses imaged to 48 hr after a temperature signal (the 12-hr 25 C pulse experiment illustrated in the above section, and two time course experiments of the 25 C-to-35 C shift), we analyzed the post-signal YFP reporter oscillations within two different 26 hr-long time windows after the end of the signal -an earlier 6 hr-32 hr window and a later 22 hr-48 hr window. As explained in the above section, the former was consistently used to extract the steady-state post-signal phases in all our experiments. The phase and amplitude during the earlier versus later time windows are respectively denoted by 4 and A, and Figures S2A, S2D , and S2G) are similar and overlapping. This supports the idea that there is rapid establishment of post-signal phases, which motivates using the earlier 6 hr-32 hr time window for quantifying steady-state phase shifts. (2) The amplitude during the earlier time window, A ( Figures S2B,  S2E , and S2H, blue triangles), varies with the pre-signal phase (i.e., 4 ini or 4 bf ), and exhibits a reduction around the critical phase (indicated by dashed gray line) where stochastic post-signal phases are induced. In contrast, the amplitude during the later time window, A 0 ( Figures S2B, S2E , and S2H, red triangles), is more uniform across different pre-signal phases; and for cells around the critical perturbations, those with obviously smaller amplitudes during the earlier time window (A; blue triangles circled out by yellow oval, Figures S2B, S2E , and S2H) have recovered their amplitudes during the later time window (A 0 ; corresponding A versus A 0 data points highlighted in yellow in Figures S2C, S2F , and S2I). These observations confirm that the circadian oscillations of individual cells persist following a phase resetting signal, and that cellular arrhythmicity could not be detected. However, some cells might still be stabilizing their oscillatory amplitudes during the earlier 6 hr-32 hr time window that was used to quantify steady-state post-signal phases; and specific to those around the critical perturbations, some would experience an obvious but transient reduction of the amplitude before recovering later. Limitations and Potential Improvements of Our Current Microscopy Setup As detailed in the above section, the slow recovery of oscillatory amplitude in some cells suggests that the 6 hr-32 hr time window used to extract 4 new and 4 af is, strictly speaking, an experimentally constrained approximation of stabilized post-signal oscillations.
This approximation can largely capture the phase resetting responses as summarized by PTCs, including the critical-perturbationinduced stochastic phasing that manifests as a scattering in 4 new or 4 af . However, the quantitative distribution of stochastic postsignal phases might not be exact due to the challenges in accurately determining the phases for cells with much reduced amplitude during the earlier 6 hr-32 hr time window. Nevertheless, this does not affect our basic theoretical interpretation that the unstable singularity underlies stochastic phasing, as the limit cycle model we used to arrive at this interpretation was constrained primarily by the deterministic phase resetting responses, and did not use the exact values of stochastic phases (see section of Limit-cycle model of the cyanobacterial circadian clock). That being said, monitoring the full relaxation processes in establishing steady-state phase resetting responses, and based on it, a refined characterization of the responses around critical perturbations are two unresolved remaining directions. Study of these issues necessitates maintaining good-quality imaging with homeostatic growth conditions for a longer duration -to at least 48 hr after the end of a phase resetting signal.
Measuring the Free-Running Period at Various Temperatures
For each temperature condition (i.e., 25 C, 30 C, 35 C or 37.5 C), the clock period was determined by cosinor fitting (Markson et al., 2013; Refinetti et al., 2007) the YFP reporter traces from a free-running time course. Specifically, cells were entrained and synchronized by two consecutive 12 hr light/12 hr darkness cycles -one in liquid culture and one under the microscope -before release into continuous light with bright-field, YFP, and Cy3 images taken for 48 hr. Light/darkness conditions under the microscope were manually controlled by switching on or off the external LED ring; and during light periods, the LED intensity was kept constant at $8 mE m -2 s -1 , the same as that in phase resetting experiments. The prior synchronization by light/darkness cycles was not necessary for identifying the period of free-running oscillations, but it could generate naturally well-aligned clock-state reporter traces of individual cells and facilitate visual inspection of the experimental data. With the onset of the 48 hr time course set to t = 0, for all cell lineages ðN > 700Þ that could be tracked throughout the time course (to t = 48 hr), their YFP reporter traces from t = 12 hr to t = 48 hr were individually least square fitted to cosine curves with certain period. The period value was scanned from 24 hr to 26 hr with 0.1 hr step, and determined by minimizing the sum of squared deviations between each trace and its cosine fit. The above analysis yielded the results of T 25 C = 24:7 hr, T 30 C = 25:0 hr, T 35 C = 25:2 hr, T 37:5 C = 24:9 hr, which were fixed at these values in quantifying the phases in phase resetting experiments.
We are aware that 25 C is near the lower temperature boundary for robust circadian oscillations, and thus confirmed that all cells imaged in the above free-running experiment at 25 C exhibit robust oscillations. Specifically, previous bioluminescence measurements at the population level have shown that since being released to continuous light (40-50 mE m À2 s
À1
) after entrainment by light/darkness cycles, circadian oscillations start to damp after three days at 23 C (Xu et al., 2013) but persist at 25 C (Kondo et al., 1993) . The lower temperature boundary for circadian oscillations must lie between 23 C and 25 C, while its exact value probably also depends on the other environmental conditions used (e.g., light intensity) (Xu et al., 2013) . In our experiments of temperature shifts from 25 C (where cells were first grown and imaged at 25 C), the YFP reporter level of $2% cells (which were excluded from analyzing phase resetting responses) appears arrhythmic for an initial or the whole ($28 hr) period of time at 25 C. However, loss of robust oscillations was not observed during the 25 C periods in other phase resetting experiments (e.g., 25 C pulses at 35 C, temperature shifts toward 25 C), and also not in the above experiment of free-running oscillations at 25 C following a light/darkness cycle under the microscope. Thus, in all our imaging experiments, arrhythmicity at 25 C was only observed when cells were loaded under the microscope at 25 C and then immediately imaged afterward. These observations strongly indicate that circadian oscillations persist at 25 C, but they can be perturbed, at a low frequency, by transferring cells from liquid culture to under the microscope, which involves $20 min of sample preparation at room temperature (18 C). Moreover, the fact that this phenomenon was not observed at any other temperatures (30 C, 35 C, or 37.5 C) suggests that the clock at 25 C is more susceptible to perturbations, consistent with the speculation that 25 C is near the lower boundary for robust oscillations.
Predicting the Phase Resetting by Temperature Shifts between 25 C and 35 C A 25 C pulse at 35 C comprises two successive temperature shifts -first from 35 C to 25 C, and then from 25 C to 35 C. If the 25 C pulse (e.g., 24 hr) is long enough to allow the stabilization of oscillatory dynamics at 25 C, these dynamics can be extrapolated to infer the steady-state responses to a 35 C-to-25 C shift. We thus predicted that this shift results in deterministic modulation of the circadian phase independent of when it occurs, which is suggested by the fact that, in response to a 24 hr pulse applied across different 4 ini , the peaking time of the deterministic oscillations at 25 C is only slightly shifted comparing to previous oscillations at 35 C (Figure S3, black lines) . Moreover, for the clock that has stabilized its dynamics during a sufficiently long 25 C pulse, its responses to the 25 C-to-35 C shift later should be independent of any pre-25 C conditions it was experiencing. Therefore, for a clock free-running at 25 C, although it has not experienced the 35 C-to-25 C shift in the first place, the 25 C-to-35 C shift should also cause stochastic new phases, if it is applied when the YFP reporter of the clock at 25 C reaches near its peak. The above predictions were verified by experiments ( Figure 3D ).
Limit-Cycle Model of the Cyanobacterial Circadian Clock
The basic logic and structure of the model were laid out in the main text. Here we summarize the supporting details for developing the model (see the data and software availability section for model fitting and simulation codes), and delineate its implicit assumptions and caveats that need to be considered before applying the model to other biological oscillators.
Dynamical Structure of the Cyanobacterial Clock
The simplest and also most likely dynamical structure of the cyanobacterial clock consists of one unstable singularity ( Figure 4A , black dot at the center) residing inside a globally stable limit cycle (black circle). The reasoning is as follows: first, for a biological dynamical system, its stable steady state or closed orbit should directly and respectively correspond to experimentally observable dynamical behavior -stable steady state to equilibrium, and stable closed orbit to oscillations. Since, under the conditions used in our study, the cyanobacterial clock exhibits only robust self-sustained circadian oscillations, their corresponding limit cycle should be the only stable solution of the clock system, and no other stable steady state or closed orbit should exist. Moreover, according to the Critical-point Criterion (simply put, a closed trajectory has a critical point in its interior) (Strogatz, 2001) , there should be at least one singularity (i.e., steady state) inside this stable limit cycle; and the singularity should be unstable since the clock system does not have stable steady states. Therefore, not considering any other unstable solutions (steady state or closed orbit) that theoretically could exist, the simplest dynamical structure of the cyanobacterial clock is a globally attractive limit cycle enclosing an unstable singularity. This scenario is also biologically most plausible, given the simple molecular network of the cyanobacterial clock (Rust et al., 2007) . Lastly, it should be clarified that the dynamical structure of a system might vary with environmental conditions. For example, the cyanobacterial clock stops oscillating at 18 C (Xu et al., 2013), indicating that the stable limit cycle of circadian oscillations has collapsed into a stable steady state. Dynamical Structure of the Mammalian Clock The same dynamical structure of a stable limit cycle enclosing an unstable singularity (Figure 7 , left) can account for the critical-lightpulse-induced desynchronization among synthetically engineered mammalian cellular clocks in fibroblasts, which was reported by Pulivarthy et al. and Ukai et al. This phenomenon could be explained by the light pulse bringing the clock close to an unstable singularity at the end of the pulse. However, within this limit cycle framework, how can one reconcile the suppression of cellular rhythms (i.e., decrease of amplitude) observed by Pulivarthy et al.?
Specifically, Pulivarthy et al. observed that, concurrent with the induction of stochastic phases, the bioluminescence reporter of some cells displayed oscillations of very small amplitude or barely discernable oscillations for up to five days after a critical light pulse (traces in Figure 5E of Pulivarthy et al., 2007) . These cells could be either truly arrhythmic or exceedingly slow in stabilizing the oscillatory expression of the reporter. These two possibilities are difficult to differentiate due to the large fluctuations masking low-level bioluminescence expression. If the reporter is slow to stabilize, the following variation of the basic structure of a stable limit cycle enclosing an unstable singularity can qualitatively capture the experimental observations. First, as shown in Results (i.e., t 1 f À ln r 0 , if r 0 /0), in our current model based on the Poincare´oscillator, the stabilization of circadian oscillations could be slow if the clock happens to lie very close to the unstable singularity at the end of a critical light pulse. In such a case, in relaxing toward the limit cycle, the clock would spiral near the singularity for a long period of time; and during this period, the cellular noise might perturb the clock state across and diffuse it around the singularity, and further delay the stabilization of circadian rhythms. This scenario could apply to the mammalian cellular clock, since compared to the cyanobacterial clock, it has larger amplitude variation and phase drift even under constant free-running conditions and thus is intrinsically less robust and more prone to cellular noise. Second, the extended relaxation time could also be explained if the radial relaxation coefficient at a certain clock state ðεÞ positively correlates with its distance to the singularity ðrÞ (Jewett et al., 1999) -so that the closer a clock is to the singularity, the longer it takes to relax back toward the limit cycle and to restore stable oscillations. Lastly, in the real multi-dimensional clock-state space where the limit cycle resides, more complex dynamical behavior might emerge around the unstable singularity (e.g., with both stable and unstable manifolds). This could give rise to different relaxation dynamics depending on how the clock is brought close to the unstable singularity by certain critical stimuli (Sun et al., 2016) . In all the above scenarios, if a group of cellular clocks are brought close to the unstable singularity at the end of a critical light pulse, in addition to resulting stochastic phases, the clocks could also display reduced oscillatory amplitudes for a prolonged period and larger cell-to-cell variation in the amplitudes during this period.
Alternatively, the dynamical structure of a stable singularity separated from a stable limit cycle by a minuscule unstable limit cycle surrounding the stable singularity (Figure 7 , right) (Leloup and Goldbeter, 2001) could reconcile the seemingly differing findings of the two mammalian clock studies (Pulivarthy et al., 2007; Ukai et al., 2007) . In such a case, the clocks brought to the interior of the minuscule unstable limit cycle (yellow region) would be attracted toward the stable singularity, resulting in damped small-amplitude oscillations. During this process, the clocks might also be perturbed by random noise to the outside of the minuscule unstable limit cycle (dashed circle), and then relax back into the stable limit cycle with stochastic phases. Compared to a stable limit cycle enclosing an unstable singularity, this explanation requires a more complicated dynamical structure and a strict constraint on the relative size of the unstable limit cycle. It is thus difficult to imagine that the mammalian clock network can satisfy all these proposed requirements, and we speculate that this scenario is less likely to hold true. Dependence of Oscillatory Trajectories on Temperature As a system parameter of the clock, temperature was thought to affect the oscillatory trajectories (i.e., the limit cycle) of a free-running clock in our model ( Figure 4B ). To test this assumption, we measured, at both 25 C and 35 C, the circadian rhythms of a synchronized population in liquid culture by three clock outputs -the ratio of KaiC phosphorylation (KaiC$P%), the ratio of RpaA phosphorylation (RpaA$P%), and the average expression level of the YFP reporter ( Figure S4 ). Although these measurements were not sufficient to fully delineate the differences between oscillatory trajectories at 25 C versus 35 C, they did verify that temperature affects the trajectories.
To measure the circadian rhythms at either temperature, a $350 mL culture of cells was entrained by two light/darkness cycles, released into constant light for 24 hr, and then sampled every 2 hr for 30 hr. At every time point, 31 mL volume of cells were collectedtwo 15 mL aliquots were vacuum-filtered on cellulous acetate filters and frozen with liquid nitrogen for KaiC and RpaA immunoblotting, and 1 mL aliquot was concentrated by centrifugation and imaged immediately under the microscope. Images at every time point were analyzed like the individual frames in a time course (see the section of microscopy data analysis), and the average YFP reporter level (presented as mean ± standard deviation) was quantified using N $ 500 cells. Throughout the entire course, the culture was grown in a tissue culture flask in the Innova 40 chamber and appropriately diluted to maintain an OD 750 between 0.2 and 0.4. During light periods, it was shaken at 100 rpm, bubbled with CO 2 -enriched air (1% v/v). In this experiment, the culture flask was placed closer to the fluorescent lights to reach a higher intensity of $23 mE m À2 s
À1
, and in a tilted position to obtain more uniform illumination. This intensity was adjusted to attain a similar growth rate (a doubling time of $12 hr at 35 C and $16 hr at 25 C) with the cells grown under an agarose pad. Although the light intensity at the culture flask was measured to be $23 mE m À2 s À1 , the amount of light received by individual cells may be much lower than this value due to mutual cell shading in a large volume ($350 mL) of culture. In comparison, when pre-growing small volume (700 mL) of culture to prepare for imaging experiments, the measured $15 mE m À2 s À1 intensity is
probably closer to what individual cells in the culture were exposed to; and during imaging, the $8 mE m À2 s À1 intensity at the sample
should well approximate what individual cells uniformly spread under an agarose pad were experiencing. Deriving the Noise-Free PTC of Temperature Shift To understand how the phase resetting by temperature shifts can be explained by modulation of the limit cycle geometry, we generically derived, not yet including noise, the PTC (i.e., 4 bf versus 4 af relationship) of temperature shift from 1 to 2. See the main text of and Figure 4B for the schematic setup of the following derivation. Given this setup, for a clock traversing certain state ( Figure 4B , represented by yellow dot on the blue circle of LC 1 ) upon shifting temperature from 1 to 2, we first determined its 4 bf and 4 af according to how they were experimentally defined. As 4 bf is defined by the state of the clock at the time of temperature shift ( Figure 3B , blue arrow), it should be the angular coordinate of the yellow-dot state in reference to LC 1 ( Figure 4B ). 4 af is extrapolated by tracing the stabilized post-shift rhythms ( Figure 3B , dashed red line extended from red line) back to the time of the shift (red arrow). Thanks to the property of constant angular rotation that renders clocks running from any states along a radial axis eventually synchronized (e.g., gray and yellow dots in reference to LC 2 in Figure 4B ), for the clock that relaxes toward LC 2 (red circle) from the yellow-dot state, tracing its stabilized rhythms (gray line that has spiraled into red circle) back (clockwise along LC 2 ) to the time of the shift would arrive at the gray dot and obtain 4 af as the same angular coordinate of the yellow and gray dots in reference to LC 2 . With the model representation of 4 bf and 4 af determined, deriving the 4 bf versus 4 af relationship becomes a simple geometry problem. In a Cartesian frame centered at the temperature 1 singularity ( Figure 4B , small blue circle) with the x axis aligned to the 0 direction of LC 1 , the yellow-dot state is located at ðR 1 cos 4 bf ; R 1 sin 4 bf Þ, and the temperature 2 singularity (red dot) is located at ðd 1;2 cos a 1À2 ; d 1;2 sin a 1À2 Þ. Thus, the vector from the temperature 2 singularity to the yellow-dot state is r ! = ðR 1 cos 4 bf À d 1;2 cos a 1À2 ; R 1 sin 4 bf À d 1;2 sin a 1À2 Þ:
In the same frame of reference, the unit vector of the 0 direction of LC 2 is
Calculating 4 af as the directed angle from r 0 ! to r ! , we obtained 4 af as a function of 4 bf , with the parameters a 1À2 , a 2À1 , and the ratio ðd 1;2 =R 1 Þ (see Figure 4B for their definitions).
; or else
This function holds except for one case where LC 1 (blue circle) passes through the temperature 2 singularity (red dot) ðd 1;2 = R 1 Þ at the state ðR 1 cos a 1À2 ; R 1 sin a 1À2 Þ, and the clock traverses this state at the time of temperature shift ð4 bf = a 1À2 Þ. In this case, the clock lies right on its singularity upon being transferred to temperature 2, and 4 af is accordingly undefined. In reality, with the existence of noise that randomly perturbs the clock state off the singularity, it will relax into LC 2 with an unpredictable phase. Plotting the above function with 4 bf and 4 af respectively as the x-and y-axis gives the noise-free PTC. Qualitatively speaking, the values of a 1À2 and a 2À1 determine the position (i.e., x-and y-intercepts) of the curve, while the ratio ðd 1;2 =R 1 Þ influences its shape as exemplified with the following limiting cases. When ðd 1;2 =R 1 Þ/0 signifying a minuscule shift of the singularity by temperature,
, and the 4 bf versus 4 af curve becomes a line with slope 1. When ðd 1;2 =R 1 Þ = 1 which indicates that LC 1 passes through temperature 2 singularity, except for at 4 bf = a 1À2 where 4 af is undefined, 4 af = ð1=2Þ4 bf + a 2À1 À ð1=2Þa 1À2 + 90 , which is a line with slope 0.5. When ðd 1;2 =R 1 Þ/N approximating a large shift of the singularity, 4 af = a 2À1 as a constant. Interchanging the subscripts 1 and 2 in the above function, we immediately obtained the 4 bf versus 4 af relationship of temperature shift from 2 to 1, which depends on the parameters a 1À2 , a 2À1 , and the ratio ðd 1;2 =R 2 Þ.
Simulating Single-Cell Responses to Temperature Shifts Before delving into the simulation procedures, it should first be clarified that our model is fundamentally deterministic. To account for the variation in phase resetting responses among approximately synchronized cells, we added a noise term (see the main text and Figure 4A for details) to simulate cellular clock states. However, we did not investigate what factors contribute to cellular noise, which requires stochastic modeling. We focused instead on how phase resetting processes, that can be approximated as deterministic, drive a similar degree of noise in clock state toward different consequences -stochastic versus deterministic phases. We did not closely look into the noise term with our conceptual model because it is unclear how the distribution of two-dimensional state points biophysically correlates with variation in the steady-state phases extrapolated from the YFP reporter. Future mechanistic studies might enable a meaningful inspection of the noise term, but it requires comprehensive molecular measurements and clocknetwork-based simulations that are directly comparable with each other. Given the above rationale of the model, simulations of single-cell responses to temperature shift from 1 to 2 ( Figure 4B ), for example, were performed using the MATLAB software (R2016a, MathWorks) in following procedures.
0) The random displacement to a clock state at temperature 1 (before the shift), ðDx bf ; Dy bf Þ, is generated to be uniformly distributed within a disk of radius k,R 1 , and that at temperature 2 (after the shift), ðDx af ; Dy af Þ, within a disk of radius k,R 2 . Also, the term ''LC 1 (or LC 2 ) frame'' denotes the Cartesian frame centered at temperature 1 (2) singularity with the x-axis aligned to the 0 direction of LC 1 (LC 2 ). To scan the circadian phase at which the temperature shift was applied, we varied 4 1 from 0 to 360 with 1 step, and sampled n times around each 4 1 -for clear illustration, we chose n = 20 in simulating the single-cell PTCs (Figures 4C, 6A , and 6B), and n = 50 in plotting the limit cycle diagrams ( Figure 4E ).
As detailed above and also in simulating the responses to 25 C pulses later, although fluctuations exist throughout the entire phase resetting process, we summarized and approximated the influence of noise by perturbing the clock states upon shifts of temperature in a stepwise manner. This simplified approach suffices for the goal and nature of our model as clarified beforehand; and we will leave exact stochastic simulations like the Gillespie algorithm (Teng et al., 2013) to future mechanistic studies. Also, as in analytic derivation, simulating the steady-state responses to temperature shifts do not require modeling the relaxation dynamics of the clock system. The gray relaxation trajectory in Figure 4E (right) was shown purely for illustrative purposes, and was computed with the relaxation coefficient ε constrained by fitting phase resetting responses to temperature pulses. Recapitulating the phase resetting responses to temperature shifts between 25 C, and 30 C, 35 C, 37.5 C respectively Recapitulating the phase resetting responses to shifts between two temperatures -still generically referred to as 1 and 2 -requires optimizing the six parameters R 1 , R 2 , d 1;2 , a 1À2 , a 2À1 , and k. Not yet considering the occasionally induced stochastic responses exhibited as a scattering of 4 af around a particular 4 bf (e.g., in shifting temperature from 25 C to 35 C at 4 bf $ 0 ; Figure 4C , top), the typically deterministic responses display a tight distribution of single-cell 4 bf versus 4 af data points along a clear trend line ( Figures  4C, 6A , and 6B). The limit cycle geometry parameters (R 1 , R 2 , d 1;2 , a 1À2 , and a 2À1 ) determine the shape and position of a noise-free PTC, which should approximate the trend line in a good fit to data. As explained before (see the section of deriving the noise-free PTC of temperature shift), the ratio ðd 1;2 =R 1 Þ or ðd 1;2 =R 2 Þ respectively regulates the shape of the PTC of temperature 1-to-2 or 2-to-1 shift, while the values of a 2À1 and a 2À1 influence the position of the PTC in temperature shifts of both directions. Thus, we could estimate the values of ðd 1;2 =R 1 Þ, ðd 1;2 =R 2 Þ, a 2À1 and a 2À1 by minimizing the least square differences between the noise-free PTCs derived from functions (1) and (2) and the single-cell data points of the deterministic responses to temperature shifts in both directions. The parameter k captures the natural degree of cell-to-cell variation displayed in deterministic phase resetting responses, and was tuned to reproduce the spread of single-cell data points along a trend line. In the case where stochastic responses were also observed (e.g., in the shifts between 25 C to 35 C), we confirmed whether simulations using the parameter values estimated purely from deterministic responses can reproduce the induction of stochastic phases (and they do), and if necessary, slightly adjusted the values to guarantee quantitatively capturing the single-cell data point distribution across the full range of sampled 4 bf .
The above procedures summarize how we recapitulated the responses to shifts between the three pairs of temperatures studied, i.e., 25 C, and 30 C, 35 C, or 37.5 C respectively. There are two additional details of our parameter choice. First, the three sizerelated parameters, R 1 , R 2 , and d 1;2 , enter the functions (1) and (2) as two ratios, ðd 1;2 =R 1 Þ and ðd 1;2 =R 2 Þ. This means that the limit cycle geometry holds only in relative terms, and that practically, we can set one limit cycle as a unit circle (e.g., set R 1 = 1), and scale and position the other accordingly (e.g., adjust the values of R 2 and d 1;2 ). Since 25 C is involved in each of the three pairs of temperatures, we set R 25 C = 1 for convenience. Also, since we assumed the noise in clock state ( Figure 4A , radius of gray-dot disk) at any temperature to be proportional to the radius of its corresponding limit cycle, k which denotes this proportion is temperature independent and technically, should be set by fitting the data of all temperature shifts together. However, as in conducting this research, we studied the responses to shifts between 25 C and 35 C earlier, the value of k was constrained from these data and then kept fixed. All parameter values obtained are summarized in Table S1 and graphically represented in Figure 4A showing k = 0:3 and in Figures  4D, 6C , and S7 illustrating the relative limit cycle geometry. The phase resetting responses modeled using these parameter values is presented in Figures 4C, 6A , and 6B, with black lines indicating the noise-free PTCs generated from functions (1) and (2), and red dots representing the single-cell simulations. Two points need to be clarified. First, the value of R 30 C (starred in Table S1 ) cannot be well constrained. It should be derived from fitting the experimental data of the 30 C-to-25 C shift ( Figure 6A , right), which is tightly distributed along a slope 1 line indicative of a small ratio of ðd 25 C;30 C =R 30 C Þ and thus large value of R 30 C (note in the section of deriving the noise-free PTC of temperature shift that, in the limiting case of ðd 1;2 =R 1 Þ/0, 4 af = 4 bf + a 2À1 À a 1À2 + 180 , which is a line of slope 1), but the goodness of fit monotonically improves with decreasing ðd 25 C;30 C =R 30 C Þ toward 0 (i.e., increasing R 30 C toward infinity). However, R 30 C cannot be infinity in reality, so we arbitrarily set it to the value of R 35 C . This, however, does not affect our ability to infer the position of the 30 C singularity with respect to LC 25 C , which is determined by the ratio of ðd 25 C;30 C =R 25 C Þ that can be constrained from the responses to temperature shift in the other direction -from 25 C to 30 C ( Figure 6A, left) . Also, we plotted all limit cycles together in one diagram ( Figure 6C ) to assist comparing the relative geometry between LC 25 C , and LC 30 C , LC 35 C , or LC 37.5 C respectively. However, the geometric relationship that LC 30 C , LC 35 C , and LC 37.5 C appear to have in this diagram is not necessarily meaningful. Fundamentally, it remains to be tested whether our two-dimensional limit cycle framework can simultaneously model the clock dynamics at more than two temperatures. The last section of considerations for broadly applying our model provides a detailed discussion on this issue. Recapitulating the Phase Resetting Responses to 25 C Pulses at 35 C To recapitulate the responses to 25 C pulses at 35 C with the Poincare´oscillator (see the main text for equations) that was used to approximate the clock dynamics, only one more parameter -the relaxation coefficient ε -can vary and be optimized. As with the experiments of temperature shifts, if not considering the stochastic phases induced by multiple critical perturbations, the typically deterministic responses to various lengths of 25 C pulses (3 hr, 6 hr, . 24 hr) exhibit a tight distribution of 4 ini versus 4 new data points along clear trend lines in the single-cell PTC plots ( Figures 2C and 2D) . Given certain value of ε, we can deterministically simulate the temporal evolution of the clock system and compute a 4 ini versus 4 new curve for each measured length of 25 C pulse, which should approximate the PTC trend line in a good fit to data. Therefore, using the least square method, we optimized the value of ε to 0.32 hr À1 (Table S1 ) by fitting the simulated 4 ini versus 4 new curves ( Figure S5 , black curves) of all 25 C pulses to their corresponding single-cell data of deterministic phase resetting responses. Specifically, if denoting a certain length of 25 C pulse applied at a particular initial phase as (t, 4 ini ), the multiple critical perturbations experimentally observed to cause stochastic phases are (12 hr, $186 ), (15 hr, $166 ), (18 hr, $122 ), (21 hr, $83 ), and (24 hr, $55 ) ( Figure 2C ). Thus, in estimating the value of ε, among the single-cell 4 ini versus 4 new data points of 12-hr to 24-hr pulses, we did not include the more scattered points that fall within a 40 -wide window centered at the above 4 ini values, which were defined by where the single-cell PTCs display maximum $360 spread in 4 new . To test whether the model constrained from deterministic phase resetting responses can coherently account for the stochastic responses to the critical perturbations, we then performed single-cell simulations with the noise term added ( Figure S5 , red points), and confirmed this by reproducing the spread of the single-cell data points that were not used to optimize ε.
To compute the 4 ini versus 4 new relationship of certain length ðtÞ of 25 C pulse at 35 C, we first used the MATLAB's standard solver for ordinary differential equations (ODEs), ode45, to numerically simulate the trajectory the clock takes in traveling between LC 25 C and LC 35 C throughout a pulse signal (Figures 5C and S6A ; gray lines), with the dynamics at either temperature governed by the Poincare´oscillator equations, and the relative geometry between LC 25 C and LC 35 C set as earlier (Table S1 ). Since the Poincareó scillator has analytic solutions (see the main text), rather than using the ode45 function for numerical simulations, we could derive the clock state as a function of time, and then specify the values of t and ε to obtain its trajectory. This method is however much more complicated and thus not adopted. After simulating the clock-state trajectory, we then quantified the values of 4 ini and 4 new according to how they were experimentally defined ( Figure 1F ), which is illustrated here with the example of a 12-hr pulse applied at 4 ini = 120 in Figure S6A . 4 ini is characterized by the clock state at the onset of the pulse ( Figure 1F , blue arrow), and corresponds to the angular coordinate of this state with respect to LC 35 C ( Figure S6A , left). 4 new is referenced to the same time, but as the extrapolated state derived from tracing the stabilized rhythms after the pulse back to the onset of it ( Figure 1F , red arrow). If tracing the rhythms back to the end of the pulse instead, thanks to the property of constant angular rotation of the clock in our model, the extrapolated phase, as denoted by 4 C pulse but not that afterward at 35 C. It also implies that the relaxation coefficient ε was estimated only from the clock dynamics at 25 C. For illustrative purposes, though, we still simulated and plotted how the clock relaxes back into LC 35 C using the same value of ε (Figures 5C and S6A, right; gray line). To simulate the single-cell responses to 25 C pulses, we tracked the temporal evolution of the clock system throughout the different stages constituting a pulse signal (i.e., first at 35 C, and then 25 C, and then back to 35 C), and at each stage, introduced noise by adding a random displacement to the deterministically computed clock state. This approach is consistent with how we simulated the responses to temperature shifts. The specific steps are as follows. 
Considerations for Broadly Applying Our Model
To extend our model to a broader type and range of resetting signals or to other oscillatory systems, there are several considerations regarding how to simulate the dynamics of a system. First, the limit cycle of a free-running clock is typically determined by its current conditions, while in some rare cases, it depends also on the previous conditions the clock was experiencing. For example, due to the light-dependent circadian regulation of KaiABC stoichiometry, the asymptotic trajectories (i.e., limit cycle) in darkness depend also on the phase of the clock at the transition from light to darkness (Hosokawa et al., 2013) .
The second point concerns the validity of the assumptions we made to simplify the model. With an appropriate homeomorphic transformation, we can map the multi-dimensional clock-state space onto a two-dimensional plane, so that the limit cycle at a given temperature forms a circle centered at its corresponding singularity, and the clock spirals into or along it with a constant angular velocity ( Figure 4A ). However, when modeling several distinct temperatures together, it is not guaranteed that there exists a transformation that, in mapping clock states onto a two-dimensional plane, can simultaneously preserve such features (i.e., circular limit cycle and constant angular velocity) for the clock dynamics at each temperature. We can nevertheless approximately assume that this is the case for two temperatures ( Figure 4B ), and this assumption is supported by the fact that our model explained the phase resetting by two-temperature signals (i.e., composed of 25 C and 30 C, 35 C, or 37.5 C respectively). It is uncertain, however, whether this assumption holds for any arbitrary number of temperatures. To test this assumption, we need to scan the responses to shifts between different combinations of before-and after-shift temperatures (e.g., by varying each from 22.5 C to 37.5 C with a 2.5 C step), and examine whether we can assume the above feature for each involved temperature, and then, by tuning the relative geometry among their circular limit cycles (i.e., LC 22.5 C , LC 25 C , . LC 37.5 C ), coherently recapitulate the steady-state responses to all scanned temperature shifts. If so, this approach can efficiently reveal the effects of temperature continuously across a wide range (i.e., 22.5 C to 37.5 C) and guide further mechanistic studies. To further simplify our model in simulating the phase resetting by 25 C pulses, on top of the above assumption (i.e., circular limit cycle and constant angular velocity), we assumed a constant radial relaxation timescale, and used the simple Poincare´oscillator equations to incorporate these stringent assumptions. The Poincare´oscillator captures the cyanobacterial clock in relating its stochastic phasing to an unstable singularity. Although it does not affect this major inference, the fact that our systematically fitted model (with only six free parameters -ðR 25 C =d 25 C;35 C Þ, ðR 35 C =d 25 C;35 C Þ, a 25 CÀ35 C , a 35 CÀ25 C , k, ε) is unable to accurately reproduce some quantitative features in the data (e.g., the discrepancies between computed and measured PTCs of 9-hr, 12-hr and 15-hr 25 C pulses in Figure S5 ) indicates that the Poincare´oscillator over-simplifies the cyanobacterial clock to some extent. Nevertheless, the simplicity of its mathematical descriptions is clearly advantageous in permitting convenient and intuitive analysis of the data.
DATA AND SOFTWARE AVAILABILITY
Raw microscopy data and codes for microscopy data analysis are accessible at Dataset: https://www.dropbox.com/sh/ 3ibv70v5myx2nfg/AAA6sv2ZS8eOzwJqX5MOwuNXa?dl=0. Setup of automatic entrainment device, dataset of extracted phase resetting responses, codes for model fitting and simulations, and western blot gel images are accessible at Dataset: http://dx.doi. org/10.17632/4pwgckvgjc.1.
ADDITIONAL RESOURCES
Step motor tutorial: https://www.norwegiancreations.com/2014/12/arduino-tutorial-stepper-motor-with-easydriver/. (A) (B) (C) and (D) (E) (F) display, in parallel, analysis of the two colonies of cells featured in the top vs. bottom panels in Fig. 2A. As (A), (B), (C) is each equivalent to (D), (E), (F shown. Plotting symbols are kept consistent with Fig. 5A . In addition, the yellow lines illustrate, in response to a particular 25°C pulse, the quantification of maximum spread of 478 between cells with similar 343 (Δ 478 ), which is used to plot Fig. 6D . Plotting symbols are the same as those used in Fig. 4D (for demonstrating the relative geometry between LC 25°C and LC 35°C ). 
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