This paper, one in a series on estimation with correlation coefficients, shows how to use any correlation coefficient to produce an estimate of location and scale. Since the normal distribution is so widely used, the method is illustrated using this distribution. Analyzers of normal data are advised to graph a quantile plot to check on the normality assumption before performing their data analysis; Looney and Gulledge (1985) show how to use Pearson's r as a test of normality. This paper shows and recommends that, at this same time, several correlation coefficients can be used to fit a simple linear regression line to the graph and to use the slope and intercept as estimates of standard deviation and location. A robust correlation will produce robust estimates. Tables of mean square error for simulations indicate that the median with this method using a robust correlation coefficient appears to be nearly as efficient as the mean with good data and much better if there are a few possibly errant data points. Hypothesis testing and confidence intervals are illustrated for the scale parameter.
Introduction
As in Gideon (1992) , three correlation coefficients (CC) are used: Pearson's r, Kendall's τ, and Gideon and Hollister's (1987) Greatest Deviation (GD). The general estimation technique is exactly the same. The CC's chosen illustrate existing techniques: Pearson's, classical statistics; GD, robust methods; Kendall's τ, a wellknown nonparametric (NP) CC. Problem 1.2.14 in Randles and Wolfe (1979, p. 12) indicates how to estimate location and scale from order statistics. This method is reviewed and then its connection to Pearson's r is made for data from a normal distribution. Note, however, that the method is general for any distribution that can be standardized. Let
where Z is normal with mean 0 and standard deviation 1; then Y is normal with mean µ and standard deviation σ; that is, ) , 
The solution for s in equation (2) with this k is related to both Gini's mean difference (Randles and Wolfe 1979 or Hettmansperger 1984 ) and a method of Downton (1966) .
Gini's mean difference estimate of scale is
, and Downton's estimate of scale for the normal distribution is
It can be shown that s dt = π 2 D(y) so that Gini and Downton are essentially the same, and both can be obtained from equation (2) with the k in (3). Thus, with today's computers, all of the above estimates of scale can be obtained easily from a regression setting (equation (2)) with the ordered data y and an appropriate k. 
could also be used in the D'Agostino normal test of fit with this s replacing the classical estimate s.
In addition to using CC's in tests of fit (distribution), the CC can be used to estimate location and scale. Equation (2) can be solved with any CC r. The method will be demonstrated with GD and Kendall's τ. After obtaining s, either the mean or median of the uncentered residuals is used to obtain a location estimate of the y-data.
2. Interpreting Equation (2) with GD and τ As described in Gideon (1992) 
must be solved iteratively with
is solved with
. Because of the discrete nature of both of the NPCC's, a unique s is defined by letting s = (s l + s u ) / 2 where, for r = GD or r = τ,
Noting that the left-hand side of equation (2) 
The evenness of s(Y ) for a NPCC requires a lemma.
Lemma 1: Given a NPCC in equation (2) In equation (2) 
; the right-most term being equal to zero shows that
This lemma is easily checked for particular cases on a computer.
Motivation and Standard Properties of the location estimator of Y
Because CC's are the estimation tools, the location estimator of Y, say l(Y), is motivated through regression; however, the result for Pearson's r is the classical mean of the data, whereas for Kendall's τ and GD it is the median. To motivate these results, first consider data from two independent random variables X and Y with sample sizes m and n, respectively. The location difference between the two samples is studied via regression. On a coordinated axes, let the x-data be plotted as
and the y-data as ) ,
. If there is no difference in the X and Y locations, then a line connecting the center of the x-data to the center of the y-data should be a line nearly parallel to the horizontal axis. To estimate any possible location difference, a regression line is fit with coded variables (0 and 1) and the X, Y data. Let the column vector c of dimension m + n be given by m 0s followed by n 1s and the m + n dimension vector v be ( )
. Treat c as the regressor variable and v as the response variable. Then the CC regression equation is 0 ) ,
where l is a location statistic. It is straightforward to solve this equation with Pearson's r to obtain l = y − x . Thus, the slope is y − x and x + slope = y . For the one-sample problem, let all data of X converge to zero, then the estimate of the location of the y-data is the slope y since x is zero.
it is necessary to work with the elementary slopes of c and v where they are finite. This results in l being the median of the mn elementary differences y j − x i . For the one-sample case, all the x's are zero, so l = median(y j ) . As discussed in Gideon and Rummel (1992) , if the x-data is all zero and has the same dimension as Y, namely n, and in addition if the tied value method (Gideon and Hollister 1987 ) is used in the calculation of the NPCC's, then for both τ and GD the median is obtained as the solution to the regression equation 
. Therefore, the location estimator with NPCC's also has the properties of a location statistic.
♦ Since Kendall's τ has a closed form solution, it is possible to make a closer examination of its scale and location estimates.
Let the elementary slopes be
Each l ji can be considered a random observation from a population with mean σ;
, depends on the symmetry of the distribution of the correlated l ji to be unbiased. The quantity τ s is either the mean of the two central order statistics or the middle order statistic of the l ji whose expectation is, in any case, σ. 
. Because each residual, res i , has expectation possibly slightly less than µ for k i > 0 , but slightly greater for k i < 0 , the expectation of the median of the residuals may be approximately µ. In the simulation results, the positive bias in the estimation of scale is apparent; but no bias seems to appear in the estimation of location.
The "equal in distribution" technique described in Section 1.3 of Randles and Wolfe (1979) 
. Since µ = 0, for the random variables and the order statistics:
The estimate of the standard deviation with Kendall's τ, τ s , is
, it is expected that τ s would be a reasonably good estimate of the standard deviation σ.
Earlier it was shown in Lemma 1 that s(Y) = s(-Y), but it is constructive to show this again specifically for Kendall's τ; that is,
Lemma 3: Kendall's τ estimate of the median of a symmetric distribution has a symmetric distribution about the true population median (mean); that is, ).
, the estimate of the population median based on the residuals of the scale estimate. Let, as above, X = -Y. Then,
By theorem 1.3.16 in Randles and Wolfe (1979, p. 20 David 1970 and Looney and Gulledge 1985) . In this simulation study on location and scale estimation, S-Plus was used since Φ −1 and other distribution functions are available and the language lends itself to investigative inquiry (Venables and Ripley 1994) .
The estimation of σ and µ by the two NPCC's is studied via computer simulation. In the Tables1 and 2, the normal distribution was used with mean 10, standard deviation (SD) 7, N(10, 7), and sample size n = 25. Kendall's τ and GD were compared separately to the classical estimators, sample SD and the sample mean. The first part of each table gives the mean estimate of the parameters, µ or σ; and the second part gives the square root of the sample mean square error of the estimators, MSE , based on the four sets of runs of 250 simulations labeled 1, 2, 3, 4. Table 1 gives the results of GD compared to SD and the classical median and mean. Note that mean values of s gd are slightly high but that l gd is nearly unbiased. The MSE of s gd is somewhat higher than SD, but the most interesting aspect is that the MSE of l gd is lower than the classical median and just barely larger than the MSE of the sample mean. Chambers, Cleveland, Kleiner, and Tukey (1983) give background on the general use of Quantile-Quantile plots and in Section 6.8 give the parameters that are estimated by the intercept and slope of a line fit to the data. Thus, for example, if a test of fit is desired for a Gamma random variable and then a CC linear regression is fit, the parameters estimated by this fitted line are given. These authors use a different choice of p i rather than i/(n+1).
Hypothesis Testing and Confidence Intervals for σ
There is a need for a better significance test for scale. This section will indicate how such a test is performed utilizing the work of Gee (2002) and Gideon and Rummel (1992) as well as the earlier sections of this paper. With the speed of computers and their many functional statistical packages, all of the following can be done by anyone wanting to implement the strategy; e.g. critical values can be estimated by simulations. Limited resources have not allowed a full study of the ideas and the sorting out of which CC's might be most useful in hypothesis testing and confidence intervals. A generic CC notation r will be used until a specific one is required.
Without loss of generality, we let µ = 0 and then
and, as before, the vector ) (
, the expectations of the standardized order statistics. Assume it is desired to test 0 0 :
will have a null distribution. If 0 σ is too small (i.e, H a is true), a plot of k and the order statistics from a random sample divided by the hypothesized standard deviation, . Then if d ≥ 1, it is required that for the test to have monotonic
as a function of the coefficient of the vector k is decreasing (Gideon 1992 ).
To form confidence intervals, let Gee (2002) investigated the use of five different correlation coefficients to determine confidence intervals for σ. These included two parametric methods: Pearson's r and absolute value and three nonparametric methods: Kendall 's τ, GD, and the modified footrule, or Gini's method, (David 1968) . Upper and lower critical points, 
A Numerical Example
An example from Nemenyi, Dixon, White, and Hedstrom (1977, p. 240) and Iglewicz (1983, pp. 408-410) is used in order to compare the performance of GD and Kendall's, τ to the robust estimators of scale that appear in these books. It is readily apparent that these two NPCC used as scale estimators are among the best of the robust estimators. Two samples of SAT scores are used: one sample from a rural population with one outlier and a second sample from an urban population. The primary interest is in the comparison of the dispersions between the samples. Iglewicz (1983, p. 410) shows that the ratio of the lengths of the boxplots of the urban SAT scores to the rural SAT scores is 2.01. Let s and s′ be the classical least squares estimates of standard deviation for the rural SAT scores with and without the outlier. Table 5 , the ratios of the scales of urban to rural for GD is 2.06 and for the Kendall's τ, it is 1.82. Thus, the robustness of the NPCC leads to reasonable results without worrying about the outlier. The other entries in the table are taken from Iglewicz with AD, the mean absolute deviation; MAD, the median absolute deviation (both deviations from the median); d F, the difference between upper and lower quartiles; s bi, the M biweight estimator of scale using the biweight estimate of location. Iglewicz(1983, Ch. 12, pp.410, 424) 
Summary and Comments
This paper is the sixth in a series of papers promoting the use of the geometry induced by a CC as a general estimating tool. In implementing these procedures, Pearson's r, for the most part, parallels least squares procedures. For NPCC's GD and Kendall's τ, a computer component is needed with the maximum-minimum tie breaking method first suggested in Gideon and Hollister (1987) . Computer programs can be written fairly easily for Kendall's τ since a closed form regression estimation formula exists. For GD a C-language program has been written which combines the tie breaking procedure for the CC calculation and simple linear regression so that together these can be used in a variety of situations; e.g, multiple linear regression. It is a remarkably fast routine that makes higher-level problems feasible. An applied user would need a statistical software package to implement these ideas for general use. For this to happen, it needs to be ascertained how the "system of estimation" provided by a particular CC compares, say, to least squares. This author is convinced that since GD is an "area equalizer" type estimator, it has the properties needed in real data analysis. However, the research effort needed to compare systems is beyond the means of the author; the author is thankful for S and S-Plus that make available efficient research languages that have allowed for the progress thus far. Master's students and a few Ph.D. students have provided inspiration and technical help.
Censored data problems have been minimally studied and the ideas of this paper extend to such problems. They have not been included because of length considerations and hopefully can be included in a later paper.
For those readers who know S-Plus, the following code is used to find the max and min upon which a NPCC is computed and then averaged to obtain a unique CC value.
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The paired vector data is (x, y) . Other computer languages can implement the following commands:
rank(x) gives the ranks of x, usual average ranks used for ties; order (y ,x) contains indices of data elements( y ) in ascending order (first integer is subscript of smallest element of y ) with y-ties broken by values in x ; n is length( x ), the size of the vectors; <-denotes: evaluate right-hand side and put in left-hand side; n1n <-1:n puts the integers 1,2,..,n in n1n; nn1 <-n:1 puts the 1 st n integers in reverse order in nnl; x[order(y)] gives the ordering of x that corresponds to the ascending ordered y. The vector uv is now a permutation of the first n positive integers upon which a NPCC can be computed. The vector uv corresponds to the ranks of the y-data after the x-data has been ordered. Compute the NPCC on uv for the max and uv1 for the min and average the two results; this computation is one of the standard algorithms to compute Kendall's τ.
As an example, let x = (1, 5, 6, 6, 3, 6, 1, 5, 4, 5, 6, 3, 3) and y = (7, 2, 6, 5, 6, 6, 2, 7, 6, 2, 6, 1, 4) then uv = (2, 12, 1, 5, 7 ,8 ,3, 4, 13, 6, 9, 10, 11) and uv1 = (13, 4, 11, 5, 1, 10, 12, 3, 2, 9, 8, 7, 6 ). Kendall's τ on uv is 0.4102564 and on uv1 is -0.1794872 and the value of τ for the x-y data is the average of these two values which is 0.115385. One can check the logic by hand on the x-y data by sorting and breaking tied ranks to either maximize or minimize the final result. GD = 1/3 for uv and 0 for uv1 so the average is 1/6. For Pearson's r,
There is one last observation for Kendall's τ. Let the usual location two-sample problem be set up through regression; i. . This may also be true, in general, for the GD; but, at this time, what is known is that it was always true for all the examples examined.
