



































Copyright by Mohamed Mohamed 2020 
 All Rights Reserved 
ii 
 
A thesis submitted to the Faculty and the Board of Trustees of the Colorado School of 




Date     
 
 
Signed:       
  Mohamed Mohamed  
 
 
Signed:       
         Dr. Erdal Ozkan 






Date     
 
 
Signed:       
          Dr. Jennifer Miskimins 
         Associate Professor and Interim Head 




The Minifrac, also referred to as Diagnostic Fracture Injection Test (DFIT) is generally 
considered to be the most important on-site test before the main hydraulic fracture injection 
treatment. Critical parameters gathered from a minifrac test are required for the tuning of the main 
fracture stimulation treatment.  The minifrac is a pump-in/shut-in test that employs the injection 
of a small volume of KCl water. The test is intended to break down the formation and create a short 
fracture, shut-in and then record pressure falloff. The test can provide critical reservoir and rock 
parameters for the design of fracture stimulation operations. Information gathered includes initial 
reservoir pressure (pi), reservoir transmissibility (
𝑘ℎ𝜇 ), closure pressure, and leakoff types.  
In this research, the viability of the common DFIT analysis techniques was investigated using 
a coupled geomechanics and reservoir flow model. The model simulates the minifrac response in 
dual-porosity systems and is used to study the effect of natural fracture density, permeability, 
injection volume, and stress variations on the pressure falloff. The results of numerical simulations 
were investigated to assess the impact of permeability, natural fracture density, and stress 
variations on conventional DFIT interpretations as well as the effect of permeability and injection 
volume on time required to observe late-time flow regimes.  
DFIT analysis begins after the ISIP, which is taken as the incipient fracture extension pressure. 
In most cases, the ISIP is not clear, and it is not instantaneous due to the near-well pressure drop, 
fluid expansion, and after-flow effects. ISIP is certainly a subjective measurement that could be 
argued in some instances. This thesis presents a novel iterative method to determine the ISIP. The 
results show that, regardless of the first pick of fracture closure pressure, the ISIP converges toward 
a fixed value within four iterations. The improvement of the ISIP estimate improves the semi-log 
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derivative, which is used to qualitatively describe the subject reservoir and leakoff type, and 
determine the fracture closure pressure.   
Often, DFITs fail or are interrupted before fracture closure pressure is obtained. This thesis also 
presents an integrated workflow to predict fracture closure pressure, reservoir permeability, and 
time to reach late-time flow regimes from interrupted or non-ideal DFIT signatures, with the 
application of supervised machine learning algorithms. 
Conventional pressure transient techniques have been adopted to analyze the pressure falloff 
from DFITs. Nolte (1979) pioneered the interpretation of pressure response during hydraulic 
fracturing. Interpretation of fracturing pressure can yield valuable information about fluid 
efficiency, fluid loss coefficient, fluid leakoff behavior, fracture closure pressure, fracture closure 
time, and fracture half-length. Fracture extension, conductivity, and proppant transport can be 
inferred qualitatively from the analysis of fracturing pressure. The integrated methodology 
introduced in this thesis is based on the transient analysis of post-stage-fracture falloff pressure. 
The Nolte-Smith log-log pressure vs. time plot is used to identify flow regimes. The underlying 
principles of the post-stage-treatment falloff analysis proposed in this study are similar to that of 
DFIT falloff behavior. However, the falloff period of a minifrac test or DFIT may need to last 
several weeks to reach the late-time flow regimes in tight formations (Belyadi et al. 2019). The 
pressure falloff after the stage treatment only needs to last for a fraction of an hour since the main 
interest is in the early flow regimes such as bilinear flow. In this thesis, post-stage-treatment 
pressure decay analysis was completed for two horizontal wells, and the findings from the 
treatments were then compared with the traditional well testing methods, namely PTA and RTA. 
Finally, the results prove that the use of the conventional PTA techniques to analyze the post-
stage fracture pressure decay is useful to characterize fractures, such as the fracture geometry (half-
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length), conductivity, and proppant selection, as well as the near-field characterizations of skin. 
Monitoring and analysis of pressure data during stage fracturing enable the operators to review 
and revise fracture design and implementation in near real-time. The stimulated reservoir area 
obtained from buildup analysis provides a reasonably good match with the SSRA calculated from 
post-stage fracture pressure decay. This suggests that the post-stage fracture pressure decay 
analysis approach is applicable. 
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1.1 Background of minifrac analysis 
The Fracture Calibration Test, also called as “Minifrac”, “Prefrac Diagnostic Fracture Injection 
Test (DFIT)”, and “Fracture-Injection/Falloff Test”, which is referred to as “minifrac test” 
hereafter, is generally considered as one of the most useful tests on-site before the main hydraulic 
fracture injection treatment. Critical parameters gathered from a minifrac test are required for the 
optimal tuning of the main fracture stimulation treatment.  The minifrac is a pump-in/shut-in test 
that employs controlled injection of a small volume of the fluid to be used for the main treatment 
or KCl water, typically without any proppant. The test is intended to break down the formation and 
create a short fracture. After shutting down the pumps, the wellbore pressure is allowed to falloff 
and pressure is recorded using high-resolution gauges downhole or at the surface.  
The minifrac injection test can provide critical reservoir and rock parameters for the design of 
fracture stimulation. Information gathered includes initial reservoir pressure (pi), reservoir 
transmissibility (
𝑘ℎ𝜇 ), closure pressure, leakoff coefficient and leakoff types. Putting these together 
with realistic fracture cleanup and conductivity estimates allows forecasting post-frac 
performance. This method can be used to make economic decisions regarding completion and 
stimulation of questionable zones and allows high grading of completion options.  
Although less reliable, the information gained from minifrac tests is similar to that from 
drawdown or build-up tests, which are sometimes impractical and expensive to run in tight 
formations. Moreover, the minifrac test adds very little to the completion cost and is an inexpensive 
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method for estimating reservoir parameters. For this reason, minifrac test has become a valuable 
and commonly used method for unconventional, tight-oil and shale-gas formations.  
Figure 1 shows an example of pressure and rate data from a minifrac test. Different stages of 
the test are labeled in the figure. This test was done in a tight formation and the falloff data were 
captured for 11 days. Initially, the pressure rises linearly with time because the wellbore is first 
filled at a low to moderate rate (Point 1). Until this point, there is relatively little fluid leak out into 
the formation, and the pressure transients are mainly dominated by the wellbore storage effect. 
Afterward, a steeper slope is observed as the pressure rises quickly until the initial break down 
occurs (Point 2). This injection period lasts only tens of seconds. As shown in Figure 1, the break 
down is indicated by a sharp drop in pressure followed by a transient pressure decline.  
 
Figure 1.1  Example of rate and pressure measurements from a minifrac test. The rate is plotted 
in black and surface pressure in red. 
 
Once the breakdown is observed, the pump rate is held constant for 3-5 minutes at the 
maximum rate allowed by the available pumps and horsepower or to 75% of the planned treatment 
rate of the main fracture, whichever is achievable (Point 3). 
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Minifrac test must be conducted at a stable fracturing rate, not necessarily a high rate, to initiate 
and propagate the fracture in low and moderate permeability formations. Even in conventional 
reservoirs (millidarcy-range permeabilities), rates of 1 to 2 bbl/min are usually high enough to 
exceed fracturing pressure and cause fracture extension. 
When the injection is stopped (Point 4), pressure immediately drops to the initial shut-in 
pressure (ISIP) as wellbore and near-wellbore frictional pressure drop reduces. ISIP is the net of 
the wellbore and near-wellbore friction pressure from which net pressure at shut-in can be 
determined. Most of the information on factors such as fracture geometry, fracture efficiency, 
closing time and fluid loss coefficient is obtained during the closing period.  
Subsequently, the falloff pressure is monitored for as long as necessary to reach the closure 
pressure (Point 5). Closure pressure might not be observed in some cases, as will be discussed in 
Chapter 5. The falloff data is then analyzed to gain valuable information, such as: 
1. the leakoff type, homogenous, pressure dependent, fracture height recession, and fracture 
tip extension. 
2. estimates of closure stress and pore pressure. 
3. estimate of permeability from the before-closure data using the modified Mayerhofer 
method. 
4. pore pressure and permeability from the after-closure data using after-closure pseudolinear 
and pseudoradial flow signatures. Pseudoradial flow data are analyzed to obtain the 
transmissibility (𝑘ℎ𝜇 ) and initial reservoir pressure. Initial reservoir pressure can also be 
obtained from pseudolinear flow analysis. 
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In some applications, a step-down test can be performed to determine the perforation and near-
wellbore frictional pressure losses. It is worth mentioning that stepdown test is separate from the 
minifrac test; however, even when high near-wellbore friction losses are not expected, the step-
down test is recommended to help identify the ISIP.  
1.2 Closure pressure identification 
The initial pressure decline before closure is dominated by the rebound of the compressed rock 
mass surrounding the fracture.  As the rock returns to its initial, un-deformed state, the strain 
energy related to net stress decreases with decreasing fracture aperture. Once the rock has fully 
relaxed, it stops actively displacing fluid from the fracture and the rate of pressure decay changes 
because reservoir transient begins to dominate the falloff. The pressure at which the internal fluid 
pressure balances the Earth's stress is the closure pressure. Yet, the fracture is not completely 
closed or sealed mechanically at the closure pressure; it is still open to transmit the pressure 
transient to the surrounding reservoir.  
Failing to select the correct closure pressure affects the interpretation of closure stress for 
calibration of stress profile and impacts the estimates of formation flow capacity and post-fracture 
production. The error in closure stress also leads to an error in the interpretation of fracture net 
extension pressure. This affects the estimation of the fracture width and the computed fracture 
length.   
Fracture closure is usually determined from the analysis of the pressure-decline during shut-
in. Some of the common plots used to estimate the closure pressure are: 
- 𝑝𝑠ℎ𝑢𝑡−𝑖𝑛 vs. 𝑡  
- 𝑝𝑠ℎ𝑢𝑡−𝑖𝑛 vs. √𝑡 
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- 𝑝 vs. 𝐺 − function (and variations) 
- log (𝑝𝐼𝑆𝐼𝑃 − 𝑝𝑠ℎ𝑢𝑡−𝑖𝑛) vs.  ∆𝑡 
However, the incomplete understanding of the theoretical bases and the limitations of these 
plots may lead to false analyses and interpretations. Moreover, temperature variations, 
compressibility effects, and gas entry into the wellbore may add to the complexity of the analysis. 
To alleviate the effect of temperature variations and allow standard interpretations, temperature-
corrected decline curves can be generated in some cases (Soliman et al. 2004). 
The selection of closure pressure is a difficult task that can be arbitrary or nearly impossible in 
formations with high fluid loss and high permeability. In some cases, the duration of the closure 
period is so short that the pressure signal is masked by pressure transients. Formations with 
complex features, laminated formations and deviated wellbores often yield multiple fracture 
closures during the pressure falloff. Furthermore, soft formations (i.e., low elastic modulus) may 
yield subtle fracture closure signatures on the pressure falloff curve.  
1.3 Overview of the existing minifrac test analysis models 
Nolte (1979, 1986, 1988) used the fracture-face leakoff expression proposed by Carter (1957) 
for the determination of key fracture design parameters, such as the leakoff coefficient, fracture 
fluid efficiency, fracture geometry, and fracture closure stress and time. In Nolte’s approach, the 
fracture geometry can be obtained by assuming that the fracture propagation mode is represented 
by one of the three convenient 2D models: radial, PKN, or KGD (Zheltov 1955; Perkins and Kern 
1961; Geertsma and De Klerk 1969; Nordgren 1972). Nolte’s pioneering work is based on a simple 
material balance consideration, which assumes that the fluid injected during the minifrac test is 
either leaked into the formation through the fracture face or contributing to the fracture growth 
into the formation.  
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Several methods were proposed to determine reservoir and rock properties from the before 
closure and after closure falloff data. Gu et al. (1993) proposed after closure analysis approach 
based on the notion of impulse fracture, which consists of the injection of a small volume of fluid 
to generate a short fracture in the formation, followed by a shut-in period while monitoring the 
pressure falloff. Their approach is based on the identification of the late-time straight-line trend of 
the pressure versus the reciprocal of shut-in time.  
Based on Carter (1957) leakoff model, a G-function was derived by Nolte (1979), and since 
then, the G-function analysis has been one of the most commonly used methods for the analysis of 
the recorded falloff and post-frac data. The dimensionless G-function characterizes the fracture 
face available for fluid leakoff into the formation as a function time.   
Later Nolte (1997) provided another dimensionless time function (F-function) for after closure 
pressure analysis.  Reservoir permeability can be determined from a late-time negative unit slope 
trend indicating the pseudoradial flow on the specialized plot of pressure versus square of 
dimensionless F-function. Benelkadi and Taib (2004) proposed a similar approach based on a 
specialized plot by Nolte. Their approach uses the pressure derivative with respect to square of 
dimensionless F-function to characterize the linear and pseudoradial flow regimes and calculate 
the reservoir permeability as well as the extrapolated reservoir pressure. 
Besides Nolte’s dimensionless time function (G-function) analysis, the Mayerhofer method 
(Mayerhofer and Economides 1993; Mayerhofer et al. 1995; Mayerhofer and Economides 1997) 
is commonly used for minifrac analysis, which overcomes Nolte’s constant leakoff assumption. 
They proposed a new specialized plot and a before closure straight-line analysis to determine fluid 
leakoff and reservoir permeability. In their model, the leakoff is considered in two forms. One is 
the fluid leaking through the fracture face, that is considered as flow skin, and the other is the 
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linear flow of filtrate into the formation. The total pressure drop is the summation of the pressure 
loss due to these two forms of leakoff. However, their proposed technique requires information 
that is not realistically available, such as the pressure difference between the fracture face and the 
formation as well as the change of leakoff process while the fracture area is increasing during the 
injection. To accommodate compressible fluids, such as natural gas, Craig and Blasingame (2006) 
reformulated the before-closure pressure-transient analysis in terms of adjusted pseudopressure 
and adjusted pseudotime. 
Craig and Blasingame (2006) also proposed a type-curve analysis method for single-phase 
fracture injection/falloff tests that accounts for fracture creation, propagation, and closure as time-
dependent storage phenomena and models before-closure and after-closure falloff as constant 
storage effects. While this approach uses the falloff pressure data from the end of the injection to 
the after-closure linear flow and pseudoradial flow, it still requires that the initial reservoir pressure 
and fracture length be known in advance. These assumptions can lead to macroscopic uncertainties 
in the calculation of reservoir permeability and transmissibility. Moreover, the use of convoluted 
storage coefficients, which lack intuitive physical meaning, complicates interpretation and makes 
this approach somewhat impractical for standard field applications.  
Using conventional pressure transient test analysis, Soliman et al. (2005) developed an after-
closure analysis technique with three types of after-closure flow regimes, namely pseudobilinear, 
pseudolinear, and pseudoradial flows. Their approach requires the knowledge of the closure time. 
In this method, the recorded after-closure falloff data are used to create a log (𝑡 𝑑𝑝𝑑𝑡) vs. log (𝑡𝑝 +∆𝑡) plot. Observed flow regimes are expected to yield straight-line trends with a known slope 
during each flow regime. Accordingly, specialized plots for each flow regime are used to calculate 
the reservoir permeability.  
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Economides et al. (2002) proposed a unified design methodology for hydraulic fracture 
treatments, which relies on the idea that the treatment sizes can be unified as they can be best 
represented by the proppant mass in dimensionless form, which determines the theoretical 
optimum fracture dimensions at which the maximum productivity or injectivity index can be 
obtained. Their approach is applied to each fracture in a transversely fractured horizontal well and 
helps optimize the spacing between the adjacent horizontal drains.  
1.4 Nature of the problem and objectives of this study 
The existing theory of minifrac testing assumes fracture initiation, growth, leakoff, and closure 
in a homogenous formation. In the application of minifrac tests in unconventional plays, the 
formation may be naturally fractured, or existing closed/cemented fractures may be reactivated 
during the minifrac process. In an effort to understand the pressure transient responses during a 
minifrac test in unconventional fractured formations, the general objective of this work is to 
improve the analysis of the before and after closure pressure data to obtain better estimates of 
reservoir and formation properties. The specific objectives of this study are: 
1. First, develop a coupled geomechanics and reservoir flow model for minifrac tests via a 
dual porosity model. Model the minifrac pressure response before fracture closure as well 
as during the falloff period after fracture closure. Investigate effect of natural fractures 
density, Vinj , and system permeability on the pressure falloff. 
2. Second, investigate the effect of ISIP on minifrac diagnostics and propose a novel method 
for ISIP identification. 
3. Third, apply machine learning and artificial neural network methods to predict the minifrac 
parameters and minimize the shortcoming in determining the fracture closure pressure, 
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closure time and other minifrac parameters for non-ideal conditions and to eliminate the 
subjectivity of analysis.  
4. Fourth, present an application of pressure transient analysis for post-fracture pressure 
decay.  
1.5 Organization of the dissertation 
This dissertation is organized as follows: 
Part I describes the background of this work, including previous research and proposed models. 
Part II presents a fully coupled geomechanical reservoir flow simulator for diagnostic fracture 
injection tests and presents the results using a naturally fractured reservoir model. Part III is an 
application of machine learning to diagnostic fracture injection test analysis to estimate minifrac 
parameters. Part IV presents state of the art of fracture diagnostics using conventional pressure 
transient analysis techniques. Finally, Part V presents our conclusions, summary of our findings 
and possibilities for future research. 
In Part I, Chapter 1 explains the motivation to develop a fully coupled reservoir flow and 
geomechanics simulator for the study of the diagnostic fracture injection tests. Chapter 2 presents 
a broad overview of the existing minifrac analysis methods and their idiosyncrasies. The second 
part of Chapter 2 also provides a summary of the current models used to simulate the flow behavior 
in a naturally fractured, infinite reservoir that contains hydraulically fractured wells.  
In Part II, Chapter 3 is the heart of this work. It defines a numerical, fully coupled 
geomechanics and reservoir flow simulation model for minifrac tests. The model simulates the 
minifrac response in dual porosity systems. The model is used to study the effect of natural fracture 
density, permeability and stress variations on the pressure falloff.  
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In Part III, Chapter 4 describes some of the common mistakes and misinterpretations of 
minifrac tests. In this chapter, a novel approach to determine the initial shut-in pressure (ISIP) is 
proposed and evaluated using field data. Chapter 5 aims at removing the subjectivity and the need 
for experience in the interpretation of minifrac tests using machine learning and data analytics.  
In Part IV, Chapter 6 proposes a novel, low-cost analytical PTA method for estimating fracture 
dimensions, skin, and stage-SRA. Finally, Part V presents our conclusions and possibilities for 
future research. 
Appendix A presents the development of a semi-analytical model to describe the pressure 
transient responses during the falloff period of a minifrac test in a reservoir with randomly 
distributed natural fractures. The reservoir flow model and fracture-flow model are coupled using 
the continuity of mass and pressure at the fracture matrix interfaces. This appendix presents a 
detailed description of the derivations. 
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BACKGROUND AND LITERATURE REVIEW 
The first part of this chapter presents a broad overview of the existing minifrac analysis 
methods and their idiosyncrasies. The second part provides a summary of the current models used 
to simulate the flow behavior in a naturally fractured infinite reservoir that contains hydraulically 
fractured wells. The literature review for the second part is divided into three sections; dual-
porosity models, hydraulically fracture models, and discrete fracture network models.  
The semi-analytical model being presented in this dissertation relies heavily on a discrete 
fracture network solution to solve the pressure falloff data. This chapter presents a detailed 
description of the derivations and main features pertinent to the existing models.  
2.1 Nolte’s minifrac test model and the G-time function 
Classical minifrac analysis using the G-function was introduced by Nolte (1979) using the 
following fluid leakoff-velocity model of Carter (1957):  
 𝑣𝐿 = 𝐶𝐿√𝑡 (2.1) 
where 𝑣𝐿 is the leakoff rate through unit area of fracture face also defined as leakoff velocity, and 𝐶𝐿 is the leakoff coefficient controlled by the filter cake that is usually believed to be constant and 
independent of pressure change. Multiplying by the leakoff area, 𝐴𝐿, and integrating from 0 to t 
yields 
 ∫ 𝐴𝐿𝑣𝐿𝑑𝑡𝑡0 = ∫ 𝐴𝐿𝐶𝐿√𝑡  𝑑𝑡𝑡0  (2.2) 
integrating both sides with respect to t, we obtain 
 
𝑉𝐿 = 2𝐶𝐿𝐴𝐿√𝑡 + 𝑆𝑝 (2.3) 
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where 𝑆𝑝 is the spurt loss coefficient and it’s the constant of the integration. For any differential 
surface element, 𝑑𝐴, of a fracture that is in contact with the fracturing fluid since time 𝑡 = 𝜏, the 
differential leakoff rate can be written as follows 
 𝜕𝑉𝐿 = 𝜕𝐴 𝐶𝐿√𝑡 − 𝜏  𝜕𝑡 (2.4) 
If 𝑡 = 𝑡𝑒 is the time at the end of pumping and 𝐴𝑒 is the corresponding surface area for one wing 
of the fracture, then the total leakoff volume from both wings of the fracture at the end of pumping 
is obtained by integrating Eq. (2.4) from 𝐴 = 0 to 𝐴𝑒 and from  𝑡 = 𝜏 to 𝑡𝑒 , where 𝑡𝑒 is the time 
for the end of pumping and multiplying by 2:  
 
𝑉𝐿𝑒 = 2 ∫ ∫ 𝐶𝐿√𝑡 − 𝜏𝑡𝑒𝜏𝐴𝑒0  𝜕𝐴𝜕𝑡 (2.5) 
Nolte used a power-law model for the fracture growth during injection 
 
𝐴𝐷 = 𝑡𝐷𝛼  (2.6) 
where 𝛼 is the fracture growth exponent, which lies in between ½ to 1, 𝐴𝐷 is the dimensionless 
fracture area of one face 
 
𝐴𝐷 = 𝐴(𝑡)𝐴𝑒  (2.7) 
and 𝑡𝐷  is the dimensionless time defined by  
 
𝑡𝐷 = 𝑡𝑡𝑒  (2.8) 
Using the dimensionless variables, 𝜏𝐷 can be defined as  
 
𝜏𝐷 = 𝜏𝑡 = 𝐴𝐷1/𝛼 (2.9) 








0  𝑑𝑡𝐷𝑑𝐴𝐷 (2.10) 
Equation 2.10 contains the fundamental dimensionless loss-volume function at the end of the 
injection g0(𝛼) , which is also related to the opening-time distribution factor (Valkó and 
Economides 1995). 
 




0  𝑑𝑡𝐷𝑑𝐴𝐷 (2.11) 
The dimensionless loss-volume function can be integrated analytically and expressed in closed 
form as 
 
g0(𝛼) = 𝛼√𝜋Γ[𝛼]Γ [32 + 𝛼] (2.12) 
where Γ[𝑥] is the Euler gamma function. 
Nolte (1979) postulated a constant fracture surface area (𝐴𝑒) during the shut-in period prior to 
fracture closure. Following an analogous derivation, the total fluid leakoff volume from the 
fracture can be written as 
 
𝑉𝐿(𝑡𝑒+Δ𝑡) = 2 ∫ ∫ 𝐶𝐿√𝑡 − 𝜏𝑡𝑒+Δ𝑡𝜏 𝜕𝑡𝜕𝐴𝐴𝑒0  (2.13) 
Introducing the Nolte Dimensionless shut-in time  
 
∆𝑡𝐷 = 𝑡 − 𝑡𝑒𝑡𝑒  (2.14) 
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and using in Eq. 2.13, the total volume of the fluid leakoff throughout the fracture surface during 
injection and shut-in periods can be obtained and the dimensionless loss-volume function at any 
shut-in time after the injection can be defined as  
 




0  𝑑𝑡𝐷𝑑𝐴𝐷 (2.15) 
Eq. 2.15 has a closed-form solution using the analytical expression provided by Valkó and 
Economides (1995)  
 g(∆𝑡𝐷, 𝛼) = 4𝛼√∆𝑡𝐷 + [2√1 + ∆𝑡𝐷]𝐹[1/2, 𝛼; 1 + 𝛼; (1 + ∆𝑡𝐷)−1]1 + 2𝛼  (2.16) 
where the hypergeometric function in Eq. 2.16 is defined as  
 
𝐹[𝑎, 𝑏; 𝑐; 𝑑] =  ∑ (𝑎)𝑛(𝑏)𝑛(𝑐)𝑛 𝑑𝑛𝑛!  ∞𝑛=0  (2.17) 
Nolte (1979) provided approximate equations for the g-function for the two asymptotic values, ½ 
and 1, of the fracture growth exponent 𝛼 
 
g(∆𝑡𝐷)={(1 + ∆𝑡𝐷) sin−1(1 +  ∆𝑡𝐷))− 0.5 +  ∆𝑡𝐷0.5  𝑓𝑜𝑟  𝛼 = 12 (High Fluid Leakoff)43  [(1 + ∆𝑡𝐷) 1.5 −  ∆𝑡𝐷)1.5]                          𝑓𝑜𝑟  𝛼 = 1 (Low Fluid Leakoff)  (2.18) 
Assuming linear Darcy’s law for slightly compressible fluid, Nolte (1986) used the material 
balance over one fracture wing to obtain  
 
𝑞𝑙(𝑡, 𝐴𝑒) = − 𝑑𝑉𝑓𝑑𝑡 = −𝐴𝑒 𝑑?̂?𝑓𝑑𝑡  (2.19) 
where 𝑤?̂? is the average fracture width and 𝐴𝑒 is the area of one fracture face, where  𝑤?̂? = 𝑉𝑓𝐴𝑒 and 




𝑐𝑓 = 𝑤?̂?𝑝𝑛𝑒𝑡 = 𝑤?̂?(𝑝𝑤 − 𝑝𝑐) (2.20) 
In Eq. 2.20, 𝑝𝑛𝑒𝑡 is the fracture net pressure and it is the difference between the wellbore 
pressure (𝑝𝑤) and the fracture closure pressure (𝑝𝑐). The fracture compliance (𝑐𝑓) is the reciprocal 
of the fracture stiffness (𝑆𝑓), which can be calculated for the three common 2D fracture models as 
shown in Table 2.1. 
Table 2.1 - The fracture compliance coefficient (𝒄𝒇) for three common 2D fracture models 
Fracture compliance 
KGD 
Horizontal Plane Strain 
PKN 
Vertical Plane Strain 
Radial 
cf 
𝜋𝑥 𝑓𝐸′  2ℎ𝑓2𝐸′ 3𝜋𝐸′16 𝑅𝑓 
 
Fracture compliance is assumed to be constant until the fracture closes; that is, until the fluid 
pressure in the fracture reaches the closure pressure. Substituting Eq. 2.20 in Eq 2.19, the material 
balance equation can be written as 
 
− 𝑑𝑉𝑓𝑑𝑡 = −𝐴𝑒𝑐𝑓  𝑑𝑝𝑛𝑒𝑡𝑑𝑡 = − 𝐴𝑒𝑆𝑓  𝑑𝑝𝑛𝑒𝑡𝑑𝑡  (2.21) 
With the definition of the leakoff at the end of pumping, Eq. 10 can be written as  
 
𝑑𝑝𝑛𝑒𝑡𝑑𝑡 = 2𝐶𝐿𝑆𝑓√𝑡𝑒  ∫ 1√𝑡𝐷 − 𝐴𝐷1/𝛼
1
0 𝑑𝐴𝐷 (2.22) 





∆𝑝𝑛𝑒𝑡 = 2𝐶𝐿𝑆𝑓√𝑡𝑒 [g(∆𝑡𝐷, 𝛼) − g(𝛼)] (2.23) 
The difference between the brackets in the right-hand side of Eq. 2.23 is then defined by Nolte as 
the dimensionless G-function: 
 
𝐺(∆𝑡𝐷, 𝛼) = 4𝜋 [g(∆𝑡𝐷 , 𝛼) − g(𝛼)] (2.24) 
The net pressure difference can then be written as  
 
∆𝑝𝑛𝑒𝑡 = 𝐶𝐿𝐸′√𝑡𝑒 𝐺(∆𝑡𝐷, 𝛼) { ℎ𝑓2𝐿 (32/3𝜋2) 𝑅𝑓             𝑃𝐾𝑁𝐾𝐺𝐷𝑅𝑎𝑑𝑖𝑎𝑙 (2.25) 
Based on Nolte’s model, fracture closure pressure is estimated as the point at which the 
pressure versus G-function data begins to deviate from the straight-line trend, and the leakoff 
coefficient is proportional to the slope of the straight line.  
Castillo (1987) suggested to use a specialized plot in the form of the derivative of the wellbore 
pressure falloff data, 𝑑𝑝𝑤/𝑑𝐺, versus the G-function. Castillo observed that pressure decline on 
the specialized plot will only fall along a straight line when the reservoir is homogenous, and the 
fracture area is constant during the shut-in period and thus the fracture is closing elastically. On 
the other hand, fluctuating derivative on the 𝑑𝑝𝑤/𝑑𝐺, versus G-function plot was an indication of 
pressure dependent leakoff (PDL) due to the presence of natural fractures within the reservoirs.  
A detailed graphical technique based on G-function was presented by Barree and Mukherjee 
(1996) for the qualitative characterization of the leakoff type. Their approach uses specialized 
plots, namely; pressure, pressure derivative and superposition derivative 𝐺𝑑𝑝𝑤/𝑑𝐺 versus G-
function, to characterize the leakoff type and identify closure pressure. Figure 2.1 shows the G-
function derivative and superposition graphs for the four common leakoff types in low 
permeability sandstones (Craig et al. 2002).  The upper left quadrant in Figure 2.1 shows the 
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behavior of a normal leakoff behavior. The second quadrant represents the pressure dependent 
leakoff from dilated fractures/fissures and is identified on the superposition plot by a characteristic 
“hump” that lies above the straight-line drawn from the origin. The lower left quadrant in Figure 
2.1 shows the behavior of fracture-height-recession leakoff. The diagnostic signature during the 
fracture closure in this type of leakoff is caused by an excess fluid volume stored in the fracture at 
shut-in. This case assumes that leakoff occurs only through a thin permeable bed and that the 
fracture extends in height to cover impermeable strata with no leakoff or a higher closure stress 
(Barree et al. 2007). At shut-in, there is a large column of fluid stored in the fracture, and the 
leakoff rate relative to the stored volume is small. Hence the rate of pressure decline is likewise 
small. As the fracture empties, the rate of leakoff relative to the remaining stored fluid accelerates, 
and the pressure declines more rapidly. The characteristic G-function derivative signature is a 
“belly” below the straight line then a tangent to the 𝐺 𝑑𝑝𝑑𝐺 curve (Barree et al. 2009).  
Fracture-tip extension during shut-in occurs when the fracture continues to grow after the end 
of the injection. In very low permeability reservoirs, the decline in wellbore pressure observed 
after shut-in may be caused by the dissipation of the pressure established in the fracture during 
pumping. The near-wellbore pressure decreases as the fracture closes, which results in a decrease 
of fracture width at the well. The closing of the fracture volumetrically displaces fluid to the tip of 
the fracture, causing continued extension of the fracture length. Much of the pressure decline is 
therefore not related to leakoff but the dissipation of pressure linearly along the fracture length 
(Barree et. al 2007). During fracture extension, the superposition derivative data lies along a 




Figure 2.1 - G-function derivative analysis common leakoff types. Fracture closure is identified 
using the superposition technique by Barree and Mukherjee (1996). 
 
2.2 Before closure permeability estimation 
This section describes briefly the modified Mayerhofer methods for before-closure 
permeability estimation. In their analytical model, Mayerhofer and Economides (1993) accounted 
for the filter cake created by fracturing fluids. Their original work to estimate permeability and 
fracture face resistance from a specialized plot requires a history match of pressure drop and 
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pressure derivative versus time during the shut-in period. The history match requires varying the 
fracture area, permeability, and fracture face resistance until pressure decline and the pressure 
derivative can be simulated. On the other hand, the modified Mayerhofer and Economides method 
does not require history matching of the pressure falloff, and it determines fracture geometry, and 
extent from Nolte analysis of the fracture calibration test data.  
The Mayerhofer et al. (1995) model overcomes Nolte’s constant leakoff limitation. The model 
represents the leakoff rate by introducing the filter cake reference resistance, 𝑅𝑜, and reservoir 
permeability 𝑘𝑟. Mayerhofer et al. (1995) argued that the pressure drop between the fracture face 
and the formation is largely reservoir dominated, challenging the claim that the pressure response 
during minifrac is almost totally at the fracture face. Mayerhofer uses rate convolution to account 
for pressure dependent fluid loss and couples the resulting rate and time-dependent skin effect with 
the transient, infinite-conductivity-fracture pressure solution of Cinco-Ley and Samaniego (1981).  
Mayerhofer et al. (1995)  method requires plotting 𝑦𝑛 vs. 𝑥𝑛 from the equations shown in Table 
2.2. Craig and Blasingame (2006) reformulated the before-closure pressure transient analysis in 
terms of adjusted pseudopressure and adjusted pseudotime to accommodate compressible fluids. 
After the graph is created, the permeability, 𝑘, and the fracture-face resistance, 𝑅𝑜, can be 
calculated from the straight-line slope, 𝑚𝑀, and intercept, 𝑏𝑀, using the following two equations:  
 
𝑘 = [2(141.2)(0.02878)(24)5.615 1𝑟𝑝𝑆𝑓𝑚𝑀]2 (2.26) 





Table 2.2 Equations for before-closure pressure transient analysis for the Mayerhofer et. Al 
(1995) method (from Craig and Blasingame 2006) 
 
2.3 After-closure analysis 
This section provides a summary of the commonly used after-closure analysis methods. The 
period following the fracture closure and preceding the pseudoradial flow can exhibit reservoir 
pseudolinear flow. Most of the existing after-closure radial flow analyses are based on Gu et al. 
(1993) impulse test analysis, from which the reservoir transmissibility is obtained. Nolte (1997) 
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provided an analytical solution for linear flow. These two works are the bases for many specialized 
plots used for after-closure analysis.  
2.3.1 Gu et al. (1993) impulse test solution  
Gu et al. (1993) presented an after-closure analysis method based on the notion of an “impulse 
fracture”, using the instantaneous line-source solution for the diffusivity equation. For the case of 
injection or withdrawal of a fluid from a line-source in an infinite reservoir of finite thickness, the 
pressure response is given by  
 ∆𝑝(𝑟, 𝑡) = 𝑉𝑖𝜇4𝜋𝑘ℎ (𝑒−𝜙𝑐𝑡𝜇𝑟24𝑘∆𝑡∆𝑡 ) (2.28) 
When the injection period is short compared to the shut-in time, ∆𝑡, the injection can be 
approximated as the instantaneous source solution given by 
 
∆𝑝(𝑟, 𝑡) = 𝑉𝑖𝜇4𝜋𝑘ℎ ( 1∆𝑡) (2.29) 
The permeability estimation depends only on the injected volume and does not depend on the 
pumping schedule or the properties of the injected fluids. By graphing 𝑝 versus ∆𝑡, permeability 
is calculated using the slope, 𝑚𝐻, of the observed straight-line trend   
  
𝑚𝐻 = (𝑉𝑖)𝜇4𝜋𝑘ℎ (2.30) 
2.3.2 Nolte (1997) time function diagnostics 
Assuming the pressure in the fracture is essentially constant during injection, Nolte (1997) 
noted that the pressure-decline after closure behaved like thermal decay and a linear-flow cartesian 
plot, which was equivalent to Horner Plot, could be used in the analysis. For the case of a line-




∆𝑝(𝑟, 𝐻𝑅) = 𝑉𝑖𝜇4𝜋𝑘ℎ ln 𝐻𝑅 (2.31) 
where 𝐻𝑅 is the Horner time ratio given by  
  
𝐻𝑅 = 𝑡𝑐 + ∆𝑡∆𝑡  (2.32) 
Note that, assuming ∆𝑡 ≫ 𝑡𝑐 and 𝑡 = 𝑡𝑐 + ∆𝑡 ≈ 𝑡, the Horner time can be as approximated as 
follows:  
  𝑡𝑐𝑡𝑐 + ∆𝑡 < ln (𝑡𝑐 + ∆𝑡∆𝑡 ) = − ln (1 − 𝑡𝑐𝑡𝑐 + ∆𝑡) < 𝑡𝑐∆𝑡 → 𝑡𝑐∆𝑡 ≈ 𝑡𝑐𝑡  (2.33) 
Thus, when the injection period, 𝑡𝑐, is short compared to the shut-in time, ∆𝑡, the falloff 
solution can be approximated by 
  ∆𝑝(𝑟, 𝑡) = 𝑉𝑖𝜇4𝜋𝑘ℎ (𝑡𝑐𝑡 )  (2.34) 
The permeability estimation depends only on the injected volume and does not depend on the 
pumping schedule or the properties of the injected fluids. By graphing p versus 
𝑡𝑐𝑡 , permeability is 
calculated using the slope, 𝑚𝐻, of the observed straight-line trend. 
  𝑚𝐻 = (𝑉𝑖)𝜇4𝜋𝑘ℎ  (2.35) 
The linear-flow time-function was then expressed in equivalent forms by Talley et al. (1999). The 
linear-flow regimes provide estimates to fracture geometry that can be compared to the results 
from the before-closure analysis. Closure time and leakoff coefficient must be known a priori to 
apply this method.  
The linear-flow period is identified by a ½ slope of the pressure derivative. If the correct pore 
pressure is used, then the pressure difference curve will also fall on a ½ slope and be two times 
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higher in magnitude than the derivative. During the radial-flow period, both curves will lie on the 
same unit slope line if the pressure estimate used for the pressure difference function is correct. A 
straight line through the appropriate data in the radial flow period is constructed using the radial 
flow time Function, 𝐹𝑅 based on the following equation:  










𝐹𝑅(𝑡, 𝑡𝑐) = 14 ln (1 + 𝜒𝑡𝑐𝑡 − 𝑡𝑐) ,   𝜒 = 16𝜋2  (2.38) 
Then, the 𝑦-intercept of a plot of 𝑝 vs. 𝐹𝑅 gives the reservoir pore pressure. The slope 𝑚𝑅 is used 
to calculate the transmissibility, knowing the net pay thickness and reservoir fluid viscosity; 
 
𝑘ℎ𝜇 = 251,000[ 𝑉𝑖𝑚𝑅𝑡𝑐] (2.39) 
Note that the far-field transients are dominated by the reservoir fluid viscosity as the radial-flow 
regime is far outside the area invaded by the injected fluid.  
Once the linear-flow regime has been identified, the cartesian plot of pressure versus the linear 
flow time function, 𝐹𝐿 can be constructed as  




𝑚𝐿 = 𝐶𝑇√ 𝜋𝜇𝑘∅𝑐𝑡   
 
(2.41) 
where 𝐶𝑇 is the total leakoff coefficient and  
 𝐹𝐿(𝑡, 𝑡𝑐) = 2𝜋 sin−1 √𝑡𝑐𝑡  ,    𝐹𝑜𝑟 𝑡 ≥ 𝑡𝑐 (2.42) 
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If a straight line through the appropriate data in the linear flow plot of 𝑝 vs. 𝐹𝐿 is drawn, then  
the slope, 𝑚𝐿, can be used to calculate the total leakoff coefficient.  
One of the drawbacks of Nolte’s pseudolinear flow analysis is that the assumption of the 
reservoir pressure, used in the construction of the flow regime plot, severely influences the slope 
and magnitude of the pressure difference curve.  
2.3.3 Benelkadi and Tiab (2004)  
Benelkadi and Tiab (2004) used the pressure derivative with respect to the total falloff time 
from Gu et al. (1993) after-closure analysis to obtain an exponential function that characterizes the 
pressure response within the reservoir, and they noted that the onset of the exponential behavior 
occurs at the closure time. The after-closure radial flow is a function of the injected volume, 
reservoir pressure, formation transmissibility, and closure time, and is defined by  
  𝑝(𝑡) − 𝑝𝑟 = 𝑚𝑅𝐹𝑅(𝑡, 𝑡𝑐) = 𝑚𝑅𝐹2 (2.37) 
where   
  
𝐹(𝑡) = √1 + 𝑡 − 𝑡𝑐𝜒𝑡𝑐  −  √𝑡 − 𝑡𝑐𝜒𝑡𝑐 , 𝜒 = 16𝜋2 (2.38) 
and 
 
𝑚𝑅 =  𝜋𝜇𝑉𝑖16𝑘ℎ𝑡𝑐 (2.39) 




log(∆𝑝) = log(𝐹2) + log( 𝑚𝑅)  (2.40) 
Eq. 2.40 suggests that a log-log plot of ∆𝑝 vs. 𝐹2 yields a unit-slope straight line, which 
can be used to determine the time range for the existence of the radial flow period. Then, a 
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Cartesian plot of ∆𝑝 vs. 𝐹2 should yield a straight line with slope equal to 𝑚𝑅 during the unit-slope 
period on the log-log plot, which can be used to estimate the reservoir transmissibility from  
  
𝑘ℎ𝜇 = 251000𝑉𝑖𝑚𝑅𝑡𝑐  (2.41) 
The slope,  𝑚𝑅, can also be estimated from the intercept of the log ∆𝑝 vs. log 𝐹2 plot with the ∆𝑝 
axis at 𝐹2 = 1 or by  
 
log (𝑑∆𝑝𝑑𝐹2 ) = log (𝑚𝑅) (2.42) 
Note that this procedure requires the knowledge of the reservoir pressure. The reservoir 
pressure is assumed initially and is varied until the log ∆𝑝 vs. log 𝐹2 plot yields a unit slope line.  
2.3.4 Soliman et al. (2005) formulation 
Soliman et al. (2005) developed the after-closure analysis technique by analogy to the 
conventional well testing. They assumed three types of after closure regimes; namely, pseudoradial 
flow, pseudobilinear flow or/and pseudolinear flow. 
The existence of a pseudoradial flow period after-closure requires that the fracture created 
during injection is fairly short and has no or little residual conductivity. In addition, higher 
formation permeability and lower formation compressibility are required. The area affected by 
pseudoradial flow is far enough for the flow to the fracture appears almost as radial. To reach the 
pseudoradial flow,  
  𝑡 (ℎ𝑟) ≥ 3.792 × 103 𝜙𝑐𝑡𝜇𝐿𝑓2𝑘  (2.43) 





𝑝𝑓𝑜 − 𝑝𝑖 = 𝑏𝑟𝑡𝑝 + ∆𝑡 (2.44)  
or 
  




𝑏𝑟 = 1694.4𝑉𝜇𝑘ℎ  (2.46)  
Based on Eq. 2.45, a log-log plot of (𝑝𝑓𝑜 − 𝑝𝑖) vs. (𝑡𝑝 + ∆𝑡) should yield a straight line of -1.0 
slope, which can be used to identify the pseudoradial flow period. Knowing the injection volume, 
fluid viscosity, and fracture height, the permeability can be estimated from the intercept 𝑏𝑟 of the 
log-log plot at (𝑡𝑝 + ∆𝑡) = 1. Alternatively, for the same time range where a negative unit-slope 
straight line is observed on the log-log plot, a Cartesian plot of (𝑝𝑓𝑜 − 𝑝𝑖) vs. (𝑡𝑝 + ∆𝑡) yields a 
straight line with slope 𝑏𝑟, which can be used to compute the permeability.  
Bilinear flow regime may be observed if the fracture is long or did not close completely after 
closure to have some residual conductivity. The bilinear flow is due to the pressure drop caused 
by the linear flow inside the fracture and in the formation just surrounding the fracture. The 
equation that represents the bilinear flow is given by (Soliman et al. (2005))  
  
𝑝𝑓𝑜 − 𝑝𝑖 = 264.6𝑉𝜇0.75ℎ ( 1∅𝑐𝑡𝑘)0.25 1√𝑘𝑓𝑤𝑓 ( 1𝑡𝑝 + ∆𝑡)0.75 (2.47) 
where 
  
𝑏𝑟 = 264.6 𝑉ℎ (𝜇)0.75 ( 1∅𝑐𝑡𝑘)0.25 1√𝑘𝑓𝑤𝑓 (2.48) 
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Then a log-log plot of (𝑝𝑓𝑜 − 𝑝𝑖) vs. (𝑡𝑝 + ∆𝑡) should yield a straight-line trend with -3/4 slope. 
The last point on the straight line may be used to calculate the upper bound of formation 
permeability from  
  𝑘 = 264.6 𝑉ℎ 𝜇𝑏𝑟 1(2.637 𝑡𝑒𝑏𝑓)0.25 (2.49) 
It is possible to observe a formation linear flow regime if the fracture stays open and its 
dimensionless conductivity is large. This may happen if the formation permeability is low or the 
fracture stays open for a long time. The equations that represent the linear flow regime are given 
by (Soliman et al. (2005)) as follows: 
  
𝑝𝑓𝑜 − 𝑝𝑖 = 31.05𝑉4ℎ ( 𝜇∅𝑐𝑡𝑘𝐿𝑓2)0.5 ( 1𝑡𝑝 + ∆𝑡)0.5 (2.50)  
  
log(𝑝𝑓𝑜 − 𝑝𝑖) = log  [31.05𝑉4ℎ ( 𝜇∅𝑐𝑡𝑘𝐿𝑓2)0.5] − 0.5 log(𝑡𝑝 + ∆𝑡) (2.51)  
  
log(t
𝜕𝑝𝑓𝑜𝜕𝑡 ) = log  [15.525 𝑉4ℎ ( 𝜇∅𝑐𝑡𝑘𝐿𝑓2)0.5] − 0.5 log(𝑡𝑝 + ∆𝑡) (2.52)  
The diagnostic plot using Eq. 2.52 would yield a straight line with a slope of -1/2. 
To summarize, Soliman’s method for after-closure analysis requires, first, generating a 
derivative plot of log (𝑝𝑓𝑜 − 𝑝𝑖) vs. log (𝑡𝑝 + ∆𝑡) and its semi log derivative. If a slope of -1 is 
observed, then the fracture must be properly closed at closure and pseudoradial flow regime must 
be dominating the fluid flow behavior. If a slope of -3/4 or -1/4 is observed, then the fracture must 





2.3.5 Horner analysis for buildup/falloff 
If a pseudoradial flow regime is identified on the log-log pressure derivative plot, then the 
Horner analysis can be used directly to obtain pore pressure and transmissibility. The results from 
Horner analysis should be consistent with the after-closure analysis. 
Horner analysis for buildup or falloff uses a semi-log plot of pressure vs. Horner time, 
𝑡𝑝+∆𝑡∆𝑡 . 
The fracture propagation time is 𝑡𝑝 and the elapsed shut-in time is ∆𝑡. As the shut-in time 
approaches infinity, the Horner time function approaches 1. A straight-line extrapolation of the 
Horner plot to the intercept at a Horner time of 1.0 gives an estimate of reservoir pressure. The 
slope of the straight-line on the semi log plot, 𝑚𝐻, can be used to estimate reservoir transmissibility 
as follows: 
  
𝑘 = 70.6 𝑞 𝐵𝑜𝜇𝑜 𝑚𝐻 ℎ  (2.53) 
2.3.6 Craig and Blasingame fracture injection falloff model and type curve matching 
Craig and Blasingame (2006) proposed a new single-phase fracture injection/falloff model that 
accounts for fracture creation, closure, and after-closure diffusion. The model presents two limiting 
solutions: when a fracture propagates or when an existing fracture dilates during a short injection 
period. Before-closure reservoir-pressure solution in the Laplace domain is given by 
  
?̅?𝑏𝑐𝐷 = ?̅?𝑓𝐷1 + 𝑠2𝐶𝑏𝑐𝐷 ?̅?𝑓𝐷 (2.54) 
where ?̅?𝑓𝐷is the finite or infinite conductivity fracture solution and 𝐶𝑏𝑐𝐷 is the dimensionless, 




𝐶𝑏𝑐𝐷 = 5.615 𝐶𝑏𝑐2𝜋 ∅ 𝑐𝑡ℎ 𝐿𝑓2   (2.55) 
where 𝐶𝑏𝑐 is the before-closure storage coefficient defined by  
  
𝐶𝑏𝑐 = 𝑐𝑤𝑉𝑤 + 2 𝐴𝑓5.615 𝑆𝑓  (2.56) 
The limiting-case solution for after-closure pressure behavior is a slug test solution. However, 
it includes variable storage. The Laplace-domain solution is given by 
  
?̅?𝑎𝑐𝐷 = ?̅?𝑓𝐷1 + 𝑠2𝐶𝑎𝑐𝐷 ?̅?𝑓𝐷 (2.57) 
where 𝐶𝑎𝑐𝐷 is the dimensionless, after-closure storage coefficient and is defined by 
  
𝐶𝑎𝑐𝐷 = 5.615 𝐶𝑎𝑐2𝜋 ∅ 𝑐𝑡ℎ 𝐿𝑓2   (2.58) 
where 𝐶𝑎𝑐 is the after-closure storage coefficient defined by  
  
𝐶𝑎𝑐 = 𝑐𝑤𝑉𝑤 + 2 𝑐𝑓𝑉𝑓𝑟  (2.59) 
Craig and Blasingame (2006) proposed a type-curve analysis method for analyzing all fall-off 
data from the end of the injection through fracture closure, pseudolinear flow, and pseudoradial 
flow. This method requires that both initial reservoir pressure and fracture half-length are known. 
When pseudolinear or pseudoradial flow is observed, the initial reservoir pressure can be 
estimated. However, the fracture half-length will have more uncertainty and thus the 
transmissibility might not be calculated correctly.  
2.3.7 Log-Log diagnostic method for before closure and after-closure analysis 
Log-log diagnostic plots of pressure change and semi-log superposition derivative are used to 
identify flow regimes and estimate the reservoir properties. Mohamed et al. (2011) showed that 
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the pressure derivative is 3/2 before closure and Marongiu-Porcu et al. (2011) explained this 
behavior. Marongiu-Porcu et al. (2011) used the diagnostic plot introduced by Mohamed et al. 
(2011) to detect closure pressure, estimate fracture geometry, permeability, and leakoff coefficient. 
Following are the steps proposed by Marongiu-Porcu et al. (2011). 
1. Fracture geometry (PKN or radial) is assumed based on height containment analysis from 
Gamma-ray log. 
2. Closure pressure and closure time are defined at the end of the observed 3/2 slope. 
3. Values of 𝑚𝑁 and 𝑏𝑁 are computed using a derivative value (∆𝑡, ∆𝑝′)𝑝𝑐 found on the 3/2 
slope trend from  
  
𝑚𝑁 =  ∆𝑝′2∆𝑡𝐷5/2 𝜏(1 − 𝜏1/2) (2.60) 
  
𝑏𝑁 =  𝑝𝑤 − 𝑚𝑁 43 𝑡𝐷3/2(𝜏3/2 − 1)  (2.61) 
4. Fracture geometry (width and area), fluid efficiency and leakoff coefficient are estimated 
from Table 2.3.  
5. Permeability is then calculated from a constant derivative level, m, which is the 
characteristic of pseudoradial flow, using Eq. 2.46. 
6. Fracture half-length can be estimated when a ½-slope derivative is observed between 
closure time and the onset of pseudoradial flow as follows 
  
𝑥𝑓 = (4.064𝑞𝐵𝑚𝑙𝑓 ) ( 𝜇𝑘∅𝑐𝑡)0.5  (2.62) 




Table 2.3: Equation to calculate fracture geometry, fluid efficiency and leakoff coefficient for 
PKN, KGD and Radial models (Marongiu-Porcu et al. 2011) 
 
7. Fracture conductivity is estimated from bilinear flow using Cinco-Ley finite-conductivity 
fracture model. During the flow to hydraulic fracture, the pressure difference is 
proportional to the fourth root of shut-in time, and the semi-log superposition will present 
a ¼-slope behavior based on 
  




𝑘𝑓𝑤√𝑘 =  (44.1 ∆𝑞𝐵𝜇𝑚𝑏𝑓ℎ)2 ( 1∅𝜇𝑐𝑡)0.5   (2.64) 
where 𝑚𝑏𝑓 is equal to 4 ∆𝑝′/√∆𝑡 for a point (∆𝑡, ∆𝑝)𝑏𝑓 on the ¼-slope derivative trend. 
8. Initial reservoir pressure is calculated from the constant derivative level in the 




𝑝∗~ 𝑝𝑖 =  −𝑚′𝑙𝑛 (𝑡𝑒 + ∆𝑡𝑠𝑙𝑜𝑝𝑒=0∆𝑡𝑠𝑙𝑜𝑝𝑒=0 ) − ∆𝑝(∆𝑡𝑠𝑙𝑜𝑝𝑒=0) + 𝐼𝑆𝐼𝑃 (2.65) 
2.4 Background on previous fluid flow models 
Modeling naturally fractured reservoirs has always been a challenging topic. A significant part 
of the hydrocarbon reservoirs around the world are naturally fractured. Thus, different fractured 
reservoir models were proposed to describe naturally fractured reservoirs. Below is a summary of 
the current literature on fluid flow models.   
2.4.1 Dual porosity models 
Dual-porosity models are commonly used to model naturally fractured reservoirs. A dual-
porosity model consists of two overlapping porous media; namely, fracture network, which is 
highly conductive but low on storage capacity, and isolated matrix blocks with high storage 
capacity but low conductivity. Matrix blocks are uniformly distributed to feed fluid to the fracture 
network.  
Warren and Root (1963) presented a model that assumes connected uniform fractures, isolated 
uniform matrix, and pseudosteady state flow between matrix and fracture, where fluids only enter 
the wellbore from fractures connected to the wellbore. The interporosity flow coefficient and the 
storativity ratio are used to characterize the behavior of the medium. 
Kazemi (1969) and De Swaan O (1976) later proposed a transient interporosity flow model. In 
this model, fluids enter from the matrix into the fracture system under a transient flow regime. 
2.4.2 Isolated natural fracture models 
 
Crawford (1966) studied the effect of isolated natural fractures on fluid displacement under 
steady-state flow conditions. They concluded that the orientation of fracture, the length of the 
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fracture and distance between fracture and well are the controlling parameters for well 
performance. 
Huskey and Crawford (1967) used potentiometric models to determine the effect of vertical 
fractures on pressure distribution in the formation. They assumed steady-state flow and uniform 
fracture distribution. They also observed that denser fracture distribution improves well 
productivity while fracture shape has marginal effect. 
Gureghian (1975) presented a finite-element model to simulate the effect of isolated fractures. 
He investigated the effect of fractures crossing and not crossing the borehole. He observed that 
only fractures close to the well increased productivity and similarly increasing fracture half-length 
would increase productivity.  
Cinco-Ley et al. (1978) proposed an analytical model for transient pressures of a well 
intercepted by a single natural fracture in an infinite reservoir with an infinite-conductivity natural 
fracture. They observed that the characterization of a fractured reservoir by only transient pressure 
analysis is impossible.  
2.4.3 Discrete fracture network  
Discrete fracture network (DFN) is an approach used to represent a system with natural 
fractures. Teimoori et al. (2003) proposed a model that considers the real fracture geometry, but 
the flow occurs only through the network of connected fractures and flows through the matrix and 
isolated fractures are ignored. Dershowitz et al. (2000) integrated dual-porosity and DFN model 
together and presented a technique using the advantage of a dual-porosity model without losing 
the complexity of fracture geometry from the DFN model. Table 2.4 provides a summary of the 
relevant literature on fluid flow models for naturally fractured reservoirs.  
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Table 2.4 Summary of the relevant literature on fluid flow models. 
Dual Porosity 
Warren and Root (1963) Matrix Blocks uniformly distributed feeding fluid to fracture 
PSS flow between matrix and fractures.  
Flow from hydraulic fractures to wells. 
Kazemi (1969) and Swaan (1976) Transient interporosoity flow model. 
Matrix: high storage, low permeability. 
Fracture: low storage, high permeability. 
Isolated Natural Fracture Models 
Crawford (1966) Fluid displacement under steady-state flow conditions. 
Orientation, length and distance bet fractures and wells are key 
controlling well performance. 
Husky and Crawford (1967) Steady-state flow and uniform fractures distribution. 
Denser fracture distribution improves well productivity. 
Fracture shape has a marginal effect. 
Gureghian (1975)  Finite element model to simulate the effect of isolated 
fractures. 
Studied the effect of fractures crossing borehole and not 
crossing borehole. 
Only frac close to well increase productivity 
Cinco-Ley et al. (1976) Analytical model transient flow well near a single NF in an 
infinite reservoir and infinite conductivity natural fractures 
Meehan et al. (1989)  Interference between a hydraulically fractured well and natural 
fractures, where natural fractures are parallel to each other. 
Observed natural fractures have a minor effect on the 
productivity of a hydraulic fractured well. 
Discrete-Fracture-Network Models 
Teimoori et al. (2003) Real fracture geometry is considered but the flow occurs only 
through the network of connected fractures.  
Ignore the flow through the matrix and isolated fractures 
Dershowitz et al. (2000) Integrated dual-porosity and DFN model together 
Multiple Vertical Well Models 





* Reproduced with permission of SPE from “Developing Methodology for DFIT Design and 
Pressure Interpretation by Coupled Reservoir Geomechanics Flow Simulation” by Mohamed, 
M.I., Thaker, T., Ibrahim, M. and Ozkan, E. SPE-199728-MS SPE Hydraulic Fracturing 
Technology Conference, 4-6 February 2020, The Woodlands, Texas, USA. Further reproduction 
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CHAPTER 3 
COUPLED RESERVOIR GEOMECHANICS AND FLOW SIMULATION OF FRACTURE 
DIAGNOSTIC INJECTION TEST* 
In this Chapter, a numerical, coupled reservoir flow and geomechanics model is built using a black-
oil simulator and evaluated for diagnostic fracture injection tests (DFITs) in unconventional 
reservoirs. DFITs have evolved into a commonly used technique to generate direct estimates of 
some key unconventional reservoir characteristics. Challenges, however, arise due to the 
complexity of the unconventional reservoir characteristics, long shut-in times to reach the closure 
pressure, and the long test durations to obtain realistic reservoir parameters from pseudoradial 
flow. One way to improve the analysis of minifrac tests in unconventional reservoirs is to use a 
coupled geomechanics and flow simulator, which is capable of representing the interactions 
between the reservoir fractures and the minifrac developed during the minifrac test. 
The numerical model used in this work is based on coupling the geomechanical rock properties 
with the reservoir flow model. The geomechanical model simulates the growth and subsequent 
closure of hydraulic and secondary fractures by modeling the change in the reservoir stresses. 
Furthermore, the model simulates the minifrac pressure response before fracture-closure as well 
as during the after-closure falloff periods. The pressure response during the falloff period is then 
analyzed to evaluate the reservoir properties using Nolte pre-closure and after-closure analysis 
techniques. The coupled geomechanics and flow simulation of minifrac provides the capability of 
modeling the fracture breakdown and closure and estimating the fracture dimensions.  
37 
 
The traditional fracture design tools provide similar information focusing only on the 
geomechanics of the rock and ignoring the effect of the reservoir flow. An additional advantage of 
the simulator used in this work is to provide estimates of fracture closure permeability, residual 
permeability, and permeability of the matrix.  
The simulator allows pressure matching and successfully simulates the reservoir flow for 
extended shut-in periods. The simulator allows designing DFITs with different injection volumes, 
rates, and shut-in periods and thus helps provide the optimum parameters for the test. The after-
shut-in flow regimes generated by the simulation model agree with the DFIT theory. 
3.1 Introduction 
DFIT is a short injection/falloff test performed without proppant before a main fracture 
stimulation treatment. During a DFIT, 10-25 bbl. of water (usually KCL water) is pumped at a 
constant rate of 2-10 bpm (Mohamed et al. 2019). The intent is to break the formation to create a 
short fracture during the injection period and then to observe the closure of the fracture system 
during the ensuing falloff period.  
The test must be run long enough to reach pseudoradial flow to determine reservoir pressure 
as well as reservoir permeability. The duration of the shut-in period to reach pseudoradial flow is 
dependent upon the formation permeability and the pumping time. Other completion properties 
can also be obtained, including instantaneous shut-in pressure (Mohamed et al. 2019), fracture 
gradient, net extension pressure, fluid leakoff mechanism, closure time, closure pressure 
(minimum horizontal stress), approximation of maximum horizontal stress, anisotropy, fluid 
efficiency, effective permeability, transmissibility, and pore pressure.  
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DFIT creates complex interactions between effective stress and joint deformation. The induced 
deformations can take the form of shear, dilation, normal closure, and opening of fractures. 
Deformation due to fracturing can cause as much as three orders of magnitude change in the rock 
conductivity at moderate compressive stress levels.  
The model used in this work simulates stress- and fracture-size-dependent coupling of shear 
stress, displacement, dilation, conductivity, normal stress, closure, and conductivity. The model 
couples the fluid flow and induced-stress in three-dimensions. Most simulation models discussed 
in the literature focus on the flow in the reservoir; however, they do not typically include the 
underlying geomechanical effects on fracture creation, corresponding stress effects on the subject 
formation, and their impact on the formation properties. These models utilize pressure-dependent 
permeability and porosity function at best. Few numerical flow models incorporate full 
geomechanical capabilities, as presented by Dean et al. (2006). One advantage of flow simulators, 
which incorporate full geomechanics, is that they can be easily turned around for flow simulation 
and have all the related geomechanics effects captured during the flowback stage of the hydraulic-
fracturing operation and during the subsequent production stage.  
In this work, we have used CMG IMEX which is a numerical reservoir flow simulation tool 
that is designed to handle the flow in the reservoir in a rigorous manner with a coupled 
geomechanics feature. The simulator can model fracture initiation, propagation, closure, and 
falloff behavior of a typical DFIT. These models are discussed in detail and have been applied for 
geomechanical evaluation of a saline aquifer during CO2 sequestration by Tran et al. (2005) and 
Tran et al. (2009).  
One of the advantages of the numerical simulator used in this study is the grid-scale 
specification of reservoir and fracture properties. This simulator is a fully coupled 3D model that 
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is robust in determining the fracture dimension and its propagation in the vertical and linear-
horizontal directions. The model provides the ability to estimate the time to reach pseudoradial 
flow during pressure falloff prior to the actual field DFIT. This allows better design, planning, and 
execution of the DFIT.   
This chapter is organized as follows; the first part is the description of the coupled reservoir 
geomechanics and flow simulator, rock mechanics experimental testing, and the input parameters. 
The second part of the chapter presents simulations of minifrac tests for different reservoir 
properties to validate the capability of the model of honoring the reservoir properties. Finally, we 
present recommendations for DFIT designs based on our findings. 
3.2 Description of geomechanics coupled reservoir flow model used in this study  
A black-oil unconventional reservoir simulator has been used in this study for reservoir flow 
simulation. The simulator adopts a logarithmically spaced, locally refined, dual-porosity (LS-LR-
DP) reservoir model to adequately represent the complex natural fracture and mini fracture 
behavior. The dual porosity model is used to incorporate the effect of randomly distributed 
secondary fractures intersecting the mini fracture, and a logarithmically spaced grid is used to 
create refinement around the fracture where it is crucial to capture the pressure transients with the 
least amount of grid blocks. Evenly spaced gridding was not used to minimize the runtime. Flow 
is allowed to occur from matrix to matrix, fracture to fracture, and matrix to fracture, and the 
porosity of the matrix and fracture media varies from grid block to grid block. Figure 3.1 illustrates 
the allowed flow connections in a dual-porosity system. The matrix to fracture flow is modeled by 




𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑏𝑖𝑙𝑖𝑡𝑦 = 4𝑘 × ( 1(𝐿𝑥)2 + 1(𝐿𝑦)2 + 1(𝐿𝑧)2) × 𝑉𝑚𝑎𝑡𝑟𝑖𝑥 (3.1) 
where, 𝐿 represents the fracture spacings in the 𝑥, 𝑦, and 𝑧 directions (ft), and 𝑘 is the matrix 
permeability (mD). 
 
Figure 3.1  Schematic of flow connections in the dual-porosity system. 
 
In the numerical simulator, the geomechanics and fluid flow calculations are coupled through 
the pressure and porosity function using a two-way coupling method. Initially, the simulator 
calculates the pressures over time and passes the pressure values to the geomechanical module that 
updates the formation deformation in response to the updated pressure values. The geomechanical 
model computes the stress and strain profiles and then passes the new deformation parameters 
back to the fluid flow simulator for the next time interval in a closed loop. Figure 3.2 shows a 
flowchart that illustrates the coupled calculations between the geomechanics module and the fluid 
flow simulator. The porosity is calculated in the fluid flow model as a function of the pressure, 
where the mass is conserved between the time steps. The geomechanical deformation response to 
the pressure changes is through changing parameters in the porosity function, where the porosity 
is a function of pressure, temperature, and total mean stress as shown in the following equations.  
  





𝑐0 = 1𝑉𝑏0 (𝑑𝑉𝑝𝑜𝑟𝑒𝑑𝑝 + 𝑉𝑏𝛼𝑐𝑏 𝑑𝜎𝑚𝑑𝑝 − 𝑉𝑝𝑜𝑟𝑒𝛾 𝑑𝑇𝑑𝑝 ) (3.3) 
and  
  𝑐1 = 𝑉𝑝𝑜𝑟𝑒𝑉𝑏0 𝛾 (3.4) 
  𝑐2 = − 𝑉𝑝𝑉𝑏0 𝛼𝑐𝑏 (3.5) 
 𝑎1 = 𝑓𝑎𝑐𝑡𝑜𝑟 {29 𝐸1 − 𝑣 𝛼𝑐𝑏} (3.6) 
 𝑎2 = 𝑓𝑎𝑐𝑡𝑜𝑟 {29 𝐸1 − 𝑣 𝛽} (3.7) 
where 𝑉𝑝𝑜𝑟𝑒 is the pore volume (ft3), 𝑐𝑏 is the bulk compressibility (psi-1), 𝑉𝑏 is the bulk volume 
(ft3), 𝛼 is the Biot’s coefficient, 𝛾 is the volumetric thermal expansion ( 1𝐹𝑜), and 𝜎𝑚 is the mean 
total stress (psi). The previous set of equations for the deformation response are computed for each 
grid block. 
 
Figure 3.2  Flowchart of the coupled geomechanics and fluid flow simulator. 
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Barton-Bandis stress-permeability relationship model (Barton et al. 1985; Tran et al. 2009) 
was used for this simulation model. Barton-Bandis model describes the relationship between the 
permeability of the fracture system and fracture opening. In this model, the secondary fracture 
system is described in the grid system using the dual-porosity formulation where the secondary 
fracture represents the natural fractures in the system and is coupled with a porous rock matrix on 
a one-to-one basis such that the stresses are specified in every grid block. 
The stress-permeability relationship of the Barton-Bandis model is described in Figure 
3.3(Left). In Figure 3.3 (Left), the y-axis is the fracture permeability, x-axis is the normal fracture 
effective stress, (𝜎𝑛′ ), 𝑘𝑐𝑐𝑓 is fracture closure permeability, 𝑘ℎ𝑓 is the maximum fracture 
permeability, and 𝑘𝑟𝑐𝑓 is the residual value of fracture closure permeability. 
According to the Barton-Bandis model, initially, there is no fracture in the matrix rock. The 
effective normal stress on the fracture increases as the pressure increases in the grid block. Fracture 
propagation starts immediately when the stress increases past the failure envelope of the rock, 
allowing the fluid to flow through the fracture system as well as the surrounding matrix blocks. 
The rock material is assumed to be brittle such that when rock cracks, the value of fracture 
permeability increases from zero to maximum permeability 𝑘ℎ𝑓. The fracture aperture continues 
to increase until the pressure within the rock is reduced. The decrease in pressure causes normal 
fracture effective stress to increase, and the fracture aperture to decrease. Due to the asperities of 
the fracture surface, the fracture aperture cannot be closed completely, and the closing-fracture 
permeability does not follow the opening-fracture-permeability path. The subsequent stress path 
is shown in Figure 3.3 (Left) and the fracture permeability follows the curve FG when the value 
of fracture normal effective stress changes its direction from negative to positive, allowing the 
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fluids to flow through the crack. The residual value of fracture closure permeability indicates that 
the aperture cannot be closed completely.  
If the fracture is mainly caused by tensile stress, the threshold normal fracture effective stress 
is negative or zero. If the fracture is mainly due to shear stress and is parallel to the crack as shown 
in Figure 3.3 (Right), the threshold value may be positive as the failure may obey the Mohr-
Coulomb criteria, rather than the tensile criteria. The threshold value for the rock used in this study 
was obtained from laboratory tests under different loading conditions.   
        
Figure 3.3: Modified Barton-Bandis stress-permeability relationship model (Left). Illustration of 
the load applied on a rock specimen and the generation of fractures (Right). 
 
The geomechanical parameters (stress, and strain) calculated from the Barton Bandis model 
are only coupled to the matrix blocks; however, the model allows the calculation of the fracture 
permeability from the normal fracture effective stress. The fracture closure permeability 𝑘𝑟𝑐𝑓 (mD) 
is calculated by the following equation: 
  
𝑘𝑓 = 𝑘𝑐𝑐𝑓 × ( 𝑒𝑒0)4  ≥ 𝑘𝑟𝑐𝑓 (3.8) 
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where 𝑘𝑐𝑐𝑓 is the fracture permeability at zero stress (mD), e is defined as the current fracture 
aperture (ft), 𝑒0 is the initial fracture aperture (ft), 
  
𝑒 = 𝑒0 − 𝑉𝑗 (3.9) 
and  𝑉𝑗 is the stress to fracture stiffness ratio and is calculated as follows: 
  
𝑉𝑗 = 𝜎𝑛′𝑘𝑛𝑖 + 𝜎𝑛′𝑉𝑚 (3.10) 
In Eq. 3.10, 𝑉𝑚 is the minimum fracture aperture correlated to closure permeability (ft), 
  
𝑉𝑚 = 𝑒0 [1 − (𝑘𝑟𝑐𝑓𝑘𝑐𝑐𝑓)1/4] (3.11) 
3.3 Rock mechanical testing and core analysis for geomechanical properties 
Rock mechanical properties must be obtained to be used in the simulator and accurately 
represent the geomechanical behavior of the subject rock. For the simulation model used in this 
work, Young’s modulus (psi), Poisson’s ratio, frictional angle, and Biot’s coefficient are needed 
to build the Mohr-Coulomb failure envelop (failure strength). Altogether, 8 cores of diameter 1.5” 
were used for rock mechanical testing. The core samples had to undergo minor sample preparation 
by cutting the end-faces and some had to be re-cored to 1” diameter to make it suitable for testing 
for Biot’s coefficient. Bulk density was calculated from the cylindrical geometry and weight of the 
sample. 
2.4.3 Triaxial Test (compressive strength/Youngs modulus/Poisson’s ratio) 
Dynamic Young’s modulus can be obtained from well log data whenever core data is not 
available. However, compared to static values, the dynamic moduli are not accurate and typically 
greater.  The higher frequency captured from log readings tends to represent the formation as stiffer 
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than it really is since it does not allow enough time for the fluid in the porous rock to relax and this 
causes the fluid to appear solid-like. Therefore, obtaining Young’s modulus from lab testing is 
crucial to get an accurate representation of the geomechanics of the system. Young’s modulus 
obtained from lab testing is the ratio of tensile stress (𝜎) to tensile strain (𝜀) and is represented by 
the following relationship: 
  
𝐸 = 𝜎𝜀 = 𝐹/𝐴0∆𝐿/𝐿0  (3.12) 
where tensile strain is the ratio of the core length, 𝐿 (𝑖𝑛. ), to the original element length, 𝐿𝑜 (𝑖𝑛. ), 
and tensile stress is the ratio of the applied stress, 𝐹 (lbs), to the cross-sectional area, 𝐴0 (𝑖𝑛.2 ). 
Poisson’s ratio is the ratio of the vertical deformation to the horizontal deformation. The 
following relation is used to describe the dimensionless Poisson’s ratio. 
  
𝑣 = 𝜀𝑙𝑎𝑡𝑒𝑟𝑎𝑙𝜀𝑎𝑥𝑖𝑎𝑙  (3.13) 
To characterize the mechanical properties of the rock sample, triaxial compressive tests were 
performed at a range of confining pressures. Triaxial compressive tests are commonly used to 
simulate in-situ stress conditions of reservoirs and provide compressive strength and static values 
of Young’s modulus and Poisson’s ratio. Compressive strength from triaxial compressive tests is 
used to determine the critical shear stress and predict the conditions of failure during fracturing. 
Triaxial tests, which are widely-used in petroleum geomechanics, are destructive tests under axial 
loading while keeping confining pressure constant. Triaxial tests were conducted on six different 
cores at confining pressures of 100, 400, 775 and 1200 psi and the results were used to construct 
Mohr failure envelope.  
46 
 
Mohr-Coulomb analyses were used for cohesion (initial shear strength), unconfined 
compressive strength, and internal friction angle. Mohr-Coulomb failure criteria is a well-known 
method that assumes that the intermediate stress equals the smallest stress of the three principal 
stresses. The failure criteria define a failure envelope.   
Figure 3.4 shows one out of the six triaxial tests where the confining pressure is 400 psi, the 
compressive strength is 12,993 psi, static Young’s modulus is 3.81x106 psi and static Poisson’s 
ratio is 0.22. Figure 3.5 represents the Mohr-Coulomb failure envelope developed from the six 
triaxial tests.  The unconfined compressive strength is found to be 8,959 psi, cohesion is 1,459 psi, 
angle of internal friction is 53.92 (deg) and coefficient of internal friction is 1.37. 
 
 





Figure 3.5: Mohr-Coulomb failure envelope from six specimens using the triaxial test. 
 
A multi-stage triaxial test was conducted using one core to obtain the Mohr-Coulomb failure 
envelope. The specimen is subjected to consolidation and then shear as in a conventional triaxial 
test to a significant amount of shear. The specimen is then released from deviator stress and 
subjected to higher consolidating pressure before the following shearing stage takes place. As 
shown in Figure 3.6, confining pressures of 100 400, 775 and 1200 psi were used for the multi-
stage triaxial test and the static Young’s modulus was obtained as 1.54, 2.59, 3.59, and 4.06 × 106 
psi, respectively, and the compressive strength values are 4,518, 6,362, 10,387, and 14,435 psi. 
Figure 3.7 represents the Mohr-Coulomb failure envelope developed from the multi-stage triaxial 
tests.   The cohesion was found to be 527 psi, angle of internal friction was 53.59 (deg), and the 
coefficient of internal friction was 1.36. Figure 3.8 shows the axial stress versus the confining 
pressure, where the y-intercept at 3,206 psi is the unconfined compressive strength. For the 




Figure 3.6: Multi-stage triaxial test at 100, 400, 775 and 1,200 psi confining pressures. 
 
 





Figure 3.8: Axial stress vs. confining pressure from the multi-stage triaxial test. 
 
2.4.4 Biot’s coefficient  
The dimensionless Biot’s coefficient is a representation of the fraction of the reservoir fluid 
pressure that affects the rock stress and it is calculated by the following equation (Bailin 2001).  
  
𝛼 = 1 − 𝑐𝑟𝑐𝑏 (3.14) 
where 𝛼 is the Biot’s coefficient, 𝑐𝑟 is grain compressibility and 𝑐𝑏 is bulk compressibility 
(𝑝𝑠𝑖−1 ). 
Core#81VC used for Biot’s constant test yielded a grain compressibility of 0.1007 psi-1 and 
bulk compressibility of 0.36x10-6 psi-1 and 0.31x10-6 psi-1 at confining pressures of 770 and 1200 
psi, respectively. Thus, the Biot’s constant can be calculated using equation (3.14), where the 
Biot’s constants are 0.72 and 0.68 for the confining pressures of 770 and 1200 psi, respectively. 




Figure 3.9: Volume strain vs. stress at 700 and 1,200 psi for the Biot’s constant test. 
 
2.4.5 Fracture toughness 
The strength of brittle rocks is governed by the presence of small fractures present within grains 
and at grain boundaries. For opening mode crack, an induced fracture will propagate when the 
intensity of stress (KI) reaches the critical stress intensity factor (KIC), also known as fracture 
toughness. Therefore, the fracture toughness is a measure of the resistance of the rock to crack 
propagation, which is crucial in predicting fracture height. The unconfined fracture toughness test 
yields a fracture toughness of 1,045 psi.in0.5 for a core at the depth of 5,014.30 ft. The summary of 
































Table 3.1: Summary of rock mechanical properties obtained from lab testing 
Triaxial Test 
Bulk density (g/cm3) 2.53 - 2.67 
Young’s modulus (psi)  1.1 - 4.1 e6   
Poisson’s ratio  0.22 - 0.24 
Cohesion for Mohr-Coulomb (psi) 1459 
Angle of internal friction for Mohr-Coulomb (degrees) 53.92 
Coefficient of internal friction 1.37 
Unconfined compressive strength (psi) 8,959 
Multi-Stage Triaxial Test 
Young’s modulus (psi)  1.5 - 4.1 e6   
Poisson’s ratio  0.22 - 0.24 
Cohesion for Mohr-Coulomb (psi) 527 
Angle of internal friction for Mohr-Coulomb (degrees) 53.59 
Coefficient of internal friction 1.36 
Unconfined compressive strength (psi) 3,206 
Fracture Toughness Test 
Unconfined fracture toughness (psi in0.5) 1,045 
Biot’s Constant Test 
Biot's constant at confining pressure of 770 psi 0.72 
Biot's constant at confining pressure of 1,200 psi 0.68 
Total porosity (%) 5 
 
3.4 DFIT modeling using dilation-compaction process (low fidelity) approach 
In this section, we provide a test case where stresses are ignored, and only compaction/dilation 
curves are used to model the pressure-dependent degradation of permeability and porosity. A table 
of 𝜙 and/or k multipliers as a function of pressure is used for describing the stress changes with 
the formation response represented as branch paths and possibly hysteresis. Each path is described 
by a table of transmissibility multiplier or permeability versus stress value, and the various paths 
are linked at common stress values. Each multiplier is applied only to fluid-flow and not to any 
geomechanical properties. The porosity, permeability and transmissibility multipliers at a given 
pressure are determined from table lookup with linear interpolation.  
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Figure 3.10 represents the dilation model used in the test case. When the pressure in a rock is 
lower than its yield point pressure (3,206 psi in this example), the rock behaves elastically or 
reversibly. As the pressure in the rock is further increased, the rock starts behaving plastically. 
When the pressure in the rock suddenly decreases, the rock behavior follows one of the 
unloading/dilation paths in Figure 3.10 based on the pressure the block had achieved at the end of 
the dilation period. As the pressure decreases, the rock will continue following the unloading path 
until it reaches the minimum pressure. 
Initial oil, gas, and water saturations were not provided within the core data set; accordingly, 
published literature values were used from wells in nearby counties as initial model inputs. 
Organic-rich shales deposited in lakes and marine environments are typically assumed to yield 
mainly water-wet characteristics; however, wettability can change to weakly water-wet and 
strongly oil-wet as a result of the organic content and mineralogy. Water was assumed to be the 
wetting phase for this study. Using history matching from production data, the relative 
permeability curves were generated and imported into the model. The total liquid saturation is 
defined as the oil saturation plus the connate water saturation for a water-wet case. The curves 
generated from these values are given in Figure 3.11 and Figure 3.12. Table 2 provides a summary 
of the reservoir properties and model description.  
The pressure response is captured during injection as well as during the falloff period after the 
end of injection. Figure 3.13 shows the pressure history obtained from the simulation. The 
procedure involves pumping 25 bbl of water; once the initial breakdown occurs, the injection rate 
is held constant for a short time span. The pressure breakdown was around 11,000 psi in our 




Figure 3.10  Dilation model used in test case 1. 
 




Figure 3.12  Relative permeability as a function of total liquid saturation used in this study. 
 
Table 3.2: Summary of model inputs 
Top Depth (ft)  5068 
Thickness (ft) (Overburden/Formation/Underburden) 5/5/5 
Fracture Injection Depth (ft) 5,108 
Initial Reservoir Pressure (Psia) 3,206 
Reservoir Temperature (F) 200 
Permeability (md) (I, J, K) 0.0085/0.0085/0.00085 
Fracture Compressibility (1/psi) 2E-6 
Formation Compressibility (1/psi) 2E-6 
Injection Fluid Water 
Injection Rate (bpm) 5 





Figure 3.13  Rate and pressure (results) from the DFIT simulation for the test case. 
 
The pressure profile after the end of the injection is then used for the Nolte pre-closure, G-
function and after closure analyses. The following plots are used to analyze the before closure 
analysis (BCA) and after closure analysis (ACA) of the fall-off pressure data to identify the 
fracture parameters for the anomalous field DFIT cases discussed below: 
• Log-log of pressure and derivative, introduced by Bourdet et al. (1989) 
• G-function Plot 
• 𝐺 𝑑𝑃𝑑𝐺  plot 
The log-log plot can be used to establish the flow regimes for both the BCA and ACA analyses. 
Typically, the log-log plot is used for the pressure build-up analysis test. However, Cinco-Ley et 
al. (1978) and Bachman et al. (2012) demonstrated it to be a valid analysis technique when applied 
to a DFIT dataset.  The pressure data and its derivative are plotted on log-log scale, which identifies 
the flow regimes along with the characteristic slopes. Figure 3.14 shows the log-log Bourdet 
derivative plot (Bourdet et al. 1989). The diagnostic plot indicates the following flow regimes: 
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• Fracture flow from the ¼ slope; 
• Unit slope defining the before closure region;  
• Formation Linear flow from the ½ slope; and 
• Zero slope is defined as a pseudoradial flow regime. 
  
Figure 3.14  Log-log Diagnostic plot for pressure response for the test case. 
 
The unit slope can be interpreted as fracture closing (Craig and Blasingame 2006). The fracture 
closure is picked at the deviation from the unit slope. After identifying the flow regime and fracture 
closure, a G-function plot is used to confirm the closure pressure. From the G-function plot in 
Figure 3.15, we can observe a pressure drop during the first hours of shut-in caused by tip 
extension. The fracture closure is picked at the start of the inflection and was confirmed from the 
log-log diagnostics at the end of the unit slope. The fracture closure for this case was found as 




Figure 3.15  Nolte G-function plot for closure pressure determination for the test case. 
 
Even though for this test case, there were no fractures modeled in the system, and only a 
dilation-compaction process was used, the G-function plot showed the behavior of the pressure-
dependent leakoff from dilated fractures/fissures. This esteems the need for a fully coupled 
reservoir and geomechanical approach to the diagnostic fracture injection test problem, and 
secondary fracture response to pressure falloff should not be ignored.  
 
 
Figure 3.16  After Closure Analysis- Square Linear Flow Time Function (left) and Radial Flow 
Time Function Plot (right) for the test case. 
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The log-log plot of pressure minus assumed reservoir pressure versus the square of the linear 
flow time function can be used to identify the after-closure flow regimes. The after-closure analysis 
depends on an accurate closure pick. The pressure difference curve is dependent on the value of 
reservoir pore pressure used, but the pressure derivative is insensitive to the pressure estimate. 
Figure 3.16a shows the ∆p vs. the square of the linear flow time function, where the linear flow 
and pseudoradial flow regimes can be identified, respectively, by a ½-slope and unit-slope 
behavior of the pressure derivative. During the pseudoradial flow period, both pressure difference 
and derivative curves will lie on the same unit slope line if the pressure estimate used for the 
pressure difference function is correct. In this test case, the pressure estimate was 3,217 psi. Once 
the pseudoradial flow regime has been identified, the cartesian plot of pressure versus the 
pseudoradial flow time function can be constructed.  As shown in Figure 3.16b, a straight line 
through the appropriate data in the pseudoradial flow period can be drawn. The intercept gives the 
pore pressure, where, in this test case, was 3,217 psi, which is reasonably close to the input 
reservoir pressure of 3,206 psi. The slope, 𝑚𝑅, is used to calculate the transmissibility from which 
the permeability can be determined from the following equation, knowing the net pay and reservoir 
fluid viscosity: 
  
𝑘ℎ𝜇 = 251,000[ 𝑉𝑖𝑚𝑅𝑡𝑐] (3.15) 
 
Assuming a fluid viscosity of 0.313 cp and knowing the fracture height of 25 ft, the effective 
reservoir permeability can be calculated as 0.003 mD. This is sufficiently close to the input 
permeability of 0.008 md.  
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Figure 3.17a shows the pressure distribution at the initiation of the fracture (beginning of the 
injection), Figure 3.17b shows the breakdown point of the rock, and Figure 3.17c displays the 
pressure distribution at the end of the injection.  
 
Figure 3.17  Pressure distribution at the a) beginning of injection, b) rock breakdown c) end of 
injection. 
 
3.5 Fracture modeling using coupled geomechanics  
The Barton-Bandis geomechanical model (Barton et al. 1985) was used to simulate three cases. 
The first case is a homogenous formation with no natural fractures within the matrix. This is to 
simulate a normal leakoff behavior and fracture closure due to matrix leakoff. The second case 
includes natural fractures. The leakoff, in this case, occurs faster than expected for a normal bi-
wing fracture due to the interception of natural fractures with the hydraulic fracture. The last case 
is to simulate a fracture height recession case where the fracture propagates through impermeable 
layers above or below the fractured zone during the injection. All three cases were created and 
simulated to prove the validity of the Barton-Bandis approach. No history matching was performed 
for these cases; rather, results were used to analyze the flow behaviors and validate model 
capability to simulate the pressure response during minifrac operation. 
3.5.1 Case 1: homogenous formation 
The reservoir fluid properties, mechanical properties, as well as the injection schedule for this 
example were adopted from the compaction-dilation simulation presented in the previous section. 
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A total of 20 bbl of water was injected at a constant rate of 3.5 bpm. The minimum horizontal 
stress in the x-direction, maximum horizontal stress in the y-direction, and the overburden stress 
in the z-direction were set at 6,248 psi, 6,498 psi, and 9,181 psi, respectively, at the top of the 
formation. In general, the stresses can be specified at each individual grid block in the numerical 
simulator allowing more rigorous accommodation of stress variations in the horizontal and vertical 
directions. In this test case, we kept the overburden stress and the minimum horizontal stress 
constant across the layers. The Barton-Bandis parameters used in all validation cases are shown in 
Table 3. 
Although this case is a dual-porosity scenario, that is, natural fractures are supposedly present, 
the transmissibility between the matrix and fracture media was assumed to be zero, and the 
permeabilities of the fracture and matrix systems were assumed to be 0.007 mD. These adjustments 
amount to simulating a homogenous formation with no natural fractures.  
Table 3.3: Barton-Bandis parameters used for test Cases 1-3 
Initial Fracture Aperture (ft) 2e-05 
Fracture Stiffness (psi/ft) 7e5 
Fracture Opening Stress (psi) 4,200 
Hydraulic Fracture Permeability (mD) 1,000 
Fracture Closure Permeability (mD) 100 
Fracture Residual Permeability (mD) 15 
 
The pressure profile after the end of injection is used for the Nolte pre-closure, G-function, and 
after-closure analyses. The log-log plot can be used to establish the flow regimes for both the BCA 
and ACA techniques. The pressure data and its derivative are plotted on a log-log scale to identify 
the flow regimes along with their characteristic slopes.  
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Figure 3.18 shows the log-log Bourdet derivative plot. The diagnostic plot indicates the 
following flow regimes: 
• The 3/2-slope signature defining the before closure region 
• Formation Linear flow indicated by the ½-slope trend; and 
• The zero-slope behavior signifying the existence of pseudoradial flow regime. 
The fracture closure is picked at the deviation from the 3/2-slope behavior. After identifying flow 
regimes and closure, a G-function plot was used to confirm the closure pressure. The G-function 
plot shown in Figure 3.19 yields a homogenous leakoff signature, where the closure pressure is 
also confirmed by the deviation from the straight-line behavior passing through the origin. The 
fracture closure pressure and time are obtained as 6,411 psi and 11.46 hr, respectively, in Figure 
3.19. The closure pressure obtained from the G-function plot is comparable to the input minimum 
horizontal stress of 6,248 psi. 
  








Figure 3.20  After Closure Analysis- Square Linear Flow Time Function (left) and pseudoradial 
Flow Time Function Plot (right) for normal leakoff case. 
 
Figure 3.20a shows the ∆p vs. the square of the linear flow time function, where the linear and 
pseudoradial flow regimes can be identified by a ½-slope and unit-slope of the pressure derivative, 
respectively. During the pseudoradial flow period, both curves will lie on the same unit slope line 
if the pressure estimate used for the pressure difference function is correct. In this test case, the 
pressure estimate was 3,100 psi. Once the pseudoradial flow regime has been identified, a 
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Cartesian plot of pressure versus pseudoradial flow time function can be constructed, as shown in 
Figure 3.20b. The intercept of the straight line through the appropriate data in the pseudoradial 
flow period gives the pore pressure. From Figure 3.20b, the pore pressure was estimated as 3,106 
psi, which is close to the input reservoir pressure of 3,206 psi. The slope is used to calculate the 
transmissibility from which the permeability can be determined, knowing the net pay and reservoir 
fluid viscosity and using Eq. 12. Assuming fluid viscosity of 0.313 cp and knowing fracture height 
of 25 ft, the effective reservoir permeability can be calculated as 0.004 mD, which agrees with the 
input permeability of 0.007 md. The start and end of the linear flow were found to be 14.5 hr and 
22.5 hr, respectively. The beginning of the pseudoradial flow was found to be 48.22 hr. 
3.5.2 Case 2: multiple closures 
In this example, multiple closures caused by the complexity of the natural fractures are 
simulated. Often time, this leakoff behavior is referred to as pressure dependent leakoff. For the 
dual-porosity model, the permeability and porosity of natural fractures are assumed to be different 
from that of the matrix (Table 4), where permeability is given in mD. Fracture spacing is used to 
calculate the matrix-to-fracture transmissibility in each grid. Case A represents a scenario of sparse 
natural fractures and case B is the case of a denser fracture network (less fracture spacing). Other 
Barton-Bandis parameters are presented in Table 3. 
 
Table 3.4: Fracture and Matrix Properties for Case A and Case B 
 Matrix Fracture Fracture Spacing 
 PERM I PERM J PERM K Porosity PERM I PERM J PERM K Porosity I-Dir J-Dir D-Dir 
Case A 0.0007 0.0007 0.0007 0.05 0.007 0.007 0.007 0.01 1 1 10000 




Reservoir fluid properties, mechanical properties as well as the injection schedule was kept 
equal to the case discussed above. The minimum horizontal stress in the x-direction, maximum 
horizontal stress in the y-direction, and the overburden stress in the z-direction are set at 6,248 psi, 
6,498 psi, and 9,181 psi, respectively, at the top of the formation. The overburden stress and the 
minimum horizontal stress were held constant across the layers in this example.  
3.5.2.1 Multiple closures case A 
The pressure profile after the end of the injection is used for the Nolte pre-closure G-function, 
and after-closure analyses. The log-log plot can be used to establish the flow regimes for both the 
BCA and ACA techniques. The data and its derivative are plotted on log-log scale to identify flow 
regimes along with their characteristic slopes.  
Figure 3.21 shows the log-log Bourdet derivative plot. The diagnostic plot indicates the 
following flow regimes: 
• ¼-slope defining the before-closure, early, bi-linear flow, in the natural and hydraulic 
fractures. 
• ½-slope for fracture linear flow, where fluid flows along the fracture, thus increasing 
fracture width. 
• Early unit slope before closure for composite flow. 
• 3/2-slope defining the before closure region.  
• After closure formation linear flow from the ½ slope, where fluid flows into the 
formation in paths normal to the fracture plane.  
• The zero-slope, defined as the pseudoradial flow regime, where fluid flows radially 
into the formation from the wellbore. 
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In this case, the pressure gradient in finite-conductivity fractures is comparable to the 
formation pressure gradient in natural fractures and thus the bi-linear flow regime is observed. The 
bi-linear flow is identified by a ¼-slope trend on the Bourdet log-log plot. According to the 
analytical model presented by Cinco-Ley and Meng (1988), if 𝑚𝑏𝑓 is the slope of the 
corresponding straight line on a Cartesian plot of ∆𝑝𝑤𝑓 vs. ∜∆t, then 
 𝑘𝑓𝑤√𝑘 = (44.1∆𝑞𝛽𝑚𝑏𝑓ℎ )2 ( 1∅𝜇𝑐𝑡)0.5 (3.16) 
where, 
 𝑚𝑏𝑓 = 4∆𝑝′√∆𝑡4  (3.17) 
 
At the point of transition from the unit-slope behavior to 3/2-slope behavior before fracture 
closure, the pressure equals to 6,482 psi, which is equal to the input maximum horizontal stress, 
and the minimum horizontal stress (main fracture closure) is estimated at the end of the 3/2-slope 
period as 5,655 psi.  
That the unit-slope behavior is an indication of the composite flow behavior before closure is 
an important observation as in many field cases, a unit-slope behavior is observed on the Bourdet 
derivative plot. The before-closure composite flow is attributed to enhanced leak-off due to the 
opening of existing natural fractures and connecting to the hydraulic fractures, resulting in a larger 
total fracture surface area. The composite flow regime occurs when the matrix to fracture 
permeability ratio is greater than or equal to 10. Warpinski (1991) interpreted this behavior in a 
pre-closure setting as a pressure dependent leakoff. The physical illustration for this scenario is on 




Figure 3.21  Log-log Diagnostic pressure plot for Multiple Closures Case A (left). Physical 
illustration of composite flow due to secondary fractures intersecting main frac (right). 
Using the G-function plot shown in Figure 3.22, an early peak is observed on the derivative 
plot, which represents the closing of natural fractures at 7,282 psi. The main closure pressure is 
observed at 5,578 psi. The natural-fracture closure pressure obtained from the G-function plot is 
significantly higher than the pressure obtained from the log-log plot.   
 





The linear and pseudoradial flow regimes can be identified by ½- and unit-slope behaviors of 
the pressure derivative, respectively, on the plot of ∆p vs. the square of the linear flow time shown 
in Figure 3.23a. During the pseudoradial flow period, both pressure and derivative curves will 
collapse on the same unit slope line if the pressure estimate used for the pressure difference is 
correct. Figure 3.23b presents the cartesian plot of pressure vs. the pseudoradial flow time function. 
A straight line through the appropriate data in the pseudoradial flow period is constructed and the 
vertical intercept gives a pore pressure estimate of 2,910 psi, which is slightly less than the input 
pressure. The slope is used to estimate the transmissibility and permeability by Equation 12. The 
start and end of linear flow period were found to be 0.8 hr and 1.2 hr, respectively. The beginning 
of the pseudoradial flow was found to be 1.5 hr. 
 
Figure 3.23  After Closure Analysis- Square Linear Flow Time Function (left) and Radial Flow 
Time Function Plot (right) for Multiple Closures Case A. 
 
3.5.2.2 Multiple closures case B 
In the presence of dense natural fractures with closer spacing, the log-log plot (Figure 3.24) 
for Case B does not show a 3/2-slope behavior before closure; instead, a unit-slope behavior is 
observed on the Bourdet-derivative, followed by a linear flow period and a pseudoradial flow 
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period after two log cycles. The observed unit-slope behavior correlates well with the expectation 
of a composite flow behavior before closure, which is dominant in this case due to the denser 
natural fractures within the matrix. Main fracture closure is masked on the log-log plot. 
Nonetheless, the closure of secondary fractures can be determined at the end of the unit slope as 
6,671 psi. The main fracture closure is somewhere between the end of the unit slope and before 
the beginning of the linear flow regime.  
 
Figure 3.24  Log-log Diagnostic plot for pressure response for Multiple Closures Case B. 
 
Next, we use the G-function plot (Figure 3.25) to corroborate the closure pick on the derivative 
plot. The G-function plot shows a large hump above the straight line. Subsequent to the hump, G-
function shows another smaller hump. The end of the second hump represents the fissure 
opening/closure pressure. The closure stress from the first and the second humps are 6,663 psi and 
6,238 psi, respectively. The second closure stress agrees with the input minimum horizontal stress, 
and the first closure agrees with the input maximum horizontal stress. The first hump represents 
the closure of natural fractures, which precedes that of the main hydraulic fracture, resulting in an 
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early closure signature. The magnitude of the first hump is significantly greater than the one in 
Case A due to the denser fracture spacing in Case B. Therefore, we conclude that the coupled 
reservoir geomechanics and flow model is sensitive to the density of the secondary (natural) 
fractures. 
 
Figure 3.25  Nolte G-function for closure pressure determination for Multiple Closures Case B. 
 
Figure 3.26a shows the ∆p vs. the square of the linear flow time function, where the linear flow 
and pseudoradial flow regimes can be identified. Figure 3.26b presents the cartesian plot of 
pressure versus the pseudoradial flow time function. A straight line through the appropriate data 
in the pseudoradial flow period is constructed. The intercept gives a pore pressure estimate of 
3,315 psi, which agrees with the input pressure. The slope is used to calculate the transmissibility 
and permeability by Equation 12. Assuming a fluid viscosity of 0.313 cp and knowing the fracture 
height of 25 ft, the effective reservoir permeability can be calculated as 0.0011 mD. The start and 
end of linear flow period were found to be 1.4 hr. and 3.5 hr., respectively. The beginning of the 





Figure 3.26  After Closure Analysis- Square Linear Flow Time Function (left) and Radial Flow 
Time Function Plot (right) for Multiple Closures Case B. 
 
3.5.3 Case 3: height recession 
The height recession concept is observed when the fracture extends out of the target zone into 
overlying and/or underlying layers where the leakoff rate is relatively small due to lower 
permeability and higher local formation stress than that in the target zone. Fluid in the fracture 
beyond the target zone leaks into formation with lower permeability at a slower rate than the 
decline rate of fracture face in the target layer, and thus, height recession is observed. 
The height recession concept is simulated with a single fracture, that propagates into overlying 
and underlying layers out of the target zone. As shown in Figure 3.27, the horizontal stress in the 
upper and lower bounding intervals are increased, and the permeability is decreased.  
The simulation evaluates a three-layer scenario. The upper and lower bounding intervals have 
different stress and matrix permeability values, with the minimum horizontal stress being 300 psi 
greater and the permeability being one order of magnitude lower as compared to the target interval. 
Figure 3.28. shows the distribution of fracture permeability and pressure at the beginning of 
injection, breakdown, and end of injection. The fracture predominantly propagates in the target 
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zone (low-stress layer) in the horizontal direction, with some height growth in the underlying and 
overlying layers (high-stress layers). The fracture is expected to propagate slightly more in the 
upward direction than downward because of the increase in stress with depth.  
At shut-in, the volume of the fluid stored in the fracture is large; nonetheless, the leakoff rate 
is small and, hence, the rate of pressure decline is small. As shown in Figure 3.29, compared to 
the target layer, the fracture permeability decreases faster at the tip of the fracture that is intruding 
into the higher-stress layers. As fracture continues closing, the fracture tips (at the high-stress 
layers and low permeability zones) are forced to close first. This results in a height recession and 
requires that a larger volume of fluid leak-off to reach fracture closure than that expected for a 
single, planar, constant-height fracture.  As the fracture empties, the rate of leakoff relative to the 
remaining, stored fluid accelerates, and the pressure declines more rapidly. Nonetheless the 
fracture empties from the overlying and underlying layers, and the rate of leakoff in the target zone 
increases. Figure 3.29 displays the fracture permeability as it increases at the target layer while 
fracture closes in the high-stress overlying and underlying layers. Figure 3.30 shows a physical 
illustration of the height recession. 
 
Figure 3.27  Sideview with target region (red) at permeability higher one order of magnitude and 






Figure 3.28  JK Plane of pressure propagation (upper row) and fracture permeability (lower row) 
at a) beginning of injection, b) rock breakdown c) end of injection. 
 
Figure 3.29  IK Plane Distribution of fracture permeability distribution at different time points 
starting from the end of injection for Height Recession Scenario. 
 
Figure 3.30  Physical illustration of Height Recession Scenario. 
 
The logarithmic derivative in the log-log diagnostic plot (Figure 3.31) shows a steep upward 
trend, and the closure time and pressure are picked when the tangent to the derivative has a slope 
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of 3/2. In this case, the closure time is picked at 14.3 hr. and the fracture closure pressure is 
estimated as 6,255 psi, which is in excellent agreement with the input stress parameters. 
 
Figure 3.31  Log-log Diagnostic plot for pressure response for height recession scenario. 
 
The G-function plot shown in Figure 3.32 shows the derivative signature of a belly below the 
straight line through the origin and tangent to the semi-log derivative of pw vs. G-time at the point 
of fracture closure. The fracture closure occurs at the G-time at 11 hr and the corresponding closure 
pressure is 6,627 psi, which is 400 psi higher than the results obtained from the log-log diagnostic 




Figure 3.32  Nolte G-function plot for closure pressure determination for Height Recession 
Scenario. 
 
Figure 3.33a shows the ∆p vs. the square of the linear flow time function, where the linear flow 
and pseudoradial flow regime are identified. Figure 3.33b presents the cartesian plot of the pressure 
vs. the radial flow time function. The vertical intercept of the straight line through the appropriate 
data in the pseudoradial flow period gives a pore pressure estimate of 3,300 psi, which is in 
excellent agreement with the input reservoir pressure. Using the slope of the straight line, fluid 
viscosity of 0.313 cp, and the fracture height of 25 ft, the effective reservoir permeability can be 
calculated as 0.004 mD from Equation 12. The start and end of linear flow are estimated as 14 hr 





Figure 3.33  After Closure Analysis- Square Linear Flow Time Function (left) and Radial Flow 
Time Function Plot (right) for Height Recession Scenario. 
 
3.6 Effect of injection volume on observed flow regimes  
Two crucial design parameters for diagnostic fracture injection tests are the volume of injection 
and injection time (Barree 1998 and Barree et al. 2009). Therefore, in this section, we test the 
effect of the injected volume and injection time on the closure time as well as the time to reach 
pseudoradial flow regime for a given matrix permeability. We used the inputs form Case 1 
presented above at a fixed permeability of 0.007 mD for matrix and fractures. We considered the 
injection times of 2.4 minutes, 4.8 minutes, and 7.1 minutes, and the corresponding injection 
volumes of 20 bbl, 40 bbl, and 60 bbl. Thus, the time to closure is not a function of the injection 
volume and insensitive to rate as long as a high enough rate is achieved to reach a stable fracture 
propagation and the time to closure is a function of pumping time, not the volume injected. 
Figure 3.34 presents the log-log diagnostic plot of the logarithmic derivative for the three 
injected volumes. Overall, the derivative trends for the three injection volumes are comparable. A 
¼-slope behavior is observed, which indicates the existence of a before closure, early-time, bi-
linear flow regime between the reservoir and hydraulic fractures. This is followed by a 3/2-slope 
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period representing the before closure region. The end of the 3/2-slope period coincides in all three 
cases, which indicates the fracture closure at approximately 11 hours after the shut-in time.  
After closure, formation linear flow, indicated by ½ slope, forms, where fluid flows into the 
formation in paths normal to the fracture plane. The time to reach linear flow regime is 
approximately equal for all cases; nonetheless, the period of the linear flow is dependent on the 
injection volumes, and hence, the linear flow period increases as the injection volumes increases. 
Accordingly, the pressure transients reach pseudoradial flow regime at different times that are 
dependent on the injection volumes. The time to reach pseudoradial flow regime is approximately 
equal to 30 hours, 33 hours, and 36 hours for the corresponding injection volumes of 20 bbl, 40 
bbl, and 60 bbl. 
Nolte (1979) provided approximate equations for the g-function for the two asymptotic values 
of the fracture growth exponent α 
 g(∆𝑡𝐷) = {(1 + ∆𝑡𝐷) sin−1(1 +  ∆𝑡𝐷))− 0.5 +  ∆𝑡𝐷0.5  𝑓𝑜𝑟  𝛼 = 12 (𝐻𝑖𝑔ℎ 𝐹𝑙𝑢𝑖𝑑 𝐿𝑒𝑎𝑘𝑜𝑓𝑓)43  [(1 + ∆𝑡𝐷) 1.5 −  ∆𝑡𝐷)1.5]                          𝑓𝑜𝑟  𝛼 = 1 (𝐿𝑜𝑤 𝐹𝑙𝑢𝑖𝑑 𝐿𝑒𝑎𝑘𝑜𝑓𝑓)  (3.18) 
where Nolte dimensionless shut-in time is defined as  
 ∆𝑡𝐷 = 𝑡−𝑡𝑒𝑡𝑒    (3.19) 
where te is the injection time. Figure 3.35 indicates that as the injection time increases, the 
dimensionless shut-in time decreases, and g-function time decreases for the same time point. 
Analysis of pseudoradial flow regimes yields an effective reservoir permeability of 0.005 mD for 




Figure 3.34  Log-log Diagnostic plot for three injection volumes. 
  
Figure 3.35  G-function plot for three injection volumes. 
 
3.7 Effect of system permeability on DFIT test design 
Barree et al. (2015) used an empirical correlation and concluded that the time for the fracture 
closure with stable geometry is controlled by the reservoir permeability. In moderately high 
permeability formations, the time required for pressure transients to propagate within the zone of 
interest is short, and thus, the extended pumping time may not be a serious concern. 
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Figure 3.36 and Figure 3.37 present the log-log diagnostic plot and the G-function time plot, 
respectively. Overall, the derivative trends on the diagnostic plot for all cases are relatively close. 
From the derivative shapes (Figure 3.36), as expected, the early time behavior for all cases is the 
same since the injected volume is the same and constant stress parameters are used; hence, the 
created fracture geometry is identical for all cases.  
We introduce the macroscopic permeability ratio, κ, which is defined as 
 κ = 𝑘ℎ𝑓𝑘ℎ𝑓+𝑘𝑚   (3.20) 
At the transition period, the fluid transfer between matrix and fractures is dominant as the matrix 
permeability decreases the macroscopic permeability ratio, κ, increases, and thus a bigger dip is 
observed (Chen et al. 1990; Bourdet 2002). At late times, all curves merge into the homogeneous 
reservoir solution, and a 3/2-slope behavior is dominant. Fracture closure is then picked at the 
separation of the 3/2-slope behavior from the derivative curves.  
For higher permeability formations, closure can happen too quickly, and pseudoradial flow can 
develop quickly after closure. As shown in Table 5, times for fracture closure and pseudoradial 
flow increase significantly when matrix permeability decreases. For a matrix permeability of 0.7 
mD and pumping time of 21 minutes, the fracture will reach closure in approximately 3 hr of shut-
in time, and the pressure transient will reach pseudoradial flow after 13 hr. At 0.07 mD matrix 
permeability fracture closure developed after approximately 5 hr of shut-in time and the pressure 
transient would reach pseudoradial flow after 16 hr. At 0.007 mD matrix permeability, fracture 
closure occurs after 10 hours of the shut-in time and the pressure transient will reach pseudoradial 
flow after approximately 30 hr, while at 0.0007 mD matrix permeability, fracture closure occurs 
after 12 hr and pseudoradial flow starts after 33 hr. At ultra-low permeability of 0.00007 mD (70 
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nD), fracture closure occurs after 13 hours of the shut-in time, and the pressure transients will 
reach pseudoradial flow after approximately 38 hr. At ultra-low matrix permeability of 7nD, 
fracture closure occurs after 22 hr, and the pseudoradial flow develops after 40 hr following a long 
linear flow period. 
Table 3.5: Time needed to reach fracture closure, linear and pseudoradial flow at different matrix 
permeability, and fixed hydraulic fracture permeability = 1000 mD 
Matrix Perm 
(mD) 
Time to Frac Closure 
(hr.) 




Time to Radial 
(hr.) 
0.000007 22 15 23.3 40 
0.00007 13 14 22 38 
0.0007 12 13.8 21 33 
0.007 10 13.5 19 30 
0.07 5 6.5 11 16 
0.7 3 5.8 8 13 
 
 
Figure 3.36  Log-log Diagnostic plot at different system permeability. 
Increase κ 
Transition region Late time  




Figure 3.37  G-function plot at different system permeability. 
 
3.8 Conclusions 
In this work, we presented a fully coupled reservoir geomechanics and flow model that can 
successfully simulate the fluid flow and matrix deformation in the presence of secondary fractures 
and complex stresses. The following observations and conclusions are warranted based on the 
discussions of this study: 
• The coupled geomechanics and flow model is sensitive to the intensity of natural 
fractures. 
• The model results agree with the minifrac theory and the model produces the flow 
regimes after shut-in considered in standard type curves. 
• The time to closure is not a function of the injection volume and it is insensitive to the 
injection rate. However, the time needed for the pressure transient to reach pseudoradial 
flow regime increases as the injection volume increase. 
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• It is strongly recommended not to use an injection volume in excess of 60 bbl. in a 
reservoir with nanodarcy range permeability as it might delay the time needed to reach 
pseudoradial flow and hampers the ability to accurately calculate reservoir properties. 
• The coupled geomechanical and flow model is capable of computing fracture 
dimensions, allowing us to numerically simulate DFITs in complex scenarios which is 
not possible with most commercial (analytical) packages. 
• The coupled geomechanical and flow model allows extracting time depended fracture 
properties. 
• Currently, the model is in a single-phase model. However, it can be extended to 
simulate multiphase flow. 
 
  
* Reproduced with permission of SPE from “Determination of ISIP Of Non-Ideal Behavior 
During Diagnostic Fracture Injection Tests” by Mohamed, M.I., Pieprzica C., Ibrahim, M. and 
Ozkan, E. SPE-195994-MS presented at the Annual Technical Conference and Exhibition, 
Calgary, Alberta, Canada. Copyright 2019, Society of Petroleum Engineers. Further reproduction 




DETERMINATION OF ISIP OF NON-IDEAL BEHAVIOR DURING DIAGNOSTIC 
FRACTURE INJECTION TESTS* 
The instantaneous shut-in pressure (ISIP) serves as an indication of the excess pressure in the 
hydraulic fracture due to the effect of fluid viscosity and the pressure required to break the 
formation at the fracture tip. The ISIP value will be close or equal to the fracture propagation 
pressure and will be greater than the fracture pressure. The ISIP is often obtained just after the 
pumps are shut down, at the start of the pressure decline. Many approaches have been developed 
to estimate the ISIP from the falloff data. The development of these approaches is attributed to the 
persistent trials due to the difficulty to quantify the ISIP value accurately. For example, giving 
bottomhole pressures, ISIP can be calculated by subtracting the friction component from 
bottomhole pressure. This approach tends to overestimate the value of ISIP as it doesn't account 
for friction near the wellbore or the friction through the perforations. Another common practice to 
estimate ISIP is to draw a straight line on the early falloff portion of the DFIT test.  
Previous studies show that the choice of ISIP affects the net pressure calculations, but not the 
slope on the derivative curves and the flow regime identification. This chapter presents field cases 
where the values of ISIP affect the interpretation of the reservoir characteristics obtained from 
DFIT. Thus, unlike the previous notion, the determination of accurate ISIP may be very crucial. 
This chapter reviews the previously proposed approaches to determine the ISIP and provide a state 
of the art, simple method to determine ISIP from a non-ideal falloff data. The ISIP determined 
from the proposed method is verified by the examination of the semi-log derivative plot, and the 
* Reproduced with permission of SPE from “Determination of ISIP Of Non-Ideal Behavior 
During Diagnostic Fracture Injection Tests” by Mohamed, M.I., Pieprzica C., Ibrahim, M. and 
Ozkan, E. SPE-195994-MS presented at the Annual Technical Conference and Exhibition, 
Calgary, Alberta, Canada. Copyright 2019, Society of Petroleum Engineers. Further reproduction 
prohibited without permission. 
 
 
interpreted reservoir characteristics were found to be consistent with field and lab observations. 
The method was validated using field DFITs falloff data from high pressure-dependent leakoff 
formations as well as formations that yield normal leakoff pressure dependent. 
The novelty of the proposed method is in the simplicity of determination of ISIP and the 
consistency with the field observations. A number of field examples from the Barnett shale are 
illustrated using mechanisms previously proposed in the literature as well as the method presented 
in this study. The latter provides consistent ISIP values after multiple iterations. Subsequently, the 
reservoir characteristics and calculated parameters were uniform within the same pad of wells.  
4.1 Introduction 
U.S. operators drill thousands of hydraulically fractured horizontal wells in unconventional 
reservoirs. Minifrac pressure analysis, first introduced by (Nolte 1979, 1988), has been extremely 
popular for the design of the fractures in these wells. Pressure transient data (PTA) after the shut-
in period of the minifrac operation is primarily utilized to quantify the leakoff coefficient of the 
fracturing fluid, fracture pressure gradient, and the fracture closure pressure (typically interpreted 
as minimum in-situ stress). In some cases, formation permeability and reservoir pore pressure can 
be estimated from the shut-in period of the minifrac test. 
 Minifrac pressure tests also have been used to investigate the fracability of the subject formation 
(Mohamed et al. 2019; Salah et al. 2019). This information from minifrac tests can be used to 
determine the optimal values for the injection volumes, fluid-loss additives, and the optimum 
pumping schedule to be followed to achieve the required fracture geometry.
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The falloff pressure data recorded after shut-in is divided into two parts; namely, before-closure 
pressure and after-closure pressure. Thus, determining the correct closure pressure is crucial to 
separate the two regions (Mohamed et al. 2019). 
Instantaneous shut-in pressure (ISIP) picked from the pressure falloff following the injection 
period of diagnostic fracture injection test has been used to evaluate stress shadowing effects and 
is crucial for modeling fracture treatment behavior and to calculate the fracture net pressure (Hurd 
and Zoback 2012; Ahmed and Ehlig-Economides 2013; Liu and Valkó 2017; Roussel 2017; Tang 
and Wu 2018; Tang et al. 2018; Ueda et al. 2018). Often cases, field data show severe near wellbore 
restriction due to poor perforation or near wellbore tortuosity. Consequently, ISIP is not apparent 
and does not occur immediately after shut-in because of fluid expansion and after flow.   
Willingham et al. (1993) defined ISIP as the final injection wellhead pressure minus pressure 
drop due to pipe friction and perforation friction. Wright et al. (1993) argued that interpretations 
of ISIP from different investigators generally do not differ by more than a few tens of psi, which 
would not dramatically affect the calculations. They also argued that pressure falloff from minifrac 
treatments cannot be fully and accurately evaluated as there are no flow rate changes or no shut-
ins during the treatments, precluding the ability to identify the true net pressure. Chipperfield et 
al. (2000) estimated ISIP by identifying the near-wellbore and the ‘mid-field’ fracture pressure 
decline regimes and then estimating the intercept of these two lines. Bazan et al. (2013) stated that 
the ISIP at the immediate end of pumping is not the correct ISIP value to pick for unconventional 
wells when extended wellbore storage (i.e., mid-field fracture complexity) and pressure losses in 
the fracture mid-field. This is due to the initiation of the fracture at the well surface as a horizontal 
fracture, twist and turn in the near wellbore region, and finally re-orients itself vertically in the 
principal planes (Weng 1993). This phenomenon may be the reason why large ISIP and fracture 
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net pressure are observed. Bazan et al. (2013) suggest using the delta ISIP-decline pressure to 
determine the correct ISIP. In this approach, an extrapolation line to zero delta pressure is drawn 
through the decline data and the value corresponding to the zero-delta pressure is the correct ISIP 
to use for the minifrac analysis.  
Barree et al. (2015) suggest obtaining ISIP by extrapolating the pressure vs. log-time curve back 
to the time of shut-in. The ISIP can be verified by examination of the log-log plot of pressure 
change from the assumed ISIP after shut-in and the semi-log derivative of the pressure difference 
curve vs. shut-in time.  
Doe et al. (1983) suggest using a plot of pressure vs. log ∆𝑡 to determine ISIP. Aamodt and 
Kuriyagawa (1981) suggest using log (p-pa) vs. ∆t plot where pa is a trial value for the asymptotic 
pressure (the straight-line provides an extrapolation of shut-in pressure, and the pressure plus pa is 
taken as the shut-in pressure).  
The inflection point method is a simple graphical method that is based on drawing a tangent 
line to the pressure-time record right after shut-in (Gronseth and Kry 1983). The point where the 
pressure-time record departs from the straight line is regarded as the shut-in pressure. Pressure vs. log 𝑡+△𝑡△𝑡  method proposed by McLennan and Roegiers (1982) represents the ISIP at the inflection 
point. Fracture flow leads to a linear relation between p and √∆𝑡 so that the fracture closes when 
the plot departs from a straight line (Sookprasong 1986).  
Other commercial software that is commonly used by the industry employ different approaches 
to pick the ISIP from the DFIT falloff data. One approach calculates ISIP from the y-intercept of 
the tangent drawn on the pressure curve at the closure point. Another approach is by placing a 
straight line on the early falloff portion of the history plot. The departure between the straight line 
and falloff data is picked as the ISIP. The aforementioned approaches are mainly intended to pick 
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the ISIP pressure without the near-wellbore pressure drop due to perforation friction or the high 
near-wellbore tortuosity.  
In this study, we use field cases to evaluate the effect of ISIP selection on the reservoir 
parameters and the characterization of the selected reservoir. Then, we present an iterative 
approach to investigate the appropriate ISIP for each individual case while consistently honoring 
all available data. The cases presented in this study focus on unconventional, tight hydrocarbon 
systems; however, all points addressed are equally applicable to conventional reservoirs.  
4.2 Effect of ISIP selection on DFIT analysis 
Figure 4.1 shows the pressure and rate trends from DFIT test for Field Case 1, which is for a 
horizontal well completed in Barnett shale. Pressure rises linearly with time after wellbore is filled 
at a low to moderate rate. Steeper slope is observed as the pressure rises quickly until the initial 
break down occurs at 8,400 psi. The pump rate is then held constant for 3-5 minutes at the 
maximum rate allowed by horsepower or to 75% of the planned rate of the main hydraulic fracture, 
whichever is achievable. The well is then shut-in, and the pressure falloff is monitored with time.  
 




Determining the instantaneous shut-in pressure (ISIP) can be challenging when fracture 
complexity and mid-field storage signatures are present in the minifrac signature. An accurate 
estimate of ISIP is particularly necessary to determine the actual net pressure created during the 
fracture propagation.  
This section shows the effect of ISIP value on defining the reservoir characteristics and closure 
pressure from DFIT analysis. In general, the ISIP immediately at the end of pumping, or "pumping 
ISIP," is not the correct ISIP value to choose in unconventional wells. Figure 4.2 shows several 
potential "stabilized" ISIP values that can be chosen.  
Pumping ISIP, which is labeled in orange in Figure 4.2, is 6,756 psi. A commercial software 
recommends placing a straight line on the early falloff portion of the history plot. In this approach, 
the departure of the falloff data from the straight line at 5,908 psi is picked as the ISIP, which is 
labeled in black in Figure 4.2. Another approach is to extrapolate the pressure-vs.-log-time curve 
back to the line of the shut-in, which yields an ISIP of 5,704 psi and is labeled in yellow. According 
to Bazan et al. (2013), the ISIP obtained from the extrapolation line to zero delta pressure drawn 
through the decline data, which is 5,682 psi and labeled in green. The interception of the tangents 
to the early near-wellbore pressure decline and ‘mid-field’ fracture pressure decline regimes yields 
an ISIP value of 5,669 psi and is labeled in blue. Lastly, a commonly used software recommends 
calculating ISIP from the y-intercept of the tangent drawn on the pressure curve at the closure 
point, which corresponds to 5,575 psi and is labeled in maroon. 
Before identifying the leakoff type and any DFIT analysis can be performed, an ISIP has to be 
selected somewhere around 6,756 and 5,575 psi. 
Figure 4.3 shows the G-function diagnostic derivative for Field Case 1. The first interpretation 
of the semi-log derivative shows a strong pressure dependent leakoff signature. However, a clear 
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tangent cannot be obtained. Thus, a definite closure pressure point cannot be identified. The 
closure time and pressure can be mistakenly diagnosed without having a clear tangent to the 
straight line from the origin. This greatly affects the interpretation of closure pressure that will be 
used for the calibration of the geomechanical model or stress profile, as well as the calculations of 
fracture efficiency and formation flow capacity. Incorrect closure pressure leads to an incorrect 
interpretation of fracture net-extension pressure and incorrect prediction of fracture width and, 
thereby, impacts the calculated fracture length (Barree et al. 2015). 
 
Figure 4.2 - Bottom hole pressure falloff from DFIT for Field Case 1. Different methods for 




Figure 4.3  G-function plot for field case (1). 
 
4.3 Novel iterative ISIP determination method 
In this section, a novel approach was used to determine the ISIP. The estimated ISIP can be verified 
by examining the semi-log derivative (G-function). The semi-log derivative should produce a line 
that is tangent to the line passing through the origin. Following are the steps to estimate ISIP value 
by excluding the near-wellbore pressure-drop due to perforation friction and tortuosity. 
1. An initial guess for the ISIP is selected to be the immediate pressure at the shut-in.  
2. The selected ISIP is used to construct the semi-log derivative plot. 
3. The semi-log derivative plot is used to define the closure pressure. The selection of closure 
point is often challenging in complex formations. However, a good starting estimate is 
required in this step.  




5. Steps 2 to 4 are repeated until ISIP converges to a persistent value and subsequently the 
closure pressure converges to a single pressure value. 
Figure 4.4 shows the analysis of the falloff pressure using the new method. In the base case, the 
calculation of the semi-log derivative starts from the pumping ISIP, which is 6,756 psi. No clear 
tangent is observed, and the semi-log derivative gives a strong pressure dependent leakoff. After 
four iterations, a clear straight line passing through the origin that is tangent to the semi-log 
derivative of the pressure is observed. Thus, a fracture closure pressure of 5,239 psi is identified 
at the departure of the semi-log derivative of pressure with respect to G-function from the straight 
line through the origin. Without observing a departure of the semi-log derivative from the straight 
line through the origin, the estimation of fracture closure is invalid.  
Moreover, the new method gives a normal leakoff, compared to the initial interpretation which 
is assumed to be pressure dependent leakoff (PDL). PDL indicates the existence of secondary 
fractures intersecting the main fracture and is identified by a characteristic “hump” in the G- 
function derivative that lies above the straight line fit through the normal leakoff data (normal 
leakoff occurs when the fracture area is constant during shut-in, and the leakoff occurs through a 
homogeneous rock matrix with no vertical natural fractures). Image logs and core analysis for the 
subject formation in Figure 4.5 shows the absence of vertical natural fractures, which is consistent 
with the results from the proposed method with a normal leakoff and homogeneous matrix 
permeability. The iterative method facilitates the determinations of fracture closure pressure 




Figure 4.4 - The iterative analysis of the falloff pressure using the new method. 
 
Figure 4.5 - Image logs and core analysis for the target zone in Field Case 1. 
Base Case Iteration 1 
Iteration 2 Iteration 4 
No clear tangent, PDL 
leakoff, and overestimated 
closure pressure.  




Figure 4.6 shows the convergence of the ISIP and the closure pressure with iterations. The base 
ISIP value overestimates the closure pressure. After four iterations, the ISIP converges to 5,436 
psi, and the fracture closure pressure stabilizes at 5,239 psi. This process suggests that some effect 
of wellbore-fluid expansion and near-well pressure drop may be felt for as long as 25 minutes after 
the end of pumping. A similar observation was reported by Barree et al. (2015), where the effect 
of well-bore fluid expansion may be felt for as long as 18 minutes after shut-in. 
 
Figure 4.6  Closure pressure Pc and ISIP versus the number of iterations during the DFIT 
analysis for Field Case 1. 
4.3.1 Oil Well - Field Case 2  
This case is for a horizontal oil well that was completed in a shale formation. Figure 4.7 shows 
the semi-log derivative analysis for the pressure falloff data with no iteration. A “hump” can be 
observed on the semi-log curve; thus, pressure dependent leakoff was assumed to be present. Even 
though a pressure dependent leakoff is assumed, no clear tangent was observed on the G-function 
plot, and hence, no fissure opening pressure could be found. After three iterations using the 
proposed method, the ISIP converged to a value of 6,883 psi, as shown in Table 4.1. A clear tangent 
was observed to the G-function plot, and the fracture closure pressure and fissure opening/closure 























case overestimated the closure pressure and ISIP by 50 psi and 245 psi, respectively. After 
convergence, iteration 3 shows the presence of PDL leakoff regime more clearly.  
In summary, methods proposed in the literature tend to overestimate ISIP and hence the fracture 
closure pressure. They do not work well for non-ideal G-function cases, as Pfissure is often not 
observed. The proposed iterative approach provides more accurate estimations of Pclosure, Pfissure, 
and reservoir characteristics. 
Figure 4.7  G-function analysis for Field Case 2 without using the new method (left) and after the 
third iteration using the proposed method (right). 
Table 4.1: Closure pressure, ISIP, leakoff type and G-function signature progress during the 
DFIT analysis for Field Case 2 
 
Base Case Iteration 1 Iteration 2 Iteration 3 
Leakoff type PDL PDL PDL PDL 
Tangent Observed? No No Yes Yes 
Pc, psi 6,204 6,210 6,177 6,151 
Pumping ISIP, psi 9,163 7,110 6,944 6,883 
ISIP, psi 7,110 6,944 6,883 6,865 
Pfissure, psi N/A N/A 6,244 6,221 
 
4.3.2 Gas Well - Field Case 3 
This case is for a horizontal gas well that was completed in Barnett shale. Figure 4.8 shows the 
semi-log derivative analysis for the pressure falloff data with no iteration. A “belly” below the 
straight line through the origin and tangent to the semi-log derivative curve can be observed. This 
is a characteristic G-function signature for a transverse storage leakoff behavior. This type of 
Clear tangent, PDL leakoff,  
Pfissure = 6,221 psi  
Fracture closure pressure = 
6,151 psi 
No clear tangent, PDL 
leakoff, no fissure opening 
pressure and overestimated 
fracture closure pressure. 
Base Case Iteration 3 
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leakoff occurs when secondary fractures are opened and the fluid pressure exceeds the fissure 
opening pressure and start taking the fluid from the primary hydraulic fracture (Barree et al. 2009). 
At shut-in, the activated secondary fractures close before the primary fracture and, as they close, 
the fluid is expelled to primary fracture. This results in decreasing the rate of pressure decline and 
supports the shut-in pressure by re-injection of the stored volume. Often a period of normal leakoff 
occurs after the end of the storage leakoff and the fracture closure is indicated at the point of 
departure of the tangent line from the semi-log derivative just after the normal leakoff effect. Image 
logs and core analysis for the target zone given in Figure 4.9 show the presence of vertical natural 
fractures, which is consistent with the results obtained from the semi-log analysis. Fortunately for 
this case, the fracture closure pressure can be easily picked and the ISIP can be obtained only after 
one iteration following the procedures recommended in the previous section.  The pumping ISIP 
is found to be 7,386 psi and the ISIP is obtained from the y-intercept of the tangent drawn on the 
pressure curve at the closure point. Only one iteration was needed and the ISIP was estimated to 
be 6,327 psi. The fracture closure pressure and fissure opening/closure pressure were estimated to 
be 4,914 psi and 5,027 psi, respectively. 
 
Figure 4.8  G-function analysis for Case 3 with no iteration (left) and analysis after one iteration 
(right). 






Figure 4.9  Image logs (left) for the target zone in Field Case 3 show the existence of vertical 
natural fractures. Vertical natural fractures are intercepting main fracture (right).  As the fracture 
closes, natural fractures expel fluid back into the main fracture, supporting its pressure and 
decreasing the rate of pressure decay leading to transverse storage leakoff. 
 
It is clear that the iterative method used to obtain the ISIP still honors the characteristics of the 
subject reservoir and does not alter the pressure data; it only aides in the process of obtaining the 
fracture closure pressure and fissure opening/closure pressure.  
4.4 Correlating ISIP from DFIT test with fracturing treatment job 
In this section, ISIP values calculated for each stage are compared with ISIP obtained from 
DFIT test using the proposed modified method. Figure 4.10 shows the comparison of ISIP value 
obtained from the commercial software (black line) compared to ISIP obtained using the modified 
method (green). The value obtained from commercial software is overestimating the ISIP, while 
the modified ISIP is close to the ISIP picked from each stage. 
 





DFITs can provide important information that helps in designing hydraulic fracture treatments and 
characterization of the subject reservoir. DFIT analysis begins after the estimation of ISIP as it is 
taken as the incipient fracture extension pressure. In most cases, the ISIP is not clear, and it is not 
instantaneous due to the near-well pressure drop, fluid expansion, and after flow. ISIP is certainly 
a subjective measurement that could be argued in some instances. 
This chapter presented a novel iterative method to determine the ISIP. Our results showed that 
the ISIP value converged in three to four iterations. A good starting estimate of fracture closure 
pressure is required to determine ISIP for the first iteration. Results show that regardless of the 
first pick of fracture closure pressure, the ISIP value converges toward a fixed value. 
Furthermore, after each iteration, the determined ISIP was found to affect the semi-log 
derivative, which is used to qualitatively characterize the subject reservoir, determine the leakoff 
type, and estimate the fracture closure pressure. After a couple of iterations, the semi-log derivative 
becomes less ambiguous, and the determination of closure becomes straightforward.  
Open-hole logs and core images were used to validate the method for two field cases. Analysis 
of falloff data after the determined ISIP value from the iterative approach yielded consistent 
observations to open-hole logs and core images.
*Reproduced with permission of SPE from “Advanced Machine Learning Methods for 
Prediction of Fracture Closure Pressure” by Mohamed, M.I, Ibrahim, M. and Ozkan, E. SPE-
199974-MS presented at the SPE Unconventional Resources Conference to be held 18 – 19 
March 2020 in Calgary, Alberta, Canada. Copyright 2019, Society of Petroleum Engineers. 
Further reproduction prohibited without permission. 
CHAPTER 5 
ADVANCED MACHINE LEARNING METHODS FOR PREDICTION OF FRACTURE 
CLOSURE PRESSURE* 
Determining the closure pressure is crucial for optimal hydraulic fracturing design and 
successful execution of fracturing treatment. Historically, the use of diagnostic tests before the 
main fracturing treatment has significantly advanced to provide more information about the pattern 
of fracture propagation and fluid performance to optimize the designs.  
Many analytical methods such as the G-function, square root of time, etc. have been developed 
to determine the fracture closure pressure. In some cases, the difficulty in determining the fracture 
closure pressure, as well as personal bias and field experiences, make it challenging to interpret 
the changes in the pressure derivative slope and identify fracture closure. These conditions include: 
• High permeability reservoirs where fracture closure occurs very fast due to the quick 
fluid leakoff. 
• Extremely low permeability reservoirs, which require a long shut-in time for the fluid 
to leakoff and determine the fracture closure pressure. 
• The non-ideal fluid leak-off behavior under complex conditions. 
The objective of the research presented in this chapter is to apply machine learning methods to 
implement predesigned algorithms to predict the fracture closure pressure and other minifrac 
parameters while minimizing the shortcomings in determining the closure pressure for non-ideal 
or subjective conditions. 
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This study demonstrates training different supervised machine learning algorithms to help 
predict fracture closure pressure, fracture closure time, permeability and the time to reach late flow 
regimes. The workflow involves using the datasets to train and optimize the models, which are 
subsequently used to predict the minifrac parameters of testing data. The output results are then 
compared with actual results from more than 120 DFIT data points. It is further proposed that an 
integrated approach helps feature selection, dataset processing and studying the effects of data 
processing on the success of the model prediction. 
The results from this study reduces the subjectivity and need for experience in interpreting 
DFIT data.  We speculate that a linear regression and multilayer perceptron (MLP) neural network 
algorithms can yield high scores in the prediction of the minifrac parameters. 
5.1 Introduction 
As discussed in Chapter 2, the G-function method developed by Nolte (1979,1986, and 1988) 
to obtain the fracture closure pressure often yields curves with multiple inflection points. This 
feature can be attributed to non-ideal leak-off behavior (such as pressure-dependent leak-off, 
fracture height recession, and fracture tip extension), which makes it difficult to interpret the 
changes in slope and identify fracture closure (Mohamed et al. 2019). 
Under the variability of the fall-off behavior, the application of DFIT analysis with the standard 
assumptions may yield curves with multiple points of inflection that are attributed to nonideal leak-
off behavior or heterogeneous reservoir. This makes it difficult to interpret the changes in pressure 
decline slope and identify fracture closure pressure. The interpretation and results of such 
diagnostic plots are subject to personal bias, experience, and understanding, and, thus, prone to 
potential errors and misinterpretation. 
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Reservoir systems with moderate permeability and low-pressure gradients undergoing minifrac 
tests may have late-time surface pressure declining to zero if a surface pressure gauge is used 
without downhole shut-in. As the surface pressure goes to zero, the hydrostatic water column drops 
below the surface. A vacuum is created at the top of the well column, and the mode of wellbore 
storage changes from fluid expansion to falling liquid level (Horne 1995). Often times, the primary 
objective for minifrac tests is to establish reservoir pressure for reserve estimates, production 
forecasting, and field development. To obtain the reservoir pressure, an analysis of the late-time 
flow regimes is required. Nonetheless, the vacuum created in the wellbore before reaching fracture 
closure and/or before reaching the late-time flow regimes present a large obstacle for achieving 
the reservoir initial pressure in minifrac tests. Figure 5.1 shows an example for 2 wells in a pad of 
5 wells, where the pressure falls off to vacuum. In Well 1, vacuum occurs before fracture closure, 
while in Well 2, vacuum is observed before reaching pseudoradial flow. Reservoir properties such 
as instantons shut-in pressure (ISIP), total vertical depth (TVD), closure pressure, closure time, 
and target formation from multiple offset wells can be used to predict the properties for the 2 wells 
where the pressure falls off to vacuum. 
Machine learning is used for pattern recognition and clustering purposes in large multivariant 
datasets (Mahmoud et al. 2017). Machine learning can explore the hidden connections among 
different physical quantities. It is a field of computer science that gives computers the ability to 
learn without being explicitly programmed (Samuel 1988). Machine learning investigates ways in 
which computer can acquire knowledge directly from data and thus learn to solve problems (Ratner 
2017). Machine learning presents hypotheses from externally supplied instances and provides 
predictions on future instances (Kotsiantis et al. 2007). It is applied for prediction of unknown 
values through the generalization of known values and is subdivided into three main categories; 
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unsupervised, supervised, and reinforcement learning. Each category is used to solve different 
types of problems and scores performance differently. Supervised learning provides a prediction 
from labeled input called training dataset. Each consists of a set of different features and the output 
value. The supervised learning algorithm analyzes the training data and provides a model that can 
be used to predict the new output from the same type of feature vector. In the past decade, machine 
learning has been used in areas such as speech recognition, stock prediction, etc. Shin et al. (2018) 
applied supervised machine learning for lithology estimation based on neural network architecture.  
 
 
Figure 5.1  Example of pressure falloff to vacuum for two wells.  c) Location of the 2 wells in 
the pad with respect to offset wells. 
 
In efforts to limit the subjectivity in the determination of minifrac parameters, in this chapter, 
various machine learning approaches are presented to predict the closure pressure, closure time, 
effective permeability, and time needed to reach late flow regimes. Recent advancements in the 





and supervised model, to predict fracture closure pressure and eliminate the subjectivity and 
personal biased interpretation. The supervised neural network approach provides an alternative 
algorithm to predict minifrac parameters via using previously interpreted wide range of DFIT 
dataset. 
5.2 Methodology 
The dataset used in this work is for more than 120 minifrac tests that were pumped at different 
target formations, and each was analyzed to obtain minifrac parameters. Categorical properties 
such as leakoff type (LOF Type) and target formation were converted to numeric values by using 
scikit-learn. Thus, 2 binary features have been created for LOF Type and 7 for target formation, 
Table 5.1 only shows 3 binary features columns for target formation for illustration. The data is 
divided into training data and test data, where the training data makes 80% of the total dataset, 
which is used to train the machine learning algorithms (linear regression, decision tree and random 
forest) or the neural network model (MLP feedforward) to make accurate predictions for the target 
variables. Once the algorithm is trained, it will be used to test the results using the test dataset. An 
example of the dataset used to construct the predictive model is shown in Table 5.1, which 
represents the predictors, and Table 5.2 represents the target variables.  
5.3 Closure pressure prediction 
In this section the workflow to predict fracture closure pressure is discussed in detail. The same 
workflow is used to predict other minifrac parameters as discussed in later sections. 
5.3.1 Data processing  
The available dataset is for more than 120 minifrac tests that were performed in 16 different 
target formations, and are distributed as shown in Figure 5.2a. The names of target formations 
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were identified as A-I for confidentiality purposes. In order to split target formations over the 
training and testing data, we grouped target formations with less than 5-point counts, as shown in 
Figure 5.2b. The leakoff signature for the minifrac tests was categorized, as shown in Figure 5.3, 
where the majority of the datasets yields a pressure dependent leakoff (PDL) behavior. 
Table 5.1  Example of the dataset used as predictors in this study 
Well  Temp φ TVD MW ISIP LOF Type VInj. Target  Target  Target  
# (℉)  (ft) (ppg) (psi)  (bbl.) 1 2 3 
28 208 0.075 11621 10.65 7657 Transverse 26 0 1 0 
9 212 0.042 8557 9.2 4523 PDL 25 0 0 1 
31 216 0.089 11156 10.65 8288 PDL 28 0 1 0 
12 220 0.089 11193 11.35 7480 Normal 25 0 1 0 
13 204 0.089 11504 11 7601 PDL 25 0 1 0 
35 216 0.091 11285 10.6 8360 Transverse 28 0 1 0 
15 220 0.091 11092 10.7 8313 Transverse 52 0 1 0 
26 220 0.091 10948 10.7 7825 PDL 24 0 1 0 
33 212 0.048 9528 10 5973 PDL 26 0 0 0 
36 212 0.065 11341 9.65 8278 PDL 32 0 0 0 
23 220 0.091 11511 10.9 8399 Transverse 27 0 1 0 
 
Table 5.2  Example of the dataset used as target variables in this study 
Pc Tc Effective Permeability Beginning of Linear 
Flow 
Beginning of Radial Flow Pi 
(psi) (hr.) (md) (hr.) (hr.) (psi) 
4321 100 81.6E-04 157.4 324 4050 
7474 10 4.74E-04 53.3 290 6129 
6947 8 2.75 E-04 18.8 188 5959 
7175 36 1.33 E-04 55.1 168 6592 
7621 28 2.35 E-04 49.3 167 6576 
7287 7 20.1 E-04 13.6 164 5836 
5148 17 6.0 E-04 27.7 142 4050 
7229 13 7.61 E-04 27.6 127 5410 




Figure 5.2  a) Distribution of target formations. b) The adjusted distribution of target formation 
after grouping targets with less than 5-point counts. 
 
 
Figure 5.3  a) Distribution of leakoff type within the available dataset. 
 
A scatter matrix plot was constructed to visualize the hidden connections and correlations 
between the features, as shown in Figure 5.4, where values are colored by the leakoff type. Scatter 
matrix plot is a powerful tool to visualize how two properties vary and give insights if any direct 
correlation between the properties is present. Linear relation can be observed between the closure 
pressure (pc) and the instantons shut-in pressure (ISIP), and the closure pressure and maximum 
horizontal stress (𝑆𝐻𝑀𝑎𝑥). Other linear relations can be observed between ISIP and 𝑆𝐻𝑀𝑎𝑥 and 
hydrostatic pressure (pressure due to mud column at the toe). To investigate the relationship 
104 
 
between the closure pressure and ISIP, TVD, and leakoff type, we used a scatter plot (Figure 5.5a), 
and it appears that there is a linear correlation between the two parameters. Markers on the 
scattered plot are sized based on the TVD and colored based on the leakoff type, and it is observed 
that as the TVD increases, the closure pressure value increases. Similarly, relationships between 
the closure pressure and 𝑆𝐻𝑀𝑎𝑥, TVD and leakoff type (Figure 5.5b), indicate a linear relationship 
between 𝑝𝑐 and 𝑆𝐻𝑀𝑎𝑥. 
Figure 5.6 shows the variable importance plot, which gives insight into the importance of each 
predictor in the linear-regression predictive model to predict closure pressure. The importance 
value is the absolute value of the test statistic for the variable in the model. The larger the test 
statistic, the more significant the variable is. Thus, the higher the percentage, the more important 
the variable is in the model. It can be observed that the ISIP and 𝑆𝐻𝑀𝑎𝑥 yield the highest 
importance and thus yield a small p-value, followed by TVD and porosity. Even though 𝑆𝐻𝑀𝑎𝑥 renders a strong linear correlation with 𝑝𝑐 , it’s unlikely to identify and obtain the 𝑆𝐻𝑀𝑎𝑥 
without the knowledge of rock geomechanical properties; therefore 𝑆𝐻𝑀𝑎𝑥 will be dropped from 
the variable list used for 𝑝𝑐  prediction. Other parameters such as permeability and rock 
compressibility are also dropped from the variable list to predict 𝑝𝑐  and the final list of variables 
is as follows; temperature, porosity, TVD, ISIP, mud weight, leakoff type, total injected volume, 









Figure 5.5  a) Linear relationship diagram between Pc and ISIP. b) Linear relationship diagram 




Figure 5.6–Variable importance to predict closure pressure (Pc) using a linear regression 
predictive model. 
 
While investigating the distribution of properties such as porosity and breakdown pressure, it 
was observed that there is an asymmetry in the statistical distribution, as the curve appears skewed 
or distorted either to the right or to the left and thus the distribution was adjusted in order to obtain 
a symmetrical "bell-shaped curve" as shown in Figure 5.7. Adjusting for right skewness was done 
by taking the logs of the variable and thus adjusted the more extreme high values relative to the 
median. Conversely adjusting for right skewness was done by taking the exponential of the 
variable. Adjusting the distribution was found to help with the prediction model accuracy.  Lastly, 
the features were standardized by removing the mean and scaling to unit variance. Scaling is done 
independently on the features in the training set by computing the relevant statistics on the samples. 
Standard deviation and mean are then stored to be utilized later using “transform.” This is a crucial 
step for the dataset with estimators that might not yield a standard normal distribution. 
Stratified ShuffleSplit cross-validator was used to split the data into training and testing sets, 
with a test size of 20% of the available dataset. The cross-validator splits the training data into 
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training and testing portions, 10 times and for each time the model is fitted, and the score is 
calculated, and the average is taken. 
 
Figure 5.7–Statistical distribution of porosity skewed (left) and after adjustment (right). 
 
5.3.2 Prediction models and prediction accuracy 
The cross-validation technique is utilized to obtain a more precise view of the accuracy of the 
model. This is done by taking out part of the available data as a test set. This prevents the model 
from overfitting and repeats the labels of the samples that the model has just used. Once the dataset 
preprocessing is finalized and features selection is identified, machine learning models from scikit-
learn library is used.  
Linear Regression. As discussed earlier, multiple linear relations were observed; thus, our 
first model is a least-square linear-regression model that fits a linear model, and its objective is to 
minimize the residuals sum of squares between observed targets in the dataset, and the predicted 
targets by linear approximation. When the model is evaluated on the training data without the use 
of cross-validation, the root mean square error was around 223 psi, while the evaluation using the 
cross-validation yield a root mean square error of 295 psi and a standard deviation of 81 psi. 
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Decision Tree Regression. Decision tree regressor is a simple non-parametric supervised 
learning method used for regression by generating a model that predicts the value of the target 
variable through learning decision rules inferred from the data features. Decision trees learn how 
to split the dataset into separate tree branches, allowing it to learn non-linear relationships. Model 
evaluation using the cross-validation yield a root mean square error of 507 psi and a standard 
deviation of 211 psi.  
Random Forest Regression. Random forest classifier is a meta estimator. It fits several 
decision tree classifiers for various sub-samples in the dataset and utilizes averaging to improve 
the predictive accuracy and control over-fitting. Similar to a forest of different species of trees, a 
random forest is an aggregation of several decision trees. Every decision tree is trained using a 
random subset of the data to create the random forest model. The random forest aggregates the 
prediction from each of the trees. The model selects the most common class, and for regression, it 
selects the average of the resulting predictions. Random forest takes an input of 𝑛𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑜𝑟𝑠 which 
represents the number of trees in the forest. Model evaluation using the cross-validation yield a 
root mean square error of 329 psi and a standard deviation of 104 psi. 
MLP Feed Forward Neural Network. A multilayer perceptron (MLP) is a class of 
feedforward artificial neural network consisting of at least three layers of nodes: an input layer, a 
hidden layer, and an output layer. Except for the input nodes, each node is a neuron that uses a 
nonlinear activation function. The MLP Regressor trains iteratively at each time step, the partial 
derivatives of the loss function with respect to model parameters are calculated to update the 
parameters. 
A feed-forward neural network (FFNN) connections flow in one direction and that direction 
only. This means that neurons in one layer will produce an output that is an input to neurons in the 
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next layer. Data is fed forward and never returns to a previous layer. A fully connected network is 
one where the neurons in one layer are each connected to every neuron in the previous and the 
next layers, as shown in Figure 5.8. 
 
Figure 5.8 Example of a fully connected feedforward neural network (left) and neuron 
calculating its output (right) (Mohamed et al. 2019). 
 
The model applies a rectified linear unit activation function “relu” and the solver for weight 
optimization “Adam” that refers to a stochastic gradient-based optimizer.  The adaptive learning 
rate is applied to keep the learning rate constant to ‘learning_rate_init=0.01’ as long as training 
loss keeps decreasing. Model evaluation using the cross-validation yield a root mean square error 
of 302 psi and a standard deviation of 77 psi. 
5.3.3 Test dataset evaluation  
In this section, we evaluate the models described in the previous section using the test dataset, 
which makes 20% of the total available dataset. Root mean square error, the accuracy of prediction, 
and mean absolute percentage accuracy are used for the evaluation. As shown in Table 5.3, the 
linear regression model yields the higher mean absolute percentage accuracy, and the lowest root 














Root mean square error (psi) 277 530 342 288 
Accuracy of prediction (%) 95.8 91.9 94.8 95.6 
Mean absolute percentage 
accuracy (%) 96.3 94.1 95.6 96 
  
5.3.4 Hyperparameter optimization  
We further investigate the hyperparameters’ effect on the presented prediction algorithms 
(MLP, Neural Network, and Random forest) using the traditional grid search (Noshi and Schubert 
2019). This works by searching exhaustively through a defined subset of hyperparameters to 
search over, and then perform the grid search. The optimal combination of parameters is used to 
evaluate the model with the test data. 
Grid searching for the MLP feed-forward neural network algorithm is done by searching the 
optimal hidden layer size, activation function, solver for weight optimization, learning rate, and 
maximum iterations numbers. The hyperparameters were optimized (Table 5.4) and the mean 
absolute accuracy increased by 1.6%, and the root mean square error decreased to 209 psi. On the 
other hand, grid searching for the random forest algorithm is done by searching the optimum 𝑛𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑜𝑟𝑠 and maximum features. The optimal parameters are shown in Table 4 and yield a root 
mean square error of 311 psi and the mean absolute percentage accuracy of 96.6%.  
Grid searching is a sophisticated process; computationally expensive and very time consuming 
(Simos et al. 2010; Da Silva Bispo et al. 2012). The running time of grid searching is significantly 





















Activation Function ‘identity’ 
209 96.8 97.6 
Solver ‘adam’ 
Hidden Layer Size (50,100,50) 
Learning Rate ‘constant’ 




𝑛𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑜𝑟𝑠 70 311 95.2 96.6 
Maximum Features 12 
 
5.4 Fracture closure time prediction 
In this section, a similar workflow to what is used to predict closure pressure is adopted to 
predict fracture closure time. Generally, knowing an approximation of fracture closure time after 
pumping is crucial to minimize the delaying time for the completions operations. Also, having a 
prediction for closure time is valuable for the analyst as it would help identify the closure pressure 
for cases where G-function shows multiple inflection points and tangent method fails to provide a 
clear closure pressure.  As concluded in Chapter 3, fracture closure time is a function of formation 
permeability. Thus, an estimate of permeability is needed to be able to predict closure time.  
In this section, the permeability estimates are adopted from offset wells within the same target 
formation. The permeability, porosity, closure pressure, ISIP, TVD, target formation, injection 
volume and injection time are used to begin the parameter selection process. Figure 5.9 shows the 
variable importance to predict the closure time in descending order. As expected, permeability, 




Figure 5.9–Variable importance to predict fracture closure time (tc) using a linear regression 
predictive model. 
 
Using the entire dataset, the correlations generated in Figure 5.10 do not show clear direct 
relationships between 𝑡𝑐 and other variables, except for the permeability (other relationships seem 
to be fuzzy). This is where machine learning approaches proves to be important. As shown in 
Figure 5.11 An exponential relationship can be observed between 𝑡𝑐 and permeability. Similar 
observations were also reported in Chapter 3 from the geomechanics-coupled flow simulation 
results.  
Similar to fracture closure pressure prediction, dataset preparation was done as follows: 
a) Adjust permeability, injection volume, breakdown pressure for skewness.  
b) Transform categorical variables, such as leakoff type and target formation, into numerical 
variables (1 and 0). 
c) Standardize features by removing the mean and scaling to unit variance.  
d) Use stratified ShuffleSplit cross-validator to split the data into training and testing sets with 









Figure 5.11  a) Exponential relationship diagram between tc and permeability. Markers are sized 
based on the TVD and colored by leakoff type. 
 
5.4.1 Fitting Linear Regression, Decision Tree, Random Forest and MLP models on 
training dataset for closure time prediction (𝒕𝒄). 
Fitting a linear regression model on the training data was done for the dependent variable 𝑡𝑐 as 
well as log(𝑡𝑐). The root mean square error for predicting 𝑡𝑐 is 2.07 hr, while for prediction of 
log(𝑡𝑐), the root mean square error is 2.8 hr. Figure 5.12 shows the scatter of the predicted 𝑡𝑐 values 
vs. the actual 𝑡𝑐. It was observed that using dependent variable 𝑡𝑐 yielded better prediction results 
than using dependent variable log(𝑡𝑐). The linear regression model was then evaluated on the 
training data using cross-validation; the root mean square error was 1.05 hr and the standard 
deviation was 0.045 hr.   
Decision tree model was evaluated on the training data using cross-validation and the root 
mean square error was 1.1 hr and the standard deviation was 0.048 hr. For the random forest 
regressor model, cross-validation yielded a root mean square error of 1.05 hr and a standard 
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deviation of 0.032 hr. Similarly, the MLP regressor yielded a root mean square error of 1.03 hr 
and a standard deviation of 0.024 hr. Optimization of hyperparameters was done for each of the 
Gradient Boosting, Random Forest, MLP Feed Forward Neural Network, and XGB Regressor 
methods. The results shown in Table 5.5 indicate that Linear regression yields the lowest accuracy 
and the highest root mean square error while MLP Feed Forward Neural Network shows the 
highest accuracy. Overall, the predicted closure time is within 3-4 hr, which is considered to be 
acceptable. This helps in the prediction of 𝑡𝑐 in shale formation with the help of parameters that 
are already acquired or known beforehand, which makes this approach a powerful tool and 
economically favorable.  
  
Figure 5.12 - Predicted tc and log(tc) vs. the actual tc from linear regression model. 
Table 5.5  Evaluation of prediction models using testing datasets to predict 𝒕𝒄 
 RMSE 
(hr.) 
Mean absolute accuracy 
(%) 
Linear Regression 8.7 79.8 
Gradient Boosting 4.5 71 
Random Forest 4.3 72.7 
MLP Feed Forward Neural Network 3.7 80.9 




5.5 Permeability prediction 
Reservoir permeability, which can be determined from the late-time flow regimes, is one of 
the primary objectives of minifrac tests. After pumping the minifrac test, enough monitoring time 
should be permitted to reach late-time flow regimes and obtain the reservoir permeability. Log-
log pressure derivative plot is used to identify the transition from after-closure formation linear 
flow to pseudoradial flow. This process can be challenging, especially when the engineering team 
is under pressure to minimize the delaying time for the completions operations. In nanodarcy range 
permeability reservoir, this can take weeks and, oftentimes, the radial flow is never obtained due 
to cost of shutting down the operation for weeks. In this section a workflow is presented to predict 
reservoir permeability from available DFIT parameters, such as fracture closure time, fracture 
efficiency, and fracture closure pressure.  
The porosity, fracture closure pressure, fracture efficiency, ISIP, TVD, leakoff type, target 
formation, and injection time are used to begin the parameter selection process. Figure 5.13 shows 
the variable importance to predict the closure time. Fracture closure time and fracture efficiency 
have the highest importance to predict the reservoir permeability. Figure 5.14 shows the scatter 
matrix distribution between the variables. From the history graphs, it is observed that permeability, 
fracture efficiency, injection time, injection volume and fracture closure time show asymmetrical 
statistical distributions, as the curves appear to be skewed or distorted either to the right or to the 
left. Thus, the distribution was adjusted in order to obtain a symmetrical "bell-shaped curve" as 
described earlier. Dataset preparation was done as explained, in detail, in the fracture closure 








Figure 5.14  Scatter matrix plot of features. Red boxes indicate possible relationship between 
variables. Yellow boxes indicate skewness in sample distribution. 
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5.5.1 Fitting Linear Regression, Decision Tree, Random Forest and MLP models on 
training dataset for effective permeability (k) prediction 
A linear regression model was first used, where permeability is the dependent variable. 
Fitting a linear regression model on the training data yields a root mean square error of 0.0003 
md and a mean average accuracy of 88.2%. Figure 5.15 shows the scatter of the predicted 
permeability values vs. the actual permeability. Overall, the predicted permeability values are 
within the acceptable range of accuracy. The linear regression model is then evaluated on the 
training dataset using cross-validation, where the root mean square error is 0.001 md and the 
standard deviation is 0.0009 md.  
 
Figure 5.15 - Predicted permeability values vs. the actual permeability from Linear regression. 
Decision tree regression model was evaluated on the training dataset using cross-
validation. The root mean square error was calculated to be 0.0008 md and the standard 
deviation was 0.00047 md. Similarly, random forest regressor model was evaluated on the 
training dataset using cross-validation and the root mean square error was 0.0008 md and the 
standard deviation was 0.0005 md. MLP regressor yields a root mean square error of 0.165 md 
and a standard deviation of 0.058 md.  
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In conclusion, when evaluated using testing dataset, linear regression shows the highest 
accuracy and the lowest root mean square error compared to the rest of the models as shown 
in Table 5.6. 
Figure 5.16a represents the residual values when tested with the training dataset for all 
models. Extreme Gradient Boosting (XGB Regressor) shows the highest residual while, linear 
regression shows the lowest residuals among the rest of the models (Figure 5.15b). It’s 
observed that, as the permeability increases, the residual increases and the models’ accuracy 
decrease.  This is due to limited dataset with high permeability values; a wider range of dataset 
should increase the accuracy at high permeabilities also. 
Table 5.6  Evaluation of prediction models using testing datasets to predict permeability 
 RMSE 
(md) 
Mean absolute accuracy  
(%) 
Linear Regression 0.0005 82.7 
Gradient Boosting 0.0011 47.2 
Random Forest 0.0015 37.7 
MLP Feed Forward Neural Network 0.0017 42.2 
XGB Regressor 0.0012 38.5 
 
 
Figure 5.16 - Residuals vs actual labels for predicted permeability using training data (left) and 
testing data (right). 
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To obtain more insight into the predicted value and accuracy of the model, confidence intervals 
were used to present the linear regression algorithm results. The algorithm was used for 50 
iterations to predict the permeability and, for each iteration, the residuals and accuracy were 
calculated. For each iteration, the confidence interval was calculated, and the median error was 
found to be +/-20% of the predicted value. The P10 was within +/- 3% range of the predicted value 
and P90 was within +/- 35% range of the predicted value. Overall, the predicted permeability 
values were within the accepted range of accuracy. 
5.6  Time to linear and radial flow prediction 
Pseudolinear flow is observed after closure when sufficient fracture half-length was created 
during the injection and provided the fracture after closure has essentially infinite conductivity. In 
very low permeability reservoirs, pseudolinear flow is often observed. Pseudolinear flow is 
indicated by a ½ slope of the pressure and derivative curves. Between the fracture closure and the 
start of pseudoradial flow, linear flow to the fracture will likely dominate the transient response, 
often for a very long time. Identifying the beginning of linear flow regime is crucial to obtain the 
initial reservoir pressure and also to minimize the delaying for the completions operations. 
Moreover, having a prediction for beginning of linear flow time is valuable for the analyst.  
In this section closure time, G-function time, fracture efficiency, injected rate (𝑉𝑖𝑛𝑗𝑒𝑐𝑡𝑒𝑑𝑡𝑖𝑛𝑗𝑒𝑐𝑡𝑒𝑑 ), and 
permeability calculated using Barree’s permeability relation which is an empirical function to 
approximate formation permeability given in Equation 7.1 (Barree et al. 2009), are used for the 
prediction algorithms using linear regression, random forest, gradient boosting and MLP neural 




𝑘𝑐 = 0.0086𝜇√0.01 (𝐼𝑆𝐼𝑃 − 𝑝𝑐)𝜑𝑐𝑡 (𝐺𝑐𝐸𝑟𝑝0.038)1.96  (5.1) 
As expected, closure time, permeability, and average injection rate yield the highest 
importance in the prediction model. Figure 5.18 shows the existence of a linear relationship 
between beginning of linear flow time and closure time as well as a linear relationship between 
beginning of linear flow time and G-function time and exponential relationship with the 
permeability.  
 
Figure 5.17 –Variable importance to predict beginning of linear flow time using a linear 
regression predictive model. 
 
5.6.1 Fitting Linear Regression, Decision Tree, Random Forest and MLP models on 
training dataset for beginning of linear flow time prediction 
Similar to the previous prediction algorithms, dataset preparation was done as follows 
a) Adjust beginning of linear flow time, fracture closure time, G-function time and injection 
time for right skewness by taking the logs of the variables, while fluid efficiency was 
adjusted for left skewness by taking the exponential of the variable. 
b) Categorical variables such as leakoff type and target formation were transformed into 
numerical variables (1 and 0). 
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c) Features were standardized by removing the mean and scaling to unit variance.  
d) Stratified ShuffleSplit cross-validator is used to split the data into training and testing sets. 
and the test size is 20% of the available dataset. 
 
 
Figure 5.18  Relationship between beginning of linear flow time and closure time (a), G-function 
time (b), and permeability (c). 
 
Fitting linear regression model was first done on the training data, where the root mean square 
error is 9.5 hrs., and the mean average of percentage accuracy is 67%. Hyperparameter 
optimization was implemented for MLP neural network model, Gradient Boosting, Extreme 
Gradient Boosting and Random forest as explained in previous sections. The models yield root 
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mean square errors of 7.6 hrs., 7.4 hrs., 0.21 hrs., and 4.99 hrs. respectively and mean average of 
percentage accuracy of 75%, 76.7%, 99.6% and 80.8% respectively. From the training data results, 
Extreme Gradient Boosting is the clear winner, ranking the highest accuracy and and least mean 
square error.  
The models are then evaluated using the testing dataset, and the results are shown in Table 5.7. 
In conclusion, Extreme Gradient Boosting shows the highest accuracy and the lowest root mean 
square error compared to the rest of the models. Figure 5.19 represents the residual values when 
evaluated with the training dataset (left) and when evaluated with testing dataset (right) for all 
models. Extreme Gradient Boosting (XGB Regressor) shows the lowest residual among all the 
tested models. It’s observed that as the time to linear flow values increases, the residual values 
increase and the models’ accuracy decrease. This is due to the limited dataset. 
Table 5.7  Evaluation of prediction models using testing datasets to predict linear flow time 
 RMSE 
(hrs.) 
Mean absolute accuracy  
(%) 
XGB Regressor 10.5 49.6 
Gradient Boosting 11.6 42.4 
Random Forest 12.8 41.9 
MLP Feed Forward Neural Network 15.2 35.3 






Figure 5.19 - Residuals vs actual labels for predicted time to liner flow using training data (left) 
and testing data (right) 
 
5.6.2 Fitting Linear Regression, Decision Tree, Random Forest and MLP models on 
training dataset for beginning of radial flow time prediction 
In this section beginning of linear flow, closure time, G-function time, fracture efficiency, 
injected rate (𝑉𝑖𝑛𝑗𝑒𝑐𝑡𝑒𝑑𝑡𝑖𝑛𝑗𝑒𝑐𝑡𝑒𝑑 ), and permeability calculated using Barree’s empirical permeability relation, 
are used for the prediction algorithms using linear regression, random forest, gradient boosting and 
MLP neural network. 
The models are evaluated using the testing dataset, and the results are shown in Table 5.8. In 
conclusion, Random Forest shows the highest accuracy and the lowest root mean square error 
compared to the rest of the models. 
Table 5.8  Evaluation of prediction models using testing datasets to predict radial flow time 
  RMSE 
(hr.) 
Mean absolute accuracy 
(%) 
Random Forest 17.2 83 
Gradient Boosting 20.0 61 




Often times, diagnostic fracture injection tests (DFITs) fail or are interrupted before fracture 
closure pressure is obtained. This chapter presented an integrated workflow to predict fracture 
closure pressure, reservoir permeability, and time to reach late flow regimes, with the application 
of supervised machine learning algorithms in order to minimize the shortcomings in determining 
the 𝑝𝑐 for non-ideal DFIT signatures while limiting subjectivity. 
Some main conclusion drawn from the chapter are listed as follows: 
1) The use of SHMax increases the accuracy to predict the 𝑝𝑐. Nonetheless, acquiring SHMax 
requires rock testing which is impractical and expensive. PHydrostatic, TVD, and ISIP 
parameters have the highest weighting factors in the prediction of 𝑝𝑐. 
2) Simple linear regression yields higher accuracy and a relatively smaller root mean 
square error than the complex neural network algorithms for closure pressure 
prediction.  
3) Grid searching, used to identify the optimal hyperparameters, increased the prediction 
accuracy for MLP feed-forward neural network and random forest to 97.6% and 96.6%, 
respectively for the test case used in this study. 
4) With the knowledge of temperature, porosity, TVD, ISIP, mud weight at TVD, leakoff 
type, PHydrostatic, PBreakdown, and target formation, a linear regression model was capable 
of predicting 𝑝𝑐 with an accuracy of 96.3% and root mean square error less than 277 
psi for the case considered in this chapter. 
5) With the use of porosity, closure pressure, ISIP, TVD, target formation, injection 
volume, injection time and permeability estimation from offset wells, the MLP Feed-
Forward Neural Network was capable to predict 𝑡𝑐 of the test case used in this work 
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with a root mean square error of 3.7 hr and accuracy of 80.9%, which are within the 
acceptable ranges.  
6) Knowing an approximate 𝑡𝑐  after pumping is crucial for better planning and to 
minimize the delay for completions operations.  
7) Porosity, fracture closure pressure, fracture efficiency, ISIP, TVD, leakoff type, target 
formation, injection time and closure time were used in this study to predict effective 
permeability of a test case by using a linear regression model. The accuracy of the 
prediction was 82.7 % and the root mean square error was 0.0005 md. 
8) Overall, the predicted permeability values for the example used in this chapter were 
within the accepted range of accuracy. The median error was found to be +/-20% of the 
predicted value. The P10 was within +/- 3% range of the predicted value and P90 was 
within +/- 35% range of the predicted value.  
*Reproduced with permission of SPE from “State of The Art in Characterization of Frac Stage 
Geometry and Conductivity Using Pressure Leakoff” by Mohamed, M.I, Ibrahim, M. and Ozkan, 
E. SPE-200018-MS presented at the SPE Unconventional Resources Conference to be held 18 – 
19 March 2020 in Calgary, Alberta, Canada. Copyright 2019, Society of Petroleum Engineers. 
Further reproduction prohibited without permission. 
 
CHAPTER 6  
STATE OF THE ART IN CHARACTERIZATION OF FRAC STAGE GEOMETRY AND 
CONDUCTIVITY USING PRESSURE LEAKOFF* 
Pressure-transient analysis (PTA) is widely used in the industry to estimate fracture half-
length, height, and skin due to hydraulic fracturing as well as reservoir parameters. PTA studies 
focus on pressure data from long shut-in periods and diagnostic fracture injection tests (DFITs), 
while analyzing the falloff pressure data recorded after each stage of hydraulic fracture treatment 
has been overlooked. This chapter presents the state-of-the-art in applying pressure transient 
analysis to better estimate hydraulic fracture conductivity and dimensions and improve treatment 
designs stage by stage.  
The initial portion of this chapter describes the application of a novel and low-cost diagnostic 
method for post-fracture analysis. The bulk of the chapter is dedicated to presenting case histories 
that illustrate the PTA of recorded pressure data during treatment to obtain estimates of fracture 
dimensions and conductivity. The pressure recorded during each stage is processed to ensure the 
proper data quality and filtering of the pressure falloff at the end of the stage. The falloff pressure 
is then analyzed for multi-cluster, finite-conductivity fractures, to obtain the fracture half-length, 
conductivity, and leakoff.  
Calculated parameters from each stage are compared to provide insights into the hydraulic 
fracture design and confirm the adequacy of the treatment design along the well. The results from 
stage leakoff pressure analysis are very valuable in confirming relative fracture conductivity and 
providing a qualitative measure of fracture length and height. The total stimulated reservoir area 
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(SRA) calculated using the proposed method yields comparable values to SRA obtained from 
buildup analysis. The information provided is as valuable and comparable as that from direct near-
wellbore diagnostics, such as radioactive tracers, temperature logging, real-time micro-seismic 
monitoring, and production logging. 
The chapter proposes a novel, low-cost analytical PTA method for estimating fracture 
dimensions, skin, and leakoff coefficient. We illustrate – with several field cases – that 
conventional post-fracture techniques can be integrated with the stage by stage PTA analysis to 
provide not only a more consistent and systematic analysis but also a more accurate assessment of 
treatment effectiveness. The findings of this study help improve the efficiency of multistage 
hydraulic fracture stimulation of horizontal wells. 
6.1 Introduction 
Obtaining a large stimulated reservoir volume (or enhanced permeability volume) is crucial to 
produce unconventional oil and gas reservoirs at commercial rates and maximize the recovery 
factor. The treatment pressure is usually recorded while pumping the fracturing fluid for each 
stage. A common practice is to record the post-fracture falloff pressure for as long as 20 minutes 
to obtain the shut-in pressure at 5, 10, and 15 minutes. Zipper fracturing technique allows the 
opportunity to record the falloff pressure for extended periods while treating other wells within the 
same pad. Downhole or surface pressure gauges are usually used to record the post-fracture 
pressure falloff.  
Conventional pressure transient techniques have been adopted to analyze the pressure falloff 
from extended diagnostic fracture injection tests (DFIT) or minifrac tests. Nolte and Smith (1979) 
pioneered the interpretation of pressure response during hydraulic fracturing. 
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The integrated methodology introduced in this chapter is based on the transient analysis of 
post-stage-fracture falloff pressure. The Nolte-Smith log-log pressure vs. time plot is used to 
identify flow regimes. Mohamed et al. (2011) noted the advantages of using the conventional log-
log diagnostic plots to identify late-time flow regimes and possibly estimate fracture closure-time 
from the extended pressure falloff portion of DFIT.  
Flow regimes, as wells as fracture closure, are usually determined from the analysis of the 
pressure-decline during shut-in. Several diagnostic plots have been proposed to estimate the 
closure pressure and flow regimes (Barree 1998; Barree et al. 2009; Bachman et al. 2012;  
Mohamed et al. 2019;  Salah et al. 2019). Some of the common plots are: 
- 𝑝𝑠ℎ𝑢𝑡−𝑖𝑛 vs. 𝑡  
- 𝑝𝑠ℎ𝑢𝑡−𝑖𝑛 vs. √𝑡 
- 𝑝 vs. 𝐺-function (and variations) 
- log (𝑝𝐼𝑆𝐼𝑃 − 𝑝𝑠ℎ𝑢𝑡−𝑖𝑛) vs.  ∆𝑡 
The underlying principles of the post-stage-treatment falloff analysis proposed in this study 
are similar to that of DFIT falloff behavior. However, the falloff period of a minifrac test or DFIT 
may need to be several weeks to reach the late-time flow regimes in tight formations (Belyadi et 
al. 2019). The pressure falloff after the stage treatment only needs to last for a fraction of an hour 
since the main interest is the early-time flow regimes such as bilinear flow. Moreover, the created 
fracture during minifrac test or DFIT is much smaller than the fractures created in the stage 
treatment. It is also important to note that, while the minifrac test or DFIT is intended to create a 
small fracture with no proppant, the stage fracturing creates a full-size fracture with relatively 
higher conductivity and considerable residual permeability.   
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In this chapter, post-stage-treatment pressure decay (PSPD) analysis was completed for two 
horizontal wells, and the findings from the treatment were then compared with the traditional well 
testing methods, namely PTA and RTA. 
6.2 Overview of proposed methodology  
Figure 6.1 illustrates the workflow of the integrated methodology for a stage by stage basis in 
near real-time analysis. First pressure data are recorded at surface using high precision pressure 
gauge, followed by data processing which include QA/QC for the data. Diagnostics for the 
pressure curve is used to investigate the flow regimes and stage properties such as SRV are then 
obtained and compared to tracer data or pressure buildup analysis. 
 
Figure 6.1  Overview of proposed workflow. 
 
6.3 Data acquisition and processing 
Data processing is done on a stage-by-stage basis. Beyond the usual cleaning of irrelevant data, 
the main challenge is to obtain a coherent, synchronized set of pressure and rate data. Pressure and 
injection rate gauges are often not synchronized (time shift); thus, the acquired data should be 
rearranged for a common reference time. It is essential to identify the rate breaks (end of injection) 
and obtain the shut-in pressure from the stage treatment report. Starting from this point, all rate 
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points should be manually set to zero because a hard shut-in is not possible and the step rate decline 
may jeopardize the interpretation process.  
Some stages may exhibit a very short falloff period, which is impossible to analyze. In the 
event of short falloffs, it is recommended to analyze the falloff period following the pumping of 
the pad (without proppant). The pad is pumped prior to placing the proppant to create the hydraulic 
fracture length, height, and width and to initiate the fracture network. Development of the main 
hydraulic fracture and the complex fracture network continues during the proppant injection; 
however, the majority of the fracture network is created throughout the pad injection (Belyadi et 
al. 2019). Therefore, the fracture dimensions obtained from the analysis of the post-pad falloff will 
only be a rough estimate and the fracture conductivity cannot be obtained from post-pad falloff 
data. 
Figure 6.2 shows the injection rate and pressure from two fracture stages. The post-stage 
pressure falloff data are not enough to construct a meaningful pressure derivative; thus, in these 
cases, the post-pad falloff data will have to be used to yield the fracture half-length and not the 
fracture conductivity. Figure 6.3, on the other hand, shows the injection rate and pressure for two 
other fracture stages where the post-stage pressure falloff data yield analyzable pressure derivative 
and both the fracture half-length and conductivity can be obtained from the analysis. Furthermore, 
the fracture half-length estimates from post-pad and post-stage falloff analyses can be compared 













Figure 6.2 - Pressure, slurry rate, and prop concentration for two stages where post-stage 






Figure 6.3 - Pressure, slurry rate, and prop concentration for two stages where post-stage 
treatment pressure falloff is analyzable. 
 
6.4 Near real-time fracture diagnostic methodology 
Taking advantage of the pressure transient diagnostics, a log-log plot is constructed for the 
analyzable falloff period. The x-axis of the log-log plot is the elapsed time (∆𝑡) with respect to 
shut-in time (𝑡𝑝) and the y-axis displays the pressure difference (∆𝑝 = 𝑝 − 𝑝𝑡=0). The derivative 





hammer effect is observed due to the sudden change in the injection rate at to the shut-in, as 
observed in Figure 6.4. This effect will mask the wellbore storage regime and make it harder to be 
observed. The log-log plot of pressure derivative for an example treatment stage with a significant 
water hammer effect is shown in Figure 6.4. In this case, it is safer to ignore the first 1-2 log cycles 
and any flow regime diagnostics should be done for the following data points. Moreover, a high 
rate of pressure drop is usually observed in the case of tip extension or high near-wellbore 
tortuosity; this can be observed in Figure 6.3b.  
 
Figure 6.4  Log-log of pressure derivative diagnostic plot where the effect of water hammer 
masks the wellbore storage flow regime. 
 
In this study, to obtain fracture dimensions, data for each stage have been matched with a PTA 
software model (Kappa Saphir) by constraining the maximum pressure value to the final stage 
ISIP and the minimum pressure to the reservoir pressure obtained from DFIT. The match was 
achieved by varying the fracture half-length and fracture height. The model uses the pressure 
derivative curve as a target for Levenberg-Marquardt regression. An example of the model match 
is shown in Figure 6.4. 
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The steps explained above have been applied to every stage. Calculated fracture half-lengths (𝑥𝑓) and fracture heights (ℎ𝑓) have been used to calculate the stage stimulated reservoir area 
(SSRA) by 𝑆𝑆𝑅𝐴 = 4 × 𝑛𝑐 × 𝑥𝑓 × ℎ𝑓 (6.1) 
where 𝑛𝑐 is the number of clusters per stage. The total stimulated reservoir area (SRA) is the 
summation of the calculated SSRAs.  
Analytical solutions for a multistage fractured horizontal well are used (Lougheed et al. 2013) 
in the analyses with the length of the horizontal well set to be the length of a given stage, and the 
number of clusters taken as the number of stages (𝑛𝑓). Fracture height can be assumed to be equal 
to the net pay thickness for simplicity. 
Method validation is very crucial to ensure reliable parameter estimation. Validation can be 
done through the traditional rate transient analysis (RTA) and/or pressure build-up after shut-in 
(PTA). The latter is known to be impractical for unconventional reservoirs due to the necessity of 
long shut-in time in tight reservoirs. Nonetheless, the quality of parameter estimates from PTA is 
relatively higher than traditional RTA as the flow rate is set to constant during the test (Q = 0); 
therefore, the data points are significantly less scattered compared to the data on RTA plots. 
Conventional well test analysis in multistage fractured horizontal wells provide a characterization 
of SRA for permeability and hydraulic fracture size contributing to production. The calculated 
SRA from traditional well testing methods is then compared with total SSRA from stage analysis. 
As other validation methods, chemical tracer flowback data can provide insights into fracture 
behavior by examining tracer recoveries for individual segments (Tian et al. 2019), and 





In this section, post-stage-treatment pressure decay (PSPD) analysis is demonstrated for two 
horizontal wells, and the findings from the treatments are compared with the traditional pressure 
transient analysis. 
6.5.1 Case study 1 
Well-A is a horizontal well with 38 hydraulically fractured stages executed with slickwater 
fracturing and 5 clusters per stage (𝑛𝑐). The pressure decay is recorded for an average of 15-20 
min after each stage fracture was conducted. For each pressure decay, a log-log of pressure 
derivative diagnostic plot was constructed, and an analytical model match was obtained.  
In this section, the detailed methodology steps are discussed for stage# 12, and the same 
methodology is repeated for the rest of the stages. Figure 6.5 shows the injection rate and pressure 
from stage #12. The post-stage fracture pressure decay is recorded for 18 minutes. The inputs for 
the fractured horizontal well model are shown in Table 6.1. 
Table 6.1  Model input parameters 
Well length (ft.) Stage length=146 ft. 
Number of fractures [Number of clusters (𝒏𝒄)] 5 
Fracture model  Finite conductivity 
Initial pressure (psia) Stage final shut-in pressure = 4,956 
 
 
The analytical model solution provides an excellent match with the post pad as well as the 
post-fracture pressure decay, as shown in Figure 6.6 and Figure 6.7. The match provides the 




Figure 6.5 - Pressure, slurry rate and prop concentration for Stage 12 in Well-A. 
 
Table 6.2  Analytical model solution parameters 
Fracture half-length (ft.) 50 
Total stage fracture half-length (ft.) 250 
Fracture height (ft.) 57 
Fracture conductivity (𝒌𝒇𝒘𝒇) (mD.ft) 141 










Figure 6.7 –Log-log diagnostic plot of pressure derivative and MFHW analytical model solution 
for stage#12 Well-A. 
 
The steps explained above are repeated for each stage and the calculated SSRA, fracture 
conductivity (𝑘𝑓𝑤𝑓) and total skin for each stage are shown in Figure 6.8, Figure 6.9, and Figure 
6.10, respectively. The average total skin was roughly -3.5 and the average fracture conductivity 
was 2,000 mD-ft, which is an estimate of the early fracture conductivity of newly created held 
open fractures with proppants. The magnitude of the negative total skin effect ranges from -1.5 to 
-5.5, and this generally implies the improvement due to hydraulic fracture stimulation. The total 
Stage-SRA (SSRA) is calculated to be around 81 acres and can be validated using the traditional 
build-up pressure analysis. The well was produced for roughly three weeks and then shut-in for 3 
days for pressure build-up. 
The pressure buildup test data were analyzed to estimate SRA permeability and the average 
hydraulic fracture size. As shown in Figure 6.11, the test duration is not long enough to reach the 
radial flow regime. Using the diagnostics, the bilinear and linear flow regimes are both detected, 
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and therefore by using the analytical solution for the two reservoir flow regimes, the hydraulic 
fracture half-length and SRA permeability are calculated as 288 ft and 0.001 md, respectively. The 
result of the analytical PTA model for MFHW is shown in Figure 6.11. Calculated fracture half-
length (𝑥𝑓) and fracture height (ℎ𝑓) are used to calculate the total stimulated reservoir area (SRA) 
𝑆𝑅𝐴 = 4 × 𝑛𝑓 × 𝑥𝑓 × ℎ𝑓 (6.2) 
where 𝑛𝑓 is the number of stages. The analytical model match with the pressure buildup data yields 
a total stimulated reservoir area (SRA) of 61 acres, which indicates approximately 25% shrinkage 
of SRA after roughly 3 weeks of production. As the production continues, the fluid pressure in the 
created hydraulic fractures declines; consequently, the increased effective stress decreases the 
width of the created hydraulic fractures, and the productivity of the well decreases. Further 
reduction in the fluid pressure in the hydraulic fracture leads to proppant crush or embedment. 
This provides a satisfactory explanation for the observed SRA shrinkage. 
 



























Figure 6.9  Fracture conductivity obtained from analytical modeling for the post-fracture 
pressure decay for 38 stages for Well-A. 
 
 
Figure 6.10  Total skin obtained from analytical modeling for the post-fracture pressure decay 















































Figure 6.11 - Pressure buildup analysis and analytical model match for multi-stage fractured 
horizontal Well-A. 
 
6.5.2 Case study 2 
Well-B is a horizontal well with 22 hydraulically fractured stages (𝑛𝑓) that were stimulated 
with slickwater fracturing fluid and 6 clusters per stage (𝑛𝑐), where each stage length is 118 ft. 
The pressure decay is recorded for an average of 15-30 mins after each stage fracture was 
conducted. For each pressure decay, a log-log of pressure derivative diagnostic plot is constructed, 
and an analytical model match is obtained. Examples of post-fracture pressure decay for stage 3 






 Figure 6.12 - Pressure, slurry rate, and prop concentration for two stages Well-B. 
Figure 6.13 shows the injection rate and pressure from stage# 2. The post-stage fracture 
pressure decay is recorded for 16 minutes. Figure 6.14 shows the MDH semilog plot of falloff 
data. For less than one minute, water hammer occurs (pressure oscillations in the well caused by 
abrupt shut-in), followed by fluid flow in fracture for roughly 2 mins, and finally, the fracture 
dominated leakoff lasted for approximately 14 mins. Sequence of similar events was also reported 
by Sullivan et al. (2019). 
The diagnostic log-log plot, shown in Figure 6.15, provides MFHW finite conductivity 
analytical solution that yields an excellent match with the pressure data. Figure 6.16 also shows 
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the analytical solution match with the post-fracture pressure decay. The analytical solution 
indicates that only 3 clusters out of the 6 clusters could be effectively and successfully stimulated. 
The match provides fracture half-length, fracture height, and fracture conductivity, as shown in 
Table 3. The diagnostic analysis is done for a stage-by-stage basis. Two stages are shown as 
examples in Figure 6.17 with the analytical model solutions and flow regimes identified from the 
log-log diagnostic plot.  
The steps explained above are repeated for all the stages, and the calculated Stage-SRA 








Figure 6.14 - MDH semilog plot for Stage # 2 in Well-B. 
  
 
Figure 6.15  Log-log of pressure derivative diagnostic plot and analytical model solution for 





Figure 6.16 - The analytical model solution matching with the post-fracture pressure decay for 
stage# 2 Well-B 
 
Table 6.3  Analytical model solution parameters for stage# 2 Well-B 
Fracture half-length (ft.) 40 
Number of clusters (𝒏𝒄) 3 
Total stage fracture half-length (ft.) 120 
Fracture height (𝒉𝒇) (ft.) 150 
Fracture conductivity (𝒌𝒇𝒘𝒇) (md.ft) 5000 
SRA (Acres) 1.5 
Skin 0.02 
 
Well-B was produced for roughly 3 weeks and then shut-in for 14 days for pressure build-up. 
The pressure buildup test data were analyzed to estimate SRA permeability and the average 
hydraulic fracture size. As shown in Figure 6.19, wellbore storage lasted for the first hour (3 log 
cycles), and the buildup data display the characteristic pressure hump associated with phase 
segregation distortion. A ¼ slope that indicate fracture bi-linear flow regime was identified, 
followed by a radial flow regime that is indicated by zero slope. The buildup data were matched 
using a multi-stage fractured horizontal well analytical model with finite conductivity fractures 
and the history matching algorithm. The resulting match is presented by the solid curve in Figure 
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6.19. This figure shows that the analytical model matches the buildup data satisfactorily. The SRA 
permeability and the average hydraulic fracture half-length estimated from this match are 0.00073 
md and 18 ft respectively. Calculated fracture half-length (𝑥𝑓) and fracture height (ℎ𝑓) are used 
to calculate the total stimulated reservoir area (SRA) using Equation 2. The analytical model match 
for the pressure buildup yields a total stimulated reservoir area (SRA) of 5.4 acres, which indicates 




Figure 6.17 - Log-log of pressure derivative diagnostic plot and analytical model solution for two 




Figure 6.18 - SSRA calculated from Equation 1 for 22 stages for Well-B. 
 
 

































The analysis of post-stage fracture pressure decay is useful to characterize fractures, such as 
the frac geometry (half-length), conductivity, and proppant selection, as well as the near-field 
characterizations of total skin. Monitoring and analysis of pressure data during stage fracturing 
enable the operators to review and revise fracture design and implementation in near real-time. 
The main conclusions drawn from this study are listed as follows: 
1) The analysis of post-stage fracture pressure decay can provide insights to improve 
stimulation design in near real-time and help optimize the stimulated reservoir area.  
2) Though the method is still in the evaluation phase, SRA obtained from buildup analysis 
provides a reasonably good match with the SSRA calculated from post-stage fracture 
pressure decay. This suggests that the post-stage fracture pressure decay analysis 
approach is applicable. 
3) The comparison of the fracture characteristics obtained from post-stage buildup and 
post-stimulation buildup analyses have been shown to be consistent. 
4) A shrinkage of 18-25% of SRA was observed in the examples considered in this chapter 
after a period of production, which indicates hydraulic fracture closures, possibly due 







CHAPTER 7  
SUMMARY AND FUTURE WORK 
7.1 Summary of conclusions 
This study investigated the importance of minifrac tests in unconventional reservoirs and 
documented the application of pressure transient analysis in the interpretation of the pressure 
falloff. The effect of the magnitude of matrix and fracture permeability on the pressure response, 
time to late-flow regimes, as well as fracture closure were documented. With coupling a dual-
porosity reservoir flow model to a geomechanics model, seven cases were presented in which 
essential parameters such as stress distribution, natural fracture density, permeability and injection 
volumes were studied in terms of their effect on diagnostic plots, closure time and time to reach 
linear and pseudoradial flow regimes.  
For formations that exhibit normal leakoff, 𝑡𝑐 and 𝑝𝑐 identified from the log-log diagnostic plot 
were found to be in agreement with the G-function plot. Nonetheless, formations that exhibit 
natural fractures, and stress anisotropy, the G-function analysis overestimated the minimum 
horizontal stress in the x-direction, and the maximum horizontal stress in the y-direction. On the 
other hand, the log-log diagnostic plot provided accurate estimations for horizontal stresses, in 
addition to capturing flow regimes. Pressure log-log diagnostic plot helped in the characterization 
of the reservoir properties by the use of the macroscopic permeability, which is the ratio of natural 
fracture permeability to the sum of matrix permeability and natural fracture permeability. 
Identifying fracture closure in formations that exhibit dense natural fractures was concluded to be 
challenging as it could possibly mask the 3/2 fracture closure slope on the log-log diagnostic plot 
and thus log-log diagnostic plot could not solely be used to identify fracture closure. 
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Another finding was that the time to closure was not a function of the injection volume and it 
was insensitive to the injection rate. However, the time needed for the pressure transient to reach 
the pseudoradial flow regime increased as the injection volume increased. Also, it was strongly 
recommended not to use an injection volume in excess of 60 bbl in a reservoir with nanodarcy 
range permeability as it could delay the time needed to reach pseudoradial flow and hamper the 
ability to accurately calculate reservoir properties. Moreover, an exponential relationship between 
permeability and fracture closure time was identified using numerical modeling as well as from 
actual field minifrac tests. 
It was noted that, in most cases of minifrac analysis, the ISIP was not clear and instantaneous 
due to the near-well pressure drop, fluid expansion, and after flow. ISIP was certainly a subjective 
measurement that could be argued in some instances. In this study, field cases were used to 
evaluate the effect of ISIP determination on the reservoir characterization from minifrac. 
Moreover, a novel iterative approach was presented to investigate the appropriate ISIP for each 
individual case while consistently honoring all available data. In complex and nonideal G-function 
cases, results suggested that, with the iterative approach, the semi-log derivative became less 
ambiguous and the determination of closure became straightforward. Open hole logs and core 
images were used to validate the method for two field cases. Analysis of falloff data after the 
determined ISIP value from the iterative approach yielded consistent observations to open hole 
logs and core images. 
In this study, two applications for automation and machine learning to optimize the design and 
improve the analysis of the pressure falloff data were also presented. First, machine learning and 
neural network algorithms were used to predict minifrac parameters such as fracture closure 
pressure, fracture closure time, effective permeability, and time to reach late flow regimes. Only 
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with the knowledge of temperature, porosity, TVD, ISIP, mud weight at TVD, leakoff type, 
PHydrostatic, PBreakdown, and target formation, a linear regression model was capable of predicting the 𝑝𝑐 with an accuracy of 96.3% and root mean square error of less than 277 psi. Linear regression 
demonstrated higher accuracy and relatively smaller root mean square error than the complex 
neural network algorithms for closure pressure prediction. Other complex algorithms such as MLP 
feed-forward neural network and random forest yielded accuracies equal to 97.6% and 96.6%, 
respectively. Moreover, with the use of porosity, closure pressure, ISIP, TVD, target formation, 
injection volume, injection time and permeability estimation, MLP feed-forward neural network 
was capable to predict 𝑡𝑐 with a root mean square error of 3.7 hr and and accuracy of 80.9%, which 
is within the acceptable range. Knowing an approximate 𝑡𝑐 after pumping is crucial to minimize 
delay in completions operations and for better planning.  
Moreover, taking advantage of the traditional pressure transient analysis techniques, post-stage 
fracture pressure decay was used to characterize hydraulically created fractures, such as the 
fracture half-length, conductivity, and proppant selection, as well as the near-field 
characterizations of total skin. The proposed automated workflow should allow operators to 
review, revise, and implement fracture design in near real-time. 
 
7.2 Future work 
In Chapter 6 we discussed the possibility to tie the frac stage analysis with collected tracer data 
from each stage. This can also be used to confirm the obtained fracture half length from pressure 
diagnostics. Similarly rate transient analysis can be used to obtain the SRV and compared with the 
calculated SRV from stage analysis. 
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In Appendix A, we discussed the development of analytical modeling for the diagnostic fracture 
injection test problem and provided the derivations for three models namely; reservoir-flow model, 
fracture-flow model and fracture propagation/closure model, to compute the flux profile and 
pressure response for minifrac test. Generally, we seek in the future to couple the previously 
mentioned models with each other through pressure and fluid transfer continuity over 
fracture/reservoir contact interface. Source and sink functions are used for fracture and reservoir 




𝐴 Area, ft2 𝐴0 Original cross-sectional area, in.2 𝐴𝐷 Dimensionless fracture area of one face, dimensionless 𝐴𝑒 Fracture face area at end of pumping, ft2 𝐴𝐿 Leakoff area, ft2  𝐵 Formation volume factor, RB/STB 𝑏𝑀 Mayerhofer Straight intercept, dimensionless 𝑏𝑟 Radial flow straight-line slope, dimensionless 𝐶𝑎𝑐 After-closure storage coefficient, ft3/psi 𝐶𝑎𝑐𝐷 Dimensionless after-closure storage coefficient, dimensionless 𝑐𝑏 Compressibility bulk, psi-1 𝐶𝑏𝑐 Before-closure storage coefficient, ft3/psi  𝐶𝑏𝑐𝐷 Dimensionless before-closure storage coefficient, dimensionless 𝑐𝑓 Fracture compliance, ft/psi 𝐶𝐿 Carter leakoff coefficient, ft/s1/2 𝑐𝑟 Grain compressibility psi-1 𝐶𝑇 Total leakoff coefficient, ft/s1/2 𝑐𝑡 Total reservoir compressibility, psi-1 𝑐𝑡𝑖 Total reservoir compressibility, psi-1 𝑐𝑤   Compressibility of fluid in wellbore, psi-1 𝑒 Current fracture aperture, ft 𝐸 Young's modulus, psi 𝐸′ Plane-strain modulus, psi  𝑒0 Initial fracture aperture, ft 𝐹 Hypergeometric function, dimensionless 𝐹 Stress, psi 𝐹𝐶𝐷 Dimensionless fracture conductivity, dimensionless 𝑓𝑒 Fluid efficiency ratio, dimensionless 𝐹𝐿 Linear flow time function, dimensionless 𝐹𝑅 Radial flow time function, dimensionless 𝐺 G-function, dimensionless 𝑔0 Dimensionless loss-volume function at the end of the injection, dimensionless ℎ Net pay Formation thickness, ft ℎ𝑓 Fracture height, ft ℎ𝑛 Natural fracture height, ft 𝑘 Reservoir permeability, md 𝑘𝑐𝑐𝑓 Fracture closure permeability, md 𝑘𝑓 Fracture permeability, md 𝑘𝑓 𝑤𝑓 Fracture conductivity, md.ft 𝐾𝐼 Stress intensity factor, psi/in.1/2 
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𝐾𝐼𝐶  Critical stress intensity factor, psi/in.1/2 𝐾𝑚 Matrix permeability, md 𝐾𝑜 Modified Bessel Function of order zero, dimensionless 𝑘𝑟𝑐𝑓 Residual value of fracture closure permeability, md 𝐾𝑥  Principle permeability in x direction, md 𝐾𝑦  Principle permeability in y-direction, md 𝐿𝑓 Fracture length, ft 𝐿 Laplace transformation, dimensionless 𝐿−1 Laplace inversion, dimensionless 𝐿𝑓𝑛 Natural fracture length, ft 𝐿𝑜 Original element length, ft 𝐿𝑥 Fracture spacings in the x-direction, dimensionless  𝐿𝑦 Fracture spacings in the y-direction, dimensionless 𝐿𝑧 Fracture spacings in the z-direction, dimensionless 𝑚𝐵𝐿𝐹 Bilinear flow slope, psi 𝑚𝐻 Horner Straight line slope, psi 𝑚𝐿𝐹 Linear flow slope, psi 𝑚𝑀 Slope from special before-closure pressure-transient graph, dimensionless  𝑚𝑁 Slope from Nolte-Shlyapobersky graph, psi 𝑚𝑅 Slope of data on pseudoradial flow graph, psi.s 𝑛𝑐 Number of clusters, dimensionless 𝑛𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑜𝑟𝑠 Number of trees in Random Forest, dimensionless 𝑛𝑓 Number of stages, dimensionless 𝑁𝑛𝑓 Number of vertical natural fracture, dimensionless 𝑝 Pressure, psi 𝑝𝑠ℎ𝑢𝑡−𝑖𝑛 Pressure at shut-in, psi 𝑝𝑡=0 Pressure at shut-in, psi 𝑝𝑎𝑐   Pressure with constant after-closure storage, psi 𝑝𝑎𝑤𝑓 Adjusted fracture pressure at the wellbore, psi 𝑝𝑏 Breakdown pressure, psi 𝑝𝑐 Fracture closure pressure, psi  𝑝𝑓 Pressure with production from a single fracture, psi 𝑝𝐼𝑆𝐼𝑃 Initial shut-in pressure, psi 𝑝𝑛𝑒𝑡 Fracture net pressure, psi 𝑝𝑟  Reservoir pressure, psi 𝑝𝑤 Wellbore pressure, psi 𝑝𝑤𝑓 Fracture pressure measured at the wellbore, psi 𝑝𝑖  Initial reservoir pressure, psi 𝑞 Liquid flow rate, bbl/D 𝑞𝑔 Gas flow rate, Mscf/D 𝑞𝑖𝑛𝑗 Injection flow rate, bbl/D 𝑞𝑙 Fluid leakoff rate, bbl/D 
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𝑄𝑡 Total injection volume, bbl 𝑞𝑤ℎ𝑓𝑛 Injection flow rate at hydraulically induced fracture, bbl/D 𝑞𝑤𝑚 Rate at wellbore, bbl/D 𝑅𝑓 Fracture radius, ft 𝑅𝑜 Fracture-face resistance, 1/ft 𝑟𝑝 Ratio of permeable to total fracture area, dimensionless  𝑟𝑤 Wellbore radius, ft 𝑠 Skin factor, dimensionless 𝑆𝑓 Fracture stiffness, psi/ft  𝑆𝑝 Spurt loss, ft3 𝑡 Time, hr 𝑇 Temperature, ℉ 𝑡𝐷𝑁 Dimensionless time, dimensionless  𝑡𝑎 Adjusted pseudo-time function, hr 𝑡𝑐 Closure time, hr 𝑡𝐻 Horner function time, dimensionless 𝑡𝑝 Pumping time, hr 𝑡𝑒 Time for the end of pumping, hr 𝑣 Poisson’s ratio, dimensionless 𝑉𝑏 Bulk volume, ft3 𝑉𝑓 Volume of Fracture, ft3 𝑉𝑖 Volume injected, ft3 𝑉𝑗 Stress to fracture stiffness ratio, dimensionless 𝑉𝐿 Leakoff volume, ft3 𝑣𝐿 Leakoff rate through unit area, ft/s 𝑉𝐿𝑒 Leakoff volume at end of pumping, ft3 𝑉𝑚 Minimum fracture aperture correlated to closure permeability, ft 𝑉𝑚𝑎𝑡𝑟𝑖𝑥 Matrix volume, ft3 𝑉𝑝𝑜𝑟𝑒    Pore volume, ft3 𝑤𝑓 Fracture width, ft 𝑤𝑓 Width of fracture, ft  𝑤?̂? Average fracture width, ft 𝑤𝑓𝑛 Natural fracture width, ft 𝑥𝑓 Fracture-half length, ft 𝑥𝑛  Before-closure pressure-transient analysis plotting function, dimensionless 𝑦𝑛  Before-closure pressure-transient analysis plotting function, dimensionless 𝑧 Gas deviation factor, dimensionless 
 
Greek Letters 𝛼 Biot’s coefficient, dimensionless  𝛼𝑁 Fracture growth exponent, dimensionless 
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𝛤 Euler gamma Function, dimensionless 𝛾 Volumetric thermal expansion, 1/Fo 𝛿 Dirac delta function, dimensionless 𝜀 Tensile strain, dimensionless 𝜀𝑎𝑥𝑖𝑎𝑙 Horizontal deformation, dimensionless 𝜀𝑙𝑎𝑡𝑒𝑟𝑎𝑙 Vertical deformation, dimensionless 𝜅 Macroscopic permeability ratio, dimensionless 𝜇 Viscosity of liquid, cp 𝜇𝑔𝑖  Viscosity of gas, cp 𝜎 Tensile stress, psi 𝜎𝑚 Mean total stress, psi 𝜎𝑛′ Normal fracture effective stress, psi 𝜒 Constant, dimensionless 𝜓  Pseudo-pressure, psi2/cp 
 






Aamodt, L. and Kuriyagawa, M. 1981. Measurement of instantaneous shut-in pressure in crystalline 
rock, Los Alamos National Lab., NM, USA. 
Ahmed, A. and Ehlig-Economides, C. 2013. Investigation of created fracture geometry through 
hydraulic fracture treatment analysis. Paper presented at the Unconventional Resources 
Technology Conference, 12-14 August, Denver, Colorado, USA, URTEC-1574483-MS. 
Bachman, R. C., Walters, D. A., Hawkes, R. A., Toussaint, F. L., & Settari, T. 2012. Reappraisal of 
the G Time Concept in Mini-Frac Analysis.  Paper presented at the SPE Annual Technical 
Conference and Exhibition, 8-10 October, San Antonio, Texas, USA. SPE-160169-MS.  
Bailin, W. 2001. Boit's Effective Stress Coefficient Evaluation: Static and Dynamic Approaches. Paper 
presented at the ISRM International Symposium-2nd Asian Rock Mechanics Symposium, 11-14 
September, Beijing, China. ISRM-ARMS2-2001-082.  
Barree, R. and Mukherjee, H. 1996. Determination of pressure dependent leakoff and its effect on 
fracture geometry. Paper presented at the SPE Annual Technical Conference and Exhibition , 6-9 
October, Denver, Colorado. SPE-36424-MS. 
Barree, R.D., Barree, V.L., Craig, D.P., 2007. Holistic fracture diagnostics. Paper presented at the SPE 
Rocky Mountain Oil & Gas Technology Symposium, Denver, CO, 16–18 April. SPE-107877-MS 
Barree, R., Valencia L, and Craig, D. 2009. Holistic fracture diagnostics: consistent interpretation of 
prefrac injection tests using multiple analysis methods. SPE Production & Operations 24 (03): 
396-406. SPE-107877-PA. 
Barree, R., Miskimins, J., and Gilbert, J. 2015. Diagnostic fracture injection tests: common mistakes, 
misfires, and misdiagnoses. SPE Production & Operations 30 (02): 84-98. SPE-169539-MS 
Bazan, W., Brinzer, C., Meyer, B. et al. 2013. Key parameters affecting successful hydraulic fracture 
design and optimized production in unconventional wells. Paper presented at the SPE Eastern 
Regional Meeting, 20-22 August, Pittsburgh, Pennsylvania, USA. SPE-165702-MS. 
Belyadi, F. 2019. Hydraulic fracturing in unconventional reservoirs: theories, operations, and 
economic analysis, first edition. Burlington, Massachusetts: Gulf Professional Publishing 
/Elsevier.   
Benelkadi, S,. and Tiab, D. 2004. Reservoir Permeability Determination Using after-Closure Period 
Analysis of Calibration Tests. SPE Reservoir Evaluation & Engineering 7 (3): 230-237. SPE-
88640-PA. 
Bourdet, D., Ayoub, J. A., and Pirard, Y.M. 1989. Use of pressure derivative in well test interpretation. 
SPE Formation Evaluation 4 (02): 293-302. SPE-12777-PA. 
Carter, R. 1957. Appendix I: Derivation of the general equation for estimating the extent of the 
fractured area. In API-57-261-Optimum Fluid Characteristics for Fracture Extension, authors G. 
C. Howard and C. R. Fast, 1957. Presented at Drilling and Production Practice, New York, New 
York, USA, 1 January. American Petroleum Institute: 261-269. 
158 
 
Castillo, J. L. 1987. Modified Fracture Pressure Decline Analysis Including Pressure-Dependent 
Leakoff. Paper presented at the SPE/DO Low Permeability Reservoirs Symposium, 18-19 May, 
Denver, Colorado. SPE-16417-MS. 
Chipperfield, S. T., Roberts, G. A., Miller, W. K. et al. 2000. Gel slugs: a near-wellbore pressure-loss 
remediation technique for propped fracturing. Paper presented at the SPE/CERI Gas Technology 
Symposium, 3-5 April, Calgary, Alberta, Canada. SPE-59777-MS. 
Cinco-Ley, H. and Samaniego, F. 1981. Transient pressure analysis: finite conductivity fracture case 
versus damage fracture case. Paper presented at the SPE Annual Technical Conference and 
Exhibition, San Antonio, TX, 4-7 October, San Antonio, Texas. SPE-10179-MS. 
Cinco-Ley, S. and Dominguez, A. 1978. Transient pressure behavior for a well with a finite-
conductivity vertical fracture. Society of Petroleum Engineers Journal 18 (04): 253-264. SPE-
6014-PA. 
Crawford, P. 1966. Effect of lsolated Vertical Fractures Existing in the Reservoir Fluid Displacement 
Response. Society of Petroleum Engineers Journal 6.01 (81-86.). SPE-1356-PA. 
Craig, D.P., Eberhard, M.J., and Barree, R.D. 2000. Adapting High Permeability Leakoff Analysis to 
Low Permeability Sands for Estimating Reservoir Engineering Parameters. Paper presented at the 
2000 SPE Rocky Mountain Regional/Low Permeability Reservoirs Symposium, Denver, 
Colorado, 12-15 March. SPE-60291-MS. 
Craig, D. P., Eberhard, M. J., Odegard, C. E. et al. 2002. Permeability, pore pressure, and leakoff-type 
distributions in Rocky Mountain basins. Paper presented at the SPE Gas Technology Symposium, 
30 April-2 May, Calgary, Alberta, Canada. SPE-75717-MS. 
Craig, D.P., and Blasingame, T.A. 2006. Application of a New Fracture-Injection/Falloff Model 
Accounting for Propagating, Dilated, and Closing Hydraulic Fractures. Paper presented at the SPE 
Gas Technology Symposium, 15-17 May, Calgary, Alberta, Canada. SPE-100578-MS. 
Da Silva B., Simos, A., Tannuri E. et al. 2012. Motion-based wave estimation by a Bayesian inference 
method: a procedure for pre-defining the hyperparameters. Paper presented at the The Twenty-
second International Offshore and Polar Engineering Conference, 17-22 June, Rhodes, Greece. 
ISOPE-I-12-422.   
De Swaan O, A. 1976. Analytic solutions for determining naturally fractured reservoir properties by 
well testing. Society of Petroleum Engineers Journal 16 (03): 117-122. SPE-5346-PA. 
Dershowitz, B., LaPointe, P., Eiben, T. et al. 2000. Integration of Discrete Feature Network Methods 
With Conventional Simulator Approaches. SPE Reservoir Evaluation & Engineering 3 (02): 165-
170. SPE-49069-MS. 
Dershowitz, W. S., Cottrell, M. G., Lim, D. H. and Doe T. W. 2010, A discrete fracture network 
approach for evaluation of hydraulic fracture stimulation of naturally fractured reservoirs: 
Presented at the American Rock Mechanics Association 44th U.S. Rock Mechanics Symposium 




Doe, T. W., Hustrulid, W. A., Leijon, B. et al. 1983. Determination of the state of stress at the Stripa 
mine, Sweden. Hydraulic fracturing stress measurements, Washington DC: National Academy 
Press. 
Economides, M.J., Oligney, R.E., and Valkó, P.P. 2002. Unified Fracture Design bridging the gap 
between theory and practice. Alvin, Texas: Orsa Press.  
Geertsma, J., and De Klerk, F. 1969. A Rapid Method of Predicting Width and Extent of Hydraulically 
Induced Fractures. SPE Journal of Petroleum Technology 21 (12): pp 1571-1581. SPE-2458-PA. 
Gronseth, J.M. and Kry, P. R. 1983. Instantaneous shut-in pressure and its relationship to the minimum 
in-situ stress. Paper presented at Workshop on Hydraulic Fracturing Stress Measurements. 
December 2—5, 1981. US National Committee for Rock Mechanics, Washington, DC, 55—60. 
Gu, H., Elbel, J. L., Nolte, K. G., Cheng, A. .-D., and Abousleiman, Y. 1993. Formation Permeability 
Determination Using Impulse-Fracture Injection. Presented at the SPE Production Operations 
Symposium, Oklahoma City, Oklahoma, 21–23 March. SPE-25425-MS.  
Gureghian, A. B. 1975. A study by the finite-element method of the influence of fractures in confined 
aquifers. Society of Petroleum Engineers Journal 15 (02): 181-191. SPE-4960-PA. 
Horne, R. N. 1995. Modern Well Test Analysis: A Computer-Aided Approach. Palo Alto, California: 
Petroway, Inc. 
Howard, G.C. and Fast, C.R. 1957. Optimum Fluid Characteristics for Fracture Extension, Paper 
presented at Drilling and Production Practices , 1 January, New York, New York. API 261-270.  
Hurd, O. and Zoback, M. D. 2012. Stimulated shale volume characterization: multiwell case study 
from the Horn River Shale: I. Geomechanics and Microseismicity. Paper presented at the SPE 
Annual Technical Conference and Exhibition, 8-10 October, San Antonio, Texas, USA. SPE-
159536-MS. 
Huskey, W. L and Crawford, P. B. 1967. Performance of petroleum reservoirs containing vertical 
fractures in the matrix. Society of Petroleum Engineers Journal 7 (02): 221-228. SPE-1718-PA. 
Kazemi, H.. 1969. Pressure transient analysis of naturally fractured reservoirs with uniform fracture 
distribution. Society of petroleum engineers Journal 9 (04): 451-462. SPE-2156-A. 
Khristianovitch, S. A., and Zheltov, Y. P. 1955. Formation of Vertical Fractures by Means of Highly 
Viscous Liquid. Proceedings Fourth World Pet.Cong., Rome, 1955. Section II: 579-586. 
Kotsiantis, S. B, Zaharakis, I., and Pintelas, P. 2007. Supervised machine learning: A review of 
classification techniques. Emerging artificial intelligence applications in computer engineering 
160: 3-24.  
Izadi, M, Yildiz, T. 2009. Transient flow in discretely fractured porous media. SPE Journal 14(2): 
362–373. SPE-108190-PA. 
Liu, S. and Valkó, P. 2017. Optimization of Spacing and Penetration Ratio for Infinite-Conductivity 




Lougheed, D., Ewens, S. D., and Santo, M. 2013. Is That Radial Flow? What Can be Learned From 
Buildup Analysis of Multiply-Fractured Horizontal Wells In Unconventional Reservoirs. Paper 
presented at the SPE Unconventional Resources Conference-USA, 10-12 April, The Woodlands, 
Texas, USA. SPE-164525-MS. 
Mahmoud, A., Elkatatny, S., Mahmoud, M. et al. 2017. Determination of the total organic carbon 
(TOC) based on conventional well logs using artificial neural network. International Journal of 
Coal Geology 179: 72-80.  
Marongiu-Porcu, M., Ehlig-Economides, C., and Economides, M.J.. 2011. Global model for fracture 
falloff analysis. Paper presented at the North American Unconventional Gas Conference and 
Exhibition, 14-16 June, The Woodlands, Texas, USA. SPE-144028-MS. 
Mayerhofer, M. J. and Economides, M.J. 1993. Permeability Estimation from Fracture Calibration 
Treatments. Paper presented at the SPE Western Regional Meeting, 26-28 May, Anchorage, 
Alaska. SPE-26039-MS.   
Mayerhofer, M.J. and Economides, M.J. 1997. Fracture-Injection-Test Interpretation: Leakoff 
Coefficient Vs. Permeability. SPE Production & Operations 12 (4): 231-236. SPE-28562-PA. 
Mayerhofer, M.J., Ehlig-Economides, C.A., and Economides, M.J. 1995. Pressure-Transient Analysis 
of Fracture Calibration Tests. SPE Journal of Petroleum Technology 47 (3): 229-234. SPE-26527-
PA. 
McClure, M. W, Jung, H., Cramer, D. et al. 2016. The fracture-compliance method for picking closure 
pressure from diagnostic fracture-injection tests. SPE JOURNAL 21 (4): 1321-1339. SPE-179725-
PA. 
McLennan, J. D. and Roegiers, J. C. 1982. How instantaneous are instantaneous shut-in pressures? 
Paper presented at the SPE Annual Technical Conference and Exhibition , 26-29 September, New 
Orleans, Louisiana. SPE-11064-MS. 
Meehan, D. N., Horne, R. N., and Ramey, H. 1989. Interference testing of finite conductivity 
hydraulically fractured wells. Paper presented at the SPE Annual Technical Conference and 
Exhibition , 8-11 October, San Antonio, Texas. SPE-19784-MS. 
Mohamed I.M., Azmy R. M., Sayed M. et al. 2011. Evaluation of after-closure analysis techniques for 
tight and shale gas formations. Paper presented at the SPE Hydraulic Fracturing Technology 
Conference, 24-26 January, The Woodlands, Texas, USA. SPE-140136-MS. 
Mohamed M., Salah. M., Mazher, I. et al. 2019. Formation Lithology Classification: Insights into 
Machine Learning Methods. Paper presented at the SPE Annual Technical Conference and 
Exhibition, 30 September - 2 October, Calgary, Alberta, Canada.  SPE-196096-MS. 
Mohamed, M., Salah, M., Coskuner, Y., et al. 2019. Investigation of Non-Ideal Diagnostic Fracture 
Injection Tests Behavior in Unconventional Reservoirs. Paper presented at SPE Hydraulic 




Mohamed, M., Pieprzica C., Ibrahim, M. and Ozkan, E. 2019. Determination of ISIP Of Non-Ideal 
Behavior During Diagnostic Fracture Injection Tests. Paper presented at the Annual Technical 
Conference and Exhibition, Calgary, Alberta, Canada, 30 September - 2 October. SPE-195994-
MS.   
Mohamed, M., Salah, M., Coskuner, Y. et al. 2019. Integrated Approach to Evaluate Rock Brittleness 
and Fracability for Hydraulic Fracturing Optimization in Shale Gas. Paper presented at the SPE 
Oklahoma City Oil and Gas Symposium , 9-10 April, Oklahoma City, Oklahoma, USA. SPE-
195196-MS. 
Mohamed, M., Thaker, T., Ibrahim, M. and Ozkan, E. 2020. Developing Methodology for DFIT 
Design and Pressure Interpretation by Coupled Reservoir Geomechanics Flow Simulation. Paper 
presented at SPE Hydraulic Fracturing Technology Conference, The Woodlands, Texas, USA, 4-
6 February 2020. SPE-199728-MS. 
Mohamed, M., Ibrahim, M. and Ozkan, E.. Advanced Machine Learning Methods for Prediction of 
Fracture Closure Pressure. Paper presented at the SPE Unconventional Resources Conference, 
Calgary, Alberta, Canada, 5-16 September 2020. SPE-199974-MS. 
Mohamed, M., Ibrahim, M. and Ozkan, E. State of The Art in Characterization of Frac Stage Geometry 
and Conductivity Using Pressure Leakoff. Paper presented at the SPE Unconventional Resources 
Conference, Calgary, Alberta, Canada, 5-16 September 2020. SPE-200018-MS. 
Nolte, K. G. 1979. Determination of Fracture Parameters from Fracturing Pressure Decline. Paper 
presented at the SPE Annual Technical Conference and Exhibition, 23-26 September, Las Vegas, 
Nevada. SPE-8341-MS.  
Nolte, K. G. 1986. Determination of proppant and fluid schedules from fracturing-pressure decline. 
SPE Production Engineering 1 (04): 255-265. SPE-13278-PA. 
Nolte, K. G. 1986. A General Analysis of Fracturing Pressure Decline with Application to Three 
Models. SPE Formation Evaluation 1 (6): 571-583. SPE-12941-PA. 
Nolte, K. G. 1988. Principles for Fracture Design Based on Pressure Analysis. SPE-10911-PA SPE 
Production Engineering 3 (1): pp 22-30.  
Nolte, K. G., Maniere, J.L., and Owens, K.A. 1997. After-Closure Analysis of Fracture Calibration 
Tests. Paper presented at the SPE Annual Technical Conference and Exhibition, 5-8 October, San 
Antonio, Texas. SPE-38676-MS. 
Nolte, K. G. 1997. Background for after-closure analysis of fracture calibration Tests. Unsolicited 
companion paper to SPE 38676. 
Nordgren, R. P. 1972 Propagation of Vertical Hydraulic Fracture. SPE Journal 12 (4): 306-314. SPE-
3009-PA. 
Noshi, C. I. and Schubert, J. S. 2019. Application of Data Science and Machine Learning Algorithms 
for ROP Prediction: Turning Data into Knowledge. Paper presented at the Offshore Technology 
Conference, Houston, Texas, USA, 6–9 May. OTC-29288-MS.  
162 
 
Perkins, T. K., and Kern, L. R. 1961. Widths of Hydraulic Fracture. SPE Journal of Petroleum 
Technology 13 (9): pp 937-949. SPE-89-PA. 
Rodriguez F., Cinco-Ley H. and Samaniego V. F. 1992. Evaluation of fracture asymmetry of finite-
conductivity fractured wells. SPE Prod. Eval. 7 233–9. SPE-20583-PA. 
Roussel, N. P. 2017. Analyzing ISIP Stage-by-Stage Escalation to Determine Fracture Height and 
Horizontal-Stress Anisotropy. Paper presented at the SPE Hydraulic Fracturing Technology 
Conference and Exhibition, 24–26 January, The Woodlands, Texas, USA. SPE-184865-MS. 
Sookprasong, P. A. 1986. Plot procedure finds closure pressure. Oil Gas J., 84 (36). 
Samuel, A. L. 1988. Some Studies in Machine Learning Using the Game of Checkers. II—Recent 
Progress. In Computer Games I, 366-400. New York, New York: Springer. 
Soliman, M., East, L., and Adams, D. 2004. Geomechanics aspects of multiple fracturing of horizontal 
and vertical wells. SPE Drilling & Completion. 23: (03) 217 - 228. SPE-86992-PA. 
Soliman, M.Y., Craig, D.P., Bartko, K.M., Rahim, Z., and Adams, D.M. 2005. Post-Closure Analysis 
to Determine Formation Permeability, Reservoir Pressure, Residual Fracture Properties. Paper 
presented at the SPE Middle East Oil and Gas Show and Conference, 12-15 March, Kingdom of 
Bahrain. SPE-93419-MS. 
Simos, A. N., Tannuri, E. A., Sparano, J.V. and Matos, V.L.F. 2010. Estimating wave spectra from the 
 motions of moored vessels: experimental validation. Applied Ocean Research 32, 191–208.   
Salah, M., Mohamed, M., Ibrahim, M. et al. 2019. A Newly Developed Approach to Evaluate Rock 
Brittleness and Fracability for Hydraulic Fracturing Optimization in Shale Gas. Paper presented 
at the SPE Western Regional Meeting, 23-26 April, San Jose, California, USA. SPE-195280-MS. 
Talley, G. R, Swindell, T. M, Waters, G. A. et al. 1999. Field application of after-closure analysis of 
fracture calibration tests. Paper presented at the SPE Mid-Continent Operations Symposium, 28-
31 March, Oklahoma City, Oklahoma. SPE-52220-MS. 
Tang, J. and Wu, K. 2018. A 3-D model for simulation of weak interface slippage for fracture height 
containment in shale reservoirs. International Journal of Solids and Structures 144: 248-264. 
Tang, J., Wu, K., Zeng, B. et al. 2018. Investigate effects of weak bedding interfaces on fracture 
geometry in unconventional reservoirs. Journal of Petroleum Science and Engineering 165: 992-
1009. 
Teimoori, A., Chen, Z., Rahman, S. et al. 2003. Calculation of permeability tensor using boundary 
element method provides a unique tool to simulate naturally fractured reservoirs. Paper presented 
at the SPE Annual Technical Conference and Exhibition, 5-8 October, Denver, Colorado. SPE-
84545-MS. 
Tian, W., Darnley, A., Mohle, T. et al. 2019. Understanding Frac Fluid Distribution of an Individual 
Frac Stage from Chemical Tracer Flowback Data. Paper presented at the SPE Hydraulic 




Ueda, K., Kuroda, S., Rodriguez-Herrera A., et al., Hydraulic Fracture Design in the Presence of 
Highly-Stressed Layers: A Case Study of Stress Interference in a Multi-Horizontal Well Pad. 
Presented at SPE Hydraulic Fracturing Technology Conference and Exhibition, Society of 
Petroleum Engineers, 23-25 January, The Woodlands, TX, USA, 2018. SPE-189845-MS. 
Valkó, P. P., and Economides, M. J. 1995. Hydraulic Fracture Mechanics. Chapt. 8. New York City, 
New York: John Wiley & Sons. 
Warren J. and Root, P. 1963. The behavior of naturally fractured reservoirs. Society of Petroleum 
Engineers Journal 3 (03): 245-255. SPE-426-PA. 
Wang, H. and Sharma, M. 2017. New Variable Compliance Method for Estimating In-Situ Stress and 
Leak-Off from DFIT Data. Paper presented at SPE Annual Technical Conference and Exhibition, 
9-11 October, San Antonio, Texas, USA. SPE-187348-MS. 
Weng, X.. 1993. Fracture initiation and propagation from deviated wellbores. Paper presented at the 
SPE Annual Technical Conference and Exhibition , 3-6 October, Houston, Texas. SPE-26597-
MS. 
Willingham, J.D., Tan, H. C., and Norman, L. R. 1993. Perforation friction pressure of fracturing fluid 
slurries. Paper presented at the Low Permeability Reservoirs Symposium, 26-28 April, Denver, 
Colorado. SPE-25891-MS. 
Wright, T., Cipolla, C., Perry, K. et al. 1993. Identification and Comparison of True Net Fracturing 
Pressures Generated by Pumping Fluids with Different Rheology into the Same Formations. Paper 
presented at the SPE Gas Technology Symposium , 28-30 June, Calgary, Alberta, Canada. SPE-
26153-MS. 
Zanganeh, B., Clarkson, C. R., and Hawkes, R. V. 2017. Reinterpretation of fracture closure dynamics 
during diagnostic fracture injection tests. Paper presented at the SPE Western Regional Meeting, 
23-27 April, Bakersfield, California. SPE-185649-MS. 
Zheltov, A. K. 1955. 3. Formation of vertical fractures by means of highly viscous liquid. Paper 





SEMI-ANALYTICAL MODELING PRESSURE TRANSIENTS IN HOMOGENEOUS 
POROUS MEDIA  
A.1  Objective 
This chapter describes the development of a semi-analytical model that simulates transient 
flow in a homogenous porous medium that contains finite conductivity, randomly connected and 
disconnected, natural fractures. The model describes the pressure transients for the pressure falloff 
after a hydraulic fracture intersecting randomly distributed natural fractures is generated. This 
chapter consists of four sections; physical description of the model and model assumptions, 
fracture flow model, reservoir flow model, and geomechanical model.  
A.2  Assumptions of the semi-analytical model 
In the semi-analytical model, the natural fractures are arbitrarily distributed in the system and 
may intercept the horizontal wellbore. Figure A.1 shows a schematic for the model. Following are 
the assumptions used to derive the analytical model. 
• Nnf is the number of vertical natural fracture (distributed arbitrarily and may intercept 
wellbore) 
• An anisotropic and homogenous infinite slab reservoir 
• Principle permeabilities of Kx and Ky coinciding with the cartesian coordinate system. 
• Single-phase flow under isothermal conditions 
• Slightly compressible fluid of constant viscosity and compressibility 
• Isolated and discrete natural fracture 
• Single-phase and incompressible fluid inside natural fractures and hydraulic fracture 
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• Negligible gravitational force 
 
Figure A.1  Schematic of the physical model studied in this chapter. On the left-hand side natural 
fractures are randomly distributed but isolated from hydraulically fractured wellbore. On the 
right-hand side natural fractures are intersection the hydraulically fractured wellbore. 
 
A.3  Description of coupled models. 
The analytical model couples the following three models using continuity of mass and pressure 
at the fracture matrix interfaces. 
• Reservoir-flow model 
• Fracture-flow model (Izadi and Yildiz 2009) 
• Fracture propagation geomechanical model 
A.4  Reservoir-flow model 
In this model, 2D diffusivity equation governs transient flow in the porous media with 
randomly distributed natural fractures and one wellbore intercepted by a hydraulic fracture is 
assumed in the reservoir. 





𝑘𝑥 𝜕2∆𝑝𝜕𝑥2 + 𝑘𝑦 𝜕2∆𝑝𝜕𝑦2 +  𝑆𝑤(𝑡) + 𝑆𝑓(𝑡) =  𝛽 𝜕∆𝑝𝜕𝑡  (A.1) 
The boundary conditions and initial conditions can be defined as follows 
𝑡 = 0                            ∆𝑝(0, 𝑥, 𝑦) = 0 
1. 𝑥 →  ± ∞                            lim𝑥→ ± ∞ ∆𝑝(𝑡, 𝑥, 𝑦) = 0 
lim𝑥→ ± ∞ 𝜕∆𝑝𝜕𝑥 = 0 
2. 𝑦 →  ± ∞                            lim𝑦→ ± ∞ ∆𝑝(𝑡, 𝑥, 𝑦) = 0 
lim𝑦→ ± ∞ 𝜕∆𝑝𝜕𝑦 = 0 
where Sw is the source function for the vertical well; 
  
𝑆𝑤(𝑡) =  𝛾 ∑ 𝑞𝑤𝑚𝑀𝑚=1 (𝑡)(𝑥 − 𝑥𝑤𝑚)𝛿(𝑦 − 𝑦𝑚) (A.2) 
and, Sf is the source function for both hydraulically fracture and naturally fractures  
 𝑆𝑓(𝑡) =  𝛾 ∑ ∫ 𝑞𝑓𝑛(𝑢𝑛, 𝑡)𝛿(𝑥 − 𝑥𝑓𝑛 − 𝑢𝑛𝑐𝑜𝑠𝜃𝑓𝑛)𝛿(𝑦 − 𝑦𝑓𝑛 − 𝑢𝑛𝑠𝑖𝑛𝜃𝑓𝑛)𝑑𝑢𝑛𝐿𝑓𝑛0𝑁𝑡𝑓𝑛=1  (A.3) 
Following Izadi and Yildiz (2009) and applying Laplace and Fourier transforms to find 
reservoir solution, pressure drop at any point in the reservoir can be computed as follows: 
  ∆𝑝(𝑠, 𝑥, 𝑦) = 𝑐 [ ∑ ?̃?𝑀𝑚=1 (𝑠)𝐾0[𝑎𝑣𝑜𝑚]





  𝑎𝑣𝑜𝑚 = √𝛽𝑠√(𝑥 − 𝑥𝑤𝑚)2𝑘𝑥 + (𝑦 − 𝑦𝑤𝑚)2𝑘𝑦  (A.5) 
 𝑎𝑡𝑓𝑛(𝑢𝑛) = √𝛽𝑠√(𝑥 − 𝑥𝑓𝑛 − 𝑢𝑛cos𝜃𝑓𝑛)2𝑘𝑥 + (𝑦 − 𝑦𝑓𝑛 − 𝑢 sin 𝜃𝑓𝑛)2𝑘𝑦             (A.6) 
A.5  Fracture-flow model 
In this study, natural fractures are assumed to be homogenous porous medium with dimensions 
of hn, Lfn, and wfn. The fracture properties, such as permeability (kfn), porosity (𝜙fn), and 
compressibility (cfn), are assigned for each natural fracture. Fluid flow inside the fractures is one 
dimensional along the fracture azimuth. A hydraulically induced fracture contains a point of 
injection with a flow rate of qwhfn(t). Natural fractures as well as the single hydraulic fracture are 
assumed to be incompressible and with finite conductivity. Figure A.2 is a schematic for the fluid 
flow inside and around a hydraulically fractured well. The point of injection is located in the 
middle of the fracture. 
  
 
Figure A.2  Schematic of fracture flow model used in this study. 
 
1D diffusivity equation with 2 source terms governs flow inside fractures. Following Izadi and 
Yildiz (2009) and applying Laplace and Fourier transforms to develop the fracture flow model, the 








𝑞𝑠𝑓𝑛(𝑧𝑛, 𝑡) = ∑ 𝑞𝑠𝑓𝑖(𝑡)∆𝐿𝑓𝑛 {𝐻[𝑧𝑛 − (𝑖 − 1)∆𝐿𝑓𝑛] − 𝐻[𝑧𝑛 − 𝑖∆𝐿𝑓𝑛]}𝑛𝑖=1  
 
(A.8) 
Where the initial and boundary conditions are: 
𝑡 = 0                            ∆𝑝𝑓(𝑧, 0) = 0 𝑧𝑛 = 0            →               𝜕∆𝑝𝑓𝑛𝜕𝑧𝑛 = 0 𝑧𝑛 = 𝐿𝑓𝑛           →             𝜕∆𝑝𝑓𝑛𝜕𝑧𝑛 = 0 
For Hydraulically fractured wells: 
  ∑ 𝑞𝑠𝑓𝑖(𝑡) = 𝑞𝑤ℎ𝑓𝑛𝑁𝑠𝑛𝑖=1  (A.9) 
For Natural Fractures: 
  ∑ 𝑞𝑠𝑓𝑖(𝑡) = 0𝑁𝑠𝑛𝑖=1  (A.10) 
   
Pressure at the center of the jth segment of the kth fracture can be computed as follows. 
 
∆𝑝𝑓𝑛(𝑧𝑠𝑘𝑗, 𝑠) = ∆?̃?𝑓𝑘 |𝑧𝑘=0 − 1𝑠 𝛾𝑓𝑘𝑘𝑓𝑘 𝑞𝑤ℎ𝑓𝑘(𝑧𝑠𝑘𝑗 − 𝑧𝑤𝑓𝑘)+  𝛾𝑓𝑘𝑘𝑓𝑘 {∑ ?̃?𝑓𝑘𝑖(𝑠)(𝑧𝑠𝑘𝑗 − 𝑧𝑠𝑘𝑖) +𝑗−1𝑖=1 ?̃?𝑓𝑘𝑗(𝑠)∆𝐿𝑓𝑘 12 (𝑧𝑠𝑘𝑗 − (𝑧𝑠𝑘𝑗 − ∆𝐿𝑓𝑘/2)2 } (A.11) 
  
A.6  Coupling fracture- and reservoir-flow models 
Using the continuity of mass and pressure at the fracture matrix interfaces, the final solution 
for pressure at any point of the reservoir is in the form of a finite series containing fracture rates. 
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Writing the solution for all fractures segments, we end up with a matrix whose solution yields 
fracture pressure drop and the rate distribution along the fractures.  
  
∆?̃?𝑘𝑗(𝑠)|𝑟𝑒𝑠𝑒𝑟𝑣𝑜𝑖𝑟 = ∆𝑝𝑓𝑘𝑗(𝑠)|𝑓𝑟𝑎𝑐𝑡𝑢𝑟𝑒  (A.12) 
  ?̃?𝑓𝑘𝑗(𝑠)|𝑟𝑒𝑠𝑒𝑟𝑣𝑜𝑖𝑟=?̃?𝑓𝑘𝑗(𝑠)|𝑓𝑟𝑎𝑐𝑡𝑢𝑟𝑒  (A.13) 
where  
- ∆𝑝𝑘𝑗(𝑠) pressure drop at the fracture face on the reservoir side. 
-  ∆𝑝𝑓𝑘𝑗(𝑠) pressure drop at the fracture face on the fracture side. 
- ?̃?𝑓𝑘𝑗(𝑠)|𝑟𝑒𝑠𝑒𝑟𝑣𝑜𝑖𝑟 Rate at which fluid leaves the reservoir at the face of the jth segment 
on the kth fracture. 
- ?̃?𝑓𝑘𝑗(𝑠)|𝑓𝑟𝑎𝑐𝑡𝑢𝑟𝑒  Rate at which fluid enters into the fracture at the face of the jth 
segment on the kth fracture. 
A.7  Geomechanical model: Fracture initiation and fluid leakoff rate 
At the beginning of injection, the fluid is compressed in the wellbore and little, if any, flows 
into the formation with a millidarcy permeability. Once a fracture is created, a high conductivity 
path will allow the compressed fluid to expand and thus the flowing rate at the injection point 
(bottom) is likely to be more than the surface. Consequently, the fracture volume increases and 
injection fluid is used to fill up the created fracture and will not flow into the reservoir. Therefore, 
the leakoff rate is calculated as the bottom hole minus the rate of change of fracture volume. 
  𝑞𝑤(𝑡) = 𝑞𝑙(𝑡) + 𝑑𝑉𝑓𝑟𝑎𝑐(𝑡)𝑑𝑡  (A.14) 
where 𝑞𝑤(𝑡) is the rate at injection point (bottom) and 𝑞𝑙(𝑡) is the leak-off rate.  
Using the mass balance to describe the wellbore storage: 
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  𝑞𝑤𝑠𝑒(𝑡) = 𝑞𝑤(𝑡) − 𝑞𝑖𝑛𝑗𝐵 = 𝑑𝑉𝑤𝑏𝑑𝑡   (A.15) 
where 
  
𝑑𝑉𝑤𝑏𝑑𝑡 = 𝑑𝑉𝑤𝑏𝑑𝑝𝑤 𝑑𝑝𝑤𝑑𝑡  (A.16) 
and fluid compressibility is defined as 
  
𝑐𝑤𝑏 = 𝑑𝑉𝑤𝑏𝑉𝑤𝑏𝑑𝑝𝑤 (A.17) 
Therefore; 
  𝑞𝑤𝑠𝑒(𝑡) = −𝑐𝑤𝑏𝑉𝑤𝑏 𝑑𝑝𝑤𝑑𝑡   (A.18) 
  𝑞𝑤(𝑡) = 𝑞𝑤𝑠𝑒(𝑡) + 𝑞𝑖𝑛𝑗𝐵 (A.19) 
Substituting in Eq. 4.14, the fluid leakoff rate is defined as 
  
 𝑞𝑙(𝑡) = 𝑞𝑖𝑛𝑗𝐵 + 𝑞𝑤𝑠𝑒(𝑡) − 𝑑𝑉𝑓𝑟𝑎𝑐(𝑡)𝑑𝑡  (A.20) 
   𝑞𝑙(𝑡) = 𝑞𝑖𝑛𝑗𝐵 + −𝑐𝑤𝑏𝑉𝑤𝑏 𝑑𝑝𝑤𝑑𝑡  − 𝑑𝑉𝑓𝑟𝑎𝑐(𝑡)𝑑𝑡   (A.21) 
  𝑞𝑙(𝑡) = 𝑞𝑖𝑛𝑗𝐵 + −𝐶 𝑑𝑝𝑤𝑑𝑡  − 𝑑𝑉𝑓𝑟𝑎𝑐(𝑡)𝑑𝑡   (A.22) 
A.8  Geomechanical model: Fracture propagation 
Linear fracture propagation and rectangular cross-section are used in this model and both are 
updated at each time step. During injection, the boundaries of the fracture (length and width) are 
moving and the fracture propagation is assumed to be symmetrical and the tip position is on the 
same horizontal plane for any point of time.  
Fluid flowing from the fracture tip into the reservoir is neglected. This makes a flowing 
boundary moving in the width direction and boundary moving in length direction and an average 
width along the length of the fracture is used. Fluid pumped is partially stored in the fracture and 
the residual leave the fracture face into the reservoir. At each time step the adjusted fracture 
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dimension is used to calculate the pressure along the fracture. This is best described as a static 
calculation for each time period.  
 
Figure A.3 - Fracture growth in length and width at three-time steps. 
 
At a given time-step, the system behaves as a single injecting planar fractured well, with two 
semi-finite reservoirs. The maximum fracture width at the injection point is a function of net 
pressure and length (Nolte, 1986), given by 
  
𝑤𝑤(𝑡) = 4𝑝𝑛𝑥𝑓(𝑡)𝐸′  (A.23) 
where the net pressure, (𝑝𝑛), is equal to the pressure at wellbore (𝑝𝑤) minus the closure pressure 
(𝑝𝑐). 𝐸′ is the plain strain modulus ( 𝐸1−𝑣2), 𝑣 is the Poisson’s ratio, and 𝐸 is Young’s modulus. 
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Nolte (1986) defined the average width along the fracture as  
  𝑤𝑎𝑣𝑒(𝑡) = 𝜋 4 𝑤𝑤(𝑡) = 𝜋𝑥𝑓(𝑡)𝐸′ (𝑝𝑤 − 𝑝𝑐) (A.24) 
The change in fracture volume is defined as 
  
𝑑𝑉𝑓𝑟𝑎𝑐(𝑡)𝑑𝑡 = 2ℎ 𝑑(𝑥𝑓(𝑡)𝑤𝑎𝑣𝑒(𝑡)) 𝑑𝑡  (A.25) 
substituting Eq. A.23 and A.24 in A.25 
  
𝑑𝑉𝑓𝑟𝑎𝑐(𝑡)𝑑𝑡 = 2𝜋ℎ 𝐸′ (𝑥𝑓2(𝑡) 𝑑𝑝𝑤𝑑𝑡 + 2𝑝𝑛 𝑥𝑓(𝑡) 𝑑𝑥𝑓(𝑡) 𝑑𝑡 ) (A.26) 
In dimensionless forms: 
  
𝑡𝐷 = 𝑘 𝑡 ∅𝑐𝑡 𝜇 𝑥𝑓2 (A.27) 
  
𝑥𝑓𝐷 = 𝑥𝑓(𝑡)𝑥𝑓  (A.28) 
  
𝑞𝐷 = 𝑞(𝑡)𝑞𝑖𝑛𝑗𝐵 (A.29) 
  
𝑤𝐷 = 𝑤𝑎𝑣𝑒(𝑡)𝑥𝑓  (A.30) 
  
𝐶𝐷 = 𝐶2𝜋∅𝑐𝑡ℎ 𝑥𝑓2 (A.31) 
 
𝑝𝐷 = 2𝜋𝑘ℎ𝑞𝑖𝑛𝑗𝜇𝐵 (𝑝 − 𝑝𝑖) (A.32) 
 
𝑝𝑏𝐷 = 2𝜋𝑘ℎ𝑞𝑖𝑛𝑗𝜇𝐵 (𝑝𝑏 − 𝑝𝑖) (A.33) 
where 𝑝𝑏 is the breakdown pressure. 




 𝑞𝑙𝐷(𝑡𝐷) = 1 − (𝐶𝐷 + 𝑥𝑓𝐷2 (𝑡𝐷)𝐸′∅𝑐𝑡 ) 𝑑𝑝𝑤𝐷𝑑𝑡𝐷 − 2𝐸′∅𝑐𝑡 𝑥𝑓𝐷(𝑡𝐷) 𝑑𝑥𝑓𝐷(𝑡𝐷)𝑑𝑡𝐷 (𝑝𝑤𝐷 − 𝑝𝑐𝐷)  (A.34) 
and the rate of growing fracture volume (Eq. A.26) can be written in dimensionless form as 
 
𝑑𝑉𝑓𝑟𝑎𝑐(𝑡𝐷)𝑑𝑡𝐷 /𝑞𝑖𝑛𝑗𝐵 = 2 𝐸′∅𝑐𝑡 𝑥𝑓𝐷(𝑡𝐷) 𝑑𝑥𝑓𝐷(𝑡𝐷) 𝑑𝑡𝐷 (𝑝𝑤𝐷 − 𝑝𝑐𝐷) + 𝑥𝑓𝐷2 (𝑡𝐷)𝐸′∅𝑐𝑡 𝑑𝑝𝑤𝐷𝑑𝑡𝐷  (A.35) 
Fluid efficiency is the ratio of fracture volume to the total cumulative injected fluid volume at 
shut-in and can be defined as follows 
 𝑓𝑒 =  ∫ [ 2 𝐸′∅𝑐𝑡 𝑥𝑓𝐷(𝑡𝐷) 𝑑𝑥𝑓𝐷(𝑡𝐷) 𝑑𝑡𝐷 (𝑝𝑤𝐷 − 𝑝𝑐𝐷) + 𝑥𝑓𝐷2 (𝑡𝐷)𝐸′∅𝑐𝑡 𝑑𝑝𝑤𝐷𝑑𝑡𝐷 ] 𝑑𝑡𝐷𝑡𝑠ℎ𝑢𝑡−𝑖𝑛𝐷 0 𝑡𝑠ℎ𝑢𝑡−𝑖𝑛𝐷  (A.35) 
Fracture areal growth is bounded by an upper limit when a negligible fluid leakoff is assumed 
and a lower limit when the fluid leakoff is dominant.  An approximation for the fracture areal 
growth can be written as follows: 
(𝜏𝑡)𝑒 = 𝑥𝑓(𝜏)𝐿  (A.36) 
where t is the current time step and 𝜏 is a previous time. L is the current fracture half-length and 𝑥𝑓(𝜏) is the fracture half-length at 𝜏. The lower bound and upper bound for the exponent e are 
0.5 and 1, respectively.  
The fracture half-length at shut-in, 𝑥𝑓, is taken as a reference length to obtain the dimensionless 
term. Thus Eq. A.36 can be written as follows 
( 𝑡𝑡𝑠ℎ𝑢𝑡−𝑖𝑛)𝑒 = 𝑥𝑓(𝑡)𝑥𝑓  (A.37) 
The dimensionless fracture half-length at any point of time is given as follows 
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𝑑𝑥𝑓(𝑡𝐷)𝑑𝑡𝐷 = 𝑒 ( 𝑡𝐷𝑡𝑠ℎ𝑢𝑡−𝑖𝑛𝐷 )𝑒−1 𝑡𝑠ℎ𝑢𝑡−𝑖𝑛𝐷  (A.38) 
Figure A.4 shows the change of the fracture boundaries (width and length) with time. Fracture tip 
moves from 𝑥𝑓,𝑖 to  𝑥𝑓,𝑖+1 and fracture width moves from 𝑤𝑎𝑣𝑒,𝑖 to 𝑤𝑎𝑣𝑒,𝑖+1 with changing time 
from 𝑡𝑖 to 𝑡𝑖+1. 
Superposition of fractures of different geometries in time is needed to calculate the transient 
pressure response.  
 
Figure A.4  Propagation of Fracture in length and width at three consecutive time steps. 
 
A.9  Geomechanical model: Fracture closure 
At the end of the injection, it is assumed that fracture ceases to propagate (no additional tip 
extension) and thus 𝐶𝐷 = 0. Also, the reservoir pressure is higher than the pressure inside fracture 
segments and, therefore, segments with pressure less than the reservoir pressure, will be 
removed/closed first as shown in Figure A.5. 
At shut-in, fracture volume is calculated as 
𝑤𝑎𝑣𝑒, 𝑖+2  𝑤𝑎𝑣𝑒, 𝑖+1 𝑤𝑎𝑣𝑒, 𝑖  
𝑥𝑓,𝑖  𝑥𝑓,𝑖+2 𝑥𝑓,𝑖+1 




𝑉𝑓𝑟𝑎𝑐 = 𝑓𝑒𝑞𝑖𝑛𝑗𝑡𝑠ℎ𝑢𝑡−𝑖𝑛 (A.39) 
and, thus, the leakoff rate at shut-in and before fracture closure is equal to the rate of change of 
fracture volume and is equal to  
𝑞𝑙 = 𝜕𝑉𝑓𝑟𝑎𝑐𝜕𝑡  (A.40) 
Substituting Eq. A.24 into A.40 
𝑞𝑙 = −𝜋ℎ𝑥𝑓2𝐸′ 𝜕𝑝𝑤  𝜕𝑡  (A.41) 
𝑞𝑙𝜕𝑡 = −𝜋ℎ𝑥𝑓2𝐸′ 𝜕𝑝𝑤 (A.42) 
∫ 𝑞𝑙𝜕𝑡𝑡𝑐𝑡𝑠ℎ𝑢𝑡−𝑖𝑛 = ∫ −𝜋ℎ𝑥𝑓2𝐸′ 𝜕𝑝𝑤𝑡𝑐𝑡𝑠ℎ𝑢𝑡−𝑖𝑛  (A.43) 
where 𝑡𝑐 is the time for the fracture to completely close.  Integration of Eq. A.43 results in the total 
leakoff volume during the closing time (𝑄𝑙,𝑠𝑐).  
𝑄𝑙,𝑠𝑐 = 𝜋ℎ𝑥𝑓2𝐸′ (𝐼𝑆𝐼𝑃 − 𝑝𝑐) (A.44) 
and  𝐼𝑆𝐼𝑃 is the instantaneous shut-in pressure, and 𝑝𝑐  is the fracture closure pressure. 
Total leakoff after fracture closure is equal to the fracture volume at shut-in. Thus Eq. A.43 is 
equal to Eq.  A.39.  
𝑓𝑒𝑞𝑖𝑛𝑗𝑡𝑠ℎ𝑢𝑡−𝑖𝑛 = 𝜋ℎ𝑥𝑓2𝐸′ (𝐼𝑆𝐼𝑃 − 𝑝𝑐) (A.45) 
Solving for fracture half-length (𝑥𝑓) and fracture width (𝑤𝑎𝑣𝑒) yields 
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𝑥𝑓 = (𝑓𝑒𝑞𝑖𝑛𝑗𝑡𝑠ℎ𝑢𝑡−𝑖𝑛 𝐸′𝜋ℎ (𝐼𝑆𝐼𝑃 − 𝑝𝑐) )0.5 (A.46) 






Figure A.5  Schematic of fracture closure as pressure decrease inside the fracture. 
 
Various methods can be used to estimate closure pressure as discussed in Chapter 2. After 
identifying the closure pressure, the fracture half-length, and fracture width can be estimated by 
Equation A.46. 
A.10  Summary and future work 
This chapter presents the derivations for three models namely; reservoir-flow model, fracture-
flow model and fracture propagation/closure model, to compute the flux profile and pressure 
response for a fractured well. Generally, we seek in the future to couple the previously mentioned 
models with each other through pressure and fluid transfer continuity over fracture/reservoir 
contact interface. Source and sink functions are used for the fracture and reservoir flow models, as 
the fundamental method to compute the pressure response in Laplace domain.  
Rate of fluid leak-off was derived analytically using material balance, injecting rate, wellbore 
storage effect and rate of growth of fracture volume as a function of bottom hole pressure. Using 
qfn1 qfn2 qfn3 qfni qfs,Nsn 
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the rate of fluid leak-off derivation, a simplified variable rate well test problem combined with a 
moving fracture boundary problem is obtained. The compression of fracturing fluid before fracture 
is accounted for as well and is determined by initial formation breakdown pressure. 
