If M, N are maximal nests on a finite-dimensional Hilbert space H, the dimension of the intersection of the corresponding nest algebras is at least dim H. On the other hand, there are three maximal nests whose nest algebras intersect in the scalar operators.
Introduction
Throughout what follows H will denote a finite-dimensional non-zero complex Hilbert space. The set of operators acting on H is denoted by B(H ) and the set of n × n complex matrices is denoted by M n (C).
A family N of subspaces of H is a nest (or a chain) if it is totally-ordered by set inclusion. If {f 1 , f 2 , . . . , f n } is a basis of H, then N = {(0)} ∪ {N i : 1 i n}, where N i = span{f 1 , f 2 , . . . , f i }, is a maximal nest. We say that N arises from the basis {f 1 , f 2 , . . . , f n }. Every maximal nest arises from some basis of H. All the nests that we will consider below will be maximal. For any nest N, Alg N denotes the algebra of operators which leave every element of N invariant. Such algebras are called nest algebras. (In infinite-dimensions, unlike the situation in finite-dimensions, topology plays an important role in the study of such algebras [1] .) If N arises from the basis {f 1 , f 2 , . . . , f n }, then Alg N is simply the set of those operators whose matrix relative to this basis is upper-triangular. Then the set of nilpotent elements of Alg N is the set of operators whose matrix is strictly upper-triangular. Note that this set is a two-sided ideal of Alg N.
If M, N are maximal nests, it is not difficult to show that the dimension of the intersection of the corresponding nest algebras is at least dim H. Neither is it difficult to find an example of three maximal nests whose Alg's intersect minimally, that is, in the scalar operators. In Section 2 we show (Proposition 4) that the dimension of the intersection of two nest algebras (corresponding to maximal nests) can be of any integer value from n to n(n + 1)/2, where n = dim H. Given a basis {f 1 , f 2 , . . . , f n } of H, and a family of permutations {π i : 1 i k} of {1, 2, . . . , n} with π 1 = identity, we obtain a family {N i : 1 i k} of maximal nests by taking N i to be the nest arising from the basis {f π i (1) , f π i (2) , . . . , f π i (n) }. We characterise such families {N i : 1 i k} (Theorem 1) and deduce that for any two maximal nests, there exists a basis {f 1 , f 2 , . . . , f n } of H and a permutation π such that the nests arise from the bases {f 1 , f 2 , . . . , f n } and {f π (1) , f π (2) , . . . , f π(n) } (Corollary 2). We also characterise those pairs of maximal nests for which the intersection of the corresponding nest algebras has minimum dimension (Corollary 3).
In Section 3 we consider matrix incidence algebras. We characterise those algebras which are upper-triangular matrix incidence algebras relative to some basis, as intersections of certain nest algebras (Theorem 2).
Intersections of nest algebras
Proof. If M arises from the basis {f 1 , f 2 , . . . , f n }, then Alg M consists of those operators whose matrix relative to this basis is upper-triangular. Hence dim(Alg M) = n(n + 1)/2. Similarly dim(Alg N) = n(n + 1)/2. Thus
Proof. Let {f 1 , f 2 , . . . , f n } be any basis of H. Let M, respectively N, be the maximal nest arising from the basis {f 1 , f 2 , . . . , f n }, respectively {f n , f n−1 , f n−2 , . . . ,
. . , g n } be any basis of H containing g 1 . Let L be the nest arising from the basis {g 1 , g 2 , . . . , g n }. Then Alg M ∩ Alg N consists of those transformations whose matrix relative to the basis {f 1 , f 2 , . . . , f n } is diagonal. Every such transformation which has g 1 as an eigenvector is scalar and the result follows.
Notice that, with M, N as in the preceding proof, we have dim(Alg M ∩ Alg N) = n, which is the least possible value by Proposition 1. Later (Corollary 3) we will show that two nest algebras satisfying this minimum-dimension condition must be related in the same way that M and N are.
Next, however, we show that dim(Alg M ∩ Alg N) can take all possible integer values from n to n(n + 1)/2. In the remainder, we use the following notation for permutations: If π is a permutation of {1, 2, . . . , n}, and π(i) = p i we write 
Proof. Let A, respectively A π , be the set of matrices of the elements of Alg N, respectively Alg N π , relative to the basis 
The desired result follows.
Proposition 4.
If dim H = n, then for every integer k satisfying n k n(n + 1)/2, there exist maximal nests M, N on H such that
where N and N π are the maximal nests arising from the bases {f 1 , f 2 , . . . , f n } and {f π (1) , f π (2) , . . . , f π(n) }, respectively. For each n k n(n + 1)/2 we describe a permutation π k such that ρ π k = k, where ρ π k is calculated using Proposition 3.
We begin with the permutation π n = (n, n − 1, n − 2, . . . , 3, 2, 1). By Proposition 3, ρ π n = n (this was noted earlier too). In the n-tuple describing π n move 1 one step to the left to obtain π n+1 = (n, n − 1, n − 2, . . . , 3, 1, 2). Then ρ π n+1 = n + 1. Continue moving 1 to the left one step at a time until π 2n−1 = (1, n, n − 1, n − 2, . . . , 3, 2) is reached. We obtain permutations π k for n k 2n − 1 for which ρ π k = k. Similarly, starting with π 2n−1 , move 2 one step at a time, over n − 2 steps, until π 3n−3 = (1, 2, n, n − 1, . . . , 4, 3) is reached. We obtain permutations π k for 2n k 3n − 3 for which ρ π k = k. Continue this process.
At an intermediate stage we start with the permutation (1, 2, 3 , . . . , j, n, n − 1, . . . , j + 2, j + 1) and move j + 1 one step at a time, over n − j − 1 steps, to finally obtain the permutation (1, 2, 3 ,
In doing so, we obtain permutations π k for 1
We show that any pair of maximal nests M, N arises in the way described in Proposition 3. To prove this we need some preliminary lemmas.
Lemma 1. For 1 i k let N i be a maximal nest on H, where dim H = n, and let S i be the set of nilpotent elements of Alg
be the diagonal of the matrix of A relative to the basis With the notation of the statement of the preceding lemma, the dimension of (
For example, the dimension of this quotient for the three maximal nests given in the proof of Proposition 2 is 1. The next result characterises those families of maximal nests for which the quotient has dimension equal to dim H. Theorem 1. For 1 i k let N i be a maximal nest on H, where dim H = n, and let S i be the set of nilpotent elements of Alg N i . Then (1) , f π i (2) , . . . , f π i (n) }.
Proof. Suppose first that, for 1 i k, N i is the maximal nest arising from the basis {f π i (1) , f π i (2) , . . . , f π i (n) } where {f 1 , f 2 , . . . , f n } is a basis of H and π i is a permutation of {1, 2, . . . , n}, with π 1 =identity. For every 1 r n let A r ∈ B(H ) be the operator satisfying
α r A r is nilpotent, where α r , 1 r n, are scalars, then α r = 0, for every r.
. By the preceding lemma this quotient space has dimension at most n, so it has dimension equal to n.
Conversely, suppose that dim 
It is clear that (1) , f π i (2) , . . . , f π i (r) } for all 1 r n and 2 i k. Thus N i arises from the basis {f π i (1) , f π i (2) , . . . , f π i (n) } and the proof is complete. 
Proof. Let θ : B(H ) → B(H ) * be the linear bijection defined by (θ(A))(B) = tr(AB), A, B ∈ B(H ). It is easily verified that θ maps
The restriction of θ to k i=1 S i is the required linear bijection.
Proof. By the preceding proposition
This equals n if and only if Proof. If S, respectively T, denotes the set of nilpotent elements of Alg M, respectively Alg N, the desired result follows from Theorem 1, the preceding corollary, and the familiar formula Proof. This follows immediately from the preceding corollary and Proposition 3.
Remark. Note that it follows from Corollary 2 that every operator of Alg M ∩ Alg N, respectively S ∩ T, can be written as a sum of rank 1 operators belonging to Alg M ∩ Alg N, respectively S ∩ T. If e, f ∈ H are non-zero vectors the rank 1 operator e ⊗ f is defined by (e ⊗ f )(x) = (x|e)f, x ∈ H. Proof. Let S, respectively T, denote the set of nilpotent elements of Alg M, respectively Alg N.
Suppose that Alg M ∩ Alg N contains a non-zero nilpotent operator. Then S ∩ T / = (0), so, by Corollary 2, S ∩ T contains a rank 1 operator, e ⊗ f, say. Since
Matrix incidence algebras
If is a partial order on {1, 2, . . . , n} the matrix incidence algebra A n ( ) is given by
Such algebras first arose in combinatorics [5] (for some recent results see [3, 4] ). If p q implies that p q, we say that the partial order is consistent with the natural order. In this case, of course, all the elements of A n ( ) are upper-triangular matrices. The incidence matrix of the partial order is the 0, 1-matrix whose p, qth entry is 1 precisely when p q. Note that, if 1 and 2 are partial orders on {1, 2, . . . , n}, the incidence matrix of the partial order defined by p q if p 1 q and p 2 q is obtained from the incidence matrices of 1 and 2 by taking their Hadamard (that is, entry-wise) product.
Given permutations π 1 , π 2 , . . . , π k of {1, 2, . . . , n}, a partial order on {1, 2, . . . , n} is defined by p q if π Our next result shows that every partial order which is consistent with the natural order is determined by a set of permutations. Proof. For each 1 j n define j = {i : i j and i j }. Then 1 = φ. Alter the sequence 1, 2, . . . , n by moving the elements of j , retaining their numerical order, so that they occur immediately after j. Let π j be the permutation for which the sequence so obtained is π j (1), π j (2), . . . , π j (n) . and only if p precedes, or coincides with, q in the sequence obtained from 1, 2, . . . , n in the manner described. In particular, π 1 = identity.
Claim. p q if and only if
Proof. Let p q and let 1 j n. If both p and q belong to j , or both fail to belong to j , it is clear that π
If p ∈ j and q ∈ j , then q j so p j (since p q implies that p q). By definition of π j it follows that π
If p ∈ j and q ∈ j , then p j so q j. Hence q j + 1 and again we have π
, again a contradiction. Therefore we must have p q. This proves the claim.
Example. (We thank R. Pare for bringing this example to our attention.) Consider the partially ordered set whose order diagram is given in Fig. 1 Here 1 = φ, 2 = {1}, 3 = {1, 2}, 4 = {3}, 5 = {2, 4}, 6 = {1, 4, 5} and π 1 = identity, π 2 = (2, 1, 3, 4, 5, 6 ), π 3 = (3, 1, 2, 4, 5, 6 ), π 4 = (1, 2, 4, 3, 5, 6 ), π 5 = (1, 3, 5, 2, 4, 6), π 6 = (2, 3, 6, 1, 4, 5) . For 1 j 6 the incidence matrices arising from the partial order j , defined by p j q if π 
Note that the Hadamard product of these 6 matrices is the incidence matrix of the given partially ordered set. Note also that the Hadamard product of the last 3 of these matrices also equals the given incidence matrix. Thus, the permutations π 4 , π 5 , π 6 determine the partial order. It is easily checked that no two of π 4 , π 5 , π 6 determine the partial order. It is more difficult to prove that this partial order is not determined by any pair of permutations. Suppose that there are permutations π, τ such that p q if and only if π −1 (p) π −1 (q) and τ −1 (p) τ −1 (q). Since 1 and 6 are incomparable, we can suppose that π −1 (6) < π −1 (1) and τ −1 (1) < τ −1 (6). Now
But 2 and 5 are incomparable so τ −1 (5) < τ −1 (2) . Then
Thus 3 4. This is a contradiction. Proof. Let the sets j , 1 j n, be as defined in the proof of the preceding proposition. Let p < q and let 1 j n. If both p, q belong to j , or both fail to belong to j , it is clear that π
Given that p < q, we have π 
Using the summary immediately above, together with the fact that q max k i , gives p k i . This proves (a). Let 1 p < q n with p q. Then there exists 1 i m such that π
Again by the summary, we deduce that p k i and q k i . This proves (b). Conversely, suppose that conditions (a) and (b) hold. Since {π i : 1 i n} determine the given partial order it is enough to show that p q if π Remark. Returning to our example, we can use the preceding proposition to check that {π 4 , π 5 , π 6 } determine the partial order. In this case q max = 1, so condition (a) is vacuously satisfied. Condition (b) is seen to hold by observing that 1 < 2, 1 2 and 1 6, 2 6; 1 < 3, 1 3 and 1 6, 3 6; 1 < 6, 1 6 and 1 6, 6 6; Our next result shows the connection between matrix incidence algebras and the algebras discussed in the preceding section. 
A n ( i ). For 1 i n let A i be the set of operators whose matrix relative to {f 1 , f 2 , . . . , f n } belongs to A n ( i ) and let N i be the maximal nest arising from the basis {f π i (1) , f π i (2) 1 , f 2 , . . . , f n } and permutations π i , 1 i k, with π 1 = identity, such that N i is the maximal nest arising from the basis {f π i (1) , f π i (2) , . . . , f π i (n) }. In particular A ⊆ Alg N 1 . If the operator T has each of the vectors f q , 1 q n, as an eigenvector, then T ∈ ∩ k i=1 Alg N i so T ∈ A. (c)⇒(a): Suppose that there exists a basis {f 1 , f 2 , . . . , f n } such that A ⊆ Alg N, where N is the maximal nest arising from this basis, and A contains every operator whose matrix relative to this basis is diagonal. For every 1 p, q n let M p,q be the n × n matrix whose p, qth entry is 1 with all its other entries equal to 0. Let E p,q be the operator whose matrix is M p,q relative to the basis {f 1 , f 2 , . . . , f n }.
Claim. A = span{E p,q : E p,q ∈ A}.
Let T ∈ A and let A = [a p,q ] be the matrix of T relative to {f 1 , f 2 , . . . , f n }. Since M p,p AM q,q = a p,q M p,q it follows that E p,q ∈ A if a p,q / = 0. This proves the claim.
To complete the proof it suffices to show that if G is a subset of {1, 2, . . . , n} × {1, 2, . . . , n} containing the diagonal and not containing (p, q) if q < p, and B = {[b p,q ] ∈ M n (C) : b p,q = 0 whenever (p, q) ∈ G} is a subalgebra of M n (C), then B = A n ( ), for some partial order which is consistent with the natural order. Given such G, B define by p q if (p, q) ∈ G. This defines a partial order, for if (p, q), (q, r) ∈ G then M p,q , M q,r ∈ B so M p,r = M p,q M q,r ∈ B, so (p, r) ∈ G. Also, if (p, q) ∈ G, then p q, so is consistent with the natural order. Clearly B = A n ( ). This completes the proof.
