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Na4Ir3O8 provides a material platform to study three-dimensional quantum spin liquids in the geometrically
frustrated hyperkagome lattice of Ir4+ ions. In this work, we consider quantum spin liquids on hyperkagome
lattice for generic spin models, focusing on the effects of anisotropic spin interactions. In particular, we classify
possible Z2 and U(1) spin liquid states, following the projective symmetry group analysis in the slave-fermion
representation. There are only three distinct Z2 spin liquids, together with 2 different U(1) spin liquids. The non-
symmorphic space group symmetry of hyperkagome lattice plays a vital role in simplifying the classification,
forbidding “pi-flux” or “staggered-flux” phases in contrast to symmorphic space groups. We further prove that
both U(1) states and one Z2 state among all 3 are symmetry-protected gapless spin liquids, robust against any
symmetry-preserving perturbations. Motivated by the “spin-freezing” behavior recently observed in Na4Ir3O8 at
low temperatures, we further investigate the nearest-neighbor spin model with dominant Heisenberg interaction
subject to all possible anisotropic perturbations from spin-orbit couplings. We found a U(1) spin liquid ground
state with spinon fermi surfaces is energetically favored over Z2 states. Among all spin-orbit coupling terms, we
show that only Dzyaloshinskii-Moriya (DM) interaction can induce spin anisotropy in the ground state when
perturbing from the isotropic Heisenberg limit. Our work paves the way for a systematic study of quantum spin
liquids in various materials with a hyperkagome crystal structure.
I. INTRODUCTION
Quantum spin liquids are exotic states of matter that defy
the traditional Landau’s paradigm of symmetry breaking.
They are featured by a disordered ground state that evades
ordering down to zero temperature, and fractionalized excita-
tions on top of it[1–4]. In parallel to rapid theoretical progress
in understanding these quantum phases, more and more can-
didate spin liquid materials were discovered and extensively
studied thanks to advancements in material synthesis and ex-
perimental characterization techniques. Most of these spin
liquid materials contain layered (quasi-)two-dimensional lat-
tices of magnetic moments, while Na4Ir3O8 was found to
be one rare candidate of spin liquid materials featuring a
three-dimensional hyperkagome lattice spanned by the Ir4+
moments[5, 6]. Measurements of thermodynamic quanti-
ties point to a high frustration ratio, where the Curie-Weiss
temperature ΘCW ≈ −650K despite no magnetic orders ob-
served down to a few Kelvin. Its experimental discovery had
prompted a series of theoretical studies of possible spin liquid
states in this system[7–13].
Early works of quantum spin liquids in Na4Ir3O8 mainly
focus on the spin-isotropic Heisenberg model due to the fol-
lowing observation: when strong spin-orbit coupling of 5d
electrons in Ir outweights the crystal field, the resulting model
consists of an effective Jeff = 1/2 moment on each Ir ion,
with dominant Heisenberg interactions over various small
anisotropic interactions[14]. Several studies on isotropic spin
liquids in the slave-fermion representation finds agreement
with thermodynamic measurements at higher temperatures on
different aspects[9, 10].
More recently, two experimental studies of muon
spin relaxation (µSR)[15] and nuclear magnetic resonance
(NMR)[16] discovered a new “spin freezing” behavior in
Na4Ir3O8 below 6 ∼ 7K, which may underscore the spin-
anisotropic effects at low temperatures. This is character-
ized in the µSR experiment [15] by a much larger magne-
tization in the field-cooled (FC) process compared with that
in the zero-field-cooled (ZFC) process below 6K. Also, in
the NMR experiment [16], the spin relaxation rate 1/T1 drops
by orders of magnitude below 6K. The origin of such spin
freezing still begs further investigation: while the µSR results
were interpreted as the evidence of a short-range ordered mag-
netic ground state at low temperature[15], the later NMR data
contrasted such an ordering[16], and indicated a disordered
paramagnetic phase. But it is clear from both experiments
that below 6 ∼ 7K, the spin dynamics of the system drasti-
cally slows down. Therefore, a microscopic mechanism that
breaks the continuous spin-rotational symmetry, such as spin-
orbit coupling, may hamper the spin relaxation and play vital
roles in the spin freezing phenomena. As such, several recent
works have studied the anisotropic effects by mapping out the
classical magnetic phase diagrams[17, 18] in the presence of
anisotropic interactions. In this work, we will focus on the ef-
fects of quantum fluctuations and study quantum spin liquids
with spin anisotropy[19–21].
In addition to the progress of experiments, the hyperk-
agome lattice also draws theoretical attentions due to its non-
symmorphic space group symmetry — a space group opera-
tion combining translation by a fraction of the unit-cell and a
point group operation, such as screw or glide operations. Re-
cent works[22, 23] found that a non-symmorphic symmetry
forbids systems with certain integer filling numbers to be an
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2insulator, and therefore provide a road-map for the search of
symmetry protected semimetals. For example the space group
P4132 of hyperkagome lattice features a 4-fold screw opera-
tion, and can only be a band insulator if the number of elec-
trons per unit cell is a multiple of 8 due to time reversal sym-
metry. It is therefore intriguing to ask: does non-symmorphic
space group[24] provide any constraints on a gapped quan-
tum spin liquid ground state? While U(1) spin liquids are de-
scribed by Gutzwiller-projected metals/insulators of spinons
with a conserved “spinon filling number”, Z2 spin liquids cor-
respond to projected superconductors of spinons with no num-
ber conservation. In this work we extend previous results on
symmetry criteria for gapless Z2 spin liquids[25] to the case
with no spin conservation (due to spin-orbit couplings), ad-
dressing the stability of gapless spectrum in symmetric Z2 spin
liquids on hyperkagome lattice.
In view of these developments, we perform a systematic
classification of symmetric Z2 and U(1) spin liquids on hyper-
kagome lattice, using the projective symmetry group (PSG)
analysis[26] in the slave-fermion representation. The results
are summarized in Table III - V. This classification catego-
rizes possible candidate wavefunctions of spin liquid states
for a generic spin model on hyperkagome lattice, with or
without spin-orbit couplings. We show that there are only
3 distinct Z2 spin liquids and 2 different U(1) spin liquids
compatible with spin-1/2 moments per site on the hyperk-
agome lattice. We show that among all three Z2 spin liquids
2(a,b,c) in TABLE III, only one state 2(b) has a gapless spec-
trum stable against any symmetry-preserving local perturba-
tions. Meanwhile both U(1) spin liquids have a robust gapless
spectrum protected by space group and time reversal symme-
tries: U10 state features spinon fermi surfaces while U11 state
hosts spinon Dirac cones at low energy. These results hold
with or without global spin rotational symmetries, i.e. they
apply to all cases irrespective of spin-orbit couplings. We
emphasize that the classification is not limited to a specific
spin model, and only requires space group and time reversal
symmetries of the hyperkagome lattice. Therefore, it can be
used to analyze other candidate spin liquid materials, such as
PbCuTe2O6[27, 28], where local spin moments also form the
hyperkagome lattice. Moreover these results can help us nar-
row down the promising spin liquid candidates for real mate-
rials, given the experimental evidences for gapless excitations
in both Na4Ir3O8[5, 29] and PbCuTe2O6[28].
We further apply the above classification to study the pos-
sible spin liquid ground state in Na4Ir3O8 with considerable
spin-orbit couplings. Motivated by the µSR and NMR experi-
ments mentioned earlier, we pay special attention to the effects
of spin-anisotropic interactions, and investigate whether they
induce spin-triplet couplings in the spin liquid state. For this
purpose, we focus on a nearest-neighbor spin model that re-
flects the experimental signatures of Na4Ir3O8. As pointed out
previously in Ref.[18], spin-anisotropic effects only become
notable below T ∼ 6K in contrast to a large Heisenberg inter-
action J ∼ 300K. Thus, we mainly deal with small anisotropic
interaction as perturbations to the dominant Heisenberg term;
the anisotropic perturbations are allowed to take all possible
forms constrained only by the crystal symmetry. How does
these terms from spin-orbit couplings[19, 30] affect the prop-
erties of a spin liquid ground state? A mean-field calcula-
tion shows that even in the presence of anisotropic interac-
tions, a U(1) spin liquid without spinon pairing is favored over
their neighboring Z2 states, reminiscent of the isotropic limit
where only Heisenberg interactions are present[10]. In par-
ticular, a gapless U(1) spin liquid (U10 state) with fermi sur-
faces has lower energy than the Dirac spin liquid U11 state.
Furthermore, most anisotropic interactions do not induce spin
anisotropy in the ground state unless their strength is com-
parable to the Heisenberg interaction. In contrary, even an
infinitesimal Dzyaloshinskii-Moriya (DM) interaction can in-
duce spin anisotropy in the ground state, for a general reason
lying in the mean-field energy functional. Therefore, we con-
clude that DM interaction is the most important factor to in-
duce a spin-anisotropic spin liquid ground state in Na4Ir3O8.
We also show the distortion and spin textures of spinon Fermi
surfaces induced by the DM interactions as compared to the
isotropic spin liquid.
The rest of this paper is organized as follows. In section II
we classify distinct Z2 and U(1) spin liquids compatible with
space group and time reversal symmetries of hyperkagome
lattices, following PSG formalism[26] in the slave-fermion
representation. In section III we analyze physical properties
of these spin liquid states, in particular addressing the stabil-
ity of gapless excitations in these states. In section IV we
discuss mean-field energetics of these spin liquid states for a
generic nearest-neighbour spin model of Na4Ir3O8, focusing
on spin anisotropy in the spin liquid ground state induced by
spin-orbit couplings. Finally we conclude in section V.
We also briefly outline the contents of the Appendices. In
Appendix A we describe the space group symmetry and com-
pute its Z2 extension in regard to the classification of Z2 spin
liquids. Next we classify symmetric Z2 (see Appendix B) and
U(1) (see Appendix C) spin liquids on hyperkagome lattice,
and study their mean-field ansatz in Appendix D.
II. CLASSIFYING SYMMETRIC SPIN LIQUIDS ON
HYPERKAGOME LATTICE
A. Crystal structure of hyperkagome lattice
Since we need to use the crystal structure of hyperkagome
lattice extensively throughout this work, we summarize its
property and related space symmetry operations in this sec-
tion. The hyperkagome lattice has a cubic structure with 12
sublattices per unit cell[5], as shown in Fig. 1. The positions
for the 12 sublattices are listed in Table I. The 12 sublattice
sites occupy the corners and the top of a truncated tetrahe-
dron, and the tetrahedron fits into the cubic unit cell such that
the (1, 1, 1) diagonal line of the cubic unit cell serves as the
3FIG. 1. Structure and symmetry of the hyperkagome lattice. Left: A cubic unit cell of hyperkagome lattice consists of 12 sublattices, where
the sublattice displacements are shown in Table I. There are 24 non-equivalent nearest neighbour bonds forming 8 corner-shared triangles per
unit cell. Those staying within a unit cell are colored in orange while those connecting nearby unit cells are colored in green. The relative
positions of nearest neighbour bonds are specified in Table II. The four-fold screw symmetry S 4 axis is parallel to x-axis and rotates each
triangles to the neighbouring corner-shared ones along x (up to translation by unit-cell). For instance, (10, 9, 2) → (2, 3, 1) → (1, 6, 12) →
(12, 11, 10) → (10, 9, 2), and similarly (7, 11, 8) → (8, 9, 4) → (4, 3, 5) → (5, 6, 7) → (7, 11, 8). Middle: 12 sublattices s = 1, . . . , 12 occupy
corners of the three side-faces and the top of a truncated tetrahedron. The C3 rotation axis passes through the center of the tetrahedron, and is
also the (1, 1, 1) diagonal line of the cubic unit cell. Right: The triangles form four sets of non-parallel planes normal to the four diagonal lines
of the cubic unit cell. Each plane has the shape of partially filled kagome´ lattice. Here we show one of the four planes with (in our convention)
the C2 axis lying on it. Blue dashed lines are guides to the eyes showing the symmetry. Occupied sites are denoted by orange dots with site
indices labeled. The C2 axis passes through sublattice site 9.
central C3 axis of the tetrahedron. Since the nearest neighbor
(NN) bonds form a network of corner sharing regular trian-
gles, hyperkagome lattice is not a bipartite lattice, giving rise
to geometric frustrations for NN antiferromagnets on it. A
pair of NN sites always come from different sublattices, and
the relative locations of NN pairs are summarized in Table II.
The 24 independent NN bonds constitute 4 equilateral trian-
gles within the unit cell (orange in Fig.1), and another 4 equi-
lateral triangles connecting nearby unit cells (green). Setting
the lattice constant to be 1, all edges of the triangles have a
length 1/4. These triangles form 4 sets of non-parallel planes,
each plane with the geometry of partially filled kagome lattice
as shown in Fig. 1.
Now we look at point-group symmetry of the lattice. The
hyperkagome lattice belongs to the space group P4132[5] (No.
213). In addition to the three translations for cubic unit cell
(x, y, z)
T1−→ (x + 1, y, z), (1)
(x, y, z)
T2−→ (x, y + 1, z), (2)
(x, y, z)
T3−→ (x, y, z + 1) (3)
the space group is generated by a 2-fold rotation along ( 38 ,
3
4 −
x2, x2)-axis:
(x, y, z)
C2−→ (3
4
− x, 3
4
− z, 3
4
− y) (4)
a 3-fold rotation along (1, 1, 1)-axis:
(x, y, z)
C3−→ (z, x, y) (5)
and a 4-fold non-symmorphic screw: i.e. a pi/2 rotation along
(x1, 1¯4 ,
1
2 )-axis followed by a fractional translation of (
1
4 , 0, 0):
(x, y, z)
S 4−→ (1
4
+ x,
1
4
− z, 3
4
+ y), (S 4)4 = T1. (6)
Their actions on an arbitrary lattice site are summarized in
Table I and illustrated in Fig.1. The hyperkagome lattice is
non-centrosymmetric with neither inversion centers nor mir-
ror planes, so it has a chiral octahedral point group O, con-
sisting of 24 elements {Cν22 Cν33 S ν44 |ν2 = 0, 1, ν3 = 0, 1, 2, ν4 =
0, 1, 2, 3} that can take one NN bond to the rest of the 24 in-
equivalent NN bonds. The commutation relations of these
symmetry operations are given in Appendix A 2. In recent
literatures, different conventions have been adopted regarding
the labels of sublattice sites and coordinate-axis, as well as
symmetry operations. We summarize the different conven-
tions in Appendix A 1 for comparison.
B. Slave-fermion representation of symmetric spin liquids
Next we construct mean-field Hamiltonians of spin liquid
states preserving the symmetries discussed in the previous
section, using the slave fermion representation and associated
projective symmetry group classification[26]. Motivated by
significant spin-orbit couplings in Na4Ir3O8, below we dis-
cuss a general formalism of PSG construction in the presence
of local spin anisotropy.
In the slave-fermion representation, we write the local spin
4TABLE I. Sublattice coordinates and the action of rotations. The
coordinates of lattice sites are labeled by x = R + rs ≡ (s; x, y, z),
where {R = (x, y, z)|x, y, z ∈ Z} denotes the cubic unit cell, and
{rs|s = 1, . . . , 12} denotes the displacement of 12 sublattices. The
length of the cubic unit cell is set to 1. This table summarizes how
the symmetry operations C2,C3, S 4 take a site at (s; x, y, z) to a new
location (s′; x′, y′, z′) in the hyperkagome lattice.
s rs C2 C3 S 4
1 ( 58 ,
3
8 ,
1
8 ) (7;−x,−z,−y) (7; z, x, y) (12; x,−z, y + 1)
2 ( 38 ,
3
8 ,
7
8 ) (8;−x,−z − 1,−y) (6, z, x, y) (1; x,−z − 1, y + 1)
3 ( 58 ,
5
8 ,
7
8 ) (11;−x,−z − 1,−y) (5, z, x, y) (6; x,−z − 1, y + 1)
4 ( 58 ,
7
8 ,
5
8 ) (10;−x,−z,−y − 1) (3, z, x, y) (5; x,−z − 1, y + 1)
5 ( 78 ,
5
8 ,
5
8 ) (12;−x − 1,−z,−y) (4, z, x, y)
(7; x + 1,−z−1,
y + 1)
6 ( 78 ,
3
8 ,
3
8 ) (6;−x − 1,−z,−y) (8, z, x, y)
(11; x+1,−z−1,
y + 1)
7 ( 18 ,
5
8 ,
3
8 ) (1;−x,−z,−y) (9, z, x, y) (8; x,−z − 1, y + 1)
8 ( 38 ,
7
8 ,
3
8 ) (2;−x,−z,−y − 1) (2, z, x, y) (4; x,−z − 1, y + 1)
9 ( 38 ,
1
8 ,
5
8 ) (9;−x,−z,−y) (1, z, x, y) (3; x,−z − 1, y)
10 ( 18 ,
1
8 ,
7
8 ) (4;−x,−z − 1,−y) (12, z, x, y) (2; x,−z − 1, y)
11 ( 18 ,
7
8 ,
1
8 ) (3;−x,−z,−y − 1) (10, z, x, y) (9; x,−z, y + 1)
12 ( 78 ,
1
8 ,
1
8 ) (5;−x − 1,−z,−y) (11, z, x, y) (10; x + 1,−z, y)
TABLE II. The relative positions for NN pairs (s1; x1) and (s2; x2).
s1 (s2; x2 − x1) (unit=1/4)
Triangle 1 Triangle 2
1 (2;−, 0,−) (3; 0,+,−) (6; +, 0,+) (12; +,−, 0)
2 (1; +, 0,+) (3; +,+, 0) (9; 0,−,−) (10;−,−, 0)
3 (1; 0,−,+) (2;−,−, 0) (4; 0,+,−) (5; +, 0,−)
4 (3; 0,−,+) (5; +,−, 0) (8;−, 0,−) (9;−,+, 0)
5 (3;−, 0,+) (4;−,+, 0) (6; 0,−,−) (7; +, 0,−)
6 (1;−, 0,−) (5; 0,+,+) (12; 0,−,−) (7; +,+, 0)
7 (8; +,+, 0) (11; 0,+,−) (5;−, 0,+) (6;−,−, 0)
8 (4; +, 0,+) (7;−,−, 0) (11;−, 0,−) (9; 0,+,+)
9 (2; 0,+,+) (10;−, 0,+) (4; +,−, 0) (8; 0,−,−)
10 (2; +,+, 0) (9; +, 0,−) (11; 0,−,+) (12;−, 0,+)
11 (7; 0,−,+) (8; +, 0,+) (10; 0,+,−) (12;−,+, 0)
12 (1;−,+, 0) (6; 0,+,+) (10; +, 0,−) (11; +,−, 0)
operator at site i as
Si = (ψ†i )α
σαβ
2
(ψi)β, (7)
where σ’s are Pauli matrices, and the spinor ψi = ( fi↑, fi↓)T
involves the slave fermions
{ fiα, f †jβ} = δi jδαβ, { fiα, f jβ} = 0 = { f †iα, f †jβ}. (8)
Here i, j are site indices and α, β are spin indices. In the fol-
lowing we will always omit the spin indices to lighten nota-
tions. For the convenience of later analysis, we introduce
Ψi =
 fi↑ f †i↓fi↓ − f †i↑
 = (ψi,Tψ∗i ), (9)
where T = iσyK is the time-reversal operator and K is com-
plex conjugation. Then the spin operator can be rewritten as
Si =
1
4
Tr(Ψ†i σΨi) (10)
From the representation (10), we immediately see that an
SU(2) rotation Wi = e−iφ·τ/2 acting on the right
Ψi → ΨiWi (gauge rotation with Pauli matrices ~τ) (11)
leaves the physical spin operator Si invariant, while an SU(2)
rotation R = e−iθ·σ/2 acting on the left
Ψi → R†Ψi (spin rotation with Pauli matrices ~σ) (12)
rotates the spin operator Si by an angle θ. The invariance of
physical spin operator Si under (11) indicates a local SU(2)
gauge redundancy in the parton construction, crucial for the
projective symmetry group defined later. Physically, such a
gauge redundancy is due to the lack of “charge” degree of
freedom for spin operators, so destroying a ↓-spinon ( f↓) is
equivalent to creating a ↑-spinon ( f †↑ ). Mathematically, the
Hilbert space is enlarged by f -operators to include empty and
double-occupancy on each site, which is absent in the physical
Hilbert space (cos θi2 e
−iϕi/2 f †i↑ + sin
θi
2 e
iϕi/2 f †i↓)|0〉 spanned by Si
operators in (10). That means we have the onsite constraint
f †i↑ fi↑ + f
†
i↓ fi↓ = 1. (13)
or written in a neat form invariant under S U(2) gauge rota-
tions,
Tr(Ψ†i Ψiτ) = 0. (14)
Therefore in the constrained Hilbert space we have the gauge
redundancy (11).
The slave fermion representation allows for a mean field
decomposition of Hamiltonians describing spin-spin interac-
tion without invoking magnetic ordering. The most general
form of a mean field Hamiltonian is (see Appendix D 1 for
expansions in terms of f -operators)
HMF = H0 + Hx + Hy + Hz,
H0 = Tr(Ψiu
(0)
i j Ψ
†
j ), Hx = Tr(σxΨiu
(x)
i j Ψ
†
j ),
Hy = Tr(σyΨiu
(y)
i j Ψ
†
j ), Hz = Tr(σzΨiu
(z)
i j Ψ
†
j ). (15)
where the mean field amplitudes are
u(0)i j = ib
(0)
i j + a
(0)
i j · σ, u(x,y,z)i j = b(x,y,z)i j + ia(x,y,z)i j · σ (16)
and b(0,x,y,z)i j , a
(0,x,y,z)
i j are real numbers serving as mean field pa-
rameters. The summation over sites
∑
i, j is omitted to lighten
the notations. The Hermiticity of the Hamiltonian guarantees
Eq. (16) and
b(0)ji = −b(0)i j , a(0)ji = a(0)i j (17)
b(x,y,z)ji = b
(x,y,z)
i j , a
(x,y,z)
ji = −a(x,y,z)i j . (18)
5So for onsite terms we immediately have
b(0)ii = a
(x,y,z)
ii = 0. (19)
Note here the mean field Hamiltonian is split into singlet H0
and triplet Hx,y,z parts. The singlet part H0 is invariant under
S U(2) spin rotations as we can see from (12) and (15). It
involves only the spin singlet hoppings ( f †i↑ f j↑ + f
†
i↓ f j↓) and
singlet pairings ( f †i↑ f
†
j↓ − f †i↓ f †j↑). On the other hand, Hx,y,z
generically breaks continuous spin rotational symmetry. Hz
contains spin-dependent hopping ( f †i↑ f j↑ − f †i↓ f j↓) and triplet
pairing ( f †i↑ f
†
j↓ + f
†
i↓ f
†
j↑), and Hx,Hy involve spin-flip hopping
( f †i↑ f j↓ ± f †i↓ f j↑) and triplet pairing ( f †i↑ f †j↑ ± f †i↓ f †j↓). Each HA
(A = x, y, z) contains four real parameters for each bond (i, j),
and a general mean-field Hamiltonian HMF involves 16 real
parameters for each bond.
C. Classification of symmetric U(1) and Z2 spin liquids
Since symmetric spin liquids are described by projected su-
perconductors of fermionic spinons in the slave fermion rep-
resentation, it’s crucial to understand how symmetry acts on
the fermionic spinons Ψi in (9). In particular due to the S U(2)
gauge redundancy in the slave fermion construction (10) of
spin-1/2, each symmetry operation U in the symmetry group
S G can be followed by gauge rotation {GU(i) ∈ S U(2)}. More
precisely, the mean-field Hamiltonian for fermionic spinons is
only invariant under a combination of physical symmetry op-
eration U and associated gauge rotation {GU(i)}:
GUUˆHMFUˆ−1G−1U = HMF . (20)
In particular, fractionalized fermionic spinons may not form
a linear representation of the symmetry group, instead they
can transform projectively under symmetry operations[31–
33]. As shown in Ref.[26], the projective symmetry opera-
tions on fermionic spinons can be systematically classified by
their projective symmetry group (PSG) in the slave fermion
representation.
We therefore classify the PSGs for symmetric Z2 and U(1)
spin liquids on hyperkagome lattice. We also construct their
mean-field Hamiltonians (15), that is invariant under projec-
tive symmetry operations of time reversal T , 3 translations
for cubic unit cells T1,T2,T3, and 24 point group operations
generated by C2,C3, S 4 as discussed previously
U = T νT T νx1 T νy2 T νz3 Cν22 Cν33 S ν44 (21)
where νT ∈ Z2, νx,y,z ∈ Z, ν2 ∈ Z2, ν3 ∈ Z3, ν4 ∈ Z4. The de-
tailed calculations can be found in Appendix B-C, while we
summarize the PSG solutions in Table III. There exists a con-
venient gauge where all gauge rotations are independent of
unit-cell or sublattice indices, which simplifies further anal-
ysis. The gauge rotations associated with translations and 3-
fold rotation can be chosen to be all trivial
GTi (r, s) = GC3 (r, s) = 1, i = 1, 2, 3. (22)
while the gauge rotations for 2-fold rotation GC2 (r, s) ≡ gC2
and 4-fold screw GS 4 (r, s) ≡ gS 4 have the same form of
gC2 = gS 4 ∈ SU(2) (23)
Meanwhile anti-unitary time reversal symmetry is imple-
mented by
Ψr,s
T−→ σ2Ψr,sτ2 ·GT (r, s) (24)
with gauge rotation
GT (r, s) ≡ gT ∈ SU(2). (25)
As shown in Appendix C there are 2 different U(1) spin liq-
uids in the PSG classification, labeled as U10 and U11 states.
They correspond to U(1)-uniform (U10) and U(1)-staggered
(U11) phases studied in Ref.[10].
Meanwhile the solutions to PSG equations for symmetric
Z2 spin liquids must satisfy the following conditions (for de-
tails see Appendix B)
g2T = ηT , g
2
C2 = η2, gT gC2 = η2T gC2 gT (26)
and we find 5 gauge inequivalent solutions as listed in Ta-
ble III. Among them, 2 unphysical solutions with gT = 1 are
incompatible with spin-1/2 fermionic spinons (Kramers dou-
blets), and always lead to vanishing mean-field ansatz. There-
fore these 5 algebraic solutions only lead to 3 distinct sym-
metric Z2 spin liquids on hyperkagome lattice: they are states
2(a), 2(b) and 2(c) in TABLE III.
Such a simple classification result with only 2 symmet-
ric U(1) states and 3 symmetric Z2 states owes a lot to the
presence of nonsymmorphic screw symmetry S 4. In partic-
ular, as proved in Appendix B-C, screw operation S 4 gener-
ally rules out a large class of Z2 spin liquids known as “pi-flux
phases”[26], where pi flux is threaded in each unit cell. Sim-
ilarly a class of U(1) spin liquids known as “staggered flux
phases”[26] with alternating flux along one direction are also
incompatible with screw S 4.
Before discussing physical properties of these spin liquids,
we clarify the relation between the symmetric U(1) and Z2
spin liquids on hyperkagome lattice. Quite generally, a Z2
spin liquids can be viewed as a descendant of another U(1)
spin liquid, by breaking the gauge group from U(1) down to
Z2 via the Anderson-Higgs mechanism. Such a continuous
phase transition is driven by condensing the Cooper pairs of
fermionic spinons in the slave fermion representation. In our
case of hyperkagome spin liquids, each U(1) spin liquid hosts
2 such neighboring Z2 states: U10 state (“U(1)-uniform” state
in Ref.[10]) is proximate to two Z2 states 2(a) and 2(c), while
U11 state (“U(1)-staggered” state in Ref.[10]) is proximate
to two Z2 states 2(b) and 2(c). Note that 2(c) state is in the
neighborhood of both U(1) states, as shown in TABLE III. A
schematic “global” phase diagram demonstrating the relation
between different spin liquids is shown in FIG. 2.
In this work we only classify symmetric Z2 and U(1)
spin liquids within the slave-fermion representation. There
are other symmetric Z2 and U(1) spin liquids on hyperk-
agome lattice beyond the description of slave-fermion rep-
resentation, for example the Schwinger-boson states studied
6FIG. 2. (color online) Schematic “global” phase diagram of differ-
ent symmetric spin liquids on hyperkagome lattice. Two Z2 states
2(a) and 2(c) are in the neighborhood of U(1) spin liquid U10 state
(called U(1)-uniform state in Ref.[10]), while 2(b) and 2(c) states
are in proximity to U(1) spin liquid U11 state (called U(1)-staggered
state in Ref.[10]).
in Ref.[8]. We also want to mention that a large class of
symmetric Z2 spin liquids featuring strong spin-orbit cou-
plings, the “Majorana spin liquids”[34] realized in Kitaev-
type models[35], can all be constructed and described in the
slave-fermion representations[36]. However, these Majorana
spin liquids preserves time reversal symmetry only on a bi-
partite lattice[37] and hence do not exist in the non-bipartite
hyperkagome lattice.
III. PROPERTIES OF HYPERKAGOME SPIN LIQUIDS
A. Gapped vs. gapless states
Since these spin liquids preserve all symmetries of the sys-
tem, one significant feature of them is the presence/absence of
a gap for low-energy excitations on top of their ground states.
This issue can be fully determined with the knowledge of sym-
metry operations on fermionic spinons in these states, as we
will show below.
We start with symmetric Z2 spin liquids, whose mean-field
ansatz describes a superconductor of fermionic spinons. First
of all, it’s straightforward to show that an on-site singlet pair-
ing term is allowed by both 2(a) and 2(c) states, which gener-
ally can lead to a gapped spinon spectrum. Therefore 2(a) and
2(c) states are generically gapped as shown in TABLE III. On
the other hand, since each C2 axis crosses a single site in each
unit cell, such an on-site pairing is forbidden in 2(b) state by 2-
fold rotation associated with gauge rotation gC2 = iτ2. Below
we prove that mean-field Hamiltonian (15) must be gapless
for state 2(b).
In the Nambu basis of Φi = ( fi↑, f †i↓, fi↓,− f †i↑), mean-field
ansatz (15) can be written and diagonalized in k-space as
HˆMF =
∑
i, j
Φ
†
i h
MF
i, j Φ j =
∑
k
Γ
†
kΛkΓk (27)
where Λk is a 48 × 48 diagonal matrix describing band dis-
persions, and {Γk} are the eigenmodes. Due to particle-hole
symmetry in such a Bogoliubov-de Gennes (BdG) Hamilto-
nian, we only fill half (24) of the total 48 BdG bands in {Λk}.
However, these bands are generally not separated from each
other, instead they are entangled due to certain symmetries.
In our case of space group P4132, non-symmorphic screw
symmetry S 4 dictates that bands always appear in quadruplets
that cannot be disentangled[38–41]. Meanwhile, time rever-
sal symmetry T leads to an extra 2-fold band degeneracy at
high symmetry points in k-space. Finally, the combination
C2 · T of 2-fold rotation and time reversal is an anti-unitary
symmetry satisfying (C2 · T )2 = −1 in state 2(b), giving
rise to an extra 2-fold degeneracy in certain high-symmetry
planes perpendicular to C2 axis. Therefore, energy bands in
the BdG Hamiltonian of state 2(b) always appear in a multi-
plet of 16 = 4 × 2 × 2, that cannot be disentangled without
breaking symmetry. Hence all gapped ground states must fill
a multiple of 16 bands, and it’s impossible for a gapped sym-
metric superconductor to fill only 24 bands. Therefore we
proved the gaplessness of spinon mean-field Hamiltonian for
state 2(b).
Next we analyze the two U(1) spin liquids, whose mean-
field ansatz only contains hopping terms in the slave fermion
representation. In U10 state, as shown in Appendix C, the
fermionic spinons transform in the same fashion as usual elec-
trons under the whole space group and time reversal sym-
metries. Due to their single occupancy constraint (13), in
each unit cell we have 12 spinons on average. However as
shown in Ref.[23], any gapped (short-range-entangled) insu-
lator in space group P4132 with time reversal symmetry[23]
must have a filling number that’s multiple of 8 per unit cell,
incompatible with our filling number 12. Therefore a sym-
metric U10 state must support gapless spinon excitations in
the bulk, such as the spinon fermi surface in the left panel of
FIG. 4.
The other U(1) spin liquid labeled U11 state, on the other
hand, have different implementations for C2 and S 4 opera-
tions compared to U10 state. As shown in Appendix C, both
C2 and S 4 operations are followed by gauge rotation iτ2 (up
to a global U(1) gauge rotation eiφτ3 ), corresponding to the
particle-hole transformation fσ → f †σ on fermionic spinons.
Regarding this, we can simply write down the mean-field
Hamiltonian of U11 state in the Nambu basis, and exactly the
same argument for Z2 state 2(b) discussed previously proves
the gaplessness of U11 state.
Although the above analysis on 2(b) and U11 states is
based on band structure of mean-field spinon Hamiltonian
(15), their gaplessness can be shown to remain valid even
in the presence of arbitrary short-range interactions between
spinons[25, 42], using an argument based on entanglement
spectrum of a gapped state[23]. Therefore among 3 symmet-
ric Z2 states classified on hyperkagome lattice, 2(b) is the only
stable gapless Z2 spin liquid. Meanwhile, both U(1) spin liq-
uids (U10 and U11 states) are stable gapless spin liquids.
B. Mean-field spectrum of fermionic spinons
7TABLE III. Summary of 5 algebraic PSGs in slave fermion repre-
sentation for symmetry group S G = P4132 × ZT2 on hyperkagome
lattice. Only 3 of them with T 2 = ηT = −1 are physical solutions
with spin-1/2 fermionic spinons, leading to 3 distinct symmetric Z2
spin liquids on hyperkaogme lattice: 2(a), 2(b), 2(c) states. These
3 symmetric Z2 states are in the neighborhood of 2 symmetric U(1)
spin liquids: U10 and U11 states. For details see Appendix B-C.
Label ηT η2 η2T gC2 = gS 4 gT Physical? U(1) root
states
Stably
gapless?
1(a) +1 +1 +1 1 1 No x x
1(b) +1 -1 +1 iτ3 1 No x x
2(a) -1 +1 +1 1 iτ2 Yes U10 No
2(b) -1 -1 +1 iτ2 iτ2 Yes U11 Yes
2(c) -1 -1 -1 iτ3 iτ2 Yes U10 and U11 No
FIG. 3. The bond-dependent mean-field amplitudes (tµ, tν, tρ) for triplet terms in Table V. Here we have chosen the bond (1, 2) to have
amplitudes (tx, ty, tz), then all the other bonds are related by a combination of SO(3) and SU(2) rotations in (B18). Here we specify the results
of SO(3) rotations, while the SU(2) rotation by GU in different cases are specified in Table V. The positive directions are denoted by blue
arrows.
Due to space group symmetries, among all NN bonds, we
only need to write down the mean-field amplitude ui j in one
bond, and all the other bonds are generated by symmetry from
condition (B5) for singlet terms, and (B18) for triplet terms.
The details of symmetry constraints on mean-field amplitudes
are analyzed in Appendix D and we present the results below.
For unphysical PSG solutions 1(a) and 1(b) where gT = 1,
we immediately see that time-reversal (B26) leads to the con-
straint ui j = −ui j for both singlet and triplet terms, hence no
mean field realization in these cases. For physical Z2 states
2(a,b,c) with gT = iτ2, we list the spin-singlet amplitudes in
Table IV, and the triplet terms in Table V and Fig. 3. Here we
focus on the bonds connecting up to nearest neighboring sites.
For further neighbouring bonds, similar analysis can be done
using the PSG solutions in Table III.
Below we analyze the mean-field dispersions of fermionic
spinons, and especially the low-energy excitations near the
nodal surfaces. To do so, we rewrite the mean-field Hamilto-
nian (15) in the basis Φi = ( fi↑, f †i↓, fi↓,− f †i↑)T as a 4×4 matrix
HMF =
∑
i j
Φ
†
i
 −u(0)i j + u(z)i j u(x)i j − iu(y)i ju(x)i j + iu(y)i j −u(0)i j − u(z)i j
 Φ j. (28)
Making a Fourier transform into k-space, it will be a 48×48
matrix due to the 12 sublattice, 2 spin and 2 particle-hole in-
dices.
8TABLE IV. Singlet mean-field amplitudes u(0)i j up to nearest neigh-
bour (NN) bonds. Here τi’s are Pauli matrices. The onsite terms are
identical for all sites. The NN bonds are divided into two groups,
where u(0)β denotes the bonds in the triangles (1,2,3), (9,8,4), (7,6,5),
(12,11,10), and u(A)γ denotes the bonds in the triangles (1,6,12),
(3,4,5), (10,9,2), (7,8,11). That is, two corner-shared triangles be-
long to different groups. Note that we have u(0)i j = u
(0)
ji from Eq. (17).
Cases Onsite u(0)α N.N. u
(0)
β N.N. u
(0)
γ Type
2(a) ∆τ1 + µτ3 s1τ1 + s3τ3 s1τ1 + s3τ3 U(1) FS
2(b) 0 s1τ1 + s3τ3 −s1τ1 − s3τ3 U(1) Dirac
2(c) µτ3 s1τ1 + s3τ3 −s1τ1 + s3τ3 Z2 gapless
TABLE V. Triplet mean field amplitudes u(x,y,z)i j up to nearest neigh-
bour bonds. Here τi’s are Pauli matrices. The onsite terms vanishes
identically. Note from Equation (18) that u(x,y,z)i j = −u(x,y,z)ji , unlike the
singlet case. So the NN bonds are divided into two groups of oriented
triangles (I) (1,2,3), (9,8,4), (7,6,5), (12,11,10), and (II) (1,6,12),
(3,4,5), (10,9,2), (7,8,11), where 1 → 2 → 3 and etc. are regarded
as positive directions (see Fig. 3). u(x,y,z)β , u
(x,y,z)
γ denote the bonds in
groups (I) and (II) respectively. Further, tx,y,z in different bonds are
mixed. For instance, we choose (1, 2) bond to have (tx1, t
y
1, t
z
1) for t
µ,ν,ρ
1
and (tx3, t
y
3, t
z
3) for t
µ,ν,ρ
3 , then the t
µ,ν,ρ
1 , t
µ,ν,ρ
3 in other bonds are specified
in Fig.3.
Cases Onsite u(x,y,z)α N.N. u
(x,y,z)
β N.N. u
(x,y,z)
γ
2(a) 0 tµ,ν,ρ1 τ1 + t
µ,ν,ρ
3 τ3 t
µ,ν,ρ
1 τ1 + t
µ,ν,ρ
3 τ3
2(b) 0 tµ,ν,ρ1 τ1 + t
µ,ν,ρ
3 τ3 −tµ,ν,ρ1 τ1 − tµ,ν,ρ3 τ3
2(c) 0 tµ,ν,ρ1 τ1 + t
µ,ν,ρ
3 τ3 −tµ,ν,ρ1 τ1 + tµ,ν,ρ3 τ3
1. Isotropic case with S U(2) spin rotational symmetry
We first discuss the S U(2)spin-invariant case with only sin-
glet terms (Table IV), corresponding to the isotropic limit. A
further self-consistency calculation shows that at half-filling,
∆ ≈ 0.48s1, µ ≈ 0.48s3 for the onsite term in 2(a). Thus,
case 2(a) with up to NN mean-field amplitudes leads to a one-
parameter family of Hamiltonians {H(2a)[ϕ]} with NN terms
2(a): s1 = A sinϕ, s3 = A cosϕ (29)
and onsite terms
2(a): ∆ ≈ 0.48A sinϕ, µ ≈ 0.48A cosϕ (30)
Similarly, case 2(b) also leads to a one-parameter family of
Hamiltonians {H(2b)[ϕ]} with NN terms
2(b): s1 = B sinϕ, s3 = B cosϕ. (31)
and vanishing on-site terms due to symmetry constaints.
For both 2(a) and 2(b) states, since the ratios of hopping
and pairing amplitudes are the same in all NN bonds, one can
always perform a global gauge rotation and eliminate e.g. the
pairing (τ1) term so that ϕ = s1 = 0. These correspond to
their root U(1) spin liquids with NN amplitudes only: U10
state (i.e. U(1)-uniform state in Ref.[10]) for case 2(a), and
U11 state (i.e. U(1)-staggered state in Ref.[10]) for case 2(b).
More generally such a global gauge rotation can fix ϕ to any
desired value with the same spectrum. Therefore we cannot
realize a Z2 spin liquid with up to NN mean-field amplitudes
for states 2(a) and 2(b).
In comparison, the mean-field Hamiltonians of 2(a) case
has the same (unit) hopping amplitudes on all NN bonds,
while bonds in neighbouring triangles have opposite (unit)
hopping amplitudes in case 2(b). Their spinon dispersions
ε(2a)k , ε
(2b)
k are plotted by the blue lines in Fig.4 for θ = 0 and
θ = pi/2 respectively. We see that case 2(a) corresponds to a
U(1) spin liquid (U10 state) with spinon Fermi surfaces, while
2(b) case leads to U11 state featuring spinon Dirac cones at the
fermi energy.
Finally in case 2(c), the NN hopping/pairing ratios are not
the same on different bonds, and they are hence independent
variables that cannot be fixed by a global gauge rotation. The
spectrum of mean-field Hamiltonian {H(2c)[θ]} depends on the
parameter θ ≡ arcsin(s1/s3) in this case. In particular, in two
limits where only hopping (θ = 0) or pairing (θ = pi/2) terms
9FIG. 4. The dispersion of fermionic spinons in isotropic Z2 spin liquid state 2(c) with S U(2) spin rotational symmetry and up to NN mean-
field amplitudes. Here Γ = (0, 0, 0), X = (pi, 0, 0),M = (pi, pi, 0),R = (pi, pi, pi) denotes the high-symmetry points in k-space. The blue/orange
colors denote the particle/hole redundancy of the BdG Hamiltonian. The only free parameter is the ratio between pairing and hopping θ ≡
arcsin(s1/s3). The θ = 0 limit corresponds to case 2(a), a U(1) spin liquid featuring spinon Fermi surfaces (labeled U10 state, or U(1)-uniform
state in Ref.[10]) with uniform NN hoppings. The θ = pi/2 limit corresponds to case 2(b), another U(1) spin liquid featuring spinon Dirac
cones at fermi level (labeled U11 state, or U(1)-staggered state in Ref.[10]) with staggered pairing amplitudes on different triangles. In the
intermediate regime 0 < θ < pi/2, it is a symmetric Z2 spin liquid with gapless spectrum. Note that 4-fold degenerate flat-bands exist in all
cases.
are present, the Hamiltonian of state 2(c) reduces to those of
2(a) and 2(b) cases respectively,
H(2c)[θ = 0] = H(2a) → U10 state
H(2c)[θ = pi/2] = H(2b) → U11 state (32)
In the intermediate regime 0 < θ < pi/2, case 2(c) describes
a Z2 spin liquid with both hopping and pairing terms, whose
typical dispersion is illustrated in Fig.4 for θ = pi/6. In sum-
mary, in the isotropic limit with S U(2) spin rotational sym-
metry, only the 2(c) case can realize a Z2 spin liquid with up
to NN mean-field amplitudes, and it bridges the two root U(1)
spin liquids (U10 and U11 states) for 2(a) and 2(b) cases. In
fact, this state was investigated in Ref.[10], where a varia-
tional Monte-Carlo study of Gutzwiller projected wavefunc-
tions found that the U10 spin liquid state with θ = 0 has the
lowest variational energy.
2. Anisotropic case with spin-orbit couplings
Now let’s consider the effect of spin-orbit couplings which
breaks spin rotational symmetry, and include the spin-triplet
terms in the mean-field ansatz. The spin-triplet terms (Ta-
ble V) involve much more parameters than singlet ones and
contain far more features. Before focusing on a special class
of symmetric spin liquids motivated by an anisotropic spin
model describing Na4Ir3O8 in section IV, here we discuss
some general features of the anisotropic spin liquids in com-
parison to the singlet ones.
For singlets terms, we choose the gauge so that s1 = 0
for 2(a) and 2(b) cases as discussed earlier. For the NN
triplet amplitudes (tx,y,z1 , t
x,y,z
3 ) on certain bond (TableV), one
can choose a suitable spin quantization axis such that the
only non-vanishing parameters are tz1, t
x
3, t
y
3, t
z
3 for all the three
cases 2(a,b,c). Then we can summarize the free parameters
and the properties for the three states in the presence of spin
anisotropy:
• 2(a): On-site amplitudes ∆, µ, NN singlet amplitude s3
and NN triplet amplitudes tz1, t
x
3, t
y
3, t
z
3. A Z2 spin liquid
can be realized as long as tz1 , 0 i.e. with NN triplet
pairing terms, otherwise it corresponds to a U(1) spin
liquid U10 state. The NN triplet pairings can open up a
gap on the spinon fermi surface.
• 2(b): No on-site amplitudes allowed, NN singlet am-
plitude s3 and NN triplet amplitudes tz1, t
x
3, t
y
3, t
z
3. Simi-
larly, when tz1 , 0 we realize a Z2 spin liquid with NN
triplet pairings; otherwise it is a U(1) spin liquid U11
state. The inclusion of triplet terms will change the lin-
ear Dirac-type dispersion in the singlet case, but gener-
ically can never open up a gap in the spinon spectrum.
• 2(c): On-site amplitude µ, NN singlet amplitudes s1, s3
and NN triplet amplitudes tz1, t
x
3, t
y
3, t
z
3. Generally 2(c)
state is separated from 2(a) state in the phase diagram
by an intermediate U(1) spin liquid U10 state, and from
2(b) state by an intermediate U11 state. In the absence
of pairing terms i.e. s1 = tz1 = 0, the 2(c) state reduces
to a symmetric U(1) spin liquid. This is the situation
we will focus on in the next section.
Generally for all three states, the inclusion of triplet terms
will lift the spin degeneracy in spinon spectrum, splitting each
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spinon band into two bands. In particular, the 4-fold degener-
ate flat bands will become dispersive and non-degenerate. We
found that state 2(b) always has a gapless spinon spectrum
while states 2(a) and 2(c) can be gapped in certain parameter
ranges, consistent with the general proof provided in section
III A. Hence state 2(b) provides an interesting example of sta-
ble gapless Z2 spin liquids[25], whose gapless excitations are
protected by only space group and time reversal symmetries
with no spin conservations.
IV. THE SPIN MODEL FOR Na4Ir3O8 AND ITS
ENERGETICS
In previous sections, we have classified symmetric spin liq-
uid states by their projective symmetry groups in the slave-
fermion representation. Now we consider energetics of phys-
ical spin models, and focus on whether certain spin Hamil-
tonian will give rise to the spin-triplet mean-field amplitudes
in the spin liquid states. For this purpose, we will only com-
pare energy among different spin liquid states, and leave the
energetic competition between spin liquids and various mag-
netically ordered states[17, 18] to future works. Also, we will
restrain ourselves to nearest neighbour (NN) interactions only,
as the NN Heisenberg model on hyperkagome lattice may al-
ready lead to a disordered spin liquid ground state[10, 43]. At
first sight, one may think that as long as the physical Hamilto-
nian breaks the spin-rotational symmetry, the spin-anisotropic
states will automatically be favored energetically. However,
we shall see that this needs not to be the case, due to the
strong suppression of spin anisotropy by Heisenberg-type in-
teractions.
As discussed in the introduction, we consider a Hamilto-
nian with a dominant NN Heisenberg term with various spin-
anisotropic perturbations[14, 18, 44],
H = HJ + H′, HJ = J
∑
〈i, j〉
Si · S j. (33)
The most general perturbation Hamiltonian can be decom-
posed into the Dzyaloshinskii-Moriya (DM) term HD, Kitaev
term HK , and symmetric exchange anisotropic (SEA) term
HΓ,
H′ = HD + HK + HΓ
=
∑
〈i, j〉
Di j · (Si × S j) +
∑
〈i, j〉,A
KAi jS
A
i S
A
j +
∑
〈i, j〉,B,C
ΓBCi j S
B
i S
C
j .
(34)
where |DAi j|, |KAi j|, |ΓABi j | may be much smaller than J, and
A, B,C are Cartesian coordinates as before. Each term in-
volves three independent interaction parameters on each bond
〈i, j〉. Now we make use of the symmetry of hyperkagome
lattice to relate interaction parameters in different bonds, es-
pecially the space group generated by 24 “point group” oper-
ations Cν22 C
ν3
3 S
ν4
4 and 3 unit-cell translations. Since physical
spins {Si} also rotate under point group operations in a spin-
orbit coupled system, we have the symmetry constraints on
the physical Hamiltonian
H[S Ai ] = UHU
† = H[
∑
B
O(U)AB S
B
U(i)], (35)
where O(U) are SO(3) matrices (B19) associated with point
group operation U. Therefore we are left with totally 9 pa-
rameters {DA,KA,ΓA} for all NN couplings:
H′ =
∑
A
[
DA
∑
〈i, j〉
(S Bi S
C
j − S Ci S Bj ) + KA
∑
〈i, j〉
S Ai S
A
j
+ΓA
∑
〈i, j〉
(S Bi S
C
j + S
C
i S
B
j )
]
. (36)
In a mean-field analysis of the above spin model in slave
fermion representation, each NN bond contribute the same en-
ergy due to symmetry and hence we will focus on one band,
say the bond (2, 3) connecting sublattice No.2 and No.3 from
now on. We make a further simplification in the discussion
below that we only consider Dz,Kz,Γz , 0 on bond (2, 3), re-
sulting in the following mean-field energy (see Appendix D 3)
E = 〈H〉
Nsite
= 2
(
J〈Si · S j〉 + D〈S xi S yj − S yi S xj〉
+K〈S zi S zj〉 + Γ〈S xi S yj + S yi S xj〉
)
(i∈2, j∈3) (37)
Such a simplification has been adopted in recent literatures
[17, 18] when considering an idealized Na4Ir3O8 structure.
However, the essential physics we will discuss below does not
rely on this assumption, and one can directly generalize this
discussion to include all 9 interaction parameters in (36) for
reasons elaborated in Appendix D 3.
FIG. 5. Phase diagram for a dominant Heisenberg interaction
(J ≡ 1) with perturbations of DM, Kitaev, and symmetric exchange
anisotropy (SEA) types in mean-field energy (37). We consider the
regime where perturbations are small |D|, |K|, |Γ| ≤ 0.2. While an in-
finitesimal DM interaction can induce anisotropy in the spin liquid
ground state, the Kitaev and SEA terms both need a finite strength
K,Γ comparable to Heisenberg J to induce spin anisotropy.
We have performed variational calculation of the mean-
field energy (37) for all three Z2 spin liquid states 2(a,b,c) in
Table IV and V. We set the Heisenberg interaction strength J
as unity, and consider perturbations |D|, |K|, |Γ| ≤ 0.2 in (37).
We first note that state 2(b) has much higher energy than 2(a)
and 2(c) in the isotropic spin-singlet case[10]. As we only
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consider perturbative effects of anisotropic terms, we mainly
focus on 2(a) and 2(c) states here.
The variational energy of singlet state 2(c) for isotropic
Heisenberg interactions had been calculated in Ref.[10], both
at mean-field level and for projected wavefunctions using vari-
ational Monte-Carlo method. The ground state is a U(1) spin
liquid (U10 state) with spherical Fermi surfaces at the cen-
ter and corners of the Brillouin zone[9], which is connected
to two Z2 spin liquids 2(a) or 2(c) via continuous phase tran-
sitions (by turning up spinon pairing terms). Our variational
calculation shows that even in the presence of anisotropic in-
teractions, the U10 (i.e. U(1)-uniform) state is still favored
energetically over both Z2 spin liquids 2(a) and 2(c). In other
words, the spinon pairing amplitudes s1, tx1, t
y
1, t
z
1 vanish iden-
tically in mean-field ground state for all parameter regimes
we consider. In the absence of pairings, 2(a) and 2(c) states
reduce to the same U10 spin liquid state as we discussed ear-
lier. Then the question is whether a weak spin-orbit coupling
(|D|, |K|, |Γ|  J ≡ 1) can induce an anisotropic U(1) spin
liquid ground state (tx3, t
y
3, t
z
3 , 0 in Table V). The variational
results show a dramatic difference in the effects of DM in-
teractions from those of Kitaev and SEA types, as shown in
Fig.5. An infinitesimal DM interaction is sufficient to induce
anisotropy in the mean-field ground state, where the magni-
tude of anisotropy is proportional to the strength of DM inter-
action. For Kitaev or SEA types of perturbations, on the other
hand, the spin liquid ground state remains spin rotational in-
variant unless |K|, |Γ| become comparable to J.
To better understand the big difference between DM and
other types of anisotropic interactions, below we analyze the
mean-field energy (37). The mean-field decompositions con-
sist of the (isotropic) singlet part (ρs,∆s) and (anisotropic)
triplet parts (ρx,y,z,∆x,y,z). The hopping amplitudes read
ρs =
〈 f †i↑ f j↑〉 + 〈 f †i↓ f j↓〉
2
, ρz =
〈 f †i↑ f j↑〉 − 〈 f †i↓ f j↓〉
2i
, (38)
ρx =
〈 f †i↑ f j↓〉 − 〈 f †i↓ f j↑〉
2i
, ρy =
〈 f †i↑ f j↓〉 + 〈 f †i↓ f j↑〉
2
; (39)
and pairing amplitudes are
∆s =
〈 f †i↑ f †j↓〉 − 〈 f †i↓ f †j↑〉
2
, ∆z =
〈 f †i↑ f †j↓〉 + 〈 f †i↓ f †j↑〉
2i
, (40)
∆x =
〈 f †i↑ f †j↑〉 + 〈 f †i↓ f †j↓〉
2
, ∆y =
〈 f †i↑ f †j↑〉 − 〈 f †i↓ f †j↓〉
2i
, (41)
where the time-reversal symmetry guarantees ρs,x,y,z,∆s,x,y,z
to be real numbers (see Appendix D 3 for details). Here
(ρx, ρy, ρz) as well as (∆x,∆y,∆z) are chosen such that they
rotate as SO(3) vectors under S U(2) spin rotations. These
amplitudes are related to the mean-field parameters in Table
IV-V through consistent mean-field equations, whose details
can be found in Appendix D 3. The mean-field amplitudes for
different NN bonds 〈i, j〉 are illustrated in Fig. 3. Here focus-
ing on one bond (i = 2, j = 3), we can write the mean-field
energy per site as
E ≡ 〈H〉
Nsite
= EJ + ED + EK + EΓ (42)
EJ = −J
[
3(ρ2s + ∆
2
s) − ρ2z − ρ2x − ρ2y − ∆2z − ∆2x − ∆2y
]
(43)
ED = 4D [∆s∆z + ρsρz] (44)
EK = K
[
∆2x + ∆
2
y − ∆2s − ∆2z + ρ2x + ρ2y − ρ2s − ρ2z
]
(45)
EΓ = 4Γ
[
∆x∆y + ρxρy
]
(46)
From the expression (43) it is clear that the Heisenberg term
will favor singlet amplitudes and suppress all triplet ampli-
tudes. Due to the dominant role of Heisenberg interaction
J  |D|, |K|, |Γ|, the ground state has a strong tendency to-
wards having an isotropic spin liquid ground state. How-
ever, the DM interaction can survive the suppression of spin
anisotropy by coupling the triplet amplitudes ρz,∆z with sin-
glet amplitudes ρs,∆s. Since Heisenberg energy only depends
quadratically on the triplet amplitudes while DM energy de-
pends linearly on triplet terms, an arbitrary small D/J will
lead to non-zero triplet amplitudes in the presence of a fi-
nite singlet amplitude. Though the above analysis consid-
ers only one component Dz,Kz,Γz in the anisotropic interac-
tions, the conclusion remains valid even when all 9 parameters
{DA,KA,ΓA} are considered in the spin Hamiltonian. Thus,
it is expected that for the real material Na4Ir3O8 where all
anisotropic perturbations are present[18], it is up to strength
of DM interactions to decide how anisotropic the spin liquid
ground state is.
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FIG. 6. Left: Mean field variational results showing that the DM
interaction D induces triplet amplitude tz3 (in bond (2, 3), amplitudes
in other bonds can be referred from Fig. 3). The dependence is
almost linear for small D/J. Right: Spinon dispersion for D/J =
0.2, where mean-field energy is minimized at s3 = 0.16584, t
y
3 =
0.01672, µ = −0.079.
Due to the important role of DM terms, we examine more
carefully the spin liquid states in the presence of only Heisen-
berg and DM interactions. Again, for simplicity we assume an
idealized crystal structure where only one DM term per bond
is present, i.e. the model in (37). The variational calculation
gives an almost linear dependence of the triplet-singlet ampli-
tude ratio tz3/s3 on the strength of DM interaction for small
D/J, as shown in Fig.6. The corresponding dispersion of the
spin-anisotropic U(1) spin liquid U10 state at D/J = 0.2 is
also shown in Fig.6. Compared with Fig.4(vi) we clearly see
the splitting of bands due to spin-orbit coupling. In particular,
the 4-fold degeneracy of flat-bands in isotropic case is fully
lifted and all bands disperse.
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FIG. 7. The spinon Fermi surfaces of energetically favored U(1)
spin liquids. (i): Spin-isotropic (singlet) U(1) spin liquid with s3 =
0.16456, µ = −0.078. (ii): Spin-anisotropic U(1) spin liquid induced
by DM interaction D/J = 0.2, where variational calculation gives the
mean-field amplitudes s3 = 0.16584, t
y
3 = 0.01672, µ = −0.079. The
fermi surfaces at the corner belong to 9-12th bands, while the two
Fermi surfaces at the BZ center belong to 13th (orange) and 14th
(blue) bands.
Finally we take a closer look at the Fermi surfaces of the
anisotropic U(1) spin liquid ground state in the presence of
DM interactions. The Fermi surfaces in the spin-isotropic
limit have been discussed in earlier literature[9], where each
Fermi surface has double spin-degeneracy. When triplet am-
plitudes are turned on, the spin degeneracy of the Fermi sur-
faces are completely lifted, resulting in 6 Fermi surfaces with
spin textures shown in Fig.7 and 8. The 9-12th bands con-
tribute four Fermi surfaces at the corners of Brillouin zone
(BZ), and the 13-14th bands contribute the Fermi surfaces at
the BZ center. Fig.8 clearly demonstrates the spin-momentum
locking on the non-degenerate spinon fermi surface, due to
spin-orbit coupling in this non-centrosymmetric crystal.
V. DISCUSSION AND OUTLOOK
In this work, we classify symmetric Z2 and U(1) spin liq-
uids on a hyperkagome lattice in the slave-fermion represen-
tation. Non-symmorphic space group provides strong sym-
metry constraints to spinon symmetry fractionalization on hy-
perkagome lattice, and we found only three Z2 spin liquids
and two U(1) spin liquids as shown in TABLE III. The small
number of possible spin liquid states should greatly facilitate
further analysis of their properties and more accurate calcu-
lations of energies in the future, such as a variational Monte-
Carlo study of the Gutzwiller projected wavefunctions. We
show that both U(1) states have a stable gapless spectrum pro-
tected by space group and time reversal symmetries[22, 23].
Top Front
FIG. 8. Distorted shapes and spin textures of the spinon fermi sur-
face in the presence of DM interactions D/J = 0.2 from spin-orbit
couplings. Here we plot the 13-th band in Fig.7 (ii), shown by or-
ange dots surrounding the center of Brillouin zone. Arrows denote
the spin textures on the fermi surface, with clear signatures of spin-
momentum locking. The dashed red boxes here are guides to the eye,
showing the spherical fermi surface in isotropic limit is distorted to-
wards a cubic shape in the anisotropic case.
Meanwhile among all 3 Z2 states, we show that states 2(a) and
2(c) are generically gapped, while state 2(b) is a symmetry-
protected gapless Z2 spin liquid[25, 42]. As shown schemati-
cally in FIG. 2, two Z2 spin liquids 2(a) and 2(c) states share
the same “root” U(1) spin liquid U10 state, while 2(b) and
2(c) share another root state U11 state.
Experimentally, specific heat, magnetic susceptibility and
thermal conductivity measurements[5, 6] all pointed to a gap-
less spin liquid ground state in Na4Ir3O8. Therefore our clas-
sification and analysis on gapped vs. gapless spectrum can al-
ready narrow down the list of promising spin liquids to 3 can-
didates, including two U(1) spin liquids (U10 and U11 states)
and one Z2 spin liquid 2(b) state. Which one of them is re-
alized as the spin liquid ground state in Na4Ir3O8 is further
determined by their energetics. Our mean-field calculations
suggest that U10 state is energetically favored over other can-
didates.
Motivated by the recent experiments[15, 16] on Na4Ir3O8
uncovering the low-energy spin anisotropy properties, we ex-
amined the effects of anisotropic interactions on symmetric
spin liquid states. The spin anisotropy that breaks spin ro-
tational symmetry on the spin liquid ground states is studied
at the mean field level, and we found a drastic difference be-
tween DM interactions and other types of anisotropic interac-
tions (Kitaev and symmetric anisotropy). While an infinitesi-
mal DM interaction will always induce spin-triplet couplings
in the mean-field ansatz, the other anisotropic interactions of
Kitaev and symmetric anisotropy types need a finite threshold
comparable to the Heisenberg interaction to break spin rota-
tional symmetry in mean-field ground state. In the mean-field
energy analysis, we attribute such a difference to the strong
suppression of spin anisotropy by Heisenberg interaction, and
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that only DM interaction can couple singlet and triplet am-
plitudes bilinearly in the energy functional that survives the
suppression of spin anisotropy. It is interesting to see whether
higher order quantum fluctuations would inherit or modify
such a mean-field picture in future works.
Finally, we point out that hyperkagome lattice struc-
ture is also found in the material PbCuTe2O6 in re-
cent experiments[27, 28]. The three-dimensional network
of Cu2+ constitutes a hyperkagome lattice, where both
thermodynamic[27] and µSR, NMR[28] experiments suggest
a spin liquid ground state, a gapless one as indicated by NMR
data[28]. Therefore, our classification and gapless analysis of
spin liquid states on hyperkagome lattices pave the road for
further understanding the property of PbCuTe2O6 in the fu-
ture.
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Appendix A: Symmetry group of hyperkagome lattice and its Z2
extension
1. Conventions of site labeling and symmetry operations
Here we make connections of our site labeling of sublat-
tices and the symmetry operations to previous literatures. Our
sublattice site labelings are consistent with those in [14, 17],
while the xˆ-yˆ axes in those literatures are rotated to (−yˆ)-(xˆ) di-
rections. In many literatures [14, 17, 18], instead of the 4-fold
screw rotation S 4, a set of 12 two-fold rotations are used to
describe the symmetry of hyperkagome lattice. Each sublat-
tice sites are associated with one 2-fold rotation axis passing
through it. In Table VI we express those 2-fold rotations in our
convention, in terms of the point group operations followed by
translations U = T n11 T
n2
2 T
n3
3 C
ν2
2 C
ν3
3 S
ν4
4 .
TABLE VI. All 2-fold rotations expressed in our convention. Using
the point group symmetry operations, we can form 12 two-fold rota-
tions U2 = e. Each U has the rotation axis passing through one of
the sublattice sites s = 1, . . . , 12.
s 1 2 3 4 5 6
U C2C3 T3C2C23 T1T
−1
3 C2S
2
4 T
−1
1 T3C3S 4 T1T2T
−1
3 C
2
3S
3
4 T1C2
s 7 8 9 10 11 12
U C2C23 T2C2C3 C2 C
2
3S
3
4 T2T
−2
3 C2S
2
4 T
−1
2 C3S 4
2. Space group symmetry
The independent group elements in the symmetry group are
U = T νT T νT11 T
νT2
2 T
νT3
3 C
νC2
2 C
νC3
3 S
νS 4
4 (A1)
where νT ∈ Z2, νT1,T2,T3 ∈ Z, νC2 ∈ Z2, νC3 ∈ Z3, νC4X ∈ Z4.
Here the operations consist of time reversal T , 3 translations
and the 24 point-group symmetry formed by C2,C3, S 4 as dis-
cussed in the main text. As will be shown below, the 3 trans-
lations Ti can be generated by screw operation S 4 and rota-
tion C3, therefore the above labeling (A1) for space group
elements is in fact redundant. Although it inevitably leads
to redundant algebraic relations between group elements be-
low, this labeling scheme keeps track of all algebraic relations
without missing any.
The algebraic relations among the operators are
T 2 = C22 = C33 = e, S 44 = T1 (A2)
UT = TU,U ∈ {Ti,C2,C3, S 4}. (A3)
C2T1 = T−11 C2, C2T2 = T
−1
3 C2, C2T3 = T
−1
2 C2 (A4)
C3T1 = T2C3, C3T2 = T3C3, C3T3 = T1C3 (A5)
S 4T1 = T1S 4, S 4T2 = T3S 4, S 4T3 = T−12 S 4 (A6)
C3C2 = C2C23, S 4C2 = T1T
−1
2 C2S
3
4 = T
−1
2 C2S
−1
4 , (A7)
S 4C3 = T1C23S
3
4 = T1T3C
−1
3 S
−1
4 , (A8)
S 4C−13 = T
−1
1 T3C2C
−1
3 S
2
4 (A9)
These relations allows one to write operations in arbitrary se-
quence as the standard form in Equation (A1).
Note that the commutation relation between translations
[Ti,T j] = 0 is actually not independent due to the presence
of screw rotation symmetry. Explicitly, we have
T2 = (C2S −14 )
2, T3 = (C2S 4)2
⇒ T2T3T−12 T−13
= C2S −14 C2S
−1
4 T3T
−1
2 S
−1
4 C2S
−1
4 C2
= (C2S 4C2S 4T2T−13 S 4C2S 4C2)
−1
= (T2T−13 C2S 4C2S 4S 4C2S 4C2)
−1
= (T2T−13 T3T
−1
2 )
−1 = 1.
Then sandwiching the above relation repeatedly by C3(. . . )C3
we have all TiT jT−1i T
−1
j = I, i, j = x, y, z.
The constraints can be rewritten in an alternative form as
T 2 = C22 = C33 = e, T−11 S 44 = e, (A10)
T −1U−1TU = e, U ∈ [Ti,C2,C3, S 4] (A11)
T−11 C2T
−1
1 C2 = T
−1
2 C2T
−1
3 C2 = T
−1
3 C2T
−1
2 C2 = e, (A12)
T−11 C
−1
3 T2C3 = T
−1
2 C
−1
3 T3C3 = T
−1
3 C
−1
3 T1C3 = e, (A13)
T−11 S
−1
4 T1S 4 = T
−1
2 S
−1
4 T3S 4 = T
−1
3 S
−1
4 T
−1
2 S 4 = e,(A14)
(C3C2)2 = T−13 T
−1
1 (S 4C3)
2 = T2(S 4C2)2 = e, (A15)
T−11 T
−1
2 T3C2(C
−1
3 S 4)
2S 4 = e. (A16)
where we used e to denote the identity element in the symme-
try group.
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3. Z2 extension of the space group
The classification of symmetric Z2 spin liquids hosting
fermionic spinon excitations on hyperkagome lattice is math-
ematically related to the central extension of the symmetry
group S G, with a center A = Z2. Physically, fermionic
spinons can transform projectively under symmetry opera-
tions due to their fractional statistics. Such a projective rep-
resentation of symmetry group S G withA = Z2 coefficient is
classified by the 2nd cohomology group H2(S G,A) with the
following short exact sequence[31–33]
1→ A→ PS G → S G → 1 (A17)
Such a central extension was coined the “projective symmetry
group” or PS G[26] in the literature of slave-fermion construc-
tion of Z2 spin liquids.
Therefore we classify the 2nd cohomology group
H2(S G,Z2) associated with symmetric Z2 spin liquids on
hyperkagome lattice, where the symmetry group is S G =
P4132 × ZT2 in the spin-orbit-coupled system. More specif-
ically, the group extension problem H2(S G,A) classifies
gauge-inequivalent phase factors {ω f (g1, g2)}
R( f )g1 R( f )g2 = ω f (g1, g2)R( f )g1·g2 , g1,2 ∈ S G, ω f (g1, g2) ∈ A.
where R( f )g1 labels the symmetry operation on a single
fermionic spinon f , associated with element g1 of the sym-
metry group. In our case of Z2 spin liquids, the fusion group
of the fermionic spinons is A = Z2 due to the Z2 fusion rule
f × f = 1, leading to the Z2-valued phase factors {ω f (g1, g2) =
±1}. One can always modify the symmetry operation R( f )g by
a local unitary transformation U( f )g that form a linear repre-
sentation of S G, i.e. redefining R( f )g →U( f )g · R( f )g , which will
not change the universality class and topological properties of
the associated spin liquid phase. These “gauge transforma-
tions” {U( f )g |g ∈ S G}, however can modify the phase factors
ω f (g1, g2) by
ω f (g1, g2)→ ω f (g1, g2)U( f )g1 U( f )g2
[U( f )g1·g2 ]−1 (A18)
A typical example of such gauge transformations compati-
ble with the A = Z2 fusion rule is simply a phase factor of
U( f )g1 = ±1. To classify distinct Z2 extensions of the symmetry
group, we look for different sets of phase factors ω f (g1, g2)
that cannot related by any gauge transformations.
In the following we compute the 2nd cohomology group
H2(P4132 × ZT2 ,Z2) for our case of symmetric Z2 spin liquids
on hyperkagome lattice. First, notice that the whole multi-
plication table of symmetry group S G = 4132 × ZT2 can be
generated by algebraic relations (A10)-(A16). Therefore we
merely need to classify the Z2-valued phase factors ω’s as-
sociated with each algebraic identity in (A10)-(A16), more
specifically the gauge invariant ones.
Two important consistent conditions for the Z2-valued
phase factors are the associativity condition
ω(g1, g2) · ω(g1g2, g3) = ω(g2, g3) · ω(g1, g2g3) (A19)
and
ω(1, g) = ω(g, 1) ≡ 1, ∀ g ∈ S G. (A20)
As is shown below, the non-symmorphic screw operation S 4
in symmetry group S G = P4132 × ZT2 provides a strong
constraint on phase factors {ω(g1, g2) = ±1|gi ∈ S G} ∈
H2(S G,Z2). It significantly reduce the number of gauge in-
equivalent solutions and greatly simplify the calculation.
First, we denote the Z2-valued phase factors associated with
each algebraic identity in (A10)-(A16) as {Ωα = ±1}, where
subscripts {α} are the same as the subscripts of {ηα = ±1}
in (B28)-(B50). This is chosen for the convenience of com-
parison between algebraic 2nd group cohomology described
here, and physical PSG realizations in slave-fermion construc-
tion presented in Appendix B. In the following we briefly
summarize the calculation of gauge-inequivalent solutions to
{Ωα = ±1}. They are related to the phase factors {ω(g1, g2) =
±1|gi ∈ S G} ∈ H2(S G,Z2) in simple relations, for example
ΩT = ω(T ,T ) for the first algebraic identity in (A10).
First of all, using gauge transformations {U( f )g = ±1|g ∈
S G} we can always fix the gauge so that
Ω3 = Ω3x = Ω3y = Ω4 = Ω234 = 1. (A21)
non-symmorphic symmetry S 4 with relation R( f )T1 = (R
( f )
S 4
)4
leads to
T1T2T−11 T
−1
2 = T1T3T
−1
1 T
−1
3 = e→ Ωxy = Ωxz = 1. (A22)
This excludes a large class of Z2 spin liquids known as “pi-
flux phases”, where spinons see a background field of pi-flux
per unit cell. We also have
Ω4x = Ω2x = 1 (A23)
where the following relations are utilized
(R( f )C2 )2 = Ω2, (A24)
(R( f )S 4 · R
( f )
C2
)2R( f )T2 = Ω24, (A25)
(R( f )S 4 · R
( f )
C3
)2 = Ω34 · R( f )T1 · R
( f )
T3
. (A26)
Now using rotational symmetry (R( f )C3 )3 = Ω3 = 1 we have
Ωyz = Ω3z = 1 (A27)
Similarly by 2-fold rotation C2 with relation (A24) we have
Ω2y = Ω2z (A28)
Further using relation (R( f )C3 · R
( f )
C2
)2 = Ω23 we have
Ω2z = Ω2x = 1 (A29)
and hence Ω2x = Ω2y = Ω2z = 1. Using (A25) and Ωxy = 1
we can further show
Ω4z = 1 (A30)
which also leads to
Ω4y = Ω2z = 1 (A31)
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based on (A25). Meanwhile, another algebraic identity
C3C2 = C−13 C2C3 leads to
Ω23 = Ω2. (A32)
Therefore in summary, without considering time reversal sym-
metry T , there are 23 = 8 different Z2 extension (or projec-
tive representations with Z2 coefficients) for the space group
P4132. They correspond to 3 independent coefficients (A24)-
(A26)
{Ω2,Ω24,Ω34 = ±1} = H2(P4132,Z2) = (Z2)3 (A33)
Now let’s include time reversal symmetry. Again using
relations T1 = (S 4)4 and (A25)-(A26) associated with non-
symmorphic screw S 4 we have
ΩxT = ΩyT = ΩzT = 1 (A34)
And by (R( f )C3 )3 = 1 we have
Ω3T = 1. (A35)
Finally according to relation (A16) or (A9) we must have
Ω2T = Ω4T . (A36)
Therefore time reversal symmetry T only brings in one new
Z2-valued invariant
R( f )C2 R
( f )
T = Ω2TR( f )T R( f )C2 . (A37)
As a result, the Z2-valued projective representations of sym-
metry group S G = P4132 × ZT2 are classified by
{Ω2,Ω24,Ω34,Ω2T ,ΩT = ±1} = H2(P4132 × ZT2 ,Z2) = (Z2)5
These 25 = 32 central extensions of our symmetry group
with a Z2 center correspond to the 5 independent Z2-valued
coefficients: as listed in (A24)-(A26) and (A37), as well as
ΩT = ω f (T ,T ) = ±1.
Physically by requiring fermionic spinons to be Kramers
doublets carrying spin-1/2 each, we must have
ΩT = ω f (T ,T ) = −1. (A38)
Therefore among the 32 Z2-valued projective representations
of symmetry group S G = P4132 × ZT2 , only half of them
(24 = 16 projective representations) satisfying (A38) are rel-
evant for our consideration of symmetric Z2 spin liquids on
hyperkagome lattice.
Appendix B: Classification of symmetric Z2 spin liquids
Though symmetry fractionalization class of fermionic
spinons in a symmetric Z2 spin liquid must belong to an el-
ement of 2nd cohomology group H2(S G,A), a specific lattice
spin model with this symmetry group may only realize certain
(but not all) elements of H2(S G,A). Below we concretely
construct those symmetric Z2 spin liquids that can be real-
ized by the slave-fermion representation on a hyperkagome
lattice. As will be shown later, among the 32 Z2-valued pro-
jective representations of group S G = P4132×ZT2 , only 3 can
be realized as symmetric Z2 spin liquids in the slave-fermion
representation of spin-1/2 particles on hyperkagome lattice.
1. Projective symmetry group (PSG) of symmetric spin liquids
Spin liquid states remain disordered and preserve the sym-
metry of the system. But due to the gauge redundancy (11),
the mean field amplitudes are only defined up to a local SU(2)
transform. This leads to the projective symmetry obeyed by
the mean field Hamiltonians. Specifically, let us denote an el-
ement in the symmetry group (SG) as U ∈SG, and its action
on the operators as
UΨiU† = R†UΨU(i). (B1)
Here U(i) means the site index i is changed to the transformed
position U(i), and RU is the spin rotation accompanying the
symmetry operation. Then we see
UHAU† = Tr
[(
RUσAR
†
U
)
ΨU(i)u
(A)
i j Ψ
†
U( j)
]
, (B2)
where A = 0, x, y, z, and σ0 = I is the identity matrix.
We first look at H0 where
UH0U† = Tr
[
ΨU(i)ui jΨ
†
U( j)
]
. (B3)
If UH0U† = H0, the (mean field) Hamiltonian is certainly
invariant under symmetry operation U. However, the redun-
dancy (11) means that the equivalent class of Hamiltonians
can be extended, as above equation is physically the same as
UH0U† ⇔ Tr
[
ΨU(i)GU(U(i))ui jG
†
U(U( j))Ψ
†
U( j)
]
, (B4)
where GU(U(i)) denotes a local SU(2) gauge transform at site
U(i) for symmetry operation U. Then if
GU(U(i))ui jG
†
U(U( j)) = uU(i),U( j), (B5)
the right hand side of (B4) is the same as H0, and UH0U† is
equivalent to H0 up to a gauge transform. The condition (B5)
is often expressed as
GUU(ui j) = ui j, (B6)
GU(ui j) = GU(U(i))ui jG
†
U(U( j)), (B7)
U(ui j) = uU−1(i),U−1( j). (B8)
where (B6) is the projective symmetry satisfied by the mean
field ansa¨ts. Condition (B6) means that the mean field
Hamiltonian H0 only needs to satisfy a projective symme-
try GUU(ui j) = ui j if the physical Hamiltonian, expressed in
terms of Si, satisfies a symmetry UHphysU† = Hphys. Similar
to U ∈SG, the operations GUU also form a group, dubbed pro-
jetive symmetry group (PSG). Next, we discuss the properties
of the gauge transforms GU(i).
A special case is when the symmetry operation U = e, the
identity element, i.e.
Ge(i)ui jG†e( j) = ui j. (B9)
Then the projective symmetry operation only contains a gauge
transform. The set of SU(2) matrices {Ge(i)} satisfying (B9)
are called the invariant gauge group (IGG). Clearly, if an el-
ement GUU ∈PSG satisfies (B5), we can multiply it by Ge ∈
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IGG and GeGUU ∈PSG still satisfies (B5). That means we
have a many-to-one homomorphic mapping h : PSG→SG, or
more precisely, SG=PSG/IGG. For IGG=±1, eiθ, SU(2), we
have the PSG characterizing Z2, U(1) and SU(2) spin liquid
states respectively.
The gauge group GU(i) describes the low energy fluctuation
of the spin liquid ground state, and different choices of GU(i)
gives different types of spin liquid states. The GU(i)’s for var-
ious symmetry operations U are not independent, as the group
product rules U3 = U1U2 enforces
GU3 U3(ui j) = GU1 U1GU2 U2(ui j), (B10)
or explicitly,
[GU1 (U1U2(i))GU2 (U2(i))]ui j[GU1 (U1U2(i))GU2 (U2(i))]
†
= GU3 (U3(i))ui jG
†
U3
(U3( j)). (B11)
Therefore, the commutation rules for symmetry groups, i.e.
U1U2 = U2U1 or U−11 U
−1
2 U1U2 = I implies
G†U2 (U
−1
2 U1U2(i))G
†
U2
(U1U2(i))GU1 (U1U2(i))GU2 (U2(i))
= Ge(i). (B12)
Thus, once the IGG for Ge(i) is chosen, the PSG for other
symmetry operations U are constrained by the commutation
rules. Solving the coupled equations (B12) for all combina-
tions of SG gives all possible PSG.
Two solutions to (B12) can be equivalent, because if GU(i)
satisfy (B5) for ui j, we have
Wiui jW
†
j =
[
WiGU(i)W
†
U−1(i)
] [
WU−1(i)uU−1(i),U−1( j)W
†
U−1( j)
]
[
WU−1( j)G
†
U( j)W
†
j
]
, (B13)
where Wi is an arbitrary SU(2) matrix. That means
G˜U(i) = WiGU(i)W
†
U−1(i) (B14)
also satisfies (B5) for the ansa¨ts Wiui jW
†
j . Since two ansa¨ts
differing by an SU(2) gauge transform are equivalent, we see
that GU and G˜U given by (B14) are equivalent. That is, the
PSG solutions GU(i) are also only defined up to a local SU(2)
transform (B14).
Now we look at the triplet terms Hx,y,z that break spin ro-
tation symmetry, i.e. in the presence of spin-orbit coupling.
We similarly derive the projective symmetry condition satis-
fied by the triplet parts. First note that the SU(2) rotation can
be mapped into SO(3) rotation,
RUσAR
†
U =
∑
B=x,y,z
O(U)ABσB (B15)
where O(U) is an SO(3) matrix representing the rotation by
θU in the SU(2) matrix RU = e−iθU ·σ/2, and A, B = x, y, z
are Cartesian indices. Then the triplet part of the mean field
Hamiltonian has the transform property∑
A
HA =
∑
A
Tr
[
σAΨU(i)u
(A)
i j Ψ
†
U( j)
]
,∑
A
UHAU† =
∑
AB
OABTr
[
σBΨU(i)u
(A)
i j Ψ
†
U( j)
]
⇔
∑
AB
OABTr
[
σBΨU(i)GU(U(i))u
(A)
i j G
†
U(U( j))Ψ
†
U( j)
]
, (B16)
where the last line means gauge equivalence. To restore (pro-
jective) symmetry, we require
GU(U(i))u
(A)
i j G
†
U(U( j)) =
∑
C
O(U)AC u
(C)
U(i),U( j), (B17)
or it can be written as
GU(U(i))
∑
A
u(A)i j O
(U)
AB
G†U(U( j)) = u(B)U(i),U( j) (B18)
Here we have used the property of orthogonal matrices OT O =
I, or δBC = (OT )BAOAC = OABOAC . Conditions (B5), (B18)
clearly show that given the PSG, the singlet term is decoupled
from the triplet terms, while all the three triplet terms are gen-
erally mixed in Equation (B18). For later uses, we summarize
the SO(3) matrices corresponding to the C2,C3, S 4 rotations
in a hyperkagome lattice:
O(C2) =

−1 0 0
0 0 −1
0 −1 0
 , O(C3) =

0 0 1
1 0 0
0 1 0
 ,
O(S 4) =

1 0 0
0 0 −1
0 1 0
 . (B19)
Note that when superposing two operations
u(A)U1U2(i),U1U2( j) = GU1 (U1U2(i))GU2 (U2(i))∑
BC
u(C)i j O
(U2)
CB O
(U1)
BA

G†U2 (U2( j))G
†
U1
(U1U2( j))
≡ GU1GU2 (ui jO(U2)O(U1)) (B20)
the sequence of O(U2)O(U1) is opposite to GU1GU2 .
In the above derivation, we have only considered unitary
symmetry operators U. Now we discuss time-reversal opera-
tor which is anti-unitary
T = iσyK, T −1 = K(−iσy) = −iσyK. (B21)
where K takes complex conjugation on complex number on
its right, Ki = −iK. Written in terms of f -operators,
T =
∑
i
( f †i↓ fi↑ − f †i↑ fi↓)K. (B22)
That means
TΨi = iσyΨiK, Ψ†i T −1 = Ψ†i (−iσy)K. (B23)
Therefore, we have
THAT −1 = Tr
[
σ∗A(iσy)ΨiKu
(A)
i j Ψ
†
j (−iσyK)
]
= Tr
[
σ∗A(iσy)Ψi
(
u(A)i j
)∗
Ψ
†
j (−iσy)
]
= Tr
[
(σyσ∗Aσy)Ψi
(
u(A)i j
)∗
Ψ
†
j
]
. (B24)
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Following the convention in [26], we introduce the PSG as
THAT −1 ⇔
Tr
[
(σyσ∗Aσy)ΨiGT (i)(iσy)
(
u(A)i j
)∗
(−iσy)G†T ( j)Ψ†j
]
= Tr
[
σAΨiGT (i)(−u(A)i j )G†T ( j)Ψ†j
]
(B25)
where in the last line we have used σyσ∗0σy = I, σyσ
∗
x,y,zσy =
−σx,y,z, and from Equation (16), σy
(
u(0)i j
)∗
σy = −u(0)i j ,
σy
(
u(x,y,z)i j
)∗
σy = u
(x,y,z)
i j . Thus, for time-reversal, the projec-
tive symmetry condition for singlet and triplet terms in HMF
are the same,
GT (i)u(A)i j GT ( j)
† = −u(A)i j . (B26)
2. Constraints of the projective symmetry group
An element in PSG is denoted as
GUU = (GTT )νT (GT1 T1)νT1 (GT2 T2)νT2 (GT3 T3)νT3
(GC2C2)
νC2 (GC3C3)
νC3 (GS 4 S 4)
νS 4 . (B27)
Corresponding to the SG, the constraints in PSG with IGG=Z2
are
GT (i)2 = ηT (B28)
GC2 (C2(i))GC2 (i) = η2 (B29)
GC3 (C
−1
3 (i))GC3 (C3(i))GC3 (i) = η3 (B30)
G−1T1 (T1S
−1
4 (i))GS 4 (T1S
−1
4 (i)) ·
GS 4 (S
2
4(i))GS 4 (S 4(i))GS 4 (i) = η4 (B31)
G−1T (T
−1
1 (i))G
−1
T1 (i)GT (i)GT1 (i) = ηxT (B32)
G−1T (T
−1
2 (i))G
−1
T2 (i)GT (i)GT2 (i) = ηyT (B33)
G−1T (T
−1
3 (i))G
−1
T3 (i)GT (i)GT3 (i) = ηzT (B34)
G−1T (C
−1
2 (i))G
−1
C2 (i)GT (i)GC2 (i) = η2T (B35)
G−1T (C
−1
3 (i))G
−1
C3 (i)GT (i)GC3 (i) = η3T (B36)
G−1T (S
−1
4 (i))G
−1
S 4 (i)GT (i)GS 4 (i) = η4T (B37)
G−1T1 (C2T
−1
1 (i))G
−1
C2 (T
−1
1 (i))G
−1
T1 (i)GC2 (i) = η2x (B38)
G−1T2 (C2T
−1
3 (i))G
−1
C2 (T
−1
3 (i))G
−1
T3 ((i))GC2 (i) = η2y (B39)
G−1T3 (C2T
−1
2 (i))G
−1
C2 (T
−1
2 (i))G
−1
T2 ((i))GC2 (i) = η2z (B40)
G−1T1 (C
−1
3 T2(i))G
−1
C3 (T2(i))GT2 (T2(i))GC3 (i) = η3x, (B41)
G−1T2 (C
−1
3 T3(i))G
−1
C3 (T3(i))GT3 (T3(i))GC3 (i) = η3y, (B42)
G−1T3 (C
−1
3 T1(i))G
−1
C3 (T1(i))GT1 (T1(i))GC3 (i) = η3z, (B43)
G−1T1 (S
−1
4 T1(i))G
−1
S 4 (T1(i))GT1 (T1(i))GS 4 (i) = η4x (B44)
G−1T2 (S
−1
4 T3(i))G
−1
S 4 (T3(i))GT3 (T3(i))GS 4 (i) = η4y (B45)
G−1T3 (S
−1
4 T2(i))G
−1
S 4 (T
−1
2 (i))G
−1
T2 (i)GS 4 (i) = η4z (B46)
GC3 (C2(i))GC2 (C2C3(i))GC3 (C3(i))GC2 (i) = η23 (B47)
G−1T3 (T3C
−1
3 (i))G
−1
T1 (T1T3C
−1
3 (i))GS 4 (T1T3C
−1
3 (i))
GC3 (C3S 4(i))GS 4 (S 4(i))GC3 (i) = η34 (B48)
GT2 (C2(i))GS 4 (T
−1
2 C2(i))GC2 (C2S 4(i))
GS 4 (S 4(i))GC2 (i) = η24 (B49)
G−1T1 (T1S
−1
4 (i))G
−1
T2 (T1T2S
−1
4 (i))GT3 (T1T2S
−1
4 (i))
GC2 (T1T2T
−1
3 S
−1
4 (i))G
−1
C3 (S 4C
−1
3 S 4(i))GS 4 (S 4C
−1
3 S 4(i))
G−1C3 (S 4(i))GS 4 (S 4(i))GS 4 (i) = η234 (B50)
where all of the η’s take values ±1. Solving these coupled
constraint equations will give all possible gauge inequivalent
generators in PSG, which is the task in the next two sections.
3. Solution of the PSG constraints: unit-cell part
We first focus on the unit-cell dependence of the con-
straints (B28)–(B49). The constraints can be reduced by
gauge choices:
1. Consider the gauge redundancy of multiplying each G
with ±τ0, which is an element in IGG. Then if a gen-
erator shows up for odd number of times in the con-
straint equations, we can multiply the generator by −τ0
to change the sign of the corresponding η’s. That means
we can use the gauge freedom of GC2 → η234 =
18
1,GC3 → η3 = 1,GT1 → η4 = 1,GT2 → η3x = 1,GT3 →
η4y = 1.
2. Further, we can use the local S U(2) gauge redundancy
GU(i) → WiGU(i)W†U−1(i) and consider U ∼ T1,T2,T3
to set 
GT3 (0, 0, z) = 1
GT2 (0, y, z) = 1
GT1 (x, y, z) = 1
(B51)
Then
[Ti,T j] = 0→

GT1 (x, y, z, s) = 1
GT2 (x, y, z, s) = η
x
xy
GT3 (x, y, z, s) = η
x
xzη
y
yz
(B52)
Note here Ti only relate the same sublattice sites in dif-
ferent unit cells. We will further use the local S U(2)
gauge choices among different sublattices in the next
section.
3. We further reduce the unit-cell part of the generators.
Using the commutations between GTi and GC2 , we have
GC2 = η
x
2xη
z
2yη
y
2z(ηxzηxy)
x(y+z)A(s; x, y, z)gC2 (s), (B53)
A(s; x, y, z) ≡

1 : s = 1, 7, 9, 4, 8, 11
ηzxyη
y
xz : s = 5, 6, 12
η
y
yz : s = 2, 3, 10
(B54)
where gC2 (s) is an SU(2) matrix depending only on sub-
lattice sites s. The condition G2C2 = η2 gives the con-
straint (i.e. consider the pair of sites 2↔ 8)
ηyz = 1, ηxzηxy = 1 η2yη2z = 1 (B55)
Next, we use the commutations between GTi and GS 4
and obtain
GS 4 = gS 4 (s)η
x
4xη
y
4z ×
 ηy+zxy , s = 7, 10, 111, s = others (B56)
where again gS 4 (s) is an SU(2) matrix depending
only on sublattice s. Consider S 4 : (1, x, y, z) →
(12, x,−z, y + 1) → (10, x + 1,−y − 1,−z) → (2, x +
1, z − 1,−y − 1) for G4S 4 = 1, we have the constraint
ηxy = 1. (B57)
So in sum, we have
ηxy = ηyz = ηxz = 1, GT1 = GT2 = GT3 = 1, (B58)
which greatly simplifed the further derivations. Finally,
use the commutation between GC3 ,GTi , we have
GC3 (x, y, z, s) = η
z
3yη
x
3zgC3 (s). (B59)
The condition G3C3 = η3 gives (i.e. consider the sites
1→ 7→ 9→ 1)
η3yη3z = 1. (B60)
4. Correspondingly, GC2 ,GC3 ,GS 4 in Equations (B53),
(B59) and (B56) are simplified to
GC2 (x, y, z, s) = η
x
2xη
z
2yη
y
2zgC2 (s), (B61)
GC3 (x, y, z, s) = η
z
3yη
x
3zgC3 (s), (B62)
GS 4 (x, y, z, s) = η
x
4xη
y
4zgS 4 (s). (B63)
5. We solve the remaining unit-cell dependent part of the
constraints. The condition (GC3GC2 )
2 = η23 in (B47)
gives (i.e. consider 1↔ 7)
η2xη2yη3z = 1 (B64)
The condition (GS 4GC3 )
2 = η34 in (B48) gives (i.e. con-
sider 1→ 12→ 11→ 9)
η4xη3z = 1 (B65)
These constraints: η2xη2yη3z = 1, η4xη3z = 1, η2yη2z =
1, η3yη3z = 1, imply that the independent parameters
are α2, α3, α4 = ±1:
η2x = α2α3, η2y = η2z = α2, (B66)
η4x = η3y = η3z = α3, η4z = α4. (B67)
and
GC2 (x, y, z, s) = α
x+y+z
2 α
x
3gC2 (s) (B68)
GC3 (x, y, z, s) = α
x+z
3 gC3 (s) (B69)
GS 4 (x, y, z, s) = α
x
3α
y
4gS 4 (s) (B70)
6. Finally we look at those constraints related to time-
reversal. Use ηT and ηxT –ηzT , we have
GT (x, y, z, s) = ηxxT η
y
yT η
z
zT gT (s) (B71)
From either T −1S −14 T S 4 = 1 or T −1C−12 TC2 = 1,
we have ηyTηzT = 1; from T −1C−13 TC3 = 1, we have
η
x+y
xT η
y+z
yT η
x+z
zT = 1 ⇒ (ηxT ηyT )x+yηzyT = 1 ⇒ ηxT ηyT =
1, ηyT = 1. In sum, the independent parameter is
α1 = ηxT = ηyT = ηzT , and
GT (x, y, z, s) = α
x+y+z
1 gT (s). (B72)
The spatial dependence of the generators are fully encoded
in the parametrization in Equations (B58), (B68)–(B70), and
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(B72). The constraints are therefore reduced to
GT (i)2 = ηT (B73)
GT (C2(i))g−1C2 (s)GT (i)gC2 (s) = ηT η2T (B74)
GT (C−13 (i))g
−1
C3 (s)GT (i)gC3 (s) = ηT η3T (B75)
GT (S −14 (i))g
−1
S 4 (s)GT (i)gS 4 (s) = ηT η4T (B76)
GC2 (C2(i))GC2 (i) = η2 (B77)
GC3 (C
−1
3 (i))GC3 (C3(i))GC3 (i) = 1 (B78)
GS 4 (T1S
−1
4 (i))GS 4 (S
2
4(i))GS 4 (S 4(i))GS 4 (i) = 1 (B79)
GC3 (C2(i))GC2 (C2C3(i))GC3 (C3(i))GC2 (i) = η23 (B80)
GS 4 (T1T3C
−1
3 (i))GC3 (C3S 4(i))GS 4 (S 4(i))GC3 (i) = η34 (B81)
GS 4 (T
−1
2 C2(i))GC2 (C2S 4(i))GS 4 (S 4(i))GC2 (i) = η24 (B82)
GC2 (T1T2T
−1
3 S
−1
4 (i))G
−1
C3 (S 4C
−1
3 S 4(i))
GS 4 (S 4C
−1
3 S 4(i))G
−1
C3 (S 4(i))GS 4 (S 4(i))GS 4 (i) = 1 (B83)
We will solve the sublattice part in the next section.
4. Solution of the PSG constraints: sublattice part
Before plugging in all the sublattice sites s to the above
equations, we make a few simplifications. First, from
1 = g4(2)g4(10)g4(12)g4(1) = α3g4(1)g4(2)g4(10)g4(12)
(B84)
we see
α3 = +1. (B85)
And from
η24 = α4g4(8)g2(7)g4(1)g2(2) = α2g4(1)g2(2)g4(8)g2(7)
(B86)
we have
α4 ≡ α2. (B87)
Now, we apply the local SU(2) gauge choice GU(i) →
WiGU(i)W
†
U−1(i) between different sublattices to reduce the
constraints. Let U ∼ C3, S 4, we can choose a proper gauge
such that
gC3 (7, 9) = 1, gS 4 (s , 1, 7, 9) = 1 (B88)
Then from Equations (B78) and (B79), we have
gC3 (1) = 1, gS 4 (1, 7) = 1, gS 4 (9) = α2 (B89)
Up to this point, we have used all of the SU(2) gauge redun-
dancy. We have also solved Equation (B79) completely by
specifying all GS 4 . Next we solve the remaining 9 constraints
in (B73)–(B78) and (B74)–(B82) under the chosen gauge.
a. Solving (B77), (B82), and a part of (B80)
Now we focus on the following simplified conditions,
η2 = gC2 (1)gC2 (7) = α2gC2 (2)gC2 (8)
= α2gC2 (3)gC2 (11) = α2gC2 (4)gC2 (10)
= α2gC2 (5)gC2 (12) = α2gC2 (6)
2 = gC2 (9)
2 (B90)
η23 = gC2 (1)
2 = gC2 (9)gC2 (7) = gC2 (7)gC2 (9) (B91)
α2η24 = gC2 (2)gC2 (7) = gC2 (8)gC2 (10) = gC2 (9)gC2 (11)
= α2gC2 (3)gC2 (6) = gC2 (1)gC2 (5) = gC2 (4)gC2 (12)
(B92)
First, from the equations for sites (1, 7, 9) we have
g2(9)2 = g2(1)g2(7) = g2(7)g2(1) = η2 (B93)
g2(1)2 = g2(9)g2(7) = η23 (B94)
That means η23g2(7) = η2g2(1), η2g2(7) = η23g2(9), and there-
fore
g2(1) = g2(7) = g2(9) (B95)
g2(1)2 = g2(7)2 = g2(9)2 = η2 = η23 (B96)
So explicitly, we have the solution η2 = +1 : g2(1) = g2(7) = g2(9) = λ1η2 = −1 : g2(1) = g2(7) = g2(9) = λ1iτi (B97)
where τi denotes nˆ · ~τ for an arbitrary unit vector nˆ, and λ1 =
±1. Here nˆ can be rotated due to SU(2) gauge redundancy.
It is the relations between this direction and the other nˆ′ for
gC3 , gS 4 that are gauge independent. So here we denote it as a
general τi and will only choose the gauge at the end.
From the solutions for sites (1, 7, 9), by repeatedly using
Equations (B90), (B92), we have
g2(2) = g2(5) = g2(11) =
 α2λ1η24, η2 = +1α2λ1η24(−iτi), η2 = −1(B98)
g2(3) = g2(8) = g2(12) =
 λ1η24, η2 = +1λ1η24(−iτi), η2 = −1 (B99)
g2(4) = g2(10) =
 α2λ1, η2 = +1α2λ1(iτi), η2 = −1 , (B100)
g2(6) =
 λ1, η2 = +1λ1(iτi), η2 = −1 (B101)
Further, α2η2 = g2(4)g2(10) = g2(6)2 gives
α2 = +1 (B102)
These results completely solve the constraints concerning
η2, η24 in (B77) (B82). Now we note that λ1 is just the over-
all ± sign for gC2 (s), which is an element in IGG. This gauge
choice will be fixed by Equation (B83) later as we have used
the Zs freedom of GC2 to set η234 = 1 at the beginning. Also
note that up to this point, we already have α2 = α3 = α4 = +1,
so
GC2 = gC2 (s), GC3 = gC3 (s), GS 4 = gS 4 (s) (B103)
and there is no spatial dependence. It simplifies the following
analysis of the remaining sublattice-dependent equations.
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b. Solving (B78), (B81)
Focus next on the relations
1 = gC3 (8)gC3 (6)gC3 (2) = gC3 (3)gC3 (4)gC3 (5)
= gC3 (10)gC3 (11)gC3 (12), (B104)
η34 = gC3 (11) = gC3 (12)
2 = gC3 (2) = gC3 (3)gC3 (8)
= gC3 (5) = gC3 (4)
2 = gC3 (6)gC3 (10) (B105)
We can directly read
gC3 (11) = η34, gC3 (2) = η34, gC3 (5) = η34 (B106)
Then for η34 = +1:
gC3 (12) = λ2 → gC3 (10) = λ2 → gC3 (6) = λ2 →
gC3 (8) = λ2 → gC3 (3) = λ2 → gC3 (4) = λ2 (B107)
When η34 = −1,
gC3 (12) = λ2iτ j → gC3 (10) = λ2iτ j → gC3 (6) = λ2iτ j
→ gC3 (8) = λ2iτ j → gC3 (3) = λ2iτ j → gC3 (4) = λ2iτ j(B108)
where λ2 = ±1. These results completely solve (B78) and
(B81). Again, we will see λ2 can be fixed uniquely by (B83).
c. Solving (B80), (B83)
Plug in the above results for gC2 (s), gC3 (s) to (B80), we find
the additional constraint

1 = η24, η34 = 1, η2 = 1
−1 = η24, η34 = 1, η2 = −1
1 = −η24, η34 = −1, η2 = 1
−1 = −η24τ jτiτ jτi, η34 = −1, η2 = −1.
(B109)
where τi, τ j are used in gC2 , gC3 respectively. That means η24
is not a free parameter. We can summarize the results obtained
so far for gC2 , gC3 , gS 4
XCase 1: η2 = +1, η34 = +1, η24 = +1;
gC2 (s) = λ1, gC3 (1, 2, 5, 7, 9, 11) = 1gC3 (3, 4, 6, 8, 10, 12) = λ2 (B110)
×Case 2: η2 = +1, η34 = −1, η24 = −1; gC2 (1, 4, 6, 7, 9, 10) = +λ1gC2 (2, 3, 5, 8, 11, 12) = −λ1 gC3 (1, 7, 9) = −gC3 (2, 5, 11) = 1gC3 (3, 4, 6, 8, 10, 12) = λ2iτi,∀τi (B111)
×Case 3: η2 = −1, η34 = +1, η24 = −1;
gC2 (s) = λ1iτi,∀τi gC3 (1, 2, 5, 7, 9, 11) = 1gC3 (3, 4, 6, 8, 10, 12) = λ2 (B112)
XCase 4: η2 = −1, η34 = −1, η24 = +1; gC2 (1, 4, 6, 7, 9, 10) = +λ1iτigC2 (2, 3, 5, 8, 11, 12) = −λ1iτi gC3 (1, 7, 9) = −gC3 (2, 5, 11) = 1gC3 (3, 4, 6, 8, 10, 12) = λ2iτ j (τ j = τi)(B113)
×Case 5: η2 = −1, η34 = −1, η24 = −1
gC2 (s) = λ1iτi gC3 (1, 7, 9) = −gC3 (2, 5, 11) = +1gC3 (3, 4, 6, 8, 10, 12) = λ2iτ j (τ j , τi)(B114)
Next, Equation (B83) can be simplified to gC2 (i) =
gC3 (S
2
4(i))gC3 (C2C
−1
3 (i)), i.e. gC2 (1) = gC3 (10)gC3 (1). It pro-
vides the further constraint
λ1 = λ2 ≡ +1, (B115)
and show that only Case 1 and Case 4 stand. Equations con-
cerning other sites give the same constraints.
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d. Solving (B73), (B74), (B75) and (B76) for gT (s)
The equations can be written explicitly as
ηT = gT (s)2 (B116)
ηT η2T = gT (A)g−1C2 (B)gT (B)gC2 (B)
[For (A,B) = (7,1), (1,7), (9,9)]
= α1gT (A)g−1C2 (B)gT (B)gC2 (B)
[For (A,B) = (8,2), (2,8), (11,3), (3,11),
(4,10), (10,4), (12,5), (5,12), (6,6)] (B117)
ηT η3T = gT (A)g−1C3 (B)gT (B)gC3 (B),
[(1,7,9), (2,6,8), (5,4,3), (12,11,10)] (B118)
ηT η4T = gT (2)gT (1) = α1gT (1)gT (12)
= α1gT (12)gT (10) = α1gT (10)gT (2)
= gT (7)gT (8) = gT (8)gT (4)
= gT (4)gT (5) = α1gT (5)gT (7)
= gT (3)gT (6) = α1gT (6)gT (11)
= α1gT (11)gT (9) = α1gT (9)gT (3) (B119)
Equation (B118) means (A, B) = (1, 7), (7, 9), (9, 1), and etc.
Now use (B119),
(gT (2)gT (1)) (gT (12)gT (10)) = ηT η4T · ηT η4Tα1 = α1
= gT (2) (gT (1)gT (12)) gT (10) = gT (2)α1ηT η4T gT (10) = 1
So
α1 = 1, GT (x, y, z, s) = gT (s), (B120)
as expected.
(a) For ηT = +1, gT (s) = γs, where γs = ±1 depends on
sublattice sites. From (B119) we have
γ1 = γ2η4T = η4T γ12 = γ10
γ7 = γ5η4T = γ8η4T = γ4
γ9 = γ11η4T = γ3η4T = γ6
(B121)
From (B118), η3T = γ1γ7 = γ7γ9 = γ9γ1. That means
η3T = +1, (B122)
as there is no way to choose γ1,7,9 such that η3T = −1. Then
we have
γ1 = γ7 = γ9, γ2 = γ6 = γ8,
γ3 = γ4 = γ5, γ12 = γ11 = γ10. (B123)
Plug back to (B121), we see
η4T = +1, (B124)
and all gT (s) are the same. Equation (B117) gives η2T = +1.
In sum, we can choose a gauge to set
η2T = η3T = η4T = +1, gT (s) = 1. (B125)
(b) For ηT = −1, gT (s) = γsiτ(s)k , where γs = ±1 can
be further constrained by other equations. Here τ(s)k = nˆs · ~τ,
where nˆs is a unit vector along different directions for different
sublattices. From (B118), use gC3 (1, 7, 9) = 1, we have for
gT (1, 7, 9),
τ(1)k = τ
(7)
k = τ
(9)
k ≡ τk, (B126)
−η3T = −γ1γ7 = −γ7γ9 = −γ9γ1 (B127)
Then we similarly have η3T = +1. Choose the gauge
gT (1) = gT (7) = gT (9) = iτk (B128)
where τk is one of the three Pauli matrices τ1, τ2, τ3. Use
(B119), we have all the other gT (s):
gT (1, 4, 6, 7, 9, 10) = iτk, (B129)
gT (2, 3, 5, 8, 11, 12) = η4T iτk. (B130)
Here all of the gT (s) involve the same τk. The relation be-
tween these τk and the τi, τ j used in gC2 , gC3 is specified by
the conditions (B117) (B118). First we use any pair of sites in
(B117),
− η2T = iτk
 1−iτi
 iτk  1
iτi
 =  −1−τkτiτkτi
 (B131)
where the upper and lower row in the bracket stand for η2 =
+1 and η2 = −1 respectively. Thus,
η2 = +1 : η2T = +1, (B132)
η2 = −1 :
 η2T = +1, τk = τiη2T = −1, τk , τi (B133)
Thus, the relative relation between the Pauli matrices used in
gT (s) ∼ τk and gC2 (s) ∼ τi is fixed. Then from (B118),
− 1 = η4T iτk
 1−iτ j
 iτk  1
iτ j
 = η4T  −1−τkτ jτkτ j
 (B134)
where upper and lower row in the bracket stand for η34 = +1
and η34 = −1 respectively. So
η34 = +1 : η4T = +1, η34 = −1 :
 η4T = +1 τk = τ jη4T = −1 τk , τ j
(B135)
Thus, the relative relation for the Pauli matrix used in gC3 (s) ∼
τ j and gT (s) ∼ τk is also fixed.
5. Summary and PSG solutions in a site-independent gauge
We first summarize all of the results in the gauge used in
previous sections, and then make gauge transforms to obtain
better forms for the analysis of mean field ansa¨ts. The states
are specified by the Z2 numbers ηT , η2T , η4T , η2, η34, η24 =
±1; they are not completely independent and only certain
combinations are viable. There are totally 5 PSG solutions, la-
beled 1(a), 1(b) for ηT = +1 and 2(a), 2(b), 2(c) for ηT = −1.
Choosing specific gauges for τi, τ j, τk used for gC2 , gC3 , gT ,
we have
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1. ηT = η2T = η4T = +1, gT = 1
(a) η2 = η34 = η24 = +1, gC2 (s) = gC3 (s) = +1
(b) η2 = η34 = −η24 = −1,
gC2 (1, 4, 6, 7, 9, 10) = −gC2 (2, 3, 5, 8, 11, 12) = iτ3
gC3 (1, 7, 9) = −gC3 (2, 5, 11) = 1
gC3 (3, 4, 6, 8, 10, 12) = iτ3
2. ηT = −1,
(a) η2 = η34 = η24 = +1, η2T = η4T = +1. Then
gT (s) = iτ2, gC2 (s) = gC3 (s) = 1.
(b) η2 = η34 = −η24 = −1, η2T = η4T = +1,
gT (s) = iτ2
gC2 (1, 4, 6, 7, 9, 10) = −gC2 (2, 3, 5, 8, 11, 12) = iτ2 gC3 (1, 7, 9) = −gC3 (2, 5, 11) = 1gC3 (3, 4, 6, 8, 10, 12) = iτ2
(c) η2 = η34 = −η24 = −1, η2T = η4T = −1.
gT (1, 4, 6, 7, 9, 10) = −gT (2, 3, 5, 8, 11, 12) = iτ2
gC2 (1, 4, 6, 7, 9, 10) = −gC2 (2, 3, 5, 8, 11, 12) = iτ3 gC3 (1, 7, 9) = −gC3 (2, 5, 11) = 1gC3 (3, 4, 6, 8, 10, 12) = iτ3
Note that there is no unit-cell dependence so all the gU’s are
equal to GU’s.
We would like to make gauge transforms GU(i) →
WiGU(i)W
†
U−1(i) to further eliminate site dependence for the
PSG. It turns out that such gauge choice exists for all cases,
1. (a) No change
(b) W2,5,11 = −W3,8,12 = iτ3,W4,6,10 = −W1,7,9 = 1.
2. (a) No change.
(b) W2,5,11 = −W3,8,12 = iτ2,W4,6,10 = −W1,7,9 = 1.
(c) W2,5,11 = −W3,8,12 = iτ3,W4,6,10 = −W1,7,9 = 1.
Then we have the PSG solutions summarized in Table III.
Appendix C: Classification of symmetric U(1) spin liquids
In this section we classify symmetric U(1) spin liquids of
spin-1/2 particles on hyperkagome lattice in the slave-fermion
construction. In the slave-fermion mean-field ansatz of these
U(1) spin liquids, there are only non-zero hopping amplitudes
while all pairing amplitudes vanish identically. In other words
the wavefunctions of U(1) spin liquids are projected fermi liq-
uids or projected insulators, in comparison to projected super-
conductors in the case of Z2 spin liquids. In terms of classifi-
cation, the major difference between Z2 and U(1) spin liquids
lies in their invariant gauge group (IGG): Z2 spin liquids have
an IGG={Ge(r) = ±1} = Z2, while U(1) spin liquids have an
IGG={Ge(r) = eiθτ3 |0 ≤ θ < 2pi} = U(1).
As shown in Ref.[26], in the so-called “canonical gauge”
where all mean-field amplitudes are hoppings in the U(1) spin
liquid, any gauge rotations that keep the hopping ansatz in-
variant must take the form of
Ggˆ(r) = (iτ1)ngˆ eiφgˆ(r)τ
3
, ngˆ = 0, 1, ∀ gˆ ∈ S G. (C1)
This is because the hopping flux through each plaquette may
be reversed (ng = 1) by a symmetry operation g. In the case
of U(1) spin liquids, the constraints (B28)-(B50) for symme-
try operations {Gg(r)|g ∈ S G} still hold but with U(1)-valued
coefficients ηα = eiθατ3 on the r.h.s. of the equations, as com-
pared to Z2 case. Below we outline the calculations of gauge-
inequivalent solutions to these constraint equations.
First of all, non-symmorphic screw symmetry S 4 with con-
straints (B44) and (B48)-(B49) leads to
nT1 = nT2 = nT3 = 0. (C2)
in (C1). Therefore non-symmorphic symmetries generically
rule out a large class of U(1) spin liquids called “staggered-
flux phases”[26]. Moreover 3-fold rotation C3 with constraint
(B30) leads to
nC3 = 0. (C3)
and constraint (B50) further determines
nC2 = nS 4 = 0, 1. (C4)
Using translations Ti and 3-fold rotation C3 with constraints
(B41)-(B43), we can always choose a gauge so that
GT1 (r, s) ≡ 1, GT2 (x, y, z, s) = eiϕxy xτ3 , (C5)
GT3 (x, y, z, s) = e
iϕxy(y−x)τ3 , GC3 (x, y, z, s) = eix(y−z)ϕxyτ3 .
By using constraint (B44) it’s straightforward to show that
ϕxy = 0 mod 2pi. (C6)
and hence
GTi (r, s) = GC3 (r, s) ≡ 1. (C7)
similar to the Z2 spin liquid case.
Next we consider 2-fold rotation C2 and 4-fold screw S 4.
Using constraints (B38)-(B40) and (B44)-(B46) we can al-
ways choose a gauge so that
GC2 (r, s) = (iτ1)n2 eiφ2(s)τ3 , GS 4 (r, s) = (iτ1)n4 eiφ4(s)τ3 ,
n2 = n4 = 0, 1. (C8)
Due to constraints (B44) and (B46), by gauge fixing one can
always trivialize the sublattice part and show
GS 4 (r, s) ≡ (iτ1)n4 , n4 = 0, 1. (C9)
Furthermore, constraints (B29), (B47), (B49) and (B50) also
lead to
GC2 (r, s) ≡ (iτ1)n2 , n2 = n4 = 0, 1. (C10)
Now that spatial symmetries are all fixed, we consider time
reversal operation in the end. Regarding that each fermionic
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spinon carries spin-1/2 and forms a Kramers doublet, we re-
quire that nT = 1 for our physical system in the canonical
gauge. It’s straightforward to show that
GT ≡ iτ1. (C11)
from constraints (B32)-(B37), by a proper gauge fixing.
Therefore there are only two distinct spin-1/2 U(1) spin liq-
uids with fermionic spinons on hyperkagome lattice, with
symmetry operations
GTi (r, s) = GC3 (r, s) ≡ 1, GT ≡ iτ1, (C12)
GC2 (r, s) = GS 4 (r, s) ≡ (iτ1)n4 , n4 = 0, 1. (C13)
with IGG={eiθτ3 |0 ≤ θ < 2pi} = U(1). We label them as
“U1n4 ” states. In the notation of Ref.[10], U10 state is re-
ferred as “U(1)-uniform state” while U11 state is referred as
“U(1)-staggered state”.
It’s instructive to understand the relation between the 2
symmetric U(1) states and the 3 symmetric Z2 spin liquids
classified in Appendix B. Quite generally, a Z2 spin liquid can
be obtained by breaking the U(1) gauge group in a U(1) spin
liquid through the Anderson-Higgs mechanism. Specifically,
which Z2 spin liquid is connected to U10 (or U11) state via
such a continuous phase transition induced by pairing (Higgs)
terms? While this issue can be addressed by investigating their
mean-field ansatz explicitly, here we identify the neighboring
Z2 states of each U(1) state from an algebraic viewpoint by
looking at their projective symmetry operations.
Once the IGG=U(1) is broken down to its subgroup
IGG=Z2, the gauge rotation associated with each symmetry
generator is fixed only up to a ±1 sign. In particular, each
gauge rotation Gg(r, s) in (C13) for U(1) states can be ac-
companied by an extra iτ3 rotation in a neighboring Z2 state.
Simple algebra immediately leads to the results summarized
in TABLE III: 2(a) and 2(c) states lie in the neighborhood of
U10 state, while 2(b) and 2(c) states are in proximity to U11
state. In particular, both U(1) states can be driven into Z2 state
2(c) by continuous phase transitions.
Appendix D: Mean-field ansatz of Z2 spin liquids
1. Terms in mean field Hamiltonian
The following are mean field Hamiltonians (15) expanded
in terms of slave-fermion operators fiα:
H0 = is0( fi↑ f †j↑ + f
†
i↓ f j↓ + fi↓ f
†
j↓ + f
†
i↑ f j↑)
+s3( fi↑ f †j↑ − f †i↓ f j↓ + fi↓ f †j↓ − f †i↑ f j↑)
+s1( fi↑ f j↓ + f †i↓ f
†
j↑ − fi↓ f j↑ − f †i↑ f †j↓)
+is2(− fi↑ f j↓ + f †i↓ f †j↑ + fi↓ f j↑ − f †i↑ f †j↓) (D1)
Hz = tz0( fi↑ f
†
j↑ + f
†
i↓ f j↓ − fi↓ f †j↓ − f †i↑ f j↑)
+itz3( fi↑ f
†
j↑ − f †i↓ f j↓ − fi↓ f †j↓ + f †i↑ f j↑)
+itz1( fi↑ f j↓ + f
†
i↓ f
†
j↑ + fi↓ f j↑ + f
†
i↑ f
†
j↓)
−tz2(− fi↑ f j↓ + f †i↓ f †j↑ − fi↓ f j↑ + f †i↑ f †j↓) (D2)
Hx = tx0( fı↓ f
†
j↑ − f †i↑ f j↓ + fi↑ f †j↓ − f †i↓ f j↑)
+itx3( fi↓ f
†
j↑ + f
†
i↑ f j↓ + fi↑ f
†
j↓ + f
†
i↓ f j↑)
+itx1( fi↓ f j↓ − f †i↑ f †j↑ − fi↑ f j↑ + f †i↓ f †j↓)
−tx2(− fi↓ f j↓ − f †i↑ f †j↑ + fi↑ f j↑ + f †i↓ f †j↓) (D3)
Hy = it
y
0(− fi↓ f †j↑ + f †i↑ f j↓ + fi↑ f †j↓ − f †i↓ f j↑)
−ty3(− fi↓ f †j↑ − f †i↑ f j↓ + fi↑ f †j↓ + f †i↓ f j↑)
−ty1(− fi↓ f j↓ + f †i↑ f †j↑ − fi↑ f j↑ + f †i↓ f †j↓)
−ity2( fi↓ f j↓ + f †i↑ f †j↑ + fi↑ f j↑ + f †i↓ f †j↓) (D4)
2. Constraints for mean field amplitudes
The PSG solutions are summarized in Table III, from which
we can derive the mean field amplitudes. First we look at
constraints on possible mean field amplitude. As discussed in
the main text, if a symmetry operation takes a bond back to
itself, it may constrain the possible MF terms allowed in the
bond.
Firstly, note time-reversal T ({ui j}) = {−ui j}. When ηT =
+1, GT (s; x, y, z) = gT (s) = 1, so from (B26)
− ui j = GT (i)ui jG†T ( j) = ui j. (D5)
That means the mean field amplitudes in all bonds must van-
ish. Thus, in the following we focus only on the ηT = −1
case. Then GT (s; x, y, z) = gT (s) = iτ2, implying
− ui j = GT (i)ui jGT ( j)† = τ2ui jτ2. (D6)
It means
ui j = ai jτ1 + bi jτ3. (D7)
for both singlet and triplet terms.
Secondly, we consider the constraints given by spatial sym-
metry operations. Let j = (0, 0, 0, 1), and i = (x, y, z, s) in ui j,
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where s = 1, 2, 3, 6, 12 involves only onsite and nearest neigh-
bour amplitudes. As it turns out, the only symmetry operation
that gives constraint is
C2C3 :(x, y, z, 1)→ (−z,−y,−x, 1), (D8)
(0, 0, 0, 1)→ (0, 0, 0, 1) (D9)
None of the other operations take the sublattices (s, 1) to ei-
ther (s, 1) or (1, s). So the self-consistency only constrains
the possible onsite terms and does not constrain the nearest
neighbour terms. The reason is that there are 24 symmetry
group elements connecting different sublattices; meanwhile,
the hyperkagome lattice is made of corner-sharing triangles,
so there are also exactly 4×122 = 24 different nearest neighbour
bonds per unit cell. So 24 symmetry operation will take one
nearest neighbour bond to 24 other different nearest neighbour
bonds, and there is no remaining symmetry operation to give
consistency constraints for N.N. bonds. (In comparison, there
are 12 sublattice sites, and half of the symmetry operations
give onsite consistency constraints). Then we have the PSG
constraint for onsite amplitude
u(0,1),(0,1) = gC2 gC3 (1)u(0,1),(0,1)(gC2 gC3 (1))
†
= gC2 u(0,1),(0,1)g
†
C2
, (D10)
where we have adopted the gauge in Table III. This gives
the onsite constraints in Table IV and V. There is no con-
straint for nearest neighbour amplitude as discussed above,
so in all cases hopping and pairing for nearest neighbour
bonds are all allowed. Further apply (B5) and consider all
SG {U = CνC22 C
νC3
3 S
νS 4
4 |νC2 ∈ Z2, νC3 ∈ Z3, νS 4 ∈ Z4}, we
have the mean field amplitudes up to nearest neighbour bonds
as summarized in Table IV and V. Mean field amplitudes for
next nearest neighbours and etc. can be similarly obtained.
3. Mean Field Calculations
Written in terms of the slave fermions, the Heisenberg term
becomes
Si · S j = 14
(
2 f †iα f
†
jβ f jα fiβ − f †iα f †jβ f jβ fiα
)
; (D11)
the DM terms dµ = eµ · (Si × S j) become
dx =
i
4
( f †i↓ f
†
j↑ f j↑ fi↑ + f
†
i↑ f
†
j↓ f j↓ fi↓ − f †i↓ f †j↓ f j↓ fi↑ − f †i↑ f †j↑ f j↑ fi↓
− f †i↑ f †j↓ f j↑ fi↑ − f †i↓ f †j↑ f j↓ fi↓ + f †i↑ f †j↑ f j↓ fi↑ + f †i↓ f †j↓ f j↑ fi↓)
(D12)
dy =
1
4
( f †i↑ f
†
j↓ f j↑ fi↑ − f †i↓ f †j↑ f j↓ fi↓ + f †i↑ f †j↑ f j↓ fi↑ − f †i↓ f †j↓ f j↑ fi↓
− f †i↓ f †j↑ f j↑ fi↑ + f †i↑ f †j↓ f j↓ fi↓ + f †i↓ f †j↓ f j↓ fi↑ − f †i↑ f †j↑ f j↑ fi↓)
(D13)
dz =
i
2
(
f †i↑ f
†
j↓ f j↑ fi↓ − f †i↓ f †j↑ f j↓ fi↑
)
(D14)
the Kitaev terms become
κx ≡ S xi S xj =
1
4
( f †i↓ fi↑ + f
†
i↑ fi↓)( f
†
j↓ f j↑ + f
†
j↑ f j↓) (D15)
κy ≡ S yi S yj = −
1
4
( f †i↓ fi↑ − f †i↑ fi↓)( f †j↓ f j↑ − f †j↑ f j↓) (D16)
κz ≡ S zi S zj =
1
4
( f †i↑ fi↑ − f †i↓ fi↓)( f †j↑ f j↑ − f †j↓ f j↓) (D17)
the Γ terms γµ = S νi S
ρ
j + S
ρ
i S
ν
j (where µ, ν, ρ form a cyclic)
become
γx =
i
4
( f †i↓ f
†
j↑ f j↑ fi↑ + f
†
i↑ f
†
j↓ f j↓ fi↓ − f †i↓ f †j↓ f j↓ fi↑ − f †i↑ f †j↑ f j↑ fi↓
+ f †i↑ f
†
j↓ f j↑ fi↑ + f
†
i↓ f
†
j↑ f j↓ fi↓ − f †i↑ f †j↑ f j↓ fi↑ − f †i↓ f †j↓ f j↑ fi↓)
(D18)
γy =
1
4
( f †i↑ f
†
j↓ f j↑ fi↑ − f †i↓ f †j↑ f j↓ fi↓ + f †i↑ f †j↑ f j↓ fi↑ − f †i↓ f †j↓ f j↑ fi↓
+ f †i↓ f
†
j↑ f j↑ fi↑ − f †i↑ f †j↓ f j↓ fi↓ − f †i↓ f †j↓ f j↓ fi↑ + f †i↑ f †j↑ f j↑ fi↓)
(D19)
γz =
i
2
( f †i↓ f
†
j↓ f j↑ fi↑ − f †i↑ f †j↑ f j↓ fi↓) (D20)
Next, we make the observation that we only need to com-
pute the mean field energy on one bond for the spin liquid
states, and all other bonds will yield the same energy. This
is because the physical Hamiltonian on different bonds are re-
lated by the spin rotation R accompanying the symmetry op-
eration U; meanwhile, the mean field ansats HA on different
bonds are related by the same spin rotations R. Thus, comput-
ing the mean field energy in different bonds just correspond to
computing the same energy with different quantization axes.
Thus, we can conveniently choose to compute the bond con-
necting sublattices (mi = 2, n j = 3),
〈H〉
Nsite
= 2
J〈Si · S j〉 + ∑
µ=x,y,z
Dµ〈dµ〉 + Kµ〈κµ〉 + Γµ〈γµ〉
 .
(D21)
The factor 2 comes from the fact that each site has 2 nearest
neighbour bonds (without double counting). In the following
we will focus on the bond (2, 3) and drop the sublattice in-
dices. Also, due to translation symmetry we will neglect the
unit cell indices i, j.
Now we consider the mean field decomposition for the
possible terms (D11)–(D20) in the spin model. Note that
the mean field ansats respect such symmetry, which means
the mean field decomposition have equivalent terms. From
T ( f↑, f↓) = ( f †↓ ,− f †↑ ), we have
ραβ ≡ 〈 f †iα f jβ〉 =
 〈 f †i↑ f j↑〉 〈 f †i↑ f j↓〉〈 f †i↓ f j↑〉 〈 f †i↓ f j↓〉
 =  ρ1 ρ2−ρ∗2 ρ∗1
 , (D22)
∆αβ ≡ 〈 f †iα f †jβ〉 =
 〈 f †i↑ f †j↑〉 〈 f †i↑ f †j↓〉〈 f †i↓ f †j↑〉 〈 f †i↓ f †j↓〉
 =  ∆2 ∆1−∆∗1 ∆∗2
 .(D23)
Here Reρ1 and Re∆1 are the singlet MF amplitudes, and others
are triplet amplitudes. We can further separate the singlet and
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triplet parts
ρ1 = ρs + iρz, ρ2 = ρy + iρx (D24)
∆1 = ∆s + i∆z ∆2 = ∆x + i∆y (D25)
With all the above information, we can write the mean field
energy per site (D21) as follows,
E ≡ 〈H〉
Nsite
= EJ + ED + EK + EΓ. (D26)
The Heisenberg term reads
EJ = 2J〈Si · S j〉 = −J
[
3(Reρ1)2 − (Imρ1)2 − |ρ2|2
]
−J
[
3(Re∆1)2 − (Im∆1)2 − |∆2|2
]
(D27)
Thus, it is clear that the Heisenberg term will favor singlet
hopping Reρ1 = 12 (〈 f †i↑ f j↑〉 + 〈 f †i↓ f j↓〉) and singlet pairing
Re∆1 = 12 (〈 f †i↑ f †j↓〉 + 〈 f j↓ fi↑〉), and suppress the triplet terms.
Further, the DM terms read
ED = 4Dx[ρxρs − ∆y∆s] + 4Dy[∆x∆s + ρsρy]
+4Dz
[
∆s∆z + ρsρz
]
, (D28)
from which we see the linear coupling of singlet and triplet
terms in all Dx,Dy,Dz terms. On the other hand, in Kitaev
terms
EK = Kx
[
∆2x − ∆2y − ∆2s + ∆2z + ρ2y − ρ2x − ρ2s + ρ2z
]
−Ky
[
∆2x − ∆2y + ∆2s − ∆2z − ρ2y + ρ2x − ρ2s + ρ2z
]
+Kz
[
∆2x + ∆
2
y − ∆2s − ∆2z + ρ2y + ρ2x − ρ2s − ρ2z
]
(D29)
and the transverse Ising terms
EΓ = −4Γx(∆x∆z − ρzρy) + 4Γy(∆y∆z − ρzρx)
+4Γz(∆x∆y + ρxρy), (D30)
we see that the singlet and triplet terms are completely decou-
pled.
To evaluate the mean field amplitudes for states written in
k-space, we note the unit-cell translational invariance and per-
form the Fourier transform,
〈 f †iµ f jν〉 =
1
Ncell
∑
i
1
Ncell
∑
kk′
eik(ri+δm)e−ik
′(r j+δn)〈 f †mkµ fnk′ν〉
=
1
Ncell
∑
k
〈 f †mkµ fnkν〉eik(δm−δn) (D31)
〈 f †iµ f †jν〉 =
1
Ncell
∑
i
1
Ncell
∑
kk′
eik(ri+δm)eik
′(r j+δn)〈 f †mkµ fnk′ν〉
=
1
Ncell
∑
k
〈 f †mkµ f †n,−kν〉eik(δm−δn) (D32)
Here the Fourier transform convention is
fi =
1√
Ncell
∑
k
e−ik·Ri fk (D33)
fk =
1√
Ncell
∑
k
eik·Ri fi. (D34)
FIG. 9. The (normalized) static structure factor S (q) for isotropic
spin liquid (top, MF parameters s3 = 0.16456, t
y
3 = 0, µ = −0.078),
anisotropic spin liquid (middle, MF parameters s3 = 0.16584, t
y
3 =
0.01672, µ = −0.079), and their difference (bottom). Here qx − qy
planes are plotted, and due to the C3 rotation symmetry, qy−qz, qx−qz
planes have the same intensity. It shows that the minimum of S (q)
is shallower for the anisotropic spin liquid state, and the distribution
has a tendency towards anisotropy.
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where Ri = ri + δm, ri is the unit cell coordinate, while δm is
the sublattice displacement for sublattice m. Ncell = Nsite/12
is the number of cubic unit cells.
It is also useful to adopt a self-consistency formalism,
where the mean field Hamiltonian written in the basis
( fi↑, f †i↓, fi↓,− f †i↑) reads (for the (i, j) block)
HMFJ = −
J
4

2ρ1 + ρ∗1 2∆1 + ∆
∗
1 −ρ∗2 ∆∗2
2∆1 + ∆∗1 −(2ρ1 + ρ∗1) ∆∗2 ρ∗2
ρ2 −∆2 2ρ∗1 + ρ1 2∆∗1 + ∆1
−∆2 −ρ2 2∆∗1 + ∆1 −(2ρ∗1 + ρ1)

HMFDM =
iD
2

−ρ1 −∆1 0 0
−∆1 ρ1 0 0
0 0 ρ∗1 ∆
∗
1
0 0 ∆∗1 −ρ∗1
 (D35)
HMFK =
K
4

−ρ∗1 −∆∗1 ρ∗2 −∆∗2
−∆∗1 ρ∗1 −∆∗2 −ρ∗2
−ρ2 ∆2 −ρ1 −∆1
∆2 ρ2 −∆1 ρ1
 (D36)
HMFΓ =
iΓ
2

0 0 −ρ2 ∆2
0 0 ∆2 ρ2
−ρ∗2 ∆∗2 0 0
∆∗2 ρ
∗
2 0 0
 (D37)
Thus, the consistency equations are (consider bond (i ∈ 2, j ∈
3))
s3 + itz3 = −
J
4
(2ρ1 + ρ∗1) −
iD
2
ρ1 − K4 ρ
∗
1 (D38)
s1 + itz1 = −
J
4
(2∆1 + ∆∗1) −
iD
2
∆1 − K4 ∆
∗
1 (D39)
ty3 + it
x
3 =
J
4
ρ∗2 +
K
4
ρ∗2 −
iΓ
2
ρ2 (D40)
ty1 + it
x
1 = −
J
4
∆∗2 −
K
4
∆∗2 +
iΓ
2
∆2 (D41)
4. Static spin structure factor
Here we compute the static spin structure factor
S (q) =
1
2Ns
∑
i j
eiq·(ri−r j)〈Si · S j〉. (D42)
for the ground state that could be induced by Heisenberg-DM
interactions, see Fig.9. The parameters are the same as in Fig.
7 in the main text. Compared with the magnetically ordered
states [18], the structure factor does not have any peaks. In-
stead, it shows a smooth intensity that has a single minimum
at the center for both isotropic and anisotropic states. The
anisotropic state has a slightly shallower minimum at the cen-
ter. Also, for the anisotropic spin liquid, the intensity of S (q)
shows a tendancy towards anisotropic distributions.
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