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ABSTRACT
A description is provided of the newly developed 
computer code MAPPINGS which combines in a single code 
the capacity to model both shock excited interstellar 
gas and photionised HII regions. The ionisation 
balance is fully time - dependent and can be used to 
compute R-type ionising fronts or fossil HII region 
models. X-ray photoionisation, Auger ionisation and 
secondary ionisation by photoelectrons are accounted 
for. The radiation transfer for the UV resonance lines 
are given a separate treatment which considers the 
escape probability for the line photons versus 
scattering.
An extensive grid of photoionisation models is 
computed and the effect of different chemical 
abundances on HII region models is analysed in the 
light of various excitation diagrams. It is suggested 
that the scatter due to variations in stellar 
temperature in the diagram employed for abundance 
determination can be significantly reduced by using a 
weighted sum of the [Oil] and [OH] lines. The
I oimportant charge transfer reaction of H° with 0
is shown to have little effect on the determination of 
oxygen abundance in the case of the regions S5, S10 and
S13 in MIO 1.
The ionisation structure and the emission spectrum, 
from far IR to UV, produced by a low-density plasma 
cooling from initial temperatures as high as 10^*2 oK 
are investigated using MAPPINGS. For initial 
temperatures higher than 10  ^ °k , the spectra are 
dominated by the photoionised regions of low 
temperature produced by re-absorption of UV/soft X-ray 
emission emitted in the high temperature zones. Such 
regions are characterized by a relatively 
low-excitation spectrum.
The blue continuum seen in many Herbig-Haro (HH) 
objects is shown to be intrinsic to the source, and is 
due to a collisionally excited two-photon continuum of 
hydrogen. The most likely explanation of the data, 
based on theoretical models from MAPPINGS, is that both 
the lines and continuum arise in a shock of finite age 
running into a partially pre-ionised medium, so that if 
HH shocks are excited by a stellar wind from a pre-main 
sequence star, this wind is likely to be episodic 
rather than continuous.
An extensive grid of fully-radiative plane-parallel 
shock models is used to investigate how both the 
visible forbidden and UV intercombination lines may be 
used for chemical abundance diagnostics in supernova 
remnants. It is found that, for shock velocities in 
excess of a critical value, the emergent spectrum 
depends primarily on abundance rather than on the shock
i ii
conditions. Available spectrophotometry confirms this 
conclusion. The data is used to show firstly that the 
oxygen/nitrogen abundance decreases by about a factor 
five for a factor ten increase in oxygen abundance; 
secondly that the oxygen/sulphur abundance seems 
constant at 45 ± 15 from galaxy to galaxy and thirdly 
that the abundance gradient in M31 is -0.05 —  0.02 
dex. kpc“l.
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11. INTRODUCTION
The development of a general multi-purpose code to 
model ionised nebulosities was sparked off by the need 
to eliminate the ambiguities which occasionally beset 
the different types of excitation mechanisms. For 
example, the recent discovery that a significant 
fraction of normal galaxies are the seat of some 
nuclear activity, characterized by the presence of 
low-excitation emission features in the nucleus, has 
given rise to a controversy over possible 
interpretations. Heckman (1980b) proposed shock 
excitation as the excitation mechanism most likely to 
be involved, while Rose and Searle (1982) conclude that 
photoionisation by a relatively flat ionising spectrum 
provides a better overall fit of the observed features 
(at least in the case of M51). It would appear that 
there is an overlapping of some of the features 
predicted by shock models and photoionised models in a 
certain range of physical parameters. One way to 
tackle this problem is to devise a multi-purpose code 
capable of computing both shock and photoionised models 
which uses a common set of atomic data. A finer 
discrimination between the observable quantities 
predicted by both types of models is then possible. 
Furthermore, since several of the codes' components are 
open to general application, models which explore mixed
2excitation mechanisms can be constructed. Interstellar 
shock waves, for example, can be embedded in an 
external radiation-field which will alter the 
recombination zone. Time-dependent photoionisation 
models where the ionising source is variable, will also 
differ usually in their spectra from steady-state 
ionisation models.
Such were the motives leading to the development of 
the code MAPPINGS, described in detail in Chapter 2.
The sections of the code related to line-emission and 
shock structure have their origin in an earlier shock 
model of Dopita (1976, 77). Others, related to the 
photoionisation model and the time-dependent ionisation 
balance, are solely my work. Section 2.3 which 
describes the photoionisation model, provides a 
detailed review of astrophysical assumptions on which 
the code is founded. Other sections related to X-ray 
and Auger ionisation processes are the joint work of 
Dopita and myself. All the ionisation, recombination 
and line excitation processes taken into account in 
MAPPINGS are detailed in Section 2.2
In the following chapters, interesting new results 
produced by the code so far are presented. Chapter 3 
analyses some of the excitation diagrams presented by 
Baldwin et al. (1981) and also the empirical relation 
of Pagel et al. (1978), from the point of view of 
models. The effect on representative HII region models 
of the important charge transfer reaction of H° with
30+2 is then analysed. Chapter 4 is concerned with 
high velocity shocks and how the EUV generated in the 
high temperature zone affects the spectrum emitted in 
the recombination zone of shocks. In Chapter 5, 
MAPPINGS is used to model the general features of the 
spectrum as well as the blue continuum excess observed 
in Herbig-Haro nebulae by Dopita and Schwartz. It is 
found that low-velocity finite-age shock models produce 
a two-photon continuum compatible in intensity with the 
observations. In Chapter 6, an extensive grid of shock 
models produced by MAPPINGS that cover a large range of 
chemical abundances and physical conditions is 
presented. They are intended to serve as diagnostics 
in the determination of chemical abundances from 
supernova remnants observations. The recent 
observations of D'Odorico, Dopita and Benvenuti are 
then analysed in the light of these diagnostics.
42. DEVELOPMENT OF THE MULTI-PURPOSE CODE MAPPINGS
2.1 INTRODUCTION
A description is first provided of the principal 
building blocks used in the construction of the code 
MAPPINGS which is intended to apply to the two main 
classes of excitation mechanisms encountered in 
ionised regions: excitation due to shock wave on the one
hand, and photoionisation by a strong ultraviolet source 
on the other. Details are finally given about each of 
the two models: the shock model is so designed that it
can handle a strung radiation field while the photoionisa­
tion model implements X-ray photoionisation and is 
optionally time dependent.
2.2 DESCRIPTION OF THE CONSTITUENT ELEMENTS OF MAPPINGS 
A. Cooling and heating mechanisms and resulting spectrum
One of the main cooling mechanisms is that due to 
collisionally excited forbidden lines. It is computed by 
treating the atom or ion as a five level system. The 
statistical equilibrium of the metastable states is calcu­
lated using the parameters listed in Osterbrock (1974) and 
the references therein, supplemented by recent data from 
Eissner and Seaton (1974), Seaton (1975), Dopita, Mason 
and Robb (1976), Pradhan (1976, 1978), Bhatia, Doschek and 
Feldman (1979), Nussbaumer and Rusca (1979), Zeippen (1982), 
and Mendoza and Zeippen (1982). Variations of collision
5strengths with temperature are included for 01 and NI.
The intensities of ten lines are computed for each of 
the following ions: 01, Oil, OIII, NI, Nil, SII, Sill,
Neill, NelV, NeV, Arlll, ArIV, ArV, C1II, C1III and C1IV.
Cooling resulting from the emission of 56 resonance 
lines is also computed. The temperature averaged gaunt 
factor used to derive the collision strength from the 
oscillator strength is obtained from Tarter (1969) . 
Collisional de-excitation for these lines is neglected 
since the critical density for de-excitation is of the 
order of 10^ cm ^. Finally, the cooling due to 47 inter­
combination or semi-forbidden lines is computed. For 
these and the resonance lines we derived the collision 
strength using the compilation of oscillator strengths by 
Smith and Wiese (1971) and by Wiese, Smith and Glennon 
(1966) .
The intensities of the Balmer lines of hydrogen are 
computed up to He. The fraction of the emission due to 
recombination is calculated using the effective recombin­
ation is calculated using the effective recombination 
coefficients of Brocklehurst (1971) which are dependent 
on both density and temperature. No cooling of the gas 
results from the emission of the lines themselves since 
the (potential) energy released escapes the system. The 
fraction of the emission occurring through collisional 
excitation of neutral hydrogen, though, is often a major
6cooling agent at high temperature. It is calculated by 
first determining the collisional excitation rates to the 
seven lowest levels of hydrogen using the rates of 
Johnson (1972) as a function of temperature. Derivation 
of line intensities requires, then, the cascade matrix 
CnZ n I^ I which gives the probability that population of 
the level nZ- is followed by a transition to n 'l' via all 
possible cascade routes and also the probability matrix 
P ,7, „7„ which gives the probability that population
of the level n'Z' is followed by a direct radiative trans­
ition to n"Z". P ,7, „7„ was derived from the cascaden u f n u
matrix of Seaton (1959b).
Collisional excitation in the transition n = l->3 
determines the Balmer Ha/Hß ratio in the regime where 
collisions dominate recombination/cascade processes. 
Osterbrock (1974) recommends use of the Burke, Ormonde 
and Whitaker (1967) threshold cross section which is com­
puted theoretically using multi-state close-coupling theory. 
However, as these authors note, inter-state coupling may 
not be fully accounted for. The experimental measurements 
of Kleinpoppen and Kraiss (1967) show evidence for a 
complex resonance structure just above threshold, and we 
find that using Burke et al. computations to normalise 
the experimental data, these do not converge to the Born 
approximation at high energy. The Johnson (1972) values 
were therefore adopted, but adjusted to account for the 
experimentally measured resonance structure. This has an
7important effect on Ha/Hß ratios computed for Te < 10^ °K.
Baker and Menzels' (1938) case B is assumed for the 
recombination component of the Balmer lines throughout. 
However, for the collisionally excited component, neither 
case A nor case B is explicitly assumed since collisional 
excitation can be important at the high temperature end 
of shocks where velocity gradients are high and, in con­
sequence, optical depths in Lyman lines may be quite 
small. In this case, a linear combination of case A and 
case B based on the local optical depth in Ly is used, 
treating this as a resonance line by the Capriotti (1965) 
escape probability formulation (cf. section 2.2C).
The energy loss through recombination is computed 
using the coefficients ßÄ (H^,T) in Osterbrock (1974).
The method was however generalised to other atomic elements 
which were treated as hydrogen-like through the use of 
the quantity A(H^,T) defined as
X (H° ,T) = ßA (H°,T)/aA (H°,T)
where T is the electronic temperature and aA (H^,T) the
total recombination coefficient to all levels for hydrogen.
+ zThe kinetic energy lost by the gas when an ion X of charge 
z recombines can then be written
Lr (X+Z,z) - Ne N(X+Z) A(H°,T/z2) a(X+Z,T)
where N(X+Z) is the number density of ion X+Z and a(Z+Z,T)
8the recombination coefficient to the ionisation stage z-1. 
With normal cosmic abundances, these loss rates are com­
pletely negligible in the case of heavy elements; however, 
their inclusion is necessary when there is an overabundance 
of heavy elements (as found in supernova ejecta for 
example) and the code is intended to remain as realistic 
and consistent as possible when such conditions are 
encountered.
Helium (He^) is treated as a five level system. The
1 1  3collisional excitation rates to the 2 S, 2 P or 2 P
3levels from the 2 S level are taken from Osterbrock (1974). 
The triplet states are assumed to be populated only by 
recombination whereas for the singlets, collisional excita­
tion from the ground state 1 1S is taken into account as 
well. The hydrogen-ionising transitions 2 1P -*■ 1 1S 
(584&) and 2 3S •* 1 1S (591&) , and the helium two-photon 
continuum 2 1S -*■ 1 1S are included in the ionising radiation- 
field.
The Lyman photons produced through recombination of
+ 2He and those (with the associated cooling) resulting from 
collisional excitation of He+ are computed. The collisional 
excitation rates are from Johnson (1972).
The cooling resulting from collisional ionisation is 
given by the collisional ionisation rate (obtained from 
Canto and Daltabuit (1974) and Franco and Daltabuit (1978) 
times the ionisation potential of the ionic species
considered.
9Finally, the cooling due to free-free emission was 
calculated using the formula in Allen (1973) with the 
averaged Gaunt factor from Spitzer (1978).
The total heating rate GT resulting from photoionia- 
tion includes the contribution from each atomic species 
G(Xj^) since, as was shown by MacAlpine (1972), the 
contribution to heating of elements heavier than H and He 
is significant when the UV source spectrum is flat and 
extends in the X-ray energies, which corresponds to the 
general situation that the code was intended to model.
,+i
£  G(xji)
j r i
0 £ i £ 4
where X^ corresponds to the ionisation stage i of atomic 
elements X_. . The individual contributions to heating can 
then be written
,+i N(X+1) D
r  oo
[  4 n J v 
/ hv
Jo
j^hv - hv0 k (x}i) + hVA k (Xji)] dv
‘ mean radiation intensity and N(X+1) the
number density of the species considered. The sum is
taken over all k possible direct and Auger ionisation
routes, where a ^ is the corresponding photoionisation
cross section as a function of frequency, v ^ ^ j ^ )  t*ie
corresponding threshold frequency and hv (xt^) the energyAX 3
of the released Auger electron when applicable (zero 
otherwise). To simplify notation, a^^xl^") is assumed to
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be zero when v is smaller than the threshold frequency 
V0k anc* ak°ve integration can then be carried
from v = 0.
The total heating rate derived using these formulae 
corresponds, however, to an overestimate in the case of 
hard UV or X-ray photons because an ejected photoelectron 
(and the Auger electron when applicable) is likely to 
cause many secondary ionisations and line excitations 
before transferring its remaining energy to the electron 
gas especially when the fraction of neutral hydrogen is 
relatively high (> 0.01). Using the work of Shull (1979) 
who employed a Monte Carlo method to calculate the heating, 
secondary ionisation and La excitation generated by the 
energetic electrons released with X-ray photoionisation of 
interstellar gas, we introduced an efficiency factor in 
the computations that relates the fraction of energy 
actually deposited as heat into the gas E^, to the initial 
energy E of the photoelectron
a, (x)
e(E,x) = Eh/E = —  + ßx(x)
where x is the fractional ionisation of hydrogen and a^ 
and 3-^ the coefficients given in Shull (1979) . However, 
because the linear function given by Shull (1979) is not 
a good fit to the curves shown in his paper for E < 100 eV, 
the following formula was used instead
11
e(E,x) = 31 (x) +
g(E) 
otj_ (x)
-1
+
1-31 (x )
3where g(E) = MAX(0,E - Ry) and Ry is the energy 
corresponding to one Rydberg.
Since a fine binning of the UV spectrum was used,
the integration in frequency was found to be very time
consuming and to avoid having to repeat it when the
fraction x or the ionic abundances N(xt^) changed (or had
to be found), a heating rate per ion of each ionic species
- 2was computed at the following x values: 1.0, 0.1, 1x10 ,
1x10  ^ and 1x10
2l
G (x,xT1) /N (xt1) = V ]  I
1=1 V11
4nJ
EV-
k
e(hVA k (Xj1)' X) ' hVA k (Xj1) + £<hVcJ " hV0 k (Xj1>' X)
(hv - hvQk(X^1)) I dv
where the summation in l is over the M energy bins, is
the mean intensity of radiation as a function of frequency 
within energy bin l (see section 2.2C), and the
lower and upper boundary of bin l and h v ^  the average 
energy of bin l. The efficiency factor e for the photo­
electron is evaluated using only average energy values for 
each bin, but this does not introduce any appreciable error
12
in practice because of the small size of the bins:
(V2 l ~ V1 Z> /vc l < 0.1. The and coefficients
Shull (1979) have the following values:
X 1.0 l.E-1 l.E-2 l.E-3 iw•rH
°1 _ + 31 16.2 7.20 3.25
el 1.00 0.708 0.383 0.194 0.113
t e is unity when x = 1.0 
Note that in the case of multiple production of Auger 
electrons from a single ionisation route, only the Auger 
electron with the highest energy is included as hvA^(xt^) 
the values of which can be found in Shull (1979).
r
To get the total heating rate GT, it suffices to 
sum up the partial rates G(x, xt^) using the abundances 
of the ionic species N(Xj^) when they are known and to 
interpolate the results (at the five x values) using the 
actual x value.
B.___ Determination of the ionisation balance
First, the list and source references for the 
various rates used in the determination of the ionisation 
balance are given, then the method used to solve the 
ionisation equations for hydrogen on the one hand, and 
the rest of the atomic elements on the other, is described.
a. Recombination and ionisation rates
The radiative and dielectronic recombination rates for 
He0 and the metals are taken from the formulation of 
Aldrovandi and Pequiqnot (1973, 1976). For hydrogen
13
TABLE 2.1
CHARGE TRANSFER RATE COEFFICIENTS 
(cm3.S-1) at 10000°K
# ION COEFFICIENT REFERENCE
1 C+2 + H° 1.0 X 10“12 1
2* C+3 + H° 3.6 X 10-9 1
3 C+4 + H° 7.6 X lo-io 2
4* N+ + H° 1.0 X IO"12 4
5 N+2 + H° 8.6 X 10-10 1
6* N+3 + H° 2.9 X 10-9 1
7 N+4 + H° 1.6 X 10-10 2
8*t 0 ° + H+ 9.2 X 10-10 5
9* 0+ + HO 1.0 X 10-9 5
10 0+2 + H° 7.7 X 10-10 1
11 0+3 + H° 8.7 X 10-9 1, 3
12 0+4 + H° 2.6 X 10-1° 2
13* Ne+2 + H° 9.6 X 10-12 1
14 Ne+3 + H° 5.7 X 10-9 1
15 Ne+4 + H° 6.6 X IO”9 2
16 S+3 + H° 2.3 X 10-9 2
17 S+4 + H° 6.5 X 10-9 2
18 C+3 + He° 5.1 X lo-ii 2
19 N+2 + He° 3.3 X 10-10 2
20 N+3 + He° 1.9 X 10-10 2
21 N+4 + He° 2.0 X 10-9 2
22 0+2 + He° 2.0 X 10-10 1
23 0+3 + He° 1.0 X 10-9 2
24 0+4 + He° 6.5 X lo-io 2
t This is the only ionising charge transfer reaction
considered.
* Charge transfer reactions used in an earlier version of
the code.
REFERENCES. - (1) Butler, Heil and Dalgarno 1980. (2) Butler
and Dalgarno 1980. (3) Dalgarno, Heil and Butler 1981. (4)
Butler and Dalgarno 1979. (5) Field and Steigman 1971.
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and He+, values given by Seaton (1959a, 1962) are used.
Collisional ionisation rates are obtained from the 
formulae of Canto and Daltabuit (1974) and Franco and 
Daltabuit (1978), which have the virtue of simplicity and 
correct high-temperature behaviour. Some interpolation of 
coefficients was necessary, but the errors introduced by 
this procedure will not introduce errors in the ionisation 
balance since at low temperatures the rate is dominated by 
the exponential term dependent only on ionisation threshold 
and temperature.
Twenty four charge transfer reactions with H or He 
have been included. The rates given in Table 2.1 result 
mainly from the compilation of Butler and Dalgarno (1980) 
and Butler, Heil and Dalgarno (1980). The temperature 
dependence of each rate has been approximated using the 
information contained in the references given in table 2.1.
Photoionisation rates are calculated using the 
parametric fit to the photoionisation cross sections 
suggested by Seaton (1958). Parameters for photoionisation 
from the valence shell are from Raymond (1976) and 
Osterbrock (1974). For inner shell photoionisation they 
are derived from the work of Weisheit (1974) and Daltabuit 
and Cox (1972) .
The secondary ionisation rate of hydrogen resulting 
from thermalisation of energetic photoelectrons is 
derived from the work of Shull (1979) wherein the number 
<I>H of secondary ionisations of hydrogen atoms per primary 
photoelectron of energy E is given by the expression
<f>H (E) = MAX [0, (E/Ry - 1) y (x) ]
15
where y (x) is an improved parametric fit to the curves 
<J>„ (x) supplied by Shull (1979):
ri
Y(x) = 0.478 ) l - x“0*1 log10 (x) [
where x is the fractional ionisation of hydrogen and Ry 
the energy corresponding to one Rydberg. Since <J> is 
linear in E, the integration of <j)/y over the production 
rate of photoelectrons able to ionise hydrogen, can be 
performed independently of x. For small changes with 
time in x, the secondary ionisation rate r per neutral 
atom of hydrogen, then, is simply
= Y_(_x_)_
H N„(l-X) H
with,
»H = XL N e x t 1 ) P„  (xT1 ) ,
j ri H J
r+iwhere N(X^ ) is the number density for the ionic species
I ^  I
Xj , and PR (Xj ) the production rate per ion of photo­
electrons able to ionise H times the number of possible 
ionisations per photoelectron; it is computed by the 
following integration
f V 2lPH<> = E l
V1
4ttJ\)lE •
MAX [O,
- 1] dv
hVA k (Xi1) - 1] + MAX [0, hvcZ~hv0k
16
where the summation is carried over the M energy bins,
is the mean intensity of radiation as a function of
frequency within the energy bin 7(cf. section 2.2C),
average energy of bin l, a ^  (X.. ) the k photoionisation
and ^21 the l°wer anc^  upper boundary of bin l, hvc£ the
[t1 th D
cross section of ionic species as a function of
I ^
frequency, v q^ ) the corresponding threshold frequency 
and hv (xt^ ) the energy of the released Auger electron 
(when applicable).
Even though the secondary ionisation rates for 
heavier elements are not available in Shull's analysis 
(1979), they can be estimated, at least for the lowest 
stages of ionisation, in a similar way to Bergeron and 
Souffrin (1971) by using the ratio of the cross section 
for electroionisation G^+i relative to that of hydrogen
jaH; the ratio is evaluated at the average photoelectron 
energy <E>
G (<E> )
r . - r — 2--- --- • — 3 
Y+1 H a (<E>) SHj H
where S has a similar definition to Su except that theY H
j
ionisation potential of ion is used wherever the
constant Ry appears in the definition of PH (xt'*'). To
simplify the procedure, however, S +i was derived insteadY .J
from interpolation of the two quantities SR and S2 2Ry*
The integrations related to the secondary ionisation
17
rates, as well as those necessary to derive the photo­
ionisation and photoheating rates per ion (cf. section 
2.2A), which involve the radiation field, have been made 
independent of x in order to save computation time. 
Therefore, these time consuming integrations need to 
be re-evaluated only when the ionising spectrum (J^) 
varies. For example, this makes it possible, when one 
starts from a non-equilibrium ionisation structure, to 
easily follow in time the evolution of the ionic popu­
lations by allowing a quick recalculation at each time 
interval of all the rates, temperature and density, 
provided that the  ^are constant throughout the time 
intervals.
b. Time dependent ionisation balance
Except for H and He, six ionisation stages were 
considered for each of the following atomic elements:
C, N, 0, Ne, Mg, Si, S, Cl and Ar. In most applications 
however, the elements that have an ionisation potential 
lower than hydrogen were not allowed to recombine to 
the neutral state since it is generally accepted that 
there is enough unabsorbed photon flux of stellar origin 
between 7.6 and 13.6 eV to prevent these elements from 
becoming neutral.
Assuming that the total densities of the atomic 
elements and also the electronic density remain constant 
in time, the ionisation equation for each heavy element
18
can be written in the differential form
dn
dt Rn
where n is the column vector containing the ionic 
abundances (in this case, six were used) of the atomic 
element considered and R the matrix containing the rates 
per ion (sec 1) corresponding to the changes in ionisation 
stage allowed for the atomic element under consideration. 
Processes involving multiple ionisation are easily taken 
into account in this formulation.
If we assume that the rates remain constant during 
some time step t (which implies no change of physical 
conditions and of abundances of the species with which 
charge transfer reactions take place), then the ionic 
abundances at the end of the time step, n^, are given in 
terms of the abundances at the start of the timestep, n ,^ 
by (Pullman, 1976).
n^  = jexp (Rt)} n^ = I I + Rt +  ^2^  + • • • (
For large t, this series is not convergent. However, this 
can be resolved by expressing the solution in the following 
manner:
nj = Tm n^ = |exp(0)}m n^ where Ö = R6
and m = t/6; an integer > 1
If 6 is chosen such that none of the elements in the matrix
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Ö is greater than one, convergence is assured. The
expansion of the new series, for exp(O), is terminated
at the level set by numerical precision in the computer.
 ^ thHowever, to raise the matrix T to the in power would be 
a very time consuming process, involving many matrix 
multiplications. It is advantageous to use a unit 
operator U such that
:k I with k, 1, m integers and
and k << Z
giving
= U.U.U....U.nj 
 ^ I times
where the multiplications are performed from right to 
left, involving the much faster multiplication of a matrix 
and column vector.
This procedure is satisfactory and stable for time- 
15steps as long as 10 /r in double precision, where r 
is the fastest rate in the matrix R. To all practical 
purposes, such a timestep defines ionisation equilibrium 
when required, but with a much higher dynamic range in 
the relative sizes of the various ionic abundances than 
the methods commonly employed. (The latter often make 
use of terms of the type (1 - f^ ) for which the evaluation 
is limited by numerical precision in the computer).
The ionisation balance of hydrogen was treated in 
a different way. Since the electron density (given normal
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cosmic abundances) depends directly on the fractional 
ionisation x of hydrogen, all rates depending on this 
density could not be assumed constant when x varied in 
time. The ionisation equation in differential form is
dN +
- S T  = -aHNH+Ne + 6HNeNH0 PHNh O + rHNH0
+ W NH0 + 1HNe
where a is the recombination coefficient^ the colli- H H
sional ionisation coefficient, p the photoionisationH
rate per atom, r the secondary ionisation rate per
atom due to energetic photoelectrons, k the modifiedH
coefficient rate for charge transfer reactions (see
below) and n the ionisation rate correction per recom-
bining electron (n is introduced only when the on-the-
spot approximation is assumed and corresponds to the
ionisation resulting from the recombination and excitation
photons of Hel or Hell; furthermore, a then takes theH
value of the recombination coefficient to excited states 
of hydrogen, aß (Osterbrock, 1974). The electron density 
is defined as
N h (x + 6) ; x = N ,/Nn H H
N = N , + N n H H+ H ü
where N is the total number density of hydrogen and 6 
the component of the electron density that results from 
ionisation of heavier elements. Assuming that the 
coefficients a , 0 . p , r , k , n„ and <5 remain constant 
during a given timestep, the ionisation equation above
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is easily reduced to the form
dx . , „ , „ 2 3— = A + Bx + Cx dt
A similar equation applies to the fraction of 
neutral hydrogen y, which must be solved separately 
because its value is often too small to be simply 
derived from the expression y = 1 - x (due to numerical 
precision in the computer). It is an important quantity 
since the heating rate often depends on its value, however, 
however small it may be.
Four analytical solutions to the differential 
equation above had to be considered in practice depending 
on the values taken by the three coefficients A, B, C:
1. B2 - 4AC > 0
2. B2 - 4 AC = 0
3. C = 0
4. A = <j) and B
When the timestep is longer than is suitable for 
accurately following the evolution of the ionisation 
balance of either hydrogen or the heavier elements, it 
is subdivided into subintervals and the ionisation balance 
evolved successively for hydrogen and the other elements 
at each subinterval, in order to allow as close a 
coupling as possible between the two solutions; the 
charge transfer rates and all the rates depending on the 
electron density are recalculated at each subinterval.
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The coupling resulting from charge transfer 
reactions can pose a problem however. If hydrogen is 
allowed to recombine too much within a single timestep, 
the ionisation due to charge transfer (and for which 
the coefficients are held constant) can artificially 
halt recombination altogether. In reality, the heavier 
elements would recombine simultaneously, and, by so doing, 
reduce the ionisation rate of hydrogen. The following 
artefact of calculus was found satisfactory and was 
shown to be valid when x or y do not suffer extreme 
variations within a single timestep. It consists in 
redefining the total ionisation rate qH resulting from 
charge transfer as
with k. Eion “ i f c ^ r*c
where^ ^Qn (sec 1) is the sum of charge transfer rates
per atom that cause ionisation of hydrogen and thel >4jrec
sum of those that cause recombination of ionised hydrogen.
The technique described here for the determination 
of the ionisation balance of hydrogen and heavier elements 
is quite general and can be applied even to problems that 
presuppose ionisation equilibrium. Multiple ionisation is 
easily implemented. The solution to the differential 
equations is mathematically exact, while the other method 
commonly used, that of Cox (1972), deals with second- 
order integrated equations. In any event, the physical 
assumption of constant temperature and density within a
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given timestep is not strictly valid for a cooling plasma 
but is of little consequence provided that the span in 
temperature is subdivided into a sufficient number of 
steps (where AT << T) and that proper averages for the 
density, temperature, photon field and net cooling rate 
are used within each timestep. (The solution is iterated 
in order to check the convergence of these quantities 
when necessary). Maintaining the above quantities 
constant corresponds physically to allowing the gas to 
undergo partial relaxation at constant temperature during 
each time interval.
C.___ Radiation transfer
The UV ionising spectrum is divided into narrow 
energy bins that carry both the intensity of the UV 
ionising source as well as the amount of radiation generated 
in the plasma itself. In this section, we shall describe 
in detail the way in which the problem of radiation transfer 
is solved.
a. Binning of the UV spectrum
The transfer of the ionising ultraviolet and soft 
X-ray radiation is computed in 230 contiguous energy bins 
covering the range from 7.6 to 5000 eV. Each bin l contains 
the mean intensity (erg cm sterad Hz s ) evaluated 
at the centre frequency of the bin, v Edges of the bins
coincide with all the photoionisation thresholds of the
24
eleven atomic elements. Additional bins were placed 
just above the ionisation thresholds of H, He, C, N,
0, Ne, S and where strong UV lines are expected. When 
integrating the ionising spectrum in order to derive 
photoionisation and photoheating rates, the mean intensity 
is represented as a power law inside each bin
J(v) V 1Z 5 V < V 2
and are l°wer and upper boundary of bin l and
\>c£ = + v2 .^)/2* is determined by using either the
value or Ji+i• (For all bins ^21 ~ vl Z ^ VcZ- <
It is worth noting that as the ionising flux gets 
significantly absorbed far from the UV source, ionising 
edges will start appearing in the UV spectrum corresponding 
to the different photoionisation thresholds of the 
important absorbers. By using the simple method suggested 
here the effect of these discontinuities is properly taken 
into account during integration since only the value J _^.^  
or J^+i that is on the same side of the discontinuity as 
is used to determine K^. Similar discontinuities also 
exist in the UV spectrum of the source itself when the 
latter corresponds to stellar atmosphere models (Hummer 
and Michalas, 1970) for example, or to a soft X-ray spectrum 
originating from an optically thin hot plasma (Raymond and 
Smith, 1977). The ionising flux resulting from line 
emission due to resonance or intercombination UV lines can 
become significant and their presence easily detected in
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the UV spectrum since the discontinuity exists for both
photoionisation rates are power laws of frequency, the 
integration required to derive the photoionisation or 
photoheating rate can be carried out analytically 
(and hence quickly) within each energy bin; the total 
rate is obtained simply by summing up all the contribu­
tions from the different energy bins.
b. The ionising UV source and the diffuse field
The mean intensity of the ionising flux at any 
point in the ionised gas is made up of two components, the 
ionising UV source on the one hand and the integrated 
diffuse radiation-field on the other.
i. Mean intensity of radiation from the UV source 
The mean intensity for the energy bin l is given
Since both the mean intensity J and all thev
by
J* 2. (r) = w (r) I £ (R*) exp(-x^)
where t  ^ is the integrated optical depth
and w the geometrical dilution factor:
w(r> = A for r >> R*
w (r) = j 1- otherwise
26
where R* is the source radius and r(r :> R*) the distance 
between the position considered and the centre of the 
ionising source. I^(R*) corresponds to the specific 
intensity (assumed here to be isotropic) at the centre 
frequency v  ^of the energy bin 1 and evaluated at the 
surface of the source. If only the total luminosity of 
the source is known, then one chooses R* and r^ (which
is the radius at which the integration of the model starts) 
so that
Li
I? (R*> = ------ 2 and R* <<: Ro(2irR*)
when plane-parallel geometry is adopted for a model, w is 
set to h (and r^ = 0).
In the expression of I*^(r), corresponds to the 
integrated optical depth between r^ and the position r 
(it is assumed that no absorbing matter exists between R* 
and r^ )
t , = / 2-f Z-< a.. (xt^JN (xt1) e dr
L J i,j k ^  3 3
0
2 2where e is the volume filling factor (e = <N> /<N >) and 
tha ^  the k photoionisation cross section of atomic species 
evaluated a vc£. The summation includes the heavy 
elements as well since they become important absorbers at 
X-ray energies.
The spectrum described by the of the ionising
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UV source can have any arbitrary shape in principle; 
however, four types of spectra were coded that were found 
to allow for most eventualities.
1. Power law spectrum
I \>~a with .v = Ry/h 
v h H
and v „ < v < v _ __ON OFF
where and are the turn-on and cut-off frequenciesON OFF
respectively and I the specific intensity at one Rydberg
2. Black body spectrum
3 2
I, = B (T*) = 2hV r with v $ v ^v v * e x p(hv/kT*)-1 o f f
where T* is the temperature of the black body and B^  the 
Planck function.
3. Model stellar atmosphere
\  = Bv (Tv) with Tv = T*-tv (T*'z*)
(35000 £ T* £ 55000)
where B^  is the Planck function and the monochromatic 
temperature for a stellar model of effective temperature 
T*.In a similar way to Shields and Searle (1978), the 
stellar atmosphere fluxes from the log g = 4.0 models of 
Hummer and Mihalas (1970) were parameterised (to a first 
order approximation) so as to be continuous functions of Z* 
the stellar metal abundance, and T* the effective tempera- 
ture.tv is taken to be proportional to v between the
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discontinuities found at the important metal edges of 
v/vH = 1.0, 1.807, 2.58, 3.01, 3.52 and 4.0. At the edges 
themselves
6t
%  = to(T*) + 6t0 (T*) • 6t“ (Z*'T*}0
where the parameters t., 6t and the relation St /6t„(Z.)0 0 V 0 "
are taken from Shields and Searle (1978)
4. Thin hot plasma spectrum
The emissivity of an optically thin hot plasma 
(T > 105oK) in the frequency range 7.6 to 5000 eV is com­
puted using the Raymond-Smith code (Raymond and Smith, 
1977; Raymond, Cox and Smith, 1976). The total X-ray 
flux is obtained by adding together the fluxes arising 
from isothermal slabs of gas with different emission 
lengths and temperatures.
ii. Diffuse radiation-field
The diffuse radiation-field component arises from 
photons generated within the plasma itself. A list of the 
emission processes taken into account is given here.
1. Photons generated by recapture of electrons
Were taken into account all those resulting 
from recombination to the ground state of the atomic 
species considered if their energies exceeded 7.6 eV. In 
the case of helium, the contribution from recapture to
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level n = 2 of Hell was also included (hv = 3Ry). Milne 
relation of detailed balance involving the photoionisation 
cross section was used to derive the emission coefficients 
(Osterbrock, 1974).
2. Free-free (or Bremstrahlung) emission.
The emission coefficient is from Spitzer (1978) 
with a free-free Gaunt factor of unity (Karzas and Latter, 
1961).
3. Two photon emission
2The levels involved are 2 S of HI and Hell, and 
21S of Hel.
4. Emission lines
Have been included the collisionally excited 
(intercombination and resonance) lines with photon energies 
greater than 7.6 eV including the lines of Hell Lya (304 8), 
Hel 584 X and Hel 591 8 that result from recombination as 
well.
To simplify calculations the spatial integration of 
the local emission is performed in a similar fashion to 
Tarter and Salpeter (1969) where half the emitted photons 
are artificially directed outward (downstream for a shock 
model) and the other half in the opposite direction 
(upstream), any angular dependence being neglected. Since 
the integration starts at the shock front (or at rQ in the
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case of photoionised nebulae with spherical geometry) and 
is carried along with the integration of the model, only 
the component that is emitted downstream (outward) can be 
calculated at any given point. Iteration of the entire 
model is required in order to provide the information 
needed to determine the upstream (inward) component. This 
is hardly necessary, however, since by neglecting this 
component, one introduces typically an error of only a few 
percent in the line intensities of the Balmer lines as 
reported by Raymond (1976).
The diffuse downstream component is integrated step 
by step and accumulated into arrays. Within a given space 
step however, where average values of temperature, densities, 
and radiation-field are needed to calculate the ionisation 
balance, one can assume that the local upstream component 
generated is equal in intensity to the downstream one, and 
calculate an appropriate average diffuse radiation-field 
valid for the space step considered by adding together the 
two components emitted locally. For the size of space 
steps typically used in the recombination zone of shock 
models, for example, this procedure turns out to be effec­
tive in generating enough hydrogen recombination photons to 
sustain it at the appropriate level of ionisation (given 
for a nebula by the on-the-spot approximation).
Once an average ionisation balance, temperature and 
densities that converge within a space step are derived,
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the diffuse downstream radiation-field is integrated up 
to the inner boundary of the next space step according to 
the following formula which corresponds to the radiation 
transfer through a uniform slab
XD ln+1 = w b bln exp (_0Z E 6r)
+ wc f {j i/^ i\ (1-exp {-o I e Sr))
-3 -1 -1 -1where j ^ (erg cm sterad sec Hz ) is the emission
coefficient at the centre frequency v  ^ of energy bin l,
ID£n integrated downstream (outward) component up to
ththe inner boundary of the n space step and ID^n+1 the
resulting component at the inner boundary of the following
step n + 1 ,  e the volume filling factor, 6r the length of 
ththe n space step, f the fraction of emitted photons 
allotted to the downstream component (versus upstream) and 
equal to h for a plane-parallel shock. In the case of 
spherical geometry, f is often set to unity which corre­
sponds to the "outward only approximation". w^ and w c are 
first order correction factors that simulate the geometrical 
dilution of radiation taking place inside the space step 
and involve R the radius of curvature at the inner boundary, 
r, of the shell of gas (w , wb = 1 in the plane-parallel
case)
w, = R2/ (R + Sr) 2D w = R2/(R + 6r/2)2
-1In the equation above, (cm ) is the absorption coefficient
dx 2^  z, azk(xr> n<>
if j k
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where a ^  and N(X^ ) have the same meaning as before.
In the case of a shock model, the ionisation state 
of the gas entering the shock front is a very important 
parameter and is determined usually by assuming that the 
pre-shock gas is photoionised by the integrated upstream 
component of the radiation-field. To obtain the intensity 
of the ionising flux reaching the front, it is necessary to 
calculate the entire model and only then by successive 
iterations can the preionisation of the gas be uniquely 
determined (usually, two iterations are sufficient to get 
a converging preionisation state if sensible initial values 
are used). At each step of a given model, the contribution 
of the locally emitted UV radiation is added to the inten­
sity of the upstream component Iup(r0  ^ (as seen from the 
shock front at rQ) as follows
IuP(ro) = 1 up <r o> + WU (1_f) V aZ •
(1 - exp (-a^ £ 6r) ) exp (-T^(r))
where (1-f) is the fraction of photons alloted to the 
upstream component, T^r) the optical depth of the gas 
between rQ and the position considered r, and w^ the 
geometrical dilution factor
w ~ (R + 6r)2/(R + 6r - (r - r_) ) 2 u 0
where R is the radius of curvature of the shell of gas at r.
The ultraviolet resonance lines are the object of a 
separate solution to the radiation transfer equation and
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their intensities are kept in distinct energy bins. The 
main effect of the resonance scattering on line photons 
is to decrease their penetrating power. This is taken 
into account by assuming that the mean travel length of 
a resonant photon across a slab is of the order of Q 6r 
where Q is the mean number of scatterings experienced 
inside the slab. Consequently, the probability of absorp­
tion is increased by the same factor Q and the absorption 
coefficient, used in the equations above for the solution 
of the radiation transfer for resonance lines, becomes
a 'l ~ ® a l wit*1 Q ~ 1/E
where E is the mean escape probability through a uniform 
slab and is given in Capriotti (1965) as a function of 
optical path length t q for scattering. The function can be 
approximated by
E = 1.0 + 0.71t 0 In(2t q) + ( ( ( (0.00048t q
- 0.019876)t q + 0.08333)t q - 0.3849)t q
- 0.83)t q (t q < 1.5)
E = [0.14 + 0.25/(ln(2x ))
+ (ln(2T0))‘5]/(3.5449x0) <T0 ' 1.5)
(Capriotti, 1965; Netzer, 1975). t q is defined as follows
t . = N b A e fir 0 a VO
with
T T ^ e ^ ab = --------  (1 - exp(hv /kT))v m v v 1 oe o D
= 3.0 x 10 18 - • (1 - exp(hvQ/kT))
D V 0
v = (2kT/m )D a
(We note that a simple Doppler broadening function is
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adopted for the scattered photons.) In the above equations 
m is the mass of the absorbing atom, T the temperature,cl
the number density of absorbers and fa the absorption 
oscillator strength for the resonance line under consider­
ation. It must be emphasised however, that in the more 
general situation of a medium in expansion or contraction, 
a reduced optical path length tq ought to be determined 
instead, because a uniform velocity gradient has the effect 
of continuously shifting out the frequency of the average 
line photon relative to the absorbers rest frame, thus, 
increasing the mean escape probability. Making use of 
Capriotti's (1965) analysis of the problem of expanding
........... ...  r
Tx = To (ve/ öv) I exp (-y ) dy
J  x - <Sv/vD
setting x = v , we obtain
T0 ~ to F  erf (6v/v ) / (<$V/VD) with 6v - 6r
where <5v is the variation in the velocity of the medium 
across a slab of thickness 6r. For example, with 6v/v q = 3 
one gets - 0.5 t q which implies an increased mean excape 
probability for the average line photon.
2.3 PHOTOIONISATION MODELS
In this section the general features of the photo­
ionisation code are outlined. Our main concern is the 
prediction of observable quantities: emission-lines, mean
3 v
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temperature and density of the electron gas, size of the 
ionised region, etc. There are basically three types of 
astrophysical objects that the code described below aims 
to model: HII regions, planetary nebulae and photoionised
clouds in active galactic nuclei. HII regions are 
generally confined to the spiral arms of a galaxy and are 
photoionised by one or more 0 and B stars. They are good 
tracers for the radial gradient in metal abundance in late 
type galaxies. The exciting stars are relatively short­
lived ( ~ 2 x 106 years) because of their high luminosity. 
The planetary nebulae on the other hand are found around 
very old stars of relatively small mass (~ 1 M ) that are 
rapidly evolving toward their white dwarf stage. The 
nebula itself corresponds to an expanding ionised shell of 
gas that was ejected from the central star. After the 
expulsion of its outer atmosphere, the star has become 
much hotter than a 0 star and can sustain the ionisation 
thoughout the shell of relatively small mass (~ 0.3 M ).
In the case of galactic nuclei, we envisage the situation 
where clouds are at some distance away (a few hundred 
parsecs or more) from a very luminous nonthermal source.
In Seyfert galaxies, for instance, the emission line 
region is often found to extend quite some distance away 
from the unresolved UV source. In that context, the 
problem of a broad component in the line does not arise 
since the latter is observed only next to the unresolved 
power source. A description of the photoionisation code 
will emerge from a discussion of the following aspects:
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type of ionising sources, steady-state ionisation regime, 
geometry and density behaviour, dynamics of the ionised 
gas, and finally static time-dependent models.
A. Types of ionising sources
In the case of HII regions, if only one star is 
responsible for the ionisation, then a stellar atmosphere 
model spectrum with the appropriate effective temperature 
is chosen (cf. section 2.3C). The radius of the star for 
a given temperature can be derived from Panagia (1973).
In the case of giant extragalactic HII regions, however, 
there is likely to be a distribution of ionising stars 
versus Teff Assuming that the ionising stars cluster 
near the centre of the HII region, one can construct a 
composite spectrum using some initial mass function for 
the stars. However, in order to keep the number of free 
parameters to a minimum it is often preferable to assume 
ionising stars of a single <Teff> in place of a distri­
bution in T ^  yielding the same average photon energy 
<hv>. The adopted temperature will be close to Tmax the 
temperature of the hottest stars in the cluster since, as 
shown by Searle (1971), the number of photons increase 
very rapidly with T ^  and consequently the energy distri­
bution of the ionising photons will depend mainly on T^ax 
rather than on the slope of the initial mass function.
The equivalent radius for the UV source is usually 
determined by the requirement that the model HII region 
reach a certain size. Shields and Searle (1978) and
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Balick and Snedden (1976) have emphasised the importance
of the absorption edges in the UV spectrum, so a self-
consistent model ought to use similar metal abundances
for the stars as for the gas. In the case of planetary
nebulae, individual stellar atmosphere models can be used
or alternatively, in some cases, a simple black body
spectrum with the appropriate high energy cut-off. With
5 oa around 10 K for example, a cut-off at 4 Ry
approximates reasonably well the very important absorption 
edge occurring at that energy since very little flux is 
emitted at higher energy (cf. Hummer and Mihalas, 1970).
As with giant HII regions, if a planetary nebula is not 
ionisation bounded, the stellar radius can be considered 
more or less a free parameter since it is rather poorly 
known for that category of object. In the case of ionised 
clouds in an active nuclei environment, a simple power law 
spectrum is the obvious choice when this type of frequency 
behaviour is observed to extend in the visible. X-ray 
photoionisation (using a power law but with a high turn­
on energy) is also a possibility since many active nuclei 
are strong X-ray emitters (Giacconi, 1978). In that case, 
the turn-on energy characterising the power law becomes 
a very important parameter for the determination of the 
thermal and ionisation balance as was shown by Bergeron 
and Collin-Souffrin (1974).
B. Steady-state ionisation regime
Almost all photoionisation models found in the
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literature that concentrate on the character of observable 
emission lines assume a steady-state ionisation and 
temperature structure for the plasma, that is, at each 
point in the plasma, an equilibrium between the ionisation 
processes and the recombination ones is assumed and used 
to determine the fractional ionisation for each atomic 
species. The electronic temperature is derived from the 
condition that the heating rate due to photoionisation 
equals the cooling resulting from collisional processes.
In practice, the temperature has to be derived in an 
iterative fashion since the cooling and heating rates are 
coupled with the ionisation balance which is itself temp­
erature dependent. The approximation on which the steady- 
state regime rests is that the equilibrium of the physical 
processes is maintained independently of the dynamical 
behaviour of the system and to that extent is valid. (As 
will be shown subsequently, the lifetime of the exciting 
stars is generally too short to allow a nebula to reach a 
state of pressure equilibrium with the surrounding neutral 
gas; hence, it is likely that observed density distributions 
are only transitory). The temporal variation of the density 
(and implicitly of the luminosity of the ionising source) 
must be slow compared with the timescales on which physical 
processes reach equilibrium. We can estimate this assuming 
that the timescale for any significant density variation to 
take place in a 'typical' nebula is comparable to the 
crossing time of a pressure disturbance; using as repres­
entative values a temperature of 10,000° K and a radius
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R(H+) of 10 pc, we get 
c = (2kT/m ) 15H
t ~ R(H + )/c = 3 x 1019 cm/1.3 x 106 cm s 1~2 x 1013sec
where c is the isothermal sound velocity in the ionised gas, 
while the characteristic times for cooling and recombining 
are respectively
^ool
2 — 2 4~ U/L = 3/2 NkT/(N x 10 erg sec )^ ~ 2 i n 1 0x 10
trec - 1/Na = 1/(N x 2.6 x 10_13B
3cm sec x) ~ 4 x IO10
- 3 - 24 2 1using N = 100 cm , L = 10 N ergs sec and V H)
-13 3 -12.6 x 10 cm sec . We note also that typical timescales
for newly born OB stars to reach their main sequence
11 12luminosity range from 10 sec to 10 sec, which is less 
than 1% of their main sequence lifetime (Mathews, 1965).
So in the case of a homogeneous model where the density 
varies smoothly with radius the approximation is valid. On 
the other hand, since the ionised gas is not, as a rule, in 
pressure equilibrium with the surrounding neutral medium, 
it must be in constant expansion and the portion that is 
in a state of thermal and ionisation equilibrium must be 
bounded by a propagating ionising front where the ionisa­
tion and temperature structure departs significantly from 
the steady-state ionisation hypothesis. Because of harden­
ing of the UV spectrum (due to selective absorption across 
the front) and of the heat capacity of the gas, the maxi­
mum temperature reached in the front region can attain 
values that are about double the equilibrium's (Mathews,
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1965; Hjellming, 1966). However, the thickness of this 
front is usually very small compared to the equilibrium 
region except when the nebula is very young. For 
instance, in the case of a nebula sufficiently evolved 
(carrying a D-type ionisation front), the expansion 
velocity would be of the order of the speed of sound 
hence the relative fraction of the nebula where the 
temperature exceeds the equilibrium value should be of 
the order of Arf/R(H+) ~ c tcoQ^/R(H+); using previous 
quantities one gets 5 x 1016 cm/3 x 1019 cm << 1. The 
ionisation and thermal equilibrium, therefore, when used 
to model non static nebulae underline a further approxi­
mation - the ionising front should be relatively small in 
size so it can be neglected altogether. The low excita­
tion lines that are usually emitted near the boundary of 
HII regions like [01] XA6300 and [NI] AA5198 ought to be 
enhanced significantly in the presence of an ionising 
front and this might explain why these lines are consis­
tently predicted weaker than observed (Osterbrock, 1974). 
In the case of density bounded nebulae (where the density 
drops to an insignificant value at some distance from 
the ionising star much before the UV flux is absorbed) 
there is no ionising front and the ionised gas can then 
be considered in ionisation equilibrium everywhere, even 
if the density is slowly changing with time. This assump­
tion was used, incidentally, by Mathews (1966) in his 
dynamical models of planetary nebulae.
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In summary, the assumption of equilibrium, as 
retained in the code, is generally valid and holds even 
for non static cases because the physical processes implied 
operate at a much faster rate than that at which the over­
all structure of nebulae changes. A notable exception, 
however, is the thin outer boundaries of most ionisation 
bounded nebulae since the gas there is in the process of 
being ionised as it is swept by the ionising front.
C. Geometry and density behaviour
We will turn our attention first to the case of HII
regions which observations show to be of rather low density 
3 - 3( $ 10 cm ) while having a rather complicated structure. 
Many HII regions for instance are formed at the edge of 
molecular clouds (Heydari-Malayeri et al. 1979 and 
references therein). In many cases, [Oil] and [SII] nebu­
lar line ratios indicate density variations of a factor 
larger than ten within the same object (Deharveng et al. 
1976; Danks and Manfroid, 1976). It is possible to 
construct models with complicated geometries that would 
apply to individual objects; however, the necessary 
spatial information is only available for a handful of 
nebulae. Furthermore, the bulk of the data available on 
many extragalactic HII regions consists of only a dozen 
or so emission lines from the core of each emitting object. 
A more useful approach is to reproduce only the general 
characteristics of the geometry and of the density 
spatial distribution. For example, Stasinska (1980, 1982)
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produced a grid of models in which he assumed a simple 
two-zone spherical geometry with the outer zone ten times 
denser than the inner one. This was intended to represent 
the particular case of HII regions on the edge of dense 
clouds where a systematic density gradient is observed 
between the star and the parent cloud (Tenorio-Tagle et al. 
1979). There exists however an extra zone resulting from 
the streaming out of ionised gas from the side of the 
cloud which produces a diffuse, probably density bounded, 
conical HII region. Stasinska neglects this diffuse zone 
since its density is much smaller and hence of low emissi- 
vity and furthermore, most observations cover only the 
core of the emitting volume or patches that have high 
surface brightness in emission. Another approach which we 
have retained in our code is to assume a spherical geometry 
where the emitting region is partially filled with clumps 
of uniform density randomly distributed throughout an 
otherwise empty volume. This density distribution is 
characterised by two parameters: the density inside the
clumpbs N and the volume filling factor e defined as
e = <N>/N = <N>2/<N2>
where the brackets refer to volume averaged quantities.
This method represents a first order approximation to the 
many density fluctuations or inhomogeneities that are 
known to exist in HII regions (Peimbert, 1967; Louise and 
Monnet, 1968; Vidal, 1979). In order to be able to model 
similar situations to those depicted by Stasinska, we have
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retained the possibility of producing a smooth density 
gradient by using a simple power law or exponential 
function for N(r). From inspection of Stasinska's models, 
it is apparent that the effect on the spectrum of using 
two zones is maximised when the outer zone is the main 
contributor to the total emission. (In the opposite 
situation, the spectrum is nearly identical to a homogen­
eous one zone model.) This is so because the inner low 
emissivity zone has the single effect of increasing the 
geometrical dilution for the ionising flux in the high 
density zone and we suspect therefore that replacing the 
inner zone by an empty one of the same size would result 
in qualitatively the same spectrum. Both approaches 
described above achieve a given 'mean' geometrical dilu­
tion of the ionising flux in a different way: one assumes
a low density inner zone while the other stretches the 
overall size of the ionised region by reducing absorption 
through dumpiness.
The problem of geometry in the case of planetary 
nebulae appears much simpler since these objects are found 
to be much more symmetric (probably spherical) and to possess 
a velocity field consistent with the picture of an expanding 
shell of gas with a density dependent on the distance from 
the star (Osterbrock, 1974). A planetary model would 
therefore consider a density distribution function of 
radius if necessary depending on the available information 
from dynamical models or from the distribution in surface 
brightness of known nebulae. These objects are also
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characterised by a fairly large central hole from which 
there is no significant emission, introducing then a 
parameter rQ which is the starting radius for the out­
ward integration of the model (cf. section 2.2C). In 
the case of density bounded nebulae, one also specifies 
the outer radius rf at which the integration stops.
In the case of active nuclei, the code can be set 
to model individual clouds submitted to the intense flux 
of a distant nonthermal source. In the picture of spheri­
cal geometry, the nebulosity as seen from the central 
source, would cover a solid angle fl. Given the sort of 
scale envisaged here, ß is likely to be very small and 
since the code is capable of using either plane-parallel 
or spherical geometry, the problem can often be reduced 
to a plane-parallel one if the distance from the source 
is much larger than the thickness of the ionised cloud, 
that is (rf - rQ)/r0 << 1 where rQ and rf are respectively 
the inner and outer boundary of the ionised cloud. This 
condition is met, for example, in the case of the model
by Ulrich and Pequignot (1980) of the ionised gas clouds
21in the Seyfert galaxy NGC 3516 where rQ - 7 x 10 cm 
and (rf - rQ) - 2 x 1019 cm (model Ml). The density in 
this type of model will be assumed constant throughout 
the cloud with a filling factor of unity.
Models constructed using spherical symmetry with 
constant density and filling factor are often termed 
'idealised models' in view of the fact that real nebulae
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(especially HII regions) are often asymmetric objects with 
non-uniform density fluctuations. These models are 
nevertheless quite successful in reproducing the main 
spectral features observed in nebulae, partly because 
relative abundances of heavy elements are used as free 
parameters. It remains rather difficult, on the other hand, 
to evaluate the systematic error introduced in the deter­
mination of abundances due to inappropriate geometry or to 
erroneous geometrical parameters. Shields and Searle (1978), 
for instance, have reported a ±0.2 dex variation for the 
abundance of oxygen in the region S5 (in M101) using dif­
ferent hypotheses about density behaviour. Stasiriska 
(1980) concurs with this view, indicating a possible sys­
tematic error of up to a factor of three when the electronic 
temperature cannot be derived from the [OIII] or [Nil] 
auroral-to-nebular line ratios (which is the case for the 
region S5). However, when the temperature can be determined, 
he found that the derived abundances are quite insensitive 
to the presence or absence in the model of density inhomo­
geneities .
We will present here a few well known relations that 
apply to these idealised models and which are very useful 
in studying the important factors governing ionised regions, 
insisting more on the results than on the actual derivation 
(cf. Strömgren (1939), Osterbrock (1974), Koppen (1978,
Rubin (1968) and MacAlpine (1972)). In order to simplify 
notation and get at the essence of the problem, we will,
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in a similar fashion to Field (1975), drop the frequency 
dependence for the ionising flux and photoionisation cross 
section and consider instead the quantities Q, a, v and t 
defined in the following manner:
Q (L^/hv) dv f
- / av (H) (Lv/hv) dv
a v 3 0 HQ I V 3 (Lv/hv) dv, 
VH
3 r00a v /
<hva >/ha = — - ■ - / v L dv
v ha Q J
ft (r) = Na e I (1-x) dr 0
where Lv is the luminosity of the ionising source 
(erg sec 1 Hz 1), aQ the threshold photoionisation cross 
section for hydrogen (at v ), x the fractional ionisation 
of hydrogen and N the hydrogen number density. The treat­
ment proposed here is approximately valid only in the case 
of HII regions where the ionising sources' spectra are 
relatively soft without an appreciable high energy com­
ponent. For effective stellar temperatures less than 
50,000 °K, for example, v is very close to v r with
1 < v/v < 1.26 (Mathews, 1965) and hence 1 > a/a > 0.5. h a
We note finally that in this simplified treatment the only 
absorber considered is hydrogen and that hardening of the 
source spectrum due to absorption is not taken into account
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(it would make a and v a function of t). A simplified form 
for the ionisation balance of hydrogen is
N (1 - x) (Q/4Trr2) a exp(-x) - N 2 x 2 a 
where a = a (H, <t >) is the recombination coefficient forB
hydrogen. The equation is now rearranged and integrated 
outward along r using an approximate solution for x(r) to 
be checked later on)
fH r < R s
0 r > R s
/ 2 2 — 2 I —N x a 47rr dr = Q I exp(-i) N(l- x) a dr
Q
e d(-exp(— t ))
or,
4 3-x-ttR 3 s Q/(N2ea) = V
hence
where R g is the so-called Strömgren radius. Let us define 
t as the optical depth of the Strömgren sphere if_ it were 
all neutral:
t = NeaR , s s
and rewrite the ionisation balance equation as
(1 - x)/x2 = Na47Tr2 3 ( r / R g ) 2
t exp(-x) sQa exp(-x)
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or
x 2 = d (- exp (- t) ) 
d (r/Rg) 3
2The approximate solution of x = 1  for r < rests upon
the fact that x^  is usually a large number, where it
2 2follows that 1 - x << x (hence x - 1 at least for small 
2T(r)). Using x = 1, we now integrate the last equation to 
obtain
exp (- t) = l-(r/Rs) 3
and finally
2 3 (r/Rs)2(1 - x)/x = ~   ^ “ 1-x (r < R )
Ts 1 - (r/Rs) 3
where it is apparent that the neutral fraction of hydrogen 
1-x remains small except when r approaches Rg, then there 
is rapid conversion to neutral hydrogen. If we define Ar 
as the size of the region where H becomes neutral with the
3requirement that 1 - (r/Rg) - 3/x^, we obtain
Ar/R = 1 - r/R - 1/t ,s s s
or
Ar - R /t = l/(Nea) << R s s s
or about one photon mean-free-path in the neutral gas, which 
constitutes more or less a discontinuity relative to the 
Stromgren sphere. Obviously, in a more precise treatment, 
as r approaches Rg and x becomes large, a would decrease 
significantly because of hardening of the spectrum, resulting 
in a larger transition zone. Moreover, if the ionising 
source spectrum extends significantly in the X-ray energies,
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the concept of a Strömgren sphere becomes rather meaningless, 
since the transition zone Ar in some cases can become com­
parable in size to Rs (MacAlpine, 1972).
2Upon examination, the function (1 - x)/x = f (x ,r/R )
above suggests that models with the same value of should
have the same ionisation structure. This condition applied
to t is rewritten below, s
t = cte = N£GR = a (QN£23/ (47TCÖ ) 1/3,
QN£2 cte and cr = cte and a = cte.
Therefore, models with the same ionising spectrum (G = cte)
but different values of Q, N and £ will yield the same
ionisation structure (expressed on a scale length R ),s
2provided that the product QN£ is kept constant and that 
the thermal structure is approximately the same (since the 
recombination coefficient varies slowly with temperature).
In the case of spherical symmetry and inner radius rQ very 
small relative to it can be shown in a more rigorous 
way that as long as the ionisation and heating rates 
dependent on the photon field remain linear with the density 
and the cooling rates proportional to the square of the 
density, then models with the same ionising source spectrum 
and the same 'spherical ionisation parameter' Us = QN£2, 
as defined by Dufour et al. 1980, will result in the same 
ionisation and thermal structure. In the case of a thin 
shell of gas (or of the whole ionised region in the case 
of plane-parallel geometry) the equivalent relation would be
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Up = <J>/N = cte where 4> = Q/4-rrr is the photon flux 
(cf. Davidson, 1972). The main exception to maintaining 
the thermal structure invariant occurs when the density 
reaches a critical density N c (—10 cm ) where colli- 
sional de-excitation becomes important. Above N^, the 
cooling rate increases more slowly than N square, resulting 
in a different thermal structure.
To conclude, we will turn our attention to the 
effect of charge transfer reaction on the ionisation struc­
ture. With the recent introduction of a high rate for the 
charge transfer reaction 0 + 2 + H° ->• 0+ + H+ (Pequignot 
et al. 1978; Pequignot 1980), the excitation parameter 
[OIII] 5007, 4959/[Oil] 3727 derived from models is often 
found to decrease quite abruptly when the filling factor 
is decreased or when the size of the empty region r^ close 
to the star is increased, keeping all other parameters 
constant. This is so because the dilution of the ionising 
photon field increases the value of N 0/N = y = (1 - x)
and, on account of the accelerated rate for the reaction, 
can cause a dramatic reduction of the line ratio [OIII]/ 
[Oil]. This becomes more apparent if we estimate the 
fraction of neutral hydrogen y which causes the charge 
transfer reaction to operate at the same rate as the 
recombination process for the atomic element involved
y N N(X+1) 6 (X+1 + X+1_1) = Ne N(X+1) a(X+1) er H
where 6 is the coefficient rate for the recombination 
charge transfer of the ionic species X+  ^and a the
2
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recombination coefficient for X+4_. If we assume the 
medium ionised with y << 1 and Ne - N , we obtain
Ycr - a (X+^)/6 (X+  ^-> X+  ^ 1)
+ 2 - 3For the reaction involving 0 above, ycr - 2.6 x 10 
if the value 6 = 7.7 x 10 10 cm3 s 1 (cf. table 2.1) at 
Te = 104 °K is adopted. Photoionisation models which 
assume a single ionising star, for example, are found to 
have the volume averaged fraction <y> greater than ycr 
whenever e << 1 or rQ ~ Rg. Using the simple formulation 
previously introduced, it is easily shown that y > ycr 
through more than half the ionised volume if
3  - • *Rs(pc)Ne > 7 5 (v/v ) pc cm (Vcr/Vs > 0.5)
This condition only indicates in what circumstances the 
reaction operates faster than the recombination process, 
it does not necessarily imply that <N(0+2)> << <N(0+)>
since the ionisation balance of oxygen depends critically 
on the relative number of photons with energies greater 
than hvQ+ = 2.6 Ry. For instance, with a very high temp­
erature star, the filling factor must get very small before 
starting to affect the excitation parameter.
When modelling nebulae, the main effect of this 
important charge transfer reaction will be to constrain 
the values that e and r can take, especially in the case 
of low effective temperature stars. Alternatively, by 
increasing Q sufficiently, adding more stars, it is 
always possible to make <y> < ycr but since Q can be
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determined directly from the observed total emission in
one of the Balmer lines in the case of ionisation bounded
nebulae, this would imply that the nebula is density
bounded instead and that most of the UV escape the
nebula unabsorbed. In view of the difficulty that McCall
(1982b) reports in fitting spectrum of many of his extra-
galactic HII regions (McCall, 1982a), using the charge
+ 2transfer reaction with 0 , it seems that it might be
necessary either to drop the useful idea that (most) HII 
regions are ionisation bounded, or else to prove the 
adopted rate for the reaction wrong.
D.____ Dynamics of the ionised gas
The photoionisation code neglects any motion of the 
ionised gas by assuming a static density distribution.
With the sort of velocity field encountered in HII regions, 
this was shown (cf. 2.3b) to be unimportant when a situation 
of ionic and thermal equilibrium prevails. However, the 
code has also the ability to compute a time-dependent 
ionisation and thermal structure in the case of a static 
density distribution. We will therefore analyse in what 
circumstances this is applicable by looking at the main 
results from dynamical models.
For mathematical simplicity, but also because 
relatively little is known about the initial velocity of 
the gas (or of the blobs of gas) before the ionising stars 
turn on, we adopt the same idealised initial conditions 
that are used in most dynamical models, namely that the
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neutral gas is initially at rest, isothermal and uniformly 
distributed. The indices 0 and 1 will refer to conditions 
in the neutral gas and in the ionised gas respectively.
The various types of ionising front that can take place in 
nebulae have been described by Kahn (1954) and Axford 
(1961). When the ionising source is turned on, a weak R- 
type ionisation front is created that propagates super­
sonically relative to both the neutral gas ahead and the 
ionised gas behind. The newly ionised gas does not remain 
static since its temperature is about a factor 100 larger 
than in the neutral gas ahead and the difference in pressure 
naturally results in an outward expansion. If the ionising 
source turns on too slowly or the density of the gas is 
large (cf. table 1 in Mathews and O'Dell, 1969) an R-type 
front might not be possible (at least initially) and a D- 
type ionising front is formed instead that moves subsoni- 
cally relative to the neutral gas ahead.
We will consider the situation of an ionising source 
that turns on instantaneously in an infinite homogeneous 
neutral gas cloud of density NQ and temperature T . In 
such circumstances, an R-type ionisation front is formed 
that expands spherically at a velocity vf relative to the 
neutral gas. If we treat the ionising front as a discon­
tinuity, then the number of ionised atoms passing through
2the spherical front at a radius r per second: 47rrf N0 Vf
is equal to the total number of photons reaching the front:
Q exp(-x), therefore the velocity of the ionising front 
relative to the neutral gas can be simply expressed:
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vf = (f)/NQ = Q exp (-T) / (47rr^  Nq) .
Assuming that not far behind the front, ionisation equili-
2brium prevails and = 1 , the absorption can be expressed 
in terms of the Strömgren sphere radius (Axford, 1964 ; 
Vandervoort, 1964) using the result of 2.3C, and
v = - <VRsi> >
47rr^N f 0
N a 0
3r2 * (Rsi - r f}'
and by integration
t = ---—  ln (1 - (R /R ,)3) = - t ln (1 - (r./R ,)3)f — f si rec f sxV
By definition, the R-type ionising front travels suoer-
sonicallv and the sound crossing time t = r_/c. is muchc r r 1
larger than tf which justifies the use of = NQ for the 
density of the ionised gas since the gas does not have 
time to move appreciably during tf. Accordingly, a static 
density distribution is perfectly valid as long as the 
ionising front can be shown to be R-type. Rgi is termed 
the 'initial' Strömgren sphere radius because of its 
reference to the initial density NQ
V
c -l and cQ are the isothermal sound velocities with
c! = (kTj/y jHijj) ,^ c 0 = (kT0/y0inH)>i ;
c1/c0 = (2T1/T0)Si ~ 14
55
The absorption of the radiation that reaches the front
becomes important only when r is a sizable fraction of
R ., hence when t_ ~ t the recombination time. This si f rec
provides a way of checking that in such a case near 
equilibrium ionisation exists not far behind the front 
by comparing t with the ionisation time trec ion
t ion ~  1/(aVfN o> = (N ax 2/ (1 - x ) ) 1, 0 eq eq
t. /t ~  (1 - X )/x ion rec eq eq
where the ratio is expressed in terms of the equilibrium
value x (r), and as shown previously (1 - x (r)) << 1 eq eq
except when r - R . If we neglect hardening of the 
ionising spectrum due to absorption, we can estimate the 
importance of the ionising front thickness Arion relative 
to the ionised volume contained by r
-1
Ar. /r ~ t. v /r = (N ar ) = (R ./r )/xion f ion f f O f  si f s
which is relatively small when t£ ~ t since x >> 1.f rec s
The situation changes, though, if we look at the size 
of the region behind the front where the temperature 
remains different from the equilibrium value since the 
cooling time is of the same order of magnitude as trgc 
(using L ~ N2 10 24 erg sec 4). The thickness of this 
region relative to r is given by
Ar _/r ~ t v /r = (t ,/t )* ((R ./r ) - l)/3cool f cool f f cool rec si f
which shows that ArcQQl is generally a sizable fraction of
rf. We therefore expect the resulting spectrum of the
56
ionised region to depart significantly from the situation 
of a Strömgren sphere in thermal equilibrium and conclude 
that there is a need for a time-dependent model in the 
case of an R-type front.
Because of geometrical dilution and absorption of
the ionising flux, v decreases constantly as the front
progresses until it reaches a critical velocity below
which an R-type front can no longer exist. Since
c << c ,, it can be shown that v - 2c, (Vandervoort, 1963) 0 1 r 1
This velocity is usually reached when the ionised volume 
approaches the size of the 'initial' Strömgren sphere 
(basically because the sound crossing time t (- vr/(2rf)) 
<< t__  so when t. - t , v is still greater thanr e c f rec f
v ). Defining r the radius at which v^ = v -2c, and r ^ c f r 1
assuming rc - the time t taken by the front to
attain the critical velocity can be estimated by using 
the expression for v f to find rc
aN „ aN
v = 2c, r 1
0 3 /  2 .—  • (R ./r - r )3 si c r (R . - r ) ;si c
r - Rsi(l - 6c /(C.N R p)
defining n = 6c,/(aN R .) - 6 t /tr 1 0  si rec <
t - - t In (3n)c rec (n << 1)•
After the critical velocity has been reached, a shock front 
breaks off from the ionising front and moves ahead in the 
neutral gas at about the velocity of sound c , followed 
by a D-type ionising front that travels subsonically
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relative to the precompressed neutral gas from the shock. 
From there on, any progress in the size of the ionised 
region will happen on a timescale comparable to the 
expansion of the ionised gas. The density will decrease 
substantially as a rarefraction wave travels inward in 
the ionised gas. Eventually, however, the distribution 
of gas will tend to be more or less uniform except at 
the ionising front itself where a large density jump 
will subsist. As the expansion proceeds, it is worth 
noting that the relative size of the non-equilibrium 
region continually decreases with time since
A r  _ / r  coo 1 f V r f s c i/rf
and we can expect the resulting spectrum to be very similar to 
that of an equilibrium Strömgren sphere as discussed in 2.3B. 
If the ionising source lasts long enough, the ionised 
region would expand in size until it settles into pressure 
equilibrium with the surrounding neutral gas. By that 
time, it would also have achieved an isobaric density 
distribution inside rf. If we adopt <T^> = 10,000 °K and 
Tq = 100 °K as representative temperature values, we can 
roughly estimate the final radius, average density and 
total amount of ionised gas in the 'final' Strömgren 
sphere relative to the initial one
X = cl//co ~ 14'
Rsf/Rsi = < W /lIl V 2/3= x4/3 30
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<Nf>/NQ = M1TQ/(y0<T1>) = X 2~ 5 x 10 3 ,
Mf/M. = <Rsf/Rsi>3 <Nf/N.) = A2 - 200,
where it can be seen that the nebula has expanded mass- 
wise relative to the initial Strömgren sphere. If we 
adopt c1 as the expansion velocity, we can estimate the 
time t f taken to reach the final radius and compare it 
with the typical main-sequence lifetime for OB stars 
(cf. Mathews and O'Dell, 1969)
t* ~ 6 x 106 years = 2 x 1013 sec (T* - 35, 000°K)
Rsf = 30 R . ~ 1.7 x 1020 cm (N =100si 0
”3 mcm ,T* - 35,000°K);
t s f R f/vf = 1.3 x 1014 sec >> t* (Vf = cl) .
We therefore expect pressure equilibrium to be possible 
only for stars cooler than 35,000 °K since they live
— 3longer or for much denser initial clouds than NQ = 100 cm 
However, because of geometrical divergence and reduction of 
the pressure exerted by the ionised gas, the shock front 
loses strength and propagates at an ever decreasing velo­
city as can be inferred from Lasker's (1966) numerical 
models, so it is very doubtful if any HII region contain­
ing a single generation of OB stars would have time to 
reach final equilibrium.
Finally, what happens when the ionising source 'dies'? 
Manfroid (1976a,b) has studied the time evolution of 
recombining (or fossil) HII regions and shown that dynami­
cal terms are unimportant, again because trec << tcr/
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furthermore, since the heat content of the ionised gas 
drops quickly, there would be no point in following the 
evolution of the spectrum more than a few characteristic 
recombination times at most. Therefore, as in the R- 
type front situation, the use of a static density distri­
bution for the study of fossil nebulae can be justified.
The fraction of nebular life in which time-dependent 
thermal structure produces a different spectrum from the 
equilibrium's amounts to less than a few percent, and, on 
a chance basis alone, this explains why equilibrium models 
can successfully account for the observed properties of 
HII regions. The situation could be different for plane­
tary nebulae since they are relatively short-lived objects. 
Furthermore, for active nuclei, short-term variability in 
a matter of months or even days has often been reported.
E.____ Static time-dependent models
The technique presented in this section is only 
approximate since it will neglect time variation of the 
ionising flux (due to variation in the absorption). It 
will also neglect movement or compression of the gas 
although this will be of no consequence for some categories 
of problems, as discussed in 2.3D. A proper treatment of 
the varying photon field would be cumbersome and require 
a large amount of memory space. A possible alternative 
would be to construct quasisteady ionising fronts in a 
similar fashion to Hjellming (1966). This poses however
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the problem of properly connecting the front with the 
inner equilibrium ionised region. We have therefore 
retained the method of outward integration starting from 
a radius rQ as for equilibrium models. We suppose the 
ionising source is turned on instantly at tQ, and we 
are interested in obtaining the output spectrum at a 
later time ta. To preserve the simplicity of integrating 
concentric shells of the same age, we consider the 
'observer' to be at the source itself and allow for the 
time travel (at the speed of light c^) of any signal 
back and forth between the source and the shell. The 
spectrum is obtained by summation of isothermal layers 
of gas rj, each submitted to the ionising field for a 
fixed amount of time t . For a given layer r ^ , t^ is 
usually smaller than ta - tQ - 2r_./c^, since the initially 
neutral gas between rQ and r^ shields the layer from the 
ionising source. We adopt the simplifying procedure 
whereby the layer 'sees' the ionising source at once when 
the ionising front is within one optical depth (through 
neutral gas) from r^ with
where t is the time taken for the ionising front to 
reach the position r^ - 6rf, 6rf being the thickness of
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the front (estimated by averaging the optical depth
over all the absorbers' cross-sections). The selective
absorption of the UV radiation introduced by each layer
is integrated using the ionisation balance at the end
of timestep t^ ; the same applies to the emitted diffuse
field. This simple technique of an off-then-on photon
field is expected to introduce mainly a systematic error
in the exact size of the ionised region (or exact position
of the front) for a given t rather than in the ionisationa
structure itself. The error, in the temperature structure 
could be more substantial, however, since the unionised 
gas ahead 'sees' first harder photons that get through the 
front, and this results in an initially higher heating 
rate. For instance, in Mathews' (1965) model of an R- 
type front (cf. Fig. 2,3) the peak temperature reached in 
the ionising front is about double the equilibrium value 
and is reported to be due mainly to the hardening of the 
ionising spectrum across the front. Because this effect 
is not taken into account here, we expect smaller peak 
temperatures. The overall effect on the volume integrated 
spectrum should not be too important, however, since the 
thickness of this region which is at higher temperature 
than predicted in our model would be relatively small 
because of its associated higher cooling rate.
In section 2.2B, the way in which the time-dependent 
ionisation balance is determined was described. We now 
give a brief outline of how the temperature behaviour of
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the system is accounted for. In a similar fashion to 
Manfroid (1976a), the energy equation is written in the 
Lagrangian form
DT
Dt + ut D(j;{tJ) + I Tp
D(l/p) 3 X T/p
p = pkT/ ymH 
- 3,where p(g cm ) is the mass density, X the net cooling 
coefficient per gram including ionisation terms, p the
pressure and p the mean molecular weight of the free 
particles. Problems relating to a situation where the 
gas can be assumed static have been described in 2.3D 
and using this simplification we rewrite the above 
equation as follows:
1 dT 
T dt - y
d (1/y) A/p ( DP V Dt 0 )
The initial conditions are T , p^ and y , the initial 
temperature of the neutral gas, its density and its 
initial mean molecular weight respectively. The system 
is evolved using finite difference scheme and an iterative 
procedure. The timesteps are kept relatively short to 
maintain |AT|/T << 1 since the ionisation balance solution 
assumes constant temperature within a timestep. |AX/X| 
must also be kept small in general. However, when equili­
brium temperature is approached, no significant error 
results by allowing greater variations of this ratio 
within reasonable limits. The same energy equation applies 
to the problem of fossil nebulae except that there is no 
photoheating nor photoionisation; the initial temperature
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corresponds to the equilibrium temperature and the gas 
is initially in ionisation equilibrium. The 'on-the-spot' 
approximation is used instead since the diffuse field 
intensity is not followed in time.
2.4 STEADY-FLOW SHOCK MODEL
The section of the code that computes the shock 
structure is similar to the one used by Dopita (1976,
1977). The treatment of the photon field has been 
improved however and the model now has the capacity to 
compute separate ion and electron temperatures, as may be 
required when modelling emission from supernova ejecta 
containing an overabundance of heavy elements (Itoh, 1981 a,b; 
Tuohy and Dopita, 1982; Dopita, Tuohy and Mathewson, 1981) 
or in other situations departing strongly from collisional 
equilibrium.
The jump conditions across the shock front and the 
equations governing the flow are quite standard and have 
been discussed by a number of authors (Field et al., 1968; 
Cox, 1972; Shull and Hollenbach, 1978; Hollenbach and 
McKee, 1979) . The thickness of shock fronts is generally 
small compared to other hydrodynamic length scales and 
they can therefore be approximated as discontinuities.
The change in density across the front is limited to a 
factor four for strong adiabatic shocks (specific heat 
ratio Y = 5/3) and the change in pressure is comparable 
to the dynamic pressure pQvs (where p is the density and 
vg (cm s 1) the shock velocity; the subscript o will denote
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quantities ahead of the front) since most of each 
particle's ordered velocity is diverted and thermalised.
In the rest-frame of the moving front, the velocity of 
the pre-shock gas is vQ= vg and just after crossing the 
front (seen here as a discontinuity), the velocity of 
the gas becomes v2 = vg/4 (,pv = cte). As the post-shock 
gas radiates and cools isobarically, it is further com­
pressed (p = cte) and its velocity reduced. If a mag­
netic field is present, however, the pressure of the post­
shock gas becomes magnetically supported when the gas has
3 2^ Ocooled below a temperature TB , with Tß = 10 Bqv s/n 0 K 
if the gas is fully ionised (McKee and Hollenbach, 1980) ;
B (gauss) is the component of the magnetic field perpen­
dicular to vg . The maximum compression that the gas 
behind the shock then undergoes is NB/NQ = 7.7 vsNo^//ßO*
When the conditions for a steady-state plane- 
parallel flow are realised, the spatially integrated 
spectrum, at any given time, of the many parcels of gas 
that form the shock structure is the same as the temporally 
integrated spectrum of an individual parcel of gas 
followed through space. The physical conditions related 
to a parcel of gas as a function of time can be determined 
by solving the following equations (Cox, 1972)
py = pQ vQ (conservation of mass),
2 2 2 2 2 pv + p + B /8tt = PQvs + p0 + Bq/8it (conservation of
momentum),
B/p = Bq/p0 (frozen-in magnetic field),
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(energy equation),
5 kT 
2 y (enthalpy
per particle),
N = E N. , ra = N 1 E N. m. = p/N,
j J j J 1
Nm p = = (Ne + N)kT,(N+Ne) m.H
3 “ 1where e is the net cooling coefficient (erg cm s )
including ionisation terms. Using these equations, the 
density can be shown to be a function of only Ne/N and T. 
The resulting equation for the relative compression 
factor q = N/NQ is
The degree of preionisation of the gas entering the 
shock is an important parameter since it effects greatly 
the subsequent shock structure and integrated spectrum.
Cox (1972), Dopita (1977), Raymond (1976) and Shull and 
McKee (1979) have demonstrated how a radiative precursor 
may preionise the gas ahead of the shock. Above a shock 
velocity v g - 110 km s 1, for example, it is shown that 
enough ionising radiation is emitted in the shocked 
plasma to preionise hydrogen and helium. To determine 
the amount of preionisation in the case of slower shocks, 
we employ a similar method to Shull and McKee (1979) 
whereby the incoming neutral gas, much ahead of the front,
q = (q-l)P0v2
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is exposed to the upstream ionising flux (cf. section 2.2C) 
for a limited amount of time t Q; the value of t is deter­
mined in an iterative fashion from the condition that the 
total flux of positively charged particles entering the
(upstream) photons, reaching the precursor zone. The 
'self-consistent' preionisation values obtained in this 
manner (cf. fig. 6.4) are further discussed in Chapter 6.
When the incoming gas is only partially ionised, 
the large H°- H+ charge transfer cross section ensures 
that the ions and neutrals remain tightly coupled throughout 
the shock structure and, therefore, a two-fluid treatment 
is unnecessary. The code has, on the other hand, the 
ability to model the structure of shocks when the ion 
and electron temperatures remain decoupled for a sizable 
fraction of the flow time. The electron-proton equili­
bration time (Spitzer, 1962) is then used to follow the 
convergence of Te towards the average ion-electron 
temperature T(t). The cooling coefficient at a given 
T, is computed at the electron temperature T^ since, in
the centre of mass rest-frame of an ion-electron pair,
— — hthe relative velocity v , - v - (3kT /m ) >> v.th e e e ion
even when T. >> T . However, with the usual cosmic ion e
abundances and for shock velocities in the range 80 km s 1
< v < 120 km s 1, the relative size of the post-shock s
zone where T^ < T is very small and much computing time 
is saved by assuming Tg = T n = T throughout the shock
structure.
The input parameters characterising a model are the
pre-shock density N , a set of atomic abundances and pre-
Bq, the pre-shock and post-shock temperatures (TQ, T ) and
finally the Lagrangian age tf, measured from the shock, of
a parcel of gas at which the integration of the model may
be terminated. The usual criterion for termination of the
model is when the fractional ionisation of hydrogen is less
than 0.01. The above parameters are used in conjunction
with the Rankine-Huginot jump conditions to determine the
true shock velocity v g (cf. Dopita, 1977) and the velocity
of the post-shock gas v For a fully preionised gas,
5 O i — 1vs - 85 (T/10 K) km s . In a homogeneous series of 
computed shock models, if only the pre-shock density differs, 
the shock structure, when scaled with the integrated column 
density n , remains unchanged as long as e N , that is for 
sufficiently small densities to produce negligible colli- 
sional de-excitation. n, defined as
is therefore proportional to the Lagrangian time and forms 
a convenient basis for the representation of the variations 
in quantities related to the shock structure by providing 
relatively density-independent relationships.
n (r) N v dt 0 s
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3. MODELLING OF HII REGIONS
3.1 Introduction
Since the subject of HII region models has been 
extensively covered in the literature, we will 
concentrate on relatively untouched aspects. One 
concerns the locus of HII region models with varying 
abundances in the excitation diagrams studied by 
Baldwin et al. (1981); the second, the effect of 
varying the stellar temperatures in the context of the 
empirical relation of Pagel et al. (1979). The third
relates to the effect of the 0+ 2 ancj ^o charge 
transfer reaction on the modelling of the HII regions 
S5, S10 and S13 in M101.
3.2 Effect of varying atomic abundances in different
excitation diagrams
Models are often given in the literature for 
individual HII regions which preclude in practice any 
serious analysis of the effect of the variation of 
input parameters. Because of the limited set of 
observed lines available in the case of the many giant 
extragalactic HII regions, it often happens that 
different series of input parameters can lead to a 
similar quality fit of the observed spectrum. Diagrams 
similar to those of Baldwin et al. (1981) but 
constructed from theoretical models will serve to 
illustrate how the predicted intensities of the strong
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lines vary as a function of atomic abundances and 
ionising star temperature. The results in the figures 
are given for the three following stellar temperatures: 
T*/i03 °k = 50, 40 and 37, and encompass a range in 
abundances from l/4th the solar value (Allen, 1973) to 
4. The reference values for the solar abundances are 
the following:
ELEMENT A(X)/A(H) log10 (A (X)/A(H) ) log1Q(A (X )/A (0) )
H 1.00 0 .00 3.18
He 0.85 -0.07 3.11
C 3.3X10-4 -3.48 -0.30
N 9.1x10-5 -4.04 -0.86
0 6.6x10-4 -3.18 0.00
Ne 8.3xl0-5 -4.08 -0.90
Mg 2.6x10-5 -4.59 -1.40
Si 3.3x10-5 -4.48 -1.30
S 1.6x10-5 -4.80 -1.62
Cl 4.0x10-7 -6.40 -3.22
Ar 6.3xl0"6 -5.20 -2.02
When the abundances of heavy elements are varied,
helium is kept at its solar value. The metallicity of
the ionising star is always assumed to be the same as
the model computed (c .f . section 2.2C ) . In most of the
diagrams presented, a full line usually joins models
with solar abundances and covers the temperature range
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T*/103oK = 50 to 35. All models employed a fixed 
density of 10 cm-^  a fining factor of 0.1 and a 
stellar radius of 10Ro. The effect of varying the 
impact parameter U (= Q ej N in the spherical 
case) is not investigated in this section; however, 
Dufour et al. (1980) have indicated that the effect on 
the [Oil] and [OIII] lines of reducing Us by 0.5 dex 
is much the same as decreasing T* by 700 °K at
least for T* around 38000°K. All models referred 
to in this section were computed from an earlier 
version of the code that considered only a few charge 
transfer reactions (those marked with an asterisk in 
Table 2.1) without including the relatively recent and 
important reaction of 0+2 with H° (Pequignot,
1980). However, in the general context of giant HII 
regions where the impact parameters ought to be fairly 
large, not so different results would be expected since 
with a neutral fraction of hydrogen sufficiently small 
the reaction would have relatively little effect on the 
ionisation balance of oxygen, at least throughout most 
of the ionised volume (cf. section 2.3C) and, 
therefore, the results presented here are appropriate 
mostly in cases of high excitation parameters. The 
models do not take into account the presence of dust 
and its effect in absorbing the radiation-field; there 
are indications that dusty models would resemble 
dust-free models of lower T* (sarazin, 1976, 1977; 
Dufour et al., 1980; Stasinska, 1980).
71
The first excitation diagram of Baldwin et al. 
(1981), which is shown in Figure 3.1, is a plot of the 
[OIII] A5007 X over H8 ratio against the [Oil] A3726,9 
& over H B ratio. From the position of HII models in 
Figure 3.1, we can infer the existence of an upper 
envelope for the position that HII regions can occupy 
in this type of diagram, the latter being defined by 
models of roughly solar abundances. For other sets of 
abundances, the models fall systematically below this 
envelope, which confirms the usefulness of this diagram 
in separating objects photoionised by OB stars from 
other types of excitation mechanisms. For abundances 
between 1/4 and 4 times solar, the diagram predicts a 
fairly tight relationship: all models falling within a
band, below the above envelope, less than 0.5 dex 
wide. If we compare with Figure 3.2 which is similar 
plot but includes observed HII regions from the 
compilation of Baldwin et al. (1981), the existence of
this envelope is confirmed since no object is found 
above it; the latter plot also reveals that excessive 
abundances are not required to model any of these 
objects. Furthermore, the tendency for HII regions to 
follow the pattern set by the 1/4 line in the top left 
of the diagram may well be real since it corresponds 
also to the region occupied by low abundance objects, 
as determined from those that were modelled 
individually (Searle, 1971; Shields and Searle, 1978;
Pagel et al., 1979).
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Figure 3.1 The [OIII] A5007 over Hß A4861 ratio as 
the [OH] A3727 over [OIII] A5007 ratio 
were computed with stellar temperatures 
50, 40, 37 and 35. Tick marks indicate 
models whose abundances are 1/4, 1/2, 1
a function of 
The models 
T*/103oK of 
the position of 
r 2, 4 and 8
times the solar value (Allen, 1973).
Log (3727/5007)
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Figure 3.2 Same axis as in figure 3.1. Open circles represent
observed HII regions from the compilation of Baldwin et 
al. (1981). Three different lines join models of 
constant atomic abundances at 1/4, 1 and 4 times solar
values respectively.
O \
Log (3727/5007)
The excitation diagram (5007/4861) versus 
(6584/6563) is given in Figure 3.3. The full lines 
join models with solar chemical abundances but with a 
different nitrogen abundance in relation to oxygen.
The observed HII regions are plotted in Figure 3.4. No 
clear information can be extracted from this diagram 
except, perhaps, that metal poor objects might have a 
lower N/O abundance ratio. Figures 3.5 and 3.6 are 
probably more instructive in this respect where 
(6584/6563) is plotted against (3727/5007). Although it 
is not possible to disentangle in such a diagram the 
variation in T* from the variation in metallicity (
O/H) or in the N/O ratio, the steep slope of the band 
that the objects occupy in the left of the diagram 
(Fig. 3.6), is suggestive of a rapid initial increase 
in the N/O ratio that would be coupled with the general 
increase in metallicity; this applies only to objects 
with a very low abundance of oxygen in relation to 
hydrogen. It must be borne in mind that the HII 
regions plotted in the various diagrams are from 
different galaxies so that Figure 3.6 reflects mainly 
the result reported previously by Edmunds and Pagel 
(1980), Alloin et al. (1979) and Binette et al. (1982)
that the N/S ratio (and indirectly the N/O ratio if we 
assume O/S to vary within a limited range) varies 
considerably with galaxian type.
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Figure 3.3 The [OIII] X5007 over Hg 4861 ratio as a function of 
the [Nil] X6584 over Ha X6563 ratio. Full lines join 
models with solar abundances or with only nitrogen 
depleted by a factor 2 or 4 with respect to oxygen. 
Tick marks indicate the position of models with 
abundances of 1/4, 1/2/ 1, 2, 4 and 8 times the solar 
value, and with log (N/0) = -0.86.
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Figure 3.4 Same axis as in figure 3.3. Open circles represent
observed HII regions. The two broken lines correspond 
to models with 1/4 and 4 times the solar abundances 
respectively, and log (N/0) = -0.86.
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Figure 3. The [Nil] X6584 over Ha X6563 ratio as a 
the [Oil] X3727 over [OIII] X5007 ratio.
function of 
The lines
have the same meaning as in figure 3.3.
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Figure 3.6 Same axis as in figure 3.5. Open circles represent
observed HII regions. The lines have the same meaning
as in figure 3.4.
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Figure 3.7 The Ha A6563 over [Nil] X6584, 48 ratio as a function 
of the Ha A6563 over [SII] A6731 ratio. Full lines 
join models with solar abundances or with only nitrogen 
depleted by a factor 2 or 4. Tick marks indicate the 
position of models with abundances of 1/4, 1/2, 1, 2, 4 
and 8 times the solar value, and with log (N/S) = 0.74.
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Figure 3.7, which is a plot of Ha over [Nil] 
A6548,84 ratio against the Ha over [SII] A 6731 ratio, 
forms a similar diagram to the one used in the 
determination of nitrogen relative abundance in 
supernova remnants (cf. Binette et al., 1982) but 
calibrated here for HII regions. From inspection of 
Figure 3.7, it becomes apparent that, since the 
displacement caused by variations in T* runs parallel 
to those due to metallicity, the diagram can only be 
useful in the determination of the relative N/S 
abundance ratio (and indirectly of the N/O ratio) if we 
again assume that sulphur undergoes only primary 
enrichment (S/H « O/H). Kaler's (1981) work would seem 
to support this.
3.3 MODEL OPTIMISATION OF THE EMPIRICAL RELATION
OF PAGEL ET AL.
Pagel et al. (1979) proposed an empirical method
for the determination of oxygen abundance in giant HII 
regions that does not require the determination of the 
electron temperature via measurement of the weak [OIII] 
M363 line. The method consists of a calibrated 
relation between the sum of the [OIII]/H3 and [OII]/Hß 
line intensities with the mean electron density< T > f 
or directly with the O/H abundance ratio. As shown by 
Pagel et al. (1979), this relation is relatively 
insensitive to the impact parameter Ug , and, provided
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F i g u r e  3 . 8  The a v e r a g e  e l e c t r o n  t e m p e r a t u r e  T ^ ( O I I I )  a g a i n s t  t h e  
[ O i l ]  A3727 + [O III ]  X5007 o v e r  H(3 r a t i o  a s  a f u n c t i o n  
o f  o x y g e n  abu n d an ce  ( n o t  show n) f o r  m o d e l s  w i t h  
t * / 1 0 3°K = 3 7 ,  40 and 5 0 .
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that giant HII regions in spiral galaxies form a 
one-parameter sequence with respect to T* (or dust) 
and 0/H, then the method can be expected to give 
reliable results. Now this is largely the case, since 
the scatter of the HII regions used in the calibration 
of the relationship by Pagel et al. amounts to 0.15 dex 
only (at the one sigma level) which is much less than 
would be expected if T* or amQunt of dust varied
greatly at a given <Tq > or 0/H value. This is 
illustrated in Figure 3.8 as well as in Figure 2.b 
shown in Stasinska et al. (1981). An interesting 
question springs to mind: can the dispersion of the
models caused by variations in T* be significantly 
reduced by using a weighted sum of the [OIII] and [Oil] 
lines? The answer is in the affirmative, as 
illustrated in Figure 3.9 where the same models of 
Figure 3.8 are shown against the [Oil] + 0.27 
[OIII] /H3 ratio; the value a=0.27 was found to 
minimise the dispersion of the models in the range of
interest i n < T g >> The relation between Te and 
log (0/H) for our models is given in Figure 3.10 and
can be used for the determination of the oxygen 
abundance. For example, the two diagrams in Figure 3.9 
and 3.10 were applied to the HII regions in the Galaxy 
(cf. Fig. 3.11) and gave a radial gradient d log 
(0/H)/dR (kpc"l) of -0.064 and -0.070 dex.kpc”1 
respectively for depleted and non-depleted abundances 
of C, Si, Mg with respect to oxygen, both values in
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Figure 3. Same as Figure 3.8 but for the [Oil] A3727 + 
X500 7 over H$ ratio.
a [OIII]
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Figure 3.10 Relation obtained from models between the electron
temperature and the oxygen relative abundance.
------  Depleted
------ Not depleted
-4  - 3-5 - 3 0  - 2-5
Log (0 /H)
85
Figure 3.11 Electron temperature obtained from Figure 3.9 as 
applied to HII regions in the Galaxy against 
galactocentric distance.
R(Kpc)
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reasonable agreement with the values of -0.059 + 0.017 
dex. kpc“l of Talent and Dufour (1979) or -0.07 dex. 
kpc~l of Dufour et al. (1980 ).
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3.4 NEW MODELS FOR THE HII REGIONS S5 , S10 AND S13
In this section, we investigate how the input 
parameters have to be varied when the important charge 
transfer reaction: 0+2 + H° — *■ 0+ + H+ (Pequignot,
1980) is included and what effect if any it could have on 
abundance determination. The analysis is carried out in 
the context of the HII regions S5, S10 and S13 in the 
galaxy M101 which have been observed and modelled by 
Shields and Searle (1978). These regions are also typical 
of the large variations in excitation and abundances that 
are known to occur in spiral galaxies.
The procedure is as follows: models are first produced 
(series M#A) for each object that includes only the N+ +
H° and 0+ + H° charge transfer reactions (as did 
Shields and Searle) and employs the same density (N \ri ' r
chemical abundances, stellar atmosphere temperature (t *j
abundance (z*) and emission rate of Lyman photons (q h ) 
as the above authors. The filling factor ( e )  was adjusted 
to obtain the same size for the ionised region (R \ as 
determined by Shields and Searle. When the same filling
factor was used, Rg was consistently greater than their 
value, especially at high TiCf probably because harder 
photons, which have greater penetrating power, are more 
accurately accounted for in MAPPINGS. The reddening 
corrected measurements of Shields and Searle for each 
object as well as their model for the region S5 can be 
found in Tables 3.1-3.3. For all the models given in
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Tables 3.1-3.3, the chemical abundances correspond to the 
optimum values obtained from the modelling procedure of 
Shields and Searle; therefore, a poorer fit to the 
observed line intensities by our models can be expected 
wherever the atomic data, described in section 2.2A, 
differ from theirs.
The next step is to compare models (series M#B) that 
include all the charge transfer reactions of Table 2.1, 
with the previous series (M#A). Models are finally 
produced with a different combination of N e values 
in order to give the same [OIII]/[OII] line ratio as 
observed. The chemical abundances inferred from these 
models are then compared with Shields and Searle's.
A. Region S13
A comparison of models M13A and M13B reveals that the 
inclusion of the reaction mentioned above causes a rather 
large decrease of some 0.4 dex in the intensity of the 
[OIII] lines, compensated by an increase of 0.5 dex for 
the [Oil] lines. Although the next M13C density bounded 
model matches the observed [OIII/OII] line ratio, it 
shows that S13 is actually ionisation bounded since the 
predicted intensities of the [SII] lines are much too 
weak in this model. The volume of the density bounded 
model is about 80% of the Stromgren volume. The 
ionisation bounded M13D, on the other hand, fits rather 
well the observed line intensities. The small
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TABLE 3.1: Line Intensities* for S13
and from Models®
A ION S13 M13 A M13B M13C1 M13D
3727 [oil] 0.06+.04 0.04 0.57 0.02 0.09
3869,3968 [NeIII] - 0.21 0.17 0.38 0.41
4363 [OIII] -1.17+.07 -1.33 -1.66 -1.18 -1.15
4959,5007 [ on I ] 0.89+.04 0.81 0.43 0.89 0.90
6548,84 [Nil] -1.2 +.15 -1.22 -0.67 -1.37 -1.23
6717,31 [SII] - .61+.05 -0.06 0.01 -1.07 -0.76
9059,532 [Sill] - .20+.05 -0.08 0.08 -0.07 -0.13
n h _ 100 100 10 6e - 0.002 0.002 0.08 0.30
z* _ 0.10 0.10 0.10 0.10
T*/103 °K — 55 55 55 55
Qh/1051 - 2.1 2.1 2.1 2.1
Ro (pc) 200 196 196 200 204
Ch.Tr.Reactions — 0+,N+ All All All
* Given as log I (A)/I(Hß)
t Observed reddening corrected line intensities from the 
work of Shields and Searle (1978).
@ Abundances used in the models are (H:He:C :N :0:Ne:S ) 1.0: 
0.58:3.67x10-4;3.25xl0"6:1.35xl0"4:1.09xl0“4:8.5x10-6.
U Density bounded model with boundary hydrogen neutral 
fraction of 3%.
TABLE 3.2: Line intensities* for S10 and 
from Models®
ION +S10T M10 A M10B M10C
3727 [Oil] 0.41+.04 0.34 0.68 0.463869,3968 [ NellI] - -0.91 -0.91 -0.724363 [OIII] -1.78+.10 -1.70 -1.98 -1.784959,5007 [OIII] 0.68+.04 0 .77 0.47 0.706548,84 [Nil] -0.30+.15 -0.37 0.01 -0.206717,31 [SII] -0.43+.05 -0.10 -0 .04 -0.419059,532 [Sill] 0.00+.05 0.03 0.11 0.03
nh — 50 50 150
z*
T*/103 °K -
0.004
0.5
42
0.004
0.5
42
0.004
0.5
42Qh/1051 - 4.1 4.1 4.1Rg (PC) 260 251 251 250
Ch.Tr. Reactions — 0+ ,N+ All All
Given as log I(X)/I(H3)
t Observed reddening corrected line intensities from 
the work of Shields and Searle (1978).
@ Abundances used in the models are (H:He:C :N :0:Ne:S ) 
1.0: 0.063:3.67xl0-4:2.7xlO"5:3.5xl0"4:
1.09X10"4:!.4xl0"5
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discrepancy in the [SII]/[SIII] ratio, which cannot be 
attributed to abundance effect or to the leaking of UV 
ionising radiation, is suggestive instead of the 
existence of the charge transfer reaction of S+3 wj_th 
H° which was first postulated by Pequignot et al.
(1980) in their analysis of the rich emission-line 
spectrum of the planetary nebula NGC7027. The fact that 
models quite different from one another like M13A, M13C 
and M13D, can still successfully fit the observed [OIII] 
and [Oil] line intensities using the same oxygen 
abundance tends to confirm the relative insensitivity of 
the sume of [OII]/H8 and [OIII]/H3 ratios, used by Pagel 
et al. (1979 ), to geometrical factors.
B. Region S10
The model M10B, calculated with T* _ 420OO °K, 
results in a decrease of 0.3 dex for the [OIII] lines due 
to the inclusion of charge transfer reactions. When NH
and e are changed in order to fit the observed 
[01II]/[01I] ratio, again the chemical abundances do not 
have to be modified, as shown by model M10C.
C. Region S5
The spectrum of this region is of very low-excitation 
and the effect of metal edges in the UV ionising spectrum 
is quite important, as shown by model M5C with z* = g.l 
compared with model M5B with z* = 2< The oxygen charge
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transfer reaction has actually less effect on the 
[OlII]/[OlI] ratio than the metal edges. All the M5- 
models predict [SII] lines which are too strong; this 
suggests that S5 could be density bounded since, the 
alternative, a decrease in sulphur abundance would make 
the [Sill] lines much too weak. In conclusion, 
modification of the geometrical factors is sufficient to 
reconcile the models of Shields and Searle with the 
observations when the charge transfer reactions are 
included without adopting significantly different 
abundances.
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4. HIGH VELOCITY SHOCKS AND THERMAL INSTABILITIES
4.1 INTRODUCTION
In this chapter we investigate the ionisation
structure and emission spectrum produced by a low
density plasma cooling from initial temperature as high
7 .2as 10 ° K. For initial temperatures higher thang
10 °K, the spectra are dominated by the photoionised 
regions at low temperature that result from 
re-absorption of EUV ionising flux emitted in the high 
temperature zones. The content of this chapter is the 
object of a co-authored paper with Michael A. Dopita
and Ian R. Tuohy to be submitted to the As t rophys i co I 
Journo I.
4.2 HIGH VELOCITY RADIATIVE SHOCKS
Our understanding of the structure of radiative 
shocks of modest (50<Vs <200 km.s"1) velocity has
improved greatly since the pioneering work of Cox 
(1972). This advance has been accomplished primarily 
by the use of more complex physics in the shock front 
and its precursor, and the cool recombination zone. 
The models of Dopita (1976, 1977), for example,
followed the development of the ionisation structure 
from the initial conditions down to the final
recombination zone, instead of assuming that
collisional ionisation equilibrium is set up 
immediately in the post-shock gas. The models of
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Raymond (1979) dealt with the problem of the structure 
of the recombination zone, allowing for the diffusion 
of ionising photons produced in the hot gas into this 
zone. However, both these models and those of Dopita 
assumed arbitrary pre-ionisation. This assumption was 
raised by Shull and McKee (1979) who considered the 
effects of the diffusion of ionising photons into the 
pre-shock gas. By treating the ionising precursor as a 
simple one-zone R-type ionisation front, they were able 
to produce self-consistent shock models. A rather 
different effect is that due to temperature relaxation 
between the heavy particles and electrons in the 
post-shock gas. This was shown to be important in 
low-velocity shocks for which hydrogen was not 
appreciably pre-ionised. This occurs for < 80 
km.s  ^.
The importance of charge transfer reactions was 
assessed by Butler and Raymond (1980). Shull (1980) 
and Draine (1981) have considered dust emission in the 
shock structure. For none of these models does the 
velocity exceed 200 km.s ^. In part, the reason for 
this is that the computational complexity becomes very 
great, since all stages of ionisation and their cooling 
processes must be considered. However, the major 
reason has been that for Vg > 200km.s ^, cooling 
timescales for the hot plasma become much longer than 
any other relevant timescale in supernova remnants 
(SNR) to which the models have been mainly applied.
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They thus have no physical significance in these 
objects.
6 — 3At very high density, (n  ^ 10 cm ), cooling 
timescales again become short, and high velocity models 
become relevant to the physics of active galactic 
nuclei. Daltabuit and Cox (1972) suggested that the 
high-velocity collision of two gas clouds of high 
density might in various ways, resemble a quasi stellar 
object and that such events might be relatively common 
during the early stages of galaxy formation. This idea 
was developed in a later paper (Daltabuit, MacAlpine 
and Cox, 1978) which considered the detailed structure
and spectrum produced by a collision of two clouds of
7 - 3  -1density 10 cm at a relative velocity of 2000 km.s
Such high velocities mean that the principal means by
which the plasma cools in the post-shock region is by
thermal bremsstrahlung and line emission. This
generates a soft X-ray radiation-field which can be
re-absorbed either in the shock precursor or in the
recombination zone. The structures computed by
Daltabuit, MacAlpine and Cox (1978) therefore are
symmetrical about the contact discontinuity between the
two clouds and contain (in order, working outward)
inner photoionisation transitions, inner cooling to
photoionisation transitions, cooling zones, shock
fronts and outer photoionisation precursors. The
photoionised regions of this structure contain large
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fluxes of X-ray photons, so Auger processes must be 
fully accounted for.
The detection of optical filaments associated with 
galactic jets, of which Cen A is the best example 
(Blanco et al., 1975; Osmer, 1978; Graham and Price, 
1981) suggests the possibility that high temperature 
gas can become radiative. A low-density high velocity 
radiative shock would be the appropriate model in this 
situation. Another class of objects to which such a 
model may apply are the filaments in NGC1275 (Kent and 
Sargent, 1979) and M87 (Ford and Butcher, 1979). These 
are most likely the result of cooling in an 
intra-cluster X-ray emitting resevoir of hot gas, the 
source of which is presumably pressure stripping of 
cluster members. Mathews (1978) and Mathews and 
Bregman (1978) find that, in the potential well of 
massive galaxies such as M87, the hot gas is likely to 
cool in a thermally unstable fashion (Field, 1965). In 
this case, illumination of the cooling gas by the soft 
X-rays of the surrounding medium should produce a 
spectrum not unlike a high velocity low density 
radiative shock wave. In this paper we investigate 
what kind of emission can be expected from such a
structure.
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4.3 THE MODELS 
A. Steady-flow models
Since the computer code includes only data on the 
first six ionisation stages of heavy elements, it 
cannot, in conditions of collisional ionisation
5equilibrium, describe a plasma with Tq £ 2x10 °K. 
However, except for a few coronal lines such as [FeXIV] 
53038, it is the region of a shock below Tgs 2xl0~>oK 
which produces all the infrared, optical and UV 
emission lines above the Lyman limit. Hotter zones 
produce hard UV and soft X-ray photons which are 
re-absorbed in the cooler part of the shock. It is 
these photons which alter the structure of the 
recombination zone and by consequence, the optical 
spectrum.
We have therefore adopted the following modelling
5procedure. For the region above 2x10 °K (T ) , we have 
assumed the plasma at any temperature to be optically 
thin and in conditions of collisional ionisation 
equilibrium.
The latter assumption is the most serious 
approximation of these models, since timescales for 
ionisation of helium and hydrogen-like ions can be 
comparable with the bulk plasma cooling timescale, and 
the electron gas may be out of equipartition with the 
ions. Such effects have been considered in the case of 
the X-ray spectra emitted by adiabatic supernova 
remnant shocks (Itoh, 1979; Gronenschild, 1979;
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Gronenschild and Mewe, 1982; Hamilton, Sarazin and 
Chevalier, 1982) . A lower electron temperature results 
in low free-free continuum emission with a steeper 
slope towards high energies, and the lower ionisation 
produced in non-equilibrium shocks enhances the line 
emissivity. With these caveats in mind, let us 
continue.
The output photon spectrum of the cooling plasma 
in the hot region will approximate to the sum of 
contributions of isobaric constant temperature zones, 
weighted according to the change in heat capacity of 
the gas for the temperature interval considered, up to 
the initial temperature. The emissivity of the plasma 
m  each of the 230 frequency bins in the energy range 
7.64 to 5,OOOeV was computed using the Raymond-Smith 
code (Raymond and Smith, 1977; Raymond, Cox and Smith, 
1976) . For an infinite slab, half of the radiation so 
emitted impinges on the surface of the zone at T =
5 r
2x10 °K. Examples of the photon source files so 
generated are shown in Figure 4.1 (a,b,c); the 
hydrogen density at the reference temperature T is
-3 r10cm (N ).r
In the ^ase of cooling plasma in a galactic jet, 
such a photon field will overestimate the importance of 
the hotter plasma, since in a slab of finite cross 
section the hot zone will be sufficiently far from the 
recombination zone that only a fraction of the 
radiation emitted in the former is intercepted by the
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Figure 4.1 Ionising fluxes reaching the zone at
5T = 2x10 °K r
-3(N = 10cm ) r for initial
temperatures T. of 106*2°K (a)i , io6 'b (b> and
7 210 (c) respectively in the case of
7.0infinite slabs. In (d) , is 10 °K and
the emitting cylinder has a radius of 100 pc.
Lo
g 
E 
(E
V)
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latter. In all the models therefore, the
Rankine-Hugoniot conditions were computed with respect
5to the zone at 2x10 °K, with a fixed particle density 
-3of 10cm , solar abundances (Allen, 1973) and zero 
magnetic field. On this basis, a cooling distance can 
be associated with each initial temperature, and this 
in turn determines the fraction of radiation emitted 
which reached the recombination zone. The radius of 
the cooling cylinder of gas was assumed fixed, and the 
photon fields computed for the set of radii lOOpc, 
lkpc, lOkpc and °° .
It was found that the effect of limiting the
radius of the cooling plasma was almnost exactly the
same as lowering the initial temperature. Compare, for
example, Figure 4.Id and Figure 4.1b, which shows that
the spectrum recieved in the recombination zone by a
7 0lOOpc radius cylinder cooling from 10 * °K and an 
infinite slab cooling from 10^*^°K are to all intents 
and purposes identical. Because of this, only an 
infinte slab set of models was computed.
Because the emissivity of a plasma of constant 
temperature declines approximately exponentially with 
photon energy, the output spectrum is a weighted sum of 
these exponentials. As Figure 4.1 shows, this can be 
approximated to a fair degree by a power law with a 
spectral index a* -0.5 up to about IkeV with a much 
steeper slope at higher energies. We whould therefore 
expect that, where the hard UV/soft X-ray field
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dominates the structure of the recombination zone, the 
emitted spectrum should be similar to that produced by 
a non-thermal source. Such an expectation is borne out 
by computation.
The emission line spectrum was computed by
inputting the photon source into a plane-parallel
steady-flow shock model, with initial conditions given
above. The initial ionisation state of the heavy
elements was that appropriate to the combined
collisional ionisation and photoionisation equilibria 
5at 2x10 °K and with the photon source field. The
subsequent cooling, recombination and absorption of the
photon field was followed until the fractional
ionisation was less than 1%. This was typically
reached after some two hundred computation steps at
temperatures of a few hundred degrees Kelvin. The
models are characterised by the log^g of the initial
temperature T ,^ and Tables 4.1-4.3 give the spectra
calculated for the full steady-flow models for a set of
7 2 6 2these temperatures from 10 * down to 10 * °K. If
these represented post-shock temperatures (T2^' they 
correspond to shock velocities (with full
pre-ionisation) of from 1080 km.s 1 down to 340 km.s 1. 
Also given, for comparison purposes, in Tables 4.1-4.3 
is a fully self-consistent (cf. Shull and McKee, 1979) 
shock model using the same abundances and a post-shock 
temperature of 10 * °K. This gave hydrogen and helium
(He+) pre-ionisations of 0.48 and 0.06 respectively,
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Table 4.1; UV Lines in Steady-Flow Models
X
8
Ionic
Species B72
Rel
B68
913.1 Nil 2.9 5.9
921.1 CII 5.7 10.0
938.1 SVI 4.1 5.5
978.2 CIII 45.2 73.7
990.9 NIII 5.7 10.5
1008.7 ArVI] 0.6 0.8
1036.9 OVI 15.2 11.3
1038.5 CII 2.8 4.6
1070.9 SIV 0.2 0.3
1085.5 Nil 2.5 4.8
1127.7 NeV] 0.8 0.6
1193.7 SV] 0.2 0.3
1196.6 Sill 1.8 2.1
1198.7 Sill - 0.1
1218.4 OV] 27.3 29.3
1241.4 NV 9.4 16.2
1257.9 SII - 0.6
1261.9 Silll 0.8 1.1
1310.9 Sill 0.9 0.9
1337.4 CII 27.3 27.3
1356.0 01] 10.8 3.5
1385.4 SIV] 3.1 4.8
1398.5 SilV 4.7 3.7
1401.4 OIV] 10.9 16.2
1486.4 NIV] 4.8 8.4
1550.0 CIV 27.5 45.8
1664.4 OIII] 17.8 30.4
1699.3 Sill] 0.5 0.5
1746.2 NIII] 1.3 2.2
1898.0 s i m ] 18.9 10.3
1909.2 CIII] 106 83.3
2142 Nil] 9.8 7.0
2321 [OIII] 0.8 1.2
2326 Sill] 52.2 38.9
2327 CII] 210 109
2470 [Oil] 16.2 12.8
2800 Mg 11 323 367
2853 [ArlV] 0.3 0.2
intensity (Hß = 100.0)
B66 B64 B62 B52
7.8 12.2 15.7 108
12.9 19.3 24.4 29.9
6.6 9.2 10.7 -
93.5 133 157 1200
13.8 19.8 23.6 43.9
1.0 1.4 1.7 -
10.0 11.0 12.0 -
5.9 8.8 11.1 136
0.4 0.5 0.6 0.2
6.4 9.8 12.7 91.1
0.5 0.6 0.7 -
0.4 0.5 0.6 -
2.6 3.7 4.5 74.0
0.1 0.2 0.2 0.5
34.0 47.0 55.0 -
21.1 30.5 36.7 -
- 0.1 0.1 0.7
1.5 2.3 2.8 55.7
0.9 1.3 1.5 22.9
31.8 46.4 57.1 670
2.5 2.7 1.8 3.5
6.0 8.4 9.9 3.8
4.4 6.3 7.4 47.1
19.8 27.3 31.7 0.2
11.1 15.8 18.8 1.2
58.4 83.8 100 20.9
38.4 53.8 62.0 44.3
0.5 0.7 0.7 1.8
2.8 3.9 4.5 11.0
9.0 10.8 11.3 158
81.4 98.8 99.0 568
6.1 7.1 6.8 30.8
1.5 2.1 2.4 1.9
32.8 37.3 32.9 79.4
85.9 87.3 90.7 311
11.1 15.3 14.9 57.6
309 454 405 87.4
0.2 0.2 , 0.2 0.4
XX
3346
3425
3466
3725
3728
3869
3967
3970
4068
4076
4102
4340
4363
4711
4740
4861
4959
5007
5199
5517
5537
5577
5755
6300
6310
6363
6548
6563
6584
6717
6731
7136
7317
7328
7751
8577
9069
9123
9526
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Table 4.2; Optical Lines in Steady-Flow Models
Ionic Relative intensity (Hß = 100.0)
Species B72 B68 B66 B64 B62 B52
[NeV] 0.3 0.2 0.1 0.2 0.2 -
[NeV] 0.9 0.5 0.4 0.5 0.5 -
[NI] 1.5 0.8 0.6 0.6 0.6 0.3
[Oil] 575 477 416 426 385 650
[Oil] 709 574 495 512 464 899
[Neill] 42.0 24.3 20.9 21.4 19.0 8.1
[Nelli] 12.5 7.2 6.2 6.4 5.6 2.4
He 15.7 15.8 15.8 15.7 15.7 14.8
[SII] 40.6 28.9 24.4 27.5 28.2 22.5
[SII] 13.2 9.4 7.9 8.9 9.1 7.3
H6 25.5 25.7 25.7 25.7 25.7 24.4
Hy 46.3 46.5 46.5 46.5 46.5 45.2
[OI1I] 3.0 4.8 5.9 8.2 9.4 7.6
[ArlV] 5.2 2.6 2.3 2.4 1.9 2.0
[ArlV] 3.7 1.9 1.7 1.8 1.4 1.5
Hß 100 100 100 100 100 100
[OIII] 21.1 23.1 27.3 35.5 38.3 32.9
[OIII] 61.0 66.8 78.7 102 111 94.8
[NI] 289 129 87 89.3 84.7 26.6
[C1III] 2.4 1.8 1.6 1.6 1.2 1.1
[C1III] 1.7 1.3 1.2 1.2 0.9 0.8
[OI] 7.0 3.1 2.3 2.5 2.0 0.4
[Nil] 8.1 6.2 5.3 5.5 4.7 8.0
[OI] 960 494 365 381 343 41.6
[Sill] 6.4 3.5 2.8 2.7 2.1 1.2
[OI] 298 153 113 118 106 12.9
[Nil] 171 156 146 150 133 62.7
Ha 295 291 291 291 291 301
[Nil] 502 460 430 443 391 185
[SII] 673 433 349 380 395 221
[SII] 512 347 287 315 330 176
[Arlll] 59.1 43.3 38.2 38.1 31.2 15.2
[OH] 15.1 11.9 10.3 11.3 11.1 42.7
[Oil] 12.1 9.5 8.2 9.1 8.9 34.3
[Arlll] 14.1 10.3 9.1 9.1 7.5 3.6
[C1II] 11.5 6.7 5.1 5.2 5.3 1.5
[Sill] 104 62.3 49.4 46.3 36.5 3.8
[C1II] 3.1 1.8 1.4 1.4 1.4 0.4
[Sill] 254 153 120 113 88.9 9.3
105
Table 4.3: Infrared Lines in Steady-Flow Models
X Ionic Relative intensity (Hß = 100.0)
(U) Species B72 B68 B66 B64 B62 B52
1.029 [SIX] 9.5 6.8
1.032 [SII] 12.7 9.1
1.034 [SID 9.4 6.7
1.037 [SII] 4.5 3.2
1.040 [NI] 10.4 4.5
1.432 [NeV] 0.6 0.3
4.49 [Mg IV] 89.9 29.7
8.00 [Aril] 124 68.8
8.99 [Arlll] 51.8 41.1
10.52 [SIV] 0.3 0.2
12.79 [Nell] 653 400
15.55 [Neill] 48.5 32.3
18.92 [Sill] 138 86.7
21.82 [Arlll] 3.4 2.7
25.87 [OIV] 0.8 0.9
33.65 [SHI] 212 131
34.81 [Sill] 1480 907
35.19 [Nelli] 5.2 3.5
51.69 [OIII] 6.2 4.4
57.31 [NIII] 1.0 0.7
63.07 [01] 198 105
88.16 [OIII] 6.1 4.5
121.0 [Nil] 17.7 16.7
147.0 [OI] 16.1 8.5
156.0 [CII] 297 134
204.6 [Nil] 4.9 3.9
5.7 6.4 6.6 5.3
7.6 8.6 8.8 7.1
5.6 6.3 6.5 5.2
2.7 3.0 3.1 2.5
3.2 3.4 3.1 1.5
0.2 0.2 0.3 -
11.0 6.1 1.4 -
50.1 50.0 53.4 25.5
37.6 37.5 32.7 7.4
0.2 0.2 0.2 0.2
312 317 314 119
29.7 25.2 19.3 1.8
68.2 62.4 51.3 2.4
2.4 2.4 2.1 0.5
1.0 1.3 1.4 -
101 92.2 75.8 3.5
722 763 800 664
3.2 2.7 2.1 0.2
5.0 5.0 4.6 3.0
0.7 0.6 0.5 0.7
75.9 75.9 73.4 27.3
5.0 5.4 5.1 3.9
16.0 17.0 16.0 6.7
6.1 6.1 5.9 2.2
85.1 74.6 71.4 46.8
3.6 3.9 3.6 2.1
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and a shock velocity of 87 km.s 3. Apart from slight 
differences in the set of abundances and in the 
preionisation, this corresponds roughly with Shull and 
McKee's model D. It is apparent that there is little 
change in spectra of shocks in the range 
105*3 < ^2 s 103*7°K. However, for higher T^r the 
effect of the ionising radiation becomes progressively 
more important. This generates a zone of 
photoionisation equilibrium when the temperature is
4about 10 °K which gets thicker as rises. The 
emission from this zone gradually dominates the 
observed spectrum, resulting in a weakening of the UV 
resonance and intercombination lines and a 
strengthening of the optical and IR forbidden lines 
with respect to Hß.
This point is graphically illustrated by the 
computed ionisation and temperature structures (Figures 
4.2 - 4.7). For the model B66 (Log^T^ = 6.6), the gas 
initially cools and recombines as if there were no 
ionising radiation field. However, when the 
temperature reaches 8500°K, the heating effect of the 
radiation field dominates and the plasma readjusts to 
form an isobaric slab in photoionisation equilibrium . 
This state of affairs continues until the ionising 
field is exhausted, at which point the temperature 
collapses leading to a rapid increase of density. The 
model B72 (Log^ T^ = 7.2) has a much thicker 
photoionised zone.
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Figure 4.2 Flow variables for the model B66: hydrogen
total density n, electron density n^ and
electron temperature T , as a function of
5distance from the zone at T = 2x10 °Ke
n
(cm-3)
104
103
102
10
108
Figure 4.3 The fractional ionisation of oxygen for the
model B66 as a function of the distance from
the zone at T = e 2x 105°K
0-001
Figure 4.4 Flow variables for the model B72 as a
function of distance from the zone at 
5= 2x10 °K (enlarged distance scale).
1-0 3-0 5-0
(d /1 0 16 cm
no
Figure 4.5 Flow variables for the model B72 as a
function of distance, starting at 
17d = 0.5x10 cm.

Ill
Figure 4.6 fh® fractional ionisation of oxygen for the 
model B72 as a function of distance form the 
zone at T q  = 2xl05°K (enlarged distance
scale).
0-001
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Figure 4.7 The fractional ionisation of oxygen for the
model B72 as a function of distance, starting 
17at d = 0.5x10 cm.
Log T2 = 7-2
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Table 4.4 shows the computed absolute H3 flux, the
distance over which the gas cools isobarically from
5to the reference temperature T^ _ = 2x10 °K, d , the
distance required to cool from T to 11000°K, d,,nrkA/ 
and from to 1000°K, ^^q q q * This shows how rapidly 
the importance of photoionisation increases. Note that 
for log^Q T 2 ~ 6.8, photoionisation effects are 
becoming important even in the hotter plasma.
The timescale over which the flow must persist to 
ensure the build up of a steady-flow situation and full 
absorption of the radiation-field increases as the 
initial temperature is raised, it nevertheless remains
shorter than the cooling timescale for the hot plasma
when T 2 2 106*2°K. This is illustrated by Figure 4.8
which shows cooling timescales and absorption
timescales as a function of initial temperature in our
models. These scale inversely as the density at any
point in the flow. The cooling timescale is defined 
as:
^cool
r i 3k_______ j ,
11000 e(T)N(T) 11000
3kT
e (T) N T r r
dT
where k is the Boltzmann constant, T^ the initial 
temperature and e (t) is the emissivity of the plasma 
given by the Raymond-Smith code. (Raymond and Smith, 
1977; Raymond, Cox and Smith, 1976). The timescale
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Table 4.4: Hß intensity*, dimension* of photoionised
zones and average values for the temperature 
and density.^
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Figure 4.8 The cooling and absorption timescales as a 
function of initial temperature T^.

isfor absorption of the UV radiation-f ieid, t ^ s/ 
defined as the timescale of passage of an atom through 
the zone of the model were the heating rate due to the 
radiation-field exceeds half the cooling rate by atomic 
processes.
B. Finite Age/Optically Thin Models
The physical reality of the plan-parallel 
steady-flow models becomes questionable at the higher 
velocities. This is because the gas in the cooling 
zone is usually thermally unstable (Field, 1965); and 
will collapse into sheets or filaments if a small 
initial density perturbation is present (McCray, Stein 
and Kafatos, 1975; Chevalier and Theys, 1975; Mufson, 
1975) . In low density and in the presence of
conduction, the condition for thermal stability is 
simply (Schwartz, McCray and Stein, 1972):
de(T)/d log T > 2 .
However, the cooling rate given by the Raymond-Smith 
code can be approximated by:
e (T) = 1.6x10 ^  T  ^erg.cnws 
5 8in the range 10 s T $ 10 °K. Hence almost the whole
cooling zone is thermally unstable to the condensation 
mode. For either high velocity shocks or thermal
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instabilities developing out of a hot pool of gas, the 
characteristic scale length of the instability (ie. the 
fastest growing mode) will determine the column density 
of gas in these sheets or filaments, and this will be 
much smaller than in the models above which represent 
cooling of the plasma in bulk.
In order to check what effect this has on the 
output spectrum, equilibrium isobaric radiation-bounded 
plane-parallel photoionisation models were constructed 
in which cloudlets where placed in the radiation-field 
with a volume filling factor initially equal to the 
ratio of the initial photoionised equilibrium 
temperature and the initial temperature of the hot 
plasma. If all the input radiation-field is absorbed, 
this gave the interesting result that the spectra of 
the shock and photoionised models were identical, 
within modelling errors, except for the lines emitted 
in the higher temperature cooling zone of the shock. 
This result arises because the specific intensity of 
the radiation-field is identical in the two cases.
In the case of only partially developed thermal 
instabilities, a density limited rather than ionisation 
limited photoionised model will generally be more 
appropriate, because the clouds will not have 
completely absorbed the hard UV/soft X-ray radiation. 
This situation would be roughly equivalent to a shock 
of finite age. When the radiation-field is not fully 
absorbed, the effect on the spectrum is to increase the
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relative strengths with respect to hydrogen of lines
from high excitation species at the expense of lines
from neutral and singly ionised species. This is
illustrated by the time tracks of the models in Figure
4.9 which is an excitation diagram used by Baldwin,
Phillips and Terlevich (1981) to distinguish between
various excitation mechanisms. In this plot of
log^Q(5007/4861) against log^g(3727/5007) , shock
excited objects are thought to lie in a region
extending downwards and to the right at roughly 45°
from a point about log^g(5007/4861) = 0.5;
logiO(3727/5007) s 0.2. This happens to correspond to
the position occupied by our steady-flow models as
shown by the full line in Figure 4.9. Finite age
models, on the other hand, are found to populate a
region that extends above and slightly to the right of
the point mentioned. We must emphasize however that,
in the low density limit, these do not overlap the
region occupied by power-law photoionised regions which
is situated roughly at log^^(5007/4861)~1.0;
log^Q(3727/5007)~-0.4 (cf. Baldwin et al. , 1981). On
the other hand, as the density is increased,
collisional de-excitation reduces the intensity of the
[Oil] X3727 lines. The arrow in Figure 4.9, computed 
6 6for T2 = 1 0 * , illustrates this point by indicating the
differential displacement of models and time tracks in
the diagram with increasing density N . Densities of 
4 - 3  4order 10 cm in the zone at T2~10 °K (i.e. 100 N^ .) or
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Figure 4.9 The [Oil] X5007 over Hß X4861 ratio as a
function of the [Oil] X3727 over [OIII] X5007
ratio. The full line joins steady-flow shock
models of the B series. Open squares
correspond to models without charge transfer 
+2reaction of 0 with H° while the filled
squares correspond to models with a reaction
rate reduced by a factor three. The tick
marks on the time tracks of models B66 and
B72 (broken lines) indicate the time elapsed
5(sec) since T^ = 2x10 °K. The position
occupied by the spectra of Cygnus A and the
filaments in M87 are shown for comparison.
The segmented arrow shows the differential
shift (linear scale) in the diagram for
models of increasing density N^; the density
is indicated above as multiple value of 
-3= 10cm while below appears the
corresponding [SII] X6717/X6731 line ratio 
and, further down, the [Oil] X3729/X3726 line
ratio.
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higher are required in order for the time tracks to
overlap the above mentioned region. The model
described here is therefore ruled out for objects like
Cygnus A whose [SIX] A6717/X6731 line ration of 1.1
(Osterbrock and Miller, 1975) implies an electron
density as low as 3x10 cm (at T ~104°K)e
We must point out that the actual decrease in the 
excitation of spectra with increasing post-shock
temperature T2, in the case of steady-flow models with
5.3T2>10 °K, is the result of the high rate for the
charge transfer reaction: 0+2 + H° -> 0+ + H+. The
rate coefficient used in the B series models: 
7.8x10 ^cm.s (Te=10^°K) corresponds to the value
of Butler, Heil and Dalgarno (1980) which they derived 
from quantal calculations. Test models computed 
without this charge transfer reaction (models H52, H66 
and H72) or with a coefficient rate reduced by a factor 
three (models P66, P70 and P76) are also shown in the
above diagram for comparison. The spectrum of Cygnus A 
(Osterbrock and Miller, 1975), thought to be a 
prototype of a power-law photoionised region, lies 
actually very close to the time track of model H72. 
However, considering the growing body of evidence both 
experimentally (Pdquignot et al. , 1978; Pdquignot,
1980) and theoretically (Butler and Dalgarno, 1980; 
Butler, Heil and Dalgarno, 1980) in favour of a high 
rate for this reaction, the region occupied in the 
above diagram by steady-flow models and their
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corresponding time track would not be drastically 
displaced unless the coefficient were shown to be too 
high by at least an order of magnitude, since P series 
models do not lie very far from those with full rate. 
It is found that line intensities of other ionic 
species are not much affected by this reaction even 
though line emission from OIII is a major coolant in 
the cooling zone of shocks. For example, models P66 
and B66 differ by only 8-16% in their line intensities 
for species other than OIII! Therefore, Tables 4.1-4.3 
for the most part remain valid whatever coefficient 
value is adopted for the reaction.
Low excitation spectra that are observed in 
galactic nuclei often reveal strong [Nil] lines with 
the [Nil] X6584 over Ha line ratio around the value of 
three or higher. The emission-line filaments in M87 
exemplifies this characteristic (although the emission 
in this particular case extends much further than the 
nuclear region (cf. Ford and Butcher, 1979)). The 
position occupied by M87 and the locus of the B series 
models are presented in Figure 4.10 which is another 
excitation diagram studied by Baldwin et al., (1981), 
where log^Q(5007/4861) is plotted against 
logi0(6584/6563). It appears that, although models 
with T2>10 °K have naturally strong [Nil] lines, only 
finite-age/optically thin models with enhanced 
abundances of heavy elements are successful in matching 
the observed strength of the nitrogen lines. However,
Figure 4.10 The [OIII] X5007 over H$ X4861 ratio as a 
function of the [Nil] X6584 over Ha X6563 
ratio. The symbols have the same meaning as 
in Figure 4.9. The open diamond represents a 
model with nitrogen abundance double the 
solar value, while filled diamonds correspond 
to models with the heavy elements abundances
double the solar value.
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Figure 4.11 The [01] X6300 over Ha X6563 ratio as a
function of the [ S11 ] X6731 over Ha X6563
ratio. The symbols have the same meaning as
in Figure 4.10.
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unreasonable abundances are not required, as 
illustrated by the position occupied by models with 
heavy elements abundances double the solar value (S62, 
S66 and S72) or with enhanced nitrogen abundance only 
(N66). In order to complete the description of 
finite-age/optically thin models, the behaviour of two 
other strong lines: [01] X6300 and [SII] X6731 (which
is less sensitive to de-excitation than [SII] X6717), 
is given in Figure 4.11.
4.4 CONCLUSIONS /
The grid of models presented in Table 4.1-4.4
attempts to predict the type of spectrum to be expected
from low density steady-flow shocks of much higher
velocities than computed before. Alternatively,
similar emission spectra are expected from slower
shocks (V~130km.s ^) found in an environment submitted s
to an external EUV ionising flux of similar relative 
intensity to that depicted in Figure 4.1. The spectra 
of the computed models are characterised by their 
relatively low excitation; most strong lines in the 
visible being from singly ionised species. The models 
presented above constitute therefore a possible 
interpretation of the many low-excitation spectra 
encountered in emission line elliptical galaxies 
(Burbidge and Burbidge, 1965; Heckman, 1980a,b). The 
ambiguity in interpretation between the spectra from 
high velocity shocks on the one hand and the power-law
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(high-excitation) photoionised regions on the other,
which has been foreshadowed by Daltabuit and Cox (1972)
and Osterbrock and Miller (1975), does not exist in the
low density case since the [OIII] A5007/[OII] X3727
line ratio actually decreases with increasing V . This
conclusion however rests on the validity of a high rate
+ 2for the charge transfer reaction involving 0 . Only
in the event of a much reduced rate for the reaction or 
of a high density plasma would optically thin/finite 
age shocks overlap a rdgime usually thought to be the 
domain of power-law photoionised regions.
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5. TWO-PHOTON CONTINUUM IN HERBIG-HARQ OBJECTS
5.1 INTRODUCTION
This chapter corresponds to a paper co-authored 
with M.A. Dopita and R.D. Schwartz submitted for 
publication in the Astrophysical Journal. The presence 
of a blue-violet continuum excess observed in the 
spectra of Herbig-Haro nebulae is accounted for by the 
process of hydrogen two-photon emission. Using the 
computer code MAPPINGS, it is shown that both the 
emission lines and the continuum are consistent with 
shocks of finite age running into a partially
pre-ionised medium. It is concluded that if the shocks 
are excited by a stellar wind from a pre-main sequence 
star, this wind is likely to be episodic rather than 
continuous.
5.2 BLUE CONTINUA IN HERBIG-HARO OBJECTS
The discovery of "excess" blue violet continua in 
Herbig-Haro (HH) objects No. 1 and 2 (Böhm, Schwartz 
and Siegmund, 1974) has since been confirmed (Brugel, 
Böhm and Mannery, 1981), and the continua have been 
found to increase into the UV, from IUE satellite 
investigations (Ortolani and D'Odorico; 1980, Böhm, 
Böhm-Vitense and Brugel, 1981). The character of these 
continua appears to be fundamentally different from 
that contained in HH24, for example, where the 
continuum is predominantly red and possesses high
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polarization (Strom, Strom and Kinman, 1974; Schmidt 
and Miller, 1979). Whereas HH24 is an example of an 
object with combined reflection and emission components 
(Schwartz, 1975; Schmidt and Miller, 1979), most HH 
objects (including HH1 and 2) exhibit little if any 
visual continuum or polarization, suggesting that they 
are intrinsic emission nebulae. Thus the presence of 
the blue-UV continuum in excess of what is expected 
either from recombination processes in nebular emission 
or from the reflection of the continuum of a nearby T 
Tauri star has been a source o,f mystery.
5.3 OBSERVATIONAL DATA
The optical spectra referred to in this chapter 
were obtained under photometric conditions at the 
Anglo-Australian 3.9 m Telescope on the nights 7 - 8  
and 8 - 9th January, 1981. The Royal Greenwich 
Observatory Spectrograph was used with its 25 cm camera 
and the Image Photon Counting System (IPCS) 
(Boksenberg, 1972) as a detector. A grating of 250 
lines mm  ^ blazed in the blue was used in first order 
with a slit width of 400 microns (2.65 arc sec on the 
sky) giving a spectral resolution of 11 8 (just 
sufficient to resolve the [SII] doublet) and a spectral 
coverage of 3000 - 7500 8. The external memory was 
used to give 50 spectra each 2044 pixels long separated 
by 2.07 arc sec on the sky.
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These spectra were reduced by the following 
procedure. First, pixel to pixel variations were 
removed by the division of the data by a normalised 
flat field obtained by a long exposure of a tungsten 
lamp, unfiltered, in the third order red. Second, each 
spectrum was re-binned and made linear in wavelength by 
making a two dimensional third order polynomial fit to 
the calibration arcs. Third, the mean of the those 
spectra adjudged to be free of nebular or stellar 
contributions was subtracted from each spectrum to 
correct for the sky. Fourth, the spectra were 
converted to absolute flux by correcting for extinction 
and multiplied by a smooth response function, corrected 
for second order blue leak in the region \ > 6300 8, 
obtained from observations of Oke (1974) white dwarf 
standard stars with and without a RG 580 filter. The 
blue leak is less than 5% with this grating, but in 
view of the possible contamination of the continuum 
data, we have not attempted to measure continuum 
intensities beyond 6300 8. Finally, means of the 
spectra of individual knots were obtained by adding all 
the spectra in which the knot was detected.
The spectrophotometry resulting from this 
procedure is considered to be of very high quality and 
shows a good degree of internal consistency from one 
exposure to the next. A systematic error may arise in 
the case of the very strongest lines due to saturation 
of the IPCS. Lines likely to be affected are Ha and
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[Oil] in HH2H and [Oil] in HH1NW. In general, relative 
line intensities of lines of similar strength to Hß 
should be accurate to about ten percent, except in the 
region longward of 7000 8 where tube sensitivity is low 
and where the calibration is uncertain because of 
atmospheric absorption and the blue leak of the 
grating, At the region close to atmospheric cutoff 
A<3300 8, low counting statistics and unknown 
atmospheric transmission variations also lead to lower 
photometric accuracy.
The relative line fluxes for the objects observed 
are given in Table 5.1. For those objects in common 
with Brugel, Böhm and Mannery (1981b) , who used the
multichannel scanner on the Mt Palomar 5.08 m telescope 
and the image dissector scanner on the Kitt Peak 2.13 m 
telescope, the agreement with the strong lines is
excellent. For the weaker lines, our spectrophotometry 
tends to give systematically higher relative 
intensities. We believe this to be caused by the
presence of many faint lines, mainly of Fell which at 
inferior resolution than ours would blend to form a 
quasi-continuum. This would certainly be true for 
multi-channel scanner observations, and the very 
extended wings of the IDS instrumental response
function would also tend to militate against detection 
of very faint lines in such a rich spectrum. To give 
some idea of the magnitude of the problem, we show in 
Figure 5.1 our reduced spectrum of HH2H, scaled to show
Figure 5.1 The reduced observations of HH2H scaled to 
show the continuum. The actual 
'continuum' bands used are shown at the 
bottom with their nominal wavelengths.
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the continuum. On this scale, the peak of the Hß line 
is 10 times higher than the upper boundary of the plot. 
Clearly, between 3600 and 5600 8 very few points are 
representative of the continuum. We have indicated on 
the plot the actual continuum wavebands used, with 
their nominal central wavelengths, which vary in width 
from 30 to 110 8. We make no attempt to list and 
classify all the faint emission lines and blends as 
unambiguous identifications clearly require higher 
resolution.
Despite our better resolution, Figure 5.1 suggests 
that there may still be some blending problem in 
measuring the continuum near the Balmer jump. Since 
the faint lines are due principally to [Fel] and 
[Fell], then the possible number of faint lines that 
can contaminate the measures can be estimated from 
Moore's (1945) multiplet tables. For example, the 4170 
band has 19 lines, the 3600 band 4 (all of which would 
be resolvable), the 3500 band 20, and the 3390 band 6. 
Thus the principal effect of blends would be to produce 
a systematic enhancement of some continuum bands with 
respect to others, an effect which is not seen in our 
results. In any event, the contribution of the 
forbidden iron lines is most important for the dense, 
higher excitation HH objects, whereas it is the low 
density, low excitation objects which show the 
strongest continuum. In terms of signal strength, the 
continuum from the various HH objects is detected at or
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above the 10a level for X <4000 8, falling to the 3o to 
5o level near X = 6000 8. We thus conclude that both 
our resolution and sensitivity are indeed sufficient to 
measure the true continuum.
We find that the present spectrophotometry, and 
that of Böhm, Schwartz and Sigmund (1974) and Brugel, 
Böhm and Mannery (1981b) agrees very poorly with that 
of Dopita (197 8) . The latter shows much greater 
intensities for red lines, except in the case of HH47 
which was observed separately from the rest. We can 
only conclude that some undetected calibration problem 
affected the earlier IDS work. The present work should 
therefore be considered as superseding those already 
published. In any event, the reddening correction 
procedure used in the earlier work gives too low values 
and this will also lead to an overestimate of the 
intrinsic Balmer decrement.
5.4 REDDENING CORRECTION
With their large wavelength base, Brugel, Böhm and 
Mannery (1981b) were able to apply Miller's (1968) 
method to determine the amount of interstellar 
extinction. This consists of comparing the relative 
intensities of the 4068, 76 8 with the 10318, 36 8 
lines of ISII]. Since these arise from common upper 
levels, the theoretical relative intensities depend 
only on the transition probabilities.
Dopita (1978) used the theoretical ratio of the
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4069, 76 2 to the red X6717, 31 8 lines of [SIX] as a
function of the density sensitive X6717/6731 8 line 
ratio as derived from shock models. This will only 
work if the models are accurate and if they are a true
representation of the physical conditions in the HH
object. This latter assumption is questionable, as the 
spectra of many HH objects do not fit well to
steady-flow shock models.
We propose here a new technique which overcomes 
the above objections and should give a reasonably
reliable value for the extinction correction 
independent of the hydrogen lines, when 
spectrophotometry of limited baseline is all that is 
available. Consider the ratio R which is a product of 
the ratios of the red to blue lines of [SIX] and [Oil], 
vis:
„ _ /6717,3l\ . (7318,28 |K V 4068,76y l 3727,29y
Since the red lines of sulphur and the blue lines of
2 3oxygen arise in transitions from the D states of p
ions, these will both be subject to collisional
2 -3de-excitation at high (ng  ^ 10 cm ) densities. The
density dependence will tend to be minimised by the
division of one pair by another. The blue [SIX] lines
and the red [Oil] lines on the other hand arise from
2transitions out of the upper p metastable levels. 
Thus, much of the temperature dependence of the red to 
blue line ratios for each species is removed by the
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formation of the ratio R. It is easy to show that at
electron temperature T, the remaining temperature
dependence in R is exp[AE/kT] where AE is the
2 2difference between the P - D energy gaps of the SII 
and Oil ions. This is exp[-5750/T] putting in numbers, 
and is therefore weak at normal temperatures
encountered in emission nebulosities, assuming the two 
species arise from regions with similar temperatures.
We have investigated the residual density
dependence in the case of shock models by computing a 
large number of plane-parallel radiating shocks of 
various pre-ionisations using the modelling code 
MAPPINGS developed by Binette and Dopita. In Figure 
5.2 we show the results of a large variety of shock 
models with different velocities, pre-ionisations, 
initial magnetic fields, pre-shock densities and shock 
age. The ratio R gives us a reliable function of
density up to [SII] X6731/A6717 ratios of order 2.1
(n < 1.5 x 104 cm Pradhan, 1976). The solid line 
connects a family of fully steady-flow shock models 
with full pre-ionisation and varying shock velocity and 
density (zero magnetic field). The factor which
contributes most severely to scatter on the figure is 
the pre-ionisation, which presumably acts through the 
residual temperature sensitivity discussed above by 
altering the temperature and ionisation structure of 
the shock. The mean scatter of ~ 20% in R at a given 
density indicated by the [SII] lines is not very
Figure 5.2 The dependence of the reddening sensitive 
radio R (defined in the text) as a 
function of electron density implied by 
the [SIX] ratio. Many models of differing 
initial parameters are shown. Models with 
hydrogen pre-ionisation fraction, x , of 
less than 0.8 are shown as open circles.
• X-! =1-0
o Xi sS 0-8
2 0
A6731/A6717
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important since this will contribute only 14% error to 
the logarithmic reddening constant or 12% in terms of 
E(B-V). A more serious correction in the present 
context is the influence of the [Call] line on the 
measured A7318, 28 8 [Oil] intensities. We have 
assumed that the [Call] A7324 8 has an intensity of 2/3 
of the [Call] A7291 8 line in order to deblend the 
[Oil] doublet. In Table 5.1 the reddening constants, 
Ccn, derived from the ratio R are given, along with the 
constant, Cßa ,^ determined from the Balmer lines of 
hydrogen. To form this latter quantity, the observed 
Hy/Hß and HÖ/Hß ratios are given double weight, higher 
members of the series to Hß are given single weight 
because of the lower signal to noise and the Ha/Hß 
ratio is given single weight to allow the the 
probability that Ha is affected by collisional 
excitation. The two values of reddening constant so 
derived agree very well in HH1, 2 and 3, with no
obvious tendency for C0 , to be systematically larger 
than C . We have adopted a mean reddening constant 
from all measurements in HHl and 2 to derive extinction 
corrected line and continuum flux. These are 0.76 and 
0.59 respectively, and are in excellent accord with the 
values of 0.724 and 0.591 obtained by Brugel, Böhm and 
Mannery (1981b) for these same objects.
5.5 MEASURED CONTINUUM
The continuum was estimated as the mean flux 
within the bands marked in Figure 5.1 and has been
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expressed as a percentage of the flux of H$ per 100 8 
in Table 5.2. These are then corrected for reddening 
as described above.
Inspection of the table shows that the Balmer 
discontinuity is present in all objects with about the 
same relative intensity. This is made more evident in 
Figures 5.3 and 5.4 where the reddening corrected 
observations with their estimated errors due to 
statistics alone are plotted in order of increasing 
"blue excess" judged from the strength of the continuum 
in the 3390 8 band. Thus, whatever is causing the 
excess is largely independent of the bound-free 
recombination continuum. The ratio of the Balmer 
discontinuity to H$ can be used to estimate the 
recombination temperature. These temperatures are 
given in Table 5.3 and are derived using effective 
recombination coefficients given by Brown and Mathews 
(1970) and Brocklehurst (1971) and, because of the 
relatively weak temperature dependence, are only 
accurate to about ± 2000°K. We also include the Ha/Hß 
ratio and the [OI]/[OIII], (6300/5007) ratio after 
correction for reddening.
Two factors are worthy of note. First, the 
recombination temperatures are much higher than those 
expected for a steady-flow shock, which would give 
(from our models) a temperature in the range 
6000 - 8000°K. Second, there is a weak, but real, 
correlation between the recombination temperatures, the
Figure 5.3 The observed continuum intensity in HH 
objects, corrected for reddening, compared 
with a variable two-photon continuum plus 
10000°K bound-free and free-free model 
(solid line).
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Figure 5.4 The observed continuum intensity in HH 
objects, corrected for reddening, compared 
with a variable two-photon continuum plus 
10000°K bound-free and free-free model 
(solid line).
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Table 5.3
Two-Photon Enhancement Factors (f^ )2q in HH Objects
Object <T >rec f02q Hct/Hß [01]/[OIII]
HH 1SE 17000 10.6 3.4 7.1
HH 1NW 8500 5.5 3.0 2.6
HH 2A 15000 2.8 3.3 0.6
HH 2B 10000 4.3 3.3 2.3
HH 2G 10000 6.2 3.1 3.9
HH 2H 10000 5.4 3.4 1.7
HH 3 14000 4.8 3.6 2.9
HH 4 3 20000 11.3 4.6 21.8
HH 47B 10000 11.7 3.2 15.4
HH 47 16000 13.3 4.6 >320
Note: HH 47B refers to the 
nebulosity connecting
bridge 
HH 4 6
of high velocity 
with HH 47.
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Ha/Hß ratio and the amount of neutral matter in the 
radiating zone judged by the [01]/[OIII] ratio. We 
return to this point in section 5.6B.
5.6 INTERPRETATION
A. The Two-Photon Continuum
The observations of Brugel, Böhm and Mannery 
(1981a) have shown that the continuum of HH objects 
could be approximated by a power law spectrum F « x_n
A
with 2 < n < 3, and we know that this blue continuum 
continues to rise into the far UV. (Ortolani and 
D'Odorico, 1980; Böhm, Böhm-Vitense and Brugel, 1981). 
We have shown above that at least a portion of this 
continuum is due to bound-free Paschen and Balmer 
continua and is intrinsic to the HH object. We would 
like to assume that the rest of the continuum is also 
intrinsic to the source, which is strongly suggested by 
the fact that the intensity of the continuum is very 
strongly correlated with the intensity of the Balmer 
lines across individual HH knots in our spectra. If 
this is the case, what process could give rise to a 
blue continuum? We propose here a collisionally
excited two-photon (2q) continuum of hydrogen is the 
cause. In the A3000 - 6000 R range this follows a 
power law nearly exactly with exponent n, as defined 
above, equal to 3.3. This operates in the opposite 
sense to the bound-free Paschen continuum of hydrogen, 
which has an exponent of roughly -1.1 in the same
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wavelength range. Thus, as noted by Dopita (1981), an 
admixture of the two processes could produce a 
wavelength dependence of the continuum intensity in the 
range observed by Brugel, Böhm and Mannery (1981a). 
Although the 2q continuum is generally thought of as a 
relatively minor contributor to visible recombination 
continuum spectra (Brown and Mathews, 1970), the 
collisional enhancement of this process has already 
been noted in shocked plasmas from UV observations of 
the Cygnus Loop SNR (Benvenuti et al., 1981), where it 
is enhanced by roughly a factor two over the 
recombination value. To explain the present 
observations, much larger enhancements are required.
Figures 5.3 and 5.4 show the observations and
theoretical continua fitted to each object (solid
line) . The curve fitting procedure was simply to add
an arbitarily large theoretical two-photon distribution
(the intensity of which was estimated primarily from
the A3910, 4000 and 4170 8 measured points) to a
theoretical bound-free recombination spectrum of
hydrogen and helium assuming a helium abundance of 0.1
by number. The recombination temperature was kept 
4fixed at 10 °K for all the fits to reduce the number of 
independent variables to one, the relative intensity of 
the 2q continuum. Considering the simplicity of this 
procedure, and the range over which the 2q intensity 
ranges, we find the fit of theory and observation to be 
remarkably good, proving that the special distribution
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of the continuum is consistent with our hypothesis.
Using the computed recombination temperatures in 
Table 5.3, we have computed the factor, ^2q' which 
the two-photon continuum is enhanced over its 
recombination value. These range up to 13.3 which 
implies a total flux in the continuum as large as 145 
times the flux emitted in Hßl
The 2q excess is weakly correlated with the
recombination temperature and the Ha/Hß ratio, but
shows a very close correlation with excitation class of
the HH spectrum in the sense that low excitation
objects show large 2q excesses. To illustrate this, we
have formed two excitation parameters, the [01] X6300
over [OIII] X5007 8 ratio mentioned above; and a mixed
ratio which is the product of the [NI] A5198,200 and
[01] A6300 8 lines divided by the product of the [Nil]
X6584 and the [Oil] A3727, 29 8 lines. We plot as2q
a function of these two ratios in Figures 5.5 and 5.6. 
Of these the former is likely to be more sensitive at 
high shock velocities whereas the latter will be better 
at lower velocities. Not only are the two correlations 
excellent, but the point for the Cygnus Loop (Benvenuti 
et al., 1981) falls on the continuation of the trend to 
higher excitation class.
B. Theoretical Models
The most probable source of the two-photon 
enhancement is the collisional excitation of hydrogen
Figure 5.5 The enhancement factor of the two-photon
continuum, , as a function of2q
excitation measured by the [OI/[OIII] 
ratio.
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Figure 5.6 The enhancement factor of the two-photon 
continuum, f„ , as a function of2q
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in shock waves propagating through a gas which is 
predominantly un-ionised. Steady-flow models have not 
in the past satisfactorily reproduced the observed 
spectral signature of those low-excitation HH objects 
which lie in this regime (Dopita, 1978) . The 
experience is here repeated with the improved computer 
code MAPPINGS described in Chapter 2. Concerning HH 
objects, the derivation of the collisional excitation 
rates for hydrogen and the determination of case A or B 
for the Balmer spectrum are of particular interest and 
have been discussed in detail in Section 2.2A. The 
charge transfer reactions used are those marked by an
asterisk in Table 2.1. In all our models of this
section the abundances of the heavy elements (by
number) were fixed in the solar proportions (Allen,
1973), namely H:He:C:N:0:Ne:Mg:Si:S:Cl:A as 1.0:0.1:
3.3 x 10”4: 9.1 x 10_5: 6.6 x 10"4; 8.3 x 10~5:
2.6 x 10"5: 3.3 x 10~5: 1.6 x 10"5: 4 x 10'7:
6.3 x 10“6.
Models with low pre-ionisation have quite a 
different structure to fully pre-ionised computations. 
This is illustrated in Figure 5.7, which is the 
detailed model on which Table 5.4 is based. The shock 
velocity is 34.7 km s 4 and fractional pre-ionisation 
x^ is 0.1, giving a post-shock temperature of 40000°K.
The structure can be roughly divided into three 
zones marked A, B and C on Figure 5.7, although their 
boundaries are somewhat ill-defined. The initial
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Table 5.4
A Comparision of a Low-Excitation Shock 
Model of Finite Age with Two HH Objects
Ion X Model^ HH43 HH47
[Oil] 3727,9 269 118 87
[SIX] 4068,76 66.9 70.5 81
H 6 4100 18.8 17.6 20.4
Hy 4340 39.0 40.7 43.7
Hß 4861 100 100 100
[OIII] 5007 <0.1 1.7 <0.5
[NI] 5199 171 114 127
[OI] 6300 535 373 320
[01] 6363 166 120 101
[Nil] 6548 11.2 29 26
Ha 6563 432 457 463
[Nil] 6584 33.0 95 67
[ SI I ] 6717 406 363 448
[SII] 6731 366 352 471
[Oil] 7318,30 6.8 4 <10
iog (f2q) 1.00 1.05 1.12
log 5199. 6300 1.01 0.66 0.84
6584.3727
Model parameters Vg = 34.7 km.s
= 500 cm 
= 50 yG 
xx = 0.1 
T =30 years
Figure 5.7 The structure of a shock model with 0.1
fractional pre-ionisation. D is the
distance from the shock front, t the time,
and T , n , and n refer to the electron e e H
temperature, electron density, and 
hydrogen number densities, respectively. 
The full shock parameters are given in 
Table 5.4
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cooling, A, is exceedingly rapid and is dominated by 
collisional excitation and, to a lesser extent, 
collisxonal ionisation of hydrogen. This lasts less 
than a year in this model. Although the layer of gas 
is very thin, it is this region that accounts for the 
majority of the total cooling and in which the large 
two-photon excess is produced, although the 
contribution to the Balmer lines is very small.
In region B, most of the cooling is through 
collisional excitation of forbidden lines. Hydrogen 
starts to recombine giving a normal 
recombination-cascade spectrum. In this model, 
recombination is 91% complete after 1010 sec, when the 
temperature is 100°K. Because of the high initial 
transverse magnetic field of 50 UG, this model is 
dominated by magnetic field pressure in region C, and 
as a result a large decrease in temperature is 
accompanied by only a small increase in particle 
density. This region would re-expand if the pressure 
driving the shock were only of an impulsive nature.
By systematically varying the shock velocity and 
pre-shock ionisation, we find a rather tight 
relationship between the Ha/Hß relative flux and the 
intensity of the two-photon continuum. Because of the 
dominance of two-photon emission in region A of the 
shock, of the two parameters, the pre-ionisation is the 
most important in determining the correlation. In 
Figure 5.8 we show a family of models with fixed
Figure 5.8 theoretical relationship between 
two-photon excess and Balmer decrement for 
a family of shock models with differing 
pre—ionisation (x^ ) and age. The observed 
positions of HH43 and HH47 are also shown.
47* S
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post-shock temperature and varying pre-ionisation as a 
solid line (curves of other post-shock temperatures lie 
close) . Note that even at very low values of 
pre-ionisation the Balmer decrement and the two-photon 
continuum lie below that observed in HH43 or HH47. The 
models also fail to reproduce the forbidden line 
excitation. In Figure 5.9 we plot the same family of 
models on a diagram similar to Figure 5.6.
However, an excellent description of the spectral 
signatures of the low-excitation HH objects can be 
obtained by shocks of finite age, produced by the 
simple expedient of sawing off the theoretical model 
before the gas has fully cooled and recombined. 
Trajectories of age are shown in Figures 5.8 and 5.9 
for fixed shock conditions. Agreement on 2q strength, 
Balmer decrement, excitation level and absolute 
strength of the forbidden lines with respect to Hß is 
obtained in the vicinity r ~ 50 years. Table 5.4 shows 
a higher density model with a reasonable magnetic 
field, which is in better agreement with the [SII] 
density sensitive line ratios in HH43 and 47. The fit 
of the model with the observations is as good as could 
be hoped for. However, the computed age is 
unexpectedly short compared with the dynamical 
evolution timescale, and the computed shock velocity is 
much lower than the radial velocity measured for these 
objects.
Figure 5.9 The theoretical relationship between 
two-photon excess and the excitation 
parameter of Figure 5.6 for a family of 
shocks of differing pre-ionisation x^, and 
age. The observed positions of HH43 and 
HH47 are also shown.
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Thus the conclusions of Schwartz and Dopita (1980) 
and Böhm, Brugel and Mannery (1980) that the 
pre-shocked material already has a substantial space 
velocity when it is re-shocked is confirmed. Schwartz 
and Dopita (1980) developed a model in which the HH 
objects represent cloudlets which have been steadily
accelerated by a stellar wind. Although a steady mass
-5 -1loss of order 10 MQ yr was implied, there is 
increasing evidence to support the idea that the wind 
from the central star is focussed by density gradients'
(Cantö, 1980; Cantö and Rodriguez, 1980; Barral and
Cantö, 1981) which reduces the steady mass-loss
-7 -1requirements to of order 10 M^yr
However, our model has such a low age that a
hypothesis of episodic mass loss now appears 
preferable. A consequence of this would be that each 
cloudlet is repeatedly shocked as they are accelerated 
towards the terminal velocity of the stellar wind. 
Since each shock tends to amplify the importance of 
magnetic pressure with respect to the gas pressure by 
compression of the transverse component and possibly by 
turbulence in the cooling region, clouds that have been 
multiply-shocked probably derive most of their pressure 
support from magnetic fields. To test this we ran a
_3model with a pre-shock density of 2000 cm and a 
transverse magnetic field of 1000 yG, and obtained a 
very similar spectrum to the model of Table 5.4. If 
the pressure pulse driving the shock declined on a
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characteristic timescale of ~ 30 years then the 
magnetic-field overpressure would cause the gas to 
re-expand so inhibiting recombination and lowering the 
emission measure in the recombination zone. This would 
cause the shock spectrum to look like a 30 year old 
shock even though the shock might have been propagating 
for longer time scales.
5.7 CONCLUSIONS
We find that an enhanced two-photon continuum plus 
recombination continua is sufficient to describe the 
continuum distribution of all HH objects we observed. 
The strength of the 2q component is anti-correlated 
with the excitation of the nebula and directly 
correlated with the intrinsic (reddening corrected) 
Balmer decrement. These facts argue strongly against 
an extrinsic source for the continuum. This conclusion 
differs from that of Ortolani and D'Odorico (1980) and 
Brugel, Böhm and Mannery (1981a). These authors argued 
against the 2q interpretation on the grounds of the 
absolute strength of the continuum in the far UV and 
the fact that it shows no clear tendency to decrease 
shortward of 1450 8. With the 2q enhancement we have 
shown to be possible in collisionally excited gas, the 
first of these objections can be surmounted. Within 
the uncertainties of calibration of the optical and UV 
data, our observed 2q excess in HH1 NW would fit well 
to the observed flux in the A1500 8 region. Neither do
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we believe that the lack of a well defined turn-down 
below X1450 8 is a serious problem. The signal to 
noise, judged from Figure 1 of Brugel, Böhm and 
Mannery1s (1981a) paper is only around 2:1. 
Furthermore, in view of the observed strength of the 
01 X 1306 8 line, we might also expect CI X1262, 1278 
and 1330 8 lines and the 01] X1356 8 line to contribute 
to the blending problem in this region. When one also 
takes into account the fact that the senstivity of the 
IUE system is declining rapidly over the same range, it 
seems clear that measurements of higher sensitivity are 
required to settle the question.
Brugel, Böhm and Mannery (1981) have argued 
convincingly that the blue-UV continuum cannot be due 
to scattered light from a T-Tauri star. The only 
alternative to the enhanced 2q hypothesis would be to 
associate a hot (Ti^ 40000oK) subluminous star with each 
HH object. To the extent that the continuum is 
co-extensive with the nebula, the stellar radiation 
would have to be scattered outward by dust which is 
coextensive with the nebula. There is no visible IR or 
radio evidence for the existence of stellar components 
coincident with HH objects nor for the compact HII 
regions that such hot objects would produce.
Herbig and Jones (1981) have shown that the proper 
motions of HH1 and HH2 implicate a faint extremely 
reddened T-Tauri star lying between them as the source 
of energy. Both objects appear to have been generated
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in or by material ejected from the star, supporting the 
idea of excitation by a focussed stellar wind discussed 
in the previous section. The velocity of this wind 
must be very high to allow the velocities of some 
200 km s 1 seen in some HH objects. The soft X-ray 
emission detected by Pravdo and Marshall (1981) 
therefore could be due to a bow-shock in the stellar 
wind around the HH cloudlet. A stellar wind of 
300 km s  ^ will produce post-shock temperatures in 
excess of 10^ °K. However, the association of the 
X-ray source with HH1 is not unambiguous.
The theoretical shock wave models which most 
closely describe the observation of the low excitation 
HH objects are those with partial pre-ionisation, 
finite age and, possibly, very large magnetic fields in 
the pre-shock region. This argues for a variable or 
pulsed stellar wind as the source of the excitation. 
Certainly a good case for high activity in the central 
star can be made for HH46 , 47. A spectrum of HH46 
shows the stellar object and the surrounding nebula to 
be a very luminous T-Tauri star with continuous 
spectrum and very strong [01], [Fell] and Balmer 
emission almost identical in spectrum with DG Tau 
observed by Cohen and Kuhi (1979). These authors have 
shown that Bolometric Luminosity is correlated with the 
chromospheric activity in T-Tauri stars as measured by 
the emission lines, and certainly the presence of 
[01] A6300 8 and the relative weakness of the A5577 &
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feature proves the existence of an extended low density 
4 -3(N < 10 cm ) envelope. Eruptive activity may be the 
link between T-Tauri stars and the FU-Orionis 
phenomenon. Cantö et al. (1981) claim an association 
between R Mon, NGC 2261 (its reflection nebula) and 
HH39 on the basis of the directed stellar wind model
(Cantö, 1980; Barral and Cantö, 1981). Imhoff and
Mendoza (1974) estimated a luminosity of 660 L0 and
spectral type A5I for R Mon. However, it has
brightened considerably since Joy (1945) classified it 
as a Ge T-Tauri variable. Amongst the three objects 
classified in the FU Orionis class, one (V1057 Cygni) 
was known to be a T-Tauri star before outburst.
Larson (1980) has produced an interesting model 
for FU Orionis type eruptive activity. He shows that 
it is possible for rapidly rotating low mass T-Tauri 
stars contracting along their Hayashi tracks to become 
unstable to bar-like deformations. This would cause 
conversion of rotational energy to heating in the outer 
layers, causing matter ejection and loss of angular 
momentum to the star. During these phases, the star 
makes large excursions to higher luminosity and 
photospheric temperature on the H-R diagram. These 
excursions rapidly reach maximum luminosity, but 
decline over longer time scales. Herbig (1977) has 
argued from the number of FU Ori stars that the 
phenomenon is recurrent and must occur at least every
410 years. The fading time scale on Larson's models is
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uncertain, depending heavily on the model parameters, 
but in the case of V1057 Cyg could be estimated from 
observation to be ~ 15 years, which implied a mass of 
1.2 Mq. This time scale is interestingly close to the 
computed shock time scales in HH47 and HH43, and 
strengthens our argument that HH46 contains within it a 
T-Tauri star in a post-outburst phase.
There remain some problems with the shock models. 
Although the observational discrepancy between Ha/Hß 
ratios has at last been resolved, there remains some 
uncertainty on the theoretical excitation rates for 
hydrogen. A full close-coupling treatment with 
inter-state interaction is needed.
From the point of view of understanding the HR 
objects a more fundamental problem is the observation 
of relatively strong high excitation UV resonance lines 
in HH1 and 2. (Ortolani and D'Orodico, 1980; Böhm, 
Böhm-Vitense and Brugel, 1981). According to these
authors it is not possible to explain the UV and 
optical emission line intensities by a superposition 
of, say, a hot (UV emitting) and a cool (visibly 
radiating) shock. To explain the strength of the UV 
lines, the visible [OIII] and [Neill] intensities 
resulting would be much higher than observed. Böhm, 
Böhm-Vitense and Brugel (1981) speculate that the 
higher excitation UV lines might arise in a hot, dense 
medium in which forbidden lines are quenched, whilst 
the optical lines arise in cooler lower density
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regions. This would imply that the UV lines come from 
a much higher pressure region but this leads to 
problems in the geometrical interpretation. In our 
models, the UV lines are predicted to be weak in high 
excitation HH objects and negligible in the low 
excitation ones. It would be useful to obtain UV 
observations of the latter type of objects to determine 
if they too exhibit enhanced UV emission lines and to 
confirm the predicted strong 2q continuum.
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6. CHEMICAL ABUNDANCE DIAGNOSTICS AND GALACTIC ABUNDANCE
GRADIENTS
6.1 _____ INTRODUCTION
Using an extensive grid of fully radiative plane- 
parallel shock models we have investigated how both the 
visible forbidden and UV intercombination lines may be 
used for chemical abundance diagnostics in supernova 
remnants. We find that, for shock velocities in excess of 
a critical value, the emergent spectrum depends primarily 
on abundance rather than on the shock conditions.
The content of this chapter is the result of 
collective work which has led to a joint paper with 
Dr Michael A. Dopita, Dr Sandro D'Odorico and Dr Piero 
Benvenuti to be published in Astrophysical Journal.
6.2 SUPERNOVA REMNANTS AND THE DETERMINATION OF 
CHEMICAL ABUNDANCES
It is now generally accepted that in evolved supernova 
remnants (SNR's) we see the spectral signature of a shock 
wave propagating into denser regions of the interstellar 
medium (ISM). Over the last seven years a large body of 
observational evidence has been collected in galactic and 
extragalactic SNR which appears to show that the detailed 
spectra of these objects are primarily sensitive to the 
chemical abundances in the ISM rather than the shock 
conditions (Dopita 1977). This is particularly well
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illustrated by the discovery of systematic line ratio 
variations in spiral galaxies which have been interpreted 
as due to galactic abundance gradients. These were first 
discovered in M33 (Dopita, D'Odorico and Benvenuti 1980), 
have also been found in M31 (Blair, Kirshner and Chevalier 
1981, 1982; Dennefeld and Kunth 1982) and have recently 
been recognised in our Galaxy (Binette, Dopita and 
D'Odorico 1982). Other galaxies either do not have enough 
SNR to establish a gradient (D'Odorico, Dopita and 
Benvenuti 1980; D'Odorico and Dopita 1982) or else, as in 
the LMC, gradients are absent (Dopita 1976; Dopita, 
Mathewson and Ford 1977; Dopita, D'Odorico and Benvenuti 
1980). However, the global ensemble of spectrophotometric 
data shows clear evidence for a wide range of 
metallicity. This will be discussed below.
Up to the present, the interpretation of the 
observational material, in particular, the ability to 
disentangle the various influences of metallicity shock 
conditions and non-equilibrium effects on the optical 
spectra, has been hampered by the paucity of theoretical 
models in the literature. Nevertheless, our knowledge of 
the structure of steady-flow radiative shock waves has 
improved greatly since the pioneering work of Cox (1972), 
and many arbitrary assumptions have been lifted. Dopita 
(1976, 77) raised the assumption of collisional ionisation 
equilibrium in the post-shock gas. Raymond (1979) 
considered the transfer problem of UV photons generated in
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the hot plasma down through the recombination zone. Shull 
and McKee (1979) constructed self-consistent models 
allowing for the diffusion of these same photons into the 
pre-shock region. The relaxation between electrons and 
ions in the post-shock region of partially pre-ionised 
shocks has been considered by Ohtani (1979). The 
importance of charge transfer reactions was assessed by 
Butler and Raymond (1980) and both Shull (1980) and Draine 
(1981) have considered the effects of dust on shock 
structure.
All of the above models have steady flow conditions 
and shock velocities (Vg) less than 200 km s"1. Only 
the models of Dopita (1977) attempt to address the effect 
of metallicity on shock spectra in a systematic way. 
However, advances in modelling have rendered these models 
somewhat obsolete.
In this chapter, we apply the code MAPPINGS to compute 
an extensive grid of models for fixed physical conditions 
appropriate to a typical evolved SNR, but allowing total 
abundances and abundance ratios of particular elements to 
vary over a sufficiently wide range as to encompass all 
known spectrophotometry of evolved remnants. We then 
apply this grid to the observational data set.
6.3______ THE OBSERVARIONAL DATA BASE
Where SNR in external galaxies have been observed 
(Dopita, D 'Odor ico and Benvenuti 1980 ,* D'Odorico and 
Dopita 1982; Blair, Kirshner and Chevalier 1981, 1982;
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Dennefeld and Kunth 1981) the data usually cover from 
[Oil] A3727 to [S11 ] A6731 X. In principle then, each 
observational spectrum could be separately modelled by the 
shock code to give absolute abundances of He, N, 0, Ne and 
S. This has been done in a few cases (D'Odorico and 
Dopita 1982) but for those that do not have access to a 
general-purpose modelling code, this is not a viable 
solution. What is needed, therefore, are general 
techniques and diagnostic grids whereby such data can be 
analysed with sufficient accuracy. Such grids were 
computed by Dopita (1977) but did not cover the full range 
of abundances of interest. Before developing new grids, 
we now examine the data base to find whether systematic 
abundance effects are displayed in the spectrophotometry 
of SNR in external galaxies.
The strongest lines in the visible spectra of SNR, 
which have been unequivocally detected in all 
extragalactic SNR are, apart from the Balmer Lines of 
hydrogen, [Oil] A3727 Ä, [OIII] A4959, A 5007 A, [Nil]
A6548 , 84 A and [SII] A 6717, 31 S L  The lines of [01] 
A6300, 63 X are frequently strong, but in low dispersion 
spectra are confused with night sky lines and are subject 
to a large measurement error. We therefore restrict our 
attention to the first four forbidden lines and their 
ratios with respect to nearby Balmer lines.
The [Nil] A6548, 84/Ha ratio is already known to be a 
rather good tracer of galactic abundance gradients,
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systematic trends with galactocentric distance having been 
found in M33 (Dopita, D'Odorico and Benvenuti 1980), M31 
(Blair, Kirshner and Chevalier 1981, 82; Dennefeld and 
Kunth 1981) and in our own Galaxy (Binette et al. 1982).
The [SII ] lines are, of course subject to collisional 
de-excitation effects and therefore are more sensitive to 
physical conditions in the shock. Where both lines are 
used, the evidence for gradients is somewhat equivocal. 
However, most of the sensitivity to density can be removed 
by taking ratios with respect to the [SII] X6731 X line 
only, as the local density at which collisional effects 
become important for this line is reached for ng £ io4 
cm“3 (Pradhan 1978). Such densities are reached in very 
few SNR. Kepler is perhaps the most extreme case known 
(Leibowitz and Danziger 1982), and even here the local 
density only ranges as high as 1.8 x 104 cm-3.
In Figure 6.1 we plot the [Nil] X6548,84/Ha ratio 
against the [SII] X6731/Ha ratio for all the SNR cited 
above, with additional points for the galactic SNR, RCW 86 
(Ruiz 1980), RCW 103 (Dopita, D'Odorico and Benvenuti 
1980), and the Cygnus Loop (Fesen, Blair and Kirshner 
1982). There is a well developed correlation between 
these two ratios, which cannot be caused by anything other 
than metallicity variations, since objects with strong 
[SII] also show strong [Nil] and lie in the inner regions 
of the larger galaxies. SNR in the Magellanic Irregulars, 
on the other hand show very weak forbidden lines by
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Figure 6.1 The [Nil] X6548,84 % over Ha X6563 A ratio against the 
[SII] Ä6731 A over Hxratio for SNRs in M31 (filled 
diamonds), in the Galaxy, IC1613 and NGC6822 (filled 
circles), in M33 (filled squares), in LMC (open
diamonds) and in NGC300 (open circles).
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comparison. The size of the variation in [SII]/H« is much 
smaller than the corresponding variation in [NII]/Ha, and 
there is some evidence of a ’saturation' effect in the 
[SII] lines setting in at the strong line limit. This 
could be due to a variety of effects which we discuss 
below.
If metallicity variations rather than physical 
conditions do in fact dominate the spectra of evolved SNR, 
then there should also be a correlation between the [Oil] 
3727,29 A/H0 ratio and the [OIII] X4959,5007 &/Hß line 
ratios. In an earlier paper (Dopita 1977) it was shown 
that the [OIII] lines are particularly sensitive to shock 
conditions, since they above others in the optical 
spectrum originate in the hot plasma closer to the shock 
front, and the ionisation conditions in this region depend 
critically on shock conditions. Figure 6.2 shows that the 
expected correlation exists in the data. However, there 
is again evidence for saturation, this time in the [Oil] 
lines, since there is a strong tendency for SNR to cluster
at about log1Q (X 3726,9/4861) - 1.0 .
The sensitivity of the [OIII] X4959,5007/H/3 ratio to 
the physical conditions can be better judged in Figure 
6.3, where this ratio is plotted against the [Nil] X6548, 
84/Ha ratio. Again, a very clear correlation emerges, but 
the scatter is somewhat wider, about 0.25 dex.
These three figures, when taken together, constitute 
empirical evidence that the global spectrophotometry of
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Figure 6 . 2  The [OIII] A 4 9 5 9 , 5 0 0 7  R over Hß 4861 ratio against the 
[Oil] A 3 7 2 6 / 2 9  8 over Hß ratio for SNRs. Symbols have 
the same meaning as in figure 6.1.
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Figure 6.3 The [Nil] A6548,84 $ over Ha ratio against the [OIII] 
A4959,5007 X over h 3 ratio for SNRs. Symbols have the 
same meaning as in figure 6.1.
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SNR gives a family of spectra which are primarily 
sensitive to the chemical abundances in the shocked 
plasma. The physical conditions in the shock appear to be 
of only secondary importance in determining the emergent 
spectra.
Our aim is to calibrate these empirical relationships.
6.4______THE MODELS
A. Velocity Dependent Effects
The physical content and method of solution of the 
models is described in sections 2.2 and 2.4. Our 
calculations are of steady-flow fully radiative shocks 
with a self-consistent pre-ionisation (Shull and McKee 
1979). The effects of dis-equilibrium are discussed 
elsewhere (Dopita 1981). In this type of model, the 
effect of the ionising photons produced in the cooling 
zone of the shock is approximately allowed for by treating 
the ionising precursor as a one-zone R-type ionisation 
front.
In order to compare our pre-ionisation with previous 
models, we ran a low density sequence of models with 
'cosmic' abundances (Allen 1973). Figure 6.4 shows the 
result for the fractional pre-ionisation of hydrogen, 
helium and oxygen, which should be compared with Figure 5b 
of Shull and McKee (1979). Full pre-ionisation of 
hydrogen is essentially reached at 110 km s~l shock 
velocity in both models. However, we find a larger
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Figure 6.4 Fractional pre-ionisation values for hydrogen, helium 
and oxygen as a function of the shock velocity V
Vs (km s"1)
50 150
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fractional pre-ionisation at lower velocities, and a lower 
pre-ionisation at the highest velocities. This is no 
doubt caused by our inclusion of more cooling processes 
and our different treatment of the radiative transfer 
problem for resonance line photons (see section 2.2C).
This sequence of models also serves the purpose of 
demonstrating the velocity-dependent effects on the 
emergent spectrum. Figure 6.5 shows how the ratios of the 
important forbidden lines (with respect to H/3) vary as a 
function of shock velocity. In the regime where hydrogen 
is fully pre-ionised, the variation with velocity is very 
small. This stability against shock conditions was shown 
in Chapter 4 to persist up to a post-shock temperature in 
excess of 10^*7 oK  ^ or a ShOCk velocity larger than 
200 km s~l, and is one of the major reasons why SNR 
spectroscopy is promising as a probe of chemical 
abundances in the interstellar medium.
A second factor of importance is, that for shock 
velocities high enough to mostly pre-ionise hydrogen 
(VQ ;> loo km s"1 ) / the emergent spectrum depends very 
little on details of the pre-ionisation. To demonstrate 
this, we ran a sequence of models in which we took all 
elements in the pre-shock gas to be singly pre-ionised, 
regardless of shock velocity. Figure 6.6 is a similar 
plot to Figure 6.5 for these models. Although below V3
= 100 km s“l there are dramatic differences in line 
ratios between the two sets of models, above this velocity 
line ratios agree to within 0.1 dex.
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Figure 6 . 5  Computed line intensities for [Oil] A 3 7 2 6 , 2 9  [OIII] 
A5007 [Nil] A6584 8 and [SII] A6731 X with respect 
to HB A 4 8 6 1  X as a function of shock velocity Vs •
5007
6584
Vs (km s'l)
50 150
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Figure 6.6 Same as figure 6.5 but for models that assume singly 
pre-ionised elements at any shock velocity V
3727,9
5007
5584
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At low velocities, the behavior of the [Oil] and 
[0III] lines is particularly instructive. Note in Figure 
6.5 the collapse of the X5007 line intensity as the 0+ 
species disappears from the pre-shock plasma. In the 
singly pre-ionised models, cooling is sufficiently slow to 
allow some 0+ to 0++ ionisation, so that the X5007 
line declines slowly with decreasing shock velocity, but 
in the self-consistent models, hydrogen collisional 
cooling dominates and reduces the post-shock cooling time. 
This suppresses the further ionisation of oxygen.
Since the oxygen ionisation is locked to that of 
hydrogen by charge-exchange, in the singly ionised models 
the [OIII] persists and even becomes stronger as the post­
shock temperature structure becomes more favourable to its 
emission. In the self-consistent models, however it peaks 
at a point where the column relative abundance of the 0+ 
ion is maximised, but declines rapidly in relative 
intensity as hydrogen becomes un-ionised in the pre-shock 
gas and collisional excitation of the Balmer Lines becomes 
more important than recombination in determining hydrogen 
line intensities.
B. Abundance Dependent Effects on Optical Lines
Provided that hydrogen is pre-ionised, either by 
radiation produced within the cooling zone of the shock or 
by a stellar photon field, the results of the previous 
section confirm the empirical conclusion of section 6.3;'
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Figure 6.7 The [OIII] A 4959,5007 % over Hß A4861 % ratio as a 
function of the [Oil] A3727,9 over Hß ratio when
chemical abundances are varied. Tick marks along the 
full lines computed for three O/N/C ratios represent 
factor of two change in abundances (increasing upward) 
of elements heavier than helium; the top end 
corresponds to an oxygen abundance of 2.4 x 10~3 by
number with respect to hydrogen.
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that shock conditions have only a secondary effect on the 
principle forbidden lines at optical wavelengths.
We can therefore proceed to investigate abundance 
effects on the emergent spectrum by varying abundances at 
fixed physical conditions and have some degree of 
confidence that detailed modelling of individual remnants 
will give abundances that differ only slightly from those 
inferred from our grid of models.
We therefore arbitrarily choose a set of physical 
conditions for our grid, and a set of initial abundances, 
in this case those which give an emergent spectrum similar 
to SNR in the solar neighbourhood and are characterised by 
a mild depletion of refractory elements (C, Mg, Si). Our 
choice for the reference model is summarized in Table 6.1 
and the output spectrum in Table 6.2.
A set of models is generated with fixed relative 
abundance of helium with respect to hydrogen and keeping 
the rest of the elements in fixed proportion to each other 
while varying their absolute abundances by factors of two 
between models. Since the nucleogenic status of nitrogen 
is uncertain, sets of models with varying N/O ratio were 
computed; and since refractory grains may lock up C, Mg 
and Si, we also computed sets of models with varying C/0 
ratio but fixed C/Mg/Si ratios.
Consider first the behavior of the [Oil] and [0III] 
lines as a function of abundance. Figure 6.7 shows the 
relationship between the A4959 + 5007/4861 ratio and the
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TABLE 6.1
Physical Conditions of Reference Model
Shock Velocity 106 km s ^
Post-shock Temperature 170000°k
Pre-shock conditions:
Density 10 cm-3
Temperature 82000kMagnetic Field ImG
Fractional ionisation H 1.00
He 1.00
Elemental Abundances 
by number w.r.t. H
He C -5 N -5 O -4
Ne
0.1 5x10 5x10 3x10 6x10
Mg Si S Cl Ar
lxlO-5 lxlO-5 7xl0"6 4xl0“7 6x10
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TABLE 6.2
Principle Emission Lines in Reference Model
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Figure 6.8 The [Nil] Ä6548,84 & over Ha ratio against the [SII] 
A6731 over Ha ratio as a function of chemical 
abundances. Full lines either join models with 
constant N/0 ratio as a function of oxygen abundance or
models with constant 0/H ratio as a function of 0/N.
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A3726,9/4861 ratio for sets of models with varying O/N/C 
ratios. Ticks mark factors of two change in abundances of 
elements heavier than helium, the highest points 
corresponding to an oxygen abundance of 2.4 x 1 0 by 
number with respect to hydrogen. Note that the [OIII] 
line ratios show a well developed monotonic behavior with 
abundance, confirming it as a good abundance diagnostic. 
The range over which the [Oil] line ratio varies is much 
more restricted. It shows a pronounced 'saturation' 
effect at the high abundance end and ambiguities dependent 
on the detailed abundance ratios. Overall, however, the 
theoretical trajectories in Figure 6.7 fit remarkably well 
on the observational trends of Figure 6.3 and show that 
oxygen abundances in observed SNR (except for the SNR in 
IC1613) lie between about 1.5 x 10”  ^ and 1.2 x 10“ .^
The 'saturation' effect mentioned above was first 
found by Dopita (1977) and is caused by the fact that 
forbidden lines are the principal cooling agents in the 
recombination zone of the shock. Thus, since there is 
only a fixed amount of energy available for radiation in 
this zone, the combined emissions of the principal cooling 
agents Cl], [CII],CII], CII, [NI], [Nil], [01], [Oil],
[Nell],Mgl], MglI, Sil],[Sill], Sill], Sill and SII] must 
be in constant ratio with the hydrogen Balmer lines which 
arise mainly by recombination-cascade. This is confirmed 
by our models and the saturation effect determines the 
maximum abundance to which the above lines retain their
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usefulness as abundance diagnostics. The [Oil] lines are 
particularly bad in this regard, since they dominate the 
cooling in the recombination zone and the oxygen 
ionisation is locked to that of hydrogen by charge- 
transfer. As a result, they are almost never useful for 
abundance diagnostics. Saturation occurs at Z(0) - 
2 x 10“4, and this explains why SNR and H II regions 
give discrepant results at higher oxygen abundances 
(Blair, Kirshner and Chevalier 1982).
Saturation is less severe for the [Nil] or [SII] 
lines, and these can be used up to about Z(O) - 6 x 10”  ^
(Fig. 6.8). The competition between the [Oil], [Nil] and 
[SII] lines is a problem. This means that an unambiguous 
N/S ratio cannot be determined from a diagram such as 
Figure 6.1, if we do not know the oxygen abundance.
Figure 6.8 does show, however, that the absolute value of 
the 16548,84/6563 ratio determines an N/O ratio with no 
ambiguity for a given oxygen abundance. The same is true 
for the 16731/6563 ratio; namely, that this ratio 
determines an S/O ratio for a given 0 abundance (see Fig. 
6.9) .
The possibility that 'unseen' coolants in the UV (Cl], 
CII], CII, Mgll, Sil], Sill] and Sill) or in the infrared 
([CII], [Nell] or [Sill]) may influence visible line 
intensities should be considered. The effect would be 
that an increase in abundance of the elements giving rise 
to lines outside the visible range of wavelengths would
184
Figure 6.9 The [Nil] \6548,84 8 over Ha ratio against the [SII] 
X6731 8 over Ha ratio as a function of chemical 
abundances. The almost horizontal line joins models of 
varying sulphur abundance with respect to oxygen. The 
dot corresponds to the reference model with the 
abundances of table 6.1. The other lines join models 
of increasing chemical abundances as in figure 6.8 but 
for different C, Mg, Si ratios with respect to oxygen; 
they are labelled according to their 0/C ratio.
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lead to a weakening of the visible lines. Figure 6.9 
shows that this effect is very weak. We have plotted a 
set of models in which the ratio of C, Mg and Si with 
respect to 0 is varied. A weakening is found at the 
highest abundance, but amounts to less than 0.1 dex in the 
line ratio. This is a very fortunate circumstance. If a 
high sensitivity to this effect was found, then the 
optical lines of SNR would be very little use as an 
abundance diagnostic, since the species giving rise to the 
effect are precisely those we would expect to be locked up 
in refractory grains, if these exist in the post-shock 
gas. A full abundance diagnostic would then have to await 
spectrophotometry in the far UV.
Lines of higher excitation are generally more 
sensitive in abundance diagnostic studies. This is 
because collisional excitation of He II is the dominant 
coolant where this species is present in abundance. This 
gives rise principally to the A304 % line and the helium 
two-photon continuum, which together give a flux of order 
100 times that of Hß. Heavy elements therefore act as 
impurity atoms as far as their effect on cooling is 
concerned, and so, provided the zone of emission of a 
particular ion lies within the He II zone, the emergent 
line flux will scale as the ion abundance. Thus, the 
[01II] lines scale well with abundance (Fig. 6.8). In 
Figure 6.10 we plot the A6548,84/6563 ratio against the 
\4959,5007/4861 ratio. Saturation effects are not serious
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Figure 6.10 The [Nil] \6548,84 X over Ha ratio against the [OIII] 
X4959,5007 A over h3 ratio as a function of chemical 
abundances. Full lines either join models with 
constant N/O ratio as a function of oxygen abundance or
models with constant O/H ratio as a function of O/N.
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enough to lead to ambiguity over any of the computed 
abundance range, and so this plot can be used to 
unambiguously determine both 0 abundance and 0/N ratio.
Comparison of Figure 6.10 and the data of Figure 6.3 
reveals that theory and observation can be reconciled only 
if the nitrogen abundance varies over a larger factor than 
the oxygen abundance. The SNRs in the Magellanic 
Irregulars NGC 6822 and IC 1613 have oxygen abundances of
0.7 - 1.5 x 10~4 and o/N abundance ratios of 12-20. At 
the other extreme, RCW 103 in our Galaxy and the SNR BA 
416 and 55 in M31 appear to have oxygen abundances in the 
range 1.0 - 1.5 x 10~^ and an O/N abundance ratio of 
order 3. This result is consistent with nitrogen being 
produced as a pure secondary nucleosynthesis element, but 
comparisons of one galaxy with another are dangerous, and 
we do not necessarily advocate this conclusion. These 
effects were found and discussed in an earlier paper 
(Binette et al. 1982) where alternative scenarios are also 
discussed.
There is little evidence that the O/S ratio is 
variable. This is clear from Figure 6.11 in which we plot 
the [OIII]/H3 ratio against the [SII]X6731/Ha ratio. Both 
observations and theoretical trajectories are shown.
Within the errors of the theory and data, there is only a 
maximum factor of two variation in O/S ratio over an 
abundance range of order sixteen. We conclude that, for 
extragalactic SNR, O/S = 4 5 + 1 5  by number. This result
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Figure 6 . 1 1  The [OIII] X 4 9 5 9 , 5 0 0 7  & over H$ ratio against the [SII] 
X6731 & over Ha ratio . The lines join models of 
increasing abundances as in figure 6.8 but for three 
different sulfur abundances with respect to oxygen.
Dots represent observed SNRs.
Lo
g 
(4
95
9,
50
07
/4
86
1)
- 1-0 -0-5
Log (6731/6563)
0-0
189
suggests that S, like 0 is a primary element, and is at 
variance with the conclusions reached by observations of 
main-sequence F and G stars. (Clegg, Lambert and Tomkin 
1981.) These show that S varies as Fe, and that this 
variation is more rapid than that of 0 so that oxygen is 
relatively overabundant in the metal deficient stars. It 
is interesting to note that our result does agree with 
data obtained from both HII regions and planetary nebulae 
(Kaler 1981). We must therefore conclude that some 
process, possibly occurring at the time of formation of 
the stars is producing the change in S/O ratios. A 
plausible process is grain sedimentation in the proto- 
stellar cloud. This possibility is further supported by 
the puzzling discrepancy between oxygen abundances 
inferred for SNR and HII regions in the solar 
neighborhood, Z(0)~ 3 x 10-4/ and the somewhat higher 
solar value. It is difficult to understand why local 
oxygen abundances in the interstellar medium should be 
lower than the Sun, considering that additional processing 
of the interstellar medium must have occurred during the 
lifetime of the Sun. This mild depletion of oxygen, 
coupled with the stronger depletion of C, Mg and Si seen 
in the Cygnus Loop (Binette et al. 1982) suggests that 
refractory grain materials are involved either in the 
sedimentation process mentioned above, or by their 
survival in the post-shock gas. This latter possibility 
is unlikely for shock velocities in excess of about 100 km 
s-1 (Cowie 1978; Shull 1980).
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C. UV Abundance Diagnostics
Although UV spectra of high quality exist for only 
three remnants (Benvenuti, D'Odorico and Dopita 1979,
1980; Raymond et al. 1980), it is clear that the advent 
of the Space Telescope and STARLAB will lead to an 
explosive growth in this data base. In principal, the 
rich UV spectrum of SNRs with strong emission in many 
different stages of ionisation can be used for accurate 
plasma diagnostics and abundance determinations for a wide 
variety of elements, including C, Mg, Si and Al which are 
not accessible from ground-based observations. Other 
elements such as S and N appear in many more stages of 
ionisation, and this should also permit much more accurate 
measurement of their abundance.
In practice, we know already from both theory and 
observation that the resonance lines suffer from radiative 
transfer effects both in the shock structure itself and in 
the interstellar medium in the line-of-sight to the SNR 
(Raymond et al. 1980, 1981; Benvenuti et al. 1980). The 
latter is particularly severe for the low excitation 
species, and the former affects all species and is very 
geometry-dependent. Thus, resonance lines are not in 
general useful as abundance indicators, and for the rest 
of this section we restrict our attention to the inter­
combination lines which suffer neither self-absorption nor 
collisional de-excitation for the physical conditions 
encountered in SNR shocks.
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A radiative shock will have at any chosen temperature 
in the post-shock gas, an ionisation structure in part 
dependent on the shock conditions and in part on the 
chemical abundance of the gas. It was demonstrated above 
that by the time the recombination zone of hydrogen is 
approached, the plasma retains little ’memory' of the 
initial ionisation conditions or shock temperature. 
However, in this zone the saturation effect limits the 
utility of low excitation forbidden lines as abundance 
diagnostics.
Species of very high ionisation state, on the other 
hand, will primarily be sensitive to shock conditions and 
therefore of little use for abundance diagnostics. As the 
shock velocity increases, the zone in which these species 
emit will extend until it becomes limited by recombinat­
ions from the next higher stage of ionisation. The 
emission zone can then be said to be complete, and the 
ionisation structure becomes essentially invariant and 
independent of the shock conditions. When this point is 
reached, the relative flux in the line becomes constant 
with respect to other lines produced in complete 
ionisation zones and depends only on the relative 
abundances of the species compared. A semi-empirical 
formulation of this effect was given by Benvenuti, 
D'Odorico and Dopita (1979). Figures 6.12 and 6.13 make 
this point clear. These figures correspond to the models 
of Figures 6.5 and 6.6, described above, and demonstrate 
the velocity dependent effect on the flux of CII] A2326 Ä
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Figure 6.12 Computed line intensities for CIII] Xl909 £, CII] X2326 
A, OIII] X1664 and OIV] X1401 & with respect to Hß as 
a function of shock velocity Vs •
2326
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Figure 6.13 Same as figure 6.12 but for models that assume singly 
pre-ionised elements at any shock velocity V
50
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CIII] A1909 X, OIII] A1664 % and OIV] A1401 X with respect 
to Hß. To an accuracy of 0.2 dex, the relative line fluxes 
of the first three species saturate for shock velocities 
in excess of 100 km s“l, however, the OIV] line shows a 
tendency to saturate only for a shock velocity in excess 
of 150 km s“1.
The somewhat greater variability of the UV lines 
compared with the optical lines in the saturation zone is 
connected with the ionisation of helium. In the range 
100-150 km s 1, helium lies between the singly and 
doubly ionised stages in the post-shock gas. Since 
collisional excitation of the singly ionised species is 
such an important cooling process, and materially affects 
the cooling time, the gradual conversion to full 
ionisation at high velocity results in a slow change of 
ionisation structure for a given element even when the 
ionisation zone is complete in the sense described above.
In view of the saturation of lines of the neutral and 
singly ionised species on the one hand, and the 
sensitivity of the highly ionised species to shock 
conditions on the other; we argue that intercombination 
lines of species of intermediate ionisation give the best 
abundance diagnostics.
In Figure 6.14 we plot the relative fluxes of CIII] 
^1909 A and OIII] A 1664 X with respect to Hß. The sets of 
models, used, with varying metallicity and O/C ratio are
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Figure 6.14 The CIII] \1909 A over Hß ratio against the OIII] Xl664 
& over Hß ratio as a function of chemical abundances.
The models were computed for three different 0/C ratios.
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Figure 6.15 The Silll] X1898 X over Hß ratio against the OIII] 
A.1664 8 over Hß ratio as a function of chemical 
abundances. The models were computed for three
different O/C ratios.
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Figure 6.16 The NIII] A1746 X over Hß ratio against the OIII] A1664 
X over Hß ratio as a function of chemical abundances. 
The models were computed for five different 0/N ratios.
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Figure 6.17 The NIV] X1486 ft over Hß ratio against the OIV] A1401 ft 
over Hß ratio as a function of chemical abundances.
The models were computed for five different 0/N ratios.
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the same used in preparation of the optical abundance 
diagnostic plots. Note that saturation effects are very 
weak and apparent only at the highest abundance, and that, 
if the shock velocity is high enough, these lines can give 
both an oxygen abundance and an 0/C abundance ratio 
without ambiguity. Similar results apply for Si using the 
S i m ]  X1898 X line (Fig. 6.15) and for N using the NIII] 
X1746 X line (Fig. 6.16) .
Lines of higher excitation may be used, if shock 
velocities are high enough, since their behavior with 
abundance is very regular. Figure 6.17 illustrates this 
for the flux ratios with respect to HP of NIV] X1486 X and 
OIV] X1401 X.
6.5______A METALLICITY INDEX
Since, in the optical wavelengths, the [OIII], [Nil] 
and [SII] lines are each primarily sensitive to the 
chemical abundances of the respective elements, a greater 
sensitivity could be achieved by multiplying their fluxes 
with respect to adjacent Balmer lines together. We 
therefore define a metallicity index, M, by:
, (6731). , I 6548+6548)i°g H = log {--gsgg— )
, (4959+5007)
+ log {--4861— f
If each line ratio were equally sensitive to abundance, 
then log M should depend only on the sum of the 
logarithmic abundances of N, 0 and S. To produce a
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quantity proportional to the 'metal' abundance, we define 
an abundance, A, by:
log A = 0.8 + j j log(N/H) + log(0/H) + log(S/H)}
the additive factor 0.8 is arbitrary and is chosen so 
that, for a reasonable choice of N/H and S/H, log A « 
log(O/H).
With this choice of log M, log A we plot the 
theoretical values for each of our models in Figure 6.18. 
The close clustering of points shows that a relation does 
indeed exist, and that a measure of log M in a spectrum 
will give a ready estimate of the metallicity of the 
material passing through the shock, to an accuracy of 
order 0.2 dex. For log A K -3.2, saturation effects 
become important and sensitivity is lost when log A ^ -2.7.
On the basis of this index, we re-examine the data on 
M31 for an abundance gradient. Blair, Kirshner and 
Chevalier (1981, 1982) find evidence for a gradient in N 
but not in 0 or S from their SNR observations. This 
result does not agree with the HII regions which do show a 
regular 0 abundance gradient. We now know, from the above 
discussion, that saturation in the [Oil] lines is a 
serious effect, and can account for the discrepancy 
between the SNR and HII region results.
Figure 6.19 plots log A derived from the observed 
metallicity index against galactocentric distance for 
M31. Error bars are proportional to the scatter on the 
log M/log A relationship. The data are consistent with an
201
Figure 6.18 Abundance (A) against the metallicity index (M) for all
the models (see text).
Log A
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Figure 6.19 The dots represent the abundance (A) derived from the 
observed metallicity index of SNRs in M31 versus 
galactocentric distance R in M31. The line represents 
a linear least-squares fit to the points.
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Figure 6.20 Same as figure 6.19 but for the SNRs in M33.
R(kpc)
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abundance gradient of -0.05 0.02 dex kpc“l, a figure
very similar to that found for SNR in our Galaxy (Binette 
et al. 1982). Two points, corresponding to the regions 
BA337 and BA370 are clearly discrepant. These regions may 
be shock excited by low velocity shocks because the [OIII] 
lines are so weak. However, they are also characterised 
by somewhat weak [SII] lines for their galactocentric 
distance and we think it more likely that they are in fact 
low-excitation HII regions.
The abundance gradient for M33, derived in similar 
manner from the observations of Dopita, D'Odorico and 
Benvenuti (1980), is quite different (Fig. 6.20).
Although the data show a pronounced [NII]/[SII] gradient, 
there is very little evidence of an abundance gradient out 
to 3 kpc on the basis of Figure 6.20, and the two 
outermost points show a dramatic drop. If one insisted in 
making a linear least-squares fit to the points, a
gradient of -0.08 + dex kpc  ^ would be indicated. A
small 0 abundance gradient in the inner 3 kpc was also 
found by Dopita, D'Odorico and Benvenuti (1980), but since 
this occurred for near-saturation in the [Oil] lines, it 
was not unambiguous.
6.6______ CONCLUSIONS
From our new grid of models, we conclude that for 
shock velocities in excess of about 100 km s”l, the 
visible spectrum of a radiative shock depends primarily on
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the chemical abundances. This is borne out by the 
observational material, which with the theoretical models 
presented here enables relative abundances of N, 0 and S 
to be determined and the size of the galactic abundance 
gradients to be measured. We find:
1. The oxygen/nitrogen abundance ratio depends 
strongly on oxygen abundance from around 15 at Z(O) =
10~4 to around 3 at Z(0) = 10“3.
2. There is no evidence for a change in oxygen/ 
sulphur abundance ratio. This appears to be 45 + 15 in 
all objects observed.
3. The chemical abundance gradient in M31 is -0.05 + 
0.02 dex kpc--*-, but the abundance gradient in M33 cannot 
be characterised by a linear slope.
The ultraviolet intercombination lines have been 
investigated as diagnostic tools for measuring abundances 
in SNRs, and proven to be, in general, more sensitive in 
this regard than the visible lines. Application of these 
techniques must await the advent of Space Telescope and
STARLAB.
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