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Summary
Markov chain Monte Carlo (MCMC) methods often have difficulties in moving
between isolated modes. To understand these difficulties, some MCMC theory
and some mode jumping approaches will be reviewed, first in fixed dimension
and later in variable dimension. The focus will lie on improving the efficiency
of the powerful, but computationally expensive method “tempered transitions”.
A technique for optimising the method’s parameters (“temperatures”) will
be proposed. It will be demonstrated that the default choice of geometric
temperatures can be far from optimal. The tuning technique will then be
tested on a hard applied sampling problem, namely on sampling from a fixed-
dimensional mixture model. The results will show that the optimisation is
robust and performs well and that tempered transitions achieves mode jumping
(“label-switching”) where standard MCMC fails. Since mixture models are
often of variable dimension, it will be verified that tempered transitions and
the tuning technique can also be applied in variable-dimensional problems.
Tests on a variable-dimensional mixture model will confirm that tempered
transitions also improves jumps between dimensions.
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Chapter 1
Research Overview
1.1 Introduction
The work on “Mode Jumping in MCMC” is motivated by the indispensability
of Markov chain Monte Carlo (MCMC) methods for the analysis of complex
statistical models, which arise in a wide area of applications, for example in
image analysis (e.g. in restoring blurred images), in spatial-temporal modelling
(e.g. in simulating climate changes) or in cluster analysis (e.g. in identifying
the genes in charge of the immune system). Due to the complexity, we can often
only gain insight into the model by simulating its behaviour on the computer.
A very common way of stochastic simulation – and often the only way – is to
use MCMC methods.
Overall, MCMC is a very flexible and constantly growing class of methods.
Each member of the class, however, has its flaws, which will show in certain
cases. These shortcomings may lead to severe errors in the statistical inference.
Therefore, it is essential to learn about what the drawbacks are and when they
might arise. This knowledge can then be used to safeguard against such errors,
for example by choosing an appropriate MCMC method and by monitoring
its behaviour, so that MCMC performs well in many situations. The good
experience encourages researchers to stretch the potential of MCMC either by
fighting imperfection or by conquering new areas of application.
In this spirit, the following research on “Mode Jumping in MCMC” is dealing
with one of the severe shortcomings, the lack of mode jumping in a multimodal
environment, to which many MCMC methods are prone. The research
overview starts with a crude description of the mode jumping problem, it then
1
guides through the course of investigation by a motivation-oriented summary
of the main issues and results.
1.2 Lack of mode jumping in MCMC and its
consequences
In statistics, being interested in a model means being interested in the
associated probability distribution, which we will call p(x). Often the only
way to learn about the model, or more precisely about the distribution p(x), is
to generate and analyse samples from this distribution. In complex problems,
these samples are produced by MCMC simulation.
MCMC offers an indirect way of sampling from a distribution p(x): it generates
states from a different random process, namely from a Markov chain, which
converges to the desired distribution in equilibrium; due to this convergence
property, the states of the Markov chain can be considered samples from the
desired distribution, once the Markov chain has reached its equilibrium.
To illustrate how MCMC works, we will describe a very basic method for
sampling from a distribution p(x) defined on Rd. This method constructs a
Markov chain, which moves from state to state by the following iterative rule:
if the current state of the Markov chain is x = (x1, . . . , xd) ∈ Rd, a proposal
state x′ = (x′1, . . . , x
′
d) ∈ Rd is drawn from a multivariate normal distribution
centred at the current state, i.e. x′ ∼ Nd(x,Σ). A random decision will then
determine the next state of the Markov chain: the next state will be either the
proposal state x′
(
with probability α(x, x′) = min
{
1, p(x
′)
p(x)
})
or the current
state x. If the proposal state is chosen, we say that the proposal has been
accepted, otherwise that it has been rejected. The form of the acceptance
probability α(x, x′) = min
{
1, p(x
′)
p(x)
}
shows that a proposal state of higher
probability than the current state (i.e. p(x′) > p(x)) is always accepted, while
a proposal state of a much smaller probability than the current state (i.e.
p(x′)  p(x)) is almost always rejected. In consequence, the Markov chain
seeks high-probability areas (the modes of the distribution) and shuns low-
probability areas.
If proposal states frequently land in low-probability area, the Markov chain
keeps rejecting proposals and thus hardly moves. In that case, the number of
2
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Figure 1-1: Suppose the chain currently visits the state x = (x1, x2). A
joint proposal x′ = (x′1, x
′
2) will lie in low-probability area if it contains
at least one “badly” fitted component, say x′1, in the sense that the
hypothetical state x′′ = (x1, x
′
2) would be in high-probability area. Such
a proposal x′ is very likely to be rejected so that the chain remains in the
current state x. Replacing the joint proposal by one sweep of component-
wise proposals increases the probability that at least some movement takes
place: first the move x to x′′ may be considered and with high probability
accepted; if x′′ is accepted, then the move from x′′ to x′ may be proposed
and with high probability rejected, so that the chain is very likely to end
up in x′′ after the sweep.
iterations needed for convergence of the method may lie far beyond feasibility.
In particular, if the dimension d of the problem is high and all components are
updated jointly, the probability that a proposal lies in low-probability area is
high.
For the proposal’s landing in low-probability area, it suffices that one of its
components, say x′1, is unlikely or badly fitted in the sense that the state
without this component, i.e. the hypothetical state x′′ = (x1, x
′
2, . . . , x
′
d) lies in
high-probability area. This is illustrated in Figure 1-1 for the two-dimensional
case d = 2. Unfortunately, along with the rejection the information is also
lost: in standard MCMC, there is no way of telling the algorithm to substitute
the “badly” fitted component x′1 in the proposal state x
′ = (x′1, . . . , x
′
d) by the
well fitted component x1 of the current state x and then to try again; such a
modified state x′′ = (x1, x
′
2, . . . , x
′
d) would have a better chance of acceptance.
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Figure 1-2: The drawback of component-wise updating is that modes
outside the proposal directions, which are fixed by the current state x,
cannot be attained.
What we can do, however, is to propose changes in only one component at
a time. The proposal mechanism is then similar: if we are currently in
x = (x1, x2, . . . , xd), a new value for one of the components, say the first
component, is drawn from the corresponding univariate normal distribution
x′1 ∼ N (x1, σ2). The proposal state is then set equal to x′ = (x′1, x2, . . . , xd) and
accepted with probability α(x, x′) = min
{
1, p(x
′)
p(x)
}
as before. Markov chains
based on such a component-wise update tend to have much higher acceptance
rates and often mix well within one mode. However, component-wise updates
limit the flexibility of the Markov chain since it can only move along the fixed
directions. Within a single mode, this is usually not a serious restriction since
every part of the single mode can be reached by a combination of moves along
the fixed directions. Mixing between modes, however, will be impossible in the
special case that the modes are separated by low-probability area and do not
lie in a line with one of the fixed directions. Moving between such modes would
require changing several components, which can neither be done at once (by
definition of the component-wise update) nor in a sequence of component-wise
moves since at least one of these sequential moves would lead into the low-
probability area, which separates the modes, and thus be rejected (see Figure
1-2). Unfortunately, the alternative strategy of updating components jointly,
which is able to jump between such modes at least in theory, does not perform
any better; for changing more than one component at once increases the area
4
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Figure 1-3: When updating components jointly, the area of possible
proposal states may be so large that the probability of finding another
mode is very small.
of possible proposal states substantially so that the probability of proposing a
state from the other mode will be small. This is demonstrated in Figure 1-3
for the two-dimensional case. In this figure, the probability of proposing states
from the other mode may still seem acceptable. However, this probability
decreases with increasing dimension so that it will be unacceptably small in
high-dimensional problems. In summary, standard MCMC mixes either poorly
or not at all between modes.
If a Markov chain fails to visit some of the modes, it will convey incomplete
information about the distribution of interest. As a result, any statistical
inference based on this information will be incorrect. A complication is that
it is hard to detect the lack of mode jumping because we often know too little
about the number and location of modes to be able to verify that all modes
have been visited. So far, poor mixing between modes is usually discovered
by comparing the behaviour of several Markov chains which converge to the
same equilibrium distribution. This is part of the convergence diagnostic for
Markov chains. If all these chains are trapped in different modes of the
distribution, it is obvious that the MCMC method is not mixing at all and
that convergence has not taken place. Otherwise, if all the chains visit the
same modes, good mixing and convergence of the MCMC method are assumed.
Unfortunately, this assumption may be false; it might as well be that none of
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the chains was able to discover the remaining modes of the distribution. Since
the convergence diagnostic depends heavily on the MCMC method, it is only
as reliable as this method and thus of limited help in the monitoring of MCMC.
It is therefore inevitable to tackle the mixing problem directly by developing
the mode jumping ability of MCMC further. The following research on “Mode
Jumping in MCMC” is dedicated to this task. It aims to find and improve
MCMC methods which can discover all the (possibly unknown) modes of a
distribution and also jump frequently between them. Once this is achieved, a
second step would be to find a reliable diagnostic which can tell whether all
modes have been discovered. Developing such a diagnostic is not attempted
here; it would be a worthy topic for future research.
1.3 Achieving and improving mode jumping in
MCMC
1.3.1 Investigating mode jumping
The following investigation of “Mode Jumping in MCMC” consists of four parts:
the first part explores the lack of mode jumping and possible remedies in
problems of fixed dimension (Chapters 2 to 4). The second part improves
the powerful, but expensive mode jumping method “tempered transitions”
by developing a cost-reduction technique (Chapters 5 to 7). The third part
extends the improved tempered transitions method to problems of variable
dimension (Chapters 8 and 9). The final part closes the investigation by
summarising and discussing the results and by suggesting areas of further
research (Chapter 10).
The first part starts with an introduction to general MCMC and its alternatives
(Chapter 2). The focus will lie on theory and construction of MCMC methods.
This is necessary to fully understand the nature of the mode jumping problem.
The ideas behind existing mode jumping approaches are then reviewed and
their qualities assessed (Chapter 3). One of the promising mode jumping
methods “tempered transitions” uses ideas from stochastic optimisation to
slowly expand and then gradually contract the basin of attraction of each
mode. This procedure allows the MCMC sampler to escape from the current
mode and then to climb a new one. A similar approach is taken by another
MCMC method “mode jumping via local optimisation”. This method enables
6
mode climbing by deterministic rather than stochastic optimisation. Both
methods, mode jumping via local optimisation and tempered transitions, have
advantages and disadvantages so that it is not clear which method to prefer.
So far, no comparative studies have been carried out. To fill this gap, tempered
transitions and mode jumping via local optimisation are tested on a toy
example (Chapter 4). The comparison shows that tempered transitions is not
only the less expensive, but also the better mixing method. Despite being less
expensive, tempered transitions still comes at a very high computational cost.
So far, it is recommended to reduce the cost by tuning the method by trial
and error. As this procedure may be tedious, a more efficient way of tuning is
desirable. Finding such a way will fill the second part of this investigation.
1.3.2 Improving mode jumping in tempered transitions
The second part deals with the cost-efficiency of tempered transitions.
Tempered transitions achieves jumps between modes of the distribution of
interest via an auxiliary path generated under auxiliary distributions. Here a
very common class of tempered transitions methods is investigated. This class
samples from a distribution of the form p(x) ∝ pi(x) exp [−β0 h(x)] where the
parameter β0 is usually set equal to one by excursions over its tempered versions
pβi(x) ∝ pi(x) exp [−βi h(x)], i = 0, . . . , n, each of which is characterised by
the so-called inverse temperature βi ∈ [0, 1]. The function h(x) is called the
energy function.
Under idealising assumptions, the efficiency of the method depends solely
on the temperature scheme {βi}ni=0. For a given number of temperatures
n, the true tuning problem is to find a temperature sequence between the
smallest value βmin and the target temperature β0 that maximises the expected
acceptance probability of the algorithm. In most cases, the true problem is
intractable. But we can tackle it implicitly by the related, albeit not equivalent
problem of minimising the “sum of squares”
S ({βi}ni=0) =
n−1∑
i=0
(βi − βi+1) [g(βi+1)− g(βi)]
where
g(β) := Epβ [h(X)] .
We will explain how these problems are connected and how the related problem
can be solved if the curve g(β) is known (Chapter 5). To get a feeling for
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the closeness of the two optimisation problems, we will compare the optimal
solutions in the special case of sampling from the simplified Witch’s Hat
distribution, in which both problems are tractable (Chapter 6). Since the
solution depends on the shape of the curve g(β), we will cover the range of
shapes that the curve can take by looking at various Witch’s Hat examples.
In all examples, there is little difference between the two optimal solutions;
it seems that the related optimisation problem is not a bad approximation
to the true optimisation problem. Originally, it was recommended to use
a geometric temperature scheme. We will demonstrate that this scheme
can be far from optimal. We will also derive criteria for assessing the
appropriateness of a certain scheme. Furthermore, we will show that carrying
out the optimisation under idealising assumptions also improves the efficiency
of tempered transitions if these assumptions are not met. Encouraged by
these results, the optimisation technique is extended so that it can also be
applied to complex problems, where g(β) is not analytically available. In
this case, the key idea is to estimate g(β) for some β values by importance
sampling and then to interpolate g(β) for all the remaining β values; based
on this interpolation, the optimisation technique can be carried out as before
(Chapter 7). Finally, the extended technique and its robustness are tested on
a complex sampling problem, namely on sampling from a fixed-dimensional
mixture of distributions, which model the well-known “galaxy data”. The
results are very satisfying. They show not only that the extended optimisation
technique is robust and performing well, but also that the method of tempered
transitions achieves mode jumping between modes (caused by the so-called
“label switching”), while standard MCMC methods fail.
1.3.3 Tempered transitions in variable dimension
Since tempered transitions is a powerful mode jumping method, the third part
of this investigation discusses its application to complex problems of variable
dimension. First, the standard trans-dimensional MCMC method “reversible
jump MCMC” is introduced with discussion of theory, mixing problems and
further developments (Chapter 8). Then the validity of combining RJMCMC
with tempered transitions is verified, before its application is tested on the
variable-dimensional mixture model of the “galaxy” data (Chapter 9). In
the “galaxy” example, both standard RJMCMC and variable-dimensional
tempered transitions perform satisfactorily. However, tempered transitions
is again more efficient.
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1.3.4 Conclusions
The fourth part (Chapter 10) will discuss this work on “Mode Jumping in
MCMC” and point out possible directions of future research. As we have
already summarised the research above, we will now only mention the ideas
for further research. We have learnt that tempering methods are good
at mode jumping and that the tuning technique works well for tempered
transitions. Hence, it seems rewarding to investigate whether similar tuning
techniques can be applied to optimise other tempering methods. We have
also learnt that basing convergence diagnostics on the MCMC method under
investigation leads to unreliable diagnostics because this method may not
have visited a certain region at all. Due to the better mixing at higher
temperatures, it may be possible to develop a reliable convergence diagnostic
based on the information gained at a hot temperature. For example, if
there is a variable whose empirical mean only converges to the (unknown)
theoretical mean when the sampler is visiting all the modes, we could estimate
the true mean by importance sampling (based on a sample from the hot
distribution) and compare this estimate with the one obtained by normal
MCMC estimation (based on a sample from the target distribution). If both
estimates approximately agree, we can infer that convergence has taken place.
9
Chapter 2
MCMC Theory
2.1 Introduction
In statistical inference, the problem of evaluating expected values of the form
Epi [h(X)] =
∫
h(x) pi(x)µ(dx) is omnipresent (Section 2.2). It can often be
tackled by Markov chain Monte Carlo (MCMC) estimation. MCMC is a
sophisticated method which should only be applied if no simpler method such
as Monte Carlo estimation (Section 2.3) is feasible. It is helpful to understand
the complexity of MCMC before starting working with the method. The roots
of the complexity lie in the theoretical foundation of MCMC. In MCMC,
we set up a Markov chain which converges to the target distribution pi in
equilibrium (Section 2.4). If we run this Markov chain long enough, we can
use its states X1, . . . , XN for estimating Epi [h(X)] by the empirical average
h¯N =
1
N
∑N
i=1 h(Xi) (Section 2.5). The accuracy of the estimator depends very
much on the mixing properties of the chain. The art of MCMC lies therefore
in its construction. The generality of the method offers a great freedom
of design. Among the various MCMC methods, some standard methods
(Metropolis-Hastings algorithm and Gibbs sampler) have been proven helpful
either on their own or as part of a more sophisticated MCMC method (Section
2.6). The design is not the only worry when implementing MCMC. A very
important issue is how to diagnose the convergence of the chain (Section 2.7).
Another issue is how many iterations the chain needs to find the modal area
of the distribution. Discarding these iterations improves the accuracy of the
estimation (Section 2.8). In the past, there was also much dispute on whether
the estimation should be based on the output of a single chain or on the pooled
output of several chains (Section 2.9).
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2.2 Expectations of random variables
Many problems which we face in statistical inference can be reduced to the
problem of obtaining the expected value of some function of random variables.
A common example is determining the mean or the variance. To define the
expectation of a random variable X or of its function h(X), we have to
introduce some notation. Recall that, in statistics, the random variable X
is defined on the σ-finite measure space (Ω,A, µ). The measure space consists
of the sample space (or state space) Ω, the σ-finite measure µ and the σ-algebra
A, which contains all measurable sets A ⊂ Ω. For instance, if the sample space
Ω is discrete (e.g. Ω = Zd), then the measure µ is the counting measure; if
Ω is continuous (e.g. Ω = Rd), then µ is the Lebesgue measure. On this
space, the random variable is defined by a distribution or equivalently by a
density. It is common to simplify notation by using the same expression for
both distribution and density. In the following, we will denote the distribution
and density of X by pi. This enables us to express the expected value Epi [h(X)]
by the integral
Epi [h(X)] =
∫
Ω
h(x)pi(x)µ(dx).
If h(x) is an indicator function, the expected value represents a probability:
let
 
A(x) =

1 if x ∈ A,0 otherwise,
be the indicator function that x lies in the set A, then the expectation
Epi [  A(X)] describes the probability P {X ∈ A} that X lies in A, for
Epi [
 
A(X)] =
∫
Ω
 
A(x)pi(x)µ(dx)
=
∫
A
pi(x)µ(dx)
= P {X ∈ A} .
In simple cases, we can evaluate Epi [h(X)] by analytical or numerical
integration. If this is not feasible, another possibility is to estimate the
expectation by the empirical mean over a sample generated by Monte Carlo or
Markov chain Monte Carlo simulation. Let us start with the simpler method
of the two, Monte Carlo estimation.
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2.3 Monte Carlo estimation
The most common way of Monte Carlo estimation is to draw exact and
independent samples X1, X2, . . . , XN from the distribution pi(x) and to plug
them into the estimator
h¯N =
1
N
N∑
i=1
h(Xi),
which converges to Epi [h(X)] as N goes to infinity. Due to the independence
between samples, the convergence of this estimator can be verified by the law
of large numbers and the central limit theorem (for example given in Grimmett
and Stirzaker 2004, Section 5.10): by the law of large numbers, the estimator
converges in distribution to the expectation
h¯N =
1
N
N∑
i=1
h(Xi)
D−→ Epi [h(X)] as N →∞;
moreover, if the variance varpi [h(X)] is finite, then, by the central limit
theorem, the Monte Carlo error is asymptotically normally distributed,
√
N
{
h¯N − Epi [h(X)]
} D−→ N (0, varpi [h(X)] ) as N →∞. (2.1)
For generating samples from pi(x), a variety of techniques is employed
including pseudo-random-number generators, transformation of variables (i.e.
inversion), rejection sampling and other distribution-specific approaches. Most
methods yield independent samples; some methods, however, deliberately
induce negative autocorrelations (and thus dependencies) between samples
(“antithetic variables”) and thus achieve a smaller variance in estimation than
independent sampling methods do. Many of these sampling methods, including
algorithms for standard distributions, are described in Ripley (1987). Some
additional advice regarding the simulation of standard random variables can
be found in Gelman, Carlin, Stern and Rubin (2004, Appendix A).
Another way of estimation is importance sampling. We use it if we cannot
easily sample from the distribution pi, but are able to produce samples from an
over-dispersed distribution ψ, which covers the modes and tails of pi. Although
importance sampling originates in Monte Carlo estimation, it also works when
the estimation is based on MCMC samples. Importance sampling uses a “trick”
to estimate the desired expectation. It expresses the original expectation
Epi [h(X)], which is given with respect to pi, by the ratio of two different
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expectations, each with respect to the “importance sampling distribution” ψ:
Epi [h(X)] =
∫
Ω
h(x) pi(x)ψ(x) ψ(x)µ(dx)∫
Ω
pi(x)
ψ(x) ψ(x)µ(dx)
=
 
Ω
h(x) pi(x)
ψ(x)
ψ(x)µ(dx)
 
Ω
ψ(x)µ(dx)
 
Ω
pi(x)
ψ(x)
ψ(x)µ(dx)
 
Ω
ψ(x)µ(dx)
=
Eψ
[
pi(X)
ψ(X) h(X)
]
Eψ
[
pi(X)
ψ(X)
]
where pi and ψ may be unnormalised. This expression shows that the
expectation can be estimated by generating y1, y2, . . . , yN from ψ(y) (by Monte
Carlo simulation or MCMC) and plugging these values into
̂Epi [h(X)] =
̂
Eψ
[
pi(X)
ψ(X) h(X)
]
̂
Eψ
[
pi(X)
ψ(X)
] =
 N
i=1
pi(yi)
ψ(yi)
h(yi)
N

N
i=1
pi(yi)
ψ(yi)
N
=
∑N
i=1 wi h(yi)∑N
i=1 wi
, wi =
pi(yi)
ψ(yi)
,
(see for example Hastings 1970). The ratios wi =
pi(yi)
ψ(yi)
, i = 1, . . . , N , are called
importance weights. The better the over-dispersed distribution ψ approximates
the desired distribution pi, the robuster is this estimation.
2.4 Markov chains for MCMC estimation
2.4.1 Markov chains
We will briefly discuss the key ingredients of MCMC simulation. For a
thorough probabilistic review, see for example the introduction to finite space
Markov chains with a section on MCMC in Grimmett and Stirzaker (2004,
Chapter 6) or the discussion of general state space MCMC in Tierney (1994), in
Tierney (1996) and in Robert and Casella (1999, Chapters 4 and 6). The latter
sources often refer to Markov chain theory presented in Nummelin (1984).
A Markov chain {Xt}t∈N0 is a discrete-time random process, which can be
best described by its transition kernel. A (Markov) transition kernel is a map
P : Ω×A → [0, 1], which is defined in such a way that, for every x ∈ Ω, the
function P (x, ·) is a probability measure, and for every A ∈ A, the function
P (·, A) is measurable. In particular, the Markov property means that
P (Xt, A) = P {Xt+1 ∈ A|X0, . . . , Xt−1, Xt}
= P {Xt+1 ∈ A|Xt} .
In other words, the next state Xt+1 of the Markov chain only depends on the
current state Xt, but not on any of the past states X0, . . . , Xt−1. The next state
Xt+1 is a random variable, which follows a probability distribution conditional
on the current state Xt. If we start the Markov chain in the state X0, the
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conditional distribution of the current state Xt given the initial state X0 is
given by
P {Xt ∈ A|X0} = P t(X0, A),
where P t denotes the tth iterate of the kernel P .
Markov chains used in MCMC are pi-invariant, pi-irreducible and aperiodic.
These notions shall be explained in the following sections.
2.4.2 Invariance
A Markov chain is invariant if
pi(A) =
∫
pi(dx)P (x,A) for all A ∈ A (global balance).
The most convenient way of achieving invariance is to construct a reversible
Markov chain because reversibility can be easily verified. A Markov chain is
reversible if the “detailed balance” condition holds. In the literature, both
of the following detailed balance definitions can be found: a Markov chain
satisfies the detailed balance condition if
pi(x)P (x, dx′) = pi(x′)P (x′, dx) for all x, x′ ∈ Ω (detailed balance)
or if∫
A
∫
B
pi(dx)P (x, dx′) =
∫
B
∫
A
pi(dx′)P (x′, dx) for all A,B ∈ A (detailed balance).
2.4.3 Irreducibility
A Markov chain is called pi-irreducible if it is able to visit all sets that have
positive probability under pi. More formally, pi-irreducibility says that, for
every initial state x ∈ Ω and for every set A ∈ A with pi(A) > 0, there exists
a time t = t(x,A) > 0 such that the probability P t(x,A) > 0 of visiting the
set A at time t given the starting point x is positive. The value of this time
t = t(x,A) may depend on the starting point x and the set A. Otherwise,
the Markov chain is reducible, which means that eventually it will be trapped
forever in one part of the sample space.
In the statistics literature, an irreducible Markov chain is sometimes called
“nearly reducible” if the probability of escaping from a (mode) trap is very
small.
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2.4.4 Aperiodicity
A pi-irreducible Markov chain is aperiodic if it does not move through the
sample space in a cyclic manner. A d-cycle is a sequence of d non-empty
disjoint sets {A0, A1, . . . , Ad−1}, through which the chain always passes in the
same order and out of which it cannot escape because the probability of moving
to the next set is equal to one. If the chain currently visits the set Ai and if this
set is not the last in the cycle, then the Markov chain will jump to the next set
Ai+1 with probability one (i.e. P (x,Ai+1) = 1 for all x ∈ Ai, i = 0, . . . , d− 2);
otherwise, if it visits the last set Ad−1, it will return to the very first set A0 also
with probability one (i.e. P (x,A0) = 1 for all x ∈ Ad−1). If there exists such
a d-cycle of length greater than one (d > 1), then the chain is called periodic
with period d, otherwise aperiodic.
For instance, the simple symmetric random walk on Z is periodic with period
d = 2. This random walk is structured as follows: if the Markov chain is
in x ∈ Z, it will either move to x + 1 or to x − 1 with equal probability
P (x, x + 1) = P (x, x − 1) = 1
2
in the next iteration. If it currently visits an
odd number, it is not able to visit the same or another odd number in the
next iteration; similarly, it can not move between even numbers within one
iteration. Let us denote the set of even numbers by A0 := {2 j : j ∈ Z} and
the set of odd numbers by A1 := {2 j + 1 : j ∈ Z}, then the chain constantly
moves between these two disjoint sets and thus has period d = 2. If we changed
the structure of the random walk such that there is always the possibility of
remaining in the current state, e.g. P (x, x) = P (x, x + 1) = P (x, x − 1) = 1
3
,
we would obtain an aperiodic Markov chain.
2.4.5 Ergodicity
If a Markov chain is pi-invariant, pi-irreducible and aperiodic, it converges to the
distribution pi. In MCMC, this distribution is often called target distribution
because it is the distribution from which we want to sample.
The convergence of a Markov chain to another distribution is often expressed
in terms of the total variation distance ‖·‖TV defined by∥∥P t(x, ·) − pi(·)∥∥
TV
:= sup
A
∣∣P t(x,A) − pi(A)∣∣ .
Note that there is also an alternative definition of the total variation distance,
which differs from this one by a factor of 2.
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For a pi-invariant, pi-irreducible and aperiodic Markov chain, we have that
lim
t→∞
∥∥P t(x, ·) − pi(·)∥∥
TV
→ 0, for pi-almost all x ∈ Ω.
From a theoretical point of view, it is a nuisance that convergence only takes
place for pi-almost all starting points. In practice, this does not matter because
all MCMC samplers that can be run on a computer satisfy an additional
condition “Harris recurrence” so that convergence from all starting points is
ensured (Chan and Geyer 1994). Roughly speaking, Harris recurrence means
that the Markov chain visits every relevant region of the sample space infinitely
often. The formal definition is that, for each B ⊂ Ω with pi(B) > 0,
P {Xn ∈ B infinitely often |X0 = x} = 1 for all x ∈ Ω.
If the Markov chain also satisfies Harris recurrence, it is ergodic, and the
following statements are equivalent:
1. The Markov chain is ergodic.
2. There exists a probability distribution pi such that
lim
t→∞
∥∥P t(x, ·) − pi(·)∥∥
TV
→ 0, for all x ∈ Ω.
3. The Markov chain is pi-invariant, pi-irreducible, aperiodic and Harris
recurrent.
In practice, checking invariance, irreducibility and aperiodicity suffices to verify
ergodicity.
2.4.6 Mixing
This research deals with slowly mixing Markov chains in MCMC. This is an
important research area because slow mixing causes slow convergence.
In general, mixing describes the lag t dependence structure of the Markov
chain, i.e. the dependence between the states Xi and Xi+t. One way of
measuring this dependence is the autocorrelation function
ρ(t) = corr(Xi, Xi+t), t = 0, 1, . . .
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A chain is called slowly/rapidly mixing if this dependence is slowly/rapidly
decaying in t (Geyer 1992).
In the statistics literature, “mixing” and “convergence” are used almost
interchangeably. This may be due to the closeness of both concepts:
certain types of mixing imply certain types of convergence and vice versa
(Tierney 1996, Robert 1994). For instance, exponential ϕ-mixing,
ϕ(t) := sup
A,B
|Ppi(Xt ∈ A|X0 ∈ B )−pi(A )| = O(rt),
is equivalent to uniform ergodicity,
∥∥P t(x, ·)− pi(·)∥∥
TV
≤Mrt for all x and all t,
where M and r are constants with M <∞ and 0 < r < 1.
In addition, “mixing” is often used informally to describe the flexibility of a
Markov chain. It is for example common to distinguish between the “mixing
between modes” and the “mixing within modes” when depicting the qualities of
an MCMC method. This informal notion is helpful to locate the source of slow
mixing. For instance, a Markov chain may be very fast in exploring a single
mode (“fast mixing within modes”), but hardly able to move between modes
(“poor mixing between modes”). In this situation, improving the method’s
mode jumping ability will speed up the mixing (and thus the convergence) of
the chain.
2.5 MCMC estimation
2.5.1 Justification
When using an MCMC method, we often have to check on a case-by-case basis
that this MCMC method generates an ergodic Markov chain which converges
to the distribution of interest. If this is verified, then the MCMC estimation
can be justified by the following ergodic theorem: suppose the Markov chain
{Xi}i∈N is ergodic and has equilibrium distribution pi; suppose further that
the expectation with respect to the absolute value of the function h(·) is finite,
Epi {|h(X)|} < ∞; then the empirical average h¯N = 1N
∑N
i=1 h(Xi), which is
based on the states of the Markov chain, converges almost surely to the desired
expectation Epi [h(X)] as N goes to infinity.
17
Furthermore, we know from time series and spectral analysis (Priestley 1981,
Section 5.3.2), that, for large N , the variance of the empirical mean h¯N is
approximately
var
(
h¯N
) ∼ 1
N
varpi [h(X)] τ(h)
where τ(h) denotes the integrated autocorrelation time
τ(h) =
∞∑
t=−∞
ρt(h) = 1 + 2
∞∑
t=1
ρt(h)
and ρt(h) denotes the autocorrelation of the chain {h(Xi)} at lag t
ρt(h) = ρ−t(h) =
γt(h)
γ0(h)
where γt(h) = γ−t(h) = cov [h(Xi), h(Xi+t)] .
Hence, the estimator’s variance is proportional to the integrated autocorrela-
tion time τ(h).
A stronger convergence result (central limit theorem) holds for example if the
Markov chain is ergodic and reversible (Geyer 1992, Theorem 2.1):
√
N
{
h¯N − Epi [h(X)]
} D−→ N (0, varpi [h(X)] τ(h)), as N →∞. (2.2)
A comparison between the central limit theorems (2.1) and (2.2) shows that
the variance of the MCMC error differs from the variance of the Monte Carlo
error by a factor of τ(h). Since τ(h) is usually greater than one, Monte Carlo
estimation is more accurate and should be preferred whenever possible.
2.5.2 Measures of performance
The convergence result
var
(
h¯N
) ∼ 1
N
varpi [h(X)] τ(h)
can be used to assess the accuracy of a method if the number of iterations
N is fixed. For fixed N , the factor 1
N
varpi [h(X)] is a constant, albeit an
unknown one because it cannot be determined analytically. This constant is
the same for all methods so that, for each method, the quality of estimation
is fully characterised by the integrated autocorrelation time τ(h). Hence, τ(h)
can be used as a comparative measure for the accuracy of estimation under a
particular method.
Suppose we compare two methods with each other. Then the one with the
smaller integrated autocorrelation time is the more accurate one. If a method is
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assessed on its own, we can judge how it performs in comparison to independent
sampling. Independent sampling yields an integrated autocorrelation time
equal to one since independence implies that ρ0(h) = 1 and ρt(h) = 0 for
all t 6= 0 so that τ(h) = ∑∞t=−∞ ρt(h) = 1. Hence, τ(h) = 1 is the benchmark
of the comparative measure. Usually, MCMC is less accurate (τ(h) > 1) than
independent sampling because samples tend to be positively autocorrelated.
A higher accuracy (τ(h) < 1) can only be achieved through strong negative
autocorrelations between the MCMC samples. In general, methods producing
such negative autocorrelations are rare; however, in some special cases, they
exist [see Green and Han’s (1992) method for example].
When comparing two methods, we have not only to consider the accuracy of
estimation, but also the computational cost. Suppose one method is twice
as accurate than the other, but takes ten times longer to generate the same
sample size, then it is five times less cost-efficient so that the other method is
usually preferred. Hence, a measure for cost-efficiency is computing time (for
fixed N) times integrated autocorrelation time.
Usually, the integrated autocorrelation time τ(h) cannot be determined directly
so that it has to be estimated. One has to be careful with the choice of
estimator. The “natural” estimator τˆnat(h) = 1 + 2
∑N−1
t=1 ρˆt(h) is a bad choice
because it is inconsistent, but alternative estimators exist (see for example
Priestley (1981, Section 6.2.3)).
If the samples are produced by a reversible MCMC method, then a very good
estimator for τ(h) is Geyer’s (1992) initial positive sequence estimator. This
estimator checks whether the sample autocorrelations behave as theoretically
expected. In theory, the reversibility of the chain implies that the sum of two
adjacent autocorrelations (starting at the even lag) is positive, ρ2k + ρ2k+1 > 0
for all k ∈ N0. In practice, we can only check the behaviour of the estimated
autocorrelations (sample autocorrelations). Since the sample autocorrelations
ρˆt(h) are also prone to error which increases as the lag t increases, it will
happen that ρˆ2k+ ρˆ2k+1 ≤ 0 at some point. When it happens for the first time,
the noise level of the sample autocorrelations is definitely reached. None of the
sample autocorrelations beyond this point should be used for estimating the
integrated autocorrelation time τ(h) because any estimator based on noise is
unreliable. In consequence, the initial positive sequence estimator only includes
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sample autocorrelations up to the first integer (m+ 1) at which this deviation
from theory occurs (ρˆ2(m+1) + ρˆ2(m+1)+1 ≤ 0).
More formally, the initial positive sequence estimator is given by
τˆ (h) = 1 + 2
M∑
t=1
ρˆt(h) (2.3)
where the “window-width” M = 2m+ 1 is defined by
m = max {t ∈ N0 : ρˆ2k(h) + ρˆ2k+1(h) > 0 for all k = 0, 1, . . . , t} .
The autocorrelations can be estimated by ρˆt(h) =
γˆt(h)
γˆ0(h)
where
γˆt(h) =
1
N
N−t∑
i=1
[
h(Xi)− h¯N
] [
h(Xi+t)− h¯N
]
as recommended in Priestley (1981, Sections 5.3.3 and 5.3.4).
It is sometimes suggested to reduce correlation between samples and thus to
improve the integrated autocorrelation time by “subsampling” (or “thinning”)
the chain, i.e. by taking only every kth sample. Weighing the gain against the
computational cost, it is usually best to take the entire sample (i.e. k = 1);
only in a few cases, k less than five is appropriate (Geyer 1991, Geyer 1992).
In practice, the sample is sometimes thinned to reduce the cost of storage or
the computational cost if calculating the quantity of interest is very expensive.
2.6 Standard MCMC methods
2.6.1 Metropolis-Hastings algorithm
In general, any method which produces a pi-invariant, pi-irreducible and
aperiodic Markov chain can be used to sample from the distribution pi and
to estimate any expectation Epi [h(X)]. However, there are some standard
methods, which shall be introduced here.
The most common MCMC method is the Metropolis-Hastings algorithm
(Hastings 1970). Given an initial state X0, it generates a reversible Markov
chain with invariant distribution pi in an iterative manner. At each iteration
t = 1, 2, . . . , N − 1, it proceeds as follows:
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Algorithm 2.1:
Step 1 Set x = Xt−1.
Step 2 Generate x′ from some proposal distribution q(x, x′) and calcu-
late the acceptance probability α(x, x′) of moving from x to x′:
α(x, x′) = min
{
1,
pi(x′) q(x′, x)
pi(x) q(x, x′)
}
.
Step 3 Draw u ∼ U (0, 1). If u < α(x, x′), then accept the move and set
Xt = x
′; else, remain in the current state and set Xt = x.
This algorithm defines the transition kernel
P (x, dx′) = p(x, x′)µ(dx′) + r(x)δx(dx
′)
with
p(x, x′) =

q(x, x
′)α(x, x′) if x 6= x′,
0 if x = x′,
and
r(x) = 1−
∫
q(x, x′)α(x, x′)µ(dx′),
and point mass δx. Reversibility is satisfied since
pi(x)p(x, x′) = pi(x′)p(x′, x) for all x, x′ ∈ Ω.
Hence, pi is the invariant distribution. Irreducibility and aperiodicity need to
be checked on a case-by-case basis. A sufficient condition for irreducibility is
that, for every x ∈ Ω, the proposal distribution satisfies q(x, x′) > 0 for all
x′ ∈ Ω. If in addition the set B = {x : r(x) > 0}, which contains all the
current states to which the sampler is able to return by rejection, has positive
probability pi(B) > 0 under pi, then the chain is aperiodic.
Actually, Hastings gives a more general class of algorithms by allowing the
acceptance probability to be of the form
α(x, x′) =
s(x, x′)
1 + pi(x) q(x,x
′)
pi(x′) q(x′,x)
where s(x, x′) is symmetric and such that 0 ≤ α(x, x′) ≤ 1. Tjelmeland and
Hegstad (2001) exploit this feature in their mode jumping method, which we
will discuss later. However, the former version of the acceptance probability,
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α(x, x′) = min
{
1, pi(x
′) q(x,x′)
pi(x) q(x′,x)
}
, is in general preferred because it minimises the
integrated autocorrelation time τ(h) and thus the asymptotic variance of the
MCMC estimator h¯N for a given proposal distribution q(x, x
′) [as shown in
Peskun (1973) for finite state space and in Tierney (1998) for general state
space].
In the Metropolis-Hastings algorithm, we are (relatively) free in choosing a
proposal distribution, as long as we can sample from it directly and as long as
irreducibility and aperiodicity of the method are ensured. Usually, the proposal
distribution is some standard distribution conditional on the current state, and
the variance of this distribution is chosen by trial and error: variances that are
too small hinder the sampler in mode jumping, variances that are too large
hinder the sampler in exploring a single mode. To compromise, sometimes a
mixture of standard distributions is employed to ensure good mixing within
and between modes; however, the more common way of incorporating different
proposal distributions is to combine different kernels by applying them either
in a fixed or in a random order (see Section 2.6.2).
If the proposal distribution is symmetric, then the proposal distributions cancel
in the acceptance ratio so that α(x, x′) = min
{
1, pi(x
′)
pi(x)
}
. This gives the original
Metropolis algorithm (Metropolis, Rosenbluth, Rosenbluth, Teller and Teller
1953). For Metropolis algorithms, it is common to choose a random walk
proposal, i.e. x′ = x + ε where ε is some random increment. If the target
distribution is continuous, we often specify ε ∼ Nd(0, σ2Id) (where Id denotes
the identity matrix), or equivalently q(x, x′) ∼ Nd(x, σ2Id). If in addition
the target distribution is unimodal and can be written as pi(x) =
∏d
i=1 f(xi),
then Roberts and Rosenthal (2001) show that the scaling σ that yields an
acceptance rate of 23.4% is most efficient (where efficiency is measured by the
inverse autocorrelation time); they also find that any acceptance rate between
10% and 40% is highly efficient so that it is not worth spending much effort
in tuning the chain. Unfortunately, these results do not hold if the target is
multimodal.
2.6.2 Combining MCMC kernels and Gibbs sampling
Combinations of MCMC kernels are often used for component-wise or block-
wise updating. They also allow incorporating different step sizes into the
MCMC sampler.
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In general, if there are different reversible transition kernels Pi, i = 1, . . . , d,
all of which have the same invariant distribution pi, then arranging them
into a reversible fixed order, e.g. P = P1P2 · · ·Pd−1Pd · PdPd−1 · · ·P2P1, or
into a random order, e.g. P = 1
d
∑d
i=1 Pi, yields a new transition kernel P ,
which is reversible and has invariant distribution pi (Besag, Green, Higdon and
Mengersen 1995). This is useful if we want to vary the proposal mechanism
of the sampler. We can then design one transition kernel, say P1, for jumping
between modes and another, say P2, for exploring the current mode, and
apply them in random order. We also combine kernels when updating a d-
dimensional random variable component-wise. The ith kernel Pi is then a
reversible transition kernel with equilibrium distribution pi(xi|x−i), where xi
denotes the ith component and x−i = (x1, . . . , xi−1, xi+1, . . . , xd) the block
of remaining components. If q denotes the proposal distribution for this
component, we move from xi to x
′
i with probability
α(xi, x
′
i) = min
{
1,
pi(x′i|x−i) q(xi, x′i)
pi(xi|x−i) q(x′i, xi)
}
.
One example of component-wise updating is the Gibbs sampler (Geman and
Geman 1984). It draws directly from the conditional distribution to update
xi, i.e. q(xi, x
′
i) = pi(x
′
i|x−i), and thus always accepts the proposal:
α(xi, x
′
i) = min
{
1,
pi(x′i|x−i) q(xi, x′i)
pi(xi|x−i) q(x′i, xi)
}
= min
{
1,
pi(x′i|x−i)pi(xi|x−i)
pi(xi|x−i)pi(x′i|x−i)
}
= 1.
Geman and Geman (1984) show that also non-reversible sequences of Gibbs
kernels Pi, e.g. P = P1P2 · · ·Pd, have equilibrium distribution pi.
2.7 Convergence diagnostics and perfect sam-
pling
In practice, it is virtually impossible to establish theoretical convergence or
mixing rates of the chain. In a few cases, it is possible to assess convergence to
equilibrium by coupling several Markov chains (e.g. Propp and Wilson 1996,
Johnson (1996,1998), Murdoch and Green 1998, Corcoran and Tweedie 2002,
Brooks, Fan and Rosenthal 2006). If the coupled chains coalesce, convergence
has been reached. Some of these methods produce a perfect sample (or exact
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sample) from the equilibrium distribution pi after coalescence. However, these
methods can be cumbersome, and they require either starting chains from all
possible starting points or a partial ordering of the state space that reduces
convergence to the coalescence of a “top” and a “bottom” process.
Apart from the convergence to equilibrium, there is also the convergence of
the sample path average h¯N =
1
N
∑N
i=1 h(Xi) to the expectation Epi [h(X)].
For both kinds of convergence, empirical convergence diagnostics have been
proposed [for a review, see Cowles and Carlin (1996), Brooks and Roberts
(1998) or Robert and Casella (1999, Chapter 7)]. These diagnostics compare
either the behaviour of several independent chains run in parallel or the changes
of behaviour within a single chain. As long as the behaviour is sufficiently
different, the diagnostic correctly signals the lack of convergence. But if no
lack of convergence is detected, it is fallacious to assume that convergence has
taken place. It may be that the single chain or all the multiple chains are
mixing slowly and remain in the same region of the sample space for a very
long time. In conclusion, the convergence diagnostic is only as good as the
mixing of the MCMC method.
2.8 Burn-in period
As the Markov chain needs to converge, it is common to discard the first
iterations of the chain, which are also called the burn-in period. There are
two understandings of the required length of burn-in. A minority view is that
the burn-in should be equal to the time of convergence to the equilibrium
distribution (in the sense that the chain should have forgotten its starting
point) and to use convergence diagnostics to determine this period (e.g. Gelman
and Rubin 1992, Brooks and Roberts 1998). The majority however follows
Geyer (1991, 1992), who points out that, in theory, no burn-in is needed since
convergence takes place independently of the distribution of the initial state,
but that, in practice, it is sensible to throw away the tail behaviour in the
beginning of the chain, namely the iterations it needs to find modal area,
because this reduces the bias of the estimator. If the chain settles down
in the modal area, it is also common to say that the chain has “converged
to equilibrium”, although, strictly speaking, the chain has not completely
forgotten its starting point because it usually climbs the mode nearest to
its starting point. Some authors propose to draw the initial state from an
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approximation of the target to shorten the burn-in period, but actually any
reasonable starting distribution (e.g. the prior distribution in a Bayesian
problem) will often do.
The most important point is that the quality of the sample is much more
influenced by the mixing of the chain than by the burn-in: even if the chain
has “converged to equilibrium”, it might still mix too slowly to be of any use
for estimation (Geyer 1992).
2.9 Number of Markov chains
In the beginning, there was much discussion on whether it would be better
to base the MCMC estimation on a single chain or on multiple chains (see
Geyer (1991, 1992), Gelman and Rubin 1992, Besag and Green 1993 and
Tierney 1994). Multiple chains seem to safeguard against multimodality as
their starting points can be scattered around the sample space in the hope that
all modes will then be found. Again, this can be deceptive: it is essential that
the MCMC method mixes well between modes. There is no point in combining
chains each of which is stuck in a different mode since their combination will
not truly represent the weight of the modes. Again, the most important
thing is that the method mixes well within and between modes, and then
one sufficiently long run contains all the information. Even if multiple chains
are run, it is not clear how to combine them. Gelfand and Smith (1990)
suggest to start m chains independently, run them for n iterations (n large),
and then to take the very last state of each chain to obtain m hopefully
independent samples. But Tierney (1994) warns that it is hard to tell whether
n is large enough; Geyer (1991) even dismisses this method as invalid since
it requires both m and n to go to infinity. A better approach is to run m
independent chains each for n iterations (after burn-in), and then to estimate
the expectation Epi [h(X)] by the pooled mean
1
mn
∑m
i=1
∑n
t=1 h(Xit); but again
this requires n to be of the same length as a sufficient long single run, in which
case no additional information is gained by the multiple run at the m-fold cost
(which also includes the cost of discarding m burn-in periods rather than just
one). In conclusion, multiple runs are only useful to discover multimodality.
This information should be used to design MCMC methods that are mixing
well. Once such a method is found, a single long run suffices for inference.
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Chapter 3
Mode Jumping Methods in Fixed
Dimension: a Review
3.1 Introduction
The mode jumping problem arises from the reluctance of MCMC to give up a
mode for a low-probability area. MCMC is virtually unable to move from one
mode to another by taking several steps through low-probability areas. The
only way in which it can reach another mode is a direct jump (in one step). In
standard MCMC, such a jump is difficult to achieve because new proposals are
drawn “blindly” from the surrounding area of the current mode and thus are
much more likely to hit low-probability area than another mode. This problem
occurs in particular if modes are spiky (i.e. with much mass concentrated
on a small spot) or if the dimension of the problem is high. If the chain
is in addition updated component-wise, then the limited number of proposal
directions restricts the sampler so that some modes may be unattainable.
We can tackle the mode jumping problem in two complementary ways. One
way is choosing (or designing) a mode jumping method, the other is monitoring
and, if necessary, improving (or changing) the method. For this, it is helpful
to find out more about the nature of the sampling problem (in particular
about the number and location of modes) by preliminary MCMC runs or
by preliminary mode searches (Section 3.2). It is also useful to learn about
the existing mode jumping approaches. This review will focus on the key
ideas behind the methods. The first of the five key ideas is to learn from
the history of the chain (or from other chains) and to propose more states
from previously visited areas so that the chain may return to modes it has
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seen so far (Section 3.3.1). The second idea (“slice sampling”) defines cross-
sections (“slices”) through the modes and moves from mode to mode along
these cross-sections (Section 3.3.2). The third approach takes excursions over a
distribution defined on an unconstrained state space or on a higher-dimensional
state space in which mixing between modes is possible (Section 3.3.3). The
fourth idea involves deterministic mode searches so that proposals are not
anymore drawn “blindly” from the neighbourhood of the current state, but
directly from one of the modes (Section 3.3.4). The last approach incorporates
tempered versions of the distribution which feature less definite modes with
larger basins of attraction so that the sampler can easily leave the current mode
and move to another one (Section 3.3.5). There is a limit to what can be said
about how the methods perform in comparison to each other because there are
not many comparative studies available and because it is difficult to assess the
implementation effort, computational cost and efficacy of the methods without
having implemented them.
3.2 Preliminary mode searches
In complex problems, it is recommended to learn about the target distribution
through preliminary MCMC runs and mode searches, which may be conducted
by starting the sampler from several starting points scattered around the
sample space. The information gained through these preliminary runs may
help designing a well-mixing MCMC method and assessing the convergence of
the sampler.
An unrealistic goal of such mode searches is to find all the modes of the
distribution and to approximate these modes by standard distributions. In this
case, we could use these approximating standard distributions as independent
proposal distributions in the MCMC algorithm so that a proposal state is
drawn from one of the known modes independently of the current state. Such a
chain would mix very well between modes. Recall however that MCMC is a last
resort which should only be used if simpler methods (such as approximations
based on exhaustive mode searches) are not feasible. In a way, we have already
ruled out the possibility of approximating the target by standard distributions
when choosing MCMC.
The information from preliminary runs may be incomplete because there is
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always the possibility that modes are missed out. The information is however
valuable because it can be used to assess and improve the current MCMC
method. It may give us a vague idea of the important region of the distribution
so that the proposal distributions can be chosen such that the sampler can move
within this region. In Bayesian problems, for instance, the prior distribution is
often vague and remains very dispersed compared to the posterior distribution.
In this case, independent proposals from the prior distribution may help the
sampler to move around the sample space although a sampler solely based on
independent proposals may be inefficient. The information about modes also
allows us to check the mixing of the chain, even if the information is incomplete.
If the chain cannot jump between known modes, it is definitely not mixing well
and needs improvement. If a method that is able to discover new modes mixes
well between the known modes, we can be fairly confident that it can also visit
any unknown modes within the known region. Good mixing within this region
does not safeguard against missing modes which lie far away from this region.
In practice, this risk seems negligible because we usually have a vague idea
of the main support of the target distribution in the sense that we would not
expect any modes outside this support. If we combine this information with
the information from the preliminary runs, we should be able to construct a
sampler which mixes well within the relevant part of the sample space.
3.3 Mode jumping methods
3.3.1 Learning from the past and learning from other
chains
One type of mode jumping method tries to learn about the target distribution
while sampling and to incorporate this information into the sampling process.
Such methods are called adaptive methods. They either learn from a
population of parallel chains (all under the same target) or from the history of a
single chain. When updating a population of parallel chains, a new generation
is created based on information available in the parent generation. Ideally,
the parent generation occupies all the modes of the distribution. Mode swaps
between a single parent and its off-spring are also possible because each off-
spring depends on the entire parent generation (and not only on the parent
it replaces) [see for example Gilks, Roberts and George (1994), Braak (2006)
and Liu, Liang and Wong (2000) for different variants of this idea].
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Learning from the past of a single chain is more difficult to implement because
the next state of a Markov chain can only depend on the current state, but
not on any of the past states. However, a Markov chain may be stopped at
regeneration times, i.e. times when the chain has forgotten its starting point,
and its transition kernel may be modified. After modification, the Markov
chain can continue its sampling under the adapted transition kernel and both
the old and the new samples can be used for estimation. Gilks, Roberts and
Sahu (1998) provide a theoretical framework for adapting Markov transition
kernels at regeneration times. If the state space is discrete, regeneration occurs
whenever the chain passes through a nominated state. If the state space is
continuous, it is much more difficult to determine regeneration times so that
this idea can hardly be applied in practice.
In general, one should be careful in designing adaptive algorithms as some of
them may sample from the wrong distribution (Atchadé and Rosenthal 2005)
or converge to suboptimal values [see for example Jennison and Sheehan (1995)
and Franconi and Jennison (1997)]. Another danger in population Monte Carlo
is that the entire population is trapped in one area of the sample space so
that other areas can hardly be reached. To overcome this problem, some
population MCMC methods incorporate “tempered” versions of the target [see
Section 3.3.5, “Metropolis-coupled MCMC (parallel tempering)”, for a brief
explanation and literature review].
3.3.2 Slice sampling
Another school of thought tackles the mode jumping problem by introducing
auxiliary variables, over which previously separated modes can be reached. A
classical auxiliary variable method is slice sampling, which can directly move
between modes, at least in theory. In its simplest version, the slice sampler
samples from pi(x) ∝ f(x) on Ω by sampling from the joint distribution
p(x, u) ∝

1 if 0 < u < f(x),0 otherwise,
on Ω × R and keeping only the x samples. This works because p(x, u) has
marginal distribution p(x) ∝ f(x):
p(x) =
∫
p(x, u) du ∝
∫ f(x)
0
du = f(x).
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Figure 3-1: The support of the joint distribution p(x, u) is shown as
shaded area (top left). When sampling from the joint distribution, x and
u are updated alternately. Given x, a new u is chosen uniformly from the
vertical slice S(x) = {u : 0 < u < f(x)} (top right). Given u, a new x is
chosen uniformly from the horizontal slice S(u) = {x : f(x) > u} (bottom
left).
The slice sampler updates u and x alternately (see Figure 3-1): first a new
u is drawn uniformly from the vertical slice S(x) = {u : 0 < u < f(x)}
between zero and the current f(x) value, i.e. u ∼ U (0, f(x)); then a
new x is drawn uniformly from the horizontal slice S(u) through u, namely
S(u) = {x : f(x) > u}, which contains all the states with higher density
values than the current one. As the horizontal slice forms a cross-section
through the modes of the target distribution pi(x), mode jumps are possible.
Slice sampling originates in the Swendsen-Wang algorithm designed for image
analysis, and has been developed since (Swendsen and Wang 1987, Edwards
and Sokal 1988, Besag and Green 1993, Higdon 1998, Damien, Wakefield and
Walker 1999, Mira, Møller and Roberts 2001, Roberts and Rosenthal 2002).
Overall, slice sampling has very good convergence properties (see for example
Roberts and Rosenthal 1999, Mira and Tierney 2002). But often, slice sampling
is impracticable because the slices cannot be determined, for example if the
locations of modes are unknown. Therefore, Neal (2003) suggests searching for
parts of the slice within which the sampler can move in the neighbourhood of
the current state; but then again, modes far off may be missed out.
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3.3.3 Excursions over a different model
In some applications, e.g. in Mendelian genetics, there are constraints such that
large areas of the product sample space have zero probability under the target
distribution so that moving between two disconnected parts of the sample
space is difficult. These parts may however be reached by excursions over
an unconstrained distribution (Hurn, Rue and Sheehan 1999): if the Markov
chain, which samples from the constrained distribution, is currently in x, then
a secondary chain is started in x to sample from the unconstrained distribution
until a state x′ is reached which is also feasible under the constrained
distribution. This state x′ is the proposal for the Markov chain sampling
from the constrained distribution and thus either accepted or rejected.
In other applications, e.g. in Bayesian mixture modelling, excursions over
higher-dimensional models can help the sampler in moving between the modes
of a particular fixed-dimensional model (Richardson and Green 1997). This
works because the larger model contains variables which are not necessary to
explain the data. As a result, the joint distribution of higher dimension is
much more diffuse than the one of lower dimension so that transitions between
modes are not a problem in high dimension. This approach requires sampling
from variable-dimensional distributions, which we will discuss in Chapter 8.
3.3.4 Mode jumping via local optimisation
Mode jumping via local optimisation constructs a proposal mechanism which
takes first a large random step into possibly low-probability area and then
finds the closest mode by a deterministic mode search, from which a proposal
is chosen (Tjelmeland and Hegstad 2001, Tjelmeland and Eidsvik 2004).
This method will be described in detail in Chapter 4, where it is also
tested in comparison to another mode jumping method “tempered transitions”.
Although the idea is very neat, the implementation is difficult because
deterministic mode searches suffer from numerical instability in low-probability
areas if the density in these areas is computationally equal to zero.
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3.3.5 Tempering methods
Basic idea
The basic idea behind “tempering” is to control the shape of the target density
by a “temperature” parameter. If tempering is used for mode swapping, the
shape is “softened” so that modes “melt” together and transitions between
modes become feasible. The converse is also possible: temperatures may
exacerbate the shape, which helps to find the modes of a distribution.
Indeed, the idea of tempering originates in the stochastic optimisation method
“simulated annealing” (Kirkpatrick, Gelatt and Vecchi 1983, Geman and
Geman 1984), which will be described in Section 5.4.2.
The classic way to temper the target distribution pi(x) is to define its tempered
version by piβ(x) ∝ [pi(x)]β where β is called the “inverse temperature”. It is
also possible to temper only one part of the distribution. In Bayesian statistics,
we may for example only temper the prior or the likelihood contribution of the
target posterior distribution. Tempering methods also work if the tempered
distributions are replaced by another type of auxiliary distribution, for example
by unconstrained versions of the target distribution, as long as the resulting
algorithm satisfies irreducibility and aperiodicity.
In this section, we will assume for simplicity that the tempered distributions
have the classical form piβ(x) ∝ [pi(x)]β. If the inverse temperature is equal
to one (β = 1), the density takes its original shape. The smaller the inverse
temperature becomes (β → 0), the more the modes spread out so that the
density “flattens”. For mode jumping, it already helps if the modes are loosely
connected. When applying tempering in MCMC, the inverse temperatures
smaller than one at which modes merge together are “hot” inverse temperatures
and, similarly, the distributions they define are “hot” distributions, while
inverse temperatures close to one are “cold” inverse temperatures and the
corresponding distributions are “cold” distributions. When applying tempering
in stochastic optimisation, the notion of “cold” and “hot” changes. In stochastic
optimisation, the “cold” temperatures (β  1) are those, at which the mass of
the distribution is contracted at the maxima of the density.
The simplest tempering idea in MCMC is to use a tempered version of the
target as auxiliary distribution for importance sampling based on MCMC
samples (Jennison 1993). A more elaborate approach defines a sequence
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of tempered importance distributions which slowly approaches the target
distribution. If this sequence is well chosen, this yields a more efficient
importance sampler than the simple importance sampler (Neal 2001).
In the following, three similar tempering methods, namely simulated temper-
ing, Metropolis-coupled MCMC (parallel tempering) and tempered transitions,
are discussed in more detail. This discussion will show the advantages and
disadvantages of each method. In general, tempering methods perform very
well although they require a lot of tuning.
Simulated tempering
Simulated tempering samples from the target distribution pi(x) indirectly
(Marinari and Parisi 1992, Geyer and Thompson 1995). It is set up to sample
from another distribution
p(x, i) ∝ ψ(i) [pi(x)]βi , x ∈ Ω, i ∈ {0, 1, . . . , n} ,
where ψ(i) is an auxiliary distribution (“pseudo-prior”) and {βi}ni=0 is a set of
inverse temperatures such that 0 < βn < βn−1 < · · · < β0 = 1. Both the
inverse temperatures and the pseudo-prior need to be chosen in advance and
require some tuning, which we will discuss after describing the algorithm. By
the choice of inverse temperatures, the conditional distribution p(x|i = 0) is
identical to the target distribution pi(x) so that we obtain a sample from the
target by keeping only the samples from the joint distribution p(x, i) that are
generated at the target temperature β0 (i.e. when i = 0).
In simulated tempering, the variable x and the auxiliary variable i are updated
alternately. When updating x (given i), an MCMC step with respect to the
equilibrium distribution
p(x|i) ∝ ψ(i) [pi(x)]βi
∝ [pi(x)]βi
is carried out. When updating i (given x), the proposal is set to i′ = i ± 1
with probability q(i, i + 1) = q(i, i− 1) = 1
2
if 1 < i < n and with probability
q(1, 2) = q(n, n − 1) = 1 otherwise. This proposal is then accepted with the
Metropolis-Hastings acceptance probability
α(i, i′) = min
{
1,
ψ(i′) [pi(x)]βi′ q(i′, i)
ψ(i) [pi(x)]
βi q(i, i′)
}
.
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The advantage of this method is that mode swaps can take place at high
temperatures. The disadvantage is that the sampler wanders erratically up
and down the temperature ladder so that it may take a long time until the
distribution p(x|i = 0) of interest is reached. The length of these excursions is
considered the cost of the method. Geyer and Thompson (1995) give a rough
guidance for the expected cost by comparing updating i to simulating a random
walk on {0, 1, . . . , n} which moves from the current state to one of the adjacent
states with probability p
2
. This means that the random walk stays in the current
state with probability (1− p) unless the current state is one of the endpoints
in which case it remains there with probability
(
1− p
2
)
. The expected cost of
going from i = 0 to i = n is then n (n+1)
p
. If we assume that simulated tempering
behaves similarly and comes at cost n (n+1)/(acceptance rate), then it is only
worth doubling the number of inverse temperatures n if the acceptance rate of
proposing a new i multiplies by more than a factor of four. If the acceptance
rate is already above 0.25, then doubling the number of temperatures will
always be inefficient. Since this random walk does not exactly model the
behaviour of simulated tempering, acceptance rates of 0.2 to 0.4 are considered
reasonable in simulated tempering. Apart from the number of temperatures,
the spacing of temperatures matters too. If two adjacent temperatures lie too
far apart, the corresponding tempered distributions do not match properly
in the sense that the current x may be likely under the current tempered
distribution, but unlikely under the adjacent distribution. In this case, the
acceptance rates will be low because of this mismatch. If the spacing between
temperatures is well chosen, then the chain will be rapidly mixing between the
distributions. Ideally, the chain should spend an equal amount of time under
each temperature, in other words the probabilities
P {I = i} ∝ ψ(i)
∫
Ω
[pi(x)]
βi dµ(x)
= ψ(i)Z(i)
[where Z(i) is the normalisation constant for the distribution p(x|i)] should be
equal. This can be achieved by tuning the pseudo-prior such that ψ(i) = 1
Z(i)
.
This tuning is also tedious. Some strategies can be found in Geyer and
Thompson (1995).
Apart from the mode jumping ability, simulated tempering has the advantage
that regeneration times can be incorporated. Suppose, in a Bayesian context,
the tempered distribution is of the alternative form p(x, i) ∝ pi(x) [l(x)]βi,
where pi(x) is the prior and l(x) is the likelihood contribution. If we can draw
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independent samples from the prior distribution, then setting βn = 0 means
that we generate independent samples whenever the chain passes through this
temperature (through i = n) so that regeneration takes place. Regeneration
speeds up the mixing of the sampler and can improve estimation.
Usually only the samples from the conditional distribution p(x|i = 0) are
retained because these are the samples from the target distribution. Gramacy,
Samworth and King (2007) consider this wasteful. They collect all the samples
from the conditional distributions p(x|i), i = 0, . . . , n. For a given i, they
use the samples from p(x|i) to estimate a certain quantity by importance
sampling. They repeat this for every possible i so that they have in total
(n + 1) importance estimates of the same quantity. These estimates are then
combined in an optimal way so that the pooled estimate has a higher accuracy
than each of the original (n + 1) importance estimates.
Metropolis-coupled MCMC (parallel tempering)
Metropolis-coupled MCMC (parallel tempering) employs (n+1) chains run in
parallel, but each at a different temperature so that the ith chain, i = 0, . . . , n,
samples from the tempered distribution piβi(x) ∝ [pi(x)]βi where the inverse
temperatures are again chosen such that 0 < βn < · · · < β0 = 1 (Geyer 1991).
At hot temperatures, the parallel chains mix well between modes. At cold
temperatures, mixing between modes is difficult within each chain. The trick
of Metropolis-coupled MCMC is to couple hot and cold chains in such a way
that the cold chains benefit from the fast mixing of the hot chains: after
updating all the chains individually, state swaps between adjacent chains are
considered. Mode swaps will take place if adjacent chains currently visit two
different modes and the state swap between these chains is accepted. If xi is the
current state of the piβi-invariant chain and xj is the state of the piβj -invariant
chain, then a swap is accepted with probability α = min
{
1,
piβi(xj)piβj (xi)
piβi(xi)piβj (xj)
}
.
The advantage of Metropolis-coupled MCMC over simulated tempering is
that it does not require the calculation of normalisation constants. The
disadvantage is that storing m chains in parallel is quite costly, and that the
mixing between these m chains is not as good as in simulated tempering (Geyer
and Thompson 1995).
The idea of parallel tempering finds a further development in the “equi-energy
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sampler”, in which slice sampling ideas are used for coupling chains run under
different temperatures (Kou, Zhou and Wong 2006). The equi-energy sampler
uses the fast exploration of the hot chains to gain information about regions
(“rings”) of equal energy under the target distribution. The energy rings are
defined across modes. By jumping between states of equal energy, the sampler
is able to move between modes. The disadvantage of the algorithm is that the
visited states have to be sorted and stored in such a way that any previous state
can be picked at random for the equi-energy jump. This makes the method
cumbersome and very expensive.
Another branch of methods arises from combining Metropolis-coupled MCMC
and population MCMC (see Section 3.3.1). Both methods have in common that
the parallel chains (once under different temperature and once under the same
temperature) learn from each other. While Metropolis-coupled MCMC is able
to explore the entire space due to the fast mixing of the hot chains, population
MCMC can get stuck in one part of the sample space provided that all chains
are run under the same temperature. On the other hand, population MCMC
uses a greater variety of move types that learn from other chains than the
original Metropolis-coupled MCMC algorithm. A branch of methods therefore
combines parallel tempering and population MCMC by running each chain (i.e.
each member of the population) under a different temperature and allowing
not only swap moves (as in Metropolis-coupled MCMC), but also other cross-
over moves known from population MCMC to improve the overall mixing (see
for example Jasra, Stephens and Holmes 2007a, Goswami and Liu 2007, Liang
and Wong 2001).
Another way of combining population MCMC and tempering ideas is used
in sequential Monte Carlo. Sequential Monte Carlo generates N weighted
samples
{
w
(i)
0 , x
(i)
0
}N
i=1
(where the weights sum to one,
∑N
i=1 w
(i)
0 = 1) from
the tempered distribution pβ0. It starts with a population of N weighted
samples
{
w
(i)
n , x
(i)
n
}N
i=1
from the hottest distribution pβn . Given these samples,
it produces the next generation of N samples by MCMC transition kernels
and reweights (or resamples) the new population with respect to the next
tempered distribution pβn−1 so that an estimate based on these weighted
samples
{
w
(i)
n−1, x
(i)
n−1
}N
i=1
is consistent with respect to pβn−1 . This sequential
sampling principle is repeated with respect to the remaining distributions
pβn−2 , . . . , pβ0 so that the sequential sampler ends up with a weighted sample
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from pβ0 giving consistent estimates with respect to the target distribution.
For more details, see for example Jasra et al. (2007a), Del Moral, Doucet and
Jasra (2006), Eberle and Marinelli (2006), Chopin (2004), Doucet, Godsill and
Andrieu (2000), and Liu and Chen (1998).
Tempered transitions
Tempered transitions is a single-chain method which takes excursions over
all the tempered auxiliary distributions piβi(x) ∝ [pi(x)]βi, 0 ≤ βn < · · · <
β0 = 1, in a fixed deterministic order to create a proposal for the target
distribution piβ0(x) (Neal 1996). When working with tempered transitions
later, we will use temperature schemes of the form 0 ≤ βn < · · · < β1 = β0
to ease the presentation of experiments. We will explain this when describing
tempered transitions in more detail in Section 4.2. Here it suffices to say that,
in tempered transitions, the proposal mechanism for the primary chain which
samples from the target distribution starts a secondary chain at the current
state x0. This secondary chain passes through all the auxiliary distributions
first in ascending order (so that the modes flatten), then in descending order (so
that the modes regain their shape). Since the secondary chain can travel freely
through the sample space at least at the hottest temperature, its last state x′0
may come from a different mode. This state is then accepted as the next state
of the primary chain with a probability α that depends on the secondary chain
(x0, x1, . . . , xn, x
′
n−1, . . . , x
′
1, x
′
0) and the inverse temperatures {βi}ni=0:
α(x0, x1, . . . , xn, x
′
n−1, . . . , x
′
1, x
′
0) = min
{
1,
[
n−1∏
i=0
pβi+1(xi)
pβi(xi)
] [
n−1∏
i=0
pβi(x
′
i)
pβi+1(x
′
i)
]}
.
If the proposal is not accepted, the primary chain will remain in the current
state x0 for another iteration.
As with all tempering methods, tempered transitions requires tuning the
number and spacing of temperatures. The advantage over other tempering
methods is that it does not require any normalisation constants as these
would cancel anyway in the acceptance probability. Furthermore, tempered
transitions is based on a single chain so that it is cheaper in storage than
parallel tempering. In comparison to simulated tempering, the cost of an
excursion is fixed. It is proportional to 2n. At first glance, the cost seems to
be lower than in simulated tempering. However, tempered transitions requires
a higher number of temperatures than simulated tempering to obtain good
mixing so that, in the end, the computational effort is similar (Neal 1996). It
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seems that tempered transitions is the tempering method which is easiest to
implement.
Another way of looking at tempered transitions is to think of the proposal
mechanism as a mode searching method. In the proposal mechanism, the
temperatures are used in such a way that the basins of attraction of the modes
first expand and then contract so that the proposal mechanism can easily
move away from the current mode and find a new mode for the final proposal.
In this light, tempered transitions is comparable to mode jumping via local
optimisation, which incorporates deterministic mode searches. We will test
both methods in the next chapter.
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Chapter 4
Tempered Transitions versus Mode
Jumping via Local Optimisation
4.1 Introduction
Tempered transitions and mode jumping via local optimisation are both
promising mode jumping methods. They are reported to perform well when
sampling from a mixture of normal distributions, which is a notorious hard
sampling problem. It is not clear which method to prefer because they have
both advantages and disadvantages: tempered transitions (Section 4.2) is
relatively simple to code, but requires possibly tedious tuning of parameters,
while mode jumping via local optimisation (Section 4.3) hardly requires any
tuning, but is unwieldy in its implementation. Similarly, we do not know which
method performs better. To get a feeling for the implementation difficulties
and the quality of performance, we will test both methods on a toy problem
(Section 4.4).
4.2 Tempered transitions
4.2.1 Tempered distributions
As discussed in Section 3.3.5, the general idea behind tempering methods such
as tempered transitions is to enable good mixing, in particular between modes,
by incorporating over-dispersed versions of the target distribution into the
sampling mechanism. Usually, these over-dispersed auxiliary distributions are
tempered versions of the target, but also other types of auxiliary distributions
are possible, for example unconstrained versions of the target distribution if
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the target distribution is constrained.
We will here focus on a very common class of tempered distributions. This
class assumes that the target distribution can be expressed by
p(x) ∝ pi(x) exp [−β0 h(x)] ,
where h(x) is called the energy function and the parameter β0 the target inverse
temperature. Since we can write any positive function f(x) in exponential
form f(x) = exp [−β0 h(x)] by setting h(x) := − 1β0 log [f(x)] where usually
β0 = 1, this class covers a wide range of applications. The part of the target
distribution that is expressed in exponential form is the part which we will
temper. The tempered distributions are defined by
pβi(x) ∝ pi(x) exp [−βi h(x)] , i = 0, 1, . . . , n,
where βi, i = 0, 1, . . . , n, are the inverse temperatures. The wide applicability
is not the only reason for choosing this particular way of tempering. This form
also helps us in reducing the cost of tempered transitions (Chapters 5 to 7).
Furthermore, it gives us the choice of tempering the distribution either fully
(by setting pi(x) ∝ 1 for all x) or part-wise (by choosing a non-constant pi(x)).
This choice is an advantage because tempering the entire distribution may
define improper distributions, which make the algorithm invalid. Improper
tempering can be avoided by tempering only one part of the distribution. It
is recommended to pick the part that causes the multimodality. Again, we
have to make sure that the tempered distribution is proper. This is easy in
the common case that the target distribution is a posterior distribution whose
multimodality is caused by the likelihood function. In this case, it is sensible
to temper the likelihood part only, while leaving the prior part unchanged.
As long as the posterior and the prior distribution are proper, this definition
always gives a proper tempered distribution so that no further checking is
necessary (Section 7.5). An example for multimodality caused by the likelihood
function is the “label-switching” problem in Bayesian mixture modelling. In
mixture modelling, permuting the components of a particular model gives
an equivalent model which has the same likelihood. In consequence, each
permutation has its own mode (see Section 7.2 for further discussion).
The likelihood function is not always the problem. It may also happen that the
prior distribution is multimodal, while the likelihood is not. In this case, the
prior distribution should be expressed by exp [−β0 h(x)] and then tempered as
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above. An example of a multimodal prior is the Ising model used in image
analysis. The a-priori model assumes that the pixels of an image can only take
two values 0 or 1 (e.g. “black” or “white”) and that a particular image (e.g.
a white subject on a black background) is equivalent to the corresponding
negative image (e.g. a black subject on a white background). The prior
distribution has thus two mirroring modes between which standard MCMC
often fails to switch.
Tempering methods do not only improve the mixing between modes, but also
within modes. For example, when a mode has a heavy tail, standard MCMC
may spend long periods of time in the tail, in particular if the tail is very
long or flat, so that the overall mixing is very slow. Tempering a heavy-tailed
distribution helps the sampler find back to the peak of the mode (see Figure 4-
1). Mixing problems also occur if a mode is long and thin: if standard MCMC
proposes large steps, it will hardly hit high-probability areas; if it proposes
small steps, it will need a very long time to move from one end of the mode
to another. In this case, tempering helps because it increases the mode width
(see Figure 4-2).
4.2.2 Algorithm
Let us describe tempered transitions (Neal 1996) with respect to sampling from
a target distribution of the form
p(x) ∝ pi(x) exp [−β0 h(x)]
by excursions over the tempered distributions
pβi(x) ∝ pi(x) exp [−βi h(x)] , i = 0, 1, . . . , n.
The inverse temperatures are chosen such that 0 ≤ βmin = βn < · · · < β1 = β0.
We will see later that this ordering is important for the efficiency of the
method (Section 5.3.2). Note that pβ0(x) is identical to the target distribution.
For efficiency, the smallest (“hottest”) inverse temperature βmin should not be
chosen much smaller than necessary to allow mixing between modes (Section
5.2). The efficiency also depends on the number and the spacing of the inverse
temperatures. We will therefore discuss optimal choices in Chapters 5 and 6. In
this chapter, we will use the default choice of spacing the inverse temperatures
geometrically so that we only have to tune the hottest temperature and the
number of temperatures between the hottest and the target temperature, which
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Figure 4-1: A distribution with heavy tail and its tempered version.
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Figure 4-2: A contour plot of a distribution with a thin mode and a
contour plot of its tempered version.
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Figure 4-3: A particular tempered transitions path to propose a mode
swap for pβ0 via the auxiliary distributions pβ1 , pβ2 , pβ3 .
can be done by trial and error.
The method of tempered transitions generates a new proposal for the
current state using a secondary chain which passes through all the auxiliary
distributions {pβi} first in ascending order (“heating-up” for enabling mode
jumping) and then in descending order (“cooling-down” for coming back to
the target distribution pβ0). Figure 4-3 shows an idealised mode swapping
path generated by this secondary chain. Before we can define the secondary
chain, we need MCMC transition kernels for the auxiliary distributions pβi,
i = 1, . . . , n. In the original version of the algorithm, different Markov
transition kernels may be used at the same temperature level βi depending
on the direction of the movement: the transition Tˆβi(x, x
′) for heating-up and
the transition Tˇβi(x, x
′) for cooling-down, as long as the pair of them satisfies
pβi(x) Tˆβi(x, x
′) = pβi(x
′) Tˇβi(x
′, x) for all x, x′. This distinction gives us the
possibility to carry out several sub-transition kernels Sj, j = 1, . . . , k, at the
same temperature level βi at a relatively low cost provided that all the sub-
transition kernels satisfy detailed balance with respect to pβi . This can be done
by setting Tˆβi := S1 · · ·Sk and Tˇβi := Sk · · ·S1, which halves the cost of an
algorithm using the same reversible transition kernel T˜βi = S1 · · ·Sk · Sk · · ·S1
for both Tˆβi and Tˇβi. Defining different transition kernels for the heating-up
and the cooling-down process is not the only way of reducing the cost. In the
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above example, we can also half the cost by applying each of the sub-transitions
Sj, j = 1, . . . , k, only once but in random order independent of whether we are
moving up or down the temperature “ladder”. In the following, we will only
work with random order transition kernels Tβi, i = 1, . . . , n. We will therefore
simplify the original algorithm by setting Tˆβi = Tβi and Tˇβi = Tβi, i = 1, . . . , n,
where every Tβi satisfies the detailed balance condition
pβi(x)Tβi(x, x
′) = pβi(x
′)Tβi(x
′, x) ∀ x, x′ ∈ Ω.
In this simplified version, the tempered transitions algorithm proceeds at each
iteration t = 1, 2, . . . , N − 1 as follows:
Algorithm 4.1:
Step 1 Set x0 = Xt−1.
Step 2 Draw x′0 as follows:
Generate x1 from x0 using the MCMC transition kernel Tβ1 .
Generate x2 from x1 using the MCMC transition kernel Tβ2 .
...
Generate xn from xn−1 using the MCMC transition kernel Tβn .
Generate x′n−1 from xn using the MCMC transition kernel Tβn .
...
Generate x′1 from x
′
2 using the MCMC transition kernel Tβ2 .
Generate x′0 from x
′
1 using the MCMC transition kernel Tβ1 .
Step 3 Calculate the acceptance probability of moving from x0 to x
′
0, which
depends on the particular path of the auxiliary transitions:
α(x0, x1, . . . , xn, x
′
n−1, . . . , x
′
1, x
′
0)
= min
{
1,
[
n−1∏
i=0
pβi+1(xi)
pβi(xi)
] [
n−1∏
i=0
pβi(x
′
i)
pβi+1(x
′
i)
]}
.
(4.1)
Step 4 Draw u ∼ U (0, 1). If u < α(x0, x1, . . . , xn, x′n−1, . . . , x′1, x′0), then
accept the move and set Xt = x
′
0; else, remain in the current state
and set Xt = x0.
As many steps have to be carried out to generate a proposal state, tempered
transitions is an expensive method. We will investigate how to reduce its cost
in Chapters 5 to 7. When working with tempered transitions, we deliberately
use the temperature scheme
βmin = βn < · · · < β1 = β0 (4.2)
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instead of the original scheme βmin = βn < · · · < β1 < β0 because it allows us
to describe experiments in an unambiguous manner. The original definition
causes some confusion for there are in total (n+ 1) distinct temperature levels
between the hottest temperature βmin and the target temperature β0, but
the secondary chain passes only through n temperatures β1, . . . , βn so that
the computational cost is proportional to n. The problem becomes apparent
when we write that we base tempered transitions on 60 geometrically spaced
temperatures between βmin and β0. This could mean either that the secondary
chain passes through 60 temperatures, in which case βi = β
i/60
min , i = 0, . . . , 60,
or that there are in total 60 temperatures of which the secondary chain uses
only 59, in which case βi = β
i/59
min , i = 0, . . . , 59. As both interpretations define
two different experiments, this confusion should be avoided. The simplest way
to bring clarity into the description of experiments is to let n denote the number
of distinct temperature levels between βmin and β0 and to let the secondary
chain pass through all of them by defining (4.2). In this case, n is also the
highest temperature index so that, for example, basing tempered transitions
on 60 geometric temperatures unambiguously means setting βi = β
(i−1)/59
min ,
i = 1, . . . , 60. This simplification implies that the scheme is slightly inefficient
due to the duplication β1 = β0. However, this inefficiency can be neglected in
practice because usually a large number of temperatures is required to obtain
reasonable acceptance rates so that the extra temperature hardly matters.
An advantage of tempered transitions is that it is easy to code because
one iteration basically consists of a loop of MCMC steps in which only the
temperature and the step size need to be adjusted. For illustration, let us
assume that we update x at temperature β by a normal proposal whose
standard deviation σ varies with β. The tth iteration of tempered transitions
can then be described by the following pseudo-code:
Algorithm 4.2:
Set x = Xt−1.
denominator = 1.
numerator = 1.
for(j in 1 : n) // heating-up
{
denominator = denominator × pβj−1(x).
numerator = numerator × pβj (x).
Draw x′ ∼ N (x, σ2j ).
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With probability α(x, x′) = min
{
1,
pβj (x
′)
pβj (x)
}
set x = x′.
}
for(j in n : 1) // cooling-down
{
Draw x′ ∼ N (x, σ2j ).
With probability α(x, x′) = min
{
1,
pβj (x
′)
pβj (x)
}
set x = x′.
denominator = denominator × pβj (x).
numerator = numerator × pβj−1(x).
}
With probability α = min
{
1, numerator
denominator
}
set Xt = x, else set Xt = Xt−1.
It is not straightforward to see that the general tempered transitions algorithm
(Algorithm 4.1) satisfies the detailed balance condition. Let us therefore verify
the reversibility of the algorithm in the next section.
4.2.3 Reversibility
Neal proves that the tempered transitions algorithm is reversible for discrete
state spaces. We will extend this proof to general state spaces. We will show
that every particular path is reversible and then deduce that the transition
from x0 to x
′
0 is also reversible, independent of the particular path.
We can verify that each path is reversible by checking that tempered transitions
is a Metropolis-Hastings algorithm with equilibrium distribution pβ0(x). In
tempered transitions, a particular path (x0, . . . , xn, x
′
n−1, . . . , x
′
0) is drawn from
the following proposal distribution
q(x0, . . . , xn, x
′
n−1, . . . , x
′
0)
= Tβ1(x0, x1) · · ·Tβn(xn−1, xn) · Tβn(xn, x′n−1) · Tβn−1(x′n−1, x′n−2) · · ·Tβ1(x′1, x′0)
=
[
n−1∏
i=0
Tβi+1(xi, xi+1)
]
Tβn(xn, x
′
n−1)
[
n−2∏
i=0
Tβi+1(x
′
i+1, x
′
i)
]
.
Similarly, the reverse path (x′0, . . . , x
′
n−1, xn, . . . , x0) has the proposal distribu-
tion
q(x′0, . . . , x
′
n−1, xn, . . . , x0)
= Tβ1(x
′
0, x
′
1) · · ·Tβn−1(x′n−2, x′n−1) · Tβn(x′n−1, xn) · Tβn(xn, xn−1) · · ·Tβ1(x1, x0)
=
[
n−1∏
i=0
Tβi+1(xi+1, xi)
]
Tβn(x
′
n−1, xn)
[
n−2∏
i=0
Tβi+1(x
′
i, x
′
i+1)
]
.
If tempered transitions is truly a Metropolis-Hastings algorithm, then the
Metropolis-Hastings acceptance probability
α(x0, . . . , xn, x
′
n−1, . . . , x
′
0) = min
{
1,
pβ0(x
′
0) q(x
′
0, . . . , x
′
n−1, xn, . . . , x0)
pβ0(x0) q(x0, . . . , xn, x
′
n−1, . . . , x
′
0)
}
(4.3)
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will be identical to the tempered transitions acceptance probability (4.1). For
verifying that the acceptance probabilities are identical, we need that, for every
i = 1, . . . , n,
Tβi(x, x
′)
Tβi(x
′, x)
=
pβi(x
′)
pβi(x)
for all x, x′. (4.4)
This result comes from the detailed balance condition
pβi(x)Tβi(x, x
′) = pβi(x
′)Tβi(x
′, x) for all x, x′.
We can now express the acceptance probability (4.3) by
α(x0, . . . , xn, x
′
n−1, . . . , x
′
0)
= min
{
1,
pβ0(x
′
0) q(x
′
0, . . . , x
′
n−1, xn, . . . , x0)
pβ0(x0) q(x0, . . . , xn, x
′
n−1, . . . , x
′
0)
}
= min
{
1,
pβ0(x
′
0)
pβ0(x0)
[
n−1∏
i=0
Tβi+1(xi+1, xi)
Tβi+1(xi, xi+1)
]
Tβn(x
′
n−1, xn)
Tβn(xn, x
′
n−1)
[
n−2∏
i=0
Tβi+1(x
′
i, x
′
i+1)
Tβi+1(x
′
i+1, x
′
i)
]}
(4.4)
= min
{
1,
pβ0(x
′
0)
pβ0(x0)
[
n−1∏
i=0
pβi+1(xi)
pβi+1(xi+1)
]
pβn(xn)
pβn(x
′
n−1)
[
n−2∏
i=0
pβi+1(x
′
i+1)
pβi+1(x
′
i)
]}
= min
{
1,
[
n−1∏
i=0
pβi+1(xi)
pβi(xi)
] [
n−1∏
i=0
pβi(x
′
i)
pβi+1(x
′
i)
]}
,
which is identical to the acceptance probability (4.1). Hence, tempered
transitions is of Metropolis-Hastings form, and every path is reversible. The
Metropolis-Hastings form also implies that, for a given proposal distribution
q, tempered transitions is as efficient as possible (Peskun-optimality).
We can now deduce the desired reversibility of the transition x0 to x
′
0
(independent of a particular path) by integrating over all possible paths
between x0 and x
′
0. The result follows from the reversibility of each particular
path and from the interchangeability of integrals [Fubini’s theorem (see for
example Bauer 2001)]:∫
A
µ(dx0)
∫
Ω
µ(dx1) · · ·
∫
Ω
µ(dxn)
∫
Ω
µ(dx′n−1) · · ·
∫
Ω
µ(dx′1)
∫
B
µ(dx′0)
pβ0(x0) q(x0, . . . , xn, x
′
n−1, . . . , x
′
0) min
{
1,
pβ0(x
′
0) q(x
′
0, . . . , x
′
n−1, xn, . . . , x0)
pβ0(x0) q(x0, . . . , xn, x
′
n−1, . . . , x
′
0)
}
=
∫
B
µ(dx′0)
∫
Ω
µ(dx′1) · · ·
∫
Ω
µ(dx′n−1)
∫
Ω
µ(dxn) · · ·
∫
Ω
µ(dx1)
∫
A
µ(dx0)
pβ0(x
′
0) q(x
′
0, . . . , x
′
n−1, xn, . . . , x0) min
{
1,
pβ0(x0) q(x0, . . . , xn, x
′
n−1, . . . , x
′
0)
pβ0(x
′
0) q(x
′
0, . . . , x
′
n−1, xn, . . . , x0)
}
.
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Tjelmeland−Hegstad Method:
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Figure 4-4: Mode jumping via local optimisation first takes a large step
x+ξ away from the current state x and then finds a new mode from which
it draws a proposal state x′. For reversibility, the reverse step has to be
carried out: jump away from x′ to x′ − ξ and climb the nearest mode.
Here, the sampler finds its way back to the mode of the current state x
so that the acceptance probability of moving from x to x′ will most likely
be high. If it does not find back (as shown in Figure 4-5), the acceptance
probability of moving from x to x′ will most likely be very low.
4.3 Mode jumping via local optimisation
4.3.1 Algorithm
Mode jumping via local optimisation is based on deterministic mode searches
(Tjelmeland and Hegstad 2001, Tjelmeland and Eidsvik 2004). If the sampler
is currently in x, it will take first a large step to x + ξ and then find the
nearest mode by a deterministic mode search. If a new mode is found, it
is approximated by a normal distribution from which a proposal state x′ is
generated. For reversibility of the algorithm, the reverse step has to be carried
out under the assumption that the mode of x is unknown: first the sampler
moves from x′ to x′−ξ, then it searches for the closest mode and approximates
this mode by a normal distribution. It then assumes that x is generated under
the latter normal distribution. This assumption is important for the acceptance
probability. If the method really finds its way back to the mode of the current
state (see Figure 4-4), the acceptance probability of moving from x to x′ will
most likely be high. Otherwise, if it finds a third mode under which the current
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Tjelmeland−Hegstad Method:
"Poor" Proposal
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Figure 4-5: Mode jumping via local optimisation first takes a large step
x+ξ away from the current state x and then finds a new mode from which
it draws a proposal state x′. For reversibility, the reverse step has to be
carried out: jump away from x′ to x′ − ξ and climb the nearest mode.
Here the sampler does not find back to the mode of the current state x so
that the acceptance probability will most likely be very low.
state x is unlikely (see Figure 4-5), the acceptance probability of moving from
x to x′ will most likely be very small.
We will here describe mode jumping via local optimisation as an auxiliary
variable method (Sharp 2003). If X is the variable of interest with density
p(x) on Ω = Rd, then the step size ξ for the large jump is modelled as an
independent auxiliary variable defined by some standard density f(ξ), such as
a normal distribution, on Ω. The joint distribution is then
pi(x, ξ) = p(x) f(ξ)
on Ω × Ω. Sampling from the joint distribution and discarding the ξ values
produces a sample from p(x) because the the joint distribution pi(x, ξ) has
marginal distribution p(x).
For reversibility, the large step should be invertible. Here we will define the
large step by t : x 7→ (x + ξ) and its inverse by t−1 : x 7→ (x − ξ), but other
definitions of invertible transformations t are possible. For reversibility, it is
also important that the direction of the large step, either (x+ ξ) or (x− ξ), is
drawn with equal probability. If the large step away from the current state x
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is chosen to be x 7→ (x + ξ), then the reverse step away from the proposal x′
has to be x′ 7→ (x′− ξ); otherwise if the large step away from x is x 7→ (x− ξ),
then the reverse step away from the proposal x′ has to be x′ 7→ (x′+ ξ). Based
on these specifications, each iteration of mode jumping via local optimisation
consists of the following steps:
Algorithm 4.3:
Step 1 Set x = Xt−1.
Step 2 Draw ξ ∼ f(ξ) independently of x.
Step 3 Conditional on ξ, define the proposal distributions
q0(x, x
′) ∼ N
(
µ(x+ ξ),Σ(x + ξ)
)
and
q1(x, x
′) ∼ N
(
µ(x− ξ),Σ(x − ξ)
)
where µ(z) denotes the mode of p(x) found by a local opti-
misation algorithm started at z and where Σ(z) denotes the
inverse of the Hessian matrix of p(x) at µ(z). Recall that the
Hessian matrix H is a d×d matrix containing the second partial
derivatives. Its entries are Hij =
∂2p(x)
∂xj∂xi
.
Step 4 Draw i = 0, 1 with probability 1
2
. Then draw x′ ∼ qi(x, x′) and
calculate
αi,1−i(x, x
′) = min
{
1,
p(x′)q1−i(x
′, x)
p(x)qi(x, x′)
}
. (4.5)
Step 5 Draw u ∼ U (0, 1). If u < αi,1−i(x, x′), then accept the move and
set Xt = x
′; else, remain in the current state and set Xt = x.
Recall that q1−i(x
′, x) is the normal distribution which approximates the mode
found by the reverse step. If the reverse step finds a mode under which the
current state x is unlikely, then the value q1−i(x
′, x) will be very small and thus
the acceptance probability (4.5) will most likely also be very small. In the toy
example below (Section 4.4), actually all the rejections are due to missing the
original mode on the reverse step. As this proportion is quite large (76.6%),
this is a significant drawback of the method.
4.3.2 Optimality of acceptance probability
Tjelmeland and Hegstad (2001) state that the design of the x update follows
the general form of the Metropolis-Hastings algorithm in which the acceptance
50
probability can be expressed by α(x, x′) = s(x, x′)/
[
1 + p(x
′) q(x′,x)
p(x) q(x,x′)
]
where
s(x, x′) is symmetric and such that 0 ≤ α(x, x′) ≤ 1. In their algorithm,
the proposal distribution is the mixture of distributions
q(x, x′) =
1
2
q0(x, x
′) +
1
2
q1(x, x
′)
and the symmetric function is
s(x, x′) =
1
2
[p(x) q0(x, x
′)α0,1(x, x
′) + p(x′) q0(x
′, x)α0,1(x
′, x)]
×
[
1
p(x) q(x, x′)
+
1
p(x′) q(x′, x)
]
.
The general Metropolis-Hastings form proves the validity of their MCMC
algorithm. The disadvantage of this general form is that the acceptance
probability is not Peskun-optimal. That means that it does not minimise
the integrated autocorrelation time for the given proposal distribution q. Let
us compare this sub-optimal acceptance probability in the original form (4.5)
αi,1−i(x, x
′) = min
{
1,
p(x′)q1−i(x
′, x)
p(x)qi(x, x′)
}
with the (hypothetical) optimal acceptance probability
α(x, x′) = min
{
1,
p(x′) q(x′, x)
p(x) q(x, x′)
}
= min
{
1,
p(x′)
[
1
2 q0(x
′, x) + 12 q1(x
′, x)
]
p(x)
[
1
2 q0(x, x
′) + 12 q1(x, x
′)
] } .
When justifying the sub-optimal choice, Tjelmeland and Hegstad point out
that their acceptance probability requires calculating only two proposal kernels,
namely q1−i(x
′, x) and qi(x, x
′) (for i fixed), while the optimal acceptance
probability needs all four proposal kernels q0(x
′, x), q1(x
′, x), q0(x, x
′) and
q1(x, x
′). As evaluating a single proposal kernel is very expensive due to the
local optimisation involved, Tjelmeland and Hegstad prefer their proposal type
for computational efficiency. There is another point in their favour which has
not been seen so far. If all the modes of the target distribution are isolated, then
it is very likely that the nearest mode to (x+ξ) is different (and thus separated)
from the nearest mode to (x− ξ) in which case the proposal distribution
q(x, x′) =
1
2
q0(x, x
′) +
1
2
q1(x, x
′)
has two isolated modes, one under q0, the other under q1. If move type i
is chosen, then q(x, x′) ≈ 1
2
qi(x, x
′) and q(x′, x) ≈ 1
2
q1−i(x
′, x) so that there
is probably not much difference between the optimal acceptance probability
α(x, x′) = min
{
1, p(x
′) q(x′,x)
p(x) q(x,x′)
}
and the sub-optimal acceptance probability
αi,1−i(x, x
′) = min
{
1, p(x
′)q1−i(x′,x)
p(x)qi(x,x′)
}
, in which case Tjelmeland and Hegstad’s
mode jumping algorithm is close to Peskun-optimal.
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4.3.3 Avoiding numerical instability
One issue with mode jumping via local optimisation is that the local
optimisation algorithm may be numerically instable when started in a low-
probability area. This instability arises from small density values p(x) being
computationally equal to zero. We may still be able to distinguish two
otherwise computationally indistinguishable small values p(x) and p(y) by
working with their natural logarithms log [p(x)] and log [p(y)]. This is probably
the reason why Tjelmeland and Hegstad suggest finding the modes of the target
density by finding the maximisers of the log-function log [p(x)], which is an
equivalent problem. Unfortunately, working with log-probabilities does not
entirely remove the problem of numerical instability because the calculation
of log-probabilities, if carried out in a naive way, is also prone to numerical
instability. We will discuss this problem in the following.
Suppose the target distribution p(x) is a mixture of distributions of the general
form
p(x) ∝
m∑
k=1
ck exp [−hk(x)] =
m∑
k=1
exp [− (hk(x)− log ck)]
where {ck} are constants and {hk(x)} are the so-called energy functions. Then
the log-function is defined by
log [p(x)] = log
{
m∑
k=1
exp [− (hk(x)− log ck)]
}
.
If the state x lies in a low-probability area, then every exp [− (hk(x)− log ck)],
k = 1, . . . , m, will most likely be set computationally equal to zero so that
their sum will also be zero. In consequence, the optimisation algorithm cannot
distinguish between two very small probabilities and fails. To avoid that the
sum is set computationally equal to zero, we can define
γ(x) = − min
1≤k≤m
{hk(x) − log ck}
and use the representation
log [p(x)] = log
{
exp [γ(x)]
m∑
k=1
exp [− (hk(x)− log ck)− γ(x)]
}
=γ(x) + log
{
m∑
k=1
exp [−(hk(x) − log ck)− γ(x)]
}
(Tjelmeland 2005, personal communication). By definition of γ(x), there is at
least one k such that exp [− (hk(x)− log ck)− γ(x)] = 1 so that
log
{
m∑
k=1
exp [−(hk(x)− log ck)− γ(x)]
}
≥ 0
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and thus
log [p(x)] ≥ γ(x) .
As γ(x) depends on the x value, we can computationally distinguish the log-
probabilities at two different states x and y even if both states lie in a low-
probability area so that we can find the maxima of log [p(x)] from all starting
points. Similar ideas can be applied to gain other numerically stable functions,
for example the first and second derivatives of log [p(x)], if needed.
4.4 Comparison on a toy example
4.4.1 Toy example
For comparison, mode jumping via local optimisation and tempered transitions
will be tested on the toy problem suggested by Tjelmeland and Hegstad,
namely on sampling from a mixture of thirteen bivariate normal distributions
of equal weight and shape whose modes are isolated. To complicate the mixing
between modes, the mass of each mode is concentrated on a small spot and
thus difficult to hit by standard Metropolis-Hastings algorithms. The thirteen
modes are arranged symmetrically on an “outer” and an “inner” square both
centred at the origin. Moreover, the distance between the origin and the “inner”
square is a tenth of the distance between the origin and the “outer” square.
This difference in scaling adds to the complexity of the problem. To visualise
the arrangement of modes, it may help to look at Figure 4-6 (although the main
reason for this figure is to show the results of the experiment). In mathematical
terms, the bivariate sampling problem is given by
p(x) ∼
13∑
k=1
1
13
N (µk,Σk) , x ∈ R2,
where the mode µ1 = (0, 0) occupies the origin, the modes µ2, . . . , µ5 lie on
the edges of the “inner” square, namely on (0.1, 0.1), (−0.1, 0.1), (0.1,−0.1),
(−0.1,−0.1), respectively, and the modes µ6, . . . , µ13 are located on both the
edges and the midpoints of the “outer” square boundary, namely on (1, 1),
(1, 0), (1,−1), (0, 1), (0,−1), (−1, 1), (−1, 0), (−1,−1), respectively. The
diagonal elements of the covariance matrices Σk, k = 1, . . . , 13, are equal to
0.012, while the off-diagonal elements are equal to zero.
In the next sections, we will specify both mode jumping algorithms for this
particular toy example before presenting the results of the experiment.
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4.4.2 Implementing mode jumping via local optimisation
The set-up of mode jumping via local optimisation is here very similar to the
original set-up of the sampler (Tjelmeland and Hegstad 2001). Following the
original specification, the auxiliary distribution f(ξ) which determines the size
of the large step at each iteration is bivariate normal with zero mean and
diagonal covariance matrices with diagonal elements equal to σ2ξ = 2
2, while
the deterministic mode search is based on a Newton method [here the Newton-
Raphson method as described in Walsh (1975, Section 4.3)]. Furthermore, the
initial state is drawn from the target distribution, so that no burn-in is needed.
The Markov chain is run for N = 100 000 iterations. Here, each iteration
consists of a single mode jumping step via local optimisation. Originally, one
iteration was based on one mode jumping step and 250 simple Metropolis-
Hastings steps designed for the local exploration of the modes. These local
steps are left out here because they do not contribute to the mixing between
modes, which is the subject of this study.
4.4.3 Implementing tempered transitions
The set-up of the tempered transitions algorithm for the toy problem was
specified by trial and error. The hottest distribution pβn(x) ∝ [p(x)]βn has
minimal inverse temperature βn =
1
400
. For comparability with the mode
jumping via local optimisation algorithm in which the large step away from
the current mode has variance σ2ξ = 2
2, the variance of the proposal step
at the hottest temperature in tempered transitions is set to σ2n = 2
2 so
that, at the hottest temperature, the jth component of the proposal state
is generated by x′j ∼ N (x, σ2n) for j = 1, 2. Updating x component-
wise gives much better mixing than updating the components of x jointly
under the hottest distribution. (The acceptance rates are 32.3% and 12.8%
respectively.) As the mixing under the hottest distribution is crucial, the
component-wise update is chosen. We also have to specify a scheme for
the inverse temperatures {βi} and a plan for the proposal step sizes {σi}.
Since proposals for the component xj, j = 1, 2, are drawn from a normal
distribution x′j ∼ N (xj, σ2i ), i = 1, . . . , n, it seems reasonable to let the
step size σi grow in the same way in which the standard deviation of a
normal distribution would expand when the distribution is heated up. Before
we can imitate this behaviour, we have to describe it. Consider the two
tempered normal distributions N (0, ρ2/βi+1) and N (0, ρ
2/βi). The difference
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(√
ρ2/βi+1 −
√
ρ2/βi
)
between their standard deviations is proportional
to
(√
1/βi+1 −
√
1/βi
)
. For mirroring this behaviour, we will require
that the tempered transitions step size plan {σi} satisfies (σi+1 − σi) ∝(√
1/βi+1 −
√
1/βi
)
. Furthermore, we want the tempered transition step size
plan {σi}ni=1 to range from the coldest step size σ1 = 0.01, which allows local
exploration, to the hottest step size σn = 2, which allows global exploration.
We can account for this by setting
σi := σ1 +
σn − σ1√
1/βn −
√
1/β1
(√
1/βi −
√
1/β1
)
, i = 1, 2, . . . , n.
This definition also satisfies (σi+1 − σi) ∝
(√
1/βi+1 −
√
1/βi
)
as required.
It remains to choose the inverse temperatures. Here, we will follow the
standard advice of spacing temperatures geometrically by βi = β
(i−1)/(n−1)
min ,
i = 1, 2, . . . , n, and β0 = 1 by definition. Due to the hard sampling problem,
many temperatures (n = 400) are needed to obtain a reasonable acceptance
rate for the tempered transitions path, but the algorithm gains speed if only
one of the components of x is updated at random (with probability 1
2
) at each
temperature.
4.4.4 Results
Before we can compare the algorithms, we have to find the criteria for the
comparison. We are interested in the mixing between modes. It is therefore
helpful to monitor which of the 13 modes µ1, . . . , µ13 is currently visited.
Suppose x is the current state, then the mode index function
z(x) = argmink=1,2,...,13 {‖x− µk‖}
determines the nearest mode to x based on the Euclidean norm. For instance,
if z(x) = 9, then the sample x comes from the mode µ9 = (0, 1). As all the
modes should be visited equally often, the theoretical expectation of the mode
index is
Ep(x) [z(X)] =
1
13
13∑
k=1
k
= 7 .
One way of measuring the mixing between modes is estimating the integrated
autocorrelation time τ(Z) =
∑∞
t=−∞ ρt(Z) of the process {z(Xi)} by Geyer’s
positive sequence estimator (2.3). We can improve the accuracy of this
estimator by calculating the sample autocorrelations {ρt(Z)} with respect to
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the theoretical mean Ep(x) [z(X)] (rather than the empirical one). Another way
of assessing the mixing between modes is determining the average length of a
single visit to a particular mode. The length of a mode visit is the number of
iterations which the sampler spends in the mode before leaving it again; if the
sampler enters a particular mode in the first iteration and leaves it after the
sixth iteration, then the length of the mode visit is 6. The average length can
be inferred from the mode index process {z(Xi)}. Suppose the mode index
process is given by {z(Xi)} = {1, 1, 1, 2, 1, 2, 2, 3, 2, 3}. We can see that the
sampler visits the first mode twice, first for three iterations and then for one
iteration which gives an average length of two iterations per visit. Similarly,
we can deduce that the sampler spends on average 4
3
iterations per visit in the
second mode and one iteration per visit in the third mode. Other important
criteria are the acceptance rate and the computational cost of the algorithms.
First let us compare the integrated autocorrelation time τ(Z) which measures
the mixing quality of the algorithm. Mode jumping via local optimisation
gives an estimated integrated autocorrelation time of τˆTH = 52.74 which is
about 15 times greater than the autocorrelation time τˆTT = 3.63 in tempered
transitions. This means that tempered transitions mixes much better between
modes than the Tjelmeland-Hegstad algorithm. Figures 4-6 and 4-7 display
the average visit lengths to each mode. These figures confirm that tempered
transitions mixes better between modes. It spends on average an equal amount
of time (2.6 iterations) in each mode before leaving it again, independently on
the location of the mode, while the Tjelmeland-Hegstad method has difficulties
in escaping modes that are closely surrounded by other modes. Mode jumping
via local optimisation needs on average 114 iterations to leave the central mode
µ0, approximately 10 iterations to escape from the modes at the edges of the
inner square (µ1, . . . , µ5), 3.7 iterations to jump away from the midpoints of
the outer square (µ7, µ9, µ10, µ12) and 3.1 iterations to exit the edges of the
outer square (µ6, µ8, µ11, µ13). As the sampler does not leave a mode if the
mode jumping proposal is rejected, monitoring the reason for the rejections
helps in understanding the asymmetry in the mode visit lengths. Whenever a
mode jump was rejected, it was because the reverse jump in the mode jumping
proposal did not find its way back to the original mode. This problem was
illustrated earlier in Figure 4-5. It also explains why the average visit lengths
vary with the location of the modes. The mode at the origin is closely and
completely surrounded by the inner square modes so that it is quite hard to
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Figure 4-6: The Tjelmeland-Hegstad method (mode jumping via local
optimisation) has difficulties escaping from modes which are closely
surrounded by other modes. The average times the sampler spends in
each mode per visit are shown above.
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Figure 4-7: Tempered transitions does not have any problems escaping
modes. It spends on average an equal amount of time in each mode per
visit.
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find this mode on the jump back from any other mode. Similarly, the inner
square modes have themselves and the origin as close neighbours. They are
however not completely surrounded so that their basin of attraction is greater
than that of the origin mode, which explains the smaller average visit length.
The even greater distance between the outer square modes leads again to a
smaller average length of visit in the outer modes. It is interesting that the
position of the outer square modes matters. It is easier to leave the edges
than the midpoints. The reason is probably that the edge modes have two
direct neighbours (the nearest midpoint modes), while the midpoint modes
have three direct neighbours (the two nearest edge modes and the mode group
at the centre). If we included the diagonal neighbours as direct neighbours into
the counting, we would also come to the conclusion that the midpoint modes
have more neighbours than the edge modes and are therefore more difficult to
find on the reverse jump. It remains to compare the acceptance rate and the
computing time of the algorithms. Again, tempered transitions is the superior
method because it has a higher acceptance rate (42.8%) than mode jumping
via local optimisation (23.4%) and because it takes only 56% of the computing
time of the other algorithm (140 minutes versus 250 minutes).
In summary, we have seen an example where tempered transitions is almost
twice as fast as the Tjelmeland-Hegstad method and mixes far better between
modes. While tempered transitions leaves modes quite quickly independent of
the mode location, mode jumping via local optimisation is not that quick. It
will be stuck in a mode longer, the more neighbouring modes there are and the
closer they are. Mode jumping via local optimisation also has the disadvantage
of being prone to numerical instability so that cumbersome precautions need
to be taken. Tempered transitions, on the other hand, is easy to implement.
The only difficulty is the tuning of temperatures. The choice of temperatures
is important for the efficiency of the algorithm. So far, temperatures have been
tuned by trial and error and without claim of optimality. It would be helpful
if we could optimise the temperatures by a systematic tuning approach. We
will develop such an approach in the next chapter.
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Chapter 5
Tuning Temperatures in Tempered
Transitions
5.1 Introduction
In Section 5.2, we will discuss the aim of tuning temperatures in tempered
transitions. If we assume that the hottest temperature and the number of
temperatures are fixed, the aim of optimisation is maximising the expected
acceptance probability. As we will see, we are unable to calculate (or
estimate) the expected acceptance probability in most cases so that we cannot
maximise it. On the search for an alternative approach, we will find that the
expected acceptance probability is connected to another expected value which
we can calculate (or estimate) under idealising assumptions. Optimising the
temperatures with respect to the other idealised expectation will help us in
improving the acceptance probability even if the idealising assumptions are
not met. In Section 5.3, we will derive some theoretical properties of the
optimisation problem which will help us solve it. We can then discuss possible
analytic and numerical optimisation approaches in Section 5.4. The results
will be summarised in Section 5.5.
5.2 Posing the optimisation problem
5.2.1 How to improve the efficiency of tempered transi-
tions
So far, we have only stated that we can improve the efficiency of tempered
transitions by tuning temperatures. Now we will justify this claim. A cost-
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efficient algorithm is an algorithm that mixes well at a low cost. Let us start
with the mixing. The mixing of tempered transitions depends on the mode
jumping ability of the algorithm. This ability depends on the flexibility of
the proposal mechanism and, if a mode jump is proposed, on the acceptance
probability. As discussed in Section 4.2.2, the proposal mechanism of tempered
transitions starts a secondary chain which passes through the temperatures
first in increasing order (heating-up) and then in decreasing order (cooling-
down) to generate a proposal for tempered transitions. For full flexibility
of the proposal mechanism, the hottest temperature should be chosen such
that the secondary chain can move freely around the sample space at this
temperature. The fast mixing at the hottest temperature allows the secondary
chain to move to a different part of the sample space and to find another mode
of the target distribution in the cooling-down process. For good mixing, it is
not enough that the sampler is able to generate mode jumping proposals. If
the sampler keeps rejecting the proposals, it will hardly mix between modes.
For good mixing, we also need “reasonable” acceptance probabilities. But how
do we define “reasonable”? In standard MCMC, it is often recommended to
aim for an average acceptance probability (acceptance rate) of 20% to 40%.
This recommendation is based on the assumption that we draw the proposal
state from a unimodal distribution centred at the current state. For ease of
presentation, let us choose a normal proposal x′ ∼ N (x, σ2). The acceptance
probability is then α(x, x′) = min
{
1, pi(x
′)
pi(x)
}
. If the step size σ is too small, the
states x and x′ and thus the density values pi(x) and pi(x′) lie close together
so that the acceptance probability is high. Although the algorithm moves,
it cannot move far so that it mixes very slowly within one mode and hardly
between modes. If the step size is too big, the step from x to x′ will quite likely
land in a low-probability area. This means that the acceptance probability is
very small so that the algorithm rarely moves and therefore mixes poorly. As
a result, very small and very high average acceptance probabilities indicate
poor mixing so that the “reasonable” acceptance probabilities are the ones in-
between. This definition may however change with the example. Consider
the case of drawing an independent proposal from an approximation q(x)
to the target distribution pi(x) and accepting the proposal with probability
α(x, x′) = min
{
1, pi(x
′) q(x)
pi(x) q(x′)
}
. If the approximation is poor, then the proposals
will often land in low-probability areas and thus often produce small acceptance
probabilities so that small acceptance probabilities are again a sign of poor
mixing. If, on the other hand, the approximation is quite good, then q(x) will
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approximately cancel with pi(x) in the acceptance ratio and, similarly, q(x′)
will approximately cancel with pi(x′) so that high acceptance probabilities are
achieved. In this case, high acceptance probabilities are a sign of fast mixing
and therefore desirable. We learn from these examples that a “reasonable”
average acceptance probability cannot be defined in absolute terms. We could
say that an average acceptance probability is “reasonable” if it indicates good
mixing of the underlying sampler. But which acceptance probabilities indicate
good mixing in tempered transitions? The answer depends on the mixing
ability of the secondary chain. Suppose the mixing ability is poor perhaps
because the number of temperatures is too low so that the secondary chain
does not take enough steps, or perhaps because the hottest temperature is
not hot enough so that the chain does not leave the current mode, then
the mixing of tempered transitions will be poor no matter how high the
acceptance probabilities are. If, on the other hand, the mixing ability of
the secondary chain is good, then the mixing of tempered transitions will be
better, the higher the average acceptance probability. The interim conclusion
is that we can improve the mixing of tempered transitions by maximising its
average acceptance probability, provided that the secondary chain in tempered
transitions mixes fast around the sample space. As the acceptance probability
α(x0, . . . , xn, x
′
n−1, . . . , x
′
0) = min
{
1,
[
n−1∏
i=0
pβi+1(xi)
pβi(xi)
] [
n−1∏
i=0
pβi(x
′
i)
pβi+1(x
′
i)
]}
depends on the temperatures {βi}ni=0, the choice of temperatures will affect the
average acceptance probability although, at this point, it is not clear to what
degree. When defining the temperatures, we can decide on their number and
their value. In particular, we have to choose the hottest temperature whose
value is crucial for the mixing of the secondary chain. If it is not hot enough,
the secondary chain will not be able to jump between modes. Another issue
is that the length of the secondary chain generating a mode jumping proposal
is proportional to the number of temperatures. If we increase the number of
temperatures, we also increase the computational cost of tempered transitions.
In practice, it can be observed that increasing the number of temperatures leads
to higher average acceptance probabilities and thus to better mixing. As this
improvement comes at a higher cost, we should only increase the number of
temperatures if the gain outweighs the cost. The trade-off between mixing and
cost and the constraint on the hottest temperature make it necessary to adjust
the interim conclusion. The revised optimisation problem comes now in two
parts: first, maximise the average acceptance probability under the constraint
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that the hottest inverse temperature βmin and the number n of temperatures
are fixed and provided that the secondary chain mixes well around the sample
space; second, vary βmin (subject to being hot enough) and n only if the benefit
is greater than the cost. In the next section, we will check the feasibility of
such an approach.
5.2.2 Feasibility of the true optimisation problem
The average acceptance probability is an empirical value better known as the
acceptance rate. One maximisation approach is therefore to run tempered
transitions with various temperature choices and then to pick the choice that
gave the highest acceptance rate. That is however exactly the approach we
want to avoid because it is quite time-consuming. We would be quicker
if we could calculate (or approximate) the theoretical value of the average
acceptance probability, which is the expected acceptance probability. To derive
the expected acceptance probability Eϕ
[
α(X0, . . . , Xn−1, Xn, X
′
n−1, . . . , X
′
0)
]
,
we need the underlying distribution ϕ which is the joint distribution of the
auxiliary path (X0, . . . , Xn−1, Xn, X
′
n−1, . . . , X
′
0) generated by the secondary
chain. If we assume that tempered transitions has reached convergence,
then the initial state X0 is a sample from the target distribution pβ0 , while
the other states follow the distribution of the Markov transition kernels
{Tβi}ni=1 under which they are generated so that the joint distribution
ϕ(X0, . . . , Xn−1, Xn, X
′
n−1, . . . , X
′
0) is given by
ϕ(x0, . . . , xn, x
′
n−1, . . . , x
′
0)
= pβ0(x0)
[
n−1∏
i=0
Tβi+1(xi, xi+1)
]
Tβn(xn, x
′
n−1)
[
n−2∏
i=0
Tβi+1(x
′
i+1, x
′
i)
]
.
(5.1)
This yields the expected acceptance probability
Eϕ
[
α(X0, . . . , Xn−1, Xn, X
′
n−1, . . . , X
′
0)
]
= Eϕ
{
min
[
1,
(
n−1∏
i=0
pβi+1(Xi)
pβi(Xi)
) (
n−1∏
i=0
pβi(X
′
i)
pβi+1(X
′
i)
)]}
=
∫
Ω2n+1
dϕ(x0, . . . , xn, x
′
n−1, . . . , x
′
0)
min
[
1,
(
n−1∏
i=0
pβi+1(xi)
pβi(xi)
) (
n−1∏
i=0
pβi(x
′
i)
pβi+1(x
′
i)
)]
=
∫
Ω2n+1
pβ0(dx0)
[
n−1∏
i=0
Tβi+1(xi, dxi+1)
]
Tβn(xn, dx
′
n−1)
[
n−2∏
i=0
Tβi+1(x
′
i+1, dx
′
i)
]
min
[
1,
(
n−1∏
i=0
pβi+1(xi)
pβi(xi)
) (
n−1∏
i=0
pβi(x
′
i)
pβi+1(x
′
i)
)]
.
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The integral form reveals that the expected acceptance probability depends
on the choice of temperatures {βi}ni=1 and on the choice of transition kernels
{Tβi}ni=1. We can simplify this optimisation problem by assuming that the
Markov transition kernels {Tβi}ni=1 produce independent samples from the
respective equilibrium distributions {pβi}ni=1 and that the tempered transitions
algorithm has reached convergence so that X0 ∼ pβ0 . In this case, the joint
distribution is defined by
ϕ(x0, . . . , xn, x
′
n−1, . . . , x
′
0)
∝ pβ0(x0)
[
n∏
i=1
pβi(xi)
] [
n−1∏
i=0
pβi+1(x
′
i)
]
.
(5.2)
We will refer to this assumption as the “ideal world” scenario to distinguish it
from the “real world” scenario in which the general form of the joint distribution
(5.1) cannot be reduced to (5.2). If we assume the “ideal world” scenario, then
the expected acceptance probability simplifies to
Eϕ
[
α(X0, . . . , Xn−1, Xn, X
′
n−1, . . . , X
′
0)
]
=
∫
Ω2n+1
n∏
i=0
pβi(dxi)
n−1∏
i=0
pβi+1(dx
′
i)
min
[
1,
(
n−1∏
i=0
pβi+1(xi)
pβi(xi)
) (
n−1∏
i=0
pβi(x
′
i)
pβi+1(x
′
i)
)]
,
which has the advantage that it depends solely on the choice of temperatures
{βi}ni=0 (and not anymore on the transition kernels {Tβi}ni=1 ). In general,
the expectation Eϕ (α) is neither in the “real world” nor in the “ideal world”
tractable so that we cannot tackle the optimisation problem directly. However,
as we will see in the next section, we may be able to tackle the problem
implicitly by solving a related optimisation problem.
5.2.3 Searching for an alternative optimisation problem
We will develop an alternative optimisation problem based on an argument
that Neal (1996) uses to explain why increasing the number of temperatures
between the hottest and the coldest temperature improves the acceptance rate
in tempered transitions when the tempered distributions follow the canonical
form pβ(x) ∝ exp [−β h(x)]. We will adapt the argument slightly so that it
can be applied to the wider class of tempered distributions
pβ(x) ∝ pi(x) exp [−β h(x)] (5.3)
because, as discussed in Section 4.2, this class provides a greater flexibility for
the implementation of tempered transitions.
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If the tempered distributions belong to the wider class (5.3), we can rewrite
the tempered transitions acceptance probability by
α(x0, . . . , xn, x
′
n−1, . . . , x
′
0)
= min
{
1,
[
n−1∏
i=0
pβi+1(xi)
pβi(xi)
] [
n−1∏
i=0
pβi(x
′
i)
pβi+1(x
′
i)
]}
= min
{
1,
[
n−1∏
i=0
pi(xi) exp [−βi+1 h(xi)]
pi(xi) exp [−βi h(xi)]
] [
n−1∏
i=0
pi(x′i) exp [−βi h(x′i)]
pi(x′i) exp [−βi+1 h(x′i)]
]}
= min
{
1, exp
[
n−1∑
i=0
(βi − βi+1)h(xi)
]
exp
[
−
n−1∑
i=0
(βi − βi+1)h(x′i)
]}
= min
{
1, exp
[
−
(
n−1∑
i=0
(βi − βi+1)h(x′i)−
n−1∑
i=0
(βi − βi+1)h(xi)
)]}
.
In this case, the acceptance probability depends on the size of the area under
two step-functions. One of these areas
Fup :=
n−1∑
i=0
(βi − βi+1)h(xi)
is based on the states {xi} of the secondary chain generated in the heating-up
process, while the other
Fdown :=
n−1∑
i=0
(βi − βi+1)h(x′i)
is based on the states {x′i} of the secondary chain generated in the cooling-down
process. In the new notation, the acceptance probability becomes
α(x0, . . . , xn, x
′
n−1, . . . , x
′
0) = min {1, exp [− (Fdown − Fup)]} .
The acceptance probability will be greater, the smaller the difference between
the areas Fdown and Fup. To learn about this difference, let us look at the
expected values
Eϕ (Fup) =
n−1∑
i=0
(βi − βi+1) Eϕ [h(Xi)]
and Eϕ (Fdown) =
n−1∑
i=0
(βi − βi+1) Eϕ [h(X ′i)]
with respect to the joint distribution ϕ(x0, . . . , xn, x
′
n−1, . . . , x
′
0). If we assume
the “ideal world” scenario (5.2) in which the Markov transition kernels {Tβi}ni=1
generate independent samples from the corresponding distributions {pβi}ni=1
and tempered transitions has reached convergence, then the expectations
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reduce to
Eϕ (Fup) =
n−1∑
i=0
(βi − βi+1) Epβi [h(X)]
and Eϕ (Fdown) =
n−1∑
i=0
(βi − βi+1) Epβi+1 [h(X)] .
This means that the expectations depend on the inverse temperatures {βi}
entirely. To visualise the relationship between temperatures and expectations,
we can use the “trick” of regarding the expectation of the energy function h at
inverse temperature β as a function g of β and define
g(β) := Epβ [h(X)] .
The “trick” reveals that the expectations
Eϕ (Fup) =
n−1∑
i=0
(βi − βi+1) g(βi)
and Eϕ (Fdown) =
n−1∑
i=0
(βi − βi+1) g(βi+1)
define two areas (under two step-functions) both approximating the integral
F =
∫ β0
βn
g(β) dβ
(see Figure 5-1 for illustration). Using the same picture, we can visualise
the difference between Eϕ (Fdown) and Eϕ (Fup) by taking each block of the
step-function areas and shading the part that is not overlapped by one of the
other blocks (see Figure 5-2). By this, we obtain (n − 1) shaded squares (or
rectangles) whose sum (“sum of squares”) represents the desired difference
S = Eϕ (Fdown)− Eϕ (Fup)
=
n−1∑
i=0
(βi − βi+1) {Eϕ [h(X ′i)]− Eϕ [h(Xi)]}
=
n−1∑
i=0
(βi − βi+1) [g(βi+1)− g(βi)] .
At this point, it is worth pointing out that approximating the area F can be a
goal in itself. The area F corresponds to the log-ratio log
[
Z(βn)
Z(β0)
]
where Z(β)
denotes the normalisation constant of the distribution pβ, i.e.
Z(β) =
∫
pi(x) exp [−β h(x)] dx.
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Figure 5-1: In the “ideal world” scenario, the anchor points of the step-
functions defining the shaded Eϕ (Fup) and Eϕ (Fdown) lie on the curve
g(β) because convergence is established immediately at each temperature.
To see this, let us derive the derivative of Z(β) with respect to β:
d
dβ
Z(β) =
∫
pi(x)
d
dβ
exp [−β h(x)] dx
= Z(β)
∫
1
Z(β)
pi(x) [−h(x)] exp [−β h(x)] dx
= −Z(β) Epβ [h(X)]
= −Z(β) g(β) .
Rearranging this differential equation gives
g(β) = − 1
Z(β)
[
d
dβ
Z(β)
]
.
Integrating on both sides with respect to β in the limits βn and β0 finally yields
the above feature
F =
∫ β0
βn
g(β) dβ
= −
∫ β0
βn
1
Z(β)
[
d
dβ
Z(β)
]
dβ
= − log [Z(β)]
∣∣∣β0
βn
= log
[
Z(βn)
Z(β0)
]
.
This feature allows us to estimate the normalisation constant Z(β0) of
the target distribution if the normalisation constant Z(βn) of the hottest
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Figure 5-2: In the “ideal world” scenario, the anchor points defining the
shaded “sum of squares” S = Eϕ (Fdown)− Eϕ (Fup) lie on the curve g(β)
due to rapid convergence at each temperature. The term “sum of squares”
is chosen because the shaded area representing S takes the form of several
shaded squares (or rectangles) joint together.
distribution is known. This is for example possible if the normalisation
constant of the prior distribution pi(x) is known and the hottest distribution
is identical to the prior (at βn = 0). We can use this property to calculate
the marginal likelihood, which is a very important quantity in Bayesian model
comparison. To demonstrate this, we will return for a moment to the Bayesian
standard notation p (θ|y) ∝ p (θ) p (y|θ) where p (θ) is the prior and p (y|θ) the
likelihood. We will define the tempered version by pβ (θ|y) ∝ p (θ) p (y|θ)β so
that Z(β) =
∫
p (θ) p (y|θ)β dθ and g(β) = −Epβ {log [p (y|θ)]}. When βn = 0
and β0 = 1, the quantity (−F ) equals the log-marginal-likelihood log [p (y)] of
the target distribution, which can be derived as follows:
−F = − log
[
Z(0)
Z(1)
]
= log
[
Z(1)
Z(0)
]
= log
[∫
p (θ) p (y|θ) dθ∫
p (θ) dθ
]
= log
[∫
p (θ) p (y|θ) dθ
]
= log [p (y)] .
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Figure 5-3: In the “real world” scenario, the anchor points of the step-
functions defining the shaded Eϕ (Fup) and Eϕ (Fdown) do not lie on the
curve g(β) due to slow convergence at each temperature.
For ways of approximating p (y) and some applications, see for example Friel
and Pettitt (2008).
Let us now return to our goal of optimising the temperatures in tempered
transitions and thus to our notation pβ(x) ∝ pi(x) exp [−β h(x)] and g(β) =
Epβ [h(X)]. We have discussed that the sum of squares S = Eϕ (Fdown − Fup),
which is a function of the inverse temperatures {βi}ni=1, influences the
acceptance probability
α(x0, . . . , xn, x
′
n−1, . . . , x
′
0) = min {1, exp [− (Fdown − Fup)]} .
in tempered transitions. In the ideal world scenario (5.2), the approximations
to the area F can be written as
Eϕ (Fup) =
n−1∑
i=0
(βi − βi+1) Epβi [h(X)]
and Eϕ (Fdown) =
n−1∑
i=0
(βi − βi+1) Epβi+1 [h(X)]
and the sum of squares as
S =
n−1∑
i=0
(βi − βi+1) [g(βi+1)− g(βi)] .
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Figure 5-4: In the “real world” scenario, the anchor points defining the
shaded “sum of squares” S = Eϕ (Fdown) − Eϕ (Fup) do not lie on the
curve g(β) due to slow convergence at each temperature. The term “sum
of squares” is chosen because the shaded area representing S takes the
form of several shaded squares (or rectangles) joint together.
If the inverse temperatures satisfy the ordering constraint βmin = βn < . . . <
β1 = β0 as in the illustrations (Figures 5-1 and 5-2)), then increasing the num-
ber n of temperatures between βmin and β0 leads to a smaller sum of squares
S = Eϕ (Fdown − Fup) because each of the step-function areas approximates
the integral F better. As the expectation Eϕ (Fdown − Fup) characterises the
distribution (Fdown − Fup) on which the acceptance probability
α(x0, . . . , xn, x
′
n−1, . . . , x
′
0) = min {1, exp [− (Fdown − Fup)]}
depends, it is intuitive that the smaller sum of squares also leads to a higher
expected acceptance probability. This explains why increasing the number
of temperatures improves the acceptance rate at least in the “ideal world”
scenario (5.2). It remains to cover the “real world” scenario in which the
Markov transitions kernels {Tβi}ni=1 do not immediately establish convergence
to the equilibrium distributions {pβi}ni=1 so that the joint distribution
ϕ(x0, . . . , xn, x
′
n−1, . . . , x
′
0)
= pβ0(x0)
[
n−1∏
i=0
Tβi+1(xi, xi+1)
]
Tβn(xn, x
′
n−1)
[
n−2∏
i=0
Tβi+1(x
′
i+1, x
′
i)
]
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cannot be further simplified. Recall that we assume that the mixing is fast at
the hottest temperature βmin so that tempered transitions mixes well overall.
This means that we can assume that the initial state of the secondary chain X0
has marginal distribution pβ0, while the state X
′
n−1 generated at the hottest
temperature has approximately marginal distribution pβn = pβmin. Since the
remaining kernels are relatively slow in mixing, the auxiliary states xi, i =
1, . . . , n − 1, generated in the heating-up process will be biased towards the
coldest distribution, while the auxiliary states x′i, i = 0, . . . , n−1, generated in
the cooling-down process will be biased towards the hottest distribution. As
a result, the distributions of the energies h(xi), i = 1, . . . , n − 1, and h(x′i),
i = 0, . . . , n− 1, will be biased towards the energy distribution at the coldest
and hottest temperature, respectively. This implies that the anchor points
Eϕ [h(Xi)] and Eϕ [h(X
′
i)], i = 1, . . . , n − 1, will not lie on the curve g(β) =
Epβ [h(X)], but somewhere near it. In Figure 5-3, the curve g(β) decreases
from g(βmin) to g(β0) so that the anchor points Eϕ [h(Xi)], i = 1, . . . , n − 1,
defining
Eϕ (Fup) =
n−1∑
i=0
(βi − βi+1) Eϕ [h(Xi)]
lie below the curve g(β) due to the bias towards Eϕ [h(X0)] = g(β0), while the
anchor points Eϕ [h(X
′
i)], i = 1, . . . , n− 1, defining
Eϕ (Fdown) =
n−1∑
i=0
(βi − βi+1) Eϕ [h(X ′i)]
lie above the curve g(β) due to the bias towards Eϕ
[
h(X ′n−1)
] ≈ g(βmin). The
bias on both sides of the curve leads to a greater “sum of squares”
S = Eϕ (Fdown)− Eϕ (Fup)
=
n−1∑
i=0
(βi − βi+1) {Eϕ [h(X ′i)]− Eϕ [h(Xi)]}
than in the “ideal world” scenario (compare Figures 5-2 and 5-4). Again,
increasing the number of temperatures between βmin and β0 will lead to better
approximations of the integral F and thus to a smaller sum of squares. In
conclusion, raising the number of temperatures will most likely lead to higher
acceptance rates in both the “ideal world” and the “real world” scenario.
In Neal’s discussion, the difference between “real world” and “ideal world” is
deduced to be due to the difference between fast mixing and slowly mixing
transition kernels {Tβi}ni=1. A point that Neal does not make is that we can also
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achieve the “ideal world” scenario by running slowly mixing Markov transition
kernels for several iterations at each temperature level. We can think of these
iterations as a “burn-in” period because only the last state of this burn-in is
relevant for the acceptance of the tempered transitions proposal due to some
cancellation in the acceptance ratio. If the burn-in is long enough, the last
auxiliary state at the current temperature level will be practically independent
of the last state of the previous temperature level, which corresponds to
the “ideal world” scenario. We can incorporate a burn-in period b at each
temperature by running b iterations at each of the t distinct temperature levels.
This means that we define the tempered transitions sampler by n = tb inverse
temperatures βi, i = 0, . . . , n, where
β0 = β1 = · · · = βb < βb+1 = · · · = β2b < · · · < β(t−1)b+1 = · · · = βtb.
As many terms in the acceptance ratio cancel, we accept the path
(x0, x1, x2, . . . , xtb−2, xtb−1, xtb, x
′
tb−1, x
′
tb−2, . . . , x
′
2, x
′
1, x
′
0)
with probability
min
{
1,
∏t−1
j=0 pβjb+1(xjb)
∏t−1
k=0 pβkb(x
′
kb)∏t−1
j=0 pβjb(xjb)
∏t−1
k=0 pβkb+1(x
′
kb)
}
where pβjb 6= pβjb+1 as the βb < β2b < · · · < βtb mark the end of each
distinct temperature level. Note that this probability agrees with accepting
the “thinned” path
(x0, xb, x2b, x3b, . . . , x(t−1)b, xtb, x
′
(t−1)b, . . . , x
′
2b, x
′
b, x
′
0).
The method thus “pretends” to have used only the last iteration at each
temperature.
To illustrate the possibility of achieving the “ideal world” scenario by incorpo-
rating burn-in periods, tempered transitions was applied to the toy problem of
sampling from the mixture of normal distributions 1
2
N(0, 1)+ 1
2
N(10, 1). The
tempered distributions were of the form pβ(x) ∝ exp [−β h(x)] with energy
function
h(x) = − log
{
exp
[
−1
2
x2
]
+ exp
[
−1
2
(x− 10)2
]}
.
Figure 5-5 shows that the target distribution features two well separated modes
which start merging together at inverse temperature βmin =
1
8
. The t = 5
distinct temperature levels were set geometrically by βt = 8
−(t−1)/4, t = 1, . . . , 5
71
−5 0 5 10 15
0.
00
0.
05
0.
10
0.
15
0.
20
Target Density and Tempered Density (at β = 1 8 )
y
D
en
si
ty
Figure 5-5: The target density 12 N(0, 1) +
1
2 N(10, 1) features two well
separated modes (solid line) which start merging together at inverse
temperature β = 18 (dotted line).
and β0 = 1 by definition. For simplicity, the same Metropolis transition kernel
with proposal distribution q(x, x′) ∼ N (x, 82) was used at each temperature
level. To monitor the effect of the burn-in b, the states of the “thinned” sec-
ondary chain (X0, Xb, X2b, X3b, . . . , X(t−1)b, Xtb, X
′
(t−1)b, . . . , X
′
2b, X
′
b, X
′
0) were
stored at each iteration of the tempered transitions sampler. As the tempered
transitions algorithm was run for N = 10 000 iterations, there were also N
samples of X0, N samples of Xb, N samples of X2b etc. It was therefore
possible to estimate Eϕ [h(Xjb)], j = 0, 1, . . . , t, by the empirical mean
1
N
∑N
k=1 h
(
X
(k)
jb
)
. In a similar way, Eϕ
[
h(X ′jb)
]
, j = 0, 1, . . . , t, was estimated.
These estimates were used to plot the step-function areas
Eϕ (Fup) =
t−1∑
j=0
(βjb − β(j+1)b) Eϕ [h(Xjb)]
and Eϕ (Fdown) =
t−1∑
j=0
(βjb − β(j+1)b) Eϕ
[
h(X ′jb)
]
and the sum of squares
S = Eϕ (Fdown)− Eϕ (Fup)
=
t−1∑
j=0
(βjb − β(j+1)b)
{
Eϕ
[
h(X ′jb)
]− Eϕ [h(Xjb)]} .
In this example, the curve g(β) = Epβ [h(X)] was also plotted because its values
could be obtained numerically. We have already seen the resulting plots for
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this example (Figures 5-1 to 5-4) because they were used earlier to illustrate
the difference between the “real world” and the “ideal world”. To demonstrate
the effect of slow convergence, the sampler was first run with b = 1. As we
can see in Figures 5-3 and 5-4, the anchor points do not lie on the curve g(β),
which yields a greater sum of squares than in the ideal case. As discussed
earlier, this behaviour is caused by the high dependencies between the states
of the secondary chain. To show that a sufficiently long burn-in produces the
“ideal case” scenario where the anchor points lie on the curve g(β), tempered
transitions was again run for N = 10 000 iterations, but this time with a burn-
in of b = 3 000. As can be seen in Figures 5-1 and 5-2, this burn-in leads to
the “ideal world” scenario with a smaller sum of squares. In this example, the
smaller sum of squares raises the acceptance rate. It improves from 0.56 (“real
world”) to 0.65 (“ideal world”). This leads us to the question whether it is
better to increase the burn-in b or the number t of distinct temperature levels.
To investigate this point, the number of distinct temperature levels was kept
constant by t = 5 with varying burn-in b = 1, 2, 3, 4 in one experiment (see
Table 5-1), while b = 1 was fixed with different t = 5, 10, 15, 20 in another
(see Table 5-2). This time, the integrated autocorrelation time τ(x) was
monitored, too. It was approximated by Geyer’s estimator (2.3) with respect
to the theoretical mean Epβ0 (X) = 5 (rather than the empirical one) to obtain
a higher accuracy. As can be seen in Table 5-1, both strategies raise the
acceptance rate and diminish τ , which means that the mixing improves. As
in both experiments the total number n = tb (and thus the computational
cost) grows in the same way (n = 5, 10, 15, 20), we can compare the quality
of the improvement in the acceptance rate and in the mixing. We can see
that, in both regards, placing more temperatures between βmin and β0 is the
better strategy. For completeness, it was also checked what happens if we
keep the cost n = 200 constant, but change the way of distributing the cost
n = t · b = 200 · 1, 50 · 4, 20 · 10, 5 · 40 (see Table 5-3). Again, it was best to use
up all resources for t. It is also interesting to see how the acceptance rate and
the mixing change when t = 2, 3, 4, . . . , 10 is slowly increased under fixed b = 1
(see Table 5-4). While the mixing becomes better as expected, the acceptance
rate, at first thought surprisingly, decreases between t = 2 and t = 4 before
adopting its usual behaviour of constant growth. The higher acceptance rates
for small t can be explained by the fact that the proposal chain does not have
many chances of moving away from the current state so that it is more likely
to obtain acceptance probabilities of one at small t values than at the slightly
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Increasing Burn-in at
Temperature Levels
t × b n acceptance rate τˆ(x)
5 × 1 5 0.556 2.95
5 × 2 10 0.571 2.58
5 × 3 15 0.584 2.36
5 × 4 20 0.603 2.34
Table 5-1: Increasing the burn-in b, while leaving the number t of distinct
temperature levels constant improves the mixing.
Increasing the Number
of Distinct Temperatures
t × b n acceptance rate τˆ (x)
5 × 1 5 0.556 2.95
10 × 1 10 0.598 2.50
15 × 1 15 0.646 2.21
20 × 1 20 0.672 2.01
Table 5-2: Increasing the number t of distinct temperature levels, while
leaving the burn-in b constant improves the mixing.
higher ones. This also explains why the autocorrelation time makes relatively
big downward jumps between t = 2 and t = 4 and then descends at a slower
pace. We can also decide on the most cost-efficient number of temperatures
by comparing the increase in cost with the decrease in τ . In this example, this
is n = t · b = 2 · 1.
Another point that Neal hardly explores is the possibility of optimising the
spacing between temperatures for a fixed number of temperatures. Although
he mentions that the spacing influences the acceptance rate and although he
claims without proof that the geometric spacing is optimal in a toy example
(see Section 5.4.1), he does not give any theoretical or practical advice on
how to find an optimal spacing. We are therefore taking a novel approach
by developing a tuning technique minimising the sum of squares. We are
interested in it because a decrease in the sum of squares will hopefully induce
the desired increase in the expected acceptance probability Eϕ(α). It seems
quite probable that the tuning technique will lead to a temperature sequence
giving a relatively high, albeit not maximal value of Eϕ(α). We cannot attain
the maximal value because the optimisation problems are not equivalent due
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Constant Cost
t × b n acceptance rate τˆ(x)
200 × 1 200 0.877 1.32
50 × 4 200 0.871 1.39
20 × 10 200 0.832 1.45
5 × 40 200 0.645 2.25
Table 5-3: It is better to use the available resources for the number t of
distinct temperature levels than the burn-in b.
Slow Increase in Number
of Distinct Temperatures
t × b n acceptance rate τˆ (x)
2 × 1 2 0.600 5.55
3 × 1 3 0.571 3.76
4 × 1 4 0.553 3.16
5 × 1 5 0.556 2.95
6 × 1 6 0.558 2.91
7 × 1 7 0.569 2.60
8 × 1 8 0.587 2.48
9 × 1 9 0.587 2.45
10 × 1 10 0.588 2.46
Table 5-4: When increasing the number t of distinct temperature levels
slowly, we observe that the acceptance rate first drops because there is
a greater chance that the proposal is identical to the current state and
therefore accepted with probability one when t is small. If t is further
increased, the acceptance rate raises as expected.
to the fact that the expectation of a function is in general not equal to the
function of the expectation, which means in our case that
Eϕ
[
α(X0, . . . , Xn−1, Xn, X
′
n−1, . . . , X
′
0)
]
6= min
{
1, exp
[
−Eϕ
(
n−1∑
i=0
(βi − βi+1) [h(X ′i)− h(Xi)]
)]}
.
Since there is no simple connection between the sum of squares and the
acceptance rate, we cannot predict one given the value of the other. This
complicates the tuning of the number n of temperatures. Although we
may be able to optimise the spacing for a given number of temperatures
n (by minimising the sum of squares), we may not be able to determine
an optimal number of temperatures n since we do not know which value
Eϕ
{∑n−1
i=0 (βi − βi+1) [h(X ′i)− h(Xi)]
}
yields a cost-efficient acceptance rate
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before running tempered transitions. It seems therefore best to find a
reasonable number of temperatures by trial and error using preliminary
runs. For example, we can find the optimal spacing for a given number of
temperatures and then run tempered transitions based on this scheme. If the
resulting acceptance rate is not satisfactory, we can choose a lower or higher
number of temperatures as appropriate, optimise the sum of squares and then
try again. Other criteria, such as the computational cost times the integrated
autocorrelation time, may also be applied to find a cost-efficient scheme. In a
similar manner, we could tune the hottest inverse temperature βmin (subject
to being hot enough). Note, however, that a smaller βmin leads to a greater
integral F that has to be approximated by Eϕ (Fdown) and Eϕ (Fup) so that,
intuitively, we also have to increase the number of temperatures to obtain
the same sum of squares S = [Eϕ (Fdown)− Eϕ (Fup)] as in the case of leaving
βmin unchanged. In terms of cost-efficiency, it seems therefore not advisable to
choose βmin much smaller than necessary.
The last point is that minimising the sum of squares
Eϕ
{
n−1∑
i=0
(βi − βi+1) [h(X ′i)− h(Xi)]
}
in the “real world” scenario would involve minimising over all possible
temperatures {pβi}ni=1 and transition kernels {Tβi}ni=1 which we cannot tackle.
However, as we will see, minimising the sum of squares
S ({βi}ni=0) =
n−1∑
i=0
(βi − βi+1) {Eϕ [h(X ′i)]− Eϕ [h(Xi)]}
=
n−1∑
i=0
(βi − βi+1) [g(βi+1)− g(βi)]
in the “ideal world” scenario (5.2) is possible since then we only have to optimise
the temperatures {βi}ni=1. Let us find out about the search space for the
optimal set of temperatures in the next section.
5.3 Search space for optimal temperatures
5.3.1 Decreasing curve
For defining the search space, it helps to know that the curve g(β) = Epβ [h(X)]
is a decreasing function (or more precisely, a non-increasing function) on (0,∞)
with derivative g′(β) = −varpβ [h(X)]. We will also need this property later to
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approximate the curve if it is not analytically available (Section 7.7.1).
We will show that the curve g(β) = Epβ [h(X)] is non-increasing by verifying
that its derivative g′(β) = d
dβ
Epβ [h(X)] is non-positive. Let Z(β)
−1 denote
the normalisation constant of the distribution pβ(x) ∝ pi(x) exp [−β h(x)] so
that
Z(β) :=
∫
pi(x) exp [−β h(x)] dx .
To calculate d
dβ
Epβ [h(X)], we will need the derivatives
d
dβ
pβ(x) and
d
dβ
Z(β)−1.
The latter is given by
d
dβ
[
1
Z(β)
]
=
d
dZ(β)
[
1
Z(β)
]
·
[
d
dβ
Z(β)
]
(chain rule)
= − 1
Z(β)2
[
d
dβ
Z(β)
]
= − 1
Z(β)2
∫
pi(x)
d
dβ
exp [−β h(x)] dx
= − 1
Z(β)2
∫
pi(x) [−h(x)] exp [−β h(x)] dx
=
1
Z(β)
Epβ [h(X)] .
(5.4)
This derivative helps us deduce the former
d
dβ
pβ(x) = pi(x)
d
dβ
[
1
Z(β)
exp [−β h(x)]
]
= pi(x)
{[
d
dβ
1
Z(β)
]
exp [−β h(x)] + 1
Z(β)
[
d
dβ
exp [−β h(x)]
]}
(5.4)
= pi(x)
{
1
Z(β)
exp [−β h(x)] Epβ [h(X)]−
1
Z(β)
h(x) exp [−β h(x)]
}
= pβ(x)
{
Epβ [h(X)]− h(x)
}
.
(5.5)
It follows that the derivative of the curve g(β) is non-positive:
g′(β) =
d
dβ
Epβ [h(X)]
=
d
dβ
∫
h(x) pβ(x) dx
=
∫
h(x)
d
dβ
pβ(x) dx
(5.5)
=
∫ {
h(x) Epβ [h(X)]− [h(x)]2
}
pβ(x) dx
= Epβ [h(X)]
∫
h(x) pβ(x) dx−
∫
[h(x)]2 pβ(x) dx
=
{
Epβ [h(X)]
}2 − Epβ {[h(X)]2}
= −varpβ [h(X)]
≤ 0.
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Hence, the curve g(β) = Epβ [h(X)] is a decreasing function. Note that the
decay at a particular β value depends on the variance varpβ [h(X)]: the greater
this variance, the stronger the decay.
We can also derive the second derivative
g′′(β) =
d2
dβ2
Epβ [h(X)]
=
d
dβ
[
d
dβ
Epβ [h(X)]
]
=
d
dβ
[−varpβ [h(X)]]
= − d
dβ
Epβ
{{
h(X)− Epβ [h(X)]
}2}
= − d
dβ
∫ {
h(X)− Epβ [h(X)]
}2
pβ(x) dx
= −
∫ {
h(X)− Epβ [h(X)]
}2 d
dβ
pβ(x) dx
(5.5)
= −
∫ {
h(x) − Epβ [h(X)]
}2 {
Epβ [h(X)]− h(x)
}
pβ(x) dx
= Epβ
{{
h(X)− Epβ [h(X)]
}3}
which determines the shape of the curve g(β). The shape may be convex,
concave or of mixed behaviour. We will demonstrate in a toy example how the
shape influences the spacing of the optimal temperatures (Section 6.4).
5.3.2 Ordering constraint for optimal temperatures
Due to the doubling of temperatures β1 = β0 in βmin = βn < · · · < β1 = β0,
the sum of squares can be simplified by
S ({βi}ni=0) =
n−1∑
i=0
(βi − βi+1) [g(βi+1)− g(βi)]
=
n−1∑
i=1
(βi − βi+1) [g(βi+1)− g(βi)]
= S ({βi}ni=1) .
An equivalent optimisation problem is thus to find {βi}ni=1 such that
S ({βi}ni=1) =
n−1∑
i=1
(βi − βi+1) [g(βi+1)− g(βi)]
is minimised. In the following, we will prove that the optimal temperatures
satisfy the ordering constraint
βmin = βn < · · · < β1
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where β1 = β0 is fixed by definition. This result is useful because it reduces the
search space of the optimisation methods. First we will check that all optimal
inverse temperatures lie between βmin and β1 = β0, then we will show that the
optimal scheme is ordered. Both proofs are based on the previous result that
the curve g(β) is decreasing.
We will first consider including some inverse temperatures that are greater
than the target temperature β1 = β0 in the temperature scheme. Such inverse
temperatures would over-cool the target distribution and thus exacerbate its
modes. Suppose the over-cooled temperatures would be put at the beginning
of the temperature sequence. Then the secondary chain would start with
over-cooling the target distribution which is not desirable but necessary for
reversibility. The secondary chain would then go over to heating-up the
over-cooled distributions until the hottest temperature is reached where mode
swapping is possible. On the way back, the cooling-down process would again
over-cool the target distribution so that the secondary chain hopefully visits the
exaggerated peak of one of the target modes. In the last steps, the over-cooling
would be reversed until the target temperature is reached. If the sampler does
not move too far from the peak of the target mode, the target density at the
final proposal should be fairly high. In brief, the hope is that over-cooling might
increase the acceptance probability of tempered transitions. Unfortunately,
this is not the case. In fact, over-cooling reduces the acceptance rate because
it produces a larger sum of squares
∑n−1
i=1 (βi− βi+1) [g(βi+1)− g(βi)] than the
one which would be obtained if the over-cooled temperatures were left out. To
see this, let us remove the over-cooled temperatures one by one according to
the following rule: if there is an index k such that βk = maxi {βi} and βk > 1,
then βk is the coldest over-cooled inverse temperature and has to be taken out.
Without loss of generality, let us assume that
βk+1 ≤ βk−1 ≤ βk .
As the curve g(β) is decreasing, we also have
g(βk+1) ≥ g(βk−1) ≥ g(βk)
so that
(βk − βk+1) [g(βk+1)− g(βk)] ≥ (βk−1 − βk+1) [g(βk+1)− g(βk−1)] . (5.6)
It follows that the difference between the sum of squares obtained by the
original scheme {βi}i and the sum of squares obtained by the reduced scheme
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{βi}i6=k is non-negative:
S
( {βi}i )− S ({βi}i6=k)
= (βk−1 − βk) [g(βk)− g(βk−1)] + (βk − βk+1) [g(βk+1)− g(βk)]
− (βk−1 − βk+1) [g(βk+1)− g(βk−1)]
(5.6)
≥ (βk−1 − βk+1) [g(βk+1)− g(βk−1)] + (βk − βk+1) [g(βk+1)− g(βk)]
− (βk−1 − βk+1) [g(βk+1)− g(βk−1)]
≥ (βk − βk+1) [g(βk+1)− g(βk)]
≥ 0.
If we now consider the reduced scheme as the original scheme denoted by {βi}i,
then we can repeat the procedure to improve the sum of squares until all the
over-cooled temperatures have been discarded. This means that the optimal
temperature scheme satisfies βi ≤ β0 for all i. Similar ideas can be applied to
show that βmin ≤ βi for all i.
We can also prove that the optimal inverse temperatures satisfy the ordering
constraint βmin = βn < · · · < β1 by showing that any σ-permutation
βσ(1), βσ(2), . . . , βσ(n) of this ordered scheme will lead to a greater sum of squares
than the strictly ordered version. Since the first inverse temperature has to
be the target temperature, we will only consider σ-permutations satisfying
σ(1) = 1 which ensures that we sample from the target distribution (at
βσ(1) = β1 = β0) in the tempered transitions algorithm. We will show by
induction that ordering such a permuted sequence βσ(1), βσ(2), . . . , βσ(n) will
reduce the sum of squares. Let βρ(1), βρ(2), . . . , βρ(n) denote the strictly ordered
sequence. The induction assumption is then
S
({
βσ(i)
}n
i=1
)− S ({βρ(i)}ni=1) ≥ 0. (5.7)
Let us verify this assumption for n = 3. If n = 3, the only possible unordered
permutation is βσ(1) = β1, βσ(2) = β3 and βσ(3) = β2. Ordering this permutation
by setting ρ(i) = i for i = 1, 2, 3, yields
S
({
βσ(i)
}3
i=1
)
− S
({
βρ(i)
}3
i=1
)
= (β1 − β3)︸ ︷︷ ︸
> (β1−β2)
[g(β3)− g(β1)]− (β1 − β2) [g(β2)− g(β1)]
≥ 0
so that the induction assumption is true for n = 3.
Now suppose that the assumption is true for (n − 1) temperatures. Then we
can show that the assumption is also true for n temperatures. First let us
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order the first (n− 1) temperatures β1 = βσ(1), . . . , βσ(n−1) by the permutation
ρ satisfying βρ(n−1) < · · · < βρ(1) = β1. This implies that βρ(n−1) ≤ βσ(n−1). As
g(β) is decreasing, this further implies that g(βρ(n−1)) ≥ g(βσ(n−1)) so that
(βσ(n−1) − βσ(n))
[
g(βσ(n))− g(βσ(n−1))
]− (βρ(n−1) − βσ(n)) [g(βσ(n))− g(βρ(n−1))]
≥ (βρ(n−1) − βσ(n))
[
g(βσ(n))− g(βσ(n)) + g(βρ(n−1))− g(βσ(n))
]
≥ 0.
By applying this inequality and by assuming that the induction assumption
(5.7) holds for (n− 1), we obtain
S
({
βσ(i)
}n
i=1
)− S ({βρ(i)}n−1i=1 , βσ(n))
= S
({
βσ(i)
}n−1
i=1
)
+ (βσ(n−1) − βσ(n))
[
g(βσ(n))− g(βσ(n−1))
]
− S
({
βρ(i)
}n−1
i=1
)
− (βρ(n−1) − βσ(n))
[
g(βσ(n))− g(βρ(n−1))
]
≥ (βσ(n−1) − βσ(n))
[
g(βσ(n))− g(βσ(n−1))
]− (βρ(n−1) − βσ(n)) [g(βσ(n))− g(βρ(n−1))]
≥ 0.
This shows that the partially ordered sequence
({
βρ(i)
}n−1
i=1
, βσ(n)
)
does better
than the unordered sequence
({
βσ(i)
}n
i=1
)
. If βσ(n) ≤ βρ(i) for all i, then the
sequence is actually in full order so that the proof is complete. Otherwise,
it remains to show that a completely ordered sequence gives a smaller sum of
squares than the partially ordered sequence. If the sequence is not yet in order,
then there exists exactly one k ∈ {2, . . . , n− 1}, such that
βρ(k) < βσ(n) < βρ(k−1) and g(βρ(k)) ≥ g(βσ(n)) ≥ g(βρ(k−1)) (5.8)
so that the following permutation ρ˜ defines a completely ordered sequence:
ρ˜(i) = ρ(i) for i = 1, . . . , k − 1,
ρ˜(k) = σ(n) and (5.9)
ρ˜(j) = ρ(j − 1) for j = k + 1, k + 2, . . . , n.
The sum of squares S
({
βρ(i)
}n−1
i=1
, βσ(n)
)
of the partial ordering and the sum of
squares S
({
βρ˜(i)
}n
i=1
)
of the complete ordering have many terms in common.
If we write
S
({
βρ(i)
}n−1
i=1
, βσ(n)
)
= S
({
βρ(i)
}k−1
i=1
)
+ (βρ(k−1) − βρ(k))
[
g(βρ(k))− g(βρ(k−1))
]
+ S
({
βρ(j−1)
}n
j=k+1
)
+ (βσ(n) − βρ(n−1))
[
g(βρ(n−1))− g(βσ(n))
]
and
S
({
βρ˜(i)
}n
i=1
)
= S
({
βρ˜(i)
}k−1
i=1
)
+ (βρ(k−1) − βσ(n))
[
g(βσ(n))− g(βρ(k−1))
]
+ (βσ(n) − βρ(k))
[
g(βρ(k))− g(βσ(n))
]
+ S
({
βρ˜(j)
}n
j=k+1
)
,
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then by (5.9) their difference reduces to the following positive term:
S
({
βρ(i)
}n−1
i=1
, βσ(n)
)
− S ({βρ˜(i)}ni=1)
= (βσ(n) − βρ(n−1))︸ ︷︷ ︸
≥ (βσ(n)−βρ(k)) by ordering of ρ
[
g(βρ(n−1))− g(βσ(n))
]
+ (βρ(k−1) − βρ(k))︸ ︷︷ ︸
> (βρ(k−1)−βρ(n)) by (5.8)
[
g(βρ(k))− g(βρ(k−1))
]
− (βρ(k−1) − βσ(n))
[
g(βσ(n))− g(βρ(k−1))
]− (βσ(n) − βρ(k)) [g(βρ(k))− g(βσ(n))]
≥ (βσ(n) − βρ(k))︸ ︷︷ ︸
> 0 by (5.8)
[
g(βρ(n−1))− g(βρ(k))
]︸ ︷︷ ︸
≥ 0 by ordering of ρ
+ (βρ(k−1) − βρ(n))︸ ︷︷ ︸
> 0 by (5.8)
[
g(βσ(n))− g(βρ(k−1))
]︸ ︷︷ ︸
≥ 0 by (5.8)
≥ 0.
In conclusion, the optimal temperature scheme satisfies the ordering constraint
βmin = βn < · · · < β1 where β1 = β0 by definition. We will now investigate
how to find optimal temperatures subject to this constraint.
5.4 Optimisation methods
5.4.1 Analytic optimisation
Toy study
In this section, we will discuss Neal’s analytic toy example that he chooses to
motivate the use of geometrically spaced temperatures in tempered transitions.
We will follow here Neal’s original argument which is based on the constraint
βmin = βn < · · · < β1 < β0 so that, in this section, geometric spacing means
βi = β
i/n
min, i = 0, . . . , n. As Neal’s presentation is relatively short, we will fill
in some additional steps.
Neal considers sampling from the standard multivariate normal distribution
X ∼ Nd (0, I) by excursions over the tempered versions
pβ(x) ∝ exp [−β h(x)]
where the energy function h(x) is defined by
h(x) :=
1
2
d∑
j=1
x2j .
The tempered distribution pβ(x) is the multivariate normal distribution
Nd
(
0, 1
β
I
)
. We can calculate the sum of squares in the “ideal world” scenario
(5.2) in which the sum of squares Eϕ (Fdown − Fup) is given by
Eϕ (Fdown − Fup) =
n−1∑
i=0
(βi − βi+1)
{
Epβi+1 [h(X
′
i)]− Epβi [h(Xi)]
}
.
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To determine the sum, we need the energy mean Epβ [h(X)] with respect to the
tempered distribution pβ(x). To derive this mean, let us write the components
Xj, j = 1, . . . , d, of X ∼ Nd
(
0, 1
β
I
)
by Xj = Zj/
√
β where Zj ∼ N (0, 1) so
that the energy function is given by
h(X) =
1
2
d∑
j=1
X2j =
1
2β
d∑
j=1
Z2j .
Recall that the sum of squared standard normal variables follows the chi-
squared distribution
∑d
j=1 Z
2
d ∼ χ2d whose density will be denoted by ψ. Since
this distribution has mean d, the energy mean Epβ [h(X)] under the tempered
distribution pβ is given by
Epβ [h(X)] =
1
2β
Eψ

 d∑
j=1
Z2j


=
d
2β
so that the sum of squares becomes
Eϕ (Fdown − Fup) =
n−1∑
i=0
(βi − βi+1)
{
Epβi+1 [h(X
′
i)]− Epβi [h(Xi)]
}
=
d
2
n−1∑
i=0
(βi − βi+1)
(
1
βi+1
− 1
βi
)
.
We can now minimise the sum of squares for a fixed hottest inverse temperature
βmin and a fixed number n of temperatures subject to the ordering constraint
βmin = βn < · · · < β0. Neal claims that, in this example, the optimal spacing
of temperatures is geometric with βi = β
i/n
min, i = 0, . . . , n, but neither proves
the claim nor justifies it by an existing result. We will therefore verify this
claim by induction. First, we need to check that the induction assumption
holds for n = 2. If n = 2, then β2 and β0 are fixed with β0 = 1, while β1 can
take any value in (β2, 1). In this case, we want to find β1 that minimises the
sum of squares
s(β1) =
1∑
i=0
(βi − βi+1)
(
1
βi+1
− 1
βi
)
= (β1 − β2)
(
1
β2
− 1
β1
)
+ (1− β1)
(
1
β1
− 1
)
=
(
β2 + 1
β2
)
β1 +
β2 + 1
β1
+ constant.
Differentiating s with respect to β1 gives
s′(β1) =
(β2 + 1)
β2
− (β2 + 1)
β21
.
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Setting s′(β1) = 0 implies β
2
1 = β2. Since we are looking for an optimal
solution β1 satisfying β
2
1 = β2 in the interval (β2, 1), the unique optimal
solution is the geometric choice β1 = β
1/2
2 . The induction assumption is
thus true for n = 2. It remains to show that the induction assumption
holds for any n if it holds for (n − 1). This means that we are free to
space βn−1 ∈ (βn, β0). Once βn−1 is spaced, all other inverse temperatures
are set geometrically by βi = β
i/(n−1)
n−1 , i = 0, . . . , n − 2, as this is then the
optimal spacing based on the induction assumption. If we can show that
βn−1 = β
(n−1)/n
n minimises
∑n−1
i=0 (βi − βi+1)
(
1
βi+1
− 1
βi
)
, the induction will be
complete. Spacing temperatures geometrically implies here that the squares
(i.e. the components of the “sum of squares”) are of the same size since, for
i = 0, . . . , n− 1,
(βi − βi+1)
(
1
βi+1
− 1
βi
)
=
(
β
i/(n−1)
n−1 − β(i+1)/(n−1)n−1
)(
β
−(i+1)/(n−1)
n−1 − β−i/(n−1)n−1
)
=
[
β
i/(n−1)
n−1
(
1− β1/(n−1)n−1
)] [
β
−i/(n−1)
n−1
(
β
1/(n−1)
n−1 − 1
)]
=
(
1− β1/(n−1)n−1
)(
β
1/(n−1)
n−1 − 1
)
.
In consequence, the optimisation problem of setting βn−1 simplifies to minimis-
ing
s(βn−1) =
n−1∑
i=0
(βi − βi+1)
(
1
βi+1
− 1
βi
)
= (βn−1 − βn)
(
β−1n − β−1n−1
)
+ (n− 1)
(
1− β1/(n−1)n−1
)(
β
−1/(n−1)
n−1 − 1
)
= β−1n βn−1 + βn β
−1
n−1 + (n− 1)β−1/(n−1)n−1 + (n− 1)β1/(n−1)n−1 + constant.
The derivative with respect to βn−1 is then
s′(βn−1) = β
−1
n − βn β−2n−1 − β−n/(n−1)n−1 + β−(n−2)/(n−1)n−1
= β−1n − βn β−2n−1 +
(
1− β−2/(n−1)n−1
)
β
−(n−2)/(n−1)
n−1 .
Setting βn−1 = β
(n−1)/n
n gives indeed s′(βn−1) = 0. This choice is the unique
solution of s′(βn−1) = 0 because s
′(βn−1) is strictly increasing on (0, 1), so that
geometric spacing is here the unique optimal solution. To verify that s′(βn−1)
is strictly increasing on (0, 1), we will show that s′(β˜n−1) − s′(βn−1) > 0 for
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Figure 5-6: The figure shows the minimal sum of squares for n = 5
temperatures between βn =
1
8 and β1 = 1 in the analytic toy problem
where g(β) = 12 β .
0 < βn−1 < β˜n−1 < 1:
s′(β˜n−1)− s′(βn−1) =
(
β−2n−1 − β˜−2n−1
)
βn︸ ︷︷ ︸
> 0
+
(
1− β˜−2/(n−1)n−1
)
︸ ︷︷ ︸
>   1−β
−2/(n−1)
n−1 
β˜
−(n−2)/(n−1)
n−1
−
(
1− β−2/(n−1)n−1
)
β
−(n−2)/(n−1)
n−1
>
(
1− β−2/(n−1)n−1
)
︸ ︷︷ ︸
< 0
(
β˜
−(n−2)/(n−1)
n−1 − β−(n−2)/(n−1)n−1
)
︸ ︷︷ ︸
< 0
> 0.
In conclusion, in this example, geometrically spaced temperatures minimise
Eϕ (Fdown − Fup) for given n (see Figure 5-6).
It is interesting to see in this example how Neal decides on the number n
of geometrically spaced temperatures which he denotes by βi = (1 + δ)
−i,
i = 0, 1, . . . , n, where δ > 0. In the new notation, each square in the sum of
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squares is of size
(βi − βi+1)
(
1
βi+1
− 1
βi
)
=
(
βi
βi+1
− βi+1
βi+1
) (
βi+1
βi+1
− βi+1
βi
)
= [(1 + δ)− 1] [1− (1 + δ)−1]
= δ
δ
1 + δ
= δ2
1
1 + δ
so that, for small δ, the mean Eϕ (Fdown − Fup) is approximately
Eϕ (Fdown − Fup) = d
2
n−1∑
i=0
(βi − βi+1)
(
1
βi+1
− 1
βi
)
=
d
2
n δ2
1
1 + δ
≈ d
2
n δ2.
As we want to reach a fixed minimal inverse temperature βmin = βn = (1+δ)
−n
by the geometric scheme, we need to find a reasonable relationship between
the number of temperatures n(δ, βmin), the spacing δ and the minimal inverse
temperature βmin. Neal suggests n(δ, βmin) ≈ −1δ log (βmin), which might be
motivated by Eϕ (Fdown) =
∑n−1
i=0 (βi−βi+1) 1βi+1 being an approximation of the
integral F =
∫ 1
βmin
1
β
dβ = − log (βmin) which implies that
− log (βmin) ≈
n−1∑
i=0
(βi − βi+1) 1
βi+1
= n δ.
Rearranging this approximation gives Neal’s choice n(δ, βmin) ≈ −1δ log (βmin).
Moreover, Neal suggests setting δ ≈ −1/ [d log (βmin)], where d is the dimension
of the target distribution, so that
n(βmin) ≈ d [log (βmin)]2 .
Neal justifies this choice by reckoning that the resulting mean and variance of
the random variable (Fdown − Fup) lead to a “reasonable” acceptance rate. To
see what is meant by “reasonable”, let us derive the variance of (Fdown − Fup).
we need again that the sum of squared standard normal variables follows the
chi-squared distribution
∑d
j=1 Z
2
d ∼ χ2d with variance 2d, in which case the
energy h(X) has variance
varpβ [h(X)] =
(
1
2β
)2
varψ

 d∑
j=1
Z2j


=
d
2β2
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under the tempered distribution pβ(x). For geometric temperatures, the
variance varϕ (Fdown − Fup) is then given by
varϕ (Fdown − Fup) =
n−1∑
i=0
(βi − βi+1)2 varpβi+1 [h(X)] +
n−1∑
i=0
(βi − βi+1)2 varpβi [h(X)]
=
d
2
n−1∑
i=0
(βi − βi+1)2
(
1
β2i+1
+
1
β2i
)
=
d
2
n−1∑
i=0
[(1 + δ)− 1]2
(
1 +
1
(1 + δ)2
)
≈ d n δ2 .
If we plug the recommended δ ≈ −1/ [d log (βmin)] into the mean and variance
formulae, we obtain
Eϕ (Fdown − Fup) ≈ d
2
n δ2
≈ 1
2
and varϕ (Fdown − Fup) ≈ d n δ2
≈ 1
which are meant to ensure reasonable acceptance probabilities
α = min {1, exp [− (Fdown − Fup)]}
in the tempered transitions algorithm. As we cannot deduce the value of the
expected acceptance probability from a given value for the sum of squares, we
cannot discuss Neal’s recommendation any further.
General solution
Having seen that it is possible to minimise the sum of squares analytically, we
will try to find a general analytic solution to the optimisation problem. Let us
return to the ordering constraint
βmin = βn < · · · < β1 = β0
so that we are looking for {βi}ni=1 giving the lowest sum of squares
S ({βi}ni=1) =
n−1∑
i=1
(βi − βi+1) [g(βi+1)− g(βi)] .
We will try to find a general analytic solution to the optimisation problem
in the simplified problem of optimising n = 3 temperatures. Without loss of
generality, we will assume that β1 = 1, β3 = 0, g(β1) = 0 and g(β3) = 1.
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Figure 5-7: For illustration, let us assume that the decreasing curve
g(β) between β3 = 0 and β1 = 1 satisfies g(β3) = 1 and g(β1) = 0. The
optimisation problem in its simplest form is then to find only one inverse
temperature β between β1 = 1 and β3 = 0 such that the sum of squares
s(β) = β [1− g(β)]+(1−β) g(β) is minimised. To distinguish the squares
β [1− g(β)] and (1 − β) g(β), two different types of shading are used in
the illustration.
We can also drop the index of β2 so that β2 = β and g(β2) = g(β). The
optimisation problem is thus to find β that minimises the sum of squares
s(β) = β [1− g(β)] + (1− β) g(β) (5.10)
where g(β) is a decreasing function on [0, 1] (see Figure 5-7 for illustration).
Setting the derivative
s′(β) = 1− 2 g(β) + (1− 2 β) g′(β)
equal to zero yields the optimal solution
β∗ =
1− 2 g(β∗) + g′(β∗)
2 g′(β∗)
.
We can see that this solution is not easy to determine analytically. As the
optimisation is even harder when n > 3, it seems best to minimise the sum
of squares by deterministic or stochastic optimisation methods. We can speed
up these methods by implementing the ordering constraint on the optimal
temperatures. It would help if we could simplify the search further. In Neal’s
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toy example discussed in the previous section, the optimal temperature scheme
leads to equally sized squares
(βi − βi+1) [g(βi+1)− g(βi)] = (βj − βj+1) [g(βj+1)− g(βj)] , i 6= j,
so that the question occurs whether equally sized squares imply the optimality
of the underlying temperature scheme. Unfortunately, this is not the case as
a simple counter-example shows. Consider the above simplified optimisation
problem (5.10) with g(β) := 1 − β2. Solving this problem yields the optimal
inverse temperature β∗ = (1+
√
7)/6. If we calculate the size of the two squares
defined by the optimal solution, we will find that the first square is of size
β∗ (1−g(β∗)) = 0.22, while the second square is of size (1−β∗) g(β∗) = 0.25 and
thus greater. Hence, the equal size of squares is not necessarily a feature of the
optimal solution so that we cannot simplify the optimisation problem further.
Let us therefore move on to discussing two possible numerical optimisation
methods, simulated annealing and dynamic programming.
5.4.2 Simulated annealing
Algorithm
Simulated annealing is a stochastic optimisation method (Kirkpatrick et
al. 1983, Geman and Geman 1984) in which MCMC steps are carried out
with respect to a steadily cooling tempered version of the target distribution
(which represents the optimisation problem) so that eventually all the mass
of the target distribution contracts to the global optimum. If we want to use
simulated annealing to find the optimal inverse temperatures that minimise
the sum of squares
S ({βi}ni=1) =
n−1∑
i=1
(βi − βi+1) [g(βi+1)− g(βi)]
subject to the constraint βmin = βn < · · · < β1 = β0, then we will usually set
up the method with respect to the equivalent problem of maximising
exp {−S ({βi}ni=1)} .
This equivalent problem can be considered the target distribution of simulated
annealing. For optimisation, we will need tempered versions of this target
distribution. We can define these tempered distributions by the temperature
parameter T (or equivalently by the inverse temperature 1
T
) by setting
ψT ({βi}ni=1) ∝ exp
{
− 1
T
S ({βi}ni=1)
}
.
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In the following, we will use the temperature parameter T to refer to a tempered
distribution. By definition, the target temperature is T = 1. If T is greater
than one, we obtain a hotter distribution. Otherwise if T is smaller than
one, we obtain a colder distribution. In simulated annealing, the temperature
is slowly lowered to exaggerate the target modes more and more. As the
temperature T goes to zero, all the mass of the tempered distribution is
concentrated at the global maxima of the target density. To find the global
maxima, MCMC steps are run with respect to the tempered distribution ψTk
at each k = 0, 1, 2, . . . As k goes to infinity, the temperature Tk tends to zero.
In practice, a finite decreasing sequence of temperatures {Tk}k∈m where
m := {1, 2, . . . ,m}
is used with Tm being a very small positive temperature. The simulated
annealing algorithm is then:
Algorithm 5.1:
Step 1 Start at
{
β
(0)
i
}n
i=1
.
Step 2 For k = 1, 2, . . . , m, generate
{
β
(k)
i
}n
i=1
by an MCMC kernel
which is reversible with respect to ψTk .
Step 3 Return
{
β
(m)
i
}n
i=1
.
Note that, although MCMC steps are carried out, simulated annealing is
not an MCMC method because the steady change in temperature prohibits
convergence to any of the tempered distributions ψTk , k ∈ m, so that its states
cannot be considered samples from any distribution. Anyway, sampling is not
the aim of simulated annealing; its object is optimisation.
Convergence
It is known that simulated annealing converges to the global optimum under
certain theoretical conditions. Unfortunately, these conditions cannot be
verified in practice so that convergence needs to be checked on a case-by-case
basis with the risk that convergence is falsely diagnosed. In practice, the time
of convergence also depends on the temperature scheme (“annealing schedule”)
used in simulated annealing.
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Suppose in general that S(θ) is a cost function on a finite state space and that
simulated annealing is run with respect to the tempered distribution ψTk(θ) ∝
exp
[
− 1
Tk
S(θ)
]
where Tk → 0 as k →∞. From theory, we know that simulated
annealing converges in probability to the global minimum of the cost function
S(θ) if and only if
∑∞
k=1 exp (−d∗/Tk) = +∞ where d∗ is the maximum “depth”
of all states which are local but not global minima (Hajek 1988). In particular,
if the annealing scheme is logarithmic of the form Tk = c/ log(1 + k), k ∈ m,
then simulated annealing converges if and only if c ≥ d∗. Unfortunately, the
maximum “depth” d∗ is virtually impossible to determine in practice so that
this convergence result cannot be verified in practice. Since in addition the
concept of the “depth” of a local minimum is complicated, we will here omit
its definition; it can be found in Hajek (1988) or in Robert and Casella (1999,
Section 5.2.3). For logarithmic annealing schemes Tk = c/ log(1 + k), k ∈ m,
Geman and Geman (1984) derive another bound for the value of the constant
c. Unfortunately, this bound is substantially larger than d∗ (Hajek 1988).
Similarly, Geman and Geman (1984) report that their choice is far too large
to be of practical value so that they define the logarithmic annealing scheme
Tk = c
′/ log(1 + k), k ∈ m, for their experiments by some small constant c′
which proves to be satisfactory. Note that the logarithmic annealing scheme
is not the only possible scheme. Some practical guidance on the choice of the
annealing scheme can be found in Stander and Silverman (1994) where families
of linear, geometric, reciprocal and logarithmic annealing schemes are explored
in some image analysis examples. In these examples, all the schemes achieve
satisfactory results although the logarithmic scheme performs best.
Implementation
We will here suggest two ways of implementing simulated annealing for finding
the optimal set of inverse temperatures {βi} minimising the sum of squares
S ({βi}ni=1) =
n−1∑
i=1
(βi − βi+1) [g(βi+1)− g(βi)] .
These two ways will be tested later in Chapter 6. One implementation performs
a search over the unconstrained search space {βi}ni=1 ∈ {β0} × [βmin, β0]n−2 ×
{βmin}. The unconstrained search space is deliberately chosen because it gives
us extra confidence in detecting convergence of the algorithm since the search
over the unconstrained space should reduce the risk of several runs getting
stuck in the same local optimum if the optimisation problem is multimodal.
The other implementation only considers temperature schemes of the form
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βmin = βn < · · · < β1 = β0 and is thus faster. Both versions will be based on
the logarithmic annealing scheme
Tk =
Tmax Tmin [log(m+ 2)− log(2)]
Tmin log(m+ 2)− Tmax log(2) + (Tmax − Tmin) log(k + 2) , k ∈ m,
as defined in Stander and Silverman (1994). To avoid confusion, we will use
“temperatures” to refer to the temperatures {Tk}k∈m of the annealing scheme,
while we will use “inverse temperatures” to refer to the inverse temperatures
{βi}ni=1 of the tempered transitions algorithm which are to be optimised by
simulated annealing.
The first simulated annealing version is defined on the unconstrained search
space {βi}ni=1 ∈ {β0} × [βmin, β0]n−2 × {βmin} so that the initial set of inverse
temperatures is drawn uniformly by βi ∼ U (βmin, β0) for i = 2, . . . , n−1. Note
that β1 = β0 and βn = βmin are fixed by definition. At each temperature Tk,
k ∈ m, the algorithm updates the inverse temperatures βi, i = 2, . . . , n − 1,
component-wise in a complete sweep before moving on to the next temperature.
The component-wise update uses a normal proposal with reflection at the
boundaries of the interval [βmin, β0]. Such a proposal increases the efficiency of
the update because it diminishes the probability of a proposal lying outside the
interval, which would always be rejected due to the constraint βi ∈ [βmin, β0]
for all i. We will illustrate how the reflected proposal mechanism works in
Figures 5-8 to 5-10. Suppose βi is the value of the current component i. Then
we draw z ∼ N (0, σ2T ) (where the step size σT may depend on the current
temperature value T ). If (βi + z) lies inside the interval (Figure 5-8), we will
use this value for the proposal β ′i = (βi+z). If (βi+z) lies outside the interval,
then we will reflect this value at the closest barrier, either at βmin or at β0. That
means that (βi + z) < βmin will be reflected at βmin by β
∗
i = [2 βmin − (βi + z)],
while (βi + z) > β0 will be reflected at β0 by β
∗
i = [2 β0 − (βi + z)]. Ideally,
the reflected value lies in the interval [βmin, β0] (Figure 5-9), in which case we
will use it as the proposal β ′i and accept it with the usual Metropolis-Hastings
acceptance probability. It may however happen that the reflected value is cast
over the interval into the other zero-constraint area (Figure 5-10) so that we
cannot use the reflected value as proposal. In this case, it is legitimate to start
all over again and to continue drawing and reflecting new z values as described
above until the procedure produces a value that lies in the interval and can
therefore be used as a proposal. The generated proposal follows the proposal
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No Reflection
βmin β0
ββI = β + z
Figure 5-8: If the normal proposal β′ = (β + z) centred at β lands inside
the interval [βmin, β0], then it will be used as proposal state in the MCMC
step.
distribution
q (βi, β
′
i) = qZ (βi − β′i) + qZ (2βmin − β′i − βi) + qZ (2β0 − β′i − βi) βi, β′i ∈ [βmin, β0]
where qZ(·) denotes the density of N (0, σ2T ). To understand the form of the
proposal distribution, recall that the proposal mechanism does not stop until it
produces a proposal in the interval so that we already know that β ′i ∈ [βmin, β0].
The only uncertainty is whether the proposal is generated by reflection, and
if so, at which barrier. The first possibility is that no reflection takes place,
which is equivalent to the case that the random variable is z = (βi − β ′i).
The second possibility is that the reflection is centred at βmin so that the
random variable must be z = (2 βmin − β ′i − βi). The last possibility is that
the reflection occurs at β0, in which case z = (2 β0 − β ′i − βi). To account for
all these possibilities, we add all the three possible density values of z, namely
qZ (βi − β ′i), qZ (2 βmin − β ′i − βi) and qZ (2 β0 − β ′i − βi), together. We know
that the density qZ of N (0, σ
2
T ) satisfies qZ(z) = qZ(−z). In consequence, the
proposal distribution
q (βi, β
′
i) = qZ (βi − β′i) + qZ (2βmin − β′i − βi) + qZ (2β0 − β′i − βi)
= qZ (−(βi − β′i)) + qZ (2βmin − β′i − βi) + qZ (2β0 − β′i − βi)
= qZ (β
′
i − βi) + qZ (2βmin − βi − β′i) + qZ (2β0 − βi − β′i)
= q (β′i, βi)
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Landing Inside the Interval after Reflecting at βmin
βmin β0
ββ + z
β + z βI = 2βmin − (β + z)
Figure 5-9: If the normal proposal (β + z) centred at β lands outside
the interval [βmin, β0], then it is reflected at the nearest interval barrier,
here βmin. If the reflected proposal β
′ = [2βmin − (β + z)] lands inside
the interval, it will be used as proposal state in the MCMC step.
is symmetric. The pseudo-code for the component-wise update at temperature
T can be described as follows:
Algorithm 5.2:
Step 1 Draw z ∼ N (0, σ2T ).
Step 2 Set
β∗i =


βi + z if (βi + z) ∈ [βmin, β0] ,
2βmin − (βi + z) if (βi + z) < βmin,
2β0 − (βi + z) if (βi + z) > β0.
Step 3 If β∗i ∈ [βmin, β0], then set the proposal state β ′i = β∗i . Otherwise
go to Step 1.
Step 4 As this proposal is symmetric, accept β ′i with probability
α (βi, β
′
i) = min

1,
ψT
(
β′i
∣∣∣ {βk}k∈n\{i})
ψT
(
βi
∣∣∣ {βk}k∈n\{i})

 .
As the state space [βmin, β0] for each temperature is bounded and relatively
small, the step size σT can be set constant for all temperatures. We will later
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Landing Outside the Interval after Reflecting at βmin
βmin β0
ββ + z
β + z 2βmin − (β + z)
Figure 5-10: If the normal proposal (β + z) centred at β lands outside
the interval [βmin, β0], then it is reflected at the nearest interval barrier,
here βmin. If the reflected proposal [2βmin − (β + z)] lands outside the
interval, it will be discarded straightaway and a new normal proposal
centred at β will be drawn.
use σT = 10
−3 because it gives a sufficient accuracy (Section 6.3). When
experimenting with different choices of σT , one will find that, at some point, it
is not worth using a smaller σT than the current choice because at this point
the resulting higher precision in the optimal inverse temperatures {βi}ni=1 does
not lead anymore to a significant improvement in the corresponding sum of
squares
∑n−1
i=1 (βi−βi+1) [g(βi+1)− g(βi)] which determines the acceptance rate
in tempered transitions.
The second simulated annealing version searches over the constrained search
space {
{βi}ni=1 ∈ {β0} × [βmin, β0]n−2 × {βmin} : βi < βi+1 ∀ i = 1, . . . , n− 1
}
satisfying the ordering constraint βmin = βn < · · · < β1 = β0 so that the
initial inverse temperatures are chosen recursively by β
(0)
i ∼ U (βmin, βi−1),
i = 2, . . . , n − 1, where β1 = β0 and βn = βmin are again fixed by definition.
In analogy to the unconstrained algorithm, the component-wise update in the
constrained version is defined by the following algorithm:
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Algorithm 5.3:
Step 1 Draw z ∼ N (0, σT ).
Step 2 Set
β∗i =


βi + z if (βi + z) ∈ [βi+1, βi−1] ,
2βi+1 − (βi + z) if (βi + z) < βi+1,
2βi−1 − (βi + z) if (βi + z) > βi−1.
Step 3 If β∗i ∈ [βi+1, βi−1], then set the proposal state β ′i = β∗i .
Otherwise go to Step 1.
Step 4 As this proposal is symmetric, accept β ′i with probability
α (βi, β
′
i) = min

1,
ψT
(
β′i
∣∣∣ {βk}k∈n\{i})
ψT
(
βi
∣∣∣ {βk}k∈n\{i})

 .
Again the step size σT = 10
−3 works well in the later example (Section 6.3).
In general, simulated annealing is easy to implement because we can code it as
a loop of MCMC steps in which, at every iteration, the temperature and the
step size are adjusted according to the annealing schedule. The only problem
is that we have to check the convergence of the algorithm, for example by
comparing the results from multiple runs started at points from all over the
search space. As the cost of simulated annealing is proportional to the length
of each run times the number of runs, the optimisation comes at quite a high
cost, which will be higher, the longer the time of convergence. We can avoid the
convergence problem by carrying out an exhaustive search over a discretised
version of the search space. We will present an efficient search algorithm in
the next section.
5.4.3 Dynamic programming
Dynamic programming offers an efficient way to search for the optimal inverse
temperatures βmin = βn < · · · < β1 = β0 minimising
S ({βi}ni=1) =
n−1∑
i=1
(βi − βi+1) [g(βi+1)− g(βi)]
provided that the search space is finite. We can define a finite search space by
assuming that the n temperatures {βi}ni=1 can only be placed on m available
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positions {bk}mk=1 satisfying βmin = bm < · · · < b1 = β0 and m > n so that the
temperatures βn and β1 have already their fixed positions βn = bm and β1 = b1.
The ordering constraints imply that there are positions which a particular
temperature can never take. For example, we cannot place β3 on the position
b2 because if we did, we could not satisfy the constraint β3 < β2 < β1 for there
would be no position between β3 = b2 and β1 = b1 that β2 could take. By
similar considerations, we can deduce that each temperature βi can only occupy
the positions bm−(n−i), . . . , bi, i = 2, . . . , n − 1. We can use this information
to set up the dynamic programming algorithm. Dynamic programming works
recursively by going through the stages j = 3, . . . , n in ascending order. At the
end of the (j− 1)th stage, we have determined the optimal sets {βj−2, . . . , β1}
and the corresponding minimal costs
C(βj−1) =
j−2∑
i=1
(βi − βi+1) [g(βi+1)− g(βi)]
for every position βj−1 ∈
{
bm−(n−(j−1)), . . . , bj−1
}
. As the sets and the costs
usually vary with the value of βj−1, we have to store all this information if we
want to tackle the jth stage. In the jth stage, we let βj take all the possible
values bm−(n−j), . . . , bj one after another. If βj currently occupies bk, then we
keep this position fixed until we have evaluated the cost
C(βj) =
j−1∑
i=1
(βi − βi+1) [g(βi+1)− g(βi)]
= (βj−1 − βj) [g(βj)− g(βj−1)] + C(βj−1)
for every possible value βj−1 = bk−1, . . . , bj−1 that βj−1 can take (following
the ordering constraint βj < βj−1 < · · · < β1). By trying all the possible
βj−1 values, we will find the value that minimises C(βj) when βj = bk. As
preparation for the (j + 1)th stage, we will store the minimal cost C(βj) and
the corresponding optimal temperatures {βj−1, . . . , β1} for βj = bk. Then we
will move on to the next value βj = bk+1 and repeat the optimisation. At the
end of stage j, we know the lowest cost and the underlying best sequence for
every βj ∈
{
bm−(n−j), . . . , bj
}
. In the final stage, the nth stage, there is only
one possible position that βn can take, namely βn = bn. For this position,
we can find the smallest cost C(βn) and the best temperatures {βn−1, . . . , β1}
as before. By definition of the cost function, the minimal cost C(βn) is the
desired minimal sum of squares
∑n−1
i=0 (βi − βi+1) [g(βi+1)− g(βi)] so that the
last set of optimal temperatures is the set that we want to use in the tempered
transitions algorithm.
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Let us illustrate the principle of dynamic programming on the fictitious
example of finding the optimal inverse temperatures βmin = β
∗
4 < β
∗
3 < β
∗
2 < β
∗
1
on six available positions βmin = b6 < b5 < · · · < b1. Due to the end constraints,
β1 = b1 and β4 = b6 are always fixed so that this optimisation problem has two
free variables β3 and β2 where β3 ∈ {b5, b4, b3} and β2 ∈ {b4, b3, b2} subject to
β3 < β2. In the first stage, all possible places of β2 given β3 are tried. First
β3 = b3 is chosen. As β2 = b2 is the only possible position β2 can take, the
optimal inverse temperatures are β∗3 = b3 and β
∗
2 = b2:
β3 = b3 ⇒ β∗3 β∗2 β∗1 (I).
Then β3 = b2 is tried so that either β2 = b3 or β2 = b2 is optimal. We will
assume that the optimal solution is β∗3 = b4 and β
∗
2 = b3:
β2 = b3 ⇒

 β3 β2 β1 (IIa)β∗3 β∗2 β∗1 (IIb).
Finally β3 = b5 is chosen so that β2 = b4, b3, b2 are possible. Let us assume
that the best choice is β∗3 = b4 and β
∗
2 = b3:
β3 = b5 ⇒


β3 β2 β1 (IIIa)
β∗3 β
∗
2 β
∗
1 (IIIb)
β3 β2 β1 (IIIc).
In the second stage, we find the optimal temperatures (β3, β2, β1) for every
position that β4 can occupy. As β4 is the last temperature, it can only take
the position β4 = b6. To find the best sequence (β4, β3, β2, β1), we only have
to vary β3 and place β2 on its optimal position obtained in the previous stage.
This narrows the search down to the following options:
β4 = b6 ⇒


β4 β3 β2 β1 using optimal (I)
β4 β3 β2 β1 using optimal (IIb)
β∗4 β
∗
3 β
∗
2 β
∗
1 using optimal (IIIb).
Let us assume that the last option β4 = b6, β3 = b5, β2 = b1 and β1 = b1 is
best. As the final stage is reached, this option is also the optimal scheme for
tempered transitions.
Implementing dynamic programming is not difficult. One advantage is that it
is a very efficient exhaustive search method. Another is that it always finds
the global optimum. Dynamic programming may however require a lot of
storage since it needs to remember the (j − 1) optimal inverse temperatures
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(and the associated cost) for every of the (m − n + 1) positions which the
jth inverse temperature can take so that (n − 2) × (m − n) values need to
be stored in preparation for the final stage. Since dynamic programming is
a deterministic algorithm, we can calculate its total cost. Recall that, at the
jth stage, j = 3, . . . , (n − 1), βj is tried on all the (m − n + 1) possible
positions bm−(n−j), . . . , bj. If βj currently occupies bk, then βj−1 is tried on all
the (k − j + 1) possible positions βj−1 = bk−1, . . . , bj−1 so that the cost at the
jth stage, j = 3, . . . , (n− 1), is proportional to
m−(n−j)∑
k=j
(k − j + 1) =
m−n+1∑
l=1
l
=
1
2
(m− n+ 1) (m− n+ 2) .
This cost has to be multiplied by (n−3) because it occurs at the (n−3) stages
j = 3, . . . , (n− 1). Also, the cost of the final stage has to be added: at the nth
stage, βn = bm is the only possibility so that βn−1 is the only parameter that
is moved. As βn−1 can occupy the (m−n+1) positions βn−1 = bm−1, . . . , bn−1,
the cost of the last stage is proportional to (m−n+1). Adding all these costs
together yields a total cost proportional to
1
2
(n− 3) (m− n+ 1) (m− n+ 2) + (m− n+ 1) .
That means that the total cost is of order O(m2) when n is fixed and of order
O(n3) when m is fixed.
5.5 Summary
In this chapter, we have discussed that the aim of tuning temperatures in
tempered transitions is increasing the efficiency of the algorithm. If we use
more temperatures, then we will also raise the cost so that we should only
set more temperatures if the gain in mixing is worth the additional cost.
If we fix the number of temperatures as well as the hottest temperature,
then the true optimisation problem is to maximise the expected acceptance
probability Eϕ(α). We can seldom tackle the true problem directly, but we can
approach it indirectly by solving the related problem of minimising the sum of
squares
∑n−1
i=0 (βi − βi+1) [g(βi+1)− g(βi)] which is based on the “ideal world”
assumption that the Markov transition kernels {Tβi}ni=1 of the secondary chain
generate independent samples from the corresponding distributions {pβi}ni=1.
To simplify the search for the optimal temperatures, we have proven that
these temperatures satisfy the ordering constraint βmin = βn < · · · < β1 = β0.
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We were able to optimise the temperatures analytically in the toy example of
sampling from a multivariate normal distribution. In this example, the default
choice of geometrically spaced temperatures proved to be optimal. As the
analytic optimisation is in general not possible, we suggested two alternative
optimisation methods, namely simulated annealing and dynamic programming.
In the next chapter, we will test the tuning technique in a rare toy example in
which the true optimisation problem can actually be tackled under the “ideal
world” assumption. This will give us the opportunity to investigate how well
we approach the true problem by the related problem and what happens if the
“ideal world” assumption is not met.
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Chapter 6
Testing the Tuning Technique on a
Toy Example
6.1 Introduction
In the following, we will use the tuning technique developed in the previous
chapter to design an efficient tempered transitions method for the sampler-
unfriendly simplified Witch’s Hat distribution. First, we will introduce the
distribution (Section 6.2). Then, we will check how suitable simulated
annealing and dynamic programming are for finding the temperature sequence
{βi}ni=1 that minimises the sum of squares
∑n−1
i=1 (βi − βi+1) [g(βi+1)− g(βi)]
where g(β) = Epβ [h(X)] (Section 6.3). After that, we will investigate
how well our optimisation criterion holds up against the usually intractable
goal of maximising the expected acceptance probability in comparison to the
alternative of spacing temperatures geometrically (Section 6.4). Finally, we
will assess the benefits of carrying out an optimisation based on idealising
assumptions in cases in which these assumptions are not met (Section 6.5)
before closing the chapter with a summary (Section 6.6).
6.2 Simplified Witch’s Hat
The original Witch’s Hat distribution was introduced by Matthews (1993) as
a cautionary example for Gibbs sampling. Its parameters can be chosen such
that a Gibbs sampler fails to converge within any reasonable amount of time.
Due to the shape of the distribution, the lack of convergence is very hard
to detect. The Witch’s Hat is defined on the d-dimensional open unit cube
C = (0, 1)d as the mixture of a uniform and a normal distribution with the
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Figure 6-1: The original Witch’s Hat distribution (here with parameters
δ = 0.2, y = 0.4, σ = 0.05) looks indeed like a witch’s hat (left), while
the simplified Witch’s Hat distribution (here with parameters a = 0.1,
b = 15) looks more like an “L” than a witch’s hat (right).
normal component being the “peak” and the uniform component being the
“brim” of a witch’s hat (see Figure 6-1). For fixed δ ∈ (0, 1) and σ > 0, the
Witch’s Hat distribution is given by
p(θ|y) ∝ (1− δ) (2piσ2)−d/2 exp
[
− 1
2σ2
d∑
i=1
(yi − θi)2
]
+ δ
 
{y∈C} for θ ∈ C
where y is a single multivariate observation in C. Although the Witch’s
Hat distribution is not multimodal, it is notorious for the mixing problems
it causes if the peak contains a lot of probability mass but is very hard to hit
by standard MCMC. In this case, the mixing problem can go either way: either
the sampler is trapped in the peak and cannot visit the brim although this part
has significant probability or the sampler moves around the brim and cannot
detect the peak because the latter is concentrated on a small spot. Due to
these sampling difficulties, the Witch’s Hat is in general a good test problem for
MCMC methods. The Witch’s Hat distribution can be simplified to a mixture
of a uniform on [0, 1]d (brim) and a uniform on [0, a]d (peak) without losing
its intrinsic sampling difficulty (Geyer and Thompson 1995). For the following
work, it is sufficient to consider the one-dimensional simplified Witch’s Hat
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with parameters 0 < a < 1 and 0 < b:
pβ(x) =
1
a (1 + b)
β
+ (1− a)
(
1 + b
 
{x≤a}
)β
=
1
a (1 + b)
β
+ (1− a)
exp

−β
[− log (1 + b   {x≤a})]︸ ︷︷ ︸
=:h(x)

 , for 0 ≤ x ≤ 1.
The one-dimensional version actually resembles more the capital letter “L” than
a witch’s hat (see Figure 6-1). The curve g(β) = Epβ [h(X)] is then
g(β) =
1
a (1 + b)β + (1− a)

∫ a
0
(−1) (1 + b)β log (1 + b) dx+
∫ 1
a
(−1) 1β log(1)︸ ︷︷ ︸
=0
dx


=
(−a) (1 + b)β log (1 + b)
a (1 + b)
β
+ (1− a)
.
(6.1)
The Witch’s Hat is a good example to demonstrate that the curve g(β) can
be convex, concave or a mixture of both as mentioned in Section 5.3.1. As the
shape depends on the second derivative of g(β), we will derive the first two
derivatives. Its first derivative is
g′(β) =
[
a (1 + b)
β
+ (1− a)
]
(−a) (1 + b)β [log (1 + b)]2 +
[
a (1 + b)
β
log(1 + b)
]2
[
a (1 + b)
β
+ (1− a)
]2
=
a (1 + b)β [log(1 + b)]2
[
−a (1 + b)β − (1− a) + a (1 + b)β
]
[
a (1 + b)
β
+ (1− a)
]2
=
a (a− 1) (1 + b)β [log(1 + b)]2[
a (1 + b)
β
+ (1− a)
]2 .
To calculate the second derivative, we need
d
dβ

 (1 + b)β[
a (1 + b)
β
+ (1− a)
]2


=
[
a (1 + b)β + (1− a)
]
(1 + b)β log (1 + b)− 2 (1 + b)β
[
a (1 + b)β log (1 + b)
]
[
a (1 + b)
β
+ (1− a)
]3
=
(1 + b)
β
log (1 + b)
[
a (1 + b)
β
+ (1− a)− 2 a (1 + b)β
]
[
a (1 + b)
β
+ (1− a)
]3
=
(−1) (1 + b)β log (1 + b)
[
a (1 + b)
β − (1− a)
]
[
a (1 + b)β + (1− a)
]3 .
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Note that the second line does not include one of the factors
[
a (1 + b)β + (1− a)
]
due to cancellation. The second derivative then follows:
g′′(β) = a (a− 1) [log(1 + b)]2 d
dβ

 (1 + b)β[
a (1 + b)
β
+ (1− a)
]2


=
(−a) (a− 1) (1 + b)β [log(1 + b)]3[
a (1 + b)
β
+ (1− a)
]3
︸ ︷︷ ︸
> 0
[
a (1 + b)
β − (1− a)
]
.
In the last expression, the fraction is positive because both the numerator and
the denominator are positive (for a ∈ (0, 1) and b > 0). In consequence, the
shape of the curve g(β) is determined by the last factor
[
a (1 + b)β − (1− a)
]
of the second derivative g′′(β). If this factor is positive, the second derivative
is also positive so that the curve is convex. Similarly, if this factor is negative,
the curve is concave.
Let us now discuss for which parameters a and b the curve g(β) is convex,
concave or a mixture of both. First we will prove that the parameter choice
a ∈ (1
2
, 1
)
and 0 < b leads to a positive factor
[
a (1 + b)β − (1− a)
]
> 0 which
implies that the second derivative g′′(β) > 0 is positive so that the curve g(β)
is convex on [0, 1]:
a ∈ ( 12 , 1) (and b > 0)
⇔ 1 > 1−aa
⇔ 0 > log ( 1−aa )
⇔ β log (1 + b) > log ( 1−aa ) ∀ β ∈ [0, 1] (as b > 0)
⇔ a (1 + b)β − (1− a) > 0 ∀ β ∈ [0, 1]
⇔ g′′(β) > 0 ∀ β ∈ [0, 1].
Similarly, we obtain a concave curve if a ∈ (0, 1
2
)
and b ∈ (0, 1−2a
a
)
as then[
a (1 + b)β − (1− a)
]
< 0 and thus g′′(β) < 0 for all β ∈ [0, 1]:
b < 1−2aa
[
where 1−2aa > 0 as a ∈
(
0, 12
)]
⇔ 1 + b < 1−aa
⇔ β log (1 + b) < log ( 1−aa ) ∀ β ∈ [0, 1]
⇔ a (1 + b)β − (1− a) < 0 ∀ β ∈ [0, 1]
⇔ g′′(β) < 0 ∀ β ∈ [0, 1].
Otherwise, the curve will show both convex and concave behaviour on [0, 1].
Examples for each behaviour and the underlying Witch’s Hat densities are
plotted in Figures 6-2 and 6-3. Having introduced the toy example, we can
now investigate how the optimisation methods perform in the next section.
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Figure 6-2: Top left: An example of a convex curve g(β), here induced by
the simplified Witch’s Hat with parameters a = 0.5 and b = 7.5 · 108. Top
right: An example of a concave curve g(β), here induced by the simplified
Witch’s Hat with parameters a = 10−4 and b = 9.5 · 103. Bottom left: An
example of a curve g(β) of mixed shape, here induced by the simplified
Witch’s Hat with parameters a = 10−3 and b = 104.
6.3 Testing simulated annealing and dynamic
programming
We will test the optimisation methods simulated annealing and dynamic
programming when the Witch’s parameters are set to a = 10−3 and b = 104.
We want to find the best temperature schedule βmin = βn < . . . < β1 = β0
yielding the smallest sum of squares
S ({βi}ni=1) =
n−1∑
i=1
(βi − βi+1) [g(βi+1)− g(βi)]
where g(β) is given by (6.1). We will use βmin =
1
16
as the hottest temperature
because it encourages the sampler to jump from the peak into the brim. For
comparison, in a Metropolis update, the acceptance probability of moving from
x ≤ a (peak) to x′ > a (brim)
α(x, x′) = min
{
1,
pβ(x
′)
pβ(x)
}
= min
{
1,
(
1 + b
 
{x≤a}
)−β}
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Figure 6-3: Top left: An example of a simplified Witch’s Hat inducing
a convex curve g(β), here with parameters a = 0.5 and b = 7.5 · 108. Top
right: An example of a simplified Witch’s Hat inducing a concave curve
g(β), here with parameters a = 10−4 and b = 9.5 · 103. Bottom left: An
example of a simplified Witch’s Hat inducing a curve g(β) of mixed shape,
here with parameters a = 10−3 and b = 104.
is α(x, x′) = 1
10 001
at β0 = 1 and α(x, x
′) =
(
1
10 001
)1/16
= 0.562 at βmin =
1
16
in
this particular example. This implies that standard MCMC needs on average
10 000 attempts to leave the peak under β0 and two attempts under βmin. In
addition, the mass under the peak
Ppβ {X ≤ a} =
∫ a
0
(1 + b)β
a(1 + b)β + (1− a) dx
=
a (1 + b)β
a (1 + b)β + (1− a)
reduces from 0.909 (at β0) to 0.002 (at βmin) so that the sampler is free to
explore the brim, which also improves the mixing.
The optimisation methods are set up as described in Sections 5.4.2 and
5.4.3. That means that both versions of simulated annealing (uncon-
strained/constrained search space) are run based on a logarithmic annealing
schedule {Tk}Nk=1 between T1 = 12 and TN = 10−306 with constant step size
σT = 10
−3 at each annealing temperature T . We vary N = 10 000, 100 000 to
see the effect of the schedule length. Similarly, in dynamic programming, we
search over m = 1 001, 5 001, 10 001 equidistant positions between βmin and β0
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20 Inverse Temperatures
ordering time
constraint iterations S ({βapproxi }) δβ in sec
no 100 000 0.3163133 4.4× 10−6 139
10 000 0.3163140 4.1× 10−4 14
yes 100 000 0.3163133 2.2× 10−6 29
10 000 0.3163140 4.1× 10−4 3
Table 6-1: Simulated annealing was run to optimise the sum of squares
S for n = 20 inverse temperatures. The variation in accuracy between
methods is insignificant. The time is taken for a single run. Usually,
replicate runs are required for convergence tests in which case the noted
time has to be multiplied by the number of replicate runs.
20 Inverse Temperatures
ordering #possible time
constraint positions S ({βapproxi }) δβ in sec
yes 10 001 0.3163135 1.1× 10−4 150
5 001 0.3163140 1.1× 10−4 36
1 001 0.3163304 8.8× 10−4 1
Table 6-2: Dynamic programming was run to optimise the sum of squares
S for n = 20 inverse temperatures. The variation in accuracy between
methods is insignificant.
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Figure 6-4: The figure shows the minimal sum of squares for n = 20
(left) and n = 5 (right) temperatures between βn =
1
16 and β1 = 1 when
the simplified Witch’s Hat takes parameters a = 0.5 and b = 7.5 · 108.
to change the accuracy of the results. We will compare the performance of all
these methods in two cases, when optimising n = 5 and n = 20 temperatures.
In each case, we need a benchmark set {β∗i }ni=1. To find one, ten replicate
simulated annealing runs (unconstrained search, N = 100 000) are carried
out. As all runs yield the same sum of squares (namely S = 0.3163133 for
n = 20 and S = 1.598644 for n = 5), but differ slightly in the corresponding
temperature values, the benchmark set is defined by the pooled mean of the
replicates. Let β
(r)
i denote the ith inverse temperatures returned by the rth
replicate run, then the estimated ith true inverse temperature, i = 2, . . . , n−1,
is set to be
β∗i =
1
R
R∑
r=1
β
(r)
i
where R is the total number of replicate runs, and where β∗1 = 1 and β
∗
n = βmin
by definition. To assess the spread of the results, the relative error
δβ =
(∑n
i=0 (β
∗
i − βapproxi )2∑n
i=0 (β
∗
i )
2
) 1
2
(6.2)
is calculated with respect to each replicate set {βapproxi }ni=1. The deviation
is tiny; the largest value is 2.9 · 10−6 when n = 20 and 6.9 · 10−8 when
n = 5. We can also use δβ to assess the difference between the benchmark
set {β∗i } and any other set {βapproxi } of interest, for example the optimal
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set returned by the various optimisation methods. The optimisation results
are displayed in Tables 6-1 to 6-4. The benchmark solutions for n = 5 and
n = 20 temperatures are plotted in Figure 6-4. In general, we can say that,
as expected, simulated annealing gains accuracy as the length N increases,
while dynamic programming improves as the mesh size decreases. Although
the accuracy varies between all the methods, this variation does not matter
because all the errors are negligible in both δβ and sum of squares. It is worth
using the constrained version of simulated annealing when n = 20 because it
reduces the computational cost in this example significantly. When n = 5,
the costs of the unconstrained and the constrained search are similar because
the spacing between temperatures (see Figure 6-4) is much larger than the
step size σT = 10
−3 so that the constraint that every proposal should lie
between its adjacent neighbours is met even if the constraint is not explicitly
implemented. Another point is that dynamic programming seems to be slightly
more expensive than simulated annealing. However, if we bear in mind that
we usually have to run replicate runs to diagnose the convergence of simulated
annealing, in which case the noted time has to be multiplied by the number of
replicate runs, then dynamic programming becomes the less expensive method
for this example. Overall, simulated annealing and dynamic programming
perform well when optimising the sum of squares. Since dynamic programming
is easier to handle and since it does not require any convergence tests, it will
be used as the preferred method in the following work.
6.4 How closely does the related optimisation
problem approximate the true one?
In this section, we will investigate whether optimising the sum of squares
S ({βi}ni=1) =
n−1∑
i=1
(βi − βi+1) [g(βi+1)− g(βi)]
brings us closer to the true goal of maximising the expected acceptance
probability
Eϕ
[
α(X0, . . . , Xn−1, Xn, X
′
n−1, . . . , X
′
0)
]
than Neal’s suggested geometric default. We will conduct the comparison
under the “ideal world” assumption that the auxiliary states X1, . . . , Xn and
X ′n−1, . . . , X
′
0 are independent samples from the equilibrium distribution under
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5 Inverse Temperatures
ordering time
constraint iterations S ({βapproxi }) δβ in sec
no 100 000 1.598644 2.4× 10−8 6
10 000 1.598644 4.6× 10−7 1
yes 100 000 1.598644 2.4× 10−8 6
10 000 1.598644 1.2× 10−6 1
Table 6-3: Simulated annealing was run to optimise the sum of squares
S for n = 5 inverse temperatures. The variation in accuracy between
methods is insignificant. The time is taken for a single run. Usually,
replicate runs are required for convergence tests in which case the noted
time has to be multiplied by the number of replicate runs.
5 Inverse Temperatures
ordering #possible time
constraint positions S ({βapproxi }) δβ in sec
yes 10 001 1.598644 2.4× 10−6 18
5 001 1.598644 8.8× 10−5 4
1 001 1.598650 2.7× 10−4 0
Table 6-4: Dynamic programming was run to optimise the sum of squares
S for n = 5 inverse temperatures. The variation in accuracy between
methods is insignificant.
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which they are generated, in which case
ϕ(x0, . . . , xn, x
′
n−1, . . . , x
′
0)
∝ pβ0(x0)
[
n∏
i=1
pβi(xi)
][
n−1∏
i=0
pβi+1(x
′
i)
]
and
Eϕ (α) = Eϕ
{
min
{
1,
[
n−1∏
i=0
pβi+1(Xi)
pβi(Xi)
] [
n−1∏
i=0
pβi(X
′
i)
pβi+1(X
′
i)
]}}
=
∫ 1
0
µ(dx0)
∫ 1
0
µ(dx1) · · ·
∫ 1
0
µ(dxn−1)
∫ 1
0
µ(dx′n−1) · · ·
∫ 1
0
µ(dx′1)
∫ 1
0
µ(dx′0)
min
{
1,
[
n−1∏
i=0
pβi+1(xi)
pβi(xi)
] [
n−1∏
i=0
pβi(x
′
i)
pβi+1(x
′
i)
]}
n−1∏
i=0
pβi(xi)
n−1∏
i=0
pβi+1(x
′
i).
=
∫ 1
0
µ(dx0)
∫ 1
0
µ(dx1) · · ·
∫ 1
0
µ(dxn−1)
∫ 1
0
µ(dx′n−1) · · ·
∫ 1
0
µ(dx′1)
∫ 1
0
µ(dx′0)
min
{
n−1∏
i=0
pβi(xi)
n−1∏
i=0
pβi+1(x
′
i),
n−1∏
i=0
pβi(x
′
i)
n−1∏
i=0
pβi+1(xi)
}
.
Due to the simple form of the tempered Witch’s Hat distributions
pβ(x) =
1
a (1 + b)β + (1− a)
(
1 + b
 
{x≤a}
)β
, for 0 ≤ x ≤ 1,
we can calculate the above integral analytically. Each of the distributions
pβi(x), i = 0, . . . , n− 1, is piecewise constant, namely on [0, a] and on (a, 1], so
that the integrand
min
{
n−1∏
i=0
pβi(xi)
n−1∏
i=0
pβi+1(x
′
i),
n−1∏
i=0
pβi(x
′
i)
n−1∏
i=0
pβi+1(xi)
}
is also piecewise constant, namely on each product sub-space×2nk=1Ak with
Ak ∈ {[0, a], (a, 1]}, k = 1, . . . , 2n. That means that we can calculate the
integral by partitioning the product space into all the 22n possible sub-spaces
×2nk=1Ak and integrate over each of them. In the simplest case (n = 1), we
compute the integral by∫ 1
0
∫ 1
0
f(x0, x
′
0)dx0dx
′
0 =
∫ a
0
∫ a
0
f(x0, x
′
0)dx0dx
′
0 +
∫ a
0
∫ 1
a
f(x0, x
′
0)dx0dx
′
0
+
∫ 1
a
∫ a
0
f(x0, x
′
0)dx0dx
′
0 +
∫ 1
a
∫ 1
a
f(x0, x
′
0)dx0dx
′
0
where f(x0, x
′
0) = min {pβ0(x0)pβ1(x′0), pβ1(x0)pβ0(x′0)}. For greater n values,
the integration is tedious so that it is best to set up a computer program which
can find a suitable partition and integrate over it. Since we can compute Eϕ(α)
for various choices of {βi}, we can find the best temperature schedule by an
exhaustive search over a discretised search space subject to the optimality
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constraint βmin = βn < . . . < β1 = β0. Using the same discretised search
space, we can obtain the optimal sequence minimising the sum of squares
by dynamic programming as before. We can assess how well the solution to
the related problem (or alternatively the geometric solution) approximates the
truth by the relative accuracies (1− δβ) and
(
1− δE(α)
)
where
δβ =
(∑n
i=0 (β
true
i − βapproxi )2∑n
i=0 (β
true
i )
2
) 1
2
and δE(α) =
Etrue(α) − Eapprox(α)
Etrue(α)
.
In the above terms, {βtruei } and Etrue(α) denote the true optimal solutions,
while {βapproxi } and Eapprox(α) are their approximations.
We are interested in seeing how much closer our tuning technique comes to the
true solution than the alternative geometric spacing. If it is true that the sum
of squares and the acceptance rate are somehow related, then we would expect
that our criterion does better, the more the shape of the curve differs from
the shape of the curve g(β) = 1
2 β
for which we have already shown that the
geometric spacing is optimal in Section 5.4.1 (see also Figure 5-6 for a picture
of that curve). Hence, we can check our intuition by carrying out the closeness
test in examples of the three different scenarios (convex curve, concave curve
and curve of mixed behaviour). The results are summarised in Tables 6-5 to
6-7. As expected, our tuning technique does always better than the geometric
spacing. Its advantage is greater, the greater the difference in shape between
the underlying curve and g(β) = 1
2 β
. The geometric solution does quite well
in the convex example, but falls significantly behind the tuning technique in
the other two examples. This behaviour is illustrated for the three cases in the
Figures 6-5 to 6-7 where the true optimal temperature sequence, the related
scheme and the geometric schedule and their corresponding sum of squares are
plotted. From these figures, we can also learn how to space the temperatures
if we want to obtain a small sum of squares: the spacing between inverse
temperatures should be smaller, the greater the slope of the curve so that there
are more temperatures in areas of strong decay than in areas of weak decay. We
can use this knowledge to predict by inspection whether a given temperature
scheme, such as the geometric, will be a sensible choice. It is worth taking
a closer look at the tables. The tuning technique approximates the optimiser
{βtruei } and the maximum Etrue(α) quite well in all examples. The geometric
scheme has in comparison a relatively poor accuracy with respect to {β truei },
but achieves nevertheless a relatively good acceptance rate in the convex case[(
1− δE(α)
)
= 0.98
]
and in the concave case
[(
1− δE(α)
)
= 0.8
]
. But this is not
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Closeness for Convex Curve
temperature scheme Eϕ(α)
(
1− δE(α)
)
(1− δβ)
geometric 0.79 0.98 0.70
optimal 0.80 1.00 0.91
true 0.81 − −
Table 6-5: Closeness of the approximations to the true solution in an
example where the curve g(β) is convex (a = 0.5 and b = 7.5 · 108).
“Geometric” refers to the geometric default scheme, “optimal” to the
sequence with the smallest sum of squares and “true” to the scheme
maximising Eϕ(α).
always the case as the mixed example shows. In this example, the geometric
scheme yields a poor relative accuracy of
(
1− δE(α)
)
= 0.39. Intuitively, one
may have thought that the relative accuracy should have been better than that
in the concave curve because the concave shape is the worst fit to the model
shape of g(β) = 1
2 β
. This is therefore a good example to demonstrate that we
cannot predict the accuracy from the sum of squares because there is no simple
relation between the sum of squares and the acceptance rate as discussed in
Section 5.2.3. The mixed example (where a = 10−3 and b = 104) shows that
a lot of efficiency can be gained by optimisation because the acceptance rate
can be more than doubled.
In summary, we have seen that the tuning technique indeed approximates the
true solution and that the Witch’s Hat with parameters a = 10−3 and b = 104
is a counter-example to the assumption that geometric inverse temperatures
always perform satisfactorily. We will use the counter-example to investigate
whether the optimal scheme can hold its advantage over the geometric scheme
in the “real world” of slow convergence at each temperature.
6.5 Benefit of optimisation in the real world
scenario
In this section, we will test whether the optimisation which is carried out under
the ideal world assumption of instant convergence at each temperature is of any
benefit in the real world scenario of slow convergence. To assess the benefit,
we will monitor the acceptance rate and the integrated autocorrelation time
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Closeness for Concave Curve
temperature scheme Eϕ(α)
(
1− δE(α)
)
(1− δβ)
geometric 0.52 0.80 0.47
optimal 0.62 0.96 0.91
true 0.65 − −
Table 6-6: Closeness of the approximations to the true solution in an
example where the curve g(β) is concave (a = 10−4 and b = 9.5 · 103).
“Geometric” refers to the geometric default scheme, “optimal” to the
sequence with the smallest sum of squares and “true” to the scheme
maximising Eϕ(α).
Closeness for Curve of Mixed Shape
temperature scheme Eϕ(α)
(
1− δE(α)
)
(1− δβ)
geometric 0.17 0.39 0.54
optimal 0.41 0.95 0.93
true 0.43 − −
Table 6-7: Closeness of the approximations to the true solution in an
example where the curve g(β) is of mixed shape (a = 10−4 and b =
104). “Geometric” refers to the geometric default scheme, “optimal” to
the sequence with the smallest sum of squares and “true” to the scheme
maximising Eϕ(α).
τ(x) estimated by (2.3) with respect to the theoretical mean
Epβ0 (X) =
∫ a
0
x (1 + b)
a(1 + b) + (1− a) dx+
∫ 1
a
x
a(1 + b) + (1− a) dx
=
1
2 a
2 (1 + b) + 12 (1− a)2
a(1 + b) + (1− a) .
We will take the counter-example to the geometric spacing rule, the simplified
Witch’s Hat with parameters a = 10−3 and b = 104, and run both the geometric
scheme as well as the schedule minimising the sum of squares. Both schedules
defined t = 5 distinct temperatures between βt =
1
16
and β1 = β0. In all the
experiments, the results were based on 200 000 samples taken after a burn-
in of 20 000 iterations. To have a point of comparison, both temperature
schemes were first run under ideal world conditions. That means that the
transition kernels Tβi(x, x
′), i = 1, . . . , n produced independent realisations
of the distributions pβi(x
′), i = 1, . . . , n, respectively. As expected, the
acceptance rates match their theoretical values closely so that the optimal
scheme yielded an approximately 2.5 times higher acceptance rate than the
geometric one (see Table 6-8). Comparing the autocorrelation times shows
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Figure 6-5: The curve g(β) is convex when a = 0.5 and b = 7.5 · 108.
The sum of squares (shaded area) achieved by the true optimal inverse
temperatures obtained by optimising the expected acceptance probability
(top left), by the optimal inverse temperatures obtained by optimising
the sum of squares (top right) and by geometrically spaced inverse
temperatures (bottom left). In this case, the geometric scheme is quite
a good choice because it places most temperatures where the curve is
rapidly decaying.
that the optimal schedule is approximately three times faster in mixing. The
autocorrelation times are also quite low (3.8 for the best sequence and 11.6
for the geometric rule). Since both schemes are equally expensive, the optimal
scheme is clearly the better one. In a second experiment, the rapid mixing
kernels were replaced by slowly mixing ones. They were defined by Metropolis
updates with normal proposal x′ ∼ N (x, σ2i ) (with reflection at the boundaries
of the interval [0, 1]) for all temperatures βi, i = 1, . . . , n, so that a step size
plan σi, i = 1, . . . , n, between the fixed σ1 and σn also had to be specified. To
allow local exploration at the target temperature, σ1 was set to σ1 = a, while
σn = 0.25 was chosen for global exploration at the hottest temperature. The
problem with step patterns is that such a plan may affect the performance
of the sampler. Investigating the extent of the impact was therefore part of
the experiment. In a first attempt, step sizes were chosen independent of the
temperature values so that both temperature schemes were run under the same
step plan. In this plan, the variances {σ2i } grow linearly in i:
σ2i = σ
2
1 +
σ2n − σ21
n
i, i = 1, . . . , n. (6.3)
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Figure 6-6: The curve g(β) is concave when a = 10−4 and b = 9.5 · 103.
The sum of squares (shaded area) achieved by the true optimal inverse
temperatures obtained by optimising the expected acceptance probability
(top left), by the optimal inverse temperatures obtained by optimising
the sum of squares (top right) and by geometrically spaced inverse
temperatures (bottom left). In this case, the geometric scheme is not a
good choice because it places the temperatures where the curve is slowly
decaying and not where the curve is rapidly decaying, while the optimal
scheme does the inverse and thus yields a much smaller sum of squares.
The results are presented in Table 6-9. Although the optimal scheme
has a higher acceptance rate than the geometric scheme, their integrated
autocorrelation times do not lie that far apart: while the acceptance rate
under the optimal scheme (0.267) lies clearly below the expected acceptance
probability (almost half of it), the acceptance rate under the geometric scheme
(0.154) is almost the same as before. The latter is more of a coincidence than
a sign of good mixing because the integrated autocorrelation time is about
25 times higher than in the ideal world scenario. Another way to show the
coincidence is to perform four steps at each temperature level, again under
both schedules. The burn-in led to a fall in both acceptance rates. The
geometric one fell to 0.098, while the optimal fell to 0.095. As in the toy
example in Section 5.2.3, this drop can be explained by not many steps being
carried out under the original scheme so that there is a lower proportion of
proposal states that are accepted with probability one only because they are
identical to the current state. Although the acceptance rates under the burn-in
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Figure 6-7: The curve g(β) is of mixed shape when a = 10−3 and
b = 104. The sum of squares (shaded area) achieved by the true optimal
inverse temperatures obtained by optimising the expected acceptance
probability (top left), by the optimal inverse temperatures obtained by
optimising the sum of squares (top right) and by geometrically spaced
inverse temperatures (bottom left). In this case, the geometric scheme is
not a good choice because it places the temperatures where the curve is
slowly decaying and not where the curve is rapidly decaying, while the
optimal scheme does the inverse and thus yields a much smaller sum of
squares.
are the same for both temperature schedules, the mixing is not. The optimal
scheme now performs about 1.5 times better than the geometric one (see Table
6-10). To vary the step pattern, a plan that depends on the temperatures was
introduced:
σi = σ1 +
σn − σ1√
1/βn −
√
1/β1
(√
1/βi −
√
1/β1
)
, i = 1, 2, . . . , n.
As discussed in Section 4.4.3, this choice imitates the way in which the
standard deviation of a normal distribution would grow if heated. To assess
the importance of the way in which the step sizes increase from σ1 to σn, the
plan was once defined by the temperature scheme under which it was actually
run and once under the opposing scheme. This gave in total four experiments,
namely optimal temperature schedule with supporting (“optimal”) step plan,
optimal schedule with opposing plan, geometric schedule with supporting
(“geometric”) plan and geometric with opposing plan. For example, if the
geometric scheme was run with “optimal” step sizes, then the steps grew much
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Ideal World: Direct Draws
{βi} t× b Eϕ(α) acceptance rate τˆ (x)
geometric 5× 1 0.167 0.168 11.625
optimal 5× 1 0.413 0.413 3.799
Table 6-8: Ideal World: A direct draw from the tempered distribution
at each temperature (t = 5 temperature levels, burn-in b = 1).
Real World: “Linear” Steps
{βi} t× b acceptance rate τˆ (x)
geometric 5× 1 0.154 255.229
optimal 5× 1 0.267 252.582
Table 6-9: Real World: Step size grow linearly in variance, but
independent of temperature value (t = 5 temperature levels, burn-in
b = 1).
slower than the temperatures because the optimal temperatures were much
colder than the geometric ones. We have seen that, in this example, the
difference between the schemes becomes clearer when we allow for a small
burn-in b = 4 at each of the t = 5 distinct temperature levels. In consequence,
all the experiments were run with this burn-in. The results are given in Table
6-10 together with the results of the previous burn-in experiments dealing
with the independent “linear” step size plan. The step patterns are ordered
according to their size at the intermediate temperatures. The “optimal” plan
makes the smallest steps, while “linear” defines the largest steps. We can see
that, within each group of temperature spacing, the mixing is better for the
more generous step patterns “geometric” and “linear”. Comparing the mixing
between the two temperature groups (geometric and optimal), we find that the
optimal scheme mixes more than 1.5 times faster than the geometric scheme.
In this example, the temperature scheme has a greater impact on the mixing
than the step size scheme. We will therefore continue concentrating more on
the temperatures than on the steps.
6.6 Summary
In summary, the proposed tuning technique works quite well in the simplified
Witch’s Hat example. We have seen that this example is an excellent test
problem for temperature schemes because the normally intractable truth is
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Various Temperature and Step Size Schemes
{βi} {σi} t× b acceptance rate τˆ (x)
geometric “optimal” 5× 4 0.100 261.786
“geometric” 5× 4 0.100 153.433
“linear” 5× 4 0.098 141.364
optimal “optimal” 5× 4 0.099 113.634
“geometric” 5× 4 0.101 97.881
“linear” 5× 4 0.095 89.586
Table 6-10: Geometric and optimal temperature schemes with “optimal”,
“geometric” or “linear” step size plan and a small burn-in of b = 4 at the
t = 5 distinct temperatures.
here tractable. The comparison between the solutions to the related and the
true problem revealed that the related one yields temperatures that are close
to optimal, which is very encouraging. Another important result is that the
optimisation is valuable because the widely advocated geometric temperature
scheme is not necessarily an efficient choice. The appropriateness can be
easily inferred from the shape of g(β): the more the behaviour differs from
the model shape of 1
2 β
, the less efficient is the geometric rule. The last
experiments demonstrated that the optimisation results obtained in an “ideal
world” scenario also much improve the results of “real world” experiments.
This motivates us to investigate how the tuning technique can be applied in a
complex “real world” application in the next chapter.
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Chapter 7
Tempering an Applied Problem
7.1 Introduction
In this chapter, we will discuss how the temperature optimisation technique
developed for tempered transitions in Chapter 5 can be applied in practice.
We will test the technique on a hard applied sampling problem, namely on
“label switching” in Bayesian mixture modelling which shall be explained in
Section 7.2. We will demonstrate the difficulties on the example of modelling
the well-known “galaxy data” by a fixed-dimensional mixture model (Section
7.3).
The first difficulty which we face when applying tempered transitions is how
to temper the target distribution which is here a posterior distribution. In
this example, we cannot temper the entire posterior distribution because
this fully tempered distribution is improper at hot temperatures (Section
7.4). Since the likelihood contribution causes here the multimodality of the
posterior distribution, we will temper the likelihood contribution only which
leads to proper tempered distributions (Section 7.5). As the choice of the
hottest temperature and the mixing at this temperature are crucial for the
efficiency of tempered transitions, we will specify the hottest temperature and
the corresponding MCMC kernel in Section 7.6. In this context, we will also
test how this kernel performs at the target temperature.
The second difficulty is that we cannot choose the set of inverse temperatures
{βi} minimising
S ({βi}ni=1) =
n−1∑
i=1
(βi − βi+1) [g(βi+1)− g(βi)]
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if the curve g(β) = Epβ [h(X)] is unknown, which is the case in complex
problems. We will need to estimate g(β). We know from theory that g(β)
is decreasing. Hence, we can interpolate g(β) by a decreasing approximation
gˆ(β) based on few anchor points (Section 7.7.1), which usually have to be
estimated. We suggest estimating each anchor point g(β) = Epβ [h(X)] by
importance sampling based on a sample {Xi} from the hottest distribution
pβmin(x) from which sampling is possible (Section 7.7.2). We will also verify
that such an interpolation is robust in several ways (Section 7.8). In Section 7.8,
we will also discuss specifying the MCMC transition kernels used in tempered
transitions. After optimising the temperatures, we will assess the performance
of the tuned tempered transitions algorithm in comparison to the default
tempered transitions method (Section 7.9). Finally, we will summarise the
key results (Section 7.10).
7.2 Label switching in mixture modelling
Mixture models are common in many application areas such as classification
or clustering (for an introduction to mixture modelling, see for example
Robert 1996). In mixture modelling, we usually assume that the observations
y1, . . . , yn are independent and come from some mixture of distributions
yi ∼
K∑
k=1
wk pk(y|θk), i = 1, . . . , n.
The various distributions pk(y|θk), k = 1, . . . , K, which are specified by the
corresponding parameter vector θk, are the “components” of the mixture,
while the weights wk, k = 1, . . . , K, are the “component weights” satisfying∑K
k=1 wk = 1. It is common to define the components pk(θk), k = 1, . . . , K,
by standard distributions. Indeed, the components come very often from the
same family of distributions. For instance, univariate continuous data could
be modelled by a mixture of normal distributions
yi ∼
K∑
k=1
wk N (µk, σk), i = 1, . . . , n, independent,
in which case θk = (µk, σk) and pk(y|µk, σk) = N (µk, σk). The simplest
Bayesian mixture model defines independent prior distributions p ({wk}) and
p ({θk}) for the component weights and the component parameters so that the
posterior distribution takes the following form:
p
({wk, θk} ∣∣ {yi}) ∝ p ({wk}) p ({θk}) n∏
i=1
K∑
k=1
wk pk(yi|θk).
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It is also possible to define a more complex hierarchical model which may
include hyperparameters for the component parameters or allocation variables
z1, . . . , zn for the n observations. The variables z1, . . . , zn allocate each of the
observations y1, . . . , yn to one of the components pk(y|θk), k = 1, . . . , K, so
that we can write
yi|zi ∼ pzi(y|θzi , zi), i = 1, . . . , n.
Each zi takes a particular value k, k = 1, . . . , K, with prior probability
wk. This defines a simple hierarchical Bayesian model with independent
priors for component weights and component parameters and conditional prior
p
({zk} ∣∣ {wk}) for the allocation variables
p
({zk, wk, θk} ∣∣ {yi}) ∝ p ({wk}) p ({θk}) p ({zi} ∣∣ {wk}) n∏
i=1
pzi(yi|θzi , zi).
We usually choose conjugate priors so that we can sample from this model by
Gibbs sampling. Indeed, the possibility of Gibbs sampling is often the reason
for introducing allocation variables.
It is easiest to explain the “label switching” problem in mixture modelling
when the components pk(y|θk), k = 1, . . . , K, come all from the same family
of distributions (e.g. from the family of univariate normal distributions) and
when there are no allocation variables, i.e. in the case that
p
({wk, θk} ∣∣ {yi}) ∝ p ({wk}) p ({θk}) n∏
i=1
K∑
k=1
wk pk(yi|θk).
Due to the commutativity of summands, the mixture model is invariant to
permutation of the labels so that, for any permutation ρ(k), the following
model
p
({
wρ(k), θρ(k)
} ∣∣ {yi}) ∝ p ({wρ(k)}) p ({θρ(k)}) n∏
i=1
K∑
k=1
wρ(k) pρ(k)
(
yi|θρ(k)
)
is equivalent to the original model. If there is no rule for labelling the
components, the sampler should visit all the K! possible permutations when
sampling from the posterior distribution. This may become clearer in the
simple example of modelling a mixture of two normal distributions
w1N(µ1, σ
2
1) + w2N(µ2, σ
2
2) .
Suppose the expected “true” model is
1
4
N(78, 52) +
3
4
N(6, 22) .
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If we permute the components, we obtain the equivalent model
3
4
N(6, 22) +
1
4
N(78, 52) .
As all permutations are equally likely, we should observe that our sampled
values for (w1, µ1, σ
2
1) spend an equal amount of time close to (
1
4
, 78, 52)
and close to ( 3
4
, 6, 22), while (w2, µ2, σ
2
2) should swap accordingly between
(3
4
, 6, 22) and (1
4
, 78, 52). Each permutation represents a mode of the posterior
distribution so that moving between these permutations (“label switching”) is
a way of mode jumping. Standard MCMC methods often have difficulties
achieving label switching. A lack of label switching can be diagnosed by
comparing the histograms of the sampled component values. If the sampler has
converged, all the histograms of one kind should be similar since the marginal
posterior distributions for each type of random variable (such as component
weight, mean and variance) are theoretically identical. For instance, if we
model a mixture of normal distributions, then the histograms of the weights
wk, k = 1, . . . , K, should resemble each other; similarly, the histograms of
the component means µk, k = 1, . . . , K, should look the same, and the
histograms of the variances σ2k, k = 1, . . . , K, should also appear identical.
If the histograms do not show such a symmetry, strictly speaking, convergence
has not taken place. Label switching can be achieved trivially, for example
by a permutation move that updates components j and k by allocating the
previous parameter values of component j to component k and vice versa. We
are however not interested in this trivial kind of label switching because it
does not provide any information whether the sampler is in general able to
mix between difficult parts of the sample space without explicit mode jumping
directions. If, on the other hand, a sampler achieves label switching without
direct instructions, then it can jump between modes that are hard to attain
and we can be fairly confident that the sampler mixes also well elsewhere. As
label switching is easy to monitor, but hard to achieve, it is an excellent test
problem for mode jumping in MCMC.
7.3 A model for the galaxy data
7.3.1 Galaxy data
As an applied problem, we will test sampling from a Bayesian mixture model
for the well-known “galaxy data”. The galaxy data are astrophysical data
consisting of the velocities at which 82 galaxies in the Corona Borealis region
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Figure 7-1: The histogram of the “galaxy” data indicates that the
underlying distribution is multimodal.
are moving away from our galaxy. Analysing these data can give evidence for
voids and superclusters in the universe. The galaxy data were introduced into
the statistical literature by Roeder (1990) where they can also be found in one
of the tables. Alternatively, the galaxy data can be accessed in R (version
2.4.0) by loading the R library MASS and calling galaxies. Note that there
are transposed digits in the 78th galaxy observation in R: the 78th observation
is galaxies[78] = 26690 (kilometres per second), although it should read
galaxies[78] = 26960 as given in Roeder (1990). This error is acknowledged
in the documentation of the R version 2.4.0. A histogram of the galaxy data
can be found in Figure 7-1.
7.3.2 Richardson and Green’s model
We will develop a Bayesian model based on Richardson and Green’s (1997)
approach. This approach models the data by a mixture of univariate normal
distributions and allows the number of components to vary because one
interesting aspect of the galaxy problem is to determine the most likely number
of components. For completeness, we will present the variable-component
model although we will fix the number of components later in this chapter
to test mode jumping in fixed dimension. Richardson and Green’s model is a
hierarchical model containing allocation variables and hyperparameters. In this
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model, the observations x1, . . . , xn are independent realisations of a mixture of
normal distributions
yi ∼
K∑
k=1
wk N (µk, σk), i = 1, . . . , n, independent.
The allocation variables z1, . . . , zn assign the observations x1, . . . , xn to the kth
component with prior probability wk so that
yi|zi ∼ N (µzi , σzi), i = 1, . . . , n,
p(zi = k) = wk, i = 1, . . . , n.
The prior distribution for the number K of components is a uniform distri-
bution on the possible number of components {1, . . . , Kmax}. Conditional on
K, the component weights {wk} have a Dirichlet distribution as prior, while
the component means {µk} and variances {σ2k} are drawn independently from
normal and gamma priors so that
K ∼ U {1, . . . ,Kmax}
{wk} |K ∼ Dirichlet (δ, . . . , δ)︸ ︷︷ ︸
K times
µk|K ∼ N (ξ, κ−1), k = 1, . . . ,K,
σ2k|K ∼ Inverse Gamma(α, β), k = 1, . . . ,K.
Richardson and Green (1997) fix most of the hyperparameters. They want the
prior N (ξ, κ−1) to be flat over an interval of variation of the data so that they
choose ξ to be the midpoint of the interval while setting κ to κ = 1/R2, where
R is the length of the interval. Similarly, the Dirichlet parameter δ = 1 is fixed.
The only hyperparameter that is variable is β. The β variable is assumed to
follow a gamma distribution with parameters g and h,
β ∼ Gamma(g, h),
where the scale parameter h is set to h = 10/R2. The remaining hyperparam-
eters α (from σ2k|K ∼ Inverse Gamma(α, β)) and g (from β ∼ Gamma(g, h))
are chosen such that α > 1 > g, namely α = 2 and g = 0.2, to reflect the prior
belief that the component variances {σ2k} are of a similar size. Richardson
and Green (1997) state that all these prior distributions have the advantage
of conjugacy, but that this advantage is not necessarily needed in MCMC
computation. In their implementation, they are able to use a Gibbs kernel
for updating all these variables. Richardson and Green (1997) avoid the label
switching problem by imposing an ordering constraint on the labels requiring
that the components are always labelled such that the component means are
ordered in increasing order so that µ1 < µ2 < · · · < µK. Celeux, Hurn
125
and Robert (2000) warn against employing identifiability constraints in the
sampling stage because these tend to truncate the unconstrained posterior
distribution without respecting its geometry and shape. The chances are that
the ordering constraint does not nicely separate the K! permutation modes of
the unconstrained distribution, but that it will define a truncation involving
parts of several modal regions. This also has consequences for inference. For
example, the posterior mean would then lie somewhere between the K! modes
rather than close to one of these modes as intended. As a remedy, Celeux et al.
(2000) use the unconstrained posterior distribution for sampling from mixture
models. In their examples, which do not include the galaxy data, they employ
tempered transitions to achieve label switching. Furthermore, they avoid
improper tempered distributions by tempering the likelihood contribution of
the posterior while leaving the prior part unchanged. They choose a geometric
temperature scheme and report low acceptance rates. For statistical inference,
they use a decision-theoretic approach based on label-invariant loss functions so
that there is no need to find a suitable way of labelling. Note that Jasra, Holmes
and Stephens (2005) also use tempered transitions to sample from mixture
models. In particular, they investigate sampling from Richardson and Green’s
galaxy model when the number of components is fixed at K = 6. In contrast to
Richardson and Green, they do not impose any ordering constraints. They do
not attempt tempering the full posterior because they expected to obtain very
small acceptance rates when tempering the full posterior, which was the case
in a different example they investigated. They choose instead to temper the
full conditional distributions
[
e.g. p
({µk} ∣∣ · · · ) and p ({σ2k} ∣∣ · · · )]. They do
not comment on the temperature scheme they employed. In their summary,
they note in general that they had problems tuning the tempering sampler
whenever there were highly separated modes in the posterior distribution.
These reported difficulties when sampling from Bayesian mixture models by
tempered transitions also motivate the following work on optimising tempered
transitions in mixture modelling.
7.3.3 Final model for galaxy data
Richardson and Green’s (1997) approach is quite complex and requires trans-
dimensional MCMC methods due to the variable number K of mixture
components. It is worth simplifying this model here because we are not so
much interested in the statistical inference, but in the hard sampling problem
caused by the non-identifiability of labels. A first step towards simplification
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Figure 7-2: The plot shows the posterior probabilities for the number of
components under the “galaxy” model that Richardson and Green (1997)
analyse. The probabilities are taken from their Table 1.
is to fix the number K of components. Looking at Richardson and Green’s
(1997) results (see Figure 7-2), at least K = 3 components are needed to
explain the galaxy data so that K = 3 seems a sensible choice. It is also the
choice at which label switching is hardest because there is no “free” component,
i.e. a component of tiny weight, that can be used for label switching. Free
components help swap labels for, if the free component lies close to an
important component, a weight update can easily reverse the importance of
the components so that the previously trapped component can freely travel to
a third important component and swap roles there by another weight update.
Apart from fixing K in the galaxy model, we will also discard the allocation
variables and keep the hyperparameters constant. As in Richardson and Green
(1997), we will choose vague priors for component weights {wk}, means {µk}
and variances {σ2k}. But we will not impose any identifiability constraints on
the labelling of components because label switching is what we want to test.
To simplify the dealing with indices, we will use the short notation
n := {1, 2, . . . , n}
where n can be any positive integer so that we can also denote
(K − 1) = {1, 2, . . . ,K − 1}
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etc. Using the short notation, the final fixed component model for the galaxy
data yi, i = 1, 2, . . . , n, is defined by
yj
∣∣∣ {wk, µk, σ2k}k∈K ∼∑Kk=1 wk N (µk, σ2k), ∀ j ∈ n,
{wk}k∈K ∼ Dirichlet(1, . . . , 1),
µk ∼ N (0, 1000), ∀ k ∈ K,
σ2k ∼ Inverse Gamma(1, 1), ∀ k ∈ K.
Note that the marginal distribution of a particular weight wk is Beta(1, K−1),
i.e. p(wk) = (K − 1) (1−wk)K−2 for 0 ≤ wk ≤ 1. The likelihood functions are
p
(
yj
∣∣∣ {wk , µk, σ2k}k∈K) ∝
K∑
k=1
wk
(
σ2k
)− 12 exp[− 1
2σ2k
(yj − µk)2
]
, ∀ j ∈ n,
while the prior distributions are
p
(
{wk}k∈K
)
= (K − 1)!   {  Kk=1 wk=1}, wk ∈ [0, 1], ∀ k ∈ K,
p (µk) = (2 · 1000pi)−
1
2 exp
(
− µ2k2·1000
)
, µk ∈ (−∞,∞), ∀ k ∈ K,
p (σk) = (σk)
−2
exp
(
− 1
σ2k
)
, σ2k ∈ (0,∞), ∀ k ∈ K,
Note that wK is a dummy variable as it can be written by
wK = 1−
K−1∑
k=1
wk .
This implies that the dimension of the K-component model is (3K−1). It also
means that we do not integrate over the dummy variable wK when integrating
over the prior or posterior distribution. Note also that the component means
and variances are a-priori independent of each other and independent of the
weights, while the weights depend on each other. The joint prior distributions
are thus of the following product form:
p
(
{µk}k∈K
)
=
K∏
k=1
p (µk) ,
p
({
σ2k
}
k∈K
)
=
K∏
k=1
p
(
σ2k
)
,
p
({
wk, µk, σ
2
k
}
k∈K
)
= p
(
{wk}k∈K
)
p
(
{µk}k∈K
)
p
({
σ2k
}
k∈K
)
.
As the data are also conditionally independent, the joint likelihood function is
given by
p
(
{yj}j∈n
∣∣∣ {wk, µk, σ2k}k∈K) =
n∏
j=1
p
(
yj
∣∣∣ {wk, µk, σ2k}k∈K)
so that the posterior distribution is then
p
({
wk, µk, σ
2
k
}
k∈K
∣∣∣ {yj}j∈n) ∝ p({wk, µk, σ2k}k∈K) p({yj}j∈n ∣∣∣ {wk, µk, σ2k}k∈K) .
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7.4 Improper tempering - a cautionary example
The posterior for the final galaxy model is a good example to show that we
have to be careful when defining tempered versions of the posterior. Tempering
the full posterior leads here to improper distributions at hot (small) inverse
temperatures β. We will show that the fully tempered posterior
pβ
({
wk, µk, σ
2
k
}
k∈K
∣∣∣ {yj}j∈n)
∝
[
p
({
wk , µk, σ
2
k
}
k∈K
)]β [
p
(
{yj}j∈n
∣∣∣ {wk , µk, σ2k}k∈K)]β
∝
[
p
({
wk , µk, σ
2
k
}
k∈K
)]β n∏
j=1
{
K∑
k=1
wk
(
σ2k
)− 12 exp [− 1
2σ2k
(yj − µk)2
]}β
,
is improper for β < 2
n+4
. The proof relies on the inequality
K∑
k=1
wk
(
σ2k
)− 12 exp [− 1
2σ2k
(yj − µk)2
]
≥ wK
(
σ2K
)− 12 exp [− 1
2σ2K
(yj − µK)2
]
, (7.1)
which holds because all the summands on the left hand side are non-negative.
For brevity, we will denote the full vector of random variables by θ, and the
vector comprising all random variables apart from σ2K by θ−σ2K so that
θ =
(
{wk}k∈(K−1) , {µk}k∈K ,
{
σ2k
}
k∈K
)
and θ−σ2K =
(
{wk}k∈(K−1) , {µk}k∈K ,
{
σ2k
}
k∈(K−1)
)
.
Note that θ does not include the dummy variable wK as wK = 1−
∑K−1
k=1 wk is
a function of the random variables {wk}k∈(K−1). If we integrate over the fully
tempered distribution for β < 2
n+4∫
dθ pβ
({
wk, µk, σ
2
k
}
k∈K
∣∣∣ {yj}j∈n)
∝
∫
dθ
[
p
({
wk, µk, σ
2
k
}
k∈K
)]β n∏
j=1
{
K∑
k=1
wk
(
σ2k
)− 12 exp [− 1
2σ2k
(yj − µk)2
]}β
(7.1)
≥
∫
dθ
[
p
({
wk, µk, σ
2
k
}
k∈K
)]β n∏
j=1
{
wK
(
σ2K
)− 12 exp [− 1
2σ2K
(yj − µK)2
]}β
=
∫
dθ−σ2K
[
p
(
{wk}k∈K {µk}k∈K
{
σ2k
}
k∈(K−1)
)]β
wn βK
∫ ∞
0
dσ2K
(
σ2K
)−n+42 β exp

− βσ2K

1 + 1
2
n∑
j=1
(yj − µK)2



︸ ︷︷ ︸
∝ Inverse Gamma(n+42 β−1, β[1+
1
2
 n
j=1(yj−µ)
2])
= ∞,
(7.2)
we obtain infinity because the parameter
(
n+4
2
β − 1) of the inverse gamma
distribution is negative by the choice of β so that the inverse gamma
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distribution is improper and integrates to infinity. We have shown that the
fully tempered posterior is improper for β ∈ (−∞, 2
n+4
)
, but this does not
imply that the distribution is proper for all β ∈ [ 2
n+4
, 1
)
. If we want to base
tempered transitions on inverse temperatures in
[
2
n+4
, 1
)
, we have to prove
that these temperatures define proper distributions. There may be a range of
β values for which the fully tempered posterior distribution is proper, but this
range cannot be easily determined. It might be easier to choose an alternative
way of tempering as we will suggest in the next section.
7.5 Proper tempered distributions
As the prior distributions for the galaxy mixture model are independent and
unimodal, the multimodality of the posterior distribution
p
({
wk , µk, σ
2
k
}
k∈K
∣∣∣ {yj}j∈n) ∝ p({wk, µk, σ2k}k∈K) p({yj}j∈n ∣∣∣ {wk, µk, σ2k}k∈K)
is caused solely by the likelihood p
(
{yj}j∈n
∣∣∣ {wk, µk, σ2k}k∈K). To help the
mixing of the sampler, it is therefore sufficient to temper the likelihood part
only as suggested in Celeux et al. (2000). The prior part p
(
{wk, µk, σ2k}k∈K
)
is left unchanged. The partly tempered posterior distribution is then
pβ
({
wk, µk, σ
2
k
}
k∈K
∣∣∣ {yj}j∈n) ∝ p({wk , µk, σ2k}k∈K)[p({yj}j∈n ∣∣∣ {wk, µk, σ2k}k∈K)]β .
Following previous notation, we will write
pβ
({
wk, µk, σ
2
k
}
k∈K
∣∣∣ {yj}j∈n) ∝ p({wk, µk, σ2k}k∈K) exp [−β h({wk, µk, σ2k}k∈K)]
where
h
({
wk, µk, σ
2
k
}
k∈K
)
= − log
[
p
(
{yj}j∈n
∣∣∣ {wk , µk, σ2k}k∈K)]
is the energy function. This definition gives proper tempered distributions
when β ∈ (0, 1) as we will show below. In general, tempering only the likelihood
contribution always defines a proper tempered posterior distribution if β ∈
(0, 1) provided that the prior and posterior are proper distributions. This can
be verified by Hölder’s inequality. Hölder’s inequality states that if p > 1 and
q > 1 are real numbers such that 1
p
+ 1
q
= 1, then for any measurable functions
f, g : Ω → {−∞} ∪ R ∪ {∞} the following inequality holds:∫
|f g| dµ ≤
(∫
|f |p dµ
)1/p(∫
|g|q dµ
)1/q
(see for example Bauer 2001, Theorem 14.1). From this inequality it follows
that the tempered distribution pβ(θ|x) ∝ p(θ) [p(x|θ)]β is proper for any β ∈
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(0, 1) provided that the prior p(θ) and the posterior pβ(θ|x) are proper, which
means that
∫
p(θ)dθ <∞ and ∫ p(θ) p(x|θ)dθ <∞, as then∫
p(θ) [p(x|θ)]β dθ =
∫ ∣∣∣[p(θ)](1−β) [p(θ) p(x|θ)]β∣∣∣ dθ
<
(∫ ∣∣∣[p(θ)](1−β)∣∣∣1/(1−β) dµ)(1−β)(∫ ∣∣∣[p(θ) p(x|θ)]β∣∣∣1/β dµ)β
=
(∫
p(θ)dµ
)(1−β)(∫
p(θ) p(x|θ)dµ
)β
<∞.
7.6 Sampling from the hottest and the coldest
distribution by standard MCMC
Having found a valid way of tempering, namely
pβ
({
wk, µk, σ
2
k
}
k∈K
∣∣∣ {yj}j∈n) ∝ p({wk, µk, σ2k}k∈K) exp [−β h({wk, µk, σ2k}k∈K)]
where
h
({
wk , µk, σ
2
k
}
k∈K
)
= − log
[
p
(
{yj}j∈n
∣∣∣ {wk, µk, σ2k}k∈K)] ,
we now need to find a sufficiently hot inverse temperature βmin to allow label
switching when sampling from pβmin
(
{wk, µk, σ2k}k∈K
∣∣∣ {yj}j∈n), K = 3, by
standard MCMC. The hottest inverse temperature βmin is a crucial parameter
in tempered transitions. On the one hand, we know that βmin should be chosen
sufficiently small so that standard MCMC mixes well between modes of the
hottest distribution. On the other hand, we have seen that βmin should not
be set much smaller than necessary since the smaller βmin is chosen, the more
intermediate temperature levels are required to give reasonable acceptance
rates. Here the values βmin = 2
−i, i = 2, 4, 8, 16, were considered. It was found
that βmin =
1
8
satisfied the above criterion. While the marginal posterior
distributions of w1, w2, w3 and of σ
2
1, σ
2
2, σ
2
3 seem unimodal (see histograms in
Figures 7-3 and 7-7), the modes of the marginal posteriors of µ1, µ2, µ3 just
touch (see histogram in Figure 7-5). The traceplots and histograms (Figures
7-3, 7-5 and 7-7) show that the algorithm is mixing well between labels. Note
that the trace plots are thinned; they show every 100th sample. The histograms
of w1, w2, w3 resemble each other as do the histograms of µ1, µ2, µ3 and σ
2
1,
σ22, σ
2
3 so that convergence of the algorithm can be inferred.
Before describing the MCMC sampler used to generate these samples, we will
introduce a measure for the quality of label switching. Such a measure is needed
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Figure 7-3: The histograms and traceplots of the posterior weights
w1, w2, w3 at the hottest temperature βmin =
1
8 obtained by standard
MCMC (100 000 iterations). The traceplots show every 100th sample. The
symmetry between histograms indicates convergence in label switching.
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Figure 7-4: The histograms and traceplots of the posterior weights
w1, w2, w3 at the target temperature β0 = 1 obtained by standard
MCMC (100 000 iterations). The traceplots show every 100th sample.
The asymmetry between histograms indicates the lack of label switching.
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Figure 7-5: The histograms and traceplots of the posterior means µ1,
µ2, µ3 at the hottest temperature βmin =
1
8 obtained by standard MCMC
(100 000 iterations). The traceplots show every 100th sample. The
symmetry between histograms indicates convergence in label switching.
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Figure 7-6: The histograms and traceplots of the posterior means µ1, µ2,
µ3 at the target temperature β0 = 1 obtained by standard MCMC (100 000
iterations). The traceplots show every 100th sample. The asymmetry
between histograms indicates the lack of label switching.
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Figure 7-7: The histograms and traceplots of the posterior variances
σ21 , σ
2
2 , σ
2
3 at the hottest temperature βmin =
1
8 obtained by standard
MCMC (100 000 iterations). The traceplots show every 100th sample. The
symmetry between histograms indicates convergence in label switching.
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Figure 7-8: The histograms and traceplots of the posterior variances
σ21 , σ
2
2 , σ
2
3 at the target temperature β0 = 1 obtained by standard
MCMC (100 000 iterations). The traceplots show every 100th sample.
The asymmetry between histograms indicates the lack of label switching.
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to decide on efficient step sizes for the MCMC updates. To measure the mixing
between labels, we can estimate the integrated autocorrelation time (2.3) for
each random variable with respect to the corresponding “group mean” of all the
random variables of the same type. Let us explain this concept for the example
of calculating the integrated autocorrelation time τ (µk) for each k = 1, . . . , K.
Due to the non-identifiability of labels, µ1, . . . , µK are theoretically identically
distributed. Let us denote the common marginal distribution by ψ(µ) so that
µk ∼ ψ(µ), k = 1, . . . , K. In consequence, the integrated autocorrelation time
τ (µk) is taken with respect to the theoretical mean Eψ(µ). To estimate the
integrated autocorrelation time τ (µk), we thus have to estimate Eψ (µ). If we
base the estimate for Eψ (µ) solely on the µk-samples
{
µ
(t)
k
}N
t=1
, then we will
obtain a poor estimate if the sampler does not mix well between labels and gets
stuck in one of the permutation modes. If we estimate Eψ (µ) by the pooled
sample mean
µ¯ =
1
K
K∑
k=1
µ¯k,
we should obtain good estimates even if the MCMC sampler is not able to
switch labels. We can then estimate the integrated autocorrelation times
τˆ (µk), k = 1, . . . , K, each with respect to the pooled mean µ¯. The pooled mean
not only gives a more accurate τ estimate, it also detects the lack of convergence
when the sampler does not mix between labels; for then the integrated
autocorrelation time estimates do not converge, which can be recognised by
the window width of the estimator (2.3) being as large as the sample size.
The same ideas apply to calculating τ for the weights and variances so that
we will estimate the corresponding integrated autocorrelation times τˆ (wk) and
τˆ (σ2k), k = 1, . . . , K, with respect to the pooled means w¯ =
1
K
∑K
k=1 w¯k and
σ¯2 = 1
K
∑K
k=1 σ¯
2
k respectively. The autocorrelation times are used to tune the
step sizes of the standard MCMC sampler for the hottest distribution.
When sampling from the hottest distribution, there are three types of random
variables that need updating, the component means {µk}k∈K, the component
variances {σ2k}k∈K and the component weights {wk}k∈K. The component
means and variances were updated one by one. For updating the component
means, a Metropolis algorithm with normally distributed proposals
µ′k ∼ N
(
µk, σ
2
µ
)
was chosen. By trial and error, the step size was set to σµ = 25.0 because the
resulting estimated integrated autocorrelation times τˆ (µk), k = 1, 2, 3, were
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smaller than the ones obtained by setting σµ = 20.0 or σµ = 30.0. The chosen
proposal mechanism for updating the component variances reflects that the
variances are non-negative: if σ2k is the current state, a proposal state (σ
′
k)
2 is
created by first drawing z ∼ N (0, σ2σ) and then setting
(σ′k)
2
=

σ
2
k + z if σ
2
k + z ≥ 0
−(σ2k + z) otherwise.
This proposal is symmetric as
q
(
σ2k, (σ
′
k)
2
)
= qZ
(
(σ′k)
2 − σ2k
)
+ qZ
(
(σ′k)
2
+ σ2k
)
.
Therefore, the proposal distributions cancel in the Metropolis-Hastings accep-
tance probability. Again trial and error showed that σσ = 50.0 is a good choice
because it yields smaller estimated integrated autocorrelation times τˆ (σ2k),
k = 1, 2, 3, than the ones achieved by σσ = 40.0 and σσ = 60.0. The weights
were also updated by a Metropolis-Hastings algorithm. The proposed weights
{w′k}k∈K were drawn jointly from the prior distribution
{w′k}k∈K ∼ Dirichlet(1, . . . , 1)
independently of the current weights. For this proposal mechanism, no tuning
is required. It remains to describe the order of updates. For reversibility, first
a joint weight update was attempted, then component means and variances
were updated in random order (six draws out of {µ1, µ2, µ3, σ21, σ22, σ23} with
replacement), and finally another joint update (w1, w2, w3) for the weights
was carried out. The algorithm was run for N = 100 000 iterations (not
including the burn-in of 10 000 iterations). To see the difference in mixing
between the hottest distribution and the target distribution, the same MCMC
algorithm was run under the target temperature. As discussed earlier, when
sampling from the hottest distribution, labels are switched frequently so that
the histograms for the weights, the means and the variances are symmetric
in all components, respectively (see Figures 7-3, 7-5 and 7-7). At the target
temperature, virtually no label switching takes place so that the components
can be clearly distinguished (see Figures 7-4, 7-6 and 7-8). Due to the lack of
label switching, the window estimator for the integrated autocorrelation time
did not converge.
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7.7 Approximating the curve
7.7.1 Constructing a decreasing interpolation
Having found an appropriate hottest temperature βmin =
1
8
, we can now move
on to finding an optimal temperature scheme βmin < βn < . . . < β1 = β0
in tempered transitions. For this, we need a way of approximating the curve
g(β) = Epβ [h(X)] because this curve is unknown due to the complexity of the
mixture model. We will discuss interpolating g(β) in two sections. In this
section, we will assume that the exact values of the curve and its derivative are
known at some anchor points between the hottest and the coldest temperature
and then explain how to fit an interpolating curve between these anchor points.
In the following section, we will discuss how we can estimate the required
anchor points when these are not analytically or numerically available.
Let us start with assuming that the exact values of the curve g(β) and
its derivative g′(β) are available at the anchor points βmin = β˜m < · · · <
β˜1 = β0. We mark these anchor points deliberately by a tilde to distinguish
them from the inverse temperatures used in tempered transitions. Similarly,
the number of anchor points m differs from the number n of temperatures
employed in tempered transitions. We can use these anchor points to construct
an interpolating curve gˆ(β) between βmin and β0. We know from theory
that the curve g(β) is decreasing (Section 5.3.1) so that we require the
interpolating curve gˆ(β) to be decreasing. We will interpolate the curve
piecewise between adjacent anchor points by cubic Hermite interpolation
because this interpolation makes use of all the available information at these
points. Unfortunately, cubic interpolation does not guarantee a decreasing
interpolation; the curve may contain a local optimum between two anchor
points, but that can easily be checked. To ensure the resulting approximation
is decreasing, an “emergency” solution may be to replace the non-decreasing
part of the cubic interpolation automatically by linear interpolation. A better
way is to adjust the spacing such that the anchor points are more densely
spaced where the curve is strongly decaying. This could be achieved either
by changing the spacing between anchor points as appropriate (e.g. from
equidistant to geometric) or by placing more anchor points in the problematic
patch.
We will now describe the cubic Hermite interpolation following the general
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algorithm for polynomial Hermite interpolation (Burden and Faires 2001, pp.
137–139). Given gˆ(β˜i) and gˆ
′(β˜i) for i = 1, . . . , m (where β˜i < β˜i−1), we will
obtain a piecewise cubic Hermite interpolation by fitting
gˆ(β) = Q0,0 +Q1,1 (β − β˜i) +Q2,2 (β − β˜i)2 +Q3,3 (β − β˜i)2 (β − β˜i−1) (7.3)
on each patch [β˜i, β˜i−1], which is based on four bits of information, namely on
gˆ(β˜i), gˆ(β˜i−1), gˆ
′(β˜i) and gˆ
′(β˜i−1). The Qj,j’s are defined recursively. We can
only determine them by calculating all of the following quantities:
Q2j,0 = gˆ(β˜i−j), j = 0, 1,
Q1,0 = gˆ(β˜i),
Q2j+1,1 = gˆ
′(β˜i−j), j = 0, 1,
Q2,1 =
Q2,0 −Q1,0
β˜i−1 − β˜i
,
Qj,k =
Qj,k−1 −Qj−1,k−1
β˜i−1 − β˜i
, (j, k) = (2, 2), (3, 2), (3, 3).
The Hermite interpolation (7.3) is equivalent to the standard polynomial form
gˆ(β) = diβ
3 + ciβ
2 + biβ + ai, β ∈ [β˜i, β˜i−1],
where
ai = Q0,0 −Q1,1 β˜i +Q2,2 β˜2i −Q3,3 β˜2i β˜i−1,
bi = Q1,1 − 2Q2,2 β˜i +Q3,3 β˜2i + 2Q3,3 β˜i β˜i−1,
ci = Q2,2 − 2Q3,3 β˜i −Q3,3 β˜i−1,
di = Q3,3.
The polynomial form contains more terms and is therefore more expensive than
the previous form (7.3), but it helps here to find the local optima
βopt1, opt2 =
−ci ±
√
c2i − 3 bi di
3 di
of gˆ(β) = diβ
3 + ciβ
2 + biβ + ai if the optima exist. If βopt1 ∈ (β˜i, β˜i−1) or
βopt2 ∈ (β˜i, β˜i−1), then we will replace the fitted gˆ(β) for this particular interval
[β˜i, β˜i−1] by the linear interpolation
gˆ(β) = bi β + ai, β ∈ [β˜i, β˜i−1].
The parameters ai and bi are the unique solutions of the linear equation system
gˆ(β˜i) = bi β˜i + ai
gˆ(β˜i−1) = bi β˜i−1 + ai,
namely
bi =
gˆ(β˜i−1)− gˆ(β˜i)
β˜i−1 − β˜i
ai = gˆ(β˜i)− biβ˜i.
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To unify notation, the linear interpolation will then be written by
gˆ(β) = di β
3 + ci β
2 + bi β + ai, β ∈ [β˜i, β˜i−1],
where ai and bi are the parameters of the linear interpolation and the other
parameters ci = 0 and di = 0 are set to zero. As a result, we will have a
fitted gˆ(β) on [β˜m, β˜1] that consists of cubic or linear, but always decreasing
approximations on the patches [β˜i, β˜i−1], i = m,m−1, . . . , 2. This cubic/linear
interpolation can then be represented by the ((m− 1)× 6) matrix

β˜m β˜m−1 am bm cm dm
β˜m−1 β˜m−2 am−1 bm−1 cm−1 dm−1
...
...
...
...
...
...
β˜i β˜i−1 ai bi ci di
...
...
...
...
...
...
β˜2 β˜1 a1 b1 c1 d1


.
To evaluate gˆ(β) for any β ∈ [β˜m, β˜0], we will first find the patch containing β.
We can determine j such that β ∈ [β˜j, β˜j−1] by the following algorithm:
Algorithm 7.1:
j = 1
while(β ≤ β˜j) { j = j + 1 }
return(j)
If we know the relevant patch j, it is straightforward to evaluate the desired
approximation gˆ(β) = djβ
3 + cjβ
2 + bjβ + aj.
For illustration, the curve g(β) will be interpolated in a case where the curve
g(β) and its derivative g′(β) can be calculated analytically. This has two
advantages: first, we can check the quality of interpolation; and second, we
can ignore the problem of estimating the anchor point values for the time being.
Let us return to the earlier example of tempering a d-dimensional multivariate
standard normal distribution discussed in Section 5.4.1. We derived there the
expectation and variance of the energy function h(x) = 1
2
∑d
j=0 y
2
j under the
tempered distribution. They are Epβ [h(X)] =
d
2 β
and varpβ [h(X)] =
d
2 β2
. For
d = 1, this implies
g(β) = Epβ [h(X)]
=
1
2β
g′(β) = −varpβ [h(X)]
= − 1
2β2
,
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which is all we need for testing the interpolation method.
The task is now to interpolate g(β) = 1
2 β
between
[
1
16
, 1
]
based on few anchor
points. In a first attempt, a solely cubic interpolation is chosen. It is based
on five equally spaced anchor points in
[
1
16
, 1
]
. Unfortunately, the resulting
approximation does not satisfy the constraint of being decreasing because it
features a local optimum (see Figure 7-9 top left). Replacing the unsatisfactory
patch by a linear interpolation yields a decreasing approximation; however, the
fit of the linear piece is relatively bad (see Figure 7-9 top right). Satisfactory
interpolations are obtained if the anchor points support the interpolation
in the problematic area better. This can either be achieved by adding an
additional anchor point in the problematic area (see Figure 7-9 bottom left)
or by a more appropriate spacing (see Figure 7-9 bottom right), which is here
geometric. If the support is better, no linear replacements are required so that
the interpolation is purely piecewise cubic. As a general rule, we could start
with spacing anchor points geometrically by default. Such a spacing would
be ideal to interpolate a convex curve as more anchor points are placed where
the curve strongly decays. We can then check whether the spacing is good by
plotting the anchor points. If the plot suggests a different shape of the curve,
we may change or add anchor points accordingly. Once the final spacing is
chosen, we can interpolate the curve. If the fit does not look smooth, we can
add anchor points where required and repeat the interpolation.
7.7.2 Obtaining anchor points
If we are not able to obtain the anchor points gˆ(β˜i) and their derivatives
gˆ′(β˜i), i = 1, . . . , m, for the interpolation analytically or numerically, we may
estimate them by importance sampling. As suggested by Jennison (1993), we
can use a tempered version of the target distribution as importance sampling
distribution. For this estimation, we have different target distributions pβi,
i = 1, . . . , m − 1, all of which are covered by the hottest distribution pβmin.
Recall that importance sampling only requires a single large sample from the
importance distribution because the same importance sample can be used
to estimate the expectations of different functions under the same target
distribution as well as under different target distributions. For convenience,
we will therefore take a single large sample from pβmin to estimate the anchor
points gˆ(β˜i) and their derivatives gˆ
′(β˜i) for all i = 1, . . . , m − 1. This sample
will also be used to estimate the last point gˆ(β˜m) and its derivative gˆ
′(β˜m)
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Figure 7-9: The purely piecewise cubic interpolation (top left) may lead
to undesired local optima. The relevant patch may then be replaced
by a linear interpolation (top right). However, additional anchor points
(bottom left) or appropriately spaced anchor points (bottom right) offer
more satisfactory solutions.
by simple MCMC estimation, which is here appropriate because, at the last
anchor point β˜m = βmin, the target distribution and the importance sampling
distribution are identical.
The main concern with importance sampling is that the importance sampling
distribution does not cover the target distribution closely enough. In that
case, most of the importance samples cover the tails of the target distribution
and have therefore tiny weights. The few importance samples that cover the
modes of the target distribution will have much larger weights and thus a great
impact on the importance estimate (Robert and Casella 1999, Section 3.3).
Large weights lead to jumps in the trace plots of the importance estimate so
that the convergence of the importance estimate to the theoretical expectation
will be slower. When using the hottest distribution as importance sampling
distribution to estimate gˆ(β˜i) and gˆ
′(β˜i) for βmin = β˜m < · · · < β˜1 = β0,
the greatest divergence between the importance sampling distribution and
the target distribution occurs when estimating gˆ(β˜1) and gˆ
′(β˜1) at β˜1 = 1
so that this case gives the worst accuracy of importance sampling. To
get a feeling for the accuracy, let us investigate the worst case scenario of
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estimating gˆ(β˜1) and gˆ
′(β˜1) in an example where the true curve g(β) and
thus the true values g(β˜1) and its derivative g
′(β˜1) are known. We will again
consider the earlier toy example of tempering a standard normal distribution
in which the tempered distribution is also normal, but with variance 1
β
, i.e.
pβ(x) ∼ N
(
0, 1
β
)
. As derived in Section 5.4.1, the true curve is g(β) = 1
2 β
and its derivative is g′(β) = 1
2 β2
. As this example is quite well behaved for
estimating g(β˜1) = Ep
β˜1
[h(X)] and g(β˜1) = −varp
β˜1
[h(X)] by importance
sampling based on a sample from pβmin(x), we have to choose βmin very small
(here βmin = 10
−9) to obtain extreme importance weights. Plotting the
importance weights as well as the trace plots of the importance estimates gˆ(β˜1)
and gˆ′(β˜1) shows that extremely large weights cause jumps in the importance
estimates (see Figure 7-10). Here only 1% of the weights are positive, the
others are computationally equal to zero, so that the importance estimates are
based on 1% of the samples, but averaged over the total number N of iterations
(here N = 100 000). Despite the jumps, the method converges. The last values
are here gˆ(β˜1) = 0.4 and gˆ
′(β˜1) = 0.41. Bearing in mind that the importance
sampling distribution N (0, 109) is extremely flat, these estimates are relatively
good approximations to the true values g(β˜1) = 0.5 and g
′(β˜1) = 0.5.
For comparison, let us also investigate the worst fit of the importance sampling
distribution for our galaxy model. The divergence between the tempered
versions
pβ
({
wk, µk, σ
2
k
}
k∈K
∣∣∣ {yj}j∈n) ∝ p({wk, µk, σ2k}k∈K)[p({yj}j∈n ∣∣∣ {wk, µk, σ2k}k∈K)]β
is largest between the hottest distribution pβmin (here at βmin =
1
8
) and the
target distribution pβ˜1 (at β˜1 = 1). Again trace plots of the importance
weights and importance estimates gˆ(β˜1) and gˆ
′(β˜1) reveal that jumps are
caused by relatively large weights (see Figure 7-11). However, both estimates
seem to settle within the given N = 100 000 iterations. The last values are
gˆ(β˜1) = 209.5 and gˆ
′(β˜1) = −4.6. Later we will see that the corresponding
MCMC estimates obtained by tempered transitions lie by gˆ(β˜1) = 208.6 and
gˆ′(β˜1) = −5.2. In that light, the importance estimates seem quite usable first
approximations.
A nice feature of the energy function h(·) is that we can deduce the importance
weights from it. To estimate the mean and the variance of the energy, we
only need the output chain
{
h
(
X(t)
)}N
t=1
when sampling from the hottest
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Figure 7-10: The running importance estimates gˆ(β˜1) and gˆ
′(β˜1) and
the importance weights based on a flat importance sampling distribution
(toy example). Despite the jumps caused by the extreme weights, the
estimates (solid lines) converge to the true values (dotted lines).
20
9
21
1
21
3
Importance Estimate g^(β0)
Iteration
g^(β
0)
0 40 000 80 000
−
4
−
3
−
2
−
1
Importance Estimate g^’(β0)
Iteration
g^’
(β 0
)
0 40 000 80 000
0.
0e
+0
0
1.
5e
−7
9
Importance Weights 
Iteration
w
0 40 000 80 000
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distribution. From this chain, the importance weights
wt =
pβ
(
X(t)
)
pβmin
(
X(t)
)
=
pi
(
X(t)
)
exp
[−β h (X(t))]
pi
(
X(t)
)
exp
[−βmin h (X(t))]
= exp
[
− (β − βmin) h
(
X(t)
)]
can be determined due to the special tempering structure. Since the energy
chain takes univariate real values in any application, the code has to be written
only once. After that, it can be used for any problem.
Let us now move on to examining the quality and variability of the interpolation
and how far these affect the resulting optimal temperature scheme.
7.8 Testing the robustness of interpolation
7.8.1 Key issues
There are two key issues connected to the importance-sampling-based inter-
polation: the accuracy of interpolation and the variability of the optimisation
results that are based on the approximated curve. To test the accuracy, we
will check the variability of interpolation as well as the quality of prediction.
Since the curve g(β) is unknown, we cannot test the interpolation against the
true values. We can however estimate them based on a sample generated by
tempered transitions. We will therefore start with specifying the tempered
transitions algorithm in Section 7.8.2 before moving on to testing the quality
of interpolation in Section 7.8.3 and its effect on the optimisation in Section
7.8.4.
7.8.2 Tempered transitions set-up
To check the accuracy of the interpolation, we want to see how well g(β)
and g′(β) are predicted between the anchor points of the interpolation. As
g(β) = Epβ [h(X)] and g
′(β) = −varpβ [h(X)] are not analytically available, we
will approximate these values for some β values by MCMC estimation based
on samples from the corresponding tempered posterior distribution pβ. Since
the tempered posterior distributions are multimodal, we will apply tempered
transitions. As the interpolated curves are here convex (see Figure 7-12), we
will use a geometric scheme βmin = βn < βn−1 < · · · < β2 < β1 = β0. Finding
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−(i−1)/7, i = 1, . . . , 8, reveals.
an optimal scheme is not attempted for this would involve the interpolation
whose quality is under investigation. Note that we double again the first
temperature by setting β1 = β0 for ease of presentation as explained in Section
4.2. Further note that this time the target temperature varies since now various
tempered versions of the posterior are the target distributions. Suppose we
want to estimate g(β) and g′(β) at β˜i = 8
−(i−1)/7, i = 1, . . . , 7, then we
will employ tempered transitions for each β˜i separately by setting the target
temperature equal to the respective temperature β0 = β˜i. We have already
chosen the hottest temperature βmin =
1
8
and a corresponding standard MCMC
kernel in Section 7.6. We will use similar standard MCMC kernels when
generating the auxiliary states under the various tempered distributions in the
proposal mechanism of tempered transitions. That means, at each temperature
βi, we will update the component weights jointly by a Metropolis-Hastings
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kernel with independent proposal from the Dirichlet prior
{w′k}k∈K ∼ Dirichlet(1, . . . , 1).
This kernel does not change with the temperature. The component means will
be updated one by one by a Metropolis kernel based on normally distributed
proposals
µ′k ∼ N
(
µk,
(
σ(i)µ
)2)
where the step size σ
(i)
µ may vary with the temperature βi. The step size at the
hottest temperature will be σ
(n)
µ = 25.0 as before. We will try different step size
plans below. Similarly, at each temperature level βi, new component variances
will be chosen one by one by a Metropolis-Hastings kernel with reflected draw
from a normal distribution in which any negative values are made positive by
the following mechanism: if σ2k is the current state, a proposal state (σ
′
k)
2 is
created by first drawing
z ∼ N
(
0,
(
σ(i)σ
)2)
and then setting
(σ′k)
2
=

σ
2
k + z if σ
2
k + z ≥ 0
−(σ2k + z) otherwise.
As the corresponding proposal distribution is symmetric, it cancels in the
Metropolis-Hastings acceptance ratio. The step size
(
σ
(i)
σ
)
may depend on the
temperature level βi with
(
σ
(n)
σ
)
= 50.0 as before. For reversibility, updates are
carried out in the following order at each temperature level: first new weights
are proposed jointly, then the means and variances are updated in random
order (six draws out of {µ1, µ2, µ3, σ21, σ22 , σ23} with replacement), followed by
another joint update for the weights.
Now we need to find a reasonable step size plan. We will try three plans, namely
constant step sizes, step sizes which increase independently of the temperature
scheme and step sizes which increase in line with the temperature scheme. The
constant step size plan
σ(i) = σ(n) i = 1, . . . , n,
keeps the same large step size σ(n) at all temperature levels in the hope that the
tempered transitions sampler travels far. The second and the third plan both
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Figure 7-13: Brief preliminary tempered transitions run with constant
step size plan. The algorithm does not mix well between labels.
increase the step size from small step sizes at cold temperatures to large step
sizes at hot temperatures in the hope that the sampler takes a large step to
a new mode at the hottest temperature and then takes slowly smaller getting
steps to explore this new mode in the cooling down process. The increase of
the second step size plan
(
σ(i)
)2
=
(
σ(1)
)2
+
(
σ(n)
)2 − (σ(1))2
n
i, i = 1, . . . , n,
is such that the squared step sizes
(
σ(i)
)2
increase linearly with the number of
temperature levels, but independently of the value of the temperature levels.
This plan performed well in the Witch’s Hat toy example (Section 6.5) and is
therefore chosen. The third plan
σ(i) = σ(1) +
σ(n) − σ(1)√
1/βn −
√
1/β1
(√
1/βi −
√
1/β1
)
, i = 1, . . . , n,
adapts the step sizes dependent on the temperature levels. It mirrors the
way in which the standard deviation of a normal distribution grows when the
distribution is heated. This is a sensible approach here because the proposal
mechanisms for updating the component means and variances involve drawing
from normal distributions centred at the current value. In other words, the
third plan slowly shrinks the MCMC kernel for the hottest distribution to fit
the colder distributions. In all plans, the step sizes at the hottest temperature
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Figure 7-14: Brief preliminary tempered transitions run with a
temperature-independent increase in the step size plan. The algorithm
mixes between labels.
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Figure 7-15: Brief preliminary tempered transitions run with an
adaptive increase in the step size plan. The algorithm mixes between
labels. Compared to the temperature-independent plan (Figure 7-14),
the mixing is here slightly faster.
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are set to the previously determined σ
(n)
µ = 25.0 and σ
(n)
σ2 = 50.0. For the
second and the third plan, the step sizes at the target temperature also have
to be chosen. Looking at the histograms of the standard MCMC sample at
target temperature (see Figures 7-6 and 7-8), it seems that σ
(1)
µ = 1.0 and
σ
(1)
σ2 = 2.0 are reasonable choices to allow local exploration of modes. Note
that this choice also maintains the ratio of σµ and σσ2 : at each temperature,
the step size σσ2 is twice as big as σµ.
The three step plans will be tested on sampling from the coldest distribution
as this is the hardest sampling problem. As a first guess, the number of
geometric temperatures is set to n = 20. Since this already defines an expensive
algorithm, the step size plans will be tested on brief preliminary runs of 5 000
iterations. This is not enough for convergence so we cannot use the integrated
autocorrelation time as an efficiency measure. We will instead assess the
quality of mixing graphically by histograms and trace plots: in this brief run,
the first plan (constant large step size) does not switch labels at all, while
the second plan (linear increase of the step size variance) and the third plan
(temperature-adapted increase of the step size) mix between labels (see Figures
7-13 to 7-15). As the mode swapping seems best under the third plan, we will
choose this for the long runs of tempered transitions when sampling from the
tempered distribution pβ at various β values later. Note that all three plans
give similar acceptance rates of approximately 0.14.
7.8.3 Quality of interpolation
To get a feeling for the variability of interpolation, we will repeat the
interpolation process four times and plot the resulting curves. At the beginning
of each interpolation, a sample of size N = 100 000 is generated from the
hottest distribution by standard MCMC as discussed in Section 7.6. The same
sample is used to estimate the anchor points gˆ(β˜i) and their derivatives gˆ
′(β˜i)
at β˜i = 8
−(i−1)/3, i = 1, 2, 3, 4. Then, the curve g(β) is approximated piecewise
between these anchor points by cubic Hermite interpolation as discussed in
Section 7.7.1. Any variation between these four replicate interpolations is thus
solely caused by the fact that each interpolation comes from a different sample
from the hottest distribution. Plotting the four replicate curves shows that
the curves lie close together at temperatures close to the hottest temperatures,
but then spread out slightly as β approaches the coldest temperature β0 = 1
at which the variability is greatest (see Figure 7-12 displayed earlier). This
149
behaviour can be explained by importance sampling becoming less accurate
the further the distance between the importance sampling distribution (here
the hottest distribution) and the target distribution (here the tempered
distribution at temperature β˜i = 8
−(i−1)/3, i = 1, 2, 3). The first impression
is that the slight variability does not matter much since all the curves take
very similar courses. To verify that this variability is of no importance, we will
compare the sets of optimal temperatures obtained when the optimisation is
based on the different interpolated curves in Section 7.8.4.
Another way of assessing the quality of interpolation is to test how well the
interpolation predicts points between the anchor points. We will check the
points gˆ(β˜i) and their derivatives gˆ
′(β˜i) at β˜i = 8
−(i−1)/7, i = 1, 2, 3, 4, 5, 6, 7, 8.
Since these points are not analytically available, we will estimate them by
MCMC estimation. At each point, again four replicates were taken to assess
the variability of the MCMC estimates. The MCMC estimates at β˜8 =
1
8
are
based on samples obtained by standard MCMC because β˜8 is equal to the
hottest temperature at which standard sampling is possible. To sample from
the tempered distributions at temperatures β˜i = 8
−(i−1)/7, i = 1, 2, 3, 4, 5, 6, 7,
tempered transitions is employed based on n = 16, 16, 4, 4, 2, 2, 2 geometrically
spaced temperatures between βmin = β˜m and β0 = β˜i respectively. The
acceptance rates are 0.13, 0.19, 0.43, 0.49, 0.62, 0.71, 0.85 respectively. We will
check how well the interpolation predicts the points gˆ(β˜i) and their derivatives
gˆ′(β˜i) at β˜i = 8
−(i−1)/7, i = 1, 2, 3, 4, 5, 6, 7, 8, graphically. Originally it was
thought to add all MCMC replicates to the plot. But this was impossible
because the replicates (see Table 7-1) lie so close together that they could
hardly be distinguished in the plot. Instead, the mean values of the replicates
at each β˜i are displayed in Figure 7-12: the mean of the gˆ
(
β˜i
)
replicates is
represented by a dot, while the mean of the replicate derivatives gˆ ′
(
β˜i
)
is
represented by a short tangent. The prediction is quite good; all the MCMC
estimates lie within the narrow belt produced by the spread of the interpolated
curves. We can infer from this that the interpolated curve imitates the true
behaviour of the curve.
We have seen that the MCMC estimates of the anchor points are more accurate
than the importance sampling estimates. One may therefore consider always
interpolating the curve based on MCMC estimates rather than importance
estimates. The problem is that the MCMC-based interpolation is very
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i gˆ
(
β˜i
)
(4 replicates)
1 209.5 208.5 208.7 209.4
2 211.1 210.2 210.4 210.6
3 213.4 212.9 213.1 212.8
4 217.1 216.8 216.9 216.5
5 222.1 222.0 221.9 221.7
6 228.2 228.3 228.0 228.0
7 235.0 235.3 234.9 234.9
8 242.5 243.0 242.5 242.5
Table 7-1: The MCMC estimates gˆ
(
β˜i
)
at β˜i = 8
−(i−1)/7, i = 1, . . . , 8,
are based on tempered transitions samples. The replicates lie close
together.
expensive since the MCMC samples are generated by tempered transitions. Let
us compare the cost of the importance sampling approach with the one of the
tempered transitions approach. Since the importance estimates are all based on
the same importance sample, the cost of obtaining anchor points by importance
samples consists here of one MCMC run and three applications of importance
sampling. The three importance sampling applications take together less than
the one MCMC run. For simplicity, let us assume that the three applications
cost together as much as the MCMC run at the hottest distribution. The
cost for the importance sampling approach corresponds thus to the cost of
two simple MCMC runs. Now let us approximate the cost for the tempered-
transitions-based interpolation approach. Here the tempered transitions runs
to sample from the tempered distribution at β˜i, i = 1, 2, 3, 4, 5, 6, 7, are based
on n = 16, 16, 4, 4, 2, 2, 2 geometrically spaced temperatures. As tempered
transitions with n temperatures is 2n times as expensive as a simple MCMC
run, the cost of all these tempered transitions runs corresponds to the cost of
92 simple MCMC runs. We also have to add the cost of the simple MCMC
run at the hottest distribution β˜8 =
1
8
. It turns out that the MCMC-based
approach is 93 times as expensive as a simple MCMC run or, equivalently,
46.5 times as expensive as the above importance sampling approach. One
may argue that this higher computational cost is due to the higher number of
anchor points. Although reducing the number of MCMC sample points to four,
which is the number of importance sampling estimates, decreases the cost of
the MCMC-based interpolation, the resulting cost is still very high. Suppose
we used the MCMC anchor points at the positions β˜i, i = 1, 4, 6, 8, which are
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comparable to the positions taken in the importance sampling approach. Then
we would have the cost of one simple MCMC run at the hottest temperature
β˜8 =
1
8
plus the cost of the tempered transitions runs for sampling from the
distributions at temperatures β˜i, i = 1, 4, 6, based on n = 16, 4, 2 temperatures
respectively. By similar calculations as above, the total cost of the reduced
MCMC approach turns out to be 45 times as high as the cost of a simple MCMC
run or equivalently 22.5 times as high as the cost of the importance sampling
approach. In conclusion, the interpolation based on importance samples is
very cost-efficient and effective.
7.8.4 Effect on the temperature optimisation
The last robustness test is to check whether the slight variability of the
importance-sampling-based interpolation matters when determining the best
schedule for the tempered transitions algorithm and the associated minimal
sum of squares. Again we cannot compare the optimisation results with the
ones obtained if the optimisation is based on the true curve g(β) because the
curve is unknown. We can however use an interpolation based on the more
accurate MCMC estimates from the previous section. To obtain an even higher
accuracy, we will construct the benchmark interpolation by using the pooled
mean of the four replicates that exist for every of the estimates gˆ
(
β˜i
)
and
gˆ′
(
β˜i
)
where β˜i = 8
−(i−1)/7, i = 1, 2, 3, 4, 5, 6, 7, 8. We will thus obtain a set
{βtruei }ni=1 giving the benchmark sum S ({βtruei }). We can assess how close any
other scheme
{
βˆapproxi
}n
i=1
approximates the benchmark one by comparing the
sum of squares S ({βapproxi }) [based on the benchmark interpolation of g(β)]
with S ({βtruei }). We will use the optimal results obtained from the importance-
sampling-based interpolations as well as the geometric scheme for
{
βˆapproxi
}n
i=1
for the variability of the former is under investigation and the latter is the
default alternative. To assess the variability, it is sufficient to choose only
two importance sampling curves, namely the one that lies furthest off the
benchmark interpolation as well as the curve that lies furthest away from
this extreme interpolation because these curves represent the worst accuracies.
The extreme curves can be identified with respect to the distance measure{∑
j
[
g1(β˜j)− g2(β˜j)
]2}1/2
where g1 and g2 are the different interpolations
and
{
β˜j
}
are 501 equidistant inverse temperatures between βmin and β0.
The corresponding approximating sequences are determined by dynamic
programming. For a broader insight, the number of inverse temperatures
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between βn =
1
8
and β1 = 1 is varied by n = 5, 16, 60. The mesh size of
the search is set to be 10−4, implying that the returned optimal temperatures
are accurate up to four decimal points. That means that the search grid is
defined by {βi}n−1i=1 ∈ {0.125 + 10−4 d : d = 0, 1, . . . , 8 750}n−1. To check
the accuracy of the mesh, the sum of squares for n = 5 and n = 16 geometric
inverse temperatures can be compared with the sum of squares obtained by
rounding these geometric inverse temperatures up to four decimal places (see
Tables 7-2 and 7-3). The grid is fine enough because the error induced by
the discretisation was less than 1‰. When optimising n = 60 temperatures,
however, a mesh of size 10−3 is used to preserve the comparability up to a
certain decimal point because the finer mesh size of 10−4 exceeds the storage
of the computer program. Again the fineness of the 10−3 grid can be tested
by comparing the sum of squares obtained by n = 60 geometric inverse
temperatures and by n = 60 rounded geometric inverse temperatures (rounded
up to three decimal places). The error lies by 1% (see Table 7-4), so the mesh
size is also in order. Satisfied with the accuracy of the dynamic programming
algorithm, we can now move on the actual robustness test where we assess
the accuracy of the geometric rule and, more importantly, the accuracy of
the importance-sampling-based optimisation by comparing the approximating
sums S ({βapproxi }) (based on the benchmark interpolation) with the benchmark
sum S ({βtruei }). The results can be found in the Tables 7-2 to 7-4. All
three choices of n = 5, 16, 60 have similar accuracy so that the quality of
estimation does apparently not depend on the number of temperatures. In
each case, all methods applied to obtain {βapproxi } perform similarly; all the
sums S ({βapproxi }) differ less than 1% from the benchmark sum S ({βtruei }).
Within this slight variability, the geometric scheme is the worst approximation.
The results show that the discretisation and the variability of the importance
sampling interpolation are of no importance and also that the geometric
schedule is close to optimal in this example. As this optimality refers to the
related problem and not to the true efficiency problem, it remains to investigate
how both schemes perform in the final tempered transitions run.
7.9 Final tempered transitions run
In the final run for sampling from the galaxy model, we will apply tempered
transitions based on n = 60 between βn =
1
8
and β0 = 1. In one version,
the temperatures are set optimally (based on the benchmark interpolation); in
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Sum of Squares
for Various Sets of 5 Temperatures
{βapproxi } obtained by S ({βapproxi }) based on MCMC interpolation
MCMC interpolation 5.72733
furthest off MCMC interpolation 5.72907
furthest off furthest interpolation 5.72773
geometric spacing 5.75643
rounded geometric spacing 5.75648
Table 7-2: The various sets {βapproxi } were obtained by optimising 5
inverse temperatures between β5 =
1
8 and β1 = 1 on a mesh of size
10−4 with respect to (a) the benchmark MCMC interpolation, (b) the
importance sampling interpolation which lies furthest off the benchmark
interpolation, and (c) the importance sampling interpolation furthest
off the furthest importance sampling interpolation. The remaining sets
{βapproxi } were obtained by (d) geometric spacing and (e) rounding the
geometrically spaced inverse temperatures up to four decimal places.
Comparing the sum of squares with the benchmark sum of squares
S = 5.72733 shows that all these sets are close to optimal in this example.
Sum of Squares
for Various Sets of 16 Temperatures
{βapproxi } obtained by S ({βapproxi }) based on MCMC interpolation
MCMC interpolation 1.50087
furthest off MCMC interpolation 1.50475
furthest off furthest interpolation 1.50346
geometric spacing 1.50885
rounded geometric spacing 1.50886
Table 7-3: The various sets {βapproxi } were obtained by optimising 16
inverse temperatures between β16 =
1
8 and β1 = 1 on a mesh of size
10−4 with respect to (a) the benchmark MCMC interpolation, (b) the
importance sampling interpolation which lies furthest off the benchmark
interpolation, and (c) the importance sampling interpolation furthest
off the furthest importance sampling interpolation. The remaining sets
{βapproxi } were obtained by (d) geometric spacing and (e) rounding the
geometrically spaced inverse temperatures up to four decimal places.
Comparing the sum of squares with the benchmark sum of squares
S = 1.50087 shows that all these sets are close to optimal in this example.
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Sum of Squares
for Various Sets of 60 Temperatures
{βapproxi } obtained by S ({βapproxi }) based on MCMC interpolation
MCMC interpolation 0.38142
furthest off MCMC interpolation 0.38260
furthest off furthest interpolation 0.38210
geometric spacing 0.38313
rounded geometric spacing 0.38354
Table 7-4: The various sets {βapproxi } were obtained by optimising 60
inverse temperatures between β60 =
1
8 and β1 = 1 on a mesh of size
10−3 with respect to (a) the benchmark MCMC interpolation, (b) the
importance sampling interpolation which lies furthest off the benchmark
interpolation, and (c) the importance sampling interpolation furthest
off the furthest importance sampling interpolation. The remaining sets
{βapproxi } were obtained by (d) geometric spacing and (e) rounding the
geometrically spaced inverse temperatures up to four decimal places.
Comparing the sum of squares with the benchmark sum of squares
S = 0.38142 shows that all these sets are close to optimal in this example.
another version, the temperatures are set geometrically. The sampler is run
for N = 100 000 iterations (not including the burn-in of 10 000 iterations).
The final long run shows that the geometric and the optimal temperature
scheme give similar acceptance rates (0.09 and 0.08 respectively). Furthermore,
both schemes yield a similar quality of mixing measured by the integrated
autocorrelation times (see Table 7-5). As the mixing is similar, it is sufficient
to display the histograms and traceplots of the sampled random variables
for one of the schemes, here the optimal scheme (see Figures 7-16 to 7-
18). Tempered transitions mixes well between labels. The histograms of
the sampled component weights, means and variances resemble each other,
respectively. It is also interesting to see the improvement from the n = 16
geometric temperatures scheme used in the previous robustness test of the
interpolation curve to the n = 60 geometric temperatures scheme (see Tables
7-5 and 7-6). The gain in mixing is worth the fourfold computational cost:
the estimated integrated autocorrelation time of the n = 60 temperatures
scheme is on average 16 times better in the mixing between weights, 160 times
better in the mixing between means and 27 times better in the mixing between
variances than the n = 16 temperatures scheme. The acceptance rate (0.13)
for n = 16 geometric temperatures is larger than the acceptance rate (0.08) for
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Figure 7-16: The histograms and traceplots of the posterior weights
w1, w2, w3 at the target temperature obtained by running tempered
transitions based on 60 optimal temperatures between βmin =
1
8 and β0 =
1 for 100 000 iterations. The traceplots show every 100th sample. The
symmetry between histograms indicates convergence in label switching.
n = 60. This is thus a good example to show that the acceptance rate is not
the best measure for efficiency since the algorithm (n = 60) giving the smaller
acceptance rate is, despite its higher cost, the more efficient one.
7.10 Summary
In this chapter, we have tested the tuning technique developed in Chapter 5
on a real application to show how we can proceed in practice. First, we had
to decide on the way of tempering the distribution. We had to be careful
not to design an improper algorithm. We have shown that, in Bayesian
problems, tempering the likelihood while leaving the prior unchanged always
defines proper distributions. The next step was to find an appropriate hottest
distribution which should not be hotter than necessary as discussed in Chapter
5. Since the mixing at the hottest temperature is crucial for the mixing of
tempered transitions, care was taken to construct an efficient standard MCMC
sampler at that temperature. After that, we had to approximate the unknown
curve g(β) for the optimisation. Our strategy was to take the sample from the
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Figure 7-17: The histograms and traceplots of the posterior means µ1,
µ2, µ3 at the target temperature obtained by running tempered transitions
based on 60 optimal temperatures between βmin =
1
8 and β0 = 1
for 100 000 iterations. The traceplots show every 100th sample. The
symmetry between histograms indicates convergence in label switching.
hottest distribution which had to be generated anyway to check the mixing at
that temperature and to use this sample to estimate some curve values and its
derivatives at few β values between the hottest and the target temperature.
Based on these anchor points, the curve could then be interpolated and the
optimisation could be carried out as usual. We could dismiss worries about
the accuracy of this procedure by showing that the minor variability in the
curve approximation did not affect the optimisation results. In this example,
the interpolated curve resembled closely the shape of the geometric model
curve g(β) = 1
2 β
so that the optimal scheme and the geometric scheme lay
close together. The final tempered transitions run confirmed that optimal and
geometric scheme are of similar efficiency in this example. For the tempered
transitions runs used in this chapter, we also had to specify the step sizes at
each temperature. This was done by carrying out short preliminary runs with
different candidate plans and choosing the one that was mixing best according
to the graphical output (traceplots and histograms).
To close the fixed-dimensional work on tempered transitions, let us remark
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Figure 7-18: The histograms and traceplots of the posterior variances σ21 ,
σ22 , σ
2
3 at the target temperature obtained by running tempered transitions
based on 60 optimal temperatures between βmin =
1
8 and β0 = 1
for 100 000 iterations. The traceplots show every 100th sample. The
symmetry between histograms indicates convergence in label switching.
that the tuning technique is more of a guidance than an obligation. Given
that it is based on idealising assumptions that are not met in practice, we can
probably decide on a sufficiently efficient temperature scheme by inspecting
a plot of the estimated anchor points for the curve. Such a plot will already
give us a rough idea of the curve’s shape. If the shape resembles the model
curve g(β) = 1
2 β
, we can use the geometric scheme. If it is almost a straight
line, a linear spacing should be suitable. And if it is clearly concave, then an
anti-geometric scheme will be reasonable. On the other hand, once the code
for the curve approximation and the optimisation is written, it can be used
for any set of anchor points and for any approximated curve. In that case, the
optimisation causes little extra effort so that we can only win by using it.
Having seen how powerful tempered transitions is in mode jumping in fixed
dimension, we are interested in finding out whether it can be applied in
variable dimension, and if so, whether it has a similar benefit. Let us start
with reviewing the standard MCMC methods and the mode-jumping methods
designed for variable dimension in the following chapter.
158
60 Temperatures
temperature scheme k τˆ (wk) τˆ (µk) τˆ
(
σ2k
)
time in h
optimal 1 236.7 171.3 35.5 26
2 160.5 142.9 29.8
3 186.5 164.7 31.4
geometric 1 203.3 179.5 32.2 26
2 215.9 170.6 28.4
3 229.4 159.3 33.3
Table 7-5: The estimated integrated autocorrelation times of the
component weights w1, w2, w3, the component means µ1, µ2, µ3 and the
component variances σ21 , σ
2
2 , σ
2
3 obtained by tempered transitions based on
(a) 60 optimal temperatures and (b) 60 geometric temperatures and the
computing time of tempered transitions in hours. The autocorrelation
times are estimated with respect to the group mean, e.g. τˆ(µk) with
respect to µ¯ = 1K
∑K
k=1 µ¯k etc. The optimal and the geometric
temperature scheme perform equally well.
16 Temperatures
temperature scheme k τˆ (wk) τˆ (µk) τˆ
(
σ2k
)
time in h
geometric 1 3638.2 6146.1 1115.4 7
2 3891.3 5685.4 1166.5
3 2704.8 6193.4 230.9
Table 7-6: The estimated integrated autocorrelation times of the
component weights w1, w2, w3, the component means µ1, µ2, µ3 and
the component variances σ21 , σ
2
2 , σ
2
3 obtained by tempered transitions
based on 16 geometric temperatures and the computing time of tempered
transitions in hours. The efficiency is in this example worse than the
one of the run with 60 geometric temperatures (Table 7-5). The smaller
computing time cannot make up for the higher autocorrelation times.
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Chapter 8
Mode Jumping Methods in
Variable Dimension: a Review
8.1 Introduction
In some statistical applications, the model is of variable dimension. For
example, in the mixture model
∑K
k=1 wk pk(y|θk), the number K of components
may be unknown. In this case, we often want to explore the uncertainty
surrounding K and therefore model it as a random variable. The resulting
model is of variable dimension because the number of component weights and
parameters varies with the value K. The corresponding posterior distribution
tends to be complex so that we often employ trans-dimensional MCMC
methods to learn about it. In trans-dimensional MCMC, it is hard to jump
between dimensions if the modes in the current dimension do not have “image”
modes in the proposed dimension to which the sampler could be easily directed.
In this case, the dimension-swapping proposals are likely to land in low-
probability areas and are therefore often rejected.
As trans-dimensional MCMC often involves the transformation of measures,
we will start with some measure theory (Section 8.2). After that, we will
describe the most common trans-dimensional MCMC method “reversible jump
MCMC” (RJMCMC), first in its general framework (Section 8.3) and then in
its standard form (Section 8.4). We will also verify that standard RJMCMC
satisfies detailed balance (Section 8.5), and introduce some informal notation
(Section 8.6) which is often used in the literature. Finally, we will review
alternatives and further developments of RJMCMC which are often designed
to improve the mixing between modes of different dimension (Section 8.7).
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8.2 Transforming measures
In trans-dimensional MCMC, a new proposal is often drawn from some
distribution centred at the projection of the current state. Since the projection
is part of the proposal mechanism, we have to account for it by an appropriate
transformation of measures when specifying acceptance probabilities. We will
therefore review some transformation theorems (see for example Section II.19
in Bauer 2001), which will be in particular helpful for verifying detailed balance
in RJMCMC later.
To be able to transform measures, we need an A∗-A′-measurable mapping
T : (Ω∗,A∗) → (Ω′,A′)
between the measure space (Ω∗,A∗, µ∗) and the measurable space (Ω′,A′). The
term A∗-A′-measurable means that
T−1(A′) ∈ A∗ for every A′ ∈ A′.
Such a transformation induces an image measure
µ′ := T (µ∗)
defined by
µ′ : A′ 7→ µ∗(T−1(A′)),
which means that every set A′ ∈ A′ is assigned the µ∗-measure of its pre-image
T−1(A′). We may wish to integrate over an A′-measurable numerical function
g′ on Ω′. We can do this if and only if g′ ◦ T is µ∗-integrable, in which case∫
Ω′
g′ dT (µ∗) =
∫
Ω∗
g′ ◦ T dµ∗.
This general transformation theorem for integrals also holds if we want to
integrate g′ over an A′-measurable subset G′ ⊂ Ω′ since then also (g′  G′) is an
A′-measurable numerical function so that∫
G′
g′ dT (µ∗) =
∫
Ω′
(g′
 
G′) dT (µ
∗)
=
∫
Ω∗
(g′
 
G′) ◦ T dµ∗
=
∫
Ω∗
(g′ ◦ T )   T−1(G′) dµ∗
=
∫
T−1(G′)
g′ ◦ T dµ∗.
(8.1)
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Note that we have to be careful when applying this result in reverse order. We
can only express the integral
∫
G∗
g′ ◦T dµ∗ over a set G∗ ∈ A∗ in terms of a µ′-
integral if there exists a set G′ ∈ A′, of which G∗ = T−1(G′) is the pre-image,
which is not always the case. For example, if T (x) = x2 and G∗ = (5, 10), then
G∗ = (5, 10) is mapped onto G′ = (25, 100), but G∗ is not the pre-image of
G′, which is T−1(G′) = (−5,−10) ∪ (5, 10). Hence, ∫
(5,10)
g′ ◦ T dµ∗ cannot be
expressed with respect to dT (µ∗).
A special case of the transformation theorem is that for Lebesgue integrals.
Suppose H∗ and H ′ are open subsets in Rd and the transformation ϕ :
H∗ → H ′ is a diffeomorphism of H∗ onto H ′. [Recall that a diffeomorphism
is a bijective continuously differentiable mapping, whose inversion is also
continuously differentiable.] The theorem then says that a numerical function
h′ on H ′ is λd-integrable if and only if h′ ◦ ϕ |detϕ′| is λd-integrable over H∗,
in which case ∫
H′
h′ dλd =
∫
H∗
(h′ ◦ ϕ) |detϕ′| dλd (8.2)
where ϕ′ denotes the derivative of ϕ and detϕ′ its determinant. Note that the
term |detϕ′| appears because the transformed measure ϕ−1(λd) can be written
in terms of the original measure λd by
dϕ−1(λd) = |detϕ′| dλd. (8.3)
The equation (8.3) helps to show that the transformation theorem for Lebesgue
integrals (8.2) is a special case of the previous result (8.1) applied to T := ϕ−1,
µ∗ := λd, g′ := (h′ ◦ ϕ), G′ = H∗ and T−1(G′) = H ′:∫
H∗
(h′ ◦ ϕ) |detϕ′| dλd =
∫
H∗
(h′ ◦ ϕ) dϕ−1(λd)
=
∫
H′
(h′ ◦ ϕ) ◦ ϕ−1 dλd
=
∫
H′
h′ dλd.
8.3 General RJMCMC
Green (1995, 2003) proposed the general reversible jump MCMC (RJMCMC)
framework to allow sampling from some distribution pi defined on a measure
space (Ω,A, µ) where the sample space Ω = ⋃K∈M ΩK is determined
by countably many subspaces {ΩK}K∈M of varying dimension. When
discussing RJMCMC, it is helpful to have a particular application in mind.
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We will explain RJMCMC in the context of variable-dimensional mixture
modelling. Let us consider the mixture of univariate normal distributions∑K
k=1 wk N (µk, σ
2
k). For short, we will refer to the parameter vector of the
K-component mixture model by
θK :=
{
wk, µk, σ
2
k
}
k∈K
.
As the weights {wk}k∈K are constrained to sum to one, i.e.
∑K
k=1wk = 1,
one of the weights is a dummy variable so that θK ∈ R3K−1. For a given
K ∈ M , let p (θK |K) denote the prior density (with respect to the Lebesgue
measure on R3K−1), and let p (y|K, θK) denote the likelihood for the data
y := {yj}j∈n. Since we want to vary K, we also need a prior distribution
p (K) on the candidate models K ∈ M . To clarify which model we currently
consider, we will include the model indicator when defining each subspace by
ΩK = {K} × ΘK where ΘK = R3K−1. The corresponding submeasure for
measurable A = {K} × AK ⊂ ΩK is
µK (A) = µK ({K} ×AK)
:= λ3K−1 (AK)
(8.4)
where λ3K−1 is the (3K−1)-dimensional Lebesgue measure. We can now define
the measure µ on the combined space Ω =
⋃
K∈M ΩK by
µ (A) :=
∑
K∈M
µK (A ∩ ΩK) for measurable A ⊂ Ω . (8.5)
The joint posterior distribution with respect to µ is then given by the density
p (K, θK |y) = p (K) p (θK |K) p (y|K, θK)∑
J∈M
∫
p (J) p (θJ |J) p (y|J, θJ)λ3J−1 (dθJ) .
Using the full notation, we will express the joint posterior up to proportionality
by
p
(
K,
{
wk, µk, σ
2
k
}
k∈K
∣∣∣ {yj}j∈n)
∝ p (K) p
({
wk, µk, σ
2
k
}
k∈K
∣∣∣K) p({yj}j∈n ∣∣∣K,{wk , µk, σ2k}k∈K) .
Within each subspace ΩK , we can sample by MCMC as usual. For moving
between the subspaces, we need trans-dimensional MCMC. Green’s idea is to
introduce countably many move types m, which propose switching between
subspaces via the corresponding proposal distribution qm. In the mixture
modelling example, we may move between two adjacent models by creating
a new component (when moving from ΩK to ΩK+1) or by deleting one
of the components (when moving from ΩK+1 to ΩK in the reverse step);
another way may be to split one component into two (when moving from
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ΩK to ΩK+1) or by merging two components into one (when moving from
ΩK+1 to ΩK in the reverse step). RJMCMC considers each of the possible
reversible moves as a single move type m. That means if K can take any
value in {1, . . . , Kmax}, then we have in total 2Kmax move types. We will
label the birth-death move between the K-component and the (K + 1)-
component model as type m = 2K − 1, K = 1, . . . , Kmax, and the split-
combine move between the K-component and the (K + 1)-component model
as type m = 2K, K = 1, . . . , Kmax. In RJMCMC, each move type
m may be chosen with a probability depending on the current state x ∈
Ω. [In the mixture modelling example, x stands for x = (K, θ), θK ∈ ΘK.] It
is interesting that the probabilities of choosing each move type m do not
have to sum to one so that 0 <
∑
m qm(x,Ω) ≤ 1; hence, with probability
(1−∑m qm(x,Ω)), no move is attempted at all. Moreover, as in the above
example, not every move type m may be available for every current state
x ∈ Ω so that qm(x,Ω) = 0 for some, perhaps many m. If ΩK = {K} × RdK ,
the RJMCMC transition kernel can be expressed by
P (x,B) =
∑
m
∫
B
qm(x, dx
′)αm(x, x
′) + s(x)
 
{x∈B}, for all B ∈ A,
where
s(x) :=
∑
m
∫
Ω
qm(x, dx
′) [1− αm(x, x′)] +
(
1−
∑
m
qm(x,Ω)
)
defines the probability of remaining in x either because the proposed state
is rejected or because no move type is chosen so that the detailed balance
condition ∫
A
∫
B
pi(dx)P (x, dx′) =
∫
B
∫
A
pi(dx′)P (x′, dx)
takes the form∑
m
∫
A
∫
B
pi(dx) qm(x, dx
′)αm(x, x
′) +
∫
A∩B
pi(dx) s(x)
=
∑
m
∫
B
∫
A
pi(dx′) qm(x, dx)αm(x
′, x) +
∫
B∩A
pi(dx′) s(x′).
This condition is satisfied if, for every move type m, the following detailed
balance holds:∫
A
∫
B
pi(dx) qm(x, dx
′)αm(x, x
′) =
∫
B
∫
A
pi(dx′) qm(x
′, dx)αm(x
′, x) for all A,B ∈ A.
If pi(dx) qm(x, dx
′) has a finite density
fm(x, x
′) = pi(dx) qm(x, dx
′)
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with respect to a symmetric measure νm on A ⊗ A, the detailed balance
condition for every move type can be achieved by the usual Metropolis-Hastings
acceptance probability
αm(x, x
′) = min
{
1,
fm(x
′, x)
fm(x, x′)
}
= min
{
1,
pi(dx′) qm(x
′, dx)
pi(dx) qm(x, dx′)
}
giving∫
A
∫
B
pi(dx) qm(x, dx
′)αm(x, x
′) =
∫
A
∫
B
νm(dx, dx
′) fm(x, x
′) min
{
1,
fm(x
′, x)
fm(x, x′)
}
=
∫
B
∫
A
νm(dx
′, dx) fm(x
′, x) min
{
1,
fm(x, x
′)
fm(x′, x)
}
=
∫
B
∫
A
pi(dx′) qm(x
′, dx)αm(x
′, x)
as required. Indeed, RJMCMC extends the Metropolis-Hastings framework to
variable-dimensional sample spaces.
RJMCMC also introduces a new way of combining MCMC kernels: it chooses
a move type randomly, but conditional on the current state. In the above
description of RJMCMC, the proposal distribution qm(x, x
′) includes the
probability of picking move type m when in x. For clarity, we will separate
the probability p(m|x) of choosing move type m when in x and the probability
q(x→ x′|m) of moving from x to x′ under move type m so that
qm(x, x
′) = p(m|x) q(x → x′|m).
In the new notation, the move from x to x′ under move type m is then accepted
with probability
α(x→ x′|m) = min
{
1,
pi(x′) p(m|x′) q(x′ → x|m)
pi(x) p(m|x) q(x → x′|m)
}
. (8.6)
This acceptance probability guarantees that the combination of RJMCMC
kernels satisfies detailed balance, namely that
pi(x)
∑
m
p(m|x) q(x → x′|m)α(x→ x′|m) =
∑
m
pi(x) p(m|x) q(x → x′|m)α(x→ x′|m)
=
∑
m
pi(x′) p(m|x′) q(x′ → x|m)α(x′ → x|m)
= pi(x′)
∑
m
p(m|x′) q(x′ → x|m)α(x′ → x|m).
This way of combining MCMC kernels is new. So far, MCMC kernels have only
been combined in an independent random order. Applying MCMC kernels in
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independent random order can be seen as a special case of the new framework
in which
p(m|x) = p(m).
Plugging p(m|x) = p(m) into the acceptance probability (8.6) gives then the
standard Metropolis-Hastings acceptance probability
α(x→ x′|m) = min
{
1,
pi(x′) q(x′ → x|m)
pi(x) q(x → x′|m)
}
.
8.4 A common class of RJMCMC samplers
Green (1995) develops a class of standard RJMCMC algorithms which can
be applied in the common case that each subspace ΩK = {K} × ΘK of
the combined state space Ω =
⋃
K ΩK is defined on the real parameter
space ΘK = R
dK of model-dependent dimension dK. In particular, standard
RJMCMC can be used when sampling from the Bayesian mixture model∑K
k=1 wk N (µk, σ
2
k) with an unknown number of components. In the previous
section, we have seen that a move type m is chosen dependent on the current
state. Standard RJMCMC checks in which subspace the current state x ∈ Ω
lies. Suppose x comes from ΩI , then the move type m which leads into the
subspace ΩJ is chosen with probability qm(I, J). This notation accounts for
the possibility that there are several move types m for jumping between the
sub-spaces ΩI and ΩJ . Recall that each move type m defines a reversible move
between ΩI and ΩJ . That means if we choose move type m when we are in
ΩJ , this move will lead us to ΩI so that we denote the probability of picking
m when in ΩJ by qm(J, I). For ease of presentation, let us now assume that
there is only one move type for jumping between ΩI and ΩJ so that we will
drop the index m when denoting move type specific probabilities.
Green suggests constructing the proposal from ΩI to ΩJ with the help
of auxiliary variables and transformation of variables as appropriate. For
instance, when moving from the K-component mixture model to the (K + 1)-
component mixture model, we may propose adding a (K + 1)th component
to the current state by drawing a new weight wK+1, a new mean µK+1 and a
new variance σ2K+1 independently from some proposal distribution (Richardson
and Green 1997). Since the component weights are constrained to sum to
one, we can adjust the old weights wk, k = 1, . . . , K, by multiplying them
by (1 − wK+1). Hence, the proposal consists of a random move (drawing
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new variables) and a deterministic move (adjusting weights). Richardson and
Green consider the extra variables as auxiliary variables and the deterministic
step as a transformation of both the current (K-component) state and the
auxiliary variables. Bearing this application in mind may help to understand
the standard RJMCMC algorithm (Green 1995): after deciding to try a jump
from the current space ΩI to ΩJ with probability q(I, J), we first draw an
independent continuous auxiliary variable u ∈ ΩU from some distribution qU(u)
and then apply a diffeomorphism t that transforms (θ, u) into (θ′, u′),
t : (θ, u) 7→
(
θ′(θ, u), u′(θ, u)
)
.
This transformation yields the proposed model parameter θ′ ∈ ΘJ so that
the proposed state is x′ = (J, θ′) ∈ ΩJ . The variable u′ ∈ ΩU ′ is an
independent continuous auxiliary variable with distribution qU ′(u
′). All the
variables involved in the transformation must satisfy the dimension-matching
condition
dim(θ) + dim(u) = dim(θ′) + dim(u′).
The standard RJMCMC proposal follows a proposal density qIJ(x, x
′) which,
at the moment, can only be expressed in terms of (θ, u):
qIJ
((
I, θ
)
,
(
J, θ′(θ, u)
))
=


q(I, J) qU (u) if
((
I, θ
)
,
(
J, θ′(θ, u)
))
∈ ΩI × ΩJ ,
0 otherwise.
(8.7)
The reverse move starts in x′ ∈ ΩJ . First we decide to try to jump from
ΩJ to ΩI with probability q(J, I). Then we generate an independent auxiliary
variable u′ from some distribution qU ′(u
′) and apply the inverse transformation
t−1 : (θ′, u′) 7→
(
θ(θ′, u′), u(θ′, u′)
)
to obtain (θ, u) from (θ′, u′). Finally, we set the proposal state equal to x =
(I, θ). The proposal density qJI(x
′, x) of the reverse move is thus given by
qJI
((
J, θ′
)
,
(
I, θ(θ′, u′)
))
=


q(J, I) qU ′(u
′) if
((
J, θ′
)
,
(
I, θ(θ′, u′)
))
∈ ΩJ × ΩI ,
0 otherwise.
(8.8)
Green defines the acceptance probability of the jump from x = (I, θ) to x′ =
(J, θ′) by
αIJ
((
I, θ
)
,
(
J, θ′(θ, u)
))
= min

1,
pi
(
J, θ′ (θ, u)
)
qJI
((
J, θ′(θ, u)
)
,
(
I, θ
))
d(θ, u)
pi
(
I, θ
)
qIJ
((
I, θ
)
,
(
J, θ′(θ, u)
))


(8.9)
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where d(θ, u) denotes the absolute value of the determinant of the Jacobian
matrix ∂(θ
′,u′)
∂(θ,u)
of the transformation t, which is a function of (θ, u):
d(θ, u) :=
∣∣∣∣det
(
∂(θ′, u′)
∂(θ, u)
)∣∣∣∣ .
Similarly, the reverse jump from x′ = (J, θ′) to x = (I, θ) is accepted with
probability
αJI
((
I, θ
)
,
(
J, θ(θ′, u′)
))
= min

1,
pi
(
I, θ (θ′, u′)
)
qIJ
((
I, θ(θ′, u′)
)
,
(
J, θ′
))
pi
(
J, θ′
)
qJI
((
J, θ′
)
,
(
I, θ(θ′, u′)
))
d
(
θ (θ′, u′) , u (θ′, u′)
)


(8.10)
where d (θ(θ′, u′), u(θ′, u′)) =
∣∣∣det(∂(θ′,u′)∂(θ,u) )∣∣∣ stands for the absolute value of
the Jacobian determinant as above, but this time expressed in terms of (θ′, u′).
8.5 Detailed balance
It remains to verify that the Markov chain defined by the reversible jump
between ΩI and ΩJ described in Section 8.4 satisfies detailed balance for all
A × B ∈ A ⊗ A where A is the σ-algebra of the combined state space Ω =⋃
K ΩK . Actually, the jump is defined on ΘI×ΩU and its reverse on ΘJ ×ΩU ′ ,
so that a first step towards the ultimate goal is to check that for
AI × U :=
{
(θ, u) ∈ ΘI × ΩU : (I, θ) ∈ A and
(
J, θ′(θ, u)
)
∈ B
}
and
BJ × U ′ :=
{
(θ′, u′) ∈ ΘJ × ΩU ′ : (J, θ) ∈ B and
(
I, θ(θ′, u′)
)
∈ A
}
,
the following equality holds:∫
AI×U
pi
(
I, θ
)
qIJ
((
I, θ
)
,
(
J, θ′(θ, u)
))
αIJ
((
I, θ
)
,
(
J, θ′(θ, u)
))
dλ
=
∫
BJ×U ′
pi
(
J, θ′
)
qJI
((
J, θ′
)
,
(
I, θ(θ′, u′)
))
αJI
((
J, θ′
)
,
(
I, θ(θ′, u′)
))
dλ
where λ denotes the Lebesgue measure. As the transformation t(θ, u) is
a diffeomorphism, we can apply the transformation theorem for Lebesgue
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integrals (8.2), which yields∫
BJ×U ′
pi
(
J, θ′
)
qJI
((
J, θ′
)
,
(
I, θ(θ′, u′)
))
αJI
((
J, θ′
)
,
(
I, θ(θ′, u′)
))
dλ
(8.2)
=
∫
AI×U
pi
(
J, θ′(θ, u)
)
qJI
((
J, θ′(θ, u)
)
,
(
I, θ
))
αJI
((
J, θ′(θ, u)
)
,
(
I, θ
)) ∣∣∣∣det
(
∂(θ′, u′)
∂(θ, u)
)∣∣∣∣ dλ
=
∫
AI×U
pi
(
J, θ′(θ, u)
)
qJI
((
J, θ′(θ, u)
)
,
(
I, θ
))
αJI
((
J, θ′(θ, u)
)
,
(
I, θ
))
d(θ, u) dλ
=
∫
AI×U
pi
(
I, θ
)
qIJ
((
I, θ
)
,
(
J, θ′(θ, u)
))
αIJ
((
I, θ
)
,
(
J, θ′(θ, u)
))
dλ,
(8.11)
as required. Note that the last step follows from the definition of αIJ (8.9) and
αJI (8.10). We have thus shown that detailed balance holds when x and x
′ are
expressed in terms of (θ, u), e.g. on the space ΘI × ΩU . Intuitively, detailed
balance should also hold if x and x′ are expressed by themselves, e.g. on the
space Ω × Ω. This shall be verified in the following. First let us shorten the
notation by setting
fIJ
((
I, θ
)
,
(
J, θ′(θ, u)
))
:= pi
(
I, θ
)
qIJ
((
I, θ
)
,
(
J, θ′(θ, u)
))
,
which is equal to zero if
(
I, θ
)
6= ΩI by definition of qIJ (8.7), and similarly,
by setting
fJI
((
J, θ′(θ, u)
)
,
(
I, θ
))
:= pi
(
J, θ′(θ, u)
)
qJI
((
J, θ′(θ, u)
)
,
(
I, θ
))
d(θ, u),
which is equal to zero if
(
J, θ′(θ, u)
)
6= ΩJ by definition of qJI (8.8). The
acceptance probabilities can then be written by
αIJ
((
I, θ
)
,
(
J, θ′(θ, u)
))
= min

1,
fJI
((
J, θ′(θ, u)
)
,
(
I, θ
))
fIJ
((
I, θ
)
,
(
J, θ′(θ, u)
))


and
αJI
((
J, θ′(θ, u)
)
,
(
I, θ
))
= min

1,
fIJ
((
I, θ
)
,
(
J, θ′(θ, u)
))
fJI
((
J, θ′(θ, u)
)
,
(
I, θ
))

 .
For the proof, we need the transformation
T˜ : ΘI × ΩU → Ω× Ω
defined by
T˜ : {(θ, u)} 7→
{(
I, θ
)
︸ ︷︷ ︸
=x
,
(
J, θ′(θ, u)︸ ︷︷ ︸
=x′
)}
∪
{(
J, θ′(θ, u)
)
︸ ︷︷ ︸
=x′
,
(
I, θ
)
︸ ︷︷ ︸
=x
}
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to induce a symmetric measure ν = T˜ (λ) on Ω× Ω as required in the general
RJMCMC framework. Note that the transformation T˜ is not bijective so
that we need the general transformation theorem when transforming integrals
later. Further note that the transformed measure T˜ (λ) is equal to zero if
A× B 6⊂ (ΩI × ΩJ) ∪ (ΩJ × ΩI) so that detailed balance holds on Ω× Ω if it
holds on (ΩI × ΩJ) ∪ (ΩJ × ΩI). To verify the later, we have to check that∫
A×B
fIJ αIJ dT˜ (λ) =
∫
B×A
fJI αJI dT˜ (λ)
in the cases A × B ⊂ (ΩI × ΩJ) and A× B ⊂ (ΩJ × ΩI). The second case is
easy because fIJ is zero on A× B and fJI is zero on B × A so that∫
A×B
fIJ︸︷︷︸
=0 by def.
αIJ dT˜ (λ) =
∫
B×A
fJI︸︷︷︸
= 0 by def.
αJI dT˜ (λ)
as required. Detailed balance also holds in the first case where A ⊂ ΩI and
B ⊂ ΩJ because∫
A×B
fIJ αIJ dT˜ (λ) =
∫
A×B
fIJ αIJ dT˜ (λ) +
∫
B×A
fIJ︸︷︷︸
= 0 by def.
αIJ dT˜ (λ)
=
∫
(A×B)∪(B×A)
fIJ αIJ dT˜ (λ)
(8.1)
=
∫
T˜−1((A×B)∪(B×A))
(fIJ αIJ ) ◦ T˜ dλ
=
∫
AI×U
(fIJ αIJ) ◦ T˜ dλ
(8.11)
=
∫
AI×U
(fJI αJI) ◦ T˜ dλ
=
∫
T˜−1((A×B)∪(B×A))
(fJI αJI) ◦ T˜ dλ
(8.1)
=
∫
(A×B)∪(B×A)
fJI αJI dT˜ (λ)
=
∫
A×B
fJI︸︷︷︸
=0 by def.
αJI dT˜ (λ) +
∫
B×A
fJI αJI dT˜ (λ)
=
∫
B×A
fJI αJI dT˜ (λ).
Thus, we have seen that standard RJMCMC satisfies detailed balance on Ω×Ω.
8.6 Informal notation
Having understood the standard RJMCMC algorithm, we can now follow the
informal notation often used in the literature. In this notation, the depen-
dencies between variables are dropped so that, for instance, the acceptance
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probabilities are denoted by
αIJ (x, x
′) = min
{
1,
pi(x′) q(J, I) qU ′ (u
′)
pi(x) q(I, J) qU (u)
∣∣∣∣det
(
∂(θ′, u′)
∂(θ, u)
)∣∣∣∣
}
and
αJI(x
′, x) = min
{
1,
pi(x) q(I, J) qU (u)
pi(x′) q(J, I) qU ′ (u′)
∣∣∣∣det
(
∂(θ′, u′)
∂(θ, u)
)∣∣∣∣−1
}
.
This notation also eases the implementation of RJMCMC: we can compute
each term according to its own parametrisation, e.g. pi(x) in dependence of
x and
∣∣∣det(∂(θ′,u′)∂(θ,u) )∣∣∣ in dependence of (θ, u) because the value of a particular
function does not change with the transformation.
8.7 Further developments
In a follow-up paper to Green (1995), Richardson and Green (1997) explored
RJMCMC move types for varying the number of components in mixture
modelling for univariate data. They suggested the pairs of inverse moves:
adding versus deleting a component (birth-death move) and creating two
components out of one versus merging two components into one (split-combine
move). These move types can also be generalised for mixtures modelling
multivariate data (Dellaportas and Papageorgiou 2006). Another approach to
mixture modelling in variable dimension is to simulate the births and deaths of
components as a continuous time Markov birth-death process that converges to
the target distribution in equilibrium (Stephens 2000): the model parameters
are seen as a marked point process where each point represents one of the
components; births and deaths of components occur at an exponential rate.
While the birth rate is constant, the death rate varies from component to
component as it depends on the current parameter value of the component.
The death rate of a particular component will be higher, the less the component
contributes to the explanation of the data. Cappé, Robert and Rydén (2003)
view this birth-death set-up as a special case of a broader framework based
on Markov jump processes. In a Markov jump process, jumps from one
state to another occur at random times. The time between jumps follows
an exponential distribution whose rate depends on the current state. At the
jump times the process moves from the current state to a new state through a
Markov transition kernel satisfying detailed balance with respect to the target
distribution. The advantage of this generalisation is that additional moves such
as split-combine moves can be incorporated into the continuous-time MCMC
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sampler. Cappé et al. show that there is a strong link between continuous-
time MCMC and (discrete-time) RJMCMC: it is possible to construct a
(discrete-time) RJMCMC sampler which simulates the target process at the
equally spaced times
{
i
n
}
i∈N0
such that the RJMCMC sampler converges to
the continuous-time sampler as the lag between updates tends to zero, i.e. as
n→∞. Furthermore, Cappé et al. test both methods on modelling mixtures
of variable dimension and find that RJMCMC is three times as fast as the
corresponding continuous-time sampler, and is thus the superior method.
The main drawback of RJMCMC is that proposal mechanisms may be
inefficient because too little is known about how models of different dimension
engage with each other. A simple proposal mechanism for jumps into a higher-
dimensional space may augment the current state by a random draw for the
missing parameter values and, if necessary, adjust this proposal to satisfy
any constraints. However, although models may be nested, the corresponding
modes may not be so that such a simple proposal mechanism is prone to direct
moves into a low-probability area of the alternative model. Brooks, Giudici and
Roberts (2003) face this problem when modelling autoregressive processes of
unknown order, i.e. on modelling Xt =
∑m
j=1 ψjXt−j + εt, where {ψj} are the
model parameters, m is the unknown order of the process, and εt is white noise,
e.g. εt ∼ N (0, σ2ε). They propose to move from the currentm-dimensional state
{ψj}j∈m to
{
ψ′j
}
j∈(m+1)
by keeping the current values ψ′j = ψj, j ∈ m, and
drawing the additional parameter from a normal distribution ψ ′m+1 ∼ N (0, σ2ψ).
The acceptance rate for this move type depends heavily on the variance of the
normal proposal distribution. There is the danger that the variance is either
too small or too large so that care needs to be taken when tuning the variance.
As tuning will be difficult and time consuming in complex problems, Brooks et
al. investigate how to construct more efficient move types. The basic idea is to
centre the proposal for the higher-dimensional jump at the point in the higher-
dimensional space defining a model that is identical to the lower-dimensional
model. They call this point non-identifiability centre. In the autoregressive
example, if the current state is (ψ1, . . . , ψm), then the non-identifiability centre
will be at (ψ1, . . . , ψm, 0) with the non-identifiability arising from the identity
m∑
j=1
ψjXt−j + 0Xt−(m+1) + εt ≡
m∑
j=1
ψjXt−j + εt .
In other words, we cannot tell the new model
∑m
j=1 ψjXt−j + 0Xt−(m+1) + εt
from the old model
∑m
j=1 ψj Xt−j + εt because the new model can be written
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as the old model by
∑m
j=1 ψj Xt−j + 0Xt−(m+1) + εt =
∑m
j=1 ψj Xt−j + εt.
Actually, the problematic proposal mechanism, which retains the current
parameters and adds a new parameter by ψ′m+1 ∼ N (0, σ2ψ), is already centred
at the non-identifiability point. Therefore, Brooks et al. suggest further
refinements of the proposal mechanism. One of these refined methods picks
proposals from the close neighbourhood of the current state. For this, the
step size of the proposal distribution is chosen dependent on the current
state. It has to satisfy the following two conditions: first, the acceptance
probability for a move from the current state (ψ1, . . . , ψm) to its projected
image (ψ1, . . . , ψm, 0) is equal to one; second, the derivative of the logarithm of
this acceptance probability is equal to zero. Brooks et al. report that this state-
dependent proposal mechanism doubles the acceptance rate of the previous
state-independent proposal mechanism with tuned proposal variance. To
ensure that the RJMCMC algorithm based on the refined proposal mechanism
mixes well, additional fixed-dimensional MCMC move types, which mix well
within each model, need to be incorporated into the algorithm.
RJMCMC may also have poor acceptance rates if there are zero-probability-
constraints in the sample space. In an object recognition example, Al-Awadhi,
Hurn and Jennison (2004b) modelled the location, size and orientation of an
unknown number of plant cells under the constraint that cells do not overlap.
This already causes problems when sampling from the fixed-dimensional
distribution. For instance, rotating a single cell may cause its overlapping with
a neighbouring cell and thus the rejection of the move so that the sampler may
be trapped in a certain cell configuration. Similarly, trans-dimensional moves
will not be accepted if the proposed new cell overlaps with one of the existing
cells. Hence, split-combine moves, that either split a cell into two or merges two
neighbouring cells into one, may be better suited to move between dimensions.
Also excursions over an unconstrained sample space as introduced by Hurn et
al. (1999) improved the mixing. In a follow-up paper, Al-Awadhi, Hurn and
Jennison (2004a) tried excursions over a tempered distribution. This solution
gave the most satisfying results. As this solution involves ideas from tempering,
we shall briefly present it here. To find a sensible proposal state x′ in a higher-
dimensional space than the current state x, first an auxiliary state z, which
lies in the higher-dimensional space, is drawn from an RJMCMC proposal
distribution, but no acceptance/rejection decision is made. This auxiliary state
serves merely as a starting point for a sequence of k standard MCMC steps
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(including acceptance/rejection), which satisfy detailed balance with respect
to the tempered distribution. The final state x′ of these k steps hopefully lies in
the modal region of the target distribution, and a move from the current state
x to the final state x′ is considered with a probability that also depends on the
intermediate state z. Suppose the current state x is of dimension K and the
auxiliary state z and the proposal state x′ are of dimension K ′ which is greater
than K. Let q(x, z) denote the trans-dimensional proposal distribution, and P
denote the MCMC kernel for each of the k intermediate steps leading from z
to x′. As the kernel P satisfies detailed balance with respect to the tempered
conditional distribution pβ(·|K ′), detailed balance holds also for the kth iterate
P k, i.e.
pβ(z|K ′)P k(z, x′) = pβ(x′|K ′)P k(x′, z),
so that
P k(x′, z)
P k(z, x′)
=
pβ(z|K ′)
pβ(x′|K ′) .
The Metropolis-Hastings acceptance probability for the trans-dimensional
move from x to x′ via z simplifies then to
α (x, z, x′) = min
{
1,
p(x′|K ′)P k(x′, z) q(z, x)
p(x|K) q(x, z)P k(z, x′)
}
= min
{
1,
p(x′|K ′) pβ(z|K ′) q(z, x)
p(x|K) q(x, z) pβ(x′|K ′)
}
so that detailed balance of the move from x ∈ A to x′ ∈ C via z ∈ B is
satisfied:∫
A
dx
∫
B
dz
∫
C
dx′ pβ(x|K) q(x, z)P k(z, x′)α (x, z, x′)
=
∫
C
dx′
∫
B
dz
∫
A
dx pβ(x
′|K ′)P k(x′, z) q(z, x)α (x′, z, x) .
Note that the reverse move from x′ to x first moves from x′ to z via the k
MCMC steps before the trans-dimensional jump from dimension K ′ to K is
executed. Al-Awadhi et al. deliberately choose not to incorporate another k
MCMC steps at the lower dimension because, in their application, the reverse
move already lands in modal area of the lower-dimensional model, so that
another k mode finding steps are not required. However, if another application
needed such moves, the algorithm could be adapted accordingly.
In a different object recognition problem of locating an unknown number
of neural sources from electromagnetic measurements of the brain activity
(Bertrand, Ohmi, Suzuki and Kado 2001), mixing between modes is achieved
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by applying parallel tempering (Geyer 1991), originally called Metropolis-
coupled MCMC, first in a fixed-dimensional problem, then in a variable-
dimensional problem. In the fixed-dimensional toy problem, parallel tempering
mixes far better than standard MCMC; it reduces the mean error of estimation
significantly. For sampling from the variable-dimensional toy problem, parallel
tempering is combined with RJMCMC. That means that (n + 1) RJMCMC
chains are run in parallel, each satisfying detailed balance to a different
distribution, which is commonly a tempered version of the target distribution;
after each RJMCMC chain has been updated, the method randomly swaps
states between adjacent chains. For simplification, let us assume again that
each chain is a tempered version of the target distribution of the form
pβi(x) ∝ pi(x) exp [−βi h(x)] , i = 0, 1, . . . , n,
with βmin = βn < · · · < β0 = 1. All the tempered distributions are defined on
the same combined space Ω =
⋃
K ΩK. Also swapping states of adjacent chains
takes place on that combined space so that the state swap can be carried out
as usual. With probability
α = min
{
1,
pβi(xj)pβj(xi)
pβi(xi)pβj(xj)
}
the current state xi of the pβi-invariant chain becomes the new state of the pβj -
invariant chain, while the current state xj of the pβj -invariant chain becomes
the new state of the pβi-invariant chain. Unfortunately, Bertrand et al. do not
compare the parallel tempering RJMCMC algorithm with standard RJMCMC.
Jasra, Stephens and Holmes (2007b) also apply parallel tempering in variable
dimension. To improve the mixing of each chain, they also incorporate move
types borrowed from population-based MCMC so that chains can learn from
each other without necessarily swapping states. They show in an example that
parallel tempering mixes better than standard RJMCMC.
In conclusion, there is a great demand to improve jumping between modes of
different dimension. As tempering ideas seem to perform well in RJMCMC, we
will explore the benefits of applying tempered transitions based on RJMCMC
steps when sampling from variable-dimensional models.
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Chapter 9
Tempered Transitions in Variable
Dimension
9.1 Introduction
In this chapter, we will explore the use of tempered transitions for sampling
from a variable-dimensional distribution. First we will check the validity of
the tempered transitions RJMCMC algorithm (Section 9.2). Then we will
apply the method in variable-dimensional mixture modelling. For this, we will
introduce a variable-component mixture model for the galaxy data (Section
9.3) and a birth-and-death move type for sampling from it (Section 9.4). After
that, we will tune the tempered transitions RJMCMC algorithm and compare
its performance to that of standard RJMCMC (Section 9.5).
9.2 Validity of tempered transitions RJMCMC
Tempered transitions RJMCMC samples from a variable-dimensional distri-
bution p by carrying out the tempered transitions steps as before (see Section
4.2.2), but now with respect to variable-dimensional auxiliary distributions
pβi, i = 0, 1, . . . , n, and corresponding RJMCMC kernels Tβi , i = 0, 1, . . . , n.
Verifying the validity of this method is straightforward. First, we have to check
on a case-by-case basis that the auxiliary distributions pβi, i = 0, 1, . . . , n,
defined on the general state space Ω =
⋃
K ΩK are proper. Second, the
RJMCMC transition kernels Tβi, i = 0, 1, . . . , n, should satisfy detailed balance
pβi(x)Tβi(x, x
′) = pβi(x
′)Tβi(x
′, x) ∀ x, x′ ∈ Ω
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with respect to the corresponding auxiliary distribution pβi. This does not
cause any problems if the kernels are standard RJMCMC kernels for which
detailed balance always holds (see Section 8.5). If detailed balance is satisfied,
the reversibility of the tempered transitions kernel follows automatically (see
Section 4.2.3). Finally, we need to verify that the algorithm constructs an
irreducible and aperiodic Markov chain, which can only be done on a case-by-
case basis.
9.3 Variable-dimensional mixture model for the
galaxy data
We will extend the fixed-component model for the galaxy data given in Section
7.3.3 to a variable-component model in which the number of components may
vary between Kmin = 1 and Kmax = 10, which seems a reasonable choice
(compare Figure 7-2). The new galaxy model is thus
yj
∣∣∣K, {wk, µk, σ2k}k∈K ∼∑Kk=1 wk N (µk, σ2k), ∀ j ∈ n,
{wk}k∈K
∣∣∣K ∼ Dirichlet(1, . . . , 1),
µk
∣∣∣K ∼ N (0, 1000), ∀ k ∈ K,
σ2k
∣∣∣K ∼ Inverse Gamma(1, 1), ∀ k ∈ K,
K ∼ U {1, 2, . . . , 10} .
The corresponding distributions are given by
p
(
yj
∣∣∣K,{wk, µk, σ2k}k∈K) ∝
K∑
k=1
wk
(
σ2k
)− 12 exp [− 1
2σ2k
(yj − µk)2
]
, ∀ j ∈ n,
and
p
(
{wk}k∈K
∣∣∣K) = (K − 1)!   {  Kk=1 wk=1}, wk ∈ [0, 1], ∀ k ∈ K,
p
(
µk
∣∣∣K) = (2 · 1000pi)− 12 exp(− µ2k2·1000) , µk ∈ (−∞,∞), ∀ k ∈ K,
p
(
σ2k
∣∣∣K) = (σ2k)−1 exp(− 1σ2
k
)
, σ2k ∈ (0,∞), ∀ k ∈ K,
p(K) = 110 , K ∈ {1, 2, . . . , 10} .
The marginal distribution of a particular weight wk given K is Beta(1, K− 1),
i.e. p(wk|K) = (K − 1) (1 − wk)K−2 for 0 ≤ wk ≤ 1. It is important to note
that one of the weights, e.g. wK, is a dummy variable as it is a function of the
other weights, e.g.
wK = 1−
K−1∑
k=1
wk.
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In consequence, the dimension of the K-component model is (3K − 1) so that
we, for example, do not integrate over the dummy variable when integrating
over the prior or posterior distribution. This also means that we have to ignore
the dummy variable when determining the Jacobian of a transformation used
in the RJMCMC moves. To write down the posterior distribution, we need
the joint prior distributions and the joint likelihood function. The variable-
component model assumes that, a-priori, the component means and variances
are independent of each other and of the weights, while the weights depend on
each other so that the joint prior distributions are given by
p
(
{µk}k∈K
∣∣∣K) = K∏
k=1
p
(
µk
∣∣∣K) ,
p
({
σ2k
}
k∈K
∣∣∣K) = K∏
k=1
p
(
σ2k
∣∣∣K) ,
p
({
wk, µk, σ
2
k
}
k∈K
∣∣∣K) = p({wk}k∈K ∣∣∣K) p({µk}k∈K ∣∣∣K) p({σ2k}k∈K ∣∣∣K) ,
p
(
K,
{
wk, µk, σ
2
k
}
k∈K
)
= p (K) p
({
wk, µk, σ
2
k
}
k∈K
∣∣∣K) .
While the prior p
(
{wk, µk, σ2k}k∈K
∣∣∣K) on the subspace ΩK is defined with
respect to the submeasure µK given in (8.4), the prior p
(
K, {wk, µk, σ2k}k∈K
)
on the combined space Ω is defined with respect to the measure µ given in
(8.5). The model assumes that the observations are conditionally independent
so that the joint likelihood function is expressed by
p
(
{yj}j∈n
∣∣∣K,{wk, µk, σ2k}k∈K) =
n∏
j=1
p
(
yj
∣∣∣K,{wk, µk, σ2k}k∈K) .
The resulting posterior (with respect to the measure µ) is known only up to
proportionality:
p
(
K,
{
wk , µk, σ
2
k
}
k∈K
∣∣∣ {yj}j∈n) ∝ p(K,{wk, µk, σ2k}k∈K) p({yj}j∈n ∣∣∣K,{wk, µk, σ2k}k∈K) .
We also have to decide on the way of tempering the posterior distribution so
that we can apply tempered transitions later. As before, we will only temper
the likelihood part so that the auxiliary distributions are proportional to
pβ
(
K,
{
wk, µk, σ
2
k
}
k∈K
∣∣∣ {yj}j∈n)
∝ p
(
K,
{
wk, µk, σ
2
k
}
k∈K
)[
p
(
{yj}j∈n
∣∣∣K,{wk, µk, σ2k}k∈K)]β .
As shown in Section 7.5, this definition gives proper tempered distributions
when β ∈ (0, 1). To make clear that the energy function h is well defined on
Ω, we will write
h
(
K,
{
wk , µk, σ
2
k
}
k∈K
)
:= −
∑
J∈M
 
{K=J} log
[
p
(
{yj}j∈n
∣∣∣J,{wk, µk, σ2k}k∈J)] .
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The tempered posterior distributions are then given by
pβ
(
K,
{
wk, µk, σ
2
k
}
k∈K
∣∣∣ {yj}j∈n) ∝ p(K,{wk, µk, σ2k}k∈K) exp [−β h(K,{wk, µk, σ2k}k∈K)] .
Having defined the posterior and the auxiliary distributions, we can now
construct RJMCMC transition kernels with respect to these distributions. For
simplicity, we will only use one trans-dimensional move type, namely the birth-
and-death move. We will not implement any fixed-dimensional moves to be
sure that any improvement in the mixing is due to the trans-dimensional move
types in tempered transitions and not the fixed-dimensional ones because we
know already that tempered transitions can lead to a vast improvement in
fixed dimension.
9.4 Birth-and-death move
9.4.1 Positioning components
We will describe the birth-and-death move for the galaxy example from the
point of view of how to implement it. For the implementation, we need a way of
storing the components and rules about how this way changes with the birth or
death of a component. In the galaxy example, the number K of components
varies between Kmin = 1 and Kmax = 10 so that at most Kmax positions
are required to store one state of the RJMCMC chain. A pragmatic way of
handling this variation is to introduce Kmax constant positions 1, . . . , Kmax,
each of which can either be free or occupied by one of the components. If
position I is taken, the parameters of the component occupying I will be
indexed by I so that the component parameters are called wI , µI and σ
2
I .
The important issue is how this allocation is affected by the birth-and-death
move. A bad way of allocating variables would be to place the components of
the K-component model always in the positions 1, . . . , K. In this case, a new
component would be created at position (K + 1), and, if the Ith component
dies, then the components occupying the positions (I + 1), . . . , K would move
down by one position so that all the positions 1, . . . , (K − 1) would be filled
again. This is a bad idea because it causes artificial label switching; we would
lose track of the origin of parameter values very quickly so that we cannot tell
whether the value at position I was created recently or whether it had simply
been moved down from other positions by the artificial label switching process.
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For Kmax = 5, this is illustrated in the following example:
♣ ♠ ♥
♣ ♥ death of ♠
♣ ♥ ♦ birth of ♦
Due to the artificial repositioning, we may get the wrong impression that the
RJMCMC algorithm proposed to delete the component ♥ (rather than the
component ♠). Furthermore, the changing of ♠ to ♥ falsely suggests that the
component ♠ has been updated (and not deleted). This demonstrates how the
artificial labelling obscures the true working of the RJMCMC algorithm.
To create a clear picture of the RJMCMC process, we will introduce the
following allocation rules: first, a new component can only be born in
an unoccupied position; second, the component index is set equal to the
position index, for example a two-component model will have the components
(w5, µ5, σ
2
5) and (w7, µ7, σ
2
7) if the 5th and the 7th position are currently taken;
third, a component remains in the same position for its entire life; fourth, if
a component dies, its position becomes unoccupied; fifth, if a component is
born, it will be born in one of the unoccupied positions with equal probability;
and finally, in the death move, the position for the death proposal is selected
among the occupied positions with equal probability. Some of these rules are
illustrated in the following example:
♣
♣ ♥ birth of ♥
♥ death of ♣
♦ ♥ birth of ♦
By inspection, we can easily reconstruct what happened in the RJMCMC
algorithm: first, the component ♥ was born, then the component ♣ was
deleted; and finally, the component ♦ was born in the position that was
used by the latter ♣. By inspection, we also see that it will be difficult to
measure the quality of mixing between labels (positions) because it is not
clear how to assess the gap between occupation times. We are not able to
calculate the integrated autocorrelation time for the component mean µk since
k corresponds to the position which may not always be occupied. There is
however an alternative way of assessing the convergence of the algorithm with
respect to the occupation of positions. The positions for birth (or death) are
chosen with equal probability among the unoccupied (or occupied) positions so
that each position I, I = 1, . . . , Kmax, has in theory the same rate of occupation
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given by
occupation rate for position I =
number of iterations in which I is occupied
total number of iterations
. (9.1)
As we do not use any other move type apart from the birth-and-death move,
we cannot achieve equal occupation rates before the algorithm has converged
in label switching so that we can take similar occupation rates as a sign of this
convergence.
9.4.2 Proposal mechanism
We will specify the birth-and-death move with respect to the tempered
posterior distribution pβ
(
K, {wk, µk, σ2k}k∈K
∣∣∣ {yj}j∈n) as follows. First a
decision is made whether a birth or a death is attempted. If the current number
I of components is greater than one and smaller than Kmax, birth and death
are chosen with equal probability q(I, I + 1) = q(I, I − 1) = 1
2
. If currently
either the maximum or the minimum number of components is attained, then
only one move type is possible and therefore always chosen so that q(1, 2) = 1
and q(Kmax, Kmax−1) = 1. Hence, the probability q(I, J) of proposing a move
from the I-component model to the J-component model is defined as follows:
q(I, J)


= 1 if (I, J) ∈ {(1, 2), (Kmax,Kmax − 1)} ,
= 12 if 1 < I < Kmax and J ∈ {I − 1, I + 1} ,
= 0 otherwise.
If a birth move is chosen, the position of the new component will be chosen from
the unoccupied positions with equal probability. For simplicity and without
loss of generality, let us assume that we are currently occupying the positions
1 to K in the K-component model so that we are in x = (K, θ) ∈ ΩK where
θ :=
(
µ1, . . . , µK, σ
2
1 , . . . , σ
2
K , w1, . . . , wK−1
)
.
Note that one of the weights, here wK = 1−
∑K−1
k=1 wk, needs to be left out in
the definition of θ because it is a dummy variable. This choice may change from
iteration to iteration of the RJMCMC sampler: for example, if the component
containing the dummy variable is to be deleted in a death move, it will be
necessary to consider another component weight dummy variable. In practice,
this does not cause any problems because the implementation of the algorithm
does not require an explicit declaration of the dummy variable. Similarly, the
definition of the proposal state x′ = (K + 1, θ′) ∈ ΩK+1 omits one of the
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proposed weights, here
w′K = 1− w′K+1 −
K−1∑
k=1
w′k,
as the dummy variable by setting
θ′ :=
(
µ′1, . . . , µ
′
K+1, (σ
′
1)
2
, . . . ,
(
σ′K+1
)2
, w′1, . . . , w
′
K−1, w
′
K+1
)
.
The new component is here assumed to be
(
w′K+1, µ
′
K+1,
(
σ′K+1
)2)
without
loss of generality. To create this new component, an auxiliary random variable
u :=
{
w∗, µ∗, σ
2
∗
}
containing the weight w∗, mean µ∗ and variance σ
2
∗ of the new component is
drawn from the corresponding prior distributions
w∗
∣∣∣(K + 1) ∼ Beta(1,K),
µ∗
∣∣∣(K + 1) ∼ N (0, 1000),
σ2∗
∣∣∣(K + 1) ∼ Inverse Gamma(1, 1),
which have the densities
p
(
w∗
∣∣∣(K + 1)) = K (1− w∗)K−1, w∗ ∈ [0, 1],
p
(
µ∗
∣∣∣(K + 1)) = (2 · 1000pi)− 12 exp(− µ2∗2·1000) , µ∗ ∈ (−∞,∞),
p
(
σ2∗
∣∣∣(K + 1)) = (σ∗)−2 exp(− 1σ2
∗
)
, σ2∗ ∈ (0,∞),
and thus the joint density
p
(
w∗, µ∗, σ
2
∗
∣∣∣(K + 1)) = p(w∗∣∣∣(K + 1)) p(µ∗∣∣∣(K + 1)) p(σ2∗∣∣∣(K + 1)) . (9.2)
The new component is then added to the previous configuration. While the
previous component means and variances remain unchanged, their weights are
multiplied by (1 − w∗). The adjustment of the weights also means that the
dummy variable w′K can be derived from the previous dummy variable wK by
setting w′K = wK (1−w∗). In short, the components of the (K+1)-component
model are given by the invertible transformation
w′k = wk (1− w∗), k ∈ K,
w′K+1 = w∗,
µ′k = µk, k ∈ K,
µ′K+1 = µ∗,
(σ′k) = σk , k ∈ K,(
σ′K+1
)
= σ∗.
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For convenience, we will write (θ, u) in such a way that the grouping of variables
is maintained:
(θ, u) :=
(
µ1, . . . , µK, µ∗, σ
2
1, . . . , σ
2
K , σ
2
∗, w1, . . . , wK−1, w∗
)
.
The above invertible transformation can then be expressed by the transforma-
tion θ′ := t(θ, u) with
t :
(
µ1, . . . , µK , µ∗, σ
2
1 , . . . , σ
2
K , σ
2
∗, w1, . . . , wK−1, w∗
)
7→ (µ1, . . . , µK , µ∗, σ21 , . . . , σ2K , σ2∗ , w1 (1− w∗), . . . , wK−1 (1− w∗), w∗) . (9.3)
Note that θ′ and (θ, u) are both of dimension (3 (K + 1) − 1). It remains
to calculate the determinant of the Jacobian matrix of the transformation
(θ, u) to θ′. As θ′ and (θ, u) are of dimension (3 (K + 1) − 1), the Jacobian
matrix J = ∂ t(θ,u)
∂ (θ,u)
is of dimension
(
3 (K + 1)− 1)× (3 (K + 1)− 1). Further
note that the ith component of θ′ depends either solely on the ith component
of (θ, u), namely when i = 1, . . . ,
(
2 (K + 1) − 1), (3 (K + 1) − 1), or on
the ith and the
(
3 (K + 1) − 1)th component of (θ, u), namely when i =(
2 (K+1)+1
)
, . . . , (3 (K+1)− 2). It follows that the lower triangle (without
the diagonal) of the
(
3 (K+1)−1)×(3 (K+1)−1) Jacobian matrix J = ∂ t(θ,u)
∂ (θ,u)
is equal to zero, i.e. Jij =
∂ (θ′)i
∂ (θ,u)j
= 0 for all i, j with i > j. In other words, the
Jacobian matrix is an upper triangular matrix. This implies that the Jacobian
determinant is equal to the product of the diagonal entries of the Jacobian
matrix, i.e. det(J) =
∏
i Jii. As the diagonal elements are given by
Jii = 1 i = 1, . . . ,
(
2 (K + 1)
)
,
Jii = (1− w∗) i =
(
2 (K + 1) + 1
)
, . . . ,
(
3 (K + 1)− 2),
Jii = 1 i =
(
3 (K + 1)− 1),
the Jacobian determinant equals
det(J) =
∏3(K+1)−1
i=1 Jii
= (1− w∗)K−1.
In the reverse move from x′ = (K + 1, θ′) ∈ ΩK+1 with
θ′ :=
(
µ′1, . . . , µ
′
K+1, (σ
′
1)
2
, . . . ,
(
σ′K+1
)2
, w′1, . . . , w
′
K−1, w
′
K+1
)
,
the death move is chosen with probability q(K + 1, K). Then one of the
existing (K + 1) components (one of the (K + 1) occupied positions), here
(w′K+1, µ
′
K+1, (σ
′
K+1)
2), is chosen with equal probability and its death is
proposed by the inverse transformation to (9.3): first the chosen component
(w′K+1, µ
′
K+1, (σ
′
K+1)
2) is removed, then the weights of the existing components
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are multiplied by 1
1−wK+1
as they are constrained to sum to one. This yields
w∗ = w
′
K+1,
wk =
w′k
1−w′K+1
, k ∈ K,
µ∗ = µ
′
K+1,
µk = µ
′
k, k ∈ K,
σ∗ = σ
′
K+1,
σk = σ
′
k, k ∈ K.
From this, we obtain the component parameter vector
θ =
(
µ1, . . . , µK, σ
2
1, . . . , σ
2
K, w1, . . . , wK−1
)
of the proposed state x = (K, θ) ∈ ΩK and the auxiliary variable
u =
{
w∗, µ∗, σ
2
∗
}
.
We now know the proposal mechanism of the birth-and-death move and can
therefore determine the acceptance probabilities (in informal notation): a birth
move from x = (K, θ) to x′ = (K + 1, θ′) is accepted with probability
α(x, x′) = min

1,
pβ
(
x′
∣∣∣ {yj}j∈n) q(K + 1,K) ∣∣∣det(∂ t(θ,u)∂ (θ,u) )∣∣∣
pβ
(
x
∣∣∣ {yj}j∈n) q(K,K + 1) q(u)


= min

1,
pβ
(
K + 1,
{
w′k , µ
′
k, (σ
′
k)
2
}
k∈(K+1)
∣∣∣ {yj}j∈n
)
q(K + 1,K)
∣∣(1− w∗)K−1∣∣
pβ
(
K, {wk, µk, σ2k}k∈K
∣∣∣ {yj}j∈n) q(K,K + 1) p(w∗, µ∗, σ2∗∣∣∣(K + 1))


= min

1,
[
p
(
{yj}j∈n
∣∣∣K + 1,{w′k , µ′k, (σ′k)2}
k∈(K+1)
)]β
q(K + 1,K)[
p
(
{yj}j∈n
∣∣∣K, {wk, µk, σ2k}k∈K)]β q(K,K + 1)

 .
(9.4)
To understand the cancellation step, recall that µ′k = µk and σ
′
k = σk for all
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k = 1, . . . , K. Hence, the ratio of posterior densities reduces to
pβ
(
K + 1,
{
w′k , µ
′
k, (σ
′
k)
2
}
k∈(K+1)
∣∣∣ {y}j∈n
)
pβ
(
K, {wk , µk, σ2k}k∈K
∣∣∣ {y}j∈n)
=
p(K + 1)
p(K)
×
p
(
{w′k}k∈(K+1)
∣∣K + 1)
p
(
{wk}k∈K
∣∣K) ×
∏K+1
k=1
(
µ′k
∣∣K + 1)∏K
k=1
(
µk
∣∣K) ×
∏K+1
k=1
(
(σ′k)
2 ∣∣K + 1)∏K
k=1
(
σ2k
∣∣K)
×
[
p
(
{y}j∈n
∣∣K + 1,{w′k, µ′k, (σ′k)2}
k∈(K+1)
)]β
[
p
(
{y}j∈n
∣∣K, {wk, µk, σ2k}k∈K)]β
= 1×K × (2 · 1000pi)− 12 exp
(
− µ
2
∗
2 · 1000
)
× (σ2∗)−1 exp
(
− 1
σ2∗
)
×
[
p
(
{y}j∈n
∣∣K + 1,{w′k, µ′k, (σ′k)2}
k∈(K+1)
)]β
[
p
(
{y}j∈n
∣∣K, {wk, µk, σ2k}k∈K)]β .
To simplify the ratio of the proposal densities, recall that the weight w∗ lies
between zero and one so that we can omit the modulus signs in
∣∣∣(1− w∗)K−1∣∣∣
for cancellation:
q(K + 1,K)
∣∣∣det(∂t(θ,u)(θ,u) )∣∣∣
q(K,K + 1) p (w∗, µ∗, σ2∗|K + 1)
=
q(K + 1,K)
∣∣∣(1− w∗)K−1∣∣∣
q(K,K + 1)K (1− w∗)K−1 (2 · 1000pi)−
1
2 exp
(
− µ2∗2·1000
)
(σ2∗)
−1
exp
(
− 1σ2
∗
)
=
q(K + 1,K)
q(K,K + 1)K (2 · 1000pi)− 12 exp
(
− µ2∗2·1000
)
(σ2∗)
−1
exp
(
− 1σ2
∗
) .
When multiplying the ratio of the posterior densities with the ratio of the
proposal densities further cancellations occur leading to the expression given
in (9.4). Similarly, the acceptance probability for the death move from x′ to x
is given by
α(x′, x) = min

1,
pβ
(
x
∣∣∣ {yj}j∈n) q(K,K + 1) q(u)
pβ
(
x′
∣∣∣ {yj}j∈n) q(K + 1,K) ∣∣∣det(∂ t(θ,u)∂ (θ,u) )∣∣∣


= min

1,
[
p
(
{yj}j∈n
∣∣∣K,{wk, µk, σ2k}k∈K)]β q(K,K + 1)[
p
(
{yj}j∈n
∣∣∣K + 1,{w′k, µ′k, (σ′k)2}
k∈(K+1)
)]β
q(K + 1,K)

 .
Finally note that the probability of choosing a particular position for the birth
proposal, which is here 1
(Kmax−K)
, or for the death proposal, which is here 1
(K+1)
,
is not incorporated in the acceptance probability because the positioning is
here a matter of computational notation and not a matter of the RJMCMC
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process. However, if we want the RJMCMC process to distinguish between
the different ways of allocating components, we would have to ensure that
summing over all the ways of choosing K positions out of Kmax positions
gives the same posterior density as before by setting the posterior density
of a particular grouping equal to K! (Kmax−K)!
Kmax!
pβ
(
K, {wk, µk, σ2k}k∈K
∣∣∣ {yj}j∈n).
This differentiation would also require to include the probability of selecting
the position for the birth or death move in the proposal density. The ratio in
the acceptance probability would thus be equal to
(K+1)! (Kmax−(K+1))!
Kmax!
pβ
(
K + 1,
{
w′k , µ
′
k, (σ
′
k)
2
}
k∈(K+1)
∣∣∣ {y}j∈n
)
K! (Kmax−K)!
Kmax!
pβ
(
K, {wk , µk, σ2k}k∈K
∣∣∣ {yj}j∈n)
×
q(K + 1,K) 1(K+1)
∣∣∣det(∂t(θ,u)(θ,u) )∣∣∣
q(K,K + 1) p
(
w∗, µ∗, σ2∗
∣∣∣(K + 1))
=
pβ
(
K + 1,
{
w′k , µ
′
k, (σ
′
k)
2
}
k∈(K+1)
∣∣∣ {yj}j∈n
)
q(K + 1,K)
∣∣(1− w∗)K−1∣∣
pβ
(
K, {wk, µk, σ2k}k∈K
∣∣∣ {yj}j∈n) q(K,K + 1) p(w∗, µ∗, σ2∗∣∣∣(K + 1)) ,
which is identical to the previous acceptance probability (9.4).
9.5 Running tempered transitions RJMCMC
In Chapter 7, we have seen that tempered transitions improves the mixing
between modes in fixed dimension. Now we are investigating whether tempered
transitions improves the mixing between dimensions, that is, in mixture
modelling, the mixing between the K-component models, K = 1, . . . , Kmax.
This mixing can be measured by the integrated autocorrelation time τ(K).
Furthermore, we can assess the mixing between dimensions and between
labels by comparing the occupation rates (9.1) of each of the positions I,
I = 1, . . . , Kmax. When convergence is reached, the rates are approximately
the same.
The tempered transitions algorithm will be based solely on birth-and-death
moves (and not on any fixed-dimensional moves) at all temperature levels.
To find a suitable hottest temperature, a simple RJMCMC algorithm, again
solely using birth-and-death moves, was run at inverse temperatures βi = 2
−i,
i = 0, 1, 2, 3, for 100 000 iterations (not including a burn-in of 10 000 iterations).
Plotting the histograms of the number of visited components reveals that the
marginal distribution of K is unimodal (see Figure 9-3). We can see that, at
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the hotter temperatures β = 1
4
, 1
8
, all possible K values are visited, while at the
target temperature the components K = 1, 2 are left out. Furthermore, the
heating-up causes a mode shift towards the lower number of components so
that, at β = 1
8
, the most likely number of components is K = 1. To understand
this behaviour, consider the tempered posterior distribution conditional on
K = 1. It is of the following form
pβ
(
µ, σ2
∣∣∣K = 1, {yj}j∈n) ∝ p (µ) p (σ2)


n∏
j=1
exp
[
− 1
2σ2
(yj − µ)2
]

β
∝ p (µ) p (σ2) exp

− β
2σ2
n∑
j=1
(yj − µ)2

 .
This tempered posterior is identical to a non-tempered posterior modelling the
data by a normal distribution with mean µ and variance σ
2
β
. That means that
tempered transitions fits the model N
(
µ, σ
2
β
)
at a particular temperature β,
but only passes the values µ and σ to the next temperature level so that we
have the impression that it fits the model N (µ, σ2). To visualise this effect,
the means µ¯ and σ¯2 of the µ and σ2 samples of the conditional tempered
distribution were used to define the density estimates N
(
µ¯, σ¯
2
β
)
(correct model,
Figure 9-1) and N (µ¯, σ¯2) (perceived model, Figure 9-2). The former figure
(correct model) is the one that is relevant for understanding the shift to the
one-component-model. As we can see, the density estimate vaguely covers
the data. We can infer that the likelihood is of relatively little importance.
As a result, the multimodality of the likelihood vanishes, which explains the
tendency to the one-component-model. Since reducing the multimodality was
the motivation for this way of tempering, this result is not surprising. On the
other hand, one may expect that the marginal distribution of the components
(see histogram in Figure 9-3) resembles more its uniform prior. If we expect
this, we forget that the data have still some influence in the sense that there
should be at least one component that has its mean within the data range
to explain the observations. Another point to consider is the possibility that
one data-explaining component can be replaced by two (or more) components
which lie in the close neighbourhood of the replaced component and whose
weights approximately sum up to the weight of the replaced component. The
probability of such a replacement is however small due to the construction of
the birth-and-death move. For simplicity, let us assume that there can be at
most two components. Suppose that there is currently only one component
and that this component lies within the data range. With probability one a
birth-move will be proposed until one is successful. As the N (0, 1000) prior for
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the component mean is vague, it will take several attempts until a component
mean within the data range is proposed. Let us assume that this proposal
is accepted so that there are now two components close together. Then with
probability one a death will be proposed in the next iteration. This death
will have a high chance of acceptance because the surviving and the dying
component have similar mean and variance values. Furthermore, the weight of
the dying component is automatically absorbed by the surviving component
due to the deterministic weight adjustment so that, practically, the adjusted
surviving component replaces the previous configuration completely. Since
a death happens almost instantly, while a birth needs time, the sampler will
give more weight to the one-component model than the two-component model.
This leads exactly to the behaviour we observe in the histogram of K at β = 1
8
.
From the barplots of the occupation rates at β = 1, 1
2
, 1
4
, 1
8
(see Figure 9-4),
we can infer that 100 000 iterations at β = 1 and β = 1
2
are not enough
for convergence because the occupation rates of the various positions have
not reached an equal level. At β = 1
4
and β = 1
8
, the occupation rates are
quite similar. Since the hotter inverse temperature β = 1
8
does not provide a
significant reduction in the variation of occupation rates compared to β = 1
4
,
the latter seems to be a sufficient hot inverse temperature so that we will set
βmin =
1
4
in the tempered transitions algorithm.
As described in Chapter 7, the optimal tuning of the tempered transitions
algorithm requires approximating the curve
g(β) = Epβ
[
h
(
K,
{
wk, µk, σ
2
k
}
k∈K
)]
.
We can interpolate this curve by a piecewise cubic Hermite interpolation based
on the anchor points gˆ(β˜i) and gˆ
′(β˜i) at β˜i = 2
−i, i = 0, 1, 2. These anchor
points can be obtained by importance sampling based on the 100 000 samples
at βmin =
1
4
. The interpolated curve is then used in dynamic programming to
search for the optimal set of inverse temperatures {βi}i=0,...,n minimising the
sum of squares
S
(
{βi}i=0,...,n
)
=
n−1∑
i=0
(βi − βi+1) [gˆ(βi+1)− gˆ(βi)] .
As the interpolated curve gˆ(β) is convex, geometrically spaced temperatures
are close to optimal. For comparison, n = 30 optimally spaced temperatures
between βmin =
1
4
and β0 = 1 yield the optimal sum of squares S = 0.442,
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Correct Galaxy Density Estimate at β = 18 Conditional on K = 1
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Figure 9-1: Sampling from the tempered distribution pβ conditional on
K = 1 is equivalent to fitting a normal distribution N
(
µ, σ
2
β
)
to the data.
This figure shows a histogram of the galaxy data overlaid by the density
of the correct average model N
(
µ¯, σ¯
2
β
)
.
Perceived Galaxy Density Estimate at β = 18 Conditional on K = 1
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Figure 9-2: Although, at temperature β, the model N
(
µ, σ
2
β
)
is fitted
(conditional on K = 1), only the µ and σ2 values are passed on to the
next temperature level so that one may have the wrong impression that
actually the model N
(
µ, σ2
)
is used. This figure shows a histogram of
the galaxy data overlaid by the density of the perceived average model
N
(
µ¯, σ¯2
)
.
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Figure 9-3: The figure shows the histograms of the variable K
(component number) when sampling at the temperatures β = 1, 12 ,
1
4 ,
1
8
by standard RJMCMC (N = 100 000 iterations). As the temperature
becomes hotter, the mode of the distribution shifts towards K = 1.
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Figure 9-4: The figure shows the barplots of the occupation rates when
sampling at the temperatures β = 1, 12 ,
1
4 ,
1
8 by standard RJMCMC (N =
100 000 iterations). Since similar occupation rates signal convergence in
label switching, that this convergence has not been reached in the cases
β = 1 and β = 12 .
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Figure 9-5: The figure shows the interpolated curve g(β) for the variable-
dimensional mixture model.
while geometrically spaced temperatures lead to the insignificantly greater
S = 0.448. Note that no other values for n were tried because the tempered
transitions run based on n = 30 optimal temperatures gave satisfactory results.
The results will be presented in comparison with standard RJMCMC.
First note that standard RJMCMC is much slower in convergence. We can
see in Figure 9-6 that it takes a long time until the occupation rates attain
an approximately equal level. It therefore had to be run for 2 · 106 iterations
(after a burn-in of 10 000) to reach convergence, while tempered transitions
only required 2 · 105 iterations (after a burn-in of 10 000) for convergence.
Despite the smaller sample size, the variability between occupation rates is
noticeable smaller in the tempered transitions run (see Figure 9-7). Another
sign of convergence is that the histograms of K obtained by both methods are
quite similar to each other (again see Figure 9-7). There is a big difference
in the computational cost of both methods: the standard RJMCMC run took
one hour, while tempered transitions needed seven hours. The mixing between
dimensions was assessed by the estimated integrated autocorrelation time τˆ
(2.3) with respect to the number K of components. The large sample size of
the standard RJMCMC run caused storage problems when computing τˆ(K)
because the estimator is a window estimator requiring the entire sample to be in
the active memory which could only store 5 ·105 iterations. Since the accuracy
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Figure 9-6: The figure shows the occupation rates after N = 2 · 105, 5 ·
105, 1 ·106, 2 ·106 iterations when sampling from the target distribution by
standard RJMCMC. The variability in the occupation rates in the first
three cases indicates that convergence in label switching has not been
reached. For convergence, we need approximately 2 · 106 iterations.
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Histogram of K, RJMCMC at β = 1
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Figure 9-7: For comparison, the histograms for K and the occupation
rates are plotted for the standard RJMCMC run (N = 2 000 000
iterations) and the tempered transitions run (N = 2 000 000 iterations,
n = 30 optimal temperatures between βmin =
1
4 and β0 = 1). Both
methods converge. Standard RJMCMC shows more variability in the
occupation rates despite its larger sample size.
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of the estimator increases with the accuracy of the sample mean of K, first the
sample mean was computed based on the entire sample size, then the estimated
autocorrelation time was calculated based on the first 5 · 105 iterations (after
burn-in) of the run, but with respect to the sample mean of the 2·106 iterations.
Due to the smaller sample size, the integrated autocorrelation time of the
tempered transitions RJMCMC run could be determined based on the entire
sample size of 2 ·105. The results are that tempered transitions (τˆ(K) = 355.5)
is 15 times more accurate than standard RJMCMC (τˆ(K) = 5435.8). In this
example, the higher computational cost of tempered transitions is outweighed
by its superior mixing between dimensions.
To summarise, we have verified that tempered transitions can also be applied to
trans-dimensional problems. It is possible to mix fixed-dimensional and trans-
dimensional move types. However, in our application, only trans-dimensional
move types were incorporated to investigate their impact on mixing in isolation.
In our example, trans-dimensional tempered transitions performed better than
standard RJMCMC.
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Chapter 10
Conclusions
Let us close this research on “Mode Jumping in MCMC” with summarising and
discussing its key issues and results. First, we introduced the theory behind
MCMC and explained the mode jumping problem. The latter arises because
either MCMC cannot reach isolated modes at all, for example when the states
are updated component-wise and the modes do not lie in line with the direction
of the update, or it cannot find any other isolated mode in a reasonable amount
of time, for example when components are updated jointly and the probability
of hitting another mode is tiny under the proposal distribution. We then
discussed the main ideas behind the existing mode jumping approaches. We
found that there are quite a few tempering methods that have been reported
as tackling the mode jumping problem well. These methods use a sequence
of auxiliary distributions between the target distribution, at which standard
MCMC mixes poorly, and the hottest distribution, at which standard MCMC
mixes fast. The fast mixing is possible because the hottest distribution features
less definite modes than the target distribution. These modes also occupy
a larger space so that they can be more easily hit by a standard proposal
mechanism. Among the tempering methods, we picked Neal’s (1996) tempered
transitions because it has the advantage that it is a single-chain method
which does not require estimating the normalisation constants of the auxiliary
distributions. As the idea of tempering comes from stochastic optimisation,
we were also interested in comparing tempered transitions to another method,
mode jumping via local optimisation (Tjelmeland and Hegstad 2001), that
is based on deterministic mode searches. We chose the toy example that
Tjelmeland and Hegstad (2001) used to show the benefits of their method.
In that toy example, we observed that their method has difficulties escaping
modes closely surrounded by other modes which slows down the mixing of
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the sampler. Tempered transitions on the other hand needs on average the
same number of attempts to leave a mode independent of its neighbourhood
structure. Moreover, tempered transitions was easier to implement and twice
as fast as the other method in the toy example. Seeing the power of tempered
transitions and its advantages on the one hand and its computational cost on
the other hand, it was investigated how tempered transitions could be made
more efficient. The efficiency depends on the inverse temperatures {βi}ni=0
defining the auxiliary distributions pβi(x) ∝ pi(x) exp [−βi h(x)], i = 0, 1, . . . , n,
and the Markov transition kernels {Tβi}ni=1 used to create the proposal state
in tempered transitions. In particular, the hottest temperature βmin and
the corresponding transition kernel Tβmin are essential for the efficiency of
tempered transition. If βmin is not hot enough or Tβmin too slow in mixing,
then tempered transitions will mix poorly. On the other hand, if βmin is
far hotter than necessary, then more intermediate distributions between the
hottest and the target distribution are required to obtain reasonable acceptance
rates so that the algorithm is not cost-efficient. Given the hottest temperature
βmin, a fast mixing kernel Tβmin and the number n of temperatures, the
sequence {βi}ni=0 and the kernels {Tβi}ni=1 are ideally chosen such that the
expected acceptance probability Eϕ(α) where ϕ denotes the distribution of
the secondary chain (X0, . . . , Xn, X
′
n−1, . . . , X
′
0) generated by the proposal
mechanism is maximised. We can then compare the minimal expected
acceptance probabilities for several values of n and use the most cost-efficient
n as the final value. As this true optimisation problem is usually intractable,
we suggested tackling it implicitly by finding a solution to the related problem
of minimising the sum of squares
Eϕ
{
n−1∑
i=0
(βi − βi+1) [h(X ′i)− h(Xi)]
}
again ideally by the choice of {βi}ni=0 and {Tβi}ni=1, but more realistically by the
idealising assumption that the transition kernels generate independent samples
from the tempered distribution with respect to which they satisfy detailed
balance. Under the idealising assumption, the problem simplifies to optimising
the sum of squares
S ({βi}ni=0) =
n−1∑
i=0
(βi − βi+1) {Eϕ [h(X ′i)]− Eϕ [h(Xi)]}
=
n−1∑
i=0
(βi − βi+1) [g(βi+1)− g(βi)]
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where g(β) = Epβ [h(X)] by the choice of temperatures. We derived that
g(β) is decreasing with derivative g′(β) = −varpβ [h(X)]. Using this property,
we proved that the solution to the problem satisfies the ordering constraint
βmin = βn < · · · < β1 = β0 where the doubling of temperatures β1 = β0 was
introduced to ease the presentation of tempered transitions in general. (If the
doubling constraint is relaxed, then the best scheme will be βmin = βn < · · · <
β1 < β0.) We also showed that geometric temperatures are optimal if the curve
has the same shape as the model curve g(β) = 1
2 β
. It was also suggested to
use either simulated annealing or dynamic programming to solve the problem
numerically. In the simplified Witch’s Hat toy example, we demonstrated that
the curve g(β) can be very different from the model curve, in which case the
geometric schedule is far from optimal. We also discussed that an appropriate
temperature sequence will place more temperatures in areas where g(β) is
strongly decaying than in others. The simplified Witch’s Hat is an excellent
toy problem because the true optimisation problem of maximising Eϕ(α) can
actually be tackled under the “ideal world” assumption that the auxiliary
states of the secondary chain are independent samples from the tempered
distributions with respect to which they were produced. We could thus see
that, in this example, the optimal solutions of the true and of the related
problem lie close together independent of the shape of g(β). Furthermore,
running the “ideal world” temperatures in various “real world” scenarios in a
case where geometric spacing was not optimal showed that the “ideal world”
optimisation also improves the performance under “real world” conditions.
Another result was that the temperature sequence had a greater impact on
the mixing than the step size plan defining the Markov transition kernels. All
these findings encouraged the further development of the tuning technique
for real world applications and in particular for fixed-dimensional mixture
modelling. We have for example to be careful when defining the tempered
distributions because not all tempered distributions are proper. We could
prove however that it is safe to temper any posterior distribution by tempering
the likelihood contribution, but not the prior. The core problem in complex
applications is that the curve g(β) is unknown and needs to be approximated
for the optimisation. We suggested to use the same sample from the hottest
distribution to estimate g(β) = Epβ [h(x)] and g
′(β) = −varpβ [h(X)] for some β
values by importance sampling and then to interpolate the curve between these
anchor points. This interpolation proved to be robust. The slight variability
did not have a significant effect on the final set of inverse temperatures. The
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importance sampling step requires very little effort. The sample from the
hottest distribution usually exists anyway because we have to test the mixing at
the hottest temperature. The importance sampling code can be written in such
a way that it can be used for several applications of different dimension because
it suffices to know the output chain
{
h
(
X(t)
)}N
t=1
which always takes univariate
values. From this chain, the importance weights can be deduced thanks to the
special tempering structure. Similarly, the code for the interpolation and the
optimisation can be written problem-independent because the anchor points
and the resulting interpolation are also always univariate. However, if we want
to save some programming effort, we can also choose the temperatures by a
rule of thumb. If we simply plot the anchor points (without interpolation), we
can already recognise the shape of g(β) and pick a sensible, albeit not optimal
temperature rule: if the curve is almost a straight line, a linear spacing is
appropriate; if it is clearly convex, then we can use a geometric spacing; and
if it is clearly concave, we need an anti-geometric spacing. In our example,
the optimisation showed that the geometric scheme was close to optimal. In
consequence, both the optimal and the geometric schedule performed similarly
well in the final tempered transitions run. The fixed-dimensional mixture
modelling problem is a good example for the power of tempered transitions.
The mode jumping method succeeded in mixing between permutations of the
model (label-switching) while standard MCMC failed completely.
Since we often use variable-dimensional mixture models to learn about
the uncertainty surrounding the number of mixture components, we were
also keen on investigating whether tempered transitions can be applied to
variable-dimensional problems and, if so, whether it helps the mixing between
dimensions. To lay the foundations, we explained the theory behind standard
RJMCMC in more detail than the original paper did, and presented some
further developments of RJMCMC, among them some tempering methods that
were all reported to work well. We then verified that tempered transitions
can be combined with RJMCMC without further adjustments, and applied
the combined method to variable-dimensional mixture modelling. As we only
implemented trans-dimensional move types (and no fixed-dimensional ones),
the improvement in mixing that we observed in the example in comparison to
standard RJMCMC was obviously due to a better mixing between dimensions
(and not within a particular dimension).
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In conclusion, tempered transitions is a powerful mode jumping method in fixed
and variable dimension. The developed tuning technique works well and leads
to a better temperature choice than geometric temperatures when the shape
of g(β) differs significantly from that of the geometric model curve g(β) = 1
2 β
.
We have seen that it is possible to design a tuning technique for tempered
transitions. It would be interesting to see whether similar ideas can be
applied to optimise other tempering methods, such as simulated tempering,
Metropolis-coupled MCMC, or the equi-energy sampler. If such ideas are
developed, they may be tested on the simplified Witch’s Hat because the direct
computation of expected acceptance probabilities is there feasible. Similar
investigations may also help in designing a temperature schedule for simulated
annealing that allows fast convergence to the global optima.
We have also discussed that, so far, there are no reliable convergence
diagnostics because they cannot tell whether all the modes of the distribution
have been found by the MCMC runs. It would be interesting to find out how
far the information gained at hotter temperatures can help in convergence
diagnosis. By plotting the histograms of the random variables, we may for
example learn about the approximate region of the target modes. Perhaps,
there exists some variable whose sample mean only converges to the right
value if the MCMC method mixes well between all the modes of the target
distribution. If such a variable exists, we could try to estimate it by importance
sampling. If we are successful, we can compare this importance estimate with
the MCMC estimate obtained by sampling from the target distribution. If both
estimates are similar, we can assume that the MCMC method has converged
at the target temperature.
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