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We formulate the problem of recovery values of the operator y = Ax with the 
help of discrete information which is taken from the element x. Concrete situa- 
tions are considered where A is the mth differentiation operator or the convolution 
operator, and also where A is the solution operator of a boundary-value prob- 
kin. B 1992 Academic Press. Inc. 
1. FORMULATION OF THE PROBLEMS, GENERAL STATEMENTS 
Let X be a metric space supplied with the distance p(x, Y)~. If MN = 
{WI3 P2, * . * , PN} is a set of continuous functions pk on X. then for every 
element x E X there is assigned an information vector 
m, MN) = h(x), ~2(4, * * . 7 /JN(X)l, (1.1) 
i.e., a point in RN. The mapping x -+ T(x, MN) is called an encoding of 
element x E X, and the set MN defines a method of encoding. 
There are some publications (see, for example, Korneichuk, 1991, and 
Tichomirov, 1976) where the problem of recovery of the element x by the 
vector T(x, MN) is studied. Here we consider a more general task, when it 
is required to restore element y = Ax, y E Y, by the vector T(x, MN), 
where Y is commonly (say) another metric space and that A is some 
operator from X (or from some set .A4 C X) into Y. The operator A may be 
considered as known, or it may be allowed to be given implicitly. For 
example, the operator A may define the solution of the equation By = x, 
where B is a given operator from Y into X. 
We can measure the effectiveness of the encoding method by the diam- 
eter of the set 
Qx = {Y: y = AZ, z E X, T(z, MN) = T(x, M,v)). (1 .a 
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But we must put some a priori restriction on x, because the element x is 
“forgotten” and the information (1.1) is not strong enough for Qx to have 
finite diameter. These restrictions define a set M. 
When the encoding method MN is fixed, the problem of recovery has 
two aspects. The first one consists of the search for value 
GW, A, MN)Y = supb(& Ad Y : x, z E A, T(x, MN) = Zk Mvl), 
(1.3) 
which characterizes the effectiveness of the encoding method MN corre- 
sponding to the operator A and set At. This value gives the exact upper 
estimation for the error of the recovery of any element Ax, x E .I& by the 
vector T(x, MN). 
The second aspect is connected with effective restoring of the element 
Ax E Y by information (1.1) with error defined by (1.3). Note that the ball 
with radius $G(M, A, MN)y in the space Y contains the set (1.2). If Y is a 
normed linear space then the center of this ball we can express in the form 
where (~1, ~2, . . . , ye} is a system of linearly independent elements in 
Y. The element y, may lie outside the set (1.2). But if the system {~k}~ is 
such that for any u E ti 
p(yu, Au)r 5 tG(& A, MN)Y, 
then for any y E Qx, y = AZ, we have 
p(yx, AZ)Y 5 @(A/U, A, MN)Y, 
because from T(z, MN) = T(x, MN) it follows that yz = y,. 
Similar to the case Y = X, A = Z considered in the works cited above, 
there appear the optimization problem of finding the best method of en- 
coding in some sense. The first such problem is to find the exact lower 
bound 
rN(A, A, Y) = inf GM, A, MN)Y (1.4) 
MN 
for fixed N, as well as to find the encoding method MN which realizes this 
lower bound. In the case when X and Y are linear normed spaces, A is a 
ENCODING AND RECOVERY OF OPERATOR VALUES 81 
linear operator, and MN is a set of bounded linear functions pl, h2, . . . , 
PN given on X, it is natural to consider the value 
AN(& A, Y) = inf G(A, A, M& (1.3 
M:, 
instead of (1.4). In this case exact values of upper bound (1.5) and also 
values 
AyM, I, X) =: AyJtt, X) 
are calculated in some situations (see Korneichuk, 1987, and Tichomirov, 
1976). 
The problem of optimization of encoding methods by the complexity of 
algorithm permitting one to recover element Ax with a priori exactness by 
the values pi(x), &x), . . . , E.LN(X) is no less important, especially from 
the practical point of view. 
Let us return to the problem (1.3). By fulfilment of some conditions for 
X, Y, A, A and MN, the calculation of the upper bound (1.3) may be 
considerably simplified: we can replace the set At over which the supre- 
mum is taken by the subset of those elements x E At for which T(x, MN) = 
0. 
PROPOSITION 1. Let X, Y be linear metric spaces with transitive met- 
ric (i.e., p(x + z, y + z) = p(x, y)), & be a central-symmetric set in X and 
an operator A: J~I + Y satisfying the condition A(-x) = -Ax. Then for 
any set MN = h, k2, . . . , uu} of continuous and odd (t&(-x) = 
-t.~k(x)) functionals on X, we have the lower estimation 
G(M, A, MN)y 2 SUp{~(~x, 0)~ : X E J& T(x, MN) = 0). (l-6) 
Moreover, ifthe element z = (x - u)/2, x, u E Y, belongs to A, AZ = (Ax 
- Au)/2 and from pk(x) = &u) it follows that u&,) = 0, k = 1, 2, . . . , 
N, then in (1.6) equally holds. 
Proof. It is clear that the exact upper bound in (1.3) may be only 
diminished if we extend it only on pairs of elements x and -x from .M for 
which T(x, MN) = T(-x, MN) = 0. Since the metric is transitive, we have 
p(Ax, -Ax)r = &4x, O)r, and we obtain (1.6). 
Ifz = (x - u)/2 satisfies the additional conditions above, then to every 
pair of elements x, u E J% for which T(x, MN) = T(u, MN) there corre- 
sponds an element z E Jtc for which T(z, MN) = 0. Consequently, the 
upper bound in (1.3) does not diminish if it is calculated only on elements 
z E M such that T(z, MN) = 0. Since 
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,44x, Au), = p(Ax - Au, 0)~ = p(2Az, O)Y, 
the inequality opposite to (1.6) is true. n 
COROLLARY 1. Zf JM is a convex central-symmetric set in normed lin- 
earspaceX,Mb= {p,,pz,. . . , PUN} is a set of bounded linear function- 
als given on X and A is a linear operator mapping JM into linear normed 
space Y, then 
G(At, A, M;V)y = 2sup{((Axl(y : x E At, T(x, Mb) = 0). (1.7) 
Let us consider some concrete situations where it is possible to obtain 
the solution of the problem using methods and results of approximation 
theory. 
2. ENCODING AND RECOVERY OFTHE mth DERIVATIVE 
Let C and LP, 1 I p % 30, be linear spaces of continuous, respectively, 
pth-power summable on [0, 25~1 2r-periodic functions with the usual 
norm.LetL;,r= 1,2,. . . , be sets of rth periodic integrals for functions 
from L,,. We shall assume that l(+P = ((+, G(.. .)+ = G(. ..),,. As A we 
take the operator d’“ldt” of m-times differentiation of functions./(t) E L;, 
r > m. If Ju is a convex central-summetrical set in L, and ML is a set {p, , 
* . 7 pN} of linear bounded functionals given on C then by Corol- 
G(& d”ldt”, Mb)y = 2sup{(lf”“‘& : j-E A, 2X./-, Mh) = 01, 
m = I, 2, . . . , r - 1. (2.1) 
Let us take as J4 the class of functions 
and consider two concrete methods of encoding of derivativesf(‘“)(t) with 
the help of discrete information taken from the functionf(t) E Wh with 
linear functionals. 
Let at first MFa be the set of 2n functionals defined by Fourier coeffi- 
cients ak(f), bk(f), k = 1, 2, . . . , n, of the functionf(t) by the usual 
trigonometric system. If we denote 
w;,, = if: f(t) E w;, ak(f> = bk(f) = 0, k = 0, 1, . . . , n} 
then (2.1) implies that 
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G(W;, d’“ldt”, MC,,& = 2sup{JJglJ, : g E Wj;r,,n}, 1 5 p, q 5 =. (2.2) 
Forp = q = 1 orp = q = x the upper bound in (2.2) has been calculated 
exactly (see, for example, Korneichuk, 1991) and we obtain 
G( W;, d’“ldt”, M:), = (,z+x’&,, , P = 17x3 (2.3) 
where 
are known Favard’s constants (K. = 1, K, = IT/~, KZ = ~~18, K3 = 
n3/24, . . .). 
Let now M$n be the method of encoding which is defined by values 
f(t) E C at 2n equidistant points on its period, i.e., am = f(k~ln + (Y), 
k=l,2,. . . ,2n, where (Y is any number. By (Corollary 1, the matter is 
reduced now to the calculation of the upper bound 
sup{~~fO’$, : f(t) E W;,f(krrln + a) = 0, k = 1, 2, . . . , 2n). 
In cases p = =, 1 cr q 5 =, and also p = q = 1 this value is calculated 
exactly through the norm of a standard perfect spline (Korneichuk, 1984, 
1991) and we have 
G(W:, d’“ldt’“, Al:,,), = 2]~(~,,.,-,n&, 1 4 q 5 =; (2.4) 
‘WC, d”ldt”, M:,), = ~I((P~,~-,,,JJ~ = 5; (2.5) 
where cp,,dt) = sgn sin nt, 
and 3/j are chosen according to the condition s? q,,j(t)dt = 0. 
In order to compare the results obtained above with optimal ones in the 
sense of (1.5) let us note that (Korneichuk, 1991) for all n, r = 1, 2, . . . 
A2”-‘(WL, L,,) = h2”( WL, L,) = 2K,n-‘, P= lTW, (2.6) 
Azn(K Jq = 2II%,rllq, lIq%co. (2.7) 
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IffE WL thenfcm) E WL;F, where set lV;;r differs from WF;” on the one- 
dimensional subspace of constants. Comparing (2.3) and (2.6) we con- 
clude that 
h*“(W;, d”ldt”, L,) = h2n+‘(W;, d”ldt”, L,) = 2K,-,(n + l)“-‘, 
P = l,m, 
and the encoding method A4cn defined by coefficients a&!), bk(f), k = 1, 
2 . * 7 n, of functions f E WL (for p = 1 and p = a) is best among all 
linear methods of encoding of the derivativef(“)(t), m 5 r - 1, by vector 
T(f, ML), N = 2n, 2n + 1. 
We now discuss the effective recovery of the derivative-P(t) by infor- 
mation T(f, A&). Using Fourier sums off(t) we can effectively construct 
(Korneichuk, 1976, 1991) the trigonometric polynomial 
Wm), 0 = i [~,,kak(f) cm kt + ,&.ddf’) sin W 
k=l 
having the following property: For any function g E WL, p = 1, 03, such 
that T(g, M&) = T(f, M[,), the derivative gem)(t) belongs to a ball in Lp 
with the center in r(fcm), t) and with the radius KI.-,(n + 1)“-‘. 
In the question of effective recovery of the derivativef(“)(t) using the 
information T(f, A&) we can put forward only the following hypothesis 
based on (2.4), (2.7), and on exact results for estimation of spline-interpo- 
lation error (Korneichuk, 1984, 1991, and Tichomirov, 1976): In the space 
of splines of order r - m - 1 and of defect 1 by uniform partition {krln + 
0):” there exists a basis {Sk(t)}? and there exists (Y such that for any 
function f E WE= 
We mention that analogous results are true for functions given on an 
interval where Lidston boundary conditions (see Davis, 1963) are satis- 
fied. 
3. ENCODINGOFCONVOLUTIONOPERATORVALUES 
We now let A = AK be the operator of convolution with a 2T-periodic 
kernel K(t), so that iff = AKcp then 
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f(f) = I,” K(t - u)cp(u)du =: K x cp. (3.1) 
For a fixed kernel K(t) E Li we encode the function f(r) by discrete 
information 
where q(t) E C and ML is a set (~1, ~2, . . . , P.N} of linear bounded 
functionals given on C. A priori information about the function q(t) is 
given by the class 
where K1 is another kernel. It is obvious that .&,(K,) is a convex central- 
symmetric set. 
Let Mb = Mfnml be a set of functionals pk defined by the first 2n - 1 
Fourier coefficients ao(cp), ak(p), bk(Y)), k = 1, . . . , II - 1, of function 
q(t). If T2,,-, denotes the set of all trigonometric polynomials of order n - 
1, then by Corollary 1 
= 2sup u)cp(u)du 
!I : ‘p E ~p(za 50 I T2n-1 . (3.2) P I 
We can calculate the exact value of (3.2) if the Fourier serie for every 
kernel K and K, has the representation 
a012 + C a, cos mt, 
Wl=l 
(3.3) 
or 
i b, sin mt, 
Wl=l 
b, > 0, (3.4) 
and coefficients a, and b, also satisfy some additional conditions dis- 
cussed below. It is easy to verify that if at least one of the kernels K or K1 
has bounded variation on [0, 27r], then 
f(t) = =I,“” K*(t - u)[T$(u)]du, 
where K*(t) has the form (3.3) or (3.4). 
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Additional conditions for coefficients of series (3.3) and (3.4) one 
needed for differences Ai,, to be positive. (Here, as usual Ain = (Y,, - 
a,,-, , AZ](a) = AfJcr) - ALn-,(a)). For the solution of our task, an essen- 
tial role is played by the following fact stated by B. Nagy (1938) (see also 
Nikolsky, 1946). Letf = K x g, where kernel K(t) has the form (3.3) or 
(3.4), suppose in the first case that A$z) 2 0 (i = 1, 2, 3) and that in the 
secondcaseA!,(b)rO(i= 1,2)m= 1,2, . . . .Thenforp= Iandp- 
x 
for kernel (3.3), 
for kernel (3.4). 
There exists trigonometric polynomial T E Tzn-,, whose coefficients are 
expressed effectively through Fourier coefficients of functions K(t) and 
g(t), such that 
It is easy to check that the coefficients of the kernel K*(t) satisfy the 
conditions of Nagy’s Theorem if the coefficients of kernels K(t) and K,(t) 
are three-time monotone. We denote these coefficients as a,(K), a,(KJ, 
or b,(K), b&Y,), and suppose that they three-time-monotonically tend to 
zero. Then from (3.2) and Nagy’s Theorem, it is possible to infer that for 
p = 1 and p = CQ the exact value of QG(J&,(K~), AK, MrnP1), is equal to the 
sum of one of the following numerical series (according to the representa- 
tion (3.3) or (3.4) of kernels K and K,): 
2 C-1) "u(Zv+l)n(~)~(2v+I)n(~I) 9 
u=o 2v + 1 
w (-l)Yb~2V+I)n(K)b(2v+I)n(KI) 
t: v=o 2v + 1 
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x ~(2"+l,n(~)~(2"+l)n(~I) c u=o 2v+1 ’ 
c b(2u+I)n(K)~(2v+I)n(Kl) 
v=O 2v+1 * 
By all these assumptions concerning kernels K and Kr we solve also the 
task of effective recovery of the function (3.1) by information T(q, M&- 1) 
with minimal possible error on the class At,,(Kt)(p = 1, x). With the help 
of information T(cp, MR-I), to every function (o(t) we assign a trigonomet- 
ric polynomial of the form 
n-l 
T((P, t) = ad2 + 2 h,,[a,(cp) cos mt t b,,(p) sin mt] 
lV=l 
or 
n-l 
de 0 = C bb,[h,(po) ax mt - a,,(q) sin mtl, 
tlI=I 
where A,,, and pm are effectively expressed through Fourier coefficients of 
the kernels K and KI . For p = 1, =, 
for this polynomial. 
4. PorssoN INTEGRAL 
Let us consider the partial case of the encoding problem for convolu- 
tion operator values when (modulo the multiplier c’) K(t) is the Poisson 
kernel 
X&) = ; + 2 pm cos mt, asps 1, 
fH=I 
and K,(t) is the Bernoulli kernel 
z cos(mt - 7rd2) &W = c m’ ’ r= 1,2,. . . . n1=l 
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The convolution 
(4.1) 
is called the Poisson integral. It is possible to prove (see, for example, 
Korneichuk, 1991) that the set of functions of the form 
coincides with the class WL considered in Section 2. 
Sequences {p”} (by 0 < p < 1) and also {mer} (for every r = 1,2, . . .) 
are monotonically decreasing with any multiplicity and we can immedi- 
ately use general results found earlier. If the function (4. I), f = A+ cp, is 
encoded by information vector 
T(P, G-d = bow, ~d44, . . . , a,-dd, bm, . . . , b,-ddl, (4.2) 
where ak(cp) and ok are the Fourier coefficients of function p(t) then for 
p = 1 andp = co, we have 
It is possible to represent the trigonometric polynomial constructed by 
information (4.2) 
1 
hoaotd n-l 
2 + C h,mr(u,(cp) cos mt + b,(q) sin mt), 
r = 2j, 
f?l=l = 
n-l 
z pmmr(bm((b) cos mt - u,(p) sin mt), 
ffl=l 
r=2j- 1, 
where A,,, and p,,, depend on pm and m-’ such that p = 1 and p = w 
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We also consider the interpolation method A& for the Poisson integral 
encoding. Let us consider the problem of recovering the function (4.1) in 
the Lp metric by information 
Corresponding to Corollary 1 we must calculate the exact upper bound 
In the general case, we do not know the exact solution of this problem and 
it is possible to give only some estimations under certain hypotheses. 
For fixed cr, let us choose p according to the condition cp,,#rln + a! + 
/?) = 0, k = 1, 2, . . . , 2n, where co,,,&) is the perfect spline considered 
above. 
Using Rolle’s theorem it is possible to prove that if cp E W’, and 
cp(kdn+a)=O,k=1,2,. . . ,2n, then (&)I 5 I+o,Jt + p)I holds for all 
t, and consequently 
From (4.3) and a general inequality for convolutions (see, for example, 
Korneichuk, 1976, 1991) it follows immediately that 
and in particular 
G( WI,, AXp, M&)c 5 2&n-‘, Olp<l. 
These estimations are close to optimal only for p ---, 1. 
Estimations from below for G( Wk, AXp, M$,,)c which depend on p can 
be obtained if we put 
90) = cp,,,W or cpw = (PZn,rW + IIpZnJ((C. 
It is possible to show that the first function is the exact value as p + 1 and 
the second is the exact value as p + 0. 
In order to recover the integral (4.1) by information {cp(kdn + a)}?, 
cp E W& it is possible to use interpolation by splines. It is known (see 
(Komeichuk, 1984,199l) that if cp E WFi then for the spline s(cp, t) of order 
r - 1 and defect 1 by partition {kdn + p}p (p is expressed through CX) 
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which is uniquely defined by the equalities 
s(cp, krln + CY) = cp(kdn + a), k= 1,2,. . . ,2n, 
the estimation 
holds for all t. Therefore if we put 
then 
5. ENCODINGOFTHEBOUNDARY VALUEPROBLEM SOLUTION 
In problems of encoding of functionsf= Acp with the help of vector T(cp, 
MN) which we have considered earlier, the operator A was given effec- 
tively in problems discussed so far. Now we shall formulate one general 
task when the operator A is given implicitly. 
In space R3 (whose points we denote by the letter P) we shall consider 
the boundary value problem 
m-(P)1 = ML P E D, 
(5.1) 
f(P) = P(P), P E r, 
where L is a given linear differential operator D is a closed domain in R3, 
I is its boundary. Let XI, X2, Y be linear metric spaces of functions of 
three variables defined on D and classes A1 C X1, A& C Xz be such that for 
any pair of functions g E AtI and cp E At* there exists a unique solutionfE 
Y to the problem (5.1). Thus an operator A exists mapping the set M = 
.A, @ J& into Y, A(g, cp) = f, andf satisfies equations (5.1). It is not hard 
to verify that if classes AZ are convex central-summetric then for operator 
A conditions of Proposition 1 are satisfied. 
LetMN=h,a. . . , puN} be a set of continuous functionals given 
on X = X1 @ Xz such that 
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pk(-g, -q> = -pk(g, 91, g E &111, cp E J42, 
d(gl - &?2)& h - (P2)/2) = bk(gl, d - pk(g2, ‘4’2))/2, 
gl, g2 E AI, (PI, 92 E 42, k = 1, 2, . . . , N. 
Then by Proposition 1 
GW, A, MN)Y = wWA(g, cp), WY : (8, cp) E d/u, Ng, d, MN) = 0). 
By this method we can estimate the error of recovery of the solution 
f by information T((g, cp), MN) considering only these pairs of functions 
(g, cp) E At for which T((g, cp), MN) = 0. 
We note that the integral (4.1) is the solution of the Dirichlet boundary 
value problem for a disk. 
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