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Abstract
Deep neural networks have been successfully applied
to many real-world applications. However, these suc-
cesses rely heavily on large amounts of labeled data, which
is expensive to obtain. Recently, Auto-Encoding Trans-
formation (AET) and MixMatch have been proposed and
achieved state-of-the-art results for unsupervised and semi-
supervised learning, respectively. In this study, we train
an Ensemble of Auto-Encoding Transformations (EnAET)
to learn from both labeled and unlabeled data based on
the embedded representations by decoding both spatial and
non-spatial transformations. This distinguishes EnAET
from conventional semi-supervised methods that focus on
improving prediction consistency and confidence by differ-
ent models on both unlabeled and labeled examples. In
contrast, we propose to explore the role of self-supervised
representations in semi-supervised learning under a rich
family of transformations. Experiment results on CIFAR-
10, CIFAR-100, SVHN and STL10 demonstrate that the
proposed EnAET outperforms the state-of-the-art semi-
supervised methods by significant margins. In particular,
we apply the proposed method to extremely challenging
scenarios with only 10 images per class, and show that
EnAET can achieve an error rate of 9.35% on CIFAR-
10 and 16.92% on SVHN. In addition, EnAET achieves
the best result when compared with fully supervised learn-
ing using all labeled data with the same network architec-
ture. The performance on CIFAR-10, CIFAR-100 and SVHN
with a smaller network is even more competitive than the
state-of-the-art of supervised learning methods based on
a larger network. We also set a new performance record
∗The work was done while X. Wang was interning at Futurewei Tech-
nologies.
†Corresponding author: G.-J. Qi. Email: guojunq@gmail.com
with an error rate of 1.99% on CIFAR-10 and 4.52% on
STL10. The code and experiment records are released at
https://github.com/maple-research-lab/EnAET.
1. Introduction
Deep neural network has shown its sweeping successes
in learning from large-scale labeled datasets like Ima-
geNet [10]. However, such successes hinge on the availabil-
ity of a large amount of labeled examples that are expensive
to collect. Moreover, deep neural networks usually have a
large number of parameters that are prone to over-fitting.
Thus, we hope that semi-supervised learning can not only
deal with the limited labels but also alleviate the over-fitting
problem by exploring unlabeled data. In this paper, we suc-
cessfully prove that both goals can be achieved by training
a semi-supervised model built upon self-supervised repre-
sentations.
Semi-Supervised Learning (SSL) [6, 18] has been ex-
tensively studied due to its great potential for addressing
the challenge with limited labels. Most state-of-the-art ap-
proaches can be divided into two categories. One is con-
fident predictions [18, 30, 26], which improves a model’s
confidence by encouraging low entropy prediction on unla-
beled data. The other category imposes consistency regular-
ization [7, 25, 40, 45] by minimizing discrepancy among the
predictions by different models. The two approaches em-
ploy reasonable objectives since good models should make
confident predictions that are consistent with each other.
On the other hand, a good model should also recog-
nize an object even if it is transformed in different ways.
With deep networks, this is usually achieved by training
the model with augmented labeled data. However, unsuper-
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vised data augmentation is preferred to explore the effect of
various transformations on unlabeled data. For this reason,
we will show that self-supervised representations learned
from auto-ending an ensemble of spatial and non-spatial
transformations can play a key role in significantly enhanc-
ing semi-supervised models. To this end, we will present an
Ensemble of Auto-Encoding Transformations (AETs) [50]
to self-train semi-supervised classifiers with various trans-
formations by combining the advantages of both existing
semi-supervised approaches and the newly developed self-
supervised representations.
Our contributions are summarized as follows:
• We propose the first method that employs an ensemble
of both spatial and non-spatial transformations from
both labeled and unlabeled data in a self-supervised
fashion to train a semi-supervised network.
• We apply an ensemble of AETs to learn robust fea-
tures under various transformations, and improve the
consistency of the predictions on transformed images
by minimizing their KL divergence.
• We demonstrate EnAET outperforms the state-of-the-
art models on all benchmark datasets in both semi-
supervised and fully-supervised tasks.
• We show in the ablation study that exploring an en-
semble of transformations plays a key role in achieving
new record performances rather than simply applying
AET as a regularizer.
The remainder of the paper is organized as follows. We
briefly review the related work in semi-supervised learn-
ing and self-supervised learning in Section 2. We present
our algorithm EnAET in Section 3. Further details of the
EnAET framework are provided in Section 4. To prove
our method’s effectiveness, extensive experiments related
to supervised learning and semi-supervised learning are de-
scribed in Section 5. Finally, we conclude in Section 6.
2. Related Work
In this section, we review both semi-supervised and self-
supervised learning approaches in the literature.
2.1. Semi-Supervised Learning
A wide variety of Semi-Supervised Learning (SSL)
methods have been developed in literature. For exam-
ple, Teach-Student Models [38, 25, 45, 30] constitute a
large category of SSL, which is closely related to the pro-
posed model. Inspired by unsupervised learning [36], su-
pervision information is incorporated into the variational
auto-encoders to learn various semi-supervised classifiers
[23, 31, 29, 43]. GAN-based models [37, 41] also show
promising results on many semi-supervised tasks. Below
we review two ideas about semi-supervised learning that are
closely related to the proposed model.
Consistency Predictions One of the most popular and suc-
cessful ideas in SSL is to encourage consistent predictions
when inputs and/or models are perturbed. Inspired by De-
noising Source Separation (DSS) [42], Γ-model [38] ap-
plies a denoising layer to improve its performance by mini-
mizing the impact of potential perturbations. Π-model [25]
is further improved by adding stochastic augmentations on
images and dropout [44] on network neurons to maximize
prediction consistency. Furthermore, Virtual Adversarial
Training (VAT) [30] uses adversarial perturbations to re-
place the random noises in Π-model, making it more re-
silient against noises.
Compared with the previous methods on maximizing
the prediction consistency under perturbations, the Mean
Teacher model [45] updates the weights of a teacher model
with an exponential moving average (EMA) of the weights
from a sequence of student models as follows.
Θ′τ = αΘ
′
τ−1 + (1− α)Θτ (1)
where Θ (Θ′) is the weights of the Student (Teacher) Model,
τ denotes the update step and α is a smoothing coefficient,
which is always set to 0.999. This can result in stable and
accurate predictions, and will be integrated into the pro-
posed EnAET.
Confident Predictions The other successful idea in SSL
is to encourage a model to make confident predictions on
both labeled and unlabeled data. For the feature space of
a model, it is ideal that each class has a clear boundary
with other classes. In other words, the boundary should be
far away from the high density regions of data. “Pseudo-
Label” [18] implements this idea by minimizing the en-
tropy loss of the predictions on unlabeled data. VAT [30]
also combines this entropy minimization term to make con-
fident predictions. Similarly, several other works [26, 4]
encourage confident predictions by constructing hard labels
for high-confident unlabeled data to “sharpen” the predic-
tions.
Recently, MixUp [49] was proposed to further improve
the boundary between classes together with entropy mini-
mization. Instead of only focusing on predicted results on
given data, MixUp trains a model with the linear combi-
nation of the inputs and corresponding outputs. This has
shown extraordinary performances in both supervised [49]
and semi-supervised tasks [4, 46].
While we borrow the idea of these semi-supervised
approaches in developing the proposed semi-supervised
model, we find that self-supervised representations play a
more vital role in exploring the data variations under a va-
riety of transformations. Unlike data augmentation applied
to labeled data, we can self-train a semi-supervised model
without relying on the labeled data. This can significantly
boost the performances in semi-supervised as well as fully-
supervised learning tasks. For this reason, we also review
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Figure 1. Spatial transformations. The images are original, projec-
tive transformation, affine transformation, similarity transforma-
tion, euclidean transformation.
the related work on self-supervised methods below.
2.2. Self-Supervised Learning
There are a wide variety of unsupervised models that ap-
ply different types of self-supervised signals to train deep
networks. The self-supervising signals can be directly
derived from data without manual labeling. Mehdi and
Favaro [33] propose to solve Jigsaw puzzles to train a con-
volutional neural network. Doersch et al. [13] train the
network by predicting the relative positions between sam-
pled patches from an image as self-supervising information.
Noroozi et al. [34] count the features that satisfy equiv-
alence relations between downsampled and tiled images,
while Gidaris et al. [16] classify a discrete set of image ro-
tations to train deep networks. Dosovitskiy et al. [14] cre-
ate a set of surrogate classes from individual images. Un-
supervised features have also been learned from videos by
estimating the self-motion of moving objects between con-
secutive frames [1].
More recently, the AutoEncoding Transformations
(AET) model [50] has demonstrated the state-of-the-art per-
formances in many unsupervised tasks. It aims to learn a
good representation of visual structures that can decode the
transformations from the learned representations of original
and transformed images. We will adopt this self-supervised
model to develop a self-trained model for semi-supervised
tasks by exploring unlabeled data under a transformation
ensemble.
3. Ensemble AutoEncoding Transformations
In this section, we will introduce Ensemble AET
(EnAET), a novel idea of leveraging an ensemble of
spatial and non-spatial transformations to self-train semi-
supervised models.
Indeed, the difference between the features extracted
from original and transformed images is caused by the ap-
plied transformations. Therefore, the transformation de-
coder can recover the transformations so long as the en-
coded features capture the necessary details of visual struc-
tures. AutoEncoding Transformation (AET) [50] can self-
train a good feature representation upon which a competi-
tive semi-supervised classifier can be developed to explore
an ensemble of spatial and non-spatial transformations.
Figure 2. Non-spatial transformations. The images are orig-
inal, color transformation, contrast transformation, bright-
ness transformation, sharpen transformation, color+contrast,
color+contrast+brightness, color+contrast+brightness+sharpen.
Figure 3. The Ensemble Auto Encoding Transformation Pipeline.
Fig. 3 illustrates the framework of the EnAET model.
We will discuss the details in Section 3.2.
3.1. Ensemble Transformations
AutoEncoding Transformation (AET) [50] extracts the
most representative features so that a transformation de-
coder can successfully recover parameterized transforma-
tions. In the SSL setting, instead of pretraining the model
with the AET loss, we formulate AET as a regularizer along
with the SSL loss to train classifiers.
Specifically, we can minimize a linear combination of
the SSL loss, the AET loss to train a classifier over the net-
work weights Θ
min
Θ
LSSL +
N∑
k=1
λkLAETk
where λk is the weight on the AET lossLAETk for the trans-
formation tk of the kth type.
Here, the SSL loss LSSL can be any loss used to train a
semi-supervised classifier in the literature. Particularly, we
will use the MixMatch loss [4] that gives the state-of-the-
art SSL result, and the consistency loss that we proposed in
Section 4.2.
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Table 1. Details of Geometry based Transformations.
Name DOF Matrix Effect Property
Projective 8
, a1 a2 b1a3 a4 b2
c1 c2 1
 Translation+Rotation+Scale+Aspect Ratio
+ Shear+Projective
Lines map to lines
Parallelism may not be maintained
Defined on the complement of line
Affine 6
a1 a2 b1a3 a4 b2
0 0 1
 Translation+Rotation+Scale+Aspect Ratio
+ Shear
Preserves collinearity&parallelism
Preserves the ratio of distances
Does not preserve angles or lengths
Similarity 4
a ∗ cos(θ) −sin(θ) b1sin(θ) a ∗ cos(θ) b2
0 0 1
 Translation+Rotation +Scale Preserves collinearity&parallelismPreserves general shape of objects
Preserves angles of objects
Euclidean 3
cos(θ) −sin(θ) b1sin(θ) cos(θ) b2
0 0 1
 Translation+Rotation Preserves collinearity&parallelismPreserves exact shape of objects
Preserves angles&lengths of objects
Table 2. Non-spatial Transformations.
Transformation Description
Color Adjusts color balance of image
Contrast
Adjusts difference of light pixels
and dark pixels in image
Brightness
Adds or subtracts to
image matrix to change brightness
Sharpness
Adjusts pixels to make image
appear sharper
The AET loss can be written as
LAETk = Ex,tk ‖D [E(x), E(tk(x))]− tk‖2 (2)
where D denotes the transformation decoder, E represents
the encoder, and tk is the sampled transformation of type k.
The AET loss computes the Mean-Squared Error (MSE) be-
tween the predicted transformation and the sampled trans-
formation.
We will show that the self-trained AET regularization
can help EnAET set a new record in all SSL tasks under
an ensemble of spatial and non-spatial transformations.
Spatial Transformations As in [20], for any 2D spatial
transformation, we can represent it with a matrix below in
Eq. (3), a1 a2 b1a3 a4 b2
c1 c2 1
xy
1
 =
x′y′
1
 (3)
where
(
a1 a2
a3 a4
)
is a submatrix that controls the rotation, as-
pect ratio, shearing and scaling factors,
(
b1
b2
)
is the transla-
tion, and
(
c1 c2
)
is the projection; (x, y) is the coordinate
of original image, while (x′, y′) denotes the coordinate after
the transformation.
Based on Eq. (3), we incorporate four most representa-
tive transformations into the AET loss: 1) Projective trans-
formation, 2) Affine transformation, 3) Similarity trans-
formation, and 4) Euclidean transformation. We illustrate
and compare these transformations in Table 1 and Fig. 1.
Although it seems that projective transformation includes
the other transformations as its special cases, it is natural
to raise the question of whether we still need to include
the other transformations explicitly. However, noting the
fact that the Euclidean, Similarity and Affine transforma-
tions rarely happen under Projective transformation when
we use the random parameters to conduct projective trans-
formation, we will explicitly sample these transformations
in EnAET. Our ablation study also shows that can improve
the model’s performance.
Non-spatial transformations A good classifier can also
recognize objects in different color, contrast, brightness,
and sharpness conditions. Therefore, we also add these non-
spatial transformations to the AET network. We consider
four different non-spatial transformations as shown in Ta-
ble 2. For simplicity, these four transformations are applied
as an entire non-spatial transformation with four strength
parameters in EnAET. The effect of such a combined Color
Contrast Brightness Sharpness (CCBS) transformation is il-
lustrated in Fig. 2.
3.2. Architecture
We illustrate the architecture of the proposed EnAET
in Fig. 3. For each image x, we apply five different
transformations: t1(Projective), t2(Affine), t3(Similarity),
t4(Euclidean), t5(CCBS).
After that, the network is split into three parts: an rep-
resentation encoder E, a classifier C, and a set of decoders
Dk each for a type of transformation tk. The original input
x and all its transformed counterparts tk(x) are fed through
the network. The original and transformed images have a
Siamese encoder E and classifier C with shared weights.
For example, Wide ResNet-28-2 consists of four blocks,
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Algorithm 1 Training Ensemble AutoEncoding Transformations.
Input: a batch of labeled data pair X , unlabeled data U , the number of transformations in EnAET N , the balancing coeffi-
cients λU ′ , λk, and γ.
1: X ′,U ′ = MixMatch(X ,U) . Use Algorithm 1 in MixMatch [4] to get MixUp dataset
2: Lmix = LX ′ + λU ′ ∗ LU ′ . Calculate mix loss based on labeled and unlabeled data (see Eq.(4))
3: for k=1 to N do
4: LAETk = Ex∈U,tk ‖D [E(x), E(tk(x))]− tk‖2 . Calculate AET loss, which is illustrated in Section 3.1.
5: LKLk = Ex∈U,tk
∑
y
P (y|x) log P (y|x)Ptk (y|x) . Encourage consistent predictions, details in Section 4.2
6: end for
7: L = Lmix +
∑N
k=1 λk LAETk + γ
∑N
k=1 LKLk . Calculate the overall loss
8: Apply L to update model.
9: Update teacher model: Θ′τ = αΘ
′
τ−1 + (1− α)Θτ . Use EMA [45] to update the final model’s loss (see Eq.(1))
Output: Student model with weight Θ and teacher model with weight Θ′.
and we use the last block as the classifier C, while the other
three blocks constitute the encoderE. Also, all the decoders
Dk’s share the same network architecture as the classifier C
but with different weights.
The representations of the original and transformed im-
ages will be concatenated to predict the parameters of each
transformation tk by the corresponding decoder Dk.
The classifier C is built upon the encoded representa-
tion to output the label predictions P (y|x) and P (y|t(x))
for both the original and transformed images, respectively.
The label prediction of original image needs to be “sharp-
ened” [17] to reach a high degree of prediction confidence
by minimizing the prediction entropy.
4. More Algorithm Details
In this section, we provide more details to implement
EnAET for the SSL tasks. The full EnAET framework is
provided in Algorithm 1.
4.1. MixMatch
MixMatch [4] is the current state-of-the-art for the semi-
supervised classification task. It uses many ideas in previ-
ous approaches to build a new framework. Among them are
Mixup [49] by training a network with a convex combina-
tion of examples and their labels, as well as entropy min-
imization by sharpening the label predictions. In addition,
a guessed label with data augmentation also contributes to
more consistent label predictions.
Formally, we first apply MixMatch of Algorithm 1 in [4]
to mix up a batch of labeled X and unlabeled U , resulting
in the mixed-up X ′,U ′. Then, we minimize the following
SSL loss Lmix to train the model along with the AET loss
and consistency loss,
LX ′ = E(x,y)∈X ′H(y, f(x,Θ))
LU ′ = E(u,q)∈U ′ ||f(u,Θ)− q||2
Lmix = LX ′ + λU ′LU ′
(4)
where X ′ and U ′ are the labeled and unlabeled data result-
ing from MixMatch, H is the cross-entropy between two
distributions, and q is the sharpened predictions on a unla-
beled sample u for each (u, q) ∈ U ′.
4.2. Consistent Predictions
We also consider another idea for the SSL, transforma-
tion invariance by making consistent predictions on image
labels under transformations [39, 30].
To achieve this, we minimize the KL divergence between
the “guessed label” P (y|x) [4] on an original image x and
Pt(y|x) , P (y|t(x)) on a transformed image t(x)
LKL = Ex,t
∑
y
P (y|x) log P (y|x)
Pt(y|x) (5)
to make consistent predictions under different transforma-
tions, where the expectation is taken over the sampled data
and transformations.
Furthermore, we also sharpen the output predictions
[17] to make them more confident for an unlabeled image
x. This fulfills the entropy minimization mechanism that
works well in many SSL tasks and has been elaborately dis-
cussed in VAT [30].
4.3. Data Augmentation
In SSL, a training set contains both labeled and unla-
beled examples. Thus, we consider two different types of
transformations for data augmentations in EnAET:
(1) For MixMatch [49] part (Algorithm 1, line 1), we
apply three augmentations: Random flip and crop (Basic
operation for benchmarks), and mosaic mask inspired by
Cutout [12] to compute the corresponding SSL loss. For
mosaic mask, we use the average pixel value of the masked
area to fill the mask.
(2) As mentioned in the Section 3, for the AET loss, we
use the spatial and non-spatial transformations to augment
the data.
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It is worth noting that we will not use these AET trans-
formations in MixMatch since the transformations can in-
troduce undesired distortions that could change the image
“guessed labels”, and that the augmented data in MixMatch
are used to train the label classifier.
5. Experiments
To evaluate the performance of the proposed method, we
conduct experiments on multiple SSL benchmark datasets
in Section 5.3. We also demonstrate the performance for
fully supervised learning in Section 5.4. An ablation study
is included in Section 5.5 to analyze the contribution of
EnAET.
5.1. Training Details
For a fair comparison with other SSL methods, we use
“Wide ResNet-28-2” as our backbone network and a “Wide
ResNet-28-2” architecture with 135 filters per layer as our
larger model (same in [4]), which we will refer to as “Wide
ResNet-28-2-Large” in the following. This follows the eval-
uation setup for the baseline methods in [35].
We simply use the Adam solver [23] with a learning rate
of 0.002 to train the backbone network E and C. The SGD
optimizer is used to train the AET regularization network
Dk with an initial learning rate of 0.1 as in [50]. Then we
use a cosine [28] scheduler for a learning rate decay from
0.1 to 0.0001. We also fix the weight decay rate to 5e-4.
For all experiments, we use a batch size of 128 images.
The model is trained for 1024 epochs. For the sake of fair
comparison, the mean accuracy of the last 20 models is re-
ported as in [4]. Also, we report the error variance based on
4 runs with different random seeds.
We also adopt the same hyper-parameter setup to mini-
mize the MixMatch loss as in [4]. The weight λk of the AET
loss is initialized to 1.0, 0.75, 0.5, 0.2, 0.05 for the four spa-
tial transformations and the CCBS transformation, respec-
tively, and we fix that for different datasets. The weight γ of
the KL divergence loss is also set to 0.2 as an initial value,
and we found it would not influence the overall performance
too much, which only needs to be slightly adjusted if you
want to transfer to more datasets. Like MixMatch [4], we
use a warm-up strategy for the weights of these losses.
Finally, we also use the exponential moving average
(EMA) [45] in the experiments with a rate of 0.999.
5.2. Transformation Details
For spatial transformations, considering they can all be
expressed by a matrix shown in Eq. (3), we use the same op-
eration settings for all of them. For random rotation, we set
the rotation degree from [−180◦,180◦]. For the translation
factor, we randomly sample the translation from [-0.2,0.2]
for both horizontal and vertical directions. Also, we sample
the scaling factor from [0.8,1.2] to make the scaled image
fall in a proper range. With the shearing factor, we limit the
shearing in [−30◦,30◦] to make sure the image can still be
recognized. For the projective factor, we set the translation
factor for the 4 corners of an image in [-0.125,0.125] for
both horizontal and vertical directions.
For non-spatial transformations, we randomly sample
the magnitude for color, contrast, brightness and sharpness
from [0.2,1.8] to keep the transformed images recognizable
by human beings.
5.3. Semi-Supervised Learning
To evaluate the proposed method, we perform semi-
supervised tasks on four datasets: CIFAR-10 and CIFAR-
100 [24], SVHN [32], and STL-10 [8].
5.3.1 CIFAR-10 Results
For CIFAR-10, we evaluate the compared methods with
different sizes of labeled data. The results are reported in
Table 3. Experiments are conducted 4 times with different
random seeds to test the stability of our method and we find
out that our method’s variance is very small when we only
use 250 labels. Therefore, we report the variance based on
4 runs for 250 labels and do not further perform more ex-
periments for other conditions.
The results show that the proposed method outperforms
all the state-of-the-art methods. For example, the proposed
model achieves a 7.6% error rate with 250 labels compared
with the previous best rate of 11.08%. Notably, we are the
first to conduct experiments with only 50 labels and 100
labels, and achieve 16.45% and 9.35% error rates, respec-
tively. It is worth noting that the proposed model with 50
labels even outperforms most methods with 1, 000 labels.
Meanwhile, with Wide ResNet-28-2-Large, we achieve a
4.18% error rate with 4, 000 labeled images, which is very
close to the error rate of 4.0% by the fully supervised “Wide
ResNet-28-10” baseline [48] that has a much larger and
more complicated architecture.
5.3.2 CIFAR-100 Results
Different models are compared in Table 4 on CIFAR-
100. The proposed EnAET achieves an error rate of 58.73%
and 31.83% with only 1, 000 and 5, 000 labels. The perfor-
mance of EnAET with 5, 000 labels is even better than other
models with 10, 000 labels.
In addition, with Wide ResNet-28-2-Large, we achieve
a 22.92% error rate compared with the previous best error
rate of 25.88% (see Table 6 for more details) with 10, 000
labels.
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Table 3. Error rates of different models on CIFAR-10.
Methods/Labels 50 100 250 500 1000 2000 4000
Π-Model [25, 40] – – 53.02±2.05 41.82±1.52 31.53±0.98 23.07±0.66 17.41±0.37
PseudoLabel [26] – – 49.98±1.17 40.55±1.70 30.91±1.73 21.96±0.42 16.21±0.11
MixUp [49] – – 47.43±0.92 36.17±2.82 25.72±0.66 18.14±1.06 13.15±0.20
VAT [30] – – 36.03±2.82 26.11±1.52 18.68±0.40 14.40±0.15 11.05±0.31
MeanTeacher [45] – – 47.32±4.71 42.01±5.86 17.32±4.00 12.17±0.22 10.36±0.25
MixMatch [4] – – 11.08±0.87 9.65±0.94 7.75±0.32 7.03±0.15 6.24±0.06
EnAET 16.45 9.35 7.6±0.34 7.27 6.95 6.00 5.35
Table 4. Error rates of different models on CIFAR-100.
Methods/Labels 1000 5000 10000
Supervised-only – – 51.21±0.33
Π-Model [40] – – 39.19±0.36
Temporal ensembling [25] – – 38.65±0.51
EnAET 58.73 31.83 26.93±0.21
Table 5. Error rates of different models on STL10.
Methods/Labels 1000 5000
CutOut [12] - 12.74
IIC [22] - 11.20
SWWAE [51] 25.70 -
CC-GAN2 [11] 22.20 -
MixMatch [4] 10.18±1.46 5.59
EnAET 8.04 4.52
Table 6. Comparison of error rates with Wide ResNet-28-2-Large.
Methods/Labels
CIFAR-10
4000 label
CIFAR-100
10000 label
SVHN
1000 label
Mean Teacher [45] 6.28 – –
SWA [2] 5.00 28.80 –
Fast SWA [3] 5.0 28.0 –
MixMatch [4] 4.95±0.08 25.88±0.30 –
EnAET 4.18 22.92 2.42
5.3.3 SVHN Results
Compared with the previous methods, the proposed
model achieves a new performance record on the SVHN
dataset as shown in Table 7. Notably, we are the first to test
SVHN under 100 images and achieved 16.92% error rate,
which is even better compared to some methods with 1, 000
labels.
In addition, we test with 1, 000 labels by using a Wide
ResNet-28-2-Large backbone and achieve a further reduc-
tion in the error rate from 2.92% to 2.42%.
5.3.4 STL10 Results
STL-10 contains 5, 000 labeled images and 100, 000 un-
labeled images. Here we use the “Wide ResNet-28-2” archi-
tecture with one more block (same as [4]) as the backbone
to build the model. We achieve the best performance with
1, 000 and 5, 000 labeled images in Table 5. We reduce the
error rate from 10.18% to 8.04% with 1, 000 labeled im-
ages, and set a record error rate of 4.52% when using all
labeled data.
5.4. Supervised Learning
We also compare different models in the fully supervised
setting on CIFAR-10, CIFAR-100, SVHN, and STL-10 by
using all labeled data in the training set. We show that the
proposed model can still achieve the best results with the
same network architecture.
5.4.1 Wide ResNet-28-2 Backbones
We compare different methods by using Wide ResNet-
28-2 as the backbone in Table 8.
CIFAR-10 Result Using all the labels in CIFAR-10, we
achieve a 3.55% error rate with the 1.47M-parameter archi-
tecture. Even compared with AutoAugment [9], which is
based on reinforcement learning and spends 5, 000 hours to
find optimal augmentation policies, we still perform better
with a 0.55% decline in the error rate.
CIFAR-100 Result EnAET can achieve a 20.55% error rate
on CIFAR-100. This improves the baseline Wide ResNet-
28-2 with a reduction of 4.05% in the error rate.
SVHN Result For SVHN, the proposed method achieves a
2.48% error rate compared with 3.3% by the baseline.
5.4.2 Wide ResNet-28-2-Large Backbones
Here, we consider an even larger Wide ResNet-28-2-
Large backbone by increasing the number of filters per layer
to 135, resulting in a network with 26M parameters. While
Wide ResNet-28-10 has 36M parameters and a more com-
plicated architecture, we regard its performance as the base-
line to compare with the proposed model. We also com-
pare the proposed model with the current state-of-the-art
methods to demonstrate its remarkable performance in Ta-
ble 9. All the settings are exactly the same as in the semi-
supervised experiment.
CIFAR-10 Result Compared with the Wide ResNet-28-
10 baseline, we achieve the best 1.99% error rate. Even
compared with the state-of-the-art fully supervised Proxy-
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Table 7. Error rates of different models on SVHN.
Methods/Labels 100 250 500 1000 2000 4000
Π-Model [25, 40] – 17.65±0.27 11.44±0.39 8.6±0.18 6.94±0.27 5.57±0.14
PseudoLabel [26] – 21.16±0.88 14.35±0.37 10.19±0.41 7.54±0.27 5.71±0.07
MixUp [49] – 39.97±1.89 29.62±1.54 16.79±0.63 10.47±0.48 7.96±0.14
VAT [30] – 8.41±1.01 7.44±0.79 5.98±0.21 4.85±0.23 4.20±0.15
MeanTeacher [45] – 6.45±2.43 3.82±0.17 3.75±0.10 3.51±0.09 3.39±0.11
MixMatch [4] – 3.78±0.26 3.64±0.46 3.27±0.31 3.04±0.13 2.89±0.06
EnAET 16.92 3.21±0.21 3.05 2.92 2.84 2.69
Table 8. Error Rates of fully supervised models with a Wide
ResNet-28-2 backbone.
Methods/Labels CIFAR-10 CIFAR-100 SVHN
Baseline [48] 5.1 24.6 3.3
AutoAugment [9] 4.1 21.5 1.7
MixMatch [4] 4.13 – 2.59
EnAET 3.55 20.55 2.48
Table 9. Error Rates of fully supervised models with Wide ResNet-
28-2-Large.
Methods/Labels CIFAR-10 CIFAR-100 SVHN
Baseline [48] 3.9 18.8 3.1
AutoAugment [9] 2.6 17.1 1.9
PBA [21] 2.6 16.7 -
Fast AA [27] 2.7 17.3 -
EnAET 1.99 16.87 2.22
ProxylessNAS [5] 2.08 - -
CutMix [47] 2.88 13.81 -
Table 10. Ablation study of EnAET on CIFAR-10.
Ablation 250labels
EnAET 7.64
Only Projective Transformation 9.96
Only Affine Transformation 8.12
Only Similarity Transformation 10.25
Only Euclidean Transformation 10.56
Only CCBS Transformation 15.34
Remove EMA 19.79
Remove KL divergence 9.88
Remove AET regularization 13.54
Remove mosaic augmentation 8.23
Remove KL and mosaic 8.18
Remove AET and mosaic 13.79
lessNAS based on the time-consuming network architecture
search, we achieve better results with mean accuracy.
CIFAR-100 Result Compared with the baseline Wide
ResNet-28-10, we further decrease the error rate from
18.8% to 16.87%. Although it is slightly worse than
PBA [21], the latter relied on a time-consuming search
for the best transformation policies on an extra validation
set. The state-of-the-art method CutMix [47] has a 13.81%
error rate, but it is based on a much more complicated
PyramidNet-200 architecture [19].
SVHN Result Compared with the baseline 3.1% error rate,
we further reduce it to 2.22%.
The results show that EnAET produces comparable per-
formances with those methods based on network architec-
ture search and augmentation policy search. It also greatly
improves the baseline network that has more model param-
eters. We expect the proposed method should achieve even
better results when more complicated network structures
such as PyramidNet [19] and more powerful regularization
such as ShakeShake [15] are used.
5.5. Ablation Study
We perform an ablation study of the proposed EnAET on
CIFAR-10 and results are shown in Table 10. Specifically,
we focus on the roles of different transformations and the
different components in EnAET:
1) With four different spatial transformations (see Ta-
ble 10), we can see that Affine transformation contributes
most to the performance. The results are reasonable since
Affine transformation contains both Similarity and Eu-
clidean transformations. Also, Projective transformation
performs slightly worse than Affine transformation, al-
though the former contains the latter as a special case. This
suggests a need to search for a proper range of transforma-
tions. This is left to our future work, where we will use
policy search to find the best range for different transfor-
mations. For non-spatial transformation here, it can’t con-
tribute to improvement when it is used alone.
2) We also find that the AET loss plays an indispens-
able role in achieving the superior performances. As shown
in Table 10, without the AET regularization, the error rate
jumps to 13.54%.
3) Mosaic data augmentation (in Section 4.3) in MixUp
[49] and KL divergence (in Section 4.2) also contributes to
the final performance, but it cannot work alone without the
AET regularization.
6. Conclusion
In this paper, we present EnAET, a novel framework
that integrates the idea of self-trained representations into
semi-supervised models. Throughout our experiments, the
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proposed method outperforms the state-of-the-art methods
on all the datasets by a significant margin in the perfor-
mance. Meanwhile, with the same architecture, the pro-
posed method can also greatly improve the fully-supervised
baseline. Furthermore, for many datasets, EnAET even
performs better than NAS, the auto-augmentation policy
search. The results even show that comparable perfor-
mances with the state-of-the-art methods can be achieved
with a less complicated backbone with fewer model param-
eters. In the future, we will employ policy search to find the
best combination of transformations and their ranges, which
we believe can lead to even more competitive results.
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