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ABSTRACT. In this paper we investigate a priori error estimates for the space-time Galerkin
finite element discretization of an optimal control problem governed by a simplified linear gradi-
ent enhanced damage model. The model equations are of a special structure as the state equation
consists of an elliptic PDE which has to be fulfilled at almost all times coupled with an ODE that
has to hold true in almost all points in space. The state equation is discretized by a piecewise
constant discontinuous Galerkin method in time and usual conforming linear finite elements in
space. For the discretization of the control we employ the same discretization technique which
turns out to be equivalent to a variational discretization approach. We provide error estimates of
optimal order both for the discretization of the state equation as well as for the optimal control.
Numerical experiments are added to illustrate the proven rates of convergence.
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2 OPTIMAL CONTROL OF A LINEAR PDE-ODE SYSTEM
1. INTRODUCTION
In this paper, we derive a priori error estimates for the space-time finite element discretiza-
tion of a simplified linear gradient enhanced damage model and the associated optimal control
problem. To be more specific, we investigate the finite element approximation of the optimal
control problem
J(ϕ, d, l) =
1
2
‖ϕ− ϕd‖2L2(0,T ;L2(Ω)) +
1
2
‖d− dd‖2L2(0,T ;L2(Ω)) +
αl
2
‖l‖2L2(0,T ;L2(Ω))
subject to the state equation
−α∆ϕ(t) + βϕ(t) = βd(t) + l(t) in Ω(1)
ϕ(t) = 0 on ∂Ω(2)
∂td(t) = −β
δ
(d(t)− ϕ(t)) a. e. in Ω(3)
d(0) = d0(4)
for almost all t ∈ I = [0, T ] where l acts as a control and ϕ and d are the resulting states. A pre-
cise formulation is given in the later sections. For the discretization of the state equation we will
use a discontinuous piecewise constant finite element method in time and usualH1-conforming
linear finite elements in space. The state equation is motivated by a specific gradient enhanced
damage model, first developed in [5, 6] and thoroughly analyzed from a mathematical point of
view in [22, 23]. First of all, this model describes the displacement of a body Ω influenced by a
given force l. In addition, the model features two damage variables ϕ and d where the first one
is more regular in space whereas the second one carries the evolution of damage in time. Both
are coupled by a penalty term in the free energy functional with β being the penalty parameter.
The parameter α originates from the gradient enhancement while δ is a viscosity parameter (see
[22] for details). The resulting system consists of two nonlinear PDEs which have to hold true
in almost all time points and an ODE that should be fulfilled in almost every point in space.
All three equations are fully coupled with each other. For a first analysis of the discretization
of such a model we simplified the underlying PDE system, skipping the displacement variable
u as well as the nonlinear material function. In this first contribution we will study the linear
equation (3) instead of a nonsmooth equation. This linear model problem is interesting in its
own way as the equations still have the special structure of the original damage model which
differs from other coupled PDE-ODE systems examined in related work, see below. The aim
of this paper is to establish a priori discretization error estimates. The more difficult nonsmooth
equation will be subject of later work.
The optimal control problem is formulated with a tracking type functional. To derive necessary
optimality conditions, we investigate the control-to-state operator S : l 7→ (ϕ, d). For the dis-
cretization we employ a variational discretization technique based on [14].
Let us have a look at related work: There are quite a few contributions available regarding the
optimal control of coupled PDE-ODE systems, cf. [17, 1, 21, 16, 12, 4] and the references
therein. The authors mainly focus on the analysis of their specific model and the derivation
of first order necessary optimality conditions and provide tailored algorithms for the numerical
solution of the optimal control problems. They do not derive discretization error estimates. In
[15], the authors deal with the optimal control of laser surface hardening of steel and provide
error estimates for a POD Galerkin approximation of the state equation. Error estimates for
the optimal control of a coupled PDE-ODE system describing the velocity tracking problem
for the evolutionary Navier–Stokes equations are derived in [2, 3] as well as companion papers.
Here, the authors require a coupling of the discretization parameters in time and space for the
well-posedness of their discretization technique. We emphasize, that in our contribution the dis-
cretization parameters can be chosen independently of one another. Our discretization setting
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is closely related to the techniques analyzed in [19, 24, 20] for the space-time discretization of
linear and semilinear parabolic optimal control problems, respectively. In these contributions
the optimal control problem is not constrained by a coupled PDE-ODE system but rather by a
single parabolic PDE. Therefore only one variable which carries the evolution in both space and
time is considered. Error estimates for uncontrolled parabolic equations are given in [10, 8, 9].
The paper is organized as follows: In section two we state the precise setting of the state
equation and present the chosen discretization strategy. In section three we focus on the numer-
ical analysis of the state equation and prove convergence of first order with respect to time and
convergence of second order with respect to space of our discretization technique. We will have
a look at the associated optimal control problem in section four and provide error estimates for
the optimal control. The last section presents numerical examples for both the state equation
and the optimal control problem.
2. MATHEMATICAL PRELIMINARIES
In this section we establish the principal assumptions on the data, the used notation and the
chosen discretization strategy.
Throughout this paper, let Ω ⊂ RN , N ∈ {2, 3}, be a convex polygonal domain with bound-
ary ∂Ω and let T > 0 be a given real number. The time interval will be denoted by I := (0, T ).
Moreover, let α, β, δ > 0 be given parameters. The initial state d0 is, unless otherwise stated,
a function in L2(Ω). The right-hand side l should belong to L2(0, T ;L2(Ω)). The first state ϕ,
also referred to as nonlocal state (see [5]), is an element of the state space V := L2(0, T ;H10(Ω)).
The second state d, also called local state, should belong toX := H1(0, T ;L2(Ω)).
We use the following short notation for inner products and norms onL2(Ω) andL2(0, T ;L2(Ω)):
(v, w) := (v, w)L2(Ω), (v, w)I×Ω := (v, w)L2(0,T ;L2(Ω)),
‖v‖ := ‖v‖L2(Ω), ‖v‖I×Ω := ‖v‖L2(0,T ;L2(Ω)).
The norm on L∞(0, T ;L2(Ω)) will be abbreviated by ‖v‖∞,2.
We will work with the weak formulation of the problem which reads as follows: For a given
right-hand side l ∈ L2(0, T ;L2(Ω)) and initial state d0 ∈ L2(Ω) find states (ϕ, d) ∈ V × X
satisfying
(5) B((ϕ, d), (ψ, λ)) = (l, ψ)I×Ω ∀(ψ, λ) ∈ V ×X
and the initial condition d(0) = d0 where the bilinear form B is given as
(6) B((ϕ, d), (ψ, λ)) = α(∇ϕ,∇ψ)I×Ω − β(d− ϕ, ψ)I×Ω + (∂td, λ)I×Ω + β
δ
(d− ϕ, λ)I×Ω.
For the discretization in time we will employ discontinuous piecewise constant finite ele-
ments. Therefore, we consider a partition of the time interval I = [0, T ] as
I = {0} ∪ I1 ∪ ... ∪ IM
with subintervals Im = (tm−1, tm] of length τm and time points
0 = t0 < t1 < ... < tM−1 < tM = T.
We set τ := max{τm : m = 1, ...,M}. The semidiscrete trial and test spaces are given as
V 0τ := {vτ ∈ V : vτ |Im ∈ P0(Im;H10 (Ω)), m = 1, ...,M},
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X0τ := {dτ ∈ L2(0, T ;L2(Ω)) : dτ |Im ∈ P0(Im;L2(Ω)), m = 1, ...,M}.
Note, that V 0τ ⊂ V but X0τ 6⊂ X . Moreover, V 0τ is dense in X0τ due to the dense embedding of
H10 (Ω)
d→֒ L2(Ω). We use the notation
(v, w)Im×Ω := (v, w)L2(Im;L2(Ω)) and ‖v‖Im×Ω := ‖v‖L2(Im;L2(Ω)).
To express the jumps possibly occurring at the nodes tm we define
v+τ,m := lim
t→0+
vτ (tm + t), v
−
τ,m := lim
t→0+
vτ (tm − t) = vτ (tm), [vτ ]m = v+τ,m − v−τ,m.
Note, that for functions piecewise constant in time the definition reduces to
v+τ,m = vτ (tm+1) =: vτ,m+1, v
−
τ,m = vτ (tm) =: vτ,m, [vτ ]m = vτ,m+1 − vτ,m.
The semidiscrete bilinear form B : (V 0τ ×X0τ )2 → R is given as
B((ϕτ , dτ ), (ψ, λ)) = α(∇ϕτ ,∇ψ)I×Ω − β(dτ − ϕτ , ψ)I×Ω
+
M∑
m=1
(∂tdτ , λ)Im×Ω +
β
δ
(dτ − ϕτ , λ)I×Ω +
M∑
m=2
([dτ ]m−1, λ
+
m−1) + (d
+
τ,0, λ
+
0 ).
Then, the semidiscrete state equation reads as follows: Find states (ϕτ , dτ ) ∈ V 0τ × X0τ such
that
(7) B((ϕτ , dτ), (ψ, λ)) = (l, ψ)I×Ω + (d0, λ
+
0 )
holds true for all (ψ, λ) ∈ V 0τ ×X0τ .
We will require the interpolation/projection onto X0τ and V
0
τ , respectively. Therefore, we de-
fine the semidiscrete interpolation operator πτ : C(I;L2(Ω))→ X0τ with πτd|Im ∈ P0(Im;L2(Ω))
via (πτd)(tm) = d(tm) for m = 1, ...,M . For the projection we employ the standard L2-
projection in time Pτ : L2(0, T ;L2(Ω)) → X0τ given by Pτϕ|Im := 1τm
∫
Im
ϕ(t)dt. Both opera-
tors will always be denoted by the same symbols despite possibly different domains and ranges.
Note, that if ϕ ∈ V then Pτϕ ∈ V 0τ as integration in time preserves the spatial regularity due to
the definition of the Bochner integral. In particular, we have
(8) (ϕ− Pτϕ, ψ)I×Ω = (∇ϕ−∇Pτϕ,∇ψ)I×Ω = 0
for any ψ ∈ V 0τ .
Next, we introduce the spatial discretization. We useH1-conforming finite elements in space.
Thus, we consider a quasi-uniform mesh Th of shape regular triangles T , which do not overlap
and cover the domain Ω. By hT we denote the size of the triangle T and h is the maximal
triangle size. On the mesh Th we construct two conforming finite element spaces
V 1h = {v ∈ C(Ω) : v|T ∈ P1(T ), T ∈ Th, v|∂Ω = 0},
X1h = {v ∈ C(Ω) : v|T ∈ P1(T ), T ∈ Th}.
Then, the space-time discrete finite element spaces are given by
V
0,1
τh = {v ∈ L2(0, T ;V 1h ) : v|Im ∈ P0(Im;V 1h )} ⊂ V 0τ ,
X
0,1
τh = {v ∈ L2(0, T ;X1h) : v|Im ∈ P0(Im;X1h)} ⊂ X0τ .
The time-space discretized state equation then reads as follows: Find states (ϕτh, dτh) ∈ V 0,1τh ×
X
0,1
τh such that
(9) B((ϕτh, dτh), (ψ, λ)) = (l, ψ)I×Ω + (d0, λ
+
0 )
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holds true for all (ψ, λ) ∈ V 0,1τh × X0,1τh . Note, that although we set X = H1(0, T ;L2(Ω)) as
the state space for d we choose a piecewise linear and continuous approximation in space for d.
This is due to the fact, that we will show higher spatial regularity of d in the next section, that
is d(t) ∈ H2(Ω) for all t ∈ [0, T ], provided that the initial datum d0 possesses this regularity.
For the projection onto V 0,1τh andX
0,1
τh wework with the standardL
2-projectionsP Vh : L
2(Ω)→
V 1h , P
X
h : L
2(Ω) → X1h in space on each subinterval Im and define the time-space projections
πVh : V
0
τ → V 0,1τh , πXh : X0τ → X0,1τh via (πVh z)(t) = P Vh (z(t)) and (πXh z)(t) = PXh (z(t)) respec-
tively. Furthermore, based on the Ritz-projection Rh : H10 (Ω)→ V 1h given as usual by
(∇Rhϕ,∇ψ) = (∇ϕ,∇ψ) ∀ψ ∈ V 1h
we define an alternative time-space projection onto V 0,1τh via ρh : V
0
τ → V 0,1τh , (ρhz)(t) = Rh(z(t)).
3. NUMERICAL ANALYSIS OF THE STATE EQUATION
3.1. The continuous problem. We first address the unique solvability of (5).
Proposition 3.1. For a fixed right-hand side l ∈ L2(0, T ;L2(Ω)) and initial state d0 ∈ L2(Ω)
there exists a unique solution (ϕ, d) ∈ V ×X of equation (5). The solution exhibits the improved
regularity
ϕ ∈L2(0, T ;H2(Ω) ∩H10 (Ω))
d ∈H1(0, T ;L2(Ω)) →֒ C(I;L2(Ω)).
Furthermore, if d0 ∈ H2(Ω), then we have d ∈ H1(0, T ;H2(Ω)).
Proof. The proof is similar to the proof of a corresponding result for the original damage model,
see [22, 25]. We only sketch the essential steps as we will need the notation later. If we skip
the dependence of time in (1) it is well known (cf. [13, 11]), that there exists a unique solution
ϕ = Φ(l, d) ∈ H2(Ω) ∩H10 (Ω) for every d, l ∈ L2(Ω) and
(10) ‖ϕ‖H2(Ω) ≤ C{‖d‖L2(Ω) + ‖l‖L2(Ω)}
holds true with a constant C > 0 only depending on the problem data but not on d or l. Here,
Φ: L2(Ω)× L2(Ω)→ H10 (Ω),Φ: (l, d) 7→ ϕ, denotes the solution operator of the elliptic PDE
(11) α(∇ϕ,∇ψ) + β(ϕ, ψ) = (βd+ l, ψ) ∀ψ ∈ H10 (Ω).
Thus, ϕ : [0, T ] → H10 (Ω), ϕ(t) := Φ(l(t), d(t)) f.a.a. t ∈ [0, T ], satisfies (1) for every fixed
l, d ∈ L2(0, T ;L2(Ω)). For Bochner-measurable l and d it is Bochner-measurable as well since
Φ is Lipschitz-continuous. The regularity ϕ ∈ L2(0, T ;H2(Ω)∩H10 (Ω)) may be concluded for
l, d ∈ L2(0, T ;L2(Ω)) , if we square and integrate in time on both sides of (10).
Next, we reduce the ODE onto the variable d via
(12) ∂td(t) = −β
δ
(d(t)− Φ(l(t), d(t))), d(0) = d0.
The reduced right-hand side f : [0, T ]× L2(Ω)→ L2(Ω), f(t, d) = −β
δ
(d−Φ(l(t), d)) is well-
defined and Lipschitz continuous with respect to the second argument for almost all t ∈ [0, T ].
Moreover, the Nemytskii-operator associated to f maps L2(0, T ;L2(Ω)) to L2(0, T ;L2(Ω)).
Therefore, the application of Picard-Lindelöf’s theorem in abstract function spaces (see [7] or
[25], Lem 5.7) yields the existence of a unique solution d ∈ X . The continuity of d in time is a
standard result (see for example [27], Thm. 3.1.41) for the Bochner space H1(0, T ;L2(Ω)).
If we have an initial datum d0 ∈ H2(Ω) then Picard-Lindelöf’s theorem also yields d ∈
H1(0, T ;H2(Ω)). 
Assumption 3.2. For the rest of this section, we assume that ϕ possesses higher regularity in
time, that is we assume ϕ ∈ H1(0, T ;L2(Ω)).
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We will comment on this assumption in the next section.
3.2. Semidiscretization in time. Wewill prove the existence of a unique solution of the semidis-
crete state equation (7) as well as stability estimates for a slightly more general problem by
adding an additional right-hand side (f, λ)I×Ω for a function f ∈ L2(0, T ;L2(Ω)):
(13) B((ϕτ , dτ ), (ψ, λ)) = (l, ψ)I×Ω + (f, λ)I×Ω + (d0, λ
+
0 ) ∀(ψ, λ) ∈ V 0τ ×X0τ .
Proposition 3.3. Let l, f ∈ L2(0, T ;L2(Ω)) and d0 ∈ L2(Ω) be given. Then (13) possesses a
unique solution (ϕτ , dτ) ∈ V 0τ ×X0τ . Moreover, if d0 ∈ H2(Ω) and f ∈ L2(0, T ;H2(Ω)), then
we also have dτ ∈ L2(0, T ;H2(Ω)).
Proof. The solution ϕτ ∈ V 0τ is given as ϕτ (t) =
M∑
m=1
ϕτ,mχIm(t) with ϕτ,m := Φ(Pτ l|Im , dτ,m)
while the existence of dτ,m ∈ L2(Ω) can be proven by applying Banach’s fixed point theorem
to the reduced fixed point equation in L2(Ω)
(14) dτ,m = dτ,m−1 − β
δ
τm(dτ,m − Φ(Pτ l|Im , dτ,m)) +
∫
Im
f(t)dt
on each subinterval Im, m = 1...,M, starting with dτ,0 = d0. We add
β
δ
τmdτ,m on both sides to
arrive at
(15) dτ,m = Fm(dτ,m) :=
1
1 + β
δ
τm

dτ,m−1 + β
δ
τmΦ(Pτ l|Im , dτ,m) +
∫
Im
f(t)dt

 .
Fm : L
2(Ω) → L2(Ω) is well-defined as Φ maps into H2(Ω) ∩ H10 (Ω) ⊂ L2(Ω) and due to
the definition of the Bochner integral. Moreover, Fm is a contraction for all m = 1, ...,M
independent of the size of τ as we will see in the following: Let p, q ∈ L2(Ω) be given. We
obtain
‖Fm(p)− Fm(q)‖ ≤
β
δ
τm
1 + β
δ
τm
‖Φ(Pτ l|Im , p)− Φ(Pτ l|Im , q)‖
≤
β
δ
τm
1 + β
δ
τm
‖p− q‖.
Note that the last inequality follows from the Lipschitz continuity of Φ: L2(Ω) × L2(Ω) →
L2(Ω) with respect to d, i.e. it holds
‖Φ(l, p)− Φ(l, q)‖ ≤ ‖p− q‖
with Lipschitz constant 1. Thus, Fm is a contraction and Banach’s fixed point theorem yields a
unique solution. The uniqueness of dτ on each subinterval then gives the uniqueness of ϕτ on
each subinterval and consequently the uniqueness of both functions on the whole time horizon.
The regularity of dτ,m solely relies on the regularity of d0, that is, if we assume that d0 ∈ H2(Ω)
and f ∈ L2(0, T ;H2(Ω)) then
dτ,m =
1
1 + β
δ
τm

dτ,m−1 + β
δ
τmΦ(Pτ l|Im , dτ,m) +
∫
Im
f(t)dt

 ∈ H2(Ω)
as well for all m = 1, ...,M as Φ maps L2(Ω) × L2(Ω) → H2(Ω) and due to the definition of
the Bochner integral. 
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Remark 3.4. Due to the dense embedding X
d→֒ L2(0, T ;L2(Ω)) and d ∈ C(0, T ;L2(Ω)) the
continuous solution (ϕ, d) ∈ V × X also satisfies the semidiscrete state equation. Therefore,
we have the property of Galerkin orthogonality
(16) B((ϕ− ϕτ , d− dτ ), (ψ, λ)) = 0 ∀(ψ, λ) ∈ V 0τ ×X0τ .
The first step in proving a priori error estimates is the derivation of stability estimates for the
solution of the semidiscrete state equation (7). We will establish them in several steps and start
with an estimate for ‖dτ‖∞,2:
Lemma 3.5. For the solution (ϕτ , dτ ) ∈ V 0τ ×X0τ of the semidiscrete state equation (13) with
right-hand sides l, f ∈ L1(0, T ;L2(Ω)) and initial state d0 ∈ L2(Ω) the stability estimate
(17) ‖dτ‖∞,2 ≤ C{‖d0‖+ ‖l‖L1(0,T ;L2(Ω)) + ‖f‖L1(0,T ;L2(Ω))}
holds true with a constant C > 0 independent of τ .
Proof. At first, by choosing the test functions to vanish outside of the subinterval Im, we reduce
the semidiscrete problem onto one subinterval
α(∇ϕτ ,∇ψ)Im×Ω − β(dτ − ϕτ , ψ)Im×Ω+
β
δ
(dτ − ϕτ , λ)Im×Ω + (dτ,m, λm)(18)
= (l, ψ)Im×Ω + (dτ,m−1, λm) + (f, λ)Im×Ω
form = 1, ...,M starting with dτ,0 := d0. Next, by choosing ψ = 0 and λm = dτ,m we arrive at
β
δ
τm‖dτ,m‖2 + ‖dτ,m‖2 ≤ ‖dτ,m−1‖‖dτ,m‖+ β
δ
τm‖ϕτ,m‖‖dτ,m‖+ ‖
∫
Im
f(t)dt‖‖dτ,m‖.
An estimate for ‖ϕτ,m‖ can be established by choosing ψ = ϕτ,m and λ = 0. This gives us
βτm‖ϕτ,m‖2 ≤ (l, ϕτ,m)Im×Ω + βτm(dτ,m, ϕτ,m)
≤ ‖
∫
Im
l(t)dt‖‖ϕτ,m‖+ βτm‖dτ,m‖‖ϕτ,m‖.
Division by βτm‖ϕτ,m‖ then leads to
(19) ‖ϕτ,m‖ ≤ 1
β
‖Pτ l|Im‖+ ‖dτ,m‖.
Now, the estimate for ‖dτ,m‖ may be continued by
(1 +
β
δ
τm)‖dτ,m‖ ≤ ‖dτ,m−1‖+ β
δ
τm
(
1
β
‖Pτ l|Im‖+ ‖dτ,m‖
)
+ ‖
∫
Im
f(t)dt‖
⇒ ‖dτ,m‖ ≤ ‖dτ,m−1‖+ 1
δ
‖l‖L1(Im;L2(Ω)) + ‖f‖L1(Im;L2(Ω)).
Induction then leads to
‖dτ,m‖ ≤ ‖d0‖+ 1
δ
‖l‖L1((0,tm];L2(Ω)) + ‖f‖L1((0,tm];L2(Ω)) ≤ ‖d0‖+
1
δ
‖l‖L1(I;L2(Ω)) + ‖f‖L1(I;L2(Ω))
for allm = 1, ...,M . Thus, we arrive at
‖dτ‖∞,2 ≤ C{‖d0‖+ ‖l‖L1(I;L2(Ω)) + ‖f‖L1(I;L2(Ω))}.

As the embeddings L∞(0, T ;L2(Ω)) →֒ L2(0, T ;L2(Ω)) →֒ L1(0, T ;L2(Ω)) are continuous
we have the following
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Corollary 3.6. For the solution (ϕτ , dτ ) ∈ V 0τ ×X0τ of the semidiscrete state equation (13) with
right-hand sides l, f ∈ L2(0, T ;L2(Ω)) and initial state d0 ∈ L2(Ω) the stability estimate
(20) ‖dτ‖I×Ω ≤ C{‖d0‖+ ‖l‖I×Ω + ‖f‖I×Ω}
holds true with a constant C > 0 independent of τ .
We are now able to prove the main theorem regarding stability estimates:
Theorem 3.7. For the solution (ϕτ , dτ) ∈ V 0τ ×X0τ of the dG(0) semidiscretized state equation
(13) with right-hand sides l, f ∈ L2(0, T ;L2(Ω)) and initial state d0 ∈ L2(Ω) the stability
estimate
(21)
‖∆ϕτ‖2I×Ω+‖∇ϕτ‖2I×Ω+‖ϕτ‖2I×Ω+‖dτ‖2I×Ω+
M∑
m=1
τ−1m ‖[dτ ]m−1‖2 ≤ C{‖l‖2I×Ω+‖f‖2I×Ω+‖d0‖2}
holds true with a constant C > 0 independent of τ . The jump term [dτ ]0 is defined as d
+
τ,0 − d0.
Proof. The theorem can be proven along the lines of [19], Thm. 4.1/4.3, to derive stability
estimates. The estimate for ‖ϕτ‖I×Ω follows by choosing ψ = ϕτ and λ = 0 in (18) and
summing up over all m = 1, ...,M together with the just derived estimate for ‖dτ‖2I×Ω. The
estimate for∆ϕτ and∇ϕτ follows after partial integration in space with the choice ψ = −∆ϕτ
and λ = 0. Last, the estimate for the jump terms may be concluded by choosing ψ = 0 and
λ = [dτ ]m−1. 
The above result is also applicable to dual equations. For given right-hand sides g1, g2 ∈
L2(0, T ;L2(Ω)) and a given terminal state pT ∈ L2(Ω) the corresponding dual equation is
given as
(22) B((ψ, λ), (zτ , pτ)) = (g1, ψ)I×Ω + (g2, λ)I×Ω + (pT , λ
−
M) ∀(ψ, λ) ∈ V 0τ ×X0τ
Note, that the semidiscrete bilinear form B can equivalently be expressed as
B((ψ, λ), (zτ , pτ)) = α(∇zτ ,∇ψ)I×Ω + (βzτ − β
δ
pτ , ψ − λ)I×Ω(23)
−
M∑
m=1
(∂tpτ , λ)Im×Ω −
M−1∑
m=1
([pτ ]m, λ
−
m) + (p
−
τ,M , λ
−
M)
for (zτ , pτ ), (ψ, λ) ∈ V 0τ ×X0τ .
Corollary 3.8. The semidiscrete dual equation (22) possesses a unique solution (zτ , pτ ) ∈
V 0τ ×X0τ for all g1, g2 ∈ L2(0, T ;L2(Ω)) and pT ∈ L2(Ω). Moreover, the stability estimate
(24)
‖∆zτ‖2I×Ω+‖∇zτ‖2I×Ω+‖zτ‖2I×Ω+‖pτ‖2I×Ω+
M∑
m=1
τ−1m ‖[pτ ]m‖2 ≤ C{‖g1‖2I×Ω+‖g2‖2I×Ω+‖pT‖2}
holds true with a constantC > 0 independent of τ . The jump term [pτ ]M is defined as pT −p−τ,M .
We now turn our attention to the a priori error estimates for the temporal discretization error.
We split the temporal errors as
edτ = d− dτ = d− πτd︸ ︷︷ ︸
=ηdτ
+ πτd− dτ︸ ︷︷ ︸
=ξdτ
eϕτ = ϕ− ϕτ = ϕ− Pτϕ︸ ︷︷ ︸
=ηϕτ
+Pτϕ− ϕτ︸ ︷︷ ︸
=ξϕτ
.
The course of the proof of temporal a priori error estimates is similar to the steps taken in
[19]. We first prove the boundedness of the error by the interpolation and projection errors,
respectively, and apply known error estimates for the interpolation and projection operators
afterwards.
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Lemma 3.9. For the projection errors ηϕτ , η
d
τ the equality
B((ηϕτ , η
d
τ ), (ψ, λ)) = −β(ηdτ , ψ)I×Ω +
β
δ
(ηdτ , λ)I×Ω
holds true for all (ψ, λ) ∈ V 0τ ×X0τ .
Proof. Similar to [19], Lem. 5.2, we use representation (23) for the semidiscrete bilinear form.
Due to the definition of πτd we have ηd,−τ,m = 0 for all m = 1, ...,M . Thus all these terms as
well as the terms containing temporal derivatives vanish. The L2(0, T ;L2(Ω))-scalar products
containing ηϕτ are zero for test functions ψ ∈ V 0τ ⊂ X0τ and λ ∈ X0τ due to the definition of Pτ
(see (8)). 
Lemma 3.10. The discretization error is bounded by the projection error, that is
‖eϕτ ‖I×Ω + ‖edτ‖I×Ω ≤ C{‖ηϕτ ‖I×Ω + ‖ηdτ‖I×Ω}
holds true.
Proof. The lemma can be proven following the arguments used in [19], Lem. 5.3. We consider
the dual equation
B((ψ, λ), (zτ , pτ )) = (e
ϕ
τ , ψ)I×Ω + (e
d
τ , λ)I×Ω ∀(ψ, λ) ∈ V 0τ ×X0τ .
If we set pT = 0 this equation has a unique solution (zτ , pτ ) ∈ V 0τ × X0τ . Then the following
representation holds due to the Galerkin orthogonality and Lemma 3.9
(eϕτ , e
ϕ
τ )I×Ω + (e
d
τ , e
d
τ )I×Ω = (ξ
ϕ
τ , e
ϕ
τ )I×Ω + (η
ϕ
τ , e
ϕ
τ )I×Ω + (ξ
d
τ , e
d
τ )I×Ω + (η
d
τ , e
d
τ )I×Ω
= (ηϕτ , e
ϕ
τ )I×Ω + (η
d
τ , e
d
τ )I×Ω +B((ξ
ϕ
τ , ξ
d
τ ), (zτ , pτ ))
= (ηϕτ , e
ϕ
τ )I×Ω + (η
d
τ , e
d
τ )I×Ω −B((ηϕτ , ηdτ ), (zτ , pτ ))
= (ηϕτ , e
ϕ
τ )I×Ω + (η
d
τ , e
d
τ )I×Ω + β(η
d
τ , zτ )I×Ω −
β
δ
(ηdτ , pτ)I×Ω.
Cauchy-Schwarz’s inequality and the stability estimates for dual solutions then lead to
‖eϕτ ‖2I×Ω + ‖edτ‖2I×Ω ≤ C(‖ηϕτ ‖I×Ω + ‖ηdτ‖I×Ω)(‖eϕτ ‖I×Ω + ‖edτ‖I×Ω).

This gives us the main result of this section. Due to Assumption 3.2 ϕ has the required
regularity.
Theorem 3.11. Let l ∈ L2(0, T ;L2(Ω)), d0 ∈ L2(Ω) and Assumption 3.2 be fulfilled. For the
errors eϕτ := ϕ− ϕτ and edτ := d− dτ between the continuous solutions (ϕ, d) ∈ V ×X of (5)
and the dG(0) semidiscretized solutions (ϕτ , dτ) ∈ V 0τ ×X0τ of (7), we have the error estimate
‖eϕτ ‖I×Ω + ‖edτ‖I×Ω ≤ Cτ{‖∂tϕ‖I×Ω + ‖∂td‖I×Ω}
with a constant C independent of the temporal discretization parameter τ .
Proof. It suffices to bound the interpolation error ‖ηdτ‖I×Ω and the projection error ‖ηϕτ ‖I×Ω. It
is well known that
‖ηdτ‖Im×Ω ≤ Cτm‖∂td‖Im×Ω
holds true for d. Due to Assumption 3.2 we know that ϕ is continuous in time. Therefore, πτ is
applicable to ϕ, maps into V 0τ and we have the same error estimate as above, namely
‖ϕ− πτϕ‖Im×Ω ≤ Cτm‖∂tϕ‖Im×Ω.
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The estimate for ηϕτ then follows due to the best approximation property of the L
2-projection.
Now,
‖eϕτ ‖2I×Ω + ‖edτ‖2I×Ω ≤ C{‖ηϕτ ‖2I×Ω + ‖ηdτ‖2I×Ω} = C
M∑
m=1
{‖ηϕτ ‖2Im×Ω + ‖ηdτ‖2Im×Ω}
≤ C
M∑
m=1
τ 2m{‖∂td‖2Im×Ω + ‖∂tϕ‖2Im×Ω} ≤ Cτ 2{‖∂td‖2I×Ω + ‖∂tϕ‖2I×Ω}
finishes the proof. 
3.3. Discretization in space. In this paragraph we deal with the space-time discretized state
equation which was given by (9). As we will need them later, we briefly summarize results well
known for the discretization in space of the PDE.
Lemma 3.12. Let l, d ∈ L2(Ω) be given. Then the variational problem
(25) α(∇ϕh,∇ψ) + β(ϕh, ψ) = (βd+ l, ψ) ∀ψ ∈ V 1h
possesses a unique solution ϕh ∈ V 1h and the solution operator Φh : L2(Ω) × L2(Ω) →
V 1h ,Φh(l, d) = ϕh, is Lipschitz continuous with the same Lipschitz constant as its counter-
part Φ. Furthermore, the spatial error between the solution Φ(l, d) of the continuous equation
(11) and the discrete solution Φh(l, d) of the discrete equation (25) is of order h2, that is there
exists a constant C > 0 independent of h, such that
(26) ‖Φ(l, d)− Φh(l, d)‖ ≤ Ch2‖∇2Φ(l, d)‖
holds true.
As the existence of a unique ϕτh(t) =
M∑
m=1
Φh(Pτ l|Im, dτh,m)χIm(t) is known from the above
lemma for every l ∈ L2(0, T ;L2(Ω)) and dτh ∈ X0,1τh the existence of a unique solution
(ϕτh, dτh) ∈ V 0,1τh × X0,1τh follows as in the semidiscrete case by applying Banach’s fixed point
theorem to the fixed point problem in X1h
(27) dτh,m = dτh,m−1 − β
δ
τm(dτh,m − Φh(Pτ l|Im, dτh,m))
for everym = 1, ...,M starting with dτh,0 := PXh (d0). This gives us
Lemma 3.13. Let l ∈ L2(0, T ;L2(Ω)) and d0 ∈ L2(Ω) be given. Then, the discrete state
equation (9) possesses a unique solution (ϕτh, dτh) ∈ V 0,1τh ×X0,1τh .
Moreover, because of V 0,1τh ⊂ V 0τ , X0,1τh ⊂ X0τ we directly have the spatial Galerkin orthogo-
nality of the error (eϕh , e
d
h) = (ϕτ − ϕτh, dτ − dτh), that is
(28) B((eϕh , e
d
h), (ψ, λ)) = 0 ∀(ψ, λ) ∈ V 0,1τh ×X0,1τh .
As in the last paragraph we split the spatial errors eϕh = ϕτ − ϕτh, edh = dτ − dτh as
e
ϕ
h = ϕτ − ϕτh = ϕτ − πVh ϕτ︸ ︷︷ ︸
=ηϕ
h
+ πVh ϕτ − ϕτh︸ ︷︷ ︸
=ξϕ
h
,
edh = dτ − dτh = dτ − πXh dτ︸ ︷︷ ︸
=ηd
h
+ πXh dτ − dτh︸ ︷︷ ︸
=ξd
h
.
We also require the dual solution (zτh, pτh) ∈ V 0,1τh ×X0,1τh of the following problem:
(29) B((ψ, λ), (zτh, pτh)) = (g1, ψ)I×Ω + (g2, λ)I×Ω ∀(ψ, λ) ∈ V 0,1τh ×X0,1τh
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with the terminal condition pT = 0 and g1 = e
ϕ
h , g2 = e
d
h.
We will derive spatial error estimates with the same technique used for the temporal error. In
particular, we need stability estimates for space-time discrete solutions. Fortunately, the results
of Theorem 3.7 and Corollary 3.8 also hold true for space-time discrete solutions with only
minor changes. We replace the Laplacian with its discrete counterpart ∆h : V 1h → V 1h defined
via
(∆hϕ, ψ) = −(∇ϕ,∇ψ) ∀ψ ∈ V 1h
and project the initial and final state onto X1h by means of the L
2-projection PXh . For the
convenience of the reader, we state the estimates for the space-time discrete solutions.
Theorem 3.14. For the solution (ϕτh, dτh) ∈ V 0,1τh × X0,1τh of the dG(0)cG(1) discretized state
equation (9) with right-hand side l ∈ L2(0, T ;L2(Ω)) and initial state d0 ∈ L2(Ω) the stability
estimate
(30)
‖∆hϕτh‖2I×Ω+‖∇ϕτh‖2I×Ω+‖ϕτh‖2I×Ω+‖dτh‖2I×Ω+
M∑
m=1
τ−1m ‖[dτh]m−1‖2 ≤ C{‖l‖2I×Ω+‖PXh d0‖2}
holds true with a constant C > 0 independent of τ and h. The jump term [dτh]0 is defined as
d+τh,0 − PXh d0.
Corollary 3.15. For the solution (zτh, pτh) ∈ V 0,1τh × X0,1τh of the discrete dual state equation
(29) with right-hand sides g1, g2 ∈ L2(0, T ;L2(Ω)) and final state pT ∈ L2(Ω) the stability
estimate
‖∆hzτh‖2I×Ω + ‖∇zτh‖2I×Ω + ‖zτh‖2I×Ω + ‖pτh‖2I×Ω+
M∑
m=1
τ−1m ‖[pτh]m‖2
(31)
≤ C{‖g1‖2I×Ω + ‖g2‖2I×Ω + ‖PXh pT‖2}
holds true with a constant C > 0 independent of τ and h. The jump term [pτh]M is defined as
PXh pT − p−τh,M .
Similar to Lemma 3.9 we have the following result
Lemma 3.16. For (ψ, λ) ∈ V 0,1τh ×X0,1τh we have the following identity for the projection errors
(32) B((ηϕh , η
d
h), (ψ, λ)) = α(∇ηϕh ,∇ψ)I×Ω −
β
δ
(ηϕh , λ)I×Ω
Proof. The assertion follows directly if we insert the projections errors into the original formu-
lation of the bilinear form and make use of the definition of πh. Note, that the scalar product
containing ηϕh and a test function in λ ∈ X0,1τh does not vanish as the projection error is orthogo-
nal only to the subspace V 0,1τh ⊂ X0,1τh . 
Next, we prove the boundedness of the errors by certain projection errors.
Lemma 3.17. There exists a constant C > 0 independent of τ and h such that the discretization
errors are bounded by projection errors, that is we have
(33) ‖eϕh‖I×Ω + ‖edh‖I×Ω ≤ C{‖ηϕh‖I×Ω + ‖ηdh‖I×Ω + ‖ϕτ − ρhϕτ‖I×Ω}.
Proof. Let (zτh, pτh) ∈ V 0,1τh × X0,1τh be the solution of the discrete dual equation (29) with
right-hand sides g1 = e
ϕ
h and g2 = e
d
h and terminal state pT = 0. By employing the spatial
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Galerkin-orthogonality we have the following representation of the error
(eϕh , e
ϕ
h)I×Ω + (e
d
h, e
d
h)I×Ω = (ξ
ϕ
h , e
ϕ
h)I×Ω + (η
ϕ
h , e
ϕ
h)I×Ω + (ξ
d
h, e
d
h)I×Ω + (η
d
h, e
d
h)I×Ω
= (ηϕh , e
ϕ
h)I×Ω + (η
d
h, e
d
h)I×Ω +B((ξ
ϕ
h , ξ
d
h), (zτh, pτh))
= (ηϕh , e
ϕ
h)I×Ω + (η
d
h, e
d
h)I×Ω −B((ηϕh , ηdh), (zτh, pτh))
= (ηϕh , e
ϕ
h)I×Ω + (η
d
h, e
d
h)I×Ω − α(∇ηϕh ,∇zτh)I×Ω +
β
δ
(ηϕh , pτh)I×Ω
= (ηϕh , e
ϕ
h)I×Ω + (η
d
h, e
d
h)I×Ω − α(∇(ϕτ − πVh ϕτ ),∇zτh)I×Ω +
β
δ
(ηϕh , pτh)I×Ω
Next, we apply the Ritz-projection to ϕτ . Afterwards, we are allowed to use the definition of
the discrete Laplacian. This leads to
(eϕh , e
ϕ
h)I×Ω + (e
d
h, e
d
h)I×Ω =
(ηϕh , e
ϕ
h)I×Ω + (η
d
h, e
d
h)I×Ω + α(ρhϕτ − πVh ϕτ ,∆hzτh)I×Ω +
β
δ
(ηϕh , pτh)I×Ω
≤ C(‖ηϕh‖I×Ω + ‖ηdh‖I×Ω)(‖eϕh‖I×Ω + ‖edh‖I×Ω + ‖pτh‖I×Ω)
+ α(‖ηϕh‖I×Ω + ‖ϕτ − ρhϕτ‖I×Ω)‖∆hzτh‖I×Ω.
Finally, with the stability estimates of Corollary 3.15 we obtain
(eϕh , e
ϕ
h)I×Ω + (e
d
h, e
d
h)I×Ω ≤ C(‖ηϕh‖I×Ω + ‖ηdh‖I×Ω + ‖ϕτ − ρhϕτ‖I×Ω)(‖eϕh‖I×Ω + ‖edh‖I×Ω).

We are now in the position to prove our main result regarding the spatial error. The required
regularity for dτ is assured if we assume d0 ∈ H2(Ω).
Theorem 3.18. Let l ∈ L2(0, T ;L2(Ω)) and d0 ∈ H2(Ω) be given. For the errors eϕh = ϕτ−ϕτh
and edh = dτ − dτh between the dG(0) semidiscretized solutions ϕτ ∈ V 0τ , dτ ∈ X0τ of (7) and
the fully dG(0)cG(1) discretized solutions ϕτh ∈ V 0,1τh , dτh ∈ X0,1τh of (9), we have the error
estimate
‖eϕh‖I×Ω + ‖edh‖I×Ω ≤ Ch2{‖∇2ϕτ‖I×Ω + ‖∇2dτ‖I×Ω},
where the constant C is independent of the mesh size h and the temporal discretization param-
eter τ .
Proof. Based on the previous results and due to the definition of πVh , π
X
h and ρh the estimate
directly follows from the approximation properties of the L2-projections P Vh , P
X
h and the Ritz-
projection Rh. 
To summarize the main results of this section, we state the overall error estimate:
Theorem 3.19. Let l ∈ L2(0, T ;L2(Ω)), d0 ∈ H2(Ω) and Assumption 3.2 be fulfilled. For the
errors ϕ−ϕτh and d− dτh between the continuous solutions ϕ ∈ V, d ∈ X of (5) and the fully
dG(0)cG(1) discretized solutions ϕτh ∈ V 0,1τh , dτh ∈ X0,1τh of (9), we have the error estimate
‖ϕ− ϕτh‖I×Ω + ‖d− dτh‖I×Ω ≤ Cτ{‖∂tϕ‖I×Ω + ‖∂td‖I×Ω}
+ Ch2{‖∇2ϕτ‖I×Ω + ‖∇2dτ‖I×Ω},
where the constant C is independent of the mesh size h and the temporal discretization param-
eter τ .
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4. ERROR ESTIMATES FOR THE ASSOCIATED OPTIMAL CONTROL PROBLEM
In this section we turn our attention towards an associated optimal control problem and its
discretization. To be more specific, we want to estimate the error between the continuous opti-
mal control and its space-time discretization of the following optimal control problem governed
by our PDE-ODE-system (1)-(4)
(34) min J(ϕ, d, l) =
1
2
‖ϕ− ϕd‖2I×Ω +
1
2
‖d− dd‖2I×Ω +
αl
2
‖l‖2I×Ω
with (ϕd, dd) ∈ L2(0, T ;L2(Ω))2 being two given desired states, αl > 0 being a regularization
parameter and (ϕ, d) ∈ V × X being the weak solution of (1)-(4) for the right hand side
l ∈ L2(0, T ;L2(Ω)). Before discretizing the control we first have a look at the optimal control
problem at the continuous, the semidiscretized and space-time discretized level. All these levels
of discretization will be referred to a variational approaches in accordance with [14]. The case
with a discrete control will be referred to as the fully discretized problem.
4.1. The optimal control problem on different levels of discretization. First, we define the
control-to-state operator S : L2(0, T ;L2(Ω))→ V ×X given by S(l) = (ϕ, d) = (S1(l), S2(l)).
Similar to [25], Rem. 3.24, and by means of [25], Lem. 5.10, it can be shown, that
S2 : L
2(0, T ;L2(Ω)) → X is Lipschitz continuous. Thus, S is Lipschitz continuous as well.
Using the control-to-state operator we can reduce the optimal control problem to the control
variable
(35) min j(l) := J(S(l), l) subject to l ∈ L2(0, T ;L2(Ω)).
Theorem 4.1. For given desired states ϕd, dd ∈ L2(0, T ;L2(Ω)), initial value d0 ∈ L2(Ω) and
αl > 0 the optimal control problem (35) admits a unique solution l ∈ L2(0, T ;L2(Ω)) with
corresponding state (ϕ, d) ∈ V ×X .
Proof. See [26], Thm. 2.16 for the proof of existence and uniqueness. 
The necessary optimality condition is given as
(36) j′(l)(δl) = ∂(ϕ,d)J(S(l), l)S
′(l)(δl) + ∂lJ(S(l), l)(δl) = 0 ∀δl ∈ L2(0, T ;L2(Ω)).
The derivative of the control-to-state operator S in direction δl is the solution of the same
variational problem with initial value δd(0) = 0 and right-hand side δl, that is S ′(l)(δl) =
(δϕ, δd) ∈ V ×X solves
(37) B((δϕ, δd), (ψ, λ)) = (δl, ψ)I×Ω ∀(ψ, λ) ∈ V ×X.
In particular, S ′ is independent of l.
Note, that due to the convexity of our problem the first order necessary optimality condition is
also sufficient. Next, we define the adjoint state (z, p) ∈ V ×X as the solution of the variational
problem
(38) B((ψ, λ), (z, p)) = (ϕ− ϕd, ψ)I×Ω + (d− dd, λ)I×Ω ∀(ψ, λ) ∈ V ×X
with (ϕ, d) ∈ V × X being the solution of the forward problem. The existence of a unique
adjoint state can be proven with exactly the same arguments used to show existence of a unique
solution of the primal problem. The ODE running backwards in time can be transformed via
ρ(t) = T −t into an ODE running forward in time with initial value p˜(0) = 0. Using the adjoint
equation we can reformulate the first order necessary optimality condition as
(39) j′(l)(δl) = (αll + z, δl)I×Ω = 0 ∀δl ∈ L2(0, T ;L2(Ω)).
In particular, this means that l = − 1
αl
z ∈ V .
Before we proceed to the semidiscretized level we will first have a look at the temporal regularity
of the optimal state ϕ. Recall, that we had to assume ϕ ∈ H1(0, T ;L2(Ω)) in the last section.
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We will now prove that the optimal state ϕ indeed possesses this regularity if the desired states
are more regular in time. The proof of the next theorem relies on a result for absolute continuity
of a function f ∈ L2(0, T ;L2(Ω)).
Lemma 4.2. Let g : [0, T ] → L2(Ω) be absolutely continuous on [0, T ]. If for a function f ∈
L2(0, T ;L2(Ω))
‖f(t1)− f(t2)‖ ≤ C‖g(t1)− g(t2)‖ f.a.a t1, t2 ∈ (0, T )
then f is absolutely continuous on [0, T ] as well.
Proof. The assertion can be proven by standard arguments. 
Theorem 4.3. Let ϕd, dd ∈ H1(0, T ;L2(Ω)) be two given desired states and let l ∈ L2(0, T ;L2(Ω))
be the optimal control for the problem (35) with associated optimal state (ϕ, d) ∈ V × X and
adjoint state (z, p) ∈ V ×X . Then we have the improved regularity
ϕ, z, l ∈ H1(0, T ;L2(Ω))
Proof. At first we will show the existence of weak temporal derivatives for l, ϕ and z. According
to [27] a function belongs to W 1,1(0, T ;L2(Ω)) (and thus is differentiable almost everywhere)
if and only if it is absolutely continuous w.r.t. time. We have a look at the optimality system
(5),(38) and (39) pointwisely in time, that is
α(∇ϕ(t),∇ψ) + β(ϕ(t), ψ)− β(d(t), ψ)+(∂td(t), λ) + β
δ
(d(t)− ϕ(t)), λ) = (l(t), ψ)
α(∇z(t),∇ω) + β(z(t), ω − v)− β
δ
(p(t),ω − v)− (∂tp(t), v)
= (ϕ(t)− ϕd(t), ω) + (d(t)− dd(t), v)
(l(t) +
1
αl
z(t), δl) = 0
holds true for ψ, ω ∈ H10 (Ω), λ, v, δl ∈ L2(Ω) and for almost all t ∈ [0, T ]. At first, according
to the third equation we have z(t) = −αll(t) and are thus allowed to insert this into the second
equation. At the same time we choose λ = 0 and v = 0 as we only work with the elliptic
equations. If we consider the system for two different time points t1 and t2 (assuming that all
functions exist for these two time points) and subtract the equations which belong together we
obtain
α(∇(ϕ(t1)− ϕ(t2)),∇ψ) + β(ϕ(t1)− ϕ(t2), ψ)− β(d(t1)− d(t2), ψ) = (l(t1)− l(t2), ψ)
−αlα(∇(l(t1)− l(t2)),∇ω)− αlβ(l(t1)− l(t2), ω)
= (ϕ(t1)− ϕ(t2)− (ϕd(t1)− ϕd(t2)), ω) + β
δ
(p(t1)− p(t2), ω)
Testing the forward problem with ψ = αl(l(t1)− l(t2)), the adjoint equation with w = ϕ(t1)−
ϕ(t2) and addition of both equations then yields
0 = αl‖l(t1)− l(t2)‖2 + ‖ϕ(t1)− ϕ(t2)‖2 + αlβ(d(t1)− d(t2), l(t1)− l(t2))
+
β
δ
(p(t1)− p(t2), ϕ(t1)− ϕ(t2))− (ϕd(t1)− ϕd(t2), ϕ(t1)− ϕ(t2)).
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Next, with Cauchy-Schwarz’ inequality and Young’s inequality we obtain
αl‖l(t1)− l(t2)‖2 + ‖ϕ(t1)− ϕ(t2)‖2 ≤ αlβ 1
2ε1
‖d(t1)− d(t2)‖2 + 1
2
αlβε1‖l(t1)− l(t2)‖2
+
β
δ
1
2ε2
‖p(t1)− p(t2)‖2 + β
δ
ε2
2
‖ϕ(t1)− ϕ(t2)‖2
+
1
2ε3
‖ϕd(t1)− ϕd(t2)‖2 + ε3
2
‖ϕ(t1)− ϕ(t2)‖2.
We choose ε1 =
1
β
, ε2 =
δ
2β
, ε3 = 1 such that αl − 12αlβε1 = αl2 > 0, 1 − βδ ε22 − ε32 = 14 > 0.
Finally, we obtain
(40)
‖l(t1)−l(t2)‖2+‖ϕ(t1)−ϕ(t2)‖2 ≤ C{‖d(t1)−d(t2)‖2+‖p(t1)−p(t2)‖2+‖ϕd(t1)−ϕd(t2)‖2}
with a constant C > 0 independent of time. This inequality holds true for almost all t1, t2 ∈
[0, T ] with the right-hand side existing for all t1, t2 ∈ [0, T ]. Then, the absolute continuity of
d, p and ϕd gives the absolute continuity of ϕ and l as thus also of z according to Lemma 4.2.
This means, the three functions are almost everywhere differentiable w.r.t. time and we have
ϕ, z, l ∈ W 1,1(0, T ;L2(Ω)). In particular, we have the existence of weak temporal derivatives
which at least belong to L1(0, T ;L2(Ω)).
In the second part of the proof, we will show, that these weak temporal derivatives actually
belong to L2(0, T ;L2(Ω)). Since a function y ∈ W 1,1(0, T ;L2(Ω)) is differentiable almost
everywhere, we have that
∂ty(t) = lim
hց0
y(t+ h)− y(t)
h
has to hold true for almost all t ∈ [0, T ] (see [27], Thm. 3.1.40.). We can use this prop-
erty to directly compute the temporal derivatives of l, ϕ and z by employing the definition of
ϕ(t) = Φ(d(t), l(t)) and z(t) = Φ(1
δ
p(t), ϕ(t) − ϕd(t)) and l(t) = − 1αl z(t). One obtains
that the temporal derivatives of y = ϕ, z, l are given as ∂tϕ(t) = Φ(∂td(t), ∂tl(t)), ∂tz(t) =
Φ(1
δ
∂tp(t), ∂t(ϕ(t)− ϕd(t))) and ∂tl(t) = − 1αl∂tz(t). As Φ maps L2(Ω) × L2(Ω) to H10 (Ω) ∩
H2(Ω) we have ∂tϕ(t), ∂tz(t), ∂tl(t) ∈ H10 (Ω) and are thus allowed to choose them as test
functions. An estimation analogously to the above one then yields
‖∂tl(t)‖2 + ‖∂tϕ(t)‖2 ≤ C
(‖∂td(t)‖2 + ‖∂tp(t)‖2 + ‖∂tϕd(t)‖2) .
Since all terms on the right-hand side belong to L1(0, T ) the same has to hold true for the left-
hand side. Thus, we have ∂tϕ, ∂tl ∈ L2(0, T ;L2(Ω)) and consequently ∂tz ∈ L2(0, T ;L2(Ω)).
This finishes the proof. 
On the semidiscretized level, that is the control is not discretized yet but the states are already
discretized in time, we consider the optimal control problem
(41) min jτ (l) = J(Sτ (l), l) subject to l ∈ L2(0, T ;L2(Ω))
with Sτ : L2(0, T ;L2(Ω)) → V 0τ ×X0τ being the solution operator of the semidiscretized state
equation (7), that is Sτ (l) = (ϕτ , dτ).
Lemma 4.4. The optimal control problem (41) admits for αl > 0 a unique solution lτ ∈
L2(0, T ;L2(Ω)) with corresponding state (ϕτ , dτ ) ∈ V 0τ ×X0τ .
Proof. The assertion can be proven with exactly the same arguments as in the proof on the
continuous level. 
On this level of discretization the first order optimality condition reads
(42) j′τ (lτ )(δl) = 0 ∀δl ∈ L2(0, T ;L2(Ω)).
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Using the semidiscrete adjoint state (zτ , pτ ) ∈ V 0τ ×X0τ given as the solution of the semidiscrete
adjoint equation
(43) B((ψ, λ), (zτ , pτ )) = (ϕτ − ϕd, ψ)I×Ω + (dτ − dd, λ)I×Ω ∀(ψ, λ) ∈ V 0τ ×X0τ
the first order necessary optimality condition can equivalently be expressed as
(44) (αllτ + zτ , δl)I×Ω = 0 ∀δl ∈ L2(0, T ;L2(Ω)).
Note, that the unique solvability of (43) is guaranteed by Lemma 3.8 with right-hand sides
g1 = ϕτ − ϕd, g2 = dτ − dd ∈ L2(0, T ;L2(Ω)) and terminal condition pT = 0. Furthermore,
we have lτ = − 1αl zτ ∈ V 0τ .
The optimization problem governed by the fully discretized PDE-ODE-System again with a
continuous control reads
(45) min jτh(l) = J(Sτh(l), l) subject to l ∈ L2(0, T ;L2(Ω))
with Sτh : L2(0, T ;L2(Ω)) → V 0,1τh ×X0,1τh , Sτh(l) = (ϕτh, dτh) being the solution operator of
the fully discretized state equation (9). The existence of a unique solution follows directly from
the unique solvability on the semidiscrete level. Similarly, the first order necessary optimality
condition
(46) j′τh(lτh)(δl) = 0 ∀δl ∈ L2(0, T ;L2(Ω))
can equivalently be expressed as
(47) (αllτh + zτh, δl)I×Ω = 0 ∀δl ∈ L2(0, T ;L2(Ω))
with (zτh, pτh) ∈ V 0,1τh ×X0,1τh being the solution of the fully discrete adjoint equation
(48) B((ψ, λ), (zτh, pτh)) = (ϕτh−ϕd, ψ)I×Ω+(dτh−dd, λ)I×Ω ∀(ψ, λ) ∈ V 0,1τh ×X0,1τh .
A direct consequence of (47) is lτh ∈ V 0,1τh .
4.2. A priori error estimates for the optimal control. Since l ∈ V we intend to discretize
the controls corresponding to the states, that is we apply a dG(0)cG(1) discretization. Thus, we
choose the finite dimensional subspace Lσ ⊂ L2(0, T ;L2(Ω)) as
Lσ = {l ∈ L2(0, T ;V 1h ) : l|Im ∈ P0(Im;V 1h ), 1 ≤ m ≤M} = V 0,1τh .
Then, the fully discretized optimal control problem reads as follows
(49) min jτh(l) = J(Sτh(l), l) subject to l ∈ Lσ.
We want to derive a priori error estimates for the solution of this control problem. The solution
will be denoted with lσ. Note, that we can prove lσ = lτh, a phenomenon first discussed in [14].
Indeed, we have due to the first order optimality condition on the space-time discretized level
lτh =
1
αl
zτh ∈ V 0,1τh = Lσ.
Thus, lτh ∈ Lσ fulfills the necessary optimality condition on the completely discretized level
for all directions δl ∈ Lσ ⊂ L2(0, T ;L2(Ω)). Due to the uniqueness of the optimal control we
have lσ = lτh. Therefore, it suffices to bound the error ‖l − lτh‖I×Ω which we will do in the
following.
We start with an estimate for the error between the adjoint states on the continuous and on
the space-time discretized level. We can employ the same arguments as in the previous section
and therefore will only sketch the essential steps.
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Lemma 4.5. Let (z, p) ∈ V × X be the solution of the adjoint state system (38) on the con-
tinuous level and (zτh, pτh) ∈ V 0,1τh × X0,1τh be the solution of the adjoint state system (48) on
the space-time discretized level corresponding to the optimal control l ∈ V with continuous
state (ϕ, d) ∈ V × X , semidiscrete state (ϕτ , dτ ) ∈ V 0τ × X0τ and space-time discrete state
(ϕτh, dτh) ∈ V 0,1τh ×X0,1τh . Then we have the following error estimate
‖z − zτh‖I×Ω + ‖p− pτh‖I×Ω ≤Cτ{‖∂tϕ‖I×Ω + ‖∂td‖I×Ω + ‖∂tz‖I×Ω + ‖∂tp‖I×Ω}
+Ch2{‖∇2ϕτ‖I×Ω + ‖∇2dτ‖I×Ω + ‖∇2zτ‖I×Ω + ‖∇2pτ‖I×Ω}.
Proof. We cannot employ the arguments used in the previous section directly as we are lacking
Galerkin orthogonality of the temporal and spatial errors. This is due to the discretization of the
primal state variables on the right-hand side. Instead we have
(50) B((ψ, λ), (ezτ , e
p
τ )) = (ϕ− ϕτ , ψ)I×Ω + (d− dτ , λ)I×Ω ∀(ψ, λ) ∈ V 0τ ×X0τ
for the temporal errors ezτ = z − zτ , epτ = p− pτ . Furthermore,
(51) B((ψ, λ), (ezτh, e
p
τh)) = (ϕτ − ϕτh, ψ)I×Ω + (dτ − dτh, λ)I×Ω ∀(ψ, λ) ∈ V 0,1τh ×X0,1τh
holds true for the spatial errors ezτh = zτ − zτh, epτh = pτ − pτh. We split the proof in several
parts.
(1) First we derive an estimate for the temporal error. We will employ exactly the same
arguments as for the temporal error for the primal variables and just use (50) whenever
the temporal Galerkin orthogonality is used.
Thus, consider the solution (ϕ˜τ , d˜τ) ∈ V 0τ ×X0τ of the auxiliary variational problem
B((ϕ˜τ , d˜τ), (ψ, λ)) = (e
z
τ , ψ)I×Ω + (e
p
τ , λ)I×Ω ∀(ψ, λ) ∈ V 0τ ×X0τ
which possesses a unique solution (ϕ˜τ , d˜τ ) ∈ V 0τ × X0τ according to Proposition 3.3.
With the usual notation we have
‖ezτ‖2I×Ω + ‖epτ‖2I×Ω = B((ϕ˜τ , d˜τ), (ξzτ , ξpτ )) + (ezτ , ηzτ )I×Ω + (epτ , ηpτ )I×Ω
= −B((ϕ˜τ , d˜τ ), (ηzτ , ηpτ )) + (ϕ− ϕτ , ϕ˜τ )I×Ω + (d− dτ , d˜τ)I×Ω
+ (ezτ , η
z
τ )I×Ω + (e
p
τ , η
p
τ )I×Ω.
From here, we mimic the steps taken in the proof of Lemma 3.10 and employ the stabil-
ity estimates for primal solutions which results in
‖ezτ‖I×Ω + ‖epτ‖I×Ω ≤ C{‖ηzτ‖I×Ω + ‖ηpτ‖I×Ω + ‖ϕ− ϕτ‖I×Ω + ‖d− dτ‖I×Ω}.
Thus, the already derived temporal errors estimates for the primal solutions and the
usual projection error estimates yield
‖z − zτ‖I×Ω + ‖p− pτ‖I×Ω ≤ Cτ{‖∂tϕ‖I×Ω + ‖∂td‖I×Ω + ‖∂tz‖I×Ω + ‖∂tp‖I×Ω}.
(2) For the error estimation of the spatial error we make use of the auxiliary problem
(52) B((ϕ˜τh, d˜τh), (ψ, λ)) = (e
z
τh, ψ)I×Ω + (e
p
τh, λ)I×Ω ∀(ψ, λ) ∈ V 0,1τh ×X0,1τh
which possesses a unique solution (ϕ˜τh, d˜τh) ∈ V 0,1τh ×X0,1τh . Then we have
‖ezτh‖2I×Ω + ‖epτh‖2I×Ω = (ezτh, ηzh)I×Ω + (epτh, ηph)I×Ω +B((ϕ˜τh, d˜τh), (ξzh, ξph))
= (ezτh, η
z
h)I×Ω + (e
p
τh, η
p
h)I×Ω −B((ϕ˜τh, d˜τh), (ηzh, ηph))
+ (ϕτ − ϕτh, ϕ˜τh)I×Ω + (dτ − dτh, d˜τh)I×Ω.
18 OPTIMAL CONTROL OF A LINEAR PDE-ODE SYSTEM
We can employ the same arguments as in the proofs of Lemmata 3.16 and 3.17 and
arrive at
‖ezτh‖2I×Ω + ‖epτh‖2I×Ω ≤ C(‖ηzh‖I×Ω + ‖zτ − ρhzτ‖I×Ω + ‖ηph‖I×Ω
+ ‖ϕτ − ϕτh‖I×Ω + ‖dτ − dτh‖I×Ω)(‖ezτh‖I×Ω + ‖epτh‖I×Ω)
The usual projection error estimates as well as the spatial error estimates for primal
solutions then lead to the desired estimate for the spatial error
‖ezτh‖I×Ω + ‖epτh‖I×Ω ≤ Ch2{‖∇2ϕτ‖I×Ω + ‖∇2dτ‖I×Ω + ‖∇2zτ‖I×Ω + ‖∇2pτ‖I×Ω}.

We are now in the position to give an estimate for the optimal control:
Theorem 4.6. The error between the optimal control l ∈ L2(0, T ;L2(Ω)) of the optimal control
problem (35) and the solution lτh ∈ Lσ of the fully discretized optimal control problem (49) can
be estimated as
‖l − lτh‖I×Ω ≤C
αl
τ{‖∂tϕ‖I×Ω + ‖∂td‖I×Ω + ‖∂tz‖I×Ω + ‖∂tp‖I×Ω}
+
C
αl
h2{‖∇2ϕτ‖I×Ω + ‖∇2dτ‖I×Ω + ‖∇2zτ‖I×Ω + ‖∇2pτ‖I×Ω}
with ϕ, d, ϕτ , dτ and z, p, zτ , pτ being the optimal states and adjoint states corresponding to l
on the continuous and on the semidiscrete level. The constant C > 0 is independent of the mesh
size h as well as the temporal discretization parameter τ .
Proof. The proof is based on ideas from [14]. Let z = z(l) ∈ V be the first (continuous) adjoint
state corresponding to the control l and let zσ = zτh(lτh) ∈ V 0,1τh be the first (discrete) adjoint
state corresponding to the control lτh. Moreover, let zτh = zτh(l) ∈ V 0,1τh be the first (discrete)
state corresponding to the control l. All other solutions are denoted by the same system. Due to
the first order necessary optimality conditions (39) and (47) we have
(αll + z, l − lτh)I×Ω = 0
(αllτh + zσ, l − lτh)I×Ω = 0.
Subtraction of both equations yields
αl‖l − lτh‖2I×Ω = (z − zσ, lτh − l)I×Ω
= (z − zτh, lτh − l)I×Ω + (zτh − zσ, lτh − l)I×Ω.
We have the following estimate for the second term due to the definition of the discrete state
and adjoint equation
(zτh − zσ, lτh − l)I×Ω = B((ϕσ − ϕτh, dσ − dτh), (zτh − zσ, pτh − pσ))
= (ϕτh − ϕd, ϕσ − ϕτh)I×Ω + (dτh − dd, dσ − dτh)I×Ω
− (ϕσ − ϕd, ϕσ − ϕτh)I×Ω − (dσ − dd, dσ − dτh)I×Ω
= (ϕτh − ϕσ, ϕσ − ϕτh)I×Ω + (dτh − dσ, dσ − dτh)I×Ω ≤ 0.
Thus, we have
αl‖l − lτh‖2I×Ω ≤ (z − zτh, lτh − l)I×Ω.
The assertion now follows by applying Cauchy-Schwarz’ inequality to the right-hand side in
combination with the error estimate for adjoint states from lemma 4.5. 
We have the following
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Corollary 4.7. Let (ϕ, d) ∈ V × X be the solution of the state equation corresponding to the
optimal control l ∈ L2(0, T ;L2(Ω)) on the continuous level and let (ϕσ, dσ) ∈ V 0,1τh ×X0,1τh be
the solution of the discrete state equation corresponding to the optimal control lτh ∈ Lσ. Then
we have the error estimate
‖ϕ− ϕσ‖I×Ω ≤ ‖ϕ− ϕτh‖I×Ω + C‖l − lτh‖I×Ω
‖d− dσ‖I×Ω ≤ ‖d− dτh‖I×Ω + C‖l − lτh‖I×Ω
with C > 0 being the same constant as in the stability estimate (21).
5. NUMERICAL EXAMPLES
In this section we present a numerical example and validate the proven rates of convergence
for the discretization of our linear model problem for a given right-hand side l as well as for
an associated optimal control problem numerically. All the computations have been performed
with the finite element tool box FEniCS, see [18]. For the mere simulation of the linear model
problem, consider the following example with a known solution. We set Ω = (0, 1)2 and T = 1,
that is I = [0, 1]. Furthermore, the parameters are chosen as α = 1, β = 1 and δ = 0.1. For the
right-hand side
l(t, x, y) = sin(πx) sin(πy) exp(t)(β + 2απ2)− β β
β + δ
sin(πx) sin(πy)(exp(t)− exp(−β
δ
t))
and the initial condition d0 = 0 the solution is given by
ϕ(t, x, y) = sin(πx) sin(πy) exp(t)
d(t, x, y) =
β
β + δ
sin(πx) sin(πy)(exp(t)− exp(−β
δ
t)).
We will provide error estimates in two steps. First, we keep the spatial discretization parameter
h fixed and refine the temporal discretization parameter τ . In the second part, we fix τ and
decrease the spatial discretization parameter. For simplicity, we use equidistant meshes both in
space and time.
h/
√
2 2
−8
2
−9
τ ‖ϕ− ϕτh‖I×Ω EOC ‖d− dτh‖I×Ω EOC ‖ϕ− ϕτh‖I×Ω EOC ‖d− dτh‖I×Ω EOC
2
−3 0.001617 - 0.033285 - 0.001607 - 0.033279 -
2
−5 0.000512 0.82 0.010362 0.84 0.000502 0.84 0.010356 0.84
2
−7 0.000148 0.89 0.002764 0.95 0.000136 0.94 0.002758 0.95
2
−9 5.54e-05 0.71 0.000709 0.98 3.75e-05 0.94 0.000702 0.99
2
−11 3.75e-05 0.28 0.000186 0.96 1.38e-05 0.72 0.000178 0.99
2
−13 3.44e-05 0.06 5.94e-05 0.83 9.38e-06 0.28 4.66e-05 0.97
Refinement of the time steps for N = 66049(left) and N = 263169(right) nodes
τ 2−9 2−12
h/
√
2 ‖ϕ− ϕτh‖I×Ω EOC ‖d− dτh‖I×Ω EOC ‖ϕ− ϕτh‖I×Ω EOC ‖d− dτh‖I×Ω EOC
2
−3 0.032623 - 0.029018 - 0.032578 - 0.028826 -
2
−4 0.008523 1.93 0.007740 1.90 0.008504 1.93 0.007541 1.93
2
−5 0.002163 1.97 0.002195 1.81 0.002150 1.98 0.001925 1.97
2
−6 0.000552 1.97 0.000947 1.21 0.000540 1.99 0.000507 1.92
2
−7 0.000150 1.88 0.000741 0.35 0.000136 1.99 0.000166 1.61
2
−8 0.000055 1.44 0.000709 0.06 0.000035 1.96 0.000100 0.73
Refinement of the spatial discretization forM = 512(left) andM = 4096(right) time steps
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M
10 1 10 2 10 3 10 4
10 -6
10 -5
10 -4
10 -3
10 -2
10 -1
ϕ− ϕτh
d− dτh
O(τ)
M
10 1 10 2 10 3 10 4
10 -6
10 -5
10 -4
10 -3
10 -2
10 -1
ϕ− ϕτh
d− dτh
O(τ)
FIGURE 1. Refinement of the temporal discretization for N = 66049(left) and
N = 263169(right) nodes
The first table and figure 1 depict the development of the error under refinement of the temporal
discretization parameter τ for two different spatial discretizations. We can see the expected
linear convergence in time until the spatial discretization error becomes dominant. Moreover,
we find that the error for the function ϕ is smaller than the error for the function d and therefore
finer grids in space are needed to illustrate the stated rate of convergence in time for the function
ϕ. The behavior of the errors switches if we fix the temporal discretization parameter and refine
the spatial discretization parameter h. In this case we already observe the stated quadratic rate
of convergence for the error of the function ϕ on a more coarse time grid while we require a
finer discretization in time to validate the spatial rate of convergence also for the error of the
function d. This behavior is illustrated in the second table and figure 2, respectively.
Based on this example for the simulation, we now solve an associated optimal control problem
by applying a conjugate gradient method to the reduced problem. Therefore, we consider the
following objective
J(ϕ, d, l) =
1
2
‖ϕ− ϕd‖2I×Ω +
1
2
‖d− dd‖2I×Ω +
1
2
‖l − ld‖2I×Ω
with desired states ϕd = ϕ and dd = d given as above. Usually, ld is set to zero, but in this
case we set ld = l. The presence of ld alters the variational inequality in the optimality system
and therefore changes the gradient of the reduced objective but it has no influence on the error
estimation. Adding the function ld to the objective has the advantage, that the global solution of
the optimal control problem is trivial and the minimal objective value is zero. As before we will
provide the errors for the optimal control l in two steps. The third table and figure 3 illustrate
the proven rate of convergence for the error of the optimal control variable l.
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N
10 2 10 3 10 4
10 -5
10 -4
10 -3
10 -2
10 -1
ϕ− ϕτh
d− dτh
O(h2)
N
10 2 10 3 10 4
10 -5
10 -4
10 -3
10 -2
10 -1
ϕ− ϕτh
d− dτh
O(h2)
FIGURE 2. Refinement of the spatial discretization forM = 512(left) andM =
4096(right) time steps
h/
√
2 2
−7
2
−8 τ 2−9 2−12
τ ‖l − lσ‖I×Ω EOC ‖l − lσ‖I×Ω EOC h/
√
2 ‖l − lσ‖I×Ω EOC ‖l − lσ‖I×Ω EOC
2
−3 0.001394 - 0.001395 - 2−3 0.002830 - 0.002820 -
2
−5 0.000439 0.88 0.000436 0.83 2−4 0.000766 1.88 0.000757 1.89
2
−7 0.000118 0.94 0.000114 0.96 2−5 0.000203 1.91 0.000193 1.97
2
−9 3.49e-05 0.88 3.01e-05 0.96 2−6 6.40e-05 1.66 5.01e-05 1.95
2
−11 1.73e-05 0.50 1.10e-05 0.72 2−7 3.49e-05 0.87 1.55e-05 1.69
Left: Refinement of the time steps for N = 16641 and N = 66049 nodes, Right: Refinement of the
spatial discretization forM = 512 andM = 4096 time steps
22 OPTIMAL CONTROL OF A LINEAR PDE-ODE SYSTEM
M
10 1 10 2 10 3
10 -6
10 -5
10 -4
10 -3
10 -2
N=16641
N=66049
O(τ)
N
10 2 10 3 10 4
10 -6
10 -5
10 -4
10 -3
10 -2
M=512
M=4096
O(h 2)
FIGURE 3. Errors ‖l − lσ‖I for different spatial and temporal mesh refinements
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