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Abstract
We study the Laplace transform on Hardy spaces on a class of convex domains in Cn. We obtain a
Paley–Wiener theorem with a norm that characterizes the entire functions of exponential type which
occur as Laplace transforms. This is done by using the Fantappiè transform and the Borel transform
to rewrite the Laplace transform and reduce the problem to known theorems in one complex variable.
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Résumé
Nous étudions la transformée de Laplace dans des espace de Hardy sur des domaines convexes et
lisses dans Cn. Nous obtenons un théorème de type Paley–Wiener, avec une norme qui caractérise
les fonctions holomorphes de type exponentiel obtenues comme des transformées de Laplace. La
méthode est de récrire la transformée de Laplace avec la transformée de Fantappiè et la transformée
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1. Introduction
It is an old technique to represent the dual space of some space of functions by using
the Laplace transform. For an example, consider the Hilbert space L2((−1,1)). Every
function g ∈L2((−1,1)) defines a continuous functional T by f → (f, g), and its Laplace
transform T̂ (z)= T (e〈z,·〉) is an entire function in C. By the Cauchy–Schwarz inequality
we immediately get that
|T̂ (z)| Ce|Re z|  Ce|z|. (1)
The Paley–Wiener theorem is the converse of this.
Theorem 1 (Paley–Wiener). Suppose that f (z) is an entire function in C such that
|f (z)| CeA|z| (2)
for some A> 0, and
∞∫
−∞
|f (iy)|2 dy <∞. (3)
Then there is a g ∈ L2((−A,A)) such that f (z)= ∫ A−A etzg(t) dt .
There is another way of looking at this. Let us restrict the functional T to act on entire
functions h. We then get a continuous functional on the space of entire functions, i.e. an
analytic functional (see Section 3 below). If we let γ be a contour around the interval
(−1,1) in C we get
T (h)=
1∫
−1
h(t)g(t) dt =
1∫
−1
(
1
2π i
∫
γ
h(z)
z− t dz
)
g(t)dt
= 1
2π i
∫
γ
h(z)
( 1∫
−1
g(t)
z− t dt
)
dz,
where the inner integral defines a function which is analytic in the complement of the
interval (−1,1).
If φ is an analytic function in the complement of some other compact set K , then it
defines an analytic functional µ in the same way by
µ(h)=
∫
γ
h(z)φ(z)dz (4)
for some contour γ around K . Since this integral by Cauchy’s theorem is independent of
the contour γ we get that the functional µ is carried by the compact K in the sense that
for every open set ω ⊃K
|µ(h)| Cω sup
ζ∈ω
|h(ζ )|.
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In particular we get that µˆ(z)= µ(ez·) is an entire function with
|µˆ(z)|CωeHω(z), (5)
where Hω(z)= supζ∈ω(Re zζ ) is the supporting function of the set ω.
The Pólya theorem, a proof of which can be found in [1], is the converse of state-
ment (5).
Theorem 2 (Pólya). If K ⊂C is compact and convex, and f (z) is an entire function which
satisfies
|f (z)| CωeHω(z)
for every ω ⊃K , then it is the Laplace transform of a unique analytic functional µ which
is carried by K .
If we return to the example above, the Pólya theorem says that an entire function which
satisfies (1) is the Laplace transform of an analytic functional µ carried by the interval
(−1,1). It can then be represented by a function φ as in (4). (In fact every analytic
functional carried by K can be written as in (4) for some φ. For a discussion of analytic
functionals in one dimension, see [1].) The difference between the Pólya theorem and the
Paley–Wiener theorem is then that, when K is an interval, the latter gives an answer to
when the integral in (4) can be replaced by an integral on the boundary of K , and not only
on some curve in the complement.
In general, let K be a bounded convex domain, and let E2(K) be the Hardy space of
analytic functions on K that are limits of analytic polynomials with respect to the norm
‖h‖E2(K) =
(∫
∂K
|h(t)|2 dσ(t)
)1/2
,
where dσ(t) denotes the arc-length element on ∂K . Let P 2(K) be the class of entire
functions which can be represented as
f (z)=
∫
∂K
eztg(t)dσ(t), g ∈E2(K). (6)
The Paley–Wiener theorem then states that f ∈ P 2((−A,A)) if and only if f is of
exponential type (where the A is the type of f ), and f is square integrable on two rays
orthogonal to the interval. With the norm given as in (3) (divided by 2π ) we also have an
equality of norms, by the Plancherel theorem. In 1964 Levin [12, Appendix I] proved a
generalization, which says that if K is a bounded, convex polygon then f ∈ P 2(K) if and
only if f is of exponential type and
∞∫
0
∣∣f (reiθj )∣∣2e−2HK(reiθj ) dr <∞, j = 1, . . . ,N, (7)
where −θ1, . . . ,−θN are the directions of the normals to the sides of K .
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If the set K is not a polygon, we do not have any directions which are distinguished
in the above sense, and the condition on the function f must then include all rays.
In [13] Likht gave the description of the class P 2(K) when K is a circle, and in [9]
Katsnel’son gave necessary conditions for f to belong to P 2(K) for an arbitrary convex
and compact K , and proved an analogue of Parseval’s identity when K is a disc. In
Theorem 15 below we will give a generalization of this to Cn.
In 1988 Lyubarskiıˇ [16] solved the problem when K is a convex compact set in C, with
smooth boundary whose curvature is bounded away from 0 and ∞. Finally, Lutsenko and
Yulmukhametov [15] proved a theorem which can be formulated as follows.
Theorem 3. Let K be a bounded convex domain in C, and let f (z) be an entire function.
For f to admit the representation (6) it is necessary and sufficient that∫
C
|f (z)|2 1
DK(z)
$HK(z)dm(z)<∞ (8)
where
DK(z)=
∥∥eλz∥∥2
E2(K) =
∫
∂K
e2 Re(λz) dσ(λ).
Moreover(∫
C
|f (z)|2 1
DK(z)
$HK(z)dm(z)
)1/2
∼ ‖g‖E2(K). (9)
In other words, the Laplace transform is an isomorphism between the Hilbert spaces
E2(K) and P 2(K), with the norms as in (9).
We can remark that if K satisfies the assumptions in Lyubarskiıˇ [16] then the function
DK
(
reiθ
)∼ e2HK(reiθ )/√r as r →∞,
uniformly with respect to θ , and $HK(z)∼ 1/|z|. The condition (8) can then be written as
2π∫
0
∞∫
0
∣∣f (reiθ )∣∣2e−2HK(reiθ )r1/2 dr dθ <∞, (10)
which is exactly the (square of the) norm used by Lyubarskiıˇ in [16]. Furthermore, if K is
a polygon, and $HK(z) is interpreted correctly, Theorem 3 reduces to Levin’s theorem.
InCn, the Laplace transform of the analytic functionalµ will be defined in the same way
as above, by letting µ act on the function ez·ζ with z as a parameter (where z · ζ =∑ zj ζj ).
The Pólya theorem was generalized to Cn by Martineau [17]. Different proofs can be found
N. Lindholm / Bull. Sci. math. 126 (2002) 289–314 293
e.g. in [4], [8, Section 4.7] and [3]. In this paper we will prove the following generalization
of Theorem 3 to a class of compact domains in Cn.
Theorem 4. Let K ⊂Cn be a bounded and strongly convex set with smooth boundary, and
f an entire function. Then f is the Laplace transform of some ψ ∈E2(K) if and only if∫
|f (z)|2e−2HK(z)|z|n−1/2(i∂∂¯HK)n <∞. (11)
In that case we also have
‖ψ‖E2(K) ∼
(∫
|f (z)|2e−2HK(z)|z|n−1/2(i∂∂¯HK)n
)1/2
. (12)
When K is a so called circled set (see Section 5 below) we will be able to show a more
exact statement in Theorem 27.
The problem of representing and characterizing the continuous linear functionals by
their Laplace transforms is also considered by Berndtsson in [5]. The spaces considered
in that paper are variants of the so called Fock space of entire functions. So, while that
paper deals with functions defined on Euclidean space of (real) dimension 2n, we consider
functions defined on a hypersurface of (real) dimension 2n− 1.
We can without loss of generality assume that 0 ∈K . Since K is bounded and convex,
it can then be given as
K = {z ∈Cn: ρ(z) 1} (13)
where ρ is 1-homogeneous and smooth (because K is smooth). The Hardy spaces need
not be defined with respect to area measure on the boundary of the domain. There is at
least one other natural measure, as suggested e.g. by the Cauchy–Fantappiè representation
formula (19) below, namely the measure dSK represented by the form (2π i)−n∂ρ ∧
(∂¯∂ρ)n−1 on ∂K . The norm in E2(K) will thus be
‖ψ‖E2(K) =
(∫
∂K
|ψ(w)|2 dSK(w)
)1/2
.
The reader may well notice that under our assumptions, the measure dSK is equivalent
to the ordinary surface measure, and the measure represented by the form |z|n(i∂∂¯HK(z))n
is equivalent to ordinary Lebesgue measure. One reason why we still choose to write the
theorem like this, is that for circled domains, this enables us to obtain an isometry for
the Borel transform (see Section 5 below), which gives us Theorem 27 below. Another
reason is that the form (i∂∂¯HK(z))n must probably be used for less smooth domains, like
in Theorem 3.
The proof of Theorem 4 will be carried out in two steps (as is the proof of Theorem 3
by Lutsenko and Yulmukhametov). For this, we have to give some background on different
notions of convexity. This, and other preliminaries, will be presented in Section 2. We will
then define and discuss the so called Fantappiè transform and the Borel transform, and
use them to rewrite the Laplace transform. With these tools we will go on to prove the
L2-inequalities we need. In Section 8 we will combine the obtained results to prove the
main theorems.
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The results in the present article was contained in the author’s thesis [14]. I would like
to express my gratitude towards professor Berndtsson for the discussions during this work.
2. Preliminaries
Let from now on K be the (compact) set in Theorem 4, given as in (13). By K being
strongly convex we mean that the Hessian of ρ is positive definite restricted to the real
tangent space at every boundary point.
For a (1,0)-form η =∑ηj dzj and z ∈Cn we shall write 〈η, z〉 =∑ηj zj . Since K is
convex, through every point in the complement Cn \ K there is a real hyperplane which
does not meet the domain. Indeed, for w ∈Cn \K we can take the hyperplane{
z: Re〈∂ρ(w),w− z〉 = 0}.
The function ρ is 1-homogeneous, so Euler’s Theorem implies that
2 Re〈∂ρ(w),w〉 = ρ(w). (14)
Hence the hyperplane can be written as{
z: Re
〈
2∂ρ(w)
ρ(w)
, z
〉
= 1
}
.
We will sometimes, for convenience, identify (1,0)-forms with vectors. With ξ =
2∂ρ(w)/ρ(w) the hyperplane above can therefore be written as {z: Re z · ξ = 1}. Every
real hyperplane which does not contain the origin can be written in this way. If ξ defines a
hyperplane contained in Cn \K we thus have Re z · ξ = 1 for every z ∈K , and since 0 ∈K
and K is convex, we must actually have Re z · ξ < 1 for every z ∈K .
Let
HK(ξ)= sup
z∈K
Re(z · ξ)
be the supporting function of K . It is convex and 1-homogeneous.
Definition 5. The polar of a set E ⊂Cn is the set
E◦ = {ξ : HE(ξ) < 1}.
By the above we see that K◦ can be interpreted as the set of real hyperplanes which
do not meet K (plus the point 0). Since HK is a convex function K◦ will be convex. It
is bounded since 0 ∈ K implies that HK(ξ)  0 for every ξ , and by the Hahn–Banach
theorem it follows that K◦◦ =K .
For a point in the complement of a general set E ⊂ Cn, we cannot hope to find a real
hyperplane through that point, which does not intersect E. We will say that E is lineally
convex if through every point in the complement we can find a complex hyperplane which
does not intersect E.
Every complex hyperplane which does not contain the origin can be written as Lξ =
{z: z · ξ = 1} for some ξ = 0. If we consider our set K we see, as above, that for every
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w ∈ Cn \K the vector ξ = ∂ρ(w)/〈∂ρ(w),w〉 defines a complex hyperplane through w,
which is contained in Cn \K .
Definition 6. The dual complement of E ⊂Cn is the set E∗ = {ξ : z · ξ = 1, ∀z ∈E}.
Analogously to the polar, this can be interpreted as the set of complex hyperplanes
(plus the point 0) which do not intersect E. We see that we always have K◦ ⊂K∗, but the
inclusion is strict in general.
The set K∗ will not be convex in general, but it does satisfy another convexity condition.
Definition 7. A set E ⊂Cn is calledC-convex if E∩ l is a connected and simply connected
subset of E for every complex line l.
It is a nontrivial fact that any C-convex set is in fact lineally convex. This result was
stated by Znamenskiı˘ [19]. See also [2] or [8]. For a set with C1-boundary (so that it
has a unique tangential hyperplane at every boundary point) lineal convexity also implies
C-convexity. Any convex set is C-convex, but the converse is false in general.
It is not very difficult to see that the dual complement of a convex set (containing the
origin) is C-convex. In particular K∗ is C-convex. It is nontrivial that the dual complement
of a C-convex set (containing the origin) is also C-convex. The key to prove that is the fact
that it is lineally convex.
The same analytic inequality as for convexity, restricted to the complex tangent space,
actually characterizes smooth C-convex domains (see [2] and [11]). As for convexity, we
will say that a domain is strongly C-convex if the Hessian is positive definite there.
A much more thorough treatment ofC-convexity and its applications can be found in [2]
or [8].
The convexity of K implies that K∗ is star shaped with respect to the origin and hence
given as
K∗ = {ζ : ρ∗(ζ ) < 1}
for a 1-homogeneous function ρ∗.
If w ∈Cn \K we have seen that if we let
s(w)= ∂ρ(w)/〈∂ρ(w),w〉, (15)
then s(w) defines a complex hyperplane through w, which does not intersect K , and so
s(w) ∈K∗. Here, as above, we identify the (1,0)-form s with a vector. Since K is smooth,
so that it has a unique tangent hyperplane at each boundary point, and strongly convex, so
that a hyperplane cannot be tangent at more than one point, it follows that s is bijective
from Cn \ {0} to Cn \ {0}.
For the sake of completeness, we mention the following two lemmas without proof.
Lemma 8. If K is a smoothly bounded, strongly convex domain in Cn, then the polar K◦
and the dual complement K∗ are also smooth.
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The smoothness of K∗ actually follows from the strong C-convexity of K . Indeed, we
have the following.
Lemma 9. If K is a smoothly bounded, strongly convex domain in Cn, then K◦ is also
smoothly bounded and strongly convex.
If K is a smoothly bounded, strongly C-convex domain in Cn, then K∗ is also smoothly
bounded and strongly C-convex.
Let s∗ be the inverse of s. If we restrict the mappings, then
s : ∂K→ ∂K∗, s∗ : ∂K∗ → ∂K.
Analogously to K◦◦ =K we have K∗∗ =K (this is valid for any lineally convex set). By
the smoothness of K and K∗ we find that s∗(ξ) represents the complex tangent plane at ξ
for any ξ ∈ ∂K∗, so that
s∗(ξ)= ∂ρ∗(ξ)/〈∂ρ∗(ξ), ξ〉. (16)
In the proof of our main theorems we will reduce to functions of one complex variable,
and use the known theorems for the planar case. Let
Da = {λ ∈C: λa ∈D} (17)
for D ⊂Cn. We will need the following simple lemma.
Lemma 10. Let ζ ∈Cn \ {0}. We have
(K∗ζ )∗ =
{
λ:
λ
|ζ |2 ζ¯ ∈ projζ¯ K
}
, (18)
where projζ¯ K is the orthogonal projection of K on the complex line through the origin
and ζ¯ . Furthermore
H(K∗ζ )∗(w)=HK(wζ ).
Let E ⊂Cn be an open, bounded set. Assume that we can find a differentiable function
ϑ with values in Cn such that
ϑ(w) · (w− z) = 0 for w ∈ ∂E, z ∈E.
For functions f holomorphic in the interior of E and continuous on the closure, we then
have the Cauchy–Fantappiè representation formula
f (z)= 1
(2π i)n
∫
∂E
f (w)
ϑ(w) ∧ (∂¯ϑ(w))n−1
〈ϑ(w),w − z〉n , z ∈E. (19)
In particular it is valid in our set K , where we can take ϑ = s or ϑ = ∂ρ. A proof can be
found in [18, Section IV.3].
The open unit ball in Cn will be denoted by Bn, Bn,R will be the ball centered at 0
with radius R, and Bn(z,R) will be the ball centered at z with radius R. The Hardy spaces
H 2(Bn,R) will be the usual Hardy space in the ball Bn,R , with respect to surface measure
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on ∂Bn,R . The measure dm will always be Lebesgue measure in Cn. The measure dσ will
denote surface measure on hypersurfaces in Cn or curves in C.
Formula (19), with ϑ = ∂ρ in our convex set K , suggests another natural measure on
∂K , namely the (positive) measure dSK represented by the form (2π i)−n∂ρ∧(∂¯∂ρ)n−1. As
we said in the introduction, we will use the measure dSK on ∂K to define the Hardy space
E2(K). The measure dSK∗ will in the same way be the (positive) measure represented by
the form (2π i)−n∂ρ∗ ∧ (∂¯∂ρ∗)n−1 on ∂K∗. For a strongly pseudoconvex domain, these
measures are equivalent to the surface measure on the boundary, but they enable us to
obtain an isometry for the Borel transform in Section 5.
3. The Fantappiè transform and analytic functionals
For any open set E ⊂Cn, let O(E) be the vector space of holomorphic functions on E,
with the standard topology of uniform convergence on compact subsets. If E is a compact
set, the topology is as usual given as the inductive limit over open neighbourhoods.O′(E),
the continuous linear functionals on O(E), are called the analytic functionals on E.
Let E be open. The continuity of an analytic functional µ implies that there is some
compact subset M ⊂E such that
|µ(h)| C sup
z∈M
|h(z)|, h ∈O(E). (20)
Then, for every open ω ⊃M in E, we obviously have
|µ(h)| Cω sup
z∈ω
|h(z)|, h ∈O(E). (21)
Definition 11. An analytic functional µ on an open set E ⊂Cn is said to be carried by the
compact subset M ⊂ E if for every neighbourhood ω ⊃M in E, we have (21) for some
constant Cω .
Ifµ satisfies (20) then, by the Hahn–Banach theorem,µ can be extended to a continuous
linear functional on C(E), which is then represented by a Radon measure dµ with support
in M , so that
µ(h)=
∫
E
h(z)dµ(z), h ∈O(E). (22)
In particular
µ
(
1
(1− z · ζ )n
)
=
∫
E
dµ(z)
(1− z · ζ )n .
298 N. Lindholm / Bull. Sci. math. 126 (2002) 289–314
For every µ ∈O′(E) this is an analytic function for ζ such that z · ζ = 1 for all z in the
support of dµ. Since dµ is compactly supported in E, the function will be analytic in some
neighbourhood of the compact set E∗, i.e. it is a function in O(E∗).
Definition 12. We define the Fantappiè transform F :O′(E) → O(E∗) for an open or
compact set E ⊂Cn by
Fµ(ζ )= µ
(
(n− 1)!
(1− z · ζ )n
)
.
Analytic functionals and the Fantappiè transform are discussed in [3], and in conjunc-
tion with the Pólya–Martineau theorem in Section 4.7 of [8]. It is a deep theorem that for
an open or compact (and polynomially convex) set E, the Fantappiè transform is bijective
precisely when E is C-convex. Martineau [17] considered this for convex sets. That it is
an isomorphism for a C-convex compact set was proved by Gindikin and Henkin [6]. The
converse statement and the case of an open set was treated by Znamenskiı˘ [19].
Now let E be our compact and strongly convex set K . In this case the proof that the
Fantappiè transform is surjective is not very difficult, and is obtained by a certain pairing
between O(K) and O(K∗), similar to what was done by Martineau.
We will use the form
s(w)∧ (∂¯s(w))n−1.
Since s(w) is a (1,0)-form, this will be an (n,n− 1)-form in Cn \K . Explicitly we have
s(w)∧ (∂¯s(w))n−1 = 1〈∂ρ(w),w〉n ∂ρ(w)∧ (∂¯∂ρ(w))n−1. (23)
Now fix g ∈O(K) and ϕ ∈O(K∗). Then g is holomorphic in some neighbourhood of
K , so take an open set Ω ⊃K such that g is holomorphic in a neighbourhood of Ω . Then
s(∂Ω)⊂K∗ and we can consider the integral∫
∂Ω
g(w)ϕ
(
s(w)
)
s(w)∧ (∂¯s(w))n−1. (24)
We want to show that this is independent of the particular choice of Ω . The function g
is analytic, and the form ϕ(s(w))s(w) ∧ (∂¯s(w))n−1 is of bidegree (n,n− 1), so we want
to show that this form is ∂¯-closed in Cn \ K . This is simpler if we first consider the so
called incidence manifold (this is used for inverting the Fantappiè transform in [3])
$= {(z, ζ ) ∈Cn ×Cn: z · ζ = 1}. (25)
Lemma 13. Let h be a smooth function on ∂Ω . Then∫
∂Ω
h(z)s(z)∧ (∂¯s(z))n−1 = (−1)n ∫
s(∂Ω)
h
(
s∗(ζ )
)
s∗(ζ )∧ (∂¯s∗(ζ ))n−1.
Proof. Consider the submanifold Λ of $ defined by
Λ= {(z, ζ ) ∈Cn ×Cn: z ∈ ∂Ω, ζ = s(z)},
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and let F : ∂Ω→Λ, z → (z, s(z)). Let ν =∑ ζj dzj and consider the form
ν ∧ (dν)n−1 (26)
on $. Then we get the pullback
F ∗(ν)=
∑
sj dzj = s(z)
so that
F ∗
(
ν ∧ (dν)n−1)= s ∧ (ds)n−1 = s ∧ (∂¯s)n−1,
where the last equality follows since s ∧ (∂¯s)n−1 is a full form in z. Therefore∫
∂Ω
h(z)s(z)∧ (∂¯s(z))n−1 = ∫
Λ
h(z)ν ∧ (dν)n−1.
But on Λ we have z · ζ = 1 so that ∑ ζj dzj = −∑zj dζj . If we consider the mapping
ζ → (s∗(ζ ), ζ ) from s(∂Ω) to Λ, we therefore find in the same way that the form
ν ∧ (dν)n−1 pulls back to (−1)ns∗(ζ )∧ (∂¯s∗(ζ ))n−1 on s(∂Ω) and∫
Λ
h(z)ν ∧ (dν)n−1 = (−1)n
∫
s(∂Ω)
h
(
s∗(ζ )
)
s∗(ζ )∧ (∂¯s∗(ζ ))n−1. ✷
That the form ϕ(s(w))s(w) ∧ (∂¯s(w))n−1 is closed (∂¯-closed by bidegree reasons) in
Cn \K now follows from the previous proof since we see that it is the pullback of the form
ϕ(ζ )s∗(ζ ) ∧ (∂¯s∗(ζ ))n−1 in K∗ \ {0}, where ϕ is analytic and the form s∗ ∧ (∂¯s∗)n−1 is
∂¯-closed. The latter follows from that
〈s∗(ζ ), ζ 〉 =
∑
s∗j (ζ )ζj = 1,
so that the set {∂¯s∗1 (ζ ), . . . , ∂¯s∗n(ζ )} is linearly dependent.
By the above we see that any ϕ ∈ O(K∗), by varying Ω in (24), defines an element
in O′(K). Using Lemma 13 and the Cauchy–Fantappiè representation formula (19) it is a
straightforward calculation to show that this functional has ϕ as its Fantappiè transform (if
we divide by a suitable constant). We will use this pairing later on.
4. The Borel transform and relations between the transforms
If E ⊂ Cn is open and µ ∈O′(E) we have seen that µ is carried by some compact set
M ⊂ E. Then µˆ(z) is an entire function (this can be seen from the representation (22))
such that
|µˆ(z)| = ∣∣µ(ez·ζ )∣∣ Cω sup
ζ∈ω
∣∣ez·ζ ∣∣= CωeHω(z), ∀ω⊃M. (27)
Definition 14. The Borel transform of an entire function of exponential type is the function
Bf (ζ )=
∞∫
0
f (tζ )tn−1e−t dt . (28)
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If f is an entire function satisfying (27), then the Borel transform of f converges and is
holomorphic in the set {ζ : HM(ζ ) < 1} =M◦. Pólya, in one variable, and Martineau [17]
in several variables, showed that it has an analytic continuation to the set M∗. Basically
the same proof is given in [3], or in one variable in [1]. In particular if µ ∈ O′(K) then
Bµˆ(ζ ) has an analytic continuation to K∗. If we again use that µ can be represented by a
measure, we see that we in fact have
Bµˆ(ζ ) =
∞∫
0
µˆ(tζ )tn−1e−t dt =
∞∫
0
(∫
etζ ·z dµ(z)
)
tn−1e−t dt
=
∫
dµ(z)
∞∫
0
tn−1e−t (1−ζ ·z) dt = (n− 1)!
∫ dµ(z)
(1− ζ · z)n =Fµ(ζ ).
Apparently we have the relation B ◦L=F between the transforms.
We now want to restrict our attention to analytic functionals inO′(K) given by functions
in E2(K). Every g ∈E2(K) defines an analytic functional µ ∈O′(K) by
µ(h)=
∫
∂K
h(w)g(w) dSK(w), h ∈O(K).
Its Fantappiè transform is an element of O(K∗), but we want to prove that actually
Fµ ∈ E2(K∗), and that the Fantappiè transform is an isomorphism between the normed
spaces E2(K) and E2(K∗).
We will also show that if f is an entire function which satisfies the assumptions (11)
in the main theorem, then we can define its Borel transform. We will prove that the Borel
transform of such a function will belong to E2(K∗), and that the Borel transform is an
isomorphism between the normed spaces P 2(K) and E2(K∗), with the norms as in (12).
5. The Borel transform for circled domains
In [9] Katsnel’son proved, among other things, an analogue of Parseval’s identity when
the domain is a disc in C. By generalizing his proof to the ball, where we also can calculate
everything explicitly, we get the following result in Cn. The trick is to use the function τ
which satisfies
∞∫
0
τ (r)r2k+1e−2r dr = (k!)2.
Theorem 15. Let f be an entire function and R > 0. Then f is the Laplace transform of a
(unique) ψ ∈H 2(Bn,R) if and only if∫
|f (z)|2τ (R|z|)e−2R|z| dm(z) <∞,
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where
τ (r)= 2
∞∫
0
e−2t r√
2t + t2 dt . (29)
Furthermore, in that case
‖ψ‖2
H 2(Bn,R)
= R
4π2n
∫
|f (z)|2τ (R|z|)e−2R|z| dm(z).
We now want to prove L2-inequalities for the Borel transform. It turns out that the
discussion is simpler when our domain K is a so called circled domain, in which case we
can also obtain an isometry and not only norm equivalences, so we will discuss this case
first.
Definition 16. A set S ⊆ Cn is called a circled set if z ∈ S implies that eiθz ∈ S for all
θ ∈ [0,2π].
Let us modify the function τ from (29) and define
τn(r)= 2rn
∞∫
0
e−2t r√
2t + t2 dt = r
nτ (r). (30)
It satisfies τn(r)∼ rn−1/2 as r →∞. The main theorem of this section is the following.
Theorem 17. Let K be a bounded, strongly convex domain which is smooth and circled.
Then the Borel transform is an isomorphism between the space of entire functions f which
satisfy∫
|f (z)|2τn
(
HK(z)
)
e−2HK(z)(i∂∂¯HK)n <∞, (31)
with τn as in (30), and E2(K∗). Furthermore,
‖Bf ‖2
E2(K∗) = cn
∫
|f (z)|2τn
(
HK(z)
)
e−2HK(z)(i∂∂¯HK)n.
There are several equivalent characterizations of circled domains. The statements in the
next proposition are part of the reason why the problem at hand is simpler when the domain
is circled.
Proposition 18. For a convex set K ⊂ Cn, with a 1-homogeneous defining function ρ as
in (13), the following statements are equivalent:
(i) K is circled;
(ii) K◦ is circled;
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(iii) 〈∂ρ(z), z〉 ∈R for every z;
(iv) K ∩ l is a disk, for every complex line l through the origin;
(v) K◦ =K∗.
Proof. If K is circled then
HK
(
eiθw
)= sup
z∈K
Re
(
z · eiθw)= sup
z∈K
Re
((
e−iθ z
) · (eiθw))=HK(w).
This proves that K◦ is circled, and since K◦◦ =K we get in the same way that K is circled
whenever K◦ is. Thus (i) and (ii) are equivalent. That (i) and (iv) are equivalent follows
straight from the definitions.
We consider condition (iii) in C first. Let z ∈ ∂K . That 〈∂ρ(z), z〉 ∈ R is equivalent to
Re〈∂ρ(z), iz〉 = 0. But this is the same as saying that the vector iz is parallel to the tangent
space at z, which means that the ray through z and the origin is orthogonal to the tangent
space at z. It is clear that ∂K is a circle if and only if this is valid for every boundary point.
For K in Cn, let l be the complex line {λz: λ ∈ C} for some fixed z = 0. By considering
the function r(λ)= ρ(λz) we find that K ∩ l is a disk if and only if 〈∂ρ(λz), λz〉 ∈ R for
every λ. Therefore (iii) and (iv) are equivalent.
We know that
s(z)= 2∂ρ(z)/〈2∂ρ(z), z〉
maps Cn \K surjectively onto K∗ \ {0} and similarly
z → 2∂ρ(z)/ρ(z)
maps Cn \K surjectively onto K◦ \ {0}. Since we know that Re〈2∂ρ(z), z〉 = ρ(z), these
two mappings coincide if 〈∂ρ(z), z〉 ∈R. Hence (iii) implies (v).
Assume that (iii) is not true for K ⊂C, and take z ∈ ∂K so that 〈2∂ρ(z), z〉 is not real.
As above, this means that the tangent line to K at z is not orthogonal to the ray through
the origin and z. The support line {w: Rew · z¯=HK(z¯)} is, on the other hand, orthogonal
to this ray, and hence is not tangent to ∂K at z. Since all of K is on one side of the support
line, this implies that
|z|2 = Re z · z¯ < HK(z¯)
or
1 <HK
(
z¯
|z|2
)
=HK
(
1
z
)
.
Therefore 1/z is in the complement of K◦, but since z ∈ ∂K we have that 1/z ∈ ∂K∗. We
get that K∗ = K◦. If (iii) is not true for K ⊂ Cn then there is a z such that Kz = {λ ∈
C: λz ∈ K} is not a disk. This implies that (Kz)∗ = (Kz)◦, and (in a similar way as in
Lemma 10) this implies that K∗ =K◦. Consequently (v) implies (iii). ✷
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We will have need for two different formulas for change of variables. The first is an
analogue of integration in polar coordinates, where the integral over the unit sphere is
replaced by the integral over ∂K .
Lemma 19. The map
(r,w) → z= r2∂ρ(w), r ∈R+, w ∈ ∂K,
is one-to-one onto Cn \ {0}, with inverse
w = 2∂HK, r =HK(z).
This gives us the formula
∫
Cn
ϕ(z)(i∂∂¯HK)n = (i)n(n− 1)!
∫
∂K
∞∫
0
ϕ
(
r2∂ρ(w)
)
rn−1 dr∂ρ ∧ (∂¯∂ρ)n−1.
Proof. We have already discussed the injectivity and surjectivity of the mapping s in
Section 2. That the mappings considered here are bijective follows in the same way. The
calculations to validate the pullback of the integrals can be found in the proof of the Pólya–
Martineau theorem in [4]. ✷
We know that 2 Re〈∂ρ(w),w〉 = ρ(w), and by Proposition 18 we see that 〈∂ρ(w),w〉
in fact is real when the domain is circled. By (23) and (14) we can therefore write
s(w)∧ (∂¯s(w))n−1 = 2nρ−n(w)∂ρ(w)∧ (∂¯∂ρ(w))n−1 (32)
in this case. If our domain is circled, Proposition 18 tells us thatK◦ is circled andK∗ =K◦,
and we saw in the proof that then s(z)= 2∂ρ(z) for z ∈ ∂K . In view of formula (32), which
then is valid also for ρ∗, Lemma 13 therefore takes a particularly simple form when the
domain is circled.
Lemma 20. If our set K is circled, then∫
∂K
h
(
2∂ρ(z)
)
∂ρ ∧ (∂¯∂ρ)n−1 = (−1)n
∫
∂K∗
h(ζ )∂ρ∗ ∧ (∂¯∂ρ∗)n−1.
We also have a certain rotation invariance for circled domains. The following lemma
follows by a simple calculation.
Lemma 21. If r is the defining function for a circled domain D, then the form ∂r ∧
(∂¯∂r)n−1 is rotation invariant in the sense that if F : ∂D→ ∂D is the mapping z → eiθz,
then
F ∗
(
∂r ∧ (∂¯∂r)n−1)= ∂r ∧ (∂¯∂r)n−1 (33)
for every θ ∈ [0,2π].
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As an immediate corollary we get the following lemma (which is also valid for K∗ and
ρ∗ if K is circled).
Lemma 22. If K is circled we have that
∫
∂K
ϕ(w)∂ρ ∧ (∂¯∂ρ)n−1 =
∫
∂K
1
2π
2π∫
0
ϕ
(
eiθw
)
dθ∂ρ ∧ (∂¯∂ρ)n−1.
We now proceed to the proof of Theorem 17.
Proof of Theorem 17. Assume that f satisfies (31) and let us rewrite that condition. Using
Lemma 19 we get∫
|f (z)|2τn
(
HK(z)
)
e−2HK(z)(i∂∂¯HK)n
= cn
∫
∂K
∞∫
0
∣∣f (r2∂ρ(w))∣∣2τ (r)r2n−1e−2r dr∂ρ ∧ (∂¯∂ρ)n−1.
We now use Lemma 20 to turn this into an integral over ∂K∗, and get that the last line
is equal to
cn
∫
∂K∗
∞∫
0
|f (rζ )|2τ (r)r2n−1e−2r dr∂ρ∗ ∧ (∂¯∂ρ∗)n−1.
If we let
fζ (z)= f (zζ )zn−1
for z ∈ C, we can, again as K and K◦ = K∗ are circled, use the rotation invariance in
Lemma 22 to rewrite the last integral as
cn
∫
∂K∗
2π∫
0
∞∫
0
∣∣fζ (reiθ)∣∣2τ (r)re−2r dr dθ∂ρ∗ ∧ (∂¯∂ρ∗)n−1. (34)
This implies that (for a.e. ζ at least)
2π∫
0
∞∫
0
∣∣fζ (reiθ)∣∣2τ (r)re−2r dr dθ <∞. (35)
We now want to show that f is of exponential type, so that the Borel transform of f is
defined. We will prove that for every ε > 0 there is a Cε such that
|f (z)| Cεe(1+ε)HK(z). (36)
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It is obviously sufficient to prove this for z away from the origin. Fix ε > 0 small. First
of all, since f is holomorphic we have
|f (z)| 1|Bn(z, ε)|1/2
( ∫
Bn(z,ε)
|f (w)|2 dm(w)
)1/2
.
Since HK(z) is convex, it is Lipschitz continuous on the close unit ball in Cn. This
implies that when w ∈ Bn(z, ε) we have
|HK(z)−HK(w)|Cε.
We therefore get that e−2HK(z) ∼ e−2HK(w) when w ∈ Bn(z, ε) so that
|f (z)|e−(1+ε)HK(z)  1|Bn(z, ε)|1/2
( ∫
Bn(z,ε)
|f (w)|2e−2(1+ε)HK(z) dm(w)
)1/2
 Cε
( ∫
Bn(z,ε)
|f (w)|2e−2(1+ε)HK(w) dm(w)
)1/2
.
It is easy to show that τ (r)∼ r−1/2 as r →∞, and this implies that
|f (z)|e−(1+ε)HK(z)  Cε
( ∫
Bn(z,ε)
|f (w)|2τ (HK(w))e−2HK(w) dm(w))1/2.
Since our domain is smooth and bounded we have that
τn
(
HK(z)
)
(i∂∂¯HK)n(z)∼ τ
(
HK(z)
)
dm. (37)
If we use (37) and expand the area of integration to the whole of Cn we therefore find that
|f (z)| Cεe(1+ε)HK(z)
(∫
Cn
|f (w)|2τn
(
HK(w)
)
e−2HK(w)(i∂∂¯HK)n
)1/2
.
This implies that the Borel transform Bf (ζ ) converges for ζ such that HK(ζ ) < 1, i.e.
ζ ∈K◦, and as the domain K is circled, K◦ =K∗. In short we have that
ψ(ζ ) := Bf (ζ )
is holomorphic in K∗.
We get that
λ−nψ
(
1
λ
ζ
)
=
∞∫
0
f
(
t
λ
ζ
)(
t
λ
)n−1
e−t dt
λ
=
∞∫
0
fζ
(
t
λ
)
e−t dt
λ
(38)
which converges for λ such that (1/λ)ζ ∈K◦ =K∗. But since K◦ is circled the condition
(1/λ)ζ ∈K◦ is, by Proposition 18, equivalent to that (1/λ) belongs to a disk, and the unit
disk in case ζ ∈ ∂K∗.
Let ϕζ (λ) be the left hand side in (38). For a fixed ζ ∈ ∂K∗ this is, as we have said,
holomorphic when λ ∈C \B1, and so (by (4)) defines an analytic functional carried by the
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unit disk. The right hand side of (38) is the Borel transform in C of the function fζ (the
way it is usually defined in C, which differs slightly from our definition (28) above). In C
is it well known that this Borel transform is the inverse of the Laplace transform (see for
instance the proof of the Pólya–Martineau theorem in [1, Theorem 5.1]), so that ϕ̂ζ = fζ
(where ϕ̂ζ is the Laplace transform of the analytic functional defined by ϕζ ).
We want to use Theorem 15 to relate the norms of ϕζ (λ) and fζ , but ϕζ (λ) is now
holomorphic in the complement of the unit disk. Katsnel’son’s original theorem in [9] is
formulated in this way and so gives us what we want. (If we want to use Theorem 15 we
can take the Cauchy transform of the function ϕζ (λ) to get a function in the unit disk,
which represents the same analytic functional by integration on the boundary of the unit
disk.)
Anyway, neglecting these technical details which really only involves the definitions we
choose, we get that the integral in (35) equals the norm of ϕζ , i.e.
c
2π∫
0
∞∫
0
∣∣fζ (reiθ)∣∣2τ (r)re−2r dr dθ = ‖ϕζ (λ)‖2L2(∂B1) =
∥∥∥∥ϕζ
(
1
λ
)∥∥∥∥2
L2(∂B1)
=
2π∫
0
∣∣ψ(eiθ ζ )∣∣2 dθ,
where the second equality simply follows since the radius of the circle is 1.
Thus the integral in (34) equals
cn
∫
∂K∗
2π∫
0
∣∣ψ(eiθ ζ )∣∣2 dθ∂ρ∗ ∧ (∂¯∂ρ∗)n−1
and using Lemma 22 again to remove the integral of θ , we have proved what we wanted.
We also need to show that the Borel transform is surjective from the functions
satisfying (31) to E2(K∗), so let ψ ∈E2(K∗). Put
Kε =K + εBn.
As in (24) we define an analytic functional in O′(K) by
µ(h)=
∫
∂Kε
h(w)ψ
(
s(w)
)
s(w)∧ (∂¯s(w))n−1, h ∈O(K),
where the integral is independent of the choice of shell to integrate over, since the form is
∂¯-closed. Then µˆ is an entire function of exponential type, and in Section 4 we saw that
Bµˆ has an analytic continuation to K∗. We know that Bµˆ= Fµ, but we also showed in
Section 3 that actually Fµ= cnψ . Hence
Bµˆ= cnψ
and that the entire function µˆ really satisfies condition (31) follows from ψ ∈ E2(K∗) by
the same calculations as above, backwards. Hence the Borel transform is surjective. ✷
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6. The Borel transform for noncircled domains
When K is not circled the rotation invariance in Lemma 22 fails to hold, but if we use
the notation K∗ζ = {λ ∈ C: λζ ∈K∗} from Lemma 10, we can at least get the following
for K∗ (and similarly for K). Since all the mappings involved are smooth, this can be
proved by pulling the integral back to the ball and using the rotational invariance there.
The condition thatK∗ should be stronglyC-convex, is simply to guarantee that the measure
dSK∗ is equivalent to ordinary surface measure, which it is in any strictly pseudoconvex
domain.
Lemma 23. If K∗ is strongly C-convex and smoothly bounded then∫
∂K∗
ϕ(ζ )dSK∗(ζ )∼
∫
∂K∗
∫
∂(K∗ζ )
ϕ(λζ )dσ(λ)dSK∗(ζ )
for ϕ ∈ C(∂K∗).
We will now state the main theorem of this section.
Theorem 24. Let K be a bounded, smooth and strongly convex domain. Then the Borel
transform is an isomorphism between the space of entire functions f which satisfy∫
|f (z)|2e−2HK(z)|z|n−1/2(i∂∂¯HK)n <∞, (39)
and E2(K∗). Furthermore,
‖Bf ‖2
E2(K∗) ∼
∫
|f (z)|2e−2HK(z)|z|n−1/2(i∂∂¯HK)n. (40)
We will again need to pull back integration from ∂K to ∂K∗, as in Lemma 20. When
the domain was circled, we saw from (32) that
1
(2π i)n
s(w)∧ (∂¯s(w))n−1 = 2n
(2π i)n
ρ−n∂ρ(w)∧ (∂¯∂ρ(w))n−1
is a real form. This will not be the case when K is not circled, and we will instead be
interested in the modulus of these measures.
Lemma 25. Let h be a smooth function on ∂K . Then∫
∂K
h(z)
∣∣s(z)∧ (∂¯s(z))n−1∣∣= ∫
∂K∗
h
(
s∗(ζ )
)∣∣s∗(ζ )∧ (∂¯s∗(ζ ))n−1∣∣.
Proof. This follows mutatis mutandis as in the proof of Lemma 13. ✷
We can now prove Theorem 24. The proof follows the proof of Theorem 17 very closely,
except that we cannot obtain norm identities. Since all the mappings involved are smooth,
we however get norm equivalences everywhere.
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Proof of Theorem 24. We will rewrite condition (39). Instead of the change of variables
in Lemma 19 we will use
(r,w) → z= r s(w), r ∈R+, w ∈ ∂K,
with inverse
w = ρ∗(z)s∗(z), r = ρ∗(z).
That this mapping is one-to-one onto Cn \ {0} follows exactly as the bijectiveness of the
mapping s in Section 2.
We get that∫
|f (z)|2e−2HK(z)|z|n−1/2(i∂∂¯HK)n
∼
∫
∂K
∞∫
0
∣∣f (rs(w))∣∣2r2n−3/2e−2HK(rs(w)) dr∣∣s(w)∧ (∂¯s(w))n−1∣∣
and using Lemma 25 this equals
∫
∂K∗
∞∫
0
|f (rζ )|2r2n−3/2e−2HK(rζ ) dr∣∣s∗(ζ )∧ (∂¯s∗(ζ ))n−1∣∣
∼
∫
∂K∗
∞∫
0
|f (rζ )|2r2n−3/2e−2HK(rζ ) dr dSK∗(ζ ).
Let, as in the proof of Theorem 17,
fζ (z)= f (zζ )zn−1.
If we use Lemma 23, we see that the last integral is similar to
∫
∂K∗
∞∫
0
∫
∂(K∗ζ )
|fζ (rλ)|2r1/2e−2HK(rλζ) dσ(λ)dr dSK∗(ζ ). (41)
From Lemma 10 we remember that M = (K∗ζ )∗ is some planar domain with supporting
function HM(w)=HK(wζ ), w ∈C. Hence we get that∫
∂(K∗ζ )
|fζ (rλ)|2e−2HK(rλζ) dσ(λ) ∼
∫
∂(K∗ζ )∗
∣∣∣∣fζ
(
r
w
)∣∣∣∣2e−2HK( rw ζ) dσ(w)
=
∫
∂M
∣∣∣∣fζ
(
r
w
)∣∣∣∣2e−2HM( rw ) dσ(w)
(where the constants will depend on the diameter of K∗ζ ) so that
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∞∫
0
∫
∂(K∗ζ )
|fζ (rλ)|2r1/2e−2HK(rλζ) dσ(λ)dr
∼
∞∫
0
∫
∂M
∣∣∣∣fζ
(
r
w
)∣∣∣∣2r1/2e−2HM( rw ) dσ(w)dr.
InC, the change of variables we used in the beginning of the proof is simply (r,w) → r/w.
If we use this in the last line, we get that this is similar to∫
C
|fζ (w)|2|w|1/2e−2HM(w)$HM(w)dm(w).
We want to show that the Borel transform of f is defined. Exactly as in the proof of
Theorem 17 we show that f is of exponential type and that its Borel transform converges
in K◦. In Section 4 we mentioned that the Borel transform has an analytic continuation
to K∗, so that
ψ(ζ ) := Bf (ζ )
is holomorphic in K∗.
We get
λ−nψ
(
1
λ
ζ
)
=
∞∫
0
f
(
t
λ
ζ
)(
t
λ
)n−1
e−t dt
λ
=
∞∫
0
fζ
(
t
λ
)
e−t dt
λ
(42)
which converges at least for λ such that (1/λ)ζ ∈ K◦, i.e. HK((1/λ)ζ )=HM(1/λ) < 1.
The expression in (42) is therefore analytic for 1/λ ∈ M◦, and as above it can be seen
to have an analytic continuation to {λ: 1/λ ∈M∗ = (K∗)ζ }, i.e. to the complement M .
Let ϕζ (λ) be the left hand side in (42). It is thus analytic in M and defines an analytic
functional carried by M . As in the proof of Theorem 17, the right hand side of (42) is
the Borel transform of fζ (the way it is usually defined in C – see [1]), and as we have
mentioned, it is well known that this Borel transform is the inverse of the Laplace transform
inC. Therefore ϕ̂ζ = fζ (where ϕ̂ζ is really the Laplace transform of the analytic functional
defined by ϕζ ).
Lutsenko and Yulmukhametov prove Theorem 3 above in two steps, where the second
step consists in showing that the Borel transform is an isomorphism between the entire
functions which satisfy (8), and functions which are analytic in the complement of the
domain, and square integrable on the boundary (the Hardy space in the complement).
Thus using Theorem 2 in [15] we get that∫
C
|fζ (w)|2|w|1/2e−2HM(w)$HM(w)dm(w)
∼ ‖ϕζ (λ)‖2L2(∂M) ∼ ‖ϕζ (1/λ)‖2L2(∂M∗)
= ‖λ−nψ(λζ )‖2
L2(∂(K∗)ζ ) ∼ ‖ψ(λζ )‖
2
L2(∂(K∗)ζ ),
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where the change of variables λ → 1/λ in the second line will give rise to constants which
depend on the diameter of the set M , and the constants in the last line will depend on an
upper and lower bound for the radius of K∗ in different directions.
Using all this, the integral in (41) is similar to∫
∂K∗
∫
∂(K∗)ζ
|ψ(λζ )|2 dσ(λ)dSK∗(ζ )∼
∫
∂K∗
|ψ(ζ )|2 dSK∗(ζ )
where we used Lemma 23.
Thus, if f satisfies (39) we have proved that its Borel transform Bf satisfies (40). That
the Borel transform is surjective follows exactly as in the proof of Theorem 17. ✷
7. Inequalities for the Fantappiè transform
We have seen in Section 4 that every g ∈E2(K) defines an element ofO′(K), so that its
Fantappiè transform is holomorphic in the interior of K∗. We actually have the following.
The first half of the proof is modeled on the proof of the injectivity of the Fourier–Laplace
transform on a generalized Fock space [5, Theorem 2.5] by Berndtsson.
Theorem 26. The Fantappiè transform is an isomorphism between E2(K) and E2(K∗).
For every g ∈E2(K) we have
cn‖g‖E2(K)  ‖Fg‖E2(K∗)  cn,K‖g‖E2(K) (43)
(where the constant on the left side only depends on the dimension), with equality on both
sides if K is the unit ball.
Proof. Analogously to what we did in Section 3 we will construct a pairing between
E2(K) and E2(K∗). Consider the submanifold
Λ= {(z, ζ ) ∈Cn ×Cn: z ∈ ∂K, ζ = s(z)}
of the incidence manifold (which was defined in (25)). We define
〈h,ψ〉Λ =
∫
Λ
h(z)ψ(ζ )ν ∧ (dν)n−1, h ∈E2(K), ψ ∈E2(K∗),
where the form ν ∧ (dν)n−1 was defined in (26). In (the proof of) Lemma 13 we saw that
we have the two parameterizations
z → (z, s(z)), z ∈ ∂K,
and
ζ → (s∗(ζ ), ζ ), ζ ∈ ∂K∗,
of Λ, and that the form ν ∧ (dν)n−1 pulls back to s ∧ (∂¯s)n−1 and ±s∗ ∧ (∂¯s∗)n−1,
respectively. If we use Cauchy–Schwarz inequality we therefore get that
|〈h,ψ〉Λ|2 
∫
∂K
|h(z)|2∣∣s(z)∧ (∂¯s(z))n−1∣∣ ∫
∂K∗
|ψ(ζ )|2∣∣s∗(ζ )∧ (∂¯s∗(ζ ))n−1∣∣.
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Now look at the expression for s ∧ (∂¯s)n−1 in (23). We have that
Re〈2∂ρ(z), z〉 = ρ(z)= 1
on ∂K , so |〈2∂ρ(z), z〉| 1 on ∂K (and the same for ρ∗ on ∂K∗). Therefore we have
|〈h,ψ〉Λ| cn‖h‖E2(K) · ‖ψ‖E2 (K∗).
Thus every fixed ψ ∈E2(K∗) defines a bounded linear functional on the Hilbert space
E2(K), with norm not exceeding cn‖ψ‖E2 (K∗). This functional is thus represented by a
unique β(ψ) ∈E2(K) with
‖β(ψ)‖E2(K)  cn‖ψ‖E2 (K∗). (44)
Using the inner product in E2(K) we can write(
h,β(ψ)
)
E2(K) = 〈h,ψ〉Λ, h ∈E2(K).
If we let
hξ (z)= (n− 1)!
(1− z · ξ)n
for ξ in (the interior of) K∗ we have in particular that
F(β(ψ))(ξ)= (hξ ,β(ψ))E2(K) = 〈hξ ,ψ〉Λ = cnψ(ξ), (45)
where we demonstrated the last equality at the end of Section 3 (if we just write the pairing
using our manifold Λ instead).
If we accept for the moment that the Fantappiè transform really maps E2(K) into
E2(K∗) we have now in (45) proved that it is surjective onto E2(K∗). Then the left
inequality in (43) follows from (44), since it is known ([17], see also [3] or [8]) that the
Fantappiè transform is injective even as a mapping from O′(K).
What we have yet to prove is the right inequality in (43), which also demonstrates that
the Fantappiè transform maps E2(K) into E2(K∗). Let us define
α1(z)= 〈∂ρ(z), z〉n, α2(ζ )= 〈∂ρ∗(ζ ), ζ 〉n.
If we use Lemma 13 and the expression for s ∧ (∂¯s)n−1 in (23), we can write
F(g)(ξ) =
∫
∂K
(n− 1)!
(1− z · ξ)n g(z)dSK(z)
= cn
∫
∂K
g(z)α1(z)
(1− z · ξ)n s(z)∧
(
∂¯s(z)
)n−1
= cn
∫
∂K∗
g(s∗(ζ ))α1(s∗(ζ ))
(1− s∗(ζ ) · ξ)n s
∗(ζ )∧ (∂¯s∗(ζ ))n−1
= cn
∫
∂K∗
g(s∗(ζ ))α1(s∗(ζ ))
〈s∗(ζ ), ζ − ξ〉n s
∗(ζ )∧ (∂¯s∗(ζ ))n−1
= cn
∫
∂K∗
g(s∗(ζ ))α1(s∗(ζ ))
〈∂ρ∗(ζ ), ζ − ξ〉n ∂ρ
∗(ζ )∧ (∂¯∂ρ∗(ζ ))n−1. (46)
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If we let
H(ϕ)(ξ)=
∫
∂K∗
ϕ(ζ )
〈∂ρ∗(ζ ), ζ − ξ〉n ∂ρ
∗(ζ )∧ (∂¯∂ρ∗(ζ ))n−1, (47)
we can rewrite the above as
F(g)= cnH
(
(g · α1) ◦ s∗
)
.
The operator H is a Henkin–Ramirez type of projection operator on holomorphic
functions. The boundedness of such type of operators, in the more general case of strictly
pseudoconvex domains, is considered in Kerzman and Stein’s paper [10]. The operators
considered in [10] are defined on more general domains, and with different kernels than
our operator H . Our operator H has meaning in our strongly convex or strongly C-convex
domains, and in this case the kernel actually satisfies the assumptions in [10], and the
boundedness of the operator H follows. A different proof of the boundedness of those
operators can, among other things, also be found in [7].
The operator H is bounded on L2 with respect to surface measure dσ , which in our case
is equivalent to the measure dSK∗ . This implies that
‖F(g)‖E2(K∗) = cn
∥∥H ((g · α1) ◦ s∗)∥∥E2(K∗)
 cn,K
∥∥H ((g · α1) ◦ s∗)∥∥L2(∂K∗,dσ)
 cn,K‖(g · α1) ◦ s∗‖L2(∂K∗,dσ)
 cn,K
( ∫
∂K∗
|(g · α1) ◦ s∗(ζ )|2 dSK∗(ζ )
)1/2
= cn,K
( ∫
∂K∗
|(g · α1) ◦ s∗(ζ )|2|α2(ζ )|
∣∣s∗ ∧ (∂¯s∗)n−1∣∣)1/2
= cn,K
(∫
∂K
|(g · α1)(z)|2|α2(s(z))|
∣∣s ∧ (∂¯s)n−1∣∣)1/2
 cn,K
(∫
∂K
|g(z)|2 dSK(z)
)1/2
= cn,K‖g‖E2(K), (48)
where we used Lemma 13 to change the integration to ∂K . We have now proved the right
hand side of (43).
If K is the unit ball Bn, then K =K∗. We get that ρ∗(z)= ρ(z)= |z|, so
∂ρ∗(z)= ∂ρ(z)= 1
2|z|
∑
z¯j dzj ,
and α1(z) and α2(z) are constant on ∂Bn. In this case will have β(ψ)(z) = ψ(z¯) (if we
divide by a suitable constant). That the Fantappiè transform of this function is ψ can
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actually be seen from (46), since then on ∂Bn we will have s(z) = s∗(z) = z¯. The last
line of (46) will in this case just be
cn
∫
∂K∗
ψ(ζ )
〈∂ρ∗(ζ ), ζ − ξ〉n ∂ρ
∗(ζ )∧ (∂¯∂ρ∗(ζ ))n−1
and by the Cauchy–Fantappiè formula (19), this equals cnψ(ξ). Therefore we have equality
in (44). In the same way we have that F(g)(z) = g(z¯), so that we have equalities all the
way in (48). Hence we have equality on both sides of (43). ✷
8. Proof of the main theorems
We now have everything we need for Theorem 4. If K is circled we get, by Theorem 26
for the Fantappiè transform and Theorem 17 for the Borel transform, that the Laplace
transform is an isomorphism between the Hilbert spaces E2(K) and P 2(K) (with the
norms as in (12)). In this case we get the following inequalities, which are sharp in the
sense that we have equalities for the unit ball.
Theorem 27. LetK ⊂Cn be a bounded and strongly convex set with smooth boundary, and
in addition circled. Then an entire function f is the Laplace transform of some ψ ∈E2(K)
if and only if∫
|f (z)|2τn
(
HK(z)
)
e−2HK(z)(i∂∂¯HK)n <∞, (49)
where τn is as in (30). We then have
cn‖ψ‖E2(K) 
(∫
|f (z)|2τn
(
HK(z)
)
e−2HK(z)(i∂∂¯HK)n
)1/2
 cn,K‖ψ‖E2(K),
where the left constant only depends on the dimension and we have equality on both sides
for the unit ball.
In fact, if f satisfies the conditions in Theorem 27 then Bf ∈ E2(K∗) with
‖Bf ‖E2(K∗) = cn‖f ‖P 2(K). Theorem 26 implies that there is a unique ψ ∈ E2(K) such
that Bf =Fψ = B ◦Lψ , and
cn‖ψ‖E2(K)  ‖Bf ‖E2(K∗)  cn,K‖ψ‖E2(K),
with equality on both sides for the unit ball. Hence
cn‖ψ‖E2(K)  ‖f ‖P 2(K)  cn,K‖ψ‖E2(K),
with equalities for the unit ball, and Theorem 27 is proved.
If K is not circled we can instead use Theorem 24 for the Borel transform. For
ψ ∈E2(K) we get that
‖Lψ‖P 2(K) ∼ ‖BLψ‖E2(K∗) = ‖Fψ‖E2 (K∗) ∼ ‖ψ‖E2(K),
which proves (12) in Theorem 4.
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