A method for testing and calibrating tissue equivalent proportional counters with 37At is described. 37Ar is produced by exposure of argon in its normal isotope composition to thermal neutrons. It is shown that -up to volume ratios of 0.01 of argon to the tissue equivalent gas -there is no appreciable effect of the argon admixture on the function of the proportional counter. Conventional calibration methods with characteristic x-rays or with a-particles require modifications of the detectors, and they test only small sub-volumes in the counters. In contrast, argon permits calibrations and tests of the resolution that are representative for the entire counter volume and that do not require changes in detector construction. The method is equally applicable to multi-element proportional counters; it is here exemplified by its application to a long cylindrical counter of simplified design that is part of such a multi-element configuration.
Introduction
Radiation protection measurements with proportional counters are well suited to meet the requirements of increased precision and accuracy that have resulted from tightened dose limits and from the increase of the quality factors for neutrons (ICRP 1991) . The applicability of proportional counters has been broadened, because the variance-covariance method (Kellerer and Rossi 1984) permits determinations of radiation quality in fields of higher dose rates and in the pulsed fields of accelerators, while multi-element counters, as conceived and tested by Rossi et al. (Kliauga et al. 1987; Rossi 1983) , can extend the applicability of tissue equivalent (TE) proportional counters to the low-dose rates that are encountered in neutron measurements. The wide range of applicability corresponds to a broad variety of constructions, and this poses problems of testing and calibrating the instruments that often cannot be solved with the methods conventionally used in microdosimetry (ICRU 1983) . To overcome this problem, we have gone back to a calibration procedure with 37Ar, which was used previously for the development of proportional counters (Hanna et al. 1949) , and which has also been employed in early microdosimetric studies by Rossi (see Rossi 1984) . While the method is of general applicability, it will be presented here in its application to small cylindrical counters that are part of a multielement system designed for radiation fields with neutrons.
Problems with the familiar calibration procedures
External radiation fields produce broad energy spectra of charged secondaries in TE proportional counters, and these secondaries, in turn, deposit largely different energies in the counter. The resulting microdosimetric spectra provide the characteristic information to determine the quality of the radiation field (ICRU 1986 ), but the spectra always extend over several orders of magnitude in pulse height, and they do not have features that permit the recognition of slight variations in the response of the detector. If the measurements in neutron fields are performed with spherical counters, it is usually possible to recognize the position of the proton edge, which corresponds then to a lineal energy, y, of about 150 keV/~tm (see Dietze et al. 1984) , but otherwise there are few possibilities to judge the spectra without special procedures to calibrate pulse height versus energy imparted.
An exception involves measurements with low-energy characteristic x-rays. They release, when they interact with the counter gas, electrons of known energy. At energies up to a few keV, the electrons tend to be fully stopped in the gas, so that one registers the response of the counter to a known and fixed energy. Accordingly, characteristic x-rays are frequently used for testing and calibrating TE proportional counters. The use of low-energy characteristic x-rays is, however, severely limited because they are weakly penetrating. At the dose rates achievable, it is necessary to provide a thin entrance window to the counter. In addition, the method permits a test of only a part of the counter volume, depending on the geometry of the counter, the window, and the x-ray source. For large TE counters which can be easily and reproducibly constructed, the above restrictions are tolerable; for small counters they tend to exclude the use of characteristic x-rays for testing and calibration.
An alternative to characteristic x-rays is the use of a collimated a-ray beam. This method shares the advantages and disadvantages of the use of characteristic x-rays. It is well suited for larger counter constructions, but it is of limited applicability if small counters -and especially larger numbers of small counters -are to be tested and calibrated. In an assemblage of multiple small counters, the use of characteristic x-rays or of a-rays becomes entirely impracticable.
For completeness one may mention the calibration and testing of TE proportional counters by the release -through a UV micro-beam -of single electrons off the inside counter wall. This method has been successfully employed in studies of proportional counter resolution (Curan et al. 1949) as well as in earlier microdosimetric investigations (Kellerer 1968; Srdoc 1979 ), but it is too complex to be used routinely.
The use of aTAr for testing and calibration
The admixture of a suitable radionuclide to the counter gas is a far simpler alternative to test and calibrate proportional counters. Among all available radionuclides, 37Ar is the ideal candidate for this purpose. It is an Auger electron emitter with an energy release of roughly 2.8 keV for K-shell capture and 200 eV for L-shell capture. These two energies are very suitable for calibration of counters at simulated site diameters of fractions of a micrometer and more. The half-life of 35.02 days (Lederer and Shirley 1978) of 3TAr is also very convenient; it is sufficiently long for prolonged studies and sufficiently short to minimise problems of counter contamination. 37At has, indeed, been used for calibration of proportional counters that used argon as the counting gas (Hanna et al. 1949) . It has also -as pointed out by Rossi (1984) -been employed in early microdosimetric studies, but it has not been used subsequently in microdosimetric measurements. The following considerations will show its convenient applicability and its potential for testing and calibrating TE counters. The decay characteristics of 37Ar and the conditions for its production will be discussed, and its applicability will be exemplified through results obtained with a cylindrical TE proportional counter.
Decay characteristics and energy release of 3TAr
With a half-life of 35 days, 37Ar transforms by electron capture to stable arC1 (ICRP 1983; Lederer and Shirley 1978) . The probabilities for K-shell and L-shell capture are roughly 0.91 and 0.09 (Lederer and Shirley 1978) . The probability of M-shell capture can be disregarded in the present context. The relative probabilities for the release of electrons and photons per nuclear transformation and their energies have been calculated by several authors (Coghlan and Clausing 1973; ICRP 1983; Larkins 1977) . Asplund et al. (1977) have measured the KLL and KLM Auger spectra of argon, and Auger electron and x-ray spectra of chlorine in different gaseous compounds have also been measured (Aitken et al. 1980) . On the basis of the available information, we have compiled in Table 1 the distribution of Auger electrons and of x-rays that results from the decay of 37At. The resolution time of proportional counters is much longer than the decay time, and one measures therefore simultaneously the contribution of the different electrons and photons that are emitted due to a decay. Part of the released energy may leave the sensitive volume of the counter. The mean free path of the 2.6 or 2.8 keV photons in TE gas corresponds to more than 50 gm (Seltzer 1993) . At the simulated sites -which are considerably smaller -they will, thus, usually escape, and they are therefore listed in parentheses in Table 1 . Apart from these photons -that are irrelevant in the present context -the total energy release amounts to 2.8 keV with probability 0.83, and 200 eV with probability 0.17. The mean free path of a 200 eV photon in the TE gas corresponds to about 1 ~tm (Hubbel 1977) . Only part of these photons will, therefore, be registered. The CSDA ranges for 2.4 and 2.6 keV electrons are about 0.2 ~tm and 0.22 lam (Waibel and Grosswendt 1992) . These electrons are likely to deposit all their energy in the sensitive volume of the counter, but an increasing part of the energy of the electrons will be lost when the counter simulates tissue regions less than about 1 gm, i.e. the upper peak will shift to lower energies. The CSDA range of 200 eV electrons is only 6 nm (Waibel and Grosswendt 1992) , so that -at the site sizes that are simulated -they will always be contained in the collection volume of the counter.
Production of 37At
Among the various reactions for production of 37Ar (Erdtman 1976; Lederer and Shirley 1978) , the most convenient one is irradiation of natural argon with thermal neutrons. The ambient abundance (in atom numbers) of the argon isotopes 36At, 3BAr and 4°Ar is 0.337%, 0.063% and 99.59%. The activation processes, their thermal neutron cross-sections and the resulting relative yields in ambient argon are: The cross-section for creating 3TAr in this way is small, but the reaction obviates the need for the subsequent chemical separation that arises with other production methods that have a larger cross-section. At the research reactor FRM at Garching (Technical University of Munich), an in-core position is used with neutron fluence rates 6.6-1013, 4.3.10 ~2 and 3.0.1013 cm -2 s -1 for thermal, epithermal and fast neutrons, respectively. The epithermal and fast neutrons do not contribute appreciably (Erdtman 1976) . The projected new reactor, FRM II, at Garching is to provide a neutron fluence rate that is 50 times larger, but even under the present conditions sufficient activities of 37Ar are readily obtained.
Argon at atmospheric pressure is enclosed in a 8 ml quartz ampoule that is, in turn, encapsulated in an aluminium cylinder. After 5-10 days of irradiation and a subsequent storage time of 5-9 days, the 41Ar has disappeared, and an activity of about 4-9 MBq of 3TAr remains. The only measurable remaining radiation outside the ampoule is that of trace elements in the quartz. The remaining activity is below the exemption level of radiation protection regulations, but it is amply sufficient for the testing and calibration of proportional counters.
Sensitivity of the counter operation to the admixture of argon
Testing and calibration with 3TAr will here be exemplified in its application to TE cylindrical counters under varying operational conditions. The counters are operated with methane-based TE gas (ICRU 1983) at an automatically controlled flow rate. Flow rates of about 7 ml/h (normalised to 1 bar) were employed in the present study. Since the proportion of 3TAr in the ampoule is minuscule, one needs to administer an amount of argon that might affect the gas multiplication of the counter. It is, therefore, important to determine the relative concentration of argon that leaves the operation of the counter unaffected. For convenience, we first studied this question with a standard right cylindrical counter (length and diameter of the counting volume 20 ram) which has a built-in e-ray calibration source. At the simulated site diameter of 1 gm and at an operation voltage of 900 V, we obtained the dependence of the gas gain on the argon concentration that is presented in Fig. 1 . Argon with a mass impurity of 10 .5 was used for this experiment. The volume ratio of argon and TE gas in the gas mixture was determined by the measurement of pressures with an accuracy of 3 x 10-s. Up to volume ratios of 0.01~).02, the gas multiplication factor remains constant within 3%4%, followed by a certain increase. With argon that has been irradiated in the quartz ampoule, no increase of gas multiplication is seen up to a volume ratio 0.01 of argon, and with higher admixtures of argon, the gas multiplication actually decreases somewhat; this effect might be caused by impurities in the argon from the quartz ampoules or from the procedure of filling and heat sealing the ampoules. The essential conclusion is that the counter operation remains unaffected at volume ratios of argon up to 0.01.
Calibration
Pulse height spectra for 3TAr were obtained with the standard (20 x 20 mm) cylindrical counter and with a smaller counter which is a prototype for a multielement detector. The prototype has a simple cylindrical geometry. Its length is 60 mm, its diameter 3 mm, and no guard electrodes are utilized; it is, therefore, a good example of an instrument that cannot be readily tested or calibrated by the usual methods, while it demands testing because of its uncommonly simple design. The results for this counter will, therefore, be presented in detail. Fig. 1 . Dependence of the gas multiplication in tissue equivalent (TE) gas on the volume fraction of admixed argon. The dependence is given relative to the gas multiplication in pure TE gas. Simulated diameter 1 gin, operation voltage 900
10 100 1000 channel number, n Fig. 2 . Pulse height spectra at 1 gm simulated diameter, different detector voltages, and electronic gain. From left to right: 900 V, gain 10; 800 V, gain 50; 1100 V, gain 5; 1000 V, gain 50; 1100 V, gain 20
At a given argon concentration the observed count rate depends on the counter volume and on the pressure. At a volume ratio of 0.01, the pulse rate in the small counter was of the order of 5 and 50 s-1 at simulated site diameters of 0.2 ~tm and 2 gm, respectively. These values apply to the specific activity of 3VAr that is reached by the neutron exposure times and conditions specified above. At a gas flow rate of 7 ml/h (normalised to 1 bar) and at an argon volume ratio of 0.01, one ampoule of neutron-exposed argon suffices for up to 100 h of continuous operation of the TE counter.
The pulse height spectra in Fig. 2 are taken at a simulated diameter of 1 ~tm. A logarithmic abscissa scale is used to accommodate the broad range of pulse heights that results with different voltages and different electronic gain. To preserve the area in the logarithmic scale, the pulse frequencies initially determined on a linear scale in the analogue-digital converter -are multiplied by the channel numbers, i.e. the density relative to the logarithmic scale is plotted.
For calibration in terms of the K-capture peak, one must assign the central value of this peak to the central value, ek, of the energy imparted due to the K-capture events. This imparted energy has its main contribution from the electrons that tend -at simulated diameters of 1 gm or more -to be fully absorbed in the collecting volume. Their mean contribution per event is then 2.405 keV. A smaller contribution is due to the accompanying 200-eV photons; this amounts on average to 377 eV energy per K-Auger event times the absorbed fraction, f which depends on the mean free path of the photons and the cylinder geometry: 8k = 2.405 keV +f-0.377 keV.
(1)
The absorbed fraction, f, of the photons can be calculated from Hubbel (1977) gives the value 1 gm (scaled to the density of tissue) for the mean free path of the 200 eV photons in methane-based TE gas. With this value one obtains from Fig. 3 the absorbed fractions 0.6, 0.4 and 0.25 for the simulated diameters 2 gm and 0.5 gm, respectively. This corresponds, according to (1), to the central values 2.63 keV, 2.56 keV and 2.5 keV of the energy imparted. In the measured spectra the peaks corresponding to the K-shell events are fitted to normal distributions to determine their central values that are then, for the simulated diameters 2 gm and 1 gm, assigned the values 2.63 keV and 2.56 keV. For smaller simulated diameters the calibration is more complicated, because one needs to account for incomplete energy deposition by some of the Auger electrons.
The complexity of the partial excape of electron energy suggested a direct determination for smaller simulated diameters, and this was achieved by measuring the argon spectra in the larger 20 x 20 mm cylindrical proportional counter and comparing it with earlier calibrations in terms of a built-in 241Am e-source (Chert 1991) . This procedure has provided energy values that are consistent with the computed energies for the diameters 2 gin, 1 gm and 0.5 gm; they are listed in the first column of Table 2 . Since the intercalibaration did not aim at high precision, the values must be considered approximate.
Detector resolution
With the calibration values of Table 2 one obtains the distributions in Fig. 4 . It can be seen that the resolution changes little over a wide range of gas multipli- Table 2 gives -for the Gaussian distributions fitted to the K-peakthe relative standard deviations ~/ek, i.e. the standard deviations, a, divided by the central energy, ek. The full width at half-maximum (FWHM) divided by the mean is frequently used as a parameter of the counter resolution; the values of this ratio are read from the observed spectra and are also given in Table 2 ; they agree closely with the values 2.36a/ek of the fits to Gaussian distributions.
To judge the performance of the counter, one needs to compare the observed resolution with the values that could ideally be reached. For this purpose one needs to consider the various factors that contribute additively (Kellerer 1968) to the relative variance, V~--o-2/e 2, of the calibration spectrum.
Variations of energy imparted. For the K-peak one can have the imparted energies of 2.4 keV, 2.6 keV or 2.8 keV. To compute the relative variance one can make the somewhat simplified -but uncritical -assumption that in the 2-photon event the probability for absorbing no photons, one photon or both photons is (l--f) 2, 2-(i-f ).f, and f2, respectively. With this assumption one obtains the positions of the K-peak (Fig. 5) and the relative variance, V~ (Fig. 6) . The maximum relative variance V~ = 0.0053 occurs at f= 0.45, i.e. at simulated diame- ter of 1.2 ~tm. It will be seen that V1 is smaller than the variance that is due to the two subsequent factors, the Fano fluctuations and the multiplication statistics.
For smaller diameters the K-peak broadens and shifts towards lower energies, because increasing parts of the electron tracks leave the counter volume.
For the L-peak, which is most important for calibration at smaller simulated diameters, the 193 eV LMM-Auger electron is dominant, and 1/1 can, therefore, be disregarded.
Fluctuation of the number of ions.
Even for a fixed imparted energy, the initial number of ionizations varies; this is referred to as Fano fluctuations (Fano 1947) . As Fano has pointed out, the relative variance of the number of ionizations is roughly half of the value that applies for a Poisson distribution, i.e. it equals Vz=w/2e, where w is the mean energy per ionization and e is the electron energy.
Multiplication statistics. Fluctuations are also introduced by the statistics of the gas multiplication process. This factor has, in earlier studies, been elucidated by measurements of the distribution of pulse heights, x, due to single electrons (Curan et al. 1949; Kellerer 1968; Srdoc 1979) . In optimal cases the distribution was of the form x. exp(-2X/Xo), where Xo is the mean pulse height. The contribution V3 to the variance is then -as can be readily shown -equal to w/2e, i.e. one has V 2 + V 3 = w/e, and one can then represent the distribution of pulse heights by a gamma-distribution which is the 2-fold convolution of exp(-x/xo) (Kellerer 1968 Non-uniformities of gain. For an ideal counter the gain would not depend on the position of the primary ionisation within the sensitive region. In reality, there are variations that depend on the counter design and that could be substantial for a counter without guard electrodes and without a field shaping helix around the central wire. The contribution, V4, to the relative variance needs to be inferred from the difference between the observed total relative variance, V~, of the calibration spectrum and the above contributions V1, V2 and V3.
The best Gaussian fit to the experimental pulse height spectra at simulated diameter 1 gm and at voltage 1000 V has a value of 0.73 keV for the F W H M (29% of the central energy, 2.56 keV); the corresponding relative variance is The observed values are close to 0.015, i.e. one concludes that the observed resolution is nearly equal to that of a counter with uniform response and with the optimal pulse distribution ~ x. exp(-2x/xo) for single ions. An influence of spatial nonuniformity might exist, but it must be small. It may appear surprising that a very simple counter would exhibit no appreaciable influence of the spatial non-uniformity of sensitivity. However, the length of the counter explains the lack of influence of field inhomogeneties at the counter ends. On the other hand, there is no need for a field shaping central helix, because the multiplication region is a very small fraction of the sensitive volume; a calculated multiplication profile shows that the multiplication region extends -under the above operational conditions -to a radius of only 40 gm, which corresponds to a fraction of only 0.07% of the counter volume. Figure 7 represents the calibration spectra at decreasing simulated diameters. At smaller simulated diameters a considerable part of the energy released in the K-shell events escapes the sensitive volume of the counter, and the L-shell contribution becomes correspondingly more prominent.
The low-energy peak is close to noise. To observe it entirely, one requires high gas gain and low noise. The spectra in Fig. 8 that corresponds to (3). In this equation 2 is the mean number of ionizations, and the best fit is obtained with 2=6-t-0.5, which corresponds to w = 32.2 _+ 2.7 eV. The relative variance for this distribution is V~ = 1/2 = 0.166.
Conclusions
3VAr obtained by irradiation of natural argon with thermal neutrons canby admixture to TE gas -be conveniently used for the testing and calibration of TE proportional counters. The use of this method offers a variety of advantages. It requires no technical modifications in the detectors. 3TAr is uniformly distributed throughout the counter volume, and the calibration factor that one obtains is, therefore, representative for the whole volume, and not only for part of it, as would be the case for other calibration procedures. Two calibration lines with quite different energies are available, and the calibration is thus possible at simulated diameters of fraction of a micrometer and more. For small counters that do not admit built-in calibration probes, the method is essential, and it is equally essential for multi-element counters. In addition to the calibration factor, one obtains information about counter resolution, noise and electrical stability, which can be essential in the construction and testing of TE proportional counters.
