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ABSTRACT
While galaxies at 6 . z . 10 are believed to dominate the epoch of cosmic reionization, the escape
fraction of ionizing flux fesc and the photon production rate n˙γ from these galaxies must vary with
redshift to simultaneously match CMB and low-redshift observations. We constrain fesc(z) and n˙γ(z)
with Planck 2015 measurements of the Thomson optical depth τ , recent low multipole E-mode polar-
ization measurements from Planck 2016, SDSS BAO data, and 3 . z . 10 galaxy observations. We
compare different galaxy luminosity functions that are calibrated to HST observations, using both
parametric and non-parametric statistical methods that marginalize over the effective clumping fac-
tor CHII, the LyC production efficiency ξion, and the time-evolution of the UV limiting magnitude
dMSF/dz. Using a power-law model, we find fesc . 0.5 at z = 8 with slope β & 2.0 at 68% confidence
with little dependence on the galaxy luminosity function or data, although there is non-negligible
probability for no redshift evolution β ∼ 0 or small escape fraction fesc ∼ 10−2. A non-parametric
form for fesc(z) evolves significantly with redshift, yielding fesc ∼ 0.2, 0.3, 0.6 at z = 6, 9, 12, respec-
tively. However, a model-independent reconstruction of n˙γ(z) predicts a suppressed escaped photon
production rate at z = 9 for the latest Planck data compared to the other models, implying a quicker
period of reionization. We find evidence for redshift evolution in the limiting magnitude of the galaxy
luminosity function for empirical models of the galaxy luminosity function.
1. INTRODUCTION
During the Epoch of Reionization (EoR) the neutral
intergalactic medium (IGM) underwent a phase transi-
tion into an ionized state. This transition was medi-
ated by luminous sources that formed shortly after the
Big Bang, with overdense regions generating a signif-
icant flux of ionizing photons that eventually filtered
out into underdense regions of the universe. Measure-
ments of the Gunn-Peterson optical depth in high red-
shift quasars (e.g., Becker et al. 2001; Fan et al. 2006;
McGreer et al. 2011, 2015) imply that reionization was
largely completed by zreion ∼ 6. Similarly, CMB mea-
surements of the Thomson optical depth are sensitive to
the mean redshift of reionization, with different combi-
nations of CMB and large-scale structure data predicting
a wide range of possibilities for zreion and the physics of
reionization.
Early galaxies are a natural explanation to provide the
necessary ionizing photons at redshift 6 . z . 12 (e.g.,
see recent studies by Kuhlen & Faucher-Giguere (2012);
Bouwens et al. (2015c)). Recent observations of the slope
of the galaxy luminosity function provide more evidence
that low-luminosity dwarf galaxies can produce enough
ionizing photons for reionization (e.g., Bouwens et al.
2011; McLure et al. 2013; Bouwens et al. 2015d; Finkel-
stein et al. 2015; Livermore et al. 2016). While other
intriguing sources of ionizing flux might contribute, such
as Population III (e.g., Cen 2003; Wyithe & Loeb 2003b;
Wyithe & Cen 2007) stars and active galactic nuclei (e.g.,
Madau et al. 1999; Wyithe & Loeb 2003a; Madau &
laynep@andrew.cmu.edu
hytrac@andrew.cmu.edu
cen@astro.princeton.edu
Haardt 2015), in this paper we focus on galaxy-driven
hydrogen reionization.
The redshift at which reionization is completed, as well
as the duration of this epoch, depends on the density
n˙γ of Lyman-continuum (LyC) photons emitted into the
IGM in a given unit of time and the hydrogen recom-
bination time t¯rec. In turn, these depend on a number
of relatively uncertain parameters, including the shape
and redshift evolution of the galaxy luminosity function
(GLF) φ, the time-dependent escape fraction of LyC pho-
tons per luminous source fesc, the faint-end magnitude
limit MSF for φ, the effective clumping factor in ion-
ized hydrogen CHII, and the LyC photon production effi-
ciency ξion. While high-resolution numerical simulations
can reduce the theoretical uncertainty in the presumed
value of CHII or φ(z), the required complexity makes it
challenging to obtain realistic expectations of all of these
quantities together and how they evolve with z. It is
therefore paramount that we are able to provide a self-
consistent, data-based constraint on n˙γ(z) and fesc(z),
including their joint dependencies on the other parame-
ters, in a model-indepent fashion.
The escaped photon production rate density n˙γ is the
parameter that can be constrained most effectively from
the Thomson optical depth. Importantly, it can be esti-
mated independently of φ(z), ξion, or fesc(z). However,
constraints on fesc(z) inform us about galactic physics
during the reionization epoch, assuming a given GLF
with a low-luminosity limiting magnitude MSF ∼ −10.0.
Values of fesc & 0.10 − 0.20 are typically required for
galaxy-driven reionization models at z & 6 (Bolton &
Haehnelt 2007), which conflicts with the low-redshift
measured values of fesc . 0.05 − 0.1 (Chen et al. 2007;
Iwata et al. 2009; Smith et al. 2016). This generically
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requires significant redshift evolution in the escape frac-
tion (e.g., Inoue et al. 2006; Ferrara & Loeb 2013; Khaire
et al. 2015). However, different numerical models predict
a range of functional forms for fesc. These simulations
have not yet arrived at a consensus regarding its expected
magnitude or its dependencies on redshift, halo mass, or
galaxy mass; for example, it is not yet fully understood if
the escape fraction increases or decreases with increasing
halo mass (e.g., Wise & Cen 2009; Razoumov & Sommer-
Larsen 2010; Yajima et al. 2011). Furthermore, the pre-
dicted escape fraction can also vary as a function of
metallicity or stellar binary interactions (Stanway et al.
2016; Ma et al. 2016), allowing measurements of fesc(z)
to influence high redshift stellar population models.
Razoumov & Sommer-Larsen (2010) find large val-
ues of fesc ∼ 0.8 at z = 10 and Sharma et al. (2015)
finds fesc & 0.05 − 0.20 at z > 6 in the Eagle simula-
tion (Schaye et al. 2015; Crain et al. 2015). Similarly,
Kimm & Cen (2014) require fesc ∼ 0.1 and Wise & Cen
(2009) obtain fesc ∼ 0.5 for galaxies with halo masses
Mh . 108M when studying dwarf galaxies near the
star-formation limit. This is verified by Yajima et al.
(2011) who find fesc ∼ 0.4 at 3 . z . 6 in a similar mass
range. These high escape fractions contrast with much
lower values of fesc . 0.03 − 0.05 from Gnedin et al.
(2008) and Ma et al. (2015). Given the large uncertainty
in the theoretical models, constraints on fesc that do not
rely on specific expectations on the shape of the redshift
evolution will be valuable for comparing to a broad range
of models.
In this paper we revisit the problem of reconstruct-
ing the redshift evolution of both the escaped LyC pho-
ton production rate density n˙γ(z) and the escape frac-
tion fesc(z) from early galaxies. Both parametric and
non-parametric methods have been used previously to
find constraints on these functions. For example, Mitra
et al. (2011, 2012); Pandolfi et al. (2011); Mitra et al.
(2013, 2015) have used principle component analyses to
infer both quantities with Lyman-α, QSO, WMAP, and
Planck 2015 data; Kuhlen & Faucher-Giguere (2012)
use parametric reconstruction methods for WMAP7 and
z ∼ 4 Lyα forest data; Jensen et al. (2016) have used L1-
regularized regression (lasso) with mock JWST/NIRSpec
data; and Bouwens et al. (2015c) have considered para-
metric constraints on the time-dependent production
rate of ionizing photons that escape into the IGM us-
ing Planck 2015 data.
In light of this, our present work contains a couple
of novel results. First, we compare the constraints on
fesc(z) and n˙γ(z) as obtained from the latest measured
values of the Thomson optical depth τ with EE low-
` polarization from Aghanim et al. (2016) to different
CMB and BAO data combinations that are in mild-to-
moderate tension with each other. The value of τ as
obtained from combinations of Planck 2015 and 2016
temperature, polarization, and lensing data and 6dFGS,
SDSS Main Galaxy Sample, BOSS-LOWZ, and CMASS-
DR11 BAO measurements, varies within a few standard
deviations (Beutler et al. 2011; Anderson et al. 2014;
Ross et al. 2015; Ade et al. 2015a,b; Aghanim et al.
2016). For instance, the Planck 2015 analysis (Ade et al.
2015a) obtains τ = 0.079±0.017 at 68% confidence, using
the temperature and E-mode polarization anistropies’
auto- and cross-spectra (TT, TE, EE + lowP), while
a polarization-independent analysis that includes CMB
lensing and BAO has a marginally lower value of τ =
0.067± 0.016. However, using low multipole moments of
the E-mode polarization power spectrum from the Planck
High Frequency Instrument (HFI) measures the consid-
erably lower value of τ = 0.055 ± 0.009 (Aghanim et al.
2015). This considerably lower measurement of τ implies
an average reionization redshift of 7.8 . zreion . 8.8,
which is closer to the expectations from galaxy observa-
tions (Adam et al. 2016). Here, we explore the effects of
the large difference in these values of τ on the LyC flux
that escapes into the IGM.
Furthermore, we provide the first manifestly Bayesian,
model-independent reconstruction scheme for n˙γ(z) and
fesc(z). Our non-parametric redshift method is a uni-
form stochastic process that interpolates the functional
form of n˙γ(z) and fesc(z) over a high-dimensional vector
in redshift space. This gives significant freedom in the
models’ ability to fit the data. Similar techniques have
been used in cosmology to reconstruct the primordial
power spectrum of curvature perturbations as a func-
tion of scale (e.g., Bridges et al. 2006, 2007; Verde &
Peiris 2008; Bridges et al. 2009; Peiris & Verde 2010;
Bird et al. 2011; Vazquez et al. 2012a,b; de Putter et al.
2014; Aslanyan et al. 2014; Abazajian et al. 2014; Ade
et al. 2015c) and the redshift evolution of the dark energy
equation of state (Hee et al. 2015), among others.
Finally, when calculating fesc(z) we assume two possi-
ble forms of the UV GLF that are constructed to fit HST
observations of galaxies at redshifts 6 . z . 10 (Oesch
et al. 2014; Bouwens et al. 2015d), but deviate at higher
redshifts. Our first GLF model adopts the high-redshift
extrapolated values from Bouwens et al. (2015b), ob-
tained from HST observations. Throughout this paper
we will refer to this GLF model as the B15 model. The
second model adopts the galaxy luminosity function and
MSF(z) of the Scorch I simulation (Trac et al. 2015),
which is obtained by abundance matching to dark mat-
ter halos in high resolution N-body simulations. We also
compare a non-parametric, model independent strategy
for recovering fesc(z) with a simple power-law parametric
analysis.
The rest of this paper is organized as follows: Sect. 2
describes the calculation of the Thomson optical depth.
Sect. 3 discusses the two galaxy luminosity functions
we study. Sect. 4 outlines the statistical methodology.
Sect. 5 reports on the data sets that we use and the pri-
ors that we place on the parameters of interest. Sect. 6
describes the data used and the results of the Monte
Carlo analysis. Sect. 7 is a discussion and conclusion.
2. THE THOMSON OPTICAL DEPTH AND ESCAPED
PHOTON PRODUCTION RATE
Measurements of the Thomson optical depth τ indi-
rectly constrain the ionized hydrogren fraction from the
present day until the surface of last scattering. The opti-
cal depth is calculated by integrating the proper number
density of free electrons n
(p)
e along the line of sight l to
the CMB:
τ =
∫
σT n
(p)
e dl, (1)
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where σT = 6.6524 × 10−25cm2 is the Thomson cross
section. Using the fractional volume occupied by ionized
hydrogen QHII, also known as the volume filling factor,
the Thomson optical depth can be expressed as
τ =
∫ zLS
0
dz
c (1 + z)
2
H(z)
QHII(z)σT n¯H
(
1 + η
YHe
4XH
)
, (2)
where z is redshift, zLS is the redshift of last scattering,
c is the speed of light, H(z) is the Hubble parameter,
XH = 0.747 is the primordial hydrogen abundance (Aver
et al. 2012), YHe ≈ 1 − XH is the primordial helium
abundance, and
η ≡

0 if only H ionized
1 if H ionized & He singly ionized
2 if H ionized & He doubly ionized
. (3)
We assume that the first reionization of helium occurs
simultaneously with hydrogen reionization and that the
second ionization of helium, which requires 54.4 eV pho-
tons, occurs instantaneously at redshift z = 3.0 and is
mediated by quasar emission, although this has little ef-
fect on the calculation of τ . The comoving average num-
ber density of neutral hydrogen is
n¯H
[1.88× 10−29cm−3] =
(
XH
mH
)
Ωbh
2, (4)
where mH is the hydrogen mass.
The volume filling factor of ionized hydrogen satisfies
the differential equation (Madau et al. 1999)
dQHII
dt
=
n˙γ
n¯H
− QHII
t¯rec
, (5)
where the spatially averaged recombination time t¯rec is
given by (e.g., Kuhlen & Faucher-Giguere (2012))
t¯rec
[0.93 Gyr]
≈
(
CHII
3
)−1(
T0
2× 104 K
)0.7(
1 + z
7
)−3
,
(6)
where T0 is the temperature of the IGM at mean den-
sity and CHII =
〈
n2HII
〉
/ 〈nHII〉2 is the effective clumping
factor in ionized hydrogen. Throughout this paper we
fix T0 = 2× 104 K, which matches the expectations from
typical star-forming galaxy spectra (e.g., Miralda-Escud
& Rees (1994); Hui & Haiman (2003); Trac et al. (2008)).
The number of LyC photons emitted into the diffuse
IGM per unit time per unit comoving volume is obtained
by integrating the UV GLF over all magnitudes below
the minimum star-formation magnitude MSF, weighted
by the amount of LyC luminosity at a given MUV. This
relationship is given by
n˙γ(z) = fesc(z) ξion
∫ MSF(z)
−∞
φ(MUV, z)LUVdMUV, (7)
where we have assumed that the hydrogen ionizing lumi-
nosity is linearly related to the UV luminosity
Lion = ξionLUV, (8)
with LyC photon production efficiency ξion. The produc-
tion efficiency is not precisely known, although ξion ≈
1025.2 is expected from galaxies with Population II
stars (Schaerer 2003; Bruzual & Charlot 2003). Bouwens
et al. (2015a) measures ξion ≈ 1025.3±0.1 with lower
redshift z ∼ 4 − 5 galaxies. In this paper we will
marginalize our results over the more conservative range
ξion = 10
23.5−1027.5, as the photon production efficiency
is degenerate with the overall amplitude of fesc as mea-
sured by τ . While eestricting this range would provide
a tighter constraint on the typical scale of fesc, it would
have little effect on the recovery of any redshift evolution.
If the UV GLF is parametrized with the typical
Schecter form
φ = φ∗
(
LUV
L∗
)α
exp
(
−LUV
L∗
)
, (9)
then the escaped LyC photon production rate can be
expressed as
n˙γ =
(
2.5
log 10
)
ξion fesc φ∗ L∗ Γ
(
1 + α,
LSF
L∗
)
, (10)
where Γ is the incomplete Gamma function, LSF is the
minimum star-formation luminosity limit, and UV mag-
nitudes and UV luminosities are related by the AB rela-
tion
LUV[
erg s−1Hz−1
] = (4.345× 1020) 10−MUV/2.5. (11)
If α < −2.0, then Eq. (7) is closely approximated by
n˙γ =
(
2.5
log 10
)(
ξion fesc φ∗ L∗
1 + α
)(
LSF
L∗
)1+α
, (12)
where LSF is the UV luminosity of galaxies at UV mag-
nitude MSF.
3. GALAXY LUMINOSITY FUNCTIONS FOR
RECOVERING THE ESCAPE FRACTION
In order to recover fesc(z) from the measurements of
the Thomson optical depth τ , we first need to specify a
galaxy luminosity function that can be substituted into
Eq. (7). Oesch et al. (2014) and Bouwens et al. (2015d)
present HST observations of φ at redshifts z . 10 that
provide constraints over the rest frame UV magnitude
range −23 .MUV . −16, while Livermore et al. (2016)
obtain a GLF consistent with Oesch et al. (2014) and
Bouwens et al. (2015d) up to MUV . 13 at z & 6 in the
Hubble Frontier Field. At higher redshift and at lower
luminosities, observations do not currently provide much
information and we need to rely on extrapolations from
empirical models or numerical simulations to calculate τ .
In this paper, we compare the reconstructed fesc(z)
when using both an empirical and simulated galaxy lu-
minosity function. For an empirical GLF, we choose
the best-fit values from Bouwens et al. (2015b), which
are derived from observations reported in Bouwens
et al. (2015d). This model has the Schecter pa-
rameters M∗ = −20.97 + 0.17(z − 6.0), φ∗ =(
4.5× 10−4) 10−0.21(z−6.0)Mpc−3, and α = −1.91 −
0.13(z−6.0), where the values at z & 8 and MUV & −15
are based on extrapolation. To calculate the intrinsic
LyC photon production rate we use a fiducial limiting
star formation magnitude of MSF = −10.0, which is the
commonly assumed limit (e.g., Bouwens et al. (2012);
Robertson et al. (2013)), but is not directly constrained.
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Figure 1. Comparison of the galaxy luminosity function φ(z)
for the Scorch model with the empirical B15 luminosity func-
tion (Bouwens et al. 2015b), as a function of UV magnitude.
We allow the limiting magnitude to vary with redshift,
which we parametrize by
MSF(z) = −10.0 +
(
dMSF
dz
)
(z − 6.0), (13)
where we restrict −1.0 < dMSF/dz < 0.5. The redshift
evolution of the limiting magnitude at redshifts z > 6 is
expected to reach the ranges −14 . MSF . −12 from
Gnedin (2016) and MSF ∼ −12 from Trac et al. (2015)
and measurements of lensed galaxies in the Hubble Fron-
tier Field have probed down to MSF = −15 at z = 8 (Liv-
ermore et al. 2016). These limits qualitatively match the
range we have allowed for dMSF/dz. We call this empir-
ical GLF the B15 model.
As a test of the empirical luminosity function, we com-
pare the B15 model to the GLF from the Scorch simu-
lation of Trac et al. (2015), which has been calibrated
to match HST observations at z = 6 and MUV . −15
within the quoted error. At higher redshifts and lower
luminosities the luminosity function is obtained by abun-
dance matching to a high-resolution ΛCDM N-body sim-
ulation. This is a physically motivated cosmology model
for φ(z) at high redshift, in contrast to a straightforward
extrapolation from data. The Schecter parameters for
this model are expressed in Table 1. Trac et al. (2015)
also predicts a known redshift dependence MSF(z), which
does not require us to marginalize over the time evolu-
tion of the limiting magnitude. We call this GLF the
Scorch model.
Since the Scorch GLF is derived from a cosmology sim-
ulation, we have tested that the predictions are not sen-
sitively dependent on the exact values of the ΛCDM pa-
rameters that are chosen. When replicating the tech-
niques of Trac et al. (2015) for cosmological models with
different values of Ωm and σ8, we find that there is little
variation in φ, assuming that these two cosmological pa-
rameters are not allowed to vary substantially from the
best-fit values on these parameters obtained by Planck
2015 TT,TE,EE+lowP (Ade et al. 2015a). Consequently,
in our analysis we will fix the Schecter parameters of the
Scorch GLF to those obtained with cosmological param-
Table 1
Scorch galaxy luminosity function Schecter parameters.
z φ∗ M∗ α MSF
6 4.86×10−4 -20.92 -1.88 -9.7
7 3.76×10−4 -20.76 -1.94 -10.0
8 2.67×10−4 -20.61 -2.00 -10.4
9 1.77×10−4 -20.47 -2.07 -10.7
10 1.11×10−4 -20.33 -2.14 -11.1
11 6.65×10−5 -20.19 -2.21 -11.4
12 3.84×10−5 -20.06 -2.28 -11.7
13 2.13×10−5 -19.92 -2.35 -12.0
14 1.15×10−5 -19.79 -2.43 -12.3
15 6.01×10−6 -19.66 -2.50 -12.6
Note. — The cosmological parameters are fixed at Ωm = 0.3,
h = 0.7, σ8 = 0.82 and φ∗ is in units of Mpc−3.
eters set to Ωm = 0.30, h = 0.70, σ8 = 0.82.
Fig. 1 shows the two GLFs at redshifts z = 6 and
z = 15. The two agree very well at z = 6 by design,
while the B15 model extrapolated to z = 15 generically
predicts more galaxies at a given MUV. For fixed fesc,
this difference at high redshift will give earlier zreion for
the B15 model than the Scorch model unless dMSF/dz <
0.
4. MODELING THE EVOLUTION OF THE ESCAPED
PHOTON PRODUCTION RATE AND THE UV ESCAPE
FRACTION
Our goal in this paper is to obtain constraints on the
escaped photon production rate density n˙γ(z) and the
LyC escape fraction fesc(z) using parametric and non-
parametric methods and compare the results when dif-
ferent datasets are used. Since the redshift evolution of
n˙γ has been constrained by Bouwens et al. (2015c) as-
suming a simple exponential relationship n˙γ ∼ 10B(z−8),
we will focus only on non-parametric functional forms for
the escaped photon production rate.
An obvious parametric form for the escape fraction is
a simple, two-parameter power-law fit
fesc(z) = f8
(
1 + z
9
)β
, (14)
where f8 is the escape fraction at z = 8. We require that
the slope β is greater than unity, in order to ensure that
the escape fraction decreases with decreasing redshift.
Our non-parametric method for reconstructing fesc(z)
and n˙γ(z) is a uniform stochastic process. We define a
grid of N evenly spaced points in redshift that belong
to the range 3 ≤ z ≤ 15. We then uniformly sample
each component of an N -dimensional target vector ~F
identically and independently from a uniform distribu-
tion, with ranges depending on which function we are
attempting to reconstruct, fesc or n˙γ . We will associate
~F with the independent variable in the reconstruction
at the gridded z-positions. For a given ~F , we can then
define fesc(z) or n˙γ(z) by interpolating between ~F at
the gridded locations in z using an nth-order polynomial,
with any required values in the redshift ranges z < 3 and
z > 15 fixed by the first or last value in ~F , respectively.
When reconstructing the escape fraction functional
form we sample the elements of the target function ~F
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over the range
~F = fesc
∣∣
z=3,...,15
∼ U [0, 1] (15)
and use a cubic spline interpolation function. We use
four “knots” for the spline, i.e. the dimensionality of ~F
is four. When the interpolation procedure naively ex-
ceeds the bounds 0 ≤ fesc(z) ≤ 1, we fix fesc to the
bounded value. We further impose the constraint that
fesc(z) evolves monotonically over the whole reconstruc-
tion range 3 . z . 15, by stipulating dfesc/dz ≥ 0 for all
z.
When reconstructing the escaped photon production
rate density directly, we instead sample the target func-
tion in log-space as
~F = log10
(
n˙γ/n¯H
Gyr−1
)∣∣∣∣
z=3,...,15
∼ U [1, 6] (16)
and use a linear spline. Here, we use six knots. We do not
impose monotonicity on this functional reconstruction.
In principle, increasing the dimension of ~F by adding
more internal knots to the interpolation function, or al-
lowing the z-position of the knots to vary will change
the shape of the functions that we are able to recon-
struct. However, we keep these hyperparameters fixed
in this analysis, since the Thomson optical depth is an
integrated quantity over redshift and is not sensitive to
fine structure in fesc(z) or n˙γ(z). The prior probability
that we use on the shape of function via this method is
therefore weighted toward functions that are relatively
smoothly varying in 3 < z < 15.
5. DATA AND METHODS
To obtain constraints on fesc(z) and n˙γ(z) at z & 6.0
we use the measured value of τ from the combined anal-
ysis of Planck 2015 and 2016 temperature, polarization,
and lensing data and 6dFGS, SDSS Main Galaxy Sam-
ple, BOSS-LOWZ, and CMASS-DR11 BAO measure-
ments (Beutler et al. 2011; Anderson et al. 2014; Ross
et al. 2015; Ade et al. 2015a,b; Aghanim et al. 2016).
We focus on three different measurements of τ , using
different combinations of these data. First, we look at
the value as predicted by the Planck 2015 data, which
is τ = 0.079 ± 0.017 based on the TT, TE, EE, +
lowP data likelihood for the temperature and polariza-
tion power spectra. We then use the lower value of
τ = 0.067± 0.016 when BAO observations are included,
but CMB polarization data is excluded. Finally, we com-
pare these to the latest Planck 2016 lowE observations
of τ = 0.055± 0.009.
We give zero likelihood to those models that have
QHII < 0.79 at z = 5.9, which corresponds to the
3σ lower limit on QHII from McGreer et al. (2015)
and matches the earlier constraints from McGreer et al.
(2011). These limits are derived by quasar observations
and are broadly consistent with the hydrogen reioniza-
tion fraction obtained by measuring the Gunn-Peterson
optical depth from Fan et al. (2006). When constrain-
ing fesc(z) we also limit fesc < 0.1 and z < 3.3, which
matches the 2σ limit from Boutsia et al. (2011) and is
consistent with Chen et al. (2007); Iwata et al. (2009);
Smith et al. (2016).
We do not impose any constraints on the escaped pho-
ton production rate n˙γ when performing the direct non-
parametric reconstruction of this quantity, e.g., n˙γ/n¯H =
1050.99±0.45 s−1 Mpc−3 at z = 4.75 from Becker &
Bolton (2013). However, we have checked that imposing
these upper and lower limits on post-processed MCMC
chains does not radically alter our non-parametric con-
straints on n˙γ(z), particularly at higher redshifts z & 6.
This contrasts with parametric reconstructions of this
quantity, where the high and low redshifts values of n˙γ
must be simultaneously matched by a specific functional
form. For simplicity, we do exclude those scenarios where
n˙γ/n¯H < t¯
−1
rec at any point after the complete reionization
QHII = 1, i.e., we do not allow any periods of possible re-
combination in the late universe. This requires fesc > 0
at low redshift.
We do not impose any upper bound on the reion-
ization redshift or the Hii volume filling factor, e.g.,
those obtained by Lyα emissions or damping wings in
quasar spectra (e.g., Schroeder et al. 2013; Pentericci
et al. 2014; Schenker et al. 2014). We do not include
these constraints because the CMB generically predicts
a higher redshift of reionization (zreion ∼ 8 − 10) than
Lyα (zreion . 6 − 8). Since these two observations are
in tension, we use only the high redshift CMB and BAO
datasets for upper limits derived from τ . Importantly,
we do note that this conflict in the measurement of QHII
is reduced with Planck 2016 lowE data.
In all cases we place prior probabilities on the pa-
rameters in the model and do a Monte Carlo search
through parameter space to identify Bayesian credible
regions (CRs) at the 68% and 95% level. We use a
flat prior on the effective clumping factor over the range
1 ≤ CHII ≤ 5, where the lower limit is the minimum
value possible and the upper limit is set by compari-
son to simulations (e.g., Pawlik et al. 2009; Kaurov &
Gnedin 2015). However, since the LyC photon produc-
tion efficiency can potentially vary over more than an
order of magnitude, we use a log-flat prior on ξion in the
range 23.5 ≤ log10 ξion ≤ 27.5, with these bounds set so
that it exceeds any range that has significant probability
from the data-likelihoods alone. When marginalizing the
cosmological parameters, we use the same priors as the
ΛCDM from Ade et al. (2015a).
Our three analyses and corresponding prior proba-
bilites for fesc(z) and n˙γ(z) are
1. Parametric fesc(z), using GLFs: for both the B15
and Scorch GLFs, we place a flat prior on the value
of the escape fraction at z = 8, 0 ≤ f8 ≤ 1 and
a flat prior on the slope of Eq. (14) in the range
0 ≤ β ≤ 4. Using a higher value for the slope is
largely redundant, since a very steep increase in the
escape fraction at z ∼ 8 can be effectively modeled
by a step function that is adequately captured by
β ∼ 4.
2. Non-parametric fesc(z), using GLFs: for both the
B15 and Scorch GLFs, we uniformly sample the
value of fesc(z) between zero and unity at the
“knot” positions z = 3, 6, 9, 12 according to the
method of Sect. 4, and use a cubic spline to inter-
polate fesc(z) for intermediate values. We require
monotonicity, where dfesc/dz ≥ 0.
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Figure 2. 68% and 95% credible regions (CRs) on the parameters of the Scorch reionization model and one-dimensional marginalized
posterior probabilities, as constrained by Planck (2015) TT, TE, EE, and lowP data. The escape fraction fesc(z) is parametrized with the
power-law model of Eq. (14), with amplitude f8 at z = 8 and slope β. The effective clumping factor CHII is essentially unconstrained, while
the photon production efficiency peaks near ξion = 10
25.5. The physical baryon and matter densities (Ωbh
2 and Ωmh2) fix the neutral
hydrogen density and affect the ionization rate in the IGM, but show no degeneracy with the other parameters, as expected.
3. Non-parametric n˙γ(z), GLF-independent: we sam-
ple log10 n˙γ/n¯H uniformly at the “knot” positions
z = 3, 6, 9, 12, 15, 18, using a linear interpolation,
following Sect. 4.
To calculate the posterior probability for a set of model
parameters given the data we importance sample the
publicly available Planck MCMC chains. These were
obtained using the Camb Boltzmann solver (Lewis et al.
2000; Howlett et al. 2012) and the CosmoMC (Lewis
& Bridle 2002) statistical sampler. To sample the data-
based, posterior probability distributions for these mod-
els, we use the publicly available code emcee (Foreman-
Mackey et al. 2013), which implements an affine-
invariant ensemble sampler. This method efficiently ex-
plores the posterior probability function even in the case
of strong degeneracy between parameters.
6. RESULTS
6.1. Parametric LyC escape fraction
Figure 2 shows histograms and the 68% and 95% cred-
ible regions (CRs) of the one- and two-dimensional pos-
terior probability functions of the model parameters for
the power-law parametric reconstruction of fesc(z) from
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Figure 3. Comparison of marginalized posterior probability distributions for the Scorch and B15 models using different data. The escape
fraction fesc(z) is the power law of Eq. (14) and the B15 limiting magnitude varies according to Eq. (13). We have fixed the cosmology
parameters Ωbh
2 = 0.022, Ωbh
2 = 0.15. The f8 and β constraints are largely consistent for both models and all data, while ξion should
vary with the data in order to recover the variation in the measured Thomson optical depth. The empirical B15 model generically requires
redshift evolution in the limiting magnitude, dMSF/dz < 0.
Eq. (14), using the Scorch galaxy luminosity function
and the fiducial Planck 2015 TT, TE, EE + lowP data
(τ = 0.079 ± 0.017). The results in each panel are
marginalized over all the other parameters with priors
specified in Sect. 5. As a consistency check, the contours
for the cosmological parameters Ωbh
2 and Ωmh
2 recover
that of the standard Planck 2015 analysis (Ade et al.
2015a).
With this functional form, the Scorch GLF requires a
relatively large escape fraction at z = 8, with f8 . 0.51
(68% CR), although the one-dimensional posterior peaks
at the lower value of f8 = 8.9 × 10−2. There is strong
degeneracy between f8 and β, since these two quantities
together control the integrated fraction of intrinsic LyC
photons that escape into the IGM. There is little con-
straint on β for small f8 . 0.25, while larger power-law
exponents are needed at larger fesc to satisfy the con-
straint fesc < 0.1 at z < 3 from Chen et al. (2007); Iwata
et al. (2009); Boutsia et al. (2011); Smith et al. (2016).
This results in β > 2.36 (68% CR) from the marginalized
posterior probability, although there is a non-negligible
probability for β = 0.0. However, this lower limit must
be interpreted with care, since it could have been ar-
tificially increased by setting a larger upper limit than
β < 4.0, since the predictions for τ are approximately
degenerate at the upper limit of the power-law slope’s
range.
The flat marginalized posterior for CHII demonstrates
that our analysis is almost completely independent of the
effective clumping factor, since this only weakly affects
the recombination time over the prior range 1 < CHII <
5. The LyC photon production efficiency is constrained
in the range log10 = 25.63± 0.69 (68% CR), despite the
fact that it is degenerate with f8. The range of this con-
straint is larger than that obtained by Becker & Bolton
(2013) at z = 4.5, but we emphasize that this is obtained
only from the CMB.
These conclusions also hold when using different
datasets or the B15 empirical GLF. In Fig. 3 the one-
dimensional marginalized posteriors for the power-law
fesc(z) model are plotted for both GLFs, using Planck
2015 TT, TE, EE + lowP (τ = 0.079 ± 0.017), Planck
2015 TT, CMB lensing, and BAO (τ = 0.067 ± 0.016),
and Planck 2016 lowE (τ = 0.055±0.009). We marginal-
ize over CHII in all cases, but do not plot the results as
they replicate the flat posterior from Fig. 2.
The constraints on fesc(z) are largely insensitive to the
dataset used or the choice of GLF, although for Planck
2016 lowE there is more probability for f8 < 0.06 than
the other data, since this has the lowest τ value. At
68% confidence the inferred parameters are fScorch8 <
0.47, 0.46, 0.45, fB158 = 0.47, 0.47, 0.39, β
Scorch >
2.23, 2.26, 2.23, and βB15 > 2.33, 2.33, 2.00 for Planck
2015 TT,TE,EE+lowP, Planck 2015 TT,lensing,+BAO,
and Planck 2016 lowE, respectively.
However, the change in the measured value of τ with
the different data does alter the inferred median value
of the LyC photon production efficiency ξion, with simi-
lar trends between the Scorch and B15 luminosity func-
tions. At 68% CR, the Planck 2016 lowE data with the
Scorch and B15 models obtain log10 ξ
Scorch
ion = 24.82
+0.63
−0.44
and log10 ξ
B15
ion = 25.02
+0.75
−0.59, respectively. Planck 2015
TT, TE, EE + lowP yields log10 ξ
Scorch
ion = 25.59
+0.78
−0.67
and log10 ξ
B15
ion = 25.77
+1.03
−0.98, while Planck 2015 TT,
lensing, + BAO gives log10 ξ
Scorch
ion = 25.25
+0.73
−0.59 and
log10 ξ
B15
ion = 25.45
+0.99
−0.82. Despite the allowed freedom
in the overall amplitude of fesc, the lowered value of
τ in Planck 2016 lowE is better matched by a reduc-
tion in the LyC photon production efficiency than in a
lower f8. We note that a tighter prior on the range of
ξion, e.g., by using the conclusions of Becker & Bolton
(2013), would correspond to a greater adjustment in the
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Figure 4. Means and 68% confidence intervals on the escaped LyC photon production rate density n˙γ(z) at high redshift compared to
the comoving neutral hydrogen density n¯H, in units of Gyr
−1. The results are the posterior probabilities for three models: (left) a model
independent, non-parametric reconstruction of n˙γ(z); (middle) a non-parametric reconstruction of fesc(z), using the Scorch and B15 galaxy
luminosity functions; and (right) the power-law fesc(z) model (Eq. (14)) for the same GLFs.
(f8, β) plane when adopting the Planck 2016 low multi-
pole E-mode polarization data from HFI as compared to
the Planck 2015 temperature and polarization data than
what is shown in Fig. 3.
For all datasets, the B15 model requires substantial
redshift evolution in the limiting UV magnitude MSF(z)
in order to adequately recover the measured Thomson
optical depth. The right panel of Fig. 3 shows that there
is little probability for dMSF/dz ≥ 0, with the 68% CRs
requiring dMSF/dz < −0.50,−0.54,−0.59 for Planck
2015 TT,TE,EE+lowP, Planck 2015 TT,lensing+BAO,
and Planck 2016 lowE, respectively. Again, the exact
value of this upper limit on dMSF/dz is sensitive to the
lower bound we place on this parameter in the prior,
which we currently set to dMSF/dz > −1.
However, if we force the B15 model to have no redshift
evolution in the limiting magnitude, i.e., dMSF/dz = 0
and MSF = −10.0, then the constraints on the escape
fraction change significantly. Without a time varying
limiting magnitude, the B15 GLF predicts substantially
more intrinsic LyC photon production at z & 6 than the
Scorch model. The B15 model with MSF = −10.0 there-
fore needs a lower f8 to produce the same τ as the Scorch
GLF. At 68% confidence the constraints are fB158 < 0.14
and fB158 < 0.076 for Planck 2015 TT,TE,EE+lowP and
2016 lowE. Since we require fesc < 0.1 for z < 3.0,
this also translates into a reduced probability that fesc
must be evolving with redshift for the B15 model with
MSF = −10.0 compared to Fig. 3, β < 1.27 at 68% for
Planck 2015 TT,TE,EE+lowP and β < 0.33 at 68% for
Planck 2016 lowE.
6.2. Non-parametric reconstruction
Fig. 4 compares the non-parametric reconstruction of
n˙γ(z) to the derived value of n˙γ(z) obtained when us-
ing the Scorch and B15 GLFs with fesc(z) modeled both
non-parametrically and with the power-law functional
form. The error bars in all three panels are the 1σ
ranges for the posterior probability on the escaped pho-
ton production rate P (log10 n˙γ(z) |D). However, note
that the reconstructed curves n˙γ(z) will not fall within
all of the plotted error bars at different redshifts at 1σ
confidence. In all cases we marginalize over CHII and,
when calculating n˙γ from the two GLFs (fesc(z) recon-
structions), we marginalize ξion with the log-flat prior
and dMSF/dz with a uniform prior for the B15 model.
We compare all three tension datasets: Planck 2015
TT,TE,EE,+lowP (τ = 0.079±0.017), Planck 2016 lowE
(τ = 0.055± 0.009), and Planck 2015 TT,lensing,+BAO
(τ = 0.067± 0.016).
The non-parametric reconstruction of n˙γ(z) is our
most general result, since it does not require a pre-
specified functional form, a detailed galaxy luminosity
function φ(z), or a GLF limiting magnitude MSF(z). The
error bars are larger for the non-parametric n˙γ(z) than
for the results that utilize a GLF, since the GLF imposes
a relatively tight shape on the intrinsic photon produc-
tion rate.
In the non-parametric case, the lower mean value of τ
with Planck 2016 lowE results in a reduced mean value
of the escaped photon production rate density at z = 9,
log10 n˙γ = 2.44±0.94, compared to log10 n˙γ = 4.16±1.36
(Planck 2015 TT,TE,EE,+lowP) and log10 n˙γ = 3.54 ±
1.39 (Planck 2015 TT,lensing,+BAO). However, the re-
covered values are only discrepant at approximately 1σ.
At redshifts z & 9, n˙γ must be relatively low to stop
a very early reionization epoch. At low redshift (z < 6)
we have almost no constraining power from the CMB or
BAO as the IGM has already been reionized by z ∼ 6
and there is no further contribution to τ from n˙γ at
lower redshift. The posterior probabilities on n˙γ in the
range 3 . z . 6 replicate the prior probability distri-
bution, without any additional constraints. Importantly,
this contrasts with the parametric approach in Bouwens
et al. (2015c) that requires the extrapolated value of n˙γ
at z = 4.5 to match the empirical constraints of Becker
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& Bolton (2013). Our methodology does not rely on ex-
trapolation of n˙γ in this redshift range.
When using a known GLF, the error bars on the de-
rived value of n˙γ(z) are smaller for all z, since a GLF
imposes a definite shape on the intrinsic photon produc-
tion rate. However, the overall amplitude of n˙γ is consis-
tent between the non-parametric reconstruction and the
ones that assume a GLF. For the non-parametric fesc(z)
(assuming the GLFs), we see substantial agreement be-
tween the two GLFs when constraining n˙γ(z) with the
Planck 2015 and Planck 2016 results, with the means
of the posterior distributions deviating at less than 1σ.
Comparing the two datasets, we see that Planck 2016
lowE prefers a lower n˙γ at all redshifts than Planck 2015
TT,TE,EE+lowP due to its substantially lower inferred
τ value. Despite the significant freedom in the shape
of fesc(z) and the overall amplitude of the escaped LyC
flux as set by 〈fesc〉 ξion, the inferred value of n˙γ does not
vary beyond about a factor of 10, demonstrating consis-
tency. The results are qualitatively similar when using
the power-law functional form for fesc(z). In general, the
errors bars tend to be similar than in the non-parametric
case, even though there is less freedom in the allowed
functional form of the escape fraction, implying that a
power-law fit to fesc captures much of the functional flex-
ibility required by the data.
Fig. 5 shows the shape of the reconstructed fesc(z) us-
ing the non-parametric techniques described in Sect. 4.
Again, we marginalize over CHII, ξion, and dMSF/dz (for
the B15 model). The mean value of the escape frac-
tion increases with increasing redshift due to our require-
ment of monotonicity. The recovered functions again
demonstrate the strong consistency between the results
obtained using the two GLFs. There is substantial vari-
ability in the allowed fesc(z), with no obvious difference
in the shapes that are allowed by Scorch compared to
B15. Similar to Fig. 4, Planck 2016 lowE predicts a
lower fesc than Planck 2015 TT,TE,EE+lowP at all red-
shifts, as expected. However, the difference is relatively
minor given the large difference in the measured values
of the Thomson optical depth for these datasets.
For Planck 2016 lowE, the 1σ credible regions on the
escape fraction are f
(6)
esc = 0.19±0.13, f (9)esc = 0.30±0.20,
and f
(12)
esc = 0.49± 0.30 with the Scorch GLF and f (6)esc =
0.15±0.11, f (9)esc = 0.23±0.17, and f (12)esc = 0.40±0.29 with
the B15 GLF. For Planck 2015 TT,TE,EE,+lowP, the re-
sults are f
(6)
esc = 0.23±0.11, f (9)esc = 0.37±0.16, and f (12)esc =
0.62± 0.23 with the Scorch GLF and f (6)esc = 0.22± 0.10,
f
(9)
esc = 0.35± 0.15, and f (12)esc = 0.57± 0.23 with the B15
GLF. At z = 3, fesc is distributed uniformly in the range
0 < fesc < 0.1, with the upper bound set by the prior
from Boutsia et al. (2011). For Planck 2016 lowE, the
constraints on the LyC photon production efficiency are
log10 ξ
Scorch
ion = 24.90
+0.55
−0.43 and log10 ξ
B15
ion = 25.11
+0.67
−0.51.
For Planck 2015 TT,TE,EE+lowP, the constraints on
the LyC photon production efficiency are log10 ξ
Scorch
ion =
25.51+0.65−0.61 and log10 ξ
B15
ion = 24.96
+0.77
−0.61.
As with the parametric escape fraction results, if we
do not allow the limiting magnitude MSF to vary with
redshift for the B15 model, then the results change dra-
matically. In this case, the B15 model predicts more
LyC flux at higher redshift than Scorch, which requires
a lower escape fraction at all z. For dMSF/dz = 0 with
the B15 GLF, the constraints are at the much lower
values: f
(6)
esc = 0.26 ± 0.12, f (9)esc = 0.40 ± 0.17, and
f
(12)
esc = 0.59± 0.23 (Planck 2015 TT,TE,EE+lowP) and
f
(6)
esc = 0.11 ± 0.07, f (9)esc = 0.14 ± 0.09, and f (12)esc =
0.18±0.13 (Planck 2016 lowE). We take this as evidence
that the limiting magnitude varies with redshift in order
to consistently match the observed value of the Thom-
son optical depth, unless the prior on fesc is significantly
altered to prefer low values fesc . 0.1− 0.2.
For convenience Table 2 reports the best-fit values of all
analyses with the latest Planck 2016 lowE data compared
with Planck 2015 TT,TE,EE+lowP. We give tabulated
functions for n˙γ(z) with and without the assumptions
10 L.C. Price, H. Trac, & R. Cen
Table 2
Maximum likelihood reconstructions with (top) Planck 2015
TT,TE,EE+lowP and (bottom) Planck 2016 lowE.
z n˙Scorchγ n˙
B15
γ n˙
NP
γ
6 2.75×1054 1.16×1054 1.12×1055
7 2.74×1054 1.58×1054 7.07×1054
8 2.31×1054 1.80×1054 4.47×1054
9 1.87×1054 1.74×1054 2.82×1054
10 1.34×1054 1.43×1054 4.28×1053
11 8.64×1053 1.01×1054 6.49×1052
12 5.20×1053 6.08×1053 9.83×1051
13 2.35×1053 2.78×1053 7.63×1052
14 1.09×1053 1.11×1053 5.93×1053
15 4.40×1052 3.89×1052 4.60×1054
6 4.18×1053 3.03×1053 6.98×1055
7 3.85×1053 3.20×1053 4.99×1054
8 3.17×1053 3.03×1053 3.57×1053
9 2.59×1053 2.64×1053 2.55×1052
10 1.91×1053 2.12×1053 2.64×1052
11 1.29×1053 1.57×1053 2.74×1052
12 8.19×1052 1.06×1053 2.83×1052
13 3.71×1052 4.93×1052 4.21×1052
14 1.72×1052 2.02×1052 6.26×1052
15 6.93×1051 7.22×1051 9.30×1052
Note. — The non-parametric LyC escape fraction fesc(z) for
the Scorch and empirical B15 galaxy luminosity functions and their
derived escaped LyC photon production rate density compared to
the direct non-parametric (NP) reconstruction of n˙γ . The units
for n˙γ are photons/sec/Mpc3.
of the GLFs, which can be interpolated for future use.
For Planck 2016 lowE, the maximum likelihood values
for the power law model are: f8 = 0.18 and β = 1.27
(Scorch); f8 = 0.08 and β = 1.39 (B15). For Planck
2015 TT,TE,EE+lowP, the maximum likelihood values
for the power law model are: f8 = 0.18 and β = 2.55
(Scorch); f8 = 0.08 and β = 1.03 (B15).
With the Planck 2016 lowE data the best-fit auxiliary
parameters are: ξion = 10
24.82 (Scorch GLF, power-law
fesc); ξion = 10
22.02 (Scorch GLF, non-parametric fesc);
ξion = 10
25.11 and dMSF/dz = −0.56 (B15 GLF, power-
law fesc); and ξion = 10
25.16 and dMSF/dz = −0.40
(B15 GLF, non-parametric fesc). With the Planck 2015
TT,TE,EE+lowP data the best-fit auxiliary parameters
are: ξion = 10
25.67 (Scorch GLF, power-law fesc); ξion =
1025.34 (Scorch GLF, non-parametric fesc); ξion = 10
25.00
and dMSF/dz = −0.17 (B15 GLF, power-law fesc); and
ξion = 10
25.26 and dMSF/dz = −0.41 (B15 GLF, non-
parametric fesc). For all reported best-fit values we use
Ωbh
2 = 0.0225, Ωch
2 = 0.0142, and CHII = 3.0.
Importantly, due to the high dimensionality of the like-
lihood surface and the degeneracy between different func-
tions fesc(z) and n˙γ(z) in predicting τ , there exist a
number of different model configurations that are able
to obtain high-likelihood fits to the data. Consequently,
there may be a family of model parameters that all yield
good predictions for τ , but have qualitatively different
features in the escape fraction or photon production rate.
The best-fit values listed here can only be interpreted as
being representative of those functions that provide the
best fit to the data.
6.3. HII volume filling factor and global 21cm
The global, spatially averaged difference in intensity of
the CMB as it passes through intervening neutral hydro-
gen is (e.g., Madau et al. 1997; Ciardi & Madau 2003;
Harker et al. 2010)
δTb
[25.8 mK]
= xHI
(
Ωbh
2
0.022
)√(
0.15
Ωmh2
)(
1 + z
10
)
(17)
where TS and TCMB are the spin and CMB temper-
atures and xHI = 1 − QHII is the neutral hydrogren
fraction. We assume TS  TCMB, which is only valid
for QHII & 0.25 (Santos et al. 2008), but allows us to
study the expected signal qualitatively at the beginning
of reionization. Measuring the global 21cm signal as a
function of frequency provides information on the neu-
tral IGM and the evolution of early sources that could
potentially ionize it. Experiments such as Edges (Bow-
man et al. 2008) and SCI-HI (Voytek et al. 2014) are tar-
geting this signal, with Bowman & Rogers (2010) provid-
ing the first lower bound on the duration of reionization
∆z > 0.06 by 21cm observations. Future global 21cm
signals can be used to constrain QHII directly and there-
fore reduce uncertainties on the inferred values of fesc(z)
and n˙γ(z).
Fig. 6 shows the volume filling factor of ionized hydro-
gen and the global 21cm signal from reionization driven
by galaxies with the Scorch GLF and constrained by the
Planck 2016 lowE data. For the non-parametric n˙γ(z) re-
construction, the reionization epoch is relatively quicker
than it is when the Scorch GLF is assumed. This is be-
cause of the lowered value of n˙γ at z = 9 in the left
column of Fig. 4 as compared to the GLF-dependent re-
sults in the middle and right columns. Since the photon
production rate can be suppressed at high redshifts if it
is given enough freedom in its functional form, then it
can essentially turn on a quick period of reionization in
order to better fit the value of τ = 0.055 ± 0.009. The
GLF-dependent results again show a broadly consistent
pattern with or without the assumption of a power-law
fesc(z). Since the 21cm signal is proportional to QHII,
the dependence on z is qualitatively similar between QHII
and δTb
7. CONCLUSION
The large difference in τ as reported by Planck
2015 (Ade et al. 2015a) and Planck 2016 (Aghanim
et al. 2016) has interesting consequences for the inferred
redshift evolution of reionization parameters. For both
tested galaxy luminosity functions, we find that these
require generic redshift evolution in fesc(z) even when
marginalizing over the intrinsic LyC photon production
efficiency ξion. However, the overall scale of fesc does not
tend to be substantially alterred when constrained with
different choices of data, with variations in the Thomson
optical depth being better fit by changes in ξion.
Our parametric and non-parametric reconstructions of
fesc(z) show consistency for the derived value of the es-
caped LyC photon production rate density n˙γ(z), which
is the easiest quantity to constrain via τ . We find that a
non-parametric reconstruction of the LyC photon pro-
duction rate density n˙γ(z) is broadly consistent with
the derived value of n˙γ(z) when using both paramet-
ric and non-parametric functional forms for the escape
fraction fesc(z) and the Scorch and B15 GLFs. However,
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Figure 6. The volume filling fraction of HII QHII as a function of redshift and the corresponding global 21cm signal δTb, using the
Planck 2016 lowE measurement of τ and the Scorch galaxy luminosity function. (Left column) The direct non-parametric reconstruction
of the escaped photon production rate density n˙γ(z) predicts a moderately quicker reionization epoch, compared to (middle column) the
non-parametric fesc(z), and (right column) the power-law fesc(z), which are broadly similar.
the model-independent n˙γ(z) predicts a relatively lower
value at z = 9 than the GLF-dependent models when
using the latest Planck 2016 lowE data, which makes
the period of reionization sharper for this dataset. The
non-parametric methodology has a broader range of al-
lowed functions n˙γ(z) than when this parameter is recon-
structed with parametric techniques as in Bouwens et al.
(2015c), where data at z . 3 (Becker & Bolton 2013) can
be used to constrain the high-z LyC photon production
rate by extrapolation.
When using the empirically extrapolated GLF
from Bouwens et al. (2015b), we find that this model
results in a generic overproduction of LyC photons com-
pared to the Scorch model unless the limiting magnitude
of the GLF decreases with increasing redshift. Although
low values of fesc . 0.05 would match the τ ∼ 0.05−0.08
observations, it is a better fit to the data to have a time-
varying limiting magnitude for the UV GLF. In partic-
ular, since we require dfesc/dz ≥ 0, time-variation in the
escape fraction cannot compensate for excess LyC pho-
tons at z ∼ 9 − 12 compared to z ∼ 6. We find that
dMSF/dz . −0.05 at 68% confidence, which is largely
independent of the dataset chosen. Therefore, we can
with high confidence say that we need to incorporate
redshift evolution into the limiting magnitude MSF for
the empirical GLF.
When assuming a GLF but modeling fesc(z) non-
parametrically, we see significant redshift evolution for
all datasets, with marginally lower values of fesc when
fitting to Planck 2016 lowE than to Planck 2015
TT,TE,EE+lowP. When using a power-law fesc(z), the
power-law exponent is similarly large β & 2.0, demon-
strating that the LyC escape fraction must evolve with
time to provide the best fit to the data for the luminosity
functions we have tested.
With all models for fesc(z) or n˙γ(z) we find that the
variation in the measured value of τ from the three ten-
sion datasets is better fit by altering the LyC photon
production efficiency ξion than by changing the escape
fraction, since the latter can vary only over an order of
magnitude. However, this conclusion is largely sensitive
to the choice of a log-prior for ξion compared to a uniform
prior for fesc(z).
By comparing non-parametric and parametric recon-
structions the galactic physics of reionization we are able
to more easily understand the roles that our assumptions
on the galaxy luminosity function, the UV luminosity to
LyC luminosity conversion rate, the escape fraction, and
the limiting magnitude play in predicting τ . We advocate
for this hybrid approach to studying these problems.
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