We study the existence of positive solutions to quasilinear elliptic equations of the type
Introduction and main results
In this paper, we consider the model quasilinear elliptic problem    −∆ p u = σu q + µ, u > 0 in R n , lim inf |x|→∞ u(x) = 0, (1.1) in the sub-natural growth case 0 < q < p − 1, where ∆ p u = div(|∇u| p−2 ∇u) is the p-Laplacian with 1 < p < n, and σ and µ are nonnegative Radon measures on R n . We construct minimal generalized solutions to (1.1) under certain generalized energy conditions on σ and µ.
When µ = 0, Eq. (1.1) becomes
This equation is related to the trace inequality
where · L 1+q (R n ,dσ) is the L 1+q norm with respect to the measure σ. Cascante, Ortega and Verbitsky [12] and Verbitsky [27] where W 1,p σ is the Wolff potential of σ which is defined by Cao and Verbitsky [10] showed that there exists a unique finite energy solution u ∈Ẇ 1,p 0 (R n ) to (1.2) under (1.4), whereẆ 1,p 0 (R n ) is the homogeneous Sobolev space. They also proved the necessity of (1.4). Seesanea and Verbitsky [25] extend such results to Eq. (1.1); there exists a unique finite energy solution u ∈Ẇ 1,p 0 (R n ) to ( are fulfilled. Treating general measure data µ ≥ 0 causes problems about interaction between σ and µ. The key to proof was to control them in the dual oḟ W 1,p 0 (R n ). However, Eq. (1.2) has various infinite energy solutions. In fact, in the classic paper by Brezis and Kamin [8] , the existence and uniqueness of bounded solutions to (1.2) was proved under p = 2 and I 2 σ L ∞ (R n ) < ∞. Here, I 2 σ is the Newtonian potential of σ. Their solutions do not belong toẆ 1,2 0 (R n ) in general. Boccardo and Orsina [6] treated elliptic equations with singular coefficients and applied concept of renormalized solutions. Their solutions are also called p-superharmonic functions in now. For details of such generalized solutions, see [18, 19, 3, 5, 13, 4, 16, 17] .
Recently, the study of generalized solutions to (1.2) has made significant progress. Cao and Verbitsky [9] defined the intrinsic Wolff potential K 1,p,q σ of σ and proved that there exists a minimal p-superharmonic solution to (1.2) if and only if the potentials W 1,p σ and K 1,p,q σ are not identically infinite. Unfortunately, behavior of K 1,p,q σ can not be easily calculated from its definition. Cao and Verbitsky [11] constructed weak solutions in W 1,p loc (R n ) under a certain capacity condition and gave two-sided pointwise estimates of such solutions. Seesanea and Verbitsky [23] gave a sufficient condition for the existence of L r -integrable p-superharmonic solutions. From existence of such solutions, behavior of the potentials is derived conversely. For very recent progress in the study of K 1,p,q σ, see [28, 29] .
In this paper, we extend results in [23] to Eq. (1.1). We consider the following conditions:
where 0 ≤ γ < ∞. We denote by ν [u] the Riesz measure of a p-superharmonic function u and interpret (1.1) as ν[u] = σu q + µ (see Definition 4.1) . Our main result is as follows. Here, L r,ρ (R n ) denotes the Lorentz space with respect to the Lebesgue measure. The authors do not know the same statement even if σ = 0. Theorem 1.1 includes the existence theorems in [23] and [25] as the special cases µ = 0 and γ = 1. In general, our generalized solutions do not belong toẆ 1,p 0 (R n ), so we can not use the dual ofẆ 1,p 0 (R n ) to control interaction between σ and µ. Hence, we derive an estimate of interaction directly using Wolff potentials (see Theorem 3.1). One of the authors used similar arguments for Green potentials in [24] . However, such arguments do not work for nonlinear potentials. To overcome this difficulty, we use tools of nonlinear potential theory. Theorem 3.1 can also be regarded as a generalization of (1.3). The Lorentz estimate for solutions is a direct consequence of it.
We also give variants of Theorem 1.1. Theorem 5.1 and Proposition 5.2 are analogs of Theorem 1.1 for γ = ∞ and γ = 0, respectively. In such cases, similar interaction between σ and µ do not appear from difference of energy structures. Theorem 6.1 is a generalization of Theorem 1.1 to equations of the form
This result is new even if p = 2 and γ = 1. However, the spirit of proof is the same as Theorem 1.1. We also show the uniqueness of finite energy solutions.
Organization of the paper
In Section 2, we collect some facts of nonlinear potential theory to be used later. In Section 3, we prove an estimate for mutual energy and collect its consequences. In Section 4, we prove Theorem 1.1 using the results in the previous section. In Sections 5 and 6, we give some variants of Theorem 1.1.
Notation
We use the following notation in this paper. Let Ω be a domain (connected open subset) in R n .
• For B = B(x, R) and λ > 0, we write λB := B(x, λR).
• |A| := the Lebesgue measure of a measurable set A.
• C ∞ c (Ω) := the set of all infinitely-differentiable functions with compact support in Ω.
• M + (Ω) := the set of all nonnegative Radon measure on Ω.
For µ ∈ M + (Ω), we denote by L p (Ω, dµ) the L p space with respect to µ. When µ is the Lebesgue measure, we write L p (Ω, dx) as L p (Ω) simply. For a Banach space X, we denote by X * the dual of X. We denote by c and C various constants with and without indices.
Preliminaries

Function spaces
Let Ω be a domain in R n , and let 1 < p < ∞. The Sobolev space W 1,p (Ω) (W 1,p loc (Ω)) is the space of all weakly differentiable functions u such that u ∈ L p (Ω) and |∇u| ∈ L p (Ω) (u ∈ L p loc (Ω) and |∇u| ∈ L p loc (Ω)). The space W 1,p 0 (Ω) is the closure of C ∞ c (Ω) in W 1,p (Ω). We denote byẆ 1,p 0 (Ω) the set of all functions u ∈ W 1,p loc (Ω) such that |∇u| ∈ L p (Ω), and ∇(ϕ j − u) L p (Ω) → 0 as j → ∞ for a sequence {ϕ j } ∞ j=1 ⊂ C ∞ c (Ω). The spaceẆ 1,p 0 (Ω) is called the homogeneous Sobolev space (or Dirichlet space). When 1 < p < n or when Ω is bounded, we define the norm ofẆ 1,p 0 (Ω) by ∇· L p (Ω) . If Ω is bounded, thenẆ 1,p 0 (Ω) = W 1,p 0 (Ω) by the Poincaré inequality. ( iii) Assume also that u is bounded. Suppose that v ∈ W 1,p loc (Ω)∩L ∞ (Ω) satisfies |∇v| ∈ L p (Ω). Then uv ∈Ẇ 1,p 0 (Ω) and ∇(uv) = v∇u + u∇v a.e. in Ω. We also recall notion of Lorentz spaces [14] .
2. Let f be a measurable function on Ω, and let 0 < r, ρ ≤ ∞. We define the Lorentz norm of f by
where f * is the decreasing rearrangement of f which is defined by
The space of all f with f L r,ρ (Ω) < ∞ is denoted by L r,ρ (Ω) and is called the Lorentz space with indices r and ρ.
p-Laplacian and p-superharmonic functions
For u ∈ W 1,p loc (Ω), we define the p-Laplacian ∆ p in the weak (distributional) sense, i.e., for every ϕ ∈ C ∞ c (Ω),
For basic properties of the p-Laplacian including comparison principles for weak solutions and solvability of Dirichlet problems, we refer to [16, Chapter 3] and [21] .
To treat measure data problems, we introduce p-superharmonic functions. By [16, Theorem 7.22] , if u and v are p-superharmonic in Ω and if u ≤ v a.e. in Ω, then u(x) ≤ v(x) for all x ∈ Ω. If u ∈ W 1,p loc (Ω) is a supersolution to (2.1), then it has a lower semicontinuous representative and can be regarded as a p-superharmonic function up to taking such a representative (see [16, Theorems 3 .63 and 7.25]). If u is a p-superharmonic function in Ω, then its truncation min{u, k} is a supersolution to (2.1) for each k > 0. Hence, there exists a unique Radon measure ν[u] such that
where Du is the very weak gradient of u which is defined by
The measure ν[u] is called the Riesz measure of u. By definition, if u ∈ W 1,p loc (Ω), then Du = ∇u and ν[u] = −∆ p u in the sense of weak solutions.
We say that a property holds quasieverywhere (q.e.) if it holds except on a set of p-capacity zero. Here, for E ⊂ R n , the (Sobolev) p-capacity is defined by
where the infimum is taken over all u ∈ W 1,p (R n ) such that u = 1 in a neighborhood of E. We note that every u ∈ W 1,p loc (Ω) has a quasicontinuous representative, which coincides with u quasieverywhere and that every p-superharmonic function u is quasicontinuous (see, e.g., [16, Theorems 4.4 and 10.9]). Henceforth, we assume that u is always chosen to be quasicontinuous.
Wolff potentials
This nonlinear potential was first introduced by Havin and Maz'ya [22] . For any σ ∈ M + (R n ), W 1,p σ(x) is a lower semicontinuous function of x (see [15] ). By a simple calculation, for any σ, µ ∈ M + (R n ) and γ, β ≥ 0,
Also, the following weak maximum principle for Wolff potentials holds:
where c = c(n, p) > 0 (see, e.g., [29] ). Moreover, by the lower semicontinuity of
It was shown in [27, Theorem 1.11] that for any σ ∈ M + (R n ),
for any compact set K ⊂ R n , where C = C(n, p) is a constant and cap p (K, R n ) is the variational p-capacity of (K, R n ). From this inequality, one can easily deduce (by using a similar argument in [9, Lemma 3.6]) that (1.6) implies σ must be absolutely continuous with respect to the p-capacity, that is, σ(E) = 0 whenever C p (E) = 0 for every Borel set E ⊂ R n .
The following two-sided Wolff potential bounds were established by Kilpeläinen and Malý [18, 19] .
Estimate for mutual energy and its consequences
The following Wolff energy estimate is our key ingredient.
where C is a positive constant depending only on n, p, γ and q.
To derive this estimate, we prove the following simple lemma.
, by density arguments as in [16, Lemma 21.14] ,
Taking the limit M → ∞, we arrive at
Applying the same argument to u − = (−u) + , we get the desired estimate.
where C is a positive constant depending only on p, γ and q.
Proof. Without loss of generality, we may assume that both integrals on the right-hand side are finite and that u ≥ 0. Applying Hölder's inequality to 
Since
by the monotone convergence theorem,
From (3.1) and (3.2), we obtain the desired estimate.
which is equivalent to µ k ∈ (Ẇ 1,p 0 (R n )) * by the Hedberg-Wolff theorem (see [15] or [1, Theorem 4.5.4] ). Thus, there exists a unique nonnegative p-superharmonic [20, Remark 3.7] ). Thus, if µ is absolutely continuous with respect to the p-capacity, then 1 Ω(µ,k) ↑ 1 R n dµ-a.e., and
Proof of Theorem 3.1. We may assume that both integrals on the right-hand side are finite without loss of generality. Thus, µ and σ are absolutely continuous with respect to the p-capacity. For each k ∈ N, put µ k = 1 Ω(µ,k) µ and σ k = 1 Ω(σ,k) σ, where Ω(µ, k) and Ω(σ, k) are defined by (3.3) . Let u k , v k ∈Ẇ 1,p 0 (R n ) be the bounded finite energy p-superharmonic functions satisfying −∆ p u k = µ k and −∆ p v k = σ k in R n , respectively. By Theorem 2.4,
By the monotone convergence theorem,
Consequently, we have the following estimates:
Here, the constants in equivalence depend only on n, p, γ and q. Combining these estimates and Lemma 3.3, we get
Using the monotone convergence theorem, we arrive at the desired estimate.
The following quasi-triangle inequality is a direct consequence of Theorem 3.1. When γ = 1, it readily follows from the Hedberg-Wolff theorem.
Corollary 3.5. Let 1 < p < n and 0 < γ < ∞. Then for any µ, ν ∈ M + (R n ),
where the constants in equivalence depend only on n, p and γ.
Proof. Each of the right-hand side is controlled by the left-hand side. Let us estimate the left-hand side. By (2.2),
Applying Theorem 3.1 with q = 0, we can estimate the latter two terms by other two. Then the assertion follows from Young's inequality.
Corollary 3.6. Let 1 < p < n and 0 < γ < ∞. Then Proof. It is known that for any σ ∈ M + (R n ), [15] ). Therefore, by boundedness of Riesz potentials (see, e.g., [14, Theorem 1.4.19] ),
for any nonnegative f ∈ L r r−γ , ρ ρ−γ (R n ). Hence, by Hölder's inequality,
.
(3.5)
Combining (3.5) and Theorem 3.1, we get
Thus, by a dual characterization of L r γ , ρ γ (R n ),
This completes the proof. 
Hence, in view of Theorem 1.1, there exists a minimal p-superharmonic solution u ∈ L r,ρ (R n ) to (1.1), where r = n(p − 1 + γ)/(n − p) and ρ = p − 1 + γ.
Construction of minimal solutions to (1.1)
Throughout, we assume that 1 < p < n and 0 < q < p − 1. Our definition of generalized solutions is as follows: . We say that a nontrivial p-superharmonic solution u to (1.1) is minimal if w ≥ u in R n whenever w is a nontrivial p-superharmonic supersolution to (1.1).
The following theorem was established by Cao and Verbitsky [10, 9] . It gives pointwise lower estimates of supersolutions to (1.2). where c 0 is a constant depending only on n, p and q.
To construct minimal solutions to (1.1), we consider a family of solutions to localized problems and solve the localized problems using a sub-and supersolution method. We shall need the following weighted norm inequality. Then for any f ∈ L γ+(R n , dσ),
where C is a constant depending only on n, p, q, γ and the upper bound of (1.6). 
Then there exists a nonnegative p-superharmonic function u satisfying
and min{u, l} ∈Ẇ 1,p 0 (2B) ∀l > 0. Moreover, u satisfies the following properties:
where C is a constant depending only on n, p, q, γ and the bounds of (1.6) and (1.7).
( ii) For every x ∈ B,
where C is a positive constant depending only on n, p and q.
( iii) If w is a p-superharmonic supersolution to (1.1), then w ≥ u in 2B.
( iv) Let u 1 be a p-superharmonic function which defined by (4.4). Assume that w is a nonnegative p-superharmonic supersolution to (4.1) and that w ≥ u 1 in 2B. Then w ≥ u ≥ u 1 in 2B.
Proof.
Step 1. We construct approximate solutions {u j } ∞ j=1 . By assumptions on σ and µ, along with the Hedberg-Wolff theorem ([1, Theorem 4.5.4]), σ and µ belong to (Ẇ 1,p 0 (2B)) * . Therefore, there exists a bounded finite energy
Then for any β ≥ 1, v β ∈Ẇ 1,p 0 (2B) ∩ L ∞ (2B). Moreover,
for any nonnegative ϕ ∈ C ∞ c (2B). In other words,
in the sense of distribution. Let
where
Here, c K and c 0 are the constants in Theorems 2.4 and 4.2, respectively. Then u 0 ∈Ẇ 1,p 0 (2B) ∩ L ∞ (2B) and
Moreover, by Theorem 2.4,
We define a sequence of p-superharmonic functions
Assume that u j is bounded for some j ≥ 0. Then the measure σu q j + µ belongs to the dual ofẆ 1,p 0 (2B), and W 1,p (u q j dσ + dµ) is bounded. By the comparison principle for weak solutions, u j+1 ≥ u j for all j ≥ 0. Therefore, {u j } ∞ j=1 is defined as an increasing sequence of bounded finite energy p-superharmonic functions. By Theorem 2.4, for every x ∈ B,
(4.5)
Assume that w is a nonnegative p-superharmonic supersolution to (1.1). Then by Theorem 4.2 and (4.3),
Since σ is absolutely continuous with respect to the p-capacity, it follows from the comparison principle for renormalized solutions (see [9, Lemma 5.2] ) that w ≥ u 1 in 2B. Thus, by induction,
for all j ≥ 1. The same argument is valid if w satisfies assumptions in (iv ).
Step 2. We give bounds of {u j } ∞ j=1 . For simplicity, we denote by u j the zero extension of u j again. By (4.3) and (1.6), u 0 ∈ L γ+q (2B, dσ). Assume that u j ∈ L γ+q (2B, dσ) for some j ≥ 0. Then by Theorem 2.4, the comparison principle and (2.2),
By Lemma 4.3,
(4.7)
Moreover, by Theorem 3 .1 and (1.7) ,
Thus,
Since q < p − 1, by Young's inequality and monotonicity of u j , u j+1 L γ+q (2B,dσ) ≤ C. Hence, by (4.8),
Fix l > 0. Testing (4.4) with min{u j+1 , l}, we get
By using (4.8) again,
2B
|∇ min{u j+1 , l}| p dx ≤ Cl. Here, the constant C depends also on σ(2B) and µ(2B), but not on j ∈ N.
Step 3. Let u = lim j→∞ u j . 
Also, by (4.10), min{u, l} ∈Ẇ 1,p 0 (2B) for all l > 0. The properties (ii), (iii) and (iv ) follow from (4.5) and (4.6). We denote by u k the zero extension of u k again.
Let u = lim k→∞ u k . Then by the monotone convergence theorem,
By Remark 3.4, u q k 1 Ω(σ,k) ↑ u q dσ-a.e. Hence, using the monotone convergence theorem twice, we get
(4.14)
By (4.13), u is not identically infinite, and lim inf |x|→∞ u(x) = 0. Therefore, u is p-superharmonic in R n and ν[u] = σu q + µ. By Theorem 2.4 and Corollary 3.5, 
whenever x ∈ B(0, 2 k ). Passing to the limit k → ∞ and applying the monotone convergence theorem to the right-hand side, we get
Hence, u is positive in R n . If w is a p-superharmonic supersolution to (1.1), then w ≥ u k for all k ∈ N by (iii) in Lemma 4.4. Therefore, w ≥ u. This implies that u is minimal. Proof. We give additional estimates for solutions {u j } ∞ j=1 in Lemma 4.4. By Corollary 3.5,
The right-hand side is estimated by (i) in Lemma 4.4 and (1.7). Thus, by Theorem 2.4,
Fix a ball B(x 0 , R 0 ) ⊂ B, and take a nonnegative function η ∈ C ∞ c (B(x 0 , 2R 0 )) satisfying η ≡ 1 on B(x 0 , R 0 ) and |∇η| ≤ C/R 0 . Testing (4.4) with u j+1 η p and using Young's inequality, we get
Since γ ≥ 1, by (i) in Lemma 4.4 and Hölder's inequality, p (B(x0,R0) ) ≤ C ′ .
Here, the constant C ′ depends also on R 0 , σ(B(x 0 , 2R 0 )) and µ(B(x 0 , 2R 0 )), but not on j ∈ N and B. Therefore, lim j→∞ u j = u ∈ W 1,p (B(x 0 , R 0 )) and u W 1,p (B(x0,R0)) ≤ C ′ . Applying the same limit argument to {u k } ∞ k=1 in Theorem 1.1, we see that lim k→∞ u k = u ∈ W 1,p loc (R n ).
Remarks for the endpoint cases
When γ = ∞, we replace (1.6) and (1.7) with the following conditions: 
for all j ≥ 0. Replacing (4.7) by (5.1) and using (1.7 ′ ), we get
for all j ≥ 1 and u = lim j→∞ u j is a bounded solution to (4.1). Using solutions to (4.12), we construct a p-superharmonic function u in R n satisfying ν[u] = σu q + µ in R n . Then by the bound of solutions to (4.12), u is bounded on R n . Moreover, by Theorem 2.4,
for all k ≥ 1 and for all x ∈ R n . By [9, Corollary 3.2] , this implies that lim inf |x|→∞ u(x) = 0. From the arguments in the proof of Theorem 1.1, it follows that u is a minimal p-superharmonic solution to (1.1). Since u is a bounded p-superharmonic function, u ∈ W 1,p loc (R n ) by [16, Theorem 7.25 ]. The converse part follows from Theorems 2.4 and 4.2.
The case of γ = 0 is more delicate. We give a sufficient condition for the existence of minimal solutions to (1.1).
Proposition 5.2. Let 1 < p < n and 0 < q < p − 1. Let σ, µ ∈ M + (R n ) with (σ, µ) ≡ (0, 0). Assume that there exists a positive function w ∈ L q (R n , dσ)
Assume also that µ is finite and absolutely continuous with respect to the pcapacity. Then there exists a minimal p-superharmonic solution u ∈ L q (R n , dσ)∩ L n(p−1) n−p ,∞ (R n ) to (1.1). Moreover, the Riesz measure of u is finite.
Proof. As above, we consider the localized problem (4.1) and its approximate solutions {u j } ∞ j=1 . Then by [9, Theorem 4.4] , we have Using solutions to (4.12), we construct a p-superharmonic function u in R n satisfying ν[u] = σu q + µ. Then by (5.2) and the Fatou property of the L r,∞ norm (see, e.g., [14, p.14] ),
Hence lim inf |x|→∞ u(x) = 0. Using the same argument as in the proof of Theorem 1.1, we see that u is a minimal p-superharmonic solution to (1.1). By the monotone convergence theorem, u ∈ L q (R n , dσ). Hence, the Riesz measure of u is finite. Let {σ (m) } M m=1 and µ be Radon measures on R n such that (σ (1) , . . . , σ (m) , µ) = (0, . . . , 0, 0). Assume that there exists a positive constant 0 < γ < ∞ such that
Then there exists a minimal p-superharmonic solution u to (1.9). Moreover, u satisfies (1.8) and belongs to L r,ρ (R n ), where r = n(p − 1 + γ)/(n − p) and ρ = p − 1 + γ.
Proof. First, we consider localized problems. For k ∈ N, we consider measures σ 
Since σ (m) satisfies (6.2), Theorem 3.1 yields
Moreover, since σ (l) satisfies (6.2), by Hölder's inequality and Lemma 4.3,
By (6.2), (6.3) and Theorem 3.1,
By (6.1) and Young's inequality, this implies that M m=1 u j+1 L γ+qm (2B,dσ (m) ) ≤ C.
Using (6.7) again, we get a uniform bound corresponding to (4.9). Let u = lim j→∞ u. Then u satisfies (6.4). Moreover, by Corollary 3.6,
By Theorem 2.4, for any x ∈ B,
If w is a nonnegative p-superharmonic supersolution to (1.9), then by (6.5) and induction, w ≥ u in 2B. (6.9)
Finally, we construct a minimal p-superharmonic solution to (1.9). For each k ≥ 1, let u k be a p-superharmonic function satisfying (6.4). Passing to the limit k → ∞, we get a p-superharmonic function u ∈ L r,ρ (R n ) satisfying ν[u] = M m=1 σ (m) u qm + µ. By Theorem 2.4 and Corollary 3.5,
Hence, u satisfies (1.8). Positivity and minimality of u follow from (6.8) and (6.9), respectively. Thus, u is a minimal p-superharmonic solution to (1.9).
We also prove the uniqueness of finite energy solutions using a convexity argument as in [10] and [25] . Corollary 6.2. Assume that (6.1)-(6.3) hold with γ = 1. Then there exists a unique finite energy weak solution u ∈Ẇ 1,p 0 (R n ) satisfying (1.9).
Proof. Existence of a minimal solution follow from Theorem 6.1. Testing (6.6) with u j+1 and using monotonicity of {u j } ∞ j=1 , we have
where C is a constant depending only on n, p and (6.1)-(6.3). Thus, the limit function u belongs toẆ 1,p 0 (R n ). Let us prove uniqueness. For simplicity, we put σ (0) = µ and q 0 = 0. Let u, v ∈Ẇ 1,p 0 (R n ) be weak solutions to (1.9) . Without loss of generality, we may assume that u and v are quasicontinuous on R n and that v is minimal. Hence, u ≥ v q.e. in R n . Since each σ (m) is absolutely continuous with respect to the p-capacity, u ≥ v dσ (m) -a.e. for all m = 0, 1, . . . , M .
Testing the equations of u with u, we have Combining (6.10), (6.11) and (6.13), we get
By the inequality
we have |∇λ t | p − |∇λ 0 | p ≥ p|∇λ 0 | p−2 ∇λ 0 · (∇λ t − ∇λ 0 ). Therefore,
On the other hand, using methods in [16, Lemma 1.25], we can see that λ t ∈ W 1,p 0 (R n ) from (6.12) and (6.13) . Testing the equation of v with λ t − λ 0 ∈ W 1,p 0 (R n ), we get Combining (6.14) and (6.15), we obtain
Note that λ t − λ 0 ≥ 0 dσ (m) -a.e. for all m. Therefore, by Fatou's lemma,
for each m. Hence, passing to the limit t → 0, we arrive at
By minimality of v, v qm−p+1 ≥ u qm−p+1 dσ (m) -a.e. for all m, and hence, each integral on the left-hand side is nonnegative. Thus, u = v dσ (m) -a.e. for all m.
Testing the equations of u and v with u − v ∈Ẇ 1,p 0 (R n ), we get R n |∇u| p−2 ∇u − |∇v| p−2 ∇v · ∇(u − v) dx = 0.
This implies that ∇u = ∇v a.e. in R n (see, e.g., [16, Lemma 5.6] ), and therefore, u = v inẆ 1,p 0 (R n ).
