In 1991, one of the authors showed existence of quadratic transformations between Painlevé VI equations with the local monodromy differences (1/2, a, b, ±1/2) and (a, a, b, b). In the present paper we give concise forms of these transformation, up to fractional-linear transformations. The transformation is related to better known quadratic transformations (due to Manin and Ramani-Grammaticos-Tamizhmani) via Okamoto transformations. We illustrate the new formulas by deriving an explicit expression for a new algebraic Painlevé VI function.
Introduction
The sixth Painlevé equation is, canonically, where α, β, γ, δ ∈ C are parameters. As well-known [9] , its solutions define isomonodromic deformations (with respect to t) of the 2 × 2 matrix Fuchsian equation with 4 singular points (λ = 0, 1, t, and ∞):
The standard correspondence is due to Jimbo and Miwa [9] . We choose the traceless normalization of (1.2), so we assume that the eigenvalues of A 0 , A 1 , A t are, respectively, ±θ 0 /2, ±θ 1 /2, ±θ t /2, and that the matrix A ∞ := −A 1 − A 2 − A 3 is diagonal with the diagonal entries ±θ ∞ /2. Then the corresponding Painlevé equation has the parameters
We refer to the numbers θ 0 , θ 1 , θ t and θ ∞ as local monodromy differences. They are invariants of the isomonodromic deformation. For any numbers ν 1 , ν 2 , ν t , ν ∞ , let us denote by P V I (ν 0 , ν 1 , ν t , ν ∞ ; t) the Painlevé VI equation for the local monodromy differences θ i = ν i for i ∈ {0, 1, t, ∞}, via (1.3) . Note that changing the sign of ν 0 , ν 1 , ν t or 1 − ν ∞ does not change the Painlevé equation. Fractional-linear transformations for the Painlevé VI equation permute the 4 singular points and the numbers ν 0 , ν 1 , ν t , 1 − ν ∞ .
The subject of this paper is quadratic transformations for the sixth Painlevé equation. Their existence was discovered in [11] , [12] . In particular [12] , quadratic transformations were found between isomonodromic Fucshian systems (1.2) with the local monodromy differences (θ 0 , θ 1 , θ t , θ ∞ ) related as follows: (1.4)
These transformations act on the fundamental solution of (1.2) as Ψ(λ) → S(λ)Ψ(R(λ)), where R(λ) is a scalar quadratic function and S(λ) is a matrix-valued rational function. But corresponding transformations between Painlevé VI solutions are obtained as cumbersome compositions of lengthy formulas. This paper presents compact expressions for quadratic transformation (1.4) for Painlevé VI functions, up to fractional-linear transformations.
Simpler quadratic transformations for Painlevé VI equations are obtained in [13] and [17] . Manin found that Landen's transformation for the elliptic form of the Painlevé VI equation changes the local monodromy differences as follows:
(0, 0, B, C) → The transformation in [17] is the same up to fractional-linear transformations. The local monodromy differences are changed as follows (consider C An explicit formulation of this transformation is given in Lemma 1.1 below. Recently in [18] , a general notion of folding transformations for Painlevé equations is introduced. These transformations correspond to fixed points of the action of Cremona isometries on the space of the local monodromy differences. The quadratic transformations for the Painlevé VI equation are instances of folding transformations. 
Proof. The claim can be checked by direct computations. 2
Quadratic transformations (1.4) and (1.6) are related by Okamoto transformations; this was noticed in [3] , [7] . An Okamoto transformation acts on the local monodromy differences of Painlevé VI equations as follows: 
Recall again that changing the sign of the local monodromy differences θ 0 , θ 1 , θ t and 1 − θ ∞ does not change the Painlevé VI equation. The right-hand sides in (1.10)-(1.11) are related by (1.5) and a fractional-linear transformation.
To have a convenient notation for Okamoto transformations, we introduce the following operator on functions. For any ν 0 , ν 1 , ν t , ν ∞ ∈ C, let
where
Okamoto's result in [15] can be formulated as follows.
Lemma 1.2 Suppose that y(t) is a solution of P
, and that
Then the function
Proof. See [15] . In particular, Okamoto transformations can relate Painlevé VI functions whose respective local monodromy differences are shifted by integers. For a precise statement, see Lemma 5.1 in the Appendix Section. Fucshian systems (1.2) with so shifted local monodromy differences are related by Schlesinger transformations [9] .
In general, one can take any three Painlevé VI functions related to each other by chains of Okamoto transformations, and write down a nonlinear relation between them without the derivatives of those functions [9, 6, 4] . (For example, one may take two Okamoto transformations of one Painlevé VI function and eliminate its derivative.) We refer to these relations as contiguous relations; they are analogous to contiguous relations for Gauss hypergeometric functions. Contiguous relations are usually more compact than differential expressions for subsequent Okamoto transformations.
Although quadratic transformation (1.4) is related to (1.6) via a couple of Okamoto transformations and has more complicated explicit formulas, it is useful to have a direct formula for (1.4). We illustrate this by applying the new formulas to computation of algebraic Painlevé VI functions in Section 4. It may be often desirable to avoid differentiation in deriving concrete expressions or general formulas for Painlevé VI functions. Besides, transformation (1.4) can be realized as a quadratic transformation of Fuchsian system (1.2), as in [12] , but this is impossible for (1.6) . This is because (1.2) has at least two logarithmic points on the (0, A, B, 1) side, and the points above them must be logarithmic as well under an algebraic transformation; but on the
A 2 + 1 side we either do not have logarithmic points, or we have too few of them. In isomonodromy problems, the interesting part is usually the behavior of Fucshian systems.
It appears that in general there is no algebraic relation between one solution of P V I (a, a, b, b; t) and one solution from the 1 2 , a, b, 1 2 side. Just as contiguous relations, our compact formulas are algebraic relations between three functions: two functions from one side and a function from the other side. Effectively, we merge the two Okamoto orbits into one via relation (1.6). Instead of composing quadratic transformation (1.6) with Okamoto transformations (1.10)-(1.11), we rather compose it with contiguous relations. Our formulas can be viewed as "extended" contiguous relations.
As the main result of this paper, we present the following Theorem. This is probably the most compact expression for a fractional-linear version of quadratic transformation (1.4). Note that P V I (a, a, b, b ; t) and P V I (a, b, b − 1, a + 1 ; t/(t − 1)) are related by a fractional-linear transformation. Theorem 1.3 Suppose that y 0 is a solution of P V I (a, b, b − 1, a + 1 ; t 1 ). Let us denote 14) and
is a solution of P V I a, 
is a solution of P V I a,
We prove this Theorem in Section 3. We also provide alternative expressions for transformed functions. In Section 4 we apply our formulas to compute a new algebraic Painlevé VI function. The authors are thankful to Yousuke Ohyama for the invitation to 14th International Summer School on Functional Equations in Okayama (Japan), August 10-13 (2005) , where we presented our results.
Preliminaries
As well known, there are fractional-linear transformations for the Painlevé VI equation and its solutions. For convenience, we give the list of them in Appendix Section 5; see Table 4 there.
It is useful to note that Okamoto transformations commute with the fractional-linear transformations, and that when they act on Painlevé functions they commute according to the D 4 (or F 4 ) lattice.
Lemma 2.1 Suppose that (α, β, γ, δ) is a permutation of (0, 1, t, ∞), and let L : (y, t) → (Y, T ) with T ∈ {t, 1 − t, t/(t − 1), 1/t, 1/(1 − t), (t − 1)/t} denote the corresponding fractional-linear transformation, as in Table 4 . Then for any numbers
Proof. It is enough to check the statement explicitly for a generating set of the permutations. One can take, for example, the three transpositions realized by the substitutions λ → 1 − λ, λ → 1/λ, λ → tλ as in Table 4 . 2 
Besides,
Proof. The statements can be checked by direct computations. (The latter claim is a convenient equivalent of the Painlevé VI equation.) 2
Fractional-linear versions of quadratic transformation (1.6) are concisely presented in Table 1 . One may start with a Painlevé VI solution y(t) represented by one of the first six rows of the Table, compute τ and η from the given expressions for y and t, and then pick up one of the bottom three rows, read off local monodromy differences and an expression in terms of τ and η of other Painlevé VI solution. Or one may go the other direction: start with one of the bottom three rows and get a transformed function for one of the six top rows. Table 1 may be extended to include entries with A interchanged with B; then η should be replaced by τ /η.
Within setting of Lemma 1.1, let us compare the function fields C(t 1 , y 1 ) and C(T 1 , Y 1 ). At first glance, the quadratic transformation requires to adjoin τ and η to C(t 1 , y 1 ) in order to get C(T 1 , Y 1 ). However, the automorphism τ → 1/τ , η → 1/η fixes the field C(T 1 , Y 1 ). We have the following diagram, where all immediate field extensions have degree 2 (in general):
As we see, C(T 1 , Y 1 ) is an index 2 subfield of a degree 4 extension of C(t 1 , y 1 ). In particular, if y 1 is an algebraic function, then the algebraic degree of the extension
is twice the degree of C(t 1 , y 1 ) ⊃ C(t 1 ).
Algebraic geometrically, the quadratic transformation is a 4-to-2 correspondence: the projection onto the (τ, η)-plane relates 4 analytic branches on the ( An important question for us is when the property of being related by Okamoto transformations is preserved by the quadratic transformation.
Lemma 2.3
Suppose that y 1 is a solution of P V I (0, A, B, 1; t 1 ), and that y 2 is a solution of P V I (0, B + 1, A − 1, 1; t 1 ). Suppose that
(2.5)
Let y 0 denote the evaluation of any side of this equality. Let τ , η, T 1 be defined as in ( 1.7). Then the functions
are solutions of, respectively,
and we have
Proof. The contiguous relation between y 1 , y 2 , y 0 can be derived by expressing y 1 , y 2 as Okamoto transformations of y 0 , and eliminating the derivative of y 0 from the two identities. The result is very simple:
We apply Lemma 1.1 to y 1 and y 2 , express y 2 = y 2 0 /y 1 and conclude that the functions Y 1 and Y 2 satisfy respective Painlevé VI equations in (2.7). To check formula (2.8), we express dy 1 /dt in terms of y 1 , y 0 by using the definition of y 0 by the left-hand side of (2.5). Then we easily express dη/dτ in terms of η, y 0 :
Expression (2.8) can be rewritten in terms of dη/dτ , η, y 0 by using (2.6). After substituting (2.10) we check the identity. 2
In the above Lemma, note that y 0 satisfies P V I
; t 1 . If we would replace y 0 → −y 0 in (2.6), the function Y 2 would still be a solution of 
New formulas
Here we show how to combine the quadratic relation of Lemma 1.1 with contiguous relations and obtain quadratic relations between Painlevé VI functions with the local monodromy differences (a, a, b, b) and ( Proof of Theorem 1.3. We assumed that y 0 is a solution of
The variables τ , η and T 1 are defined as in (1.7).
Let us denote
. Let Y 1 and Y 2 be defined as in formula (2.6). Lemma 2.3 tells us that Y 1 and Y 2 are quadratic transformations of y 1 and y 2 , respectively, and
Let us consider
It is a solution of P V I a, 
Rewriting Y 0 in terms of τ , η, y 0 gives (1.16).
To prove (1.17), notice that the same Theorem can be applied to the fractional-linear transformation y 0 → t 1 /y 0 , with b → 1 − b. Therefore we may substitute b → 1 − b, y 0 → τ 2 /y 0 and η → τ /η in (1.16) to get (1.17) .
2
To have a solution of
To compute a solution of
The function Y 4 is a solution of P V I a, 
However its expression in terms of τ , η, y 0 is lengthy. The corresponding expression for Y 4 /(Y 4 − 1) is much shorter; it gives a solution of P V I a, b,
To compute other similar solutions, it is convenient to know explicitly how to shift the parameters a, b by integers. These formulas may spare cumbersome computations of contiguous relations. 
Lemma 3.1 Suppose that we have an expression in terms of
To shift a → a ± 1, one may consequently apply
Proof. Let L denote the fractional-linear transformation y → t 0 /y. It induces the transformation b → 1 − b, as mentioned in the proof of (1.17). Let
The transformation a ↔ b does not change η, and transforms y 0 to y 4 . The expression for y 4 can be obtained from the contiguous relation between y 0 , y 1 , y 4 , similarly as (2.9). To compute b → b + 1, we need to compute solutions of P V I (0, b − a + 1, a + b, 1; t 0 ) and P V I (a, b + 1, b, a + 1; t 0 ). We consider, respectively,
Again, contiguous relations between y 0 , y 1 and each of these functions give the formulas. The relation between function fields C(y 0 , t 1 ) and C(Y 0
where we should take
. So far we worked with Painlevé VI functions with the argument t 1 or T 1 . Formulas and proofs with them reflect the symmetry between λ = 0 and λ = ∞ of isomonodromic system (1.2), and appear to be most elegant. But for practical computations, the symmetry between λ = 0 and λ = 1 may offer more convenience.
Lemma 3.2 Suppose that g 0 is a solution of P V I (a, a, b, b ; t 2 ). Let us denote
and
is a solution of
Proof. This is a fractional-linear version of Theorem 1.3. We may identify:
Consequently, we choose 
However, the contiguous relations between g 0 , g 1 , g 2 and G 0 , G 1 , G 2 are more messy than (2.9) and (3.3). The intermediate expressions are:
The relation between two square roots is a more complicated equivalent of Lemma 2.3.
In Appendix Section 5 we introduce alternative notation which appears to be convenient for working with the quadratic transformations.
Algebraic Painlevé VI functions
Our quadratic formulas can be applied to compute new examples of algebraic Painlevé functions. In particular, formula (3.13) can be iteratively applied to Hitchin's [8] solutions of P V I (1/2, 1/2, 1/2, 1/2; t). On the other hand, Hitchin's equation is Okamoto equivalent to Picard's [16] equation P V I (0, 0, 0, 1; t), to which Lemma 1.1 can be iteratively applied. Algebraic Picard's solutions are described in [14, Section 2]. The action of Manin's quadratic transformation (1.6) on Picard's solutions can be conveniently followed from the elliptic form of P V I (0, 0, 0, 1; t). Then the relation of Hitchin's and Picard's algebraic solutions to modular curves X 1 (n) is well visible. The quadratic transformation doubles n in this correspondence. Also, algebraic transformations of any integer order can be applied to general solutions of these two equations.
Now we consider application of our formulas to computation of icosahedral algebraic Painlevé VI functions, as defined in [1] . These are Painlevé VI functions which are associated to Fucshian systems (1.2) with icosahedral monodromy group via the JimboMiwa correspondence. Up to Okamoto and fractional-linear transformations, there are 52 classes of icosahedral Painlevé VI functions. Quadratic transformations relate some pairs of these classes, as recaped in Table 2 . In the first column, we identify the icosahedral classes by the numbers in Boalch's classification [1, Table 1 ]. In the next two columns, we give representative tuples of local monodromy differences for the transformed classes. In the last two columns, we give the transformation of algebraic degree and genus of the algebraic Painlevé VI functions.
Quadratic transformations can be used to compute examples for the higher degree classes of icosahedral Painlevé VI functions. , a, b level. What is more important, an Okamoto transformation can change the monodromy group. In particular, the monodromy group of Fucshian system (1.2) with the local monodromy differences (0, A, B, 1) is not finite, since the the points λ = 0 and λ = ∞ are logarithmic. The monodromy group of (1.2) with the local monodromy differences Here and in Appendix Section 5, we present compact formulas for the 8 examples obtained by using Lemma 3.2. Our formulas for quadratic transformation (1.4) provide a straightforward method to compute such examples. We strive to provide a detailed account of the "icosahedral" matter, complimentary to [2] . In particular, we explain our ways of resenting the algebraic Painlevé VI functions most compactly.
Recall that a Painleve curve is the normalization of an algebraic curve defined by the minimal equation for an algebraic Painleve VI solution y(t). The minimal equation is a polynomial in y and t. The indeterminant t defines an algebraic map from the Painleve 1 In the sixth electronic version of Boalch's paper [1] , these 10 classes were not exemplified yet. The missing examples are provided in the next version and paper [2] , which were put forth in June 2005. By that time we had computed examples for all missing classes except 43. In fact, computing the difficult examples from Table 2 was our original motivation to find compact formulas like (3.13) for quadratic transformation. About two months before [2] appeared electronically, the second author mentioned to Boalch in an email correspondence that quadratic transformations can be used to obtain several icosahedral examples, yet [2] does not acknowledge that.
2 A new electronic version of [2] is actually supplemented by a Maple code for the 8 examples on the (1/2, 1/2, a, b) level. Lengthy formulas for these examples were obtained by us as well, before [2] appeared. An indication of our progress is the preliminary preprint of this paper, available at http://www.math.kyushu-u.ac.jp/coe/report/pdf/2005-25.pdf curve to P 1 . As mentioned in [8] , this map is a Belyi map. The reason is that the corresponding field extension C(t, y) ⊃ C(t) ramifies only above t = 0, 1, ∞ due to the Painleve property 3 .
In this Section we consider the transformations 39, 40 ⇒ 47, 48. More transformations are presented in Appendix Section 5. Recall that Boalch classes which differ by replacing the local monodromy differences 1/5 with 2/5 and vice versa are siblings. They are very similar. In particular, they have isomorphic Painlevé curves and t-Belyi maps.
We 
.
This is a solution of P V I 0, 0, ; t 39 . We compute:
We keep the factor u in these expressions because we expect it will disappear after simplifications. Note that the elliptic involution u → −u permutes the 2 singular points with zero local exponent differences. This is the permutation which defines the subfield
The new square roots define the Painleve curve for y 47 . It appears to be the fiber product of two elliptic curves:
The fiber product is a hyperelliptic curve of genus 2. Its Weierstrass form can be obtained by introducing the parameter q = (s − 5)/(s + 1), so that s = (q 2 + 5)/(1 − q 2 ). Then the hyperelliptic curve is represented by the equation
We can identify v = 6V /(q 2 − 1) 2 , w = qv. The connection with the hyperelliptic form in [2] is q = (j − 3)/(j + 3).
Formulas in (3.12)-(3.13) gives us the following solution of P V I Note that the fractional-linear transformation λ → 1 − λ of the isomonodromy problem (1.2) acts on y 47 as the automorphism q → −q, V → −V , which is not a hyperelliptic involution since it has too few fixed points. Previously know examples of (hyper)elliptic solutions of Painlevé VI have expressions on which the fractional-linear transformation λ → 1 − λ acts as a (hyper)elliptic involution. But other type-47 equation
; t 47 has a solution with the "hyperelliptic symmetry". The solution is:
3q 15 +45q 13 −6q 12 +229q 11 −72q 10 +380q 9 −82q 8 −477q 7 +1222q 6 −1285q 5 +3792q 4 +1045q 3 −806q 2 +60q−160 4q(q 3 −q 2 +5q+1)(2q 6 +2q 5 +16q 4 +5q 3 +25q 2 −7q+11)V .
We can compute a type-48 example similarly. With the same elliptic curve and t 39 as just before, we have the following type-40 icosahedral function (obtained by the Okamoto transformations from the corresponding example in [1] ):
This is a solution of P V I In terms of the variables q and V , we have: where K 0 = 63q 7 − 806q 6 − 1327q 5 − 3322q 4 − 2295q 3 − 926q 2 − 260q − 160. This solution has the "hyperelliptic symmetry". But it appears that solutions of other type-48 equation
do not have this symmetry. As mentioned above, the variables t 39 and t 47 define Belyi maps. Figure 3 depicts change of branching of these Belyi maps. The map t 39 is from C 39 to P 1 39 . The map t 47 is from C * 47 to P 1 47 . Non-vertical arrows represent degree 2 coverings. The function fields of C 47 , C τ , P 1 τ are, respectively, C(T, y 39 ) = C(s, v), C(t, T, y 39 ) = C(s, u, v) and C(t, T ). In boxes we represent the branching patterns of the morphisms. Each column gives branching orders of one fiber. In the middle box, the first two columns represent points with s ∈ {−1, 2, 0, 5}; the last two columns represent the points with s = ∞, 4s 2 The quadratic covering P 1 τ → P 1 39 ramifies above the two points represented by the first two columns of the first box. The covering P 1 τ → P 1 47 ramifies above the two points represented by the last two columns of the third box. 
Appendix
First we present Table 4 of the fractional-linear transformations for Painlevé VI functions. If one starts with a solution y(t) of P V I (a, b, c, d + 1), in each row we give a solution of a Painlevé VI equation with permuted singular points in terms of y(t) and t. We also give fractional-linear transformations for corresponding Fuchsian system (1.2), which are permutations of the four singular λ-points. Note that transformations which fix the argument t correspond to permutations of the conjugacy class 2 + 2. We actually use only these transformations, or change the argument to t/(t − 1).
Further in this Appendix, we present:
• Lemma 5.1 on the relation between Okamoto transformations and integer shifts in the local monodromy differences.
• Alternative notation to work with the quadratic transformations of Painlevé VI functions.
• Examples of icosahedral Painlevé VI functions for the Boalch classes 44, 45, 49-52, obtained by quadratic transformations from Table 2 .
The Lemma is basically noticed in [15] . We present the observation in the most direct notation. 
Proof. Let us denote Θ = (ν 0 + ν 1 + ν t + ν ∞ )/2. The composition
increases all four local monodromy differences by 1. If we change the sign of ν 0 , ν 1 or ν t (in the definition of Θ as well), we change the shift sign in the corresponding local monodromy difference. To have a negative shift at ∞, one may consider the inverse transformations. The "if" part of the first statement follows. Suppose that
have the following forms, up to parameter permutations of the conjugacy class 2 + 2:
with the same restrictions on
Okamoto transformations of these two equations keep the form of all three equations, up to parameter permutations of the conjugacy class 2 + 2. The "only if" part follows as well.
The second statement follows from the first one, since a shift by two odd and two even integers can be obtained by composing a shift by all odd or all even integers with a fractional-linear transformation which moves ∞. For example, a simplest "Schlesinger"
where L is the fractional-linear transformation λ → t/λ. 2
Now we consider the quadratic transformations in an alternative notation. We start with Manin's transformation (1.5). Suppose that t 2 and T 2 are related as in (3.12) . Let g 3 denote a solution of P V I (0, 0, A, B + 1; t 2 ), and let G 3 denote the corresponding solution of P V I ( Table 1 , we have g 3 = τ 2 /η 2 and G 3 = (τ + 1)(η + τ )/2τ (η + 1). We express the functions and variables as follows:
This form is used in [10] , [1] and Section 4 here. In terms of τ and η, we have:
We can identify
In particular, reminiscent to Corollary 3 in [2] , we have
To transform from G 3 to g 3 , the formulas are:
The 3 square roots can be expressed in terms of τ , η consistently from (5.3) and (5.2). In particular, we have the relations
As mentioned in Section 2, the quadratic transformation identifies 4 branches on the ( 
• τ → −τ, η → −η, σ → −σ, ξ → −ξ, conjugate all square roots.
The symmetry on the P V I (0, 0, B, A + 1) side is realized by
Interchanging A and B is realized by:
Now we assume the setting of Lemma 3.2 and the subsequent comment. As usual, we identify A = b − a, B = a + b − 1. Then g 3 = g 1 , and the functions G 1 , G 3 are related by the interchange of A and B. In particular:
We define ϕ by g 0 = (1 + ϕ)/2. Then
Formula (3.13) can be rewritten as follows:
Even more concisely, we can write
The function fields C(g 0 , t 2 ) and C(G 0 , T 2 ) are the same as considered before Lemmas 2.3 and 3.2, since Okamoto and fractional-linear transformations do not change function fields. Therefore C(G 0 , T 2 ) must be an index 2 subfield of C(θ, ϕ, √ θ 2 − 1, ψ 2 − 1). Indeed, the last expressions for G 0 can be rewritten in the form 12) with A, B rational expressions in ϕ/θ, ψ/θ and θ 2 . In general, C(ϕ/θ, ψ/θ, θ 2 ) is an index 2 subfield of C(g 0 , t 2 ). Examples with algebraic Painlevé VI functions in [2] and here satisfy this pattern, including expressions (4.10) and (4.11). We end this paper with compact expressions for the remaining 6 difficult examples of icosahedral Painlevé VI functions. We have these cascades of quadratic transformations: 31, 32 ⇒ 44, 45 ⇒ 50, 51; 41 ⇒ 49 ⇒ 52. (5.13)
They start with an icosahedral case Okamoto equivalent to a Dubrovin-Mazzocco example in [5] , and end up with an icosahedral case 
The hyperelliptic curve (of genus 3) is v 2 = 3(q 4 + 14q 2 + 1)(5q 4 + 6q 2 + 5). The relation with the parameter in [2] is j = 2( q − 2)/( q + 1). We get the following solution of P V I The variable q can be expressed as q = (5p 2 +5r 2 +1)/2p 2 , or q = −(5p 2 +r 2 +1)/2(r 2 +1).
To make expressions shorter, we use all three variables q, p, r to represent solutions of P V I To compute these expressions, we choose a conveniently looking monomial basis. For example, in the numerator of (5.25), the monomial basis p 6 , p 4 r 2 , p 4 , . . . , q, 1 is obtained directly from a Gröbner basis. Typically, changing the monomial basis does not change the number of terms in a polynomial expression. But a symmetrical choice of monomial basis may reduce the size of coefficients greatly. Besides, we tried to factor over Q the zerodimensional subvarieties of the Painlevé curves defined by the polynomial expressions, and to use lowest degree polynomial expressions defining the irreducible subvarieties.
Finally, as found in [2] 
