We present the results of a large-scale analysis of event-related responses based on raw EEG data from 17 studies performed at six experimental sites associated with four different institutions. The analysis corpus represents 1,155 recordings containing approximately 7.8 million event instances acquired under several different experimental paradigms. Such largescale analysis is predicated on consistent data organization and event annotation as well as an effective automated preprocessing pipeline to transform raw EEG into a form suitable for comparative analysis. A key component of this analysis is the annotation of study-specific event codes using a common vocabulary to describe relevant event features. We demonstrate that Hierarchical Event Descriptors (HED tags) capture statistically significant cognitive aspects of EEG events common across multiple recordings, subjects, studies, paradigms, headset configurations, and experimental sites. We use representational similarity analysis (RSA) to show that EEG responses annotated with the same cognitive aspect are significantly more similar than those that do not share that cognitive aspect. These RSA similarity results are supported by visualizations that exploit the non-linear similarities of these associations. We apply temporal overlap regression, reducing confounds caused by adjacent event instances, to extract time and time-frequency EEG features (regressed ERPs and ERSPs) that are comparable across studies and replicate findings from prior, individual studies. Likewise, we use second-level linear regression to separate effects of different cognitive aspects on these features across all studies. This work demonstrates that EEG mega-analysis (pooling of raw data across studies) can enable investigations of brain dynamics in a more generalized fashion than single studies afford. A companion paper complements this event-based analysis by addressing commonality of the time and frequency statistical properties of EEG across studies at the channel and dipole level.
Introduction
The main goal of this work is to establish the feasibility of large-scale EEG (electroencephalography) mega-analysis (pooling of raw data across studies) by jointly analyzing multiple EEG studies representing different paradigms, headsets, subjects, and experimental sites. This work is motivated by the success of data-pooling efforts for other neuroimaging modalities such as fMRI (functional magnetic resonance imaging) (Costafreda, 2009 ) and the need to establish reproducible, generalizable observations in EEG (Jas et al., 2018) .
EEG as a neuroimaging modality provides some unique capabilities such as the ability to record behavior in natural settings. However, registration of EEG measurements is complicated by the significant variability introduced by subject motion, muscle activity, eye activity, headset placement, signal transmission media (hair, scalp, and skull), as well as recording issues such as loose or damaged sensors. Intrinsic differences in the recording systems, themselves, as demonstrated by Melnik et al. (Melnik et al., 2017 ) also introduce significant variability. Several best practices guidelines for the acquisition and processing of EEG have recently been published (Gross et al., 2013) (Keil et al., 2014) (Pernet et al., 2018) , but these guidelines are quite broad and there is no guarantee that slightly different choices at various stages of preprocessing would not significantly affect the results. This suggests that pooling of raw EEG data across studies may be more promising than meta-analysis (pooling of analysis results) because it eliminates the significant variability introduced by differing choices in preprocessing (e,g., referencing, filtering, artifact removal).
Based on the assumption that "clean" EEG can be produced in some standardized fashion from pooled raw EEG data, we consider three important questions regarding mega-analysis: 1) How can the common properties of events be isolated and compared across experiments that differ in many details? 2) How can the effects of adjacent events be isolated in the face of overlapping responses and potential confounds within individual experiments? 3) How can variability introduced by subject, headset, and other factors be properly identified and partitioned to understand the fundamental nature of the underlying neural responses.
We investigate the first question by introducing the notion of a "cognitive aspect", which is specified by annotating experiment-specific event codes using a common ontology called Hierarchical Event Descriptors (HED tags) . We then analyze these cognitive aspects across studies to isolate particular effects based on concepts rather than event codes. To address the second question, we use temporal overlap regression similar to remove confounds due to nearby events. We address the third issue by augmenting this regression with a hierarchical organizational model. The model allows separation of subject, headset, paradigm, and cognitive aspects in a manner that is scalable and generalizable across diverse collections of EEG datasets. The paper provides several demonstrations of the efficacy of this approach. The paper also uses representational similarity analysis (RSA) (Kriegeskorte et al., 2008) to assess the statistical significance of the relationships between cognitive aspects and EEG signal patterns as well as tdistributed stochastic neighbor embedding (t-SNE) (Van Der Maaten and Hinton, 2008) to visualize these relationships.
The paper is organized as follows. The Methods section describes the experimental data and introduces the notion of cognitive aspects as realized by HED tags. After briefly describing the automated pipeline that facilitates processing, the paper describes the implementation of temporal overlap regression and second-level hierarchical modeling. The paper also defines the EEG signal pattern and HED tag presence dissimilarity measures needed to apply RSA. The Results section addresses the three issues posed in the Introduction with an analysis of information content and statistical properties of cognitive aspects across heterogeneous studies. We use RSA to show which HED tags are associated with EEG signal patterns that are repeated consistently across studies. This is followed by a comparison of traditional averaging versus overlap regression in the context of multiple studies. We then use a second-level linear model to extract patterns associated with HED tags that are common across studies. The Discussion section offers a perspective on how these results compare to previous reports from individual studies as well as directions for future research. Table 1 summarizes the 17 studies used in this analysis. The Appendix provides additional details about these studies. All studies were conducted with voluntary, fully-informed subject consent and were approved by the Institutional Review Boards of the respective institutions. Each EEG dataset was converted to an EEGLAB EEG structure ) (Delorme et al., 2011) . The event types in each study were identified by study-specific event codes provided by the original experimenters. The data from the studies was otherwise unprocessed, with one exception. The data acquired from Neuroscan headsets (N-30 and N-62) was automatically referenced to mastoids as part of the acquisition process. Fourteen of the studies use Biosemi headsets in various configurations, while the remaining 3 studies use Neuroscan headsets. The studies were conducted at 6 different sites under the auspices of 4 different institutions: the Army Research Laboratory (ARL), the National Chiao Tung University (NCTU), the Netherlands Organization for Applied Scientific Research (TNO), and the University of California at San Diego (UCSD). The studies focus on visual target detection and driving under various circumstances.
Methods

Data organization and preprocessing
Two essential elements are required for mega-analysis of the type proposed in this paper: data that has been effectively cleaned using the same automated pipeline and events that have been annotated using a common event annotation system. This subsection describes the particular automated pipeline we used to organize and preprocess the data, which is the starting point of the analysis. We describe the event annotation process in a subsequent subsection.
We applied the PREP pipeline to all studies (Bigdely-Shamlo et al., 2015) . After removing line noise from each data recording, PREP interpolates noisy channels and then calculates and removes the robust average reference from each recording. Next, the pipeline removes non-EEG channels from each recording, assigns 10-20 labels to channels that do not have standard labels (e.g., 256-channel BIOSEMI caps) based on channel distances to standard 10-20 locations (Jurcak et al., 2007) , and selects a maximum of 64 channels based on the 64-channel standard 10-20 configuration. We down-sampled the data to 128 Hz and applied a 1690-point high-pass filter at 1 Hz using the pop_eegfiltnew() function of EEGLAB to remove low-frequency drifts.
The next stage of preprocessing deals with identification of eye blink events and removal of eye artifacts. First, we apply BLINKER (Kleifges et al., 2017) to channel data to identify blinks and insert corresponding event markers into EEG.event. BLINKER also extracts a continuous "blink" signal that follows the blink-induced EEG. We used the inserted blink events and the continuous "blink" signal in later processing. After performing Infomax ICA (Bell and Sejnowski, 1995) on data not containing outlier amplitudes as described in Mullen et al. , we applied EyeCatch to identify and remove independent components (ICs) associated with eye movements. We also regressed out both the effects of blink events and the continuous blink signal returned from BLINKER. This regression used the same temporal overlap procedure as described in the next section. However, during preprocessing, blinks are assumed to be fixed patterns within an interval [−1, 1] seconds timelocked to the peak amplitude of the blink.
Extraction of event-related features at the recording level
We extracted four (4) types of event-related features from continuous EEG data for each event.
Time domain features include traditional event related potentials computed by averaging (ERPs) and by temporal overlap regression (rERPs). Time-frequency domain features include eventrelated spectral perturbations computed by averaging (ERSPs) and by temporal overlap regression (rERSPs). We computed event-related features based on intervals of [−2, 2] seconds time-locked to the specified events, either by averaging (for traditional ERPs and ERSPs) or by incorporation into a design matrix (for regression-based rERPs and rERSPs). Each feature is labeled by its associated study-specific event code, channel label, and recording ID.
ERP Computation:
To compute ERPs, we first created a copy of the data low-pass filtered at 20 Hz using the pop_eegfiltnew() function of EEGLAB and then extracted trials time-locked to each event code in each recording. We randomly selected a maximum of 1000 instances of each event code in each recording, with no two selected event instances corresponding to the same code allowed to be closer than 0.5 seconds. This sub-selection is crucial for processing data from Rapid Serial Visual Presentations (RSVP) experiments, which often include thousands of nontarget events in close proximity to each other.
To detect outlier epochs, we concatenated all selected trials of a recording to form a single channels × time array and robust z-scored each channel (by subtracting the median and dividing by the 1.4826 × median absolute deviation). We then formed an epoch rejection mask by marking those epochs, whose mean (over channels × time) absolute z-score was greater than 3, as outlier trials. We calculated ERPs by averaging unnormalized non-outlier trials for each event type in each recording. The z-score normalization was only used for outlier determination.
ERSP Computation:
To generate time-frequency data, we applied the discretized continuous wavelet transform, using the MATLAB cwt function with Complex Morlet wavelets ('cmor1-1.5' option), to the continuous EEG time course associated with each channel to obtain a timevarying amplitude spectrogram (square root of power of 50 frequencies logarithmically sampled between 2 and 40 Hz). The spectrograms were computed for each EEG time sample (128 Hz temporal sampling). We scaled the resulting amplitudes by subtracting the median and then dividing by 1.4826 × median, with median computed separately at each frequency over all time points for each recording.
To detect outlier epochs, we concatenated the time courses of the selected trials in a recording for each (channel, frequency) pair separately, performed a robust z-scoring across time separately for each (channel, frequency) pair, and marked trials with average absolute robust zscore (averaged over time × frequency × channel volume) greater than 3 as outlier trials. As with ERPs, z-score normalization is only used for outlier determination. We calculated ERSPs by averaging the unnormalized non-outlier trials for each event type and each channel in each recording. Because outlier detection requires all of the trials be kept in memory simultaneously, we calculated the individual spectrograms using the 128Hz data and then down-sampled them to 40 Hz in the time domain before consolidation.
rERP and rERSP Computation: We computed regression-based features on continuous data separately for each recording, excluding event types in a recording with fewer than 10 instances or events types whose instances frequently coincide with other events. For the analysis of this paper, we implemented a regularized temporal overlap regression algorithm similar to the one described in (Kristensen et al., 2017) for rERP estimation and in for rERSP estimation. The main assumption behind temporal regression is that the EEG features (voltage, spectral amplitude) computed at each time point in the experiment reflect a combination of EEG feature response patterns time-locked to temporally proximal events. For example, when a subject presses a button in immediate response to a visual cue, the observed EEG features are assumed to reflect a combination of time-shifted neural response patterns locked to both the button press event and the visual cue event. In the simplest form of temporal regression, the combination is assumed to be a linear sum, enabling the application of well-established linear regression methods to separate the observed EEG response mixture into its constituent patterns, each related to a distinct event. In cases where the combination of EEG features is nonlinear, the linear model reflects an reasonable approximation of the nonlinear function by retaining only the constant and linear terms of the function's Taylor expansion.
Temporal regression is often employed in place of trial averaging to address the confounding effects of temporally proximal events. With trial averaging, the relative distribution of other events around the target event type is often not uniform (e.g., responses are often preceded by cues) and hence their influence constitutes a bias (confound) which differs from the random noise that can be reduced by averaging a sufficiently large number of trials.
Our methodology was similar to that described in the Unfold toolbox documentation (Ehinger and Dimigen, 2018) , but included a few enhancements to improve large-scale convergence. We used an iterative method for finding and ignoring time points having outlier values. On each iteration, we fit a general linear model trained on non-outlier values identified in the previous iteration and computed regression residuals. We then mark a time point as outlier (by excluding it from regression in the next iteration) when either (a) the robust z-score of the residual (Euclidean) amplitude is higher than 30, or (b) the smoothed (with a 120-point forward and backward box smoothing) residual amplitude has a robust z-score higher than 5. The iterative process continued until either less than 0.001 of the time points changed their outlier designation in a single iteration or 50 iterations were completed. Importantly, while rERPs and rERSPs are computed on continuous EEG with eye artifacts removed, EEG data still contains muscle and other artifacts, and this iterative procedure reduces model errors due to these artifacts.
We used the Generalized Cross Validation (GCV) (Golub et al., 1979 ) (Chung and Español, 2017) method to select the regularization (or ridge) parameter, λ, for the ridge regression model. CGV can be viewed as a rotation-invariant version of ordinary cross validation (also known as leave-one-out or jackknife cross-validation). GCV seeks to find the value of λ that, given a sample of n measurements, minimizes the mean square error of the prediction of each measurement from a model fit to the remaining n − 1 measurements. The optimization of the GCV curve yields a λ that minimizes the tradeoff between the prediction error and the complexity of the model, thereby guarding against overfitting. In contrast, cross validation optimizes the prediction error only. The GCV is a model selection criteria that is now extensively used in the brain imaging literature (Subramaniyam et al., 2010) (Hu et al., 2018) and is computationally faster than standard cross-validation.
Capturing cognitive aspects of events using HED tags
EEG studies typically use study-specific codes to annotate events. Processing a heterogeneous collection of datasets requires manual translation of codes into a common language. This process is more complex than just translating all potential "target" events to have the event code "target". In one study, the target could be a red square in one block of trials and a blue triangle in another. Another study could use faces rather than shapes as targets, or auditory tones rather than visual stimuli. These differences are potentially critical for any given analysis.
The HED (Hierarchical Event Descriptor) system (Bigdely-Shamlo et al., 2016) proposes a semistructured, standardized vocabulary for annotating events using comma-separated strings of HED tags (paths from the HED schema hierarchy). A red triangle target event might have tags:
The HED event tagging system enables complex queries to look for patterns across studies -we could focus on all targets, or just on red targets, or on triangles. Paradigm-specific details can be annotated explicitly and then processed or ignored during analysis. Some analyses require the unrolling of HED tags into their component path prefixes. The underlying assumption for HED tagging is that each event is associated with zero, one, or more cognitive phenomena, and these phenomena are relatively separable. We refer to these cognitive phenomena as cognitive aspects. Figure illustrates how cognitive aspects, as captured by HED tags, disassociate event properties from study-specific codes to facilitate the identification of cognitive effects across studies. The Oddball aspect captured by HED Tag 1 only documents event code A 1 of study A, while the Error feedback aspect captured by HED Tag 2 documents event code A n of Study A and event code Z 1 of Study Z, but not event codes A 1 or Z m of those respective studies. The Visual effect aspect captured by HED Tag q, on the other hand, documents event A 1 of Study A and both event codes Z 1 and Z m of Study Z. Thus, the HED tagging mechanism enables the use of automated methods to isolate cognitive aspects such as Error feedback across different events within and across studies. This disassociation is essential for studying complex effects on a large scale. Entropy Computation: We use Shannon entropy to characterize the diversity of event instances associated with each tag, i.e., how many different event codes are associated with a particular tag and in what proportions. The more diverse events associated with a tag are, the less likely there are to be confounds (due to idiosyncrasies of patterns associated with each event code). Let ܵ ௧ be the number of occurrences of HED tag k for a particular study-specific event code, t. Then
⁄ is the probability that an event instance matching the tag k is from an event with event code t. The Shannon entropy (in nats) is:
(1)
Here we have assumed that events with different codes are truly different. We also unroll each HED tag into its component path prefixes, since the depth of a given HED tag is determined (somewhat arbitrarily) by the level of detail provided by the annotator.
The experimenters or their support staff initially annotated the study-specific event codes using the HED tag system. Since the quality of multi-study analysis depends on the consistency of the assignment of HED tags to study-specific event codes by annotators, two people who did not perform the initial annotation reviewed the annotations across all of the studies for consistency and made several corrections after discussion with the experimenters and annotators. In some cases the HED hierarchy itself (HED-schema, 2018) was modified to accommodate the needed vocabulary. Once a consensus mapping of study-specific event codes to HED tags was created, we included the annotations for the individual events in the EEG.event.usertags field of the EEGLAB EEG structure for each recording.
Common cognitive aspects of event-related features across studies
Each extracted event-related pattern (ERP, ERSP, rERP, rERSP) is a model of brain dynamics for a single study-specific event code, a particular recording, and a particular channel. Each event code is associated with a set of HED tags as illustrated in Figure 1 . A straightforward way to understand commonality and variability of these patterns and their relationship to underlying cognitive aspects across studies is to average patterns labeled with a particular HED tag. We call this analysis method aspect averaging. Each tag is unrolled into its path prefixes to select the patterns to average.
To obtain a more detailed systematic understanding of the underlying relationships, we also implemented a second-level linear regression model that uses three types of factors in its design matrix: recording identifiers, study-specific event codes, and cognitive aspects (HED tags). Each event-related pattern has a unique study-specific event code and recording identifier, but can be associated with many cognitive aspects. These cognitive aspects (e.g., Sensory presentation/Visual, or Participant/Effect/Cognitive/Target or Action/Button press) are captured by the HED tags assigned to the event code. The event code factors capture variability due to paradigm differences across studies, while the recording factors capture subject/session/headset variability.
For simplicity, we focus on the results of 5 representative channels: FCz, Fz, O1, Cz, and C3 and fix the channel for each analysis. First level regression (or averaging) over events in a recording associated with a particular event code produces a pattern (i.e., rERP, rERSP, ERP, or ERSP), P n , for each of the ܰ unique (event-code, recording) pairs in the data collection. Second level regression for a fixed channel employs ‫ܯ‬ ൌ ܶ + ܴ + ‫ܪ‬ factors, where T is the total number of distinct study-specific event codes in the collection, R is the total number of recordings, and ‫ܪ‬ is the total number of selected cognitive aspect factors as conveyed by HED tags. The secondlevel regression calculates the patterns, Q m , associated with the M factors based on the linear model:
D is the size of the event-related pattern, and F is the design matrix for the regression. The optimization problem is:
where λ is a regularization parameter estimated using the generalized cross validation (GCV) method and || . || indicates the L 2 norm.
Outlier (event-code, recording) pairs are detected and excluded from regression by an iterative method similar to that used by the first-level regression models. On each iteration, the procedure computes a linear model based on non-outlier data and applies the model to all of the data to obtain residuals. Outliers for the iteration are defined as (event-code, recording) pairs with residuals exceeding a robust z-score of 5. The model is again recomputed with using the features that have been determined as non-outlier on the previous iteration. A maximum of 100 iterations are performed, with an early termination criterion of no change in outlier designations after one iteration.
Statistical and visual analysis of event-related patterns across studies t-SNE Computation:
In addition to the traditional visualizations of ERP and ERSP patterns, we used both visual and statistical analysis to explore the relationships between patterns and cognitive aspects across studies. For visualization, we applied t-SNE (t-distributed stochastic neighbor embedding) to project high-dimensional feature vectors into a 2D space. The idea is that given a normalization and distance metric, high-dimensional vectors that project to points in the same 2D clusters exhibit similarity in the corresponding high-dimensional neighborhoods of the original vectors.
For example, to analyze rERSPs, we calculated an rERSP for each study-specific event code and each of 26 common channels in each recording. We formed a vector by concatenating the rERSPs from a recording for these channels and normalized using z-scoring. The t-SNE visualizations project each normalized vector to a point in a 2D space. We color-code each point based on its metadata and look for clusters. RSA Computation: For statistical analysis of cognitive aspect similarity across studies, we used representational similarity analysis (RSA) as proposed by Kriegeskorte et al. (Kriegeskorte et al., 2008) . We used RSA to determine the relationship between event-related signal patterns associated with the unique study-specific event codes and the tags associated with these event codes (e.g., are ERPs associated with two event codes that are both annotated with the HED tag "Target" more likely to be similar than would be expected from a random association?). We constructed two types of similarity matrices: one for EEG signal patterns and one for the presence of HED tags (illustrated in Figure 2 ). Let Z i be a z-scored feature associated with a study-specific event code, E i . To obtain Z i for an rERP pattern, we first performed a normalization using a z-score transform on the vectorized pattern associated with each (event-code, recording) pair. We concatenated data from all channels and times before this transformation. We then averaged these z-score transformed rERPs for each E i across all recordings in the study to obtain Z i (see Figure 2 , left). We computed the pattern similarity matrix ݂൫ܼ , ܼ ൯ as the Pearson correlations of (Z i , , Z j ) pairs. We computed rERSP pattern similarly by concatenating data for all channels, times, and frequencies prior to zscore normalization. While the similarity computation can use either trial average features (ERPs and ERSPs) or temporally regressed features (rERPs and rERSPs), regression reduces confounds due to event overlap.
The second similarity matrix represents concurrence of the presence or absence of the association of a HED tag k for event codes E i and E j . Let H(E i ) be the set of HED tags associated with the study-specific event code E i . The aspect similarity matrix, h k (E i , E j ) is 1 if the tag is either associated with both event codes or is not associated with either event code. Otherwise, i.e. if one event code is associated with the tag and the other is not, h k (E i , E j ) is 0. This condition can be expressed mathematically as:
We computed RSA separately for each HED tag or HED tag prefix, tag k . Since we examined several such tags, there are a number of secondary RSA similarity matrices, each associated with a different tag. We first selected a set of HED tags based on information content (entropy) and on the number of occurrences of the tag in the corpus. We then computed the secondary similarity matrix value h k (E i , E j ).
We converted each similarity matrix (based on patterns or tags) to a dissimilarity matrix by performing an elementwise 1 − x operation. Following the RSA steps prescribed in (Kriegeskorte et al., 2008) , we determined whether there is a statistically significant relationship between dissimilarities in EEG patterns and differences in event type tag memberships. We generated 10,000 random permutations of each EEG pattern dissimilarity matrix and used Spearman correlation with each tag membership dissimilarity matrix (upper triangular part only) for the RSA computation. This resulted in a single significance value for each tag k for each type of EEG pattern (e.g., rERP, rERSP, or the average of their two associated dissimilarity matrices).
Since both the RSA and the t-SNE visualizations require assembling all of the features into a single feature matrix, we used the 26 channels common across all of the recordings for these two analyses: Fp1, Fp2, F3, Fz, F4, F7, F8, FC3, FCz, FC4, FT7, FT8, C3, Cz, C4, TP7, TP8, CP3, CPz, CP4, P3, Pz, P4, O1, Oz, and O2.
Results
The results are organized around the three central questions posed in the Introduction. In sections 3.1 and 3.2, we use t-SNE visualization and RSA statistical analysis to examine the common structure of cognitive aspects as captured by HED tags across the experimental corpus. We also provide a comparison of the difference between using regression versus simple averaging at the study level to illustrate how regression removes confounds and improves precision. In section 3.3, we explore the concept of variability with some examples using a second level of regression or of averaging. We return to the issue of confounds for ERPs with a simple example in section 3.4.
Cognitive aspects show similar neighborhood structure across studies
To understand how cognitive aspects isolate similar EEG patterns across recordings and studies, we used combined temporal overlap regression and t-SNE visualization (Figure 3 ) to project ERSP features from the entire collection into a two-dimensional space and examined whether patterns labeled with the same cognitive aspects projected to similar locations.
The t-SNE projection of Figure 3 represents a dramatic dimensionality reduction from the original 26×50×40×2 = 104,000 to 2 dimensions. However, the strong clustering associations of these projections with HED tags suggest significant pattern similarity for the corresponding rERSPs. Points of the same color that are tightly clustered and whose median positions fall close to the visual centers of the respective clusters have few outliers, suggesting that the corresponding rERSP features have very similar behavior across subjects and studies. Points of the same color that are more widely spread and whose medians do not fall within one of the prominent sub-clusters, likely reflect the diverse nature of the experimental paradigms that share the associated cognitive aspect.
The most prominent overall cluster, the green Blink cluster, includes points associated with every study. Blink event codes were inserted automatically into all studies by Blinker and labeled with the HED tag Action/Eye blink/Max. The pink cluster, labeled Correct Feedback in Figure 3 Figure 4 examines the source of this discontinuity in more detail. The left column of Figure 4 shows the results of averaging the ERSPs computed over the recordings in four different studies. The right column shows the results of performing the same averages for regressed ERSPs. The rERSP average for NCTU-DAS shows a marked discontinuity at 500 ms, while the other three studies do not. The experimental protocol for NCTU-DAS was such that non-targets were always presented exactly 1500 ms before and after a target, which caused the discontinuity (other regression intervals will cause similar of discontinuities). NCTU-DAS had far more target and non-target events than any other study in the corpus. Interestingly, the averaged ERSP for NCTU-DAS does not show the discontinuity. However, the ERSP appears to have a more complex and extended structure (with nearly every pixel being significant), indicating potential confounds. 
RSA shows statistically significant relationships between cognitive aspects and EEG patterns across studies
As summarized in Table 1 , the 17 studies analyzed in this paper contained 1,155 recordings with 7,770,851 event instances. The collection contained 664 distinct study-specific event codes annotated by 192 unique HED tags, excluding the required or recommended HED informational annotations (Event/Description, Event/Label, and Event/Long name). Before exploring or quantifying the event-related features of each cognitive aspect, we used RSA to provide a global assessment and validation of the ontology. RSA provides a statistical method of assessing the correspondence between EEG patterns and cognitive aspects without making assumptions about the specific features ( Table 2 ). The HED tags of Table 2 are ordered by decreasing Shannon entropy. Significant correspondences tend to be concentrated in the Action, Participant/Effect, and Visual categories as well as the general Experimental stimulus and Participant response categories.
The Action tags tend to be associated with participant responses, while Participant/Effect tags tend to be associated with stimulus type events. These results are consistent with the types of studies consolidated for this paper: many of the studies have a visual target component, a large subset of studies involve driving in a simulator with lateral vehicle perturbations, and many experiments require some type of button or key press as an explicit subject response. Several of these tags appear in only a few event codes and hence have a lower "diversity", increasing their susceptibility to the peculiarities of specific event types. 
Common cognitive aspects can be compared across studies
This section compares the effectiveness of aspect averaging and temporal overlap regression for extracting common features of cognitive aspects across studies. We apply a two-level approach: modeling patterns at the recording level and then combining patterns across all recordings in all studies.
The ERSP patterns at the first level (corresponding to study-specific event codes and individual recording) may be computed by either averaging or temporal regression. ERSP patterns associated with cognitive aspects at the second-level (combination of patterns across studies) may be computed either by averaging or regression. Aspect averaging collects and averages patterns whose study-specific event code is annotated by a particular HED tag. Second level regression accounts for experimental protocol, recording details, and cognitive aspects in the design matrix. These results do not include NCTU-DAS because of the discontinuity issue described above. Figure 6 compares various second-level modeling approaches for cognitive aspect Action/Control vehicle/Drive/Correct on channel Fz. This HED tag annotates the point at which a driver begins to correct for a lane deviation perturbation in a driving simulation. We observe marked increases in low frequency frontal power prior to the start of lane correction, followed by suppression in alpha and beta ranges as the correction starts. 
Temporal overlap regression reduces confounds of overlapping events
Temporal overlap regression provides an important analysis tool for reducing confounds among overlapping events in order to discover generalizable, statistically significant patterns associated with events and with cognitive aspects for both ERSPs and for ERPs. Figure 8 illustrates the confound issue for a single subject in the RSVPU study for data before eye activity removal. The left column shows patterns obtained by averaging epochs associated with distinct study-specific event codes (Target, Non-Target, and Eye blink/Max), while the right column shows regressed ERPs associated with the same event codes.
RSVP studies are particularly prone to confounds due to the rapid presentation of interspersed target and non-target images. The 12 Hz presentation rate clearly induces an SSVEP (steady state visually evoked potential) or entrainment pattern throughout the four-second epoch, shown in the top and middle graphs of the left column of Figure 8 . The SSVEP confound of rapid presentation has been mostly eliminated in the regressed ERPs displayed in the right column. The Non-target ERP pattern appears to be a summation of image presentation ERPs and time-shifted Eye blink/Max ERP patterns. Again, the confounding image presentation and Eye blink/Max ERP patterns have been removed in the regressed Non-target ERP shown on the right. 
Discussion/conclusion
The results of this paper were based on 17 studies from 6 sites at 4 different institutions that captured approximately 7.8 million event instances from several different experimental paradigms. This work demonstrates the viability of event-related mega-analysis for EEG and presents a variety of applicable methods. The core analysis of this paper explores the relationship of cognitive aspects as represented by HED tags to EEG event-related patterns (ERPs, rERPs, ERSPs, and rERSPs) across a large corpus. At the first (recording) level, we compute these patterns separately for each study-specific event code, each channel, and each recording. As observed by other authors (Burns et al., 2013 ) (Ehinger and Dimigen, 2018) , temporal overlap regression provides much cleaner patterns and substantially reduces the confounding influence from adjacent events.
Application of RSA analysis to event-related features reveals statistically significant relationships between the presence of common HED tags and the structure of the associated EEG eventrelated signal patterns. These relationships were visualized for rERPs using t-SNE projections.
One of the most prominent pattern clusters was that observed for blinks. Even though our pipeline aggressively removes eye-activity in the time-domain using EyeCatch and BLINKER, frequency-domain features still contain prominent and consistent blink-locked patterns. These patterns may originate not only from the eye, but also from the cortex in anticipation of or in response to the blink, as reported in the fMRI literature (Berman et al., 2012; Hupé et al., 2012; Peter et al., 2010) . The existence of these robust rERSP patterns after time-domain eye-activity suppression highlights the need for temporal regression in conjunction with blink detection when computing ERSPs. Otherwise, the non-uniform distribution of blinks (i.e., more or less likely after particular event types), could lead to significant cofounds and misleading ERSP patterns. Task induced eye movements such as saccades were not regressed out in this analysis and may also lead to confounds. However, as many of the events in this data-collection come from fixation-constrained studies, blinks were more likely to be a systematic confound. The roles of blink alignment and visual system entrainment during RSVP have been previously studied (Kranczioch, 2017) , and these effects clearly represent an important factor in many visually related tasks. Since our eye-removal techniques explicitly remove blinks from the time signal using regression, these confounds are less apparent in the ERPs calculated from the signal after our eye-artifact removal process.
We combined patterns at a higher (multi-study) level by regressing the resulting first-level patterns onto HED tags, study-specific event codes, and recording factors to create a two-level hierarchical model of the collection as a whole. The recording factors encapsulate both subject and session information. The study-specific event-code factors encapsulate the effects of studyspecific differences on brain dynamics associated with common cognitive aspects caused by differences in paradigms and protocols implementing these paradigms. Since each study used the same headset at a given site, the study-specific event-codes also capture common headset information. These factors allow the assessment of the variability of patterns across studies having the same paradigm (but different protocols or equipment), enabling a quantitative assessment of generalizability. Hierarchical general modeling has been successfully used to test for statistically significant ERP and ERSP patterns across subjects (Pernet et al., 2011) , but the introduction of HED tags as cognitive aspects in the regression models allows decoupling of study-specific paradigm differences from fundamental or universal responses.
The results of the analysis across studies shows several similarities to results reported in the literature. For example, the elevation in frontal delta shown in Figure 5 for cognitive aspect Participant/Effect/Cognitive/Target is similar to a dramatic increase in frontal delta (2 to 4 Hz) over the 100 to 500 ms time range for the active oddball task reported by Cahn et al. (Cahn et al., 2013) . Cahn et al. also report a strong suppression of late alpha-1 (8 to 10 Hz, 500 to 900 ms) similar to observed in Figure 5 . The beta suppression (15 to 30 Hz, 300 to 1000 ms) was observed by Güntekin et al. in healthy patients, but not in those with mild cognitive impairment (Güntekin et al., 2013) . Touryan et al. observed a similar pattern of frontal beta suppression in their calculations of FRPs (fixation related potentials) in a guided detection task (Touryan et al., 2017) .
Significantly increased frontal delta post-stimulus power increases related to target detection have been observed in healthy subjects for both visual and auditory targets (Caravaglios et al., 2008 ) (Güntekin and Başar, 2016) . A difficulty in making a direct comparison of those studies with this work is that many of them treat the pre-stimulus signal as the baseline and remove this average from the epoch. We treat the pre-stimulus and post-stimulus periods symmetrically since our method uses a baseline amplitude computed over the whole recording. Notice that the same basic features occur regardless of whether aspect averaging or regression is used at the second level for rERSP features (bottom row). However, it appears from Figure 5 that confounds introduced at the first level by simple averaging (top row of Figure 5 ) wash out relevant crossstudy comparisons when these features are combined.
Lin et al. observed an increase in frontal power for 0 to 15 Hz in the 0.5 seconds prior to starting driver correction in response to car perturbations (Lin et al., 2011) . This observation is consistent with the results of Figure 6 obtained using rERSP features (bottom row of Figure 6 ). The crossstudy responses also show strong beta frontal suppression time-locked to the correction as well as a sustained frontal high-alpha suppression during the actual accomplishment of the correction. Lin et al. also observed frontal suppression of frequencies in the range 8 to 30 Hz from 1000 ms to 2000 ms after the driver starts the correction. However, this period is outside the range investigated in Figure 6 . Figure 7 is consistent with results reported by Makeig et al. and Delorme et al. (Delorme et al., 2007) showing a large delta/theta time-locked response prior to the button press. Makeig et al. also report that the overall power spectrum of the channel grand average shows suppression in the range 15 to 30 Hz at the button press and suppression in the 8 to 15 Hz range slightly after the button press. The cross-study spectra derived from rERSPs (lower row of Figure 11 ) also show this general behavior, although here it appears before the button press. The timing and the spread of these spectral phenomena may be due to variations in the reporting times of button press onset in the various studies. Another spectral feature, which corresponds to increased spectral power for 8 to 29 Hz in the range 400 ms to 1000 ms after the button press, appears in all graphs of Figure 7 , as well is in the grand channel averages reported by Makeig et al.
Organizing the computed first-level EEG features as vectors associated with (event-code, recording, channel) tuples allows new studies to be easily incorporated and first-level features computed in a scalable manner. The second-level regression over the resulting features is, therefore, a relatively low-cost operation compared with preprocessing and first-level pattern processing. This is particularly important as the 17 studies included in this work are heavily oriented towards visual perception, target detection, and driving. As a broader selection of wellannotated raw EEG becomes available, we hope to analyze additional patterns in the context of the expanded collection. Pattern matching across ERP datasets has been proposed by Liu et al. (Liu et al., 2012) . However, we believe that because of the variability and confounding factors of EEG as a neuroimaging modality, such matching cannot be effective without a common processing pipeline and consistently implemented temporal overlap regression.
The association of study-specific event-codes with cognitive aspects represented by HED tags is a crucial step in this cross-study analysis and, once completed, allows fully-automated downstream processing. However, successful analysis is predicated on the assumption that HED annotation is done in a consistent manner. The current 17 studies were annotated by one or two people and checked by a small group for consistency. In our experience, annotating a study that uses an unfamiliar paradigm requires thoughtful discussion, but once reviewed, annotation of other studies using variations of the paradigm is relatively easy.
HED has been incorporated into the BIDS standard (Gorgolewski et al., 2016) as the method for annotating events for all neuroimaging modalities (fMRI, fNIRS, MEG, EEG). We have developed a HED annotation guide (HED tags and related tools, 2018) and continue to add examples as we gain experience annotating studies involving new experimental paradigms. We are beginning to add identifiers from the Cognitive Atlas (Cognitive atlas, 2018) directly into the HED schema to better enable more sophisticated methods of automated event processing in the future. A variety of validation tools and a web-based HED validator are available at (http://visual.cs.utsa.edu/hed). The unprocessed EEG data is available upon request through the Data Catalog available at: https://cancta.net//.
Conclusion
EEG mega-analysis is a nascent subfield and this is a work in progress. The automated nature of this approach and the assembly of a large corpus of data permits more systematic investigation of brain dynamics associated with cognitive phenomena, along with an assessment of generalizability of results obtained from single studies or paradigms. Design decisions in the implementation of this mega-analysis workflow had to be made along the way. In hindsight, we would have chosen a cutoff frequency higher than 20 Hz for ERP analysis, although most of the signal power in ERPs does occur at lower frequencies. We also investigated an alternative pipeline that did not explicitly remove blinks and instead used the MARA toolbox (Winkler et al., 2011) for automated identification and removal of artifactual ICs during preprocessing. The resulting event-related features were highly-correlated with the ones from our original pipeline, leading us to conclude that the results are probably not that sensitive to the preprocessing details, as long as preprocessing is done consistently. We believe that a barrier to community adoption of preprocessing standards is the lack of benchmarking and systematic evaluation of methodological effects. This work and the statistical evaluation of continuous EEG proposed in a companion paper (Bigdely-Shamlo et al., 2018) provide a potential framework for systematically evaluating the influence and effectiveness of various preprocessing strategies. This work also shows how to systematically associate meaningful cognitive aspects of experimental events with generalizable, statistically significant patterns of neural activity, isolated from noise and artifacts, across multiple studies
Appendix A: Data Summary
This appendix provides additional details about the 17 studies used in this paper with references and IRB information. A similar summary appears in a companion paper (Bigdely-Shamlo et al., 2018) A.1 ARL Auditory Cueing Task (ARL-Cue)
The ARL Auditory Cueing Task involved continuous driving using a driving simulator with brake and foot-pedals but no motion platform. Subjects were instructed to maintain the constant, posted speed and a position in the center of the lane. The vehicle was subjected to perturbations to the left or right at unpredictable times (lane-keeping). In task condition A, a tone was played at random times, unrelated to perturbation events. In task condition B, the tone was played within a 2-second window prior to the perturbation. The two task conditions were counter-balanced among participants and each lasted for 45 minutes. Directly prior to the auditory cueing task, each participant performed 15 minutes of the Calibration Driving Task (A.5). The subject pool consisted of 10 females and 7 males ranging in age from 19 to 38 years old. All participants except one were right handed. This study was conducted by Teledyne Laboratories in Durham, NC (ARLT) using a BioSemi 64-channel headset (Garcia et al., 2017) . The study was reviewed and approved by the U.S. Army Human Research Protections Office (Protocol ARL 12-040) before the study began.
A.2 ARL Advanced Guard Duty Task (ARL-GuardA)
The ARL Advanced Guard Duty Task (Touryan et al., 2016) involved the visual verification of IDs based on eight information fields on an ID card and a corresponding photograph. Participants were asked to determine if the individual in the image, paired with the corresponding ID card, should have access to a specified restricted area. Some of the ID cards were valid and some were not (e.g., expiration date passed, incorrect access area, or photos did not match). Participants were instructed to press either an "allow" or "deny" button for each image-ID pairing. The two-alternative forced-choice response was self-paced with a maximum time limit of 20 seconds. If the participants chose to deny access, they were subsequently asked to provide a reason. Reasons for denied access were selected from a numerical list of five options: incorrect access, expired ID, suspicious DOB, face mismatch, no watermark. If the participant did not respond within the allotted time, the computer forced a "deny" decision. The task was divided into ten blocks of five minutes each. The rate of ID presentation as well as the criteria for validating IDs varied among blocks. The subject pool consisted of 15 females and 12 males ranging in age from 20 to 57 years old. 22 participants were right-handed, 4 participants were left-handed, and one participant was ambidextrous. This study was conducted by SAIC in Louisville, CO (ARLS) using a BioSemi 256-channel headset. The study was reviewed and approved by the U.S. Army Human Research Protections Office (Protocol ARL 12-041) before the study began.
A.3 ARL Baseline Guard Duty Task (ARL-GuardB)
The ARL Baseline Guard Duty Task was similar to the ARL Advanced Guard Duty Task. Rate of ID presentation, but not the criteria for verification varied among blocks. The subject pool consisted of 12 females and 9 males ranging in age from 19 to 51 years old. 18 of the participants were right-handed and 3 were left handed. This study was conducted by SAIC in Louisville, CO (ARLS) using a BioSemi 256-channel headset. The study was reviewed and approved by the U.S. Army Human Research Protections Office (Protocol ARL 12-041) before the study began.
A.4 ARL Baseline Driving Task (ARL-LKBase)
The ARL Baseline Driving Task was conducted at three different sites using an identical experimental apparatus that included a driving simulator with steering wheel and brake/foot pedals but no motion platform (Touryan et al., 2014 ) ) ) (Garcia et al., 2017) . The Baseline Driving Task included either 45 minutes of continuous driving or 60 minutes of driving organized into 10-minute blocks. Subjects were instructed to maintain a center lane position and speed while the vehicle underwent lateral perturbations at random intervals. The subject pool consisted of 43 females, 48 males, and 17 subjects who did not report any demographic information. The subjects ranged in ages from 18 to 57 year old, with 17 subjects not reporting age. 78 subjects were right-handed, 11 subjects were left-handed, 2 subjects were ambidextrous, and 17 subjects did not report handedness. 
A.5 ARL Calibration Driving Task (ARL-LKCal)
The ARL Calibration Driving Task consisted of a 15-minute period of continuous driving in which the vehicle was subjected to random lateral perturbations. This task was typically performed at the beginning of experiments that included other, subsequent tasks. The subject pool consisted of 69 females, 59 males, and 17 subjects who did not report demographic information. Subject ages ranged from 18 to 57 years old, with 17 subjects not reporting age. 120 subjects were right-handed, 15 subjects were left-handed, 3 subjects were ambidextrous, and 17 subjects did not report handedness. Like the Baseline Driving Task, these experiments were conducted at three different sites using an identical experimental apparatus that included a driving simulator with steering wheel and brake/foot pedals but no motion platform (Touryan et al., 2014) ) (Garcia et al., 2017 
A.6 ARL Lane-keeping with Speed Control Task (ARL-Speed)
The ARL Lane-keeping with Speed Control Task, which is similar to the ARL Baseline Driving Task, consisted of 45 minutes of continuous driving in a driving simulator while maintaining the posted speed limit. The driving simulator included a steering wheel and brake/foot pedals but no motion platform (Touryan et al., 2014) ) (Garcia et al., 2017) . Subjects were instructed to maintain a constant specified speed and stay in the center of the lane while the vehicle underwent random lateral perturbations. In condition A, speed was controlled by the simulator (i.e., cruise control) while in condition B, speed was controlled by the subject. The Speed Control Task was always counter-balanced with a 45-minute Baseline Driving Task following a 15-minute Calibration Driving Task. The subject pool consisted of 18 females and 14 males, ranging in age from 18 to 40 years old. 27 subjects were right-handed, and 5 subjects were left-handed. The study was conducted at Teledyne Corporation in Durham, NC (ARLT) using a BioSemi 64-channel headset. The study was reviewed and approved by the U.S. Army Human Research Protections Office (Protocol ARL 12-040) before the study began.
A.7 ARL Lane-keeping with Traffic Complexity Task (ARL-Traffic)
The ARL Lane-keeping with Traffic Complexity Task, which is similar to the ARL Baseline Driving Task, consisted of 45 minutes of continuous driving in a driving simulator with steering wheel and brake/foot pedals but no motion platform (Touryan et al., 2014) ) (Garcia et al., 2017) . The visual environment consisted of a long, straight highway with visual complexity derived from vehicle traffic, including oncoming traffic and traffic in the direction of travel (in the passing lane). The experiment also included pedestrians on either side of the road, but not crossing the road. Subjects were instructed to maintain a constant specified speed and stay in the center of the lane while the vehicle underwent random lateral perturbations. The 45-minute Traffic Complexity Task was always counterbalanced with a 45-minute Baseline Driving Task following a 15-minute Calibration Driving Task. The subject pool consisted of 12 females and 17 males ranging in age from 18 to 40 years old. 26 subjects were left-handed, and 3 subjects were right-handed. The study was conducted by Teledyne Corporation in Durham, NC (ARLT) using a BioSemi 64-channel headset. The study was reviewed and approved by the U.S. Army Human Research Protections Office (Protocol ARL 12-040) before the study began.
A.8 ARL Lane-keeping with Auditory Mind-wandering Distraction Task (ARL-Mind)
The ARL Lane-keeping with Auditory Mind-wandering Distraction Task was similar to the ARL Baseline Driving Task with additional features. The experiment was performed using the same driving simulator that included a steering wheel and brake/foot pedals but no motion platform (Touryan et al., 2014) ) (Garcia et al., 2017) .. The subject was instructed to maintain lane position and a specified constant speed as the vehicle was subjected to random lateral perturbations. The environment included a mix of regular traffic and police vehicles. The subject was instructed to press a button when spotting a police vehicle. The experiment consisted of three counter-balanced 30-minute blocks corresponding to conditions A, B, and C, respectively. During condition A, the subject listened to an audio podcast on traffic safety; during condition B, the subject listened to a sports-related audio podcast; and in condition C the subject listened to an audio podcast on mediation. The subject pool consisted of 8 females and 12 males ranging in age from 21 to 38 years old. 18 subjects were right-handed, 1 subject was left-handed, and 1 subject was ambidextrous. The study was conducted by Teledyne Corporation in Durham, NC (ARLT) using a BioSemi 64-channel headset. The study was reviewed and approved by the U.S. Army Human Research Protections Office (Protocol ARL 12-040) before the study began.
A.9 ARL RSVP Baseline Task (ARL-RSVPB)
The ARL RSVP Baseline Task was a rapid serial visual presentation (RSVP) task utilizing natural photographs containing common objects (chairs, containers, doors, posters, and stairs). A different object was the target for each 10-minute block with a 2-minute break between blocks (6 blocks in total). Images were presented at approximately 5 Hz, and the subject was instructed to press a button each time a target image was perceived. The subject pool consisted of 16 females and 11 males ranging in age from 21 to 57 years old. 22 subjects were right-handed, 3 subjects were left-handed, and 2 subjects were ambidextrous. This study was conducted by SAIC in Louisville, CO (ARLS) using a BioSemi 256-channel headset. The study was reviewed and approved by the U.S. Army Human Research Protections Office (Protocol ARL 12-041) before the study began.
A.10 ARL RSVP Cognitive Technology Threat Warning System Task (ARL-RSVPC)
The ARL RSVP Cognitive Technology Threat Warning System Task (Marathe et al., 2014) , which was designed to detect neural responses during multitasking, incorporated three simultaneous tasks on different displays (RSVP, target detection, and formation deviation). The center display had a primary RSVP task that presented video clips consisting of five consecutive images, each 100 ms in duration. There was no interval between videos so that the first frame was presented immediately after the last frame of the prior video. Targets included vehicles, animals, and humans, both moving and stationary with varied backgrounds. After receiving a target detection cue, the subject initiates the target detection task on the left display by pressing the "Start" button. The subject sees a set of 20 images selected from the previous RSVP for further evaluation and performs a more detailed assessment by labeling each image as "Target" or "No Target". After receiving a formation deviation cue, the subject evaluates (vehicle) formation deviation information and indicates the appropriate corrective action to be taken. The cue was presented on the central display (condition 1) or on one of the secondary displays (condition 2). No demographics were reported for the subject pool. The experiment was conducted by ARL HRED in Aberdeen, MD (ARLH) using a BioSemi 64-channel headset. The study was reviewed and approved by the U.S. Army Human Research Protections Office (Protocol ARL 20098-10025) before the study began.
A.11 ARL RSVP Expertise Task (ARL-RSVPE)
The NCTU Distracted Driving Task (Wang et al., 2015) was a lateral perturbation lane-keeping task performed on a motion platform combined with visual math problems intermittently presented on the dashboard to mimic distracted driving. Subjects pressed a button on the right side of dashboard if the presented equation was correct, and a button on the left side of the dashboard if the presented equation was incorrect. Stimulus onset synchrony was randomly selected to be -400, 0, or 400 ms. Subjects performed four 15-minute blocks separated by 10 minute rest periods. Five conditions included left perturbation (with or without math), right perturbation (with or without math), and math alone. The subject pool consisted of 15 males. Age and handedness was not available for this study. Data was acquired using a Neuroscan 30-channel headset. The study was approved (VFHIRB no.: 2013-01-029BC) by the Taipei Veterans General Hospital.
