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Abstract 
KwaSnik, M., The primitivity of the strong product of two directed graphs, Discrete Mathematics 
121 (1993) 145-150. 
The purpose of this paper is to formulate a necessary and sufficient condition for the strong product 
of two directed graphs to be primitive and to determine its index of primitivity. 
1. Introduction 
The concept of primitivity of matrices was investigated 78 years ago by Frobenius 
[3]. Let us recall it. We say that a square nonnegative matrix B is primitive if there 
exists an integer k>O such that Bk is positive and the minimum, such k is called the 
exponent of the matrix B. Next, primitivity was defined for undirected and directed 
graphs. Primitivity as applied to two well-known graph products, the Cartesian 
product and the conjunction, was considered in [4]. The strong product of two graphs 
is the sum of their Cartesian product and their conjunction. Before starting on the 
main results, let me introduce some basic notations and prove some lemmas which 
will be used in the subsequent investigations. 
2. Definitions and basic lemmas 
By a graph G we mean a finite directed graph without loops and multiple arcs, 
where V(G) and E(G) are nonempty sets of vertices and arcs, respectively. Let 
x, x’EV(G). By a walk from x to x’, we mean a directed path with possible repeated 
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vertices and arcs. We will denote it by [x, . . . , x’] or briefly [x-x’]. A closed walk is 
a walk with x)=x. We denote the length of the shortest walk from x to x’ in G by 
dc(x, x’). Put 
6(G)= max do(x,x’). 
X, X’EV(G) 
X’#X 
It is clear that if G is strongly connected, then 6(G) is finite. In particular, if x’ =x, then 
we put dc(x,x’)=O and by d,(x) we mean the length of the shortest closed walk 
containing the vertex x. 
A graph G is primitive if there exists a positive integer k, such that for any two 
vertices x, x’EV(G) there exists a walk [x-+x’] of length k in G. The minimum such k is 
called the index of primitivity of the graph G denoted by y(G). 
Let us recall some propositions of [a]. 
Proposition 2.1. Strong connectivity is a necessary conditionfor primitivity of a directed 
graph. 
Proposition 2.2. lf G is primitive, then for all 13 y(G) and for each pair x, x’EV(G), there 
exists a walk from x to x’ of length 1. 
Proposition 2.3. A necessary and suficient condition for a strongly connected directed 
graph with more than one vertex to be primitive is the existence of two closed walks of 
relatively prime lengths. 
Let Gr, G2 be two graphs and x,x’EV(G~), y,y’~v(G~). The strong product of two 
graphs Gr, G2 is a graph G1 0 G2 such that 
V(G1 o G2)= V(Gr) x V(G,) and C(X,Y), W, Y’)IE:E(GI 0 GA 
if and only if [x,x’]&(G1) and y’=y or [ y,y’]&(G2) and x’=x or [x,x’]~E(Gr) and 
C Y, J’W(W 
The following proposition is well known (see [S]). 
Proposition 2.4. Let G1, Gz be strongly connected directed graphs. Then 
For future purposes we note the following simple lemma. 
Lemma 2.5. Let G1 and G2 be strongly connected and (xO,yO),(xkr yr) be vertices (not 
necessarily distinct) of G1 0 G,, x,,, XE V(G,), y,, yip V(G,). Zf there exist walks [x0 +xJ 
of length k in G1 and [yO-y,] of length 1 in Gz and l>k, then there exists a walk 
C(XO,YO)+(X~,Y~)~ of length 1 in GI~Gz. 
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For concepts not defined here, see [l]. 
3. The main results 
Theorem 3.1. A necessary and sujkient condition for the strong product of two directed 
graphs to be primitive is that they both be strongly connected. 
Proof. Let Gr and G2 be strongly connected. Then, G1 o G2 is also strongly connected, 
see [S]. So, for the proof that Gr o G, is primitive it is sufficient to construct two closed 
walks of relatively prime length in Gr o Gz. For the construction we take two closed 
walks of even lengths, one from Gr and another from Gz. The existence of closed walks 
is assured in both the graphs G,,Gz by their strong connectivity and because the 
existence of closed walks of even lengths always follows from the existence of closed 
walks of odd lengths. Thus, let [x1, x2,. . ,x2,,,, x1], m 2 1 be a closed walk of length 2m 
in G1 and EyI,y2, . . . , y2n, yr], n > 1 be a closed walk of length 2n in G2. 
Then, by the definition of Gr o G2 there exists a closed walk of the form 
C(XI>Yd>(X2>YIL ...,(XZm-l,Y1),(X2m,Y2), . . ..(X2m.Y2n),(XI,Y2~),(x~,Y1)1 
of length 2m + 2n - 1 in G, o G2. Moreover, there exists a closed walk of odd length 
2m -t 2n in G, o G2 of the form 
C(XI~Yd~(X2,YI)~ . . ..(X2m.Y,),(Xl,Y,),(X1,Y2), . . ..(Xl.YZ,),(Xl,Yl)l 
Observe, that numbers 2m+2n- 1,2m+2n are relatively prime. So, from the above 
and from the fact that Gr 0 G2 is strongly connected it follows that Gr o G2 satisfies the 
hypothesis of Proposition 2.3. Hence, G1 o G2 is primitive. To complete the proof we 
observe that if Gr, or G2, is not strongly connected, then Gr 0 G, is not strongly 
connected either, see [S]. 
Consequently, G1 o G2 cannot be primitive by Proposition 2.1. Thus, the theorem is 
proved. 
Corollary 3.2. If at least one of the graphs G1, G2 is primitive, then their strong product 
is also primitive. 
Unfortunately, it has not been possible to determine the index of primitivity of 
Gr o G, without additional assumptions. 
Now, we will prove the following theorem. 
Theorem 3.3. Let G1 be strongly connected and G2 be primitive. Then 
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Moreover ij 
or 
~(GI)~Y(GJ (2) 
&Gl)<y(G2) and Y(GJ=&Gz) (3) 
then in (la) the equality holds. 
Proof. Let G1 be strongly connected and G, be primitive. Let (x, y), (x’, y’) be vertices 
(not necessarily distinct) of G1 oG 2, where x, x’~k’(Gr), y, ~‘EV(G~). To prove the 
inequality in (la) it is sufficient to show that there exists a walk [(x,y)+(x’, y’)] of 
length max{G(G1),y(Gz)} in Gr oG2. Assume that G(G,)<y(G,). Since G2 is primitive, 
there exists a walk [y-y’] of length y(G,) in Gz. Moreover, the strong connectivity of 
Gr implies the existence of a walk [x-x’] of length say I,1 d 6(G,) in G1. Therefore, by 
Lemma 2.5 there exists a walk [(x,y)+(x’,y’)] of length max{l, y(Gz)} =max(G(G,), 
y(G2)}. Assume that 6(G,)>6(G2). Then, by Proposition 2.2 the existence of a walk 
[y+y’] of length 6(G,) is assured in G2. Moreover, there also exists a walk [x-+x’] of 
length 1, 166(Gr) in Cr. Thus, from the above and by Lemma 2.5 there exists a walk 
[(x,y)-(x’,y’)] of length max{G(GI,1}=max{G(G1),y(G2)} in G,oG2. 
Finally, the above considerations imply that in (la) the inequality holds. 
Now, we shall prove that by condition (2) or (3) in (la) the equality holds. Assume 
that condition (2) is satisfied. Then, evidently 6(G,)dS(G,). Take two vertices x,x’ of 
Gr for which dcl (x, x’)=6(G1) and two arbitrary vertices y, ~‘EV(G~), y’ #y. Thus, by 
Proposition 2.4 the length of the shortest walk from (x, y) to (x’, y’) in G, o Gz is equal 
to maxj~(G1),d,,(y,y’)}=6(G,). This implies that 
So, from (la) and (lb) we conclude that ~~(G10G2)=max{G(G1),y(G2)} as required. 
Now, assume that condition (3) holds. Taking vertices y,yf~V(G2) such that 
dc,(y, y’) = 6(G,) and x, X’E V(G,), x’ #x, by Proposition 2.4 and by the assumption 
we find that the length of the shortest walk from (x,y) to (x’,y’) in G, @G, is 
equal to 
Hence, evidently y(G1~G2)3max{6(G,),y(G2)f. 
Since the converse inequality holds, the result is also proved by using condition (3). 
This completes the proof. 0 
Corollary 3.4. If G, and G2 are primitive, then 
(4) 
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Moreover, if 
y(G2)>&Gl) and Y(G~)>&Gz) and 
y(Gd=a(G~) or y(G)=~(Gd 
Or 
y(Wda(Gd 
or 
Yap, 
then the equality holds in (4). 
(5) 
(6) 
(7) 
Proof. The inequality in (4) is immediate. We shall show that in (4) the equality holds 
by condition (5) or (6) or (7). 
Assume that condition (5) is satisfied. By y(G2)>S(G,) and y(G,)>G(G,) the 
inequality in (4) is on the form 
Y(G~ oG~)dmin{y(G&y(GJ). 
So we shall prove that if y(G,)=G(G,) or y(G,)=G(G,), then 
~(GroG~)=minCy(G&(G~)). 
If y(G,)=G(G,), then from Theorem 3.3, we obtain 
Y(G~~Gz)=~~~{QG~LY(Gz))=Y(GJ. 
Moreover, because of y(G,)=G(G,)<y(G,), we have that 
min{y(GJ,y(Gr))=y(G,). 
Thus, together, all these give 
y(GI OG,)=min(y(Gz),y(G,)), 
as required. If y(G,)=G(Gr), then interchanging the role of G1 and G2 in the assertion 
of Theorem 3.3, we have that 
y(GroGJ=max{~(G&~(Gr)}=~(Gi). 
But y(Gr)=G(G,)<y(G,), and so min{y(G,),y(G1))=y(G,). Consequently, we obtain 
the required equality by condition (5). 
Suppose that condition (6) is satisfied. It is not difficult to see that the right-hand 
side in (4) is equal 6(G,). Moreover, for graphs Gr, G2 the assertion of Theorem 3.3 
holds. This implies 
So, from the above and by condition (6) the equality holds in (4). 
To show that in (4) the equality holds by condition (7), we use Theorem 3.3, 
interchanging the role of Gr and G2 in its assertion, and the proof is similar to that by 
condition (4). This completes the proof. U 
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