Motivation: CRISPR/Cas9 is driving a broad range of innovative applications from basic biology to biotechnology and medicine. One of its current issues is the effect of off-target editing that should be critically resolved and should be completely avoided in the ideal use of this system. Results: We developed an ensemble learning method to detect the off-target sites of a single guide RNA (sgRNA) from its thousands of genome-wide candidates. Nucleotide mismatches between ontarget and off-target sites have been studied recently. We confirm that there exists strong mismatch enrichment and preferences at the 5 0 -end close regions of the off-target sequences. Comparing with the on-target sites, sequences of no-editing sites can be also characterized by GC composition changes and position-specific mismatch binary features. Under this novel space of features, an ensemble strategy was applied to train a prediction model. The model achieved a mean score 0.99 of Aera Under Receiver Operating Characteristic curve and a mean score 0.45 of Aera Under Precision-Recall curve in cross-validations on big datasets, outperforming state-of-theart methods in various test scenarios. Our predicted off-target sites also correspond very well to those detected by high-throughput sequencing techniques. Especially, two case studies for selecting sgRNAs to cure hearing loss and retinal degeneration partly prove the effectiveness of our method. Availability and implementation: The python and matlab version of source codes for detecting offtarget sites of a given sgRNA and the supplementary files are freely available on the web at https:// github.com/penn-hui/OfftargetPredict.
Introduction
With the increasing number of investigations focusing on mechanism discovery and engineering transformation of CRISPR/Cas9, practical uses of this system for clinical applications (Roper et al., 2018; Yin et al., 2017) or other gene editing applications (Hsu et al., 2014; Kramer et al., 2018; Najm et al., 2018; Swiech et al., 2015) are also widely explored. CRISPR/Cas9 of a specific single guide RNA (sgRNA) can edit at the right region of its target gene (i.e. ontarget editing), meanwhile it may bind and edit at other genes' sequences as well. The latter is called off-target editing. The right region of the target gene is an on-target editing site, the objective region where CRISPR/Cas9 should cut, while an off-target editing site is an unintended cutting site (Fig. 1) . As off-target editing can cause serious toxic effects, it is of great importance to design an optimal sgRNA such that it can achieve a high on-target editing efficiency but has little or no off-target editing possibilities.
Small mismatches can be tolerated in the binding of an sgRNA with its editing site (Fu et al., 2016; Lee et al., 2016) . This implies that the on-target editing site of an sgRNA and its off-target sites are homology sequences sometimes with small nucleotide differences. Therefore, off-target editing can possibly happen at any region in a genome-wide scale as long as the region contains a 3-nt protospacer adjacent motif (PAM, usually 'NGG') and a 20-nt protospacer sequence of minor mismatches. Such sequence regions are all V C The Author(s) 2018. Published by Oxford University Press. All rights reserved. For permissions, please e-mail: journals.permissions@oup.com i757 Bioinformatics, 34, 2018 , i757-i765 doi: 10.1093 /bioinformatics/bty558 ECCB 2018 candidate sites of the off-target editing. As some of the candidates, maybe all of them, are not edited by the CRISPR/Cas9 system (i.e. no-editing effect), accurate recognition of the real off-target editing sites is a computationally challenging question and critically important for assessing the target specificity of the sgRNA as an optimal sgRNA. This research aims to make accurate predictions of off-target sites for a given sgRNA, assuming it has a high on-target editing efficiency. Discussions about on-target cutting efficiency prediction can be refereed to those provided by CRISPR Design (Hsu et al., 2013) and sgRNA Designer (Doench et al., 2016) . Previous efforts have been made to address these problems by bioengineering or bioinformatics methods (Kleinstiver et al., 2016; Peng et al., 2016) . The high-throughput sequencing methods include GUIDE-seq (Tsai et al., 2015) , Digenome-seq (Kim et al., 2015) , HTGTS (Frock et al., 2015) , multiplex Digenome-seq (Kim et al., 2016) and CIRCLE-seq (Tsai et al., 2017) . These approaches adopted next generation sequencing technologies to detect off-target sites at a large scale without bias, providing bona fide results. However, the experiments are always costly and time-consuming. State-of-the-art computational methods include CCTOP (Stemmer et al., 2015) , MIT-score (Hsu et al., 2013 ) (see http://crispr.mit. edu), CROP-IT (Singh et al., 2015) and CFD (Doench et al., 2016) , providing complementary results to the wet-lab data. These computational methods all predict cutting probabilities at the off-target sites through scoring rules. The rules are derived by analysis on the cutting efficiency changes after variations of a mismatch's position and/or mismatch type. Regions with higher scores are considered as highly-possible off-target sites. One limit of these methods is that they do not have a consistent threshold to determine whether a candidate site is a real off-target site or not. Furthermore, these rules are unable to rule out off-target sites of low cutting efficiencies but which should be also avoided in the practical use of CRISPR/Cas9.
We propose to use sequence pairs to train a binary classification model for determining whether a given region is an off-target editing site or a no-editing site, instead of predicting the cutting efficiencies.
Sequence pairs are our newly introduced concept to effectively capture integrative characteristics of the off-target editing sites of an sgRNA when combining with its on-target editing site. Let onTSeq denote the sequence of the on-target site, offTSeq denote an off-target editing site, and noEdSeq denote a no-editing site of an sgRNA. Then honTSeq; offTSeqi represents the sequence pair of the on-target site and the off-target site, and similarly honTSeq; noEdSeqi represents the sequence pair of the on-target site and the no-editing site.
There exist significant differences between these on-target-offtarget sequence pairs and the on-target-no-editing sequence pairs. For instance, the GC count composition change of off-target sequences is much bigger than that of no-editing site sequences when both comparing with the on-target site sequence. The mismatch distributions of these two classes of sequence pairs are also different-the 5 0 -end close regions contain more mismatches in the off-target sites than in the no-editing sites. Similar observations have been discussed in literature (Hsu et al., 2013; Wang et al., 2014) . Furthermore, the no-editing sites' mismatches are about evenly distributed among the 20 nt binding sites but the off-target sites' are not. In addition, at the first position from the 5 0 -end, 'G-A' mismatches are preferred in the off-target bindings while non-off-target binding likes 'G-T' more. These significant divergences between these two classes of sequence pairs provide us effective features for constructing a reliable machine learning model to make predictions of off-target sites. The sequence pair honTSeq; offTSeqi is called a positive sample of off-target binding, while honTSeq; noEdSeqi is a negative sample of off-target binding. We collected positive and negative samples by going through many sgRNAs, their off-target sites and their no-editing sites for the training of our classification model. When a candidate site canSeq of off-target editing is given, the classification method makes a prediction of whether honTseq; canSeqi is a positive sample or a negative sample. If honTseq; canSeqi is predicted as a positive sample, then canSeq is an off-target editing site, otherwise it is a no-editing site of the sgRNA. An optimal sgRNA is an sgRNA having few off-target editing sites after its all possible editing sites are screened. 1. An example of on-target site and off-target sites. The on-target site is the expected binding site for an sgRNA. The off-target sites are unintended binding sites and the off-target editing effect should be avoided in practical use. The spacer in the sgRNA is the RNA version of the protospacer sequence that is located in the genome DNA. Sometimes the spacer and protospacer are interchangeably used. The protospacer sequence determines where for the sgRNA to bind, and the existence of a PAM determines whether it cuts at the target site
In the performance test of our prediction method, we used two positive datasets. One contains off-target editing sites determined by low-throughput techniques and the other contains those determined by high-throughput techniques. The negative dataset contains the genome-wide no-editing sites (allowing up to six mismatches). For each sequence pair from these two classes, we compute a feature vector covering the GC account characteristics and the mismatch distribution differences. Then, an ensemble support vector machine (SVM) classification model is constructed to recognize off-target sites of a test sgRNA. In a cross-dataset validation, we obtained an Aera Under Receiver Operating Characteristic curve ( Our two case studies related to the design of sgRNAs for curing retinal degeneration (Yu et al., 2017) and hearing loss (Gao et al., 2018) demonstrated that our method can successfully recommend the optimal sgRNAs. Especially, in the case of curing hearing loss, our method can detect more off-target sites than the above state-ofthe-art prediction methods, matching almost exactly with the offtarget sites detected by a sequencing technique GUIDE-seq (Tsai et al., 2015) .
Materials and methods

Datasets for training and testing the prediction model
We collected two positive sample sets to train and test our prediction model. The first one contains on-target-off-target sequence pairs honTSeq; offTSeqi in which the off-target sites have been experimentally validated through low-throughput techniques such as the targeted PCR and flanking PCR (Cho et al., 2014; Hsu et al., 2013; Kim et al., 2015 Kim et al., , 2016 Ran et al., 2015; Wang et al., 2015) . We downloaded these data from the supplementary file of Haeussler et al. (2016) . There are total 215 unique and reliable honTSeq; offTS eqi sequence pairs related to 29 sgRNAs' on-target editing sites and their off-target editing sites. We name this positive sample set a lowthroughput positive set denoted by D low þ . The second positive sample set consists of honTSeq; offTSeqi sequence pairs, where the off-target sites were detected by highthroughput sequencing techniques. These techniques include GUIDE-seq (Tsai et al., 2015) , Digenome-seq (Kim et al., 2015) , HTGTS (Frock et al., 2015) , multiplex Digenome-seq (Kim et al., 2016) and CIRCLE-seq (Tsai et al., 2017) . Those off-target sites detected by at least two of these five techniques are called reliable off-target sites. This sample set is named a high-throughput positive sample set denoted by D Table 1 .
In the construction of negative sample set, we adopted an off-line tool Cas-OFFinder (Bae et al., 2014) to find genome-wide candidate editing sites canSeq which can have no more than six mismatches and contain the PAM of 'NGG' (where the mismatches in the last 2 nt 'GG' are also counted) for each of the 29 sgRNAs. The latest human reference genome version hg38 was downloaded from ensembl (Aken et al., 2016) . Those candidate editing sites having been collected in positive sets were excluded in the construction of the negative sample set. There are 408 260 unique negative samples. This dataset is denoted by D Cas À . These three datasets are stored in our Supplementary File S1, which can be downloaded from the site: https://github.com/penn-hui/OfftargetPredict/tree/mas ter/Supplementary%20files.
Integrative characteristics of sequence pairs
We introduce GC count and mismatch distribution to describe the integrative characteristics of sequence pairs, and conduct mismatch distribution analysis such as position-specific mismatch frequency comparison and position-specific mismatch preference analysis between the positive and negative sequence pairs.
GC count of a sequence S is defined as the number of guanine (G) and cytosine (C) in S. It is denoted as GC countðSÞ ¼ numGðSÞ þ numCðSÞ, where numG(S) represents the number of 'G' in S and numC(S) is the number of 'C' in S. The GC count difference between sequence S 1 and sequence S 2 is the GC count of S 2 subtracting the GC count of S 1 . It is denoted as
A mismatch is traditionally referred to as the base pairing at a position of an sgRNA and its DNA target site disagreeing with the rules that 'U' pairs with 'A' (U-A), 'A' pairs with 'T'(A-T) and 'G' pairs with 'C' (G-C). In this study, if the two nucleotides at the same position of an onTSeq and its corresponding offTSeq are different, these two nucleotides form a mismatch. Total 12 types of mismatches can happen, namely, Tsai et al. (2017) in D all þ . Similarly, we compute mfreqðt; D Cas À Þ. Then we compare these two mismatching frequencies at every position between the two classes of sequence pairs.
Let mis 2 Mis be a given type of mismatch at position t, then the frequency of mis at t in D The position-specific mismatching frequency comparison between two classes of sequence pairs is through mfreq(t, D), while the position-specific mismatch preference analysis is based on mfreq(mis, t, D). Here, the Two-sample Kolmogorov-Smirnov test (Two-sample K-S test) (Lilliefors, 1967 ) is used with a threshold of P-value 0.05 to evaluate whether the differences are significant. To get rid of the sample size's effect on the mismatch distribution comparison, we also randomly select 100 subgroups of negative sequence pairs to compare with the positive sequence pairs. Each of the negative subgroups has the same size with the positive group.
Convert a sequence pair honTseq; offTSeqi into a feature vector
These GC counts characteristics and mismatch preferences are exploited as new features, and we convert every sequence pair into a vector under the new feature space. The new feature space consists of two subsets of features. The first subset covers the nucleotide composition change features; the second subset covers the position-specific binary mismatch features. Let an ontarget sequence denoted as onTSeq ¼ s 1 s 2 ; . . . ; s i ; . . . ; s 23 , and an off-target sequence denoted as offTSeq ¼ s 1 s 2 ; . . . ; s j ; . . . ; s 23 , where s i ; s j 2 fA; G; C; Tg, the first 20 nt sequences represent the protospacer sequences, and the last 3 nt sequences are the PAM sequences. Then honTseq; offTSeqi is converted into a new feature vector by the following definitions and steps.
Nucleotide composition change features
The nucleotide composition change features (NCC) are: DGC (simply denoted as f1), GC percent change, GC skew change, AT skew change and the change of the ratio between GC skew and AT skew.
• GC percent change (f2). The GC percent of a sequence S, denoted GC perðSÞ, is defined as GC countðSÞ=lengthðSÞ, where length(S) stands for the number of nucleotides in S. The GC percent change from sequence S 1 to sequence S 2 is defined as GC perðS 2 Þ À GC perðS 1 Þ.
• GC skew change (f3): GC skew change is a measure of the distribution of guanine (G) and cytosine (C) across the two DNA strands S 1 and S 2 (Ginno et al., 2013) . As reported (Jiang et al., 2016) , GC skew is one of the key factors predisposing to R-loop formation and R-loop formation is a necessary step for CRISPR/ Cas9 system to cut its target site. The GC skew feature is adopted to characterize the sequences. GC skew of sequence S is computed as GC skðSÞ ¼ ðnumGðSÞ À numCðSÞÞ=GC countðSÞ, and GC skew change from sequence S 1 to sequence S 2 is GC skðS 2 Þ À GC skðS 1 Þ.
• AT skew change (f4): Similarly, we also compute the AT skew as a feature for a given sequence S. That is, AT skðSÞ ¼ ðnumAðSÞ À numTðSÞÞ=ðnumAðSÞ þ numTðSÞÞ. Then AT skew change from sequence S 1 to sequence S 2 is AT skðS 2 Þ À AT skðS 1 Þ.
• Change of ratio of GC sk and AT sk (f5): The ratio of GC sk and AT sk for a sequence S is defined as R skðSÞ ¼ GC skðSÞ=AT skðSÞ, and the ratio change from sequence S 1 to sequence S 2 is R skðS 2 Þ À R skðS 1 Þ.
The first subset of new features converted from a sequence pair
For any honTSeq; canSeqi, it is similarly converted.
Position-specific binary mismatch features
For a pair of sequences S 1 and S 2 , between the tth position of S 1 and S 2 , there are four types of nucleotide matches (i.e. 'A-A', 'G-G', 'C-C' and 'T-T') and there are 12 types of nucleotide mismatches (i.e. mis 2 Mis). The matching or mismatching status of each position between S 1 and S 2 can be converted into a 12-dimension binary vector. If the position is matched between S 1 and S 2 , then this position is converted into an all-zero 12-dimension vector < 0; 0; . . . ; 0 >. If the position is mismatched as the ith mismatch type, then this position is converted into a binary vector < 0; . . . ; p i ; 0; . . . ; 0 >, where only p i is 1. Merging all these 12-dimension vectors, the sequence pair hS 1 ; S 2 i can be converted into a ð12 Ã 23Þ-dimension vector. We convert every sequence pair in D all þ and D Cas À by this way. These position-specific binary features can characterize the mismatch distributions of the sequence pairs.
Build the prediction model for detection of off-target sites
Merging the 5-dimension nucleotide composition change-related feature vector and the 276-dimension mismatch-related feature vector, every sequence pair in this study is converted into a 281-dimension feature vector. The positive and negative 281-dimension vectors are used to train a machine learning method for the prediction of whether a candidate site is an off-target editing site or a noediting site of an sgRNA.
We propose to use an ensemble SVM classifier to predict offtarget sites. The motivation is that the collected datasets are extremely imbalanced, and ensemble learning is a good strategy to improve the prediction accuracy and stability. It was also reported that random under-sampling is one of the effective strategies for addressing imbalanced learning problem (He and Garcia, 2009 ). Thus, we randomly select the same number of negative samples as that of the positive samples to train base classifiers for n times. An ensemble SVM classifier is built by averaging the n base classifiers' output probabilities. The construction of our prediction model has two procedures: the optimization step and the evaluation step. In the optimization step, we optimize three super-parameters: penalty parameter C and the parameter gamma of RBF kernel for SVM (Libsvm v3.22; Chang and Lin, 2011) and the ensemble size n, by a leave-one-guide-out crossvalidation (logocv). The training dataset for the logocv composes of D high þ and those negative samples in D Cas À corresponding to the involved 11 sgRNAs. During the logocv, samples corresponding to each sgRNA are adopted as validation data in turn and the remaining samples are used as training data. Achieving the best AUROC is used as the criteria to determine the optimal parameters.
We evaluate and compare our method with the state-of-the-art methods CCTOP (Stemmer et al., 2015) , MIT-score (Hsu et al., 2013) (http://crispr.mit.edu), CROP-IT (Singh et al., 2015) and CFD (Doench et al., 2016) by a cross-dataset validation and a logocv. The cross-dataset validation is conducted by training the classifier with the above training dataset and testing it with the samples related to the remaining 18 sgRNAs in D The AUROC and the AUPRC are adopted as the performance indexes to show how different methods can rank the positive samples comparing with those negative ones. ROC curve and PR curve are popular visual representation tools for illustrating a classifier's performance and their corresponding AUROC and AUPRC are used to quantify the classifier's performance (He and Garcia, 2009 ). Especially, the PR curve was thought to be a more informative representation of performance assessment under highly imbalanced data (Davis and Goadrich, 2006; He and Garcia, 2009) .
We note that the four existing methods have taken a scoring strategy but not the machine learning approach. These traditional methods generate scoring rules converted from correlations between the mismatch numbers, positions, and cutting efficiency changes among huge amount of simulative off-target bindings in their own datasets (Doench et al., 2016; Hsu et al., 2013) . This makes their scoring functions hardly adaptable to our collected datasets because our positive sample size is much smaller than theirs and we do not have exact cutting efficiency change values. It is also impossible for us to train our models on their datasets as there is no threshold used for labeling their samples or the datasets are unaccessible. Thus, in the performance comparison, we use their already well-tuned scoring rules instead of re-training them on our data.
Results
We first report GC composition-related characteristics and mismatch enrichment and preferences in the comparison between on-target-offtarget sequence pairs and on-target-no-editing sequence pairs. Then, we report the superior prediction performance of our method in comparison with the state-of-the-art computational methods. We also present how the predicted off-targets by the computational methods overlap with those detected by the high-throughput sequencing techniques. At last, two case studies of applying our method to assist optimal sgRNA selection for disease treatment are described.
GC count change, 5
0 -end editing potential and preference does. The positive samples have a mean DGC ¼ À1.09, while the negative samples have a mean DGC ¼ À0.71. This difference is significant with P-value ¼ 2.31EÀ07 by the two-sample K-S test (Lilliefors, 1967) . For the randomly selected 100 subgroups of negative samples comparing with the positive samples (Section 2.2 last paragraph), all of them had significant differences (P-value <0.05); and all of the randomly selected negative datasets have smaller drop of the GC count than the positive samples.
The position-specific mismatching frequencies in the positive samples [i.e. mFreqðt; D all þ Þ] are unevenly distributed over the positions t ¼ 1; 2; . . . ; 20, peaking at the 5 0 -end close positions.
However, in the negative samples, the mismatches seem to be uniformly distributed, all having about 5% of the mismatches [i.e. mFreqðt; D Cas À Þ ¼ 5% for all t]. See an illustration of these mismatching frequency distributions at Figure 3 . The mismatching frequencies at the 20 positions are significantly different between the positive and negative samples (P-value ¼ 0.0082). This suggests that if a candidate editing site of an sgRNA has mismatches with the on-target site accumulating at the 5 0 -end, this candidate site is more likely to be an off-target editing site instead of no-editing site. 100 rounds of similar comparison analyses were conducted for the set of positive samples and an equal-size of negative samples randomly selected from the entire set of negative samples (Section 2.2 last paragraph). About 98% of these comparisons showed significant differences (P-value <0.05). Especially, the 5 0 -end adjacent two positions contain more mismatches than the other regions (12 and 9% at the first and the second position versus no more than 7% at the other positions except for the eighth position ordered from 5 0 to 3 0 ). Similar phenomena have been previously reported by Hsu et al.
(2013), Fu et al. (2013) and Pattanayak et al. (2013) . Thus, the 5 0 -end nucleotides are not as conserved as the nucleotides in the other regions if they can be edited by sgRNAs. This observation is consistent with the literature comment that the 5 0 -end truncated sgRNAs can decrease the level of off-target potentials (Kleinstiver et al., 2016; Ren et al., 2014; Sternberg and Doudna, 2015) . From the analysis of mismatch type frequency distributions at given positions t ¼ 1; 2; . . . ; 20, we found that there exists strong mismatch type preference. For example, the position immediately adjacent to 5 0 -end (the first position from 5 0 to 3 0 ) has significant differences among the 12 types of mismatches (P-value ¼ 0.0046). ) for RBF kernel of the SVM, and the ensemble size n. During each fold of the logocv on this training dataset, we optimized c and g with a grid search method where C, G 2 [À6:1:6] and set n ¼ size(negative)/size(positive), where size(negative) stands for the number of negative samples in the training data. When C ¼ 1 and G ¼ À4, the highest average AUROC ¼ 0.9819 was achieved. Fixing C ¼ 1 and G ¼ À4, we explored how ensemble size n affects the prediction performance. We found that a bigger n can indeed decrease the standard deviation of the prediction performance; however, the AUROC just changes no more than 0.01 and the running time increases rapidly. Thus, n ¼ 40 was selected at last (see Supplementary File S2 to find more details of the parameter selection).
In the cross-dataset validation, we trained our ensemble model with the above optimal parameters and on the whole training dataset. The performances of our proposed method and the four state-of-the-art methods were tested on the dataset containing the remaining 18 sgRNAs-related sequence pairs in D low þ and D Cas À . The ROC curves and the Precision-Recall curves are shown in Figure 4 and the detailed performance statistics are listed in Table 2 (the second and third columns).
These curves and the detailed performance measurements clearly suggest that both our proposed method and MIT-score can achieve much better performance than the other three methods (under the cross-dataset test). Furthermore, our proposed method also works better than MIT-score. This implies that under the same false positive rate or recall, our method can obtain the best true positive rate and precision.
The logocv performance by the five methods was achieved on the dataset D all þ merging D Cas À which contains the all 29 sgRNAs' ontarget sites and off-target sites. Thus, this logocv had 29 rounds each corresponding to one sgRNA. In each round, all sequence pairs related to the same one sgRNA were reserved as test data, while the remaining sequence pairs were used to train the ensemble prediction model. The mean AUROC and mean AUPRC over the 29 rounds of tests are listed in the last two columns of Table 2 . Our proposed method outperforms the four existing methods on both AUROC and AUPRC measurements. MIT-score works the best among the four state-of-the-art methods; however, our proposed method still exceeds its performance by a 0.1611 AUPRC score and a 0.0143 AUROC score. The comparison between our method and the two most recently published methods such as CRISTA (Abadi et al., 2017) and Elevation (Listgarten et al., 2018) can be found in our Supplementary File S2.
Comparison of the off-target sites detected by the computational methods and those by the highthroughput sequencing methods
We carried out analysis to understand how our predicted off-target sites overlap with those determined by high-throughput sequencing techniques. Recently developed high-throughput sequencing techniques include GUIDE-seq (Tsai et al., 2015) , Digenome-seq Leave-one-guide-out cross-validation on combined dataset (Kim et al., 2015) , HTGTS (Frock et al., 2015) , multiplex Digenomeseq (Kim et al., 2016) and CIRCLE-seq (Tsai et al., 2017) . We compared the list of the off-target sites predicted by our method with the list of off-target sites predicted by each of these sequencing techniques. Two sgRNAs and their on-target sites were used in this analysis. One is the sgRNA which targets to the EMX1 site (protospacerþPAM: GAGTCCGAGCAGAAGAAGAAGGG). This sgRNA is the only sgRNA whose off-target sites were sequenced by all of the five high-throughput sequencing methods. The second is the sgRNA which targets to the HEK4 site (protospacerþPAM: GGCACTGCGGCTGGAGGTGGGGG). Four of the sequencing methods (no HTGTS) had been applied in the literature to detect the off-target sites of HEK4. We note that these sequencing methods had produced different lists of off-target sites. For EMX1, there are total 15 835 potential off-target sites. CIRCLE-seq, Digenome-seq, GUIDEseq, HTGTS and multiplex Digenome-seq detected 176, 27, 15, 13 and 142 off-target sites, respectively. Some of these off-target sites were detected more than twice, the union of these off-target sites contains only 259 off-target sites (we call them the 'Integrated' detections). For HEK4, 30175 potential off-target sites were found genome-wide. CIRCLE-seq, Digenome-seq, GUIDE-seq, multiplex Digenome-seq had produced 980, 38, 133 and 215 off-target sites, respectively. The union of these off-target sites contains 1011 unique ones.
In the prediction of EMX1 off-target sites by our method, the model was trained on the positive and negative datasets D all þ and D Cas À after all sequence pairs containing the on-target site EMX1 were removed. Similarly, all sequence pairs containing the on-target site HEK4 were removed from the training data in the prediction of HEK4 off-target sites.
An overlap rate (OR) of two lists of off-target sites is used to weight how a computational method's predictions overlap with a high-throughput sequencing method's detections:
ORðcomM; seqMÞ ¼ off ðcomMÞ \ off ðseqMÞ off ðseqMÞ Â 100%
where comM stands for a computational method, seqM represents a sequencing method, off(comM) is the list of off-target sites predicted by comM, and off(seqM) is the list of off-target sites detected by seqM. The four state-of-the-art computational methods were compared with our computational method to see which one is better to overlap with the sequencing methods. Because of no thresholds were provided by these literature computational methods, we selected top-ranked N off-target sites according to their scores, where N is the number of test samples labeled as positive by our method. The overlap rates with regard to different combinations of the computational methods and sequencing methods are depicted in Figure 5 . For the EMX1 site, our computational method predicted 673 off-target sites. The ORs are 61% (108 out of 176), 89% (24 out of 27), 100% (15 out of 15), 100% (13 out of 13), 42% (59 out of 142) comparing with CIRCLE-seq, Digenome-seq, GUIDE-seq, HTGTS and multiplex Digenome-seq, respectively, and the ORs for the 'Integrated' is 43% (112 out of 259). For the HEK4 site, we predicted 1202 off-target sites and the ORs are: 43% (417 out of 980), 92% (35 out of 38), 90% (120 out of 133), 76% (163 out of 215) and 42% (421 out of 1011) for CIRCLE-seq, Digenome-seq, GUIDE-seq, multiplex Digenome-seq and Integrated, respectively. From Figure 5 , we can see that our ensemble model predicted offtarget sites overlap with those sequencing method better than the other four computational methods. As these sequencing methods detect different and far-incomplete lists of off-target sites, we also draw the conclusion that our method can predict more complete lists of off-target sites than any of the sequencing methods or their union. Our computational tool can predict off-target sites that overlap well with the sequencing methods, thus it can be used as a supplementary tool for selecting sgRNAs with higher specificities to be further validated by sequencing techniques, for saving time and cost.
Selecting optimal sgRNAs for curing diseases: two case studies
Off-target effect is one of the main problems in the application of CRISPR/Cas9 to cure genetic diseases. Here, we present two case studies to demonstrate how our tool can help select the optimal sgRNAs with off-target effect as less as possible. The first case study is about the application of CRISPR/Cas9 to knockdown mouse Nrl gene for preventing retinal degeneration (Yu et al., 2017) . Five potential sgRNAs containing protospacer sequences NT1-NT5 were initially designed by Yu et al. (2017) . Their on-target cutting efficiencies were estimated by in vitro experiments. These sgRNAs' possible off-target sites were predicted and combined with their cutting efficiencies to provide selection guidance. We applied our method and two other web-tools, CRISPR Design (Hsu et al., 2013) (http://crispr.mit.edu/, the off-target prediction method is the previous MIT-score) and sgRNA Designer (Doench et al., 2016) (https://portals.broadinstitute.org/gpp/public/analysis-tools/sgrnadesign, it uses the previous CFD to predict the off-target sites), to rank the five sgRNAs' off-target sites. The mouse reference genome version mm10 was downloaded from ensembl (Aken et al., 2016) . As our method's input, the candidate off-target sequences of sgRNAs NT1-NT5 were extracted by Cas-OFFinder allowing six mismatches at most and with the PAM 'NGG'. An sgRNA having more off-target sites is ranked lower. For a fair comparison, the cutting efficiencies were ranked according to the estimated cutting efficiencies by Yu et al. (2017) . The final rank of an sgRNA is determined by the average rank of its cutting efficiency rank (efficiency rank) and its off-target rank (ot rank). In fact, we can adjust the weights of the two kinds of ranks in practical usages. The best final rank suggests the corresponding sgRNA works the best and should be selected. The detailed results are shown in the first five rows of Table 3 .
The authors (Yu et al., 2017) reported that NT2 was the optimal sgRNA as it contains better cutting efficiency and relatively lower off-target potential. Our method and CRISPR Design mark NT2 as the best choice. However, sgRNA Designer ranks NT1 as the one with the lowest off-target potential and both of NT2 and NT4 have the final rank of 1 which may confuse the users.
The second case study is about a recent application of CRISPR/ Cas9 to treat autosomal dominant hearing loss (Gao et al., 2018) . Four sgRNAs were designed at first with the protospacer sequences of Tmc1-mut1 to Tmc1-mut4. We did not consider Tmc1-mut4 as it is a truncated protospacer (our method and the other two web tools cannot support this type of spacers-20 nt sequences must be required). The authors (Gao et al., 2018) tested the cutting efficiencies of these sgRNAs. Then GUIDE-seq was adopted to estimate the sgRNAs' off-target potential. Similarly as the first case study, we considered together the on-target editing efficiency ranks and offtarget potential produced by our method, CRISPR Design and sgRNA Designer for the final ranking of these sgRNAs. The results are listed in the last three rows of Table 3 .
Our method and CRISPR Design can both recommend the sgRNA containing Tmc1-mut3 as the optimal sgRNA, consistent with the optimal sgRNA used by Gao et al. (2018) . On the other hand, sgRNA Designer ranked Tmc1-mut1 as the best. Gao et al. (2018) detected 10 off-target sites for the sgRNA containing Tmc1-mut3 with up to 6 mismatches in the protospacer region. We compared the off-target sites detected by our method, those by the MIT-score and those by CFD with these 10 GUIDE-seq detected ones. We found that nine out of the 10 sites were predicted by our method (among total 247 predicted positive off-targets). In addition, all these nine off-target sites were ranked at the top 30, where six out of them were ranked at the top 10. In comparison, MIT-score only found eight of these GUIDE-seq validated off-target sites if we defined their top ranked 247 ones as positive. Among these eight sites, four of them were ranked at top 10. The CFD ranked seven out of the 10 GUIDE-seq validated off-target sites at the top 247. However, only one of them was ranked at top 10. More details about the comparison can be found in our Supplementary File S2. These two case studies partly prove that our method can effectively help sgRNA design for practical use.
Conclusion
We proposed an ensemble machine learning method for the prediction of off-target sites of sgRNAs. This method is based on the observation that there exist significant GC count differences and mismatch preferences between the positive on-target-off-target sequence pairs and those negative ones. Our method not only takes advantage of the information from known off-target sites but also adopts the information from those no-editing target sites. It improves the performance of off-target site prediction in comparison with the state-of-the-art computational methods; and can detect more off-target sites consistent with the bona fide detections by high-throughput sequencing methods. As demonstrated in the two case studies, our method is effective for selecting the optimal sgRNAs to treat some genetic diseases.
Our future work will focus on two areas. One area is about data collection. We will investigate which positive and negative samples are more reliable, especially for the negative samples. In addition, the samples containing bulges (Abadi et al., 2017) should also be included when abundant of data are available. The second area is about the new feature space in the conversion of the sequence pairs into the new vectors. Other informative features such as cutting positions and the dinucleotide mismatch distribution can be exploited to expand the current feature space. Furthermore, a tool integrating the sgRNA on-target cutting efficiency prediction and our off-target site prediction is worth of construction for providing more comprehensive guidance for selecting the optimal sgRNAs.
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