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Abstract. Semantic image understanding is a challenging topic in com-
puter vision. It requires to detect all objects in an image, but also to
identify all the relations between them. Detected objects, their labels
and the discovered relations can be used to construct a scene graph
which provides an abstract semantic interpretation of an image. In pre-
vious works, relations were identified by solving an assignment problem
formulated as (Mixed-)Integer Linear Programs. In this work, we in-
terpret that formulation as Ordinary Differential Equation (ODE). The
proposed architecture performs scene graph inference by solving a neu-
ral variant of an ODE by end-to-end learning. The connection between
(Mixed-)Integer Linear Program and ODEs in combination with the end-
to-end training amounts to learning how to solve assignment problems
with image-specific objective functions. Intuitive, visual explanations are
provided for the role of the single free variable of the ODE modules which
are associated with time in many natural processes. The proposed model
achieves results equal to or above state-of-the-art on all three benchmark
tasks: scene graph generation (SGGEN), classification (SGCLS) and vi-
sual relationship detection (PREDCLS) on Visual Genome benchmark.
The strong results on scene graph classification support the claim that
assignment problems can indeed be solved by neural ODEs.
Keywords: Semantic Image Understanding, Scene Graph, Visual Rela-
tionship Detection
1 Introduction
This paper investigates the problem of semantic image understanding. Given
an image, the objective is to detect objects within, label them and infer the
relations which might exist between objects. These data provide rich semantic
information about the image content. So called scene graphs contain all these in-
formation and constitute abstract representations of images [9]. Nodes of a scene
graph represent objects detected in an image, while edges represent relationships
between objects. Applications range from image retrieval [9] to high-level vision
tasks such as visual question answering [29], image captioning [37,34] and visual
reasoning [25]. The community has been very active in the past years to investi-
gate these problems. Results on public benchmarks such as the Visual Genome
database [12] have improved drastically within the past few years [31,39,2].
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Fig. 1: Visualization of the main contributions made in this work. Left : state-of-
the-art works rely on multiple embedding layers which amounts to an evenly-
spaced, discrete sampling. Right : the proposed module relies on ordinary dif-
ferential equations (ODE), thus it learns a continuous approximation of the
trajectory onto the embedding manifolds.
A naive approach to infer scene graphs is to use a standard object detector,
classify the objects, and use a separate network to label the relationships between
the objects. This, however, ignores the conditional information shared between
the objects. It has therefore become standard practice to also use relationship
information for object classification [8,19,17].
Scene graph estimation relies on two classification problems, both for objects
and for relationships. Classification, or more generally, assignment problems can
be solved by (Mixed) Integer Linear Programs, (M)ILP, for instance in [26].
Powerful solvers are able to even infer globally optimal solutions for many types
of problems. A drawback of (M)ILPs is that the optimization objective and
all constraints must be defined in advance. Objective functions usually include
multiple terms and weights per term. Furthermore, backpropagation through an
(M)ILP solver is not possible, thus such pipelines cannot adapt to data.
For many other problems in which adaption to data is less important, (M)ILPs
have been successfully employed. In [6], network flows and transport problem
are modeled by Partial Differential Equations (PDEs). The arising systems of
PDEs are simplified to systems of Ordinary Differential Equations (ODEs) by
finite differences. With a suitable objective, a solution of the ODE can then be
obtained by means of an (M)ILP. That implies that for properly constructed
(M)ILPs there are systems of ODEs which include the solution of the (M)ILPs.
While backpropagating through an (M)ILP is generally not possible, backpropa-
gation through an ODE is possible using a recent seminal work Neural Ordinary
Differential Equations [3].
Using this link, we propose to solve the labeling problem by means of neural
ordinary differential equations. This module can be interpreted such that it can
learn to perform the same task as an (M)ILP. Since it allows end-to-end training,
it adapts to the data, thus it learns a near-optimal objective per image. A further
question is which role the time-variable of the ODE plays in our architecture.
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Fig. 2: Overview of the proposed method: (a) given an image, many object regions
are proposed, (b) those regions are classified by an Object ODE (O-ODE), (c)
after pre-processing the features of object pairs, a Predicate ODE (P-ODE) is
applied to predict predicates, (d) a scene graph is generated.
We will provide visual explanations of that variable, namely that it controls
how many objects are classified and how many relationships are classified (cf.
Figs. 1 and 4). In our experimental evaluation, we demonstrate results that are
equal to state-of-the-art or above in all three benchmark problems: scene graph
generation (SGGEN), scene graph classification (SGCLS) and visual relationship
prediction (PREDCLS). The code and a pre-trained model will be published on
GitHub.
The contributions made in this work can be summarized as follows:
– We propose to use ODE modules for scene graph generation.
– It can be interpreted that it learns the optimal assignment function per
image.
– Intuitive, visual explanations are provided for the role of the single free
variable of the ODE modules which are associated with time in many natural
processes.
– The proposed method achieves results equal to or above state-of-the-art.
– The code and a pre-trained model will be published on GitHub.
The rest of this paper is structured as follows: Sec. 2 briefly summarizes related
works. In Sec. 3, we introduce the proposed method. Quantitative and qualitative
results are shown in Sec. 4. Finally, we conclude this paper in Sec. 5.
2 Related Work
Context for Visual Reasoning: Context has been used in semantic image
understanding [5,14,36,8,19]. For scene graph generation, context information
has been recently proposed and is still being investigated. Message passing has
been used to include object context in images in several works, for instance by
graphical models [16,32], by recurrent neural networks (RNN) [39,30], or by an
iterative refinement process [31,11]. Context from language priors [21] has been
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proved to be helpful for visual relationships detection and scene graph generation
[20,38,17].
Scene Graph Generation: Scene graphs are proposed in [9] for the task of
image retrieval. They consist of not only detected objects but also the object
classes and the relationships between the detected objects. The estimation of
scene graphs from images is attracting more and more attention in computer
vision [17,4,18,41,16,39,30]. Several of these methods use message passing to
capture the context of the two related objects [15,39,30], or of the objects and
their relationships [31,17,16,32]. The general pipeline for message passing is to
train some shared matrices to transform the source features into a semantic
domain and then to assemble them to update the target features. In some works,
an attention mechanism is implemented to weight the propagated information
to achieve further improvement [16,32]. Graph CNNs [10] have been used to
propagate information between object and relationship nodes [32].
Contrastive Training: Contrastive losses [1] have been applied for scene under-
standing [40]. They have also been applied for image captioning, visual question
answering (VQA) and vector embeddings [35,22,24]. They are based on the idea
that it can be easier to randomly select similar and dissimilar samples. Such
losses can then be used even if no label information is available.
Losses: In Visual Genome [12], many semantically meaningful relations are not
labeled. Furthermore, relations that can have multiple labels, for instance on
and sit, are usually labeled only once. Networks for visual relationship detec-
tion which use cross-entropy as training loss may encounter difficulties during
training, since almost identical pairs of objects can have either label, or even
none at all. To overcome the problem of such contradicting label information,
margin-based [13] and contrastive [40] losses have been proposed.
Support Inference: Inferring physical support, i.e. which structures for in-
stance carry others, e.g. floor → table, was investigated for object segmenta-
tion [26], instance segmentation [42], and also for scene graph inference [33].
Proposed model: The proposed model uses neither iterations, except for LSTM-
cells, nor message passing, nor a Graph CNN. As most recent works do, language
priors are included. We further use a standard loss based on cross-entropy. Un-
like most state-of-the-art algorithms, we propose to use a new module which has
never before been used for semantic image analysis. The ODE module [3] can be
interpreted as learning a deep residual model. In contrast to residual networks,
the ODE-module continuously models its solutions according to a pre-defined,
problem-specific precision.
This idea is motivated by works on gas, water, energy and transport networks
which need to be modeled by systems of Partial Differential Equations (PDE).
In [6], it was proposed to simplify such systems to obtain systems of Ordinary
Differential Equations (ODE), add one or multiple optimization objectives and
then use a Mixed-Integer Linear Program to compute the solution. That implies
that, given an (M)ILP, we can always find a system of ODEs that can generate
the same solution among others. Using a neural ODE [3], we can thus learn a
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function of the system of ODEs. Due to the end-to-end training, that system
further encodes near-optimal assignment functions per image.
3 Method
In this section, we first define scene graphs, then we define straight-forward
ILP models for object and relationship classification in Sec. 3.2. Neural Ordi-
nary Differential Equations [3] are briefly explained in Sec. 3.3. Both models are
combined in Sec. 3.4 and 3.5.
3.1 Scene Graphs
A scene graph [9] is an abstract semantic representation of all objects in an
image and the relationships between them. The set of objects consists of a set
of bounding boxes along with a label for each object. The relationships between
two objects, also known as predicates, consists of bounding boxes which usually
cover both object bounding boxes, and labels for each relation. As in [39], we
include a particular predicate to indicate that there is no relation between two
objects.
3.2 Models for Object and Relationship Detection
Assume a graph Gobj = (Uobj , Eobj) whose nodes represent the detected yet
unlabeled objects in an image. Each node is further assigned to a label l ∈ Lobj .
Each label l is associated with a score αu,l with u ∈ U . That score can represent
an agreement with some given feature map. The integer variables xu,l ∈ {0, 1}
indicate that node u is given label l. We assume that each object can only belong
to a single class.
We further include a term βu,u′,l,l′ which models statistical prior knowledge
about co-occurrences of object pairs u and u′, u 6= u′, and their corresponding
labels l and l′. We then arrive at the following Integer Linear Problem (ILP) for
object classification
max
∑
u∈Uobj
∑
l∈Lobj
αu,lxu,l + wobj
∑
u, u′∈Uobj
∑
l, l′
βu,u′,l,l′xu,lxu′,l′ (1a)
s.t. xu,l ∈ {0, 1},
∑
l∈Lobj
xu,l ≤ 1 (1b)
where wobj is a scalar weight which balances the two terms. How to exactly deter-
mine the scores αu,l, βu,u′,l,l′ and the weight wobj constitutes a hyper-parameter
search. The large search space makes this problem by itself challenging. Some of
the parameters remain invariant for all images.
Assume a further graph Gpred = (Vpred, Epred) whose nodes represent all
possible subject-object pairs. Each node is assigned to a label k ∈ Lpred. Each
label k is associated with a score αv,k with v ∈ Vpred. The integer variables
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xv,k ∈ {0, 1} indicate that node v is given label k, for instance the subject-
object pair dog-street with a label sit or walk. The number of labels per node
is limited by Tv, and the total number of labels by K. The latter arises from
the recall-at-K metric commonly used in visual relationship detection and scene
graph estimation tasks.
Here, we also include a term βv,v′,k,k′ which models statistical prior knowl-
edge about co-occurrences of subject-object pairs v with pairs v′, v 6= v′, and
their corresponding relationship labels k and k′. We then arrive at the following
Integer Linear Problem (ILP) for relationship classification
max
∑
v∈Vpred
∑
k∈Lpred
αv,kxv,k + wpred
∑
v, v′∈Vpred
∑
k, k′
βv,v′,k,k′xv,kxv′,k′ (2a)
s.t. xv,k ∈ {0, 1},
∑
k∈L
xv,k ≤ Tv,
∑
v∈Vpred
∑
k∈Lpred
xv,k ≤ K, (2b)
where wpred is a scalar weight which balances the two terms.
Denote by α(t) the function in the single variable t that assigns continuous
scalar weights which express label strengths. The values that the label weights
take on vary with t. Likewise, let β(t) be a function in t that assigns scalar
weights according to co-occurrence. From [6], we can see that the optimization
problems defined by Eqs. (1) and (2) correspond to ordinary differential equation
(ODE) models defined by
d
dt
f = f(x(t), t). (3)
In other words, we can use Eqs. (1) and (2) to obtain a solution of problem (3)
subject to several constraints. A disadvantage of the optimization problem in
Eqs. (1) and (2) is that it is not possible to backpropagate through the ILPs.
Thus, feature-generating neural networks cannot be trained to adapt to given
data when using the ILPs.
3.3 Neural Ordinary Differential Equations [3]
For many problems it is hard to explicitly define functions α(t) and β(t). In [3],
it was proposed to parameterize f(t) by a function fθ(t) based on neural network
with parameters θ. The idea is then to use fθ(t) to solve an ODE. Thus, starting
with an input x(0) at time t = 0, the output at time T can be computed by a
standard ODE-solver
d
dt
fθ = fθ (x(t), t) . (4)
The dynamics of the system can thereby be approximated up to the required
precision. Importantly, model states at times 0 < t < T need not be evenly
spaced.
For back-propagation, the derivatives for the adjoint a(t) = −∂L/∂x(t)
d
dt
a = −a(t)> ∂
∂t
f(x(t), t, θ ) (5)
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and
d
dθ
L =
0∫
T
a(t)>
∂
∂θ
f(x(t), t, θ ) dt (6)
have to be computed for loss L. This computation, along with the reverse com-
putation of x(t) starting at time T can be done by a single call of the ODE-solver
backwards in time.
3.4 Assignments by Neural Ordinary Differential Equations
While Eqs. (1) and (2) can be used to obtain solutions of problem (3), this does
not allow to train previous modules if used in a neural network. Furthermore,
the hyper-parameters of the ILP must be determined in advance and cannot
be easily adapted to the data. On the other hand, we can construct an ODE
from Eqs. (1) or (2), respectively. Since a manual construction would be hard,
we can use a neural ODE layer to learn the optimal assignment function. In
contrast to an ILP, the neural ODE both allows to train a feature generating
network in front of it, and can adapt to each image. The latter implies that the
hyper-parameters of the corresponding, yet unknown ILP vary with each image.
ODEs involve the variable t which is usually associated with time in many
natural processes. Here, we are posed with the question what this variable repre-
sents for object or relationship classification. It will be demonstrated in Sec. 4.4
that the two variables of two neural ODE layers control how many objects and
relationships are classified correctly (cf. Fig. 4). In other words, specifying partic-
ular values of the variable of the relationship module determines the connectivity
of estimated scene graph, whereas such values of the object layer determine if
too few or too many objects are correctly labeled.
As outlined in Fig. 2, we use two separate ODE layers. The visual features
of detected objects, their positional features and the prior object distributions
are concatenated into a vector xv and processed by an ODE layer in the object
classifier
d
dt1
fθu = fθu (xu(t1), t1) . (7)
In the following, this ODE layer will be denoted by O-ODE.
The word embedding resulting from the object classifier, the spatial mask
with the union box and the visual features of two detected and classified object
are concatenated and pre-processed to yield vector xv,v′ before being processed
by an ODE layer for predicate classification (P-ODE )
d
dt2
fθv = fθv (xv,v′(t2), t2) . (8)
The variables t1 and t2 in Eqs. (7) and (8) control how many objects or
relations are labeled. In other words, graphs constructed using different t and t′,
either for Eq. (7) or (8), result in scene graphs with differently many objects or
relations correctly labeled. Confer to Figs. 1 and 4. For a detailed explanation
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of the architecture we propose please confer to the following section and the
supplementary material.
3.5 Architecture
Our model is built on Faster-RCNN [23] which provides proposal boxes, feature
maps and primary object distributions. There are two fundamental modules
in the model: object classifier and predicate classifier. Each of them contains a
neural ordinary differential equation layer, Object ODE (O-ODE) and Predicate
ODE (P-ODE). For both of them we use bidirectional LSTMs as the approximate
function in the ODE solver. The data in the model are organized as sequences
with random order.
In the object classifier, the feature maps, bounding box information and
primary object distribution from Faster-RCNN are concatenated and fed through
a fully connection layer. The object class scores are computed by the O-ODE
and a following linear layer. The predicate classifier uses feature maps, spatial
and semantic information of object pairs to predict the predicate categories. The
spatial masks are forwarded into a group of convolution layers so that the output
has the same size as the feature maps of the union box (512 · 7 · 7) and can be
added per element. Global average pooling is applied on the feature maps of
the subject box, object box and union box. The features of the subject, object,
and union boxes are concatenated as (3 · 512)-dimensional visual vectors. Two
200-dimensional semantic embedding vectors are generated from the subject
and object classes predicted by the object classifier and concatenated as 400-
dimensional semantic vectors.
The visual vectors and semantic vectors of object pairs can be pre-processed
by three methods before the P-ODE: FC-Layer: The (3 ·512)-dimensional visual
vectors and 400-dimensional semantic vectors are forwarded into two indepen-
dent fully connection layers that both have 512 neurons. Then, the outputs
are concatenated together as 1024-dimensional representation vectors for the P-
ODE. GCNN: The visual vectors and semantic vectors are first concatenated.
Then, we use a graph convolutional neural network (GCNN) to infer information
about context. Since the number of object pairs in each image is variable, we set
each element on the diagonal of the adjacency matrix to 0.8. The weight of 0.2
is uniformly distributed among the remaining entries of each row. The output
vectors of the GCNN are passed into the P-ODE. LSTM: Similar as for the first
variant, the (3 · 512)-dimensional visual vectors and 400-dimensional semantic
vectors are fed into two single layer LSTMs. Both of them have the output di-
mension 512. We concatenate the two outputs for the P-ODE.
The final class scores of the relations are computed by the P-ODE followed by
two linear layers.
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4 Experiments
In this section, we firstly clarify the experimental settings and implementation
details. Then, we show quantitative and qualitative results on the Visual Genome
(VG) benchmark dataset [12] in terms of scene graph generation.
4.1 Dataset, Settings, and Evaluation
Dataset We validated our methods on the VG benchmark dataset [12] for the
task of scene graph generation. However, there are varying data pre-processing
strategies and dataset splits in different works. For fair comparison, we adopted
the data split as described in [31] which is the most widely used. According to
the data pre-processing strategy, the most-frequent 150 object categories and 50
predicate types are selected. The training set has 75651 images while the test
set has 32422 images.
Settings For comparison with prior works, we use Faster R-CNN [23] with
VGG16 [27] as the backbone network for proposing object candidates and ex-
tracting visual features. We adopted the code base and a pre-trained model pro-
vided by [39]. As in NeuralMotifs [39], the input image is resized to 592 × 592,
bounding box scales and dimension ratios are scaled, and a ROIAlign layer [7]
is used to extract features within the boxes of object proposals and the union
boxes of object pairs from the shared feature maps.
Evaluation There are three standard experiment settings for evaluating the per-
formance of scene graph generation: (1) Predicate classification (PREDCLS):
predict relationship labels of object pairs given ground truth bounding boxes
and labels of objects. (2) Scene graph classification (SGCLS): given ground
truth bounding boxes of objects, predict object labels and relationship labels.
(3) Scene graph detection (SGDet): predict boxes, labels of object proposals
and relation labels of object pairs given an image. Only when the labels of the
subject, relation, and object are correctly classified, and the boxes of subject
and object have more than 50% intersection-over-union (IoU) with the ground
truth, it is counted as a correctly detected entity. The most widely adopted re-
call@K metrics (K = [20, 50, 100]) for relations are used to evaluate the system
performance.
Training We train our model with the sum of the cross entropy losses for objects
and predicates. We collect all annotated relationships in the image and add
negative relationships so that the relation sequences in the batch have identical
length if there are sufficiently many ground truth boxes. We randomly select one
if the object pairs are annotated with multiple relationships. For SGCLS and
SGGEN, ground truth object labels are provided to the semantic part at the
training stage. For fair comparison we use the same pre-trained Faster-RCNN
as [39] and freeze its parameters. An ADAM optimizer was used with batch
size 6, initial learning rate 10−4, and cross-entropy as loss both for object and
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relationship classification. We choose dopri5 as ODE solver and set the absolute
tolerance atol = 0.01 and the relative tolerance rtol = 0.01. The integral time
tend is set to 1.5 (cf. Sec. 4.4). Please confer to the supplementary for a more
detailed explanation of our model architecture.
Table 1: Comparison on VG test set [31] using graph constraints. All numbers
in %. We use the same object detection backbone provided by [39] for fair com-
parison. Bold blue numbers indicate results better than competitors by > 0.5.
Regarding GCL [40], cf. to the text. Methods in the lower part use the same
data split as [31]. Results for MSDN? [17] are from [39].
Data
Split
Method
SGGEN SGCLS PREDCLS
R@20 R@50 R@100 R@20 R@50 R@100 R@20 R@50 R@100
[17]
MSDN? [17] - 11.7 14.0 - 20.9 24.0 - 42.3 48.2
FacNet [16] - 13.1 16.5 - 22.8 28.6 - - -
[3
1
]
sp
li
t
VRD [20] 0.3 0.5 11.8 14.1 27.9 35.0
IMP [31] 14.6 20.7 24.6 31.7 34.6 35.4 52.7 59.3 61.3
Graph R-CNN [32] - 11.4 13.7 - 29.6 31.6 - 54.2 59.1
Mem [30] 7.7 11.4 13.9 23.3 27.8 29.5 42.1 53.2 57.9
MotifNet [39] 21.4 27.2 30.3 32.9 35.8 36.5 58.5 65.2 67.1
MotifNet-Freq 20.1 26.2 30.1 29.3 32.3 32.6 53.6 60.6 62.2
GCL [40] 21.1 28.3 32.7 36.1 36.8 36.8 66.9 68.4 68.4
VCTREE [28] 22.0 27.9 31.3 35.2 38.1 38.8 60.1 66.4 68.1
CMAT [2] 22.1 27.9 31.2 35.9 39.0 39.8 60.2 66.4 68.1
ours-FC 21.5 27.5 30.9 37.7 41.7 42.8 58.6 66.1 68.1
ours-GCNN 21.4 27.1 30.6 33.2 38.2 39.7 52.0 60.9 63.8
ours-LSTM 21.6 27.7 31.0 37.9 41.9 42.9 58.9 66.0 67.9
4.2 Quantitative Results and Comparison
Our results using graph constraints are shown in Tab. 1. The middle block
indicates methods that all use the same data split that is used in [31]. Two
methods that use different splits are listed in the top section of the table. For
MSD-net [17] in this part, we show the results reported in [39].
We used bold blue numbers to indicate the best result in any column that
was at least 0.5% larger than the next best competing method. Since GCL [40]
used a different VGG backbone than other works, and also larger input images
than all other methods (1024× 1024 compared to 592× 592), results cannot be
fairly compared with other methods, so we did not highlight best results in this
row (SGGEN-R@100 and PREDCLS-R@20).
The bottom part of Tab. 1 shows results of the proposed ODE layers using
three different front-ends: (1) One in which the function used inside the ODE
layer is taken to be a linear layer (ours-FC), (2) the second in which a Graph-
CNN is used (ours-GCNN), (3) and the third in which a bidirectional LSTM
is used (ours-LSTM).
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As can be seen from Tab. 1, most recent methods (MotifNet [39], VC-
TREE [28] and CMAT [2]) including ours are very similar in performance with
respect to the scores in SGGEN and PREDCLS. The only exception among
state-of-the-art works is GCL [40] in two out of nine scores, yet by using a more
powerful front-end.
For SGCLS, however, the proposed ODE layer turns out to be very effec-
tive. Apparently both the version using a linear layer inside the ODE layer
(ours-FC) and the one using the bidirectional LSTM (ours-LSTM) perform
very similar. Their scores improve state-of-the-art (CMAT [2]) between ≈ 2%
(SGCLS-R@20), ≈ 3% (SGCLS-R@50) and ≈ 3% (SGCLS-R@100). Compared
with GCL [40] our results improve by up to 5% (SGCLS-R@100) although our
VGG was trained on coarser images. This demonstrates the effectiveness of the
proposed ODE layer. It is sufficient to use a simple linear layer, since the ODE
layer is so powerful that it produces similar outputs to those of a function based
upon a more complicated and slower bidirectional LSTM.
4.3 Ablation Studies
For ablation studies, we consider several variants of the proposed network ar-
chitecture. Results are shown in Tab. 2. For model-1 (first row), we removed
the ODE networks and directly classified the output of the feature generating
networks. This measures the impact of both ODE modules. In model-2 (sec-
ond row), we removed only the ODE layer for object classification (O-ODE) in
the proposed network. The third model shows the results when the relationship
ODE (P-ODE) is removed. Finally, the fourth rows shows the results if both
ODE modules are present.
Table 2: Ablation study demonstrating the effect if both ODE layers are removed
(first row), only the layer for object classification (second row), only the layer
for predicate classification (third row), or if both are present (last row).
Model O-ODE P-ODE
SGGEN SGCLS PREDCLS
R@50 R@100 R@50 R@100 R@50 R@100
1 - - 27.1 30.4 35.3 36.1 65.4 67.4
2 - X 27.3 30.6 35.9 36.6 65.9 67.9
3 X - 27.3 30.7 41.4 42.5 65.4 67.5
4 X X 27.7 31.0 41.9 42.9 66.0 67.9
As can be seen, removing the ODE layer for predicate classification has a
negligible effect since the PREDCLS scores hardly change. Removing the ODE
layer for object classification has a strong, negative effect, however. This study
shows that the ODE module can have a very positive impact. It further confirms
our main claim that classification/assignment problems can be solved by means
of neural ODEs.
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Regarding the scores on PREDCLS, we conjecture that the noise in VG
(missing relationship labels, incorrect labels) is so strong that scores cannot
improve anymore. This hypothesis is supported by the fact that results in the
past two years have not improved since [39].
4.4 Neural ODE Analysis
We propose two neural ordinary differential equations: Object ODE (O-ODE)
and Predicate ODE (P-ODE) in the object classifier and predicate classifier re-
spectively. Here, we tune the hyper-parameter, integral time tend in the ODE
solver, to understand how that variables influences neural ordinary differential
equations and final performance. Moreover, we extract the hidden states at dif-
ferent points in time and generate the scene graph to visualize how features are
refined in the ODE space.
Fig. 3: The effect of integral time in the ODE solver on SGCLS Re@50, average
forward NFE (number of function evaluation) and average forward running time
per image of O-ODE and P-ODE. Because of different number of objects in
different images the experimental result of average forward NFE and running
time are based on 5000 samples from the test set. The forward time of O-ODE
is not shown because the running time is negligibly short.
Since the O-ODE and P-ODE both work in the setting SGCLS, SGCLS
Re@50 is used as performance indicator. Because different images contain dif-
ferent number of objects, we randomly sample 5000 images from the test set to
compute the average number of function evaluation (NFE) for a forward pass and
the computation time per image. We implemented this experiment on a single
GTX 1080Ti GPU. We vary the integral time tend from 0.05 to 3.00 (x-axes).
According to the left plot in Fig. 3, SGCLS Re@50 increases gradually from
37.6 to 41.9 until T = 1.50 and then decreases; (middle plot) the average forward
NFE of O-ODE increases from 8.0 to 26.1 and from 8.0 to 24.1 for P-ODE; (right
plot) the average forward time of the P-ODE layer increases from 0.08 seconds to
0.18 seconds whereas the average forward time of the O-ODE layer is negligibly
small (< 10−4 seconds), thus we omit these measurements. The P-ODE requires
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much more time than the O-ODE due to the large amount of object pairs.
Considering the above points, we set tend = 1.5 for all other experiments.
To provide an intuitive interpretation of the parameters t1 and t2 in the
O-ODE and the P-ODE, respectively, we use a model trained on SGGEN with
the hyper-parameter tend = 1.5 and evaluate it using different latent vectors
corresponding to different points between 0 and 2.5. The hidden states at t =
2.0 and t = 2.5 imply extrapolation. The detection results and scene graphs
generated by the different hidden states are shown in Fig. 4. The features are
more and more refined by the neural ODE layers if t1 and t2 increase, hence more
objects and relationships are correctly classified. After tend = 1.5, increasingly
many relationships are misclassified due to the extrapolation.
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Fig. 4: We evaluate the model trained with the hyper-parameter tend = 1.5,
i.e. during training the hidden vector at t = 1.5 is used for classifications. The
upper row visualizes detection results while the lower row shows the correspond-
ing scene graphs. The red box indicates the state corresponding to t = 1.5.
The orange boxes and edges indicate the objects and predicates in the ground
truth that are not detected, purple that the objects and predicates are predicted
correctly. Blue edges show false positives.
4.5 Qualitative Results
Qualitative results for scene graph generation (SGGEN) are shown in Fig. 5. The
images include object detections. The purple color indicates correctly detected
and classified objects and relations, whereas orange means failure. The blue color
indicates false negatives, i.e. relationships that are not in the ground truth.
Most of the errors stem from the object detection stage. Whenever an object
is not detected, relationships connecting this object are also not present in the
scene graph. The cause of these errors is the Faster R-CNN detector which is
used in all previous works.
There are a few false positives (blue links) which are semantically meaningful,
for instance eye-of-man in the upper left example. In other words, the ground
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truth lacks this particular relationship in such cases. Several false positives result
from semantically indistinguishable classes, for instance has and of in the lower
left example.
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Fig. 5: Qualitative results from our model in the scene graph generation setting.
Purple boxes denote correctly detected objects while orange boxes denote ground
truth objects that are not detected. Purple edges correspond to correctly clas-
sified relationships at the R@20 setting while orange edges denote ground truth
relationships that are not detected. Blue edges denote detected relationships that
do not exist in ground truth annotations (false positives).
5 Conclusions
We presented Neural Ordinary Differential Equations for Scene Understanding
(NODIS). The idea of this work is based on the fact that Mixed-Integer Lin-
ear Programs can be used to solve problems defined by ordinary differential
equations; therefore, given any (M)ILP, we can find a system of ODEs that can
produce the solution of the (M)ILP within a time series. Since it is not possible
to manually define the system of ODE to solve, we draw on recent advances
in machine learning and use a trainable function approximator instead of an
explicitly defined system of ODEs. In other words, the proposed network learns
the optimal function to solve the assignment problem, whereas previous works
manually define modules to do so.
We use this newly defined module for object classification and relationship
classification. The proposed model using ODE layers shows large improvements
on SGCLS, between 2% and 3% compared with the best SOTA in that cat-
egory. We believe that ODE layers can be valuable improvements for neural
architectures in semantic image understanding. We will publish the code and a
pre-trained model on GitHub.
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