The theory of graphons is ultimately connected with the so-called cut norm. In this paper, we approach the cut norm topology via the weak* topology. We prove that a sequence W 1 , W 2 , W 3 , . . . of graphons converges in the cut distance if and only if we have equality of the sets of weak* accumulation points and of weak* limit points of all sequences of graphons W 1 , W 2 , W 3 , . . . that are weakly isomorphic to W 1 , W 2 , W 3 , . . .. We further give a short descriptive set theoretic argument that each sequence of graphons contains a subsequence with the property above. This in particular provides an alternative proof of the theorem of Lovász and Szegedy about compactness of graphons.
INTRODUCTION
Graphons emerged from the work of Borgs, Chayes, Lovász, Sós, Szegedy, and Vesztergombi [9, 2] on limits of sequences of finite graphs. We write W 0 for the space of all graphons, i.e., all symmetric measurable functions from Ω 2 to [0, 1] , after identifying graphons that are equal almost everywhere. Here as well as in the rest of the paper, Ω is an arbitrary separable atomless probability space with probability measure ν. While it is meaningful to investigate the space W 0 with respect to several metrics and topologies, the two that relate the most to graph theory are the metrics d and δ based on the so-called cut norm defined on the space L 1 (Ω 2 ) by We call d the cut norm distance and δ the cut distance. We call graphons of the form W ϕ versions of W. Passing to a version is an infinitesimal counterpart to considering another adjacency matrix of a graph, in which the vertices are reordered.
The key property of the space W 0 is its compactness with respect to the cut distance δ . The result was first proven by Lovász and Szegedy [9] using the regularity lemma, [a] and then by Elek and Szegedy [6] using ultrafilter techniques, by Austin [1] and Diaconis and Janson [3] using the theory of exchangeable random graphs, and finally by Doležal and Hladký [4] by optimizing a suitable parameter over the set of weak* limits. Theorem 1.1. For every sequence Γ 1 , Γ 2 , Γ 3 , . . . of graphons there is a subsequence Γ n 1 , Γ n 2 , Γ n 3 , . . . and a graphon Γ such that δ (Γ n i , Γ) → 0.
Recall that a sequence of graphons Γ 1 , Γ 2 , Γ 3 , . . . converges weak* to a graphon W if we have The weak* topology is weaker than the topology generated by d , of which the former can be viewed as a certain uniformization. Indeed, recall that a sequence of graphons Γ 1 , Γ 2 , Γ 3 , . . . converges to W in the cut norm if lim n→∞ sup S,T⊂Ω S×T Γ n − S×T W = 0 .
1.1. Overview of the results. In Section 3 and Section 4, which we consider the main contribution of the paper, we show that the interplay between the cut distance and weak* topology creates a rich theory.
In particular, we can make use of the weak* convergence to prove Theorem 1.1. To this end, we look at the set ACC w * (Γ 1 , Γ 2 , Γ 3 , . . .) of all weak* accumulation points of sequences Γ 1 , Γ 2 , Γ 3 , . . . : Γ n is a version of Γ n .
Similarly, denote by LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .) the set of all graphons W for which there exist versions Γ 1 , Γ 2 , Γ 3 , . . . of Γ 1 , Γ 2 , Γ 3 , . . . such that W is a weak* limit of the sequence Γ 1 , Γ 2 , Γ 3 , . . .. Note that equivalently, we could have required Γ 1 , Γ 2 , Γ 3 , . . . to be weakly isomorphic to Γ 1 , Γ 2 , Γ 3 , . . ., rather than being versions of Γ 1 , Γ 2 , Γ 3 , . . .. The set ACC w * (Γ 1 , Γ 2 , Γ 3 , . . .) is non-empty by the Banach-Alaoglu Theorem. In the set ACC w * (Γ 1 , Γ 2 , Γ 3 , . . .) we cleverly select one graphon Γ. The selection is done so that in addition to being a weak* accumulation point, Γ is also a cut distance accumulation point (the latter being clearly a stronger property). In [4] , Doležal and Hladký carried out a similar program [b] where they showed that for the «clever selection» we can take Γ as the maximizer of an arbitrary graphon parameter of the form where f : [0, 1] → R is a fixed but arbitrary continuous strictly convex function. [c] [a] see also [10] and [11] for variants of this approach
[b] which in actuality is more complicated for reasons sketched in Section 3.2
[c] Most of [4] deals with minimizing INT f (W) for a fixed continuous strictly concave function. This is obviously equivalent. Also, note that in [5] it is shown that the assumption of continuity is not needed.
Our main result, Theorem 5, says that a sequence of graphons Γ 1 , Γ 2 , Γ 3 , . . . is cut distance convergent if and only if ACC w * (Γ 1 , Γ 2 , Γ 3 , . . .) = LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .). This is complemented by Theorem 3.3 which says that from any sequence Γ 1 , Γ 2 , Γ 3 , . . . of graphons, we can choose a subsequence Γ n 1 , Γ n 2 , Γ n 3 , . . . such that LIM w * (Γ n 1 , Γ n 2 , Γ n 3 , . . .) = ACC w * (Γ n 1 , Γ n 2 , Γ n 3 , . . .). In particular, this yields Theorem 1.1.
It turns out that these results can be naturally phrased in terms of the so-called Vietoris hyperspace K(W 0 ) over graphons with the weak* topology (see Section 2.5 for definitions). To each graphon W : Ω 2 → [0, 1] , we associate its envelope W = ACC w * (W, W, W, . . .) which is a subset of L ∞ Ω 2 . We show that cut distance convergence of graphons is equivalent to convergence of the corresponding envelopes in K(W 0 ), and that envelopes form a closed set in K(W 0 ). As K(W 0 ) is known to be compact, this connection in particular provides an alternative proof of Theorem 1.1. However, the transference between the space of graphons and K(W 0 ) has other applications.
From these proofs a new partial order on the space of graphons naturally emerges. We say that U is more structured than W if U W , and write U W. One illustrative example is to take U to be a complete balanced bipartite graphon and W ≡ 1 2 . Obviously, W = {W}. By considering versions of U which create finer and finer chessboards, we have U W. Thus, U W. We establish basic properties of this «structurdness order». We investigate these properties in Section 7. In particular, in Proposition 7.5 we characterize minimal and maximal elements. In Section 4.2, we introduce the range frequencies of a graphon W as a pushforward probability measure on [0, 1] defined by
for a measurable set A ⊂ [0, 1] , and introduce a certain flatness order on these range frequencies.
Roughly speaking, one probability measure on [0, 1] is flatter than another, if the former can be obtain by a certain sort of averaging of the latter. As we show in Proposition 4.15, this order is compatible with the structurdness order on the corresponding graphons. In [5] we use range frequencies to reprove in a very quick way the result of Doležal and Hladký (even for discontinuous functions, as mentioned in Footnote [c]), as well as several results related to graph(on) norms and the Sidorenko conjecture.
However, the biggest motivation for introducing and studying the structurdness order is its connection to Theorem 1.1. Indeed, the «clever selection» in our proof of Theorem 1.1 is to take a maximal element (inside ACC w * (Γ 1 , Γ 2 , Γ 3 , . . .)) with respect to the structurdness order.
PRELIMINARIES
2.1. General notation. We write ε ≈ for equality up to ε. For example, 1
3. We write P k for a path on k vertices and C k for a cycle on k vertices.
If A and B are measure spaces then we say that a map f : A → B is an almost-bijection if there exist measure zero sets A 0 ⊂ A and B 0 ⊂ B so that f A\A 0 is a bijection between A \ A 0 and B \ B 0 . Note that in (1.1), we could have worked with measure preserving almost-bijections ϕ instead.
Graphon basics.
Our notation is mostly standard, following [8] . We write W 0 for the space of all graphons, that is, measurable functions from Ω 2 to [0, 1], modulo differences on null-sets.
Graphons U and W are called weakly isomorphic if δ (U, W) = 0. Note that in this case it does not need to exist one measure preserving bijection ϕ for which d (U, W ϕ ) = 0; see [8, Figure  7 .1]. In other words, being versions and being weakly isomorphic are two slightly different notions. Let us denote the compact space of graphons after the weak isomorphism factorization as W 0 . For every W ∈ W 0 we denote its equivalence class W ∈ W 0 .
The probability measure underlying Ω is ν. We write ν ⊗k for the product measure on Ω k . Remark 2.1. Every separable atomless probability space is isomorphic to the unit interval with the Lebesgue measure. While most our arguments are abstract and work with an arbitrary separable atomless probability space Ω, there are some other, where we will assume that graphons are defined on the square of the unit interval, and then will make use of the usual order on [0, 1].
If W : Ω 2 → [0, 1] is a graphon and ϕ, ψ are two measure preserving bijections of Ω then we use the short notation W ψϕ for the graphon 
We recall the definition of the stepping operator.
Definition 2.2. Suppose that Γ
: Ω 2 → [0, 1] is a graphon. For a finite partition P of Ω, P = {Ω 1 , Ω 2 , . . . , Ω k }, we define a graphon Γ P by setting it on the rectangle Ω i × Ω j to be the constant
Γ(x, y). We allow graphons to have not well-defined values on null sets which handles the cases ν(Ω i ) = 0 or ν(Ω j ) = 0.
In [8] , a stepping is denoted by Γ P rather than Γ P . Finally, we say that a graphon U refines a graphon W, if W is a step graphon for a suitable partition P of Ω, P = {Ω 1 , Ω 2 , . . . , Ω k }, and U P = W.
2.3. Topologies on W 0 . There are several natural topologies on W 0 . The · 1 topology inherited from the normed space L 1 (Ω 2 ), the topology given by the · norm, and the weak* topology (when W 0 is viewed as a subset of the dual space of L 1 (Ω 2 ) i.e. a subset of L ∞ (Ω 2 )). Note that W 0 is closed in L 1 . We write d 1 (·, ·) for the distance derived from the · 1 norm. Recall also that by the Banach-Alaoglu Theorem, W 0 equipped with the weak* topology is compact and that the weak* topology on W 0 is metrizable. We shall denote by d w * (·, ·) any metric compatible with this topology. For example, we can take some countable dense measure subalgebra {A n } n∈N of all measurable subsets of Ω, and define
The following fact summarizes the relation of the above topologies. 
Proof. The continuity of the first map is an easy consequence of the definitions and the second is explained in the comment after the Theorem 1.1.
2.4.
Auxiliary results about L 1 -spaces. We prove two auxiliary lemmas about L 1 -spaces. Lemma 2.4 is an easy result about functions that do not converge in L 1 . Lemma 2.4. Suppose that Λ is a probability measure space with measure λ. If we have functions g, g 1 , g 2 , g 3 , . . . : Λ → [0, 1] for which g n · 1 −→ g, then there exists an interval J ⊂ [0, 1] and a number c > 0 such that for the interval J + :
Proof. By passing to a subsequence, we may assume that there exists a constant ε > 0 so that for each n, g n − g 1 > ε. Take k := 4/ε and a partition of [0, 1] into k intervals J 1 , J 2 , . . . , J k of lengths at most ε 4 (ordered from left to right; it is not important if they are open, closed, or semiopen). For j ∈ [k], L j := g −1 (J j ). For each n, there exists a number j(n) ∈ [k] so that we have L j(n) |g n − g| > ε · λ(L j(n) ). Observe that the strict inequality forces that λ(L j(n) ) > 0. In particular, we then have that
for a set of points x ∈ L j(n) of measure at least ε 2 · λ L j(n) . Let j be a number that repeats infinitely often in the sequence j(1), j(2), j(3), . . .. By passing to a subsequence once again, we can assume that j = j(1) = j(2) = . . .. We set J := J j , c := ε 4 , and J + as in the statement of the lemma. Observe that whenever x ∈ L j satisfies (2.2), then g n (x) / ∈ J + . Therefore, we conclude that for each n, λ g −1 (J) \ g −1 n (J + ) ≥ ε 2 · λ L j . This concludes the proof. We can now state the second lemma of this section. Lemma 2.5. For every graphon Γ : Ω 2 → [0, 1] and every ε > 0 there exists a finite partition P of Ω such that Γ − Γ P 1 < ε. For the proof of Lemma 2.5, the following fact will be useful. Fact 2.6. Suppose that f ∈ L 1 (Λ) is an arbitrary function on a finite measure space Λ with measure λ. Set a :
Proof of Lemma 2.5. Since sets of the form A × B, where A, B ⊂ Ω are measurable generate the product sigma-algebra on Ω 2 , there exists a finite partition P of Ω and a function S : Ω 2 → R such that S is constant on each rectangle of P × P, and such that Γ − S 1 < ε 2 . Now, for each rectangle (A, B) ∈ P × P, we apply Fact 2.6 on the restricted function Γ A×B and the constant S A×B . Summing up the contributions coming from these applications of Fact 2.6, we get that
We call Γ P with properties as in Lemma 2.5 averaged L 1 -approximation of Γ by a step-graphon for precision ε.
2.5. Hyperspace K(W 0 ). Let X be a metrizable compact space. We denote as K(X) the space of all compact subsets of X with the topology generated by sets of the form {L ∈ K(X) : L ⊂ U} and {L ∈ K(X) : L ∩ U = ∅} where U ⊆ X ranges over all open sets of X. Then K(X) is called the hyperspace of X with the Vietoris topology. [7] ). Let X be a metrizable compact space with compatible metric d. Then K(X) is metrizable compact (and hence separable). Furthermore, the Hausdorff metric on K(X),
is compatible with the Vietoris topology on K(X).
Remark 2.8. We will be interested in the situation where X = W 0 is endowed with the weak* topology. By the discussion in Section 2.3, X is indeed metrizable compact.
WEAK* CONVERGENCE AND THE CUT DISTANCE
3.1. Becoming friends with ACC w * (Γ 1 , Γ 2 , Γ 3 , . . .) and LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .). Let us observe some basic properties of the sets LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .) and ACC w * (Γ 1 , Γ 2 , Γ 3 , . . .). We have
. .) is non-empty by the Banach-Alaoglu Theorem. Actually, we can describe some elements of ACC w * (Γ 1 , Γ 2 , Γ 3 , . . .) fairly easily. Let T ⊂ [0, 1] be the set of the accumulation points of the edge densities of the graphons Γ 1 , Γ 2 , Γ 3 , . . ., i.e., T is the set of the accumulation points of the sequence x y Γ n (x, y) n . Now, a constant c ∈ [0, 1] (viewed as a constant graphon) lies in ACC w * (Γ 1 , Γ 2 , Γ 3 , . . .) if and only if c ∈ T. The direction that c ∈ ACC w * (Γ 1 , Γ 2 , Γ 3 , . . .) implies c ∈ T is obvious. Now, suppose that c ∈ T. That is, for some subsequence Γ n 1 , Γ n 2 , Γ n 3 , . . . the densities converge to c. Partition each Γ n i into i sets of measure 1 i and consider a version Γ n i of Γ n i obtained by a measure preserving bijection permuting these sets randomly. Then almost surely, Γ n 1 , Γ n 2 , Γ n 3 , . . . weak* converge to c. This is included here just to get familiar with ACC w * (Γ 1 , Γ 2 , Γ 3 , . . .) and a proof is not needed at this point. However, the statement follows from Lemma 4.2(b).
The first non-trivial fact we will prove about the set LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .) is that it is closed.
. . ∈ W 0 be a sequence of graphons. Then the following holds for the set
. . be a sequence of versions of Γ 1 , Γ 2 , Γ 3 , . . . converging to L k . We find an increasing sequence i 1 , i 2 , i 3 , . . . of integers such that for every k and for every n ≥ i k we have d w * (Γ k+1 n , L k+1 ) < 1 k . Then the following sequence of versions of Γ 1 , Γ 2 , Γ 3 , . . . weak* converges to L:
Recall that the closed unit ball is compact in the weak* topology. Since LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .) lies in this ball, it is weak* compact.
Proof of Part (c):
. .) is a weak* closed subset of B, and so it is also closed in B in the topology inherited from 
.) attains it supremum (here, f is a fixed continuous strictly convex function). Section 7.4 of [4] contains an example, due to Jon Noel, which shows that the set INT f (W) : W ∈ ACC w * (Γ 1 , Γ 2 , Γ 3 , . . .) need not even achieve its supremum. In particular, Lemma 3.1(c) does not hold for ACC w * (Γ 1 , Γ 2 , Γ 3 , . . .). [4] and in the present paper. In the proof of Theorem 1.1 given in [4] , which is in some sense a precursor of the current work, quite some work is put into zigzagging between LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .) and ACC w * (Γ 1 , Γ 2 , Γ 3 , . . .). Let us explain this in more detail. Let us fix a continuous strictly convex function f . The idea for finding the graphon Γ in Theorem 1.1 in [4] is as follows.
Differentiating between ACC
Using the definition of X, there exist versions Γ n 1 , Γ n 2 , Γ n 3 , . . . of Γ n 1 , Γ n 2 , Γ n 3 , . . . that converge to Γ weak*. [d] The aim is to prove that Γ n 1 , Γ n 2 , Γ n 3 , . . . actually converge to Γ also in the cut norm -that would obviously prove Theorem 1.1. Now, the key step in [4] is to prove that if Γ n 1 , Γ n 2 , Γ n 3 , . . . do not converge to Γ in the cut norm, then there exist versions Γ n k 1 , Γ n k 2 , Γ n k 3 , . . . of a suitable subsequence of Γ n 1 , Γ n 2 , Γ n 3 , . . . that weak* converge to a graphon Γ with INT f (Γ ) > INT f (Γ). Since Γ n k 1 , Γ n k 2 , Γ n k 3 , . . . witness that Γ ∈ X, this is a contradiction. Now, let us explain why we need favorable properties of both (i) and (ii) for the proof. Firstly, note that in the sentence «Since Γ n k 1 , Γ n k 2 , Γ n k 3 , . . . witness that Γ ∈ X» we are referring to a subsequence, so this is a correct justification only in case X = ACC w * (Γ 1 , Γ 2 , Γ 3 , . . .). On the other hand, in the sentence «we take Γ ∈ X that maximizes INT f (Γ)» we need the maximum to be achieved. Such a closeness property is enjoyed by LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .) as we saw in Lemma 3.1(c), but not by ACC w * (Γ 1 , Γ 2 , Γ 3 , . . .) as we saw in Remark 3.2. So, while differences between LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .) and ACC w * (Γ 1 , Γ 2 , Γ 3 , . . .) were viewed in [4] as a nuisance that required a subtle and technical treatment, in this section we shall show that these differences capture the essence of the cut norm convergence. Namely, we shall prove in Theorem 3.3 that each sequence Γ 1 , Γ 2 , Γ 3 , . . . of graphons contains a subsequence Γ n 1 , Γ n 2 , Γ n 3 , . . . such that
and in Theorem 3.5 we shall prove that (3.1) is equivalent to cut distance convergence of Γ n 1 , Γ n 2 , Γ n 3 , . . .. Of course, a proof of Theorem 1.1 then follows immediately.
[d] Note that in variant (i), we actually have n 1 = 1, n 2 = 2, n 3 = 3, . . ..
Main results: subsequences with LIM
. .) and equality usually does not hold. The next theorem however says that we can always achieve equality after passing to a subsequence.
. .) be a sequence of graphons. Then there exists a subsequence
The proof of Theorem 3.3 proceeds by transfinite induction. Crucially, we rely on a wellknown fact from descriptive set theory, below referred to [7] , which says that a strictly increasing transfinite sequence of closed sets in a second countable topological space must be of at most countable length. We shall apply this to the space L ∞ (Ω 2 ), w * which is second countable because it is metrizable and separable.
Proof. For two sequences [e] of graphons U and T we write U ≤ T if deleting finitely many terms from U gives us a subsequence of T . Note that the relation ≤ is transitive. Note that if U ≤ T then
In the following, we construct a countable ordinal α 0 and a transfinite sequence (S α ) α≤α 0 of subsequences of S such that for every pair of ordinals γ < δ it holds that
In the first step, we put S 0 = S. Now suppose that for some countable ordinal α, we have already constructed S β for every β < α. Either α = β + 1 for some ordinal β or α is a limit ordinal. Suppose first that α = β + 1 for some ordinal β. We distinguish two cases. If LIM w * (S β ) = ACC w * (S β ) then we define α 0 = β and the construction is finished. Otherwise there is some graphon W ∈ ACC w * (S β ) \ LIM w * (S β ). Then we proceed the construction by finding a subsequence S β+1 of S β such that some versions of the graphons from S β+1 converge to W. This way we have S β+1 ≤ S β and W ∈ LIM w * (S β+1 ) \ LIM w * (S β ). Now suppose that α is a countable limit ordinal. We find an increasing sequence β 1 , β 2 , β 3 , . . . of ordinals such that β i → α for i → ∞ (this is possible as α has countable cofinality). Now we use the diagonal method to define a sequence S α such that S α ≤ S β i for every i. Combined with (3.3) and with β i → α, we get that S α ≤ S β for every β < α. Plugging in (3.2), we conclude
The obtained transfinite sequence (LIM w * (S α )) α≤α 0 is a strictly increasing sequence of closed (by Lemma 3.1(a)) subsets of B L ∞ (Ω 2 ) , w * . By [7, Theorem 6.9], the sequence is at most countable, i.e. the previous construction stopped at some countable ordinal α 0 . This means that LIM w * (S α 0 ) = ACC w * (S α 0 ). Remark 3.4. Theorem 3.3 substantially extends the key Lemma 13 from [4] which states that any sequence of graphons Γ 1 , Γ 2 , Γ 3 , . . . contains a subsequence Γ n 1 , Γ n 2 , Γ n 3 , . . . such that
for a continuous strictly convex function f : [0, 1] → R. Lemma 13 in [4] is proved by induction (over natural numbers) without any appeal to descriptive set theory.
[e] By a sequence, we mean a countably infinite list with the order of the natural numbers.
As promised, we shall now state that the property asserted in Theorem 3.3 is necessary and sufficient for cut distance convergence.
Furthermore, in case (a) and (b) hold, we can take a maximal element W in LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .) with respect to the structuredness order (defined in Section 4 below) and then Γ 1 ,
We provide a proof of Theorem 3.5 in Section 5, after building key tools in Section 4. In Section 6 we state and prove Theorem 6.1 which extends Theorem 3.5 and relates cut distance convergence to convergence in the hyperspace K(W 0 ).
ENVELOPES AND THE STRUCTUREDNESS ORDER
Suppose that W ∈ W 0 is a graphon. We call the set W := LIM w * (W, W, W, . . .) the envelope of W. Envelopes allow us to introduce structuredness order on graphons. Intuitively, lessstructured graphons have smaller envelopes. Extreme examples of this are constant graphons W ≡ c (for some c ∈ [0, 1]), which are obviously the only graphons for which W = {W}. This leads us to say that a graphon U is at most as structured as a graphon W if U ⊂ W . We write U W in this case. We write U ≺ W if U W but it does not hold that W U. Observe that is a quasiorder on the space of graphons and if U W then also U ϕ W for every measure preserving bijection ϕ. As we shall see in Lemma 7.1, it is actually an order on the space of graphons modulo weak isomorphism. To prove these results we shall need several auxiliary results.
. .) and that we have a partition P of Ω into finitely many sets.
Proof. Item (a) follows from Lemma 3.1(a). Item (b) is a special case of Lemma 4.1.
Let us now turn to Item (c). If U W then U ∈ W follows from the definition of and the fact that U ∈ U . To prove the opposite implication observe that if (ϕ n : Ω → Ω) n is a sequence of measure preserving bijections, W ϕ n w * −→ U and ψ : Ω → Ω is a measure preserving bijection then W ϕ n ψ w * −→ U ψ . Then we have that every version of U is in W . Because U is exactly the weak* closure of the set of all versions of U we obtain that U W.
If δ (W, U) = 0 then we have a sequence W ϕ n · −→ U which by Fact 2.3 implies that 
then there exists a -maximal element element in LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .). Most of the work for the proof of Lemma 4.7 is done in Lemma 4.6 which is stated for step graphons only. To infer that certain favorable properties of a sequence of step graphons (on which Lemma 4.6 can be applied) can be transferred even to a graphon they approximate, Lemma 4.3 is introduced.
. is a sequence of graphons that converges weak* to U, and suppose that W is a graphon. Suppose that for each n ∈ N we have that U n W. Then U W.
Proof. Follows immediately from Lemma 4.2(a).
For the key Lemma 4.6, we shall refine the structure of a graphon by «moving some parts to the left». To this end, it is convenient to work on [0, 1] (see Remark 2.1). We introduce the following definitions. Definition 4.4. By an ordered partition P of a set S, we mean a finite partition of S, S = P 1 P 2 P 3 . . . P k , P = (P 1 , P 2 , P 3 , . . . , P k ) in which the sets P 1 , P 2 , P 3 , . . . , P k are linearly ordered (in the way they are enumerated in P).
Definition 4.5.
For an ordered partition J of I = [0, 1] into finitely many sets C 1 , C 2 , . . . , C k , we define mappings α J ,1 , α J ,2 , . . . , α J ,k : I → I, and a mapping γ J : I → I by
Informally, γ J is defined in such a way that it maps the set C 1 to the left side of the interval I, the set C 2 next to it, and so on. Finally, the set C k is mapped to the right side of the interval I. Clearly, γ J is a measure preserving almost-bijection.
Last, given a graphon W :
Two graphons U, V are step graphons with partitions P and Q.
. . converges to W and the corresponding partitions converge to the partition R that refines both P and Q. The graphon W = W R is the desired step graphon that is structured more than both U and V.
without loss of generality that the sequence of measure preserving bijections certifying that
We now describe a sequence of measure preserving bijections ψ 1 , ψ 2 , . . . such that the weak
The intuition behind ψ is that it refines each block P i of the partition P with the partition Q; it can be, indeed, seen that for each i we have ψ (P
where the equalities hold up to a null set. We pass to a subsequence mn times to get that both endpoints of each of the intervals ψ (H ( ) i,j ) converge to some fixed numbers from [0, 1], thus giving us a limit partition R = (R 1,1 , . . . , R m,n ) into intervals (some of them may be degenerate intervals of length 0). Note that as we know that for each i we have ψ j H
Now we use the fact that the set of accumulation points of our sequence is non-empty due to Banach-Alaoglu theorem, thus after passing to a subsequence yet again we get a subsequence Γ
At first we prove that W R refines U. Since U is constant on each step P i × P j , it suffices to prove that for any ε > 0 and any step P i × P j we have
Take sufficiently large, so that
Putting this together with the facts that P i = ψ k (P i ) up to a null set and R i,j ⊆ P i for all i, j, we get that
Since this holds for every ε > 0, we get the desired Equation (4.4). Now we prove that W R V. Since V is constant on each step Q i × Q j , it suffices to prove that for any ε > 0 and any step Q i × Q j of V we have (4.7)
Take sufficiently large so that
and, moreover, the length of each interval ψ k H (k ) i,j differs from the length of interval R i,j by at most ε 4m 2 n 2 . Now we can bound the measure of overlap of each pair of rectangles R g,i × R h,j and ψ k H
. More precisely, we have
where 4mn comes from the facts that we bound the displacement of all four sides of the rectangles and that their displacement depends on the displacement of all preceding intervals. Putting all of this together, we get that
This yields the desired equation (4.7).
. .) contains a maximum element with respect to the structuredness order.
Proof. The space LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .) is separable metrizable since the space W 0 with the weak* topology is separable metrizable and therefore we may find a countable set P ⊆ LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .) such that its weak* closure is LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .). For each W ∈ P and k ∈ N, consider a suitable graphon, denoted by W(k), that is an averaged L 1 -approximation of W by a step graphon for precision 1 k . Such a graphon W(k) exists by Lemma 2.5. Note also that if W(k) is chosen as W P for some finite partition P (as in Lemma 2.5) then W(k) ∈ LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .) by Lemma 4.1.
Let us now consider the set Q := {W(k) : W ∈ P, k ∈ N}. Then the set Q is countable, contained in LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .) and its weak* closure is LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .). Let U 1 , U 2 , U 3 , . . . be an enumeration of the elements of Q. Let M 1 := U 1 . Having defined a graphon M n ∈ LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .), let M n+1 ∈ LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .) be given by Lemma 4.6 with M n in place of U and U n+1 in place of V. Let M be a weak* accumulation point of this sequence (guaranteed to exist by the Banach-Alaoglu Theorem). As the set LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .) is weak* closed by Lemma 3.1(a) and M is a weak* accumulation points of the sequence M 1 , M 2 , M 3 , . . ., we conclude that M ∈ LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .). Now we claim that (4.11) M U n for each n ∈ N. It clearly suffices to show that M M n for every n ∈ N. But this follows since for every n < m the graphon M m is a refinement of M n . Finally, we claim that M is a maximum element of LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .). Indeed, let Γ ∈ LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .) be arbitrary. Since Q is weak* dense in LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .), we can find a sequence U n 1 , U n 2 , U n 3 , . . . weak* converging to Γ. Recall that by (4.11), U n i M for each i ∈ N. Lemma 4.3 now gives us that Γ M, as was needed.
4.2.
Values and degrees with respect to the structurdness order. Given a graphon W : Ω 2 → [0, 1], we can define a pushforward probability measure on [0, 1] by Let us prove two basic lemmas. In Lemma 4.12 we give a useful characterization of strictly flatter pairs of measures. In Lemma 4.13 we prove that the flatness relation is actually an order.
If though we do not need these lemmas, we believe that the theory we develop here would not be complete without them.
We say that a finite measure Ψ on [0, 1] 2 is diagonal if we have Ψ (x, y) ∈ [0, 1] 2 : x = y = 0.
Let us now recall the notion of disintegration of a measure. Suppose that (X, µ) is a probability Borel measure space on a Polish space X. Let f : X → Y be a Borel map onto another Polish space Y and denote as f * µ the push-forward measure via f . Then the Disintegration Theorem tells us that there is a system {F y } y∈Y of probability Borel measures on Y such that
We will use the disintegration exclusively in the situation where X = [0, 1] 2 , f is the projection on the i-th coordinate, µ = Φ and f * µ = Λ i where Φ is a witness for the fact that Λ 1 is at least as flat as Λ 2 . When we use the variable x for the first coordinate and y for the second coordinate then we obtain a disintegration Φ 1
x x∈ . Moreover, to simplify notation we will always assume that each Φ i z lives on the interval [0, 1] instead of the corresponding (horizontal or vertical) strip. For example in case of disintegration on the second coordinate, the two conditions above then look like this: 1] , and that Λ 1 is at least as flat as Λ 2 . Then Λ 1 = Λ 2 if and only if the only measure which witnesses that Λ 1 is at least as flat as Λ 2 is diagonal.
Proof. Suppose that we have a diagonal measure Φ whose marginals are Λ 1 and Λ 2 . Then for every measurable set D we have
On the other hand, suppose that we have a non-diagonal measure Φ whose marginals are Λ 1 and Λ 2 . By Lemma 4.11 we may assume that both Λ 1 and Λ 2 are probability measures. Let us fix a strictly convex function f : [0, 1] → [0, 1]. Let us consider the disintegration Φ 1
x is a probability measure. In particular, Jensen's inequality gives us
Observe that for a positive Λ 1 -measure of x's, we have that Φ 1 x is not a Dirac measure. For each such x, the inequality above is strict. Then we have
Jensen's inequality as above
In particular, we can conclude that Λ 1 = Λ 2 . Let Φ be a witness that Λ A is at least as flat as Λ B , and let Φ be a witness that Λ B is at least as flat as Λ C . Let 
It is tedious but straightforward to verify that the value of Ξ(S) does not depend on the choice of the decomposition S = n i=1 A i × B i . Then Carathéodory's extension theorem allows us to extend Ξ to a Borel measure on [0, 1] 2 , which we still denote by Ξ. We claim that this measure witnesses that Λ A is at least as flat as Λ C . Firstly, let us check that the marginals of Ξ are Λ A and Λ C , respectively. For D ⊂ [0, 1], we have that
Similarly, one can verify that
We have the following
where the last equality follows from the following claim. 
Proof. Let A ⊂ [0, 1] be a measurable set and cosider its characteristic function 1 A . We have
This implies that the claim holds for ever=y step function. Assume now that g n → g uniformly and {g n } n∈N are step functions. We have
(the second, third and fifth equalities follow by the uniform convergence) and that finishes the proof.
It remains to prove the additional part. So suppose that either Λ A is strictly flatter than Λ B or Λ B is strictly flatter than Λ C . Fix a strictly convex function f : [0, 1] → [0, 1]. In the very same way as in the proof of Lemma 4.12 it follows that
and at least one of the inequalities above is strict. Therefore Λ A = Λ C . The next two propositions answer the question of relating Φ U to Φ W and Υ U to Υ W using the above concept of flatter measures. While we consider these result interesting per se, let us note that in [5] we give several quick and fairly powerful applications of these results. For example, we show that the result of Doležal and Hladký can be extended to discontinuous functions, as advertised in Footnote [c]. Proposition 4.15. Suppose that we have two graphons U W. Then the measure Φ U is at least as flat as the measure Φ W . Similarly, the measure Υ U is at least as flat as the measure Υ W . Lastly, if U ≺ W then Φ U is strictly flatter than Φ W . Example 4.16. We cannot conclude that Υ U is strictly flatter than Υ W if U ≺ W. To this end, it is enough to take U the constant-p graphon (for some p ∈ (0, 1)) and W some p-regular but non-constant graphon. Then Υ U and Υ W are both equal to the Dirac measure on p.
Example 4.17.
A probabilist might say that the information inherited from Φ W to Φ U is only «annealed», and not «quenched». Let us explain this on an example. Suppose that U is the constant-1 2 graphon and W attains each of the values 0, 1 2 , 1 on sets of measure 1 3 each. Obviously, we have that U ≺ W and thus there is a sequence W π 1 , W π 2 , W π 3 , . . . w * −→ U ≡ 1 2 . Now, observe that there are many different scenarios where the values 1 2 can arise in the limit, of which we give two extreme ones. The first possibility is that around each (x, y) ∈ Ω 2 , we have alternations of values 0's, 1 2 's, and 1's in the graphons W π n , each with frequency 1 3 . The second possibility is that for the measure 1 3 of (x, y)'s, the graphons W π n attain values only 1 2 around (x, y), and for the remaining (x, y)'s of measure 2 3 , we have alternations of values 0's, and 1's, each with density 1 2 .
In the proof of Proposition 4.15, we will need some basic facts about the weak* convergence of measures on [0, 1] 2 (this convergence is also often called weak convergence or narrow convergence in the literature) which we recall here. We say that a bounded sequence of finite positive measures Ψ 1 , Ψ 2 , Ψ 3 , . . . on [0, 1] 2 converges in the weak* topology to a finite positive measure Ψ if for every continuous real function f defined on [0, 1] 2 we have lim
This definition has many equivalent reformulations but we will need only the following one: A sequence Ψ 1 , Ψ 2 , Ψ 3 , . . . converges to Ψ in the weak* topology if and only if lim n→∞ Ψ n (A) = Ψ(A) for every Borel subset A of [0, 1] 2 which satisfies that the Ψ-measure of its boundary in [0, 1] 2 is 0. [f] Recall also that every sequence of probability measures on a separable measure space has a weak* convergent subsequence.
The following lemma is the key ingredient of the proof of Lemma 4.19. However, it may be of independent interest as it connects our research with Choquet theory. (We will not use Choquet theory, and the rest of this paragraph is meant only to hint the connection.) Recall that from the point of view of Choquet theory, if Λ 1 , Λ 2 are finite positive measures on some compact convex subset C of a normed space then we say that Λ 1 is smaller than Λ 2 if C f dΛ 1 ≤ C f dΛ 2 for every continuous convex function f : C → R. The next lemma states that the relation «being flatter» is naturally embedded into this Choquet ordering of measures (when the compact convex set C is the unit interval [0, 1]). Proof. Let Ψ be a witness for Λ 1 being at least as flat as Λ 2 , as in y dΨ(x, y) ,
and similarly
it follows that
So by the convexity of f we have for every i that 
As this is true for every ε > 0 we conclude that [0,1] f dΛ 1 ≤ [0,1] f dΛ 2 . Now suppose that Λ 1 is strictly flatter than Λ 2 . Then there is a continuous function h :
Recall that functions of the form g 1 − g 2 , where both g 1 , g 2 : [0, 1] → R are continuous and convex, are uniformly dense in the space of all continuous functions h : [0, 1] → R. Indeed, this follows from the Stone-Weierstrass theorem as every polynomial function p : [0, 1] → R can be written as p = g 1 − g 2 for g 1 , g 2 continuous convex (just define g 1 (x) := p(x) + Kx 2 and g 2 (x) := Kx 2 where K is a sufficiently large constant). So there is a continuous convex function g : [0, 1] → R such that [0,1] g dΛ 1 = [0,1] g dΛ 2 . But then the previous part of the proof gives us that [0,1] g dΛ 1 < [0,1] g dΛ 2 .
Let us now give an intuitively clear lemma. Proof. Let Ψ A (resp. Ψ B ) be a witness for Θ A (resp. Θ B ) being as flat as ∆ A (resp. ∆ B ), as in Definition 4.8. Then Ψ A + Ψ B shows that Θ A + ∆ A is at least as flat as Θ B + ∆ B . It remains to show that the relation is actually strict.
Let g : [0, 1] → R be a continuous convex function such that [0,1] g dΘ A < [0,1] g d∆ A . Such a function exists by Lemma 4.18. Then another application of Lemma 4.18 gives that Proof. For every natural number n and every measurable subset A of [0, 1] 2 we define
Clearly every Ψ n is a measure on [0, 1] 2 . Let Ψ be some weak* accumulation point of the sequence Ψ 1 , Ψ 2 , Ψ 3 , . . .. Without loss of generality, we may assume that the sequence Ψ 1 , Ψ 2 , Ψ 3 , . . . converges to Ψ. Let Z be the set consisting of all points z ∈ (0, 1) for which either Ψ({z} × [0, 1]) > 0 or Ψ([0, 1] × {z}) > 0. Then Z is at most countable. So if I is the system of all intervals I ⊂ [0, 1] whose endpoints do not belong to Z then I is closed under taking finite intersections and it generates the sigma-algebra of all Borel subsets of [0, 1]. Moreover, whenever I, J ∈ I then the boundary of I × J is of Ψ-measure 0. Denote by Ψ x and Ψ y the marginals of Ψ on the first and on the second coordinate, respectively. Then for every I ∈ I we have
As this is true for every I ∈ I, it clearly follows that Ψ x = ∆. On the other hand, for every I ∈ I we have that So, again we have Ψ y = ∆ * . To finish the proof, it remains to show that Ψ satisfies (4.14). That is, we need to show that for every Borel measurable subset C of [0, 1]. Again, it is enough to show (4.17) only for every C ∈ I. So fix C ∈ I, ε > 0 and find some partition {I 1 , I 2 , . . . , I m } of the interval [0, 1] into intervals from I of lengths smaller than ε. By additivity of integration, we may also assume that the interval C is of length smaller than ε. Fix some points x 0 ∈ C and y j ∈ I j (for every j).
Then we have
x dΨ(x, y).
As this is true for every ε > 0, we have verified (4.17).
We are now ready to prove Proposition 4.15.
Proof of Proposition 4.15, non-strict part. Suppose that we have two graphons U, W :
where U W. Then there exist measure preserving bijections π 1 , π 2 , π 3 , . . . on Ω so that Proof of Proposition 4.15, strictly flatter part. Next, suppose that U ≺ W. Then for the measure preserving bijections π 1 , π 2 , π 3 , . . . as above, we have
Indeed, suppose that (4.19) is not true, that is, W π n · 1 −→ U. Then for measure preserving bijections ψ n := (π n ) −1 we have U ψ n · 1 −→ W, and in particular W U. This is a contradiction to the fact that U ≺ W. Now, Lemma 2.4 implies that there exists an interval J ⊂ [0, 1] and a «strictly bigger» interval J + such that
By passing to a subsequence, let us assume that ν ⊗2 U −1 (J) \ (W π n ) −1 (J + ) > ε for each n and for some ε > 0. We shall now apply Lemma 4.20 twice. To this end, we take X := U −1 (J). of pairs of measures with respect to the product of weak* topologies on measures on X and Ω 2 \ X. Crucially, note that Φ W = ∆ X + ∆ Ω 2 \X .
Furthermore, we write the measures
• We first apply Lemma 4.20 with B := X, f n := (W π n ) X , ∆ n := Φ X W πn , f := U X , and ∆ := Φ X U . The lemma gives that Φ X U is at least as flat as ∆ X . Recall that the support of the individual measures Φ X W πn uniformly exceeds the interval J + . From this, we conclude that the support of their weak* accumulation point ∆ X does not lie in J. On the other hand, observe that the support of Φ X U lies inside J. Thus Φ X U = ∆ X . We conclude that Φ X U is strictly flatter than ∆ X . • Next, we apply Lemma 4.20 with B := Ω 2 \ X, f n := (W π n ) Ω 2 \X , ∆ n := Φ The proof now follows by Lemma 4.19 
Let us finish this section with an auxiliary result which will be applied in Section 7. The result states that probability measures supported on {0, 1} are maximal with respect to the flat order.
Lemma 4.21. Suppose that Λ 1 and Λ 2 are two probability measures on [0, 1] such that Λ 1 is strictly flatter than Λ 2 . Then Λ 1 is not supported on {0, 1}.
Proof. The proof is obvious.
Relationship between envelopes, the cut distance, and range frequencies.
Our last result states that two envelopes are equal if and only if the corresponding graphons are weakly isomorphic. This result relies Theorem 3.5 which will be proven in Section 5, and is used later in the proof of Corollary 6.2, which puts into relation the cut distance and the Vietoris hyperspace K(W 0 ). • U = W , • δ (U, W) = 0. Moreover, if U W then the conditions above are equivalent to
Proof. Assume that U = W . Then the conditions in Theorem 3.5(b) are satisfied because we have U = LIM w * (U, U, U . . .) = ACC w * (U, U, U, . . .). By the «furthermore» part of Theorem 3.5, the constant sequence U, U, U, . . . converges in δ to a maximal element of U . By the assumption U = W , the graphon W is a maximal element of U . The only possibility under which a constant sequence can converge in the cut distance to another graphon is when their cut distance is 0, that is δ (U, W) = 0.
The opposite implication is Lemma 4.2(d).
We now turn to the «moreover» part. Suppose that U = W . By Proposition 4.15 we have that Φ U is at least as flat as Φ W and vice-versa. By Lemma 4.18 this means that f dΦ W = f dΦ U for every continuous convex function f : [0, 1] → R. Applying the Stone-Weierstrass theorem in the same way as in the proof of Lemma 4.18, this is true for every continuous (not necessarily convex) function f :
Assume finally that U W and Φ U = Φ W . Then Φ U is not strictly flatter than Φ W and therefore by Proposition 4.15, it is not the case that U ≺ W. This means that U = W .
PROOF OF THEOREM 3.5
The main idea of the proof of the implication (b)⇒(a) is the following. Let W be a -maximal element in LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .). Such a W is guaranteed to exist by Lemma 4.7. Then the sequence Γ 1 , Γ 2 , Γ 3 , . . . converges to W in the cut distance. To make this argument precise we first recall several definitions and results from [4] . (1 − s(y)) dy.
Then for almost every (x, y) ∈ [0, 1] 2 we have
Moreover, if W is not a cut-norm accumulation point of the sequence Γ 1 , Γ 2 , Γ 3 , . . . and the sets B 1 , B 2 , ... ⊆ [0, 1] are chosen to witness this fact, i.e., such that B n ×B n (Γ n − W) > ε or B n ×B n (Γ n − W) < −ε for some ε > 0 (which does not depend on n), the convex combination (5.2) is proper (that is, at least two summands on the right-hand side are positive) on a set of positive ν ⊗2 measure.
Proof of Theorem 3.5, (b)⇒(a). Suppose that LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .) = ACC w * (Γ 1 , Γ 2 , Γ 3 , . . .) and assume that W ∈ LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .) is a maximal element as given in Lemma 4.7. We may also assume that Γ n w * −→ W. We claim that this already implies that Γ n · −→ W. Suppose not. Then by passing to a subsequence we may assume that there is an ε > 0 and a sequence B 1 , B 2, ... of Borel subsets of [0, 1] such that B n ×B n (Γ n − W) > ε (or B n ×B n (Γ n − W) < −ε which can be handled similarly). We will use versions B n Γ n of the graphons Γ n that they define via (4.3). We take a function s : [0, 1] → [0, 1] and a graphonW such that 1 B n w * −→ s and B n Γ n w * −→W. If 1 B n or J n Γ n are not weak* convergent (that is, s orW do not exist), then we pass to a suitable convergent subsequence (which we still index by 1, 2, . . .). Proof. Let I n = {I n,1 , I n,2 , ..., I n,n } be a partition of [0, 1] into n many equimeasurable intervals i.e. I n,k = [ k n , k+1 n ). Define a measure preserving almost-bijection ϕ n by
where ψ and ϕ are defined by (5.1). DefineW n (x, y) =W(ϕ −1 n (x), ϕ −1 n (y)). We claim that W n w * −→ W. To see this observe that for m ≥ n we have 
Proof of Theorem 3.5, (a)⇒(b). Let Γ 1 , Γ 2 , Γ 3 , . . . be a sequence of graphons which is Cauchy with respect to the cut distance. By Theorem 3.3 there is a subsequence Γ n 1 , Γ n 2 , Γ n 3 , . . . such that LIM w * (Γ n 1 , Γ n 2 , Γ n 3 , . . .) = ACC w * (Γ n 1 , Γ n 2 , Γ n 3 , . . .). By the proof of implication (b)⇒(a) this subsequence converges to some W in the cut distance. As the original sequence Γ 1 , Γ 2 , Γ 3 , . . . is Cauchy with respect to the cut distance it follows that it converges to W as well. We may suppose that Γ n · −→ W. To conclude that LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .) = ACC w * (Γ 1 , Γ 2 , Γ 3 , . . .) consider any Γ ϕ k n k w * −→ U. We claim that then also W ϕ k w * −→ U. To see this fix some Borel set
where the first term tends to 0 by · -convergence and the second by the weak* convergence. Then we use the same trick again:
This gives us Γ ϕ n n w * −→ U which means that U ∈ LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .).
6. RELATING THE HYPERSPACE K(W 0 ) AND THE CUT DISTANCE Lemma 3.1(b) says that envelopes are members of the hyperspace K(W 0 ). First, we provide a proof of an extension of Theorem 3.5, stated in Theorem 6.1 below. In addition to the original statement, we include a characterization of cut distance convergence in terms of the hyperspace K(W 0 ), and also describe the limit graphon. Theorem 6.1. Let W, Γ 1 , Γ 2 , Γ 3 , . . . ∈ W 0 . The following are equivalent: 
. .). We claim that U ∈ W . Assume it is not true and take any open set O ⊆ W 0 in the weak* topology such that W ⊆ O and U is not in the closure of O. Then by the convergence in K (W 0 ) we may find some m ∈ N such that for every k ≥ m we have Γ k ⊆ O. This implies that ACC w * (Γ 1 , Γ 2 , Γ 3 , . . .) is a subset of the closure of O and that is a contradiction because we assumed that U is not in that closure. Therefore, we have just proved that ACC w * (Γ 1 , Γ 2 , Γ 3 , . . .) ⊆ W .
Let U ∈ W , then for every open set O ⊆ W 0 in the weak* topology such that U ∈ O we can find m ∈ N such that for every k ≥ m we have Γ k ∩ O = ∅. Since W 0 with the weak* topology is a metric space we may find a sequence of versions such that Γ ϕ n n w * −→ U. Therefore, we have W ⊆ LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .), and so LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .) = ACC w * (Γ 1 , Γ 2 , Γ 3 , . . .). By the first part of the argument it follows that W = LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .) and thus W is the -maximal element of LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .).
We can now formulate Corollary 6.2, which is the final statement of this section. It allows us to transfer the space W 0 , δ into the hyperspace K(W 0 ). This transference will be useful later.
Prior to giving the statement, observe that for the envelope map · : W 0 → L ∞ Ω 2 we have W 1 = W 2 for weakly isomorphic graphons W 1 and W 2 . That allows us to define · even on the factor-space W 0 , · : W 0 → L ∞ Ω 2 . Corollary 6.2. The envelope map · : W 0 , δ → K(W 0 ) is a continuous injection, i.e., W 0 , δ is homeomorphic to some closed subspace X of K(W 0 ). Moreover, the metric δ is equivalent [g] to the pullback χ of the hyperspace metric on K(W 0 ) defined in (2.3), that is,
where ϕ and ψ range through all measure preserving bijections on Ω. [h] Finally, W 0 , δ is compact.
Proof. The map · is well-defined and injective by Corollary 4.22 and it is continuous by Theorem 6.1. The set X = W 0 is closed in the Vietoris topology. Indeed, if Γ 1 , Γ 2 , Γ 3 , ... is a Cauchy sequence in K (W 0 ) then LIM w * (Γ 1 , Γ 2 , Γ 3 , ...) = ACC w * (Γ 1 , Γ 2 , Γ 3 , ...) and by Theorem 3.5 we know that there is some W ∈ W 0 such that Γ n δ −→ W. By the continuity of . we also have Γ n → W in K (W 0 ). K(W 0 ) is compact by Fact 2.7 and Remark 2.8. Since X is a closed subset of K(W 0 ), it is also compact. By Theorem 6.1, we have that the inverse map · −1 is also continuous. Therefore W 0 is homeomorphic to X, and hence compact. Therefore, δ and χ give the same compact topology on W 0 .
PROPERTIES OF THE STRUCTURDNESS (QUASI)ORDER
Above, we obtained properties of the structurdness (quasi)order that were needed for our abstract proof of Theorem 6.1. In this section, we establish further properties of . In Lemma (7.1) we prove that is actually a closed order on W 0 . In Corollary 7.3, we prove that -increasing/decreasing chains of graphons are cut distance convergent. In Corollary 7.4, we characterize the elements of K(W 0 ) that are envelopes of graphons. Finally, in Proposition 7.4, we characterize -minimal and -maximal elements. This last-mentioned result is just starting point of investigating the structure of the poset , which we leave open.
Let us first prove that is actually an order modulo weak isomorphism.
[g] Recall that two metrics on a topological space are equivalent if they give the same topology.
[h] Note that the definition of χ ( U , W ) does not depend on the particular representatives U and W.
Also note that this statement holds for any metric d w * compatible with the weak* topology, not only the one given in (2.1). Lemma 7.1. The relation on the space W 0 is an order, and as a subset of W 0 × W 0 it is closed.
Proof. Since by Corollary 6.2 the space W 0 , δ is homeomorphic to some closed subspace of K(W 0 ) and the relation is interpreted as ⊆ on K(W 0 ) it is enough to verify the properties for the relation ⊆ on K(W 0 ). But both properties are trivially satisfied for the relation ⊆.
Next, we turn our attention to finding upper and lower bounds with respect to . Let us first give an auxiliary result, which is then utilized in Corollaries 7.3 and 7.4.
Proposition 7.2.
(a) Suppose that P ⊆ W 0 is upper-directed in the structurdness order, i.e., for every U 0 , U 1 ∈ P there is V ∈ P such that U 0 , U 1 V. Then there is a graphon W ∈ W 0 such that W is the supremum of P with respect to . (b) Suppose that P ⊆ W 0 is down-directed in the structurdness order, i.e., for every U 0 , U 1 ∈ P there is V ∈ P such that V U 0 , U 1 . Then there is a graphon W ∈ W 0 such that W is the infimum of P with respect to .
Proof. Let us focus on (a). First of all consider the set P = { U : U ∈ P}. This set is upperdirected with respect to ⊆ in K(W 0 ). Let K be the weak* closure of U∈P U . Clearly, K ∈ K(W 0 ). Further, K is the supremum of P with respect to ⊆ on K(W 0 ). To finish the proof, we only need to show that there exists W ∈ W 0 such that K = W . Consider a countable set P 0 ⊆ P such that P 0 is dense in P . This can be done since K(W 0 ) is separable metrizable by Fact 2.7. Take some enumeration U 1 , U 2 , ... of P 0 . Define inductively an increasing chain Γ 1 , Γ 2 , ... ∈ P such that for every n ∈ N we have that U 1 , ..., U n , Γ n−1 Γ n . This can be done since P is upper-directed. Since Γ 1 Γ 2 Γ 3 . . ., we have LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .) = ACC w * (Γ 1 , Γ 2 , Γ 3 , . . .). Moreover K = LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .) because P 0 is dense in P . By Lemma 4.7, we can pick a -maximal element W of LIM w * (Γ 1 , Γ 2 , Γ 3 , . . .). Now, we have that K = W .
The proof of (b) is similar. The only difference is that the desired infimum is of the form K = U∈P U and we inductively build a decreasing sequence.
Along very similar lines, we can prove that -increasing/decreasing chains of graphons are cut distance convergent.
Corollary 7.3.
(1) Suppose that W 1 W 2 W 3 . . . is a sequence of graphons. Then this sequence is cut distance convergent.
(2) Suppose that W 1 W 2 W 3 . . . is a sequence of graphons. Then this sequence is cut distance convergent.
Proof. Suppose that W 1 W 2 W 3 . . .. Then we have LIM w * (W 1 , W 2 , W 3 , . . .) = ACC w * (W 1 , W 2 , W 3 , . . .).
Indeed, whenever we take Γ ∈ ACC w * (W 1 , W 2 , W 3 , . . .), say W π n 1 n 1 , W π n 2 n 2 , W π n 3 n 3 , . . . · −→ Γ, then for each index i in the interval (n k , n k+1 ), we can use that W n k W i to approximate W π n k n k by some version W π i i of W i (with a vanishing error as i → ∞). With the gaps (n k , n k+1 ) filled-in this way, we have W π n 1 n 1 , W π 1+n 1 1+n 1 , W π 2+n 1 2+n 1 , . . . · −→ Γ, and consequently Γ ∈ LIM w * (W 1 , W 2 , W 3 , . . .). By Lemma 4.7, we can pick a -maximal element W of LIM w * (W 1 , W 2 , W 3 , . . .). Now, by Theorem 6.1 we have that W n δ −→ W. The proof for a decreasing sequence is the same.
Next, we characterize the elements of K(W 0 ) that are envelopes of graphons. Corollary 7.4. Let K ∈ K(W 0 ). Then there exists W ∈ W 0 such that K = W if and only if K is upper-directed (for every U 0 , U 1 ∈ K there is V ∈ K such that U 0 , U 1 V) and downwards closed (for every U ∈ K and V U we have V ∈ K).
Proof. Suppose first that K = W . Then for every U 0 , U 1 ∈ K, we have U 0 , U 1 W. That is, K is upper-directed. Suppose next that U ∈ K and V U. Let > 0 be arbitrary. Since V U, there exists a version U π of U such that d w * (V, U π ) < 2 . Since U ∈ K, we have U W. Thus, also U π W. Therefore, there exists a version W θ of W such that d w * U π , W θ < 2 . We conclude that d w * V, W θ < . Since was arbitrarily small and since K is weak* closed, we conclude that V ∈ K.
Let us now turn to the other implication. As K is upper-directed then by Proposition 7.2 we can take its supremum W. Because K is downwards closed we have W = K.
Last, we characterize the minimal and maximal elements of the structuredness order; the latter part being suggested to us by László Miklós Lovász.
Proposition 7.5. The minimal elements of the structuredness order are exactly constant graphons, and for every graphon W there is a minimal graphon W min W. The maximal elements of the structuredness order are exactly 0-1 valued graphons, and for every graphon W there is a maximal graphon W max W.
Proof. The first part follows directly from the fact that an envelope of any graphon contains a constant graphon (see Lemma 4.2(b) ). For the second part we at first prove that only 0-1 valued graphons can be maximal.
Suppose that W is a graphon such that its value is neither 0 nor 1 on a set of positive measure. This implies that there is an ε > 0 such that W has values between ε and 1 − ε on a set of positive measure. Now consider a map ϕ : [0, 1] → [0, 1] such that ϕ(x) = 2x for 0 ≤ x ≤ 1 2 and ϕ(x) = 2x − 1 for 1 2 < x ≤ 1. The graphon W ϕ contains four copies of W scaled by a factor of one half. Let B ⊆ [0, 1] 2 be the set, on which W ϕ takes values between ε and 1 − ε. Let W be a graphon such that W = W ϕ + ε for x, y ∈ [0, 1 2 Next, we prove that all 0-1 graphons are maximal. Indeed, let W be a 0-1 valued graphon, and suppose that there exists some graphon U such that U W. Then for the measures Φ U and Φ W we have that Φ W is strictly flatter than Φ W by Proposition 4.15. This contradicts Lemma 4.21.
Finally, let W be an arbitrary graphon. Consider the set P of all graphons P W. Then every chain in P has a supremum in the structuredness order by Proposition 7.2(a). Therefore, we can apply Zorn's lemma to conclude that there is a maximal graphon W max W. sequence of measure preserving transformations ϕ 1 , ϕ 2 , . . . such that W
