Abstract-Electromagnetic scattering by dielectric bodies of revolution can be treated more efficiently by using wavelets. A fast-wavelet transform (FWT) is applied to derive sparse matrix equations, which are solved by employing a sparse LU factorization with a minimum degree ordering algorithm. Numerical results presented show that this solution method requires a substantially reduced computational effort, especially for larger bodies.
I. INTRODUCTION
A PPLICATION of wavelets to the solution of integral equations in electromagnetics has been shown to be an effective means for deriving sparse moment-method matrix equations yielding sufficiently accurate results [1] - [4] . Specialized iterative methods have been employed for the fast solution of the resulting sparse matrix equations. Fredholm integral equations for two-dimensional (2-D) electromagnetic scattering problems were solved by using wavelets and a sparse conjugate gradient method [1] . The condition number of matrices involved and its influence on the conjugate gradient solution were studied for orthogonal and semi-orthogonal wavelets in [2] and [3] . A generalized minimal residual method for the solution of the sparse matrix equations obtained by using wavelets has been illustrated in [4] for the electromagnetic scattering by a conducting body of revolution (BOR).
In this paper, we solve the moment-method equations governing the electromagnetic scattering by arbitrarily shaped dielectric bodies of revolution by applying a FWT and an efficient sparse LU decomposition solver [5] , [6] . The momentmethod matrices for the classical coupled vector integro-differential equations are specialized by taking advantage of the axisymmetry of the scatterer. Numerical experiments are performed to evaluate the efficiency and accuracy of the solution technique.
II. FORMULATION
Consider an arbitrarily shaped BOR, as specified in Fig. 1 , in an incident electromagnetic field. For homogeneous dielectric bodies, the electromagnetic scattering can be analyzed in terms Manuscript received July 5, 2001 . This work was supported in part by the Natural Sciences and Engineering Research Council of Canada.
The authors are with the Department of Electrical and Computer Engineering, University of Manitoba, Winnipeg, MB R3T 5V6, Canada (e-mail: quan@ee.umanitoba.ca).
Publisher Item Identifier S 0018-9464(02)00947-0. of the surface electric current density and the surface magnetic current density , which satisfy the following integral equations [7] (1) where and are the incident electric field intensity and magnetic field intensity, respectively, and is the unit vector normal to the surface of the body; the integro-differential operators in (1) are (2) with the Green functions (3) where , , and and , , are the permittivity and permeability, respectively, of the material 0018-9464/02$17.00 © 2002 IEEE outside and inside the body. A time-dependence factor is assumed but suppressed throughout.
The integro-differential equations (1) can be transformed into a system of linear algebraic equations through the application of the method of moments (MoM), exploiting the system axisymmetry. Namely, the unknown current densities are first expressed in terms of Fourier modes as (4) where and are components along the tangential unit vectors and , respectively, and is the length variable along the generator curve of the BOR. The current densities can further be expanded as (5) where is the total number of basis functions used along . Choosing the weighting functions (6) the application of MoM yields a system of linear equations for each in the form (7) with the matrix elements (8) and
. The inner products in (8) can be evaluated in the form of integrals along the generator curve of the body, for example (9) where represents the th Fourier mode of in (3) and denotes the angle between the unit vectors and , being positive if points away from the axis and negative if points toward the -axis.
Finally, the unknown current density coefficients can be found by solving the matrix equations (7), and the far field and radar cross section (RCS) can be calculated through the procedure described in [7] and [8] . In what follows, an efficient and accurate numerical solution of (7) is analyzed in detail.
III. WAVELET TRANSFORM
The original MoM matrix inherently possesses a high condition number. This is confirmed by numerical experiments conducted, where iterative solution algorithms for (7), such as the conjugate and bi-conjugate gradients, and also the generalized minimal residual method, fail to converge to an accuracy of 1% in the residual vector norm for the problems considered in this paper. In order to improve the efficiency and accuracy of the numerical solution, (7) is converted into where is the wavelet transform matrix constructed from relevant wavelets through the FWT algorithm. Due to the vanishing moments and the localization properties of wavelets, the matrix becomes sparse after thresholding. The condition number of various wavelet transform matrices has been studied in our previous papers [2] and [3] . It was pointed out that the condition number of is always 1 in the case of orthogonal wavelets, which is optimal. By using such wavelets, the condition number of in (7) will be preserved after the wavelet transformation. To treat more efficiently the matrix equations (10) and to take full advantage of the sparsity of the transformed impedance matrices, an improved sparse LU decomposition solver [5] has been implemented, which dynamically allocates the memory needed and employs an approximate minimum degree ordering algorithm [6] to further increase the sparsity of the computed and factors.
IV. NUMERICAL RESULTS
This procedure was implemented on a Pentium 366 computer to analyze numerically the electromagnetic wave scattering by various BORs. The functions in (5) and in (6) were chosen to be triangular pulse functions, and elements of and in (7) were evaluated following the procedure described in [7] . Daubechies' wavelets [1] - [3] with eight vanishing moments have been employed for the transform in (11). Since the main source of errors is the thresholding level in the transformed impedance matrices, the threshold value was taken as one of the input parameters of the computer program and an appropriate value of it has been selected. A numerical solution with 1% relative error in the residual vector norm was sought for the results generated. The sparsity of a matrix has been defined as its percentage content of nonzero elements. Numerical experiments were conducted for the case of an incident plane electromagnetic wave.
The first example considered is that of a dielectric sphere of relative permittivity and normalized radius in free space, illuminated by a plane wave, as shown in Fig. 2 . To illustrate the efficiency of the presented method, computations were performed for different electric dimensions, namely 12.8, 25.6, and 51.2, while the number of basis functions per wavelength was kept 20. Assuming that is at , the surface electric and magnetic current densities are obtained in the form (12) The normalized values of , , , and for the sphere with and its RCS are plotted in Figs. 2-4 , respectively, where the results obtained by the conventional MoM with the LU decomposition algorithm are also given as reference. The structure of the sparse matrix with the Table I , a 50% to 73% reduction in CPU time, including the time to perform the FWT, is achieved with respect to the reference method, i.e., about four times in the case of the larger sphere.
Another example given here is that of a cone-sphere object with the relative permittivity , the cone angle , and the sphere radius in free space, illuminated by a plane wave axially incident on the cone vertex, as shown in Fig. 6 . Again, to examine the efficiency of the method employed, the same numerical experiments as in the previous example were performed for various body dimensions, namely for 10, 20, and 40, with approximately 20 cells per wavelength along the object generator curve. For the case of and , the surface electric and magnetic current densities, as well as the RCS computed by the presented method, are plotted in Figs. 6-8 , respectively, along with those obtained by the con- Table II , a 41% to 67% reduction in CPU time, including the time used to perform the FWT, is achieved with respect to the conventional method.
V. CONCLUSION
A fast solution technique based on the FWT and using an improved sparse LU solver has been investigated for the problem of wave scattering by a dielectric BOR, whose MoM matrix equation inherently possesses a high condition number. The orthogonal wavelet transformation scheme in [2] was adapted to obtain highly sparse matrices, as well as to preserve the condition number of the original moment-method matrices. The sparse structures of the resulting matrices are exploited to speed up their numerical solution by employing a sparse LU decomposition technique with dynamic memory allocation and with an approximate minimum degree ordering algorithm to increase the sparsity of the and matrix factors. The computation efficiency of this method has been illustrated by comparison with the conventional MoM for various dimensions of different BORs. Numerical results obtained show that the method presented is highly efficient for the analysis of wave scattering, especially for bodies whose linear dimensions are large with respect to the wavelength. As seen from Tables I and II, the reduction of the computation time increases with the electric size of the body, the method developed being, for instance, more than three times faster when for the cone-sphere scatterer. Accurate results are obtained not only for the far-field RCS, but also for the field quantities on the surface of the body. The authors are presently implementing the FWT in a similar manner for general three-dimensional bodies.
