For noninteracting particles moving in a Gaussian random potential, there exists a disagreement in the literature on the asymptotic expression for the density of states in the tail of the band. We resolve this discrepancy. Further we illuminate the physical facet of instantons appearing in replica and supersymmetric derivations with another derivation employing a Lagrange multiplier field.
Pure crystals have band structures with definite gaps in the energy spectrum. Impurities attach Lifshitz tails to each band [1] , allowing quasiparticles to be trapped deep in the band gaps [2] . Building on work by Halperin and Lax [3] , Zittartz and Langer [4] developed a systematic method for obtaining an asymptotic expression for the density of states deep in the tail of the band ρ(E) ≈ A(E)e −B(E) (1) for noninteracting quasiparticles moving in a random potential (see also [5] ). A decade later, Cardy revisited the problem using the replica trick [6] . An instanton yielded the same exponential factor e −B(E) , but zeromode counting showed that the way the prefactor A(E) scales with E is different from the one presented in [4] . To confirm our understanding of these methods, it is important to reconcile the dispute [7] .
It turns out that the source of the disagreement lies in a minor algebraic mistake. Correcting Eq.(5.24) of [4] to
the apparent discrepancy between [4] and [6] is resolved. The eventual agreement adds confidence to the use of the replica trick in the nonperturbative regime. In the remainder of this note, we survey various methods for obtaining the asymptotic forms of Lifshitz tails, illuminating connections among them and tying up loose ends. We first present a derivation utilizing the method of Lagrange multipliers, building upon classic work by Halperin, Lax, Zittartz, and Langer [8] . It adheres a physical interpretation to the instantons appearing in supersymmetric and replica derivations, which we review next. Common to all three derivations is the appearance of translational zero modes, but each method treats remaining modes differently. In particular the supersymmetric method replaces "-1" bosonic zero modes appearing in the replica limit by the combination of one bosonic zero mode and two fermionic zero modes.
Focusing on the vicinity of a band edge, we consider a system of noninteracting quasiparticles in d spatial dimensions, governed by the Schrödinger equation
where V (x) is a Gaussian random potential which is assumed to self-average on macroscopic scales. In the thermodynamic limit where the volume of the sample V d approaches infinity, we can then legitimately estimate the disorder-averaged density of states as
where
Here,
is the normalization constant and γ characterizes the strength of the disorder. We are interested in the asymptotic behavior of [ρ(E)] d.a. in the limit of large negative E.
To this end, we seek a localizing potential which minimizes the cost 1 2γ dxV 2 (x) while still holding an eigenfunction with the negative eigenenergy E. Note that for d < 4 a square-integrable potential always has a unique normalizable ground state [10] and this is the eigenfunction we seek henceforth as, otherwise, we can lower the cost of the potential via simple rescaling. Through the introduction of a Lagrange multiplier field λ (x) and a Lagrange multiplier µ 0 , the problem becomes equivalent to the minimization of the cost action
Extremizing it yields
dxψ 2 (x) = 1, µ 0 = 0, and
The last equality, combined with the uniqueness of the ground state, dictates that λ (x) = λ 0 ψ (x) with a constant λ 0 . Our problem then morphs into the instanton problem with a single real scalar field, which we know it to have spherically symmetric solutions minimizing the action among all the nontrivial stationary points for d < 4 [11] . Thus we have the cost minimizing solutions
where f (r) satisfies
with df dr r=0 = 0, monotonically decreasing toward 0 as
Evaluating the cost action for these solutions yields the leading exponential factor e 
and the dimensionless number
To evaluate the subleading prefactor, let us first expand around each saddle as
where v l 's are a set of orthonormal functions. We choose
with
4 so that all the other modes will not change the ground state energy to first order in ξ l . Integration over ξ 0 , hitting the energy delta function in the density of states, leaves us with the factor 2πγ
where we also took care of the factor coming from N ♯ . Next for i = 1, ..., d we choose
They are d translational zero modes and integration over these modes should be traded for integration over the collective coordinates x 0 , sweeping along the saddle submanifold in the field space. The Jacobian involved in this coordinate transformation is A
from these modes.
Finally integration over all the other modes gives a constant of order 1, worked out in the Appendix.
All in all we find
for d < 4 in the regime E ≪ −γ Let us now turn to the supersymmetric derivation [15] [16] [17] . First we express the density of state as
The supersymmetric method proceeds by rewriting the expression (24) as
(27) where we doubled the bosonic field φ to φ = (φ 1 , φ 2 ) and introduced fermionic fields χ 1 and χ 2 . Now that there is no denominator containing the random potential, we can perform functional integration over V and obtain
and
We have defined φ ≡ e 
minimize the action, where e is a constant unit vector and f (r) was defined around Eq. (12) . Evaluating the action for these solutions gives the same leading exponential factor e − a d g as before. In regards to the subleading prefactor, one contribution comes from
in front. (We will not keep track of the overall dimensionless constant in this derivation.) To evaluate the remaining contributions, we expand around each saddle as
Here, e ⊥ is a unit vector perpendicular to e, ϕ B l 's are a set of orthonormal functions satisfying
and ϕ
s are another set of orthonormal functions satisfying
with dimensionless numbers c l 's and c modes, we find that the lowest mode has a negative eigenvalue c 0 < 0, giving rise to a factor of i(−E) − 1 2 and allowing the saddles to contribute to the density of states. Next come d translational zero modes. Trading integration over these modes for integration over x 0 and dividing by the volume, we receive the Jacobian
(38) Finally all the other modes have positive eigenvalues, each of which gives a factor of (−E)
Analyzing the other set of fluctuations, except the lowest modes, all the modes have positive eigenvalues, each of which gives a factor of (−E) 
We also need to saturate fermionic zero modes by expanding the action to the quartic order in fluctuations: if we kept only quadratic terms in the expansion of the action, integration over ξ F 0 a 's would give zero. Thus we must bring down either a factor of
2 . After appropriate Gaussian integrations, we obtain a factor of (−E)
Putting them all together, we recover the same result (22) as before.
Finally let us turn to the replica derivation [6] . The replica trick proceeds by rewriting the expression (24) as
where we introduced (N r − 1) replicas, promoting φ to φ = (φ 1 , φ 2 , ..., φ Nr ), and took the dicey limit in which N r → 0 to eliminate the denominator. After integrating over V and making analytic continuation, we find instantons of the same form (32), but zero-mode analysis is slightly different from the one in the supersymmetric derivation. Besides d translational zero modes, there are lim Nr→0 (N r − 1) = −1 bosonic zero modes coming from O(N r )-rotational symmetry. The latter is replaced by the combination of one bosonic zero mode and two fermionic zero modes in the supersymmetric derivation. We note that the instantons (32) appearing in replica and supersymmetric derivations and the localized wavefunctions (11) have exactly the same shape. Thus we interpret the instantons as most likely forms of localized wavefunctions or square roots of localizing potentials [cf. Eq. (10)], dilutely distributed for large negative E. It may be more appropriate to call all these solutions "localons."
Through the use of the Lagrange multiplier field, we simplified the method developed by Halperin, Lax, Zittartz, and Langer. Instantons appearing in replica and supersymmetric derivations are now interpreted as localized wavefunctions or as square roots of localizing potentials. All three derivations are shown to give the same asymptotic expression for the Lifshitz tail in the case of the Gaussian random potential, including the subleading prefactor.
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Performing Gaussian integrals over ξ l 's for l ≥ d + 1, taking N ♯ into account, and combining with the contributions from the other modes, we obtain
