Abstract: In this paper, a technique is presented for solving the inverse scattering problem for ultrmound imaging. A conjugate gradient (CG) iterative algorithm is combined with a neural network (CGNN) classifier. Test results show that the CGNN algorithm is more accurate than the CG method, and convergence occurs more rapidly. The CGNN method also appears to be robust to noise; results are still remonably good for a signal-to-noise ratio of 35 dB.
INTRODUCTION
An alternative to conventional pulse-echo imaging is a full-wave inverse scattering approach. Inverse scattering uses ultrasound energy transmitted and received at many different angles, not just a single angle, and weak scattering is not assumed. The inverse scattering problem can be solved via the conjugate gradient (CG) method which is robust to noise. However, for practical implementation, the computational cost of the CG algorithm must be reduced. Thus, the goal of this work is to accelerate the convergence of the CG method while retaining its noise robustness. The material classification technique proposed by Manry et al. (1) significantly increased the rate of convergence of the Gauss-Newton iterative method. Here we introduce a material classification technique which is based on a neural network and use it with the conjugate gradient method (CGNN). Results thus far are promising.
THE CGNN ALGORITHM
For the conjugate gradient iterative algorithm the equations used are:
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where d-nis the update direction for the object at the nth iteration, tn is the step size in the direction dn,~n is the conjugate gradient direction, and~n is the gradient of the cost functional at the~lth iteration. The steps for solving the inverse scattering problem are:
1. Set n = 1, let t~e initial value of the object be 61, and calculate its corresponding scattered field; calculate @l, set dl = -~1, and obtain tlby an inexact line search.
2. Update the object dn+l using Eq. (1); solve tbe forward scattering problem for dn+l; and check to see if the difference between the calculated and measured scattered fields satisfies the chosen relative residue error criterion. If not, continue; if so, stop.
3. Calculate the gradient vector~~+1 and the conjugate gradient direction Tn; use Eq. (2) to find the update direction dn+l; and find the step size tn+l.
4. Let n = n+ 1; go to Step 2.
To accelerate the convergence of the CG algorithm, a neural network cl~sifier, having a three-layer configuration, is used. It is asumed that the acoustic speed and attenuation of tissues have Gaussian distributions and that their means and standard deviations are known. From these statistics, a database with labeled classes is generated. The database is divided into training and testing sets which are used to develop the network architecture. The trained and tested neural network is applied at each iteration during
Step 2 of the CG algorithm. The CG algorithm is used to reconstruct the object contrast which is then fed into the neural network pixel by pixel with each pixel treated as an individual pattern with two features, the real and imaginary parts. The network clmsifies and labels each pixel to be a specific type of bre~t tissue and then sets the real and imaginary parts to the classification values. When a pixel is left unclassified, the reconstructed contrast remains unchanged. After the entire image h= been labeled, it is used~the current object in the next iteration of the CG algorithm.
SIMULATION RESULTS
To~sess the CGNN algorithm, we used it to reconstruct a section of tissue modeling a bre~t tumor 2.7 mm in size surrounded by glandular tissue in a background medium of water. The total phme shift for the object was approximately 0.2~. The sound speed used for the glandular tissue wx c = 1520 m/s and the attenuation was a = 0.80 dB/cm/MHz.
The sound speed used for the tumor was c = 1564 m/s, and the attenuation wm a = 1.18 dB/cm/MHz.
For the background medium, the sound speed of water, @ = 1490 m/s, was used and the source frequency w= chosen to be f = 400 kHz.
The object to be imaged is defined inside a square domain with dimensions 4A x 4A, where A is the wavelength in the background medium. The square domain is discretized into 16 x 16 cells. The object is illuminated successively by L = 16 plane waves equally spaced around the object, and the scattered field is measured along the four edges for each illumination. The total number of receivers per view is AI = 64, and these are spaced 1 mm apart. The forward scattering problem is solved using the BISTAB-CG method. The algorithm terminates either when the relative residue error decre~es to less than 10-6 or when twenty iterations have been performed. If the first condition is met, the algorithm hm converged. The initial value used for the pixels within the boundary was the average value of the tumor and glandular tissue; for the pixels outside the boundary, the initial value was set to that of water. Figure 1 shows the results for both the CGNN and CG methods together with both reconstructed and true values along a line through the center of the tumor. The neural network is applied at the sixth iteration. The CGNN results at the 7th iteration are better than the CG results at the 20th iteration. Other cases were examined, including cmes with noise, and the CGNN results were always superior to the CG results. 
