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E-mail address: a.abu-hanna@amc.uva.nl (A. Abu-An important problem in the Intensive Care is how to predict on a given day of stay the eventual hospital
mortality for a speciﬁc patient. A recent approach to solve this problem suggested the use of frequent
temporal sequences (FTSs) as predictors. Methods following this approach were evaluated in the past
by inducing a model from a training set and validating the prognostic performance on an independent
test set. Although this evaluative approach addresses the validity of the speciﬁc models induced in an
experiment, it falls short of evaluating the inductive method itself. To achieve this, one must account
for the inherent sources of variation in the experimental design. The main aim of this work is to demon-
strate a procedure based on bootstrapping, speciﬁcally the .632 bootstrap procedure, for evaluating
inductive methods that discover patterns, such as FTSs. A second aim is to apply this approach to ﬁnd
out whether a recently suggested inductive method that discovers FTSs of organ functioning status is
superior over a traditional method that does not use temporal sequences when compared on each suc-
cessive day of stay at the Intensive Care Unit. The use of bootstrapping with logistic regression using
pre-speciﬁed covariates is known in the statistical literature. Using inductive methods of prognostic mod-
els based on temporal sequence discovery within the bootstrap procedure is however novel at least in
predictive models in the Intensive Care. Our results of applying the bootstrap-based evaluative procedure
demonstrate the superiority of the FTS-based inductive method over the traditional method in terms of
discrimination as well as accuracy. In addition we illustrate the insights gained by the analyst into the
discovered FTSs from the bootstrap samples.
 2010 Elsevier Inc. All rights reserved.1. Introduction
Prediction of events can inﬂuence decisions. In the Intensive
Care (IC), the predicted probabilities of mortality for the patients,
based on their severity-of-illness at admission, are commonly used
to benchmark the quality of care among various IC Units (ICUs).
This is achieved by comparing a prognostic model’s predictions
for the sample of patients of a given ICU with the actual proportion
of death in that sample. The predictions are based on a model that
has been retrospectively trained on a pooled sample of patients
from the participating ICUs. The Simpliﬁed Acute Physiology
Score-II [1] (SAPS-II, hereafter simply SAPS) model is an example
of a popular prognostic model. As its name suggests the model re-
lies on SAPS, a score that quantiﬁes the severity-of-illness within
24 h of admission. Like with other prognostic models in the ICU,
the score is used as an input variable in a logistic regression model
to predict mortality at discharge from the hospital.ll rights reserved.
Hanna).When ICUs, about a decade ago, started collecting the daily
SOFA scores [2] of their patients, various research groups tried to
determine how to make prognostic use of this temporal informa-
tion. A SOFA score on a given day is an integer quantifying the pa-
tient’s organ dysfunction. The higher the value of the score, the
larger the organ function derangement. The SOFA score ranges be-
tween 0 and 24 and is calculated as the sum of six individual organ
system dysfunction subscores (OD). Each subscore ranges between
0 and 4 and quantiﬁes the degree of dysfunction in the following
organ systems: respiratory (Resp), coagulation (Coag), hepatic
(Hepa), circulatory (Circ), nervous system (Neuro), and renal (Ren).
For example if on day 2 score Resp ¼ 2; score Coag ¼ 0; score
Hepa ¼ 4; score Circ ¼ 2; score Neuro ¼ 1, and score Ren ¼ 1 then
the SOFA score on day 2 is 2þ 0þ 4þ 2þ 1þ 1 ¼ 10. Table 1
illustrates the scoring scheme for the Coag and Hepa systems. The
mapping between the physiological values and the scores is
deterministic and is performed by the computer.
The prognosis of the patient is dependent on his or her condition,
which can change over time. Hence, the ability to provide probabil-
ities of death (at discharge from the ICU or hospital) on a speciﬁc day
Table 1
SOFA scoring scheme exempliﬁed by the coagulation and hepatic organ systems.
SOFA score
0 1 2 3 4
Coagulation
Platelets  103=lL >150 (100–150] (50–100] (20–50] 620
Hepatic
Bilirubin mg/dL 61.2 (1.2–2.0) [2–6.0) [6–12) P12.0
Table 2
The problem of learning a function for estimating a patient’s probability of in-hospital
mortality.
Given
– d – the day at which hospital mortality prediction is required,
d ¼ 1; . . . ; LOS where LOS is the length of stay
– Nd patients that stayed for at least d days, each described by the tuple
X 2 X where X ¼ < Sev ; fSOFAgd1; fODgd1 >, and
– Sev is a severity score given at admission (on day 1)
– fSOFAgd1 is a sequence of SOFA scores from day 1 to day d
– fODgd1 ¼ < fRespgd1; fCoaggd1; fHepagd1; fCardiogd1; fCNSgd1; fRengd1 >
/* tuple of 6 organ dysfunction score vectors, each running from day 1
to d.*/
– Y 2 f0;1g /* 0 denotes in-hospital survival and 1 non-survival */
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day is clinically useful. This information could be used in several
ways, e.g. to assess if the current treatment plan is effective in this
patient or to be of assistance in discussing the expectations for this
patient with the family. As described in the section on related work,
and based on our systematic review [3] various approaches have
been suggested to make use of the SOFA scores to provide mortality
predictions. Someapproaches,mostnotably in theclinical literature,
rely on pre-speciﬁed derivations of the SOFA score to be calculated.
Other approaches, particularly in the medical artiﬁcial intelligence
literature rely on data-intensive techniques to search for useful fea-
tures. The validity of these approaches have been demonstrated in
the following way. First, the method was applied to a data sample
to induceamodel, or a set ofmodels, for eachdayof prediction. Then,
the model’s performance was measured on a test set1 whereupon
statementsweremade about the validity or superiority of themethod
over other methods.
As discussed in the framework described by Dietterich [4] and in
the statistical literature [5] one should distinguish between state-
ments about a speciﬁc model (e.g. an instance of a decision tree, or
an instance of a logistic regression model) and statements about
the methods for inducing them. The approaches described above,
including recent work of ours, fall in the category of statements
about models. They do provide indirect evidence to the validity of
the respective inductivemethods but they fall short of providing di-
rect evidence on the inductivemethods themselves because the var-
iability in the trainingand test setshasnotbeenaccounted for. This is
especially important when the given sample is relatively small be-
cause themeasuredperformance could bebiased due to the idiosyn-
crasies of the particular training and test sets at hand.
In this work we describe a design for the evaluation of, and
comparison between, methods for inducing predictive models
and address the question of whether a particular method we sug-
gested recently for exploiting frequent temporal sequences (FTSs)
in organ function status (category) [6] is superior over a traditional
method that does not use temporal sequences. The FTS-based
method will be referred to as TESIM (TEmporal Sequence-based
Inductive Method) and the traditional method as TRIM (TRadi-
tional Inductive Method). The approach in this paper is character-
ized by the following aspects. First, it uses a bootstrap procedure,
speciﬁcally the .632 bootstrap, for accounting for the sources of
variability in the training and test sets. Second, it speciﬁcally tar-
gets the prognostic role of the FTSs. Third, it gives explicit attention
to aspects of both discrimination (by means of the area under the
ROC curve) and calibration (by means of the Brier score which is an
accuracy measure that includes a calibration component) of prog-
nostic performance measures. Our results provide evidence to the
superiority of TESIM applied in organ function status in compari-
son to a method based on recalibrating, for each day of stay, a tra-
ditional severity-of-illness model that does not use data about the
preceding days. The .632 bootstrap method has been applied else-
where for logistic regression models where the covariates haveEstimate
– PðY ¼ 1 j X;dÞ
– EXðPerf ðY ; PðY ¼ 1 j X; dÞÞ /* Expected performance (gain or loss).*/
1 In 5 out of 16 studies in the clinical literature reviewed in Minne et al. [3] there
was no report on using an independent test set for the validation.been pre-speciﬁed. In this work we apply pattern discovery within
each bootstrap sample and use the patterns as covariates in a logis-
tic regression model. This means that different patterns may
emerge in the bootstrap samples. This results in an intensive com-
putational effort (as patterns are discovered in each bootstrap sam-
ple), but provides inference about the method not otherwise
available. It is important to note that we use bootstrapping for
the evaluation and comparison between models, not for construct-
ing the model itself. In this paper we consider patterns which are
frequent temporal sequences (FTSs), but the idea is applicable to
more general types of patterns.
The rest of thepaper is organizedas follows. Thenext sectionpro-
vides a background on the underlying SOFA-based prediction prob-
lem and how it was approached in the literature. Section 3 presents
our comparison setup based on bootstrapping. The next section de-
scribes the two proposed methods for the induction of models for
daily prediction of mortality. In Section 5 we use the bootstrap ap-
proach to compare these inductive methods on each of the ﬁrst 7
days of ICU stay (except for the day of admission) using a real world
dataset, and report on the results obtained. We examine the organ
function FTSs and their prognostic properties by inspecting their fre-
quenciesandassociatedmodel coefﬁcients in thebootstrapsamples.
Section 6 discusses and concludes this paper.2. Problem statement and current approaches
The core of the prediction problem is stated in Table 2. To illus-
trate, assume one is interested in predicting the outcome (in-hos-
pital mortality) for the ICU patients on their 5th day of stay. We
will have a training set for patients who stayed at least 5 days
including: the severity-of-illness at admission Sev; the SOFA score
fSOFAg51; and its underlying individual organ system dysfunction
scores fODg51. The model trained on this set can be used to make
predictions on (unseen) patients on their 5th day of stay and the
expected performance in prediction can be computed using the
AUC (Area under the ROC curve) and the Brier score (a loss function
reﬂecting the inaccuracy of predictions).
There are many variations on the problem stated in Table 2. For
example some work uses only the SOFA scores without using the
severity-of-illness scores at admission, as presented in [7]. There
is work that develops a set of models targeting a range of days
[6–8] whereas another approach develops a model for a speciﬁc gi-
ven day but a different outcome, e.g. day 3 in [9] where outcome
was time to survival within 180 days after admission. In another
variation no speciﬁc day d of stay is provided for making the pre-
diction but an attempt is made to ﬁnd the prognostic merit of a
pre-speciﬁed variable for the whole stay (for example the maxi-
mum SOFA score during the whole stay) [10]. Still, other work
2 We noted that increasing this number did not qualitatively change the results and
ence the source of variation introduced by the bootstrap procedure itself can be
eglected.
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Finally, some work investigated the use of variables other than
the SOFA, most notably adverse events [12].
The prediction problem, regardless of its speciﬁc formulation,
entails the following issues: how to represent the temporal data
up to a certain day and how to use this representation in predic-
tion. Two main approaches were devised for representing the tem-
poral data. The ﬁrst, exempliﬁed by [10,13,14], applies pre-
speciﬁed abstractions such as the mean, maximum or minimum
(up to day d) or a pre-speciﬁed variable such as the difference in
SOFA scores between day 3 and day 1. Logistic regression, the most
dominant model type, and neural networks [12] have been applied
in this approach. In the other approach a data-driven search was
applied to identify relevant covariates to be used in the prognostic
model. The covariates commonly indicate frequent sequences
observed over the earlier days of ICU stay. Predictive models, aside
from logistic regression, using such covariates include Naive Bayes
[11] and support-vector-machines [15].
In all the above approaches in which a model was developed to
predict mortality, performance evaluation consisted of one of the
following ways: the model was tested on the same training set
(as probably was the case in the ﬁve clinical studies identiﬁed in
[3]), or the split-sample approach was used [12,8,11,6]. Both ways
fall short of validating the model inductive method itself.
3. Comparing inductive methods
We are interested in answering the following question: ‘‘Does
Method i for (pattern-based) model induction perform, on average,
better than Method j when both are trained on an arbitrary but
same training set, S, of a given sizeK?”. In the taxonomyof statistical
questions presented in [4] this question corresponds to comparing
predictive methods (in contrast to speciﬁc models trained on S). In
practice, because datasets are not abundant, it corresponds to the
more concrete question of choosing between methods when the
size of the sample data is relatively small. To answer this question
one must take into account the following sources of variation: var-
iation due to the random selection of the training set and the test set
(from the population); due to internal randomness in the learning
algorithm (e.g. initialization of internal parameters in neural net-
works); and due to noise in the data (e.g. random classiﬁcation er-
ror). In our application it is sufﬁcient to account for the variations
in the training and test sets because themethodswe intend to com-
pare—described below—do not apply internal parameter initializa-
tion, and classiﬁcation errors in the data are very unlikely as the
survival status of the patient is unambiguous and the datasets un-
dergo routine quality checks. In other applications, accounting for
these latter two sources of variation would require more insight
in the processes determining the internal parameters in the algo-
rithms and those responsible for the errors in the labeling.
Accounting for variation in the training and test data sets im-
plies generating a multitude of training and test sets. For the train-
ing set, and because data is limited, one will need to rely on some
form of resampling. Because one is interested in training on a set
with size K (and not less), bootstrapping [16] seems to be more
appropriate than cross-validation [17]. Although computationally
expensive, by directly simulating the sampling distribution of a
statistic (e.g. median or a model’s coefﬁcient), bootstrapping yields
nearly unbiased estimates of the statistic along with conﬁdence
intervals. In bootstrapping a number (usually hundreds) of resam-
ples (each called a bootstrap sample) are drawn from the original
dataset of size K. A bootstrap sample consists of K equally-likely
draws with replacement from the original dataset. Some observa-
tions may appear multiple times, whereas others may not appear
at all. To illustrate, the sets fa; a; c; dg and fb; b; b; cg are two possi-
ble bootstrap samples of the set fa; b; c; dg. The inductive method isthen applied to each bootstrap sample. When evaluating each
model learned on a bootstrap sample one may want to obtain its
performance on only observations not already selected in that
bootstrap sample (called out-of-bag set, or simply OOB). Alterna-
tively, as we do in this paper and as explained below, one may
use both the performance on the original dataset as well as on
the OOB observations in that iteration.
3.1. Implementation of strategy
Our strategy is based on three main design choices regarding
resampling, performance estimation, and evaluation. First, we
choose for the .632 bootstrap method [17,18] which accounts for
the variability in both the training and test sets. In our experiments
we rely on 300 bootstrap samples as this allows to obtain valid
experimental results in a reasonable amount of computational
time2 [17]. Second, we will look at daily predictions. In our experi-
ments we cover day 2 (patterns are less meaningful at day 1) till
day 7 (the great majority of patients would have by now left the
ICU). Third, we rely on the discrimination as well as accuracy mea-
sures. In our experiments we rely on the AUC (discrimination) as
well as the Brier score (accuracy) for the predictive performance
measures. The AUC indicates how well a prognostic model can dis-
criminate between survivors and non-survivors. The Brier score is
deﬁned as 1N
PN
i¼1ðPðYi ¼ 1 j xiÞ  yiÞ2, where N denotes the number
of patients, xi the covariate values for patient i, and yi the actual out-
come for this patient (0: survival, 1: non-survival). The Brier score
describes how close the predictions are to the real outcome, and as
such it includes a calibration aspect.
Algorithm 1.
The .632 bootstrap for evaluating inductive methods on day d.
 PATd—set of patients who stayed at least d days in ICU
 B—number of required bootstrap samples
 MethodðSÞ—returns the predictive model resulting from applying method
(TRIM or TESIM) to (bootstrap) sample S
 BrierðM; SÞ—returns Brier score of model M on dataset S
 AUCðM; SÞ—returns AUC of model M on dataset S
 ModðSÞ—returns the model that was ﬁt on (bootstrap) sample S
 BSampleðSÞ—returns bootstrap sample of set S
1: for i ¼ 1 to B do
2: bi ( BSampleðPATdÞ /*Obtain a bootstrap sample of PATd*/
3: OOBi ( PATd bi /*Obtain the out-of-bag set by set difference*/
4: Modi ( MethodðbiÞ /*Apply Method to bi to obtain model Modi*/
5: end for
6: BrierPATd ¼ 1B
PB
i¼1BrierðModi; PATdÞ /*Mean Brier score on PATd*/
7: AUCPATd ¼ 1B
PB
i¼1AUCðModi; PATdÞ /*Mean AUC on PATd*/
8: AUCOOB ( 1B
PB
i¼1AUCðModi;OOBiÞ /*Mean AUC on OOBs*/
9: BootstrapSamples ( Sibi
10: for j ¼ 1 to jPATdj do
11: CðjÞ ( fb 2 BootstrapSamples jPATdj R bg /*The set of all bootstrap
samples not containing the observation j*/
12: BrierOOBðjÞ ¼ 1jCðjÞ j
P
bi2CðjÞBrier ðModðbiÞ; fPATdjgÞÞ /*Mean Brier score
per patient observation whenever it was in an OOB*/
13: end for
14: BrierOOB ¼ 1jPATdj
PjPATdj
j¼1 Brier
OOB
ðjÞ /*Mean Brier over all observations*/
15: Brier0:632 ¼ 0:368  BrierPATd þ 0:632  BrierOOB
16: AUC0:632 ¼ 0:368  AUCPATd þ 0:632  AUCOOBWhat these choices mean is that the two inductive methods un-
der comparison are applied on each of the 300 bootstrap samples
for each day of ICU stay between day 2 and day 7. Hence there will
be 300 models for each day for each method. Algorithm 1 describesh
n
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the predictive performance. For comparing methods, the same set-
up is used but one considers differences between performance
measures in each bootstrap sample, as we describe below.
We can see in the last steps of the algorithm that two elements
determine the predictive performance of a method. The ﬁrst ele-
ment is simply the performance of its models on the original data-
set when trained on the bootstrap samples (the models are
denoted by Modi). To illustrate, for the Brier score this is
1
300
P300
i¼1BrierðModi; PATdÞ which is denoted as BrierPATd. The second
element consists of performance on the observations when they
were in the OOB sample. To illustrate, for each observation
PATdj 2 PATd we calculate the mean Brier score on PATdj when
PATdj was in an OOB (observations may vary in the number of
times they appear in an OOB over the 300 randomization trials).
Then the mean of these average Brier scores, denoted BrierOOB, is
calculated. Taking the weighted average of the two elements with
weight 0.368 for BrierPATd and 0.632 for BrierOOB corrects the biased
(optimistic) performance as measured by BrierPATd and represents
the .632 performance estimate. The factor .632 arises because it
is the probability for an observation to appear in a bootstrap sam-
ple. For the AUC, AUCPATd is calculated in the same manner as for
the Brier score. However, because we cannot obtain the AUC on
individual observations, AUCOOB is calculated in a slightly different
manner: for each of the 300 iterations we calculate the AUC on the
OOB in that iteration as one set AUCðModi;OOBiÞ, and then we take
the mean over all iterations to obtain AUCOOB.
Aside from evaluating predictive performance of a method one
may readily compare theperformanceof the twomethods on anygi-
ven day. One simply takes the differences between the performance
measures (BrierandAUC)obtainedby the twomethods ineachboot-
strap sample. For each bootstrap sample bi;AUC
0:632ðbiÞ ¼ 0:368
AUCðModi; PATdÞ þ 0:632  AUCðModi;OOBiÞ, and Brier0:632ðbiÞ ¼
0:368  BrierðModi; PATdÞ þ 0:632  BrierðModi;OOBiÞ. Note that be-
cause we consider each bootstrap sample separately we also calcu-
late the Brier per iteration on the OOB sample as a whole, just like
with the AUC. Becausewe nowhave 300 points of the bootstrap dis-
tributionof thedifferencesbetweeneachof theseperformancemea-
sures we can declare statistical difference between the inductive
methods in various ways. In this paper we resort to the bootstrap
percentile method at the 0.05 level: The 2.5 and 97.5 percentiles of
the bootstrap distribution of each statistic deﬁne its 95% conﬁdence
interval. Thedifference isdeclared signiﬁcantat the0.05 level if the0
is not included in this interval.
We deﬁned the performance difference as the estimated perfor-
mance of TESIM (the FTS-based inductive method) minus the esti-
mated performance of TRIM (the traditional method). A positive
difference in the AUC value and a negative difference in a Brier
score are indicative of better performance for TESIM over TRIM
in discrimination and accuracy, respectively.
4. The inductive methods
The two methods compared in this study, and presented in [6],
predict on a daily basis the probability of hospital discharge mor-
tality. For each day of prediction during the ICU stay each method
generates one prognostic model.
4.1. The traditional inductive method, TRIM
TRIM is based on the current ICU method for mortality
prediction. It applies logistic regression (see Appendix A) with
input variables (covariates) whose values are obtained within
24 h of a patient’s admission. These covariates quantify the sever-
ity-of-illness of the patient at admission. Exemplary to this familyof models is the SAPS model which is the object of study in this pa-
per. The SAPS model uses the score SAPS and the logðSAPSþ 1Þ as
its sole covariates. The probability of hospital mortality is de-
scribed by:
Pðdied ¼ 1jSAPSÞ ¼ e
b0þb1 SAPSþb2 logðSAPSþ1Þ
1þ eb0þb1 SAPSþb2 logðSAPSþ1Þ ð1Þ
where the term b0 þ b1 SAPSþ b2 logðSAPSþ 1Þ is called the linear
predictor (LP). Unlike the original SAPS-II method, which is applied
only once for all patients, TRIM develops various models one for
each ICU day of stay. Each model for a day d of prediction is trained
on data of patients staying at least d days in the unit. The TRIM
models differ only in the estimates of the coefﬁcients. Recall that
in this comparison TRIM is used as the reference method against
which the TESIM method is to be compared.4.2. The FTS-based inductive method, TESIM
The inductivemethod based on the discovery of frequent tempo-
ral sequences was developed in our previous work [6]. The main fo-
cus of the current paper is not improving the pattern-basedmethod
itself. Instead, the focus is on the evaluation of such inductivemeth-
ods. We hence only brieﬂy explain TESIM here as applied to organ
function sequences. TESIM generates daily prognosticmodels based
on a variable selection strategy for predicting hospital mortality.
Just like in TRIM, a prognostic model for each day of stay uses the
admission information (SAPS and logðSAPSþ 1Þ) but now also in
combination with abstractions from the temporal data collected
during patient stay, up to and including the day of prediction. This
information includes the six daily individual organ system scores
available from each patient. The scores are transformed from a
quantitative to a qualitative representation based on their median
values over all days of all the patients from the data set (and hence
will not be obtained by bootstraping on individual days). The med-
ian, rather than a pre-deﬁned cut-off point on the organ score, was
chosen because the distribution may be quite skewed leaving very
little observations at one side of the pre-deﬁned cut-off point.
To illustrate, if the sequence of the coagulation system’s func-
tioning in the ﬁrst 5 days of a patient’s stay was 3–4–4–2–0, and
the median value of this score is 1 for all patients, then the quali-
tative representation of this sequence will be Coag{c2, c2, c2, c2,
c1} where all values for this organ system that areP1 fall in cate-
gory c2. The qualitative representation of the data serves the pur-
pose of discovering frequent univariate patterns of organ function
categories. For each day of prediction d, frequent temporal se-
quences (our patterns) are discovered in the training set from the
patients staying at least d days in the unit. The discovery procedure
is based on an adaptation of the A-priori algorithm which was pre-
viously developed in [19]. We consider a speciﬁc type of FTSs,
those aligned to the day of prediction and consisting of qualitative
values coming from consecutive days of stay. This restriction re-
ﬂects the belief that more recent events, particularly on the last
day, are more relevant than events happening earlier in time. An
FTS is frequent if the number of patients in which it occurs is larger
than a pre-deﬁned threshold value (e.g. 5% of the sample). For
example the length-2 respiratory FTS Resp{c1, c2} occurs as
aligned to day 3 within the following patient sequence showing
the ﬁrst 5 days of the respiratory organ dysfunction status: c2–
c1–c2–c2–c1. This is because this pattern agrees with the patient’s
sequence at day 3 and day 2. In contrast, the pattern Resp{c2, c2}
does not align on day 3 as a consecutive pattern (it does however
for day 4).
By virtue of being a list of events ordered in time of their occur-
rence, our patterns are temporal sequences. In particular the event
is an organ with a dysfunction score above the median; the time of
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the last event occurs at the day of prediction. Our patterns, how-
ever, are simple and do not bear other important temporal aspects.
In particular, only univariate patterns are allowed (so a pattern
cannot express that the liver failed after the renal system); only
sequential patterns without explicit trends are allowed; and the
temporal relationship we allow indicates that an event occurs
one day (and no other time interval) after another. This means that
the patterns discovered in TESIM constitute a restricted form of se-
rial episodes as deﬁned in [20] where a general partial order be-
tween the events is allowed. In the context of our experiments,
the term pattern in the sequel refers to a frequent temporal se-
quence (FTS), but should be applicable to other forms of patterns
in general.
Once FTS discovery is complete, each pattern Patti is repre-
sented as an indicator variable IðPattiÞ in a logistic regression
model where IðPattiÞ ¼ 1 for patients in which FTS occurs and 0
otherwise. Next, a variable selection procedure based on the
Akaike’s Information Criterion (AIC) [5] is applied to retain the
best predictive variables. A model using frequent patterns will
be described by a linear predictor with the following generic
form: LPðSAPS; PattÞ ¼ b0 þ b1 SAPSþ b2 logðSAPSþ 1Þ þ
PK
i¼1 ai I
ðPattiÞ where Patti; i ¼ f1;2; . . . ;Kg represent the model’s selected
frequent temporal sequences. The essential difference between a
traditional model and a TESIM model for day d is that TRIM uses
only the SAPS information. However, the models in TRIM are
reﬁtted speciﬁcally for the population of patients that stayed at
least d days in the ICU. This means that the populations used
for both kinds of models are exactly the same, hence controlling
for the effect of the days themselves, but TESIM is allowed to use,
in addition, the frequent sequences as dummy variables in the
logistic regression model.Table 3
Descriptive statistics of the patient sample.
Survivors Non-survivors
N 2200 728
Admission type (%)
Medical 55 77
Urgent 21 14
Planned 24 9
Mean age ± SD (years) 61 ± 17 68 ± 14
Male (%) 60 62
Median LOS 1.7 3
Mean SAPS 39 615. Case study and results
5.1. Data
The data available for analysis included 9103 admissions. It was
collected between July 1998 and February 2007 from the adult ICU
in the OLVG teaching hospital in Amsterdam. The data included:
SAPS-II scores (in short SAPS) upon admission, all daily SOFA
scores, all daily individual organ system scores and in-hospital sur-
vival status. To allow for a fair comparison to the SAPS model alone
(used in TRIM), we used the established SAPS exclusion criteria to
eliminate records of patients admitted after cardiac surgery (5291
cases), with length of stay <0.33 days (479 cases), with missing
SAPS values (474 cases), admitted with severe burns (10), younger
than 18 years (62) and cases pertaining to readmissions (550
cases). Missing values in the individual organ system scores (and
hence also for SOFA), were imputed using the maximum of the
‘‘left” and ‘‘right” adjacent individual organ scores, or the only adja-
cent value itself when the values for the ﬁrst or last days are miss-
ing. Cases with 2 or more consecutive missing values were
discarded. In total 2928 admissions were retained for analysis.
Table 3 depicts characteristics of survivors and non-survivors in
the sample. The mortality rate was about 25% with higher organ
dysfunction in the non-survivors compared to the survivors for
all organ systems.Mean SOFA 7.3 9.6
Mean # org. fail. 4.4 9.8
Mean Resp 3.5 3.7
Mean Coag 0.8 1.0
Mean Hepa 0.3 0.5
Mean Cardio 1.6 1.9
Mean Neuro 0.3 1.1
Mean Ren 0.8 1.45.2. Results
5.2.1. Categorization
The obtained rules for categorizing the individual SOFA scores
were: Respiratory: category c1 for values in {0, 1, 2, 3} or category c2
otherwise.
 Coagulation: category c1 for the value 0 or category c2
otherwise.
 Hepatic: category c1 for the value 0 or category c2 otherwise.
 Circulatory: category c1 for values in {0, 1, 2} or category c2
otherwise.
 Neurologic: category c1 for the value 0 or category c2
otherwise.
 Renal: category c1 for values in {0, 1} or category c2 otherwise.
To obtain a sense of the variability of the medians (which is
indicative of the distribution around the median in the original
dataset) we performed 1000 separate bootstrap samples from the
original dataset. The median was so stable that it was equal to
the median of the original dataset in at least 95% of the samples.5.2.2. Performance comparison
In Table 4 the results of comparing the two methods per day of
prediction are depicted covering the days 2–7 of ICU stay. A
DBrier < 0 indicates a better accuracy by the Brier score (and hence
also calibration) of TESIM. By the same token a DAUC > 0 indicates
better discrimination between survivors and non-survivors for TE-
SIM. The difference in the Brier scores ranged between 10 103
and 5 103 with conﬁdence intervals strictly in the domain of
negative real numbers. Because the corresponding 95% CIs do not
include the value 0, which corresponds to the null hypothesis of
no difference, all DBriers are statistically signiﬁcant at the 0.05 le-
vel. The TESIM models had also higher discrimination performance
with differences in the AUC ranging from 0.016 to 0.059 and were
always signiﬁcant at the 0.05 level with the exception of day 6.5.2.3. Insight
An important advantage of resampling methods is the insight
obtained by inspecting the variability of an estimate over the
(bootstrap) samples. One may focus on organ systems, days, pat-
terns, and model coefﬁcients. Below we provide a series of illustra-
tive examples of such estimates. Consider how often an organ
system is selected in a model, in other words when the model in-
cludes a pattern of that organ system.
Fig. 1 shows the frequency of each of the selected 6 types of or-
gan systems selected in the models over the 300 bootstrap samples
from days 2 to 7 of prediction. The dominance of the neurological
system is evident and an increased frequency of selecting the cir-
culatory and renal systems in later days is noticeable. The nature
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Fig. 1. The frequency in which an organ system’s FTS was included in the TESIM prognostic models for days 2–7 of prediction in the 300 bootstrap samples.
Table 4
The mean Brier score and AUC of TESIM and TRIM per day of prediction, and the differences between them. The estimates and the 95% conﬁdence intervals in the differences are
based on the ‘‘.632” bootstrap method.
Prediction day Brier score DBrier 103 AUC DAUC 103
TESIM TRIM TESIM TRIM
2 0.159 0.165 6 (9, 2) 0.742 0.726 16 (5, 24)
3 0.140 0.150 10 (13, 5) 0.734 0.702 32 (18, 45)
4 0.125 0.134 9 (13, 5) 0.710 0.663 46 (25, 62)
5 0.116 0.123 7 (10, 2) 0.688 0.651 36 (6, 58)
6 0.110 0.115 5 (8, 1) 0.670 0.636 33 (3, 57)
7 0.101 0.110 8 (12, 4) 0.678 0.618 59 (17, 94)
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Fig. 2.
For example, on day 3 of prediction the neurological pattern de-
scribed by 22—corresponding to the Neuro{c2, c2} FTS—represents
the occurrence of neurological organ dysfunction scores from cat-
egory c2 in days 2 and 3 of patient stay. This category includes val-
ues of the neurological system score indicating any derangement
(>0), see the reported medians above.
The 10 most selected patterns for day 6 of prediction are pre-
sented in Fig. 3. This illustrates the dominant FTSs over the boot-
strap samples. Fig. 4 shows the model coefﬁcients of the 10 most
selected patterns (FTSs) for day 6 of prediction in the form of box
plots revealing information regarding the contribution of these
patterns to the outcome. For example, the median coefﬁcient for
having a circulatory score in category 2 (score 3 or 4) on day 6 is
1.2 implying an odds-ratio of e1:2 ¼ 3:32 between those with this
pattern compared to those without it. The ﬁgure also helps inspect-
ing whether the a priori perceived ‘‘adverse” patterns (those with
only category 2 or indicating worsening in the organ system
functioning) are associated with higher mortality. The choice to
illustrate the sixth day of stay is motivated by our intention to
inspect frequently selected organ dysfunctions in later days of
ICU stay for which the prediction problem becomes usually harder.6. Discussion
6.1. Interpretation of results
The covariate coefﬁcients in the models for day 6, presented in
Fig. 4, concord with our expectations. All patterns including only
category 1 or showing ‘‘recovery” in organ functioning (Circ{c2,
c1, c1, c1, c1, c1}) were indeed always associated with a negative
coefﬁcient as would be expected. By the same token, all patterns
with positive coefﬁcients included a category 2. The pattern He-
pa{c2, c2, c2, c2} requires more investigation: it is associated with
a negative coefﬁcient and yet it depicts dysfunction in the patient’s
hepatic organ system. It is unclear whether the unfavorable odds-
ratio is due to the categorization not being sensitive enough to pick
on the difference between moderate dysfunction and complete or-
gan failure, or because the other patterns (not shown here), co-se-
lected in the models, play a role in this phenomenon.
Table 4 shows that the TESIM models consistently outper-
formed the traditional models, both in aspects of calibration and
discrimination and almost always with statistically signiﬁcant dif-
ference (except for day 6 for the AUC difference). Note also that the
pattern-based TESIM models are the result of a straightforward
automatic variable selection procedure that facilitates performing
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Fig. 2. Frequency of selecting FTSs of the neurological system in the prognostic models (for days 2–7). The X-axis depicts the neurological FTSs (e.g. 22 is Neuro{c2, c2}) and
the Y-axis represents the frequency an FTS was selected over the 300 bootstrap samples for a given day.
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bootstrap samples.
584 T. Toma et al. / Journal of Biomedical Informatics 43 (2010) 578–586the bootstrap experiment without any additional ﬁne tuning. This
can sometimes lead to unstable models: a slight change in the data
may cause a large change in the regression coefﬁcients. We sug-
gested improvements in constructing pattern-based models in [6].6.2. Strengths and limitations of the proposed approach
The main strength of this work is the synthesis between pattern
discovery, logistic regression, and resampling methods to assess
and compare among inductive methods. In addition, we use both
discrimination (AUC) and accuracy measures (the Brier score,
which also includes a calibration measure) when evaluating mod-
els. Both of our measures generalize to multiple classes. In [21] the
deﬁnition of the AUC was extended by averaging pairwise compar-
isons. The original deﬁnition of the Brier score was already ex-pressed in terms of multiple classes: BS ¼ 1N
PN
i¼1
PC
c¼1ðPic  yicÞ2
where Pic is the predicted probability of class c (from C classes)
for instance i [22]. This approach is novel in prognostic research
in the ICU at least. We use the bootstrap procedure which,
although computationally intensive, overcomes limitations of
cross-validation [17] such as the subjective choice of the number
of folds to be used and the fact that not all data are used in training.
One limitation of this study is that we do not prospectively val-
idate the models to inspect performance on data collected at a later
period in time than when models have been ﬁt. But our approach
allows to focus on the added value of methods without additional
confounders.
Another limitation of our approach is that we did not take into
account the correlation of results between days. We hence have
shown that the pattern-based method performed better on any gi-
ven day of a series of days but we did not address an aggregate
summary measure that takes the correlation between days into ac-
count. This forms an interesting future work.6.3. Patterns of organ function categories in prediction
Bootstrapping allows for a more comprehensive insight into the
patterns of organ dysfunction and their predictiveness. Fig. 1
showed the dominance of the neurological system in the selected
patterns. One may also observe a clear increase in the frequency
of selecting the circulatory system in days 6 and 7 of prediction.
Also the renal organ system seems to have more prognostic value
in the later days of prediction whereas the respiratory system
exhibits variations in the number of selections over the 6 days of
prediction. The coagulation system was often selected on days 2,
3 and 4 and less in days 5–7. The hepatic system seems to hold rel-
atively small predictive information and is infrequently selected on
most days. The patterns Neuro{c2} and Neuro{c2, c2}, indicating
organ derangement in the neuronal systemwere the most often se-
lected patterns.
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Fig. 4. The bootstrap distribution of the model’s coefﬁcient estimates for the 10 most frequently selected FTSs for day 6.
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fc1; c1g or fc2; c2g were favored possibly because our categoriza-
tion approach is not sensitive to the small day to day variations in
the patients’ scores and because shorter patterns are more fre-
quent than longer ones. When considering day 6 of prediction,
the circulatory pattern Circ{c2} is shown to be the most frequent
(Fig. 3). However, the dominant organ system remains the neuro-
logical system which has 5 patterns in the 10 most frequently se-
lected patterns. The only pattern showing improvement in the
functioning of an organ system that is often predictive in combi-
nation with other covariates is Circ{c2, c1, c1, c1, c1, c1}, the
other patterns indicated a sequence of the same organ function
category. Fig. 4 shows the models’ coefﬁcients for each of the
10 most frequent patterns from the 300 bootstrap iterations. This
provides insight into the variance of these coefﬁcients over the
bootstrap samples. All the patterns showing increased dysfunc-
tion (indicated by patterns with category c2) were associated
with positive coefﬁcients conﬁrming the expectations that mor-
tality is inﬂuenced by functional derangement in the organ sys-
tems. The Hepa{c2, c2, c2, c2} pattern was associated with
coefﬁcients ranging in the domain of negative values in discor-
dance to our anticipation, but note that the category c2 for the
liver means ‘‘any derangement” not necessarily a serious one.
The inspection of results over days, organ system patterns, and
model coefﬁcients facilitates discussions about the results which
may be beneﬁcial for analysts and for communication between
analysts and domain experts.
Although the main focus of this paper was to evaluate an exist-
ing suggested method, we reﬂect here on useful directions for
adapting the inductive method itself, which could improve it even
further. One direction is to use a more expressive temporal pattern
language to allow for: multivariate patterns; generic operations
between them (before, after, close, equal), and properties thereof
(order, concurrency, and synchronicity), see [23] for a review of
such languages. Another useful approach is to investigate other
ways to provide predictions such as using ensemble of models each
using different features. One interesting approach recently sug-
gested is [24] in which for each pair of predictor variables convex
hulls of positive and negative samples in the training set are
formed as classiﬁers.6.4. Conclusions
This work introduced a design and experiment for evaluating
and comparing inductive methods of prognostic models based on
the principles of accounting for the relevant sources of variation.
Using this design we compared a prognostic method using pat-
terns, in the form of frequent temporal sequences of organ dys-
function, to a method that merely reﬁts models for each day of
prediction. The pattern-based method was shown to be superior
in terms of accuracy (with a calibration aspect) as well as discrim-
ination over the traditional one. We also showed how inspecting
patterns’ frequencies and model coefﬁcient estimates over the
bootstrap samples provides insight in organ system dysfunction
and their association with the outcome (survival status).Acknowledgments
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634.000.020.Appendix A. Logistic regression
A logistic regression model [25] speciﬁes the conditional
probability of a binary outcome variable Y, given the values of the
covariate vector x ¼ ðx1; . . . ; xmÞ : pðY ¼ 1 j xÞ ¼ eLPðxÞ1þeLPðxÞ. Form covari-
ates the natural logarithm of the odds (logit) is equal to the linear
predictor LPðxÞ : log pðY¼1 j xÞ1pðY¼1 j xÞ
 
¼ LPðxÞ ¼ b0 þ
Pm
i¼1bi  xi where
bi; i ¼ 1; . . . ;m, denote the coefﬁcients of them covariates. A coefﬁ-
cient ðbiÞ can be interpreted in terms of an odds-ratio. Suppose the
linear predictor is b0 þ b1  SAPSþ b2  Patt where Patt ¼ 1 for pa-
tients having some speciﬁc pattern and 0 for patients not having
the pattern. The odds of dying for those having the pattern,
oddsðPatt ¼ 1Þ is PðY ¼ 1jPatt ¼ 1Þ=PðY ¼ 0jPatt ¼ 1Þ and for those
not having the pattern, oddsðPatt ¼ 0Þ is PðY ¼ 1jPatt ¼ 0Þ
=PðY ¼ 0jPatt ¼ 0Þ. The quantity eb2 is equal to the odds-ratio
oddsðPatt ¼ 1Þ=oddsðPatt ¼ 0Þ. A positive coefﬁcient corresponds to
an odds-ratio >1 and indicates that, when adjusting for all other
586 T. Toma et al. / Journal of Biomedical Informatics 43 (2010) 578–586variables (here SAPS), the odds of the event is higher for those with
the pattern compared to those without it.References
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