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Abstract
This paper presents robust discontinuous Galerkin methods for the incompressible Navier–Stokes equations
on moving meshes. High-order accurate arbitrary Lagrangian–Eulerian formulations are proposed in a unified
framework for both monolithic as well as projection or splitting-type Navier–Stokes solvers. The framework
is flexible, allows implicit and explicit formulations of the convective term, and adaptive time-stepping. The
Navier–Stokes equations with ALE transport term are solved on the deformed geometry storing one instance
of the mesh that is updated from one time step to the next. Discretization in space is applied to the time
discrete equations so that all weak forms and mass matrices are evaluated at the end of the current time step.
This design ensures that the proposed formulations fulfill the geometric conservation law automatically, as is
shown theoretically and demonstrated numerically by the example of the free-stream preservation test. We
discuss the peculiarities related to the imposition of boundary conditions in intermediate steps of projection-
type methods and the ingredients needed to preserve high-order accuracy. We show numerically that the
formulations proposed in this work maintain the formal order of accuracy of the Navier–Stokes solvers.
Moreover, we demonstrate robustness and accuracy for under-resolved turbulent flows.
Keywords: arbitrary Lagrangian–Eulerian (ALE), incompressible Navier–Stokes, discontinuous Galerkin,
matrix-free methods, projection methods
1. Introduction
The arbitrary Lagrangian–Eulerian (ALE) continuum mechanics description is the basis of many methods
to capture flow problems on deforming domains. A very prominent class of applications are fluid–structure
interaction problems with moderate deformations of the structure, where moderate means that a mesh mov-
ing or mesh smoothing algorithm is able to handle the mesh deformation of the fluid mesh following the
deformations imposed at the fluid–structure interface, as opposed to very large deformations and topological
changes that require other, geometrically more flexible techniques. ALE methods have a long tradition and
have first been developed for finite difference methods [1], see also [2] for a review on the early development
of this methodology, as well as [3] for a survey of ALE methods. It has later been developed for finite element
discretizations of the compressible Navier–Stokes equations in [4, 2], of the incompressible Navier–Stokes
equations using linear elements in [5] and spectral element discretizations in [6], and also for finite volume
discretizations, see for example [7]. In the context of discontinuous Galerkin (DG) discretizations, this
technique has first been applied to the compressible Navier–Stokes equations being solved on the deforming
domain [8, 9, 10], or solving transformed equations on a reference domain [11, 12]. For the incompressible
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Navier–Stokes equations, the development of ALE-DG methods lagged somewhat behind as detailed below.
An ALE method satisfying the geometric conservation law (GCL) [13] is able to preserve a constant flow
state on moving meshes. The GCL has extensively been discussed in the context of finite volume discretiza-
tions of the compressible Navier–Stokes equations, see for example the review article [14] and references
therein. Here, we especially refer to two works [15, 16] addressing the solution of incompressible flow prob-
lems and being particularly relevant for the present work. Following the design described in [15] one can
easily construct incompressible flow solvers that automatically fulfill the geometric conservation law, and
we therefore do not discuss this topic at length in the present work.
Before discussing ALE-DG methods for incompressible flows, let us first summarize the key issue of
incompressible Navier–Stokes DG solvers in the Eulerian case with static meshes. The main problem orig-
inates from the nonlinearity of the convective term in case the numerical velocity field is not pointwise
divergence-free like with standard L2-conforming spaces. In this circumstance, the energy stability derived
e.g. for an upwind flux with linear transport terms of constant speed is lost. Special DG discretizations
that are exactly mass conserving and energy stable have been discussed in early mathematical literature
on DG methods for the incompressible Navier–Stokes equations, see [17, 18, 19]. However, the importance
of this aspect and its relevance for practical problems have long not been realized in application-oriented
DG literature, where no attempts have been made to fulfill these properties [20, 21, 22, 23, 24, 25]. It was
later found in [26, 27, 28, 29] that compliance with (i) the divergence-free constraint and (ii) inter-element
continuity of the normal velocity is crucial in obtaining robust solvers for engineering applications where
the solution is under-resolved, such as turbulent flows. Methods explicitly addressing these two require-
ments can be categorized into two groups, those fulfilling them exactly for example by choosing appropriate
function spaces such as H(div)-conforming spaces where the divergence of the velocity space lies in the
pressure space [17, 18, 19, 30, 31, 32, 33], and those fulfilling them weakly by appropriate stabilization
terms [27, 28, 29, 34, 35]. These constraints on the velocity solution can be imposed in form of a postpro-
cessing step or in an inbuilt/monolithic way, independently of the two categories a method belongs to. A
comparative study of the two categories has been shown recently in [36] in the context of under-resolved
turbulent flows.
ALE formulations for the incompressible Navier–Stokes equations using DG discretizations have been
presented in [37, 38], with the mesh motion being restricted to rigid body rotations without mesh deformation
in [37]. Both methods are based on the dual splitting projection scheme proposed by [39, 40] and use a
discontinuous Galerkin discretization of the velocity–pressure coupling terms without integration by parts,
originating from the method proposed in [22], that has been shown to be unstable for small time step
sizes by independent studies, see [41, 42]. Both works [37, 38] use equal-order poylnomials for velocity and
pressure, but it was shown in [41] that the dual splitting scheme per se is not inf–sup stable as is sometimes
believed. Morever, the works [37, 38] enforce the important aspect of H(div)-conformity discussed above
neither exactly nor weakly, so that the robustness of these methods remains questionable. These works
also do not comment on the fulfillment of the geometric conservation law theoretically or by numerical
experiments. Second-order convergence in time is shown in [37] for a rotating, non-deforming mesh with
fixed boundaries, hence, not being representative of a deforming fluid domain or a fluid–structure interaction
problem. A temporal convergence test is shown in [38] for a full FSI problem by comparing the error against
the solution for the smallest time step size and second-order accuracy is shown. It remains unclear from
these works whether third order accuracy can be achieved for the dual splitting scheme in the ALE case,
which has for example been shown in [28] for a DG method solving the Eulerian form of the equations.
Open questions remain therefore from previous works [37, 38] on ALE-DG methods for the incompressible
Navier–Stokes equations regarding how these methods are implemented exactly and questions about their
numerical properties in terms of stability (small time steps, inf–sup problem, and under-resolved turbulence
or energy stability), fulfillment of the geometric conservation law, and temporal convergence rates.
More sophisticated convergence tests are presented in [43] for a space–time HDG method on deforming
domains, where it is argued that the reasons for choosing the space–time approach are automatically satifying
the geometric conservation law and achieving arbitrarily high order in space and time. An energy-stable
version of such a space–time HDG approach has been proposed recently in [44] achieved through a velocity
field that is H(div)-conforming and exactly divergence-free. As shown in the present work, fulfillment
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of the GCL and discretizations that formally exhibit arbitrarily high order of accuracy in space can also
be achieved with a classical method-of-lines approach. Achieving arbitrarily high order of accuracy in
time with projection-type Navier–Stokes solvers is non-trivial, irrespective of the grid motion. However,
our experience is that second or third-order time integration schemes are sufficient in terms of accuracy
for practical problems, especially if the time step size is restricted according to the CFL condition when
treating the convective term explicitly in time, which is the state-of-the-art solution technique used by some
of the most sophisticated and computationally efficient high-order CFD solvers, such as Nektar++[45] and
Nek5000 [46]. We emphasize that formal orders of accuracy describe the optimal behavior observable only
in the asymptotic regime for sufficiently smooth solution. In this context, it should be mentioned that high
order of convergence in space is rarely observed for practical problems. The dissipation/dispersion properties
and the associated improved resolution capabilities of high-order methods rather than theoretical rates of
convergence motivate the use of high-order methods for application-relevant, turbulent flows [47, 48, 49].
When it comes to the aspect of computational costs, it has not yet been demonstrated that space–time
approaches can keep up with the fast solution techniques for incompressible flows mentioned above. A
similar argument holds for the computational efficiency of matrix-based HDG solvers, which significantly
trail behind fast matrix-free DG implementations on modern CPU hardware, as shown by a recent study [50].
For these reasons, our goal is to develop ALE-DG methods based on the method-of-lines approach that
combine computationally efficient matrix-free DG implementations [51] and fast Navier–Stokes solution al-
gorithms [41, 29] with desirable discretization properties in terms of optimal convergence rates in time and
space, the geometric conservation law, and robustness for turbulent flows. To develop algorithms as simple
as possible, we make the following design choices: We solve the ALE equations on the deformed geometry,
storing one instance of the mesh that is updated from one time step to the next by updating the coordinates
of all nodal points. We introduce the ALE equations on the level of differential equations, subsequently
discretized in time and space. This way, it is straight-forward to satisfy the geometric conservation law
automatically [15], i.e., independently of the mesh motion and how the mesh velocity is computed numeri-
cally. We present a unified framework for both monolithic solvers and widely used projection-type solvers.
The formulation is flexible regarding implicit versus explicit formulations of the convective term, and the
framework naturally includes the option for adaptive time-stepping. Although we consider analytical mesh
motions in the present work, the methods are formulated with fluid–structure interaction problems in mind,
i.e., the ALE formulations are implemented in a way that they only require knowledge about the coordinates
of all grid nodes at discrete instances of time, and the grid velocity is computed from these grid coordinates
in a way that the formal order of accuracy of the time integration schemes is maintained on moving meshes.
The outline of this article is as follows. We derive the ALE form of the incompressible Navier–Stokes
equations in Section 2. Aspects related to the temporal discretization are discussed in Section 3, and the
spatial discretization is subject of Section 4. Here, our focus lies on the aspects relevant to ALE, with the
goal to provide a comprehensive and simple formulation that can easily be included in existing flow solvers.
Numerical results are presented in Section 5, and we summarize our results in Section 6.
2. Incompressible Navier–Stokes equations in arbitrary Lagrangian–Eulerian formulation
We consider the incompressible Navier–Stokes equations in a domain Ω ⊂ Rd
∂u
∂t
∣∣∣∣
X
−∇ · Fv(u) +∇p = f , (1)
∇ · u = 0 , (2)
where u = (u1, ..., ud)
T is the velocity vector and p the kinematic pressure. The body force vector is denoted
by f = (f1, ..., fd)
T. Spatial derivatives are defined w.r.t. the Eulerian coordinates x = (x1, ..., xd)
T, ∇φ =
∂φ
∂x , and |X denotes the material time derivative, i.e., the total time derivative along the trajectory of a
material point X of the fluid. The viscous term is written in Laplace formulation Fv(u) = ν∇u with the
constant kinematic viscosity ν.
To obtain the ALE form of the above equations, the material time derivative (or the Eulerian time derivative
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when considering the incompressible Navier–Stokes equations written in Eulerian coordinates) is replaced
by a time derivative with respect to a fixed point of the mesh (denoted as ALE time derivative in the
following), which gives rise to an additional transport term with transport by the grid velocity uG. However,
this transport term has the same structure as the convective term in Eulerian description, so that the same
implementation with transport velocity w = u − uG instead of the fluid velocity u can be used. The
motivation behind is to apply the time integration scheme with an update of the solution vectors just as
in the Eulerian case, thereby automatically obtaining the solution coefficients on the new mesh. By this
technique, expensive transformations of the solution vector (containing the degrees of freedom of the finite
element expansion) from one mesh at a previous time instant onto another one at the current time instant
is avoided. Apart from the Eulerian coordinates x describing an (arbitrary) point in Euclidean space and
the material coordinates X describing a fixed fluid element, we introduce the mesh coordinates χ describing
a fixed point of the mesh. For transient problems, x(X, t) and x(χ, t) describe the trajectories of a fixed
fluid element or a fixed point of the mesh in the Eulerian coordinates x as a function of time. The fluid and
mesh velocity are therefore given as
u =
∂x
∂t
∣∣∣∣
X
, uG =
∂x
∂t
∣∣∣∣
χ
.
The material time derivative of an arbitrary quantity φ is given as
∂φ (x(X, t), t)
∂t
∣∣∣∣
X
=
∂φ
∂t
∣∣∣∣
x
+
∂φ
∂x
· ∂x
∂t
∣∣∣∣
X︸ ︷︷ ︸
=u
=
∂φ
∂t
∣∣∣∣
x
+ (u · ∇)φ . (3)
The same relation can be stated for the mesh reference frame χ to obtain the desired relation between the
Eulerian and ALE time derivatives
∂φ (x(χ, t), t)
∂t
∣∣∣∣
χ
=
∂φ
∂t
∣∣∣∣
x
+
∂φ
∂x
· ∂x
∂t
∣∣∣∣
χ︸ ︷︷ ︸
=uG
=
∂φ
∂t
∣∣∣∣
x
+ (uG · ∇)φ . (4)
Inserting equations (3) and (4) into equation (1), we arrive at the incompressible Navier–Stokes equations
in ALE formulation
∂u
∂t
∣∣∣∣
χ
+ ((u− uG) · ∇)u−∇ · Fv(u) +∇p = f in Ω(t) , (5)
∇ · u = 0 in Ω(t) . (6)
Remark Note that the formulation chosen as a starting point for discretization in time and space has
important implications regarding compliance with the geometric conservation law. Using the above differ-
ential formulation with the convective term written in non-conservative form to derive temporal and spatial
discretization allows to satisfy the GCL automatically [15]. Alternative conservative formulations with time
derivative in front of the integral over a temporally changing domain contain an additional term in which
the divergence of the mesh velocity occurs, and fulfilling the GCL is more complicated in this case [15, 16].
We mention that the study [16] is inconclusive in the sense that the non-conservative formulation is not
restricted to first-order accuracy in time as implied in that work. As demonstrated in [15] and in the present
work, high-order accuracy in time can be achieved with the non-conservative formulation.
The motion of the domain Ω(t) is described by a function fG = fG(χ, t)
fG :
{
Ω0 × [0, T ]→ Ω(t), Ω0,Ω(t) ⊂ Rd ,
(χ, t) 7→ x (χ, t) .
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ξχ
x
fG(χ, t)
fm(ξ, t)
fm(ξ, t = 0)
Ω˜e
Ωe(t = 0)
Ωe(t)
Ω0
Ω(t)
Figure 1: Illustration of coordinate systems χ and x with mesh deformation fG, and reference coordinates ξ with finite element
mapping fm of polynomial degree km = 2.
With respect to the argument χ, the map fG is a homeomorphism for all times, and the argument t
describes a continuous deformation over time. In the context of this work and for the numerical results
shown below, fG will be an analytically defined, smooth function in space and time. An illustration is
shown in Figure 1. Without loss of generality, we assume x (χ, t = 0) = χ, and therefore Ω(t = 0) = Ω0.
To demonstrate high order of accuracy of the multistep BDF time integration schemes that are used in
this work and that require a starting procedure to demonstrate the formal order of accuracy, it is essential
that the mesh motion is continuously differentiable in time. In the context of fluid–structure interaction,
the mesh motion is defined by the deformation of the fluid–structure interface according to the structural
displacements and a mesh smoothing algorithm calculating the mesh deformation in the interior of the fluid
domain.
The incompressible Navier–Stokes equations (5) and (6) are subject to the initial condition
u(x, t = 0) = u0(x) in Ω0 ,
where u0(x) is divergence-free and fulfills the velocity Dirichlet boundary condition shown below. On the
boundary Γ = ∂Ω = ΓD∪ΓN with ΓD∩ΓN = ∅, Dirichlet and Neumann boundary conditions are prescribed
u = gu on Γ
D(t) , (7)
(Fv(u)− pI) · n = h on ΓN(t) , (8)
where n is the outward pointing unit normal vector and I the identity matrix. As explained in [41], the
Neumann boundary condition is split into a viscous part hu and a pressure part gp in case of projection-type
Navier–Stokes solvers, i.e., Fv(u) · n = hu and p = gp on ΓN(t) with h = hu − gpn. Another characteristic
of the incompressible Navier–Stokes equations is that the pressure is only defined up to an additive constant
in case of pure Dirichlet boundary conditions, Γ = ΓD. A unique pressure solution is obtained from the
constraint
∫
Ω
p dΩ = 0. In that special case the velocity Dirichlet boundary condition has to fulfill the
constraint
∫
ΓD
gu · n dΓ = 0, which is the integral version of the continuity equation (6), transformed into
a surface integral via Gauss’ divergence theorem.
3. Temporal discretization
A multitude of solution strategies have been proposed over the last decades to solve the incompressible
Navier–Stokes equations. While monolithic approaches are straight-forward in terms of time integration and
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in achieving high-order accuracy, projection methods with a splitting of velocity and pressure unknowns are
particularly interesting from the point of view of computational costs, as these techniques decompose the
problem into easier-to-solve equations such as simple Poisson or Helmholtz-like problems. The literature on
projection methods is vast, see [52, 53] for an overview. Here, we focus on those methods that we believe
are most widely used and that also cover different aspects related to implicit versus mixed explicit–implicit
formulations and the availability of high-order formulations, e.g., through rotational formulations. As rep-
resentatives of projection methods, we investigate (incremental) pressure-correction schemes in rotational
form, see [54, 55, 56, 57, 58, 59] for the development of this approach, as well as velocity-correction schemes,
using the high-order formulation proposed in [39, 40]. For these methods, the splitting of the incompressible
Navier–Stokes equations is performed on the level of differential equations, as compared to algebraic splitting
methods. In the following subsections 3.1, 3.2, and 3.3 we briefly summarize the different solution strategies
considered in this work with a focus on the ALE relevant aspects and especially boundary conditions, while
we refer to previous works [41, 29] for a more detailed description in the context of Eulerian formulations
and high-order DG methods. In Section 3.4, the different Navier–Stokes solvers are discussed in terms of
stability and achievable rates of convergence.
Notation Backward differentiation formula (BDF) time integration is used in this work. The time in-
terval [0, T ] is divided into N time steps of variable size. With n = 0, ..., N − 1 denoting the time step
number, the equations are advanced from time tn to tn+1 = tn + ∆tn in time step n, leading to the time
grid {ti}Ni=0 = {t0 +
∑i−1
j=0 ∆tj}
N
i=0
. BDF schemes of order J = 1, 2, 3 are considered. Although A-stability
is only achieved for time integration schemes of order J = 1, 2, third-order accurate schemes have been found
to be useful for practical problems as well and will be investigated in this work. Coefficients γ0 and αi of
the BDF time integration scheme as well as coefficients βi of the extrapolation scheme used to extrapolate
explicit terms are listed in Table 1 for the case of a constant time step size ∆t = T/N , see also [40]. An exten-
sion to variable time step sizes is straight-forward, where the coefficients γn0 , α
n
i , and β
n
i vary from one time
step to the next and can be expressed as simple rational functions of the time step sizes ∆tn, ...,∆tn−J+1,
see also [60]. The time integration constant for adaptive time-stepping are summarized in Appendix A.
Table 1: Coefficients of BDF time integration scheme and extrapolation scheme for constant time step size, see [40].
Order γ0 α0 α1 α2 β0 β1 β2
1 1 1 - - 1 - -
2 3/2 2 −1/2 - 2 −1 -
3 11/6 3 −3/2 1/3 3 −3 1
3.1. Coupled solution approach
Applying the BDF scheme to equations (5) and (6) and using a fully implicit formulation (including the
convective term), we obtain
γn0u
n+1 −∑J−1i=0 αni un−i
∆tn
∣∣∣∣∣
χ
+
((
un+1 − un+1G
) · ∇)un+1 −∇ · Fv(un+1) +∇pn+1 = f (tn+1) , (9)
∇ · un+1 = 0 , (10)
where |χ means that all terms of the BDF sum are evaluated at constant χ, i.e., an ALE-type time derivative
has to be considered. The boundary conditions are
un+1 = gn+1u on Γ
D ,(
Fv(u
n+1)− pn+1I) · n = hn+1 on ΓN .
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As an alternative formulation, we also study an explicit formulation of convective term, discretized in time
via an extrapolation scheme of order J
γn0u
n+1 −∑J−1i=0 αni un−i
∆tn
∣∣∣∣∣
χ
+
J−1∑
i=0
βni
((
un−i − un+1G
) · ∇)un−i −∇ · Fv(un+1) +∇pn+1 = f (tn+1) ,
(11)
where the following boundary condition will be used in the convective term
un−i = gn+1u on Γ
D . (12)
Remark While the boundary condition un−i = gn−iu might be considered a natural formulation as well, it
is interesting to study whether equation (12) also preserves optimal rates of convergence. The advantage
of this formulation is that only one version of the boundary condition is required at any one time of the
solution of the transient problem, therefore easing implementation without the need to store and keep track
of previous versions of the boundary condition for fluid–structure interaction problems. For the projection
methods discussed below, we will see that we can not fully maintain this goal as these methods are more
involved regarding the formulation of boundary conditions.
3.2. High-order dual splitting scheme
The high-order dual splitting scheme [40] consists of the following four sub-steps to be solved in each
time step
γn0 uˆ−
∑J−1
i=0 α
n
i u
n−i
∆tn
∣∣∣∣∣
χ
= −
J−1∑
i=0
βni
((
un−i − un+1G
) · ∇)un−i + f (tn+1) ,
un−i = gn+1u on Γ
D,
(13)
−∇2pn+1 = − γ
n
0
∆tn
∇ · uˆ,
∇pn+1 · n = hn+1p on ΓD,
pn+1 = gn+1p on Γ
N,
uˆ = gn+1uˆ on Γ
D,
(14)
ˆˆu = uˆ− ∆tn
γn0
∇pn+1,
pn+1 = gn+1p on Γ
N,
(15)
γn0
∆tn
un+1 −∇ · Fv
(
un+1
)
=
γn0
∆tn
ˆˆu,
un+1 = gn+1u on Γ
D,
Fv(u
n+1) · n = hn+1u on ΓN.
(16)
The convective term, the pressure term, and the viscous term are taken into account in different sub-steps,
and the pressure Poisson equation (14) is obtained from equation (15) by requiring ∇ · ˆˆu = 0. The viscous
term is formulated implicitly in time, while the convective term is formulated explicitly for this scheme. The
authors are not aware of variants of this splitting scheme that allow an implicit treatment of the convective
term and – at the same time – achieve higher-order accuracy in time.
The pressure Neumann boundary condition hp and the Dirichlet boundary condition guˆ for the intermedi-
ate velocity need to be discussed in more detail. A consistent Neumann boundary condition for the pressure
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is derived by multiplying the momentum equation of the incompressible Navier–Stokes equations by the
normal vector n [39, 40, 53], which yields the following result in case of the ALE form of the incompressible
Navier–Stokes equations
hp (tn+1) =−
 γn0 gn+1u −∑J−1i=0 αni gn−iu
∆tn
∣∣∣∣∣
χ
− f (tn+1)
 · nn+1
−
Jp−1∑
i=0
βni
(((
un−i − un+1G
) · ∇)un−i + ν∇× ωn−i)
 · nn+1 .
(17)
As already noted in our previous work [41] dealing with the Eulerian case, the time derivative term and body
force term appear on the right-hand side as well in the general case of time dependent boundary conditions
and right-hand side vectors f 6= 0, compared to the original formulation in [40] and a later work [6] where
these terms are dropped. Compared to [41] where the exact derivative ∂gu/∂t is used by exploiting that
this term is known analytically in the Eulerian case on ΓD, the acceleration term has to be replaced by a
discrete BDF time derivative in the ALE or fluid–structure interaction case where the boundary condition
is only known at discrete times. Hence, one has to record the history of Dirichlet boundary values gu in
case of the dual splitting scheme. Since the time derivative is of ALE-type at constant χ, the convective
term needs to be formulated in ALE form as well. The velocity un+1h at time tn+1 is unknown at this point
of the algorithm, so that the convective term and the viscous term need to be formulated explicitly. For
the viscous term we use the well-known rotational formulation ∇× ω (with vorticity ω = ∇× u) which is
obtained from the identity ∇2u = ∇(∇ · u)−∇× (∇× u) = −∇× (∇× u) = −∇× ω. This formulation
proposed by [39, 40] makes use of the incompressibility constraint ∇ · u = 0, and it is well understood that
the rotational formulation significantly improves accuracy as compared to the Laplace formulation [53, 52];
nevertheless the latter formulation ∇2u is also used sometimes [61, 62, 38].
The velocity Dirichlet boundary condition for the intermediate velocity uˆ is derived in a similar fashion
from equation (13), see also [41] where this boundary condition has been proposed for the Eulerian case
guˆ (χ, tn+1) =
J−1∑
i=0
αni
γn0
gu(χ, tn−i)− ∆tn
γn0
J−1∑
i=0
βni
((
un−i − un+1G
) · ∇)un−i + ∆tn
γn0
f (tn+1) , (18)
As indicated in the above equation, the history of the boundary condition gu is evaluated in grid coordi-
nates χ following the moving mesh from one time instant to the next, so that the ALE form of the convective
term is required in this boundary condition similar to the pressure Neumann boundary condition (17). The
convective term again needs to be extrapolated.
Remark One might raise the question why the terms in equation (17) coming from the acceleration term
evaluate the prescribed boundary data gu instead of simply evaluating the numerical solution u coming
from the interior of the domain, since this is also done for the convective and viscous terms in the boundary
conditions. From the formulations in [22, 24, 63, 62, 38] it is unclear whether the acceleration term in equa-
tion (17) should directly evaluate the numerical solution u if the time derivative is not known analytically.
The same holds for the BDF time derivative terms in equation (18). We found that using u instead of gu for
the time derivative terms in equations (17) and (18) leads to instabilities that occur for small time step sizes.
We therefore recommend to use the available boundary data gu in the above boundary conditions whenever
possible. We further note that the works [22, 24] do not use a boundary condition like equation (18) since
these works use a different DG discretization of the velocity divergence term in equation (14) compared
to the present work, namely a formulation without integration by parts and, hence, without imposition of
boundary conditions, see Section 4 for details. However, it was shown in [41] that integration by parts of
this term in the context of discontinuous Galerkin methods is essential to obtain stability for small time
steps and that a consistent Dirichlet boundary condition according to equation (18) is necessary to obtain
high-order accuracy in time.
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3.3. Pressure-correction scheme
Pressure-correction schemes are another class of projection methods, treating both convective and vis-
cous terms in the same sub-step, see [52] for detailed information. Extending the formulation of pressure-
correction schemes for non-moving meshes shown in [41, 29] to the ALE formulation of the incompressible
Navier–Stokes equations, the pressure-correction schemes can be summarized as follows
γn0 uˆ−
∑J−1
i=0 α
n
i u
n−i
∆tn
∣∣∣∣∣
χ
+
((
uˆ− un+1G
) · ∇) uˆ−∇ · Fv (uˆ) =
−
Jp−1∑
i=0
βni ∇pn−i + f (tn+1) ,
uˆ = gn+1u on Γ
D,
Fv(uˆ) · n = hn+1u , on ΓN,
pn−i = gn−ip on Γ
N,
(19)
−∇2φn+1 = − γ
n
0
∆tn
∇ · uˆ,
∇φn+1 · n = hn+1φ = 0 on ΓD,
uˆ = gn+1u on Γ
D,
φn+1 = gn+1φ on Γ
N,
(20)
pn+1 = φn+1 +
Jp−1∑
i=0
βni p
n−i − ζν∇ · uˆ,
uˆ = gn+1u on Γ
D,
(21)
un+1 = uˆ− ∆tn
γn0
∇φn+1,
φn+1 = gn+1φ on Γ
N.
(22)
Here, Jp is the order of extrapolation of the pressure gradient term. Schemes with Jp = 0 are called non-
incremental, and schemes with Jp ≥ 1 incremental pressure-correction schemes. The standard formulation is
obtained for ζ = 0, while the rotational formulation corresponds to ζ = 1. We exclusively study the rotational
version in the present work due to improved convergence rates and accuracy [52]. In the above equations, the
convective term is formulated implicitly. As for the monolithic solver, we consider an alternative formulation
with explicit treatment of the convective term, resulting in the following momentum equation in the first
sub-step
γn0 uˆ−
∑J−1
i=0 α
n
i u
n−i
∆tn
∣∣∣∣∣
χ
−∇ · Fv (uˆ) = −
J−1∑
i=0
βni
((
un−i − un+1G
) · ∇)un−i − Jp−1∑
i=0
βni ∇pn−i + f (tn+1) ,
(23)
where the following boundary condition is imposed for the convective term
un−i = gn+1u on Γ
D . (24)
The pressure Poisson equation (20) is subject to the pressure Dirichlet boundary condition
gφ(χ, tn+1) = gp (χ, tn+1)−
Jp−1∑
i=0
βigp (χ, tn−i) . (25)
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Remark As mentioned in [41] for the Eulerian version of the present solver, the boundary condition (25) is
an extension of the boundary condition (10.3) in [52] towards time-dependent pressure boundary conditions
on ΓN. Note that we prescribe pn−i = gn−ip in equation (19) to be consistent with boundary condition (25).
We otherwise observe suboptimal rates of convergence when prescribing pn−i = gn+1p . Hence, a history of
pressure Dirichlet boundary values on ΓN has to be stored for the pressure-correction scheme for higher-
order schemes with Jp ≥ 1, which can be seen as a consequence of the operator splitting as compared to the
monolithic solver described in Section 3.1.
3.4. Discussion of incompressible Navier–Stokes solvers
Let us briefly summarize and discuss the different Navier–Stokes solver strategies. Already when consid-
ering the unsteady Stokes equations without convection, projection methods are in general only conditionally
stable for higher extrapolation order Jp. According to [64], the dual splitting scheme is unconditionally sta-
ble for Jp ≤ 2 independent of the order 1 ≤ J ≤ 4 of the BDF scheme, but only conditionally stable
for Jp > 2. Hence, the scheme with parameters J = 3 and Jp = 2 provides the highest order of accuracy,
namely ∆t3, among the schemes that are unconditionally stable. Pressure-correction schemes are only un-
conditionally stable for Jp ≤ 1, while they are conditionally stable for Jp ≥ 2, see [52]. This is also in
agreement with our numerical results where we observe instabilities for Jp = 2. Hence, the highest accuracy
combined with unconditional stability is achieved for J = 2, Jp = 1, resulting in a second-order accurate
scheme, ∆t2. Let us mention that the scheme J = 3, Jp = 2 shows indeed third-order accuracy, but is
only conditionally stable and not suited for practical problems. From these considerations, we derive the
parameters Jp = min(2, J), J ≤ 3 for the dual splitting scheme, and Jp = min(2, J) − 1, J ≤ 2 for the
pressure-correction scheme as an optimal choice. The monolithic solution approach and the dual splitting
scheme have the advantage that the third-order schemes are stable. The fact that the pressure-correction
scheme allows both implicit and explicit formulations of the convective term can be seen as an advantage
over the dual splitting scheme, especially when one wants to avoid restrictions of the time step size accord-
ing to the CFL condition and when high-order of accuracy is not the primary target. Finally, the simpler
structure of algebraic equations is often considered an advantage of projection methods over the monolithic
approach. We therefore analyze these different methods in the present work since we believe they cover
different facets of incompressible Navier–Stokes solvers.
4. Spatial discretization
Notation The computational domain Ωh =
⋃Nel
e=1 Ωe ∈ Rd is composed of Nel finite elements, which are
non-overlapping and of quadrilateral/hexahedral shape in the context of this work. The boundary Γh =
∂Ωh approximates Γ, and it holds Γh = Γ
D
h ∪ ΓNh with ΓDh ∩ ΓNh = ∅ as in the spatially continuous case.
Approximations to velocity u(x, t) and pressure p(x, t) are denoted by uh(x, t) ∈ Vuh and ph(x, t) ∈ Vph,
where the discontinuous Galerkin finite element spaces of test and trial functions are defined as
Vuh =
{
uh ∈ [L2(Ωh)]d : uh (xe(ξ, t)) |Ωe = u˜eh(ξ)|Ω˜e ∈ Vuh,e = [Qku(Ω˜e)]d , ∀e = 1, . . . , Nel
}
,
Vph =
{
ph ∈ L2(Ωh) : ph (xe(ξ, t)) |Ωe = p˜eh(ξ)|Ω˜e ∈ V
p
h,e = Qkp(Ω˜e) , ∀e = 1, . . . , Nel
}
.
The polynomial space Qk(Ω˜e) of tensor degree ≤ k is defined on the reference element Ω˜e = [0, 1]d with
reference coordinates ξ = (ξ1, ..., ξd)
T. We approximate velocity and pressure on element e by nodal Lagrange
polynomials
u˜eh(ξ, t) =
ku∑
i1,...,id=0
lkui1...id(ξ)u
e
i1...id
(t) , p˜eh(ξ, t) =
kp∑
i1,...,id=0
l
kp
i1...id
(ξ)pei1...id(t) , (26)
where uei1...id and p
e
i1...id
denote the nodal degrees of freedom of the velocity and pressure solution on
element e, respectively. The multidimensional shape functions lki1...id are given as the tensor product of
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one-dimensional shape functions, lki1...id(ξ) =
∏d
n=1 l
k,1D
in
(ξn), where l
k,1D
i (ξ) are the Lagrange polynomials
of degree k based on the Legendre–Gauss–Lobatto nodes.
For reasons of inf–sup stability, the polynomial degree for the pressure is kp = ku − 1, see [41]. For ease
of notation, we simply write ku = k in the following. In the above equations, x
e(ξ, t) : Ω˜e → Ωe(t) denotes
the mapping from reference space to physical space
fem :
{
Ω˜e × [0, T ]→ Ωe(t), Ω˜e = [0, 1]d ,Ωe(t) ⊂ Rd ,
(ξ, t) 7→ xe (ξ, t) .
For the mapping, the same ansatz is used as for approximating the solution, but with polynomial degree km
xe(ξ, t) =
km∑
i1,...,id=0
lkmi1...id(ξ)x
e
i1...id
(t) .
The mapping can be seen in analogy to the function fG describing the topological changes of the domain Ω.
While fG is defined globally for the whole domain and in a spatially continuous way, the finite element
mapping describes the mesh motion for each element of the mesh in the discrete setting and is of finite
dimension. For the following derivations, it is important to realize that a point with constant χ can
be thought of as a point with fixed ξ coordinates within one element, i.e., there exists a bijective map
between χ and ξ for each element. An illustration is given in Figure 1. In the context of this work, we
restrict ourselves to problems for which the topology of the mesh does not change, i.e., no remeshing. Hence,
the data structures do not have to be adjusted dynamically when moving the mesh. Updating the mesh
means updating the d(km + 1)
d mapping degrees of freedom per element, i.e.,
xei1...id(t
n+1) = fG(x
e
i1...id
(t = 0), tn+1) .
Moderately large deformations are possible as long as fG remains invertible, and invalid elements with
invalid mapping or Jacobian will otherwise occur in the discrete setting. The numerical examples shown in
this work use a high-order, isoparametric mapping with km = ku.
In DG methods, integrals have to be computed over the interface fe−/e+ = ∂Ωe− ∩ ∂Ωe+ of two adja-
cent elements Ωe− and Ωe+ , where the outward pointing normal vectors are n
− for Ωe− and n+ for Ωe+ .
Furthermore, let u−h and u
+
h denote the solution uh on fe−,e+ evaluated from the interior of element e
−
and element e+, respectively. By Γinth we denote the set of all interior faces. In the following, we make
use of the average operator {{u}} = (u− + u+) /2, the jump operator JuK = u− ⊗ n− + u+ ⊗ n+, and
the oriented jump operator [u] = u− − u+. Moreover, an element-by-element formulation is used where
volume integrals are performed over the current element Ωe and face integrals over the boundary ∂Ωe of
element e. By definition, we denote interior information on the current element Ωe by the superscript (·)−
and exterior information from neighboring elements by the superscript (·)+. In this context, the normal
vector n equals n−, while n+ = −n− = −n. Finally, we introduce the abbreviations (v, u)Ωe =
∫
Ωe
vu dΩ
and (v, u)∂Ωe =
∫
∂Ωe
v  u dΓ, where the operator  symbolizes inner products and will become clear from
the context. An integral over the computational domain is to be understood as (v, u)Ωh =
∑Nel
e=1 (v, u)Ωe , and
similarly for integrals over all interior faces, e.g., ({{v}}, u∗)Γinth =
∑Nel
e=1
(
1
2v, u
∗)
∂Ωe\Γh if u
∗ is single-valued.
Due to the ansatz (26) with a separation of space and time, applying the temporal discretization to the
spatially discretized equations in ALE form becomes trivial in the sense that the structure of the equations
is equivalent to the Eulerian case. Consider the time derivative term in equation (5) multiplied by test
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functions vh, integrated over element Ωe(t = tn+1), and to be discretized in time(
vh,
∂uh(t)
∂t
∣∣∣∣
χ
)
Ωn+1e
=
vh, ∂∑kui1,...,id=0 lkui1...id(ξ)uei1...id(t)
∂t
∣∣∣∣∣
ξ

Ωn+1e
=
vh, ku∑
i1,...,id=0
lkui1...id(ξ)
∂uei1...id(t)
∂t

Ωn+1e
≈
vh, ku∑
i1,...,id=0
lkui1...id(ξ)
γn0u
e,n+1
i1...id
−∑J−1i=0 αni ue,n−ii1...id
∆tn

Ωn+1e
=
vh, γn0un+1h −∑J−1i=0 αni un−ih
∆tn
∣∣∣∣∣
ξ

Ωn+1e
.
The BDF rule introduced in the third row of the above equation approximates the acceleration at time tn+1
consistently with the integral over Ωe taken at the same instant of time. In the following, we skip the
label |ξ for simplicity, as it is clear from the above derivation that the BDF rule is simply applied to the
global solution vector containing the unknown degrees of freedom and that all terms of the BDF sum use the
same mass matrix at time tn+1. As explained in more detail in Section 4.4, using the same mass matrix for
all solution vectors is important in order to satisfy the geometric conservation law [15]. The above equation
highlights that discretization in space and time commutate, meaning that the last term of the above equation
would have also been obtained by discretizing equation (9) in space. However, the projection-type solution
methods considered in this work are already formulated in a time-discrete manner, since the splitting is
performed on the level of differential operators. For this reason, the derivation of DG formulations shown
in the following starts from the time-discrete problems stated in Section 3.
Following [15], the grid velocity is computed in the same way via a BDF time derivative of the nodal grid
coordinates xei1...id in the time discrete case in order to achieve high-order temporal convergence on moving
meshes
un+1G,h =
∂xh
∂t
(tn+1)
∣∣∣∣
χ
≈ γ
n
0 x
n+1
h −
∑J−1
i=0 α
n
i x
n−i
h
∆tn
∣∣∣∣∣
ξ
. (27)
This procedure is different from [5, 6] where the grid coordinates are updated by integrating the mesh
velocity forward in time. In the following, we summarize the variational formulation of the different ALE
Navier–Stokes solvers.
Table 2: Weak imposition of boundary conditions: choice of exterior values (·)+ on domain boundaries as a function of interior
values (·)− and prescribed boundary data for velocity and pressure in order to weakly impose boundary conditions according
to the mirror principle. The procedure is equivalent to the Eulerian case [41].
ΓDh Γ
N
h
velocity u+h = −u−h + 2gu u+h = u−h
∇u+h · n = ∇u−h · n ∇u+h · n = −∇u−h · n+ 2huν
pressure p+h = p
−
h p
+
h = −p−h + 2gp
∇p+h · n = −∇p−h · n+ 2hp ∇p+h · n = ∇p−h · n
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4.1. Monolithic solution approach
Beginning with the monolithic solution approach, the weak discontinuous Galerkin formulation of the
fully discrete problem with implicit formulation of the convective term can be summarized as follows:
Find un+1h ∈ Vuh , pn+1h ∈ Vph such that(
vh,
γn0u
n+1
h −
∑J−1
i=0 α
n
i u
n−i
h
∆tn
)
Ωn+1e
+ ce,n+1h
(
vh,u
n+1
h ,u
n+1
G,h ; g
n+1
u
)
+ve,n+1h
(
vh,u
n+1
h ; g
n+1
u ,h
n+1
u
)
+ ge,n+1h
(
vh, p
n+1
h ; g
n+1
p
)
+ae,n+1D,h (vh,u
n+1
h ) + a
e,n+1
C,h (vh,u
n+1
h ; g
n+1
u )− (vh,f(tn+1))Ωn+1e = 0 , (28)
−de,n+1h (qh,un+1h ; gn+1u ) = 0 , (29)
for all (vh, qh) ∈ Vuh,e×Vph,e and for all elements e = 1, ..., Nel. The time label n+ 1, e.g. in ce,n+1h , indicates
that the integral is evaluated on the domain Ωn+1e . When formulating the convective term explicitly, the
convective term in the discretized momentum equation (28) is replaced by
ce,n+1h
(
vh,u
n+1
h ,u
n+1
G,h ; g
n+1
u
)
→
J−1∑
i=0
βni c
e,n+1
h
(
vh,u
n−i
h ,u
n+1
G,h ; g
n+1
u
)
.
As proposed in [49], a computational efficient variant of the monolithic system of equations, equations (28)
and (29), is to apply the divergence and continuity penalty terms in a postprocessing step(
vh,u
n+1
h
)
Ωn+1e
+ ae,n+1D,h
(
vh,u
n+1
h
)
∆tn + a
e,n+1
C,h
(
vh,u
n+1
h ; g
n+1
u
)
∆tn = (vh, uˆh)Ωn+1e , (30)
where uˆh is an intermediate velocity obtained as the solution of the coupled system of equations without
penalty terms. For the numerical results studied in this work, the formulation shown in equations (28)
and (29) is used with penalty terms added to the momentum equation.
We next present the discontinuous Galerkin formulation of the individual terms of the incompressible
Navier–Stokes equations, see also [41, 29] for more detailed derivations. Boundary conditions are imposed
according to the mirror principle as summarized in Table 2. Central flux functions are used for the velocity
divergence term
deh,weak (qh,uh; gu) = − (∇qh,uh)Ωe + (qh, {{uh}} · n)∂Ωe
= − (∇qh,uh)Ωe + (qh, {{uh}} · n)∂Ωe\Γh + (qh,uh · n)∂Ωe∩ΓNh + (qh, gu · n)∂Ωe∩ΓDh ,
(31)
and for the pressure gradient term
geh,weak (vh, ph; gp) = − (∇ · vh, ph)Ωe + (vh, {{ph}}n)∂Ωe
= − (∇ · vh, ph)Ωe + (vh, {{ph}}n)∂Ωe\Γh + (vh, phn)∂Ωe∩ΓDh + (vh, gpn)∂Ωe∩ΓNh .
(32)
As an alternative to the above weak forms, we consider the so-called strong formulations by performing
integration-by-parts once again
deh,strong (qh,uh) = (qh,∇ · uh)Ωe −
(
qh,
1
2
[uh] · n
)
∂Ωe
, (33)
geh,strong (vh, ph) = (vh,∇ph)Ωe −
(
vh,
1
2
[ph]n
)
∂Ωe
. (34)
The weak and strong formulations are equivalent as long as integrals are evaluated exactly, which does
not hold in general for the quadrature rules typically used, see Section 4.6. For this reason, the weak
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and strong formulations behave differently regarding the fulfillment of the geometric conservation law as
discussed in Section 4.4. The discretization of the viscous term is based on the symmetric interior penalty
Galerkin (SIPG) method [65]
veh(vh,uh; gu,hu) = (∇vh, ν∇uh)Ωe −
(
∇vh, ν
2
JuhK)
∂Ωe\Γh
− (vh, ν{{∇uh}} · n)∂Ωe\Γh
+ (vh, ντJuhK · n)∂Ωe\Γh . (35)
Inserting the boundary conditions acccording to Table 2, the viscous operator veh = v
e
h,hom + v
e
h,inhom can be
split into homogeneous contributions
veh,hom(vh,uh) = (∇vh, ν∇uh)Ωe −
(
∇vh, ν
2
JuhK)
∂Ωe\Γh
− (∇vh, νuh ⊗ n)∂Ωe∩ΓDh
− (vh, ν{{∇uh}} · n)∂Ωe\Γh − (vh, ν∇uh · n)∂Ωe∩ΓDh
+ (vh, ντJuhK · n)∂Ωe\Γh + (vh, 2ντuh)∂Ωe∩ΓDh ,
and inhomogeneous contributions
veh,inhom(vh; gu,hu) = (∇vh, ν gu ⊗ n)∂Ωe∩ΓDh − (vh,hu)∂Ωe∩ΓNh − (vh, 2ντgu)∂Ωe∩ΓDh .
The SIPG penalty parameter τ depends on the polynomial degree k and a characteristic element length h.
It has to be large enough to ensure coercivity of the bilinear form. For quadrilateral/hexahedral elements
used in the present work, bounds for the penalty parameter have been derived in [66]. Following this work,
the penalty parameter τe of element e is calculated as
τe = (k + 1)
2A (∂Ωe \ Γh) /2 +A (∂Ωe ∩ Γh)
V (Ωe)
, (36)
where V (Ωe) =
∫
Ωe
dΩ and A(f) =
∫
f⊂∂Ωe dΓ are the element volume and surface area, respectively.
The maximum value from both sides is chosen on interior faces, τ = max (τe− , τe+) if face f ⊆ ∂Ωe \ Γh,
while τ = τe is used on boundary faces f ⊆ ∂Ωe ∩ Γh.
The convective term is particularly relevant in the ALE context and is written in non-conservative form
with grid velocity uG,h. We perform integration by parts twice (strong formulation), since we observed
sub-optimal rates of convergence for the weak formulation in case of even polynomial degrees. Then, an
upwind flux is used as numerical flux function to obtain
ceh (vh,uh,uG,h; gu) = (vh, (∇uh) · (uh − uG,h))Ωe − (vh, (({{uh}} − uG,h) · n)uh)∂Ωe
+
(
vh, (({{uh}} − uG,h) · n) {{uh}}+ 1
2
| ({{uh}} − uG,h) · n| [uh]︸ ︷︷ ︸
upwind flux
)
∂Ωe
. (37)
To keep the formulation compact, we do not explicitly highlight the dependency of the variational form ceh
on the boundary condition gu as it is clear that the boundary condition enters the formulation through
the choice of exterior values on domain boundaries according to Table 2, i.e., u+h = −u−h + 2gu on ΓDh .
Since the convective term is nonlinear and the residual forms the right-hand side of the linear solver in
case of a Newton–Krylov approach, there is no need to split the convective operator into homogeneous and
inhomogeneous contributions.
Finally, the divergence penalty term aeD,h and continuity penalty term a
e
C,h have to be defined. These
terms can be interpreted as a weak enforcement ofH(div)-conformity (normal continuous velocity) along with
suitable function spaces for velocity and pressure that lead to an exactly (pointwise) divergence-free velocity
(such as Raviart–Thomas) [29, 36, 35]. These penalty terms are mandatory to obtain a robust discretization
for under-resolved problems such as turbulent flows when using standard L2-conforming spaces. The penalty
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terms are defined as [29]
aeD,h(vh,uh) = (∇ · vh, τD∇ · uh)Ωe , τD,e = ζD ‖u
n+1,ex
h ‖
he
ku + 1
,
aeC,h(vh,uh; gu) = (vh · n, τC [uh] · n)∂Ωe , τC,e = ζC ‖u
n+1,ex
h ‖ ,
where un+1,exh =
∑J−1
i=0 β
n
i u
n−i
h is an extrapolation of the velocity field of order J , (·) an elementwise volume-
averaged quantity, and he = V
1/3
e a characteristic element length with Ve the volume of the element. A
minor modification compared to [29] is that the continuity penalty term is applied not only on interior faces,
but also on boundary faces with exterior values according to Table 2. While mainly numerical examples with
periodic boundary conditions have been studied [29] where this does not make a difference, we observed that
it is advantageous to apply this penalty term on all faces for general boundary conditions. The continuity
penalty parameter is τC = {{τC,e}} on interior faces and τC = τC,e on boundary faces. As shown above
for other operators, the continuity penalty term can then be split into homogeneous and inhomogeneous
contributions, aeC,h(vh,uh; gu) = a
e
C,h,hom(vh,uh) + a
e
C,h,inhom(vh; gu).
Remark Consistency of the above variational formulation, equations (28) and (29), immediately follows
from the fact that the weak form is derived using integration by parts, using consistent numerical flux
functions, and consistent boundary conditions according to Table 2. The additional penalty terms are
consistent as well, since these terms contain the divergence of the velocity or the jump of the velocity over
interior faces.
4.2. High-order dual splitting scheme
For the dual splitting projection scheme, the variational formulation can be summarized as follows:
Find uˆh, ˆˆuh,
ˆˆ
uˆh,u
n+1
h ∈ Vuh and pn+1h ∈ Vph such that for all vh ∈ Vuh,e, qh ∈ Vph,e and for all elements e =
1, ..., Nel(
vh,
γn0 uˆh −
∑J−1
i=0 α
n
i u
n−i
h
∆tn
)
Ωn+1e
= −
J−1∑
i=0
βni c
e,n+1
h
(
vh,u
n−i
h ,u
n+1
G,h ; g
n+1
u
)
+ (vh,f(tn+1))Ωn+1e , (38)
le,n+1h,hom
(
qh, p
n+1
h
)
= − γ
n
0
∆tn
de,n+1h
(
qh, uˆh; g
n+1
uˆ
)− le,n+1h,inhom (qh; gn+1p , hn+1p ) , (39)(
vh, ˆˆuh
)
Ωn+1e
= (vh, uˆh)Ωn+1e −
∆tn
γn0
ge,n+1h
(
vh, p
n+1
h ; g
n+1
p
)
, (40)(
vh,
γn0
∆tn
ˆˆ
uˆh
)
Ωn+1e
+ ve,n+1h,hom
(
vh,
ˆˆ
uˆh
)
=
(
vh,
γn0
∆tn
ˆˆuh
)
Ωn+1e
− ve,n+1h,inhom(vh; gn+1u ,hn+1u ), (41)(
vh,u
n+1
h
)
Ωn+1e
+ ae,n+1D,h
(
vh,u
n+1
h
)
∆tn + a
e,n+1
C,h,hom
(
vh,u
n+1
h
)
∆tn =(
vh,
ˆˆ
uˆh
)
Ωn+1e
− ae,n+1C,h,inhom
(
vh; g
n+1
u
)
∆tn.
(42)
The Laplace operator leh appearing in the pressure Poisson equation is discretized using the SIPG method
leh
(
qh, ph; g
n+1
p , h
n+1
p
)
= (∇qh,∇ph)Ωe −
(
∇qh, 1
2
JphK)
∂Ωe
− (qh, {{∇ph}} · n)∂Ωe
+ (qh, τJphK · n)∂Ωe , (43)
and is again split into homogeneous contributions
leh,hom (qh, ph) = (∇qh,∇ph)Ωe −
(
∇qh, 1
2
JphK)
∂Ωe\Γh
− (∇qh, phn)∂Ωe∩ΓNh
− (qh, {{∇ph}} · n)∂Ωe\Γh − (qh,∇ph · n)∂Ωe∩ΓNh
+ (qh, τJphK · n)∂Ωe\Γh + (qh, 2τph)∂Ωe∩ΓNh .
(44)
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and inhomogeneous contributions
leh,inhom
(
qh; g
n+1
p , h
n+1
p
)
=(∇qh, gpn)∂Ωe∩ΓNh − (qh, hp)∂Ωe∩ΓDh − (qh, 2τgp)∂Ωe∩ΓNh . (45)
In our previous work [49], the penalty terms have been applied in the projection equation (40). How-
ever, since we evaluate the continuity penalty operator also on boundary faces in the present work, the
penalty terms are evaluated in a postprocessing step, equation (42). Adding the penalty terms to the pro-
jection equation (40) would prevent to achieve high-order temporal accuracy since prescribing the boundary
condition gu for the intermediate velocity ˆˆuh would be inconsistent.
Some comments are in order regarding the evaluation of the boundary conditions guˆ(tn+1) and hp(tn+1)
on the right-hand side of equation (39). The convective and viscous terms have to be evaluated on ∂Ωe using
the finite element expansion of the velocity solution uh on element e. In the discrete case, the convective term
is simply calculated as (∇uh) · (uh−uG,h) by taking the derivative of the shape functions. Since the viscous
term involves second derivatives, we calculate it in a two-step process, computing the vorticity ωh ∈ Vuh in
a first step by a local L2-projection, see [28, 41]
(vh,ωh)Ωe = (vh,∇× uh)Ωe .
In the second step, the contribution of the viscous term to the pressure Neumann boundary condition is
obtained by calculating the curl of the vorticity ωh according to equation (17).
4.3. Pressure-correction scheme
Finally, the variational formulation is stated for the class of pressure-correction methods: Find uˆh, ˆˆuh,u
n+1
h ∈
Vuh and φn+1h , pn+1h ∈ Vph such that for all vh ∈ Vuh,e, qh ∈ Vph,e and for all elements e = 1, ..., Nel(
vh,
γn0 uˆh −
∑J−1
i=0 α
n
i u
n−i
h
∆tn
)
Ωn+1e
+ ce,n+1h
(
vh, uˆh,u
n+1
G,h ; g
n+1
u
)
+ ve,n+1h
(
vh, uˆh; g
n+1
u ,h
n+1
u
)
= −
Jp−1∑
i=0
βni g
e
h
(
vh, p
n−i
h ; g
n−i
p
)
+ (vh,f(tn+1))Ωn+1e ,
(46)
le,n+1h,hom
(
qh, φ
n+1
h
)
= − γ
n
0
∆tn
de,n+1h
(
qh, uˆh; g
n+1
u
)− le,n+1h,inhom (qh; gn+1φ , hn+1φ ) , (47)
(
qh, p
n+1
h
)
Ωn+1e
=
qh, φn+1h + Jp−1∑
i=0
(
βip
n−i
h
)
Ωn+1e
− ζν de,n+1h
(
qh, uˆh; g
n+1
u
)
, (48)
(
vh, ˆˆuh
)
Ωn+1e
= (vh, uˆh)Ωn+1e −
∆tn
γn0
ge,n+1h
(
vh, φ
n+1
h ; g
n+1
φ
)
, (49)(
vh,u
n+1
h
)
Ωn+1e
+ ae,n+1D,h (vh,u
n+1
h )∆tn + a
e,n+1
C,h,hom(vh,u
n+1
h )∆tn =(
vh, ˆˆuh
)
Ωn+1e
− ae,n+1C,h,inhom(vh, gn+1u )∆tn.
(50)
Similar to the monolithic solver, we consider an alternative formulation that formulates the convective term
explicitly, replacing
ce,n+1h
(
vh, uˆh,u
n+1
G,h ; g
n+1
u
)
→
J−1∑
i=0
βni c
e,n+1
h
(
vh,u
n−i
h ,u
n+1
G,h ; g
n+1
u
)
.
4.4. Geometric conservation law
It can be proven that the fully discrete ALE-DG methods derived above satisfy the geometric conservation
law, i.e., they are able to preserve a constant flow field [13]. In other words, the constant solution u(x, t) =
u0, p(x, t) = p0 is a solution of the fully discrete formulations for f = 0.
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Theorem 4.1. Assume the solution at time instant tn is given as u
n
h = u0, p
n
h = p0 where ui,0 = Ci, i =
1, ..., d, and p0 = C (and similarly for previous time instants in case of high-order schemes), and fur-
ther assume f = 0 and exact numerical integration of the velocity divergence term and pressure gradient
term. Then, the fully discrete ALE-DG incompressible Navier–Stokes solvers introduced in Sections 4.1, 4.2,
and 4.3 preserve a constant solution and yield un+1h = u0, p
n+1
h = p0 at time tn+1 = tn+∆tn, independently
of the order of the time integration and extrapolation schemes, and for arbitrary mesh velocities.
Proof For the monolithic solver, equations (28) and (29), it is obvious that the time derivative term becomes
zero since it holds γn0 =
∑J−1
i=0 α
n
i . As explained in [15], this originates from the fact that we discretize the
differential form of the ALE equations with time derivative applied to the velocity only, as opposed to
formulations that apply the time derivative to an integral quantity. Hence, to complete the proof one needs
to show that the weak forms of all individual terms evaluate to zero. This is trivial for the divergence and
continuity penalty terms, since these evaluate the divergence inside the element or the jump over interior
faces, both vanishing for a constant solution. The volume term of the convective operator contains the
gradient, and the face terms vanish due to the conservativity and consistency of the numerical flux. Note
that it is enough to consider interior faces in this context, as one realizes that boundary faces behave as
interior faces when evaluating the boundary values according to Table 2 for a constant solution. The SIPG
discretization of the viscous term also vanishes, as each form either contains gradients or jumps of the
solution. The strong formulation of the velocity divergence term, equation (33), and pressure gradient term,
equation (34), vanish for constant solutions, since the volume integrals contain derivatives of the solution and
the face integrals contain jumps. The strong formulation therefore always satisfies the (discrete) geometric
conservation law. Since strong and weak formulation are only equivalent under the assumption of exact
integration, these terms do not vanish exactly for the weak formulation of the velocity–pressure coupling
terms, equation (31) and (32), when applying standard Gaussian quadrature rules and considering arbitrarily
deformed elements. Since the divergence and continuity penalty terms vanish for a constant solution, the
GCL is also fulfilled when applying these terms in a postprocessing step, equation (30).
Regarding the dual splitting scheme, it follows from the above argumentation that the first sub-step
in equation (38) yields uˆh = u0. Particular attention has to be paid to the boundary conditions hp
in equation (17) and guˆ in equation (18). The pressure Neumann boundary condition vanishes for f =
0, as it contains derivatives in either space or time, and we obtain guˆ = gu in the case of a constant
solution. Hence, the divergence operator on the right-hand side of the pressure Poisson equation (39)
vanishes, and the pressure Poisson equation is satisfied for a constant solution p0. It immediately follows
from the argumentation for the monolithic solver that the remaining sub-steps, equations (40), (41), and (42),
yield ˆˆuh = u0,
ˆˆ
uˆh = u0, and u
n+1
h = u0, thus preserving a constant flow state.
Turning to the pressure-correction scheme, we first notice that the momentum equation (46) results
in uˆh = u0 for reasons explained above. The pressure boundary condition gφ becomes zero, as
∑Jp−1
i=0 β
n
i = 1,
so that φn+1h = 0 is a solution of the pressure Poisson equation (47). The pressure update equation (48)
results in pn+1h = p0, since the divergence term on the right-hand side becomes zero. The same holds for the
pressure gradient term in equation (49), since its arguments are φn+1h = 0, g
n+1
φ = 0, so that the constant
solution ˆˆuh = u0 and u
n+1
h = u0 is recovered in the last sub-steps. 
Remark It is worth noting that no assumption has been made regarding the mesh velocity or how it
is computed numerically to show compliance with the GCL. This is also a consequence of the fact that
we discretize – as suggested in [15] – the differential form of the ALE equations in convective formulation,
equation (5). In Section 5, we demonstrate numerically that the geometric conservation is fulfilled exactly for
the strong formulations, and that it is not fulfilled exactly down to rounding errors for the weak formulation
of the velocity–pressure coupling terms in general. However, since the temporal discretization and spatial
discretization are designed to satisfy the GCL, we expect that no relevant difference is observed for practical
problems (where the solution is non-constant) due to this variational crime, since those problems always
suffer from non-exact integration, and variational crimes have to be accepted in several respects. For
example, fulfilling discrete energy stability exactly with respect to the velocity–pressure coupling terms, see
Section 4.5, requires that one term is formulated in weak form, and the other one in strong form, so that the
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formulation becomes symmetric independently of integration errors. We also emphasize that previous works
have shown that fulfilling the GCL is neither a necessary nor a sufficient condition for the time integrator
to preserve its high-order accuracy on moving meshes [16, 67]. We will therefore carefully investigate the
temporal convergence behavior of the present ALE schemes and demonstrate that the high-order accuracy
of the Navier–Stokes solvers on fixed meshes is preserved on moving meshes when using definition (27) to
calculate the mesh velocity.
4.5. Energy stability
As detailed in the introduction, energy stability is a crucial ingredient to obtain a flow solver that is
robust in the under-resolved regime. In this section, we analyze the energy balance of the present ALE-DG
methods. For this analysis, we assume vanishing body forces, f = 0, and consider the inviscid limit, ν = 0.
This is reasonable since the viscous term has a dissipative character both physically and numerically, where
the numerically dissipative character immediately follows from the fact that the SIPG discretization of the
viscous term, equation (35), is positive definite and symmetric. Therefore, the critical case is to investigate
whether a numerical method is energy stable in the absence of viscous dissipation. For simplicitly, we also
assume periodic boundaries (including periodicity of the grid velocity). Under these assumptions and for
smooth solutions, the ALE incompressible Navier–Stokes equations (5) and (6) are energy-conserving in the
following sense
∂
∂t
∫
Ω0
1
2
u · udetJ dΩ
∣∣∣∣
χ
=
∫
Ω(t)
∂ 12u · u
∂t
∣∣∣∣
χ
dΩ +
∫
Ω(t)
1
2
(u · u)∇ · uG dΩ = 0 , (51)
where J = ∂x/∂χ is the Jacobian. A derivation of this relation is shown in Appendix B. A spatially
discretized ALE incompressible Navier–Stokes solver(
vh,
∂uh
∂t
∣∣∣∣
χ
)
Ωe
+ ceh (vh,uh,uG,h) + g
e
h (vh, ph) + a
e
D,h(vh,uh) + a
e
C,h(vh,uh) = 0 , (52)
−deh(qh,uh) = 0 , (53)
is called energy-stable if it fulfills the following discrete analogy∫
Ωh(t)
∂ 12uh · uh
∂t
∣∣∣∣
χ
dΩ +
Nel∑
e=1
∫
Ωe(t)
1
2
(uh · uh)∇ · uG,hdΩ ≤ 0 . (54)
We begin with reformulating the left term in equation (54) so that the semi-discrete momentum equation (52)
can be inserted∫
Ωh(t)
∂ 12uh · uh
∂t
∣∣∣∣
χ
dΩ =
∫
Ωh(t)
uh · ∂uh
∂t
∣∣∣∣
χ
dΩ =
Nel∑
e=1
(
uh,
∂uh
∂t
∣∣∣∣
χ
)
Ωe
= −
Nel∑
e=1
(
ceh (uh,uh,uG,h) + g
e
h (uh, ph) + a
e
D,h(uh,uh) + a
e
C,h(uh,uh)
)
. (55)
Regarding the pressure gradient term, we first observe that the following relation holds
Nel∑
e=1
geh,strong (uh, ph) = (uh,∇ph)Ωh − ({{uh}}, JphK)Γinth = − Nel∑
e=1
deh,weak (ph,uh) = 0 , (56)
and similarly between geh,weak and d
e
h,strong. For these combinations of the velocity–pressure coupling terms,
the formulation is symmetric independently of integration errors, and the pressure gradient term will not
contribute to the energy evolution due to the discrete continuity equation (53).
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The divergence and continuity penalty terms have a dissipative character as these are positive semi-
definite by definition. Hence, it remains to consider the convective term. Inserting equation (37) and
reformulating yields
Nel∑
e=1
ceh (uh,uh,uG,h) = +
Nel∑
e=1
(
(uh, (∇uh) · (uh − uG,h))Ωe − (uh, (({{uh}} − uG,h) · n)uh)∂Ωe
)
+
Nel∑
e=1
(
uh, (({{uh}} − uG,h) · n) {{uh}}+ 1
2
| ({{uh}} − uG,h) · n| [uh]
)
∂Ωe
= +
Nel∑
e=1
(
(uh, (∇uh) · (uh − uG,h))Ωe −
(
uh, (({{uh}} − uG,h) · n) 1
2
[uh]
)
∂Ωe
)
+
(
[uh],
1
2
| ({{uh}} − uG,h) · n| [uh]
)
Γinth
.
(57)
In Appendix C, we show that the first row on the right-hand side of the above equation can be reformulated
as follows by algebraic manipulations
Nel∑
e=1
(
(uh, (∇uh) · (uh − uG,h))Ωe −
(
uh, (({{uh}} − uG,h) · n) 1
2
[uh]
)
∂Ωe
)
=
= −1
2
(∇ · (uh − uG,h),uh · uh)Ωh +
1
2
([uh] · n, {{uh · uh}})Γinth ,
(58)
which is easier to interpret in terms of energy stability since this formulation contains the divergence of
the velocity, i.e., a residual of the incompressible Navier–Stokes equations, and the divergence of the grid
velocity. It is worth emphasizing that the face integrals related to the moving mesh dropped out completely,
since the ALE term is a linear transport term. The volume integral of the ALE transport term does not
drop out since the grid velocity is not divergence-free. However, one can see that this is exactly the second
term in (54). Inserting equations (56), (57), and (58) into equation (55) yields the following result∫
Ωh(t)
∂ 12uh · uh
∂t
∣∣∣∣
χ
dΩ +
Nel∑
e=1
∫
Ωe(t)
1
2
(uh · uh)∇ · uG,hdΩ =
= +
1
2
(∇ · uh,uh · uh)Ωh − aD,h(uh,uh)
− 1
2
([uh] · n, {{uh · uh}})Γinth − aC,h(uh,uh)
−
(
[uh],
1
2
| ({{uh}} − uG,h) · n| [uh]
)
Γinth
.
(59)
It is interesting to realize that the result derived in [29] for the conservative formulation of the convective
term in the Eulerian case is very similar to the convective formulation in ALE form considered here, where
terms with exactly the same structure occur. In particular, one observes that the ALE formulation does not
introduce new terms on the right-hand side as compared to the Eulerian case (a consequence of the fact that
the additional ALE term is a linear transport term). One might therefore argue that energy stability for
the Eulerian case translates into energy stability for the ALE case with moving meshes. The third row on
the right-hand side is the upwind stabilization term of the convective term and always exhibits a dissipative
behavior. However, it is well-known that this term is not able to render the nonlinear convective term
energy-stable. As argued in [29, 36], the consistent divergence and continuity penalty terms are positive
semi-definite and control the non-vanishing divergence and non-vanishing jumps of the velocity in normal
direction. By the use of consistent penalty terms, energy stability of the DG discretization is enforced
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weakly; there is currently no proof that the kinetic energy is strictly non-increasing at all times. The
sign-indefinite terms of the above equation are exactly zero for an H(div)-conforming (normal continuous)
velocity space together with a pressure space that ensures that the velocity is pointwise divergence-free. For
these reasons, the stabilized approach with divergence and continuity penalty terms can also be denoted
as H(div)-stabilization.
4.6. Numerical integration and implementation
Integrals in the variational form are evaluated numerically by means of Gaussian quadrature, where
we choose the number of one-dimensional quadrature points to ensure exact integration on affine element
geometries with constant Jacobian. The velocity mass matrix term, the body force term, the viscous
term, the velocity divergence term, the pressure gradient term, and the two penalty terms are integrated
with nq = ku+1 quadrature points. To avoid aliasing effects, we use nq = b 3ku2 c+1 quadrature points for the
convective term containing quadratic nonlinearities. The Laplace operator in the pressure Poisson equation
and the pressure mass matrix operator are integrated with nq = kp + 1 quadrature points. The present
ALE-DG methods are implemented in C++ using the deal.II finite element library [68], and especially
the matrix-free evaluation techniques developed in [51] for the evaluation of volume and face integrals of
discretized DG operators. State-of-the-art iterative solvers are used to solve the (non-)linear systems of
equations of the fully discrete problem.
4.7. CFL condition
For the formulations with explicit treatment of the convective term, the time step size is restricted
according to the CFL condition. Since the transport velocity is uh − uG,h in the ALE case, the CFL
condition used on static meshes has to be adjusted accordingly using the relative velocity between fluid and
grid motion. Here, we distinguish between two types of CFL condition. The global CFL condition [21, 29]
applied to the ALE case
∆t =
Cr
k1.5u
hmin
‖uh − uG,h‖max , (60)
with global estimates of the minimum element length hmin and maximum velocity ‖uh−uG,h‖max is used for
time stepping with constant ∆t. In the above equation, Cr denotes the Courant number and the term k1.5u
was found to describe well the relation between critical time step size and polynomial degree for the present
DG discretization [29]. Since the minimum element length and the maximum velocity are difficult to estimate
a priori and since the maximum velocity does not necessarily occur in the smallest element, a local CFL
condition is used in case of adaptive time-stepping [69]
∆t = min
e=1,...,Nel
∆te, ∆te = min
q=1,...,Nq,e
Cr
k1.5u
h
‖uh − uG,h‖
∣∣∣∣
q,e
, (61)
with the local velocity-to-mesh-size ratio
‖uh−uG,h‖
h
∣∣∣
q,e
= ‖J−T(uh − uG,h)‖q,e evaluated at quadrature
point q of element e. This CFL condition ensures that the time step size does not exceed the critical one in
any element in any quadrature point.
5. Numerical results
The aim of this section is to display the numerical discretization properties of the proposed ALE-DG
incompressible Navier–Stokes solvers. We select a set of academic test cases that address different aspects
of ALE solvers, with the goal to obtain a picture as complete as possible. In detail, we study the geometric
conservation property by the example of the free stream preservation test in Section 5.1. The convergence
behavior in terms of temporal as spatial convergence rates are investigated in Section 5.2 by the example
of a two-dimensional vortex problem with moving Dirichlet and Neumann boundaries. In this section,
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we also test the robustness of the different incompressible Navier–Stokes solvers in the limit of large grid
deformations. Finally, the robustness of the proposed discretization methods for under-resolved turbulent
flows is studied in Section 5.3 by considering the three-dimensional Taylor–Green vortex problem for viscous
flows at Re = 1600, and also in the very challenging inviscid limit.
Convergence rates and relative L2-errors for problems with known analytical solution are computed as
defined in [41]. Solver tolerances are selected to not spoil accuracy, e.g., by choosing relative solver tolerances
of 10−6 and absolute solver tolerances of 10−12. In case of pure Dirichlet boundary conditions, the pressure
level is undefined and can be fixed, e.g., by setting the mean value of the pressure DoF vector to zero.
5.1. Geometric conservation law – free stream preservation test
We study the free stream preservation test to investigate whether the ALE formulations derived above
fulfill the geometric conservation law. Satisfying the geometric conservation law means that a constant flow
field is not disturbed by a moving mesh, i.e., the solver is able to preserve the free stream flow conditions
exactly and independently of the mesh deformation. The analytical solution of the free stream preservation
test is therefore the constant flow state
u(x, t) = (1, . . . , 1)
T
, p(x, t) = 1 ,
where we prescribe pure Dirichlet boundary conditions u(x, t) = gu(x, t) on Γ
D
h (t) = Γh(t). The computa-
tional domain at initial time is Ω0 = Ω(t = 0) = [−L/2, L/2]2 with L = 1. The simulation is run over a
time interval of 0 ≤ t ≤ T = 10. The following analytical mesh movement with sine functions in both time
and space is prescribed in two space dimensions
x(χ, t) = χ+A sin
(
2pi
t
TG
)sin(2pi χ2+L/2L )
sin
(
2pi χ1+L/2L
) , (62)
and in three space dimensions
x(χ, t) = χ+A sin
(
2pi
t
TG
)
sin
(
2pi χ2+L/2L
)
sin
(
2pi χ3+L/2L
)
sin
(
2pi χ1+L/2L
)
sin
(
2pi χ3+L/2L
)
sin
(
2pi χ1+L/2L
)
sin
(
2pi χ2+L/2L
)
 , (63)
where the amplitude is set to A = 0.08 resulting in a strongly deformed mesh. The period length of the
grid motion is set to TG = T/10 and the wavenumber in space is chosen such that the length and height
of the domain are exactly one period. In Figure 2(b), the mesh deformation is illustrated for d = 2, where
the initial, undeformed mesh is a uniform Cartesian grid. The mesh reaches its maximum deformation at
times t = TG/4 + i TG/2, i = 0, 1, 2, .... The viscosity is set to ν = 0.025. Adaptive time-stepping is used
where the time step size is adjusted dynamically according to the CFL condition (61) using Cr = 0.25. In
the following, we use a mesh with 8d elements as in Figure 2 and consider a polynomial degree of k = 3.
Both absolute and relative solver tolerances are set to a small value of 10−14. Table 3 reports relative
errors for velocity and pressure for BDF schemes of order 1 to 3 and the three different incompressible
Navier–Stokes solvers considered in this work. For the dual splitting scheme, Jp = min(2, J) is used but
the simulations have also been stable for the choice Jp = J for the high-order BDF scheme J = 3. For the
pressure-correction scheme, Jp = min(2, J)− 1 is used for all J and the rotational formulation with χ = 1.
Here, the choice Jp = J − 1 lead to instabilities for the high-order scheme J = 3 in agreement with theory.
The results in Table 3 reveal that all schemes fulfill the geometric conservation law for d = 2, and in
particular also for the weak formulation of the velocity–pressure coupling terms. For d = 3, the geometric
conservation law is fulfilled exactly only when using the strong formulations deh,strong and g
e
h,strong as expected
theoretically, see Section 4.4. Errors larger than the solver tolerances are observed for the weak formulations
for d = 3. For all variants studied here, similar results are obtained when using an implicit formulation of
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(a) undeformed mesh (b) deformed mesh (A/L = 0.08) (c) theoretical limit Amax/L =
1
2pi
Figure 2: Illustration of sine-like mesh motion in two space dimensions according to equation (62).
the convective term for the monolithic solver and the pressure-correction scheme, where we had to slightly
relax the solver tolerances to 10−12 to ensure convergence of the Newton solver. Hence, it remains to explain
why the weak formulation of velocity–pressure coupling terms fulfills the GCL exactly for d = 2. As the
critical aspect in this context is the exact evaluation of integrals, see Section 4.4, it can be conjectured that
integrals of the velocity–pressure coupling terms are indeed evaluated exactly for d = 2 for constant solutions
on deformed elements. However, this is a special case that only occurs for the free stream preservation test
due to a solution of lowest polynomial degree, and this does not hold for general non-constant solutions and
arbitrarily deformed elements. Hence, we do not pay further attention to this point. In a similar direction,
our results show that the weak formulations are very accurate as well, and will therefore be used for the
following examples. The reason for this choice is that the conclusion is even stronger when being able to
demonstrate optimal convergence behavior for a formulation that appears to be sub-optimal regarding the
free stream preservation test.
5.2. Temporal and spatial convergence behavior
Next, we analyze the convergence behavior of the ALE-DG methods and study whether optimal rates of
convergence observed in the Eulerian case carry over to moving meshes. For this purpose, we select the two-
dimensional vortex problem from [22], which is an analytical solution of the two-dimensional incompressible
Navier–Stokes equations in the absence of body forces, f = 0, namely
u(x, t) =
(− sin(2pix2)
+ sin(2pix1)
)
exp
(−4νpi2t) ,
p(x, t) = − cos(2pix1) cos(2pix2) exp
(−8νpi2t) , (64)
with viscosity set to ν = 0.025, and simulated over the time interval 0 ≤ t ≤ T = 1. The computational
domain at start time is Ω0 = [−L/2, L/2]2 with length L = 1, and is deformed according to the two-
dimensional mesh movement function (62) with parameters A = 0.08 and TG = 4T (maximum deformation
reached at end time t = T ) unless specified otherwise. Again, a mesh as depicted in Figure 2(b) with
refinement level l is used. Sine-like mesh deformations are commonly used to verify high-order ALE-DG
implementations, see for example [9, 10, 12]. In these works, however, the sine functions are defined in a
way that the boundaries are not moving. Instead, we intentionally choose a setup for which the boundaries
are moving since our goal is to test all parts of the algorithm relevant for FSI. The verification of boundary
conditions is particularly relevant for the splitting-type solvers and some effects might not be visible if the
boundaries are fixed. For example, if the boundaries are non-moving, the normal vector in equation (17)
would not change over time and the ALE transport term would simply drop out since uG = 0 on the
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Table 3: Numerical results for free stream preservation test for both strong and weak formulations of velocity–pressure coupling
terms and two- and three-dimensional problems: Jp = min(2, J) is used for the dual splitting scheme, and Jp = min(2, J)− 1
for the pressure-correction scheme in incremental formulation. An explicit formulation of the convective term is used for all
three solvers.
(a) Two-dimensional problem (d = 2), weak formulations deh,weak and g
e
h,weak
relative L2-error uh relative L
2-error ph
BDF1 BDF2 BDF3 BDF1 BDF2 BDF3
monolithic 1.8E–16 1.8E–15 2.1E–15 1.3E–16 6.0E–13 2.9E–13
dual splitting 1.2E–15 1.6E–15 1.8E–15 2.5E–13 7.5E–14 6.1E–13
pressure-correction 1.6E–15 2.7E–15 3.0E–15 1.8E–13 9.5E–14 4.6E–13
(b) Two-dimensional problem (d = 2), strong formulations deh,strong and g
e
h,strong
relative L2-error uh relative L
2-error ph
BDF1 BDF2 BDF3 BDF1 BDF2 BDF3
monolithic 1.8E–16 1.1E–15 1.8E–15 1.3E–16 2.1E–13 2.4E–13
dual splitting 1.0E–15 1.3E–15 1.4E–15 1.5E–13 3.8E–13 6.5E–13
pressure-correction 1.0E–15 1.6E–15 1.8E–15 2.3E–13 2.3E–13 4.7E–13
(c) Three-dimensional problem (d = 3), weak formulations deh,weak and g
e
h,weak
relative L2-error uh relative L
2-error ph
BDF1 BDF2 BDF3 BDF1 BDF2 BDF3
monolithic 1.3E–08 1.3E–08 1.3E–08 8.7E–09 8.2E–09 8.2E–09
dual splitting 1.1E–08 1.2E–08 1.2E–08 6.4E–09 6.6E–09 6.8E–09
pressure-correction 1.2E–08 1.3E–08 1.3E–08 7.0E–09 7.1E–08 6.1E–08
(d) Three-dimensional problem (d = 3), strong formulations deh,strong and g
e
h,strong
relative L2-error uh relative L
2-error ph
BDF1 BDF2 BDF3 BDF1 BDF2 BDF3
monolithic 3.5E–16 1.4E–14 1.2E–14 1.7E–16 8.5E–13 8.4E–13
dual splitting 3.5E–16 1.8E–15 1.1E–15 1.4E–13 7.3E–13 1.3E–12
pressure-correction 1.9E–15 1.9E–15 2.3E–15 3.3E–13 7.8E–13 1.1E–12
boundary. According to the setup in [22], each of the four sides of the square is split into a Dirichlet
boundary and a Neumann boundary according to the inflow and outflow sections, respectively. Note that
the chosen mesh deformation is in compliance with these boundary conditions.
Figure 3 shows a visualization of the solution at the time of maximal mesh deformation t = T using
polynomial shape functions of degree k = 3 and considering the two lowest refinement levels of l = 1, 2 (the
grid has to consist of at least 22 elements due to the type of boundary conditions prescribed with each face
of the rectangular domain cut into a Dirichlet part and a Neumann part). While the velocity field is already
well resolved on the coarsest mesh with l = 1, the pressure field of polynomial degree 2 is approximated
poorly for refinement level l = 1 with distinct discontinuities between the elements. For l = 2, the pressure
solution appears to be visually converged with only minor differences as compared to the solution on even
finer meshes. In the following, we study the convergence quantitatively in terms of errors against the
analytical solution as well as convergence rates measured in space and time.
In a first set of experiments, we test the temporal convergence behavior for both constant and adaptive
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(a) p(x, T ) (l = 1, k = 3) (b) p(x, T ) (l = 2, k = 3) (c) ‖u(x, T )‖ (l = 1, k = 3) (d) ‖u(x, T )‖ (l = 2, k = 3)
Figure 3: Vortex problem: visualization of solution at final time t = T for two different mesh resolutions, l = 1 and l = 2, with
polynomial degree k = 3 for the velocity and 2 for the pressure (red indicates high values and blue low values). The amplitude
of the mesh deformation is A = 0.08.
time step sizes. The chosen spatial resolution is fine, l = 3 and k = 8, to make sure that errors are dominated
by temporal discretization errors. The second aspect why this test case is interesting is the fact that the
CFL condition does often not show up for this particular test case for moderate Reynolds numbers, probably
due to the fact that the vortex is not moving. This allows to measure temporal convergence rates of an
incompressible Navier–Stokes solver with explicit formulation of the convective term, which would be difficult
otherwise because in the regular case with Cr < Crcrit one is often operating in a regime where temporal
discretization errors are already negligible as compared to spatial errors for higher-order time integration
schemes.
Figure 4 shows results of a temporal convergence study for BDF schemes of order J = 1, 2, 3 using
constant and adaptive time step sizes. All types of solvers converge with optimal rates of convergence on
the moving mesh. Compared to additional simulations performed for a static, Cartesian mesh, the errors
are almost the same and only slightly larger. The lowest errors are obtained for the monolithic solver with
implicit formulation of the convective term. The dual splitting scheme and the monolithic solver with explicit
convective term yield similar errors, and the errors are again slightly larger for both explicit and implicit
pressure-correction formulations. For very small time step sizes and the BDF3 scheme, the spatial error
becomes dominant at some point. Note that BDF3 schemes are not considered for the pressure-correction
scheme since Jp = 1 (required for stability) limits convergence rates to second-order in that case. For the
dual splitting scheme, large errors occur for Courant numbers Cr > 1. This effect does not show up for
the non-moving mesh and we conjecture that this effect originates from the CFL condition. For a regular
Navier–Stokes problem with explicit formulation of the convective term, no stability can be expected in
this range of Courant numbers. While a sharp CFL bound is not visible for the chosen parameters, all
solvers become unstable for Cr > 1 (for J = 2) when using a smaller viscosity of ν = 10−3 (higher Reynolds
number), showing the usual sharp CFL bound.
In a second set of experiments, we study the spatial convergence behavior for polynomial degrees k =
2, 3, 4, 5 by a mesh refinement study, considering refine levels l = 1, ..., 6. The BDF2 time integration scheme
with a small, constant time step of ∆t = 5 · 10−5 is used to obtain small temporal errors. Figure 5 shows
results for the three different solver types with an explicit formulation of the convective term. Since this
is a spatial convergence test, the results would be indistinguishable when using an implicit formulation of
the convective term and are therefore not shown explicitly. For comparison, we also show results for a non-
moving, Cartesian mesh for the monolithic solution approach. Overall, all variants converge will optimal
rates of convergence for all polynomial degrees until the temporal discretization error is reached. Compared
to the static mesh, the errors are slightly larger on the moving mesh, and the gap between moving and static
meshes increases for increasing polynomial degree.
Finally, we test the robustness by increasing the amplitude A of the mesh movement function to its
theoretical limit, i.e., the value at which the aspect ratio tends to infinity or at which inverted elements
occur, in order to characterize the point where the proposed ALE-DG methods will break down. This
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(a) constant ∆t
(b) adaptive ∆tn
Figure 4: Vortex problem: temporal convergence tests for ALE incompressible Navier–Stokes solvers for BDF schemes of
order J = 1, ..., 3 with Jp = min(2, J) for the dual splitting scheme and Jp = min(2, J) − 1, J ≤ 2 for the pressure-correction
scheme.
theoretical limit is reached when the lower left corner of the domain becomes an arbitrarily thin needle, see
Figure 2(c). Mathematically, this limit is reached when the slope of the lower domain boundary reaches a
value of 1 in the lower left corner at the time of maximum deformation, i.e.,
∂x2(χ1, χ2 = −L/2, t = TG/4)
∂χ1
∣∣∣∣
χ1=−L/2
= A cos
(
2pi
χ1 + L/2
L
)∣∣∣∣
χ1=−L/2
2pi
L
!
= 1 Amax
L
=
1
2pi
.
In Figure 6, we plot the relative errors of velocity and pressure for a coarse mesh with 42 elements and
polynomial degree k = 3 as a function of A/Amax. Adaptive time-stepping, equation (61), with Cr = 0.2 is
used. The error increases moderately for small amplitudes of the mesh deformation, and a rapid increase in
errors can be observed around 85% of the theoretically maximum amplitude for this problem.
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Figure 5: Vortex problem: spatial convergence tests for ALE incompressible Navier–Stokes solvers for polynomial degrees k =
2, 3, 4, 5 and comparison to static Cartesian mesh.
Figure 6: Vortex problem: robustness test of ALE incompressible Navier–Stokes solvers on a mesh with 42 elements and
polynomial degree k = 3.
5.3. Robustness for under-resolved turbulent flows
We study the applicability of the present ALE-DG solvers to transitional and turbulent flows by the
example of the three-dimensinal Taylor–Green vortex (TGV) problem [70]. Starting from the initial state
u1(x, t = 0) = + sin (x1) cos (x2) cos (x3) ,
u2(x, t = 0) = − cos (x1) sin (x2) cos (x3) ,
u3(x, t = 0) = 0 ,
p(x, t = 0) =
1
16
(cos (2x1) + cos (2x2)) (cos (2x3) + 2) ,
the flow transitions to turbulence in the absence of body forces, f = 0. The Reynolds number is Re = 1/ν,
and we consider both the standard setting Re = 1600 and the inviscid limit Re → ∞ in the present work.
The simulated time interval is 0 ≤ t ≤ T = 20. At start time, the domain Ω0 = [−L/2, L/2]3 = [−pi, pi]3 is
a Cartesian box that deforms over time according to the mesh motion described in equation (63), with an
amplitude of A = pi/6 and varying mesh velocities characterized by period times decreassing from TG = 20
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to TG = 1. Periodic boundaries are used in all coordinate directions. The domain boundaries are moving
for the given mesh motion, but the mesh deformation is defined periodically in order to ensure consistency
with the periodic boundary conditions. An illustration of the mesh deformation for the above parameters
is given in Figure 7. We consider meshes that are originally Cartesian with Nel = (2
l)3 elements, where l
denotes the level of refinement, and denote the number of velocity nodes (2l(k + 1))3 as effective mesh
resolution. A BDF2 time integration scheme along with an explicit treatment of the convective term is used
for all solver types, with Jp = 2 for the dual splitting scheme and Jp = 1 for the pressure-correction scheme
unless specified otherwise. Moreover, we use adaptive time-stepping, equation (61), with a Courant number
of Cr = 0.2.
(a) ‖u(x, t = 0)‖ (b) ‖u(x, t = 5)‖ (c) ‖u(x, t = 10)‖ (d) ‖u(x, t = 15)‖ (e) ‖u(x, t = 20)‖
Figure 7: Taylor–Green vortex problem at Re = 1600: visualization of velocity magnitude at different times for a spatial
resolution with l = 3 and polynomial degree k = 7. The parameters of the mesh deformation are A = pi/6 and TG = 20. The
color map has been rescaled for each time instant, where red indicates high velocity and blue low velocity. The results shown
have been simulated with the dual splitting scheme.
In a first set of experiments, the viscous case at Re = 1600 is investigated. In Figure 8, results for the
kinetic energy Ek =
∫
Ωh
1
2uh · uhdΩ/
∫
Ωh
dΩ and the dissipation rate of the kinetic energy obtained on the
moving mesh are compared to results on a static Cartesian mesh. A mesh refinement study for degree k = 3
is performed using a rather slow mesh motion with a period time of TG = T . The results converge towards
the accurate DNS reference solution under mesh refinement, and the solution quality is comparable for static
and moving meshes. In Figure 9, we test the robustness w.r.t. the grid velocity for the 643 mesh resolution
by decreasing the period of the mesh motion down to TG = T/20 = 1, resulting in a very fast mesh motion.
With increasing mesh velocity, an oscillating behavior can be observed in the kinetic energy dissipation
rate where the frequency of these oscillations follows the mesh motion. However, the temporal evolution of
the kinetic energy is almost indistinguishable for the different mesh velocities. It can be observed that the
oscillations in the dissipation rate are very small in the beginning of the simulation where the solution is
smooth, while the oscillations grow once the transition to a turbulent state took place. In Section 4.5, it
was noted that the ALE transport term does not contribute to the energy evolution apart from the upwind
stabilization term. However, this only holds under the assumption of exact numerical integration, which
is not fulfilled on generally deformed geometries. A possible explanation for the results in Figure 9 could
therefore be that integration errors (which are larger for non-smooth solutions or under-resolved scenarios)
are amplified if the period of the mesh motion TG tends to zero and the mesh velocity tends to infinity. This
is supported by the observation that the oscillications are larger on coarser meshes. Let us mention that
this experiment is performed here to test the robustness of the solver and that such a scenario (increasing
the mesh velocity for a fixed fluid velocity) is not representative of a fluid–structure interaction problem for
which the fluid has to follow the motion of the fluid–structure interface due to no-slip conditions.
In a second set of experiments, the inviscid Taylor–Green vortex problem is studied, which is considered
one of the most challenging benchmark examples to test the robustness of a flow solver for turbulent flows
due to the absence of viscous dissipation, see for example [12]. Although the test case is academic, it can
be expected that if a numerical method is robust for the inviscid Taylor–Green problem, it can also be
successfully applied to practical, engineering problems. Table 4 shows results of robustness tests for the
inviscid limit, where polynomial degrees of k = 3, 5, 7, 11, 15 are considered for several spatial refinement
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(a) Kinetic energy.
(b) Kinetic energy dissipation rate.
Figure 8: Taylor–Green vortex problem at Re = 1600: comparison between static and moving meshes for polynomial degree k =
3 for increasing mesh resolutions of 323, 643, and 1283. The results shown have been simulated with the dual splitting scheme.
levels l. The highest mesh velocity studied above (corresponding to TG = 1) is used for the inviscid
TGV simulations. Robustness is particularly critical for coarse spatial resolutions where the flow is severly
under-resolved, see for example [29] for similar considerations on static meshes and a comparison of the
present stabilized DG approach to a non-stabilized one, which is why we start our investigations with a
mesh consisting of only one element, l = 0. With the standard penalty factor of ζ = 1 for the divergence
and continuity penalty terms, robustness is achieved for all spatial resolutions and for all solver types
(monolithic, dual splitting, pressure-correction). There is one exception: For the pressure-correction scheme
and the parameters described above, using the incremental formulation lead to instabilities for the coarsest
possible spatial resolution, l = 0 and k = 3, while the simulation was again stable for the non-incremental
formulation (Jp = 0). Overall, these results are encouraging in the sense that the stabilized DG approach
proposed in [29] for static meshes is well designed, meaning that robustness carries over to moving meshes
without having to adjust discretization parameters. At the same time, we emphasize again that it is unclear
to which extent energy stability can be guaranteed theoretically for the present stabilized DG approach.
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(a) Kinetic energy.
(b) Kinetic energy dissipation rate.
Figure 9: Taylor–Green vortex problem at Re = 1600: comparison between static and moving meshes for polynomial degree k =
3 for increasing mesh velocity (decreasing period times of TG = 20, 4, 2, 1). A mesh with polynomial degree k = 3 and effective
resolution of 643 is considered. The results shown have been simulated with the dual splitting scheme.
6. Conclusion and outlook
We presented ALE-DG methods for the incompressible Navier–Stokes equations that are up to third-order
accurate in time and arbitrarily high-order accurate in space for sufficiently smooth problems. Moving mesh
formulations are derived for both monolithic and splitting approaches based on a method-of-lines approach,
considering both implicit and explicit formulations of the convective term. The time integration framework
relies on BDF and extrapolation schemes and extends naturally to adaptive time-stepping. Stable and high-
order accurate boundary conditions are derived for the splitting-type approaches. The ALE methods are
designed to automatically fulfill the geometric conservation law. An important aspect is that the proposed
methods are simple to implement since the equations are solved on the deformed geometry, i.e., the generic
finite element software takes care of the mapping and the geometry terms, and only one instance of the
mesh is stored at a time. Fast matrix-free evaluation techniques are applied for all parts of the Navier–
Stokes solvers as in the Eulerian case. A key feature is the use of consistent divergence and continuity
penalty terms to stabilize the method for under-resolved turbulent flows. Numerical results demonstrate
optimality in terms of convergence rates and the geometric conservation law, and robustness and accuracy
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Table 4: Inviscid 3D Taylor–Green vortex problem: robustness of proposed ALE-DG methods is tested for refinement levels l =
0, ..., 5 and polynomial degrees k = 3, 5, 7, 11, 15. All simulations completed successfully as indicated by the symbol!. The sign
’−’ indicates that the specific spatial resolution is not considered since the effective resolution is limited to coarse discretizations
for this robustness test.
Polynomial degree k
l k = 3 k = 5 k = 7 k = 11 k = 15
0 ! ! ! ! !
1 ! ! ! ! !
2 ! ! ! ! !
3 ! ! ! ! −
4 ! ! ! − −
5 ! − − − −
of the proposed methods has been investigated for under-resolved turbulent flows. In the future, application
to fluid–structure interaction problems is planned.
Appendix A. Adaptive time-stepping
For variable time step sizes, the time integration constants can be derived from Lagrange interpolation
polynomials. To obtain the BDF coefficients γn0 , α
n
i , the derivative of the Lagrange interpolation poly-
nomials with support points at tn+1, tn, ..., tn−J+1 is evaluated at time tn+1. To obtain the extrapolation
coefficients βni , the Lagrange interpolation polynomials with support points at tn, ..., tn−J+1 are evaluated
at time tn+1. Table A.5 summarizes the time integration constants for variable time step sizes using the
notation introduced in Section 3.
Table A.5: Coefficients of BDF time integration scheme and extrapolation scheme for adaptive time step sizes.
BDF1 BDF2 BDF3
γn0 1
2∆tn+∆tn−1
∆tn+∆tn−1
1 + ∆tn∆tn+∆tn−1 +
∆tn
∆tn+∆tn−1+∆tn−2
αn0 1
∆tn+∆tn−1
∆tn−1
(∆tn+∆tn−1)(∆tn+∆tn−1+∆tn−2)
∆tn−1(∆tn−1+∆tn−2)
αn1 - − ∆t
2
n
(∆tn+∆tn−1)∆tn−1
− ∆t2n(∆tn+∆tn−1+∆tn−2)(∆tn+∆tn−1)∆tn−1∆tn−2
αn2 - -
∆t2n(∆tn+∆tn−1)
(∆tn+∆tn−1+∆tn−2)(∆tn−1+∆tn−2)∆tn−2
βn0 1
∆tn+∆tn−1
∆tn−1
(∆tn+∆tn−1)(∆tn+∆tn−1+∆tn−2)
∆tn−1(∆tn−1+∆tn−2)
βn1 - − ∆tn∆tn−1 −
∆tn(∆tn+∆tn−1+∆tn−2)
∆tn−1∆tn−2
βn2 - -
∆tn(∆tn+∆tn−1)
(∆tn−1+∆tn−2)∆tn−2
Appendix B. Energy conservation property on moving meshes
In this section, we derive an energy conservation property according to equation (51) for the ALE form of
the incompressible Navier–Stokes equations under the assumption of ν = 0, f = 0, and periodic boundaries.
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We begin with ∫
Ω(t)
∂ 12u · u
∂t
∣∣∣∣
χ
dΩ =
∫
Ω(t)
u · ∂u
∂t
∣∣∣∣
χ
dΩ
= −
∫
Ω(t)
u · (((u− uG) · ∇)u+∇p) dΩ ,
(B.1)
where the momentum equation in ALE form, equation (5), has been inserted in the second step. Next, the
convective term is reformulated by making use of the identity u ·∇u ·w = − 12 (u · u)∇·w+ 12∇· (w (u · u))
with w = u− uG, so that we obtain after applying Gauss’ divergence theorem for the second term∫
Ω(t)
u · ∇u · (u− uG) dΩ =− 1
2
∫
Ω(t)
(u · u)∇ · (u− uG) dΩ + 1
2
∫
∂Ω(t)
(u · u) (u− uG) · n dΓ
= +
1
2
∫
Ω(t)
(u · u)∇ · uG dΩ .
(B.2)
In the second step, we exploited that the surface integral vanishes due to the assumption of periodicity, and
that ∇·u = 0 holds (continuity equation). For the pressure gradient term, integration by parts is performed
to obtain ∫
Ω(t)
u∇p dΩ = −
∫
Ω(t)
∇ · u︸ ︷︷ ︸
=0
p dΩ +
∫
∂Ω(t)
p u · n dΓ = 0 , (B.3)
where the volume integral vanished due to ∇ · u = 0 and the surface integral due to periodic boundaries.
Inserting equations (B.2) and (B.3) into equation (B.1), we arrive at the result∫
Ω(t)
∂ 12u · u
∂t
∣∣∣∣
χ
dΩ +
∫
Ω(t)
1
2
(u · u)∇ · uG dΩ = 0 .
To explain why this equation describes conservation of kinetic energy, we transform the integral onto the
reference domain Ω0, using the Jacobian J = ∂x/∂χ∫
Ω0
∂ 12u · u
∂t
∣∣∣∣
χ
detJdΩ +
∫
Ω0
1
2
(u · u)∇ · uG detJ dΩ = 0 .
Using the relation
∂ detJ
∂t
∣∣∣∣
χ
= ∇ · uG detJ ,
which is frequently used in the context of ALE derivations, see for example [15], we can further simplify the
integral
0 =
∫
Ω0
∂ 12u · u
∂t
∣∣∣∣
χ
detJ +
1
2
(u · u) ∂ detJ
∂t
∣∣∣∣
χ
dΩ =
∫
Ω0
∂ 12u · udetJ
∂t
∣∣∣∣
χ
dΩ =
=
∂
∂t
∫
Ω0
1
2
u · u detJ dΩ
∣∣∣∣
χ
.
In the last step, the time derivative has been pulled out of the integral since the integral is performed
over Ω0, which does not depend on t. From the above relation, it is obvious that energy is conserved under
the given assumptions.
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Appendix C. Energy balance of convective term
In this section, we show that equation (58) holds.
Proof The first goal is to achieve that the volume integral of the convective term contains the divergence
of the velocity and the grid velocity. Similar to the continuous case in Appendix B, we make use of the
identity
uh · ∇uh ·wh = −1
2
∇ ·wh (uh · uh) + 1
2
∇ · (wh (uh · uh)) ,
with wh = uh−uG,h. Note that we cannot exploit that the divergence of the discrete velocity uh is zero in
the discrete case. Inserting the above identity into the left-hand side of equation (58) and applying Gauss’
divergence theorem yields
Nel∑
e=1
(
(uh, (∇uh) · (uh − uG,h))Ωe −
(
uh, (({{uh}} − uG,h) · n) 1
2
[uh]
)
∂Ωe
)
=−
Nel∑
e=1
(
1
2
(∇ · (uh − uG,h),uh · uh)Ωe
)
+
Nel∑
e=1
(
1
2
(uh · uh, (uh − uG,h) · n)∂Ωe −
(
uh, (({{uh}} − uG,h) · n) 1
2
[uh]
)
∂Ωe
)
=− 1
2
(∇ · (uh − uG,h),uh · uh)Ωh
−1
2
([uh · uh],uG,h · n)Γinth + ([uh] · {{uh}},uG,h · n)Γinth︸ ︷︷ ︸
=0 (linear transport)
+
1
2
(
u−h · n−,u−h · u−h
)
Γinth
+
1
2
(
u+h · n+,u+h · u+h
)
Γinth
− ([uh] · {{uh}}, {{uh}} · n)Γinth ,
(C.1)
where the summation over all elements has been performed in the second step. It can easily be verified that
the surface integrals related to the grid velocity add up to zero, as expected for a linear transport term. The
third row on the right-hand side of the above equation is more difficult to summarize, since none of the two
slots is the same for both sides of the face (originating from the nonlinearity of the transport term), so we
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need to insert a relation like u+h = u
−
h − [uh] in order to be able to combine these terms
+
1
2
(
u−h · n−,u−h · u−h
)
Γinth
+
1
2
(
u+h · n+,u+h · u+h
)
Γinth
− ([uh] · {{uh}}, {{uh}} · n)Γinth
= +
1
2
(
u−h · u−h ,u−h · n−
)
Γinth
− 1
2
(
u+h · u−h ,u−h · n−
)
Γinth︸ ︷︷ ︸
combine
+
1
2
(
u+h · [uh],u−h · n−
)
Γinth
+
1
2
(
u+h · u−h , [uh] · n−
)
Γinth
− 1
2
(
u+h · [uh], [uh] · n−
)
Γinth︸ ︷︷ ︸
combine
− ([uh] · {{uh}}, {{uh}} · n)Γinth
= +
1
2
(
[uh] · u−h ,u−h · n−
)
Γinth
+
1
2
(
u+h · [uh],u−h · n−
)
Γinth︸ ︷︷ ︸
combine
+
1
2
(
u+h · u+h , [uh] · n−
)
Γinth
− ([uh] · {{uh}}, {{uh}} · n)Γinth
= +
(
[uh] · u
−
h + u
+
h
2
,u−h · n−
)
Γinth
− ([uh] · {{uh}}, {{uh}} · n)Γinth︸ ︷︷ ︸
combine
+
1
2
(
u+h · u+h , [uh] · n−
)
Γinth
= +
(
[uh] · {{uh}},
(
u−h − {{uh}}
) · n−)
Γinth
+
1
2
(
u+h · u+h , [uh] · n−
)
Γinth︸ ︷︷ ︸
combine
= +
1
2
(
[uh] · {{uh}}+ u+h · u+h , [uh] · n−
)
Γinth
= +
1
2
({{uh · uh}}, [uh] · n−)Γinth ,
(C.2)
where one can easily verify that [uh] · {{uh}} + u+h · u+h = {{uh · uh}}. Inserting equation (C.2) into
equation (C.1) completes the proof. 
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