Abstract. In this article, we describe a feature selection algorithm which can automatically find relevant features for multiple instance learning. Multiple instance learning is considered an extension of traditional supervised learning where each example is made up of several instances and there is no specific information about particular instance labels. In this scenario, traditional supervised learning can not be applied directly and it is necessary to design new techniques. Our approach is based on principles of the well-known Relief-F algorithm which is extended to select features in this new learning paradigm by modifying the distance, the difference function and computation of the weight of the features. Four different variants of this algorithm are proposed to evaluate their performance in this new learning framework. Experiment results using a representative number of different algorithms show that predictive accuracy improves significantly when a multiple instance learning classifier is learnt on the reduced data set.
Introduction
Theoretically, having more features to carry out machine learning tasks should give us more discriminating power. However, the real-world provides us with many reasons why this is not generally the case. Thus, if we reduce the set of features considered by the algorithm, we can considerably decrease the running time of the induction algorithms increasing the accuracy of the resulting model. In light of this, a considerable amount of research has addressed the issue of feature subset selection in machine learning. Most studies are focused on traditional supervised learning and very few studies have dealt with a multiple instance learning framework. Multiple Instance Learning (MIL) introduced by Dietterich et al. [1] consists of representing each example in a data set as a collection or a bag composed of single or multiple instances. In machine learning, MIL extends traditional supervised learning for problems maintaining incomplete knowledge about labels in training examples. In supervised learning, every training instance is assigned a label that is discrete or has a real-value. In comparison, in MIL, the labels are assigned only to bags of instances. In the binary case, a bag is labeled positive if at least one instance in that bag is positive, and the bag is labeled negative if all the instances in it are negative, but there are no labels for individual instances. The goal of MIL is to classify unseen bags by using the labeled bags as the training data. From the formulation of MIL, it is easy to see that a positive bag may contain some negative instances in addition to one or more positive instances. Hence, the true labels for the instances in a positive bag may or may not be the same as the corresponding bag label and, consequently, the instance labels are inherently ambiguous. There have been very few feature selection studies done about MIL [2, 3, 4, 5, 6] and most of them deal with wrapper approaches. These approaches directly incorporate the bias of MIL algorithms and they proposed to achieve a better method for MIL that improves on previous algorithms which do not use dimensional reduction. However, there is no proposal for a filter method which can be used as a preprocessing step for any algorithm designed nor general empirical studies with a representative number of MIL algorithms to work with the same reduced data set to show the relevance of feature selection in the MIL framework.
In this paper, we address the problem of selecting a subset of important features for MIL from a filter perspective. In the filter model, feature selection is performed as a preprocessing step to induction y therefore it can be applied in any previous MIL algorithm. We propose an effective feature selection approach to MIL called ReliefF-MI which extends the ReliefF algorithm [7] to multiple instance learning. The proposed method assigns a real-valued weight to each feature to indicate its relevance to the problem. First, the features are ranked according to their importance and then a subset of important features is selected. One of the relevant characteristics of this method is that it can be applied to continuous and discrete problems in multiple instance classification, is aware of contextual information and can correctly estimate the quality of attributes in problems with strong dependencies between attributes. To check the effectiveness of the proposed model, different versions of ReliefF-MI are considered, modifying the similarity function to calculate the distance between patterns and the weight of the different features. Seventeen algorithms including different paradigms of machine learning, such as, decision rules, support vector machines, naive Bayes, decision trees, logistic regression, diverse density and based on distances are tested to establish the effectiveness of filter methods in MIL. Experimental results show, on one hand, that the new similarity function designed gets that ReliefF-MI method achieves the best results and, on the other hand, it is proven that algorithms always out-perform the results obtained when they apply the dimensionality reduction provided by ReliefF-MI as a preprocessing step. Thereby, it is demonstrated considering an important number of different methods that knowing the more relevant features in classification with MIL, this task is become more efficient.
The paper is structured as follows. Section 2 describes the proposals developed to reduce features in MIL. Section 3 evaluates and compares the methods proposed with respect to considering the whole feature set. Finally, section 4 ends with conclusions and raises several issues for future work.
A Filter Approach -ReliefF-MI
The procedure proposed is based on the principles of the ReliefF algorithm [7] . The original ReliefF algorithm estimates the quality of attributes by how well their values distinguish between instances that are near each other. In MIL, the distance between two patterns has to be calculated taking into account that each pattern contains one or more instances. Therefore, a new concept has to be introduced concerning the similarity function and the calculation of the differences between attribute A in patterns R and H, dif f (A, R, H). The literature proposes different distance-based approaches to solve MI problems [8, 9, 10] . The most extensively used metric is Hausdorff distance [11] , which measures the distance between two sets. Three adaptations of this measurement have been proposed in MIL literature: maximal Hausdorff, minimal Hausdorff and average Hausdorff. Here, a new metric is also designed based on previous ones that has been called the Adapted Hausdorff. With each different metric a different version of ReliefF-MI is proposed.
In continuation the metric and differential function in different versions is shown. In all cases R i is considered the bag selected in the current iteration which contains three instances (R
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and M j is the j th bag of the k nearest misses selected in the current iteration which contains six instances, (M [11] . This distance is classical Hausdorff distance and can be specified as:
ReliefF-MI with maximal Hausdorff distance. This extension of ReliefF for MIL uses the Maximal Hausdorff Distance
To calculate the difference between the attributes of two patterns, the instance selected are the maximal distance of the minimal distance between the different instances of one bag and another: [8] . This distance instead of choosing the maximum distance, the distance is ranked first and the lowest distance value is selected. Formally, it modifies the Hausdorff Distance definition as follows:
ReliefF-MI with minimal Hausdorff distance. This extension of ReliefF for MIL uses the Minimal Hausdorff Distance
To calculate the difference between the attributes of two patterns, the instance of each bag selected to calculate the distances is the minimal distance between all instances of each bag: ReliefF-MI with average Hausdorff distance. This extension of ReliefF for MIL uses the Average Hausdorff distance [10] proposed by Zhang and Zhou to measure the distance between two bags. It is defined as follows:
where |.| measures the cardinality of a set. H avg (A, B) averages the distances between each instance in one bag and its nearest instance in the other bag. Conceptually speaking, average Hausdorff distance takes more geometric relationships between two bags of instances into consideration than the maximal and minimal Hausdorff ones.
To calculate the difference between the attributes of two patterns, there are several instances involved to update the weights of the features. If we suppose
, are the minimal distances between each instance h ∈ H j with respect to the instances r ∈ R i .
The function dif f would be specified as following,
The same process is used to calculate dif f bag−avg (A, R i , M j ), but considering the pattern M j .
ReliefF-MI with adapted Hausdorff distance. This extension of ReliefF for MIL uses the Adapted Hausdorff distance.
Due to the particularities of this learning, we propose this new distance combining the previous ones to measure the distance between two bags. This metric represents a different calculation depending on the class of the pattern because the information about instances in each pattern depends on the class that it belongs to. Thus, the metric is different if we evaluate the distance between two positive or negative patterns or between one positive and one negative pattern.
-If both patterns are negative, we can be sure that there is no instance in the pattern that represents the concept that we want to learn. Therefore, an average distance will be used to measure the distance between these bags because all instances are guaranteed to be negative:
-If both patterns are positive. The correct information is that at least one instance in each of them represents the concept that we want to learn, but there is no information about which particular instance or set represents the concept. Therefore, we use the minimal distance to measure their distance because the positive instance has more probability of being near:
we evaluate the distance between patterns where one of them is a positive bag and the other is a negative one, the measurement considered will be the maximal Hausdorff distance because the instances in the different classes are probably outliers between the two patterns:
In this case, the calculation of the dif f function also depends on the pattern class. Therefore, the pattern label will determine how the function dif f will be evaluated.
-If R i is positive and H j is positive,
-If R i is negative and H j is negative,
The function dif f instance used in the previous calculations is the difference between two particular instances for a given attribute. The total distance is simply the sum of distances throughout all attributes (Manhattan distance, [12] 
Experimental Results
The experimental study is aimed to evaluate the performance of ReliefF-MI. This evaluation has been broken down into two parts: a comparative study between the results obtained by the different versions designed and a comparison between algorithm performance that does or does not use dimensionality reduction to show the relevance of this filter method in the MIL framework. In the experimentation, seventeen of the most popular proposals in MIL are considered with three applications of categorization of images based on content [13, 14] , whose names and characteristics are given in Table 1 . All the experiments were executed using 10-fold cross validation, and a statistical test was adopted to analyze the experimental results. The average results of accuracy for tiger, fox and elephant data sets obtained by the algorithms using the different proposals for ReliefF-MI are reported in Table 2 . To check which metric achieves the most relevant features for different algorithms a statistical test is carried out (Friedman test). This test is a non parametric test that compares the average ranks of the proposals considered, where the metric that achieves the highest accuracy for one algorithm is given a rank of 1, the metric with the next highest accuracy value for this algorithm has the rank of 2, and so on with all algorithms and data sets used. These ranks let us know which metric obtains the best results considering all algorithms and data sets. In this way, the metric with the value closest to 1 indicates that the algorithms considered in this study generally obtain better results using the reduced feature set it provided. The ranks obtained by each metric can be seen in Table 2 . The Friedman test determines at a confidence level of 95% that there are significant differences in the results when use different metrics because its value is 10.965 and the χ 2 (n = 3) is 6.251, therefore the null hypothesis is rejected and it is obvious that there are differences between them. The Bonferroni test is carried out to determine which metric selects the most relevant features. Results of this test show that the methods with a threshold over 2.638 (confidence at 95%) are considered worse proposals than the control algorithm. In this case, this algorithm would be ReliefF-MI with metric designed because it gets the lowest ranking value and therefore it is the best option. Statiscally, the worst proposals would be average Hausdorff distance and a maximum of Hausdorff distance which has a higher ranking than the threshold set by this test.
Effectiveness of ReliefF-MI
Results obtained by algorithms when they use the reduced data set provided by ReliefF-MI using adapted Hausdorff distance are compared to results using the full data set to show the effectiveness of ReliefF-MI. Table 3 show the results of the seventeen algorithms for different data sets in two cases.
A statistical study is carried out to check whether the use of ReliefF-MI improves the results of algorithms with respect to results when no dimensionality reduction is done. The Wilcoxon rank sum test is used to find whether there are or are not differences between accuracy values obtained by different algorithms using the feature set provided by ReliefF-MI. This test is a non-parametric recommended in Demsar's study [16] . The null hypothesis of this test maintains that there are no significant differences between accuracy values obtained by algorithms when they use different feature sets, while the alternative hypothesis assures that there are. Table 4 shows the mean ranks and the sum of ranks for each of the two options. The scores are ranked from lowest to highest. Therefore, we can see that algorithms not using feature selection have a lower mean rank than algorithms using the ReliefF-MI method. This information can be used to ascertain a priori that ReliefF-MI is a better proposal. The results of the Wilcoxon statistical test are 2344 and the corresponding z-score is -1.888. According to these values, the results are significant (p-value = 0.059 < 0.1) to a 90% level of confidence when we reject the null hypothesis and determine that there are significant differences between the results obtained by algorithms when they use the feature selection method. Consequently, ReliefF-MI has significantly higher accuracy values than the option that does not use feature reduction. This conclusion is reached by noting that for ReliefF-MI scores, the mean rank is higher in the algorithms using selection feature as pre-processing step (for example, at a value of 57.03) than the other option (at a value of 45.97).
In general, we can conclude that the use of this method benefits the results achieved by the algorithms. That is, the usefulness of this method of feature selection in MIL is demonstrated because it manages to optimize the results obtained by different algorithms. Thus, the results with a lower number of features minimize the classification error, and the efficiency of this method is shown in the case of MIL. The study considers seventeen different algorithms and three different data sets, so it is a representative enough study to reach this conclusion.
Conclusions
The task of finding relevant features for multiple instance data is largely untouched. In this learning framework, the process is more complex because the class labels of particular instances in the patterns are not available. Thus, the classic method of feature selection for traditional supervised learning with single data does not work well in this scenario. For multiple instance data, where information shows uncertainty, only it has been proposed methods related with optimizing a particular algorithm (most of them are wrapper approaches). This paper addresses the problem of feature selection to reduce the dimensionality of data in MIL in a general way for any algorithm using filter method. Thus, we describe a new efficient algorithm based on ReliefF principles [7] that can be applied to continuous and discrete problems, is faster than wrapper methods and can be applied to any MIL algorithm designed previously because the method is applied as a preprocessing step. Experimental results shows the effectiveness of our approach using three different applications and seventeen algorithms with the reduced data. First, the different metrics are compared to evaluate their effect on the algorithm developed. Results show that the new metric proposed is the metric that statistically achieves the best results. This metric is designed to be adapted to the variable information of each pattern according to the class of that pattern. So, the Wilcoxon test shows the benefits of applying data reduction in MIL and obtains better results in all algorithms in general when they only work with the most relevant features. Thus, the relevance of using feature selection in this scenario is established for improving the performance of algorithms with high-dimensional data.
More work that can be done in this area includes the designing of other metrics to measure the distance between bags in order to optimize the performance of this method, as well as the designing of other feature selection methods based on filtering in MIL scenario to study which methods work best in this learning context.
