We study the problem of constructing a novel framework for dynamically organizing mobile nodes in wireless ad-hoc networks into clusters where it is necessary to provide robustness in the face of topological changes caused by node motion, node failure and node insertion/removal. The main contribution of our work is a new strategy for clustering a wireless AD HOC network and improvements in WCA (Weighted Clustering Algorithm) [3], a well-known algorithm. We first derive mathematically a new cluster size bound and a simple node stability model. Thereafter, we prove their efficiencies. Our contribution also extends previous work to replace the degreedifference used initially in WCA to provide load-balance in wireless AD HOC with a new more efficient and consistent model which helps to decrease the number of clusters. We show that our algorithm outperforms WCA in terms of cluster formation and stability. The non-periodic procedure for clusterhead election is invoked on-demand, and is aimed to reduce the computation and communication costs. We strive to provide a trade-off between the uniformity of the load handled by the clusterheads and the connectivity of the network.
Introduction
Clustering in mobile ad hoc networks can be defined as the virtual partitioning of dynamic nodes into various groups. Groups of the nodes are made with respect to their nearness to other nodes. Two nodes are said to be neighbors of each other when both of them lie within their transmission range and set up a bidirectional link between them [1] . Clustering is an important approach to solving capacity and scalability problems in mobile ad hoc networks where no physical infrastructure is available. The connected dominating set (CDS) is a special cluster structure where the cluster heads form a connected network without using gateways. Certain nodes, known as clusterheads, are responsible for the formation of clusters each consisting of a number of nodes (analogous to cells in a cellular network) and maintenance of the topology of the network. The set of clusterheads is known as a dominant set. A clusterhead does the resource allocation to all the nodes belonging to its cluster. Due to the dynamic nature of the mobile nodes, their association and dissociation to and from clusters disturb the stability of the network and thus the configuration of clusterheads is unavoidable. This is an important issue since frequent clusterhead changes adversely affect the performance of other protocols such as scheduling, routing and resource allocation that rely on it. The choice of the clusterheads is here based on the weight associated to each node: the smaller the weight of a node, the better that node is for the role of clusterhead.
In [2] , the authors have proposed a distributed weighted clustering algorithm by making some modifications and improvements on some existing algorithms. They demonstrated that their algorithm reduces the clusterhead formation and control messages overhead thus improving overall performance and reducing energy utilization. Here, authors claimed that since energy utilization is the most important criteria in cluster based routing schemes, their protocol provides better results than existing distributed clustering algorithm.
In [3] , the authors propose a Weight Clustering Algorithm (WCA). This algorithm selects a clusterhead according to the number of nodes it can handle, mobility, transmission power and battery power. To avoid communications overhead, this algorithm is not periodic and the clusterhead election procedure is only invoked based on node mobility and when the current dominant set is incapable to cover all the nodes. To ensure that clusterheads will not be over-loaded a pre-defined threshold is used which indicates the number of nodes each clusterhead can ideally support. WCA is composed of two parts: clusterhead selection and formation of cluster members' set. The first part finishes once all the nodes become either a clusterhead or a member of a clusterhead. In the second part, for two clusters to communicate with each other, the authors assume that the clusterheads are capable of operating in dual power mode. A clusterhead uses low power to communicate with the members in its transmission range, and high power to communicate with the neighboring clusterheads because of greater range. The drawbacks of WCA are discussed in the following sections.
In [4] , using a heuristic approach, the authors provided some interesting equations for the cluster density and cluster order of homogeneously distributed nodes running the DMAC algorithm [5] . Since the DMAC structure is unique, the equations also hold in a mobile scenario if the used mobility model retains the homogeneous distribution of the nodes. If the nodes are not homogeneously distributed, the cluster density will decrease. The authors claimed that the validity of their result is not restricted to the DMAC algorithm. It also holds for other algorithms that limit the cluster size to two hops.
In [6] , the authors introduced a new type of algorithm called Enhancement on Weighted Clustering Algorithm [EWCA] to improve the load balancing and the stability in the MANET. The cluster head that is selected efficiently based on these factors like, high transmission power, transmission range, distance mobility, battery power and energy. Since the cluster head will not be changed dynamically, the average number of cluster formation will be reduced. By applying the load balancing factor, the overhead in the cluster is reduced.
The motivation for the present work is three-fold. First, we have identified some weakness in [3, 6, 7, 8, 9] where the authors declared that according to their notation, the number of nodes that a clusterhead can handle ideally is bounded by a value . Second, we have identified another weakness in [3, 6, 7, 8, 9] , where the authors computed for every node the degree-difference to ensure that clusterheads are not over-loaded. Third, the stability is overlooked in WCA. Consequently, we introduce our analytical models to overcome all the previous inefficiencies.
The rest of this paper is organized as follows. Section 2 presents the network model and problem specifications. Our algorithm analytical model is given in Section 3. The formal definition of the SLWCA algorithm and its illustrative example are given in Section 4. Conclusions are given in Section 5.
Network model and problem specifications
As defined in [3] , the network formed by the nodes and the links can be represented by an undirected graph G = (V ,E), where V represents the set of nodes and E represents the set of links . Note that the cardinality of V ( ) remains the same but always changes with the creation and deletion of links. Clustering can be thought of as a graph partitioning problem with some added constraints. As the underlying graph does not show any regular structure, partitioning the graph optimally (i.e., with minimum number of partitions) with respect to certain parameters becomes an NP-hard problem [10] . The neighborhood of a clusterhead is the set of nodes which lie within its transmission range. More formally, we are looking for the set of vertices , such that the union of where forms
The set S is called a dominating set such that every vertex of G belongs to S or has a neighbor in S.
In order to meet the requirements imposed by the wireless mobile nature of these networks, a clustering algorithm is required to partition the nodes of the network so that the following ad hoc clustering properties are satisfied [5] : (a) Every ordinary node has at least a clusterhead as neighbour (dominance property), (b) Every ordinary node affiliates with the neighboring clusterhead that has the smaller (bigger) weight, and (c) No two clusterheads can be neighbors (independence property). Next, we propose our algorithm analytical model. For simplicity, we omit the presentation of the parameter time (t) in our formula, which are time dependant.
SLWCA analytical model
In our proposed SLWCA (Stable Load balanced Weighted Clustered Algorithm), we propose two new models in clustering algorithms: node stability and load balancing models.
Node stability scheme
Virtually, the majority of link stability models envisioned in the literature is based on node remoteness either directly or indirectly. To calculate the node stability of a node , we are motivated by the results conducted in [11] . Starting from the principle that stability increases with the remoteness between the two end vertices, the authors simply defined the stability of a link e with incident vertices i and j, as a linear function of the current distance (transmission range) between two nodes and ( hence the stability of an edge e verifies :
,
Base on (1), we set our stability function as follows:
We define the stability function for a node , as follows:
Based on some deductions provided in [11] , we propose the stability weight of a node as follows:
The authors in [11] deduced that since the stability criterion is a function of the distance separating the end points of a link, the smaller is the distance; the most stable is the link. Consequently, in our case, the direct links are more stable than others. Furthermore, the stability of the clustered topology can be achieved by reducing significantly on the number of clusters formed and the number of re-affiliations under different scenarios. Next, we formulate our load balancing model.
Load balancing clustering scheme
The load handled by a clusterhead depends on the number of nodes supported by it. A cluster head, apart from supporting its members with radio resources, has to route messages for other nodes belonging to different clusters. Therefore, it is not desirable to have any clusterhead overly loaded. At the same time, it is difficult to maintain a perfectly load balanced system at all times due to frequent detachment and attachment of the nodes from and to the clusterheads. Next, we propose our new cluster degree bound and our modified degree-difference schemes to replace those claimed in [3, 6, 7, 8, 9] .
Clusterhead degree bound enhancement
In [3, 6, 7, 8, 9] , the authors claimed that according to their notation, the number of nodes that a clusterhead can handle ideally is constrained by a value . For this purpose they computed for every node the degree-difference as follows: (5) Unfortunately here the authors ted, many clusterheads are generated which leads to many energy consumption. Besides, we think that setting a global bound is not fair as the node degree is not homogeneously distributed and consequently it varies from one node to another in the wireless network. Our contribution is to overcome these inefficiencies. In this objective, we are motivated by the simulation results conducted in [4] , where assuming a homogeneous node distribution without border effects, each clusterhead has on average the same number of member nodes. Here, t (CH) incorporates into its cluster ( ) is half of its expected total number of neighbors. As we are dealing with inhomogeneous node distribution (which is a general case), we set the following inequalities:
According to formula (6), we can deduce the average degree of a typical clusterhead as follows:
This means that in order to provide cluster load balancing, a typical cluster head should contain in average the three quarters of its expected size of direct linked neighbors. The opposite, a cluster that is too small, may produce a large number of clusters and thus increase the length of hierarchical routes, resulting in longer end-to-end delay. Consequently, we set our node degree bound as follows:
As observed, proposed in previous works, our proposed is a local degree bound which varies from one node to another and consequently is more flexible. Consequently, in our algorithm, when a cluster size exceeds the predefined limits mentioned in (7), re-clustering procedures are invoked to adjust the number of mobile nodes in that cluster. The difference operation used in (5) cannot be considered as an efficient comparative tool. Consequently, next, we propose our analytical expression to solve this inefficiency observed in [3, 6, 7, 8, 9] .
Relative typical degree
We observed that in [3, 6, 7, 8, 9] , the node degree in a wireless network was not compared to the network size ( ). For this purpose, we introduce the relative degree for a node ( ) which is calculated as follows:
Starting from (9), we substitute (5) with our new notation "the relative typical degree" of a node ( ). This new notation means the expected total number of nodes that a typical clusterhead can handle ideally in a network (not in a cluster), and is calculated as follows:
According to formula (10) , and substituting with its value in (7), we obtain:
As observed (11) does not . Now let us introduce the following notations: and and let us set a relation between and .
Corollary
In a typical cluster, the following equality is true:
Proof

Our proposed clustering SLWCA algorithm
Based on the preceding discussion, we propose an algorithm called Stable Load Balanced Weighted Clustering Algorithm (SLWCA) that effectively combines each of the above system parameters with certain weighting factors chosen according to the system needs [3] . The flexibility of changing the weight factors helps us apply our algorithm to various networks [3] . The output of clusterhead election procedure is a set of nodes called the dominant set. The clusterhead election procedure is invoked at the time of system activation and also when the current dominant set is unable to cover all the nodes. Every invocation of the election algorithm does not necessarily mean that all the clusterheads in the previous dominant set are replaced with the new ones. If a node detaches itself from its current clusterhead and attaches to another clusterhead then the involved clusterheads update their member list instead of invoking the election algorithm [3] .
SLWCA Structure
Our algorithm is composed of two parts: clusterhead selection and formation of cluster members' set.
Cluster head selection
The cluster head selection process is composed of the following steps:
Step1. Find the neighbors (degree) of each node
The load handled by a clusterhead depends on the number of nodes supported by it. Consequently, we are motivated to find the set of neighbors ( ) of each node which are direct linked to it (situated within its transmission range ( )). This defines the degree of the node (13) where the measured average distance between and The node degree of a node is deduced as the cardinality of the set :
Step2. For each node , compute its mobility A node with less mobility is always a better choice for a clusterhead. For this purpose, we compute the running average of the speed for every node till current time T. This gives a measure of mobility and is denoted by , as defined in [3] :
where ( , ) and ( , ) are the coordinates of the node at time t and (t 1), respectively.
Step3. Calculate the energy level of each node
We have identified a weekness in WCA. It consists in computing the cumulative time during which a node acts as a clusterhead. This cannot guarantee a good assessment of energy consumption because data communication consumes a large amount of energy and varies greatly from node to node. Conseqently, we adopt the calculation method used in [9] . Each mobile node can easily estimate its remaining battery energy . Since the power consumed by node to communicate with its relatively stable neigbors is its remaining battery lifetime, can be represented as:
Consequently, a node with longer remaining battery lifetime is a better choice for a clusterhead.
Step4. For each node, calculate the node stability using (4) Step5. For each node, calculate the relative typical degree using (11) 
Cluster member formation
This stage constitutes the final step of our SLWCA algorithm and represents the construction of the cluster members' set. Each clusterhead defines its neighbors at two hops maximum, which form the members of the cluster. In the following step, each cluster head stores all information about its members, and all nodes record the cluster head identifier. This exchange of information allows the routing protocol to function in the cluster and between the clusters. As the topology is dynamic, the nodes tend to move in different directions and at different speeds provoking clusters' configuration. Consequently, the position of the nodes and their speed must be updated periodically. The speed of a node is responsible for the change in its position. For this reason, the speed of the node generates the choice of the update time-slot [3] . Updates can be reduced by choosing longer time-slot, if the mobility of the node is low [3] . We should avoid periodical updates with higher frequency as they provoke great consumption of battery power and consequently increase the necessity of configuration changes [3] .
Explanatory example
For a better comprehension of our algorithm, we take an example where the topology is arbitrary and the network is composed of 15 nodes (see fig. 1(a) ). We have used the same original graph depicted in Fig. 1 (a) as a model on which the authors of [3] applied their WCA algorithm. This figure shows the initial configuration of the nodes in the network with individual node I.D.s. Dotted circles with equal radius represent the fixed transmission range for each node. A node can hear broadcast beacons from the nodes which are within its transmission range. We demonstrate our SLWCA algorithm with the help of figures 1 (b) and (c). An edge between two nodes in Fig.1 (b) The degree , which is the total number of neighbors a node has is shown in step 1. The values for (step 2) are the same as calculated in [3] . 0 implies that a node does not move at all. The remaining battery lifetime for each node is calculated as step 3 and in our table, these values are chosen randomly. We calculate the stability for each node. This corresponds to step 4 in our algorithm. In step 5, we compute the relative typical degree node ( for each node. After the values of all the components are identified, we compute the weighted metric, , for every node as proposed in step 6 in our algorithm. The weights considered are , , and . Note that these weighing factors are chosen arbitrarily such that 1. The contribution of the7 individual components can be tuned by choosing the appropriate combination of the weighing factors [3] . Fig. 1 (b) shows how a node with minimum is selected as the clusterhead in a distributed fashion as stated in step 7 in our algorithm. The solid nodes represent the clusterheads elected for the network. Note that as a result of step 8, no two clusterheads are immediate neighbors. Fig. 1(c) shows the initial clusters formed by execution of our SLWCA clustering algorithm on the original graph depicted in Fig.  1(a) . Fig. 1(d) shows the initial clusters formed by execution of WCA on the same original graph Fig. 1(a) . Although we kept the quarter of data used in Table 1 provided in [3] (node degree and mobility), it is obvious that the number of clusters generated by our algorithm (4 clusters) is lower than in WCA (8 clusters) . This can be explained by the robustness of our parameters used to choose the clusterhead.
Conclusion
We have considered the problem of constructing a framework for dynamic organizing mobile nodes in wireless ad-hoc networks into clusters where it is necessary to provide robustness in the face of topological changes caused by node motion, node failure and node insertion/removal. We introduced new mechanisms to overcome some inefficiencies detected in WCA and other similar clustering algorithms. It was shown that our proposed clustering algorithm performs similarly to the best well-known algorithms (such as the WCA). The performance of the SLWCA were proven by manual computation at this stage. However, we are now carrying a simulation based comparative study to validate the manual results. In addition we believe that SLWCA is well suited to actual implementation in wireless ad hoc networks protocols.
