The multiplicity of the 2nd order boundary value problem (BVP) has been investigated in many papers. In the paper [S] the lower bound of the number of solutions for the 2nd order BVP has been obtained. We use it's results to get the exact number of solutions for the autonomous second order nonlinear BVP:
Introduction
The multiplicity of the 2nd order boundary value problem (BVP) has been investigated in many papers. In the paper [S] the lower bound of the number of solutions for the 2nd order BVP has been obtained. We use it's results to get the exact number of solutions for the autonomous second order nonlinear BVP:
where f : R → R. In [S] , the multiplicity problem is being solved by analyzing the behaviour of the root functions. Such functions can be represented as zero points (roots) of the parametrized initial value problem (IVP) (1) with the initial conditions:
Let T > π and let f fulfil the following standard assumptions: (1), (3) for the parameter λ = λ 0 . If the root function t(·) intersects the line t = π in λ 0 , we obtain the solution S λ 0 of BVP (1), (2). Hence, to get the number of solutions of BVP (1), (2), we need to find the number of root functions which intersect the line t = π. The result [S, Theorem 2.1] gives the lower bound of the number of solutions of our BVP. To get the upper bound of the number of solutions we need to deal with the non-monotonicity of the root functions. Otherwise we cannot say how many times a root function intersects or touches the line t = π. In a special case (when T is sufficiently large) there can be only one root function defined on the whole R periodically intersecting (touching) the line t = π in infinitely many different points λ n which gives infinitely many solutions S λ n (t) of BVP (1), (2). Fortunately, there is one possibility how to overcome the barrier of non-monotonicity -to avoid it. Therefore, to obtain the exact number of solutions of our BVP via the root function method we will find such assumptions on the function f which assure the monotonicity of the root functions.
Before expressing the root functions in explicit form we shall consider the following assumptions on the function f :
K|x|.
(H4) There is a continuous, locally Lipschitz and positively homogenous 2 function g : R → R which fulfils:
1 The root function t R (λ) ≡ 0 for λ ∈ R is denoted as the trivial root function. It will not be considered as a root function in the subsequent text.
2 Positive homogeneity of g means:
THE EXACT NUMBER OF SOLUTIONS FOR NONLINEAR BOUNDARY VALUE PROBLEM
(H5) There is a continuous, locally Lipschitz and positively homogenous function G : R → R which fulfils:
Explicit expression of root functions
We will suppose the existence of at least one right and one left root function taking values in [0, T ]. We take λ > 0 such that there is t λ ∈ (0, T ) -the smallest point where the shot S λ reaches its local maximum y λ := S λ (t λ ). Then S λ (t λ ) = 0 and for all t ∈ (0, t λ ) we have S λ (t) > 0, which means that the shot S λ is increasing on the interval (0, t λ ). Hence there exists an increasing function
From (4) and from the fact that the shot S λ is a solution of IVP (1), (3) we get
Integrating the last equality through the interval (0, y), for arbitrary y ∈ [0, y λ ], we obtain
Hence F (y λ ) fulfils
Using the equality S λ t(y) = y and equations (4), (6) we can simplify (5) to the form 1
Integrating (7) through the interval (0, y λ ) we get
The last integral in (8) is improper but finite, because t (y) is a positive continuous function in (0, y λ ) and t λ < ∞. We denote y(λ)
> 0 (for λ > 0) the first point which fulfils
(It is the smallest positive value x > 0 which satisfies λ 2 + 2F (x) = 0.) One can see that if y ∈ 0, y(λ) , then (8) is finite for y λ = y(λ) then there exists t λ = t y(λ) < ∞. Furthermore, the continuity of F implies the continuity of y at some neighborhood of λ satisfying (9), which gives the continuity of t y(·) (at its domain of definition). It is easy to see that the function
is a solution of (1) and also extends the shot
. From the uniqueness of IVP (1), (3) and from the previous statements we have
Hence, we can define the first right root function
If λ < 0, then using the same method as for t 1 r we get the following expression for the first left root function
where y(λ) < 0 denotes the first point which fulfils the condition
(It is the greatest negative value x < 0 which satisfies λ 2 + 2F (x) = 0.)
Let again λ > 0. The shot S −λ fulfils analogous properties as S λ in (10).
To express the next right root function we use the property of autonomous differential equations of the form (1), i.e., if x is a solution of (1), then y(t) = x(t + c) is also its solution for arbitrary c ∈ R. It follows that the function
is a solution of (1), (3) and extends S λ on the interval 0, 2t λ + 2t −λ . Therefore, the function S λ fulfills
By the well-known property of autonomous IVP we can see (from (14)) that the shot S λ is periodical with the period 2t λ + 2t −λ .
Finally we can express all the right root functions in the form
(15) If λ < 0, then all the left root functions can be expressed in the form (9), (13) and by the finiteness of the integrals (11), (12). Hence, the domains could be empty, which means that there is no root function (e.g., in the case when f (x) > 0 for x > 0 and f (x) < 0 for x < 0).
The following theorem gives the exact number of solutions of BVP (1), (2). P r o o f. We will prove the first part of this theorem for right root functions and λ > 0 (the other part for left root functions and λ < 0 can be proved analogously). By [S, Theorem 2 .1] we have a lower bound of the number of solutions of BVP (1), (2). These solutions are given by the root functions t(λ) intersecting the line t = π. The number of right root functions defined in a right neighbourhood of λ = 0 which assume at least one value in (0, π) is equal to the number of zero points of the variational solution of IVP (see [S, Lemma 2 .1]): Hence, there are exactly (18), (20) with x (0) = −1 and get exactly I l non-trivial solutions with x (0) < 0.) Let us prove the "equal monotonicity" of the right root functions ("equal monotonicity" of left root functions can be proved analogously). We will suppose the existence of at least one right root function assuming some values in (0, π) (i.e., i 
Substituting u := v/z, the previous integral takes the form
Hence for 0 < z 1 < z 2 we havẽ
By the Mean Value Theorem for u ∈ (0, 1) we get z 3 = z 3 (u) ∈ (z 1 , z 2 ) which fulfils
Using the Mean Value Theorem for the numerator in the last integral we have
Since (z 2 − z 1 ), z 3 and c 1 are positive, it follows from (21) that
Analogously, if λ < 0 and if there is a left root function assuming some values in (0, π), then fort l (v) :=t l y(λ) = t 1 l (λ) and v 1 < v 2 < 0 we get
where
, v 3 and d 1 are negative, it follows from (22) that
It is obvious that F (0) = 0 and F is continuous. From the definition of y(λ) for λ > 0 we get
for 0 < λ 1 < λ 2 satisfying (9). Analogously from the definition of y(λ) for λ < 0 we get
forλ 1 <λ 2 < 0 satisfying (13).
Hence, from (21), (22), (23), (24) and from the assumption
for 0 < λ 1 < λ 2 which together with (15) finally gives
Hence, we have all the right root functions of BVP (1), (2) "equally monotonous" which completes the proof of the theorem.
Remark 1.2º
One can see that BVP (1) with arbitrary Dirichlet's conditions in the form:
where b ∈ (0, T ) , has exactly I r + I l non-trivial solutions if the assumptions of Theorem 1.1 are fulfilled (π must be replaced by b in the definition of the variational indices I r and I l ).
Remark 1.3º
The root functions are defined for λ ∈ R\{0} which satisfies
and the integral in (11), (12) is finite (see Remark 1.1). For each such λ we have one point x ∈ R\{0} with the smallest norm among the points satisfying (25).
The set of such points x will be denoted by X . Let X min ∈ R ∪ {−∞} be the lower bound and X max ∈ R ∪ {∞} be the upper bound for X . Then the last assumption in Theorem 1.1 could be rewritten to the form:
and its conclusion still holds.
Example 1.1. Let us have the following BVP:
One can prove that the assumptions (H1)-(H3) are fulfilled for λ ∈ R and T = ∞. Assumptions (H4) and (H5) hold for g(
Hence, the variational indices of our problem are: i
One can see that f ∈ C 2 (R \ {0}) and
so the last assumption of Theorem 1.1 is fulfilled, and we get exactly I r = n − 1 non-trivial solutions with x (0) > 0, and exactly I l = n − 1 non-trivial solutions with x (0) < 0 of our BVP.
The function f in the following example of the pendulum equation does not fulfil the last assumption of Theorem 1.1 on the whole set R\{0}, but we can still get the exact the number of its solutions. Example 1.2. Let us have the following BVP:
It is easy to see that this BVP fulfils the assumptions (H1)-(H3) for λ ∈ R and T = ∞. The assumptions (H4) and (H5) are fulfilled for g = −α 2 x and G ≡ 0. The respective solutions of variational problems (17), (18) and (19), (20) (for λ > 0) and variational problems (17) and (19) with boundary conditions
Therefore, the variational indices of our problem are
and by [S, Theorem 2.1] there are at least I l + I r non-trivial solutions of our BVP.
One can see that λ = 0 satisfying (25) also fulfils
where λ max is defined by
The set X (see Remark 1.3) is bounded by X min = −π and
hence from (15), (16), (21), (22), (23) and (24) it follows that all root functions defined in (−λ max , 0) ∪ (0, λ max ) are "equally monotonous". Since the domains of all the root functions of our BVP are subsets of (−λ max , 0) ∪ (0, λ max ) we may use the conclusion of Theorem 1.1 and we get exactly I l + I r non-trivial solutions of our BVP.
Troublesome example
The next example looks easier than Example 1.1, but its number of solutions cannot be estimated by [S, Theorem 2.1] or Theorem 1.1.
Example 2.1. Let us have the following BVP: (26), (27) which give all its four solutions and δ 0 l = 0. But there is no function G satisfying the assumption (H5). It is caused by the "large" oscillations of f (x) near the points ∞ and −∞. Since the assumptions (H1)-(H3) on the function f are fulfilled, we have all the right (resp. the left) root functions expressed in the form (15) (resp. (16)) and we can compute them numerically (see Figure 1) .
We can see that our BVP has two non-trivial solutions with x (0) > 0 and two non-trivial solutions with x (0) < 0.
Infinitely many solutions
Theorem 1.1 and [S, Theorem 2.1] require the assumption (H3) on the function f to be satisfied. This assumption together with the continuity of f and the uniqueness of the zero solution of (1) (see (H1)) also implies the extensibility of each solution of IVP (1), (3) up to the point T . It is natural to ask what happens if (H3) does not hold, but the extensibility of solutions of IVP (1), (3) is assumed (in (H2)).
Throughout this section we will consider the function f in the form
and the equation (1) of BVP (1), (2) in the form
3.1º
Let the standard assumptions (H1), (H2) on f be satisfied. Then
where d(λ, L) denotes the length of the longest subinterval
P r o o f. Let the opposite of (29) hold, i.e.,
Hence for |λ n | n there exists an interval (
The Mean Value Theorem implies the existence oft n ∈ (t n , T n ) which satisfies
Then for every n 1 there exists |λ n | n andt n ∈ (t n , T n ) such that
(see [BL, Lemma 2.6 .3]).
The following theorem gives infinitely many solutions of BVP (1), (2) holds instead of (H3).
Ì ÓÖ Ñ 3.1º Let the function f fulfil the standard assumptions (H1), (H2) and the assumption (H6). Then BVP (1), (2) has infinitely many solutions with x (0) > 0 and infinitely many solutions with x (0) < 0. P r o o f. We prove the case for λ > 0 (the other one can be proved analogously).
Let us suppose the opposite, i.e., there are exactly k 0 (k < ∞) non-trivial solutions with x (0) > 0. Let l 0 denote the number of zero points of the shot S λ for λ = 1 located in the interval (0, π] . Since the shot S 1 can be extended up to the point t = T > π and by (H1) we know that the zero function is the unique solution of (1), we can see that l < ∞. Take an arbitrary K > 1 and look at the implies that there is a zero point of S λ in the interval (t λ , T λ ) for arbitrary λ n. This is in contradiction with (31) and the theorem is proved.
Example 3.1. Let us have the following BVP:
x(0) = 0 , x(π) = 0 . Since the standard assumptions (H1), (H2) and the assumption (H6) are fulfilled, we have infinitely many solutions of our BVP by Theorem 3.1. Furthermore, by expressing all the root functions (c.f. Section 1) we can find all λ n > 0 (n ∈ N) for which the shots S λ n and S −λ n are solutions of our BVP. One can verify (e.g., using the software applications Maple or Mathematica) that the respective λ n are of the form .
