Dynamic Time Warping (DTW) is a well-known similarity measure for time series. The standard dynamic programming approach to compute the dtw-distance of two length-n time series, however, requires O(n 2 ) time, which is often too slow in applications. Therefore, many heuristics have been proposed to speed up the dtw computation. These are often based on approximating or bounding the true dtw-distance or considering special inputs (e.g. binary or piecewise constant time series). In this paper, we present a fast and exact algorithm to compute the dtw-distance of two run-length encoded time series. This might be used for fast and accurate indexing and classification of time series in combination with preprocessing techniques such as piecewise aggregate approximation (PAA).
Introduction
Time series data is ubiquitous appearing in essentially all scientific domains. Comparing time series requires a measure to determine the proximity of two time series. Dynamic Time Warping (DTW) [8] is an established method which is used in numerous time series mining applications [1, 2, 3] .
The computational complexity is considered to be the major drawback of DTW on extremely long time series even in optimized nearest neighbor search applications that apply sophisticated pruning and lower-bounding techniques [10] . Long Time series of length ≫ 10, 000 occur, for example, when measuring electrical power of household appliances with a sampling rate of a few seconds collected over several months, twitter activity data sampled in milliseconds, and human activities inferred from a smart home environment [7] . All these time series have in common that they contain long constant segments.
Recently, two specialized algorithms have been devised to cope with long time series that contain constant segments [7, 9] . Both algorithms operate on run-length encoded time series. The run-length encoding represents a run of identical values (constant segment) by storing only a single value together with the length of the run. The basic idea of both algorithms is to exploit the repetitions of values within a time series to speed up computation of the DTW distance. In experiments, both algorithms were magnitudes faster than the standard dynamic program for computing the DTW distance [7, 9] .
The first algorithm is AWarp [7] . This algorithm is exact for binary-valued time series with repetitions of zero. The second algorithm is Blocked DTW (BDTW) [9] . This algorithm generalizes AWarp in that it is exact for two-valued time series with repetitions of either of both (possibly non-zero) values. A formal proof of exactness, however, is missing for both algorithms. A practical limitation of both algorithms is that they are only exact on the special class of binary and two-valued time series, resp., and otherwise return approximate solutions for the general case of multi-valued time series with repetitions of any value.
Our Contributions. We develop an improved dynamic program that computes the exact DTW distance between two time series x and y of length m and n in O(ℓm + kn) time (and linear space O(m + n)), where k and ℓ are the coding lengths of x and y. Note that this yields a linear-time algorithm for time series of constant coding length k, ℓ ∈ O(1). For k ≤ cm and ℓ ≤ cn, c < 1, the running time might still be faster by a constant factor in practice (in the worst case, the running time equals the standard time of O(mn)).
Preliminaries
We give some preliminary definitions and introduce notation.
Notation. An m × n table T consists of m rows and n columns, where t i• denotes the i-th row and t •j denotes the j-th column. We denote the j-th entry of the i-th row by T [i, j].
Time Series. A time series is an ordered finite sequence x = (x 1 , . . . , x n ) of rationals. The run-length encoding of a time series x is an ordered sequencex = ((x 1 , n 1 ), . . . , (x k , n k )) of pairs (x i , n i ) with x 1 =x 1 =x 2 = · · · =x k , where n i is a positive integer denoting the number of consecutive repetitions of the valuex i in x. Note that k i=1 n i = n. We call |x| = n the length of x and we call |x| = k the coding length of x.
Dynamic Time Warping. The dynamic time warping distance [8] is a distance measure between time series using non-linear alignments. It can be computed via dynamic programming in O(mn) time for two time series of length m and n based on an m × n table. Dynamic time warping is defined via the concept of a warping path.
The set of all warping paths of order m × n is denoted by P m,n . A warping path p ∈ P m,n defines an alignment between two time series x = (x 1 , . . . , x m ) and y = (y 1 , . . . , y n ) in the following way: Every pair (i, j) ∈ p aligns element x i with y j . The dtw-distance between x and y is defined as 0, 2), (1, 4) , (2, 10) ). Colors indicate the local costs (x i − y j ) 2 (white = 0, light gray = 1, dark gray = 4). The numbers are costs of optimal warping paths to the corresponding entry. An optimal 17 × 16 warping path is shown. Note that it is sufficient to compute the thick-lined columns (C) and rows (R) in order to determine dtw(x, y).
Fast DTW on Run-length Encoded Time Series
In the following, we prove our main result. Proof. Letx = ((x 1 , m 1 ), . . . , (x k , m k )) andỹ = ((ỹ 1 , n 1 ), . . . , (ỹ ℓ , n ℓ )) be the run-length encodings of x and y. We define a i := i j=1 m j for 1 ≤ i ≤ k and b i := i j=1 n j for 1 ≤ i ≤ ℓ. First, recall that the classic dynamic program to compute the dtw-distance between x and y builds up an n × m table D, where D[i, j] = dtw((x 1 , . . . , x j ), (y 1 , . . . , y i )) 2 .
We compute dtw(x, y) via dynamic programming using two tables: An ℓ × m table R and an n × k table C, where
That is, the ℓ rows of R are the rows of D with index b 1 , . . . , b ℓ and the k columns of C are the columns of D with index a 1 , . . . , a k (see Figure 1 ). Clearly, dtw(x, y) can then be obtained from R[ℓ, m] (= C[n, k]).
In the following, we only show how to fill the table R (since filling C is completely symmetric). The following observation shows a monotonicity within rows of R and columns of C which is the essential argument for the correctness. 
Proof. We only prove (i) (the argument for (ii) is analogous). Let p = (p 1 = (1, 1) , . . . , p L = (j, b i )) be an optimal warping path with cost R[i, j]. Note that p has to contain a pair p l = (j l , i l ) such that j l = j − 1. Let l be the largest index of such a pair.
Otherwise, we can assume that p l+1 = (j, i l + 1), p l+2 = (j, i l + 2), . . . , p L = (j, b i ). Now, consider the warping path p ′ = (p 1 , . . . , p l , (j − 1, i l + 1), (j − 1, i l + 2), . . . , (j − 1, b i )) and note that it also has cost R[i, j] since x j−1 = x j (since a l−1 + 1 < j ≤ a l ).
Initialization. We initialize as follows:
It is easy to see that this is correct since dtw((x 1 , . . . , x j ), (y 1 , . . . , y n 1 ) 2 is determined by a shortest (that is, length max(n 1 , j)) warping path, where each step costs (x 1 −y 1 ) 2 (see Figure 2 ).
First m 1 columns. We continue to fill the first m 1 columns of R by iterating over the rows i = 2, . . . , ℓ. Let M = min(m 1 , n i + 1) and δ := (x 1 −ỹ i ) 2 . We set
To see that (1) and (2) are correct, note that any optimal warping path for R[i, j] has to go over some R[i − 1, j ′ ], 1 ≤ j ′ ≤ j, and takes at least n i steps with cost δ from there (see Figure 3 ). By Observation 3.2, for all 1 ≤ j ≤ n i + 1, it is therefore optimal to go over R[i − 1, 1] with exactly n i additional steps. Hence, (1) is correct. For j > n i + 1, an optimal warping path goes over some R[i − 1, j ′ ], 1 ≤ j ′ ≤ j − n i (note that Observation 3.2 implies that any j ′ > j − n i cannot be better). Note that for j ′ < j − n i , an optimal warping path over R[i − 1, j ′ ] can always go over R[i, j − 1]. Hence, (2) is correct.
First row. We continue to fill the remaining columns of the first row of R. (Note that at this point we already have computed the first n 1 rows of C.) For each l = 2, . . . , k, we fill the columns a l−1 + 1, . . . , a l as follows: Let δ := (x l −ỹ 1 ) 2 . If m l ≥ n 1 , then we set
If m l < n 1 , then we set
To verify (3), note that an optimal warping for R[1, a l−1 + j] has to go over some C[j ′ , l − 1], 1 ≤ j ′ ≤ n 1 , and take at least max(j, n 1 − j ′ ) more steps of cost δ from there (see Figure 4 ). By Observation 3.2, it follows that j ′ ≤ max(1, n 1 − j) can be assumed. This implies that (3) and (5) are correct. For j < n 1 − 1, if the optimal warping path goes over C[j ′ , l − 1] for some j ′ < n 1 − j, then its cost is the same as for an optimal warping path to R[i, a l−1 + j + 1]. Hence, (4) and (6) are correct.
Remaining entries. To fill the remaining entries of R, we iterate over each row i = 2, . . . , ℓ and each l = 2, . . . , k (note that the first column of C is already computed). Let δ := (x l −ỹ i ) 2 and let µ := min(R[i − 1, a l−1 ], R[i − 1, a l−1 + 1]) + n i δ. If m l ≥ n i , then we set
The correctness follows from similar arguments as for (3)- (6) . Note that, by Observation 3.2, an optimal warping path to R[i, a l−1 + j] can be assumed to either go over C[j ′ , l − 1] for some b i−1 < j ′ ≤ max(b i−1 +1, b i −j), or over R[i−1, j ′ ] for some a l−1 ≤ j ′ ≤ max(a l−1 +1, a l−1 +j−n i ) (see Figure 5 ). Hence, (7), (8), (10) , and (11) are correct. For (9) , note that an optimal warping path to R[i, a l−1 + j] can be assumed to either go over R[i, a l−1 + j − 1] or R[i − 1, a l−1 + j − n i ]. This completes the correctness (table C can be filled analogously by column-wise iteration).
Concerning the running time, filling tables R and C requires to compute kn + ℓm many entries. Note that an entry can be computed in constant time, except for the case (5) and (10) . Observe, however, that computing columns a l−1 + 1, . . . , a l of row r i• requires to look up each entry b i−1 , . . . , b i of column c •l−1 only once. Thus, every computed entry is only looked up a constant number of times. Overall, the running time is in O(kn + ℓm). Note also that at any point we only need to store the two current rows of R (and two current columns of C). Thus, we need only O(m + n) space.
Conclusion
We presented a fast dynamic program to compute the exact dtw-distance between two given run-length encoded time series. Our method might yield improved performance in practice, especially in conjunction with dimension reduction such as piecewise aggregate approximation [4, 5, 6, 11] . In future work, we will evaluate our algorithm empirically in experiments and compare it to other methods, e.g. AWarp [7] and BDTW [9] .
