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Abstract
Let P ⊂ Rd be a closed convex cone. Assume that P is pointed i.e. the
intersection P ∩−P = {0} and P is spanning i.e. P −P = Rd. Denote the interior
of P by Ω. Let E be a product system over Ω. We show that there exists an
infinite dimensional separable Hilbert space H and a semigroup α := {αx}x∈P of
unital normal ∗-endomorphisms of B(H) such that E is isomorphic to the product
system associated to α.
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1 Introduction
Let P ⊂ Rd be a closed convex cone which is spanning i.e. P − P = Rd and pointed i.e.
P ∩ −P = {0}. Denote the interior of P by Ω. Then Ω is an ideal in P in the sense
that Ω + P ⊂ Ω. Moreover Ω ∩ −Ω = ∅. Also Ω is dense in P . We reserve the above
notations for the rest of this paper. All the Hilbert spaces that we consider are over the
field of complex numbers. For a Hilbert space H, B(H) denotes the algebra of bounded
operators on H. Let H1 and H2 be Hilbert spaces and U : H1 → H2 be a unitary. We
denote the map B(H1) ∋ T → UTU∗ ∈ B(H2) by Ad(U).
Let H be an infinite dimensional separable Hilbert space. By an EP0 -semigroup on
B(H), we mean a family α := {αx}x∈P of normal ∗-endomorphisms of B(H) such that
(1) for x, y ∈ P , αx ◦ αy = αx+y,
(2) for x ∈ P , αx is unital i.e. αx(1) = 1, and
(3) for A ∈ B(H) and ξ, η ∈ H, the map P ∋ x→ 〈αx(A)ξ|η〉 ∈ C is continuous.
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When P = [0,∞), we recover Arveson’s notion of E0-semigroups which has a rich his-
tory. We refer the reader to the monograph [3] and the references therein for its litera-
ture. In comparison to the literature on E0-semigroups, the literature on E0-semigroups
parametrised by semigroups other than N and R+ are few. The notable ones are [13],
[9], [10], [11] and [14].
Let α := {αx}x∈P be an EP0 -semigroup on B(H). A strongly continuous family of
unitaries U := {Ux}x∈P in B(H) is called an α-cocycle if Uxαx(Uy) = Ux+y for x, y ∈ P .
Let U := {Ux}x∈P be an α-cocycle. Then {Ad(Ux) ◦ αx}x∈P is an EP0 -semigroup. Such
an EP0 -semigroup is called a cocycle perturbation of α. Let β := {βx}x∈P be an E
P
0 -
semigroup on B(K) where K is an infinite dimensional separable Hilbert space. We
say α and β are cocycle conjugate if there exists a unitary U : H → K such that
{Ad(U∗) ◦ βx ◦ Ad(U)}x∈P is a cocycle perturbation of α. It is easy to see that cocycle
conjugacy is an equivalence relation.
The main problem in the theory of E0-semigroups is to classify them up to cocycle
conjugacy. Arveson found a complete invariant called the product system associated to
an EP0 -semigroup when P = [0,∞). The authors in [7] were able to extend Arveson’s
result to closed convex cones which are pointed. Let us explain the notion of a product
system associated to an EP0 -semigroup. Let α := {αx}x∈P be an E
P
0 -semigroup on B(H).
For x ∈ Ω, let
E(x) := {T ∈ B(H) : αx(A)T = TA for A ∈ B(H)}.
We endow B(H) with the σ-algebra generated by weakly closed subsets of B(H). The
product Ω×B(H) is given the product σ-algebra where of course the σ-algebra on Ω is
the Borel σ-algebra.
Let
E := {(x, T ) : x ∈ Ω, T ∈ E(x)}
and let p : E → Ω be the first projection. For x ∈ Ω, we identify p−1(x) with E(x).
Then we have the following.
(1) The set E is a measurable subset of the standard Borel space Ω× B(H).
(2) Fix x ∈ Ω. Then for S, T ∈ E(x), T ∗S is a scalar which we denote by 〈S|T 〉. With
respect to the inner product 〈 | 〉, the vector space E(x) is a separable Hilbert
space.
(3) For x, y ∈ Ω, the linear span of {ST : S ∈ E(x), T ∈ E(y)} is dense in E(x+ y).
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(4) There exists a separable Hilbert space H0 such that the following holds: for x ∈ Ω,
there exists a unitary operator θx : E(x)→H0 such that the map
E ∋ (x, T )→ (x, θx(T )) ∈ Ω×H0
is a Borel isomorphism where the measurable structure on Ω×H0 is the one induced
by the product topology on Ω×H0. Here H0 is given the norm topology.
(5) The set E has an associative multiplication given by the formula
(x, S).(y, T ) = (x+ y, ST )
for x, y ∈ Ω and (S, T ) ∈ E(x)×E(y).
The set E together with the above structures is called the product system associated to
α. For a proof of the above facts, we refer the reader to [7]. It is easy to see that (1),
(2) and (3) holds for any EP0 -semigroup. Strictly speaking, (4) is established in [7] under
the assumption that αa is not onto for every a ∈ Ω. If αa is onto for some a ∈ Ω then by
Lemma 2.5 of [7], it follows that αx is an automorphism for every x ∈ P . Then (4) is an
easy consequence of Arveson-Wigner’s theorem (Theorem 3.6 of [1]). The statement of
Arveson-Wigner’s theorem, in our context, is as follows : Let α := {αx}x∈P be an EP0 -
semigroup on B(H) such that for every x ∈ P , αx is an automorphism. Then there exists
a strongly continuous family of unitaries U := {Ux}x∈P and a strictly upper triangular
d × d real matrix A such that αx(T ) = UxTU∗x for T ∈ B(H) and UxUy = e
i〈Ax|y〉Ux+y
for x, y ∈ P .
The authors, imitating the 1-dimensional proof of Arveson, proved in [7] that two
EP0 -semigroups are cocycle conjugate if and only if the associated product systems are
isomorphic. Just like in the 1-dimensional case, we can define a product system over
Ω abstractly i.e. an abstract product system over Ω is a standard Borel space with
structures reflecting the structures of a product system associated to an EP0 -semigroup.
Then it is natural to ask whether an abstract product system over Ω is isomorphic to a
product system associated to an EP0 -semigroup. The goal of this paper is to answer this
question in the affirmative. The case when P = [0,∞) was first settled by Arveson using
the machinery of the spectral C∗-algebra of a product system. The proof is technical and
long. Later Skeide in [12] found a simpler proof. Consequently, Arveson himself found
a simpler proof in [4]. Here we imitate Arveson’s proof in [4]. The authors in [8] have
done a similar analysis in the discrete setting for a finitely generated subsemigroup of
Zd. We must mention here that this paper (and also its title) is heavily inspired by [4].
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2 Preliminaries
Here we define the notion of an abstract product system over Ω. We imitate Arveson’s
definition in [3] (Page 68, Definition 3.1.1.).
Definition 2.1 By an abstract product system over Ω, we mean a standard Borel space
E together with a measurable surjection p : E → Ω such that the following holds.
(1) For x ∈ Ω, E(x) := p−1(x) is a non-zero separable Hilbert space.
(2) There exists an associative multiplication E × E ∋ (u, v) → uv ∈ E such that
p(uv) = p(u)+ p(v) for u, v ∈ E. Also the multiplication E×E ∋ (u, v)→ uv ∈ E
is measurable.
(3) Let x, y ∈ Ω be given. Then there exists a unitary ux,y : E(x)⊗ E(y)→ E(x+ y)
such that ux,y(u⊗ v) = uv for (u, v) ∈ E(x)× E(y).
(4) Let ∆ := {(u, v) ∈ E × E : p(u) = p(v)}. The maps ∆ ∋ (u, v)→ u + v ∈ E and
∆ ∋ (u, v)→ 〈u|v〉 ∈ C are measurable.
(5) The map C× E ∋ (λ, u)→ λu ∈ E is measurable.
(6) As a measurable field of Hilbert spaces, E is trivial by which we mean the following:
There exists a separable Hilbert space H0 and a Borel isomorphism θ : E → Ω×H0
such that π1 ◦ θ = p and for every x ∈ Ω, the map π2 ◦ θ : E(x)→ H0 is a unitary.
Here by π1 and π2, we mean the first and second projections from Ω×H0 onto Ω
and H0 respectively. We shall abbreviate the above by saying that as a measurable
field of Hilbert spaces, E is isomorphic to Ω×H0 and write E ≃ Ω×H0.
We usually suppress the surjection p and simply write E as E =
∐
x∈Ω
E(x).
Remark 2.2 Let H be an infinite dimensional separable Hilbert space and α := {αx}x∈P
be an EP0 -semigroup. Then the product system associated to α is an abstract product
system.
Definition 2.3 Let E :=
∐
x∈Ω
E(x) and F :=
∐
x∈Ω
F (x) be abstract product systems over
Ω. We say that E is isomorphic to F if for every x ∈ Ω, there exists a unitary map
θx : E(x)→ F (x) such that
(1) for x, y ∈ Ω and (u, v) ∈ E(x)× E(y), θx+y(uv) = θx(u)θy(v), and
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(2) the map θ :=
∐
x∈Ω
θx : E → F is a Borel isomorphism.
Since E and F are standard Borel spaces, it is enough to require that the map θ in (2)
is 1-1, onto and measurable (See Page 70, Theorem 3.3.2. of [2]).
Let us make a few preliminary observations regarding the dimension of the fibres of
an abstract product system. We will also drop the adjective ”abstract” and simply call
an abstract product system over Ω a product system over Ω.
Lemma 2.4 Let E :=
∐
x∈Ω
E(x) be a product system over Ω. For x ∈ Ω, let d(x) be the
dimension of E(x). Then either d(x) = 1 for all x ∈ Ω or d(x) =∞ for all x ∈ Ω.
Proof. Note that d(x) 6= 0 for every x ∈ Ω. Condition (6) of Definition 2.1 implies
that d(x) = d(y) for every x, y ∈ Ω. Thus it is enough to show that d(a) = 1 or
d(a) = ∞ for some a ∈ Ω. Let a ∈ Ω be given. Then E(a) ⊗ E(a) ∼= E(2a). Hence
d(a) = d(2a) = d(a)2. This implies d(a) = 1 or d(a) =∞. This completes the proof.
The goal of this paper is to show that every abstract product system over Ω is
isomorphic to the product system associated to an EP0 -semigroup on B(H) where H is
an infinite dimensional separable Hilbert space. First let us dispose of the case when the
fibres are 1-dimensional.
Proposition 2.5 Let E :=
∐
x∈Ω
E(x) be a product system over Ω such that E(x) is one-
dimensional for every x ∈ Ω. Then there exists an EP0 -semigroup on B(L
2(Rd)) such
that the product system associated to α is isomorphic to E.
Proof. Since E ≃ Ω×C, it follows that there exists a measurable section e : Ω→ E such
that for x ∈ Ω, ||e(x)|| = 1 and E(x) is spanned by e(x). Let x, y ∈ Ω be given. Then
there exists a unique scalar denoted ω(x, y) ∈ T such that e(x)e(y) = ω(x, y)e(x + y).
Observe that for x, y ∈ Ω, ω(x, y) = 〈e(x)e(y)|e(x+ y)〉. This implies that the function
Ω × Ω ∋ (x, y) → ω(x, y) ∈ T is measurable. The associativity of the multiplication of
the product system implies that ω is a multiplier on Ω i.e. for x, y, z ∈ Ω,
ω(x, y)ω(x+ y, z) = ω(x, y + z)ω(y, z).
By Theorem 3.3. of [6], it follows that ω extends to a multiplier on Rd. We denote
the extension again by ω. For x ∈ Rd, let Ux be the unitary on L
2(Rd) defined by the
following formula
Uxf(y) = ω(x, y − x)f(y − x)
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for f ∈ L2(Rd). Note that UxUy = ω(x, y)Ux+y for x, y ∈ Rd. Also observe that for
f, g ∈ Rd, the map Rd ∋ x → 〈Uxf |g〉 is measurable. For a proof of this fact, we refer
the reader to the paragraph preceding Theorem 3.2. of [6].
For x ∈ P , let αx be the automorphism of B(L2(Rd)) defined by the formula
αx(A) = UxAU
∗
x .
It is clear that α := {αx}x∈P is a semigroup of unital normal ∗-endomorphisms of
B(L2(Rd)). The weak measurability of {Ux}x∈P implies that for every A ∈ B(L2(Rd))
and f, g ∈ L2(Rd), the map P ∋ x → 〈αx(A)f |g〉 is measurable. Now Corollary 4.3. of
[7] implies that α is an EP0 -semigroup.
Let F :=
∐
x∈Ω
F (x) be the product system associated to the EP0 -semigroup α. Then it
is clear that for every x ∈ Ω, F (x) is spanned by Ux. For x ∈ Ω, let θx : E(x)→ F (x) be
the unitary such that θx(e(x)) = Ux. Then the map θ :=
∐
x∈Ω
θx : E → F is 1-1, onto and
preserves the multiplication. To see that θ is measurable, let µ : Ω× C→ E be defined
by µ(x, λ) = λe(x) and let ν : Ω×C→ F be defined by ν(x, λ) = (x, λUx). Then µ and
ν are measurable. Moreover, µ is 1-1 and onto. Since the spaces involved are standard,
it follows that µ−1 is measurable. Note that θ = ν ◦ µ−1. Hence θ is measurable. This
completes the proof. ✷
Remark 2.6 Let H be an infinite dimensional separable Hilbert space. The following is
well known. See for instance, Section 2.2 of [5].
(1) Let α be a normal ∗-endomorphism of B(H). The intertwining space of α denoted
Eα is defined as
Eα := {T ∈ B(H) : α(A)T = TA for A ∈ B(H)}.
Note that if T, S ∈ Eα then T ∗S is a scalar, for it commutes with every element
of B(H), which we denote by 〈S|T 〉. Then 〈 | 〉 is an inner product on Eα. The
norm on Eα induced by the inner product and the operator norm coincide. Hence
it follows that Eα is a Hilbert space. Moreover Eα is separable. Let β be another
normal ∗-endomorphism of B(H). Then α = β if and only if Eα = Eβ.
Let α and β be normal ∗-endomorphisms of B(H). Then Eα◦β is the closed linear
span of {ST : S ∈ Eα, T ∈ Eβ}.
(2) Conversely, let E ⊂ B(H) be a separable norm closed subspace of B(H) such that
T ∗S is a scalar for every S, T ∈ E. For S, T ∈ E, let 〈S|T 〉 = T ∗S. Note that E
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is a separable Hilbert space w.r.t. to the inner product 〈 | 〉. Then there exists a
unique normal ∗-endomorphism α of B(H) such that E = Eα. The endomorphism
α has the following expression. Let {Vi}di=1 be an orthonormal basis for E where d
denotes the dimension of E. Then α is given by the equation
α(A) =
d∑
i=1
ViAV
∗
i . (2.1)
When d is infinite, the sum in Equation 2.1 is a strongly convergent sum. Moreover
α(1) is the projection onto the closure of EH := span{Tξ : T ∈ E, ξ ∈ H}. The
endomorphism α is unital if and only if
∑d
i=1 ViV
∗
i = 1 if and only if EH = H.
From now on, we assume that the fibres of an abstract product system are infinite
dimensional. Let H be an infinite dimensional separable Hilbert space. We endow B(H)
with the measurable structure induced by the weak operator topology.
Definition 2.7 Let E :=
∐
x∈Ω
E(x) be a product system over Ω. By a representation of
E on H, we mean a map φ : E → B(H) such that
(1) the map φ is measurable,
(2) for u, v ∈ E, φ(uv) = φ(u)φ(v), and
(3) for x ∈ Ω and u, v ∈ E(x), φ(v)∗φ(u) = 〈u|v〉.
The representation φ is called essential if φ(E(x))H = H for every x ∈ Ω.
Let φ : E → B(H) be a representation. Then φ restricted to each fibre is linear. The
proof is exactly the same as in the 1-dimensional case and hence we omit the proof. For
the proof in the 1-dimensional case, we refer the reader to Page 71 of [3]. Moreover
Condition (3) implies that φ restricted to each fibre is isometric.
Fix x ∈ Ω. Note that φ(E(x)) is a separable, norm closed subspace of B(H) such
that T ∗S is a scalar for every S, T ∈ φ(E(x)). Hence by Remark 2.6, it follows that there
exists a unique normal ∗-endomorphism αx of B(H) such that
φ(E(x)) = {T ∈ B(H) : αx(A)T = TA for A ∈ B(H)}.
Recall from Remark 2.6 that αx(1) is the projection onto the closed subspace φ(E(x))H.
Let x, y ∈ Ω be given. Since E(x + y) is the closure of the linear span of the set
{uv : u ∈ E(x), v ∈ E(y)}, it follows from (2) of Definition 2.7 that φ(E(x + y)) is the
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closed linear span of {ST : S ∈ φ(E(x)), T ∈ φ(E(y))}. Hence by Remark 2.6, it follows
that αx+y = αx ◦ αy. Consequently {αx}x∈Ω is a semigroup of normal ∗-endomorphisms
of B(H). Now suppose that φ is essential. Then by Remark 2.6, it follows that αx is
unital for every x ∈ Ω.
Since E ≃ Ω× ℓ2, it follows that there exists measurable sections e1, e2, · · · such that
for every x ∈ Ω, {e1(x), e2(x), · · · } forms an orthonormal basis for E(x). Consequently,
it follows that for every x ∈ Ω, {φ(e1(x)), φ(e2(x)), · · · } is an orthonormal basis for
φ(E(x)). Hence by Remark 2.6, it follows that for x ∈ Ω, αx is given by the equation
αx(A) =
∞∑
n=1
φ(en(x))Aφ(en(x))
∗ (2.2)
where the sum in Equation 2.2 is a strongly convergent sum. The measurability of φ and
Equation 2.2 implies that for A ∈ B(H) and ξ, η ∈ H, the map Ω ∋ x→ 〈αx(A)ξ|η〉 ∈ C
is measurable. By Proposition 4.2 of [7], it follows that for A ∈ B(H) and ξ, η ∈ H, the
map Ω ∋ x → 〈αx(A)ξ|η〉 ∈ C is continuous. Again by Proposition 4.2 of [7], it follows
that {αx}x∈Ω extends to a unique EP0 -semigroup which we still denote by α := {αx}x∈P .
The constructed EP0 -semigroup α is called the E
P
0 -semigroup associated to the essential
representation φ.
Proposition 2.8 Let φ : E → B(H) be an essential representation and let α := {αx}x∈P
be the EP0 -semigroup associated to φ. Then E is isomorphic to the product system asso-
ciated to α.
Proof. Let F :=
∐
x∈Ω
F (x) be the product system associated to α. For x ∈ Ω, by the
definition of αx, F (x) = φ(E(x)). Now the map E ∋ u → (p(u), φ(u)) ∈ F is an
isomorphism of product systems. Here p : E → Ω is the canonical surjection that comes
equipped with the product system E. This completes the proof. ✷
3 Construction of an essential representation
We fix an element a ∈ Ω for the rest of this section. For x, y ∈ Rd, we write x > y if
x− y ∈ Ω. We have the following archimedean principle.
Lemma 3.1 Let x ∈ Rd be given. Then there exists a positive integer n0 such that
n0a > x.
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Proof. Note that the sequence a − x
n
→ a ∈ Ω. But Ω is an open subset of Rd. Hence
there exists a positive integer n0 such that n ≥ n0 implies a−
x
n
∈ Ω. This implies that
na− x ∈ Ω for n ≥ n0. In particular, n0a− x ∈ Ω. This completes the proof.
Lemma 3.2 The intersection
∞⋂
n=0
(Ω+na) = ∅. Also {Ω+na}∞n=0 is a decreasing sequence
of subsets of Ω.
Proof. Suppose y ∈
∞⋂
n=0
(Ω + na). Then y − na ∈ Ω for every n ≥ 0. By Lemma 3.1, it
follows that there exists a positive integer n0 such that n0a− y ∈ Ω. Now observe that
−a = (y − (n0 + 1)a) + (n0a− y) ∈ Ω which is a contradiction since Ω ∩ −Ω = ∅. It is
clear that {Ω + na}∞n=0 is a decreasing sequence of subsets of Ω. ✷
Let us fix a few notations which will be used throughout this paper. For k ∈ N,
let Lk := (Ω + ka)\(Ω + (k + 1)a). Then Lemma 3.2 implies that {Lk : k ∈ N} is a
disjoint family of measurable subsets of Ω. Note that for k ∈ N, Ω+ka =
∐
m≥k
Lm. Since
Ω =
∐
k∈N
Lk, it follows that given x ∈ Ω, there exists a unique non-negative integer n(x)
such that x ∈ Ln(x). Since n(x) = k for x ∈ Lk, it is clear that the map Ω ∋ x→ n(x) ∈ N
is measurable. Note that n(x + a) = n(x) + 1 for x ∈ Ω. Also observe that for x ∈ Ω,
x− n(x)a ∈ L0 and for x ∈ L0 and k ∈ N, x+ ka ∈ Lk.
We need the fact that Lk has non-zero Lebesgue measure for every k ∈ N. In what
follows, we will not use any other measure except the Lebesgue measure on Rd. Also we
denote the Lebesgue measure on Rd by λ. Since Lk = L0 + ka, it suffices to show that
L0 = Ω\(Ω + a) has positive measure. Observe that Ω\(Ω + a) contains the open set
Ω\(P + a) which is non-empty since a
2
∈ Ω\(P + a). Now it follows immediately that
Ω\(Ω + a) has positive measure. For z ∈ Rd, let Lz := (L0 + z) ∩ Ω.
Let p : E → Ω be a product system which is fixed for the rest of this section. We
assume that the fibres of E are infinite dimensional. Let e ∈ E(a) be a unit vector which
is fixed for the rest of this section. Our goal is to exhibit an essential representation of
E on an infinite dimensional separable Hilbert space.
Let V denote the vector space of measurable sections of E which are square integrable
over Lz for every z ∈ Rd. More precisely, let f : Ω → E be a measurable section. Then
f ∈ V if and only if for every z ∈ Rd,
∫
Lz
||f(x)||2dx <∞.
Let f ∈ V and k ∈ N be given. We say that f is k-stable if f(x + a) = f(x)e for
almost all x > ka i.e. the measurable set {x ∈ Ω + ka : f(x+ a) 6= f(x)e} has measure
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zero. Note that if f is k-stable and k1 ≥ k then f is k1-stable. We say a section in V is
stable if it is k-stable for some k ∈ N. Denote the set of stable sections in V by S. Then
it is clear that S is a vector subspace of V.
Let f ∈ V. We say that f is null if there exists k ∈ N such that f(x) = 0 for almost
all x > ka i.e. there exists k ∈ N such that {x > ka : f(x) 6= 0} has measure zero.
Denote the set of null sections in V by N . Then it is clear that N is a vector subspace
of V. We leave it to the reader to verify that N ⊂ S.
Lemma 3.3 Let f ∈ S be given. Assume that f is k-stable for some k ∈ N. Then for
every m ≥ 1, f(x+ma) = f(x)em for almost all x > ka.
Proof. We prove this by induction on m. Let Am := {x > ka : f(x +ma) 6= f(x)em}.
The fact that f is k-stable implies that A1 has measure zero. Now assume that Am has
measure zero. Let x > ka be given. Suppose x /∈ Am and x+ma /∈ A1. Then calculate
as follows to observe that
f(x+ (m+ 1)a) = f(x+ma+ a)
= f(x+ma)e (Since x+ma /∈ A1)
= f(x)eme (Since x /∈ Am)
= f(x)em+1.
This implies that Am+1 ⊂ Am ∪ ((Ω + ka) ∩ (A1 −ma)) ⊂ Am ∪ (A1 −ma). Since Am
and A1 have measure zero, it follows that Am+1 has measure zero. This completes the
proof. ✷
Let f, g ∈ S be given. Since f and g are square integrable over Lz for every z ∈ Rd,
it follows that the integral
∫
Lk
〈f(x)|g(x)〉dx exists for every k ∈ N.
Proposition 3.4 Let f, g ∈ S be given. Then the sequence
(∫
Lk
〈f(x)|g(x)〉dx
)∞
k=0
converges.
Proof. Without loss of generality, we can assume that f and g are k0-stable for some
k0 ≥ 0. Let k > k0 be given. Note that the map Lk0 ∋ x → x + (k − k0)a ∈ Lk is a
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measurable bijection which is measure preserving. Calculate as follows to observe that∫
Lk
〈f(x)|g(x)〉dx =
∫
Lk0
〈f(x+ (k − k0)a)|g(x+ (k − k0)a)〉dx
=
∫
Lk0
〈f(x)ek−k0|g(x)ek−k0〉dx (by Lemma 3.3)
=
∫
Lk0
〈f(x)|g(x)〉.
Thus the sequence
(∫
Lk
〈f(x)|g(x)〉dx
)∞
k=0
is eventually constant and hence converges.
This completes the proof. ✷
Let f, g ∈ S be given. Define
〈f |g〉 = lim
k→∞
∫
Lk
〈f(x)|g(x)〉dx.
Observe that 〈 | 〉 defines a semi-definite inner product on S. Let f ∈ S. We claim that
〈f |f〉 = 0 if and only if f ∈ N . It is clear that if f ∈ N , then 〈f |f〉 = 0. Now let
f ∈ S be such that 〈f |f〉 = 0. Assume that f is k0-stable for some k0 ∈ N. The proof of
Proposition 3.4 implies that
∫
Lk
||f(x)||2dx = 0 for every k ≥ k0. This implies that for
every k ≥ k0, f(x) = 0 for almost all x ∈ Lk. Since Ω + k0a =
∐
k≥k0
Lk, it follows that
f(x) = 0 for almost all x > k0a. This proves that f ∈ N .
Thus 〈 | 〉 descends to a positive definite inner product on S/N which we still denote
by 〈 | 〉. Let H be the completion of the pre-Hilbert space S/N .
Remark 3.5 Let f, g ∈ S be given. Assume that f and g are k0-stable for some k0 ∈ N.
Then the proof of Proposition 3.4 implies that
〈f |g〉 =
∫
Lk0
〈f(x)|g(x)〉dx.
Proposition 3.6 The Hilbert space H is separable and is infinite dimensional.
Proof. For k ∈ N, let Hk := L2(Lk, E). Fix k ∈ N and let ξ ∈ L2(Lk, E) be given. Define
a section ξ˜ : Ω→ E by the following formula
ξ˜(x) :=


ξ(x− n(x)a + ka)en(x)−k if x > ka,
0 elsewhere.
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Note that for x ∈ Lk, ξ˜(x) = ξ(x). For m > k and x ∈ Lm, ξ˜(x) = ξ(x−ma+ ka)em−k.
This implies that ξ˜ is measurable on each Lm for m ≥ k. Hence ξ˜ is measurable on∐
m≥k
Lm = Ω + ka. It is clear that ξ˜ is measurable on the complement of Ω + ka.
Consequently it follows that ξ˜ is a measurable section.
We claim that ξ˜ ∈ V and ξ˜ is k-stable. Let z ∈ Rd be given. Let A := Lz ∩ (Ω+ ka).
Note that
∫
Lz
||ξ˜(x)||2dx =
∫
A
||ξ˜(x)||2dx. If A is empty, there is nothing to prove.
Suppose that A is non-empty. Let χ : A→ Lk be the map defined by
χ(x) = x− n(x)a + ka.
The measurability of the map Ω ∋ x → n(x) ∈ N implies that χ is measurable. We
claim that χ is 1-1. Let x1, x2 ∈ A be such that χ(x1) = χ(x2). To prove x1 = x2, it
suffices to show that n(x1) = n(x2). Suppose not. Without loss of generality, we can
assume that n(x1) < n(x2). Then x2−z = (x1−z)+(n(x2)−n(x1))a ∈ Ω+a which is a
contradiction to the fact that x2 − z ∈ L0 = Ω\(Ω + a). This contradiction implies that
n(x1) = n(x2) and consequently x1 = x2. This proves that χ is 1-1. Since A and Lk are
Gδ subsets of R
d, it follows that A and Lk are Polish spaces. Let B be the image of χ.
Then by Theorem 3.3.2. of [2], it follows that B is a Borel subset of Lk and χ : A→ B
is a Borel isomorphism.
We claim that χ is measure preserving. Let C ⊂ A be a Borel subset. For m ≥ k,
let Cm := {x ∈ C : n(x) = m}. Then C =
∐
m≥k
Cm. As a consequence, we have
χ(C) =
∐
m≥k
χ(Cm) =
∐
m≥k
(Cm −ma + ka). Now calculate as follows to observe that
λ(χ(C)) =
∑
m≥k
λ(Cm −ma+ ka)
=
∑
m≥k
λ(Cm)
= λ(
∐
m≥k
Cm)
= λ(C).
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This shows that χ is measure preserving. Calculate as follows to observe that∫
A
||ξ˜(x)||2dx =
∫
A
||ξ(x− n(x)a+ ka)||2dx
=
∫
A
||ξ(χ(x))||2dx
=
∫
B
||ξ(x)||2dx
≤
∫
Lk
||ξ(x)||2dx
<∞.
This shows that ξ˜ ∈ V. Now let x > ka be given. Calculate as follows to observe that
ξ˜(x+ a) = ξ(x+ a− n(x+ a)a + ka)en(x+a)−k
= ξ(x+ a− (n(x) + 1)a+ ka)en(x)+1−k ( Since n(x+ a) = n(x) + 1)
= ξ(x− n(x)a + ka)en(x)−ke
= ξ˜(x)e.
This proves that ξ˜ is k-stable. Since ξ˜(x) = ξ(x) for x ∈ Lk, by Remark 3.5, it follows
that the map Hk ∋ ξ → ξ˜+N is well-defined and is an isometry which we denote by Vk.
Let f ∈ V be given. Assume that f is k-stable for some k ∈ N. Let ξ : Lk → E be
defined by ξ(x) = f(x) for x ∈ Lk. Form ≥ 1, let Am := {x > ka : f(x+ma) 6= f(x)em}.
By Lemma 3.3, it follows that Am has measure zero for every m ≥ 1. Let m > k and
x ∈ Lm be given. Suppose x /∈ Am−k + (m − k)a. Then calculate as follows to observe
that
f(x) = f(x−ma+ ka + (m− k)a)
= f(x−ma+ ka)em−k (Since x−ma+ ka /∈ Am−k and x−ma + ka > ka.)
= ξ˜(x)
Thus the set {x ∈ Lm : f(x) 6= ξ˜(x)} ⊂ Am−k + (m − k)a and the latter has measure
zero. Thus for every m > k, f(x) = ξ˜(x) for almost all x ∈ Lm. By definition,
f agrees with ξ˜ on Lk. Hence f(x) = ξ˜(x) for almost all x ∈
∐
m≥k
Lm = Ω + ka.
Hence f − ξ˜ ∈ N . This proves that f + N = ξ˜ + N . Thus we have shown that
{f + N : f ∈ S} =
⋃∞
k=0 VkHk. Since each Hk is separable, it follows that H is
separable. As each Hk is infinite dimensional, it follows that H is infinite dimensional.
This completes the proof. ✷
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We need the following two important lemmas before defining a representation of E on
H. Fix k ∈ N. Let b ∈ Ω be such that b > ka. Recall that Lk = (Ω+ ka)\(Ω+ (k+1)a)
and Lb = (Ω+ b)\(Ω + b+ a). Let x ∈ Lk be given. By Lemma 3.1, there exists m0 ∈ N
such that m0a− (b−x) = x+m0a− b ∈ Ω or in other words x+m0a ∈ Ω+ b. Let m(x)
be the least non-negative integer such that x+m(x)a ∈ Ω + b.
Lemma 3.7 With the foregoing notations, we have the following.
(1) For every x ∈ Lk, x+m(x)a ∈ Lb.
(2) For every x ∈ Lk, the intersection {x+ma : m ∈ N} ∩ Lb is singleton.
(3) The map χ : Lk → Lb defined by χ(x) = x+m(x)a is a measurable bijection.
(4) The map χ : Lk → Lb is measure preserving.
Proof. Let x ∈ Lk be given. Suppose m(x) = 0. Then since x ≯ (k + 1)a and b > ka,
it follows that x ≯ b + a. Hence x = x + m(x)a ∈ Lb. Suppose m(x) ≥ 1. Then by
definition x+(m(x)− 1)a /∈ Ω+ b or in other words, x+m(x)a /∈ Ω+ b+ a. In this case
too, x+m(x)a ∈ Lb. This proves (1).
Let x ∈ Lk be given. Suppose x+ma ∈ Lb for some m ∈ N. Then x+ma ∈ Ω + b.
Hence by the definition of m(x), it follows that m ≥ m(x). To prove (2), it suffices to
show that m = m(x). Suppose not. Then m > m(x). Write m = m(x) + n with n ≥ 1.
Now x +ma = (x +m(x)a) + na ∈ (Ω + b) + na ⊂ Ω + b + a which is a contradiction
since x+ma /∈ Ω + b+ a. This contradiction proves that m = m(x). This proves (2).
Let x1, x2 ∈ Ω be such that χ(x1) = χ(x2). Then x1 +m(x1)a = x2 +m(x2)a. To
show x1 = x2, it suffices to show that m(x1) = m(x2). Suppose not. Without loss of
generality, we can assume that m(x1) < m(x2). Then x1 = x2 + (m(x2) − m(x1))a ∈
Ω+ ka+ (m(x2)−m(x1))a ⊂ Ω+ (k+ 1)a which is a contradiction since x1 ≯ (k+ 1)a.
This contradiction implies that m(x1) = m(x2) and consequently x1 = x2. This proves
that χ is 1-1.
Let y ∈ Lb be given. Then y > b > ka. Hence the set {n ∈ N : y − na ∈ Ω + ka}
is non-empty, for it contains 0. We claim that the set {n ∈ N : y − na ∈ Ω + ka}
is bounded. Suppose not. Then there exists a sequence (nℓ) such that nℓ → ∞ and
y − nℓa ∈ Ω + ka ⊂ P . Hence
y
nℓ
− a ∈ P for every ℓ. But y
nℓ
− a → −a. This forces
that −a ∈ P or a ∈ −P which is a contradiction. Let n0 be the largest non-negative
integer such that y − n0a ∈ Ω + ka. Then y − (n0 + 1)a /∈ Ω + ka or in other words
y− n0a /∈ Ω+ (k+1)a. Let x := y− n0a. Then x ∈ Lk and y = x+ n0a ∈ Lb. Since the
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intersection {x +ma : m ∈ N} ∩ Lb is singleton, it follows that y = χ(x). This proves
that χ is onto.
To show χ is measurable, it is enough to show that Lk ∋ x→ m(x) ∈ N is measurable.
Let r ∈ R be given. We claim that {x ∈ Lk : m(x) ≥ r} is a closed subset of Lk. Let
(xn) be a sequence in Lk such that m(xn) ≥ r and xn → x ∈ Lk. Then the sequence
xn+m(x)a→ x+m(x)a ∈ Ω+b. But Ω+b is an open subset of Rd containing x+m(x)a.
Hence xn + m(x)a ∈ Ω + b eventually. By the definition of the function m, it follows
that m(xn) ≤ m(x) eventually. Thus m(x) ≥ r. This proves that {x ∈ Lk : m(x) ≥ r}
is a closed subset of Lk. As a consequence, we obtain that the function m is measurable
and consequently χ is measurable. This proves (3).
Since Lk and Lb are Gδ-subsets of R
d, it follows that Lk and Lb are Polish spaces.
Hence by Theorem 3.3.2. of [2], it follows that χ is a Borel isomorphism. Let A ⊂ Lk be
a measurable subset. For n ∈ N, let An := {x ∈ A : m(x) = n}. Then A =
∞∐
n=0
An and
χ(A) =
∞∐
n=0
χ(An) =
∞∐
n=0
(An + na). Now calculate as follows to observe that
λ(χ(A)) =
∞∑
n=0
λ(An + na)
=
∞∑
n=0
λ(An)
= λ(
∞∐
n=0
An)
= λ(A).
This proves (4). This completes the proof. ✷
Lemma 3.8 Let f, g ∈ S be given. Assume that f and g are k-stable for some k ∈ N.
Let b ∈ Ω be such that b > ka. Then
〈f |g〉 =
∫
Lb
〈f(x)|g(x)〉dx.
Proof. Let Lk ∋ x→ m(x) ∈ N and χ : Lk → Lb be the functions considered in Lemma
3.7. For n ∈ N, let An := {x ∈ Lk : m(x) = n}. Then Lk =
∞∐
n=0
An. Now calculate as
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follows to observe that∫
Lb
〈f(x)|g(x)〉dx =
∫
Lk
〈f(χ(x))|g(χ(x))〉dx (Since χ is measure preserving)
=
∞∑
n=0
∫
An
〈f(χ(x))|g(χ(x))〉dx
=
∞∑
n=0
∫
An
〈f(x+ na)|g(x+ na)〉dx
=
∞∑
n=0
∫
An
〈f(x)en|g(x)en〉dx (by Lemma 3.3)
=
∞∑
n=0
∫
An
〈f(x)|g(x)〉dx
=
∫
Lk
〈f(x)|g(x)〉dx
= 〈f |g〉 (by Remark 3.5).
This completes the proof. ✷
Let b ∈ Ω and v ∈ E(b) be given. For f ∈ S, let φ0(v)f : Ω→ E be the measurable
section defined by
(φ0(v)f)(x) :=


vf(x− b) if x > b
0 elsewhere.
Let f ∈ S be given. We leave it to the reader to verify that φ0(v)f ∈ V. Assume that f
is k-stable for some k ≥ 1. Set A := {x > ka : f(x+ a) 6= f(x)e}. Then A has measure
zero. Choose k0 ∈ N such that k0a > b and set k1 = k0 + k. We claim that φ0(v)f is
k1-stable. Let x > k1a and x /∈ A+ b be given. Calculate as follows to observe that
(φ0(v)f)(x+ a) = vf(x+ a− b) (Since x+ a > k1a > k0a > b)
= vf(x− b)e (Since x− b > k1a− b > ka and x− b /∈ A)
= (φ0(v)f)(x)e.
Hence the set {x > k1a : (φ0(v)f)(x + a) 6= (φ0(v)f)(x)e} is contained in A + b which
has measure zero. This proves that φ0(v)f is k1-stable.
Proposition 3.9 Let b ∈ Ω and u, v ∈ E(b) be given. Then for f ∈ S,
〈φ0(u)f |φ0(v)f〉 = 〈u|v〉〈f |f〉.
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Proof. Assume that f is k-stable for some k ≥ 1. Choose k0 ≥ 1 such that k0a > b and
set k1 = k0 + k. Now calculate as follows to observe that
〈φ0(u)f |φ0(v)f〉 =
∫
Lk1
〈(φ0(u)f)(x)|(φ0(v)f)(x)〉dx
=
∫
Lk1
〈uf(x− b)|vf(x− b)〉dx
= 〈u|v〉
∫
Lk1
〈f(x− b)|f(x− b)〉dx
= 〈u|v〉
∫
Lk1a−b
〈f(x)|f(x)〉dx
= 〈u|v〉〈f |f〉 (Since k1a− b > ka and by Lemma 3.8).
This completes the proof. ✷
Let b ∈ Ω and v ∈ E(b) be given. Proposition 3.9 implies that for f ∈ S,
〈φ0(v)f |φ0(v)f〉 = ||v||
2〈f |f〉.
As a consequence, it follows that there exists a unique bounded linear operator, denoted
φ(v), on H such that φ(v)(f + N ) = φ0(v)f + N for every f ∈ S. Prop. 3.9 implies
that for u, v ∈ E(b), φ(v)∗φ(u) = 〈u|v〉. It is clear that φ : E → B(H) is multiplicative.
Next we verify that φ is measurable. We use the following fact whose proof we leave as
an exercise to the reader.
Remark 3.10 Let (X,BX) be a measurable space and (Y,BY , µ) be a σ-finite measure
space. Let BX ⊗BY be the product σ-algebra on X × Y . Consider a measurable function
f : X × Y → C. Suppose that for every x ∈ X, the map Y ∋ y → f(x, y) ∈ C is
integrable. Then the function X ∋ x→
∫
f(x, y)dµ(y) ∈ C is measurable.
Proposition 3.11 The map φ : E → B(H) is measurable. Hence φ is a representation
of E on H.
Proof. For k ≥ 1, let Ek := {v ∈ E : 0 < p(v) < ka}. Then Ek is a measurable
subset of E for every k and
⋃∞
k=1Ek = E. Thus it suffices to show that φ restricted to
Ek is measurable for every k. Fix k ≥ 1. It suffices to show that for f ∈ S, the map
Ek ∋ v → 〈φ0(v)f |f〉 ∈ C is measurable. Let f ∈ S be given. Assume that f is k0-stable
for some k0 ≥ 1. Then for v ∈ Ek, φ0(v)f is k0 + k-stable. Hence by Remark 3.5, it
follows that
〈φ0(v)f |f〉 =
∫
Lk0+k
〈vf(x− p(v))|f(x)〉.
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The above integral representation together with Remark 3.10 implies that the function
Ek ∋ v → 〈φ0(f)|f〉 ∈ C is measurable. This completes the proof. ✷
Our goal is to show that the representation φ is essential.
Remark 3.12 We need the following before we proceed further.
(1) Let x, y ∈ Ω be such that x < y. For v ∈ E(x) and w ∈ E(y), there exists a unique
element denoted v∗w ∈ E(y − x) such that 〈v∗w|u〉 = 〈w|vu〉 for u ∈ E(y − x).
Note that for v ∈ E(x) and w ∈ E(y),
||v∗w|| ≤ ||v||||w||. (3.3)
Let x, y, z ∈ Ω be such that x < y. Let v ∈ E(x), w1 ∈ E(y) and w2 ∈ E(z) be
given. Then
v∗(w1w2) = (v
∗w1)w2. (3.4)
The proof of this fact is exactly similar to the proof of Lemma 2.4 of [8]. Hence we
omit the proof.
(2) Let x, y ∈ Ω be such that x < y. Let {v1, v2, · · · , } be an orthonormal basis for
E(x). Then for ξ ∈ E(y),
∞∑
i=1
||v∗i ξ||
2 = ||ξ||2. (3.5)
The proof of this fact is exactly similar to the proof of Lemma 2.4 of [4]. Hence we
omit the proof.
Let v ∈ E(a) be given. For f ∈ S, let fv : Ω→ E be defined by
fv(x) = v
∗f(x+ a).
Let f ∈ S be given. Note that fv is a section. To see that fv is measurable, let s : Ω→ E
be a measurable section. Then the map Ω ∋ x→ 〈fv(x)|s(x)〉 = 〈f(x+ a)|vs(x)〉 ∈ C is
measurable. This implies that fv is measurable. We leave it to the reader to verify that
fv ∈ S. We only indicate that to prove fv ∈ V, one needs to use Inequality 3.3 and to
prove fv is stable one needs to appeal to Equation 3.4. Note that if f is k-stable then fv
is k-stable.
Lemma 3.13 Let v ∈ E(a) and f ∈ S be given. Then φ(v)∗(f +N ) = fv +N .
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Proof. It suffices to prove that for every g ∈ S, 〈φ(v)∗(f +N )|g+N〉 = 〈fv+N|g+N〉.
Let g ∈ S be given. Without loss of generality, we can assume that f and g are k-stable
for some k ≥ 1. Note that φ0(v)g is k + 2-stable. Now calculate as follows to observe
that
〈φ(v)∗(f +N )|g +N〉 = 〈f |φ0(v)g〉
=
∫
Lk+2
〈f(x)|vg(x− a)〉dx (by Remark 3.5)
=
∫
Lk+1
〈f(x+ a)|vg(x)〉dx
=
∫
Lk+1
〈v∗f(x+ a)|g(x)〉dx
=
∫
Lk+1
〈fv(x)|g(x)〉dx
= 〈fv +N|g +N〉 (by Remark 3.5).
This completes the proof. ✷
Theorem 3.14 The representation φ is essential.
Proof. Let α := {αx}x∈Ω be the semigroup of normal ∗-endomorphisms associated to
φ. In order to show that αx is unital for each x ∈ Ω, it suffices to prove that αa is
unital. Suppose that αa is unital. Then αna = α
n
a is unital for every n ≥ 1. Let x ∈ Ω
be given. Choose n ≥ 1 such that na > x. Write na = x + y with y ∈ Ω. Then
1 = αna(1) = αx(αy(1)) ≤ αx(1). Hence αx is unital. Thus it suffices to show that αa is
unital.
Let {v1, v2, · · · } be an orthonormal basis for E(a). We claim that
∞∑
i=1
φ(vi)φ(vi)
∗ = 1
where the sum is a strongly convergent sum. Since {φ(vi)φ(vi)∗}∞i=1 is a sequence of
pairwise orthogonal projections, it suffices to show that
∞∑
i=1
〈φ(vi)φ(vi)
∗(f +N )|f +N〉 = ||f +N||2
for every f ∈ S.
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Let f ∈ S be given. Assume that f is k-stable for some k ≥ 1. Then fvi is k-stable
for every i. Now calculate as follows to observe that
∞∑
i=1
||φ(vi)
∗(f +N )||2 =
∞∑
i=1
||fvi +N||
2
=
∞∑
i=1
∫
Lk
||v∗i f(x+ a)||
2dx (by Remark 3.5)
=
∫
Lk
( ∞∑
i=1
||v∗i f(x+ a)||
2
)
dx
=
∫
Lk
||f(x+ a)||2dx (by Equality 3.5)
=
∫
Lk
||f(x)||2dx ( Since f is k-stable)
= ||f +N||2 (by Remark 3.5).
In the third equality of the above calculation, we have interchanged the summation
and the integral which is permissible since the terms involved are non-negative. This
completes the proof. ✷
The following corollary is an immediate consequence of Theorem 3.14 and Proposition
2.8.
Corollary 3.15 Let α := {αx}x∈P be the EP0 -semigroup associated to the essential rep-
resentation φ. Then E is isomorphic to the product system associated to α.
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