Abstract. In this paper, we study the approximate controllability and noncontrollability for a class of nonlinear degenerate integrodifferential control systems. Based on the property of finite propagation for the disturbances, we prove noncontrollability. We also establish sufficient conditions for approximate controllability of the system in L 2 (Ω). Moreover, we prove the global existence and uniqueness of generalized solutions.
Integrodifferential control systems of the type considered here arise in a variety of applications ranging from heat flow in material with memory to wave propagation. For p = 2, (1.1) becomes a standard integrodifferential equation which has a vast literature (see Fitzgibbon [4] , Heard [6] , Hussain [7] , Webb [13] ). In this case (p = 2), solutions have the property of infinite propagation of disturbances; i.e., a solution with nontrivial nonnegative initial data becomes positive after the initial time. For p > 2, (1.1) degenerates if ∇y = 0. This degenerate equation appears in some nonlinear models with concentration dependent mobility. Just as the porous medium equation, solutions of (1.1) have the property of finite propagation. Such a property and the degenerative nature of (1.1) present a significant challenge to many investigators and have been the subject of intensive study in the last two decades. So far, a series of fine theories has been established for this p-Laplacian equation, namely, f ≡ 0 in (1.1); see Dibenedetto [3] , Gao and Yin [5] , Kalashnikov [8] , Wu et al. [14] , and Yin [15, 16] for reference. However, to our knowledge, little is known for the nonlinear degenerate integrodifferential equation (1.1) .
The goal of this paper is to study the noncontrollability and approximate controllability of the system (1.1). The problem of controllability in systems of partial differential equations, including integrodifferential equations for the case p = 2, has been studied by many researchers; we refer to the work of Balachandran, Balasubramaniam, and Dauer [1] , Balachandran and Dauer [2] , Teresa [10] , Teresa and Zuazua [11] , Wang and Wang [12] , and Zuazua [17] for reference, fundamental theory, and recent development. In this paper, we are concerned with the degenerate case, i.e., p > 2.
To give readers an overview of results in the subsequent sections, we outline our main theorems below, beginning with the following definition. In order to obtain the global existence of a generalized solution, the following assumption is needed.
( Now we define the controllability and noncontrollability of the system (1.1). We say that system (1.1) is approximately controllable in L 2 (Ω) at time T > 0 if the following holds: "For any y 0 ∈ W 1,p (Ω), the set of reachable states at time T E(T ) = {y(x, T ); y is the solution of (
In other words, we say that system (1.1) is approximately controllable in L 2 (Ω) at time T > 0 if and only if for any y 1 ∈ L 2 (Ω) and for all ε > 0,
We say that system (1.1) is noncontrollable at time T > 0 if for every y 0 ∈ W 1,p (Ω) there exists a function y 1 (x) ∈ L ∞ (Ω) and ε 0 > 0 such that
for any δ ≥ 1, where y(x, t) is a generalized solution of (1.1) with y(x, 0) = y 0 (x). The following two theorems give the noncontrollability and controllability results. We shall prove these theorems in sections 2, 3, and 4, respectively.
Global existence and uniqueness.
In this section, we discuss the global existence and uniqueness of solutions of (1.1). First, for any T > 1, consider the perturbed system
where
where q is defined in Theorem 1.1. By the classical theory of parabolic equations (see [9, p. 452 
has one and only one classical solution 
(2.10)
Use condition (H 1 ) and apply Hölder's and Poincaré's inequalities to get
It follows from (2.10) that
we get from (2.11) that Proof.
. First, for any z ∈ Y , we prove the existence of a solution for the following problem:
(2.14)
In fact, there exist sufficient smooth functions f k , m k , u k , and y 0k , which satisfy
Let y k be the solution of (2.3). According to Lemma 2.1 we see that there exist a function y ∈ L ∞ (0, T ; W 1,p (Ω)) and a subsequence {y ki } of {y k } such that as k i → ∞,
It remains to show that η = L n y. For this purpose, we define a functional 
We can use a similar argument to obtain a solution of (2.14) on (0, T ). In fact, for the initial function y(·, t 1 
, which is the solution of (2.14).
For
We now introduce a set
where C * is as given in Lemma 2.1. It is easy to see that
From the discussion above, we know that for any z ∈ Y 0 (0, t 1 ), there is a y ∈ Y 0 (0, t 1 ), which is the solution of problem (2.14). Now define a map F :
. We will show that F has a fixed point y, which is a solution of (2.1).
We need only to prove that F is a continuous compact map. To this end, let z k1 , z k2 ∈ Y 0 (0, t 1 ), y k1 , y k2 be solutions of (2.14) corresponding to z k1 and z k2 , respectively. Then
Observe that
Multiply (2.15) by y k1 − y k2 and integrate in Q t1 to derive
Here we have used condition (H 1 ). By Poincaré's inequality, we obtain
This implies that F is a continuous map.
To prove that F is a compact map, we need to introduce a new space
, endowed with the norm
We consider the following problem:
, where q * < 3. From [9, Chapter 4], we know that there exists a solutionỹ k ∈ W (q * ) for the problem above, and ỹ k W (q * ) ≤ C ũ k q * ,Q T ≤ C. According to Sobolev's embedding theorem, we have |D xỹk | ≤ C, and there exists a subsequence
we can obtain
Thus, {y ki } is a convergent sequence in Y 0 (0, t 1 ), and F is a compact map.
Applying Schauder's fixed point theorem, we know that F has a fixed point y, which is a solution of (2.1) in Q t1 . Similarly, for the initial function y(·, t 1 
. By repeating the discussion above, we obtain a function y ∈ Y 0 (0, T ), which is a solution of (2.1). Now, we begin to prove Theorem 1.1.
) is the solution of problem (2.1). From Lemma 2.1, we see that there exist a function y ∈ Y and a subsequence {y n k } of {y n } such that as n k → ∞,
Next, we show that η = Ly. To this end, we introduce two functionals
where ·, · denotes the dual product of W 1,p (Ω) and W −1,p (Ω). After a limiting process in the inequality above, we obtain
Finally, we prove the uniqueness of the generalized solution of (1.1). Set z(x, t) = e −βt y(x, t), where y(x, t) is the solution of problem (1.1) and β >
Let y 1 (x, t) and y 2 (x, t) be two generalized solutions of (1.1). Then
We proceed to multiply (2.16) by z 1 − z 2 and integrate in Q T . Taking into account the inequality
we obtain
, and the proof is complete.
Noncontrollability.
In this section, we discuss the noncontrollability of system (1.1). In order to obtain the noncontrollability, we need to prove that the speed of propagation for disturbances is finite. First, we prove the following lemma.
Lemma 3.1. Suppose f (0) ≤ 0 and (H 1 ) holds. Let y(x, t) be the solution of (1.1)
Proof. Denote y − = max{−y, 0}. Multiplying (1.1) by y − and integrating over Q t , we obtain
Since y 0 (x) ≥ 0, u(x, t) ≥ 0, we have y 2 − (x, 0) = 0 a.e. in Ω and u(x, s)y − (x, s) ≥ 0 a.e. in Q t . Thus
Using f (0) ≤ 0, condition (H 1 ), and Hölder's inequality, we obtain
By Gronwall's inequality, we get Ω y 2 − (x, t)dx = 0 immediately, which implies that y(x, t) ≥ 0. Now, we turn to prove the property of finite propagation of disturbances. Denote
If y(x, t) is continuous, then G and G(t)
are open sets of Q T and Ω, respectively. We will call P the interface of the generalized solution y(x, t). 
where K is the Lipschitz constant given in (H 1 ). Then, suppy(·, t) = suppz(·, t). For each r 1 ≥ 0, define
We now prove suppy(·, t) ⊂ Ω(α 1 (t), β 1 (t)), where
for some functions α 1 (t) and β 1 (t) to be determined later. From (1.1), we have
Let ϕ(x, r 1 ) = (x 1 − r 1 ) + , r 1 ≥ β 1 (given in (H 2 )), where (·) + = max{·, 0}, and
Taking zϕ k as a test function, we get from Definition 1.1 that
Since β > KT , we obtain
From this inequality and (3.5), we have
Choose a sufficiently large k such that k − p − p 2 > 0. Using Young's inequality on the right-hand side of (3.6) with µ = p p−1 and µ = p, we obtain
This yields
In order to estimate the right-hand side of (3.7), we take z p−1 ϕ k−p as a test function and use an argument similar to that of (3.4) to obtain
Taking into account β > KT 2 , we have
Substituting this inequality into (3.7), we find
Apply Young's inequality to obtain
Combine this inequality and (3.9) to get
Again, using Sobolev's embedding theorem, we obtain
Using Hölder's inequality, we obtain
k > 0) and taking into account g 1 (r 1 ) = −g 0 (r 1 ), we have
This implies
Integrating the above inequality over (β 1 , β * 1 ), we obtain
which implies that (3.14) where C(p) is a constant depending only upon p. This shows supp y(·, t) ⊂ Ω(β 1 (t)).
Similarly, supp y(·, t) ⊂ Ω \ Ω(α 1 (t)). Hence, supp y(·, t) ⊂ Ω(α 1 (t), β 1 (t)). The discussion in the direction of x i is similar to that for x 1 . We finally obtain supp y(·, t) ⊂ Ω(α i (t), β i (t)), i = 1, 2, 3. Now we treat the general case, that is, suppy 0 ⊂ Ω. Obviously, we can select a finite closed covering D of suppy 0 with 2, 3, j = 1, 2, . . . , n, is a closed bounded interval in R. Moreover, we can require that the profile of D (j) is contained in suppy 0 (we call it the inner profile) or the cap set of the profile and the inner of suppy 0 is empty (we call it the outer profile). We are interested in the cuboids which are not contained in suppy 0 only. As a matter of convenience, we denote these cuboids by D (1) , . . . , D (n0) , where n 0 ≤ n.
For the cuboid
i ] (j = 1, 2, . . . , n 0 ), we can also obtain the finite propagation of the outer profile of D (1) . Using the same technique for deriving (3.14), we can establish the estimate of the speed of finite propagation, and hence the proof is complete.
Proof of Theorem 1.2. For simplicity, we assume that suppy
We say that the interface P of the generalized solution y reaches ∂Ω "fully" at the time t if P (t) = ∂Ω. Set
Now we estimate the time t 
In order to ensure that the interface of y reaches ∂Ω, we get from the estimate of the speed of propagation (3.14) that
Using an argument similar to that in the proof of Proposition 3.1, we can obtain inequality (3.15) for the general case.
Thus, for any 0 < t < C(p)d p−2+k p
and any input control u,
This means that we can select a measurable subset D ⊂ Ω\suppy(·, t; u) with positive measure, such that y = 0 in D, and hence the system (1.1) is noncontrollable. The proof is complete.
Approximate controllability.
Under the condition m(x) ≡ 1 in Ω, the speed of propagation of the disturbances is infinite provided that u(x, t) > 0. In this section, we will discuss the approximate controllability of (1.1); that is, for all t 1 > 0, for all ε > 0, for all y 1 ∈ L 2 (Ω), there exists a control function u such that y(·, t 1 ; u) − y 1 ≤ ε. For this purpose, we set z(x, t) = e −βt y(x, t) (β is to be determined later). Consider the control system
Obviously, system (1.1) is approximately controllable if and only if system (4.1) is approximately controllable at time t 1 . So, we need only to discuss the approximate controllability of (4.1) at t 1 . Remark 4.1. The choice of β depends not only on K but also on t 1 . We now introduce a Hilbert space V 2 (Q T ), endowed with the norm
, and set
First, we discuss the approximate controllability of the system
We endow a new norm to z ∈ V :
where C * is a constant to be determined later. It is obvious that Z is a bounded closed convex set in V . For any w ∈ Z, we discuss the approximate controllability of the system
∇z(x, t) .
From [9, pp. 153-157], we know that for any u ∈ L p (Q T ), there exists a unique solution z ∈ V with
f (e βs w(x, s))ds = 0 and z 1 = 0, then we can choose u = 0 such that z(x, t 1 ) = 0 = z 1 for system (4.3).
For any ϕ 0 ∈ L 2 (Ω), we discuss the following problem:
We also know from [9, p. 153 ] that there exists a unique solution ϕ ∈ V ∩ L ∞ (Q) with For any given z 1 ∈ L 2 (Ω) and ε > 0, we define a functional on L 2 (Ω) as follows:
where ϕ(x, t) is the solution of (4.5) with ϕ(x, t 1 ) = ϕ 0 (x).
Proof. First, we show that there exists a constant M > 0 such that
In fact, we need only to consider the case of ϕ
(4.9)
From this equality, we see that 
Since the functional J(·) is strictly convex, the minimum function is unique. Lemma 4.1 is proved. Lemma 4.2. Supposeφ 0 is the minimum function of functional (4.7),φ is the solution of (4.5) withφ(x, t 1 ) =φ 0 (x), and there exists ϕ
where ϕ 1 is the solution of (4.5) with ϕ 1 (x, t 1 ) = ϕ 0 1 (x). Then,φ 0 = 0 and for any θ 0 ∈ L 2 (Ω) and θ, which is the solution of (4.5) with θ(x, t 1 ) = θ 0 (x), we have 
We may assume
If it is not, we chooseφ
We can also choose sufficiently large m and sufficiently small ε such that J(ϕ (x, t) . We carry out the following calculation:
Dividing the above equality by ρ and letting ρ → 0, since 0 = δJ(φ 0 ), we obtain (4.10).
Lemma 4.3. System (4.3) is approximately controllable. Proof. For any t 1 > 0, ε > 0, there exists a uniqueφ 0 , which is the minimum function of functional (4.7). So there exists a unique solutionφ(x, t) of (4.5) with
Multiplying (4.11) by θ(x, t), where θ(x, t) is the solution of problem (4.5) with θ(x, t 1 ) = θ 0 (x), and integrating by parts the resulting relation over Q t1 , we obtain
First, we should show that for sufficient large C * , we have F (Z) ⊂ Z. In fact, multiplying (4.14) by z and integrating over Q t1 , we have
(4.15)
From (4.13), we have 16) whereφ(x, t) is the solution of (4.5) withφ(x, t 1 ) =φ
We can choose sufficiently large β such that
Then, from (4.18), we have |z|
2 . This implies that F (Z) ⊂ Z. Next, we shall prove that F is a continuous map. Set F = F 3 • F 2 • F 1 , where
From (4.4) and (4.6), it is easy to see that F 2 and F 3 are continuous maps. So, we need only to prove that F 1 is a continuous map. Suppose w k ∈ Z, w ∈ Z, and w k → w in Z; we prove that F 1 (w k ) → F 1 (w) in L 2 (Ω). Setφ 
Thus, there exists a number N such that n > N implies
The proof of Theorem 1.3 is complete.
