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Abstract
Recently, Berge theta hypergraphs have received special attention due to the similarity
with Berge even cycles. Let r-uniform Berge theta hypergraph ΘBℓ,t be the r-uniform
hypergraph consisting of t internally disjoint Berge paths of length ℓ with the same pair
of endpoints. In this work, we determine the Tura´n number of 3-uniform Berge theta
hypergraph when ℓ = 3 and t is relatively small. More precisely, we provide an explicit
construction giving
ex3(n,Θ
B
3,217) = Ω(n
4
3 ).
This matches an earlier upper bound by He and Tait up to an absolute constant factor.
The construction is algebraic, which is based on some equations over finite fields, and the
parameter t in our construction is much smaller than that in random algebraic construc-
tion. Our main technique is using the resultant of polynomials, which appears to be a
powerful technique to eliminate variables.
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1 Introduction
Tura´n problem is one of the most important problems in extremal graph theory. The Tura´n
number ex(n,H) is the maximum number of edges a graph with n vertices can have that
contains no copy of H as a subgraph. This function was first studied by Mantel [22] and Tura´n
[25], who determined the precise value of ex(n,H) when H is a complete graph. For general
graph H, Erdo˝s and Stone [10] gave that
ex(n,H) = (1− 1
χ(H)− 1 + o(1))
(
n
2
)
,
which asymptotically solves the problem when χ(H) ≥ 3. However, it is difficult to determine
the exact asymptotic results for ex(n,H) when H is a bipartite graph.
Let C2ℓ be an even cycle, the extremal results of ex(n, C2ℓ) were first studied by Erdo˝s
[8], and since then the problem of determining ex(n, C2ℓ) has become a central problem in
extremal graph theory. In 1974, Bondy and Simonovits [2] gave a general upper bound
ex(n, C2ℓ) ≤ 100ℓn1+ 1ℓ . Recently, Bukh and Jiang [5] improved the upper bound to ex(n, C2ℓ) ≤
80
√
ℓ log ℓn1+
1
ℓ , which is the best known upper bound. However, besides C4, C6 and C10, the
order of magnitude for ex(n, C2ℓ) is still unknown, see [4, 9, 28]. For general ℓ, the best known
lower bounds for ex(n, C2ℓ) (except for ex(n, C14) [23]) were due to Lazebnik, Ustimenko and
Woldar [20].
A theta graph Θℓ,t is a graph made of t internally disjoint paths of length ℓ connecting
two endpoints. A Θℓ,2 is an even cycle C2ℓ, so the problem of determining ex(n,Θℓ,t) is a
generalization of determining ex(n, C2ℓ). In 1983, Faudree and Simonovits [11] showed the
general upper bound ex(n,Θℓ,t) = Oℓ,t(n
1+ 1
ℓ ). Note that ex(n, C2ℓ) = Θ(n
1+ 1
ℓ ) when ℓ ∈
{2, 3, 5}, then we have ex(n,Θℓ,t) = Θ(n1+ 1ℓ ) for ℓ ∈ {2, 3, 5} and any t ≥ 2. Recently,
Verstrae¨te and Williford [27] showed that ex(n,Θ4,3) = Θ(n
5
4 ). For general ℓ, using random
algebraic method, Conlon [7] showed the matched lower bound when t is a sufficiently large
constant. After that Bukh and Tait [6] studied the behavior of ex(n,Θℓ,t) when ℓ is fixed and
t is relatively large, and determined the dependence on t when ℓ is odd.
By contrast with the simple graph cases, only a few results are known for hypergraph
Tura´n problems. The classical definition of a hypergraph cycle is due to Berge. A Berge
cycle of length k is an alternating sequence of distinct vertices and distinct edges of the form
v1, h1, v2, h2, . . . , vk, hk, v1, where vi, vi+1 ∈ hi for i ∈ {1, 2, . . . , k − 1} and vk, v1 ∈ hk. A Berge
path is defined similarly. The Tura´n number of Berge-Ck is denoted by ex(n, C
B
k ). Lazebnik and
Verstrae¨te [21] studied the maximum number of edges in an r-uniform hypergraph containing
no Berge cycle of length less than five. ex3(n, C
B
3 ) was determined by Gyo˝ri [15]. In [1], Bolloba´s
and Gyo˝ri showed that ex3(n, C
B
5 ) = O(n
3
2 ). Gyo˝ri and Lemons [16] proved the general upper
bounds exr(n, C
B
2ℓ) = O(n
1+ 1
ℓ ) and exr(n, C
B
2ℓ+1) = O(n
1+ 1
ℓ ) for all ℓ ≥ 2 and r ≥ 3. In [13],
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Gerbner, Methuku and Vizer proved that exr(n, C
B
4 ) = Θ(n
3
2 ) when 2 ≤ r ≤ 6. For more
extremal results of Berge cycles, we refer the readers to [14, 18, 26] and the references therein.
Since there are only a few results on exr(n, C
B
2ℓ), we are interested in the generalization of
theta graphs to hypergraphs. Let r-uniform Berge theta hypergraph ΘBℓ,t be a set of distinct
vertices x, y, v11, · · · , v1ℓ−1, · · · , vt1, · · · , vtℓ−1 and a set of distinct edges e11, · · · , e1ℓ , · · · , et1, · · · , etℓ
such that {x, vi1} ⊂ ei1, {vij−1, vij} ⊂ eij and {viℓ−1, y} ⊂ eiℓ for 1 ≤ i ≤ t and 2 ≤ j ≤ ℓ− 1. The
Tura´n number of r-uniform ΘBℓ,t is denoted by exr(n,Θ
B
ℓ,t). Recently, He and Tait [17] gave the
following upper bound
exr(n,Θ
B
ℓ,t) ≤ cr,ℓ,tn1+
1
ℓ ,
where cr,ℓ,t is a constant depending on r, ℓ, t. They also showed that
exr(n,Θ
B
ℓ,t) = Ωℓ,r(n
1+ 1
ℓ ),
where t is sufficiently large. As far as we know, there is no asymptotically optimal construction
of exr(n,Θ
B
ℓ,t) for r ≥ 3, relatively small ℓ and t except ℓ = 2 [13, 24]. In this paper, we consider
the case ℓ = 3, and prove the following result.
Theorem 1.1. ex3(n,Θ
B
3,217) = Ω(n
4
3 ).
The best possible value of t from [17] is t = ℓO(ℓ
2). In particular, when ℓ = 3, their
construction indicated that t ≈ 320, and the random algebraic method fails well short of this
due to the Lang-Weil bound [19]. Combining with the above upper bound, we have
Corollary 1.2. ex3(n,Θ
B
3,217) = Θ(n
4
3 ).
This paper is organized as follows. In Section 2, we will give some basics about the resultant
of polynomials. In Section 3, we prove our main result. Section 4 concludes our paper. All
computations have been done by MAGMA [3].
2 Preliminaries
In this section, we recall some basics about the resultant of polynomials, which will be used in
the following section. Let F be a field, and F[x] be the polynomial ring with coefficients in F.
Definition 2.1. Let f(x), g(x) ∈ F[x] with f(x) = amxm + · · ·+ a1x + a0 and g(x) = bnxn +
· · · + b1x + b0, then the resultant of f and g is defined by the determinant of the following
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(m+ n + 2)× (m+ n+ 2) matrix,

a0 a1 · · · am
a0 · · · am−1 am
· · · · · · · · ·
a0 · · · am
b0 b1 · · · · · · bn
b0 · · · · · · bn−1 bn
· · · · · · · · · · · ·
b0 · · · · · · bn


,
which is denoted by R(f, g).
The resultant of two polynomials has the following property.
Lemma 2.2. [12] If gcd(f(x), g(x)) = h(x), where deg(h(x)) ≥ 1, then R(f, g) = 0. In
particular, if f and g have a common root in F, then R(f, g) = 0.
When we consider multivariable polynomials, we can define the resultant similarly (regard
the coefficients ai and bi as polynomials), and the above lemma still holds when we fix one
variable.
Let f, g ∈ F[x1, . . . , xn], we use R(f, g, xi) to denote the resultant of f and g with respect
to xi, then R(f, g, xi) ∈ F[x1, . . . , xi−1, xi+1, . . . , xn].
3 Construction of ΘB3,217-free hypergraphs
In this section, we describe an algebraic construction of 3-uniform hypergraph with no copy of
ΘB3,217 having n vertices and Ω(n
4
3 ) edges.
Let p be a sufficiently large prime number, Fp be the finite field of order p. Let
T1 = {x : x ∈ [2, p− 1
2
]},
T2 = {x : x ∈ [p + 3
2
, p− 1]},
T3 = Fp\{−x2 : x ∈ Fp},
T4 = {x : x ∈ Fp, x2 − 4x+ 1 = 0} ∪ {x : x ∈ Fp, 3x− 1 = 0} ∪ {x : x ∈ Fp, 3x− 2 = 0},
T5 = {x : x ∈ Fp, x5 − 12757
10872
x4 +
1123
3624
x3 +
289
1359
x2 − 49
453
x− 2
151
= 0},
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where 1
a
means the inverse of a in Fp. Since p is a sufficiently large prime, then the above
definition of Ti is well-defined. Note that T1 ∪ T2 ∪ {0, 1, p+12 } = Fp and |T3| = p−12 . Then
there exists 1 ≤ i ≤ 2 such that |Ti ∩ T3| ≥ p−74 . Without loss of generality, we assume that
|T1 ∩T3| ≥ p−74 . Let S1 = (T1 ∩T3)\(T4 ∪T5), S2 = Fp\{0, 1}. Since |T4| ≤ 4 and |T5| ≤ 5, then
|S1| ≥ p−434 .
Now we are ready to construct a 3-partite 3-uniform hypergraph as follows. For 1 ≤ i ≤ 3,
let Vi = S1 × S2 × S2 × {i}. The union V1 ∪ V2 ∪ V3 will be the vertex set of our hypergraph.
Given x1, x2, x3 ∈ S1 and a ∈ F∗p, let
e(x1, x2, x3, a) = {(x1, x2x3 + a, x22x3 + a, 1), (x2, x3x1 + a, x23x1 + a, 2), (x3, x1x2 + a, x21x2 + a, 3)}.
Definition 3.1. We define H to be the 3-uniform hypergraph with vertex set
V (H) = {(b, c, d, i) : b ∈ S1, c, d ∈ S2, 1 ≤ i ≤ 3}
and edge set
E(H) = {e(x1, x2, x3, a) : e(x1, x2, x3, a) ⊆ V (H)}.
It is easy to see that the number of vertices of H is n := 3|S1|(p − 2)2, and there are at
least |S1|3(p − 13) = Ω(n 43 ) edges in H. In the following of this section, we will prove that H
is ΘB3,217-free.
We call a Berge 3-path v1, e1, v2, e2, v3, e3, v4 of type (i1, i2, i3, i4) if vj ∈ Vij for 1 ≤ j ≤ 4,
and a Berge 4-cycle v1, e1, v2, e2, v3, e3, v4, e4, v1 of type (i1, i2, i3, i4) if vj ∈ Vij for 1 ≤ j ≤ 4.
By symmetry, without loss of generality, we only need to consider three types of Berge
3-paths: (1, 2, 1, 2)-type, (1, 2, 3, 1)-type and (1, 2, 3, 2)-type. In the following, we divide our
discussions into three subsections according to the types.
3.1 (1, 2, 1, 2)-type Berge 3-paths
We first give the following lemma.
Lemma 3.2. There is no (1, 2, 1, 2)-type Berge 4-cycle in H.
Proof. Assume to the contrary, suppose (u1, v1, w1, 1), e(x1, x2, x3, a1), (u2, v2, w2, 2), e(y1, y2, y3, a2),
(u3, v3, w3, 1), e(z1, z2, z3, a3), (u4, v4, w4, 2), e(t1, t2, t3, a4), (u1, v1, w1, 1) form a Berge 4-cycle. Then
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by the definition of hypergraph H, we have
u1 = x1 = t1, (1)
v1 = x2x3 + a1 = t2t3 + a4, (2)
w1 = x
2
2x3 + a1 = t
2
2t3 + a4, (3)
u2 = x2 = y2, (4)
v2 = x3x1 + a1 = y3y1 + a2, (5)
w2 = x
2
3x1 + a1 = y
2
3y1 + a2, (6)
u3 = y1 = z1, (7)
v3 = y2y3 + a2 = z2z3 + a3, (8)
w3 = y
2
2y3 + a2 = z
2
2z3 + a3, (9)
u4 = z2 = t2, (10)
v4 = z3z1 + a3 = t3t1 + a4, (11)
w4 = z
2
3z1 + a3 = t
2
3t1 + a4. (12)
We can compute to get the following equations.
f1 := x2x3 − x3x1 + t3x1 − z2t3 + z2z3 − z3y1 + y3y1 − x2y3 = 0,
f2 := x2x3 − x22x3 − z2t3 + z22t3 = 0,
f3 := x3x1 − x23x1 − y3y1 + y23y1 = 0,
f4 := z3y1 − z23y1 − t3x1 + t23x1 = 0,
f5 := x2y3 − x22y3 − z2z3 + z22z3 = 0,
where f1 is from Eqs. (1), (2), (4), (5), (7), (8), (10) and (11), f2 is from Eqs. (2), (3) and (10),
f3 is from Eqs. (5) and (6), f4 is from Eqs. (1), (7) (11) and (12), and f5 is from Eqs. (4), (8)
and (9).
Regarding fi as polynomials with variables x1, x2, x3, y1, y3, z2, z3, t3, we can compute to get
the following polynomials.
g1 = R(f3, f4, x1),
g2 = R(f2, f5, x2),
h = R(g1, g2, x3).
By a MAGMA program, the polynomial h can be factorized as
h = t23z
2
3z
4
2y
2
3y
2
1(z3 − t3)2(z2 − 1)4(y3 − z3)2.
Claim: z2 6= 1, z3 6= t3 and y3 6= z3.
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If z2 = 1, then u4 = 1, which contradicts to the fact that (u4, v4, w4, 2) ∈ V2 by the definition
of S1.
If z3 = t3, then from Eqs. (11) and (12), we have z1(z3 − z23) = t1(z3 − z23). Note that
z3 − z23 6= 0, then z1 = t1, and so a3 = a4. This leads to e(z1, z2, z3, a3) = e(t1, t2, t3, a4), which
is a contradiction.
If y3 = z3, then from Eqs. (8) and (9), we have y2 − y22 = z2 − z22 6= 0. Since x2 = y2 and
z2 = t2, then x2 − x22 = t2 − t22. From Eqs. (2) and (3), we have x3 = t3. Substituting the
equations x3 = t3 and y3 = z3 to f1, we get that
(x2 − z2)(x3 − y3) = 0.
If x3 = y3, then we have z3 = t3, which is impossible. If x2 = z2, then x2 = t2, and so a1 = a4,
this leads to e(x1, x2, x3, a1) = e(t1, t2, t3, a4), which is a contradiction. This completes the proof
of our claim.
It is easy to see that t3, z3, z2, y3, y1 6= 0, hence h 6= 0. On the other hand, h is obtained from
fi, so h must be 0, which is a contradiction. Hence there is no (1, 2, 1, 2)-type Berge 4-cycle in
H.
Remark 3.3. In the Appendix, we give the MAGMA program for the computations in the
proof of Lemma 3.2. The programs for the remaining computations in this paper are similar.
The interested readers can ask for a copy of the programs by contacting the authors.
Now we consider (1, 2, 1, 2)-type Berge 3-path. For any given (b1, c1, d1, 1) ∈ V1, (b2, c2, d2, 2) ∈
V2, suppose there exist (u1, v1, w1, 2) ∈ V2, (u2, v2, w2, 1) ∈ V1 and e(x1, x2, x3, a1), e(y1, y2, y3, a2),
e(z1, z2, z3, a3) such that (b1, c1, d1, 1), e(x1, x2, x3, a1), (u1, v1, w1, 2), e(y1, y2, y3, a2), (u2, v2, w2, 1),
e(z1, z2, z3, a3), (b2, c2, d2, 2) form a Berge 3-path.
Then by the definition of hypergraph H, we have
b1 = x1, b2 = z2,
c1 = x2x3 + a1, c2 = z3z1 + a3,
d1 = x
2
2x3 + a1, d2 = z
2
3z1 + a3,
u1 = x2 = y2, u2 = y1 = z1,
v1 = x3x1 + a1 = y3y1 + a2, v2 = y2y3 + a2 = z2z3 + a3,
w1 = x
2
3x1 + a1 = y
2
3y1 + a2, w2 = y
2
2y3 + a2 = z
2
2z3 + a3.
Rewriting the above equations and substituting b1 = x1, b2 = z2, x2 = y2 and y1 = z1 into other
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equations, we have the following equations.
f1 := x2x3 + a1 − c1 = 0,
f2 := x
2
2x3 + a1 − d1 = 0,
f3 := z3y1 + a3 − c2 = 0,
f4 := z
2
3y1 + a3 − d2 = 0,
f5 := x3b1 + a1 − y3y1 − a2 = 0,
f6 := x
2
3b1 + a1 − y23y1 − a2 = 0,
f7 := x2y3 + a2 − b2z3 − a3 = 0,
f8 := x
2
2y3 + a2 − b22z3 − a3 = 0.
Lemma 3.4. (1) bi, ci, di, ui, vi, wi, xj , yj, zj 6∈ {0, 1} for 1 ≤ i ≤ 2 and 1 ≤ j ≤ 3,
(2) c1 6= d1, x2 6= b2, c2 6= d2,
(3) x2 + b2 6= 1, x22 − x2 + c1 − d1 6= 0, b1 + b22 6= 0.
Proof. All the statements are immediately from the definition of H. We will only prove x22 −
x2 + c1 − d1 6= 0. If x22 − x2 + c1 − d1 = 0, then by the equations on c1 and d1, we have
c1 − d1 = (x2 − x22)x3, then x3 = 1, which is a contradiction.
Remark 3.5. When we consider the resultant of two polynomials, we can divide these nonzero
factors first.
Now we regard fi as polynomials with variables x2, x3, y1, y3, z3, a1, a2, a3. We can compute
to get the following polynomials.
g1 = R(f1, f2, a1), g2 = R(f5, f6, a1),
g3 = R(f1, f5, a1), g4 = R(f3, f4, a3),
g5 = R(f7, f8, a3), g6 = R(f3, f7, a3),
g7 = R(g3, g6, a2), h1 = R(g1, g2, x3),
h2 = R(g1, g7, x3), h3 = R(g4, g5, z3),
h4 = R(g5, h2, z3), h5 = R(h1, h3, y1),
h6 = R(h1, h4, y1).
By a MAGMA program, the polynomials h5 and h6 can be factorized as
h5 = y3x2(x2 − 1)h′5,
h6 = y3x2(x2 − 1)h′6.
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Finally, we can get that
R(h′5, h
′
6, y3) = b1x
2
2(c1 − d1)(x2 − 1)2(x2 − b2)(x2 + b2 − 1)(x22 − x2 + c1 − d1)m,
where m is a polynomial of x2 with degree 4.
By Lemma 3.4, we have b1x
2
2(c1 − d1)(x2 − 1)2(x2 − b2)(x2 + b2 − 1)(x22 − x2 + c1 − d1) 6= 0.
Since m is obtained from fi, then m = 0. We write m as m = m4x
4
2+m3x
3
2+m2x
2
2+m1x2+m0.
We claim that m4, m3, m2, m1, m0 cannot be all 0. Assume to the contrary, we regard mi as
polynomials with variables b1, c1, d1, b2, c2, d2. By a MAGMA program,
m0 =(−b1c21 + 2b1c1d1 − b1c1b22 + b1c1b2 − b1d21 + b1d1b22 − b1d1b2 − b42c2 + b42d2 + 2b32c2 − 2b32d2−
b22c2 + b
2
2d2) ·m′0.
Claim C := −b1c21+2b1c1d1− b1c1b22+ b1c1b2− b1d21+ b1d1b22− b1d1b2− b42c2+ b42d2+2b32c2−
2b32d2 − b22c2 + b22d2 6= 0.
Proof of the claim. If C = 0, then we have
R(C,m1, d2) =b
3
2(b2 − 1)3(c1 − d1)b1(b1c1 − b1d1 − c1b22 + d1b2 + b22c2 − b2c2),
R(C,m1, c2) =b
4
2(b2 − 1)4(c1 − d1)b1(b1c21 − 2b1c1d1 + b1d21 + c1b42 − c1b32 − d1b32 + d1b22 − b42d2
+ 2b32d2 − b22d2).
Hence
b1c1 − b1d1 − c1b22 + d1b2 + b22c2 − b2c2 = 0,
b1c
2
1 − 2b1c1d1 + b1d21 + c1b42 − c1b32 − d1b32 + d1b22 − b42d2 + 2b32d2 − b22d2 = 0.
Let t1 = b1, t2 = b2, t3 =
c1−d1
b2−b
2
2
, a4 =
d1−b2c1
1−b2
. Then it is easy to get that (b1, c1, d1, 1), (b2, c2, d2, 2) ∈
e(t1, t2, t3, a4). Hence there exists a (1, 2, 1, 2)-type Berge 4-cycle in H, which contradicts to
Lemma 3.2. This completes the proof.
Now we can compute to get that
R(m1, m
′
0, c1) = b
6
2b
3
1(c2 − d2)2(b2 − 1)6(b1 + b22)2.
By Lemma 3.4, we have R(m1, m
′
0, c1) 6= 0, which is a contradiction. Since m is a polynomial
of x2 with degree 4, then there are at most 4 solutions for x2.
Now for any fixed x2, we consider the polynomial h
′
5, which is a polynomial of y3 with degree
1. We write h′5 as h
′
5 = r1y3 + r0, then r0 and r1 can be factorized as
r0 = b2(b2 − 1)r′0,
r1 = x2(x2 − 1)r′1.
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We can compute to get that
R(r′0, r
′
1, x2) = C · (c2 − d2)2b22(b2 − 1)2 6= 0,
where C is defined in the above claim. Hence r1 and r0 cannot be 0 at the same time, therefore,
there is at most 1 solution for y3 when x2 is given. If x2 and y3 are given, then all the remaining
variables are uniquely determined.
Hence, for any given (b1, c1, d1, 1) ∈ V1, (b2, c2, d2, 2) ∈ V2, there are at most 4 Berge 3-paths
of (1, 2, 1, 2)-type with (b1, c1, d1, 1), (b2, c2, d2, 2) being its end core vertices.
3.2 (1, 2, 3, 1)-type Berge 3-paths
For any given (b1, c1, d1, 1), (b2, c2, d2, 1) ∈ V1, suppose there exist (u1, v1, w1, 2) ∈ V2, (u2, v2, w2, 3) ∈
V3 and e(x1, x2, x3, a1), e(y1, y2, y3, a2), e(z1, z2, z3, a3) such that (b1, c1, d1, 1), e(x1, x2, x3, a1),
(u1, v1, w1, 2), e(y1, y2, y3, a2), (u2, v2, w2, 3), e(z1, z2, z3, a3), (b2, c2, d2, 1) form a Berge 3-path.
Then by the definition of hypergraph H, we have
b1 = x1, b2 = z1,
c1 = x2x3 + a1, c2 = z2y3 + a3,
d1 = x
2
2x3 + a1, d2 = z
2
2y3 + a3,
u1 = x2 = y2, u2 = y3 = z3,
v1 = x3x1 + a1 = y3y1 + a2, v2 = y1y2 + a2 = z1z2 + a3,
w1 = x
2
3x1 + a1 = y
2
3y1 + a2, w2 = y
2
1y2 + a2 = z
2
1z2 + a3.
Rewriting the above equations and substituting b1 = x1, b2 = z1, x2 = y2 and y3 = z3 into other
equations, we can get the following equations.
f1 := x2x3 + a1 − c1 = 0,
f2 := x
2
2x3 + a1 − d1 = 0,
f3 := z3y3 + a3 − c2 = 0,
f4 := z
2
3y3 + a3 − d2 = 0,
f5 := x3b1 + a1 − y3y1 − a2 = 0,
f6 := x
2
3b1 + a1 − y23y1 − a2 = 0,
f7 := y1x2 + a2 − b2z2 − a3 = 0,
f8 := y
2
1x2 + a2 − b22z2 − a3 = 0.
Lemma 3.6. (1) bi, ci, di, ui, vi, wi, xj , yj, zj 6∈ {0, 1} for 1 ≤ i ≤ 2 and 1 ≤ j ≤ 3,
(2) c1 6= d1, c2 6= d2, b1 + b2 6= 1,
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(3) b21 − 4b1 + 1 6= 0, 2b2 6= 1, 3b2 6= 1,
(4) b52 − 1275710872b42 + 11233624b32 + 2891359b22 − 49453b2 − 2151 6= 0.
Proof. All the statements are immediately from the definition of H.
Similar as Remark 3.5, when we consider the resultant of two polynomials, we can divide
these nonzero factors first.
Now we regard fi as polynomials with variables x2, x3, y1, y3, z2, a1, a2, a3. We can get the
following polynomials.
g1 = R(f1, f2, a1), g2 = R(f5, f6, a1),
g3 = R(f1, f5, a1), g4 = R(f3, f4, a3),
g5 = R(f7, f8, a3), g6 = R(f3, f7, a3),
g7 = R(g3, g6, a2), h1 = R(g1, g2, x3),
h2 = R(g1, g7, x3), h3 = R(g4, g5, z2),
h4 = R(g5, h2, z2), h5 = R(h3, h4, y3),
h6 = R(h1, h4, y3).
By a MAGMA program, the polynomials h5 and h6 can be factorized as
h5 = b2y1x2 · h′5,
h6 = y1x
2
2(x2 − 1)2 · h′6.
Finally, we can compute to get that
r := R(h′5, h
′
6, y1) = b
5
2(b2 − 1)8x92(x2 − 1) · s2t, (13)
where s = x32+x
2
2c1+x
2
2b
2
2−2x22b2−x22c2−x22−x2d1−x2b32+2x2b2+x2c2− b1c1+ b1d1+ b32− b22
and t is a polynomial of x2 with degree 24. We write t as t =
∑24
i=0 tix
i
2. We claim that ti
(0 ≤ i ≤ 24) cannot be all 0, otherwise, we can take 6 coefficients such as
t0 = b
2
2(b2 − 1)2(c1 − d1)10b51 · t′0,
t1 = b2(b2 − 1)(c1 − d1)9b51 · t′1,
t2 = (c1 − d1)8b41 · t′2,
t3 = (c1 − d1)7b41 · t′3,
t4 = (c1 − d1)6b31 · t′4,
t24 = (c2 − d2)b42(b2 − 1)2 · t′24.
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Now we regard ti as the polynomials with variables b1, b2, c1, c2, d1, d2. By a MAGMA program,
we can get the following polynomials.
s1 = R(t
′
0, t
′
1, d1) = (c2 − d2)b22(b2 − 1)2 · s′1,
s2 = R(t
′
0, t
′
24, d1),
s3 = R(t
′
0, t
′
2, d1) = (c2 − d2)b32(b2 − 1)3b1 · s′3,
s4 = R(t
′
0, t
′
3, d1) = (c2 − d2)b22(b2 − 1)3 · s′4,
s5 = R(t
′
0, t
′
4, d1) = (c2 − d2)b32(b2 − 1)3b1 · s′5,
s6 = R(s
′
1, s2, d2) = (c1 − c2) · s′6,
s7 = R(s
′
1, s
′
3, d2) = (c1 − c2)b21(b1 − 1)2(b1 − b2)(b1 + b2 − 1) · s′7,
s8 = R(s
′
1, s
′
4, d2) = (c1 − c2)b41(b1 − 1)3(b1 − b2)(b1 + b2 − 1) · s′8,
s9 = R(s
′
1, s
′
5, d2) = (c1 − c2)b41(b1 − 1)4(b1 − b2)(b1 + b2 − 1) · s′9.
Claim: b1 6= b2 and c1 6= c2.
If b1 = b2. Then we substitute this equation into t
′
0 to get a polynomial t
′′
0, and substitute
it into t′1 to get a polynomial t
′′
1. Then t
′′
0 and t
′′
1 can be factorized as
t′′0 = b2(b2 − 1) · t′′′0 ,
t′′1 = b2(b2 − 1) · t′′′1 .
We can compute to get that R(t′′′0 , t
′′′
1 , c1) = (c2− d2)(b2− 13)(d1− d2), hence d1 = d2. Similarly,
we can get that c1 = c2. Therefore (b1, c1, d1, 1) = (b2, c2, d2, 1), which is a contradiction.
Similarly, we can prove that c1 6= c2. This completes the proof of our claim.
Now we can compute to get that
s10 = R(s
′
6, s
′
7, c1),
s11 = R(s
′
7, s
′
8, c1) = b
2
1(b1 − b2)2(b21 − 4b1 + 1)2 · s′11,
s12 = R(s
′
7, s
′
9, c1) = b
3
1(b1 − b2)3(b21 − 4b1 + 1)3 · s′12,
s13 = R(s10, s
′
11, b1),
s14 = R(s10, s
′
12, b1).
By a MAGMA program, the polynomials si (i = 13, 14) can be factorized as
s13 =b
19
2 (b2 − 1)8(b2 −
2
3
)8(b2 − 1
3
)4(b52 −
12757
10872
b42 +
1123
3624
b32 +
289
1359
b22 −
49
453
b2 − 2
151
)2 · s′13,
s14 =b
27
2 (b2 − 1)12(b2 −
2
3
)12(b2 − 1
3
)6(b52 −
12757
10872
b42 +
1123
3624
b32 +
289
1359
b22 −
49
453
b2 − 2
151
)3 · s′14.
Finally, we have R(s′13, s
′
14, b2) 6= 0, which is a contradiction. Hence, from Eq. (13), we have
that there are at most 24+3=27 solutions for x2.
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Now for any fixed x2, h
′
6 is a polynomial of y1 with degree 4. We write h
′
6 as h
′
6 =
∑4
i=0 liy
i
1,
then l4 = b2(b2− 1)x42(x2− 1)2 6= 0. Hence there are at most 4 solutions for y1. If x2 and y1 are
given, then all the remaining variables are uniquely determined.
Hence, for any given (b1, c1, d1, 1), (b2, c2, d2, 1) ∈ V1, there are at most 108 Berge 3-paths of
(1, 2, 3, 1)-type with (b1, c1, d1, 1), (b2, c2, d2, 1) being its end core vertices.
3.3 (1, 2, 3, 2)-type Berge 3-paths
For any given (b1, c1, d1, 1) ∈ V1, (b2, c2, d2, 2) ∈ V2, suppose there exist (u1, v1, w1, 2) ∈ V2,
(u2, v2, w2, 3) ∈ V3 and e(x1, x2, x3, a1), e(y1, y2, y3, a2), e(z1, z2, z3, a3) such that (b1, c1, d1, 1),
e(x1, x2, x3, a1), (u1, v1, w1, 2), e(y1, y2, y3, a2), (u2, v2, w2, 3), e(z1, z2, z3, a3), (b2, c2, d2, 2) form a Berge
3-path.
Then by the definition of hypergraph H, we have
b1 = x1, b2 = z2,
c1 = x2x3 + a1, c2 = z3z1 + a3,
d1 = x
2
2x3 + a1, d2 = z
2
3z1 + a3,
u1 = x2 = y2, u2 = y3 = z3,
v1 = x3x1 + a1 = y3y1 + a2, v2 = y1y2 + a2 = z1z2 + a3,
w1 = x
2
3x1 + a1 = y
2
3y1 + a2, w2 = y
2
1y2 + a2 = z
2
1z2 + a3.
Rewriting the above equations and substituting b1 = x1, b2 = z2, x2 = y2 and y3 = z3 into other
equations, we can get the following equations.
f1 := x2x3 + a1 − c1 = 0,
f2 := x
2
2x3 + a1 − d1 = 0,
f3 := y3z1 + a3 − c2 = 0,
f4 := y
2
3z1 + a3 − d2 = 0,
f5 := x3b1 + a1 − y3y1 − a2 = 0,
f6 := x
2
3b1 + a1 − y23y1 − a2 = 0,
f7 := y1x2 + a2 − z1b2 − a3 = 0,
f8 := y
2
1x2 + a2 − z21b2 − a3 = 0.
Lemma 3.7. (1) bi, ci, di, ui, vi, wi, xj , yj, zj 6∈ {0, 1} for 1 ≤ i ≤ 2 and 1 ≤ j ≤ 3,
(2) c1 6= d1, c2 6= d2, x2 6= b2,
(3) x22 − x2 + c1 − d1 6= 0.
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Proof. We will only prove x2 6= b2, others are immediately from the definition of H. If x2 = b2,
then y2 = z2. By the equations on v2 and w2, we have y1 = z1, and then a2 = a3. This leads to
e(y1, y2, y3, a2) = e(z1, z2, z3, a3), which is a contradiction.
Similar as Remark 3.5, when we consider the resultant of two polynomials, we can divide
these nonzero factors first.
Regarding fi as polynomials with variables x2, x3, y1, y3, z1, a1, a2, a3, we can compute to get
that
g1 = R(f1, f2, a1), g2 = R(f5, f6, a1),
g3 = R(f1, f5, a1), g4 = R(f3, f4, a3),
g5 = R(f7, f8, a3), g6 = R(f3, f7, a3),
g7 = R(g3, g6, a2), h1 = R(g1, g2, x3),
h2 = R(g1, g7, x3), h3 = R(g4, g5, z1),
h4 = R(g4, h2, z1), h5 = R(h1, h3, y1),
h6 = R(h1, h4, y1).
By a MAGMA program, the polynomials h5 and h6 can be factorized as
h5 = y
2
3(y3 − 1)2x2 · h′5,
h6 = y3(y3 − 1)x2(x2 − 1) · h′6.
Finally, we have
r = R(h′5, h
′
6, y3) = x
2
2(x2 − 1)2 · t,
where t is a polynomial of x2 with degree 18. We write t as t =
∑18
i=0 tix
i
2. We can compute to
get that
t0 = (c1 − d1)10b51(b1 − 1) 6= 0.
Hence, there are at most 18 solutions for x2.
Now for any fixed x2, h
′
5 is a polynomial of y3 with degree 2. We write h
′
5 as h
′
5 =
∑2
i=0 liy
i
3,
then l2 = x
2
2(x2 − 1)2l′2. We can regard li as polynomials with variables x2, b1, b2, c1, c2, d1, d2.
Then by a MAGMA program, we have
R(l0, l
′
2, b1) = (c2 − d2)2b2(c1 − d1)2x22(x2 − 1)4(x2 − b2)(x22 − x2 + c1 − d1)2 6= 0.
Hence there are at most 2 solutions for y3. If x2 and y3 are given, then all the remaining
variables are uniquely determined.
Hence, for any given (b1, c1, d1, 1) ∈ V1, (b2, c2, d2, 2) ∈ V2, there are at most 36 Berge 3-paths
of (1, 2, 3, 2)-type with (b1, c1, d1, 1), (b2, c2, d2, 2) being its end core vertices.
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3.4 Proof of Theorem 1.1
If the given two vertices are in the same part, without loss of generality, suppose (b1, c1, d1, 1),
(b2, c2, d2, 1) ∈ V1. Then there are two types of Berge 3-paths: (1, 2, 3, 1)-type and (1, 3, 2, 1)-
type. From the previous discussions, there are at most 216 such Berge 3-paths in H.
If the given two vertices are in different parts, without loss of generality, suppose (b1, c1, d1, 1) ∈
V1, (b2, c2, d2, 2) ∈ V2. Then there are three types of Berge 3-paths: (1, 2, 1, 2)-type, (1, 2, 3, 2)-
type and (1, 3, 1, 2)-type. From the previous discussions, there are at most 76 such Berge 3-paths
in H. Hence H is ΘB3,217-free.
4 Concluding remarks
In this paper, we study the maximum number of edges in a 3-uniform hypergraph with few
Berge paths of length three between any two vertices. We determine the asymptotics for the
Tura´n number of ΘB3,217 via algebraic construction. Note that He and Tait [17] showed that for
fixed ℓ and r, there exists a large t such that exr(n,Θ
B
ℓ,t) = Ω(n
1+ 1
ℓ ). However, the parameter
t might be possible to take t = ℓO(ℓ
2), and the random algebraic method falls well short of
this. We believe that 217 is not the best possible, hence improving the condition on t will be
interesting.
Our main technique to eliminate variables is using the resultant of polynomials. To show the
power of this technique, we can give a new proof for the following result, which has appeared
in [27] by Verstrae¨te and Williford.
Theorem 4.1. [27] ex(n, θ4,3) = Ω(n
5
4 ).
Proof. Let q be an odd prime power. The graph Gq is defined on vertex set V = F
4
q such that
u = (u1, u2, u3, u4) ∈ V is joined to v = (v1, v2, v3, v4) ∈ V if u 6= v and
u2 + v2 = u1v1,
u3 + v4 = u1v
2
2,
u4 + v3 = u
2
1v2.
It is easy to see that Gq has n := q
4 vertices and Ω(n
5
4 ) edges.
Suppose that Gq contains a θ4,3 with edges {au, uv, vw, wb, ax, xy, yz, zb, ad, de, ef, fb}. We
first consider the octagon with edge set {au, uv, vw, wb, ax, xy, yz, zb}. By the definition of Gq,
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we have
a2 + u2 = a1u1, a3 + u4 = a1u
2
1, a4 + u3 = a
2
1u1,
u2 + v2 = v1u1, v3 + u4 = v1u
2
1, v4 + u3 = v
2
1u1,
w2 + v2 = w1v1, v3 + w4 = v1w
2
1, v4 + w3 = v
2
1w1,
w2 + b2 = w1b1, b3 + w4 = b1w
2
1, b4 + w3 = b
2
1w1,
z2 + b2 = z1b1, b3 + z4 = b1z
2
1 , b4 + z3 = b
2
1z1,
z2 + y2 = y1z1, y3 + z4 = y1z
2
1 , y4 + z3 = y
2
1z1,
x2 + y2 = y1x1, y3 + x4 = y1x
2
1, y4 + x3 = y
2
1x1,
x2 + a2 = x1a1, a3 + x4 = a1x
2
1, a4 + x3 = a
2
1x1.
From the left eight equations (the middle eight equations, the right eight equations, resp.), we
can get the following equations.
f1 := a1u1 − u1v1 + v1w1 − w1b1 + b1z1 − z1y1 + y1x1 − x1a1 = 0,
f2 := a1u
2
1 − u21v1 + v1w21 − w21b1 + b1z21 − z21y1 + y1x21 − x21a1 = 0,
f3 := a
2
1u1 − u1v21 + v21w1 − w1b21 + b21z1 − z1y21 + y21x1 − x1a21 = 0.
It is easy to see that if r, s ∈ V are distinct and have a common neighbor, then r1 6= s1.
Regarding fi as polynomials with variables a1, u1, v1, w1, b1, z1, y1, x1, we can compute to get
that
R(f1, f2, u1) = g1(a1 − v1),
R(f1, f3, u1) = g2(a1 − v1),
R(g1, g2, x1) = (b1 − y1)(w1 − z1)2(v1 − y1)(v1 − b1)(a1 − y1)(a1 − b1)(a1 − v1 + b1 − y1).
Hence, we have
a1 + b1 = v1 + y1.
By the symmetry of octagon, we also have
u1 + z1 = x1 + w1. (14)
Since there are three octagons {au, uv, vw, wb, ax, xy, yz, zb}, {au, uv, vw, wb, ad, de, ef, fb},
{ax, xy, yz, zb, ad, de, ef, fb} in θ4,3, we have a1 + b1 = v1 + y1 = v1 + e1 = y1 + e1. Hence
v1 = y1 and a1 + b1 = 2v1. Substituting these equations into
f1 = a1u1 − u1v1 + v1w1 − w1b1 + b1z1 − z1y1 + y1x1 − x1a1 = 0,
we have (a1 − v1)(u1 + w1 − x1 − z1) = 0. Since a, v have a common neighbor u, then a1 6= v1.
Then we have u1 + w1 = x1 + z1, from Eq. (14), we get that u1 = x1, which contradicts to the
fact that u, x have a common neighbor a.
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It appears that our approach can be further applied to hypergraph Tura´n problems on
ΘBℓ,t for other parameters. Designing more powerful algebraic constructions to deal with such
problems is also of great interest.
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Appendix
Program 1.
P < x1, x2, x3, y1, y3, z2, z3, t3 >:= PolynomialRing(RationalF ield(), 8);
f1 := x2 ∗ x3 − x3 ∗ x1 + t3 ∗ x1 − z2 ∗ t3 + z2 ∗ z3 − z3 ∗ y1 + y3 ∗ y1 − x2 ∗ y3;
f2 := x2 ∗ x3 − x22 ∗ x3 − z2 ∗ t3 + z22 ∗ t3;
f3 := x3 ∗ x1 − x23 ∗ x1 − y3 ∗ y1 + y23 ∗ y1;
f4 := z3 ∗ y1 − z23 ∗ y1 − t3 ∗ x1 + t23 ∗ x1;
f5 := x2 ∗ y3 − x22 ∗ y3 − z2 ∗ z3 + z22 ∗ z3;
g1 := Resultant(f3, f4, x1);
g2 := Resultant(f2, f5, x2);
h := Resultant(g2, g1, x3);
Factorization(h);
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