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In this paper, we present an alternative approach to Privault’s discrete-time chaotic
calculus. Let Z be an appropriate stochastic process indexed by N (the set of nonnegative
integers) and l2(Γ ) the space of square summable functions deﬁned on Γ (the ﬁnite power
set of N). First we introduce a stochastic integral operator J with respect to Z , which,
unlike discrete multiple Wiener integral operators, acts on l2(Γ ). And then we show how
to deﬁne the gradient and divergence by means of the operator J and the combinatorial
properties of l2(Γ ). We also prove in our setting the main results of the discrete-time
chaotic calculus like the Clark formula, the integration by parts formula, etc. Finally we
show an application of the gradient and divergence operators to quantum probability.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In his recent article [5], Privault surveyed the discrete-time chaotic calculus and its interesting applications to functional
inequalities (logarithmic Sobolev inequalities, deviation inequalities), option hedging in mathematical ﬁnance and other
problems. This theory is actually a Malliavin-type theory of stochastic calculus for discrete-time processes, hence can be
viewed as an inﬁnite dimensional analog of classical discrete-time stochastic analysis. As is seen, however, the basic opera-
tors (gradient and divergence) in the theory are constructed with the help of discrete multiple Wiener integral operators.
Let Γ be the ﬁnite power set of N (the set of nonnegative integers) and l2(Γ ) the collection of square summable
functions on Γ . Then, with the usual linear operations and inner product, l2(Γ ) forms a Hilbert space which bears nice
combinatorial properties.
In the present paper, we apply the above space to treating the discrete-time chaotic calculus. We ﬁnd that with this
space many operations in the discrete-time chaotic calculus can be expressed in a particularly simple form and are easy to
work with.
The paper is organized as follows. In Section 2 we show some useful combinatorial properties of l2(Γ ), the space of
square summable functions on Γ . In Section 3 we specify an appropriate process Z , called the discrete-time normal noise,
which will serve as the integrator. We also brieﬂy recall the Itô stochastic integrals with respect to Z to facilitate our discus-
sions in later sections. Sections 4 to 8 are devoted to showing our approach to the discrete-time chaotic calculus. We ﬁrst
introduce a stochastic integral operator J with respect to Z , which, unlike discrete multiple Wiener integral operators, acts
on l2(Γ ). And then we show how to deﬁne the gradient and divergence by means of the operator J and the combinatorial
properties of l2(Γ ). We also prove in our setting the main results of the discrete-time chaotic calculus, including the Clark
formula, the mutually adjoint relationship between the gradient and divergence operators, the relationship between the
divergence and Itô stochastic integral operators as well as the results concerning Ornstein–Uhlenbeck semigroup. In the last
section we show an application of the gradient and divergence operators to quantum probability.
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Let N = {0,1,2, . . .} be the set of nonnegative integers. For a subset S ⊂ N, we deﬁne Γ (S) as the ﬁnite power set of S ,
namely
Γ (S) = {σ ∣∣ σ ⊂ S and #(σ ) < ∞}, (2.1)
where #(σ ) denotes the cardinality of σ as a set. If S = {0,1, . . . ,k}, then we simply write Γk] = Γ (S). For convenience, we
set Γ−1] = Γ (∅).
In the following, we write Γ = Γ (N) for brevity. It is easy to see that Γ has a natural partition
Γ =
∞⋃
n=0
Γ (n), (2.2)
where Γ (n) consists of all n-element subsets of N. Thus Γ is countable.
We may identify Γ (1) with N. So, for k ∈ N, we write k = N \ {k}. And if σ ∈ Γ , then we use σ ∪ k to mean σ ∪ {k}.
Similarly, we use σ ∩ k and σ \ k.
The next lemma provides a useful summation formula for functions on Γ .
Lemma 2.1. Let f :Γ 	→ R be nonnegative or absolutely summable. Then∑
σ ,τ∈Γ
f (σ ∪ τ ) =
∑
γ∈Γ
3#(γ ) f (γ ), (2.3)
where #(γ ) stands for the cardinality of γ as a set.
Proof. For each γ ∈ Γ , we deﬁne a subset Mγ of Γ × Γ as follows:
Mγ =
{
(σ , τ ) ∈ Γ × Γ ∣∣ σ ∪ τ = γ }.
Then we have a partition
Γ × Γ =
⋃
γ∈Γ
Mγ .
We can prove that #(Mγ ) = 3#(γ ) , for γ ∈ Γ . Thus, by the nonnegativity of f , we get∑
σ ,τ∈Γ
f (σ ∪ τ ) =
∑
γ∈Γ
∑
(σ ,τ )∈Mγ
f (γ ) =
∑
γ∈Γ
3#(γ ) f (γ ).
This completes the proof. 
If F is a function on Γ ×N, then its symmetrization F̂ is deﬁned as
F̂ (σ ) =
∑
k∈σ
F (σ \ k,k), σ = ∅, σ ∈ Γ, (2.4)
and F̂ (∅) = 0. Clearly F̂ is a function on Γ .
Lemma 2.2. If a function F :Γ ×N 	→ R admits the following invariance
F (σ ,k)1Γk−1] (σ ) = F (σ ,k), (σ ,k) ∈ Γ ×N, (2.5)
then ∑
σ∈Γ
∣∣̂F (σ )∣∣2 =∑
k∈N
∑
σ∈Γ
∣∣F (σ ,k)∣∣2. (2.6)
Proof. It follows from (2.5) that
F̂ (σ ) = F (σ \maxσ ,maxσ), σ = ∅, σ ∈ Γ.
Hence∑
σ∈Γ
∣∣̂F (σ )∣∣2 = ∑
∅=σ∈Γ
∣∣F (σ \maxσ ,maxσ)∣∣2 =∑
k∈N
∑
maxσ=k
∣∣F (σ \ k,k)∣∣2
=
∑
k∈N
∑
τ∈Γ
∣∣F (τ ,k)1Γk−1] (τ )∣∣2 =∑
k∈N
∑
τ∈Γ
∣∣F (τ ,k)∣∣2.
This completes the proof. 
C. Wang et al. / J. Math. Anal. Appl. 373 (2011) 643–654 645We denote by l2(Γ ) the space of square summable real functions on Γ , which is a separable Hilbert space with the
usual inner product. We call it the discrete-time Guichardet space. See [2] for the continuous-time Guichardet space.
Similarly, we use l2(Γ × N) to mean the Hilbert space of square summable real functions on Γ × N with the inner
product given below
〈F ,G〉l2(Γ ×N) =
∑
k∈N
∑
σ∈Γ
F (σ ,k)G(σ ,k), F ,G ∈ l2(Γ ×N).
For F ∈ l2(Γ × N), its symmetrization F̂ may fail to fall into l2(Γ ). However, the next lemma shows that the mapping
F 	→ F̂ is actually a linear operator densely deﬁned in l2(Γ ×N) and valued in l2(Γ ).
Lemma 2.3. Let
l2s (Γ ×N) =
{
F ∈ l2(Γ ×N) ∣∣ F̂ ∈ l2(Γ )}. (2.7)
Then l2s (Γ ×N) is a dense linear subspace of l2(Γ ×N).
Proof. It suﬃces to prove that l2s (Γ ×N) is dense in l2(Γ ×N). Let F ∈ l2(Γ ×N). Then
Fn
def= F1Γn]×[0,n] ∈ l2(Γ ×N), n 1
and Fn → F in the norm of l2(Γ ×N). To complete the proof, we need only to show { F̂n} ⊂ l2(Γ ). In fact
∑
σ∈Γ
∣∣ F̂n(σ )∣∣2 = ∑
σ∈Γ
∣∣∣∣∑
k∈σ
F (σ \ k,k)1Γn]×[0,n](σ \ k,k)
∣∣∣∣2
=
∑
σ∈Γn]
∣∣∣∣∑
k∈σ
F (σ \ k,k)
∣∣∣∣2,
where the last sum is ﬁnite since #(Γn]) < ∞. Hence { F̂n} ⊂ l2(Γ ). 
If f is a function on Γ , then we use f (∗ ∪ •)1Γ (•)(∗) to mean the following function on Γ ×N:
(σ ,k) 	→ f (σ ∪ k)1Γ (k)(σ ). (2.8)
For f ∈ l2(Γ ), f (∗ ∪ •)1Γ (•)(∗) can fail to fall into L2(Γ ×N).
Lemma 2.4. Let f ∈ l2(Γ ). Then f (∗ ∪ •)1Γ (•)(∗) ∈ L2(Γ ×N) if and only if∑
σ∈Γ
#(σ )
∣∣ f (σ )∣∣2 < ∞. (2.9)
In that case∑
k∈N
∑
σ∈Γ
∣∣ f (σ ∪ k)∣∣21Γ (k)(σ ) = ∑
σ∈Γ
#(σ )
∣∣ f (σ )∣∣2. (2.10)
Proof. We need only to prove that (2.10) is true. In fact∑
k∈N
∑
σ∈Γ
∣∣ f (σ ∪ k)∣∣21Γ (k)(σ ) = ∑
τ∈Γ
∑
(σ ,k)∈A(τ )
∣∣ f (σ ∪ k)∣∣21Γ (k)(σ )
=
∑
τ∈Γ
#(τ )
∣∣ f (τ )∣∣2,
where A(τ ) = {(σ ,k) ∈ Γ ×N | σ ∪ k = τ }. 
Lemma 2.5. Let
l2a(Γ ) =
{
f ∈ l2(Γ ) ∣∣ ∑
σ∈Γ
#(σ )
∣∣ f (σ )∣∣2 < ∞}. (2.11)
Then l2a(Γ ) is a dense linear subspace of l
2(Γ ).
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2(Γ ). To prove its density, we take f ∈ l2(Γ ). Naturally we deﬁne
f (n) = f 1Γn] , n 1.
It is easy to see that { f (n)} ⊂ l2(Γ ) and moreover f (n) → f in the norm of l2(Γ ). On the other hand, for each n  1, we
have ∑
σ∈Γ
#(σ )
∣∣ f (n)(σ )∣∣2 = ∑
σ∈Γn]
#(σ )
∣∣ f (σ )∣∣2 < ∞,
which means { f (n)} ⊂ l2a(Γ ). 
3. Itô stochastic integrals in discrete time
Let (Ω,F , P ) be a probability space with E denoting the expectation with respect to P . We use L2(Ω) to mean
L2(Ω,F , P ) if there is no risk of confusion.
Deﬁnition 3.1. A stochastic process Z = (Zn)n∈N on (Ω,F , P ) is called a discrete-time normal noise if E|Zn| < ∞ for each
n ∈ N and moreover:
(i) Zn is conditionally centered, i.e.
E[Zn |Fn−1] = 0; (3.1)
(ii) Zn has a standard conditional quadratic variation, i.e.
E
[
Z2n
∣∣Fn−1]= 1. (3.2)
Here F−1 = {∅,Ω} and Fn = σ(Zk; 0 k n) if n ∈ N.
Remark 3.1. The word “normal” here refers to the notion of normal martingale and not to the Gaussian distribution. In fact,
if we put
Sn =
n∑
k=0
Zk, n ∈ N,
then (Sn)n∈N is a normal martingale.
Throughout this paper, we always assume Z = (Zn)n∈N is a given discrete-time normal noise.
We set F−1 = {∅,Ω}, F∞ = σ(Zn; n ∈ N) and
Fn = σ(Zk; 0 k n), n ∈ N. (3.3)
Then F
def= (Fn)n−1 forms a ﬁltration on (Ω,F , P ).
Deﬁnition 3.2. A process u = (uk)k∈N on (Ω,F , P ) is called F-predictable if for each k ∈ N the random variable uk is
Fk−1-measurable. It is said to be jointly square integrable if it holds that
‖u‖2L2(Ω×N) =
∑
k∈N
E|uk|2 < ∞. (3.4)
We denote by L2(Ω ×N) the Hilbert space of all jointly square integrable processes.
We use L2pre(Ω ×N) to denote the collection of all F-predictable processes in L2(Ω ×N). Clearly it is a closed subspace
of L2(Ω ×N).
Lemma 3.1. There exists a unique isometry I :L2pre(Ω ×N) 	→ L2(Ω) such that
I(u) =
∑
k∈N
uk Zk, u ∈ L2pre(Ω ×N). (3.5)
The operator I is known as the Itô integral operator with respect to Z . The next lemma shows its close link with the
conditioning.
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I(u1[0,k]) = E
[
I(u)
∣∣Fk], (3.6)
where 1[0,k] stands for the indicator of the set {0,1, . . . ,k}.
4. Full Wiener integral operator
In this section, we introduce a stochastic integral operator J with respect to Z . We call it the full Wiener integral
operator, which is different from classical multiple Wiener integral operators in discrete time. We recall that L2(Ω) stands
for L2(Ω,F , P ).
Proposition 4.1. Let Z∅ = 1 and
Zσ =
∏
i∈σ
Zi, σ ∈ Γ, σ = ∅. (4.1)
Then the set {Zσ | σ ∈ Γ } forms a countable orthonormal system of L2(Ω).
Proof. Let σ ∈ Γ . If σ = ∅, then Zσ = 1, hence EZ2σ = 1. If σ = ∅, then it can be expressed as
σ = {i1, i2, . . . , in}
with i1 < i2 < · · · < in , hence
EZ2σ = E
[
Z2i1 Z
2
i2
· · · Z2in
]= E[E[Z2i1 Z2i2 · · · Z2in ∣∣Fin−1]]
= E[Z2i1 Z2i2 · · · Z2in−1E[Z2in ∣∣Fin−1]]
= E[Z2i1 Z2i2 · · · Z2in−1]= E[Z2i1]
= E[E[Z2i1 ∣∣Fi1−1]]= 1.
Thus {Zσ | σ ∈ Γ } ⊂ L2(Ω) and EZ2σ = 1 for each σ ∈ Γ .
Let σ ,τ ∈ Γ and σ = τ . If one of them is empty, say σ = ∅, then we can easily get
E[Zσ Zτ ] = EZτ = 0.
Now we consider the case of both σ = ∅ and τ = ∅. Suppose that
σ = {i1, i2, . . . , in}, τ = { j1, j2, . . . , jm},
with i1 < i2 < · · · < in and j1 < j2 < · · · < jm . If n =m, then with
s =max{k | ik = jk, 1 k n}
we have (by supposing is < js without loss of generality)
E[Zσ Zτ ] = E
[
Zi1 · · · Zis Z j1 · · · Z js Z2is+1 · · · Z2in
]
= E[Zi1 · · · Zis Z j1 · · · Z js ]
= E[E[Zi1 · · · Zis Z j1 · · · Z js |F js−1]]
= E[Zi1 · · · Zis Z j1 · · ·E[Z js |F js−1]]= 0.
As for the case of n =m, say n <m, by writing
γ = { jm−n+1, jm−n+2, . . . , jm},
we have
E[Zσ Zτ ] =
{
E[Zτ\γ ] = 0, σ = γ ;
E[Zτ\γ Zi1 · · · Zis Zm−n+1 · · · Zm−n+s] = 0, σ = γ .
Here
s =max{k | ik = jm−n+k, 1 k n}.
This completes the proof. 
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J( f ) =
∑
σ∈Γ
f (σ )Zσ , f ∈ l2(Γ ), (4.2)
where the series is convergent in the norm of L2(Ω).
Proof. This is an immediate consequence of Proposition 4.1 and the related general results in functional analysis. 
Remark 4.1. Let Λ be a ﬁnite set with #(Λ) = N  1 and M the set of all {−1,+1}-valued functions deﬁned on Λ. Denote
by μ the uniform probability measure on P(M), the power set of M . Then (M,P(M),μ) forms a probability space and
dimL2(M,P(M),μ) = 2N . Leitz-Martini [3] gave the Walsh decomposition of random variables in L2(M,P(M),μ), which
is similar to Proposition 4.2 here. However, we mention that in our case dimL2(Ω) = +∞.
Deﬁnition 4.1. We call the isometry J mentioned in Proposition 4.2 the full Wiener integral operator with respect to Z .
It is easy to see that f 1Γk] ∈ l2(Γ ) for each f ∈ l2(Γ ) and each k ∈ Γ . Hence for a given f ∈ l2(Γ ),
uk = J( f 1Γk]), k ∈ N
deﬁnes a process on (Ω,F , P ). We call the process the indeﬁnite full Wiener integral of f with respect to Z .
Proposition 4.3. Let f ∈ l2(Γ ). Then for each k ∈ N, it holds that
J( f 1Γk]) = E
[
J( f )
∣∣Fk]. (4.3)
In particular, J(1Γk] f ), k ∈ N is an F-martingale.
Proof. Let σ ∈ Γ and k ∈ N. If σ ∈ Γk] , then we can easily ﬁnd that
E[Zσ |Fk] = Zσ .
Otherwise, σ = ∅ and n =maxσ > k, hence by the conditionally centered property of Zn we get
E[Zσ |Fk] = E
[
Zσ\nE[Zn |Fn−1]
∣∣Fk]= 0.
Thus
E
[
J( f )
∣∣Fk]= ∑
σ∈Γk]
f (σ )E[Zσ |Fk] +
∑
σ /∈Γk]
f (σ )E[Zσ |Fk]
=
∑
σ∈Γk]
f (σ )Zσ = J( f 1Γk]). 
The next proposition shows the relationship between the full Wiener integral operator and the Itô stochastic integral
operator.
Proposition 4.4. Let f ∈ l2(Γ ) and deﬁne a process u f = (u fk )k∈N as follows:
u fk = J
[
f (∗ ∪ k)1Γk−1](∗)
]
, k ∈ N. (4.4)
Then u f ∈ L2pre(Ω ×N) and moreover
J( f ) = f (∅) + I(u f ). (4.5)
Here f (∗ ∪ k)1Γk−1] (∗) means the function σ 	→ f (σ ∪ k)1Γk−1] (σ ).
Proof. It is easy to see that u f ∈ L2pre(Ω ×N). Now we verify (4.5). In fact,
J( f ) = f (∅) +
∞∑
k=0
∑
maxσ=k
f (σ )Zσ = f (∅) +
∞∑
k=0
( ∑
τ∈Γk−1]
f (τ ∪ k)Zτ
)
Zk
= f (∅) +
∞∑
u fk Zk = f (∅) + I
(
u f
)
. k=0
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Such a decomposition is usually known as the chaotic decomposition.
Deﬁnition 4.2. The normal noise Z is said to have the chaotic representation property if {Zσ | σ ∈ Γ } is total in
L2(Ω,F∞, P ).
Clearly if Z has the chaotic representation property, then {Zσ | σ ∈ Γ } forms an orthonormal basis of L2(Ω,F∞, P ).
We note that there exist normal noises that have the chaotic representation property. See [1] for details.
Proposition 4.5. Assume the normal noise Z has the chaotic representation property. Then J : l2(Γ ) 	→ L2(Ω,F∞, P ) is an isometric
linear isomorphism and moreover
L2(Ω,F∞, P ) =
∞⊕
n=0
Hn, (4.6)
where Hn = {J( f 1Γ (n) ) | f ∈ l2(Γ )}.
Proof. It is easy to see that J : l2(Γ ) 	→ L2(Ω,F∞, P ) is an isometric linear isomorphism. To complete the proof, we need
only to show that Hm ⊥ Hn for m, n ∈ N with m = n.
In fact, for m,n ∈ N with m = n, we have 1Γ (m)1Γ (n) = 0, which together with isometric property of J yields〈
J( f 1Γ (m) ),J(g1Γ (n) )
〉
L2(Ω) = 0, f , g ∈ l2(Γ ),
which implies Hm ⊥ Hn . 
5. Gradient operator and the Clark formula
In the present section, we deﬁne the gradient operator in terms of the full Wiener integral operator J and prove the
corresponding Clark formula. Throughout this section we assume F =F∞ . Hence L2(Ω) = L2(Ω,F∞, P ).
We ﬁrst make some preparations. For f ∈ l2(Γ ) and k ∈ N, the following function still belongs to l2(Γ ):
σ 	→ f (σ ∪ k)1Γ (k)(σ ). (5.1)
Hence J[ f (∗ ∪ k)1Γ (k)(∗)] makes sense and belongs to L2(Ω).
Deﬁnition 5.1. Let k ∈ N. We deﬁne an operator ∂k in L2(Ω) as
∂kξ = J
[
f (∗ ∪ k)1Γ (k)(∗)
]
, ξ ∈ J[l2(Γ )], (5.2)
where f = J−1(ξ).
The next proposition shows that the operator ∂k acts like a derivative. Its proof is straightforward.
Proposition 5.1. Let k ∈ N. Then for each σ ∈ Γ , it holds that
∂k Zσ = 1σ (k)Zσ\k. (5.3)
If σ , τ ∈ Γ and σ ∩ τ = ∅, then
∂k(Zσ Zτ ) = Zτ ∂k Zσ + Zσ ∂k Zτ . (5.4)
Proposition 5.2. ∂k :J[l2(Γ )] 	→ L2(Ω) is a bounded linear operator for each k ∈ N.
Proof. ∂k is obviously linear. To see its boundedness, we take ξ ∈ J[l2(Γ )] with f = J−1(ξ). By (5.2), we have
‖∂kξ‖2L2(Ω) =
∥∥J[ f (∗ ∪ k)1Γ (k)(∗)]∥∥2L2(Ω) = ∥∥ f (∗ ∪ k)1Γ (k)(∗)∥∥2l2(Γ )
=
∑
σ∈Γ
∣∣ f (σ ∪ k)1Γ (k)(σ )∣∣2

∑
σ∈Γ
∣∣ f (σ )∣∣2 = ‖ f ‖2l2(Γ ) = ‖ξ‖2L2(Ω).
This completes the proof. 
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∇ξ = (∂kξ)k∈N, ξ ∈ Dom∇, (5.5)
where
Dom∇ = J[l2a(Γ )]= {J( f ) ∣∣ f ∈ l2a(Γ )}. (5.6)
Proposition 5.3. Assume the normal noise Z has the chaotic representation property. Then the gradient operator ∇ is a closed linear
operator densely deﬁned in L2(Ω) and valued in L2(Ω ×N).
Proof. Since J[l2(Γ )] = L2(Ω) and Dom∇ = J[l2a(Γ )], by Lemma 2.5, we know that Dom∇ is a dense subspace of L2(Ω).
We now show that ∇ takes values in L2(Ω ×N). In fact, if ξ ∈ Dom∇ , then f = J−1(ξ) ∈ l2a(Γ ), hence
‖∇ξ‖2L2(Ω×N) =
∑
k∈N
E
∣∣J[ f (∗ ∪ k)1Γ (k)(∗)]∣∣2
=
∑
k∈N
∑
σ∈Γ
∣∣ f (σ ∪ k)1Γ (k)(σ )∣∣2
=
∑
σ∈Γ
#(σ )
∣∣ f (σ )∣∣2 < ∞,
which means ∇ξ ∈ L2(Ω ×N). Finally we can easily show that ∇ is a closed linear operator. 
The next formula is known as the Clark formula, which gives the predictable representation of random variables in
L2(Ω).
Proposition 5.4. Assume the normal noise Z has the chaotic representation property. Then for each ξ ∈ L2(Ω), it holds that
ξ = Eξ +
∑
k∈N
Zk∂kE[ξ |Fk] = Eξ +
∑
k∈N
ZkE[∂kξ |Fk−1]. (5.7)
Proof. Let ξ = J( f ) with some f ∈ l2(Γ ). Then we can easily see Eξ = f (∅). To get (5.7), we deﬁne an auxiliary process
u = (u fk ) as follows:
u fk = J
[
f (∗ ∪ k)1Γk−1](∗)
]
, k ∈ N.
Since 1Γk−1](∗) = 1Γk] (∗ ∪ k)1Γ (k)(∗), k ∈ N, it follows that
u fk = J
[
f (∗ ∪ k)1Γk](∗ ∪ k)1Γ (k)(∗)
]= ∂kJ( f 1Γk]) = ∂kE[J( f ) ∣∣Fk],
which together with Proposition 4.4 gives
ξ = J( f ) = f (∅) +
∑
k∈N
Zk∂kE
[
J( f )
∣∣Fk]= Eξ +∑
k∈N
Zk∂kE[ξ |Fk].
To complete the proof, we need only to show ∂kE[ξ |Fk] = E[∂kξ |Fk−1] for k ∈ N. In fact, we have
∂kE[ξ |Fk] = J
[
f (∗ ∪ k)1Γk](∗ ∪ k)1Γ (k)(∗)
]
= J[ f (∗ ∪ k)1Γk−1](∗)1Γ (k)(∗)]
= E[∂kξ |Fk−1]. 
6. Divergence operator
In this section, we deﬁne the divergence operator and show its adjoint relationship with the gradient operator. We
continue to assume F =F∞ .
For F ∈ l2(Γ ×N), with the help of J, we can deﬁne a process J
(F ) as follows:[
J
(F )
]
k = J
[
F (∗,k)], k ∈ N. (6.1)
It can be proved that J
(F ) ∈ L2(Ω ×N) and moreover J
 is an isometry from l2(Γ ×N) to L2(Ω ×N).
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(i) The normal noise Z has the chaotic representation property;
(ii) The operator J
 : l2(Γ ×N) 	→ L2(Ω ×N) is surjective, hence an isometric linear isomorphism.
Proof. The “(i) ⇒ (ii)” part. Set
D = {J
(F ) ∣∣ F ∈ l2(Γ ×N)}.
Then D is a closed subspace of L2(Ω ×N) since J
 is an isometry. To show that J
 is surjective, we need only to show
D⊥ = {0}.
Let Z ∈ D⊥ . Then for any n ∈ N and any f ∈ l2(Γ ), since the function f ⊗ 1{n} belongs to l2(Γ ×N), we have
E
[
ZnJ( f )
]= 〈Z ,J
( f ⊗ 1{n})〉L2(Ω×N) = 0.
Note that the choice of f ∈ l2(Γ ) is arbitrary, which together with the property that J[l2(Γ )] = L2(Ω) yields Zn = 0. Since
the choice of n ∈ N is also arbitrary, we come to Z = 0.
The “(ii) ⇒ (i)” part. Let ξ ∈ L2(Ω). Then ξ ⊗ ϕ ∈ L2(Ω ×N), where
ϕ(k) = 1
2k
, k ∈ N.
By the surjective property of J
 , there exists a function F ∈ l2(Γ ×N) such that
ξ ⊗ ϕ = J
(F ).
Thus
ξ = [J
(F )]0 = J[F (∗,0)].
Obviously F (∗,0) ∈ l2(Γ ). Thus J[l2(Γ )] = L2(Ω), which implies that Z has the chaotic representation property. 
Deﬁnition 6.1. We deﬁne the divergence operator δ in L2(Ω ×N) as
δ(u) = J( F̂ ), u ∈ Dom δ, (6.2)
where F = J
−1(u) and
Dom δ = J

[
l2s (Γ ×N)
]= {J
(F ) ∣∣ F ∈ l2s (Γ ×N)}. (6.3)
Proposition 6.2. Assume the normal noise Z has the chaotic representation property. Then the divergence operator δ is a closed linear
operator densely deﬁned in L2(Ω ×N) and valued in L2(Ω).
Proof. This is an immediate consequence of Lemma 2.3 and Proposition 6.1. 
Proposition 6.3. The gradient and divergence operators are mutually adjoint, namely
〈∇ξ,u〉L2(Ω×N) =
〈
ξ, δ(u)
〉
L2(Ω), ξ ∈ Dom∇, u ∈ Dom δ. (6.4)
Proof. Let ξ = J( f ) with f ∈ l2a(Γ ) and u = J
(F ) with F ∈ l2s (Γ ×N). Then
〈∇ξ,u〉L2(Ω×N) =
∑
k∈N
∑
σ∈Γ (k)
f (σ ∪ k)F (σ ,k)
=
∑
k∈N
∑
k∈τ∈Γ
f (τ )F (τ \ k,k)
=
∑
τ∈Γ
∑
k∈τ
f (τ )F (τ \ k,k)
= 〈ξ, δ(u)〉L2(Ω). 
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We now show the relationship between the divergence operator δ and the Itô stochastic integral operator I .
Throughout this section, we assume F =F∞ and the normal noise Z has the chaotic representation property.
Proposition 7.1. Let Ξ = {(σ ,k) ∈ Γ ×N | σ ∈ Γk−1]} and deﬁne
l2Ξ(Γ ×N) =
{
F ∈ l2(Γ ×N) ∣∣ F1Ξ = F}. (7.1)
Then
L2pre(Ω ×N) = J

[
l2Ξ(Γ ×N)
]
. (7.2)
Proof. We ﬁrst verify L2pre(Ω ×N) ⊂ J
[l2Ξ(Γ ×N)]. Let u ∈ L2pre(Ω ×N). Then, by Proposition 6.1, there exists a function F
in l2(Γ ×N) such that u = J
(F ). To show u ∈ J
[l2Ξ(Γ ×N)], we need to show F ∈ l2Ξ(Γ ×N).
In fact, for each k ∈ N, it follows from the deﬁnition of J
 and Proposition 4.3 that
uk = E[uk |Fk−1] = E
[[
J
(F )
]
k
∣∣Fk−1]= E[J[F (∗,k)] ∣∣Fk−1]
= J[F (∗,k)1Γk−1] (∗)]= J[F (∗,k)1Ξ (∗,k)]
= [J
(F1Ξ)]k,
which implies u = J
(F1Ξ). Since J
 is an isomorphism, we get F = F1Ξ , which means F ∈ l2Ξ(Γ ×N).
We now verify J
[l2Ξ(Γ × N)] ⊂ L2pre(Ω × N). Let F ∈ l2Ξ(Γ × N) and u = J
(F ). Then u ∈ L2(Ω × N) and, in view of
F1Ξ = F , we further have
uk =
[
J
(F1Ξ)
]
k = J
[
F (∗,k)1Ξ (∗,k)
]= J[F (∗,k)1Γk−1] (∗)]
= E[J[F (∗,k)] ∣∣Fk−1], k ∈ N.
Hence u ∈ L2pre(Ω ×N). 
Proposition 7.2. The divergence operator δ is an extension of the Itô stochastic integral operator I . More precisely, we have L2pre(Ω ×
N) ⊂ Dom δ and
δ(u) = I(u), u ∈ L2pre(Ω ×N). (7.3)
Proof. To prove L2pre(Ω ×N) ⊂ Dom δ, we need only to prove
l2Ξ(Γ ×N) ⊂ l2s (Γ ×N).
Let F ∈ l2Ξ(Γ ×N). Then F (∗,•) = F (∗,•)1Ξ(∗,•) = F (∗,•)1Γ•−1] (∗). Hence, by Lemma 2.2, we have∑
σ∈Γ
∣∣̂F (σ )∣∣2 =∑
k∈N
∑
σ∈Γ
∣∣F (σ ,k)∣∣2 < ∞,
which means F ∈ l2s (Γ ×N).
We now prove (7.3). Let u ∈ L2pre(Ω × N). Then, by Proposition 7.1, there exists a function F in l2Ξ(Γ × N) satisfying
u = J
(F ). Since
F (σ ,k) = F (σ ,k)1Ξ (σ ,k) = F (σ ,k)1Γk−1] (σ ), (σ ,k) ∈ Ω ×N,
namely F satisﬁes (2.5), we get
F̂ (σ ) = F (σ \maxσ ,maxσ), ∅ = σ ∈ Γ,
which, together with the equality F (σ ,k) = F (σ ,k)1Γk−1] (σ ), implies
δ(u) = J( F̂ ) =
∑
∅=σ∈Γ
F (σ \maxσ ,maxσ)Zσ
=
∑
k∈N
∑
τ∈Γ
F (τ ,k)1Γk−1] (τ )Zτ Zk =
∑
k∈N
∑
τ∈Γ
F (τ ,k)Zτ Zk
=
∑
k∈N
J
[
F (∗,k)]Zk =∑
k∈N
[
J
(F )
]
k Zk =
∑
k∈N
uk Zk
= I(u).
This completes the proof. 
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δ(u) =
∑
k∈N
uk Zk −
∑
k∈N
|Zk|2∂kuk, (7.4)
provided the involved series converge in L2(Ω).
Proof. Take F ∈ l2s (Γ ×N) such that u = J
(F ). Then, by Proposition 5.1, we get
∂kuk =
∑
σ∈Γ
F (σ ,k)1σ (k)Zσ\k, k ∈ N.
Thus
δ(u) =
∑
∅=τ∈Γ
∑
k∈τ
F (τ \ k,k)Zτ
=
∑
k∈N
∑
σ∈Γ
F (σ ,k)
(
1− 1σ (k)
)
Zσ Zk (by letting σ = τ \ k)
=
∑
k∈N
uk Zk −
∑
k∈N
|Zk|2∂kuk. 
8. Ornstein–Uhlenbeck semigroup of operators
In this section, we consider the semigroup of operators generated by the Ornstein–Uhlenbeck operator.
We assume F =F∞ and the normal noise Z has the chaotic representation property. Hence J[l2(Γ )] = L2(Ω).
Proposition 8.1. Let δ ◦ ∇ be the composition of the operators δ and ∇ . Then
δ ◦ ∇[J( f )]= J(#(∗) f (∗)), f ∈ l2#(Γ ), (8.1)
where #(∗) f (∗) means the function σ 	→ #(σ ) f (σ ) and l2#(Γ ) is deﬁned as
l2#(Γ ) =
{
f ∈ l2(Γ ) ∣∣ ∑
σ∈Γ
∣∣#(σ ) f (σ )∣∣2 < ∞}. (8.2)
Proof. Let f ∈ l2#(Γ ) and deﬁne F (σ ,k) = f (σ ∪ k)1Γ (k)(σ ), (σ ,k) ∈ Γ ×N. Then
F̂ (σ ) = #(σ ) f (σ ), σ ∈ Γ.
Thus
δ ◦ ∇[J( f )]= δ[J
(F )]= J( F̂ ) = J(#(∗) f (∗)).
This complete the proof. 
Remark 8.1. Let f ∈ l2(Γ ) and n ∈ N. Then f 1Γ (n) ∈ l2#(Γ ) and moreover
δ ◦ ∇[J( f 1Γ (n) )]= nJ( f 1Γ (n) ). (8.3)
Proposition 8.2. Let L = −δ ◦ ∇ with Dom(L) = J[l2#(Γ )]. Then L is a densely deﬁned closed linear operator in L2(Ω).
Proof. We can easily verify that l2#(Γ ) is a dense subspace of l
2(Γ ), which implies that Dom(L) is a dense subspace
of L2(Ω) since L2(Ω) = J[l2(Γ )]. It follows from Proposition 8.1 that L is a closed operator in L2(Ω). 
The operator L is usually known as the Ornstein–Uhlenbeck operator. Below we give an explicit expression of the semi-
group of operators generated by L.
Proposition 8.3. For each t ∈ R+ , deﬁne an operator Tt on L2(Ω) as
Tt(ξ) = J
[
e−t#(·) f (·)], ξ ∈ L2(Ω), (8.4)
where f = J−1(ξ). Then {Tt | t ∈ R+} forms a strongly continuous semigroup of contractive operators on L2(Ω) and moreover it
has L as its inﬁnitesimal generator.
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Let ξ ∈ Dom(L). Then ξ = J( f ) with some f ∈ l2#(Γ ). For t ∈ R+ , by Proposition 8.1, we obtain∥∥∥∥1t [Tt(ξ) − ξ]− L(ξ)
∥∥∥∥2L2(Ω) =
∑
σ∈Γ
∣∣∣∣
[
1
t
(
e−t#(σ ) − 1)+ #(σ )] f (σ )∣∣∣∣2.
Using the dominated convergence theorem, we can easily verify that the right-hand side of the above equality converges
to 0 as t ↘ 0. Hence
d
dt
Tt(ξ)
∣∣∣∣
t=0
= L(ξ), ξ ∈ Dom(L),
namely L is the inﬁnitesimal generator of the semigroup {Tt | t ∈ R+}. 
9. Application
In the last section, we show an application of the gradient and divergence operators to quantum probability.
Let (Ω,F ,P) be a probability space and Z = (Zn)n∈N an independent sequence of random variables on (Ω,F ,P), which
satisﬁes that (Zn; n ∈ N) generates F , namely F = σ(Zn; n ∈ N) and
P{Zn = an} = pn, P{Zn = −1/an} = qn, n ∈ N (9.1)
with an = √qn/pn , qn = 1 − pn and 0 < pn < 1. Then it can be veriﬁed that the sequence Z = (Zn)n∈N is a discrete-time
normal noise having the chaotic representation property.
In this case, random variables on (Ω,F , P ) can be viewed as functionals of Z . In particular L2(Ω,F , P ) means the
space of square integrable functionals of Z , which is isomorphic to l2(Γ ) with J being the isomorphism. In the following,
we use L2(Ω) mean L2(Ω,F , P ) as before.
From a physical point of view (see, for example, [4]), L2(Ω) describes two-level quantum systems (spins) with inﬁnitely
many “sites” in such a way that for a distribution of spins located at the “sites” 0,1,2, . . . , the operator ∂k (see Deﬁni-
tion 5.1) and its adjoint ∂∗k are annihilation and creation operators “at the site k”, and the product ∂
∗
k ∂k is the corresponding
conservation operator. These operators play the role of quantum noise [4].
Since J : l2(Γ ) 	→ L2(Ω) is an isomorphism, ∂k is a bounded operator on L2(Ω) for each k ∈ N. It is already shown in
Proposition 5.1 that
∂k Zσ = 1σ (k)Zσ\k, σ ∈ Γ, k ∈ N.
Similarly we can show that for σ ∈ Γ and k ∈ N,
∂∗k Zσ =
[
1− 1σ (k)
]
Zσ∪k, ∂∗k ∂k Zσ = 1σ (k)Zσ .
Using these properties, we can further obtain∑
k∈N
∂∗k ∂k Zσ = #(σ )Zσ , σ ∈ Γ.
On the other hand, it follows from Proposition 8.1 that
δ ◦ ∇[Zσ ] = #(σ )Zσ , σ ∈ Γ,
where δ is the divergence operator (see Deﬁnition 6.1) and ∇ the gradient operator (see Deﬁnition 5.2). Thus we have∑
k∈N
∂∗k ∂k = δ ◦ ∇. (9.2)
Remark 9.1. As is seen,
∑
k∈N ∂∗k ∂k is a meaningful physical quantity. Formula (9.2) gives an approach to this quantity in
terms of the gradient and divergence operators.
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