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WEIGHTED BERGMAN SPACES INDUCED BY DOUBLING
WEIGHTS IN THE UNIT BALL OF Cn
JUNTAO DU, SONGXIAO LI†, XIAOSONG LIU AND YECHENG SHI
ABSTRACT. This paper is devoted to the study of the weighted Bergman space
A
p
ω in the unit ball B of C
n with doubling weight ω satisfying∫ 1
r
ω(t)dt < C
∫ 1
1+r
2
ω(t)dt, 0 ≤ r < 1.
The q−Carleson measures for Apω are characterized in terms of a neat geometric
condition involving Carleson block. Some equivalent characterizations for A
p
ω
are obtained by using the radial derivative and admissible approach regions. The
boundedness and compactness of Volterra integral operator Tg : A
p
ω → Aqω are
also investigated in this paper with 0 < p ≤ q < ∞, where
Tg f (z) =
∫ 1
0
f (tz)ℜg(tz)dt
t
, f ∈ H(B), z ∈ B.
Keywords: Weighted Bergman space, Carleson measure, Volterra integral opera-
tor, doubling weight.
1. INTRODUCTION
Let B be the open unit ball of Cn and S the boundary of B. When n = 1, then
B is the open unit disk in complex plane C and always denoted by D. Let H(B)
denote the space of all holomorphic functions on B. For any two points
z = (z1, z2, · · · , zn) and w = (w1,w2, · · · ,wn)
in Cn, we define 〈z,w〉 = z1w1 + · · · + znwn and
|z| =
√
〈z, z〉 =
√
|z1|2 + · · · + |zn|2.
Let dσ and dV be the normalized surface and volume measures on S and B,
respectively. For 0 < p ≤ ∞, the Hardy space Hp(B)(or Hp) is the space consisting
of all functions f ∈ H(B) such that
‖ f ‖Hp := sup
0<r<1
Mp(r, f ),
where
Mp(r, f ) =
(∫
S
| f (rξ)|pdσ(ξ)
) 1
p
< ∞, when 0 < p < ∞,
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and
M∞(r, f ) = sup
|z|=r
| f (z)|.
For −1 < α < ∞ and 0 < p < ∞, the weighted Bergman space Apα(B)( or Apα)
consists of all f ∈ H(B) such that
‖ f ‖Apα =
∫
B
| f (z)|pdVα(z) = cα
∫
B
| f (z)|p(1 − |z|2)αdV(z) < ∞,
where cα = Γ(n + α + 1)/(Γ(n + 1)Γ(α + 1)). When α = 0, A
p
0(B) = A
p(B) is the
standard Bergman space. It is known that f ∈ Apα if and only if ℜ f (z) ∈ Apα+p.
Moreover
‖ f ‖p
A
p
α
≍ | f (0)|p +
∫
B
|ℜ f (z)|p(1 − |z|2)pdVα(z).
Here ℜ f is the radial derivative of f , i.e., ℜ f (z) = ∑nj=1 z j ∂ f∂z j (z). See [17, 18] for
the theory of Hp and A
p
α in the unit ball.
Suppose ω is a radial weight (i.e., a positive and integrable function in B such
that ω(z) = ω(|z|)). Let ωˆ(r) =
∫ 1
r
ω(t)dt. ω is called a doubling weight, denoted
by ω ∈ Dˆ, if there is a constant C > 0 such that
ωˆ(r) < Cωˆ(
1 + r
2
), when 0 ≤ r < 1.
ω is called a regular weight, denote by ω ∈ R, if there is a constant C > 0 deter-
mined by ω, such that
1
C
<
ωˆ(r)
(1 − r)ω(r) < C, when 0 ≤ r < 1.
ω is called a rapidly increasing weight, denote by ω ∈ I, if
lim
r→1
ωˆ(r)
(1 − r)ω(r) = ∞.
After a calculation, we see that I∪R ⊂ Dˆ. See [9,10] for more details about I,R,
Dˆ.
In [10], J. Pela´ez and J. Ra¨ttya¨ introduced a new class function space A
p
ω(D), the
weighted Bergman space induced by rapidly increasing weights in D. In [10], they
investigated some basic properties of ω with ω ∈ R∪I, described the q−Carleson
measure for A
p
ω(D), gave equivalent characterizations of A
p
ω(D), characterized the
boundedness, compactness and Schatten classes of Volterra integral operator Jg
on A
p
ω(D). In [9], J. Pela´ez extended many results from ω ∈ R ∪ I to ω ∈ Dˆ.
See [9–15] for many results on A
p
ω(D) with ω ∈ Dˆ.
Motivated by [10], we extend the Bergman space A
p
ω(D) with ω ∈ Dˆ to the unit
ball. Let ω ∈ Dˆ and 0 < p < ∞. The weighted Bergman space Apω = Apω(B) is the
space of all f ∈ H(B) for which
‖ f ‖p
A
p
ω
=
∫
B
| f (z)|pω(z)dV(z) < ∞.
3It is easy to check that A
p
ω is a Banach space when p ≥ 1 and a complete metric
space with the distance ρ( f , g) = ‖ f − g‖p
A
p
ω
when 0 < p < 1. When ω(z) =
cα(1− |z|2)α(α > −1), the space Apω becomes the classical weighted Bergman space
A
p
α.
Suppose that g ∈ H(D). The integral operator Jg, called the Volterra integral
operator, is defined by
Jg f (z) =
∫ z
0
f (ξ)g′(ξ)dξ, f ∈ H(D), z ∈ D.
The operator Jg was first introduced by Pommerenke in [16]. He showed that Jg
is a bounded operator on the Hardy space H2(D) if and only if g ∈ BMOA(D).
See [1–4] for the study of the boundedness, compactness and the spectrum of Jg
in Hp(D) and A
p
α(D).
Let g ∈ H(B). Define
Tg f (z) =
∫ 1
0
f (tz)ℜg(tz)dt
t
, f ∈ H(B), z ∈ B.
This operator is also called the Volterra type integral operator (or the Riemann-
Stieltjes operator, or the Extended Cesa`ro operator). The operator Tg was intro-
duced by Z. Hu in [5] and studied, for example in [5–8]. In particular, J. Pau
completely described the boundedness and compactness of Tg between different
Hardy spaces in the unit ball of Cn in [8].
In this paper, we will investigate some properties of A
p
ω in the unit ball of C
n
and study the boundedness and compactness of Tg : A
p
ω → Aqω with ω ∈ Dˆ and
0 < p ≤ q < ∞, The paper is organized as follows. In section 2, we recall
some well-known results and notations, define (standard) Carleson block S a for
a ∈ B and estimate the volume of S a. In section 3, we characterize the q−Carleson
measure for A
p
ω with standard Carleson block S a for a ∈ B. In section 4, we extend
the admissible approach region Γu from u ∈ S to u ∈ B by dilation transformation,
get some equivalent characterizations for A
p
ω by using the radial derivative and
admissible approach regions. In section 5, we define a new class of holomorphic
functions Cκ(ω∗)(κ ≥ 1) and the little-oh subspace of it, and then we investigate the
boundedness and compactness of Tg : A
p
ω → Aqω with 0 < p ≤ q < ∞ and ω ∈ Dˆ.
In section 6, we discuss the inclusion relationship between C1(ω∗)(C10(ω∗)) and
some other function spaces, such as the Bloch space B, the little Bloch space B0,
the BMOA space and the VMOA space.
Throughout this paper, the letter C will denote constants and may differ from
one occurrence to the other. The notation A . B means that there is a positive
constant C such that A ≤ CB. The notation A ≈ B means A . B and B . A.
2. PRELIMINARY RESULTS
For any ξ, τ ∈ B, let d(ξ, τ) = |1−〈ξ, τ〉| 12 . Then d(·, ·) is the nonisotropic metric.
For r > 0 and ξ ∈ S, let
Q(ξ, r) = {η ∈ S : |1− < ξ, η > | ≤ r2}.
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Q(ξ, r) is a ball in S for all ξ ∈ Sn and r ∈ (0,
√
2). More information about d(·, ·)
and Q(ξ, r) can be found in [17,18]. Lemma 4.6 in [18] is very useful in this paper,
and we express it as follows.
Lemma 1. There exist positive constants A1 and A2 (depending on n only) such
that
A1 ≤ σ(Q(ξ, r))
r2n
≤ A2
for all ξ ∈ Sn and r ∈ (0,
√
2).
For any a ∈ B\{0}, let Qa = Q(a/|a|,
√
1 − |a|), and define
S a = S (Qa) =
{
z ∈ B : z|z| ∈ Qa, |a| < |z| < 1
}
.
For convince, if a = 0, let Qa = S and S a = B. We call S a the Carleson block. Now
we give a estimate for the volume of S a. As usual, for a measurable set E ⊂ B,
ω(E) =
∫
E
ω(z)dV(z).
Lemma 2. Assume that ω ∈ Dˆ, r ∈ [0, 1] and ω∗(r) =
∫ 1
r
sω(s) log s
r
ds. Then the
following statements hold.
(i) ω∗ ∈ R and ω∗(r) ≈ (1 − r)
∫ 1
r
ω(t)dt when r ∈ (1
2
, 1);
(ii) There are 0 < a < b < +∞ and δ ∈ [0, 1), such that
ω∗(r)
(1 − r)a is decreasing on [δ, 1) and limr→1
ω∗(r)
(1 − r)a = 0;
ω∗(r)
(1 − r)b is increasing on [δ, 1) and limr→1
ω∗(r)
(1 − r)b = ∞;
(iii) ω∗(r) is decreasing on [δ, 1) and lim
r→1
ω∗(r) = 0.
(iv) ω(S a) ≈ (1 − |a|)n
∫ 1
|a| ω(r)dr.
Proof. (i) − (iii) can be found in [10, 11]. From [18, Lemma 1.8], we see that∫
B
f (z)dV(z) = 2n
∫ 1
0
r2n−1dr
∫
S
f (rξ)dσ(ξ). (1)
Then by Lemma 1, we have
ω(S a) = 2n
∫ 1
|a|
r2n−1ω(r)dr
∫
Q( a|a| ,
√
1−|a|)
dσ(ξ) ≈ (1 − |a|)nωˆ(|a|).
The proof is complete. 
Lemma 3. There exists q = q(n) > 1, such that for all r ∈
(
0,
√
2
q
)
and ξ ∈ Sn,
σ (Q(ξ, qr)\Q(ξ, r)) ≈ r2n.
5Proof. By Lemma 1, there exist A2 > A1 > 0, such that
A1r
2n ≤ σ(Q(ξ, r)) ≤ A2r2n, for all r ∈ (0,
√
2) and ξ ∈ Sn.
Fix a q > 1 such that A1q
2n > A2. Then we have
σ (Q(ξ, qr)\Q(ξ, r)) ≥ (A1q2n − A2)r2n & r2n,
and
σ (Q(ξ, qr)\Q(ξ, r)) ≤ (A2q2n − A1)r2n . r2n.
The proof is complete. 
For q > 0, if µ is a positive Borel measure on B, L
q
µ consists of the Lebesgue
measurable functions on B such that
‖ f ‖Lqµ :=
(∫
B
| f (z)|qdµ(z)
) 1
q
< ∞.
To study the compactness of a linear operator T from A
p
ω to L
q
µ, we need the fol-
lowing lemma which can be obtained in a standard way.
Lemma 4. Suppose 0 < p, q < ∞, ω ∈ Dˆ and µ is a positive Borel measure
on B. If T : A
p
ω → Lqµ is linear and bounded, then T is compact if and only if
whenever { fk} is bounded in Apω and fk → 0 uniformly on compact subsets of B,
lim
k→∞
‖T fk‖qLµ = 0.
Lemma 5. Suppose ω ∈ Dˆ, 0 < α < ∞. Then there exists a constant C =
C(α, ω, n) such that
| f (z)|α ≤ CMω(| f |α)(z),
for all f ∈ H(B). Here and henceforth,
Mω(ϕ)(z) = sup
z∈S a
1
ω(S a)
∫
S a
|ϕ(ξ)|ω(ξ)dV(ξ).
Proof. Fix q = q(n) such that Lemma 3 holds. Let r0 = max
(
1
2
, 1 − 1
q
)
.
For any z ∈ B such that r0 < |z| < 1, if 1+|z|2 < ρ < 1, let N be the largest nature
number such that qN (1 − |z|) < 1 and
Q′k :=
{
ξ ∈ S :
∣∣∣∣∣1 − 〈ξ, z|z| 〉
∣∣∣∣∣ < qk
(
1 − |z|
ρ
)}
,
for k = 0, 1, 2, · · · ,N. For convenience, let Q′−1 = Ø. Then,
Q′0 ⊂ Q′1 ⊂ · · · ⊂ Q′N ⊂ Q′N+1 := S.
When ξ ∈ Q′
k+1\Q′k with k = 1, 2, · · · ,N, we have∣∣∣∣∣1 − 〈1ρz, ξ〉
∣∣∣∣∣ =
∣∣∣∣∣1 − 〈ξ, z|z| 〉 + 〈ξ,
z
|z| 〉 − 〈ξ,
1
ρ
z〉
∣∣∣∣∣ ≥ (qk − 1)
(
1 − |z|
ρ
)
.
Then for all ξ ∈ Q′
k+1\Q′k wiht k = −1, 0, 1, · · · ,N, we have∣∣∣∣∣1 − 〈1ρz, ξ〉
∣∣∣∣∣ & qk
(
1 − |z|
ρ
)
.
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Since ω ∈ Dˆ, by Lemma 2.1(ii) in [9], there exist C0 = C0(ω) ≥ 1 and β =
β(ω) > 0, such that
ωˆ(r) ≤ C0
(
1 − r
1 − t
)β
ωˆ(t), for all 0 ≤ r ≤ t < 1.
Write α = sγ, where γ > 1 +
β
n
> 1. Suppose 1
γ
+
1
γ′ = 1. Then by Corollary 4.5
in [18], Ho¨lder’s inequality and Theorem 1.12 in [18], we have
| f (z)|s ≤
∫
S
(
1 − 1
ρ2
|z|2
)n
∣∣∣∣1 − 〈1ρz, ξ〉
∣∣∣∣2n
| f (ρξ)|sdσ(ξ)
≤

∫
S
(
1 − 1
ρ2
|z|2
)nγ−n
∣∣∣∣1 − 〈1ρz, ξ〉
∣∣∣∣nγ
| f (ρξ)|sγdσ(ξ)

1
γ

∫
S
(
1 − 1
ρ2
|z|2
)nγ′−n
∣∣∣∣1 − 〈1ρz, ξ〉
∣∣∣∣nγ′
dσ(ξ)

1
γ′
.

∫
S
(
1 − 1
ρ2
|z|2
)nγ−n
∣∣∣∣1 − 〈1ρz, ξ〉
∣∣∣∣nγ | f (ρξ)|
sγdσ(ξ)

1
γ
.
Therefore,
| f (z)|α .
∫
S
(
1 − 1
ρ2
|z|2
)nγ−n
∣∣∣∣1 − 〈1ρz, ξ〉
∣∣∣∣nγ | f (ρξ)|
αdσ(ξ)
=
N∑
k=−1
∫
Q′
k+1
\Q′
k
(
1 − 1
ρ2
|z|2
)nγ−n
∣∣∣∣1 − 〈1ρz, ξ〉
∣∣∣∣nγ | f (ρξ)|
αdσ(ξ)
.
N∑
k=−1
1
qnγk
(
1 − |z|
ρ
)n
∫
Q′
k+1
\Q′
k
| f (ρξ)|αdσ(ξ)
.
1
(1 − |z|)n
N∑
k=−1
1
qnγk
∫
Q′
k+1
| f (ρξ)|αdσ(ξ).
When k = 0, 1, 2, · · · ,N, let tk = 1 − qk(1 − |z|) and ak = tkz. When k = N + 1, let
ak = 0, Qak = S and S ak = B. For 0 ≤ k ≤ N + 1, we have
Q′k ⊂ Qak ⊂ S, 1 <
1 − |ak|
1 − |z| . q
k,
1
ωˆ(z)
≤ C0
(
1 − |ak|
1 − |z|
)β
1
ωˆ(ak)
.
7For all |z| ≥ r0,
∫ 1
|z| r
2n−1ω(r)dr ≈
∫ 1
|z|+1
2
r2n−1ω(r)dr. So, we have
| f (z)|α(1 − |z|)n
∫ 1
|z|
r2n−1ω(r)dr ≈
∫ 1
|z|+1
2
ρ2n−1ω(ρ)| f (z)|α(1 − |z|)ndρ
.
∫ 1
|z|+1
2
ρ2n−1ω(ρ)

N+1∑
k=0
1
qnγk
∫
Q′
k
| f (ρξ)|αdσ(ξ)
 dρ
.
N+1∑
k=0
1
qnγk
∫
S ak
| f (ζ)|αω(ζ)dV(ζ).
By Lemma 2, we have
1
(1 − |z|)n
∫ 1
|z| r
2n−1ω(r)dr
≈ 1
(1 − |z|)nωˆ(z) .
(1 − |ak|)n+β
(1 − |z|)n+βω(S ak)
.
q(n+β)k
ω(S ak)
.
Then,
| f (z)|α .
N+1∑
k=0
1
q(nγ−n−β)k
∫
S ak
| f (ξ)|αω(ξ)dV(ξ)
ω(S ak)
. Mω(| f |α)(z).
Next we suppose that |z| ≤ r0. For all a ∈ B such that z ∈ S a, we have |a| < |z| ≤
r0. By Lemma 2, ω(S a) ≈ 1. Then,
sup
z∈S a
1
ω(S a)
∫
S a
| f (ξ)|αω(ξ)dV(ξ) ≈ sup
z∈S a
∫
S a
| f (ξ)|αω(ξ)dV(ξ)
=
∫
B
| f (ξ)|αω(ξ)dV(ξ).
Using Cauchy’s formula, we have
| f (z)|α .
∫
B
| f (ξ)|αω(ξ)dV(ξ) ≈ sup
z∈S a
1
ω(S a)
∫
S a
| f (ξ)|αω(ξ)dV(ξ).
The proof is complete. 
Here and henceforth, for all a ∈ B and 0 < p < ∞, set
Fa,p =
(
1 − |a|2
1 − 〈z, a〉
) γ+n
p
. (2)
We obtain the following lemma.
Lemma 6. Suppose ω ∈ Dˆ, 0 < p < ∞ and γ is large enough. For all a ∈ B,
|Fa,p(z)| ≈ 1, z ∈ S a, (3)
and
‖Fa,p‖pApω ≈ ω(S a).
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Proof. For all z ∈ S a, we have
1 − |a|
|1 − 〈z, a〉| ≤
1 − |a|
1 − |〈z, a〉| ≤
1 − |a|
1 − |a||z| ≤ 1
and
1 − |a|
|1 − 〈z, a〉| ≥
1 − |a|∣∣∣∣1 − 〈 z|z| , a|a|〉
∣∣∣∣ + |〈z, a〉|
∣∣∣∣ 1|z||a| − 1
∣∣∣∣ ≥
1 − |a|
1 − |a| + 1 − |a|2 & 1.
It follows that (3) holds.
By Lemmas 1 and 2, we have
σ(Qa) ≈ (1 − |a|)n, and ω(S a) ≈ (1 − |a|)n
∫ 1
|a|
ω(t)dt. (4)
By Theorem 1.12 in [18] and Lemma 2.1(iii) in [9], if γ is large enough, we have
‖Fa,p‖pApω = 2n(1 − |a|)
γ+n
∫ 1
0
ω(r)r2n−1
∫
S
1
|1 − 〈rξ, a〉|γ+ndσ(ξ)dr
≈ 2n(1 − |a|)γ+n
∫ 1
0
r2n−1ω(r)
(1 − r|a|)γdr
≤ 2n(1 − |a|)γ+n
(∫ |a|
0
ω(r)
(1 − r)γ dr +
∫ 1
|a|
ω(r)
(1 − |a|)γdr
)
. (1 − |a|)n
∫ 1
|a|
ω(r)dr ≈ ω(S a).
By (3), ‖Fa,p‖pApω & ω(S a) is obvious. The proof is complete. 
In the rest this paper, we always assume Fa,p satisfies the condition of Lemma
6.
In the last of this section, we define a α−Carleson block S a,α for all a ∈ B\{0}
and any fixed α > −1. That is
S a,α =
{
z ∈ B : |a| < |z| < 1,
∣∣∣∣∣1 − 〈 z|z| ,
a
|a| 〉
∣∣∣∣∣ ≤ (α + 1)(1 − |a|)
}
.
When a = 0, we define S a,α = B. Obviously, for all a ∈ B, we have S a,0 = S a and
S a ⊂ S a,α(α > 0). The following proposition is useful in this paper.
Proposition 1. For any fixed α ≥ 0, there exist N ∈ N, such that, for all a ∈ B,
there are a1, a2, · · · , ak satisfy the following condition:
(i) k ≤ N and |a1| = |a2| = · · · = |ak| = |a|;
(ii) S a,α ⊂ ∪ki=1S ai .
Proof. Suppose a ∈ B\{0} is fixed. For any τ ∈ S, define
Eτ = Q(τ,
1
2
√
1 − |a|), and E′a = Q(
a
|a| , (
1
2
+
√
1 + α)
√
1 − |a|).
Since
σ(E′a)
σ(Eτ)
< ∞, there are at most M := M(a) elements ξ1, ξ2, · · · , ξM in S such
that
9(a) Eξi ∩ Eξ j = Ø for all 1 ≤ i < j ≤ M;
(b) Eξi ⊂ E′a for all 1 ≤ i ≤ M.
Then we have
Q(
a
|a| ,
√
(1 + α)(1 − |a|)) ⊂ ∪Mi=1Q(ξi,
√
1 − |a|).
Otherwise, there is a ξ ∈ Q( a|a| ,
√
(1 + α)(1 − |a|)) but ξ < ∪M
i=1Q(ξi,
√
1 − |a|). Then
for any η ∈ Eξ, we have
d(η, ξi) ≥ d(ξi, ξ) − d(η, ξ) >
√
1 − |a| − 1
2
√
1 − |a| = 1
2
√
1 − |a|,
and
d(η,
a
|a| ) ≤ d(η, ξ) + d(ξ,
a
|a| ) <
1
2
√
1 − |a| +
√
(1 + α)(1 − |a|).
That is a contraction with M is the maximum number. By Lemma 1, we have
M ≤ σ(E
′
a)
σ(Eτ)
. 1.
Then by letting ai = |a|ξi, we finish the proof. 
Remark 1. By Lemma 2, for any fixed α > 0, ω(S a) ≈ ω(S a,α). Hence, many
results described by Carleson block also hold for α-Carleson block.
For ξ ∈ S and r > 0, a Carleson tube S ∗(ξ, r) can be define as
S ∗(ξ, r) = {z ∈ B : |1 − 〈z, ξ〉| < r}.
As we know, Carleson tube is very useful in the study of the function space on the
unit ball of Cn. For the convenience, we often restrict 0 < r < δ for some δ > 0.
Here, we will compare Carleson tube with Carleson block.
Proposition 2. The following assertions hold.
(i) For any ξ ∈ S and 0 < r < 1, there exists a ∈ B such that S ∗(ξ, r) ⊂ S a,2.
(ii) For any a ∈ B with |a| > 1
2
, there exist ξ ∈ S and 0 < r < 1 such that
S a ⊂ S ∗(ξ, r).
Proof. (i). For any z ∈ S ∗(ξ, r) with 0 < r < 1, by letting a = (1 − r)ξ, we have
|z| > |a| and∣∣∣∣∣1 − 〈 z|z| , ξ〉
∣∣∣∣∣ ≤ |1 − 〈z, ξ〉| +
∣∣∣∣∣〈z, ξ〉 − 〈 z|z| , ξ〉
∣∣∣∣∣ ≤ r + 1 − |z| < 2(1 − |a|).
Then S ∗(ξ, r) ⊂ S a,2.
(ii). Suppose a , 0. Let ξ = a|a| and 2(1 − |a|) < r < 1. For any z ∈ S a, we have
|1 − 〈z, ξ〉| ≤
∣∣∣∣∣1 − 〈 z|z| ,
a
|a| 〉
∣∣∣∣∣ +
∣∣∣∣∣〈 z|z| ,
a
|a| 〉 − 〈z, ξ〉〉
∣∣∣∣∣
≤ 1 − |a| + 1 − |z| ≤ 2(1 − |a|) < r.
Then S a ⊂ S ∗(ξ, r). The proof is complete. 
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3. THE q-CARLESON MEASURE FOR A
p
ω
In this section, we give some descriptions of q-Carleson measure for A
p
ω when
0 < p ≤ q < ∞. For a given Banach space (or a complete metric space) X of
analytic functions on B, a positive Borel measure µ on B is called a q-Carleson
measure for X if the identity operator Id : X → Lqµ is bounded. Moveover, if
Id : X → Lqµ is compact, then we say that µ is a vanishing q-Carleson measure for
X.
Theorem 1. Let 0 < p ≤ q < ∞, ω ∈ Dˆ, and µ be a positive Borel measure on B.
The the following statements hold:
(i) µ is a q-Carleson measure for A
p
ω if and only if
sup
a∈B
µ(S a)
(ω(S a))
q
p
< ∞. (5)
Moreover, if µ is a q-Carleson measure for A
p
ω, then the identity operator
Id : A
p
ω → Lqµ satisfies
‖Id‖q
A
p
ω→Lqµ
≈ sup
a∈B
µ(S a)
(ω(S a))
q
p
.
(ii) µ is a vanishing q-Carleson measure for A
p
ω if and only if
lim
|a|→1
µ(S a)
(ω(S a))
q
p
= 0.
Proof. First assume that µ is a q-Carleson measure for A
p
ω, By Lemma 6, we have
µ(S a) ≈
∫
S a
|Fa,p|qdµ(z) ≤ ‖Fa,p‖qLqµ
≤ ‖Id‖q
A
p
ω→Lqµ
‖Fa,p‖qApω ≈ ‖Id‖
q
A
p
ω→Lqµ
(ω(S a))
q
p .
So,
sup
a∈B
µ(S a)
(ω(S a))
q
p
. ‖Id‖q
A
p
ω→Lqµ
.
Conversely, suppose M := sup
a∈B
µ(S a)
(ω(S a))
q
p
< ∞. We begin with proving that there
exists a constant K = K(p, q, ω) sucht that
µ(Es) ≤ KMs−
q
p ‖ϕ‖
q
p
L1ω
, (6)
is valid for all ϕ ∈ L1ω and 0 < s < ∞. Here Es = {z ∈ B : Mω(ϕ)(z) > s}.
If Es = Ø, (6) holds. If Es , Ø, define A
ε
s and B
ε
s for each ε > 0 as follows.
Aεs =
{
z ∈ B :
∫
S z
|ϕ(ξ)|ω(ξ)dV(ξ) > s(ε + ω(S z))
}
,
and
Bǫs =
{
z ∈ B : S z ⊂ S u for some u ∈ Aεs
}
.
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Then we have
Es = ∪ε>0Bεs, and µ(Es) = lim
ε→0+
µ(Bεs).
Let E ⊂ Aεs such that for all ξ, η ∈ E we have either ξ = η or Qξ ∩ Qη = Ø. Since
s
∑
ξ∈E
(ε + ω(S ξ)) ≤ sup
ξ∈E
∫
S ξ
|ϕ(z)|ω(z)dV(z) ≤ ‖ϕ‖L1ω , (7)
we get that there are only finite elements in E. By Lemma 5.6 in [18], there are
{z1, z2, · · · , zm} ⊂ Aεs such that Qz j(1 ≤ j ≤ m) are disjoint and
Aεs ⊂ ∪mk=1
{
z ∈ B : Qz ⊂ Q′zk
}
, (8)
where
Q′zk = Q
(
zk
|zk| , 5
√
1 − |zk|
)
.
For any z ∈ Bεs, there is a u ∈ Aεs such that S z ⊂ S u. So, Qz ⊂ Qu. By (8), we have
Bεs ⊂ ∪mk=1
{
z ∈ B : Qz ⊂ Q′zk
}
. (9)
Let rk = 1 − 25(1 − |zk|). If rk > 0, let z′k = rkzk|zk | , and otherwise, let z′k = 0. Then we
have Q′zk ⊂ Qz′k . Therefore,
µ
({
z ∈ B : Qz ⊂ Q′zk
})
≤ µ
({
z ∈ B : Qz ⊂ Qz′
k
})
= µ
({
z ∈ B : S z ⊂ S z′
k
})
≤ µ
(
S z′
k
)
≤ M
(
ω(S z′
k
)
) q
p ≈ M (ω(S zk)) qp .
Here, the last equivalent relation can be get by Lemma 2 and ω ∈ Dˆ. Then, by (7)
and (9), we have
µ(Bεs) ≤
m∑
k=1
µ
({
z ∈ B : Qz ⊂ Q′zk
})
. M

m∑
k=1
ω(S zk)

q
p
. Ms−
q
p ‖ϕ‖
q
p
L1ω
.
Let ε → 0+, we have K = K(p, q, ω) such that
µ(Es) ≤ KMs−
q
p ‖ϕ‖
q
p
L1ω
.
Then we obtain (6).
Next, we will show that µ is a q−Carleson measure for Apω. The proof is sim-
ilar to the proof of [10, Theorem 2.1], but for the benefits of the readers and the
completeness of the paper, we give the details of the proof.
Fix α > 1
p
and let f ∈ Apω. For s > 0, let
| f | 1α = ψ 1
α
,s + χ 1
α
,s,
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where
ψ 1
α
,s(z) =
{
| f (z)| 1α , if | f (z)| 1α > s
2K
0, otherwise
and K is the constant in (6) such that K ≥ 1. Since p > 1
α
, the function ψ 1
α
,s belongs
to L1ω for all s > 0, and
Mω(| f | 1α ) ≤ Mω(ψ 1
α
,s) + Mω(χ 1
α
,s) ≤ Mω(ψ 1
α
,s) +
s
2K
.
Then, {
z ∈ B : Mω(| f | 1α )(z) > s
}
⊂
{
z ∈ B : Mω(ψ 1
α
,s)(z) >
s
2
}
. (10)
Using Lemma 5, (10), (6) and Minkowski’s inequality (Fubini’s Theorem in the
case p = q) in order, we have
∫
B
| f (z)|qdµ(z) .
∫
B
(
Mω(| f | 1α )(z)
)qα
dµ(z) . M
(∫
B
| f (z)|pω(z)dV(z)
) q
p
. (11)
So, we get ‖Id‖q
A
p
ω→Aqω
. M. The proof of (i) is complete.
Next we prove (ii). First we suppose that µ is a vanishing q-Carleson measure
for A
p
ω. Let
fa,p(z) =
(
1 − |a|2
1 − 〈z, a〉
) γ+n
p 1
(ω(S a))
1
p
,
for some γ is large enough. By Lemmas 2 and 6 fa,p is bounded in A
p
ω and con-
verges to 0 uniformly on compact subset of B as |a| → 1. By Lemma 4, we have
lim
|a|→1
‖ fa,p‖Lqµ = 0. Since
‖ fa,p‖qLqµ ≥
∫
S a
| f (z)|qdµ(z) ≈ µ(S a)
(ω(S a))
q
p
,
we have lim
|a|→1
µ(S a)
(ω(S a))
q
p
= 0.
Conversely we suppose that lim
|a|→1
µ(S a)
(ω(S a))
q
p
= 0. For all ε > 0, there exists r =
r(ε) ∈ (0, 1) such that when |a| > r, µ(S a)
(ω(S a))
q
p
< ε. Let dµr(z) = χr≤|z|<1dµ(z).
If |a| ≥ r, µr(S a) = µ(S a). Then suppose 0 < |a| < r. Since σ(S) < ∞ and
σ(Q(ξ,
√
1 − r
2
)) ≈ (1 − r)n > 0,
by the proof of Proposition 1, for all ξ ∈ S, there are at most N elements ξ1, ξ2, · · · , ξN
in Qa such that,
Qa ⊂ ∪Ni=1Q(ξi,
√
1 − r),
and
N .

√
1 − |a| +
√
1−r
2√
1−r
2

2n
≈
(
1 − |a|
1 − r
)n
.
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Therefore,
Ea := {z ∈ S a : r < |z| < 1} ⊂ ∪Nk=1
{
z ∈ B : r < |z| < 1, z|z| ∈ Q(ξi,
√
1 − r)
}
.
Since {
z ∈ B : r < |z| < 1, z|z| ∈ Q(ξi,
√
1 − r)
}
= S rξi,
by Lemma 2, we have
µr(S a) = µ(Ea) ≤
N∑
i=1
µ(S rξi) ≤ ε
N∑
i=1
(
ω(S rξi)
) q
p
≈ Nε(1 − r) nqp
(∫ 1
r
ω(t)dt
) q
p
and
µr(S a)
(ω(S a))
q
p
. ε
(
1 − r
1 − |a|
) nq
p
−n

∫ 1
r
ω(t)dt∫ 1
|a| ω(t)dt

q
p
≤ ε. (12)
Then, ‖Id‖q
A
p
ω→Lqµr
. ε.
So, if { fk} is bounded in Apω and converges to 0 uniformly on compact subset of
B, then we have
lim sup
k→∞
‖ fk‖qLqµ = lim supk→∞
(∫
rB
| fk(z)|qdµ(z) +
∫
B
| fk(z)|qdµr(z)
)
= lim sup
k→∞
‖ fk‖qLqµr . ε lim supk→∞
‖ fk‖qApω .
Since ε is arbitrary and supk→∞ ‖ fk‖Apω < ∞, limk→∞ ‖ fk‖Lqµ = 0. So, µ is a vanishing
q-Carleson measure for A
p
ω. The proof is complete. 
As a by-product of the proof of Theorem 1, we have the following result which
is of independent interest.
Corollary 1. Let 0 < p ≤ q < ∞ and 0 < α < ∞ such that pα > 1. Let µ be a
positive Borel measure on B and ω ∈ Dˆ. Then [Mω((·) 1α )]α : Lpω → Lqµ is bounded
if and only if (5) holds. Moreover,
‖[Mω((·) 1α )]α‖qLpω→Lqµ ≈ supa∈B
µ(S a)
(ω(S a))
q
p
.
Proof. By (11), we obtain
‖[Mω((·) 1α )]α‖qLpω→Lqµ . supa∈B
µ(S a)
(ω(S a))
q
p
.
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By Theorem 1 and Lemma 5, we have
sup
a∈B
µ(S a)
(ω(S a))
q
p
≈ sup
f∈Apω
‖ f ‖q
L
q
µ
‖ f ‖q
A
p
ω
. sup
f∈Apω
‖[Mω(| f |α)] 1α ‖qLqµ
‖ f ‖q
L
p
ω
≤ ‖[Mω((·) 1α )]α‖qLpω→Lqµ .
The proof is complete. 
4. EQUIVALENT NORMS FOR A
p
ω SPACE
In this section, we give some equivalent norms for the space A
p
ω on the unit ball.
These norms are inherited from different equivalentHp norms. First, we give some
notations.
Let α > 2. The admissible approach region Γζ,α for some ζ ∈ B\{0} can be
defined as
Γζ,α =
{
z ∈ B :
∣∣∣∣∣1 − 〈z, ζ|ζ |2 〉
∣∣∣∣∣ < α2
(
1 − |z|
2
|ζ |2
)}
.
When ζ = 0, let Γζ,α = {0}. Obviously, if r > 0 and rζ, ζ ∈ B, z ∈ Γζ,α if and only
if rz ∈ Γrζ,α. Define
Tz,α = {ζ ∈ B : z ∈ Γζ,α}.
It follows from Fubini’s Theorem, for a positive function ϕ and a finite positive
measure µ, one has∫
B
ϕ(z)dµ(z) ≈
∫
S
(∫
Γη,α
ϕ(z)
dµ(z)
(1 − |z|2)n
)
dσ(η).
See [8], for example. This fact will be used frequently in this paper.
Proposition 3. Suppose α > 2 is fixed and ω ∈ Dˆ. Then we have the following
statements.
(i) Tz,α ⊂ S z,α.
(ii) There exist r = r(α) and β > −1, such that S 1+|z|
2|z| z,β
⊂ Tz,α when |z| > r.
(iii) ω(Tz,α) ≈ ω(S z,0).
Proof. (i). Suppose ζ ∈ Tz, that is,∣∣∣∣∣1 − 〈z, ζ|ζ |2 〉
∣∣∣∣∣ < α2
(
1 − |z|
2
|ζ |2
)
.
So, we have |ζ | > |z| and∣∣∣∣∣1 − 〈 ζ|ζ | ,
z
|z| 〉
∣∣∣∣∣ ≤
∣∣∣∣∣1 − 〈z, ζ|ζ |2 〉
∣∣∣∣∣ +
∣∣∣∣∣〈z, ζ|ζ |2 〉 − 〈z,
ζ
|ζ ||z| 〉
∣∣∣∣∣ ≤ (α + 1) (1 − |z|) .
Therefore, ζ ∈ S z,α, i.e. Tz ⊂ S z,α.
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(ii). Suppose ζ ∈ S 1+|z|
2|z| z,β
. Then we have |ζ | > 1+|z|
2
and∣∣∣∣∣1 − 〈z, ζ|ζ |2 〉
∣∣∣∣∣ ≤
∣∣∣∣∣1 − 〈 z|z| ,
ζ
|ζ | 〉
∣∣∣∣∣ +
∣∣∣∣∣〈 z|z| ,
ζ
|ζ | 〉 − 〈z,
ζ
|ζ |2 〉
∣∣∣∣∣
≤ β + 1
2
(1 − |z|) +
(
1 − |z||ζ |
)
≤
β + 12
1 − |z|
1 − |z|2|ζ |2
+ 1

(
1 − |z|
2
|ζ |2
)
.
Since 1 − |z|2|ζ |2 > (1−|z|)(3|z|+1)(1+|z|)2 ,∣∣∣∣∣1 − 〈z, ζ|ζ |2 〉
∣∣∣∣∣ ≤
(
β + 1
2
(1 + |z|)2
3|z| + 1 + 1
) (
1 − |z|
2
|ζ |2
)
.
Let β = 2α−7
3
and r(α) ∈ (0, 1) such that
(1 + |z|)2
3|z| + 1 <
3
2
for all |z| > r(α).
So, if |z| > r(α), we have ∣∣∣∣∣1 − 〈z, ζ|ζ |2 〉
∣∣∣∣∣ ≤ α2
(
1 − |z|
2
|ζ |2
)
.
That is, (ii) holds.
(iii). By (i), (1) and Lemma 1, we have
ω(Tz,α) ≤ ω(S z,α) = 2n
∫ 1
|z|
r2n−1ω(r)dr
∫
Q( z|z| ,
√
(α+1)(1−|z|))
dσ(ξ)
≈ (1 − |a|)nωˆ(|a|) ≈ ω(S z,0). (13)
Let β and r(α) be fixed as in the proof of (ii). When |z| > r, similarly to the proof
of (13), we have
ω(Tz,α) ≥ ω(S 1+|z|
2|z|z ,β
) ≈ ω(S z,0).
When 0 < |z| ≤ r, let
Ez =
{
ζ ∈ B : 1 + r
2
< |ζ | < 1,
∣∣∣∣∣1 − 〈 z|z| ,
ζ
|ζ | 〉
∣∣∣∣∣ < α − 22
1 − r
1 + r
}
.
For any ζ ∈ Ez, we have∣∣∣∣∣1 − 〈z, ζ|ζ |2 〉
∣∣∣∣∣ ≤
∣∣∣∣∣1 − 〈 z|z| ,
ζ
|ζ | 〉
∣∣∣∣∣ +
∣∣∣∣∣〈 z|z| ,
ζ
|ζ | 〉 − 〈z,
ζ
|ζ |2 〉
∣∣∣∣∣
≤ α − 2
2
1 − r
1 + r
+ 1 − |z||ζ | ≤
α
2
(
1 − |z||ζ |
)
<
α
2
(
1 − |z|
2
|ζ |2
)
,
that is, Ez ⊂ Tz,α. Therefore, for all 0 < |z| ≤ r, we have
ω(Tz,α) ≥ ω(Ez) ≈ 1 ≈ ω(S z,0).
So, (iv) holds. The proof is complete. 
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In the rest of this paper, for simplicity, we write Γη,α and Tz,α by Γη and Tz,
respectively. Moreover, if ω ∈ Dˆ and z ∈ B\{0}, let
ωn∗(z) =
∫ 1
|z|
r2n−1 log
r
|z|ω(r)dr.
The main result in this section is the following theorem.
Theorem 2. Let 0 < p < ∞ and ω be a radial weight. Then
‖ f − f (0)‖p
A
p
ω
= p2
∫
B
|ℜ f (z)|2| f (z) − f (0)|p−2
|z|2n ω
n∗(z)dV(z) (14)
≈
∫
B

∫
Γu
|ℜ f (ξ)|2
(
1 − |ξ|
2
|u|2
)1−n
dV(ξ)

p
2
ω(u)dV(u). (15)
Moreover, if p ≥ 2 and ω ∈ Dˆ,
‖ f − f (0)‖p
A
p
ω
≈
∫
B
|ℜ f (z)|2| f (z) − f (0)|p−2ω∗(z)dV(z) (16)
≈
∫
B
|ℜ f (z)|2| f (z) − f (0)|p−2(1 − |z|)ωˆ(z)dV(z). (17)
Proof. For 0 < r < 1, let fr(z) = f (rz). By Theorem 4.22 in [18], we have
‖ f − f (0)‖p
Hp
=
p2
2n
∫
B
|ℜ f (z)|2| f (z) − f (0)|p−2|z|−2n log 1|z|dV(z).
In the following, we always suppose f (0) = 0. Then Fubini’s Theorem yields
‖ f ‖p
A
p
ω
=2n
∫ 1
0
‖ fr‖pHpω(r)r2n−1dr
=p2
∫ 1
0
(∫
B
|ℜ f (rz)|2| f (rz)|p−2|z|−2n log 1|z|dV(z)
)
ω(r)r2n−1dr
=2np2
∫ 1
0
(∫ 1
0
∫
S
|ℜ f (rsη)|2| f (rsη)|p−2s−1 log 1
s
dσ(η)ds
)
ω(r)r2n−1dr
=2np2
∫ 1
0
(∫ r
0
∫
S
|ℜ f (tη)|2| f (tη)|p−2t−1 log r
t
dσ(η)dt
)
ω(r)r2n−1dr
=2np2
∫ 1
0
∫
S
(∫ 1
t
r2n−1 log
r
t
ω(r)dr
)
|ℜ f (tη)|2| f (tη)|p−2t−1dσ(η)dt
=p2
∫
B
|ℜ f (z)|2| f (z)|p−2
|z|2n ω
n∗(z)dV(z)
&p2
∫
B
|ℜ f (z)|2| f (z)|p−2ω∗(z)dV(z). (18)
Hence (14) holds.
Suppose p ≥ 2. By Theorem 4.17 in [18], we have
| f (z)| ≤ ‖ f ‖Hp
(1 − |z|2) np
, for all p > 0.
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So, for all |z| < 3
4
, we have
| f (z)|p =
∣∣∣∣∣ f 45 (54z)
∣∣∣∣∣
p
. ‖ f 4
5
‖p
Hp
≤
∫ 1
4
5
‖ fr‖pHpr2n−1ω(r)dr∫ 1
4
5
r2n−1ω(r)dr
. ‖ f ‖p
A
p
ω
.
Let z = (z1, z2, · · · , zn) ∈ B. By Cauchy’s Formula, we obtain∣∣∣∣∣∂ f∂zi (z)
∣∣∣∣∣ . ‖ f ‖Apω,
when |z| < 1
2
and i = 1, 2, · · · , n. So, we have
|ℜ f (z)| = |〈∇ f (z), z〉| . |z|‖ f ‖Apω, when |z| ≤
1
2
.
Here ∇ f (z) =
(
∂ f
∂z1
(z), · · ·, ∂ f
∂zn
(z)
)
. For all τ < 1
2
, we have
‖ f ‖p
A
p
ω
.
∫ 1
1
2
‖ fr‖pHpr2n−1ω(r)dr
≈
∫ 1
1
2
(∫ τ
0
+
∫ 1
τ
) (∫
S
|ℜ f (rsη)|2| f (rsη)|p−2s−1 log 1
s
dσ(η)ds
)
ω(r)r2n−1dr
.
∫ 1
1
2
(∫ 1
τ
∫
S
|ℜ f (rsη)|2| f (rsη)|p−2s−1 log 1
s
dσ(η)ds
)
ω(r)r2n−1dr
+ ‖ f ‖p
A
p
ω
∫ τ
0
s log
1
s
ds.
Since lim
τ→0
∫ τ
0
s log 1
s
ds = 0, we can choose a fixed τ ∈ (0, 1
2
) such that
‖ f ‖p
A
p
ω
.
∫ 1
1
2
(∫ 1
τ
∫
S
|ℜ f (rsη)|2| f (rsη)|p−2s−1 log 1
s
dσ(η)ds
)
ω(r)r2n−1dr.
By Fubini’s Theorem, we have
‖ f ‖p
A
p
ω
.
∫ 1
τ
2
(∫ r
rτ
∫
S
|ℜ f (tη)|2| f (tη)|p−2t−1 log r
t
dσ(η)dt
)
ω(r)r2n−1dr
≤
∫ 1
τ2
2
∫
S
(∫ 1
t
r2n−1 log
r
t
ω(r)dr
)
|ℜ f (tη)|2| f (tη)|p−2t−1dσ(η)dt
≈
∫
B\ τ22 B
|ℜ f (z)|2| f (z)|p−2
|z|2n ω
n∗(z)dV(z) (19)
.
∫
B
|ℜ f (z)|2| f (z)|p−2ω∗(z)dV(z).
So, we get (16).
Since τ ∈ (0, 1) is fixed, after a calculation, we have
• For all z ∈ B, ω∗(z) ≥ ωn∗(z) & (1 − |z|)ωˆ(z).
• For all |z| > τ2
2
, ω∗(z) ≈ ωn∗(z) ≈ (1 − |z|)ωˆ(z).
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So, using (18) and (19), we obtain (17).
By Theorem B in [8], if f (0) = 0, we have
‖ f ‖p
Hp
≈
∫
S
(∫
Γζ
|ℜ f (z)|2(1 − |z|2)1−ndV(z)
) p
2
dσ(ζ). (20)
By Fubini’s Theorem, we have
‖ f ‖p
A
p
ω
=2n
∫ 1
0
‖ fr‖pHpω(r)r2n−1dr
≈2n
∫ 1
0

∫
S
(∫
Γζ
|ℜ fr(z)|2(1 − |z|2)1−ndV(z)
) p
2
dσ(ζ)
ω(r)r2n−1dr
=
∫
B

∫
Γu
|ℜ f (ξ)|2
(
1 − |ξ|
2
|u|2
)1−n
dV(ξ)

p
2
ω(u)|u|−npdV(u)
≥
∫
B

∫
Γu
|ℜ f (ξ)|2
(
1 − |ξ|
2
|u|2
)1−n
dV(ξ)

p
2
ω(u)dV(u).
Similarly, by using the monotonicity of ‖ fr‖Hp, we have
‖ f ‖p
A
p
ω
=2n
∫ 1
0
‖ fr‖pHpω(r)r2n−1dr
.2n
∫ 1
1
2
‖ fr‖pHpω(r)r2n−1dr
≈
∫
B\ 12B

∫
Γu
|ℜ f (ξ)|2
(
1 − |ξ|
2
|u|2
)1−n
dV(ξ)

p
2
ω(u)|u|−npdV(u) (21)
.
∫
B

∫
Γu
|ℜ f (ξ)|2
(
1 − |ξ|
2
|u|2
)1−n
dV(ξ)

p
2
ω(u)dV(u).
Then, (15) holds. The proof is complete. 
For any f ∈ H(B) and u ∈ B\{0}, let
N( f )(u) = sup
z∈Γu
| f (z)|.
Then we have the following theorem.
Theorem 3. Let 0 < p < ∞ and ω be a radial weight. Then for all f ∈ H(B),
‖ f ‖p
A
p
ω
≤ ‖N( f )‖p
L
p
ω
. ‖ f ‖p
A
p
ω
.
Proof. For any u ∈ B\{0}, let r = |u| and ξ = u|u| . Then
Γu =
{
z ∈ B :
∣∣∣∣∣1 − 〈z, u|u|2 〉
∣∣∣∣∣ ≤ α2
(
1 − |z|
2
|u|2
)}
=
{
z
r
∈ B :
∣∣∣∣∣1 − 〈zr , ξ〉
∣∣∣∣∣ ≤ α2
(
1 −
∣∣∣∣∣zr
∣∣∣∣∣
2
)}
,
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and
N( f )(u) = sup
z
r∈Γξ
{
| f (r z
r
)|
}
= N( fr)(ξ).
By Theorem A in [8], we have ‖N( f )‖p
Lp(S)
. ‖ f ‖p
Hp
. Therefore,
‖N( f )‖p
L
p
ω
= 2n
∫ 1
0
‖N( fr)‖pLp(S)r2n−1ω(r)dr
. 2n
∫ 1
0
‖ fr‖pHpr2n−1ω(r)dr = ‖ f ‖pApω.
The fact that ‖ f ‖p
A
p
ω
≤ ‖N( f )‖p
L
p
ω
is obvious. The proof is complete. 
5. VOLTERRA INTEGRAL OPERATOR FROM A
p
ω TO A
q
ω
In this section, we will describe the boundedness and compactness of Tg : A
p
ω →
A
q
ω. For this purpose, we first introduce some new function spaces.
Let 0 < p ≤ q < ∞, g ∈ H(B) and ω ∈ Dˆ. We say that g belongs to Cq,p(ω∗),
if the measure |ℜg(z)|2ω∗(z)dV(z) is a q−Carleson measure for Apω. g ∈ Cq,p0 (ω∗) if
|ℜg(z)|2ω∗(z)dV(z) is a vanishing q−Carleson measure for Apω. If 0 < p ≤ q < ∞,
Theorem 1 shows that Cq,p(ω∗) depends only on q
p
. Consequently, for 0 < p ≤ q <
∞, we will write Cκ(ω∗) instead of Cq,p(ω∗) where κ = q
p
. Similarly, we can define
Cκ0(ω∗). Thus, if κ ≥ 1, Cκ(ω∗) consists of those g ∈ H(B) such that
‖g‖Cκ(ω∗) = |g(0)| + sup
a∈B
∫
S a
|ℜg(z)|2ω∗(z)dV(z)
(ω(S a))κ
< ∞.
Before state and prove the main results in this section, we state some lemmas
which will be used. For brief, if r ∈ (0, 1), let S r denote any Carleson block S a
with |a| = r.
Lemma 7. Let 0 < p, q < ∞, g ∈ H(B) and ω ∈ Dˆ.
(i) If Tg : A
p
ω → Aqω is bounded, then
M∞(r,ℜg) . ω
1
p
− 1
q (S r)
1 − r , 0 < r < 1.
(ii) If Tg : A
p
ω → Aqω is compact, then
M∞(r,ℜg) = o
ω
1
p
− 1
q (S r)
1 − r
 , r → 1.
Proof. Assume Tg : A
p
ω → Aqω is bounded. Let
fa,p(z) =
Fa,p(z)
(ω(S a))
1
p
=
(
1 − |a|2
1 − 〈z, a〉
) n+γ
p 1
(ω(S a))
1
p
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for some γ which is large enough such that Lemma 6 holds. For all 1
2
< r < 1 and
h ∈ Aqω, we have
‖h‖q
A
q
ω
≥
∫
B\rB
|h(z)|qω(z)dV(z)
≥ 2nMqq(r, h)
∫ 1
r
r2n−1ω(r)dr ≈ ωˆ(r)Mqq(r, h).
Then, when 1
2
< r < 1, for all a ∈ B, by Lemma 6, we have
Mqq(r, Tg fa,p) .
‖Tg fa,p‖qAqω
ωˆ(r)
.
‖Tg‖qApω→Aqω‖ fa,p‖
q
A
p
ω
ωˆ(r)
.
1
ωˆ(r)
. (22)
The following facts are well know, that are
| f (z)| ≤ ‖ f ‖Hq
(1 − |z|2) nq
, and |ℜ f (z)| . ‖ f ‖Hq
(1 − |z|2) nq+1
.
Letting fr(z) = f (rz) for all 0 < r < 1, when |a| > 12 , by (22), we have
|ℜg(a)|
(ω(S a))
1
p
= |ℜ(Tg fa,p)(a)| = |ℜ((Tg fa,p) |a|+1
2
)(
2a
1 + |a|)|
.
‖(Tg fa,p) |a|+1
2
‖Hq
(1 − |a|) nq+1
=
Mq(
|a|+1
2
, Tg fa,p)
(1 − |a|) nq+1
.
1
(1 − |a|) nq+1ωˆ 1q ( |a|+1
2
)
≈ 1
(1 − |a|) nq+1ωˆ 1q (a)
.
By Lemma 2, we have
|ℜg(a)| . ω
1
p
− 1
q (S a)
1 − |a| ,
which implies the desired result.
(ii) Assume that Tg : A
p
ω → Aqω is compact. By Lemma 6, { fa,p} is bounded and
converges to 0 uniformly on compact subset of B as |a| → 1. By Lemma 4,
lim
|a|→1
‖Tg fa,p‖Aqω = 0.
By (22), for any given ε > 0, there exists a r0 ∈ (0, 1), such that when |a| > r0,
Mqq(r, Tg fa,p) .
ε
ωˆ(r)
.
Then by repeating the proof of (i), we can prove (ii). The proof is complete. 
Lemma 8. Let 0 < κ < ∞, ω ∈ Dˆ and g ∈ H(B). Then the following statements
hold.
(i) g ∈ C2κ+1(ω∗) if and only if
M∞(r,ℜg) . ω
κ(S r)
1 − r , 0 < r < 1. (23)
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(ii) g ∈ C2κ+1
0
(ω∗) if and only if
M∞(r,ℜg) = o
(
ωκ(S r)
1 − r
)
, r → 1.
Proof. Let r0 > 0 be fixed and D(a, r0) be the Bergman metric ball at a with radius
r0. By Lemma 2.20 in [18], there exists B = B(r0) > 1 such that, for all z ∈ D(a, r0),
B−1 <
1 − |a|
1 − |z| < B, and B
−1 <
1 − |a|
|1 − 〈a, z〉| < B.
When |a| > max{ B−1
B
, 2B
2B+1
} = 2B
2B+1
, let
β3(a) =
a − (2B + 1)(1 − |a|)a
|a| ∈ B.
Then, 1 − |β3(a)| = (2B + 1)(1 − |a|). For all z ∈ D(a, r0), we have
|z| > 1 + B|a| − B > |β3(a)|
and ∣∣∣∣∣1 − 〈 β3(a)|β3(a)| ,
z
|z| 〉
∣∣∣∣∣ ≤ |1 − 〈a, z〉| +
∣∣∣∣∣〈a, z〉 − 〈a, z|z| 〉
∣∣∣∣∣ +
∣∣∣∣∣〈a, z|z| 〉 − 〈
a
|a| ,
z
|z| 〉
∣∣∣∣∣
≤ B(1 − |a|) + |a|(1 − |z|) + (1 − |a|)
≤ (2B + 1)(1 − |a|) = 1 − |β3(a)|.
Therefore, D(a, r0) ⊂ S β3(a) for all |a| > max{ B−1B , 2B2B+1}.
Assume that g ∈ C2κ+1(ω∗). It is enough to prove (23) holds for |a| > 2B
2B+1
. By
Lemma 2, we have ω∗ ∈ R and
ω∗(t) ≈ ω∗(s), if 1 − t ≈ 1 − s and s, t ∈ (ε, 1),
here ε is any fixed positive number in (0,1).
When |a| > max{ B−1
B
, 2B
2B+1
}, by Lemma 2.24 in [18], Lemma 2 and Theorem 1,
there is a C = C(κ, r0, ω) such that
(1 − |a|2)n+1ω∗(a)|ℜg(a)|2 ≤ Cω∗(a)
∫
D(a,r0)
|ℜg(z)|2dV(z)
≤ C
∫
D(a,r0)
|ℜg(z)|2ω∗(z)dV(z)
≤ C
∫
S β3(a)
|ℜg(z)|2ω∗(z)dV(z)
≤ C‖g‖C2κ+1(ω∗)ω2κ+1(S β3(a))
≤ C‖g‖C2κ+1(ω∗)ω2κ+1(S a).
Hence, there exists C = C(k, r0, ω), such that
|ℜg(a)| ≤ C‖g‖C2κ+1(ω∗)
ωκ(S a)
1 − |a| , when |a| ≥
2B
2B + 1
.
Therefore, (23) holds.
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Conversely, suppose that
M := sup
0<|a|=r<1
(1 − r)M∞(r,ℜg)
ωκ(S a)
< ∞.
By Lemmas 1 and 2, we have∫
S a
|ℜg(z)|2ω∗(z)dV(z) = 2n
∫ 1
|a|
∫
Qa
|ℜg(rξ)|2ω∗(r)r2n−1dσ(ξ)dr
≤ M2
∫ 1
|a|
∫
Qa
ω2κ(S r)
(1 − r)2ω
∗(r)r2n−1dσ(ξ)dr
≈ M2(1 − |a|)n
∫ 1
|a|
ω2κ(S r)
(1 − r)2ω
∗(r)dr
. M2ω2κ+1(S a).
It follows that g ∈ C2κ+1(ω∗).
The assertion (ii) can be proved by modifying the above proof in a standard way
and we omit the detail. The proof is complete. 
Theorem 4. Let 0 < p ≤ q < ∞, ω ∈ Dˆ, κ = 1
p
− 1
q
and g ∈ H(B).
(i) If nκ ≥ 1, then Tg : Apω → Aqω is bounded if and only if g is constant.
(ii) If 0 < nκ < 1, then the following conditions are equivalent:
(iia) Tg : A
p
ω → Aqω is bounded;
(iib) M∞(r,ℜg) . ω
κ(S r)
1−r
(iic) g ∈ C2κ+1(ω∗).
(iii) The following conditions are equivalent.
(iiia) Tg : A
p
ω → Apω is bounded;
(iiib) g ∈ C1(ω∗).
Proof. By Lemmas 2, 7 and 8, we see that (i) holds, and (iia)⇒ (iib)⇔ (iic). Let
dµg(z) = |ℜg(z)|2ω∗(z)dV(z). First, we prove the statement (ii).
Suppose that (iic) holds and q = 2. Then dµg is a 2-Carleson measure for A
p
ω.
By using (16) and Theorem 1, we have
‖Tg f ‖2A2ω ≈
∫
B
| f (z)|2|ℜg(z)|2ω∗(z)dV(z) . ‖ f ‖2
A
p
ω
.
So, Tg : A
p
ω → A2ω is bounded.
Assume f ∈ H∞. By Lemmas 2 and 7, we get
sup
0<t≤ 12 ,z∈B
|ℜg(tz)|
t
< ∞,
∣∣∣∣∣∣∣
∫ 1
2
0
f (tz)ℜg(tz)dt
t
∣∣∣∣∣∣∣ ≤ ‖ f ‖H∞
∫ 1
2
0
|ℜg(tz)|dt
t
< ∞,
and ∣∣∣∣∣∣
∫ 1
1
2
f (tz)ℜg(tz)dt
t
∣∣∣∣∣∣ ≤ ‖ f ‖H∞
∫ 1
1
2
(1 − t|z|)nκ−1ωˆκ(t|z|)dt < ∞.
That is to say Tg f ∈ H∞.
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Suppose that (iic) holds and q > 2. Let β = (2κ+1)q
2kq+2
and β′ = (2κ+1)q
q−2 . By (16) and
Ho¨lder’s inequality, we have
‖Tg f ‖qAqω ≈
∫
B
| f (z)|2|Tg f (z)|q−2|ℜg(z)|2ω∗(z)dV(z)
≤
(∫
B
| f (z)|2βdµg(z)
) 1
β
(∫
B
|Tg f (z)|(q−2)β′dµg(z)
) 1
β′
. ‖ f ‖2
A
2β
2κ+1
ω
‖Tg f ‖q−2
A
(q−2)β′
2κ+1
ω
= ‖ f ‖2
A
p
ω
‖Tg f ‖q−2Aqω .
Therefore, when q > 2,
‖Tg f ‖Aqω . ‖ f ‖Apω, for all f ∈ H∞. (24)
For all f ∈ Apω, we have lim
r→1
‖ f − fr‖Apω = 0. Then { fr} is a Cauchy’s sequence in
A
p
ω. By (24), there is a F ∈ Aqω, such that lim
r→1
‖Tg fr − F‖Aqω = 0. So, for all z ∈ B,
we have lim
r→1
|Tg fr(z) − F(z)| = 0.
Meanwhile, for any fixed z ∈ B, we have
lim
r→1
|Tg f (z) − Tg fr(z)| ≤
(
sup
t∈[0,1]
∣∣∣∣∣∣
ℜg(tz)
t
∣∣∣∣∣∣
) (
lim
r→1
sup
t∈[0,1]
|ℜ f (tz) −ℜ f (rtz)|
)
= 0.
Therefore, F = Tg f and
‖Tg f ‖Aqω = limr→1 ‖Tg fr‖Aqω . lim supr→1 ‖ fr‖A
p
ω
= ‖ f ‖Apω.
So, (iic) deduce (iia) when q > 2.
Suppose that (iic) holds and q < 2. Let τ = (2−q)p
q
. By (15), Ho¨lder’s inequality
and Theorem 3, we have
‖Tg f ‖qAqω ≈
∫
B

∫
Γu
| f (ξ)ℜg(ξ)|2
(
1 − |ξ|
2
|u|2
)1−n
dV(ξ)

q
2
ω(u)dV(u)
≤
∫
B
|N( f )(u)| τq2

∫
Γu
| f (ξ)|2−τ|ℜg(ξ)|2
(
1 − |ξ|
2
|u|2
)1−n
dV(ξ)

q
2
ω(u)dV(u)
≤ ‖N( f )‖
(2−q)p
2
L
p
ω
J
q
2
1
. ‖ f ‖
(2−q)p
2
A
p
ω
J
q
2
1
, (25)
where
J1 =
∫
B
∫
Γu
| f (ξ)|2−τ|ℜg(ξ)|2
(
1 − |ξ|
2
|u|2
)1−n
dV(ξ)ω(u)dV(u). (26)
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By Fubini’s Theorem, we have
J1 = 2n
∫ 1
0
r2n−1ω(r)dr
∫
S
dσ(η)
∫
Γrη
| f (ξ)|2−τ|ℜg(ξ)|2
(
1 − |ξ|
2
|r|2
)1−n
dV(ξ)
= 2n
∫ 1
0
r4n−1ω(r)dr
∫
S
dσ(η)
∫
Γη
| f (rz)|2−τ|ℜg(rz)|2(1 − |z|2)1−ndV(z)
= 2n
∫ 1
0
r4n−1ω(r)dr
∫
B
| f (rz)|2−τ|ℜg(rz)|2(1 − |z|2)1−nσ(Ez)dV(z).
Here, Ez = {η ∈ S : |1 − 〈z, η〉| < α2 (1 − |z|2)}. By the definition of Γη, we have
α > 2. If z , 0, we have
Q
 z|z| ,
√
(α − 2)(1 − |z|)
2
 ⊂ Ez ⊂ Q
(
z
|z| ,
√
(α + 1)(1 − |z|)
)
, (27)
by the facts of
|1 − 〈z, ζ〉| ≤
∣∣∣∣∣1 − 〈 z|z| , ζ〉
∣∣∣∣∣ +
∣∣∣∣∣〈 z|z| , ζ〉 − 〈z, ζ〉
∣∣∣∣∣ < α2 (1 − |z|2),
and ∣∣∣∣∣1 − 〈 z|z| , η〉
∣∣∣∣∣ ≤ |1 − 〈z, η〉| +
∣∣∣∣∣〈z, η〉 − 〈 z|z| , η〉
∣∣∣∣∣ < (α + 1)(1 − |z|),
when ζ ∈ Q
(
z
|z| ,
√
(α−2)(1−|z|)
2
)
and η ∈ Ez, respectively. By Lemma 1, we have
σ(Ez) ≈ (1 − |z|)n.
Since
∫ 1
t
r2n−1ω(r)(1 − t
r
)dr ≈ (1 − t)ωˆ(t), by Fubini’s Theorem, (16) and (17),
we have
J1 ≈
∫ 1
0
r4n−1ω(r)dr
∫
B
| f (rz)|2−τ|ℜg(rz)|2(1 − |z|2)dV(z)
≈
∫ 1
0
r4n−1ω(r)dr
∫ 1
0
s2n−1ds
∫
S
| f (rsη)|2−τ|ℜg(rsη)|2(1 − s2)dσ(η)
≈
∫ 1
0
r2n−1ω(r)dr
∫ r
0
t2n−1dt
∫
S
| f (tη)|2−τ|ℜg(tη)|2(1 − t
r
)dσ(η)
≈
∫ 1
0
t2n−1dt
∫
S
| f (tη)|2−τ|ℜg(tη)|2dσ(η)
∫ 1
t
r2n−1ω(r)(1 − t
r
)dr
≈
∫
B
| f (z)|2−τ|ℜg(z)|2(1 − |z|)ωˆ(z)dV(z)
≈
∫
B
| f (z)|2−τ|ℜg(z)|2ω∗(z)dV(z) (28)
. ‖ f ‖2−τ
A
2−τ
2κ+1
ω
= ‖ f ‖2−τ
A
p
ω
.
So, ‖Tg f ‖Aqω . ‖ f ‖Apω. Then we finish the proof of assertion (ii).
Next we prove the assertion (iii). When p = 2, (iiia)⇔(iiib) is obvious. When
p < 2, by the the proof of (iic)⇒(iia) when q < 2, we obtain (iiib)⇒(iiia).
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Suppose 2 < p ≤ 4 and (iiib) holds. For all f ∈ H∞, by (16), we have
‖Tg f ‖pApω ≈
∫
B
|Tg f (z)|p−2| f (z)ℜg(z)|2ω∗(z)dV(z)
≤ ‖ f ‖2H∞
∫
B
|Tg f (z)|p−2|ℜg(z)|2ω∗(z)dV(z).
By g ∈ C1(ω∗), we see that Tg is bounded on Ap−2ω . Since f ∈ H∞ ⊂ Ap−2ω ,
Tg f ∈ Ap−2ω . By Theorem 1, we have∫
B
|Tg f (z)|p−2|ℜg(z)|2ω∗(z)dV(z) . ‖Tg f ‖p−2
A
p−2
ω
. ‖ f ‖p−2
A
p−2
ω
.
Similar to the proof of (iic) ⇒ (iia), we obtain (iiib)⇒(iiia) when 2 < p ≤ 4.
Using mathematical induction, we have (iiib)⇒(iiia) when p > 2.
So, it remains to show that (iiia)⇒(iiib) when p , 2.
Suppose p > 2 and (iiia) holds. By the calculations from (26) to (28), Ho¨lder’s
inequality, Theorem 3 and (15), we have∫
B
| f (z)|p|ℜg(z)|2ω∗(z)dν(z)
≈
∫
B
∫
Γu
| f (ξ)|p|ℜg(ξ)|2
(
1 − |ξ|
2
|u|2
)1−n
dV(ξ)ω(u)dV(u)
≤
∫
B
|N( f )(u)|p−2
∫
Γu
| f (ξ)|2|ℜg(ξ)|2
(
1 − |ξ|
2
|u|2
)1−n
dV(ξ)ω(u)dV(u)
≤‖N( f )‖p−2
L
p
ω

∫
B

∫
Γu
| f (ξ)|2|ℜg(ξ)|2
(
1 − |ξ|
2
|u|2
)1−n
dV(ξ)

p
2
ω(u)dV(u)

2
p
≈‖ f ‖p−2
A
p
ω
‖Tg f ‖2Apω . ‖ f ‖
p
A
p
ω
. (29)
So, |ℜg(z)|2ω∗(z)dV(z) is a p−Carleson measure for Apω, and thus g ∈ C1(ω∗).
Suppose 0 < p < 2 and (iiia) holds. Recall that dµg(z) = |ℜg(z)|2ω∗(z)dV(z).
Then by Lemma 7 and its proof we get
g ∈ B and ‖g − g(0)‖B . ‖Tg‖. (30)
Here, B is the Bloch space on the unit ball and ‖Tg‖ is ‖Tg‖Apω→Apω . Let Fa,p be
defined as (2) for some γ large enough. Let 1 < τ1, τ2 < ∞ such that τ2τ1 =
p
2
< 1,
and let τ′1, τ
′
2 be the conjugate indexes of τ1, τ2 respectively.
By Lemma 2, Proposition 3, Ho¨lder’s inequality, Fubini’s Theorem and (15),
for any a ∈ B with |a| ≥ 1
2
, we have
µg(S a) ≈
∫
S a
|Fa,p(z)|2|ℜg(z)|2(1 − |z|2)1−n
∫
Tz
ω(u)dV(u)dV(z)
≈
∫
B
(∫
S a∩Γu
|Fa,p(z)|2|ℜg(z)|2(1 − |z|2)1−ndV(z)
) 1
τ1
+
1
τ′
1
ω(u)dV(u)
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≤

∫
B
(∫
S a∩Γu
|Fa,p(z)|2|ℜg(z)|2(1 − |z|2)1−ndV(z)
) p
2
ω(u)dV(u)

1
τ2
·

∫
B
(∫
S a∩Γu
|Fa,p(z)|2|ℜg(z)|2(1 − |z|2)1−ndV(z)
) τ′2
τ′
1
ω(u)dV(u)

1
τ′
2
≤‖TgFa,p‖
p
τ2
A
p
ω
‖J2‖
1
τ′
1
L
τ′
2
/τ′
1
ω
,
where
J2(u) =
∫
S a∩Γu
|Fa,p(z)|2|ℜg(z)|2(1 − |z|2)1−ndV(z).
Since
τ′
2
τ′
1
> 1, we have
(
τ′
2
τ′
1
)′
=
τ2(τ1−1)
τ1−τ2 > 1. Let τ3 =
τ2(τ1−1)
τ1−τ2 . We have
‖J2‖
L
τ′
2
/τ′
1
ω
= sup
‖h‖
L
τ3
ω
≤1
∣∣∣∣∣
∫
B
h(u)J2(u)ω(u)dV(u)
∣∣∣∣∣ .
By using Fubini’s Theorem, Proposition 3, Lemma 6, Lemma 5, Propositions 1,
Remark 1, Lemma 2 and Corollary 1 in order, we have∣∣∣∣∣
∫
B
h(u)J2(u)ω(u)dV(u)
∣∣∣∣∣ ≤
∫
B
|h(u)|J2(u)ω(u)dV(u)
.
∫
S a
|ℜg(z)|2(1 − |z|2)1−n
∫
S z,α
|h(u)|ω(u)dV(u)dV(z)
.
∫
S a
|ℜg(z)|2Mω(|h|)(z)ω∗(z)dV(z) =
∫
S a
Mω(|h|)(z)dµg(z)
≤
(
µg(S a)
) τ′1
τ′
2
(∫
S a
(Mω(|h|)(z))τ3 dµg(z)
) 1
τ3
.
(
µg(S a)
) τ′1
τ′
2
(
sup
a∈B
µg(S a)
ω(S a)
) 1
τ3 ‖h‖Lτ3ω .
Then we have
µg(S a) . ‖TgFa,p‖
p
τ2
A
p
ω
(
µg(S a)
) 1
τ′
2
(
sup
a∈B
µg(S a)
ω(S a)
) 1
τ3τ
′
1
. (31)
By the process of obtaining (31), if we replace g(z) by gr(z) = g(rz), we have
µgr(S a) . ‖TgrFa,p‖
p
τ2
A
p
ω
(
µgr(S a)
) 1
τ′
2
(
sup
a∈B
µgr (S a)
ω(S a)
) 1
τ3τ
′
1
. (32)
We now claim that there exists a constant C = C(ω) > 0 such that
sup
1
2<r<1
‖Tgr(Fa,p)‖pApω . C‖Tg‖
pω(S a),
1
2
≤ |a| < 1. (33)
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Taking this for granted for a moment, by (32) and (33) we have
sup
|a|≥ 12
µgr (S a)
ω(S a)
. ‖Tg‖2, for all 1
2
< r < 1.
By Fatou’s Lemma,
sup
|a|≥ 12
µg(S a)
ω(S a)
. ‖Tg‖2.
So g ∈ C1(ω∗).
It remains to prove (33). For any fixed r ∈ (1
2
, 1), when 1
2
< |a| ≤ 1
2−r , by triangle
inequality, we have
|1 − 〈z, a〉| ≤
∣∣∣∣∣1 − 〈zr , a〉
∣∣∣∣∣ + 1 − r2 − r ≤ 2
∣∣∣∣∣1 − 〈zr , a〉
∣∣∣∣∣ , |z| ≤ r.
When 1
2
< |a| ≤ 1
2−r , by (15) and (21), we have
‖TgrFa,p‖pApω ≈
∫
B\ 12B

∫
Γu
|Fa,p(η)|2|ℜgr(η)|2
(
1 − |η|
2
|u|2
)1−n
dV(η)

p
2
ω(u)dV(u)
=
∫
B\ 12B

∫
Γru
|Fa,p(ξ
r
)|2|ℜg(ξ)|2
(
1 − |ξ|
2
|ru|2
)1−n
1
r2n
dV(ξ)

p
2
ω(u)dV(u)
.
∫
B\ 12B

∫
Γru
|Fa,p(ξ)|2|ℜg(ξ)|2
(
1 − |ξ|
2
|ru|2
)1−n
dV(ξ)

p
2
ω(u)dV(u)
≈
∫
rB\ r2B

∫
Γζ
|Fa,p(ξ)|2|ℜg(ξ)|2
(
1 − |ξ|
2
|ζ |2
)1−n
dV(ξ)

p
2
ω(
ζ
r
)dV(ζ)
≈
∫ r
r
2

∫
S

∫
Γtη
|Fa,p(ξ)|2|ℜg(ξ)|2
(
1 − |ξ|
2
t2
)1−n
dV(ξ)

p
2
dσ(η)
ω( tr )dt.
By (20) and the similar calculation, when t ≥ 1
4
, we have
‖(TgFa,p)t‖pHp ≈
∫
S

∫
Γtη
|Fa,p(ξ)|2|ℜg(ξ)|2
(
1 − |ξ|
2
t2
)1−n
dV(ξ)

p
2
dσ(η).
Then
‖TgrFa,p‖pApω .
∫ r
r
2
‖(TgFa,p)t‖pHpω(
t
r
)dt
≤
∫ r
r
2
‖(TgFa,p) t
r
‖p
Hp
ω(
t
r
)dt
≤ ‖TgFa,p‖pApω (34)
≤ ‖Tg‖Pω(S a).
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When |a| ≥ 1
2−r , by (15), Lemma 7, (30) and γ is large enough, we have
‖TgrFa,p‖pApω ≈
∫
B

∫
Γu
|Fa,p(ξ)|2|ℜgr(ξ)|2
(
1 − |ξ|
2
|u|2
)1−n
dV(ξ)

p
2
ω(u)dV(u)
. Mp∞(r,ℜg)
∫
B

∫
Γu
|Fa,p(ξ)|2
(
1 − |ξ|
2
|u|2
)1−n
dV(ξ)

p
2
ω(u)dV(u)
.
‖Tg‖p
(1 − |a|2)p
∫
B

∫
Γu
|Fa,p(ξ)|2
(
1 − |ξ|
2
|u|2
)1−n
dV(ξ)

p
2
ω(u)dV(u).
Letℜ−1Fa,p(z) = 1γ+n
p
−1 (1 − |a|2)
(
1−|a|2
1−〈z,a〉
) γ+n
p
−1
,
J3 =
∫
B

∫
Γu∩{ξ:|〈ξ,a〉|≥ 14 }
|Fa,p(ξ)|2
(
1 − |ξ|
2
|u|2
)1−n
dV(ξ)

p
2
ω(u)dV(u),
and
J4 =
∫
B

∫
Γu∩{ξ:|〈ξ,a〉|< 14 }
|Fa,p(ξ)|2
(
1 − |ξ|
2
|u|2
)1−n
dV(ξ)

p
2
ω(u)dV(u).
Then, by using (15) and Lemma 6, we have
|ℜ(ℜ−1Fa,p)(z)| = |Fa,p(z)〈z, a〉| ≈ |Fa,p(z)|, when |〈z, a〉| ≥ 1
4
,
J3 ≤ ‖ℜ−1Fa,p‖pApω ≈ (1 − |a|)
pω(S a),
J4 . (1 − |a|)n+γ
∫
B

∫
Γu
(
1 − |ξ|
2
|u|2
)1−n
dV(ξ)

p
2
ω(u)dV(u).
For any u ∈ B\{0} and ξ ∈ Γu\{0}, let r = |ξ| and η = ξ|ξ| . Then we have
ξ ∈ Γu ⇔
∣∣∣∣∣1 − 〈η, ru|u|2 〉
∣∣∣∣∣ ≤ α2
(
1 − r
2
|u|2
)
.
By (27), we have∫
Γu
(
1 − |ξ|
2
|u|2
)1−n
dV(ξ) = 2n
∫ |u|
0
r2n−1
(
1 − |r|
2
|u|2
)1−n
dr
∫
{η∈S:
∣∣∣∣1−〈η, ru|u|2 〉
∣∣∣∣≤ α2
(
1− r2|u|2
)
}
dσ(η)
≈
∫ |u|
0
r2n−1
(
1 − |r|
2
|u|2
)
dr . 1.
By Lemma 2, when γ is large enough, we have J4 . (1 − |a|)pω(S a). So, we have
‖TgrFa,p‖pApω . ‖Tg‖
pω(S a), that is, (33) holds. The proof is complete. 
Theorem 5. Let 0 < p ≤ q < ∞, ω ∈ Dˆ, κ = 1
p
− 1
q
and g ∈ H(B).
(i) If 0 < nκ < 1, then the following conditions are equivalent:
(ia) Tg : A
p
ω → Aqω is compact;
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(ib) M∞(r,ℜg) = o
(
ωκ(S a)
1−r
)
;
(ic) g ∈ C2κ+10 (ω∗).
(ii) The following conditions are equivalent.
(iia) Tg : A
p
ω → Apω is compact;
(iib) g ∈ C10(ω∗).
Proof. By Lemmas 7 and 8, we have (ia)⇒(ib)⇔(ic). Let dµg(z) = |ℜg(z)|2ω∗(z)dV(z).
First, we prove (i).
Suppose that (ic) holds and q = 2. Then µg is a vanishing 2-Carleson measure
for A
p
ω. Using (16), we have
‖Tg f ‖2A2ω ≈
∫
B
| f (z)|2|ℜg(z)|2ω∗(z)dV(z).
So, Tg : A
p
ω → A2ω is compact by Theorem 1.
Suppose that (ic) holds. By Theorem 4, Tg : A
p
ω → Aqω is bounded. For every
ε > 0, there is a r ∈ (0, 1), such that
sup
|a|≥r
µg(S a)
(ω(S a))2κ+1
< ε.
For any measurable subset E of B, define µg,r(E) = µg(E ∩ (B\rB)). By (12),
sup
a∈B
µg,r(S a)
(ω(S a))2κ+1
. ε.
When q > 2, let β =
(2κ+1)q
2κq+2
and β′ = (2κ+1)q
q−2 . For any 0 < r < 1, by (16), Ho¨lder’s
inequality and Theorem 1, we have
‖Tg f ‖qAqω ≈
(∫
rB
+
∫
B\rB
)
| f (z)|2|Tg f (z)|q−2|ℜg(z)|2ω∗(z)dV(z)
≤
(∫
rB
| f (z)|2βdµg(z)
) 1
β
(∫
rB
|Tg f (z)|(q−2)β′dµg(z)
) 1
β′
+
(∫
B\rB
| f (z)|2βdµg(z)
) 1
β
(∫
B\rB
|Tg f (z)|(q−2)β′dµg(z)
) 1
β′
. sup
|z|<r
| f (z)|2
(∫
B
|Tg f (z)|(q−2)β′dµg(z)
) 1
β′
+
(∫
B
| f (z)|2βdµg(z)
) 1
β
(∫
B
|Tg f (z)|(q−2)β′dµg,r(z)
) 1
β′
. sup
|z|≤r
| f (z)|2 · ‖Tg f ‖q−2
A
(q−2)β′
2κ+1
ω
+ ε
1
β′ ‖ f ‖2
A
2β
2κ+1
ω
‖Tg f ‖q−2
A
(q−2)β′
2κ+1
ω
= sup
|z|≤r
| f (z)|2 · ‖Tg f ‖q−2Aqω + ε
1
β′ ‖ f ‖2
A
p
ω
‖Tg f ‖q−2Aqω .
Then by Lemma 4, (ia) holds.
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When 0 < q < 2, by (25) and (28), we have
‖Tg f ‖qAqω . ‖ f ‖
(2−q)p
2
A
p
ω
(∫
B
| f (z)|2−τ|ℜg(z)|2ω∗(z)dV(z)
) q
2
. ‖ f ‖
(2−q)p
2
A
p
ω
(
sup
|z|<r
| f (z)|2−τ +
∫
B
| f (z)|2−τdµg,r(z)
) q
2
. ‖ f ‖
(2−q)p
2
A
p
ω
(
sup
|z|<r
| f (z)|2−τ + ε‖ f ‖2−τ
A
2−τ
2κ+1
ω
) q
2
= ‖ f ‖
(2−q)p
2
A
p
ω
(
sup
|z|<r
| f (z)|2−τ + ε‖ f ‖2−τ
A
p
ω
) q
2
.
Here τ =
(2−q)p
q
. By Lemma 4, Tg : A
p
ω → Aqω is compact. So, we finish the proof
of (ic)⇒(ia).
When p = 2, (iia)⇔(iib) is obvious.
When p , 2, by the proof of (ic)⇒(ia), we get (iib)⇒(iia).
Suppose p > 2 and (iia) holds. By (29), we have∫
B
| f (z)|p|ℜg(z)|2ω∗(z)dν(z) . ‖ f ‖p−2
A
p
ω
‖Tg f ‖2Apω.
Let fa,p(z) =
Fa,p(z)
‖Fa,p‖Apω
for some γ is large enough. Then we have
µg(S a)
ω(S a)
=
∫
S a
| fa,p|pdµg(z) ≤
∫
B
| fa,p(z)|p|ℜg(z)|2ω∗(z)dν(z) . ‖Tg fa,p‖2Apω .
By Lemma 4, (iib) holds.
Suppose 0 < p < 2 and (iia) holds. Let fa,p(z) =
Fa,p(z)
‖Fa,p‖Apω
for some γ is large
enough. Then supa∈B
µg(S a)
ω(S a)
< ∞. By (31), we have
µg(S a)
ω(S a)
. ‖Tg fa,p‖pApω
(
sup
a∈B
µg(S a)
ω(S a)
) τ2
τ3τ
′
1
.
By Lemma 4, (iib) holds. The proof is complete. 
6. INCLUSION RELATIONS ABOUT C1(ω∗)(C10(ω∗))
In this section, we discuss the inclusion relationship between C1(ω∗)(C10(ω∗))
and some other function spaces, such as B(B0) and BMOA(VMOA).
Recall that a function f ∈ H(B) is said to belong to the Bloch space, denoted by
B = B(B), if
‖ f ‖B = | f (0)| + sup
z∈B
(1 − |z|2)
∣∣∣ℜ f (z)∣∣∣ < ∞.
It is well known that B is a Banach space with the above norm. Let B0, called the
little Bloch space, denote the subspace of B consisting of those f ∈ B for which
lim
|z|→1
(1 − |z|2)|ℜ f (z)| = 0.
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Recall that
S ∗(ξ, r) = {z ∈ B : |1 − 〈z, ξ〉| < r}, for ξ ∈ S.
A function f ∈ H(B) is said to belong to the space BMOA if and only if
sup
ξ∈S,0<r<δ
∫
S ∗(ξ,r)(1 − |z|2)|ℜ f (z)|2dV(z)
r2n
< ∞
for some (equivalently, for any) δ > 0. Let VMOA denote the subspace of BMOA
for which
lim
r→1
sup
ξ∈S
∫
S ∗(ξ,r)(1 − |z|2)|ℜ f (z)|2dV(z)
r2n
= 0.
More information about B, BMOA and VMOA can be found in [18].
Proposition 4. (i) If ω ∈ Dˆ, then C1(ω∗) ⊂ Apω for all p > 0.
(ii) If ω ∈ Dˆ, then BMOA ⊂ C1(ω∗) ⊂ B and VMOA ⊂ C10(ω∗) ⊂ B0.
(iii) If ω ∈ Dˆ, with the norm ‖ · ‖C1(ω∗), C1(ω∗) is a Banach space and C10(ω∗) is a
closed subspace of C1(ω∗).
(iv) If ω ∈ R, then C1(ω∗) = B and C10(ω∗) = B0.
(v) If ω ∈ I, then C1(ω∗) ( B and C10(ω∗) ( B0.
(vi) If ω ∈ I and both ω and ωˆ(r)
(1−r)ω(r) are increasing on [0, 1), then VMOA (
C1o(ω∗) and BMOA ( C1(ω∗).
Proof. (i). Suppose g ∈ C1(ω∗). By Theorem 2,
‖g − g(0)‖2
A2ω
≈
∫
B
|ℜg(z)|2ω∗(z)dV(z) . ‖h‖2
A2ω
, , here h(z) ≡ 1. (35)
So, g ∈ A2ω. Similarly, we have
‖g − g(0)‖4
A4ω
≈
∫
B
|g(z) − g(0)|2|ℜg(z)|2ω∗(z)dV(z) . ‖g − g(0)‖2
A2ω
.
By mathematical induction, for all k ∈ N, g − g(0) ∈ A2kω . So, C1(ω∗) ⊂ Apω for all
p > 0.
(ii). By Theorems 4, 5 and Lemma 7, we have C1(ω∗) ⊂ B and C10(ω∗) ⊂ B0.
Suppose g ∈ BMOA, let dµ∗g(z) = (1 − |z|2)|ℜg(z)|2dV(z). Then
M := sup
{
µ∗g(S
∗(ξ, r))
rn
: ξ ∈ S, 0 < r < δ
}
< ∞,
where δ is any fixed positive constant. By Proposition 2, for any a ∈ Bwith |a| > 1
2
,
there are ξ ∈ S and r = 2(1 − |a|), such that S a ⊂ S ∗(ξ, r). By Lemma 2, we have∫
S a
|ℜg(z)|2ω∗(z)dV(z)
ω(S a)
.
ωˆ(a)
∫
S a
|ℜg(z)|2(1 − |z|)dV(z)
(1 − |a|)nωˆ(a)
.
∫
S ∗(ξ,r) |ℜg(z)|2(1 − |z|2)dV(z)
rn
≤ M.
So, g ∈ C1(ω∗). That is BMOA ⊂ C1(ω∗). Similarly, by Theorem 5.19 in [18], we
have VMOA ⊂ C10(ω∗).
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(iii). Suppose that {gk} is a Cauchy’s sequence in C1(ω∗). By (35) and Theorem
1, {gk} is a Cauchy’s sequence in A2ω. Then we have g ∈ A2ω such that lim
k→∞
‖gk −
g‖A2ω = 0. By Theorem 2, Fatou’s Lemma and Theorem 1, for any f ∈ A2ω, we have
‖Tg f ‖2A2ω ≈
∫
B
| f (z)|2|ℜg(z)|2ω∗(z)dV(z)
=
∫
B
| f (z)|2 lim inf
k→∞
|ℜgk(z)|2ω∗(z)dV(z)
≤ lim inf
k→∞
∫
B
| f (z)|2|ℜgk(z)|2ω∗(z)dV(z)
. lim inf
k→∞
‖gk‖C1(ω∗)‖ f ‖2A2ω.
So, Tg : A
2
ω → A2ω is bounded. Then g ∈ C1(ω∗). Similarly, for all f ∈ A2ω, we have∫
B
| f (z)|2|(ℜg −ℜg j)(z)|2ω∗(z)dV(z) ≈‖(Tg − Tg j ) f ‖2A2ω
. lim inf
k→∞
‖g j − gk‖C1(ω∗)‖ f ‖2A2ω.
By Theorem 1, lim
j→∞
‖g − g j‖C1(ω∗) = 0. So, C1(ω∗) is a Banach space.
Suppose {gk} is a Cauchy’s sequence in C10(ω∗). Then there exists g ∈ C1(ω∗)
such that limk→∞ ‖gk −g‖C1(ω∗) = 0. Let { f j} be a bounded sequence in A2ω such that
{ f j} converges to 0 uniformly on compact subsets of B. By Theorems 1 and 2, we
have
‖Tg f j‖A2ω ≤ ‖Tg−gk f j‖A2ω + ‖Tgk f j‖A2ω . ‖g − gk‖
1
2
C1(ω∗)‖ f j‖A2ω + ‖Tgk f j‖A2ω .
For any given ε > 0, we can choose a k ∈ N such that ‖g − gk‖C1(ω∗) < ε2. By
Lemma 4,
lim
j→∞
‖Tgk f j‖A2ω . ε sup
j≥1
{
‖ f j‖A2ω
}
.
Then Tg : A
2
ω → A2ω is compact. So, g ∈ C10(ω∗). That is, C10(ω∗) is a closed
subspace of C1(ω∗).
(iv). Suppose ω ∈ R. By observation (v) after Lemma 1.1 in [10], there exists
β > −1 and δ ∈ (0, 1), such that ω(r)
(1−r)β is decreasing on [δ, 1). Without loss of
generality, let δ = 0. Then for all g ∈ B and a ∈ B such that |a| > 1
2
, by Lemmas 1
and 2, we have∫
S a
|ℜg(z)|2ω∗(z)dV(z) ≈
∫
S a
|ℜg(z)|2(1 − |z|)2+β ω(a)
(1 − |z|)βdV(z)
≤ ‖g‖
2
Bω(a)
(1 − |a|)β
∫
S a
(1 − |z|)βdV(z)
≈ ‖g‖
2
Bω(a)
(1 − |a|)β
∫
S a
(1 − |z|)βdV(z)
≈ ‖ f ‖Bω(S a).
Then B ⊂ C1(ω∗). So, B = C1(ω∗). Similarly, B0 = C10(ω∗).
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(v) and (vi) have been proved in [10] when n = 1, so they also hold for n > 1.
The proof is complete. 
Proposition 5. Let ω ∈ Dˆ and g ∈ C1(ω∗). Then the following statements are
equivalent.
(i) g ∈ C10(ω∗);
(ii) lim
r→1
‖g − gr‖C1(ω∗) = 0, here gr(z) = g(rz);
(iii) There is a sequence of polynomials {pk} such that lim
r→1
‖g − pk‖C1(ω∗) = 0.
Proof. (i)⇒(ii). Suppose g ∈ C10(ω∗). Let γ be large enough and
fa,2(z) =
Fa,2(z)
(ω(S a))
1
2
.
Then Lemma 4, Theorems 1 and 2 yield
lim
|a|→1
‖Tg( fa,2)‖2A2ω ≈ lim|a|→1
∫
B
| fa,2(z)|2|ℜg(z)|2ω∗(z)dV(z) = 0 (36)
and for any r ∈ (0, 1),∫
S a
|(ℜg −ℜgr)(z)|2ω∗(z)dV(z)
ω(S a)
. ‖Tg−gr fa,2‖2A2ω . (37)
By (36) and (ii) in Proposition 4, for any ε > 0, there is a r0 ∈ (12 , 1) such that
‖Tg( fa,2)‖A2ω < ε, and (1 − |a|)|ℜg(a)| < ε, when |a| > r0. (38)
By (34), if r0 < |a| < 12−r , we have
‖Tg−gr fa,2‖2A2ω . ‖Tg fa,2‖
2
A2ω
+ ‖Tgr fa,2‖2A2ω . ‖Tg fa,2‖
2
A2ω
≤ ε2. (39)
If |a| > max
{
r0,
1
2−r
}
, by (16), we have
‖Tg−gr fa,2‖2A2ω . ‖Tg fa,2‖
2
A2ω
+ ‖Tgr fa,2‖2A2ω
≤ ε2 +
∫
B
|ℜgr(z)|2| fa,p(z)|2ω∗(z)dV(z)
≤ ε2 + M2∞(r,ℜg)
∫
B
| fa,p(z)|2ω∗(z)dV(z).
By Theorem 1.12 in [18] and Lemma 2, if γ is large enough, we have∫
B
| fa,p(z)|2ω∗(z)dV(z) = (1 − |a|
2)γ+n
ω(S a)
∫
B
ω∗(z)
|1 − 〈z, a〉|γ+ndV(z)
.
(1 − |a|2)γ+nω∗(a)
(1 − |a|2)γ−1ω(S a)
≈ (1 − |a|2)2.
So, when |a| > max
{
r0,
1
2−r
}
, by (38),
‖Tg−gr fa,2‖2A2ω . ε
2
+ (1 − |a|2)2M2∞(2 −
1
|a| ,ℜg) . ε
2. (40)
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By (37), (39) and (40), we obtain
sup
|a|>r0
∫
S a
|(ℜg −ℜgr)(z)|2ω∗(z)dV(z)
ω(S a)
. ε2.
When |a| ≤ r0, we have∫
S a
|(ℜg −ℜgr)(z)|2ω∗(z)dV(z)
ω(S a)
≤
‖ℜg −ℜgr‖2A2
ω∗
ω(S r0)
.
So, there is a r1 ≥ r0, such that
sup
r>r1
‖ℜg −ℜgr‖2A2
ω∗
ω(S r0)
≤ ε2.
Therefore,
sup
a∈B,r>r1
∫
S a
|(ℜg −ℜgr)(z)|2ω∗(z)dV(z)
ω(S a)
. ε2.
Then (ii) holds.
(ii)⇒(iii). For any n ∈ N, there is a polynomial pn such that
‖ℜg1− 1
n
−ℜpn‖H∞ < 1
n
.
Since
‖g − pn‖C1(ω∗) ≤‖g − g1− 1
n
‖C1(ω∗) + ‖g1− 1
n
− pn‖C1(ω∗)
.‖g − g1− 1
n
‖C1(ω∗) + ‖ℜg1− 1
n
−ℜpn‖2H∞ ,
we obtain (iii).
(iii)⇒(i). For any polynomial pn, we have ‖ℜpn‖H∞ < ∞. Then by Lemmas 1
and 2, for |a| > 1
2
we have∫
S a
|ℜpn(z)|2ω∗(z)dV(z)
ω(S a)
. ‖ℜpn‖2H∞
(1 − |a|)ωˆ(a)
∫
S a
dV(z)
ω(S a)
≈ (1 − |a|)2‖ℜpn‖2H∞ .
So, pn ∈ C10(ω∗). Then by (iii) of Proposition 4, (i) holds. The proof is complete.

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