The asymptotic distribution of an M-estimator is studied when the underlying distribution is discrete. Asymptotic normality is shown to hold quite generally within the assumed parametric family. When the specification of the model is inexact, however, it is demonstrated that an M-estimator with a nonsmooth score function, e.g. a Huber estimator, has a non-normal limiting distribution at certain distributions, resulting in unstable inference in the neighborhood of such distributions. Consequently, smooth score functions are proposed for discrete data.
Introduction
M-estimation, originally proposed by Huber (1964) to estimate a location parameter robustly, has since been applied successfully to a variety of estimation problems where stability of the estimates is a concern. There is, for instance, a substantial body of literature on M-estimation for regression models; see Krasker and Welsch (1982) for a recent review. For further references on M-estimation, see Huber (1981) .
Much of the popularity of M-estimators can be attributed to their flexibility. Desired properties of an M-estimator, such as relative insensitivity to or rejection of extremely outlying data points, can be specified in a direct way since the influence function of an M-estimator is proportional to its score function; see Hampel (1974) or Huber (1981) for details. Surprisingly, M-estimation for discrete data seems to have received little ·a .., attention. Discrete data are no less prone than continuous measurements to outliers or partial deviations from an otherwise reasonable model; see, for instance, data from mutation research presented in Simpson (1985) . This paper investigates some aspects of M-estimation for discrete data.
A useful optimality theory has been developed by Hampel (1968 Hampel ( , 1974 for robust M-~stimation of a univariate parameter. His general prescription facilitates the construction of robust M-estimators with nearly optimum efficiency at a specified model. Proposals for robust estimation of the binomial and Poisson parameters, for instance, can be found in Hampel (1968) . Hampel's univariate theory is briefly reviewed in Section 2. Extensions of this optimality theory to certain multivariate models are discussed in Krasker (1980) , Krasker and Welsch (1982) , Ruppert (1985) , and Stefanski, Carroll, and Ruppert (1985) .
The score function for Hampel's optimal M-estimator is not smooth, that is, it is not everywhere differentiable. This can lead to complications in the asymptotic theory when the data are discrete. For instance, Huber (1981, p. 51) considers the case where the underlying dist~ibution is a mixture of a smooth distribution and a point mass. He observes that if the point mass is at a discontinuity of the derivative of the score function. then an Mestimate for location has a non-normal limiting distribution. Along the same lines, Hampel (1968, p. 97) notes that the optimal M-estimate for the Poisson parameter is asymptotically normal at the Poisson distribution, provided the truncation points of the score function are not integers. He conjectures that "under~Poisson distribution, it is asymptotically normal (with the usual variance); however, this remains to be seen."
This paper provides extensions to the asymptotic distribution theory of M-estimators especially relevant to discrete data, although Theorem 1 is somewhat broader in scope'. The main results are given in Section 3. Among the applications of the theory are a more complete account of the asymptotics of the Huber M-estimate for location and a proof of Hampel's conjecture.
Aside from providing a more complete asymptotic theory for M-estimation, the results have implications for' choosing a score function when the data are discrete. These are discussed in the final sections. In particular, smooth score functions are proposed.
2. Parametric M-estimation: Definitions, optimality and examples Suppose X l ,X 2 "" are independent observations, each thought to have dis- on the grounds that .e.(x,e) has standard deviation e-%. For this choice (2.4) is equivalent to 1/Jc(xe-% -e% -a(e)). The version ..
where s(e) = e% +a(e) is defined by (2.3), is slightly more convenient.
Extended asymptotic distribution theory
Conditions for consistency of an M-estimator can be found in Huber (1964 Huber ( , 1967 Huber ( , 1981 . Since the smoothness plays no role in the consistency proofs, consistency will usually be assumed here.
Huber ( . .
where Mis given by (2.1). In particular,~need not be differentiable; monotonicity or Lipschitz continuity conditions are sufficient. That Tn is asymptotically normal follows immediately from (3.1) provided M(t;~,G) has a nonzero derivative at 8 and 0< N 2 (o,8)dG<00; see Corollary 6.3.2 of Huber (1981) .
For stronger almost sure representations for Tn under stronger conditions, see Carroll (1978a Carroll ( , 1978b .
To avoid Lipschitz conditions for score functions like (2.5) that have implicitly defined centering parameters, the following lemma is useful. The proof is contained in the proof of Theorem 2.2 of Boos and Serfling (1980) .
Denote by II°llv the total variation norm, given by
\-/here the supremum is over partitions a =X o < xl < ... < x k =b of [a,b] , and the 1imit is as a -+ -00, b-+oo.
Lemma 1. Let Xl ,X 2 , ... be independent, each wi th d. f. G, and 1et 8 =T( G) .
Suppose 8(x,t) is continuous in x for t E 8 c R d and
If T n -+8 in probability as n-+ oo , then (3.1) holds.
Remark. The score functions of Examples 1 and 2 are continuous in total variation. For the former see Boos and Serfling (1980) . For the latter, see Simpson (1985) .
When the underlying distribution is discrete, the set of points wheref ails to have a derivative has positive probability for certain parameter values. In light of (3. Example 2 (continued) Suppose f(x,t) = e-ttx/x! on {O,1,2, .
•. }, t>O. Recall that the optimal M-estimator has the score lji(x,t) = ljic(xt-%-S). This estimator is known to be asymptotically normal at the Poisson distribution when t is in one of the open intervals where neither of the truncation points t%(S~c) is an integer; see Hampel (1968, p. 97) .
To show that it is asymptotically normal at every Poisson distribution, as conjectured by Hampel, first use Theorem 1 with g(x,t) = e 2o f(x-1,t+o) + o-1(e o -1-o)f(x,t), w(x,t) == c and f(x,t) = f(x -1 ,t) -f(x,t). Note that c~1 is sufficient for S to be continuous, and hence for (A3); see Simpson (1985) .
Since Lemma 1 app1 ies and 0 < fl/i,~ftd~::; c 2 for c~1, it follows that the estimator is asymptotically normal at every Poisson distribution if it is consistent. For consistency see Hampel (1968, p. 96) when the derivative exists. By a well-known result from calculus, if m(e-;G) and m(e+;G) exist, they are equal to the corresponding one-sided derivatives of M(t;G) at e; see, e.g., Franklin (1940, p. 118) . Remarks. 1. Huber (1964, p. 78) alludes to a similar result for a location estimator.
2. The requirement that m{e 2:. ;G) have the same sign is actually impl ied by the remaining conditions. If the one-sided derivatives were to have opposite signs, r'1{t;G) would not change signs in a neighborhood of e and (3.1) would not hold.
The proof of Theorem 2 is deferred to the Appendix.
Example 1 (continued) Recall that the Huber M-estimator for location has the score 1/1{x,t) = 1/1c{x -t). For any d.f. G, M{_oo;G) = c = -M{oo;G), and M{t;G) is continuous in t so it has a zero e. Assume e = O. This is unique if G{c-) >G{-c+), in which case Tn+O in probability by Proposition 2.2.1 of Huber (1981) . Since 1/ 1 c is continuous in total variation, (3.1) holds by The ratio of their standard deviations is (4.4).
Solving 0 = M(e;G) = c{l-(l_s)ee-t} yields t=e+10g(1-s). Table 1 shows the values of t and (4.4) for several values of E when e = 0.25 and c =e-%e-e = 1.5576 ... (see (4.1)). In addition, the effect on a nominal .05 tail probability is shown.
For very small values of E the effect is minimal, which accords with the robustness of Tn in the sense of weak* continuity (see Hampel (1971) ), since it is asymptotically normal at the model. As E increases, however, the effect becomes more serious, and inference based on T can be substantially n biased.
For related work see Stigler (1973) , who observes that a bias of this type can arise when the trimmed mean is used for discrete or grouped data. This has appeared previously. Lc(x -t) is the maximum likelihood score for the location of a logistic distribution with scale 1. Holland and Welsch (1977) include an M-estimator using L c in a Monte Carlo study of robust regression estimates.
For the important special case of estimating a Poisson parameter robustly, a smooth version of the optimal M-estimator solves
where S is defined.in the usual manner. ..
Further remarks
The need for smooth score functions is most clear when the data consist of counts. In this case every deviation from the model involves point masses.
An important consequence of Theorem 1 is that Hampel's optimal estimator (2.4) is indeed optimal as claimed when the model distribution is discrete.
It would be disturbing if the theory were to break down at a countable number of parameter values. Moreover, the smooth versions discussed in Section 5, which provide more stable inference, are justified for every parameter value as being nearly optimal.
Although the discussion has focused on the-score functions arising from
Hampel's optimality theory, it is not limited to that context. For instance, a score based on Hampel's three part redescending~(see Huber (1981, p. 102)) will be prone to the same difficulties, and a smooth version will be more stable.
Appendix. Proof of Theorem 2.
Since the d.f. H is continuous, uniform convergence in (3.7) will follow from pointwise convergence via Polya's Theorem (Serfling (1980, p. 18) ).
Write M(t) for M(t;G) and m(t) for m(t;G). denote by U(8) the set (t: 0< It-ej <8). By (B1), mis defined on U(O) if 8 is sufficiently small.
Moreover, given s>O, there is a 8 for which te: U(8) implies Because of (B2), (B3) and the Lindeberg-Levy central limit theorem, the right hand side of (A.3) converges in distribution to a N(0,cr 2 ) random variable, and, hence, so does the left hand side.
To obtain the limiting distribution of Tn' partition its range and consider 
