The Cauchy transform of a measure has been used to study the analytic capacity and uniform rectifiability of subsets in C: Recently, Lund et al. (Experiment. Math. 7 (1998) 177) have initiated the study of such transform F of self-similar measure. In this and the forecoming papers (Starlikeness and the Cauchy transform of some self-similar measures, in preparation; The Cauchy transform on the Sierpinski gasket, in preparation), we study the analytic and geometric behavior as well as the fractal behavior of the transform F : The main concentration here is on the Laurent coefficients fa n g N n¼0 of F : We give asymptotic formulas for fa n g N n¼0 and for F ðkÞ ðzÞ near the support of m; hence the precise growth rates on ja n j and jF ðkÞ j are determined. These formulas are connected with some multiplicative periodic functions, which reflect the self-similarity of m and K: As a by-product, we also discover new identities of certain infinite products and series. r
Introduction
Harmonic analysis plays a central role in the study of fractal measures. The aspects of Fourier transform of such measures have been investigated in detail by
ARTICLE IN PRESS

$
The research is supported in part by the HKRGC Grant. Xin-Han Dong is also partially supported by the National Natural Science Foundation of China (No. 19871026 Strichartz [St1, St2, St3] and one of the authors [L1, L2, LW] . For the complex case a natural consideration is on the Cauchy transform defined by
where m is a bounded regular Borel measure with support K: The study of such transform can be traced back to that of Cauchy-type integral, which is fundamental in the study of the boundary-value problems for analytic functions. The Cauchy transform is also a useful tool in geometric measure theory [Ma,G] . Two typical examples are the Painleve´Theorem and the Vitushkin conjecture [Ma, G, . The Painleve´Theorem says that a compact set K is removable (or vanishing analytic capacity) if its one-dimensional Hausdorff measure H 1 ðKÞ is 0, its proof depends on the Cauchy transform, and a direct consequence of the theorem is that the Cauchy transform F of m with support K cannot be bounded on C\K: The Vitushkin conjecture is that if K is a compact set with H 1 ðKÞoN then K is removable if and only if K is purely 1-unrectifiable, it is equivalent to some Cauchy transforms that cannot be bounded on C\K [Ma, p. 272] . This conjecture has been solved by David recently [D] . In a new direction, Strichartz et al. [LSV] have initiated an investigation of the self-similar measures through the Cauchy transform. They proved some basic analytic and geometric properties of such F ; they also raised some interesting questions based on the computational observations of F on the Sierpinski triangle.
Recently, we have carried out a detail study of the Cauchy transform of selfsimilar measures in the spirit of [LSV] . We consider the following questions: (i) the asymptotic behavior of the Laurent coefficients of F ; (ii) the growth rate and the chaotic behavior of F near the support of m; (iii) the region of starlikeness of F : Since the proofs require certain fine estimations and are quite long, we will present the results separately. The present paper will concentrate on the Laurent coefficients fa n g N n¼0 of F ; our first goal is to estimate the order of the growth of ja n j; i.e., to find the maximum a such that fn a ja n jg N n¼1 is a bounded sequence; then we discuss the limit behavior of n a ja n j: A related discussion of such limit behavior is Hayman's regularity theorem which asserts that the modulus of the nth coefficient of the areally mean pvalent function, p > 1 4 ; is asymptotic to a constant multiple of n 2pÀ1 (see [H1, H2, Du, ).
The results in the topics (ii) and (iii) will appear elsewhere [DL1, DL2, Do] . We assume that the iterated function system (IFS) fS j g m j¼1 is of the form S j z ¼ z j þ r j ðz À z j Þ; ð1:1Þ where 0or j o1; jz j jp1 with at least one jz j j ¼ 1; and the fS j g m j¼1 satisfies the open set condition (OSC), a basic condition to ensure separation in the iteration [F] . Let K be the attractor and let m be the self-similar measure associated with a set of positive ARTICLE IN PRESS This coefficients have been studied by Strichartz et al. [LSV] . For 1pjpm; let a j ¼ log p j =log r j and a n :¼ minfa j : 1p j pmg: ð1:4Þ
They gave a crude estimate:
Theorem A. If fS j g m j¼1 satisfies the OSC and if p j or j ; 1pj p m; then for any boa n ; there exists C such that n b ja n jpC for all n > 0: ð1:5Þ
In this paper, one of our main efforts is to give the precise growth rate of the Laurent coefficients fa n g N n¼1 : We let
ð1:6Þ Theorem 1.1. Let fS j g m j¼1 satisfy the OSC and let m be the self-similar measure defined by (1.2). Then the Laurent coefficients fa n g N n¼1 defined by (1.3) satisfies
where the F j are analytic multiplicative periodic functions on R þ with period r j ; i.e., F j ðtÞ ¼ F j ðr j tÞ (hence F j is bounded). where y 0 ¼ inf jAJ 1 ;a j ¼a ðsupfargðw À z j Þ À argðx À z j Þ : w; xAK\fz j ggÞ:
We remark that the supremum in the above expression is the angle subtended by K at the vertex z j and is less than p (Lemma 2.3(i)). In particular, when m ¼ 2 we have y 0 ¼ 0; hence (1.7) always holds for this case. The case for Sierpinski triangle ðm ¼ 3Þ also holds as p=y 0 ¼ 3 > a ¼ log 3=log 2E1:5849:
As a remark of Theorem A and our theorems, we note that if fS j g m j¼1 satisfies the OSC, then
where s ¼ dim H K is the Hausdorff dimension of K: Hence 0oa n ps: In addition the condition p j or j implies a n > 1: It follows that 1oa n psp2 for the case in Theorem A. On the other hand, the a in Theorems 1.1 and 1.2 lies in ð0; þNÞ depends on the weights. Our proof is different from [LSV] , it is based on some accurate estimations of a nþ1 ¼ R K w n dmðwÞ; making use of the self-similar properties of fS j g m j¼1 and m as well as a special decomposition of the integral R K w n dmðwÞ (see (3.1), (3.2)). The extra condition on a in Proposition 1.3 is used to justify an auxiliary function H k ðzÞc0 (see (4.2)), a seemingly trivial statement but technically difficult to prove. We believe that the statement lim n-N n a ja n j > 0 is true without such condition.
For the special case when z j ¼ e 2pij=m ; r j ¼ r and p j ¼ 1=m; the attractor K and the self-similar measure m are m-fold symmetric, so is the Cauchy transform F : The Laurent series can be expressed as
In this case, we find constants r m (see (5.5)) such that for 0orpr m ; fS j g m j¼1 satisfies the OSC; the functions F j in Theorem 1.1 are all equal (denoted by F 0 ) and can be expressed more explicitly by an infinite product (Corollary 3.5 or (5.7)). The growth rate of the fa nmþ1 g N n¼1 can be described more precisely as follows. .18)). This and Theorem 1.1 allow us to obtain a few identities of certain infinite products and series (Section 5; see also Section 3).
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From the first part of Theorem 1.4, we can also conclude the behavior of the kth derivative F ðkÞ near 1 (and hence for the vertices z j ¼ e 2pij=m ). The corollary also holds for m ¼ 3; r ¼ r m ¼ 1 2 ; but it needs a different proof which is given in [DL2] . While for the case m ¼ 2; 4 and r ¼ r m ¼ 1 2 ; the lim and the lim are actually equal (see Section 5).
For the organization of the paper, we give some preliminary results in Section 2. We introduce the multiperiodic functions F j and prove some basic estimations in Section 3. Theorems 1.1, 1.2 and Proposition 1.3 are proved in Section 4. In Section 5 we consider the special cases of the self-similar m-gasket; Theorems 1.4 and Corollary 1.5 are proved there.
Preliminaries
The following proposition is probably known and we include it here for completeness.
Proposition 2.1. Let m be a positive, bounded regular Borel measure on C and has a compact support K. Then F ðzÞ ¼ R K ðz À wÞ À1 dmðwÞ is analytic on C\K but is not analytic on K.
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Proof. The analyticity of F on C\K is clear and the main concern is on the nonanalyticity of F on K: We first note that for any R > 0; Z we also exclude the countably many r such that mðfjz À z 0 j ¼ rgÞ > 0 in (2.2). For the remaining r; we apply the Fubini theorem again to the right-hand side of (2.1) to obtain 1 2pi
The integral inside the parentheses equals 1 if jw À z 0 jor; and equals 0 if jw À z 0 j > r (by the Cauchy formula). This together with mðfjz À z 0 j ¼ rgÞ ¼ 0 implies that the integral equals mðB r ðz 0 ÞÞ and the claim follows. Now if F ðzÞ were analytic for some z 0 AK; then there exists e > 0 such that F is analytic on fz : jz À z 0 joeg: By using the Cauchy theorem, 1 2pi 
ð2:3Þ where 0or j o1 and jz j jp1 with equality holding for some j (we let z 1 ¼ 1 for convenience). Also, we assume fS j g m j¼1 satisfies the OSC [Hu] : there exists an open set U such that
we call it separated OSC; in this case K is totally disconnected. Let K be the attractor and let m be the self-similar measure associated with a set of positive probability weights fp j g m j¼1 : Let J ¼ f1; y; mg denote the index sets for the S j 's; for the multi-indices, we write J ¼ ðj 1 ; y; j n Þ; S J ¼ S j 1 3 ? 3 S j n ; K J ¼ S J K and p J ¼ p j 1 ?p j n : Under the OSC, the measure m has the measure separation property [S] : mðS J K-S J 0 KÞ ¼ 0 for JaJ 0 and jJj ¼ jJ 0 j: ð2:4Þ
Since we are only interested on the self-similar measures, we will assume that m is such a measure if we make no specification. The above proposition is applied to yield a Laurent series expansion on jzj > 1 as in (1.3). Our goal in this section is to set up some basic tools for the estimation of the coefficients of the series. Proof. It suffices to prove the first identity for f ¼ w A where A is any Borel subset in S J E: Let B ¼ S À1 J A; then by applying the self-similar identity and the OSC, we have mðAÞ ¼ mðS j 1 ?j n ðBÞÞ ¼ p j 1 mðS j 2 ?j n ðBÞÞ ¼ ? ¼ p J mðBÞ and the identity follows directly from this and w A ðS J wÞ ¼ w B ðwÞ: For the second identity, it is observed that under the OSC,
The measure separation property (2.4) implies that the measure of the intersection of any two sets in the union is zero. We can apply the first identity in the proposition to conclude the second identity, noting that mðfz j gÞ ¼ 0 (as m is a continuous measure). & For our later estimations, we will express ðS k j ðzÞÞ n into an exponential form as follows: for jAJ 1 ; kAN þ and for any zAK\S j K;
where Oðnr 2k j Þ is uniform with respect to zAK\S j K: In the sequel we make some considerations on the two expressions ð1 À % z j zÞ and nr k j in the above exponent. For jz 0 j ¼ 1; a (symmetric) closed Stolz angle with vertex z 0 and angle 2yop is a set of the form
i.e., a sector at vertex z 0 with an angle 2y symmetric to ½0; z 0 : Note that g ¼ argð1 À % z 0 zÞ ¼ argðz 0 À zÞ À arg z 0 is the angle ðop=2Þ of z 0 and z 0 À z;
Lemma 2.3. For jAJ 1 ; we have
Remark. We do not need the OSC in fS j g m j¼1 here.
Proof. By a rotation of % z j ; we can assume for simplicity that z j ¼ z 1 ¼ 1: Let G be the convex hull of fz 1 ; y; z m g: Then GDfjzjp1g and S i GDG for each 1pipm:
. The strict convexity of the boundary of the unit disc yields a 0py 1 op=2 such that G lies in the Stolz angle A 1 ðy 1 Þ: This implies (i).
For (ii), we observe that for 2pipm; 1eS i G; hence 1eS i K: Therefore
This implies that Reð1 À zÞXd cos y 1 > 0 for zAK\S 1 K: To prove (iii), we apply the isometric contractive property of S 1 ðzÞ ¼ 1 þ r 1 ðz À 1Þ to (2.6) inductively and obtain j1 À zjXdr n 1 for zAS
Next note that by (i), K is contained in the Stolz angle A 1 ðy 1 Þ: It is clear that S 1 ðA 1 ðy 1 ÞÞ is a ''fan-shape'' set within the A 1 ðy 1 Þ and its circular arc is bounded away from fz : jzj ¼ 1g: Hence from elementary geometry, there exists l > 0 such that S 1 ðA 1 ðy 1 ÞÞ\fz : jz À 1jXdr n 1 gð:¼ AÞ is a subset of fjzjp1 À lr n 1 g (see Fig. 1 for the special z with maximum length in the set A). Statement (iii) follows from this. & For the sequence fnr k g in (2.5), we proceed as follows. For fixed 0oro1; and for any nX1; we can choose a unique sequence NðnÞ such that rpnr NðnÞ o1; let x n ¼ nr NðnÞ : ð2:7Þ
Note that NðnÞ ¼ 1 þ ½log n=jlog rj:
Proposition 2.4. For 0oro1; the sequence fx n g N n¼1 defined above is dense in ½r; 1; but it is not uniformly distributed.
Proof. Observe that fNðnÞg N n¼1 is a monotonic increasing sequence with jumps at most 1 at each n: We define i k to be the n such that the kth jump occurs, i.e., i k ¼ n where NðnÞ ¼ k: It follows that
Hence x n ¼ nr k for i k pnoi kþ1 : This implies that fx i k ; x i k þ1 ; y; x i kþ1 À1 g has equal spacing r k and lies in ½r; 1; also 0px i k À rpr k and 0p1
is dense in ½r; 1:
For the non-uniform distribution of fx n g N n¼0 ; it suffices to show that for a function f ðxÞc0 continuous on ½r; 1;
f ðx c Þ does not exist; [KN, p. 2] . Indeed let fi k g N k¼0 be defined as above, then by using the partition fr; x i k ; y; x i kþ1 À1 ; 1g of ½r; 1; it is easy to show by the definition of Riemann integral that for i k pnpi kþ1 À 1;
Noting that fx n g N n¼1 is dense in ½r; 1; it is clear that the last term does not have limit. &
Estimations of the coefficients
Let fp j g m j¼1 be a set positive probability weights associated with fS j g m j¼1 : Let a be defined by (1.6). We are aiming to show that a nþ1 ¼ Oðn Àa Þ: Let l > 0 be defined by Lemma 2.3(iii), i.e., jzjp1 À lr k j for all zAS j K\S k j K and jAJ 1 : For each jAJ 1 ; nX2; we define a positive integer j n ð:¼ c j ðnÞÞ by
where the positive constant g is to be chosen later (see (4.1)); write
(note that the measure separation property (2.4) is applied to the decomposition of K into the sums).
Lemma 3.1. With the above notations and the choice of j n for a given g > 0; we have for some 0oro1;
Proof. Note that for jAJ\J 1 ; jr j jo1: Hence there exists 0oro1 such that S j KCfjwjprg: This yields jAðnÞjp R K jwj n dmðwÞpr n : The estimation of jBðnÞj follows from (3.1):
The main difficulty is to handle CðnÞ: For this we first establish an elementary estimation: for b > 1; a > 0 and for sufficiently large a; we have
In fact, note that jðxÞ ¼ b ax e Àab x is a decreasing function on x for large a; the lefthand side of (3.3) is less than
By using y aÀ1 e Ày pe Ày=2 ; we get (3.3). In the following proof, we see that the choice of j n is to make the a large enough to apply (3.3).
For simplicity, we slightly abuse the notation by writing P c c c þ OðE n Þ P c jc c j as ð1 þ OðE n ÞÞ P c c c in Lemma 3.2 and Theorem 4.1.
Lemma 3.2. For jAJ 1 ; let j n be defined as in (3.1). Then for sufficiently large n;
where Z ¼ minfZ j : jAJ 1 g; Z j > 0 is given by Lemma 2.3(ii), l by Lemma 2.3(iii) and g by (3.1).
Proof. We will make use of the expression of ðS By Proposition 2.2 and noting the uniformity of Oðlog 2 n=nÞ with respect to zAK\S j K and kXj n ; we have Z
Ànr jn þc j ð1À% z j zÞ dmðzÞ: ð3:4Þ
To put it in the sum for cAZ as in the statement of the lemma, we need to estimate
Ànr jn þc j ð1À% z j zÞ dmðzÞ:
By making use of the choice of j n in (3.1),
where
and the lemma follows. &
In view of the expression in the above lemma, we introduce two auxiliary functions: for jAJ 1 ; let
Àzr n j ð1À% z j wÞ dmðwÞ; ð3:5Þ
Àtr n j Reð1À% z j wÞ dmðwÞ: ð3:6Þ Lemma 3.3. For jAJ 1 ; let y j be given by Lemma 2.3(i), then (i) C j ðtÞ is bounded above and bounded away from 0 on R þ ; (ii) F j ðzÞ is analytic in jarg zjop=2 À y j ; (iii) F j ðr j zÞ ¼ F j ðzÞ for jarg zjop=2 À y j and C j ðr j tÞ ¼ C j ðtÞ for all tAR þ :
Proof. Write r ¼ r 1 for simplicity. In view of Lemma 2.3(ii), it suffices to prove (i) by showing that for 0oro1; a > 0; Z > 0; there exists C 1 ; C 2 > 0 such that
ÀZtr n pC 2 ; 8tAð0; NÞ: ð3:7Þ
Indeed for each t > 0 we can choose an integer N (depends on t) such that rptr 
Hence as a function term series F j ðzÞ converges uniformly on D n d ; so F j ðzÞ is analytic in jarg zjop=2 À y j :
Property (iii) follows from a direct check of the definition. &
In the following, we show that for some special cases, F j ðzÞ can be expressed as an infinite product. We will use it at the end of the paper. Proof. Let E > 0 be sufficiently small. For EpjzjpE À1 and jarg zjop=2 À y j À E; 
where PðzÞ is the product z
Àk z Þ=2 in Example 1.
The theorems
In this section we will prove the theorems of the Laurent coefficients. .3) and satisfy the OSC; let a j ¼ log p j =log r j and a ¼ minfa j : jAJ 1 g: Then
where F j ðtÞ satisfies F j ðr j tÞ ¼ F j ðtÞ (as in (3.5)).
Proof. We use the expression of a nþ1 in (3.2). It is clear from Lemma 3.1 that jAðnÞj can be absorbed in Oðn ÀaÀ1 Þ; the same for jBðnÞj if we choose 
the last identity is by jF j ðxÞjpC j ðxÞ and Lemma 3.3. This gives the estimate of CðnÞ and the theorem follows (note that 
where C j ðtÞ satisfies C j ðr j tÞ ¼ C j ðtÞ and 0oc 1 pC j ðtÞpc 2 oN (as in (3.6) and Lemma 3.3).
To show that a in Theorem 4.1 is the best possible, we need the auxiliary function H k ðzÞ defined by Proof. Obviously jw À 1jXd > 0 for wAK\K 1 and
ð4:4Þ
; then a direct check shows that jr n z À ðw À 1ÞjXd sin dp 2
for Proof. Since jF j ðtÞjpC j ðtÞ and C j ðtÞ is a bounded function (Lemma 3.3(i)), Theorem 4.1 implies that n a ja n jpC for all n > 0: The main proof is for the second assertion.
Let z 1 ¼ 1 as before, and write a ¼ a 1 ¼ log p 1 =log r 1 and r ¼ r 1 for simplicity. A technical step is to show that for k þ 1 > a;
If this is proved, let hðzÞ ¼ z kþ1Àa H k ðzÞ (here and throughout this paper z kþ1Àa is the principal branch in Àpoarg zop; i.e., z kþ1Àa is real for z ¼ xAR þ ), then hðzÞ is a non-zero analytic function on D; by (4.2) it satisfies hðrzÞ ¼ hðzÞ for zAD:
ð4:9Þ
From Lemma 4.3(i) and (4.2)-(4.4), there exists C > 0 such that 
is analytic in jzjo1: Suppose that (4.8) does not hold, i.e., lim n-N n a a n ¼ 0; ð4:12Þ then b n ¼ oðn kÀa Þ as n-N: By the Bernoulli series expansion we conclude that f ðtÞ ¼ oðð1 À tÞ ÀðkÀaþ1Þ Þ as t-1 À : It follows that
This contradicts (4.11). Hence (4.12) does not hold and lim n-N n a ja n j > 0 follows. It remains to prove that H k ðzÞc0 on D; we assume the contrary, then (4.2) and (4.3) imply that By the separated OSC, K is compact, totally disconnected [F, p. 116] ; by (4.16) the same conclusion is true for E: It follows that O\E is a connected open set [Mo, p. 93] , i.e., O\E is a domain. Now, note that F ðz þ 1Þ is analytic on the domain O\E; j k ðzÞ is analytic on O by Since E has no interior points, F ðz þ 1Þ has a unique continuous extension to O by (4.17), and it must be analytic as j k ðzÞ is analytic on O: This contradicts Proposition 2.1 as F ðz þ 1Þ is not analytic at zAE; and H k ðzÞc0 follows. & For the second statement in Theorem 4.5, if we only assume the OSC, then we obtain the following partial conclusion. where y 0 ¼ inf jAJ 1 ;a j ¼a ðsupfargðw À z j Þ À argðx À z j Þ : w; xAK\fz j ggÞ:
Remark. In the next section, we see that in some cases, (4.18) can still hold without satisfying the condition in Proposition 4.6. In fact our conjecture is that lim n-N n a ja n j > 0 is true without any extra assumption.
Proof. We assume without loss of generality that z 1 ¼ 1 attains y 0 in the statement of the theorem, hence a 1 ¼ a: Write r ¼ r 1 : From the proof of Theorem 4.5, we only need to prove H k ðzÞc0: For this, we consider
By using a change of variable t ¼ xr n ; the above integral reduces to If a is an integer, then k ¼ a; the above improper integral R N 0 is equal to e iky k À1 ðw À
1Þ
Àk by a direct calculation; otherwise k ¼ ½aaa (in this case 0ok þ 1 À ao1), the integral equals 2pi jw À 1j a dmðwÞa0:
Special cases
In this section we consider the IFS of the form
where E j ¼ e 2pij=m and 0oro1 (note that we have shifted the indices of j to start from 0 for convenience). Let
Our first step is to prove the measure m defined by (5.2) is invariant under e 2pi=m -rotation and its Cauchy transform F is m-fold symmetric. In fact, consider the new measure * m defined by
for all Borel set B: By making use of (5.1) and a direct calculation, we have S
i.e., * m also satisfies (5.2). The uniqueness implies the * m ¼ m [Hu] . Let K denote the attractor of the IFS, then e 2pi=m K ¼ K and supp m ¼ K: By a change of variable, we have
For fixed z; we define for wAC\fz; e À2pi=m z; y; e À2ðmÀ1Þpi=m zg;
We remark that hðwÞ has a simple pole at w ¼ ze À2kpi=m and has residue 0, hence hðwÞ has a removable singularity for w ¼ e À2kpi=m z: Because hðNÞ ¼ 0; we have hðwÞ 0: This gives
z m À w m dmðwÞ; ð5:3Þ Note that for r ¼ r m ; the Hausdorff dimension of the attractor K of fS j g mÀ1 j¼0 is a m ¼ log m=jlog r m j: Some values of r m and a m calculated by using Mathematica are given in Table 1. If 0orpr m ; then the m in (5.2) is the Hausdorff measure H a restricted on the attractor K [F] . By [LSV] , the coefficient a nmþ1 can be determined by the following recursive relation:
where a 1 ¼ 1: However, the formula is not easy to handle. In the following we will sharpen the asymptotic behavior of a nmþ1 in Theorem 4.1 for these special cases. We remark that some of the cases do not satisfy the condition app=y 0 in Proposition 4.6. For example for m ¼ 5; 6; 7; 8 and r ¼ r m ; we have p=y 0 ¼ m= ðm À 2Þoa m ¼ log m=jlog r m j from Table 1 . for some C > 0:
ARTICLE IN PRESS
; r j ¼ r and p j ¼ 1 m imply that all the F j ðtÞ in Corollary 3.5 are equal. We write We claim that there exists C > 1 such that Also (3.10) and (5.10) imply that there exists C 1 > 1 such that
Hence the claim follows. The theorem follows from this, a nmþ1 > 0 and (Theorem 4.1) : For the second assertion we use the function hðzÞ in the proof of Theorem 4.5. By (4.9), (4.10) and the first inequality in the first assertion, there exists c > 0 such that
The continuity and the multiplicative periodicity of h give that jhðzÞj > 2c; jarg zjpZ for some Z > 0: By (4.10) again, there is a constant d > 0 such that jF ðkÞ ð1 þ zÞjXcjzj aÀkÀ1 for 0ojzjpd and jarg zjpZ: & Theorem 5.2 describes the exact ''order'' of a nmþ1 at infinity; in the next proposition we like to discuss the ''limit behavior'' of ðnm þ 1Þ a a nmþ1 : We will need the H k ðzÞ (in (4.2)) for the m given by (5.2) and with r j ¼ rpr m : Note that H k ðzÞ is analytic for jarg zjo Proof. We only need to prove that hðzÞ is a non-constant function. By (5.5), the assumption on r implies that 0oro 1 2 in all the cases. We first prove the lemma for the cases mX3: Let z t ¼ ð1 þ tÞe 2pi=m À 1 for t > 0: Clearly, z t AD and z 0 ¼ 2 sinðp=mÞe ð1=2þ1=mÞpi A@D\f0g: By (4.2)-(4.4), It we take p ¼ 5; q ¼ 10 and t ¼ This shows that fð3n þ 1Þ a a 3nþ1 g N n¼0 is a sequence with small oscillation in between these two values.
The remaining untreated case in Proposition 5.5 and Theorem 5.6 is for m ¼ 2; 4 and r ¼ r m ¼ 
A direct calculation gives
n ðz À e 2pin=4 Þ log ð1 À e 2pin=4 z À1 Þ ð 5:17Þ
for zAC\K: (For the logarithmic branches, for logð1 À z À1 Þ and logð1 þ z À1 Þ; we take real values for z ¼ x > 1; and for logð1 þ iz À1 Þ ¼ logj1 þ iz À1 j þ i argð1 þ iz À1 Þ; we take for z ¼ x > 1; 0oargð1 þ iz À1 Þop=2; it is necessary that logð1 À iz À1 Þ ¼ logj1 À iz À1 j þ i argð1 À iz À1 Þ satisfies Àp=2oargð1 À iz À1 Þ ¼ Àargð1 þ iz À1 Þo0 for z ¼ x > 1 since F ðxÞ > 0 for x > 1:) It is easy to see that ðt À 1Þ kþ1Àa jF ðkÞ ðtÞj ¼ ðk À 2Þ!=2 where kX2 and a ¼ 2: Note that F is analytic in C\K and has an analytic extension F 0 in C\f½À1; 1,½Ài; ig: But F ðzÞcF 0 ðzÞ for zAK\f½À1; 1,½Ài; ig since F is not analytic for any zAK by Proposition 2.1.
As a simple consequence of the Laurent series of F and (5.17), we have
