This research examines the effects of Prescription Drug Monitoring Programs (PDMPs) on the supply and abuse of prescription drugs. Information from the Automation of Reports and Consolidated Orders System (ARCOS) is used to develop measures of supply, and information from the Treatment Episode Data Set (TEDS) is used to develop measures of abuse. Practical considerations lead us to focus on Schedule II pain relievers and stimulants, and composite measures for these two classes of drugs are developed. We estimate both aggregate and individual response models. The aggregate model suggests that PDMPs reduce the per capita supply of prescription pain relievers and stimulants and in so doing reduce the probability of abuse for these drugs. The evidence also suggests that states which are proactive in their approach to regulation are more effective in reducing the per capita supply of prescription pain relievers and stimulants than states which are reactive in their approach to regulation. The individual response model confirms these findings. It is important to note that the probability of pain reliever abuse is actually higher in states that have PDMPs than in states that do not. But our analysis demonstrates that in the absence of such programs the probability of abuse would be higher still.
States are eligible for these grants if they have in place, or have pending, an enabling statute or regulation requiring the submission of prescription data on controlled substances to a central database.
States may also apply if they can introduce legislation or regulations for a prescription monitoring program before the annual OJP Hal Rogers Program grant cycle begins. Prescription Drug Monitoring Programs as they exist at the state level serve a variety of ends, but all are intended ultimately to reduce the abuse of controlled pharmaceutical substances.
We focus on two possible channels by which a PDMP might affect the probability of prescription drug abuse. The first is indirect, operating through the supply of controlled substances. If a PDMP reduces the supply of prescription drugs, then this in turn may reduce the probability of abuse. The second is direct: when supply is held constant, a PDMP may itself reduce the probability of abuse. The former may be indicative principally of the effect that regulation has on prescribing behavior, whereas the latter may be indicative principally of the effect that regulation has on dispensing behavior.
The purpose of this research is to provide a statistical basis for assessing these effects. To this end, we propose a series of multilevel models for estimating the relationships among the presence of a PDMP, supply, and abuse.
The specification of a two-equation multilevel model that makes use of repeated measurements of state characteristics provides a starting point for our analysis, and allows both the supply and abuse measures to be treated as endogenous to the PDMP measures. These relationships are examined while controlling for other state-level characteristics that may be relevant to our task.
But individuals, not states, choose to abuse drugs. Hence, results based on aggregate data can at best only suggest causality. At worst, they allow us to fall victim to the classic ecological fallacy (Robinson [1] ; for discussion of circumstances under which generalization from aggregate to individual data is appropriate see Freedman et al. [2] ; Greenland and Robins [3] ; Freedman et al. [4] ; Neeleman and Lewis [5] ). To address this problem, we propose another multilevel model that makes use of repeated measurements made of individual characteristics that are likely to affect behavior.
Both our aggregate and our individual response models will allow relationships to be examined over time. Therefore, it is necessary that we select a common period during which data from all of our sources will be available for use in our analysis. This is the interval beginning January 1, 1997 and ending December 31, 2003. We begin by discussing issues related to measurement in Section 2. An aggregate model involving equations for supply and abuse is presented and estimated in Section 3. An individual response model for abuse is presented and estimated in Section 4. Findings are discussed and directions for future research are suggested in Section 5.
Measurement
The fundamental structure of our model, whether aggregate or individual response, involves three sets of measures: those related to the PDMP, those related to supply, and those related to abuse.
Our ability to define these measures is constrained by data that are currently available for use in our analysis. The actual choices that we make are guided by our desire to develop a parsimonious model that avoids misspecification.
PDMP data. In support of our research the National Alliance for Model State Drug Laws (NAMSDL) has assembled data that allow sources of variation in PDMP implementation to be examined over time. One of the most important of these is the manner in which cases are identified and investigated. In some states the PDMP is "reactive" in nature, generating "solicited reports" only in response to a specific inquiry made by a prescriber, dispenser, or other party with appropriate authority. In other states the PDMP is "proactive" in nature, identifying and investigating cases, and generating "unsolicited reports" when it deems that this is warranted. It is important to maintain this distinction since program effects may vary by mode of implementation. Two measures of PDMP status are therefore constructed for each state, for each year. The first involves coding the presence or absence of any PDMP as 1 or 0 (respectively). The second involves coding the presence or absence of a proactively monitoring PDMP in the same manner.
Prescription Drug Monitoring Programs also differ in their scope of coverage, at one extreme including only Schedule II drugs, and at the other including Schedule II-V drugs. Coverage is cumulative; any state that regulates the prescription and sale of Schedule III drugs also regulates the prescription and sale of Schedule II drugs; any state that regulates the prescription and sale of Schedule IV drugs also regulates the prescription and sale of Schedule II and III drugs, and so on.
Because we seek to examine whether the presence of a PDMP reduces supply it is reasonable to define supply in a manner consistent with the scope of its influence. The most straightforward way of accomplishing this is to limit elements of supply to Schedule II drugs. But the consequences associated with excluding Schedule III-V drugs from our analysis warrants additional consideration. Supply data. Our source of data on supply is the Automation of Reports and Consolidated Orders System (ARCOS) maintained by the DEA Office of Diversion Control (ODC). ARCOS includes records on retail sales of twelve controlled substances (amphetamine, cocaine, codeine, fentanyl, hydrocodone, hydromorphone, methamphetamine, methylphenidate, meperidine, methadone, morphine, and oxycodone). In support of our research the ODC has aggregated transactions for these drugs to the zip-code and state level and provided data on the number of grams sold for each year during our observation period. Tables I-IV provide information on the relationship between drug schedule and four types of drugs: "pain relievers", "tranquilizers", "stimulants" and "sedatives." This categorization scheme appears often in drug abuse research and has been adopted as a convention by the National Survey on Drug Use and Health (NSDUH) and other federal reporting systems. The tables were developed by Carnevale Associates, LLC (CALLC) using the Centers for Disease Control (CDC) National Drug Code (NDC) database. Generic drugs (shaded rows) and brand-name products are cross-classified by schedule for pain relievers, tranquilizers, stimulants and sedatives.
Looking at the tables we see that the ARCOS drugs are principally Schedule II pain relievers (opioid agonists including codeine, fentanyl, hydrocodone, hydromorphone, meperidine, methadone, morphine, and oxycodone) and Schedule II stimulants (dopamine agonists and reuptake inhibitors including amphetamine, cocaine, methamphetamine, and methylphenidate). In this case the preponderance of sales clearly involved Schedule III and IV drugs; and the majority of Schedule II sales involved codeine liquid. If this portfolio were representative of all internet-based trafficking activity, then our operational definition of supply would effectively eliminate at least one confounding factor.
It is also important to differentiate drugs that are produced and distributed legally from drugs that are produced and distributed illegally. Prescription Drug Monitoring Programs do not regulate the production and distribution of illicit drugs. And this leads us to limit our definition of supply further, excluding cocaine and methamphetamine from consideration.
The elements of supply thus become fentanyl, hydromorphone, meperidine, methadone, morphine and oxycodone (which we define collectively as pain relievers in subsequent sections) and amphetamine and methylphenidate (which we define collectively as stimulants in subsequent sections). Because states differ in population size it is necessary to establish some appropriate basis for making comparisons among them. Thus, our measures of supply are defined as grams per capita for fentanyl, hydromorphone, meperidine, methadone, morphine and oxycodone (pain relievers); and amphetamine and methylphenidate (stimulants). These are calculated for each state, for each year.
The fact that there are a number of controlled substances under investigation and that each may be regarded as endogenous relative to the presence of a PDMP causes us to consider whether there are any methods that might be used to summarize our drug-specific per capita measures as one or more composite measures.
Fentanyl, hydromorphone, meperidine, methadone, morphine and oxycodone are all opioid agonists that have therapeutic utility because of their analgesic properties. The relative potency of these drugs has been examined in some detail and therefore provides guidance to the construction of a general measure of supply for pain relievers.
Findings from several surveys of studies that have attempted to establish equianalgesic dose ratios for opioid agonists are presented in Table V (Gordon et al. [6] ; Anderson et al. [7] ; Pereira et al. [8] ).
Since research in this area often involves substitution of one drug for another, the order of rotation is regarded as important and therefore reported both in the literature and in our table.
All ratios presented are expressed by route of administration (PO = oral, SC = subcutaneous, IV = intravenous) and relative to morphine. Therefore (reading across the first row entry in Table   V ) when rotating between morphine and fentanyl 1 mg. fentanyl administered subcutaneously is equivalent to 68 mg. morphine administered subcutaneously. Morphine-Methadone 11.11 [16] Morphine-Methadone 8.25 [15] (mean) 10.24 Oxycodone N/A 0.71 [17] Morphine-Oxycodone 1.33 [18] 0.70 [19] Morphine-Oxycodone 1.50 [20] Oxycodone-Morphine 1.50 [18] 0.70 [19] Oxycodone-Morphine 1.50 [20] (mean) Fentanyl poses a problem because it is not ordinarily administered orally (although there is a lozenge available that is intended for sublingual use). We assume the relative potency of fentanyl administered orally to be equal to its relative potency when administered subcutaneously. While there is no direct evidence in support of this calculation, there is indirect evidence demonstrating similarity of equianalgesic dose ratios between hydromorphone administered orally and subcutaneously, and fentanyl and hydromorphone administered subcutaneously. By deduction, the assignment of this value seems reasonable. In any case, since our objective is simply to maintain some approximation to relative potency our assumption is not likely to introduce a significant source of measurement error.
A measure comparable to PR composite is developed for stimulants ("ST composite") where, following convention established by standard dose-equivalence tables, the ratio of amphetamine to methylphenidate is assumed to be 2 : 1. As before, the composite measure is calculated for each state, for each year.
The composites are intended to provide potency-adjusted measures of the total supply of pain relievers and stimulants in each state. Since the drugs in a particular group differ in potency and may not all move together in the same direction over time they may exert mutually offsetting effects on supply. The composites allow us to compensate for this. They also offer substantial consistency with the treatment admission-based measures of pain reliever and stimulant abuse that will be used in our analysis (we discuss this issue at length below).
There are some general limitations associated with defining supply in terms of grams per capita.
Anecdotal evidence suggests that drugs are not necessarily sold to patients in the same area in which they are purchased by dispensers. A large mail-order pharmaceutical house located in a particular state may thus distort estimates of supply that are based on purchases made by dispensers alone. At Area (CBSA); on demographics and prior treatment history; and perhaps most importantly for our purposes, on primary, secondary and tertiary substances of abuse. Since our measures of supply are limited to include Schedule II pain relievers and stimulants we constrain abuse accordingly.
Our measure for pain relievers is defined by TEDS codes for "non-prescription methadone" and "other opiates and synthetics" (which implicitly includes hydromorphone, meperidine, morphine and oxycodone); and our measure for stimulants is defined by TEDS codes for "other amphetamines"
(which explicitly excludes methamphetamine) and "other stimulants" (which is assumed to include methylphenidate). Any individual admitted to treatment with an indication that the primary, secondary or tertiary substance of abuse is a prescription pain reliever receives a value of 1 for the pain reliever measure (0 otherwise); and any individual admitted to treatment with an indication that the primary, secondary or tertiary substance of abuse is a prescription stimulant receives a value of 1 for the stimulant measure (0 otherwise). Per capita measures of pain reliever and stimulant abuse are constructed by summing over these individual values and dividing by the corresponding population for each state, for each year.
Defining abuse based upon treatment admissions carries with it some limitations as well. Although TEDS includes records on "first admissions" only (thereby excluding all transfer activity) there is still some tendency for one individual to experience multiple admissions during a calendar year. This is not common; nonetheless, the phenomenon does occur. Throughout the text we refer to "individuals admitted to treatment" with this caveat in mind.
It is also important to remember that admission to treatment represents the culmination of a pattern of behavior in which experimentation leads to abuse and eventually to dependence. But many people who abuse drugs never seek treatment. And our own research shows that the probability of seeking treatment varies as a function of individual characteristics (Simeone et al. [23, 24] ). Thus, without modeling in some way the conditional probability of admission to treatment, we may be able to generalize only to those who actually seek treatment during a particular period of time.
One factor that figures prominently in the decision to use a particular drug is the local availability of that drug. A relatively low supply may indicate a reduced probability of prescription for the drug;
it may indicate a reduced probability that the drug will be diverted to the illicit market; and it may indicate a reduced level of convenience associated with obtaining the drug via illicit means.
Figures 1-8 provide information on supply over time for each pain reliever and stimulant included in our analysis. Per capita measures are transformed to rates per 100,000 as an aid to the reader.
We distinguish between states that do not have a PDMP program ("non-PDMP") and states that do ("PDMP"). There are upward secular trends for all pain relievers with the exception of meperidine;
and rates for pain relievers are higher in non-PDMP states than in PDMP states for all pain relievers with the exception of hydromorphone. 2 The difference in rates between non-PDMP and PDMP states appears to be especially pronounced for oxycodone ( Figure 6 ). Findings are similar for stimulants.
There are secular trends for amphetamine and methylphenidate; and in both cases the rates are higher for non-PDMP states than for PDMP states. here we distinguish between states that do not have a PDMP which monitors proactively ("non-XPDMP") and states that do ("XPDMP"). The findings are similar although the differences in rates that exist between non-XPDMP states and XPDMP states may be more pronounced than the differences in rates that exist between non-PDMP and PDMP states. 2 Methadone is something of a special case since it is prescribed both as a pain reliever and as a treatment for heroin addiction. Figure 4 depicts sales to pharmacies only. If we examine sales to Narcotics Treatment Providers (NTPs) we see an upward secular trend in non-PDMP states; but a higher per capita rate generally in PDMP states. This likely reflects the relative sizes of heroin-using populations in non-PDMP and PDMP states. and stimulants (ST composite). As before, we differentiate between non-PDMP and PDMP states.
We see that the combination and weighting of individual measures produces greater linearization for both pain relievers and stimulants. In each case there is a strong secular trend with rates higher in non-PDMP states than in PDMP states. non-XPDM P XPDM P
For completeness we provide numerical information in Table VI related to the trends that have been discussed in this section. Material is presented there on rates per 100,000 for the separate drugs that we have characterized as pain relievers and stimulants, for our composite measures of pain relievers and stimulants, and for treatment admissions that involve pain relievers and stimulants. whether PDMPs account for the differences that we observe. For this we will need a mathematical model of the phenomena under study.
The model. We seek to examine changes over time in our measures of supply and abuse and to make comparisons between non-PDMP and PDMP states. Consistent with the preceding discussion we will differentiate between states that are reactive in their approach to prescription monitoring and states that are proactive in their approach to prescription monitoring. In an attempt to identify demographic characteristics likely to be related to the supply and abuse of prescription drugs we will introduce measures derived from United States Census Bureau and United States Bureau of Labor Statistics (BLS) data.
As mentioned earlier, the aggregate model allows us to examine two possible channels by which a PDMP might affect the probability of prescription drug abuse. The first is indirect, operating through the per capita supply of controlled substances. A model for supply might be specified as follows, SU P P LY kt = α 0 + α 1 MALE kt + α 2 W HIT E kt + α 3 AGE kt + α 4 UNEMP kt + α 5 HLT HINS kt + α 6 INCOME kt + α 7 T IME t + α 8 P DMP kt + α 9 XP DMP kt + u 1k + e 1kt (1) where the subscript for drug is suppressed in the interest of parsimony, SUP P LY kt is the per capita supply of prescription drugs in state k at time t, MALE kt is the proportion male, W HIT E kt is the proportion white, AGE kt is the mean age, UNEMP kt is the proportion unemployed, HLT HINS kt is the proportion with health insurance, INCOM E kt is the per capita personal income, and T IME t is measured as year/1000. P DMP kt and XP DMP kt are defined, respectively, as follows, 
Finally, u 1k represents an unobserved, randomly distributed state effect and e 1kt is a randomly distributed error term. We assume
Cov(e 1kt , u 1k ) = 0
The second channel is more direct. The probability of abuse may be related to supply, with the presence of a PDMP having an independent effect. A model for abuse might be specified as follows,
+ β 5 HLT HINS kt + β 6 INCOME kt + β 7 T IME t + β 8 P DMP kt + β 9 XP DMP kt + β 10 HEROIN kt + β 11 COCAIN E kt + β 12 SUP P LY kt + u 2k + e 2kt (4) where ABU SE kt , HEROIN kt , and COCAIN E kt are the per capita rates for admissions involving prescription drugs, for admissions with heroin as the primary substance of abuse, and for admissions with cocaine as the primary substance of abuse, respectively, in state k at time t and where we assume
Cov(e 2kt , u 2k ) = 0 Our interest in examining the possible relationship between prescription drug abuse and illicit drug use motivates the inclusion of HEROIN kt and COCAIN E kt in Equation (4). It would not be surprising to find per capita admissions for heroin as the primary substance of abuse associated with per capita admissions for pain relievers (which given our operational definition might be the secondary or tertiary substance of abuse). Heroin and prescription pain relievers are both opioid agonists and therefore to some degree substitutable entities. The same reasoning holds true regarding per capita admissions for cocaine as the primary substance of abuse and per capita admissions for stimulants (again as the secondary or tertiary substance of abuse) since both cocaine and prescription stimulants are dopaminergic. Interaction terms will be examined as well but are not represented above.
Equations (1) and (4) together constitute a multi-level simultaneous system which could be solved by ordinary least squares were it not for the random effects terms. But it is not practical to propose a fixed-effects model here due to limited sample size (states are monitored over seven time periods producing only 357 observations). Consistent with arguments by Teachman et al. [25] we therefore treat idiosyncratic and unmeasured differences that exist among states as nuisance parameters. The system is estimated for each of our composite measures using the SAS GLIMMIX procedure.
Results. Table VII presents information on the final SU P P LY models for pain relievers (PR composite) and stimulants (ST composite). All coefficients are significant at the .0001 level. The equations for pain relievers and stimulants are quite similar. Both indicate positive effects for T IME;
and both indicate a positive change in intercept and a negative change in slope associated with XP DM P and T IME * XP DMP . The latter terms are consistent with the lower grams per capita trajectories for pain reliever and stimulant composites observed in XP DM P states (and depicted in Table VIII presents information on the final ABU SE models for pain relievers and stimulants.
Measures involving treatment admissions are rescaled by a factor of 100,000. All coefficients are significant at the .0006 level. The results indicate that ABU SE of pain relievers (PR admissions)
is positively related to AGE, HEROIN and SU P P LY (PR composite). The HEROIN finding is consistent with substitution among opioid agonists. Similarly, ABU SE of stimulants (ST admissions) is positively related to COCAINE and SUP P LY (ST composite). The COCAIN E finding is consistent with substitution among dopaminergic agents. Taken together these findings suggest that PDMPs (particularly those which monitor proactively) play a role in reducing supply and in so doing have an indirect effect on abuse. But in order to assess whether variability in supply actually affects the decision to abuse prescription drugs it will be necessary to develop an individual response model. We pursue this task in the following section.
A Multilevel Individual Response Model
The aggregate model is informative in that it allows us to examine states as observable units over time, and to assess formally whether there are differences that exist in supply or abuse which may be attributable to the action of a PDMP. But models at this level do not allow us to understand much about individual choice. And one of the things that we are interested in learning more about is whether the presence of a PDMP, either through its effect on supply or directly, affects individual drugusing behavior. For this, we develop a multilevel model that focuses on drug choice as a function of both aggregate and individual factors. The specification of an empirical model to test for the impact of a PDMP draws upon the rational addiction literature. The theory of rational addiction rests on the notion that forward-looking individuals weigh the present value of the benefits of abusing an addictive substance against the present value of its associated costs, where costs and benefits are measured in terms of utility (Becker and Murphy [26] ; Becker et al. [27] ). Empirical results stemming from this research indicate that the demand for addictive substances is sensitive to changes in cost (Saffer and Chaloupka [28] ; Grossman et al. [29] ; Grossman [30] ). Phenomena that increase the cost in utility associated with the abuse of a particular substance include an increase in its own price, a reduction in its availability, a decrease in the price of substitute goods, and an increase in the price of complementary goods. All things being equal, the existence of a PDMP can be assumed to reduce the availability of prescription drugs and thereby reduce their demand relative to illicit drugs.
The existing literature gives no definitive conclusion as to how addictive substances enter the utility function jointly. Grossman et al. [31] cite several studies which tentatively suggest that cigarettes, alcohol, and illegal drugs may be complements. However, to the best of our knowledge, there is no empirical work documenting similarly the relationship between illicit and prescription drugs. 
Thus, we drop the subscript i when referring to state-level variables that do not vary over i for a given state k and a given time t, and we drop the subscripts i and k when referring to time-related variables that do not vary over i and k for a given time t.
The vectors of X 1 are circumscribed by the set of personal characteristics in the TEDS dataset that are relevant to our analysis. As noted above, these include gender, race, age, employment status, and educational attainment; as well as heroin or cocaine as the primary substance of abuse.
The vectors of X 2 include SU P P LY kt , P DMP kt , and XP DMP kt as defined above in Equation
(1). In addition, as an alternative to the hypothesis of state random effects, the large number of observations in the TEDS dataset permits testing for state fixed effects, an option that was unavailable to us in the aggregate analysis.
Allowing X 3 to include a deterministic term is one way of modeling how the probability of admission involving prescription drug abuse has changed over time, all else being equal. Indeed, a preliminary review of estimates of prescription drug abuse derived from a variety of sources, such as the Drug Abuse Warning Network (DAWN), the NSDUH, and TEDS, suggests a strong secular trend during our observation period. Alternatively, changes over time could be modeled using time fixed effects.
The large number of observations in the TEDS dataset also permits inclusion of interactions between the columns of X 1 , X 2 , and X 3 . For example, interactions between appropriate columns of X 1 and X 2 allow us to test for variation in the impact of PDMPs on the probability of admission involving prescription drug abuse by various personal characteristics; while interactions between appropriate columns of X 2 and X 3 allow us to test for variation in the impact of PDMPs on the probability of admission involving prescription drug abuse over time. We can also test for the presence of random variation in slopes across states; or slopes can be allowed to vary deterministically across states.
Thus Y * ikt is an unobservable response variable that, assuming randomly distributed state effects, has the following three-level linear specification,
where u k represents an unobserved, randomly distributed state effect, e ikt is a randomly distributed error term, and δ nk captures the random variation in the slopes by state. 3 In addition, we assume
Cov(e ikt , u k ) = Cov(e ikt , δ nk ) = 0, ∀n
In practice, however, we actually observe a binary response variable, Y ikt , defined by
Thus, if Y * ikt > 0, then the ikt th individual admitted for treatment reports that she does indeed abuse a prescription drug and we observe Y ikt = 1. If she reports otherwise, then we observe
Continuing with the example presented in Equation (5), the conditional expectation of Y * ikt , given particular values for the explanatory variables, can be expressed as follows,
Then the probability of observing abuse of a prescription drug by individual ikt is
where F (·) is the cumulative distribution function for the random error term, e ikt . The observed values of Y ikt are thus realizations of a binomial process with probability π ikt , such that
with conditional variance π ikt (1−π ikt ), implying the following general form for the likelihood function,
A more detailed specification of the likelihood requires additional assumptions about the distributions of u k , δ 1k , δ 2k , and e ikt . Following convention, we assume that u k , δ 1k , and δ 2k are distributed as N (0, σ 
implying in turn the following linear form for the multilevel logit regression model,
where z ikt = p π ikt (1 − π ikt ) represents the binomial standard deviation. Solving Equation (10) for the exponentiated expression yields,
which has the familiar interpretation of the log odds of observing Y ikt = 1. Alternatively, the probit model implies the following functional form for π ikt ,
where Φ(·) denotes the cumulative standard normal distribution.
The logistic and cumulative standard normal distributions are similar in that both transform a variable defined over the interval between and including 0 and 1 into an interval defined over the entire real line. However, the logistic distribution is thicker in the tails.
Results. We estimate the model described in the previous section with particular interest in the sign and size of the elements of γ 2k and γ 6 . Indeed, our interest in these parameters supersedes our interest in estimates of Y ikt itself. This prioritization of objectives is not trivial since, as criteria for model selection, the two are not necessarily compatible (Greene [32] ).
For samples that are well-balanced between values of Y ikt , the choice is less important since logit and probit models are known to give similar results. But in this case the proportion of individuals admitted to treatment who report prescription drug abuse (Y ikt = 1) is relatively small (less than 10 percent). And under these circumstances, the two models can give very different results (see Greene [33] ). It will therefore be informative to assess the stability of our estimates relative to alternative distributional assumptions.
Equations (10) and (11) indicate that our coefficients are distribution-dependent; and therefore the results produced by a logit model may not be consistent with the results produced by a comparable probit model. As an aid to assessing stability across models we calculate the marginal effect associated with each explanatory variable following Greene [32] . Thus,
where F (·) is the cumulative distribution function referenced in Equation (8) .
Model selection is made further problematic by the large size of the dataset. Teachman et al. [25] point out that as sample size increases hypothesis tests based on the chi-square statistic may result in rejection of a null hypothesis that is "only trivially false." With this observation in mind, we seek the most parsimonious model in which coefficient estimates are found to be insensitive to marginal changes in specification. Only coefficients statistically different from 0 at the .0001 level are accepted for inclusion.
We begin by presenting the random effects logit model. Estimates for the most parsimonious versions of Equation (5) are provided in Table IX for pain relievers and in Table X for stimulants, along with their standard errors, t-statistics, and marginal effects. The findings indicate that for both classes of drugs, women have higher probabilities of admission involving abuse than men. Again for both classes of drugs, whites have higher probabilities of admission involving abuse than non-whites.
While the probability of admission involving pain reliever abuse increases with age, the opposite holds true for the probability of admission involving stimulant abuse. For both classes of drugs, full-time employment reduces the probability of admission involving abuse. Educational attainment increases the probability of admission involving pain reliever abuse and decreases the probability of admission involving stimulant abuse. Heroin abuse increases the probability of admission involving pain reliever abuse, while cocaine abuse appears to have the opposite effect. As suggested earlier by the results of our aggregate analysis, this may indicate substitution among opioid agonists. Both heroin and cocaine abuse reduce the probability of admission involving stimulant abuse. Increasing the SUP P LY of pain relievers (PR composite) increases the probability of admission involving pain reliever abuse; and increasing the SU P P LY of stimulants (ST composite) increases the probability of admission involving stimulant abuse. We are particularly interested in the relationship between abuse and SUP P LY . Figure 25 depicts the probability of admission involving pain reliever abuse as a function of SUP P LY (PR composite)
holding constant the values of all other explanatory variables. The relationship is nonlinear and accelerating thus suggesting the potential for a substantial return on efforts to curtail availability. As noted above it will be useful to examine the effects of alternative model specifications (state fixed effects versus state random effects) and distributional assumptions (logistic versus cumulative standard normal) on the stability of our estimates.
We begin by presenting the results from a logit model with state fixed effects in Table XI for pain   relievers and Table XII for stimulants. The coefficients are remarkably similar to those presented in Tables IX and X. We then re-estimate using a probit model with state fixed effects. With highly unbalanced samples such as this the logit and probit models can give different results. However, comparing the marginal effects in Tables XIII and XIV to those in Tables XI and XII , we see that the models are consistent. They support the hypothesis that the probability of admission involving prescription drug abuse responds positively to increases in drug supply and (by inference) negatively to the presence of a proactively monitoring PDMP. This work examines the direct and indirect effects of PDMPs on the abuse of prescription drugs.
Within this context we focus on the impact that PDMPs have on the supply of prescription drugs;
and on the impact that PDMPs and supply together have on abuse. Methodological considerations lead us to focus on Schedule II pain relievers and stimulants, and composite measures for these two classes of drugs are developed for use in our analysis. Our approach involves estimation of both aggregate and individual response models.
The aggregate model suggests that the presence of a PDMP reduces per capita supply of prescription pain relievers and stimulants, and that this in turn reduces the probability of abuse for such drugs (the probability of prescription pain reliever abuse is a function of the per capita supply of prescription pain relievers, and the probability of prescription stimulant abuse is a function of the per capita supply of prescription stimulants). The evidence also suggests that states which are proactive in their approach to regulation may be more effective in reducing the per capita supply of prescription pain relievers and stimulants than states which are reactive in their approach to regulation.
The individual response model assesses the effects of aggregate characteristics (such as the presence of a PDMP and the supply of prescription pain relievers and stimulants) and personal characteristics (such as gender, race, age, employment status, educational attainment, and heroin or cocaine abuse) on the probability of prescription drug abuse. The findings are consistent with those provided by the aggregate model, suggesting that the probability of prescription pain reliever abuse is a function of the per capita supply of pain relievers, and that the probability of prescription stimulant abuse is a function of the per capita supply of stimulants.
We noted earlier that the probability of prescription pain reliever abuse is actually higher in states that have monitoring programs than in states that do not. On the surface this appears difficult to explain since these states have been effective in reducing the per capita supply of pain relievers. And we know from our individual response model that the decision to abuse pain relievers is sensitive to supply. We are thus drawn to return to our aggregate model in an effort to explain this paradox and to quantify the impact of PDMPs.
Taking the coefficients from Table VII we project values for per capita supply in states that monitor proactively as though no programs existed there. The coefficients from Table VIII In summary, the results from our aggregate and individual response models indicate that PDMPs which monitor proactively have inhibited growth in prescription sales (for pain relievers and stimulants) and in so doing exerted an indirect effect on the probability of abuse for these drugs.
Directions for future research. The rational addiction model suggests the importance of illicit drug prices in the decision to abuse prescription drugs. It is well known that illicit drug users often compensate for reduced supply by substituting licit drugs that have similar effects. We might therefore reasonably expect prescription pain relievers to become popular in areas, and during times when, the price of heroin is relatively high. It may thus be instructive to introduce measures of price per gram pure for heroin, cocaine, crack, and methamphetamine into our model and to examine possible substitution effects in greater detail.
In 2004 the RAND corporation received a contract from the Office of National Drug Control Policy (ONDCP) to develop a consistent series of estimates for price and purity (Arkes et al. [21] ). The
System to Retrieve Information from Drug Evidence (STRIDE) provided the basis for these efforts. 4 Data availability allowed price and purity estimates to be made for 29 cities, quarterly, for each drug identified above, and these exist over the duration of our study period. ONDCP has made the RAND estimates available to SAI for use in its analysis. We propose to develop a model that draws upon this information in subsequent work.
