I. INTRODUCTION
Most applications of water demand emphasize the need for accurate and unconstrained price elasticity estimates as well as parsimony in parameters. The combination of these two features is particularly important in dynamic simulation models of water planning and management where water demand estimates are used to evaluate the welfare implications of different water allocations over time. Whether it is to evaluate water supply enhancement projects, water conservation measures, rate changes, or the conjunctive use of ground and surface water, dynamics are involved and the choice of a functional form is paramount. The need for dynamic water management models has become more pronounced, especially for the development of municipal water plans. For example, in Texas, the focus of our empirical analysis, rapid urban growth in the last thirty years has caused large transfers of water from agriculture to municipalities, and the trend is expected to continue in the future.' Many municipalities are depleting their ground water reserves, causing increased pumping costs for all future periods, land subsidence, and quality degradation. At the same time, surface water is becoming scarce and cities must decide whether to use ground water, surface water, or both (Hultberg 1999) . Similar problems are commonly found elsewhere and it has become clear that the sustainability of economic development in many cities depends largely on improved long-run planning and management of scarce resources such as water.
Water demand estimation involves a tradeoff between achieving parsimony and global regularity of the preference structure on the one hand, and flexibility on the other.2 Most of the earlier studies in water demand have chosen simplicity, using linear and/or log-linear specifications.3 The resulting restrictions on elasticities are not problematic as long as price variation is small and predictions are made within a similar price range. Because there is evidence that price elasticity is neither constant nor increasing with the price level, we need a functional form that allows elasticity to decrease with price.4 Except for cases where different regressions are performed on subsamples of the data,5 nonconstant elasticity results have been obtained using flexible functional forms, but flexible forms are not well suited for specification of benefits in dynamic programming simulations for reasons explained below.
Although flexibility often provides good sample fits, out-of-sample forecasts suffer if the values of variables trend away from within-sample values. Global curvature restrictions can be imposed on these flexible forms but, unless flexibility is greatly restricted, the number of parameters needed is still large (Diewert and Wales 1987) . Some methods address the concavity problem by only imposing restrictions locally "over a set of prices where inference will be drawn" (Terrell 1996) , but this does not solve the out-of-sample problem.
Hausman and Newey (1995) use nonparametric methods to estimate exact consumer surplus. Dynamic optimization models usually employ consumer surplus, but the consumer surplus must be expressed as a function of control variables that change over time. A nonparametric estimation with numerical approximation of a demand function cannot be used for this purpose. The main problem is one of parameter parsimony. None of these functions are parsimonious enough to be used in dynamic simulations where the full form of the demand function is required.
In addition, in most flexible form estimations, parameter estimates are functional approximations and often do not have any straightforward economic interpretation. To get better insights on results of dynamic optimization models and their sensitivity to parameterization, it can be important to be able to interpret the demand parameters with reference to an underlying structural model.
The present paper suggests and estimates a functional form that is simple, interpretable, and generates nonconstant price elasticities. We propose the use of a Stone-Geary demand function and compare its performance to a flexible functional form, previously used in water demand estimation, the Generalized Cobb-Douglas (GCD).6 The comparison is based on the estimation of water demand using five years of monthly data from a large number of Texas communities. We find that the elasticities obtained for the Stone-Geary have seasonality patterns similar to the estimates obtained for the GCD, as long as Stone-Geary parameters are allowed to be linear functions of the exogenous variables used in the GCD regressions. Also, the estimated function does not break down at high levels of prices and provides insight into the determinants of threshold effects on water use.
The paper is organized as follows: Section 2 contains a brief description of the data, variables, and functional forms. Improvements provided by a random effect estimation of the GCD functional form are presented in Section 3. In Section 4, results of the Stone-Geary estimations are reported and compared to the GCD results and some caveats in parameter interpretation are discussed. AP was statistically shown to be the price variable on which individual decisions on water consumption are made, as opposed to the marginal price or a Taylor-Nordin specification for multipart tariff structures (Griffin and Chang 1990). Although economic theory without transaction costs suggests that con-8 Years could only be identified when the full 5 years of a given month were reported. Consequently, the municipalities dropped were those with the most irregular reporting. The new sample is more homogeneous and is less likely to contain measurement errors. The most noticeable difference between the two samples is the drop in percentage of population of Spanish origin (see Table 1 ). 9 Foster and Beattie (1979) justify the exclusion of other goods in the estimation arguing that water has no direct substitutes and is a complement only with durable items such as appliances, the price of which does not affect water consumption once they have been purchased. Cross price effects are therefore normally assumed negligible in water demand. We will discuss the implications of this restriction in the context of interpreting the "threshold water use" parameter obtained from the Stone-Geary estimation. 
II. EXPLANATORY VARIABLES

Functional Forms
The Generalized Cobb-Douglas (GCD) demand function. The GCD specification contains features similar to a double logarithmic model in that the demand function is asymptotic to the price axis, has a positive quantity intercept and does not assume constant elasticity. The GCD form was originally proposed by Diewert (1973 10 An economic theory endogenizing transaction costs would recognize the high household cost of determining MP relative to AP. AP can be identified from typical water bills, whereas MP requires knowledge of the typical rate structure. As Foster and Beattie point out in their 1981 paper, at low water values, households will not be motivated to spend the resources needed to determine MP. We concur with the Foster and Beattie position that the choice of a price variable for water is properly a matter of explanatory ability. It must be noted, however, that as water becomes more scarce, the empirical superiority of AP might not persist.
" This feature is a weakness specific to water demand estimation. Two problems arise. First, the presence of storage tanks allows for monthly variations in production that may not reflect monthly variation in consumption. Some of the data had to be discarded because of high variation that canceled out in the next month. Second, losses to the system are included. These losses constitute 15 to 20 percent of water supply in Texas municipalities (TWDB 1990, 2-8).
12 It must be noted that the burden is on communities to report this properly and we cannot be confident about their care. However, because larger water users have larger diameter service and meters (which are accompanied by higher monthly flat fees), it is relatively easy for communities to report industrial water use separately as requested by the TWDB. 13 The GCD form has been more commonly used in production analysis. See for example Guilkey, Lovell, and Sickles (1983) for a comparison of the performance of different functional forms for cost estimation. They use an extended version of the GCD form (EGCD) which does not restrict the coefficients on cross products to equal 1/2. They find that in almost every comparison they conducted, the Translog (TL) systems estimator and the EGCD estimator outperform all other estimators, typically by a wide margin. However, each of these flexible forms always performs better when the production function exhibits some features of the underlying restricted form. The GCD form is able to provide nonconstant elasticity estimates over the sample.14 However, the number of parameters involved in the functional form is large'5 and raw parameters are not readily interpretable. This complexity limits the use of estimation results to applications requiring only elasticity estimates.
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The Stone-Geary demand function. Because most structural dynamic models require more than just elasticity estimates, we look for a functional form that involves fewer parameters but still allows price elasticity to vary seasonally and with the levels of price, income, and quantity variables. The Stone-Geary form is interesting in these respects. 16 The function has been commonly used for food products, durable goods, and in the study of grants-in-aid, but it has not been investigated in the water demand literature. where the subscripts w and z indicate respectively parameters pertaining to water and to all other goods. We use I* for income and P for price in this specification to distinguish them from I and AP used in the GCD specification. Some minor transformations of the variables have to be made so that the measurement of price and income corresponds to the units used for Q (per capita and per day).'17 Price elasticity is given by -P (I* -yz) (P,Q,). The Stone-Geary function only allows for inelastic demand. This feature is not a problem for water given overwhelming support for low price elasticity in the literature.'8 Another feature of this price elasticity is that it is not constrained to increase with price, which distinguishes it from the linear form and makes it more appropriate for expected long-run elasticity changes. Income elasticity is PI*/I(P,Q,). This result implies that only normal goods can be analyzed with the Stone-Geary functional form. Water fits into this category.
Following McGuire (1979), we choose to abstract from y, the general subsistence level, and treat I* as the supernumerary income. This simplifies the function, leaving only two parameters P and y, both pertaining directly to water demand. This simpler specification is preferred because y, provides no information relevant to the study. The remaining y parameter is renamed as the conditional water use threshold. Indeed, the term "subsistence level" is misleading for water demand analysis. The y parameter does not indicate how much water is needed to survive, but the amount of water that may not be responsive to prices. The term conditional emphasizes that this threshold is dependent on the available technology, the state of ownership, the pricing structure, and the price of water-consuming durable goods during the time period of the estimation. In the following we simply use the word threshold to refer to y.
The parameters y and P vary with the exogenous variables. y is assumed to be a linear function of exogenous variables that have been shown to be of significance in water demand but are not directly included in the Stone-Geary formulation. These are the climate variable (C), the Spanish population variable (SP), and the average precipitation variable (AAP). Common sense indicates that the threshold should be sensitive to these variables. The impact of climate variables is intuitive. The impact of the SP variable could come from the fact that the variable may capture family size or cultural differences. The marginal budget share may also be sensitive to some exogenous variables, and there is no reason to assume that it is constant. Actually, a constant 1 would most likely generate un-7 I* = 1 (1000/365), and P = AP/1000. 18 See Danielson (1979) where results from a large number of studies on water demand elasticities are summarized in a convenient 
III. GENERALIZED COBB-DOUGLAS ESTIMATION Estimation Methods
We perform a simple OLS estimation,20 add dummy variables for each month and year (OLSMYD), and compare the results to a random effect specification using Generalized Least Squares (GLS). The addition of time dummies is necessary to separate the seasonality and year effects from cross-sectional heterogeneity.21 The one-way (crosssectional) random effect model is intuitively appealing in this setup because the sample can be considered to be a random sample from a larger population of communities. Two features of the data make a fixed effect model impractical. First, the number of cross sections (N) is large and the loss of degrees of freedom caused by the addition of N -1 dummy variables jeopardizes the stability of the coefficients. Second, and most important in our case, three of the variables used are time invariant, which makes a fixed effect model incapable of identifying coefficients on these variables.
The one-way random effect specification of the GCD form is In Qit = 6o + Zit4 + ui + E,t, where Z consists of data for the right hand side variables to be used in the GCD form,
•it is the classical error term, normally distributed and with zero mean, and ui is a community-specific error term. This panel data formulation of the model uses the heterogeneity information contained in the data. The inclusion of a community-specific error term generates a nonstandard covariance structure. GLS is efficient and improves upon OLS as long as the effects are nonzero and uncorrelated with the regressors, which would make GLS inconsistent.22 Hausman-Wu tests are carried out for all the random effect estimations. The results for all one-way random effect specifications (reported in Table 2 ) suggest that there is no problem of correlation between the effects and the exogenous variables when only cross-section random effects are used. F-tests calculated from fixed effects regressions and reported in Table 2 indicate the presence of cross-sectional sample heterogeneity. The GLS one-way random effect estimation should therefore be efficient and improve upon OLS. 21 First, only month dummies were added to capture seasonality but year effects were found to be.highly significant. A simple OLS linear regression of Q on the exogenous variables, month dummies, and a year variable gave a highly significant coefficient of 4.82 on the year variable. Adding year dummies to our GCD regression takes care of this positive trend.
GCD Results
OLS and GLS
22 For a theoretical discussion of one-way fixed and random effects models, see Greene (1997, 618-30) and Baltagi (1995, 9-18) . 23 Estimation of the GLS one-way unbalanced data random effects model is performed in SAS-ETS (1996) using the Baltagi and Chang (1994) specialization of the approach used by Wansbeek and Kapteyn (1989) for unbalanced two-way models. A two-way random effect estimation is also performed, but the Hausman-Wu test on this regression gives a poor result suggesting some correlation between the time effects and the exogenous variables (see Table 2 ). Table 3 . To evaluate the effect of the change in sample size from 12,050 to 9,430 observations, the OLS results with and without time dummies for both samples are also reported. Finally, to investigate how the function performs in picking up seasonal variation in price elasticity, the parameters and elasticities are calculated at the January and July means. Table 4 presents these results.
Price elasticities obtained with OLS and evaluated at the sample mean range from 0.35 to 0.37. The GLS one-way random effect estimates of price elasticities are uniformly larger than their OLS counterparts, ranging from 0.39 to 0.47. As in the OLS estimation, the GLS estimate is a weighted average of the "within" estimate (which ignores variation between communities) and the "between"' estimate (which ignores variation within communities). However, a nonzero variance of the ut's increases the weight on the within estimate and decreases the weight on the between estimate when using GLS. Because the price (AP) and the climate variable (C) are the only variables that have nonzero within estimates, the GLS estimates on these variables are expected to be greater. In particular, since income is time invariant, the within estimate of price elasticity is likely to include the missing variation in income (which should increase price elasticity since water is a normal good). Finally, the use of GLS affects the significance levels of the estimates. Although the significance levels on price elasticities remain high, significance levels on elasticities with respect to I, SP, and AAP are reduced. Again, because the within variation is given more weight in the GLS regression and because these variables are invariant within communities (and therefore given a zero coefficient in the within estimation), this is not a surprising result.
We wish to evaluate how elasticities are likely to behave if this functional form and its estimates are used out of sample in longrun planning models (i.e., when higher values of variables such as price and income are used). To do so, elasticities are calculated at 24 The price elasticity is calculated as 
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Gaudin, Griffin, and Sickles: Water Demand Specification 409 the maximum sample values of price and income. Results are reported in Table 5 . Elasticities are generally reduced except when evaluated at maximum income. One important feature is that in most cases, except for the random effect specification with dummies, price elasticities become positive. This indicates that the functions do not perform as well at the maximums. This problem is likely to worsen when the estimates are used out of sample. Figures 2 and 3 provide a comparison between the OLS and GLS estimations of the GCD function with and without month and year dummies. As expected, the GCD function estimated with random effects (GLS) is better behaved than the OLS estimated function at higher prices, retaining its downward sloping shape. Figures 4 and 5 provide a comparison of the January and July functions using OLS and GLS with and without the use of month and year dummies. Again, the GLS estimated function retains its negative slope. The seasonal shifts are somewhat less pronounced at higher prices when using GLS. Finally, the use of dummy variables in the estimation seems to capture the shifts in a smoother way over a wider price range.
IV. STONE-GEARY ESTIMATION
The Stone-Geary functional form is estimated using OLS and GLS (one-way random effects) estimators. Although the function is always nonlinear in the variables, the regression equation can be written as linear or nonlinear in the parameters. Linear OLS can be used in the first case but nonlinear techniques are needed for the second formulation. The linear estimation focuses on the intercept and 0, which are estimated as independent coefficients, y is then calculated outside of the es- Table 7 (nonlinear estimation results). To better assess the robustness of our results, plots of the estimated functions are given for all the different specifications using the nonlinear estimates evaluated at the sample means (Figure 6) . The graph shows very little variation between the specifications to the extent that it is difficult to distinguish between them.
Hausman-Wu tests for GLS random-effect regressions are quite poor when month and year dummies are not included. These test results suggest that there is some correlation between the regressors and the effects and cast doubt on consistency of the parameter Table 8 reports the estimated marginal budget shares (P), conditional water thresholds (y), and price elasticities (E) for the SGE(y) and SGE(y, P) regressions with dummies. The parameters and associated approximate standard errors are evaluated at the sample means, the January means, and the July means.27 All parameters are highly significant. One must be very careful when interpret- 27 The threshold parameter involves an intercept which includes month and year dummies. For results evaluated at sample averages, the averages of coefficient estimates on month dummies and year dummies are used. For the January and July results, y is calculated using the estimated coefficient on the appropriate month dummy. 
PLOT OF NONLINEAR ESTIMATIONS OF STONE-GEARY DEMAND EVALUATED AT SAMPLE MEANS
ing y for several reasons. First of all, water production is used instead of water consumption. This implies that all losses to the system are included in the threshold. Water utilities (or city planners) need to interpret this parameter as a per capita production threshold, which can be lowered proportionately to a reduction in losses. To obtain the consumer's water use threshold, the y estimate must be corrected by the average losses of the community.
The second caveat is all other goods are assumed to be gross complements to water consumption. In particular, the tradeoff between a more expensive water-efficient durable good versus one that is less expensive but uses more water is not considered. Threshold parameters are likely to be reduced if technology changes allow water to be economized. The availability of water-efficient durable goods, such as water-efficient toilets and washing machines, will have an impact on water demand and the water use threshold. However, this will only be observed if our time period allows for large price reduction in these goods. Also, residential customers are likely to reassess their decision to maintain lawns if the price of water increases beyond the levels of our sample, a fact that cannot be captured in our estimates.
Finally, it is important to note that the estimated threshold is conditional on the price structure in place. A price structure that incorporates fixed charges does not allow marginal prices to be clearly defined. Consequently, individuals use average price in their decision to consume water, as is the case in the Texas sample we use (see Section 2). A large threshold indicates that conservation practices which are not price-based (or only affect prices of substitutes) may potentially have more impact on the reduction of water use per capita than price increases on water. This does not mean that a fundamental change in the price structure, making marginal prices more transparent, would not be a better policy tool. These considerations make our results problematic for long-run predictions when increased water scarcity would bring about modifications of the pricing system and change the value of y. In addition, the water threshold is only a function of our climate variable, average rainfall, and percent of population of Spanish origin. Only SP is likely to increase and have some impact on the level of y.28 Ideally, if a longer time series with data on the price and availability of water conserving goods were available, one could make y a function of these new variables as well, allowing y to vary over time.
Nonetheless, even when production data is used, results on this conditional threshold parameter are still informative in the short run. They show that, given the range and structure of water prices, given the availability and prices of other goods that could partially "substitute" for water, and with losses of 20-25%, more than half of water use may not be responsive to price.
Elasticities. The elasticities obtained from the Stone-Geary specification and evaluated at the appropriate means are lower than the GCD results. The range of price elasticities using Stone-Geary is 0.19 to 0.28, compared to 0.35 to 0.47 using GCD. The results also indicate that the Stone-Geary specification allows significant seasonal variation in elasticities. When P is fixed, summer elasticities are lower than winter elasticities. This is not surprising because the Stone-Geary elasticity is inversely proportional to the expenditure; with P fixed, the increase in Q, due mostly to factors other than a price decrease, domi- nates. If one wants to measure seasonal elasticities, the marginal budget share parameter needs to vary with the seasonal variables (C, in our estimation). When 0 is allowed to vary, the result of higher price elasticities for summer demand is re-established. Both the OLS and GLS estimation of SGE(y, 0) give a seasonal variation of elasticity estimates larger than the GCD regression. Stone-Geary results give an increase in elasticity between winter and summer of 0.12 (from 0.15 to 0.27 for OLS and from 0.12 to 0.24 for GLS), whereas the GCD results showed an increase of 0.06. The main objective is to determine whether the simple Stone-Geary specification could provide ranges of elasticities comparable to the more flexible GCD form yet allow for out-of-sample use in simulations when variables increase over time. Table 9 reports price elasticities at the sample maxima of price, income, and quantity. It shows that the Stone-Geary specification yields a large variation in price elasticity when the values of most variables increase. All elasticities calculated at maxima are lower than elasticities calculated at the sample averages. The only exception is when the elasticity is calculated at maximum income only. This seems reasonable since the price relative to income has decreased. Unlike the GCD estimation results, price elasticities remain strictly negative in all cases. Figure 7 shows the plot of the OLS and GLS estimated Stone-Geary function with month and year dummies and nonconstant marginal budget shares and compares it to the previous GCD results. For the comparison, the one-way random effect estimation of GCD with month and year dummies is used since it was shown to behave best at higher prices. The Stone-Geary estimated functions have a steeper slope and retain higher quantity levels than GCD at higher prices. This is a direct result of the Stone-Geary formulation, which constrains the function to be asymptotic to a minimum quantity determined by the threshold parameter. The function is still well behaved in that it is downward sloping everywhere. This result improves upon the OLS estimated GCD function (Figure 3 ).
V. CONCLUSION
The motivation for using Stone-Geary was simple: we wanted a function with few, easily interpretable, parameters that could be used in dynamic management problems that require more than just price elasticities on the demand side. Alternative functional forms that retain a simple parameter structure are the linear and log-linear forms. Linear demand forces the elasticity to increase as price increases, and the log-linear form maintains constant price elasticity. Constant price elasticity has been commonly used in water management models that include the computation It is surprising that the Stone-Geary function has not been used in water demand estimation. The behavior it implies, that individuals will use a minimum amount of a good regardless of price fluctuations, and then decide on the rest according to a preference parameter, the price, and their income, seems well suited for water. Furthermore, the fact that water is a normal good and has inelastic demand makes it a good candidate for a Stone-Geary specification. The form is parsimonious enough to parameterize demand in structural dynamic models of water management and our analysis shows that the specification is also able to provide estimates of elasticities comparable to other more complicated forms.
A good benchmark was needed to evaluate the performance of the Stone-Geary specification. The General Cobb-Douglas (GCD) estimation of municipal water demand in Texas was refined using econometric techniques that allow the panel structure of our data to be fully exploited. The new random effect estimation (GLS) improves upon the OLS procedure. Price elasticities are similar but slightly higher. Elasticity estimates of 0.39 to 0.47 are obtained using GLS, compared to 0.37 using OLS. Summer elasticities were 0.06 points higher than winter elasticities for OLS and GLS results. GCD gives price elasticities that decrease both in price and income. When calculated at the maxima of our price and income data, elasticities were significantly lowered. Of all the estimations of GCD, only GLS with month and year dummies retained a negative price-quantity relationship at high prices. The Stone-Geary results give elasticities ranging from 0.19 to 0.28. Although lower,
