A precise meaning is given to the notion of continuous iteration of a mapping. Usual discrete iterations are extended into a dynamical flow which is a homotopy of them all. The continuous iterate reveals that a dynamic map is formed by independent component modes evolving without interference with each other. 
Introduction
There are two main approaches to describe the evolution of a dynamical system. 1 The first has its roots in classical mechanics -the solutions of the dynamical differential equations provide the continuous motion of the representative point in phase space. 2 The second takes a quite different point of view: it models evolution by the successive iterations of a well-chosen map, so that the state is known after each step, as if the "time"
parameter of the system were only defined at discrete values. 3 It is possible to go from the first kind of description to the second through the snapshots leading to a Poincaré map. Our aim here is to present the first steps into a converse procedure, going from a discrete to a continuous description while preserving the idea of iteration. This is possible if we are able to "interpolate" between the discrete values in such a way that the notion of iteration keeps its meaning in the intervals. The necessity of finding B t [f] for non-integer "t" leads to the problem of defining functions of matrices, succinctly discussed in section 3. Given a matrix B, there exists a very convenient basis of projectors in terms of which any function of B is defined in a simple way. A method is given to obtain the members of this basis in a closed form, in terms of powers of B.
The procedure is applied to Bell matrices in section 4 to obtain B t [f] = B[f <t> ] for any value of t, from which the function f <t> (x) can be extracted and shown to satisfy conditions (1.1-2). It turns out that, though it is quite natural to call "time" the continuous label t, this "time" is related to a certain class of flows, amongst all those leading to a specific Poincaré map.
There is an extra bonus: the matrix decomposition in terms of projectors is reflected in a decomposition of the original map, and of its iterate, into a sum in terms of certain "elementary functions", each one with an independent and well-defined time evolution.
Bell matrices
Given a formal series with vanishing constant term, 
where c is a constant. Given two formal Taylor series
will have the Taylor coefficients F n given by the Faà di Bruno formula, 
whose inverse is
A generating function for the Stirling numbers of the first kind s k (j) is
For the Stirling numbers of the second kind S k (j) , the generating function is It is in reality an anti-representation because of the inverse order, but this does not represent any problem. This property comes easily by using twice (2.3), as
from which To arrive at B t , let us make a short preliminary incursion into the subject of matrix functions.
Matrix functions
Suppose a function F(λ) is given which can be expanded as a power
Then the function F(B), whose argument is now a given N×N matrix B, is defined by F(B) = Σ . (3. 3)
The function F(B) is consequently given by Let us examine the spectrum {x k } of B in some more detail. The eigenvalues x k will be called "letters" and indicated collectively by the "alphabet" x = {x 1 , x 2 , x 3 , . . . , x N }. A monomial is a "word". It will be convenient to consider both the alphabet x and its "reciprocal", the alphabet x* = {x* 1 , x* 2 , x* 3 , . . . , x* N } where each x* j = -1/x j . Notice that taking the reciprocal is an involution, x** = x. A symmetric function in the variables x 1 , x 2 , x 3 , . . . , x N is any polynomial P(x 1 , x 2 , x 3 , . . . , x N ) which is invariant under all the permutations of the x k 's. Only one kind of them will be needed here, the "j-th elementary symmetric functions", σ j = sum of all words with j distinct letters: 
We use the involution property and (3.5) to write the general expression
The j-th eigenvalue is absent in the numerator of expression (3.3) for Z j .
We shall need some results involving an alphabet with one missing letter.
Let σ ji [x] be the sum of all j-products of the alphabet x, but excluding x i .
For example, σ Ni [x] = Π N k≠i x k . We put by convention σ 0i = 1 and find that
In the absence of the i-th letter, (3.6) becomes
The projectors (3.3) are then Using (3.7) and (3.5) we get
, (3.12)
where we have also used Σ 
and what we have done has been to obtain its inverse:
. by one, just in this way. 10 Bell matrices are not normal, that is, they do not commute with their transposes. Normality is the condition for diagonalizability. This means that Bell matrices cannot be put into diagonal form by a similarity transformation. As it happens, this will not be a difficulty because we know their eigenvalues. That functions of matrices are completely determined by their spectra is justified on much more general grounds. Matrix algebras are very particular kinds of von Neumann algebras and it is a very strong result of the still more general theory of Banach algebras 11 that functions on such spaces, as long as they can be defined, are fixed by the spectra.
Another point worth mentioning is that the infinite Bell matrices which constitute the true, complete representation of the group of invertible series will belong, as limits for N → ∞ of N×N matrices, to a hyperfinite von Neumann algebra. Our considerations here are purely formal from the mathematical point of view, as we are only discussing formal series. We are not concerned with the topological intricacies involved in the convergence problems, though they surely deserve a detailed study. By the way, the infinite algebra generated by Bell matrices would provide a good guide in the study of function algebras with the composition operation.
The continuous iterate
We are now in condition to find, given a function g, the matrix B t [g] and its corresponding function, the continuous iterate g <t> (x). As many things -the B[g] spectrum for example -will depend only on the first-order Taylor coefficient, we shall put g 1 = a. By (2.6), the letters in the eigenvalue-alphabet of B[g] will be simple powers of a and the alphabet a = (a 1 , a 2 ,...., a N ) will have the reciprocal a* = (-a -1 , -a -2 ,...., -a -N ). The matrix Λ has entries (Λ ik ) = (a ik ) and the projectors
have now the coefficients
.
We can verify easily that tr Z 
As they have not the form (2.22), they cannot be the Bell matrices of any function. They inherit, however, a good property of the Bell matrices: for each N, the projectors Z j (N) contain, in their higher rows, the projectors 
Thus, just as the projectors give a decomposition of the identity matrix, the elementary functions provide a decomposition of the identity function,
Applying to B[g] the general form (3.2) for the function of a matrix, we have
The coefficients of the continuum iterate function
Time dependence is factorized in the alternative form Therefore, 
The function decomposition is preserved in time, as we can write We can introduce ε = ln a and rewrite (4.13) as recall that any strictly monotonous function of a first-given "time" is another "time".
We cannot resist exhibiting a last "thing of beauty". By the very manner it has been obtained, the expression (4.12) for the continuum iterate is equivalent to the highly mnemonic determinantal equation Expansion along the first column or the last row and comparison with (4.11) and (4.13) will give determinant expressions for C 
Concluding remarks
In the passage from functions to Bell matrices, composition is translated into matrix product and iteration into matrix powers. Continuous It is our contention that, with the continuum version of iterations, it will be possible to get a better understanding of the detailed unfolding of bifurcations and of the general relationship between the differential and the mapping approaches to chaotic dynamics.
