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Abstract
We prove an extension of Ekeland’s variational principle to locally complete spaces which uses subaddi-
tive, strictly increasing continuous functions as perturbations.
© 2006 Elsevier Inc. All rights reserved.
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Since its appearance in 1972, Ekeland’s variational principle has found many applications in
several areas of analysis. In addition to these applications, a great deal of effort has gone into
looking for, either equivalent formulations of the principle, or extensions of Ekeland’s principle
to the non-Banach space setting (see, for instance, [1–3]).
In this paper we continue this effort by giving a generalization of the principle to locally
complete spaces. Although there are extensions of the variational principle to locally complete
spaces (see, for instance, [2]), our approach uses a different form of perturbations, those intro-
duced by J. Qiu in [3], where he discusses Ekeland’s principle for Fréchet spaces. Our proof is
inspired by A. Hamel’s argument in [1, Theorem 2] where he extends a version of R. Phelps of
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argument [1], our proof is self contained since we do not appeal to the Banach space case.
Throughout this article, E will denote a Hausdorff locally convex real vector space. If B is a
subset of E which is balanced and convex, we will call B a disk. Let EB be the linear span of B ,
endowed with the topology generated by the Minkowski gauge of B , ρB . When B is bounded
ρB is a norm, and the norm topology is finer than the topology inherited from E. If (EB,ρB) is
a Banach space we say that B is a Banach disk. We say that E is a locally complete space if each
closed, bounded disk is a Banach disk.
The class P of perturbations we will use is defined as the family of functions ϕ : [0,∞) →
[0,∞) which are subadditive, nondecreasing, continuous, and satisfy ϕ(0) = 0. Functions like
ϕ(t) = t , ϕ(t) = n√t , ϕ(t) = ln(1 + t), ϕ(t) = arctan(t), are some easy examples of elements
of P .
We say that a lower semicontinuous function f :E → R ∪ {∞} is proper if its effective do-
main, dom(f ) := {x: f (x) < ∞}, is nonempty.
Theorem. Let (E, τ) be a locally complete space. Let f :E → R ∪ {∞} be a proper, lower
semicontinuous bounded below function and let ϕ be in P . Let x0 be a point in E. Then for any
Banach disk B in E such that x0 ∈ EB there exists x∗ ∈ E such that
(i) f (x∗) + ϕ(ρB(x∗ − x0)) f (x0), and
(ii) f (x∗) f (x) + ϕ(ρB(x∗ − x)), for all x ∈ E.
Proof. Let B be a Banach disk in E such that x0 ∈ (EB,ρB) and let
C = {x ∈ EB : f (x) + ϕ(ρB(x − x0)) f (x0)}.
Observe that C is nonempty and ρB -closed in EB .
Let g :EB →R∪ {∞} be the function defined by
g(x) =
{
f (x) if x ∈ C;
∞ if x ∈ EB \ C.
Note that g is both lower semicontinuous and bounded below.
Now, starting from any y1 in C construct, inductively, a sequence (yk) in C such that
inf
{
g(x) + ϕ(ρB(yk − x)): x ∈ EB}
 g(yk+1) + ϕ
(
ρB(yk − yk+1)
)
 inf
{
g(x) + ϕ(ρB(yk − x)): x ∈ EB}+ 12k . (1)
In particular, by using x = yk , we obtain from the inequality above that the sequence (yk) satisfies
g(yk+1) g(yk+1) + ϕ
(
ρB(yk − yk+1)
)
 g(yk) + 12k ,
from which we have that the bounded below sequence (g(yk)) is “almost” decreasing, that is,
g(yk+1) g(yk) + 12k .
By passing to a subsequence, we may assume without lost of generality, that the sequence (g(yk))
converges. Hence,
ϕ
(
ρB(yk − yk+1)
)
 g(yk) − g(yk+1) + 1k .2
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ϕ
(
ρB(yn − ym)
)
 g(yn) − g(ym) +
n∑
j=m+1
1
2j
.
Hence,
ρB(yn − ym) ϕ−1
(
g(yn) − g(ym) + 12m −
1
2n
)
.
Since g(yn) − g(ym) + 1/2m − 1/2n converges to 0 as n,m → ∞ then the sequence (yk)
is ρB -Cauchy and therefore converges to a point in C, say x∗ (note that x∗ ∈ C gives (i) by
the definition of the set C). In order to check that x∗ satisfies (ii), take x ∈ EB , x = x∗. From
inequality (1) we have that
g(yk+1) + ϕ
(
ρB(yk − yk+1)
)
 g(x) + ϕ(ρB(yk − x))+ 12k .
Now let k → ∞ to obtain
g(x∗) g(x) + ϕ(ρB(x − x∗)).
To get (ii) in the theorem we consider the following cases:
Case 1. If x ∈ C, then g(x) = f (x) and f (x∗) = g(x∗) f (x) + ϕ(ρB(x − x∗)).
Case 2. If x ∈ EB \ C then f (x) + ϕ(ρB(x − x0)) > f (x0) by definition of the set C. Since
x∗ ∈ C then f (x∗) + ϕ(ρB(x∗ − x0)) f (x0). Hence, for any x = x0,
f (x∗) + ϕ(ρB(x∗ − x0)) f (x0) < f (x) + ϕ(ρB(x − x0))
 f (x) + ϕ(ρB(x∗ − x)+ ρB(x∗ − x0))
 f (x) + ϕ(ρB(x∗ − x))+ ϕ(ρB(x∗ − x0)).
Thus, f (x∗) < f (x) + ϕ(ρB(x∗ − x)).
Case 3. If x ∈ E \ EB then ρB(x) = ∞ and (ii) follows immediately. 
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