Abstract. Let G be a Lie group with Lie algebra 9 and 8 = u(g), the universal enveloping algebra of 9; also let U be a representation of G on H, a Hubert space, with dU the corresponding infinitesimal representation of 9 and S. For G semisimple Harish-Chandra has proved a theorem which gives a one-one correspondence between dU(o) invariant subspaces and U(G) invariant subspaces for certain representations U. This paper considers this theorem for more general Lie groups.
representations of g to representations of G. For an operator A in H, a(A), the set of analytic vectors for A, is given by ( oe ¡Z, II A'vW ~\ a(A) = 4 v e f| Dom (¿') | (3j > 0) 2 ^r1 s' < oo \.
For G semisimple K will denote the analytic subgroup arising from a maximal compact subalgebra of g. A vector v is compactly finitely transforming, i.e. ve Kh if v is contained in a finite-dimensional space which is invariant under tt(K). Harish-Chandra [6] used K, to show the density of analytic vectors for an important class of representations of semisimple Lie groups. Subsequently, Nelson [9] established that a(d-rr(A)) is dense and contained in H"^) for 7r any unitary representation of a Lie group. For i/ie Kf let t/=i/7r(u(g))i/i. Harish-Chandra [6] also showed that under certain conditions t/£//w(7r) and there is a bijective correspondence between ^(g) invariant subspaces of U and closed 77(G) invariant subspaces of Cl (U), the closure of U. In order to find a subspace on which such a correspondence holds, for general G it seems natural in the light of Nelson's work to consider subspaces defined in terms of a single operator arising from u(g) under a representation 77. For the group of strictly upper triangular 3x3 matrices drr(A)f, where A is computed with respect to the usual basis of g, the sum of íAt(A)'s eigenspaces provides an example of a space on which such a correspondence holds. This paper considers the suitability of diT(b)f for b e u(g) as a space where we can develop a correspondence for general Lie groups. This space, or more specifically dn(A)f, has also been of interest as a convenient subspace of analytic vectors on which to study the action of operators arising from u(g) for many Lie groups.
In §1 a criterion for an invariant subspace correspondence is proved. §2 investigates conditions under which this criterion is applicable. The algebra invariance of dir(b)f is seen to be critical to the criterion and this condition is considered in §3. §4 gives an example of a low-dimensional nilpotent group A/4, for which dn(A){ is not algebra invariant for a large class of representations. §5 considers the invariance of dn(A)t for arbitrary nilpotent groups.
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In what follows we will set 93=u(gc) for g real and 33 = u(g) for g complex, dv is understood to be the representation of g or S3 on H°°(tt). <a,..., z) will denote the linear span of the elements {a,.. .,z} and 2 Aj will denote the linear span of IM-1. A criterion for correspondence. We begin by introducing some concepts we will need.
Let A be an operator in a Banach space H. HAK will denote the eigenspace of A corresponding to the eigenvalue A. When speaking of a fixed be 33 and a fixed representation dn we write HK or Hb¡K for Hdn<b)¡Á. Af, the set of A finitely transforming vectors, is defined by Af={ve H |3 a finite dimensional subspace V^dorn A with ve V and A V^ V}. We will write b¡ for dn(b)f unless we wish to specify the representation. Now let A be a symmetric operator in a Hubert space H. Recall that A's eigenvalues are real and that different eigenvalues give rise to orthogonal eigenspaces. It is easily shown that A, = 2 HAX, and that this sum is direct where A runs through all eigenvalues of A. In particular any A invariant subspace V of A, is generated by eigenvectors and F=2 V(~\ HAX. Combinatoric arguments lead to a proof that a(B) = a(aB+ß) for a, ß constants with a^O. If A is symmetric then Af^a(A). Also, if A and B are essentially selfadjoint and have commuting spectral resolutions, then A S: B > 0 implies A' 5: Bj ä 0 which in turn implies a(A)^ a(B). In the case of a unitary representation U we have the following chain of spaces due to Nelson [9] and Goodman [4] : Af^a(A) ça(All2) = H<°(U) where A = Cl (l-dU(A)), the closure of 1 -dU(A).
The following theorem gives a general criterion for the desired sort of equivalence. Theorem 1.2. Let n be a representation of the Lie group G on a Hilbert space H such that n(G)*^n(G) and let b e 33. Suppose (1) dn(Q)bfç=bf, (2) b^H°>(n), (3) dim HbtK<cofor all eigenvalues X, and (4) dn(b) is a symmetric operator in H. Let M' be the set of dn(S&) invariant subspaces of(dn(b))f and let M be the set of closed n(G) invariant subspaces of Cl (dn(b)f). Then there is a 1-1 correspondence <p from M' onto M given by y(V') = Q\ (V) and <p~\V)= Vn (dn(b))¡ for V e M' and Ve M.
Before giving a proof we establish a lemma. Lemma 1.3. Let n be a representation of a Lie group G on a Hilbert space H such that n(G)* £ 77-(G) and let beSQ. Suppose dn(b) is symmetric, dn(b)f is dense in H and dn^f^H™.
Let p(g) = n(g)\Kfor allge G where K is a closedn(G) invariant subspace of H. Then dp(B)f is dense in K and dp(b)¡ = dn(b)f n K.
Proof. Since //is a Hubert space //=A"+A1 (direct sum) where A"1 is the closed orthogonal complement to K in //. Let P and P1 be the projections onto A and K1 respectively.
A is G invariant and K1 is G invariant too, since tt(G)*Çtt(G). If ve H00, then since P and PL are continuous and linear, Pv and PLv are in //a> also. Moreover, K™(p) = Hx(tt) n A: and K1"(p1) = Hcc(tt) n A"1 where / is the representation of AT1 induced by 7r.
We now show dTT(b)f = dp(b)f + dp1(b)f. Let us consider veHinib)tÁ. Then AP/j + AP-L7j = Az; = íf7r(¿))t; = íf77(6)P/j + í/77(A)P±t;. Since A and A1 are tt(G) invariant, Kco(p) and Klx,(Pl) are <Ar(33) invariant. Hence 0 = (dTr(b)-X)Pv + (dTr(b)-X)P1v so that Pv and P1»; are in H¿"m¡K. Thus HMb)^ = KdBmt" + KdLßi{bhK (direct sum) and we have shown ¿77(6)/ = dp(b)f + dpl(b)r (direct sum).
Suppose now that Cl (dp(b)r) # A. Then there is a nonzero k e A such that k_Ldp(b)f. But then k±dP1(b)f and so A:J_C1 (dp^r + dp^b),) or AJ_//. Thus A: = 0 and so Cl (dp(b)f) = A. Q.E.D.
Proof of Theorem 1.2. We define the maps <p and <p by <p(V') = Cl(V) for J7' g M' and y(F)=Fnl)/ for Ve M. We show (a)<p is a map from M' into M, On the other hand, vebf and hypothesis (1) tell us that d-n(X)v e b¡. Thus drr(o)(V c\bf)<^V n bf and so <p maps Af into Af'. (y) 9 ° 9 = I'> the identity operator on M'. For V e Af', <p o <p(V') = Cl(V) n b,. We must show K' = C1(K') n A,. Now P'aô/ and K'^Cl(r) so we must now show Cl (V) n A,ç V. In light of hypothesis (4) and the comment just before Proposition 1.1, V'=J,Vr\HA and Cl (V) n 6/ = 2 Cl (V) n //A (where A runs through the eigenvalues for each of these sums). Also V n HK^Cl(V) n HX^HX for all A and each of these subspaces is of finite dimension by hypothesis (3) . Suppose V n HAo^Cl(V) n /fAo for some A0. Then we select v0e Cl (F') n //*0 such that u0 _L K' n //Ä0. But then 0/d0e Cl (K') while c"ll"n //A for Xjí A0 and so i;0 J_ 2 K' n #a or t>0 J_ K'. This is a contradiction and so V n //A = C1 (K') n //A for all A. Hence F' = C1 (K') n A, and f°9=I'. 
a "generalized" Hermite operator. In fact, for A= 1, dUx(&) is exactly the Hermite operator plus a constant and thus has the same eigenvectors as the Hermite operator; viz.
The/n's span P[t] exp ( -t2/2), where P[t] is the set of polynomials in /, and form a complete orthonormal base, and each eigenvalue has multiplicity one. P[t] exp ( -i2/2) is dt/^Ay-invariant and is irreducible. More generally, for A/0, {/n exp (-|A|r2/2)}"=0 provides an orthogonal basis composed of finite sums of eigenvectors. The span, P[t] exp (-|A|/2/2), is again irreducible and invariant.
In Theorem 1.2 the necessity for requiring that dim /76>A<co can be seen by considering the representation n = (Ux)a, the direct sum of countably many copies of Ul 2. Conditions under which Theorem 1.2 may be applied. We now give results which can be used in applying Theorem 1.2. We assume that U is a unitary representation of a Lie group G on a Hilbert space H.
For any formally symmetric b e 33, dU(b) is symmetric, so hypothesis (4) is satisfied for such an element. Recall that b is formally symmetric if b=b+ where + is the conjugate linear anti-isomorphism which extends the map Xv-> -X from g to 33.
Suppose b = A for some choice of basis of g. Then hypothesis (2) is satisfied. In fact, //A-yça(A) and so A^cu^A) (A is formally self/adjoint and so dU(A) is symmetric). Also, Nelson has shown in his paper on analytic vectors [9] that ct(A)s>7m and so hypothesis (2) holds. We can compare the condition dim HA>A < oo with an analogous condition used by Harish-Chandra [6] for semisimple G. For ï a maximal compact subalgebra of g let K be the corresponding analytic subgroup of G. For âeil, the equivalence classes of finite-dimensional irreducible representations of K, we define Ha ={ve H\ 3 a finite dimensional V^H-3n(K)\v is a sum of elements in 3>). Harish-Chandra defines K¡ = 2s>eQ fía and shows K¡ is dense for a large class of representations. Harish-Chandra's correspondence theorem requires that dim Ha < co for all 3¡ e £2. We now give some results which compare these two approaches.
For a compact subgroup K of an arbitrary Lie group G or AT as in the preceding paragraph we say K is large if dim Ha < °o for all 2 e Q. and all unitary irreducible representations of G. Harish-Chandra [6] showed that the A" arising in the previous paragraph is large. Nelson and Stinespring [10] showed that Lie groups with large compact subgroup are CCR.
The next result is from a preliminary version of a paper by Goodman [5] .
Theorem 2.1. Let K be a large compact subgroup of the Lie group G and let n be a unitary irreducible representation of G in a Hilbert space H. Since K is compact there is an AdG (K) invariant inner product on g. Let {Xk}k=1 be an orthonormal basis for g with respect to this inner product and set A = 2? = i X% and A = Cl [1 -dn(A)]. Then A, = K, and dn(o)Af^A,.
It is also clear that dim >7AiA < oo for each eigenspace of A.
Proof. Nelson and Stinespring [10] have shown that G is CCR and that A'1 is a compact operator. Hence A has discrete spectrum {An}™=1, An -> oo with finite multiplicity for each eigenvalue, and ^/ = 2™=i Ha,^-Now Ad (A)A = A by the way we selected A and so ad 7A = 0 for Te I, the subalgebra of g corresponding to A. Thus if ke A, 77(fc)í/77(A) = í/7r(A)77(/c). Since the eigenvectors for A lie in H™(tt) [9] it follows that the HAtK are Ainvariant and so We can also see that in this case if U is unitary and [1 -Cl (dU(A))] ~1 is compact then dim//A-A<co. Since A -2A* is a constant we have dim //A/,-A<co. AK is equal to a constant p on H® so Hs^HAk¡1¡. Thus dim //@<co.
3. The condition Qbfçbf. We have seen that application of Theorem 1.2 for irreducible unitary representations of CCR Lie groups rests on condition (1) Qbf^bf. The remainder of this paper is mainly concerned with this condition. Harish-Chandra showed that K¡ is g-invariant for a large class of representations of a semisimple Lie group G. Godement [3] enlarged this to cover groups with large compact subgroup. In the case of the representation U, of the group G3 for b = A we find Af = P[t] exp (-t2/2) and i/C/1(g) = <A/1, Aff, A> where M, is multiplication by / and Dt is differentiation with respect to /-clearly gA7g Af. Roe Goodman established [5] that condition (1) fails for unitary irreducible representations of the solvable "ax+b" group. It was hoped that the condition would, however, hold for unitary irreducible representations of nilpotent groups.
The following lemma indicates how the commutation relations of the group play a critical role in A/s invariance. The proof is immediate from the lemma so condition (1) does hold for abelian groups.
Recall that a Lie algebra g is nilpotent if ad Zis a nilpotent endomorphism of g for each Xe g. The class of g is one less than the length of the composition chain
Standard results on nilpotent groups including Jordan-Holder bases, determination of the representation spaces and the form of the irreducible unitary representations can be found in Pukánsky [11] and in Kirillov [7] .
Given a representation ^ of g we will always consider it to be a representation of 33. We say 93 is quasisimple if q> maps z(33) into scalars. For n a representation of G we say n is quasisimple if dn is. (This definition is a slight generalization of the one given by Harish-Chandra. It also includes irreducible unitary representation.) In the above case 95 is a linear functional on z(g) and thus we can often restrict ourselves to the case where dim z(g)= 1. x, the central character of 9, is given by 9(b) = x(b)\ forbez(S8). Proof. By the PBW theorem a34 = 2f=o SÖ^X1. We prove by induction on y that for sàl j, {S03Xsv}^{Sèav} + {iô3Xv}. Obviously this holds for y = 0 or 1 and we assume it holds for fxs^j.
We consider aX' + 1v where ae 333 and let b' = a/bii. We have used the fact that ad F is 0 on (X" X2, X3}. We notice that [X,
But, XYt~1v= Yt-1Xv+(t-l)x(Z)Yt~2v. This fact and Proposition 4.5 yield (4.8) *r»eJ2 CYi\v + b3itYt + 1v + 2biitx(Z)Yt-1Xv.
We list some identities which will be of use. We have used (4.2) and (4.9). We now use (4.11) and separate the second sum.
[ We define vr = r2 crtj+2 cy'xv. Showing that Y1JrlXve Fis more complicated. First note that since Yj+1ve V we must have bYi + 1ve V. According to (4.8) (and using the fact that F is a vector space) (4.14)
A34 Y1 + 2v + 2y(Z)A44 YsXv e V.
In similar fashion we observe that Yj~1ve V, bYi~1Xve Fand (4.13) leads to
An obvious linear combination of (4.14) and (4.15) yields the fact that 5. Reductions in the nilpotent case. We now consider the question of which nilpotent Lie algebras, g, have second order elliptic ¿be 33 such that Qbf^bf for some representation.
Consider P, a homomorphism from a Lie algebra g onto Nit and b e u(g) such that P(b) is a second order elliptic element of Nt. Then there exist irreducible unitary representations U of G (the simply connected group corresponding to g) with dU( §)bf£bf. In fact, exponentiate P to a homomorphism n of G onto G4, the analytic group corresponding to N4. Composition of n with an appropriate representation of G4 will do. Any of the representations UKll with A^O given by Dixmier [2] are unitary, irreducible and have nontrivial action on Z.
It is obvious that Nt can in fact be replaced by any Lie algebra for which gi>/£ bf for all second order elliptic b.
We have seen that it is sufficient to consider nilpotent Lie algebras for which dim z(g)= 1 as long as we are interested in quasisimple representations. By dividing a nilpotent group by its center or other subgroups which arise from the composition series we can "lower the class (length of composition chain)" of the group, i.e. we can study representations of a lower class homomorphic image of the group. It is thus critical to examine the class 3 nilpotent Lie algebras.
Theorem 5.1. Let g be a nilpotent Lie algebra with class g = 3 and with z(g) = < Z > (dimz(g)=l). Then Unfortunately, Theorem 5.1 does not settle the question just yet, since N4 is not a homomorphic image of every class 3 nilpotent Lie algebra.
It is our conjecture that for a nilpotent Lie algebra g, class g á 2 if and only if for all second order elliptic elements Aeu(g), gA;ç=Ar for all unitary irreducible representations of the Lie group corresponding to g. While we are unable to prove this we offer the following theorem.
Theorem 5.2. Let G be a real nilpotent Lie group with Lie algebra g such that class g = 3, dimz(g)=l and general dimension (g)=/>. Then there is an element A e u(g) equal to the sum of squares of a basis with the following properties.
(a) For all unitary irreducible representations U of G with dU(Z)=¿0, U is realizable on L2(R") and dU(A) = D%-2 M^aj j = 0 (acting on S(RP), the Schwartz space of Rp) with a4 e R, a4 > 0 and a¡ e P(S(RP ~1)), the polynomial differential operators on S(RP~1). Dj=DXl is the operation of differentiation with respect to x,. (The careful reader will note the domain of these operators.)
Proof. The proof is conducted by applying an explicit formula for dU due to Dixmier [1, Lemmas 30 and 31] to a carefully chosen basis. It is a matter of general theory [11] that we can form a direct decomposition g = <Z> + <y> + g + <Ar> withg1 = (ad F)-1(0) = <Z> + <F> + g and <Z, Y, X}£7V3. Also Uis induced from a unitary irreducible representation, T, of G1; the subgroup corresponding to 8l and U is realizeable on L2C(R") with Hoe = S(Rp) and dU('¡d)=P(S (R'') ). In fact, we have from Dixmier that dU(X) = Dp, (5. 3) dU(l) = 2 (Mxy/j\ dT(ad> X(l)) for le 8l. We can even choose T so that dT(X2) = 0 and so the action of dU is given by X1^MX, X2^iXMXp, Xw^dT(Xw) + 0 + M2p(iX/2), and Xn\-> Dp for some A e R. If we take A to be the sum of squares of the basis {X,, X2,..., Xw,..., Xn} we see that A is sent into the desired form. We now show a4 >0. 
