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Abstract
The fractional Cox-Ingersoll-Ross process of the form Xt = Z
2
t , where
the process (Zt)t≥0 is given by dZt =
(
(k − θZ2t )Z−1t dt+ σdWHt
)
/2 with
(WHt )t≥0 is a fractional Brownian motion with Hurst parameter H ∈ (0, 1)
(which is an extension of the classical Cox-Ingersoll-Ross process) was re-
cently studied by Mishura and Yurchenko-Tytarenko [Fractional Cox-Ingerson-
Ross process with non-zero “mean”, Modern Stochastics: Theory and Appli-
cations 5(1), (2018) 99-111]. They proved that (Xt)t≥0 satisfies the equation
dXt = (k − θXt)dt + σ
√
Xt ◦ dWHt where ◦ refers to the Stratonovich in-
tegral. Moreover, for H > 1/2, (Xt)t≥0 never hits zero and for H < 1/2,
the probability of hitting zero tends to 0 provided the drift coefficient k in-
creases to +∞. In this paper, we extend these results to the general process
defined by dZt =
(
f(t, Zt)Z
−1
t dt+ σdW
H
t
)
/2 where f(t, z) is a continuous
function on R2+ under mild conditions weaker than previously considered
in the literature. In the case where H < 1/2, we consider a sequence of
increasing functions (fn) and we prove that the probability of hitting zero
tends to 0 as n → ∞. These results are illustrated with some simulations
using the generalisation of the extended Cox-Ingersoll-Ross process.
Keywords: Fractional Brownian motion, Fractional Cox-Ingersoll-Ross
process, Hitting times, Stratonovich integral.
1 Introduction
In mathematics of finance, the Cox-Ingersoll-Ross (CIR) process is a diffusion
process that was initially introduced by Cox et al. (1985) to model the dynamics
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of interest rates. In a probability space (Ω,F ,P), the CIR process satisfies the
following stochastic differential equation:
dXt = θ(µ−Xt)dt+ σ
√
XtdWt, (1.1)
where θ is a positive parameter that represents the speed of reversion of the
stochastic process (Xt)t≥0 towards its long-run mean µ > 0, σ > 0 is the volatility
of (Xt)t≥0 and (Wt)t≥0 is the standard Brownian motion.
The CIR process has several interesting properties: its sample paths are strictly
positive provided that the condition 2θµ > σ2 holds, it is mean reverting in the
sense that the process is pulled towards its long-run mean µ when it goes higher or
lower than µ. Moreover, the CIR process admits a stationary distribution and it
is ergodic. For more details, see e.g. Go¨ing-Jaeschke et al. (2003), Chou and Lin
(2006) and Guo (2008) with references therein. These properties were the main
motivations of using the CIR process in modeling the dynamics of interest rates
(Cox et al.; 1985) and the random behavior of spot volatility (Heston; 1993).
Since the standard CIR process is driven by a Brownian motion, it does not dis-
play memory. Recently, it was shown that there is a certain range of dependency
within financial data. For example, spot volatilities may display long-range depen-
dency as discussed by Comte and Renault (1998) and Chronopoulou and Viens
(2010), or short range dependency known as “rough volatility” as demonstrated
by Gatheral et al. (2018) and Livieri et al. (2018) with references therein. This
was a motivation of replacing the standard Brownian motion in (1.1) by a frac-
tional Brownian motion (fBm) as source of randomness.
Although the empirical definition of fractional Cox-Ingersoll-Ross (fCIR) process
can be now formulated as a CIR process driven by a fBm, Mishura et al. (2018)
define the fCIR process as a stochastic process (Xt)t≥0 given by
Xt(ω) = Z
2
t (ω)1[0,τ(ω)), ∀t ≥ 0, ω ∈ Ω,
where (Zt)t≥0 is a fractional Ornstein–Uhlenbeck process that satisfies the stochas-
tic differential equation dZt = −12θZtdt + 12σdWHt , with WHt a fBm of Hurst pa-
rameter H ∈ (0, 1), and where τ is the first time the process (Zt)t≥0 hits zero. On
the other hand, Mishura and Yurchenko-Tytarenko (2018) consider the process
(Zt)t≥0 defined by the equation
dZt =
1
2
(
µ− θZ2t
)
Z−1t dt+
1
2
σdWHt , (1.2)
(where µ, θ and σ > 0 are parameters) and the corresponding process
Xt(ω) = Z
2
t (ω)1[0,τ(ω)), ∀t ≥ 0, ω ∈ Ω.
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Mishura and Yurchenko-Tytarenko (2018) proved that the fCIR process (Xt)t≥0
given by (1.2) verifies the equation given by
Xt = X0 +
∫ t
0
(µ− θXs)ds+ σ
∫ t
0
√
Xs ◦ dWHs , (1.3)
where
∫ t
0
√
Xs ◦ dWHs is a Stratonovich integral with respect to the fBm (WHs )s≥0,
H ∈ (0, 1). Moreover, they proved that the process (Xt)t≥0 is strictly positive and
will never hit zero for H ≥ 1
2
. For H < 1
2
, they obtained that the probability
of hitting zero converges to 0 when the speed of reversion θ tends to infinity. In
addition, Hong et al. (2019) investigated strong convergence of some numerical
approximations for fCIR process in the case where H ≥ 1
2
.
In this paper, we extend the ideas of Mishura and Yurchenko-Tytarenko (2018) to
a general process (Zt)t≥0 defined by the stochastic differential equation
dZt =
1
2
f(t, Zt)Z
−1
t dt+
1
2
σdWHt , Z0 > 0, (1.4)
where f : [0,∞) × [0,∞) → (−∞,∞), (t, x) 7→ f(t, x), is a continuous drift
function. We consider as previously a fCIR process defined by
Xt(ω) = Z
2
t (ω)1[0,τ(ω)), ∀t ≥ 0, ω ∈ Ω.
This general case has been previously investigated by Hu et al. (2008) and Nualart and Ouknine
(2002) under some additional assumptions on the drift function f . Hu et al. (2008)
proved that if H > 1/2 and if the drift function f(t, x) is such that the function
g diven by g(t, x) = f(t, x)/x satisfies the following conditions,
(C1) g : [0,∞)×(0,∞)→ [0,∞) is a nonnegative continuous function which has a
continuous partial derivative ∂g(t, x)/∂x ≤ 0 for all (t, x) ∈ (0,∞)× (0,∞),
(C2) There exist x1 > 0, a >
1
H
−1 and a continuous function ϕ : [0,∞)→ [0,∞)
with ϕ(t) > 0 for all t > 0 such that g(t, x) ≥ ϕ(t)x−a for all t ≥ 0 and
0 < x < x1,
then (1.4) has a strictly positive solution (Zt)t≥0 that is, almost surely Zt > 0 for
all t > 0. (See Theorem 2.1 and Theorem 3.1 in Hu et al. (2008).) In addition,
they also showed that
(C3) if there exists a function h : [0,∞)→ [0,∞) which is nonnegative and locally
bounded such that g(t, x) ≤ h(t)(1 + 1/x) for all t ≥ 0 and x > 0,
then the solution (Zt)t≥0 is such that for any fixed T > 0,
E
(
sup
0≤t≤T
|Zt|p
)
<∞
for all p > 0.
Our objective is to study the solution of equation (1.4) which much weaker
conditions than (C1) and (C2). We shall consider the following conditions:
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(D1) The function g : [0,∞)× (0,∞) → (−∞,∞) defined by g(t, x) = f(t, x)/x
is continuous and admits a continuous partial derivative with respect to x
on (0,∞).
(D2) for any T > 0, there exists xT > 0 such that
f(t, x) > 0 for all 0 < t ≤ T and 0 ≤ x ≤ xT .
Condition (D2) implies that for all S > 0 and T > 0, there exists xT > 0 such
that inf{f(t, x) : S ≤ t ≤ T, 0 ≤ x ≤ xT} > 0. Clearly our conditions (D1) and
(D2) are much weaker than (C1) and (C2).
It is easy to show that condition (D1) and the initial condition Z0 > 0 guarantee
the existence, uniqueness, continuity and positiveness of a solution (Zt) of equation
(1.4) up to the first time it hits zero. We will show that the square stochastic
process (Xt)t≥0 (which is also defined up to the first time (Zt) it hits zero) satisfies
the stochastic differential equation
dXt = f(t,
√
Xt)dt+ σ
√
Xt ◦ dWHt , X0 > 0, H ∈ (0, 1).
We shall also prove that in the case where H > 1/2,the solution to equation (1.4)
is not only positive up to the time of the first visit to zero but it is strictly positive
positive everywhere. In other words, almost surely it never hits zero on the whole
line [0,∞). It is remarkable that this result is true under mild conditions (D1)
and (D2).
In the case where H < 1
2
, we have obtained that the probability of the process
(Xt)t≥0 hitting zero is small if the drift function f is sufficiently large. More
precisely, if (fn)n∈N is an increasing sequence of continuous functions fn defined
on [0,∞)× [0,∞) and taking values in R and satisfying conditions (D1) and (D2),
such that limn→∞ fn =∞ and (Xnt ) is the solution to equation (1.4) corresponding
to fn (up to the first time it hits zero), then the probability of (X
n
t ) hitting
zero converges to 0 as n → ∞. Our results generalize the results recently by
Mishura and Yurchenko-Tytarenko (2018) for the function f(t, x) = 1
2
(µ − θx2)
for constants µ > 0 and θ > 0. We provide some illustrating examples using
simulation.
The rest of this paper is organised as follows. Section 2 discusses the existence
and uniqueness of the generalised fCIR processes. In Section 3 we show such
processes satisfy a stochastic differential equation with respect to Stratonovich
integral. The positiveness of these processes for H > 1/2 is given in section 4 and
for H < 1/2 in section 5. Section 6 contains some illustrations of the main results
using simulation and finally the last section contains some concluding remarks.
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2 The generalised fCIR processes
In this section, we consider a more general process (Zt)t≥0 defined by the differ-
ential stochastic equation:
dZt =
f(t, Zt)
2Zt
dt+
σ
2
dWHt , Z0 > 0 (2.1)
where f : [0,∞) × [0,∞) → (−∞,∞), (t, z) 7→ f(t, z) is a continuous function
satisfying conditions (D1) and (D2). We shall first discuss the existence and
uniqueness of the solution to (2.1).
Proposition 2.1. If the drift function f(t, x) satisfies condition (D1), then for
all 0 < H < 1, equation (2.1) has a unique solution (Zt) which is continuous and
positive up to time of the first visit to 0.
Proof. The proof is quite easy as it uses the usual Picard iteration scheme. For
fixed T > 0, consider the sequence of processes (Zn(t)) defined on [0, T ] by
Z0(t) = Z0 and Zn+1(t) = Z0 +
∫ t∧τn
0
g(s, Zn(s))ds+
σ
2
WHt , n ∈ N
where τn = inf{0 < t ≤ T : Zn(t) = 0} and where g(t, x) = f(t, x)/x. Clearly
since the initial value Z0 > 0 and both the integral and the process (W
H
t ) are
continuous, then, τ = infn τn > 0 and τ ≤ T.We can therefore define the processes
(Zn(t)) up to τ − ǫ for a small number ǫ > 0 by
Z0(t) = Z0 and Zn+1(t) = Z0 +
∫ t
0
g(s, Zn(s))ds+
σ
2
WHt , t ∈ [0, τ − ǫ].
Using the continuity of g on [0,∞) × (0,∞) and the definition of τ , there exist
0 < a < b < ∞ such that Zn(s) ∈ [a, b] for all s ∈ [0, τ − ǫ] and n ∈ N. Since
the function g(t, x) admits a partial derivative with respect to x on (0,∞), then
in particular for t fixed, the function x → g(t, x) is uniformly Lipschitz on the
interval [a, b], that is, there exists a constant C > 0 such that
|g(t, x)− g(t, y)| ≤ C|x− y| for all x, y ∈ [a, b].
Moreover |g(t, x)| is bounded on [0, τ − ǫ] × [a, b]. Then a classical argument
implies immediately that (1.4) has a unique positive and continuous solution on
the interval [0, τ − ǫ]. Since ǫ > 0 can be taken arbitrary small, this implies that
the existence of a solution on [0, τ). Indeed,
|Zn+1(t)− Zn(t)| ≤ C
∫ t
0
|Zn(s)− Zn−1(s)|ds, t ∈ [0, τ − ǫ].
Then an application of Gro¨nwall’s lemma implies that the sequence (Zn) converges
uniformly on the interval [0, τ − ǫ] and hence its limit is a positive continuous
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solution to (1.4) on [0, τ − ǫ]. Since ǫ > 0 can be taken arbitrary small, this
implies that the existence of a solution on [0, τ). If (Zt) and (Yt) are two solutions
on some interval [0, τ) starting at the same point Z0, then for any t < τ ,
|Zt − Yt| ≤
∫ t
0
|(g(s, Zs)− g(s, Ys))|ds ≤ C
∫ t
0
|Zs − Ys|ds.
Again Gro¨nwall’s lemma implies that Zt = Tt everywhere in [0, τ).
Definition 2.1. The stochastic process (Xt)t≥0 defined by
Xt = Z
2
t 1[0,τ)(t), t ≥ 0, τ = inf{t > 0 : Zt = 0} (2.2)
where (Zt)is the solution to (2.1) will be called the generalised fCIR process defined
by the function f .
Remark. When f(t, z) = (µ − θz2) where θ and µ are constants, the gener-
alised fCIR process (Xt)t≥0 coincides with the fCIR process given by Mishura and Yurchenko-Tytarenko
(2018). In addition, when the speed of reversion or the long-run mean are time de-
pendent, that is θ = θt or µ = µt with f(t, z) = θt(µt−z2), the process (Xt)t≥0 can
be regarded as an extended fCIR process (or a fractional Hull-White model that
has been used by Pan and Zhou (2017) for pricing options). The latter process is
very important not only because of the mean-reverting and positiveness properties
but also because of the possibility of a perfect calibration of parameters to the
market data.
3 Connection to Stratonovich integral
We recall that given two stochastic processes (Xt)t∈[0,T ] and (Yt)t∈[0,T ], the pathwise
Stratonovich integral
∫ T
0
Ys ◦ dXs is defined as a pathwise limit (when it exists)
given by
lim
n→∞
n∑
i=1
(
Yti + Yti−1
2
)
(Xti −Xti−1), (3.1)
where 0 = t0 < t1 < . . . < tn−1 < tn = T is a partition of the interval [0, T ] such
that sup0≤i≤n |ti − ti−1| → 0 as n→∞. We have the following result.
Theorem 3.1. Assume that the function f : [0,∞)×[0,∞)→ R is continuous and
satisfies (D1). Then the corresponding generalised fCIR process (Xt)t≥0 defined
by (2.2) satisfies the equation:
Xt = X0 +
∫ t
0
f(s,
√
Xs)ds+ σ
∫ t
0
√
Xs ◦ dWHs , (3.2)
where
∫ t
0
√
Xs ◦ dWHs is the Stratonovich integral.
6
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Proof. Our proof is a generalisation of a proof given by Mishura and Yurchenko-Tytarenko
(2018) applied to the particular function f(t, x) = f(t, x) = 1
2
(µ−θx2). As already
discussed condition (D1) implies the uniqueness of the solution (Zt) up to the first
time it hits zero. For τ := inf{s > 0 : Zs = 0} and t ∈ [0, τ) fixed, we have from
(2.1) and (2.2) that
Xt = Z
2
t =
(
Z0 +
1
2
∫ t
0
f(s, Zs)Z
−1
s ds+
σ
2
dWHt
)2
, (3.3)
where Z0 is an initial value of the stochastic process (Zt)t∈[0,τ). In discrete time,
assume that the interval [0, t] is subdivided into N equal subintervals with
0 < t1 < · · · < tN = t, the time-steps δt = t/N , and ti = iδt, i = 0, · · ·, N. Then
it follows that
Xt = X0 +
N∑
i=1
(Xti −Xti−1)
= X0 +
N∑
i=1
([
Z0 +
∫ ti
0
1
2
f(s, Zs)Z
−1
s ds+
σ
2
dWHti
]2
−
[
Z0 +
1
2
∫ ti−1
0
f(s, Zs)Z
−1
s ds+
σ
2
WHti−1
]2)
.
Then
Xt = X0 +
N∑
i=1
[
1
2
∫ ti
ti−1
f(s, Zs)Z
−1
s ds+
σ
2
(
WHti −WHti−1
)]
×
[
2Z0 +
1
2
(∫ ti
0
f(s, Zs)Z
−1
s ds+
∫ ti−1
0
f(s, Zs)Z
−1
s ds
)
+
σ
2
(
WHti +W
H
ti−1
)]
.
The last equation above is obtained by factorising the difference of two squares.
After some expansions, we obtain that
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Xt = X0 + Z0
N∑
i=1
∫ ti
ti−1
f(s, Zs)Z
−1
s ds
+
1
4
N∑
i=1
∫ ti
ti−1
f(s, Zs)Z
−1
s ds
(∫ ti
0
f(s, Zs)Z
−1
s ds+
∫ ti−1
0
f(s, Zs)Z
−1
s ds
)
+
σ
4
N∑
i=1
(
WHti +W
H
ti−1
)∫ ti
ti−1
f(s, Zs)Z
−1
s ds
+ σZ0
N∑
i=1
(
WHti −WHti−1
)
+
σ
4
N∑
i=1
(∫ ti
0
f(s, Zs)Z
−1
s ds+
∫ ti−1
0
f(s, Zs)Z
−1
s ds
)(
WHti −WHti−1
)
+
σ2
4
N∑
i=1
(
WHti +W
H
ti−1
)(
WHti −WHti−1
)
.
Let
Xt = X0 +
6∑
k=1
Ik(N, t, Zt)
where

I1(N, t, Zt) = Z0
N∑
i=1
∫ ti
ti−1
f(s, Zs)Z
−1
s ds
I2(N, t, Zt) = 14
N∑
i=1
∫ ti
ti−1
f(s, Zs)Z
−1
s ds
(∫ ti
0
f(s, Zs)Z
−1
s ds+
∫ ti−1
0
f(s, Zs)Z
−1
s ds
)
I3(N, t, Zt) = σ4
N∑
i=1
(
WHti +W
H
ti−1
)∫ ti
ti−1
f(s, Zs)Z
−1
s ds
and

I4(N, t, Zt) = σZ0
N∑
i=1
(
WHti −WHti−1
)
I5(N, t, Zt) = σ4
N∑
i=1
(∫ ti
0
f(s, Zs)Z
−1
s ds+
∫ ti−1
0
f(s, Zs)Z
−1
s ds
)(
WHti −WHti−1
)
I6(N, t, Zt) = σ24
N∑
i=1
(
WHti +W
H
ti−1
)(
WHti −WHti−1
)
.
Set
I(t) =
∫ t
0
f(s, Zs)Z
−1
s ds.
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Then it follows that
3∑
k=1
Ik(N, t, Zt) =
N∑
i=1
(
I(ti)− I(ti−1)
)
Z0
+
(
I(ti)− I(ti−1)
)((I(ti) + I(ti−1)
4
+
σ(WHti +W
H
ti−1
)
4
)
.
Then
lim
N→∞
3∑
k=1
Ik(N, t, Zt) = Z0I(t) + 1
2
∫ t
0
(
I(s) + σWHs
)
◦ dI(s).
Since I(s) is differentiable, then it follows that
lim
N→∞
3∑
k=1
Ik(N, t, Zt) = Z0I(t) + 1
2
∫ t
0
(
I(s) + σWHts
)
dI(s)
=
(∫ t
0
f(s, Zs)Z
−1
s ds
)
Z0
+
1
2
∫ t
0
((∫ s
0
f(u, Zu)Z
−1
u du
)
+ σWHs
)
f(s, Zs)Z
−1
s ds
=
∫ t
0
f(s, Zs)Z
−1
s
(
Z0 +
1
2
∫ s
0
f(u, Zu)Z
−1
u du+
σ
2
WHs
)
ds
=
∫ t
0
f(s, Zs)Z
−1
s Zsds =
∫ t
0
f(s, Zs)ds.
On the other hand
6∑
k=4
Ik(N, t, Zt) = σZ0
N∑
i=1
(
WHti −WHti−1
)
+
N∑
i=1
σ
2
I(ti) + I(ti−1)
2
(
WHti −WHti−1
)
+
σ2
4
N∑
i=1
(
WHti +W
H
ti−1
)(
WHti −WHti−1
)
.
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Therefore,
lim
N→∞
6∑
k=4
Ik(N, t, Zt) = σZ0WHt +
σ
2
∫ t
0
I(s) ◦ dWHs +
σ2
2
∫ t
0
WHs ◦ dWHs
= σZ0W
H
t +
σ
2
∫ t
0
(∫ s
0
f(u, Zu)Z
−1
u du
)
◦ dWHs +
σ2
2
∫ t
0
WHs ◦ dWHs
= σZ0W
H
t +
σ
2
∫ t
0
(
2Zs − 2Z0 − σWHs
)
◦ dWHs +
σ2
2
∫ t
0
WHs ◦ dWHs
= σ
∫ t
0
Zs ◦ dWHs .
The third equality follows the fact that∫ s
0
f(u, Zu)Z
−1
u du = 2Zs − 2Z0 − σWHs
because
Zs = Z0 +
∫ s
0
f(u, Zu)Z
−1
u du+
σ
2
WHs .
Now taking N →∞, that is, δt→ 0, yields
lim
N→∞
XδtN = lim
δt→0
XδtN = X0 + lim
N→∞
6∑
k=1
Ik(N, t, Zt)
= X0 +
∫ t
0
f(s, Zs)ds+ σ
∫ t
0
Zs ◦ dWHs
= X0 +
∫ t
0
f
(
s,
√
Xs
)
ds+ σ
∫ t
0
√
Xs ◦ dWHs .
It follows that dXt = f(t,
√
Xt)dt+ σ
√
Xt ◦ dWHt , which concludes the proof. 
4 Analysis of positiveness of (Xt)t≥0 for H > 1/2
Theorem 4.1. Assume that H > 1
2
. Let f : [0,∞)× [0,∞)→ R be a continuous
function satisfying conditions (D1) and (D2). Then the process (Zt)t≥0 defined by
dZt =
f(t, Zt)
2Zt
dt+
σ
2
dWHt , Z0 > 0, (4.1)
is strictly positive everywhere almost surely.
In the proof we shall make use of the following Ho¨lder continuous property
of fractional Brownian motion of index H . In the probability space (Ω,F ,P),
10
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∃Ω′ ⊂ Ω, P(Ω′) = 1, such that ∀ω ∈ Ω′,
∀0 ≤ s ≤ t and ∀α > 0, ∃c = c(ω, α) :∣∣WHt (ω)−WHs (ω)∣∣ ≤ c∣∣t− s∣∣H−α. (4.2)
For more background on fBm, we refer the reader to Alo`s and Nualart (2003) and
Nourdin (2012).
Proof. We have proven that condition (D1) guarantees the existence, uniqueness
and positiveness of a solution up to the first time it hits zero. We shall now prove
that the mere condition (D2) that the function f(t, x) > 0 on [0, T ] × (0, xT ] for
any T > 0 and xT depending on T implies that the process (Zt)t≥0 never hits zero
almost surely. We shall indeded prove that
P{ω ∈ Ω : τ(ω) =∞} = 1,where τ(ω) = inf{t ≥ 0 : Zt(ω) = 0}.
Let us assume that
P{ω ∈ Ω : τ(ω) =∞} < 1 or equivalently P{τ < T} > 0,
for some fixed real T > 0, and prove that this leads to a contradiction. From
now on we fix a real number xT depending on T for which condition (D2) holds.
Since the sample paths of fBm (WHt )t≥0 are (almost surely) locally Ho¨lder con-
tinuous of order H − α (for each small number α > 0), then we can fix as in
(Mishura and Yurchenko-Tytarenko; 2018) a subset Ω1 of the underlying sample
space Ω with P(Ω1) = 1 such that for each ω ∈ Ω1, α > 0,
|WHt (ω)−WHs (ω)| ≤ c|t− s|H−α, ∀s, t ∈ [0, T ]
where c = c(T, ω, α) is a random constant depending on T , ω and α. Our assump-
tion P(τ < T ) > 0 implies
P(τ < T ) = P{ω ∈ Ω1 : τ(ω) < T} > 0.
Now choose ω ∈ Ω1 with τ(ω) < T . It is given that the process (Zt) starts at the
point Z0 > 0. Using condition (D2), for fixed T > 0, we take a point xT small
enough such that 0 < xT < Z0. Let S be the first time (Zt) hits the value xT , that
is, S = inf{t : Zt = xT}. Consider a small number ε such that 0 < ε < xT . Since
f(t, x) > 0 for all 0 < t ≤ T and 0 ≤ x ≤ xT , then in particular that f(t, x) > 0
for all S ≤ t ≤ T and 0 ≤ x ≤ ε. Let A = inf{f(t, x) : S ≤ t ≤ T, 0 ≤ x ≤ xT }.
Clearly A > 0. Let τε be the last time the process (Zt) hits ε before reaching zero,
that is,
τε(ω) = sup{t ∈ (0, τ(ω)) : Zt(ω) = ε}.
Clearly 0 < S < τǫ < τ < T. The equality
Zt = Z0 +
1
2
∫ t
0
f(s, Zs)Z
−1
s ds+
σ
2
WHt ,
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implies in particular that
Zτ − Zτε =
1
2
∫ τ
τε
f(s, Zs)Z
−1
s ds+
σ
2
(
WHτ −WHτǫ
)
.
Since Zτ = 0 and Zτε = ε, then
1
2
∫ τ
τε
f(s, Zs)Z
−1
s ds+
σ
2
(
WHτ −WHτǫ
)
= −ε
or equivalently,
σ
2
(
WHτ −WHτǫ
)
= −ε − 1
2
∫ τ
τε
f(s, Zs)Z
−1
s ds.
Since for all s ∈ [τε, τ) ⊂ [S, T ], it is the case that Zs ∈ [0, ε] ⊂ [0, xT ], then by
condition (D2),
f(s, Zs) > 0 for all s ∈ [τε, τ ].
This implies that
σ
2
∣∣WHτ −WHτǫ ∣∣ = ε+ 12
∫ τ
τε
f(s, Zs)Z
−1
s ds
or equivalently
σ
∣∣WHτ −WHτǫ ∣∣ = 2ε+
∫ τ
τε
f(s, Zs)Z
−1
s ds.
Since ω ∈ Ω1, and τε, τ ∈ [0, T ], then∣∣WHτ −WHτǫ ∣∣ < c∣∣τ − τε∣∣H−α.
Hence
2ε+
∫ τ
τε
f(s, Zs)Z
−1
s ds ≤ σc
∣∣τ − τε∣∣H−α.
On the other hand∫ τ
τε
f(s, Zs)Z
−1
s ds ≥
∫ τ
τε
Aε−1ds = Aε−1(τ − τε). (4.3)
Therefore
2ε+ Aε−1(τ − τε) ≤ σc
∣∣τ − τε∣∣H−α
from which it follows that
Aε−1(τ − τε)− cσ
∣∣τ − τε∣∣H−α + 2ε ≤ 0. (4.4)
Consider the function Fε defined by
Fε(x) = Aε
−1x− cσxH−α + 2ε,
12
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that is, Fε(x) is obtained by replacing τ − τε with x. Then the inequality (4.4)
yields
Fε(τ − τǫ) ≤ 0, (4.5)
for every ǫ > 0. The next step in this proof is to show that the inequality in (4.5)
does not hold. In fact we shall construct a number ǫ∗ > 0 such that uniformly
for all 0 < ε < ε∗, Fε(x) > 0 for all x ≥ 0. This will conclude the proof of the
theorem. We will see that the conditions H > 1/2 and A > 0 (based on (D2))
are necessary. First of all, it is clear that Fε(0) = 2ε > 0. Let us find all critical
points of Fε(x). Clearly, the first and second derivatives with respect to x are
respectively given by
F ′ε(x) = Aε
−1 − cσ(H − α)xH−α−1
and
F ′′ε (x) = −cσ(H − α)(H − α− 1)xH−α−2.
It is clear that Fε(x) is convex as F
′′
ε (x) > 0. Moreover, the critical point xˆ of
Fε(x) is given by
xˆ =
(
Aε−1
cσ(H − α)
) 1
H−α−1
.
Note that xˆ is well defined since A > 0. Hence,
Fε(xˆ) = Aε
−1xˆ− cσxˆH−α + 2ε
= xˆ
(
Aε−1 − cσxˆH−α−1)+ 2ε
= xˆ
(
Aε−1 − Aε
−1
H − α
)
+ 2ε
=
xˆAε−1(H − α− 1)
H − α + 2ε
=
(
AH−α
cσ(H − α)2+α−H
) 1
H−α−1
ε
H−α
1−H+α (H − α− 1) + 2ε.
Since H − α− 1 < 0, then
Fε(xˆ) ≥
(
AH−α
cσ(H − α)2+α−H
) 1
H−α−1
ε
H−α
1−H+α (H − α− 1) + 2ε.
Set
κ = −
(
AH−α
cσ(H − α)2+α−H
) 1
H−α−1
(H − α− 1)
q =
H − α
1−H + α.
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Clearly, since H > 1/2, we can choose α so small that H > 1
2
+α and obtain that
q ≥ 1. Then it follows that
Fε(xˆ) ≥ −κεq + 2ε.
It is now an easy matter to show that there exists ε∗ > 0 such that for all 0 < ε <
ε∗, it is the case that
Fε(xˆ) ≥ −κεq + 2ε > 0.
Indeed, choosing ε∗ ≤ ( 2
κ
) 1
q−1 yields Fε(xˆ) > 0. (Note that ε
∗ because A 6= 0.)
Hence Fε(x) > 0 for all x ≥ 0. This concludes the proof of the theorem.
5 Analysis of positiveness of (Xt)t≥0 for H < 1/2
We shall consider a sequence of continuous functions
fk(t, z) : [0,∞)× [0,∞)→ (−∞,+∞), k ∈ N
such that each function fk satisfies conditions (D1) and (D2). Moreover for each
point (t, z) ∈ [0,∞)× [0,∞),
fk(t, z) ≤ fk+1(t, z) and lim
k→∞
fk(t, z) =∞.
Consider, for each k, the stochastic process (Z
(k)
t )t≥0 defined by
Z
(k)
t =


Z0 +
∫ t
0
1
2
fk(t, Z
(k)
s )
(
Z
(k)
s
)−1
ds+ σ
2
WHt if t < τ
(k)(ω)
0 otherwise,
where τ (k)(ω) = inf{t ≥ 0 : Z(k)t (ω) = 0}. We have the following result:
Theorem 5.1. For any T > 0,
P(τ (k)(ω) > T )→ 1 as k →∞.
Proof. The case where fk(t, z) = k − az2 for some k, a > 0 is studied by
Mishura and Yurchenko-Tytarenko (2018). Their proof is based on the obser-
vation that for k1 < k2,
τ (k1)(ω) ≤ τ (k2)(ω) and Z(k1)t (ω) < Z(k2)t (ω)
for all t such that 0 < t < τ (k2)(ω). It is easy to see that this extends immediately
to our general case. We assume that there exist T > 0, an increasing sequence
(kn)n>1 and p > 0 such that
P(τ (kn) ≤ T )→ p, kn →∞. (5.1)
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As in the previous proof, for fixed T > 0, consider a point xT small enough such
that 0 < xT < Z0 and S > 0 be the first time (Zt) hits the value xT . Take
0 < ε < xT . Then uniformly for all k ∈ N, fk(t, x) > 0 for all S ≤ t ≤ T and
0 ≤ x ≤ ε. Let A = inf{f(t, x) : S ≤ t ≤ T, 0 ≤ x ≤ xT , }. Clearly A > 0. Also
let τ
(kn)
ε = sup{t ∈ (0, τ) : Z(kn)t = ε} be the last hitting time of ε before reaching
zero. Let
Ak = inf{fk(t, z) : S ≤ t ≤ T, 0 ≤ z ≤ Z0}, k > 0.
Moreover, consider for a small number α > 0, (by the Ho¨lder continuity) the
subspace Ω1 of probability 1 such that
|WHt (ω)−WHs (ω)| ≤ c|t− s|H−α, for all s, t ∈ [0, T ]
where c = c(T, ω, α) is a constant depending on T , ω and α. Let
Ω
(kn)
T =
{
ω ∈ Ω1 : τ (kn) ≤ T
}
. (5.2)
Then, for all ω ∈ Ω(kn)T , similar arguments as in the proof of Theorem 4.1 yield
Z
(kn)
τ (kn)
− Z(kn)
τε(kn)
= −ε = 1
2
∫ τ (kn)
τε(kn)
fkn(t, Z
(kn)
s )
(
Z(kn)s
)−1
ds+
σ
2
(
WH
τ (kn)
−WH
τε(kn)
)
.
In a similar way as in the previous proof,
fkn(t, Z
(kn)
s )
(
Z(kn)s
)−1 ≥ Aknε−1, ∀s ∈ [τε(kn), τ (kn)].
Since ∣∣∣WHτ (kn) −WHτ (kn)ε
∣∣∣ ≤ c∣∣∣τ (kn) − τ (kn)ε ∣∣∣H−α,
it follows (as in the previous proof) that
cσ
(
τ (kn) − τ (kn)ε
)H−α
≥ Aknε−1(τ (kn) − τ (kn)ε ) + 2ε.
This implies in particular that

cσ
(
τ (kn) − τ (kn)ε
)H−α
≥ 2ε
cσ
(
τ (kn) − τ (kn)ε
)H−α
≥ Akn(τ (kn) − τ (kn)ε )ε−1.
(5.3)
We shall show that the two inequalities are contradictory. Elementary calculations
show that the second inequality in (5.3) is equivalent to
(
τ (kn) − τ (kn)ε
)
≤
(
1
cσ
Aknε
−1
) 1
H−α−1
15
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Taking both sides with power H − α and thereafter multiplying both sides by cσ
yields
cσ
(
τ (kn) − τ (kn)ε
)H−α
≤ cσ
(
1
cσ
Aknε
−1
) H−α
H−α−1
=
(
c
1
1−H+α
)(
σ
1
1−H+α
)
ε
H−α
1−H+α (Akn)
−
H−α
1−H+α
In the right hand side, the Ho¨lder constant c = c(ω) is random depending on
the path ω of fBm. As in Mishura and Yurchenko-Tytarenko (2018), it is well-
known that c(ω) is finite almost surely and hence since P
(⋂
n>1Ω
(kn)
T
)
= p > 0,
then there exists a (non-random) constant M and a subset E of
⋂
n>1Ω
(kn)
T with
P(E) > 0 such that c = c(ω) ≤M for all ω ∈ E. Hence, everywhere in E,
cσ
(
τ (kn) − τ (kn)ε
)H−α
≤
(
M
1
1−H+α
)(
σ
1
1−H+α
)
ε
H−α
1−H+α
(
Akn
)− H−α
1−H+α .
Clearly M and σ are constants. Moreover, since fn(t, z) → ∞ as n → ∞ (for
every (t, z)) then clearly also Akn →∞ for kn →∞. Hence
lim
kn→∞
(Akn)
−
H−α
1−H+α = 0,
because − H−α
1−H+α
< 0. Then clearly, for any given ε > 0, we can choose kn very
large (depending on ε) such that(
M
1
1−H+α
)(
σ
1
1−H+α
)
ε
H−α
1−H+α (Akn)
−
H−α
1−H+α < 2ε.
This yields
cσ
(
τ (kn) − τ (kn)ε
)H−α
< 2ε,
which contradicts the first inequality in (5.3). This concludes the proof of the
theorem. 
6 Some illustrating examples with simulations
In this section, we provide some examples of generalised fCIR processes to illus-
trate the results of this paper using simulations. The process that will be used
represents a generalisation of the classical “extended CIR” process.
The classical extended CIR process is defined by
dXt = θt(µt −Xt)dt+ σ
√
XtdWt, X0 > 0 (6.1)
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where θt is the time-depending speed of reversion towards its time-depending long
run mean µt of the process (Xt)t≥0 and σ a positive parameter. This model was
initially introduced by Hull and White (1990) and it is widely used in both short
interest rates and spot volatilities modelling. The choice of parameters θt and µt
are done through market calibration. As already discussed, we shall consider the
general case where the Brownian motion is replaced with a fBm. The process is
called “Extended fCIR” and takes the form
Xt = Z
2
t 1[0,τ), t ≥ 0 (6.2)
where
dZt =
f(t, Zt)
2Zt
dt+
σ
2
dWHt , Z0 > 0 (6.3)
with
f(t, x) = θt(µt − x2). (6.4)
We shall then simulate the corresponding process (Xt) on a finite interval [0, T ]
using the well-known Euler-Maruyama method. (See e.g. Higham et al. (2002)
for more details about the method.) Subdivide the interval [0, T ] into N subin-
tervals of equal length δt = T/N with end points 0 = t0, t1, t2, . . . , tN = T . The
corresponding discrete version of the process (Xt)t≥0 is given by
Xtn = Z
2
tn
,
where Z0 > 0 and for n = 1, 2, . . . , N ,
Ztn =

 Zn−1 +
f(tn−1,Ztn−1)
2Ztn−1
δt + σ
2
δWHtn if Ztn−1 > 0,
0 otherwise
with
δWHtn = W
H
tn
−WHtn−1 .
In what follows, we shall consider two different drift functions for simulation of
the process (6.2).
Illustration I
We consider θt = θ > 0 and
µt = c+
σ2
2θ
(
1− e−2θt
)
where c > 0 is a constant. This yields the drift function
f(t, x) =
σ2
2
(
1− e−2θt
)
+ θ(c− x2), t ≥ 0, x ≥ 0. (6.5)
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It is clear that the function f(t, x) satisfies conditions (D1) and (D2) and hence for
We simulate 1000 sample paths of the process (Xt)t∈[0,T ] where T = 10, volatility
σ = 0.4 starting at X0 = 1 with time-step δt = 0.001 and the results are given in
Figures 4.1 to 4.4 (with given parameters c, θ and H). All the sample paths in
Figures 4.1 and 4.2 where H > 0.5 are strictly positive (do not hit zero) in line
with Theorem 3.3. In Figures 4.3 and 4.4, we demonstrate the relevance of the
condition (D2) by taking θ = 1, c = 0 and Z0 = 1. Then
f(t, x) = −x2 + 0.08
(
1− e−2t
)
t ≥ 0, x ≥ 0.
Clearly since f(0, x) < 0 for all sufficiently small x and hence condition (D2) is
not satisfied. Then the sample paths hit zero with a very higher probability even
if H > 0.5.
Figure 4.1 Figure 4.2
θ = 1, c = 2, H = 0.6 θ = 1, c = 2, H = 0.8
Figure 4.3 Figure 4.4
θ = 1, c = 0, H = 0.6 θ = 1, c = 0, H = 0.8
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Illustration II
In the second illustration, we consider again θt = θ > 0, σ > 0 and
µt =
(
1 +
c
θ
)
ect +
σ2
2θ
(
1− e−2θt
)
,
where c > 0 is a constant. This yields the function
f(t, x) =
(
θ + c
)
ect +
σ2
2
(
1− e−2θt
)
− θx2, (6.6)
It is again clear that f(t, x) satisfies conditions (D1) and (D2).
We considered 1 000 realisations of the sample paths of the stochastic process
(Xt)t∈[0,10] with volatility σ = 0.4 starting at X0 = 1 with time-step δt = 0.001.
We have observed similar results compared to Simulation I and the output is given
from Figures 4.6 to 4.9.
Figure 4.6 Figure 4.7
θ = 1, c = 0.02, H = 0.6 θ = 1, c = 0.02, H = 0.8
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Figure 4.8 Figure 4.9
θ = 1, c = 0.02, H = 0.1 θ = 1, c = 0.02, H = 0.4
Concluding remarks
In this work, we analysed the general fCIR processes of the form X2t = Z
2
t 1[0,τ)
with
dZt =
1
2
f(t, Zt)Z
−1
t dt+
1
2
σdWHt , Z0 > 0,
where f(t, x) is a continuous function on R2+ under two mild conditions on the
function f(t, x). We proved that the process (Xt) satisfies the equation dXt =
f(t,
√
Xt)dt + σ
√
Xt ◦ dWHt . Moreover if the Hurst parameter H > 1/2, the
process (Xt)t≥0 processes will never hit zero, that is, it remains strictly positive
everywhere almost surely. The conditions (D1) and (D2) imposed on f(t, x) are
very weak so that the class of functions to which our results apply is clearly larger
than previously understood. In the case, H < 1/2, we considered a sequence of
increasing drift functions (fn) that tends to infinity and we proved that the prob-
ability of hitting zero converges to zero as n goes to infinity. These results are
illustrated with some simulations. The generalised fCIR process may take several
forms and one of them is given as an extended fCIR or fractional Hull-White pro-
cess. This process belongs to the class of mean-reverting processes and may yield
perfect calibrations of time-dependent parameters. Calibration under fCIR pro-
cess constitutes an important area of further investigations. Another line of further
research is to study the properties of moments of the process (Xt) in order to see
if results that have been obtained under more stronger conditions remain valid
under the mild conditions (D1) and (D2). We hope to the results and discussions
in this paper will be of some help in that direction. It is important to note that our
results generalise previous results obtained by Mishura and Yurchenko-Tytarenko
(2018) to the particular function f(t, x) = 1
2
(µ − θx2) for constants µ > 0 and
θ > 0.
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