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We examine stability of Holfman’s symmetric model of the immune 
system 
-i, = s, --- .r , i 6,x,; A-, > 0; i = I, 2 ,..., n; (1) 
,” I 
where S, > 0, K,, = K,, 30. This paper gives necessary and sufticienf con- 
ditions on {S,} and (K,) for Eq. (I ) to have a unique, stable, steady-state 
solution. Determining existence of a steady-state solution requires a theorem 
delimiting the range R of a function F: DE R” + R s R”, where D is a 
(possibly proper) subset of R”. This theorem may be new. 
If otTdiagonal elements (K,,: i # j} are non-zero with probability C and 
0 < s,,, 4 s, Q P.%ll,“. p a ftxed integer, we let P(n, C) be the probability that 
Eq. (I ) does no/ have a stable, steady-state solution. Let 
T,n)z(~-lYInn - -_ 0) 
11 n 
As n-a. C/T(n)+r>l implies P(n, C) -0. If  we set {K,, =O; 
i = I. 2,..., n ), this result shows that accumulating more unstable subsystems 
increases the probability of stability of this system. {A 1986 Academic Prc.u. Inc. 
1. INTRO~MJCT~~N 
The question of stability vs complexity in dynamical systems has been, 
and remains, a difftcult question. Siljak’s (1978, p. 2) book on this topic 
gives sufficient conditions for a complex system to be stable. The system is 
composed of “competitive subsystems”; the subsystems are “stable when 
isolated”; and the interaction of the subsystems “does not exceed a certain 
limiting value.” May (1973, Chap. 3) reviews the stability-vs-complexity 
issue for the ecologist and comes to a similar conclusion: for a multispecies 
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community to be stable, “each species would by itself be stable” (p. 66), 
and the number and strength of interactions between species must be 
limited. May’s view has much support, both from Nature (Paine, 1966; 
Margalef, 1968, p. 7) and from theoreticians (Gardner and Ashby, 1970; 
MacArthur, 1970). 
May (1973, Chap. 3) does, however, give biological evidence (Elton, 
1958, pp. 145-150; Pimentel, 1961) to show that complexity can confer 
stability. Mathematical models with this property are rare. This paper 
demonstrates such a model. 
May (1972) studied the probability of stability for the linear system of n 
ordinary differential equations 
i,= f a,,x,, i = 1, 2 ,..., n, (1.1) 
/=I 
where the dot represents a time-derivative. The {ai,} where chosen ran- 
domly from a specified distribution. 
In the spirit of May’s (1972) investigation, we examine the stability of 
the system 
ii= S, -x, f K,x,, i = I, 2 ,..., n, (1.2) 
j- I 
where 0 < Smin < S, Q S,,, and K,, = K,, 3 0. The {S,} may be chosen by 
any means (i.e., deterministically or randomly, independently or not), sub- 
ject to S ,,,,,, < S, 6 S,,, . S,i” < S,,, are pre-assigned positive numbers. The 
diagonal elements of K, {Ki,}, may likewise be chosen by any means, sub- 
ject to Kii 2 0. The superdiagonal elements of K take the value 0 indepen- 
dently of each other with probability I -C. C, the connectance of K, is a 
pre-assigned number 0 < Cd 1. Positive values, if taken by superdiagonal 
elements of K, may again be chosen by any means. The subdiagonal 
elements of K are determined by the symmetry condition, K,, = Kji. 
Our probabilistic hypotheses have an awkward generality because the 
stability of Eq. (1.2) hinges only on positioning of O’s in K. Some 
applications of Eq. (1.2) may require a zero diagonal in K; leaving the 
diagonal arbitrary includes these applications and weakens our 
probabilistic conclusions only negligibly. 
Equation (1.2) has a simple interpretation: Consider a population con- 
sisting of n types of individual, contained in a fixed region, (All averages in 
the following are taken over the fixed region.) Assume a constant average 
rate of immigration (Si) for individuals of type i and that individuals of 
type i and i meet and annihilate one another at average rate K, = Kji > 0. 
Equation (1.2) is then a rate equation for the average number (xi) of 
individuals of the type i. 
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This model exemplifies symmetric models of the immune system. 
Hoffmann (1982) discusses such models at length. Immune complexity and 
randomness (Hoffmann’s Axiom of Unpredictability) motivated 
investigation of probabilistic stability for Eq. (1.2). 
This paper poses the following question: What is the probability P(n, C) 
that Eq. (1.2) does not have a unique, stable, positive, steady-state solution 
x,*>O, i=l,2 ,..., n? 
The partial answer follows in a series of theorems. The first three 
theorems are deterministic, giving criteria under which S, and K,, produce 
the desired solution x*. The fourth gives an upper bound on connectances 
allowing instability. 
THEOREM I. 1. Given a positive sreudy-stare solution x*, x* is stable lf 
and onfy if condition (ST) is sarisfied: 
(ST): There are no disjoint subsets P and N oj’ { 1, 2 ,..., n}, either but 
not both possibi,v null, such that 
K,j= K,,=O whenever ig P, j4.N or i$ P, jc N. (1.3) 
Figure 1 displays this coniiguration of zeroes after permutation of the 
indexes { I, 2 ,..., n }. 
Leighton (1970) defines stability: Let 
F,(x) = F,(x,, x2 ,..., x,) = s; i K,,x,, i = 1, 2 ,..., n. 0.4) 
t-l 
x* is stable if the Jacobian of Eq. (1.2) -F’(x) = [ -dF,@x,], is negative 
definite at x*, so that sufficiently small perturbations return to x*. 
Proof of Theorem 1 rests on diagonal almost-dominance (non-strict 
inequalities) of F’(x) for positive x. Gershgorin’s Circle Theorem forces the 
P N 
I I 
0 
0 
FICXJRE 1 
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eigenvalues of -F’(x) to be non-positive. Equation (1.3) is the condition 
for a zero eigenvalue. Section 2 gives the proof. 
THEOREM 1.2. Equation (1.2) has a stable, posit& steady-state solution 
if and only if condition (SS) is satisfied: 
(SS): Let I and Z be arbitrary, disjoint subsets of { 1, 2,..., n 1. If 
K,i= K,,=O for all iEI, j$ Z, (1.5) 
then 
c s, < c s,. (1.6) 
rel je % 
Moreover, if (SS) hoI& the solution is also unique. 
If I or Z is null, the corresponding sum in Eq. (1.6) is 0. Figure 2 dis- 
plays the configuration (1.5) of zeroes after a permutation of indexes. 
Necessity of (SS) is easy. If x* is a positive steady-state solution of 
Eq. (1.2), then 
F,(x*) = x,’ f K,,x; = S,, i = 1 , 2 ,..., n. (1.7) 
,= I 
Hence, if condition (1.5) holds for some I and Z, 
C Si = C X,* C K,,x: 6 C X: i Kiix* = 1 S, (1.8) 
iel icl /ET /EZ I- I ieL 
by symmetry of K. Equality pertains only if Eq. (1.5) also holds with I and 
Z reversed. This violates condition (ST), implying the solution was not 
stable. This contradiction establishes necessity of (SS) in Theorem 1.2. 
I 2 
I k 
pk 
n-pk-k 
FIGURE 2 
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Sufficiency of condition (SS) is more arduous. The proof, given in Sec- 
tion 3, rests on a theorem given in Appendix A. 
We can strengthen the stability result further with 
THEOREM 1. If (SS) and (ST) both hold, then x* is asymptotically stable 
for any positive initial condition x,, satisfying: 
(AS): IIF - F(x*)ll < min,,, IIY - UxNL 
where the minimum is over those y satisfying 
z, Yi = Jz Yi, Z, Z satisfying Eq. (1.5). (1.9) 
(AS) states that x* is asymptotically stable for initial conditions x,, whose 
map F(x,) lies within a hypersphere centered at F(x*) not intersecting any 
of the hyperplanes (1.9). 
The proof is based on 
g(x)= lltl12= IIS-F(x)l12>0, (1.10) 
a Liapunov function (e.g., Leighton, 1970) for Eq. (1.2). Section 4 shows 
g(x) <O within the region (AS) unless x=x*. Hence x(t) --,x* as t-t co. 
THEOREM 1.4. If P(n, C) = P is the probability that Eq. (1.2) does not 
have a unique, stable, positive, steady-state solution x*, and p is the smallest 
integer greater than or equal to S,,, /Smin, then C < g(P), where g(P) is the 
maximum i3f 
(1) l n-3p-2 
ln (n-p- l)(n-P-2)...(n-2p- 1) 
[ 2.(p+ l)! 1 3 
~+l 
(2) pn+(p+ l)* 
ln n [ n(n-l)...(n-p+l) p+l’ 1 (p+l)! ’ 
(3) 
2(p+ II2 
(n-P- l)Cn-2(p+ l)(p+2)1 
and 
n 1 i P+l - P+l ln(p+l)fpIn - ( 11 P 
(4) l n-p-l 
In n*n(n-l)...(n-p) 
[ I (p+l)!P ’ 
where n > 2(p + 1 )(p + 2). 
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Asympoticaly (n + a~; p, P fixed), the bound behaves as (2), which is 
independent of P: 
Let us set K, = 0, i= 1, 2 ,..., n. If for some i, K,= 0, all j, Eq. (1.2) 
has no positive, steady-state solution. Here (1 - C)” - ’ < P(n, C) = P, 
Ca(n- I))’ In P. Comparison with Eq. (1.11) indicates that our upper 
bound g(P) for C is reasonably tight. 
Proof of Theorem 1.4 is in Section 5. 
2. PROOF OF THEOREM 1.1 
We must determine when 
F'(x)=[iW,(x)/~x,]= Ki,,,x, 1 (2-l) m=l 
is positive definite at x=x*; x* positive. (6,,= 1, i= j; 0 otherwise.) F’(x) 
is diagonally almost-dominant (K,, may be zero), so the Gershgorin Circle 
Theorem (Lancaster, 1969) implies that each eigenvalue p of F'(x) satisfies 
one of the inequalities 
I ( I’- XiKii+ f Ki,xm m=l )I G 1 Kirnxm, i = 1 , 2 ,..., n, (2.2) OZ#f 
implying ~1 B 0. 
Assume F’(x) has a zero eigenvalue. Denote aF;(X)/dXj by ct,. Then 
i= 1, L., 4 
for some left eigenvector g E R", g # 0. This implies 
(2.3) 
‘j lgjl 6 C ci/ Igil, j = I, 2,..., n. (2.4) 
i#j 
From (2.1) and positivity of x, 
Cj2 1 cij, K,,>,O, j = 1, 2 ,..., n, (2.5) 
i+j 
where the two inequalities are strict, except when both are equalities. 
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Let g,=max lg,l >O, P = {i: g, = g,, ), N= ji:g,= -go}, and 
L = {i: lg,l < g,}. Either, but not both, of P and N may be null. P and N 
are clearly disjoint. Equations (2.4) and (2.5) force 
CjJ = c Cl, and K, = 0. je Pu N, 
i#J 
Cd = 0, jePuN, ieL. 
These, with (2.3) and the definition of P and N, show 
(2.6A 
(2.6B 
ch= C c,/,jeP, and c/j= c L’g, jEN. 
,E N ic P 
By symmetry of K, Eq. (2.1), and the definition of ci,, condition (ST) must 
hold. 
This proves sufficiency of condition (ST) in Theorem 1.1. Necessity is 
easy: if condition (ST) does not hold, take 
1, iEP, 
g;=o, i$PuN, 
- 1, ieN. 
g is an eigenvector of F’(x) with eigenvalue 0. 
We have actually proved more than Theorem 1.1: if condition (ST) 
holds, F’(x) is positive definite for every positive x, not just for x = x*. We 
shall use this fact in the proof of Theorems 1.2 and 1.3. 
3. PROOF OF THEOREM 1.2 
To complete the proof of Theorem 1.2, we show sufficiency of condition 
(SS). Stability of any solution is immediate since, if some P and N con- 
travening condition (SS) exist, both inequality (1.6) and its reverse would 
hold, which is impossible. Hence, from the comment concluding Section 2, 
F’(x) must be positive definite for every positive x. 
Equation (1.7) for a steady-state solution is, in vector form, 
F(x*)=S. (3.1) 
Let D = (x E R”: x, > O}. Existence and uniqueness of x* E D satisfying 
Eq. (3.1), where SE D satisfies condition (SS), follows from this statement: 
F is a homeomorphism (l-l continuous function) mapping Dr R” onto 
R 5 D, where R is described by condition (SS). 
Homeomorphism is easy, since F’(x)* is positive definite in D: 
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THEOREM 3.1. (Chua and Lam, 1970; Lemma 3.1 and p.6171). Let 
F: DE R” -+ R” be continuous and have a positive definite Jacobian in D, 
where D is open and convex. Then F is a homeomorphism in D. 
The “onto” part (following Eq. (3.1)) requires 
THEOREM 3.2. L-et F: D E R” + R” be a local homeomorphism possessing 
a F&her derivative F’(x) at every point of D, where D is open. In the closure 
of the range F [ D] (which is not necessarily all of R”), we define: 
(A) a singular ser 
S= {PER”: AXE Dgy=F(x) and det F’(x)=O} 
and 
(B) an extended boundary set 
&= jyER”:3(txED)~3y=~-m~ F(L~) 
and 3/irn= k~=~~R;, x$0}. 
Let y0 = F(x,) for some x0 E D and q: [0, 1 ] + R” be 
(C) a continuous curve joining yo= q(0) and y = q(1). Then if 
q(t)$Su B,,, for all TV [0, 11, ~EF[D]. 
The notation requires some explication. ( k~) 7 is a sequence ,x, rx,.... 
Pre-subscripts avoid confusion with the kth co-ordinate of x, xk. 
R”, = {(x,, x2,..., x,): xi E R u { + co }, i = 1,2 ,..., n 1. This allows extended 
limits xi (i.e., including & co) in the definition (B) of B,,,. Frechet 
derivatives (Ortega and Rheinboldt, 1970) are, in the present context, 
Jacobians. 
Appendix A gives the proof of Theorem 3.2. Under the given conditions 
on F and D, this theorem describes a set Su B,,, with the following 
property: F[D J contains all points y connected to F(x,) by a continuous 
curve, as long as the curve does not intersect SW B,,,. 
The theorem helps delimit F[D], as the following trivial example in R’ 
demonstrates: let D = R and 
F(x)=e ” on (-mO1, 
= 2 - e .- x2 on 10, 30). 
Here S= {F(O)= l} since F(0) =O; B,,, = {0,2} since F(x) + 2, 0 as 
x-+ &co. Because F(-l)=e-‘, the theorem ensures {y:O<ycl}~ 
F[D], since these points are connected to F( - 1) in R without intersecting 
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S u Be,, . The unfortunate inflection point at (x. y) = (0, I) precludes 
inclusion of all of { y: 0 < y < 2) = F[D] in the conclusion. 
For F in Eq. (3.1), positive definiteness of F’(x) in D implies S = 0 in 
(A) of Theorem 3.2. To determine B,,,, we examine 
y =p’\mL Ftkx) 
or 
where 
x,= lim kX,ER,, x $ D. 
(3.2) 
(3.3) 
We define three disjoint class for the co-ordinates x, of x: 
xi= 00, itz I, 
= finite > 0, ie F, 
= 0, iEZ. (3.4) 
Because kx E D, there are no other possibilities in Eq. (3.3). Now x $ D, so 
Zu Z is non-null. If I= 0, then x E dD, the boundary of D = {x E R”; xi = 0 
for some i). Equation (3.2) then implies ye8D as well. 
If I# 0, existence of the limit in Eq. (3.2) implies K, = 0 for iE Z, j$ Z. 
Symmetry of K yields 
K, = Kii = 0, ieI, j&Z. (3.5) 
Equations (3.2) and (3.5) imply 
s, yi= /lf”, 1 kXi c Km kx, = c Y,  
rcl mcZ l?lEZ 
(3.6) 
since the missing terms for the sum on the right --f 0 by Eq. (3.4). Hence, in 
Theorem 3.2, S u B,,, is dD u all hyperplanes (3.6) satisfying Eq. (3.5). 
Let R be D A the intersection of all open half-spaces 
z, Yi<m:z Ym* (3.7) 
where I and Z are arbitrary sets satisfying Eq. (3.5). By the argument 
following Theorem 1.2, x0 ED implies y0 = F(x,) E R [equality in Eq. (3.7) 
is excluded by the argument in the first paragraph of this section]. 
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Since R is the finite intersection of open half-spaces in R”, it is convex. 
R n (S u B,,,) is clearly null. Since y. = F(x,) E R, Theorem 3.2 implies 
R G F[D]. Since R is the subset of D we required [see remarks following 
Eq. 3.1)], this concludes the proof of Theorem 1.2. 
4. F’RCXIF OF THEOREM 1.3 
Since (ST) holds, by remarks concluding Section 2, F’(x) is positive 
definite for positive x. Hence 
d 
g(x)=- Ilil(* = -iF’(x) i 
dt (4.1) 
is strictly less than 0 unless ir = 0. Condition (SS) implies that ir = 0 only 
for x = x*. 
The trajectories of x are easier to visualize after the mapping 
y = F(x). (4.2) 
They follow ever-shrinking circles centered on F(x*) since Eq. (4.1) holds 
with 
k=S-F(x)=F(x*)-F(x) (4.3) 
(Eq. (1.2) in vector form). The trajectories must close down to F(x*) unless 
the circles [Ii-)1 = constant include boundary points B,,, where eigenvalues 
of F’(x) in Eq. (4.1) may approach 0 (as llxll + co). Condition (AS) 
excludes this possibility. 
Numerical evidence (Hoffmann, 1982) indicates that (SS) and (ST) 
guarantee global asymptotic stability for x*. Theorem 1.3 is certainly not a 
best possible result. 
5.- PROOF OF THEOREM 1.4 
The symmetry of K produces awkward combinatorial problems 
(Hoffmann, 1982, Appendix). To solve them, we employ very crude techni- 
ques, which nevertheless produce a surprisingly good bound for C. 
Recall that p is the smallest integer greater than or equal to Smar/Smin. If 
111 represents the number of elements in the set 111, p 111 < 121 implies 
(5.1) 
jsZ 
and condition (SS) of Theorem 1.2 is satisfied. Hence failure of condition 
(SS) only occurs when 
P 14 b IZI for some 1, Z satisfying Eq. (1.5). (5.2) 
Likewise, condition (ST) of Theorem 1.1 fails only under Eq. (5.2), since 
p 2 1 and either I PI 3 I NI or 1 N( 2 I PI. Thus condition (5.2) is necessary for 
Eq. (1.2) not to have the desired solution x*. Let 111 = k, 1 <k < 
[n/(p + l)], where [a] denotes the greatest integer less than or equal to c(. 
If 
n! 
E’=k!(pk)! (n-pk-k)! 
(1 - C)k’k I)lZ+k(n-pk- k) 7 (5.3) 
Ek dominates the probability that Eq. (5.2) occurs for 111 = k; see Fig. 2. 
Hence 1 Ek dominates the probability of condition (5.2) holding which 
in turn dominates P(n, C). Our analysis of 1 Ek hinges on the ratios 
f(k)=% = (n-pk-k)(n-pk-k- l)...(n-pk-k-p) 
& (k+ l)(pk+k)(pk+k- l)..*(pk+k-p-i- 1) 
x(1-C)” Zpk-p-k-l (5.4) 
The plan is to restrict C to values such that terms of x Ek decrease, then 
increase, with the first term dominating the last. This will permit the 
derivation of a bound for z Ek. 
Analysis is awkward if 1 Ek is initially increasing or terminally 
decreasing, so we note that for C# 1 
(k+ l)(pk+k)(pk+k- l)..-(pk+k-p+ 1) 
(n-pk-k)(n-pk-k- l)...(n-pk-k-p) 1 “(n-2Pk-P-k(;;) 
and Eq. (5.4) imply 
f(k)< 1 if n>2pk-p-k- 1, (5.6A) 
f(k)> 1 if n<2pk-p-k- 1. (5.6B) 
For k = 1, 
C2 
1 
n-3p-2 
In (n-p- l).**(n-2p-1) 
L 2*(p+ l)! 1 
[ 2*(p+ I)! I 
‘An 3P-2) 
>l- 
(n-p- l)...(n-2p- 1) (5.7) 
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impliesf(l)<l. Fork=[n/(p+l)]-l=k,,,., 
c>, P+* n(n- l)..*(n-p+ 1 
Pn+(P+*)’ (P+ I)! 1 (5.8) 
ensures the terminal ratio j(k,,,) > 1. We used e’> x + 1 and 
a6 = exp(b In a) in both Eqs. (5.7) and (5.8). 
Henceforth we assume both Eqs. (5.7) and (5.8) are satisfied. 
We now treat k as a continuous variable: 
= -(‘+ ‘) n-p;-k+ “* +nepklkep] 
1 --- 
k+l 
1 
+ . ..+ 
pk+k-p+l 1 -(I +2p)ln(l -C). 
(5.9) 
d2/dk2[ln f(k)] is always decreasing for 1 <k < (n - p)/(p + 1 ), so 
d/&[lnf(k)] has a concave graph. Hence there are at most two values of 
k satisfying d/dk[lnf(k)] =0 and lnf(k) has at most two turning points. 
Equation (5.4) implies lim In f(k) = -co as k -+ (n - p)/p + 1). Since 
In f(kmax) > 0 if Eq. (5.8) holds, and In f( 1) < 0 if Eq. (5.7) holds, then 
In f(k) = 0 at most once in the interval 1 <k < k,,,. 
Since {f(k)} are the ratios of the series x E,, the { Ek} initially decrease 
and then increase. The largest of them is El or Ek,max, + , . We now estimate 
E . for k=k k(nlax) + 1. max + 19 P = ll(P + 11, q = PAP + 113 
TZ! 
Ekd(pk+k)! (n-pk-k)! 
e- (P+l)k(PInP+qInq) 
@G 
(1 _ C)k’k lV2 
< 
+-*)... (n-p+ 1) ,--HPlnP+qlnq) 
P! 
J2~~,(p+ *) (*_C)(n-P-I)(n-ZP-2)/2(P+l)*, 
where we used Stirling’s approximation (which is an inequality) and 
k<n/(p+ l)<k+l 
E 
1 
Jo- l)...(n-P) 
P! 
(1-C)” p-l 
dominates Eklmax, if 
C> 
aP+ II2 
(n-P-l)Cn-2(P+l)(P+2)1 
(5.10) 
X 
{ 
-j-f-i CW+ l)+pln (!.T$!.!)]+i *n [(‘+ 1~~ep’2]], 
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where we have used e-’ > 1 + x as in Eq. (5.7). We now assume Eq. (5.10) 
holds. Hence 
n E Jlv(n- I).*.@-p) 
P(n, C) <- 
p+l ’ (P+ I)! 
(1 -C)“- I’ ‘, (5.11 ) 
because E, dominates the [n/(p + 1 )] terms in C Ek. 
Abbreviating P(n, C) by P, we fmd 
[ 
(p+ l)! P 1 
I/(?l ,, --I )
Cbl- 
n.n(n- I)...@-p) 
This implies 
C< 
1 
n-p-l 
In n*n(n- l)...(n-p) 
i (p+l)! P 1 . (5.12) 
Equation (5.12) is derived from assumptions (5.7), (5.8), and (5.10). Either 
one of these is false or else Eq. (5.12) holds. This yields Theorem 1.4. 
6. DISCUSSION 
We considered 
ii= St-x, f K,x,; xi > 0; i = 1, 2 ,..., n, (6.1) 
jz 1 
for Sj > 0, K, = Kjj > 0. This paper gave necessary and sufficient conditions 
on { Si} and {K,} f or Eq. (6.1) to have a unique, stable, steady-state 
solution. A proof of asymptotic stability under a restricted set of initial 
conditions was given. This was not a best possible result, and numerical 
evidence (Hoffmann, 1982) suggests the solution is globally asymptotically 
stable. 
Let the off-diagonal elements {K,: i# j} be non-zero with probability C 
and the { Si} be bounded 0 < Smin < Si < PSmin, p an integer. We let 
P(n, C) be the probability that Eq. (6.1) does not have a stable steady-state 
solution. Let us consider C as a function of P(n, C). As n + oc), for any 
fixed P(n, C) and p, lim sup C/T(n) < 1, where 
T(n)= (P+ 1)’ Inn 
~ -9 
P n 
(6.2) 
independent of P(n, C). Borrowing from the language of random graph 
theory (Grimmett, 1983), this implies that Eq. (6.1) is almost surely (as.) 
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stable as n + co if C/T(n) + r > 1, since P(n, C) --f 0. T(n) is like a graph- 
theoretic threshold function in this respect. 
Most analytic investigation of probabilistic stability examine linear 
systems (May, 1972, 1973; Hastings, 1982a, b, 1983; Cohen and Newman, 
1984). By contrast, the stability of Eq. (6.1) requires a non-trivial steady- 
state solution. 
Theorem 1.4 and related theorems in the Appendix allow demonstration 
of the steady state. Similar theorems (Chua and Lam, 1970; Ortega and 
Rheinboldt, 1972) often demonstrate that a function F: R” + R” is onto R”. 
Our theorems (which I have been unable to find in the literature) delimit 
the range R of F: D c R” + R 5 R”, where D may be a proper subset of R”. 
Our theorems are obviously useful in a broader context than presented 
here. 
Although requiring a non-trivial steady-state solution for Eq. (6.1) 
makes our result unusual enough, the results are even more striking if we 
set Kii = 0, i = 1, 2 ,..., n. Each subsystem xi becomes unstable in isolation 
(i.e., with xi = 0, j # i). Accumulating more unstable subsystems actually 
enhances the overall stability of Eq. (6.1)! Although stable systems may 
contain unstable subsystems (GrujiC and Siljak, 1973; Thompson, 1970), 
this result is somewhat unexpected. 
Cohen and Newman (1984) and Rejmanek et al. (1983) indicate that 
complexity may confer stability. The analytic results in this paper, largely 
anticipated numerically by Hoffmann (1982), also support this view. 
APPENDIX A: PROOFOFTHEOREM 3.2 
AI. A Stronger Version of Theorem 3.2 
It is easiest to derive Theorem 3.2 from a stronger version with 
(A)’ an extended singular set, 
Sext= {y~Rn:3(,x~D);n3y=!imm Of and 
)imm IIW’)’ ~F(~x)lll= a>, 
replacing (A), 
(BY a boundary set, 
B= {PER”: 3(,x~D);a3y= lim Of and 
k-cc 
I!‘“, kX=XER”, x$0}, 
replacing (B), and 
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(C)l a linear function joining y0 and y, 
q(t) = Ydl - f) + Yt, 
replacing (C). Sext u B replaces Su B,,, in the conclusion. 
A few notational explanations are required. In defining S,,,, we choose 
the branch of F-i with F-‘[F(,x)] = kx. In general, the relevant branch 
will be understood from the context, usually by continuity. The matrix 
norm used in defining S is the spectral radius, the maximum modulus 
amongst the eigenvalues of (F-l)’ [F( k~)]. This tends to infinity when one 
of the eigenvalues of F’( k~) + 0. This is not equivalent to det F’( k~) -+ 0. If 
11 kill + co, det F’( kx), the product of the eigenvalues, might not tend to 
zero if only one eigenvalue does. 
A2. The Proof 
We apply a Continuation Property argument (Ortega and Rheinboldt, 
1970). 
p represents a continuous function [O, l] + D. Let 
T={z~[O,1]:3p~~p(t)=F-‘q(t),forall tE[O,rJ}, 
a=sup T. 
a >O because p(O) = x0 implies Fp(0) = q(0) = y0 and existence and con- 
tinuity of F-, near y0 yields the same for p(t) = F - ‘q(t) near t = 0. Hence 
At) = F - ‘q(t) for O<t<a. 
Choose any sequence ( tk E [0, a)) with lim,, oo tk = a. By hypothesis 
da) 4 ST so 
da) = >-mm dtk) = ! ‘mm Wtk) (A.1) 
implies 
lim II (F -‘I’ [dtk)] 11 z 03 
k+oo 
if the latter limit exists. In either case, there is a subsequence of ( tk) whose 
elements satisfy 
IIP-‘I’ Cdtdlll GY (A-2) 
for some y. Remember the subsequence and represent it by ( tk). This ( tk) 
still satisfies (A. 1) 
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(p( tk)) is a Cauchy sequence in the R” Euclidean norm because 
IlP(t,)-P(tj)ll = 1” (F-.‘)’ [q(t)1 *q’(l) dt 
II 1, 
G*r IIY -Yell l&-q 
by the Chain Rule and (A.2). Therefore 
lim p(rk) =x exists. 
k-m 
By hypothesis again q(a) $ B, so (A.1 ) implies x E D. Define p(a) = x. 
Because tk + a-, continuity of F ’ near F(x) shows 
p(a)=F-‘q(a). (A.3) 
a < 1 is impossible, since then the local homeomorphism of F extends p 
beyond p(u). This contradicts the definition of a, so a = 1 and (A.3) gives 
y=dl)=FAl), p(l)=x~D. 
This concludes the proof of the basic Theorem. 
A3. Extension from Linear to Continuous Connection 
We wish to weaken the linear connection hypothesis (C)’ to a con- 
tinuous connection hypothesis. 
(C) A continuous function joining y, and y, 
4(O) = Yo and dl)=Y. 
The proof extends from hypothesis (C)’ to (C) if S,,, u B is closed. 
q( [0, 11) is compact and has a finite cover of open spheres not intersecting 
S,,, u B (assumed closed). This gives a finite linear connection between 
y. = q(0) and y = q( 1) which does not intersect S,,, u B. 
This proof breaks down because, although S,,, is always closed, B is not. 
For example, 
W,,x2)=x;‘, D= {(x,, x&R2:x2>0} 
- ’ E B, m = 1, 2 ,..., since m -’ = lim, _ oc F(m, k - ‘). Clearly 0 E B but 
;r4 B. 
Although B is not always closed, B, = B u B, is, where the infinite boun- 
&ry set 
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and 
The Theorem remains true when the set B, replaces B and the hypothesis 
(C) replaces (C)‘. Details are left to the reader. 
A4. The Application in the Text 
Theorem 3.2 follows if we can show S,,, u B,. G S u B,,, . Examination of 
convergent subsequences for the sequences ( k~)P in S,,, and B,. yield this 
result. By “convergent,” we mean convergent in R”,, in the extended sense 
allowing &cc as limits for the co-ordinates. 
In the definition of B, = B u B,, all limit points for ( kx ) ;” are in B,,, 
Hence B, G B,,,. Excluding from consideration those limit points for 
(G);JU in L already included in B,,,, we are left with limit points x E D. 
Since F’(x) exists for x E D and therefore has a zero eigenvalue by 
definition of S,,,, det F’(x) = 0. Hence ScX, G B,,, u S, and we are finished. 
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