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Abstract
We provide a new method to approximate a (possibly discontinuous) function using
Christoffel-Darboux kernels. Our knowledge about the unknown multivariate function
is in terms of finitely many moments of the Young measure supported on the graph
of the function. Such an input is available when approximating weak (or measure-
valued) solution of optimal control problems, entropy solutions to non-linear hyperbolic
PDEs, or using numerical integration from finitely many evaluations of the function.
While most of the existing methods construct a piecewise polynomial approximation,
we construct a semi-algebraic approximation whose estimation and evaluation can be
performed efficiently. An appealing feature of this method is that it deals with non-
smoothness implicitly so that a single scheme can be used to treat smooth or non-
smooth functions without any prior knowledge. On the theoretical side, we prove
pointwise convergence almost everywhere as well as convergence in the Lebesgue one
norm under broad assumptions. Using more restrictive assumptions, we obtain explicit
convergence rates. We illustrate our approach on various examples from control and
approximation. In particular we observe empirically that our method does not suffer
from the the Gibbs phenomenon when approximating discontinuous functions.
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1 Introduction
In this paper we address the following generic inverse problem. Let
f : X → Y
x := (x1, x2, . . . , xp−1) 7→ y
be a bounded measurable function from a given compact set X ⊂ Rp−1 to a given
compact set Y ⊂ R, with p ≥ 2. We assume that X is equal to the closure of its
interior.
Given d ∈ N, consider a vector of polynomials of total degree at most d
b(x, y) : (x, y) ∈ Rp 7→ (b1(x, y) b2(x, y) · · · bnd(x, y)) ∈ Rnd .
For example, b may be a vector whose entries are the polynomials of the canonical
monomial basis or any orthonomal polynomial basis, e.g. Chebyshev or Legendre.
Associated to b and f , let ∫
X
b(x, f(x))b(x, f(x))>dx
be the moment matrix of degree 2d, where the integral is understood entry-wise.
Problem 1 (Graph inference from moment matrix). Given the moment matrix of
degree 2d, compute an approximation fd of the function f , with convergence guarantees
when degree d tends to infinity.
1.1 Motivation
Inverse Problem 1 is encountered in several interesting situations. In the weak (or
measure-valued) formulation of Optimal Control problems (OCP) [35, 17, 22], Markov
Decision Processes [18], option pricing in finance [23], stochastic control and optimal
stopping [33], and some non-linear partial differential equations (PDEs) [8], non-linear
non-convex problems are formulated as linear programming (LP) problems on occu-
pation measures. Instead of the classical solution, the object of interest is a measure
supported on the graph of the solution. Numerically, we optimize over finitely many
moments of this measure.
Following the notation introduced above for stating Problem 1, and letting
z := (x, y) ∈ Rp,
the moment matrix of degree 2d reads
Mµ,d :=
∫
b(z)b(z)>dµ(z)
corresponding to the measure
dµ(z) := IX(x) dx δf(x)(dy) (1)
supported on the graph
{(x, f(x)) : x ∈ X} ⊂ X × Y
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of function f , where IX denotes the indicator function of X which takes value 1 on X
and 0 otherwise, and δf(x) denotes the Dirac measure at f(x).
For instance, in OCPs an optimal occupation measure µ is supported on the graphs
of optimal state-control trajectories. In order to recover a particular state resp. control
trajectory it suffices to consider the moments of the marginal of the occupation measure
µ with respect to time-state resp. time-control. Then with our notation, x is time and
y is a state resp. control coordinate. Similarly, for the measure-valued formulation
of non-linear first-order scalar hyperbolic PDEs, an occupation measure is supported
on the graph of the unique optimal entropy solution. Then with our notation, x
is time and space and y is the solution. From the knowledge of the moments of
the occupation measure, we want to approximate the solution. In the probability
and analysis literature, the conditional with respect to x in measure µ is called a
parametrized measure or a Young measure, see e.g. [12].
This weak formulation has been used in a number of different contexts to prove
existence and sometimes uniqueness of solutions. It turns out that it can also be used
for effective computation as it fits perfectly the LP-based methodology described in
[16] and the Moment-SOS (polynomial sums of squares) methodology described in e.g.
[22, 21]. In the latter methodology one may thus approximate the optimal solution
µ of the measure-valued formulation by solving a hierarchy of semidefinite relaxations
of the problem, whose size increases with d; see e.g. [22] for OCPs and [25] for non-
linear PDEs. An optimal solution of each semidefinite relaxation is a finite matrix of
pseudo moments (of degree at most 2d) which approximate those of µ. This approach
allows to approximate values for the corresponding variational problems but it does not
provide any information about the underlying minimizing solutions beyond moments
of measures supported on these solutions. Therefore an important and challenging
practical issue consists of recovering from these moments an approximation of the
trajectories of the OCP or PDEs. This is precisely an instance of Problem 1.
More generally, moment information about the unknown function f in the format
of Problem 1 is available when applying the Moment-SOS hierarchy [21] to solve Gen-
eralized Moment Problems where the involved Borel measures are Young measure.
The necessary moment information is also given when considering empirical measures
[29, 24, 30] if input data points lie on the graph of an unknown function f (e.g., as
is the case in interpolation). On the other hand, in some other applications like im-
age processing or shape reconstruction, moment information is available only for the
measure f(x) dx, i.e. y 7→ b(x, y) is linear.
1.2 Contribution
We address Problem 1 by providing an algorithm to approximate a (possibly discon-
tinuous) unknown function f from the moment matrix of the measure (1) supported
on its graph. The approximation converges to f (in a suitable sense described later
on) when the number of moments tends to infinity.
Proposed approximation scheme As is well-known in approximation theory,
the sequence of Christoffel-Darboux polynomials associated with a measure is an appro-
priate tool to approximate accurately the support of the measure, hence the graph of f
in our case. Christoffel-Darboux kernels and functions are closely related to orthogonal
4
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Figure 1: SOS polynomial q(x, y) whose argmin in y is the sign of x on [−1, 1].
polynomials [34], [10] and approximation theory [27], [6]. Their asymptotic behavior
(i.e., when the degree goes to infinity) provides useful and even crucial information
on the support and the density of the underlying measure. A quantitative analysis
is provided in [26], [15] for single dimensional problem and in [20] in a multivariate
setting. Even more recently, in [29], [24] and [30], Christoffel-Darboux polynomials
have been used to approximate the support of Borel measures in a multivariate setting
in the context of Machine Learning and Data Science.
We propose a simple scheme to approximate the graph of f based on the knowl-
edge of the moment matrix of degree 2d of µ. To that end we first compute the
Christoffel-Darboux polynomial using a spectral decomposition of the moment matrix.
The Christoffel-Darboux polynomial is an SOS polynomial qd(x, y) of degree 2d in p
variables. For every fixed x we define
fd(x) := argminy∈Y qd(x, y)
which is a semi-algebraic function, assuming for the moment for the ease of exposition
that the above argmin is uniquely defined. This class of functions is quite large. For
example, all polynomials of degree at most d can be expressed using this technique:
let r be a polynomial in x of degree d, then q : (x, y) 7→ (r(x) − y)2 is a degree 2d
SOS polynomial whose partial minimization in y yields y = r(x) for all x. However,
this class contains many more functions, including non-smooth semi-algebraic functions
such as signs or absolute values. In particular this class of functions can be used to
describe efficiently discontinuous functions, a typical case encountered in e.g. OCP
problems with bang-bang controls and solutions with shocks for non-linear PDEs.
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Example 1 (Sign function as SOS partial minimum). Consider the polynomial
p1 : R2 7→ R
(x, y) 7→ 4− 3xy − 4y2 + xy3 + 2y4. (2)
One can easily check that
argminy∈Y p1(x, y) = sign(x) :=

−1 if x < 0
0 if x = 0
1 if x > 0
for any x ∈ X := [−1, 1] and Y ⊂ R. Note that since p1(x, ·) is positive for x ∈ [−1, 1],
it can be squared without changing the argmin in y and hence we obtain a similar
representation of the sign function in the form of partial minimization in y of the
degree 8 SOS polynomial q(x, y) := p21(x, y), represented in Figure 1.
Example 2 (Absolute value as SOS partial minimum). The reader may check that the
argmin in y of the (square of the positive) polynomial 11−12x4y−6x2y2 +4x2y3 +3y4
is equal to |x| for all x ∈ [−1, 1].
To the best of our knowledge, this work is the first contribution where this class
of semi-algebraic functions is used for graph approximations. The present work shows
how these functions may be used to approximate discontinuous functions accurately.
Comparison to existing approximation approaches: A classical alternative
to our approach would be to use L 2-norm Legendre or Chebyshev approximations of
the function f which are also based on moment information. However these approaches
only use moment information on the measure f(x) dx, i.e. y 7→ b(x, y) is linear.
Moreover, the support of this measure is not the graph of f .
We claim that the full moment information provides useful additional information
on the graph of f which we can access using Christoffel-Darboux polynomials associ-
ated with the measure µ in (1). Note that in interpolation applications, we have the
possibility to estimate the higher order moments of f from finitely many evaluations
of f through Riemann integral approximation or Monte-Carlo approximations for ex-
ample. However, in situations where we have neither access to higher moments nor
pointwise evaluation of f , our method cannot be applied; signal processing applications
are a typical case of the latter situations.
In general, approximating a discontinuous function f is a challenge. Indeed, most
well-known techniques suffer from the Gibbs phenomenon, i.e. the approximation pro-
duces oscillations at each point of discontinuity of f , see e.g. [14] for a good survey
on this topic. The main tools usually rely on properties of orthogonal polynomials [34]
and the resulting approximations are based on a finite number of Fourier coefficients
of the latter functions, i.e., typically first degree moment information on f . Projecting
a discontinuous function on a class of infinitely smooth functions is the typical mech-
anism producing Gibbs phenomenon. In order to get rid of such a curse, additional
techniques and prior information is needed. A possible approach is reported in [11] in
the univariate case (p = 2 in our notations), where a good approximation of locations
of discontinuity points and jump magnitude is obtained by solving an appropriate (uni-
variate) polynomial equation. Recent developments have effectively shown that such
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approaches may tame the Gibbs phenomenon [3, 4]. Iterative numerical methods can
also be used to identify the points of discontinuties of f (and of its derivatives) so as
to construct accurate approximations locally in each identified interval, see e.g. [28] in
the case of Chebyshev polynomials. However such ad-hoc techniques are very specific
to the univariate setting.
On the contrary, our approach is not based on projection on a subspace of smooth
functions, or identification of points of discontinuties of the function to be approxi-
mated. It is based on geometric approximation of the support of a singular measure
using semi-algebraic techniques. An important feature of this approach is that the
resulting approximant functions are not necessarily smooth, and furthermore, disconti-
nuities (if any) can be treated implicitly only based on the whole moment information.
As a result, we obtain a single approximation scheme, which (i) may adapt to the
smoothness features of the target function f without requiring prior knowledge of it,
and (ii) can be used for multivariate f , both points being important challenges regard-
ing numerical approximation.
Description of our contribution
1. We first provide a numerical scheme which allows to approximate the compact
support of a measure which is singular with respect to the Lebesgue measure. We
need to adapt the strategy of [24] which covered the absolutely continuous case.
This result may be considered of independent interest and will be instrumental
to providing convergence guarantees for our approach.
2. Next, given a degree d ∈ N, we provide an approximation fd of the function f
and prove that the sequence (fd)d∈N converges pointwise to f almost everywhere
as well as in L 1-norm as d goes to infinity (under broad assumptions on f).
Furthermore, if we assume more regularity on f , then we also provide estimates
for the rate of convergence. More precisely, we obtain O(d−1/2) for multivariate
Lipschitz functions and O(d−1/4) for univariate functions of bounded variation.
3. Finally, we provide some numerical examples to illustrate the efficiency of the
method. We first use our algorithm to approximate discontinuous or non-smooth
solutions of OCP or PDE problems based on the Moment-SOS hierarchy. These
experiments empirically demonstrate the absence of Gibbs phenomena. We also
provide an example where only samples of the measure under consideration are
given and show that our algorithm also works well, even for moderate size sam-
ples, showing that moment input data could in principle be approximated using
numerical integration methods.
Example 3 (Sign function). To give a flavor of what can be obtained numerically,
consider the measure (1) supported on the graph {(x, f(x)) : x ∈ X} ⊂ X × Y of
the function x 7→ f(x) := sign(x), with X := Y := [−1, 1]. In Figure 2 (right)
the resulting approximation f2 with a moment matrix of size 6 and degree 4 (i.e. 15
moments) cannot be distinguished from f . On the other hand, on the left, its Chebsy-
hev interpolants of degrees 4 and 20 (obtained with chebfun [9]) illustrate the typical
Gibbs phenomenon, namely oscillations near the discontinuity points that cannot be
attenuated by increasing the degree. This phenomenon can be reduced or suppressed by
identifying the discontinuity points and splitting X into intervals (as in e.g. [28] and
also implemented in chebfun), but this strategy works only in the univariate case. In
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Figure 2: On the left, Chebyshev interpolant of degrees 4 (gray) and 20 (black) of the
step function (red), featuring the typical Gibbs phenomenon. On the right, the proposed
semi-algebraic approximation of degree 4 (black) of the same step function (red). The
approximation cannot be distinguished from the step function.
contrast, our algorithm does not attempt to approximate directly a univariate function
with one or several univariate polynomials of increasing degree, but with the argmin
of a bivariate polynomial of increasing degree. Moreover, our algorithm works also for
multivariate functions, as shown by numerical examples later on.
1.3 Organization of the paper
Section 2 introduces the Christoffel-Darboux polynomial, its regularized version and
our semi-algebraic approximant. In Section 3 the main results of the paper are col-
lected, while their proofs are provided in Section 4. More precisely, we first give some
quantitative estimates on the support of the measure µ and then prove the L 1 con-
vergence of our approximant. Section 5 discusses computational issues and with the
help of a simple Matlab prototype it illustrates the efficiency of our method on some
examples. Finally, Section 6 collects some concluding remarks together with further
research lines to be followed.
Notation The Euclidean space of real-valued symmetric matrices of size n is denoted
by Sn. Given a set X in Euclidean space, its diameter is denoted by diam(X) and its
volume, or Lebesgue measure, is denoted by vol(X). For k ≥ 1, the Lebesgue space
L k(X) consists of functions on X whose k-norms are bounded. Given a positive Borel
measure µ, we denote by spt(µ) its support, defined as the smallest closed subset whose
complement has measure zero.
Throughout the paper, p denotes the dimension of the ambient space. Consistently
with the notations introduced in Section 1 for stating Problem 1, we let z = (x y) ∈
Rp. We denote by R[z] the algebra of multivariate polynomials of z ∈ Rp with real
coefficients. For a given degree d ∈ N, the dimension of the vector space of polynomials
of degree less than or equal to d is denoted by nd :=
(
p+ d
d
)
.
8
2 Christoffel-Darboux approximation
This section describes our main approximant based on the Christoffel-Darboux kernel.
We first introduce notations and definitions, describe our regularization scheme for
the Christoffel-Darboux kernel and then describe our functional approximant based on
moments.
2.1 Polynomials and moments
Following the notations introduced for stating Problem 1, any polynomial q ∈ R[z] of
degree d can be expressed in the polynomial basis b(z) as q : z 7→ q>b(z) with q ∈ Rnd
denoting its vector of coefficients. Recall that the moment matrix of degree 2d of the
measure µ reads
Mµ,d =
∫
b(z)b(z)>dµ(z) ∈ Snd .
Since Mµ,d is positive semi-definite, it has a spectral decomposition
Mµ,d = PEP
>, (3)
where P ∈ Rnd×nd is an orthonormal matrix whose columns are denoted pi, i =
1, 2, . . . , nd, and satisfy p
>
i pi = 1 and p
>
i pj = 0 if i 6= j, and E ∈ Sn(d) is a diagonal
matrix whose diagonal entries are eigenvalues ei+1 ≥ ei ≥ 0 of the moment matrix.
Each column pi ∈ Rnd is the vector of coefficients of a polynomial pi ∈ R[z], i =
1, . . . nd, so that
p>i Mµ,d pi = ei =
∫
p2i (z)dµ(z),
p>i Mµ,d pj = 0 =
∫
pi(z)pj(z)dµ(z), i 6= j. (4)
2.2 Approximating the support from moments
Let us assume for now that the support of the measure µ has nonempty interior, then
Mµ,d is positive definite for any d ∈ N, i.e., ei > 0, i = 1, . . . , nd. In this case, one can
define the Christoffel-Darboux polynomial
qµ,d(z) :=
nd∑
i=1
p2i (z)
ei
= b(z)>M−1µ,db(z). (5)
It is known that sublevel sets of qµ,d can be used to recover the support of µ for large
d, see for example [24] for an overview.
The goal of this work is to approximate the function f . From a set theoretic per-
spective, this amounts to approximating the graph of f whose closure is actually the
support of the measure µ in (1). Hence the sublevel sets of qµ,d are interesting candi-
dates for this goal. However, in the case of the graph of a function, the construction
given in (5) is not valid anymore since this graph is a singular set so that Mµ,d may not
be positive definite and invertible. In this singular setting, one should ideally consider
the following extended value Christoffel-Darboux polynomial:
qeµ,d(z) :=
{
+∞ if ∃i, ei = 0, pi(z) 6= 0∑
ei>0
p2i (z)
ei
= b(z)>M†µ,db(z) otherwise,
(6)
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where † denotes the Moore-Penrose pseudo inverse. This is a natural extension of the
Christoffel-Darboux polynomial to the singular case [30] and amounts to working in
the Zariski closure of the graph of f .
2.3 Regularization scheme
Spectral filtering: Computing an object such as in (6) can be numerically sensitive
since it essentially relies on pseudo-inverse which requires an eigenvalue thresholding
scheme. This means that small perturbations of the moment matrix may lead to large
changes of the output. Furthermore the candidate function takes finite values only on
an algebraic set, and this situation is difficult to handle in finite precision arithmetic.
One may rewrite the extended value polynomial (6) in the following form
qeµ,d(z) =
nd∑
i=1
g(ei)p
2
i (z)
where g : [0,+∞) 7→ [0,+∞) with g(s) = 1s for any s > 0 and g(0) = +∞. One ap-
proach to restore stability is to use regularization techniques which replace the pseudo-
inversion expressed through the function g, by spectral filtering expressed through a
different spectral function (see for example [7] for an illustration in the context of sup-
port estimation). Since the function g is not regular, instead of studying the above
defined extended value polynomial, one rather looks at the following polynomial
nd∑
i=1
gβ(ei)p
2
i (z) (7)
where gβ is a parametrized family of spectral filtering regular functions satisfying, for
any β > 0, gβ : [0,+∞) 7→ [0,+∞). Common examples include
Tikhonov regularization: gβ : s 7→ 1
β + s
,
Spectral cut-off: gβ : s 7→ 1
β
I[0,β](s) +
1
s
I(β,+∞)(s),
Ideal low-pass: gβ : s 7→ 1
β
I[0,β](s).
We choose to work with the Tikhonov regularization as it has an intuitive measure
space intepretation. We believe that our results can be generalized to different spectral
filters.
Tikhonov regularization and measures: Applying the Tikhonov spectral filter
to (7) yields the following polynomial
z 7→
nd∑
i=1
p2i (z)
ei + β
= b(z)>(Mµ,d + βInd)
−1b(z) (8)
where Ind denotes the identity matrix of size nd. In order to use analytic tools, we need
to provide an interpretation of the addition of diagonal elements in terms of measures.
One therefore has to choose a polynomial basis for which the diagonal matrix is the
moment matrix of a reference Borel measure on Rp that we will denote µ0. We make
the following assumption which will be standing throughout the paper.
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Assumption 1 (Reference measure and polynomial basis).
• The reference measure µ0 is absolutely continuous with respect to the Lebesgue
measure and it has compact support.
• The polynomial basis b is orthonormal with respect to the bilinear form induced
by µ0, that is
∫
bi(z)bj(z)dµ0(z) = 1 if i = j and 0 otherwise.
The first part of Assumption 1 ensures that the moment matrix of µ0 is always
positive definite. The second part of Assumption 1 provides the following relation:
Mµ,d + βInd = Mµ+βµ0,d. (9)
Most importantly, using the notation in (5), this allows to express the polynomial of
interest (8) as follows.
Definition 1 (Regularized Christoffel-Darboux polynomial). The regularized
Christoffel-Darboux polynomial is the SOS
qµ+βµ0,d(z) :=
nd∑
i=1
p2i (z)
ei + β
. (10)
This provides a geometric interpretation of the regularization parameter as a com-
bination of two measures: µ which is supported on the graph of the function of interest
and µ0 which is a reference measure, used for regularization purposes. The supported
boundedness hypothesis in Assumption 1 will allow to provide quantitative estimates
in further sections and it could in principle be replaced by a fast decreasing tail con-
dition. An important example for measures satisfying Assumption 1 is the restriction
of Lebesgue measure to the unit hypercube together with Legendre polynomials which
form an orthonormal basis.
Making Assumption 1 is a slight restriction for which a few comments are in order.
Firstly, this could be relaxed in various ways to remove the restriction on the polynomial
basis, for example:
• Replace the identity matrix by the moment matrix of µ0;
• Add assumption on the spectrum of the moment matrix µ0.
These would lead to a lot of technical complications and we find our results clearer and
easier to state under Assumption 1. Secondly, working numerically with polynomials
in the standard monomial basis is problematic in many situations. Better conditioned
polynomial bases are often those enjoying orthonormality properties with respect to a
certain reference measure, such as e.g. Chebyshev or Legendre polynomials. We would
like to argue here that the restrictions induced by Assumption 1 are quite benign
since it is already common in practice to work in such polynomial bases for numerical
reasons.
2.4 Semi-algebraic approximant
Definition 2 (Semi-algebraic approximant). The regularized Christoffel-Darboux
semi-algebraic approximant fd,β is defined as follows:
x ∈ X 7→ fd,β(x) := min{argminy∈Y qµ+βµ0,d(x, y)}. (11)
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Remark 1. If X and Y are semi-algebraic, then the set-valued map which associates
to each x ∈ X the set
argminy∈Y qµ+βµ0,d(x, y)
is semi-algebraic. Recall that a map is semi-algebraic if its graph is semi-algebraic.
By the Tarski–Seidenberg Theorem (see for example [5, Theorem 2.6]), any first order
formula involving semi-algebraic sets describes a semi-algebraic set. Since minima are
described by first order formulas, the argmin of a polynomial on the compact semi-
algebraic set Y is a compact semi-algebraic subset of Y , which is itself a subset of the
real line. Hence the argmin set has a minimal element and the function in (11) is well
defined.
Remark 2. For clarity of exposition we describe our main results by considering that
the partial minimization in y over Y is exact. As will be seen from arguments in
the proof, approximate minimization up to a factor of the order d−p−2 enjoys similar
approximation properties. See also Remark 4.
The two parameters d and β control the behavior of the approximant fd,β. In latter
sections, we describe an explicit dependency between d and β which allows to construct
a sequence of regularization parameters (βd)d∈N, and we investigate the asymptotic
properties of the sequence of approximants (fd,βd)d∈N.
3 Main results
Our main theoretical contribution is an investigation of the relations between the func-
tion f to be approximated and its regularized Christoffel-Darboux approximant fd,β
under Assumption 1. In particular we are interested in building an explicit sequence
(βd)d∈R and investigating the convergence fd,βd(x)→ f(x) for x ∈ X, fixed, as well as
the convergence ‖f − fd,βd‖L 1(X) → 0, when d→∞.
3.1 Convergence under continuity assumptions
The following section describes our main result regarding convergence of the approx-
imant fd,βd in (11) under different regularity assumptions for the function f to be
approximated. Let us define
δ0 := diam(spt(µ+ µ0)), m := µ(Rp), m0 := µ0(Rp).
Theorem 1. Under Assumption 1 and with the choice βd = 2
3−√d in Definition 2, it
holds:
(i) If the set S ⊂ X of continuity points of f is such that X \S has Lebesgue measure
zero, then
fd,βd(x) →
d→∞
f(x)
for almost all x ∈ X, and
‖f − fd,βd‖L 1(X) →
d→∞
0.
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(ii) If f is L-Lipschitz on X for some L > 0, then for any d > 1 and any r > p,
‖f − fd,βd‖L1(X)
≤ vol(X) δ0√
d− 1 (1 + L) + diam(Y )
8(m+m0)(3r)
2re
p2
d
ppe2r−pdr−p
.
Remark 3.
• Thanks to Egorov’s Theorem, pointwise convergence almost everywhere implies al-
most uniform convergence, that is uniform convergence up to a subset of X whose
measure can be taken arbitrarily small. Since we manipulate bounded functions,
this in turn implies convergence in L 1.
• For Lipschitz continuous functions, we obtain an O(d−1/2) convergence rate in
L 1 norm by setting r = p+ 1/2.
• The convergence rate for Lipschitz functions is slow and we observe in practice
a much faster convergence. We conjecture that faster rates can be obtained for
special classes of functions.
Theorem 1 is a special case of a more general result described and proven later on.
3.2 Convergence for univariate functions of bounded vari-
ation
Spaces of functions of bounded variations are of interest because many PDE problems
are formulated on such spaces, see [1] for an introduction. Modern construction of
such spaces is done by duality through measure theoretic arguments. Our main proof
mechanisms rely on pointwise properties of the function f , which are not completely
captured by the measure theoretic construction.
We prove L 1 convergence for univariate bounded variation functions. The reason
we are limited to the univariate setting is that we can use the classical definition of
total variation which is directly connected to pointwise properties of the function of
interest. We conjecture that the proposed approximation scheme is also convergent for
multivariate functions of bounded variation, but we leave this question for future work.
Definition 3. Let f : R 7→ R be a measurable function. The (Jordan) total variation
norm of f is given by
V (f) = sup
n∈N
sup
x0<x1<x2<...<xn
n∑
i=1
|f(xi)− f(xi−1)|.
Theorem 2. Under Assumption 1, let X and Y be intervals of the real line, and
assume that V (f) < +∞. With the choice βd = 23−
√
d in Definition 2, for any r > p
13
and for any d > 1, it holds
‖f − fd,βd‖L 1(X)
≤ vol(X)
(
2δ0√
d− 1 + d
− 1
4
)
+ diam(Y )
8(m+m0)(3r)2re p2d
ppe2r−pdr−p
+
4d
1
4V (f)√
d− 1
 .
We remark that we obtain a convergence rate in O(d−1/4). This result is a special
case of a more general result described and proven later on.
3.3 Robustness to small perturbations
In many situations, one only has access to an approximation of the regularized Christoffel-
Darboux polynomial. This is for example the case when applying the Moment-SOS
hierarchy. At the end, one indeed obtains pseudo-moments of the measure under con-
sideration, i.e. a vector a real numbers close to the actual moments of the measure.
The moment matrix is then not Mµ+βdµ0 as in (9) but a matrix M close to it. The
effect of this perturbation on the Christoffel-Darboux polynomial is captured by the
following result.
Lemma 1. Assume that the approximate moment matrix M ∈ Snd is positive definite
and let
α := ‖Ind −M
1
2
µ+βdµ0
M−1M
1
2
µ+βdµ0
‖
where we used the matrix operator norm. Then the polynomial qαd : z 7→ b(z)>M−1b(z)
satisfy
sup
z∈Rp
∣∣∣∣1− qαd (z)qµ+βdµ0,d(z)
∣∣∣∣ ≤ α.
Proof : For any z ∈ Rp, we have∣∣∣∣ qαd (z)qµ+βdµ0,d(z) − 1
∣∣∣∣
=
1
qµ+βdµ0,d(z)
∣∣∣b(z)>(M−1 −M−1µ+βdµ0)b(z)∣∣∣
=
1
qµ+βdµ0,d(z)
∣∣∣∣(M− 12µ+βdµ0b(z))>(Ind −M 12µ+βdµ0M−1M 12µ+βdµ0)M− 12µ+βdµ0b(z)
∣∣∣∣
≤
∥∥∥∥Ind −M 12µ+βdµ0M−1M 12µ+βdµ0
∥∥∥∥ = α.
2
More generally, we can consider a robust Christoffel-Darboux function satisfying
the following inequality.
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Assumption 2. For a given α ∈ [0, 1), let (βd)d∈N be a sequence of positive numbers
and (qαd )d∈N be a sequence of continuous functions over Rp such that for any d ∈ N
and any z ∈ Rp, we have ∣∣∣∣1− qαd (z)qµ+βdµ0,d(z)
∣∣∣∣ ≤ α.
Note that Assumption 2 ensures that
(1− α)qµ+βdµ0,d(z) ≤ qαd (z) ≤ (1 + α)qµ+βdµ0,d(z). (12)
Furthermore, one can always choose qαd (z) = qµ+βdµ0,d(z) and α = 0 which corresponds
to the nominal case. The robust approximant is then defined similarly as in Definition
2.
Definition 4 (Robust semi-algebraic approximant). Given a degree d ∈ N, a
regularizing parameter β > 0, and a scalar α ∈ [0, 1), our robust approximant fαd,β is
defined as follows:
x ∈ X 7→ fαd,β(x) := min{argminy∈Y qαd (x, y)}. (13)
The main technical result of this paper is the following from which Theorem 1
directly follows.
Theorem 3. Under Assumptions 1 and 2, and with the choice α ∈ [0, 1) and βd =
23−
√
d in Definition 4, it holds:
(i) If the set S ⊂ X of continuity points of f is such that X \S has Lebesgue measure
zero, then
fαd,βd(x) →d→∞ f(x)
for almost all x ∈ X, and
‖f − fαd,βd‖L 1(X) →d→∞ 0.
(ii) If f is L-Lipschitz on X for some L > 0, then for any d > 1 and any r > p,
‖f − fαd,βd‖L1(X)
≤ vol(X) δ0√
d− 1 (1 + L) + diam(Y )
1 + α
1− α
8(m+m0)(3r)
2re
p2
d
ppe2r−pdr−p
.
Furthermore, we have the following robust convergence result for univariate func-
tions of bounded variation, from which Theorem 2 directly follows.
Theorem 4. Under Assumptions 1 and 2, let X and Y be intervals of the real line
and assume that V (f) < +∞. With the choice α ∈ [0, 1) and βd = 23−
√
d in Definition
4, for any r > p and for any d > 1, it holds
‖f − fαd,βd‖L 1(X)
≤ vol(X)
(
2δ0√
d− 1 + d
− 1
4
)
+ diam(Y )
1 + α
1− α
8(m+m0)(3r)
2re
p2
d
ppe2r−pdr−p
+
4d
1
4V (f)√
d− 1
 .
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The next section is dedicated to the proof of these theorems.
4 Proofs
This section is divided into several subsections. Subsection 4.1 gives some quantitative
results on the estimation of the support of µ which does not depend on the nature of
µ and could be of independent interest. More precisely, we show that the regularized
Christoffel-Darboux polynomial takes large values outside the support of µ and smaller
values inside. This is expressed by describing properties of certain sublevel sets of
the polynomial being close to the support of µ. In subsection 4.2 we translate these
geometric results in functional terms. In subsection 4.3, we prove our main results: the
argument of the minimum of the regularized Christoffel-Darboux polynomial is close
to the graph of the function f .
4.1 Estimation of the support
In this section we build a polynomial sublevel set that will be instrumental for our
proofs of convergence in functional terms. Note that in practice this sublevel set is
not computed: we just focus on the argmin of the regularized Christoffel-Darboux
polynomial. The contents of this section may be considered of independent interest.
For any d ∈ N and r ∈ N such that r > p, define
γd :=
1− α
8(m+m0)
e2rdr
(3r)2r
and
Sd := {z ∈ Rp : fαd (z) < γd}. (14)
We aim at proving that the sublevel set Sd is approaching the support of µ as d goes
to infinity, with a given convergence rate. It is precisely quantified with the following
result which is illustrated in Figure 3.
Theorem 5. For d > 1 it holds
(i)
µ({z ∈ Rp : z 6∈ Sd}) ≤ 1 + α
1− α
8(m+m0)(3r)
2re
p2
d
ppe2r−pdr−p
.
(ii) For any z ∈ Sd,
dist(z, spt(µ)) ≤ δ0√
d− 1 .
The results and techniques that we will use to prove this theorem are adapted from
[24] which considers the absolutely continuous setting without regularization.
Proof of Theorem 5 (i) Using (10) and (4), we obtain∫
Rp
qµ+βdµ0,d(z)dµ(z) =
nd∑
i=1
ei
ei + βd
≤ nd ≤ dp
(
e
p
)p
e
p2
d (15)
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Figure 3: Illustration of the result of Theorem 5, the dotted curve represents the boundary
of the set Sd and the considered function f is the absolute value. The theorem states that
(i) most of the points of the graph of f will be in Sd and that (ii) all points in Sd will be
close to the graph of f . More precisely, (i) states that the measure of R1 ∪ R2 ∪ R3 will
vanish and (ii) the distance r of any point in Sd to the graph of f will go to zero for d→∞,
respectively.
where the last inequality is given in [24, Lemma 6.5]. Using Markov’s inequality [32,
Page 91] and (15) yields
µ({z ∈ Rp : qµ+βdµ0,d(z) ≥
γd
1 + α
}) ≤
∫
Rp(1 + α)qµ+βdµ0,d(z)dµ(z)
γd
≤ (1 + α)
dp
(
e
p
)p
e
p2
d
γd
. (16)
Now using (12) and (14), we have the following implications
z 6∈ Sd ⇔ qαd (z) ≥ γd ⇒ qµ+βdµ0,d(z) ≥
γd
1 + α
.
Hence µ({z ∈ Rp : z 6∈ Sd}) ≤ µ({z ∈ Rp : qµ+βdµ0,d(z) ≥ γd1+α}). Using the expression
of γd in (14) and the inequality (16), one has:
µ({z ∈ Rp : z 6∈ Sd}) ≤ 1 + α
1− α
8(m+m0)(3r)
2re
p2
d
ppe2r−pdr−p
which concludes the proof of item (i) of Theorem 5. 2
To carry out the proof of Theorem 5 (ii), we begin with a few lemmas. The following
result is classical, see e.g. [24].
Lemma 2. Let d ∈ N, z ∈ Rp, β > 0, and q be a polynomial of degree at most d. Then
q2(z)∫
Rp q
2(w)d(µ+ βµ0)(w)
≤ qµ+βµ0,d(z).
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The following Lemma defines the needle polynomial, introduced first in [20], and
gives a quantitative result crucial for our analysis.
Lemma 3 (Existence of a needle polynomial). Let Bδ denote the euclidean ball of
radius δ. Then, for all δ ∈ (0, 1) and d ∈ N, d > 0, there exists a polynomial q of
degree 2d such that
q(0) = 1, q(z) ∈ [−1, 1] for all z ∈ B1, and
|q(z)| ≤ 21−δd for all z ∈ B1 \Bδ.
(17)
A detailed proof is provided in [24, Lemma 6.3]. Thanks to the latter lemma, we can
characterize the behavior of the regularized Christoffel-Darboux polynomial qµ+βdµ0,d
outside the support of µ:
Lemma 4. Let d ∈ N, d > 1 and z ∈ Rp. Assume that dist(z, spt(µ)) ≥ δ0√
d−1 . Then
2
√
d−3
m+m0
≤ qµ+βdµ0,d(z). (18)
Proof of Lemma 4: Let d > 1, z ∈ Rp, δ = dist(z, spt(µ)). Let d′ ∈ N and t > 0,
arbitrary for the moment. Consider the affine map T : w 7→ w−zδ+δ0 . Let q be the degree
2d′ polynomial given as in Lemma 3 such that
q(0) = 1, q(t) ∈ [−1, 1] for all t ∈ B1, and
|q(t)| ≤ 21− δd
′
δ+δ0 for all t ∈ B1 \B δ
δ+δ0
. (19)
Let r = q ◦ T . The polynomial r satisfies
|r(z)| ≤ 1, ∀z ∈ spt(µ+ µ0),
r(z) ≤ 21− δd
′
δ+δ0 , ∀z ∈ spt(µ),
r(z) = 1. (20)
Using Lemma 3 we obtain(∫
Rp
r2(w)d(µ+ βµ0)(w)
)−1
≤ qµ+βµ0,2d′(z) ≤ qµ+βµ0,2d′+1(z). (21)
From (20), we deduce∫
Rp
r2(w)d(µ+ βµ0)(w) ≤ 22−
δ(2d′)
δ+δ0 m+ βm0
≤ 23−
δ(2d′+1)
δ+δ0 m+ βm0. (22)
Combining (21) and (22), we obtain the following bounds
qµ+βµ0,2d′(z) ≥
(
2
3− δ(2d′)
δ+δ0 m+ βm0
)−1
,
qµ+βµ0,2d′+1(z) ≥
(
2
3− δ(2d′+1)
δ+δ0 m+ βm0
)−1
. (23)
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Recall that d′ and t were arbitrary. Now we can choose d′ = bd/2c, t = βd in one of
the identities in (23) (depending on the parity of d) to obtain
qµ+βdµ0,d(z) ≥
(
2
3− δd
δ+δ0m+ βdm0
)−1
≥ 2
√
d−3
m+m0
, (24)
where the last inequality follows because the right hand side is strictly increasing as a
function of δ and δ ≥ δ0√
d−1 . This proves the desired result. 2
Let us give two additional simple technical lemmas.
Lemma 5. For any r > 0,
min
x>0
{log(2)x− (2r) log(x)} = (2r)
(
1− log
(
2r
log(2)
))
≥ (2r) (1− log(3r)) .
Proof . A simple analysis shows that the minimum is attained at x = 2rlog(2) . The lower
bound follows because 2log(2) ≤ 3. 2
Lemma 6. For any d ∈ N, we have
2
√
d−3
m+m0
≥ γd
1− α.
Proof Using the definition of γd in (14), we have
log
(
γd
8(m+m0)
1− α
)
= 2r(1− log(3r) + log(
√
d))
≤ log(2)
√
d, (25)
where the inequality follows from Lemma 5 with x =
√
d. This proves the desired
result. 2
Proof of Theorem 5 (ii): We prove the result by contraposition. We have the
following chain of implications for z ∈ Rp,
dist(z, spt(µ)) ≥ δ0√
d− 1
⇒ 2
√
d−3
m+m0
≤ qµ+βdµ0,d(z)
⇒ γd/(1− α) ≤ qµ+βdµ0,d(z)
⇒ γd ≤ qαd (z)
⇒ z 6∈ Sd, (26)
where the first implication is from Lemma 4, the second implication is due to Lemma 6,
the third implication is deduced from (12) and the last implication is from the definition
of Sd in (14). 2
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4.2 Estimation of functions
We now translate Theorem 5 in functional terms. Let us introduce a specific set which
will be of interest throughout the proof:
Id := {x ∈ X : inf
y∈Y
qαd (x, y) ≥ γd}. (27)
Lemma 7. Suppose that the assumptions of Theorem 5 are satisfied. Then, we have
∫
Id
dx ≤ 1 + α
1− α
8(m+m0)(3r)
2re
p2
d
ppe2r−pdr−p
. (28)
Proof of Lemma 7: For all x ∈ X and all A ⊂ Rp measurable, one has∫
Y
IA(x, y)δf(x)(dy) = IA(x, f(x)) (29)
and hence
µ(A) =
∫
Y
IA(x, y)dµ(x, y) =
∫
X
IA(x, f(x))dx =
∫
IA
dx, (30)
where IA := {x ∈ X : (x, f(x)) ∈ A}. One can see from (27) that x ∈ Id implies that
(x, f(x)) 6∈ Sd and hence Id ⊂ IScd where Scd denotes the complement of Sd given in
(14). We deduce that ∫
Id
dx ≤
∫
ISc
d
dx = µ(Scd) (31)
and the result follows from Item (i) of Theorem 5. 2
Remark 4. Letting I˜d := {x ∈ X : infy∈Y qαd (x, y) ≥ γd/2} it can be seen using the
exact same arguments that a bound on
∫
I˜d
dx holds similarly as in Lemma 7 with a
multiplicative factor of 2. This can be used to handle the situation where the argmin
in (11) is computed up to a precision of the order γd/2. See also Remark 2.
Thanks to Lemma 7, it is sufficient to prove the convergence of the approximated
function in the set Icd := X \ Id.
Proposition 1. Let d ∈ N, d > 1. Let α ∈ [0, 1) be as in Assumption 2 with βd =
23−
√
d. Consider fαd,βd as in (13) and let Id be defined by (27). Then for any r > p,
we have ∫
X
|f(x)− fαd,βd(x)|dx ≤
∫
Icd
|f(x)− fαd,βd(x)|dx
+ diam(Y )
1 + α
1− α
8(m+m0)(3r)
2re
p2
d
ppe2r−pdr−p
.
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Proof of Proposition 1: Since y takes values in the compact set Y , it is clear that
fαd,βd ∈ L∞(X). We have∫
X
|f(x)− fαd,βd(x)|dx
=
∫
X\Id
|f(x)− fαd,βd(x)|dx +
∫
Id
|f(x)− fαd,βd(x)|dx
≤
∫
Icd
|f(x)− fαd,βd(x)|dx + ‖f − fαd,βd‖L∞(Id)
∫
Id
dx
≤
∫
Icd
|f(x)− fαd,βd(x)|dx
+ diam(Y )
1 + α
1− α
8(m+m0)(3r)
2re
p2
d
ppe2r−pdr−p
(32)
where we have used Lemma 7 for the last inequality. 2
4.3 Proofs of the main theorems
We are now in position of proving Theorem 3. We start with the Lipschitz case, which
is the simplest and conveys most of the ideas.
Proof of Theorem 3 (ii) Using Proposition 1: It remains to bound the term∫
Icd
|f(x)− fαd,βd(x)|dx. (33)
For any x ∈ X define
ud(x) ∈ argminu∈X
∥∥(x, fαd,βd(x))− (u, f(u))∥∥ , (34)
with an arbitrary choice in the case where the argmin is not unique. Note that by
continuity, the graph of f is closed so that the minimum is attained. Using the definition
of Id in (27), the fact that x ∈ Icd implies that(
x, fαd,βd(x)
) ∈ Sd. (35)
Moreover, Theorem 5 implies that
|fαd,βd(x)− f(ud(x))| ≤
δ0√
d− 1 , (36)
|x− ud(x)| ≤ δ0√
d− 1 .
Therefore, using Lipschitz continuity of f , we have, for any x ∈ Icd,
|fαd,βd(x)− f(x)| ≤ |fαd,βd(x)− f(ud(x))|+ |f(x)− f(ud(x))|
≤ δ0√
d− 1 (1 + L) . (37)
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We deduce that ∫
Icd
|f(x)− fαd,βd(x)|dx ≤ λ(X)
δ0√
d− 1 (1 + L) (38)
which concludes the proof. 2
We now turn to case (i), starting with the pointwise convergence.
Proof of Theorem 3 (i): We rely on a slighlty different use of Lemma 7. Choose
r = p+ 2 and let
I := {x ∈ X : ∀d0 ∈ N, ∃d ∈ N, d ≥ d0, x ∈ Id} = ∩d0∈N ∪d≥d0 Id. (39)
Lemma 7 ensures that vol(Id) = O(1/d
2) so that
vol (∪d≥d0Id) ≤
∑
d≥d0
vol(Id) →
d0→∞
0.
We have vol(I) = limd0→∞ (∪d≥d0Id) = 0. This means that we have the two following
properties, for almost every x ∈ X:
• f is continuous at x (by assumption),
• ∃d0 ∈ N, ∀d ∈ N, d ≥ d0, x 6∈ Id (because vol(I) = 0).
Fix any such x and for any d ≥ d0 consider
(ud, vd) ∈ argminu∈X,v∈Y
∥∥(x, fαd,βd(x))− (u, v)∥∥ , s.t. (u, v) ∈ spt(µ) (40)
with an arbitrary choice when the argmin is not unique. Note that the support of µ
is actually the closure of the graph of f so that the minimum is attained. Using the
definition of Id in (27), we have that x ∈ Icd for all d ≥ d0 which implies that(
x, fαd,βd(x)
) ∈ Sd, (41)
and Theorem 5 implies that
|fαd,βd(x)− vd| ≤
δ0√
d− 1 ,
|x− ud| ≤ δ0√
d− 1 .
Since (ud, vd) ∈ spt(µ) and spt(µ) is the closure of the graph of f , there exists hd ∈ X,
such that
|fαd,βd(x)− f(hd)| ≤
2δ0√
d− 1 ,
|x− hd| ≤ 2δ0√
d− 1 . (42)
This concludes the proof of pointwise convergence since
|fαd,βd(x)− f(x)| ≤ |fαd,βd(x)− f(hd)|+ |f(x)− f(hd)|
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and both terms tend to 0 as d→∞, using (42) and continuity of f at x.
Convergence in L 1 follows from Egorov’s Theorem (see e.g. [31, chapter 18]): for
any  > 0, there exists S ⊂ X, measurable, of Lebesgue measure smaller than  such
that fαd,βd → f uniformly on X \ S. We have
‖fαd,βd − f‖L 1(X) =
∫
X
|fαd,βd(x)− f(x)|dx
=
∫
S
|fαd,βd(x)− f(x)dx +
∫
X\S
|fαd,βd(x)− f(x)|dx
≤ vol(S) diam(Y ) + vol(X)‖fαd,βd − f(x)‖L∞(X\S)
≤  diam(Y ) + vol(X)‖fαd,βd − f(x)‖L∞(X\S).
By uniform convergence the second term goes to 0 as d→∞, this shows that
lim sup
d→∞
‖fαd,βd − f‖L 1(X) ≤  diam(Y ).
Moreover, since  > 0 was arbitrary, the limit is 0. 2
We now turn to the proof of convergence in L 1 norm for univariate functions of
bounded variation.
Lemma 8. Let f : R 7→ R be such that V (f) is finite and f vanishes outside a segment
I. Let a, b > 0 be positive constants. Let
J = {t ∈ I : ∃u, |t− u| ≤ b, u ∈ I, |f(u)− f(t)| > a} .
Then ∫
J
dx ≤ 2V (f) b
a
.
Proof This is a packing argument. Let J0 = J and follow the recursive process, for
k ∈ N, k ≥ 1, 
if Jk−1 ∩ J 6= ∅
let tk ∈ Jk−1 ∩ J, uk ∈ J, |tk − uk| ≤ b
let Jk = Jk−1 \ [tk − b, tk + b]
otherwise stop.
This process must stop after a finite number of iterations. Indeed, the set Ik = I \
∪ki=1[tk − b, tk + b] consists of a finite union of intervals. At iteration k, either one of
these intervals is a subset of [tk+1 − b, tk+1 + b] and then it is removed entirely from
Ik, or otherwise tk+1 is contained in an interval which contains either [tk+1 − b, tk+1]
or [tk+1, tk+1 + b] and the Lebesgue measure of Ik+1 is reduced by at least b compared
to Ik, possibly creating a new interval.
Let K be the last iteration, so that JK ∩ J = ∅. By the iterative process, at each
step, the measure of Jk is reduced by at most 2b and we have
0 =
∫
JK∩J
dx ≥
∫
JK−1∩J
dx− 2b ≥ . . . ≥
∫
J0∩J
dx− 2Kb
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so that ∫
J
dx ≤ 2Kb.
Finally, since the intervals [tk, uk], k = 1, . . . ,K are disjoint, we have
V (f) ≥
K∑
i=1
|f(tk)− f(uk)| ≥ Ka ≥ a
2b
∫
J
dx,
which proves the desired result. 2
Proof of Theorem 4: For any d > 1 consider
Jd =
{
x ∈ X : ∃u ∈ X, |x− u| ≤ 2δ0/(
√
d− 1), |f(u)− f(t)| > d−1/4
}
.
By Lemma 8, for any d > 1 we have
λ(Jd) ≤ 4δ0d
1/4V (f)√
d− 1 . (43)
Choose any d > 1 and any x such that x 6∈ Id and x 6∈ Jd.
(ud, vd) ∈ argminu∈X,v∈Y
∥∥(x, fαd,βd(x))− (u, v)∥∥ s.t. (u, v) ∈ spt(µ) (44)
with an arbitrary choice when the argmin is not unique. Note that the support of µ
is actually the closure of the graph of f so that the minimum is attained. Using the
definition of Id in (27), x ∈ Icd implies that(
x, fαd,βd(x)
) ∈ Sd (45)
and Theorem 5 implies that
|fαd,βd(x)− vd| ≤
δ0√
d− 1 ,
|x− ud| ≤ δ0√
d− 1 .
Since (ud, vd) ∈ spt(µ) and spt(µ) is the closure of the graph of f , there exists hd ∈ X,
such that
|fαd,βd(x)− f(hd)| ≤
2δ0√
d− 1 ,
|x− hd| ≤ 2δ0√
d− 1 . (46)
Now since x 6∈ Jd and |x− hd| ≤ 2δ0√d−1 , we have |f(x)− f(hd)| ≤ d−1/4. This entails
|fαd,βd(x)− f(x)| ≤ |fαd,βd(x)− f(hd)|+ |f(x)− f(hd)|
≤ 2δ0√
d− 1 + d
−1/4.
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The latter expression does not depend on x which was arbitrarily chosen outside of Id
and Jd. We deduce that
‖f − fαd,βd‖L 1(X)
≤ vol(X)
(
2δ0√
d− 1 + d
−1/4
)
+ diam(Y ) (λ(Id) + λ(Jd))
and the result follows by invoking Lemma 7 and using Inequality (43). 2
5 Numerical examples
5.1 Computational tractability
Working with a large class of approximation functions may pose computational diffi-
culties. An advantage of our Christoffel-Darboux semi-algebraic approximant is that
it can be computed efficiently.
If the input moments are exactly known and given in rational form, the Christoffel-
Darboux polynomial to be partially minimized is obtained through formal inversion of
the moment matrix. This operation has efficient implementations, namely polynomial
time algorithms over rational entries, an example is given in [2].
In most of the applications, the moments are however known only approximately,
and the Christoffel-Darboux polynomial is constructed via the numerical eigenvalue de-
composition of the approximate moment matrix. Since the moment matrix is symmet-
ric, its eigenvalue decomposition can be computed efficiently with numerically stable
algorithms in floating point arithmetic [13].
In addition, the computational overhead of evaluating the semi-algebraic approx-
imant at a given point x is that of minimizing a univariate polynomial over the
segment [−1, 1]. The Lipschitz constant of a univariate polynomial with coefficients
p = (p0, . . . , p2d) over [−1, 1] is at most ‖p‖1 and hence grid search finds an  solution
to this problem using 2‖p‖1 evaluations. In our case the entries of p are polynomials in
x which are deduced from moment data so that for a fixed d estimating and evaluating
our semi-algebraic approximant up to a fixed arbitrary precision with rational inputs
(moment matrix and x) can be done in polynomial time. Note also that our analysis
shows that a level of precision of the order d−p−2 is sufficient so that the cost of the
overall procedure has a complexity which is polynomial in the bit size of the moment
matrix, the target evaluation point x, as well as in d, the degree bound.
5.2 Prototype code
We provide a simple Matlab prototype to validate our algorithm. All the examples
described below are reproducible, and the Matlab scripts can be found at
homepages.laas.fr/henrion/software/momgraph
The calling syntax of the main routine is
[Y,P] = momgraph(M,X)
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It takes as an input an approximate moment matrix
M =
∫
X
b(x, f(x))b(x, f(x))>dx
(in Matlab floating point format) for b the monomial basis vector (in grevlex ordering),
and a collection of points
{x1, x2, . . . ,xN} ⊂ X ⊂ [−1, 1]p−1
(in Matlab floating point format) with p > 1. It outputs an approximation
{y1, y2, . . . , yN} ⊂ Y := [−1, 1]
(in Matlab floating point format) of the values {f(x1), f(x2), . . . , f(xN )}, as well as a
matrix P of coefficients (in Matlab floating point format) of the vector of polynomials
p whose sum of squares yields the Christoffel-Darboux polynomial.
Our implementation is straightforward, not optimized for efficiency. The regular-
ization parameter β is set to the default value of 10−8, and the Christoffel-Darboux
polynomial is computed from the eigenvalue decomposition (Matlab’s command eig)
of the approximate moment matrix M + βI.
5.3 Sign function
Consider the measure supported on the graph of the sign function f(x) = sign(x)
whose moments in the monomial basis on X := [−1, 1] are∫ 1
−1
xa1f(x)a2dx = (−1)a2
∫ 0
−1
xa1dx+(1)a2
∫ 1
0
xa1dx =
(−1)a2(0a1+1 − (−1)a1+1) + 1− 0a1+1
a1 + 1
for (a1, a2) ∈ N2. Here is an example of the use of momgraph to recover the sign
function from the (floating point approximations) of the (exact) moments:
>> M % moment matrix of degree 4 for the sign function
M =
2.0000 0 0 0.6667 1.0000 2.0000
0 0.6667 1.0000 0 0 0
0 1.0000 2.0000 0 0 0
0.6667 0 0 0.4000 0.5000 0.6667
1.0000 0 0 0.5000 0.6667 1.0000
2.0000 0 0 0.6667 1.0000 2.0000
>> X = linspace(-1,1,1e3)’; % samples for evaluation
>> [Y,P] = momgraph(M,X); % Christoffel-Darboux approximation
>> plot(X,graph(X),’-r’,’linewidth’,6); hold on; % exact graph
>> plot(X,Y,’-k’,’linewidth’,3); xlabel(’x’); ylabel(’y’); % approximate graph
This code corresponds to a degree 4 approximation from a moment matrix of size 6
with 15 moments. A degree 2 approximation can be obtained from its 3 by 3 submatrix
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Figure 4: Graph of the sign function (red) and its degree 2 (left) and degree 4 (right)
semi-algebraic approximations (black).
>> M(1:3,1:3)
ans =
2.0000 0 0
0 0.6667 1.0000
0 1.0000 2.0000
On Figure 4 we see that the resulting degree 4 semi-algebraic approximation cannot
be distinguished from the graph of the sign function. Our semi-algebraic approximant
is x 7→ argminy∈[−1,1]q(x, y) with q the Christoffel-Darboux polynomial constructed as
the sum of squares of the polynomials returned by the momgraph function:
>> mpol x y; b = mmon([x y],2); % GloptiPoly monomial vector of degree 2
>> P*b
6-by-1 polynomial vector
(1,1):7071.0678-7071.0678y^2
(2,1):0.86713+9.4x^2-9.7305xy+0.86713y^2
(3,1):2.4315x-1.3013y
(4,1):-0.53517+1.2757x^2+1.137xy-0.53517y^2
(5,1):0.29635x+0.55374y
(6,1):0.29443+0.10761x^2+0.15643xy+0.29443y^2
We see in particular that the first polynomial is (x, y) 7→ 1 − y2 with a large scaling
factor. This polynomial vanishes on the graphs of the functions y 7→ −1 and y 7→ 1.
The other polynomials are instrumental to determining which one of the two graphs
corresponds to a given value of x.
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Figure 5: Degree 10 semi-algebraic approximations (black) for the discontinuous univariate
functions (red) of Examples 65 (left), 66 (middle) and 67 (right) of reference [11].
5.4 Discontinuous functions
Let us revisit the discontinuous univariate examples of [11]. Since in this case we do
not have the analytic moments of the measure supported on the graph of the function
f to input to our algorithm, we use the empirical moment matrix computed by uniform
sampling, i.e.
M =
1
N
N∑
k=1
b(xk, f(xk))b(xk, f(xk))
> (47)
for N sufficiently large, i.e. 103, and b the monomial basis vector. Degree 10 semi-
algebraic approximations are reported on Figure 5 for three benchmarks [11, Examples
65, 66, 67] of discontinuous functions f , appropriately scaled in X = Y = [−1, 1]. We
observe that the second rightmost discontinuity in the middle example is not detected.
Increasing the degree of the approximations does not fix the issue, and we believe that
it is due to the poor resolution of the monomial basis. It would be more appropriate to
use here a complex exponential basis (i.e. Fourier coefficients) or an orthogonal basis
(e.g. Chebyshev or Legendre polynomials).
5.5 Interpolation
Suppose now that we have access only to the values {f(xk)}k=1,...,N of the function to be
approximated at given sampling points {xk}k=1,...,N , for N small. Our algorithm takes
as input the empirical moment matrix (47). On Figure 6, we revisit [11, Example 65]
to study the effect of the number of samples N on the quality of the approximation, for
a uniform distribution of samples. We see that with 20 samples the function is already
well approximated.
5.6 Recovering trajectories for optimal control
In [22], the moment-SOS hierarchy is applied to solve numerically non-linear optimal
control of ODEs with polynomial data and semi-algebraic state and control constraints.
Non-linear optimal control is formulated as a linear problem on moments of occupation
measures supported on optimal trajectories. Let us show how numerical approxima-
tions of these moments obtained by semidefinite programming can be input to our
algorithm to approximate optimal state and control trajectories.
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Figure 6: Degree 10 semi-algebraic approximations (black) of a discontinuous function (red)
computed from empirical moments evaluated at 10 (upper left), 20 (upper right), 30 (lower
left) and 40 (lower right) uniformly distributed samples.
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Figure 7: Minimum time double integrator with state constraint: control (left), first state
(middle) and second state (right) trajectories (red) and their degree 8 semi-algebraic approx-
imations (black) constructed from the pseudo-moments of the occupation measure.
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Figure 8: Minimum time double integrator with state constraint: control trajectories (red)
and their degree 8 semi-algebraic approximations (black) constructed from the pseudo-
moments (left, same as left of Figure 7) and from the analytic moments (right) of the
occupation measure.
Let us revisit the state-constrained double integrator problem of [22, Section 5.1] to
approximate the time optimal trajectories. After a scaling of time, state and control,
we use the Matlab interface GloptiPoly 3 and the conic solver MOSEK to compute the
pseudo-moments of the occupation measure of degree up to 8. This can be achieved in
less than 2 seconds on a standard destkop computer. From this output, we construct
the 45-by-45 moment matrices of the control and state marginals, conditioned w.r.t.
time. Using our notations, the independent variable x is time, while the dependent
variable y is respectively the control, the first state and the second state. For this exam-
ple, the analytic trajectories are available for comparison. We see on Figure 7 that the
state trajectory approximations are tight, whereas the control trajectory approximation
misses partly the central region corresponding to the saturation of the second state.
Indeed, since it is obtained by solving numerically the degree 8 semidefinite relaxation
of the moment-SOS hierarchy, the approximated moment matrix differs from the exact
moment matrix, and this has an impact on the quality of the Christoffel-Darboux ap-
proximation. For this example, we can construct analytically the exact moment matrix
of the control trajectory and observe that indeed its Christoffel-Darboux semi-algebraic
approximation of degree 8 identifies well the optimal control trajectory switching times,
see Figure 8.
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Figure 9: Degree 4 (left) semi-algebraic approximation, and Chebyshev polynomial approx-
imation (right) of the indicator function of a disk.
Figure 10: Degree 8 (left) and degree 16 (right) semi-algebraic approximations of the super-
position of signed indicator functions of two disks.
5.7 Bivariate examples
Consider the indicator function
f(x) := I{x∈R2:x21+x22≤1/4}(x)
of a centered disk of radius 1/2. We compute the emprical moments obtained by sam-
pling 1002 points on a uniform grid of X := [−1, 1]2. With this input, our algorithm
computes the degree 8 semi-algebraic approximation reported on Figure 9, to be com-
pared with the Chebyshev polynomial approximation obtained from 1002 points by the
chebfun2 command, showing the typical Gibbs phenomenon.
We perform the same computations for the piecewise constant function
f(x) := I{x∈R2:x21+x22≤1/4}(x)−
1
2
I{x∈R2:(x1+ 12 )2+(x2+ 12 )2≤1/4}(x)
obtained as a superposition of signed indicator functions of two disks. Its degree 8 and
16 semi-algebraic approximations are reported on Figure 10. The absolute pointwise
error between the approximations and the original function is displayed on Figure 11.
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Figure 11: Contour plots of the absolute error between the two disk indicator function and
its degree 8 (left) and degree 16 (right) semi-algebraic approximations of Figure 10.
5.8 Discontinuous solutions of non-linear PDEs
In [25], the moment-SOS hierarchy is applied to solve numerically a class of non-linear
PDEs for which we known that classical (i.e. differentiable) solutions do not exist. The
advantage of optimizing over occupation measures is that they can be supported on
graphs of weak (i.e. possibly discontinuous) solutions. Let us show how approximate
moments of these measures computed by semidefinite programming can be processed
by our algorithm so as to recover these discontinuous solutions.
We focus on the Burgers equation and choose the initial data (a function of one
space coordinate, at time zero) in a way that at a given time a shock appears, i.e. the
solution becomes a discontinuous function of the space coordinate. Once the shock
appeared, it propagates through, i.e. the discontinuity remains but its location varies.
In Figures 12, 13, and 14 we show the graphs obtained from the moment relaxations
proposed in [25]. In all cases we use the 969 triviate moments of degree 16 of the
occupation measure (supported on time, space, and solution) to recover the graph of
the approximated solution. For comparison we also sketch the analytic solution with
red lines.
For the graphs in Figures 12 and 13, the approximated moments match the analytic
moments up to an error of the order of 10−8. Our semi-algebraic approximations are
almost identical to the analytic solution.
For the graph in Figure 14 the approximated moments are noticeably incorrect, i.e.,
the error is of order 10−4. Nevertheless, our semi-algebraic approximation is able to
reproduce the graph of the solution quite accurately. In particular the propagation of
the shock is retrieved from the moment data. However, the approximation is erroneous
when the solution passes over from its continuous to its discontinuous part.
6 Conclusion
In this paper, we describe a new technique to estimate discontinuous functions from
moment data, based on Chistoffel-Darboux kernels. Instead of using polynomial or
piecewise polynomial approximants, we use a class of semi-algebraic approximants,
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Figure 12: Graph of the solution (a function of time and space) recovered from approximate
moments for the Burgers PDE: Discontinuous initial data. The shock propagates linearly
with time.
Figure 13: Graph of the solution (a function of time and space) recovered from approximate
moments for the Burgers PDE: Initial condition chosen to produce a shock at final time.
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Figure 14: Graph of the solution (a function of time and space) recovered from approximate
moments for the Burgers PDE: Initial function chosen such that the shock occurs at t = 1
2
.
namely arguments of minima of polynomials. This is another occurrence of a lifting
technique: instead of using only moments depending linearly on the function so as
to recover directly the function, we use also moments depending non-linearly on the
function so as to approximate the support of a measure concentrated on the graph
of the function. We provide functional analytic and geometric convergence proofs.
Finally, some numerical examples illustrate the efficiency of our algorithm.
We believe that this work opens the way to many other further research lines:
• When applying the Moment-SOS hierarchy, the moments are numerical approxi-
mations of the real ones. It would be interesting to provide a sensibility analysis
of the application of our algorithm for the real moments and the approximated
ones. We believe that such an analysis can be performed, since promising re-
sults were achieved recently in [19] for the case of zero dimensional manifolds, i.e.
unions of finitely many points.
• It could also be interesting to investigate in a more quantitative way why the
Gibbs phenomenon might be avoided or at least attenuated with the technique
we provide. We believe that it is mainly due to the semi-algebraic point of view
we are following.
• We could also check whether our algorithm works as well when considering only
the knowledge of Fourier coefficients, namely moments depending linearly on
the function that we want to approximate. In many problems, this is the only
measurement that we might have. This is therefore a partial moment information,
and we may want to complement it with estimates of higher degree moments. This
makes the problem challenging.
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