An oriented graph is a directed graph with no loops or digons. The second out-neighbors of a vertex u in an oriented graph are the vertices to which there exist directed paths of length 2 from u, but are not out-neighbors of u. The Second Neighborhood Conjecture, first stated by Seymour, asserts that in every oriented graph, there is a vertex which has at least as many second out-neighbors as out-neighbors. We prove that the conjecture is true for two special classes of oriented graphs. We first show that any oriented graph whose vertex set can be partitioned into an independent set and 2-degenerate graph satisfies the conjecture. Fidler and Yuster ["Remarks on the second neighborhood problem", Journal of Graph Theory, 55 (3): [208][209][210][211][212][213][214][215][216][217][218][219][220] 2007] showed that the conjecture is true for graphs obtained by removing a matching from a tournament. We improve this result by showing that for graphs that can be obtained by removing a matching from a tournament and contain no sink, there exist two vertices with as many second out-neighbors as out-neighbors.
some specific ways. In particular, they showed that a tournament missing a matching, a tournament missing a star and a tournament missing the edges of a sub-tournament all satisfy Conjecture 1. Using techniques from this paper, Salman Ghazal [5, 7] proved that Conjecture 1 is true for tournaments missing a "generalized star" and tournaments missing a "generalized comb". In another paper [6] , Ghazal extended a result in the paper of Fidler and Yuster by proving that if a tournament missing a matching and without a sink satisfies certain additional conditions, then it contains at least two vertices with large second neighborhoods.
Other researchers have tried to attack special cases of the conjecture without using the median order approach. Kaneko and Locke [9] verified Conjecture 1 for oriented graphs with minimum out-degree at most 6. We state their result below as we use it later. Theorem 1 ([9] ). Every oriented graph with minimum out-degree less than 7 has a vertex with a large second neighborhood.
Lladó [10] proved the conjecture in regular oriented graphs with high connectivity.
Some notation
For S ⊆ V (G), we denote by G[S] the graph induced in G by the vertices in S. Also, for S ⊆ V (G), we let G − S denote the graph G[V (G) − S]. An undirected graph H is said to be 2-degenerate if every subgraph of H has a vertex of degree at most two. Note that every subgraph of a 2-degenerate graph is also 2-degenerate. We say that an oriented graph is 2-degenerate if its underlying undirected graph is 2-degenerate.
Our results
It is easy to verify that in any oriented graph, a minimum out-degree vertex whose out-neighborhood is an independent set is a vertex with a large second neighborhood. Therefore, Conjecture 1 is true for bipartite graphs (in fact, it is true if the underlying undirected graph is triangle-free). In Section 2, we show that the conjecture is true for any oriented graph G such that V (G) is the disjoint union of two sets A and B where G[A] is 2-degenerate and G[B] is an independent set. The proof relies on some counting arguments. In Section 3, we prove that any tournament missing a matching that does not have a sink contains at least two vertices with large second neighborhoods. This improves the following results: Havet and Thomasse [8] showed that in any tournament that does not contain a sink, there exists at least two vertices with large second neighborhoods. Fidler and Yuster [3] showed that in any oriented graph where the missing edges form a matching ("tournament missing a matching"), there exists a vertex with a large second neighborhood. Ghazal [6] was able to show that if a tournament missing a matching does not contain a sink and satisfies certain additional conditions, then, as in the result of Havet and Thomasse, it contains at least two vertices with large second neighborhoods. Our techniques also provide a proof for Conjecture 1 in tournaments missing a matching which we believe is simpler to understand than the proofs of Fidler and Yuster and Ghazal. Further, we show that our result is tight by demonstrating a tournament missing a matching that does not contain a sink and has exactly two vertices with large second neighborhoods. In conclusion, we ask whether it is true that every oriented graph that has exactly one vertex with large second neighborhood contains a sink and we note that such a result would imply Conjecture 1.
Graphs with constraints on out-degree
In this section, we prove that Conjecture 1 is true for the class of oriented graphs whose vertex set has a partition (A, B) such that B is an independent set and the subgraph induced by A is 2-degenerate. First, we note the following observation about 2-degenerate graphs. Proposition 1. Let H = (V, E) be an oriented graph on n vertices which is 2-degenerate. Then, (a) |E(H)| ≤ 2n − 3.
(b) H has at least one vertex with out-degree at most 1.
Proof. (a) We prove this by induction on |V (H)| = n. It is trivially true in the base case where n = 2. Assume that the statement is true for all 2-degenerate graphs with less than n vertices. As H is 2-degenerate, it has a vertex of degree at most 2, say x. Now the subgraph H − {x} of H is itself 2-degenerate and has only n − 1 vertices. Therefore, by the induction hypothesis, |E(H − {x})| ≤ 2(n − 1) − 3. As x has at most 2 edges incident to it, we have |E(H)| ≤ |E(H − {x})| + 2 ≤ 2n − 3.
(b) Note that |E(H)| = u∈V (H) |N + (u)|. Therefore, if |N + (u)| ≥ 2 for every vertex u ∈ V (H), then we would get |E(H)| ≥ 2n, contradicting (a).
For the remainder of this section, we denote by G = (V, E) an oriented graph whose vertex set has a partition (A, B) such that B is an independent set of G and G[A] is 2-degenerate.
Let d be the minimum out-degree of G.
Lemma 1. If there is a vertex with out-degree d in B, then G has a vertex with large second neighborhood.
Proof. Suppose not. Let v ∈ B be a vertex such that |N + (v)| = d. As v ∈ B and B is an independent set, we have
Also, let |X| = x and |Y | = y.
As v does not have a large second neighborhood and
Together with the at most dy edges between N + (v) and Y , we get that the number of edges in H that have at least one end point in N + (v) is at most
Suppose that y ≤ d − 2. Then we have, 2d + 2x + dy − 3 = 2d + 2(x + y) + (d − 2)y − 3 (adding and subtracting 2y)
which is a contradiction to (1) . Therefore, y ≥ d−1. Since x+y ≤ d−1, this implies that x = 0 and y = d−1.
As N + (v) ⊆ A, we know that G[N + (v)] is 2-degenerate. Then by Proposition 1(b), there exists a vertex w ∈ N + (v) whose out-degree in G[N + (v)] is at most 1. In fact, the out-degree of w in G[N + (v)] is exactly 1, as otherwise N + (w) ⊆ Y , implying that y ≥ |N + (w)| ≥ d, which contradicts the fact that y = d−1. Let w ′ be the unique out-neighbor of w in
Hence w has a large second neighborhood in G, which is a contradiction.
Lemma 2. If the out-degree of every vertex in B is at least d + 1, then G has a vertex with large second neighborhood.
Proof. Suppose not. Note that from Theorem 1, we have d > 6. Clearly, there is a vertex v ∈ A such that
Also, let |X| = x, |Y | = y, |X ′ | = x ′ and |Y ′ | = y ′ . Note that x + y = d, and since v does not have a large second neighborhood, x ′ + y ′ ≤ d − 1. Since each vertex of Y has at least d + 1 out-neighbors, all of which lie in X ∪ X ′ , we further have x + x ′ ≥ d + 1.
Assume to the contrary that x ≤ 2. Then since x ′ ≤ d − 1 and x + x ′ ≥ d + 1, it should be the case that x = 2, x ′ = d − 1, y ′ = 0 and x + x ′ = d + 1. This implies that N + (u) = X ∪ X ′ for all u ∈ Y . Then, neither vertex in X can have an out-neighbor in Y . Now if w ∈ X is a vertex that has no out-neighbor in X (clearly, such a vertex exists as x = 2), the fact that y ′ = 0 implies that N + (w) ⊆ X ′ . But
which is a contradiction. This proves the claim.
Together with the at most xy edges between X and Y , the at most xy ′ edges between X and Y ′ and the at most yx ′ edges between Y and X ′ , we get that the number of edges in H with at least one end point in
There are at least d edges going out from each vertex of X and at least d + 1 edges going out from each vertex of Y . Therefore,
Hence we can conclude that,
Claim 2. At most one of x and x ′ can be greater than or equal to d 2 + 1. Suppose for the sake of contradiction that x = d 2 + r and
By substituting these in the LHS of the equation (2) we have,
Combining the last inequality with (2), we get This is a contradiction as r ≥ 1 and y ≥ 0. This proves the claim. Now, consider the LHS of (2).
Now, suppose that x ′ ≥ y + 2. Then (3) implies,
Combining this inequality with (2), we have
As max{x, x ′ } = d and by Claim 2, min{x, x ′ } ≤ d 2 + 1, we have x + x ′ ≤ 3d 2 + 1. Combining this with the above inequality, we have
This implies that y ′ = 0. Then (4) becomes
Substituting this together with y ′ = 0 in the RHS of (3) we get,
Combining this with (2), we have
which contradicts the fact that x ′ + y ′ ≤ d − 1. Therefore, we can assume that x ′ ≤ y + 1. In fact, x ′ = y + 1, as otherwise, x + x ′ < x + y + 1 = d + 1, which is a contradiction to our earlier observation that x + x ′ ≥ d + 1. Now, consider (3).
Now, combining this with (2), we have
which is a contradiction. This proves the lemma.
Theorem 2. Let G = (V, E) be an oriented graph whose vertex set V (G) has a partition (A, B), such that B is an independent set and G[A] is 2-degenerate. Then G has a vertex with a large second neighborhood.
Proof. The proof is immediate from Lemma 1 and Lemma 2.
3 Graphs that are almost tournaments
In this section, we first show that tournaments missing a matching satisfy Conjecture 1, and then show that if a tournament missing a matching has no sink, then it contains at least two vertices with large second neighborhoods. We make extensive use of the observations in [8, 3, 6 ].
Median orders of tournaments
Given an ordering of the vertices of a tournament, an arc of the tournament is said to be a "forward arc" if the starting vertex of the arc occurs earlier than its ending vertex in the ordering. A median order of a tournament is an ordering of its vertices with the most number of forward arcs. Formally, an ordering (x 1 , x 2 , . . . , x n ) of the vertices of a tournament T that maximizes |{(x i , x j ) ∈ E(T ) : i < j}| is said to be a median order of T . The feed vertex of a median order (x 1 , x 2 , . . . , x n ) is the last vertex x n in that ordering of vertices. Havet and Thomasse [8] proved the following.
Theorem 3 (Havet-Thomasse). Let T be a tournament and L be a median order of T with feed vertex d.
The following properties of median orders of tournaments are not difficult to see [8] .
Proposition 2. If (x 1 , x 2 , . . . , x n ) is a median order of a tournament T and let x i and x j be such that
is a median order of T ′ , then (x 1 , x 2 , . . . , x i−1 , y 1 , y 2 , . . . , y j−i+1 , x j+1 , x j+2 , . . . ,
x n ) is a median order of T .
Proposition 3. Let (x 1 , x 2 , . . . , x n ) be a median order of a tournament T and let x i and x j be such that 1 ≤ i < j ≤ n. Then:
Proposition 4. Let (x 1 , x 2 , . . . , x n ) be a median order of a tournament T and let x i and x j be such that 1 ≤ i < j ≤ n. Then:
x j+1 , x j+2 , . . . , x n ) is also a median order of T .
Modules
Given an oriented graph G, a set S ⊆ V (G) is said to be a module in G, if for any two vertices u, v ∈ S,
Proposition 5. Let G be an oriented graph and S a module in it.
As u and v are symmetric, the same arguments as above also give us N ++
. . , n} such that i < j − 1 and x i and x j belong to a module in T and every vertex in {x i+1 , . . . , x j−1 } is outside this module. Then:
As x i and x j belong to a module in T and every vertex of X is outside this module, we have
Applying Proposition 4(a) on x i and x j−1 , we now get that (x 1 , x 2 , . . . ,
. , x n ) is a median order of T . This proves (a). It is easy to see, by repeating the same arguments for x j and X, that (b) is also true.
Good median orders
We now define a special kind of median order of tournaments, along the lines of Salman Ghazal [6] . Given
is a module in T , we say that a median order of T is a good median order with respect to I if for each i ∈ {1, 2, . . . , r}, the vertices of I i appear consecutively in it (note that this is slightly different from the "good median orders" defined by Ghazal [6] ).
The following property of good median orders is a consequence of Proposition 6(a). 
Proof. By Proposition 7, there exists a good median order L = (x 1 , x 2 , . . . , x n = d) of T with respect to I. Then, there exists i ∈ {1, 2 . . . , n} such that I = {x i , x i+1 , . . . , x n }. By Proposition 2(a),
Ghazal modified the notion of sedimentation of median orders, first introduced by Havet and Thomasse [8] , to apply to good median orders. We slightly modify this so as to redefine sedimentation without referring to the "good" and "bad" vertices that appear in the work of Havet and Thomasse and Ghazal.
Sedimentation of a good median order
Suppose that L = (x 1 , x 2 , . . . , x n ) is a good median order of a tournament T with respect to I, where I is a partition of V (T ) into modules. Let I be the set in I containing x n and t = |I|. Let u 1 , u 2 , . . . , u t be the vertices of I in the order in which they appear in L. Note that u t = x n . Recall that by Propo-
Then the sedimentation of L with respect to I, denoted by Sed I (L), is an ordering of V (T ) that is defined in the following way.
We shall prove that if L is a good median order of T with respect to a partition I of V (T ) into modules, then Sed I (L) is also a good median order of T with respect to I. To show this, we need some results of Havet and Thomasse [8] with slight modification so as to avoid using the notion of "good vertices" defined in their work.
Note that in any tournament, N ++ (u) ⊆ N − (u) for any vertex u in it.
Lemma 3. Let T be a tournament and L = (x 1 , x 2 , . . . , x n ) be a median order of T such that |N
Therefore, by Proposition 4(b) applied on x 1 and x n , we have that (x n , x 1 , x 2 , . . . , x n−1 ) is a median order of T .
. , x n }. By Proposition 2(a), (x i , x i+1 , . . . , x n ) is a median order of the subtournament T [U ]. Applying Theorem 3 to this median order of the tournament
We now state below the theorem of Havet and Thomasse [8] , with the slight modification that we need.
Theorem 4 (Havet-Thomasse). Let T be a tournament and L = (x 1 , x 2 , . . . , x n ) be a median order of it such
By the induction hypothesis applied on the tournament T ′ and the median order L ′ , we get
is a median order of T ′ . Now by Proposition 2(b), we can replace the subsequence (x 1 , . . . , x n ) ofL with any median order of T ′ to obtain a median order of T . Therefore,
We are now ready to prove the main theorem that we need for sedimentation of median orders. This is a modification of a result of Ghazal [6] to apply to our version of sedimentation (we again want to avoid using the "good vertices" of Havet and Thomasse).
Theorem 5 (Ghazal) . Let T be a tournament. If I is a partition of V (T ) into modules and L is a good median of T with respect to I, then Sed I (L) is also a good median order of T with respect to I.
then Sed I (L) = L and there is nothing to prove. Therefore, we assume that
. . , u t be the vertices in I(x n ), b 1 , b 2 , . . . , b k be the vertices outside I(x n ) that are in-neighbors of x n but not its second out-neighbors (i.e., {b 1 , b 2 , . . . , b k } = (N − T (x n ) \ N ++ T (x n )) \ I(x n )), where 0 ≤ k < n, and v 1 , v 2 , . . . , v n−t−k the vertices in (N + T (x n ) ∪ N ++ T (x n )) \ I(x n ), all enumerated in the order in which they appear in L. As L is a good median order with respect to I, we know that (x n−t+1 , x n−t+2 , . . . , x n ) = (u 1 , u 2 , . . . , u t ). By Proposition 2(a), L ′ = (x 1 , x 2 , . . . , x n−t+1 = u 1 ) is a median order of T ′ = T − {u 2 , u 3 , . . . , u t }. As u 1 and u t = x n belong to a module in T , N +
T (x n )\I(x n ). By Proposition 5, we further have N ++
. . , b k }. By Theorem 4 applied on T ′ and L ′ , we get that (b 1 , b 2 , . . . , b k , u 1 , v 1 , v 2 , . . . , v n−t−k ) is a median order of T ′ . From Proposition 2(b), we know that we can replace the subsequence (x 1 , x 2 , . . . , x n−t+1 = u 1 ) of L with this new median order of T ′ to get another median order (b 1 , b 2 , . . . , b k , u 1 , v 1 , v 2 , . . . , v n−t−k , u 2 , u 3 , . . . , u t ) of T . By repeatedly applying Proposition 6(b) on the median order (b 1 , b 2 , . . . , b k , u 1 , u 2 , . . . , u i , v 1 , v 2 , . . . , v n−t−k , u i+1 , u i+2 , . . . , u t ) of T and the vertices u i and u i+1 , starting from i = 1, we can conclude that
It only remains to be proven that Sed I (L) is a good median order of T with respect to I. It can be easily seen that for any
. . , u t } ∈ I, this implies that every other module in I is a subset of either {b 1 , b 2 , . . . , b k } or {v 1 , v 2 , . . . , v n−t−k }. Since the vertices in each set in I occur in Sed I (L) in the same order as they occur in L, and L is a good median order of T with respect to I, we can conclude that the vertices in each module in I occur consecutively in Sed I (L) too. ). We say that a good median order L of T with respect to some I is stable if there exists integer q ≥ 0 such that Sed q+1 I (L) = Sed q I (L). Otherwise, we say that L is periodic.
Stable and periodic median orders

Tournaments missing a matching
In this section, we prove that Conjecture 1 is true for tournaments missing a matching. Let G be an oriented graph that can be obtained from a tournament by removing a matching. For a vertex u ∈ V (G), we say that the vertices in N + G (u) ∪ N − G (u) are the neighbors of u and that the vertices
) are the missing neighbors of u. It is easy to see that every vertex in G has at most one missing neighbor. If there is no edge between two distinct vertices x and y in G, i.e., x is a missing neighbor of y and vice versa, then we say that {x, y} is a missing edge in G. We denote this missing edge as x ···· y (or, equivalently y ···· x). For an arc (x, y) ∈ E(G), we use the notation x → y (in other words, y ∈ N + G (x)). If (x, y) ∈ E(G) is an arc with the additional property that x / ∈ N ++ G (y), then we say that (x, y) is a special arc, and denote it as x ։ y. Note that there can be no directed triangle in G containing a special arc.
(a) a 0 has a missing neighbor in C, and (b) if a 0 ···· a i , then for j ∈ {1, . . . , i − 1}, a 0 → a j and for j ∈ {i + 1, . . . , k − 1}, a j → a 0 .
Proof. (a) Assume to the contrary that a 0 has no missing neighbor in C, i.e., ∀i = 0, a 0 → a i or a i → a 0 . For some i = 0, if a 0 → a i , then a 0 → a i+1 , because otherwise, a 0 → a i ։ a i+1 → a 0 forms a directed triangle containing a special arc. Now since a 0 → a 1 , applying this observation repeatedly gives us a 0 → a 2 , a 0 → a 3 , . . . , a 0 → a k−1 , which is a contradiction to the fact that a k−1 → a 0 .
(b) Let a 0 ···· a i . As a i is the only missing neighbor of a 0 in G, for each j = i, we have either a 0 → a j or a j → a 0 . Suppose that for some j ∈ {1, . . . , i − 1}, we have a j → a 0 , then consider the cycle C ′ = a 0 → a 1 ։ · · · ։ a j → a 0 . Then a 0 has no missing neighbor in C ′ , which is a contradiction to (a). Similarly, if there is some j ∈ {i + 1, . . . , k − 1} such that a 0 → a j , then there is no missing neighbor of a 0 in the cycle a 0 → a j ։ a j+1 ։ · · · ։ a k−1 → a 0 , again contradicting (a).
We call a cycle in G a special cycle if it consists only of special arcs. The following corollary is an immediate consequence of Lemma 4. Corollary 1. Let C = a 0 ։ a 1 ։ a 2 ։ a 3 ։ · · · ։ a k−1 ։ a 0 be a special cycle in G. Then:
(a) Each vertex in C has a missing neighbor in C, (b) if a i ···· a j , then N + G (a i ) ∩ V (C) = {a i+1 , a i+2 , . . . , a j−1 } and N − G (a i ) ∩ V (C) = {a j+1 , a j+2 , . . . , a i−1 }, where subscripts are modulo k.
Lemma 5. Let C = a 0 ։ a 1 ։ a 2 ։ a 3 ։ · · · ։ a k−1 ։ a 0 be a special cycle in G. Then:
Proof. By Corollary 1(a), we can conclude that every vertex of C has a missing neighbor in C. This proves (a).
(b) Let a j be the missing neighbor of a i in C. Suppose that j = i + k 2 (modulo k). Then one of the sets {a i+1 , a i+2 , . . . , a j−1 }, {a j+1 , a j+2 , . . . , a i−1 } (subscripts modulo k) is larger than the other. Let us consider the case when |{a i+1 , a i+2 , . . . , a j−1 }| > |{a j+1 , a j+2 , . . . , a i−1 }|. This means that there exists a p , a q ∈ {a i+1 , a i+2 , . . . , a j−1 } such that a p ···· a q , where a p occurs before a q in the ordering a i+1 , a i+2 , . . . , a j−1 . By Corollary 1(refinoutspecial, we know that a p → a q+1 . Now consider the cycle C ′ = a p → a q+1 ։ a q+2 ։ · · · ։ a p−1 ։ a p (subscripts modulo k). There is no missing neighbor of a p in C ′ (as a q is the only missing neighbor of a p ), which contradicts Lemma 4(a). A very similar argument completes the proof for the case when |{a i+1 , a i+2 , . . . , a j−1 }| < |{a j+1 , a j+2 , . . . , a i−1 }|.
(c) Since every vertex of C has a missing neighbor in C, for any x ∈ V (G) \ V (C), x is a neighbor of every vertex in {a 0 , a 1 , . . . , a k−1 }. This implies that if x → a i for any i ∈ {0, 1, . . . , k − 1}, then we also have x → a i+1 as otherwise, x → a i ։ a i+1 → x would be a directed triangle containing a special arc (subscripts modulo k). Therefore applying this observation repeatedly starting from a 0 , we get N −
Similarly, if a i → x for any i ∈ {0, 1, . . . , k − 1}, then we also have a i−1 → x, as otherwise a i → x → a i−1 ։ a i would be a directed triangle containing a special arc (subscripts modulo k). Again applying this observation repeatedly starting from a 0 , we get N +
. This shows that for any two vertices a i , a j ∈ V (C), we 
As d 1 is already a missing neighbor of c 1 , we cannot have c 1 · · · · d 2 . Now if c 1 → d 2 then we have the directed triangle a → c 1 → d 2 ։ a containing a special arc, which is a contradiction. Similarly, if d 2 → c 1 then b → d 2 → c 1 ։ b is a directed triangle containing a special arc, which is again a contradiction. Thus, |N + (e)| ≤ 1.
Now suppose e = {a, b} has two in-neighbors in ∆(G), say e 1 = {c 1 , d 1 }, e 2 = {c 2 , d 2 }. Again, we can assume without loss of generality that (c 1 , d 1 )R(a, b) and (c 2 , d 2 )R(a, b). Then we have c 1 → a ։ d 1 → b ։ c 1 and c 2 → a ։ d 2 → b ։ c 2 in G. As before, we cannot have c 1 ···· d 2 . If c 1 → d 2 then we have the directed triangle c 1 → d 2 → b ։ c 1 containing a special arc and if d 2 → c 1 , we have another directed triangle d 2 → c 1 → a ։ d 2 containing a special arc. Since we have a contradiction in both cases, we conclude that |N − (e)| ≤ 1.
Therefore, ∆(G) is a disjoint union of directed paths and directed cycles. Let P denote the collection of these directed paths and C denote the collection of these directed cycles.
For a cycle Q ∈ C, we let Γ
Lemma 7. Let Q ∈ C. Then there exists a special cycle C in G such that V (C) = Γ(Q).
We shall assume that k is even as the case when k is odd is similar. Also, we can assume without loss of generality that
This together with the previous observation implies that C = a 1 ։ b k ։ a k−1 ։ b k−2 ։ a k−3 ։ · · · ։ b 2 ։ a 1 (as k is even) is a special cycle in G, which contains only those a i 's where i is odd and those b i 's where i is even. This contradicts Lemma 4(a), as the only missing neighbor b 1 of a 1 is not contained in C. Therefore, we have (a k , b k )R(b 1 , a 1 ). Then, a k → b 1 ։ b k → a 1 ։ a k , which when combined with the previous observations gives us that Proof. The proof of (a) is immediate from Lemma 7 and Corollary 1(a). Similarly, (b) is a direct consequence of Lemma 7 and Lemma 5(c).
As Q ∈ C, by Lemma 7 there exists a special cycle C in G such that V (C) = Γ(Q). Let this cycle be C = a 0 ։ a 1 ։ a 2 ։ · · · ։ a 2l−1 ։ a 0 (note that by Lemma 5(a), C has even length). Consider a vertex a i ∈ V (C). By Lemma 5(b), we have a i ···· a i+l and by Corollary 1(b), N + G (a i )∩V (C) = {a i+1 , a i+2 , . . . , a i+l−1 } (subscripts modulo 2l). Recalling that V (C) = Γ(Q), we now get |N + G (a i ) ∩ Γ(Q)| = l − 1. Now, consider any a p ∈ {a i+l , a i+l+1 , . . . , a i+2l−2 = a i−2 }. Note that for any choice of a p , the vertex a p+l+1 ∈ N + G (a i ) ∩ V (C). By Lemma 5(b), we have that a p ···· a p+l . Now applying Corollary 1(b) to a p , we have that a p+l+1 ∈ N − G (a p )∩ V (C). This gives us that a p ∈ N ++
Unforced and singly-forced missing edges
We now label some missing edges of G as unforced and some others as singly-forced.
Definition 1.
A missing edge e = a ···· b is said to be singly-forced if exactly one of the following conditions hold.
If (1) holds then we say that e is forced in the direction b to a, and if (2) holds then we say that e is forced in the direction a to b. If neither (1) nor (2) hold, then e is unforced. Note that it is possible for an edge to be forced in both directions.
Consequently, if any edge is forced in both directions in G, then it has an in-neighbor in ∆(G).
Proof. Note that u = v. Now, if v → u, then u → b ։ v → u would form a directed triangle containing a special arc and if u → v then v → a ։ u → v would form a directed triangle containing a special arc. As we have contradictions in both cases, we can conclude that u ···· v. Then, the fact that u → b ։ v → a ։ u implies that (u, v)R(b, a) and therefore, {u, v} is an in-neighbor of e in ∆(G).
Lemma 10. Every singly-forced missing edge will occur only as the starting vertex of some path in P.
Proof. Let e = a···· b be a singly-forced missing edge. It is enough to prove that e doesn't have any in-neighbor in ∆(G). Assume to the contrary that e has an in-neighbor e ′ = c ···· d in ∆(G). Then by definition of ∆(G) we can assume without loss of generality that (c, d)R(a, b), i.e., there exists a cycle c → a ։ d → b ։ c in G. Note that now we have both b ։ c → a and a ։ d → b, implying that both conditions (1) and (2) of Definition 1 hold. This contradicts the fact that e is a singly-forced missing edge.
Completions and special in-neighbors
A tournament T is said to be a completion of G if G is a subgraph of T . It is easy to see that a completion of G can be obtained by "orienting" every missing edge of G, i.e., by adding an oriented edge in place of each missing edge of G. Our strategy will be to show that there exists a way to orient the missing edges of G so that the resulting completion T of G has the property that the feed vertex of any median order of T has a large second neighborhood not just in T , but also in G. A missing edge a ···· b of G that has been oriented from a to b in T is denoted by a b.
Definition 2. Given a completion T of G and a vertex v ∈ V (T ), we say that an in-neighbor
Similarly, we say that a special in-neighbor b of v is of Type-II if there exists a ∈ V (T ) such that v a → b ։ v. Note that any special in-neighbor of v is either Type-I or Type-II or both.
Lemma 11. Let T be a completion of G and L a median order of T with feed vertex d. If there exists a vertex x such that x ∈ N ++
we know that either a x or d a. As the missing edges of G form a matching, this implies that x → d. Again using the fact that x / ∈ N ++ G (d), we conclude that x ։ d. This shows that x is a special in-neighbor of d.
Lemma 12. Let T be a completion of G and L a median order of T such that the feed vertex d of L does not have a special in-neighbor of Type-I. Then d is a vertex with large second neighborhood in G.
Proof. By Theorem 3, |N
, then we are done. Therefore, we shall assume that there exists b ∈ N ++ T (d) \ N ++ G (d). By Lemma 11, b is a special in-neighbor of d. As d does not have any special in-neighbor of Type-I, b is a Type-II special in-neighbor of d. That is, there exists a ∈ V (T ) such that d a → b ։ d. Now, consider the completion T ′ of G obtained from T by reorienting the missing edge d a as a d. Note that L is a median order of T ′ as well (see Lemma 3.6 of Fidler and Yuster [3] ) and that, d does not have any special in-neighbors of Type-I in T ′ either. As the only missing edge incident on d is oriented towards d in T ′ , d does not have any special in-neighbors of Type-II in T ′ . Then by Lemma 11 applied on T ′ and L, we have N ++
Safe completions
We now construct a completion T of G by orienting the missing edges of G in a particular fashion. We start by orienting the missing edges that are the starting vertices of paths in P. Among them, we orient the singly-forced missing edges in the direction in which they are forced and the others in an arbitrary direction. Then, repeatedly do the following until every missing edge that is in a path in P is oriented: if a ···· b is unoriented and has an in-neighbor {c, d} in ∆(G) which has been oriented as c d, then orient a b if (c, d)R(a, b) and orient it as b a if (c, d)R(b, a). The remaining unoriented missing edges are those that belong to cycles in C. Orient them in arbitrary directions. By Lemma 10, this strategy orients every singly-forced missing edge in the direction in which it is forced.
Definition 3. A completion T of G is said to be safe if it can be obtained from G by applying the above strategy. Formally, a completion T of G is a safe completion if it satisfies the following two conditions: As the above strategy of constructing a safe completion of G never fails, we have the following remark. Remark 1. Every oriented graph whose missing edges form a matching has a safe completion.
Lemma 13. Let T be a safe completion of G. Let v ∈ V (T ) and b be a Type-I special in-neighbor of v.
is the only Type-I special in-neighbor of v.
Proof. As b is a Type-I special in-neighbor of v, there exists a ∈ V (T ) such that v → a b ։ v in T . Then by Definition 1, a ···· b is forced in the direction b to a. But as we have a b in T , and every singly-forced missing edge of G was oriented in T in the direction in which it was forced (as T is a safe completion), it must be the case that a ···· b is also forced in the direction a to b. That is, there exists u ∈ V (T ) such that a ։ u → b (refer Definition 1). Using Lemma 9, we can now conclude that (u, v)R(b, a). If there exists a Type-I special in-neighbor b ′ of d such that b ′ = b, then the same arguments can be used to infer that there exist a ′ , u ′ ∈ V (T ) such that (u ′ , v)R(b ′ , a ′ ) (which means that u ′ ···· v). As v can have at most one missing neighbor, we have that u ′ = u, which gives (u, v)R(b ′ , a ′ ). This means that the missing edge {u, v} has more than one out-neighbor in ∆(G), which is a contradiction to Lemma 6. Hence b is the only Type-I special in-neighbor of v.
Lemma 14. Let T be a safe completion of G and let L be a median order of T with feed vertex d. If d has a Type-I special in-neighbor b and there exists w ∈ V (T ) such that d w, then:
Proof. By Lemma 13, there exist a, u ∈ V (T ) such that d → a b ։ d, a ։ u → b and u ···· d. As the only missing neighbor of d is w, we have u = w.
(a) Consider a vertex x ∈ N ++ T (d) \ {b}. Suppose for the sake of contradiction that x / ∈ N ++ G (d). Then by Lemma 11, we know that x is a special in-neighbor of d. Since x = b, we know by Lemma 13 that x cannot be a Type-I special in-neighbor of d. Therefore, x is a Type-II special in-neighbor of d, i.e., d w → x ։ d (as w is the only missing neighbor of d). Observe that {a, x} cannot be a missing edge since a · · · · b and x = b. If x → a, then we have the directed triangle a ։ u = w → x → a containing a special arc, which is a contradiction. On the other hand, if a → x, then d → a → x ։ d would be a directed triangle containing a special arc which is again a contradiction. This proves (a).
(
w, the second inequality by Theorem 3, the third equality is because b ∈ N ++ T (d), and the fourth inequality by (a)).
Prime and non-prime vertices
Let C = {Q 1 , Q 2 , . . . , Q k } be the collection of disjoint cycles in the auxiliary graph ∆(G). We define
We define a vertex u in G to be prime, if I(u) = {u}, i.e. a vertex u is said to be prime if u / ∈ Γ(Q) for any Q ∈ C. Further, define I(G) = {I(u) : u ∈ V (G)} (there are no duplicate elements in this set). By Corollary 2(b), I(G) is a partition of V (G) into modules of G. By Corollary 2(a), every vertex in each set Γ(Q i ), for i ∈ {1, 2, . . . , k}, has a missing neighbor in Γ(Q i ) itself. In other words for any x ∈ Γ(Q i ) and y ∈ V (T ) \ Γ(Q i ), where i ∈ {1, 2, . . . , k}, we have either x → y or y → x. This implies that I(G) is a partition of V (T ) into modules of T as well. Therefore, by Proposition 7, for any completion T of G, there exists a good median order of T with respect to I(G), i.e., there exists a median order of T such that for each i ∈ {1, 2, . . . , k}, the vertices in Γ(Q i ) appear consecutively in it. In fact, Proposition 7 gives the following stronger observation.
Remark 2.
If L is a median order of any completion T of G, then T has a good median order with respect to I(G) with the same feed vertex as L.
Note that if u is prime, we have I(u) = {u} and therefore, |N + G (u) ∩ I(u)| = |N ++ G (u) ∩ I(u)| = 0. On the other hand, if u ∈ Γ(Q) for some Q ∈ C, then I(u) = Γ(Q), and by Lemma 8, we get that |N + G (u) ∩ I(u)| = |N ++ G (u) ∩ I(u)|. We thus have the following.
Let T be a safe completion of G and let L be a good median order of T with respect to I(G) whose feed vertex lies in a cycle Q ∈ C in ∆(G). Then for any v ∈ Γ(Q), we have:
Note that Γ(Q) ∈ I(G). First, suppose that there exists a Type-I special in-neighbor x of v outside Γ(Q). By Lemma 13, there exists a vertex u ∈ V (T ) such that u · · · · v and u → x. As every missing neighbor of v is in Γ(Q) (by Corollary 2(a)), u ∈ Γ(Q). Now we have x → v and u → x, which contradicts the fact that u and v belong to the module Γ(Q) in G and x is outside that module. Therefore, v has no Type-I special in-neighbors outside Γ(Q). Next, suppose that there exists a Type-II special in-neighbor x of v outside Γ(Q). Then, there exists a vertex y such that v y → x ։ v. By Corollary 2(a), we know that y ∈ Γ(Q). Then we have x → v and y → x, which contradicts the fact that v and y belong to the module Γ(Q) in G (recall that x is outside Γ(Q)). Therefore, v has no Type-II special in-neighbors outside Γ(Q). We can conclude that v has no special in-neighbors outside Γ(Q). This implies, by Lemma 11, that N ++
, thereby proving (a). Combining Proposition 8 and (a), we then have Proof. By Remark 2, there exists a good median order L = (x 1 , x 2 , . . . , x n = d) of T with respect to I(G). Consider any vertex v ∈ I(d). From Lemma 16,
Hence the theorem. Corollary 3. Every oriented graph whose missing edges form a matching contains a vertex with a large second neighborhood.
Proof. The proof is immediate from Remark 1 and Theorem 6.
A useful lemma about special arcs
We now state a property of special arcs that are "reverse arcs" in a median order, which will be useful for deriving the results in the next section.
Definition 4. Given a median order L = (x 1 , x 2 , . . . , x n ) of any completion T of G, a special arc x j ։ x i is said to be a reverse special arc in (T, L) if i < j.
Lemma 17. Let L = (x 1 , x 2 , . . . , x n ) be a median order of a completion T of G and x j ։ x i be a reverse special arc in (T, L). Then at least one of the following conditions hold:
Moreover, if exactly one of the above conditions holds, then L ′ = (x 1 , x 2 , . . . , x i−1 , x i+1 , . . . , x j , x i , x j+1 , . . . , x n ) is also a median order of T .
Proof. For the purposes of this proof, for i < j, we shall let
x j ] to just N + i,j (u) and N − i,j (u) respectively. By Proposition 3, we have
Alternatively,
assume that x k+1 = x 1 . Let x i , x j ∈ V (C) be such that x i ···· x j . Since x i R ′ x i+1 and every vertex has at most one missing neighbor in G, we can conclude from the definition of the relation R ′ that x i ։ x i+1 → x j . Furthermore, we get that x i ···· x j is forced in the direction from x i to x j and that it is not forced in the other direction. But since x j R ′ x j+1 , using the same arguments, we get that x j ···· x i is forced in the direction from x j to x i , which is a contradiction.
Lemma 24. Let L be a good median order of T with respect to I(G) having feed vertex d and let y be a vertex such that dR ′ y. Then there exists a good median order of T with respect to I(G) having feed vertex y.
Proof. As dR ′ y, by the definition of R ′ , there exists d ′ such that d ։ y → d ′ where d ···· d ′ is singly-forced in the direction from d to d ′ and hence, d d ′ in T (recall that T is a safe completion). As d is the feed vertex of L, d ։ y is a reverse special arc in (T, L). Since the only missing edge d ···· d ′ that is incident on d is oriented as d d ′ , condition (b) of Lemma 17 does not hold. Therefore, condition (a) of Lemma 17 should be true. Now as exactly one of the conditions of the lemma is satisfied, if L = (x 1 , x 2 , . . . , x n = d) and y = x i , for some i ∈ {1, 2, . . . , n − 1}, we have that L ′ = (x 1 , x 2 , . . . , x i−1 , x i+1 , . . . , x n , x i = y) is also a median order of T . In fact, L ′ is a good median order of T with respect to I(G), as L is a good median order of T with respect to I(G) and y is a prime vertex by Lemma 22.
Lemma 25. Let L be a good median order of T with respect to I(G) whose feed vertex d is prime. Suppose that there exists d ′ ∈ V (T ) such that d d ′ in T . Then the missing edge {d, d ′ } cannot have an in-neighbor in ∆(G).
Proof. Suppose not. Let {a, a ′ } be an in-neighbor of {d, d ′ } in ∆(G). Then, without loss of generality, by the definition of ∆(G), we can assume that (a, a ′ )R(d, d ′ ), and therefore there exists the four cycle a → d ։ a ′ → d ′ ։ a. As d is prime, d does not belong to Γ(Q) for any Q ∈ C. This means that {d, d ′ } does not lie in any cycle in C. Then as T is a safe completion, d d ′ and (a, a ′ )R(d, d ′ ), we have that a a ′ in T . As d is the feed vertex of L, d ։ a ′ is a reverse special arc in (T, L). Note that the only missing edge d ···· d ′ incident on d is oriented as d d ′ , and the only missing edge a ···· a ′ incident on a ′ is oriented as a a ′ . This implies that neither of the conditions (a) or (b) of Lemma 17 hold, which is a contradiction.
Lemma 26. Let d be the feed vertex of a good median order L of T with respect to I(G) and d ′ ∈ V (T ) be such that d d ′ in T . If d has no Type-I special in-neighbor then d is not prime.
Proof. Suppose for the sake of contradiction that d has no Type-I special in-neighbor and d is prime. Then, by Lemma 25, the missing edge {d, d ′ } cannot have any in-neighbor in ∆(G). Now, suppose that {d, d ′ } has an out-neighbor, say {a, a ′ } in ∆(G). Without loss of generality, by the definition of ∆(G), we can assume that (d, d ′ )R(a, a ′ ). That is, there exists the four cycle d → a ։ d ′ → a ′ ։ d. As d is prime, the missing edge {d, d ′ } does not lie on any cycle in C. Since T is a safe completion, d d ′ and (d, d ′ )R(a, a ′ ), we have a a ′ in T . Then, d → a a ′ ։ d, implying that a ′ is a Type-I special in-neighbor of d, which is a contradiction. Therefore, we can conclude that the missing edge {d, d ′ } is an isolated vertex in ∆(G). Then, by Lemma 18, we have that the missing edge d ···· d ′ cannot be unforced. Now, if d ···· d ′ is forced in both directions, by Lemma 9, we have that {d, d ′ } has an in-neighbor in ∆(G), which is a contradiction. Therefore, we can conclude that d ···· d ′ is singly-forced in G.
As d d ′ in T and T is a safe completion, it should be the case that d ···· d ′ is singly-forced in the direction d to d ′ in G. Then by Definition 1, there exists v ∈ V (G) such that, d ։ v → d ′ . This together with the assumption that d is prime implies that dR ′ v. Let y 1 , y 2 , . . . , y k , be a sequence of vertices of maximum length such that dR ′ y 1 R ′ y 2 R ′ · · · R ′ y k , where y 1 = v (note that such a sequence exists, since R ′ is acyclic as shown in Lemma 23). Now let L 0 = L and let L 1 , L 2 , . . . , L k be the good median orders of T with respect to I(G) such that for each i ∈ {1, . . . , k}, L i is obtained by applying Lemma 24 on L i−1 . As y k−1 is the feed vertex of L k−1 and y k−1 R ′ y k , by Lemma 22, we have that there exists y ′ k ∈ V (T ) such that y k y ′ k → y k−1 in T and that y k is prime.
Since y k is the feed vertex of L k , and y k y ′ k , by Lemma 25, we have that {y k , y ′ k } has no in-neighbor in ∆(G). Now, suppose that the {y k , y ′ k } has an out-neighbor {b, b ′ } in ∆(G). Then, without loss of generality, we can assume that (y k , y ′ k )R(b, b ′ ), i.e. there exists the four cycle y k → b ։ y ′ k → b ′ ։ y k . As y k is prime, the missing edge {y k , y ′ k } does not lie on any cycle in C. Therefore, since T is a safe completion, y k y ′ k and (y k , y ′ k )R(b, b ′ ), we have that b b ′ . Since y k−1 R ′ y k , there exists a vertex y ′ k−1 such that y k−1 ···· y ′ k−1 is singly-forced in the direction from y k−1 to y ′ k−1 . As T is a safe completion, this means that y k−1 y ′ k−1 . As the missing edge incident on b ′ is oriented towards b ′ in T , this implies that b ′ = y k−1 . Clearly, b = y k−1 (as y k−1 ։ y k , but y k → b). Recalling that b ···· b ′ , we now have that either b → y k−1 or y k−1 → b. Now if b → y k−1 , then b → y k−1 ։ y k → b would form a directed triangle containing a special arc and if y k−1 → b, then y k−1 → b ։ y ′ k → y k−1 would form a directed triangle containing a special arc. As we have a contradiction in both cases, there cannot be an out-neighbor {b, b ′ } for {y k , y ′ k } in ∆(G). Therefore, {y k , y ′ k } is an isolated vertex in ∆(G). By Lemma 18 applied on the median order L k of T , we have that the missing edge y k · · · · y ′ k cannot be unforced. Now, if y k · · · · y ′ k is forced in both directions, by Lemma 9, we have that {y k , y ′ k } has an in-neighbor in ∆(G), which is a contradiction. Therefore, we can conclude that, y k ···· y ′ k is singly forced. As y k y ′ k and T is a safe completion, we know that y k · · · · y ′ k is forced in the direction y k to y ′ k , i.e. there exists a vertex u such that y k ։ u → y ′ k . As y k is prime, this further implies that y k R ′ u. We now have y 1 R ′ y 2 R ′ · · · R ′ y k−1 R ′ y k R ′ u. By Lemma 23, u = y i for any i ∈ {1, 2, . . . , k}. Then the sequence y 1 , y 2 , . . . , y k , u is longer than the sequence y 1 , y 2 , . . . , y k , which contradicts our choice of y 1 , y 2 , . . . , y k .
Lemma 27. Let L be a good median order of T with respect to I(G) having feed vertex d. Suppose that |N ++ T (d) \ I(d)| > |N + T (d) \ I(d)|. If d has no Type-I special in-neighbors but has at least one Type-II special in-neighbor, then d is a vertex with large second neighborhood in both G and H.
It can be shown that Conjecture 2 is stronger than Conjecture 1.
