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1. INTRODUCTION 
An inportant part of the “geometry of polynomials” is concerned with 
locating the zeros of Df(z) :=f’(z), g iven those of a polynomial f(z). For 
a thorough treatment of this topic, see, e.g., the book by Marden [lo, 
Chap. 21. If we rewrite 
W(z) =f(z) -$ log f(z), 
it becomes clear that we can consider the operator W, defined by 
W(z) =f2(--) -g logf(z), (1.1) 
as an analogue of the differential operator D. Obviously, 
f(z) f’(z) 
W(z) =f(z) f”(Z) - u-‘(z))2 = f,(z) f,,(z) (1.2) 
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This determinant form prompted the second author to call the polynomial 
W~Z) the “Wronskian of the polynomial f(z).” Much of [lo] is concerned 
with the problem of relating the zero distributions of p(z) and Lp(z) where 
p(z) is a polynomial and L is a linear differential operator. It seems both 
natural and nontrivial to generalize this to algebraic differential operators. 
We believe the “Wronskian operators” are a rather attractive set of non- 
linear operators to begin with. They have recently attracted some attention 
from experts in the study of general algebraic differential equations; see 
[7. 121 and the references therein. Also, the Wronskian of an entire 
function plays an inportant role in the recent proof of the “Polya-Wiman 
Conjecture” (see [3]). An unsolved problem concerning the connection 
between the number of real zeros of a polynomial p(z) and those of @‘p(1) 
is also mentioned in [3]. Furthermore, the operator W is related to the 
“Laguerre inequality”; see, e.g., [ 111. 
In this paper we study the distribution of the zeros of Wf(;), given some 
information on the location of those of .f(~). We begin by proving, in 
Section 2, some general properties of the polynomial WY(z) and its zeros. 
By a shifting and scaling argument we may assume without loss of 
generality that all the zeros of f(z), if they are real, lie in the interval 
[ - 1, 11. For such a polynomial, the zeros of Of(:) lie also in the interval 
[ - 1, 11; we show that the corresponding result for Wf(z) is that the zeros 
lie inside or on the unit circle. 
The following are our main results: 
1. If d is the minimum distance between two consecutive zeros of 
f= . 
r’ 
then the imaginary part of the zeros of IVf(:) cannot be less than 
\: 3d/4 (Theorem 2.8). 
7 A. If the zeros of f(i) are located at 2, := -1 + (j/n), j=O, 1. . . . . 2~. 
then very exact bounds on the zeros of Wf(z) can be given. The imaginary 
parts of the zeros are asymptotically f (log n)/2rrn as n -+ r_. 
(Corollary 4.1). This is closely related to the truncated partial fraction 
expansion of n’/sin* rr~ (Theorem 3.1). 
3. If the zeros of f(1) are not too far from the Z, then the zeros of 
WY(;) are still close to the real axis (Corollaries 4.34.5). 
Finally, Section 9 contains some remarks on constructing polynomials 
whose Wronskians have preassigned properties. 
2. GENERAL PROPERTIES OF Wf(z) 
First we list some general properties of the operator W. In what follows, 
.f; g, and h are always polynomials. 
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LEMMA 2.1. (a) W(gh)=g2Wh+h2Wg, 
(b) W(gn)=ng2”-*Wg, 
(c) W(z-a)= -1. 
(a) and (c) follow from (1.2) by direct computation; (b) is a direct 
consequence of (a). With (a) and (c) we get immediately the following. 
LEMMA 2.2. Zff(z) = (z - ~l,)~l . . . (z - ak)mk, mjE N, then 
W(z)= -(f(z))’ (zy;l)z+ ...+(z_M;k)2 i 1 . 
It follows from Lemma 2.2 that if a is a zero of f(z) of multiplicity 22 
then it is also a (multiple) zero of Wf(z). In this case we call a a “trivial 
zero” of Wf(z). We note that by Lemma 2.2 trivial zeros occur only with 
even multiplicities. 
PROPOSITION 2.3. If all the zeros of f(z) lie on a straight line in C, then 
no zeros of Wf(z) other than the trivial ones lie on this line. 
Proqf: Let z be collinear with a1, . . . . ak. Then there is some 8 E [O, 2n) 
such that 
Now 
k 
g(~) := C mj(z - aj)-2 = e-2ie 
i= 1 
j$l rnjfiT2 = BedZie, 
where B > 0. This completes the proof. 
COROLLARY 2.4. Zf f(z) has only simple, real zeros then lVf(:) has no 
real zeros. 
THEOREM 2.5. If all the zeros of f( ) z are realandlie in C-1, 11, then 
the zeros of Wf (z) lie inside or on the unit circle. 
ProoJ: Let a,, . . . . a,, be the zeros of f(z), set a0 := -1, a,, i := 1, and 
denote 0, :=arg(z-cc,), j=O, 1, . . . . n + 1. Since f(z) must have real coef- 
ficients, we may restrict our attention to the upper half plane; so B0 < 9, + , . 
Now suppose that IzI > 1. Then the origin lies outside the unit circle cen- 
tered at z, and therefore 13, + i - 8, < 42, by a well-known result in classical 
geometry. Also B,, G 0, G 8,+ i for j= 1,2, . . . . k. Now arg((z - aj)-2) = -2ej 
and -28 n+l <arg((z-aj)-2)S -2eo, and therefore all the complex 
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numbers m,/(z -ai)’ lie to one side of a straight line through the origin 
since 120, + I - 28,1 < 7~. Hence I$=, m.i(z - xi)-2 # 0 and this proves the 
theorem. 
Remark. We will see that Theorem 2.5 is sharp. In fact, for m, n E N, let 
.f,,,. ,,(z) := (: - 1)” (Z + 1)“. Then it follows from Lemma 2.1 that 
fVf;,,,,r(;)= -(2-1)‘“‘P” (Z-t 1)2’r-7 [m(r+ l)‘+n(:- l)‘]. 
The nontrivial zeros of IV”,,,..(:) are the zeros of the term in brackets, i.e.. 
the roots of 
m-n 2+2---T L ,n+n-+l=O, 
namely 
Note that 1~~1 = 1 and that zO= fi if n = m. Every point on the unit circle 
with rational real part is therefore a zero of W’,,,,,,(Z), for some positive 
integers m and n. 
THEOREM 2.6. If the zeros off(z) I’ le inside or on the unit circle then the 
zeros qf lVf(z) lie inside or on the circle of radius v A centered at the origin. :5 
Proof. We proceed as in the proof of Theorem 2.5. Let c(, , . . . . 3, be the 
zeros of f(z), and fix Z. Then the circle C, of radius 1, centered at Z, 
contains all z -a.,. Let 8 be an angle, based at the origin, whose interior 
contains the interior of CZ. As before w,e can conclude that Wf((z) # 0 if 
0 < 71/2. But this is equivalent to IzI > J2, by an easy geometric argument. 
Remark. Theorem 2.6 is also best possible, as the following example 
shows. For n = 1, 2, . . . . let 
,f,*(z) := (z + I)(= - (1 + i)/,,5)” (z - (1 - i)/\;5)“. 
Then 
Wfn((=)= -(ALL&+ l)*‘l-2 [(z2-$z+ 1)‘+2n,-(=+ l)?(Z-$)I. 
and 
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as n + co, uniformly on compact subsets of C. Hence by a theorem of 
Hurwitz (see, e.g., [ 10, p. 41) one zero of Wf,(z) lies arbitrarily close to 
z=d if n is sufticiently large. Note that the zeros of f,(z) have 
modulus 1. 
Remark. Theorems 2.5 and 2.6 are in fact special cases of Theorem (8.1) 
in Marden’s book [IO]. 
The next theorem gives a quantitative version of Corollary 2.4; it shows 
that the zeros of W’(z) cannot lie too close to the real axis iff(z) has only 
real simple zeros. 
LEMMA 2.7. Let f(z) have only real zeros. Then the circles that have the 
line segments connecting adjacent zeros as diameters do not contain zeros of 
bVf(z) in their interiors. 
Proof Let cI, < ... <u,, be the zeros of f(z), counting multiplicities, 
and denote 19, := arg(z - 0~~)’ j = 1, . . . . n. We may restrict our attention to 
the case where z lies in the upper half plane. Then 
o<e,< . . . <e,de,+,< . . . <e,,cn. 
If ej=ej+, then aj=gj+, and Wf(z) has a zero at OL~, by the remark 
preceding Lemma 2.3; the lemma then holds trivially. Now assume that 
0j<8j+,, and let z lie in the interior of the circle Cj that has the line 
segment connecting aj and c1/+, as diameter. Then 
H;+(n--ej+,)i:, i.e., ej+,-ej,i 
since the triangle CL/, aj+ , , z has an obtuse angle at z. Now let 
4i:=arg((z-ai)-Z)= -2e,, i = 1, 2, . . . . n. 
Then 
and 
which means that all the (z - cli)-2 lie strictly to one side of a straight line 
passing through the origin. Hence, by Lemma 2.2, Wfz) # 0. 
EXAMPLE. If we apply Lemma 2.7 and Theorem 2.5 to the polynomials 
f,,,, n(z) of the example after Theorem 2.5, we see immediately that the zeros 
of Wf,, n(z) must have modulus 1. 
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THEOREM 2.8. Letf(z)hmenreafzerosaj, -l<cr,<cr,< ... <cc,,61. 
and let d := min(aj+, - aj ) j = 1, 2. . . . . n - 1 ). Then IVf( z ) has no zeros in 
rhe strip IIm Z( < fid/4. 
Proof: Let z lie inside or on the circle c, around a, with radius d/2, but 
not inside the circles C,- , or C, defined in the previous proof. By definition 
of d, C,p, and C., have radius at least d/2. By Lemma 2.2. Ufj’(~) is not zero 
if we can show that 
Since the distance between two consecutive 01, is at least d, we have 
1 1:-a,(‘< t (I?-kdlm”+II+kdl ?), 
r#j k=l 
where ?:==- E,. Note that III <d/2. Without loss of generality we may 
assume Re( 5) d 0. Then 
IZ-kdl -‘<(lid)-.‘, k = 1, 2. . . . . 
and also, since ZEN, and z$C,, li+kdl’>(,/~d/4)2+(:d+(k-1)d)‘. 
The right-hand side above is at least V bkd/2, with equality only if k = I. 
Therefore 
(Z+kdjp’6(vl?kd/2)m’, k = 1, 2, .., 
Hence 
,zj l;-a,~-~zgf, (kd)-‘+ f (J?kd/2)Y 
k=l 
=(,2++2) $$ n2d ‘<4d-‘. 
On the other hand, 
since I lies inside or on ej; this implies (2.1). Now the circles C, and e, 
cover the strip IIm ZI < $ J3d inside the unit circle, so the result follows 
from Lemma 2.7 and Theorem 2.5. 
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3. A TRUNCATED PARTIAL FRACTION EXPANSION 
Our aim is to get results on the zeros of W’(z) when those of f(z) are 
evenly spaced. Lemma 2.2 suggests the study of the sections 
b%(z) := k gem, j&j?? n = 1, 2, . ..) (3.1) 
of the Mittag-LetIler (or partial fraction) expansion 
Jr2 
-=,z, & sin’ RZ (3.2) 
(see, e.g., [2, p. 1871). We use the same method as in [4] where the zero 
distribution of the sections of the Mittag-LeffIer expansion of n/sin nz was 
examined. 
THEOREM 3.1. Let k be a fixed integer. If n 2 k is sufficiently large then 
g,(x + iy) has exactly one zero in each of the rectangles given by 
& (2+logn)<lyI c& (3+logn), 
and 
1 (k+ 1)logn 
k+;<x<k+Z+ 
18n2 
if ka0, 
1 klogn 
k+j+w<x<k+; if k< -1. 
Next, fix any B > 0. The zeros zj = z,(n) with IRe zjl < B satisfy 
1 
Im zj - 271 log(2n’n) + 0 asn-rm. 
The next result gives a uniform bound on the imaginary parts of the 
zeros of g,(z). 
THEOREM 3.2. The zeros of g,(x + iy) lie in the region defined by 
I-4 <n, IYI <& (4+logn). 
We begin by proving several emmas. 
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LEMMA 3.3. Let z=x+iy. Then 
(a) Re g,,(z) = Re(n’/sin’ XI)- (2/n)( 1 + S(n)), 
(b) Im gn(z) = Im(7cz/sinz nz) - (4q/n3)( 1 + c(n)), 
where b(n) -+ 0 and c(n) + 0 as n + XI. 
Proqf: By (3.2) we can rewrite (3.1) as 
g,,(z)=L- 
7- 
= ( 
1 1 
smZ 7~: k=,z+, (r--+(_+ > 
(3.3) 
Since 
1 (s -k)’ - >I’- i2Jj.u - k) 
(;= [(s-k)‘+y’]’ ’ 
we get 
Re g,(z)=Re &- 
I’ 
(3.4) 
and 
Im g,(,-)=Im -A& 
z 
k - .K k + .Y 
[(k-x)‘+y2]‘- [(k+.u)‘+y’]2 
(3.5 1 
For fixed x and ~9, the functions 
(t--.K)2-J2 t - .K 
[(t-x)2+)J2]2’ [(t-x)2+J*2]2 
are decreasing when t 2 x + $y and t 2 .Y + J/~‘J, respectively. Now 
s 
or (t-.x)‘-y)‘Z 
,) [(t-.y)‘+y212 dt=(n-n.i’+y2 
and 
5 
7x t - .K 
dt = 
l/2 
,I [(t-X)2+y2]2 (n -.K)’ + P’ 
(3.6) 
(3.7) 
If n is sufliciently large, (3.6) yields 
n - I (k -.u)’ - yz n - x 
[(k-.r)2+y’]‘<(n-.r)2+\.‘. 
Therefore the infinite sum in (3.4) is (Z/n)(l +6(n)), where S(n) -+O as 
n + ‘CC. This proves part (a). 
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To estimate the infinite sum in (3.5), we first observe that for fixed x and 
y the function 
t - x t + x 
[(t-xy+y*1*-[(t+x)*+y*]* 
is decreasing if t is suffkiently large. Hence we find with (3.7) that the 
infinite sum in (3.5) is close to 
112 w 2nx 
(~-x)2+~~2-(n+x)2+yz=[(n-x)2+y2][(n+x)2+y21’ (3’8) 
with an error of at most 
n - x n+x 6x 
[(n-x)‘+y2]2-[(n+x)2+y2]2~~ 
as n --t co. Therefore, with (3.8), the infinite sum in (3.5) is 2xnp3( 1 + E(n)), 
where e(n) + 0 as n + co. This completes the proof. 
LEMMA 3.4. Let k be a fixed integer and k+ f < x< k + f. If n is 
sufficiently large, then 
(a) Reg,(z)<O ify>(1/2rr)(logn+3); 
(b) Re g,(z) > 0 ifg = (1/2rr)(log n + 2). 
Proof: With the addition formula 
sin X(X + iy) = sin(nx) cosh(rry) + i cos(nx) sinh(lry) 
we get 
1 sin* RX cash’ rcy - cos* 7zx sinh’ rcy 
%?k = (sin* rrx cash’ rry + cos’ nx sinh’ rcy)* 
-2i . 
sin zx cos AX sinh rry cash TCJ 
(an’ rrx cash’ ny + cos’ KX sinh2 ~y)~’ 
Using the identities cosh*(ny) = 1 + sinh2(rry), cos*(rrx) = 1 - sinz(ax), and 
2 sin(nx) cos(rcx) = sin(2rcx), we get 
Re L=n 2 sin2(lcx) + sinh’(rry)(2 sin*(rcx) - 1) 
sin’ rcz (sin2(nx) + sinh2(7cy))2 ’ 
Im &= -7~’ 
sin(2rrx) sinh( lry) cosh( rry) 
(sin2(nx) + sinh2(rry))2 ’ 
(3.9) 
(3.10) 
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If x is such that k+ fd.rdk+ f, then a < sin’(7c.u) < 1 and therefore 
by (3.9) 
$ + : sinh2(xy) 
7~’ (1 + sinh’(rcy))’ ’ 
< Re 
IT2 
Yy-a2 
1 + sinh’( rr.r) 
sm- KC- (~+sinh’(rr~))” 
We note that the numerator of the left-hand term is bigger than 
(cosh’( rc>‘))/2, and find 
Re -Y&- > 2s 
1 -2n1 
z , + 2e-2”-’ + e 4,, e 
and 
Re n’ 
sin’ 77: 
(3.1 I ) 
(3.12) 
To establish part (a), it now suffices to show, by (3.12) and Lemma 3.3(a), 
that 
which is equivalent to 
1 27th 
“>g log , - (&(fl)(’ 
and this holds for 
yak (3+logn) 
whenever n is sufficiently large. 
For part (b) we have to show, by (3.11) and Lemma 3.3(a), that 
2 
; (l+ lb(n)l)< 2” , +2e--‘““+e--4”’ ’ 
~~ 2ly) 
With y = (2 + log n)/27r, this is equivalent to 
1+(6(n)I< l+-1-+& 
( > 
-1 2 
e2n 
71, 
e2 
which is true if n is suffkiently large. This proves Lemma 3.4. 
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LEMMA 3.5. Let (2 + log n)/2z < y < (3 + log n)/2z. rf n is sufficiently 
large then for fixed k = 0, 1, . . . . 
(a) Img,(z)<O ifx=k++; 
(b) Img,(z)>Oifx=k+1/2+(k+1)logn/18n2. 
Proof: (a) follows directly from Lemma 3.3(b) if we note that 
Im(rc2/sin2rrz) = 0 for x = k + f, by (3.10). 
To prove (b), we first note that sin 27c(k+ $+ 0) = -sin(2rr0) and that 
sin(27r8) > 60 if 0 < A. Hence if n is sufficiently large then 
(3.13) 
where x = k + l/2 + (k + 1) log n/18n2. Furthermore, since e2n < e21rJ < e3n, 
sinh(ny) cosh(rry) > sinh(rry) cosh(lry) sinh(7cy) 
(sin” rrx + sinh’ my)*’ (1 + sinh’(rry))* =cosh3(rry) 
=4 1-e-2” (1 +e-2n,,)3 e-‘“) 
2 (1 -y(n)) i e-‘, (3.14) 
where y(n) -+ 0 as n + co. On the other hand, 
2 (k+ 1)logn 
*-CL (3+logn)(k+ l)=; 
n3 ‘7rn3 n3 
(1 + r’(n)), 
where r’(n) + 0 as n -+ co. Now, with Lemma 3.3(b), (3.10), (3.13), and 
(3.14) we see that Im g,(z)>0 when 
4X2 2 
j--pa; (1 +P(n)), 
where y’(n) + 0 as n + cc; this holds if n is sufficiently large. 
Proof of Theorem 3.1. Since the numerator polynomial of g,(z) is an 
even function, the zeros are symmetric to the real and imaginary axes. 
Hence it suffices to consider the case kB 0 and y>O. Define the points A, 
B, C, and D by 
1 (k+l)logn 
A:=k+Z+ 
i 
18n2 
+g (2+logn); 
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B:zk+~+(k+ l)logn 
2 18n’ 
+& (3 +logn); 
C:=k+i+& (3+logn); D:=k+k+k (Z+logn). 
Now we apply Lemmas 3.4 and 3.5, and find that 
Im g,,(z) > 0 on a, Re g,,(z) < 0 on ????, 
Im g,,(z) < 0 on cn, Re g,(z) > 0 on DA. 
This means that the argument of g,(z) increases by 2n as z traverses 
the boundary of the rectangle with corners A, B, C, and D. Hence by the 
argument principle, there is exactly one zero in the interior of the rectangle. 
We get the last statement if in the proof of Lemma 3.4 we restrict our 
attention to the interval k + l/2 <?c 6 k + l/2 + (k + 1) log n/18n2, instead 
of k+ f<.v d k+ 3. Then the imaginary parts of A and B will get 
arbitrarily close to log(27c*n), from below and above, respectively. We omit 
the details. This completes the proof. 
Proqf of Theorem 3.2. By Theorem 2.5 we may restrict our attention to 
)=I <n. We shall use (3.4) to show that Re g,,(z) <O if y a~,, := 
(log 50n)/2x. Because of the symmetry of the zeros we may further restrict 
our attention to .X >, 0 and J > 0. 
Denote the infinite sum in (3.4) by S. It is easy to see that for fixed .Y and 
.1-‘, the function 
(f-x)*-y’ 
.f(t) := [(t--y)‘+j.Z]2 
is increasing for I < t d x + y $ and decreasing for t >, s + y fi. Also, 
g(t) := f( -t) is increasing for --x < t 6 ---I + .r ,/? and decreasing for 
t 2 --.Y + J* J’?. Hence we can make the integral estimate 
L 
S= c f(k)+ f g(k) 
k=n+l k=rr+l 
where u:=[.x+JJ,/?] and h:=[-.u+yd5]. NOW 
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and 
DILCHER AND STOLARSKY 
s 
b+l 
b 
(3.15) 
Hence 
S> s nx Cf(t)+g(t)l+ 
n - x n + x 1 
--. 
=(n-,Y)2+y2+(n+x)2+y2 4y2 
The sum of the first two terms in the last line is 
2n n 
(n’ - x2 + y2) + 4x2y2/(n2 - x2 + y’) ’ Zj’ 
This last inequality is obtained by minimizing the left-hand side with 
respect o z := n2 - x2 + y2; the minimum occurs at z = 2.~~9. Hence 
(3.16) 
Since we may restrict our attention to 1~1 <n, we have 
(3.17) 
where the second inequality is true since the middle expression is minimal 
for y = n/J?. Now let y 2 ,/%/2. Then with (3.16) and (3.17) we get 
(3.18) 
Ifyiifithen -x+yfi6&/26n-1 forna6. Henceb+l,<n, 
and therefore the term (3.15) can be omitted in the integral estimate for S. 
Hence we get, with x < n, 
Let h(y) denote the right-hand term of this inequality. It is increasing for 
0 < y < i and decreasing for y > f. By Theorem 2.8 (appropriately scaled) 
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we may restrict our attention to y > J’5/4. Noting 
and using the restriction y 6 ,/%1/2, we find that 
for n 3 5. This shows that (3.18) holds for all ~9 with .,‘3/4d.r dn. 
provided n >, 6. 
On the other hand, by (3.9) and ~‘3 y,, we see that for all s, 
443 
that h(,,$4) z 0.488 
Now for n 3 10 we get 
Re 711 
sin’ 71~ 
< 40r -2=A. (3.19) 
Finally, we see with (3.4) (3.18), and (3.19) that Re g,,(z)<0 when 
that is, 
y k & log 50n. 
This proves the theorem for n > 10 since log 50 < 4. For n < 9, the theorem 
was verified by computing the zeros of g,(c), n = 1,2, . . . . 9. 
Remark. The proof of Theorem 3.2 can be adapted to show that the 
zeros of g,(x + iy) lie in the region bounded by the lines .Y = fn and 
y= -t& [c+log(max{JZ7, d))], 
where c and d are easily computable constants 
4. POLYNOMIALS WITH EVENLY SPACED ZEROS 
In this section we return to our original normalization where all the 
zeros of the given polynomial lie in the interval [ - 1, 11. The following is 
an immediate consequence of Theorem 3.2. 
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COROLLARY 4.1. Let f be the polynomial with 2n + 1 zeros k/n, where 
-n < k d n. Then the zeros of Wf (z) lie in the strip 
lYl<& (4+logn), for n2 1. 
Corollary 4.1 is illustrated by Fig. 1, for n = 10. To indicate the scale, we 
note that the four “corner” zeros are approximately f0.9582 &- O.O5901i, 
while the four zeros closest to the imaginary axis are approximately 
f 0.05012 + 0.08482i. 
We show that y retains this order of magnitude if the zeros of f are 
perturbed within certain small bounds, and that y remains small even for 
larger perturbations. This is shown from corollaries of the following result. 
THEOREM 4.2. Let -n<<cI-,<<cL-,,+,S . . . G%-1G%Gn, andd:= 
max _ n.,k<n (cc,-kl, n> 11. Then . . 
n 1 
G”(Z):=k~p,, (z-a,)2#o 
(z = x + iy) provided that 
2+4lvl 
(1 -d/l.02 
(4.1) 
Proof In order to adapt the proof of Theorem 3.2 to the present 
situation, we estimate the size of 
JUz) := G,(z) -g,(z). (4.2) 
We note that 
1 1 2z-k-ucr, 
a~(Z)~=(Z~uC(k)2-(Z=k)Z=(Slk-kk) (Z-C(k)2(Z-k)2’ 
We may assume y >O since the zeros are symmetric about the real axis. 
Since 
(cc,-kl <d, lz-k( = lx-k+iyl >y, 
. . . . - ’ . . . . . . . . l * . . 
* . 
* . . 
-. . . . . . . . . . . . . l l * 
FIG. 1. Zeros of Wf(z) for n=lO. 
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we have 
12z-k-LY,l<2 )=-/?I + la,-kl< I:-kl 
( 1 
2+; ) 
I,-q.l =I(=-k)-(C(,--k)l> Iz-kl -d3 Iz-kl 
( > 
1 -‘I/ . 
Hence 
dD 
M=)l d jy-$’ 
We now have 
I&,(--)1 d i lu,(z)l 6dD f 
1 
k = - ,, k= ox ((?c-k)2+y2)3’2 
x 1 
62dD & (kz+$)= 
By substituting t = ~1 tan 0 we find that the integral is 1,‘~~. Hence 
(4.3) 
BY (4.2), 
Re G,,(z) = Re g,,(z) + Re R,,(z)< Re g,z(z) + IR,,(z)l. 
With (3.4), (3.15), and (3.16) we have 
Re g,,(z)<40e- 2n”-: 
and therefore, with (4.3), 
ReG,(:)< -:+2dD 
Hence (4.1) implies Re G,,(z) < 0, and the proof is complete. 
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We now apply Theorem 4.2 to three different cases, namely the cases 
where the discrepancy of the zeros from equidistribution between - 1 and 
1 is (i) small with respect to l/n, (ii) of the same order as l/n, and (iii) 
large with respect o l/n. 
COROLLARY 4.3. Let f(z) be a polynomial of degree 2n + 1 with zeros 
uk := k/n + Q, 1~~1 Q (log n)2/396n’, where k = -n, -n + 1, . . . . n. Then the 
zeros of Wf((z) lie inside the strip 
IYI <& (6+logn) (na 11). 
Proof. Here and in the proofs of the following corollaries we scale 
everything up by the factor n, to make Theorem 4.2 applicable. We can 
also assume y > 0. If we suppose that 4’ 2 (6 + log n)/2x, then 
1 1 
20e-2"L‘<20ep6 -<-. 
n 20n 
Hence it remains to show that 
Now, for na 11, 
1+;,1+ 
27L 7 
6+logn<4’ 
By the restriction placed on the sk, we have d = (log n)2/396n. Hence 
_d<2x log’n <L log2 11 1 
~‘396 n(6+logn)’ 198 11(6+log 11)<1012’ 
for na 11. So 
2 + dly 401 
(1 -d/#%Y 
and therefore, with (4.6), (4.5) holds when 
(4.4) 
(4.5) 
(4.6) 
(4.7) 
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But 
y2 > log2 n 
401 log2 n=s nd 
4n’a- 40 396 40 ' 
This completes the proof. 
Remark. By keeping track of various constants in the proofs of 
Theorems 3.2 and 4.2 and of Corollary 4.3, one can see that the constant 
396 could be replaced by 8x’ + E if n is sufficiently large (depending on the 
size of E > 0 ). 
COROLLARY 4.4. Let d 6 1 and let f (2) he a polynomial of degree 2n + I 
with zeros uk := (k + Ek)/n, 1.~~1 <d, k = -n, --n + 1. . . . . n. Then the zeros qf’ 
vf(r) lie inside the strip 
1.~1 -c max 
5 Jd/2 1 
---, 2nn (6+lwn) 
A 
(n 3 11). 
ProofI 
before, we consider J > 5 
and therefore 
Since (4.6) still holds, (4.5) is true when 
35d 7 
-F<---; 
8 y- 20n 
this is equivalent to y > 5 Jdn/2, and the proof is complete. 
Remark. Corollary 4.4 can easily be extended to cases d > 1; the result 
remains essentially the same. 
The next corollary is a generalization of the previous one; Corollary 4.4 
follows (in a slightly weaker form) if we set fi = 0. 
COROLLARY 4.5. Let c 4 1, fi < 1, and let f(z) be a polynomial of degree 
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2n + 1 with zeros ak = (k + Ek)/n, 1~~1 < cnP, k = -n, -n + 1, . . . . n. Then the 
zeros of Wf(z) lie in the strip 
14~1 < max J19cn(Bp IL’*, & (6+logn) (na 11). 
Proof. As before, we scale by the factor n and assume that z does not 
lie in the strip. Again, it suffices to verify (4.5) outside the strip. Since 
JJ 2 fin@+ ‘)I*, d = cnP, 
we have 
therefore 
Hence (4.5) holds when 
19 7 $<L -- 
5 4 y 2 ‘20n’ 
which is equivalent to y 2 fin’” + ‘)“. The proof is complete. 
We note that Corollary 4.5 holds for negative B. However, if /I G -1, we 
only get a weaker form of Corollary 4.3. 
5. NONTRIVIAL ZEROS OF HIGH MULTIPLICITIES 
Lemma 2.2 exhibits an expression for Wf(z) in terms of the zeros of f(z). 
The next lemma gives the coefficients of Wf(z) in terms of the zeros off(z). 
LEMMA 5.1. Zff(z)=a,z"+a,~,s"~'+ ... +a,z+a,, then Wf(z)= 
b *n--Z= 
2n - 2 + ... +b,z+b,, where 
C(k + 1 WI 
b,c= c {(k+2-2j)2-(k+2)}aja,-i+2-Ak, 
j=O 
A, := 
if k is even, 
if k is odd, 
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and u, :=0 -for j>n. In particular, h,=2a,a,-af. h, =6a,a,-2a,nl. 
h?= 12a,a,-2aS, bz,,p2= -nai. 
Proqf: With 
,I I ,I 2 
.f’(-u)= C (j+ l)u,+,.~‘, .f”(-v)= 1 (j+l)(j+2)rr,+,.u’. 
, = 0 ,=O 
and (1.2) we get 
2n 2 
Wf(x)= 1 .Y' i (j+ l)(j+2)aj+2Qk -, 
k=O ( ;=o 
-,Iio (j+l)(k-j+ l)u,+,h,+,), 
For k odd, split the first of the two inner sums into “head” and “tail” sums 
from 0 to [(k + 1)/2] - 2 and from [k/2] to k, and the second into such 
sums from 0 to [(k + 1)/2] - 1 and from [k/2] + 1 to k. Reverse the order 
of summation in the tail sums, adjust the indices of summation, and then 
combine all sums to obtain the b, formula. For k even isolate the 
j= k/2 - 1 term from the first inner sum, and the j= k/2 term from the 
second. These provide the -Ak term; the rest of the formula is deduced as 
in the case of k odd. 
Lemma 5.1 gives the 2n - 1 coefficients of We as functions of the n + 1 
coefftcients of f: One consequence of this is that not every polynomial of 
degree 2n - 2 with negative leading coefficient is the Wronskian of a poly- 
nomial of degree n. This is only the case for n = 2 (n = 1 is trivial), while 
for n = 3, for example, we get the necessary condition 36: = 8b,b, for 
b,.u” + b,.r3 + b,.u’+ b,.u+ 6, to be the Wronskian of a polynomial of 
degree 3. 
Furthermore, Lemma 5.1 can be used to construct polynomials f(z) such 
that W’(z) satisfy certain conditions. As an example we take the condition 
that Ulf(:) have a nontrivial zero of highest possible multiplicity at the 
origin. 
We begin by setting b,=b,= ... =b,- ,=O, b,#O. We try to find a 
polynomial f(z) = a0 + a, z + . . . whose Wronskian has these prescribed 
coefficients b,, . . . . b,,, with b,,, ,, . . . arbitrary. We may assume that a, #O 
since otherwise 0 = b, = 2a,a, - uf (Lemma 5.1) implies a, = 0. and 0 
would be a trivial zero of Wf(z). 
First, let a, # 0. By using the recursion implicit in Lemma 5.1, we find 
1 aI 1 (ii’ 
az=- -, 
2 a0 
a,=6 z3 
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1 ai 
‘j=T - JI a&-” j=2, 3, . ..) n+ 1. 
This is best seen by using the expression 
b,= 5 (j+l)C(j+2)aj+,a,~j-(k-j+ l)ak-j+laj+,I 
j=O 
that follows from the proof of Lemma 5.1. 
Now assume that a, = 0. Then we find successively that a, = a3 = . . . = 
a n+l =0 if bj=O, j=O, 1, . . . . n - 1. Thus we have proved 
THEOREM 5.2. The polynomials f(z) of smallest degree such that Wf(z) 
has a nontrivial zero at z = 0 of multiplicity n are 
(a) f(z) = aOSn + ,(a, z/so), where a, and a, are arbitrary nonzero real 
numbers, and S,(x) = xJ?=, xjfj!; 
(b) f(z) = a,, + *z”+ ’ + ao, where a, and a, + 2 are arbitrary nonzero 
real numbers. 
Remark. One can easily extend the definition of the operator W to have 
it act on arbitrary entire functions, or even on wider classes of functions. 
In connection with Theorem 5.2(a) it is interesting to note that 
W exp(z) = 0. We also have 
Wsin(z)= Wcos(z)= Wsinh(z)= Wcosh(z)= -1. 
Correspondingly, an application of Lemma 5.1, as above, would give us the 
analogue to Theorem 5.2 concerning the zeros of Wf(z) + 1. 
6. CONCLUDING REMARKS 
One way of looking at the topic of this paper is to take an inequality of 
the type P(x) > 0 for x E Z, where P is a polynomial and Z is some interval 
on the real axis. We then ask how far the zeros of P are away from the real 
axis (or from I). We answered this question for the Laguerre inequality 
(see, e.g., [ 11; 8, p. 171]), with polynomials having real zeros only that are 
quite evenly spaced in the interval [ - 1, 11. Other classes of polynomials, 
such as certain classical orthogonal polynomials, will be considered else- 
where [S]. Finally, it is of interest to study the Wronskian of polynomials 
with nonreal zeros; this was done in [6]. 
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