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GLOBAL SMALL ANALYTIC SOLUTIONS OF MHD BOUNDARY
LAYER EQUATIONS
NING LIU AND PING ZHANG
Abstract. In this paper, we prove the global existence and the large time decay estimate
of solutions to the two-dimensional MHD boundary layer equations with small initial data,
which is analytical in the tangential variable. The main idea of the proof is motivated by
that of [27]. The additional difficulties are: 1. there appears the magnetic field; 2. the
far field here depends on the tangential variable; 3. the Reynolds number is different from
magnetic Reynolds number. In particular, we solved an open question in [32] concerning the
large time existence of analytical solutions to the MHD boundary layer equations.
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1. Introduction
In this paper, we consider the global well-posedness of the following two-dimensional MHD
boundary layer equations in the upper space R2+
def
=
{
(x, y) : x ∈ R, y ∈ R+
}
,
(1.1)

∂tu1 − ∂2yu1 + u1∂xu1 + u2∂yu1 + ∂xp = b1∂xb1 + b2∂yb1,
∂tb1 − κ∂2yb1 + u1∂xb1 + u2∂yb1 = b1∂xu1 + b2∂yu1,
∂xu1 + ∂yu2 = 0, ∂xb1 + ∂yb2 = 0,
u1|y=0 = u2|y=0 = 0, ∂yb1|y=0 = b2|y=0 = 0,
limy→+∞ u1 = U1, limy→+∞ b1 = B1,
u1|t=0 = u1,0, b1|t=0 = b1,0,
where (u1, u2) and (b1, b2) represent the velocity of fluid and the magnetic field respectively,
κ > 0 is a constant which represents the difference between the Reynolds number and the
magnetic Reynolds number, (U1, B1, p)(t, x) are the traces of the tangential fields and pressure
of the outflow on the boundary, which satisfies Bernoulli’s law:
(1.2)
{
∂tU1 + U1∂xU1 + ∂xp = B1∂xB1,
∂tB1 + U1∂xB1 = B1∂xU1.
The MHD boundary layer system (1.1) was derived in [16, 20, 21] by considering the high
Reynolds number limit to the incompressible viscous MHD system (see [9, 10]) near a non-
slip boundary when both the Reynolds number and the magnetic Reynolds number have the
same order. In particular, when b1 equals some constant in (1.1), the system reduces to the
classical Prandtl equations (simplified as (PE) in the sequel) which was proposed by Prandtl
[30] in 1904 in order to explain the disparity between the boundary conditions verified by ideal
fluid and viscous fluid with small viscosity. One may check [12, ?] and references therein for
more introductions on boundary layer theory in the absence of the magnetic field. Especially
we refer to [17] for a comprehensive recent survey.
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Under the monotonicity condition on the tangential velocity field in the normal direction
to the boundary, Ole˘inik [24] established the local well-posedness of (PE) with initial data
in Sobolev space by using the Croco transformation. Lately, this result was proved via
energy method in [1, 23] independently by taking care of the cancellation property in the
convection terms of (PE). Under a favorable condition on the pressure, a global-in-time
weak solution was proved in [33]. In general, when the monotonicity condition is violated,
separation of the boundary layer is expected and observed in classical fluid. Especially when
the background shear flow has a non-degenerate critical point, there are some interesting ill-
posendness result to both linear and nonlinear Prandtl equations, one may check [13, 15, 17,
19] and the references therein for more details. However, surprisingly for the MHD boundary
layer system (1.1), Liu, Xie and Yang [20] succeeded in proving the local well-posedness in
Sobolev space without any monotonicity assumption on the tangential velocity. The only
essential assumption there is that the background tangential magnetic field has a positive
lower bound. This result agrees with the general physical understanding that the magnetic
field stabilizes the boundary layer.
On the other hand, for the data which is analytic in both x and y variables, Sammartino
and Caflisch [31] established the local well-posedness result of (PE). The analyticity in y
variable was removed by Lombardo, Cannone and Sammartino in [22]. The main argument
used in [22, 31] is to apply the abstract Cauchy-Kowalewskaya theorem. Recently, Ge´rvard-
Varet and Masmoudi [14] proved the well-posedness of (PE) for a class of data with Gevrey
regularity. The optimal result in this direction (with Gevrey class 2) was obtained by Dietert
and Ge´rvard-Varet in [11]. The question of the long time existence for Prandtl system
with small analytic data was first addressed in [34] and an almost global existence result was
provided in [18]. Finally in [27], Paicu and the second author proved the global well-posedness
of (PE) with small analytical data.
We mention that the main idea in [27] is to use the analytic energy estimate. This idea
dates back to [4], where Chemin introduced a tool to make analytical type estimates to the
Fujita-Kato solutions of 3-D Navier-Stokes system and to control the size of the analytic
radius simultaneously. This idea was used in the context of anisotropic Navier-Stokes system
[5] (see also [28, 29]), which implies the global well-posedness of three dimensional Navier-
Stokes system with a class of “ill prepared data”, the B−1∞,∞(R3) norm of which blow up as a
small parameter goes to zero.
While for the MHD boundary layer equation (1.1), corresponding to the results in [18, 34],
Xie and Yang [32] obtained a lower bound for the lifespan of the analytic solutions. And the
authors left the following open question in [32]: “However, it is not known whether one can
obtain a global or almost global in time solution like the work on Prandtl system when the
background shear velocity is taken to be a Gaussian error function in [18].” The goal of this
paper is to solve this problem.
In order to do it, for any constant B¯κ, we take a cut-off function χ ∈ C∞[0,∞) with
χ(y) =
{
y if y ≥ 2,
0 if y ≤ 1, and make the following change of variables:
u
def
= u1 − χ′(y)U and v def= u2 + χ(y)∂xU,
b
def
= b1 − χ′(y)B − B¯κ and h def= b2 + χ(y)∂xB,
(1.3)
where U
def
= U1 and B
def
= B1 − B¯κ.
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Then in view of (1.1) and (1.2), (u, v, b, h) solves
(1.4)

∂tu− ∂2yu− B¯κ∂xb+ u∂xu− b∂xb+ v∂yu− h∂yb+ χ′(U∂xu−B∂xb)
+χ′(∂xUu− ∂xBb) + χ(−∂xU∂yu+ ∂xB∂yb) + χ′′(Uv −Bh) = mU ,
∂tb− κ∂2yb− B¯κ∂xu+ u∂xb− b∂xu+ v∂yb− h∂yu+ χ′(U∂xb−B∂xu)
+χ′(∂xBu− ∂xUb) + χ(−∂xU∂yb+ ∂xB∂yu) + χ′′(Bv − Uh) = mB ,
∂xu+ ∂yv = 0, ∂xb+ ∂yh = 0,
u|y=0 = v|y=0 = 0, ∂yb|y=0 = h|y=0 = 0,
limy→+∞ u = 0, limy→+∞ b = 0,
limy→+∞ v = 0, limy→+∞ h = 0,
u|t=0 = u0 def= u1,0 − χ′U0, b|t=0 = b0 def= b1,0 − χ′B0 − B¯κ,
where (U0(x), B0(x))
def
= (U(0, x), B(0, x)), and the terms (mU ,mB) are given by
(1.5)
{
mU
def
= (1− χ′)(∂tU − B¯κ∂xB) + χ′′′U + (1− χ′2 + χχ′′)(U∂xU −B∂xB),
mB
def
= (1− χ′)(∂tB − B¯κ∂xU) + χ′′′B + (1− χ′2 − χχ′′)(U∂xB −B∂xU).
It’s easy to observe that (mU ,mB) are supported in y ∈ [0, 2] for each t > 0.
Due to ∂xu+ ∂yv = 0 and ∂xb+ ∂yh = 0, there exist two potential functions (ϕ,ψ) so that
(u, b) = ∂y(ϕ,ψ) and (v, h) = −∂x(ϕ,ψ). While it follows from the boundary conditions in
(1.4) that
∂x
∫ ∞
0
(u, b)(t, x, y)dy = −
∫ ∞
0
∂y(v, h)(t, x, y)dy = 0,
which implies
∫∞
0 (u, b)(t, x, y)dy = (C1, C2)(t). Yet Since (u, b) decays to zero as |x| tends to∞, we have C1(t) = C2(t) = 0. So that we can impose the following boundary conditions for
the primitive functions (ϕ,ψ):
(ϕ,ψ)|y=0 = 0 and lim
y→+∞(ϕ,ψ) = 0.
Then by integrating (u, b) equations of (1.4) with respect to y variable over [y,∞[, we find
(1.6)

∂tϕ− ∂2yϕ− B¯κ∂xψ + u∂xϕ− b∂xψ + 2
∫∞
y
(∂xϕ∂yu− ∂xψ∂yb)dy′
+χ′(U∂xϕ−B∂xψ) + 2
∫∞
y
χ′′(U∂xϕ−B∂xψ)dy′ + χ(−∂xUu+ ∂xBb)
+2χ′(∂xUϕ− ∂xBψ) + 2
∫∞
y
χ′′(∂xUϕ− ∂xBψ)dy′ =MU ,
∂tψ − κ∂2yψ − B¯κ∂xϕ+ u∂xψ − b∂xϕ+ χ′(U∂xψ −B∂xϕ)
+χ(−∂xUb+ ∂xBu) =MB ,
ϕ|y=0 = ψ|y=0 = 0 and limy→+∞ ϕ = limy→+∞ ψ = 0,
ϕ|t=0 = ϕ0 def= −
∫∞
y
u0 dy
′, ψ|t=0 = ψ0 def= −
∫∞
y
b0 dy
′,
where (MU ,MB)
def
= − ∫∞
y
(mU ,mB) dy
′ are also supported in y ∈ [0, 2] for each t > 0.
Before proceeding, let us recall from [2] that
∆hka = F−1(ϕ(2−k|ξ|)â), and Shka = F−1(χ(2−k|ξ|)â),(1.7)
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where Fa and â denote the partial Fourier transform of the distribution a with respect to x
variable, that is, â(ξ, y) = Fx→ξ(a)(ξ, y), and χ(τ), ϕ(τ) are smooth functions such that
Supp ϕ ⊂
{
τ ∈ R / 3
4
≤ |τ | ≤ 8
3
}
and ∀τ > 0 ,
∑
k∈Z
ϕ(2−kτ) = 1,
Supp χ ⊂
{
τ ∈ R / |τ | ≤ 4
3
}
and χ(τ) +
∑
k≥0
ϕ(2−kτ) = 1.
Definition 1.1. Let s be in R. For u in S′h(R
2
+), which means that u belongs to S
′(R2+) and
satisfies limk→−∞ ‖Shku‖L∞ = 0, we set
‖u‖Bs,0 def=
∥∥(2ks‖∆hku‖L2+)k∈Z∥∥ℓ1(Z).
• For s ≤ 12 , we define Bs,0(R2+)
def
=
{
u ∈ S′h(R2+)
∣∣ ‖u‖Bs,0 <∞}.
• If j is a positive integer and if 12 + j < s ≤ 32 + j, then we define Bs,0(R2+) as the
subset of distributions u in S′h(R
2
+) such that ∂
j
xu belongs to Bs−j,0(R2+).
In all that follows, we always denote Bsh to the Besov space Bs2,1(Rh).
In order to obtain a better description of the regularizing effect of the diffusion equation,
we need to use Chemin-Lerner type spaces L˜pT (Bs,0(R2+)) (see [6]).
Definition 1.2. Let p ∈ [1, +∞] and T0, T ∈ [0, +∞]. We define L˜p(T0, T ;Bs,0(R2+)) as the
completion of C([T0, T ]; S(R2+)) by the norm
‖a‖
L˜p(T0,T ;Bs,0)
def
=
∑
k∈Z
2ks
(∫ T
T0
‖∆hk a(t)‖pL2+ dt
) 1
p
with the usual change if p = ∞. In particular, when T0 = 0, we simplify the notation
‖a‖
L˜p(0,T ;Bs,0) as ‖a‖L˜pT (Bs,0).
In order to globally control the evolution of the analytic band to the solution of (1.4),
motivated by [18, 27], we introduce the following key quantities:
(1.8) G
def
= u+
y
2〈t〉ϕ and H
def
= b+
y
2κ〈t〉ψ.
And as in [4, 5, 8, 27, 28, 29, 34], for any locally bounded function Φ on R+ × R, we define
(1.9) uΦ(t, x, y)
def
= F−1ξ→x
(
eΦ(t,ξ)û(t, ξ, y)
)
.
We also introduce a key quantity θ(t) to describe the evolution of the analytic band of u :
(1.10)
{
θ˙(t) = 〈t〉 14 ‖eΨ∂y(G,H)Φ(t)‖B 12 ,0 + ε
− 1
2 〈t〉 54 ‖(U,B)Φ(t)‖B 12h
,
θ|t=0 = 0.
Here the phase function Φ is defined by
(1.11) Φ(t, ξ)
def
= (δ − λθ(t))|ξ|,
and the weighted function Ψ(t, y) is determined by
(1.12) Ψ(t, y)
def
=
y2
8〈t〉 with 〈t〉
def
= 1 + t,
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which satisfies
(1.13) ∂tΨ+ 2(∂yΨ)
2 = 0.
Our first result of this paper states as follows:
Theorem 1.1. Let κ ∈]0, 2[, B¯κ =
{
1 if κ = 1,
0 otherwise,
and ε, δ > 0. We assume that the far
field states (U,B) satisfy
‖〈t〉 94 eδ|Dx|(U,B)‖
L˜∞(R+;B
3
2
h )
+ ‖〈t〉 74 eδ|Dx|(∂tU, ∂tB,U,B)‖
L˜2(R+;B
1
2
h )
≤ ε,(1.14a) ∫ ∞
0
〈t〉 54‖eδ|Dx|(U,B)‖
B
1
2
h
dt ≤ ε.(1.14b)
Let the initial data (u0, b0, ϕ0, ψ0) (see the definitions in (1.4) and (1.6)) satisfy the compat-
ibility condition: u0|y=0 = ∂yb0|y=0 = 0,
∫∞
0 u0 dy =
∫∞
0 b0 dy = 0, and
(1.15) ‖e y
2
8 eδ|Dx|(u0, b0, ϕ0, ψ0)‖B 12 ,0 <∞ and ‖e
y2
8 eδ|Dx|(G0,H0)‖B 12 ,0 ≤
√
ε,
where G0
def
= u0 +
y
2〈t〉ϕ0 and H0
def
= b0 +
y
2κ〈t〉ψ0. Then there exist positive constants λ, c
and ε0(λ, c, κ, δ) so that for ε ≤ ε0 and lκ def= κ(2−κ)4 ∈]0, 1/4], the system (1.4) has a unique
global solution (u, b) which satisfies supt∈[0,∞[ θ(t) ≤ δ2λ , and
(1.16) ‖eΨ(u, b)Φ‖
L˜∞t (B
1
2 ,0)
+
√
lκ‖eΨ∂y(u, b)Φ‖
L˜2t (B
1
2 ,0)
≤ ‖e y
2
8 eδ|Dx|(u0, b0)‖B 12 ,0 + C
√
ε.
Furthermore, for any t > 0 and γ ∈]0, 1[, there hold
‖〈τ〉 12+lκ−cεeΨ(u, b)Φ‖
L˜∞t (B
1
2 ,0)
+ ‖〈τ〉 12+lκ−cεeΨ∂y(u, b)Φ‖
L˜2
[ t2 ,t]
(B 12 ,0)(1.17a)
≤ C(‖e y28 eδ|Dx|(u0, b0, ϕ0, ψ0)‖B 12 ,0 +√ε),
‖〈τ〉1+lκ−cεeΨ(G,H)Φ‖
L˜∞t (B
1
2 ,0)
+ ‖〈τ〉1+lκ−cεeΨ∂y(G,H)Φ‖
L˜2
[ t2 ,t]
(B 12 ,0)(1.17b)
≤ C√ε(1 + ‖e y28 eδ|Dx|(u0, b0)‖B 12 ,0),
‖〈τ〉1+lκ−cεeγΨ(u, b)Φ‖
L˜∞t (B
1
2 ,0)
+ ‖〈τ〉1+lκ−cεeγΨ∂y(u, b)Φ‖
L˜2
[ t2 ,t]
(B 12 ,0)(1.17c)
≤ C√ε(1 + ‖e y28 eδ|Dx|(u0, b0)‖B 12 ,0).
Remark 1.1. (1) The constants c and C in the above theorem are independent of ε.
Furthermore, unlike the constant C, which may change from line to line, the constant
c can be fixed in Sections 4, 5 and 6. So that by choosing ε0 to be sufficiently small,
we always have cε < lκ. This will be crucial for us to globally control the evolution of
the analytic band. Moreover, the constant B¯κ can be any constant if κ = 1, otherwise
0. This restriction is only used in the derivation of the system (6.1) for (G,H).
(2) Compared with the well-posedness result for the classical Prandtl system (PE) in [27],
here we allow the far field (U,B) to depend on the tangential variable. And exactly
due to this type of far field, there is a loss of cε in the decay estimates (1.17).
(3) The main idea of the proof to the above theorem is to use analytic energy estimate,
which is motivated by [27] and which originates from [4].
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We remark that in the proof of Theorem 1.1, the role of u and b are the same in the process
of the analytic energy estimate. By introducing the changes of variables: (t¯, x¯, y¯) = (t, x, y√
κ
),
and denoting (u¯, v¯, b¯, h¯)
def
= (u, v√
κ
, b, h√
κ
), we find that (1.1) can be equivalently reformulated
as 
∂t¯u¯− 1κ∂2y¯ u¯+ u¯∂x¯u¯+ v¯∂y¯u¯ = b¯∂x¯b¯+ h¯∂y¯ b¯,
∂t¯b¯− ∂2y¯ b¯+ u¯∂x¯b¯+ v¯∂y¯ b¯ = b¯∂x¯u¯+ h¯∂y¯u¯,
∂x¯u¯+ ∂y¯v¯ = 0, ∂x¯b¯+ ∂y¯h¯ = 0.
So that the proof of Theorem 1.1 also ensures the global well-posedness result of (1.1) for
κ ∈]1/2,∞[. Yet for conciseness, we prefer to present the detailed result corresponding to
κ ∈]1/2,∞[.
In order to do so, similar to (1.10), we introduce θκ(t) via
(1.18)
{
θ˙κ(t) = 〈t〉
1
4 ‖eΨκ∂y(G,H)Φκ(t)‖B 12 ,0 + ε
− 1
2 〈t〉 54‖(U,B)Φκ(t)‖B 12h
,
θκ|t=0 = 0.
Here the phase function Φκ is defined by
(1.19) Φκ(t, ξ)
def
= (δ − λθκ(t))|ξ|,
and the weighted function Ψκ(t, y) is determined by
(1.20) Ψκ(t, y)
def
=
y2
8κ〈t〉 = κ
−1Ψ(t, y),
which satisfies
(1.21) ∂tΨκ + 2κ(∂yΨκ)
2 = 0.
The second result of this paper states as follows:
Theorem 1.2. Let κ be in ]1/2,∞[, B¯κ =
{
1 if κ = 1,
0 otherwise,
and ε, δ > 0. We assume that
far field states (U,B) satisfy (1.14a) and (1.14b). Let the initial data (u0, b0, ϕ0, ψ0) satisfy
the compatibility conditions listed in Theorem 1.1 and
(1.22) ‖e y
2
8κ eδ|Dx|(u0, b0, ϕ0, ψ0)‖B 12 ,0 <∞ and ‖e
y2
8κ eδ|Dx|(G0,H0)‖B 12 ,0 ≤
√
ε.
Then there exist positive constants λ, c and ε0(λ, c, κ, δ) so that for ε ≤ ε0 and ℓκ def= 2κ−14κ2 ∈
]0, 1/4], the system (1.4) has a unique global solution (u, b) which satisfies supt∈[0,∞[ θκ(t) ≤
δ
2λ , and
(1.23)
‖eΨκ(u, b)Φκ‖L˜∞t (B 12 ,0) +
√
κℓκ‖eΨκ∂y(u, b)Φκ‖L˜2t (B 12 ,0) ≤ ‖e
y2
8κ eδ|Dx|(u0, b0)‖B 12 ,0 + C
√
ε.
GLOBAL SOLUTIONS OF MHD BOUNDARY LAYER EQUATIONS 7
Furthermore, for any t > 0 and γ ∈]0, 1[, there hold
‖〈τ〉 12+ℓκ−cεeΨκ(u, b)Φκ‖L˜∞t (B 12 ,0) + ‖〈τ〉
1
2
+ℓκ−cεeΨκ∂y(u, b)Φκ‖L˜2
[ t2 ,t]
(B 12 ,0)(1.24a)
≤ C(‖e y28κ eδ|Dx|(u0, b0, ϕ0, ψ0)‖B 12 ,0 +√ε),
‖〈τ〉1+ℓκ−cεeΨκ(G,H)Φκ‖L˜∞t (B 12 ,0) + ‖〈τ〉
1+ℓκ−cεeΨκ∂y(G,H)Φκ‖L˜2
[ t2 ,t]
(B 12 ,0)(1.24b)
≤ C√ε(1 + ‖e y28κ eδ|Dx|(u0, b0)‖B 12 ,0),
‖〈τ〉1+ℓκ−cεeγΨκ(u, b)Φκ‖L˜∞t (B 12 ,0) + ‖〈τ〉
1+ℓκ−cεeγΨκ∂y(u, b)Φκ‖L˜2
[ t2 ,t]
(B 12 ,0)(1.24c)
≤ C√ε(1 + ‖e y28κ eδ|Dx|(u0, b0)‖B 12 ,0).
Let us end this introduction by the notations that we shall use in this context.
For a . b, we mean that there is a uniform constant C, which may be different on different
lines, such that a ≤ Cb. 〈t〉 = 1 + t, (a | b)L2+
def
=
∫
R2+
a(x, y)b(x, y) dx dy stands for the L2
inner product of a, b on R2+ (resp. R+) and L
p
+ = L
p(R2+) with R
2
+
def
= R × R+. For X a
Banach space and I an interval of R, we denote by Lq(I; X) the set of measurable functions
on I with values in X, such that t 7−→ ‖f(t)‖X belongs to Lq(I). In particular, we denote by
LpT (L
q
h(L
r
v)) the space L
p([0, T ];Lq(Rx ;L
r(R+y ))). Finally, (dk)k∈Z designates a nonnegative
generic element in the sphere of ℓ1(Z) so that
∑
k∈Z dk = 1.
2. Sketch of the proof to theorem 1.1 and 1.2
The goal of this section is to sketch the structure of the proof to Theorems 1.1 and 1.2.
Let us start with the outline of the proof to Theorem 1.1.
In what follows, we shall always assume that t < T ∗ with T ∗ being defined by
(2.1) T ∗ def= sup
{
t > 0, θ(t) < δ/λ
}
with θ(t) being determined by (1.10).
So that by virtue of (1.11), for any t < T ∗, the following convex inequality holds
(2.2) Φ(t, ξ) ≤ Φ(t, ξ − η) + Φ(t, η) ∀ξ, η ∈ R.
In section 4, we shall deal with the a priori decay estimates for the analytic solutions of
(1.6).
Proposition 2.1. Let (ϕ,ψ) be a smooth enough solution of (1.6). Then if κ ∈]0, 2[, there
exist positive constants c, λ0 and a small enough constant ε0 so that for any ε ≤ ε0, λ ≥ λ0
and for any t < T ∗, we have
‖〈τ〉lκ−cεeΨ(ϕ,ψ)Φ‖
L˜∞t (B
1
2 ,0)
+ ‖〈τ〉lκ−cε∂yeΨ(ϕ,ψ)Φ‖
L˜2
[ t2 ,t]
(B 12 ,0)
. ‖e y
2
8 eδ|Dx|(ϕ0, ψ0)‖B 12 ,0 +
√
ε with lκ
def
=
κ(2− κ)
4
.
(2.3)
In section 5, we shall deal with the a priori decay estimates for the analytic solutions of
(1.4).
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Proposition 2.2. Let (u, b) be a smooth enough solution of (1.4). Then if κ ∈]0, 2[, there
exist positive constants c, λ0 and a small enough constant ε0 so that for any ε ≤ ε0, λ ≥ λ0
and for any t < T ∗, we have
‖〈τ〉 12+lκ−cεeΨ(u, b)Φ‖
L˜∞t (B
1
2 ,0)
+ ‖〈τ〉 12+lκ−cεeΨ∂y(u, b)Φ‖
L˜2
[ t2 ,t]
(B 12 ,0)
. ‖e y
2
8 eδ|Dx|(u0, b0, ϕ0, ψ0)‖B 12 ,0 +
√
ε with lκ
def
=
κ(2 − κ)
4
.
(2.4)
In section 6, we shall deal with the a priori decay estimates of (G,H) which will be the
most crucial ingredient used in the control of the analytic radius.
Proposition 2.3. Let (G,H) be determined by (1.8). Then if κ ∈]0, 2[, there exist positive
constants c, λ0 and a small enough constant ε0 so that for any ε ≤ ε0, λ ≥ λ0 and for any
t < T ∗, we have
‖〈τ〉1+lκ−cεeΨ(G,H)Φ‖
L˜∞t (B
1
2 ,0)
+ ‖〈τ〉1+lκ−cεeΨ∂y(G,H)Φ‖
L˜2
[ t2 ,t]
(B 12 ,0)
+
∫ t
0
〈τ〉 14‖eΨ∂y(G,H)Φ(τ)‖B 12 ,0dτ ≤ C
√
ε
(
1 + ‖e y
2
8 eδ|Dx|(u0, b0)‖B 12 ,0
)
,
(2.5)
where lκ
def
= κ(2−κ)4 .
With the above propositions, we still need the following lemma concerning the relationship
between the functions (G,H) given by (1.8) and the solutions of (1.4) and (1.6), which will
be frequently used in the subsequent sections.
Lemma 2.1. Let (u, b) and (ϕ,ψ) be smooth enough solution of (1.4) and (1.6) respectively
on [0, T ]. Let (G,H), Φ and Ψ be defined respectively by (1.8), (1.11) and (1.12). Then if
κ ∈]0, 2[, for any γ ∈]0, 1[ and t ≤ T , one has
‖eγΨ∆hkϕΦ‖L2+ . 〈t〉
1
2 ‖eΨ∆hkGΦ‖L2+ , ‖e
γΨ∆hkψΦ‖L2+ . 〈t〉
1
2‖eΨ∆hkHΦ‖L2+ ,(2.6a)
‖eγΨ∆hkuΦ‖L2+ . ‖e
Ψ∆hkGΦ‖L2+ , ‖e
γΨ∆hkbΦ‖L2+ . ‖e
Ψ∆hkHΦ‖L2+ ,(2.6b)
‖eγΨ∆hk∂yuΦ‖L2+ . ‖e
Ψ∆hk∂yGΦ‖L2+ , ‖e
γΨ∆hk∂ybΦ‖L2+ . ‖e
Ψ∆hk∂yHΦ‖L2+ .(2.6c)
Let us postpone the proof of this lemma till the end of this section.
We are now in a position to complete the proof of Theorem 1.1.
Proof of Theorem 1.1. The general strategy to prove the existence result for a non-linear
partial differential equation is first to construct appropriate approximate solutions, then
perform uniform estimates for such approximate solution sequence, and finally pass to the
limit in the approximate problem. For simplicity, here we only present the a priori estimate
for smooth enough solutions of (1.4) in the analytical framework.
Indeed, let (u, b) and (ϕ,ψ) be smooth enough solutions of (1.4) and (1.6) respectively on
[0, T ⋆[, where T ⋆ is the maximal time of existence of the solution. Let (G,H) be defined by
(1.8). For any t < T ∗ (of course here T ∗ ≤ T ⋆) with T ∗ being defined by (2.1), we deduce
from (1.10) that
θ(t) ≤
∫ t
0
(〈τ〉 14‖eΨ∂y(G,H)Φ(τ)‖B 12 ,0 + ε− 12 〈τ〉 54 ‖(U,B)Φ(τ)‖B 12h )dτ.
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Notice that we can take ε0 to be so small that ε0 <
lκ
c
. This together with the assumption
(1.14b) and Proposition 2.3 ensures that
θ(t) ≤ C√ε(1 + ‖e y28 eδ|Dx|(u0, b0)‖B 12 ,0) for any t < T ∗ and ε ≤ ε0.
Then by taking ε0 so small that ε0 ≤ min
((
δ
2Cλ
(
1+‖e y
2
8 eδ|Dx|(u0,b0)‖
B
1
2 ,0
))2, lκ
c
)
, we achieve
sup
t∈[0,T ∗[
θ(t) ≤ δ
2λ
for any ε ≤ ε0.
Then in view of (2.1), we deduce by a continuous argument that T ∗ = ∞. And (5.11)
holds for t = ∞, which implies (1.16). Furthermore, Propositions 2.2 and 2.3 imply (1.17a)
and (1.17b) respectively. Finally, along with Lemma 2.1, we deduce (1.17c) from Proposition
2.3. This completes the existence part of Theorem 1.1. The uniqueness part of Theorem
1.1 has been proved in [32], which can also be proved by similar a priori estimates for the
difference between any two solutions of (1.4). (One may check [34] for the detailed proof to
uniqueness of analytic solution to the classical Prandtl system (PE).) 
Next let us turn to the outline of the proof to Theorem 1.2. Firstly, similar to (2.1), we
define T ∗κ via
(2.7) T ∗κ
def
= sup
{
t > 0, θκ(t) < δ/λ
}
with θκ(t) being determined by (1.18).
So that by virtue of (1.19), for any t < T ∗κ , the convex inequality (2.2) still holds for Φκ.
In section 4, we shall deal with the a priori decay estimates for the analytic solutions of
(1.6) in the case when κ ∈]1/2,∞[.
Proposition 2.4. Let (ϕ,ψ) be a smooth enough solution of (1.6). Then if κ ∈]1/2,∞[, there
exist positive constants λ0, c and a small enough constant ε0 so that for any ε ≤ ε0, λ ≥ λ0
and for any t < T ∗κ , we have
‖〈τ〉ℓκ−cεeΨκ(ϕ,ψ)Φκ‖L˜∞t (B 12 ,0) + ‖〈τ〉
ℓκ−cεeΨκ∂y(ϕ,ψ)Φκ‖L˜2
[ t2 ,t]
(B 12 ,0)
. ‖e y
2
8κ eδ|Dx|(ϕ0, ψ0)‖B 12 ,0 +
√
ε with ℓκ
def
=
2κ− 1
4κ2
.
(2.8)
In section 5, we shall deal with the following a priori decay estimates for the analytic
solutions of (1.4).
Proposition 2.5. Let (u, b) be a smooth enough solution of (1.4). Then if κ ∈]1/2,∞[, there
exist positive constants λ0, c and a small enough constant ε0 so that for any ε ≤ ε0, λ ≥ λ0
and for any t < T ∗κ , we have
‖〈τ〉 12+ℓκ−cεeΨκ(u, b)Φκ‖L˜∞t (B 12 ,0) + ‖〈τ〉
1
2
+ℓκ−cεeΨκ∂y(u, b)Φκ‖L˜2
[ t2 ,t]
(B 12 ,0)
. ‖e y
2
8κ eδ|Dx|(u0, b0, ϕ0, ψ0)‖B 12 ,0 +
√
ε with ℓκ
def
=
2κ− 1
4κ2
.
(2.9)
In section 6, we shall deal with the a priori decay estimates of (G,H).
Proposition 2.6. Let (G,H) be determined by (1.8). Then if κ ∈]1/2,∞[, there exist
positive constants λ0, c and a small enough constant ε0 so that for any ε ≤ ε0, λ ≥ λ0 and for
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any t < T ∗κ , we have
‖〈τ〉1+ℓκ−cεeΨκ(G,H)Φκ‖L˜∞t (B 12 ,0) + ‖〈τ〉
1+ℓκ−cεeΨκ∂y(G,H)Φκ‖L˜2
[ t2 ,t]
(B 12 ,0)
+
∫ t
0
〈τ〉 14‖eΨκ∂y(G,H)Φκ(τ)‖B 12 ,0dτ ≤ C
√
ε
(
1 + ‖e y
2
8κ eδ|Dx|(u0, b0)‖B 12 ,0
)
,
(2.10)
where ℓκ
def
= 2κ−1
4κ2
.
We also need the following version of Lemma 2.1 for the case when κ > 12 .
Lemma 2.2. Let (u, b) and (ϕ,ψ) be smooth enough solution of (1.4) and (1.6) respectively
on [0, T ]. Let (G,H), Φκ and Ψκ be defined respectively by (1.8), (1.19) and (1.20). Then if
κ ∈]1/2,∞[, for any γ ∈]0, 1[ and t ≤ T , one has
‖eγΨκ∆hkϕΦκ‖L2+ . 〈t〉
1
2 ‖eΨκ∆hkGΦκ‖L2+ , ‖e
γΨκ∆hkψΦκ‖L2+ . 〈t〉
1
2‖eΨκ∆hkHΦκ‖L2+ ,(2.11a)
‖eγΨκ∆hkuΦκ‖L2+ . ‖e
Ψκ∆hkGΦκ‖L2+ , ‖e
γΨκ∆hkbΦκ‖L2+ . ‖e
Ψκ∆hkHΦκ‖L2+ ,(2.11b)
‖eγΨκ∆hk∂yuΦκ‖L2+ . ‖e
Ψκ∆hk∂yGΦκ‖L2+ , ‖e
γΨκ∆hk∂ybΦκ‖L2+ . ‖e
Ψκ∆hk∂yHΦκ‖L2+ .(2.11c)
We shall present the proof of this lemma at the end of this section.
We now present the proof of Theorem 1.2.
Proof of Theorem 1.2. Along the same line to the proof of Theorem 1.1, let (u, b) and (ϕ,ψ)
be smooth enough solutions of (1.4) and (1.6) respectively on [0, T ⋆κ [, where T
⋆
κ is the maximal
time of existence of the solution. Let (G,H) be defined by (1.8). For any t < T ∗κ (of course
here T ∗κ ≤ T ⋆κ ) with T ∗κ being defined by (2.7), we deduce from (1.18) that
θκ(t) ≤
∫ t
0
(〈τ〉 14 ‖eΨκ∂y(G,H)Φκ(τ)‖B 12 ,0 + ε− 12 〈τ〉 54 ‖(U,B)Φκ(τ)‖B 12h )dτ.
We take ε0 ≤ ℓκ
c
, then we deduce from the assumption (1.14b) and Proposition 2.6 that
θκ(t) ≤ C
√
ε
(
1 + ‖e y
2
8κ eδ|Dx|(u0, b0)‖B 12 ,0
)
for any ε ≤ ε0 and t < T ∗κ .
If we take ε0 so small that ε0 ≤ min
((
δ
2Cλ
(
1+‖e y
2
8κ eδ|Dx|(u0,b0)‖
B
1
2 ,0
))2, lκ
c
)
, then we achieve
sup
t∈[0,T ∗κ [
θκ(t) ≤ δ
2λ
for any ε ≤ ε0.
Then in view of (2.7), we get by a continuous argument that T ∗κ =∞. And (5.14) holds for
t = ∞, which implies (1.23). Moreover, Propositions 2.5 and 2.6 ensure (1.24a) and (1.24b)
respectively. Finally, Proposition 2.6 together with Lemma 2.2 implies (1.24c). This finishes
the existence part of Theorem 1.2. The uniqueness part has already been proved in [32]. 
Before the proof of Lemmas 2.1 and 2.2, following [18, 27], we first introduce the following
Poincare´ type inequalities.
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Lemma 2.3. Let Ψκ be defined by (1.20). Let f be a smooth enough function on R
2
+ which
decays to zero sufficiently fast as y approaching to +∞. Then we have
‖eΨκ∂yf‖2L2+ ≥
1
2κ〈t〉‖e
Ψκf‖2
L2+
,(2.12a)
‖eΨκ∂yf‖2L2+ ≥
1
4κ〈t〉‖e
Ψκf‖2
L2+
+
1
16κ2〈t〉2 ‖e
Ψκyf‖2
L2+
,(2.12b)
Especially, when κ = 1, we have
‖eΨ∂yf‖2L2+ ≥
1
2〈t〉‖e
Ψf‖2
L2+
,(2.13a)
‖eΨ∂yf‖2L2+ ≥
1
4〈t〉‖e
Ψf‖2
L2+
+
1
16〈t〉2 ‖e
Ψyf‖2
L2+
.(2.13b)
where (2.13a) recovers (3.1) of [27].
Proof. As in [18, 27], we get, by using integration by parts, that∫
R2+
f2(x, y)e
y2
4κ〈t〉 dxdy =
∫
R2+
(∂yy)f
2(x, y)e
y2
4κ〈t〉 dxdy
= −2
∫
R2+
yf(x, y)∂yf(x, y)e
y2
4κ〈t〉 dxdy − 1
2κ〈t〉
∫
R2+
y2f2(x, y)e
y2
4κ〈t〉 dxdy
≤ 2κ〈t〉
∫
R2+
(∂yf)
2(x, y)e
y2
4κ〈t〉 dxdy.
(2.14)
This leads to (2.12a).
We also observe from (2.14) that∫
R2+
f2(x, y)e
y2
4κ〈t〉 dxdy ≤4κ〈t〉
∫
R2+
(∂yf)
2(x, y)e
y2
4κ〈t〉 dxdy
− 1
4κ〈t〉
∫
R2+
y2f2(x, y)e
y2
4κ〈t〉 dxdy,
which yields (2.12b). 
Let us end this section with the proof of Lemmas 2.1 and 2.2.
Proof of Lemma 2.1. The proof of this lemma basically follows from that of Lemma 3.2 in
[27]. Due to (u, b) = ∂y(ϕ,ψ) and ϕ|y=0 = ψ|y=0 = 0, we deduce from (1.8) that
ϕ(t, x, y) = e−2Ψ(t,y)
∫ y
0
e2Ψ(t,y
′)G(t, x, y′) dy′,(2.15a)
ψ(t, x, y) = e−2Ψκ(t,y)
∫ y
0
e2Ψκ(t,y
′)H(t, x, y′) dy′,(2.15b)
with Ψ and Ψκ being determined respectively by (1.12) and (1.20).
Thanks to (2.15), we infer
u = G− y
2〈t〉e
−2Ψ
∫ y
0
e2Ψ(y
′)Gdy′,(2.16a)
b = H − y
2κ〈t〉e
−2Ψκ
∫ y
0
e2Ψκ(y
′)Gdy′,(2.16b)
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and
∂yu = ∂yG− y
2〈t〉G+
1
2〈t〉
( y2
2〈t〉 − 1
)
e−2Ψ
∫ y
0
e2Ψ(y
′)Gdy′,(2.17a)
∂yb = ∂yH − y
2〈t〉H +
1
2κ〈t〉
( y2
2κ〈t〉 − 1
)
e−2Ψka
∫ y
0
e2Ψka(y
′)H dy′.(2.17b)
Let us use the relationship between b and H to prove the second inequalities of (2.6a)-
(2.6c). The other inequalities follows by taking κ = 1 in the proof.
In view of (2.16b) and
(2.18) sup
y∈[0,∞[
(
e−y
2
∫ y
0
ez
2
dz
)
<∞,
we infer that (if κ ∈]0, 2[⇒ 2
κ
− 1 > 0)
‖eγΨ∆hkbΦ‖L2+ . ‖e
Ψ∆hkHΦ‖L2+
+ 〈t〉−1∥∥ye(γ− 2κ )Ψ(∫ y
0
e2(
2
κ
−1)Ψdy′
) 1
2
(∫ ∞
0
|eΨ∆hkHΦ|2dy
) 1
2
∥∥
L2+
. ‖eΨ∆hkHΦ‖L2+
(
1 + 〈t〉−1‖ye(γ− 2κ )Ψ(∫ y
0
e2(
2
κ
−1)Ψdy′
) 1
2‖L2v
)
. ‖eΨ∆hkHΦ‖L2+
(
1 + 〈t〉− 34 ‖ye(γ−1)Ψ‖L2v
)
,
from which and γ < 1, we deduce the second inequality of (2.6b).
(2.6a) follows from (2.6b) and Lemma 2.3.
Whereas due to limy→+∞H(t, x, y) = 0, we write H = −
∫∞
y
∂yHdy
′, and then, by using
(2.19) sup
y∈[0,∞[
(
ey
2
∫ ∞
y
e−z
2
dz
)
<∞,
we infer
|∆hkHΦ| ≤
(∫ ∞
y
e−2Ψdy′
) 1
2
(∫ ∞
0
|eΨ∆hk∂yHΦ|2dy
) 1
2
. 〈t〉 14 e−Ψ(∫ ∞
0
|eΨ∆hk∂yHΦ|2dy
) 1
2 ,
from which, (2.17b) and (2.18), we infer that (if κ ∈]0, 2[⇒ 2
κ
− 1 > 0)
‖eγΨ∆hk∂ybΦ‖L2+ . ‖e
Ψ∆hk∂yHΦ‖L2+
(
1 + 〈t〉− 34‖ye(γ−1)Ψ‖L2v
+ 〈t〉− 34∥∥( y2〈t〉 − 1)e(γ− 2κ )Ψ
∫ y
0
e(
2
κ
−1)Ψdy′
∥∥
L2v
)
. ‖eΨ∆hk∂yHΦ‖L2+
(
1 + 〈t〉− 34‖ye(γ−1)Ψ‖L2v + 〈t〉−
1
4
∥∥( y2
〈t〉 − 1
)
e(γ−1)Ψ
∥∥
L2v
)
,
from which and γ < 1, we deduce (2.6c). We thus conclude the proof of Lemma 2.1. 
Proof of Lemma 2.2. The proof of this lemma is similar to that of Lemma 2.1. For complete-
ness, we shall deal with the first inequalities of (2.11a)-(2.11c).
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In view of (2.16a) and (2.18), we infer that (if κ > 12 ⇒ 2κ− 1 > 0)
‖eγΨκ∆hkuΦ‖L2+ . ‖e
Ψκ∆hkGΦ‖L2+
+ 〈t〉−1∥∥ye(γ−2κ)Ψκ(∫ y
0
e2(2κ−1)Ψκdy′
) 1
2
(∫ ∞
0
|eΨκ∆hkGΦ|2dy
) 1
2
∥∥
L2+
. ‖eΨκ∆hkGΦ‖L2+
(
1 + 〈t〉−1∥∥ye(γ−2κ)Ψκ(∫ y
0
e2(2κ−1)Ψκdy′
) 1
2
∥∥
L2v
)
. ‖eΨκ∆hkGΦ‖L2+
(
1 + 〈t〉− 34 ‖ye(γ−1)Ψκ‖L2v
)
,
from which and γ < 1, we deduce the first inequality of (2.11b).
(2.11a) follows from (2.11b) and Lemma 2.3.
Whereas due to limy→+∞G(t, x, y) = 0, we write G = −
∫∞
y
∂yGdy
′, and then it follows
from (2.19) that
|∆hkGΦ| ≤
(∫ ∞
y
e−2Ψκdy′
) 1
2
(∫ ∞
0
|eΨκ∆hk∂yGΦ|2dy
) 1
2
. 〈t〉 14 e−Ψκ(∫ ∞
0
|eΨκ∆hk∂yGΦ|2dy
) 1
2 ,
from which, (2.17a) and (2.18), we infer that(if κ > 12 ⇒ 2κ− 1 > 0)
‖eγΨκ∆hk∂yuΦ‖L2+ . ‖e
Ψκ∆hk∂yGΦ‖L2+
(
1 + 〈t〉− 34 ‖ye(γ−1)Ψκ‖L2v
+ 〈t〉− 34∥∥( y2〈t〉 − 1)e(γ−2κ)Ψκ
∫ y
0
e(2κ−1)Ψκdy′
∥∥
L2v
)
. ‖eΨκ∆hk yGΦ‖L2+
(
1 + 〈t〉− 34 ‖ye(γ−1)Ψκ‖L2v
+ 〈t〉− 14∥∥( y2〈t〉 − 1)e(γ−1)Ψκ∥∥L2v),
from which and γ < 1, we deduce the first inequality of (2.11c). We thus conclude the proof
of Lemma 2.2. 
3. Preliminaries and some technical Lemmas
In this section, we will present a few technical lemmas which will be frequently used in the
subsequent sections.
In order to overcome the difficulty that one can not use Gronwall type argument in the
framework of Chemin-Lerner space, we need to use the time-weighted Chemin-Lerner norm,
which was introduced by Paicu and the second author in [26].
Definition 3.1. Let f(t) ∈ L1loc(R+) be a nonnegative function and t0, t ∈ [0,∞]. We define
(3.1) ‖a‖
L˜
p
[t0,t];f
(Bs,0)
def
=
∑
k∈Z
2ks
(∫ t
t0
f(t′)‖∆hka(t′)‖pL2+ dt
′
) 1
p
.
When t0 = 0, we simplify the notation ‖a‖L˜p
[0,t]:f
(Bs,0) as ‖a‖L˜pt,f (Bs,0).
We also recall the following anisotropic Bernstein type lemma from [7, 25]:
Lemma 3.1. Let Bh be a ball of Rh, and Ch a ring of Rh; let 1 ≤ p2 ≤ p1 ≤ ∞ and 1 ≤ q ≤ ∞.
Then there holds:
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If the support of â is included in 2kBh, then
‖∂αx a‖Lp1h (Lqv) . 2
k
(
|α|+
(
1
p2
− 1
p1
))
‖a‖Lp2h (Lqv).
If the support of â is included in 2kCh, then
‖a‖Lp1h (Lqv) . 2
−kN‖∂Nx a‖Lp1h (Lqv).
In the following context, we shall constantly use Bony’s decomposition (see [3]) for the
horizontal variable:
fg = T hf g + T
h
g f +R
h(f, g),(3.2)
where
T hf g
def
=
∑
k
Shk−1f∆
h
kg and R
h(f, g)
def
=
∑
k
∆hkf∆˜
h
kg with ∆˜
h
kg
def
=
∑
|k−k′|≤1
∆hk′g.
In the rest of this paper, we always designate Ψ and Ψκ to be the functions defined
respectively by (1.12) and (1.20). We next present the weighted energy estimate for the
linear heat equations:
Lemma 3.2. Let f be a smooth enough function on R2+, which decays to zero sufficiently
fast as y approaching to +∞ and satisfies f∂yf |y=0 = 0. Then we have, if κ ∈]0, 2[,(
∂tf − ∂2yf
∣∣e2Ψf)
L2+
≥ 1
2
d
dt
‖eΨf‖2
L2+
+
1
2
‖eΨ∂yf‖2L2+ ,(3.3a) (
∂tf − κ∂2yf
∣∣e2Ψf)
L2+
≥ 1
2
d
dt
‖eΨf‖2
L2+
+
κ(2 − κ)
2
‖eΨ∂yf‖2L2+,(3.3b)
and if κ > 12 , (
∂tf − ∂2yf
∣∣e2Ψκf)
L2+
≥ 1
2
d
dt
‖eΨκf‖2
L2+
+
2κ− 1
2κ
‖eΨκ∂yf‖2L2+ ,(3.4a) (
∂tf − κ∂2yf
∣∣e2Ψκf)
L2+
≥ 1
2
d
dt
‖eΨκf‖2
L2+
+
κ
2
‖eΨκ∂yf‖2L2+ .(3.4b)
Proof. Indeed it is enough to prove the following inequality for any α, β > 0,
(3.5)
(
∂tf − β∂2yf
∣∣e2αΨf)
L2+
≥ 1
2
d
dt
‖eαΨf‖2
L2+
+
(
β − β
2α
2
)‖eαΨ∂yf‖2L2+ .
Then (3.3) and (3.4) follow by taking α ∈ {1, 1
κ
} and β ∈ {1, κ} in (3.5).
We first get, by using integration by parts, that
(3.6)
(
∂tf
∣∣e2αΨf)
L2+
=
1
2
d
dt
‖eαΨf‖2
L2+
− α
∫
R2+
∂tΨ|eαΨf |2 dxdy.
While due to f∂yf |y=0 = 0, we get, by using integration by parts and then Young’s inequality,
that (−β∂2yf ∣∣e2αΨf)L2+ = β‖eαΨ∂yf‖2L2+ + αβ
∫
R2+
∂yΨe
2αΨf∂yf dxdy
≥ (β − β
2α
2
)‖eαΨ∂yf‖2L2+ − 2α
∫
R2+
(∂yΨ)
2|eαΨf |2 dxdy.
(3.7)
Thanks to (1.13), summing up (3.6) and (3.7) leads to (3.5). This finishes the proof of Lemma
3.2. 
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To handle the non-linear terms in (1.4), (1.6) and (6.1), we need the following lemmas:
Lemma 3.3. If δ − λθ(t) > 0, then ‖φ(Dx)[fg]Φ‖L2h ≤ ‖φ(Dx)(fΦgΦ)‖L2h . Similar inequality
holds for Φκ under the assumption that δ − λθκ(t) > 0.
Proof. Indeed we deduce from (2.2) and Planchere´l equality that
‖φ(Dx)[fg]Φ‖L2h = ‖φ(ξ)e
Φ(t,ξ)(fˆ ∗ gˆ)‖L2ξ
≤ ‖φ(ξ)(eΦfˆ) ∗ (eΦgˆ)‖L2ξ = ‖φ(Dx)(fΦgΦ)‖L2h .
This concludes the proof of this lemma. 
Lemma 3.4. Let A,B and E be smooth enough functions on [0, T ]× R2+ with A satisfying
limy→+∞A = 0. Let f(t)
def
= 〈t〉 14 ‖eaΨ∂yAΦ(t)‖B 12 ,0 . Then, for any a, b, c, d > 0 with a+ b ≥ c
and any t1 < t2 ∈ [0, T ], we have∫ t2
t1
∣∣(ecΨ∆hk[A∂xB]Φ|edΨ∆hkEΦ)L2+∣∣ dt
.d2k2
−k‖ebΨBΦ‖L˜2
[t1,t2];f
(B1,0)‖edΨEΦ‖L˜2
[t1,t2];f
(B1,0).
(3.8)
Proof. Applying Bony’s decomposition (3.2) in the horizontal variable to A∂xB yields
A∂xB = T
h
A∂xB + T
h
∂xB
A+Rh(A, ∂xB)
By virtue of Lemma 3.3, and considering the support properties to the Fourier transform
of the terms in T hA∂xB, we find
‖ecΨ∆hk[T hA∂xB]Φ‖L2+ .
∑
|k′−k|≤4
‖e(c−b)ΨShk′−1AΦ‖L∞+ ‖ebΨ∆hk′∂xBΦ‖L2+ .
While it follows from limy→+∞A = 0, (2.18) and c− a− b ≤ 0 that
‖e(c−b)Ψ∆hkAΦ‖L∞v (L2h) =
∥∥e(c−b)Ψ ∫ ∞
y
∆hk∂yAΦ
∥∥
L∞v (L
2
h)
≤ ∥∥e(c−b)Ψ(∫ ∞
y
e−2aΨ
) 1
2
∥∥
L∞v
‖eaΨ∆hk∂yAΦ‖L2+
. 〈t〉 14 dk(t)2−
k
2 ‖eaΨ∂yAΦ‖B 12 ,0 .
(3.9)
Here and in all that follows, we always denote (dk(t))k∈Z to be a generic element of ℓ
1(Z) so
that
∑
k∈Z dk(t) = 1.
(3.9) together with Lemma 3.1 ensures that
‖e(c−b)ΨShk′−1AΦ‖L∞+ .
∑
k≤k′−2
2
k
2 ‖e(c−b)Ψ∆hkAΦ‖L∞v (L2h)
. 〈t〉 14‖eaΨ∂yAΦ‖B 12 ,0 .
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So that by applying Lemma 3.1 and Definition 3.1, we deduce that∫ t2
t1
∣∣(ecΨ∆hk[T hA∂xB]Φ|edΨ∆hkEΦ)L2+∣∣ dt
.
∑
|k′−k|≤4
2k
′
∫ t2
t1
f(t)‖ebΨ∆hk′BΦ(t)‖L2+‖e
dΨ∆hkEΦ(t)‖L2+ dt
.
∑
|k′−k|≤4
2k
′
(∫ t2
t1
f(t)‖ebΨ∆hk′BΦ(t)‖2L2+ dt
) 1
2
(∫ t2
t1
f(t)‖edΨ∆hkEΦ(t)‖L2+ dt
) 1
2
. d2k2
−k‖ebΨBΦ‖L˜2
[t1,t2];f
(B1,0)‖edΨEΦ‖L˜2
[t1,t2];f
(B1,0).
(3.10)
Similarly, by Lemma 3.3 and considering the support properties to the Fourier transform
of the terms in T h∂xBA, we get
‖ecΨ∆hk[T h∂xBA]Φ‖L2+ .
∑
|k′−k|≤4
∫ t2
t1
‖e(c−b)Ψ∆hk′AΦ‖L∞+ ‖ebΨShk′−1∂xBΦ‖L2+ dt,
from which, (3.9), we infer∫ t2
t1
∣∣(ecΨ∆hk[T h∂xBA]Φ|edΨ∆hkEΦ)L2+∣∣ dt
.
∑
|k′−k|≤4
∫ t2
t1
dk′(t)f(t)‖ebΨ∂xBΦ‖L2+‖e
dΨ∆hkEΦ‖L2+ dt
.
∑
|k′−k|≤4
dk′
(∫ t2
t1
f(t)‖ebΨ∂xBΦ(t)‖2L2+ dt
) 1
2
(∫ t2
t1
f(t)‖edΨ∆hkEΦ(t)‖2L2+ dt
) 1
2
.
Yet it follows from Lemma 3.1 and Definition 3.1 that(∫ t2
t1
f(t)‖ebΨ∂xBΦ(t)‖2L2+ dt
) 1
2
.
∑
k∈Z
2k
(∫ t2
t1
f(t)‖ebΨ∆hkBΦ(t)‖2L2+ dt
) 1
2
.‖ebΨBΦ‖L˜2
[t1,t2];f
(B1,0).
(3.11)
As a result, we obtain∫ t2
t1
∣∣(ecΨ∆hk[T h∂xBA]Φ|edΨ∆hkEΦ)L2+∣∣ dt
.d2k2
−k‖ebΨBΦ‖L˜2
[t1,t2];f
(B1,0)‖edΨEΦ‖L˜2
[t1,t2];f
(B1,0).
(3.12)
Finally again due to Lemma 3.3 and the support properties to the Fourier transform of
the terms in Rh(A, ∂xB), we get, by applying Lemma 3.1, that
‖ecΨ∆hk[Rh(A, ∂xB)]Φ‖L2+ . 2
k
2
∑
k′≥k−3
‖e(c−b)Ψ∆hk′AΦ‖L∞v (L2h)‖e
bΨ∆˜hk′∂xBΦ‖L2+ ,
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from which, (3.9) and Lemma 3.1, we deduce that∫ t2
t1
∣∣(ecΨ∆hk[Rh(A, ∂xB)]Φ|edΨ∆hkEΦ)L2+∣∣ dt
. 2
k
2
∑
k′≥k−3
2
k′
2
∫ t2
t1
f(t)‖ebΨ∆˜hk′BΦ(t)‖L2+‖e
dΨ∆hkEΦ‖L2+ dt
. 2
k
2
∑
k′≥k−3
2
k′
2
(∫ t2
t1
f(t)‖ebΨ∆˜hk′BΦ(t)‖2L2+ dt
) 1
2
(∫ t2
t1
f(t)‖edΨ∆hkEΦ‖2L2+ dt
) 1
2
. dk2
− k
2 ‖ebΨBΦ‖L˜2
[t1,t2];f
(B1,0)‖edΨEΦ‖L˜2
[t1,t2];f
(B1,0)
∑
k′≥k−3
dk′2
− k′
2
. d2k2
−k‖ebΨBΦ‖L˜2
[t1,t2];f
(B1,0)‖edΨEΦ‖L˜2
[t1,t2];f
(B1,0).
(3.13)
By summing up the estimates (3.10), (3.12) and (3.13), we conclude the proof of (3.8). 
Lemma 3.5. Under the assumptions of Lemma 3.4, one has∫ t2
t1
∣∣(‖ecΨ∆hk[∂yA∫ ∞
y
∂xBdy
′]Φ|edΨ∆hkEΦ
)
L2+
∣∣ dt
.d2k2
−k‖ebΨBΦ‖L˜2
[t1,t2];f
(B1,0)‖edΨEΦ‖L˜2
[t1,t2];f
(B1,0).
(3.14)
Proof. By applying Bony’s decomposition (3.2) in the horizontal variable to ∂yA
∫∞
y
∂xBdy
′,
we write
∂yA
∫ ∞
y
∂xBdy
′ = T h∂yA
∫ ∞
y
∂xBdy
′ + T h∫∞
y
∂xBdy′
∂yA+R
h(∂yA,
∫ ∞
y
∂xBdy
′)
Again thanks to Lemma 3.3 and considering the support properties to the Fourier transform
of the terms in T h∂yA
∫∞
y
∂xBdy
′, we find
‖ecΨ∆hk[T h∂yA
∫ ∞
y
∂xBdy
′]Φ‖L2+ .
∑
|k′−k|≤4
‖eaΨShk′−1∂yAΦ‖L2v(L∞h )
× ‖e(c−a)Ψ
∫ ∞
y
∆hk′∂xBΦdy
′‖L∞v (L2h).
While it follows from (2.18) and c− a− b ≤ 0 that
‖e(c−a)Ψ
∫ ∞
y
∆hk∂xBΦdy
′‖L∞v (L2h) ≤ ‖e
(c−a)Ψ(∫ ∞
y
e−2bΨ
) 1
2‖L∞v ‖ebΨ∆hk∂xBΦ‖L2+
. 2k〈t〉 14‖e(c−a−b)Ψ‖L∞v ‖ebΨ∆hkBΦ‖L2+
. 2k〈t〉 14‖ebΨ∆hkBΦ‖L2+ .
(3.15)
As a result, it comes out∫ t2
t1
∣∣(ecΨ∆hk[T h∂yA ∫ ∞
y
∂xBdy
′]Φ|edΨ∆hkEΦ
)
L2+
∣∣ dt
.
∑
|k′−k|≤4
2k
′
∫ t2
t1
f(t)‖ebΨ∆hk′BΦ(t)‖L2+‖e
dΨ∆hkEΦ(t)‖L2+ dt,
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from which, we get, by a similar derivation of (3.10), that∫ t2
t1
∣∣(ecΨ∆hk[T h∂yA ∫ ∞
y
∂xBdy
′]Φ|edΨ∆hkEΦ
)
L2+
∣∣ dt
. d2k2
−k‖ebΨBΦ‖L˜2
[t1,t2];f
(B1,0)‖edΨEΦ‖L˜2
[t1,t2];f
(B1,0).
(3.16)
Along the same line, we get∫ t2
t1
∣∣(ecΨ∆hk[T h∫∞
y
∂xBdy′
∂yA]Φ|edΨ∆hkEΦ
)
L2+
∣∣ dt
.
∑
|k′−k|≤4
∫ t2
t1
‖eaΨ∆hk′∂yAΦ‖L2v(L∞h )
× ‖e(c−a)Ψ
∫ ∞
y
Shk′−1∂xBΦdy
′‖L∞v (L2h)‖e
dΨ∆hkEΦ(t)‖L2+ dt
.
∑
|k′−k|≤4
dk′
(∫ t2
t1
f(t)〈t〉− 12‖e(c−a)Ψ
∫ ∞
y
∂xBΦdy
′‖2
L∞v (L
2
h)
dt
) 1
2
×
(∫ t2
t1
f(t)‖edΨ∆hkEΦ(t)‖L2+ dt
) 1
2
.
Yet in view of (3.15), we get, by a similar derivation of (3.11), that(∫ t2
t1
f(t)〈t〉− 12‖e(c−a)Ψ
∫ ∞
y
∂xBΦdy
′‖2
L∞v (L
2
h)
dt
) 1
2
. ‖ebΨBΦ‖L˜2
[t1,t2];f
(B1,0).
Hence we obtain ∫ t2
t1
∣∣(ecΨ∆hk[T h∫∞
y ∂xBdy
′∂yA]Φ|edΨ∆hkEΦ
)
L2+
∣∣ dt
. d2k2
−k‖ebΨBΦ‖L˜2
[t1,t2];f
(B1,0)‖edΨEΦ‖L˜2
[t1,t2];f
(B1,0).
(3.17)
Finally, we get, by applying Lemma 3.1 and (3.15), that∫ t2
t1
∣∣(ecΨ∆hk[Rh(∂yA,∫ ∞
y
∂xBdy
′)]Φ|edΨ∆hkEΦ
)
L2+
∣∣ dt
. 2
k
2
∑
k′≥k−3
∫ t2
t1
‖eaΨ∆hk′∂yAΦ‖L2+‖e
(c−a)Ψ
∫ ∞
y
∆˜hk′∂xBΦdy
′‖L∞v (L2h)‖e
dΨ∆hkEΦ(t)‖L2+ dt
. 2
k
2
∑
k′≥k−3
2
k′
2
∫ t2
t1
f(t)‖ebΨ∆˜hk′BΦ(t)‖L2+‖e
dΨ∆hkEΦ‖L2+ dt,
which together with a similar derivation of (3.13) gives rise to∫ t2
t1
∣∣(ecΨ∆hk[Rh(∂yA,∫ ∞
y
∂xBdy
′)]Φ|edΨ∆hkEΦ
)
L2+
∣∣ dt
. d2k2
−k‖ebΨBΦ‖L˜2
[t1,t2];f
(B1,0)‖edΨEΦ‖L˜2
[t1,t2];f
(B1,0).
Together with (3.16), (3.17), we complete the proof of (3.14). 
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Lemma 3.6. Under the assumptions of Lemma 3.4, if we assume moreover that a + b > c.
Then we have∫ t2
t1
∣∣(ecΨ ∫ ∞
y
∆hk[∂yA∂xB]Φdy
′|edΨ∆hkEΦ
)
L2+
∣∣ dt
.d2k2
−k‖ebΨBΦ‖L˜2
[t1,t2];f
(B1,0)‖edΨEΦ‖L˜2
[t1,t2];f
(B1,0).
(3.18)
Proof. Applying Bony’s decomposition (3.2) in the horizontal variable to ∂yA∂xB yields
∂yA∂xB = T
h
∂yA
∂xB + T
h
∂xB
∂yA+R
h(∂yA, ∂xB)
We first observe that
‖ecΨ
∫ ∞
y
∆hk[T
h
∂yA
∂xB]Φdy
′‖L2+
. ‖e(c−a−b)Ψ‖L2v
∑
|k′−k|≤4
‖eaΨShk′−1∂yAΦ‖L2v(L∞h )‖e
bΨ∆hk′∂xBΦ‖L2+ .
Due to c− a− b < 0, one has
(3.19) ‖e(c−a−b)Ψ‖L2v . 〈t〉
1
4 ,
from which and Lemma 3.1, we infer
‖ecΨ
∫ ∞
y
∆hk[T
h
∂yA
∂xB]Φdy
′‖L2+ .
∑
|k′−k|≤4
2k
′
f(t)‖ebΨ∆hk′BΦ‖L2+ .
Then we get, by a similar derivation of (3.10), that∫ t2
t1
∣∣(ecΨ ∫ ∞
y
∆hk[T
h
∂yA
∂xB]Φdy|edΨ∆hkEΦ
)
L2+
∣∣ dt
. d2k2
−k‖ebΨBΦ‖L˜2
[t1,t2];f
(B1,0)‖edΨEΦ‖L˜2
[t1,t2];f
(B1,0).
(3.20)
Along the same line, by applying Lemma 3.1 and (3.19), we find
‖ecΨ
∫ ∞
y
∆hk[T
h
∂xB
∂yA]Φdy
′‖L2+
. ‖e(c−a−b)Ψ‖L2v
∑
|k′−k|≤4
‖eaΨ∆hk′∂yAΦ‖L2v(L∞h )‖e
bΨShk′−1∂xBΦ‖L2+
.
∑
|k′−k|≤4
dk′(t)f(t)‖ebΨ∂xBΦ‖L2+ .
Then thanks to (3.11), we get, by applying a similar derivation of (3.12), that∫ t2
t1
∣∣(ecΨ ∫ ∞
y
∆hk[T
h
∂xB
∂yA]Φdy
′|edΨ∆hkEΦ
)
L2+
∣∣ dt
. d2k2
−k‖ebΨBΦ‖L˜2
[t1,t2];f
(B1,0)‖edΨEΦ‖L˜2
[t1,t2];f
(B1,0).
(3.21)
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Finally applying Lemma 3.1 and (3.19) gives rise to
‖ecΨ
∫ ∞
y
∆hk[R
h(∂yA, ∂xB)]Φdy
′‖L2+
. 2
k
2 ‖e(c−a−b)Ψ‖L2v
∑
k′≥k−3
‖eaΨ∆hk′∂yAΦ‖L2+‖e
bΨ∆˜hk′∂xBΦ‖L2+
. 2
k
2
∑
k′≥k−3
2
k′
2 f(t)‖ebΨ∆˜hk′BΦ‖L2+ ,
Then a similar derivation of (3.13) leads to∫ t2
t1
∣∣(ecΨ ∫ ∞
y
∆hk[R
h(∂yA, ∂xB)]Φdy
′|edΨ∆hkEΦ
)
L2+
∣∣ dt
. d2k2
−k‖ebΨBΦ‖L˜2
[t1,t2];f
(B1,0)‖edΨEΦ‖L˜2
[t1,t2];f
(B1,0).
(3.22)
By summing up (3.20), (3.21) and (3.22), we finish the proof of (3.18). 
To handle the terms in (1.4), (1.6) and (6.1) involving the far field state (U,B), we need
the following lemmas:
Lemma 3.7. Let (mU ,mB) and (MU ,MB) be determined respectively by (1.5) and (1.6).
Then under the assumption of (1.14a), for any T < T ∗, one has
(3.23) ‖〈t〉 74 eΨ(mU ,mB ,MU ,MB)Φ‖
L˜2T (B
1
2 ,0)
≤ Cε
Similar estimate holds with Φ, Ψ and T ∗ being replaced respectively by Φκ, Ψκ and T ∗κ .
Proof. In view of (1.5) and the construction of χ, we observe that (mU ,mB ,MU ,MB) are
supported in [0, 2] for each fixed t > 0. Hence we get
‖〈t〉 74 eΨ(mU ,mB ,MU ,MB)Φ‖
L˜2T (B
1
2 ,0)
. ‖〈t〉 74 (∂tU, ∂tB,U,B,U∂xU,B∂xB,U∂xB,B∂xU)Φ‖
L˜2T (B
1
2
h )
.
Here and all in that follows, we always denote Bsh to the Besov space Bs2,1(Rh).
Then thanks to the following law of product in Besov spaces (see [2] for instance)
‖fg‖
L˜2T (B
1
2
h )
. ‖f‖
L˜∞T (B
1
2
h )
‖g‖
L˜2T (B
1
2
h )
,(3.24)
and Lemma 3.3 and (1.14a), we deduce that
‖〈t〉 74 (U∂xU,B∂xB,U∂xB,B∂xU)Φ‖
L˜2T (B
1
2
h )
. ‖〈t〉 74 (U,B)Φ‖
L˜2T (B
1
2 )
‖(U,B)Φ‖
L˜∞T (B
3
2
h )
. ε‖〈t〉 74 (U,B)Φ‖
L˜2T (B
1
2
h )
.
As a result, it comes out
‖〈t〉 74 eΨ(mU ,mB ,MU ,MB)Φ‖
L˜2T (B
1
2 ,0)
. ‖〈t〉 74 eδ|Dx|(∂tU, ∂tB,U,B)Φ‖
L˜2T (B
1
2
h )
,
which together with (1.14a) ensures (3.23). 
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Lemma 3.8. Let F be smooth enough function on [0, T ] × Rh and A,E be smooth enough
function on [0, T ] × R2+. We denote g(t) def= ‖FΦ(t)‖B 12h
. Then one has∫ t2
t1
∣∣(eΨκ∆hk[F∂xA]Φ|eΨκ∆hkEΦ)L2+∣∣ dt
. d2k2
−k‖eΨκAΦ‖L˜2
[t1,t2];g
(B1,0)‖eΨκEΦ‖L˜2
[t1,t2];g
(B1,0).
(3.25)
Proof. By applying Bony’s decomposition (3.2), we write
F∂xA = T
h
F∂xA+ T
h
∂xA
F +Rh(F, ∂xA).
We first observe that∫ t2
t1
∣∣(eΨκ∆hk[T hF∂xA]Φ|eΨκ∆hkEΦ)L2+∣∣ dt
.
∑
|k′−k|≤4
∫ t2
t1
‖Shk′−1FΦ‖L∞h ‖eΨκ∆hk′∂xAΦ‖L2+‖e
Ψκ∆hkEΦ‖L2+ dt
.
∑
|k′−k|≤4
2k
′
∫ t2
t1
g(t)‖eΨκ∆hk′AΦ‖L2+‖e
Ψκ∆hkEΦ‖L2+ dt.
Then a similar derivation of (3.10) gives rise to∫ t2
t1
∣∣(eΨκ∆hk[T hF∂xA]Φ|eΨκ∆hkEΦ)L2+∣∣ dt . d2k2−k‖ebΨAΦ‖L˜2[t1,t2];g(B1,0)‖ebΨEΦ‖L˜2[t1,t2];g(B1,0).
Notice that
‖eΨκ∆hk[T h∂xAF ]Φ‖L2+ .
∑
|k′−k|≤4
‖∆hk′FΦ‖L∞h ‖eΨκShk′−1∂xAΦ‖L2+
.
∑
|k′−k|≤4
dk′(t)g(t)‖eΨκ∂xAΦ‖L2+ ,
we get, by a similar derivation of (3.12), that∫ t2
t1
∣∣(eΨκ∆hk[T h∂xAF ]Φ|eΨκ∆hkEΦ)L2+∣∣ dt . d2k2−k‖eΨκAΦ‖L˜2[t1,t2];g(B1,0)‖eΨκEΦ‖L˜2[t1,t2];g(B1,0).
Whereas it follows from Lemma 3.1 that
‖eΨκ∆hk[Rh(F, ∂xA)]Φ‖L2+ . 2
k
2
∑
k′≥k−3
‖∆˜hk′FΦ‖L2h‖e
Ψκ∆hk′∂xAΦ‖L2+
. 2
k
2
∑
k′≥k−3
2−
k′
2 g(t)‖eΨκ∆hk′∂xAΦ‖L2+ ,
from which and a similar derivation of (3.13), we infer∫ t2
t1
∣∣(eΨκ∆hk[Rh(F, ∂xA)]Φ|eΨκ∆hkEΦ)L2+∣∣ dt
. d2k2
−k‖eΨκAΦ‖L˜2
[t1,t2];g
(B1,0)‖eΨκEΦ‖L˜2
[t1,t2];g
(B1,0).
This proves (3.25). 
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Remark 3.1. It follows from a similar proof of (3.25) that∫ t2
t1
∣∣(eΨκ∆hk[∂xFA]Φ|eΨκ∆hkEΦ)L2+∣∣ dt
. d2k2
−k‖FΦ‖
L˜∞
[t1,t2]
(B
3
2
h )
‖eΨκAΦ‖
L˜2
[t1,t2]
(B 12 ,0)‖e
ΨκEΦ‖
L˜2
[t1,t2]
(B 12 ,0).
(3.26)
4. Analytic energy estimate to the primitive functions (ϕ,ψ)
The goal of this section is to present the a priori weighted analytic energy estimate to
the primitive functions (ϕ,ψ) which solves (1.6). Namely, we shall present the proof of
Propositions 2.1 and 2.4. The key ingredients will be the following two lemmas:
Lemma 4.1. Let (ϕ,ψ) be a smooth enough solution of (1.6). Let Φ(t, ξ) and Ψ(t, y) be
given by (1.11) and (1.12) respectively. Then if κ ∈]0, 2[, for lκ def= κ(2−κ)4 and for any
non-negative and non-decreasing function ℏ ∈ C1(R+), there exists a positive constant c so
that
‖ℏ 12 eΨ∆hk(ϕ,ψ)Φ‖2L∞
[t0,t]
(L2+)
+ 4lκ‖ℏ
1
2 eΨ∆hk∂y(ϕ,ψ)Φ‖2L2
[t0,t]
(L2+)
+ 2cλ2k‖ℏ 12 eΨ∆hk(ϕ,ψ)Φ‖2L2
[t0,t];θ˙
(L2+)
≤ ‖ℏ 12 eΨ∆hk(ϕ,ψ)Φ(t0)‖2L2+
+ ‖
√
ℏ′eΨ∆hk(ϕ,ψ)Φ‖2L2
[t0,t]
(L2+)
+ cεd2k2
−k‖ℏ 12 eΨ∂y(ϕ,ψ)Φ‖2
L˜2
[t0,t]
(B 12 ,0)
+ Cd2k2
−k
(
ε−1‖〈τ〉 12ℏ 12 eΨ(MU ,MB)Φ‖2
L˜2
[t0,t]
(B 12 ,0)
+ ‖ℏ 12 eΨ(ϕ,ψ)Φ‖2L˜2
[t0,t];θ˙
(B1,0)
)
,
(4.1)
for any t0 ∈ [0, t] with t < T ∗, which is defined by (2.1).
Proof. In view of (1.9), by applying operator eΦ(t,|Dx|) to (1.6), we write
∂tϕΦ − ∂2yϕΦ − B¯κ∂xψΦ + λθ˙(t)|Dx|ϕΦ + [u∂xϕ− b∂xψ]Φ
+ 2
∫ ∞
y
[∂xϕ∂yu− ∂xψ∂yb]Φdy′ + χ′[U∂xϕ−B∂xψ]Φ
+ 2
∫ ∞
y
χ′′[U∂xϕ−B∂xψ]Φdy′ + χ[−∂xUu+ ∂xBb]Φ
+ 2χ′[∂xUϕ− ∂xBψ]Φ + 2
∫ ∞
y
χ′′[∂xUϕ− ∂xBψ]Φdy′ = (MU )Φ,
(4.2)
and
∂tψΦ − κ∂2yψΦ − B¯κ∂xϕΦ + λθ˙(t)|Dx|ψΦ + [u∂xψ − b∂xϕ]Φ
+ χ′[U∂xψ −B∂xϕ]Φ + χ[∂xBu− ∂xUb]Φ = (MB)Φ.
(4.3)
It is easy to observe that the terms involving the constant B¯κ in (4.1) and (4.2) will be
canceled when performing energy estimate
B¯κ(e
Ψ∆hk∂xψΦ
∣∣eΨ∆hkϕΦ)L2++B¯κ(eΨ∆hk∂xϕΦ∣∣eΨ∆hkψΦ)L2+
=B¯κ
∫
R2+
∂x
(
e2Φ∆hkϕΦ∆
h
kψΦ
)
dxdy = 0
(4.4)
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Thanks to (4.4), by applying the dyadic operator ∆hk to (4.2), (4.3) and then taking the
L2+ inner product of the resulting equations with e
2Ψ∆hk(ϕ,ψ)Φ respectively, we find(
eΨ∆hk(∂t − ∂2y)ϕΦ
∣∣eΨ∆hkϕΦ)L2+ + (eΨ∆hk(∂t − κ∂2y)ψΦ∣∣eΨ∆hkψΦ)L2+
+ λθ˙(t)
(
eΨ|Dx|∆hkϕΦ
∣∣eΨ∆hkϕΦ)L2+ + λθ˙(t)(eΨ|Dx|∆hkψΦ∣∣eΨ∆hkψΦ)L2+
+
(
eΨ∆hk[u∂xϕ− b∂xψ]Φ
∣∣eΨ∆hkϕΦ)L2+ + (eΨ∆hk[u∂xψ − b∂xϕ]Φ∣∣eΨ∆hkψΦ)L2+
+ 2
(
eΨ
∫ ∞
y
∆hk[∂yu∂xϕ− ∂yb∂xψ]Φdy′
∣∣eΨ∆hkϕΦ)L2+
+
(
eΨ∆hk[U∂xϕ−B∂xψ]Φ
∣∣eΨχ′∆hkϕΦ)L2+ + (eΨ∆hk[U∂xψ −B∂xϕ]Φ∣∣eΨχ′∆hkψΦ)L2+
+ 2
(
eΨ
∫ ∞
y
χ′′∆hk[U∂xϕ−B∂xψ]Φdy′
∣∣eΨ∆hkϕΦ)L2+
+
(
eΨ∆hk[−∂xUu+ ∂xBb]Φ
∣∣eΨχ∆hkϕΦ)L2+ + (eΨ∆hk[−∂xUb+ ∂xBu]Φ∣∣eΨχ∆hkψΦ)L2+
+ 2
(
eΨ∆hk[∂xUϕ− ∂xBψ]Φ
∣∣eΨχ′∆hkϕΦ)L2+
+ 2
(
eΨ
∫ ∞
y
χ′′∆hk[∂xUϕ− ∂xBψ]Φdy′
∣∣eΨ∆hkϕΦ)L2+
=
(
eΨ∆hk(MU )Φ
∣∣eΨ∆hkϕΦ)L2+ + (eΨ∆hk(MB)Φ∣∣eΨ∆hkψΦ)L2+ .
(4.5)
In what follows, we shall use the technical lemmas in Section 3 to handle term by term in
(4.5).
Notice that for κ ∈]0, 2[, κ(2− κ) ≤ 1, we get, by applying (3.3a) and (3.3b), that∫ t
t0
~(t′)
((
eΨ∆hk(∂t − ∂2y)ϕΦ
∣∣eΨ∆hkϕΦ)L2+ + (eΨ∆hk(∂t − κ∂2y)ψΦ∣∣eΨ∆hkψΦ)L2+) dt′
≥ 1
2
(‖ℏ 12 eΨ∆hk(ϕ,ψ)Φ(t)‖2L2+ − ‖ℏ 12 eΨ∆hk(ϕ,ψ)Φ(t0)‖2L2+)
− 1
2
‖
√
~′eΨ∆hk(ϕ,ψ)Φ‖2L2
[t0,t]
(L2+)
+ 2lκ‖ℏ
1
2 eΨ∆hk∂y(ϕ,ψ)Φ‖2L2
[t0,t]
(L2+)
.
In view of Lemma 3.1, we have
λ
∫ t
t0
~(t′)θ˙(t′)
((
eΨ|Dx|∆hkϕΦ
∣∣eΨ∆hkϕΦ)L2+ + (eΨ|Dx|∆hkψΦ∣∣eΨ∆hkψΦ)L2+) dt′
= λ
∫ t
t0
θ˙(t′)‖ℏ 12 eΨ|Dx|
1
2∆hk(ϕ,ψ)Φ‖2L2+ dt
′ ≥ cλ2k
∫ t
t0
θ˙(t′)‖ℏ 12 eΨ∆hk(ϕ,ψ)Φ‖2L2+ dt
′.
Whereas due to limy→+∞ u = limy→+∞ b = 0, we get, by applying Lemma 3.4 with a = 12
and b = c = d = 1, that∫ t
t0
~(t′)
(∣∣(eΨ∆hk[u∂xϕ− b∂xψ]Φ∣∣eΨ∆hkϕΦ)L2+∣∣+ ∣∣(eΨ∆hk[u∂xψ − b∂xϕ]Φ∣∣eΨ∆hkψΦ)L2+∣∣) dt′
. d2k2
−k‖ℏ 12 eΨ(ϕ,ψ)Φ‖2L˜2
[t0,t];f
(B1,0) with f(t) = 〈t〉
1
4‖eΨ2 ∂y(u, b)Φ(t)‖B 12 ,0 .
Yet it follows from Lemma 2.1 that
(4.6) f(t) . 〈t〉 14 ‖eΨ∂y(G,H)Φ(t)‖B 12 ,0 ,
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Hence according to Definition 3.1 and (1.10), we achieve∫ t
t0
~(t′)
(∣∣(eΨ∆hk[u∂xϕ− b∂xψ]Φ∣∣eΨ∆hkϕΦ)L2+∣∣
+
∣∣(eΨ∆hk[u∂xψ − b∂xϕ]Φ∣∣eΨ∆hkψΦ)L2+∣∣) dt′ . d2k2−k‖ℏ 12 eΨ(ϕ,ψ)Φ‖2L˜2[t0,t];θ˙(B1,0).
(4.7)
Similarly, by applying Lemma 3.6, we get, by a similar derivation of (4.7), that∫ t
t0
~(t′)
∣∣(eΨ ∫ ∞
y
∆hk[∂yu∂xϕ−∂yb∂xψ]Φdy′
∣∣eΨ∆hkϕΦ)L2+∣∣ dt′
. d2k2
−k‖ℏ 12 eΨ(ϕ,ψ)Φ‖2L˜2
[t0,t];θ˙
(B1,0).
While it follows from Lemma 3.8 that∫ t
t0
~(t′)
(∣∣(eΨ∆hk[U∂xϕ−B∂xψ]Φ∣∣eΨχ′∆hkϕΦ)L2+∣∣
+
∣∣(eΨ∆hk[U∂xψ −B∂xϕ]Φ∣∣eΨχ′∆hkψΦ)L2+∣∣) dt′ . ε 12 d2k2−k‖ℏ 12 eΨ(ϕ,ψ)Φ‖2L˜2[t0,t];θ˙(B1,0).
Notice from the definition of χ above (1.3) that suppχ′′ ⊂ [1, 2], we get, by a similar
derivation of (3.25), that∫ t
t0
~(t′)
∣∣(eΨ ∫ ∞
y
χ′′∆hk[U∂xϕ−B∂xψ]Φdy′
∣∣eΨ∆hkϕΦ)L2+∣∣ dt′
.ε
1
2d2k2
−k‖ℏ 12 eΨ(ϕ,ψ)Φ‖2L˜2
[t0,t];θ˙
(B1,0).
On the other hand, it follows from (2.13b) that
‖eΨy∆hk(ϕ,ψ)Φ‖L2+ . 〈t〉‖e
Ψ∂y∆
h
k(ϕ,ψ)Φ‖L2+ ,
which implies
‖eΨy(ϕ,ψ)Φ‖L˜pt (Bs,0) . ‖〈τ〉e
Ψ∂y(ϕ,ψ)Φ‖L˜pt (Bs,0).
So that by applying (3.26) and (1.14a), we find∫ t
t0
~(t′)
(∣∣(eΨ∆hk[−∂xUu+ ∂xBb]Φ∣∣eΨχ∆hkϕΦ)L2+∣∣
+
∣∣(eΨ∆hk[−∂xUb+ ∂xBu]Φ∣∣eΨχ∆hkψΦ)L2+∣∣) dt
. d2k2
−k‖〈τ〉(U,B)Φ‖
L˜∞
[t0,t]
(B
3
2
h )
‖ℏ 12 eΨ(u, b)Φ‖
L˜2
[t0,t]
(B 12 ,0)‖〈τ〉
−1
ℏ
1
2 eΨy(ϕ,ψ)Φ‖
L˜2
[t0,t]
(B 12 ,0)
. εd2k2
−k‖ℏ 12 eΨ∂y(ϕ,ψ)Φ‖2
L˜2
[t0,t]
(B 12 ,0)
.
Along the same line, we infer∫ t
t0
~(t′)
∣∣(eΨ∆hk[∂xUϕ− ∂xBψ]Φ∣∣eΨχ′∆hkϕΦ)L2+∣∣ dt′
. d2k2
−k‖〈τ〉(U,B)Φ‖
L˜∞
[t0,t]
(B
3
2
h )
‖〈τ〉− 12ℏ 12 eΨ(ϕ,ψ)Φ‖
L˜2
[t0,t]
(B 12 ,0)‖〈τ〉
− 1
2ℏ
1
2 eΨϕΦ‖
L˜2
[t0,t]
(B 12 ,0)
. εd2k2
−k‖ℏ 12 eΨ∂y(ϕ,ψ)Φ‖2
L˜2
[t0,t]
(B 12 ,0)
.
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Moreover, again due to suppχ′′ ⊂ [1, 2],, we deduce that the term ∫ t
t0
~(t′)
∣∣(eΨ ∫∞
y
χ′′∆hk[∂xUϕ−
∂xBψ]Φdy
′∣∣eΨ∆hkϕΦ)L2+∣∣ dt′ shares the same estimate as above.
Finally for the remained source term, by applying Young’s inequality, we achieve
∫ t
t0
~(t′)
(∣∣(eΨ∆hk(MU )Φ∣∣eΨ∆hkϕΦ)L2+∣∣+ ∣∣(eΨ∆hk(MB)Φ∣∣eΨ∆hkψΦ)L2+∣∣) dt′
. d2k2
−k‖〈τ〉 12ℏ 12 eΨ(MU ,MB)Φ‖
L˜2
[t0,t]
(B 12 ,0)‖〈τ〉
− 1
2ℏ
1
2 eΨ(ϕ,ψ)Φ‖
L˜2
[t0,t]
(B 12 ,0)
. d2k2
−k(ε‖ℏ 12 eΨ∂y(ϕ,ψ)Φ‖2
L˜2
[t0,t]
(B 12 ,0)
+ ε−1‖〈τ〉 12ℏ 12 eΨ(MU ,MB)Φ‖2
L˜2
[t0,t]
(B 12 ,0)
)
By multiplying (4.5) by ~(t) and then integrating the resulting equality over [t0, t], and
finally inserting the above estimates to the equality, we obtain (4.1). This completes the
proof of Lemma 4.1. 
Lemma 4.2. Let (ϕ,ψ) be a smooth enough solution of (1.6). Let Φκ(t, ξ) and Ψκ(t, y)
be given by (1.19) and (1.20) respectively. Then if κ ∈]1/2,∞[, for ℓκ def= 2κ−14κ2 and for any
non-negative and non-decreasing function ℏ ∈ C1(R+), there exists a positive constant c so
that
‖ℏ 12 eΨκ∆hk(ϕ,ψ)Φκ‖2L∞
[t0,t]
(L2+)
+ 4κℓκ‖ℏ
1
2 eΨκ∆hk∂y(ϕ,ψ)Φκ‖2L2
[t0,t]
(L2+)
+ 2cλ2k‖ℏ 12 eΨκ∆hk(ϕ,ψ)Φκ‖2L2
[t0,t];
˙θκ
(L2+)
≤ ‖ℏ 12 eΨκ∆hk(ϕ,ψ)Φκ(t0)‖2L2+
+ ‖
√
ℏ′eΨκ∆hk(ϕ,ψ)Φκ‖2L2
[t0,t]
(L2+)
+ cκεd2k2
−k‖ℏ 12 eΨκ∂y(ϕ,ψ)Φκ‖2
L˜2
[t0,t]
(B 12 ,0)
+ Cd2k2
−k
(
ε−1‖〈τ〉 12ℏ 12 eΨκ(MU ,MB)Φκ‖2
L˜2
[t0,t]
(B 12 ,0)
+ ‖ℏ 12 eΨκ(ϕ,ψ)Φκ‖2L˜2
[t0,t];
˙θκ
(B1,0)
)
,
(4.8)
for any t0 ∈ [0, t] with t < T ∗κ , which is defined by (2.7).
Proof. Along the same line to the proof of Lemma 4.1, by applying the dyadic operator ∆hk
to the modified versions of (4.2) and (4.3) (with Φ being replaced by Φκ), and then taking
the L2+ inner product of the resulting equations with e
2Ψκ∆hk(ϕ,ψ)Φκ respectively, we find
that (4.5) holds with θ,Ψ and Φ there being replaced respectively by θκ,Ψκ and Φκ. Next we
only present the detailed estimates to the terms in (4.5), which are different from the proof
of Lemma 4.1.
Observing that for κ ∈]1/2,∞[, 2κ− 1 ≤ κ2, we get, by applying (3.4a) and (3.4b), that
∫ t
t0
~(t′)
((
eΨκ∆hk(∂t − ∂2y)ϕΦκ
∣∣eΨκ∆hkϕΦκ)L2+ + (eΨκ∆hk(∂t − κ∂2y)ψΦκ∣∣eΨκ∆hkψΦκ)L2+) dt′
≥ 1
2
(‖ℏ 12 eΨκ∆hk(ϕ,ψ)Φκ (t)‖2L2+ − ‖ℏ 12 eΨκ∆hk(ϕ,ψ)Φκ (t0)‖2L2+)
− 1
2
‖
√
~′eΨκ∆hk(ϕ,ψ)Φκ‖2L2
[t0,t]
(L2+)
+ 2κℓκ‖ℏ
1
2 eΨκ∆hk∂y(ϕ,ψ)Φκ‖2L2
[t0,t]
(L2+)
.
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While due to limy→+∞ u = limy→+∞ b = 0, we get, by applying Lemma 3.4 with a = 12κ
and b = c = d = 1
κ
, that∫ t
t0
~(t′)
(∣∣(eΨκ∆hk[u∂xϕ− b∂xψ]Φκ∣∣eΨκ∆hkϕΦκ)L2+∣∣
+
∣∣(eΨκ∆hk[u∂xψ − b∂xϕ]Φκ∣∣eΨκ∆hkψΦκ)L2+∣∣) dt′
. d2k2
−k‖ℏ 12 eΨκ(ϕ,ψ)Φκ‖2L˜2
[t0,t];f
(B1,0) with f(t) = 〈t〉
1
4 ‖eΨκ2 ∂y(u, b)Φκ(t)‖B 12 ,0 .
Yet it follows from Lemma 2.2 that
(4.9) f(t) . 〈t〉 14‖eΨκ∂y(G,H)Φκ(t)‖B 12 ,0 ,
hence we get, by a similar derivation of (4.7), that∫ t
t0
~(t′)
(∣∣(eΨκ∆hk[u∂xϕ− b∂xψ]Φκ∣∣eΨκ∆hkϕΦκ)L2+∣∣
+
∣∣(eΨκ∆hk[u∂xψ − b∂xϕ]Φκ∣∣eΨκ∆hkψΦκ)L2+∣∣) dt′
.d2k2
−k‖ℏ 12 eΨκ(ϕ,ψ)Φκ‖2L˜2
[t0,t];
˙θκ
(B1,0).
(4.10)
Similarly, we get, by applying Lemma 3.6 and a similar derivation of (4.10), that∫ t
t0
~(t′)
∣∣(eΨκ ∫ ∞
y
∆hk[∂yu∂xϕ− ∂yb∂xψ]Φκdy′
∣∣eΨκ∆hkϕΦκ)L2+∣∣ dt′
. d2k2
−k‖ℏ 12 eΨκ(ϕ,ψ)Φ‖2L˜2
[t0,t];
˙θκ
(B1,0).
On the other hand, we deduce from (2.12b) that
‖eΨκy∆hk(ϕ,ψ)Φκ‖L2+ ≤ 4κ〈t〉‖e
Ψκ∂y∆
h
k(ϕ,ψ)Φ‖L2+ ,
which implies
‖eΨκy(ϕ,ψ)Φ‖L˜pt (Bs,0) . κ‖〈τ〉e
Ψκ∂y(ϕ,ψ)Φ‖L˜pt (Bs,0).
So that by applying (3.26) and (1.14a), we find∫ t
t0
~(t′)
(∣∣(eΨκ∆hk[−∂xUu+ ∂xBb]Φκ∣∣eΨκχ∆hkϕΦκ)L2+∣∣
+
∣∣(eΨκ∆hk[−∂xUb+ ∂xBu]Φκ∣∣eΨκχ∆hkψΦκ)L2+∣∣) dt
. d2k2
−k‖〈τ〉(U,B)Φκ‖
L˜∞
[t0,t]
(B
3
2
h )
‖ℏ 12 eΨκ(u, b)Φκ‖L˜2
[t0,t]
(B 12 ,0)‖〈τ〉
−1
ℏ
1
2 eΨκy(ϕ,ψ)Φκ‖L˜2
[t0,t]
(B 12 ,0)
. κεd2k2
−k‖ℏ 12 eΨκ∂y(ϕ,ψ)Φκ‖2
L˜2
[t0,t]
(B 12 ,0)
.
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Along the same line, we infer∫ t
t0
~(t′)
∣∣(eΨκ∆hk[∂xUϕ− ∂xBψ]Φκ∣∣eΨκχ′∆hkϕΦκ)L2+∣∣ dt′
. d2k2
−k‖〈τ〉(U,B)Φκ‖
L˜∞
[t0,t]
(B
3
2
h )
‖〈τ〉− 12ℏ 12 eΨκ(ϕ,ψ)Φκ‖L˜2
[t0,t]
(B 12 ,0)‖〈τ〉
− 1
2ℏ
1
2 eΨκϕΦκ‖L˜2
[t0,t]
(B 12 ,0)
. κεd2k2
−k‖ℏ 12 eΨκ∂y(ϕ,ψ)Φκ‖2
L˜2
[t0,t]
(B 12 ,0)
.
Moreover, due to suppχ′′ ⊂ [1, 2],, we deduce that the term ∫ t
t0
~(t′)
∣∣(eΨκ ∫∞
y
χ′′∆hk[∂xUϕ −
∂xBψ]Φκdy
′∣∣eΨκ∆hkϕΦκ)L2+∣∣ dt′ shares the same estimate as above.
With the above estimates, (4.8) follows by a similar derivation of (4.1). This completes
the proof of Lemma 4.2. 
An immediate corollary of Lemmas 4.1 and 4.2 gives rise to
Corollary 4.1. Under the assumptions of Lemma 4.1, there exist positive constants ε0, λ0
so that for any λ ≥ λ0 and ε ≤ ε0, one has
‖ℏ 12 eΨ(ϕ,ψ)Φ‖
L˜∞
[t0,t]
(B 12 ,0) +
√
lκ‖ℏ
1
2 eΨ∂y(ϕ,ψ)Φ‖
L˜2
[t0,t]
(B 12 ,0)
≤ ‖ℏ 12 eΨ(ϕ,ψ)Φ(t0)‖B 12 ,0 + ‖
√
ℏ′eΨ(ϕ,ψ)Φ‖
L˜2
[t0,t]
(B 12 ,0)
+Cε−
1
2 ‖〈τ〉 12ℏ 12 eΨ(MU ,MB)Φ‖
L˜2
[t0,t]
(B 12 ,0).
(4.11)
Proof. Indeed by taking square root of (4.1) and then multiplying the resulting inequality by
2
k
2 and finally summing over k ∈ Z, we arrive at
‖ℏ 12 eΨ(ϕ,ψ)Φ‖
L˜∞
[t0,t]
(B 12 ,0) + 2
√
lκ‖ℏ
1
2 eΨ∂y(ϕ,ψ)Φ‖
L˜2
[t0,t]
(B 12 ,0)
+
√
2cλ‖ℏ 12 eΨ(ϕ,ψ)Φ‖L˜2
[t0,t];θ˙
(B1,0)
≤ ‖ℏ 12 eΨ(ϕ,ψ)Φ(t0)‖B 12 ,0 + ‖
√
ℏ′eΨ(ϕ,ψ)Φ‖
L˜2
[t0,t]
(B 12 ,0) + C‖ℏ
1
2 eΨ(ϕ,ψ)Φ‖L˜2
[t0,t];θ˙
(B1,0)
+
√
cε‖ℏ 12 eΨ∂y(ϕ,ψ)Φ‖
L˜2
[t0,t]
(B 12 ,0) + Cε
− 1
2 ‖〈τ〉 12ℏ 12 eΨ(MU ,MB)Φ‖
L˜2
[t0,t]
(B 12 ,0).
Taking λ big enough and ε ≤ ε0 small enough in the above inequality gives rise to (4.11). 
Corollary 4.2. Under the assumptions of Lemma 4.2, there exist positive constants ε0, λ0
so that for any λ ≥ λ0 and ε ≤ ε0, one has
‖ℏ 12 eΨκ∆hk(ϕ,ψ)Φκ‖L˜∞
[t0,t]
(B 12 ,0) +
√
κℓκ‖ℏ
1
2 eΨκ∆hk∂y(ϕ,ψ)Φκ‖L˜2
[t0,t]
(B 12 ,0)
≤ ‖ℏ 12 eΨκ∆hk(ϕ,ψ)Φκ (t0)‖B 12 ,0 + ‖
√
ℏ′eΨκ∆hk(ϕ,ψ)Φκ‖L˜2
[t0,t]
(B 12 ,0)
+ Cε−
1
2‖〈τ〉 12ℏ 12 eΨκ(MU ,MB)Φκ‖L˜2
[t0,t]
(B 12 ,0).
(4.12)
Proof. This proof is the same as that of Corollary 4.1, we omit the detail here. 
Now we are in a position to prove Propositions 2.1 and 2.4.
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Proof of Proposition 2.1. Let c be the constant given by Lemma 4.1. We observe from Lemma
2.3 that ∫ t
0
〈τ〉2lκ−2cε−1‖eΨ∆hk(ϕ,ψ)Φ‖2L2+dτ ≤ 2
∫ t
0
‖〈τ〉lκ−cεeΨ∆hk∂y(ϕ,ψ)Φ‖2L2+dτ.
So that by taking t0 = 0 and ℏ(t) = 〈t〉2(lκ−cε) in (4.1), we obtain
‖〈τ〉lκ−cεeΨ∆hk(ϕ,ψ)Φ‖2L∞t (L2+) + 4cε‖〈τ〉
lκ−cεeΨ∂y∆hk(ϕ,ψ)Φ‖2L2t (L2+)
+ 2cλ2k‖〈τ〉lκ−cεeΨ∆hk(ϕ,ψ)Φ‖2L2
t;θ˙
(L2+)
≤ ‖e y
2
8 eδ|Dx|∆hk(ϕ0, ψ0)‖2L2+ + cεd
2
k2
−k‖〈τ〉lκ−cεeΨ∂y(ϕ,ψ)Φ‖2
L˜2t (B
1
2 ,0)
+ Cd2k2
−k
(
‖〈τ〉lκ−cεeΨ(ϕ,ψ)Φ‖2L˜2
t;θ˙
(B1,0) + ε
−1‖〈τ〉 12+lκ−cεeΨ(MU ,MB)Φ‖2
L˜2t (B
1
2 ,0)
)
.
By taking square root of the above inequality and then multiplying the resulting one by 2
k
2
and finally summing over k ∈ Z, we find
‖〈τ〉lκ−cεeΨ(ϕ,ψ)Φ‖
L˜∞t (B
1
2 ,0)
+
√
2cλ‖〈τ〉lκ−cεeΨ(ϕ,ψ)Φ‖L˜2
t;θ˙
(B1,0)
≤ ‖e y
2
8 eδ|Dx|(ϕ0, ψ0)‖B 12 ,0 +
√
C‖〈τ〉lκ−cεeΨ(ϕ,ψ)Φ‖L˜2
t;θ˙
(B1,0)
+
√
C
ε
‖〈τ〉 12+lκ−cεeΨ(MU ,MB)Φ‖
L˜2t (B
1
2 ,0)
.
By taking λ to be so large that cλ > C, and using (3.23), we obtain
‖〈τ〉lκ−cεeΨ(ϕ,ψ)Φ‖
L˜∞t (B
1
2 ,0)
≤ ‖e y
2
8 eδ|Dx|(ϕ0, ψ0)‖B 12 ,0 +C
√
ε.(4.13)
Thanks to (4.13), we get, by taking t0 =
t
2 and ℏ(t) = 〈t〉2(lκ−cε) in Corollary 4.1, that
‖〈τ〉lκ−cεeΨ∂y(ϕ,ψ)Φ‖
L˜2
[ t2 ,t]
(B 12 ,0) . ‖〈t/2〉
lκ−cεeΨ(ϕ,ψ)Φ(t/2)‖B 12 ,0
+ ‖〈τ〉lκ−cε− 12 eΨ(ϕ,ψ)Φ‖
L˜2
[ t2 ,t]
(B 12 ,0) + ε
− 1
2‖〈τ〉 12+lκ−cεeΨ(MU ,MB)Φ‖
L˜2
[ t2 ,t]
(B 12 ,0)
.‖〈τ〉lκ−cε− 12 eΨ(ϕ,ψ)Φ‖
L˜2
[ t2 ,t]
(B 12 ,0) + ‖e
y2
8 eδ|Dx|(ϕ0, ψ0)‖B 12 ,0 +
√
ε.
Yet by virtue of Definition 1.2, we deduce from (4.13) that
‖〈τ〉lκ−cε− 12 eΨ(ϕ,ψ)Φ‖
L˜2
[ t2 ,t]
(B 12 ,0) .‖〈τ〉
lκ−cεeΨ(ϕ,ψ)Φ‖
L˜∞
[ t2 ,t]
(B 12 ,0)
.‖e y
2
8 eδ|Dx|(ϕ0, ψ0)‖B 12 ,0 +
√
ε.
As a consequence, we arrive at
‖〈τ〉lκ−cεeΨ∂y(ϕ,ψ)Φ‖
L˜2
[ t2 ,t]
(B 12 ,0) . ‖e
y2
8 eδ|Dx|(ϕ0, ψ0)‖B 12 ,0 +
√
ε.
This together with (4.13) leads to (2.3). 
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Proof of Proposition 2.4. Similar to the proof of Proposition 2.1, we first observe from Lemma
2.3 that∫ t
0
〈τ〉2ℓκ−2cε−1‖eΨκ∆hk(ϕ,ψ)Φκ‖2L2+ dτ ≤ 2κ
∫ t
0
‖〈τ〉ℓκ−cεeΨκ∆hk∂y(ϕ,ψ)Φκ‖2L2+ dτ.
So that by taking t0 = 0 and ℏ(t) = 〈t〉2(ℓκ−cε) in (4.8), we obtain
‖〈τ〉ℓκ−cεeΨκ∆hk(ϕ,ψ)Φκ‖2L∞
[t0,t]
(L2+)
+ 4κcε‖〈τ〉ℓκ−cεeΨκ∂y∆hk(ϕ,ψ)Φκ‖2L2t (L2+)
+ 2cλ2k‖〈τ〉ℓκ−cεeΨκ∆hk(ϕ,ψ)Φκ‖2L2
t; ˙θκ
(L2+)
≤ ‖e y
2
8κ eδ|Dx|∆hk(ϕ0, ψ0)‖2L2+ + κcεd
2
k2
−k‖〈τ〉ℓκ−cεeΨκ∂y(ϕ,ψ)Φκ‖2
L˜2t (B
1
2 ,0)
+ Cd2k2
−k
(
‖〈τ〉ℓκ−cεeΨκ(ϕ,ψ)Φκ‖2L˜2
t; ˙θκ
(B1,0) + ε
−1‖〈τ〉 12+ℓκ−cεeΨκ(MU ,MB)Φκ‖2
L˜2t (B
1
2 ,0)
)
,
from which, we get, by a similar derivation of (4.11), that
‖〈τ〉ℓκ−cεeΨκ(ϕ,ψ)Φκ‖L˜∞t (B 12 ,0) +
√
2cλ‖〈τ〉ℓκ−cεeΨκ(ϕ,ψ)Φκ‖L˜2
t; ˙θκ
(B1,0)
≤ ‖e y
2
8κ eδ|Dx|(ϕ0, ψ0)‖B 12 ,0 +
√
C‖〈τ〉ℓκ−cεeΨκ(ϕ,ψ)Φκ‖L˜t; ˙θκ(B1,0)
+
√
C
ε
‖〈τ〉 12+ℓκ−cεeΨκ(MU ,MB)Φκ‖L˜2t (B 12 ,0).
By taking λ to be so large that cλ > C and using (3.23), we obtain
‖〈τ〉ℓκ−cεeΨκ(ϕ,ψ)Φ‖
L˜∞t (B
1
2 ,0)
≤ ‖e y
2
8κ eδ|Dx|(ϕ0, ψ0)‖B 12 ,0 + C
√
ε(4.14)
On the other hand, thanks to (4.14), we get, by taking t0 =
t
2 and ℏ(t) = 〈t〉2(ℓκ−cε) in
Corollary 4.2, that
‖〈τ〉ℓκ−cεeΨκ∂y(ϕ,ψ)Φκ‖L˜2
[ t2 ,t]
(B 12 ,0) . ‖〈t/2〉
ℓκ−cεeΨκ(ϕ,ψ)Φκ (t/2)‖B 12 ,0
+ ‖〈τ〉ℓκ−cε− 12 eΨκ(ϕ,ψ)Φκ‖L˜2
[ t2 ,t]
(B 12 ,0) + ‖〈τ〉
1
2
+ℓκ−cεeΨκ(MU ,MB)Φκ‖L˜2
[ t2 ,t]
(B 12 ,0)
. |〈τ〉ℓκ−cε− 12 eΨκ(ϕ,ψ)Φκ‖L˜2
[ t2 ,t]
(B 12 ,0) + ‖e
y2
8κ eδ|Dx|(ϕ0, ψ0)‖B 12 ,0 +
√
ε.
Whereas it follows from (4.14) that
‖〈τ〉ℓκ−cε− 12 eΨκ(ϕ,ψ)Φκ‖L˜2
[ t2 ,t]
(B 12 ,0) .‖〈τ〉
ℓκ−cεeΨκ(ϕ,ψ)Φκ‖L˜∞
[ t2 ,t]
(B 12 ,0)
.‖e y
2
8κ eδ|Dx|(ϕ0, ψ0)‖B 12 ,0 +
√
ε.
As a consequence, we arrive at
‖〈τ〉ℓκ−cεeΨκ∂y(ϕ,ψ)Φκ‖L˜2
[ t2 ,t]
(B 12 ,0) . ‖e
y2
8κ eδ|Dx|(ϕ0, ψ0)‖B 12 ,0 +
√
ε.
Together with (4.14), we conclude the proof of Proposition 2.4. 
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5. Analytic energy estimate of (u, b)
The goal of this section is to present the a priori weighted analytic energy estimate to the
solution (u, b) of (1.4). That is, we are going to present the proof of Propositions 2.2 and 2.5.
The key ingredients lie in the following lemmas:
Lemma 5.1. Let (u, b) be a smooth enough solution of (1.4). Let Φ(t, ξ) and Ψ(t, y) be given
by (1.11) and (1.12) respectively. Then if κ ∈]0, 2[, for lκ def= κ(2−κ)4 , and for any non-negative
and non-decreasing function ℏ ∈ C1(R+), there exists a positive constant c so that
‖ℏ 12 eΨ∆hk(u, b)Φ‖2L∞
[t0,t]
(L2+)
+ 4lκ‖ℏ
1
2 eΨ∆hk∂y(u, b)Φ‖2L2
[t0,t]
(L2+)
+ 2cλ2k‖ℏ 12 eΨ∆hk(u, b)Φ‖2L2
[t0,t];θ˙
(L2+)
≤ ‖ℏ 12 eΨ∆hk(u, b)Φ(t0)‖2L2+
+ ‖
√
ℏ′eΨ∆hk(u, b)Φ‖2L2
[t0,t]
(L2+)
+ cεd2k2
−k‖ℏ 12 eΨ∂y(u, b)Φ‖2
L˜2
[t0,t]
(B 12 ,0)
+ Cd2k2
−k
(
ε−1‖〈τ〉 12ℏ 12 eΨ(mU ,mB)Φ‖2
L˜2
[t0,t]
(B 12 ,0)
+ ‖ℏ 12 eΨ(u, b)Φ‖2L˜2
[t0,t];θ˙
(B1,0)
)
,
(5.1)
for any t0 ∈ [0, t] with t < T ∗, which is defined by (2.1).
Proof. In view of (1.9), by applying operator eΦ(t,|Dx|) to (1.4), we write
∂tuΦ − ∂2yuΦ − B¯κ∂xbΦ + λθ˙(t)|Dx|uΦ + [u∂xu− b∂xb]Φ
+ [v∂yu− h∂yb]Φ + χ′[U∂xu−B∂xb]Φ + χ′[∂xUu− ∂xBb]Φ
+ χ[−∂xU∂yu+ ∂xB∂yb]Φ + χ′′[Uv −Bh]Φ = (mU )Φ,
(5.2)
and
∂tbΦ−κ∂2ybΦ − B¯κ∂xuΦ + λθ˙(t)|Dx|bΦ + [u∂xb− b∂xu]Φ
+ [v∂yb− h∂yu]Φ + χ′[U∂xb−B∂xu]Φ + χ′[∂xBu− ∂xUb]Φ
+ χ[−∂xU∂yb+ ∂xB∂yu]Φ + χ′′[Bv − Uh]Φ = (mB)Φ.
(5.3)
By virtue of a similar version of (4.4), we get, by applying the dyadic operator ∆hk to (5.2),
(5.3) and then taking L2+ inner product of the resulting equations with e
2Ψ∆hk(u, b)Φ, that(
eΨ∆hk(∂t − ∂2y)uΦ
∣∣eΨ∆hkuΦ)L2+ + (eΨ∆hk(∂t − κ∂2y)bΦ∣∣eΨ∆hkbΦ)L2+
+ λθ˙(t)
(
eΨ|Dx|∆hkuΦ
∣∣eΨ∆hkuΦ)L2+ + λθ˙(t)(eΨ|Dx|∆hkbΦ∣∣eΨ∆hkbΦ)L2+
+
(
eΨ∆hk[u∂xu− b∂xb]Φ
∣∣eΨ∆hkuΦ)L2+ + (eΨ∆hk[u∂xb− b∂xu]Φ∣∣eΨ∆hkbΦ)L2+
+
(
eΨ∆hk[v∂yu− h∂yb]Φ
∣∣eΨ∆hkuΦ)L2+ + (eΨ∆hk[v∂yb− h∂yu]Φ∣∣eΨ∆hkbΦ)L2+
+
(
eΨ∆hk[U∂xu−B∂xb]Φ
∣∣eΨχ′∆hkuΦ)L2+ + (eΨ∆hk[U∂xb−B∂xu]Φ∣∣eΨχ′∆hkbΦ)L2+
+
(
eΨ∆hk[Uv −Bh]Φ
∣∣eΨχ′′∆hkuΦ)L2+ + (eΨ∆hk[Bv − Uh]Φ∣∣eΨχ′′∆hkbΦ)L2+
+
(
eΨ∆hk[−∂xU∂yu+ ∂xB∂yb]Φ
∣∣eΨχ∆hkuΦ)L2+
+
(
eΨ∆hk[−∂xU∂yb+ ∂xB∂yu]Φ
∣∣eΨχ∆hkbΦ)L2+
+
(
eΨ∆hk[∂xUu− ∂xBb]Φ
∣∣eΨχ′∆hkuΦ)L2+ + (eΨ∆hk[∂xBu− ∂xUb]Φ∣∣eΨχ′∆hkbΦ)L2+
=
(
eΨ∆hk(mU )Φ
∣∣eΨ∆hkuΦ)L2+ + (eΨ∆hk(mB)Φ∣∣eΨ∆hkbΦ)L2+ .
(5.4)
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In what follows, we shall use the technical lemmas in Section 3 to handle term by term in
(5.4).
Notice that for κ ∈]0, 2[, κ(2− κ) ≤ 1, we get, by applying (3.3a) and (3.3b), that∫ t
t0
~(t′)
((
eΨ∆hk(∂t − ∂2y)uΦ
∣∣eΨ∆hkuΦ)L2+ + (eΨ∆hk(∂t − κ∂2y)bΦ∣∣eΨ∆hkbΦ)L2+) dt′
≥ 1
2
(‖ℏ 12 eΨ∆hk(u, b)Φ(t)‖2L2+ − ‖ℏ 12 eΨ∆hk(u, b)Φ(t0)‖2L2+)
− 1
2
‖
√
~′eΨ∆hk(u, b)Φ‖2L2
[t0,t]
(L2+)
+ 2lκ‖ℏ
1
2 eΨ∆hk∂y(u, b)Φ‖2L2
[t0,t]
(L2+)
.
We deduce from Lemma 3.1 that
λ
∫ t
t0
~(t′)θ˙(t′)
((
eΨ|Dx|∆hkuΦ
∣∣eΨ∆hkuΦ)L2++(eΨ|Dx|∆hkbΦ∣∣eΨ∆hkbΦ)L2+) dt′
≥ cλ2k
∫ t
t0
θ˙(t′)‖ℏ 12 eΨ∆hk(u, b)Φ‖2L2+ dt
′.
Whereas due to limy→+∞ u = limy→+∞ b = 0, we get, by applying Lemma 3.4 with a = 12
and b = c = d = 1, that∫ t
t0
~(t′)
(∣∣(eΨ∆hk[u∂xu− b∂xb]Φ∣∣eΨ∆hkuΦ)L2+∣∣+ ∣∣(eΨ∆hk[u∂xb− b∂xu]Φ∣∣eΨ∆hkbΦ)L2+∣∣) dt′
. d2k2
−k‖ℏ 12 eΨ(u, b)Φ‖2L˜2
[t0,t];f
(B1,0) with f(t) = 〈t〉
1
4‖eΨ2 ∂y(u, b)Φ(t)‖B 12 ,0 ,
from which and (4.6), we deduce from a similar derivation of (4.7) that∫ t
t0
~(t′)
(∣∣(eΨ∆hk[u∂xu− b∂xb]Φ∣∣eΨ∆hkuΦ)L2+∣∣
+
∣∣(eΨ∆hk[u∂xb− b∂xu]Φ∣∣eΨ∆hkbΦ)L2+∣∣) dt′ . d2k2−k‖ℏ 12 eΨ(u, b)Φ‖2L˜2[t0,t];θ˙(B1,0).
(5.5)
Due to ∂xu+ ∂yv = 0 = ∂xb+ ∂yh, we write
(5.6) (v, h) = −
∫ ∞
y
∂y(v, h)dy
′ =
∫ ∞
y
∂x(u, b)dy
′.
Then by applying Lemma 3.5, we get, by a similar derivation of (5.5), that∫ t
t0
~(t′)
((∣∣eΨ∆hk[v∂yu− h∂yb]Φ∣∣eΨ∆hkuΦ)L2+∣∣
+
∣∣(eΨ∆hk[v∂yb− h∂yu]Φ∣∣eΨ∆hkbΦ)L2+∣∣) dt′ . d2k2−k‖ℏ 12 eΨ(u, b)Φ‖2L˜2[t0,t];θ˙(B1,0).
While it follows from Lemma 3.8 that∫ t
t0
~(t′)
(∣∣(eΨ∆hk[U∂xu−B∂xb]Φ∣∣eΨχ′∆hkuΦ)L2+∣∣
+
∣∣(eΨ∆hk[U∂xb−B∂xu]Φ∣∣eΨχ′∆hkbΦ)L2+∣∣) dt′ . ε 12d2k2−k‖ℏ 12 eΨ(u, b)Φ‖2L˜2[t0,t];θ˙(B1,0).
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Notice from the definition of χ above (1.3) that suppχ′′ ⊂ [1, 2]. Then in view of (5.6), we
get, by a similar derivation of (3.25), that∫ t
t0
~(t′)
(∣∣(eΨ∆hk[Uv −Bh]Φ∣∣eΨχ′′∆hkuΦ)L2+∣∣
+
∣∣(eΨ∆hk[Bv − Uh]Φ∣∣eΨχ′′∆hkbΦ)L2+∣∣) dt′ . ε 12d2k2−k‖ℏ 12 eΨ(u, b)Φ‖2L˜2[t0,t];θ˙(B1,0).
On the other hand, we observing from (2.13b) that
‖eΨy∆hk(u, b)Φ‖L2+ . 〈t〉‖e
Ψ∂y∆
h
k(u, b)Φ‖L2+ ,
which implies
‖eΨy(u, b)Φ‖L˜pt (Bs,0) . ‖〈τ〉e
Ψ∂y(u, b)Φ‖L˜pt (Bs,0).
So that by applying (3.26) and (1.14a), we infer∫ t
t0
~(t′)
(∣∣(eΨ∆hk[−∂xU∂yu+ ∂xB∂yb]Φ∣∣eΨχ∆hkuΦ)L2+∣∣
+
∣∣(eΨ∆hk[−∂xU∂yb+ ∂xB∂yu]Φ∣∣eΨχ∆hkbΦ)L2+∣∣) dt
. d2k2
−k‖〈τ〉(U,B)Φ‖
L˜∞
[t0,t]
(B
3
2
h )
‖ℏ 12 eΨ∂y(u, b)Φ‖
L˜2
[t0,t]
(B 12 ,0)‖〈τ〉
−1
ℏ
1
2 eΨy(u, b)Φ‖
L˜2
[t0,t]
(B 12 ,0)
. εd2k2
−k‖ℏ 12 eΨ∂y(u, b)Φ‖2
L˜2
[t0,t]
(B 12 ,0)
.
Along the same line, we deduce that∫ t
t0
~(t′)
(∣∣(eΨ∆hk[∂xUu− ∂xBb]Φ∣∣eΨχ′∆hkϕΦ)L2+∣∣
+
∣∣(eΨ∆hk[∂xBu− ∂xUb]Φ∣∣eΨχ′∆hkϕΦ)L2+∣∣) dt′
. d2k2
−k‖〈τ〉(U,B)Φ‖
L˜∞
[t0,t]
(B
3
2
h )
‖〈τ〉− 12ℏ 12 eΨ(u, b)Φ‖
L˜2
[t0,t]
(B 12 ,0)‖〈τ〉
− 1
2ℏ
1
2 eΨ(u, b)Φ‖
L˜2
[t0,t]
(B 12 ,0)
. εd2k2
−k‖ℏ 12 eΨ∂y(u, b)Φ‖2
L˜2
[t0,t]
(B 12 ,0)
.
Finally for the remained source term, we get, by using Young’s inequality, that∫ t
t0
~(t′)
(∣∣(eΨ∆hk(mU )Φ∣∣eΨ∆hkuΦ)L2+∣∣+ ∣∣(eΨ∆hk(mB)Φ∣∣eΨ∆hkbΦ)L2+∣∣) dt′
. d2k2
−k‖〈τ〉 12ℏ 12 eΨ(mU ,mB)Φ‖
L˜2
[t0,t]
(B 12 ,0)‖〈τ〉
− 1
2ℏ
1
2 eΨ(u, b)Φ‖
L˜2
[t0,t]
(B 12 ,0)
. d2k2
−k(ε‖ℏ 12 eΨ∂y(u, b)Φ‖2
L˜2
[t0,t]
(B 12 ,0)
+ ε−1‖〈τ〉 12ℏ 12 eΨ(mU ,mB)Φ‖2
L˜2
[t0,t]
(B 12 ,0)
)
By multiplying (5.4) by ~(t) and then integrating the resulting equality over [t0, t], and
finally inserting the above estimates to the equality, we obtain (5.1). This completes the
proof of Lemma 5.1. 
Lemma 5.2. Let (u, b) be a smooth enough solution of (1.4). Let Φκ(t, ξ) and Ψκ(t, y) be
given by (1.19) and (1.20) respectively. Then if κ ∈]1/2,∞[, for ℓκ def= 2κ−14κ2 , and for any
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non-negative and non-decreasing function ℏ ∈ C1(R+), there exists a positive constant c so
that
‖ℏ 12 eΨκ∆hk(u, b)Φκ‖2L∞
[t0,t]
(L2+)
+ 4κℓκ‖ℏ
1
2 eΨκ∆hk∂y(u, b)Φκ‖2L2
[t0,t]
(L2+)
+ 2cλ2k‖ℏ 12 eΨκ∆hk(u, b)Φκ‖2L2
[t0,t];
˙θκ
(L2+)
≤ ‖ℏ 12 eΨκ∆hk(u, b)Φ(t0)‖2L2+
+ ‖
√
ℏ′eΨκ∆hk(u, b)Φκ‖2L2
[t0,t]
(L2+)
+ κcεd2k2
−k‖ℏ 12 eΨκ∂y(u, b)Φκ‖2
L˜2
[t0,t]
(B 12 ,0)
+ Cd2k2
−k
(
‖ℏ 12 eΨκ(u, b)Φκ‖2L˜2
[t0,t];
˙θκ
(B1,0) + ε
−1‖〈τ〉 12ℏ 12 eΨκ(mU ,mB)Φκ‖2
L˜2
[t0,t]
(B 12 ,0)
)
,
(5.7)
for any t0 ∈ [0, t] with t < T ∗κ , which is defined by (2.7).
Proof. The proof of Lemma 5.2 is similar to that of Lemma 5.1. We first observe that (5.4)
holds with θ,Φ and Ψ being replaced by θκ,Φκ and Ψκ. In what follows, we only present the
detailed estimates for terms which are different from those in the proof of Lemma 5.1.
Notice that for κ ∈]1/2,∞[, 2κ− 1 ≤ κ2, we get, by applying (3.4a) and (3.4b), that∫ t
t0
~(t′)
((
eΨκ∆hk(∂t − ∂2y)uΦκ
∣∣eΨκ∆hkuΦκ)L2+ + (eΨκ∆hk(∂t − κ∂2y)bΦκ∣∣eΨκ∆hkbΦκ)L2+) dt′
≥ 1
2
(‖ℏ 12 eΨκ∆hk(u, b)Φκ(t)‖2L2+ − ‖ℏ 12 eΨκ∆hk(u, b)Φκ(t0)‖2L2+)
− 1
2
‖
√
~′eΨκ∆hk(u, b)Φ‖2L2
[t0,t]
(L2+)
+ 2κℓκ‖ℏ
1
2 eΨκ∆hk∂y(u, b)Φκ‖2L2
[t0,t]
(L2+)
.
Whereas due to limy→+∞ u = limy→+∞ b = 0, we get, by applying Lemma 3.4 with a = 12κ
and b = c = d = 1
κ
, that∫ t
t0
~(t′)
(∣∣(eΨκ∆hk[u∂xu− b∂xb]Φ∣∣eΨκ∆hkuΦ)L2+∣∣+ ∣∣(eΨκ∆hk[u∂xb− b∂xu]Φ∣∣eΨκ∆hkbΦ)L2+∣∣) dt′
. d2k2
−k‖ℏ 12 eΨκ(u, b)Φ‖2L˜2
[t0,t];f
(B1,0) with f(t) = 〈t〉
1
4 ‖e 12Ψκ∂y(u, b)Φ(t)‖B 12 ,0 ,
from which and a similar derivation of (4.10), we infer∫ t
t0
~(t′)
(∣∣(eΨκ∆hk[u∂xu− b∂xb]Φ∣∣eΨκ∆hkuΦ)L2+∣∣
+
∣∣(eΨκ∆hk[u∂xb− b∂xu]Φ∣∣eΨκ∆hkbΦ)L2+∣∣) dt′ . d2k2−k‖ℏ 12 eΨκ(u, b)Φ‖2L˜2[t0,t]; ˙θκ(B1,0).
(5.8)
On the other hand, we deduce from (2.12b) that
‖eΨκy∆hk(u, b)Φ‖L2+ ≤ 4κ〈t〉‖e
Ψκ∂y∆
h
k(u, b)Φ‖L2+ ,
which implies
‖eΨκy(u, b)Φ‖L˜pt (Bs,0) ≤ 4κ‖〈τ〉e
Ψκ∂y(u, b)Φ‖L˜pt (Bs,0).
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So that by applying (3.26) and (1.14a), we find∫ t
t0
~(t′)
(∣∣(eΨκ∆hk[−∂xU∂yu+ ∂xB∂yb]Φ∣∣eΨκχ∆hkuΦ)L2+∣∣
+
∣∣(eΨκ∆hk[−∂xU∂yb+ ∂xB∂yu]Φ∣∣eΨκχ∆hkbΦ)L2+∣∣) dt
. d2k2
−k‖〈τ〉(U,B)Φ‖
L˜∞
[t0,t]
(B
3
2
h )
‖ℏ 12 eΨκ∂y(u, b)Φ‖
L˜2
[t0,t]
(B 12 ,0)‖〈τ〉
−1
ℏ
1
2 eΨκy(u, b)Φ‖
L˜2
[t0,t]
(B 12 ,0)
. κεd2k2
−k‖ℏ 12 eΨκ∂y(u, b)Φ‖2
L˜2
[t0,t]
(B 12 ,0)
.
Along the same line, we infer∫ t
t0
~(t′)
(∣∣(eΨκ∆hk[∂xUu− ∂xBb]Φ∣∣eΨκχ′∆hkϕΦ)L2+∣∣
+
∣∣(eΨκ∆hk[∂xBu− ∂xUb]Φ∣∣eΨκχ′∆hkϕΦ)L2+∣∣) dt′
. d2k2
−k‖〈τ〉(U,B)Φ‖
L˜∞
[t0,t]
(B
3
2
h )
‖〈τ〉− 12ℏ 12 eΨκ(u, b)Φ‖
L˜2
[t0,t]
(B 12 ,0)‖〈τ〉
− 1
2ℏ
1
2 eΨκ(u, b)Φ‖
L˜2
[t0,t]
(B 12 ,0)
. κεd2k2
−k‖ℏ 12 eΨκ∂y(u, b)Φ‖2
L˜2
[t0,t]
(B 12 ,0)
.
With the above estimates, we can repeat the derivation of (5.1) to complete the proof of
(5.7). This completes the proof of Lemma 5.2. 
It is easy to observe the following corollaries from Lemmas 5.1 and 5.2.
Corollary 5.1. Under the assumptions of Lemma 5.1, there exist positive constants ε0, λ0
so that for any λ ≥ λ0 and ε ≤ ε0, one has
‖ℏ 12 eΨ(u, b)Φ‖
L˜∞
[t0,t]
(B 12 ,0) +
√
cλ‖ℏ 12 eΨ(u, b)Φ‖L˜2
[t0,t];θ˙
(B1,0)
+
√
lκ‖ℏ
1
2 eΨ∂y(u, b)Φ‖
L˜2
[t0,t]
(B 12 ,0) ≤ ‖ℏ
1
2 eΨ(u, b)Φ(t0)‖B 12 ,0
+ ‖
√
ℏ′eΨ(u, b)Φ‖
L˜2
[t0,t]
(B 12 ,0) + Cε
− 1
2‖〈τ〉 12ℏ 12 eΨ(mU ,mB)Φ‖
L˜2
[t0,t]
(B 12 ,0).
(5.9)
Proof. By taking square root of (5.1) and then multiplying the resulting inequality by 2
k
2
and finally summing over k ∈ Z, we find
‖ℏ 12 eΨ(u, b)Φ‖
L˜∞
[t0,t]
(B 12 ,0) + 2
√
lκ‖ℏ
1
2 eΨ∂y(u, b)Φ‖
L˜2
[t0,t]
(B 12 ,0)
+
√
2cλ‖ℏ 12 eΨ(u, b)Φ‖L˜2
[t0,t];θ˙
(B1,0) ≤ ‖ℏ
1
2 eΨ(u, b)Φ(t0)‖B 12 ,0
+ ‖
√
ℏ′eΨ(u, b)Φ‖
L˜2
[t0,t]
(B 12 ,0) +
√
cε‖ℏ 12 eΨ∂y(u, b)Φ‖
L˜2
[t0,t]
(B 12 ,0)
+ C
(
‖ℏ 12 eΨ(u, b)Φ‖L˜2
[t0,t];θ˙
(B1,0) + ε
− 1
2‖〈τ〉 12ℏ 12 eΨ(mU ,mB)Φ‖
L˜2
[t0,t]
(B 12 ,0)
)
.
Taking λ big enough and ε ≤ ε0 small enough in the above inequality gives rise to (5.9). 
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Corollary 5.2. Under the assumption of Lemma 5.2, there exist positive constants ε0, λ0 so
that for any λ ≥ λ0 and ε ≤ ε0, one has
‖ℏ 12 eΨκ(u, b)Φκ‖L˜∞
[t0,t]
(B 12 ,0) +
√
cλ‖ℏ 12 eΨ(u, b)Φκ‖L˜2
[t0,t];
˙θκ
(B1,0)
+
√
κℓκ‖ℏ
1
2 eΨκ∂y(u, b)Φκ‖L˜2
[t0,t]
(B 12 ,0) ≤ ‖ℏ
1
2 eΨκ(u, b)Φ(t0)‖B 12 ,0
+ ‖
√
ℏ′eΨκ(u, b)Φκ‖L˜2
[t0,t]
(B 12 ,0) + Cε
− 1
2 ‖〈τ〉 12ℏ 12 eΨκ(mU ,mB)Φκ‖L˜2
[t0,t]
(B 12 ,0).
(5.10)
Proof. The proof is the same as that of Corollary 5.1. We omit the details here. 
Now we are in a position to prove Propositions 2.2 and 2.5.
Proof of Proposition 2.2. Taking ℏ(t) = 1 and t0 = 0 in Corollary 5.1 gives rise to
‖eΨ(u, b)Φ‖
L˜∞t (B
1
2 ,0)
+
√
cλ‖eΨ(u, b)Φ‖L˜2
t;θ˙
(B1,0) +
√
lκ‖eΨ∂y(u, b)Φ‖
L˜2t (B
1
2 ,0)
≤ ‖e y
2
8 eδ|Dx|(u0, b0)‖B 12 ,0 + C
√
ε.
(5.11)
While by taking t0 =
t
2 and ℏ(t) = (t− t0)1+2lκ−2cε in Corollary 5.1, we find
‖t 12+lκ−cεeΨ(u, b)Φ(t)‖B 12 ,0 . ‖(τ − t/2)
1
2
+lκ−cεeΨ(u, b)Φ‖
L˜∞
[t/2,t]
(B 12 ,0)
. ‖τ lκ−cεeΨ(u, b)Φ‖
L˜2
[t/2,t]
(B 12 ,0) + ε
− 1
2 ‖〈τ〉1+lκ−cεeΨ(mU ,mB)Φ‖
L˜2t (B
1
2 ,0)
. ‖τ lκ−cεeΨ(u, b)Φ‖
L˜2
[t/2,t]
(B 12 ,0) +
√
ε.
(5.12)
Due to (u, b) = ∂y(ϕ,ψ), we get, by applying Proposition 2.1, that
(5.13) ‖t 12+lκ−cεeΨ(u, b)Φ(t)‖B 12 ,0 . ‖e
y2
8 eδ|Dx|(ϕ0, ψ0)‖B 12 ,0 +
√
ε.
Thanks to Proposition 2.1 and (5.13), we get, by taking t0 =
t
2 and ℏ(t) = t
1+2lκ−2cε in
Corollary 5.1, that
‖τ 12+lκ−cεeΨ∂y(u, b)Φ‖
L˜2
[t/2,t]
(B 12 ,0) . ‖(t/2)
1
2
+lκ−cεeΨ(u, b)Φ(t/2)‖B 12 ,0
+ ‖τ lκ−cεeΨ(u, b)Φ‖
L˜2
[t/2,t]
(B 12 ,0) + ε
− 1
2 ‖〈τ〉1+lκ−cεeΨ(mU ,mB)Φ‖
L˜2t (B
1
2 ,0)
. ‖e y
2
8 eδ|Dx|(ϕ0, ψ0)‖B 12 ,0 + C
√
ε.
which together with (5.11) and (5.13) ensures Proposition 2.2. 
Proof of Proposition 2.5. The proof of this proposition is the same as that of Proposition 2.2.
Indeed taking ℏ(t) = 1 and t0 = 0 in Corollary 5.2 gives rise to
‖eΨκ(u, b)Φκ‖L˜∞t (B 12 ,0) +
√
κℓκ‖eΨκ∂y(u, b)Φκ‖L˜2t (B 12 ,0)
+
√
cλ‖ℏ 12 eΨκ(u, b)Φκ‖L˜2
[t0,t];
˙θκ
(B1,0) ≤ ‖e
y2
8κ eδ|Dx|(u0, b0)‖B 12 ,0 + C
√
ε..
(5.14)
We omit the other details here. 
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6. Analytic energy estimates of the quantities (G,H)
In this section, we shall present the a priori weighted analytic energy estimate to the
quantities (G,H) which are defined by (1.8). Those estimates will be crucial for us to globally
control the analytic band of solutions to (1.4) and (1.6).
We first observe from (1.8) and the boundary conditions in (1.4) and (1.6) that
G|y=0 = ∂yH|y=0 = 0.
While by multiplying the ϕ equation of (1.6) by y2〈t〉 (resp. the ψ equation of (1.6) by
y
2κ〈t〉)
and summing up the resulting equation with the u equation of (1.4) (resp. the b equation of
(1.4)), we find that (G,H) verifies
(6.1)

∂tG− ∂2yG+ G〈t〉 − B¯κ∂xH + u∂xG− κb∂xH − (1− κ)b∂xb+ v∂yu− h∂yb
+ y〈t〉
∫∞
y
(∂xϕ∂yu− ∂xψ∂yb)dy′ + χ′(U∂xG− κB∂xH − (1− κ)B∂xb)
+χ′(∂xUu− ∂xBb) + y〈t〉
∫∞
y
χ′′(U∂xϕ−B∂xψ)dy′
+χ(−∂xU∂yu+ ∂xB∂yb) + χ y2〈t〉 (−∂xUu+ ∂xBb) + χ′′(Uv −Bh)
+χ′ y〈t〉(∂xUϕ− ∂xBψ) + y〈t〉
∫∞
y
χ′′(∂xUϕ− ∂xBψ) = mU + y2〈t〉MU ,
∂tH − κ∂2yH + H〈t〉 − B¯κ∂xG+ u∂xH − 1κb∂xG− (1− 1κ)b∂xu+ v∂yb− h∂yu
+χ′(U∂xH − 1κB∂xG− (1− 1κ)B∂xu) + χ′(∂xBu− ∂xUb)
+χ(−∂xU∂yb+ ∂xB∂yu) + y2κ〈t〉χ(−∂xUb+ ∂xBu)
+χ′′(Bv − Uh) = mB + y2κ〈t〉MB ,
G|y=0 = ∂yH|y=0 = 0 and limy→+∞G = limy→+∞H = 0,
G|t=0 = G0, H|t=0 = H0,
We remark that the restriction for B¯κ = 0 except κ = 1 is only used in the derivation of
the system (6.1).
The key ingredients to prove Propositions 2.3 and 2.6 lie in the following two lemmas:
Lemma 6.1. Let (u, b) and (ϕ,ψ) be smooth enough solutions of (1.4) and (1.6) respectively,
and (G,H) be determined by (1.8). Let Φ(t, ξ) and Ψ(t, y) be given respectively by (1.11)
and (1.12). Then if κ ∈]0, 2[, for lκ def= κ(2−κ)4 , and for any non-negative and non-decreasing
function ℏ ∈ C1(R+), there exists a positive constant c so that
‖ℏ 12 eΨ∆hk(G,H)Φ‖2L∞
[t0,t]
(L2+)
+ 4lκ‖ℏ
1
2 eΨ∆hk∂y(G,H)Φ‖2L2
[t0,t]
(L2+)
+ 2‖〈τ〉− 12ℏ 12 eΨ∆hk(G,H)Φ‖2L2
[t0,t]
(L2+)
+ 2cλ2k‖ℏ 12 eΨ∆hk(G,H)Φ‖2L2
[t0,t];θ˙
(L2+)
≤ ‖ℏ 12 eΨ∆hk(G,H)Φ(t0)‖2L2+ + ‖
√
ℏ′eΨ∆hk(G,H)Φ‖2L2
[t0,t]
(L2+)
+ cεd2k2
−k‖ℏ 12 eΨ∂y(G,H)Φ‖2
L˜2
[t0,t]
(B 12 ,0)
+ Cd2k2
−k
(
‖ℏ 12 eΨ(G,H)Φ‖2L˜2
[t0,t];θ˙
(B1,0)
+ ε‖〈τ〉− 54ℏ 12 eΨ(u, b)Φ‖2L˜2
[t0,t];θ˙
(B1,0) + ε‖〈τ〉
− 5
4ℏ
1
2 eΨ∂y(u, b)Φ‖2
L˜2
[t0,t]
(B 12 ,0)
+ ε−1‖〈τ〉 12ℏ 12 eΨ(mU ,mB ,MB ,MU )Φ‖2
L˜2
[t0,t]
(B 12 ,0)
)
,
(6.2)
for any t0 ∈ [0, t] with t < T ∗, which is defined by (2.1).
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Proof. In view of (1.9), by applying operator eΦ(t,|Dx|) to (6.1), we write
∂tGΦ − ∂2yGΦ + λθ˙(t)|Dx|GΦ +
1
〈t〉GΦ − B¯κ∂xHΦ + [u∂xG− κb∂xH − (1− κ)b∂xb]Φ
+ [v∂yu− h∂yb]Φ + y〈t〉
∫ ∞
y
[∂xϕ∂yu− ∂xψ∂yb]Φdy′
+ χ′[U∂xG− κB∂xH − (1− κ)B∂xb]Φ + χ′′[Uv −Bh]Φ
+
y
〈t〉
∫ ∞
y
χ′′[U∂xϕ−B∂xψ]Φdy′ + χ′[∂xUu− ∂xBb]Φ
+ χ[−∂xU∂yu+ ∂xB∂yb]Φ + χ y
2〈t〉 [−∂xUu+ ∂xBb]Φ
+ χ′
y
〈t〉 [∂xUϕ− ∂xBψ]Φ +
y
〈t〉
∫ ∞
y
χ′′[∂xUϕ− ∂xBψ]Φdy′ = [mU + y
2〈t〉MU ]Φ,
(6.3)
and
∂tHΦ − κ∂2yHΦ + λθ˙(t)|Dx|HΦ +
1
〈t〉HΦ − B¯κ∂xGΦ
+ [u∂xH − 1
κ
b∂xG− (1− 1
κ
)b∂xu]Φ + [v∂yb− h∂yu]Φ
+ χ′[U∂xH − 1
κ
B∂xG− (1− 1
κ
)B∂xu]Φ + χ
′′[Bv − Uh]Φ
+ χ′[∂xBu− ∂xUb]Φ + χ[−∂xU∂yb+ ∂xB∂yu]Φ
+ χ
y
2κ〈t〉 [−∂xUb+ ∂xBu]Φ = [mB +
y
2κ〈t〉MB ]Φ
(6.4)
Again thanks to a similar cancelation equality (4.4), we get, by first applying the dyadic
operator ∆hk to (6.3), (6.4) and then taking the L
2
+ inner product of the resulting equations
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with e2Ψ∆hk(G,H)Φ respectively, that
(
eΨ∆hk(∂t − ∂2y)GΦ
∣∣eΨ∆hkGΦ)L2+ + (eΨ∆hk(∂t − κ∂2y)HΦ∣∣eΨ∆hkHΦ)L2+
+ λθ˙(t)
(
eΨ|Dx|∆hkGΦ
∣∣eΨ∆hkGΦ)L2+ + λθ˙(t)(eΨ|Dx|∆hkHΦ∣∣eΨ∆hkHΦ)L2+
+
1
〈t〉‖e
Ψ∆hkGΦ‖2L2+ +
1
〈t〉‖e
Ψ∆hkHΦ‖2L2+
+
(
eΨ∆hk[u∂xG− κb∂xH]Φ
∣∣eΨ∆hkGΦ)L2+ + (eΨ∆hk[u∂xH − 1κb∂xG]Φ∣∣eΨ∆hkHΦ)L2+
− (1− κ)(eΨ∆hk[b∂xb]Φ∣∣eΨ∆hkGΦ)L2+ − (1− 1κ)(eΨ∆hk[b∂xu]Φ∣∣eΨ∆hkHΦ)L2+
+
(
eΨ∆hk[v∂yu− h∂yb]Φ
∣∣eΨ∆hkGΦ)L2+ + (eΨ∆hk[v∂yb− h∂yu]Φ∣∣eΨ∆hkHΦ)L2+
+
(
eΨ
y
〈t〉
∫ ∞
y
∆hk[∂yu∂xϕ− ∂yb∂xψ]Φdy′
∣∣eΨ∆hkGΦ)L2+
+
(
eΨ∆hk[U∂xG− κB∂xH]Φ
∣∣eΨχ′∆hkGΦ)L2+
+
(
eΨ∆hk[U∂xH −
1
κ
B∂xG]Φ
∣∣eΨχ′∆hkHΦ)L2+
− (1− κ)(eΨ∆hk[B∂xb]Φ∣∣eΨχ′∆hkGΦ)L2+ − (1− 1κ )(eΨ∆hk[B∂xu]Φ∣∣eΨχ′∆hkHΦ)L2+
+
(
eΨ∆hk[Uv −Bh]Φ
∣∣eΨχ′′∆hkGΦ)L2+ + (eΨ∆hk[Bv − Uh]Φ∣∣eΨχ′′∆hkHΦ)L2+
+
1
〈t〉
(
eΨy
∫ ∞
y
χ′′∆hk[U∂xϕ−B∂xψ]Φdy′
∣∣eΨ∆hkGΦ)L2+
+
(
eΨ∆hk[−∂xU∂yu+ ∂xB∂yb]Φ
∣∣eΨχ∆hkGΦ)L2+
+
(
eΨ∆hk[−∂xU∂yb+ ∂xB∂yu]Φ
∣∣eΨχ∆hkHΦ)L2+
+
(
eΨ∆hk[∂xUu− ∂xBb]Φ
∣∣eΨχ′∆hkGΦ)L2+ + (eΨ∆hk[∂xBu− ∂xUb]Φ∣∣eΨχ′∆hkHΦ)L2+
+
1
2〈t〉
(
eΨ∆hk[−∂xUu+ ∂xBb]Φ
∣∣eΨyχ∆hkGΦ)L2+
+
1
2κ〈t〉
(
eΨ∆hk[−∂xUb+ ∂xBu]Φ
∣∣eΨyχ∆hkHΦ)L2+
+
1
〈t〉
(
eΨ∆hk[∂xUϕ− ∂xBψ]Φ
∣∣eΨyχ′∆hkGΦ)L2+
+
1
〈t〉
(
eΨ
∫ ∞
y
χ′′∆hk[∂xUϕ− ∂xBψ]Φdy′
∣∣eΨy∆hkGΦ)L2+
=
(
eΨ∆hk[mU +
y
2〈t〉MU ]Φ
∣∣eΨ∆hkGΦ)L2+ + (eΨ∆hk[mB + y2κ〈t〉MB ]Φ∣∣eΨ∆hkHΦ)L2+ .
(6.5)
In what follows, we shall use the technical lemmas in Section 3 to handle term by term in
(6.5).
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Notice that for κ ∈]0, 2[, κ(2− κ) ≤ 1, we get, by applying (3.3a) and (3.3b), that∫ t
t0
~(t′)
((
eΨ∆hk(∂t − ∂2y)GΦ
∣∣eΨ∆hkGΦ)L2+ + (eΨ∆hk(∂t − κ∂2y )HΦ∣∣eΨ∆hkHΦ)L2+) dt′
≥ 1
2
(‖ℏ 12 eΨ∆hk(G,H)Φ(t)‖2L2+ − ‖ℏ 12 eΨ∆hk(G,H)Φ(t0)‖2L2+)
− 1
2
‖
√
~′eΨ∆hk(G,H)Φ‖2L2
[t0,t]
(L2+)
+ 2lκ‖ℏ
1
2 eΨ∆hk∂y(G,H)Φ‖2L2
[t0,t]
(L2+)
.
We deduce from Lemma 3.1 that
λ
∫ t
t0
~(t′)θ˙(t′)
((
eΨ|Dx|∆hkGΦ
∣∣eΨ∆hkGΦ)L2+ + (eΨ|Dx|∆hkHΦ∣∣eΨ∆hkHΦ)L2+) dt′
≥ cλ2k
∫ t
t0
θ˙(t′)‖ℏ 12 eΨ∆hk(G,H)Φ‖2L2+ dt
′.
Whereas due to limy→+∞ u = limy→+∞ b = 0, we get, by applying Lemma 3.4 with a = 12
and b = c = d = 1, that∫ t
t0
~(t′)
(∣∣(eΨ∆hk[u∂xG− b∂xH]Φ∣∣eΨ∆hkGΦ)L2+∣∣+ ∣∣(eΨ∆hk[u∂xH − b∂xG]Φ∣∣eΨ∆hkHΦ)L2+∣∣) dt′
. d2k2
−k‖ℏ 12 eΨ(G,H)Φ‖2L˜2
[t0,t];f
(B1,0) with f(t) = 〈t〉
1
4‖eΨ2 ∂y(u, b)Φ(t)‖B 12 ,0 ,
from which, we get, by a similar derivation of (4.7), that∫ t
t0
~(t′)
(∣∣(eΨ∆hk[u∂xG− b∂xH]Φ∣∣eΨ∆hkGΦ)L2+∣∣
+
∣∣(eΨ∆hk[u∂xH − b∂xG]Φ∣∣eΨ∆hkHΦ)L2+∣∣) dt′
.d2k2
−k‖ℏ 12 eΨ(G,H)Φ‖2L˜2
[t0,t];θ˙
(B1,0).
(6.6)
Along the same line, by applying Lemma 3.4 with a = 12 , b =
3
4 and c = d = 1, and then
using (2.6b), we obtain∫ t
t0
~(t′)
(
(1− κ)∣∣(eΨ∆hk[b∂xb]Φ∣∣eΨ∆hkGΦ)L2+∣∣+ (1− 1κ)∣∣(eΨ∆hk[b∂xu]Φ∣∣eΨ∆hkHΦ)L2+∣∣) dt′
. d2k2
−k‖ℏ 12 e 34Ψ(u, b)Φ‖L˜2
[t0,t];θ˙
(B1,0)‖ℏ
1
2 eΨ(G,H)Φ‖L˜2
[t0,t];θ˙
(B1,0)
. d2k2
−k‖ℏ 12 eΨ(G,H)Φ‖2L˜2
[t0,t];θ˙
(B1,0).
Similarly, applying Lemma 3.5 and (2.6b) gives rise to∫ t
t0
~(t′)
(∣∣(eΨ∆hk[v∂yu− h∂yb]Φ∣∣eΨ∆hkuΦ)L2+∣∣+ ∣∣(eΨ∆hk[v∂yb− h∂yu]Φ∣∣eΨ∆hkbΦ)L2+∣∣) dt′
. d2k2
−k‖ℏ 12 e 34Ψ(u, b)Φ‖L˜2
[t0,t];θ˙
(B1,0)‖ℏ
1
2 eΨ(G,H)Φ‖L˜2
[t0,t];θ˙
(B1,0)
. d2k2
−k‖ℏ 12 eΨ(G,H)Φ‖2L˜2
[t0,t];θ˙
(B1,0).
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Whereas by applying Lemma 3.6 with a = 34 , b =
3
4 , c =
5
4 and d = 1, and then using
(2.6a), we find∫ t
t0
~(t′)
∣∣(eΨ〈t′〉−1y ∫ ∞
y
∆hk[∂yu∂xϕ− ∂yb∂xψ]Φ
∣∣eΨ∆hkGΦ)L2+∣∣ dt′
. d2k2
−k∥∥e−Ψ4 〈τ〉− 12 y∥∥
L∞t (L
∞
v )
‖〈τ〉− 12ℏ 12 e 34Ψ(ϕ,ψ)Φ‖L˜2
[t0,t];θ˙
(B1,0)
× ‖ℏ 12 eΨ(G,H)Φ‖L˜2
[t0,t];θ˙
(B1,0)
. d2k2
−k‖ℏ 12 eΨ(G,H)Φ‖2L˜2
[t0,t];θ˙
(B1,0).
While it follows Lemma 3.8 that∫ t
t0
~(t′)
(∣∣(eΨ∆hk[U∂xG− κB∂xH]Φ∣∣eΨχ′∆hkGΦ)L2+∣∣
+
∣∣(eΨ∆hk[U∂xH − 1κB∂xG]Φ∣∣eΨχ′∆hkHΦ)L2+∣∣) dt′ . ε 12 d2k2−k‖ℏ 12 eΨ(G,H)Φ‖2L˜2[t0,t];θ˙(B1,0).
Similarly, we get, by applying Lemma 3.8 and (1.10), that∫ t
t0
~(t′)
(
(1− κ)∣∣(eΨ∆hk[B∂xb]Φ∣∣eΨχ′∆hkGΦ)L2+∣∣
+ (1− 1
κ
)
∣∣(eΨ∆hk[B∂xu]Φ∣∣eΨχ′∆hkHΦ)L2+∣∣) dt′
. ε
1
2d2k2
−k‖〈τ〉− 54ℏ 12 eΨ(u, b)Φ‖L˜2
[t0,t];θ˙
(B1,0)‖ℏ
1
2 eΨ(G,H)Φ‖L˜2
[t0,t];θ˙
(B1,0)
. d2k2
−k(ε‖〈τ〉− 54ℏ 12 eΨ(u, b)Φ‖2L˜2
[t0,t];θ˙
(B1,0) + ‖ℏ
1
2 eΨ(G,H)Φ‖2L˜2
[t0,t];θ˙
(B1,0)
)
.
Notice from the definition of χ above (1.3) that suppχ′′ ⊂ [1, 2]. Then in view of (5.6), we
get, by a similar derivation of (3.25), that∫ t
t0
~(t′)
(∣∣(eΨ∆hk[Uv −Bh]Φ∣∣eΨχ′′∆hkGΦ)L2+∣∣+ ∣∣(eΨ∆hk[Bv − Uh]Φ∣∣eΨχ′′∆hkHΦ)L2+∣∣) dt′
. d2k2
−k‖eΨ‖L∞0≤y≤2‖ℏ
1
2 (u, b)Φ‖L˜2
[t0,t];θ˙
(B1,0)‖ℏ
1
2 eΨ(G,H)Φ‖L˜2
[t0,t];θ˙
(B1,0)
. d2k2
−k‖ℏ 12 eΨ(G,H)Φ‖2L˜2
[t0,t];θ˙
(B1,0).
Moreover, again due to suppχ′′ ⊂ [1, 2], we deduce that the term ∫ t
t0
~(t′)
∣∣ 1〈t〉(eΨy ∫∞y χ′′∆hk[U∂xϕ−
B∂xψ]Φdy
′∣∣eΨ∆hkGΦ)L2+∣∣ dt′ shares the same estimate as above.
On the other hand, we observe from (2.13b) that
‖eΨy∆hk(G,H)Φ‖L2+ ≤ 4〈t〉‖e
Ψ∂y∆
h
k(G,H)Φ‖L2+ ,
which implies
‖eΨy(G,H)Φ‖L˜pt (Bs,0) ≤ 4‖〈τ〉e
Ψ∂y(G,H)Φ‖L˜pt (Bs,0).
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So that by applying (3.26) and (1.14a), we find∫ t
t0
~(t′)
(∣∣(eΨ∆hk[−∂xU∂yu+ ∂xB∂yb]Φ∣∣eΨχ∆hkGΦ)L2+∣∣
+
∣∣(eΨ∆hk[−∂xU∂yb+ ∂xB∂yu]Φ∣∣eΨχ∆hkHΦ)L2+∣∣) dt
. d2k2
−k‖〈τ〉 94 (U,B)Φ‖
L˜∞
[t0,t]
(B
3
2
h )
‖〈τ〉− 54ℏ 12 eΨ∂y(u, b)Φ‖
L˜2
[t0,t]
(B 12 ,0)
× ‖〈τ〉−1ℏ 12 eΨy(G,H)Φ‖
L˜2
[t0,t]
(B 12 ,0)
. εd2k2
−k
(
‖〈τ〉− 54ℏ 12 eΨ∂y(u, b)Φ‖2
L˜2
[t0,t]
(B 12 ,0)
+ ‖ℏ 12 eΨ∂y(G,H)Φ‖2
L˜2
[t0,t]
(B 12 ,0)
)
.
Along the same line, we infer∫ t
t0
~(t′)
(∣∣(eΨ∆hk[∂xUu− ∂xBb]Φ∣∣eΨχ′∆hkGΦ)L2+∣∣
+
∣∣(eΨ∆hk[∂xBu− ∂xUb]Φ∣∣eΨχ′∆hkHΦ)L2+∣∣) dt′
. d2k2
−k‖〈τ〉 94 (U,B)Φ‖
L˜∞
[t0,t]
(B
3
2
h )
‖〈τ〉− 74ℏ 12 eΨ(u, b)Φ‖
L˜2
[t0,t]
(B 12 ,0)
× ‖〈τ〉− 12ℏ 12 eΨ(G,H)Φ‖
L˜2
[t0,t]
(B 12 ,0)
. εd2k2
−k
(
‖〈τ〉− 54ℏ 12 eΨ∂y(u, b)Φ‖2
L˜2
[t0,t]
(B 12 ,0)
+ ‖ℏ 12 eΨ∂y(G,H)Φ‖2
L˜2
[t0,t]
(B 12 ,0)
)
.
and ∫ t
t0
~(t′)
( 1
2〈t′〉
∣∣(eΨy∆hk[−∂xUu+ ∂xBb]Φ∣∣eΨχ∆hkGΦ)L2+∣∣
+
1
2κ〈t′〉
∣∣(eΨ∆hk[−∂xUb+ ∂xBu]Φ∣∣eΨχ∆hkHΦ)L2+∣∣) dt′
. d2k2
−k‖〈τ〉 94 (U,B)Φ‖
L˜∞
[t0,t]
(B 32 )‖〈τ〉
− 9
4ℏ
1
2 eΨy(u, b)Φ‖
L˜2
[t0,t]
(B 12 ,0)
× ‖〈τ〉−1ℏ 12 eΨy(G,H)Φ‖
L˜2
[t0,t]
(B 12 ,0)
. εd2k2
−k
(
‖〈τ〉− 54ℏ 12 eΨ∂y(u, b)Φ‖2
L˜2
[t0,t]
(B 12 ,0)
+ ‖ℏ 12 eΨ∂y(G,H)Φ‖2
L˜2
[t0,t]
(B 12 ,0)
)
.
and ∫ t
t0
~(t′)
1
〈t′〉
∣∣(eΨ∆hk[∂xUϕ− ∂xBψ]Φ∣∣eΨyχ′∆hkGΦ)L2+∣∣ dt′
. d2k2
−k‖〈τ〉 94 (U,B)Φ‖
L˜∞
[t0,t]
(B 32 )‖〈τ〉
− 9
4ℏ
1
2 eΨ(ϕ,ψ)Φ‖
L˜2
[t0,t]
(B 12 ,0)
× ‖〈τ〉−1ℏ 12 eΨy(G,H)Φ‖
L˜2
[t0,t]
(B 12 ,0)
. εd2k2
−k
(
‖〈τ〉− 54ℏ 12 eΨ∂y(u, b)Φ‖2
L˜2
[t0,t]
(B 12 ,0)
+ ‖ℏ 12 eΨ∂y(G,H)Φ‖2
L˜2
[t0,t]
(B 12 ,0)
)
.
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Furthermore, due to suppχ′′ ⊂ [1, 2],, we deduce that the term ∫ t
t0
~(t′)
∣∣〈t′〉−1(eΨ ∫∞
y
χ′′∆hk[∂xUϕ−
∂xBψ]Φdy
′∣∣eΨy∆hkGΦ)L2+∣∣ dt′ shares the same estimate as above.
Finally for the remained source term, by Young’s inequality, we achieve∫ t
t0
~(t′)
(∣∣(eΨ∆hk(mU + y2〈t′〉MU )Φ∣∣eΨ∆hkGΦ)L2+∣∣
+
∣∣(eΨ∆hk(mB + y2κ〈t′〉MB)Φ∣∣eΨ∆hkHΦ)L2+∣∣) dt′
. d2k2
−k‖〈τ〉 12ℏ 12 eΨ(mU ,mB ,MB ,MU )Φ‖
L˜2
[t0,t]
(B 12 ,0)‖〈τ〉
− 1
2ℏ
1
2 eΨ(G,H)Φ‖
L˜2
[t0,t]
(B 12 ,0)
. d2k2
−k(ε‖ℏ 12 eΨ∂y(G,H)Φ‖2
L˜2
[t0,t]
(B 12 ,0)
+ ε−1‖〈τ〉 12ℏ 12 eΨ(mU ,mB ,MB ,MU )Φ‖2
L˜2
[t0,t]
(B 12 ,0)
)
By multiplying (6.5) by ~(t) and then integrating the resulting equality over [t0, t], and
finally inserting the above estimates to the equality, we obtain (6.2). This completes the
proof of Lemma 6.1. 
Lemma 6.2. Let (u, b) and (ϕ,ψ) be smooth enough solutions of (1.4) and (1.6) respectively,
and (G,H) be determined by (1.8). Let Φκ(t, ξ) and Ψκ(t, y) be given by (1.19) and (1.20)
respectively. Then if κ ∈]1/2,∞[, for ℓκ def= 2κ−14κ2 , and for any non-negative and non-decreasing
function ℏ ∈ C1(R+), there exists a positive constant c so that
‖ℏ 12 eΨκ∆hk(G,H)Φκ‖2L∞
[t0,t]
(L2+)
+ 4κℓκ‖ℏ
1
2 eΨκ∆hk∂y(G,H)Φκ‖2L2
[t0,t]
(L2+)
+ 2‖〈τ〉− 12ℏ 12 eΨκ∆hk(G,H)Φκ‖2L2
[t0,t]
(L2+)
+ 2cλ2k‖ℏ 12 eΨκ∆hk(G,H)Φκ‖2L2
[t0,t];
˙θκ
(L2+)
≤ ‖ℏ 12 eΨκ∆hk(G,H)Φκ(t0)‖2L2+ + ‖
√
ℏ′eΨκ∆hk(G,H)Φκ‖2L2
[t0,t]
(L2+)
+ cεd2k2
−k‖ℏ 12 eΨκ∂y(G,H)Φκ‖2
L˜2
[t0,t]
(B 12 ,0)
+ Cd2k2
−k
(
‖ℏ 12 eΨκ(G,H)Φκ‖2L˜2
[t0,t];θ˙κ
(B1,0)
+ ε‖〈τ〉− 54ℏ 12 eΨκ∂y(u, b)Φκ‖2
L˜2
[t0,t]
(B 12 ,0)
+ ε‖〈τ〉− 54ℏ 12 eΨκ(u, b)Φκ‖2L˜[t0,t];θ˙κ(B1,0)
+ ε−1‖〈τ〉 12ℏ 12 eΨκ(mU ,mB ,MB ,MU )Φκ‖2
L˜2
[t0,t]
(B 12 ,0)
)
,
(6.7)
for any t0 ∈ [0, t] with t < T ∗κ , which is defined by (2.7).
Proof. The proof of Lemma 6.2 is almost the same as that of Lemma 6.1. Indeed (6.5) holds
with θ,Ψ and Φ there being replaced by θκ,Ψκ and Φκ. In what follows, we just present the
estimates to the terms with the estimates of which are different from that of Lemma 6.1.
We first observe that due to κ ∈]1/2,∞[, 2κ − 1 ≤ κ2. Then we get, by applying (3.4a)
and (3.4b), that∫ t
t0
~(t′)
((
eΨκ∆hk(∂t − ∂2y)GΦκ
∣∣eΨκ∆hkGΦκ)L2+ + (eΨκ∆hk(∂t − κ∂2y)HΦκ∣∣eΨκ∆hkHΦκ)L2+) dt′
≥ 1
2
(‖ℏ 12 eΨκ∆hk(G,H)Φκ(t)‖2L2+ − ‖ℏ 12 eΨκ∆hk(G,H)Φκ(t0)‖2L2+)
− 1
2
‖
√
~′eΨκ∆hk(G,H)Φκ‖2L2
[t0,t]
(L2+)
+ 2κℓκ‖ℏ
1
2 eΨκ∆hk∂y(G,H)Φκ‖2L2
[t0,t]
(L2+)
.
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Whereas due to limy→+∞ u = limy→+∞ b = 0, we get, by applying Lemma 3.4 with a = 12κ
and b = c = d = 1
κ
, that∫ t
t0
~(t′)
(∣∣(eΨκ∆hk[u∂xG− b∂xH]Φκ∣∣eΨκ∆hkGΦκ)L2+∣∣
+
∣∣(eΨκ∆hk[u∂xH − b∂xG]Φκ∣∣eΨκ∆hkHΦκ)L2+∣∣) dt′
. d2k2
−k‖ℏ 12 eΨκ(G,H)Φκ‖2L˜2
[t0,t];f
(B1,0) with f(t) = 〈t〉
1
4 ‖e 12Ψκ∂y(u, b)Φκ(t)‖B 12 ,0 ,
from which, we get, by a similar derivation of (4.10), that∫ t
t0
~(t′)
(∣∣(eΨκ∆hk[u∂xG− b∂xH]Φκ∣∣eΨκ∆hkGΦκ)L2+∣∣
+
∣∣(eΨκ∆hk[u∂xH − b∂xG]Φκ∣∣eΨκ∆hkHΦκ)L2+∣∣) dt′
. d2k2
−k‖ℏ 12 eΨκ(G,H)Φκ‖2L˜2
[t0,t];
˙θκ
(B1,0).
(6.8)
Along the same line, by applying Lemma 3.4 with a = 12κ , b =
3
4κ and c = d =
1
κ
, we get, by
a similar derivation of (6.8), that∫ t
t0
~(t′)
(
(1− κ)
∣∣(eΨκ∆hk[b∂xb]Φκ∣∣eΨκ∆hkGΦκ)L2+∣∣
+ (1− 1
κ
)
∣∣(eΨκ∆hk[b∂xu]Φκ∣∣eΨκ∆hkHΦκ)L2+∣∣) dt′
. d2k2
−k‖ℏ 12 e 34Ψκ(u, b)Φκ‖L˜2
[t0,t];
˙θκ
(B1,0)‖ℏ
1
2 eΨκ(G,H)Φκ‖L˜2
[t0,t];
˙θκ
(B1,0)
. d2k2
−k‖ℏ 12 eΨκ(G,H)Φκ‖2L˜2
[t0,t];
˙θκ
(B1,0).
Similarly, by applying Lemma 3.6 with a = 34κ , b =
3
4κ , c =
5
4κ and d =
1
κ
, we achieve∫ t
t0
~(t′)
∣∣(eΨκ〈t′〉−1y ∫ ∞
y
∆hk[∂yu∂xϕ− ∂yb∂xψ]Φκ
∣∣eΨκ∆hkGΦκ)L2+∣∣ dt′
. d2k2
−k‖e−Ψκ4 〈τ〉− 12 y‖L∞t (L∞v )‖〈τ〉−
1
2ℏ
1
2 e
3
4
Ψκ(ϕ,ψ)Φκ‖L˜2
[t0,t];θ˙κ(t)
(B1,0)
× ‖ℏ 12 eΨκ(G,H)Φκ‖L˜2
[t0,t];
˙θκ
(B1,0)
. d2k2
−k‖ℏ 12 eΨκ(G,H)Φκ‖2L˜2
[t0,t];
˙θκ
(B1,0).
On the other hand, we deduce from (2.12b) that
‖eΨκy∆hk(G,H)Φκ‖L2+ . κ〈t〉‖e
Ψκ∂y∆
h
k(G,H)Φκ‖L2+ ,
which implies
‖eΨκy(G,H)Φκ‖L˜pt (Bs,0) . κ‖〈τ〉e
Ψκ∂y(G,H)Φκ‖L˜pt (Bs,0).
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So that by applying (3.26) and (1.14a), we find
∫ t
t0
~(t′)
(∣∣(eΨκ∆hk[−∂xU∂yu+ ∂xB∂yb]Φκ∣∣eΨκχ∆hkGΦκ)L2+∣∣
+
∣∣(eΨκ∆hk[−∂xU∂yb+ ∂xB∂yu]Φκ∣∣eΨκχ∆hkHΦκ)L2+∣∣) dt
. d2k2
−k‖〈τ〉 94 (U,B)Φκ |
L˜∞
[t0,t]
(B
3
2
h )
‖〈τ〉− 54ℏ 12 eΨκ∂y(u, b)Φκ‖L˜2
[t0,t]
(B 12 ,0)
× ‖〈τ〉−1ℏ 12 eΨκy(G,H)Φκ‖L˜2
[t0,t]
(B 12 ,0)
. κεd2k2
−k
(
‖〈τ〉− 54ℏ 12 eΨκ∂y(u, b)Φκ‖2
L˜2
[t0,t]
(B 12 ,0)
+ ‖ℏ 12 eΨκ∂y(G,H)Φκ‖2
L˜2
[t0,t]
(B 12 ,0)
)
.
With the above estimates, we can repeat the proof of (6.2) to complete the proof of (6.7).
This completes the proof of Lemma 6.2. 
An immediate application of Lemmas 6.1 and 6.2 leads to
Corollary 6.1. Under the assumption of Lemma 6.1, there exist positive constants ε0, λ0 so
that for any λ ≥ λ0 and ε ≤ ε0, one has
‖ℏ 12 eΨ(G,H)Φ‖
L˜∞
[t0,t]
(B 12 ,0) +
√
lκ‖ℏ
1
2 eΨ∂y(G,H)Φ‖
L˜2
[t0,t]
(B 12 ,0)
≤ ‖ℏ 12 eΨ(G,H)Φ(t0)‖B 12 ,0 + ‖
√
ℏ′eΨ(G,H)Φ‖
L˜2
[t0,t]
(B 12 ,0)
+ C
(
ε
1
2‖〈τ〉− 54ℏ 12 eΨ∂y(u, b)Φ‖
L˜2
[t0,t]
(B 12 ,0) + ε
1
2 ‖〈τ〉− 54ℏ 12 eΨ(u, b)Φ‖L˜2
[t0,t];θ˙
(B1,0)
+ ε−
1
2‖〈τ〉 12ℏ 12 eΨ(mU ,mB ,MB ,MU )Φ‖
L˜2
[t0,t]
(B 12 ,0)
)
.
(6.9)
Proof. By taking square root of (6.2) and then multiplying the resulting inequality by 2
k
2
and finally summing over k ∈ Z, we find
‖ℏ 12 eΨ(G,H)Φ‖
L˜∞
[t0,t]
(B 12 ,0) + 2
√
lκ‖ℏ
1
2 eΨ∂y(G,H)Φ‖
L˜2
[t0,t]
(B 12 ,0)
+
√
2cλ‖ℏ 12 eΨ(G,H)Φ‖L˜2
[t0,t];θ˙
(B1,0) ≤ ‖ℏ
1
2 eΨ(G,H)Φ(t0)‖B 12 ,0
+ ‖
√
ℏ′eΨ(G,H)Φ‖
L˜2
[t0,t]
(B 12 ,0) +
√
cε‖ℏ 12 eΨ∂y(G,H)Φ‖
L˜2
[t0,t]
(B 12 ,0)
+ C
(
ε
1
2‖〈τ〉− 54ℏ 12 eΨ∂y(u, b)Φ‖
L˜2
[t0,t]
(B 12 ,0) + ε
1
2‖〈τ〉− 54ℏ 12 eΨ(u, b)Φ‖L˜2
[t0,t];θ˙
(B1,0)
+ ‖ℏ 12 eΨ(G,H)Φ‖L˜2
[t0,t];θ˙
(B1,0) + ε
− 1
2 ‖〈τ〉 12ℏ 12 eΨ(mU ,mB ,MB ,MU )Φ‖
L˜2
[t0,t]
(B 12 ,0)
)
.
Then by taking λ big enough and ε ≤ ε0 small enough, we arrive at (6.9). 
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Corollary 6.2. Under the assumption of Lemma 5.2, there exist positive constants ε0, λ0 so
that for any λ ≥ λ0 and ε ≤ ε0, one has
‖ℏ 12 eΨκ(G,H)Φκ‖L˜∞
[t0,t]
(B 12 ,0) +
√
κℓκ‖ℏ
1
2 eΨκ∂y(G,H)Φκ‖L˜2
[t0,t]
(B 12 ,0)
≤ ‖ℏ 12 eΨκ(G,H)Φκ(t0)‖B 12 ,0 + ‖
√
ℏ′eΨκ(G,H)Φκ‖L˜2
[t0,t]
(B 12 ,0)
+ C
(
ε
1
2 ‖〈τ〉− 54ℏ 12 eΨκ∂y(u, b)Φκ‖L˜2
[t0,t]
(B 12 ,0) + ε
1
2 ‖〈τ〉− 54ℏ 12 eΨκ(u, b)Φκ‖L˜2
[t0,t];
˙θκ
(B1,0)
+ ε−
1
2 ‖〈τ〉 12ℏ 12 eΨκ(mU ,mB ,MB ,MU )Φκ‖L˜2
[t0,t]
(B 12 ,0)
)
.
(6.10)
Proof. The proof of this corollary is the same as that of Corollary 6.1, we omit the details
here. 
Now we are in a position to prove Proposition 2.3 and 2.6.
Proof of Proposition 2.3. We first observe from (5.11) that for ℏ(t) ≤ C〈t〉 52 ,
‖〈τ〉− 54ℏ 12 eΨ∂y(u, b)Φ‖
L˜2t (B
1
2 ,0)
+
√
cλ‖〈τ〉− 54ℏ 12 eΨ(u, b)Φ‖L˜2
t;θ˙
(B1,0)
≤ ‖e y
2
8 eδ|Dx|(u0, b0)‖B 12 ,0 + C
√
ε.
(6.11)
Whereas it follows from Lemma 2.3 that
‖eΨ∂y∆hk(G,H)Φ‖2L2+ ≥
1
2〈t〉‖e
Ψ∆hk(G,H)Φ‖2L2+ .
Then by taking ℏ(t) = 〈t〉2+2lκ−2cε and t0 = 0 in Lemma 6.1, we find
‖〈τ〉1+lκ−cεeΨ∆hk(G,H)Φ‖2L∞t (L2+) + 4cε‖〈τ〉
1+lκ−cεeΨ∂y∆hk(G,H)Φ‖2L2t (L2+)
+ 2cλ2k‖〈τ〉1+lκ−cεeΨ∆hk(G,H)Φ‖2L2
t;θ˙
(L2+)
≤ ‖e y
2
8 eδ|Dx|∆hk(G0,H0)‖2L2+
+ cεd2k2
−k‖〈τ〉1+lκ−cεeΨ∂y(G,H)Φ‖2
L˜2t (B
1
2 ,0)
+ Cd2k2
−k
(
ε‖eΨ∂y(u, b)Φ‖2
L˜2t (B
1
2 ,0)
+ ε‖eΨ(u, b)Φ‖2L˜2
t;θ˙
(B1,0) + ‖〈τ〉
1+lκ−cεeΨ(G,H)Φ‖2L˜2
t;θ˙
(B1,0)
+ ε−1‖〈τ〉 32+lκ−cεeΨ(mU ,mB ,MB ,MU )Φ‖2
L˜2t (B
1
2 ,0)
)
.
Taking square root of the above inequality and then multiplying it by 2
k
2 and finally summing
up the resulting one over k ∈ Z gives rise to
‖〈τ〉1+lκ−cεeΨ(G,H)Φ‖
L˜∞t (B
1
2 ,0)
+
√
2cλ‖〈τ〉1+lκ−cεeΨ(G,H)Φ‖L˜2
t;θ˙
(B1,0)
≤ ‖e y
2
8 eδ|Dx|(G0,H0)‖B 12 ,0 + C
(
‖〈τ〉1+lκ−cεeΨ(G,H)Φ‖L˜2
t;θ˙
(B1,0)
+ ε
1
2 ‖eΨ(u, b)Φ‖L˜2
t;θ˙
(B1,0) + ε
1
2 ‖eΨ∂y(u, b)Φ‖
L˜2t (B
1
2 ,0)
+ ε−
1
2‖〈τ〉 32+lκ−cεeΨ(mU ,mB ,MB ,MU )Φ‖
L˜2t (B
1
2 ,0)
)
.
Then thanks to (1.15), (3.23) and (6.11), we get, by taking λ large enough, that
‖〈τ〉1+lκ−cεeΨ(G,H)Φ‖
L˜∞t (B
1
2 ,0)
.
√
ε
(‖e y28 eδ|Dx|(u0, b0)‖B 12 ,0 + 1).(6.12)
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Along the same line, thanks to (3.23) and (6.11), we get, by taking ℏ(t) = 1 and t0 = 0 in
Corollary 6.1, that
(6.13) ‖eΨ∂y(G,H)Φ‖
L˜2t (B
1
2 ,0)
.
√
ε
(‖e y28 eδ|Dx|(u0, b0)‖B 12 ,0 + 1).
Similarly, by taking ℏ(t) = 〈t〉2+2lκ−2cε and t0 = t2 in Corollary 6.1, we achieve
‖〈τ〉1+lκ−cεeΨ∂y(G,H)Φ‖
L˜2
[ t2 ,t]
(B 12 ,0) . ε
1
2‖e y
2
8 eδ|Dx|(u0, b0)‖B 12 ,0 +
√
ε
+
∥∥〈t/2〉1+lκeΨ(G,H)Φ(t/2)∥∥B 12 ,0 + ‖〈τ〉 12+lκ−cεeΨ(G,H)Φ‖L˜2
[ t2 ,t]
(B 12 ,0).
Notice that
‖〈τ〉 12+lκ−cεeΨ(G,H)Φ‖
L˜2
[ t2 ,t]
(B 12 ,0) . ‖〈τ〉
1+lκ−cεeΨ(G,H)Φ‖
L˜∞
[ t2 ,t]
(B 12 ,0).
As a consequence, we deduce from (6.12) that
(6.14) ‖〈τ〉1+lκ−cεeΨ∂y(G,H)Φ‖
L˜2
[ t2 ,t]
(B 12 ,0) .
√
ε
(‖e y28 eδ|Dx|(u0, b0)‖B 12 ,0 + 1).
With (6.12) and (6.14), to finish the proof of Proposition 2.3, it remains to show that for
any t < T ∗,
(6.15)
∫ t
0
〈τ〉 14 ‖eΨ∂y(G,H)Φ‖B 12 ,0dτ .
√
ε
(‖e y28 eδ|Dx|(u0, b0)‖B 12 ,0 + 1).
Indeed taking ε0 to be so small that cε0 < lκ. Then for ε ≤ ε0, we deduce from (6.14) that
for 1 ≤ t < T ∗ ∫ t
t
2
〈τ〉 14‖eΨ∂y(G,H)Φ‖B 12 ,0dτ
≤ ‖〈τ〉− 34−lκ+cε‖L2
[ t2 ,t]
‖〈τ〉1+lκ−cεeΨ∂y(G,H)Φ‖
L˜2
[ t2 ,t]
(B 12 ,0)
. t−
1
4
−lκ+cε√ε(‖e y28 eδ|Dx|(u0, b0)‖B 12 ,0 + 1).
(6.16)
By dividing the time interval [0, t] into [0, 1], [1, 2], [2, 4], · · · , [2N , t], and using (6.13) and
(6.16), we arrive at∫ t
0
〈τ〉 14 ‖eΨ∂y(G,H)Φ‖B 12 ,0dτ ≤
(∫ 1
0
+
N∑
j=1
∫ 2j
2j−1
+
∫ t
2j
)〈τ〉 14 ‖eΨ∂y(G,H)Φ‖B 12 ,0dτ
.
(
1 +
N∑
j=1
2−
j
4 + t−
1
4
)√
ε
(‖e y28 eδ|Dx|(u0, b0)‖B 12 ,0 + 1)
.
√
ε
(‖e y28 eδ|Dx|(u0, b0)‖B 12 ,0 + 1).
This leads to (6.15). We thus complete the proof of Proposition 2.3. 
Proof of Proposition 2.6. The proof of Proposition 2.6 is the same as that of Proposition 2.3.
We omit the details here. 
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