Procedures that may be used to evaluate the operational performance of a wide spectrum of geophysical models are introduced. Primarily using a complementary set of difference measures, both model accuracy and precision can be meaningfully estimated, regardless of whether the model predictions are manifested as scalars, directions, or vectors. It is additionally suggested that the reliability of the accuracy and precision measures can be determined from bootstrap estimates of confidence and significance. Recommended procedures are illustrated with a comparative evaluation of two models that estimate wind velocity over the South Atlantic Bight.
ginning to replace the correlation-and skill-based indices as the paramount measures of accuracy. This represents a desirable trend because the correlation-and skill-based measures are not consistently related to model accuracy, but since the difference indices have not been thoroughly investigated, their effective application to a wide variety of geophysical models and data requires further exploration. With this in mind, the array of difference measures previously discussed by Willmort [1981, 1982, 1984 -1 is modified so that it may be used to evaluate and compare geophysical models that predict vector as well as scalar variables or fields.
Geophysical variables are often measured and modeled at discrete times and/or locations even though they may, in reality, be continuous. With the exception of RMSE, our measures differ from those recommended by Fox [1981, 1984l, Preisendorfer and  Barnett [1983l and most others primarily because we assume that all the error is contained within P and that O is error free. If O is known to contain nontrivial errors, they should be excised prior to the application of our statistics. We also con- Willmott [ , 1982 Willmott [ , 1984 has discussed the interpretation of these indices with scalar data; therefore the following paragraph is limited to direction and vector applications. 
When these difference measures are accompanied by datadisplay graphics, summary univariate statistics (e.g., the vector means of P and O), estimates of reliability, and salient sensitivity studies, they form the base of a comprehensive approach to the evaluation of model performance.
RELIABILITY AND SIGNIFICANCE ESTIMATION
Dissatisfaction with the standard statistical approaches to the estimation of reliability and significance, principally through parametric confidence estimates and hypothesis tests, prompted Willrnott [1981 Willrnott [ , 1982 Willrnott [ , 1984 Bootstrap statistics are not as efficient as their parametric counterparts in that they substitute "raw computing power for theoretical analysis"; however, they provide "crude but trustworthy nonparametric answers" when "parametric assumptions are difficult to justify" [Efron and Gong, 1983 
where So is the observed probability level. This calculation is essentially of the same form as (11) One of these models represents a simple rule-of-thumb in which the wind speed over the SAB is assumed to be twice the observed coastal speed while the direction is taken as that observed at the coastal meteorological station. This transfer function is referred to as the "simple model." The second model, developed by Weisberg and Pietrafesa [1983] , is a statistically derived transfer function between the measured wind at Charleston, South Carolina (CHS), and that observed at the NOAA Data Buoy Center (NDBC) data buoy 41002 (• 300 km east of CHS). This model, referred to as the W-P model, was specified with three-hourly wind velocities observed during the spring seasons of 1976-1978. Since our focus is on operational evaluation, no attempt is made to examine the scientific basis of either model. of the W-P model estimates of spring wind directions ( Figure  2) . Even though the graphics presented above (Figures 1 and 2 ) and those given by Weisberg and Pietrafesa [1983] illustrate the temporal patterns within selected error components, it would additionally be useful to examine the direction and speed together. One way this may be accomplished is with polar scatterplots of each djs and dj wp (Figures 3d and 3e) . These plots suggest that the simple model produces a relatively large but unsystematic error in both the directional and the speed components, i.e., in velocity. The W-P model is much better at estimating the speed, but it does not reproduce direction well. This tendency is also apparent in the polar scatterplots of pwp and O, where the east-west portion of the variance is represented well by the W-P model but the northsouth portion is not (Figures 3b and 3c) Figures 3 and 4) and indicate that the W-P model is demonstrably more accurate at estimating SAB wind velocities during spring than is the simple model (Tables 1 and 2 (Figure 3) , the magnitudes and relative magnitudes of the systematic (RMSEs) and unsystematic (RMSE.,) errors indicate that the W-P model produces a relatively large systematic error (Table 2) (Table 1) . Based upon the error measures, one may confidently conclude that the W-P model is both more accurate and more precise than the simple model. A respecification (with regard to spring) of the W-P model parameters should improve its accuracy.
Our evaluation of these models' performances is based upon CHS and buoy 41002 data observed in

SUMMARY AND CONCLUSIONS
With the development and use of simulation models becoming a major focus in the geophysical community, the need to evaluate a model's performance comprehensively and objectively or to compare competing models has become an important but underinvestigated aspect of modeling research. Not only is the model evaluation literature sparse, but the discussion is often specific to a small class of problems (e.g., air pollution or solar radiation models) and frequently the recommendations are contradictory. For the purpose of expanding the discussion of model evaluation, we have presented an array of measures and procedures that may be used to evaluate operationally (i.e., compare model-predicted events to reliable observations) a wide variety of geophysical models.
It has been recommended that a small set of complementary difference measures can represent an objective and meaningful description of a model's ability to reproduce reliable observations precisely or accurately, regardless of whether the events of interest are scalars, directions, or vectors. The core of this set of difference measures is made up of the root-mean-square error (RMSE), the systematic root-mean-square error (RMSEs), the unsystematic root-mean-square error (RMSEu), and the index of agreement (d2), although the mean absolute error (MAE) and a modified index of agreement (d•) supply related but useful information. It also has been argued that bootstrapping provides a general and reliable way to evaluate both the confidence and significance associated with each of the difference indices or, for that matter, any statistic of interest. When these difference measures are used in conjunction with the appropriate univariate statistics and data-display graphics, the operational evaluation of the performance of one or more models can be comprehensively accomplished.
While our points have been illustrated with the comparative evaluation of only two models that estimate wind velocity at a single location in the South Atlantic Bight, these methods may be extended to several other interesting problems, such as the comparison of model-predicted and observed flow fields. Model-predicted and observed wind velocity maps, for instance, could be quantitatively compared. If P and O are time series, on the other hand, time-dependent errors within the model could be detected by the calculation and interpretation of the difference measures at lags other than zero. To gain even further insight into the nature and sources of the error variable or field, it may also be useful to partition D into its spectral [cf. Weisber•] and Pietrafesa, 1983] or eigenvector [cf. Preisendorfer and Barnett, 1983] components. Several other extensions also could be conceived, but even when the abovedescribed evaluation is conducted in its most basic form, the ability of one or more models to reproduce nature accurately can be dependably assessed.
