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A B S T R A C T
In-cloud icing can cause damage to infrastructure and is challenging to forecast due to lack of a good re-
presentation of supercooled liquid water (SLW) in numerical weather prediction (NWP) models. We validate the
new microphysics scheme, ICE-T, implemented into the NWP model HARMONIE-AROME, in full 3D simulations
running over a 3 month period from December 1st 2016 to February 28th 2017. Output from the model si-
mulations are first compared with conventional observations to evaluate the overall quality, and then used as
input to an ice accretion model (IAM) and compared against measured ice loads at the two test sites
Hardingnuten and Ålvikfjellet. The results show a clear shift towards more cloud water and snow, and less
graupel and cloud ice. This shift leads to less precipitation along the coast and more inland. The estimated ice
loads based on the cloud water from the simulations are generally increased. We also focus on two different icing
events during January 9–18 and February 1–14. During the first event, both the run in its original configuration
and the run with ICE-T overestimated the ice loads, while the second event was underestimated. For Ålvikfjellet
ICE-T gives the best estimates, while for Hardingnuten the ice loads are overestimated when the wind direction is
from the southeast. This is due to local terrain shielding not captured by the model. During the Feb 1–14 event,
the wind direction was generally easterly, which makes comparison between the simulations and the observa-
tions more reliable. In this case, ICE-T gives a better ice load estimate. Although there are major uncertainties,
especially concerning the number concentration of cloud droplets, and local terrain effects, ICE-T appears to give
a better estimate of the ice loads.
1. Introduction
Atmospheric icing occurs when supercooled liquid water (SLW)
droplets freeze upon objects that it comes in contact with (Belo-Pereira,
2015). This can cause severe problems for road and air traffic (Kalinka
et al., 2017), lead to production loss and mechanical malfunctioning on
wind turbines (Hämäläinen and Niemelä, 2017), and bring down
transmission lines and other infrastructure (Farzaneh, 2008). Hilly
areas in mid- to high latitude countries are often exposed to atmo-
spheric icing from orographic lifting. In these locations reliable esti-
mates of the expected ice loads on infrastructure is of utmost im-
portance. During the winter of 2013–2014 two major transmission lines
in the western mountain regions of Norway suffered severe damage due
to atmospheric icing. The ice loads accreted upon one of the lines were
measured to be 68 kg/m (Fig. 1), which is more than twice the design
load of the line (Nygaard et al., 2017). To avoid similar scenarios in the
future, accurate estimates of ice loads are needed, however, the esti-
mation of build-up of ice on surfaces is a complex task as it depends on
physical processes - and their interaction - on atmospheric scales ran-
ging from in-cloud microphysics to synoptic scale wind patterns.
A common method to estimate ice loads is to use meteorological
output from numerical weather prediction (NWP) models (Harstveit
et al., 2009). However, a known deficiency of the in-cloud microphysics
schemes in many NWP models is the representation of SLW - critical for
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atmospheric icing processes - as they often tend to produce ice at the
expense of liquid water once the temperature drops below 0 °C
(Nygaard et al., 2011). In this study we seek to improve the re-
presentation of SLW in the NWP model generating the meteorological
data used for the ice-load estimations. The aim is to improve the fore-
casts of atmospheric icing on infrastructure, and future estimates of
maximum ice loads.
The NWP model used in this study is the HARMONIE-AROME model
(Bengtsson et al., 2017; Seity et al., 2011; Brousseau et al., 2016) which
is used operationally at MET-Norway and 10 other European countries.
Similar to many other NWP models it suffers from over-estimating in-
cloud ice at the expense of SLW (e.g. Hämäläinen and Niemelä, 2017;
Bengtsson et al., 2017). Engdahl et al., 2020 (hereafter ENG20) tested
the HARMONIE-AROME model's ability to represent SLW, and created
two idealised test cases for atmospheric icing, one orographic lift case
and one freezing drizzle case, using the 1D column version of HARM-
ONIE-AROME called MUSC. They showed that the HARMONIE-AROME
model had a tendency towards more ice species and less SLW for both
cases. In order to improve the representation of SLW, ENG20 im-
plemented elements from the Thompson et al., (Thompson et al., 2004;
Thompson et al., 2008) microphysics scheme into HARMONIE-AROME.
Their final iteration of the microphysics code showed a clear increase
and a prolonged existence of SLW, compared with the original code in
both idealised cases.
The current study is a continuation of ENG20, where we now move
away from the idealised test environment and into full scale 3D-simu-
lations with real cases. Specifically, we want to test the modified mi-
crophysics scheme's ability to forecast icing events on transmission lines
using specialised observations of ice loads. The meteorological output
from both the original scheme (CTRL) and the modified scheme (ICE-T)
are fed into an ice accretion model (IAM) and the resulting ice-loads are
compared with the observations. Long term statistics are generated over
a period that includes several well documented icing events both at
Hardingnuten and Ålvikfjellet test-sites. The two sites are located on
either side of the central mountains in Southern-Norway (Fig. 2), which
means that they normally do not experience icing at both locations si-
multaneously, and therefore represent different icing climatologies.
In addition to the long term icing statistics, we also dive into two
cases, one where we found our ice-load estimates to be underestimated,
and one where the ice loads were overestimated in our simulations. We
seek to understand how different factors impact both the simulated and
observed ice loads, and how the uncertainties can be reduced in the
future.
Finally, since the microphysics scheme in an NWP model not only
affects SLW (Liu et al., 2011), we also compare the differences in pre-
cipitation amounts and patterns, hydrometeor distributions, and cloud
cover. Changes in precipitation and cloud cover can also impact
downstream meteorological parameters such as temperatures, pressure
fields, and wind speeds. For an operational NWP model, it is important
that the quality of these downstream parameters are not significantly
worsened. Therefore, we also do general verification of the simulations
against MET-Norway's grid of conventional observations.
The main goal of the present study is to develop a new microphysics
scheme with a more accurate representation of SLW, that can be used
both for operational forecasting for aviation and of ice accretion on
structures, downscaling of climate projections for future icing cli-
matologies, as well as general forecast to the public.
2. Methodology
2.1. The HARMONIE-AROME NWP model
HARMONIE-AROME is a non-hydrostatic convection permitting
NWP model based on the AROME model developed at Meteo-France
(Seity et al., 2011; Brousseau et al., 2016). It is developed and main-
tained by the international consortia for developing regional weather
models in Europe called Hirlam-Aladin (Termonia et al., 2018;
Bengtsson et al., 2017). It has been the basis for the operational weather
forecast at MET-Norway since 2014 (Müller et al., 2017), and is widely
used for operational weather forecasts by national weather service
centres in Europe. HARMONIE-AROME is also used for climate down-
scaling, where an accurate representation of in-cloud ice and liquid
water is of high importance for climate feedback (Tan et al., 2016). The
model physics used in HARMONIE-AROME is outlined in detail in
Bengtsson et al. (2017), below we summarize some of the main com-
ponents.
Fig. 1. Collapsed transmission line at Ålvikfjellet in January 2014. The ice loads were measured to 68 kg/m. Photo: Ole Gustav Berg, Statnett.
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The mixing by turbulent eddies and convective plumes in HARM-
ONIE-AROME is done using a so called Eddy Diffusion Mass Flux
(EDMF) scheme, where the eddy diffusion mixing uses a prognostic
equation for the turbulent kinetic energy (TKE) combined with a di-
agnostic mixing length scale (Lenderink and Holtslag, 2004). Deep
cumulus convection is assumed to be resolved by the dynamics (using a
horizontal grid-distance of 2.5 km), however there is still a sub-grid
representation of the mass-flux mixing by shallow convection. This
parameterization consists of a dual mass-flux framework in which both
a dry and a moist updraft is represented and follows the methodology
outlined in Neggers et al. (2009).
The cloud microphysics scheme in HARMONIE-AROME is called
ICE3 and is mostly based on Cohard and Pinty (2000a,b), with physics
that can be traced back to Lin et al. (1983), Rutledge and Hobbs (1984),
and Ferrier (1994). ICE3 is a single-moment bulk microphysics scheme,
with prognostic calculations of the mass of cloud water, rain, cloud ice,
snow, and graupel. In 2014, changes to the original scheme were im-
plemented in order to improve the representation of SLW, in particular
with respect to improve the forecasts of fog, low level clouds and cirrus
clouds (Müller et al., 2017), all of which were related to too much ice -
this update was referred to as “OCND2”.
In ENG20 idealised experiments using ICE3 with the changes im-
plemented in OCND2 were carried out. It was found that the micro-
physics still had a tendency to quickly deplete the SLW. In short, cloud
ice was introduced immediately when ice supersaturation was reached,
which lead to an excess production of snow and graupel at the expense
of SLW. To allow SLW to persist, several changes to ICE3/OCND2 were
introduced in ENG20 based on Thompson et al. (2004, 2008). These
changes consist of autoconversion, rain accreting cloud water, ice
initiation, snow and graupel collecting cloud droplets and rain, mass-
diameter relation and fall speed, and rain size distribution. Of these, the
changes to the ice initiation (stricter conditions), snow and graupel
collection of cloud droplets (less efficient collection), and rain size
distribution (allow smaller rain drops for drizzle), had the most impact.
An overview of the differences between the two schemes is found in
Table 1 in ENG20. In their final version of the microphysics scheme,
ENG20 showed that the SLW mixing ratio had doubled in both of the
idealised cases, and had prolonged existence.
2.2. Experimental setup
In this study we compare the final modified microphysics scheme
presented in ENG20 - here called ICE-T - with the default microphysics
scheme in HARMONIE-AROME (version 40 h1.1), including the bug fix
introduced in ENG20 (CTRL). The model domain is shown in Fig. 6, it
consists of 949 × 739 grid points with Oslo in the centre, covering
Norway, Sweden and parts of Finland. The horizontal grid-spacing is
2.5 km and there are 65 levels in the vertical. The domain is placed
further west than the operational domain used by MEPS (Frogner et al.,
2019), to allow for spin-up of the weather systems coming from the
west. For these simulations, operational European Centre for Medium
range Weather Forecasts (ECMWF) Integrated Forecast System (IFS)
forecasts are used both on the lateral boundaries and as initial condi-
tions every cycle, there is thus no upper air or surface data assimilation
in these runs, nor initialisation of clouds or precipitation at the start of
the simulations. Each cycle starts at 00 UTC and runs for 36 h. In the
analysis we generally use +13 to 36 h, unless stated otherwise, this is
to allow for some spinup of the atmospheric moisture and clouds and
Fig. 2. Map of southern Norway with the location of Hardingnuten and Ålvikfjellet observation sites. Created with google maps.
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precipitation, that our preliminary test runs have found to be 6 or more
hours. The test period stretches from Dec 1 2016 to Feb 28 2017. CTRL
is compared with the experiment consisting of the final version of the
modified microphysics scheme found in ENG20.
The MET-Norway operational set up is described in Müller et al.,
2017. The main differences between the operational setup and our
experiments are cycling using data-assimilation of surface and upper
air. New cycles are started every 3 h and an ensemble prediction system
(EPS) of 11 members are generated. The boundary files are from the
operational ECMWF-IFS data, with a delay of 3 and 6 h.
2.3. Ice accretion model (IAM)
To calculate the ice loads, we extracted the cloud water, specific
humidity, and rain mixing ratios from the NWP model simulation
output and utilised the time dependent IAM used in ISO12494
‘Atmospheric Icing on Structures’ and described in Makkonen (2000).
This model also takes in wind speed and temperature to calculate the
ice loads. A simple bias correction based on the observed wind speed
was applied to the modelled wind speed, before the calculations were
made. The observed temperature at each site was used as input to the
IAM, so that the main difference between the calculated ice loads for
CTRL and ICE-T stems from the modelled supercooled liquid water. In
order to validate the time evolution of the ice loads, the IAM also in-
cludes routines to account for ice melting as well as ice sublimation.
The sublimation routine calculates the ice loss based on basic thermo-
dynamics when the ice saturation is less than 90%.
Furthermore, the IAM includes a calculation of the collision effi-
ciency for the droplets to collide with the structure. This depends on the
median volume droplet (MVD) size, as larger droplets have a higher
probability to collide compared to smaller ones. MVD is calculated
using the mass mixing ratio of SLW and the droplet number con-
centration, Nd. Higher Nd leads to smaller droplets, and lower ice ac-
cretion rates.
Nd is affected by several processes, like the background aerosol
concentration, but also the evaporation and condensation processes. If
an air parcel is lifted up a hill and then forced downwards on the other
side, the smaller droplets can evaporate, while the larger can grow,
leading to a shift in the size-distribution that a single-moment micro-
physics scheme can not account for. And since we do not have mea-
surements of Nd on site, we ran the IAM with a range of Nd’s (50, 100,
150 particles/cm3) to span an interval of the uncertainty. We discuss
the implications of this sensitivity in the results section. Hämäläinen
and Niemelä (2017) stressed the importance and uncertainty of Nd, and
chose a range of Nds (70, 100, 130, 300 particles/cm3) to span the
uncertainty over Finland. Since we only look at mountain stations with
relatively clean air, a maximum of 150 particles/cm3 was deemed ap-
propriate.
The closest model grid-points to both of the sites had heights sig-
nificantly lower than their actual heights (see Fig. 4). This could po-
tentially lead to large errors, as the amount of cloud water is strongly
dependent on the height. For Ålvikfjellet we used a nearby grid point
with a more accurate height. Since the measurement site at Ålvikfjellet
is situated at an exposed platou, there are not much terrain to shield
any nearby point from icing, therefore a nearby point will experience
the same icing conditions. However, this is not the case for the Hard-
ingnuten measurement site. This site lies in the lee of a mountain top to
the southeast, and is shielded to some extent from icing from this di-
rection. Using a nearby grid-point with a more representable height,
would thus not necessarily experience the same shielding effect.
Therefore, for the Hardingnuten site, we used the data from the nearest
grid-point, and then performed a height correction, where the air parcel
is lifted to the exact height and the excess moisture is condensated and
added to the cloud-water, whereas the specific humidity is likewise
updated to maintain the water budget.
Fig. 3 shows the nearby terrain of both sites. Fig. 3a) includes
transects in both southerly and north-easterly directions. The model
and actual terrain height of both transects is shown in Fig. 4. From
transect 1 (Fig. 4a) it is clear that the model terrain misses a mountain
top of approximately 1400 m.a.s.l. around 7.5 km south of the mea-
surement site. This top shields the measurement site from icing condi-
tions coming from south.
In the north-easterly direction from the site (Fig. 4b), there is a
narrow valley (between 3 and 4 km wide) that is not resolved in the
model. For instance the town Rjukan, loacted inside the valley has an
elevation of approximately 300 m.a.s.l., while the closest 9 model grid
points ranges between 840 and 1242 m.a.s.l. in comparison. When the
wind is easterly, the air will experience a steep lift from the valley up to
the mountain where the measurement site is located. This effect will be




The Hardingnuten observation site is located at 1229 m.a.s.l. near
Rjukan in southern Norway (Fig. 2 and Fig. 3). Two transmission lines
of 300 kV and 420 kV run in parallel close by, and atmospheric icing is
frequently observed at these lines. The site measurements consist of an
icing reference object (ISO12494) (IceTroll icing sensor), a heated 2D
wind sensor and a temperature sensor. In addition, the Norwegian
transmission system operator, Statnett, has installed load cells in sus-
pension towers of the passing power lines, in order to measure in real
time the ice load on the power line conductors. For this study we will
focus on the IceTroll measurements.
There is also a disdrometer mounted on the observation mast at
Hardingnuten. The disdrometer ‘Thies LPM’ (laser precipitation
monitor) delivered by Adolf Thies & Co.KG is an instrument for mea-
suring drop size from 0.125 mm and upwards, and velocity distribution
of falling hydrometeors. The disdrometer consists of a transmitting laser
diode that emits an infrared light-beam to a receiving photo diode
which is transforming the optical intensity to an electrical signal. When
a precipitation particle falls through the light beam the receiving signal
is disturbed, and the electrical signal reduced. The particles size and
velocity are determined by the amplitude and duration of the signal
disturbance, respectively. The calculation comprises, among others, a
particle spectrum, which is the distribution of the particles over a class
binning containing 22 diameter classes and 20 velocity classes. The
particle intensity is best visualized as a distribution matrix, with the
velocity and particle diameter on the y- and x-axis, respectively.
Further, by well-known empirical relationships between particle dia-
meter and velocity of falling particles for different precipitation, one
can classify the precipitation particle as e.g. water droplets (Atlas and
Ulbrich, 1977), graupel (Locatelli and Hobbs, 1974), rime (Ishizaka,
1995), or snow. Hence, for a setup as the current on Hardingnuten, a
qualitative classification of the hydrometeors is considered the most
accurate.
3.2. Ålvikfjellet
Ålvikfjellet is located in Hardanger in the western part of Norway
(Fig. 2 and Fig. 3b)). The test site lies on a plateou at 1086 m.a.s.l. and
is highly exposed to icing due to lack of shielding, especially from
southwesterly winds that bring moisture rich maritime air along the
fjord and up the steep slope of the mountain (Ingvaldsen et al., 2019). A
transmission line runs close by, where in 2014 ice loads of as much as
68 kg/m were detected. The measurements consist of a load cell in-
stalled on a test span in parallel with the transmission lines. There are
also measurements of wind and temperature.




We first verify that the general behaviour of the weather forecasts
are not degraded by our updated cloud microphysics scheme. This is
done by verifying against 177 conventional world meteorological or-
ganization (WMO) observation sites on the Norwegian mainland for the
entire 3 months simulation, comparing control (CTRL) to the experi-
ment (ICE-T) as well as to MET-Norway's operational weather forecasts
(OPR) for the verification period. The verification of mean sea level
pressure (MSLP), 2 m temperature (T2), 10 m wind speed (FF) and
hourly precipitation (RR1) are presented in Fig. 5. It can be seen that
the overall meteorology is not largely affected by the changes in mi-
crophysics. Furthermore, neither the ICE-T or CTRL runs show large
errors compared with the operational forecasts for the time-period. For
MSLP the verification scores are even better in the ICE-T and CTRL runs
compared with the operational run, however, this is most likely due to
the use of operational ECMWF analysis data on the lateral boundaries
used in the ICE-T and CTRL simulations, compared with the MET-
Norway operational simulation using 6 h old data.
There is a warm bias in the 2 m temperature for both the CTRL and
ICE-T runs, which is likely due to the lack of surface data assimilation.
In addition, the snow cover is based on input fields from ECMWF, which
has a coarser resolution than the operational input fields. However, the
177 stations contain many near coastal stations, where the snow cover
Fig. 3. Local terrain near Hardingnuten measurement site (a) and Ålvikfjellet measurement site (b). The red lines in the left panel shows the 25 km transects in Fig. 4.
Figures made from norgeskart.no.
Fig. 4. Cross sections showing the model surface height (red lines) and actual height (green lines) along the transects depicted in Fig. 3a). Hardingnuten mea-
surement site is located at the leftmost point in both transects. Actual terrain height taken from kartverket.no at 25 m resolution.
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Fig. 5. Verification scores for CTRL and ICE-T. Mean error (ME) and standard deviation of error (SDE) for mean sea level pressure (MSL) (a) and b)), 2 m temperature
(T2) (c) and d)), 10 min wind speed (FF) (e) and f)), and hourly precipitation (RR1) (g) and h)).
B.J.K. Engdahl, et al. Cold Regions Science and Technology 179 (2020) 103139
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will vary significantly over the winter, while in the mountain regions
we focus on, the snow cover will be quite constant, therefore the input
fields from ECMWF appear to be sufficient.
There were no large differences in the general cloud cover (not
shown). This might seem a bit unexpected with large modifications to
the cloud microphysics scheme, however the general cloud cover is
mostly governed by large scale dynamics and terrain, which the mi-
crophysics have little impact on. The total cloud cover does not change
much from CTRL to ICE-T. However, separating the low, middle, and
high level clouds (not shown), reveal an increase in the low and middle
Fig. 6. Difference (ICE-T - CTRL) in precipitation for a) total precipitation, b) percentage of total precipitation (ICE-T/CTRL), c) graupel, d) snow, and e) rain.
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level clouds, and a slight decrease in high level clouds, from CTRL to
ICE-T. The decrease in high level clouds is seen only during the first few
hours, and likely stems from the Meyers et al., 1992 ice nucleation as
this only requires ice supersaturation to generate new ice, as discussed
in ENG20. However, these hours are removed in the rest of the analysis
to account for the spin-up time. For the middle and lower cloud frac-
tions, the effect is larger and more persistent. The cloud fraction of
lower clouds is increased by 10% and middle clouds by 15%. This in-
crease is expected as water clouds tend to last longer than ice clouds.
4.2. Precipitation
Total accumulated precipitation (00UTC +13-36 h) over the entire
domain shows that ICE-T has 95% of the total precipitation of CTRL.
Fig. 7. Difference (ICE-T - CTRL) in column integrated values for the 35 lowest model levels of a) cloud water, b) cloud ice, c) graupel, d) snow, and e) supercooled
liquid water.
B.J.K. Engdahl, et al. Cold Regions Science and Technology 179 (2020) 103139
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Looking at the difference in distribution (ICE-T - CTRL) in Fig. 6a), a
very interesting pattern is revealed. There is a clear tendency of less
precipitation at the coastal areas and more precipitation further inland.
Yet the total difference in precipitation is small (only 95%).
Separating the precipitation into rain, snow, and graupel reveal the
reason for the changed precipitation pattern. There is a pronounced
decrease in graupel in ICE-T compared with CTRL (77% of CTRL),
especially along the coast line (Fig. 6c). Graupel is increased on the lee
side of the mountains, particularly in southern-Norway. The increased
graupel in these areas could be due to more available liquid water for
riming on snow, or transition from snow into graupel when the melting
layer is close to the surface, as snow will first melt into graupel before
entering the rain category in our microphysics scheme.
The difference in precipitation in the form of snow shows a similar,
yet opposite picture (Fig. 6d). There is a clear increase in snow
amounts, 24% more snow in ICE-T, mostly inland. In ENG20 the con-
ditions for snow collecting cloud water were changed, so that the out-
come would readily remain in the snow category instead of being
Fig. 8. a) Modelled and observed ice loads at Hardingnuten from Dec 1 2016 to March 1 2017. b) Difference in cloud water mixing ratio (ICE-T - CTRL), and c)
difference in rain mixing ratio (ICE-T – CTRL). Date marks represent 1200UTC.
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converted into graupel. The reduction in graupel, and a similar increase
in snow, in the ICE-T experiment (compared to CTRL) is likely a con-
sequence of this change. Snow has a lower fall velocity than graupel
and will therefore remain longer in the atmosphere, enabling the pre-
cipitation to travel further inland, before it reaches the ground.
The difference in rain (Fig. 6e) is small compared with graupel and
snow. There is a slight reduction from CTRL (95% of CTRL). We also see
the separation between coastal areas and inland, with more rain inland
and less along the coast. This can also be explained by the reduction in
graupel along the coast and increase in snow inland, as melting graupel
Fig. 9. a) Modelled and observed ice loads at Ålvikfjellet from Dec 1 2016 to March 1 2017. b) Difference in cloud water mixing ratio (ICE-T - CTRL), and c)
difference in rain mixing ratio (ICE-T - CTRL).
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and snow will turn into rain.
In Fig. 5g) and h) there is not much difference in the overall ver-
ification of total precipitation. One explanation could be that the
coastal areas normally experience a high precipitation rate, so the re-
lative difference in percentage is not very high, around 70–90% of the
CTRL precipitation (Fig. 6b). As opposed to the inland areas, where
precipitation rates are much lower, the precipitation is increased to
130–150% of the CTRL simulation, with the modified scheme. How-
ever, dividing the observation stations into coastal and mountain sta-
tions (not shown), did not reveal any large differences in the verifica-
tion.
Looking at the total accumulated precipitation for all stations, we
found that CTRL has a slightly better match with the observed values,
than ICE-T. CTRL had too little total precipitation along the coast, and
too much in the mountains, a pattern that is enhanced with ICE-T.
When doing the verification with 24 h-precipitation, rather than
hourly, we found a larger negative bias for the coastal stations and a
larger positive bias for the mountain stations, from CTRL to ICE-T.
Standard deviation of error was higher for ICE-T for both mountain and
coastal stations.
However, the verification is not just sensitive to the amount of
precipitation, but also the timing. By checking the verification of pre-
cipitation/no precipitation, ICE-T had more often predicted no pre-
cipitation compared with CTRL, which is in better agreement with the
observations. To conclude, CTRL has a better spatial distribution of the
amount of precipitation, while ICE-T has a better frequency of pre-
cipitation/no precipitation.
4.3. Hydrometeor distribution
In addition to the surface precipitation, we also study the vertical
distribution of hydrometeors. The values from CTRL are subtracted
from ICE-T for each model level, and then integrated over the 35 lowest
model levels, which corresponds to an integral approximately between
the surface and the 650 hPa level. This covers the lower troposphere
where the changes by the microphysics scheme have the most impact.
Above this level the changes are small, due to very cold temperatures
and little moisture. The results are shown in Fig. 7.
As the aim of the modifications in the cloud microphysics scheme,
represented by ICE-T, was to increase the SLW and reduce the amount
of cloud ice, we study the partitioning between the hydrometeors to
investigate if this holds true in our full 3D weather forecasts. For cloud
Fig. 10. a) Modelled and observed ice loads at Hardingnuten during case 1. b) Modelled solid precipitation during case 1. Date marks denotes 1300 UTC.
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water (Fig. 7a) there is a clear shift towards higher values in ICE-T
compared with CTRL. The changes are most pronounced in south-east
Norway, south-western and northern Sweden and northern Finland.
Similar to the surface precipitation plot, snow is more abundant in ICE-
T with a maximum increase in northern Sweden and Nordland county
in Norway (Fig. 7d). There are also some patches of increased vertical
distribution of snow in southern Norway and Sweden. The vertical
distribution of graupel (Fig. 7c) is generally reduced, yet with some
patches of increased graupel, close to the maximum of reduction in
graupel in northern Sweden. The difference in cloud ice distribution is
much smaller (Fig. 7b), yet also clearly shifted towards lower values in
ICE-T, compared with CTRL. There were no clear differences in rain
(not shown). Looking only at supercooled cloud water (Fig. 7e), the plot
is very similar to cloud water in general, meaning that most of the cloud
water is supercooled. There is a clear increase in southeastern Norway
and northern Sweden. We can conclude that the changes to the mi-
crophysics scheme have increased the amount of SLW in general.
4.4. Ice-loads at Hardingnuten
Next, we use output from the HARMONIE-AROME model to calcu-
late ice-loads following the methodology outlined above. The estimated
ice loads for both CTRL and ICE-T, along with the observations, from
Dec 1 2016 at 1200UTC to March 1 2017 1100UTC, can be found in
Fig. 8. For most of the period, the observed ice loads were quite small,
less than 1 kg/m, except for a few days in February, where the peak
measured ice loads exceeded 7 kg/m.
The estimated ice loads from the simulations, however, show sev-
eral peaks of high ice loads in both December and January, and also at
the end of the simulation period in late February. In all the modelled
icing events, the observations show traces of icing, yet the observed
values are much smaller than the modelled ice loads. For instance, the
peak in January corresponds to an observed icing event, but maximum
ice loads are only 0.76 kg/m, well below the estimated ice loads of 1.89
and 3.88 kg/m for CTRL and ICE-T with Nd = 100, respectively.
For the observed February event, however, the maximum ice loads
were measured to 7.05 kg/m, while both CTRL and ICE-T under-
estimates the ice loads with max ice loads of 1.32 and 1.77 kg/m with
Nd = 100, respectively. With a low droplet number concentration set in
the ice accretion model (Nd = 50), the maximum estimated ice loads
become 2.46 and 3.41 kg/m for CTRL and ICE-T, respectively, which is
still far below the observed values.
Overall, the modified microphysics scheme (ICE-T) results in higher
estimated ice loads than the original scheme (CTRL). However, the
sensitivity to Nd is large. For instance, the mean ice load is 1.15 kg/m
for ICE-T with Nd = 50, and 0.49 kg/m for ICE-T with Nd = 150.
By looking at the cloud water mixing ratio for CTRL and ICE-T over
the same time period, it is obvious that the overall higher estimated ice
loads in ICE-T stems from more liquid cloud water available. In Fig. 8b)
the cloud water mixing ratio at Hardingnuten is plotted. Only a few
times is the cloud water mixing ratio higher for CTRL, than for ICE-T.
There is very little rain present during the entire period, and the dif-
ference between CTRL and ICE-T is not that large (Fig. 8c).
Even though ICE-T has higher estimated ice loads, the timing of the
events are similar to CTRL. This means that ICE-T is not capable to
capture more observed events than the original scheme, but does not
increase the false alarm rate either. We can conclude that the presence
of cloud water is governed by the larger dynamical factors, and the
amount is sensitive to the choice of microphysical parameterisations.
4.5. Ice-loads at Ålvikfjellet
Ålvikfjellet measurement site experienced several icing events
during the winter season 2016–2017, with the highest registered values
being between 10 and 12 kg/m. Overall, the timing of the observed
icing events are quite well captured by the simulations (Fig. 9). Similar
to Hardingnuten, the estimated ice loads are higher for ICE-T than
CTRL. The modelled values in ICE-T seem to be more in agreement with
the observed values for this site, yet the ice loads are generally un-
derestimated. The mean observed values are 1.62 kg/m, while for ICE-T
and CTRL with Nd = 100, the corresponding values are 1.12 kg/m and
Fig. 11. Observed temperature a), wind speed b), and wind direction c) during
case 1 (Jan 9–18 2017). 0° denotes northerly direction for the wind direction.
Date marks denotes 1300 UTC.
B.J.K. Engdahl, et al. Cold Regions Science and Technology 179 (2020) 103139
12
0.34 kg/m, respectively.
The long period without any registered icing from late January to
mid-February is also well captured by both simulations. As in the
Hardingnuten case, the choice of Nd is important. For the icing event
Jan 9–18 2017, Nd = 50 gives a maximum ice load of 6.1 kg/m for ICE-
T, while the corresponding value is only 2.9 kg/m with Nd = 150.
Likewise, the mean ice load for ICE-T is 1.83 kg/m for Nd = 50, and
0.86 kg/m with Nd = 150.
4.6. Cases
To get a better understanding of the results, we dive deeper into a
few cases, namely Jan 9–18 and Feb 1–14 2017 at Hardingnuten. In the
first case, the models greatly overestimated the ice loads, while in the
second case, the models underestimated the ice loads at Hardingnuten.
We here investigate why the two time-periods resulted in opposing
behaviour.
4.7. Jan 9 - 18 2017
The observed ice loads at Hardingnuten start at approximately zero
on Jan 9 2017 (Fig. 10a). The ice load increases up to 0.75 kg/m on Jan
11 and Jan 12. Most of the ice accretion happens during the evening of
Jan 9, continuing with small amounts during the morning of Jan 11.
The ice load gradually decreases from the morning of Jan 13 until there
is no ice left on Jan 16. Since the temperature is below zero the entire
period, the ice loss must be due to either sublimation and/or mechan-
ical shedding, however, since the decrease in ice mass is gradual,
shedding is unlikely. The temperature varied between −1 to −9 °C
(Fig. 11a), with the most ice accretion happening around −5 °C.
The modelled ice loads (using both CTRL and ICE-T NWP model
output and Nd = 100) also start at approximately zero on Jan 9, and
increases gradually to 1.89 (CTRL) and 3.88 kg/m on Jan 11, much
higher than the observed ice loads. Sublimation happens from Jan 15,
before everything melts during a few hours on Jan 17.
A possible explanation of the difference in modelled and observed
ice loads, is the shielding effect mentioned in the methodology section.
The orographic enhancement of the cloud water is somewhat reduced
with winds from southwest to southeast due to slightly higher terrain
upstream of the measurement station. The model terrain is obviously
much smoother and the shielding terrain upstream is not present in the
model in the same way as in reality (see Fig. 4a). The observed wind
direction is from west/southwest in the morning on Jan 9 (Fig. 11b,c),
turning southerly in the afternoon and then southeasterly in the
Fig. 12. a) Modelled and observed ice loads at Hardingnuten during case 2. b) Modelled solid precipitation during case 2. Date marks represent 1300 UTC.
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evening. The wind direction remains mostly southerly or southeasterly
during the rest of the ice accretion period, until the afternoon of Jan 11,
when both the modelled and observed ice accretion had stopped.
Another effect that could explain the overestimated ice loads, is the
balance between cloud water and solid precipitation. Cloud water
content could be overestimated if the NWP model does not produce
snow or graupel according to the observations. There is no precipitation
gauge present at the site, however, a web camera was installed to
monitor the IceTroll, in addition to a disdrometer mounted on the site.
The camera images show fog from the afternoon of Jan 9 and
throughout Jan 10 and most of Jan 11. It is hard to see if snow is
present, but there appears to be some snow on the images from the
morning hours of Jan 10 and also afternoon on Jan 11 (not shown). The
disdrometer shows traces of larger particles (not shown), but it is dif-
ficult to determine whether or not there is solid precipitation present.
The model simulations have snow between the afternoons of Jan 10
and Jan 11 (Fig. 10b), approximately when the modelled ice accretion
is most active. It is therefore unlikely that underestimated solid pre-
cipitation - leading to an overestimation of suspended cloud water
could thus have contributed to the overestimation of the ice accretion.
4.8. Feb 1 - 14 2017
During this period, the situation is the opposite of the previous case.
Here, the modelled ice loads were much lower than the observed va-
lues. It is a unique case because most of the ice accretion is registered
when the temperatures are below −8 °C and even down to −13 °C
(Fig. 13a). At these low temperatures most NWP models will have
converted most of the liquid water to ice, so this case is a real challenge
to model.
Ice loads of approximately 0.5 kg/m are detected at Hardingnuten
already on Feb 1 (Fig. 12a). It is difficult to place the onset of the ice
accretion, as some observations are missing. The ice loads gradually
increase until Feb 7 (approx. 6.5 kg/m), and then again on Feb 10 and
11 when a maximum value is reached at 7.05 kg/m. This is followed by
a period of missing values, before most of the ice is gone on Feb 15.
From Feb 13, the temperature increases above 0 °C, so it is likely
melting that removes the ice. This is further supported by camera
images at the site (not shown).
Both simulations give a starting value of ice loads of approximately
0 kg/m with Nd = 100 on Feb 1. This gradually increases to 1 kg/m
(CTRL) and 1.4 kg/m (ICE-T) on Feb 7. Then the ice loads continue to
grow from Feb 10, until the maximum values of 1.06 kg/m (CTRL) and
1.52 kg/m (ICE-T) are reached on Feb 11. There is a good correlation
between modelled and observed timing of ice accretion, although the
values are too low. With Nd = 50, the maximum modelled ice loads
increase to 2.19 kg/m and 3.14 kg/m for CTRL and ICE-T, respectively.
Definitely an improvement, yet still too low compared with the ob-
servations.
There are a number of possible reasons for the underprediction of
the ice loads in this case. This is a cold case, with icing in temperatures
around −10 °C, which is difficult for NWP models, as they often have a
tendency to produce ice at the expense of liquid water. Similar to the
Jan 9–18 case, the balance between supercooled liquid and snow in the
simulations could differ from reality. Fig. 12b) shows that there is little
solid precipitation present in the model simulations during the period.
The camera images show mostly foggy conditions until Feb 7. Snowfall
can be seen during the morning hours of Feb 10 (not shown), and
possibly in the afternoon of Feb 5 and 6. The disdrometer data show
traces of solid precipitation on Feb 5, 9, and 10 (Fig. 14), but lacks data
from Feb 6–8. It is hard to estimate what the correct amount of pre-
cipitation should be, yet with so low values in the model simulations, it
is unlikely that the model suppresses generation of SLW due to ex-
cessive production of snow and graupel.
The wind is mostly from the east during the heaviest icing periods
(Fig. 13b,c). It is occasionally from southeast, but not long enough to
give much shielding. It is likely that in this case the observation site at
Hardingnuten did not experience much shielding from the terrain up-
stream, leading to higher observed ice loads than in the first case. In-
stead, the narrow valley to the north-east of the site could have con-
tributed to an enhancement of the supercooled liquid water, due to the
lifting of air masses from around 200–300 to 1200 m.a.s.l. in the actual
Fig. 13. Observed temperature a), wind speed b), and wind direction c) during
case 2 (Jan 31 – Feb 14 2017). 0° denotes northerly direction for the wind
direction. Date marks denotes 1300 UTC.
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terrain (see Fig. 4b). This valley is poorly resolved by the model, and
the corresponding lift is only from 700 to 1100 m.a.s.l.
The modelled ice loads are also very sensitive to the cloud droplet
number concentration, and it is difficult to know the exact value of Nd.
It could be argued that even a number concentration of 50/cm3 -is too
high, or 150/cm3 is too low in some cases. The large-scale wind di-
rection could also influence Nd, as the air masses could vary from re-
latively clean air from unpolluted areas, to air transported from cities
and industrial areas.
5. Discussion and conclusions
The key question that we are addressing in this study is if an im-
proved representation of supercooled liquid water in numerical weather
prediction can lead to better predictions of atmospheric icing. While the
comparison between observed and modelled ice-loads is an immensely
challenging task - impacted by synoptic scale flow patterns, terrain,
microphysical processes, and ice build-up on the instruments them-
selves - our findings suggest that the modified microphysics scheme,
through an improved representation of SLW, improve the magnitude of
modelled ice-loads.
Overall, we found higher amounts of cloud water with the new
microphysics scheme, ICE-T, compared with CTRL, and most of this
cloud water was supercooled. This was evident both in the column
integrated values over the entire domain and also in the time series
from the two observation stations Hardingnuten and Ålvikfjellet. Our
findings also indicated a clear change towards less cloud ice, more
snow, and less graupel. For the surface precipitation, ICE-T had 77% of
CTRL's graupel, and 124% of the snow. This was traced back to the
change in snow collecting cloud water (SCW) from changes in the mi-
crophysics scheme, presented in ENG20, where the resulting hydro-
meteor would more often remain snow, rather than change into
graupel. The total precipitation amount was slightly reduced, 95% of
CTRL, yet the geographical distribution has changed to less precipita-
tion along the coast and more precipitation inland. We hypothesise that
this is an effect of the switch to more snow and less graupel, as snow has
lower fall speed and follow the airflow further inland before it pre-
cipitate out. Since we do not separate between graupel and snow in the
observations, it is hard to verify if the change has lead to an improve-
ment or not.
Even though the spatial distribution of the amount of precipitation
is somewhat degraded with ICE-T, we believe that the modifications in
ICE-T leading to more snow and less graupel are physically better than
CTRL, and that there are compensating errors in the HARMO-
NIE-AROME physics that could be responsible for the precipitation bias.
For instance, the cloud condensation nuclei (CCN) is set to 100 /cm3
over sea and 300 /cm3 over land. This sharp transition will lead to
smaller droplets along the coast line, than we would expect with rela-
tively clean maritime air, and suppress precipitation through reduced
autoconversion and snow/graupel collecting cloud water. Preliminary
runs with variable CCN show an improvement in the precipitation bias.
Specifically, the results showed an overall better agreement with the
observed ice loads using ICE-T compared with CTRL microphysics for
the predicted ice loads at Ålvikfjellet. The observed values were gen-
erally higher than the modelled values, so with the higher amounts of
cloud water, the estimated ice loads were naturally higher with ICE-T.
The results at Hardingnuten are more difficult to interpret. For some
cases both simulations overestimates the ice loads, while in the
February case, ice loads are underestimated by both simulations. The
overestimation around Jan 9–18 is most likely a result of shielding by
the terrain from icing from the southeast, that is not captured by the
model terrain. While the February case could have experienced en-
hanced SLW due to lifting of the air masses coming from the east.
Higher resolution could improve the estimated ice loads (Nygaard et al.,
2011).
Another explanation for the underestimation (overestimation) of
cloud water is the overproduction (underproduction) of snow and
graupel at the expense of liquid water. After checking the camera
images and disdrometer data from the Hardingnuten site, this does not
appear to be valid for either cases. It is likely the low temperatures
observed during the Feb 1–14 case lead to the underestimation of the
ice loads by the simulations. ICE-T leads to more supercooled cloud
water, however, perhaps not enough during very cold temperatures.
Even though the modified microphysics scheme resulted in higher
estimated ice loads, the timing of the modelled icing events did not
change. However, it appears that the timing of the events were quite
well predicted in the first place, suggesting that the atmospheric icing is
governed mostly by larger dynamical effects, and not so much by the
microphysics in itself.
It is difficult to use observed ice loads as a proxy for SLW. A large
Fig. 14. Disdrometer data from Feb 10 at 0400UTC.
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uncertainty in the estimation of the ice loads is the sensitivity to the
cloud droplet number concentration (Nd). This is hard to quantify and
the results show huge variations within the range of Nd = 50 to
Nd = 150 particles per cm3. An accurate description of the number
concentration is important also for the microphysics schemes in HAR-
MONIE-AROME themselves. The cloud droplet number concentration
impacts the droplet sizes, which in turn impact microphysical pro-
cesses, and subsequently the liquid water content output from the NWP
model. Thompson et al. (2017) argues that the cloud droplet number
concentration is likely to vary from 25 to 1000/cm3 over the entire US
continent, and Hines and Bromwich (2017) argued that it could be as
low as 1/cm3 in arctic regions, which would actually inhibit cloud
formation. A better estimate of the cloud droplet number concentration
is therefore needed for more accurate ice loads as well as precipitation
and cloud cover forecasts.
Taking the challenges with sub-grid terrain effects at Hardingnuten
into account, most of the icing events were underpredicted by the si-
mulations. ICE-T gives the highest values of SLW and therefore also the
most accurate estimates of the ice loads during the winter season of
2016–2017.
In an upcoming study, we will focus on ICE-T's ability to forecast
icing for aviation purposes. We will study cases of reported icing on
aircraft, and study the vertical distribution of SLW, especially changes
in vertical levels where SLW is present between CTRL and ICE-T. We
will also use satellite data to verify the ice and liquid water content of
the clouds. Together with the current study, this will give a compre-
hensive verification of ICE-T's representation of SLW.
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