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1. INTRODUCTION 
Consider a 3-regular planar graph. Arbitrarily assign one of four colors 
to each of its regions. Let A 1 be the number of vertices surrounded by 
regions of colors 234 in clockwise order, minus the number of vertices 
surrounded by regions of colors 234 in counterclockwise order. Define 
A2,A3, A 4 similarly. In [1] Baxter proves the following result: 
THEOREM 1. 1 1 = -A  2 = A 3 = -A  4. 
In this paper we generalize this theorem to triangulated and cubically 
subdivided manifolds of arbitrary dimension in several ways. From our 
cubical results we obtain a way to construct a cubical analogue of simpli- 
cial homology. 
For this purpose, consider the dual statement: given a triangulation of 
the sphere, and a coloring of the vertices with four colors, we denote by A1 
the number of triangles whose vertices are colored with 234 in clockwise 
order minus the number of triangles whose vertices are colored with 234 in 
counterclockwise order. We define A2, A3, A 4 similarly. The dual of 
Baxter's theorem gives the same identity for the As's as before. This 
statement may be generalized in an obvious way to colorings of triangula- 
tions of n-dimensional orientable (pseudo-)manifolds with n + 2 colors, 
which we call the generalized Baxter's Theorem. 
In Section 2.1 we apply techniques of algebraic topology to prove the 
generalized Baxter's Theorem for triangulations of compact orientable 
manifolds. To each coloring we associate a continuous function, and the 
result will essentially depend on the local character of the degree of a 
continuous function between compact orientable manifolds. 
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In Section 2.2 we show a combinatorial lemma for colorings of ori- 
entable pseudomanifolds of which the boundariless version seems to be 
only a special case of the generalized Baxter's Theorem, and which 
appeared as a corollary of a theorem on octahedral colorings by Ky Fan in 
[6]. However, an easy observation shows that this lemma implies not only 
the generalized Baxter's theorem directly, but a Master Theorem for 
simplicial colorings: a complete system of linear identities for colorings 
with an arbitrary number of colors. The path-construction idea that we use 
in the proof of Lemma 2 was first applied in Cohen's proof of Sperner's 
lemma in [2], and it occurs in [6] in a more complicated situation, but we 
use it as the sole device to obtain an explicit bijection, in a setting where 
no induction on dimension is needed. 
In Section 2.3 we prove that the linear equations presented in Sec- 
tion 2.2 generate all linear relations among our generalized A i numbers. 
Hence, in a certain sense we have all generalizations of Baxter's theorem 
to triangulations colored with an arbitrary number of colors. 
In Section 2.4 we sketch how one can show the Master Theorem and the 
completeness of its equations, using simplicial homology. We also indicate 
the way to obtain a similar complete theory in all cases when the coloring 
object has zero nth homology. In particular, Ky Fan's above mentioned 
octahedral result will follow as a corollary from this theory. 
In Section 2.5 we show reductions of Sperner's lemma to our general- 
ized Baxter's theorem and to Lemma 2. The first reduction sheds a light 
on the connection between Baxter's result (which was used to give a 
combinatorial proof of Brouwer's fixed-point heorem in the plane) and 
Sperner's lemma (which is often used for the same purpose in arbitrary 
dimensions). It also shows that Sperner's lemma depends on some facts of 
algebraic topology which imply Brouwer's fixed-point heorem directly. 
The second reduction offers a combinatorial proof of Sperner's lemma 
that does not use induction on dimension. 
In Section 3.2 we prove the analogues of the results of Section 2.2 for 
orientable cubical pseudo-manifolds. Again, we manage to avoid induction 
on dimension, but in order to do so, we need to make some geometric 
observations about the standard n-cube which have no or only trivial 
simplicial analogues. These facts about the Hamming-distance preserving 
functions that map along the edges of the standard n-cube, which are 
interesting by their own merit, are explained in Section 3.1. 
In Section 3.3 we show that in the cubical case we also obtained all 
possible linear relations in Section 3.2. This section ends the survey on 
generalizations of Baxter's theorem. 
In Chapter 4, we build up the theory of cubical homology. While doing 
So, we refer to only one of the key lemmas about cubical colorings. Thus, 
analogously to the simplicial case, all our cubical results will also have a 
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homological proof. The cubical case is more "combinatorial" in the sense 
that we can easily define a notion of homotopy equivalence without 
abandoning the world of discrete cubical complexes. Thus we can show the 
vanishing of the positive degree homology groups of the standard n-cube 
purely combinatorially. The construction of cubical homology is in Sec- 
tion 4.1, the concept of homotopy is developed in Section 4.2. 
2. SIMPLICIAL GENERALIZATIONS 
2.1. Simplicial Polytopes and Compact Orientable Manifolds 
We begin by proving our generalization f Baxter's theorem in a special 
case, to give the flavor of how the topological construction works. Observe 
that the surface of a (n + D-dimensional convex simplicial polytope may 
be viewed as triangulation of 5 n. 
TnEORE~I 2 (Generalized Baxter's Theorem for Simplicial Polytopes). 
Color arbitrarily the vertices of a given (n + D-dimensional convex simplicial 
polytope P with n + 2 colors. Let A i be the number of facets with vertices 
colored with {1, 2, . . . ,  n + 2} \ {i}, where we count a facet with multiplicity 1 
or - 1 when the sign of the multiplicity is the sign of the orientation of the 
vertices of the facet listed in increasing order of colors. Then we have 
A 1 = -A  2 -~A 3 . . . . .  (_1)  "+1 .A,+ 2. 
Proof. The proof will use some facts from algebraic topology. (See e.g. 
[3, Chap. VIII, Sect. 4].) Let M and N be two n-dimensional manifolds, 
which are compact and orientable. Furthermore let N be a connected 
manifold. For any continuous function f: M ~ N, one can define the 
degree deg(f). Moreover, for any q ~ N, one can define the local degree 
degq(f). In the event when f is locally a homeomorphism around a small 
enough neighbourhood of each point of the fiber f- l(q), the local 
degree degq(f) may be viewed as "number of points in the fiber f- l(q), 
counted with multiplicities," where the multiplicity is 1 if the function f at 
that point in the fiber preserves orientation, and -1  otherwise. Finally, 
the local degree degq(f) is equal to the degree deg(f). 
A coloring of the vertices of a polytope P is a function 
6: vert(P) -* vert(A~+l), 
where vert(P) denotes the vertex set of P and A n+l is the standard 
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(n + 1)-simplex with vertices e l , . . . ,  en+ 2. We can extend ¢ to a continu- 
ous map 
f :  OP --* 0A "+l, 
from the surface of P to the surface of A n + 1 as follows. Every p ~ OP can 
be written uniquely as the barycentric ombination of the vertices of the 
smallest face (say conv({vl, . . . ,  vk})) containing p, 
k k 
p= ~ a i " vi, where a l ia  i > O and ~a i=  1. 
i~1  i=1 
Now define f (p )  by 
k 
f (P )  := E Ogi" ¢(Vi)" 
i=1  
Clearly f is a continuous function between two homeomorphic mages of 
~ .  Observe that the sphere ~" is an oriented n-dimensional manifold, 
which is both compact and connected. 
Consider a point qi in the interior of the facet conv({el,..., e,+ 2} \ {ei}), 
and let us compute the local degree degq,(f). The fiber f - l (q i )  is a finite 
set, and there is exactly one element of f - l (q  i) in each facet of P that has 
vertices of colors {1, 2 . . . . .  n + 2} \ {i}. Hence the local degree degqi(f) is 
equal to the number of facets in P with colors {1 . . . . .  n + 2}\{i}, 
counting multiplicities. The multiplicity is 1 if the orientation of the facet 
containing the element in the fiber f - l (q/)  has its vertices colored in the 
same orientation as conv({el,..., en+ 2} \ {ei}), and the multiplicity is -1  
otherwise. Hence we have 
degq,(f) = A i • ( - 1) n - t ,  
because the orientation of conv({el,..., en+ z} \ {ei}) in A "+1 is ( -1 )  "-i. 
Therefore we obtain 
( _ l )n - i  .A  i = degqi ( f )  = deg( f )  for i = 1 ,2 , . . . ,n  + 2, 
and this implies the theorem. Q.E.D. 
THEOI~EM 3 (Generalized Baxter's Theorem for Compact Orientable 
Manifolds). Let M be a compact oriented n-dimensional manifold. Let r 
be a finite triangulation (i.e., ordered simplicial atlas) o f  M.  Assign arbitrar- 
ily the volors 1 . . . . .  n + 2 to the vertices of  ~. Let A i be the number of  
facets of  r with vertices colored with {1,.. . ,  n + 2} \ {i}, where we count a 
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facet with multiplicity 1 or - 1 when the sign of the multiplicity is the sign of 
the orientation of the vertices of the facet listed in increasing order of colors. 
Then we have 
/11 = - -M 2 =A 3 . . . . .  ( _1 )  n+l  "An+ 2. 
In the previous proof the fact that our triangulated manifold is the 
surface of a convex simplicial polytope was only used when we extended 
the coloring of the vertices to a continuous function between the manifold 
and 0A n+l. Hence, in order to obtain the desired generalization, the only 
thing we have to do is to extend the coloring qS: vert(~-) --, vert(A n+*) to a 
continuous function f :  M ~ 02x n +1 
It is a well-known fact that any map between the vertices of two 
simplicial spaces that takes faces into faces can be extended uniquely to a 
simplicial (and hence continuous) map between the same two spaces. (See, 
e.g., [3, Chap. V, Proposition 7.11].) In our case the triangulation of M 
defines a simplicial space, and the simplex 2x ~+1 is trivially a simplicial 
space. The rest of the proof goes through exactly as in the case of convex 
polytopes. 
Note that the results of this section hold evidently for colored triangula- 
tions of disjoint unions of compact orientable n-dimensional manifolds. 
2.2. Orientable Simplicial Pseudomanifolds 
Let us recall the most important definitions. 
DEHNITION 1. An (abstract) simplicial complex A is a family of sets 
(called faces) on a vertex set V such that 
(i) every {v} ~ /X for every v ~ V, and 
(ii) if o- ~ A and ~- _ o- then ~- ~ A. 
For every face o- we call Icrl - 1 the dimension of o-. We denote the 
collection of k-dimensional faces by A k. The maximal faces are called 
facets, their facets are subfacets. 
DEFINITION 2. An n-dimensional simplicial pseudomanifold is a simpli- 
cial complex A satisfying the following conditions: 
(i) every facet of A is n-dimensional, 
(ii) every subfacet is contained in at most two facets, 
(iii) if F and F'  are facets of A then there is a sequence of facets 
F = F 1, F2 , . . . ,  F m = F' such that F i and F i+~ have a subfacet in com- 
mon. 
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We call the subcomplex generated by the subfacets contained in exactly 
one facet the boundary of A, and we denote it by 0A. If 0A = ~,  then we 
call A a simplicial pseudomanifold without boundary. For a boundary 
subfacet o- we denote the unique facet containing it by S2(o-). 
We will define orientation on ordered faces. 
DEFINITION 3. An ordered face is a list (u 1 . . . .  ,uk+l),  where 
{Ul,...,Uk+ 1} is a k-face. We denote the set of ordered k-faces by 
Ordk(A). If A is a simplicial pseudomanifold and o-= {u 1 . . . . .  u,} is a 
boundary subfacet, then we denote by g2(Ul,..., u,+ 1) the ordered facet 
(Ul,..., u,, u,+a), where u,+ 1 is the only element of g2(o-)\ o-. 
Now we are able to define orientable simplicial pseudomanifolds. 
DEFINITION 4. Let A be an n-dimensional simplicial pseudomanifold. 
We call A orientable when there exists a map e: Ord,(A)  ~ 77 such that 
the following hold: 
(i) For every facet F = {Vl, . . . ,  v,+ 1} we have 
g(U1,U  2 . . . .  ,Un+l )  = -I-1. 
(ii) For every permutation ~- ~ 5~,+1 and every facet {v l , . . . ,  v,+ I} 
we have 
e(V l ,  U2 , . . .  , Vn+l )  = sign(~') • e(V~r(1), v~.(2 ) . . . . .  UTr(n+l)) ,
where sign(~-) is -1  for odd and 1 for even permutations. 
(iii) For every non-boundary subfacet {v 1 . . . . .  v,} ~ 0A and the two 
facets {v 1, v2,..., Vn, V',+ 1} and {Vl, . . . ,  v,, v,~+ 1} containing it, we have 
t tt 
6 (U1 , . . . ,  U n,  Un+l )  = - -E (U  l . . . . .  U n,  Un+, ) .  
We call e an orientation of A. 
It is an easy consequence of Definition 4 and of condition (iii) of 
Definition 2 that an orientable simplicial pseudomanifold has exactly two 
orientations which differ only by a constant factor of - 1. 
In the following we will investigate the number of those facets and 
subfacets of a simplicial pseudomanifold, which are colored in a pre- 
scribed way. 
DEFINITION 5. Let 1 = (i 1 . . . .  , in+ l) be an ordered (n+ 1)-tuple of 
n + 1 distinct colors, and let /x be an n-dimensional oriented simplicial 
pseudomanifold. We will say that an ordered facet (v 1 . . . . .  v,+ a) of A is 
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/-colored when the color of v t is i t for t = 1, 2 , . . . ,  n + 1. We denote the 
factthat  (V l , . . . ,  G+1) is /-colored by (v 1 . . . . .  G+I )  ~ I. We define 
Hi := E ~(Ul,''',Vn+l)" 
(vl ..... v,,+l)~l 
Similarly, for J = (Jt . . . . .  j,,) we call an ordered boundary subfacet 
(us , . . . ,  un) J-colored when the color of u, is Jt for t = 1, 2 , . . . ,  n. Again, 
we denote the fact that (U l , . . . ,  u.)  is J-colored by (U l , . . . ,  u~) ~ J. We 
define 
Bj  := E E (a (U l , .  • •, Un) ) "  
(U 1 . . . .  , Un) '-+J 
In the following we will investigate the relations between the numbers 
A 1 and B I for an arbitrarily given coloring. Note that an analogous 
situation to that of Theorem 3 may be included in this setting, as the 
special case when A is an n-dimensional oriented pseudomanifold without 
boundary, and A is colored with the color set {1, 2 , . . . ,  n + 2}. Then the 
numbers Bj will all be zero, and the color set will have n + 2 differ- 
ent (n + D-subsets, each of which can be Written in the form {1, 2 . . . .  , 
n + 2} \ {i}. The number Ao, 2 ..... i-l,i+1 ...... +2) will be the analogue of 
the number A; in the generalized Baxter's theorem. We will pay special 
attention to colorings of oriented simplicial pseudomanifolds without 
boundary. For these pseudomanifolds all the Bj's are zero, thus we 
restrict our attention to the relations among the Al'S. 
The following equalities are straightforward consequences of condition 
(ii) of Definition 4. 
LEMMA 1. We have 
A(i.~(1 ). . . . .  i=(~ + 1)) = sign(rr) ' A(i 1 ..... i, +1) (1) 
for all permutations ~" ~ ~-~n+ l, and 
B(J.o) . . . . .  J.(n)) = sign(r)  • B( j  I . . . . .  Jn) (2) 
for all permutations r ~ S~'.. 
The simplest nontrivial situation where nonzero Al'S and Bj's might 
arise is when we color with n + 1 colors. The following lemma deals with 
this case. 
LEMMA 2 (Fundamental Coloring Lemma for Orientable Simplicial 
Pseudomanifolds). Let A be an oriented n-dimensional simpliciaI pseudo- 
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manifold. Color the vertices o f  A arbitrarily with the color set {1, 2 , . . . ,  n + 
1}. Let us fix two permutations a = (a 1 . . . . .  an+ I) and/3 = (131 . . . .  ,/3n+1) 
of  {1, 2 . . . .  , n + 1}. Then we have 
s ign(a)  • A .  = s ign( /3)  • B(& ..... &). (3)  
In particular, when A is a simplicial pseudomanifoM without boundary, then 
A~ = 0 (4) 
holds. 
Proof. By Lemma 1, the equation does not change if we replace a or/3 
by other permutations. Thus, without loss of  generality we may assume 
a =/3 = id, that is, a i = /3i = i for i = 1 , . . . ,  n + 1. 
We construct a graph G = (V, E )  associated to A and its coloring. The 
vertex set is defined by 
V := {(u 1 . . . .  ,U ,+ l )  ~ Ord~(A) :  color(u/)  =/ fo r  i = 1,2 . . . . .  n}. 
Note that the color of un+ 1 is arbitrary, andso  V is the disjoint union of 
V 1 = {(U 1 . . . .  , u~+l) ~ V: co lor(un+l)  = n + 1}, 
and 
V 2 = {(u a . . . .  , u,,+l ) e V: co lor(un+l)  =/: n + 1}. 
Furthermore, we can split both V 1 and V 2 into the disjoint union of 
smaller sets. We have 
V i= V/~0 Vi" (i = 1,2),  
where 
and 
~' = {(<, . . - ,  Un+l) ~ Y,: {ul . . . . .  un} e aA}, 
V//t' = { (U l , . . .  , Un+l )  ~ V/: {u 1 . . . . .  Un} E 0A}. 
We define the edge set of G as a disjoint union E := E 1 U E 2, where 
E1 := {(("1 . . . . .  Un, S ) , ( .1  . . . .  , Un, t)):  S ~ t}, 
and 
E2 := ( ( (u , , . . . ,u , _ l ,  s, u,+l . . . . .  uo, t) ,  
(u 1 . . . .  ,Ui_a,t ,Ui+l . . . . .  un, s) ) :  s =~ t, 1 < i _< n}. 
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Observe that the e-values on adjacent vertices of G have opposite signs. 
In fact, for edges in E 1 resp. E2, this follows from condition (iii) resp. (ii) 
of Definition 4. Observe furthermore that every vertex is adjacent o at 
most one other vertex in E 1. In fact, for every u = (u~, . . . ,  un+ 1) ~ V, 
there is at most one facet different from {u 1 . . . . .  un+~} that contains the 
subfacet {u l , . . . ,  un}. The vertex u has no neighbor in E 1 if and only if 
{Ul,... , u n} belongs to the boundary, i.e., if[ u ~ Vf' U 1/2'. Note at last 
that E 2 is a matching on the set V 2. In fact, if u = (u l , . . . ,  u~+ 1) ~ V 2 
then there is exactly one way to exchange u1 with the unique u i having the 
same color. 
Therefore the degree of a vertex in E 1 or E2, depending on the fact, to 
which subset of V it belongs, can be found in the following table. 
Degree in V~ V~' V~ V~' 
E 1 1 0 1 0 
E 2 0 0 1 1 
Since every vertex in the graph G has degree at most 2, the graph G is a 
disjoint union of singletons, paths and cycles. The singletons are the 
elements of the set V~'. The cycles lie inside the set V~. The two sets Vf 
and V~' contain the endpoints of all the paths, and the internal nodes of all 
the paths lie in V~'. 
Observe that a path that connects two vertices x, y ~ V~ will have odd 
length. Hence we know that e(x) = -e (y ) .  Similarly, a path that connects 
two vertices in V~' will also have odd length and thus the two endpoints of 
the path have opposite signs. But a path that connects a vertex in V~ with 
a vertex in V~' will have even length. The two end points of such a path 
will have the same sign. We conclude that 
Ee(x)= Ee(x). 
x~V~ x~V~' 
The (1 . . . .  , n + 1)-colored ordered facets are represented in the graph 
G by the vertices in V 1. Hence 
A(1 ...... +i) = • e (x ) .  
x~ V 1 
Similarly the (1 . . . .  ,n)-colored boundary faces are represented by the 
vertices in V(' ~0 V~', and thus 
B(I ...... )=  Y'~ e(x ) .  
x~V~'eov~' 
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By combining the three last equations we obtain 
A(1 . . . . .  n+l )  = E (x) 
x~V; x~v;' 
= 
x~V;' xEvi' 
B(1 , . . . ,n  ). 
Observe that the paths and the singletons in the graph G describe a 
bijection between the signed set of (1 . . . .  , n + 1)-colored facets and the 
signed set of (1 . . . . .  n)-colored boundary subfacets. Hence the proof is 
bijective. Q.E.D. 
From this lemma we obtain the strongest possible master theorem in a 
surprisingly straightforward way. 
THEOREM 4 (Master Theorem for Colored Triangulations). Let A be 
an oriented n-dimensional simplicial pseudomanifold and m > n + 1. Color 
the vertices of 2x arbitrarily with the color set {1,2 , . . . ,  m}. Let 
{Ca, C2, . . .  , C,+ a} be a partition of the colors {1 . . . .  , m} into n + 1 blocks. 
Then we have 
E A(i  I . . . . .  in+l) = E B(jl ..... in)" (5 )  
i l~C 1 .... .  in+l~Cn+l j lGCl,..., jn~Cn 
In particular, for n-dimensional oriented simplicial pseudomanifolds without 
boundary we have 
E A(i, ..... i.+,) = 0. (6) 
i l~Cl,...,in+l~Cn+l 
Proof. Construct a function A: {1, . . . ,m} ~ {1 . . . . .  n + 1} by setting 
A(i) = j if i ~ C i. A coloring of the vertices of A can be viewed as a 
function ~b: vert(A) ~ {1, . . . ,  m}. Hence, the composition A o 4) is also a 
coloring of 2~, but with n + 1 colors. Apply Lemma 2 with a =/3 = 
(1 ,2 , . . . ,n  + 1) to this coloring. We obtain A0, ~ ...... +l) 
ho(h Obviously, A(1,2 ...... +1) is equal to the left hand side, and B0,°:, ~..... ) is 
equal to the right hand side of (5). Q.E.D. 
EXAMPLES. (1) When m = n + 1, then a partition of the color set 
{1, 2 , . . . ,  n + 2} into n + 1 blocks consists of n singletons and a block of 
size 2. If we assume that the only 2-element block is {i, i + 1}, then in the 
case of a simplicial pseudomanifold without boundary, Eq. (6) gives us 
A( i , l ,2  . . . . .  i -a , i+2  . . . . .  n+2) + A( i+ l , l ,2  . . . . .  i -1 , i+2  . . . . .  n+2) = 0 
which is equivalent o A i = -A i+ a in the formulation of Theorem 3. 
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(2) Consider the coloring of an (n + 1)-dimensional convex simplicial 
polytope P with n + 2 colors. Let us divide P with hyperplanes spanned 
by vertices of P into (n + 1)-dimensional simplices. This way we obtain an 
(n + 1)-dimensional oriented simplicial pseudomanifold A, for which 
0A consists of the facets of OP. Lemma 2 gives us yet another proof of 
the generalized Baxter's theorem for convex polytopes. Note that this 
time the numbers Bi~ ..... :,+~ will agree up to sign with the numbers A i of 
Theorem 2. 
Observe that in the proofs of this section we never used the connected- 
ness property of simplicial pseudomanifolds (condition (iii) in Definition 
2). Hence the results hold also for disjoint unions of n-dimensional 
orientable pseudomanifolds, or even for those unions of n-dimensional 
orientable pseudomanifolds in which any two pseudomanifolds intersect in 
less than (n - 1)-dimensional faces. 
2.3. The Linear Space of Conditions on A I 'S  and Bj's 
In this section we show that Theorem 4 exhausts all linear relations 
among the numbers A(i 1 ..... i,+1) and B(j~ ..... j,). 
Let us introduce for notational convenience symbols A(i , ..... in+l) resp. 
B(:, ..... fn) for all vectors 01 , . . . , in+ i )  resp. ( J l , . . . , Jn )w i th  entries in 
{1, 2 , . . . ,  m}, agreeing immediately that A(q ..... in+0 = 0 resp. B(:~ ..... in) -= 0 
whenever ( i l , . . . ,  i n + 1) resp. (Jl . . . .  , in) has repeated entries. 
Then we can define 
and 
Ac1 ..... c,,+1 :=  ~ A(i~ ..... i.+O' 
i l~C l , . . . , i n+ l~Cn+ I
Bc I . . . . .  c ,  :=  E B(j 1 ..... j,,) 
Jl~C1,...,Jn~Cn 
for arbitrary n + 1-tuples of sets C1, . . . ,  Cn+ ~. 
Thus (5) may be written as 
Acl ..... c,+x = Bc~ ..... c, (7) 
for all partitions of the set {1, 2 , . . . ,  m} into n + 1 blocks C a . . . . .  Cn+ 1. 
LEMMA 3. The system of Eqs. (5) is equivalent to the following: 
~ A(i,,i2 ..... 6.0 = B(q ..... i.) (8) 
i=1  
for all n-element subsets {il,.. , i n} c {1, 2 . . . . .  m}. 
244 EHRENBORG AND HETYE I  
In the boundariless case, Eqs. (6) are equivalent o 
m 
E A( i l , i  2 . . . . .  in, i ) = 0 (9) 
i=1  
for  all n-element subsets {i I . . . . .  in} c {1, 2 , . . . ,  m}. 
Proof. We show the statement for oriented simplicial pseudomanifolds 
in general; the reasoning is essentially the same in the boundariless case. 
Clearly, Eqs. (8) are special cases of (7), with C 1 = {il}, C 2 = {i2},... , C n 
= {in} , and Cn+ 1 = {1, 2 . . . .  , m} \ { i l , . . . ,  in}. Thus we only have to show 
that (8) implies (7). 
It is an easy consequence of (2) that Ac~ ..... cn+l = 0 whenever two C;'s 
are equal. Hence we may write 
A c1 , . . . ,Cn+ 1 = 
n+l  m 
E Ac  I . . . . .  c , , , c  b = EAc I  . . . . .  Cn,{i } 
j= l  - ~ ~ i=1 
0 i f j4=n+ 1 
. . . . .  
( i l , . . . , in )~Cl× . . .  XC  n 
On the other hand, by the definition of Bcl ..... c, we have 
J l~C l  . . . . .  jn ~Cn ( j l , . . . , j n )~Cl )< " " XC  n 
B( J i  . . . . .  Jn)" 
Therefore (7) is the sum of equations of the form (8). Q.E.D. 
DEFINITION 6. Let 7/" be an m-dimensional vector space with basis 
e l , . . .  , e m. Given a coloring ~b: vert(A) ~ {1,2 . . . . .  m} of an orientable 
n-dimensional simplicial pseudomanifold A, we define the weight vector of 
the coloring as the following skew-symmetric tensor 
. .=  E A( i  I . . . . .  i n+l  ) " ei i  /k " ' "  /k e i .+ l  
i l  < " ' "  < in+l  
+ ~ B(k ..... j~) • e h A " '" A e j.,, 
Jl < " " " <Jn 
which lies in Extn+ 1(~ ¢') • Extn(gP). We denote the Z-module resp. vector 
space generated by all weight vectors by A" resp. Yr. Moreover, the 
submodule resp. subspace generated by the weight vectors of colorings of 
oriented n-dimensional simplicial pseudomanifolds without boundary will 
be denoted by ~g0 resp. 7 f  0. (Observe that Me 0 and ~f0 are contained in 
EXtn + I (~V' ) , )  
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Note that conditions (2), (1), and our convention about  A(i  t . . . . .  i~+1 ) resp. 
B(j~ ..... j,,) being zero in case of repeated indices allows us to think of 
A(il ..... in+l) as the coefficient of eil A .." A ei,,+ f and of BU~ ..... s,) as the 
coefficient of ejl A • • • A ej ,  for arbitrary ( i l , . . . ,  in+i) and ( J l , . . . ,  in). 
A linear condition on the Az's and Bj's may be transcribed as 
(v*lw,~) = 0 
for all vectors w4~ and a fixed v*~ (Extn+l(~' )@ Extn(T))* = 
(Extn+l(~))* ¢ (ExG(T))* .  When we restrict ourselves to pseudomani- 
folds without boundary, we may take v* to be an element of (Extn+ 1(~/)) *. 
It is a well-known fact that the dual space (Extk(W))* is isomorphic to 
Extk(~*) ,  where we define the value of u~ A " '  A u~ ~ Extk (T* )  on 
u I A " ' "  A U k E Extk (~)  tO be the determinant of the matrix 
((u*]vj))~j= 1. Using this isomorphism for k = n, n + 1, and introducing 
the dual basis e* ~ ~*  defined as usual by (e*le s) := 3i, j, we can write 
Eqs. (8) in the following equivalent form, 
(e*  A . . .  Ae*  A (e~ +e~ + "" +e*  + 1) we~ ) =0 (10) 
l 1 In 
for all { i l , . . . ,  in} c {1, 2 , . . . ,  m} and all weight vectors w e. Similarly, Eqs. 
(9) are equivalent to all conditions of the form 
{e*ll A ' ' "  A e*,,, A ( e  t + e~ + - "  +e'm) w,~) = 0. ( 1 1 )  
LEMMA 4. The vectors e~ A - . .  A e*,n A (e~ + e~ + ""  +e*  + 1) span 
(m )-dimensional subspace of Ext~ +1(W*) ¢ Ext~(~/*). Furthermore, an 
the dimension of the subspace of Ext~+a(~ p*) generated by the vectors 
e~ A . . .  A e* A (e~ + e~ +' ' '  +e*) is (mnl ) .  
Proof Note that the linear span of the vectors e* A • • • A e* A (e~ + 11 I n 
e~ + . . -  +e*  + 1) is exactly the image of the linear map 
Ext~(~/*)  ~ Ext ,+ l (~ '*  ) • Ext~(~*)  
• A (e~ + - . .  +e*  + 1). • ~--> U~ A ' ' "  A U  n U~ A " ' "  A tA n
This map is injective, for its projection onto Extn(~*)  is the identity. This 
shows the first statement of the lemma. On the other hand, the linear span 
of the vectors e* A . . .  A e* A (e~ + e~ + " -  +e*)  is equal to the im- 
I I  In 
age of the linear map 
Ext~(~/'*) --* Extn+l(~'*  ) 
. . . . . . . . .  +era) .  • ~ u  t A A U,, A (e T + U~ A A U n 
582a/69/2-5 
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If we take now another basis * * ~*  * * f l  . . . .  , f~ of with fm* = e~ s + "'" +em, 
then the image of the above linear map will be the linear span of 
{fi* A ... A fi* A f * :  {i l ,  . . . .  in} C {1 ,2 , . . . ,m -- 1}} 
which is clearly (m 2 1)-dimensional. Q.E.D. 
COROLLARY I. Wehaued imgf<(  m ) anddimg//o<(m-~) 
n+l  ~ - -  n+ " 
Proof. Let 
~-~ = span{e~ A . . .  A e-*,n A (e T + e~ + --" +e*  + 1) 
:{il . . . . .  in} c {1 ,2 , . . . ,m}}.  
Thus 2 ,  is a subspace of Extn+l (T* )  ~3 Extn(~'*  ). Define the orthogonal 
space 2 ,  ± by 
2 ,±= {v ~ Extn+l (T  ) • Ext~(~) :Vv*  E 2, ,  (v*[v) = 0}. 
By (10) we have that 7 f  _c 2 , " .  Hence 
dim 7~" _< dim 2" l 
= d im(Extn+l (~ ) • Extn(g'~)) - dim 2 ,  
Similarly, let 
Y0 = span{e~ A . . .  A e*,n A (eT + e~ + - "  +e*)  
:{ i l , . . . , in}  c{1 ,2 , . . . ,m}},  
and define the orthogonal space 2"~ G EXtn+l(~'). By (11) we know that 
7fo G 2,0 ~ . Thus 
dim 7¢" o < dim 2,0 -L 
= d imExtn+l (T  ) - dim 2,0 
= (n+lm)_  (m-1)n  
=(mi)n+ 
Q.E.D. 
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DEFINmON 7. Let { i l , . . . ,  in+2} be an arbitrary n + 2 element subset 
of {1, . , . ,  m}. Color the vertices of the standard n + 1 simplex A n+l with 
the colors { i l , . . . ,  i,+2}. Consider this coloring as a coloring of the n-di- 
mensional simplicial pseudomanifold without boundary 02~ +1, and denote 
the weight vector of this coloring by P(il ..... in+2)" Let us call these weight 
vectors p(q ..... i,+2) elementary weight vectors of the first kind. 
Let { J l , - . . , J~+l} be an arbitrary n + 1 element subset of {1 , . . . ,m}.  
Consider the coloring of a standard n-simplex with the colors{j1 . . . . .  J, + 1}- 
Let us denote the weight vector of this coloring by q(j~ ..... J,,+o" We call the 
weight vectors q(h ..... j,.~) elementary weight vectors o f  the second kind. 
Obviously p(q ..... ~,+;) is a linear combination of skew tensors of the 
form ei~ A " • • A e i ,  ~ A ei.+~ A - - • A ein+2 , where s ~ {1, 2 , . . . ,  n + 2}. 
The coefficient of each of the above-mentioned skew tensors is __+ 1. Simi- 
larly, q(j~ ..... ~,+~) is the linear combination of ejl /x . . .  A ej,+l and skew 
tensors of the form ej~ A ' ' "  A ej ,_~ A ejt+~ A ' ' '  A e j~+,,  where t 
{1, 2 , . . . ,  n + 1}. The coefficients of these tensors are also + 1. Observe 
that elementary weight vectors of the first kind belong to oriented simpli- 
cial pseudomanifolds without boundary. 
LEMMA 5. The set M o :=  {p(q  . . . . .  in+l,m): { i l , . , .  , i,,+1} ___ {1, 2 . . . .  , m - 
1}} is a Z-basis o f  ~o ,  and the set M := M o t.3 {q(Jl,J2 ..... j.,m)" { J l  . . . . .  Jn} C_ 
{1, 2 . . . .  , m - 1}} is a Z-basis o f  JZ. 
P roo f  First we show that M 0 is a Z-basis of //{0- Consider the 
antilexicographic order on the basis {eil /~ • -. A ein+ " i I < i 2 < . . .  < 
i ,+ 1} of Ext~+l(~') .  That is, we set 
when 
def 
el l  A • • • A e in+l  ~ e j l  /~ • • • /~ e j .+ l  
in+l =J~+x, i,, = j  . . . . . .  i s+ l  =J ,+ l  and i, < j ,  
for some s ~ {1 , . . . ,  n + 1}. 
With respect o this order, the smallest erm of p( i j  . . . . .  i~+2 ) for i I < i 2 < 
• " " < in+ 2 is eil /~ • • • /x e i .+ .  Hence the antilexicographically first terms 
of the elements of M 0 are pairwise different, and so M 0 is an independent 
set. Thus we have only to show that M o also generates the Z-module ~e" 0. 
Assume by way of contradiction that there is a r ~/Ze" 0 which is not a 
Z-linear combination of elements from M 0. We can take r to be a 
counterexample that has the largest possible antilexicographically first 
term. Then the first term o f r  cannot be a multiple of ei, A • • • /x ein A e~n+, 
with i I < " '"  < in+ 1 < m - 1, because then we can subtract a multiple 
248 EHRENBORG AND HETYE I  
of P( i~ . . . . .  in+ D m) and obtain a counterexample with larger antilexicographi- 
cally first term. Hence we can suppose that 
r = E A( i  I . . . . .  in, m) " e i  1 A . . "  A ein A em.  
{i 1 . . . . .  i n} ~ {1,2  . . . . .  m - 1} 
The vector r is the linear combination of weight vectors, so Eqs. (11) hold 
for r, giving 
A( i~ . . . . .  i . ,m)  = 0 
for all { i  I . . . . .  in) c {1, 2 . . . . .  m - 1} and so r = 0, a contradiction. 
The proof of the fact that M is a generating system of the Z-module Mr 
is analogous to the above reasoning. We introduce the same antilexico- 
graphic order on the basis {eqA . . .  Aein__ 1: i  1 <i  2< "'" < in+ 1} of 
Ext n + a(7/) as before. Again we look for a counterexample r ~Mr that has 
a largest possible antilexicographically first term in Extn + 1(~). (Note that 
r does not have to be an element of Extn+l(~') ,  but it has a uniquely 
defined Extn+l(T)-component.)  As before, we can show that the 
Extn+~(~)-component of r is of the form 
E A( i  I . . . . .  in ,m) " e i  I A • • • A ein A e m.  
{i I . . . . .  in}_a{1,2 . . . . .  m- l}  
But then, subtracting 
E A( i  I . . . . .  in ,m) " q( i l  . . . . .  in ,m) 
{il . . . . .  i n} _{1 ,2  . . . . .  m -- 1} 
from r, we obtain a f ~Mr which is not generated by M, and has zero 
Ext ,+l (~)-component .  From Eqs. (10), which hold by linearity for all 
elements of Mr, we obtain f = 0, a contradiction. 
Finally, in order to show the independence of the elements of M, 
observe that the antilexicographically first term of the Extn+ l(~')-compo - 
nent of q( i~ . . . . .  in, m ) is ei~ A " "  A el, A era,  and so the antilexicographi- 
cally first terms of EXtn+l(Tf)-components of M are pairwise different. 
Q.E.D. 
COROLLARY 2. M o is a vector space basis o f  7f  0, M is a vector space 
basis o f  7 f  . Therefore we have 
(m l) 
dim 7f  o = n + ' 
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and 
dim ~ = 
The previous lemmas add up to the proof of the fact that Theorem 4 
and the sign-relations expressed in Lemma 1 imply all linear relations 
between the AI'S and Bj's in the general case as well as in the boundari- 
less case. 
THEOnEM 5. The vector space of linear equations of the A i' s and B j' s is 
spanned by Eqs. (5), (1), and (2). Similarly, for oriented simplicial pseudo- 
manifolds without boundary, all linear relations among the A I'S are implied 
by the Eqs. (6) and (1). 
Proof. By Corollary 1 the linear conditions of Theorem 4 allow 7f  0 to 
d mo. io a , and to at most ( m )   mensiona  be at most + n + 1 
On the other hand, Corollary 2 guarantees that ~'0 has dimension .. 1 
(m)  and ~" has dimension n -- 1 • Therefore there cannot be any additional 
linear conditions on the Ai's and Bj's, resp. Ai's in either case. Q.E.D. 
As noted at the end of the last section, the weight vectors of colorings of 
disjoint unions of n-dimensional orientable simplicial pseudomanifolds 
also belong to ~'. For such a disjoint union, the weight vector of the 
coloring is equal to the sum of the weight vectors of the restrictions of the 
coloring to the connected components. On the other hand, reversing 
the orientation on a component multiplies the weight vector belonging to 
that component by -1 .  From these elementary facts we can deduce that 
Z/[ is not simply the Z-linear span of the weight vectors, but it is equal as a 
set to the set of weight vectors of colorings, when we allow disconnected- 
ness. It is also true that the set of weight vectors of colorings of (con- 
nected) n-dimensional orientable pseudomanifolds i  equal to ~'. We 
leave the proof to the reader. 
2.4. Simplicial Homology 
The results of Section 2.2 and 2.3 can be more easily proved using 
simplicial homology. In this section we outline how to do this, and how to 
obtain coloring theorems when we color with the vertices of a simplicial 
complex. A good reference about simplicial homology is [10]. Here is a 
reminder about the definitions. 
DEVINITION 8. Let A be an arbitrary simplicial complex. We define 
S~(A) to be the free Z-module generated by the basis {o-: o- ~ A~}. We 
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represent S~(A) as the factor of the free Z-module generated by the 
ordered k-faces, and the relations 
[(v~.(1 , . . . . .  v~(~+l))] = sign(~r). [(Vl,...,Vk+l) ] 
for every ~r e ~k+l.  (The symbol [(v~(1) . . . .  , V~(k+l))] stands for the class 
represented by the ordered face (v 1 . . . .  ,vk+l).) We turn S.(A) into a 
chain complex by defining the boundary map 
k+l  
0([(v~ . . . . .  vk+,)]) := Y'. ( -1 )  *-1. [(va . . . .  ,Vi_l,Vi+l . . . .  ,Vk+l) ] . 
i=1 
We call the homology groups H,(S°(A)) the (absolute) simplicial homology 
groups of A. 
We define the cochain complex S°(A) to be the dual complex of S°(A), 
consisting of the dual Z-modules S~(A) = Hom(Sk(A), Z), and connected 
by the coboundary map 8 e, which is the adjoint of 0k+ 1. The cohomology 
groups of S'(A) are the (absolute) simplicial cohornology groups of A. 
A sirnplicial map ~b: a ~ A' is a map 
&: vert(A) --+ vert(A') 
which takes faces into faces. We define the chain map induced by 4~ to be 
the linear map satisfying 
Sk(~O)( [ (U  1 . . . . .  Vk+l ) ] )  
= / [ (4 ) (V l )  . . . . .  ~(Vk+l))] if &(Vl) . . . . .  4~(vk+,)  are dist inct ,  
otherwise. 
Next let us recall the definition of relative simplicial homology. 
DZFINmON 9. Given a subcomplex /X of A, we define the relative 
complex of Z-modules S.(A,/X) by 
S . (a ,  ~) := S. (~) /S . (£ ) ,  
where we embed So(A) into S.(A) using the chain map induced by the 
inclusion ~ ~ k. 
We call the homology groups Hn(S°(A,/~)) the relative simplicial homol- 
ogy groups of the pair (k,/~). We introduce the cochain complex S°(A,/X) 
in perfect analogy to the absolute case. We call the cohomology groups of 
S'(A,/~) the relative simplicial cohomology groups of the pair (A, A). 
When a simplicial map ~b: A ~ A' takes the subcomplex A of A into the 
subcomplex /x' of A', then we say that ¢b is a simplicial map from the pair 
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(A,/~) to the pair (A', A'). In this case we can consider S°(qS) as a chain 
map So(~b): S.(A, A) ~ So(A', A'). 
Introducing the convention that So(~) be the zero complex, we obtain 
the absolute simplicial homology and cohomology as the special case of 
the relative analogues with 7~ = ~3. 
When we reformulate our results in the language of simplicial homol- 
ogy, the notion of mapping cone will be indispensable. 
DEFINITION 10. If f:  K° ~ L° is a chain map of Z-modules, we define 
the mapping cone o f f  to be the complex C(f)° defined by 
and 
C( f )n  := Ln • Kn_l, 
oc(f)(y,x) := (OL(y) + f (x ) ,  -OK(x)). 
The mapping cone of id: K° ~ K° is called the cone of K°. 
We will be interested only in the special case when f is an inclusion 
map. In this case we have the following lemma. (See, e.g. [8, p. 46, 
Proposition 1.7.5].) 
LEMMA 6. I f  f: Ko --* L° is injective, then we have 
H~(C( f ) )  -- H~(Lo/Ko) 
for all k. 
DEFINITION 11. Let A' be a subcomplex of the simplicial complex A. 
We denote by Co(A, A') the mapping cone of S°(p), where p is the 
inclusion map p: A' -* A. 
As a special case of Lemma 6 we obtain the following equality for all 
pairs of simplicial complexes (A, A'). 
H~(C.( A, z2)) =- H~(S°(A, S) )  (12) 
for all k. 
The following lemma shows that a simplicial map between pairs of 
complexes induces a chain map between the mapping cones. 
LEMMA 7. Let f: Ko --* L .  and f': K; ~ I2o be chain maps. Assume 
furthermore that we are given chain maps g: K.  ~ K" and h: L° -o L'°, 
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such that the diagram of chain complexes 
f 
K .  ~ L° 
f, 
K'~ , L'° 
is commutative. Then the pair (g, h) induces a chain map 
C( f ) .  ~ C( f ' ) °  
(y ,x )  ~ (h (y ) ,g (x ) ) .  
The proof is straightforward substitution i to the definitions. 
COROLLARY 3. Let A be a subcomplex of A and 7V a subcomplex of A'. 
Assume that the simplicial map 6 : A --9 A' takes the pair (A, z]) into the pair 
(A', A'). Then c~ (more precisely the pair (S°(cb), S°(~blX))) induces a chain 
map 
c.(6):  C.(A, --, C.(a', 7,'). 
In analogy with the cochain complex S°(A, 7~) we also introduce the 
dual complex of C°(A, 7~). 
DEFINITION 12. We define C°(A,z~) to be the dual complex of 
C°(A,/~), consisting of the 7/-modules C~(A, 7~) _- Hom(Ck(A '/]), 7/), and 
connected by the coboundary map /~k = Hom(0k + 1, 77). 
We can easily compute the coboundary map of C'(A,/~) from the 
coboundary map of C'(A) and C°(z~), as the following lemma shows. 
LEMMA 8. Given a chain map f: K .  ~ L. ,  the dual of the mapping 
cone C(f)° is isomorphic to the mapping cone C(f*)  ° of the dual map 
f*:  Horn(K°, 7/) --* Horn(L°, 7/). Using the isomorphism 
Hom(L k ¢ Kk_l,7/) ~ Hom(L/, ,Z) ¢ Hom(Kk_l ,Z )
we can describe the action of the coboundary map ~ by 
~(y*, x*) = (6L(y* ) , f * (y* )  - 8K(x*)) (13) 
for all y* ~ Hom(L~, 7/) and x* ~ Hom(K~_ 1, Z), Moreover, when f is 
injective and Ko, L° are complexes of free modules, then Im(~c(f. Q is 
generated by the elements of the form 6((y*, 0)). 
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Proof. It is straightforward substitution into the definitions. The iso- 
morphism, 
Uom(L~ • Kk_ l ,Z  ) ~- Uom(Lk,7/ )  • Hom(K~_ l ,Y  ), 
gives us the result that the dual of a mapping cone is isomorphic to the 
mapping cone of the dual map. To see the formula for the coboundary 
map, observe that we have 
( a( y*, x* ) l( y , x )) 
= ( (y* ,  x*)[O(y, x)) = ( (y* ,  x*)l(OL(y) + f (x ) ,  --OK(x))) 
=(y*[OL(y)  + f (x ) )  +(X*[ - -0K(X) )  
= (ac(y* ) ly )  +(f*(y*)lx) +( - a~:(x*)lx) 
= ( (ac (y* ) , f * (y* )  - a / ( (x* ) ) l (y ,  x) ) .  
Assume now that f is injective. It is sufficient to show that for all 
x* ~ Hom(K k _ x, Z) there is a y* ~ Hom(L k, 7/) such that we have 
a(y* ,0)  = a(0, x*).  
By (13) this equation is equivalent to 
(SL(Y* ) , f * (Y* ) )  = (0, - -SK(X*)) .  
This holds iff we have y* L y* = --X* K °0k+l=0 and ofk o0 k . When we 
consider K k as a submodule of L k, these two relations prescribe the value 
of y* on the submodules K k and L Im(0k+l). The prescription is consistent 
in the sense that both formulas require the same value for y* on 
L K k C~ Im(0k+ 1). Hence a map ~: K k + Im(0~+l) ~ Y may be defined, in 
accordance with the requirements for y*. The submodule K k + Im(0~+l) 
of L~ is free, and so a direct summand of L~. Therefore ~ may be 
extended to a map y* : L k ---, 7/which satisfies our requirements. Q.E.D. 
We establish an important equivalence for the orientability of simplicial 
pseudomanifolds. 
LEMMA 9. For an n-dimensional simplicial pseudomanifold A, the fol- 
lowing are equivalent. 
(i) A is orientable, 
(ii) Hn(S.(A , 0A)) ___- 7/. 
(iii) Hn(C°(A, OA)) = 7/. 
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Proof. By (12) it is sufficient o verify the equivalence of (i) and (ii). 
Observe that since Sn(Oh) = 0, we have S~(A, 0A) = Sn(h ). An element of 
S,(A) is a linear combination ECa(~r) • [o-] of facets. Here each facet o- is 
represented as an equivalence class of ordered facets. Using the sign rules 
of this factorization, we can extend the definition of a((r)'s to ordered 
facets (v a . . . . .  vn+l). The rules for change of sign will be identical to 
condition (ii) of Definition 4. Now it is easy to verify that 
O" 
is equivalent o condition (iii) of Definition 4. Using condition (iii) of 
Definition 2 we can convince ourselves that the value of a on an arbitrar- 
ily fixed ordered facet (v 1 . . . .  , v~+ 1) determines a completely. Therefore 
we have H~(S.(A, OA))= 2_ or Hn(S.(A, 0A))= 0 for all n-dimensional 
simplicial pseudomanifolds. The nth relative simplicial homology group of 
(A, 0h) is nonzero, if and only if there is a nonzero function a satisfying 
conditions (ii) and (iii) of Definition 4. This is equivalent o having an 
orientation e, and all functions a of the above kind will be linear multiples 
of e. Q.E.D. 
Remark. The usual definition of orientability of simplicial pseudomani- 
folds is condition (ii) in the above lemma. See for example [13]. 
From now on we shall assume that A is an oriented n-dimensional 
simplicial pseudomanifold. 
LEMMA 10. The generator of Hn(C°(A, OA)) may be represented by the 
vector 
E E 
o-~A. r~(OA)._l 
Proof. Note first that by condition (iii) of Definition 4, e(o-)" [~r] is 
always the same vector, regardless of the order in which we list the vertices 
of o-. The same holds for e(g2(r)) • It]. Thus wh is well defined. 
Again we have Sn(OA)= 0, and so Hn(Co(A, OA)) is equal to 
Ker(0C'(a'~a)). It is obviously true in general for mapping cones of embed- 
dings f :  K° --* L° that we have 
Ker(0 c(f)-) = {(y , -OL(y ) )  ~ L~ G K._ I :  OL(y) ~ Kn_l}. 
Thus an element of Ker(0 c'(A'eA)) is of the form y - 0s'(a)(y), where y is 
a linear combination of facets such that os'(a)(y) is a linear combination of 
boundary subfacets. We have seen in the proof of Lemma 9 that the set of 
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such y's is equal to the set of linear multiples of F~ ~ a e(cr) • [cr]. On the 
other hand, straightforward substitution into the definitions hows 
o'~A~ ~-~(0A)._ 1
Q.E.D. 
Now we can consider a coloring of an orientable pseudomanifold with 
n + 1 colors as a simplicial map ~: A ~ A n from the pseudomanifold to
the standard n-simplex. This map takes the pair (A,0zX) into the pair 
(A n, A'). Then H~(C,(A ~, A')) = Hn(S°(2x n,An)) = 0 implies 
which is Lemma 2. 
When we use m colors, we can think of the coloring as a simplicial map 
4~: A + A m-1. This map sends the pair (A, OA) into the pair (2~ m-l, 2~m-1). 
It is well-known that the chain complex S°(A m- i) can be embedded into 
the exterior algebra Ext(~) ,  where ~ is again an m-dimensional vector 
space with basis {ev: v ~ vert(Am-1)}. Thfis C~(A ~-1, A n 1) = Sn(Am-1) 
• S,_I(A ~-1) can be embedded into Ext,(W) • Extn_l(g"). The weight 
vector of the coloring 4~ is the image of 
cr~ k .  re (Og) . _  l 
under this embedding. Hence we can think of the weight vectors as 
elements of C~(A m-~, A~-I), or, in the boundariless case, as elements of 
Cn(±m-I,Q) = S,(Am-I). By abuse of notation we will write w~ = 
C,(qS)(wA), resp. w~ ~ S,(5 m-~) in the boundariless case. The fact that 
wA belongs to Ker(0C'(a'°~)), implies 
or, in the boundariless case 
= ')). 
The elementary weight vectors p(~, ..... i,+21 correspond to the vectors 
0(([il . . . . .  in + 2], 0)). The elementary weight vectors q(j, ..... j. +,) correspond 
to the vectors 0((0,[j~,..., j , ,+l])). Thus the elementary weight vectors 
generate  [m(0nC~_(l~m-l' ~m-l)) in the general case, and the elementary weight 
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vectors of the first kind generate Im(O s'(Am-*)~ in the boundariless case. 
Thus in both general and boundariless cases, ~" resp. ~'0 is contained in 
the kernel of the respective On, and the elementary weight vectors generate 
the image of the respective 0n + 1. Therefore the fact that the Z-module .4" 
is generated by the elementary weight vectors follows from the trivial 
equality Hn(C,(A m- 1, am-1)) = 0. Similarly the fact that the Z-module ~d" 0 
is generated by the elementary weight vectors of the first kind is an 
immediate consequence of Hn(S°(A m- 1)) = 0. Note that the vanishing of 
Hn(S°(Am-1)) is a geometric property of the standard (m - 1)-simplex, 
but we could replace A m-1 by any other simplicial complex in 
Hn(C.( Am-l, Am-l) )  = 0. 
Partitioning the colors {1, 2 . . . . .  m} into n + 1 blocks is equivalent to 
defining a simplicial map A: A m- 1 _~ A n, which maps the pair (b m- 1, A m- 1) 
into the pair (A n, An). This induces a cochain map C°(A): C°(A n, A n) --+ 
C'(A m-l, A m-l) in the general case, and a cochain map S°(A): S'(A n) --* 
S°(A m-l) in the boundariless case. In particular, by Hn(C'(A n, An)) = 0 
and Hn(S°(An)) = 0, the maps 6n-1: cn-a(A n, A n) ~ Cn(A n, A n) and 
6n-a: Sn-I(A n) --* Sn(A n) are surjective, and so we get 
Im(Cn(a))  _c Im(a n- l)  
in cn(~x m-l, k "-1) in the general case, and 
Im(Sn(A)) _ Im(3 n- l)  
in Sn(A m-l) in the boundariless case. 
Theorem 4 follows from the orthogonality relation 
Im(3n-1) "= Ker(0n) (14) 
which holds in both C'(A m-l, A m-l) and S°(2~m-1). Using (13), Eqs. (8) 
may be translated into 
/ ~n-- 1(([ J l '  J2 . . . .  , in]*, 0) ) [Cn(~)  (WA)) = 0. 
By Lemma 8 the vectors 3n-l(([jl, J2 , . . . ,  Jn]*, 0)) generate Ira(8 n-l)  in 
C.(A, , -  t, A m - 1). Therefore the orthogonality relation (14) implies the first 
statement of Lemma 3. 
In the boundariless case Eqs. (9) correspond to 
Clearly, the vectors 6n-1([i~, i 2 . . . . .  in]*) generate Im(6 n-l)  in S°(N ~-1) 
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and so we have the statement of Lemma 3 for pseudomanifolds without 
boundary. 
Given the fact that I resp . .d  o may be identified with Ker(0 n) in 
C.(Am-I ,A m-l)  resp. S°(Am-1), and that under this identification ~,~ 
resp. 2" 0 becomes Im(6 ~-1) in C ' (Am-I ,A  m-l)  resp. S ' (A~- I ) ,  the 
orthogonality relation (14) also implies Theorem 5. 
Observe that in the general case we did not use any specific property of 
Am--1, and that in the boundariless case the only fact we needed to know 
about A m-1 is that Hn(S.(Am-I)) = 0. If we now replace the standard 
simplex with any other simplicial complex /~, we can restate the analogues 
of Theorems 4 and 5 for colorings of orientable n-dimensional pseudo- 
manifolds (with boundary) with colors from /~. If we want the analogues of 
the boundariless versions to hold, we have only to require H~(S°([~)) = O. 
(We define colorings to be simplicial maps into 7~.) Thus we have a 
complete theory in these cases. In particular, we obtain the analogues of 
Theorems 4 and 5 for octahedral colorings. (Note that an octahedron has 
zero nth simplicial homology group.) The octahedral analogue of Theorem 
4 contains [6, Theorem 1] as a special case. 
2.5. A Proof of Sperner's Lemma 
As an application of our results we present a proof of Sperner's lemma. 
LEMMA 11 (Sperner's Lemma). Assume we are given a triangulation r 
of the simplex Am-  1 = conv({el ' e2 . . . . .  era}) and a coloring of vert(r) with 
colors 1,2 , . . . ,m such that the color of a vertex lying on the face 
conv({eil, ei2 . . . .  , e j )  is chosen from the set {i 1 . . . . .  ik}. 
Let T + be the number of facets of color {1, 2 , . . . ,  m} in positive order and 
T-  be the number of the facets of color {1, 2 . . . .  , m} in negative order. 
(Here we consider the order e l , . . . ,  e m to be positive.) Then we have 
T+-  T -= 1. 
This implies that the number of facets of r where the vertices are colored 
with all m colors is odd. In particular, there is at least one facet of r that 
has all m colors. 
Proof. The standard simplex A m- 1 is a facet of the octahedron 
© := conv({_+ei: =  1,2 . . . . .  m}). 
For a subset I of {1, 2, . . . ,  m}, define the following notation. 
e+( I )  = {ei: i ~ I},  
e - ( I )  = { -e l :  i ~ I}. 
Also denote the complement of I, that is, {1,. . . ,  m} \ I by i. 
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It is easy to check that the tr iangulation ~- of  the facet 
conv({e u e 2 . . . .  , e,,}) extends uniquely to a triangulation o- of the bound- 
ary of the octahedron. Let the vertex set of the triangulation or be the set 
vert(~') u { -e  1 . . . . .  -era}. Let the facets of cr be of the form 
u 
where I _c {1 . . . .  , m}, and F is a maximal face of ~- in conv(e+(i)) .  Note 
that in the event when I = 0 ,  the facets described above are the facets of 
r. At the other extreme, when I = {1 . . . . .  m} there is only one facet, 
namely conv({-  eu . . .  , - era}). 
Extend the coloring of the vertices of r to a coloring of the vertices of 
the triangulation o-, by coloring the vertex -e  i with color i + 1 for 
i = 1 , . . . ,  m - 1, and coloring -e  m with color i. 
Assume that a facet G of o- has its vertices colored with the colors 
{1, . . . , rn}.  We know that vert(G) = e - ( I )  U vert(F),  for some I _  
{1, . . . ,  m} and some maximal face F of r in conv(e+(i)) .  Thus the colors 
of the vertex set e- ( I )  are distinct, and the same holds for the set vert(F).  
Moreover, the colors of e- ( I )  and vert(F)  are disjoint. By the condition of 
the lemma, the set of colors of  the vertices of F is i. In our coloring of  
{-eu . . .  , -em} , the set of colors of e- ( I )  is J = {i + 1 (mod m): i ~ I}. 
Unless I = O or I = {1 . . . . .  m} we have that 
in J~O.  
But this contradicts the fact that the colors of the vertices of  F and the 
colors of e- ( I )  are disjoint. Thus we conclude that if a facet G of the 
triangulation cr has all colors, then either G is a facet of - r  or G is equal 
to conv({ - e 1 . . . .  , - %}). 
Recall that a© is homeomorphic  to S m- 1, and that we have a triangula- 
tion er of  a© where the vertices are colored with m different colors. At  
this point we have two options to finish the proof. The first one is to apply 
Theorem 3 with n -- m - 1. We observe that in the coloring of o- we do 
not use the color m + 1, and thus we have that A 1 . . . . .  Am = 0 for 
this coloring. By the theorem, we then have A,~+I = 0, i.e., in this 
triangulation o- there is an equal number of positively and negatively 
oriented facets that are colored with {1, 2 , . . . ,  m}. Since the coloring of 
the facet conv({-  el, -e  2 . . . . .  -%})  has negative orientation, we conclude 
that 
=T  + T - -1 .  0 =Am+ 1 
We now have a proof  of Sperner's lemma that relies on the equivalence of 
degree and local degree of a continuous function. 
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The other way to finish the proof is to apply the boundariless version of 
Lemma 2, with n = m - 1. Again we find that in the triangulation ~r there 
is an equal number of positively and negatively oriented facets colored 
with {1, 2 , . . . ,  m}. From here the reasoning oes exactly the same way as 
in the previous ending. Together with the proof of Lemma 2 we have a 
purely combinatorial proof of Sperner's lemma that does not use induction 
on dimension. 
Remark. As it is shown in [2], we can also prove Sperner's lemma by 
induction on dimension, applying Lemma 2 directly to the triangulation r. 
3. CUBICAL GENERALIZATIONS 
3.1. Preliminaries about the Standard n-Cube 
In this section we recall some notations and facts about the standard 
n-cube. We also prove some technical lemmas that will be necessary in the 
proof of the cubical analogues of our results about coloring simplicial 
pseudomanifolds. Readers familiar with the topic are encouraged to go 
ahead to the next section and come back to read the lemmas only when 
they are cited. 
DEFINITION 13. The geometric standard n-cube is the convex polytope 
[0, 1] n = {(x 1, x2 , . . . ,  xn) ~ ~n: 0 _< x i _< 1}. 
We define the (abstract) standard n-cube [] ~ to be the vertex set of [0, 1] ~ 
together with the inherited face-structure on the vertices. We call any 
2"-element set with an isomorphic face-structure a (finite) n-dimensional 
cube. We will refer to [0, 1]" as the geometric realization of  [] ~. 
In the geometric representation we will denote the vector (0 , . . . ,  0, 1, 
0 , . . . ,  0), where 1 is at the ith place, by % and the vector (0 , . . . ,  0) by 0. 
DEFINITION 14. We define the Hamming distance on (0, 1} ~ by d(x, y) 
:= I{i: x i -~ Yi}[. 
It is straightforward that vert([] n) is a finite metric space with d, and 
that edge-preserving maps preserve the Hamming distance. 
We can encode all nonempty faces of E3 n with vectors (Ul, U2, 
. . . ,  u~) ~ {0, 1, *}" in the following way. We set u i = 0 or 1 respectively 
if the ith coordinate of every element of the face is 0 or 1, respectively. 
Otherwise we set u i = *. This bijection is described for example in [11]. 
LEMMA 12. Let ~h: vert([] " )~ vert(C3 '~) be an injective map. I f  c h 
takes edges into edges then the set eft([] ~) is a n-face of  [] '~ 
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Proof Without loss of generality we shall assume that ¢(0) -- 0 -- 
(0 . . . .  ,0). Since ~ is edge preserving we have that ¢(ei) = fi, where fi is a 
unit vector. (Not necessarily the ith unit vector.) Moreover since ¢ is 
injective, f l  . . . .  , fn are distinct. We show now by induction on d(0, x) that 
if x = eil + . . .  +ei, then ¢(x) =f~.l + "'" +f i .  Since x is adjacent to 
x - e i , we know that ~b(x) is adjacent o &(x - er). Thus ~b(x) is adjacent 
to ¢ (x ) -  fij for all index ]. Since ¢ is inje~tive, we conclude that 
¢(x) = fii + "'" +f i :  and the induction step is proven. 
It follows that the image of [] n is a n-face of [] m Q.E.D. 
It is known that the group ,~n of symmetries of the standard n-cube 
form a Coxeter group. We can define ~,  as the set of those bijections of 
[] n that take faces into faces. In fact, by Lemma 12, it is sufficient to 
require that the bijections take edges into edges. ~ has 2 ~ • n! elements, 
and it is generated by an n-element set {sl, s 2 . . . . .  s~} of reflections, called 
simple reflections. We define the sign of ~- to be 
sign(Tr) := ( - 1) l~w), 
where l (w)  is the length of the shortest word w = siisi2.., sil that repre- 
sents 7r. This sign function behaves imilarly to the sign function of the 
symmetric group: it is a group-homomorphism from ~ to { -1 ,  1}, and 
the sign of any reflection is - 1. For more detailed information, see [7]. 
We will use the following elementary observations about the symmetries 
of the cube. 
LEMMA 13. Every rr ~ ~n is uniquely determined, provided we know 
either one of  the following: 
• its restriction to a facet, or 
• its value on n + 1 vertices that span an n-simplex in the geometric 
realization. 
Proof  Assume first we know the value of ~- on a facet. Without loss of 
generality we may suppose that this facet is (*, * , . . . ,  *, 0), and that the 
restriction of ~r to this facet is the identity. Let us now take any x 
(*, * , . . . ,  *, 1). The map ~r takes edges into edges, and so 
. . . . .  
= x2 , . . . ,  x , _ , ,  1)), (x , ,  x2 , . . . ,  x , _ , ,0 )}  
is an edge. But the only vector that is adjacent o (xl, x2 . . . .  , X,_l, 0), and 
is not in the image of (*, * . . . .  , *, 0) under ~, is x itself. Hence we must 
have ~r(x) = x, and ~- is uniquely determined. 
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In the second case the lemma follows from the fact that ~- corresponds 
to an affine transformation of R n in the geometric representation. Q.E.D. 
LEMMA 14. Let q): {0, 1} ~ ~ {0, 1} ~ be a map of  the standard n-cube 
such that 
(i) d(q)(x), q)(y)) _< d(x, y) for all x, y ~ {0, 1} ~, and 
(ii) d(x, q~(x)) < 1 for all x ~ {0, 1}". 
Then either cI) ~2~,  or there is a facet F and a vector e 
{ + ei, - ei}i = 1 ... . . .  such that e _1_ F and q)(x) = x + e for all x ~ F. 
Proof. Clearly, if q~ is a bijection then we have @ ~ ~_~'n. 
Hence we may assume that there is a vertex x that does not belong to 
Im q~. Without loss of generality we may assume x = 0. By (ii), q~(0) is 
adjacent but not equal to 0, w.l.o.g, we may assume that q)(0) = e~. We 
claim that in this case q~((*, * , . . . ,  *,0)) = (*, * , . . . ,  *, 1). 
We show by induction on d(0, x) that for every x ~ (*, * , . . . ,  *, 0) we 
have 
• (x) = x + e~. (15) 
This is true for x = 0. Assume (15) holds for all x ~ (*, * . . . .  , * ,0)  at 
Hamming distance at most k -  1 from 0. Let us take an x 
(*, * , . . . ,  *, 0) with d(0, x) --- k. Then x may be written in the form 
X = ei l  q- ei2 q- ' ' '  4 -e i~ , 
where 1 < i x < i 2 < . . -  < i k < n - 1. By (i), q~(x) must be adjacent to 
the @-image of the neighbouring vertices, in particular, to the vertices 
• (x - e#) for j = 1, 2 , . . . ,  k. By our induction hypothesis, we have 
(/)(X -- ei j  ) = x - -  % + e,~ 
for j = 1, 2 . . . .  , k. Moreover, according to (ii), q~(x) must also be adjacent 
to x. The only vector fulfilling these conditions is x + en, therefore we 
have 
, P (x )  = x + 
as stated. Q.E.D. 
In the following lemma we describe exactly the bijective qb's. Recall that 
the symmetries 7r e 2 ,  preserve the Hamming distance. 
LEMMA 15. Assume rr ~ ~ satisfies d(x, rr(x)) < 1 for all x ~ {0, 1} n. 
Then either rr = id, or a reflection in the hyperplane x i = 1, defined by the 
582a/69/2-6 
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formula 
1-x  i fo rk=i  
7r(x),~ = x~ otherwise' 
for some fixed i, or a 90 ° rotation around the affine space x i = xj = 1, 
defined by the formula 
l 
l - xj 
'W(X)k  = X i 
Xk 
fo rk  = i 
fo rk  = j .  
otherwise 
for some fixed i, j. 
Proof. Assume first that  for some x ~ {0, 1} ~ we have 7r(x) = x. Wi th -  
out  loss of  genera l i ty  we may suppose  x = 0. By the d i s tance-preserv ing  
proper ty  of  ~- we have 
d(~ ' (e l ) ,  0) = d(7r (e l )  , ~ ' (0 ) )  = d(e l ,0 ) ,  
and so 7r(e 1) = e i for  some i ~ {1,2 . . . .  , n}. By the assumpt ion  of  the 
lemma about  ~-, we must  also have 
1 >_ d (e l , r r (e l )  ) = d(e l ,e i )  = 2" (1  - 61,i), 
and so i = 1. We can show 7r (e )  = ej s imi lar ly  for j = 2 ; . . . ,  n. Hence  7r 
agrees  with the ident i ty  on 0, e~, e 2 . . . . .  en and so 7r = id by Lemma 13. 
There fore  f rom now on we may assume that  7r does not  fix any vertex,  or  
in o ther  words  
d (x ,  ~- (x) )  = 1 (16)  
for all x ~ {0, 1} n. 
Assume next that  7r(rr(x)) = x for some vertex x. By (16), x and 7r(x) are  
d i f ferent  and adjacent .  Wi thout  loss of  genera l i ty  we may suppose  that  we 
have 7r (0 )= e I and ~- (e~)= 0. Let  us take any e i with i > 2. By the 
edge-preserv ing  proper ty  of  ~- and by our  assumpt ion  about  ~-(0) we have 
1 = d(O, ei) = d(Tr (0 ) ,  ~ ' (e i )  ) = d(e, ,  ~'(ei) . 
Cons ider ing  also the fact that  77"(e i) 4: rr(e 1) = 0 it fol lows that  
~-(e/ )  = el + ek 
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for some k >__ 2. On the other  hand, from d(ei,  rr(ei)) = 1 it follows that 
e k = e i. Therefore  in this case we have that 
7r( e i )  = e i + e 1 
for all i >_ 2. We refer again to Lemma 13 to conclude that rr is of the 
second type. 
F rom now on we may assume that ~r(rr (x))~ x for  every vertex x. 
Wi thout  loss of general i ty we may assume that ~-(0) = e 1 and 7r- 1(0) = e 2. 
Let us take an e i with i > 3. F rom 
1 = d(O, el) = d(Tr (O) ,~(e i )   = d(e , ,  w(e i )  ) 
and from ~'(e i) v~ ~-(e 2) = 0 we infer that 
~( ei) = e I + e k 
for some k v~ 1. Aga in  by d(ei,  ~r(ei)) -- 1 we have e k -= e i, and so 
7r( e i )  = e i + e 1 
holds for all i > 3. Let  us calculate ~-(el). "From d(el ,  ~r(el)) = 1 and from 
~-(el) 4= ~r(e2) = 0 it follows that ~'(e 1) is also of the form 7r(e 1) =- e 1 + ej 
for some j ~ 1. Given the fact that rr(e 1) must be different from all 
re@ i) -- e i + e 1 for i > 3, we have 
~-(e l )  =e  1 +e 2. 
By Lemma 13, 7r is of the third type. Q.E.D. 
3.2. Orientable Cubical Pseudomani fo lds 
In this section we show results analogous to the statements in Section 
2.2. 
DEFIrqTION 15. A cubical complex [] is a family of finite sets (cal led 
faces) on a vertex set V such that 
(i) For  every ~r ~ [] the e lements of o- can be represented as the 
vert ices of a finite d imensional  cube, where the faces contained in o- are 
exactly the vertex sets of the faces of this cube, 
(ii) If  or, r~  [] then o ' rqr= Qor~rnr~ rn. 
For  every face ~r we call the dimension of the cube associated to ~r the 
d imension of or. As before,  maximal faces are cal led facets,  their  facets 
are subfacets. The one-dimensional  faces are also cal led edges and two 
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vertices u, v ~ V are called adjacent if {u, v} is an edge. Sometimes we 
will denote the set of n-dimensional faces of [] by [] n. 
The definition of cubical pseudomanifolds is analogous to the definition 
of their simplicial counterparts. 
DEFINITION 16. An n-dimensional cubical pseudomanifold is a cubical 
complex [] satisfying the following conditions: 
(i) every facet is an n-cube of [], 
(ii) every subfacet is contained in at most two facets, 
(iii) if F and F'  are facets of [] then there is a sequence of facets 
F = F I, F2 , . . . ,  F m = F'  such that F i and F ;+l have a subfacet in com- 
mon. 
We call the subcomplex generated by the subfacets contained in exactly 
one facet the boundary of [], and we denote it by 0 []. If 0 [] = 0,  then 
we call [] a cubical pseudomanifold without boundary. For a boundary 
subfacet or we denote the unique facet containing it by S2(o-). 
Next we define ordered faces. Note that in the simplicial case we could 
think of the ordering of an n-dimensional face ~ as a bijection between 
the vertices of the standard simplex A n and the vertices of o-. The cubical 
analogue will run as follows. 
DEFINITION 17. Let o-~ [] be an n-dimensional face of a cubical 
complex []. We define a cubical order on the face or to be a bijection f :  
vert([] n) ~ o- between the faces of the standard cube [] n = [0, 1] n and 
the vertices of o- that takes faces into faces. We will call the pair (f, o-) a 
(cubically) ordered face. We denote the set of ordered n-dimensional faces 
of [] by Ord,([]) .  
Usually we will refer to the ordered face (f, o-) as f. There cannot be 
any confusion because or is the image-set of f. 
The symmetries ~-~'n  of the standard n-cube act faithfully and 
transitively on the cubical orders of an n-dimensional face or by assigning 
f o ~" to f. Hence the number of cubical orders on a face is 2 n • n!. Note 
that we have Ord~( [] ") -- ~'~. 
Analogously to the simplicial case, we define the ~-operation on or- 
dered boundary subfacets. 
DEFINITION 18. Let g be an ordered boundary subfacet of the n-di- 
mensional cubical pseudomanifold n ,  where Im(g) = T. For every vertex 
v ~ r there is a unique vertex g2(z, v) ~ ~2(~) \ z such that {v, g~(z, v)} is 
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an edge of 17. We define R(g) to be the following cubical order on the 
facet O(T). 
g(q,...4n-1) 
qg)(~1>..4,-1Al) := f+ g(x,, 
i ' 
when x, = 0 
. . . ) x,-d> when x, = 1. 
Let us denote by Lo the embedding Lo: q k -+ 0 k+l that takes 
(x,, . . . , xk) into (xi,. . . , xk, 0). We will drop the index of L whenever 
there is no risk of confusion. Observe that we have 
.n( g) o L,-1 = g 
for all g E Ord,-,(a 0). 
DEFINITION 19. Let q be an n-dimensional cubical pseudomanifold. 
We call 0 orientable when there exists a map E: Ord,(O) -+ Z such that 
the following hold: 
(i) For every ordered facet f E Ord.( 0 > we have 
&(f) = ,l. 
(ii) For every ordered facet f E Ord.( 0 >, and every T E gn, 
~(fo9-r) = sign(r) .~(f) 
holds, where sign is the sign function defined on gn. 
(iii) Given a nonboundary subfacet T and the two facets u, (T’ con- 
taining it, and given f, f’ cubical orders on (T, u’ respectively such that 
fl, = f’l,, we have 
4.f) = -+f’). 
We call E an orientation of q . 
We may think of the colorings of a simplicial pseudomanifold as a 
simplicial map from the pseudomanifold to a standard simplex. Simplicial 
maps are those maps between the vertex sets of two simplicial complexes 
which take faces into faces of same or less dimension. It turns out that in 
the cubical case we can allow a broader class of functions. 
DEFINITION 20. Let 0 and 0’ be cubical complexes. A cubical map 4: 
0 -+ q l’isamap 
4: vert( 0) + vert( q ‘) 
subject to the following conditions. 
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(i) for every o- ~ D, 6(o-) is contained in some r ~ [] '. 
(ii) ~b takes adjacent vertices into adjacent vertices or the same 
vertex. 
Note that every cubical order f :  [] k _~ [] is an injective cubical map. It 
is useful to note that the converse is true as well. 
LEMMA 16. Let f: [] k __, [] be an injectit:e cubical map. Then f is an 
ordered face. 
Proof. By condition (i) of Definition 20, Im( f )  is contained in some 
face o-. By Lemma 12, Im( f )  is a face of o-. Q.E.D. 
Now we can define "cubical colorings" in an analogous way to the 
simplicial case. 
DEVIN~TION 21. Let [] be an n-dimensional cubical pseudomanifold. 
We define a cubical coloring of [] with an m-cube to be a cubical map q5 
from the cubical pseudomanifold [] to the standard m-cube [] m. 
The following two lemmas are necessary to prove the cubical analogue 
of the Fundamental Lemma for colored triangulations. The first-time 
reader might want to jump to the definition of the cubical analogue of the 
A t and B] parameters and return to these lemmas when quoted. 
LEMMA 17. Let 6: 0Dn ~ Dn-1 be an arbitrary cubical coloring of 
the surface of the standard n-cube. Consider the set of ordered facets S -= 
{f ~ Ord~-l(0 [] ~): 6 o f  = id}. These ordered facets correspond to facets 
that are colored with all colors. Then 
E~(T)  =0.  
fEs 
and the set S contains at most four elements. 
Proof. Let us first note two properties about the set S. If f ,  g ~ S such 
that I ra( f  ) - I ra (g ) ,  then f=g.  If  f ,g~S such that the two facets 
I ra( f )  and Im(g)  are neighbouring facets, then f = ~- o g, where r ~ ~ is 
a reflection that leaves I ra ( f )n  Im(g)  fixed. Observe that in this case 
e( f )  = -e(g) .  
When S is empty there is nothing to prove. Hence, without loss of 
generality we may assume that the facet (*, * , . . . ,  *, 0) is one of those 
colored with all colors, and that this facet keeps the orientation. That is, 
d~oL = id. 
Observe next that for an arbitrary cubical coloring of the surface of an 
n-cube, there cannot be three ordered facets f ,  g, h E S meeting in one 
vertex. In fact, when we assume the contrary, without loss of generality we 
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may suppose that Im( f )  = (0, * , . . . ,  *), Im(g)  = (* ,0 ,  * , . . . ,  *), and 
Im(h) -- (*,  *,0,  * , . . . ,  *). Let x = ~b(el). Observe that x is adjacent o 
0 in [ ]n-1.  We have that ¢b(e 1) =x  = 4,(g(x)). Since qS/ Im(g) is a 
bijection between rn n-1 and the facet (* ,0 ,  * . . . .  , *), we obtain e 1 = 
g(x).  Similarly we have e I = h(x).  Since x is adjacent to 0, f (x )  is also 
adjacent o 0. Hence f (x )  = e i for some i >_ 2. Now ¢b(e 1) = x = 4)(f(x))  
= cb(ei). I f  i > 3, then we reach a contradiction, since q5 is a bijection 
between [] ~ - 1 and (*, 0, * , . . . ,  *). Similarly, if i = 2, we.reach a contra- 
diction by the fact that ¢b is a bijection between [ ]n-1  and 
( , ,  , ,0,  , , . . . ,  ,). 
Therefore, besides the ordered facet ~, there can be at most three other 
ordered facets in S. If there is only one other such ordered facet f ,  and if 
Im( f )  is a neighbouring facet of (*,  * , . . . ,  0), then our statement is an 
easy consequence of condition (iii) of Definition 19. 
Assume next that besides ~ ~ S, there are f,  g ~ S such that Im( f )  and 
Im(g)  are neighbouring facets to ( * , . . . ,  *,0). We may suppose that 
Im( f )  -- ( * , . . . ,  * ,0,  *) and Im(g)= (* . . . .  , *,1, *), since Im( f )  and 
Im(g)  are not adjacent. In this case we can easily deduce from 4~ ° L = id 
that 
f((X1,...,Xn_l) = (X 1 . . . .  ,Xn_2,0, Xn_l), 
g( (x  1 . . . . .  Xn_l) ) = (x  1 . . . . .  x~_2, 1, 1 - x~_l ) .  
Consider h ~ Ord~_l(0 [] n) defined by 
h( (X l , . . . , xn_ l )  ) =(x , , . . . , xn_2 ,1 -x~_ l ,1  ). 
We claim that h ~ S. 
&(h( (x  1 . . . .  , x~_2 ,0) )  = b( (x  1 . . . . .  x~_2 ,1 ,1 ) )  
= q~(g((Xl,...,Xn-2,0))) 
= (x l  . . . .  , x~_2 ,0) .  
Similarly, we find that &(h( (x l , . . .  , x~_2, 1))) = (x l , . . . ,  x~_2, 1), and thus 
the claim is proved. Observe now that e(,) = -e ( f )  = -e (g)  = e(h), and 
we obtain the statement of our lemma. 
Assume now that there is no f ~ S such that Im( f )  is a neighbouring 
facet of (* . . . .  , *,0). Construct a map ~:  {0, 1} ~-1 ---, {0, 1} "-1 by 
( /} ( (X1 , . . . ,Xn_ l ) )  = ~( (X1 , . . .  ,Xn_ l ,1 ) ) .  
The map q} satisfies the conditions of Lemma 14. Thus either we have 
(/} ~ 'n -1 ,  or there is a facet F of E] n-1 and a vector e e 
{+ei, -ei}~=l .. . . . .  -1 such that e _L F and {/}(x) = x + e for all x ~ F. Let 
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us consider the second 
f ( (X l , . . . ,Xn -1) )  
= ( (x l ' ' ' ' '  
X , • . ,  
It is easy to check that 
case first. Define f E Ord~_t(0 [] ~) by 
Xi_ l ,0 ,  xi+ 1 . . . .  ,Xn_ l ,  Xi) i re  = ei 
Xi_ l , l ,  Xi+l, ,Xn_l,1 -x i )  i re  = -e  i 
f ~ S, and that Im( f )  is a neighbouring facet of 
( * , . . . ,  *,0). We have already excluded this case, so we may assume 
q~ ~ ~-1-  Lemma 15 gives a full description of all possible q~. Let us 
check the three different possibilities. 
The map @ cannot be a reflection. In fact, if q) switches the i-th 
coordinate, then f ~ S and I ra ( f )  is a neighbouring facet of ( * , . . . ,  *, 0), 
where f ( (x l , . . . ,  xn_l))  = (X l , . . .  , Xi_l, O, xi+ 1 . . . . .  Xn_l, Xi). 
I f  • = id or ~ is a rotation, then it is easy to see that there exist f ~ S 
such that Im( f )  = ( * , . . . ,  *, 1). Since sign(4~) = 1, it follows that e( f )  = 
-e (D .  This finishes the last possible case, and thus the proof  is complete. 
Q.E.D. 
LEMMA 18. Given a cubical map O: [] ~ ~ [] ~ such that 0 is not a 
bijection, let T = {f  ~ Ord , (n  ~): 0 o f o L,_ 1 = tn-1}. Then 
E e( f )  = O, 
f~T 
and T contains at most four elements. 
Proof. I f  T is empty, there is nothing to prove. We can assume that 
o ~ = ~, since there exists a f '  ~ T, and we can consider the lemma with 
the map r/ = 0 ° f ' .  Since f '  is a bijection, there is a one to one 
correspondence between T¢ and T,. Moreover  r/o ~ = ~. 
Consider the projection p: [ ]"  ~ [] "-1 defined by 
p( (X  1 . . . .  , Xn) )  = (X l , . . .  , Xn-1). 
Obviously p is a cubical map and p o ~ = id. 
Observe that there is a bijection between Ordn([]  n) and Ord n_ 1(0([] n)) 
that preserves signs. Given f~ Ordn(r-q n) we have that f o~ 
Ordn_l(o(Dn)) .  Also given g ~ Ord~_l(0(I-nn)), Lemma 13 gives us a 
unique f ~ Ord , (n  n) such that f o ~ = g. Moreover  it is easy to check 
that e( f )  = e(g). 
Apply Lemma 17 to the cubical map p o~: [] n ~ [] n-1. (Observe that 
we can view P°O as a cubical map from 0([]~).) Let S = {g 
Ord~_ 1(0 [] ~): p o ~ o g = id}. 
GENERALIZATIONS OF BAXTER'S THEOREM 269 
Consider  the map P:  T --0 S, def ined by P( f )  = f o ~. The map P is well 
def ined since f o ~ ~ Ordn_ l (  [] ") and p o ~ o fo  ~ = p o ~ = id. If we can 
prove that P is bijective, then the conclusion of the lemma follows. 
For  every g ~ S there is a unique f ~ Ord.(~3 ") such that f o ~ = g. 
Hence P is at least injective. In order  to prove the surjectivity of P, we 
only have to show that this f is always an e lement of T when g ~ S. 
F rom f o ~ = g we have 4J ° f o ~ = ~ o g. Since p o ~0 o g = id, we know 
that (0  o g ) ( (X l , . . . ,  Xn_l)) ----- (X l , . . . ,  Xn_l ' Z) where z may depend 
upon x 1 . . . . .  x . _  I. We claim that z is constant. If not, then we have 
(4, o g)(x) = (x l , . . . ,  X , _ l ,0 )  and (g, o g)(y) = (Y l , . - . ,  Y , - I ,  1) for some 
x, y ~ {0, 1} n-  1. Since ~ o g is a cubical map, it does not increase Ham- 
ming distance. Thus 
d (x ,y )  + l=d( (x l , . . . ,Xn_ l ,0 ) , (y l , . . . , yn_ l , l ) )  
= d( (Oo  g) (x ) ,  (0o  g ) (y ) )  
<_ d(x,  y),  
and this contradict ion proves the claim. 
Next we show that z is always equal to 0. Assume the opposite,  that is, 
z = 1 for some g ~ S. Consider  first the case when I ra(g)  is equal to the 
facet ( * , . . . ,  *, 0) or a neighbour ing facet of (* . . . . .  *, 0). Then there are 
some values x, y such that g( (x  I . . . . .  x~_ 1)) = (Y 1 , . - . ,  Y,-1, 0). Hence,  
(X l , . . .  , xn_ l ,  1) -- (~h o g) ( (x l , . . .  , Xn_l) ) 
-= 0( (Y l , ' ' ' , Yn - I ,0 ) )  
= (y l , . . . , Yn_ l ,O) ,  
where the last equal ity follows from 0 ° ~ = ~- But this is a contradict ion,  
since the last coordinate of the first vector is different from the last 
coordinate of the last vector in these equalit ies. 
Thus we are left with the case when Im(g)  is the opposi te face of 
(* . . . . .  * ,0),  that is, I ra(g)  = ( * , . . . ,  *,1).  Define qs0: []n _~ E3n by 
, o ( (x l , . . . ,  xn_ l ,0 ) )  = (x ,  . . . . .  x , _ , ,0 ) ,  
Xn_l, 1)) = g( (x1 , . . .  , Xn_l) ) . 
Now 0 ° qJ0 = 0o ° 0 = id, and this contradicts the 
not bijective. 
Thus we have proven that z is always equal to 0. 
conclude that 0 ° f ° ~ = ~ ° g --- L, and so f ~ T. 
assumption that O is 
Say 0°g=~ and we 
Hence P:  T~S is 
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bijective. Thus [TI = I sI ~ 4 and 
E e( f )  = E e (P ( f ) )  = 
f~  T f~  T 
e(g) = O. Q.E.D. 
geS 
In the following we will investigate the linear relations between coloring 
parameters, which are defined in analogy to the numbers A I and Bj of 
the simplicial case. 
DEFINmON 22. Let f ~ Ord,([]  m) be an ordered n-face of a standard 
m cube, [] an n-dimensional oriented cubical pseudomanifold, and 05: 
[] ~ [] m a cubical coloring. We say that an ordered facet f of [] is 
f-colored when 05 o f = f holds. We define 
At:= E4f).  
<s> o/=S 
Similarly, for an ordered boundary (n - 1)-face g ~ Ord,_l(O [] m) of the 
standard m-cube, we say that an ordered boundary subfacet ff of [] is 
g-colored when 05 o ~ = g holds. We define 
G := E e (a (~) ) .  
q~ o g=g 
Observe that f ie  Ord, ( [ ] )  satisfies 05 o f= f if and only if the facet 
F .'= I ra(f)  satisfies Im 05[F = Ira(f)  and f = 051F 1. This allows us to write 
A, .= E e(051;'), 
&(F) = Im(f) 
where F ranges over the facets of []. Similarly we can write 
= E 
(b(G) =Im (g) 
where G ranges over the boundary subfacets of E3. 
As in the simplicial case, condition (ii) of Definition 19 implies the 
following sign relations. 
LEMMA 19. We have 
for all ~" ~ ~.~, and 
for all r ~ 2~_1. 
AIo ~ = sign(rr) • A f  (17) 
Bgo~ = sign(r) "Bg (18) 
GENERALIZATIONS OF BAXTER'S THEOREM 271 
LEMMA 20 (Fundamental Coloring Lemma for Cubical Pseudomani- 
folds). Let [] be an orientable n-dimensional cubical pseudomanifold. 
Color the vertices of [] arbitrarily with the vertices of the standard n-cube 
[] ~, i.e., define a cubical map &: [] ~ [] n. Then we have 
A h = Bho  ~ 
for every ordered n-face h ~ Ord,([] n). In particular, when [] is an 
ordered cubical pseudomanifold without boundary, then we have 
A h = O. 
Proof. Our reasoning will be analogous to the proof of Lemma 2. 
Construct a graph G = (V, E) associated to [] and its coloring &. The 
vertex set will be 
V:= { f¢  Ord~(E3):&ofo~ =hoL}. 
We can write V as the disjoint union of 
V 1:= { fe  V :cbof=h},  
and 
V 2:= { f~ V :qhof*h} .  
Split V 1 and V 2 into the disjoint union of smaller sets. We have 
Vii= V/~ V/' (i = 1,2), 
where 
and 
Vii'= {f ¢ 1//: f o~ ~ Ordn_l(0 VI)}, 
V/'= { f~ V~,: foL ~ Ordn_l(OD)}. 
We define the edge set of G as a disjoint union E := E 1 U E2, where 
E1 := {( f l ,  f2 ) :  f l  °L = f2 ° ~, fl * f2}, 
and 
E2 := {(fl, f2)" Im(f l)  = Im(f2), fl #= f2}. 
Consider the subgraph of G consisting of the edges in E 1. We claim 
that this subgraph is a matching on the vertices V 1' ~ V~, and has the 
vertices V~' N V~' as singletons. Since the vertices V/' are on the boundary, 
272 EHRENBORG AND HETYEI 
they cannot be adjacent o any other vertex through an edge in E 1. Thus 
for the moment we can restrict our attention to the vertices V 1' ~3 V~. Since 
f l  ° ~ = f2 ° ~ and ~b o f l  o ~ = h o ~, the intersection of lm(f l )  and Ira(f2) is 
the subfacet Im(q5 o f l  ° D. Hence given f l  there is exactly one way to 
choose f2, because of condition (ii) of Definition 16. Thus the claim holds. 
Moreover, by condition (iii) of Definition 19, the signs of adjacent vertices 
in this subgraph are opposite. 
It is clear that the edges in E 2 only connect vertices in V 2. Consider the 
subgraph that consists of vertices in V 2 and the edges in E 2. Since two 
different vertices f l ,  f2 ~ 1/2 are adjacent if Im(f l )  = Ira(f2), this graph 
consists of vertex-disjoint cliques. Each clique is a complete graph and 
corresponds to a facet of [] that is not completely colored. Apply Lemma 
18 with 0 = h-1 o ~b. Since the set T in the lemma has cardinality less than 
or equal to four, and since the cardinality is even, we have that each clique 
is isomorphic to either K 2 or K 4. (Recall that K n is the complete graph 
on n vertices.) Thus the possible degrees in this subgraph are 1 
and 3. 
We can now present the results about the different degrees in the 
following table. 
Degree in V 1' V~' V~ V~' 
E 1 1 0 1 0 
E 2 0 0 1 or 3 1 or 3 
In order to make a bijection argument we will consider a subgraph 
= (V,/~) of the graph G. For each clique in E 2 that is isomorphic to 
K4, select two edges that are vertex-disjoint, such that vertices connected 
with these two edges have opposite sign. By Lemma 18 it is possible to 
make such a choice. The set T in the lemma contains as many positively 
oriented ordered facets as negatively oriented ones. Let /~2 be a subset of 
E 2 consisting of these selected edges and the cliques isomorphic to K 2. 
Each vertex in V 2 has degree exactly 1 in /~z. Thus the table looks like 
Degree in V[ V[' V~ V~' 
E 1 1 0 1 0 
/~2 0 0 1 1 
Let G be the subgraph of G consisting of the edges /~ = E 1 +~/~2. 
Observe that two adjacent vertices, f l  and fz, which are adjacent in the 
graph G have different signs. That is, e(fl) = -e( f2) .  
The rest of the proof is now the same as the end of the proof of Lemma 
2. The graph G consists of singletons, paths and cycles. A path in G that 
connects two vertices f~, f2 ~ I/1' will have odd length. Hence we know 
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that e( f l )  = -e( f2) .  The same is true of a path that connects two vertices 
in V~'. A path that connects a vertex in V( with a vertex in V~' will have 
even length, and hence the two end points of such a path will have the 
same sign. We conclude that 
E e( f )= E e(f), 
f~V;  f~V~' 
The h-colored ordered facets are represented in the graph G by the 
vertices in V v Hence 
Ah = E e(f )  = E e(f) .  
d) o f=h f~V t 
Similarly the h o ~-colored boundary faces are represented by the vertices 
in V[' ~ V~', and thus 
Bho~= E e (~(g) )  
&og=ho~ 
= E e(f )  
¢~o foL=ho~ 
= E e( f ) ,  
f~v~,~v~, 
where in the first sum we are summing over an ordered boundary subfacet 
g, and in the second sum an ordered facet f,  such that f o ~ is an ordered 
boundary subfacet. 
By combining the three above equations we obtain 
A h E e( f )  + E e( f )  
fe  V~ f~ V[' 
= E (f) 
f~ v~' f~ v;' 
Bho ~ ,
Observe that the paths and the singletons in the graph G describe a 
bijection between the signed set of h-colored facets of [] and the signed 
set of h o ~-colored subfacets of []. Hence the proof is bijective. Q.E.D. 
Observe that Lemma 17 follows from the above lemma, by considering 
0 [] ~ as an orientable (n -  1)-dimensional cubical pseudomanifold. In 
fact, we could have proven Lemmas 17, 18, and 20 at the same time by 
using induction on dimension, without referring to Lemma 14. 
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THEOREM 6 (Master Theorem for Cubical Colorings). Let [] be an 
orientable n-dimensional cubical pseudomanifold, and cb: [] ~ [] m be a 
cubical coloring of it with colors of the standard m-cube. Let A: [] m __. [] 
be any cubical map. Then we have 
E Af  = E Bg. (19) 
f~  Ord~( [] m) g ~ Ord~ _ 1( Eli m) 
Ao f= id  Aog=L 
In particular, for n-dimensional oriented cubical pseudomanifolds without 
boundary we haue 
E Af = 0. (20)  
f~  Ordn ([] m) 
A o f= id  
Proof. We apply Lemma 20 to the coloring A o ~b: [] ~ [] n, and the 
ordered n-face id ~ Ordn([] n). We obtain Ai~ °~ = B~ °~. As in the sim- 
plificial case, A~j ° 6 is equal to the left hand side, and B~ ° ~ is equal to the 
right hand side of (19). Q.E.D. 
3.3. The Vector Space of As's and Bg'S 
In this section we show that in general, in analogy to the simplicial 
results of Section 2.3, there cannot be more linear relations among the 
numbers Af  and Bg than those implied by Theorem 6. 
For this purpose we need to define a cubical analogue of the exterior 
power of a vector space. 
DEFINITION 23. Let Cube(m, k) stand for a vector space with basis 
[] 
i.e., Cube(m, k) has a basis indexed with the k-faces of the standard 
m-cube. We represent he faces of [] m with vectors (u 1 . . . . .  Um) E 
{0, 1, *}m in the usual way. Given a k-face o- = (Ul , . . . ,  u m) of [] m we 
define the standard embedding ~ of o- by 
Lo-: (X  1, X2 , ' ' ' ,  Xk)  ~ (U l ,  U2 , ' ' ' ,  X 1 . . . .  , X2 . . . .  , X k . . . . .  Urn ) , 
where the coordinates x1, xz , . . . ,  x k are substituted into the * signs from 
left to the right in this order. Given a cubical order f on a k-face o-, there 
is a unique 7r e ~'k, such that f = ~ o ~-. We introduce the notational 
convention 
e r := sign(Tr) "e,~. 
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Now we can define the weight vector of a coloring as in the simplicial 
case. 
DEFINITION 24. Given a coloring 4}: [] -~ [] m of an n-dimensional 
cubical pseudomanifold, we define the weight vector of the coloring as the 
following element of Cube(m, n) • Cube(m, n - 1). 
We denote the Z-module resp. vector space generated by all weight 
vectors by A" resp. ~ .  Moreover, as in the simplicial case, we denote the 
submodule resp. subspace generated by the weight vectors of colorings of 
oriented cubical pseudomanifolds without boundary by ~'0 resp. ~0- 
(Note that both A" 0 and -~0 are subsets of Cube (m, n).) 
Again, as in the simplicial case, Eqs. (17) and (18) allow us to think of 
Af  resp. Bg as the "coefficient of ef resp. eg in w,." 
Introducing A~ := A~ and B, := B~, we may write Eqs. (19) in the 
following form. 
E s ign(ho%) .A~= Y'~ s ign(ho%)-B , .  (21) 
o-c [ ]  m reD"  t 
h (o - )  = {0, 1}" h ( r )=(* ,  * . . . . .  * ,0 )  
Similarly, Eqs. (20) are equivalent o 
sign()to t,~) - A ~ = O. (22) 
o- ~ [El m 
A(o-) = {0, 1} n 
Among Eqs. (21) and (22) there is an important ype of special case. 
DEFINITION 25. Let '7" = ( /21  . . . . .  Um) be an (n - !)-face of [] m. As- 
sume that the * signs in (u l , . . . ,  u m) are ui,, ui2 . . . . .  ui,, c Define the 
cubical map h~: [] m .___) [ ]  n as follows. 
(xi,,xi2 . . . .  , xi._,,O) when x ~ r 
Ar((Xl,X2,...,Xm) ) :=  
~ (Xil, Xi2 , ,Xi._l,1 ) whenx ~ r. 
We verify that A, is a cubical map. If both x and y are adjacent vertices, 
and if they belong or do not belong to r at the same time, then the last 
coordinate of their A, image will agree, so AT(x) and AT(y) will be adjacent 
or equal. If x and y are adjacent, and say x ~r ,  y ~ r, then there is an 
i ~ {il, i 2 . . . .  , in_  1} such that xi + Yi. Thus we must have 
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(Nil' Xi2 . . . . .  Xin-1) = (Yil, Yi2 . . . . .  yin_~), and so A,(x) and A,(y) are adja- 
cent. 
Let us now evaluate (21) and (22) for A = A,. First we have to find those 
n-faces o- of [] m for which A,(o') = {0, 1} n. It is easy to check that this 
holds iff A¢(cr) contains (* . . . .  , *, 0), which holds iff o- D r. Thus the right 
hand side of both equations will be 
E sign(X¢ o ,~)"A~.  
On the other hand, for an (n - D-face r' of []m, we have A , ( r ' )=  
(*, * . . . . .  *, O) iff r = r'. Therefore we obtain 
E sign(A,o ~)  "A~ = B, (23) 
in the general case, and 
sign(A~ o %) .A~ = 0 (24) 
o-~" 
for oriented cubical pseudomanifolds without boundary. 
Note next that the maps ~,  where/z is an (n + 1)-dimensional face of 
[] % may be considered as a coloring of the surface of the standard 
(n + D-cube. The weight vector pu of this coloring is a cubical analogue 
of the notion of elementary weight vector of the first kind defined in the 
simplicial case. Similarly, the maps ~, where v is an n-dimensional face of 
[] % may be considered as a coloring of a standard n-cube. The weight 
vector q~ of this coloring is the cubical analogue of an elementary weight 
vector of the second kind. 
THEOREM 7. Let M o be the set of those elementary weight vectors p~, of 
the first kind for which the code (u 1 . . . .  , u m) of the (n + 1)-face tx has no 
O's between the last two * sign. Let M be the union of M o with the set of 
those elementary weight vectors q~ of the second kind, for which the code 
(Vl , . . . ,  v m) of the n-face u has only l's after the last * sign. Then Mo is a 
Z-basis of ~'0, and M is a Z-basis of .gt'. Moreover, Eqs. (23) together with 
(17) and (18) span the vector space of all linear relations among the Af 's  
and Bg's, and the analogous tatements hold for Eqs. (24) and (17) when we 
restrict ourselves to oriented n-dimensional cubical pseudomanifolds without 
boundary. 
Proof. In analogy to the simplicial case, we prove the theorem first for 
the boundariless case. We introduce an antilexicographic order on the 
vectors e~ ~ Cube(re, n) as follows. Let us write or in the form 
(Ul,.- . ,Um) ~ {0, 1, ,}m. We set 0 < * < 1, and define (u l , . . . ,  u m) < 
(u' l , . . . ,  u ' )  iff for the largest i satisfying u i 4= u' i we have u i *( U' i. 
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With this order, the antilexicographically first term of a p ,  can be 
obtained by replacing the last * of /x -- (U l , . . . ,  u m) by a O. If we restrict 
ourselves to the p, 's  which have no 0 between the last two , 's ,  then we 
obtain every (u l , . . . ,  u m) that contains a 0 after the last * exactly once as 
the antilexicographically first term of some p, .  (To get this ~ we have to 
replace the first 0 after the last * by *.) Hence our chosen p, 's  are 
linearly independent. 
Assume now that there is a r G /g  0 that is not a Y-linear combination of 
our p,'s• Let us take such a counterexample r with the largest possible 
antilexicographically first term. The antilexicographically first term of r 
must be of the form (Ul, U2, . . . ,uk ,  *, 1,1 . . . . .  1) for some k _> n - 1, 
because if there is a 0 after the last *, then we can subtract a multiple of 
one of our p , ' s  such that all terms of the difference will be antilexico- 
graphically larger• Also, by the definition of our antilexicographic order, 
all ant i lexicographical ly larger terms must  be of the form 
t ! Ut  . ¢ __ (ut, .  • uk, k+l, l ,  1, ,1) ,where u' • , .. k+l ~ {*, 1}, because uk+ 1 > . .  We 
claim that only the face represented by the antilexicographically first term 
of r contains the (n - D-face r := (u l , . . . ,  uk, O, 1, 1 . . . . .  1). In fact, if 
! ! ! 
uk+ 1 = 1, then (uq, . . . ,  Uk, Uk+l, 1, 1, . . . ,  1) 7~ ~-, and if u'k+l = * then 
' . u' u' 1, 1, 1) can contain ~- is to have u 1 the only way (u 1 . . . . k, k+l . . . . .  = 
t ! 
U l , . . . ,  b/k = U k .  
The vector r is in the linear span of weight vectors, and the coefficients 
of its terms must satisfy Eqs. (24). Applying (24) with ~- it follows that the 
antilexicographically smallest erm of r is 0, a contradiction. 
Therefore our p~'s are a Z-basis for "go and a vector space basis of ~e 0. 
Note that, in proving this, we used only Eqs. (24), and implicitly (18). 
Hence the kernel defined by these linear relations is not larger than ~0,  
and so these linear relations span the vector space of all linear relations. 
The proof of the fact that M generates ~/  runs in analogy to the 
boundariless case. We introduce the same antilexicographic order on the 
vectors e~ ~ Cube(m, n) as before. Again we assume the existence of a 
counterexample r ~Me that has a largest possible antilexicographically first 
term in Cube(m, n). (In analogy with the simplicial case, it may happen 
that we have r ~ Cube(m, n), but r has a uniquely defined Cube(m, n)- 
component.) As before, we can show that the antilexicographically first 
term of the Cube(m, n)-component of this r is the multiple of e~, where u 
is of the form (Ul,/'/2,. •., b/k, *, 1, 1 . . . . .  1) for some k > n - 1. Subtract- 
ing an appropriate multiple of qv we obtain a counterexample with larger 
antilexicographically smallest erm, a contradiction. The only way out is to 
assume that the Cube(m, n)-component of r is 0, but then Eqs. (23) 
guarantee that the Cube(m, n - D-component of r is zero as well. This 
shows that M generates M e. On the other hand, the antilexicographically 
first terms of the elements of M are pairwise different, and so M is a 
582a/69/2-7 
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Z-basis. Therefore M is also a vector space basis of ~+. In our reasoning 
we have used only Eqs. (23), (18), and (17). Hence these equations 
generate the space of all |inear relations. Q.E.D. 
Remark. The fact that Eqs. (17), (18), and (23) generate all linear 
relations among the Ai 's and Bg's also may be shown directly, in analogy 
to Lemma 3. 
Remark. In both cases (simplicial and cubical) our theorems and 
lemmas remain valid if we define the orientation e to map into Zp. Thus 
the A(il, i2 ..... in+l)'S and Au'S, resp. the B(jI,j- 2 ..... j,)'s and Bg'S, lie in Zp, 
and we obtain rood p congruences from our coloring theorems. We get an 
interesting degeneration i  the case of p = 2: here we may consider every 
manifold "orientable" by defining a function e that assigns 1 to every 
ordered facet. Hence the rood 2 analogues of our coloring theorems hold 
even for nonorientable pseudomanifolds. In the cubical case we can 
reproduce this way the cubical results published in [5]. 
4. CUBICAL HOMOLOGY 
4.1. Cubical Homology Groups and Chain Maps 
If there were an appropriate cubical analogue of simplicial homology, 
we could instantly generalize the results of Section 2.4 to the cubical case. 
In this section we show that one can define such a homology. It is 
sufficient o build the theory of absolute cubical homology, because then 
we may obtain relative homology and mapping cones using exclusively the 
methods of homological algebra. 
In the definition of the cubical homology groups we will embed the 
groups ~'k into each other in the following way. Recall that ~k denotes the 
embedding ~k: [] k ~ [] k+l that takes (x 1 . . . . .  Xk) into (x l , . . . ,  Xk,O). 
This induces an embedding Jk: ~k  ~k+l  defined by 
j k (7" l " ) ( (X l , . . . ,Xk ,Xk+l ) )  := ( " l " i ' ( (X l , . . . ,Xk) ) ,Xk+l ) .  
Obviously, jk(GZk) is the stabilizer of the facet (*, * . . . .  , *,0) in ~'k+l" 
We will often use the following straightforward i entities that hold for all 
rr e ~'k" We have 
sign(jk(Tr)) = sign(~') (25) 
and 
Jk(~') ° ~k = ~k ° ~'" (26) 
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DEFINITION 26. Given a cubical complex [], let Sk([]) stand for the 
free Z-module generated by the basis {o-: o- ~ rn k}" We represent Sk([]) 
as the module generated by {f: f e Ordk([])} modulo the relations 
[ fo r t ]  = s ign(Tr ) ' [ f ]  
for all 1r ~ 3Y k. The symbol [ f ]  stands for the equivalence class repre- 
sented by the ordered face f. 
We define the boundary map Ok: Sk([ ] ) - - ,  Sk_ I (D)  as follows. We 
choose a system of representatives 7r l , . . . ,  '77"2k for the set of left cosets 
[~'k: J k - l (9~- l ) ]  • We set 
2k  
Ok( [ f ] )  := ~2 sign(Tri) • [ foTr iO~k_l ] .  (27) 
i= l  
We call the homology groups Hk(Co([]))  the cubical homology groups 
o f [ ] .  
When we show that 0 is well defined and that it is a boundary map, we 
will use some elementary group-theoretical facts, stated in the following 
lemma. 
LEMMA 21. Let G be a group, H a subgroup of  finite index in G, and 
gl . . . . .  gk a system of  representatives for the set of  left cosets [G : H].  Then 
the following statements hold. 
(1) For all g ~ G the set {g • gl, .. ., g " gk} is a system of  representa- 
tives. 
(2) I f  g belongs to the normalizer NG(H)  o f  H in G, which is defined as 
NG(H ) := {g ~ G:  g"  H"  g - I  = H}, 
then the set {gl " g, . . . ,  gk " g} is a system of  representatives. Moreouer, if 
g ~ H then the action gi " H ~ gi " g " H of  g on the left cosets is fixed-point 
free. 
Proof. Because of the finiteness of [G: H],  it is sufficient to show in 
both cases that the listed elements belong to pairwise different left cosets. 
In the first case, we have g • gi " H = g • gj • H iff gi " H = gj • H, which 
holds iff i = j. In the second case g i .g .  H =g j .g .  H is equivalent o 
gg • g • H • g-1 = g j .  g .  H • g-1,  and so we reach the same conclusion by 
g • H • g -  1 = H. Finally if g~ • g • H = gi " H then we have H = g • H and 
g ~ H. Q.E.D. 
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LEMMA 22. The map 0 is a well-defined boundary map. 
Proof Note first, that the definition of 0 does not depend on the 
choice of the coset representatives w 1 . . . . .  w2~. In fact, by (25) and (26) 
we have 
s ign(wo j (y ) )  • [ fo  wo j (y )  o r)] = s ign(w) • s ign( j (y ) )  • [ fo  ~roro y]  
= sign(~r) • [ fo  7to r] 
for every w ~..~k and y ~ ~.~e_ 1. Hence, if w and 7r' belong to the same 
left coset, i.e., w' = w o y for some y e J (~'k-1) ,  then they contribute the 
same term to a([f]).  
• Next we show that O does not depend on the choice of the representa-  
tive f for [ f ]  either. By Lemma 21, if rr 1 . . . .  , rr2k are left coset represen- 
tatives then (rro wl) . . . . .  (w o w2~) are also left coset representatives. Thus 
we have 
2k 2k 
Y'~ sign(w/) • [ ( fo  w) * wio ~] = sign(w) • • s ign(wo 7ri) 
i=1 k=l  
[/°(w°,ri)°q 
2k 
= sign(w) • • sign(wi) • [ fo  wio Q. 
i~ l  
Therefore the definition of 0([ f ]) gives the same result for f and f o w, for 
all w ~ ~.  Hence 0 is well-defined. 
Finally we show that 0 is a boundary map. Let w l , . . . ,  7r2k be a system 
w' be a system of of representat ives for [~'k: J(-~k-1)] and W'l , . . . ,  2k-2 
representatives for [~ 'k - l :  J (2~-2)] .  Then for all f ~ Ordk(t2)  we have 
O2( [ f ] )  =a  Es ign(w/ )  • [ fowio~]  
i=1 
2k 2k-2  
= Es ign(w i )  • E sign(w~) • [ fowio~ow~o~]  
i=1 j= l  
2k 2k -2  
= E E s ign(~r io j (w~)) "  [fo'rrioj(w;)ot,2]. 
i=l  /=1 
Here  the elements w i o j(w~) form a system of representatives for [~k:  
j2(._~k_2) ]. Similarly to the case of a ( f ) ,  we can show that if we replace 
w i o j(wj) with any other system of representatives for [~'k: J2(5~'k-z)], the 
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result remains the same. Thus we have 
4k(k-  1) 
02( [ f ] )  = y" sign(~ri' ) • [ fo~-~'oL2] ,  
i= l  
tt t l  l! where ~-l,~rz,...,~-ak(~_1) is any system of representatives for [~:  
j 2(-@k _ 2)]. 
Consider r ~ 2k  defined by 
T(X 1 . . . . .  Xk) := (X 1 . . . . .  Xk_2,Xk,Xk_l). 
Geometrically, r can be represented as the reflection in the hyperplane 
x~ =x~_ l ,  and so we have r 2= 1 and s ign( r )=-1 .  Observe that 
r o ~k-1 ° ~k-2 = ~k-1 ° ~k-2. Moreover r commutes with all elements in 
j2(~'~_2), thus we have 
ro j2( ~k_2)o z -1 = j2 (~k_2) .  
Hence r is in the normalizer, and thus by Lemma 21, (rr'~ o r)  . . . . .  
(~'~k(~-1) ° z) is also a system of left coset representatives. Therefore 
4k(k- 1) 
02( [ f ] )  = ~ s ign(~r~'or ) .  [forr'i'oro~ 2] 
i= l  
4k(k-  1) 
- E s ign(er : ' ) - [ fo r r~ 'o~ 2] = -0e( [ f ] )  
i=1 
holds, implying O2([f]) = 0. Q.E.D. 
Remarks. (1) We only have to modify the end of the last proof, if we 
also want it to work in the case of chain-complexes with coefficient-field of 
characteristic 2. By Lemma 21, r q~j2(3k_ 2) induces a fixed point free 
permutat ion of the left cosets [2k:  jz(~k_2)] .  Thus we can choose a 
system of representatives such that rr I' o z will be equal to a ~'~' with j =~ i
for each i. For this j we also have 7r5' o z = ~-~', because r is an involution. 
Hence we can arrange these coset representatives into pairs {Tr", ~'~:}, with 
~-~'oL 2= ~r~'oL ~ and s ign(Tr i ' )=-s ign(~rT) .  The terms sign(~-5') • 
[ fo  7r~'o ~2] and sign(~rT) • [ fo  ~r5'o ~2] cancel for each pair {~-~', zr~.'}, and so 
we have O2([f]) = 0. 
(2) Cons ider  the system of representat ives  7r~,Tr °
"B'0, 7Tll, 77"12,''', T/"1 for [~k:  J(~-~'k- 1)1, defined as follows, 
. . . .  , xk )  :=  (X l  . . . . .  xi-l,x , x i ,x ,+ l  . . . . .  
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and 
"JT"/I(xl . . . .  , Xk )  :=  (X  1 . . . .  , Y i _ l ,  1 -- Xk ,  X i ,  X i+  1 . . . .  , Xk_ l )  
fo r /= 1 ,2 , . . . ,  k. 
We can obtain the representatives ~./0 by reflecting one after the other 
in the following hyperplanes: x~ = Xk_ 1, Xk_ 1 = Xk_ ~ . . . . .  Xi+ 1 = X i. 
Hence zr/° is the product of k -  i reflections, and we have sign(~/°) = 
( -1 )  k- i .  Similarly, we can obtain zr] from v-/° by reflecting in the hyper- 
1 plane x i = g. Thus we have sign(~-]) = ( -1 )  k-i+1 Introducing 
a i :=  77"? o t~ k _ 1 ,  
bi :=  ,/7./1 o / ' k -1  
for i = 1, 2 . . . . .  k, we obtain the following formula, 
k 
O([ f ] )  = E( -1 )  k- i" ( [ f °a i ] -  [ f °b i ] ) .  (28) 
i -1  
Here a i is the embedding of [] l,- 1 into the facet (*, * , . . . ,  *, 0, * . . . .  , *) 
of [] k, where 0 stands at the ith place, and b i is the embedding of [] g-1 
into the facet (*, * , . . . ,  *, 1, * , . . . ,  *), where 1 stands at the ith place. 
The continuous analogue of this definition can be found in [12, 9]. It is 
worthwhile noting that each left coset from [~'k: d~'k-1)] is equal to the 
set of cubical orders on a facet of [] k 
(3) One can define simplicial homology similarly to the way we 
defined cubical homology, using a system of representatives for [5°,: 
5~n-1], where we embed 5~_ 1 into 5~'n as the stabilizer of a point. It is 
easy to show that this definition agrees with the usual one. 
In the exact same way as in the simplicial case, we can define the 
cochain complex S "( [] ) and the cubical cohomology groups H k(s  °([] )). 
Our next step is to define chain maps induced by cubical maps. 
DEFINITION 27. Let ~b: [] ~ []' be a cubical map. We define the chain 
map So(O) induced by ~b as follows. For every f ~ Ordk([])  we set 
{[4~ °f] if 4~ ° f is injective 
Sk(~b) ( [ f ] )  = 0 otherwise 
We extend the definition by linearity to all elements of Sk([]). 
The map 4~ o f is injective iff the restriction of 4~ to Im( f )  is injective, 
and in this event ~b o f is an ordered face of [] '. Thus S.(dD is well 
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defined. Similarly a simple injectivity-check shows that for cubical maps qS: 
[] ~ C3' and 4t: rq' --+ []" we have 
s.( o 4,) = o 
We only have to check that S°(O) is really a chain map. 
The definition of chain map suggests extending the usage of the symbol 
I f ]  to the case when f is not an ordered face, but only a (noninjective) 
cubical map [] k __+ •. 
DEnN~TION 28. For a cubical map f :  [] k __+ [], we define 
[ f ]  :=0  
whenever f is not injective. 
If we can show that the definition of O is consistent with the extended 
definition of I f ] ,  then we can reformulate the definition of S.(~b) by 
setting 
Sk(ga) ( [ f ] )  := [4~of ]  
for all cubical maps f :  [] k ~ •. From this definition it is straightforward 
that So(qS) is a chain map. 
Thus we only have to show the following lemma. 
LEMMA 23. Given a system o f  representatives ~r 1 . . . . .  Tg2k for [2k :  
J (~- l ) ] ,  the defining equation (27) specializes to an identity o f  the form 
0 = 0 when we substitute a cubical map f :  [] k __+ [] which is not an ordered 
face. 
Proof  We have to show that 
2k 
sign(~ri) • [ fo  %0 l-~-1] = 0 (29) 
i -1  
whenever f :  [] k ~ [] is not an ordered face. Note that the right hand 
side gives the same result irrespective of the choice of left coset represen- 
tatives. 
Condit ion (ii) of Definition 20 guarantees that Im( f )  is contained in 
some face of •. Without loss of generality, we can assume that [] is equal 
to this face, i.e., we can restrict ourselves to the case of cubical maps f :  
[] x --+ [] ~ for some fixed m ~ N. Equation (29) is trivially true when 
none of the maps f o .w i o I,k_ 1: [ ]  k -  1 ___+ [ ]  m is an ordered (k - 1)-face. 
m Assume therefore, that for some r e [] k-L, at least one of the maps 
f o 77" i o t~ is a cubical order on r. It is sufficient to show that the sum of 
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those terms in (29) corresponding to a cubical order on ~- is 0. The same 
proof  will work for any other (k - 1)-face of [] m 
Without loss of generality, we may assume ~-= (* , . . . ,  * ,0  . . . . .  0), 
where k - 1 stars are followed by m - k + 1 zeros. Also we may assume 
that f o ~'a ° L is a cubical order on ~-, that ~'1 = id, and that f maps 
(xa , . . . ,  Xk_l, 0) into (x~ . . . .  , Xk_ 1, 0, 0 . . . .  ,0). We show that in this situa- 
tion we may assume m _< k. This is obviously true when Im( f )  = ~-, hence 
we may suppose that some x = (xl  . . . . .  Xk_ 1, 1) satisfies f(x) e? r. From 
the Hamming distance preserv ing proper ty  of  f ,  and f rom 
f ( (x l  . . . .  , x~_ 1,0)) = (x 1 . . . .  , Xk_l, 0 , . . . ,0 ) ,  we infer that f(x) = 
(XD...,Xk_I,0 . . . .  ,0 )+e j  for some j>k .  Now for any other y~ 
(* , . . . ,  *, 1) with f(y) ~ r, we must have f(y) = (Yl . . . . .  Yk-u 0 . . . .  ,0) + 
ej with the same j as before, since d(x, y) > d(f(x), f(y)). Thus Im( f )  is 
contained in the k-cube ~- U G- + e j). 
Therefore we may assume that f is a map from []k to []k, and 
~" = ( * , . . . ,  *, 0). Our  statement then becomes- -a f ter  an eventual change 
of coset representat ives- -a reformulation of Lemma 18. Q.E.D. 
Hence we have a cubical analogue of simplicial homology, and every 
result of Section 2.4 can be repeated in the cubical setting. The only thing 
that remains to be shown, in order to have the boundariless version of our 
theorem, is that Hn(So(rq m)) = 0. This will follow from the fact that in 
the cubical case we can define homotopy Equivalence of cubical maps such 
that homotopic cubical maps induce chain-homotopic chain maps. This 
result will be the subject of  the next section. 
4.2. Homotopy Equivalence ofCubical Maps 
DEFINITION 29. Given two cubical complexes [] and n '  we define 
their direct product [] × rT' on the vertex set ver t (n )  x ver t (n ' )  to be 
the family of  faces {o" × r: ~r ~ [], ~- ~ [] '}. Given the cubical map 4~: 
[] ~ [] and another cubical map tO: [ ] '~  ~,  we define the direct 
product of the maps 4) and ~ by the formula 
4, x O((u ,v) )  := (4,(u), e (v ) ) ,  
for all u ~ vert([])  and v ~ vert(O') .  
It is easy to check that the direct product of cubical maps is a cubical 
map. In particular, the direct product of an ordered k-face of [] and an 
ordered /-face of [ ] '  is an ordered k +/ - face  of [] × []'. 
Before we give our definition of  homotopy equivalence, note that a 
graph consisting of a path is a one-dimensional cubical complex, and a 
natural analogue of a continuous path in a topological space. 
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DEFINITION 30. Two cubical maps 4~, 0: [] ---' D' are homotopic when 
there is a path I = v 0. . .  v n and cubical map 05: [] x I ~ D' such that 
for every v E vert(D) we have qS(v) = 05(v, v 0) and 0(v) = q)(v, v,). If 
we can take I to be a path of length one, i.e., a standard 1-cube, then we 
call 4~ and ~ elementarily homotopic maps. 
Obviously the above notion of homotopy is an equivalence relation, and 
it is the transitive closure of the elementary homotopy relation. 
In this finite setting it is relatively easy to prove that homotopic maps 
induce chain homotopic hain maps. 
LEMMA 24. I f  the cubical maps (o, ~: [] --* •' are homotopic, then the 
induced chain maps S°(43), S°(0): So([]) --4 S. (  H ') are chain homotopic. 
Proof. By transitivity, we may restrict ourselves to the case when 4~ and 
0 are elementarily homotopic. On the other hand, by the compatibility of 
the composition of cubical maps with the operation S°( ), we may assume 
that rn' = [] × {0, 1}, q) = id, qS(v) = (v, 0) and 0(v) = (v, 1). 
The direct product f × id of f ~ Ordk([])  and the identity map id of 
{0, 1} is an ordered (k + 1)-face of [] × {0, 1}. For any ~- ~ 2k,  we have 
( fo  7r) × id = ( f× id) o(Tr × id), 
where ~r and ~" × id have the same sign. Thus we can define 
Sk: Sk([] ) ~ Sk+l (n  × {0,1}) 
[ f ]  ~ [ f× id ] .  
Now, using (28) we obtain 
(S°O-FO ° S)([f  ] )=  S( i=1 ~ ( -1 )k - i "  ( [ f  ° a~] -  [ fo  bi] ) )+ 0( [ f  X id]) 
k 
= E( -1 )k - i ' ( [ ( f °a i )  ×id]  - [ ( fob i )  × id] )  
i--1 
k+l 
+ ~ ( - -1 )k+l - i ' ( [ ( fx  id) oai] - [(fX id) obi]) 
i-1 
As a straightforward consequence of the definition of a i and b i we have 
( f  o a i) × id = ( f  × id)o a i and ( f  o b i) )< id = ( f  × id)o b i for i = 
1, 2 , . . . ,  k. (We add the coordinate for id as the last coordinate.) After the 
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cancellations we obtain 
( soO+Oos) ( [ f ] )  = [ ( f× id )  oak+, ] -  [ ( f× id )  obk+l] 
= s . (~) ( [ f ] )  - s . (e , ) ( [ f ] ) .  
Therefore we have s o 0 + 0 o s = S,(~b) - S,(0).  Q.E.D. 
As a consequence we find that homotopy-equivalent cubical complexes 
have isomorphic homology and homotopy groups. In particular, [] m is 
homotopy-equivalent to [] 0 consisting of only one point. Therefore the 
positive degree homology groups of a standard cube vanish. 
Let us mention finally that we have the following cubical analogue of 
Mayer-Vietoris equences for cubical complexes. 
THEOREM 8. Let m' and []" be subcomplexes of a cubical complex []. 
Then there exists an exact sequence of chain complexes 
0 -~ S . ( [ ] '  n []") -~ S . ( [ ] ' )  • S . ( [3" )  -~ S . (cT 'u  []") -~ 0 
inducing a long exact sequence of homology groups 
• . .  -~ H~(S . (  []' n [] ")) ~ H~(S.(  [] ')) • H~(S. ( [ ] " ) )  
--+ H/<(S° ( [ ] '  U H" ) )  --+ HI<_I(So(r-7'  N [ ] " ) )  --> " ' "  
The proof is straightforward. 
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