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Abstract
Let Cm,ω(Rn) be the space of functions on Rn whose m-th derivatives have modulus of continuity ω,
and Cm,ω(E) the space of restrictions to E ⊆ Rn of functions in Cm,ω(Rn). We show that for any closed
set E ⊆ Rn, there exists a linear extension operator T : Cm,ω(E) → Cm,ω(Rn) that assumes a particularly
simple form, namely, T has “depth” d depending only on m and n.
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1. Introduction
Let m and n be fixed positive integers. As usual, Cm(Rn) stands for the set of all m times
continuously differentiable real-valued functions on Rn, for which the norm
‖F‖Cm(Rn) := max|β|m supx∈Rn
∣∣∂βF (x)∣∣
is finite. The space Cm,ω(Rn) is a subset of Cm(Rn) functions whose m-th derivatives have
regular modulus of continuity ω (to be defined in Section 2 below). It is equipped with the
following norm
‖F‖Cm,ω(Rn) := max
{
‖F‖Cm(Rn), max|β|=m supx,y∈Rn
0<|x−y|1
|∂βF (x)− ∂βF (y)|
ω(|x − y|)
}
. (1.1)
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Banach space of all restrictions to E of functions in X(Rn). The norm on X(E) is defined as
‖f ‖X(E) := inf
{‖F‖X(Rn): F ∈ X(Rn) and F = f on E}. (1.2)
A linear extension operator T for X(E) is a bounded linear map T : X(E) → X(Rn), such
that Tf |E = f for all f ∈ X(E). In this paper, the function spaces X that we will consider are
Cm and Cm,ω, with focus on the latter. By taking X to be Cm,ω, we have from (1.2) that
‖f ‖Cm,ω(E) := inf
{‖F‖Cm,ω(Rn): F ∈ Cm,ω(Rn) and F = f on E}.
Throughout this paper, we make no assumption about the geometry of the set E ⊆ Rn. The
only assumption that we make about E is that E is a closed subset of Rn.
Theorem 0 (A simple version of the main theorem). Given integers m,n  1, a closed set
E ⊆ Rn, and a regular modulus of continuity ω, there exists a linear extension operator
T : Cm,ω(E) → Cm,ω(Rn) having the following simple form:
Tf (x) =
∑
y∈Sx
λ(x, y) · f (y), for each x ∈ Rn. (1.3)
Here λ(x, y) ∈ R and Sx ⊆ E do not depend on f ; and Sx contains at most d points. More-
over, the number d depends only on m and n; and ‖Tf ‖Cm,ω(Rn)  C · ‖f ‖Cm,ω(E), for some
constant C depending only on m and n.
In fact, we can make a more general statement which gives a formula similar to (1.3) for
∂βTf (x) (for |β|m and x ∈ Rn). In order to do so, we make the following definition:
Definition 1. Suppose we are given integers m,n 1 and a regular modulus of continuity ω. Let
X = Cm or Cm,ω. Let E be a closed subset of Rn. A linear operator T : X(E) → X(Rn) is said
to have depth d if the following conditions hold:
0A. For all x ∈ Rn and f ∈ X(E), we have (Tf )(x) = ∑di=1 λxi · f (yxi ), where yxi ∈ E and
λxi ∈ R depend only on x.
0B. There exists a real number C depending only on m and n such that ‖T ‖ C.
1. For each ε > 0 and each x ∈ Rn, there exist a linear operator Tε(·, x) : X(E) → P (the
space of degree m polynomials, see Section 2 below); a subset Sxε ⊆ E with #(Sxε ) d ; and
ci(β, x, ε) ∈ R, for |β|m and 1 i  d , such that
(a) for all f ∈ X(E) and |β|m,
∂β
(
Tε(f, x)
)
(x) =
d∑
i=1
ci(β, x, ε) · f (xi), (1.4)
where xi ∈ Sx ; andε
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max
|α|m
∣∣(∂αTf )(x)− ∂α(Tε(f, x))(x)∣∣ ε ·C · ‖f ‖X, (1.5)
where C is the constant in condition 0B.
2. Moreover, if x is not a limit point in E, then Jx(Tf ) (the m-jet at x, see Section 2 below) is
uniquely determined by f |Sx , where Sx ⊆ E with #(Sx) d , i.e., ε in condition 1(b) may
be taken to be 0.
Remark 2. The constant C in (1.5) is immaterial since C is independent of f and the inequality
is supposed to hold for all ε > 0. Therefore, we may assume C = 1 in (1.5) after relabelling the
operator Tε if necessary – that is, setting Tε/C to Tε (provided C = 0 otherwise the statement is
trivial in view of 0B).
Remark 3. If T is a linear extension operator, then condition 0A follows from condition 2: If x is
not a limit point in E, then condition 0A is just a special case of condition 2. On the other hand,
if x is a limit point in E, then Tf (x) = f (x) since E is closed and T is an extension operator.
Definition 4. Suppose we are given integers m,n 1 and a regular modulus of continuity ω. Let
X = Cm,ω or Cm. A linear extension operator T : X(E) → X(Rn) is said to have bounded depth
if the depth can be taken to be a number d(m,n) that depends only on m and n.
A few remarks are in order on Definition 1: Conditions 0A, 0B, and 2 are reminiscent of
the original definition for depth (cf. [6]). Condition 1 guarantees that at each point the jet of
the extension can be approximated to within ε by a polynomial determined by a fixed subset of
E with no more than d elements. It can be viewed as a substitute for the “divided difference”
known only in one dimension. In the case x is not in E or x is an isolated point in E, condition 2
strengthens condition 1 by removing the dependence on ε.
We recall some related results on extension operators with bounded depth. Although not
explicitly defined, the notion of bounded depth is already hinted at in H. Whitney’s original con-
struction: The highest jet of the classical Whitney extension (as given in [15]) at any point x ∈ Rn
is determined by at most d(m,n) prescribed jets on the given set E. Our definition for bounded
depth is more demanding than this primitive notion, as it asks that the jets of the extension at any
point be determined (or arbitrarily closely approximated) by at most d(m,n) prescribed function
values on the given set E. With regard to our notion, in one dimension, using the “divided differ-
ences,” H. Whitney in [16] produces an extension with bounded depth. The series of papers (see
[5,8,7]) put forth by C. Fefferman from 2004 to 2005 study the Whitney extension problem in
higher dimensions. Building on a series of his own papers, C. Fefferman in [6] and [11] shows for
X = Cm and Cm,ω that no matter how large E is, as long as it is finite, there exists a linear exten-
sion operator T : X(E) → X(Rn) with bounded depth. Incidentally, if E is a finite set, all points
in E are isolated; condition 2 in Definition 1 can therefore replace condition 1 and we recover
the original definition for depth as given in [6] and [11]. The hope of removing the finiteness
assumption on E for X = Cm is dashed by the example in [10]: [10] proves that there exists an
infinite closed set E ⊂ R2 for which there exists no extension operator T : C1(E) → C1(R2) of
bounded depth. While [10] renders the situation for X = Cm,ω doubtful, in this paper, we prove
the following theorem:
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a closed set E ⊆ Rn, there exists a linear extension operator T : Cm,ω(E) → Cm,ω(Rn) with
depth d(m,n) and norm at most C(m,n).
If m = 1, Theorem 5 is proved by Y. Brudnyi and P. Shvartsman in [2]. The author would like
to thank P. Shvartsman for pointing out the reference.
2. Notation, basic definitions, and conventions
In this section, we gather together some notation and basic definitions that we will use
throughout the paper. We will make every effort to conform to the conventions set forth here.
2.1. Regular modulus of continuity
A function ω : [0,1] → [0,1] is called a regular modulus of continuity if the following condi-
tions are satisfied:
• ω(0) = limt→0+ ω(t) = 0;
• ω(1) = 1;
• ω(t) is increasing;
• ω(t)/t is decreasing.
2.2. Jets
For F ∈ Cm,ω(Rn) and y ∈ Rn, JyF is the m-jet of F at y, i.e., the m-th Taylor polynomial
x →
∑
|β|m
1
β!
(
∂βF (y)
)
(x − y)β.
Often, we will denote this polynomial by Py(x). More generally, Px denotes a polynomial ex-
panded around x, i.e., (P x)(y) =∑Cα(y − x)α , where Cα ∈ R. When we write ∂βP y(y), we
mean ( ∂
∂x
)βP y(x)|x=y .
2.3. Vector space P
P denotes the vector space of polynomials of degreem on Rn (with real coefficients). Rmx is
the ring of m-jets of Cm(Rn) functions at x. For P,Q ∈ Rmx , we define the ring multiplication
	 in Rmx by
P 	Q := Jx(P ·Q) ∈ Rmx ,
where Jx is the jet operator defined above. Rmx is isomorphic to P . When it is clear which m we
are referring to, we will write Rx instead of Rm.x
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Given positive integers m and n, f ∈ Cm,ω(E), y ∈ Rn, k ∈ Z+ ∪ {0}, and S ⊆ E, set
Γ f (y, k,M) := {P ∈ Ry : ∀S ⊆ E with #S  k, ∃F ∈ Cm,ω(Rn) such that∥∥FS∥∥
Cm,ω(Rn)
M,FS |S = f, and JyFS = P
};
Γ f (y,S,M) := {P ∈ Ry : ∃F ∈ Cm,ω(Rn) such that
‖F‖Cm,ω(Rn) M,F |S = f, and JyF = P
}
.
And
σ(y, k,M) := Γ f≡0(y, k,M);
σ(y,S,M) := Γ f≡0(y, S,M).
In other words,
σ(y, k,M) = {P ∈ Ry : ∀S ⊆ E with #S  k, ∃FS ∈ Cm,ω(Rn) such that∥∥FS∥∥
Cm,ω(Rn)
M,FS |S = 0, and JyFS = P
};
σ(y,S,M) = {P ∈ Ry : ∃F ∈ Cm,ω(Rn) such that
‖F‖Cm,ω(Rn) M,F |S = 0, and JyF = P
}
.
We note that up to a scalar multiple σ(y,S,1) is the same as σ(y,S,M) for any M > 0: Indeed,
if P ∈ σ(y,S,1), then M · P ∈ σ(y,S,M) for any M > 0; likewise, if P ′ ∈ σ(y,S,M) for
some M > 0, then P
M
∈ σ(y,S,1). Due to this observation and the definition of σ , we may write
σ(y,S,M) as M · σ(y,S,1). We will suppress Γ ’s dependence on f by writing Γ (y, k,M)
instead of Γ f (y, k,M), whenever it is clear which f we are using.
2.5. σ -Dimension
Let σ(y,S,1) be defined as above. It may be viewed as a convex subset of Rdim P . We define
the dimension of σ(y,S,1) at y as follows:
dimσ(y,S,1) := dim
⋃
M>0
σ(y,S,M).
Note that
⋃
M>0 σ(y,S,M) is a linear subspace of Rdim P . More generally, given a convex set
σˆ ⊂ Rn, we define
dim σˆ := dimension of the smallest affine set A in Rn containing σˆ .
The dimension of an affine set A is defined as the dimension of the subspace obtained by a trans-
lation of A. For our present purpose, it suffices to use the following definition: According to
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set σˆ of RD = I1 ⊕ I2 ⊕ I3 (direct sum of vector spaces) as σˆ = σˆ1 ⊕ I2 ⊕{0}, with σˆ1 compact,
convex, and symmetric and having non-empty interior in I1. Thus, we may define
dim σˆ := dim(I1 ⊕ I2), (2.1)
where
I1 ⊕ I2 =
⋃
M>0
M · σˆ . (2.2)
2.6. Basis for σ
Let σ be a closed, convex, and symmetric subset of RD . Any basis {P1, . . . ,Ps} for⋃
M>0 M · σ (a vector space, see (2.2)) is called a basis for σ .
2.7. Ball in P
Fix ε > 0 and y ∈ Rn, define
Bε(y) :=
{
P ∈ Ry : P(y) = 0 and max|β|m
∣∣∂βP (y)∣∣ ε}.
2.8. Geometric objects in Rn
B(x, r) or Br(x) ⊂ Rn denotes the open ball centered at x with radius r . A cube Q is defined
as a Cartesian product [a1, b1] × · · · × [an, bn] ⊂ Rn with b1 − a1 = · · · = bn − an > 0. Unless
otherwise stated, all cubes being considered in this paper are closed cubes. The diameter of Q is
denoted by δQ or diam (Q). If Q is a cube, then Q∗ is the cube concentric with Q and having
diameter 3δQ. Two distinct cubes are said to “abut,” or “touch,” if they have disjoint interiors and
have non-empty intersection.
2.9. Whitney decomposition
Let F be a closed subset of Rn. There exists a family of closed cubes {Qν}∞ν=1, called the
Whitney decomposition for Rn\F , such that:
(2.3) ⋃∞ν=1 Qν = Rn\F and the Qν ’s have disjoint interiors;
(2.4) δQν  1;
(2.5) Q∗ν ∩ F = ∅;
(2.6) 1. if δQν < 1, δQν  distance (Qν,F ) 4δQν ;
2. if δQν  1, then distance (Qν,F ) a for some universal constant a;
(2.7) if two cubes Qν and Qμ touch, then (1/5)δQν  δQμ  5δQν ;
(2.8) for a given Qν there are at most 15n Qμ’s that touch it.
(See [14] and [8] for more information.)
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Given a Whitney decomposition {Qν}ν∈I for Rn\F , a Whitney partition of unity subordinate
to {Qν}∞ν=1 is a partition of unity {θν}∞ν=1 with the following properties:
(2.9) θν ∈ Cm+1(Rn);
(2.10) 1 =∑∞ν=1 θν on Rn\F ;
(2.11) suppt θν ⊂ Q∗ν ;
(2.12) |∂βθν | Cδ−|β|ν on Rn, for |β|m+ 1;
(2.13) any point x ∈ Rn\F has an open neighborhood that meets at most N(n) of the supports
of the θν ’s, e.g., N(n) = 15n as in (2.8).
2.11. Whitney ω-convexity
Let ω be a regular modulus of continuity, σ ⊆ Ry a subset of m-jets at y, and A a pos-
itive number. We say that σ is Whitney ω-convex with Whitney constant A if the following
hold: (1) σ is closed, convex, and symmetric (i.e., P ∈ σ ⇐⇒ −P ∈ σ ). (2) Suppose P ∈ σ ,
P ′ ∈ Ry , and δ ∈ (0,1]. Assume that P and P ′ satisfy the estimates (i) |∂βP (y)| ω(δ)δm−|β|
and (ii) |∂βP ′(y)|  δ−|β| for |β|  m. Then P 	 P ′ ∈ Aσ , where 	 denotes multiplication
in Ry .
2.12. Multi-indices
M is the set of all multi-indices β = (β1, . . . , βn) with |β| = β1 +· · ·+βn m. If α, β ∈ M,
then
δβα =
{
1 if β = α,
0 otherwise.
A subset A ⊆ M is called monotonic if for any α ∈ A and γ ∈ M, α + γ ∈ M implies α +
γ ∈ A. Otherwise, it is called non-monotonic.
2.13. Order relations on multi-indices
Suppose α = (α1, . . . , αn) and β = (β1, . . . , βn) are distinct multi-indices. Let
k¯ := max{k ∈ {1, . . . , n}: α1 + · · · + αk = β1 + · · · + βk}.
We say that α < β if and only if α1 + · · · + αk¯ < β1 + · · · + βk¯ . Let A and B be distinct subsets
of M. We say that A < B if and only if min(A\B) ∪ (B\A) ∈ A, where the min is taken with
respect to the ordering <. (See [5] for more information.)
2.14. Notation
For any set X, #(X) denotes the number of elements in X. If X is infinite, it is understood
that #(X) = ∞. If #(X) k, we say that X is k-bounded.
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Unless otherwise stated, we will use C, ci∈Z+ , c′i∈Z+ , c
′
, Ci∈Z+ , C′i∈Z+ , C
′′
i∈Z+ , C
′
, C′′, C′′′ to
denote controlled constants, i.e., constants that depend only on m and n. For emphasis, we will
also use C(m,n), d(m,n), C′(m,n), etc., to denote the controlled constants C, d,C′, etc. The
constants appearing within the same proof have the same meaning, while constants showing up
in different proofs are not assumed to have any connection.
3. A list of relevant facts
We assemble here results that have been proved in various places for ease of reference. The
results may not be in the exact wordings as they appear in the references, but they follow from
the originals.
Theorem 6 (Finiteness Principle for Cm,ω(E)). (See [1,3,5].) Given integers m,n  1, there
exists k#, depending only on m and n, for which the following holds.
Let ω be a regular modulus of continuity; let E ⊆ Rn; and let f : E → R and σ : E → [0,∞)
be given functions on E. Suppose that, given S ⊆ E with #(S) k#, there exists FS ∈ Cm,ω(Rn),
satisfying
∥∥FS∥∥
Cm,ω(Rn)
 1 and
∣∣FS − f (x)∣∣ σ (x), for all x ∈ S.
Then there exists F ∈ Cm,ω(Rn), satisfying
‖F‖Cm,ω(Rn) A and
∣∣F(x)− f (x)∣∣Aσ (x), for all x ∈ E.
Here, A is a constant depending only on m and n.
For our present purpose, it suffices to take σ (x) ≡ 0. We will do so throughout the paper.
With σ (x) ≡ 0, it follows from the Finiteness Principle that
Γ f
(
x, k#,1
)⊆ Γ f (x,E,C), for all x ∈ E, (3.1)
where the Γ ’s are defined in Section 2.4. For a more general result, see [5].
Furthermore, by taking f ≡ 0 in (3.1) and recalling the definition σ in Section 2.4, we have
Corollary 7 (Stabilization of σ(x, k,1) w.r.t. k). Given integers m,n  1, there exists C > 0
depending only on m and n such that for all integer k  k# (the constant given by the Finiteness
Principle), we have
σ(x,E,1) ⊆ σ(x, k,1) ⊆ σ(x,E,C). (3.2)
Remark 8. For each fixed x ∈ Rn, we have a sequence of decreasing sets σ(x, k,1) indexed
by k. Therefore, the corollary follows from the observation that it holds for k = k# (see (3.1)
with f ≡ 0). Because of (3.2), we may use σ(x,E,1) and σ(x, k#,1) interchangeably.
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of a partition of unity, we may put it in a slightly more general framework:
Theorem 9 (Main theorem for E consisting of isolated points). (See [11].) Given integers
m,n 1, a closed set E of isolated points in Rn, and a regular modulus of continuity ω, there
exists a linear extension operator T : Cm,ω(E) → Cm,ω(Rn) with norm at most C(m,n) and
depth at most d(m,n).
The following lemma has appeared under different disguises in various places. For a proof,
we refer the reader to [12] (see also [8] for a proof of the same nature).
Lemma 10 (σ(x,E,1) is Whitney ω-convex). The set σ(x,E,1) as defined in Section 2.4 is
Whitney ω-convex with Whitney constant depending only on m and n.
We will also need the following trivial fact:
Lemma 11 (σ -Dimension at isolated point of E). Suppose we are given integers m,n  1. Let
E be a closed subset of Rn. For each x ∈ E, let σ(x,E,1) be as defined in Section 2.4. Suppose
x is an isolated point in E. Then dimσ(x,E,1) = dimP − 1. Moreover, if x ∈ E is a limit point
in E, then dimσ(x,E,1) < dimP − 1.
Proof. Without loss of generality, we may assume that x = 0 is an isolated point in E.
Given any P ∈ σ(0,E,M) with M > 0, we have P(0) = 0. (3.3)
It follows that the constant polynomials other than 0 are not contained in σ(0,E,M) for any
M > 0. Hence, by definition (see Section 2.5),
dimσ(0,E,1) dimP − 1. (3.4)
Next, we show that for all |α|m and α = 0,
xα ∈ σ(0,E,Mα),
for some 0 < Mα < ∞. To see this, we recall that 0 is assumed to be an isolated point in E.
Therefore, there exists ρ > 0 such that Bρ(0)∩E = ∅. Let θ ∈ Cm+1(Rn) with suppt θ ⊆ Bρ(0),
θ ≡ 1 on Bρ/2(0), and ‖θ‖Cm+1(Rn)  Cρ−(m+1). Then
J0
(
xα · θ(x))= J0(xα)	 J0(θ(x))= xα · 1, (3.5)
where we used the fact that θ ≡ 1 on Bρ/2(0) to conclude J0(θ(x)) = 1. Furthermore,∥∥xα · θ(x)∥∥
Cm,ω(Rn)
 C(ρ,α,m,n) ≡ Mα.
From this, (3.5), and the definition of σ(0,E,Mα), we conclude that
xα ∈ σ(0,E,Mα).
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for all |α|m with α = 0, xα ∈ σ (0,E,M∗),
which together with (3.4) shows that
dimσ(0,E,1) = dim
⋃
M>0
σ(0,E,M)
= dimP − 1,
completing the proof of the first part of the lemma.
Now suppose x is a limit point in E. We may assume without loss of generality that x = 0.
Let xj be a sequence of points (different from 0) in E converging to 0. Let vj = xj|xj | . We know
that in a finite dimensional Euclidean space every sequence of vectors on the unit sphere has a
convergent subsequence. Let v denote the limit for such a convergent subsequence. It follows
that for all F ∈ Cm,ω(Rn) with ‖F‖Cm,ω(Rn) < ∞ and F |E = 0 we have
(∇F)(0) · v = 0.
This constraint along with (3.3) (which holds here for the same reasoning) shows that
dim
⋃
M>0
σ(0,E,M) < dimP − 1,
as desired. 
Finally, we recall the Classical Whitney Extension Theorem for Cm,ω functions:
Theorem 12 (Classical Whitney Extension Theorem for Cm,ω). (See [11,13,14,16,17].) Suppose
we given integers m,n  1, a closed set E ⊆ Rn, and a regular modulus of continuity ω. For
each x ∈ E, let Px ∈ P . Denote (P x)x∈E by PE . Define
J (E) :=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
PE : There exists a constant M  0 such that
(CW1)|∂βP x(x)|M for all x ∈ E and |β|m; and
(CW2)|∂β(P x − Py)(x)|M ·ω(|x − y|) · |x − y|m−|β|
for all x, y ∈ E with |x − y| 1 and |β|m.
⎫⎪⎪⎪⎬⎪⎪⎪⎭ .
Define ‖ PE‖ := inf{M: (CW1) and (CW2) in the definition of J (E) hold}.
Then there exist a constant C depending only on m and n, a constant d depending only on n,
and a linear operator T : J (E) → Cm,ω(Rn) such that
(CWC1) ‖T ‖ C.
(CWC2) For each PE = (P x)x∈E ∈ J (E), we have Jx(T PE) = Px for each x ∈ E.
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and 1 i  d; such that for |β|m and PE = (P x)x∈E ∈ J (E),
∂β(T PE)(x) =
d∑
i=1
∑
|α|m
λi(α,β, x) ·
(
∂αP y
x
i
)(
yxi
)
.
Here, the λ’s and y’s are independent of PE .
4. Reduction of Theorem 5 to the compact case
It suffices to prove Theorem 5 under the assumption that E is a compact subset of Rn.
Theorem 13 (Compact version of Theorem 5). Given integers m,n  1, a regular modulus of
continuity ω, and a compact set E ⊆ Rn, there exists a linear extension operator T : Cm,ω(E) →
Cm,ω(Rn) with depth d(m,n) and norm at most C(m,n).
Suppose Theorem 13 holds. We will deduce Theorem 5. The proof is just a standard partition
of unity argument. First, we partition Rn into a grid of cubes {Qν} of diameter 1. We then
introduce a partition of unity {θν} subordinate to {Qν}∞ν=1 such that:
(4.1) θν ∈ Cm+1(Rn).
(4.2) ∑ν θν = 1 on Rn.
(4.3) 0 θν  1.
(4.4) suppt θν ⊆ Q˜ν := {y ∈ Rn: dist(y,Qν) 14 }.
(4.5) |∂βθ | C1(m,n) on Rn for |β|m+ 1.
(4.6) Any point of Rn has an open neighborhood that meets the supports of a bounded number,
say k(m,n), of the θν ’s.
Set Q¯ν := {y ∈ Rn: dist(y,Qν) 12 }.
In the statement of Theorem 5, we are given a closed set E ⊆ Rn. Therefore, Q¯ν ∩ E is
compact, for ν = 1,2, . . . . By Theorem 13,
(4.7) there exists an extension operator Tν : Cm,ω(Q¯ν ∩ E) → Cm,ω(Rn) with depth d(m,n)
and norm at most C(m,n).
Now, define
T : Cm,ω(E) → Cm,ω(Rn)
by setting
T :=
∑
ν
θν · Tν. (4.8)
It is routine to check that T has all the properties demanded by Theorem 5. See [12] for the
details.
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assume that E is compact.
5. Cutting E into slices
In this section, we recall the definition of a slice as given in [9] and show that the initial slice is
compact. One of the main tools that we will use to prove Theorem 13 is induction on the number
of slices. The motivation for defining slices comes from the construction of the A-basis at a point
(see Section 12.6). In later sections, we refer to the A-basis as the B-basis to avoid confusion
with the induction index A.
For 0 k m, let Rkx be the ring of k-jets of smooth functions at x and πkx : Rmx → Rkx the
natural projection.
To each point x ∈ E, we denote by type(x) the (m+ 1)-tuple of integers
type(x) := (dimπ0x (σ(x,E,1)),dimπ1x (σ(x,E,1)), . . . ,dimπmx (σ(x,E,1))),
where σ(x,E,1) is defined in Section 2.4 and the dimension is defined in Section 2.5. (Compare
with [9].)
More generally, given any Whitney ω-convex set σˆ (x) ⊂ Rx , we may define
type(x) := (dimπ0x (σˆ (x)),dimπ1x (σˆ (x)), . . . ,dimπmx (σˆ (x))). (5.1)
Given an (m+ 1)-tuple of integers (d0, . . . , dm), we define the (d0, . . . , dm)-slice as
E(d0, d1, . . . , dm) :=
{
x ∈ E: type(x) = (d0, . . . , dm)
}
.
We order the (m+ 1)-tuples lexicographically as follows:
(d0, d1, . . . , dm) < (D0,D1, . . . ,Dm) if and only if
dL <DL, where L = max{0 l m: dl = Dl}. (5.2)
Definition 14. Let E be a compact subset of Rn. The initial slice is defined as
E0 :=
{
x ∈ E: type(x) = (d∗0 , d∗1 , . . . , d∗m)},
where (d∗0 , d∗1 , . . . , d∗m) := min{type(x): x ∈ E} and the min is taken with respect to the order-
ing (5.2). The number of slices nE is the number of distinct types, i.e., nE = number of distinct
elements in the set {type(x): x ∈ E}.
By definition, x0 ∈ E0 if and only if
(a) dim(σ (x0,E,1)) is the minimum for dim(σ (x,E,1)) over all x ∈ E;
(b) dim(πm−1x0 (σ (x0,E,1))) is as small as possible, subject to (a);
(c) dim(πm−2(σ (x0,E,1))) is as small as possible, subject to (a) and (b); and so forth.x0
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nE 
(
dimRm)m+1.
Lemma 15 (Compactness of the initial slice). The initial slice E0 is a compact subset of Rn.
Proof. The argument is identical to the one given in [9] for a Glaeser stable family of ideals. 
6. A modified recipe and new ingredients
Our proof of Theorem 13 takes advantage of the approaches previously considered by C. Fef-
ferman in [5,6,9,11]; however, we will need substantial new ingredients to deal directly with
infinite sets and to take full advantage of the uniform structure of the function space Cm,ω.
As mentioned in Section 5, the strategy for proving the main theorem is by induction on nE . If
nE = 1 (the base case), it amounts to proving the theorem for E = E0. In the induction step, we
decompose Rn\E0 into Whitney cubes – which is possible since E0 is compact by Lemma 15.
On each Whitney cube Q, nQ∗∩E  nE − 1; therefore, the inductive hypothesis furnishes an
extension operator with depth d(m,n). By using a Whitney partition of unity, we can patch
the local extension operators to obtain an extension operator on E. The main work goes into
establishing the result for E0. This calls for an induction on certain multi-index sets.
While the general induction scheme in [11] can be adapted, some key steps must be modified
to take account of the fact that E0 is not assumed to be finite. Specifically, the Calderón–Zygmund
decomposition rule that terminates the bisection of a cube “if it is OK or it contains at most one
point in E” is no longer effective when E0 is infinite. Instead of this, we institute a new stopping
rule that reads roughly “if it [the cube] is OK or it contains points in E that are ‘of the same
type,”’ where the phrase “of the same type” will be made precise in Section 12.7. Moreover, if
x0 is a limit point in E0, then the convex set σ(x0,E,1) has empty interior; it is not possible to
apply Lemma 2.6 in [11] to embed a computable convex set σ(x0, Sx0,1) in σ(x0,E,C), where
Sx0 is a fixed d(n,m)-bounded subset of E. To remedy this situation, we observe that due to the
unique structure of Cm,ω – namely, the uniform control we have on the derivatives – when we are
off the set E0, it suffices to use some “approximate jets” to do the extension. The advantage of the
“approximate jets” over the exact jets is that they are determined by C(n,m)-bounded subsets
of E0. Toward this end, a variant of Lemma 2.6 in [11] is proved in Section 7. Furthermore, an
analogue of the Classical Whitney Extension Theorem for approximate jets is also needed in the
construction of an extension operator on E0. Finally, a minor modification in the statements of
the Weak Main Lemma and Strong Main Lemma is worth mentioning: In our statement, the base
point y0 is chosen to be in E0 rather than in Rn. The purpose of such a restriction is to circumvent
the need for a discussion on extension operator acting on an empty set. Due to this restriction,
the Vitali covering lemma is needed to retain the bounded depth property as we pass from local
extension operators to a global one.
We end this section by showing rigorously the induction step in the induction on nE .
Lemma 16 (Extension on the initial slice). Suppose we are given integers m,n  1, a regular
modulus of continuity ω, and a compact set E ⊆ Rn. Let E0 be the initial slice of E. Then there
exists a linear operator T0 : Cm,ω(E) → Cm,ω(Rn) such that the following holds:
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1. For all f ∈ Cm,ω(E) with ‖f ‖Cm,ω(E)  1, we have for all x ∈ E0, Jx(T0f ) ∈ Γ f (x,E,
C(m,n)).
2. ‖T0‖ C(m,n).
3. For each ε > 0 and x ∈ Rn, there exist an operator Tε(·, x) : Cm,ω(E) → P; a subset Sxε ⊆ E
with #(Sxε ) d(m,n); and ci(β, x, ε) ∈ R for |β|m and 1 i  d(m,n) such that:
(a) for all f ∈ Cm,ω(E),
∂β
(
Tε(f, x)
)
(x) =
d(m,n)∑
i=1
ci(β, x, ε)f
(
yxi
)
,
for all |β|m, where yxi ∈ Sxε ; and
(b) for all f ∈ Cm,ω(E), we have
max
|α|m
∣∣(∂αT0f )(x)− ∂α(Tε(f, x))(x)∣∣ ε · ‖f ‖Cm,ω(E).
4. If x /∈ E0 or x is an isolated point of E that belongs to E0, then property 3 above remains
true even if ε is taken to be 0, i.e., Jx(T0f ) is uniquely determined by f |Sx , where Sx ⊆ E
with #(Sx) d(m,n).
Remark 17. In Lemma 16, we do not assume that the operator T0 is an extension operator. It is
just a linear operator on Cm,ω(E) with the interpolating property expressed in conclusion 1 of
Lemma 16.
Lemma 18 (E has L slices). Given integers m, n, and L 1, a regular modulus of continuity ω,
and a compact set E ⊆ Rn with nE = L, there exists a linear extension operator T : Cm,ω(E) →
Cm,ω(Rn) with depth d(m,n) and norm at most C(m,n).
Proof of Theorem 13 assuming Lemma 18. Assuming Lemma 18, we immediately have a
proof of Theorem 13: Given any compact subset E ⊆ Rn, nE is a finite integer, thus Lemma 18
applies. 
Claim 19. When we write a  b for a, b ∈ R, we mean that there exists a constant C(m,n) such
that a  C(m,n)b. Let Qν be a Whitney cube in the Whitney decomposition (see Section 2.9) for
Rn\E0. Let xν ∈ E0 such that dist(Qν,E0) = dist(Qν, xν). Suppose Gν ∈ Cm,ω(Rn) such that:
(6.1) ‖Gν‖Cm,ω(Rn)  1, and
(6.2) JxνGν ≡ 0.
Let ψν be a cutoff function such that:
(6.3) ψν ∈ Cm+1(Rn),
(6.4) 0ψν  1,
(6.5) supptψν ⊆ Q∗∗ν ,
(6.6) ψν ≡ 1 on Q∗ν , and
(6.7) |∂βψν | δ−|β| for all |β|m+ 1.Qν
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(6.8) if 10δQν  1, then ∥∥Gνψν∥∥Cm,ω(Rn)  1;
(6.9) if 10δQν < 1 and |β|m, then∣∣∂β(Gνψν)∣∣ ω(δQν )δm−|β|Qν ;
(6.10) if 10δQν < 1 and |β| = m, then for x, y ∈ Rn with |x − y| < 1,∣∣∂β(Gνψν)(x)− ∂β(Gνψν)(y)∣∣ ω(|x − y|).
Proof of Claim 19. The estimates are straightforward to establish. We refer the reader to [12]
for the details. 
Definition 20. For 0 < δ  1 and F ∈ Cm,ω(Rn), we introduce the norm
‖F‖Cm,ωδ (Rn) := max
{
max|β|m,x∈Rn |∂βF (x)| · (ω(δ))−1 · δ|β|−m,
maxx,y∈Rn,|x−y|<δ,|β|=m |∂
βF (x)−∂βF (y)|
ω(|x−y|)
}
. (6.11)
The space Cm,ωδ (Rn) is the vector space Cm,ω(Rn) equipped with the norm ‖ · ‖Cm,ωδ (Rn).
Definition 21. Define
C
m,ω
δ (E) :=
{
f : There exists F ∈ Cm,ωδ
(
Rn
)
with F |E = f
}
.
We write
‖f ‖Cm,ωδ (E) = inf
{
M ∈ R: There exists F ∈ Cm,ωδ (Rn)
with F |E = f and ‖F‖Cm,ωδ (Rn) M
}
.
Lemma 22 (Rescaled Inductive Hypothesis). Suppose we are given integers m, n, and L  1,
a regular modulus of continuity ω, and a compact set E ⊆ Rn. Assume that Theorem 13 holds
whenever the number of slices is less than L. Fix 0 < δ  1. Assume that nE < L.
Then there exists a linear extension map T : Cm,ωδ (E) → Cm,ωδ (Rn) with depth d(m,n) and
norm at most C(m,n).
Proof. If δ = 1, this follows immediately from the assumption that Theorem 13 holds whenever
nE < L. For 0 < δ < 1, the result follows from the rescalings given in Section 8 of [5]. 
Proof of Lemma 18 assuming Lemma 16 (Sketch). By a  b for a, b ∈ R, we mean that there
exists C(m,n) such that a  C(m,n)b. We proceed by induction on nE . The base case nE = 1
is proved by Lemma 16 (specialized to E = E0), which we are assuming.
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ν=1 Qν be the Whitney decomposition (as
described in Section 2.9) for Rn\E0. Now for each Whitney cube Qν , we have nE∩Q∗ν  L− 1.
By the Rescaled Inductive Hypothesis (Lemma 22), there exists a linear extension operator
Tν : Cm,ωδQν
(
E ∩Q∗ν
)→ Cm,ωδQν (Rn), (6.12)
with depth d(m,n) and norm at most C(m,n).
(6.13) Let T0 be the linear operator given by Lemma 16.
For 1 ν < ∞, let ψν be a cutoff function such that ψν ∈ Cm+1(Rn), 0ψν  1, supptψν ⊆
Q∗∗ν , ψν ≡ 1 on Q∗ν and |∂βψν | C′δ−|β|Qν for all |β|m+ 1.
Let {θν}∞ν=1 be the Whitney partition of unity subordinate to {Qν}∞ν=1 (see Section 2.10).
We remark in passing that ψν ≡ 1 on suppt θν .
Define
Lν : Cm,ω(E) → Cm,ωδQν
(
E ∩Q∗ν
)
by
Lνf := (f − T0f )|E∩Q∗ν . (6.14)
From Lemma 16 and Claim 19, it is easy to establish the following claim (see [12] for a detailed
proof).
Claim 23. The norm of Lν is at most C′(m,n).
Define T : Cm,ω(E) → Cm,ω(Rn) by
Tf :=
{∑
ν θν · (Tν(Lνf ))+ T0f on EC0 ,
T0f = f on E0, (6.15)
where T0 is as in (6.13), Tν in (6.12), and Lν in (6.14).
It is straightforward to show that T defined by (6.15) has depth d(m,n) and norm at most
C(m,n). See Section 11.4 for a verification of the same nature and [12] for the details. 
In Sections 7 through 12 below, we will build the machinery needed to give a proof for
Lemma 16.
7. Helly type lemma
We will prove an analogue of Lemma 2.6 in [11]. Our variant of Helly’s theorem enables us to
deal with an arbitrary collection of convex sets and paves the way for constructing “approximate
jets.”
The following lemma generalizes Lemma 2.6 (as well as Lemma 2.4) in [11].
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metric sets in RD . Given ε > 0 there exist D(D + 1) sets Kε1 , . . . ,KεD(D+1) in C such that
D(D+1)⋂
i=1
Kεi ⊆ B(0, ε)+C(n)
⋂
K∈C
K,
where B(0, ε) is the open ball (in RD) centered at 0 with radius ε. Moreover, if C is a finite
collection or
⋂
K∈C K has non-empty interior, then ε can be taken to be 0 (see Lemma 26 below
and Lemma 2.6 in [11]).
To prove this, we will need the following basic lemma for compact sets. We refer the reader
to [12] for a proof.
Lemma 25 (Basic lemma for compact sets). Suppose C is an arbitrary collection of compact sets
in RD . Given any ε > 0, there exist M(ε) (a finite number) sets Kε1 , . . . ,KεM(ε) in C such that
M(ε)⋂
i=1
Kεi ⊆ B(0, ε)+K∗,
where K∗ =⋂K∈C K .
We will also need the following lemma (see [4] for statements of similar nature).
Lemma 26. (See Lemma 2.4 in [11].) Let C be a finite collection of compact, convex, symmetric
sets in RD . There exist D(D + 1) sets K1, . . . ,KD(D+1) in C such that
D(D+1)⋂
i=1
Ki ⊆ C(n)
⋂
K∈C
K. (7.1)
Proof of Lemma 24. By Lemma 25, given ε > 0, there exist finitely many sets K ′ε1 , . . . ,K
′ε
M(ε)
in C such that
M(ε)⋂
i=1
K ′εi ⊆ B
(
0,
ε
C(n)
)
+K∗, (7.2)
where C(n) is the same constant as in (7.1) and K∗ =⋂K∈C K . Lemma 26 yields D(D+1) sets
Kε1 , . . . ,K
ε
D(D+1) in {K ′ε1 , . . . ,K ′εM(ε)} such that
D(D+1)⋂
i=1
Kεi ⊆ C(n)
M(ε)⋂
i=1
K ′εi (thanks to Lemma 26)
⊆ C(n)
(
B
(
0,
ε
C(n)
)
+K∗
) (
by (7.2))
= B(0, ε)+C(n)K∗,
as desired. 
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For y ∈ E, consider the collection of convex sets {σ(y,S,1)}S⊂E with #(S)k# , where the σ ’s
are defined as in Section 2.4 and k# is the finiteness constant appearing in Theorem 6. Each
σ(y,S,1) is compact, convex, and symmetric. Hence given ε > 0, we can apply Lemma 24 to
obtain subsets Sε,y1 , . . . , S
ε,y
D(D+1) in E such that
σ
(
y,S
ε,y
1 ,1
)∩ · · · ∩ σ (y,Sε,yD(D+1))⊆ Bε(y)+ ⋂
S⊂E with #(S)k#
σ(y,S,C)
= Bε(y)+ σ
(
y,E,C′
)
, by Theorem 6. (8.1)
Here, D = dimP and Bε(y) is the ball in the vector space P (see Section 2.7).
Let
Syε := Sε,y1 ∪ · · · ∪ Sε,yD(D+1).
We have
Syε ⊂ E, (8.2a)
#
(
Syε
)
D(D + 1)k#, (8.2b)
σ
(
y,Syε ,1
)⊆ σ (y,Sε,y1 ,1)∩ · · · ∩ σ (y,Sε,yD(D+1)), and (8.2c)
σ
(
y,Syε ,1
)⊆ Bε(y)+ σ (y,E,C′) (by (8.2c) and (8.1)). (8.2d)
9. Linear selection by least squares
Fix integers m,n  1 Let E be a compact subset of Rn. Given ε > 0 and y ∈ E, according
to (8.2), we can choose Syε ⊂ E with #(Syε )D(D + 1)k# ≡ d# such that
σ
(
y,Syε ,1
)⊂ σ (y,E,C′)+ Bε(y).
Let
P := (P1,P2, . . . ,Pd# ,Pd#+1 ≡ Py,ε,f ) ∈ P(d
#+1), (9.1)
y := xd#+1, and (9.2)
Syε := {x1, . . . , xd#}. (9.3)
Fix a regular modulus of continuity ω. Given f ∈ Cm,ω(E), we seek to minimize the positive
definite quadratic form
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∑
|α|m
d#+1∑
μ=1
∣∣∂αPμ(xμ)∣∣2
+
∑
|α|m
∑
{1μ,νd#+1:
μ =ν and |xμ−xν |1}
(
∂α(Pμ − Pν)(xμ)
ω(|xμ − xν |) · |xμ − xν |m−|α|
)2
(9.4)
subject to the conditions that
Pμ(xμ) = f (xμ), for μ = 1, . . . , d#
(
see (9.2) and (9.3)). (9.5)
Let Pmin be the minimizer and πj be the projection from P(d#+1) to the j -th component. Set
Tε(f, y) := πd#+1( Pmin) = Py,ε,f . (9.6)
The same proof for Lemma 1 in Section 10 of [6] gives:
Property 27. Tε(f, y) ∈ Γ f (y,Syε ,C‖f ‖Cm,ω(E)).
Definition 28 (Distance between polynomials). Given Px1 and Px2 in Rx , we define∥∥Px1 − Px2 ∥∥x := max|α|m∣∣∂α(Px1 − Px2 )(x)∣∣. (9.7)
Let Kx be a subset of Rx . Given Px ∈ Rx , we define
distx
(
Px,Kx
) := inf
P∈Kx
∥∥Px − P∥∥
x
. (9.8)
Definition 29. Let X ⊆ Rn. Given x ∈ X, an operator T (·, x) : Cm,ω(E) → P is said to be
d(m,n)-determined or boundedly determined if there exist Sx ⊆ E with #(Sx)  d(m,n) and
λi(β, x) ∈ R (for |β|  m and 1  i  d(m,n)) such that for all f ∈ Cm,ω(E) and |β|  m,
∂β(T (f, x))(x) =∑d(m,n)i=1 λi(β, x) · f (xi(β, x)), where xi(β, x) ∈ Sx .
Lemma 30 (Boundedly determined approximate jets). Suppose we are given integers m,n 1,
a regular modulus of continuity ω, and a compact subset E of Rn. There exist C(m,n)
and d(m,n) such that for each ε > 0 and y ∈ E, there is a d(m,n)-determined operator
Tε(·, y) :Cm,ω(E) → P with the following property: If ‖f ‖Cm,ω(E)  1, then
disty
(
Tε(f, y),Γ
f
(
y,E,C(m,n)
))
 ε.
Moreover, if y is an isolated point in E, then ε can be taken to be zero.
Remark 31. The set E does not have to be compact for the lemma to hold. In fact, our proof
does not require E be compact. Nevertheless, we will apply the lemma to compact sets only.
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Tε(·, y) works.
Let Syε ⊆ E be as in (9.3).
Fix f ∈ Cm,ω(E) with ‖f ‖Cm,ω(E)  1. By Property 27, we know that there exists F¯ ∈
Cm,ω(Rn) such that
‖F¯‖Cm,ω(Rn)  C, (9.9)
F¯ |Syε = f, and (9.10)
JyF¯ = Tε(f, y). (9.11)
Since f ∈ Cm,ω(E) with ‖f ‖Cm,ω(E)  1, there exists F ∈ Cm,ω(Rn) such that
‖F‖Cm,ω(Rn)  2, and (9.12)
F(x) = f (x), for all x ∈ E. (9.13)
It follows that
F¯ − F |Syε = 0
(
by (9.10) and (9.13)) (9.14)
and
‖F¯ − F‖Cm,ω(Rn)  C2
(
by (9.9) and (9.12)). (9.15)
By the definition of σ(y,Syε ,1), (9.11), (9.14), and (9.15), we have
Jy(F¯ − F) = Tε(f, y)− JyF ∈ σ
(
y,Syε ,C2
)
⊆ σ(y,E,C3)+ Bε(y)
(
by (8.2d)). (9.16)
In other words, there exists ϕε ∈ Cm,ω(Rn) with
ϕε|E = 0, (9.17a)
‖ϕε‖Cm,ω(Rn)  C3, and (9.17b)
Jyϕε ∈ σ(y,E,C3) (9.17c)
such that
Tε(f, y)− JyF = Jyϕε + Pyε , where Pyε ∈ Bε(y). (9.18)
Set
F (ε) := F + ϕε. (9.19)
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JyF
(ε) = Tε(f, y)− Pyε . (9.20)
Furthermore, we have
F (ε) ∈ Cm,ω(Rn),∥∥F (ε)∥∥
Cm,ω(Rn)
 2 +C3 ≡ C4, and
F (ε)|E = f |E
(
thanks to (9.13), (9.17a), and (9.19)).
Hence,
JyF
(ε) ∈ Γ f (y,E,C4). (9.21)
Now, (9.20) yields
∥∥JyF (ε) − Tε(f, y)∥∥y = ∥∥Pyε ∥∥y  ε, since Pyε ∈ Bε(y), (9.22)
where ‖ · ‖y is defined by (9.7).
From (9.21) and (9.22), it follows that
disty
(
Tε(f, y),Γ
f (y,E,C4)
)
 ε.
If y an isolated point in E, then σ(y,E,1) has non-empty interior in {P ∈ Ry : P(y) = 0},
and hence Lemma 24 shows that ε can be taken to be zero. 
10. First Main Proposition
Proposition 32 (First Main Proposition). Given integers m,n  1, a regular modulus of conti-
nuity ω, and a compact subset E ⊂ Rn, there exist d(m,n) and Cf.m.p.(m,n) such that for each
x ∈ E, there is a linear operator T1(·, x) : Cm,ω(E) → P with the following properties:
1. For all f ∈ Cm,ω(E), we have T1(f, x) ∈ Γ f (x,E,Cf.m.p.(m,n) · ‖f ‖Cm,ω(E)).
2. Given ε > 0, there exists Tε(·, x) : Cm,ω(E) → P such that
(a) Tε(·, x) is d(m,n)-determined, and
(b) for all f ∈ Cm,ω(E), ‖Tε(f, x) − T1(f, x)‖x  ε · ‖f ‖Cm,ω(E). Furthermore, if x an
isolated point in E, then ε may be taken to be zero.
We would like to take the limit as ε tends to 0 for the operators Tε given by Lemma 30. The
trouble is that Tε may not converge. To remedy this, we decompose P into two components such
that σ(x,E,C) has non-empty interior in one of the components, so that we may split Tε into
two parts, one of which can be shown to converge and the other of which can be modified to
yield the desired convergence.
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can be identified with Rdim P ). Then we can write P = Rdim P as an orthogonal direct sum of
vector spaces P = V ⊕ W , in terms of which we have σ = {0} ⊕ σ1, with σ1 ⊂ W compact,
convex, symmetric, and having non-empty interior in W .
The following basic lemma on the relationship between Γ (x,E,C) and σ(x,E,C) will also
be needed.
Lemma 34. (See Lemma 5.1 in [8].) Suppose x ∈ E and P ∈ Γ (x,E,C) for some C > 1. Then
P + σ(x,E,1) ⊆ Γ (x,E,2C) ⊆ P + σ(x,E,3C).
Corollary 35 (to Lemma 34). Suppose P1,P2 ∈ Γ (x,E,C). Then P1 − P2 ∈ σ(x,E,6C).
Proof of Proposition 32. Fix x ∈ E. Applying Lemma 33 to the convex set σ(x,E,1) and the
vector space Rx , we may write
Rx = V ⊕W (10.1)
such that
σ(x,E,1) = {0} ⊕ σ1(x,E,1), (10.2)
with σ1(x,E,1) compact, convex, symmetric, and having non-empty interior in W .
The norm on Rx = V ⊕W is taken to be∥∥(v,w)∥∥⊕ := max{∥∥(v,0)∥∥x,∥∥(0,w)∥∥x} (cf. (9.7)).
Since Rx is a finite dimensional vector space (over R) (in fact, it can be identified with
Rdim Rx ), all norms defined on Rx are equivalent: There exists a constant A > 0 such that for
any (v,w) ∈ Rx = V ⊕W ,
1
A
∥∥(v,w)∥∥
x

∥∥(v,w)∥∥⊕ A∥∥(v,w)∥∥x, where ‖ · ‖x is as defined by (9.7). (10.3)
Given ε > 0, according to Lemma 30, there exist C(m,n) and a d(m,n)-determined operator
Tε(·, x) : Cm,ω(E) → V ⊕W such that whenever ‖f ‖Cm,ω(E)  1,
distx
(
Tε(f, x),Γ
(
x,E,C(m,n)
))
 ε.
From this, we have, for 0 < ε1 < ε2, the operators Tε1(·, x), Tε2(·, x) : Cm,ω(E) → V ⊕ W
such that whenever ‖f ‖Cm,ω(E)  1,
distx
(
Tεi (f, x),Γ
(
x,E,C(m,n)
))
 εi,
for i = 1,2.
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By the triangle inequality, we have∥∥Tε1(f, x)− Tε2(f, x)− (P1 − P2)∥∥x  2ε1 + 2ε2 < 4ε2, where 0 < ε1 < ε2. (10.4)
Since P1,P2 ∈ Γ (x,E,C(m,n)), by Corollary 35 and (10.2), we have
P1 − P2 ∈ {0} ⊕ σ1
(
x,E,C1(m,n)
)
. (10.5)
Therefore, (10.4) says that
distx
(
Tε1(f, x)− Tε2(f, x), σ
(
x,E,C1(m,n)
))
 4ε2, where 0 < ε1 < ε2. (10.6)
Write {
Tε1(f, x) ≡
(
T Vε1 (f, x), T
W
ε1 (f, x)
) ∈ V ⊕W, and
Tε2(f, x) ≡
(
T Vε2 (f, x), T
W
ε2 (f, x)
) ∈ V ⊕W. (10.7)
Hence,
Tε1(f, x)− Tε2(f, x) =
(
T Vε1 (f, x)− T Vε2 (f, x), T Wε1 (f, x)− T Wε2 (f, x)
)
. (10.8)
Writing
P1 − P2 =
(
0,PW1 − PW2
) (
thanks to (10.5)), (10.9)
in light of (10.4) and (10.7), we have∥∥(T Vε1 (f, x)− T Vε2 (f, x), T Wε1 (f, x)− T Wε2 (f, x)− (PW1 − PW2 ))∥∥⊕
A
∥∥(Tε1(f, x)− Tε2(f, x)− (P1 − P2))∥∥x (by (10.3) and (10.9))
 4Aε2
(
thanks to ( 10.4)). (10.10)
By the definition of ‖(·,·)‖⊕, from (10.10), we have∥∥(T Vε1 (f, x)− T Vε2 (f, x),0)∥∥x  4Aε2, whenever 0 < ε1 < ε2. (10.11)
Since σ1(x,E,C1(m,n)) is symmetric, convex, and having non-empty interior, there exists
ε0 > 0 such that whenever w ∈ W with ‖(0,w)‖x  ε0, we have w ∈ σ1(x,E,C1(m,n)), i.e.,
BWε0 (0) ⊆ σ1
(
x,E,C1(m,n)
)
, (10.12)
where BW(0) := {w ∈ W : ‖(0,w)‖x  ε0}.ε0
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T˜ε(f, x) :=
(
T Vε (f, x), T
W
ε0 (f, x)
)
. (10.13)
T˜ε has the following three good properties:
(10.14) T˜ε is boundedly determined. This follows at once from its definition, as both components
of T˜ε are boundedly determined.
(10.15) T˜ε(f, x) converges as ε → 0. This is immediate from the Cauchy property (10.11) for
the V -component of T˜ε(f, x).
(10.16) distx(T˜ε(f, x),Γ (x,E,C(m,n))) < A2ε, for some constant A (see (10.3)).
To see (10.16), we note that for ‖f ‖Cm,ω  1, from Lemma 30 and (10.3), we have
dist⊕
((
T Vε0 (f, x), T
W
ε0 (f, x)
)
,Γ
(
x,E,C(m,n)
))
Aε0, (10.17)
where dist⊕ is defined in terms of ‖(·,·)‖⊕.
By Lemma 34, we have
Γ
(
x,E,C(m,n)
)⊆ P + σ (x,E,3C(m,n)), for some P ∈ Γ (x,E,C(m,n)). (10.18)
Write
P = (PV ,PW ) ∈ V ⊕W.
From (10.17) and (10.18), we have
dist⊕
((
T Vε0 (f, x), T
W
ε0 (f, x)
)
,
(
PV ,PW + σ1(x,E,3C)
))
Aε0, (10.19)
which implies
distx
(
T Wε0 (f, x),P
W + σ1(x,E,3C)
)
Aε0. (10.20)
Therefore, we have
T Wε0 (f, x) ∈ PW + σ1(x,E,3C)+ BWAε0(0)
⊆ PW + σ1(x,E,3C)+ σ1(x,E,AC1)
(
thanks to ( 10.12))
⊆ PW + σ1(x,E,C2). (10.21)
For the V -component of T˜ε(f, x), we note that (10.19) remains true if we replace ε0 by ε.
Thus, we have
distx
((
T Vε (f, x),0
)
,
(
PV ,0
))
Aε. (10.22)
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T˜ε(f, x) =
(
T Vε (f, x), T
W
ε0 (f, x)
)
∈ BVAε
(
PV
)⊕ (PW + σ1(x,E,C2)), thanks to (10.21) and (10.22),
where BVAε(P V ) := {v ∈ V : ‖(v − PV ,0)‖x Aε}.
In other words,
dist⊕
(
T˜ε(f, x),P
V ⊕ (PW + σ1(x,E,C2)))Aε. (10.23)
However,
PV ⊕ (PW + σ1(x,E,C2))= (PV ,PW )+ {0} × σ1(x,E,C2)
= P + σ(x,E,C2)
⊆ Γ (x,E,C3), thanks to Lemma 34.
Therefore, (10.23) gives
dist⊕
(
T˜ε(f, x),Γ (x,E,C3)
)
Aε. (10.24)
Since distx(T˜ε(f, x),Γ (x,E,C3))  A · dist⊕(T˜ε(f, x),Γ (x,E,C3)) (see (10.3)), inequality
(10.24) gives (10.16).
Now, define
T1(f, x) := lim
ε→0 T˜ε(f, x), which exists thanks to (10.15).
Furthermore,
T1(f, x) ∈ closure
(
Γ (x,E,C3)
)⊂ Γ (x,E,C4),
where the first containment follows from (10.16) and the last containment is shown in the proof
of Lemma 10.1 in [7]. This is conclusion 1 in Proposition 32.
By (10.11), we have
∥∥T˜ε(f, x)− T1(f, x)∥∥x  4Aε,
which gives conclusion 2 in Proposition 32. After relabelling the operators T˜ε , we may replace
4Aε here by ε. This completes the proof. 
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The goal of this section is to show that if T ′0 is a linear operator satisfying conclusions 1,
2, 3 (or a slightly weaker version of condition 3; compare the conditions for Proposition 37
below with those for Lemma 16) of Lemma 16, then T ′0 can be modified off the set E0 (with
approximate jets) to have property 4 in Lemma 16. Consequently, in proving Lemma 16, we may
focus on constructing a linear operator satisfying properties 1, 2, 3 in the lemma.
Remark 36. If E0 contains an isolated point of E, then by its definition (see Definition 14) and
Lemma 11, all points in E (not just E0) are isolated. Lemma 16 then follows directly from the
previous result (Theorem 9). Hence, the part involving x ∈ E0 in property 4 of Lemma 16 is
trivial. Only the other part of the property contains any real content.
Proposition 37 (Extend with approximate jets off E0). Suppose we are given integers m,n 1,
a regular modulus of continuity ω, and a compact set E ⊆ Rn. Let E0 be the initial slice of E.
Suppose further we are given a linear operator T ′0 : Cm,ω(E) → Cm,ω(Rn) such that the follow-
ing holds:
There exist C and d (depending only on m and n) such that:
1. For all f ∈ Cm,ω(E) and x ∈ E0, we have Jx(T ′0f ) ∈ Γ f (x,E,C · ‖f ‖Cm,ω(E)).
2. ‖T ′0‖ C.
3. For each ε > 0 and x ∈ E0, there exist an operator Tε(·, x) : Cm,ω(E) → P; a subset Sxε ⊆ E
with #(Sxε ) d; and ci(β, x, ε) ∈ R, for |β|m and 1 i  d , such that:
(a) for all f ∈ Cm,ω(E) and |β|m,
∂β
(
Tε(f, x)
)
(x) =
d∑
i=1
ci(β, x, ε)f
(
yxi
)
,
where yxi ∈ Sxε ; and
(b) for all f ∈ Cm,ω(E),
max
|α|m
∣∣(∂αT ′0f )(x)− ∂α(Tε(f, x))(x)∣∣ ε · ‖f ‖Cm,ω(E).
Then there exists a linear operator T : Cm,ω(E) → Cm,ω(Rn) having all the properties listed
in Lemma 16. In other words, we have the following:
There exist C′ and d ′ (depending only on m and n) such that:
1. For all f ∈ Cm,ω(E) and x ∈ E0, Jx(Tf ) ∈ Γ (x,E,C′ · ‖f ‖Cm,ω(E)).
2. ‖T ‖ C′.
3. For each ε > 0 and x ∈ Rn, there exist a linear operator T¯ε(·, x) : Cm,ω(E) → P; a subset
S¯xε ⊆ E with #(S¯xε ) d ′; and c¯i (β, x, ε) ∈ R, for |β|m and 1 i  d ′, such that:(a) for all f ∈ Cm,ω(E) and |β|m,
∂β
(
T¯ε(f, x)
)
(x) =
d ′∑
i=1
c¯i (β, x, ε)f
(
y¯xi
)
,
where y¯x ∈ S¯x ; andi ε
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max
|α|m
∣∣(∂αTf )(x)− ∂α(T¯ε(f, x))(x)∣∣ ε · ‖f ‖Cm,ω(E).
4. If x /∈ E0 or x is an isolated point in E that belongs to E0, then property 3 above remains
true even if ε is taken to be 0, i.e., Jx(Tf ) is uniquely determined by f |S¯x , where S¯x ⊆ E
with #(S¯x) d ′.
To prove Proposition 37, it suffices to prove the following:
Proposition 38 (Local version of Proposition 37). Suppose we are given integers m,n  1, a
regular modulus of continuity ω, and a compact set E ⊆ Rn. Let E0 be the initial slice of E. Let
y0 be a point in E0.
Suppose we are given a linear operator T ′0 : Cm,ω(E) → Cm,ω(Rn) such that the following
holds:
There exist constants C and d depending only on m and n such that:
1. For all f ∈ Cm,ω(E) and x ∈ E0, Jx(T ′0f ) ∈ Γ f (x,E,C · ‖f ‖Cm,ω(E)).
2. ‖T ′0‖ C.
3. For each ε > 0 and x ∈ E0, there exists a linear operator Tε(·, x) : Cm,ω(E) → P; a subset
Sxε ⊆ E with #(Sxε ) d; and ci(β, x, ε) ∈ R, for |β|m and 1 i  d , such that:
(a) for all f ∈ Cm,ω(E) and |β|m,
∂β
(
Tε(f, x)
)
(x) =
d∑
i=1
ci(β, x, ε)f
(
yxi
)
,
where yxi ∈ Sxε ; and
(b) for all f ∈ Cm,ω(E),
max
|α|m
∣∣(∂αT ′0f )(x)− ∂α(Tε(f, x))(x)∣∣ ε · ‖f ‖Cm,ω(E).
Then for some small enough constant r(n) > 0 (e.g., r(n) = 1/(100√n )), there exists a linear
operator T : Cm,ω(E) → Cm,ω(Rn) locally satisfying all the properties listed in Lemma 16.
More precisely, there exist C′ and d ′ depending only on m and n such that:
1. For all f ∈ Cm,ω(E) with ‖f ‖Cm,ω(E)  1, Jx(Tf ) ∈ Γ f (x,E,C′) for all x ∈ E0 ∩
Bclosurer(n) (y0).
2. ‖T ‖ C′.
3. For each ε > 0 and x ∈ Rn, there exist a linear operator T¯ε(·, x) : Cm,ω(E) → P; a subset
S¯xε ⊆ E with #(S¯xε ) d ′; and c¯i (β, x, ε) ∈ R, for |β|m and 1 i  d ′, such that:
(a) for all f ∈ Cm,ω(E) and |β|m,
∂β
(
T¯ε(f, x)
)
(x) =
d ′∑
i=1
c¯i (β, x, ε)f
(
y¯xi
)
,
where y¯x ∈ S¯x ; andi ε
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max
|α|m
∣∣(∂αTf )(x)− ∂α(T¯ε(f, x))(x)∣∣ ε · ‖f ‖Cm,ω(E).
4. If x /∈ E0 ∩Bclosurer(n) (y0) or x is an isolated point in E that belongs to E0 ∩Bclosurer(n) (y0), then
property 3 above remains true even if ε is taken to be 0, i.e., Jx(Tf ) is uniquely determined
by f |S¯x , where S¯x ⊆ E with #(S¯x) d ′.
Remark 39. The localization is just for technical convenience: we want to make sure that the
quantity to which we apply ω is less than 1.
Proof of Proposition 37 assuming Proposition 38. Suppose Proposition 38 holds. Since E0
is compact (see Lemma 15) and E0 ⊆⋃y∈E0 B(y, r(n)35 ), there exists {y1, y2, . . . , yl} ⊆ E0 with
l < ∞ such that E0 ⊆⋃li=1 B(yi, r(n)35 ). By the Vitali covering lemma, there exists{
y′1, y′2, . . . , y′j
}⊆ {y1, y2, . . . , yl} ⊆ E0
such that
B
(
y′1,
r(n)
35
)
, . . . ,B
(
y′j ,
r(n)
35
)
are pairwise disjoint (11.1)
and
E0 ⊆
j⋃
i=1
B
(
y′i ,
r(n)
34
)
≡ V . (11.2)
Given Λ> 0, define
EˇΛ0 :=
{
y ∈ Rn: dist(E0, y)Λ
}
, (11.3)
VΛ := {y ∈ Rn: dist(V, y) < Λ}, and (11.4)
V¯ :=
j⋃
i=1
B
(
y′i ,
r(n)
33
)
. (11.5)
We observe that Eˇr(n)/3
4
0 is a closed neighborhood about E0.
From (11.2), in view of (11.3) and (11.4), we have
Eˇ
r(n)/34
0 ⊂ Vr(n)/3
4
. (11.6)
For 1 i  j , let ψi ∈ Cm+1(Rn) such that
‖ψi‖Cm+1(Rn)  C′1(m,n); (11.7a)
0ψi  1; (11.7b)
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(
y′i ,
r(n)
33
)
; and (11.7c)
supptψi ⊆ B
(
y′i ,
r(n)
32
)
. (11.7d)
In light of (11.2) and (11.4), we have from (11.5) that
Eˇ
r(n)/34
0 ⊂ Vr(n)/3
4 ⊂ V¯. (11.8)
From (11.7c), (11.5), and (11.8), we see that
j∑
i=1
ψi > c > 0 on V¯, (11.9)
for some constant c depending only on m and n. Hence, we may define
φ˜i := ψi∑j
i=1 ψi
on V¯. (11.10)
Next, we introduce a cutoff function on Eˇr(n)/3
4
0 :
(11.11) κ ∈ Cm+1 with ‖κ‖Cm+1(Rn)  C′2(m,n), κ ≡ 1 on Eˇr(n)/3
4
0 , and κ ≡ 0 on Rn\V¯ .
We remark that such a cutoff function κ exists by the Classical Whitney Extension Theorem
(see Theorem 12): First we note that Eˇr(n)/340 and Rn\V¯ are closed sets. Furthermore, we have
dist(Eˇr(n)/3
4
0 ,R
n\V¯) r(n)( 134 − 133 ) > 0 (thanks to (11.6) and (11.5)); thus, given any integers
m,n 1, the jets κ ≡ 1 on Eˇr(n)/340 and κ ≡ 0 on Rn\V¯ satisfy conditions (CW1) and (CW2) in
Theorem 12 for some constant M depending on m and n. By choosing m in Theorem 12 large
enough, we see that (11.11) holds.
Finally, we define a partition of unity subordinate to the cover
⋃j
i=1 B(y′i ,
r(n)
34 ) of E0:
φi := κ · φ˜i , (11.12)
where φ˜i is defined by (11.10) and κ by (11.11). From (11.10)–(11.12), we see that
φi ∈ Cm+1
(
Rn
);
‖φi‖Cm+1(Rn)  C′3(m,n);
j∑
φi ≡ 1 on Eˇr(n)/3
4
0 .
i=1
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functions φi ’s. To see this, we note that from (11.10)–(11.12), we have
supptφi ⊆ B
(
y′i ,
r(n)
32
)
. (11.13)
In view of (11.1) and (11.13), an easy geometric argument shows that the number – which we
will denote by kVitali – of φi ’s whose supports contain x is less than the maximum number of
pairwise disjoint balls with radii r(n)35 that can be packed into a ball of radius 33 · 2 · r(n)35 .
Now define T : Cm,ω(E) → Cm,ω(Rn) by
Tf :=
j∑
i=1
φi · (Tif ),
where for each i ∈ {1, . . . , j}, Ti : Cm,ω(E) → Cm,ω(Rn) is the linear operator given by Propo-
sition 38. T is a linear operator asserted by Proposition 37. (The verification is routine.) Specif-
ically, T has bounded depth since for each x ∈ Rn, the sum defining T contains at most kVitali
non-zero terms, each of which is of bounded depth. 
11.1. Further geometric properties for Whitney cubes
Let {Qμ} be the Whitney decomposition for (E0 ∩ Bclosure(y0,1/100√n ))C as described in
Section 2.9.
Let xμ, xν be points in E0 ∩ Bclosure(y0,1/100√n ) that are closest to Qμ and Qν , respec-
tively. Let cμ and cν be the centers of Qμ and Qν , respectively.
Suppose Qμ and Qν touch. Then we have the following:
δQμ  dist
(
Qμ,E0 ∩Bclosure(y0,1/100√n )
)
 4δQμ; (11.14)
(1/5)δQμ  δQν  5δQμ; (11.15)
and
|xμ − xν | 25δQμ. (11.16)
For any Qμ and Qν (touching or not), we have the following:
|xμ − cμ| 5δQμ; (11.17)
δQμ  2
√
n|cμ − cν |; (11.18)
and
|xμ − xν | 25√n|cμ − cν |. (11.19)
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√
n ), then
25
√
n|cμ − cν | < 1. (11.20)
These properties are easy to obtain. See [12] for the details.
11.2. Degree of accuracy on Qμ
Given a Whitney cube Qμ, set
Zμ :=
{
Q
(μ)
1 , . . . ,Q
(μ)
N(n)
}
,
where Q(μ)i are the cubes that touch but do not coincide with Qμ. Let sμ be the side length
of Qμ:
sμ :=
δQμ√
n
. (11.21)
Define
εμ := 1
C∗
min
{
min
Q∈Zμ
δm+1Q ,
(
sμ
2
)m+1
, δm+1Qμ
}
> 0, (11.22)
where C∗(m,n) is some constant chosen to be greater than the constant C in Proposition 38.
11.3. Compatibility for approximate jets
Definition 40. Given a Whitney decomposition
⋃
Qμ ⊇ (E0 ∩ Bclosure1/100√n(y0))C , we say that
(Qμ, cμ, xμ, εμ) is a Whitney-quadruple if Qμ is a Whitney cube, cμ is the center of Qμ, xμ is a
closest point in E0 ∩Bclosure1/100√n(y0) to Qμ, and εν is a number chosen according to (11.22). Two
Whitney-quadruples (Qμ, cμ, xμ, εμ) and (Qν, cν, xν, εν) are called adjacent if Qμ touches Qν .
Proposition 41 (Compatibility for approximate jets). Assume we are in the setting of Propo-
sition 38. Let (Qμ, cμ, xμ, εμ) and (Qν, cν, xν, εν) be two Whitney-quadruples. Suppose δQμ ,
δQμ  1/1000
√
n. If xμ, xν ∈ Bclosure1/100√n(y0) and ‖f ‖Cm,ω(E)  1, then there exists C depending
only on m and n such that if Qμ abuts Qν , we have for all x ∈ Q∗μ ∪Q∗ν ,∣∣∂β(Tεμ(f, xμ)− Tεν (f, xν))(x)∣∣ Cω(δQμ)δm−|β|Qμ for |β|m; (11.23)
in particular, we have∣∣∂β(Tεμ(f, xμ)− Tεν (f, xν))(cμ)∣∣ Cω(δQμ)δm−|β|Qμ for |β|m. (11.24)
If μ = ν (Qμ is not assumed to abut Qν ),∣∣∂β(Tεμ(f, xμ)− Tεν (f, xν))(cμ)∣∣ Cω(|cμ − cν |)|cμ − cν |m−|β| for |β|m. (11.25)
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P
xμ
εμ := Jxμ
(
T ′0f
)− Tεμ(f, xμ) and (11.26)
Pxνεν := Jxν
(
T ′0f
)− Tεν (f, xν). (11.27)
By assumption 3(b) of Proposition 38, we have
∣∣∂βP xμεμ (xμ)∣∣ εμ for all |β|m, and (11.28)∣∣∂βP xνεν (xν)∣∣ εν for all |β|m. (11.29)
By assumption 2 of Proposition 38, we have
∣∣∂β(Jxμ(T ′0f )− Jxν (T ′0f ))(xμ)∣∣ Cω(|xμ − xν |)|xμ − xν |m−|β| for |β|m.
In view of (11.26) and (11.27), this implies
∣∣∂β(Tεμ(f, xμ)+ Pxμεμ − (Tεν (f, xν)+ Pxνεν ))(xμ)∣∣
 Cω
(|xμ − xν |)|xμ − xν |m−|β| for |β|m.
From this and the triangle inequality, we have for |β|m,
∣∣∂β(Tεμ(f, xμ)− Tεν (f, xν))(xμ)∣∣
 Cω
(|xμ − xν |)|xμ − xν |m−|β| + ∣∣∂βP xμεμ (xμ)∣∣+ ∣∣∂βP xνεν (xμ)∣∣. (11.30)
Applying Taylor’s Theorem to Pxνεν , we have
∣∣∂βP xνεν (xμ)∣∣= ∣∣∣∣ ∑
|γ |m−|β|
1
γ !
(
∂β+γ P xνεν (xν)
)
(xμ − xν)γ
∣∣∣∣
 C1εν
∑
|γ |m−|β|
1
γ ! |xν − xμ|
γ
(
by (11.29))
 C2εν
(
since |xν − xμ| < 1
)
. (11.31)
Now, if Qμ touches Qν , then by (11.16) we have
|xμ − xν | 25δQμ. (11.32)
Since ω is a regular modulus of continuity and 25δQμ  140√n < 1, inequality (11.32) gives
ω
(|xμ − xν |) 25ω(δQμ). (11.33)
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implies ∣∣∂βP xνεν (xμ)∣∣ C2ω(δQμ)δmQμ. (11.34)
By the definition for εμ again, inequality (11.28) yields∣∣∂βP xμεμ (xμ)∣∣ C1ω(δQμ)δmQμ. (11.35)
Putting (11.32)–(11.35) into (11.30), we have∣∣∂β(Tεμ(f, xμ)− Tεν (f, xν))(xμ)∣∣ C3ω(δQμ)δm−|β|Qμ + (C1 +C2)ω(δQμ)δmQμ
 C4ω(δQμ)δ
m−|β|
Qμ
, where δQμ < 1. (11.36)
Now, if x ∈ Q∗μ ∪Q∗ν , from (11.14) and (11.15), we have
|x − xμ| dist(Qμ,xμ)+ diam(Qμ)+ diam(Qν)
 4δQμ + δQμ + 5δQμ
 10δQμ (11.37)
< 1 (since 1000
√
nδQμ < 1).
An application of Taylor’s Theorem shows, for x ∈ Q∗μ ∪Q∗ν ,∣∣∂β(Tεμ(f, xμ)− Tεν (f, xν))(x)∣∣
=
∣∣∣∣ ∑
|γ |m−|β|
1
γ !
(
∂β+γ
)(
Tεμ(f, xμ)− Tεν (f, xν)
)
(xμ)(x − xμ)γ
∣∣∣∣

∣∣∣∣ ∑
|γ |m−|β|
1
γ !C4ω(δQμ)δ
m−|β|−|γ |
Qμ
|x − xμ||γ |
∣∣∣∣ (by (11.36))
 C5ω(δQμ)δ
m−|β|
Qμ
(
by (11.37)).
This completes the proof for (11.23) as well as (11.24).
Next, we show (11.25). First, if Qμ touches or coincides with Qν , then (11.25) is an immedi-
ate consequence of (11.24). Indeed, (11.18) and (11.20) tell us that
δQμ  2
√
n|cμ − cν | < 1. (11.38)
Since ω is a regular modulus of continuity, (11.38) yields
ω(δQμ) 2
√
nω
(|cμ − cν |). (11.39)
Applying (11.38) and (11.39) to (11.24), we get (11.25).
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|xμ − xν | 25√n|cμ − cν | < 1. (11.40)
By the way εμ and εν were chosen (see (11.21) and (11.22)), we also have
εμ, εν  ω
(|cμ − cν |)|cμ − cν |m. (11.41)
Returning to (11.30), we have
∣∣∂β(Tεμ(f, xμ)− Tεν (f, xν))(xμ)∣∣
 CAω
(|xμ − xν |)|xμ − xν |m−|β| + ∣∣∂βP xμεμ (xμ)∣∣+ ∣∣∂βP xνεν (xμ)∣∣
 CAω
(|xμ − xν |)|xμ − xν |m−|β| +C1εμ +C2εν(
thanks to (11.28) and (11.31))
 C6ω
(|cμ − cν |)|cμ − cν |m−|β| +C7ω(|cμ − cν |)|cμ − cν |m(
thanks to (11.40) and (11.41))
 C8ω
(|cμ − cν |)|cμ − cν |m−|β| (where |cμ − cν | < 1, see (11.20)). (11.42)
To obtain (11.25) from (11.42), we just have to invoke Taylor’s Theorem:
∣∣∂β(Tεμ(f, xμ)− Tεν (f, xν))(cμ)∣∣
=
∣∣∣∣ ∑
|γ |m−|β|
1
γ !
(
∂β+γ
)(
Tεμ(f, xμ)− Tεν (f, xν)
)
(xμ)(cμ − xμ)γ
∣∣∣∣

∣∣∣∣ ∑
|γ |m−|β|
C8
γ ! ω
(|cμ − cν |)|cμ − cν |m−|β|−|γ ||cμ − xμ||γ |∣∣∣∣ (by (11.42))

∣∣∣∣ ∑
|γ |m−|β|
C9
γ ! ω
(|cμ − cν |)|cμ − cν |m−|β|−|γ ||cμ − cν ||γ |∣∣∣∣ (by (11.18), (11.17))
 C10ω
(|cμ − cν |)|cμ − cν |m−|β| for |β|m.
This completes the proof. 
11.4. Proof of Proposition 38
We place ourselves in the setting of Proposition 38. Let θν be a Whitney partition of unity sub-
ordinate to {Qν}, which forms the Whitney decomposition for (E∩Bclosure1/100√n(y0))C as described
in Section 2.9. Recall that δQν  1 for all Whitney cubes. We have
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ν
θν = 1 on
(
E ∩Bclosure1/100√n(y0)
)C; (11.44)
0 θν  1; (11.45)∣∣∂βθν∣∣ Cδ−|β|ν for |β|m+ 1; and (11.46)
suppt(θν) ⊆ Q∗ν . (11.47)
As in the proof of the Classical Whitney Extension Theorem (see [14, p. 177]), it suffices to
sum over those Whitney cubes near E0 ∩ Bclosure1/100√n(y0); more precisely, those whose diameters
are less than 1/1000
√
n.
Denote
∑
{ν: δQν1/(1000
√
n)}
by
∑
ν. (11.48)
Denote
E0 ∩Bclosure1/100√n(y0) by E˜0. (11.49)
Define
T : Cm,ω(E) → Cm,ω(Rn)
by
Tf :=
{∑
ν(Tεν (f, xν) · θν) on Rn\E˜0,
T ′0f on E˜0,
(11.50)
where εν is defined by (11.22), xν is a closest point in E˜0 to Qν , and θν is as in (11.43)–(11.47).
Assume ‖f ‖Cm,ω(E)  1. We need to check the following:
(11.51) JxTf ∈ Γ f (x,E,C) for x ∈ E˜0 (in particular, Tf |E˜0 = f |E˜0 ).(11.52) Tf ∈ Cm,ω(Rn) with ‖Tf ‖Cm,ω(Rn)  C.
(11.53) T has depth d(m,n).
In other words, T has the properties we want for Proposition 38.
In spirit, the verification of these properties is similar to that carried out in the proof of the
Classical Whitney Extension Theorem (see [14] and Section 15 of [5]).
T is an extension operator
We first check that for each f ∈ Cm,ω(E), Tf defined above is in Cm(Rn) (the ω-continuity
will be dealt with later) and that for each x ∈ E˜0, JxTf = JxT ′f .0
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borhood around x ∈ Rn\E˜0 the sum defining Tf is finite, by (11.50), we see that Tf is at least
Ck+1 on Rn\E˜0. From (11.50), we have
∂β(Tf )(x) =
∑
ν
∑
β ′+β ′′=β
cβ ′β ′′∂
β ′θν(x) · ∂β ′′
(
Tεν (f, xν)
)
(x), (11.54)
for x ∈ Rn\E˜0 and |β|m, where ∑ν is as in (11.48).
For |β|m, define a function Gβ : Rn → R by
Gβ(x) :=
{
(∂βT ′0f )(x) for x ∈ E˜0,
(∂βTf )(x) (as in (11.54)) for x ∈ Rn\E˜0. (11.55)
For any |β| <m and x ∈ Rn, define a linear map D˜βG(x) : Rn → R by
D˜β:=(β1,...,βn)G(x)(·) =
n∑
i=1
G(β1,...,βi+1,...,βn)(x)〈ei, ·〉, (11.56)
where ei are the standard unit vectors in Rn, and G(β1,...,βi+1,...,βn)(x) are defined by (11.55).
Remark 42. We will show that for any |β|m, Gβ is continuous on Rn and this will verify that
Tf is Cm on all of Rn. If |β| <m and x0 ∈ E˜0, we will show that
lim
x→x0
|Gβ(x)−Gβ(x0)− D˜βG(x0)(x − x0)|
|x − x0| = 0. (11.57)
In view of (11.56) and the definition of derivatives, this yields(
∂αTf
)
(x0) =
(
∂αT ′0f
)
(x0)
for all |α|m, implying, in view of assumption 1 for the proposition we are trying to prove, that
Jx0(Tf ) = Jx0
(
T ′0f
) ∈ Γ f (x0,E,C), (11.58)
for x0 ∈ E˜0. This will complete the proof of (11.51).
We first deal with the continuity of Gβ(x) for each |β|m.
Case 0. For |β|m, Gβ(x) is continuous on Rn\E˜0 (see (11.55) and the remarks preceding
(11.54)).
Fix x0 ∈ E˜0. We show that Gβ is continuous at x0 for all |β|m.
Case 1. Suppose |β|m and x → x0 for x, x0 ∈ E˜0.
In this case, we have∣∣Gβ(x)−Gβ(x0)∣∣= ∣∣∂βT ′0f (x)− ∂βT ′0f (x0)∣∣ (by (11.55))
 C ·ω(|x − x0|)→ 0 as x → x0, (11.59)
since T ′f ∈ Cm,ω(Rn) with ‖T ′‖ C by assumption 2 of Proposition 38.0 0
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c(n) > 0 is a small enough constant such that whenever
|x − x0| < c(n), (11.60)
we have
∑
ν∂
βθν =
{
0 for 0 < |β|m,
1 for β = 0, (11.61)
in an open neighborhood around x, where
∑
ν is defined by (11.48) (cf. (11.108) below).
We need the following two easy facts on the geometry of the Whitney cubes.
Fact 43. Let Qμ be a Whitney cube, x ∈ Qμ, and yx0 a point in E˜0 such that |x − yx0 | =
dist(x, E˜0). Then |x − yx0 | δQμ .
Fact 44. Let Qμ be a Whitney cube, x ∈ Qμ, and yx0 a point in E˜0 such that |x − yx0 | =
dist(x, E˜0). Then |x − yx0 | 5δQμ .
Now, for each x ∈ (E˜0)C , choose yx0 ∈ E˜0 such that |x − yx0 | = dist(x, E˜0). Evidently,∣∣x − yx0 ∣∣ |x − x0| < c(n), (11.62)
where c(n) is the constant determined in (11.60).
Suppose Qμ and Qν are two Whitney cubes with Qμ abutting Qν . Let x ∈ Qμ, xν ∈ E˜0
such that dist(xν,Qν) = dist(E˜0,Qν), and yx0 ∈ E˜0 such that |x − yx0 | = dist(x, E˜0). Then by
choosing c(n) small enough in (11.60) and (11.62), from (11.15) and Fact 43, we have
|x − xν | 6δQμ < 1; (11.63)
and by choosing c(n) small enough in (11.60) and (11.62), from (11.63), Fact 44, and Fact 43,
we have ∣∣xν − yx0 ∣∣ 11δQμ < 1. (11.64)
From (11.62), we also have ∣∣x − yx0 ∣∣→ 0 as x → x0. (11.65)
Furthermore, ∣∣yx0 − x0∣∣ |x0 − x| + ∣∣x − yx0 ∣∣→ 0 as x → x0. (11.66)
For ξ ∈ Rn, let
P ξ := JξT ′f. (11.67)0
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= ∣∣Gβ(x)− ∂βP yx0 (x)+ ∂βP yx0 (x)− ∂βP x0(x)+ ∂βP x0(x)−Gβ(x0)∣∣

∣∣Gβ(x)− ∂βP yx0 (x)∣∣ (11.68a)
+ ∣∣∂βP yx0 (x)− ∂βP x0(x)∣∣ (11.68b)
+ ∣∣∂βP x0(x)− ∂βT ′0f (x0)∣∣ (by (11.55)). (11.68c)
To estimate the term in line (11.68a), we turn to (11.55) and recall (11.54):∣∣Gβ(x)− ∂βP yx0 (x)∣∣
=
∣∣∣∣∑ν ∑
β ′+β ′′=β
cβ ′β ′′∂
β ′θν(x) · ∂β ′′
(
Tεν (f, xν)
)
(x)− ∂βP yx0 (x)
∣∣∣∣
(
where
∑
ν is defined by ( 11.48)
)
=
∣∣∣∣∑ν ∑
β ′+β ′′=β
cβ ′β ′′∂
β ′θν(x) ·
(
∂β
′′(
Tεν (f, xν)
)
(x)− ∂β ′′Pyx0 (x))∣∣∣∣(
see (11.61)). (11.69)
Let Qμ be the Whitney cube that contains x. Let θv1, . . . , θvN(n) be those partition functions
whose supports contain x. The Whitney cubes Qνi abut or equal Qμ. For 1 i N(n), we know
that there exist constants r1 and r2 such that r1Qνi Qμ  r2Qνi (e.g., r1 = 1/5 and r2 = 5,
see (11.15)).
We may write (11.69) as∣∣∣∣∑ν ∑
β ′+β ′′=β
cβ ′β ′′∂
β ′θν(x) ·
(
∂β
′′
Tεν (f, xν)(x)− ∂β
′′
Py
x
0 (x)
)∣∣∣∣
=
∣∣∣∣ ∑
ν=ν1,...,νN(n)
∑
β ′+β ′′=β
cβ ′β ′′∂
β ′θν(x) ·
call this (Term 1)︷ ︸︸ ︷(
∂β
′′
Tεν (f, xν)(x)− ∂β
′′
Py
x
0 (x)
) ∣∣∣∣. (11.70)
We recall the following easy consequence of Taylor’s Theorem:
Corollary 45 (to Taylor’s Theorem). Let F ∈ Cm,ω(Rn) with ‖F‖Cm,ω(Rn)  C. Then for x, y ∈
Rn with |x − y| 1, we have for |β|m,∣∣∂β(JxF − JyF )(y)∣∣ C′ ·ω(|x − y|) · |x − y|m−|β|,
for some constant C′ depending only on m, n, and C. The same estimate holds for∣∣∂β(JxF − JyF )(x)∣∣.
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
∣∣∂β ′′Tεν (f, xν)(x)− ∂β ′′Pxν (x)∣∣+ ∣∣∂β ′′Pxν (x)− ∂β ′′Pyx0 (x)∣∣. (11.71)
For the first term in (11.71), we have∣∣∂β ′′Tεν (f, xν)(x)− ∂β ′′Pxν (x)∣∣
=
∣∣∣∣ ∑
|γ |m−|β ′′|
∂γ+β ′′(Tεν (f, xν)− Jxν T ′0f )(xν)
γ ! · (x − xν)
γ
∣∣∣∣
(
by Taylor’s Theorem and (11.67))
 C1 · εν  C1 ·ω(δQμ)δmQμ
(
see (11.22)), (11.72)
where the penultimate inequality follows from assumption 3(b) of Proposition 38 and |x − xν |<1
(see (11.63)).
For the second term in (11.71), we have∣∣∂β ′′Pxν (x)− ∂β ′′Pyx0 (x)∣∣

∣∣∣∣ ∑
|γ |m−|β ′′|
∂γ+β ′′(P xν − Pyx0 )(yx0 )
γ ! ·
(
x − yx0
)γ ∣∣∣∣ (by Taylor’s Theorem)

∣∣∣∣ ∑
|γ |m−|β ′′|
C′ ·ω(|xν − yx0 |) · |xν − yx0 |m−|γ |−|β
′′|
γ ! ·
∣∣x − yx0 ∣∣|γ |∣∣∣∣
(
by (11.67) and Corollary 45)
 C′′ ·ω(δQμ) · δm−|β
′′|
Qμ
(
see (11.63) and ( 11.64)). (11.73)
Putting (11.72) and (11.73) into (11.71), from (11.70), we have∣∣Gβ(x)− ∂βP yx0 (x)∣∣

∣∣∣∣ ∑
ν=ν1,...,νN(n)
∑
β ′+β ′′=β
cβ ′β ′′∂
β ′θν(x) ·
(
∂β
′′
Tεν (f, xν)(x)− ∂β
′′
Py
x
0 (x)
)∣∣∣∣

∑
ν=ν1,...,νN(n)
∑
β ′+β ′′=β
C1δ
−|β ′|
Qμ
·ω(δQμ)δm−|β
′′|
Qμ
(11.74)
 C2 ·ω(δQμ)δm−|β|Qμ
 C2ω
(∣∣x − yx0 ∣∣)∣∣x − yx0 ∣∣m−|β| (11.75)
 C2ω
(∣∣x − yx∣∣) (since |β|m), (11.76)0
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Fact 43, (11.62), and the fact that ω is a regular modulus of continuity.
Next, we estimate the term in line (11.68b):
line (11.68b)
∣∣∣∣ ∑
|γ |m−|β|
∂γ+β(P yx0 − Px0)(x0)
γ ! · (x − x0)
γ
∣∣∣∣ (by Taylor’s Theorem)

∣∣∣∣ ∑
|γ |m−|β|
C′ω(|yx0 − x0|)|yx0 − x0|m−|γ |−|β|
γ ! · |x − x0|
γ
∣∣∣∣
(
by Corollary 45 and (11.67))
 C′′ ·ω(|x − x0|) · |x − x0|m−|β|, (11.77)
where the last inequality follows from the fact that
∣∣yx0 − x0∣∣ ∣∣yx0 − x∣∣+ |x − x0| 2|x − x0| (see (11.62)). (11.78)
Finally, for the term in line (11.68c), we have
line (11.68c) =
∣∣∣∣ ∑
|γ |m−|β|
(∂γ+βJx0T ′0f )(x0)
γ ! · (x − x0)
γ − ∂βT ′0f (x0)
∣∣∣∣ (by (11.67))
=
∣∣∣∣ ∑
|γ |m−|β|
(∂γ+βT ′0f )(x0)
γ ! · (x − x0)
γ − ∂βT ′0f (x0)
∣∣∣∣
 o
(|x − x0|) as x → x0. (11.79)
In view of (11.76), (11.77), and (11.79), inequality (11.68) shows that for all |β|m,
∣∣Gβ(x)−Gβ(x0)∣∣→ 0 as x → x0 for x ∈ (E˜0)C and x0 ∈ E˜0.
This completes the proof for the continuity of Gβ for all |β|m.
Next, given x0 ∈ Rn, we show that
|Gβ(x)−Gβ(x0)− D˜βG(x0)(x − x0)|
|x − x0| → 0 as x → x0 for |β| <m. (11.80)
(11.81) If x0 ∈ Rn\E˜0, then by (11.55) and the remarks preceding (11.54), we see that (11.80)
holds.
Next, suppose |β| <m and x → x0 with x, x0 ∈ E˜0. We have
|Gβ(x)−Gβ(x0)− D˜βG(x0)(x − x0)|
|x − x0|
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βT ′0f )(x)− (∂βT ′0f )(x0)− ∇(∂βT ′0f )(x0) · (x − x0)|
|x − x0|(
thanks to (11.55) and (11.56))
→ 0, as x → x0, (11.82)
where (11.82) follows from Taylor’s Theorem applied to (∂βT ′0f ) at x0, and the assumption that
T ′0f ∈ Cm,ω(Rn).
Finally, suppose |β| <m; x → x0 with x0 ∈ E˜0, x ∈ (E˜0)C ; and |x−x0| < c(n) for some c(n)
small enough (see (11.60)). For each x ∈ (E˜0)C , let yx0 ∈ E˜0 such that |x − yx0 | = dist(x, E˜0).
Retaining the notation given by (11.67), we have
|Gβ(x)−Gβ(x0)− D˜βG(x0)(x − x0)|
|x − x0|
= |Gβ(x)− ∂
βP y
x
0 (x)+ ∂βP yx0 (x)− ∂βP x0(x)+ ∂βP x0(x)−Gβ(x0)− D˜βG(x0)(x − x0)|
|x − x0|
 |Gβ(x)− ∂
βP y
x
0 (x)|
|x − x0| (11.83a)
+ |∂
β(P y
x
0 − Px0)(x)|
|x − x0| (11.83b)
+ |∂
βP x0(x)− (∂βT ′0f )(x0)− ∇(∂βT ′0f )(x0) · (x − x0)|
|x − x0| , (11.83c)
where line (11.83c) follows from (11.55) and (11.56).
First, we estimate the term in line (11.83a):
|Gβ(x)− ∂βP yx0 (x)|
|x − x0|

C2ω(|x − yx0 |) · |x − yx0 |m−|β|
|x − x0|
(
by (11.75))
 2C2ω
(∣∣x − yx0 ∣∣) (by (11.78) and the assumption |β| <m). (11.84)
Next, we estimate the term in line (11.83b):
|∂β(P yx0 − Px0)(x)|
|x − x0| 
C′′ ·ω(|x − x0|) · |x − x0|m−|β|
|x − x0|
(
by (11.77))
 C′′ ·ω(|x − x0|) (since |β| <m). (11.85)
Finally, we estimate the term in line (11.83c):
|∂βP x0(x)− ∂βT ′0f (x0)− ∇(∂βT ′0f )(x0) · (x − x0)|
|x − x0|
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βP x0(x)− ∂βP x0(x0)− ∇Px0(x0) · (x − x0)|
|x − x0|
(
by (11.67))
→ 0 (by Taylor’s Theorem applied to the polynomial Px0). (11.86)
In light of (11.84)–(11.86), inequality (11.83) shows that (11.80) holds for x0 ∈ E˜0,
x ∈ (E˜0)C . This along with (11.81) and (11.82) shows that (11.80) holds for x0 ∈ Rn.
By Remark 42, we see that the proof of (11.51) is complete.
Tf ∈ Cm,ω(Rn) and T has bounded norm
Since we have proved JxTf ∈ Γ f (x,E,C) for x ∈ E˜0 (see (11.58)), by the definition of Γ f ,
we have the following:
if x ∈ E˜0, then for |β|m,
∣∣∂β(Tf )(x)∣∣= ∣∣∂βJx(T ′0f )∣∣ C. (11.87)
Suppose x ∈ (E˜0)C . Then x ∈ Qμ for some Whitney cube Qμ and x ∈ suppt θν for at most
N(n) Whitney partition functions θν , hence the following sum for each x ∈ Qμ contains at most
N(n) terms:
∂β
(
(Tf )(x)
)= ∑
β ′+β ′′=β
∑
νcβ ′,β ′′∂
β ′θν(x)∂
β ′′(Tεν (f, xν))(x), (11.88)
where
∑
ν is defined by (11.48).
We look separately at β ′ = 0 and β ′ = 0.
Suppose β ′ = 0. By assumptions 2, 3(b) of Proposition 38 and the definition of εν (see
(11.22)), we have∣∣∂β ′′(Tεν (f, xν))(x)∣∣ C′ for all ∣∣β ′′∣∣m, and x ∈ suppt θν. (11.89)
Therefore, ∣∣θν(x)∂β ′′(Tεν (f, xν))(x)∣∣ C′ (see (11.45)).
Consequently, ∣∣∣∑νθν(x)∂β ′′(Tεν (f, xν))(x)∣∣∣ C′N(n) ≡ C1. (11.90)
Suppose β ′ = 0. Set
S1 :=
{
y ∈ Rn: dist(y, E˜0) < 110000√n
}
and
S2 :=
{
y ∈ Rn: dist(y, E˜0) 1 √
}
50000 n
G.K. Luli / Advances in Mathematics 224 (2010) 1927–2021 1969such that ⎧⎪⎨⎪⎩
∑
νθν(x) ≡ 1, x ∈ S1,∑
νθν(x) 1, x ∈ S2,
with
∑
ν as defined by (11.48). (11.91)
We note in passing that
S1 ∩ S2 =
{
y ∈ Rn: 1
50000
√
n
 dist(y, E˜0) <
1
10000
√
n
}
= ∅. (11.92)
Thus, if x ∈ S2, then (11.14) and (11.46) show that∣∣∂βθν(x)∣∣ C2 for all |β|m+ 1. (11.93)
In view of (11.88) and (11.90), inequality (11.89) together with (11.93) shows that
if x ∈ S2, then
∣∣∂β((Tf )(x))∣∣ C3 for all |β|m. (11.94)
Now assume x ∈ S1. Since β ′ = 0,∑
ν∂
β ′θν = 0
(
thanks to (11.91)), (11.95)
where
∑
ν is defined by (11.48).
Hence, we have for x ∈ S1,∣∣∣∣ ∑
β ′+β ′′=β
β ′ =0
∑
νcβ ′,β ′′∂
β ′θν(x)∂
β ′′(Tεν (f, xν))(x)∣∣∣∣ with ∑ν as in (11.48)
=
∣∣∣∣ ∑
β ′+β ′′=β
β ′ =0
∑
νcβ ′,β ′′∂
β ′θν(x)
(
∂β
′′(
Tεν (f, xν)
)
(x)− ∂β ′′(Tεμ(f, xμ))(x))∣∣∣∣
(
by (11.95), assumptions x ∈ Qμ, and Qμ abuts Qν
)

∑
β ′+β ′′=β
β ′ =0
∑
νcβ ′,β ′′
∣∣∂β ′θν(x)∣∣C4ω(δQμ)δm−|β ′′|Qμ (by (11.23))
 C5ω(δQμ)δ
m−|β|
Qμ
(
by (11.15) and (11.46))
 C6. (11.96)
From (11.90), (11.94), and (11.96), we conclude that∣∣∂β(Tf )(x)∣∣ C7 for all |β|m and x ∈ Rn. (11.97)
We now check the ω continuity for the highest derivatives.
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= ∣∣∂β(T ′0f )(x)− ∂β(T ′0f )(y)∣∣ (by (11.51) which has been proved)
 C8ω
(|x − y|) for |β| = m (by assumption 2 of Proposition 38). (11.98)
Now suppose x, y ∈ (E˜0)C and |x − y| < 1.
If x ∈ S2, then the Whitney cube containing x has diameter bounded below by some constant
depending only on n. By (11.46) and (11.89) (and the fact that the degree of Tεν (f, xν) is at most
m), we deduce that the (m + 1)-st derivatives of Tf at x are bounded above by some constant
depending only on m and n. Hence, if x, y ∈ S2 with |x − y| < c(n) 1 for some small enough
positive constant c(n), then for |β| = m, we have∣∣∂β(Tf )(x)− ∂β(Tf )(y)∣∣ C′8|x − y| (by Taylor’s Theorem)
 C′9ω
(|x − y|). (11.99)
On the other hand, if x, y ∈ S2 with c(n) |x − y| 1, then for |β| = m, we have∣∣∂β(Tf )(x)− ∂β(Tf )(y)∣∣ 2C7 (by (11.97))
≡ C′′9 · c(n)
 C′′9 ·ω
(
c(n)
) (
since ω(t)/t is decreasing on (0,1])
 C′′9 ·ω
(|x − y|), (11.100)
where in the last inequality, we made use of the fact that ω(t) is increasing on [0,1] and the
assumption that c(n) |x − y|.
From (11.99) and (11.100), we conclude that∣∣∂β(Tf )(x)− ∂β(Tf )(y)∣∣ C9 ·ω(|x − y|) (11.101)
for |β| = m, x, y ∈ S2 with |x − y| 1.
Suppose x, y ∈ S1. Then we have∑
ν∂
β ′θν(x) = δβ ′0 (the Kronecker δ)
(
see (11.95)). (11.102)
Assume x ∈ Qμ. Using (11.102), we may write (11.88) as
∂β
(
(Tf )(x)
)
=
∑
β ′+β ′′=β
∑
νcβ ′,β ′′∂
β ′θν(x)∂
β ′′(Tεν (f, xν))(x)
= ∂β(Tεμ(f, xμ))(x)
+
∑
′ ′′
∑
{ν: Qν abuts Qμ}cβ ′,β ′′∂β
′
θν(x)∂
β ′′(Tεν (f, xν)− Tεμ(f, xμ))(x). (11.103)
β +β =β
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to give a control on |∂β(Tf )(x) − ∂β(Tf )(y)|. The proofs in Section 15 of [5] may be adopted
here. See [12] for the precise proofs.
Lemma 46. Suppose x ∈ S1 and x ∈ Qμ for some Whitney cube Qμ. Then
∣∣∂β(Tf )(x)− ∂β(Tεμ(f, xμ))(x)∣∣A′ω(δQμ)δm−|β|Qμ for |β|m. (11.104)
Lemma 47 (ω-Continuity for points far apart). Suppose x, y ∈ S1, x ∈ Qμ, y ∈ Qν , and
|x − y|max{ 110√nδQμ, 110√nδQν }. Then we have∣∣∂β(Tf )(x)− ∂β(Tf )(y)∣∣ Cω(|x − y|) for all |β| = m.
Lemma 48 (ω-Continuity for points close). Suppose x, y ∈ S1, x ∈ Qμ1 , y ∈ Qμ2 , and |x − y|
1
10
√
n
δQμ1
. Then we have
∣∣∂β(Tf )(x)− ∂β(Tf )(y)∣∣ Cω(|x − y|) for all |β| = m.
From Lemmas 47 and 48, we conclude that if x, y ∈ S1, then∣∣∂β(Tf )(x)− ∂β(Tf )(y)∣∣ C′4ω(|x − y|) for all |β| = m. (11.105)
Suppose now x ∈ S1 and y ∈ S2 with |x − y|  1. Let L be the line segment connecting x
and y. Then there exists z ∈ L∩ S1 ∩ S2 (see (11.92)). By (11.105), we have∣∣∂β(Tf )(x)− ∂β(Tf )(z)∣∣ C′4ω(|x − z|) for |β| = m; (11.106)
by (11.101), we have
∣∣∂β(Tf )(z)− ∂β(Tf )(y)∣∣ C′4ω(|z − y|) for |β| = m. (11.107)
Since |x − z|, |z − y| |x − y|, combining (11.106) and (11.107) leads to
∣∣∂β(Tf )(x)− ∂β(Tf )(y)∣∣ C′5ω(|x − y|), (11.108)
for |β| = m, x ∈ S1, y ∈ S2, with |x − y| 1.
From (11.101), (11.105), and (11.108), we conclude that
∣∣∂β(Tf )(x)− ∂β(Tf )(y)∣∣ C′5ω(|x − y|), (11.109)
for |β| = m; x, y ∈ (E˜0)C with |x − y| 1.
Suppose x ∈ E˜0 and y ∈ S1 with |x − y|  1. Then there exist Qμ such that y ∈ Qμ and at
most N(n) cubes Qν adjacent to Qμ such that y ∈ Q∗. We know that |xμ − y| 5δQμ , whereν
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∣∣∂βTf (x)− ∂βTf (xμ)∣∣ C′6ω(|x − xμ|). (11.110)
Since y ∈ S1, by (11.91), we have
∑
νθν(y) = 1. (11.111)
Furthermore, from (11.50), we have for |β| = m,
∣∣∂β(Tf )(y)− ∂βTf (xμ)∣∣
=
∣∣∣∣[ ∑
β ′+β ′′=β
∑
νcβ ′,β ′′∂
β ′θν(y)
(
∂β
′′
Tεν (f, xν)(y)
)]− ∂βTf (xμ)∣∣∣∣
≡
∣∣∣∑(1)ν +∑(2)ν ∣∣∣, (11.112)
where
∑
(1)
ν ≡
(∑
νθν(y)∂
βTεν (f, xν)(y)
)
− ∂βTf (xμ),∑
(2)
ν ≡
∑
β ′+β ′′=β,β ′ =0
∑
νcβ ′,β ′′∂
β ′θν(y)
(
∂β
′′
Tεν (f, xν)(y)
)
.
Now, using (11.111), we have
∣∣∣∑(1)ν ∣∣∣= ∣∣∣∑νθν(y) · [∂βTεν (f, xν)(y)− ∂βTf (xμ)]∣∣∣
=
∣∣∣∑νθν(y)(∂βTεν (f, xν)(xν)− ∂βTf (xν)+ ∂βTf (xν)− ∂βTf (xμ))∣∣∣(
since ∂βTεν (f, xν) is a constant
)

∑
ν
(∣∣θν(y)εν ∣∣+C′6ω(|xν − xμ|)) (11.113)
 C′7ω(δQμ) (11.114)
 C′7ω
(|y − x|), (11.115)
where for (11.113), we used assumption 3(b) of Proposition 38, inequality (11.98), and the fact
that ∂βTf = ∂βT ′0f for all |β|m on E˜0 (see (11.58)); for (11.114), we used the definition of
εν (see (11.22)), inequalities (11.15) and (11.16), and the fact that the sum contains at most N(n)
terms; for (11.115), we used inequalities (11.14) and the fact that y ∈ Qμ and x ∈ E˜0.
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∣∣∣∑(2)ν ∣∣∣= ∣∣∣∣ ∑
β ′+β ′′=β,β ′ =0
∑
νcβ ′,β ′′∂
β ′θν(y)
(
∂β
′′
Tεν (f, xν)(y)− ∂β
′′
Tεμ(f, xμ)(y)
)∣∣∣∣
(
since
∑
ν∂
β ′θν(y) = 0 for β ′ = 0
) (
see (11.111))
=
∣∣∣∣ ∑
β ′+β ′′=β
∑
{ν: Qν abuts Qμ
δQν 11000√n }
cβ ′,β ′′∂
β ′θν(y)
(
∂β
′′
Tεν (f, xν)(y)− ∂β
′′
Tεμ(f, xμ)(y)
)∣∣∣∣

∑
β ′+β ′′=β
∑
{ν: Qν abuts Qμ
δQν 11000√n }
cβ ′,β ′′
(
C′8δ
−|β ′|
Qν
)(
C′9ω(δQν )δ
m−|β ′′|
Qν
) (11.116)

∑
β ′+β ′′=β
∑
{ν: Qν abuts Qμ
δQν 11000√n }
cβ ′,β ′′C
′
10ω(δQμ)
(
by (11.15))
 C′11ω(δQμ)
 C′11ω
(|y − x|), (11.117)
where to arrive at (11.116), we used the assumption that |β| = m and inequalities (11.23) and
(11.46); for (11.117), we used (11.14) and the fact that y ∈ Qμ and x ∈ E˜0.
In view of (11.115) and (11.117), we have from (11.112) that
∣∣∂β(Tf )(y)− ∂βTf (xμ)∣∣ C′12ω(|x − y|) (11.118)
for y ∈ S1 and |β| = m.
Therefore, for |β| = m,x ∈ E˜0 and y ∈ S1 with |x − y| 1, we obtain
∣∣∂β(Tf )(y)− ∂βTf (x)∣∣ ∣∣∂β(Tf )(y)− ∂βTf (xμ)∣∣+ ∣∣∂βTf (xμ)− ∂βTf (x)∣∣
 C′13ω
(|y − x|) (thanks to (11.110) and (11.118)). (11.119)
Finally, suppose x ∈ E˜0 and y ∈ S2 with |x − y| 1. Let L be the line segment connecting x
and y. Let z ∈ L∩ S1 ∩ S2 (see (11.92)). We have the following estimates
∣∣∂β(Tf )(z)− ∂β(Tf )(x)∣∣ C′13ω(|z − x|) (by (11.119))
 C′13ω
(|x − y|) (since |z − x| |x − y|); (11.120)∣∣∂β(Tf )(z)− ∂β(Tf )(y)∣∣ C′5ω(|z − y|) (by (11.109))
 C′5ω
(|x − y|) (since |z − y| |x − y|). (11.121)
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for |β| = m, x ∈ E˜0, y ∈ S2 with |x − y| 1.
From (11.119) and (11.122), we have∣∣∂β(Tf )(y)− ∂βTf (x)∣∣ C′15ω(|y − x|), (11.123)
for |β| = m,x ∈ E˜0, y ∈ (E˜0)C with |x − y| 1.
In view of (11.98), (11.109), and (11.123), we have∣∣∂β(Tf )(y)− ∂βTf (x)∣∣ C′16ω(|y − x|), (11.124)
for |β| = m; x, y ∈ Rn with |x − y| 1.
On account of (11.97) and (11.124), we conclude that
‖Tf ‖Cm,ω(Rn)  C.
This completes the proof of (11.52).
T has bounded depth
For each fixed x ∈ Rn, either x ∈ E˜0 or x ∈ (E˜0)C . If the former happens, then assumptions
3(a), 3(b) of Proposition 38 and the fact that Jx(Tf ) = Jx(T ′0f ) (see (11.51)) for all x ∈ E˜0 show
that for any ε > 0, Jx(Tf ) can be approximated within ε by a polynomial Tε(f, x) that depends
only on Sxε ⊆ E with #(Sxε )  d(m,n) (i.e., conclusions 3(a), 3(b) hold). If the latter happens,
then since each term in the sum depends only on Sx ⊆ E with #(Sx)  d(m,n) and there are
at most N(n) of them, the sum depends on at most N(n) different Sx1 , . . . , SxN(n) ⊆ E with
#(Sxi ) d(m,n) for 1 i N(n). Therefore, conclusion 4 of Proposition 38 is established.
We have finished verifying (11.51)–(11.53). This completes the proof of Proposition 38.
Remark 49. Since we reduced Proposition 37 to Proposition 38, we now know that showing
Lemma 16 amounts to proving existence of an operator T satisfying conditions 1, 2, and 3 in the
hypotheses of Proposition 38.
12. Second Main Proposition
This long section is devoted to a proof of a Second Main Proposition. The Second Main
Proposition will play a key role in the proof of Lemma 16. Before formulating the Second Main
Proposition, we need to introduce a new space. Materials in this part of paper closely mirror
those in [5], although key changes must be made and new ingredients must be added to serve our
present purpose.
Definition 50. Let E0 be compact subset of Rn. (We are not assuming here that E0 is the initial
slice of E, although in the application of the Second Main Proposition we will. We will not at
all assume that E0 is the initial slice of E in this section, Section 12.) Let σˆ (x) ⊆ Rx for each
x ∈ E0.
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P := (Px)
x∈E0 with P
x ∈ Rx for all x ∈ E0. (12.1)
Define
Jm,ω(E0, σˆ ) :=
{ P : There exist M  0 and F ∈ Cm,ω(Rn) such that
‖F‖Cm,ω(Rn) M,JxF − Px ∈ Mσˆ(x) for all x ∈ E0
}
.
Given P ∈ Jm,ω(E0, σˆ ), define
‖ P ‖Jm,ω(E0,σˆ ) := inf
{
M: There exists F ∈ Cm,ω(Rn) such that ‖F‖Cm,ω(Rn) M,
and JxF − Px ∈ Mσˆ(x) for all x ∈ E0
}
.
Definition 51. Given δ > 0 and σˆ (x) ⊆ Rx for each x ∈ E0, define
‖ P ‖Jm,ωδ (E0,σˆ ) := inf
{
M: There exists F ∈ Cm,ωδ (Rn) such that ‖F‖Cm,ωδ (Rn) M,
and JxF − Px ∈ M · σˆ (x) for all x ∈ E0
}
,
where Cm,ωδ (Rn) and ‖ · ‖Cm,ωδ (Rn) are given by Definitions 20 and 21.
Define Jm,ωδ (E0, σˆ ) to be the space Jm,ω(E0, σˆ ) equipped with the norm ‖ · ‖Jm,ωδ (E0,σˆ ).
Proposition 52 (Second Main Proposition). Suppose we are given integers m,n  1, a regular
modulus of continuity ω, a compact subset E0 ⊂ Rn, a subset σˆ (x) ⊆ Rx for each x ∈ E0, and
a point y0 ∈ E0.
Assume the following three conditions hold:
(SMP0.a) For each x ∈ E0, σˆ (x) ⊂ Rx is a Whitney ω-convex set with Whitney constant W˜ (see
Section 2.11).
(SMP0.b) E0 consists of points of the same type (see (5.1) for the definition on type). (Compare
also with the definition of the initial slice.)
(SMP0.c) σˆ ’s satisfy the following: for x, y ∈ E0, with |x−y| 1, given Px ∈ σˆ (x), there exists
Py ∈ W˜ · σˆ (y) with
∣∣∂β(Px − Py)(x)∣∣ W˜ ·ω(|x − y|)|x − y|m−|β|, for |β|m.
Then there exist constants c and C depending only on m, n, and W˜ ; a constant d depending
only on m and n; and a linear operator T2 : Jm,ω(E0, σˆ ) → Cm,ω(Rn) such that the following
hold:
(SMP1) for all P = (P x)x∈E0 ∈ Jm,ω(E0, σˆ ), we have JxT2 P ∈ Px +C · ‖ P ‖Jm,ω(E0,σˆ ) · σˆ (x)
for all x ∈ B(y0, c)∩E0.
(SMP2) ‖T2‖ C.
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|α|, |β|m and 1 i  d ′, such that for all P = (P x)x∈E0 ∈ Jm,ω(E0, σˆ ),∣∣∣∣∣∂β(T2 P)(x)−
d∑
i=1
∑
|α|m
ci(α,β, x, ε)∂
αP x
x,ε
i
(
x
x,ε
i
)∣∣∣∣∣ ε ·C · ‖ P ‖Jm,ω(E0,σˆ ),
for |β|m.
12.1. Statement of two main lemmas for Proposition 52 and Proof of Second Main Proposition
Lemma 53 (The Weak Main Lemma for Proposition 52). Fix A ⊆ M. Suppose we are given
integers m,n 1, positive constants Ww and a0; a regular modulus of continuity ω; a compact
set E0 ⊆ Rn; a point y0 ∈ E0; a family of polynomials Py0α ∈ Py0 indexed by A; and for each
x ∈ E0, a subset σˆ (x) ⊂ Rx .
Assume the following conditions (WL0)–(WL4) hold:
(WL0.a) For each x ∈ E0, σˆ (x) ⊂ Rx is a Whitney ω-convex set with Whitney constant Ww (see
Section 2.11).
(WL0.b) E0 consists of points of the same type (see (5.1) for the definition on type).
(WL0.c) σˆ ’s satisfy the following: for x, y ∈ E0, with |x − y| 1, given Px ∈ σˆ (x), there exists
Py ∈ Ww · σˆ (y) with∣∣∂β(Px − Py)(x)∣∣Ww ·ω(|x − y|)|x − y|m−|β|, for |β|m.
(WL1) ∂βP y0α (y0) = δβα for β,α ∈ A.
(WL2) |∂βP y0α (y0)− δβα| a0 for all α ∈ A, β ∈ M.
(WL3) For each α ∈ A, there exists ϕα ∈ Cm,ωloc (Rn) with:
(a) |∂βϕα(x)− ∂βϕα(y)| a0ω(|x − y|) for |β| = m, x, y ∈ Rn, |x − y| 1;
(b) Jxϕα ∈ Ww · σˆ (x) for all x ∈ E0;
(c) Jy0(ϕα) = Py0α .
(WL4) The given constant a0 is less than a small enough constant determined by m, n, and Ww.
Then there exist constants c′ and C′ depending only on m, n, and Ww; a constant d ′ depending
only on m and n; and a linear operator T : Jm,ω(E0, σˆ ) → Cm,ω(Rn) such that the following
hold:
(WL5) For all P = (P x) ∈ Jm,ω(E0, σˆ ), we have JxT P ∈ Px + C′ · ‖ P‖Jm,ω(E0,σˆ ) · σˆ (x) for
all x ∈ E0 ∩B(y0, c′).
(WL6) ‖T ‖ C′.
(WL7) Given ε > 0 and x ∈ Rn, there exist {xx,ε1 , . . . , xx,εd ′ } ⊆ E0; and ci(α,β, x, ε) ∈ R, for
|α|, |β|m and 1 i  d ′, such that for all P = (P x) ∈ Jm,ω(E0, σˆ ),∣∣∣∣∣∂β(T P)(x)−
d ′∑
i=1
∑
|α|m
ci(α,β, x, ε)∂
αP x
x,ε
i
(
x
x,ε
i
)∣∣∣∣∣ ε ·C′ · ‖ P ‖Jm,ω(E),
for |β|m.
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integers m,n 1, positive constants Ws and a¯0; a regular modulus of continuity ω; a compact
set E0 ⊆ Rn; a point y0 ∈ E0; a family of polynomials Py0α ∈ Py0 indexed by A; and for each
x ∈ E0, a subset σˆ (x) ⊂ Rx .
Assume the following conditions (SL0)–(SL4) hold:
(SL0.a) For each x ∈ E0, σˆ (x) ⊂ Rx is a Whitney ω-convex set with Whitney constant Ws (see
Section 2.11).
(SL0.b) E0 consists of points of the same type (see (5.1) for the definition on type).
(SL0.c) σˆ ’s satisfy the following: for x, y ∈ E0, with |x − y| 1, given Px ∈ σˆ (x), there exists
Py ∈ Ws · σˆ (y) with
∣∣∂β(Px − Py)(x)∣∣Ws ·ω(|x − y|)|x − y|m−|β|, for |β|m.
(SL1) ∂βP y0α (y0) = δβα for β,α ∈ A.
(SL2) |∂βP y0α (y0)|Ws for all α ∈ A, β ∈ M with β  α.
(SL3) For each α ∈ A, there exists ϕα ∈ Cm,ωloc (Rn) with:
(a) |∂βϕα(x) − ∂βϕα(y)|  a¯0ω(|x − y|) + Ws · |x − y| for |β| = m, x, y ∈ Rn,
|x − y| 1;
(b) Jxϕα ∈ Ws · σˆ (x) for all x ∈ E0;
(c) Jy0(ϕα) = Py0α .
(SL4) The given constant a¯0 is less than a small enough constant determined by Ws, m, and n.
Then there exist constants c′ and C′ depending only on m, n, and Ws; a constant d ′ depending
only on m and n; and a linear operator T : Jm,ω(E0, σˆ ) → Cm,ω(Rn) such that the following
hold:
(SL5) For all P = (P x) ∈ Jm,ω(E0, σˆ ) and x ∈ E0 ∩ B(y0, c′), we have JxT P ∈ Px + C′ ·
‖ P ‖Jm,ω(E) · σˆ (x).
(SL6) ‖T ‖ C′.
(SL7) Given ε > 0 and x ∈ Rn, there exist {xx,ε1 , . . . , xx,εd ′ } ⊆ E0; and ci(α,β, x, ε) ∈ R, for
|α|, |β|m and 1 i  d ′, such that for all P = (P x)x∈E0 ∈ Jm,ω(E0, σˆ ),
∣∣∣∣∣∂β(T P)(x)−
d ′∑
i=1
∑
|α|m
ci(α,β, x, ε)∂
αP x
x,ε
i
(
x
x,ε
i
)∣∣∣∣∣ ε ·C′ · ‖ P ‖Jm,ω(E0,σˆ ),
for |β|m.
Remark 55. The Strong Main Lemma (Lemma 54) for A implies the Weak Main Lemma
(Lemma 53) for A.
Lemma 56 (Base case for the induction). The Weak Main Lemma (Lemma 53) and the Strong
Main Lemma (Lemma 54) both hold for A = M.
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have the following two lemmas. (It is worth mentioning that M is minimal and the empty set ∅
is maximal under the ordering introduced in Section 2.13.)
Lemma 57 (Part 1 of the inductive step). Fix A  M. Assume the Strong Main Lemma
(Lemma 54) holds for all A¯ < A. Then the Weak Main Lemma (Lemma 53) holds for A.
Lemma 58 (Part 2 of the inductive step). Fix A ⊆ M. Assume the Weak Main Lemma
(Lemma 53) holds for all A¯A. Then the Strong Main Lemma (Lemma 54) holds for A.
Proof of (Second Main) Proposition 52 assuming Lemmas 56, 57, 58. If Lemmas 56, 57, 58
hold, then the Weak Main Lemma (Lemma 53) and the Strong Main Lemma (Lemma 54) must
hold for all A. Thus, by taking A to be the empty set in, say, the Weak Main Lemma (Lemma 53),
we discover that (WL1)–(WL3) hold vacuously, say with Ww = W˜ (see hypotheses (SMP0.a)
and (SMP0.c) in Proposition 52), and that the constant a0 appears only in hypothesis (WL4).
(WL5)–(WL7) are precisely the conclusions (SMP1)–(SMP3) of Proposition 52. Thus, the proof
is complete. 
12.2. Base case for the induction
We prove that the Strong Main Lemma (Lemma 54) (and hence also the Weak Main Lemma
(Lemma 53) by Remark 55) holds for A = M with T taken to be the zero operator: T ≡ 0. It
suffices to verify that T ≡ 0 satisfies (SL5), since (SL6), (SL7) hold trivially for T ≡ 0. The
essence of the argument is the same as the one in [5], where it is shown that from (SL3) (actually
in [5] the proof only needs to assume (SL3) for S ⊂ E0 with #(S) k) it follows that
(12.2) Given any P ∈ P , if |∂βP (x′)|  1 for |β|  m, then P ∈ C1(m,n) · σˆ (x′), for all
x′ ∈ E0 ∩ B(y0, a¯0), provided that a¯0 is less than some small constant determined
by m, n, Ws.
By the definition of Jm,ω(E0, σˆ ), given P = (P x)x∈E0 ∈ Jm,ω(E0, σˆ ), we know that there
exists F ∈ Cm,ω(Rn) such that
‖F‖Cm,ω(Rn)  2‖ P ‖Jm,ω(E0,σˆ ), (12.3)
JxF ∈ Px + 2‖ P‖Jm,ω(E0,σˆ )σˆ (x) for all x ∈ E0. (12.4)
From (12.2) and (12.3), we have
JxF ∈ 2‖ P ‖Jm,ω(E0,σˆ ) ·C1(m,n) · σˆ (x) for all x ∈ E0 ∩B
(
y0, a¯0
)
. (12.5)
Hence it follows from (SL0.a), (12.4), and (12.5) that
Px ∈ C2‖ P ‖Jm,ω(E0,σˆ ) · σˆ (x) for all x ∈ E0 ∩B
(
y0, a¯0
)
,
which implies that T = 0 satisfies (SL5), as desired.
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Lemma 59 (Part 1 of the inductive step – the non-monotonic case). Fix a non-monotonic set
A  M (see Section 2.12 for the definition on “non-monotonic”). Assume the Strong Main
Lemma (Lemma 54) holds for all A¯ < A. Then the Weak Main Lemma (Lemma 53) holds for A.
Proof. Since A is non-monotonic (see Section 2.12), there exist α¯∗ ∈ A and γ ∈ M such that
α¯∗ + γ ∈ M\A. Define A¯∗ = A ∪ {α¯∗ + γ }. Following the proof of Lemma 7.1 in [5], we see
that A¯∗ < A and there exists (P¯ y0α )α∈A¯∗ satisfying (SL1)–(SL3) of the Strong Main Lemma,
with constants Ws Ww (as in (WL0.a) and (WL0.c)) and a¯0 depending only on Ww, m, and n
in (WL0.a), (WL0.c), (WL1)–(WL3) for A. Evidently, (WL0.a), (WL0.b), and (WL0.c) with Ww
imply that (SL0.a), (SL0.b), and (SL0.c) hold with Ws. Since we are assuming the Strong Main
Lemma for all A¯ < A and the conclusions (i.e., (SL5)–(SL7)) of the Strong Main Lemma are the
same as those (i.e., (WL5)–(WL7)) of the Weak Main Lemma, applying the Strong Main Lemma
to A¯∗, we obtain the Weak Main Lemma for A. 
12.4. Rescaled inductive hypothesis for the Main Lemma
The following result is proved in this section.
Lemma 60. Fix integers m,n 1. Fix A ⊆ M and assume the Strong Main Lemma 54 holds for
all A¯ < A. Then there exists a function aold0 : (0,∞) → (0,∞) such that the following holds.
Suppose we are given a constant A > 0; a regular modulus of continuity ω; a compact set
E0 ⊆ Rn; and for each x ∈ E0, a subset σˆ (x) ⊂ Rx .
Assume the following three conditions (G0) hold:
(G0.a) For each x ∈ E0, σˆ (x) ⊂ Rx is a Whitney ω-convex set with Whitney constant A (see
Section 2.11).
(G0.b) E0 consists of points of the same type (see (5.1) for the definition on type).
(G0.c) σˆ ’s satisfy the following: for x, y ∈ E0, with |x − y| 1, given Px ∈ σˆ (x), there exists
Py ∈ A · σˆ (y) with∣∣∂β(Px − Py)(x)∣∣A ·ω(|x − y|)|x − y|m−|β|, for |β|m.
Let Q ⊆ Rn be a cube with δQ  1. Suppose for each point y ∈ Q∗∗ ∩E0, we are given a set
A¯y < A and a family of polynomials P¯ yα indexed by A¯y .
Assume further the following three conditions (G1)–(G3) are satisfied.
(G1) ∂βP¯ yα (y) = δβα for β,α ∈ A¯y and y ∈ Q∗∗ ∩E0.
(G2) |∂βP¯ yα (y)|A · δ|α|−|β|Q for all α ∈ A¯y , β ∈ M, y ∈ Q∗∗ ∩E0 with β  α.
(G3) Given y ∈ Q∗∗ ∩E0 and α ∈ A¯y , there exists ϕα ∈ Cm,ωloc (Rn) with:
(a) |∂βϕα(x′) − ∂βϕα(x′′)|  aold0 (A) · δ|α|−mQ · ω(|x
′−x′′|)
ω(δQ)
+ A · δ|α|−m−1Q |x′ − x′′| for
|β| = m, x, y ∈ Rn with |x − y| δQ;
(b) Jxϕα ∈ A · δ
|α|−m
Q
ω(δQ)
σˆ (x) for all x ∈ E0;
(c) Jy(ϕα) = P¯ yα .
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on m and n; and a linear operator T : Jm,ωδQ (E0, σˆ ) → Cm,ωδQ (Rn) (see Definitions 20 and 51)
such that:
(G4) For all P = (P x)x∈E0 ∈ Jm,ωδQ (E0, σˆ ), we have JxT P −Px ∈ C′ · ‖ P ‖Jm,ωδQ (E0,σˆ ) · σˆ (x) for
all x ∈ E0 ∩Q∗.
(G5) For all P ∈ Jm,ωδQ (E0, σˆ ), we have for |β|m,
∥∥∂β(T P)∥∥
C0(Rn)  C
′ · ‖ P ‖Jm,ωδQ (E0,σˆ ) ·ω(δQ) · δ
m−|β|
Q ; and
for |β| = m, x′ and x′′ ∈ Rn with |x′ − x′′| δQ,∣∣∂β(T P )(x′)− ∂β(T P)(x′′)∣∣ C′ · ‖ P ‖Jm,ωδQ (E0,σˆ ) ·ω(∣∣x′ − x′′∣∣).
(G6) Given ε > 0 and x ∈ Rn, there exist {xx,ε1 , . . . , xx,εd ′ } ⊆ E0; and ci(α,β, x, ε) ∈ R, for
|α|, |β|m and 1 i  d ′, such that for all P = (P x)x∈E0 ∈ Jm,ωδQ (E0, σˆ ),
∣∣∣∣∣∂β(T P)(x)−
d ′∑
i=1
∑
|α|m
ci(α,β, x, ε)∂
αP x
x,ε
i
(
x
x,ε
i
)∣∣∣∣∣ ε ·C′ · ‖ P ‖Jm,ωδQ (E0,σˆ ),
for |β|m.
Proof. By the rescalings introduced in Section 8 of [5], we may assume δQ = 1 in the proof of
Lemma 60. We shall remark that (G0.b) rescales properly: According to the scalings introduced
in Section 8 of [5], the rescaling performed on E0 is just dilation; by the definition of the di-
mension of convex sets (see Section 2.5) and the definition for type (see Section 5), we see that
(G0.b) is invariant under rescaling. Furthermore, using the scalings
¯ˆ¯
σ( ¯¯x) = {(ω(δQ)δmQ)−1 · [P ◦ τ ]: P ∈ σˆ (δQ ¯¯x)},
τ ( ¯¯x) = δQ( ¯¯x),
¯¯ω(t) = ω(δQ)−1 ·ω(δQt) for t ∈ [0,1],
we see readily that (G0.a) and the inequality in (G0.c) also rescale properly.
For each y ∈ Q∗∗ ∩E0, the hypotheses (SL1)–(SL3) of the Strong Main Lemma (Lemma 54)
for A¯y hold, with ω, 2A, aold0 , E0, σˆ , y, P¯ yα (α ∈ A¯y ), in place of ω, Ws, a¯0, E0, σˆ , y0, Pyα
(α ∈ Ay ) in (SL1)–(SL3), respectively. Hence the Strong Main Lemma for A¯y produces an op-
erator T y :Jm,ω(E0, σˆ ) → Cm,ω(Rn) (recall that δQ has been set to 1), satisfying
(12.6) ‖T y‖ C′.
(12.7) JxT y P − Px ∈ C′ · ‖ P ‖Jm,ω(E0,σˆ ) · σˆ (x) for P = (P x)x∈E0 ∈ Jm,ω(E0, σˆ ), x ∈ E0 ∩
B(y, c′), and y ∈ Q∗∗ ∩E0.
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{xx,ε1 , . . . , xx,εd ′ } ⊆ E0; and ci(α,β, x, ε) ∈ R, for |α|, |β|  m and 1  i  d ′; such that
for P = (P x)x∈E0 ∈ Jm,ω(E0, σˆ ) and |β|m,∣∣∣∣∣∂β(T y P )(x)−
d ′∑
i=1
∑
|α|m
ci(α,β, x, ε)∂
αP x
x,ε
i
(
x
x,ε
i
)∣∣∣∣∣ ε ·C′ · ‖ P‖Jm,ω(E0,σˆ ).
Here C′ and c′ depend only on A, m, and n.
By the Vitali covering lemma (see Remark 39), there exist y′1, . . . , y′j ∈ E0∩Q∗∗, with j < ∞,
such that
E0 ∩Q∗∗ ⊆
j⋃
i=1
B
(
y′i ,
c′
35
)
and each ball in the cover
⋃j
i=1 B(y′i , c′) intersects with at most k (depending only on n) of the
balls B(y′i ,
c′
32 ). We use the following partition of unity to patch the local operators T
y′j together:
(12.9) 1 =∑ji=1 θi on an open neighborhood of E0 ∩Q∗∗.
(12.10) ‖θi‖Cm+1(Rn) A1, where A1 depends on c′,m, and n.
(12.11) suppt θi ⊆ B(y′i , c
′
32 ), with 1 i  j and y
′
i as chosen above.
(12.12) For each x ∈ Q∗, there exist at most k, depending only on n, θi ’s such that x ∈ suppt θi .
Now, define the map T : Jm,ω(E0) → Cm,ω(Rn) by
T P :=
j∑
i=1
θi · T y′i P . (12.13)
We check that T satisfies (G4)–(G6). Assume ‖ P‖Jm,ω(E0,σˆ )  1.
By definition, there exists F ∈ Cm,ω(Rn) such that
‖F‖Cm,ω(Rn)  2, and (12.14)
JxF − Px ∈ 2σˆ (x) for all x ∈ E0. (12.15)
Let
JxF − Px := P¯ x,σˆF ∈ 2σˆ (x) for x ∈ E0. (12.16)
Fix x ∈ E0 ∩Q∗.
We have
Jx
(
T y
′
i P )= Px +C′ · Px,σˆi , where Px,σˆi ∈ σˆ (x) (see (12.7))
= (JxF − P¯ x,σˆ )+C′ · Px,σˆ (see (12.16))F i
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(
C′ + 2)σˆ (x),(
thanks to (12.16)); (12.17)
and
Jx(T P) =
j∑
i=1
Jxθi 	 Jx
(
T y
′
i P ) (see (12.13)) (12.18)
=
j∑
i=1
Jxθi 	
(
JxF + P˜ x,σˆi
) (
thanks to (12.17)) (12.19)
= JxF +
j∑
i=1
Jxθi 	 P˜ x,σˆi
(
see (12.9)), (12.20)
where 	 denotes the ring multiplication in Rx .
We note that ∣∣∣∣∂βJxθi(x)A1
∣∣∣∣ 1, thanks to (12.10). (12.21)
Since (12.6) implies that ‖T y′i P ‖Cm,ω(Rn)  C′ (under the assumption that ‖ P ‖Jm,ω(E0,σˆ )1),
it follows from (12.14) and (12.17) that
∣∣∂βP˜ x,σˆi (x)∣∣ 2 +C′ for all |β|m. (12.22)
From (G0.a) (with δQ = 1 in the definition of ω-convexity), (12.21), and (12.22), we have
j∑
i=1
Jxθi 	 P˜ x,σˆi ∈ C2 · σˆ (x),
which, along with (12.20), shows
Jx(T P)− JxF ∈ C2 · σˆ (x).
This together with (12.15) implies that
Jx(T P )− Px ∈ C3 · σˆ (x).
Since x was arbitrarily chosen in E0 ∩Q∗, the above statement must hold for all x ∈ E0 ∩Q∗.
This completes the verification of (G4).
(G5) follows easily from (12.10) and (12.6) (assuming δQ = 1). (G6) follows from (12.8) and
(12.12) (assuming δQ = 1). 
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In this section, we give the set-up for the proof of Lemma 57 in the monotonic case. Fix
integers m,n 1 and A ⊂ M. We suppose the following are given:
• Constants W , a1, a2 > 0.
• A regular modulus of continuity ω.
• A compact set E0 ⊂ Rn.
• A point y0 ∈ E0.
• A family of polynomials Py0α ∈ P indexed by α ∈ A.
• For each x ∈ E0, a subset σˆ (x) ⊂ Rx .
We fix W , a1, a2, ω, E0, y0, (P y
0
α )α∈A, and σˆ until the end of Section 12.11.
(SU0) Assume the following three conditions hold:
(AS1) For each x ∈ E0, σˆ (x) ⊂ Rx is a Whitney ω-convex set with Whitney constant W
(see Section 2.11).
(AS2) E0 consists of points of the same type (see (5.1) for the definition on type).
(AS3) σˆ ’s satisfy the following: for x, y ∈ E0, with |x − y| 1, given Px ∈ σˆ (x), there
exists Py ∈ W · σˆ (y) with
∣∣∂β(Px − Py)(x)∣∣W ·ω(|x − y|)|x − y|m−|β|, for |β|m.
(SU1) A  M is monotonic (see Section 2.12).
(SU2) The Strong Main Lemma (Lemma 54) holds for all A¯ < A.
(SU3) ∂βP y0α (y0) = δβα for all α,β ∈ A.
(SU4) |∂βP y0α (y0)− δβα| a1 for all β ∈ M and α ∈ A.
(SU5) a1 is less than a small enough constant determined by m and n.
(SU6) Given α ∈ A, there exists ϕα ∈ Cm,ω(Rn) with:
(a) |∂βϕα(x′)− ∂βϕα(x′′)| a2 ·ω(|x′ − x′′|) for all β,x, x′, with |β| = m, x′, x′′ ∈ Rn
and |x′ − x′′| 1;
(b) Jxϕα ∈ W · σˆ (x) for all x ∈ E0;
(c) Jy0ϕα = Py
0
α .
(SU7) a2 is less than a small enough constant determined by a1, W , m, and n.
Lemma 61 (SU.I). Assume (SU0)–(SU7). Then there exist constants C′ and c′ depending only
on a1, a2, m, n, and W ; a constant d depending only on m and n; and a linear operator
T :Jm,ω(E0, σˆ ) → Cm,ω(Rn) such that:
(SU.I.1) For all P = (P x)x∈E0 ∈ Jm,ω(E0, σˆ ), we have JxT P −Px ∈ C′ · ‖ P‖Jm,ω(E0,σˆ ) · σˆ (x)
for all x ∈ E0 ∩B(y0, c′).
(SU.I.2) ‖T ‖ C′.
(SU.I.3) Given ε > 0 and x ∈ Rn, there exist {xx,ε1 , . . . , xx,εd ′ } ⊆ E0; and ci(α,β, x, ε) ∈ R, for
|α|, |β|m and 1 i  d ′, such that for all P = (P x)x∈E ∈ Jm,ω(E0, σˆ ),0
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d∑
i=1
∑
|α|m
ci(α,β, x, ε)∂
αP x
x,ε
i
(
x
x,ε
i
)∣∣∣∣∣ ε‖ P ‖Jm,ω(E0,σˆ ),
for |β|m.
The following is easy to see. (See Lemma 9.2 in [5].)
Lemma 62 (SU.II). Lemma 61 implies Lemma 57 in the monotonic case.
12.6. A B-basis
We recall the definition and properties of a B-basis as given in Sections 7–10 of [9] (there it is
called an A-basis). Although the discussion in [9] is in the setting of Cm and ideals, many results
regarding the B-basis can be carried over to our present situation. We will make the modifications
we need to take account of the presence of the regular modulus of continuity ω. The B-basis will
be used in formulating the Calderón–Zygmund rule (see Section 12.7). We recall the following
conditions given in Section 12.5.
(AS1) For each x ∈ E0, σˆ (x) ⊂ Rx is a Whitney ω-convex set with Whitney constant W (see
Section 2.11).
(AS2) E0 consists of points of the same type (see (5.1) for the definition on type).
(AS3) σˆ ’s satisfy the following: for x, y ∈ E0, with |x − y| 1, given Px ∈ σˆ (x), there exists
Py ∈ W · σˆ (y) with∣∣∂β(Px − Py)(x)∣∣W ·ω(|x − y|)|x − y|m−|β|, for |β|m.
Instead of considering general ideals, we will restrict our attention to the ideals⋃
M>0
M · σˆ (x)
for x ∈ E0.
We recall once again the following lemma:
Lemma 63. (See Lemma 2.2 in [11].) Let σˆ be a closed, convex, symmetric subset of RD . Then
we can write RD as a direct sum of vector spaces RD = I1 ⊕ I2 ⊕ I3, in terms of which we have
σˆ = σˆ1 ⊕ I2 ⊕{0}, with σ1 ⊂ I1 compact, convex, and symmetric, and having non-empty interior
in I1.
In the proof of Lemma 2.2 in [11], we see that⋃
M>0
M · σˆ (x) = I1 ⊕ I2.
Hence, by our definition of dim σˆ (see Section 2.5), we have
dim
⋃
M · σˆ (x) = dim σˆ (x). (12.23)
M>0
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We make the following definitions:
Definition 64. Suppose we are given a compact set E0 ⊂ Rn and σˆ (x) ⊂ Rx for each x ∈ E0.
Assume (AS1)–(AS3). Fix x0 ∈ E0.
1. A subset B ⊆ M is called “adapted to σˆ (x0)” if B is monotonic (see Section 2.12), and for
each r (0 r m), we have
dim
(
πrx0 σˆ (x0)
)= #{α ∈ B: |α| r},
where πrx0 : Rmx0 → Rrx0 is the natural projection (see Section 5).
2. If B ⊆ M and (Pα)α∈B forms a basis for σˆ (x0) (see Section 2.6 for the definition on a basis
for σˆ ) with ∂βPα(x0) = δβα for all α,β ∈ B, then we say that (Pα)α∈B is a “B-basis” for σˆ .
3. Let ω be a regular modulus of continuity, δ > 0, A > 0, B ⊆ M, and (Pα)α∈B a family of
polynomials indexed by B. We say that (Pα)α∈B is “(ω, δ,A)-controlled in σˆ (x0)” if we
have:
(a) |∂βPα(x0)|A · δ|α|−|β| for α ∈ B and β ∈ M;
(b) ∂βPα(x0) = 0 for |β| < |α|, α ∈ B; and
(c) Pα ∈ A · δ|α|−|m|ω(δ) · σˆ (x0).
Definition 65. Let ω be a regular modulus of continuity, δ > 0, A > 0, B ⊆ M, and (Pα)α∈B a
family of polynomials indexed by B. We say that (Pα)α∈B is “an (ω, δ,A)-controlled B-basis for
σˆ (x0)” if (Pα)α∈B is a B-basis (see Definition 64(2) above) for σˆ (x0) and is (ω, δ,A)-controlled
in σˆ (x0) (see Definition 64(3) above).
Remark 66. Condition 3(c) in Definition 64 is the necessary add-on to the definition given in
Section 7 of [9]. All other definitions are the same as the ones in [9] for ideals. Condition 3(b) in
Definition 64 holds whenever B is adapted to σˆ (x), see Lemma 68 below.
Lemma 67. (See Proposition 8.1 in [9].) There exists at most one B-basis for I (x0) (an ideal
at x0).
Lemma 68. (See Proposition 8.2 in [9].) Suppose B ⊆ M is adapted to I (x0) (an ideal at x0),
and suppose I (x0) admits a B-basis. Then the B-basis (Pα)α∈B for I (x0) satisfies
∂βPα(x0) = 0 for |β| < |α| for α ∈ B.
We recall the key results in [9] in the following lemma.
Lemma 69. (See Section 8 of [9].) Given integers m,n  1 and an ideal I at x, there exist a
constant C depending only on m and n; a positive constant δ; a subset B ⊆ M; and a basis
(Pα)α∈B for I , such that the following hold: (0) B is adapted to I ; (1) ∂βPα(x) = δβα for
all α,β ∈ B; (2) ∂βPα(x) = 0 for |β| < |α|, α ∈ B; (3) |∂βPα(x)|  Cδ|α|−|β| for α ∈ B and
β ∈ M; (4) Pα ∈ I ; and (5) A can be ordered so that the matrix [∂βPα(x)]α,β∈A is triangular
(say upper) with 1’s on the main diagonal.
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a regular modulus of continuity ω, and σˆ (x) ⊂ Rx for each x ∈ E0. Assume (AS1)–(AS3). Fix
x0 ∈ E0. Then there exist a constant C (depending only on m and n), a positive constant δ,
and a subset B ⊆ M such that B is adapted to σˆ (x0) and σˆ (x0) admits an (ω, δ,C)-controlled
B-basis.
Proof. We apply Lemma 69 to the ideal I =⋃M>0 M · σ(x0). Thus, we have that there exist
a constant C (depending only on m and n), δ0 > 0, a subset B ⊆ M, a basis (Pα)α∈B for I
such that (A) B is adapted to I ; (B) ∂βPα(x0) = δβα for all α,β ∈ B; (C) ∂βPα(x0) = 0 for
|β| < |α|, α ∈ B; (D) |∂βPα(x0)| Cδ|α|−|β|0 for α ∈ B and β ∈ M; and (E) Pα ∈ I . By (12.23)
and Definition 64(1) we see that B is also adapted to σˆ (x0). Since Pα ∈ I , there exists Mα ∈ R
such that Pα ∈ Mα · σ(x0) for each α ∈ B. Let Mmax := max|α|m{Mα}. Then Pα ∈ M · σ(x0)
for all α ∈ B. Since δ|α|−m
ω(δ)
is a decreasing function on (0,1] and tends to ∞ as δ tends to 0, we
may choose δ small enough, say δ1, such that
δ
|α|−m
1
ω(δ1)
Mmax. In view of (B) and (C), we know
that (B) and (C) remain true for any δ ∈ (0, δ0] in place of δ0. Hence, letting δ := min{δ0, δ1}, we
see that Pα ∈ C δ|α|−|m|ω(δ) · σˆ (x0). Thus, (Pα)α∈B is an (ω, δ,C)-controlled B-basis for σˆ (x0). 
Lemma 71. (Analogue of Lemma 9.1 in [9].) Suppose we are given a compact set E0 ⊂ Rn,
a subset σˆ (x) ⊂ Rx for each x ∈ E0, and a point y0 ∈ E0. Assume (AS1)–(AS3). Then there exist
ρ > 0 and δ > 0 satisfying the following: There exists B ⊆ M such that for each x ∈ E0∩Bρ(y0),
B is adapted to σˆ (x), and σˆ (x) admits an (ω, δ,C)-controlled B-basis where C depends on m, n,
and W as in (AS1) and (AS3).
Proof. The argument is in the same spirit as the one for Lemma 9.1 in [9].
By Lemma 70, there exist B ⊆ M adapted to σˆ (y0) and an (ω, δ,C′)-basis (P y0α )α∈B for
σˆ (y0) with C′  1 depending only on m, and n. By (AS2), the function x → dimπrx (σˆ (x)) is
constant on E0 for each 0 r m. Consequently, being adapted to σˆ (y0),
(12.24) B is also adapted to σˆ (x) for all x ∈ E0.
Let (P y0α ) be the (ω, δ,C′)-basis for σˆ (y0).
(12.25) Choose 1 > ρ1 > 0 such that for any real matrix [Mαβ ]α,β∈B , if |δαβ − Mαβ | < ρ1 for
all α,β ∈ B, then [Mαβ ] is invertible; and
(12.26) if [M˜αβ ] = [Mαβ ]−1, then we have |M˜αβ − δαβ | δm.
(Statement (12.25) follows from an easy continuity argument, while statement (12.26) follows
from an induction argument on the size of the matrix.)
(12.27) Choose 1 > ρ2 > 0 such that W · C′ δ|α|−mω(δ) · ω(ρ2)ρm−|β|2 < min{ρ12 , δ|α|−|β|}, for any
α,β ∈ B, where W is the constant as in (AS1) and (AS3).
(12.28) Choose 1 > ρ3 > 0 such that for all x ∈ Bρ3(y0), α,β ∈ B, we have∣∣∂βP y0α (y0)− ∂βP y0α (x)∣∣< ρ12 .
(This is possible by continuity.)
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ρ := min{ρ2, ρ3, δ}. (12.29)
By (AS3), we know that for each
x ∈ E0 ∩Bρ(y0), (12.30)
there exists
P¯ xα ∈ W ·C′
δ|α|−m
ω(δ)
σˆ (x) (12.31)
such that for |β|m, we have
∣∣∂β(Py0α − P¯ xα )(x)∣∣W ·C′ δ|α|−mω(δ) ·ω(|x − y0|)|x − y0|m−|β|. (12.32)
We estimate the difference between δαβ and ∂βP¯ xα at x:∣∣δαβ − ∂βP¯ xα (x)∣∣= ∣∣∂βP y0α (y0)− ∂βP¯ xα (x)∣∣ (since (Py0α )α∈B is a B-basis for σˆ (y0))
= ∣∣∂βP y0α (y0)− ∂βP y0α (x)+ ∂βP y0α (x)− ∂βP¯ xα (x)∣∣

∣∣∂βP y0α (y0)− ∂βP y0α (x)∣∣+ ∣∣∂βP y0α (x)− ∂βP¯ xα (x)∣∣
 ρ1
2
+ ∣∣∂βP y0α (x)− ∂βP¯ xα (x)∣∣ (by (12.28), (12.29), and (12.30))
 ρ1
2
+ ρ1
2
(
by (12.27), (12.30), and (12.32))
= ρ1 for α,β ∈ B. (12.33)
By (12.25), this implies that [
∂βP¯ xα (x)
]
α,β∈B is invertible. (12.34)
Let
[M˜α′α]α′,α∈B :=
[
∂βP¯ xα (x)
]−1
α,β∈B. (12.35)
Define
Pxα :=
∑
P¯ xα′ · M˜α′α, for x ∈ Bρ(y0). (12.36)
Now the normalization condition(
∂βP xα
)
(x) = δαβ, for α,β ∈ B, (12.37)
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(
Pxα
)
α∈B are linearly independent. (12.38)
From (12.26), (12.33), and (12.35), we have
|M˜α′α − δα′α| δm for all x ∈ Bρ(y0)∩E0. (12.39)
Now, since |∂βP y0α (y0)|  C′δ|α|−|β| for α ∈ B and β ∈ M (by the assumption that it is
(ω, δ,C′)-controlled in σˆ (y0)), by Taylor’s Theorem and (12.29), we have
(12.40) |∂βP y0α (x)− ∂βP y0α (y0)| C′1δ|α|−|β| for x ∈ Bρ(y0)∩E0, α ∈ B, β ∈ M.
Additionally, from (12.27), (12.29), and (12.32), we have
(12.41) |∂βP y0α (x)− ∂βP¯ xα (x)| C′2δ|α|−|β| for x ∈ Bρ(y0)∩E0, α ∈ B, β ∈ M.
From (12.40), (12.41), and the fact that |∂βP y0α (y0)|  C′δ|α|−|β| for α ∈ B and β ∈ M (by
the assumption that it is (ω, δ,C′)-controlled in σˆ (y0)), we have
∣∣∂βP¯ xα (x)∣∣ C′3δ|α|−|β| for x ∈ Bρ(y0)∩E0, α ∈ B, β ∈ M. (12.42)
In light of (12.36) and (12.39), we have
∣∣∂βP xα (x)∣∣ C4 ∑
α′∈B
δ|α′|−|β| · δm + ∣∣∂βP¯ xα (x)∣∣ (thanks to (12.39) and (12.42))
 C′4δ|α|−|β| for x ∈ Bρ(y0)∩E0, α ∈ B, β ∈ M
(
thanks to (12.42)). (12.43)
Now, we recall from (12.31) that
P¯ xα ∈ W ·C′
δ|α|−m
ω(δ)
σˆ (x). (12.44)
On account of (12.36) and (12.39), this shows that
Pxα ∈ W ·C′5
δ|α|−m
ω(δ)
σˆ (x), x ∈ Bρ(y0)∩E0. (12.45)
Let C := W · max{C′,C′1,C′2,C′3,C′4,C′5}. Here, C depends only on m, n, and W , since C′,
C′1, . . . ,C′5 depend only on m and n. In view of (12.37), (12.38), (12.43), and (12.45), we have
that for each x ∈ E0 ∩ Bρ(y0), B is adapted to σˆ (x) and σˆ (x) admits an (ω, δ,C)-controlled
B-basis with C depending only on m, n, and W . 
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We place ourselves in the setting of Section 12.5. We fix a cube Q0 ⊂ Rn with the following
properties:
Q0 is centered at y0, (12.46)
(Q0)
∗∗∗ ⊂ B(y0, a1), (12.47)
ca1 < δQ0 < a1, for some c > 0 depending only on m,n. (12.48)
To “bisect” a cube is to subdivide it into 2n congruent sub-cubes. For a fixed cube Q0 ⊂ Rn, the
set D of “dyadic” cubes consists of Q0 and all the cubes arising from Q0 by bisecting k times,
for any k  0. The “dyadic parent” of a cube Q (different from Q0) in D is the cube that gives
rise to Q through bisection; we denote it by Q+.
Two distinct dyadic cubes are said to “abut,” or “touch,” if they have disjoint interiors and
have non-empty intersection.
A Calderón–Zygmund rule
Let A be a given subset of M. We start with the cube Q0. Dyadically cut Q0. Stop bisecting
Q ⊆ Q0 if either of the following two situations happens:
OK Rule For all y ∈ Q∗∗ ∩ E0, there exists Ay < A for which there exists a family of polyno-
mials {Pyα } indexed by Ay such that:
(OK1) ∂βP yα (y) = δβα for all α,β ∈ Ay .
(OK2) δ|β|−|α|Q |∂βP yα (y)| (a1)−(m+2) for all β ∈ M , α ∈ Ay , and β  α.
(OK3) Given α ∈ Ay , there exists ϕα ∈ Cm,ωloc (Rn) with:
(a) |∂βϕα(x′) − ∂βϕα(x′′)|  (a1)−(m+2) · a2 · δ|α|−mQ · ω(|x
′−x′′|)
ω(δQ)
+ (a1)−(m+2) ·
δ
|α|−m−1
Q |x′ − x′′| for |β| = m, x′, x′′ ∈ Rn with |x′ − x′′| δQ;
(b) Jxϕα ∈ (a1)−(m+2) δ
|α|−m
Q
ω(δQ)
· σˆ (x) for all x ∈ E0;
(c) Jy(ϕα) = Pyα .
Fine Rule Either E0 ∩ Q∗∗ = ∅ or there exists B ⊆ M such that for each x ∈ E0 ∩ Q∗∗, B is
adapted to σˆ (x) and σˆ (x) admits an (ω, δQ,C)-controlled B-basis (see Section 12.6) for
some C depending only m, n, and W (see Lemma 71).
We say that a dyadic cube Q ⊆ Q0 is OK (respectively, Fine) if it satisfies the OK Rule
(respectively, Fine Rule). A dyadic cube Q ⊆ Q0 is a “CZ” or “Calderón–Zygmund” cube if it
is OK or Fine, but no dyadic cube properly containing Q is OK or Fine.
Remark 72. The OK Rule is slightly different from the one laid down in Section 11 of [5].
Specifically, y in Section 11 of [5] is in Q∗∗, while in our case it is assumed to be in Q∗∗ ∩ E0.
(See the Rescaled Inductive Hypothesis for the Main Lemma (Lemma 60).) However, this change
does not affect the results obtained in [5] regarding the OK cubes.
Lemma 73 (Bisection stops in finite steps). The CZ cubes partition Q0 into finitely many dyadic
cubes.
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that (i) Qj is the dyadic parent of Qj+1, (ii) δQj tends to 0 as j tends to ∞, and (iii) Q∗∗j ∩E0 = ∅
(otherwise we would have stopped by the Fine Rule). Since for each j , Q∗∗j ∩ E0 is closed and
non-empty and Q∗∗j+1 ∩E0 ⊂ Q∗∗j ∩E0, we have
⋂∞
j=1 Q∗∗j ∩E0 = ∅. Let y0 ∈
⋂∞
j=1 Q∗∗j ∩E0.
Then by Lemma 71, there exists δ > 0 such that all dyadic cubes contained in Bδ(y0) are Fine.
For j sufficiently large but finite, we see that all Q∗∗j contain y0 and δQj  δ. Thus, we have
Q∗∗j ⊆ Bδ(y0), which, in view of the fact that all dyadic cubes in Bδ(y0) are Fine, would force
the bisection to terminate, contradicting our assumption that we have an infinite sequence of
dyadic cubes. 
Lemma 74 (Good geometry of CZ cubes). If two CZ cubes Q1 and Q2 abut, then
(1/2)δQ1  δQ2  2δQ1 .
Proof. The argument is almost the same as the one for Lemma 11.1 in [5]. Suppose not and
assume (without loss of generality) δQ1 < δQ2 . Since the cubes are dyadic, by the assumptions
that δQ1 < δQ2 and that δQ2  2δQ1 fails, we must have δQ1  (1/4)δQ2 . Since Q1 and Q2 abut,
the dyadic parent Q+1 also abuts Q2 and δQ+1  (1/2)δQ2 . Thus,(
Q+1
)∗∗ ⊂ (Q2)∗∗. (12.49)
Since Q2 is a CZ cube, it is either OK or Fine. If Q2 is Fine, then by (12.49) Q+1 is also Fine,
contradicting the fact that Q1 is a CZ cube. If Q2 is OK, then the argument for Lemma 11.1
in [5] shows that Q+1 is also OK, again a contradiction. 
12.8. Adapting previous results
We place ourselves in the setting of Section 12.5. The results obtained in Section 10 (starting
from Lemma 10.3) through Section 13 of [5] involving polynomials indexed by A are applicable
to our present situation, since the analysis there does not make use of the assumption that E
is a finite set. In the following proposition, we consolidate the key lemmas pertaining to our
discussion.
Proposition 75. In the setting of Section 12.5, for each y ∈ B(y0, a1), there exist polynomials
P
y
α ∈ P indexed by α ∈ A with the following properties:
(WL1)y ∂βP yα (y) = δβα for β,α ∈ A.
(WL2)y |∂βP yα (y)− δβα|Wa1 for all α ∈ A and β ∈ M.
(WL3)y There exists ϕα ∈ Cm,ωloc (Rn) such that:
(a) |∂βϕα(x′) − ∂βϕα(x′′)|Wa2ω(|x′ − x′′|) for |β| = m and x′, x′′ ∈ Rn such that
|x′ − x′′| 1.
(b) Jxϕα ∈ Wσˆ(x) for all x ∈ E0.
(c) Jyϕα = Pyα .
Furthermore, if Q is a CZ cube and y ∈ Q∗∗∗, then we have the following estimate
δ
|β|−|α|
Q
∣∣∂βP yα (y)∣∣ (a1)−(m+1) (12.50)
for all α ∈ A and β ∈ M.
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is different from Lemma 10.3 in [5] but it follows from our Theorem 6. Moreover, in our appli-
cation of Proposition 75, y is taken to be in B(y0, a1)∩E0. The proof of Lemma 13.1 in [5] uses
only the OK conditions (specifically, if (12.50) failed, then Q would be properly contained in an
OK dyadic cube).
12.9. Controlling the main polynomials
We place ourselves in the setting of Section 12.5. The materials in this section mirror those
in Section 14 of [5]. The only difference is that the main polynomials we will use are at points
in E0 ∩ Q∗∗∗, where Q is a CZ cube, as opposed to points in Q∗∗∗. This change is necessary to
preserve the bounded depth property in the construction.
Definition 77. Given P = (P x) ∈ Jm,ω(E0) and y ∈ Rn, define
K P (y,E0,M) :=
{
JyF : F ∈ Cm,ω
(
Rn
)
,‖F‖Cm,ω(Rn) M, and
JxF − Px ∈ Mσˆ(x) ∀x ∈ E0
}
,
K#P (y,E0,M) :=
{
P ∈ K P (y,E0,M): ∂βP (y) = 0 for all β ∈ A
}
.
We recall once again Lemma 5.1 in [8]:
Lemma 78. (See Lemma 5.1 in [8].) Suppose we are given P = (P x)x∈E0 ∈ Jm,ω(E0, σˆ ) and
y ∈ E0. Let P ∈ K P (y,E0,M). Then
P +M · σˆ (y) ⊆ K P (y,E0,2M) ⊆ P + 3M · σˆ (y).
Proposition 79. If P = (P x)x∈E0 ∈ Jm,ω(E0, σˆ ) and y ∈ E0, then
Py ∈ K P
(
y,E0,4‖ P ‖Jm,ω(E0,σˆ )
)
.
Proof. Let M = ‖ P ‖Jm,ω(E0,σˆ ). From Definition 77, we see that
K P (y,E0,2M) ⊆ Py + 2Mσˆ(y). (12.51)
Since P = (P x)x∈E0 ∈ Jm,ω(E0, σˆ ) with ‖ P ‖Jm,ω(E0,σˆ ) = M , by definition, there exists F ∈
Cm,ω(Rn) with ‖F‖Cm,ω(Rn)  2M and JxF − Px ∈ 2Mσˆ(x) for all x ∈ E0. By the definition
of K P , we see that JyF ∈ K P (y,E,2M). This and (12.51) show that
JyF = Py + Pσ1 , for some Pσ1 ∈ 2Mσˆ(y),
which yields that
Py − JyF = −Pσ1 ∈ 2Mσˆ(y), since Mσˆ(y) is symmetric. (12.52)
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JyF +
(−Pσ1 ) ∈ JyF + 2Mσˆ(y) (see (12.52))
⊆ K P (y,E0,4M) (by Lemma 78). (12.53)
Putting (12.52) in place of (−Pσ1 ) in (12.53), we conclude that
Py ∈ K P (y,E0,4M). 
Proposition 80. (Analogue of Lemma 10.2 in [5].) Let M > 0, y ∈ E0, and suppose we are given
P ∈ K P (y,E0,C). Then for |y′ − y| 1 and y′ ∈ E0, there exists P ′ ∈ K P (y′,E0,C) such that∣∣∂β(P − P ′)(y)∣∣, ∣∣∂β(P − P ′)(y′)∣∣ C′ω(∣∣y − y′∣∣) · ∣∣y − y′∣∣m−|β| for |β|m.
Proof. By Definition 77, we see that there exists F ∈ Cm,ω(Rn) with ‖F‖Cm,ω(Rn)  C, JxF −
Px ∈ Cσˆ (x) for all x ∈ E0, and JyF = P . Letting P ′ = Jy′F and recalling Definition 77, we see
that P ′ ∈ K P (y′,E0,C). The estimates follow at once from Taylor’s Theorem. 
Proposition 81. (Analogue of Lemma 14.1 in [5].) Let Q,Q′ be CZ cubes that abut or coincide.
Suppose we are given
y ∈ Q∗∗∗ ∩E0, y′ ∈
(
Q′
)∗∗∗ ∩E0,
and
P ∈ K#P (y,E0,C) (see Definition 77).
Then there exists
P ′ ∈ K#P
(
y′,E0,C′
)
,
with ∣∣∂β(P ′ − P )(y′)∣∣ C′′ · (a1)−(m+1) ·ω(δQ)δm−|β|Q for β ∈ M. (12.54)
Sketch of Proof. It follows the same line of argument used to prove Lemma 14.1 in [5]. By
Lemma 80, there exists P˜ ∈ K P (y′,E0,C′) with∣∣∂β(P˜ − P)(y′)∣∣ C′ω(δQ)δm−|β|Q for β ∈ M. (12.55)
In arriving at (12.55), we have used the fact that |y − y′|  C1δQ for some constant C1  1
depending only on m, n (see Lemma 74). By the definition of K#P , we have ∂
βP (y) = 0 for all
β ∈ A. This and (SU1) show that ∂γ+βP (y) = 0 for |γ |m − |β|. Since ∂βP is a polynomial
of degree at most m− |β|, it follows that
∂βP ≡ 0 for all β ∈ A. (12.56)
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∣∣∂β(P˜ )(y′)∣∣ C′ω(δQ)δm−|β|Q for β ∈ A. (12.57)
By Proposition 75, there exist (P y
′
α )α∈A satisfying (WL1)y′ , (WL2)y′ , and (WL3)y′ with
δ
|β|−|α|
Q′
∣∣∂βP y′α (y′)∣∣ (a1)−(m+1) for α ∈ A and β ∈ M. (12.58)
Define
P ′ := P˜ −
∑
α∈A
[
∂αP˜
(
y′
)]
Py
′
α . (12.59)
First of all, from (12.55), (12.57)–(12.59) and (SU5), we see that (12.54) holds. From (12.59),
it is easy to see that ∂βP ′(y′) = 0 for all β ∈ A. Since P˜ ∈ K P (y′,E0,C), there exists F˜ ∈
Cm,ω(Rn) with ‖F˜‖Cm,ω(Rn)  C, JxF˜ − Px ∈ Cσˆ (x), and Jy′(F˜ ) = P˜ . Furthermore, for each
α ∈ A, there exists ϕα satisfying (WL3)y′ .
We introduce the cutoff function θ on Rn with ‖θ‖Cm+1(Rn)  C′1, θ = 1 on B(y′,1/20) and
suppt θ ⊂ B(y′,1/10).
Define
F := F˜ −
∑
α∈A
[
∂αP˜
(
y′
)]
θϕα.
One can check that ‖F‖Cm,ω(Rn)  C′′, JxF − Px ∈ C′′σˆ (x) for all x ∈ E0, and Jy′F = P ′,
showing that P ′ ∈ K#P (y′,E0,C′′). 
Proposition 82. (Analogue of Lemma 14.2 in [5].) Let Q be a CZ cube. Suppose we are given
y ∈ Q∗∗∗ ∩E0
and
P1,P2 ∈ K#P (y,E0,C).
Then
∣∣∂β(P1 − P2)(y)∣∣ (a1)−(m+1) · a−12 ·ω(δQ)δm−|β|Q for β ∈ M. (12.60)
Sketch of Proof. The proof is the same as the one for Lemma 14.2 in [5]: If (12.60) failed, then
Q would be a proper subcube of Q0 and Q+ would be OK, contradicting the fact that Q is a CZ
cube. 
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where Q and Q′ are CZ cubes that abut. For any P ∈ K#P (y,E0,C) and P ′ ∈ K#P (y′,E0,C), we
have ∣∣∂β(P − P ′)(y)∣∣, ∣∣∂β(P − P ′)(y′)∣∣
 C′ · (a1)−(m+1) · a−12 ·ω(δQ)δm−|β|Q for |β|m. (12.61)
Sketch of Proof. The inequalities follow from Lemmas 81, 82 and the good geometry of the CZ
cubes (see Lemma 74). 
Corollary 84 (to Proposition 83). Suppose y ∈ Q∗∗∗ ∩ E0 and y′ ∈ (Q′)∗∗∗ ∩ E0, where Q
and Q′ are CZ cubes that abut. Let cQ be the center of Q. For any P ∈ K#P (y,E0,C) and
P ′ ∈ K#P (y′,E0,C), we have∣∣∂β(P − P ′)(cQ)∣∣ C′′ · (a1)−(m+1) · a−12 ·ω(δQ)δm−|β|Q for |β|m. (12.62)
Proof. Since y ∈ Q∗∗∗ ∩ E0, we have |cQ − y|  KδQ (for some constant K > 1 depending
only on n). By Taylor’s Theorem, we have
∣∣∂β(P − P ′)(cQ)∣∣= ∣∣∣∣ ∑
|γ |m−|β|
(
1
γ !∂
γ+β(P − P ′)(y)) · (cQ − y)γ ∣∣∣∣

∣∣∣∣ ∑
|γ |m−|β|
(
1
γ ! ·C
′ · (a1)−(m+1) · a−12 ·ω(δQ)δm−|β|−|γ |Q
)
· (KδQ)|γ |
∣∣∣∣
= C′′ · (a1)−(m+1) · a−12 ·ω(δQ)δm−|β|Q ,
where the inequality follows from Proposition 83. 
Proposition 85. (Analogue of Lemma 14.4 in [5].) Let Q,Q′ be distinct CZ cubes, with centers
cQ and cQ′ , respectively. Let y ∈ Q∗∗∗ ∩E0 and y′ ∈ (Q′)∗∗∗ ∩E0. Suppose P ∈ K#P (y,E0,C),
then there exists P ′ ∈ K#P (y′,E0,C) such that∣∣∂β(P − P ′)(cQ′)∣∣
 C′′ · (a1)−(m+1) ·ω
(|cQ − cQ′ |) · |cQ − cQ′ |m−|β| for |β|m. (12.63)
Remark 86. This formulation is different from the original lemma, where the polynomials are
taken to be jets at the centers of the cubes.
Proof. First, we show that there exists P ′ ∈ K#P (y′,E0,C) such that∣∣∂β(P − P ′)(y′)∣∣
 C′′ · (a1)−(m+1) ·ω
(|cQ − cQ′ |) · |cQ − cQ′ |m−|β| for |β|m. (12.64)
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hence |y − y′| 2a1 < 1 by (SU5). Proposition 80 shows that there exists
P˜ ∈ K P
(
y′,E0,C
) (12.65)
such that ∣∣∂β(P˜ − P)(y′)∣∣ C′ω(∣∣y − y′∣∣) · ∣∣y − y′∣∣m−|β| for |β|m. (12.66)
By the definition of K#P , we have ∂
βP (y) = 0 for all β ∈ A. This and (SU1) show that
∂γ+βP (y) = 0 for |γ |  m − |β|. Since ∂βP is a polynomial of degree at most m − |β|, it
follows that
∂βP ≡ 0 for all β ∈ A. (12.67)
From (12.66) and (12.67), we obtain∣∣∂β(P˜ )(y′)∣∣ C′ω(∣∣y − y′∣∣) · ∣∣y − y′∣∣m−|β| for β ∈ A. (12.68)
By Proposition 75, there exist (P y
′
α )α∈A satisfying (WL1)y′ , (WL2)y′ , and (WL3)y′ with
δ
|β|−|α|
Q′
∣∣∂βP y′α (y′)∣∣ (a1)−(m+1), for α ∈ A and β ∈ M. (12.69)
Define
P ′ := P˜ −
∑
α∈A
[
∂αP˜
(
y′
)]
Py
′
α . (12.70)
Now results (92) through (107) in Section 14 of [5] show
P ′ ∈ K#P
(
y′,E0,C′1
)
. (12.71)
From (12.70), we have∣∣∂β(P ′ − P˜ )(y′)∣∣∑
α∈A
∣∣∂αP˜ (y′)∣∣ · ∣∣∂βP y′α (y′)∣∣ for |β|m. (12.72)
Note that ∣∣y − y′∣∣ |y − cQ| + |cQ − cQ′ | + ∣∣cQ′ − y′∣∣
AδQ + |cQ − cQ′ | +AδQ′
 C′′|cQ − cQ′ |, for some C′′ > 1,
< 1
(
thanks to (SU5) and the fact that Q,Q′ are CZ cubes). (12.73)
1996 G.K. Luli / Advances in Mathematics 224 (2010) 1927–2021If |β| |α|, α ∈ A, then (12.68), (WL2)y′ and (SU5) yield∣∣∂αP˜ (y′)∣∣ · ∣∣∂βP y′α (y′)∣∣ C′ω(∣∣y − y′∣∣) · ∣∣y − y′∣∣m−|α|
 C′ω
(∣∣y − y′∣∣) · ∣∣y − y′∣∣m−|β|
 C1ω
(|cQ − cQ′ |) · |cQ − cQ′ |m−|β| (see (12.73)). (12.74)
If |β| |α|, α ∈ A, then (12.68) and (12.69) show that∣∣∂αP˜ (y′)∣∣ · ∣∣∂βP y′α (y′)∣∣
 C′′ω
(∣∣y − y′∣∣) · ∣∣y − y′∣∣m−|α| · (a1)−(m+1) · δ|α|−|β|Q′
 C2ω
(|cQ − cQ′ |) · |cQ − cQ′ |m−|α| · (a1)−(m+1) · |cQ − cQ′ ||α|−|β| (see (12.73))
= C2ω
(|cQ − cQ′ |) · |cQ − cQ′ |m−|β| · (a1)−(m+1). (12.75)
Putting (12.74) and (12.75) into (12.72), recalling (SU5), we have∣∣∂β(P ′ − P˜ )(y′)∣∣ C3(a1)−(m+1)ω(|cQ − cQ′ |) · |cQ − cQ′ |m−|β|. (12.76)
Furthermore, from (12.66), (12.73) and (SU5), we also have∣∣∂β(P˜ − P)(y′)∣∣ C3(a1)−(m+1)ω(|cQ − cQ′ |) · |cQ − cQ′ |m−|β|. (12.77)
From (12.76) and (12.77), we obtain (12.64).
To establish (12.63) from (12.64), we just to appeal to Taylor’s Theorem:∣∣∂β(P − P ′)(cQ′)∣∣
=
∣∣∣∣ ∑
|γ |m−β
(
1
γ !∂
γ+β(P − P ′)(y′)) · (cQ′ − y′)γ ∣∣∣∣

∑
|γ |m−β
1
γ !
∣∣∂γ+β(P − P ′)(y′)∣∣ · (C′′|cQ − cQ′ |)|γ | (by (12.73))
 C′′′ · (a1)−(m+1) ·ω
(|cQ − cQ′ |) · |cQ − cQ′ |m−|β|−|γ | · |cQ − cQ′ ||γ | (by (12.64))
 C4(a1)−(m+1) ·ω
(|cQ − cQ′ |) · |cQ − cQ′ |m−|β| for |β|m. 
Proposition 87. (Analogue of Lemma 14.5 in [5].) Let Q, Q′ be distinct CZ cubes, with centers
cQ and cQ′ , respectively. Let y ∈ Q∗∗∗ ∩E0 and y′ ∈ (Q′)∗∗∗ ∩E0. Suppose P ∈ K#P (y,E0,C)
and P ′ ∈ K#P (y′,E0,C). Then we have∣∣∂β(P − P ′)(cQ′)∣∣ C′′ · (a1)−(m+1) · a−12
×ω(|cQ − cQ′ |) · |cQ − cQ′ |m−|β| for |β|m. (12.78)
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C · |cQ − cQ′ |. 
Proposition 88 (Projection onto K#P ). Let Q be a CZ cube and y ∈ Q∗∗∗ ∩ E0. Then there
exists a linear map πy : K P (y,E0,C) → K#P (y,E0,C′). Here πy is independent of P and C′ is
a constant that depends only on m, n, and W (as in the setting of Section 12.5).
Proof. Since Q is a CZ cube and y ∈ Q∗∗∗ ∩ E0, by Proposition 75, there exist (P yα )α∈A satis-
fying (WL1)y , (WL2)y , and (WL3)y with
δ
|β|−|α|
Q
∣∣∂βP yα (y)∣∣ (a1)−(m+1) for all α ∈ A and β ∈ M. (12.79)
Define
πy(P ) := P −
∑
α∈A
[
∂αP (y)
] · Pyα . (12.80)
By (WL3)y (b) and (WL3)y (c) of Proposition 75, we have
Pyα ∈ W · σˆ (y) for all α ∈ A. (12.81)
Given P ∈ K P (y,E0,C), by the definition of K P (y,E0,C) (see Definition 77), we have∣∣∂αP (y)∣∣ C for all |α|m. (12.82)
From (12.81) and (12.82), we have∑
α∈A
[
∂αP (y)
] · Pyα ∈ C1 · σˆ (y), (12.83)
where C1 is a constant depending only on m, n, and W .
By Lemma 78, we have
πy(P ) ∈ K P
(
y,E0,C
′), (12.84)
where C′ is a constant depending only on m, n, and W . Moreover, ∂απy(P )(y) = 0 by (12.80)
and (WL1)y of Proposition 75. It follows from Definition 77 that πy(P ) ∈ K#P (y,E0,C′) for all
P ∈ K P (y,E0,C). 
12.10. Analysis on the Fine cubes
The purpose of this section is to construct a bounded-depth linear operator on the Fine cubes.
As usual, we assume throughout this section that E0 is a given compact subset of Rn and
σˆ (x) ⊂ Rx for each x ∈ E0. We assume the following hold (see (SU0) of Section 12.5).
(AS1) For each x ∈ E0, σˆ (x) ⊂ Rx is a Whitney ω-convex set with Whitney constant W (see
Section 2.11).
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(AS3) σˆ ’s satisfy the following: for x, y ∈ E0, with |x − y| 1, given Px ∈ σˆ (x), there exists
Py ∈ W · σˆ (y) with∣∣∂β(Px − Py)(x)∣∣W ·ω(|x − y|)|x − y|m−|β|, for |β|m.
Proposition 89 (Uniqueness). Let C be a positive constant. Suppose x ∈ E0 ∩ Q∗∗. Let  :=
dim σˆ (x). Let B ⊆ M be an index set with #(B) =  and (P xα )α∈B a family of polynomials with
the following properties: (a) ∂βP xα (x) = δαβ , for all α,β ∈ B; (b) |∂βP xa (x)| Cδ|α|−|β|Q for all
α ∈ B and β  α; (c) δm−|α|Q Pxα ≡ P˜ xα ∈ σˆ (x). Then if P ∈ M ′σ(xˆ) for any constant M ′ > 0 and
∂αP (x) = 0 for all α ∈ B, then P ≡ 0.
Proof. We note first that (P˜ xα )α∈B is a basis for σˆ (x) (see Section 2.6 for the definition on a basis
for σˆ ). Indeed, by (a) and (c), (P˜ xα )α∈B forms a linearly independent set in
⋃
M>0 M · σˆ (x): Given∑
α∈B
CαP˜
x
α (x) = 0, Cα ∈ R,
we have
∂β
(∑
α∈B
CαP˜
x
α (x)
)
≡ 0, for any β ∈ B,
which by (a) and (c) yields
Cβδ
m−|β|
Q ≡ 0,
implying Cβ = 0. Since β is arbitrary, we see that Cα = 0 for all α ∈ B.
The assumptions dim σˆ (x) =  and #(B) =  show that (P˜ xα )α∈B is a basis for σˆ (x) (see
Section 2.6 for the definition on a basis for σˆ ). Furthermore, (P˜ xα )α∈B is also a basis for M ′σˆ (x)
for any fixed M ′ > 0.
Now, given any P ∈ M ′σˆ (x), we can cast it as
P =
∑
β∈B
CβP˜
x
β
for some real constants Cβ . Moreover,
∂αP (x) = 0 ⇐⇒ ∂α
(∑
β∈B
CβP˜
x
β
)
(x) = 0 ⇒ Cαδm−|α|Q = 0 ⇒ Cα = 0,
for all α ∈ B. Thus, P ≡ 0. 
The analysis in this section is carried out in the same spirit as in Section 10 of [9].
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For each x ∈ E0 ∩Q∗∗, we define the linear map πBx : P → P by setting
πBx P := P −
∑
α∈B
[
∂αP (x)
] · Pxα
(cf. Proposition 88).
We list some self-evident facts on πBx .
Proposition 91. Let x ∈ E0 ∩Q∗∗ and P ∈ P . Then
1. ∂β(πBx P )(x) = 0 for all β ∈ B.
2. If P ∈ M · σˆ (x) for any M > 0, then πBx P ≡ 0.
Proof. Conclusion 1 is immediate from the definition of πBx and the fact that ∂βP xα (x) = δαβ for
α,β ∈ B. Since P ∈ Mσˆ(x), by conclusion 1 and Proposition 89, we see that πBx P ≡ 0. 
Lemma 92 (Extension on the Fine cubes). Fix B ⊆ M. Suppose we are given a cube Q ⊂ Rn
with diameter δQ  1, a regular modulus of continuity ω, a compact subset E0 ⊂ Rn and σˆ (x) ⊂
Rx for each x ∈ E0. Assume (AS1)–(AS3) given at the beginning of this section hold. Suppose
for each y ∈ Q∗∗ ∩E0, B is adapted to σˆ (y) (so B is monotonic by the definition of “adapted”),
and σˆ (y) admits an (ω, δQ,C)-controlled B-basis for some constant C > 0 depending only on
m, n, and W as in (AS1) and (AS3) (cf. the Fine Rule in Section 12.7). In other words, the
following conditions hold:
1. For each 0 r m, dim(πry σˆ (y)) = #{α ∈ B: |α| r}. In particular, dim σˆ (y) = #(B).
2. ∂βP yα (y) = δβα for all β,α ∈ B and y ∈ Q∗∗ ∩E0.
3. |∂βP yα (y)| Cδ|α|−|β|Q for all β ∈ M , α ∈ B, y ∈ Q∗∗ ∩E0 with |β| |α|.
4. ∂βP yα (y) = 0 for all |β| < |α|, α ∈ B, and y ∈ Q∗∗ ∩E0.
5. Pyα ∈ C δ
|α|−m
Q
ω(δQ)
σˆ (y) for all y ∈ Q∗∗ ∩E0.
Then there exist C′ > 0 depending only on m, n, and W as in (AS1) and (AS3); and d ′ > 0
depending only on n; such that there exists a linear operator T : Jm,ωδQ (E0, σˆ ) → Cm,ωδQ (Rn) with
the following properties:
6. For all P = (P x)x∈E0 ∈ Jm,ωδQ (E0, σˆ ), we have JxT P −Px ∈ C′ · ‖ P ‖Jm,ωδQ (E0,σˆ )σˆ (x) for all
x ∈ E0 ∩Q∗.
7. ‖T ‖ C′.
8. Given x ∈ Rn, there exist {xx1 , . . . , xxd ′ } ⊆ E0; and ci(α,β, x) ∈ R, for |α|, |β|m and 1
i  d ′, such that for all P = (P x)x∈E0 ∈ Jm,ωδQ (E0, σˆ ),
∂β(T P)(x) =
d∑
i=1
∑
|α|m
ci(α,β, x)∂
αP x
x
i
(
xxi
)
for |β|m.
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Lemma 92. Furthermore, notice that in conclusion 8 of Lemma 92, the “ε” that appears in similar
statements (for example, conclusion 3 of Proposition 52) has been taken to be 0.
We need some preparation to give a proof of Lemma 92.
Lemma 94 (Whitney consistency for the approximable jets). Suppose we are given P ∈
Jm,ω(E0, σˆ ) with ‖ P ‖Jm,ω(E0,σˆ )  1. Under the assumptions for Lemma 92 with δQ = 1, for
x, y ∈ E0 ∩Q∗ with |x − y| 1, we have
∣∣∂β(πBx P x − πBy P y)(x)∣∣ C′ω(|x − y|) · |x − y|m−|β| for |β|m,
where C′ depends only on m, n, and W as in (AS1) and (AS3); and πBx is given by Definition 90.
Proof. Fix x, y ∈ E0 ∩ Q∗ with |x − y|  1. Let (P xα )α∈B be as given in the assumptions of
Lemma 92 with δQ = 1. We know from assumption 5 in Lemma 92 with δQ = 1 that Pxα ∈
C · σˆ (x) for all α ∈ B. By (AS3), we know that exist (P˜ yα )α∈B with
P˜ yα ∈ W ·Cσˆ (y) (12.85)
and
∣∣∂β(Pxα − P˜ yα )(x)∣∣W ·Cω(|x − y|)|x − y|m−|β| for |β|m, α ∈ B. (12.86)
Given Px ∈ P , define π˜By,P x : Py → Py by
π˜By,P xP := P −
∑
α∈B
(
∂αP x(x)
) · P˜ yα . (12.87)
We note in passing that
πBy
(
π˜By,P xP
)= πBy
(
P −
∑
α∈B
(
∂αP x(x)
) · P˜ yα
) (
by (12.87))
= πBy P
(
by (12.85) and Proposition 91(2)). (12.88)
Given P ∈ Jm,ω(E0, σˆ ) with ‖ P ‖Jm,ω(E0,σˆ )  1 and x ∈ E0 ∩ Q∗, by definition, there exists
F ∈ Cm,ω(Rn) such that
‖F‖Cm,ω(Rn)  2, and (12.89)
JξF − P ξ ∈ 2σˆ (ξ) for ξ ∈ E0 ∩Q∗. (12.90)
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Pˆ y := JyF and (12.91)
Pˆ x := JxF. (12.92)
From (12.89), (12.91), and (12.92), we see that∣∣∂β(Pˆ x)(x)∣∣ 2 for |β|m, and (12.93)∣∣∂β(Pˆ x − Pˆ y)(x)∣∣ 2ω(|x − y|)|x − y|m−|β| for |β|m. (12.94)
Furthermore, we have
Pˆ y − Py ∈ 2σˆ (y) (by (12.90) and (12.91)); (12.95)
Pˆ x − Px ∈ 2σˆ (x) (by (12.90) and (12.92)). (12.96)
In view of Proposition 91(2), from (12.95) and (12.96), we have
πBy Pˆ y = πBy P y and (12.97)
πBx Pˆ x = πBx P x. (12.98)
Recalling the definitions for πBx and π˜By,P x (see Definition 90 and (12.87)), we have
πBx Pˆ x = Pˆ x −
∑
α∈B
(
∂αPˆ x(x)
) · Pxα and (12.99)
π˜B
y,Pˆ x
Pˆ y = Pˆ y −
∑
α∈B
(
∂αPˆ x(x)
) · P˜ yα , (12.100)
Therefore, we obtain∣∣∂β(πBx P x − π˜By,Pˆ x Pˆ y)(x)∣∣
= ∣∣∂β(πBx Pˆ x − π˜By,Pˆ x Pˆ y)(x)∣∣ (by (12.98))

∣∣∂β(Pˆ x − Pˆ y)(x)∣∣+∑
α∈B
∣∣(∂αPˆ x(x))∣∣ · ∣∣∂β(Pxα − P˜ yα )(x)∣∣(
thanks to (12.99) and (12.100))
 2ω
(|x − y|)|x − y|m−|β| +∑
α∈B
2WCω
(|x − y|)|x − y|m−|β|
(
thanks to (12.86), (12.93), and (12.94))
 C′′ω
(|x − y|)|x − y|m−|β|, for |β|m, (12.101)
where C′′ depends only on m, n, W .
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∂β
(
πBx P x
)
(x) = 0.
From (12.101), this yields
∣∣∂β(π˜B
y,Pˆ x
Pˆ y
)
(x)
∣∣ C′′ω(|x − y|)|x − y|m−|β| for all β ∈ B.
As B is monotonic (see the assumptions for Lemma 92), it follows that
∣∣∂β+γ (π˜B
y,Pˆ x
Pˆ y
)
(x)
∣∣
 C′′ω
(|x − y|)|x − y|m−|β|−|γ | for β ∈ B and |γ |m− |β|. (12.102)
Because the degree of ∂β(π˜B
y,Pˆ x
Pˆ y) is at most m− |β|, (12.102) implies
∣∣∂β(π˜B
y,Pˆ x
Pˆ y
)
(y)
∣∣ C′′ω(|x − y|)|x − y|m−|β| for all β ∈ B. (12.103)
Now, we compare π˜B
y,Pˆ x
Pˆ y with πBy P y at y:
∣∣∂β(π˜B
y,Pˆ x
Pˆ y − πBy P y
)
(y)
∣∣
= ∣∣∂β(π˜B
y,Pˆ x
Pˆ y − πBy
(
π˜B
y,Pˆ x
Pˆ y
))
(y)
∣∣ (by (12.88))
=
∣∣∣∣∑
α∈B
(
∂α
(
π˜B
y,Pˆ x
Pˆ y
)
(y)
) · ∂βP yα (y)∣∣∣∣ (by definition of πBy )
=
∣∣∣∣ ∑
α∈B,|α||β|
(
∂α
(
π˜B
y,Pˆ x
Pˆ y
)
(y)
) · ∂βP yα (y)∣∣∣∣
(
since ∂βP yα (y) = 0 for |α| > |β| (see condition 4 of Lemma 92)
)

∑
α∈B,|α||β|
C′′′ω
(|x − y|)|x − y|m−|α|
(
by (12.103) and condition 3 of Lemma 92 with δQ = 1
)
 C′′′′ω
(|x − y|)|x − y|m−|β| (since |α| |β| and |x − y| < 1), (12.104)
where C′′′ and C′′′′ are constants that depend only on m, n, and W .
Because the degree of (π˜B
y,Pˆ x
Pˆ y − πBy P y) is at most m, (12.104) holds also at x:
∣∣∂β(π˜B
y,Pˆ x
Pˆ y − πBy P y
)
(x)
∣∣ C′′′′ω(|x − y|)|x − y|m−|β| for all |β|m. (12.105)
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Proof of Lemma 92. Assume δQ = 1. Assume P ∈ Jm,ω(E0, σˆ ) with ‖ P ‖Jm,ω(E)  1. From
this assumption, by definition, there exists F ∈ Cm,ω(Rn) with ‖F‖Cm,ω(Rn)  2 and
JxF − Px ∈ 2σˆ (x) for all x ∈ E0 ∩Q∗. (12.106)
By Proposition 91(2), we have from (12.106) that
πBx (JxF ) = πBx P x for all x ∈ E0 ∩Q∗. (12.107)
From the definition of πBx (see Definition 90), assumptions 2, 3, 4 of the lemma (with δQ = 1)
we are trying to prove, and ‖F‖Cm,ω(Rn)  2, we have∣∣(∂βπBx (JxF ))(x)∣∣ C,
which, in view of (12.107), shows that∣∣(∂βπBx (Px))(x)∣∣ C for all x ∈ E0 ∩Q∗. (12.108)
By Lemma 94 and (12.108), we see that {πBx P x}x∈E0∩Q∗ satisfy the conditions for the Classi-
cal Whitney Extension Theorem (see Theorem 12). Therefore, there exists F P ∈ Cm,ω(Rn) such
that ‖F P ‖Cm,ω(Rn)  C and
JxF P = πBx P x for all x ∈ E0 ∩Q∗. (12.109)
Now, define T : Jm,ω(E0, σˆ ) → Cm,ω(Rn) (δQ in Lemma 92 has been set to 1) by setting
T P := F P . (12.110)
We need to check that T defined above satisfies 6, 7, 8 of Lemma 92.
From (12.109), we have
JxF P = πBx P x
= Px −
∑
α∈B
∂αP x(x) · Pxα
(
by the definition of πBx
);
equivalently,
JxF P − Px =
∑
∂αP x(x) · Pxα for all x ∈ E0 ∩Q∗. (12.111)
α∈B
2004 G.K. Luli / Advances in Mathematics 224 (2010) 1927–2021We will show that JxF P −Px ∈ C′σˆ (x) for all x ∈ E0 ∩Q∗ and some C′ depending only on
m, n, and W . This will show that T satisfies conclusion 6 of Lemma 92.
We recall Proposition 79 (stated slightly differently):
(12.112) If P = (P x)x∈E0 ∈ Jm,ω(E0, σˆ ), then Px ∈ K P (x,E0,4‖ P ‖Jm,ω(E0,σˆ )) for all x ∈
E0 ∩Q∗.
We recall also the definition of K P (x,E0,4‖ P ‖Jm,ω(E0,σˆ )) (see Definition 77): If
Px ∈ K P
(
x,E0,4‖ P ‖Jm,ω(E0,σˆ )
)
,
then there exists Fx ∈ Cm,ω(Rn) such that∥∥Fx∥∥
Cm,ω(Rn)
 4‖ P ‖Jm,ω(E0,σˆ ), (12.113)
JxF
x = Px, and (12.114)
JyF
x − Py ∈ 4‖ P ‖Jm,ω(E0,σˆ ) · σˆ (y) for all y ∈ E0 ∩Q∗.
Fix x ∈ E0 ∩Q∗. Returning to (12.111), in view of (12.112) and (12.114), we have
JxF P − Px =
∑
α∈B
∂αP x(x) · Pxα
=
∑
α∈B
∂αJxF
x(x) · Pxα
(
see (12.114))
∈ C′σˆ (x), (12.115)
where the last line follows from (12.113) (with ‖ P ‖Jm,ω(E0,σˆ )  1), and assumption 5 of the
lemma (with δQ = 1) we are trying to prove. Here, C′ is a positive constant that depends only
on m, n, and W . Since x is an arbitrary point in E0 ∩Q∗, (12.115) must hold for all x ∈ E0 ∩Q∗,
yielding conclusion 6 of Lemma 92.
Conclusion 7 is a direct consequence of the fact that ‖F P ‖Cm,ω(Rn)  C.
Finally, we need to check that the jet Jx(T P ) at any point x ∈ Rn is boundedly determined
(a fortiori, conclusion 8 of Lemma 92 holds). To see this, assume first x ∈ E0 ∩ Q∗. Then we
have for |β|m,
∂β(T P)(x) = ∂β(F P )(x) = ∂β
(
πBx P x
)
(x)
(
by (12.109) and (12.110))
= (∂βP x)(x)−∑
α∈B
∂αP x(x) · ∂β(Pxα )(x), (12.116)
where (12.116) follows from the definition of πBx .
Now, by the Classical Whitney Extension Theorem (see Theorem 12) and (12.110), we
know that there exists d depending only on n such that for each x ∈ Rn\(E0 ∩ Q∗), we
can find {yx1 , . . . , yxd } ⊆ E0 ∩ Q∗ such that Jx(T P) is determined by at most d polynomials
πBxP y
x
1 , . . . ,πBxP y
x
d , each of which is determined by the derivatives of Pyxi at yx along withy1 yd i
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x
i
α )(y
x
i )). Putting our
analysis together, on account of (12.116), we have established conclusion 8 of Lemma 92.
The proof is complete. 
12.11. Proof of Lemmas 61 and 57
The essential ingredients needed to establish Lemma 61 (and hence Lemma 57 by Lemma 62)
are the Calderón–Zygmund decomposition (Section 12.7), the rescaled inductive hypothesis
(Lemma 60), the projection operator πy (Proposition 88), the Whitney compatibility of the poly-
nomials in K#P (Corollary 84 and Proposition 87), the operator on the Fine cubes (Lemma 92),
and the patching lemma (Lemma 15.5 in [5]).
We place ourselves in the setting of Section 12.5 and assume (SU0)–(SU7). Let Qμ (1 μ
μmax) be the CZ cubes with μmax < ∞ (see Lemma 73). Let cQμ be the center of the cube Qμ.
Fix
yμ ∈ Q∗∗∗μ ∩E0, (12.117)
and we call yμ a “base point” for Qμ. Such yμ exists because y0 ∈ E0 ∩Q∗∗∗0 (see Section 12.5
and (12.46)) and Qμ is a CZ cube (see Section 12.7, specifically, the Fine Rule). By (12.48) and
(SU5), we have
δQμ  1 for each μ.
Suppose Qμ is an OK CZ cube (see Section 12.7). Then, we have the following:
(12.118) For each y ∈ Q∗∗μ ∩ E0, we are given A¯y < A and polynomials P¯ yα ∈ P (α ∈ A¯y )
satisfying (OK1)–(OK3) in Section 12.7.
Lemma 95 (Preparation for the application of Lemma 60). The hypotheses of Lemma 60 hold
here, with
• A = (a1)−(m+2);
• the cube Qμ;
• the regular modulus of continuity ω;
• the set A¯y < A; and
• the polynomials P¯ yα ∈ P (α ∈ A¯y).
Proof. The verification is as follows:
• Conditions (G0.a), (G0.b), and (G0.c) hold with A = (a1)−(m+2). This follows at once from
(SU0) and (SU5).
• The Strong Main Lemma holds for all A¯y < A. This is just (SU2), which we have at our
disposal.
• For each y ∈ Q∗∗μ ∩ E0, we are given a set A¯y < A and a family of polynomials P¯ yα ∈ P
(α ∈ A¯y ). This is given by (12.118).
• Conditions (G1)–(G3) hold with A = (a1)−(m+2). This follows from (OK1)–(OK3) by taking
a2 to be sufficiently small, which is allowed thanks to (SU7).
The proof of Lemma 95 is complete. 
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linear operator
Tμ : Jm,ωδQμ (E0, σˆ ) → C
m,ω
δQμ
(
Rn
) (12.119)
(see Definitions 20 and 51); a constant C′ depending only on a1, m, n, and W as in (AS1) and
(AS3); and a constant d ′ depending only on m and n, such that we have
(12.120) for P = (P x)x∈E0 ∈ Jm,ωδQμ (E0, σˆ ), JxTμ P − Px ∈ C′‖ P‖Jm,ωδQμ (E0,σˆ )σˆ (x) for all x ∈
E0 ∩Q∗μ.
(12.121) For |β|m,
∥∥∂β(Tμ P)∥∥C0(Rn)  C′‖ P ‖Jm,ωδQμ (E0,σˆ ) ·ω(δQμ) · δm−|β|Qμ ; and
for |β| = m, x′ and x′′ ∈ Rn with |x′ − x′′| δQμ ,∣∣∂β(Tμ P)(x′)− ∂β(T P)(x′′)∣∣ C′ ·ω(∣∣x′ − x′′∣∣) · ‖ P ‖Jm,ωδQμ (E0,σˆ ).
(12.122) Given ε > 0 and x ∈ Rn, there exist {xx,ε1 , . . . , xx,εd ′ } ⊆ E; and ci(α,β, x, ε) ∈ R, for
|α|, |β|m and 1 i  d ′, such that for P = (P x)x∈E0 ∈ Jm,ωδQμ (E0, σˆ )
∣∣∣∣∣∂β(Tμ P)(x)−
d ′∑
i=1
∑
|α|m
ci(α,β, x, ε)∂
αP x
x,ε
i
(
x
x,ε
i
)∣∣∣∣∣ ε ·C′ · ‖ P ‖Jm,ωδQμ (E0,σˆ ),
for |β|m.
Preparation for the application of the local operators
We want to construct a linear operator Lμ from Jm,ω(E0, σˆ ) to Jm,ωδQμ (E0, σˆ ) such that (i) Lμ
has bounded norm and (ii) it allows us to account for the error in the main polynomials. Given
P = (P x) ∈ Jm,ω(E0, σˆ ) and y ∈ E, define the map Θ(·, y) : Jm,ω(E0, σˆ ) → P by
Θ( P ,y) := Py.
By Propositions 79 and 88, for each base point yμ (see (12.117)), we have the following map
π#yμ : Jm,ωδQμ (E0, σˆ ) → P,
with
π#yμ
P := πyμ
(
Θ( P ,yμ)
)
, (12.123)
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following:
if ‖ P ‖Jm,ω(E)  1, then π#yμ P ∈ K#P
(
yμ,E0,C
′). (12.124)
Let Qμ and Qν be two CZ cubes. We recall Corollary 84 and Proposition 87:
(12.125) If Qμ and Qν abut, then for |β|m, we have∣∣∂β((π#yμ P )− (π#yν P ))(cQμ)∣∣ C′′ · (a1)−(m+1) · a−12 ·ω(δQμ)δm−|β|Qμ .
(12.126) If Qμ is different from Qν , then for |β| = m, we have∣∣∂β((π#yμ P )− (π#yν P ))(cQμ)∣∣
 C′′ · (a1)−(m+1) · a−12 ·ω
(|cQμ − cQν |) · |cQμ − cQν |m−|β|.
Choose C1 to be a large enough integer (e.g., C1 = 35) such that there exists θˆμ ∈ Cm+1(Rn)
with
θˆμ = 1 on Q∗μ, (12.127a)
suppt θˆμ ⊂ B
(
yμ, (C1 − 1)δQμ
)
, and (12.127b)∣∣∂β θˆμ(x)∣∣ C′δ−|β|Qμ for |β|m+ 1 and x ∈ Rn. (12.127c)
By (12.127b), we have that if |x′ −x′′| δQμ and at least one of x′, x′′ is not in B(yμ,C1δQμ),
then
Jx′(θˆμ) = 0 and Jx′′(θˆμ) = 0. (12.128)
Define
Lμ : Jm,ω(E0, σˆ ) → Jm,ωδQμ (E0, σˆ ) by
Lμ P :=
(
Jxθˆμ 	
(
Px − π#yμ P
))
x∈E0, (12.129)
where 	 is the ring multiplication in Rx .
Corollary 96. For x ∈ Q∗μ ∩E, we have from (12.127a) that
Jxθˆμ 	
(
Px − π#yμ P
)= Px − π#yμ P .
Lemma 97. Lμ given by (12.129) is indeed from Jm,ω(E0, σˆ ) to Jm,ωδQμ (E0, σˆ ) and has norm
bounded by a constant depending only on m, n, and W as in (AS1) and (AS3).
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following:
There exists F ∈ Cm,ω(Rn) with
‖F‖Cm,ω(Rn)  C′, (12.130)
JxF − Px ∈ C′σˆ (x) for all x ∈ E0, and (12.131)
JyμF = π#yμ P . (12.132)
Suppose x′, x′′ ∈ Rn with |x′ − x′′|  δQμ . Then by (12.130) and the fact that the degree
of π#yμ P is at most m, we have∣∣∂β(F − π#yμ P )(x′)− ∂β(F − π#yμ P )(x′′)∣∣
 C′ω
(∣∣x′ − x′′∣∣) C′ω(δQμ), for |β| = m, ∣∣x′ − x′′∣∣ δQμ. (12.133)
Suppose now x′, x′′ ∈ Rn with |x′ − x′′|  C1δQμ (where C1 is as in (12.127b)). Let L be
the line segment connecting x′ and x′′. Subdivide L into C1 equal parts (hence each of the C1
segments has length less than δQμ ). Let x0 ≡ x′, x1, . . . , xC1 ≡ x′′ be the division points on L.
Then by (12.133), we have for |β| = m,∣∣∂β(F − π#yμ P )(xj )− ∂β(F − π#yμ P )(xj+1)∣∣ C′ω(δQμ) for j = 0, . . . ,C1. (12.134)
From (12.134) and the triangle inequality, we have∣∣∂β(F − π#yμ P )(x′)− ∂β(F − π#yμ P )(x′′)∣∣ C′C1ω(δQμ) (12.135)
for |β| = m, |x′ − x′′| C1δQμ , where C1 is as in (12.127b).
From (12.132) (which shows that Jyμ(F − π#yμ P) = 0), (12.135), and Taylor’s Theorem, we
have ∣∣∂β(F − π#yμ P )∣∣ C′′ω(δQμ)δm−|β|Qμ on B(yμ,C1δQμ), for |β|m. (12.136)
Set
Fˆμ := θˆμ ·
(
F − π#yμ P
)
, (12.137)
where θˆμ are defined by (12.127).
Clearly,
Fˆμ ∈ Cm,ω
(
Rn
)
. (12.138)
We need to estimate the derivatives of Fˆμ and calculate the jet at x ∈ E0.
From (12.127c), (12.136), and (12.137), we have∣∣∂βFˆμ ∣∣ C2ω(δQμ)δm−|β| on B(yμ,C1δQμ), for |β|m. (12.139)Qμ
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By (12.128), in estimating the difference of the highest derivatives, we may assume that
x′, x′′ ∈ B(yμ,C1δQμ).
Claim 98. For |x′ − x′′| δQ and |β| = m, we have∣∣∂βFˆμ(x′)− ∂βFˆμ(x′′)∣∣ C2ω(∣∣x′ − x′′∣∣). (12.141)
Proof of Claim 98. From (12.137), we have for |β| = m,
∂βFˆμ = θˆμ · ∂β
(
F − π#yμ P
)+ ∑
β ′+β ′′=β
β ′ =0
cβ ′β ′′∂
β ′ θˆμ · ∂β ′′
(
F − π#yμ P
)
≡ I + II. (12.142)
By (12.136), (12.127c), the fact that |cβ ′β ′′ | C3, and Taylor’s Theorem, we see that∣∣II(x′)− II(x′′)∣∣ C4ω(δQμ)δ−1Qμ · ∣∣x′ − x′′∣∣
 C4ω
(∣∣x′ − x′′∣∣), (12.143)
where in the last line we used the facts that |x′ − x′′|  δQμ and that ω(t)/t is a decreasing
function on (0,1].
For I, we have∣∣I(x′)− I(x′′)∣∣
= ∣∣(θˆμ(x′)− θˆμ(x′′)) · ∂β(F − π#yμ P )(x′)∣∣
+ ∣∣θˆμ(x′′) · (∂β(F − π#yμ P )(x′)− ∂β(F − π#yμ P )(x′′))∣∣
 C′δ−1Qμ ·
∣∣x′ − x′′∣∣ ·C′′ω(δQμ)+C′ ·C′ω(∣∣x′ − x′′∣∣)(
by (12.127c), (12.133), and (12.136))
 C5ω
(∣∣x′ − x′′∣∣), (12.144)
where in the last line we used again the facts that |x′ − x′′| δQμ and that ω(t)/t is a decreasing
function on (0,1].
From (12.142)–(12.144), we conclude (12.141). 
Recalling the definition of ‖ · ‖Cm,ωδQμ (Rn) (see Definition 20), in view of (12.140) and (12.141),
we have
‖Fˆμ‖Cm,ωδ (Rn)  C2. (12.145)Qμ
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JxFˆμ = Jxθˆμ 	 Jx
(
F − π#yμ P
)
. (12.146)
From (12.129) and (12.146), we have
JxFˆμ − (Lμ P)x = JxFˆμ − Jxθˆμ 	
(
Px − π#yμ P
) (
by (12.129))
= Jxθˆμ 	
(
Jx
(
F − π#yμ P
)− (Px − π#yμ P )) (by (12.146))
= Jxθˆμ 	
(
JxF − Px
)
∈ C3σˆ (x), (12.147)
where C3 depends only on m, n, and W as in (AS1) and (AS3). Here we regard Jxπ#yμ P = π#yμ P
as a jet at x. In arriving at (12.147), we maded use of (12.127), (12.136), and the fact that σˆ (x)
is Whitney ω-convex with Whitney constant W (see (AS1)).
Since x ∈ E0 is arbitrary to begin with, (12.147) holds for all x ∈ E0.
Recalling the definition of Jm,ωδQμ (E0, σˆ ) (see Definition 51), in view of (12.145) and (12.147),
letting C(m,n,W) := max{C2,C3}, we conclude that
Lμ P ∈ Jm,ωδQμ (E0, σˆ ) for P ∈ J
m,ω(E0, σˆ ),
and for all P ∈ Jm,ω(E0, σˆ ) with ‖ P ‖Jm,ω(E0,σˆ )  1,
‖Lμ P ‖Jm,ωδQμ (E0,σˆ )  C(m,n,W). (12.148)
In view of (12.148) and the standard definition of an operator norm, we see that ‖Lμ‖ 
C(m,n,W). 
We introduce a partition of unity on Q0. Let c1 be a small constant depending only on the
dimension n (see Section 15 of [5] or Lemma 99 below). Define a cutoff function θ˜μ ∈ Cm+1(Rn)
for each 1 μ μmax with
(12.149) 0 θ˜μ  1 on Rn.
(12.150) θ˜μ = 1 on Qμ.
(12.151) suppt θ˜μ ⊂ Q˜μ := {y ∈ Rn: dist(y,Qμ) c1δQμ}.
(12.152) |∂β(θ˜μ)| c′δ−|β|Qμ for |β|m+ 1.
Set
θμ := θ˜μ∑μmax
μ=1 θ˜μ
on Q0.
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(12.153) ∑μ=μmaxμ=1 θμ = 1 on Q0.
(12.154) If x ∈ Q0\Q˜μ, then θμ = 0 on a neighborhood of x in Q0.
(12.155) |∂βθμ| C′1δ−|β|Qμ for |β|m+ 1.
(12.156) For each x ∈ Q0, θμ(x) = 0 for only a bounded number of μ’s.
Applying the local operators
Now we define
T˜ : Jm,ω(E0, σˆ ) → Cm,ω(Q0)
by
T˜ P :=
∑
1μμmax
θμ ·
(
π#yμ
P + Tμ(Lμ P)
)
, (12.157)
where π#yμ is defined by (12.123), Tμ by (12.119), and Lμ by (12.129). By construction, π#yμ ,
Tμ, and Lμ are linear.
Note that for any x ∈ Q∗μ ∩E0, where 1 μ μmax, we have
Jx
(
π#yμ
P + Tμ(Lμ P)
)= Jx(π#yμ P )+ Jx(Tμ(Lμ P))
= π#yμ P + Jx
(
Tμ
((
Jξ θˆμ 	
(
P ξ − π#yμ P
))
ξ∈E0
)) (
see (12.129))
= π#yμ P +
(
Px − π#yμ P
)+ Px,σμ , where Px,σμ ∈ C′σˆ (x),(
by (12.120) and Corollary 96)
= Px + Px,σμ ,
showing that for any x ∈ Q∗μ ∩E0, where 1 μ μmax,
Jx
(
π#yμ
P + Tμ(Lμ P )
)− Px ∈ C′σˆ (x), (12.158)
where C′ depends only on a1 (see the set-up preceding (12.120)), m, n, and W as in (AS1) and
(AS3) (see (SU0)).
Fix x0 ∈ Q∗ν ∩E0. (12.159)
Assume ‖ P ‖Jm,ω(E0,σˆ )  1. We compute the jet of T˜ P at x0.
From (12.157), we see that
Jx0(T˜
P) =
∑
μ, s.t. x ∈Q˜
Jx0θμ 	 Jx0
(
π#yμ
P + Tμ(Lμ P)
)
.0 μ
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∑
μ, s.t. x0∈Q˜μ is equivalent to the sum
∑
μ due to the fact that suppt θμ ⊆ Q˜μ. By
(12.153), we may also write this as
Jx0(T˜
P) = Jx0
(
π#yν
P + Tν(Lν P )
)
+
∑
μ, s.t. x0∈Q˜μ
Jx0θμ 	
[
Jx0(π
#
yμ
P + Tμ(Lμ P))
−Jx0(π#yν P + Tν(Lν P))
]
. (12.160)
In writing (12.160), we have in mind (12.159). Applying (12.158) to the first term in (12.160)
(making use of (12.159)), we obtain
Jx0
(
π#yν
P + Tν(Lν P)
)− Px0 ∈ C′σˆ (x0), (12.161)
where C′ depends only on a1 (see the set-up preceding (12.120)), m, n, and W as in (AS1) and
(AS3) (see (SU0)).
By (12.158) again, we see that
Jx0
(
π#yμ
P + Tμ(Lμ P )
)− Jx0(π#yν P + Tν(Lν P )) ∈ 2C′σˆ (x0). (12.162)
Furthermore, by (12.155), we have∣∣∂β(Jx0θμ)(x0)∣∣ C′1δ−|β|Qμ for |β|m,μ such that x0 ∈ Q˜μ. (12.163)
By (12.121), (12.125), and the good geometry of the Whitney cubes (see Lemma 74) (so that
δQν is comparable to δQμ ), we see that∣∣∂β(Jx0(π#yμ P + Tμ(Lμ P ))− Jx0(π#yν P + Tν(Lν P )))(x0)∣∣
 C′′ · (a1)−(m+1) · a−12 ·ω(δQν )δ−|β|Qν . (12.164)
From (12.162)–(12.164), and the fact that σˆ (x0) is Whitney ω-convex with Whitney con-
stant W (see (SU0)), we have∑
μ, s.t. x0∈Q˜μ
Jx0θμ 	
[
Jx0
(
π#yμ
P + Tμ(Lμ P)
)− Jx0(π#yν P + Tν(Lν P))]
∈ C′′′ · (a1)−(m+1) · a−12 · σˆ (x0), (12.165)
for some constant C′′′ depending only on a1 (see C′ in (12.162)), m, n, and W as in (AS1) and
(AS3) (see (SU0)).
Thus, in view of (12.160), from (12.165) and (12.161), we have
Jx0(T˜
P)− Px0 ∈ C′′2 · (a1)−(m+1) · a−12 · σˆ (x0), for x0 fixed as in (12.159),
where C′′ depends only on a1, m, n, and W as in (AS1) and (AS3).2
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Qμ, 1 μ μmax, cover Q0, we conclude that
Jx(T˜ P)− Px ∈ C′′2 · (a1)−(m+1) · a−12 · σˆ (x), for x ∈ E0 ∩Q0, (12.166)
with C′′2 depending only on a1, m, n, and W as in (AS1) and (AS3).
We recall the following result on patching local solutions:
Lemma 99. (See Lemma 15.5 in [5].) Let Qμ (1 μ μmax) be cubes with the good geometry
of the CZ cubes (see Lemma 74), with centers cQμ and diameters δQμ . Let c1 be a dimension
constant such that the following holds: Given x ∈ Qμ and x′ ∈ Qν , if the balls B(x, c1δQμ) and
B(x′, c1δQν ) intersect, then Qμ, Qν abut or coincide. Let Q˜μ = {y ∈ Rn: dist(y,Qμ) c1δQμ}.
Suppose we are given functions θμ ∈ Cm+1(Q0), Fμ ∈ Cm,ω(Rn), and polynomials Pμ ∈ P
(1  μ  μmax). For a constant Aˆ > 0 (not assumed to be a controlled constant), assume that
the following hold:
(PLS1) ∑1μμmax θμ = 1 on Q0.
(PLS2) If x ∈ Q0\Q˜μ, then θμ = 0 on a neighborhood of x in Q0.
(PLS3) |∂βθμ(x)| Aˆδ−|β|μ for |β|m+ 1 and x ∈ Q0.
(PLS4) |∂βPμ(cQμ)| Aˆ for |β|m.
(PLS5) |∂β(Pμ − Pν)(cQμ)| Aˆ ·ω(δQμ)δm−|β|Qμ for |β|m, if Qμ abuts Qν .
(PLS6) |∂β(Pμ − Pν)(cQμ)| Aˆ ·ω(|cQμ − cQν |) · |cQμ − cQν |m−|β| for |β|m, μ = ν.
(PLS7) |∂β(Fμ)(x)| Aˆ ·ω(δQμ)δm−|β|Qμ for |β|m and x ∈ Q∗μ.
(PLS8) |∂βFμ(x)− ∂βFμ(y)| Aˆ ·ω(|x − y|) for |β| = m and x, y ∈ Q∗μ.
Define
F˜ =
∑
1μμmax
θμ · (Pμ + Fμ) on Q0.
Then we have ∣∣∂βF˜ (x)∣∣A′ for |β|m, x ∈ Q0; (12.167)
and ∣∣∂βF˜ (x)− ∂βF˜ (y)∣∣A′ ·ω(|x − y|) for |β| = m, x,y ∈ Q0, (12.168)
with A′ depending only on Aˆ, m, and n.
Letting Aˆ := max{C′1,C′′ · (a1)−(m+1) · a−12 } (see (12.125), (12.126), and (12.155)), and
identifying Pμ with π#yμ P and Fμ with Tμ(Lμ P ), we see that (PLS1)–(PLS3) are just (12.153)–(12.155); while (PLS4)–(PLS6) hold thanks to (12.124)–(12.126); lastly, (PLS7) and (PLS8)
hold due to (12.121).
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‖T˜ P ‖Cm,ω(Q0)  C1, (12.169)
with C1 depending only on a1, a2, m, n, and W as in (AS1) and (AS3). Here
‖F˜‖Cm,ω(Q0) := max
{
max
|β|m,x∈Q0
∣∣∂βF˜ (x)∣∣, max|β|=m sup0<|x−y|1,x,y∈Q0 |∂
βF˜ (x)− ∂βF˜ (y)|
ω(|x − y|)
}
(cf. (12.167) and (12.168)).
Because of the good geometry of the CZ cubes (see Lemma 74) and the choice of c1 (see
(12.151) and Lemma 99), we see that Q˜μ intersects with only a bounded number of other Q˜ν .
From this, (12.122), the definition of π#yμ , and the definition of T˜ , we have the following:
There exists d ′′ (depending only on m and n) such that given ε > 0 and x ∈ Rn ∩ Q0, there
exist {xx,ε1 , . . . , xx,εd ′′ } ⊆ E; and ci(α,β, x, ε) ∈ R, for |α|, |β|m and 1 i  d ′′, such that for
all P = (P x)x∈E0 ∈ Jm,ω(E0, σˆ ),∣∣∣∣∣∂β(T˜ P)(x)−
d ′′∑
i=1
∑
|α|m
ci(α,β, x, ε)∂
αP x
x,ε
i
(
x
x,ε
i
)∣∣∣∣∣ εC1 · ‖ P ‖Jm,ω(E0,σˆ ), (12.170)
for |β|m.
Properties (12.166), (12.169), and (12.170) are almost what we desire of T˜ ; except that T˜ P
is defined only on Q0. To remedy this, we multiply it by a cutoff function. Let ψ ∈ Cm+1(Rn)
such that
‖ψ‖Cm+1(Rn) A′; (12.171a)
ψ = 1 on B(y0, ca1), ca1  δQ0  a1
(
thanks to (12.48)); (12.171b)
supptψ ⊆ Q0. (12.171c)
Then define
T := ψ · T˜ . (12.172)
On account of (12.166), (12.169)–(12.171); we see that T satisfies (SU.I.1)–(SU.I.3) of
Lemma 61.
The proof of Lemma 61 is complete.
Consequently, by Lemma 62, the proof of Lemma 57 is also complete.
12.12. Proof of Lemma 58
The proof of Lemma 58 is based on rescaling. We fix A ⊆ M and assume that the Weak
Main Lemma (Lemma 53) holds for all A¯A and a fixed a0 (independent of A¯ and less than a
small enough constant determined by m, n, and W ). We must show that the Strong Main Lemma
(Lemma 54) holds for A.
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of continuity ω; a compact set E0 ⊆ Rn; a point y0 ∈ E0; a family of polynomials Py
0
α
indexed by A; and σˆ (x) ⊂ Rx . Assume that the data satisfy conditions (SL0)–(SL7) in
Lemma 54.
Suppose without loss of generality that y0 = 0.
We must show that there exists T satisfying (SL5)–(SL7) in Lemma 54.
We will use the linear map τ : Rn → Rn defined in Section 17 of [5]:
(12.174) τ : (x¯1, . . . , x¯n) → (λ1x¯1, . . . , λnx¯n), where 0 < c < λi  1. Here c is determined by a¯
to be specified below (see (R6) below); λi are given by Lemma 17.2 of [5].
We define
(R1) E¯0 = τ−1(E0).
(R2) P¯ y0α = Py
0
α ◦ τ .
(R3) y¯0 = 0.
(R4) ¯P(x¯) = P (τ(x¯)) ◦ τ ∈ Jm,ω(E¯0, ¯ˆσ), for x¯ ∈ E¯0.
(R5) ¯ˆσ(x¯) = {AP ◦ τ : P ∈ σˆ (τ (x¯))} ⊂ Rx for x¯ ∈ E¯0.
(R6) a¯ is less than a small enough positive constant determined by m, n, and Ws.
(R7) In (R5), A is a constant that exceeds a large enough positive constant determined by a¯, m,
n, and Ws.
(R8) a¯0 is less than a small enough positive constant determined by A in (R7), a¯ in (R6), m, n,
and Ws.
(R9) ω remains unchanged.
By Lemma 17.1 in [5]:
(12.175) For each x¯ ∈ E¯0, ¯ˆσ(x¯) is Whitney ω-convex with Whitney constant Ws (as in (12.173)).
(12.176) On account of (R1) and the fact that λi > c > 0, we see from (2.1) (the definition on
the dimension of a convex set) and (5.1) (the definition on type) that if E0 consists of
points of the same type (see (SL0.b)), then so does E¯0.
For β = (β1, . . . , βn) with β m, and x¯, y¯ ∈ E¯0 with |x¯ − y¯| 1, we have∣∣τ(x¯)− τ(y¯)∣∣ |x¯ − y¯| 1. (12.177)
Given P¯ x¯ ∈ ¯ˆσ(x¯), by (R5), we have
P¯ x¯ = A · P τ(x¯) ◦ τ (12.178)
for some P τ(x¯) ∈ σˆ (τ (x¯)). From (R1), we know that τ(x¯), τ (y¯) ∈ E0. Thus, by (SL0.c), we know
that there exists P τ(y¯) ∈ Ws · σˆ (τ (y¯)) such that∣∣∂β(P τ(x¯) − P τ(y¯))(τ(x¯))∣∣Ws ·ω(∣∣τ(x¯)− τ(y¯)∣∣) · ∣∣τ(x¯)− τ(y¯)∣∣m−|β| (12.179)
for |β|m.
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P¯ y¯ = A · P τ(y¯) ◦ τ ∈ W¯ · ¯ˆσ(y¯). (12.180)
Furthermore, we have∣∣∂β(P¯ x¯ − P¯ y¯)(x¯)∣∣
= A · λβ11 · · ·λβnn
∣∣∂β(P τ(x¯) − P τ(y¯))(τ(x¯))∣∣ (by (12.178) and (12.180))
A · λβ11 · · ·λβnn ·Ws ·ω
(∣∣τ(x¯)− τ(y¯)∣∣) · ∣∣τ(x¯)− τ(y¯)∣∣m−|β| (by (12.179))
AWs ·ω
(|x¯ − y¯|) · |x¯ − y¯|m−|β| for |β|m (by (12.177)).
Therefore, we have the following:
(12.181) For x¯, y¯ ∈ E¯0, with |x¯ − y¯| 1, given P¯ x¯ ∈ ¯ˆσ(x¯), there exists P¯ y¯ ∈ AWs · ¯ˆσ(y¯) with∣∣∂β(P¯ x¯ − P¯ y¯)(x¯)∣∣AWs ·ω(|x¯ − y¯|)|x¯ − y¯|m−|β|, for |β|m.
Now, on account of (12.175), (12.176), and (12.181) (together with (R7)); by Section 18 of [5]
(in particular, statements (47) through (55) in Section 18 of [5]), we may construct a multi-index
set A¯  A and a family of polynomials ¯¯P 0α¯ indexed by α¯ ∈ A¯ such that the following lemma
holds:
Lemma 100. (WL0.a), (WL0.b), (WL0.c), (WL1), (WL2), (WL3), and (WL4) in Lemma 53 hold
with ω, E¯0, A¯, ( ¯¯P
0
α¯)α¯∈A¯, ¯ˆσ , y¯0 = 0, and Wnew in place of ω, E0, A, (P y
0
α )α∈A, σˆ , y0, and Ww.
Here, Wnew is controlled by m, n, Ws, and a¯.
Notation 101. For the rest of this section, when we write a constant in the form C(a¯), we mean
that the constant C(a¯) depends only on m, n, Ws, and a¯.
Since we are assuming the Weak Main Lemma holds for A¯  A, we know that there exist
positive constants c′(a¯) and C′(a¯) (see Wnew in Lemma 100 and the conclusions of Lemma 53);
a constant d depending only on m and n; and a linear operator T¯ : Jm,ω(E¯0, ¯ˆσ) → Cm,ω(Rn)
such that:
(12.182) For ¯P = (P¯ x¯)x¯∈E¯0 ∈ Jm,ω(E¯0, ¯ˆσ), we have Jx¯ T¯ ¯P(x¯) − P¯ x ∈ C′(a¯) · ‖ ¯P ‖Jm,ω(E¯0, ¯ˆσ) ·¯ˆσ(x¯) for all x¯ ∈ E¯0 ∩B(y0, c′(a¯)).
(12.183) ‖T¯ ‖ C′(a¯).
(12.184) Given ε > 0 and x¯ ∈ Rn, there exist {xx¯,ε1 , . . . , xx¯,εd } ⊆ E¯; and ci(α,β, x¯, ε) ∈ R,
for |α|, |β|  m and 1  i  d , satisfying the following: For all ¯P = (P¯ x¯)x¯∈E¯0 ∈
Jm,ω(E¯0, ¯ˆσ),∣∣∣∣∣∂β(T¯ ¯P)(x¯)−
d∑
i=1
∑
|α|m
ci(α,β, x¯, ε)∂
αP¯ x
x¯,ε
i
(
x
x¯,ε
i
)∣∣∣∣∣ ε ·C′(a¯) · ‖ ¯P ‖Jm,ω(E¯0, ¯ˆσ)
for |β|m.
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T : Jm,ω(E0, σˆ ) → Cm,ω
(
Rn
)
by
T P := T¯ ¯P ◦ τ−1. (12.185)
Since λ1, . . . , λn are bounded below by c(a¯), in view of (12.183) and (12.185), we have
‖T ‖ C(a¯)‖T¯ ‖ C′1(a¯). (12.186)
From (R5), (12.182), and (12.185), we have for all ¯P = (P¯ x¯)x¯∈E¯0 ∈ Jm,ω(E¯0, ¯ˆσ),
(12.187) Jx¯ T¯ ¯P(x¯) − P¯ x ∈ C′(a¯) · ‖ ¯P ‖Jm,ω(E¯0, ¯ˆσ) · ¯ˆσ(x¯), whenever x ∈ E0 and τ−1(x) ∈ E¯0 ∩
B(y0, c′(a¯)).
Lastly, from (12.185), we have
∂β(T P)(x) (12.188)
= λ−β11 · · ·λ−βnn ∂β(T¯ ¯P)
(
τ−1x
)
. (12.189)
From (12.184), we have
∣∣∣∣∣∂β(T¯ ¯P)(τ−1x)−
d∑
i=1
∑
|α|m
ci(α,β, x¯, ε)∂
αP¯ x
x¯,ε
i
(
x
x¯,ε
i
)∣∣∣∣∣ ε ·C′(a¯) · ‖ ¯P ‖Jm,ω(E¯0, ¯ˆσ).
In view of this and (12.189), by (R1), (R5), (R7) and c(a¯) < λi  1, we also have
∣∣∣∣∣∂β(T¯ ¯P )(τ−1x)−
d∑
i=1
∑
|α|m
ci(α,β, x¯, ε)λ
−α1
1 · · ·λ−αnn ∂αP x
x,ε
i
(
x
x,ε
i
)∣∣∣∣∣
 ε ·C′2(a¯) · ‖ ¯P ‖Jm,ω(E¯0, ¯ˆσ). (12.190)
Now, redefining the coefficients ci(α,β, x¯, ε) to be
c¯i (α,β, x, ε) := ci(α,β, x¯, ε)λ−β11 · · ·λ−βnn λ−α11 · · ·λ−αnn ,
where α = (α1, . . . , αn) and β = (β1, . . . , βn), from (12.188) and (12.190), we conclude that for
all P ∈ Jm,ω(E0, σˆ ),
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d∑
i=1
∑
|α|m
c¯i(α,β, x, ε)∂
αP x
x,ε
i
(
x
x,ε
i
)∣∣∣∣∣ ε ·C(a¯) · ‖ ¯P ‖Jm,ω(E¯0, ¯ˆσ), (12.191)
for all |β|m and x ∈ Rn.
Now, (12.186), (12.187), and (12.191) are almost the same as (SL5), (SL6), (SL7); except that
there are the constants C′1(a¯), c(a¯), C′(a¯), and C(a¯) that depend on a¯. However, by (R7), we
may choose a¯ to be a small enough constant determined by m and n. Therefore, C′1, c, C′, and
C can be chosen to depend only on m, n, and Ws. This is what we wanted to show.
13. Proof of Lemma 16
In this section, we formulate a local version of Lemma 16 and show that it implies Lemma 16
by using a partition of unity argument and Proposition 37. The proof of the local version of
Lemma 16 requires the First Main Proposition (Proposition 32) and the Second Main Proposition
(Proposition 52).
Lemma 102 (Local version of Lemma 16). Suppose we are given integers m,n  1, a regular
modulus of continuity ω, and a compact set E ⊆ Rn. Let E0 be the initial slice of E. Fix a point
y0 ∈ E0. Then there exists a linear operator T0 : Cm,ω(E) → Cm,ω(Rn) such that the following
holds:
There exist positive constants c, C, and d depending only on m and n such that:
1. For all f ∈ Cm,ω(E), we have Jx(T0f ) ∈ Γ f (x,E,C · ‖f ‖Cm,ω(E)) for all x ∈ E0 ∩
B(y0, c).
2. ‖T0‖ C.
3. For each ε > 0 and x ∈ Rn, there exist an operator Tε(·, x) : Cm,ω(E) → P; a subset Sxε ⊆ E
with #(Sxε ) d; and ci(β, x, ε) ∈ R, for |β|m and 1 i  d , such that
(a) for all f ∈ Cm,ω(E)
∂β
(
Tε(f, x)
)
(x) =
d∑
i=1
ci(β, x, ε)f
(
yxi
)
for all |β|m, where yxi ∈ Sxε ; and
(b) for all f ∈ Cm,ω(E), we have
max
|α|m
∣∣(∂αT0f )(x)− ∂α(Tε(f, x))(x)∣∣ ε · ‖f ‖Cm,ω(E).
Proof of Lemma 16 assuming Lemma 102. Suppose Lemma 102 holds. The first part of the
argument uses the Vitali covering lemma and is the same as the one given in Remark 11.2. Since
E0 is compact (see Lemma 15) and E0 ⊆ ⋃y∈E0 B(y, c(m,n)35 ), there exists {y1, y2, . . . , yl} ⊆
E0 with l < ∞ such that E0 ⊆⋃li=1 B(yi, c(m,n)35 ). By the Vitali covering lemma, there exists{y′1, y′2, . . . , y′j } ⊆ {y1, y2, . . . , yl} such that
B
(
y′1,
c(m,n)
5
)
, . . . ,B
(
y′j ,
c(m,n)
5
)
are pairwise disjoint3 3
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E0 ⊆
j⋃
i=1
B
(
y′i ,
c(m,n)
34
)
.
Let {φi}ji=1 be a partition of unity subordinate to the cover
⋃j
i=1 B(y′i ,
c(m,n)
34 ) such that
φi ∈ Cm+1(Rn), ‖φi‖Cm+1(Rn)  C′,
∑j
i=1 φi(x) = 1 on a neighborhood of E0, and supptφi ⊆
B(y′i ,
c(m,n)
32 ), and there is a number kVitali that depends only on the dimension such that for
each x ∈ Rn, x ∈ supptφi for only kVitali partition functions φi (see Remark 11.2). Then
T ′0 =
∑j
i=1 φi ·Ti , where Ti : Cm,ω(E) → Cm,ω(Rn) is the linear operator given by Lemma 102,
is a linear operator from Cm,ω(E) → Cm,ω(Rn). We note that T ′0 satisfies all of the conditions of
Proposition 37. Applying Proposition 37 to T ′0, we obtain an operator with the properties asserted
by Lemma 16. 
Proof of Lemma 102. Fix y0 ∈ E0 as in the assumption of Lemma 102.
By Proposition 32, there exist constants d and Cf.m.p. depending only on m and n such that
the following holds: For each x ∈ E, there exists T1(·, x) : Cm,ω(E) → P such that
(13.1) For all f ∈ Cm,ω(E) with ‖f ‖Cm,ω(E)  1, we have T1(f, x) ∈ Γ f (x,E,Cf.m.p.).
(13.2) For each ε > 0, there exist Tε(·, x) : Cm,ω(E) → P ; a subset Sxε ⊆ E with #(Sxε ) d ; and
ci(β, x, ε) ∈ R, for |β|m and 1 i  d , such that for all f ∈ Cm,ω(E),
∂β
(
Tε(f, x)
)
(x) =
d∑
i=1
ci(β, x, ε)f (xi)
for all |β|m, where xi ∈ Sxε .
(13.3) For all f ∈ Cm,ω(E) with ‖f ‖Cm,ω(E)  1,
max
|α|m
∣∣∂α(T1(f, x))(x)− ∂α(Tε(f, x))(x)∣∣ ε ·Cf.m.p..
Claim 103. For each x ∈ E, define σˆ (x) = σ(x,E,1), where σ(x,E,1) is as given in Sec-
tion 2.4, then
T1(f ) :=
(
T1(f, x)
)
x∈E0 ∈ Jm,ω(E0, σˆ ) (13.4)
(see Definition 50) with ‖ T1‖ C1(m,n).
Proof of Claim 103. Fix f ∈ Cm,ω(E) with ‖f ‖Cm,ω(E)  1. For each x ∈ E, by (13.1), we have
T1(f, x) ∈ Γ f (x,E,Cf.m.p.). Fix x0 ∈ E0. By the definition of Γ (see Section 2.4), we know
that there exists F 0 ∈ Cm,ω(Rn) such that ‖F 0‖Cm,ω(Rn)  Cf.m.p., F 0|E = f , and Jx0F 0 =
T1(f, x0). Fix such an F 0. By the definition of Γ again, we have JxF 0 ∈ Γ f (x,E,Cf.m.p.) for
each x ∈ E0. From Corollary 35, we learn that JxF 0 −T1(f, x) ∈ 6Cf.m.p. · σˆ (x) for each x ∈ E0.
It follows from the definition of Jm,ω(E0, σˆ ) (see Definition 50) that
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T1(f, x)
)
x∈E0 ∈ J
m,ω(E0, σˆ )
and that ∥∥ T1(f )∥∥Jm,ω(E0,σˆ )  6Cf.m.p. ≡ C1. 
For each x ∈ E0, set
σˆ (x) := σ(x,E,1), (13.5)
where σ(x,E,1) is as defined in Section 2.4.
Recalling the conditions for the Second Main Proposition (Proposition 52), we have the fol-
lowing:
(13.6) (SMP0.a) is satisfied due to Lemma 10. In fact, W˜ can be taken to be a constant  1 that
depends only on m and n. Use the same W˜ for (SMP0.c) (see (13.8) below).
(13.7) (SMP0.b) is satisfied by the definition of the initial slice (see Definition 14).
(13.8) (SMP0.c) is satisfied with W˜ chosen as in (13.6). This follows from the definition of
σ(x,E,1) (see Section 2.4) and the fact that W˜ has been chosen in (13.6) to be greater
than 1.
Therefore, we may apply the Second Main Proposition (Proposition 52).
Let T2 : Jm,ω(E0, σˆ ) → Cm,ω(Rn) be the linear operator given by the Second Main Propo-
sition. By Claim 19, we may apply T2 to T1(f ) (see (13.4)). According to the Second Main
Proposition, there exist constants c2 and C2 depending only on m and n (no dependence on W˜
due to (13.6) and (13.8) above), such that:
(13.9) For all f ∈ Cm,ω(E), we have
JxT2
( T1(f ))− T1(f, x) ∈ C2C1σˆ (x) = σ (x,E,C2C1 · ‖f ‖Cm,ω(E))
(thanks to (13.5)) for all x ∈ B(y0, c2)∩E0.
(13.10) ‖T2‖ C2.
(13.11) There exists d2 (depending only on m and n) such that given ε > 0 and x ∈ Rn, there
exist {xx,ε1 , . . . , xx,εd2 } ⊆ E0 and ci(α,β, x, ε) ∈ R, for |α|, |β|m and 1 i  d2, such
that for all f ∈ Cm,ω(E),∣∣∣∣∣∂β(T2( T1(f )))(x)−
d2∑
i=1
∑
|α|m
ci(α,β, x, ε)∂
αT1
(
f,x
x,ε
i
)(
x
x,ε
i
)∣∣∣∣∣
 εC2C1 · ‖f ‖Cm,ω(E)
for all |β|m.
Define
T0 := T2 ◦ T1.
G.K. Luli / Advances in Mathematics 224 (2010) 1927–2021 2021We claim that T0 : Cm,ω(E) → Cm,ω(Rn) satisfies conclusions 1, 2, 3 of Lemma 102. Con-
clusion 1 follows from (13.1), (13.9), and Lemma 34. Conclusion 2 follows from Claim 103
and (13.10). Finally, conclusion 3 results from (13.2), (13.3), and (13.11). The proof of
Lemma 102 is complete. 
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