Abstract. We rigorously derive a weak form of the Lifshitz-Slyozov-Wagner equation as the homogenization limit of a Stefan-type problem describing reaction-controlled coarsening of a large number of small spherical particles. Moreover, we deduce that the effective mean-field description holds true in the particular limit of vanishing surface-area density of particles.
Introduction
The late-stage behavior of a material undergoing a first-order phase transition (due to changes in temperature and/or pressure for example) is characterized by thermodynamic instability resolved through phase separation and consequent coarsening of the emerging phase. In the case of the new phase occupying much smaller volume fraction, and thus appearing as well-separated particles, this coarsening process (known as Ostwald ripening) is driven by the minimization of surface energy at the interface via diffusional mass exchange between particles while the total mass or volume of each phase is conserved. The result of this kind of mass diffusion from regions of high to regions of low interfacial curvature is the growth of large particles and the shrinkage and final extinction of smaller ones. For a review of some aspects of Ostwald ripening, mainly from the physical and modeling viewpoint, see the survey by Voorhees [21] or the book by Ratke and Voorhees [18] .
In this coarsening scenario the mass-diffusion process can be controlled by two different mechanisms: either by the diffusion of atoms away from the particles and into the bulk, or by the reaction-rate of attachment of atoms at the phase interface. In the former case (diffusion control), the random exchange of atoms between the particles and the bulk is sufficiently rapid and the surrounding of each particle is in thermal equilibrium with the atoms in it; in the latter (interface-reaction control), detachment and attachment are slow compared to diffusion and the surrounding bulk can be out of equilibrium with the particle interface. We refer to the physics literature for more details, for example, Slezov and Sagalovich [19] , Bartelt, Theis, and Tromp [3] ; for a related mathematical treatment see Dai and Pego [5] .
The classical theory for Ostwald ripening was developed by Lifshitz and Slyozov [9] and Wagner [22] in the case of supersaturated solid solutions in three dimensions. The Lifshitz-Slyozov-Wagner theory statistically characterizes the evolution by the particle-radius density n(t, R), where n(t, R) dR is defined to be the number of particles with radii between R and dR at time t per unit volume. In the late stages of the phase transition nucleation and coalesence of particles can be neglected since new nuclei dissolve immediately and since particles cannot merge because of the large distances between them. Thus, the particle-radius density satisfies the continuity equation (see [18, §5.1] ) ∂ ∂t n(t, R) + ∂ ∂R v(t, R)n(t, R) = 0, where v(t, R) denotes the growth rate of particles of radius R at time t. Using a mean-field ansatz (cf. Section 3), Lifshitz, Slyozov, and Wagner formally calculate that ∂ ∂t n(t, R)
in the diffusion-controlled case, and ∂ ∂t n(t, R)
in the reaction-controlled one, both results valid in the limit of vanishing mass or volume fraction of particles.
In [11] and [12] Niethammer rigorously derived the effective equations in the diffusion-controlled case, starting from a quasi-static one-phase Stefan problem with surface tension and kinetic undercooling,
and restricting it to spherical particles. The same was also done in [11] for the full time-dependent parabolic problem but without the kinetic-drag term βV . Here, u is a chemical potential, n is the outer normal to the particle phase G, V is the normal velocity of the phase interface ∂G, and H is its mean curvature. The domain Ω ⊂ R 3 is considered bounded and β is a parameter that comes from the nondimensionalization and scales like diffusivity over mobility. The second boundary condition is the Gibbs-Thomson law, coupling the curvature of the interface with the chemical potential, modified by accounting for kinetic drag. Note that while under diffusion control the parameter β is small and the kinetic drag can even be neglected (thus yielding the well-known Mullins-Sekerka model [10] ), in the reaction-controlled case the values of β are large and, therefore, the kinetic-drag term is necessary. For a derivation of such sharp-interface free-boundary problems from continuum mechanics and thermodynamics see the book of Gurtin [8] .
The goal in the following is to use the techniques developed in [11] and [12] to derive the effective equations in the reaction-controlled case. This involves passing over to a different time scale incorporating the parameter β tending to infinity (see Section 2) and, as a result, some extra manipulations in the proofs. Except for the scaling, in Section 2 we also give short proofs of some useful preliminaries and discuss the validity of the mean-field description while in Section 3 we prove pointwise estimates for approximate solutions and for the growth rates of particles. Finally, using these estimates, in Section 4 we pass to the homogenization limit of infinitely-many particles and obtain a weak form of the Lifshitz-Slyozov-Wagner equation.
In comparison with the results in the diffusion-controlled case, we make precise that the crucial quantity that has to vanish in order to neglect direct interactions between particles and justify the expected mean-field law is the surface-area density of the particles in contrast to their capacity in the other case (see [11] and [12] ). This difference is of interest since the asymptotic limits of vanishing surface area and capacity have different physical interpretations and further refine the naïve general limit of vanishing mass or volume. For the reaction-controlled case though, the result is in some sense to be expected since the limit of vanishing surfacearea density corresponds to the physics of the interface-reaction-controlled scenario, where there is an obvious dependence on the area of the interface.
Formulation, scaling, and preliminary estimates
We start with problem (1.1) where the quasi-static approximation to the parabolic diffusion equation is justified by the small interfacial velocities present during late-stage coarsening. (See the discussion in Mullins and Sekerka [10] . ) We further suppose that the solid phase consists of spherical particles with centers fixed in space, a simplification that can be justified by the work of Alikakos and Fusco [1] , [2] , and Velázquez [20] . Denoting these particles as B i , where each B i is the closed ball B(x i , R i (t)), the particle phase is then the union ∪B i and its isotropic evolution can be modeled by averaging the flux in the Stefan condition, i.e.,
where the average integral is defined as
for a function f on some domain D, and where the overdot denotes a derivative with respect to time; the Gibbs-Thomson law becomes then
since in the case of spheres the mean curvature is the inverse radius.
To have many small particles in a bounded domain, for a system with size of order O(1), say the unit cube [0, 1] 3 , let δ be the typical particle distance with 0 < δ ≪ 1. For the distribution of particle centers in space, we assume, for simplicity, that they are situated on a three-dimensional lattice of spacing δ. Then, the initial number density of particles N i (δ) will be bounded by 1/δ 3 , and for the particles to be small let the typical particle size be δ α for α > 1. For times t ∈ [0, T ] we choose a δ small enough so that adjacent particles of size δ α will not collide during the evolution up to a maximal time T .
Concerning the assumption on the spatial distribution of particles, a more general assumption like inf i =j |x i − x j | > cδ, for a constant c > 0, would still be enough for our purposes in this work. These considerations will also be used in the proof of Lemma 3.2 where we approximate a certain sum over all particles by an integral. For an approach using more sophisticated deterministic and stochastic assumptions on the distribution of particles with respect to homogenization we refer to Niethammer and Velázquez [16] , [17] , where also further refinements of the theory are made.
To have particle sizes of order O(1) as well, we rescale
and motivated by the scaling invariance of problem (1.1) (cf. [5] ),
Notice that this rescaling is another way of addressing the reaction-controlled regime. Instead of rescaling time by β and then letting β tend to infinity, we keep β fixed and positive, and specially rescale as above letting δ tend to zero. Since now β plays no significant role, we will set it to unity in what follows. In addition, one easily sees that the transformations R δ i , u δ , and t δ preserve the form of the equations. From hereon we also drop the superscript δ from the notation for time and to denote the dependence on the new scale we write As initial data, for every particle-center x i we associate a corresponding bounded initial radius R δ i (0) with the assumption that sup i∈Ni R δ i (0) ≤ R 0 , uniformly for some constant R 0 . To consider a closed system, we impose a no-flux Neumann boundary condition on the outer boundary of Ω, i.e.,
In case the ith particle vanishes at time t i := sup{t | R δ i (t) > 0}, for times later than t i we define R δ i to be zero, reduce the number N (t) := {j | R δ j (t) > 0} of active particles by one, and neglect the boundary ∂B δ i in the boundary conditions. In the following, all sums, unions, and suprema will run over the set N (t), with N (0) ≡ N i , and any further reference to the particle-number density will mean the active particle-number density N unless otherwise noted.
Summarizing, the restricted and rescaled problem for the particle radii can be considered as a nonlocal, N -dimensional system of ordinary differential equationṡ
for times t ∈ (0, t i ), t i < T , and with bounded initial data R δ i (0) for every i, while the chemical potential is determined by
and the Neumann condition on the outer boundary. Global existence and uniqueness of continuous, piecewise-smooth solutions for a similar restricted Stefan problem was proved in [12] by an application of the Picard-Lindelöf theorem, the only difference being the different time scale. These solutions are not globally smooth due to the singularities arising from the extinction of particles; however, they are smooth in the intervals between the extinction times t i . In the following, when we mention solutions of the problem we will mean such continuous, piecewise-smooth solutions that exist up to any given time T .
It is easy to see that equations (2.1), (2.2), (2.3), along with the outer boundary condition conserve the volume and decrease the interfacial area of the particle phase. Indeed, differentiating the total volume of particles with respect to time gives
where the last sum vanishes due to the divergence theorem, equation (2.2), and the no-flux condition on ∂Ω. The decrease of total surface area follows from the next a priori estimate.
Lemma 2.1. For any time t ∈ (0, T ), the solutions of the problem satisfy the following energy equality.
Proof. Multiplying −∆u δ = 0 with u δ , integrating over Ω \ ∪B δ i , and integrating by parts gives
where the last term vanishes due to the Neumann condition on the outer boundary. Thus, using equations (2.3) and (2.1) we get
and after rearranging,
The result follows from an integration over time.
After normalization with respect to the initial particle-number density N i , this energy equality can yield useful information on the validity of the mean-field approach. In fact, we have
where the right-hand side is uniformly bounded by the assumption on the initial radii. For the left-hand side to stay bounded as well, if the quantity N i δ 2α tends to zero, the same must hold for |∇u δ | and it is exactly this limit of vanishing surfacearea density of particles that results in a mean field that is constant in space since, in particular,
Here and in the following, to obtain global estimates that are uniform in δ we extend u δ to the interior of particles, and thus to the whole of Ω, by its boundary values. It is important to note that in our scaling setup, for the surface area to vanish as δ tends to zero, the exponent α must be strictly larger than 3/2 since N i is O(1/δ 3 ). These facts will be made precise in Corollary 3.3 where we give an estimate of the mean-field effect. Note also that we do not address here the critical case α = 3/2 that corresponds to finite surface area. For that one would have to use the different methods developed by Niethammer and Otto in [13] .
Finally, note that for similar considerations under diffusion control, the corresponding quantity would be the capacity N i δ α due to the different time scale. In three dimensions, this capacity effect fits to general homogenization results as in the work of Cioranescu and Murat [4] ; to our knowledge though, the surface-area effect has not been explicitly discussed in the relevant literature.
Approximation and growth-rate estimates
As in the mean-field ansatz of Lifshitz, Slyozov, and Wagner, we suppose that the system is dilute enough so that particles behave as if they were isolated and we base our approximation on the solution of a single-particle problem.
Consider problem (2.1), (2.2), (2.3) for a single spherical particle centered at the origin and with initially unscaled radius r that we rescale as r δ := r/δ α , along with the corresponding reaction-controlled rescalings for a chemical potential u δ r and time, as in Section 2. For this rescaled particle B δ r we consider the following problem in the whole space: This problem can be explicitly solved to give
.
Note that in the formal limit of δ tending to zero, the expected effective equations take the general form
as in the reaction-controlled Lifshitz-Slyozov-Wagner theory.
Going now back to the many-particle problem, a calculation using the singleparticle growth rate above along with the requirement that the volume is conserved gives the following expression for the mean field
The effect of this mean field plus a sum of single-particle solutions will be the monopole approximation to the solution u δ supposing that there are no direct interactions between particles. To this end, let us define the approximate solution
for x ∈ Ω \ ∪B δ i (t). Below is a maximum principle tailored to our setting that will be used to compare the approximation and the solution in the lemma next. Its proof can be found in [12] .
Lemma 3.1. Let Ω be a Lipschitz domain and let ∪B i ⊂ Ω be a finite collection of disjoint closed balls. Then, a function v which is constant on each of the boundaries ∂B i and satisfies
where c i ≥ 0 for all i, also satisfies
Lemma 3.2. For any time t ∈ (0, T ) and small positive ε, the chemical potential and its approximation satisfy
Proof. Since the difference u δ − ζ δ is already harmonic in Ω \ ∪B δ i as ζ δ is a superposition of fundamental solutions, we would like to estimate to what extent it satisfies the maximum principle's boundary conditions.
For the condition on the particle boundaries, we use equations (2.1), (2.3), and the definition of ζ δ to calculate for x on the boundary ∂B δ i of the ith particle,
and since by the divergence theorem there holds for j = i,
we continue the calculation to get
In the last step, keeping in mind the assumptions on the spatial distribution of particle centers, the sum is bounded for j = i since it is considered as a Riemannsum approximation to the integral
which in turn is bounded using radial symmetry around the singularity and where the factor δ 3 in the sum compensates for the scaling in space. To further fulfil the maximum principle's outer boundary condition on ∂Ω, we consider the comparison function ζ δ + z δ , where the auxiliary function z δ solves the problem
such that the comparison function ζ δ + z δ has zero normal derivative on ∂Ω. To work with the maximum principle, z δ also needs to be harmonic in Ω and for that we need that the integral ∂Ω ∇ζ δ · n vanishes. But,
where the last integral equals −4π, independent of i. Thus, z δ is harmonic if and only ifū
which is exactly the mean field (3.1) as dictated by the single-particle ansatz in the beginning of the section. Moreover, since now z δ is harmonic, the divergence theorem further gives
A construction as in Lemma 3 of [11] and elliptic regularity theory (see Gilbarg and Trudinger [7] ) give the estimate
, where ε is a small positive number.
Let us now apply the maximum principle to the function
For a large enough constant C, say 2C ε , the following hold for f + : it is harmonic, there holds ∇f + · n = 0 on ∂Ω by the construction of z δ , and for the constants
Thus, f + satisfies the maximum principle's conditions and therefore,
). Using the maximum principle with −v instead of v, the function
, again satisfies the corresponding conditions and, as above, yields
). Combining the last two inequalities, we get
) and the lemma follows by the triangle inequality using the regularity of z δ .
In the previous lemma it is clear that our approach excludes the critical case α = 3/2. In the following we introduce, for technical reasons, a new exponent γ > 0 with the property
for each α greater than 3/2 + ε.
As a corollary to the previous lemma we can now estimate the effect of the mean field.
Corollary 3.3. For any time t ∈ (0, T ) and γ > 0, the chemical potential and the mean field satisfy
Proof. By the triangle inequality and Lemma 3.2 there holds
, and finally,
Using the exponent γ, we get
The following lemma gives an estimate for the growth rate of particles in accordance with the reaction-controlled Lifshitz-Slyozov-Wagner theory.
Lemma 3.4. For any time t ∈ (0, T ) and γ > 0, for the growth rates of particles holds
Proof. Let w An explicit calculation gives
and also
Using equations (2.1), (2.2), (2.3), and the Neumann boundary condition, along with the above properties of w δ i , and integrating by parts, gives
where in the last equation we used (3.7) and added and subtractedū δ . After rearranging, we have 8) where in the last step we again used equation (3.7) . But by using equation (2.3)
Substituting back in (3.8) and using Corollary 3.3 gives the final estimate.
The next lemma ensures that the bounds in the approximation and the growthrate estimates are indeed uniform.
Lemma 3.5. For any time t ∈ (0, T ), the mean field and the radii of the particles are uniformly bounded, i.e.,
For the mean field (3.1) holds
and since by Hölder's inequality
, conservation of the total volume of particles gives
Consider now the set
then, for times t ∈ A, plugging (3.10) in estimate (3.9) and using Corollary 3.
Integrating over the time interval (0, T ), Gronwall's inequality implies that
therefore, [0, T ] ⊂ A, i.e., the radii are bounded up to time T as is the mean field by estimate (3.10).
Finally, the following lemma gives control over the growth rates of vanishing particles and will prove useful for some regularity considerations in the next section. Lemma 3.6. For any time t ∈ (0, T ) such that R δ i (t) ≤ 1/4 sup t,δū δ (t) and for sufficiently small δ, there holds
Proof. For
it can be verified that the function u δ − g satisfies the assumptions of the maximum principle in Lemma 3.1 for the constants
, monotonicity implies that ∇u δ · n ≥ ∇g · n on ∂B δ i and taking the average integrals over ∂B δ i we havė
Moreover, Lemma 3.4 giveṡ
Using now the assumption that R δ i ≤ 1/4 sup t,δū δ and since from Lemma 3.5 it follows that for sufficiently small δ the O(δ γ ) term is uniformly bounded by 1/4R
be sub-and supersolutions that respectively solvė
By comparison, we get the lemma's second assertion, i.e., y 1 ≤ R δ i ≤ y 2 .
Homogenization
In order to pass to the homogenization limit of infinitely-many particles, we need first describe the particle-radius density in the limit. To that end, define at any time t ∈ (0, T ) the empirical measure ν
i.e., for functions φ(t, R) continuous and compactly supported in the radius variable. Using now the estimates from the previous section, we can prove the following Lemma 4.1. For a subsequence δ → 0 and for a functionū ∈ W 1, p (0, T ), for
Furthermore, the measures ν δ t converge to a family ν t of probability measures such that φ dν δ t → φ a(t) dν t uniformly in t, where a(t) denotes the percentage of active particles in the limit.
Proof. As a consequence of Lemma 3.6, we have sup Ṙ δ i L p (0,T ) ≤ C(p) for p < 2, thus, conservation of volume and boundedness of the radii give for p < 2,
Therefore,ū δ ∈ W 1, p (0, T ), for p < 2, and the compactness following from the Rellich-Kondrachov theorem gives thatū δ converges to a limitū in L 2 . Taking into consideration that u δ is extended to the whole of Ω and using the lemmas in the previous section, ζ δ converges toū in L 2 (Ω) and u δ − ζ δ converges uniformly to 0 as δ → 0, therefore, u δ converges toū in L 2 (Ω). By the energy equality in Lemma 2.1 we have further control over ∇u * , so for a subsequence δ → 0 there holds that ν δ t converges weakly-* to ν t . Furthermore, for positive functions φ the limit measure ν t is nonnegative and from this it follows that ν t becomes zero if there are no particles left in the system.
Choosing now a function ψ(t) that depends only on time, we calculate
The ratio N/N i is the percentage of active particles at time t. This ratio is bounded by 1 and decreasing, therefore it is uniformly bounded in the space BV (0, T ) and by the compact embedding of BV (0, T ) ∩ L ∞ (0, T ) in L 2 (0, T ), it converges in L 2 , for a subsequence δ → 0, to a limit a ∈ BV (0, T ).
If we project now the measure ν t to the interval [0, T ], we get that the projection satisfies proj [0, T ] ν t = a(t) dt and according to [6, Ch. 1, Thm. 10], the decomposition and convergence to ν t follow from the slicing of measures.
We conclude with the following theorem which states that the limit measure ν t satisfies the Lifshitz-Slyozov-Wagner equation in a weak sense. Note that in the theorem's statement, the initial condition is defined as φ t, R Proof. We begin by computing the mean-field limitū(t). For a continuous function φ(t) there holds, by the definition ofū δ ,
Taking the limit δ → 0 on both sides, Lemma 4.1 gives
Consider now a smooth and compactly supported function φ as in the theorem's statement. Then, the fundamental theorem of calculus and Lemma 3. The result follows by taking the limit for a subsequence δ → 0 and using the strong convergence ofū δ .
As a concluding remark, we note that the well-posedness (existence, uniqueness, and continuous dependence on initial data) of the weak formulation (4.1) can be treated by the methods developed by Niethammer and Pego in [14] and [15] .
