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On Z2k-Dual Binary Codes
Denis S. Krotov
Abstract
A new generalization of the Gray map is introduced. The new generalization Φ : Zn
2k
→ Z2
k−1
n
2
is connected
with the known generalized Gray map ϕ in the following way: if we take two dual linear Z2k -codes and construct
binary codes from them using the generalizations ϕ and Φ of the Gray map, then the weight enumerators of
the binary codes obtained will satisfy the MacWilliams identity. The classes of Z2k -linear Hadamard codes and
co-Z2k-linear extended 1-perfect codes are described, where co-Z2k-linearity means that the code can be obtained
from a linear Z2k -code with the help of the new generalized Gray map.
Index Terms
Gray map, Hadamard codes, MacWilliams identity, perfect codes, Z2k -linearity
I. INTRODUCTION
As discovered in [1], [2] certain nonlinear binary codes can be represented as linear codes over Z4.
The variant of this representation founded in [3] use the mapping φ : 0→ 00, 1→ 01, 2→ 11, 3→ 10,
which is called the Gray map, to construct binary so-called Z4-linear codes from linear quaternary codes.
The main property of φ from this point of view is that it is an isometry between Z4 with the Lee metric
and Z22 with the Hamming metric. In [4] (and in [5] in more general form) the Gray map is generalized
to construct Z2k-linear codes. The generalized Gray map (say ϕ; see Subsection II-A for recalling basic
facts on the generalized Gray map) is an isometric imbedding of Z2k with the metric specified by the
homogeneous weight [6] into Z2k−12 with the Hamming metric.
In this paper we introduce another generalization Φ of the Gray map (Subsection II-B). This general-
ization turns out to be dual to the previous in the following sense. If C and C⊥ are dual linear Z2k-codes,
then the binary Z2k-linear code ϕ(C) and the co-Z2k-linear code Φ(C⊥) are formally dual. The formal
duality is that the weight enumerators of these two codes satisfy the MacWilliams identity (Section III);
note that these codes, in general, can be nonlinear, in which case they cannot be dual in the usual sense,
as subspaces of the binary vector space. So, we solve the problem of duality for Z2k-linear binary codes:
to relate the weight enumerators of the images of dual linear codes over Z2k . This problem cannot be
solved using only the standard generalized Gray map ϕ, because, as noted in [4], the weight enumerators
of ϕ(C) and ϕ(C⊥) are in general not related, contrarily to the case of Z4-linear codes.
In [5], it is shown that binary (and, in general, nonbinary) codes can be represented as group codes over
different groups. Such representations use a special scaled isometry (ϕ is a partial case of such isometry),
which acts isometrically from some module with a specially defined metric to the binary (or, in general,
nonbinary) Hamming space. With such approach, each module element corresponds to one codeword;
Z2k-linear codes are a partial case of that approach.
In our approach, every module element (word) corresponds to some set of codewords, which is a
Cartesian product of the sets corresponding, by a special mapping, to the symbols of the module word. In
the constructive part, this approach can be represented by the generalized concatenation construction [7],
but the resulting code distance differs from the constructive distance of generalized concatenated codes.
Calculating distance, we use some isometrical properties of the mapping, which can be considered as an
This is author’s version of the correspondence in the IEEE Transactions on Information Theory 53(4) 2007, 1532–1537, Digital Object
Identifier 10.1109/TIT.2007.892787, c©2007 IEEE.
Some results of this paper were presented at the 4th International Workshop on Optimal Codes and Related Topics OC 2005 (Pamporovo,
Bulgaria, June 2005).
D. S. Krotov is with the Sobolev Institute of Mathematics, Novosibirsk, Russia (e-mail: krotov@math.nsc.ru).
KROTOV: ON Z2K -DUAL BINARY CODES 2
analog of a scaled isometry. The map Φ considered in this paper allows to construct only codes with
distance maximum 4, but in general the approach may have a larger potential.
The new way to generalize the Gray map (Subsection II-B) and its duality (Section III) to the “old
way” are the main results of the first part of the paper. The second part (Sections IV–VI) is devoted to
constructions of co-Z2k -linear and Z2k-linear codes with parameters of extended 1-perfect and Hadamard
codes. There is a series (e. g. [8], [9], [10], [11], [12], [13], [14], [15], [16]) of papers that concern 1-
perfect (or extended 1-perfect) and Hadamard codes which are linear in some nonstandard sense (note
that for each considered values of parameters only exists one linear code, up to equivalence). Using the
two generalized ϕ, Φ Gray maps, we construct a wide class of such codes. Some natural questions on the
constructed codes remains open for future researching: which of these codes are equivalent to each other
or to other known codes; which of them are propelinear (see the definition in [8]) or at least transitive
(see [17] for the definition and some constructions of transitive 1-perfect codes); to establish the bounds
on the dimension of the kernel and rank for these codes (the dimension of the kernel and rank are good
measures of linearity of nonlinear codes in the classical binary sense. For Z4-linear extended 1-perfect
and Hadamard codes these parameters were calculated in [10], [11], [13], [14], [15]); and so on.
In Section IV we construct co-Z2k -linear extended 1-perfect (n, 2n/2n, 4) codes. As noted above, the
code distance of a co-Z2k -linear code cannot exceed 4 if k > 2 (see Lemma 2-5). So, extended 1-perfect
codes are the best examples.
As a corollary, the dual distance of a Z2k-linear code (k > 2) also cannot exceed 4. Best examples are
codes with large code distance. In Section V we construct Z2k-linear codes with parameters (n, 2n, n/2),
i. e., Hadamard codes. They are Z2k -dual to the extended 1-perfect codes from Section IV; i. e., the ϕ and,
respectively, Φ preimage of the constructed extended 1-perfect and Hadamard codes are dual Z2k codes.
The introduced constructions of codes are a generalization of the constructions of Z4-linear extended
1-perfect and Hadamard codes [10], [11] (see also [13]).
It is natural to ask whether our construction of co-Z2k-linear extended 1-perfect and Z2k-linear Hadamard
codes is complete or not. In Section VI we show that the answer is yes; i. e., all co-Z2k -linear extended
1-perfect codes and all Z2k-linear Hadamard codes are equivalent to codes constructed in Sections IV
and V.
II. DEFINITIONS AND BASIC FACTS. TWO GENERALIZATIONS OF GRAY MAP
We will use the following common notations. An (n,M, d) binary code is a cardinality M subset of
Zn2 = Z2 × . . .× Z2 with the distance at least d between every two different elements (codewords); n
is called the code length and d is called the code distance. An (n, 2n, n/2) binary code is called an
Hadamard code; such codes exist if and only if Hadamard n×n matrices exist, i. e., at least n ≡ 0 mod 4
if n > 2, see e. g. [18]. A linear Hadamard code is known as a first order Reed-Muller code; n is a power
of two is this case. An (n, 2n/2n, 4) binary code is called an extended 1-perfect code; such codes exist if
and only if n is a power of two. Such a code is always an extension of a (n−1, 2n/2n, 3) code, which is
called 1-perfect; so, studying extended 1-perfect codes is an alternative way to study 1-perfect codes. For
each admissible length there is only one, up to coordinate permutation, linear (extended) 1-perfect code
and, if n > 8, many nonlinear ones; the classification of all such codes is currently an open problem.
In the following two subsections we will define the basic concepts, which will be used throughout the
paper: two weight functions on Z2k , two corresponding metrics, two generalized Gray maps ϕ and Φ,
the concepts of Z2k-linear and co-Z2k -linear codes; we will formulate simple but fundamental claims on
isometric properties of ϕ and Φ.
A. Z2m-Linear Codes
This subsection recalls basic definitions and facts about the generalized Gray map and Z2k-linear codes
[4], [5].
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Assume m ≥ 2 is an integer such that there exist an Hadamard m × m matrix. Let A ⊂ Zm2 be a
Hadamard (m, 2m,m/2) code. Assume that A = {a0, a1, . . . , a2m−1}, where a0 is the all-zero codeword
and ai + ai+m is the all-one codeword for each i from 0 to m − 1. Define the generalized Gray map
ϕ : Zn2m → Z
mn
2 by the rule
ϕ(x1, . . . , xn) , (ax1, . . . , axn).
Let the weight function wt∗ : Z2m → R+ be given by
wt∗(x) ,
{
0 if x = 0,
m if x = m,
m/2 otherwise.
Whenever m is a power of two, the weight wt∗ is the homogeneous weight introduced in [6] for more
general class of rings. The corresponding distance d∗ on Zn2m is defined by the standard way:
d∗((x1, . . . , xn), (y1, . . . , yn)) ,
n∑
i=1
wt∗(yi − xi).
Proposition 2-1 ([5]): The mapping ϕ is an isometric embedding of (Zn2m, d∗) into (Zmn2 , d), i. e.,
d∗(x¯, y¯) = d(ϕ(x¯), ϕ(y¯)), where d(·, ·) is the Hamming distance.
If C ⊆ Zn2m, then
ϕ(C) , {ϕ(x¯) | x¯ ∈ C}.
We will say that C is a (n,M, d)∗ code if C ⊆ Zn2m, |C| = M , and the d∗-distance between any two
different elements of C is not less than d.
Corollary 2-2: If C is a (n,M, d)∗ code, then ϕ(C) is a binary (mn,M, d) code.
A binary code is called Z2m-linear if its coordinates can be arranged in such a way that it is the image
of a linear Z2m-code by ϕ. As noted in [4], the length of a Z2m-linear code must be a multiple of m and
all the weights of its codewords must be multiples of m/2.
Remark 2-3: The map ϕ and the concept of Z2m-linearity given above depends on the choice of a
Hadamard code A and the only restriction on m is that exists a Hadamard m×m matrix. In fact, originally
[4] (and in the binary subcase of [5, Section D]) m = 2k−1 and the code A is fixed as R(1, k − 1), the
Reed-Muller code of order 1.
B. Co-Z2k-Linear Codes
In this subsection we will introduce another approach to construct binary codes from linear codes over
Z2k .
Firstly, we will introduce a new way to generalize the Gray map, defining a map Φ : Zn2m → 2Z
mn
2 ,
where 2Zmn2 denotes the set of the subsets of Zmn2 . Then we will define a weight function wt⋄ : Z2m → R+
and the corresponding distance d⋄ and we will show (Lemma 2-5) relations between the d⋄-distance of
a code C ⊂ Zn2m and the Hamming distance of the code Φ(C). Finally, we will introduce the concept of
co-Z2k -linear codes.
Put m = 2k−1. Let {H0, . . . , H2m−1} be a partition of Zm2 into extended 1-perfect (m, 2m/2m, 4) codes
(for example, we can take H0 as the extended Hamming code and H0, . . . , H2m−1 as its cosets). Moreover,
we assume that H0 contains the all-zero word 0¯ and Hj is an even (odd) weighted if and only if j is even
(odd).
Define the map Φ : Zn2m → 2Z
mn
2 by the rule
Φ(x1, . . . , xn) , Hx1 × . . .×Hxn.
If C ⊆ Zn2m, then
Φ(C) ,
⋃
x¯∈C
Φ(x¯).
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Example 2-4: Let k = 3, H0 = {0000, 1111}, . . . , H2 = {1100, 0011}, . . . , H7 = {0001, 1110}. Then
Φ(2 0 7) = H2 ×H0 ×H7 = { 1100 0000 0001, 1100 0000 1110, 1100 1111 0001, 1100 1111 1110,
0011 0000 0001, 0011 0000 1110, 0011 1111 0001, 0011 1111 1110 }.
Define the weight function wt⋄ : Z2m → R+ as
wt⋄(x) ,
{
0 if x = 0,
1 if x is odd,
2 if x 6= 0 is even.
The corresponding distance d⋄ on Zn2m is defined by the standard way:
d⋄((x1, . . . , xn), (y1, . . . , yn)) ,
n∑
i=1
wt⋄(yi − xi).
We will say that C is an (n,M, d)⋄ code if C ⊆ Zn2m, |C| = M , and the d⋄-distance between any two
different elements of C is not less than d.
Lemma 2-5: Let m ≥ 4. If C ⊆ Zn2m is an (n,M, d)⋄ code,
then Φ(C) is a binary (mn,M( 2m
2m
)n,min(4, d)) code.
The proof is straightforward, and we omit it.
We call a binary code co-Z2m-linear if its coordinates can be arranged so that it is the image of a linear
Z2m-code by the map Φ.
Remark 2-6: Co-Z2m-linear codes can be considered as a partial case of generalized concatenated codes
[7]. For this special case the code distance given by Lemma 2-5 may be better than the code distance
guaranteed by the generalized concatenation construction.
III. Z2k -DUALITY OF BINARY CODES
In this section we will show (Theorem 3-4) that if two binary codes are obtained from dual linear
Z2k-codes by, both, ϕ and Φ generalizations of Gray map, then these codes are formally dual, i. e., their
weight enumerators satisfy the MacWilliams identity.
Let C be a Z2k-linear code, the image by ϕ of a linear Z2k-code C of length n. Let C⊥ be the linear
Z2k-code dual to C. Let SWC⊥(X,Z, T ) be the polynomial obtained from the complete weight enumerator
WC⊥(X0, X1, . . . , X2k−1) of C⊥ by identifying to Z (respectively to T ) all the Xj’s such that j is odd
(respectively, j is even 6= 0).
Lemma 3-1 ([4]): Then we have
WC(X, Y ) =
1
|C⊥|
SWC⊥( X
2k−1+ Y 2
k−1
+ (2k − 2)(XY )2
k−2
,
X2
k−1
− Y 2
k−1
,
X2
k−1
+ Y 2
k−1
− 2(XY )2
k−2
).
The following lemma is a known fact about the weight distribution of extended 1-perfect binary codes.
Lemma 3-2: Let H be an extended 1-perfect (m, 2m/2m, 4) code; then
a) 1
|H|
WH(X + Y,X − Y ) = X
m + Y m + (2m− 2)(XY )m/2 if 0¯ ∈ H ,
b) 1
|H|
WH(X + Y,X − Y ) = X
m − Y m if H is odd-weight,
c) 1
|H|
WH(X + Y,X − Y ) = X
m + Y m − 2(XY )m/2 if H is an even-weight code and 0¯ 6∈ H .
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Proposition 3-3: Let C be a Z2k-code and C˜ = Φ(C); then
WC˜(X, Y ) = SWC(WH0(X, Y ),WH1(X, Y ),WH2(X, Y )),
where {H0, . . . , H2m−1} is the partition of Zm2 into extended 1-perfect codes from the definition of Φ,
0 ∈ H0, H1 is an odd-weight code, H2 is an even-weight code, 0¯ 6∈ H2
Proof: The statement follows almost immediately from the definition of the map Φ. Indeed, each
codeword z¯ = (z1, . . . , zn) ∈ C adds SWz1 · . . . · SWzn to SWC(X,Z, T ), where
SW0 , X,
SW2j+1 , Z, j = 0, . . . , m− 1,
SW2j , T, j = 1, . . . , m− 1.
On the other hand, as follows from the definition of the map Φ, each codeword z¯ = (z1, . . . , zn) ∈ C adds
WHz1 (X, Y ) · . . . ·WHzn (X, Y ) to WC˜(X, Y ). The relations
WH2j+1(X, Y ) =WH1(X, Y ), j = 0, . . . , m− 1,
WH2j (X, Y ) =WH2(X, Y ), j = 1, . . . , m− 1
follow from Lemma 3-2 and conclude the proof.
The following theorem is the main result of this section.
Theorem 3-4: Let C and C⊥ be dual linear Z2k-codes, C = ϕ(C) and C˜⊥ = Φ(C⊥). Then the codes C
and C˜⊥ are formally dual, i. e., WC(X, Y ) = 1|C˜⊥|WC˜⊥(X + Y,X − Y ).
Proof: By Lemmas 3-1 and 3-2
WC(X, Y ) =
1
|C⊥|
SWC⊥
( 1
|H0|
WH0(X+Y,X−Y ),
1
|H1|
WH1(X+Y,X−Y ),
1
|H2|
WH2(X+Y,X−Y )
)
=
1
|C⊥|
(
2m
2m
)n
SWC⊥
(
WH0(X+Y,X−Y ),WH1(X+Y,X−Y ),WH2(X+Y,X−Y )
)
.
It remains to note that by Lemma 2-5 we have |C⊥|
(
2m
2m
)n
= |C˜⊥| and by Proposition 3-3 we obtain:
SWC⊥(WH0(X+Y,X−Y ),WH1(X+Y,X−Y ),WH2(X+Y,X−Y )) = WC˜⊥(X+Y,X−Y ).
In Sections IV and V we will construct two Z2k-dual classes of codes: co-Z2k -linear extended 1-perfect
codes and Z2k -linear Hadamard codes. In the last section we will show the completeness of the construc-
tions.
IV. CO-Z2k -LINEAR EXTENDED PERFECT CODES
This section concerns extended 1-perfect codes. We first introduce the concept of 1-perfect code, which
is a generalization of the concept of extended 1-perfect binary code to some nonbinary cases. As in the case
of 1-perfect codes, the existence of 1-perfect codes in different spaces is independently interesting. Then, in
Subsection IV-B, we construct a class of 1-perfect codes in (Zn2k , d⋄). In Subsection IV-C we summarize:
the images of such codes under Φ are co-Z2k -linear extended 1-perfect codes. In Subsection IV-D we give
examples of 1-perfect codes in Z2m where m is not a power of two.
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A. 1-Perfect Codes
Let G = (V,E) be a regular bipartite graph with parts Vev, Vod. A subset C ⊆ Vev is called a 1-perfect
code if for each x¯ ∈ Vod there exist exactly one c¯ ∈ C adjacent with x¯. It is not difficult to see that a
1-perfect code is an optimal distance 4 code, i. e., its cardinality is maximum among the distance 4 codes
in the same space. In particular, such a code is a 3-diameter perfect code in the sense [19]. 1-perfect codes
in a binary Hamming space are known as extended 1-perfect codes. The following test can be considered
as an alternative definition of a 1-perfect code.
Proposition 4-1: Assume G = (V,E) is a regular bipartite graph of degree r > 0 and dG is the graph
distance in V . Then C ⊂ V is a 1-perfect code if and only if |C| = |V |/2r and dG(c¯1, c¯2) ≥ 4 for each
different c¯1, c¯2 ∈ C.
Proof: Only if: Assume C ⊂ V is a 1-perfect code. Then by the definition it is a subset of a part
Vev of the graph (V,E) and the graph distance between any two elements of C is even.
On the other hand, if dG(c¯1, c¯2) = 2 for some c¯1, c¯2 ∈ C, then there exist an element x¯ ∈ V such that
dG(x¯, c¯1) = 1 and dG(x¯, c¯2) = 1. The existence of such element contradicts to the definition of 1-perfect
code. Consequently, dG(c¯1, c¯2) ≥ 4 for each different c¯1, c¯2 ∈ C.
Each element of Vod , V \Vev is adjacent with exactly one element of C. On the other hand, each
element of C is adjacent with exactly r elements of Vod. Therefore, |C| = |Vod|/r = |V |/2r.
If: Assume C is a code of cardinality |V |/2r and distance at least 4. Denote
C1 , {x¯ | d
G(x¯, C) = 1}.
Each element of C1 is adjacent with exactly one element of C (otherwise the code distance of C is not
more than 2). Consequently, |C1| = r|C| = |V |/2.
(*) We claim that C1 does not contain two adjacent elements. Assume the contrary. Then the graph G
contains a chain (c¯, x¯, y¯, c¯′), where c¯, c¯′ ∈ C, x¯, y¯ ∈ C1. The case c¯ = c¯′ contradicts to the bipartiteness
of the graph G. The case c¯ 6= c¯′ contradicts to the code distance of C. The claim (*) is proved.
Since G is a regular graph, the other half of vertices V \C1 also does not contain two adjacent elements.
Therefore C is a 1-perfect code by the definition, where Vod = C1.
B. A Class Of 1-Perfect Codes In Zn
2k
Let n = 2r and I = (i1, . . . , ik) be a collection of nonnegative integers such that 1i1+2i2+. . .+kik = r.
Let b¯1, . . . , b¯n ∈ Z1+i1+...+ik2k be all the elements of {1}×(2
k−1Z2k)
i1×(2k−2Z2k)
i2×. . .×(20Z2k)
ik ordered
lexicographically. And let BI be the matrix with the columns b¯1, . . . , b¯n.
Example 4-2: If k = 3, i1 = 2, i2 = 1, i3 = 0, then r = 4, n = 2r = 16, and
BI =


1111111111111111
0000000044444444
0000444400004444
0246024602460246

 .
If k = 3, i1 = 0, i2 = i3 = 1, then r = 5, n = 2r = 32, and
BI =

 1111111111111111111111111111111100000000222222224444444466666666
01234567012345670123456701234567

 .
If k = 3, i1 = i2 = i3 = 1, then r = 6, n = 2r = 64, and
BI =


1111111111111111111111111111111111111111111111111111111111111111
0000000000000000000000000000000044444444444444444444444444444444
0000000022222222444444446666666600000000222222224444444466666666
0123456701234567012345670123456701234567012345670123456701234567

 .
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Lemma 4-3: The linear code HI , {h¯ = (h1, . . . , hn) ∈ Zn2k |
∑n
j=1 hj b¯j = BI h¯
T = 0¯} with the check
matrix BI is 1-perfect.
Proof: First we claim that
(*) the distance 2 between codewords h¯1, h¯2 from HI is impossible. Indeed, if d⋄(h¯1, h¯2) = 2, then
the codeword h¯ , h¯1 − h¯2 have one or two nonzero positions. The first case contradicts to the fact that
b¯i 6= 0¯, i = 1, . . . , n. In the second case we have βb¯i + γb¯j = 0¯ for some different i, j and odd β, γ. But
the first row of BI implies that β = −γ and, since β and γ are odd, we get b¯i = b¯j . This again contradicts
to the construction of BI . The claim (*) is proved.
First row of BI implies that the words of HI have even weight.
We need to check that each odd word is at the distance 1 from exactly one codeword. Let z¯ =
(z1, . . . , zn) ∈ Z
n
2k
have an odd weight, s¯ ,
∑n
j=1 zib¯i, and s ,
∑n
j=1 zi. Note that s is odd. Since
s−1s¯ ∈ {1}× (2k−1Z2k)
i1× (2k−2Z2k)
i2× . . .× (20Z2k)
ik , there exists j′ such that s−1s¯ = b¯j′ . Let z¯′ ∈ Zn2k
be the word with s in the j′th position and zeroes in the others. It is easy to check that z¯− z¯′ is a codeword
at the distance 1 from z¯. As follows from (*), such codeword is unique for each odd z¯.
C. Co-Z2k -Linear Extended 1-Perfect Binary Codes
Now we have all we need to construct a class of co-Z2k-linear extended 1-perfect binary codes. As we
will see in Section VI, the class constructed exhaust all such codes provided the mapping Φ is fixed.
Theorem 4-4: The co-Z2k -linear code H˜I , Φ(HI) is a binary (nm, 2nm/2nm, 4) code, i. e., an
extended 1-perfect code.
Proof: The statement follows directly from Lemma 2-5, Proposition 4-1, and Lemma 4-3.
D. Note On The General Case Z2m
Indeed, 1-perfect codes can be constructed over Z2m with d⋄-distance for each m ≥ 1, see the
following examples. Since m = 2µ is a necessary condition for constructing binary codes using the
way of Subsection II-B, the classification of 1-perfect codes in the other cases is out of view of this
paper.
Example 4-5: The codes with the check matrices
B′ ,

 1 1 1 1 1 1 1 10 0 0 0 12 12 12 12
0 6 12 18 0 6 12 18

 ,
B′′ ,
(
1 1 1 1 1 1
0 4 8 12 16 20
)
are 1-perfect codes over Z24 with d⋄-distance.
V. Z2k -LINEAR HADAMARD CODES
Lemma 5-1: Let H be a linear code in Zn
2k
. Then H is an (n, n2k, n2k−2)∗ code if and only if H⊥ is
a 1-perfect code in (Zn2k , d⋄).
Proof: Assume the code H has parameters (n, n2k, n2k−2)∗. Then ϕ(H) has the parameters of an
Hadamard code, see Corollary 2-2. By Theorem 3-4 the code Φ(H⊥) is formally dual to the Hadamard
code ϕ(H), i. e, Φ(H⊥) is an extended 1-perfect code. Then the cardinality and the minimal d⋄-distance
4 of the code H⊥ follow from Lemma 2-5.
The reverse statement can be proved by reversing the arguments.
The next theorem follows immediately from Lemmas 4-3 and 5-1.
Theorem 5-2: The code DI , H⊥I is a linear (n, n2k, n2k−2)∗ code with the generator matrix BI . The
Z2k-linear code DI , ϕ(DI) is a binary (n2k−1, n2k, n2k−2) code, i. e., an Hadamard code.
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Remark 5-3: The code D(r,0,...,0) is the first order Reed-Muller code over Z2k [16].
Remark 5-4: Indeed, if an Hadamard code A of length m exists (see Subsection II-A), then Z2m-linear
Hadamard code can be constructed for length nm = 2rm, even if m is not a power of two. For example,
the linear Z24-code with the generator matrix B′ from Example 4-5 has parameters (16, 192, 48)∗ and the
corresponding binary Z24-linear code has parameters (96, 192, 48), i. e., the parameters of an Hadamard
code of length 96.
However, the code with the generator matrix B′′ (Example 4-5) has parameters (6, 144, 30)∗, corre-
sponding a binary (72, 144, 30) code. The code distance of this code is smaller than the code distance of
an Hadamard code with the same length and cardinality.
VI. NONEXISTENCE OF UNKNOWN CO-Z2k -LINEAR EXTENDED PERFECT CODES AND Z2k -LINEAR
HADAMARD CODES
Let n be a power of 2. In this section we will show (Theorem 6-2) that each linear (n, 2kn/n2k, 4)⋄
code in Zn2k is equivalent to a code from the class constructed in Section IV. Similarly, each linear
(n, n2k, n2k−2)∗ code in Zn
2k
is equivalent to a code from the class constructed in Section V (Theorem 6-3).
The key moment of the proof is Lemma 6-4. The partial Z4 case of this lemma was proved in [10] and
in [13], but the proof given here is not similar.
We say that two linear codes C1, C2 ⊆ Zn2k are equivalent if C2 = z¯ ◦ piC1 where pi is a coordinate
permutation, z¯ ∈ (Z∗2k)
n , {1, 3, . . . , 2k−1}n, and ◦ is the coordinate-wise product defined as (z1, . . . , zn)◦
(x1, . . . , xn) , (z1x1, . . . , znxn). Note that both operations pi and z¯ ◦ are group automorphisms of the
additive group of Zn2k and isometries of the metric spaces (Zn2k , d∗) and (Zn2k , d⋄). The following proposition
shows that there are no other linear isometries of (Zn
2k
, d∗) or (Zn
2k
, d⋄), and thus our definition of the
equivalence is natural.
Proposition 6-1: Assume that Γ is a linear transformation of Zn
2k
and isometry of (Zn
2k
, d) where d = d∗
or d = d⋄. Then Γ(x¯) ≡ z¯ ◦ pi(x¯) where pi is a coordinate permutation, and z¯ ∈ (Z∗2k)n.
Proof: Denote by e¯i the word with 1 in ith position and zeroes in the other positions. It is enough to
check that for each i we have Γ(e¯i) ≡ zj e¯j with some j = pi(i) and zj ∈ Z∗2k . Indeed, from the isometric
properties of Γ we derive that Γ(e¯i) has only one non-zero coordinate. On the other hand, this coordinate
belongs to Z∗2k , because Γ is a bijection.
The following two theorems are the main results of this section. Remind that the codes HI and DI are
defined in Sections IV and V.
Theorem 6-2: Let H ⊂ Zn2k be a linear 1-perfect code. Then H is equivalent to HI where I =
(i1, . . . , ik) is a collection of nonnegative integers such that 1i1 + 2i2 + . . .+ kik = log2 n.
Theorem 6-3: Let D ⊂ Zn2k be a linear (n, n2
k, n2k−2)∗ code. Then D is equivalent to DI , where
I = (i1, . . . , ik) is a collection of nonnegative integers such that 1i1 + 2i2 + . . .+ kik = log2 n.
By Lemma 5-1 it is enough to prove only one of Theorems 6-2, 6-3. We need the following auxiliary
result.
Lemma 6-4: If D is a linear (n, n2k, n2k−2)∗ code in Zn2k , then D contains an element from (Z
∗
2k)
n
.
Proof: We prove the lemma by induction. If n = 1, then D = Z2k . Assume n > 1.
(*) We claim that D contains an element from {0, 2k−1}n of weight n2k−2. Let x¯′ and x¯′′ be two
linear independent elements in D of order 2m′ and 2m′′ respectively. This means that m′x¯′ and m′′x¯′′ are
different nonzero elements from D∩{0, 2k−1}n. Since ϕ is an isometric imbedding (see Proposition 2-1)
and ϕ(D) is an (n2k−1, n2k, n2k−2) Hadamard code, the only possible values of wt∗-weight of elements
in D are 0, n2k−2 and n2k−1. So, at least one of m′x¯′ and m′′x¯′′ has weight n2k−2. The claim (*) is
proved.
Without loss of generality assume that a¯ , (2k−1, . . . , 2k−1, 0, . . . , 0) ∈ D.
Let us consider two codes obtained from D by puncturing n/2 coordinates:
D1 , {z¯
′ ∈ Z
n/2
2k
| ∃ z¯′′ ∈ Z
n/2
2k
: (z¯′, z¯′′) ∈ D},
D2 , {z¯
′′ ∈ Z
n/2
2k
| ∃ z¯′ ∈ Z
n/2
2k
: (z¯′, z¯′′) ∈ D}.
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(**) We claim that D1 and D2 are linear (n/2, n2k−1, n2k−3)∗ codes. The linearity of the codes is
obvious. The code distance follows from the fact that the distance between a¯ and any element z¯ ∈ D
is 0, n2k−2 or n2k−1. It is true that |D1| ≥ |D|/2 because the code distance of D permits of only one
nonzero codeword with zeroes in the first n/2 coordinates. On the other hand, such a codeword exists:
(0, . . . , 0, 2k−1, . . . , 2k−1) = (2k−1, . . . , 2k−1) + a¯ ∈ D. So, |D1| = |D|/2 = n2k−1. Similarly, we get
|D2| = n2
k−1
. The claim (**) is proved.
By the assumption of induction D1 contains an element u¯′ from (Z∗2k)
n/2
. This means that there exist u¯′′
from Zn/2
2k
such that (u¯′, u¯′′) ∈ D. Since wt∗(2k−1(u¯′, u¯′′)) ∈ {n2k−2, n2k−1} and 2k−1u¯′ = (2k−1, ..., 2k−1),
we have wt∗(2k−1u¯′′) = 0 or wt∗(2k−1u¯′′) = n2k−2. So,
2k−1u¯′′ = (0, . . . , 0), (1)
or 2k−1u¯′′ = (2k−1, . . . , 2k−1). (2)
Similarly, considering the code D2, we can find a codeword (v¯′, v¯′′) ∈ D such that 2k−1v¯′′ = (2k−1, ..., 2k−1)
and v′ satisfies
2k−1v¯′ = (0, . . . , 0), (3)
or 2k−1v¯′ = (2k−1, . . . , 2k−1). (4)
If (2) is true, then (u′, u′′) ∈ (Z∗2k)n ∩ D. If (4) is true, then (v′, v′′) ∈ (Z∗2k)n ∩ D. If (1) is true and (3)
is true, then (u′, u′′) + (v′, v′′) ∈ (Z∗2k)
n ∩ D. Lemma 6-4 is proved.
Proof of Theorem 6-3: By Lemma 6-4 the code D contains an element c¯ = (c1, . . . , cn) from (Z∗2k)n.
Then the code D′ , (c−11 , . . . , c−1n ) ◦D is equivalent to D and contains 1¯ = (1, . . . , 1). Let {1¯, q1, . . . , qs}
be a basis of D′ and ij be the number of elements of order 2j, j = 1, . . . , k. Assume 1¯, q1, . . . , qs are the
rows of the matrix Q of size (1+ i1+ . . .+ ik)×n, a generator matrix of the code D′. Then the columns
of Q are elements of {1} × (2k−1Z2k)i1 × (2k−2Z2k)i2 × . . .× (20Z2k)ik . Since by Lemma 5-1 the code
d⋄-distance of D′⊥ is more than 2, all the columns are pairwise different. Therefore Q coincides with BI ,
I = (i1, . . . , ik), up to permutation of columns.
So, we conclude, provided the mappings ϕ and Φ are fixed, all up to equivalence co-Z2k -linear extended
1-perfect codes and Z2k-linear Hadamard codes are described in Sections IV and V.
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Î Z2k-äóàëüíûõ äâîè÷íûõ êîäàõ
Ä. Ñ. Êðîòîâ
Àííîòàöèÿ
Ïðåäñòàâëåíî íîâîå îáîáùåíèå îòîáðàæåíèÿ ðåÿ Φ : Zn
2k
→ Z2
k−1n
2 , ñâÿçàí-
íîå ñ èçâåñòíûì îáîáùåííûì îòîáðàæåíèåì ðåÿ ϕ ñëåäóþùèì îáðàçîì: åñëè
âçÿòü äâà äóàëüíûõ ëèíåéíûõ Z2k -êîäà è ïîñòðîèòü èç íèõ äâîè÷íûå êîäû,
èñïîëüçóÿ îáîáùåíèÿ ϕ è Φ îòîáðàæåíèÿ ðåÿ, òî âåñîâûå ýíóìåðàòîðû ïî-
ëó÷åííûõ äâîè÷íûõ êîäîâ áóäóò ñâÿçàíû òîæäåñòâîì Ìàê-Âèëüÿìñ. Îïèñàíû
êëàññû Z2k -ëèíåéíûõ êîäîâ Àäàìàðà è êî-Z2k -ëèíåéíûõ ðàñøèðåííûõ 1-ñîâåð-
øåííûõ êîäîâ, ãäå êî-Z2k -ëèíåéíîñòü îçíà÷àåò, ÷òî êîä ìîæåò áûòü ïîëó÷åí èç
ëèíåéíîãî Z2k -êîäà ïðè ïîìîùè íîâîãî îáîáùåííîãî îòîáðàæåíèÿ ðåÿ.
Êëþ÷åâûå ñëîâà: îòîáðàæåíèå ðåÿ, êîä Àäàìàðà, òîæäåñòâî Ìàê-Âèëüÿìñ,
ñîâåðøåííûé êîä, Z2k -ëèíåéíîñòü
1 Ââåäåíèå
Êàê îáíàðóæåíî â [1℄, [2℄, íåêîòîðûå íåëèíåéíûå äâîè÷íûå êîäû ïðåäñòàâèìû êàê
ëèíåéíûå êîäû íàä êîëüöîì Z4. Âàðèàíò òàêîãî ïðåäñòàâëåíèÿ, íàéäåííûé â [3℄,
èñïîëüçóåò îòîáðàæåíèå ðåÿ φ : 0→00, 1→01, 2→11, 3→10 äëÿ ïîñòðîåíèÿ äâî-
è÷íûõ òàê íàçûâàåìûõ Z4-ëèíåéíûõ êîäîâ èç êîäîâ â ÷åòûðåõáóêâåííîì àëàâèòå.
Êëþ÷åâîå ñâîéñòâî îòîáðàæåíèÿ φ ñ ýòîé òî÷êè çðåíèÿ  ÷òî îíî ÿâëÿåòñÿ èçîìåò-
ðèåé ìåæäó Z4 ñ ìåòðèêîé Ëè è Z
2
2 ñ ìåòðèêîé Õåììèíãà. Â ðàáîòå [4℄ (è, â áîëåå
îáùåé îðìå, â [5℄) îòîáðàæåíèå ðåÿ îáîáùåíî äëÿ ïîñòðîåíèÿ Z2k-ëèíåéíûõ êî-
äîâ. Îáîáùåííîå îòîáðàæåíèå ðåÿ (ñêàæåì, ϕ; ñì. Ïîäðàçäåë 2.1 äëÿ íàïîìèíàíèÿ
îñíîâíûõ àêòîâ îá îáîáùåííîì îòîáðàæåíèè ðåÿ) ÿâëÿåòñÿ èçîìåòðè÷íûì âëî-
æåíèåì Z2k ñ ìåòðèêîé, îïðåäåëÿåìîé îäíîðîäíîé âåñîâîé óíêöèåé [6℄, â Z
2k−1
2 ñ
ìåòðèêîé Õåììèíãà.
Â íàñòîÿùåé ñòàòüå ìû ïðåäñòàâëÿåì äðóãîå îáîáùåíèå Φ îòîáðàæåíèÿ ðåÿ
(Ïîäðàçäåë 2.2). Ýòî îòîáðàæåíèå îêàçàëîñü äóàëüíûì ïðåäûäóùåìó â ñëåäóþùåì
ñìûñëå. Åñëè C è C⊥ äóàëüíûå ëèíåéíûå Z2k -êîäû, òî äâîè÷íûé Z2k-ëèíåéíûé
êîä ϕ(C) è êî-Z2k-ëèíåéíûé êîä Φ(C
⊥) îðìàëüíî äóàëüíû. Ôîðìàëüíàÿ äóàëüíîñòü
îçíà÷àåò, ÷òî âåñîâûå ýíóìåðàòîðû ýòèõ äâóõ êîäîâ óäîâëåòâîðÿþò òîæäåñòâó Ìàê-
Âèëüÿìñ (àçäåë 3) (çàìåòèì, ÷òî ýòè êîäû â îáùåì ñëó÷àå ìîãóò áûòü íåëèíåéíûìè,
Ýòî àâòîðñêèé ïåðåâîä ñòàòüè â IEEE Transations on Information Theory 53(4) 2007, 15321537,
Digital Objet Identier 10.1109/TIT.2007.892787,
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íûì êîäàì è ñìåæíûì âîïðîñàì OC2005 (Ïàìïîðîâî, Áîëãàðèÿ, èþíü 2005).
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1
è òîãäà îíè íå ìîãóò áûòü äóàëüíûìè â îáû÷íîì ñìûñëå, êàê ïîäïðîñòðàíñòâà äâî-
è÷íîãî âåêòîðíîãî ïðîñòðàíñòâà). Òàêèì îáðàçîì, ìû ðåøàåì ïðîáëåìó äóàëüíîñòè
äëÿ Z2k-ëèíåéíûõ äâîè÷íûõ êîäîâ: ñâÿçàòü âåñîâûå ýíóìåðàòîðû äâîè÷íûõ îáðàçîâ
äóàëüíûõ ëèíåéíûõ êîäîâ íàä Z2k . Ýòà ïðîáëåìà íå ìîãëà áûòü ðåøåíà ïîñðåäñòâîì
òîëüêî ñòàíäàðòíîãî îáîáùåííîãî îòîáðàæåíèÿ ðåÿ ϕ, ïîñêîëüêó, êàê çàìå÷åíî â [4℄,
âåñîâûå ýíóìåðàòîðû êîäîâ ϕ(C) è ϕ(C⊥) â îáùåì ñëó÷àå íå ÿâëÿþòñÿ ñâÿçàííûìè,
â îòëè÷èå îò ñëó÷àÿ Z4-ëèíåéíûõ êîäîâ.
Â [5℄ ïîêàçàíî, ÷òî äâîè÷íûå (è íå òîëüêî äâîè÷íûå) êîäû ìîãóò áûòü ïðåäñòàâëå-
íû êàê ãðóïïîâûå êîäû íàä ðàçëè÷íûìè ãðóïïàìè. Òàêèå ïðåäñòàâëåíèÿ èñïîëüçóþò
îñîáóþ ìàñøòàáíóþ èçîìåòðèþ (ϕ ÷àñòíûé ñëó÷àé òàêîé èçîìåòðèè), äåéñòâóþ-
ùóþ èçîìåòðè÷íî èç íåêîòîðîãî ìîäóëÿ ñî ñïåöèàëüíî îïðåäåëåííîé ìåòðèêîé â
äâîè÷íîå (èëè, â îáùåì ñëó÷àå, íå òîëüêî äâîè÷íîå) ïðîñòðàíñòâî Õåììèíãà. Ñ òà-
êèì ïîäõîäîì êàæäûé ýëåìåíò ìîäóëÿ ñîîòâåòñòâóåò îäíîìó êîäîâîìó ñëîâó, Z2k-
ëèíåéíûå êîäû ÿâëÿþòñÿ ÷àñòíûì ñëó÷àåì ïîäîáíîãî ïðåäñòàâëåíèÿ.
Â íàøåì ïîäõîäå êàæäûé ýëåìåíò ìîäóëÿ (ñëîâî) ñîîòâåòñòâóåò íåêîòîðîìó ìíî-
æåñòâó êîäîâûõ ñëîâ, ÿâëÿþùåìóñÿ äåêàðòîâûì ïðîèçâåäåíèåì ìíîæåñòâ, ñîîòâåò-
ñòâóþùèõ (ïîñðåäñòâîì ñïåöèàëüíîãî îòîáðàæåíèÿ) ñèìâîëàì ñëîâà ìîäóëÿ. Â êîí-
ñòðóêòèâíîé ÷àñòè ýòîò ïîäõîä ìîæåò áûòü ïðåäñòàâëåí îáîáùåííîé êàñêàäíîé êîí-
ñòðóêöèåé [7℄, íî êîäîâîå ðàññòîÿíèå ïîëó÷åííîãî êîäà îòëè÷àåòñÿ îò êîíñòðóêòèâíî-
ãî ðàññòîÿíèÿ îáîáùåííîãî êàñêàäíîãî êîäà. Âû÷èñëÿÿ ðàññòîÿíèå, ìû èñïîëüçóåì
îïðåäåëåííûå èçîìåòðè÷åñêèå ñâîéñòâà îòîáðàæåíèÿ, êîòîðîå ìîæåò áûòü ðàññìîò-
ðåíî êàê íåêîòîðûé àíàëîã ìàñøòàáíîé èçîìåòðèè. Îòîáðàæåíèå Φ, ðàññìàòðèâàå-
ìîå â íàñòîÿùåé ðàáîòå, ïîçâîëÿåò ñòðîèòü òîëüêî êîäû ñ ðàññòîÿíèåì íå áîëüøå 4,
íî îáùèé ïîäõîä ìîæåò èìåòü áîëüøèé ïîòåíöèàë.
Íîâûé ñïîñîá îáîáùåíèÿ îòîáðàæåíèÿ ðåÿ (Ïîäðàçäåë 2.2) è åãî äóàëüíîñòü
(àçäåë 3) ¾ñòàðîìó ñïîñîáó¿  îñíîâíûå ðåçóëüòàòû ïåðâîé ÷àñòè ðàáîòû. Âòîðàÿ
÷àñòü (àçäåëû 4  6) ïîñâÿùåíà ïîñòðîåíèþ êî-Z2k-ëèíåéíûõ è Z2k-ëèíåéíûõ êîäîâ
ñ ïàðàìåòðàìè ðàñøèðåííûõ 1-ñîâåðøåííûõ êîäîâ è êîäîâ Àäàìàðà. Â ñåðèè ñòà-
òåé (íàïð. [8℄, [9℄, [10℄, [11℄, [12℄, [13℄, [14℄, [15℄, [16℄) ðàññìàòðèâàþòñÿ 1-ñîâåðøåííûå
(èëè ðàñøèðåííûå 1-ñîâåðøåííûå) êîäû è êîäû Àäàìàðà, ÿâëÿþùèåñÿ ëèíåéíûìè
â íåêîòîðîì íåñòàíäàðòíîì ñìûñëå (îòìåòèì, ÷òî äëÿ êàæäîãî èç ðàññìàòðèâàåìûõ
çíà÷åíèé êîäîâûõ ïàðàìåòðîâ ñóùåñòâóåò òîëüêî îäèí, ñ òî÷íîñòüþ äî ýêâèâàëåíò-
íîñòè, ëèíåéíûé êîä). Ïîëüçóÿñü äâóìÿ îáîáùåííûìè îòîáðàæåíèÿìè ðåÿ ϕ è Φ,
ìû ñòðîèì øèðîêèé êëàññ òàêèõ êîäîâ. Íåêîòîðûå åñòåñòâåííûå âîïðîñû î ïîñòðî-
åííûõ êîäàõ îñòàþòñÿ îòêðûòûìè äëÿ äàëüíåéøåãî èññëåäîâàíèÿ: êàêèå èç ýòèõ
êîäîâ ýêâèâàëåíòíû äðóã äðóãó èëè äðóãèì èçâåñòíûì êîäàì; êàêèå èç íèõ ÿâëÿ-
þòñÿ ïðîïåëèíåéíûìè (ñì. îïðåäåëåíèå â [8℄) èëè ïî êðàéíåé ìåðå òðàíçèòèâíûìè
(ñì. îïðåäåëåíèå è íåêîòîðûå êîíñòðóêöèè òðàíçèòèâíûõ 1-ñîâåðøåííûõ êîäîâ â
[17℄); óñòàíîâèòü ãðàíèöû ðàçìåðíîñòè ÿäðà è ðàíãà ýòèõ êîäîâ (ðàçìåðíîñòü ÿä-
ðà è ðàíã  õîðîøèå ìåðû ëèíåéíîñòè íåëèíåéíûõ êîäîâ â êëàññè÷åñêîì äâîè÷íîì
ñëó÷àå; äëÿ Z4-ëèíåéíûõ ðàñøèðåííûõ 1-ñîâåðøåííûõ êîäîâ è êîäîâ Àäàìàðà ýòè
ïàðàìåòðû âû÷èñëåíû â ðàáîòàõ [10℄, [11℄, [13℄, [14℄, [15℄); è ò. ä.
Â àçäåëå 4 ìû ñòðîèì êî-Z2k-ëèíåéíûå ðàñøèðåííûå 1-ñîâåðøåííûå (n, 2
n/2n, 4)-
êîäû. Êàê îòìå÷åíî âûøå, êîäîâîå ðàññòîÿíèå êî-Z2k-ëèíåéíîãî êîäà íå ìîæåò ïðå-
âûøàòü 4 ïðè k > 2 (ñì. Ëåììó 2-5). Òàêèì îáðàçîì, ðàñøèðåííûé 1-ñîâåðøåííûå
êîäû íàèëó÷øèå ïðèìåðû.
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Êàê ñëåäñòâèå, äóàëüíîå ðàññòîÿíèå Z2k-ëèíåéíûõ êîäîâ (k > 2) òàêæå íå ïðåâû-
øàåò 4. Íàèëó÷øèå ïðèìåðû  êîäû ñ áîëüøèì êîäîâûì ðàññòîÿíèåì. Â àçäåëå 5
ìû ñòðîèì Z2k-ëèíåéíûå êîäû ñ ïàðàìåòðàìè (n, 2n, n/2), ò. å. êîäû Àäàìàðà. Îíè
Z2k-äóàëüíû ðàñøèðåííûì 1-ñîâåðøåííûì êîäàì èç àçäåëà 4, ò. å., ϕ- è, ñîîòâåò-
ñòâåííî, Φ- ïðîîáðàçû ïîñòðîåííûõ ðàñøèðåííûõ 1 ñîâåðøåííûõ êîäîâ è êîäîâ Àäà-
ìàðà ÿâëÿþòñÿ äóàëüíûìè Z2k-êîäàìè.
Îïèñàííûå êîíñòðóêöèè îáîáùàþò êîíñòðóêöèè Z4-ëèíåéíûõ ðàñøèðåííûõ 1-
ñîâåðøåííûõ êîäîâ è êîäîâ Àäàìàðà [10℄, [11℄ (ñì. òàêæå [13℄).
Åñòåñòâåííûé âîïðîñ  ÿâëÿåòñÿ ëè ïðèâåäåííàÿ êîíñòðóêöèÿ êî-Z2k-ëèíåéíûõ
ðàñøèðåííûõ 1-ñîâåðøåííûõ êîäîâ è Z2k-ëèíåéíûõ êîäîâ Àäàìàðà ïîëíîé èëè íåò.
Â àçäåëå 6 ìû ïîêàçûâàåì, ÷òî îòâåò ïîëîæèòåëüíûé: âñå êî-Z2k-ëèíåéíûå ðàñøè-
ðåííûå 1-ñîâåðøåííûå êîäû è âñå Z2k -ëèíåéíûå êîäû Àäàìàðà ýêâèâàëåíòíû êîäàì,
ïîñòðîåííûì â àçäåëàõ 4 è 5.
2 Îïðåäåëåíèÿ è îñíîâíûå àêòû. Äâà îáîáùåíèÿ
îòîáðàæåíèÿ ðåÿ
Ìû áóäåì èñïîëüçîâàòü ñëåäóþùèå îáùèå îáîçíà÷åíèÿ. Äâîè÷íûé (n,M, d)-êîä 
ïîäìíîæåñòâî ìîùíîñòè M ìíîæåñòâà Zn2 = Z2 × . . .× Z2 ñ ðàññòîÿíèåì íå ìåíüøå
d ìåæäó êàæäûìè äâóìÿ ðàçëè÷íûìè ýëåìåíòàìè (êîäîâûìè ñëîâàìè); n íàçûâà-
åòñÿ äëèíîé êîäà, d êîäîâûì ðàññòîÿíèåì. Äâîè÷íûé (n, 2n, n/2)-êîä íàçûâàåòñÿ
êîäîì Àäàìàðà; òàêèå êîäû ñóùåñòâóþò åñëè è òîëüêî åñëè ñóùåñòâóþò ìàòðèöû
Àäàìàðà ðàçìåðà n× n, ò. å. êàê ìèíèìóì n ≡ 0 mod 4 ïðè n > 2, ñì. íàïð. [18℄. Ëè-
íåéíûé êîä Àäàìàðà èçâåñòåí òàêæå êàê êîä èäà-Ìàëëåðà ïåðâîãî ïîðÿäêà, â ýòîì
ñëó÷àå n ñòåïåíü äâîéêè. Äâîè÷íûå (n, 2n/2n, 4)-êîäû íàçûâàþòñÿ ðàñøèðåííûìè
1-ñîâåðøåííûìè êîäàìè; îíè ñóùåñòâóþò åñëè è òîëüêî åñëè n ÿâëÿåòñÿ ñòåïåíüþ
äâîéêè. Òàêîé êîä âñåãäà ÿâëÿåòñÿ ðàñøèðåíèåì íåêîòîðîãî (n−1, 2n/2n, 3)-êîäà, êî-
òîðûé íàçûâàåòñÿ 1-ñîâåðøåííûì, òàêèì îáðàçîì, èçó÷åíèå ðàñøèðåííûõ 1-ñîâåð-
øåííûõ äâîè÷íûõ êîäîâ ñóòü àëüòåðíàòèâíûé ïîäõîä ê èçó÷åíèþ 1-ñîâåðøåííûõ
äâîè÷íûõ êîäîâ. Äëÿ êàæäîé äîïóñòèìîé äëèíû ñóùåñòâóåò òîëüêî îäèí, ñ òî÷íî-
ñòüþ äî ïåðåñòàíîâêè êîîðäèíàò, ëèíåéíûé (ðàñøèðåííûé) 1-ñîâåðøåííûé êîä è,
ïðè n > 8, ìíîãî íåëèíåéíûõ, êëàññèèêàöèÿ êîòîðûõ â íàñòîÿùåå âðåìÿ ÿâëÿåòñÿ
îòêðûòîé ïðîáëåìîé. Â ñëåäóþùèõ ïîäðàçäåëàõ ìû îïðåäåëèì îñíîâíûå ïîíÿòèÿ,
êîòîðûå áóäóò èñïîëüçîâàòüñÿ â ñòàòüå: äâå âåñîâûå óíêöèè â Z2k , äâå ñîîòâåòñòâó-
þùèå ìåòðèêè, äâà îáîáùåííûõ îòîáðàæåíèÿ ðåÿ ϕ è Φ, ïîíÿòèÿ Z2k-ëèíåéíûõ è
êî-Z2k-ëèíåéíûõ êîäîâ, ñîðìóëèðóåì ïðîñòûå íî óíäàìåíòàëüíûå óòâåðæäåíèÿ
îá èçîìåòðè÷åñêèõ ñâîéñòâàõ îòîáðàæåíèé ϕ è Φ.
2.1 Z2m-Ëèíåéíûå êîäû
Â ýòîì ïîäðàçäåëå ìû íàïîìíèì îñíîâíûå îïðåäåëåíèÿ è àêòû îá îáîáùåííîì
îòîáðàæåíèè ðåÿ è Z2k -ëèíåéíûõ êîäàõ [4℄, [5℄.
Ïóñòü m ≥ 2òàêîå öåëîå ÷èñëî, ïðè êîòîðîì ñóùåñòâóåò ìàòðèöà Àäàìàðà ðàç-
ìåðà m×m. Ïóñòü A ⊂ Zm2 åñòü (m, 2m,m/2)-êîä Àäàìàðà è A = {a0, a1, . . . , a2m−1},
ãäå a0 åñòü ñëîâî èç âñåõ íóëåé è ai + ai+m åñòü ñëîâî èç âñåõ åäèíèö äëÿ êàæäîãî i
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îò 0 äî m− 1. Îïðåäåëèì îáîáùåííîå îòîáðàæåíèå ðåÿ ϕ : Zn2m → Z
mn
2 ñëåäóþùèì
ïðàâèëîì:
ϕ(x1, . . . , xn) , (ax1, . . . , axn).
Âåñîâóþ óíêöèþ wt∗ : Z2m → R
+
îïðåäåëèì ðàâåíñòâîì
wt∗(x) ,
{ 0 åñëè x = 0,
m åñëè x = m,
m/2 åñëè x 6= 0, m.
Â ñëó÷àå, êîãäà m ñòåïåíü äâîéêè, óíêöèÿ wt∗ ÿâëÿåòñÿ îäíîðîäíûì âåñîì, ïðåä-
ñòàâëåííûì â [6℄ äëÿ áîëåå îáùåãî êëàññà êîëåö. Ñîîòâåòñòâóþùåå ðàññòîÿíèå d∗ â
Zn2m îïðåäåëÿåòñÿ ñòàíäàðòíûì ñïîñîáîì:
d∗((x1, . . . , xn), (y1, . . . , yn)) ,
n∑
i=1
wt∗(yi − xi).
Ïðåäëîæåíèå 2-1 ([5℄). Îòîáðàæåíèå ϕ ÿâëÿåòñÿ èçîìåòðè÷íûì âëîæåíèåì
(Zn2m, d
∗) â (Zmn2 , d), ò. å. d
∗(x¯, y¯) = d(ϕ(x¯), ϕ(y¯)), ãäå d(·, ·) ðàññòîÿíèå Õåììèíãà.
Åñëè C ⊆ Zn2m, òî
ϕ(C) , {ϕ(x¯) | x¯ ∈ C}.
Áóäåì ãîâîðèòü, ÷òî C åñòü (n,M, d)∗-êîä, åñëè C ⊆ Zn2m, |C| =M è d
∗
-ðàññòîÿíèå
ìåæäó ëþáûìè äâóìÿ ðàçëè÷íûìè ýëåìåíòàìè C íå ìåíüøå d.
Ñëåäñòâèå 2-2. Åñëè C ÿâëÿåòñÿ (n,M, d)∗-êîäîì, òî ϕ(C) äâîè÷íûé (mn,M, d)-
êîä.
Äâîè÷íûé êîä íàçûâàåòñÿ Z2m-ëèíåéíûì, åñëè åãî êîîðäèíàòû ìîãóò áûòü óïî-
ðÿäî÷åíû òàêèì îáðàçîì, ÷òî îí ÿâëÿåòñÿ îáðàçîì íåêîòîðîãî ëèíåéíîãî Z2m-êîäà
ïîä äåéñòâèåì îòîáðàæåíèÿ ϕ. Êàê îòìå÷åíî â [4℄, äëèíà Z2m-ëèíåéíîãî êîäà äîëæíà
äåëèòüñÿ íà m, à âåñ êàæäîãî êîäîâîãî ñëîâà äîëæåí äåëèòüñÿ íà m/2.
Çàìå÷àíèå 2-3. Îòîáðàæåíèå ϕ è ïîíÿòèå Z2m-ëèíåéíîñòè, ïðèâåäåííîå âûøå, çà-
âèñèò îò âûáîðà êîäà Àäàìàðà A è åäèíñòâåííîå îãðàíè÷åíèå íà m ñóùåñòâîâàíèå
ìàòðèöû Àäàìàðà ðàçìåðà m×m. àíüøå [4℄ (è â äâîè÷íîì ïîäñëó÷àå â [5, àçäåë
D℄) ðàññìàòðèâàëñÿ òîëüêî ñëó÷àé m = 2k−1 è â êà÷åñòâå A áðàëñÿ êîä R(1, k − 1),
êîä èäà-Ìàëëåðà ïåðâîãî ïîðÿäêà.
2.2 Êî-Z2k-ëèíåéíûå êîäû
Â ýòîì ïîäðàçäåëå ìû ïðåäëîæèì äðóãîé ïîäõîä ê ïîñòðîåíèþ äâîè÷íûõ êîäîâ èç
ëèíåéíûõ êîäîâ íàä Z2k .
Ñíà÷àëà ìû ïðåäñòàâèì íîâûé ñïîñîá îáîáùèòü îòîáðàæåíèå ðåÿ, îïðåäåëèâ
îòîáðàæåíèå Φ : Zn2m → 2
Zmn2
, ãäå 2Z
mn
2
îáîçíà÷àåò ìíîæåñòâî âñåõ ïîäìíîæåñòâ
Zmn2 . Çàòåì ìû îïðåäåëèì âåñîâóþ óíêöèþ wt
⋄ : Z2m → R
+
è ñîîòâåòñòâóþùåå
ðàññòîÿíèå d⋄ è óñòàíîâèì (Ëåììà 2-5) ñâÿçü ìåæäó d⋄-ðàññòîÿíèåì êîäà C ⊂ Zn2m è
ðàññòîÿíèåì Õåììèíãà êîäà Φ(C). Íàêîíåö, ìû îïðåäåëèì ïîíÿòèå êî-Z2k-ëèíåéíîãî
êîäà.
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Ïîëîæèì m = 2k−1. Ïóñòü {H0, . . . , H2m−1}ðàçáèåíèå Z
m
2 íà ðàñøèðåííûå 1-
ñîâåðøåííûå (m, 2m/2m, 4)-êîäû (íàïðèìåð, â êà÷åñòâå H0 ìû ìîæåì âçÿòü ðàñøè-
ðåííûé êîä Õåììèíãà à â êà÷åñòâå îñòàëüíûõ ÷àñòåé  ñìåæíûå êëàññû ïî íåìó).
Áîëåå òîãî, áóäåì ïîëàãàòü, ÷òî H0 ñîäåðæèò ñëîâî èç âñåõ íóëåé 0¯ è ÷åòíîñòü âåñîâ
êîäîâûõ ñëîâ èç Hj ñîâïàäàåò ñ ÷åòíîñòüþ j.
Îïðåäåëèì îòîáðàæåíèå Φ : Zn2m → 2
Zmn2
ïî ïðàâèëó
Φ(x1, . . . , xn) , Hx1 × . . .×Hxn.
Åñëè C ⊆ Zn2m, òî
Φ(C) ,
⋃
x¯∈C
Φ(x¯).
Ïðèìåð 2-4. Ïóñòü k = 3, H0 = {0000, 1111}, . . . , H2 = {1100, 0011}, . . . , H7 =
{0001, 1110}. Òîãäà
Φ(2 0 7) = H2 ×H0 ×H7
= { 1100 0000 0001, 1100 0000 1110, 1100 1111 0001, 1100 1111 1110,
0011 0000 0001, 0011 0000 1110, 0011 1111 0001, 0011 1111 1110 }.
Îïðåäåëèì âåñîâóþ óíêöèþ wt⋄ : Z2m → R
+
ñëåäóþùèì îáðàçîì:
wt⋄(x) ,
{ 0 åñëè x = 0,
1 åñëè x íå÷åòíî,
2 åñëè x 6= 0 ÷åòíî.
Ñîîòâåòñòâóþùåå ðàññòîÿíèå d⋄ â Zn2m îïðåäåëÿåòñÿ ñòàíäàðòíûì îáðàçîì:
d⋄((x1, . . . , xn), (y1, . . . , yn)) ,
n∑
i=1
wt⋄(yi − xi).
Áóäåì ãîâîðèòü, ÷òî C åñòü (n,M, d)⋄-êîä, åñëè C ⊆ Zn2m, |C| =M è d
⋄
-ðàññòîÿíèå
ìåæäó ëþáûìè äâóìÿ ðàçëè÷íûìè ýëåìåíòàìè èç C íå ìåíüøå d.
Ëåììà 2-5. Ïóñòü m ≥ 4. Åñëè C ⊆ Zn2m åñòü (n,M, d)
⋄
-êîä, òî Φ(C) äâîè÷íûé
(mn,M( 2
m
2m
)n,min(4, d))-êîä.
Äîêàçàòåëüñòâî ñîñòîèò â íåïîñðåäñòâåííîé ïðîâåðêå, è ìû îïóñòèì åãî.
Íàçîâåì äâîè÷íûé êîä êî-Z2m-ëèíåéíûì, åñëè åãî êîîðäèíàòû ìîãóò áûòü óïî-
ðÿäî÷åíû òàêèì îáðàçîì, ÷òîáû îí ÿâëÿëñÿ îáðàçîì íåêîòîðîãî ëèíåéíîãî Z2m-êîäà
ïðè îòîáðàæåíèè Φ.
Çàìå÷àíèå 2-6. Êî-Z2m-ëèíåéíûå êîäû ìîãóò áûòü ðàññìîòðåíû êàê ÷àñòíûé ñëó-
÷àé îáîáùåííûõ êàñêàäíûõ êîäîâ [7℄. Äëÿ ýòîãî îñîáîãî ñëó÷àÿ êîäîâîå ðàññòîÿíèå
ñîãëàñíî Ëåììû 2-5 ìîæåò áûòü áîëüøå ðàññòîÿíèÿ, êîòîðîå ãàðàíòèðóåò îáîáùåí-
íàÿ êàñêàäíàÿ êîíñòðóêöèÿ.
3 Z2k-Äóàëüíîñòü äâîè÷íûõ êîäîâ
Â ýòîì ðàçäåëå ìû ïîêàæåì (Òåîðåìà 3-4), ÷òî åñëè äâà êîäà ïîëó÷åíû èç äóàëüíûõ
Z2k-êîäîâ ïîñðåäñòâîì îáîáùåíèé ϕ (îäèí êîä) è Φ (äðóãîé) îòîáðàæåíèÿ ðåÿ, òî
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ýòè êîäû ÿâëÿþòñÿ îðìàëüíî äóàëüíûìè, ò. å. èõ âåñîâûå ýíóìåðàòîðû ñâÿçàíû
òîæäåñòâîì Ìàê-Âèëüÿìñ.
Ïóñòü C åñòü Z2k-ëèíåéíûé êîä, ϕ-îáðàç ëèíåéíîãî Z2k-êîäà C äëèíû n. Ïóñòü
C⊥ ëèíåéíûé Z2k -êîä, äóàëüíûé êîäó C. Ïóñòü SWC⊥(X,Z, T )ìíîãî÷ëåí, ïîëó-
÷åííûé èç ïîëíîãî âåñîâîãî ýíóìåðàòîðà WC⊥(X0, X1, . . . , X2k−1) êîäà C
⊥
îòîæäåñòâ-
ëåíèåì â Z (ñîîòâåòñòâåííî â T ) âñåõ Xj ñ íå÷åòíûì j (ñîîòâåòñòâåííî, ñ ÷åòíûì j,
îòëè÷íûì îò 0).
Ëåììà 3-1 ([4℄). Âûïîëíåíî òîæäåñòâî
WC(X, Y ) =
1
|C⊥|
SWC⊥( X
2k−1+ Y 2
k−1
+ (2k − 2)(XY )2
k−2
,
X2
k−1
− Y 2
k−1
,
X2
k−1
+ Y 2
k−1
− 2(XY )2
k−2
).
Ñëåäóþùàÿ ëåììà èçâåñòíûé àêò î âåñîâîì ðàñïðåäåëåíèè ðàñøèðåííûõ 1-
ñîâåðøåííûõ êîäîâ.
Ëåììà 3-2. Ïóñòü H  ðàñøèðåííûé 1-ñîâåðøåííûé (m, 2m/2m, 4)-êîä. Òîãäà
a)
1
|H|
WH(X + Y,X − Y ) = X
m + Y m + (2m− 2)(XY )m/2 åñëè 0¯ ∈ H,
b)
1
|H|
WH(X + Y,X − Y ) = X
m − Y m åñëè H íå÷åòíîâåñîâîé,
)
1
|H|
WH(X + Y,X − Y ) = X
m + Y m − 2(XY )m/2 åñëè H ÷åòíîâåñîâîé è 0¯ 6∈ H.
Ïðåäëîæåíèå 3-3. Ïóñòü C åñòü Z2k-êîä è C˜ = Φ(C). Òîãäà
WC˜(X, Y ) = SWC(WH0(X, Y ),WH1(X, Y ),WH2(X, Y )),
ãäå {H0, . . . , H2m−1} ðàçáèåíèå Z
m
2 íà ðàñøèðåííûå 1-ñîâåðøåííûå êîäû èç îïðåäå-
ëåíèÿ Φ, 0 ∈ H0, H1íå÷åòíîâåñîâîé êîä, H2÷åòíîâåñîâîé êîä, 0¯ 6∈ H2.
Äîêàçàòåëüñòâî. Óòâåðæäåíèå ñëåäóåò ïî÷òè íåïîñðåäñòâåííî èç îïðåäåëåíèÿ
îòîáðàæåíèÿ Φ. Äåéñòâèòåëüíî, êàæäîå êîäîâîå ñëîâî z¯ = (z1, . . . , zn) ∈ C äîáàâëÿåò
SWz1 · . . . · SWzn ê SWC(X,Z, T ), ãäå
SW0 , X,
SW2j+1 , Z, j = 0, . . . , m− 1,
SW2j , T, j = 1, . . . , m− 1.
Ñ äðóãîé ñòîðîíû, êàê ñëåäóåò èç îïðåäåëåíèÿ îòîáðàæåíèÿ Φ, êàæäîå êîäîâîå ñëîâî
z¯ = (z1, . . . , zn) ∈ C äîáàâëÿåò WHz1 (X, Y ) · . . . ·WHzn (X, Y ) ê WC˜(X, Y ). Ñîîòíîøåíèÿ
WH2j+1(X, Y ) = WH1(X, Y ), j = 0, . . . , m− 1,
WH2j (X, Y ) = WH2(X, Y ), j = 1, . . . , m− 1,
âûòåêàþùèå èç Ëåììû 3-2, çàâåðøàþò äîêàçàòåëüñòâî. 
Ñëåäóþùàÿ òåîðåìà  îñíîâíîé ðåçóëüòàò ýòîãî ðàçäåëà.
6
Òåîðåìà 3-4. Ïóñòü C è C⊥ äóàëüíûå ëèíåéíûå Z2k-êîäû, C = ϕ(C) è C˜⊥ = Φ(C
⊥).
Òîãäà êîäû C è C˜⊥ ÿâëÿþòñÿ îðìàëüíî äóàëüíûìè, ò. å.
WC(X, Y ) =
1
|C˜⊥|
WC˜⊥(X + Y,X − Y ).
Äîêàçàòåëüñòâî. Ñîãëàñíî Ëåììàì 3-1 è 3-2
WC(X, Y )=
1
|C⊥|
SWC⊥
(
1
|H0|
WH0(X+Y,X−Y ),
1
|H1|
WH1(X+Y,X−Y ),
1
|H2|
WH2(X+Y,X−Y )
)
= 1
|C⊥|
(
2m
2m
)n
SWC⊥
(
WH0(X+Y,X−Y ),WH1(X+Y,X−Y ),WH2(X+Y,X−Y )
)
.
Îñòàåòñÿ çàìåòèòü, ÷òî ïî Ëåììå 2-5 ìû èìååì |C⊥|
(
2m
2m
)n
= |C˜⊥| è ïî Ïðåäëîæåíèþ 3-3
ïîëó÷àåì
SWC⊥
(
WH0(X+Y,X−Y ),WH1(X+Y,X−Y ),WH2(X+Y,X−Y )
)
=WC˜⊥(X+Y,X−Y ).

Â àçäåëàõ 4 è 5 ìû ïîñòðîèì äâà êëàññà êîäîâ, Z2k -äóàëüíûõ äðóã äðóãó: êî-
Z2k-ëèíåéíûå ðàñøèðåííûå 1-ñîâåðøåííûå êîäû è Z2k-ëèíåéíûå êîäû Àäàìàðà. Â
ïîñëåäíåì ðàçäåëå ìû äîêàæåì ïîëíîòó êîíñòðóêöèè.
4 Êî-Z2k-ëèíåéíûå ðàñøèðåííûå 1-ñîâåðøåííûå êî-
äû
Ýòîò ðàçäåë ïîñâÿùåí ðàñøèðåííûì 1-ñîâåðøåííûì êîäàì. Ñíà÷àëà ìû ââîäèì ïî-
íÿòèå 1-ñîâåðøåííîãî êîäà, ÿâëÿþùååñÿ îáîáùåíèåì ïîíÿòèÿ ðàñøèðåííîãî 1-ñîâåð-
øåííîãî êîäà íà íåêîòîðûå íåäâîè÷íûå ñëó÷àè. Êàê è äëÿ ñëó÷àÿ 1-ñîâåðøåííûõ
êîäîâ, âîïðîñ ñóùåñòâîâàíèÿ 1-ñîâåðøåííûõ êîäîâ â ðàçëè÷íûõ ïðîñòðàíñòâàõ èí-
òåðåñåí ñàì ïî ñåáå. Çàòåì â Ïîäðàçäåëå 4.2 ìû ñòðîèì êëàññ 1-ñîâåðøåííûõ êî-
äîâ â (Zn2k , d
⋄). Â Ïîäðàçäåëå 4.3 ìû ïîäâîäèì èòîã: îáðàçû òàêèõ êîäîâ ïðè îòîá-
ðàæåíèè Φ ÿâëÿþòñÿ êî-Z2k-ëèíåéíûìè ðàñøèðåííûìè 1-ñîâåðøåííûìè êîäàìè. Â
Ïîäðàçäåëå 4.4 ìû ïðèâîäèì ïðèìåðû 1-ñîâåðøåííûõ êîäîâ â Z2m, ãäå m íå åñòü
ñòåïåíü äâîéêè.
4.1 1-Ñîâåðøåííûå êîäû
Ïóñòü G = (V,E)ðåãóëÿðíûé äâóäîëüíûé ãðà ñ äîëÿìè Vev, Vod. Ïîäìíîæåñòâî
C ⊆ Vev íàçûâàåòñÿ 1-ñîâåðøåííûì êîäîì, åñëè äëÿ êàæäîãî x¯ ∈ Vod íàéäåòñÿ ðîâíî
îäèí ñìåæíûé x¯ ýëåìåíò c¯ ∈ C. Íåòðóäíî âèäåòü, ÷òî 1-ñîâåðøåííûé êîä ÿâëÿ-
åòñÿ îïòèìàëüíûì êîäîì ñ ðàññòîÿíèåì 4, ò. å. åãî ìîùíîñòü ìàêñèìàëüíà ïî âñåì
êîäàì ñ ðàññòîÿíèåì 4 â òîì æå ïðîñòðàíñòâå. Â ÷àñòíîñòè, òàêîé êîä ÿâëÿåòñÿ 3-
äèàìåòðàëüíî ñîâåðøåííûì êîäîì â ñìûñëå [19℄. 1-Ñîâåðøåííûå êîäû â äâîè÷íîì
ïðîñòðàíñòâå Õåììèíãà èçâåñòíû êàê ðàñøèðåííûå 1-ñîâåðøåííûå êîäû. Ñëåäóþ-
ùèé êðèòåðèé ìîæíî âçÿòü â êà÷åñòâå àëüòåðíàòèâíîãî îïðåäåëåíèÿ 1-ñîâåðøåííîãî
êîäà.
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Ïðåäëîæåíèå 4-1. Ïóñòü G = (V,E) ðåãóëÿðíûé äâóäîëüíûé ãðà ñòåïåíè r > 0
è dG åñòåñòâåííàÿ ãðàñêàÿ ìåòðèêà íà V . Ìíîæåñòâî âåðøèí C ⊂ V ÿâëÿåòñÿ
1-ñîâåðøåííûì êîäîì òîãäà è òîëüêî òîãäà, êîãäà |C| = |V |/2r è dG(c¯1, c¯2) ≥ 4 äëÿ
ëþáûõ ðàçëè÷íûõ c¯1, c¯2 ∈ C.
Äîêàçàòåëüñòâî. Òîëüêî åñëè: Ïóñòü C ⊂ V åñòü 1-ñîâåðøåííûé êîä. Ïî îïðå-
äåëåíèþ îí ÿâëÿåòñÿ ïîäìíîæåñòâîì íåêîòîðîé äîëè Vev ãðàà (V,E) è ðàññòîÿíèå
ìåæäó ëþáûìè äâóìÿ ýëåìåíòàìè êîäà C ÷åòíî.
Ñ äðóãîé ñòîðîíû, åñëè dG(c¯1, c¯2) = 2 äëÿ íåêîòîðûõ c¯1, c¯2 ∈ C, òî íàéäåòñÿ òàêîé
ýëåìåíò x¯ ∈ V , ÷òî dG(x¯, c¯1) = 1 è d
G(x¯, c¯2) = 1. Ñóùåñòâîâàíèå òàêîãî ýëåìåíòà
ïðîòèâîðå÷èò îïðåäåëåíèþ 1-ñîâåðøåííîãî êîäà. Ñëåäîâàòåëüíî, dG(c¯1, c¯2) ≥ 4 äëÿ
ëþáûõ ðàçëè÷íûõ c¯1, c¯2 ∈ C.
Êàæäûé ýëåìåíò ìíîæåñòâà Vod , V \Vev ÿâëÿåòñÿ ñìåæíûì ðîâíî ñ îäíèì ýëå-
ìåíòîì êîäà C. Ñ äðóãîé ñòîðîíû, êàæäûé ýëåìåíò C ñìåæíûé ðîâíî ñ r ýëåìåíòàìè
Vod. Îòñþäà |C| = |Vod|/r = |V |/2r.
Åñëè: Ïðåäïîëîæèì, ÷òî C èìååò ìîùíîñòü |V |/2r è êîäîâîå ðàññòîÿíèå íå ìåíü-
øå 4. Îáîçíà÷èì
C1 , {x¯ | d
G(x¯, C) = 1}.
Êàæäûé ýëåìåíò èç C1 èìååò ðîâíî îäíîãî ñîñåäà èç C (â ïðîòèâíîì ñëó÷àå êîäîâîå
ðàññòîÿíèå C íå ïðåâûøàåò 2). Ñëåäîâàòåëüíî, |C1| = r|C| = |V |/2.
(*) Ìû óòâåðæäàåì, ÷òî C1 íå ñîäåðæèò äâóõ ñìåæíûõ ýëåìåíòîâ. Äîïóñòèì
ïðîòèâíîå. Òîãäà ãðà G ñîäåðæèò öåïü (c¯, x¯, y¯, c¯′), ãäå c¯, c¯′ ∈ C, x¯, y¯ ∈ C1. Ñëó÷àé
c¯ = c¯′ ïðîòèâîðå÷èò äâóäîëüíîñòè ãðàà G. Ñëó÷àé c¯ 6= c¯′ ïðîòèâîðå÷èò êîäîâîìó
ðàññòîÿíèþ êîäà C. Óòâåðæäåíèå (*) äîêàçàíî.
Ïîñêîëüêó Gðåãóëÿðíûé ãðà, äðóãàÿ ïîëîâèíà âåðøèí V \C1 òàêæå íå ñî-
äåðæèò ñìåæíûõ ýëåìåíòîâ. Ñëåäîâàòåëüíî, C ÿâëÿåòñÿ 1-ñîâåðøåííûì êîäîì ïî
îïðåäåëåíèþ, ãäå Vod = C1. 
4.2 Êëàññ 1-ñîâåðøåííûõ êîäîâ â Zn
2k
Ïóñòü n = 2r è I = (i1, . . . , ik)íàáîð íåîòðèöàòåëüíûõ öåëûõ ÷èñåë, óäîâëåòâîðÿ-
þùèé ðàâåíñòâó 1i1+2i2+ . . .+ kik = r. Ïóñòü b¯1, . . . , b¯n ∈ Z
1+i1+...+ik
2k
âñå ýëåìåíòû
ìíîæåñòâà {1}× (2k−1Z2k)
i1× (2k−2Z2k)
i2× . . .× (20Z2k)
ik
, óïîðÿäî÷åííûå ëåêñèêîãðà-
è÷åñêè. È ïóñòü BI ìàòðèöà ñî ñòîëáöàìè b¯1, . . . , b¯n.
Ïðèìåð 4-2. Ïðè k = 3, i1 = 2, i2 = 1, i3 = 0 èìååì r = 4, n = 2
r = 16 è
BI =


1111111111111111
0000000044444444
0000444400004444
0246024602460246

 .
Ïðè k = 3, i1 = 0, i2 = i3 = 1 èìååì r = 5, n = 2
r = 32 è
BI =

 1111111111111111111111111111111100000000222222224444444466666666
01234567012345670123456701234567

 .
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Ïðè k = 3, i1 = i2 = i3 = 1 èìååì r = 6, n = 2
r = 64 è
BI =


1111111111111111111111111111111111111111111111111111111111111111
0000000000000000000000000000000044444444444444444444444444444444
0000000022222222444444446666666600000000222222224444444466666666
0123456701234567012345670123456701234567012345670123456701234567

 .
Ëåììà 4-3. Ëèíåéíûé êîä HI , {h¯ = (h1, . . . , hn) ∈ Z
n
2k |
∑n
j=1 hj b¯j = BI h¯
T = 0¯} ñ
ïðîâåðî÷íîé ìàòðèöåé BI ÿâëÿåòñÿ 1-ñîâåðøåííûì.
Äîêàçàòåëüñòâî. Ñíà÷àëà ïîêàæåì, ÷òî
(*) ðàññòîÿíèå 2 ìåæäó êîäîâûìè ñëîâàìè h¯1, h¯2 èç HI íåâîçìîæíî. Äåéñòâè-
òåëüíî, åñëè d⋄(h¯1, h¯2) = 2, òî êîäîâîå ñëîâî h¯ , h¯1−h¯2 èìååò îäíó èëè äâå íåíóëåâûõ
ïîçèöèè. Ïåðâûé ñëó÷àé ïðîòèâîðå÷èò àêòó b¯i 6= 0¯, i = 1, . . . , n. Âî âîðîì ñëó÷àå
ìû èìååì βb¯i+γb¯j = 0¯ äëÿ íåêîòîðûõ ðàçëè÷íûõ i, j è íå÷åòíûõ β, γ. Íî ïåðâûé ðÿä
ìàòðèöû BI ïîäðàçóìåâàåò, ÷òî β = −γ è, ïîñêîëüêó β è γ íå÷åòíûå, ìû ïîëó÷àåì
b¯i = b¯j . Ýòî îïÿòü ïðîòèâîðå÷èò ïîñòðîåíèþ ìàòðèöû BI . Óòâåðæäåíèå (*) äîêàçàíî.
Ïåðâûé ðÿä ìàòðèöû BI ïîäðàçóìåâàåò, ÷òî ñëîâà HI èìåþò ÷åòíûé âåñ.
Íàì íóæíî ïðîâåðèòü, ÷òî êàæäîå íå÷åòíîå ñëîâî íàõîäèòñÿ íà ðàññòîÿíèè 1
ðîâíî îò îäíîãî êîäîâîãî ñëîâà. Ïóñòü z¯ = (z1, . . . , zn) ∈ Z
n
2k èìååò íå÷åòíûé âåñ, s¯ ,∑n
j=1 zib¯i è s ,
∑n
j=1 zi. Çàìåòèì, ÷òî s íå÷åòíî. Ïîñêîëüêó s
−1s¯ ∈ {1}× (2k−1Z2k)
i1 ×
(2k−2Z2k)
i2 × . . .× (20Z2k)
ik
, íàéäåòñÿ òàêîå j′, ÷òî s−1s¯ = b¯j′. Ïóñòü z¯
′ ∈ Zn2k  ñëîâî ñ
s â j′é ïîçèöèè è íóëÿìè â îñòàëüíûõ. Ëåãêî ïðîâåðèòü, ÷òî z¯− z¯′ êîäîâîå ñëîâî íà
ðàññòîÿíèè 1 îò z¯. Êàê ñëåäóåò èç (*), òàêîå êîäîâîå ñëîâî åäèíñòâåííî äëÿ êàæäîãî
íå÷åòíîãî z¯. 
4.3 Êî-Z2k-ëèíåéíûå ðàñøèðåííûå 1-ñîâåðøåííûå äâîè÷íûå
êîäû
Òåïåðü ó íàñ åñòü âñå íåîáõîäèìîå äëÿ ïîñòðîåíèÿ êëàññà êî-Z2k-ëèíåéíûõ ðàñøè-
ðåííûõ 1-ñîâåðøåííûõ êîäîâ. Êàê ìû óâèäèì â àçäåëå 6, ïîñòðîåííûé êëàññ èñ-
÷åðïûâàåò âñå òàêèå êîäû ïðè óñëîâèè, ÷òî îòîáðàæåíèå Φ èêñèðîâàíî.
Òåîðåìà 4-4. Êî-Z2k-ëèíåéíûé êîä H˜I , Φ(HI) ÿâëÿåòñÿ äâîè÷íûì
(nm, 2nm/2nm, 4)-êîäîì, ò. å. ðàñøèðåííûì 1-ñîâåðøåííûì êîäîì.
Äîêàçàòåëüñòâî. Óòâåðæäåíèå ñëåäóåò íåïîñðåäñòâåííî èç Ëåììû 2-5, Ïðåäëî-
æåíèÿ 4-1 è Ëåììû 4-3. 
4.4 Çàìå÷àíèå îá îáùåì ñëó÷àå Z2m
Íà ñàìîì äåëå, 1-ñîâåðøåííûå êîäû ìîãóò áûòü ïîñòðîåíû íàä Z2m ñ ðàññòîÿíè-
åì d⋄ äëÿ êàæäîãî m ≥ 1, ñì. ïðèâåäåííûå íèæå ïðèìåðû. Ïîñêîëüêó m = 2µ
åñòü íåîáõîäèìîå óñëîâèå äëÿ ïîñòðîåíèÿ äâîè÷íûõ êîäîâ ñïîñîáîì, îïèñàííûì â
Ïîäðàçäåëå 2.2, êëàññèèêàöèÿ 1-ñîâåðøåííûõ êîäîâ â äðóãèõ ñëó÷àÿõ âûõîäèò çà
ðàìêè íàñòîÿùåé ðàáîòû.
Ïðèìåð 4-5. Êîäû ñ ïðîâåðî÷íûìè ìàòðèöàìè
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B′ ,

 1 1 1 1 1 1 1 10 0 0 0 12 12 12 12
0 6 12 18 0 6 12 18

 ,
B′′ ,
(
1 1 1 1 1 1
0 4 8 12 16 20
)
ÿâëÿþòñÿ 1-ñîâåðøåííûìè êîäàìè íàä Z24 ñ ðàññòîÿíèåì d
⋄
.
5 Z2k-Ëèíåéíûå êîäû Àäàìàðà
Ëåììà 5-1. Ëèíåéíûé êîä H â Zn2k ÿâëÿåòñÿ (n, n2
k, n2k−2)∗-êîäîì òîãäà è òîëüêî
òîãäà, êîãäà H⊥ 1-ñîâåðøåííûé êîä â (Zn
2k
, d⋄).
Äîêàçàòåëüñòâî.Ïðåäïîëîæèì, ÷òî ëèíåéíûé êîäH èìååò ïàðàìåòðû (n, n2k, n2k−2)∗.
Òîãäà ϕ(H) èìååò ïàðàìåòðû êîäà Àäàìàðà, ñì. Ñëåäñòâèå 2-2. Ñîãëàñíî Òåîðåìû 3-4
êîä Φ(H⊥) ÿâëÿåòñÿ îðìàëüíî äóàëüíûì êîäó Àäàìàðà ϕ(H), ò. å. Φ(H⊥)ðàñøè-
ðåííûé 1-ñîâåðøåííûé êîä. Òîãäà ìîùíîñòü è ìèíèìàëüíîå d⋄-ðàññòîÿíèå 4 êîäà H⊥
ñëåäóþò èç Ëåììû 2-5.
Îáðàòíîå óòâåðæäåíèå äîêàçûâàåòñÿ îáðàòíûì ðàññóæäåíèåì. 
Ñëåäóþùàÿ òåîðåìà ñëåäóåò ñðàçó èç Ëåìì 4-3 è 5-1.
Òåîðåìà 5-2. Êîä DI , H
⊥
I ëèíåéíûé (n, n2
k, n2k−2)∗-êîä ñ ïîðîæäàþùåé ìàò-
ðèöåé BI . Ñîîòâåòñòâóþùèé Z2k-ëèíåéíûé êîä DI , ϕ(DI) ÿâëÿåòñÿ äâîè÷íûì
(n2k−1, n2k, n2k−2)-êîäîì, ò. å. êîäîì Àäàìàðà.
Çàìå÷àíèå 5-3. Êîä D(r,0,...,0) èçâåñòåí êàê êîä èäà-Ìàëëåðà ïåðâîãî ïîðÿäêà íàä
Z2k [16℄.
Çàìå÷àíèå 5-4. Åñëè ñóùåñòâóåò êîä Àäàìàðà A äëèíû m (ñì. Ïîäðàçäåë 2.1), òî
Z2m-ëèíåéíûé êîä Àäàìàðà äëèíû nm = 2
rm ìîæåò áûòü ïîñòðîåí äàæå åñëè m íå
ÿâëÿåòñÿ ñòåïåíüþ äâîéêè. Íàïðèìåð, ëèíåéíûé Z24-êîä ñ ïîðîæäàþùåé ìàòðèöåé
B′ èç Ïðèìåðà 4-5 èìååò ïàðàìåòðû (16, 192, 48)∗ è ñîîòâåòñòâóþùèé äâîè÷íûé Z24-
ëèíåéíûé êîä èìååò ïàðàìåòðû (96, 192, 48), ò. å. ïàðàìåòðû êîäà Àäàìàðà äëèíû 96.
Îäíàêî êîä ñ ïîðîæäàþùåé ìàòðèöåé B′′ (Ïðèìåð 4-5) èìååò ïàðàìåòðû (6, 144, 30)∗,
ñîîòâåòñòâóþùèå äâîè÷íîìó (72, 144, 30)-êîäó. Êîäîâîå ðàññòîÿíèå ýòîãî êîäà ìåíü-
øå, ÷åì êîäîâîå ðàññòîÿíèå êîäà Àäàìàðà òîé æå äëèíû è òîé æå ìîùíîñòè.
6 Íåñóùåñòâîâàíèå íåèçâåñòíûõ êî-Z2k-ëèíåéíûõ ðàñ-
øèðåííûõ ñîâåðøåííûõ êîäîâ è Z2k-ëèíåéíûõ êî-
äîâ Àäàìàðà
Ïóñòü n ñòåïåíü äâîéêè. Â ýòîì ðàçäåëå ìû ïîêàæåì (Òåîðåìà 6-2), ÷òî êàæäûé
ëèíåéíûé (n, 2kn/n2k, 4)⋄-êîä â Zn2k ýêâèâàëåíòåí íåêîòîðîìó êîäó èç êëàññà, ïîñòðî-
åííîãî â àçäåëå 4. Àíàëîãè÷íî, êàæäûé ëèíåéíûé (n, n2k, n2k−2)∗-êîä â Zn2k ýêâèâà-
ëåíòåí íåêîòîðîìó êîäó èç êëàññà, ïîñòðîåííîãî â àçäåëå 5 (Òåîðåìà 6-3). Êëþ÷å-
âûì ìîìåíòîì äîêàçàòåëüñòâà ÿâëÿåòñÿ Ëåììà 6-4. ×àñòíûé Z4-ñëó÷àé ýòîé ëåììû
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áûë äîêàçàí â [10℄ è â [13℄, ïðèâåäåííîå íèæå äîêàçàòåëüñòâî èñïîëüçóåò äðóãîé õîä
ðàññóæäåíèé.
Ìû ãîâîðèì, ÷òî äâà ëèíåéíûõ êîäà C1, C2 ⊆ Z
n
2k ýêâèâàëåíòíû, åñëè C2 = z¯ ◦piC1,
ãäå piïåðåñòàíîâêà êîîðäèíàò, z¯ ∈ (Z∗2k)
n , {1, 3, . . . , 2k − 1}n, è ◦ ïîêîîðäèíàò-
íîå ïðîèçâåäåíèå, ò. å. (z1, . . . , zn) ◦ (x1, . . . , xn) , (z1x1, . . . , znxn). Çàìåòèì, ÷òî êàê
pi, òàê è z¯ ◦ ãðóïïîâûå àâòîìîðèçìû àääèòèâíîé ãðóïïû Zn2k è èçîìåòðèè ìåò-
ðè÷åñêèõ ïðîñòðàíñòâ (Zn2k , d
∗) è (Zn2k , d
⋄). Ñëåäóþùåå ïðåäëîæåíèå ïîêàçûâàåò, ÷òî
íåò äðóãèõ ëèíåéíûõ èçîìåòðèé ïðîñòðàíñòâà (Zn2k , d
∗) èëè (Zn2k , d
⋄), ñëåäîâàòåëüíî
íàøå îïðåäåëåíèå ýêâèâàëåíòíîñòè åñòåñòâåííî.
Ïðåäëîæåíèå 6-1. Ïðåäïîëîæèì, ÷òî Γ ÿâëÿåòñÿ ëèíåéíûì ïðåîáðàçîâàíèåì Zn2k
è èçîìåòðèåé (Zn
2k
, d), ãäå d = d∗ èëè d = d⋄. Òîãäà Γ(x¯) ≡ z¯ ◦ pi(x¯), ãäå piïåðåñòà-
íîâêà êîîðäèíàò è z¯ ∈ (Z∗2k)
n
.
Äîêàçàòåëüñòâî. Îáîçíà÷èì ÷åðåç e¯i ñëîâî ñ åäèíèöåé â ïîçèöèè ñ íîìåðîì i è
íóëÿìè â îñòàëüíûõ. Äîñòàòî÷íî ïðîâåðèòü, ÷òî äëÿ êàæäîãî i ìû èìååì Γ(e¯i) ≡ zj e¯j
ñ íåêîòîðûìè j = pi(i) è zj ∈ Z
∗
2k . Äåéñòâèòåëüíî, èç èçîìåòðè÷åñêèõ ñâîéñòâ Γ ìû
âûâîäèì, ÷òî Γ(e¯i) èìååò òîëüêî îäíó íåíóëåâóþ êîîðäèíàòó. Ñ äðóãîé ñòîðîíû,
çíà÷åíèå ýòîé êîîðäèíàòû ïðèíàäëåæèò Z∗
2k
, ïîñêîëüêó Γ ÿâëÿåòñÿ áèåêöèåé. 
Ñëåäóþùèå äâå òåîðåìû ÿâëÿþòñÿ îñíîâíûì ðåçóëüòàòîì ýòîãî ðàçäåëà. Íàïîì-
íèì, ÷òî êîäû HI è DI îïðåäåëÿþòñÿ â àçäåëàõ 4 è 5.
Òåîðåìà 6-2. Ïóñòü H ⊂ Zn2k íåêîòîðûé ëèíåéíûé 1-ñîâåðøåííûé êîä. Òîãäà H
ýêâèâàëåíòåí HI äëÿ íåêîòîðîãî íàáîðà I = (i1, . . . , ik) íåîòðèöàòåëüíûõ öåëûõ
÷èñåë, óäîâëåòâîðÿþùåãî ðàâåíñòâó 1i1 + 2i2 + . . .+ kik = log2 n.
Òåîðåìà 6-3. Ïóñòü D ⊂ Zn
2k
ëèíåéíûé (n, n2k, n2k−2)∗-êîä. Òîãäà D ýêâèâàëåí-
òåí DI äëÿ íåêîòîðîãî íàáîðà I = (i1, . . . , ik) íåîòðèöàòåëüíûõ öåëûõ ÷èñåë, óäî-
âëåòâîðÿþùåãî ðàâåíñòâó 1i1 + 2i2 + . . .+ kik = log2 n.
Ñîãëàñíî Ëåììû 5-1 äîñòàòî÷íî äîêàçàòü òîëüêî îäíó èç Òåîðåì 6-2, 6-3. Íàì
ïîíàäîáèòñÿ ñëåäóþùèé âñïîìîãàòåëüíûé ðåçóëüòàò.
Ëåììà 6-4. Åñëè Dëèíåéíûé (n, n2k, n2k−2)∗-êîä â Zn2k , òî D ñîäåðæèò ýëåìåíò
èç (Z∗2k)
n
.
Äîêàçàòåëüñòâî. Äîêàæåì ëåììó ïî èíäóêöèè. Åñëè n = 1, òî D = Z2k . Ïðåäïî-
ëîæèì, ÷òî n > 1.
(*) Ìû óòâåðæäàåì, ÷òî D ñîäåðæèò ýëåìåíò èç {0, 2k−1}n âåñà n2k−2. Ïóñòü
x¯′ è x¯′′ äâà ëèíåéíî íåçàâèñèìûõ ýëåìåíòà â D ïîðÿäêîâ 2m′ è 2m′′ ñîîòâåòñòâåííî.
Ýòî îçíà÷àåò, ÷òî m′x¯′ è m′′x¯′′  ðàçëè÷íûå íåíóëåâûå ýëåìåíòû èç D ∩ {0, 2k−1}n.
Ïîñêîëüêó ϕ ÿâëÿåòñÿ èçîìåòðè÷íûì âëîæåíèåì (ñì. Ïðåäëîæåíèå 2-1) è ϕ(D) åñòü
(n2k−1, n2k, n2k−2)-êîä Àäàìàðà, åäèíñòâåííûå âîçìîæíûå çíà÷åíèÿ wt∗-âåñîâ ýëå-
ìåíòîâ D åñòü 0, n2k−2 è n2k−1. Òàêèì îáðàçîì, êàê ìèíèìóì îäèí èç m′x¯′ è m′′x¯′′
èìååò âåñ n2k−2. Óòâåðæäåíèå (*) äîêàçàíî.
Áåç ïîòåðè îáùíîñòè áóäåì ñ÷èòàòü, ÷òî a¯ , (2k−1, . . . , 2k−1, 0, . . . , 0) ∈ D.
àññìîòðèì äâà êîäà, ïîëó÷åííûõ èç D âûêàëûâàíèåì n/2 êîîðäèíàò:
D1 , {z¯
′ ∈ Z
n/2
2k
| ∃ z¯′′ ∈ Z
n/2
2k
: (z¯′, z¯′′) ∈ D},
D2 , {z¯
′′ ∈ Z
n/2
2k
| ∃ z¯′ ∈ Z
n/2
2k
: (z¯′, z¯′′) ∈ D}.
(**) Ìû óòâåðæäàåì, ÷òî D1 è D2ëèíåéíûå (n/2, n2
k−1, n2k−3)∗-êîäû. Ëèíåé-
11
íîñòü î÷åâèäíà. Êîäîâîå ðàññòîÿíèå ñëåäóåò èç àêòà, ÷òî ðàññòîÿíèå ìåæäó a¯ è
ëþáûì ýëåìåíòîì z¯ ∈ D ðàâíî 0, n2k−2 èëè n2k−1. Ìîùíîñòü êîäà D1 óäîâëåòâî-
ðÿåò íåðàâåíñòâó |D1| ≥ |D|/2, ïîñêîëüêó êîäîâîå ðàññòîÿíèå D äîïóñêàåò òîëü-
êî îäíî íåíóëåâîå ñëîâî ñ íóëÿìè â ïåðâûõ n/2 êîîðäèíàòàõ. Ñ äðóãîé ñòîðîíû,
åñòü òàêîå êîäîâîå ñëîâî: (0, . . . , 0, 2k−1, . . . , 2k−1) = (2k−1, . . . , 2k−1) + a¯ ∈ D. Ïîýòîìó
|D1| = |D|/2 = n2
k−1
. Àíàëîãè÷íî |D2| = n2
k−1
. Óòâåðæäåíèå (**) äîêàçàíî.
Ïî ïðåäïîëîæåíèþ èíäóêöèè D1 ñîäåðæèò ýëåìåíò u¯
′
èç (Z∗2k)
n/2
. Ýòî îçíà÷à-
åò, ÷òî ñóùåñòâóåò u¯′′ èç Z
n/2
2k
òàêîå, ÷òî (u¯′, u¯′′) ∈ D. Ïîñêîëüêó wt∗(2k−1(u¯′, u¯′′)) ∈
{n2k−2, n2k−1} è 2k−1u¯′ = (2k−1, ..., 2k−1), èìååì wt∗(2k−1u¯′′) = 0 èëè wt∗(2k−1u¯′′) =
n2k−2. Òàêèì îáðàçîì,
2k−1u¯′′ = (0, . . . , 0), (1)
èëè 2k−1u¯′′ = (2k−1, . . . , 2k−1). (2)
Àíàëîãè÷íî, ðàññìàòðèâàÿ êîä D2, ìû ìîæåì íàéòè êîäîâîå ñëîâî (v¯
′, v¯′′) ∈ D òàêîå,
÷òî 2k−1v¯′′ = (2k−1, ..., 2k−1) è v′ óäîâëåòâîðÿåò
2k−1v¯′ = (0, . . . , 0), (3)
èëè 2k−1v¯′ = (2k−1, . . . , 2k−1). (4)
Åñëè âûïîëíåíî (2), òî (u′, u′′) ∈ (Z∗2k)
n∩D. Åñëè âûïîëíåíî (4), òî (v′, v′′) ∈ (Z∗2k)
n∩
D. Åñëè âûïîëíåíî (1) è (3), òî (u′, u′′)+ (v′, v′′) ∈ (Z∗2k)
n ∩D. Ëåììà 6-4 äîêàçàíà. 
Äîêàçàòåëüñòâî Òåîðåìû 6-3. Ïî Ëåììå 6-4 êîäD ñîäåðæèò ýëåìåíò c¯ = (c1, . . . , cn)
èç (Z∗
2k
)n. Òîãäà êîä D′ , (c−11 , . . . , c
−1
n ) ◦ D ýêâèâàëåíòåí êîäó D è ñîäåðæèò 1¯ =
(1, . . . , 1). Ïóñòü {1¯, q1, . . . , qs}íåêîòîðûé áàçèñ êîäà D
′
è ij  ÷èñëî ýëåìåíòîâ ïî-
ðÿäêà 2j , j = 1, . . . , k. Ïóñòü 1¯, q1, . . . , qs  ñòðîêè ìàòðèö Q ðàçìåðà (1 + i1 + . . . +
ik) × n, ïîðîæäàþùåé ìàòðèöû êîäà D
′
. Òîãäà ñòîëáöû Q ÿâëÿþòñÿ ýëåìåíòàìè
{1} × (2k−1Z2k)
i1 × (2k−2Z2k)
i2 × . . . × (20Z2k)
ik
. Ïîñêîëüêó ïî Ëåììå 5-1 êîäîâîå d⋄-
ðàññòîÿíèå êîäà D′⊥ áîëüøå 2, âñå ñòîëáöû ïîïàðíî ðàçëè÷íû. Ñëåäîâàòåëüíî Q
ñîâïàäàåò ñ BI , I = (i1, . . . , ik), ñ òî÷íîñòüþ äî ïåðåñòàíîâêè ñòîëáöîâ. 
Òàêèì îáðàçîì, ìû çàêëþ÷àåì, ÷òî ïðè óñëîâèè èêñèðîâàííûõ îòîáðàæåíèé ϕ è
Φ âñå ñ òî÷íîñòüþ äî ýêâèâàëåíòíîñòè êî-Z2k-ëèíåéíûå ðàñøèðåííûå 1-ñîâåðøåííûå
êîäû è Z2k -ëèíåéíûå êîäû Àäàìàðà îïèñàíû â àçäåëàõ 4 è 5.
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