Movement data were collected at a riding stable over seven days. The dataset comprises data from 18 individual horses and ponies with 1.2 million 2-s data samples, of which 93,303 samples have been tagged with labels (labeled data). Data from 11 subjects were labeled. The data from six subjects and six activities were labeled more extensively. Data were collected during horse riding sessions and when the horses freely roamed the pasture over seven days. Sensor devices were attached to a collar that was positioned around the neck of horses. The orientation of the sensor devices was not strictly fixed. The sensors devices contained a three-axis accelerometer, gyroscope, and magnetometer and were sampled at 100 Hz.
Summary
Activities from animals can be recognized from motion data [1, 2] . The advent of small, lightweight, and low-power electronics has propelled research in Animal Activity Recognition (AAR). Most AAR approaches utilize motion data that are recorded with Inertial Measurement Units (IMUs). An IMU generally consists of an accelerometer, gyroscope, and magnetometer, which measure acceleration, angular velocity, and magnetism, respectively. The recorded sensor data, or part thereof, are tagged with labels by an observer to obtain a labeled dataset. A labeled dataset consists of several different activity categories. Ground truth for the observation is often recorded with a video camera during the sensor data collection. Various Machine Learning (ML) techniques are used to train, tune, and validate an AAR classifier. After training, the classifier can classify unlabeled raw data-samples into the learned activity categories. Recently, various studies utilized IMUs for AAR regarding: wildlife [3] [4] [5] [6] [7] [8] [9] , livestock [1, 2, [10] [11] [12] [13] [14] [15] [16] [17] [18] , and pets [19] [20] [21] .
In this paper, we describe a horse movement dataset [22] and its collection process. To be able to study AAR from motion data, a large dataset comprising movement data was required. In earlier data collection campaigns [1, 2] , we found that the observed animals spent most of the day eating and resting, and the activity dataset became unbalanced and skewed towards a few activities. Therefore, we chose to monitor horses and ponies that were ridden in an equestrian facility because they are exercising various activities during the day. Because of this, we could ease the task of collecting and labeling relatively large amounts of movement data from several activities, which resulted in a more balanced dataset for different gaits and eating behavior. Ground truth was collected by placing cameras that could oversee most of the horse paddocks and outdoor pasture. The subjects were ridden in various gaits over multiple days. More natural activity data were collected by observing the animals while they were left to roam freely in an outdoor pasture during their daily break. Figure 1 shows three horses during the outdoor collection process. In total, 17 different activities exercised by the horses were observed and annotated. This dataset has been used to evaluate a Naive Bayes (NB) classifier [23] . The paper briefly describes the dataset and shows that an AAR performance of 90 % accuracy can be achieved using only the 3D acceleration vector as input. Moreover, the paper demonstrates the effect of increased complexity in AAR, parameter tuning, and class balancing on the classification performance and identifies open research challenges for AAR.
Most of this dataset is unlabeled data (denoted as null and unknown in the dataset). The distinction between these two is that null data have never been seen by an observer and essentially are unprocessed data and unknown data are data that have been seen by an observer but the ground-truth were unclear or the activity did not fit into one of the predetermined categories. Because the dataset contains a vast amount of unlabeled data along with a decent amount of labeled data, the dataset is particularly suitable for the benchmarking of unsupervised representation learning algorithms. Unsupervised representation learning is a set of ML technique that does not utilize data labels and aims to automatically discover a compact and descriptive representation of raw data from the data itself [24] . Two recent surveys [25, 26] both identified unsupervised Activity Recognition (AR) through Deep Learning (DL) as an urgent open research question. Unsupervised representation learning is not only interesting to improve AAR and Human Activity Recognition (HAR), but Artificial Intelligence (AI) applications in general [24, 27] . A paper that uses part of this dataset for unsupervised representation learning has been submitted [28] . The paper focuses on unsupervised representation learning for AAR and compares engineered representations with various representations that were learned from unlabeled data. The aim of publicly releasing and describing our dataset is to allow other researchers to improve AAR methods and benchmark novel approaches to unsupervised representation learning for AAR. Furthermore, this dataset could be useful for research related to: gait analysis and comparison, feature selection for AAR, and transfer learning. For example, the dataset might be valuable to improve AAR methods for other quadruped animals within the Equidae family, such as zebras or donkeys.
Data Description
In this section, we describe the labeled part of the dataset. The raw sensor data are stored in tables where each row denotes one raw data sample. Because we used a sampling rate of 100 Hz, 1 s of data equals 100 rows. Figure 2 shows five 2-s examples of accelerometer and gyroscope data that were recorded during different activities. The columns of the tables are described in Table 1 . The composition and size of the dataset are shown in Table 2 . The samples in Table 2 were obtained by applying a 2 s window with 50% overlap over the raw data segments. The number of samples per segment was calculated as follows:
where σ is the length of the segment, ω is the size of the window, and τ is the overlap (50%). Information leakage may occur when overlapping windows are used and two overlapped windows are placed in both the training and test set. To prevent information leakage, the activity segments-instead of the windows-should be divided into training, tuning, and test sets. Therefore, each continuous activity is marked with a unique segment identifier throughout the dataset. Because some segments (activities) may have a long duration, the resulting training and test set may be imbalanced with different ratios when the segments are divided instead of the windows, even when stratified sampling is used [1] . Therefore, the segments have a maximum length of 10 s to maintain the same class balance ratio between the different subsets. Table 2 shows that most of the dataset is null data (85.22%) or data that were labeled as unknown (7.52%). Null data are data that have not been seen by an annotator and unknown data are data that were labeled as such by an annotator because the ground truth was unclear or the behavior did not fit one of the 17 activities that were mainly exercised by the horses. Figure 3 shows the distribution of labeled activities. During the monitoring in the paddock, the horses were mainly walking and trotting with a rider on their back. During the monitoring in the outside pasture, the horses were mainly grazing. Therefore, these activities represent the largest part of the labeled dataset. Six activities from six subjects were annotated more extensively so that leave-one-out validation can be used for a subset of subjects and activities in [23, 28] . Figure 4 shows the distribution of the labeled data using three summary statistics for each 2-s window of data: frequency entropy, the frequency component with the largest magnitude, and standard deviation. More details regarding these features can be found in [1] . The figure shows mixed data from 11 different subjects and all labeled activities. The different activity clusters are overlapping and activities such as head-shake, walking-rider, and galloping-rider are more scattered (they have a higher variability in the measurements). Although we did not consider the reasons for the higher variability empirically, one reason could be the variation in the size of horses. Table 3 shows that some of the subjects were smaller ponies, while others were larger horses. The difference in size could cause a higher variability in certain behaviors. Besides the distinction between horses and ponies, we did not record any other physical properties during the data collection. 
File Structure
The following list describes the folders and files within the dataset:
/matlab Folder that contains the datasets in Matlab format organized per subject number (%ID) and name (%NAME) as subject_%ID_%NAME.mat. The columns of the tables are described in Table 1 . Each row in the tables denotes a raw data sample. /csv Folder that contains the datasets in .csv format. Each .csv file contains a maximum of 2 20 
Methods
Movement data were collected from 18 individual horses and ponies over seven days. Table 3 describes which of the subjects was a horse or a pony. The data were labeled according to the 17 preconceived activity categories listed in Table 4 . The animals were recorded on video from various angles during the day. The videos were later used as ground truth for labeling the data. 
Data Acquisition
All experiments with the animals complied with Dutch ethics law concerning working with animals. A sensor node was attached to the neck of a horse by means of a collar fabricated from hook and loop fastener. Different colors were used for the collars to ease the identification of the animals in the videos during the labeling process. Figure 5 shows how the sensors were attached to horses. We studied the effect of sensor orientation in earlier work [1] and showed that robust AAR is possible with sensor-orientation-independent features. To be able to evaluate AAR approaches that are robust against the orientation, we did not fix the orientation of the sensor devices. The sensor devices were always attached around the neck of the horses so that they could be worn without a saddle or halter. Furthermore, this location is often used in studies that monitor wildlife such as zebra [3] , which increases the usability of our dataset for research related to other animals.
We used the Human Activity Monitor [29] sensor devices from Gulf Coast Data Concepts, which contain a three-axis accelerometer, gyroscope and magnetometer. The sensor parameter settings are described in Table 5 . The sensors were enabled and attached to the horses while they were in their stable. This was done for all subjects during each day of monitoring. Horses were randomly ridden in turns, thus not all horses were either outside in the pasture or ridden the whole day. This means that in some cases part or most of the recorded data for that day can be that of the horse standing or roaming around in her stable. Activities such as eating, scratch biting and rubbing are also exercised in the stable.
Data Labeling
The data were annotated with our labeling application [30] that is publicly available online [31] . The application is based on a Matlab GUI [32] . A screen capture of the application is shown in Figure 6 . Clock timestamps from the sensor nodes were used to obtain a coarse synchronization. The labeling application was used to further synchronize videos with sensor data by adjusting the offset. The magnitude of the accelerometer vector (Equation (2)) was displayed to visualize the sensor data. The orientation-independent magnitude of the 3D vector is defined as:
where s x , s y , and s z are the three respective axes of the sensor. The data were labeled by clicking at the point representing a change in behavior on the graph. The activity that belongs to the data following the selected point in time was then selected from a drop-down menu and added to the graph. A file with activity label and timestamp tuples was instantly updated when an annotation was added. The visualization of the sensor data and the high synchronization achieved with the video allowed the annotator to accurately label the activity associated with the sensor data. Data from 11 subjects were annotated according to the behaviors listed in Table 4 . The stop marker for one activity was also the start marker for the following activity, if the following activity is of any other class than unknown. Transitions between activities were not always excluded from the data, thus some data samples may include a transition phase to another activity. When a horse was performing multiple activities simultaneously, the activity that was mainly exercised was chosen as the label. For example, when a horse was eating while slowly walking, this activity was labeled as grazing, because the movement is part of the grazing behavior.
In leave-one-subject-out cross-validation, all labeled data from one subject are not used for training and tuning of an AAR classifier; they are only used as a test set for the performance assessment of the classifier. This training and performance assessment sequence is repeated until the data of each subject have been in the test set. To evaluate AAR methods through leave-one-subject-out cross-validation, it is desirable that the dataset from each subject contains sufficient labeled data for each activity within a set of activities that is identical for all subjects that are used in the cross-validation. Therefore, we chose to label a subset of activities for a subset of the subjects more extensively. Acquiring a sufficient amount of labeled data for these subsets proved to be challenging. The reliability of the labeling can be improved when multiple people label the same parts of the data so that an inter-observer reliability can be calculated. However, when multiple people label the same data, overall fewere data can be labeled within the same amount of time. Because we did not have the resources (in people and time) to label a sufficient amount of data multiple times, we chose to have a larger quantity of labeled data over a higher reliability. The data were labeled a single time and later verified through a visual inspection. All labeled data were visually inspected and corrected by a single person to minimize label ambiguity. All efforts were put in to ensuring high quality of the labeling process, e.g., we did not label the data for very long consecutive periods to prevent sloppiness due to repetition in work, and we kept a thorough administration to keep track what part of the labels still required validation. 
