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The first divisible sum
Abstract
We consider the distribution of the first sum of a sequence of positive integer valued iid random
variables which is divisible byd. This is known to converge, when divided byd, to a geometric
distribution asd. We obtain results on the rate of convergence using two contrasting approaches. In the
first, Stein's method is adapted to geometric limit distributions. The second method is based on the
theory of Banach algebras. Each method is shown to have its merits.
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1. Introduction.
There is a mistake in the very first sentence that had a result
similar to that of a missing semicolon in certain computer
programs - it fouled the whole thing up. For me, N0 (‘the N
with the na ught’) has always been {0, 1, 2, . . .}, but of course,
it should then be N (= {1, 2, . . .}) here. I suggest that we
insert something like "We will write N for the set {1, 2, 3, . . .}
of strictly positive integers and Z+ for the set {0, 1, 2, . . .} of
non-negative integers." Many of the referee’s comments wil l
become vacuous once N and N0 are interpreted as above.
Let (Xi : i ∈ N0) be a sequence of independent and identically distributed random
variables with values in N and let pn = P (X1 =n). We assume that µ = EX1 is
finite and that the sequence p = (pn :n ∈ N0) is aperiodic, i.e. gcd{n ∈ N0 : pn >
0} = 1. We are interested in the distribution of Yd, the (normalized) first sum
that is divisible by d,
Yd =
1
d
Sτd , τd = inf{n ∈ N :d |Sn}, Sn =
n∑
i=1
Xi.
Maybe we should indeed add something about exceptional sets
where Yd is not d efined. I suggest something like: "Here we
take the infimum of an empty set to be infini te; on τd = ∞
we set Yd = 0. Under our assumptions τd will be fi nite
with probability 1, which means that this is irrelevant for
our results as these refer t o distributions." This might
also be the right place to add some ‘motivation’, e.g. "The
variable d · Yd arises as the time between observed renewals in a
periodically insp ected self-renewing aggregate."
In Gru¨bel (1985) it was shown that Yd converges in distribution to Ge(1/µ).
Here Ge(θ) (or Geθ) denotes the geometric distribution on N with parameter θ,
i.e. Y ∼ Ge(θ) means P (Y = n) = (1− θ)n−1θ for all n ∈ N. In the present note
we investigate the associated rate of convergence and we establish some related
upper bounds. We use two rather different techniques: Stein’s method (used here
for the first time in connection with the geometric distribution) in Section 2, and
an analytic approach in Section 3. The latter is based on results from the theory
of commutative Banach algebras, see Gelfand, Raikov and Shilov (1964); a general
reference for Stein’s method is Stein (1986). In Section 4 we compare the two
approaches.
2. Stein’s method. Let X0 be an additional random variable, defined on the
same probability space as and independent of the Xi’s. The process (ξn :n ∈ N0)
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of forward recurrence times associated with the delayed renewal process (X0 +Sn :
n ∈ N0) is then defined by
ξn = min{X0 + Si : i ∈ N0, X0 + Si ≥ n} − n.
This process is a Markov chain with state space N0, and Yd defined as d−1 inf{n ∈
dN0 : ξn = 0} is the same random variable as in Section 1, when X0 = 0 a.s.
I would change this sentence into e.g.: "This process is a
Markov chain with sta te space Z+. Let Yd = d−1 inf{n ∈
dN : ξn = 0}; this generalizes the setup introduced in the
introduction where X0 = 0."
If instead X0 ∼ pi, where pi is the probability distribution on N0 defined by
pik = P (X1 > k)/µ, (ξn) is stationary, and all ξn’s have distribution pi. We will
write Ppi, Epi for the corresponding probability and expectation respectively and
Pi, Ei for probability and expectation conditional on X0 = i.
Maybe the last sentence should have a John the Baptist type
introduction: "Follo wing the custom in Markov chain theory,
. . .".
We are interested in the distribution of Yd under P = P0 or, more precisely, in the
total variation distance between this distribution and the geometric distribution
with mean µ,
‖PYd0 −Ge(1/µ)‖TV = sup
A⊂N
∣∣P0(Yd ∈ A)−Ge1/µ(A)∣∣.
Our upper bound will be a multiple of the tail P(τpi,0 > d) of the coupling time
of any pair of ξ-processes, one of which is stationary and the other starting with
X0 = 0; the coupling could be chosen to make P(τpi,0 > d) = ‖P ξd0 − pi‖TV, or the
processes could run independently until coupling.
Shall we change this? I offer: "Our upper bound will be a
multiple of the tail of the coupling time of any pair of ξ-
processes, one of which is stationary and the other starting
with X0 = 0. By this we mean the following: if (Ω,F,P) is a
probability space, if ξ(1) and ξ(2) are two processes on this
space such that the distribution of xi(1) under P is the same
as the distribution of ξ under Ppi and the distribution of
ξ(2) equals the distribution of ξ under P0, a nd if further τ
denotes the first index k with ξ
(1)
k = ξ
(2)
k (τ = inf ty if no
‘coupling’ takes place), then our upper bound will involve the
tail pr obabilities of τ under P. To make the dependence on the
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two different in itial distrib utions of ξ(1) and ξ(2) clear, we
will write P(τpi,0 > n) for these probabilities. There are, of
course, many such co nstructions. It is known that (Ω,F,P),
ξ(1) and ξ(2) c an be chosen such that P(τpi,0 > d) = ‖P ξd0 − pi‖TV
(see e.g . ?? and ??). Our upper bound does not depend on
any specific construction, we could use, for example, an
independent coupling where P is the product of Ppi and P0."
Because
‖PYdpi − PYd0 ‖TV ≤ P(τpi,0 > d), (1)
it is enough, if only the order of approximation is of interest, to consider the
stationary process.
Due to stationarity, the process (ξd+n : n ∈ N0) has the same distribution as
the original (ξn : n ∈ N0). Let Y ′d be the normalized first divisible sum for the
shifted process; Yd and Y ′d have the same conditional distributions, in the sense
that, for all k, L(Yd|ξ0 = k) = L(Y ′d |ξd = k). On Yd > 1 we have Y ′d = Yd − 1,
and a decomposition with respect to the value of ξd gives the first of the following
equalities, for f any bounded function on N:
Epif(Yd) = pi0f(1) +
∑
j≥1
pijEjf(Yd + 1)
= pi0f(1) + (1− pi0)Epif(Yd + 1) + pi0
(
Epif(Yd + 1)− E0f(Yd + 1)
)
,
or
Epi{(1− pi0)f(Yd + 1) + pi0f(1)− f(Yd)} = pi0{E0f(Yd + 1)− Epif(Yd + 1)}.
From (1) it follows that∣∣Epif(Yd + 1)− E0f(Yd + 1)∣∣ ≤ P(τpi,0 > d) sup
j,k∈N
|f(j)− f(k)|.
Hence, if we define an operator A acting on functions f : N→ R by(Af)(j) = (1− θ)f(j + 1) + θf(1)− f(j) for all j ∈ N
with θ = pi0 = 1/µ, then the above yields∣∣EpiAf(Yd)∣∣ ≤ 1
µ
P(τpi,0 > d) sup
j,k∈N
|f(j)− f(k)|.
What is the referee complaining about? Maybe we should replace
"the above yields " by "this upper bound, together with the
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previous equality, gives". Alternative ly, we could number the
formulas. Maybe I overlook something.
This bound will be very useful if, for each A ⊂ N, we can find a bounded function
f = fA such that
(1− θ)f(j + 1) + θf(1)− f(j) = 1A(j)−Geθ(A), (2)
since with this f we have EpiAf(Yd) = Ppi(Yd ∈ A) − Geθ(A). Equation (2) can
be considered as a Stein equation for geometric limit distributions; a heuristic
explanation is given at the end of the section.
Let hA(j) = 1A(j)−Geθ(A). It is easy to check that Af = h is solved by
f(j) = f(1) + (1− θ)−j
j−1∑
i=1
(1− θ)ih(i) for all j > 1,
with any choice of f(1). For hA as above it holds that
∑∞
i=1(1 − θ)ih(i) = 0, so
that the corresponding solution can equally be written as
fA(j) = fA(1) −
∞∑
i=0
(1− θ)ihA(j + i),
from which the bound supj,k∈N |f(j)−f(k)| ≤ 1/θ = µ for all A ⊂ N is immediate,
so that
‖PYdpi −Ge(θ)‖TV ≤ P(τpi,0 > d).
Combining the above considerations gives us the following result.
Theorem 1 With τpi,0 any coupling time as above, we have
‖PYd −Ge(1/µ)‖
TV
≤ 2P(τpi,0 > d).
The literature contains numerous results on the tails of coupling times. Pit-
man (1974) shows that EX1 < ∞ implies that P(τpi,0 < ∞) = 1, and Lindvall
(1979) has results showing that EX1+γ1 <∞ for some γ > 0 implies P(τpi,0 > d) =
o(d−γ) for the independent coupling. Combining this with the above theorem we
obtain the following corollary.
Corollary 2 Let γ ≥ 0. If EX1+γ1 <∞ then
‖PYd −Ge(1/µ)‖
TV
= o(d−γ).
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The following is a heuristic explanation for the success of A in the present
context: we can think of a sequence of successive Yd’s being embedded in the
renewal process (Sn :n ∈ N). The value of the current Yd either increases by one if
a multiple of d is passed, or a hit occurs in which case a new run for the next Yd
begins. This structure resembles that of a ‘birth-catastrophe’ process, by which
we mean a Markov chain on N with transition probabilities
pi,i+1 = 1− θ, pi1 = θ for all i ∈ N.
The stationary distribution of such a process is Geθ; further, it is easy to check
that A is the associated generator. The latter fact can also be used to solve (2); see
Barbour (1988) for more on the connection between Stein equations and generators
of Markov processes.
3. An analytic approach. The quantity of interest is the distribution of
Yd and this distribution depends solely on the distribution of X1. Identifying
distributions on N0 with the associated sequences of point masses leads us to
regard this dependence as a mapping from and to `1, the space of all summable
sequences with index set N0. We will analyze the functional `1 3 p → p(d) ∈ `1,
where p(d)k = P (Yd = k), by decomposing it into several simpler functionals. A
key idea is the relation to renewal sequences which has also been used in Gru¨bel
(1985). We assume that EX1+γ1 <∞ for some fixed γ ≥ 0.
The renewal sequence (un : n ∈ N0) associated with a distribution p can be
defined recursively by u0 = 0, un =
∑n
i=1 piun−i; un is the probability that one of
the partial sums of the X-sequence lands in n. For a geometric distribution with
parameter θ, symbolized by the sequence p[θ], the associated renewal sequence u[θ]
has u[θ]n = θ for all n ∈ N. Renewal sequences are useful in the present context
because of the following: u(d), the renewal sequence associated with p(d), is related
to u by u(d)n = udn. Hence, a first decomposition of the functional consists of three
steps: pass to the renewal sequence of the distribution of X1, take every dth
element, then find the distribution associated with this renewal sequence.
For this to work we need a thorough understanding of the relationship between
distributions and the associated renewal sequences. Here we can build upon a
sizeable literature, beginning with one of the original proofs of the discrete renewal
theorem given by Erdo˝s, Feller and Pollard (1949). Again, a decomposition into
simpler steps is crucial: let Σp and ∆u be the sequences given by (Σp)n =
∑
k>n pk
for all n ∈ N0, and (∆u)0 = 0, (∆u)n = un − un−1 for all n ∈ N, respectively. For
a finite mean, aperiodic p these sequences are both summable and are convolution
inverse, i.e. Σp ∗∆u = δ where δ0 = 1, δn = 0 for all n ∈ N.
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I suggest: replace full stop by semicolon and continue with
"aperiodicity, for e xample, is used to show that the value 0
is not in the range of the Fourier transform of Σp, see Erd}os et
al. (1949) for details."
Now
p → Σp → ∆u → u → u(d) → ∆u(d) → Σp(d) → p(d)
summarizes all the necessary steps in one diagram.
We now introduce the space `1(γ) of all sequences (an :n ∈ N0) with the property
that ‖a‖γ < ∞ where ‖a‖γ =
∑∞
n=0(1 + n)
γ |an|. Endowed with this norm `1(γ)
becomes a Banach algebra; in particular, the norm inequality ‖a?b‖γ ≤ ‖a‖γ ‖b‖γ
holds for all a, b ∈ `1(γ).
Let I be the set of invertible elements in `1. A well-known result from the theory
of Banach algebras (see e.g. Gelfand, Raikov and Shilov (1964), Section 19) states
that, if a ∈ I ∩ `1(γ), then a?(−1) ∈ `1(γ): taking the inverse does not lead out of
`1(γ). Hence: EX
1+γ
1 <∞ means Σp ∈ `1(γ) which implies ∆u ∈ `1(γ).
Using the relationship between u and u(d) we see that
∣∣∣(∆u(d) −∆u[θ])
n
∣∣∣ ≤

0, if n = 0,
|ud − θ|, if n = 1,∑d
k=1
∣∣(∆u)(n−1)d+k∣∣, if n > 1,
which gives, with θ = 1/µ = limn→∞ un,
‖∆u(d) −∆u[θ]‖γ ≤ 2γ |ud − θ| +
∞∑
n=2
(1 + n)γ
d∑
k=1
∣∣(∆u)(n−1)d+k∣∣
≤ 2γ
∑
k>d
∣∣(∆u)k∣∣ + 2γd−γ ∞∑
n=2
d∑
k=1
(1 + nd)γ
∣∣(∆u)(n−1)d+k∣∣
≤ 2γd−γ
(∑
k>d
(1 + k)γ
∣∣(∆u)k∣∣
+
(
sup
k>d
1 + k + d
1 + k
)γ ∑
k>d
(1 + k)γ
∣∣(∆u)k∣∣)
= o(d−γ).
From the norm inequality and simple algebra we obtain
‖Σp(d) − Σp[θ]‖γ = ‖Σp(d) ? Σp[θ] ? (∆u(d) −∆u[θ])‖γ
≤ ‖Σp(d)‖γ ‖Σp[θ]‖γ ‖∆u(d) −∆u[θ]‖γ .
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The middle factor does not depend on d and the last factor is o(d−γ). To bound
the first factor we apply another piece of analysis: the set I∩`1(γ) is ‖ ·‖γ-open in
`1(γ), and a→ a?(−1) is continuous on this set (Gelfand, Raikov and Shilov (1964),
Section 2). We know that ∆u(d) converges to ∆u[θ], which is in I ∩ `1(γ), with
respect to ‖ · ‖γ (we even have a rate), hence, for any given  > 0 we can find a
d() such that
‖(∆u(d))?(−1) − (∆u[θ])?(−1)‖γ ≤  for all d ≥ d().
This implies supd∈N ‖Σp(d)‖γ <∞, so that we have proved the following theorem.
Theorem 3 If, for some γ ≥ 0, EX1+γ1 <∞ then
∞∑
k=1
kγ
∣∣∣∣P (Yd ≥ k) − (1− 1µ)k−1
∣∣∣∣ = o(d−γ).
It is easy to see that this implies o(d−γ)-convergence of the total variation distance
between the distribution of Yd and the geometric distribution with mean µ, hence
we reobtain Corollary 2. In fact, the theorem amplifies the total variation result in
a manner discussed in Chapter 2.4 of Barbour, Holst and Janson (1992). It is also
interesting to note that the weights kγ are in some sense optimal; as dYd > X1 the
left hand side of the equality in the theorem would become infinite for any γ′ > γ
unless EX1+γ
′
1 <∞.
4. Synthesis. For mathematicians, the meaning of the word ‘analytic’ is two-
fold, and it may be a coincidence that both meanings can be attached to the
approach of the previous section. We should perhaps point out that the dissection
into simple parts, such as given in the diagram, also points the way towards an
algorithm for obtaining the distribution of Yd for a given distribution of X1; see
Gru¨bel (1988) for the computation of renewal sequences and related problems.
A somewhat typical aspect of the approach in Section 3 is the fact that the
switch to analysis, away from the stochastic model, occurs at a very early stage.
From a probabilistic point of view Stein’s method is more appealing as more use
is made of the stochastic aspects of the problem. This is perhaps more than a
matter of taste, especially if it comes to generalizing to non-independent models
where Stein’s method often has no direct competitors. For instance, if the Xi
arise as the intervals between the points of a stationary, mixing point process ξ,
the inequality in Theorem 1 can be proved in much the same way: P0 is now the
Palm distribution, and of the ξ processes used in the definition of τpi,0, one has the
Palm distribution and the other the stationary distribution. On the other hand,
for independent Xi’s, the analytic approach gives a somewhat sharper result.
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The contrast between the two approaches is not confined to this example. In
proving bounds for the approximation in the central limit theorem, one has a sim-
ilar choice between the operator technique of Trotter (1959) and Fourier methods
on the one hand, and methods such as Stein’s (1970) on the other. In the Pois-
son context, one has the operator technique of Deheuvels and Pfeifer (1986) and
the complex analytic method of Uspensky (1931) as opposed to the Stein–Chen
method (Chen, 1975). In these cases, too, Stein’s method adapts more easily to
dependent settings than the analytic methods.
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