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A B S T R A C T   
Background: Models of auditory nerve fiber (ANF) responses to electrical stimulation are helpful to develop 
advanced coding for cochlear implants (CIs). A phenomenological model of ANF population responses to CI 
electrical stimulation with a lower computational complexity compared to a biophysical model would be 
beneficial to evaluate new CI coding strategies. 
New method: This study presents a phenomenological model which combines four temporal characteristics of 
ANFs (refractoriness, facilitation, accommodation and spike rate adaptation) in addition to a spatial spread of the 
electric field. 
Results: The model predicts the performances of CI subjects in the melodic contour identification (MCI) exper-
iment. The simulations for the MCI experiment were consistent with CI recipients’ experimental outcomes that 
were not predictable from the electrical stimulation patterns themselves. 
Comparison with existing methods: Previously, no phenomenological population model of ANFs has combined all 
four aforementioned temporal phenomena. 
Conclusions: The proposed model would help the further investigations of ANFs responses to different electrical 
stimulation patterns and comparison of different sound coding strategies in CIs.   
1. Introduction 
Cochlear implants (CIs) are successful neural prostheses for severe to 
profound hearing loss and the number of profoundly hearing-impaired 
people who have been implanted with a CI is increasing rapidly. How-
ever, CI users still have difficulties in realistic listening conditions such 
as speech presented in competition with noise or other talkers, such as in 
a cocktail party or a restaurant where background noise is always pre-
sent (Nie et al., 2005; Wilson et al., 2005). In addition, CI users’ per-
formance on tests of tonal languages and melody recognition is still poor 
(Wilson and Dorman, 2008). These poor performances arise from 
limited spectral, temporal and amplitude resolutions of CI users 
compared to normal hearing (NH) listeners. Therefore, many sound 
coding strategies have been recently proposed to improve a CI users’ 
performance under these demanding situations (Grayden et al., 2004; 
Nogueira et al., 2005; Laneau et al., 2006; Sit et al., 2007; Vandali and 
van Hoesel, 2011; Lai et al., 2018). However, evaluation of sound coding 
strategies needs time consuming clinical experiments which motivates 
the design and use of models of auditory nerve fiber (ANF) responses to 
the electrical stimulation to test the predicted neural representation of 
speech for different sound coding strategies (Seeber and Bruce, 2016; 
Takanen et al., 2016; van Gendt et al., 2016). 
Different types of models of electrically stimulated ANFs exist. Two 
major categories based on the description of the functionality of the 
neuron are biophysical models (O’Brien and Rubinstein, 2016) and 
phenomenological models (Takanen et al., 2016; van Gendt et al., 
2016). Phenomenological models have lower computational 
complexity, and parameters can be more easily adjusted to individual CI 
recipients. These parameters may have no direct biophysical interpre-
tation, but they may be related to simple stimulus-response character-
istics, such as refractoriness. Thus, it may be possible to estimate the 
individualized parameters using neural response telemetry (NRT) via 
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measuring electrically evoked compound action potentials (ECAPs). On 
the other hand, biophysical models are helpful to understand physio-
logical behavior (O’Brien and Rubinstein, 2016). The computational 
complexity of biophysical models makes these models less efficient for 
comparison of different CI sound coding strategies, although these 
models can simulate the ANFs response to the electrical stimulation very 
well (Hodgkin and Huxley, 1952; Rattay, 1999; Mino et al., 2004; 
Imennov and Rubinstein, 2009). Thus, a phenomenological model of a 
neural population in response to the electrical stimulation was devel-
oped in this study. 
Dependency of the auditory nerve response on spiking and stimulus 
history has been reported in many studies (Dynes, 1996; Bruce et al., 
1999a; Cartee, 2000; Miller et al., 2008; Cohen, 2009c; Boulet et al., 
2016; Hughes and Laurello, 2017). As reviewed by Boulet et al. (2016), 
this dependency can be defined in the form of refractoriness, facilitation, 
accommodation and spike rate adaptation (SRA). Refractoriness and 
SRA are spike-dependent phenomena and facilitation and accommoda-
tion are subthreshold stimulus-dependent phenomena. Refractoriness is 
defined as a reduction in the excitability of ANFs immediately following 
an action potential and has been observed in human CI recipients via 
measuring the ECAP (Cohen, 2009c; Botros and Psarros, 2010). Facili-
tation (also referred to as temporal summation) is an increase in a nerve 
excitability caused by subthreshold stimulation in short intervals and 
was reported in animal studies (Dynes, 1996; Cartee, 2000; Heffer et al., 
2010) and human CI recipients (Cohen, 2009c; Karg et al., 2013; Hey 
et al., 2017; Tabibi et al., 2019). ANFs display a gradual drop in their 
spiking probability in response to an ongoing pulse train, which is 
defined as SRA. Animal experiments (Nourski et al., 2006; Zhang et al., 
2007; Miller et al., 2008) in addition to ECAP measurements of human 
CI users (Lai and Dillier, 2009; Zhang et al., 2013; Hughes and Laurello, 
2017) have shown traces of SRA as decrements in the neural excitability. 
In parallel to SRA, accommodation (also referred to as subthreshold 
adaptation) can reduce excitability for the current pulse when there is a 
subthreshold response to the previous pulse (i.e. no spike) and the in-
terval between two pulses is large enough to allow the membrane 
potential to decay back near or below the resting potential (Dynes, 1996; 
Boulet et al., 2016). 
In addition to all the aforementioned temporal phenomena, there are 
also spatial interactions or spread of the electrical stimulation current 
that may reduce the information provided on the individual electrodes 
and decrease the selectivity and number of effective electrodes in CIs 
(Abbas et al., 2004; Undurraga et al., 2012). The electrical spread is 
measurable via NRT and the standard ‘forward-masking’ paradigm for 
artifact cancellation technique (Lai and Dillier, 2000; Lai et al., 2002; 
Cohen et al., 2003). Studies have shown that the stimulus level has an 
effect on the shape of the excitation profile; the increase of the stimulus 
strength increases the amplitude of the profile. The Cohen et al. (2004) 
study did not reveal a significant effect of stimulus level on the width 
(distance along the electrode array from the stimulated electrode to the 
interacted electrodes) of the neural excitation profile. In contrast, other 
studies reported that the increase in the level not only increases the 
amplitude of the profile but also broadens it (Abbas et al., 2004; Cohen, 
2009b; Hughes and Stille, 2010). 
In this study, a phenomenological model of single-fiber response to 
electrical stimulation was used and the model was extended to a pop-
ulation of ANFs. The extension was made to enable comparison of 
different sound coding strategies for individual CI recipients. For this 
purpose, a CI subject’s clinical map and an electrical stimulation pattern 
generated with a specific sound coding strategy were used as inputs for 
the model. Boulet (2016)’s model was used because no phenomeno-
logical model has combined all four aforementioned temporal phe-
nomena (refractoriness, facilitation, SRA and accommodation) and the 
model is computationally efficient compared to biophysical models. In 
addition to all these temporal phenomena, the symmetric simplified 
profile of the spatial spread of the electric field was modeled. Finally, the 
auditory neural time-frequency representation generated by the model 
was compared to the one generated by the auditory periphery model 
(Zilany et al., 2009, 2014) by means of a similarity index measure (Hines 
and Harte, 2010, 2012). Thus, this study focuses on the extended model 
of Boulet (2016) and how efficient this model could be in the 
Fig. 1. Sketch of phenomenological model of ANFs responses to the electrical stimulation. The model includes the CI stimulation pattern and the patient’s clinical 
map as inputs and auditory nerves spikes as an output. ANF blocks contain refractoriness, facilitation, accommodation and SRA as temporal dynamics. The number of 
auditory nerve fibers in the model is 10,000. 
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comparison of different sound coding strategies for individual CI 
subjects. 
2. Materials and methods 
2.1. General structure of the model 
The general structure of the model is shown in Fig. 1 with 10,000 
neurons for auditory nerve cells. An acoustic signal was processed with a 
sound coding strategy and the generated electrical stimulation pattern, 
together with a CI patient’s clinical map used to generate the electrical 
pulses, were used as inputs to the model. Thus, the number of active 
electrodes, stimulation rate, threshold (T) levels, comfort (C) levels, 
phase width and interphase gap would be different for individual CI 
recipients. Then, the output of different electrodes was spread over the 
population of neurons adjacent to that electrode whereby the spatial 
spread was broadened with increasing stimulus level (Abbas et al., 2004; 
Cohen, 2009b; Hughes and Stille, 2010). It is worth mentioning that the 
model was restricted to the clinically used biphasic pulses and only the 
cathodic phase of the pulses was modeled (Fredelake and Hohmann, 
2012; Jeng et al., 2009). 
The extracellular current from the CI stimulation strategy was scaled 
to account for the fraction of the current delivered by a scala tympani 
electrode array that actually leads to depolarization of ANFs. Since T 
levels are not the same for different CI subjects, the amount of extra-
cellular current varies. Thus, the scaling factor was individualized based 
on extracellular threshold current of CI recipients on different elec-
trodes. In order to individualize the scaling factor, the threshold current 
for each electrode was extracted from the CI recipient’s clinical map. 
This value is specified on the current level (CL) which can be converted 
to mA according to Eq. (1) (Irwin, 2006). 
I = 17.5 × 100CL/255 × 10−3 (mA) (1) 
In cats it was shown that the mean threshold current for a 26 μs 
extracellular cathodic stimulus is 0.90 mA with 2.99 dB standard devi-
ation (SD) (Miller et al., 1999) and a single pulse intracellular threshold 
current with the same phase width is approximately 91 pA according to 
the model of Boulet (2016). Extracellular threshold currents for different 
electrodes from a patient’s clinical map were converted from CL to mA 
with Eq. (1) and then their standard deviations in dB (SDexi) were 
computed with Eq. (2); where index i is the electrode number and 





Then, a uniform distribution of extracellular threshold currents 
(TLeveli) with SDexi standard deviation was considered and the scaling 
factor was defined as a division of the distribution of TLeveli and the 
intracellular threshold current (91 pA). Finally, in order to calculate the 
intracellular currents which were injected to the model, the extracellular 
currents from CI stimulation were divided by the computed scaling 
factors. 
The total number of electrodes in the Nucleus devices from 
Cochlear® is 22 and 3 extra ANF sub-populations in the apex were 
considered in this model to investigate the effect of spatial spread of the 
electric field. The numbering of the neural sub-populations was based on 
the number of the closest electrode (1–22) or extrapolated electrode 
position (23–25). The model temporal and spatial phenomena descrip-
tion provided in Sections 2.2–2.5. 
2.2. Refractoriness 
One of the prominent temporal characteristics of ANFs in response to 
the electrical stimulation is refractoriness. Refractoriness is defined as a 
decrease in neural excitability because of a spike in response to the 
previous stimulation. The refractory period can be divided into an ab-
solute refractory period (ARP) during which the auditory nerve is 
incapable of responding to the following pulse and a relative refractory 
period (RRP) during which a greater stimulus intensity is needed to 
cause a response compared to the interval when the neuron is outside 
the refractory period (Bruce et al., 1999a; Boulet et al., 2016). The 
primary biophysical mechanisms that lead to refractoriness are the 
inactivation of sodium (Na) channels and the activation of 
delay-rectifier potassium (K) channels (Hodgkin and Huxley, 1952), but 
the dynamics of other voltage-gated ion channels can also influence the 
absolute and relative refractory periods (e.g., Negm and Bruce, 2014; 
Boulet and Bruce, 2017). Refractoriness can impose limitations on the 
maximum effective stimulation rate of CIs since ANFs cannot respond to 
a stimulus presented during the ARP. Effects of refractoriness on 
threshold and RS were reported by Miller et al. (2001) and can be 
written as Eqs. (3) and (4) where τθ,r is a relative refractory period for 
threshold, τRS,r is a relative spread time constant for refractoriness and 















otherwise (3)  
RRS = 1 + exp(−
t − tabs
τRS,r
) (4)  
2.3. Facilitation and accommodation 
As mentioned earlier, facilitation and accommodation are sub-
threshold stimulus-dependent phenomena. Following a subthreshold 
response to the previous stimuli, the neural excitability to the next pulse 
can either increase (facilitation) or decrease (accommodation). Facili-
tation for a biphasic stimulation relates to sodium activation near 
threshold. When the membrane potential is near the threshold potential 
and the neuron does not produce an action potential, residual sodium 
activation can increase the excitability to the next pulse. But sodium 
channel inactivation limits the duration over which facilitation can 
accumulate (Boulet et al., 2016). Traces of facilitation were reported in 
animal studies (Dynes, 1996; Cartee, 2000; Heffer et al., 2010), and 
recently ECAP measurements have been recorded for a facilitation effect 
in human CI recipients (Hey et al., 2017; Tabibi et al., 2019). In the 
current study the effects of facilitation on threshold and RS were defined 
from the study by Dynes (1996). Thus, the same function with different 
coefficients and time constants was applied for facilitation effects on 
threshold and RS (Eq. (5)) where τθ,f is a threshold time constant for 
facilitation, τRS,f is a relative spread time constant for facilitation, aθ,f is a 
threshold strength for facilitation and aRS,f is a relative spread strength 
for facilitation. There is no facilitation effect when the time since last 
spike (tsp) or the pulse offset time (toff) are zero. Facilitation was reset at 
every pulse offset time to approximate the effect of sodium inactivation 













It has been suggested that hyperpolarization-activated cyclic 
nucleotide-gated (HCN) channels in ANFs may be responsible for pro-
ducing accommodation (subthreshold adaptation) (Negm and Bruce, 
2014; Boulet and Bruce, 2017). If a subthreshold stimulus is followed by 
a new stimulus after a relatively large delay, the membrane potential 
drops below the resting potential and the threshold for the current 
stimulus increases which leads to reduced excitability for the stimulus. 
Two components were considered for the accommodation effect; a 
‘slow’ accommodation component extracted from biophysical model 
studies (Negm and Bruce, 2014; Boulet and Bruce, 2017) and a ‘quick’ 
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accommodation component from the study by Dynes (1996) and also 
described by biophysical model of Boulet and Bruce (2017). Each of the 
accommodation components can be defined according to Eq. (6) where 
τθ,a is a threshold time constant for accommodation, τRS,a is a relative 
spread time constant for accommodation, aθ,a is a threshold strength for 
accommodation and aRS,a is a relative spread strength for accommoda-
tion. The final accommodation effect was defined as a summation of 
‘slow’ and ‘quick’ components. Accommodation accumulates over 
sequential non-spiking responses as opposed to facilitation (Negm and 
Bruce, 2014) and therefore has a longer time constant than facilitation 
(50 ms compared to 0.5 ms). 
Aθ,RS = aθ,a/RS,a × exp(−
t
τθ,a/RS,a
) (6)  
2.4. Spike rate adaptation (SRA) 
The stimuli that CI recipients listen to in their daily life are modu-
lated pulse trains which encourages us to investigate the responses of 
ANFs to pulse trains at different stimulation rates. It was shown that in 
human CI subjects, the adaptation pattern is observable for the rates in 
the range of 400–2400 pps (Hughes et al., 2012). Adaptation is defined 
in animal studies (Nourski et al., 2006; Zhang et al., 2007; Miller et al., 
2008) as decrements in neural excitability beyond what can be 
explained by refractoriness (Boulet et al., 2016). In ECAP measurements, 
adaptation can be seen as an overall reduction in ECAP amplitude 
relative to the amplitude for the first pulse (Hughes et al., 2012; Hughes 
and Laurello, 2017). It was shown in Negm and Bruce (2014) and Boulet 
and Bruce (2017) that low-threshold potassium (KLT) and HCN channels 
may be responsible for adaptation. However, adaptation at higher 
stimulation rates is due to KLT channels, whereas the adaptation due to 
HCN channels is observed across all stimulation rates (Negm and Bruce, 
2014). SRA in our phenomenological model is from the Nourski et al. 
(2006) study in which the initial value of adaptation was set to 1. In 
contrast to the Nourski et al. (2006) study, the effect of SRA on the 
threshold in this study was incremented by a fractional quantity ρθ,s/RS,s 
which reduced the excitability of the ANF (Boulet, 2016). 
SRAθ,RS(t) = SRA(t − Δt)θ,RS + ρθ,s/RS,s (7) 
Then the recovery of adaptation occurred over the timescale τθ,s/RS,s 






[1 − SRAθ,RS(t)] (8) 
The effect of SRA on the relative spread is unknown, thus the effects 
of SRA on RS were modeled with the same equations as the threshold. It 
is worth noting, however, that the adaptation time constant (τθ,s/RS,s) 
and the spike-dependent increment (ρθ,s/RS,s) parameters were set to 
different values from the Nourski et al. study as our model parameters 
were based on a larger selection of published ANF recordings. 
2.5. Spatial spread 
Electrical stimulation from a CI electrode produces an electric field 
which spreads out within the cochlea and excites not only ANFs close to 
the stimulated electrode but also ANF populations on the neighboring 
electrodes. However, it was shown that a peak of the response is at or 
near the stimulated electrode with a decrement towards neighboring 
electrodes (Abbas et al., 2004; Cohen, 2009b; Hughes and Stille, 2010). 
Thus, the spatial spread function can be considered as a set of weights 
centered on the stimulated electrode, with the central weight being the 
largest (the largest weight was set to 1). In this study, this function was 
assumed to be symmetric and an example is shown in Fig. 2 in which the 
highest stimulus intensity has the highest weighting and the broadest 
width (bigger standard deviation for a Gaussian function). In this figure 
the stimulation is presented on electrode 11 therefore, the means of the 
Gaussian functions were set to 11 and the standard deviations were 
weighted by the stimulus intensities; higher stimulus intensities make 
the standard deviations bigger. The electrode number in basal-to-apical 
order (1–22) is shown on the x-axis while the y-axis represents spatial 
spread weighting normalized to 1. 
2.6. Simulation time 
Simulation time steps for 10,000 neurons were set to 1 μs in order to 
capture all the dynamics of the membrane and threshold responses 
correctly. For instance, for an input audio signal with 1 second length, 
each of the auditory nerve fiber is simulated for 1,000,000 time steps. To 
reduce the simulation running time, the simulation was performed with 
parallel computing in MATLAB R2016b on the Euler (Erweiterbarer, 
Umweltfreundlicher, Leistungsfaehiger ETH-Rechner) cluster at ETH 
Zurich. 
2.7. Validation 
The model outcomes were validated by melodic contour identifica-
tion (MCI) experiment results conducted with the implementation of a 
Gammatone filterbank within the CI sound processor algorithm in an 
earlier study (Tabibi et al., 2017). In addition, the neurogram similarity 
(NSIM) index measure was used for the comparison of the model output 
with the auditory periphery model (Zilany et al., 2009, 2014). 
2.7.1. Melodic contour identification (MCI) 
In the MCI experiment (Galvin et al., 2007) 5 different patterns with 
3 tones in each pattern were tested with either the standard fast Fourier 
transform (FFT) or the Gammatone filterbanks and the musical interval 
between successive tones in each pattern was varied from 1 to 3 semi-
tones. In general CI recipients performances were better with the 
Gammatone filterbank than the standard FFT filterbank and a statisti-
cally significant effect of the Gammatone filterbank was found for the 
1-semitone interval between successive notes (Tabibi et al., 2017). 
Furthermore, results of the experiment for each CI subject per pattern, 
per interval and per filterbank were investigated. 
Among the 5 aforementioned melodic contour patterns in the MCI 
experiment, the ‘Fall-Rise’ and the ‘Rise-Fall’ patterns were the most 
difficult patterns for CI recipients to distinguish (Tabibi et al., 2017); 
Fig. 2. Example spatial spread profiles of 9 different stimulus intensities with a 
stimulation presented on electrode 11. An electrical stimulus with the highest 
strength produces the profile with the highest weighting and broadest width. 
The x-axis represents the electrode number in basal-to-apical order and spatial 
spread weighting in a range of 0–1 is shown on the y-axis. 
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therefore these 2 patterns were selected for an additional analysis and 
case study. There were some cases where the electrical stimulation 
patterns (electrodograms) indicated possible benefits of one filterbank 
over the other one (the MCI pattern was distinguishable in the electro-
dogram), but the subject performance did not reveal these benefits. This 
is shown in Figs. 3 and 4 for two CI recipients (S5 and S7) who partic-
ipated in the Tabibi et al. (2017) study for the comparison of the stan-
dard FFT filterbank with the Gammatone filterbank. The x-axis displays 
time in milliseconds (ms) and the y-axis electrode numbers in 
apical-to-basal order. The electrodograms are truncated to the range of 
active electrodes (22–12). 
Fig. 3 represents the electrodograms of subject S5 with the standard 
FFT filterbank (left) and the Gammatone filterbank (right) for the ‘Fall- 
Rise’ pattern (upper row, Fig. 3A) and the ‘Rise-Fall’ pattern (lower row, 
Fig. 3B) with the 2-semitone interval. The performance of this subject for 
the ‘Fall-Rise’ pattern was 80% correct responses for the Gammatone 
filterbank whereas the percentage correct responses for the standard FFT 
filterbank was only 30%. The electrical stimulation pattern for the 
Gammatone filterbank looks more like the ‘Flat’ pattern in contrast to 
the electrodogram of the standard FFT filterbank which shows a clear 
‘Fall-Rise’ pattern. The performance of the subject for the ‘Rise-Fall’ 
pattern was 20% correct responses for the standard FFT filterbank and 
30% correct responses for the Gammatone filterbank although the 
electrodogram for the Gammatone filterbank resembles the ‘Flat’ 
pattern and the standard FFT filterbank electrodogram shows a clear 
‘Rise-Fall’ pattern. 
Fig. 4 represents the electrodograms of subject S7 with the standard 
FFT filterbank (left) and the Gammatone filterbank (right) for the ‘Fall- 
Rise’ pattern (upper row, Fig. 4A) and the ‘Rise-Fall’ pattern (lower row, 
Fig. 4B) with the 2-semitone interval. The performance of this subject for 
the ‘Fall-Rise’ pattern was 50% correct responses for the standard FFT 
filterbank whereas the percentage correct responses for the Gammatone 
filterbank was 90%. This result could be predicted from the electrodo-
grams and therefore, will be used to check whether the model is capable 
of predicting the test results in the same way as electrodograms. How-
ever, the performance of the subject for the ‘Rise-Fall’ pattern with the 
standard FFT filterbank was not predictable from the electrodogram, 
since the contour of the electrodogram was very flat, but the perfor-
mance was 90% correct responses. The performance of S7 for the ‘Rise- 
Fall’ pattern with the Gammatone filterbank was 100% correct. 
As these examples show, the electrodogram may be helpful to visu-
alize stimulation patterns, but it does not seem to be a reliable tool to 
predict the performance of CI recipients in the MCI experiment and the 
experimental outcome could not always be predicted on the basis of the 
electrodogram patterns. Therefore, it seems worthwhile to investigate 
whether the phenomenological model of ANFs responses to the electrical 
stimulation can provide better predictions of CI subjects’ performances. 
2.7.2. Acoustic stimulation auditory periphery model 
The auditory periphery model of Zilany et al. (2009, 2014) can 
produce ANF responses to the acoustic stimulation and characterizes the 
auditory pathway from the middle ear to the auditory nerve. This model 
can be used as a reference model in this study and a specific audio signal 
(e.g. a melodic contour pattern) was presented as an input to the model. 
The output of the model was an auditory neural time-frequency repre-
sentation which is referred as the ‘neurogram’ (Bruce, 2017). For every 
input signal, the auditory periphery model was used to compute a set of 
auditory nerve post-stimulus time histograms (PSTHs) at 25 character-
istic frequencies (CFs) equivalent to the Greenwood frequency position 
(Greenwood, 1990) of 25 ANF sub-populations in the phenomenological 
Fig. 3. Example electrodograms for (A) the ‘Fall-Rise’ and (B) the ‘Rise-Fall’ patterns with 2-semitone interval from the MCI experiment. The figure shows the 
electrical stimulation patterns obtained with the standard FFT (first column) and the Gammatone filterbanks (second column) from subject S5. Time in ms is shown 
on the x-axis while electrode numbers in apical-to-basal order are shown on y-axis. 
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electrical model. A set of 400 ANFs for each CF was considered with the 
following composition: 240 high spontaneous-rate (>18 spikes per 
second) fibers, 80 medium spontaneous-rate (0.5–18 spikes per second) 
fibers and 80 low spontaneous-rate (<0.5 spikes per second) fibers 
(Wirtzfeld et al., 2017a,b). The sampling rate of the auditory periphery 
model was set to 100 kHz. Each raw neurogram was processed to pro-
duce mean-rate and fine-timing neurograms. A mean-rate neurogram 
was constructed from a raw neurogram by rebinning it to 100 μs time 
bins and convolving with a 128-sample Hamming window at 50% 
overlap. The fine-timing neurogram was constructed by rebinning to 
10 μs time bin and then convolving with a 32-sample Hamming window 
at 50% overlap (Wirtzfeld et al., 2017a). 
The NSIM index measure was used in this study to compare the 
neurograms generated by the auditory periphery model with the neu-
rograms generated by the phenomenological electrical model. The NSIM 
index was developed by Hines and Harte (2010, 2012) which was used 
in this study to quantify informational cues in mean-rate and fine-timing 
neurograms using an image quality assessment model (Wang et al., 
2004). To calculate the NSIM, a 3-by-3 kernel was moved across the 
neurogram and a local NSIM value was calculated at each position and 
then the overall NSIM value was computed by averaging the calculated 
local NSIM values. Three properties were used in the NSIM calculation; 
‘luminance’ (μR and μD), ‘contrast’ (σR and σD) and ‘structure’ (σRD) 
where R subscript refers to the ‘reference’ neurogram (neurogram 
generated from the auditory periphery model of Zilany et al. (2009, 
2014)) and D subscript refers to the ‘degraded’ neurogram (neurogram 
generated from the phenomenological electrical model). ‘Luminance’ 
corresponds to the spike rate, ‘contrast’ measures the standard deviation 
of spike rates and ‘structure’ measures the correlation in firing rate be-
tween the two neurograms (Wirtzfeld et al., 2017b). The NSIM index is 
presented in Eq. (9) and weighting parameters (α, β, γ) in this index were 
set to (1, 0, 1) respectively (Hines and Harte, 2012). The regularization 
coefficients had different values compared to what was used in Hines 
and Harte (2010, 2012) study and were set to C1 = 6.5025 and 





















Two methods of scaling the neurograms were used in this study: the 
Hines and Harte (2010, 2012) method and the Wirtzfeld et al. (2017a,b) 
method. In the Hines and Harte (2010, 2012) methodology, the 
mean-rate and fine-timing neurograms were scaled so that the maximum 
neurogram value, in the units of raw spike count or spikes per second, 
was scaled to 255 and the remaining values were scaled to the range [0, 
255]. Therefore, the spike pattern is more important than the actual 
spike rate in the Hines and Harte (2010, 2012) scaling method. An 
alternative scaling method was proposed by Wirtzfeld et al. (2017a,b) 
which reflected physiological and psychoacoustic data and improved 
predictions of speech intelligibility. In this method, the neurograms 
were scaled in units of spikes per second averaged over 400 ANFs per CF 
compared to the scaling of [0, 255] and therefore, the overall discharge 
rate matters in addition to the spike pattern. 
It is worth mentioning that the average mean-rate NSIM values with 
the Hines and Harte (2010, 2012) scaling method were estimated by 
Wirtzfeld et al. (2017a) to have a lower bound of 0.26 and an upper 
bound of 0.57. The average mean-rate NSIM values with the Wirtzfeld 
et al. (2017a,b) scaling method were found to have a lower bound of 
0.0090 and an upper bound of 0.41. The lower and upper bounds for the 
average fine-timing NSIM values are 0.25 and 0.56 for the Hines and 
Harte (2010, 2012) and 0.069 and 0.35 for the Wirtzfeld et al. (2017a,b) 
scaling methods according to the estimates of Wirtzfeld et al. (2017a). 
Fig. 4. Example electrodograms for (A) the ‘Fall-Rise’ and (B) the ‘Rise-Fall’ patterns with 2-semitone interval from the MCI experiment. The figure shows the 
electrical stimulation patterns obtained with the standard FFT (first column) and the Gammatone filterbanks (second column) from subject S7. Time in ms is shown 
on the x-axis while electrode numbers in apical-to-basal order are shown on y-axis. 
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3. Results 
NSIM values with the reference to the auditory periphery model of 
Zilany et al. (2009, 2014) were calculated with 0 indicating no similarity 
to the auditory periphery model and 1 indicating complete similarity. 
The electrical stimulation model neurograms were time-shifted to ac-
count for the difference in latency between the acoustic model responses 
and the electrical model responses. Fig. 5 shows the mean-rate neuro-
grams of the ‘Fall-Rise’ melodic contour pattern of subject S5 with the 
2-semitone interval presented at 65 dB SPL. The Hines and Harte (2010, 
2012) scaling method was used and the mean-rate neurogram from the 
Zilany et al. (2009, 2014) periphery model is shown as the reference on 
top. Fig. 5, middle, is the mean-rate neurogram from the 
phenomenological electrical model with the standard FFT frequency 
allocation and Fig. 5, bottom, is the mean-rate neurogram from the 
electrical model with the Gammatone frequency allocation. NSIM values 
are written in the figure with the bigger value (0.3949 compared to 
0.34511) for the Gammatone filterbank which is consistent with the 
better performance of subject S5 with the Gammatone filterbank. The 
x-axis represents time in seconds and the characteristic frequencies in 
kHz are shown on the y-axis. 
In Fig. 5, the ‘Fall-Rise’ melodic contour pattern is observable in the 
mean-rate neurogram of the Gammatone filterbank which is in contrast 
to the electrodogram. In addition, the electrical current leads to the 
activation of a larger population of ANFs with the FFT filterbank in 
comparison to the Gammatone filterbank which is an indication of 
Fig. 5. Mean-rate neurograms of the ‘Fall-Rise’ pattern with 2- 
semitone interval and the Hines and Harte (2010, 2012) 
scaling method presented at 65 dB SPL for subject S5. Top: 
Mean-rate neurogram from the Zilany et al. (2009, 2014) pe-
riphery model. Middle: Mean-rate neurogram from the 
phenomenological electrical model with the standard FFT fre-
quency allocation. Bottom: Mean-rate neurogram from the 
electrical model with the Gammatone frequency allocations. 
Time in seconds is shown on the x-axis while characteristic 
frequencies in kHz are shown on the y-axis.   
Fig. 6. Fine-timing neurograms of the ‘Fall-Rise’ pattern with 
2-semitone interval and the Hines and Harte (2010) and Hines 
and Harte (2012) scaling method presented at 65 dB SPL for 
subject S5. Top: Fine-timing neurogram from the Zilany et al. 
(2009) and Zilany et al. (2014) periphery model. Middle: 
Fine-timing neurogram from the phenomenological electrical 
model with the standard FFT frequency allocation. Bottom: 
Fine-timing neurogram from the electrical model with the 
Gammatone frequency allocations. Time in seconds is shown 
on the x-axis while characteristic frequencies in kHz are shown 
on the y-axis.   
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larger electric field spread with the FFT filterbank. As it is well known, 
the electrical current spread has an impact on the number of effective 
electrodes in CIs (Abbas et al., 1999; Undurraga et al., 2012) and this 
could explain why the harmonics of the clarinet tones could be better 
represented with the Gammatone filterbank. As a result, the CI subject 
had a better performance in the MCI test with the Gammatone 
filterbank. 
Fig. 6 shows the fine-timing neurograms of the ‘Fall-Rise’ pattern of 
subject S5 for the reference periphery model (top), the phenomenolog-
ical electrical model with the FFT frequency allocation (middle) and the 
phenomenological electrical model with the Gammatone frequency 
allocation (bottom). The Hines and Harte (2010, 2012) scaling method 
was used to calculate NSIM values. The Gammatone filterbank had a 
bigger NSIM value compared to the FFT filterbank which reveals more 
similarity of the Gammatone filterbank to our reference periphery 
model. The NSIM values were also calculated for the ‘Rise-Fall’ pattern 
and the Wirtzfeld et al. (2017a,b) scaling method for the mean-rate and 
the fine-timing neurograms and are presented in Table 1. In general, we 
expected lower NSIM values for the ‘Rise-Fall’ pattern because the 
performance of the subject was worse in comparison to the ‘Fall-Rise’ 
pattern with both of the filterbanks. 
The NSIM values were also calculated for the ‘Fall-Rise’ and the 
‘Rise-Fall’ patterns of subject S7 and summarized in Table 2. We ex-
pected NSIM values of the same range with both filterbanks for the ‘Rise- 
Fall’ pattern although the electrodograms looked differently. The NSIM 
values for the ‘Fall-Rise’ pattern were higher for the Gammatone fil-
terbank which is consistent with the electrodograms. 
4. Discussion 
The model described in this study combines temporal characteristics 
of ANFs in response to the electrical stimulation (refractoriness, facili-
tation, accommodation and spike rate adaptation) in addition to the 
spatial spread of the electric field. The model can predict the ANFs re-
sponses for individual CI recipients characterized by different clinical 
maps and sound coding strategies. It accurately simulates neural spikes 
in response to the electrical stimulation patterns generated with the 
sound coding strategy. Phenomenological population models that have 
been developed up to now did not consider all four aforementioned 
temporal phenomena. For instance, in Fredelake and Hohmann (2012) 
population model factors such as auditory nerve cell number, spatial 
spread of the electric field, refractoriness, latency and jitter were 
investigated. However, the model did not consider peripheral adapta-
tion, accommodation or facilitation. Another example is a population 
ANF model by van Gendt et al. (2016) where firing threshold was 
affected by refractoriness, accommodation and spike rate adaptation. 
However, facilitation was not included in the model. Animal (Dynes, 
1996; Cartee, 2000; Heffer et al., 2010) and human (Cohen, 2009c; Karg 
et al., 2013; Hey et al., 2017; Tabibi et al., 2019, 2020) data has been 
shown the importance of facilitation in response to the high-rate CI 
stimulation and consequently models without facilitation would likely 
produce very different patterns of spiking particularly near the edges of 
the current spread where the effective current levels are fairly small. 
Thus, this study is the first to combine all four aforementioned temporal 
phenomena into a phenomenological model for a population of ANFs. 
The model in this study was validated by MCI experiment results 
from two CI subjects in an earlier study (Tabibi et al., 2017). The pro-
cedure of running the model for all 10 CI participants with 2 filterbanks 
(Gammatone vs. FFT) and 5 melody contour patterns in 3 different 
semitone intervals is time-consuming and will end up with 300 times of 
running the model. Therefore, specific cases were selected for the model 
validation in which there were discrepancies between the electrodo-
gram and CI recipients performance. For these cases, the model simu-
lations were consistent with the participants’ experimental outcome 
which could reveal that electrodogram alone is not always a reliable tool 
to predict the performance of CI users. However, it could be of interest to 
run simulations with a bigger sample size in future studies and investi-
gate the consistency between the model outcome and CI recipients’ 
experimental results. Model simulations could also show benefit of one 
CI coding strategy versus another one, as they could reliably predict the 
outcome. 
The model simulations in this study were run with all forms of 
temporal interactions; refractoriness, facilitation, spike rate adaptation 
and accommodation were turned on with their default parameters. 
However, it would be interesting to investigate how the model outcomes 
might change if these temporal interactions were turned off or had their 
parameters changed. It was shown that facilitation has a stronger effect 
on the CI recipients performance than the other temporal interactions 
when it is incorporated in the CI coding strategy (Tabibi et al., 2020). 
Therefore, it would be of interest to run simulations with facilitation 
turned on/off or with different parameters and explore its influence on 
model simulations. 
In the model presented here the electrode positions in respect to the 
neural population excited by that electrode was assumed to be equi-
distant for all electrodes in the intracochlear electrode array. However, 
the intracochlear electrode type (Straight versus Contour) affects the 
position of electrodes in the cochlea with smaller distances to the neural 
interface for perimodiolar versus midscalar or lateral wall electrode 
Table 1 
Neurogram similarity index measure for the ‘Fall-Rise’ and the ‘Rise-Fall’ patterns of subject S5 with the Hines and Harte (2010, 2012) and the Wirtzfeld et al. (2017a, 
b) scaling methods. MR represents mean-rate neurogram and FT represents fine-timing neurogram.   
Fall-Rise Rise-Fall  
Hines and Harte Wirtzfeld et al. Hines and Harte Wirtzfeld et al.  
MR FT MR FT MR FT MR FT 
FFT 0.34511 0.24782 0.19585 0.10306 0.33962 0.24635 0.18868 0.09890 
Gammatone 0.39490 0.25717 0.23197 0.10355 0.34095 0.25340 0.18704 0.10042  
Table 2 
Neurogram similarity index measure for the ‘Fall-Rise’ and the ‘Rise-Fall’ patterns of subject S7 with the Hines and Harte (2010, 2012) and the Wirtzfeld et al. (2017a, 
b) scaling methods. MR represents mean-rate neurogram and FT represents fine-timing neurogram.   
Fall-Rise Rise-Fall  
Hines and Harte Wirtzfeld et al. Hines and Harte Wirtzfeld et al.  
MR FT MR FT MR FT MR FT 
FFT 0.31759 0.24027 0.16605 0.10294 0.28896 0.25068 0.15120 0.10429 
Gammatone 0.32947 0.25275 0.18124 0.11404 0.28021 0.25161 0.13756 0.10318  
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arrays (Tykocinski et al., 2001; Cohen, 2009a). It was shown that the 
position of the electrode can cause variability in response waveforms 
and response amplitudes of ECAP (Lai and Dillier, 2000; Lai et al., 2002). 
It was also reported that electrode position has a significant effect on the 
spatiotemporal pattern of ANFs responses (Kang et al., 2015). Therefore, 
it would be interesting to investigate different electrode positions in 
future studies. 
The same distribution of fiber characteristics was considered for all 
ANFs regardless of their location along the basilar membrane. It was 
shown that the fiber diameter varies with the position along the basilar 
membrane (Verveen, 1962; van Gendt et al., 2016) and the variations in 
ANFs diameters led to differences in adaptation rates (Woo et al., 2010). 
However, Boulet and Bruce (2017) showed that HCN voltage-gate ion 
channel heterogeneity may be sufficient to describe differences in ANF 
adaptation rates, rather than the fiber diameter being a primary factor. 
Apart from that, a uniform distribution of extracellular threshold cur-
rents was considered in the model. The effect of different ANF diameters 
and extracellular Gaussian distribution need to be investigated in future 
studies. 
The model in this study predicts ANFs responses to the electrical 
stimulation in CIs. However, most parameters used in the model were 
acquired from animal studies with different morphology and physiology 
from human ANFs (Spoendlin and Schrott, 1989; Liu et al., 2015). Thus, 
it would be interesting to conduct ECAP measurements and optimize the 
model parameters. The parameters could be individualized for CI re-
cipients (Cohen, 2009c) afterwards because this will help to include the 
effects of electrode types, electrode positions and fiber characteristics on 
spatial and temporal components. 
The spatial spread function in this study was considered symmetric, 
although the asymmetry of it has been reported in previous studies 
(Abbas et al., 2004; Hughes and Abbas, 2006; Cohen, 2009b; van der 
Beek et al., 2012). However, the asymmetry in spatial spread has not 
been quantified in details in previous studies and it was not consistent 
along the electrode array and could be enhanced by limitation of 
recording methodology (Cohen, 2009b; van der Beek et al., 2012). 
Therefore, for simplicity the spatial spread function in this study was 
symmetric and higher stimulus intensities make the profile broader and 
the amplitude larger (the function was normalized to 1). The simplified 
version of the spatial spread could be replaced with the estimated profile 
from ECAP recordings and investigated in future studies. 
The number of auditory nerve cells was set to 10,000 neurons as an 
estimate of the number of surviving ANFs in CI users with a severe to 
profound hearing loss, consistent with previous studies (Bruce et al., 
1999b; Hamacher, 2004; Fredelake and Hohmann, 2012). However, the 
survival of auditory neurons is not uniform along the length of the co-
chlea for individual CI subjects with possibly sections of complete loss 
denoted as ‘dead regions’ (Won et al., 2015). Therefore, the number of 
auditory nerve cells needs to be individually determined for subjects 
with ‘dead regions’. It was shown that decreasing auditory nerve cell 
number led to increase in SRTs (speech reception threshold) for the 
modeled speech intelligibility (Fredelake and Hohmann, 2012). Thus, it 
would be interesting to look at model simulations for CI subjects with 
‘dead regions’. 
The NSIM index measure was used in this study to compare our 
phenomenological model with the auditory periphery model of Zilany 
et al. (2009, 2014). NSIM values calculated with the Hines and Harte 
(2010, 2012) and the Wirtzfeld et al. (2017a,b) scaling methods were 
consistent with the CI subjects’ performance in the MCI test. However, 
NSIM values from the Wirtzfeld et al. (2017a,b) method were smaller 
than the Hines and Harte (2010, 2012). A possible explanation is that in 
the Hines and Harte (2010, 2012) method the local NSIM regions with 
no spike activity would have an NSIM of unity while the local NSIM 
regions with spike activity would have an NSIM value less than unity. 
Therefore, averaging the local NSIM regions led to the bigger values for 
the NSIM index measure (Wirtzfeld, 2016). Further investigations with 
more CI subjects should be conducted to explore the possible benefits of 
one scaling method over the other one. 
5. Conclusion 
A phenomenological model of ANFs responses to the CI stimulation 
was developed that can explain the performances of CI recipients on a 
melodic contour identification task with two alternative speech pro-
cessor filterbanks. The model responses were in good agreement with 
the MCI experiment results and in these case studies the electrodogram 
was not able to predict the results correctly. The model was validated for 
the CI electrical stimulation patterns generated with different clinical 
maps and can be used to evaluate CI sound coding strategies. 
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Appendix A. General structure of single-fiber model 
The basis of the auditory single-fiber model was the Bruce et al. (1999a,c) stochastic model. In this model, the membrane potential fluctuations 
were characterized by adding a noise potential Vσ to the model which had a Gaussian amplitude distribution and a 1/f spectrum (Verveen and Derksen, 
1968). When the stimulus potential Vstim crossed the ‘noisy’ threshold potential Vthr + Vσ, an action potential was generated. Due to the uncertainty 
about the exact nature of the noise, the standard deviation of the noise potential remained proportional to the resting threshold during the refractory 
period (Bruce et al., 1999c). Therefore, the relative spread for the single pulse response (RSSP) which determines the neuron’s dynamic range was 
defined as the standard deviation of the noise (σ) divided by the threshold for the single pulse response (θSP); 
RSSP = σ/θSP (A.1) 
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The mean RS for the population of ANFs was set to 0.05 with a Gaussian distribution, SD of 0.04 and a minimum of 0 (Negm and Bruce, 2014; van 
Gendt et al., 2016) and the membrane capacitance (Cmem) and resistance (Rmem) were set to 0.0714 pF and 1.9535 GΩ (Negm and Bruce, 2014). The 
temporal phenomena parameters were set the same as in the Boulet (2016) model which are summarized in Table Table A1. 
Appendix B. Effect of temporal phenomena in the single-fiber model 
Refractoriness limits the maximum firing rate in cases when the time between consecutive pulses is less than the absolute refractory period. 
Therefore, absolute refractoriness sets the upper limit on both the onset spike rate and final spike rate. This means that long-term reductions in ANF 
excitability cannot be due to refractoriness. In addition, active facilitation in our model cannot accumulate beyond two pulses. Thus, accommodation 
and spike rate adaptation are the only phenomena which could produce spike rate decrements over the time scales of 10–100 ms in our model. This is 
shown in Fig. A1 by turning on or off accommodation and spike rate adaptation and both refractoriness and facilitation are on to limit their effects. 
In Fig. A1 with stimulation rates of 5,000 pulses/s and 10,000 pulses/s, the model version with accommodation turned on and spike rate adap-
tation turned off (red line) shows a decrease in response rate compared to the case with both accommodation and spike rate adaptation turned off 
(black line). This shows that with increasing the pulse rate, accommodation accumulates greater over time, resulting in reduced response rate. 
However, at high current levels and high pulse rates, spike rate adaptation causes decrements in ANF excitability (blue line compared to the red line in 
bottom graph of 5,000 pulses/s and both middle and bottom graphs of 10,000 pulses/s). Both accommodation and spike rate adaptation together 
(green line) decrease ANF excitability towards non-spiking activity with increasing pulse rates. 
Table A1 
Summary of parameters for the phenomenological single-fiber model. Adapted from Boulet (2016).  
Parameter Symbol Value Reference 
Single pulse response 
Threshold current θSP 50 pA Negm and Bruce (2014) 
Relative spread RSSP 0.05 Negm and Bruce (2014) 
Threshold potential Vθ,0 30 mV Negm and Bruce (2014)  
Membrane 
Resistance Rmem 1.9535 GΩ Negm and Bruce (2014) 
Capacitance Cmem 0.0714 pF Negm and Bruce (2014) 
Time constant τmem 0.1395 ms Negm and Bruce (2014)  
Refractoriness 
Threshold absolute refractory period tabs 0.332 ms Miller et al. (2001) 
Threshold relative refractory period τθ,r 0.411 ms Miller et al. (2001) 
Relative spread refractory time constant τRS,r 0.2 ms Miller et al. (2001)  
Spike rate adaptation (SRA) 
Threshold SRA increment ρθ,s 0.04 Nourski et al. (2006) 
Threshold SRA time constant τθ,s 50 ms Nourski et al. (2006) 
Relative spread SRA increment ρRS,s 0.04 Text 
Relative spread SRA time constant τRS,s 50 ms Text  
Facilitation 
Threshold time constant τθ,f 0.5 ms Dynes (1996) 
Threshold strength aθ,f −0.15 ms−1 Dynes (1996) 
Relative spread time constant τRS,f 0.3 ms Dynes (1996) 
Relative spread strength aRS,f 0.75 ms−1 Dynes (1996)  
Accommodation 
Threshold time constant (quick) τθ,aq  1.5 ms Dynes (1996) 
Threshold strength (quick) aθ,aq  0.5 ms−1 Dynes (1996) 
Relative spread time constant (quick) τRS,aq  0.3 ms Dynes (1996) 
Relative spread strength (quick) aRS,aq  0.75 ms−1 Dynes (1996) 
Threshold time constant (slow) τθ,as  50 ms Text 
Threshold strength (slow) aθ,as  0.01 ms−1 Text 
Relative spread time constant (slow) τRS,as  50 ms Text 
Relative spread strength (slow) aRS,aa  0 ms−1 Text  
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