We study two applications of random multipliers to fundamental numerical matrix computations, namely, low-rank approximation and Gaussian elimination with no pivoting (hereafter referred to as GENP). It is assumed that the m × n input matrix has numerical rank at most r ≪ n ≤ m for the former task and is nonsingular and well-conditioned (having numerical rank m = n) for the latter task. We prove that both algorithms output accurate numerical solution when they are applied to the average input matrix defined under these assumptions and under the Gaussian probability distribution and engage a well conditioned multiplier of full rank (that is, a nonsingular and well conditioned multiplier in the case of GENP). Moreover, both algorithms output accurate numerical solution with a probability close to 1 for any input matrix from these classes if a Gaussian random multiplier is applied. Our results explain why both algorithms pre-processed with random structured multipliers perform much better empirically than their previous formal analysis predicted. We analyze this subject further, obtain new insight into it, and propose some natural directions towards further improvement of the customary algorithms for these highly important computational tasks. Our initial tests confirm the efficiency of the new recipes. All our results for GENP are readily extended to the important algorithm of block Gaussian elimination. We also accelerate by a factor of four a popular randomized preprocessing of 1991 for symbolic GENP.
Introduction
Our study is mostly devoted to randomized algorithms performed numerically, with bounded (e.g., the standard IEEE double) precision and rounding errors (see [PQY15] for a historical account), but at the end we also discuss randomized symbolic computations with infinite precision. recover the inverse A −1 = G(AG) −1 from (AG) −1 , of course), but then again there is no universal nonsingular multiplier G that would help for any input: if the transition to the matrix AG fixes the GENP problems for the input matrix A, then the same problem would reappear for the input matrix B = AG −1 under the same map B → BG for the same multiplier G. Thus we run into the same inherent limitation of the power of multiplicative preprocessing as in the case of low-rank approximation, and we can apply the same recipes and obtain similar antidotes. In particular we prove that, with a probability close to 1, GENP is numerically stable for any nonsingular and well-conditioned input matrix, pre-processed with a Gaussian random multiplier, and we also prove the dual extension to the average input, pre-processed with any fixed nonsingular and well-conditioned multiplier.
It follows that there is only a narrow class of bad pairs of inputs and multipliers for which GENP fails. Then again one can try to avoid running into them by applying GENP to a fixed input concurrently, with distinct multipliers. An alternative is to apply random multipliers, possibly defined with a small number of random parameters. Empirically this recipe works for a variety of input classes, but we specify some inputs for which GENP with structured multipliers, sampled at random from some natural and popular classes, fails numerically with a probability close to 1.
GENP with randomized preprocessing in symbolic computations
Randomized algorithms for symbolic computations with infinite precision, in particular, in finite fields, have been studied earlier than randomized numerical algorithms (for an early survey see, e.g., [BP94, Section 2.13], entitled "Regularization of a Matrix via Preconditioning with Randomization"). The random sampling algorithm can be applied to computing a basis for the range of a rank-r matrix, and one can readily prove that it works with probability 1 if Gaussian multipliers are applied in the infinite fields, and with probability close to 1 in finite fields of large cardinality (cf. Theorem A.1).
Section 4, due to the second author, contributes to GENP in symbolic computations by improving the old randomized algorithm of [KS91] , still the most popular among the researchers in that field. For proving the validity of our improvement, we needed more than three pages not counting the definitions, but this enables us to accelerate preprocessing of [KS91] by a factor of four and to remove one half of random variables involved.
Organization of the paper
Otherwise we organize our paper as follows. In Sections 2 and 3 we cover randomized low-rank approximation and Gaussian elimination with no pivoting (HENP), but with randomized preprocessing, respectively. In Section 5 we present numerical experiments. In Section 6 we outline some natural extensions of our study. In the Appendix we cover various auxiliary results.
Some definitions
W k,l denotes the k × l leading (that is, northwestern) block of a matrix W . W T and W H denote its transpose and its Hermitian transpose, respectively. W H = W T if the matrix W is real. R(W ) denotes its range (column span). Q(W ) denotes the matrix obtained by its column orthogonalization, including the deletion of the columns filled with zeros.
W + denotes its Moore-Penrose generalized inverse, W + = W −1 for nonsingular matrices M . σ j (W ) denotes its jth largest singular value, for j = 1, . . . , ρ = rank(W ). ||W || = σ 1 (W ) and ||W || F = ( 1/2 denote its spectral and Frobenius norms, respectively. σ ρ (W ) = 1/||W + ||. κ(W ) = ||W || ||W + || = σ 1 (W )/σ ρ (W ) denotes its condition number. The matrix W is called ill-conditioned if its condition number κ(W ) is large in context or equivalently if a matrix of smaller rank lies in an ǫ||W ||-neighborhood where ǫ is small in context. Otherwise the matrix is called well-conditioned.
"Likely" means "with a probability close to 1"; "unlikely" means "with a probability close to 0". We refer the reader to the Appendix for the definitions and basic properties of random, circulant and f -circulant matrices.
2 Randomized low-rank approximation
The basic algorithm and theorem
The following algorithm computes a rank-l approximation of a matrix having numerical rank r ≤ l. Input: Five integers l, m, n, p, and r such that m ≥ n ≥ l ≥ r > 0, p ≥ 0, l = r + p, and an m × n matrix M having numerical rank r.
Output: A rank-l matrixM approximating the matrix M .
Computations:
1. Generate an n × l matrix B.
Compute the matrix M B.
3. Orthogonalize its columns to produce the matrix Q = Q(M B).
Compute and output the rank-l matrixM
Next we estimate the residual norm of the computed approximation. Fix an n × l matrix B such that rank(M r B) = r. (2.1)
Proof. We largely follow the proof of [PQY15, Corollary 7.2]. Clearly, R(M r B) ⊆ R(S r ), and so R(M r B) = R(S r ) by virtue of equation (2.1). It follows that
Apply [PQY15, Corollary C.1] for A = M r B and E = (M − M r )B and obtain
Combine this bound with equation (2.4) and obtain (2.2).
The basic matrix pairs. Primal and dual randomization.
For some pairs of matrices M and B, the matrix M r B can be ill conditioned, and then (2.2) implies a large upper bound on the residual norm ||M − Q(M B)Q(M B) T M ||. Later we show that, for a random multiplier B, the class of such bad pairs of matrices is likely to shrink fast as the oversampling integer parameter p = l − r grows from 0, but if l < n, then, clearly, there exists such a bad pair for every matrix M as well as for every matrix B. Next we show, however, that, even for p = 0, we are unlikely to run into such a bad pair if we fix any matrix M having numerical rank r and choose a Gaussian matrix B, and vice versa, if we fix a well-conditioned matrix B of full rank l and choose a Gaussian matrix M having numerical rank r.
(i) Primal randomization (cf. [PQY15] ). Suppose that B is an n × l Gaussian matrix, whose norm ||B|| F = ν F,n,l is bounded according to Theorem A.2. Let us prove that
where ν + r,l denotes the norm of a r×l Gaussian matrix, whose probabilistic upper bounds in Theorem A.3 are reasonable already for l = r and are strengthen as the integer p = l − r grows.
Observe that
B is a r × l Gaussian matrix by virtue of Lemma A.1. This matrix has full rank r with probability 1 by virtue of part (ii) of Theorem A.1 applied for A = I n and H = G r,l . Write ν + r,l = ||G + r,L ||, recall that the matrix S r is orthogonal, and obtain (2.5).
For a matrix M having numerical rank r, the ratio σ 1 /σ r is not large, the ratio σ r /σ r+1 is large, and so equation (2.2) implies the following estimate.
Corollary 2.1. Residual Norm of Gaussian Low-Rank Approximation. Suppose that Algorithm 2.1 has been applied to a matrix M having numerical rank r and pre-processed with a Gaussian multiplier B. Then the residual norm, ||M − M ||/||M ||, of the output approximationM to M is likely to have at most the order σ r+1 (M )/σ r (M ).
(ii) Dual randomization. Let us extend Theorem 2.1 as follows.
Theorem 2.2. For four positive integers l, m, n and r such that r ≤ l ≤ n ≤ m, fix an n × l matrix B of full rank l and m × n matrix U having numerical rank r and write M = U G for a Gaussian n × n matrix G.
Set to 0 all (smaller) singular values σ j (U ) of the matrix U for j > r and let U r denote the resulting matrix. Then
and ν F,r,n denoting the norm ||G r,n || of a Gaussian r × n matrix.
Proof. Extend part (ii) of Theorem A.1 in order to prove that the auxiliary equation rank(U r GB) = r holds with probability 1. Then proceed as in the proof of Theorem 2.1 for M replaced by U and for B replaced by GB.
Next we bound the norm ||(M B) + || anew because estimate (2.5) does not hold anymore. Substitute the SVDs U r = S U,r Σ U,r T T U,r and B = S B Σ B T T B where S U,r and T U,r denote the m × r and n × r blocks of the first r columns of the orthogonal matrices S U and T U , respectively, and Σ U,r is the r × r diagonal matrix of the r largest singular values of the matrix U . Obtain that
Observe that G n,r = T T U,r GS B is a r × l Gaussian matrix, by virtue of Lemma A.1, and so
Hence ||M r B|| = ||Σ U,r G r,l Σ B || because the matrices S U,r and T B are orthogonal. It follows that
because Σ U,r and Σ B are square nonsingular diagonal matrices of the largest r and the largest l singular values of the matrices U r and B, respectively. We arrive at the following extension of Corollary 2.1.
Corollary 2.2. Residual Norm of Dual Gaussian Low-Rank Approximation. Assume that a matrix U has numerical rank r and that G is a Gaussian matrix. Suppose that Algorithm 2.1 has been applied to the matrix M = U G pre-processed with a normalized and well-conditioned multiplier B such that ||B|| F = 1. Then the residual norm, ||M − M ||/||M ||, of the output approximationM to M is likely to have at most the order σ r+1 (M )/σ r (M ).
Theorem 2.2 and Corollary 2.2 cover the special case (of some interest) where U = I n O m−r,n , for I n denoting the n × n identity matrix and
. Furthermore the theorem and the corollary can be readily extended to the cases where U and/or B are Gaussian matrices of the sizes m × n and n × l, respectively.
2i+1 for all i and j (cf. + || is at most cν r,l , for a fixed reasonable constant c (possibly c = 1), and by virtue of Theorem A.3, the value ν r,l is likely to decrease fast as the integer p = l − r grows from 0.
2.3
Gaussian versus structured multipliers By virtue of Theorems 2.1 and 2.2, Algorithm 2.1 outputs a rank-l approximation of the average matrix M having numerical rank r (under the Gaussian probability distribution for the i.i.d. entries of this matrix or of the auxiliary matrix U if we define M as U G) and pre-processed with any fixed well-conditioned n × l multiplier B of full rank. Therefore, for such a fixed multiplier, Algorithm 2.1 fails to approximate only a narrow (although not empty) subclass in the class of matrices having numerical rank r and pre-processed with such a multiplier. This is still inferior to the universal randomized support for Algorithm 2.1 by a Gaussian multiplier, that is, the support with a probability close to 1 for any input matrix having numerical rank r. One achieves the desired approximation by using n 2 random variables in order to generate a Gaussian multiplier and by applying (2n − 1)n 2 flops in order to multiply it by an n × n input matrix M . For comparison, we can fix a sparse or structured multiplier by using no random variables and can multiply it by the matrix M by using O(n 2 log(n)) or even just O(n 2 ) flops. There are at least two intermediate policies.
(i) We can apply two or more than two multipliers concurrently to the same input, with the hope that the user is going to accept even if just one of the concurrent processes produces a desired approximation (we can readily estimate the output residual norm ||M − Q(M B)Q(M B)
T M ||).
(ii) Alternatively we can fix a class B of sparse or structured well-conditioned or even unitary matrices and choose a multiplier at random from this class. Given the class B, (a) the generation of a multiplier and its multiplication by a matrix should be much simpler than in the Gaussian case and (b) with a probability close to 1 Algorithm 2.1 should avoid failure for all or almost all input matrices M having numerical rank r and pre-processed with a random multiplier from this class.
The exceptions (if any) should be limited to a much smaller class of matrices M than in the case of a fixed multiplier.
Among various popular and intensively tested classes B, we recall the families of the unitary matrices of subsample random Fourier transforms (hereafter SRFT), subsample random Hadamard transforms (hereafter SRHT), and the chains of random Givens rotations [HMT11, Sections 4.6 and 11]. (See also random Householder multipliers of [PQZ13] .) An n × n multiplier B from these classes depends on cn random parameters, for 1 ≤ c ≤ 2, and order of n or n log(n) flops are involved into the computation of the product M B.
At least some of these classes provide universal randomized support for Algorithm 2.1. For example, with an n × l SRFT multiplier B for l = r + p of order of r log(r), Algorithm 2.1 only fails with a probability in O(1/r) (see [HMT11, Theorem 11.1 and Remark 11.1]). The estimated probability of failure of the algorithm decreases dramatically if we apply Gaussian rather than SRFT multipliers (cf. [HMT11] ), but in the case of random multipliers from the above classes, empirical behavior of the algorithm is much better than its estimated behavior.
For example, empirically the SRFT multipliers consistently support Algorithm 2.1 already when oversampling integers p are bounded by a reasonable constant ("p = 20 is adequate in almost all applications", [HMT11, page 279]), although for the specific hard inputs of [HMT11, Remark 11.2] one must indeed choose l of order r log(r)).
According to the intensive tests of the multipliers of these classes in the cited papers, Algorithm 2.1 has consistently produced accurate rank-l approximations to its input matrix M . In our tests we observed such results even when we applied the SRFT multipliers, but weakened them by skipping random permutations and by choosing the values ±1 for all n for all remaining random parameters, so that we confined randomization just to the choice of the n signs + or − (see Table 5 .3).
Finally, the disadvantage of generating extra random parameters for Gaussian multipliers should be discounted to some extent because this is done at the preprocessing stage. The disadvantage of performing more flops should be also discounted to some extent because of the recent technological trend. Here is a relevant citation from [BCD14] : "The traditional metric for the efficiency of a numerical algorithm has been the number of arithmetic operations it performs. Technological trends have long been reducing the time to perform an arithmetic operation, so it is no longer the bottleneck in many algorithms; rather, communication, or moving data, is the bottleneck."
Preprocessing for GENP
In this section, A denotes a nonsingular n × n matrix.
Suppose that the vector y = Af satisfies the pre-processed linear system AHy = f . Then the vector x = Hy is the solution to the linear system Ax = f .
Likewise we can apply preprocessing A → F A or A → F AH.
Preprocessing for GENP versus degeneracy and numerical instability: some basic definitions and results
A matrix is said to be strongly nonsingular if all its square leading blocks are nonsingular.
We call GENP safe whenever it proceeds to the end with no divisions by 0. Next assume that GENP is performed numerically, with rounding to a fixed precision, e.g., the IEEE standard double precision. Then extend the concept of safe GENP to numerically stable GENP by requiring that the input matrix be strongly nonsingular and strongly well-conditioned, that is, that the matrix itself and all its square leading blocks be nonsingular and well-conditioned. To motivate this definition, recall that any inversion algorithm for a nonsingular matrix is highly sensitive to both input and rounding errors if and only if the matrix is ill conditioned [GL13] and that, likewise, GENP is highly sensitive to the input and rounding errors if and only if some of its leading blocks are ill-conditioned (cf. [PQZ13, Theorem 5.1]).
If the matrix A is a complex, real or rational nonsingular matrix, then the matrices A H A and AA H are Hermitian nonnegative definite, and therefore strongly nonsingular, and moreover,
). Therefore, symmetrization A → A H A and A → AA H can be applied in order to ensure safe GENP and to some extent in order to control its numerical behavior.
This recipe does not work in finite fields, however. Moreover, the maps A → A H A and A → AA H square the condition number of a matrix A, which is undesired in numerical computations with rounding errors. We seek alternative preprocessing A → AG or A → GA with a random matrix G where, with a probability close to 1, GENP is safe for AG and κ(AG) = O(κ(A)) or for GA and κ(GA) = O(κ(A)).
GENP with Gaussian preprocessing is likely to be numerically stable
Suppose that a nonsingular and well-conditioned matrix A has been pre-processed with a Gaussian multiplier G. By virtue of [PQY15, Corollary 5.2], the application of GENP to the product AG or GA is numerically stable with a probability close to 1, in good accordance with the results of our tests reported in Section 5. Next we provide a simpler and more direct proof. Assume that we are given a nonsingular and well-conditioned n × n matrix A and an n × n Gaussian matrix G. Then (i) the matrices AG and GA are strongly nonsingular with a probability 1,
Proof. The proof is similar for both products AG and GA; we only cover the case of the former one. Part (i) follows from Theorem A.1 applied for H = G.
is an n × k Gaussian matrix by virtue of Lemma A.1 because G n,k is a Gaussian matrix and the matrix T is orthogonal.
It follows that ((AG) k,k )
Substitute the equations ||G
Theorems 3.2, A.2, and A.3 together imply the following primal and dual results (i) and (ii).
Corollary 3.1. (i) GENP is safe with probability 1 and numerically stable with a probability close to 1 when it is applied to a nonsingular and well-conditioned matrix pre-processed with a Gaussian multiplier.
(ii) GENP is safe and numerically stable when it is applied to the average input matrix defined under the Gaussian probability distribution and pre-processed with any fixed nonsingular and wellconditioned multiplier.
Primal and dual variants of GENP with preprocessing
For all pairs of nonsingular and well-conditioned matrices A and G, consider application of GENP to the matrix A pre-processed with a multiplier G. Then the dual version (ii) of Corollary 3.1 implies that GENP is safe and numerically stable in these applications for all or almost all input pairs of such matrices A and G, with possible exception for only a narrow class of bad pairs. Clearly, however, there exist bad input pairs for any fixed matrix A as well as for any fixed matrix G.
The situation is quite similar to the pre-processing of Algorithm 2.1 discussed in Section 2.3, and then again we are naturally pushed either to concurrent pre-processing of the same input matrix by using two or more than two distinct multipliers or to random selection of a multiplier G from some classes of structured nonsingular and well-conditioned matrices.
In addition to the matrix classes of Section 2.3, one can consider the classes of random circulant, f -circulant, random unitary circulant, and random unitary f -circulant matrices (see the definitions in Appendix B and in particular see Corollary B.1 and Remark B.2). In our extensive tests, GENP has been consistently safe and numerically stable for well-conditioned input matrices of various classes, pre-processed with random circulant multipliers, even when we filled these matrices with the values ±1, limiting randomization to the choice of n signs ± (see Table 5 .6).
In the next section, however, we prove that GENP pre-processed with a Gaussian circulant multiplier fails numerically with a probability close to 1 for a specific unitary input matrix, and similarly GENP fails numerically when it is applied to some specific hard inputs and is pre-processed with random structured multipliers from various other natural candidate classes.
Numerical GENP with circulant multipliers: hard inputs
A Gaussian f -circulant multiplier for |f | = 1 (which is circulant for f = 1, cf. Appendix B) is nonsingular and well-conditioned with a probability close to 1 by virtue of Theorem B.2, and so, with a probability close to 1, GENP is safe and numerically stable if it is applied to the average matrix pre-processed with such a multiplier. If we apply a unitary circulant multiplier of part (iii) of Corollary B.1, then the above probability turns into 1. Next we prove, however, that GENP is likely to fail numerically for some specific inputs pre-processed with any circulant multiplier.
At first we recall from [Pa] that GENP is numerically unstable for the n × n unitary matrix A = 1 √ n Ω and consequently for the inverse matrix
Here Ω denotes the n × n matrix of discrete Fourier transform (DFT), (cf. Definition B.1).
Scaling by 1/ √ n turns Ω and Ω H into unitary matrices, without affecting the condition numbers. Of course, one does not need to apply GENP in order to invert these matrices, but by extending this result of [Pa] , we reveal some hard inputs for numerical application of GENP pre-processed with any fixed circulant multiplier as well as with a Gaussian circulant multiplier.
The proof in [Pa] can be readily extended to the matrices U f , ΩR, R H Ω H , U f R, and R H U H f , for a complex f such that |f | = 1, the matrix U f of Theorem B.1, and a random permutation matrix R. By extending these results, we prove that GENP is likely to be numerically unstable also if it is pre-processed with various other random structured matrices of a large size.
Theorem 3.3. Assume that we are given a large integer n, a complex f such that |f | = 1, the n × n DFT matrix Ω, a random n × n permutation matrix R, and the random circulant n × n matrix
1. Then, with a probability close to 1, application of GENP to the matrices
f is numerically unstable. Proof. At first recall that ΩZ 1 (v) = DΩ by virtue of Theorem B.1. Then recall from [Pa] that GENP applied to the matrix Ω fails numerically and note that the matrix D is nonsingular and well-conditioned with a probability close to 1 because it is a Gaussian diagonal matrix. Therefore GENP is likely to fail numerically when it is applied to the matrix DΩ = ΩZ 1 (v), thus proving the theorem in the case of the matrix ΩZ 1 (v). The proof is similar when GENP is applied to the matrices
Extend the proof to the cases of all other claimed multipliers by recalling that U f = ΩD(f ) and that D(f ) is a unitary diagonal matrix for |f | = 1.
Up to scaling by a constant, the matrix D Ω R is an n × n SRFT matrix from [HMT11, Sections 4.6 and 11.1], whose n × l and l × n blocks are extensively used in various randomized matrix computations, for l < n and usually for l ≪ n. Theorem 3.3 shows that GENP with an n × n SRFT multiplier is likely to fail numerically already for the identity input matrix.
Remark 3.1. The proof of the theorem can be readily extended to the case of any fixed nonsingular and well-conditioned matrix of these classes. In such an extension, numerical instability of GENP becomes certain rather than occurring with a probability close to 1. For example, if a matrix Z 1 (v) is normalized and well-conditioned, then so is the associated diagonal matrix D of the theorem as well, and the claim follows from the results of [Pa] on numerical instability of GENP applied to large matrices of DFT.
Gaussian circulant and f -circulant preprocessing versus degeneracy
Our study in the previous section covers the safety of GENP with Gaussian preprocessing, but as long as we only focus on such safety and allow computations with infinite precision, we prove in this section that not only Gaussian, but already randomized circulant preprocessing is universal, that is, that GENP is likely to be safe if we apply it to any nonsingular input matrix pre-processed with a random circulant multiplier.
, f is a fixed complex number, t 1 , . . . , t n are variables, and t k = f t n+k for k = 0, −1, . . . , 1 − n. Let B l,l denotes the l-th leading blocks of the matrix B for l = 1, . . . , n, and so det(B l,l ) are polynomial in t 1 , . . . , t n , for all l, l = 1, . . . , n. Then neither of these polynomials vanishes identically in t 1 , . . . , t n .
Proof. Fix a positive integer l ≤ n. With the convention α k±n = f α k for k = 1, · · · , n, we can write
where α j is the jth column of A l,n . Let a i,j+n = f a i,j , for k = 1, · · · , n, and readily verify that
and so det(B l ) is a homogeneous polynomial in t 1 , . . . , t n . Now Theorem 4.1 is implied by the following lemma.
Lemma 4.1. If det(B l,l ) = 0 identically in all the variables t 1 , . . . , t n , then
for all l-tuples of subscripts (i 1 , . . . , i l ) such that 1 ≤ i 1 < i 2 < · · · < i l ≤ n.
Indeed let A l,n denote the block submatrix made up of the first l rows of A. Note that if (4.2) holds for all l-tuples of the subscripts (i 1 , . . . , i l ) above, then the rows of the block submatrix A l,n are linearly dependent, but they are the rows of the matrix A, and their linearly dependence contradicts the assumption that the matrix A is nonsingular.
In the rest of this section we prove Lemma 4.1. At first we order the l-tuples I = (i 1 , . . . , i l ), each made up of l positive integers written in nondecreasing order, and then we apply induction.
We order all l-tuples of integers by ordering at first their largest integers, in the case of ties by ordering their second largest integers, and so on.
We can define the classes of these l-tuples up to permutation of their integers and congruence modulo n, and then represent every class by the l-tuple of nondecreasing integers between 1 and n. Then our ordering of l-tuples of ordered integers takes the following form, (i 1 , . . . , i l ) < (i 
and (i ′ 1 , . . . , i ′ l ) ranges over all permutations of (i 1 , . . . , i l ). Proof. By using (4.1) we can expand det(B l,l ) as follows,
Consequently the coefficient a l j=1 ti j of any term l j=1 t ij is the sum of all determinants
ranges over all permutations of (i 1 , . . . , i l ), and we arrive at (4.3).
In particular, the coefficient of the term t l 1 is a t1·t1·····t1 = det(α 1 , α 2 , . . . , α l ). This coefficient equals zero because B l,l is identically zero, by assumption of lemma 4.1, and we obtain det(α 1 , α 2 , . . . , α l ) = 0.
(4.5) This is the basis of our inductive proof of Lemma 4.1. In order to complete the induction step, it remains to prove the following lemma.
Lemma 4.3. Let J = (i 1 , . . . , i l ) be a tuple such that 1 ≤ i 1 < i 2 < · · · < i l ≤ n. Then J is a subscript tuple of the coefficient of the term . Let I ′ be a permutation of I. Then I ′ can be written as I ′ = (i s1 − s 1 + 1, i s2 − s 2 + 1, . . . , i s l − s l + 1), where (s 1 , . . . , s l ) is a permutation of (1, . . . , l). The determinant associated with I ′ has the subscript tuple J ′ = (i s1 −s 1 +1, i s2 −s 2 +2, . . . , i s l −s l +l). j satisfies the inequality j ≤ i j ≤ n−l+j because by assumption 1 ≤ i 1 < i 2 < · · · < i l ≤ n, for any j = 1, 2, . . . , l. Thus, i sj − s j + j satisfies the inequality j ≤ i sj − s j + j ≤ n − l + j ≤ n, for any s j . This fact implies that no subscript of I ′ is negative or greater than n.
Let J ′′ = (i sr 1 − s r1 + r 1 , i sr 2 − s r2 + r 2 , . . . , i sr l − s r l + r l ) be a permutation of J such that its elements are arranged in the nondecreasing order. Now suppose J ′′ ≥ J. Then we must have i sr l − s r l + r l ≥ i l . This implies that
(4.6)
because i 1 < i 2 < · · · < i l by assumption. Combine bounds (4.6) and (4.7) and obtain that l − s r l ≤ i l − i sr l ≤ r l − s r l and hence r l = l. Apply this argument recursively for l − 1, . . . , 1 and obtain that r j = j for any j = 1, . . . , l. Therefore J = J ′ and I ′ = I. It follows that J is indeed the single largest subscript tuple.
By combining lemmas 4.2 and 4.3, we support the induction step of the proof of lemma 4.1, which we summarize as follows:
Lemma 4.4. Assume the class of l-tuples of l positive integers written in the increasing order in each l-tuple and write det(I) = det(α i1 , α i2 , . . . , α i l ) if I = (α i1 , α i2 , . . . , α i l ).
Then det(I) = 0 provided that det(J) = 0 for all J < I. Proof. Theorems 3.1, 4.1, and A.1 together imply parts (i) and (ii) of the corollary. By applying transposition, extend them to part (iii).
Numerical Experiments
Numerical experiments designed by the first author have been performed by Xiaodong Yan with MATLAB in the Graduate Center of the City University of New York on a Dell computer with the Intel Core 2 2.50 GHz processor and 4G memory running Windows 7. He generated Gaussian matrices by applying the standard normal distribution function randn of MATLAB. We display the test results in Tables 5.1-5.7 and refer the reader to [PQZ13] , [PQY14] , [PQY15] , and [PQZa] for more extensive tests of Algorithm 2.1 and GENP with randomized preprocessing. Tables 5.1-5.3 show the results of testing Algorithm 2.1 for rank-r approximation of n×n matrices M for n = 256, 512, 1024, l = r, and r = 8, 32.
The input matrices M , having numerical rank r, have been defined by their SVDs, M = S M Σ M T T M , for S M and T M generated as n × n random orthogonal matrices by means of orthogonal factorization of n × n Gaussian matrices and for Σ M = diag(σ j ) n j=1 , for σ j = 1/j, j = 1, . . . , r, σ j = 10 −10 , j = r + 1, . . . , n (cf. [H02, Section 28.3]). Hence ||M || = 1 and κ(M ) = 10 10 . The random multipliers B have been generated as n × r real Gaussian matrices, real Gaussian subcirculant matrices (cf. Remark B.2), and subcirculant matrices filled with the values ±1 whose signs ± have been chosen at random.
Then the matrices M B, Q = Q(M B), QQ T M , and M − QQ T M have been computed. Tables 5.1-5.3 display the resulting data on the residual norms rn = ||M − QQ T M ||, in 1000 runs of the tests for every pair of n and r.
Tables 5.4-5.7 show the maximum, minimum and average relative residual norms ||Ay − b||/||b|| as well as the standard deviation for the solution of 1000 linear system Ax = b with Gaussian vector b and n × n input matrix A for each n, n = 256, 512, 1024. The linear systems have been solved by using GEPP, GENP and GENP with real Gaussian, real Gaussian circulant, and random ±1 circulant preprocessing, each followed by a single loop of iterative refinement.
The tests have been applied to the matrices 1.84 × 10 As should be expected, GEPP has always produced accurate solutions, with the relative average residual norms from 10 −12 to 7 × 10 −13 , but GENP with no preprocessing has consistently produced corrupted output with relative residual norms from 10 −3 to 10 2 for the input matrices A of equation (5.1). Even much worse was the output accuracy when GENP with no preprocessing or with Gaussian circulant preprocessing was applied to the matrix A = Ω. In all other cases, however, GENP with Gaussian as well as random circulant preprocessing and with a single loop of iterative refinement has produced solution with desired accuracy, matching the output accuracy of GEPP.
Conclusions
Our study can be extended in various ways, and next we sketch or outline some sample directions.
Block Gaussian elimination with randomized preprocessing
All our results for preprocessing GENP can be readily extended to preprocessing block Gaussian elimination (see Appendix C), whereas one would run into new difficulties and drawbacks trying to incorporate pivoting into this important algorithm.
Its special case of the solution of a Toeplitz or Toeplitz-like linear system of equations alone has widely known applications to both Symbolic and Numerical Computations, e.g., to the solution of ODEs, PDEs, and integral equations, operation research, control, image and signal processing, the computation of a polynomial GCD and an approximate GCD, Padé approximation, rational function reconstruction, and linear recurrence span [P01] . The MBA superfast algorithm, by Morf [M74] , [M80] and by Bitmead and Anderson [BA80] , runs in nearly linear arithmetic time for both Toeplitz and Toeplitz-like inputs. This algorithm is precisely the recursive block Gaussian elimination, accelerated by means of exploiting the Toeplitzlike structure of the input matrix. Its numerical application is limited to inputs of bounded size because numerical problems are potentially severe [B85] , while pivoting is not an option for solving Toeplitz or Toeplitz-like linear systems of equations because it immediately destroys the matrix structure. So preprocessing is badly needed in this case. Fortunately, as we said earlier, random circulant multiplication keeps Toeplitz structure intact (cf. [P01, Chapter 5]), and multiplication of a Toeplitz or Toeplitz-like n × n matrix by a circulant matrix only involves O(n log(n)) flops.
Saving random variables for structured low-rank approximation
Our estimates (2.5) and (2.8) can be used as the basis for estimating the probability of failure of Algorithm 2.1 for the low-rank approximation depending on the choice of oversampling integer parameter p and the selected structure of the multipliers. To a large extent this has already been done (cf. [HMT11] , [M11] ), but one can examine more structured multipliers, e.g., one can try to use fewer i.i.d. random variables per multiplier by replacing the k-tuples of random variables with the k-tuples of linear, polynomial or rational functions in a single random variable, possibly for k as large as n, or one can even use multipliers filled with the values ±1, as in some of our tests.
For another variation of preprocessing for Algorithm 2.1, one can try to estimate (based on equations (2.5) and (2.8) and on part (ii) of Theorem 3.2) the probability of success when two or more than two fixed or random structured multipliers are applied concurrently to the same input matrix (and possibly to its both sides, as pre-and post-multipliers), and the user is satisfied with the success of even a single application. 
Recursive block preprocessing for GENP
The estimate of part (ii) of Theorem 3.2 suggests modifications of preprocessing for GENP similar to that of the previous subsection for low-rank approximation, but also shows benefits of recursive block preprocessing for GENP, which we discuss next. We can pre-process an n × n input matrix with Gaussian multipliers by using fewer random parameters and flops if we proceed recursively. Namely, we can pre-process at first the k × k leading block of the input matrix for a proper integer k < n by using n × k Gaussian multipliers. Having factored this block, we decrease the input size from n to n − k, and then we can re-apply Gaussian preprocessing. Already by using such a two-step block preprocessing for k = n/2, we save 1/4 of random parameters and 3/8 of flops involved.
This also yields an additional benefit. Recall the bound ||((AG) k,k ) + || ≤ ν + n,k /σ n (A) of part (ii) of Theorem 3.2 for the k × k leading block of an input matrix A. The factor 1/σ n (A) on the right-hand side is fixed for all k, but the factor ν + n,k is expected to decrease fast as k decreases from n, implying smaller expected residual norm of the output approximation. One can extend this observation in order to show similar benefits of block structured preprocessing.
Numerical GENP with randomized augmentation and additive preprocessing
The paper [PQZa] supports Gaussian elimination with no pivoting (GENP) by applying randomized augmentation and additive preprocessing. In the context of modern computer technology, pivoting substantially slows down arithmetic computations and it is much desirable to avoid it, but generally GENP is prone to numerical problems. They are avoided if and only if all square leading (that is, northwestern) blocks of an n × n input matrix A are nonsingular and well-conditioned. [PQZa, Theorem 1.1] implies that properly scaled Gaussian augmentation and additive preprocessing of sufficiently large size are likely to produce matrices that satisfy these assumptions. Namely, it is sufficient if the preprocessing is defined by about 2hn Gaussian parameters where h denotes the maximal numerical nullity, that is, numerical co-rank of the leading blocks. The study in [PQZa, Section 8] implies that we are likely to succeed also by using SRFT matrices instead of the Gaussian 
Theorem A.3. Let Γ(x) = ∞ 0 exp(−t)t x−1 dt denote the Gamma function and let x > 0. Then Theorem A.3 provides probabilistic upper bounds on ν + m,n . They are reasonable already for square matrices, for which m = n, and become much stronger as the difference |m − n| grows large. Theorems A.2 and A.3 combined imply that an m × n Gaussian matrix is very well-conditioned if m − n is large or even moderately large, and still can be considered well-conditioned (possibly with some grain of salt) even if |m − n| is small and n is large. These properties are immediately extended to all submatrices because they are also Gaussian.
B f -circulant and f -circulant matrices
For a positive integer n and a complex scalar f , define the n × n unit f -circulant matrix
is a lower triangular Toeplitz matrix, circulant for f = 1, and skew-circulant for f = −1. We call an f -circulant matrix a Gaussian f -circulant (or just Gaussian circulant if f = 1) if its first column is filled with independent Gaussian variables. For every fixed f , the f -circulant matrices form an algebra in the linear space of n × n Toeplitz matrices (t i−j )
n Ω H , ω denotes a primitive n-th root of unity, Ω and Ω −1 denote the matrices of the discrete Fourier transform at n points and its inverse, respectively (hereafter referred to as DFT(n) and inverse DFT(n), respectively).
(ii) Furthermore write u = (u i ) n−1 i,j=0 , and D(u) = diag(u 0 , . . . , u n−1 ), that is, D(u) is the diagonal matrix with the diagonal entries u 0 , . . . , u n−1 .
Remark B.1. If n = 2 k is a power of 2, we can apply the FFT algorithm and perform DFT(n) and inverse DFT(n) by using only 1.5n log 2 (n) and 1.5n log 2 (n) + n arithmetic operations, respectively. For an n × n input and any n, we can choose a nonnegative integer k such that 2 k−1 < n ≤ 2 k . Then we can embed the matrix Ω = Ω n into the matrix Ω 2 k and obtain the vector Ω n (v i )
i=0 where v i = 0 for i ≥ n, and similarly for Ω −1 n .
i=0 , and f = 0. In particular, for circulant matrices, D(f ) = I, U f = Ω, and
The theorem implies that for f = 0 one can multiply an n × n f -circulant matrix by a vector by applying two DFT(n), an inverse DFT(n), and additionally n multiplications and 2δ f n multiplications and divisions where δ f = 0 if f = 1 and δ f = 1 otherwise. We cannot apply this theorem directly to a triangular Toeplitz (0-circulant) matrix, but we can represent such a matrix as the sum of a circulant matrix and a skew-circulant one and then multiply this sum by a vector at roughly the double computational cost, compared to the case of f = 0. (i) If we are given a diagonal matrix D(u) for u = Ωv, then we can recover the vector v = 1 n Ω H u, which defines the entries of the circulant matrix Z 1 (v).
(ii) If the vector v is Gaussian, then so is also the vector u = (u i )
Ωv (by virtue of Lemma A.1) and vice versa. Each of the two vectors defines a Gaussian circulant matrix Z 1 (v).
(iii) By choosing u i = exp( φi 2π √ −1) and real Gaussian variable φ i for all i, we arrive at a random unitary n × n circulant matrix Z 1 (v) defined by n real Gaussian parameters φ i , i = 0, . . . , n − 1.
(iv) By adding another Gaussian parameter φ, we define a random unitary f -circulant matrix Z f (v) for f = exp( φ 2π √ −1).
The following results of [PSZ15] imply that Gaussian circulant matrix is well-conditioned with a probability close to 1. Gaussian variables, and the condition number κ(Z 1 (v)) = max n i,j=1 |g i /g j | is not likely to be large. The blocks of the matrix Z 1 (v) are not circulant matrices, and so the latter property is not extended to them, unlike the case of a Gaussian matrix. We can, however, extend the above bound to the condition numbers κ(B) of n × k and k × n blocks B of a nonsingular n × n circulant matrix Z 1 (v), because κ(B) ≤ κ(Z 1 (v)), for such blocks and submatrices B. We call them subcirculant matrices. Being well-conditioned with probability close to 1 or even being unitary, as the matrices in part (iii) of Corollary B.1, random subcirculant multipliers have advantage of preserving Toeplitz-like matrix structure (cf. [P01, Chapter 5]) and thus can be natural pre-processors for Toeplitz and Toeplitz-like matrices (cf., e.g., a sample application in [XXG12, Section 3.2]).
C Block Gaussian elimination and GENP
Hereafter I k denotes the k × k identity matrix, O k,l denotes the k × l matrix filled with zeros. We verify readily that S −1 is the (n − k) × (n − k) trailing (that is, southeastern) block of the inverse matrix A −1 , and so the Schur complement S is nonsingular since the matrix A is nonsingular. Factorization (C.2) reduces the inversion of the matrix A to the inversion of the leading block B and its Schur complement S, and we can recursively reduce the task to the case of the leading blocks and Schur complements of decreasing sizes as long as the leading blocks are nonsingular. After sufficiently many recursive steps of this process of block Gaussian elimination, we only need to invert matrices of small sizes, and then we can stop the process and apply a selected black box inversion algorithm.
In ⌈log 2 (n)⌉ recursive steps all pivot blocks and all other matrices involved into the resulting factorization turn into scalars, all matrix multiplications and inversions turn into scalar multiplications and divisions, and we arrive at a complete recursive factorization of the matrix A. If k = 1 at all recursive steps, then the complete recursive factorization (C.2) defines GENP.
Actually, however, any complete recursive factorizations turns into GENP up to the order in which we consider its steps. This follows because at most n − 1 distinct Schur complements S =
