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ABSTRACT

The Temporal Dynamics of Ensemble Perception
by
Michael Lewis Epstein
Advisor: Tatiana Aloi Emmanouil, PhD
The striking disparity between the subjective richness of experience and the considerable
limitations of perceptual processing has emerged as an essential, enduring question in both vision
science and philosophy of mind. A potential solution to this issue is ensemble perception: the
ability for the visual system to compute the statistical summaries of object groups, effectively
compressing an otherwise overwhelming amount of information. Previous work has supported
that ensemble statistics can be perceived quickly and accurately for a wide range of object
features. This has motivated models of ensemble perception as an early process in vision,
providing an initial sense of the visual world and helping guide limited resources to areas of
interest. These models offer compelling evidence that ensemble perception imbues a richness
both to our initial views of a complex scenes, as well as to the ongoing representation of
information outside the focus of attention.
However, the precise temporal dynamics of ensemble perception remains a critical area
of study, to both confirm and expand upon these models. My dissertation approaches this task
with two primary aims: testing the initial timing of ensemble perception in vision and
investigating how it operates dynamically across time. I begin by introducing and reviewing the
current understanding of ensemble perception, outlining how my research is situated within, and
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can help to advance contemporary theories of perception. In Chapter Two, I present results from
my EEG study demonstrating that ensemble statistics can be processed more rapidly than
individual object details. Chapter Three discusses a series of behavioral experiments supporting
that ensemble perception operates as an iteratively updating process, cleaning and revising
statistical representations over time. In Chapter Four, I use fMRI data to demonstrate that
judging the ensemble properties of groups evokes clearly distinguishable activity in areas such as
V2 and V3. These results support and expand upon evidence of ensemble perception as an early
visual process by further associating it with activity in specifically feature responsive areas of
visual cortex. Finally, in Chapter Five, I explore how these results together contribute to building
robust models of ensemble perception as an early and continuously updating process, and thus
advance broader theories of ensemble perception in vision. Together, this work significantly
advances our understanding of the temporal dynamics of ensemble perception, laying important
groundwork for further investigation into the complexities of information processing in the
visual system.
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Chapter One
General Introduction
As we move through the world, how much do we actually perceive? Researchers of
visual perception and consciousness have long debated this key issue. A notable impasse is the
striking divergence between well-measured bottlenecks of perceptual processing and the
subjective experience of a rich, detailed perceptual world (Block, 1995; Cohen, Dennett, &
Kanwisher, 2016; Noë, 2002). The limitations of focused attention and working memory have
been replicated countless times, perhaps most notably in experiments of change blindness
(Simons & Levin, 1998), inattentional blindness (Simons & Chabris, 1999) and online tracking
and short term memory of individual object details (Luck & Vogel, 1997; Pylyshyn & Storm,
1988). Yet, despite these sharp limitations, the general properties of a scene remain easily
accessible. For example, studies of gist perception have demonstrated that individuals can
accurately categorize scenes despite extremely brief presentations of stimuli, even when the
details of objects within the scene are entirely missed (Oliva & Torralba, 2006; Potter, 1975).
How does one reconcile these findings?
A potential answer lies in ensemble perception: the visual system’s ability to compress a
group of objects into a single statistical representation. Ensemble perception is experienced on a
daily basis. For example, when encountering a large crowd of faces, say at a political rally or
football game, one can rapidly judge the crowd’s overall emotion even when time is not taken to
fixate on each face individually. Similarly, when shopping for produce it is easy to select the
shelf containing oranges that are overall riper based on their color. Research on ensemble
perception supports that this processing proceeds quickly, seemingly bypassing limitations of
1

attention and working memory (Alvarez & Oliva, 2010; Epstein & Emmanouil, 2017). More
broadly, ensemble perception has been shown to be involved in scene perception (Brady, ShaferSkelton, & Alvarez, 2017), categorization of items (Utochkin, 2015), outlier detection
(Hochstein, Pavlovskaya, Bonneh, & Soroker, 2018), and a range of other visual mechanisms.
This abundance of data has motivated the inclusion of ensemble processing into theories of
visual perception, suggesting a way to bridge the gaps between our understanding of individual
object and gist perception (Cohen, Dennet & Kanwisher, 2016; Hochstein & Ahissar, 2002;
Treisman, 2006).
Despite the growing body of research into the mechanisms underlying ensemble
perception, a number of questions remain unanswered. This dissertation focuses on one of the
most fundamental: the precise temporal dynamics of ensemble coding within vision. More
specifically, the speed with which the underlying processing completes to provide a statistical
representation of elements of the scene, and how these percepts modulate dynamically as
information is collected. A key prediction is that ensemble perception is an early visual process
associated with activity in early visual areas, and that it operates and updates continuously over
time. The experiments comprising my dissertation make significant contributions to theories of
ensemble perception, providing essential support for a number of outstanding questions
regarding its temporal dynamics and neural substrates.
In Chapter Two, I present data from an electroencephalography (EEG) study supporting
that the ensemble properties of groups of stimuli can be processed more rapidly than the
properties of individual stimuli. Here I use the well-established oddball paradigm designed to
elicit P3b components, a useful measure of stimulus evaluation timing (Kutas, McCarthy, &
Donchin, 1977; Polich, 2007). Participants viewed a stream of sets of stimuli consisting of
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variously oriented lines and were instructed, in separate conditions, to respond to targets where
an individual target or the overall average of the set shifted roughly 20º clockwise. Event-related
potential (ERP) analysis revealed that the P3b components elicited by the oddball stimuli
occurred with significantly faster latency in ensemble conditions. A second analysis using
multivariate pattern analysis (MVPA) supported additionally that classification was possible at
significantly earlier time points for ensemble trials. Together, these results support that ensemble
perception can proceed more quickly than individual object perception.
Chapter Three explores a related aspect of the dynamics of ensemble perception: how
statistics are recalculated and revised over time. I tested this in a series of experiments where
outlier stimuli were included within the sets of items to be averaged. Previous studies have
shown that outlier stimuli are downweighed in the ensemble representations of groups of faces
(Haberman & Whitney, 2010). However, this presents a seeming paradox. Outliers are
necessarily defined as a statistical property of a set. How then are outliers rejected in newly
displayed sets that have not yet undergone statistical processing? A potential answer is that
statistical percepts are revised over time, marking and subsequently downweighing outlier
stimuli via iterative steps of ensemble processing. Using measures of reaction time and visual
masking, I present evidence in support of this hypothesis, showing both that reaction time is
longer when outliers are present and that reported averages increasingly downweigh outliers over
time. Together these results support the interpretation that ensemble representations can
adjust over time via an iteratively updating process.
In Chapter Four I present results from my functional magnetic resonance imaging (fMRI)
investigation of ensemble perception related activity in early visual cortex. Participants in the
scanner viewed sets of patches displaying a range of orientations and drifting motion patterns
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and were instructed to compare these features at either the ensemble (average), or individual item
level. Using univariate and multivariate analyses I found evidence of distinguishable activity in
areas V2 and V3 for ensemble conditions compared to individual conditions, supporting that
engaging in ensemble perception results in unique activity in early visual areas.
Together these results support that ensemble perception is a rapid visual process that
operates iteratively over time to update perceived statistics. In this introductory chapter, I will
first provide a brief review of the relevant literature to date surrounding the nature of ensemble
perception. The review is followed by a discussion of the perceptual theories motivated by these
data and the current hypotheses on the cognitive and neural mechanisms underlying ensemble
perception, both of which will contextualize my contribution to the literature. I will conclude by
explaining how the data presented here give novel insights into the mechanisms constructing
ensemble representations in vision and expand our understanding of how ensemble perception
should be situated in theories of the visual system’s organization.

Review
Ensemble perception: overview, and roots in earlier studies
Experimental psychologists have long appreciated the relevance of group level
processing in perception, as can be seen in the “wisdom of crowds” noted by Francis Galton
(1907), the theories of the Gestalt school of visual organization (Koffka, 1935), and the
precedence of global information in perceptual processing (Navon, 1977). A distinct sub-thread
within early cognitive science researched how statistics arise in cognition, for example the
“intuitive statistics” employed by observers in judging qualities of the world around them
(Peterson & Beach, 1967; Pollard, 1975). Studies began to also find evidence that the statistical
4

properties of stimuli could be perceived in visual tasks. For example participants could judge the
average motion direction present in stochastic motion patterns (Watamaniuk & Duchon, 1992;
Watamaniuk, Sekuler, & Williams, 1989; Williams & Sekuler, 1984), as well as the average
location (Morgan & Glennerster, 1991) and average orientation of groups of stimuli (Dakin &
Watt, 1997; Parkes, Lund, Angelucci, Solomon, & Morgan, 2001). These studies laid valuable
groundwork for the current appreciation of the role of statistical processing in vision.
Notably, research centered on ensemble perception has increased dramatically in recent
years, in part spurred by a study published by Dan Ariely (2001) investigating judgements of
average size. Ariely’s experiment was structured as a typical working memory task: he briefly
presented sets consisting of circles of various sizes, and instructed participants to remember as
many of the items as possible. The critical manipulation was that in the subsequent memory
probe he supplied two targets: one that matched an item from the display and one that instead
matched the average size. Items representing the average size were never present in the displayed
sets, and participants were never explicitly instructed to calculate average properties. Yet
participants were consistently more likely to choose the average target as representing an item
within the set, especially when the valid target matched an item that deviated greatly from the
mean.
This paradigm was notable in three ways. First, that the feature being averaged was
relatively complex (average size, as compared to motion). Second, that the items being averaged
were clearly separable – and thus unlikely to have been processed via visual crowding or as
textures – and finally, that the average seemed to be implicitly preferred in responses despite
clear instruction to memorize the specific individual items. From his results, Ariely proposed that
the perception of groups of items could involve distributed processing in which the overall
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statistical properties of a set are retained, and individual properties discarded. He further posited
that a kind of statistical summary coding may represent a general mechanism used to process
information across cognitive systems, for example in interpreting social interactions or judging
one’s own experiences (Ariely, 1998; Hsee & Abelson, 1991).
Ariely’s broad hypothesis offered a compelling route to probe larger questions of visual
organization. As a result, enthusiasm surrounding this topic has grown markedly over the past
twenty years. In the following sections I will briefly summarize some of the most relevant
findings regarding ensemble perception, specifically its extent in vision, the properties of
perceived statistical representations, and known limitations of the process.
What features can be summarized in ensemble perception?
One noteworthy pattern in studies of ensemble perception is that statistical properties can
be extracted for a large number of perceptual features – a major motivation for theories posing
ensemble perception as a general computational mechanism for group information. Early studies
investigated low-level features such as orientation (Parkes et al., 2001), motion speed and
direction (Watamaniuk & Duchon, 1992; Watamaniuk et al., 1989). These initial studies found
that mean properties of groups of stimuli are easily and potentially automatically computed in
situations where individual properties are irrelevant or difficult to perceive due to crowding.
Further work revealed that ensemble perception occurs for color (Chetverikov, Campana, &
Kristjánsson, 2017; Maule, Witzel, & Franklin, 2014), size (Ariely, 2001; Chong & Treisman,
2003), as well as higher level features such as facial identify (Neumann, Schweinberger, &
Burton, 2013), emotion (Haberman & Whitney, 2009), and gaze direction (Sweeny & Whitney,
2014). The ability to perceive averages appears to extend to even more abstract features, for
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example the overall animacy or “liveliness” of objects (Yamanshi Leib, Kosovicheva, &
Whitney, 2016).
This evidence suggests that ensemble coding may reflect a broad computational
mechanism for calculating statistics that is present throughout the visual cortex (a topic I will
explore further in the discussion of my MRI results in Chapter Four). Studies have found
compelling evidence that ensemble perception performance can be separable between low- and
high-level features, such as the measured accuracy for orientation and color judgements as
compared to that for facial expression or size judgements (Haberman, Brady, & Alvarez, 2015,
Yörük & Boduroglu, 2020). Notably, many of the higher features described above, such as size
or animacy, do not easily map to particular feature sensitive cortical areas. Thus, an open
question remains as to how the processing underlying ensemble perception may be separable
across features, particularly between simple and complex ones (Haberman et al., 2015).
What statistical properties are derived from groups of objects in ensemble perception?
While the majority of ensemble perception research has focused on mean perception,
most likely due to its intuitive relevance in summarizing and categorizing groups, it has become
clear that the mean is not the sole statistic calculated during ensemble perception. In fact, diverse
statistical properties including range and variability (Lau & Brady, 2018), numerosity (Burr &
Ross, 2008; Lee, Baek, & Chong, 2016), and distribution peaks and clusters (Utochkin, 2015;
Utochkin & Tiurina, 2014) can be available as well. Notably, ensemble perception can include
spatial statistics as well, such as the centroid and center of mass of a distribution of objects
(Alvarez & Oliva, 2008; Boduroglu & Yildirim, 2020).
Similar to the questions regarding the processing of multiple features, it remains unclear
if these different statistical properties are calculated via one or multiple mechanisms. A study
7

using serial presentation of stimuli revealed that mean value showed stronger recency effects
compared to the stronger primacy effects of mean location, indicating that there may be
differences in how these properties are computed – or at the very least how they are processed
over time (Hubert-Wallander & Boynton, 2015). A comparison of mean value calculation and
outlier detection also found that reaction time and accuracy were distinct for each, indicating that
even if these both arise from the same processing, the derivation of these properties must be
distinct in some way (Hochstein et al., 2018; see theory section below for further discussion of
this and related work). While these studies provide initial support for multiple mechanisms,
evidence has also been found suggesting the opposite, for example a study showing that the
adaptation aftereffect of mean calculations influences subsequent range calculations (Jeong &
Chong, 2020). The possibility of multiple mechanisms for different set properties remains an
open area of research, with standing questions as to how precisely these distinct properties are
calculated, and where they may or may not overlap.
Temporal dynamics of ensemble perception
A consistent finding in studies of ensemble perception is that statistics appear to become
available rapidly. Judging the average properties of stimuli has been shown to be possible despite
surprisingly brief exposure durations. Chong and Treisman (2003) demonstrated that accurate
ensemble perception of average size was possible when stimuli were presented for as little as 50
or 100 ms (though accuracy increased substantially with increased presentation time). Higher
level features, such as facial expression, were similarly shown to be processed despite relatively
brief 500ms presentation durations (Haberman & Whitney, 2007; Li et al., 2016).
Related to questions of the initial onset of statistical percepts are broader questions of its
dynamics over time: in addition to having a rapid onset, ensemble perception may reflect an
8

ongoing processing of scene statistics. Studies using serial presentations revealed that averages
could be reliably collected over a stream of stimuli. This has been shown for sizes (Corbett &
Oriet, 2011), motion directions (Hubert-Wallander & Boynton, 2015), and faces (Haberman,
Harp, & Whitney, 2009). Similarly, serial dependence has been shown for ensemble
representations, indicating that statistical perception can be influenced by previously viewed
stimuli (Manassi, Liberman, Chaney, & Whitney, 2017). Together these results suggest that
ensemble coding represents a fast and continuously updating process.
However, the evidence for rapid ensemble perception is not uniform. Using a variable
latency masking paradigm, Whiting and Oriet (2011) found when sets were displayed for less
than 200ms, participants appeared to default to the overall experimental average when judging
the average size of stimuli. Ensemble estimates only appeared to accurately represent the current
trial stimuli with stimulus durations of 200ms or greater. They interpreted this as revealing that
ensemble perception is not possible for briefly presented stimuli, and that general set properties
aggregated over time can be used to make guesses for sets that are difficult to perceive. It should
be noted however that size is relatively complex as compared to more basic features like
orientation or motion. It remains an open question if processing different features may require
different stimulus durations.
Due to these conflicts, the temporal dynamics of ensemble perception remains an open
area of research. A more sophisticated understanding of when ensemble representations become
available in vision, and how these representations shift over time, is necessary to understand
ensemble perception’s place in vision. These open questions stand as primary motivations for the
experiments comprising my dissertation.

9

Neural substrates of ensemble perception
A relatively underexplored area within ensemble perception research is investigation of
the neural substrates of this mechanism. Cant and Xu (Cant & Xu, 2012, 2015, 2017) carried out
a series of initial investigations exploring where in visual cortex ensemble statistics may be
calculated. In their studies they used an MRI adaptation paradigm where photographs of items
such as fruit or beads were sequentially displayed. The critical test was when these images
differed in individual properties but matched in ensemble properties (i.e. a different image of the
same set of items). They reported that ensemble adaptation was found primarily in anteriormedial ventral visual cortex, overlapping with the parahippocampal place area. Importantly this
was distinct from the adaptation found to individual items in lateral occipital areas known to be
involved in object processing. Im et al. (2017) similarly investigated the substrates for ensemble
perception of groups of faces as compared to attention to individual faces, particularly their
“approachability”. They found that ensemble perception resulted in distinct dorsal path activity,
particularly in the intraparietal sulcus and superior frontal gyrus. While these results
compellingly speak to distinct contributions of ensemble perceptions in vision, it necessary to
note that by using complex, high level objects they presented ensembles containing a number of
features simultaneously. This leaves open questions as to how basic features of the visual world
may be calculated in early visual areas.
Some more recent explorations have begun to use electroencephalography (EEG) to
explore different dimensions of ensemble perception as well. Ji, Rossi and Pourtois (2018)
utilized a well-established event-related potential (ERP), the N2pc, to investigate the distribution
of attention necessary to extract statistical properties from sets of objects. Their results replicated
prior results that N2pc deflections occur when individual items are attended, supporting that this
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measure reliably tracks focused attention. However, in trials where statistical properties were
processed, the N2pc was absent, indicating that focused attention was absent and supporting
distributed attention models of ensemble perception. A few other exploratory studies have also
used multivariate analysis in EEG to track processing dynamics, providing initial evidence that
ensemble processing shows both distinct temporal (Roberts, Cant, & Nestor, 2019) and spatial
(Nemrodov et al., 2020) profiles as compared to individual item processing. Altogether, while
many questions remain, neuroimaging offers compelling new avenues to better understand the
processing underlying ensemble perception, a primary motivation for my own MRI and EEG
experiments.
What items within sets contribute to ensemble perception?
These many results have led to a growing consensus among investigators that ensemble
coding in vision is likely to represent a perceptual mechanism where processing is distributed
across all (or at least most) objects within the scope of attention. In this section I will discuss
contemporary perceptual theories that tie together the numerous findings introduced in prior
sections. However, before doing so it is worth outlining a major challenge to the distributed
model of ensemble perception, and why it has been largely discounted in current theories.
An early major objection to distributed attention models of ensemble perception raised by
Myczek and Simons (2008) was the suggestion that most reported results could be alternatively
explained by “subsampling” strategies, where representative individual items are selected from
the set and used to estimate the average. Myczek and Simons (2008) modeled that similar
accuracy could be attained by selecting as few as three items entirely randomly from the set.
They posited that if results could be explained by random item sampling, which would be
possible within traditionally understood limits of visual processing, then it was difficult to justify
11

the proposal of a novel ensemble coding mechanism. One must prove that perceptual sampling is
insufficient to explain average perception before one can reasonably support a model of diffused
group processing.
A number of follow up studies did just this. Sub-sampling strategies proposed by Myczek
and Simons (2008) were found to not adequately explain behavior measured in actual subjects,
even when the tasks were adjusted to encourage these strategies (Chong, Joo, Emmanouil, &
Treisman, 2008). Evidence was also found that ensemble statistics remained available even in
situations where individual item perception was difficult due to stimulus presentation time
(Corbett & Oriet, 2011; Li et al., 2016). Ensemble perception was additionally found to be more
accurate as the number of items increased despite similar presentation times—something that
would not reasonably occur if statistics were based on selecting a small subset of items
(Robitaille & Harris, 2011).
My own prior work provides additional support for the distributed processing models of
ensemble coding. In a 2017 paper published in Attention Perception and Psychophysics, we
tackled this question using a simple dual task paradigm aimed to test if working memory load
interferes with accurate ensemble perception (Epstein & Emmanouil, 2017). Participants judged
the average size of sets of circles while undergoing high, low or no working memory load. We
reasoned that if ensemble perception involved sub-sampling (i.e. selecting a few items of interest
and estimating an average for the group) then we should observe a clear reduction in accuracy
when load was high. On the contrary, if ensemble perception operates as a distributed
mechanism, then working memory load would have no effect on accuracy. In line with our
hypothesis, there was no effect of working memory load on accuracy, with Bayesian statistical
testing providing positive support for the null hypothesis.
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Thus, the evidence increasingly supports perceptual models of ensemble perception, and
specifically ones that account for the distributed processing of most if not all objects within a
group. While there remain objections within the literature, particularly in terms of potential
alternative models (De Fockert & Marchant, 2008; Marchant, Simons, & De Fockert, 2013; but
see Tiurina & Utochkin, 2018), the general motivation in current ensemble perception research is
to appropriately describe how the distributed items are processed to provide statistics (Alvarez,
2011; Baek & Chong, 2019; Treisman, 2006). In the following section I will discuss the most
important contemporary theories and models that motivate the experiments comprising my
dissertation.

Theories and models of ensemble perception
Reverse Hierarchy Theory
Based on the plethora of data, a number of theories of vision (and perception more
broadly) now include ensemble perception in their models of visual processing. One of the most
impactful theories of visual organization is Reverse Hierarchy Theory (RHT) (Hochstein &
Ahissar, 2002; Hochstein, Pavlovskaya, Bonneh, & Soroker, 2015). A long-held understanding is
that the visual system is situated hierarchically – in other words, processing becomes more
complex as you follow the visual pathway from early areas responsible for processing basic
features such as V1, to higher-level areas responsible for object categorization or scene
perception. RHT adds a layer of complexity to this model in proposing that visual processing
should not be viewed as simply following this hierarchy in one direction. Rather, perception
should be viewed as consisting of two distinct sweeps of processing: a rapid forward sweep
delivering information to higher areas providing “vision with a glance”, followed by a slower,
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feedback sweep guiding limited resources to areas of interest in the visual scene, providing
“vision with scrutiny” (Hochstein & Ahissar, 2002).
These feed-forward sweeps are predicted to provide basic categorical information
regarding objects in the scene, as well as other global features such as gist and gestalt
organization. Importantly, RHT posits that the statistical properties of groups of objects is likely
additionally processed, potentially arising from population coding in early visual areas
(Hochstein et al., 2018). Population coding has notably been used as a model of activity in motor
cortex, where it has been shown that the unified activity of a group of motor area neurons can
more accurately predict the direction of a motor response as compared to the activity of specific
individual cells (Georgopoulos, Schwartz, & Kettner, 1986). Hochstein suggests that general
statistical properties may be computed similarly in cortical areas responsible for processing
specific features. Different aspects of the population code would then give rise to separate
statistical properties. For example, the population vector sum could provide the mean value of
the set, whereas an element creating a peak sufficiently distant from the main distribution could
mark it as an outlier (Hochstein et al., 2018). Altogether this suggests that set properties could be
reasonably calculated in early visual areas, and read out in a solely feedforward manner,
providing general properties without retaining details of individual objects. However, work to
verify this activity, as well as its precise timing, remains necessary.
Distributed attention model
Another key motivation for my experimental designs is Anne Treisman’s model of
distributed attention, wherein she proposes that ensemble representations are generated when
attention is spread across groups of objects (Treisman, 2006). This model stands as a natural
complement to Feature Integration Theory, which describes the role of attention in binding
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individual object features (Treisman & Gelade, 1980). In Feature Integration Theory Treisman
posits that pre-attentional visual processing activates feature maps, presumably in extrastriatal
areas of visual cortex responsible for processing these features. The types of perceptual
representation built from these activation patterns then depends primarily on how attention is
allocated to the stimuli present in the visual field. As described in Feature Integration Theory,
focusing attention on an individual stimulus allows the binding of its spatial and featural
properties into an individual perceptual object that can then become consciously available
(Treisman & Gelade, 1980). Conversely, distributing attention across a group of stimuli enables
the activation across the feature map to be pooled into a single ensemble representation. This
ensemble representation, while discarding individualized information, provides a global
summary of the group, such as its mean or range. These different distributions of attention, and
resultant representations, provide complementary ways of parsing the visual word based on the
demands of the current situation.
Similar to Reverse Hierarchy Theory, Treisman’s theory of distributed attention proposes
that the neural substrates of this process are likely to be in early visual areas responsible for
processing basic featural information (Treisman, 2006). The distributed attention giving rise to
ensemble perception is thought to not require feedback to bind features, offering a potential
explanation for the faster onset of ensemble perception (Treisman, 2006). Notably, this model
makes a clearly distinct prediction in asserting that attention is a necessary component of
ensemble perception – while the feature map activation patterns contain information about the
scene as a whole, it is only when attention is distributed across stimuli that this information is
pooled into an average percept. The necessity of attention for ensemble perception has been
supported by inattentional blindness experiments, although it appears a minimal amount of
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attention seems to be sufficient to calculate statistical properties (Alvarez & Oliva, 2008; Epstein
& Emmanouil, 2017; Jackson-Nielsen, Cohen, & Pitts, 2017). Similarly, data from studies
wherein outliers or salient objects change the weighting of items within statistical perception
further suggests that the distribution of attention across the scene may influence how sets are
compressed in summary statistics (De Fockert & Marchant, 2008; Haberman & Whitney, 2010).
Overall the precise attentional demands of ensemble perception, as well as the effects of different
distributions of attention, remain open areas of investigation.
Theories of perceptual organization
Ensemble perception also provides a compelling solution to questions of perceptual
organization, such as how scenes are efficiently segregated into sub-areas to allow for the
efficient allocation of limited perceptual resources. Igor Utochkin elegantly describes this issue
within vision as an issue of reverse statistical inference (Utochkin, 2015). Stimuli entering the
visual system are frequently highly complex; a busy mess of overlaid objects with distinct but
variable properties (i.e. berries on a bush: red fruit vs green leaves). A primary problem for
efficient perception is the organization of this information, grouping similar objects into
categories to aid in compressing complex scenes. The spatial properties of a scene would not be
sufficient when objects are overlaid, thus, some sort of statistical inference presumably plays a
role in the rapid organization of perceptual information.
Utochkin models ensemble perception as reflecting two passes of statistical processing.
In the first pass, pooled information is collected from the full scene allowing the visual system to
generate distributions of values for perceived objects. With the assumption that objects
belonging to a particular set are likely to generate a uniform Gaussian distribution, groups of
objects can then be easily categorized based on the separate curves present in the distribution.
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Once these primary categories of objects are defined, a secondary pass of statistical processing
can be used to define other properties of the groups, for example further analyzing the category
based on another dimension or comparing the properties of two separate categories along another
dimension. In general, this model makes explicit predictions about how ensemble perception
helps to solve issues within a variety of classic paradigms, particularly visual search and scene
categorization.
Serial Dependence and scene stability
A common limitation of many theories of visual perception is that they often work to
model vision on brief, static stimuli. Perception, however, is not a single event, but rather a
continuously acting process across stimuli that are constantly shifting, due both to actual changes
as well as internal and external noise. A key question is then how scenes are stabilized within
vision. A proposed solution is serial dependence, the idea that the perception of stimuli is
informed by both current and prior input, enforcing scene stability despite small differences in
items over time (Fischer & Whitney, 2014).
Ensemble representations have been shown to be subject to serial dependence, with the
average orientations perceived for sets of Gabors being pulled towards averages of sets displayed
5-10 seconds earlier (Manassi et al., 2017). The observed serial dependence held up when the
items were controlled to prevent local correspondence between sets, supporting that the serial
dependence indeed occurred at the ensemble level. This, combined with a number of
experiments showing that averages are collected over time (Haberman et al., 2009; HubertWallander & Boynton, 2015; Manassi et al., 2017) and that in cases where the current average is
difficult to perceive participants may bias their response towards experiment-wise averages
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(Whiting & Oriet, 2011), suggests that ensemble perception should be seen as a continually
ongoing, updating percept.

Current state, and contribution of these experiments
Altogether, these theories propose that ensemble perception has wide-ranging importance
in visual processing. Consistently they suggest that ensemble perception is an early visual
process, stemming from activity in early visual cortex, and operating in a continuous manner to
provide detailed categorization and summary representations of the visual scene. Yet, numerous
questions remain open to verify these claims, particularly regarding the neural substrates and
precise timing of ensemble perception. A fundamental prediction stemming from modeling
ensemble perception as an early perceptual process is that statistics are calculated in early visual
areas, potentially as a result of population coding. Many of the claims in these theories—that
ensembles are processed in initial sweeps in RHT, or that they are responsible for categorizing
stimuli—would be irrelevant if evidence of early availability of ensemble representations is not
clear. Similarly, if ensemble perception is predicted to be an updating estimate of general scene
properties self-correcting based on collected information, firm evidence of ensemble
representations refining over time is necessary.
The present experiments provide data confirming these imperative open predictions. In
Chapter Two, I use EEG to show that ensemble representations become available for decision
making and response faster than the representations of individual items. In Chapter Three I show
that in cases where outlier stimuli are present, ensemble representations update iteratively over
time to refine the perceived average. Finally, in Chapter Four, I provide evidence with fMRI that
viewing the statistical properties of sets of items indeed results in distinguishable activity in early
visual areas such as V2 and V3. Together these findings confirm fundamental predictions of the
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above theories that position ensemble perception as a basic property of visual perception. These
data build a broader framework of ensemble perception, bridging connections between related
theories in order to demonstrate how ensemble perception provides both the immediate “worldat-a-glance” as well as ongoing processing that iteratively refines to yield increasingly robust and
detailed perception of the rich world around us.

19

References
Alvarez, G. A. (2011). Representing multiple objects as an ensemble enhances visual cognition.
Trends in Cognitive Sciences, 15(3), 122–131. https://doi.org/10.1016/j.tics.2011.01.003
Alvarez, G. A., & Oliva, A. (2008). The Representation of Simple Ensemble Visual Features
Outside the Focus of Attention. Psychological Science, 19(4), 392–398.
https://doi.org/10.1111/j.1467-9280.2008.02098.x
Alvarez, G. A., & Oliva, A. (2010). The representation of ensemble visual features outside the
focus of attention. Journal of Vision, 7(4), 129–129. https://doi.org/10.1167/7.9.129
Ariely, D. (1998). Combining experiences over time: The effects of duration, intensity changes
and on-line measurements on retrospective pain evaluations. Journal of Behavioral
Decision Making, 11(1), 19–45. https://doi.org/10.1002/(SICI)10990771(199803)11:1<19::AID-BDM277>3.0.CO;2-B
Ariely, D. (2001). Seeing Sets: Representation by Statistical Properties. Psychological Science,
12(2), 157–162. https://doi.org/10.1111/1467-9280.00327
Ariely, D. (2008). Better than average? When can we say that subsampling of items is better than
statistical summary representations? Perception & Psychophysics, 70(7), 1325–1326;
discussion 1335-1336. https://doi.org/10.3758/PP.70.7.1325
Baek, J., & Chong, S. C. (2019). Distributed attention model of perceptual averaging. Attention,
Perception, & Psychophysics. https://doi.org/10.3758/s13414-019-01827-z
Block, N. (1995). On a confusion about a function of consciousness. Behavioral and Brain
Sciences, 18, 227–287. https://doi.org/10.1017/S0140525X00038188
Boduroglu, A., & Yildirim, I. (2020). Statistical summary representations of bound features.
Attention, Perception, & Psychophysics. https://doi.org/10.3758/s13414-019-01944-9
Brady, T. F., Shafer-Skelton, A., & Alvarez, G. A. (2017). Global ensemble texture
representations are critical to rapid scene perception. Journal of Experimental Psychology:
Human Perception and Performance, 43(6), 1160–1176.
https://doi.org/10.1037/xhp0000399
Burr, D., & Ross, J. (2008). A Visual Sense of Number. Current Biology, 18(6), 425–428.
https://doi.org/10.1016/j.cub.2008.02.052
Cant, J. S., & Xu, Y. (2012). Object Ensemble Processing in Human Anterior-Medial Ventral
Visual Cortex. Journal of Neuroscience, 32(22), 7685–7700.
https://doi.org/10.1523/JNEUROSCI.3325-11.2012
Cant, J. S., & Xu, Y. (2015). The Impact of Density and Ratio on Object-Ensemble
Representation in Human Anterior-Medial Ventral Visual Cortex. Cerebral Cortex, 25(11),
4226–4239. https://doi.org/10.1093/cercor/bhu145
Cant, J. S., & Xu, Y. (2017). The Contribution of Object Shape and Surface Properties to Object
Ensemble Representation in Anterior-medial Ventral Visual Cortex. Journal of Cognitive
Neuroscience, 29(2), 398–412. https://doi.org/10.1162/jocn_a_01050
Chetverikov, A., Campana, G., & Kristjánsson, Á. (2017). Representing Color Ensembles.
Psychological Science, 28(10), 1510–1517. https://doi.org/10.1177/0956797617713787
Chong, S. C., Joo, S. J., Emmanouil, T.-A., & Treisman, A. (2008). Statistical processing: not so
implausible after all. Perception & Psychophysics, 70(7), 1327–1334; discussion 13351336. https://doi.org/10.3758/PP.70.7.1327
Chong, S. C., & Treisman, A. (2003). Representation of statistical properties. Vision Research,
43, 393–404. https://doi.org/10.1016/S0042-6989(02)00596-5
20

Cohen, M. A., Dennett, D. C., & Kanwisher, N. (2016). What is the Bandwidth of Perceptual
Experience? Trends in Cognitive Sciences, 20(5), 324–335.
https://doi.org/10.1016/j.tics.2016.03.006
Corbett, J. E., & Oriet, C. (2011). The whole is indeed more than the sum of its parts: Perceptual
averaging in the absence of individual item representation. Acta Psychologica, 138(2), 289–
301. https://doi.org/10.1016/j.actpsy.2011.08.002
Dakin, S. C., & Watt, R. J. (1997). The computation of orientation statistics from visual texture.
Vision Research, 37(22), 3181–3192. https://doi.org/10.1016/S0042-6989(97)00133-8
De Fockert, J. W., & Marchant, A. P. (2008). Attention modulates set representation by
statistical properties. Perception & Psychophysics, 70(5), 789–794.
https://doi.org/10.3758/PP.70.5.789
Epstein, M. L., & Emmanouil, T. A. (2017). Ensemble coding remains accurate under object and
spatial visual working memory load. Attention, Perception, & Psychophysics, 79(7), 2088–
2097. https://doi.org/10.3758/s13414-017-1353-2
Fischer, J., & Whitney, D. (2014). Serial dependence in visual perception. Nature Neuroscience,
17(5), 738–743. https://doi.org/10.1038/nn.3689
Galton, F. (1907). Vox populi. Nature, 450-451.
Georgopoulos, A. P., Schwartz, A. B., & Kettner, R. E. (1986). Neuronal population coding of
movement direction. Science, 233(4771), 1416–1419.
https://doi.org/10.1126/science.3749885
Haberman, J., Brady, T. F., & Alvarez, G. A. (2015). Individual differences in ensemble
perception reveal multiple, independent levels of ensemble representation. Journal of
Experimental Psychology. General, 144(2), 432–446. https://doi.org/10.1037/xge0000053
Haberman, J., Harp, T., & Whitney, D. (2009). Averaging facial expression over time. Journal of
Vision, 9, 1.1-13. https://doi.org/10.1167/9.11.1
Haberman, J., & Whitney, D. (2007). Rapid extraction of mean emotion and gender from sets of
faces. Current Biology, 17(17), 751–753. https://doi.org/10.1016/j.cub.2007.06.039
Haberman, J., & Whitney, D. (2009). Seeing the mean: ensemble coding for sets of faces.
Journal of Experimental Psychology. Human Perception and Performance, 35(3), 718–734.
https://doi.org/10.1037/a0013899
Haberman, J., & Whitney, D. (2010). The visual system discounts emotional deviants when
extracting average expression. Attention, Perception & Psychophysics, 72(7), 1825–1838.
https://doi.org/10.3758/APP.72.7.1825
Hochstein, S., & Ahissar, M. (2002). View from the top: Hierarchies and reverse hierarchies in
the visual system. Neuron, 36(5), 791–804. https://doi.org/10.1016/S0896-6273(02)01091-7
Hochstein, S., Pavlovskaya, M., Bonneh, Y. S., & Soroker, N. (2015). Global statistics are not
neglected. Journal of Vision, 15(4), 7. https://doi.org/10.1167/15.4.7
Hochstein, S., Pavlovskaya, M., Bonneh, Y. S., & Soroker, N. (2018). Comparing set summary
statistics and outlier pop out in vision. Journal of Vision, 18(13), 12.
https://doi.org/10.1167/18.13.12
Hsee, C. K., & Abelson, R. P. (1991). Velocity relation: Satisfaction as a function of the first
derivative of outcome over time. Journal of Personality and Social Psychology, 60(3), 341–
347. https://doi.org/10.1037/0022-3514.60.3.341
Hubert-Wallander, B., & Boynton, G. M. (2015). Not all summary statistics are made equal:
Evidence from extracting summaries across time. Journal of Vision, 15(4), 5.
https://doi.org/10.1167/15.4.5
21

Im, H. Y., Albohn, D. N., Steiner, T. G., Cushing, C. A., Adams, R. B., & Kveraga, K. (2017).
Differential hemispheric and visual stream contributions to ensemble coding of crowd
emotion. Nature Human Behaviour, 1(11), 828–842. https://doi.org/10.1038/s41562-0170225-z
Jackson-Nielsen, M., Cohen, M. A., & Pitts, M. A. (2017). Perception of ensemble statistics
requires attention. Consciousness and Cognition, 48, 149–160.
https://doi.org/10.1016/j.concog.2016.11.007
Jeong, J., & Chong, S. C. (2020). Adaptation to mean and variance: Interrelationships between
mean and variance representations in orientation perception. Vision Research, 167(10), 46–
53. https://doi.org/10.1016/j.visres.2020.01.002
Ji, L., Rossi, V., & Pourtois, G. (2018). Mean emotion from multiple facial expressions can be
extracted with limited attention: Evidence from visual ERPs. Neuropsychologia,
111(January), 92–102. https://doi.org/10.1016/j.neuropsychologia.2018.01.022
Koffka, K. (1935). Principles Of Gestalt Psychology. Principles of Gestalt Psychology.
Routledge. https://doi.org/10.4324/9781315009292
Kutas, M., McCarthy, G., & Donchin, E. (1977). Augmenting mental chronometry: The P300 as
a measure of stimulus evaluation time. Science, 197(4305), 792–795.
https://doi.org/10.1126/science.887923
Lau, J. S. H., & Brady, T. F. (2018). Ensemble statistics accessed through proxies: Range
heuristic and dependence on low-level properties in variability discrimination. Journal of
Vision, 18(9), 1–18. https://doi.org/10.1167/18.9.3
Lee, H., Baek, J., & Chong, S. C. (2016). Perceived magnitude of visual displays: Area,
numerosity, and mean size. Journal of Vision, 16(3), 12. https://doi.org/10.1167/16.3.12
Li, H., Ji, L., Tong, K., Ren, N., Chen, W., Liu, C. H., & Fu, X. (2016). Processing of Individual
Items during Ensemble Coding of Facial Expressions. Frontiers in Psychology, 7(SEP), 1–
11. https://doi.org/10.3389/fpsyg.2016.01332
Luck, S. J., & Vogel, E. K. (1997). The capacity of visual working memory for features and
conjunctions. Nature, 390(1996), 279–281. https://doi.org/10.1038/36846
Manassi, M., Liberman, A., Chaney, W., & Whitney, D. (2017). The perceived stability of
scenes: Serial dependence in ensemble representations. Scientific Reports, 7(1), 1971.
https://doi.org/10.1038/s41598-017-02201-5
Marchant, A. P., Simons, D. J., & De Fockert, J. W. (2013). Ensemble representations: Effects of
set size and item heterogeneity on average size perception. Acta Psychologica, 142(2), 245–
250. https://doi.org/10.1016/j.actpsy.2012.11.002
Maule, J., Witzel, C., & Franklin, A. (2014). Getting the gist of multiple hues: metric and
categorical effects on ensemble perception of hue. Journal of the Optical Society of
America. A, Optics, Image Science, and Vision, 31(4), A93-102.
https://doi.org/10.1364/JOSAA.31.000A93
Morgan, M. J., & Glennerster, A. (1991). Efficiency of locating centres of dot-clusters by human
observers. Vision Research, 31(12), 2075–2083. https://doi.org/10.1016/00426989(91)90165-2
Navon, D. (1977). Forest before trees: The precedence of global features in visual perception.
Cognitive Psychology. https://doi.org/10.1016/0010-0285(77)90012-3
Nemrodov, D., Ling, S., Nudnou, I., Roberts, T., Cant, J. S., Lee, A. C. H., & Nestor, A. (2020).
A multivariate investigation of visual word, face, and ensemble processing: Perspectives
from EEG-based decoding and feature selection. Psychophysiology, 57(3), 1–14.
22

https://doi.org/10.1111/psyp.13511
Neumann, M. F., Schweinberger, S. R., & Burton, a. M. (2013). Viewers extract mean and
individual identity from sets of famous faces. Cognition, 128(1), 56–63.
https://doi.org/10.1016/j.cognition.2013.03.006
Noë, A. (2002). Is the visual world a grand illusion? Journal of Consciousness Studies, 9(5–6),
1–12.
Oliva, A., & Torralba, A. (2006). Building the gist of a scene: the role of global image features in
recognition. In A. & T. Martinez-Conde, Macknik, Martinez (Ed.), Progress in Brain
Research (pp. 23–36). Elsevier B.V. https://doi.org/10.1016/S0079-6123(06)55002-2
Parkes, L., Lund, J., Angelucci, A., Solomon, J., & Morgan, M. (2001). Compulsory averaging
of crowded orientation signals in human vision. Nature Neuroscience, 4(7), 739–744.
https://doi.org/10.1038/89532
Peterson, C. R., & Beach, L. R. (1967). Man as an intuitive statistician. Psychological Bulletin,
68(1), 29–46. https://doi.org/10.1037/h0024722
Polich, J. (2007). Updating P300: An integrative theory of P3a and P3b. Clinical
Neurophysiology, 118(10), 2128–2148. https://doi.org/10.1016/j.clinph.2007.04.019
Pollard, P. (1975). Intuitive judgments of proportions, means, and variances: A review. The
Review of Black Political Economy. https://doi.org/10.1007/BF02689368
Potter, M. C. (1975). Meaning in visual search. Science, 187(4180), 965–966.
https://doi.org/10.1126/science.1145183
Pylyshyn, Z. W., & Storm, R. W. (1988). Tracking multiple independent targets: evidence for a
parallel tracking mechanism. Spatial Vision, 3(3), 179–197.
https://doi.org/10.1163/156856888X00122
Roberts, T., Cant, J. S., & Nestor, A. (2019). Elucidating the Neural Representation and the
Processing Dynamics of Face Ensembles. The Journal of Neuroscience, 39(39), 7737–7747.
https://doi.org/10.1523/jneurosci.0471-19.2019
Robitaille, N., & Harris, I. M. (2011). When more is less: Extraction of summary statistics bene
fi ts from larger sets. Journal of Vision, 11(12), 1–8.
https://doi.org/10.1167/11.12.18.Introduction
Simons, D. J., & Chabris, C. F. (1999). Gorillas in our midst: sustained inattentional blindness
for dynamic events. Perception, 28(9), 1059–1074. https://doi.org/10.1068/p2952
Simons, D. J., & Levin, D. (1998). Failure to detect changes to people during a real-world
interaction. Psychonomic Bulletin & Review, 5(4), 644–649.
https://doi.org/10.3758/BF03208840
Sweeny, T. D., & Whitney, D. (2014). Perceiving Crowd Attention: Ensemble Perception of a
Crowd’s Gaze. Psychological Science, 25(10), 1903–1913.
https://doi.org/10.1177/0956797614544510
Tiurina, N. A., & Utochkin, I. S. (2019). Ensemble perception in depth: Correct size-distance
rescaling of multiple objects before averaging. Journal of Experimental Psychology:
General, 148(4), 728–738. https://doi.org/10.1037/xge0000485
Treisman, A. (2006). How the deployment of attention determines what we see. Visual
Cognition, 14(4–8), 411–443. https://doi.org/10.1080/13506280500195250
Treisman, A., & Gelade, G. (1980). A feature-integration theory of attention. Cognitive
Psychology, 12(12), 97–136. https://doi.org/10.1016/0010-0285(80)90005-5
Utochkin, I. S. (2015). Ensemble summary statistics as a basis for rapid visual categorization
Primary categorization. Journal of Vision, 15(4), 1–14. https://doi.org/10.1167/15.4.8.doi
23

Utochkin, I. S., & Tiurina, N. A. (2014). Parallel averaging of size is possible but range-limited:
A reply to Marchant, Simons, and De Fockert. Acta Psychologica, 146(4), 7–18.
https://doi.org/10.1016/j.actpsy.2013.11.012
Watamaniuk, S. N. J., & Duchon, A. (1992). The human visual system averages speed
information. Vision Research, 32(5), 931–941. https://doi.org/10.1016/00426989(92)90036-I
Watamaniuk, S. N. J., Sekuler, R., & Williams, D. W. (1989). Direction perception in complex
dynamic displays: the integration of direction information. Vision Research, 29(1), 47–59.
https://doi.org/10.1016/0042-6989(89)90173-9
Whiting, B. F., & Oriet, C. (2011). Rapid averaging? Not so fast! Psychonomic Bulletin &
Review, 18(3), 484–489. https://doi.org/10.3758/s13423-011-0071-3
Williams, D. W., & Sekuler, R. (1984). Coherent global motion percepts from stochastic local
motions. Vision Research, 24(1), 55–62. https://doi.org/10.1016/0042-6989(84)90144-5
Yamanshi Leib, A., Kosovicheva, A., & Whitney, D. (2016). Fast ensemble representations for
abstract visual impressions. Nature Communications, 7, 13186.
https://doi.org/10.1038/ncomms13186
Yörük, H., & Boduroglu, A. (2020). Feature-specificity in visual statistical summary processing.
Attention, Perception, & Psychophysics. https://doi.org/10.3758/s13414-019-01942-x

24

Chapter Two

Ensemble statistics can be available more rapidly than individual item properties:
EEG evidence using the oddball paradigm
Abstract
Behavioral studies have shown that statistical properties of object groups are perceived
accurately with brief exposure durations. This finding motivated the hypothesis that ensemble
perception occurs rapidly in vision. However, the precise timing of ensemble perception remains
unclear. Here we used the superior temporal resolution of electroencephalography to directly
compare the timing of ensemble processing to that of individual object processing. The P3b was
chosen as a particular component of interest, as it is thought to measure the latency of stimulus
evaluation. Participants performed a simple “oddball” task in which sets of 51 lines with varied
orientations sequentially flashed briefly on the display. In these sequences there was a 20%
chance of an individual oddball, wherein one marked object tilted clockwise, and a 20% chance
of an ensemble oddball, wherein the average orientation of the set tilted 20% clockwise. In
counterbalanced blocks, participants were instructed to respond to either individual or ensemble
oddballs. Event-related potential analysis was performed to test the timing of this processing. At
parietal electrodes, P3b components were found for both individual and ensemble oddballs.
Ensemble P3b components were found to occur significantly earlier than individual P3b
components, as measured with both 50% area latency and 50% onset latency. Using multivariate
pattern analysis, ensemble oddball trials were classifiable from standard trials significantly
earlier in their timecourse than individual oddball trials. Altogether, these results provide
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compelling evidence that ensemble perception occurs rapidly, and that ensemble properties can
be available even more rapidly than the properties of individual objects.
Introduction
In our daily life we are frequently confronted with complex visual scenes containing
many different groups of objects—crowds of faces, shelves of fruits and vegetables. Although
our ability to attend and memorize individual objects is limited (Pylyshyn & Storm, 1988;
Treisman & Gelade, 1980; Luck & Vogel, 1997), we are able to quickly and easily extract
general scene properties (Oliva & Torralba, 2006). How are the broader properties of the scene
perceived despite the known limitations in encoding individual objects? A solution may be found
in ensemble coding, a mechanism in vision by which groups of objects are summarized by their
ensemble properties.
A breadth of behavioral evidence provides support for ensemble coding as a robust visual
mechanism that operates independently of limited capacity resources over a variety of visual
features. Previous research shows that ensemble percepts are available even with brief stimulus
presentation durations (Chong & Treisman, 2003; Haberman & Whitney, 2007) and without
relying on attentional (Alvarez & Oliva, 2008) and working memory (Bauer, 2017; Epstein &
Emmanouil, 2017) resources. Ensemble coding has also been shown to be possible for a variety
of simple and complex visual features, such as orientation (Parkes, Lund, Angelucci, Solomon,
& Morgan, 2001), color (Maule, Witzel, & Franklin, 2014), size (Ariely, 2001), facial expression
and gender (Haberman & Whitney, 2007), and even the overall “animacy” of a group (Yamanshi
Leib, Kosovicheva, & Whitney, 2016). Together this evidence suggests that ensemble coding is
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likely to occur at early stages of visual information processing, and possibly before the visual
system has processed individual objects in the scene.
Several models of visual perception now incorporate ensemble perception as an integral
part of visual analysis. Reverse Hierarchy Theory, for example, postulates that ensemble
processing occurs during rapid feedforward sweep that provides a general gist of the scene.
(Hochstein, Pavlovskaya, Bonneh, & Soroker, 2015, 2018). This preliminary analysis is then
followed by feedback allocating limited resources to areas or objects requiring focused
processing (Hochstein & Ahissar, 2002). Anne Treisman posits that ensemble perception results
from attention deployed to a broad as opposed to a narrow attentional window (2006). According
to her model, feature information is registered pre-attentively and in parallel within dedicated
feature maps. However, the type of information extracted from feature maps depends on the
deployment of attention. Focused attention on individual locations allows the binding of object
features in the attended locations, while attention distributed across a set of objects outputs a
pooled summary of object features. Treisman suggests that ensemble representations are
generated rapidly in vision, as the pooling of features could be potentially processed entirely in a
feedforward sweep of processing
Together these findings and theories lead to a similar prediction: that ensemble statistics
are calculated quickly in vision, potentially even completing more rapidly than individual object
perception. Despite this strong prediction, however, few studies have directly tested this
hypothesis. Here we compared the timing of ensemble perception to that of individual object
processing using the high temporal resolution of electroencephalography (EEG). A wellestablished paradigm in EEG research is the “oddball” task, wherein a sequence of stimuli are
presented on the screen, and participants are instructed to watch for rare unique targets (Polich,
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2007). Presentation of the “oddball” target stimulus can evoke a P3b component in recorded
EEG signal, a large amplitude deflection typically starting around 300-500ms post stimulus
onset. The P3b component is thought to mark perceptual processing reaching a “completed”
state, possibly indicating the availability of the perceptual representation to working memory or
other higher-level processing (Polich, 2007). As a result, the latency of the P3b component is
often used to infer the temporal dynamics of underlying processing (Kutas, McCarthy, &
Donchin, 1977; Magliero, Bashore, Coles, & Donchin, 1984; Polich, 2007).
Here we use the “oddball” paradigm to test the timing of ensemble processing and
compare it to the timing for processing individual objects. Participants viewed groups of variably
oriented lines and were instructed to attend to either their overall average orientation, or to focus
on a single target within the group highlighted by a subtle cue. In the ensemble condition
participants responded when they detected the overall average orientation tilt clockwise, and in
the individual condition they indicated when the individual item tilted clockwise. Both the
ensemble and the individual oddball targets appeared rarely, and we were thus able to elicit both
ensemble and individual P3b components. We reasoned that if ensemble processing completes
more rapidly than individual object processing, then P3b latencies would be faster for ensemble
compared to the individual object oddballs. Importantly the stimuli were identical across both
conditions; the only difference was the property to which participants were instructed to attend.
Consistent with our hypothesis, we found that P3b components elicited during ensemble
perception exhibited a significantly earlier latency as compared to those elicited in the individual
conditions. Using multivariate pattern analysis (MVPA) we also found that both ensemble and
individual oddball trials could be classified above chance levels from standard trials, and that
ensemble trials were classifiable at significantly earlier time points. Together this evidence
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provides compelling support for the speed with which ensemble properties can be extracted from
groups of objects.

Materials and Methods
Participants
Data from 4 pilot subjects were processed for a power analysis using G*Power (Faul,
Erdfelder, Lang, & Buchner, 2007). Set with an alpha of .05 and power of .80, the power
analysis indicated 32 subjects would be required. 39 participants were originally recruited for
this study. Seven of these participants were removed from the study (four for failing eligibility
requirements, one due to an inability to reach a satisfactory impedance level in EEG, one for
declining to continue the experiment after the first block, and one for reporting upon completion
that they did not follow task instructions). This left 32 subjects including in the results presented
here (11 female, 2 left handed, average age = 22.13 years). All included participants had normal
or corrected to normal vision as tested with a Snellen pocket eye chart (20/30 cutoff). All
participants were self reportedly free of neurological, psychological or substance abuse
disorders. All methods were approved by the CUNY Institutional Review Board.
Experimental Paradigm
The task consisted of a simple oddball paradigm where participants watched for and
responded to rare targets in a stream of displays containing sets of 51 oriented lines arranged into
a circular configuration. Participants performed two blocks: an ensemble block where they were
asked to attend to the overall average orientation of the items and respond to oddballs in which
the average orientation shifted clockwise, and an individual block where they were asked to
attend to the orientation of a single item within the group that was cued by a subtle semi-circle,
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and to respond when that item tilted clockwise. In both blocks, 60% of trials contained standard
stimuli, 20% contained an ensemble oddball where the average orientation was shifted
clockwise, and 20% of trials contained an individual oddball where only the individual item was
tilted clockwise. Thus, ensemble and individual oddball targets never coincided on the same
display and stimuli were identical across blocks. The only difference between the ensemble and
individual blocks was the property of the sets to which participants were instructed to attend.
Each block was further split into 10 sub-blocks. Within sub-blocks the individually cued item
maintained the same location across trials. A new location for the individual target was randomly
selected each subblock. Individual target location was restricted to the center 16 items, excluding
the 4 closest to fixation.
Stimuli

Figure 1: Example displays for the standard (both individual and oddball), the individual
oddball and the ensemble oddball conditions.
See Figure 1 for an example of the stimuli used in this experiment. The circular shape
was defined as an 8x8 grid with the 3 locations in each corner removed. Lines were .8º in length
and were placed into this grid each separated by 1.2º of space as measured from the center of
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each line. The location of each line was additionally jittered up to .38º on each trial ensuring that
stimulus location varied across trials. A small fixation cross was positioned in the center of the
screen during the task.
To discourage strategies where oddballs are detected by searching for extreme individual
items, standard and oddball stimuli were generated to have different means but identical ranges.
This was done by first generating an array with 51 items spaced evenly on a log scale
&

progressing from 0.01 to 0.99, and then passing this array through a logit function (log ('(&)).
The outputted curve was then shifted to have a minimum value of 0 and then warped to have a
range of 0 to 50 to represent the desired range of orientations. The individual target item’s
orientation value of 20º was added to this set, giving an overall mean orientation of 14.68º. For
ensemble oddball stimuli, the values were inverted (by subtracting each item’s value from 50
except for the individual target) so that the distribution, range and individual target matched, but
with a new mean orientation of 35.13º. This resulted in a difference of 20.45º between standard
and oddball averages. For individual oddball stimuli, to match the difference between ensemble
oddballs and standards, the individual stimuli’s orientation was also shifted 20.45º, and the
remaining stimuli were correspondently shifted a small and evenly divided amount to maintain
the same overall average for the full set. These values were then randomly assigned to positions
in the grid described above, with the individual target orientation always placed in the cued
location. Due to a minor error in stimulus production discovered during analysis, on each trial
the rightmost item in each set was not displayed, resulting in one random item from the
calculated sets being excluded. Importantly, because the missing item was always peripheral (far
top-right of the set), the individual target was never affected. Careful analysis of the remaining
stimuli confirmed that this exclusion caused less than 1º of jitter in the average orientation of the
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displays. Due to this, it is expected to have had an inconsequential effect on results in both
conditions.

Procedure
After placement of the EEG cap, participants were seated comfortably in a dimly lit
room. Stimuli were presented on a monitor set to a 60hz refresh rate. Participants completed the
ensemble and individual blocks, with the order counterbalanced across participants. Each block
contained 10 sub-blocks of 75 trials. On each trial the display of oriented lines was displayed for
200ms followed by a 1250-1750 ms interstimulus interval with only the fixation cross present.
Participants responded to individual and ensemble oddballs by clicking the right arrow key.
Between sub-blocks participants were given a break screen to prevent fatigue and eye strain.
When they were ready to continue, they could press any key to resume the experiment. Overall
for each condition (ensemble, individual) participants completed 750 trials with 150 being
oddball and 600 being standard displays. Each condition was preceded by a practice session (the
length of one or two sub-blocks) to ensure participants understood and were prepared for the
task.

EEG Recording and Preprocessing
EEG data was collected using a Neuroscan 64 channel Quik-cap, with electrodes
organized using the extended 10-20 system using CZ as an online reference. Impedance for all
electrodes was verified to be below 25 kΩ before beginning recording for each condition. Data
was sampled online at 1000 Hz. Offline analysis was carried out using the FieldTrip and
EEGLAB toolboxes and custom written MATLAB scripts (Delorme & Makeig, 2004;
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Oostenveld, Fries, Maris, & Schoffelen, 2011). Only trials with correct responses were used.
Trials with missed oddballs, or false alarm responses to standards or the oddballs in the
unattended condition were excluded for the EEG analysis. Epochs were defined as 500ms before
to 1000ms after stimulus onset. Data was filtered from .1 to 100 Hz using two-pass Butterworth
filters, as well as notch filtered to remove 60hz line noise. Data were re-referenced to linked
mastoids, linearly detrended and baseline corrected to the pre-stimulus activity. Data was next
subjected to independent component analysis (ICA) using EEGLAB’s “runica” function,
allowing us to visually identify and remove artifacts related to eye-blinks and temporal muscle
movements for each participant. A final step of artifact rejection was carried out by calculating
the absolute amplitude in each trial, and excluding all trials exceeding +/-80 mv. The full 500ms
baseline was used while cleaning data to ensure reliability during ICA (Groppe, Makeig, &
Kutas, 2009). After cleaning, data were re-baseline corrected to the 100ms pre-stimulus period.
We planned to interpolate channels if overly noisy channels were found, but this was
found to be unnecessary for any participants to reach a satisfactory level of cleaned data. We
further planned to exclude participants who were left with fewer than 75 trials in any condition
after cleaning, but all participants had sufficient data to surpass this threshold and thus all
participants were included in the study (average clean and correct trials used in analysis for
ensemble standard = 397; for ensemble target = 127.5; for individual non-target in ensemble
condition = 131.7; for individual standard = 391.6; for individual target = 125.28; for ensemble
non-target in individual condition = 130.5).
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Behavioral Analysis
In order to test for behavioral differences between conditions we analyzed accuracy and
reaction time. Accuracy was defined simply as the percentage of correct responses to an oddball
out of the total number of oddball stimuli (150). Misses and false alarms were also recorded.
Reaction time was defined as the latency to response post stimulus onset. For reaction time
analyses response times with a z-score ±2.5 were excluded. Reaction time results in the
behavioral analysis are reported using mean reaction times. For the correlations between reaction
times and ERP latencies we used the more appropriate median reaction time (Luck, 2014).
Comparisons of accuracy and reaction time across conditions were made using paired t-tests.

ERP Analysis
Analysis of ERPs was carried out in a parietotemporal region (CP1, CPZ, CP2, P1, PZ
and P2) for P3b components, and an occipital region (PO7, PO5, PO3, POZ, PO6, PO8, O1, OZ,
O2) for earlier visually evoked components (N1, P1, N2 and P2). This resulted in selected
windows of 300-1000ms for the P3b, 65-130ms for the P1, 130-215ms for the N2, 215-285 for
the P2 and 285-390 for the N2 components. The regions of interest and time windows chosen
were each defined prior to analysis to avoid bias, using a waveform collapsed across oddball
conditions (Luck & Gaspelin, 2017). P3b difference waves were also calculated by subtracting
the respective standard ERP from each oddball ERP in each condition.
Component latencies were calculated using signed 50% area latency, a method that
involves identifying the time point where the area under the component of interest can be split to
be equal on both sides. 50% area onset latency, as compared to peak latency measurements, is
more resistant to error introduced by high frequency noise or variability across subjects as
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compared to peak latency measurements, and thus is generally considered a more reliable
measure of component latency (Liesefeld, 2018; Luck, 2014). To ensure accurate measurement
area was calculated only for the positive (for P1, P2 and P3) or negative (for N1 and N2)
segments for each component. While 50% area latency is the most rigorous method, we also
report the peak and 50% onset latencies, with which we found similar results. The amplitude for
each component was measured as the mean amplitude within the defined windows. Similarly to
50% area latency, mean amplitude shows greater resistance to noise and inter-trial variability as
compared to peak amplitudes (Luck, 2014). Again, we report peak amplitude measures as well.
All statistical comparisons were made using paired t-tests.
Note that as our paradigm was primarily designed to elicit P3b components, upon visual
inspection of the data we detected a fair amount of noise in the early components for a number of
participants. To account for this, we excluded any participants whose peak measurements for
particular component exhibited the incorrect polarity (for example no positive activity in the
defined P1 window). This left a still sufficient number of participants for analyses in all tests,
with 23 participants for our P1 analysis, 30 for the N1, 22 for the P2 and 16 for the N2. All
participants exhibited positive activity within the P3b window, and thus none needed exclusion
for those analyses. Statistics reported here have the participants showing noisy data excluded,
however we found similar results when including all participants. Note that due to the different
samples for each analysis, the grand averages displayed in all figures include all subjects.

MVPA Analysis
Multivariate pattern analysis (MVPA) was implemented using the ADAM toolbox
(Fahrenfort, van Driel, van Gaal, & Olivers, 2018) to compare classification accuracy for
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ensemble and individual oddball trials against their respective standard trials. The same
preprocessed and cleaned data from our ERP analysis was used again for the MVPA, albeit
resampled to 256 Hz to facilitate processing. Linear discriminant analysis was performed for
both of these comparisons using a 10-fold cross-validation procedure using data from all scalp
channels. In this procedure, data for each comparison were split into 10 equal folds, and
classification was performed by training on 9 and testing on the remaining fold. Each individual
fold was used once for testing. Performance was averaged across each of these tests. Due to the
different number of trials in the standard and oddball conditions, we performed oversampling
using the ADASYN method to prevent classification bias towards the standard condition
(Fahrenfort et al., 2018; He, Bai, Garcia, & Li, 2008). Classification performance was measured
using area under the curve (AUC), a more sensitive measure of classification accuracy than raw
classification accuracy (Fahrenfort et al., 2018). Performance was then tested against chance
(50%) to judge the timepoints at which the classifier was successfully able to differentiate
oddball trials from standards. Cluster-based permutation correction with 1000 iterations was used
to correct for false positives (see Fahrenfort et al., 2018; Maris & Oostenveld, 2007 for more
details on this method). Finally, paired t-tests on 50% onset latency measures were used to
compare the latencies for successful classification of ensemble and individual trials.
In addition to the standard classification, we performed a temporal generalization analysis
(King & Dehaene, 2014). Temporal generalization offers a way to visualize the dynamics of
activity present in the signal by testing how well training for each individual timepoint extends to
successful classification for the other timepoints within the signal. This can then be visualized
using a color map plot with the y-axis representing testing times and the x-axis representing
training times. Here the diagonal will show the typical classification (training and testing on the
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same time points) and the results off diagonal will show how well training extends to other time
points. Temporal generalization used the same methods as described for the above analysis, but
with testing repeated for each time point and 1000 iterations of cluster-based permutation testing
to correct for false positives. To compare generalization across conditions, the output data for the
individual condition was then subtracted from the ensemble condition, (and once more corrected
using cluster-based permutation testing) to create a difference map.

Results

Behavioral Results

Figure 2: Accuracy and reaction time results for detecting individual and ensemble oddballs.
There was no difference in accuracy but there was a difference in reaction times, with oddballs
detected faster in the ensemble condition.
See Figure 2 for behavioral results. Analysis of the behavioral data revealed that participants
were equally accurate at responding to ensemble and individual targets, indicating that difficulty
was appropriately matched across conditions (t(31) = 1.43, p = .16, d = .25). Reaction time was
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different between conditions, with responses to the ensemble oddballs being significantly faster
despite participants being instructed to focus on accuracy rather than response speed (t(31) =
2.98, p = .0055, d = . 53). No differences were found between conditions for false alarms (t(31) =
.54, p = .60, d = .10), or for misses (t(31) = 1.43, p = .16, d = .25).
Together these results support that the difficulty of each task was roughly similar,
suggesting that any effects found on the latency and amplitude of the P3b component are
unlikely to be due exclusively to difficulty in the task. Furthermore, they provide initial support
for the hypothesis that despite difficulty being matched across conditions, ensemble properties
may become available for response more rapidly than individual object properties.

ERP Results

a)

b)
Ensemble oddball
Individual oddball
Ensemble standard
Individual standard

Ensemble oddball
Individual oddball

Figure 3: Grand average ERP results taken from parietal electrodes showing the P3b
components (a) and the difference between oddball and standard for the ensemble and individual
conditions (b).
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Ensemble oddball
Individual oddball
Ensemble standard
Individual standard

Figure 4: Grand Average ERP results taken from occipital electrodes showing the early visual
components. Note that the displayed grand average includes all participants despite exclusions
made in the analysis.
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Table 1: Event related potential statistics
Parietal Components
Channels: CP1, CPZ, CP2, P1, PZ and P2
Latency measures
50% area latency
P3
50% amplitude onset latency
n = 32
Peak latency
P3
50% area latency
difference 50% onset latency
n = 32 Peak latency

t
-3.48
-3.06
-2.63
-3.21
-3.56
-2.01

p
.002
.005
.013
.003
.001
.053

d
-.61
-.54
-.47
-.57
-.63
-.36

Amplitude measures
t
p
** Average amplitude
2.42 .021
** Peak amplitude
2.24 .033
*
** Average amplitude
.82
.42
** Peak amplitude
1.11
.27
†

d
.43
.40

*
*

.15
.20

Occipital Components
Channels: PO7, PO5, PO3, POZ, PO6, PO8, O1, OZ, and O2
Latency measures
P1
n = 23
N1
n = 30
P2
n = 22
N2
n = 16

50% area latency
50% amplitude onset latency
Peak latency
50% area latency
50% amplitude onset latency
Peak latency
50% area latency
50% amplitude onset latency
Peak latency
50% area latency
50% amplitude onset latency
Peak latency

t
-1.27
-.99
-.81
-.06
.33
.68
-.04
1.3
.05
-.08
-.29
.30

p
.22
.33
.43
.95
.75
.50
.97
.21
.96
.94
.78
.77

d
-.26
-.21
-.17
-.01
.06
.12
-.01
.28
.01
-.02
-.07
.08

Amplitude measures
t
p
Average amplitude
1.03
.32
Peak amplitude
.75
.46

d
.21
.16

Average amplitude
Peak amplitude

-.22
.69

-.04
-.07

Average amplitude
Peak amplitude

-5.04 < .001 -1.07 ***
-4.45 <.001 -.95 ***

Average amplitude
Peak amplitude

-4.70 <.001 -1.17 ***
-4.15 <.001 -1.04 ***

.83
.40

All statistics listed here are comparisons between ensemble and individual oddball ERPs.
* <.05, ** <.01, *** <.001, † Trending.

See Figure 3 and Table 1 for ERP results. P3b components were successfully elicited by
oddballs in both the ensemble and individual conditions, indicating that monitoring statistical
deviants can elicit similar P3b components as individual target deviants. Ensemble P3bs were
further found to have faster 50% area and 50% amplitude onset latencies, as well as higher
average amplitude. Similar effects were found for peak amplitude and latency measurements.
Measuring these effects in the P3b difference waves (oddball minus standard conditions),
significant effects were again found for 50% area and for 50% onset amplitude latency, with
peak latency trending. Notably differences in mean amplitude were not present for the P3b
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difference waves for either average or peak measurements. No clear effects of the non-target
conditions (i.e. an ensemble oddball in the individual target condition, or vice versa) were found.
The earlier latency of the P3b component for ensemble compared to individual oddball targets is
consistent with our hypothesis that ensemble perception completes more rapidly than individual
object perception. These results are unlikely to be explained by difficulty differences since the
accuracy of the two conditions was found to be well matched.
P1, N1, P2 and N2 components were also analyzed over occipital electrodes, excluding
participants without clear components, to investigate possible differences in early visual
processing (Figure 4). See Table 1 for the resultant statistics. No components showed any latency
differences between ensemble and individual oddballs for 50% area, 50% amplitude or peak
latency measurements. P1 and N1 also did not show amplitude difference for either average or
peak measurements. However, for the P2 and N2 components we found significantly lower peak
amplitude and mean amplitude in the ensemble condition as compared to the individual
condition. Again, similar results were found for all measurements with all subjects included.
These differences in P2 and N2 amplitude may reflect differences in the distribution of attention
between the ensemble and individual conditions, affecting early processing in early visual areas.
To further test the nature of the amplitude difference detected in the P2 and N2, we
subjected each of these measurements to a 2x2 repeated measures ANOVA with condition
(ensemble vs individual) and trial type (oddball vs standard) as levels. Here we found for both an
effect of trial type, with oddballs lower than their respective standards (P2: F(1,21) = 46.998, p <
.001, ηp2 = .691; N2: F(1,15) = 40.961, p < .001, ηp2 = .732), as well as an effect of condition,
with ensembles showing lower amplitude as compared to individuals (P2: F(1,21) = 75.017, p <
.001, ηp2 = .691; N2: F(1,15) = 19.102, p = .001, ηp2 = .56). Interestingly, an interaction was also
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apparent with ensemble oddballs showing a larger difference compared to ensemble standards
relative to the difference between individual oddballs and their standards (P2: F(1,21) = 8.916, p
= .007, ηp2 = .298; N2: F(1,15) = 10.426, p = .006, ηp2 = .410). These results corroborate
differences in P2 and N2 amplitude between the ensemble and individual blocks, possibly due to
differences in attentional distribution between the conditions. Further, due to the observed
interaction, they also suggest that the differences are unlikely to be due solely to the distribution
of attention. Rather, the specific process of processing an ensemble oddball appears to change
signal amplitude as early as the N2 and P2 components.
Finally, we performed tests to see if the P3b effects detected correlated with the reaction
time difference found in the behavioral responses. For this test we compared the 50% area
measurements for each participant with their median response times, as median reaction time is
considered to be an appropriately analogous measurement of the RT distribution (Luck, 2014). A
test of Pearson correlations found significant correlations between both ensemble reaction time
(r(32) = .51, p = .003) and individual reaction time (r(32) = .62, p < .001) and their respective
P3b latencies.

MVPA Results
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Figure 5: Classification accuracy for ensemble and individual oddball trials vs. their respective
standard trials shows that the ensemble condition was classified significantly above chance
(solid lines) earlier than the individual condition. Measurements of classification accuracy for
non-target trials additionally shows that while ensemble non-targets were classified above
chance, individual non-targets could not be successfully decoded. Classification accuracy is
measured using area under the curve. Dashed lines show points of 50% onset latency. For the
ensemble non-target condition onset latency is displayed with an open dot on the x axis, as this
time point was outside the significant cluster.
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Ensemble vs. Std

Individual vs. Std

Testing Time (ms)

Testing Time (ms)

Training Time (ms)

a)

Difference

Training Time (ms)

b)

Testing Time (ms)

Figure 6: The temporal generalization results (a) show that training the classifier at a given
point of time generalized across a range of timepoints for both the ensemble (left) and the
individual conditions (right). However, generalization started earlier in the ensemble condition,
as can be seen by the contrast between the two generalization plots (b).
MVPA analysis was carried out to investigate the timecourse by which ensemble and
individual oddballs could be distinguished from their respective standards. As can be seen in
Figure 5, both were classified accurately above chance, with ensemble oddballs classifiable
starting from 102ms, and individuals classifiable starting from 210 ms. Measures of 50% onset
latency supported that the ensemble condition could be classified earlier in the timecourse (t(31 =
8.97, p < .001, d = 1.59). Interestingly ensemble non-targets, (ensemble oddballs that appeared
in the individual condition, and were thus unattended) could be classified from standards
significantly above chance as well. Individual non-targets could not be classified above chance.
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This provides further evidence that statistical changes in stimuli are detected easily, or
potentially automatically, even when they are not the focus of the task at hand.
Temporal generalization was also calculated to compare the dynamics of ensemble and
individual item processing across time, the results of which are displayed in Figure 6. As can be
seen in Figure 6c, which shows the significant differences between the temporal generalization
for each condition, ensemble classification again both onset earlier, and showed a wider window
of generalization. These results support that while both ensemble and individual conditions show
evidence of sustained activity during the processing of perceptual information, the ensemble
condition shows a stronger and more sustained pattern of generalization.

Discussion
In the current study, we compared the timing by which the visual system computes
ensemble and individual object properties, using P3b components measured with EEG. P3b
components showed significantly earlier latencies when participants processed ensemble
oddballs, as compared to individual oddballs, within the same displays. Additionally, reaction
times to ensemble oddballs were faster than to individual oddballs and were significantly
correlated with the latency of the P3b components. We further found, using MPVA, that trials in
which participants attended to ensemble oddballs could be classified accurately at earlier
timepoints in the signal. Finally, we found no clear latency differences in the early evoked peaks
observed over occipital areas, although we did observe lower amplitudes for the P2 and N2
components in the ensemble condition. Altogether, these results support the hypothesis that
ensemble perception occurs rapidly and that the ensemble percepts become available more
rapidly than individual object percepts.
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P3b latency was selected as a primary measure in our task, as it is a well-studied potential
understood to provide a useful index of the completeness of perception (Polich, 2007). The P3b
is often thought to mark stimulus detection and evaluation (Kutas, McCarthy, & Donchin, 1977).
This has been shown by how the components’ latency is influenced by such varied factors such
as the presence of noise and distractors, as well as overall task difficulty (Kutas, McCarthy, et
al., 1977; Magliero et al., 1984). While debate still stands as to the extent to which the
interpretation of P3b latencies can be extricated from response-related processing (Verleger,
1997; Verleger, Jaśkowski, & Wascher, 2005), the component’s latency is nevertheless accepted
as a marker of the length of earlier perceptual processing. Thus, it offers a useful avenue to
explore the timing of ensemble perception in vision, by providing a well-defined index of when
stimulus processing has reached a point where a functional statistical representation is available.
There were no differences in accuracy across conditions in our behavioral results, which
suggests that our results cannot be attributed to differences in difficulty. Nevertheless, faster
reaction time and P3b latency was observed for the ensemble condition, suggesting that even
when difficulty was matched, ensemble processing could proceed more quickly. In other words,
despite attending to all the items in the display, and calculating an average property requiring
information from all items, the overall average could be perceived more quickly than when focus
was restricted to a single target. Additionally, we found in our results a clear correlation between
P3b latencies and reaction times, providing further evidence that the faster perception of
ensemble statistics can further be directly related to the ability to act more expediently in
response to statistical information.
Our analysis of visual components (P1, N1, P2 and N2) showed no differences in latency
suggesting that the P3b differences are not a consequence of timing differences early in
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processing. This suggests that initial feature registration between the two conditions may be very
similar. However, we did observe differences in amplitude between the ensemble and individual
conditions, with ensemble oddballs producing lower amplitude. These differences are consistent
with the possibility that ensemble and individual processing may result in different type of
computations within early visual areas, for example the pooling of activity in specifically feature
responsive areas of visual cortex (Treisman 2006, Hochstein, 2018).
The multivariate pattern analysis results further confirm and expand upon the latency
differences observed in the ERPs. When trained on patterns drawn from the full scalp activity,
ensemble oddballs could similarly be classified from standards significantly at earlier timepoints
as compared to individual oddballs. The increased power of the MVPA revealed also that the
ensemble oddballs were decodable as early as 106ms, indicating that the differences in
processing may begin earlier than observable in the ERP results. Interestingly the ensemble nontargets, which were indistinguishable from standards in the ERP analysis, could be accurately
decoded with MVPA, supporting that statistical changes outside the focus of attention can indeed
be processed to some extent. Finally, temporal generalization provides a mapping of the
dynamics of this process over time, indicating that the differences between ensemble and
individual perception can be visualized as a sustained difference in processing. Together, these
results provide additional nuance to the observations made in the ERP analysis.
It is necessary also to consider the differences in attentional distribution between our
conditions and the role they could play a role in our results. Specifically, in the ensemble
condition participants distributed attention across all objects whereas in the individual condition
they narrowly focused attention on the individual cued item. Ensemble coding and distributed
attention have been considered to be largely intertwined (Jackson-Nielsen, Cohen, & Pitts, 2017;
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Treisman, 2006), with studies showing that ensemble processing benefits from attention
distributed in space (Chong & Treisman, 2005) and that it can occur automatically with minimal
attention (Alvarez & Oliva, 2010; Corbett, Wurnitsch, Schwartz, & Whitney, 2012).
Nevertheless, it is possible that attentional distribution affected activity independently of
ensemble coding. The amplitude differences of the P2 and N2 components, could indeed reflect
differences in attentional distribution between the ensemble and individual conditions.
The effects of attention are nevertheless unlikely to contradict the main results of our
study. Firstly, the interaction observed in P2 and N2 components suggests that the presence of
the ensemble oddball caused additional changes in their amplitudes, suggesting that attentional
distribution cannot entirely be the cause of the differences found between tasks. Furthermore, in
comparing the parietal difference waves calculated between oddball and standard conditions
(which were matched for attentional distribution) the amplitude difference between ensemble
and individual conditions disappeared, but the latency effect remained. Together, these results
suggest that while attentional deployment may have influenced overall amplitude differences
between ensemble and individual conditions, it is unlikely to have accounted for the latency of
P3b results or MVPA classification results which relied on a comparison of standards and
oddballs.
The finding that ensemble perception can proceed more quickly than individual object
processing has important ramifications for how ensemble perception is situated in theories of
visual hierarchical processing. A number of theories position ensemble perception as an early
type of processing, a first pass to help categorize stimuli (Utochkin, 2015) or otherwise provide a
high level sense of the world (Hochstein & Ahissar, 2002; Hochstein et al., 2015). Our results
lend support to a fundamental premise of these theories, showing that statistical outputs from
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visual processing become available more rapidly than individual object percepts. Strikingly here,
the P3b latency was earlier even though the individual object property tested (orientation) was a
relatively low-level feature. While our results suggest that overall processing time for ensembles
is faster than for individual objects, they do not pinpoint the exact stage at which this difference
arises. However, these findings do narrow the range of investigation by supporting that it is
likely a difference in specifically early visual areas. Computational modeling of the expected
activity in these areas, along with EEG and MRI paradigms offer compelling future routes for
future investigation.
Altogether, our study takes important steps in testing the timing of ensemble perception
using neuroimaging. Despite a rich literature exploring the speed of ensemble perception using
behavioral designs, few studies have tested the dynamics of this process directly with EEG. Our
results complement and extend prior findings, supporting ensemble perception as a fast, early
visual process, that can even surpass the speed of individual item perception. These results offer
compelling support for ensemble perception as an essential element of vision, providing a rapid
summary of a frequently complex visual world.
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The Outlier Paradox: The Role of Iterative Ensemble Coding in Discounting Outliers

Abstract
Ensemble perception—the encoding of objects by their group properties—is known to be
resistant to outlier noise. However, this resistance is somewhat paradoxical: how can the visual
system determine which stimuli are outliers without already having derived statistical properties
of the ensemble? A simple solution would be that ensemble perception is not a simple, one-step
process; instead, outliers are detected through iterative computations that identify items with
high deviance from the mean and reduce their weight in the representation over time. Here we
tested this hypothesis. In experiment 1, we found evidence that outliers are discounted from
mean orientation judgments, extending previous results from ensemble face perception. In
experiment 2, we tested the timing of outlier rejection by having participants perform speeded
judgments of sets with or without outliers. We observed significant increases in reaction time
when outliers were present, but a decrease compared to no-outlier sets of matched range
suggesting that range alone did not drive reaction times. In experiment 3 we tested the timing by
which outlier noise reduces over time. We presented sets for variable exposure durations and
found that noise decreases linearly over time. Altogether these results suggest that ensemble
representations are optimized through iterative computations aimed at reducing noise. The
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finding that ensemble perception is an iterative process provides a useful framework for
understanding contextual effects on ensemble perception.
Keywords: ensemble perception, outlier rejection, iterative processing, reaction time, visual
masking

Public Significance Statement
Ensemble perception, the perception of objects by their group properties, is a mechanism
by which the visual system may compress large amounts of information in visual scenes. In this
study we examined how ensemble estimates discount outliers, which poses a paradox since
outliers themselves are identified based on ensemble properties. Our proposed solution is that
ensemble perception is an iterative process, identifying and rejecting outliers over time. Our
results provide novel insights into how ensemble perception operates—rather than giving a
single snapshot summary of complex visual scenes, ensemble perception provides a continuously
unfolding, self-correcting summary.
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Introduction
Leaves on a tree, cars on the highway—the visual environment contains many groups of
similar but distinct objects. These object groups can be efficiently and effortlessly summarized
by their statistical properties, such as the mean size of the leaves or the mean speed of the cars. A
large body of literature shows that the visual system can economically represent object groups by
extracting their statistical properties (Alvarez, 2011; Ariely, 2001; Whitney & Yamanashi Leib,
2018). This phenomenon, termed ensemble perception or statistical processing, has been
demonstrated in several feature dimensions, such as size (Ariely, 2001; Chong & Treisman,
2003), speed (Watamaniuk & Duchon, 1992) orientation (Dakin & Watt, 1997; Hochstein,
Pavlovskaya, Bonneh, & Soroker, 2018), color (Maule & Franklin, 2015), location (Alvarez &
Oliva, 2009), as well as for complex properties such facial expression (Haberman & Whitney,
2009), identity (De Fockert & Wolfenstein, 2009), and lifelikeness (Yamanshi Leib,
Kosovicheva, & Whitney, 2016). Most studies show encoding of the statistical mean, although
recently more studies have shown that the range and variance of sets is also accurately
represented (Hochstein et al., 2018; Khayat & Hochstein, 2018; Lau & Brady, 2018).
Importantly, ensemble perception seems to proceed quickly and efficiently, yielding statistical
summaries of large amounts of information that would otherwise overload our limited capacity
attentional resources (Ariely, 2001; Chong & Treisman, 2003; Cohen, Dennett, & Kanwisher,
2016; Yamanshi Leib et al., 2016).
Several studies have suggested that individual objects’ properties can be aggregated into
an ensemble representation without being stored individually. Ariely (2001) showed that
participants could accurately report the mean size of a set of circles even though they could not
accurately recognize individual objects that were presented in the set. Subsequent studies
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extended these findings to sets of faces, showing that participants could judge the average
emotion of the faces while being unable to detect emotional changes in individual
faces (Haberman & Whitney, 2011). Ensemble perception has also been shown to be unimpaired
by visual and verbal working memory load, supporting that the process is not subject to working
memory limitations typically found for individual objects (Bauer, 2017; Epstein & Emmanouil,
2017). These results are consistent with models of ensemble perception as a rapid process that
pools information across objects and does not require individual object encoding or binding of
individual object features (Alvarez, 2011; Hochstein & Ahissar, 2002; Treisman, 2006).
At the same time, evidence exists that individual objects are discounted from mean
representations when their properties deviate substantially from the group mean. Haberman and
Whitney (2010) showed participants groups of twelve faces that varied in facial expression, two
of which were emotional deviants. Participants were asked to adjust a face probe to the average
expression of the group. The distribution of participants’ responses indicated that they were
filtering out the emotional deviants from their mean estimates. Furthermore, Haberman and
Whitney showed that emotional deviants did not pop out, suggesting that the filtering of the
outliers was not based on a conscious strategy of discounting items that strike subjects as
“oddballs.” Therefore, although objects are not individually encoded in ensemble perception,
they can be filtered from the mean representation based on their individual properties.
The finding that outliers are filtered from ensembles suggests that ensemble processing is
not always faithful to the raw information in the image but is rather biased against individual
items that may not be part of the group or may be noisily represented. However, the mechanism
by which outliers are identified and filtered out remains a puzzle. Since outliers are defined by
their deviation from the set mean, it follows that they must be excluded only after set statistics
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have already been computed. On the other hand, if ensemble statistics precede outlier detection,
then it would be impossible that they filter out outliers. In the current study we test one possible
solution to this apparent paradox: the idea that ensemble perception is a continuously updating
process and that outliers are filtered out through iterative ensemble computations.
We reasoned that if outlier noise is removed through iterative processing, then estimating
the mean of ensembles should take longer when outliers are present. Moreover, estimates of the
mean should vary over time, with estimates made under short exposures showing larger bias
towards the outliers than estimates under long exposures, which afford more time to “clean” the
outliers from the statistical summary via iterative steps of processing. These hypotheses were
tested in three experiments. In experiment 1 we verified that outliers are filtered out when
processing mean orientation, in the same way they are discounted from estimates of mean facial
expression. In experiment 2 we tested whether ensemble estimates are slower when outliers are
present and whether such reaction time differences are due to the increased range that sets with
outliers typically exhibit. In experiment 3 we varied exposure duration and observed the degree
to which outliers are included in ensemble estimates as a function of time.
To anticipate the results: consistent with previous findings, we observed that outliers are
filtered out of average orientation estimates, even though they are not entirely excluded. These
effects are not solely due to increased range, since outlier displays produce a different pattern of
responses compared to displays of matched range. Finally, outliers are progressively filtered out
over time, with early estimates showing a strong outlier bias and later estimates showing almost
no outlier bias. Altogether, the results support the idea of ensemble perception as an iterative
process with the capacity to continuously update and filter out noise.
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Figure 1: Task Examples. Paradigms for experiments 1, 2 and 3 are shown here. Orientations and
relative sizes are direct examples from each experiment, but overall size has been exaggerated for clarity.
a) In experiment 1, participants viewed ensembles where outliers were present or absent, and indicated
their judgement of the average tilt using an adjustable probe. Here stimuli with no outlier present are
shown. b) In experiment 2, participants performed two blocks—an adjustable probe task, and a speeded
response task. Each task contained an outlier, a no-outlier and a range control condition. Participants
performed these two blocks in a counterbalanced order. Here range control stimuli are shown for the
adjustable probe block, and outlier stimuli for the speeded response block. The outlier stimuli conflict
with the direction of correct response in this example. c) In experiment 3 participants performed a task
similar to experiment 1 with the addition of masking 50, 100, 200, 300 and 500ms after stimulus onset. In
this figure outlier stimuli are shown.

Experiment 1
In experiment 1, we aimed to confirm that outliers are rejected when perceiving the
average orientation of groups of lines. The purpose here was twofold. First, to extend previous
reports of outlier rejection in groups of faces (Haberman & Whitney, 2010) to a basic, low-level
feature of the visual environment: orientation. This extension provides a conceptual replication
of Haberman and Whitney’s results while providing evidence that outlier rejection is a general
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property of ensemble perception across multiple feature dimensions. The second purpose was to
establish the basic design of experiments 2 and 3, which explore the timing of outlier rejection in
more detail.
As this was mostly a conceptual replication of Haberman and Whitney (2010), our
methods were largely adapted from their study with minor adjustments for our orientation
stimuli. Participants viewed groups of lines with varied orientations and were instructed to
indicate the mean orientation using an adjustable probe. For trials with outliers, this allowed us
to compare participants’ error to both the local mean (mean of only non-outlier items) and the
global mean (mean of all items, including outliers). If participants adjust their responses closer to
local means, error will be lower for the local relative to the global measures, suggesting that they
are reducing the weight of outliers in their calculation of the average orientation. On the other
hand, if error is found to be lower for the global relative to the local mean, it would suggest that
participants are weighing the outliers evenly in their statistical summaries. Thus, by comparing
the difference in orientation of the probe to the local and global mean, we can directly test the
extent to which outliers are filtered during ensemble perception. We additionally included a
condition where no outliers were present, allowing the comparison of error between this control
condition and the outlier condition. This was used to test if error could be introduced by outliers,
even if they were partially rejected.
This experiment was carried out in two groups using identical methods aside from a
minor adjustment to how outliers were calculated for the second half of participants (see stimuli
below). Repeated measures ANOVAs with group as a between subjects variable revealed no
differences in performance between groups and no interactions for any of our comparisons (all ps
> .142), and so data were collapsed across groups for the purposes of this report.
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Materials and Methods
Participants
A total of 26 participants (13 female, 2 left handed, average age 21.15, range 18 to 26) were
recruited from Baruch’s student subject pool for this experiment. All were tested and passed a
vision test for normal or corrected-to-normal vision and provided informed consent. All
participants received course credit for participation.
A priori power analysis was conducted in G*Power on data collected from 5 pilot
subjects (Faul, Erdfelder, Lang, & Buchner, 2007). Comparison between Von Mises fits to local
and global error distributions (see below for more details on this procedure) showed an effect
size, measured with Cohen’s d, of .95. This effect size, with an alpha of .05, indicated 11
subjects would be sufficient to achieve .80 power. Due to extra participants recruited to account
for no-shows we slightly exceeded this target in each group of 13 participants, which are
presented together in this experiment.

Stimuli
All stimuli were generated using PsychoPy (Peirce, 2007) and displayed on a Dell CRT monitor
with a 75 Hz refresh rate. The screen was set by default to be grey (#A1A1A1) with a small
white (#FFFFFF) fixation cross displayed in the center. The fixation cross was made invisible
while the adjustable probe was present on the screen. Sets consisted of 12 white oriented lines
(1.6º in length, 5 pixels wide) displayed in a 3x4 grid with the center of each item 3º apart. Item
locations were jittered a small amount (<0.475º) each trial to ensure stimuli were not shown in
the exact same position every trial.
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Orientations for the 12 items within the set were randomly selected from four values
evenly spread across a range of 21.6º. In outlier trials, two items within the set were chosen
randomly, and set to be 72º from the mean of the other items. For the first half of participants,
outlier values were calculated based on the mean of the full set, before two items were removed
to be replaced by outliers. This resulted in the outliers ranging from 63.36º to 79.92º from the
mean of the other items. For the second half of participants outlier values were calculated to
always be exactly 72º from the mean of the non-outlier items. The tilt direction for outliers was
randomly selected on each trial to be to the left or to the right of the set mean. Our stimulus
range was chosen to match the methods reported by Haberman and Whitney (2010). The face
stimuli in their study comprised 150 possible units, item sets displayed contained faces within 18
units of the mean, and outliers were 60 units from the mean. We converted these values to 180
units for orientation by multiplying all values by 1.2, resulting in a range of 21.6º for our sets,
and outlier values of 72º.
Finally, to prevent identical presentation across trials, the orientation of all lines within
sets were adjusted an equal and randomly selected amount each trial. This range was controlled
so that no item could tilt within 10º of horizontal. This ensured that the mean orientation was
unique in every trial while maintaining set distribution and range. Adjustable probes were
presented with a random initial orientation on every trial, to avoid introducing bias to response.

Procedure
Figure 1a shows an example of the task performed in experiment 1. Participants were presented
with a set of 12 oriented lines for 200ms. After presentation of set items, participants were
presented with an adjustable probe, consisting of a single line that could be tilted clockwise and
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counterclockwise using the arrow keys on the keyboard. Participants were instructed to use the
probe to indicate what they perceived as the average tilt of all the lines within the group. The
beginning orientation of the probe was random. Participants were given as much time as required
to adjust the probe and clicked the space bar to confirm their response. After their response, a
screen containing only the fixation cross was shown for a 1000ms inter-trial interval. On half the
trials, stimuli orientations were adjusted so that two objects would exhibit distinct enough tilts
within the sets as to constitute outliers (outlier condition), while on the other half there were no
outliers in the set (no-outlier condition). Participants were presented with 100 trials of each
condition in random order. Every 50 trials participants were given the opportunity to take a
break.

Analysis
Error in the no-outlier trials was measured simply as the difference in degrees between the value
participants indicated with the adjustable probe, and the mean of the items within the set. For
outlier trials, global error was measured as the difference between participant response, and the
mean of all items within the set, and local error as the difference between participant response
and the mean of only non-outlier items within the set. Because orientation data is circular (i.e.
180º = 0º) error was recorded as the smallest difference between response and target considering
both possible directions. For example, if the target mean was 30º and a participant responded
170º, error was calculated as -40º rather than 140º. These calculations produced distributions of
error for each condition to which we fit Von Mises distributions after converting degrees to
radians and converting to a 2π radian space (Bays, Catalao, & Husain, 2009; Berens, 2009;
Haberman & Whitney, 2010). The Von Mises distribution was appropriate to use in this case, as
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orientation is a circular set. To test how well the Von Mises distribution fit the recorded error for
each condition we extracted κ, a measure of precision, from each. These κ values were then
converted to circular standard deviation, measured in radians, for the statistics and figures
reported here. We performed these error analyses using all trials.
Probe adjustment time was measured from the time of stimulus onset. To avoid bias from
extreme responses, trials with response times with a z-value greater than 2.5 were excluded for
the probe adjustment time analyses (on average 2.35% of trials for the no-outlier conditions, and
2.5% of trials for the outlier condition). An additional analysis was carried out measuring local
error with trials split for cases where the outlier was to the left or right of the mean. If error was
unrelated to the direction of the outlier, (i.e. they erred in either direction) it would average out to
zero. If, however, error is biased towards the direction of the outlier, we would see positive
(when biased to the right) or negative (when biased to the left) values. Note that in figures we
present the absolute error biased in the direction of the outlier for ease of visualization.
Comparisons between conditions were made using two-tailed paired t-tests. Comparisons
of the direction of the error were made using one-tailed one-sample t-tests compared against a
test value of 0. Effect sizes for all t-tests are reported with Cohen’s d. Where applicable, error
bars shown have been corrected for within-subject designs using the Cousineau-Morey method,
which involves normalizing the data to remove between-subject differences and multiplying by a
correction factor based on number of within-subject conditions (Cousineau, 2005; Cousineau &
O’Brien, 2014; Morey, 2008). We additionally report descriptive statistics and tests of normality
for our data in Supplementary Table 1, as well as results of nonparametric tests in Supplementary
Table 2, confirming results for any conditions that did not pass tests of normality.

62

Results
a)
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Figure 2: Results for experiment 1. a) Circular standard deviation for Von Mises distributions fit to
participant error when no outliers were present, and to error distributions to the local and global mean
in the outlier condition. Values are in radians. b) Probe adjustment time measured in seconds for
conditions with and without outliers. c) Error biased towards outliers measured in degrees. Absolute
values of the means are shown here. For a) and b) error bars represent standard error using the
Cousineau-Morey method. For c) Error bars represent between subjects standard error. *p<.05,
**p<.01, ***p<.001, †Trending.

See Figure 2 for the results of all conditions. Lower standard deviation was measured for local as
compared to global error distributions (t(25) = -3.995, p < .001, d = -0.78) indicating that
participants reduced the weight of outliers when calculating average orientations. However,
standard deviation was significantly lower for the no-outlier condition compared both to the local
(t(25) = -9.22, p < .001, d = -1.81) and global (t(25) = -14.55, p < .001, d = -2.85) outlier
conditions. Probe adjustment time was also lower in the no-outlier condition as compared to the
outlier conditions (t(25) = -3.06, p = .005, d = - 0.6). In the trial split tests, error was
significantly biased in the direction of the outlier for outliers to the left (t(25) = -3.82, p < .001, d
= -.75) and trending significance to outliers to the right (t(25) = 1.67, p = .054, d = .33) of the
mean.
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Discussion
These results support the hypothesis that participants reduce the weight of outliers when
interpreting the average orientation of a group of lines. However, the improved accuracy in the
no-outlier condition indicates that outlier presence does increase error overall, suggesting that
outlier rejection is partial, rather than all or nothing. Interestingly, even though responses were
not speeded, probe adjustment time was longer for outlier conditions. This finding could suggest
that outliers filtering incurs a processing cost. Note, however, that the outlier displays had also an
increased range compared to the no-outlier displays, which could have contributed to noise in the
ensemble calculation and uncertainty in the response. In experiment 2 we sought to replicate and
extend the results of experiment 1, using a more sensitive measure of reaction time, as well as a
control condition to measure the effect that the increased stimulus range in the outlier displays
may have on the results.

Experiment 2
Following our observation of increased error and probe adjustment to outliers in
experiment 1, we sought in experiment 2 to replicate and more directly measure these effects.
Participants each performed two tasks, designed to measure the effects of outliers on accuracy
and reaction time. In the adjustable probe task, they judged average tilt using an adjustable probe
as in experiment 1, with an emphasis on accuracy. In a second speeded response task they judged
the direction of the set tilt with respect to vertical as quickly and as accurately as possible. For
each of these tasks, in addition to the no-outlier and outlier conditions, we added a third control
condition, in which no outlier was present but the total range of the orientations within the group
matched that of the outlier condition. As range has been shown to influence ensemble coding
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accuracy (Ji, Rossi, & Pourtois, 2018; Maule & Franklin, 2015; Utochkin & Tiurina, 2014), it is
possible that displays with outliers are judged with greater error because of their increased range.
However, if outliers are filtered out, this would effectively decrease set range, allowing outlier
sets to be judged with reduced error compared to non-outlier displays with a similar range. Thus,
by comparing error and reaction time between outlier and range conditions, we can determine if
a unique process underlies ensemble coding when outliers are present. Altogether, this
experiment will allow us to more rigorously test reaction time when outliers are present, as well
as confirm that any effects of outliers on response error or reaction time are not solely due to the
increased range in the set (Utochkin & Tiurina, 2014).

Materials and Methods
Subjects
17 participants (11 female, 1 left handed, average age 20.18, range 18-25) were recruited from
Baruch’s student subject pool for this experiment. All participants passed a vision test for normal
or corrected-to-normal vision and provided informed consent. One participant exhibited low
accuracy in the speeded response task (average accuracy = 36.11%) and was thus excluded from
both tasks. As a primary effect of interest in this experiment was again the differences between
fits to local and global error distributions, we utilized the same power analysis described for
experiment 1 indicating that 11 participants would be required to achieve .80 power. Extra
participants recruited to account for potential no-shows resulted in a final sample size of 16.
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Stimuli
Stimuli were identical in size, shape, and location as those described in experiment 1. For the
adjustable probe task, set orientation values were generated using similar procedures as to those
described in the methods for experiment 1 with orientations randomly selected from 4 values,
and two items randomly selected to be 72º from the mean of the other items for the outlier
condition. Outlier direction relative to the mean was again randomized on each trial (while
maintaining set range and item distribution), and set orientations adjusted an equal and randomly
selected amount on each trial, with a restricted range so that no items fell within 10º of
horizontal. Unlike experiment 1, however, set properties such as range and relative distribution
of items within sets were calculated prior to the experiment and reused for each participant. This
was done to ensure that set ranges in the range control trials could match exactly the set ranges
present in the outlier trials. Values for range control stimuli were determined by calculating the
range of each outlier trial and creating a matching range set with twelve orientations evenly
distributed across that range.
For the speeded response task, stimuli were generated using similar methods to that
described for the adjustable probe task, but with the mean orientation for each set controlled to
be 15º to the left or right of vertical. To ensure that the values were not identical to the adjustable
probe task, new set values were calculated for each participant for the speeded response task.
Range control sets were set to match the range of outlier sets, with items set to 4 evenly
distributed values. All other set properties were identical to those shown in the adjustable probe
task. Vertical cue stimuli used in the speeded response task were identical to set items in size and
shape and were positioned centrally.
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Procedure
Figure 1b shows an example of the adjustable probe and speeded response tasks used in
experiment 2. Participants completed each task in separate blocks, with 3 blocks per task. The
order in which participants performed each task was counterbalanced.
In the adjustable probe task, methods were identical to those described for experiment 1
except for the addition of a range control condition where no outliers were present, but the
overall range of orientations displayed by the stimuli matched that of the outlier condition.
Participants saw a set of oriented lines for 200ms and then provided their estimate of mean
orientation using the adjustable probe, taking as much time as they needed. The initial orientation
of the adjustable probe was randomly determined. Overall participants completed 180 trials (60
for each condition).
In the speeded response task, participants judged the orientation of a set with respect to
vertical as quickly and as accurately as possible. Trials began with a vertical cue (400ms) to
prepare participants for the onset of stimuli and remind them of the vertical reference point. After
a 400ms blank screen the ensemble displays were shown for 200ms. Participants were instructed
to indicate the direction the set was tilted on average using the left and right arrow keys on the
keyboard. Importantly, the direction of the outlier (to the left or right of the average) was set to
align with the direction of the average (left or right of vertical) 50% of the time so that
responding to the outlier could not be used as a strategy. Participants were given unlimited time
to respond but were encouraged to respond as quickly and accurately as possible. After response,
a screen containing only the fixation cross was shown for a 1000ms ITI. As in the adjustable
probe task, participants completed 180 trials (60 per condition).
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Analysis
Performance in the adjustable probe task was measured in the same way as in experiment 1, by
fitting Von Mises distributions to error for each condition and calculating circular SD. All trials
were included when fitting Von Mises distributions. For measurement of response time, probe
adjustment times higher than 2.5 z-value were excluded for the adjustable probe task, probe (nooutlier: 1.98% of trials on average, outlier: 1.67% of trials on average, range control: 2.08% of
trials on average). Response times higher than 2.5 z-value were similarly excluded for the
speeded response task (no-outlier: 2.19% of trials on average, outlier: 3.13% of trials on average,
range control: 3.13% of trials on average). Accuracy within the reaction time task was recorded
simply as the percentage of responses indicating the correct mean direction on the remaining
trials. Response time for both tasks was recorded from stimulus onset. Reaction time
measurements within the speeded response task are reported here with incorrect responses
excluded, however statistics run with the incorrect responses included resulted in similar results
for all tests.
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Figure 3: Adjustable Probe task results. a) Circular standard deviations measured for Von Mises
distributions fit to participant error for all conditions. Results displayed in radians. b) Probe adjustment
time results in seconds. c) Error biased in the direction of the outlier when the outlier was to the left or to
the right of the local set mean. Absolute values of the averages are shown here. For a) and b) error bars
represent standard error using the Cousineau-Morey method. For c) Error bars represent between
subjects standard error. *p>.05, **p>.01, ***p<.001, †Trending.

See Figure 3 for adjustable probe results. Error recorded in this experiment was similar to
that of experiment 1, with lower SD for the local mean as compared to the global mean (t(15) = 7.56, p < .001, d = -1.89). Again, SD was significantly lower for the no-outlier condition as
compared to both local (t(15) = -5.21, p <.001, d = -1.30) and global (t(15) = -8.74, p < .001, d =
-2.18) outlier errors. Additionally, SD was higher in the range condition compared to the nooutlier (t(15) = 11.62, p < .001, d = 2.90), local (t(15) = 5.37, p < .001, d = 1.34). and global
conditions (t(15) = 2.28, p = .04, d = .57). These results replicate experiment 1. Importantly, they
also provide evidence that the error observed in outlier conditions cannot be explained solely by
differences in range. On the contrary, the significantly higher error in the range condition
compared to outlier conditions suggests that in outlier conditions, even if increased range is a
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factor on error, the influence of deviant stimuli can be reduced, effectively reducing the range
and boosting accuracy.
Error towards the outlier was measured again with trials split for outliers in each
direction. Bias towards outliers displayed to the right of sets trended significance (t(15) = 1.65, p
= .06, d = .41) and did not reach significance for outliers to the left of sets (t(15) = -1.06, p = .15,
d = -.26), presumably due to lower power as a result of fewer trials as compared to experiment 1.
Probe adjustment time within the adjustable probe task was similar for all conditions; no tests
reached significance.
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Figure 4: Results for the speeded response task. a) Reaction time for each condition as measured from
stimulus onset. b) Percentage of correct responses for each condition. Error bars represent standard
error using the Cousineau-Morey method. *p<.05, **p<.01, ***p<.001.

See Figure 4 for speeded response task results. Accuracy in the speeded response task
was highest for the no-outlier condition compared to both the outlier (t(15) = 5.19, p <.001, d =
70

1.30) and range control (t(15) = 10.69, p < .001, d = 2.67) conditions. Notably, the range
condition was by far the least accurate (outlier vs range: t(15) = 7.26, p <.001, d = 1.82), again
supporting the hypothesis that error in outlier conditions is not due simply to increased range in
the stimuli. Consistent with the accuracy results, reaction time was fastest in the no-outlier
condition, with significant differences measured both compared to the outlier (t(15) = -4.22, p <
.001, d = -1.05) and range condition (t(15) = -3, p = .009, d = -.75). Responses to the range
condition were also significantly slower than the outlier condition (t(15) = 2.26, p = .039, d =
.57).

Discussion
In Experiment 2 we controlled for range between the outlier and no-outlier displays, in order to
examine whether any effects of the outlier condition could be due to increased range. Indeed,
range has been previously shown to influence ensemble perception accuracy independent of
outliers (Ji, Rossi, & Pourtois, 2018; Maule & Franklin, 2015; Utochkin & Tiurina, 2014). We
found evidence that the outlier condition produced a different pattern of RT and accuracy results
compared to the matched range no-outlier condition. Specifically, the outlier condition produced
decreased errors and faster reaction times than the matched range control. One natural way to
interpret this finding is that discounting outliers effectively reduces the range, which is then
based on remaining items, therefore decreasing the cost of range on RT and accuracy. What
remains unclear is whether outlier filtering was uniquely initiated in the outlier condition
compared to the matched range control, and which specific factors prompted the outlier filtering
process. First, it is possible that outlier filtering was attempted in both conditions based on
increased range, but only succeeded in the outlier condition, contributing to faster reaction times.
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However, it is also possible that outlier filtering only took place in the outlier condition, in which
outliers were tagged by virtue of their separation from the rest of the items in the population
code. We will return to this possibility in the General Discussion.
Experiment 2 therefore replicates and extends the results of experiment 1, suggesting that
the differences observed in experiment 1 were not solely due to range differences. The results
also support the hypothesis that outlier rejection is automatic as suggested by Haberman and
Whitney (2010), or at least intuitively preferable, as participants worked to reject outliers even
when pressured to respond as fast as possible, despite not being explicitly instructed to do so.

Experiment 3
The results of experiments 1 and 2 provide evidence that outliers can be successfully, if
perhaps only partially, excluded from statistical summaries, and that this process influences
reaction time. While this suggests that outlier rejection requires additional steps of processing, a
critical remaining question is the precise timing by which outliers are filtered during ensemble
perception. Here we test this using visual masking at 50, 100, 200, 300 and 500ms after stimulus
onset, to test how ensemble perception in the presence of outliers changes over time. We predict
that ensemble perception is an ongoing process, cleaning its representation over time through
iterative processing. This model makes a clear prediction for how error would adjust over time.
A first pass, with an even distribution of attention, would provide an unbiased statistical average
of all stimuli, with error biased to include outliers. This raw signal would then be used to
redistribute attention to downweigh outliers, resulting in the responses becoming more clustered
around the local mean over time. Importantly, using this method we will be able to gain some
72

insight into the timing by which this occurs. If it is a discrete stepwise process, for example, with
one pass to detect outliers and a second to provide a clear signal, we would predict a stepped or
curved pattern in error over time. Conversely, if it is a continuous ongoing correction, we would
predict a linear effect.

Materials and Methods
Participants
27 participants (15 female, 4 left handed, average age 20.7, range 18–27) were recruited from
Baruch’s student subject pool for this experiment. Participants were compensated with course
credit. To calculate power for the main effect of local vs global error in experiment 3, we used
PANGEA, an open source application designed specifically to conduct power analyses for
ANOVA designs (Westfall, 2016). We anticipated potentially increased noise in this experiment
as compared to Experiments 1 and 2, due to the short masking latencies and fewer trials per
condition. For this reason, we carried out a power analysis using a more conservative effect size
of d = .475 (one half of our pilot effect size). The power analysis found that 26 participants
would be sufficient for .80 power. We recruited 27 to account for potential no shows. One
participant was excluded due to self-expressed eyestrain which caused difficulty completing the
task, resulting in n=26 for data reported here.

Stimuli
Due to the timing required for this experiment, we used an alternate KDS monitor that could be
set to a 60hz refresh rate. This was required to display stimuli for exactly 50ms. Stimulus
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properties were identical to those described for the adjustable probe block in experiment 2,
including randomizing outlier direction and adjusting set orientations an equal and randomly
selected amount on each trial, while maintaining set range and distribution. As in experiment 2,
set properties were defined before the experiment, so that sets with identical ranges and
distributions could be repeated for each masking latency condition. This was done to ensure that
any recorded differences in accuracy and reaction time could not be due to differences in set
distribution or range.
Visual masks were structural masks constructed with 750 variably oriented lines identical
in size and shape as those used in the experiments, with their centers randomly positioned in a
10x10º square in the center of the screen. Twenty of these masks were generated prior to this
experiment and saved as lossless images, with a randomly selected mask used for each trial. This
ensured that participants would largely experience the same masks, but that masks would not be
identical over the course of trials.

Task
The task was again similar to that described earlier for accuracy conditions in previous
experiments, but with the addition of visual masking at stimulus onset asynchronies (SOAs) of
50, 100, 200, 300 and 500ms. Stimuli were kept on the screen for the full SOA before masks
appeared. Masks were displayed for 150ms immediately followed by an adjustable probe.
Participants were given as much time as required to respond. See Figure 1c for an example of the
paradigm used for this experiment.
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As we were primarily interested in the timing of outlier rejection, and in order to keep
the experiment at a manageable length, all trials in experiment 3 included outliers. Participants
were presented with 40 trials at each masking latency, resulting in 200 trials overall.

Analysis
As described earlier, Von Mises distributions were fit to local and global error to allow
measurements of circular SD. Again, no trials were excluded in calculation of local and global
error. A 2x5 repeated measures ANOVA (local and global SD x 5 masking latencies) was used
to test for main effects and interactions. To ensure the accuracy of planned contrasts, we
designed the ANOVA to use a polynomial contrast with a metric specifically accounting for the
unequal spacing of the masking latencies. Effect sizes for all tests are reported as partial eta
squared. Follow up paired sample t-tests for each individual masking latency were additionally
run between local and global SD to determine at which time points specifically this difference
could be seen.
Error data was again split by outlier direction for each masking latency to determine how
much local error was biased towards the outlier for each processing duration. For this experiment
error was collapsed across bias direction due to fewer trials per condition. As described above, a
2x5 repeated measures ANOVA was used to test for main effects, again using a polynomial
contrast accounting for unequal spacing of the masking latencies. Where violations of sphericity
were detected, Greenhouse–Geisser corrections were applied. Follow up one-sample t-tests were
used to test bias towards the outlier at each actual masking latency.
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Figure 5: Results for experiment 3. a) Circular Standard Deviations of Von Mises distributions fit to participant error to local
(blue, solid) and global (orange, dashed) mean values. Asterisks mark results of paired t-tests between measures. b) Error biased
in the direction of the outlier, combined for outliers to the left and right of set means. Asterisks mark results of one-sample t-tests
against 0. Error bars represent standard error using the Cousineau-Morey method. *p<.05, **p<.01, ***p<.001.

See Figure 5 for results from experiment 3. The repeated measures ANOVA showed clear main
effects of local vs. global (F(1,25) = 53.77, p < .001, ηp2 =.68), supporting that error was lower
for local estimates. The effect of masking latency was also significant (F(3.05,76.33) = 25.08, p
< .001, ηp2 =.50) suggesting that error decreased overall with increased exposure. Follow up
paired t-tests showed that local SD was significantly lower than global SD for each individual
masking latency (all t(25) < -3.99, all p < .001, all d > -0.78). An interaction between
local/global SD and masking latency was also found (F(3.24,81.09) = 8.25, p < .001, ηp2 =.25)
indicating that local error reduced more compared to global error with longer stimulus durations.
Tests of within-subjects contrasts revealed a linear (F(1,25) = 43.37, p < .001, ηp2 =.63) as well
as a quadratic (F(1,25) = 34.24, p < .001, ηp2 = .58) trend for masking latency. Higher order
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contrasts also reached significance but are not discussed further here, as they were not planned.
The interaction also showed a significant linear trend (F(1,25) = 22.72, p < .001, ηp2 = .48)
Critically, the following test of bias towards outliers indicated that bias decreased over
time (F(3.03,75.76) = 2.99, p =.036, ηp2 = .11) and showed a linear trend (F(1,25) = 7.70, p =.01,
ηp2 = .24). Follow up t-tests revealed these differences to be significant at 50, 100, 200 and
300ms (all t(25) > 1.85, all p < .038, all d > .36), but not at 500ms (t(25) = -.34, p = .63, d = .06). Probe adjustment time was similar at all masking latencies (F(1,25) = 2.55, p = .12, ηp2
=.093).

Discussion
Again, our results suggest that outliers are quickly and easily excluded from ensemble
perception, with lower SD even at a 50ms masking latency. However, these results further show
that outliers were increasingly discounted from average calculations over time, with this process
leveling off between 300 and 500ms. The observed linear and quadratic trends provide evidence
that this cleaning is carried out iteratively through ongoing ensemble calculations, potentially
reflecting the use of derived statistics from earlier summaries to inform cleaning used in later
statistical summaries. Together, these results indicate that outlier rejection is an ongoing process,
beginning surprisingly early in ensemble perception and continuing on through multiple
iterations of statistical coding.
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General Discussion
The aim of our study was to explore the temporal dynamics of outlier rejection in
ensemble perception. In experiment 1 we extended results of prior research (Haberman &
Whitney, 2010), showing that outliers are excluded when reporting the average tilt of groups
with varying orientation, albeit with a higher level of error than when no outliers were present.
Additionally, we found that the presence of outliers increased reaction time even while responses
were given with an adjustable probe and were thus unspeeded. In experiment 2 we replicated the
results of experiment 1 and also examined the possible effects of range on our results. The results
showed faster reaction time and improved accuracy in the outlier condition compared to a
matched range control, suggesting that outlier filtering effectively reduces range. Finally, in
experiment 3, we used variable latency visual masking to map the precise timing of outlier
rejection. We found that while outliers were partially discounted even with 50ms presentations,
they were increasingly removed from average estimates over time, and were fully discounted by
500ms post stimulus onset.
Altogether, these results suggest a solution to the apparent paradox of how ensemble
representations filter outlier noise when outliers themselves must be defined by statistical
ensemble properties. Outlier filtering appears to occur through an iterative process wherein
perceived averages with deviant stimuli are refined over time. The idea of ensemble perception
as a continuously updating process is consistent with current theories that postulate that
ensemble perception occurs rapidly but also may adjust over time as attention is redistributed to
objects of interest in the scene (Hochstein & Ahissar, 2002; Treisman, 2006). Here we provide
evidence in support of these theories, showing that initial statistical judgments are based more on
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raw features and only with sufficient processing time are they adjusted to provide an updated,
clean, signal.
The implications of outlier rejection for the mechanism of ensemble perception merit
further discussion. Outlier rejection is technically an error since it produces estimates that are
biased against the raw information in the image. It suggests that ensemble perception applies
inferences in order to derive the true mean of natural groups. This could be adaptive in many
cases in which natural groups appear in close proximity with other objects and must be
distinguished (Utochkin, 2015). It could also make ensemble representations more robust against
noise introduced by items registered with low fidelity in the system (Alvarez, 2011). However, it
could also be maladaptive in cases in which the deviant carries important information or is truly
a part of the group. For example, one yellow leaf on a tree may signify the very beginning of fall
and must not be ignored. It is additionally important to note that participants performed these
corrections despite receiving clear instructions to calculate the overall mean of the set,
suggesting that this process is beyond conscious control. Further corroborating the unconscious
nature of outlier filtering, the longer exposure in Experiment 3 resulted in participants
discounting outliers more effectively as opposed to consciously correcting for the bias against
them. Future research could productively contribute to understanding the biases built into
ensemble perception by varying the degree by which outliers deviate, the frequency of outlier
presence, and how these factors may influence the automaticity with which inferences are
applied. These manipulations could help delineate the criteria that the visual system uses to
define outliers and the flexibility by which these criteria are applied in different contexts.
The current study provides insight into the timing of outlier filtering. To our knowledge
there are no prior studies that have specifically measured outlier filtering over time. However, a
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handful of studies have explored the speed with which statistics are initially computed, and how
the accuracy of the statistics changes over time. Using unmasked displays, Chong and Treisman
(2003) found that mean size estimates were strikingly accurate with exposure durations as short
as 50 or 100ms, and that accuracy improved further with presentations of 1000ms. These
findings were later supported by Haberman et al. (2009) who found that accuracy of ensemble
coding of emotional expression in sequentially presented faces increased with overall exposure
duration to the set. These results were partly corroborated by Li et al. (2016) who observed an
improvement in mean facial emotion discrimination between 50 and 500ms, but also using
diffusion model analysis an inverse quadratic relationship between exposure time and drift rate.
Elaborating on these studies, we found that error does not decrease evenly over time, but rather
that the weighting of individual items within the average are actively adjusted to downplay set
deviants, and that this process appeared to level off between 300 and 500 ms after stimulus onset.
It is important to note that our results are consistent with previous studies in finding
decrements in ensemble processing at short exposure durations. Whiting and Oriet (2011) found
that participants were impaired in distinguishing the trial mean size with masked displays shorter
than 200ms. In our Experiment 3, performance was also least accurate at short exposure
durations. One possibility is that at short exposure durations, due to the noise in the
representation participants rely on information that they would downplay or altogether discard
with more time. In the case of Whiting and Oriet (2011) participants based their responses on the
experiment-wise mean. In our experiment, participants seem to derive noisy estimates from the
set as a whole, including outliers that would be subsequently discounted. Note also, that the
specific parameters of the experiment, including the type of feature tested, could play an
important role on how much information can be extracted at such short exposure durations. Our
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study examined average orientation compared to previous studies using short exposure durations
with average size (Chong & Treisman, 2003; Whiting & Oriet, 2011) and therefore may have
engaged partly different mechanisms, (Haberman, Brady, & Alvarez, 2015).
Taken together, findings that ensemble representations improve with increased exposure
duration and our results that outliers are gradually filtered over time can be explained within the
framework of ensemble perception proposed by Alvarez (2011). Alvarez proposed that ensemble
representations rely on noisy individual item representations but nevertheless achieve high
accuracy as they aggregate information across numerous items. The model also postulates that
individual objects are unevenly weighed in ensemble estimates depending on the variance in
their representation and their task relevance. It is possible that with increased exposure duration,
individual item representations become less noisy perhaps due to repeated measurements. If this
were the case, then mean estimates would become more accurate with time, and outliers would
gradually become distinct from other items and progressively discounted from the group.
A study by Hochstein et al. (2018) provides corroborating evidence that outliers are
detected based on their overlap with other items in the set and suggests that outliers are tagged
by virtue of their separate peak in the population code. In this study, participants either compared
the mean orientation of two sets of oriented lines or detected the presence of an orientation
outlier in one of the sets. Performance in the outlier detection task was best predicted by the
distance of the outlier to the edge of the set range, whereas mean discrimination was independent
of range. The authors suggested that mean and range estimates are computed through the same
population coding mechanism, with the former contributing to set perception and the latter
allowing individual objects to be separated from the set. Importantly, Hochstein et al. (2018)
found that outlier detection incurred longer reaction times compared to set mean calculations.
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These results corroborate the idea that outliers emerge from the population code later than mean
properties, which could also partly explain why they are discounted at longer exposure durations.
The current study is consistent with the results of Hochstein et al. and also suggests that
population coding may change over time, such that outliers become more easily separable from
the set and receive reduced weight in mean estimates.
An interesting question for further research is whether outlier filtering depends on
categorical differences between the outlier and the mean of the set. In the Haberman and
Whitney (2010) study, which presented faces in a continuum of emotions from happy to sad the
outlier was always categorically different (e.g. it was happy when the rest of the set was on
average sad). Similarly, in our study, the outlier was almost always on a different side of vertical
than the rest of the set. Only in the speeded response task of experiment 2, in which participants
made a categorical judgment (whether the mean was to the left or right of vertical), was the
category of the outlier balanced so that it was orthogonal to the correct response. Here, when
splitting data by the direction of the outlier relative to the correct response, we found that
accuracy was lower (t(15) = 4.79, p < .001, d = 1.20) and reaction time slower (t(15) = -2.75, p =
.015, d = -.69) when the outlier was in the opposite direction compared to the same direction as
the local mean. These results align better with the partial filtering account discussed previously
as compared to a categorical rejection account. We note, however, that the categorical responses
in this experiment do not provide a precise comparison of participants’ mean estimates to the
global and local means. Therefore, an experiment that manipulates outlier category and measures
mean estimates using an adjustable probe is needed to better examine this question.
The idea of ensemble perception as an iterative process leads to the question of how, if
ensemble percepts continuously update, a response threshold is met. Studies using reaction time
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measures can shed light on this question. Previously Robitaille and Harris (2011) showed that
reaction time decreases as the number of items within a set increases suggesting that a response
threshold is reached earlier with larger sets. The results of experiment 2 also show that
participants took additional time to filter outliers and to resolve an ensemble of increased range.
Taken together these results suggest that ensemble estimates converge at different times
depending on set size, range, and in our case, presence of deviant stimuli. Importantly, a
response is made only when confidence in the ensemble estimate has been achieved. The criteria
by which participants evaluate ensemble noise at different points in time remain unknown.
Relatedly, whether knowledge about the fidelity of ensemble representations is explicit is an
important question for further research.
One question that remains in the current study is whether deviant stimuli are represented
as individual objects, separately from the ensemble, or they are altogether discounted. Haberman
and Whitney (2010) found that participants were unable to localize or identify emotional
deviants, suggesting that outlier rejection did not depend on a conscious suppression of the
deviant. However, the face stimuli they used were more complex than our orientations and have
been previously shown to be resistant to pop out effects (Brown, Huey, & Findlay, 1997;
VanRullen, 2006; but see Hershler & Hochstein, 2005, 2006). Hochstein et al. (2018) found that
outliers can pop out with sufficient distance from the ensemble range edge. However, they used a
task that instructed participants to explicitly detect the outliers, which could have influenced the
results. Similarly, De Fockert and Marchant (De Fockert & Marchant, 2008) asked participants
to attend to the most extreme items in a display of varying sizes and found an increased
contribution of these items to mean estimates. In contrast, in the current study participants were
never told of the presence of outliers and it is therefore unclear whether these outliers attracted
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attention. Future studies need to test the role of attention, for example by asking participants to
explicitly identify the outliers or detect a target in the spatial location of the outliers. It is possible
that the discounting of outliers and contribution to the mean are modulated by task relevance and
attention. Nevertheless, the encoding of the outlier is an orthogonal issue to the paradoxical
nature of its filtering from ensemble representations.
Our results also contribute to a growing literature exploring the effects of set range on
ensemble perception. In experiment 2 we were specifically interested in testing whether
increased RTs to the outlier displays could simply be due to increased range in the display.
Multiple previous studies have shown that increased range significantly impairs ensemble
perception (Ji & Pourtois, 2018; Maule & Franklin, 2015; Utochkin & Tiurina, 2014)
presumably due to increased noise in the signal. Importantly, Utochkin and Tiurina (2014)
showed that when range was held constant, accuracy remained consistent across set sizes and
distributions, with the clear exception of cases where items were presented with a bimodal
distribution. In these situations, accuracy dropped markedly, likely due to sets being
automatically split into separate groups. Our results contribute to this debate by replicating the
finding that increased range can have a sharp effect on accuracy and reaction time, even while
the set size and overall distribution within the set remains even. However, the contribution of
outliers to observed range effects is clearly distinct in that while outliers may impair accuracy
initially, possibly due to an increased set range, outliers are easily segregated and rejected from
the set. This allows new iterations of calculation on a set with a decreased range (and thus less
noise) that can be performed more accurately. Future studies will have to carefully disentangle
the possibly separable effects of set size, range and distribution on ensemble perception, taking
stimulus presentation time into careful consideration.
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Overall the results help to resolve the paradox of outlier rejection by showing how
ensemble representation serves to both identify and filter outliers. We propose that ensemble
perception takes place via iterative steps of statistical coding wherein initial ensemble percepts
provide raw, unbiased representations of the world that are then corrected over time with the goal
of providing more accurate and stable views. The proposed mechanism has broader implications.
We postulate that adjustments to ensemble representations are made not only away from deviant
items (Haberman & Whitney, 2010) but also towards salient items (De Fockert & Marchant,
2008), or in favor of perceived as opposed to physical individual object properties (Dodgson &
Raymond, 2019; Im & Chong, 2009; Tiurina & Utochkin, 2019). Thus, the idea of iterative
ensemble coding bridges findings that statistical summaries are rapidly available with those that
suggest that they can be systematically biased and that they factor in context parameters which
require more extensive processing.
Our results support the idea that iterative ensemble coding occurs while the displays are
in view, since outlier filtering improved with increased exposure duration in experiment 3.
Iterations may have also continued after display offset on iconic memory representations when
displays were unmasked (experiment 2), incurring a reaction time cost for the outlier compared
to the no-outlier condition (Rensink, 2014). Although it is possible that iterative ensemble coding
continues beyond visual and iconic memory representations, this possibility cannot be evaluated
using our experimental design. Future studies, comparing iterative ensemble coding for trials of
fixed duration (display to probe onset) but varying visual stimulation time are needed to shed
light on the possibility that iterative ensemble coding continues after visual stimulation.
Iterative computations are prevalent in the visual system and are thought to play a role in
several different processes, including the refining of individual object representations (Lamme &
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Roelfsema, 2000) and the emergence of objects into awareness (Dehaene & Naccache, 2001).
For example, metacontrast (Breitmeyer & Ogmen, 2000) and object substitution masking (Enns
& Di Lollo, 1997) is thought to rely on iterative or re-entrant processing that discards the noisy
representation of the masked object in favor of the more robust representation of the mask that
appears in the same location. There are noted similarities between this re-entrant processing and
the iterative processing proposed for ensemble processing in the current study. However, reentrant processing seems to operate on a faster time scale (Enns & DiLollo, 1997), which
suggests that it may engage networks at a more local level. Therefore, it seems more likely that
the two processes are separate, although they may interplay in interesting ways. Future studies
should examine this potential interplay, for example by testing how ensemble representations
take into account masked outliers.
The idea of ensemble perception as an iterative process needs to be rigorously evaluated
in further experiments. One major step in this direction would be to include exposure duration
manipulations in experiments that show biases or corrections in ensemble estimates and measure
how these biases develop over time (e.g. De Fockert & Marchant, 2008). In addition, we propose
that reaction time measures could be useful in understanding the time requirements to resolve
ensemble properties under different task and stimulus conditions. Nevertheless, the idea of
iterative ensemble perception is consistent with existing theories of ensemble perception as a
quickly updating mechanism that serves to guide attention towards more detailed processing
(Hochstein & Ahissar, 2002) and to achieve continuity across time in an ever changing complex
visual world (Manassi, Liberman, Chaney, & Whitney, 2017).
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Supplementary Table 1
Descriptive Statistics

Experiment 1
Mean
Std Error
Variance
Kurtosis
Skewness
Normality (p vals)

Experiment 2
Adjustable
Probe
Mean
Std Error
Variance
Kurtosis
Skewness
Normality (p vals)

Experiment 2
Speeded
Response
Mean
Std Error
Variance
Kurtosis
Skewness
Normality (p vals)

Experiment 3
Mean
Std Error
Variance
Kurtosis
Skewness
Normality (p vals)

No-Outlier
Outlier Local
Outlier Global
(Von Mises SD) (Von Mises SD) (Von Mises SD)
0.39
0.64
0.74
0.03
0.03
0.03
0.01
0.03
0.02
0.88
-0.19
-0.53
0.87
0.23
0.61
0.03
>.05
>.05

No-Outlier
RT (s)
2.18
0.03
0.17
6.29
1.88
<.01

No-Outlier
Outlier Local
Outlier Global Range control
(Von Mises SD) (Von Mises SD) (Von Mises SD) (Von Mises SD)
0.39
0.68
0.82
0.89
0.07
0.05
0.03
0.04
0.01
0.06
0.04
0.04
1.21
-0.16
-0.49
-1.24
1.34
0.73
0.68
-0.24
0.02
>.05
>.05
>.05

No-Outlier
RT (ms)
832.74
32.50
42368.88
1.81
1.57
<.01

Outlier
RT (ms)
916.92
23.36
37019.09
0.74
1.07
>.05

No-Outlier
accuracy
(percent)
96.56%
2.01%
32.03
4.64
-2.20
<.01

Range Control
RT (ms)
1086.83
52.97
200255.17
8.56
2.65
<.01

Outlier
RT (s)
2.27
0.03
0.18
9.13
2.40
<.01

No-Outlier
RT (s)
2.62
0.06
0.95
3.14
1.68
<.05

Outlier
RT (s)
2.69
0.06
0.77
2.00
1.42
<.05

Outlier
accuracy
(percent)
89.38%
1.97%
56.86
0.10
-0.76
>.05

Range Control
accuracy
(percent)
73.33%
2.69%
46.67
-0.11
-0.06
>.05

Outlier Local
Outlier Local
Outlier Local
Outlier Local
Outlier Local
50 ms
100 ms
200 ms
300 ms
500 ms
(Von Mises SD) (Von Mises SD) (Von Mises SD) (Von Mises SD) (Von Mises SD)
0.99
0.77
0.68
0.61
0.58
0.04
0.04
0.03
0.03
0.03
0.09
0.13
0.08
0.06
0.06
0.28
2.90
-0.71
-0.09
0.25
0.84
1.49
0.64
0.93
0.93
>.05
<.01
0.01
<.01
0.04

Range Control
RT (s)
2.65
0.05
0.96
3.48
1.69
<.05

Outlier Global
Outlier Global
Outlier Global
Outlier Global
Outlier Global
50 ms
100 ms
200 ms
300 ms
500 ms
(Von Mises SD) (Von Mises SD) (Von Mises SD) (Von Mises SD) (Von Mises SD)
1.06
0.87
0.80
0.76
0.76
0.03
0.04
0.02
0.03
0.03
0.11
0.12
0.05
0.04
0.05
1.09
5.02
-0.54
-0.38
0.14
1.00
1.87
0.33
0.46
0.38
>.05
<.01
>.05
>.05
>.05

*Note: Kurtosis is reported here relative to zero.
Normality tests were performed using the
Shaprio-Wilk normality test, with a result of
greatar than .05 indicating that the data passed
the normality test. Non-parametric statistics were
run which confirmed results despite violations of
normality (see below). Standard error reported
here has been corrected for within subjects
comparisons (Cousineau, 2005; Cousineau &
O’Brien, 2014; Morey, 2008).

Supplementary Table 2
Non-Parametric Tests
Experiment 1
Wilcoxon Signed
Rank Test p value

Wilcoxon Signed
Rank Test z value

Experiment 2
Adjustable
Probe
Wilcoxon Signed
Rank Test p value

Wilcoxon Signed
Rank Test z value

Experiment 2
Speeded
Response
Wilcoxon Signed
Rank Test p value

Wilcoxon Signed
Rank Test z value

Experiment 3
Friedman's Test P
value
Chi Sq

No-Outlier vs
Outlier Local SD

No-Outlier vs
Outlier Global
SD

Outlier Local vs
Global SD

No-Outlier RT vs
Outlier RT

<.001

<.001

<.001

<.01

-4.43

-4.46

-3.19

-2.76

No-Outlier vs
Outlier Local SD

No-Outlier vs
Outlier Global
SD

Outlier Local vs
Global SD

Range vs NoOutlier SD

Range vs
Outlier Local SD

Range vs
Outlier Global
SD

No-Outlier vs
Outlier RT

Range vs
Outlier RT

Range vs NoOutlier RT

<.001

<.001

<.001

<.001

<.01

0.04

0.179

0.179

0.326

-3.52

-3.52

-3.52

-3.52

-3.36

-2.02

-1.34

-1.34

-0.982

No-Outlier vs
Outlier RT

Outlier vs
Range RT

Range vs NoOutlier RT

No-Outlier vs
Outlier ACC

Outlier vs
Range ACC

Range vs NoOutlier ACC

<.01

<.01

<.01

<.001

<.01

<.001

-2.844

-3.103

-2.844

-3.517

-3.465

-3.519

Local SD

Global SD

<.001

<.001

42.49

42.68
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Chapter Four

Ensemble Coding of Orientation and Motion Features in Visual Cortex

Abstract
A wealth of behavioral research shows that observers can quickly and easily perceive the
statistical properties of groups of visual stimuli, a process referred to as ensemble perception.
The speed of ensemble perception suggests that statistical properties may be calculated early in
visual processing. However, to date only a few studies have directly explored the neural
substrates of ensemble perception. Here, we used functional magnetic resonance imaging to
compare the neural activity underlying ensemble perception of orientation and motion features to
the activity underlying individual object perception of the same features. Participants were
presented with sets of Gabor patches varying in orientation and drifting motion speed and were
instructed to make ensemble or individual object judgments of orientation or motion in separate
blocks. The results showed increased signal in V2 and V3 for ensemble compared to individual
object processing. Furthermore, multivariate pattern analysis showed that activity within these
areas was more diagnostic of the task (ensemble, individual) rather than the feature (orientation,
speed) to which participants attended. Together, these results suggest that statistical summaries
underlying ensemble perception are calculated in part in early visual areas responsible for
processing these features. These findings support theories that ensemble representations are an
integral part of early visual processing, potentially helping to build higher-level scene percepts
before attention is allocated to individual objects.
Keywords: ensemble coding, fMRI, orientation, motion
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Introduction
Ensemble perception, the ability to summarize information about groups of objects,
offers a potential explanation for how we process complex visual scenes despite limitations of
focused attention and working memory. For example, when viewing a large group of Gabor
patches, the average tilt of the group can be judged quickly and intuitively even when individual
objects are difficult to perceive due to set size and crowding (Parkes, Lund, Angelucci, Solomon,
& Morgan, 2001). Several behavioral studies now have shown that ensemble properties are
computed across a large range of features even with limited attentional resources (Ariely, 2001;
Chong & Treisman, 2003, 2005b; Corbett, Wurnitsch, Schwartz, & Whitney, 2012; Whitney &
Yamanashi Leib, 2018). These results in turn have prompted interest in how and where in the
brain these ensemble statistics are calculated.
Cant and Xu (2012, 2015, 2017) carried out a pioneering series of fMRI studies exploring
the neural activity underlying ensemble perception. Using an adaptation paradigm, they found
that ensemble perception of groups of real-life objects (i.e. photographs of flowers or baseballs)
resulted in unique activity in anterior-medial ventral cortical regions related to texture and scene
processing, specifically compared to more typical texture processing. Im et al. (2017) further
explored the visual pathways active during higher-level ensemble perception tasks, in their case
the “approachability” of crowds of faces. Their findings indicate that attention to group
properties results in distinct dorsal path activity (specifically in the intraparietal sulcus, and
superior frontal gyrus) as compared to the ventral path activity (in the fusiform face area) related
to individual face perception. Together, these studies provide strong evidence that ensemble
perception involves processing distinct from that of individual object perception; furthermore,
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they begin to outline regions of interest involved in processing the ensemble statistics of complex
visual scenes.
However, the role of the visual cortex in ensemble perception remains underexplored.
Several models suggest that ensemble processing of basic level features may rely on the visual
areas that preferentially respond to those features. Anne Treisman (2006) proposed that ensemble
statistics reflect the pooled information of feature maps, which presumably correspond to feature
selective areas of the visual cortex. This model suggests that ensemble coding relies on a
distributed mode of attention which yields different types of information from feature maps
compared to focused attention. Whereas focused attention allows us to spatially locate and
integrate object features, distributed attention across several objects gives rise to perception of
ensemble properties and scene gist through a statistical summary output. Hochstein and his group
similarly suggest that ensemble properties arise from population codes, similar to those that
describe activity in motor cortex related to movement planning (Georgopoulos, Schwartz, &
Kettner, 1986; Hochstein, 2016; Hochstein, Pavlovskaya, Bonneh, & Soroker, 2018). The
population coding idea suggests the use of known neural mechanisms for ensemble processing
and provides a compelling explanation for the perception of the mean and range as well as the
detection of outliers. Consistent with Treisman (2006), Hochstein suggests that ensemble
properties do not require focused attention, but they are rather computed in a preliminary pass of
visual information which occurs rapidly before the encoding of individual objects (Hochstein &
Ahissar, 2002). Based on these theoretical frameworks, we hypothesized that activity in early
visual areas, responsible for processing specific lower-level features, would change when
attending to ensemble compared to individual object properties. The primary prediction is that
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when processing ensembles, activity in early visual regions of interest will show a distinct
pattern reflecting a distributed mode of processing.
Here we present results from an fMRI experiment exploring the role of visual cortex in
the ensemble perception of orientation and motion features. These features were chosen as they
are largely processed in distinct areas of cortex, offering the opportunity to compare the
substrates of ensemble coding activity for separate low-level features. Participants in the scanner
viewed groups of objects varying in tilt and drifting pattern speed. In separate runs, the
participants were instructed to make comparisons between groups while attending either to the
ensemble level orientation, the ensemble level motion, or to these features in individually cued
items. In all conditions the displays were identical – the only difference was the task participants
performed. Our primary goal was to test if distinct activity can be measured in early visual areas
for ensemble perception compared to individual perception, with a secondary goal of testing if
ensemble processing for each feature can further be differentiated. Using both classic univariate
statistics and multivariate pattern analysis (MVPA), we provide here results indicating that
ensemble perception indeed shows characteristic activity in early visual cortex, particularly in
areas V2 and V3. These results support the claim that features are statistically aggregated in the
same areas that they are initially processed via wider distribution of attention.

Materials and Methods
Participants
12 participants (average age: 26.25, SD: 4.11, six female and six male, 10 right handed)
participated in the study. All participants had normal or corrected to normal vision and selfreported no history of neurological or psychological disorders. All participants provided written
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informed consent. All methods for this experiment were approved by the City University of New
York Institutional Review Board.

Stimuli
Stimuli were presented on a 104x59cm HDTV monitor viewed by participants within the scanner
via mirror lenses at a distance of 225cm. Stimuli in our task consisted of two groups of 12 Gabor
patches each (radius=1.5º, sine wave texture, 6 cycles/degree) with individual items varying in
orientation and drifting pattern speed (see Figure 1). The groups were presented on the left and
right side of the screen each within a 3x4 matrix, with items 3.5º apart (plus 0° to 1.7° jitter). The
centers of the left and right matrixes were positioned 7º to the left and right of fixation
respectively.
Individual Cue
500ms
Ensemble Stimuli
750ms
Response Window
1750ms

+
+
++

Figure 7: Trial design. Cues appeared briefly to indicate which individual items were targets in the individual condition,
followed by the two groups of objects varying in orientation and drifting speed. Stimuli here not shown to scale.

Orientations within groups were calculated by selecting a base value of 35, 40, 45, or 50º,
and generating 12 values evenly distributed from the base value to the base value plus 30º.
Speeds were selected similarly with base values of 4, 4.66, 5.33 and 6 Hz cycling speeds with
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items even distributed up to 3 Hz faster. This method was selected to force sets to match in range
while allowing enough of a shift in base value to discourage bias towards previously displayed
sets. Values for the second groups were calculated by shifting individual items from the first
group by ± 40% (low difficulty) or ± 20% (high difficulty) and presenting those in random
positions within their matrix. Additionally, to discourage strategies involving searching for the
most extreme items within sets, in half of the trials the item with the highest value was matched
across sets, and in the other half the item with the lowest value was matched, independently for
orientation and motion. When items were set to match, the other items within the set were each
shifted an equal amount to offset the change and maintain the desired average and individual
differences between sets.
Individual target items in each group with a difference matching the overall group
average difference were selected and were marked with a subtle cue consisting of a lighter gray
semicircle underneath each item. Individual target item locations within each group were
restricted to positions within the two columns closest to fixation to prevent additional difficulty
due only to target eccentricity. Importantly, the individual items selected could be anywhere
within these columns, encouraging a wide distribution of attention for the individual item
condition as well as the ensemble condition. The items with the most extreme values in the set
were never selected as individual targets. Importantly, the side of the screen with the greatest
average tilt, the side with the greatest individual tilt, the side with the fastest average speed and
the side with the fastest individual speed were orthogonal, resulting in 16 combinations that
appeared an equal number of times in each condition.
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Procedure and Experimental Design.
Sessions began with anatomical T1 and T2 scans, followed by two runs each of retinotopic and
MT localizer scans. Participants then performed eight total runs of the task, two for each
condition (ensemble orientation, ensemble speed, individual orientation, individual speed). The
order of these conditions was counterbalanced across participants using a Latin square design,
with the two runs from each condition appearing sequentially. Three field map scans to be used
for distortion correction were also collected for each participant, before and after localizer scans
and at the end of the session after the final task run. The MRI sessions lasted approximately 2
hours in total.
Participants were instructed which task they had to perform before each task run. For the
ensemble orientation task participants indicated which group (left or right) was tilted more
clockwise on average, whereas for the ensemble motion task they selected the group in which
gratings moved faster on average. Similarly, for the individual orientation task participants
indicated the cued item (on the left or right side) that was tilted more clockwise, whereas for the
individual speed task they chose the cued item that moved faster. Task runs used a block design
with alternating 24 seconds of stimuli and 24 seconds of rest where only a fixation cross was
displayed. Stimulus blocks consisted of eight 3000ms trials. Each trial started with a semicircle
cue for the individual items (500ms) immediately followed by the oriented drifting gratings for
750ms. The inter-stimulus interval/response period, with only the fixation cross displayed, lasted
1750ms. Participants were able to respond any time during presentation and ISI. Runs contained
eight task blocks interleaved with seven rest blocks. Across 16 blocks for each condition,
participants viewed eight blocks at each difficulty in random order.
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Prior to the fMRI session, participants completed a one-hour behavioral session at Baruch
College. In this session participants performed a practice task session identical in design and
length to what would be performed in the MRI to familiarize themselves with the paradigm.
Participants also completed fMRI screening forms during this session, to determine their
eligibility for participation in an fMRI experiment and provide information on the procedure.

fMRI Data Acquisition and Preprocessing.
Scanning was performed with a 3T Siemens MAGNETOM Skyra magnetic resonance scanner
at Mount Sinai Hospital’s Hess Center. All scans used a 32-channel head coil array. Anatomical
T1 weighted scans were acquired (MPRAGE, TR/TE=2.4s/2.07ms, flip angle = 8º, voxel
size=0.8mm3, matrix=320, FoV=256mm) and for task runs fMRI data collection was performed
with echo-planar images (EPI) (TR/TE=1.2s/30ms, flip angle = 60º, voxel size=2.5mmº,
matrix=96, FoV=240mm, multiband factor=4). Fieldmap correction scans were collected prior to
localizers, as well as before and after the 8 task runs to allow for distortion correction during
analysis.
Data were converted to nifti file format using DCM2NIIx (Li, Morgan, Ashburner, Smith,
& Rorden, 2016), and preprocessed primarily with AFNI (Cox, 1996), except where otherwise
noted. The first 10 TRs of each run were excluded due to scanner noise during onset. Task runs
were field map distortion corrected using FSL’s FUGUE function using the nearest field map
scan in the sequence of runs (Jenkinson, Beckmann, Behrens, Woolrich, & Smith, 2012). Runs
were then deobliqued, and all volumes within runs were aligned to the first volume of their
respective run. All runs were then aligned overall to the T1 anatomical scan, ensuring that
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anatomical runs, task runs, and localizer runs were in alignment. Functional data was scaled to a
mean activity of 100.

Data Analysis and Statistical Analysis
Individual ROI Selection.
Localizer scans were also collected to map regions of interest (ROIs) in middle temporal gyrus
(MT), and retinotopic areas in early visual cortex (V1, V2 and V3). The MT localizer used radial
dot motion stimuli where a circular array of 1000 dots alternated once a second between moving
inward and outward at a rate of 8° per second, or remaining stationary on screen, while
participants attended a flashing target at fixation (Huk, Dougherty, & Heeger, 2002). Blocks
were 18 seconds long each and participants viewed 18 of these blocks split over two MRI runs.
Each run of the MT localizer lasted 2 minutes and 42 seconds. The retinotopic localizer consisted
of a rotating wedge with a colored checkerboard pattern (Swisher, Halko, Merabet, McMains, &
Somers, 2007). In order to ensure attention, participants were asked to respond to luminance
decrements in the checkerboard while maintaining fixation. The wedge rotated around fixation
with a 40 second cycle duration; participants viewed 16 cycles split over 2 runs. Each run of the
retinotopic localizer lasted 5 minutes and 20 seconds. A further set of ROIs were generated using
the probabilistic atlas defined by Wang, Mruczek, Arcaro & Kastner (2015). This map was
generated from a pool of 51 subjects and provides a standard space mapping of 25 visual areas
throughout occipital and parietal cortices.
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Univariate ROI Analysis.
General linear models (GLM) were run using AFNI’s 3dDeconvolve. For univariate analyses,
the model included each of the four conditions (ensemble orientation, ensemble speed, individual
orientation and individual speed) as well as the 2 difficulty levels, providing eight statistical
maps in total as output. Head movement was further fed in as 6 more factors, and TRs marked as
showing excessive movement at any time during the run were censored (on average 5% of TRs
were censored per participant). Beta coefficients were extracted from our own V1, V2, V3 and
MT ROIs, as well as from the 25 ROIs defined in the probabilistic visual ROI atlas (Wang et al.,
2015). Only visually activated voxels within ROIs (showing significant activity in a contrast of
all conditions against baseline at p< .05) were included in the ROI analysis. Beta coefficients
were averaged for each ROI and subjected to a 2 x 2 x 2 (task, feature, difficulty) repeated
measures ANOVA using SPSS.

Univariate Group Analysis.
For group univariate analyses GLM was run with identical measures as described above, but
with the addition of blurring the data with a 4.0mm FWHM Gaussian blur before calculating the
GLM. Statistical output for each participant was warped to standard space using the MNI-152
template provided with AFNI (TT_avg152T1+tlrc). Full brain maps were then subjected to a
multivariate ANOVA using AFNI’s 3dMVM (Chen, Adleman, Saad, Leibenluft, & Cox, 2014).
Cluster correction was performed by calculating the spatial auto-correlation function using
3dFWHMx and 3dClustSim performed on the error files output by GLM.
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Multivariate Pattern Analysis.
For MVPA analyses, GLM was used solely to clean the signal: movement was fed in as the only
factor, and censored trials were again excluded. The resultant error files were split up by block
and ROI providing 64 patterns (16 for each condition) and 4 ROIs for MVPA. To avoid
problems of overfitting, patterns were reduced in size using an ANOVA feature selector to keep
only the 100 voxels that showed the most variance between classes. These patterns were then
subjected to a leave-one-out cross-validation procedure using LIBSVM (Chang & Lin, 2011) as
implemented in the CoSMoMVPA toolbox in MATLAB (Oosterhof, Connolly, & Haxby, 2016).
Leave-one-out here consisted of performing classification 64 times, each time excluding a single
pattern during training to later act as the target. Classification accuracy in the leave-one-out was
determined using a winner-takes-all performance metric, meaning that in each iteration,
whichever label was selected most often by the classifier was compared to the target to
determine if classification was correct.
These results were then averaged over all iterations for each condition to compute
accuracy values. These values were then subjected to one sample t-tests against chance (25%) to
test significance of classification. Significance was corrected for multiple comparisons using
FDR (Benjamini & Hochberg, 1995).

Pairwise MVPA Analysis.
While overall classification accuracy is a useful metric, another question more specific to our
hypothesis is what kind of comparisons are more difficult for the classifier to perform. For
example, if ensemble perception involves a similar mechanism across features, one could predict
that the classifier would find it more difficult to distinguish ensemble orientation from ensemble
101

motion, as compared to distinguishing ensemble orientation from individual speed. To test this
idea, we performed another MVPA analysis using pairwise comparisons of the conditions of
interest (ensemble orientation, individual orientation, ensemble speed, individual speed).
Methods were identical to those described earlier but with only two conditions fed in at a time,
resulting in a chance value of 50%.
This resulted in six groups of paired comparisons for the four conditions in our study.
The accuracy results within each of these comparisons were collapsed to achieve a single
accuracy value of how well the classifier could distinguish between these conditions. These
values were compared to chance (50%) using a one sample t-test. Results again were controlled
for false positives with FDR correction (Benjamini & Hochberg, 1995).

Searchlight Analysis.
We carried out a full brain analysis in MVPA as well, using a searchlight procedure, where
MVPA is carried out in clusters around every voxel in the brain (Kriegeskorte, Goebel, &
Bandettini, 2006). We ran this procedure twice with searchlight radii of 3 and 4 voxels, resulting
in searchlights of 122 and 256 voxels respectively (excluding the center voxel). Voxels outside
individual subject masks were excluded, so searchlights near the edge of the brain could be
smaller in size. MVPA was carried out for each searchlight with the same leave-one-out
procedure described for the ROI analysis, with accuracy results assigned to the voxel in the
center of the searchlight. Accuracy maps were split by condition, exported back into AFNI, and
warped to a standard MNI space using the transformations defined during univariate analysis.
These maps were then subjected to a paired t-test against chance (25%) to achieve maps showing
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clusters where classification accuracy was significant. To avoid false positives, statistical maps
were adjusted using 3dFDR in AFNI.

Results
Behavioral Results.
Behavioral results showed overall accurate performance, confirming that participants were able
to perform the task across conditions (Figure 2). A 2 x 2 x 2 repeated measures ANOVA on
accuracy results with task (ensemble, individual), feature (orientation, motion) and difficulty
(low, high) found a main effect of difficulty (F(1,11)=130.427, p=1×10−8, ηp2=.922), and no
main effects of task (F(1,11)=3.796, p=.077, ηp2=.257) or feature (F(1,11)=.058, p=.814,
ηp2=.005). A significant interaction between task and feature (F(1,11)=16.377, p=.002,
ηp2=.598) was found, driven by higher accuracy for the individual task compared to the
ensemble task for the orientation feature only. Follow up ANOVAs on each feature separately
showed that for orientation there were main effects of both difficulty (F(1,11)=27.881,
p=0.000260, ηp2=.717) and task (F(1,11)=11.290, p=.006, ηp2=.507) whereas for speed there
was an effect of difficulty (F(1,11)=70.356, p= 0.000004, ηp2=.865), but no effect of task
(F(1,11)=0.001, p=.977, ηp2=.000). Altogether these results indicate that difficulty had the
intended effect on accuracy across conditions, and that the average orientation condition was
slightly more difficult than the individual orientation condition.
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Behavioral Results
100%

Low Difficulty

90%
80%

High Difficulty

***

***

***

Individual
Orientation

Ensemble
Motion

Individual
Motion

***

Accuracy

70%
60%
50%
40%
30%
20%
10%
0%

Ensemble
Orientation

Figure 8: Behavioral results. Accuracy overall indicated that participants were performing all tasks above chance. Asterisks
show significance for paired-sample t-tests between difficulty levels within conditions. *p<.05; **p<.01; ***p<.001.

Univariate ROIs.
To test our primary hypothesis that ensembles are represented in early visual areas, we
compared BOLD responses in our defined ROIs for each condition. We found significantly
higher responses for ensemble conditions as compared to individual conditions in V2
(F(1,11)=4.898, p=.049, ηp2=.308) and in V3 (F(1,11)=5.423, p=.040, ηp2=.330, but not in V1
(F(1,11)=1.763, p=.211, ηp2=.138) and MT (F(1,11)=.872, p=.379, ηp2=.073) (see Figure 3). All
other effects and interactions within these ROIs were not significant.
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Figure 9: Univariate ROI analysis. Repeated measures ANOVA found a significant main effect of task in V2 and V3. *p<.05;
**p<.01; ***p<.001; †p<.1.

To further test activity within retinotopically organized ROIs in the frontal-parietal
network for attention, we used a probabilistic atlas (Wang et al., 2015). First, we sought to verify
our results in visual cortical areas using the areas defined by the atlas. Consistent with our
previous analysis, we found a higher response for ensemble compared to individual tasks in the
probabilistically defined V3 (F(1,11)=4.811, p=.049, ηp2=.307), although the probabilistically
defined V2 failed to reach significance (F(1,11)=3.064, p=.108, ηp2=.218). Interestingly, the
opposite effect was found in the superior parietal lobule (SPL1) (F(1,11)=8.177, p=.016,
ηp2=.426) with individual tasks showing higher activity than ensemble tasks. The results in SPL
are consistent with the postulated role of this area in focused attention (Silver & Kastner, 2009).
The SPL also showed an effect of feature, with orientation producing more activity than speed
(F(1,11)=14.024, p=.003, ηp2=.560). In fact, we found a similar effect of feature throughout
intraparietal sulcus (IPS) areas 0-5 (all F(1,11)>4.896, all p<.05, all ηp2>.308) and in the frontal
eye fields (FEF) (F(1,11)=11.241, p=.006, ηp2=.505), suggesting that orientation may have
engaged attentional resources to a larger extent perhaps because orientation judgments required
suppressing information about motion, which is often found to strongly capture attention even
when irrelevant to a primary task (Franconeri & Simons, 2003).
Finally we found an interaction between task and difficulty in V3a (F(1,11)=5.971,
p=.033, ηp2=.352). The interaction was driven by opposite effects of difficulty for the ensemble
and individual tasks: difficulty caused an increase in activity in the ensemble tasks but a decrease
of activity in the individual tasks. The effect of difficulty for the individual tasks is consistent
with the load theory of attention (Lavie, 2005; Schwartz et al., 2005) which predicts that
perceptual load decreases processing of irrelevant stimuli and consequently reduces activation to

105

those stimuli in visual areas. Interestingly in the ensemble task in which all stimuli are relevant,
difficulty produced an increased activation suggesting that more resources were devoted to
processing the entirely display when ensemble processing was more demanding.

Univariate Group Analysis.
The clusters identified in the group analysis are shown in Table 1. Consistent with the ROI
analysis, the group analysis revealed greater activity for the ensemble compared to the individual
task in a cluster in the occipital cortex spanning the left calcarine sulcus and middle occipital
gyrus, overlapping V1, V2 and particularly V3 (see Figure 4). Interestingly a similar pattern was
observed in a second cluster overlapping parahippocampal regions, an area known to be involved
in scene and texture perception, consistent with prior reports by Im et al. (2017) and Cant and Xu
(2012, 2015, 2017).

Task

(a)

Left hemisphere

(b)

Right hemisphere

Feature
Left hemisphere

Right hemisphere

IPS

IPS

Ensemble

Orientation

Individual

Motion

MOG

MOG

LG

CS
CS

CS

LG

TP

LG

IOG

TP

PHC

LG

IT

PCG
MT

IOG

MOG
MT

STG

MTG

Figure 10: Map of univariate group analysis results projected to inflated surface models for (a) task and (b) feature. Results
shown here are clusters surviving at a threshold of p=.049 within the volumetric data analysis. SOG, superior occipital gyrus;
MOG, middle occipital gyrus; CS, calcarine sulcus; LG, lingual gyrus; TP, temporal pole; PHC, parahippocampal cortex; PCG,
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postcentral gyrus; MT, middle temporal gyrus; IT, inferotemporal gyrus; IOG, inferior occipital gyrus; STG, superior temporal
gyrus; MTG, middle temporal gyrus; IPS, intraparietal sulcus.

A main effect of feature was found in several clusters. Activity was higher for orientation
in the calcarine fissure, middle occipital gyrus, the super and inferior parietal lobule, and
superior frontal and supplemental motor areas. Conversely, activity for motion was higher than
orientation in middle temporal gyrus on both hemispheres. Together these support differences in
the processing of different features, as was expected. Again, as seen with the probabilistic ROIs,
orientation involved increased activity throughout IPS, supporting increased attentional demands
for this condition.
An interaction between task and difficulty was found in a cluster spanning the left middle
occipital gyrus and the left superior occipital gyrus. Similar to the pattern observed in the V3a
ROI (see discussion above), this interaction was driven by difficulty causing increased signal for
the ensemble task, and decreased signal for the individual task, suggesting effects of perceptual
load. Importantly, while a section of this cluster overlapped with the cluster exhibiting the main
effect of task in occipital areas, voxels exhibiting only the main effect were still observed (372
voxels). Thus, while task difficulty did influence activity throughout visual areas, there were
still, as expected, areas showing different responses based solely on task.
Finally, a cluster showing an interaction between feature and difficulty was also found
spanning the right insula and temporoparietal junction (TPJ), again suggesting that difficulty can
have different effects across ensemble perception of orientation and motion features.
Interestingly, this area showed overall a suppression of activity in most conditions compared to
rest which is consistent with previous results identifying the TPJ as a component of the default
mode network (Andrews-Hanna, Reidler, Sepulcre, Poulin, & Buckner, 2010). The interaction
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was driven by more suppression for low difficulty motion and high difficulty orientation
conditions, indicating that attending to these features required different levels of disengagement
from resting state.

Peak (TLRC coordinates)
Comparison

Cluster Size
(voxels)

x

y

z

Ensemble > Individual

523

-25.0

-73.0

-17.0

Left Middle Occipital Gyrus, Left Lingual Gyrus, Left Fusiform Gyrus,
Right Lingual Gyrus, Left Calcarine Sulcus

499

0.0

-.05

-17.0

Left Parahippocampal Gyrus, Right Inferior Temporal Gyrus, Right
Fusiform Gyrus

1058

+32.5

-60.5

+63.0

Right Superior Parietal Lobule, Right Poscentral Gyrus, Right
Supramarginal Gyrus, Right Inferior Parietal Lobule

813

+2.5

-75.5

-7.0

Right Middle Occipital Gyrus, Right Calcarine Sulcus, Left Calcarine
Sulcus, Left Cuneus, Left Lingual Gyrus

769

-22.5

-23

-39.5

Left Inferior Temporal Gyrus, Left, Inferior Occipital Gyrus, Left Middle
Occipital Gyrus

764

-17.5

-65.5

+65.5

Left Superior Parietal Lobule, Left Precuneus, Left Inferior Parietal
Lobule, Left Middle Occipital Gyrus

561

+25

-0.5

+65.5

Right Superior Frontal Gyrus, Right Middle Frontal Gyrus, Right
Precentral Gyrus, Right SMA

916

+50

-3

-44.5

Right Inferior Temporal Gyrus, Right Fusiform Gyrus, Right Temporal
Pole, Right Medial Temporal Pole, Right Middle Temporal Gyrus

592

-67.5

-25.5

+15.5

Left Middle Temporal Gyrus, Left Superior Temporal Gyrus, Left
Postcentral Gyrus

485

+60

-58

+13.0

Right Middle Temporal Gyrus, Right Superior Temporal Gyrus

489

+52.5

-33

+25.5

Right Supramarginal Gyrus, Right Superior Temporal Gyrus

1367

+5

-93

+33.0

Left Middle Occipital Gyrus, Left Superior Occipital Gyrus, Right
Calcarine Sulcus

Orientation > Motion

Motion > Orientation

Feature × Difficulty
Task × Difficulty

Description

Table 1: Clusters found in univariate group analysis. The anatomical areas corresponding to each cluster were determined based
on the ca_n27_ml atlas (AFNI) and are listed in order of percent overlap.

MVPA Analysis.
We first performed a typical leave-one-out classification analysis with all conditions included.
The classifier performed above chance at distinguishing all conditions in all ROIs (see Figure 5)
aside from individual motion in V3, which remained trending significance after FDR (p=.062).
Thus, similar to our findings with univariate results, MVPA revealed ensemble perception of
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motion and orientation resulting in unique patterns throughout extrastriate cortex, including
primary visual cortex.
Ens Orientation
Ens Motion
Ind Orientation
Ind Motion

60%

Classification Accuracy

***
50%

**

***

***
*

40%

**

** **

*

***
†

**

**

**

**

*

30%
20%
10%
0%

V1

V2

V3

MT

Figure 11: MVPA ROI accuracy results. *p<.05; **p<.01; ***p<.001; †p<.1.

While these results support the general hypothesis that ensemble perception engages
early visual areas, an important caveat is that the typical leave-one-out procedure only indicates
how well each condition can be identified—a more interesting question is how the relative
classification accuracy may vary between specific condition comparisons. For example, if the
mechanisms underlying ensemble perception are different from those for individual object
perception (and thus more similar to one another), the classifier should report higher accuracy
when tested across conditions as opposed to within conditions. We performed a second analysis
testing this hypothesis with a pairwise procedure, wherein we fed the classifier only two patterns
at a time, repeating the analysis for all comparisons. This resulted in direct comparisons across
condition, with chance set at 50%, allowing tests of which patterns were easier or more difficult
for the classifier to distinguish.
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As predicted, the pairwise analysis revealed differences in classification across task and
feature (see Table 2 for classifier accuracy; see also Figure 6 for confusion matrices constructed
from the output of all pairwise comparisons). The classifier performed at chance in all ROIs
comparing the ensemble perception of orientation vs. the ensemble perception of motion
(excepting V3), and the individual perception of orientation vs. the individual perception of
motion, potentially reflecting the simultaneous processing of these features. However, the
classifier performed well above chance in all cross-task comparisons, both within and across
feature (aside from comparing average motion to individual orientation conditions in MT, which
did not survive FDR). Altogether this supports that it is significantly easier to distinguish across
ensemble and individual conditions, supporting separable mechanisms underlying ensemble
perception.
V1

V2

80%

EO
70%

EM
60%

Correct

IO

50%

IM

V3

40%

MT

EO

30%

EM

20%
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EO

EM

IO

IM

EO

EM

IO

IM

0%

Guesses

Figure 12: Pairwise confusion matrices. Confusion matrices constructed from all pairwise comparisons within the ROIs defined
in our study. Values across the diagonal represent the average accuracy value across pairwise analyses; values off the diagonal
represent the percent error for the respective comparison. EO = ensemble orientation
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Area

V1

V2

V3

MT

Comparison Type

Comparison

Classifier
Accuracy

Standard
Error

p value

Sig

Within Task, Across
Feature

Ensemble Orientation × Ensemble Motion

56.51%

4.72%

0.1232

Individual Orientation × Individual Motion

53.39%

5.50%

0.3147

Across Task, Within
Feature

Ensemble Orientation × Individual Orientation

70.83%

3.53%

0.0003

***

Ensemble Motion × Individual Motion

63.80%

4.33%

0.0086

***

Across Task and
Feature

Ensemble Orientation × Individual Motion

75.00%

3.40%

0.0001

***

Ensemble Motion × Individual Orienation

59.38%

3.13%

0.0104

*

Within Task, Across
Feature

Ensemble Orientation × Ensemble Motion

54.43%

4.39%

0.2012

Individual Orientation × Individual Motion

45.31%

5.57%

0.7911

Across Task, Within
Feature

Ensemble Orientation × Individual Orientation

64.84%

4.49%

0.0084

Ensemble Motion × Individual Motion

65.10%

4.25%

0.0067

**

Across Task and
Feature

Ensemble Orientation × Individual Motion

75.26%

3.76%

0.0001

***

Ensemble Motion × Individual Orienation

60.16%

3.77%

0.0167

*

Within Task, Across
Feature

Ensemble Orientation × Ensemble Motion

58.59%

3.53%

0.0248

*

Individual Orientation × Individual Motion

48.44%

6.56%

0.6177

Across Task, Within
Feature

Ensemble Orientation × Individual Orientation

63.28%

3.91%

0.0079

Ensemble Motion × Individual Motion

62.50%

4.07%

0.0098

**

Across Task and
Feature

Ensemble Orientation × Individual Motion

79.69%

4.27%

0.0001

***

Ensemble Motion × Individual Orienation

65.63%

3.29%

0.0011

**

Within Task, Across
Feature

Ensemble Orientation × Ensemble Motion

58.33%

5.12%

0.0880

Individual Orientation × Individual Motion

51.30%

3.02%

0.3678

Across Task, Within
Feature

Ensemble Orientation × Individual Orientation

65.89%

3.36%

0.0011

Ensemble Motion × Individual Motion

63.28%

4.16%

0.0086

**

Ensemble Orientation × Individual Motion

69.79%

3.70%

0.0006

***

Ensemble Motion × Individual Orienation

58.07%

4.46%

0.0690

†

Across Task and
Feature

**

**

**

Table 2: Pairwise MVPA accuracy. Accuracy results for the pairwise MVPA within each ROI defined in our study. Displayed P
values are adjusted for FDR. *p<.05; **p<.01; ***p<.001; †p<.1.

Multivariate Searchlight Analysis.
We did a final analysis exploring brain wide classification accuracy using a searchlight
procedure (Kriegeskorte et al., 2006). Maps were generated with MVPA accuracy in each voxel
for each participant for each of the four comparisons. These maps were then warped to a
standard space and subjected to a one sample t-test. Only above chance classification
performance was considered for the analysis, although below chance classification was also
observed. Here, using a p=.049 threshold, along with FDR correction we found widespread
activity throughout visual cortex for all conditions, confirming results found with ROI analysis.
Setting q=.01 to protect against false positives, voxels survived in all four conditions,
particularly in occipital cortex, areas of IPS, and middle temporal gyrus. To verify results, we ran
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the searchlight again with a larger 4 voxel radius searchlight. Again, the activity was spread as
predicted throughout occipital and parietal cortex. Additionally, the strongest activity was
different across conditions, with ensemble conditions showing peaks surviving FDR in middle
occipital and calcarine sulcus, and motion conditions with peaks in middle occipital and middle
temporal areas.

Discussion
The primary goal of our study was to explore the neural mechanisms characterizing
ensemble perception of orientation and motion, and distinguishing ensemble processing from
individual object processing. Based on theories that ensemble properties are computed by
compressing feature information at early stages of visual processing (Hochstein, Pavlovskaya,
Bonneh, & Soroker, 2015; Treisman, 2006), we hypothesized that attending to the group
properties of sets of objects would evoke characteristic activity in early visual cortical areas. We
tested this hypothesis using a task where participants made ensemble or individual object
judgments of orientation and speed in identical displays of gratings varying in each of these
features.
In support our hypothesis, we found evidence that ensemble perception does engage areas
of early visual cortex. Univariate ROI analyses revealed greater activation for ensemble
compared to individual conditions in areas V2 and V3. Consistent with this, whole-brain analysis
showed clusters of activation encompassing striate and extrastriate visual cortex. MVPA
analyses within these ROIs showed that classification was accurate for both the task that
participants performed (ensemble, individual) and the feature attended (orientation, motion) in
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V1, V2, V3 and MT. Moreover, a second MVPA using pair-wise comparisons revealed that
patterns of activity within ROIs were more diagnostic of task than feature, as classification was
weaker when comparing two conditions of the same task. Together, these results suggest that the
same areas responsible for processing orientation and motion in general are responsible for
compressing scene-wide information into its statistical properties.
The whole-brain group analysis further revealed a cluster showing significantly increased
activity for ensemble conditions in parahippocampal areas, consistent with previous studies using
complex stimuli. For example, Cant and Xu (2012, 2015, 2017) found that the parahippocampal
place area showed adaptation to ensemble stimuli, even as the local features of objects changed
accross sucessively presented images. Our results are complementary in that they extend our
understanding of this process to simple features: ensemble perception can recruit activity in areas
responsible for the particular attended feature—in this case early visual areas—while
simultaneously engaging higher-level areas responsible for scene perception or allocation of
attentional resources.
We did not observe areas showing more activity for individual object processing
compared to ensemble processing in our ROI or group analysis. However, analysis of
probabilistic retinotopic ROIs showed specific activation for individual objects in SPL1, an area
thought to be involved in spatial attention and working memory (Silver & Kastner, 2009;
Szczepanski, Pinsk, Douglas, Kastner, & Saalmann, 2013). These results provide preliminary
support for a distinction between ensemble and individual processing pathways, although more
research is needed to clarify this distinction.
The group analysis also revealed differences between orientation and motion.
Orientation showed more activity in striate and extrastriate areas as well as IPS, while motion
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engaged the middle and superior temporal gyrus as well as the postcentral gyrus. This pattern of
activation can be explained by the functional specificity of these areas (Born & Bradley, 2005;
Felleman & Van Essen, 1987; Hubel & Wiesel, 1959; Levitt, Kiper, & Movshon, 1994) but also
by differences in suppressing the unattended feature. Increased signal for orientation conditions
throughout IPS, an area known to be involved in attention, suggests a possible asymmetry such
that suppressing motion required more attentional resources than suppressing orientation in both
task conditions. This is consistent with evidence that attention is captured particularly strongly
by moving stimuli (Abrams & Christ, 2003; Franconeri & Simons, 2003). Thus, motion here
may have caused additional attentional capture, even when irrelevant to the current condition.
Although we observed both task and feature-specific activity, we did not find an
interaction between feature and task. The primary motivation for including multiple features in
our study was to test if ensemble perception engages separate networks in parallel when
processing multiple features in the visual environment (Whitney & Yamanashi Leib, 2018). The
lack of a clear interaction in early visual areas may be explained by these areas being selective to
both orientation and motion. This is particularly supported by recent results suggesting that areas
V2 and V3 may be involved in processing global motion signals to a greater degree than
previously thought (Furlan & Smith, 2016). Additionally, as MT is known to receive information
fed forward from earlier visual areas (Born & Bradley, 2005; Rust, Mante, Simoncelli, &
Movshon, 2006), it is possible that the only detectable differences in activity seen in our study
were within primary and secondary visual areas responsible for processing input to MT. Thus,
while our results do not indicate separable mechanisms, it is possible that the processing for
specifically orientation and motion overlap more than predicted. Future experiments should
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explore this further by comparing activity underlying ensemble perception of simple and
complex features such as color, object size and facial expression.
Difficulty effects are unlikely to explain the differences we observed between ensemble
and individual processing. In order to isolate a potential effect of difficulty, we manipulated the
difficulty of all conditions between blocks. Our behavioral results show that our difficulty
manipulation was effective, however difficulty did not affect the signal within the visual areas in
which we observed our ensemble related activity. Nevertheless, we did detect interactions
between task and difficulty and feature and difficulty in our group analysis, suggesting that
difficulty effects vary depending on condition. These interactions are discussed below.
An interaction between task and difficulty was found in a cluster situated dorsally, in V3a
and superior occipital cortex. This indicates that even while the difficulty of individual object
discrimination reduces overall activation to the display (Lavie, 2005; Schwartz et al., 2005), it
does not have the same effect for ensemble discriminations which are postulated to have
altogether different attentional requirements (Alvarez and Oliva, 2008). Another cluster showing
an interaction between feature and difficulty was found in areas around the right temporoparietal
junction (TPJ), driven by suppression of activity in this area for every condition aside from easy
motion. As TPJ has been implicated as a component of the default mode network (Buckner,
Andrews-Hanna, & Schacter, 2008; Mars et al., 2012), this could reflect a difference in how
actively engaged with the task participants were for these different conditions. Importantly, these
patterns were distinct from those driven primarily by task. While the cluster of voxels showing
only the main effect of task overlapped to some degree with the cluster showing an interaction of
task and difficulty, it also revealed non-overlapping ensemble-related activation in ventral
extrastriate areas.
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Overall, these findings align with theories that ensemble perception is an early process in
vision involving distinct mechanisms compared to individual object perception. Reverse
Hierarchy Theory predicts that ensemble representations constitute an integral element of the
first pass of perceptual processing, helping construct a high-level sense of the environment used
to guide limited attentional resources (Hochstein & Ahissar, 2002; Hochstein et al., 2015).
Treisman (2006) similarly predicted that ensemble perception occurs when attention is
distributed among objects, pooling feature information into statistical summaries. This would
allow for the rapid acquisition of scene information, in contrast to the focusing of attention
required for feature integration of individual objects. Our results align with both of these
theories, wherein early distribution of attention allows pooled feature information from these
maps to be fed forward to higher-level areas, providing a rapid statistical summary of the
environment.
One potential criticism of our study is that our ensemble condition produced a wider
distribution of attention than the individual condition, potentially influencing the results. While
we acknowledge this concern, we note that ensemble perception and distributed attention are
intertwined in a meaningful way. Previous studies suggest that ensemble perception is an
automatic output from distributed attention (Brady & Alvarez, 2011; Chong & Treisman, 2005b;
Corbett et al., 2012; Epstein & Emmanouil, 2017). Furthermore ensemble perception accuracy
decreases when attention is narrowly focused on separate task (Chong & Treisman, 2005a) and
ensemble percepts can be altogether absent when a highly demanding task draws attention away
from the ensemble (Jackson-Nielsen, Cohen, & Pitts, 2017). These findings largely align with
theories of ensemble statistics as an output of distributed processing (Treisman, 2006).
Therefore, in this first study we considered distributed attention an integral part of ensemble
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processing. Future studies can work to more specifically isolate the role of spatial attention,
potentially by comparing responses to global and ensemble stimuli occupying similar spatial
dimensions.
In summary, our results provide evidence that ensemble perception of low-level features
arises in part from distinct processing in early visual cortical areas. These results support that
ensemble perception is an important mechanism for summarizing complex visual information
exceeding limits of focused attention and visual working memory (Cohen, Dennett, &
Kanwisher, 2016; Hochstein et al., 2015). While we suggest our results align with theories
positing ensemble perception as an early process in vision, an important caveat is the limited
temporal resolution of fMRI. Future experiments using more sensitive measures such as
electroencephalography will be necessary to directly compare the timing of ensemble perception
with individual object perception. Despite this, our results provide evidence that ensemble
processing of orientation and motion engages the same early visual areas that process these
features in individual objects, supporting ensemble perception as an independent mechanism
within traditionally understood visual hierarchies.
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Chapter Five
General Discussion
A major goal of ensemble perception research is to better understand its precise timing in
vision. Mounting behavioral evidence supports theories modeling ensemble perception as an
early visual process (Hochstein, Pavlovskaya, Bonneh, & Soroker, 2015; Treisman, 2006;
Utochkin, 2015). However, to fully embrace the most exciting ramifications of these theories—
that ensemble perception helps explain rapid scene categorization, guides limited object
processing resources, or even provides a more nuanced middle-ground between sparse and rich
models of consciousness—a first step remains to experimentally confirm that statistical
representations arise early in perception. The primary purpose of my doctoral work has been to
do precisely this: to map the temporal dynamics of ensemble perception, gathering evidence as to
how rapidly ensemble representations are generated in vision; how they adjust over time as
information is collected; and what kind of neural activity can be associated with the process.
Together my results provide compelling evidence that supports ensemble perception as an early
perceptual process that iteratively updates across time.
The EEG data discussed in Chapter Two support that ensemble representations become
available quickly in vision, likely resulting from initial passes of perceptual processing. In a
standard oddball task, the P3b components elicited by ensemble oddballs onset with a
significantly faster latency than those elicited by individual item oddballs. The P3b is thought to
represent the completion of the early perceptual processing of a stimulus, and the resultant
availability of a completed representation available to inform post-perceptual functions such as
motor responses. This relatively simple paradigm thus leads to a striking interpretation: ensemble
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representations are computed rapidly, and in some situations can even become available for
higher level processing earlier than individual item percepts.
The behavioral data presented in Chapter Three complement these results by revealing
that ensemble representations can update dynamically. Here, when reporting the average
orientation of sets of lines that contained outliers, participants implicitly downweighed the
deviant stimuli in their reported averages. The presence of outliers increased probe adjustment
and reaction times, indicating that processing took longer when outliers were present. When
variable latency visual masking was added to stimulus displays, a clear pattern was revealed:
outliers carried more weight in the reported means at the shortest stimulus durations and were
linearly downweighed in the as stimulus duration increased. These results again confirm that
ensemble perception proceeds quickly, further showing that the resultant representations appear
to self-correct dynamically over time. These results can be explained by an iterative coding
model in which ensemble perception operates cyclically, revising the perceived representation as
more information is collected. This model suggests that the mechanisms underlying ensemble
perception provides a raw average of the group, and additionally tags sufficiently deviant items,
allowing subsequent processing iterations to downweigh outlier stimuli.
Finally, in Chapter Four I discuss fMRI evidence that processing the ensemble properties
of groups is associated with distinct patterns of activity in early visual areas, particularly V2 and
V3. The specific neural correlates of ensemble perception remain an important area of
investigation. Numerous researchers have forwarded the hypothesis that statistics are calculated
by pooling activity in feature responsive areas of early visual cortex. My fMRI results support
this prediction. When participants performed a task averaging the orientation and motion
properties of stimuli, signal recorded in early visual areas known to be involved in processing
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these features showed increased signal as well as distinctly classifiable patterns of activity. These
results provide evidence that ensemble perception is associated with activity in early visual
cortex and, when taken in conjunction with the previously described experiments, is likely an
early step of perception. They lay important groundwork for future investigation into how
precisely the responses in early visual cortex are collapsed into statistical summaries. The
distinct patterns observed suggest that population coding models will be an imperative first area
to explore.
Together the results from these investigations provide strong evidence that ensemble
perception is indeed a fast, early, and continuously acting element of visual processing. This
enriches understanding of the likely mechanisms underlying ensemble perception, supporting
that ensemble representations can be formed in a fully perceptual process, likely as a result of
pooling activity in early visual cortex. The subsequent sections will consider two main
theoretical underpinnings as they relate to my results: first exploring the initial timing of
ensemble perception, followed by an examination of the ramifications of an iterative model of
the same process.

Speed of ensemble perception: Early perception, early visual cortex
A number of behavioral experiments (i.e. Chong and Treisman, 2003; Haberman and
Whitney, 2007), have consistently shown ensemble perception to be fast, accurate and
potentially automatic, leading to predictions that it reflects a relatively early perceptual process.
Theories of visual perception have as a result positioned ensemble perception as such in their
models, although with varied predictions as to the precise mechanisms giving rise to these
representations. Reverse Hierarchy Theory (RHT) proposes that visual processing operates in
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two sweeps: a feedforward pass calculating “vision at a glance” and a slower feedback sweep
providing “vision with scrutiny” (Hochstein & Ahissar, 2002). Current revisions of RHT predict
that these first sweeps of visual processing provide the gist of the scene and general classification
of objects within it, most likely due to statistical summary calculations in early processing
(Hochstein et al., 2015). This first sweep is thought to be unconscious, with only the completed
statistical representation available consciously.
Treisman’s distributed attention model similarly positions ensemble perception as an
early process, but with some distinctions as to how statistical properties are selected for
processing. Treisman posits that the type of representation formed in visual perception is
primarily based on the scale of attention deployed. Focused attention on an individual stimulus
would allow for the binding of its features, providing a complete representation of the individual
object. Distributed attention, rather, would pool the feature information across all the objects
within the scope of attention. While spatial information is lost, this would provide a statistical
representation of the group. Treisman suggests that ensemble representations are generated
rapidly in vision, as the pooling of features could be potentially processed entirely in a
feedforward sweep of processing.
A common prediction across these theories posits ensemble perception as a preferable
mechanism for guiding limited resources to targets of interest. For this to be true, we would
anticipate that ensemble perception would be preferable, faster and easier than individual item
processing upon the initial presentation of a group of stimuli. Indeed my results match this
prediction, in that with difficulty matched in all tasks ensemble perception was nevertheless
faster, and related to activity in early visual areas that are known to be responsible for the
processing of basic features such as orientation and motion (Furlan & Smith, 2016;
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Gegenfurtner, Kiper, & Levitt, 2017). These results lend key support to frameworks such as RHT
and Treisman’s distributed processing model, wherein this kind of early activity gives rise to
statistical properties.
Additionally these frameworks have led to clear predictions as to the neural mechanisms
underlying the processing of statistics, with resultant models of how the pooling of responses in
visual cortex can allow statistical summaries to be calculated as a parallel process (Haberman &
Whitney, 2012; Hochstein et al., 2015; Treisman, 2006; Utochkin, 2015; Whitney & Yamanashi
Leib, 2018). This pooling may occur via population coding, where the distributions of responses
elicited in cortical areas responsible for coding specific features can be read as a distribution
providing the numerous statistical outputs found in studies of ensemble perception
(Georgopoulos, Schwartz, & Kettner, 1986; Hochstein, Pavlovskaya, Bonneh, & Soroker, 2018).
Using orientation as an example, one could model how this process would proceed. A set of
variably oriented lines are shown, resulting in a swath of activity in neurons tuned to various
orientations in early visual areas. The responses of these neurons can be read as a population
vector easily providing such statistics as the mean (via the vector peak) as well as the group
range and distribution. Again, my results support this type of modeling in that I saw distinct
patterns of activity specifically in the feature sensitive areas of visual cortex when subjects
attended to ensembles of those features.
In terms of object categorization, population coding models also offer a compelling
explanation for how ensemble perception can help separate groups of objects, particularly in
situations where stimuli are spatially intermixed (Utochkin, 2015). A particular feature of a
group of natural objects would be predicted, when pooled, to produce a roughly Gaussian
response distribution. When two groups are present—say red apples amongst green leaves—the
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resultant response distribution would instead be two overlapping curves. This offers an efficient
route for the visual system to rapidly segregate objects into their respective groups based on the
degree of separation of the peaks, regardless of the spatial locations of these objects. Isolating
groups in this manner would provide an efficient route to run a second level of statistical
categorization, for example comparing values across categorized sets, or testing for more subcategories within groups (i.e. locating the ripest fruit).
A potential explanation for the rapid detection of outliers is similarly provided by
population coding models. In this case, the majority of stimuli would again be expected to
produce a Gaussian distribution, with deviant stimuli within the group creating spurious peaks in
the distribution. Outliers could then be segregated if these spurious peaks are sufficiently distant
from the main curve (Hochstein et al., 2018). An additional possibility is that early responses are
normalized, either via feedback or horizontal connections, similarly allowing the deviant
stimulus to be easily identified (Haberman & Whitney, 2012). Both of these methods align with
the dynamics discussed in Chapter Three, as each would be expected to become more efficient
over time as responses to each individual item become more precise. Despite open questions
regarding the precise mechanism for outlier detection, pooled distribution models offer
compelling possibilities for how this information can become easily available as an output of
distributed ensemble perception. As I will expand upon in the future directions section, my
results paint a compelling road map for further investigation into how precisely these pooling
mechanisms are implemented neurally.
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Temporal dynamics: Ensemble representations iteratively update, refining summaries
based on the information collected
The second central question of my doctoral work concerns how ensemble representations
change over time. Ensemble representations do not always provide a raw average, factoring all
items evenly into the summary. In fact, a number of situations influence the weighting of
individual items, with deviant stimuli known to influence averages less (Haberman & Whitney,
2010) and salient stimuli more (De Fockert & Marchant, 2008). These situations are notable, as
objects with these properties (i.e. outliers) would presumably be detected based on their
statistical properties in relation to the rest of the items present (Hochstein et al., 2018; Utochkin,
2015). Additionally, perceived averages can be skewed toward the average of sets viewed up to
15 seconds earlier, supporting a critical role in visual serial dependence (Fischer & Whitney,
2014; Manassi, Liberman, Chaney, & Whitney, 2017; Whiting & Oriet, 2011). The influence of
visual history on perception is proposed to provide ongoing stability in a continuously shifting
and changing visual world. The finding that ensembles are subject to a similar effect suggests
that perceived statistics are maintained online in some manner influencing later judgements.
Altogether these results suggest that ensemble perception is complicit in an ongoing analysis of
scene properties, rather than a one-off process.
My hypothesis was that these findings could be jointly explained if ensemble perception
was found to be an iterative process. Many of the theories and models for ensemble perception
treat it as an isolated event – information is presented to the viewer, and early sweeps of
ensemble processing create a statistical representation. This kind of simplification is common
when building models for different mechanisms within visual perception. However, this picture
is regrettably incomplete. Individual object representations, for example, are known to shift and
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update, a process that is necessary to provide stable representations of objects despite a
constantly changing visual world (Mitroff & Scholl, 2005; Scholl, 2007). It is probable that
ensemble perception would similarly involve dynamic updating (Albrecht & Scholl, 2010).
Indeed, my outlier study (Chapter Three) provides evidence to this end. When
participants reported the average orientations of sets containing outliers, they were more likely to
weigh them evenly at short stimulus durations and to downweigh them in long durations. An
iterative processing model provides a compelling explanation for these data, while linking
together the previously discussed findings. Ensemble perception initially provides a mapping of
the overall distribution of items, allowing items with a sufficiently deviant value to be
downweighed in future iterations. Conversely, salient items may influence the weighting of
average representations dynamically over time when attention is attracted endogenously or
exogenously towards a target. Serial dependence may similarly rely on a continuing statistical
representation, updating throughout time to provide a continuous reference for newly displayed
groups.
Iterative processing also offers an explanatory framework for how complex features are
attributed to sets. The work I have presented here has focused on relatively simple features, such
as orientation and motion. These were selected as they are basic environmental features known
to be processed in early visual areas, and thus are useful stimuli to probe questions of initial
processing. However, as previously described, ensemble perception can occur for surprisingly
high-level features such as size, facial expression, the racial distribution of faces, and the overall
animacy of objects (Chong & Treisman, 2003; Haberman & Whitney, 2007; Lamer, Sweeny,
Dyer, & Weisbuch, 2018; Yamanshi Leib, Kosovicheva, & Whitney, 2016). Ensemble
representations also appear to correct for complex contextual properties of objects, such as their
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relative depths in the scene (Tiurina & Utochkin, 2019). It is yet unclear how these properties
become available in initial ensemble perception when they are not available from the proximal
signal to early processing. Iterative coding, however, provides one model for how these
properties can influence the ensemble representations over time, with initial representations
based on basic features integrating the more complex features as they become available.

Consciousness
I would now like to dedicate space to address the potential role ensemble perception
plays in answering longstanding questions about the structure of consciousness, and the ways in
which my own studies contribute to this vital discussion. In doing so, I will focus on two major
interrelated topics continually debated in the consciousness literature: the richness (or
sparseness) of conscious experience and the level of processing required for consciousness (i.e.
first order vs higher order processing).
The rich vs sparse debate stems from a seeming incongruity between the sharp limits of
perceptual processing found in vision science, and the subjective experience of richer experience.
Why does it feel like we see so much more than can be reported reliably in experimental
settings? This dichotomy is frequently discussed in terms of the stage of processing that gives
rise to conscious perception, and often framed as “phenomenal” vs. “access” consciousness
(Block, 1995, 2014). Phenomenal consciousness is proposed to be the experience generated
purely by processing along sensation pathways, as well as early perceptual processing, prior to
any bottlenecks of attention or working memory. Access consciousness, on the other hand,
describes information that is actively held online by higher order networks, able to be acted on
and reported. In terms of the rich vs sparse question, phenomenal content is thought to be rich,
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whereas it is only the access that is sparse. Thus, one is initially aware of more than they can
eventually retain and report (Block, 2011).
However, this is challenging to test from a scientific perspective. How can a researcher
verify that phenomenal consciousness has higher content as compared to access, when you can
only probe access experimentally? As a result, vision science has often deflated the distinction
by stating that access consciousness is the only consciousness, as can be seen in global
workspace or higher order thought theories (Brown, Lau, & LeDoux, 2019; Dehaene &
Naccache, 2001; Lau & Rosenthal, 2011). Based on our understanding of visual system
organization, this seems to be a more reasonable approach, and despite some evidence of rich
phenomenal content, it is increasingly difficult to accept the overflow account (Gross &
Flombaum, 2017; Knotts, Odegaard, Lau, & Rosenthal, 2019; Phillips, 2016). Unfortunately, if
one is to accept the access account, this still leaves open the fundamental question of why
experience feels rich despite limits to access.
I was initially drawn to my dissertation topic by the persuasive solution ensemble
perception provides to this longstanding question: perhaps the bandwidth of experience falls
somewhere between the two extremes of rich and sparse consciousness (Cohen, Dennett, &
Kanwisher, 2016). If ensemble perception is truly a fast, early element of perception, what may
be occurring is that individual objects that receive the full focus of attention can be represented
in a purely rich format, with all their details intact. The limits of this are likely to be within the
traditionally understood boundaries based on multiple object tracking and working memory
studies (three to four objects). However, instead of the background information being degraded
in some sense, i.e. fragmented (Dennett 1991), partial (Kouider, de Gardelle, Sackur, & Dupoux,
2010) or illusory (Noë, 2002), it is instead simply represented by its statistical summary. Thus, it
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is possible that some of the commonly cited issues of access accounts of consciousness can be
satisfactorily addressed. While indeed not all information is able to be retained via access, a
sufficient amount can be compressed that we have a truly veridical, albeit summarized,
perception of the scene.
A critical prediction of this theory is, of course, that ensemble information is compressed
early in perception. My results provide important data in support of this idea. My experiments
together indicate that early processing gives rise to ensemble representations, and thus supports
that despite limits in access the perceptual content itself can be rich. This, combined with
evidence that sets can be processed in the background, as seen with ensemble distractors in my
EEG study, further supports this concept. I want to be explicit that while this evidence provides
compelling support for the increased richness of perception, it does not directly solve the
question of overflow. Debate still roils around the question of whether ensemble statistics
entirely precede processing bottlenecks or simply represent a way of circumventing them. In
fact, studies with nearly identical paradigms and results still lead to contradictory interpretations
(Bronfman, Brezis, Jacobson, & Usher, 2014; Phillips, 2016; Ward, Bear, & Scholl, 2016).
Despite this, the most parsimonious account is that sparse consciousness simply contains higher
levels of content than previously thought. My own evidence of the early availability of ensemble
representations (i.e. prior to working memory limits) support this line of thinking (Chapter Two;
Epstein & Emmanouil, 2017). Further tests of when precisely ensemble statistics become
consciously available, and if this exceeds limitations of access, nevertheless remains an
important area of study.
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Remaining Areas and Future Directions
The results of my dissertation build a promising framework for understanding ensemble
perception as an essential component of early, and ongoing visual perception. They also offer
ample opportunities for further investigation and expanded understanding. The most vital of
these research pathways are outlined here.
A natural follow up to my neuroimaging studies will be the development of
computational models of the expected neural activity based on the population coding and pooling
models discussed earlier. While my results support that ensemble representations are likely to
arise from pooling of activity in early visual areas, open questions remain as to how precisely
this information is parsed and collapsed into the various statistical outputs available in ensemble
representations. For example, are these population codes pooled by cells with larger receptive
fields in V4, or by higher-level areas in parietal cortex (Iakovlev & Utochkin, 2020)? Are there
some sort of horizontal or feedback networks normalizing the signal in cases where outliers must
be detected (Haberman & Whitney, 2012)? What is the case when different features undergo
statistical compression (Cant & Xu, 2012; Whitney & Yamanashi Leib, 2018)? These questions
can be tested with a variety of methods, for example forward models in fMRI, testing the BOLD
responses predicted based on the different models. Another will be to implement frequency
measures in EEG to explore potential connectivity between areas predicted by models.
Another critical area is to more fully understand the role of attention in ensemble
perception (Treisman, 2006). At least a minimal amount of attention is thought to be necessary
for ensemble coding to occur (Alvarez & Oliva, 2009; Jackson-Nielsen, Cohen, & Pitts, 2017).
However, it remains unclear how precisely attention interacts with the mechanisms underlying
ensemble perception, particularly in cases where selection is made to change how items
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contribute to the average. For example, population coding models posit that distributed activity
in early visual areas allows for the selection of various statistical features of the set, as well as
efficient categorization of groups. One option for how selection is made within distributed
responses would be feedback adjusting the allocation of attention to items or features within the
set. For example, downweighing responses from the items that do not contribute to the target set
(or as briefly discussed in Chapter Three, to downweigh the influence of deviant items). This
model offers a number of important areas for investigation. One primary exploration would
involve careful attentional controls in fMRI to distinguish which areas show distinct patterns for
ensemble perception specifically, for example a global control in which the spatial extent of
attention is matched, but with no statistical processing occurring. Another will be to test for
evidence of feedback from fronto-parietal areas known to be related to attentional distribution.
The iterative coding model also supports future endeavors exploring how it applies in a
broader range of paradigms. As discussed earlier, iterative coding offers a compelling
explanation for a number of open questions as to how ensemble operates throughout time
Enriching this model is a critical step towards a fuller understanding of ensemble perception.
One route will be to explore if iterative coding is similarly observed in cases where items are
upweighed in the perceived averages, for example when salient items are included in sets (De
Fockert & Marchant, 2008). A plausible prediction is that, similar to the findings of the outlier
study (Chapter Three), distributed processing would start evenly and only as the salient item is
detected would averages begin to shift towards that item. This could be especially beneficial to
test in cases where the salient target item could only be detected via its statistical properties. For
example, a variant of the outlier paradigm wherein participants are instructed to respond to the
direction of the outlier stimulus. Using visual masking would offer the chance to ascertain
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whether this kind of updating occurs and shows a similar pattern as to when the item is marked
to be discounted. Neuroimaging provides specific tools for this purpose, particularly with
temporal generalization (King & Dehaene, 2014). Repeating this paradigm in an EEG setting
offers the opportunity to calculate temporal generalization to map the pattern by which these
representations update. Signs of reactivation in early parts of the signal would provide strong
evidence for an iterative coding model.
Altogether the findings discussed in my dissertation point to a number of exciting future
directions that can help further map early activity surrounding ensemble perception, as well as
expand work on the iterative coding model. I am enthusiastic to pursue these ideas in my future
research, building on the work I have completed here to contribute further to critical ongoing
conversations in the field.

Conclusion
Ensemble perception is increasingly understood to be a significant component of how we
view the world around us. While initially unintuitive to many (and understandably so, as it can
indeed be surprising that we are such naturally talented statisticians), upon reflection it is readily
apparent that we use this ability habitually: when confronted with crowds of people, while
browsing stacks of produce, or even while simply enjoying a pleasant natural view. Vision
science has long dealt with the seeming incompatibilities between the breadth found in gist
perception and the restrictions found in focal visual processing. A seeming answer is emerging,
elegantly modeled by Anne Treisman in her 2006 work and supported by the data provided here:
we have a number of ways of viewing the world based on the demands at hand. Pre-attentive
processing can provide a general sense of features and global properties, often delivering the gist
of the scene. Focused attention on individual objects can then allow for the binding of their
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features, delivering a detailed representation of their properties at the expense of losing focus to
other objects. Finally, attending to a full group can collapse their properties into a statistical
representation, providing broad detail for all the stimuli present in the window of attention.
These all arise from similar activity in visual cortex, with top-down control allowing for which
type of information (individual, statistical) should be fed into higher cortical areas responsible
for object/scene categorization, working memory and response. My results enrich these
discussions by providing tangible evidence that ensemble perception is indeed a rapid perceptual
process in vision, with activity clearly occurring in visual areas responsible for processing
stimulus features and ongoing continuously as more information is collected. Altogether this
work helps advance our appreciation of how the visual system is equipped to handle different
types of information, enriching our understanding of visual organization and contributing to
enduring conversations surrounding the richness of perception.

135

References
Albrecht, A. R., & Scholl, B. J. (2010). Perceptually averaging in a continuous visual world:
extracting statistical summary representations over time. Psychological Science : A Journal
of the American Psychological Society / APS, 21(4), 560–567.
https://doi.org/10.1177/0956797610363543
Alvarez, G. A., & Oliva, A. (2009). Spatial ensemble statistics are efficient codes that can be
represented with reduced attention. Proceedings of the National Academy of Sciences,
106(18), 7345–7350. https://doi.org/10.1073/pnas.0808981106
Block, N. (1995). On a confusion about a function of consciousness. Behavioral and Brain
Sciences, 18, 227–287. https://doi.org/10.1017/S0140525X00038188
Block, N. (2011). Perceptual consciousness overflows cognitive access. Trends in Cognitive
Sciences, 15(12), 567–575. https://doi.org/10.1016/j.tics.2011.11.001
Block, N. (2014). Rich conscious perception outside focal attention. Trends in Cognitive
Sciences, 18(9), 445–447. https://doi.org/10.1016/j.tics.2014.05.007
Bronfman, Z. Z., Brezis, N., Jacobson, H., & Usher, M. (2014). We See More Than We Can
Report: “Cost Free” Color Phenomenality Outside Focal Attention. Psychological Science,
Vol. 25(7)(May), 1394–1403. https://doi.org/https://doi.org/10.1177/0956797614532656
Brown, R., Lau, H., & LeDoux, J. E. (2019). Understanding the Higher-Order Approach to
Consciousness. Trends in Cognitive Sciences, 23(9), 754–768.
https://doi.org/10.1016/j.tics.2019.06.009
Cant, J. S., & Xu, Y. (2012). Object Ensemble Processing in Human Anterior-Medial Ventral
Visual Cortex. Journal of Neuroscience, 32(22), 7685–7700.
https://doi.org/10.1523/JNEUROSCI.3325-11.2012
Chong, S. C., & Treisman, A. (2003). Representation of statistical properties. Vision Research,
43, 393–404. https://doi.org/10.1016/S0042-6989(02)00596-5
Cohen, M. A., Dennett, D. C., & Kanwisher, N. (2016). What is the Bandwidth of Perceptual
Experience? Trends in Cognitive Sciences, 20(5), 324–335.
https://doi.org/10.1016/j.tics.2016.03.006
De Fockert, J. W., & Marchant, A. P. (2008). Attention modulates set representation by
statistical properties. Perception & Psychophysics, 70(5), 789–794.
https://doi.org/10.3758/PP.70.5.789
Dehaene, S., & Naccache, L. (2001). Towards a cognitive neuroscience of consciousness: Basic
evidence and a workspace framework. Cognition, 79, 1–37. https://doi.org/10.1016/S00100277(00)00123-2
Epstein, M. L., & Emmanouil, T. A. (2017). Ensemble coding remains accurate under object and
spatial visual working memory load. Attention, Perception, & Psychophysics, 79(7), 2088–
2097. https://doi.org/10.3758/s13414-017-1353-2
Fischer, J., & Whitney, D. (2014). Serial dependence in visual perception. Nature Neuroscience,
17(5), 738–743. https://doi.org/10.1038/nn.3689
Furlan, M., & Smith, A. T. (2016). Global Motion Processing in Human Visual Cortical Areas
V2 and V3. Journal of Neuroscience, 36(27), 7314–7324.
https://doi.org/10.1523/jneurosci.0025-16.2016
Gegenfurtner, K. R., Kiper, D. C., & Levitt, J. B. (2017). Functional Properties of Neurons in
Macaque Area V3. Journal of Neurophysiology, 77(4), 1906–1923.
https://doi.org/10.1152/jn.1997.77.4.1906
Georgopoulos, A. P., Schwartz, A. B., & Kettner, R. E. (1986). Neuronal population coding of
136

movement direction. Science, 233(4771), 1416–1419.
https://doi.org/10.1126/science.3749885
Gross, S., & Flombaum, J. (2017). Does Perceptual Consciousness Overflow Cognitive Access?
The Challenge from Probabilistic, Hierarchical Processes. Mind & Language, 32(3), 358–
391. https://doi.org/10.1111/mila.12144
Haberman, J., & Whitney, D. (2007). Rapid extraction of mean emotion and gender from sets of
faces. Current Biology, 17(17). https://doi.org/10.1016/j.cub.2007.06.039
Haberman, J., & Whitney, D. (2010). The visual system discounts emotional deviants when
extracting average expression. Attention, Perception & Psychophysics, 72(7), 1825–1838.
https://doi.org/10.3758/APP.72.7.1825
Haberman, J., & Whitney, D. (2012). Ensemble perception: Summarizing the scene and
broadening the limits of visual processing. From Perception to Consciousness: Searching
with Anne Treisman, 339–349.
Hochstein, S., & Ahissar, M. (2002). View from the top: Hierarchies and reverse hierarchies in
the visual system. Neuron, 36(5), 791–804. https://doi.org/10.1016/S0896-6273(02)01091-7
Hochstein, S., Pavlovskaya, M., Bonneh, Y. S., & Soroker, N. (2015). Global statistics are not
neglected. Journal of Vision, 15(4), 7. https://doi.org/10.1167/15.4.7
Hochstein, S., Pavlovskaya, M., Bonneh, Y. S., & Soroker, N. (2018). Comparing set summary
statistics and outlier pop out in vision. Journal of Vision, 18(13), 12.
https://doi.org/10.1167/18.13.12
Iakovlev, A. U., & Utochkin, I. S. (2020). Orientation averaging of skewed distributions:
behavioral study and computational model. In V-VSS 2020.
Jackson-Nielsen, M., Cohen, M. A., & Pitts, M. A. (2017). Perception of ensemble statistics
requires attention. Consciousness and Cognition, 48, 149–160.
https://doi.org/10.1016/j.concog.2016.11.007
King, J. R., & Dehaene, S. (2014). Characterizing the dynamics of mental representations: The
temporal generalization method. Trends in Cognitive Sciences, 18(4), 203–210.
https://doi.org/10.1016/j.tics.2014.01.002
Knotts, J. D., Odegaard, B., Lau, H., & Rosenthal, D. (2019). Subjective inflation:
phenomenology’s get-rich-quick scheme. Current Opinion in Psychology, 29, 49–55.
https://doi.org/10.1016/j.copsyc.2018.11.006
Kouider, S., de Gardelle, V., Sackur, J., & Dupoux, E. (2010). How rich is consciousness? The
partial awareness hypothesis. Trends in Cognitive Sciences, 14(7), 301–307.
https://doi.org/10.1016/j.tics.2010.04.006
Lamer, S. A., Sweeny, T. D., Dyer, M. L., & Weisbuch, M. (2018). Rapid visual perception of
interracial crowds: Racial category learning from emotional segregation. Journal of
Experimental Psychology: General, 147(5), 683–701. https://doi.org/10.1037/xge0000443
Lau, H., & Rosenthal, D. (2011). Empirical support for higher-order theories of conscious
awareness. Trends in Cognitive Sciences, 15(8), 365–373.
https://doi.org/10.1016/j.tics.2011.05.009
Manassi, M., Liberman, A., Chaney, W., & Whitney, D. (2017). The perceived stability of
scenes: Serial dependence in ensemble representations. Scientific Reports, 7(1), 1971.
https://doi.org/10.1038/s41598-017-02201-5
Mitroff, S. R., & Scholl, B. J. (2005). Forming and updating object representations without
awareness: Evidence from motion-induced blindness. Vision Research, 45(8), 961–967.
https://doi.org/10.1016/j.visres.2004.09.044
137

Noë, A. (2002). Is the visual world a grand illusion? Journal of Consciousness Studies, 9(5–6),
1–12.
Phillips, I. (2016). No watershed for overflow: Recent work on the richness of consciousness.
Philosophical Psychology, 29(2), 236–249.
https://doi.org/10.1080/09515089.2015.1079604
Scholl, B. J. (2007). Object persistence in philosophy and psychology. Mind and Language,
22(5), 563–591. https://doi.org/10.1111/j.1468-0017.2007.00321.x
Tiurina, N. A., & Utochkin, I. S. (2019). Ensemble perception in depth: Correct size-distance
rescaling of multiple objects before averaging. Journal of Experimental Psychology:
General, 148(4), 728–738. https://doi.org/10.1037/xge0000485
Treisman, A. (2006). How the deployment of attention determines what we see. Visual
Cognition, 14(4–8), 411–443. https://doi.org/10.1080/13506280500195250
Utochkin, I. S. (2015). Ensemble summary statistics as a basis for rapid visual categorization
Primary categorization. Journal of Vision, 15(4), 1–14. https://doi.org/10.1167/15.4.8.doi
Ward, E. J., Bear, A., & Scholl, B. J. (2016). Can you perceive ensembles without perceiving
individuals?: The role of statistical perception in determining whether awareness overflows
access. Cognition, 152. https://doi.org/10.1016/j.cognition.2016.01.010
Whiting, B. F., & Oriet, C. (2011). Rapid averaging? Not so fast! Psychonomic Bulletin &
Review, 18(3), 484–489. https://doi.org/10.3758/s13423-011-0071-3
Whitney, D., & Yamanashi Leib, A. (2018). Ensemble Perception. Annual Review of
Psychology, 69(1), 105–129. https://doi.org/10.1146/annurev-psych-010416-044232
Yamanshi Leib, A., Kosovicheva, A., & Whitney, D. (2016). Fast ensemble representations for
abstract visual impressions. Nature Communications, 7, 13186.
https://doi.org/10.1038/ncomms13186

138

