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Abstract
In this paper we introduce a three-component Schnakenberg model. Its key feature is that it
has a solution consisting of N spikes that undergoes a Hopf bifurcation with respect to N distinct
modes nearly simultaneously. This results in complex oscillatory dynamics of the spikes, not seen in
typical two-component models. For parameter values above the Hopf bifurcations, we derive reduced
equations of motion which consist of coupled ordinary differential equations (ODEs) of order 2N for
spike positions and their velocities. These ODEs fully describe the slow-time evolution of the spikes
near the Hopf bifurcations. We then apply the method of multiple scales to the resulting ODEs to
derive long-time dynamics. For a single spike, we find that long-time motion consist of oscillations
near the steady state whose amplitude can be computed explicitly. For two spikes, the long-time
behaviour can be either in-phase or out-of-phase oscillations. Both in and out of phase orbits are
stable, coexist for the same parameter values, and the fate of orbit depends solely on the initial
conditions. Further away from the Hopf bifurcation point, we offer numerical experiments indicating
existence of highly complex and chaotic oscillations.
Keywords— Activate-substrate-inhibitor system, Coexistence of multiple oscillatory spikes, matched asymp-
totics, reduction method, chaotic behaviour.
1 Introduction
Nonlinear reaction-diffusion (RD) systems are commonly used to model self-organized phenomena in nature,
such as vegetation patterns [1], species invasion phenomena [2], chemical reactions [3, 4], animal skin patterns
[5, 6, 7, 8], and morphogenesis [9]. One of the simplest RD models is the Schnakenberg system [10, 11, 12, 13].
It is a two-component model of a simplified activator-substrate reaction, and is often used as one of the simplest
models for studying spike dynamics in reaction-diffusion systems; it is also a limiting case of both the Gray-
Scott model [4] and the Klausmeyer model for vegetation [1]. It describes the space-time dependence of the
concentrations of the intermediate products u (the activator) and v (the substrate) in a sequence of reactions,
and has the form {
ut = Duuxx − u+ u2v
vt = Dvvxx +A− u2v . (1)
Here, u and v represent the concentrations of activator and substrate respectively, and D{u,v} is their respective
diffusion coefficients. The activator decays exponentially whereas the substrate v is fed into the system with a
constant rate A. The nonlinear term corresponds to the reaction P + 2Q→ 3Q.
In this paper, motivated by the three-component model of gas-discharge phenomena [14, 15, 16, 17], we introduce
an “extended” Schankenberg model having the following form:
ut = Duuxx − k1u− k2w + u2v
θvt = Dvvxx +A− u2v
τwt = Dwwxx + u− k3w
. (2)
The system (2) falls into the category of three-component activator-substrate-inhibitor systems. It has an ad-
ditional reactant w acting as an inhibitor to u, which interacts with u and v indirectly through the intake of
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activator u. The reactant w can be treated as a out-product that is being removed continuously during the
reaction process, see [18]. The “classical” Schnakenberg model corresponds to choosing k2 = 0, so that w plays
no role in the reaction for u and v.
Figure 1: (Color online) Simulation of (3) with ε = 0.025, D = 0.00625, κ = 0.5 with one or two spikes.
Initial conditions are u(x, 0) = 0.1 exp(−100(x−x1)2) + 0.1 exp(−100(x−x2)2), v(x, 0) = 1, w(x, 0) =
u(x, 0). In (a-b), x1 = x2 = −0.5 and τ is as indicated. There is a Hopf bifurcation at τ ∼ 1/κ+O(ε2).
Decaying oscillations in spike position are observed in (a) with sustained oscillations in (b). (c): with
τ = 1.05/α, even oscillations are unstable with solution eventually settling into odd oscillation (in-phase
oscillation) after (possibly long) initial transient. (d-e): For τ = 1.15/κ, the system converges to either
odd or even oscillation depending only on initial conditions. Both even (out-of-phase) and odd (in-phase)
oscillations are stable in this case.
We are interested in the new dynamics that the extra variable w introduces, as compared to the previous studies
of dynamics in RD systems. We will use τ as a bifurcation parameter, which controls the reaction ratio of u
and w. It has been shown in many RD system [19, 20, 21, 22] that oscillatory behaviors of fronts and localized
patterns are observed when τ varies. We expect a similar behavior in this three-component system. To simplify
the analysis, we will also assume that θ and Dw is sufficiently small and can be set to zero. In addition, we will
write ε2 = Du and we will assume that ε O(Dv). Hereafter we use D instead of Dv for simplicity. By further
rescaling, u = 1
ε
u, v = εv, w = 1
ε
w, normalizing the coefficients k1, k2, k3 and A, and dropping the hat, we will
consider the following system as our starting point,
ut = ε
2uxx − (1− κ)u− κw + u2v
0 = Dvxx +
1
2
− u2v/ε
τwt = u− w
, x ∈ (−1, 1) , t ≥ 0
Neumann Boundary conditions at x = ±1
. (3)
This scaling simplifies the calculation; in particular the Schnakenberg model is a special case corresponding
to κ = 0. In this case, the solution is well known to consist of N spikes whose stability and dynamics have
been extensively studied [23, 10, 12, 24, 25, 26, 13]. The basic steady state consisting of stationary N spikes
persists even when τ > 0. On the other hand, we will show using a simple argument in §2 that this basic state
undergoes a Hopf bifurcation when τ is increased slightly past τ = 1/κ, leading to an oscillatory behaviour in
spike positions. Moreover, N small eigenvalues (controlling the motion of N spikes) undergo a Hopf bifurcation
nearly simultaneously. As a result, a complex interaction between the different modes can be observed, leading
to a coexistence of multiple possible stable orbits. The main goal of this paper is to shed light on this complex
behaviour using finite-dimensional reduction and multiple scales techniques.
Figure 1 illustrates this phenomenon. For a single spike, there is a single small eigenvalue that undergoes a Hopf
bifurcation for values of τ slightly above 1/κ. It causes the spike to oscillate periodically. In §3 we compute the
2
amplitude of this oscillation as a function τ. For two spikes, the long-time dynamics are even more interesting.
We show §3 that for τ slightly above the Hopf bifurcation, the dynamics settle to one of the two possible orbits,
corresponding to either odd (in-phase) or even (out-of-phase) oscillations in spike positions (see Figure 1(d) and
(e), respectively). Which one is chosen depends both on τ and the initial conditions. When τ = 1.05
κ
, only even
oscillation is stable (Figure 1(c)). On the other hand, when τ = 1.15
κ
both even and odd oscillations coexist for
the same parameter values and orbit selection mechanism depends only on initial conditions.
The main result of this paper is as follows
Principal Result 1. Let
τ =
1
κ
+ ε2τˆ
and assume that τˆ = O(1) as ε→ 0. Then there exists a solution consisting of N spikes nearly-uniformly spaced,
but whose centers evolve near the symmetric configurations on a slow time-scale according to the following. Let
xk be the center of the k-th spike. Then xk ∼ −1 + 2k−1N + εpk where
pk =
N∑
i=1
QkiBi(ε2t) cos (εωkt+ θk) (4)
and Bk(s) solves the ODE system Eq. (96), θk are constants depending on the initial condition, ωk =
√
−κλk
3N
,
and λk is defined by Eq. (15).
The article is structured as follows. In §2, we study the instabilities of multiple spikes pattern triggered by
increasing reaction time ratio τ . It turns out that in the regime τ ∼ 1
κ
+ τˆ ε2, only eigenvalues which are
asymptotically small as ε → 0 can become unstable. Since small eigenvalues correspond to translation modes,
their instability induce a slow (possibly periodic) motion of the spikes. In section §3 we derive a reduced ODE
system which describes the spike motion for τ near 1
κ
. The reduced system contains 2N variables corresponding
to both positions and velocities of N spikes. In §4 we apply the method of multiple scales to the resulting reduced
system. This yields the Principle Result 1. We conclude with some open questions in §5
2 Stability analysis for N-spike solution
In this section, we study the stability of N-spike profiles for system (3). This analysis is an extension of the
work done in [10]. In the limit ε→ 0, there exist large eigenvalues which tend to a non-zero limit and the small
eigenvalues which tend to zero. We begin by formulating the linear stability problem of steady state. Since the
equilibrium solution are exactly the same as two-component system, we follow the conclusion in [10].
Lemma 1. As ε→ 0, the system (3) admit a N-spike solution, whose leading order is given by
w0 = u0 =
1
ξ0
N∑
j=1
ρ
(x− xj
ε
)
(5)
where xj = −1 + 2j−1N , j = 1..N , ρ(y) = 32 sech 2(y/2) is the unique positive solution to
ρyy − ρ+ ρ2 = 0, ρ′(0) = 0, ρ→ 0 as y → ±∞; (6)
ξ0 = N
∫ ∞
−∞
ρ(y)dy,
and v0 satisfies 
Dv0xx +
1
2
− 1
N
∑N
j=1 δ(x− xj) = 0
v0(xj) = ξ0
v′0(−1) = v′0(1) = 0
(7)
To analyze the stability of the equilibrium solution, we introduce small perturbations
u = us + e
λtφ(x); v = vs + e
λtη(x); w = ws + e
λtψ(x). (8)
Substituting (8) into the system (3) gives the following eigenvalue problem:
λφ = ε2φxx − (1− κ)φ+ u2sη + 2usvsφ− κψ (9a)
0 = Dηxx − ε−1
(
u2sη + 2usvsφ
)
(9b)
τλψ = φ− ψ (9c)
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with Neumann boundary conditions.
From (9c), we obtain
ψ =
φ
1 + τλ
. (10)
Substituting (10) back to (9a), we obtain:
λ(1− τκ
1 + τλ
)φ = ε2φxx − φ+ u2sη + 2usvsφ (11a)
0 = Dηxx − ε−1
(
u2sη + 2usvsφ
)
(11b)
Let γj and Φ
0
j be the eigenvalues and eigenfunctions of the eigenvalue problem Eqs. (11) at τ = 0. It is ready to
see that the root of
λ(1− τκ
1 + τλ
) = γj (12)
are the eigenvalues of Eqs. (11). Since we are interested in the role of parameter τ , we required that N-spikes
solution is stable with respect to D. Let’s recall the following lemma from [10],
Lemma 2. For N ≥ 2, let
DN :=
1
2
∫
ρ2dy
1
N3
(13)
and suppose that O
(
ε2
) D ≤ O(1). Then for ε 1,
• one-spike solution is stable.
• for D < DN , N-spike solution is stable while for D > DN , N spikes solution is unstable.
Note that the equation (12) is a quadratic equation and γj is negative when D < DN , a simple calculation shows
that the equation only admit solution with negative real part when
τ < | 1
κ+ γj
| ≤ 1
κ+ γ1
. (14)
We arrive at the following proposition:
Proposition 1. Assume D < DN for N ≥ 2, the eigenvalue problem (9) has only eigenvalues with negative real
part when τ < | 1
κ+γ1
| and N-spikes solutions are stable.
When τ = τ1 :=
1
κ+γ1
, the root of Eq (12) is pure imaginary, indicating that the system is undergo a Hopf
bifurcation as τ pass through τ1. It has been shown in [10] that, the first N eigenvalues with largest real part is
of order ε2, whose corresponding eigenfunctions are the translation modes.
Define λ1 := − 12D and for i = 2, · · · , N ,
λi := − 1
2D
− 1
24N3D2
1
tan2 pi(i−1)
2N
(
1− 1
12DN3 sin2 pi(i−1)
2N
)−1
(15)
such that λi > λj for i < j. Then γi =
λiε
2
3N
for i = 1..N .
Define
τN :=
1
κ+ γN
∼ 1
κ
− λNε
2
3Nκ2
+ · · · , (16)
then τi > τj for i > j. When τ > τN , there exist N unstable modes. It is natural to further investigate what
happens when τ > τN , especially when all of those modes become unstable.
Remark. Note that all the τN are of order O(ε2) distance to the value τc := 1κ , if we confine our analysis close
to τc, the large eigenvalues will remain strictly negative for all small ε, which allows us to focus only on how
different translation modes interact.
We will carry out multiple time scale analysis to study the dynamics beyond Hopf bifurcations in the next section.
4
3 Dynamics of multiple spikes near the threshold
In this section, we study dynamical solutions that appear through a Hopf bifurcation at τc :=
1
κ
. Near the Hopf
bifurcation point, we rewrite the bifurcation parameter τ as τ = τc + ε
2τˆ . In this regime, we derive a reduced
dynamical system describing the spike locations {pk, k = 1..N}. Since the velocity of the spike is small close to
the bifurcation point, this can be done by means of a multiple time scale perturbation approach as described in
the framework of front bifurcations [15]. For convenience, we rescale the time tˆ = εt, after dropping the hat, the
system (3) becomes: 
εut = ε
2uxx − (1− κ)u+ u2v − κw
0 = Dvxx +
1
2
− u2v/ε
τεwt = u− w
(17)
We then derive the reduced system for the motion of spikes in the extended Schnakenberg model. The results
are compared with the numerical simulation obtained from the full system in §4.
The analysis is separated into the inner part and outer part.
Inner solution: near k-th spike, we expand:
u(x) = U(y), v(x) = V (y), w(x) = W (y), y =
x− xk − εpk(t)
ε
then Eqs. (17) becomes: 
−Uyεp′k = Uyy − (1− κ)U + U2V − κW
0 = DVyy +
1
2
ε2 − εU2V
−Wyεp′k + εWt = 1τ (U −W )
(18)
We introduce slow time scales:
T1 = εt, T2 = ε
2t T3 = ε
3t
and the following anasatz to facilitate the analysis:UV
W
 =
U0V0
W0
+ ε
U1V1
W1
+ αk(t, T1, T2)
 00
U0y
+ ε2
rurv
rw
+ ε3
RuRv
Rw
+ h.o.t (19)
To make the expansion of U and W unique, we also demand that∫
(ru − rw)U0ydy = 0 (20)∫
ruU0ydy = 0 (21)
Note that the anasatz (19) include a term [0, 0, αkU0y]
T , it is attributed to an important feature of the linearized
operator (27) around the steady state. We will explain it later in the order of ε.
We expand the system in power of ε and collect terms with equal powers of ε.
To leading order, we obtain 
0 = U0yy − (1− κ)U0 + U20V0 − κU0
0 = V0yy
0 = U0 − U0
(22)
It follows that
V0(y) = C0,k; U0(y) = ρ(y)/C0,k
where ρ satisfies (6) and C0,k is a constant to be determined by matching with the outer solution near xk.
In the order of O(ε) :
− ∂pk
∂t
U0y = U1yy − (1− κ)U1 + U20V1 + 2U0V0U1 − κ(αkU0y +W1(y))
0 = DV1yy − U20V0
− ∂pk
∂t
U0y =
1
τc
(U1 − αkU0y −W1)
(23)
From (23) we obtain:
V1 =
1
D
∫ y
−∞
∫ z
0
U20V0dz +B1,ky + C1,k (24)
The constant B1,k, C1,k is determined as follows:
B1,k =
∂V1
∂y
(+∞) + ∂V1
∂y
(−∞)
2
, C1,k = lim
y→∞
(V1(y)−B1,ky) (25)
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We rewrite Eqs. (23) into matrix form: 
(
−∂pk
∂t
+ καk
)
U0y
U20V0(
−∂pk
∂t
+ αk
τc
)
U0y
 = L
U1V1
W1
 (26)
where
L =

∂2
∂y2
− (1− κ) + 2U0V0 U20 −κ
0 ∂
2
∂y2
0
1
τc
0 − 1
τc
 (27)
The linear operator L is degenerate and its zero eigenvalue has a algebraic multiplicity of two. The system of
eigenfunctions then is incomplete and has to be supplemented with generalized eigenfunctions of the eigenvalue
zero. The corresponding eigenfunction and generalized eigenfuncion are G := [U0y, V0y,W0y] and P := [0, 0, U0y]
respectively. Thus for convenience, we include the generalized eigenfunction [0, 0, αkU0y]
T into our expansion
(19).
The adjoint operator of L is
L† =

∂2
∂y2
− (1− κ) + 2U0V0 U20 1τc
0 ∂
2
∂y2
0
−κ 0 − 1
τc
 (28)
One can directly check that G† = (U0y, 0,−U0y)T is its eigenfunction and P † = ( 1κU0y, 0, 0)T is its corresponding
generalized eigenfunction such that L†P = G. The conditions (20) and (21) correspond to the orthogonality
conditions [ru, rv, rw] ·G† = 0 and [ru, rv, rw] · P † = 0.
We then using the Fredholm alternative to obtain the solvability condition. By projection of O(ε) Eqs. (23) onto
G† = (U0y, 0,−U0y), we obtain the first solvability condition:
(
1
τc
− κ)αk
∫
U20ydy = −1
3
∫
U30 (y)
∂V1
∂y
dy (29)
Note that
∫∞
−∞ U
3
0
∫ y
0
U20V0dy = 0, Eq. (29) becomes:
(
1
τc
− κ)αk
∫
U20ydy = −B1,k
3
∫
U30 (y)dy (30)
Projection of O(ε) Eqs. (23) onto P † = ( 1
κ
U0y, 0, 0) yields a second condition:
− ∂pk
∂t
∫
U20ydy = −B1,k
3
∫
U30 (y)dy − καk
∫
U20ydy (31)
Note that B1,k = 0 by Eq. (72), Eq. (30) is an identity and Eq. (31) becomes
∂pk
∂t
= καk (32)
In the order of O(ε2), we obtain:
− ∂pk
∂T1
U0y =
∂2ru
∂y2
− (1− κ)ru + 2U0V0ru + U20 rv − κrw + U21V0 + 2U0U1V1
0 = D ∂
2rv
∂y2
− 2U0V0U1 − U20V1(
− ∂pk
∂T1
+ ∂αk
∂t
)
U0y − αk ∂pk∂t ∂
2U0
∂y2
= 1
τc
(ru − rw)
(33)
This system can be solved for ru and rw separately, but we skip this step since only the last equation will be
need in the following. From (33) we obtain:
∂rv
∂y
=
1
D
∫ y
0
(2U0V0U1 + U
2
0V1)dy + C2,k (34)
The constant C2,k is determined as follows:
C2,k =
∂rv
∂y
(+∞) + ∂rv
∂y
(−∞)
2
(35)
Note that ∫ ∞
−∞
(U21V0 + 2U0U1V1)U0ydy = 0 (36)
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By projection of O(ε2) Eqs (33) onto G† = (U0y, 0,−U0y), we obtain:
∂αk
∂t
=
1
3
∫ ∞
−∞
U30 (y)
∂rv
∂y
dy =
C2,k
3
∫ ∞
−∞
U30 (y)dy. (37)
Projection of O(ε2) Eqs (33) onto P † = ( 1
κ
U0y, 0, 0) yields:
∂pk
∂T1
=
1
3
∫ ∞
−∞
U30 (y)
∂rv
∂y
dy =
C2,k
3
∫ ∞
−∞
U30 (y)dy (38)
In the order of O(ε3), we obtain:

− ∂pk
∂T2
U0y +
∂ru
∂t
= ∂
2Ru
∂y2
− (1− κ)Ru + 2U0V0Ru + U20Rv − κRw + U21V1 + 2U0V1ru + 2U1V0ru + 2U0U1rv
0 = D ∂
2Rv
∂y2
− U20 rv − 2U0V0ru − U21V0 − 2U0U1V1
− τˆ
τc
∂pk
∂t
U0y −
(
∂pk
∂T2
− ∂αk
∂T1
)
U0y − αk ∂pk∂T1
∂2U0
∂y2
+ ∂rw
∂t
= 1
τc
(Ru −Rw)
(39)
It is easy to solve Rv by marching with outer solution.
∂Rv
∂y
=
1
D
∫ y
0
(U20 rv + 2U0V0ru + U
2
1V0 + 2U0U1V1)dy + C3,k (40)
The constant C3,k is determined as follows:
C3,k =
1
2
(
∂Rv
∂y
(+∞) + ∂Rv
∂y
(−∞)
)
(41)
Note that ∫ ∞
−∞
U0y(U
2
1V1 + 2U0V1ru + 2U1V0ru + 2U0U1rv)dy = 0 (42)
By projection of O(ε3) Eqs. (39) onto G† = (U0y, 0,−U0y), we obtain:∫
τˆ
τc
U20y
∂pk
∂t
− ∂αk
∂T1
U20y +
∂pk
∂T2
∂2U0
∂y2
U0y + (
∂ru
∂t
− ∂rw
∂t
)U0ydy = −1
3
∫
U30 (y)
∂Rv
∂y
dy (43)
Projection of O(ε3) Eqs. (39) onto P † = ( 1
κ
U0y, 0, 0) yields:
− ∂pk
∂T2
∫
U20ydy +
∫
∂ru
∂t
U0ydy = −1
3
∫
U30 (y)
∂Rv
∂y
dy (44)
We use Eq. (20) to find
0 =
∂
∂t
∫
(ru − rw)U0ydy =
∫
∂(ru − rw)
∂t
U0y − ∂pk
∂t
(ru − rw)U0yydy (45)
and, finally, using the last equation of system (33) , and Eq. (31) to obtain:∫
∂(ru − rw)
∂t
U0ydy = −τcκ2α3k
∫
U20yydy (46)
Similarly, using orthogonal condition (21), we conclude∫
∂ru
∂t
U0ydy =
∫
ru
∂pk
∂t
U0yydy = 0 (47)
Making use of Eq. (46) to eliminate ru and rw in Eq. (43), we obtain
∂αk
∂T1
=
τˆ
τc
καk +
C3,k
3
∫
U30 (y)dy − τcκ2α3k
∫
U20yydy∫
U20ydy
(48)
∂pk
∂T2
=
C3,k
3
∫
U30 (y)dy (49)
Hence, from Eq. (32), Eq. (37) and Eq. (48), we obtain our main result for the leading order dynamics of the
k-th spike. {
∂pk
∂t
= καk
∂αk
∂t
=
C2,k
3
∫∞
−∞ U
3
0 (y)dy
(50)
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
∂pk
∂T1
=
C2,k
3
∫∞
−∞ U
3
0 (y)dy
∂αk
∂T1
= τˆ
τc
καk +
C3,k
3
∫
U30 (y)dy − τcκ2α3k
∫
U20yydy∫
U20ydy
(51)
Outer solution. We determine the constant in the inner region B1,k, Ci,k by matching the inner solution and
outer solution. Away from spike centers, u(x) is assumed to be exponentially small so that Dvxx +
1
2
= 0 for
x 6= xk. Near xk +√εpk the term u2vε in (17) acts like a delta function, we then obtain:
Dvxx +
1
2
=
N∑
j=1
sjδ(x− xj − εpj) (52)
Here, the weights sj are defined by
sk =
∫ ∞
−∞
U2V dy
=
∫
U20V0dy + ε
∫
(U20V1 + 2U0V0U1)dy + · · ·
=
∫
ρ2dy
C0,k
− C1,k
∫
ρ2dy
C20,k
+ · · ·
=
6
C0,k
− ε 12
(
6C1,k
C20,k
+ E
)
+ · · · (53)
where U and V is the inner solution near the k-th spike, E is a constant independent of B1,k and C1,k and
E =
∫ ∞
−∞
U20
∫ y
−∞
∫ z
0
U20V0 dxdzdy +
∫ ∞
−∞
2U0V0U1dy. (54)
Integrating (52), we obtain ∫ 1
−1
1
2
dx =
N∑
j=1
sj (55)
The solution of (52) is then given by
v(x) =
N∑
j=1
sjG(x, xj + εpj) + v¯ (56)
Where G is the green’s function satisfies:
DGxx +
1
2
= δ(x− z) (57)
Gx(−1) = Gx(1) = 0,
∫ 1
−1
Gdx = 0 (58)
We can decompose G(x, z) as follows
G(x, z) =
1
2D|x− z| +H(x, z) (59)
where H is the regular part of G. We define matrix G as
G = (G(xi, xj)), (60)
Let’s denote the ∂
∂xj
as ∇xi , When i 6= j, we can define ∇xiG(xi, xj) and ∇xjG(xi, xj) in the classical way. When
i = j, we define
∇xiG(xi, xi) :=
∂
∂x
∣∣
x=xi
H(x, xi). (61)
Then we define the derivative of matrix G as follows.
∇G = (∇xiG(xi, xj)). (62)
Near the the kth spike x = xk + ε
1
2 pk + εy, we have
v(x) =
N∑
j=1
sjG(xk + εpk + εy, xj + εpj) + v¯ (63)
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Matching: we match Eq. (63) with the inner region. In the order of O(1), we obtain
N∑
j=1
6
C0,k
G(xk, xj) + v¯0 = C0,k (64)
On the other hand, the leading order of Eq. (55) implies
N∑
k=1
6
C0,k
= 1 (65)
we solve Eq. (64) and Eq. (65) to obtain
C0,k =
1
6N
(66)
Matching the order of O(ε), we obtain
N∑
j=1
(
−6C1,j
C20,k
+ E
)
G(xk, xj) +
N∑
j=1
6
C0,j
(∇xkG(xk, xj)pk +∇xjG(xk, xj)pj)+ v¯1 = C1,k (67)
The order O(ε) of Eq. (55) reads,
N∑
j=1
(
−6C1,j
C20,k
+ E
)
= 0 (68)
Note that by a direct computation we have
N∑
j=1
∇xkG(xk, xj) = 0,
N∑
k=1
∇xkG(xk, xj) = 0, ∇xkG(xk, xj) = ∇xkG(xj , xk) (69)
Eq. (67), Eq. (68) and Eq. (69) implies
v¯1 = −
N∑
j=1
EG(xk, xj) (70)
Hence
C1 =
C1,1· · ·
C1,N
 = 1
N
(I +
1
6N2
G)−1(∇G)T
p1· · ·
pN
 (71)
Another two constants B1,k, C2,k and C3,k depend on the derivative of v(x) near (xk + εpk) as follows:
B1,k =
1
2
(
∂vk,1(0
+)
∂y
+
∂vk,1(0
−)
∂y
)
=
k∑
j=1
C0,j∇xkG(xk, xj) = 0 (72)
C2,k =
1
2
(
∂vk,2(0
+)
∂y
+
∂vk,2(0
−)
∂y
)
=
N∑
j=1
[
6
C0,k
(∇xk∇xkG(xk, xj)pk +∇xj∇xkG(xk, xj)pj)]− C1,j6N2∇xkG(xk, xj)
= − 1
2D
pk −
N∑
j=1
C1,j
6N2
∇xkG(xk, xj) (73)
Note that the third derivatives of v in outer region is 0, we obtain
C3,k =
1
2
(
∂vk,3(0
+)
∂y
+
∂vk,3(0
−)
∂y
)
= 0 (74)
Hence
C2 =
C2,1· · ·
C2,N
 = − 1
2D
I − 1
6N3
∇G(I + 1
6N2
G)−1(∇G)T
p1· · ·
pN
 (75)
Define
M = − 1
2D
I − 1
6N3
∇G(I + 1
6N2
G)−1(∇G)T (76)
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Substituting all the constants back into the Eqs. (50) and recall that∫
ρ3dz∫
ρ2zdz
= 6,
∫
U20yydy∫
U20ydy
=
5
7
,
we obtain the reduced dynamic system for spike locations, as formally stated in the following proposition:
Proposition 2. Assume that ε  1 and τ = τc + ε2τˆ . Then, the equations for pk and αk are approximately
governed by
dpk
dt
=
∂pk
∂t
+ ε
∂pk
∂T1
+ · · · = καk + εC2,k
3N
(77a)
dαk
dt
=
∂αk
∂t
+ ε
∂αk
∂T1
+ · · · = C2,k
3N
+ ε
(
τˆκ2αk − 5
7
κα3k
)
. (77b)
where C2,k is the kth element of C2 defined by Eq (75).
The 2N -dimensional ODEs (77) describe the motion of N spike solution observed in the PDEs (17) when the
spikes are sufficiently close to the equilibrium and move slowly, with xk+εpk being the locations of the kth spike.
Remark. The terms C2,k (see Eq. 75), which are related to the Green’s function, serve as weak interactions
between the spikes even through they are far away from each other.
4 Analysis of ODE system
In this section, we apply method of multiple time analysis for the reduced system (77). Numerical comparison
between ODEs and partial differential equations (PDEs) simulation is provided to validate our approximation
for the case of N = 1, 2, 3.
4.1 One-spike motion
In the case of one spike, after discard the high order term in the system (77), we obtain{
dp
dt
= κα− ε p
6D
dα
dt
= − p
6D
+ ε
(
τˆκ2α− 5
7
κα3
) . (78)
Numerical simulation of ODEs (78) and original PDE shows good agreement, see Fig. 2. The existence of small
order nonlinear term in ODEs (78) make a further approximation possible. In fact, we can approximate (77) by
the following single equation of p up to O(ε).
p¨+
κp
6D
− ε
[
(τˆκ2 − 1
6D
)p˙− 5
7κ
p˙3
]
= 0 (79)
The system resembles a linear oscillator with weakly nonlinear damping. We proceed to use the multiple time
scale analysis to construct uniformly valid approximations to the solution of Eq. (79). We define slow time scale
as
T1 = εt, (80)
and seek for a solution of the form:
p = q0(t, T1) + εq1(t, T1) + · · · (81)
Substituting expansion (81) into the Eq. (79) and separating at each order in ε, we get the sequence of problem,
O(1) ∂
2q0
dt2
+
κq0
6D
= 0 (82)
O(ε) ∂
2q1
dt2
+
κq1
6D
= −2 ∂
2
∂t∂T1
q0 +
[
(τˆκ2 − 1
6D
)q˙0 − 5
7κ
q˙30
]
(83)
The O(1) solution is
q0 = A(T1)eiωt +A∗(T1)e−iωt (84)
where ω2 = κ
6D
. Substituting Eq.(84) into the Eq.(83), we obtain
∂2q1
dt2
+
κq1
6D
=
[
−2iω ∂A
∂T1
eiωt + iτ˜κ2ωAeiωt − 5
7κ
(
−iω3A3e3iωt + 3A2A∗iω3eiωt
)]
+ c.c (85)
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where c.c means the complex conjugate of the term inside the square bracket. To remove secular terms at order
O(ε), the condition
∂A
∂T1
=
1
2
(τˆκ2 − 1
6D
)A− 5
28D
A∗A2 (86)
must be satisfied. Solving explicitly for A by setting A = Beiθ
2
, we obtain separate equations for the amplitude
and phase of A,
∂B
∂T1
=
1
2
(τˆκ2 − 1
6D
)B − 5
112D
B3 (87a)
∂θ
∂T1
= 0 (87b)
It is easy to see that the phase θ is a constant determined by the initial condition and the amplitude will converge
to 56
5
(
τˆκ2 − 1
6D
)
as time approach infinity, that is
lim
T1→∞
B = max
(
56
5
(
τˆκ2 − 1
6D
)
, 0
)
. (88)
A direct comparison between the PDE, ODE and our asymptotic prediction (88) of amplitude is shown in Fig. 3
to validate our result.
Figure 2: A direct comparison of the spike center location between PDE simulation of system (17),
ODE simulation of system (78) and amplitude evolution from DE. (87a). Parameters are τˆ = 100, ε =
0.01, D = 0.2, κ = 0.2. The center of the spike oscillates as time goes on.
4.2 N-spike motion
In this subsection, we use the same method to construct approximate solution to N-spike dynamics. In general,
the dynamic system of N-spike motion can be written as
d2p1
dt2
...
d2pN
dt2
 = κM3N
p1...
pN
+ ε
(τˆκ2 + M3N )

∂p1
∂t
...
∂pN
∂t
− 5
7κ

∂p1
∂t
...
∂pN
∂t

◦3 = 0 (89)
where ∼◦ is the Hadamard power symbol and M is defined by Eq. (76).
Define
Q = (q1, · · · ,qN ) (90)
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Figure 3: (Color online) The amplitude (ε limt→∞ B) v.s τˆ between PDE simulation of (17), ODE
simulation of (78) and amplitude prediction from Eq. (88). Parameters are ε = 0.01, D = 0.2, κ = 0.2.
The left figure shows how amplitude changes as τˆ increases, the red circle is zoomed out in the right
figure. The agreement are pretty well even when τˆ is big.
where
q1 =
√
1
N
(1,−1, 1, · · · , (−1)N+1)′ (91)
qi = (qi,1, · · · , qi,N )′, i = 2, · · · , N (92)
qi,j =
√
2
N
sin
(
pi(j − 1)
N
(i− 1
2
)
)
(93)
Then it is easy to verify that
QTQ = I, QTMQ = Λ :=
λ1 . . .
λN
 (94)
where λi is defined by Eq. (15).
Define ξ = QT p, so that QTMp = ΛQT p = Λξ. Then ξ satisfies:
ξ¨ =
κ
3N
Λξ + ε
[
(τˆκ2 +
Λ
3N
)ξ˙ − 5
7κ
QT (Qξ˙)◦3
]
(95)
Following the same procedure as in one spike case, the general form for the amplitude evolution of |ξ| is of the
form:
∂Bi
∂t
= Bi
[
1
2
(τˆκ2 +
λi
3N
) +
5
56
N∑
j=1
bijB2j
]
(96)
where
bij =

1
N
(∑N
k=1Q
4
kj
)
λi j = i
1
N
(
2
∑N
k=1Q
2
kjQ
2
ki
)
λj j 6= i
(97)
Note that when D < DN , all the eigenvalues λi are negative, which results in bij < 0, thus the sign of term
(τˆκ2+ λi
3N
) will determine whether the system (96) admit non-zero equilibrium points. We will further determine
whether non-zero equilibrium points are stable or not in the next subsection for N = 2 and 3.
Remark. When τˆ > − λi
3Nκ2
, which corresponds to τ > τN in the original variable, the zero equilibrium points of
the system (96) becomes unstable and the system (96) admit at least i different non-zero equilibrium points. In
this way, we recover the instability result in Proposition 1.
4.3 Detailed analysis of two spike dynamics
In this subsection, we find and classify the fixed points of reduced ODE system in case of N = 2. When N = 2,
the constants in Eqs. (96) are evaluated as:
q1 =
√
2
2
(−1, 1)′; q2 =
√
2
2
(1, 1)′ (98)
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λ1 = − 1
2D
(99)
λ2 = − 1
2D
(
1 +
1
2D(48D − 1)
)
(100)
b =
(
1
4
λ1
1
2
λ2
1
2
λ1
1
4
λ2
)
. (101)
Eq. (96) becomes:
∂B1
∂t
= B1
[
1
2
(τˆκ2 +
λ1
3N
) +
5
56
2∑
j=1
bijB2j
]
(102a)
∂B2
∂t
= B2
[
1
2
(τˆκ2 +
λ2
3N
) +
5
56
2∑
j=1
bijB2j
]
(102b)
with
ξk ∼ Bk cos(εωkt+ θk)
and
p1 =
1√
2
(ξ1 + ξ2), p2 =
1√
2
(ξ2 − ξ1).
The equilibrium points satisfy:
B1
[
1
2
(τˆκ2 +
λ1
6
) +
5
56
2∑
j=1
bijB2j
]
= 0 (103a)
B2
[
1
2
(τˆκ2 +
λ2
6
) +
5
56
2∑
j=1
bijB2j
]
= 0 (103b)
The system decouples when one of B1 or B2 is zero. When B1 6= 0 and B2 = 0, the corresponding solution
exhibits “even” oscillations (out-of-phase oscillations), such as shown in Figure 1(e). When B2 6= 0 and B1 = 0,
the corresponding solution exhibits “odd” oscillations (in-phase oscillations), such as shown in Figure 1(d).
Fig. 5 shows a numerical simulation of the ODEs (96) when N = 2 for various values of the bifurcation parameter
τˆ . The results are in very good agreement with the spike dynamics of the original PDE system w.r.t the amplitude
and frequency.
By a conventional linear stability analysis, we obtain the following results w.r.t the equilibrium points and their
stability:
• When τˆ < 1−96D
24D(1−48D)κ2 , Eqs. (103a) only admit one non-negative solution
(B1,B2) = (0, 0), (104)
and it is stable.
• When 1−96D
24D(1−48D)κ2 < τˆ <
1
12Dκ2
, Eqs. (103a) admit two non-negative solutions
(B1,B2) = (0, 0) and
0,
√
28(τˆκ2 + λ2
6
)
5b22
 . (105)
It is easy to check that (0, 0) is unstable and
(
0,
√
28(τˆκ2+
λ2
6
)
5b22
)
is stable.
• When 1
12Dκ2
< τˆ < 1−32D
8D(1−48D)κ2 , Eqs. (103a) admit non-negative solutions
(B1,B2) = (0, 0),
√28(τˆκ2 + λ16 )
5b11
, 0
 ,
√28(τˆκ2 + λ26 )
5b22
, 0
 . (106)
Again, (0, 0) is unstable,
(
0,
√
28(τˆκ2+
λ2
6
)
5b22
)
is stable, and
(
28(τˆκ2+
λ1
6
)
5b11
, 0
)
is unstable .
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Figure 4: (Color online) Bifurcation diagram for τˆ of Eqs. (102). The horizon axis is τˆ and the vertical
axis is ||B||2 = B21 + B22. Solid line is stable part and dash line is unstable part. BP indicate bifurcation
branch point. Parameters are D = 1150 , κ = 0.2. The three branch point are at τˆ = 82.72, 312.5, 542.28
respectively. Note that, when 312.5 < τ < 542.28, there exist two types of oscillation, but only in-
phase oscillations are stable. The coexistence of in-phase and out-of-phase oscillations happens when
τ > 542.28.
• when τˆ > 1−32D
8D(1−48D)κ2 , Eqs. (103a) admit four non-negative solutions
(B1,B2) = (0, 0),
√28(τˆκ2 + λ16 )
5b11
, 0
 ,
√28(τˆκ2 + λ26 )
5b22
, 0
 ,(1
2
√
b−1(τˆκ2 +
λ1
6
, τˆκ2 +
λ2
6
)
)
.
(107)
Only
(√
28(τˆκ2+
λ1
6
)
5b11
, 0
)
,
(√
28(τˆκ2+
λ2
6
)
5b22
, 0
)
are stable.
Fig. (4) is the bifurcation diagram for τˆ obtained via mathcont, [27]. The system has three branch points
τˆ = 1−96D
24D(1−48D)κ2 ,
1
12Dκ2
, and 1
12Dκ2
. The first two branch points are the same as Hopf bifurcation points
obtained from stability analysis of PDE in section §2. The third branch point is the critical one to determine
whether both in-phase and out-of-phase oscillation can be observed or not at the same time. Below this point,
only in phase oscillation is stable.
4.4 Three spikes dynamics
In this subsection, we numerically investigate ODEs and amplitude evolution DEs (96) for three spike dynamics.
When N = 3, the constants in Eqs. (96) are evaluated as:
q1 =
1√
3
(1,−1, 1)′; q2 =
√
2
3
(
1
2
, 1,
1
2
)′; q3 =
√
2
3
(
√
3
2
, 0,−
√
3
2
)′ (108)
λ1 = − 1
2D
(109)
λ2 = − 1
2D
− 1
72D2
(
1− 1
81D
)−1
(110)
λ3 = − 1
2D
− 1
648D2
(
1− 1
243D
)−1
(111)
We choose D = 1
500
, and obtain the bifurcation diagram, Fig. 6. Then we choose several special values of τˆ
to validate our asymptotic result, see Fig. 7. The long term behaviour of amplitude and period from the PDE
simulation and reduced ODE simulation are in good agreement. Note that the amplitude from PDE and ODE
oscillate around the amplitude from asymptotic equation in a small scale. A higher order approximation is
required to further capture this small deviation.
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(a) τˆ = 50 (b) τˆ = 500 (c) τˆ = 1000 (d) τˆ = 1000
Figure 5: (Color online) The first row shows the position of the spike center simulated by PDE (solid
line) and ODE (dash line). The first column (a) is the simulation at τˆ = 50, when only (B1,B2) = (0, 0)
is the stable equilibrium point, thus both |B1| and |B2| decays. The second column (b) is the simulation
at τˆ = 500, although there exist three equilibrium point but only the one (B1,B2) = (0, 4.339) is stable.
Thus even through we start with a initial condition closer to equilibrium point (B1,B2) = (1.4967, 0),
which corresponds to the out-of-phase oscillations, the dynamic converge to (B1,B2) = (0, 4.339), which
corresponds to the in-phase state. The third (c) and fourth (d) column are the simulation at τˆ = 1000,
both (B1,B2) = (2.86, 0) and (0, 6.435) are stable, thus with different initial conditions (out-of-phase
oscillations or in-phase oscillation), we end with different oscillatory states. The first row image may
look indiscernible, the reader is referred to the web version of this article for high quality image
5 Discussion
We have presented an extension of the Schnakenberg model, similar to the three-component gas discharge system
[14, 15, 16]. For a solution consisting of N spikes, this extension exhibits for N distinct and nearly simultaneous
Hopf bifurcations in the spike positions, which leads to very complex oscillatory dynamics, many of which cannot
be observed in the usual two-component reaction-diffusion models. We have analysed the spike motion near the
onset of oscillatory dynamics by first, deriving a system of 2N ODEs for spike positions and their velocities, and
second, using Multiple Scales techniques to further elucidate the dominant dynamics near the N-fold bifurcations.
There are several differences between our model and gas discharge model, which make the dynamics of localized
patterns different. First, unlike the gas discharge model, which models one activator and two inhibitors, our
system belongs to a class of activator-substrate-inhibitor RD systems. Second, the interactions of pulses in gas
discharge system exponentially decay with respect to their distance. While the spikes in our system interact
through the component (v) that do not localize, which is much stronger than the exponentially slow weak
interaction. Third, the motion of pulses in gas discharge system is driven through the drift bifurcation, while our
moving spikes are triggered by the Hopf bifurcation.
The reduction techniques (PDE → ODEs) are related to those used in a series of papers on the gas discharge
model [14, 15, 16, 17]. Similarly, our analysis is only valid near the multi-Hopf bifurcation points. While this
is a rather limited parameter regime, it allows for a more complete description of the dynamics, including the
untangling of the complex interaction between the simultaneous oscillatory modes using multiple scales analysis.
In a broader context, oscillatory localized patterns in RD system have been intensively studied. Spike oscillations
have been observed previously in the two-component RD systems such as Gray-Scott (of which Schnakenberg is a
limiting case) [25, 28, 29, 23]. In these works, it was found that even oscillations is the dominant behaviour when
two spikes oscillate (also the so-called breather oscillations). The oscillatory instability of single front solution for
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Figure 6: Bifurcation diagram for τˆ of Eqs (96) in three-spike case. the horizon axis is τˆ and the vertical
axis is ||B||2s = 2B21 + B22 + 3B23. Solid line is stable part and dash line is unstable part. The red dot BP
indicate bifurcation branch point. Parameters are Dv =
1
500 , κ = 0.2. The branch point from left to
right are at τˆ = 72.925, 356.68, 694.445, 923.75, 1032.22, 1315.99, 2733.90 respectively. A surprising result
is that three-spike pattern can at most have two stable oscillatory states.
two component activator-inhibitor model was first studied analytically by [19]. For two-layer case, there occurs a
competition between in-phase and out-of-phase oscillations. The selection mechanism between them on a finite
interval was discussed in [22]. Note that coexistence of two phases was not observed in [22]. In [21, 20] it was
shown that for a certain large class of RD systems, even oscillations dominate the dynamics. By contrast, for
system (3) we found multiple coexisting periodic orbits, supporting both odd and even oscillations.
Many open questions remain. Among them is to study the doubly-reduced ODE system (96) for N ≥ 3 spikes.
A preliminary study with N = 2 spikes shows a rich bifurcation structure as well as coexistence and multiple
frequency oscillations. The question of multiple spikes (N ≥ 3) remains open. Further away from the Hopf
bifurcation, there is a zoo of interesting dynamics. Some of these are shown in Fig. 8. In particular, for larger
domain sizes we observe “chaotic” dynamics and spike creation-destruction cycles. A similar creation-destruction
process and chaotic motion for the two-component Gray-Scott model was analyzed numerically in [30]. See also
a brief survey [31] in this direction. For moderate τ values, multiple oscillatory modes are seen to coexist leading
to rich dynamics. For larger values of τ, “zigzag” spike motion dominates. It would be very interesting to derive
the reduced equations of motion in this regime, far from the bifurcation points.
Very rich dynamics are observed in two or higher dimensions, even for a single spike. Figure 9 shows complex
“flower” orbits for a single spot in a square domain. Some of these are reminiscent of the trace of a meandering
tip of a spiral wave [32]. It is a completely open question to analyse these; however see [26] for analysis of
simple (circular) orbit in the two-dimenisonal Schnakenberg model inside a disk. Also, It was shown in [33] that
rotational motion of spot can emerge as a result of a combination of drift and peanut instabilities.
In conclusion, three-component RD systems exhibit very rich oscillatory spike motion. Combining PDE → ODE
reduction and multiple scales techniques sheds light on the long-time behaviour of spikes in these systems.
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