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This study considers the design of thermal processing systems where the 
goal is to design a system with the correct geometry and materials, so that 
together with the necessary energy input from the engineering devices, it would 
satisfy the needs of the process to be carried out.  In some systems, conditions at a 
specified steady state are of interest, while in some others the goal is to follow a 
specific thermal history.  Some of the common applications for such systems 
include rapid thermal processing of semiconductor wafers, curing, annealing, 
chemical vapor deposition applications, industrial baking or certain biomedical 
applications.   
Solution of a coupled boundary condition estimation problem together 
with geometry and property estimation problems is necessary.  This study focuses 
on boundary condition design so that the challenges of the problem can be 
 ix 
investigated and tackled in isolation from the other two problems.  The traditional 
method of solution for such a problem is by trial-and-error methods, which 
consider the solution through a series of forward problems, where the effects are 
calculated for prescribed causes.  Trial-and-error solution methods are 
computationally very expensive and it is often hard to achieve reasonable 
solutions.   
An alternative approach, inverse design, is based on formulating the 
design problem as an inverse problem and it is used here so that a direct solution 
is possible.  Here the cause for a certain effect is sought directly.  However, the 
use of an inverse formulation leads to an ill-posed problem where solutions 
become unstable and even unphysical.  Therefore, the use of regularization 
techniques is essential to achieve reasonable and accurate solutions.   
Generic design methodologies are developed and presented to solve steady 
and transient boundary condition design problems making use of an inverse 
formulation and regularization.  The developed solution techniques are 
experimentally validated and their applications are demonstrated through solution 
of sample thermal design problems in radiating enclosures.  Moreover, control 
algorithms based on artificial neural networks are developed for control of 
distributed transient systems.   
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CHAPTER 1 
Introduction 
1.1 MOTIVATION 
Engineering is a profession devoted to solving problems using applicable 
scientific knowledge and, in the absence of that, simply intuition.  Engineers have 
long been facing and solving problems to satisfy basic needs like accommodation, 
transportation, conditioning, protection, nourishment, exploration and health.  The 
way engineers tackle these problems is by designing and manufacturing the 
appropriate tools.  Therefore, major professional activities of engineers include 
research, development, design, construction, and sales. 
This study focuses on design, particularly the design of thermal processing 
systems that can be used for a wide variety of purposes.  The immediate result of 
the design procedure is often a report that includes a set of calculations and/or a 
drawing that are abstractions of the designed equipment or system; the subject 
being a process, an element or a component of a larger assembly or an entire 
system.  The design procedure is followed by construction of the equipment or 
application to the system where control is an important issue. 
Design of thermal processing systems involves satisfying desired 
conditions in the part of the system where the thermal processing takes place.  
This part of the system is named the “design environment”.  The conditions 
desired in the design environment are dependent on the process for which the 
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thermal system is built.  For example, a semiconductor wafer is to be heated in a 
given series of temperature steps while holding the wafer spatially isothermal.  
The design conditions can be reached by controlling the conditions in other parts 
of the system through heaters, burners or coolers.  The ultimate goal in a thermal 
design problem is to build the required system with the correct geometry and 
materials, so that together with the necessary input from the engineering devices 
for the system, it would satisfy the needs of the process to be carried out in the 
design environment.  Therefore, the design problem is a coupled problem of 
geometry, material and boundary condition or source estimation problems.  
Generally, the whole design process is very complex, highly nonlinear and 
involves a number of design iterations of prototype building and testing.  
Reducing the total number of design iterations by one or two will result in 
significant savings.  This can often be achieved through the use of available 
simplified models and numerical simulation techniques.   
This study focuses on one part of the design problem: The design of a 
system, for which the design environment, geometry and the materials are 
specified and the required boundary conditions are to be calculated.  The 
developed methodology can then be used as a tool for the complete design 
problem. 
For a process furnace, such as the ones used for rapid thermal processing 
(RTP), chemical vapor deposition (CVD), drying, curing of paint, food 
processing, annealing, or curing of powder coated materials, the thermal problem 
is to heat the design object with a prescribed distribution of temperature and net 
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radiant energy input.  These known distributions are usually spatially uniform, as 
uniform temperatures prevent thermal stresses, non-uniform chemical deposition, 
and uneven drying or cooking due to temperature gradients.  As each object has a 
finite heat capacitance, no steady state is available instantly.  In some of the 
processes, the final steady state is of interest; in many other problems it is the 
temperature path that is important. In order to reach a steady state, the design 
object must be heated from an initial state while the object follows a particular 
heating history, during which the design environment is to be kept at the desired 
spatial distribution at all times.  
This study involves the design of thermal systems where high 
temperatures are present.  The dominant mode of heat transfer is thermal radiation 
as the exchange of thermal radiation depends on the fourth power of temperature.  
The physical problem considered here is often very complex, with wavelength, 
direction and temperature dependent properties, involving non-linearity due to 
multimode heat transfer and the transient nature of the problem.  Furthermore, the 
geometry of the systems can include other levels of complexities like blockage 
effects. 
The traditional way to solve a design problem is to guess an input for the 
energy supply devices used in the system and then to check through mathematical 
models whether the desired conditions in the design environment are satisfied or 
not.  This involves the solution of the “forward problem”, where the input or the 
cause is given and the output or the effect is estimated.  The guessed value is 
modified based on the preceding results until the desired conditions are reached.  
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Such trial-and-error methods are computationally expensive; moreover, it can be 
difficult to obtain accurate, smooth, physically reasonable or feasible solutions. 
So called “inverse design”, on the other hand, involves the solution of the 
design problem by using all available information prescribed for the design 
environment at once to provide a direct solution for the necessary input.  As the 
required input or the cause for the system is determined from the output or the 
effect, this kind of formulation is called the “inverse formulation” and the method 
of design is called “inverse design”.  As a direct solution is considered, the 
computational expense of the inverse methods is considerably lower than trial-
and-error methods, but the drawback is that the inverse problem is defined in 
terms of a set of Fredholm equations of the first kind, which is known to be ill-
posed.   
The next section underlines the literature on the inverse heat transfer 
problems and previous studies applying inverse formulation as a design tool. 
1.2 LITERATURE REVIEW 
Hadamard (1923) defines a well-posed problem as one with a solution that 
is unique and stable under small perturbations in the input data.  By not satisfying 
these characteristics, many believed that even though ill-posed problems are 
solvable, the solution would be useless.  Moreover, these problems were 
considered as artificial and not reflecting real physical systems.  However, inverse 
problems are known to be ill-posed and real. 
Inverse problems started attracting attention in the late 1950’s, when the 
emerging space programs brought the advancement in computational techniques 
 5
required and the necessity to tackle inverse problems.  One of the first inverse 
problems proposed was related with re-entry of space vehicles.  During re-entry, 
the temperature of the heat shields of space vehicles become so high that direct 
measurement of thermal conditions and thermo-physical properties with known 
techniques is impossible.  The only alternative is setting the problem as an inverse 
problem by placing the sensors elsewhere, and estimating the thermal conditions 
and thermo-physical properties of the shield from its effect at the location the 
sensor is placed.  It was apparent that the way to solve the inverse problem was 
stabilization or regularization; i.e., re-formulating the ill-posed problem, so that 
the information causing the ill-posedness is ignored and a well-posed system is 
obtained.   
Before proceeding with investigating the literature in inverse heat transfer 
problems, it is reasonable to classify the inverse problems.  Inverse problems can 
be classified as follows: 
1. Inverse initial condition estimation problem 
2. Inverse property estimation problem 
3. Inverse geometry estimation problem  
4. Inverse boundary condition or load estimation problem 
In all these problem types, the inverse formulation of the problem is based 
on cause-effect relations, where the cause is calculated from information about the 
effect and the physical system.  In the problem types listed, the cause is the initial 
condition, certain properties of the materials on the boundary or the medium, the 
geometry, the boundary condition or the load in the medium, respectively.  The 
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effects are desired conditions in the design environment for the design problem or 
measured values in the case of measurement problem.   
The literature includes many studies that consider inverse problems in 
thermal systems.  Among these, it will be reasonable to concentrate on the 
pioneering studies that laid the basis for following studies, the studies that present 
a review of state-of-art of inverse problem solution, and studies that constitute the 
basis for the current study.  
1.2.1 The Pioneering Studies and Reviews 
Tikhonov and his co-workers Ivanov and Lavrentiev are attributed with 
the pioneering work in the area of developing regularization methods for inverse 
problems.  Tikhonov carried out a considerable amount of research on ill-posed 
problems and published the results in the 1960’s.  Tikhonov et al. (1995) 
introduce solution techniques based on regularization, named after him, to solve 
linear and non-linear ill-posed problems. He also combined his ideas with his 
computing skills to implement computer algorithms to solve ill-posed problems 
computationally (Tikhonov et al., 1995). 
In the area of inverse thermal problems, Alifanov’s and Beck’s group are 
credited for the majority of the initial work, both concentrating on inverse 
conduction problems.   
Alifanov focused on the use of iterative regularization techniques.  The 
idea of using iterative techniques, like gradient-based methods, was first 
introduced by Lavrentiev as these methods are resistant to the errors in the input 
data (Alifanov et al., 1995).  With these methods, the iteration number can be 
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used as the regularization parameter, and the error decreases as the iteration 
number increases.  The use of iterative regularization methods is explained in 
detail in Alifanov et al. (1995).  Alifanov (1994) presents a more comprehensive 
discussion focusing on the definition of the inverse problem, iterative 
regularization techniques and the variational principle of regularization.  
Moreover, numerical aspects, the existence, uniqueness and stability 
characteristics of the solutions for the inverse problems are also investigated.  In 
both references, the proposed solution techniques are applied to a number of 
inverse conduction problems.  The problems are transient boundary condition and 
load estimation problems with fixed and moving boundaries.  The application area 
of the problems of interest in both studies is measurement rather than design.   
Similarly, Beck et al. (1985) investigated inverse heat conduction 
problems and the solution techniques, including exact solutions, the single future 
time step method, function specification techniques, regularization methods, the 
trial function method, use of filters and optimization for parameter estimation.  
The problems they focus on are boundary condition and property estimation 
problems; estimation of single and multi heat flux on the boundary and estimation 
of the heat transfer coefficient.  This study also discusses the inverse problems 
with an emphasis on its use as a measurement technique.  
More recently, Özışık and Orlande (2000) presented a more 
comprehensive investigation of inverse heat transfer problems, covering most of 
the possible problem configurations including, steady-state and transient, 
property, boundary condition, load, and initial condition estimation problems.  
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Moreover, besides inverse conduction problems, they covered inverse convection 
and radiation problems.  They explained and used the Levenberg-Marquardt 
method, conjugate gradient method (CGM), CGM with adjoint problem for 
parameter estimation and CGM with adjoint problem for function estimation. 
1.2.2 Initial Value and Property Problems 
There are many studies in the literature involving property estimation in 
radiating systems.  These studies mainly focus on estimating the surface 
properties, emissivity, absorptivity, reflectivity or medium properties, the 
extinction coefficient, scattering albedo or the scattering phase function. 
Mengüç and Manickavasagam (1993) determined the profiles of extinction 
coefficient and the single-scattering albedo in an absorbing and scattering 
cylindrical media, where the radiative properties in the medium vary radially.  
They used the angular radiosity distribution obtained from the solution of the 
forward problem as an input to the inverse analysis.  For an anisotropically 
scattering medium, the asymmetry factor is also recovered.   
Wu and Wu (1998) developed a technique based on a successive 
approximation method to solve direct and inverse problems of radiative exchange 
among surfaces.  They formulated the radiative exchange by an expression in 
terms of some integrals independent of surface reflectivity.  The integrals can be 
obtained by only one calculating procedure provided that the geometry is fixed.  
The inverse problem of estimating the surface reflectivity is then solved without 
solving the associated direct problem repetitively. 
 9
The literature on initial value problems is relatively limited.  One of the 
significant studies is presented by Silva Neto and Özışık (1994).  They used CGM 
with an adjoint equation to estimate the initial condition of a one-dimensional 
transient heat conduction problem.  Making use of the available data of measured 
temperatures at numerous locations along the slab at a certain time, they were able 
to recover the initial temperature distribution along the slab. 
1.2.3 Geometry Design 
None of the studies listed above are focused on design.  The first studies 
that make use of inverse design are in the field of diffuser or airfoil design 
(Hokenson, 1979; Volpe and Melnik, 1984).  One of the first studies addressing 
the applicability of inverse formulation for thermal design is Kennon and 
Dulikravich (1985), where the internal cooling of turbine blades is considered.  
The same problem with additional inverse conduction problems involving shape 
design and unsteady boundary condition problems are explained in detail in 
Dulikravich and Martin (1997). 
Howell (1999) presented one of the first studies that considers inverse 
design of geometry for radiating enclosure problems.  The problem considered is 
to satisfy the design conditions by using the appropriate geometric configuration 
of the heater surfaces.  Simulated annealing, a well known stochastic technique 
for global optimization, is used to find the optimal geometry configuration.   
More recently, Daun et al. (2001) solved the problem using a more 
deterministic approach utilizing the sensitivity coefficients.  The geometry is 
defined using Non-Uniform Rational B-Splines (NURBS), which is a common 
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way to parametrically define two and three dimensional surfaces, and the 
configuration factors for radiation transfer are calculated by infinitesimal area 
analysis.  As the geometry is defined in terms of parametric curves, the sensitivity 
coefficients can analytically be calculated and using non-linear programming 
techniques, the optimal geometry can then be evaluated.  
1.2.4 Inverse Boundary Condition or Load Design 
The use of inverse formulation as a design tool in radiating systems was 
first introduced by Howell’s group in the mid-nineties.  One of the initial works 
was presented by Harutunian et al. (1995), which solved the inverse problem of 
radiative exchange within evacuated two-dimensional rectangular enclosures 
composed of diffuse-gray surfaces.  The goal was to predict the required 
temperature distribution at the heater surfaces.  They used modified truncated 
singular value decomposition (MTSVD) to regularize the resulting ill-posed 
system of equations and were able to recover the unknown emissive power 
distributions to an acceptable level of accuracy. 
Howell et al. (2000) presented the design of two-dimensional rectangular 
enclosures with absorbing-emitting medium and three-dimensional evacuated 
enclosures.  They used the conjugate gradient method (CGM), truncated singular 
value decomposition (TSVD), Tikhonov regularization (TR) and MTSVD to 
solve the resulting ill-conditioned system of equations and compared the results 
from the different methods. 
Kudo et al. (1995) investigated the inverse source estimation problem in a 
radiating enclosure containing absorbing-emitting medium.  They solved for the 
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optimal locations for the specified power input in the medium to satisfy design 
conditions on the boundaries of the two-dimensional rectangular enclosure.  They 
have employed TSVD to produce stable and accurate solutions. 
França et al. (1999) solved a similar problem to the one presented by Kudo 
et al. (1995), but they have fixed the locations of the burners and estimated the 
required source input.  Moreover, they have also included the diffusive effects in 
their analysis leading to a non-linear combined conduction-radiation solution.  As 
a regularized solver, they used TSVD iteratively in order to cope with the non-
linearity of the problem. 
The inverse boundary condition estimation problem is also investigated by 
França et al. (2001).  They presented a heater design of a dryer system.  The 
required input for the heaters located on one surface of a plane parallel channel, 
where an absorbing-emitting gas flows through, is estimated so as to satisfy 
desired design conditions over the surface to be dried.  The problem requires a 
solution of combined conduction-convection-radiation, which is highly non-
linear, in addition to the ill posedness due to the governing inverse formulation.  
They tackled the problem using TSVD iteratively, and calculated the optimal 
heater length and required power input. 
França et al. (2002) presented a comprehensive review of the inverse 
design concept in thermal systems dominated by thermal radiation.  Besides the 
solution techniques and the characteristics of the problem, their review also 
included sample applications of purely radiating or multi-mode design problems.  
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However, the geometries considered in these studies are simple rectangular or 
plane parallel enclosures, and no transient effects are considered. 
Park and Jung (2001) presented a system to control RTP systems, where 
they measure the temperature over the design object making use of a number of 
sensors, then making use of inverse analysis estimating the temperature 
distribution over the design object.  Once the temperature distribution is known, 
estimating the required heater configuration constitutes another inverse problem.  
They have used Kalman filters together with the Karhaunen-Loève Galerkin 
procedure to tackle the inverse conduction problem.  The inverse radiation 
problem is solved by least squares minimization technique. 
1.3 OBJECTIVE  
Considering the previous work done, there seems to be enough 
background to expand the application areas of inverse design concept from the 
simplified academic problems to relatively more complex problems industry is 
facing.  The academic problems in radiating systems that have been solved 
usually involve pure absorbing-emitting media in simple rectangular enclosures, 
with diffusely reflecting surfaces.  However, industry faces problems with further 
complexities such as irregular geometries with blocking or shading effects that 
create severe discontinuities in the distributions, mirror-like reflecting surfaces, 
and anisotropically scattering media.  One of the goals of this study is to expand 
the limits of the current state-of-art of inverse design concept to tackle problems 
with such complexities.   
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In the area of inverse heat transfer problems, transient effects have been 
considered in problems that involve conduction and convection.  In many systems 
like the ones involving RTP, transient effects are important together with the 
dominance of thermal radiation.  The required power input for the heaters is to be 
estimated as they heat an object that must follow a specified temperature history.  
This is a challenging problem because attaining a certain level of accuracy might 
be impossible based on the system selected.  But nevertheless, the intent is to 
develop a design technique that will be able to solve a variety of problems that 
involve transient effects, as long as a solution exists.  
Another aspect of the problem is to develop some means of control.  No 
matter how complex the numerical model is, it is very common that there will be 
discrepancies between the predictions of the numerical model and the response of 
the physical model.  In order to reduce these discrepancies to more acceptable 
levels, a control system is required.  Our objective is to design such a control 
system. 
1.4 THE ORGANIZATION OF THE DISSERTATION 
This dissertation is divided into eight chapters.  Chapter 2 presents the 
required background for thermal system analysis, including the thermal energy 
equation, and the radiative transfer equation.  It also includes the numerical 
discretization of the governing equations and the numerical solution techniques 
employed in this study.  The mathematical and physical aspects of inverse 
problems and the available solution techniques are presented in Chapter 3.  The 
design of steady thermal systems constitutes Chapter 4.  Transient thermal system 
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design is investigated in Chapter 5.  Chapter 6 includes the application of the 
control algorithm.  The application of the inverse design predictions compared to 
the experimental results is presented in Chapter 7.  The last four chapters 
mentioned include the results presented in Ertürk et al. (2000, 2001a, 2001b, 
2002a, 2002b, 2002c, 2002d), Daun et al.(2002) and Gamba et al. (2002).  The 
conclusions and the recommendations for future work are included in Chapter 8. 
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CHAPTER 2 
Mathematical Model of The Physical System 
2.1. INTRODUCTION 
This chapter presents the basic information required for carrying out 
thermal analysis.  Thermal analysis of a system requires satisfying three basic 
laws, representing the conservation of mass, momentum and energy.  Some of the 
systems considered in this study are evacuated so the flow inside is negligible.  
Therefore, the solution of the momentum and continuity equations is unnecessary 
in such systems, leaving only the energy equation.  Moreover, high temperatures 
are present in the systems considered in this study; consequently thermal radiation 
is the dominating mode of heat transfer and special attention will be paid to the 
equation defining radiation transport. 
The derivation of the energy equation is presented in many references 
such as Incopera and De Witt (2002) or Mills (1992).  Therefore, it will be 
appropriate to start with the general form of the energy equations for enclosure 
geometries.  From the general form of the relations presented, these equations can 
then be simplified for the particular cases considered in this study.   
Numerical solution techniques are employed throughout this study; control 
volume approach is used for spatial discretization of the energy equation and the 
Monte Carlo method (MCM) is used for modeling the transport of thermal 
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radiation.  The details of the numerical discretization schemes employed and the 
MCM are also presented in this chapter.   
2.2 THE ENERGY EQUATION 
The laws of thermodynamics are the fundamental laws that describe the 
thermal nature of every system.  Thermal analysis usually involves the application 
of these laws together with the available information to estimate the unknown 
states, properties, or characteristics.  The mathematical expression that represents 
the first law of thermodynamics, also known as the conservation of energy, is the 
energy equation.  The energy equation in its general form is  
( ) drp QTkDt
DPT
Dt
DTc Φ+′′′+′′−∇⋅∇+= qβρ    (2.1) 
where the D/Dt terms are the substantial derivatives that include the local rate of 
change with time combined with convective effects as 
∇⋅+
∂
∂
= U
tDt
D        (2.2) 
The term on the left hand side and the first term on the right hand side of 
the energy equation, Eq. (2.1), represent the rate of change in the energy and the 
compression work, respectively.  The second and third terms on the right hand 
side are the divergence of heat flux, diffusive and radiative, respectively, and the 
energy generation, such as due to a combustion or another chemical reaction.  The 
final term represents the dissipated energy due to viscous effects. 
The velocity appearing in the convective terms of the substantial 
derivatives demands information about the flow-field, which necessitates the 
solution of momentum and continuity equations.  For an incompressible flow (Ma 
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< 0.3), the energy equation is uncoupled from the other two and can be solved 
separately.  Otherwise, energy, continuity and momentum equations are coupled 
and must be solved simultaneously.   
In order to carry out a thermal analysis of an enclosure, both the medium 
and the conditions at the boundaries must be considered.   
2.2.1 The Energy Equation for the Medium 
The energy equation for the medium inside an enclosure is identical to Eq. 
(2.1), but in many situations some of the terms can be negligible.  For enclosure 
problems where the flow is negligible, the convective terms, the compression 
work and the viscous dissipation terms are negligible leading to 
( ) QqTk
t
Tc rp ′′′+′′−∇⋅∇=∂
∂ρ      (2.3) 
where the divergence of radiative flux is defined by the radiation transfer 
equation.  In such a situation the solution of momentum and continuity equations 
is not required. 
Thermal radiation is directly proportional to the fourth power of the 
absolute temperature.  Therefore, in systems where high temperatures are present, 
the radiative terms become dominant to the diffusive terms.  For a steady system 
with negligible diffusive terms, the energy equation becomes 
Qr ′′′=′′⋅∇ q         (2.4) 
A special case of Eq. (2.4) where Q′′′=0, is termed radiative equilibrium.   
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2.2.2 The Energy Equation for the Boundaries 
In order to complete the thermal analysis of an enclosure, the conditions at 
the boundaries must also be considered.  The boundary conditions can be a 
specified state as in the case of a Dirichlet condition or in terms of energy 
equations with certain conditions on these locations as in the case of Neumann or 
Robin conditions.  A generalized relation that includes the radiation on the 
bounding surface can then be written as 
( )
wall
gr n
TkTThq
∂
∂
=−+′′       (2.5) 
where convection is defined in terms of a heat transfer coefficient and the 
derivative ∂/∂n denotes the gradient normal to the surface. This is the required 
boundary condition for the general energy equation for a differential element in 
the solid wall 
( )
t
TcTkQ p ∂
∂
=∇⋅∇+′′′ ρ       (2.6) 
Then Eqs. (2.6) and (2.5) should be solved coupled with corresponding 
equations for medium.  
Consider the enclosure geometry represented in Fig. (2.1).  In such an 
enclosure, the thicknesses of the surfaces are usually small enough to neglect 
diffusion across the surface thickness.  The energy equation for an enclosure 
boundary, considering the surfaces as lumped across its thickness, δ, can be 
written as  
( ) ( ) ( )
t
TcTThTThTkQq poutginr ∂
∂
=−+−+∇⋅∇+′′′+′′
∞
δρδδ  (2.7) 
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Figure 2.1: The energy balance over a differential element on the boundary of an 
enclosure 
It should be noted that Eq. (2.7) is given for a control volume on the 
boundary of an enclosure, for which the surface does not move.  If the surface 
moves with a constant velocity U along the coordinate x1, the energy entering and 
leaving the control volume as the energy of the moving surface should also be 
taken into account.  This can be achieved by using a substantial derivative of time 
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rather than a partial derivative that only includes the local rate of change with 
time.  
( ) ( ) ( )
Dt
DTcTThTThTkQq poutginr δρδδ =−+−+∇⋅∇+′′′+′′ ∞  (2.8) 
The equation can be simplified for special cases.  In case of no external 
power input, the Q′′′δ = Q′′= 0 as in the case of all surfaces but heaters.  It is a 
common practice to approximate separate isothermal elements as heaters, for 
which case the conduction term is ignored.  If the surface is well insulated on the 
outside so that there is no heat loss to the environment at T∞, the corresponding 
convection term can be neglected by setting hout = 0.  The similar case holds when 
there is negligible free or forced flow inside the enclosure, hin = 0.  Moreover, for 
a steady problem where heat diffusion along the plate is negligible when 
compared with radiation the energy equation for the enclosure surfaces simply 
reduce to a pure radiation problem, where 
δ
rqQ
′′
−
=′′′         (2.9) 
for the heater elements, and  
( )
∞
−=′′ TThq outr        (2.10) 
for the other elements losing heat to the outside. 
For all the systems where the radiative effects are present, the radiative 
heat flux, qr″, or the divergence of radiative flux, ∇⋅qr″, must be calculated using 
the radiative transfer equation.  
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2.3 THERMAL RADIATION  
The energy transferred by electromagnetic waves or photons is referred to 
as thermal radiation.  Thermal radiation becomes important in the presence of 
high temperatures, as it is directly proportional to the fourth power of the absolute 
temperature, and in vacuum systems because a medium is not required to transfer 
energy through radiation.  For the purposes of this study, the understanding of 
thermal radiation is essential as the systems under consideration are high 
temperature systems where thermal radiation dominates. 
Rather than explaining the phenomenon extensively, brief information 
including the basic equations is presented here while further information about the 
topic can be found in literature such as Siegel and Howell (2002) and Modest 
(1993).   
It is practical to present the topic in two sub-titles: thermal radiation 
between surfaces that focuses on the exchange between surfaces in the presence 
of a transparent gas or vacuum and thermal radiation in a participating medium, 
which considers the exchange in the presence of a participating gas.  
2.3.1 Thermal Radiation Between Surfaces 
The most common radiation problem is the exchange among numerous 
surfaces.  For enclosure geometries with diffuse-gray surfaces such as the one 
shown in Fig. 2.2-a, the relation defining the radiation exchange can be written as 
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Figure 2.2: (a) The enclosure with transparent medium and diffuse-gray walls, 
(b) the two differential areas 
in terms of the emissivities, configuration factors, emissive power and the 
radiative heat flux distributions.  The configuration factor between two 
infinitesimal elements dAj and dAk, such as in Fig 2.2-b is 
k
kj
dAdA dAS
dF
kj 2
coscos
π
θθ
=
−
      (2.12) 
and it represents the ratio of the solid angle that the surface element dAj sees as 
subtended by surface element dAk directly, to all the hemisphere over the element.  
The evaluation of the configuration factors constitutes an important part of 
the solution of the enclosure problems.  While in simple geometries, configuration 
factors can be calculated through direct integration, or other simple methods such 
as the Hottel’s crossed string method, for complex geometries that might include 
blockage effects, advanced techniques are required. 
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For enclosure problems with specularly reflecting surfaces, the 
configuration factor formulation becomes inadequate.  An alternative to 
configuration factor formulation is the exchange factor formulation, which can be 
given as 
)(~)()(
1
j
N
k
A dAdAkjr
xEFdxExq
k
kj
−=′′ ∑∫
=
−
    (2.13) 
where the exchange factor, 
kj dAdA
F
−
~  between the differential elements dAj and dAk 
is defined as the net rate of radiative heat emitted from dAj that is absorbed by dAk 
by all means including all intermediate reflections or scattering.  Although, the 
exchange factor formulation of the enclosure problem is much simpler than 
configuration factor formulation, it is usually a more difficult task to calculate the 
exchange factors.  Nevertheless, the resulting equation with the exchange factor 
formulation is an explicit relation, whereas the resulting relation with 
configuration factor relation is an implicit one and usually more difficult to solve.  
For an enclosure with black walls, the exchange factors and the configuration 
factors are identical.   
2.3.2 Thermal Radiation in Participating Media 
The equation that defines the rate of radiative transfer inside a medium 
that emits, absorbs and scatters is called the radiative transfer equation.  The 
derivation of the equation is available in Siegel and Howell (2002) and Modest 
(1993) and its generalized form for an incident beam directed in the direction si at 
a location s is 
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( ) ( ) ( )∫ Φ++−=∇⋅+∂∂ π λλλλλλλλλλ ϖπσσκκ 4 ,41 iiissb dIIIItIc ssss  (2.14) 
where the first term on the left hand side is the transient term and is negligible 
unless time scales in the order of picoseconds or very small length scales are 
considered.  The terms on the right hand side represent the emission, the 
attenuation by absorption and scattering and the augmentation by scattering into 
the intensity of the beam at point s by the element of size ds, respectively as 
shown in Fig. 2.3.  
In order to calculate the net radiative energy deposited within or 
withdrawn from a differential volume element, the radiative transfer equation 
should be integrated over all directions.  The resulting equation is  
( ) ( )[ ]∫ ∫
∫∫∫
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which can also be integrated over the whole spectrum to yield 
Figure 2.3: The incident intensity traveling through the participating medium 
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( ) ( )[ ]∫ ∫∞ Φ+−=′′⋅∇ 0 444 λϖσπβκ π λλλλλ ddIIEq iiisbpr ss   (2.16) 
where κp is the Planck mean absorption coefficient and the overbar indicates the 
mean value over the hemisphere such as 
∫= π λλ ϖπ 441 dII        (2.17) 
Equation (2.16) should be solved coupled with Eq. (2.1), the energy 
equation, using the boundary conditions as given in Eqs. (2.5-8).  The solution of 
the multi-mode heat transfer problem is a difficult task due to its high degree of 
non-linearity and demands iterative solution.  Even the pure radiation problem, in 
the absence of the transient, convective and diffusive terms, is quite complicated 
with absorbing, emitting and anisotropically scattering medium with wavelength 
and direction dependent properties. 
There are many different solution techniques specially developed for 
solving thermal radiation problems.  Some of these techniques are based on 
transforming the transfer equation into a number of partial differential equations, 
as in the case of method of spherical harmonics (P-N approximation), the discrete 
ordinates method (S-N approximation) and the flux methods.  The traditional 
zonal method is based on defining the radiative exchange in terms of direct 
exchange areas between discrete surface and volume elements.  The Monte Carlo 
method is a statistical solution technique based on simulating a finite number of 
photon bundles to statistically simulate the physical event.  The discrete transfer 
method is similar to the Monte Carlo method, but rather than being statistical it 
follows a deterministic approach.  Solution is also possible with more 
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conventional numerical methods like finite volume, finite element or spectral 
methods. 
In this study the Monte Carlo method is preferred to model the radiative 
transfer for its versatility over the other methods.  The details of the method are 
presented in the upcoming section.  
2.4 THE MONTE CARLO METHOD 
The Monte Carlo method (MCM) is a very generalized technique to 
statistically simulate a wide variety of events in terms of a Markov chain.  A 
Markov chain represents a sequence of events, of which the probability of each 
succeeding event is independent of the prior events.  The MCM can be applied to 
different problems in a wide variety of fields such as demographics, economics 
and engineering.  In the area of thermal problems, it has been applied to 
simulation of thermal radiation problems, heat diffusion problems (Haji-Sheikh 
and Sparrow, 1967) or the simulation of rarified gas flow (Bird, 1976).   
Howell and Perlmutter (1964) used the method for the first time for 
solution of a thermal radiation problem.  Since then, the method has become one 
of the most basic solution techniques for thermal radiation problems often used to 
produce benchmark solutions such as in Hsu and Farmer (1997).  There is a broad 
literature on the use and applications of the MCM in thermal radiation problems, 
of which the highlights can be listed as Howell (1998, 1968), Siegel and Howell 
(2002), Farmer and Howell (1997), Modest (1993) and Yang et al. (1995). 
The method is based on simulating a finite number of photon bundles that 
carry a finite amount of radiative energy.  The physical events such as emission, 
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reflection, absorption and scattering that happen in the “life” of a photon bundle 
are all decided using the probability density functions derived from the physical 
laws and random numbers.  Therefore, once a large enough number of samples is 
used, the method can produce solutions within the statistical accuracy limits no 
matter how complex the problem is, which makes it the most versatile solution 
technique for the radiation problems.  On the other hand, this also brings the main 
drawback for the MCM, which has always been the required high computational 
expense.   
The usual tendency is that the method requires a considerable amount of 
computation even for a simple surface exchange problem, but adding further 
complexities does not require a significant amount of additional computation.  
Therefore, the method is extremely advantageous over the others for problems 
with many complex phenomena like wavelength and direction dependent 
properties, geometries with shading or blockage effects.  The method gained even 
more popularity in recent years with the increase in the computational power and 
introduction of the parallel processing.  
2.4.1 Random Numbers 
It would be reasonable here to define what is meant by a random number.  
A random number can be defined as a number chosen from a large set of numbers 
of equal intervals without a sequence.  The simplest way to “generate” random 
numbers might be writing down a series of numbers of equal intervals on small 
pieces of paper, putting all the papers in a bag and after mixing them up, picking a 
number at a time.  While carrying out a computational simulation, applying this 
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method of generating random numbers is impractical.  One possible way might be 
generating a finite number of random numbers and storing them for future use.  
This will of course require a very large memory if a large number of random 
numbers is required or otherwise the random numbers would start repeating 
themselves and their randomness would be questionable.   
The standard way to generate a random number that is to be used during a 
computation is through the use of a piece of code that is developed to perform the 
task.  It might sound quite unacceptable to expect a computer, arguably the most 
precise and deterministic machine produced by mankind, to generate a true 
random number, therefore random numbers generated as such are usually referred 
as pseudo-random numbers.   
The topic of generating pseudo-random numbers is a broad area and it is 
beyond the interests of this study.  Further information about the topic is available 
at Press et al. (1992), Hammersley and Handscomb (1964) and Taussky and Todd 
(1956).  It is important that, while simulating a physical event using the random 
numbers such as in the case of using a MCM, one should be aware that the 
pseudo-random numbers generated should have the correct distribution, which is 
a uniform distribution in our case, and they should not be repeating themselves 
throughout the whole simulation.  
2.4.2 Simulating Physical Events using Random Numbers 
Suppose the goal is to statistically simulate a physical event, such as to 
calculate the wavelength of emission from a surface.  The probability of a surface 
to emit at a specific wavelength λ can be defined as  
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where the function Pλ (λ) is called the probability density function (PDF) and it is 
the ratio of radiation emitted at the particular wavelength λ to the total emitted 
radiation.  Therefore, the PDF always has a value smaller than unity and 
moreover, the sum of all the probabilities, the area under the PDF curve should be 
equal to unity.   
In order to simulate the wavelength of emission, two random numbers, R1 
and R2, are required.  Using these random numbers two wavelength values, λ1 and 
λ2, should be estimated; one from the relation Pλ(λ1) = R1 and the other from λ2 = 
(λmax - λmin) R2 + λmin.  If λ2 is smaller than λ1, the wavelength λ2 is accepted as 
the wavelength of emission.  Otherwise, the two random numbers are rejected and 
another two are generated to estimate λ1 and λ2 until the condition is satisfied.   
The process of simulating physical events using a PDF and two random 
numbers as explained is an expensive one as depending on the PDF a large 
amount of random numbers generated could be rejected until the appropriate pair 
is found.  An alternative approach necessitates the definition of a cumulative 
distribution function (CDF) as 
∫ ′′= λ λλ λλλ 0 )()( dPR       (2.19) 
which denotes the probability of selecting a wavelength in the range 0 to λ.  The 
value of the CDF monotonically increases from 0 to 1 as λ increases from λmin to 
λmax or 0 to ∞, for the particular case.  Therefore, once a relation is developed for 
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CDF, Rλ(λ), it can be inverted for λ(Rλ), Rλ being a pseudo-random number.  The 
relation λ(Rλ) is referred to as the random number relation (RNR).  
If N random numbers are generated and by using the RNR, N wavelength 
values are calculated, N∆λ being in each ∆λ increment, it can be related that 
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When a small ∆λ or a large enough N is used, the quantity ∆Rλ/∆λ 
approaches dRλ/dλ, which is simply the PDF or Pλ (λ).  Therefore, if the number 
of samples used is large enough, the event can be simulated satisfying the PDF 
that describes the event.   
The same approach can be applied for physical events that could be 
described by multiple independent variables.  Consider the PDF for direction of 
emission from a gray surface 
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For a diffuse surface the PDF can be separated into two separate PDFs, 
one for the polar angle another for the azimuthal angle as Pθ ϕ (θ,ϕ)=Pθ (θ) Pϕ (ϕ) 
where 
θθθθθθ ddP sincos2)( =       (2.22) 
and  
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Then the CDFs for the polar and azimuthal angle can be derived as 
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both of which can be inverted easily for the corresponding RNR.  
There might be cases where the PDF considered is defined in terms of two 
independent variables but it is not possible to expand it as a multiplication of two 
separate PDFs.  To illustrate this, consider the PDF that defines the location of 
emission from a rectangular sub-element of a diffuse-gray surface that has a 
blackbody emissive power distribution Eb(x,y). 
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then the CDFs can be derived as 
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which can be inverted for the RNRs, x(Rx) and y(Rx, Ry), respectively. 
It can be observed that the x coordinate of the point of emission is only 
dependent on a random number, while the y coordinate depends on both random 
numbers.  The Eqs. (2.27) and (2.28) are often termed as the marginal and 
conditional distributions of the PDF.  
2.4.3 Different Monte Carlo Approaches 
One of the major advantages of the MCM is its flexibility.  For the 
solution of the same problem a number of different approaches can be 
implemented in terms of the ray tracing, book keeping procedure, calculating the 
mean values for the sub-elements.  Dependent on the nature of the problem, one 
could be advantageous over the others.   
Literature about the application of the MCM in thermal radiation problems 
contains a wide variety of different approaches.  The most comprehensive study 
that covers and compares the majority of the possible approaches is by Farmer 
and Howell (1998) who presented two major approaches for the ray tracing 
procedure, which is the heart and soul of a MCM simulation.  They named the 
first of these approaches as “the collision-based method”, where a photon bundle 
is assumed to move undisturbed from its emission until it collides with a molecule 
or a particle and is absorbed or scattered.  In this approach the bundle is 
completely absorbed in a gas element, completely reflected from or absorbed by a 
surface.  The second approach they presented was named “the pathlength-based 
method”, where the energy of the bundle is distributed to the medium as it moves 
through the absorbing medium or to the surfaces as it is reflected.  They have 
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compared the performances of both methods in a number of different problems 
and shown that both approaches have similar performances in most of the 
problems, while the pathlength-based method is slightly advantageous in some.   
Another alternative approach, originally proposed by Walters and Buckius 
(1992), was the “reverse approach” where the photon bundles are simulated from 
their points of absorption to their points of emission unlike the case of more 
traditional forward approaches.  This approach is especially advantageous when 
only a certain part of a system is of interest. 
2.4.4 Ray Tracing 
In this study, a forward, collision-based method is employed for its 
simplicity and versatility.  This section presents ray tracing using the collision-
based method in detail.  Besides the collision-based method, the outline of ray 
tracing using the pathlength-based method is also presented to complete the 
discussion.   
Ray Tracing with the Collision-Based Method 
As mentioned in the preceding section, in the collision-based method, a 
photon bundle is assumed to travel undisturbed between its emission and 
collisions, where it is absorbed or scattered.  This simply means that the energy of 
the photon bundle is not split as the photon bundle moves through the absorbing 
medium or as it reflects from a surface.  
The emission point and direction of emission are calculated using the 
CDF’s developed earlier, given by Eqs. (2.24), (2.25), (2.27) and (2.28).  It should 
be noted that the CDF’s for direction of emission differ slightly when the bundles 
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are emitted from the medium.  The CDF for the polar angle of emission from the 
medium is given as  
2
cos1
2
sin)(
0
θθθθ
θ
θ
−
=′
′
= ∫ dR      (2.29) 
After the emission angles of the photon bundle are calculated, with the 
available geometric information its direction vector can be calculated as 
)sin(cossincos 21 ttns ϕϕθθ ++=     (2.30) 
where n is the unit normal, t1 and t2 are the tangential vectors of the surface that 
are normal to each other so that they satisfy n = t1×t2.  For the case of medium 
emission, t1, t2 and n are equivalent to x1, x2, x3 coordinates, as shown in Fig. 2.1.   
Once the direction vector and the emission point are known, the next step 
is to find out what next happens to the bundle in the event history.  Two different 
approaches can be employed at this point. 
In the first of these approaches, a random number, Re, is generated to 
decide on how far the bundle will travel before it is absorbed or scattered.  The 
bundle is allowed to travel through the medium as long as  
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The photon bundle is traced until it is absorbed by an enclosure surface or 
medium.  If the bundle is absorbed or scattered by the medium before it is 
absorbed by a surface, a new random number, Rω, is generated to decide if the 
bundle is absorbed or scattered.  If the random number is greater than the 
scattering albedo, Rω > ω, the bundle is absorbed by the gas at that point, 
otherwise it is scattered and the geometric ray tracing continues. 
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In the second approach, two random numbers are generated to decide on 
where the bundle is absorbed or scattered in the medium.  The pathlength required 
for the bundle to get absorbed or scattered by the medium can be calculated 
simply from  
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respectively.  Once these path lengths, together with the pathlength the bundle 
should travel to hit the surface it is directed towards, are calculated, all three can 
be compared and the event with the shortest pathlength happens first.  
The second approach can be advantageous whenever the medium 
properties are homogeneous or the geometry is complex.  It is also the approach 
used whenever there is no participating medium inside the enclosure.   
It should be noted that the geometric ray tracing that is required to 
calculate the pathlength the bundle should travel before hitting a surface, is a very 
critical operation in terms of accuracy and efficiency of the simulation as it is 
repeated many times.  There are many different approaches for geometric ray 
tracing, and lots of ways to increase the efficiency.  In order to complete the 
discussion it is required to highlight some of them here, and the rest can be 
referred to Glassner (1989), which presents a very thorough discussion of the 
topic.   
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The basic condition for a photon bundle to strike a surface is that the 
bundle should be directed towards the front of the surface.  This can be checked 
by making use of the dot product of the direction vector of the photon bundle, s, 
and the normal vector of surface, ns, the bundle might hit.  If the bundle is 
directed to the surface the dot product should have a negative value (ns⋅s < 0).   
The parametric equation for the photon bundle in terms of the distance 
traveled is given as, x = xe + S s, where xe is the coordinate of the point of 
emission and S denotes the pathlength.  The implicit relation defining a surface is, 
ns⋅(x-xp) = 0, where xp is the coordinate of an arbitrary point on the surface and ns 
is the surface normal.  Then the distance the bundle should travel before it strikes 
the surface, S, can be calculated by solving the equation for the bundle together 
with the surface equation as S = (xp-xe)ns/ ns·s.  
The rest is identical in both approaches.  If the bundle strikes a non-black 
surface before it is absorbed in the medium, another random number, Rα, is 
generated to decide if the bundle is absorbed, transmitted or reflected.  If the 
random number is greater than the sum of absorbtivity and transmissivity, Rα > 
α+τ, the bundle is reflected.  If it is smaller than or equal to absorbtivity, Rα ≤ α, 
the bundle is absorbed by the surface otherwise, α < Rα ≤ α+τ, the bundle is 
transmitted through the surface.  If the bundle is reflected, based on the surface 
properties the reflected bundle’s direction and the reflection point is calculated.  If 
the surface is a diffuse reflector the reflected directions is independent from the 
incident direction and Eqs. (2.24) and (2.25) are used to calculate the reflected 
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direction.  If the surface is specularly reflecting, the bundle is reflected so that it 
satisfies θr = θi, and ϕr = ϕi+π. 
If the bundle is scattered by the medium, the point of scattering and the 
new direction that the bundle is scattered to must be calculated.  The probability 
of a bundle traveling in the direction s being scattered in a new direction s′ is  
ϖϖϖ ddP ),()( sss ′Φ=′       (2.34) 
leading to the CDFs for polar and azimuthal angles that can be derived from 
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As the bundles are emitted and absorbed, the exchange factors or the 
configuration factors for the system can be calculated directly.  If all the 
temperature distributions in the system are known the heat transfer can also be 
simulated directly.   
Ray Tracing with the Pathlength-Based Method 
The pathlength-based method is a more realistic approach for simulating 
the physical event from a macroscopic point of view.  The main difference of the 
pathlength-based method from the collision-based method is that as the bundles 
move through the absorbing medium the energy carried by the bundle is 
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distributed to the medium according to Beer’s law.  If the energy the bundle 
carries is w as it enters a medium element, and travels the distance S through the 
element before it leaves, it will leave the element with the energy we-κ S leaving 
w(1-e-κ S) in the element.   
The scattering can be treated similar to the collision-based method, the 
distance the bundle travels before it is scattered should be calculated from Eq. 
(2.33) and the new direction of the bundle should be calculated using Eqs. (2.35) 
and (2.36).   
The way to treat reflection also slightly differs from the collision-based 
method.  When a bundle with energy w strikes a non-black surface, it reflects 
from the surface with the energy in the amount of w(1-α) leaving wα of its energy 
with the surface.  The direction of the reflected bundle is calculated as in the case 
of collision-based method.   
The bundle is traced until the energy level decreases below a previously 
specified cut-off level.  The selection of cut-off level is critical in achieving a 
certain uncertainty level.  
When enough sample photon histories are used, both methods yield close 
results with a similar level of statistical uncertainty.  The collision-based method 
simulates the physical event from a more microscopic point-of-view, while the 
pathlength-based method simulates the physical event from a macroscopic 
perspective.  As a result, the collision-based method usually requires more 
samples than the other.  However, this does not necessarily mean that more CPU 
time is required for all problems.  It would be appropriate to conclude stating that 
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there is no ultimately best Monte Carlo approach, but it is certain that some 
approaches are better than the others based on the particular problem under 
consideration.   
2.4.5 Error Estimation 
One of the most powerful aspects of MCM is that it is a statistical 
simulation technique, and the error can be estimated in terms of statistical 
uncertainty.  In most other methods defining such a confidence level is not 
possible.  
The most practical way of estimating the error in the value is to subdivide 
the calculation of the mean into a group of submeans.  The central limit theorem, 
which states that the statistical distribution of the submeans should be distributed 
in a Gaussian distribution about the overall mean, is then applicable.  For a 
Gaussian distribution the measure of the fluctuations in the means is called the 
variance.  Therefore, instead of making a single Monte Carlo simulation that uses 
N sample photon histories, M simulations, using N/M samples each, should be 
carried out to calculate a property, P.  If P is distributed based on the Gaussian 
around the overall mean, P , an estimate of the error can be made in terms of 
variance.  The variance, γ2, is 
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The variance, the square of the standard deviation, is an estimate of the 
mean square deviation of the sample mean P  from the true mean assuming the 
true mean could have been calculated using an infinite number of samples.  From 
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the statistical theory, the probability of the sample mean lying within ±γ of the 
true mean is 68%, ±2γ of the true mean is 95%, and ±3γ of the true mean is 99.7% 
for a Gaussian distribution. 
From Eq. (2.37), it can be observed that to reduce the standard deviation 
by half, the number of simulations, M, and at the same time the number of 
samples, N, should be quadrupled.  Usually this will result in quadrupling the 
CPU time.  
2.5 NUMERICAL DISCRITIZATION 
In order to be able to produce a numerical solution of the mathematical 
model of the physical system considered, the governing equations should be 
discretized.  The most common methods of discritization in heat transfer and fluid 
flow problems are the finite difference, finite element, finite volume or spectral 
schemes.  The discritization based on a finite difference scheme represents the 
flux-based partial differential equations using the finite difference equivalents of 
the differentials.  A finite volume scheme considers the integration of the partial 
differential equations over the sub-elements considered.  The spectral scheme 
transforms the equations from the physical space to the coefficient space by using 
transformation techniques like Fourier or Chebychev transformations. 
As a coupled solution is sought the selection of the numerical 
discritization scheme is very dependent on the radiation solver employed.  The 
MCM is selected for the solution of radiative transfer equation.  As MCM 
employs a control volume approach for calculating the heat fluxes at discrete 
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locations it will be reasonable to discretize the energy equation using a control 
volume approach.   
When the energy equation for the medium element, Eq. (2.3) is discretized 
for the volume element i with a control volume approach 
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The emissive power per volume term in Eq. (2.39) is Ei′ = 4κσTi4, the 
emissive power per area Ei = εiσTi4, and the ijF −
~  denotes the exchange factor 
from the surface or volume element j to the volume element i that represents the 
rate of radiative energy emitted from element j, which is absorbed by the medium 
element i by all means.  The exchange factors include the effects of intermediate 
reflected or scattered energy and can be calculated using any method.  The 23d∇  
term in Eq. (2.40) denotes the finite difference equivalent of the three-
dimensional Laplacian operator as 
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where Ti+1 j and Ti-1 j are the neighboring elements of Ti with respect to the xj 
coordinate. 
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For a steady problem, the term on the left hand side of Eq. (2.38) vanishes, 
while for a transient problem the equation should be discretized along time.  The 
simplest discretization scheme in time is the first order Euler discretization.  
There are two different alternative Euler schemes; the implicit scheme considers 
all the terms but one in the time derivative in the future time step, when the 
variables are calculated, while the explicit scheme does the opposite.  
As the name implies, the implicit scheme results in an implicit set of 
equations for which a simultaneous solution is required for the whole domain.  On 
the other hand, in the explicit scheme the variables can usually be calculated one 
at a time.  The down side of explicit schemes is the possibility of stability 
problems and the step sizes become an important issue, whereas the implicit 
formulations are known to be very stable. 
While using the explicit scheme, one should always be aware of the fact 
that the stability is a big problem.  Unlike an implicit scheme, very small time 
steps must often be used to achieve stable solutions.  The equations presented here 
are highly nonlinear with the absolute temperature to the power four terms inside 
the integrals, partial second derivatives of temperature to the first power along 
spatial coordinates and partial derivative along time of absolute temperature.  
Consequently, it is not possible to derive a direct relation between the appropriate 
time step and the spatial resolution to achieve a stable solution.  Therefore, 
whenever a transient problem is handled, the solution needs to be tested for 
stability using different time steps.  
Using an explicit Euler discretization scheme the Eq. (2.38) becomes 
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where all the conductive and radiative heat transfer terms are evaluated at the n-th 
time step or at time, t = n∆t. 
Similarly, Eq. (2.7) can be discretized as 
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where Qi= Qi″′δAi = Qi″Ai, the radiative and conductive heat transfer terms are 
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The 22d∇  term in Eq. (2.45) denotes the finite difference equivalent of the 
two-dimensional Laplacian operator defined by Eq. (2.41).  
When discretized along time using an explicit Euler scheme, the Eq. (2.43) 
becomes ( )
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As in the case of Eq. (2.3), the radiative, conductive and convective heat 
transfer terms are evaluated in the n-th time step or at a time, t = n∆t. 
2.5 CODE VERIFICATION USING BENCHMARK PROBLEMS 
In order to be able to carry out a design, some tools are required.  
Whenever these tools are available in terms of commercial codes or codes 
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presented in literature, they are used; otherwise, the required tools are developed.  
One of the required tools for this study is a radiation model that is versatile 
enough and capable of modeling radiation problems that involve complex 
geometries, and absorbing-emitting and anisotropically scattering media.  
Therefore, the model is developed using the MCM, and it is then used as a design 
tool coupled with regularization techniques to tackle inverse design problems.   
Before these numerical models are used it would be reasonable to make 
sure that they are capable of accurately modeling the systems under consideration.  
This process is often called verification.  Moreover, the validity of the 
mathematical model should also be confirmed by comparing the verified solutions 
with the response of real physical systems.  This process is called validation.  
The verification requires comparisons of the numerical solutions produced 
by the developed codes with analytical solutions wherever they are possible or the 
benchmark solutions available in the literature.  As a part of verification, studies 
of grid refinement, stability, and statistical convergence should also be 
considered.  In order to be able to carry out these studies, verification of the codes 
should be carried out using well-posed problems. 
For highly radiating systems, validation is a more challenging problem 
than verification as a complete set of data is very rare and in the cases when it is 
available it contains coupled effects like chemical reactions due to combustion or 
other modes of heat transfer.  As Howell et al. (2001) indicates, the literature does 
not contain the required complete experimental data sets to validate a radiation 
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model isolated from other effects like fluid flow, other modes of heat transfer or 
chemical reactions when systems with participating media is of interest.  
Before using the radiation model developed here, it has been tested against 
a number of benchmark problems.  This section briefly presents the comparisons 
of the numerical solutions developed with these benchmark solutions.   
One of major reasons of the selection of the MCM as a radiation solver is 
to tackle irregularly shaped enclosure problems.  Although the literature includes 
many studies of axisymmetric or rectangular enclosures, there are not many 
studies that involve irregular geometries or geometries with blocking effects.  One 
of the few studies involving irregular geometries is Parthasarathy et al. (1995) 
where three different enclosures containing absorbing-emitting and 
anisotropically scattering media are considered.   
For the verification of the Monte Carlo model used, the first three 
enclosure problems from Parthasarathy et al. (1995) are solved.  The first problem 
is the quadrilateral enclosure with hot bottom wall, as illustrated in Fig. 2.3.  The 
second and third problems consider the rhombus with hot medium emission and 
hot bottom wall, respectively.  For all three problems, all other media or surfaces 
except the hot surface or media indicated are cold.  The media are absorbing-
emitting and isotropically scattering with an extinction coefficient of β = 1 m-1 
with various scattering albedos, while all surfaces are black.  The non-
dimensional temperature for the hot surface in the first and third problem and the 
homogeneous medium in the second problem is given as unity. 
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Figure 2.3:  The geometries of the quadrilateral and rhombus shaped enclosures, 
from Parthasarathy et al. (1995) 
Figures 2.4 and 2.5 display the non-dimensional radiative heat fluxes on 
the right wall of the quadrilateral and top wall of the rhombus, for the surface 
emission problems for different scattering albedos.  Figures 2.4 and 2.5 compare 
well with the distributions for isothermal scattering in Figs. 3 and 5 of 
Parthasarathy et al. (1995), but due to the lack of tabulated data it is not possible 
to calculate the relative error.  The author of this dissertation contacted the authors 
of Parthasathy et al. (1995) and requested the tabulated data from that study, but 
the authors no longer had the original tabulated results.  Figure 2.6 presents the 
heat fluxes for different scattering albedos on the top wall of the rhombus 
compared to those presented in Parthasarathy et al. (1995).  The average of the 
absolute percentage errors for the quadrilateral enclosure problem with medium 
emission was evaluated by using scanned data for the pure scattering case, ω=1, 
and its value is 0.7 %.  Therefore, comparisons between the solutions produced by  
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Figure 2.4: Heat flux on the right wall of the quadrilateral 
the code developed for this study and the ones presented in Parthasarathy et al. 
(1995) for the three problems verify the solutions. 
Although these problems involve irregular geometries, the thermal 
conditions are simple with an isothermal hot medium or a hot wall whereas 
everything else in the system is cold.  The Monte Carlo method used in this study 
has also been tested using another problem with varying temperature distribution 
in the absorbing emitting medium enclosed in a three-dimensional box-shaped  
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Figure 2.5: Heat flux on the top wall of the rhombus for surface emission 
problem 
furnace.  Selçuk (1985) presented the benchmark problem and the exact numerical 
solution.   
The Monte Carlo method used in this study was verified using this 
problem carrying out a detailed analysis.  The details about the verification have 
been presented in Ertürk et al. (1997) and Ertürk (1997) and will not be repeated 
here. 
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Figure 2.6 Heat flux on the top wall of the rhombus for isothermal medium 
emission (Parthasarathy et al., 1995)
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CHAPTER 3 
Inverse Problems and Solution of Ill-Conditioned Systems 
3.1 INTRODUCTION  
It was stated in the previous chapters that the goal of this study is to 
develop design methodologies to various problems using the inverse formulation.  
This simply means that the design problem is considered as an inverse problem 
where the desired effect is known from the design objective and the necessary 
cause is sought.  It is a well-known fact that the inverse problems result in ill-
posed systems, where the solutions become unstable.  Most of the conventional 
solution techniques like Gauss-elimination, LU decomposition or Gauss-Seidel 
methods suffer from instability, necessitating the use of special solution 
techniques. 
This chapter presents the general aspects of the inverse problems; 
explaining the ill-posed character and behavior making use of some examples and 
comparisons with forward problems.  In addition, three of the solution techniques 
that can be used to produce stable solutions for inverse problems, truncated 
singular value decomposition, the conjugate gradient method and Tikhonov 
regularization that are used in this study are also presented in detail.   
3.2 ILL-POSED AND INVERSE PROBLEMS 
Hadamard (1923) is credited with defining the terms well and ill-posed for 
the first time.  He stated that a problem is ill-posed if it does not have a unique 
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solution or the solution is not a continuous function of the data.  This means that 
the solution is not stable and any small perturbation in the data results in 
significant changes in the solution.  He thought ill-posed problems were artificial 
and did not describe real physical systems.  Nevertheless, it is known that ill-
posed problems are encountered in various inverse problems of science and 
engineering.   
In general, inverse problems arise whenever the required input is to be 
estimated to achieve a desired output in a physical system, or a characteristic of 
the system is to be predicted from an observed or measured behavior.  The former 
of these problems resembles the design problem that this study deals with and the 
latter is the measurement problem, which is quite similar to the design problem in 
most senses.  Hansen (1998) defines a linear inverse problem as 
OutputSystemInput =Ψ×∫Ψ d      (3.1) 
where the output is the available information and the input is desired for a given 
system.  The situation is opposite in a forward problem that considers estimating 
the output for a given input for the particular system.  The same expression can be 
defined mathematically as 
)()(),(
1
0
sgdttftsK =∫       (3.2) 
for 0 ≤ s ≤ 1, where the g(s) is the known function representing the output of the 
system that is defined by the K(s,t), the kernel of the integral equation and f(s) is 
the unknown function.  The integral equation presented by the Eq. (3.2) is known 
as the Fredholm equation of the first kind.   
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From the given form, it is quite intuitive to expect a Fredholm equation of 
the first kind to be ill-posed since there might be a number of different solutions 
that might satisfy the particular output for a given system.  However, in order to 
be able to analyze the Fredholm equation of the first kind and the source of the ill-
posedness, the use of singular value expansion (SVE) is essential.  The singular 
value expansion is defined for systems with square integrable kernels, for which 
the norm defined as 
∫ ∫= 10 102 ),( dtdstsKK       (3.3) 
is bounded.  The SVE of a square integrable kernel is an infinite series  
∑∞
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)()(),(
i
iii tvsutsK µ       (3.4) 
where the coefficients µi are the singular values of the kernel that are non-
negative and can be ordered so that µ 1 ≥ µ 2 ≥ µ 3⋅⋅⋅⋅ ≥ 0.  The functions ui (s) 
and vi (t) are the singular functions for the kernel and they are orthonormal with 
respect to the inner product, which is defined by  
∫= 10 )()(),( dssusuuu jiji ,      (3.6) 
so that 
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),(),(      (3.7) 
The singular functions and singular values are the characteristics of a 
kernel; hence they are unique.  The solution for f (t) can then be defined in terms 
of singular values and functions as  
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In order to achieve a square integrable solution the Picard condition 
should be satisfied (Hansen, 1998).  The Picard condition is defined as 
∞<
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which demands that (ui, g) decay faster than µi.  This condition is identical to the 
function g being in the range of the kernel.  If this condition is not satisfied or if g 
is subject to any perturbation so that the resulting right hand side is outside the 
range of the kernel, the function must be replaced by gk, which is an 
approximation achieved by truncating the SVE of the original function g so that it 
is in the rank of the kernel  
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)(),(        (3.10) 
Then the approximate solution is given by 
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constituting the basic idea behind regularization.   
If the solution given by Eq. (3.8) is considered as a spectral expansion of 
the function f with spectral coefficients µi–1(ui, g), the inverse problem is nothing 
but an inverse transformation of the coefficients to construct the function.  Then 
any perturbation in g is amplified with a factor of µi–1.  This amplification 
becomes significant especially in the high frequency terms explaining the source 
of the ill-posedness in a system governed by a Fredholm equation of the first kind.   
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In order to achieve a smooth solution the system should be regularized.  At 
this point, the residual r(s) is defined as a measure of the solution accuracy for a 
system defined by Eq. (3.2).  
∫−= 10 ),()()()( dtstKtfsgsr       (3.12) 
The regularization is usually performed following one of four different 
schemes. 
1. Minimize the norm of the residual subject to the constraint that the 
solution belongs to a specified subset. 
2. Minimize the norm of the residual subject to the constraint that a 
measure of the “size” of the solution is less than some specified upper 
bound. 
3. Minimize the norm of the residual so that it is smaller than some 
specified convergence criteria. 
4. Minimize a linear combination of the norm of the residual and the 
measure of the “size” of the solution. 
All of these schemes require the use of a minimization technique such as 
least square minimization, steepest descent, Newton’s method or the conjugate 
gradient method.  The details about some of these minimization techniques will 
not be included in this study and are available in the related literature such as 
Bertsekas (1999).  
3.3 LINEAR SYSTEMS OF EQUATIONS 
Most problems of science and engineering require solutions of discretized 
forms of mathematical relations that represent the physical laws.  When a set of 
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Fredholm equation of the first kind is discretized for a number of discrete points 
in the solution domain, a linear system of equations result.  The system can 
generically be defined as  
bxA =          (3.13) 
where A is the coefficient matrix, the discretized kernel that defines the system, x 
is the unknown vector, the values of f(t) at discrete points and b is the right hand 
side vector, or the values of g(s) at discrete points.   
Like the analytical form of the Fredholm equation of the first kind, a linear 
system of equations that is formed by a number of discretized Fredholm equations 
of the first kind is ill-conditioned.  This nature can be investigated using the 
singular value decomposition (SVD) in discrete systems analogous to SVE in 
analytical systems.  If A is an arbitrary MxN matrix, the SVD of A is defined as 
TVSUA =         (3.14) 
where U is a MxN orthogonal matrix, S is a diagonal matrix of N positive or zero 
singular values µi = Si,i sorted in descending order so that µ1 ≥µ2 ≥….≥ 0, and V is 
an NxN orthogonal matrix.  Once SVD is performed, the inverse of A can be 
defined as  
T1 USVA ′=−         (3.15) 
where S′ is a diagonal matrix of N elements where the elements are multiplicative 
reciprocals of the singular values (Si,i′=1/µi).   
A characteristic of a discrete ill-posed system is that the singular values 
decay gradually to zero.  As the condition number, the ratio of the greatest 
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singular value to the smallest one (µ1/µN), approaches infinity the system can be 
termed as singular and ill-conditioned.   
The source of the ill-conditioning for the system can also be explained as 
follows:  A system of linear equations can be interpreted as the linear mapping of 
the vector space x to the vector space b defined by the matrix A.  If A is singular 
there exists a subspace of x called the null-space, which is mapped to zero rather 
than b.  If the vector b is in the range of such an A (the sub-space of b that can be 
mapped by A), the system will have a number of solutions of linear combinations 
of the null-space.   
In order to be able to solve a linear system that consists of discretized 
Fredholm equations of the first kind, the system should be regularized in a way 
similar to the analytical systems.  Some minimization techniques can be employed 
to minimize an objective function based on any four of the regularization 
approaches.  Nevertheless, for the problems with complexities such as absorbing, 
emitting and anisotropically scattering medium, or non-linearities due to transient 
effects or multi-mode heat transfer in our applications, the calculation of the 
sensitivity coefficients that are required for many minimization techniques might 
not be feasible for a discrete system.  For these types of problems, it is common to 
use direct techniques that iteratively find the solution that minimizes the residual 
or various decomposition techniques that gets rid of the source of ill-conditioning 
in the system.   
These techniques can be used to produce a set of solutions at different 
levels of regularization.  Then the “optimal” solution that has acceptable accuracy 
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and smoothness can be selected.  In order to make this decision, the use of the so-
called “L-curve” is essential.  The L-curve can be constructed by plotting the 
variation of the norm of the residual with the norm of the solution for every 
alternative solution available in the set.  The residual is defined as 
xAbr −=         (3.16) 
For a discrete system, the norm is referred to as an L 2 norm. The decrease in the 
norm of the residual represents the increase in the accuracy of the solution.  
Usually as the norm of the solution increases, which represents the loss of 
smoothness of the solution, the norm of the residual decreases.  The optimal 
solution can then be selected as one with small norm of the residual and norm of 
the solution at the same time. 
A typical L-curve for a discrete ill-posed system is presented in Fig. 3.1.  
The typical trend can be explained as follows:  As the regularization level or the 
filtering is increased corresponding to movement from left to right along the 
horizantal axis for log ( ||r|| ), a slight ascent in the norm of residual with a sharp 
drop in the solution norm is observed while this trend slows down quite suddenly 
after a certain regularization level is reached.  The L-curve has a corner at this 
point and further regularization greatly increases the norm of the residual with a 
slight decrease in the solution norm.  The optimal solution usually lies around the 
corner of the L-shape where the solution norm is reduced slightly with a small 
decrease in the norm of the residual.  . 
 58 
Figure 3.1: L-curve for a discrete ill-posed system 
3.4 REGULARIZED SOLUTION TECHNIQUES 
Some of the most commonly used regularized solution techniques are the 
truncated singular value decomposition (TSVD), the conjugate gradient method 
(CGM) and the Tikhonov regularization (TR).  Of these TR follows the fourth 
scheme while TSVD is a decomposition technique that minimizes the residual.  
The conjugate gradient method is more flexible and can be coupled with either 
one of the schemes outlined.   
3.4.1 Truncated Singular Value Decomposition 
Truncated singular value decomposition is a direct solution technique 
based on SVD explained in the previous section.   
For a system characterized by an ill-conditioned coefficient matrix, the 
direct use of the inverse of a matrix that has a high condition number yields a 
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solution that is dominated by high amplitude fluctuations caused by inversion of 
very small singular values.  This usually results in a loss of physical meaning in a 
problem.  Therefore, the part of the system that causes this amplification should 
be filtered. 
This can be carried out by setting the elements in S′ to zero corresponding 
to the zero valued elements in S.  Moreover, in practice not only the elements 
corresponding to zero singular values but also the ones corresponding to other 
small singular values must be truncated from the system to eliminate round off 
errors in a numerical solution.  Then using the truncated S′ and the resulting 
pseudo-inverse of matrix A, a solution can be obtained as 
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,  n = 1, 2,…, N     (3.17) 
where p has a value smaller than the rank of A and denotes the number of singular 
values used to construct the pseudo-inverse of matrix A.   
In a numerical solution of an inverse design problem, retaining different 
numbers of singular values that yield a number of alternative solutions to the 
system that is within acceptable differences from the desired design condition at 
different regularization levels is essential, as having alternatives is advantageous 
from the designer’s point of view.  Then the most suitable solution for the 
designer’s needs can be selected by the help of an L-curve as explained before.   
It is shown in Hansen (1992, 1998) and Press et al. (1992) that the solution 
given in Eq. (3.17) is equivalent to a least squares solution that minimizes the 
residual of the system. 
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3.4.2 The Conjugate Gradient Method 
The conjugate gradient method is a general iterative minimization 
technique.  The solution is defined as a linear combination of search directions, 
which are selected as conjugate vectors, p’s, that provide the maximum available 
information about the system.  Each step introduces the generation and addition of 
a new conjugate vector to the solution of the previous step, providing a monotonic 
convergence of the objective function to a minimum.   
In order to be able to solve a linear system of equations using the CGM, 
the algorithm presented by Beckman (1960) can be used.  The algorithm provides 
the exact solution h to a linear system, such as Eq. (3.13), in N-steps, where N is 
the number of unknowns.  For a system defined by a symmetric and positive-
definite coefficient matrix, A, the objective is minimizing the functional,  
F(x) = [A (h-x)]⋅(h-x),      (3.18) 
which becomes zero at its minimum when x=h.  In order to minimize the 
functional the gradient that is equivalent to the negative of twice the residual 
should reach zero (∇F(x)=-2r=0).  The CGM algorithm presented can be 
generalized for any arbitrary MxN system by modifying the system through 
multiplication of both sides of the equation by AT.   
In the CGM presented here, the Gram-Schmidt orthogonalization 
technique is used for calculating the conjugate vectors at each step and the 
derivation of the method is presented by Beckman (1960) in detail and is not 
repeated here.  The generalized algorithm that can be applied to solve an arbitrary 
linear system of equations is presented in Figure 3.2. 
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Figure 3.2: The conjugate gradient algorithm 
As an N-step solution technique, for inverse problems the solutions 
achieved at the end of every step can be considered as a unique, alternative 
solution with different accuracy and smoothness characteristics.  The N different 
solutions can then be used to construct an L-curve in order to select the optimal 
solution.   
The method presented is a very simple and elegant one that only makes 
use of simple matrix-vector multiplications.  The requirement of small memory 
for storing intermediate results and parameters, and computation economy makes 
it the method of choice for large systems. It has robust convergence 
characteristics in that the approximation at each step is superior when compared 
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with the results of previous ones.  In addition, the original matrix is stored and 
used as is.   
It should be noted that the CGM algorithm presented and TSVD are very 
similar methods based on the same objective and the differences in the solutions 
are due to the different methodologies they follow.   
3.4.3 Tikhonov Regularization 
Tikhonov was the pioneering researcher in stabilizing ill-posed systems in 
the 1960’s and proposed a method for regularization of ill-posed systems that is 
named after himself.  Tikhonov’s regularization scheme follows the fourth 
approach listed earlier, which is minimizing a linear combination of the norm of 
the residual and a measure of the “size” of the solution.  The objective function to 
be minimized is 
[ ] [ ]∑
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For a p-th order scheme, Li approximates the discretized i-th derivative operator 
and αi is the i-th order regularization parameter.  In the given form, using a small 
regularization parameter will result in an accurate solution putting the emphasis 
on minimizing the norm of the residual, while using a large regularization 
parameter will result in a solution with improved smoothness characteristics 
rather than accuracy.  In order to minimize the function, the following condition 
must be satisfied  
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For the standard or zeroth order Tikhonov regularization scheme, p=0 and 
Li becomes the identity matrix I, leading to the modified set of linear equations 
0xIbAxIAA
2
0
T2
0
T )( αα +=+      (3.21) 
Similarly for a second order regularization for which, p = 2, α0 = α1 = 0 
the linear system modifies to 
0xLLbAxLLAA 2
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T )( αα +=+     (3.22) 
As in the cases of other regularization techniques using the correct 
regularization parameter is very important to achieve an optimal solution that is 
smooth and accurate enough for the designer’s needs.  A number of solutions with 
different regularization levels can be used to construct an L-curve, and the 
required regularization parameter can be selected accordingly. 
However, the construction of such a L-curve solving Eq. (3.21) or Eq. 
(3.22) can be computationally expensive.  Here, it is worthwhile to present the 
analogy between the zeroth order Tikhonov regularization scheme and the TSVD.  
The TSVD solution for an ill-conditioned system of equation was presented by 
Eq. (3.17).  The solution of Eq. (3.21) analogous to the TSVD solution is 
∑
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where the Tikhonov filtering function replaces the TSVD filtering function 
(Vogel, 2002). 
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3.5 APPLICATION OF REGULARIZATION TECHNIQUES 
In order to demonstrate the nature of an inverse problem together with the 
application of the regularization techniques a simple design problem is solved.  
Consider the two black parallel plates as shown in Fig. 3.3.  
In the regular forward problem, a condition at each boundary is defined 
and the conditions other than the ones specified are estimated.  Then, an equation 
is written for each lumped sub-element i as 
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As long as one of the conditions is specified, E or q, for every sub-
element, Eq. (3.24) is a discretized Fredholm equation of the second kind, which 
is known to be well-posed and the system of equations can then be solved using 
any solver capable of producing solutions to linear systems such as LU-
decomposition, Gauss-Seidel method or Gauss elimination.   
However, design problems can be different than the forward problem in 
many occasions.  Consider the case where the bottom surface is to be heated to 
satisfy certain thermal conditions by the heaters located on the top or 
measurements from the bottom surface are used to estimate the conditions along 
the top plate.  In both cases, the bottom surface can be referred as the design 
surface, where both temperature and heat flux distributions are defined.  The top 
surface is the heater or the unknown surface for which the temperature and the 
required power distributions are to be estimated.   
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Figure 3.3: The geometry of the sample problem 
For a problem with black surfaces as in the case of the system displayed in 
Fig. 3.3, the equation that is to be satisfied for the design surface elements is 
iibi
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, +=∑
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      (3.25) 
The set of equations with unknown emissive powers inside the summation 
terms constitute a set of discretized Fredholm equations of the first kind, which is 
known to be ill-conditioned.   
For 40 grid points, the configuration factors can be calculated simply by 
Hottel’s cross-strings method, and the corresponding solution through matrix 
inversion yields the distribution in Fig. 3.4.  The solution presented is very 
accurate with a norm of the residual of 3.5x10-6, the resulting maximum and 
average absolute percentage error based on the flux achieved on the bottom 
surface is 2.1x10-4 and 1.1x10-4 percent, respectively.  The error in the solution 
presented is due to the round off error. 
 
Eb,∞=0 Eb,∞=0 
ε=1, T=500 K, q(x)=2.835(x-x2+0.4) kW/m 
x (m) 
  L=1 m 
i=1,  2,  3,  .   .   .   .   .   .   .   .   .   .   .   .   .   20 
ε=1, T= ? 
 66 
Figure 3.4: The exact solution to the problem of Fig. 3.3 by direct inversion of 
the coefficient matrix 
Although the solution is very accurate, it is not acceptable for two reasons.  
First negative values of emissive power (Eb.i=σTi4) imply imaginary absolute 
temperatures on surface 1.  Second, the magnitude and fluctuations of emissive 
power along the unknown elements are impossible to realize in practice.   
The reason for the fluctuations in the solution can be explained using the 
SVD.  The singular values for the system are presented in Fig. 3.5.  They decay  
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Figure 3.5: The singular values for the system presented in Fig. 3.3 
continuously satisfying the characteristic of a discrete ill-posed problem (Hansen, 
1998).  The condition number, which is the ratio of the greatest singular value to 
the smallest singular value, for the system is 4.2x1011.  Therefore, the system can 
be recognized as an ill-conditioned system with high condition number.  For such 
a system, regularization or filtering is required to achieve a reasonable solution.  
Here solutions with three different regularization methods, the TSVD, the CGM 
and the TR, are presented. 
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3.5.1 Solution with TSVD 
The solution by TSVD can be achieved by back substituting the singular 
values presented as explained by Eq. (3.16).    Some solutions that use different 
numbers of singular values are presented in Fig. 3.6 and the L-curve displaying 
the change in the norm of the residual vector with the norm of the solution vector 
for alternative solutions are presented in Fig. 3.7.  In theory, for a system with N 
of these solutions are unique due to symmetry.  As the number of singular values 
Figure 3.6: Alternative solutions achieved with TSVD 
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used increases, the solution becomes more accurate, while the fluctuations 
enlarge.  The resulting maximum and average absolute percentage error based on 
the flux achieved on the bottom surface compared with specified desired value is 
presented in Table 3.1 together with the errors from the other solutions.  From the 
L-curve, it can be observed that a solution with p=5 or 6 constitute the corner 
point, providing a smooth and accurate solution.   
Figure 3.7: The L-curve for the TSVD solutions 
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3.5.2 Solution with CGM 
Another method providing regularized solutions is the CGM, a very robust 
and economic alternative.  The algorithm presented in Fig. 3.2 is applied to 
achieve the solutions displayed in Fig. 3.8.  The profiles in Fig. 3.8 are very 
similar to the ones in Fig. 3.6, proving that the CGM used and TSVD are very 
similar in terms of minimizing the residual.   
The L-curve for the CGM solutions is presented in Fig. 3.9 and it can be  
Figure 3.8: Alternative solutions achieved with CGM  
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observed that the range of the norm of the solutions and the corresponding norm 
of their residuals are smaller than it is for the solutions by TSVD.  The number of 
unique solutions is identical for both.  The L-curve suggests that the optimal 
solution is the one produced by fourth CG-step as this point is the one closest to 
the corner.   
Figure 3.9: The L-curve for the CGM solutions 
||r||
||x
||
10-4 10-3 10-2 10-1
100
101
102
Steps 2,3 Step 1
Step 4
Steps 6,7,8,9
Step=10
Steps 16,17,18,19
Step 20
Steps 11,12,13
Step 5
Step 14Step 15
 
 72 
3.5.3 Solutions with TR 
Solutions produced with TR at different orders and regularization levels 
are presented in Fig. 3.10.  Three different orders are used and in order to show 
the effect of each order solely, the regularization parameters for the smaller orders 
are set to zero (for a first order regularization α0=0 and for a second order 
regularization α0=α1=0).  Utilizing the regularization parameters presented in Fig. 
3.10, the corresponding solutions yield to various levels of accuracy and solution 
shapes.  Although some of the solutions have shapes similar to the TSVD or 
CGM solutions, some of the solutions have unique shapes, which is preferential 
from the designer’s point of view.  
It should be noted that the solutions produced with TR has a component in 
the numerical null-space of the coefficient matrix of the system.  This is not the 
case with TSVD or the CGM applied.  The requirement is due to the fact that not 
only minimizing the residual is desired, as in the case of TSVD and CGM, but 
also a constraint related to the shape is imposed on the system.  
The comparison of solution accuracies for all methods employed is 
presented in Table 3.1.  The error values presented are calculated based on the 
heat flux distribution recovered on the bottom surface with the distribution given 
in Fig. 3.3. The percentage errors are calculated from 
)(
)(
100%
i
ii
i xq
xqq
Err
−
=       (3.26) 
where qi denotes the heat flux based on the calculated emissive power 
distribution. 
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Figure 3.10: The alternative solutions achieved with three different orders of 
Tikhonov regularization. 
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When the resulting errors and the shapes of the consequent solutions are 
considered, it can be observed that smooth and accurate solutions are calculated 
using very small regularization parameters for all three orders.  
One last comment should be addressed regarding computation economy.  
Although there is no significant difference in computation time between the 
methods presented for a simple problem like the one presented, for larger systems 
the computation economy can be a major criterion for selection of the method to 
use.  Further discussion is presented in the next chapter.  
Table 3.1: The solution accuracies for different methods at different 
regularization levels 
Method Figure Regularization Level Maximum(%Err) Average(%Err) 
Exact Fig. 3.4  2.1x10-4 1.1x10-4 
p=2 6.5 3.0 
p=4 0.29 0.17 
p=6 0.23 0.082 TSVD Fig. 3.6 
p=8 0.10 0.04 
Step 1 6.4 3.0 
Step 3 0.27 0.16 
Step 4 0.23 0.081 
CGM Fig. 3.8 
Step 5 0.12 0.043 
0th order α0=0.01 0.24 0.11 
0th order α0=0.05 1.1 0.53 
0th order α0=0.1 6.5 3.2 
1st order α1=0.025 0.24 0.11 
1st order α1=0.28 1.1 0.53 
1st order α1=0.9 1.9 0.9 
2nd order α2=0.025 0.18 0.09 
2nd order α2=0.5 0.4 0.15 
TR Fig. 3.10 
2nd order α2=0.99 0.75 0.33 
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CHAPTER 4 
Boundary Condition Design of Steady Thermal Systems 
4.1 INTRODUCTION  
Consider a thermal processing system with specific geometry and 
properties.  If the goal is to satisfy specified conditions according to the needs of 
the process, the only way to achieve this goal will be arranging the power input 
for the heaters or the burners in the system.  The problem of calculating the 
required input for heaters (or burners) in such a system is referred as boundary 
condition (or load) estimation problem.  In Chapter 3, using a simple example 
problem, it has been demonstrated that this type of problem is an inverse problem 
and the governing system is ill-posed.   
A generalized formulation and solutions for boundary condition estimation 
problems are presented in this chapter.  These are more complex problems than 
the one presented in the previous chapter.  The problems considered here are 
steady-state problems with pure radiation (with no other modes of heat transfer) 
that include certain levels of complexities such as blockage in the geometry, 
anisotropically scattering medium or mirror-like reflecting surfaces.  Through the 
solutions of these problems, besides the ill-posed behavior and the characteristics 
of the solution, the physical aspects of design in such systems can also be 
investigated.   
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Two problems are considered:  The first problem considers a two-
dimensional irregularly shaped geometry.  The heater input is calculated for a 
number of different medium conditions and heater configurations.  The boundary 
conditions of a three-dimensional enclosure enclosing absorbing-emitting and 
anisotropically scattering medium are designed next using a number of different 
solution techniques.  The solution techniques used are then compared in terms of 
their performance and accuracy. 
It is adequate to start with the underlying characteristics and main aspects 
of the problem together with the governing equations and possible solution 
methodologies.  
4.2 BOUNDARY CONDITION DESIGN AND INVERSE FORMULATION 
A simple thermal processing system can be represented by the use of an 
enclosure such as the one presented in Fig. 4.1.  For such an enclosure, for the 
forward problem, one condition (either T or q) is specified on every boundary and 
the medium and the unknowns are calculated from the available information (Fig. 
4.1 a).  The problem is analogous to observing the system’s response to a known 
cause.   
In a design problem, both and T and q are specified for some of the 
elements, while only either T or q is defined for others and no information is 
available for still others (Fig. 4.1 b).  The first group is usually referred to as the 
design elements, while the second group is named the temperature or flux 
specified elements.  The group where no information is available is the unknown  
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Figure 4.1: (a) Enclosure with the conditions of the forward problem,         
(b) Enclosure with the conditions of an inverse problem 
elements.  In a thermal processing system, the unknown elements represent the 
burners or heaters while the design elements represent the object processed. 
Although, the design problem is an inverse problem, forward formulation 
together with iterative techniques (trial-and-error or optimization) can be 
employed for the solution.  The inverse formulation, on the other hand, results in 
a direct solution as long as the problem is linear.  
For a system at steady state with no flow inside, the discretized energy 
equation for surface and medium elements are  
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from Eqs. (2.43-45) and (2.38-40), respectively.  Both equations are non-linear 
with T4 appearing in radiative terms and T appearing in diffusive and convective 
terms. 
In a forward problem an equation is written for each element in the 
solution domain and the system can be solved simultaneously.  The equations 
reorganized for a temperature specified surface are 
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The summations inside [ ]T specified are over the elements where the 
temperature is specified and inside [ ]T unknown are over the elements where 
temperature is unknown (heaters or burners and flux specified elements).  
Similarly, for a heat flux specified surface  
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For the medium elements, 
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for a temperature specified volume element and 
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for a source specified volume element.   
In the given form, the non-linearity in the equations necessitates an 
iterative solution.  A detailed discussion about solving non-linear multi-mode heat 
transfer problems is presented elsewhere (Siegel and Howell, 2002) and is not 
repeated here.   
This study focuses on a special case of the physical conditions presented; 
radiation dominating the heat transfer, where the other means of heat transfer can 
be neglected.  In this case, the equations describing the system become linear.  As 
equations written for every point in the solution domain are discretized Fredholm 
equations of the second kind, the resulting system is stable and well posed.  
Consequently, any linear solver can be used to calculate unknown variables.   
However, solution of a design problem using a forward formulation is not 
straightforward and requires more attention.  As there is no information provided 
for some parts of the system (heaters or burners), an initial guess is required.  
Then the system can be solved using one of the boundary conditions specified in 
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the design surface and the other boundary condition over the design surface is 
estimated.  Then, comparing the estimated value with the one specified, the 
guessed values must be modified.  The procedure is repeated until the estimated 
condition and the specified condition over the design surface converges. 
The most important part of the solution is the way the condition in the 
heaters or burners is modified between iterations.  If the values are modified in an 
unorganized way then the solution technique is called a trial-and-error method.  
The method is referred to as optimization if a certain algorithm that minimizes the 
difference between the estimated and the specified condition over the design 
surface is employed.  Solutions of boundary condition design using optimization 
techniques are discussed in Özışık and Orlande (2000), Daun et al. (2001) and 
Hussaini Sarvari et al. (2002).  
On the other hand, the solution with inverse formulation requires no 
assumptions, consequently no iteration and is straightforward as long as the 
problem is linear.  The equations for the design surface for the generalized case 
can be written as 
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The complementary equations defined for the temperature specified and 
the flux specified surfaces and volumes are the same as the ones in the forward 
formulation, Eqs. (4.3) and (4.4). 
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Similarly, the equations in the given form, defining the inverse 
formulation are also non-linear.  An iterative solution is required to cope with the 
non-linearity.  A comprehensive discussion of solving inverse multi mode heat 
transfer problems is presented in França (2000) and França et al. (2000, 2002) and 
it is not repeated here.  For the special case of radiation dominating the heat 
transfer, the conductive and convective terms can be neglected leading to a linear 
system.  Then Eq. (4.5) becomes a discretized Fredholm equation of the first kind 
and the resulting set of equations is ill conditioned.   
In order to be able to solve such a problem, the exchange factors should be 
calculated first.  Once they are calculated using any radiation model, equations for 
the design and flux specified elements are written using Eqs. (4.5,3-b and 4-b), 
respectively.  The set of equations must be solved for unknown emissive powers 
using regularization or filtering techniques such as CGM, TSVD or TR so that a 
physically reasonable, yet accurate solution can be achieved as explained in the 
previous chapter.   
There are some regularization techniques based on iterative solution 
techniques such as the CGM.  They produce N alternative solutions, one at the 
end of each iteration, N being the number of unknowns.  This may pose a question 
mark over that statement that indicates inverse design results in a direct solution 
of the problems of interest as long as the problem is linear, unlike optimization or 
trial-and-error techniques, which result in an iterative solution.  It is important to 
recall that using iterative techniques such as optimization or trial-and-error 
techniques for solution of a design problem, the governing system of equations is 
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solved at each iteration.  If an iterative solver were used together with either of 
them, the solver iterates within each of the iterations of the optimization or trial-
and-error technique.  On the other hand, in the case of inverse design, the linear 
system is solved only once to achieve a direct solution.  To underline the 
difference between the iterations of a solver and iterations required in any trial-
and-error or optimization type of method, the term “step” is used in this text from 
here on whenever iterations of a solver are referred to.   
The heat flux or source distributions for heater surfaces or temperature 
specified elements, and the temperatures of flux specified surfaces are then 
calculated through the solution of the forward problem using the calculated 
temperatures for the heater surfaces.  
4.3 SAMPLE PROBLEMS 
The applications of the solution methods discussed are presented using 
two boundary condition design problems.  These are a two-dimensional irregular 
geometry problem and a three-dimensional rectangular enclosure problem.  The 
details of each problem are as follows: 
4.3.1 The Two-Dimensional Irregular Geometry Problem 
An enclosure, which has an irregular cross-section formed by straight 
walls that include blockage and shading effects, and is very long in one 
dimension, is considered.  Therefore, it is reasonable to approximate the enclosure 
as two-dimensional.  The enclosure cross-section is made up of eight surfaces, 
which are all diffuse-gray with the heater surfaces 6,7 and 8, design surfaces 2, 3 
and 4 and re-radiating surfaces 1 and 5 as shown in Fig. 4.2.  The lengths 
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presented in the figure are non-dimensionalized using the total width of the 
enclosure or the length of surface 7.  The emissivities along the heaters, re-
radiating and design surfaces are constant over the entire surface and equal to 0.9, 
0.5 and 0.9, respectively.   
The design objective is to keep the temperature and the heat flux 
distributions along the three design surfaces (surfaces 2,3 and 4) according to the 
Figure 4.1: The geometry of a two-dimensional irregularly shaped enclosure 
problem with normalized dimensions 
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needs of the process.  The desired distribution is usually a uniform distribution in 
most of the applications to overcome thermal stresses or to prevent uneven 
irradiation (cooking, drying, curing etc.) over the design object.  For the problem 
under consideration, the objective is to keep the design surface at a non-
dimensional uniform temperature of unity, while the non-dimensional uniform 
heat flux (q″/σTo4, To being the reference temperature or the design surface 
temperature) equals to three. 
Being the first design problem considered in the course of this study, the 
problem provides a means of understanding the challenges of design, and 
consideration of various aspects of design from a practical point of view.  
Therefore, the focus for this problem will be more on the physical effects of 
different conditions rather than the efficiency of the solutions.  To accomplish this 
goal, different medium conditions are investigated in seven different cases, which 
contain transparent, absorbing-emitting and absorbing-emitting and isotropically 
scattering media.  For all the cases with participating medium, the optical 
properties are considered homogeneous, the medium properties are gray and the 
medium is in radiative equilibrium.  The values of the optical thickness based on 
the width of the enclosure and scattering albedo pairs for the cases considered are: 
τ = 0; τ = 0.1, ω = 0; τ = 0.2, ω = 0.5; τ = 0.5, ω = 0; τ = 1, ω = 0.5; τ = 5, ω = 
0 and τ = 10, ω = 0.5.   
4.3.2 The Three-Dimensional Problem 
The second design problem that is used to demonstrate the use of the 
inverse formulation in boundary condition design considers a three-dimensional 
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furnace enclosing an absorbing-emitting and anisotropically scattering medium in 
radiative equilibrium as displayed in Fig. 4.2.  The heater surface is surface 4 (top 
surface), the design surface is surface 2 (bottom surface) and both of these 
surfaces are diffuse-gray with an emissivity 0.9.  The surfaces 1,3,5 and 6 are 
insulated and mirror-like, therefore re-radiating and specularly reflecting with a 
gray emissivity of 0.15.  The optical thickness for the medium based on Ly is 0.2, 
with a scattering albedo of 0.5 and a Henyey-Greenstein scattering phase function 
(Φ(µo) = (1-g2)/(1-g2-2µo)1.5, µo being the cosine of the scattering angle) with an 
asymmetry constant of g=0.3 (Siegel and Howell, 2002).  The optical properties 
are considered homogeneous and gray.   
The design goal is keeping the design surface at a uniform non-
dimensional temperature of unity while the uniform non-dimensional net radiative 
Figure 4.2: Sketch of the three-dimensional enclosure with normalized 
dimensions 
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flux over the surface is 10.  The problem is solved by different solution 
techniques, and the alternative solutions are compared in terms of efficiency and 
accuracy. 
4.4 RESULTS AND DISCUSSION 
The design problems explained in the previous section are solved using 
inverse formulation and regularization techniques.  As mentioned before, the 
analysis for the first problem is focused more on the behavior of the inverse 
problem, investigating how the system behaves under different conditions.  The 
analysis of the second problem more focuses on the computational efficiency and 
comparison of different solution techniques.   
4.4.1 The Two-Dimensional Irregular Geometry Problem 
The first step in the solution of the two-dimensional irregular geometry 
problem is to calculate the exchange factors for every case.  As the exchange 
factors are dependent on the optical properties of the surfaces and medium, they 
differ for each case.  The problem considered is a challenging one with absorbing-
emitting and scattering medium and blockage effects.  Therefore, it is helpful to 
use MCM to calculate the exchange factors.  The solutions presented here are 
calculated using a 40x40 grid resolution.  It was observed that the solution for a 
sample forward problem is grid independent with this resolution.  The MCM 
calculated the exchange factors using 400 million sample photon bundles, in 
2161.3 seconds for the transparent case and in 3334.1 seconds for the case with τ 
= 10, ω = 0.5, with an Intel Xeon 2 GHz processor machine.  
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The resulting system has 1344 volume and 192 surface elements for a case 
with a participating medium.  The number of unknown emissive powers for a case 
with a participating medium becomes 1488 when full formulation is employed.  A 
detailed explanation of differences between a full and reduced formulation are 
presented in the upcoming sections.  For such a system, it is more reasonable to 
use CGM, which is known to be a very efficient solution technique.   
Once the exchange factors are calculated, using Eq. (4.5) for the design 
surface elements, Eq. (4.3-b) for re-radiating surfaces and Eq. (4.4-b) for medium 
elements in radiative equilibrium, the system of equations is formed.  The 
resulting system has 72 equations and 184 unknowns for the case without a 
participating medium, and 1416 equations and 1528 unknowns for the case with a 
participating medium.   
As discussed earlier, CGM produces a number of different solutions and 
the adequate way to decide on the optimal solution is to use the L-curve.  The L-
curve for the transparent case is shown in Fig. 4.3.  The solutions achieved after 
the 17-th CG step are useless as they are unphysical (negative emissive powers).  
When the figure is carefully investigated, it is recognized that the optimal solution 
results between 14-th and 4-th CG steps, where the corner of the L-curve lies. 
The absolute percentage error based on the flux recovered over the design 
surface is defined as  
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Figure 4.3: The L-curve for the solution of the problem for the case with 
transparent medium and no shape imposed on heater power 
distribution 
The maximum and average of absolute percentage error based on the heat 
flux recovered over the design surface is 12.5 and 2.13 percent for the solution 
achieved at the 4-th CG step and 3.8 and 0.87 percent for the solution achieved at 
the 17-th CG step.  The loci of the maximum error are close to the intersections of 
surfaces 1 and 2 together with surfaces 4 and 5.   
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Three alternative temperature and radiative heat flux distributions are 
presented in Fig. 4.4 for the transparent case.  The coordinate xs follows the 
enclosure surfaces in the counter-clockwise direction as shown in Fig. 4.1.  It 
should be noted that with the missing conductive and convective terms in Eq. 
(4.1) for a pure radiating enclosure problem, the power input requirement Q for a 
heater element is the negative of the radiative heat flux. 
The solutions presented in Fig. 4.4 are the results of the 17-th, 13-th and 6-
th CG steps.  The maximum and average errors are, 5.7 and 1.1 percent for the 
solution with 13 CG steps, 10 and 2 percent for solution with 6 CG steps.  
It can be observed that the solution with 17 steps is slightly asymmetrical, 
while the other two are symmetric.  It must be remembered that the exchange 
factors are calculated using the MCM method, which is a statistical method.  
Although it is possible to reduce the statistical noise by using a large number of 
samples, it is not possible to get rid of it completely.  The exchange factors are 
calculated using 400 million samples, therefore the noise on the data is negligible.  
But one of the main characteristics of the inverse problems is that small errors or 
perturbations in the data used are amplified and have large effects in the solution.  
It is possible to discard the artificial amplification effect through adequate 
filtering, and as a result the symmetry can be achieved.  This is demonstrated in 
the solutions with 13 and 6 CG steps.   
In the solutions presented in Fig. 4.4, the power input varies along the 
heater surfaces.  However, in most practical applications, a number of heaters of 
constant power input are used to carry out the heating.  Considering such a  
 90 
Figure 4.4: Alternative solutions using 17, 13 and 6 CG steps to the problem for 
the case with transparent medium and no shape imposed on heaters. 
(Heater elements at 1.8≤ xs/Lo ≤4.8) 
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practical concern, the designed system is modified to limit the number of heaters 
of constant power input to six, two at each heater surface.  In the new 
configuration, the six heaters of equal length are placed along surfaces 6,7 and 8 
(ordered from 1 to 6 in the counter clockwise direction).  An equality relation for 
heat flux is written for all but one element in six heaters, so that the net radiative 
heat flux will be constant.  This adds up 6x19 equations with the given resolution 
to the existing set of equations and the resulting number of equations become 186 
for the transparent case, leading to an over constrained system.   
The L-curve for the solution with 6 constant power heaters is shown in 
Fig. 4.5.  Recalling Fig. 3.1, which demonstrates a typical L-curve for an ill-posed 
inverse problem, Fig. 4.3 looks more similar to Fig. 3.1 than Fig. 4.5.  Moreover. 
Fig. 4.5 has only the flat part of the L-curve to the right of the curve, where the 
regularization error dominates the solution.  It was discussed earlier that here the 
damping is so large that the influence of any error in the data together with some 
information is filtered out.  This result is not surprising, as the basic idea behind 
regularization is imposing a shape constraint to the solution.  Forcing the 
individual heater power input distributions to be constant performs the task 
without any need of further regularization.   
The resulting temperature and radiative heat flux distributions are 
presented in Fig. 4.6 for the transparent case with constant power constraint. With 
the constant power constraint imposed, it is possible to achieve physically 
reasonable solutions using all the N steps for CGM.  The solutions presented in 
Fig. 4.6 are the ones using 144 CG-steps and 10 CG-steps.  The solutions using  
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Figure 4.5: The L-curve for the solution of the problem for the case with 
transparent medium and constant heat flux imposed on 6 heaters 
144 CG-steps have a maximum absolute error of 11.1 percent, while the average 
of absolute errors is 2.2 percent.  This solution is the most accurate solution 
available for the over-constrained system as all conjugate directions are used.  
When compared with the solutions achieved without imposing the constant power 
constraint, the solution accuracy is close to the ones that are to the right of the 
corner point of the L-curve in Fig. 4.3. 
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Figure 4.6: Alternative solutions using 144 and 9 CG steps to the problem for 
the case with transparent medium and constant power imposed on 
heaters. (Heater elements at 1.8≤ xs/Lo ≤4.8) 
An important aspect in the thermal system design is efficiency.  If the 
solution achieved using the constant power constraint and 144 CG-steps is used, 
power should be added to the heaters 1,3,4 and 6, whereas heat should be 
removed from heaters 2 and 5.  Removing heat is not a desired condition; 
therefore an alternative solution is sought.  The solution using 10 CG-steps 
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suggests that the heaters 2 and 5 can be turned-off, so that no power is added or 
removed from these heaters.  The maximum and average absolute percentage 
error for this solution is 12.1 and 2.8 percent, respectively.  
With this information, it is reasonable to apply the design methodology 
once more; this time besides using the constant power constraint, heaters 2 and 5 
are turned off.  The resulting temperature and radiative heat flux distributions are 
presented in Fig. 4.7.  The maximum and average absolute errors are 12.6 and 2.4 
percent, respectively.  The loci of the maximum error are still close to the bottom 
tips of surfaces 2 and 4.   
Once a suitable configuration for heaters is selected (4 heaters of constant 
power input with heaters 2 and 5 turned off), the design of systems with different 
Figure 4.7: Solution using 144 CG steps to the problem for the case with 
transparent medium, constant power imposed on heaters, heaters 2 
and 5 turned-off. (Heater elements at 1.8≤ xs/Lo ≤4.8) 
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medium conditions can be considered.  As mentioned before, cases consider the 
enclosure with absorbing-emitting and absorbing-emitting and isotropically 
scattering media with different optical thickness.  In all the cases the medium is at 
radiative equilibrium; i.e., the net divergence of heat flux at every volume element 
is zero.  
The results for the cases with τ =0.1, ω =0 and τ = 0.2, ω =0.5 are 
presented in Fig. 4.8.  When temperature and heat flux distributions are compared 
with the ones presented in Fig. 4.7 for the transparent medium, it is observed that 
there is no significant change in surface temperature or heat flux distributions.  
However, when the numbers are investigated more carefully, a slight increase in 
heater temperatures is recognized and the increase is more for the latter case with 
increased optical thickness.   
When the optical thickness is further increased to τ =0.5, ω =0 and τ =1, ω 
=0.5, the increase in heater surface temperatures becomes more apparent (Fig. 
4.9).  Although, the total power required for the heaters is the same as the 
previous cases the required power input distribution change slightly.  As the 
power required by heaters 1 and 6 increases, the power required by heaters 3 and 
4 decreases, accordingly.  As the optical thickness of the medium increases, the 
direct effect of the heaters on the thermal conditions over the design object 
becomes less while the effect of medium temperature distribution increases.  As 
heaters 3 and 4 located on surface 7 are farther from the design object than heaters 
1 and 6, the effect of the former heaters on the thermal conditions of the design 
object and the neighboring medium elements becomes smaller.  Consequently, the 
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best system to control moves toward using the heaters with more control over the 
conditions.   
The heater temperature increase for the medium with scattering included is 
again more than for the nonscattering case.  For the particular problem considered 
with an isotropically scattering medium in radiative equilibrium, a photon  
Figure 4.8: Solutions using 1488 CG steps to the problem for the cases, τ = 0.1, 
ω =0 and τ = 0.2, ω = 0.5, with constant power imposed on heaters, 
heaters 2 and 5 turned-off.  (Heater elements at 1.8≤ xs/Lo ≤4.8) 
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Figure 4.9: Solutions using 1488 CG steps to the problem for the cases, τ = 0.5, 
ω =0 and τ = 1, ω = 0.5, with constant power imposed on heaters, 
heaters 2 and 5 turned-off.  (Heater elements at 1.8≤ xs/Lo ≤4.8) 
carrying radiative energy behaves the same whether it is absorbed or it is 
scattered, therefore the effects of absorption and scattering are identical.  To 
demonstrate this, a different case with medium having τ =1, ω =0 must be 
considered (Fig. 4.10).  It can be observed that the resulting temperature and heat 
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flux distributions along the surfaces are identical for the cases with τ =1, ω =0 
(Fig. 4.10) and τ =1, ω =0.5 (Fig. 4.9). 
Even though using surface heaters in systems containing an optically thick 
medium is not a common practice, the behavior of the system with an optically 
thick medium for cases with τ =5, ω =0 and τ =10, ω =0.5 are also investigated.  
In these cases, the change in heater surface temperatures is dramatic when 
compared with the previous ones (Fig. 4.11).  The required power in heaters 3 and 
4 is reduced significantly while the power required by heaters 1 and 6 increases.  
The maximum and average absolute percentage errors for the solutions of the 
cases with τ =5, ω =0 is 20 and 5.7 percent, respectively.  The corresponding 
values are 21.8 and 8.2 percent for the case with τ =10, ω=0.5.  It is observed  
Figure 4.10: Solutions using 1488 CG steps to the problem for the cases, τ = 1, ω 
=0 with constant power imposed on heaters, heaters 2 and 5 turned-
off.  (Heater elements at 1.8≤ xs/Lo ≤4.8) 
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Figure 4.11: Solutions using 1488 CG steps to the problem for the cases, τ = 5, ω 
=0 and τ = 10, ω = 0.5, with constant power imposed on heaters, 
heaters 2 and 5 turned-off.  (Heater elements at 1.8≤ xs/Lo ≤4.8) 
from Fig. 4.12 that the loci of the maximum error change to the corners between 
surfaces 2 and 3, and 3 and 4.  Moreover, the error along surface 3 increases 
significantly. 
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Figure 4.12: Absolute percentage error based on heat flux on the design surface 
for all cases with constant power constraint imposed and heaters 2 
and 5 are turned off.  
A summary of the results in terms of average and maximum absolute 
percentage errors is presented in Table 4.1.  The absolute percent error 
distribution for the cases considered is displayed in Fig. 4.12.  It can be observed 
that the maximum and average of absolute errors increases monotonically as the 
optical thickness of the medium is increased for the participating medium.  This is 
due to the fact that the effect of the heater elements on the design object is  
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Table 4.1: The maximum and average of absolute percentage errors for 
different cases.  
Optical Properties of 
Medium 
τ ω 
Maximum 
of absolute 
percentage 
error 
Average of 
absolute 
percentage 
error 
0 0 12.6 2.4 
0.1 0 12.8 2.4 
0.2 0.5 13.3 2.5 
0.5 0 13.9 2.6 
1 0.5 15.7 3.1 
5 0 20 5.7 
10 0.5 21.8 8.2 
 
reduced as the optical thickness increases, resulting in a more ill-conditioned 
system.  The influence of the medium elements neighboring the design elements 
increases.  For the latter two cases, the radiative transfer in the participating 
medium becomes a diffusive phenomenon (τ ≥5).  With increased optical 
thickness, the heaters can only control the neighboring volume elements and their 
resulting diffusive effect over the elements neighboring the design object.  As a 
result of the weak dependence, the resulting solutions are subject to higher errors. 
4.4.2 Three-Dimensional Problem 
The three-dimensional problem explained in Section 4.3.2 is solved to 
compare the solutions and the performance of different regularization techniques.  
The reduced and full formulations are used for the solutions.  In the case of the 
reduced formulation, the system governing the problem consists of equations 
written for design elements and the only unknowns are the variables of the heater 
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or burner elements.  Alternatively, the equations for all of the elements in the 
system are considered in the full formulation.  Therefore, the resulting system 
with the full formulation is much larger than it is for the reduced formulation 
when the same grid resolutions are considered.  The reduced formulation is 
applicable in certain cases such as when all the temperatures except on the heaters 
are specified, whereas the full formulation is a more generalized approach. 
4.4.2.1 The Results with the Reduced Formulation 
The problem considered has four re-radiating surfaces and a participating 
medium in radiative equilibrium.  Therefore, the exchange factors can be 
calculated so that the effects of these boundary conditions are included in the 
exchange factors.  When the exchange factors are calculated using the MCM, this 
can simply be accomplished by immediately emitting a photon bundle whenever a 
re-radiating surface element or a medium element that is in radiative equilibrium 
absorbs one.  This results in satisfying the specified boundary conditions for these 
surface or volume elements exactly leading to a reduced formulation.  The 
equations that define the system are Eq. (4.5), written for the elements of surface 
2.  These equations are discretized Fredholm equations of the first kind, and the 
resulting system is ill-conditioned. 
The exchange factors for the system are calculated with the MCM using 
100 million sample photon bundles emitted from each of the heater and the design 
surface.  The solutions presented are calculated using an 8x8x20 grid along the x, 
y and z coordinates of the enclosure.  This grid resolution is tested using a 
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forward problem comparing the predictions with solutions of a 16x16x40 grid, 
and based on the comparisons the solutions are grid independent.  
The system is analyzed by SVD, and the singular values for the system are 
presented in Fig. 4.13.  It can be observed that the singular values decay from 
0.76 to 4.86x10-6.  The continuous decay is a characteristic of a discrete ill-posed 
problem (Hansen, 1998) and the high condition number (1.56x105) of the system 
indicates how ill-conditioned the problem is.   
Figure 4.13: The singular values for the reduced formulation with 8x8x20 
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Solutions with the CGM and TSVD are considered for the reduced 
formulation.  Both of these methods produce a number of different solutions 
based on the regularization level and in order to choose the “best” or the 
“optimal” solution among them, the L-curve for solutions produced with each 
method must be considered.  The L-curves are presented in Fig. 4.14.  The CGM 
produces solutions with physical meaning up to the 9-th step; further steps 
produce negative emissive powers.  The corresponding number of singular values 
is 10 for TSVD.  When the CGM solutions are considered, the slope of the L-  
Figure 4.14: The L-curve for solutions with CGM and TSVD using reduced 
formulation 
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curve does not change significantly up to the 4-th step.  After the 4-th step the 
slope starts increasing and therefore, the solution calculated by the 4-th step has 
acceptable accuracy and shape characteristics.  The similar trend can be observed 
with TSVD solutions.  The solutions with 3 to 8 singular values are located very 
close on the L-curve and the any of the solutions using 3 to 8 singular values can 
be considered to have optimal accuracy and shape characteristics.  
The resulting distributions displayed in Fig. 4.15 are calculated using the 
fourth step of the CGM and TSVD utilizing four singular values.  The 
distributions along two lines y=0.0625 and y=0.4375 is presented along the 
furnace axial length.  Due to the highly specularly reflecting and re-radiating 
sidewalls the required temperature distribution along the heater surface is nearly 
isothermal.  It can also be observed that the resulting temperature distributions 
calculated by TSVD and CGM look almost identical.  The average and maximum 
absolute percent errors based on the imposed and the obtained heat flux on the 
design surface as defined in Eq. (4.6) are 0.53 and 1.8 percent for both the CGM 
and TSVD solutions presented.   
Using the reduced formulation there is slight difference in the computation 
time as the resulting system is very small.  For the particular problem with a grid 
resolution of 8x8x20, the resulting system has 160 unknowns with 160 equations.  
The CGM presented in the previous chapter requires a computation time of 0.016 
second to calculate the 8-th step and 160 steps takes 0.094 second.  The TSVD 
solver that uses the SVD routine presented in Press et al. (1992) uses 0.42 seconds 
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while 0.34 of that time is spent for SVD, with an Intel Xeon 2 GHz processor 
system.   
Figure 4.15: The solutions with reduced formulation with CGM using 4 steps and 
TSVD using 4 singular values following two different lines along 
furnace length.   
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While CGM requires an approximate memory size of MN+2(M+N), 
TSVD utilizes 2MN+N2+2(N+M) for a system with M equations and N unknowns.  
The memory required by TSVD is approximately three times the memory 
required by the CGM algorithm.  For the solution with reduced formulation, the 
resulting system is small, and the differences in the CPU time and required 
memory are not significant.  But as the size of the system increases, the 
differences in the computational time and the required memory highlights the 
advantages of the CGM over TSVD.   
4.4.2.2 The Results with the Full Formulation 
The full formulation includes additional equations to those used in the 
reduced formulation.  The additional equations are Eq. (4.3-b) for the re-radiating 
surface elements and Eq. (4.4-b) for the medium elements in radiative 
equilibrium.  As the effects of the re-radiating surfaces and medium are included 
in the governing system through added equations, the generic exchange factors 
are used for the formulation that are only dependent on geometry and optical 
properties.  Hence, the exchange factors used do not include the effects of 
boundary conditions as in the case of exchange factors used in the reduced 
formulation.  This leads to a more generalized approach that can be applied 
whenever thermal radiation dominates the heat transfer or other modes of heat 
transfer are negligible.  
Using the same resolution of 8x8x20, the resulting system has 160 
discretized Fredholm equations of the first kind for the design surface as before, 
448 discretized Fredholm equations of the second kind for the re-radiating 
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surfaces (64 equations for each of surfaces 1 and 6, 160 equations for each of 
surfaces 2 and 4) and another 1280 discretized Fredholm equations of the second 
kind for the medium elements.  The resulting set has 1888 equations and 1888 
unknowns (160 emissive powers for the heater surface, 64 emissive powers each 
for surfaces 1 and 6, 160 emissive powers each for surfaces 2 and 3, and 1280 
emissive powers for medium).   
Once more, in order to analyze how ill-conditioned the system is, the most 
convenient tool would be SVD.  Once the SVD is performed, and the distribution 
of the singular values is displayed, the characteristics of the system can be defined 
more easily.   
The singular values of the linear system governing the problem using the 
full formulation are presented Fig. 4.16.  The pattern of decay for the displayed 
singular values is quite different from the one presented in Fig. 4.13.  The singular 
numbers for full formulation decay from 1.49 to 0.89 until the 1728-th singular 
value, and then there begins a steep decay to 1.42x10-6, leading to a condition 
number of 1.05x106.  It is not a coincidence that the number of discretized 
Fredholm equations of the second kind in the system is also 1728.  Moreover, the 
decay pattern for the remaining 160 singular values shown in Fig. 4.16 after the 
1728-th singular value is identical to the one presented in Fig. 4.13. 
Alternative solutions are calculated using CGM, TSVD and 0-th order TR.  
L-curves are plotted for all three methods in order to choose the optimal solution 
with each method among the available alternative solutions.  The L-curves for 
solutions with all three methods are presented in Fig. 4.17.  When compared with  
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Figure 4.16: The singular values for the full formulation with 8x8x20 resolution 
Fig. 4.14, the L-curve for TSVD solutions differs slightly.  The very first point 
identified on the right is actually 1728 coincident points.  This simply means that 
truncation of singular values that represent the well-posed part of the system leads 
to solutions with unacceptable accuracy.  When 1729 singular values are used for 
the solution, a sudden increase in the accuracy together with an increase in 
solution norm is observed.  At this point, the L-curve for the TSVD solutions 
converges to the L-curves of CGM and 0-th order TR solutions.  This point also is 
the beginning of the plateau where the optimal solution is generally located.  At 
the end of the plateau the solution norm increases suddenly without improving the  
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Figure 4.17:  The L-curve for solutions with CGM, TSVD and 0-th order TR 
using full formulation 
accuracy significantly.  The final solution that is physically acceptable is the one 
that uses 1738 singular values and is located just after the corner of the L-curve.  
Although they are presented in the L-curve here, the solutions for more singular 
values are useless, suggesting negative emissive powers.   
The L-curve for the CGM solutions follows a more familiar pattern to the 
L-curve of CGM solutions using the reduced formulation.  The major difference 
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result of the very first step.  Then the CGM L-curve follows a similar pattern with 
the TSVD L-curve and reaches the corner around the 20-th step.  No physically 
reasonable solutions are achieved after the 39-th step.   
The 0-th order TR is applied by solving Eq. (3.21) using the CGM using 
all available conjugate directions, which is equal to the number of unknowns.  As 
explained earlier in Chapter 3, CGM using all conjugate directions yields an exact 
solution of the linear system.  The right hand side of the L-curve for the solutions 
with 0-th order TR is very similar to the one shown in Fig. 3.1.  It follows the 
similar trend reaching the plateau around α=0.2 and then the corner around 
α=0.015.  Solutions using regularization parameters smaller than 0.001 are 
unphysical.  
One interesting observation on the L-curves presented in Figs. 4.14 and 
4.17 is that the maximum solution accuracy achieved by TSVD is higher than it is 
with CGM and the maximum solution accuracy achieved by CGM is higher than 
it is with 0-th order TR.  This is really not an important aspect as these 
mathematically accurate solutions are dominated by fluctuations and are 
unphysical.  Nevertheless, an explanation of this behavior is sought so that these 
methods can confidently be used.  The reason can be explained as follows:  The 
generalized CGM algorithm that is used, presented in Fig. 3.2, does not solve the 
system as it is.  For a system given as Eq. (3.13) it solves the linear system 
AT(Ax=b), which is supposed to have an identical answer.  Moreover, for the 0-th 
order TR solution with α=0 that uses a CGM solver, the solved system becomes 
(ATA)T (ATAx=ATb).  Therefore, it is concluded that due to the modifications in 
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the solved linear system, additional round-off error is introduced in the 
calculations of the CGM and 0-th order TR that uses CGM as a linear solver.  The 
result is L-curves being “shorter” than the TSVD L-curve in the region where the 
round-off error is important.   
Once the L-curves are analyzed thoroughly, solutions with optimal 
characteristics can be selected.  These solutions are presented in Fig. 4.18.  The 
TSVD solution presented uses 1732 singular values and the CGM solution is the 
one calculated using the 13-th step.  These solutions are very similar to those 
presented in Fig. 4.14 and have similar accuracy characteristics.  The maximum 
and average absolute percentage errors are 1.60 and 0.52 percent for the CGM 
solution and 1.58 and 0.52 percent for the TSVD solution.   
The 0-th order TR solutions presented are for regularization parameters 
0.03 and 0.04, and the resulting profiles differ slightly from the others presented.  
The required temperature distribution along the heater surface has a more 
significant gradient across the furnace width.  The maximum and average absolute 
percentage errors are 2.12 and 0.66 percent for α=0.03, and 2.67 and 1.07 percent 
for α=0.04.   
It was stated earlier that the full formulation for the problem requires more 
memory and more computation time.  Therefore, the performance of the solver 
becomes more critical with the increasing demand for computation time and 
memory.  In this regard, the full formulation constitutes a better benchmark 
problem where the performance of the regularized solution techniques can be 
compared than the reduced formulation. 
 113
Figure 4.18: The solutions with full formulation with CGM using 13 steps, with 
TSVD using 1732 singular values, with 0-th order TR using α= 0.03 
and α=0.04 for two different lines along furnace length.   
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curve and uses a CPU time of 726.4 seconds.  The CGM solution presented in 
Fig. 4.18 is the result produced by the 13-th step and the first 13 steps uses a CPU 
time of 5.2 seconds.  Similarly, plotting the TSVD L-curve takes 1200 seconds.  
In order to plot the L-curve, the SVD must be performed following 1888 back 
substitutions using different levels of truncation.  The solution presented that uses 
1732 singular values requires 565.2 seconds, and it is the SVD routine that 
absorbs the greater part with 565 seconds.   
The 0-th order TR consists of two parts.  First the linear system must be 
modified imposing the shape constraints and then the modified linear system must 
be solved by using any appropriate solver.  As the CGM had proved itself as a 
very reliable and efficient solver, CGM is used as mentioned earlier.  The 0-th 
order TR L-curve is plotted using 100 different solutions using regularization 
parameters varying from 1 to 0 following the function 
N
i
i log
log1−=α , i=1..N       (4.7) 
where N is the number of points in the L-curve.   
The calculation for 100 different solutions using different regularization 
parameters with 0-th order TR takes 15779.8 seconds.  During the calculations the 
convergence criteria for the CGM was that the norm of the residual vector must 
be reduced below 10-20.  The solutions presented in Fig. 4.18, uses 215.2 and 
177.6 seconds using 451 and 356 CG steps for α=0.03 and 0.04, respectively.  
The CPU times presented are for an Intel Xeon processor computer with a 
processor speed of 2 GHz.   
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One last comment must be made on the memory requirements.  As 
mentioned earlier for a MxN system CGM and TSVD uses an allocation size of 
MN+2(N+M) and 2MN+N2+2(M+N), respectively.  The required size for 0-th 
order TR that uses CGM as a linear solver is MN+2N2+M+4N.  Therefore, 0-th 
order TR that uses CGM as a linear solver has similar memory requirements to 
the TSVD that in turn requires almost three times as much memory as the CGM.  
Therefore, it can be concluded that CGM is the most efficient and economic 
among the methods used, in terms of both computation time and memory 
requirement. 
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CHAPTER 5 
Design of Transient Thermal Systems 
5.1 INTRODUCTION 
The objective of a thermal system like a process furnace is to handle an 
engineering process.  Examples are furnaces and ovens for annealing, curing of 
paint or surface coating, industrial baking and manufacturing through chemical 
deposition applications.  The process takes place as long as the design 
environment satisfies specific thermal conditions.  In many applications the 
quality of the product depends on the how accurately the thermal conditions are 
satisfied.  The necessary design conditions are prescribed as a desired temperature 
distribution over the design surface in many cases.  For a transient system where 
design is considered along a specific time interval, the net heat flux on the design 
environment provides an additional constraint due to the effect of thermal 
capacities.  Two conditions are thus specified for the design environment while no 
condition is prescribed in the heater section.   
In this chapter, an inverse design methodology, which is developed to 
tackle the design problem of transient heating of an object using radiant heaters, is 
presented together with its applications on two different problems.  The first 
problem involves heating of a stationary object following a specified heating 
history in a two-dimensional process furnace.  The second problem is about 
heating of an object as it moves along a rectangular process furnace.   
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5.2 INVERSE DESIGN METHODOLOGY AND FORMULATION 
The transient heating problem in a radiating enclosure is a challenging one 
as it considers transient, combined mode heat transfer that is highly non-linear.  
The governing relation includes the radiative transfer equation, an integral 
equation that has absolute temperature to the power four terms, together with the 
transient energy equation, which is a partial differential equation that includes 
derivatives of absolute temperature to the first power.   
The main difference between the transient problem and the steady problem 
is that in the steady problem the objective is to satisfy a certain temperature and 
heat flux distribution over the design environment, while in the transient problem 
the goal is to follow a specified temperature history with temperature and heat 
flux distributions specified at each time throughout the history.  Due to the change 
in energy storage based on the required temperature history, the objective at a 
specific time is not much different than it is in the steady problem, as it is still 
desired to satisfy a certain heat flux distribution combined with certain 
temperature distribution.  It is then possible to formulate the transient problem as 
a series of steady problems solved along time that are dependent on each other.   
Consider the discretized energy equation on a design surface element: 
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 (5.1) 
The summation inside [ ] unkownT n  denotes the surface elements with 
unknown temperatures for the n-th time step and the summation inside [ ] kownT n  
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denotes the surface elements with known temperatures in Eq. (5.1).  The form of 
energy equation presented here is discretized in time using an explicit Euler 
scheme and in the given form all the terms on the right hand side are the known 
terms from the available information, while the terms on the left hand side are the 
unknowns.  The Tin+1 term of the design surface is the value defined by the 
objective function or the temperature history that is followed at the n+1-st time 
step.   
With known exchange factors, this equation at each time is a set of 
discretized Fredholm equations of the first kind.  When written for all design 
surface elements, they constitute the ill-conditioned set of equations and in order 
to achieve a reasonable solution for a system of equations of this type, the system 
must be regularized by any regularization technique explained in Chapter 3.   
By using the explicit Euler discretization scheme, the resulting system of 
equations becomes linear, keeping all the conductive, convective and heat 
capacitance terms that generate the non-linearity in the right hand side vector of 
the linear system of equations.  If another scheme is preferred such as an implicit 
Euler scheme or an Adams-Bashforth scheme, the resulting system of equations 
will have unknown terms both in absolute temperatures and absolute temperature 
to power four leading to a non-linearity. 
Once the distribution at the n-th time step is known for all surfaces but the 
heaters, Eq. (5.1) can be solved for the required temperature distribution in the 
heaters for the n-th time step.  This is followed by the calculation of the required 
power input for the heaters 
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where summation over NS denotes summation over all the surface elements.  The 
convective and diffusive terms in Eq. (5.2) are all in the (n-1)-th time step, for 
which the values of temperatures are known.  
It should be noted that based on the objective temperature distribution, the 
history chosen and the accuracy of the solutions produced in the previous time 
steps, it is quite possible for the system to demand removal of heat from some 
elements of the system.  This situation is reflected in the solutions as the values of 
the power input being negative for some of the heaters.  Such conditions are not 
acceptable, as adding and removing heat at the same time is not desired.   
In such a situation, the simplest solution is just to turn off the heaters 
which demand removal of heat, or in other words to set power input for these 
elements Qj = 0.  This will lead to some error between the resulting and desired 
conditions in the design surface, depending on the system considered.  If the 
power input value is modified for some heater elements, it will not be possible for 
those heaters to reach the temperature distribution estimated from the solution of 
Eq. (5.1).  Instead, the temperature distribution achieved will be 
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Once the temperature distribution of the heaters is known for the n-th time 
step, the net heat flux over all surfaces and therefore the resulting temperature 
distribution at the n+1-st step can be calculated using 
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The procedure described is applied from the initial time step, where the 
design, reflector and the heater surfaces are all at a prescribed initial condition.  
An outline of the procedure is presented in the flowchart in Fig. 5.1. 
The algorithm presented in Fig. 5.1 applies as long as the properties or the 
geometry of the enclosure does not change.  If the geometry of the enclosure or 
the configuration inside the enclosure changes, the exchange factors must be 
recalculated at every time step for the new configuration.  The availability of the 
exchange factors in each time step is critical for computational efficiency.  
Depending on the nature of the problem, instead of using an exchange factor 
formulation, the use of the configuration factor formulation could be more 
advantageous.   
Moreover, for a problem where the object is moving along a surface for 
the processing of a material as it is moved using a conveyor belt, the changes in 
the total energy of the control volumes must also be considered.   
For such a problem, it is reasonable to consider the design object using 
moving coordinates attached to it while the rest of the system can be modeled 
using coordinates with respect to a fixed reference point.  The energy equation for 
a moving design object can be defined using the partial derivative with respect to 
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time while it is defined using the substantial derivative for all other moving parts.  
Therefore, Eq. (5.1) is the energy equation for the design surface while the 
governing equation related to the moving parts can be written as: 
Figure 5.1: The flowchart of the solution algorithm 
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 (5.5) 
where U is the velocity of the surface and ∆y represents the grid size 
perpendicular to the velocity direction.  Although Eq. (5.5) uses exchange factor 
formulation for radiation as before, the exchange factors are dependent on the 
time.  
5.3 PROBLEM STATEMENTS 
Two sample problems are considered to display the use of the algorithms 
explained in the previous section.  These are transient heating in a two-
dimensional enclosure and transient heating of a moving object.  The first 
problem considers the basic problem of a transient thermal boundary condition 
design.  The method is applied and the solution is analyzed extensively for 
different cases that modify the main problem.  The second problem considers a 
special case of the first problem where the geometric configuration inside changes 
as the design object moves along the furnace.   
5.3.1 Transient Heating in a Two-Dimensional Enclosure 
The problem considered first is a transient thermal boundary condition 
estimation problem, in which the designer aims at controlling the thermal 
conditions in the design environment by setting the necessary thermal conditions 
on the heater surfaces.  The design surface is to be heated from an initial state to a 
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final steady state, while it is kept at a spatially uniform temperature, following a 
specified heating profile. 
A two-dimensional evacuated furnace with heater surfaces 5, 6 and 7, 
design surface 2 and reflector surfaces 1, 3, 4 and 8 is shown in Fig. 5.2.  The 
heater surfaces have the properties of nichrome with an oxidized rough surface 
leading to diffusely reflecting surfaces.  The reflector surfaces have the properties 
of polished aluminum, and are therefore specularly reflecting with a higher 
reflectivity than the heater and design surfaces.  The design surface has the 
properties of silicon carbide, which is diffusely reflecting.  The heater surfaces are 
made up of 30 uniform temperature strip heaters that are slightly separated from 
each other.  The backside of the design surface is insulated and it does not touch 
the reflector surfaces at the edges.  Thus, the thermal radiation is the only means  
Figure 5.2: The geometry of the furnace in the transient heating in a two-
dimensional enclosure 
Heater surface 
Design surface 
Re-radiating surface 
1 2 3 
7 
6 
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4 8 
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x5 
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of exchanging heat from the design surface to its surroundings.  Furthermore, it is 
assumed that the conduction across the plate thickness is negligible when 
compared with the thermal radiation exchange on the inside of the enclosure and 
conduction along the plate so that the surface can be approximated as isothermal 
across the plate thickness.  The other assumptions considered for the solution are: 
all the thermal properties are assumed to be constant and independent of the 
temperature variations in the system, all the radiative properties are gray and the 
system is considered to be at local thermodynamic equilibrium at all times.   
The desired design surface heating history is presented in Fig. 5.3 and is 
defined in terms of a smooth polynomial from an initial temperature of 300 K to a 
final temperature of 1000 K and Td(t) is uniform across surface 2.  The geometric 
data and required thermal properties of the surfaces are presented in Table 5.1. 
 
Table 5.1: The geometric and thermal parameters that define surfaces for the 
transient heating in a two-dimensional enclosure problem. 
Surface δ (m) ρ(kg/m3) cp (J/kgK) L (m) k (W/mK) ε 
1 0.001 2702 903 0.8 227 0.05 
2 0.001 3160 675 1 454 0.9 
3 0.001 2702 903 0.8 227 0.05 
4 0.001 2702 903 0.4 227 0.05 
5 0.0001 7870 447 1  0.95 
6 0.0001 7870 447 1  0.95 
7 0.0001 7870 447 1  0.95 
8 0.001 2702 903 0.4 227 0.05 
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Figure 5.3:  The desired design surface temperature history for the transient 
heating in a two-dimensional enclosure problem. 
5.2.2 Transient Heating of a Moving Object 
The second example problem considers the design of a tunnel-shaped 
process furnace with heaters on top and a design surface that is to be heated as it 
is moving along the furnace at the bottom and with reflector walls on the sides.  
This problem can be classified as a transient boundary condition estimation 
problem and it resembles the typical furnace that can be used for industrial 
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annealing, preheating, baking, drying or curing where the object to be processed 
enters the furnace, is heated based on the heating history required by the particular 
process while it is moving towards the exit and then leaves the furnace.  In such a 
furnace that uses surface heaters, thermal radiation is the dominant mode of heat 
transfer when there is no forced flow inside.   
This problem is very similar to the preceding problem where a stationary 
object is heated along time.  It includes an additional complexity in terms of a 
moving object. 
The evacuated tunnel-shaped furnace is displayed in Fig. 5.4.  Surface 4 
(top surface) is the heater, the shaded surface at the bottom is the design object, 
surfaces 5 and 3 are reflectors and surfaces 1 and 6 are the surfaces that allow the 
Figure 5.4: The geometry of the furnace in the transient heating of a moving 
object problem (dimensions are given in meters) 
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design object to enter and exit the furnace.  The unshaded portion of surface 2 
represents the conveyor that moves along with the design object.  The heater 
surface is made up of isothermal oxidized-nichrome heater plates with a diffusely 
reflecting surface.  The plates are slightly separated from each other so that there 
is no diffusive heat transmission between them.  The reflector surfaces are 
specularly reflecting polished aluminum (k=227 W/m K).  The design surface is 
silicon carbide (k=454 W/m K), the conveyor, the inlet and exit surfaces are made 
up of coated aluminum (k=227 W/m K), which are all diffusely reflecting. 
All the surfaces other than 1 and 6, the inlet and exit surfaces, are 
insulated from the outside so that they do not lose heat to the environment (T∞ = 
300 K), whereas the convective heat loss from surfaces 1 and 6 can be 
approximated by the use of an average convective heat transfer coefficient (h= 5 
W/m2 K).   
Furthermore, it is assumed that the conduction across the plates is 
negligible; therefore, the plates are considered as isothermal across the plate 
thickness.  The other assumptions considered are: the interface between the design 
surface and the conveyor is well insulated so that the heat diffusion due to 
physical contact is prevented, all radiative properties are gray, all the thermal 
properties are assumed to be constant and independent of the temperature 
variations in the system and local thermodynamic equilibrium is assumed to be 
present everywhere at a given time.  
The design surface is one-fifth the length of the total furnace along the z-
axis and it starts moving near surface 1, located at z=0, as the heaters are turned 
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on.  The furnace is heated from a uniform initial temperature that equals to the 
ambient temperature as the design surface moves so that the design surface is 
heated uniformly as it is kept isothermal, spatially.  The uniform heating is a 
common design constraint sought in many processes to prevent thermal stresses 
or provide uniform baking, curing or drying.  The design surface follows a 
heating history as defined by a polynomial similar to the previous problem.  It 
smoothly connects the initial temperature 300 K and the final temperature 600 K 
(Fig. 5.5).  When the leading edge of the design surface reaches the end of the 
furnace, surface 6, the design surface temperature should also reach the final 
temperature, 600 K, and the heating process ends.   
The rest of the data required to define the characteristics of the furnace of 
this test problem are presented in Table 5.2.  In Table 5.2, the properties of 
surface 2 are defined separately for the design and the conveyor surfaces.   
 
Table 5.2: The thermal parameters that define surfaces for the transient heating 
of the moving object 
Surface δ (m) ρ(kg/m3) cp (J/kgK) k (W/mK) ε 
1 0.01 2702 903 227 0.05 
Conveyor 0.01 2702 903 227 0.9 
Design 0.001 3160 675 454 0.9 
3 0.01 2702 903 227 0.05 
4 0.0001 7870 447  0.95 
5 0.01 2702 903 227 0.05 
6 0.01 2702 903 227 0.05 
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Figure 5.5:  The desired design surface temperature history for the transient 
heating of a moving object problem 
5.4 RESULTS AND DISCUSSION 
The two sample problems are solved using the inverse design 
methodology explained in the preceding section.  The results achieved are as 
follows: 
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5.4.1 Transient Heating in a Two-Dimensional Enclosure 
The problem of transient heating of the design object is solved to evaluate 
the necessary power input for the 30 individual strip heaters (10 on each surfaces 
5, 6 and 7 of Fig. 5.2) to provide the necessary radiative flux for the design 
surface so that it will be heated spatially isothermal, following the specified 
temperature history presented in Fig. 5.3 in a total time of ttot = 60 seconds. 
Certain considerations should be underlined regarding the solutions, so 
that the results can be discussed more clearly. 
The MCM is used to calculate the exchange factors and as it is a statistical 
solution technique the solutions obtained by the method are subject to statistical 
noise.  Even though it is possible to reduce the noise through increasing the 
number of samples used for the simulation, it is impossible to get rid of it 
completely unless the symmetry is forced through modifications.  In a forward 
problem or even in a steady inverse problem as long as enough samples are used, 
the resulting slight noise does not affect the solution (Ertürk et al., 2000).  On the 
other hand, in the transient inverse problem under consideration it was observed 
that the slight noise in the exchange factors is amplified through inverse solutions 
at each time step resulting in slight asymmetry in the solution at certain time 
steps.  In order to get rid of this behavior completely, symmetry must be forced in 
the exchange factors.  This kind of re-adjustment of exchange factors is not 
considered in this study, as the asymmetry is not significant. 
The conjugate gradient method is used to produce regularized solutions as 
explained in the previous section.  The method produces a number of different 
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solutions, which have different levels of accuracy, smoothness characteristics, and 
shape.  If the optimal CG-step is sought for each time step, significant fluctuations 
in the variables along time result, as the CG-step yielding the optimal solution 
may change at each time step, while the solution is repeated.  In order to get a 
smooth distribution along time, solutions must be produced using a fixed CG-step 
for each time step rather than by using the optimal solution at each step.  This 
leads to a loss in accuracy at certain time steps where a more accurate and still 
smooth solution might be available from the use of more CGM steps. 
The resulting temperature distribution over the design environment 
(surface 2) based on the designed system, evaluated by the proposed algorithm is 
displayed in Fig. 5.6.  Figure 5.7 displays the error of the achieved temperature 
distribution along the design surface throughout the process, which is defined as  
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=       (5.5) 
It may be observed from Fig. 5.7 that the accumulated errors affect the 
system the most when the non-dimensional time is about 27 s (t/60 s = 0.46), 
reaching a maximum error of 0.45 percent, where the average error is 0.12 
percent.  The maximum and average error decreases to 0.16 and 0.07 percent, 
respectively, as the system reaches the steady state.  It should be remembered that 
the solution accuracy is still limited by the assumptions considered for the 
formulation, the available property values and the radiation solver used.  It can be 
observed that the locus of the maximum error is usually at the edges of the design 
surface.  This information can be used by the designer to reconfigure the heater or 
 132
enclosure geometry to achieve better agreement with the prescribed design 
environment. 
The conditions on the design surface, demonstrated in Fig. 5.6, are 
achieved when the temperature of the heater strip surfaces satisfies the values 
displayed in Fig. 5.8, which displays the necessary heater temperatures for 30 
strip heaters, along the heating process.  It can be observed that the temperature of  
Figure 5.6: The resulting design temperature distribution based on the heater 
conditions determined from inverse analysis 
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Figure 5.7: The errors based on design surface temperature and design 
specification 
the heater strips is slightly above the temperature of the design surface at all times 
so that they can radiatively heat the design surface in the amount necessary to 
follow the design objective as specified by Td (t).  Furthermore, the distribution 
along the heater strips is such that when combined with the resulting design and 
reflector surface temperature distributions, the spatially uniform heat flux and 
temperature condition is satisfied on the design surface.  The temperature of the 
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heater strips increases until it peaks around 39 seconds at a value about T= 1100 
K and then decreases to the steady state temperature of the design surface.   
The 30 heater strips exchange energy through thermal radiation with other 
surfaces and each other, and receive energy as an input.  In order to control the 
temperature distribution of the heater strips that controls the temperature 
distribution on the design surface, the input power distribution is varied.  The 
necessary power input to keep the temperatures of the strip heaters as shown in 
Figure 5.8: The temperatures of thirty heater strips along the heating process 
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Fig. 5.8 is displayed in Fig. 5.9.  To obtain the distribution presented in Fig. 5.9 
an additional constraint is used for the initial time step.  For this problem, the 
required initial net heat flux on the design surface is zero with all initial design 
and reflector surface temperatures being 300 K.  It is apparent that a uniform 
distribution of 300 K, identical to the initial condition, along 30 heater strips will 
satisfy the design constraints exactly.  However, the regularized inverse solution 
predicts a heater profile that has a slight gradient.  The heater strips close to the  
Figure 5.9: The necessary power input for thirty heater strips 
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edges tend to have values slightly lower than 300 K and the ones close to the 
middle larger than 300 K so that the energy equation is satisfied at every location.  
When the design constraint that restricts the energy removal from the strips is 
applied, the values of the temperature below 300 K are corrected to 300 K leaving 
the ones above 300 K as they are.  This sudden change at the end of the initial 
time step due to the regularization error necessitates a large amount of power 
input per time step to account for the heat capacity of the heaters, especially for 
simulations utilizing a very small time step (∆t < 0.376 seconds).  This apparent 
sudden increase in heater power requirement is due solely to regularization error.  
Therefore, a second constraint is applied for the initial time step to remove the 
“artificial” need for the power input that has nothing to do with the physical needs 
of the system.  This constraint is simply not turning the power on for all heater 
strip elements for the initial time step leading the heater strips not to change their 
temperature. 
All the results presented in Figs. 5.6-9 are obtained using a time step size 
of ∆t = 0.0226 seconds and 64 surface elements with a 26x10 grid resolution.  The 
exchange factors are calculated by MCM using 400 million sample photon 
bundles.  The result from the first CG-step was used in order to obtain physical 
solutions with smooth spatial and time profiles, during the entire heating process.  
It was observed that identical solutions result when the grid resolution is doubled, 
utilizing 128 surface elements with a 52x20 grid.   
Although the accuracy of the inverse solutions could have been improved 
by using the results of further CG-steps, this increases the norm of the solution as 
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displayed in the L-curve.  The L-curve represents the variation of the residual of 
the solution with the norm of the solution for a single time step and a sample L-
curve of the solution presented in Figs. 5.6-9 is displayed for the 665-th time step 
in Fig. 5.10.  Every point in Fig. 5.10 represents a possible solution resulting at 
the end of a different CG-step for the 665-th time step.  While the decrease in the 
norm of the residual represents the increase in solution accuracy, the 
Figure 5.10: The L-curve, variation of the norm of the solution with norm of the 
residual for time step 665 
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corresponding increase in the norm of the solution represents the decrease in the 
smoothness of the solution.  Therefore, the solutions produced by the use of 
further CG-steps are more accurate but have a greater tendency to produce non-
physical solutions than the earlier CG-steps.   
In order to investigate the effect of the CG-step used in the solution of the 
sample design problem, the maximum percentage error of solutions produced 
using different CG-steps and time step sizes are compared in Fig. 5.11.  It can be 
observed that the time step size is an important parameter that affects the level of 
accuracy in the solution.  The discretization error in Eqs.(5.1-4) dominates the 
solution when a large time step is used.  Therefore, for time steps larger than 3.76 
seconds the system at some point overheats the design surface due to time 
discretization errors in such an amount that satisfying the design goal becomes 
numerically impossible using positive emissive power on the heater elements.  As 
a result, no physical result is available.  On the other hand, when the time step 
size is decreased, the total number of time steps used for the solution increases.  
This simply results in increasing the cumulative effect of regularization errors 
leading the system to a state where it is also impossible to maintain a physical 
solution as stated above.  Therefore, the algorithm cannot produce any solution 
when the time step is reduced below some value.   
The range of time steps where it is possible to produce a physically 
meaningful solution differs for solutions that use the results of a different number 
of CG-steps.  This range is from 3.76 to 0.0226, 3.76 to 0.301 and 3.76 to 0.0188 
seconds when the results of the first, second and third CG-step are used,  
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Figure 5.11: The change in solution accuracy with the result of CG-step used and 
time step size 
respectively.  The solutions that use the results of the first and the third CG-steps 
have a larger time step size range than the solution that uses the result of the 
second CG-step.  This is because the solution evaluated using the result of the 
first CG-step is the smoothest; thus, even though it is affected most by the 
cumulative effect of the regularization error as the number of time steps used 
increases, it still can produce physically reasonable solutions up to some point.  
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On the other hand, the solution evaluated using the result of the third CG-step is 
subject to the least regularization error among the three solutions and the 
cumulative effect of the regularization error starts affecting the system later than 
the other two although it produces the least smooth solutions.  The solution using 
the results of the second CG-step satisfies neither of the conditions, and as a result 
has the smallest range of useful time increment size.  Thus, as the overall solution 
accuracy increases with decreasing norm of residual, the smoothness decreases 
with the use of more CG-steps.  This is a basic trade-off in most inverse problems, 
and the choice of the CGM step is dependent on the process and the problem 
considered.   
One of the main characteristics of inverse problems is that the solutions 
are very sensitive to perturbations in input.  For that reason, it is customary to test 
the solution procedures for inverse problems by introducing some perturbation to 
the input data (Özışık and Orlande, 2000).  In a measurement problem, the 
perturbations are often in the form of random noise in the measured data.  A 
similar effect is encountered when slight changes in the designed system is 
considered.  One should be very careful when introducing perturbations, as this 
can lead to a problem that has no solution within an acceptable level of accuracy. 
Two tests with perturbations in the system are considered in this study; the 
first is the use of reflector surfaces that have larger emissivity (ε =0.5) and the 
second is replacing the slab design surface with a two-dimensional surface so that 
the furnace geometry becomes as displayed in Fig. 5.12.  The lengths of surfaces 
2-a and c in Fig. 5.12 is 0.3 m and the new design surface introduces blockage  
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Figure 5.12: The geometry of the furnace for the second perturbed case 
into the problem.  Attaining spatially isothermal heating of the surface is more 
difficult than it was in the previous case.  The rest of the conditions for the 
materials used, geometry, and the design objective are unchanged. 
Figure 5.13 displays the required heater temperature distribution along the 
process, for the case with reflector surfaces having ε =0.5.  The distribution is 
calculated using the results of the first CG-step and a time step size of ∆t = 0.0226 
seconds.  The corresponding percentage error based on the temperature of the 
design surface is presented in Fig. 5.14.  The maximum error in the achieved 
temperature of the design surface is less than 0.6 percent.  When Figs. 5.8 and 
5.13 are compared, it can be observed that the temperature gradient along the 
heater strips is greater in the case where reflector surfaces have ε =0.5, and from 
Figs. 5.7 and 5.14, it can be concluded that the original case (with ε =0.05) is 
more likely to be the preferred configuration, both in terms of achieving the 
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design goal more accurately and in terms of efficiency considerations, as in the 
original case the reflector surfaces absorb less energy.  The results are in 
agreement with physical intuition, as highly specularly reflecting sidewalls will 
make it easier to achieve spatially uniform distributions.   
Figure 5.13: The temperatures of thirty heater strips along the heating process for 
the problem with reflector surfaces having ε =0.5 
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Figure 5.14: The errors based on design surface temperature and design 
specification for the problem with reflector surfaces having ε =0.5 
The second perturbation considered is the change in the design surface 
geometry as shown in Fig. 5.12.  The required temperature distributions along the 
design surface temperature based on the designed system is plotted in Fig. 5.16.  
The maximum error for the final case is less than 0.5 percent, which can be a 
heater strips are displayed in Fig. 5.15.  The corresponding error in the achieved 
significant error for applications like RTP or CVD but can be considered to be 
0.1
0.3
0.5
%
E T
0
0.25
0.5
0.75
1
t/ 60
s
0
0.25
0.5
0.75
1
x
2 (m)
 
 144
within acceptable limits when the governing assumptions are considered.  The 
solution presented in Figs. 5.15 and 5.16 are produced using the results of a single 
CG-step with a time step size of ∆t = 0.0376 seconds, which is the limiting value 
for the case.  In order to further improve the solutions, the designer should 
consider other changes, either in geometry or the materials used. 
Figure 5.15: The temperatures of thirty heater strips along the heating process for 
the furnace geometry displayed in Fig. 5.12 
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The main advantage of the proposed procedure is that it can produce a 
direct solution and it can be applied with any similar regularization technique 
instead of CGM or any other method to formulate the radiation transfer instead of 
MCM with the limitations outlined.  When the temperature dependency of the 
radiative properties becomes important the solution technique could be modified 
by either of two different approaches.  Both of these approaches require the 
Figure 5.16: The errors based on the achieved design surface temperature and 
desired design surface temperature history for the furnace geometry 
displayed in Fig. 5.12 
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calculation of configuration factors instead of the exchange factors at the 
beginning.  The first approach is to calculate the exchange factors at each time 
step based on the radiative properties varying with changing temperature 
distributions and following the rest of the steps in the procedure as outlined in 
Fig. 5.1.  The burden of the calculation with this approach is the calculation of 
exchange factors from configuration factors.  An alternative approach is using the 
configurations factors in the formulation directly, i.e. using the discretized form of 
Eq. (2.11) instead of the discretized form of Eq. (2.13) leading to a larger number 
of simultaneous equations to solve at each time step. 
5.4.2 Transient Heating of a Moving Object 
The design problem of the transient heating of a moving object is now 
solved to evaluate the necessary power input to the heaters so that the moving 
surface is heated isothermally from an initial temperature to a final temperature 
following a specific temperature history.  At the initial condition, the non-
dimensional temperature of all surfaces is 300 K and the trailing edge of the 
design surface is at the position z = 0.  The surface moves along the furnace at a 
constant speed of 27.5 m/hours, and it takes the leading edge of the surface 262 
seconds to arrive at the exit.  The leading edge arrives at position z = 2.5 at the 
end of the heating as the temperature reaches a value of 600 K. 
The MCM is used to calculate the exchange factors for the system.  As in 
the case of the previous problem, symmetry is not forced and any resulting 
asymmetry around y = 0.5 is a result of the amplification of the slight noise in the 
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exchange factors that are obtained through a MC simulation that makes use of 100 
million sample photon bundles. 
The exchange factors for the design surface change as it moves, therefore 
they must be re-calculated at each time step.  If a new simulation for every 
configuration is done the computational expense will be tremendously high due to 
the high cost of the method used.  Instead, the exchange factors for the design 
surface are derived at each time step using simple geometric relationships from 
the exchange factors to the whole bottom surface evaluated by the MC simulation.  
This is possible because the emissivity of the conveyor and the design surfaces 
are the same.  Otherwise, one of the two approaches explained in Section 5.2 
should be followed. 
Due to the changing exchange factors, the coefficient matrix of the system 
of equations governing the inverse design changes with time.  Therefore, the use 
of the CGM is not only advantageous because it provides regularized solutions 
but also due to its computational economy.  As mentioned before, the solutions 
produced at the end of different CG steps can have extremely different shapes.  If 
the same number of CG-steps is not used at each time step, significant 
fluctuations in the variables along time result, as in the case of the previous 
problem.  Therefore, a solution that is produced with a fixed number of CG steps 
is used rather than using the optimal solution that could be evaluated for each time 
step. 
Obtaining the desired heating history is the design goal.  The temperature 
values obtained at the points (yd =0.9375, zd =0.0625) and (yd =0.5625, zd 
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=0.4375) are displayed in Fig. 5.17.  These points are the ones close to the corner 
trailing and the middle of the design surface, respectively. 
The average and maximum of the absolute percentage errors based on the 
design surface temperature change are displayed in Fig. 5.18 along the process.  
The absolute percentage error based on the design surface temperature is defined 
by Eq. (5.5) 
Figure 5.17: The change of temperature in the design surface with time along 
points 1 and 2 compared with design objective. 
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From Fig. 5.18, it is observed that the errors are largest at the beginning 
and at the end of the process when the required net heat transfer to the design 
surface is very small.  The maximum and average of the absolute percentage error 
reaches 0.9 and 0.5 percent at the very beginning of the heating at time 8.71 
seconds.  The design surface is under-heated slightly at both points.  The 
corresponding error values decrease and stay below 0.7 and 0.3 percent,  
Figure 5.18: The maximum and average of absolute percentage errors based on 
design surface temperature and design specification 
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respectively as the design surface moves towards the exit surface.  There, the 
corresponding error values increase sharply towards the end of heating, exceeding 
1.5 and 0.6 percent at the end of the process.   
From Fig. 5.17, it can be observed that the design surface is over-heated at 
the two points mentioned above.  Examining these two plots, one can note that as 
the heating rate of the design surface decreases so that it will reach zero at the 
end, the thermal inertia of the system requires more heat rejection in the system so 
that the rate of temperature increase could slow down sufficiently.  This could not 
be done because of the thermal inertia of the heaters, and leads to over-heating on 
the surface resulting in maximum errors reached by system. 
The furnace is controlled by the temperature distribution on the heater 
surfaces.  The temperature distributions evaluated by the inverse design approach 
necessary to attain the conditions displayed in Fig. 5.17 are shown in Figs. 5.19 
and 5.20.  The temperature variations of six heaters located at (1, 0.0625, 0.0625), 
(1, 0.0625, 1.1875), (1, 0.0625, 2.4375), (1, 0.4375, 0.0625), (1, 0.4375, 1.1875) 
and (1, 0.4375, 2.4375) are displayed in Fig. 5.19.  These heater elements are the 
heaters near the edge at the inlet, mid furnace length, the exit and near the mid 
furnace width at the inlet, mid furnace length and the exit, respectively.  The 
complementary Fig. 5.20 displays the variations of dimensionless temperature of 
the heaters along the furnace length along y =0.0625 and y =0.4375 at times t =0, 
1.31, 130.6 and 262 seconds.  From both figures, it can be observed that due to 
the presence of highly specularly reflecting sidewalls, the temperature distribution 
on the heater surfaces is nearly independent of the y-direction.  As expected, the  
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Figure 5.19: The temperatures of six heater elements along the heating process 
locus of the maximum temperature changes with the locus of the design surface 
so that the temperature peaks at the heater elements closest to the design surface 
at a given time.  This trend can also be observed from Fig. 5.19, and it is due to 
the domination of the system of equations by the greatest exchange factors. 
A discontinuity can be observed in the temperature variation near the 
furnace exit for the two heater elements located close to the inlet of the furnace.  
This can be explained with the help of Figs. 5.21 and 5.22, which display the  
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Figure 5.20: The necessary temperatures for heater elements along lines y = 
0.0625 and y =0.4375 at three different times 
heater energy input required to reach the temperature distributions displayed in 
Figs. 5.19 and 5.20, for the particular furnace problem. 
Figure 5.21 displays the variation of the necessary energy input to the 
heater elements mentioned above, so that they will be able to follow the variation 
presented in Fig. 5.19.  The variations of required energy input in Fig. 5.22 is 
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similar to variations in the temperature of the corresponding heater elements 
displayed in Fig. 5.20. 
It can be observed from both figures that the heater strips close to the 
furnace inlet do not require further heat input to follow the design temperature 
profile.  This result is due to the design constraint set so that the heat input can 
only be greater than or equal to zero, and heat rejection from the heater elements 
Figure 5.21: The necessary heat input for six heater elements along the heating 
process 
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by a cooling device is not allowed.  If this constraint, which introduces the 
discontinuity in the variations along time, were not applied the corresponding 
heater elements, the cooling trend would be continuous.  This is also the reason of 
the sharp increase in the average and maximum errors displayed in Fig. 5.18 as 
the design surfaces comes close to the exit surface.  In order to attain higher 
accuracy the designer can consider increasing the convection rate at the inlet  
Figure 5.22: The necessary heat input for heater elements along lines y =0.0625 
and y =0.4375 at three different times 
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surface as the design surface moves away to the exit surface so that more heat 
would be rejected from the heater elements close to the entrance. 
The numerical solution was carried out by using a dimensionless time step 
of 1.31 seconds, with a grid resolution of 8x8x20 along the x, y and z-axes, 
respectively.  The heater temperatures presented are calculated by using CG 
method using the result of the first CG-step. 
From Figs. 5.19 and 5.22 it can be observed that 20 heater strips that have 
a non-dimensional size of 1x0.125 along the y and z-axes, respectively, located 
along the furnace length will be adequate to perform the heating.
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CHAPTER 6 
Control of Transient Thermal Systems 
6.1 INTRODUCTION 
The boundary condition design of thermal systems using inverse 
formulation for steady and transient thermal systems was discussed in Chapters 4 
and 5, respectively.  In both cases, the inverse formulation was coupled with 
mathematical models of the physical systems to be designed.  The systems 
considered in this study are radiating systems as mentioned earlier.  The 
corresponding models used were presented in the Chapter 2, where it was 
discussed that they are based on various assumptions and approximations.  As a 
result, the predictions of the models are subject to some deviation from the 
response of the physical system no matter how many complex phenomena are 
included in the model.  Moreover, the level of accuracy of the radiative property 
data itself is often questionable, which further increases the uncertainty of the 
predictions.   
In order to be able to use the inverse design approach that is based on the 
mathematical models of the physical systems considered, some means of 
correction for the predicted responses should be developed.  This can be 
accomplished through the use of a control algorithm.   
Several alternative approaches can be employed to perform this task.  One 
of these can be to develop some means of correcting the model so that the 
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differences between the model predictions and the system response are reduced.  
Another alternative can be using a feedback control algorithm that estimates the 
required input based on the system response.   
Of these, the use of the first approach is demonstrated in this study.  The 
control algorithm is implemented through the use of artificial neural networks, 
which are trained using the predictions of the inverse design and the responses of 
the physical system.  Brief information about artificial neural networks is 
presented next.  That is followed with the description of the control algorithm and 
the application of it.  
6.2 ARTIFICIAL NEURAL NETWORKS 
In this research, the goal is not to investigate, improve or develop the 
state-of-art of artificial neural networks (ANN).  The ANN’s are just used as a 
control tool, and this section briefly introduces ANN’s without giving details that 
are available in the literature (Demuth and Beale, 2001; Nelson and Illingworth, 
1993).  
Artificial neural networks are a relatively new information processing 
technique that has its basis in simulating living nerve systems.  They are basically 
parallel processing architectures where the knowledge is represented in terms of 
weights between input and output layers.   
A simple neural net structure is represented as in Fig. 6.1, which has N 
layers, R inputs and P outputs.  As indicated in Fig. 6.1, the relation between the 
inputs I and outputs O is represented in terms of the biases (b) and the transfer 
functions (f ) of the layers and the weights (W) between the nodes of the adjacent 
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layers.  The most commonly used transfer functions are the unit step function, 
pure linear functions and the sigmoid functions; the so-called “logsig” and 
“tansig” (identical to hyperbolic-tangent) functions.  These functions are 
presented in Fig. 6.2. 
The main significance of the ANN’s when compared with traditional 
programming is the ability of learning through the process called training.  By 
training, the ANN is taught to adjust the weights and biases to follow or repeat 
what it has learned.  The weights and biases are modified so that the average 
squared error between the target outputs and the network outputs is minimized 
(Fig. 6.3).  In order to perform this minimization, optimization methods are used.   
Figure 6.1: An N-layered artificial neural network architecture 
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Figure 6.2: The transfer functions: (a) the unit step function, (b) the pure linear, 
(c) logsig, and (d) tansig 
When the ANN faces an input for the first time it simply estimates the 
output for the input based on the experience it has, or the training.  If the input lies 
within the input data range it has trained with, it is probable that the estimation 
will be relatively successful.  On the other hand, if the ANN extrapolates rather 
than interpolates, the accuracy and the reliability for inputs are always in question. 
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Figure 6.3: Training of ANN 
6.3 METHODOLOGY  
Control using neural networks or simply neurocontrol has been attracting 
interest since the late 1980s.  Werbos (1992) classifies the basic control 
algorithms that use ANNs into five categories: 
1. Supervised control:  ANN’s are trained using a database that contains 
correct data from the physical system. 
2. Direct inverse control:  ANN’s learn the mapping from desired response 
of the physical system to the control signals that yield these responses 
3. Neural adaptive control:  ANN’s are used instead of linear mappings in the 
standard adaptive control.  
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4. The backprobagation of utility:  Maximizes some measure of performance 
over time.  They cannot efficiently account for noise and it is difficult to 
provide real-time learning for large problems.  
5. Adaptive critical methods:  Methods that approximate optimal control 
over time in noisy, nonlinear environments. 
Anyone of the listed approaches can be used to control a system such as 
the ones described in the previous chapters.  However, as stated earlier the 
emphasis in this study is on correcting the model using the responses of the 
physical system.  Then the corrected model can be used to predict the required 
input to achieve the desired response from the system.  To accomplish the task, a 
hybrid of the first two approaches, supervised control that uses the correct data 
from the physical system and direct inverse control will be used.  This is done in 
three steps: 
6.3.1 Step 1: Inverse Design 
Inverse design is based on a mathematical model that estimates the 
required input for the system, so that the desired system response is satisfied.  The 
inverse boundary condition design for a transient system is explained in the 
previous chapter. 
6.3.2 Step 2: Training of ANN 
For model based training, the data are generated from inverse design.  Due 
to the approximations inherent to the mathematical model, the uncertainties in the 
property data used, and the regularization error due to the inverse formulation, 
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there will be a certain level of discrepancy between the estimations of the 
numerical model and the actual conditions achieved in the physical system. 
Therefore, the training data consists of the estimated inputs and the 
corresponding physical system response along the process, which is different 
from the desired response.  At the end of the training, the ANN simulates the 
physical system, as long as an adequate network architecture and training method 
are used.  The accuracy of the simulation with ANN is primarily limited by the 
interpolation ability of the trained ANN.  This depends on the quality of training, 
which is the ability to recover all the target points for the given input values. 
6.3.3 Step 3: Control using the ANN 
Once the ANN is trained it could be used to control the system so that the 
required input could be estimated based on the desired response from the system.  
A well-trained ANN estimates the input that results in the desired response from 
the system more accurately than the inverse design based on a mathematical 
model.   
However, the interpolation ability of the trained ANN might not be 
enough.  In such a case, using the estimates of the ANN trained for the input and 
the corresponding responses from the physical system, the training data can be 
enlarged.  The enlarged data can be used to train another ANN, which models the 
physical system more accurately when compared with the previous one.  This 
procedure can be repeated until an ANN with required accuracy is accomplished.  
It should be noted that too many iterations, which leads to training using a very 
large data set or simply over training, must be avoided.  Over training limits the 
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interpolation ability of the network.  The algorithm is illustrated in Fig. 6.4.  The 
addition of the training data simply means enlarging the data set in every iteration 
rather than vector addition.   
Figure 6.4: The control algorithm to correct the model using an ANN. 
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6.4 APPLICATION OF THE ALGORITHM 
It is reasonable to discuss the basis of the discrepancies between the 
mathematical or the numerical models with the measurements from the physical 
system before explaining the details about how the algorithm is applied.  There 
are three major sources of discrepancy between a mathematical model and the 
measurements of physical system.  These are: 
1. The discrepancies due to approximations or assumptions. 
2. The discrepancies due to estimated or approximated property data used in 
the mathematical model. 
3. The uncertainties in the measurement or the measurement error. 
As a numerical model replaces an analytical model, additional 
discrepancies due to numerical discretization emerge.  For statistical models, such 
as the Monte Carlo method explained in Chapter 2, statistical errors are also 
present. 
In the absence of a physical system to implement the algorithm, the 
application of the algorithm can be demonstrated through numerical experiments.  
A simplified numerical model is used for the inverse design and a more accurate 
numerical model simulates the physical system.  The deviation between the 
simple and accurate models is similar to the one between the physical system and 
a numerical model simulating it.   
The control algorithm is applied to the transient heating in a two-
dimensional enclosure problem explained in the previous chapter where the 
solution using inverse design is also presented.  The radiation model used for the 
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solution of the problem was the Monte Carlo method.  The method was preferred 
so that all the radiation property dependence and geometric effects listed in the 
problem statement can be considered with ease, but it will also be possible to 
simplify some of them.   
In the application, the simple model considers the reflector surfaces to be 
diffusely reflecting instead of specularly reflecting.  That introduces some 
difference with respect to the complex model representing the physical system.  
Moreover, the emissivity of the reflector surfaces is 0.075 instead of 0.05, 
introducing the effect of erroneous property data.  Besides, using a statistical 
numerical model for both the simplified (or erroneous) and the complex model 
introduces some additional discrepancy due to statistical error, which has an effect 
similar to the measurement uncertainties.   
6.5 RESULTS AND DISCUSSION 
The solution of the problem using inverse design methodology is 
presented in the previous chapter.  For both the simple and complex model the 
Monte Carlo model is used here with a 10x26 resolution.  As stated in the 
previous chapter the solution with this resolution is grid independent.  When 
inverse design is performed with ∆t = 0.3762 seconds, the achieved temperature 
distribution on the design surface is subject to a maximum error of 1.24 percent 
using the simple numerical model.   
When the initial conditions and the power input values estimated by the 
inverse design using the erroneous simple model are used as inputs to the accurate 
numerical model representing the physical system, the maximum percentage error 
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becomes 6.92 percent.  The goal of the control system developed is to reduce this 
to a more reasonable level.  
In order to implement the control system, MATLAB software with the 
neural net toolbox is used for generating and simulating the ANN’s.  The training 
data consist of one set of input and target data for every time step in the inverse 
design.  For ∆t = 0.3762 seconds, there are 159 input and target sets.  Each input 
set consists of emissive power values at a time t gathered at three points (two at 
the edges and one in the middle) on the design surface of the system with the 
accurate numerical model together with the achieved emissive power on the 
design surface for the same points at time t+∆t.  Therefore, the 159 input vectors 
of 6 elements are matched with the 30 power inputs applied to the system at time 
t, leading to 159 target vectors of 30 elements.  
The algorithm was used iteratively as explained.  After the first iteration is 
performed, the training data were expanded with additional data sets gathered 
during step 3.  Then the combined set can be used for training the neural net and 
the control can be performed.  Each iteration step expands the training data sets 
by the number of time steps the simulation uses in step 3.   
A two-layered ANN is used with the transfer functions for the first and 
second layers being “tansig” and pure linear, respectively.  The first layer has 6 
input, 18 output nodes while the second has 18 input and 30 output nodes.  The 
conjugate gradient optimization with Powell-Beale restart is used to minimize the 
mean square error between the targets and outputs of ANN (Demuth and Beale, 
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2001).  The optimization routine uses 1500 steps to minimize the mean square 
error between the targets and outputs for all iterations.   
Through the use of ANN outlined, the maximum error was reduced to 1.18 
percent at the end of six iterations as displayed in Fig. 6.4, where the power input 
displayed in Fig. 6.5 is required.  The conditions displayed in Fig. 6.5 differ from 
those presented in Fig. 5.9; the sudden demand in power input at the beginning is 
smoothened out, the locus of the maximum power requirement is now the middle 
of heater surface 6, and the profile has changed significantly.  Moreover, there is 
no power required for the heater elements close to the edges in Fig. 5.9, whereas 
this is not the case in Fig. 6.5.   
Figure 6.4: The convergence of the trained ANN’s in terms of maximum 
absolute percentage error 
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Figure 6.5: Required radiant heater power input 
The changes in the power requirement in the heaters affect the resulting 
system accuracy.  As can be observed from Fig. 6.6 the locus of the maximum 
error has moved to the middle of the design surface from the edges.  The 
maximum error occurs twice at times 10.9 seconds (t/60 s = 0.182) at the edge of 
the design surface and 24.2 seconds (t/60 s = 0.403) in the middle of the design 
surface.  
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Figure 6.6: Error in temperature on design surface at iteration 6 
For the application considered, less accuracy is achieved by the control 
algorithm than the inverse design based on the complex (more correct) model.  
However, it should be noted that the control algorithm used a simplified model 
with erroneous property data, as will be the case in practical problems.  For a real 
system the limitations of accuracy for the control algorithm will be the training of 
the ANN that represents the ANN’s ability to simulate a physical system and the 
measurement accuracy, which effects the quality of the training data.  
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CHAPTER 7 
Application on a Thermometry Test Bed 
7.1 INTRODUCTION 
The applications of inverse design have been demonstrated for various 
boundary condition design problems in the preceding chapters.  Some of these 
problems were steady state problems where maintaining the design surface at a 
certain thermal condition is of interest (Chapter 4).  Others were transient 
problems, in which the objective was to heat an object uniformly from an initial to 
a final condition following a specific heating history (Chapters 5 and 6).  
Although the use of the inverse formulation was successfully demonstrated in the 
design problems mentioned, none of these problems are based on existing 
systems.  As a result experimental validation was not possible.   
In this chapter, the design approaches together with the modeling 
techniques explained before are applied to an experimental rig to verify the 
numerical model and inverse design approach.  A thermal system that is built as a 
thermometry test rig and instrumented accordingly is used to achieve this goal.  
Using the system, an instrumented semiconductor wafer can be heated 
isothermally and the temperature distribution across the wafer can be measured 
using a light pipe thermometer.   
For production of semiconductor chips with high reliability and quality, 
uniform deposition of material is required across the whole wafer.  As the 
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deposition is dependent on the thermal conditions, a uniform temperature is 
desired across the surface of the wafer, as any slight temperature gradient can lead 
to non-uniformities on the wafer.  Therefore, it is of vital importance for the 
industry to be able to measure the temperature distribution across the wafer 
accurately.  The thermometry test bed was built as a calibration tool to achieve 
this task.  
Although the thermometry test bed has different characteristics than the 
systems used for rapid thermal processing of semiconductor wafers, it is desired 
to keep the wafer isothermal in both applications.  Thus, the demonstration of the 
use of inverse design for heating a semiconductor wafer in the thermometry test 
bed can prove its applicability for rapid thermal processing systems, which have a 
vital economic importance.   
For that reason, the steady boundary condition design problem is solved to 
predict the required power input for the heaters in order to verify the design 
methodologies explained in the previous chapters.  The next sections present a 
detailed explanation of the test rig, the solution methodology and the results.  
7.2 THE TEST RIG 
The experimental apparatus used is an axisymmetric vacuum chamber that 
is used as a thermometry test bed and developed by The University of Texas, the 
National Institute of Standards and Technology, the SensArray Corporation and 
International SEMATECH (Geyling et al., 2000; Ball et al., 2001).  The rig has 
been extensively used in the past and currently for calibration of commercial 
temperature sensors used in the semiconductor industry. 
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The chamber consists of an outer and of an inner assembly.  Figure 7.1 
shows a schematic view of the system.  The outer assembly is formed by a  
Figure 7.1: Sketch of the assembly.  The main components are: A, bottom 
shields; B, side shields; C, top shields; D, Inconel ring; E, quartz 
wafer support; F, silicon wafer; G, zirconia diffuser; H, heater; I, 
rotating shaft; L, outer vacuum chamber. 
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cylindrical stainless steel vacuum chamber 35.6 cm tall and 40.6 cm in diameter 
closed at the ends with two main flanges.  The sealing between the cylinder and 
the main flanges is provided by O-rings.  A mechanical (roughing) pump and a 
diffusion pump are connected to the vacuum chamber to ensure a vacuum level 
greater that 10-5 Torr.  The walls of the vacuum chamber are water-cooled to keep 
them at or below room temperature to avoid overheating of the elements that are 
fed through the sub-flanges and through the sealing O-rings. 
The inner assembly is formed by a ceramic heater (H in Fig. 7.1), a 
zirconia diffuser (G), a silicon wafer (F) and a quartz wafer support (E).  To 
minimize heat loss from the inner assembly and to thermally protect the vacuum 
chamber walls and fittings, the inner assembly is shielded all around with a series 
of molybdenum radiation shields (A, B and C).  The side shields and the quartz 
wafer support are supported by an Inconel circular ring (D) elevated in the center 
of the vacuum chamber by three legs.  
The heater is a Boralectric™ ceramic heater with three independently 
powered concentric zones controlled by a microprocessor-based power controller 
that provides voltage regulation and repeatability (Ball et al., 2001).  Three pins 
connected to the top main flange support the heater.  Although the heater has 
three heating zones, only the inner and outer ones are usually used, since it has 
been observed that a better radial temperature distribution can be imposed with 
this setting (Geyling et al., 2000; Ball et al., 2001). 
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The wafer used for this experiment is a 200 mm silicon wafer provided by 
NIST.  It is supported by a cylindrical quartz support of about 17.3 cm in diameter 
and 4.4 cm in height that is seated on the top of the Inconel ring.   
The test rig was designed to create a system that can be used to determine 
a reference procedure to calibrate commercial temperature sensors for the 
semiconductor industry.  Therefore, it was crucial to develop a system that could 
impose a uniform temperature field on the wafer.  In order to ensure a uniform 
temperature field across the wafer, a conductive circular diffuser plate has been 
placed between the heater and the wafer so that it would absorb and re-radiate 
energy.  The diffuser plate should have high thermal resistance in the radial 
direction so that the radial distribution provided by the heater to ensure wafer 
temperature uniformity can be maintained through the diffuser.  Moreover, the 
thermal resistance in the axial and azimuthal directions should be relatively lower 
so that the diffuser will be efficient and axisymmetry over the wafer temperature 
distribution is satisfied, respectively.  These conditions are achieved using a thin 
diffuser disc of high thermal resistance material that rotates to ensure 
axisymmetry.  Therefore, a 3.2 mm thick zirconia disc supported by a rotating 
shaft fed through the top main flange is used. 
The radiation shields surround the parts listed above to reduce the 
radiative heat losses from the hot components of the inner assembly to the cold 
outer assembly.  They play an important role in the experimental setup since they 
govern the energy loss and the heat exchange in the system.  The radiation shields 
are composed of a set of multiple layers of 0.13 mm thick pure molybdenum foil.  
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Molybdenum was chosen because of its high reflectivity and its ability to stand 
high temperature.  The heater-diffuser-wafer-quartz wafer support assembly is 
surrounded on the side by four concentric cylindrical shields (referred as the side 
shields) spaced 6.5 mm apart and the first layer having a diameter of about 28.5 
cm and a height of about 11.7 cm.  The side shields seat on the Inconel ring.  The 
top and the bottom are shielded respectively by five and three circular shields 
spaced 6.5 mm apart (referred as top and bottom shields, respectively).  With this 
configuration the actual inner chamber where the important radiative energy 
exchange occurs is limited by a cylindrical volume 28.6 cm in diameter and 24.2 
cm in height where the heater, diffuser and wafer are placed. 
7.3 FORMULATION 
The design problem considered is calculating the required steady state 
power input distribution to the heaters so that the silicon wafer is kept at a 
specified uniform temperature.  The solution of the steady thermal energy 
equation for the system is required and the following assumptions are considered 
for the solution.  
As the chamber is evacuated to a pressure of 10-5 Torr, convective effects 
can be neglected.  For a design problem that considers keeping the wafer surface 
at an isothermal temperature of 600 °C the characteristic temperature will be 873 
K.  Based on this characteristic temperature, the Inconel ring has the greatest 
conduction radiation parameter, Ncr=kδ /σTo3Ro2, that has a value of 0.09 while 
the value is 0.02 for the shields.  The conduction radiation parameter for the 
zirconia diffuser is 0.009.  As the wafer will be isothermal, it is already known 
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that there is no conduction on it.  The presented values are for a characteristic 
length of the radius of the corresponding elements and they confirm that the 
diffusive effects are secondary. 
The problem is a steady boundary condition estimation problem in a 
radiating enclosure.  Therefore, the solution procedure presented in Chapter 4 
may be applied.  Once the radiative properties and the geometry of the system is 
known, the exchange factors must be calculated as the first step of the solution. 
The design surface is the silicon wafer.  Therefore, the governing 
equations for the silicon wafer are Eq. (4.5), which is the discretized energy 
equation written for an element where two boundary conditions are specified 
(temperature and heat flux).  When the system reaches steady state the wafer must 
be adiabatic so that its temperature does not change.  Here, the adiabatic term is 
used to explain that the net heat flux at top and bottom (or back and front) of the 
surface is zero.  Consequently, adiabatic surface condition as explained 
constitutes the complementary boundary condition to the specified temperature.  
Similarly all the other components other than the outer chamber must balance the 
energy transfer on each side for the same reason.  The outer chamber, which is 
water-cooled, is kept at a constant temperature.  The energy equation for the outer 
chamber is Eq. (4.3-a), whereas the energy equation for all the elements other 
than the outer chamber, wafer and heaters is Eq. (4.3-b).  Finally, additional 
equations must be added to the system so that the constant heat flux across each 
heater element can be achieved.  For the system under consideration all the 
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convective and conductive terms are neglected and the equations are linear at 
every point. 
7.4 SYSTEM CHARACTERIZATION AND INSTRUMENTATION 
As the problem is considered as a pure radiation problem, the radiation 
model used and the corresponding radiative properties become crucial in the 
accuracy of the numerical model.  For this reason, accurate radiative properties of 
the most important elements of the inner chamber assembly are determined 
experimentally.   
Extensive details about the system characterization and instrumentation of 
the system are presented by Gamba (2002).  However, a brief summary is 
presented here for completeness of the discussion. 
7.4.1 System Characterization 
The molybdenum shields and the silicon wafer have been considered as 
the most important elements of the system, since the shields govern the heat 
losses and the wafer is the design surface.  The main function of the shields is to 
contain the radiative energy within a prescribed volume.  In order to accomplish 
this goal, highly reflective surfaces are used.  The type of reflection (i.e. diffuse or 
specular) must also be investigated as it influences the rate and distribution of 
heat transfer.  The other surface elements are assumed to have less significance, 
and standard emissivity values reported in the literature such as Touloukian and 
DeWitt (1970) are used for them.   
The experimental data available in the literature is limited for 
molybdenum.  Moreover, it is observed that the molybdenum surfaces darken 
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when exposed to high temperatures.  Therefore, it is also necessary to account for 
the possible changes in radiative properties as they are exposed to high 
temperatures in the system considered.  For these reasons, an experimental 
determination of the reflectivity components (diffuse and specular ratios) at room 
temperature has been performed.  The reflectivity of a standard silicon wafer was 
also measured. 
The reflectivities are measured at room temperature in the range 0.5-5 µm 
using an Optronic Lab’s Model 746 Infrared Radiospectrometer system.  The 
apparatus is equipped with a Model 735IR monochromator, a Model 740-70 
Integrating Sphere (with a BaSO4 coating) for low wavelengths, a Model 740-70G 
Integrating Sphere (with gold coating) for the middle IR range, light sources 
(quartz-halogen lamp and IR glower) and different types of detectors (Si detector 
for visible range, PbS detector for near IR range and PbSe for middle IR range).  
This apparatus is able to measure reflectivity and transmissivity.  Focusing on 
reflectivity, the integrating sphere allows separation of the specular component of 
the reflected light, thus measurements of the hemispherical and of the diffuse 
reflectivity are possible.  The specular component can then be calculated from 
these two.  For the particular system, the incident angle and thus the measured 
specular component are at 11° from the normal to the surface.  As there is no 
other data is available, it is assumed that the specular component is independent 
of incident angle. 
From the measured spectral data, total reflectivities are calculated by 
integrating over the spectrum for an approximate steady state temperature of the 
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heat source.  For the temperature values under consideration (about 600°C) and 
for the spectral range where direct measurements have been possible, less than 
55% of the black body energy distribution is considered.  Therefore, the 
investigated spectral range is relatively narrow, and as a result the measured 
properties are only approximate.  However, due to the lack of additional data, the 
approximate data is used for the numerical model. 
Figure 7.2 displays the components of the spectral reflectivity for 
commercially pure, cleaned, non-oxidized molybdenum.  The same data is 
presented for the innermost molybdenum shield, which is darker as it is exposed 
to high temperatures, is presented in Fig. 7.3.  The reflectivity of the innermost 
shield is decreased especially in the regions close to the heaters.  From Figs. 7.2 
and 7.3, it can be observed that the trends are quite different, especially at short 
wavelengths.  In the visible range of spectrum, the reflectivity is very low, in 
particular the specular component.  At higher wavelengths, the reflectivity of the 
actual molybdenum tends to the value for the cleaned surface, although the values 
of the cleaned surface are never reached.  Therefore, it can be concluded that due 
to the degradation of the surface for the innermost shields, the surfaces are more 
diffuse and less specular when compared with the cleaned one. 
For clean molybdenum the total reflectivity at room temperature was 
calculated to be 0.9 ± 10% with a specular component of 0.62 ± 20%; for the 
oxidized molybdenum, the reflectivity is 0.73 ± 10% with a specular component 
of 0.37 ± 20%.  The temperature dependence has been calculated from 
electromagnetic theory (Siegel and Howell, 2002) and the results have been 
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successfully compared with data tabulated in Touloukian and DeWitt (1970).  
Then the emissivities for the clean and oxidized molybdenum are calculated as 
0.15 and 0.31 at 600 °C, respectively.  The corresponding values are 0.17 and 
0.37 for 800 °C. 
Similar property characterization is performed for the silicon wafer.  As 
the actual wafer could not be used to determine the spectral reflectivity profile, a 
Figure 7.2: Spectral reflectivity for pure, cleaned molybdenum in the range 0.5-5 
µm at room temperature 
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comparable sample of silicon wafer has been used.  As before, three components 
of reflectivity (total, diffuse and specular) have been investigated on the range2-
5µm at room temperature.  When the transmissivity of the silicon in the room 
temperature is considered, it is required to use a holder capable of absorbing all 
the transmitted radiation (more than 99.5%) on the back of the sample.   
Figure 7.3: Spectral reflectivity for innermost molybdenum radiation shield in 
the range 0.5-5 µm at room temperature 
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For the silicon wafer, the total reflectivity is measured as 0.3 ±10%, and 
the specular component is 0.67 (±20%).  This is in agreement with the emissivity 
of 0.68 presented in the literature (Sun et al, 1997).   
The data presented in the literature (Touloukian and DeWitt, 1970) is used 
for the radiative properties of the other components of the system.  The emissivity 
of the diffusely reflecting ceramic heater surface is 0.32 while it is 0.6 for the 
diffusely reflecting zirconia diffuser plate.  The Inconel plate also reflects 
diffusely and has an emissivity of 0.7.  
7.4.2 Instrumentation 
The shields are instrumented with type K thermocouples so that the 
temperature on the boundaries of the inner chamber can be measured.  Six 
thermocouples that are referred as Array A from here on are placed along the 
radius on the innermost shield of the bottom shields.  Another array (Array B) is 
placed on the innermost side shield.  A third array (Array C) is placed on the 
innermost of the top shields along the radius similar to Array A.  Table 7.1 
summarizes the exact position of each thermocouple. 
The thermocouples used for the instrumentation of the shields are made of 
24-gauge type K thermocouple wire (standard grade) insulated with Silfa Silica.  
This thermocouple wire is rated up to 870°C with an error of ±2.2°C or 0.75%, 
whichever is greater.  The thermocouples have been organized in arrays in such a 
way that they fit between the shield layers and the thermocouple’s junction 
contacts the innermost shield.   
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The wafer used for this experiment is instrumented with four Pt/Pd thin 
film thermocouples and with eight Pt/Rh differential thin film thermocouples 
embedded on the upper surface. The four Pt/Pd thermocouples are placed on the 
edge of the wafer and act as the reference for the differential thermocouples that 
are distributed on the wafer surface.  The locations of the twelve thermocouples 
are presented in Fig. 7.4.  
Figure 7.4: Positions of the thermocouples on the silicon wafer 
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Table 7.1: Summary of the locations of the thermocouples on the shields. The 
estimated uncertainty in the position of the thermocouples is about 
±0.5 cm.   
TC Arrays A, C* (cm) 
Array B** 
(cm) 
1 0.6 1 
2 1.9 2.2 
3 4.4 4.1 
4 7.0 6.0 
5 9.5 - 
6 12.4 - 
* Distance from the centerline of the bottom shield 
** Distance from the bottom edge of the innermost 
side shield. 
 
7.5 RESULTS AND DISCUSSION 
The main goal behind solving this particular design problem is to validate 
inverse design using an instrumented physical system.  In order to be able to 
accomplish this goal, the numerical model must be validated first.  Once the 
numerical model is validated, then the inverse design can be validated with 
confidence.  The validation is carried out in two steps.  First, the required heater 
inputs to achieve a particular uniform temperature distribution across the wafer 
are calculated using inverse formulation.  Then using the estimated heater settings 
in the experimental rig, the resulting wafer temperature distribution is measured 
and compared with the desired temperature.  
As before, the MCM is used to model the radiative transfer and in Chapter 
2 verification of the MCM used in this study is presented using some benchmark 
solutions in the literature.  It is also stated in Chapter 2 that further verifications 
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are available in Ertürk (1997) and Ertürk et al. (1997).  However, neither in 
Chapter 2, nor in the references listed in Chapter 2, is validation using 
experimental data presented.  Therefore, the developed numerical model that uses 
the MCM must be validated using the measurements gathered from the 
instrumented system.  A forward problem must be solved to validate the model as 
it is known that forward problems are stable and well-conditioned.  
7.4.1 Validation of the Numerical Model 
In order to gather data for the validation of the model, a test run was 
performed.  The inner and outer heaters were set to a power input of 354.6 W 
±??% and 1187.7 W ±??%, respectively.  Meanwhile, the chamber was evacuated 
to 10-4 Torr and the vacuum chamber’s outer wall was cooled to about 285 K.  For 
these settings, the temperature fields on the shields and on the wafer were 
recorded.  The wafer was heated to an average temperature of 1054.9 K with a 
maximum temperature of 1064 K and a minimum temperature of 1040.8 K.  For 
the particular test run, the diffuser plate was not rotated and consequently there 
exists some asymmetry in the resulting temperature distribution across the wafer.  
Then the forward problem was solved using specified heater settings and 
the outer chamber wall temperature.  All the other components of the system were 
considered as adiabatic as the experimental data regarding to the specified settings 
are gathered at steady state.  Once the forward problem is solved, the temperature 
distributions calculated across the shields can be compared with the measured 
distributions.   
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As before, the first step of the solution is to calculate the exchange factors 
for the system.  For the solution, the exchange factors are calculated with the 
MCM using one billion samples over a 24x4x12 grid along radial, polar and axial 
directions.  The solution with this resolution is compared with the solution 
calculated using 48x8x24 grid and it is observed that this grid resolution yields 
grid independent solutions.  Once the exchange factors are calculated, the forward 
problem can be solved. 
The predictions of the forward solution for the temperature distributions 
are then compared with the measured values.  The average of the calculated 
temperature across the wafer is 47.5 K larger than the average of the measured 
temperature, corresponding to 4.5 percent difference in absolute temperature.   
It is known that the system loses heat through the bolts, supports and the 
junctions holding it together and the heat transfer through these parts is not 
accounted for in the solution.  The heat transferred through these parts must be 
included in the analysis in order to achieve better agreement.  This can be carried 
out by modifying the heater inputs, subtracting the heat lost through the junctions 
from the values applied for the physical system.  As the temperature distributions 
for most parts are not known, an iterative solution is required.  At each iteration, 
the heat lost through these elements must be calculated, the lost energy must be 
distributed to the heaters and the inputs for the heaters must be re-arranged 
accordingly.  When the solution converges, the power input for the heater in the 
numerical model and the total heat lost through the bolts, supports and junctions 
must sum up to the applied power in the physical system.  
 187
The heat lost through these elements can be approximated by one-
dimensional diffusive heat transfer expressed as 
tot
outheater
loss R
TTq −=        (7.1) 
where the total thermal resistance is ∑
=
=
rodN
i i
ii
tot L
kAR
1
. 
When the system is analyzed carefully, the connections where the heat is 
lost can be listed as follows: 
1. The driving shaft that holds the diffuser plate 
2. The rods supporting the Inconel ring 
3. Three rods holding the heater (attached to the outer heater) 
4. Leads that hold the power connections  
The first three of these parts are illustrated in Fig. 7.5, and their thermal 
resistances can be calculated accordingly.  There are a total of six, two of three 
different lengths of copper leads (210, 103 and 190 mm) that have identical 
rectangular cross-section of 0.5 mm x 10 mm. 
For the given configuration, the total heat lost through these elements is 
151.1 watts.  This means that in order to achieve equivalent conditions using an 
idealized numerical model for radiation, where no heat is lost, this amount must 
be subtracted from the total power input.  The heat lost can be distributed to the 
heaters as follows:  The heat lost through a joint or a connecting rod attached to a 
heater is considered as the heat lost from that particular heater.  However, the 
system loses heat from other parts as well.  These losses are distributed to the 
heaters according to the power input ratio.   
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Figure 7.5: The connections, where the heat loss occurs. (a) Driving shaft, (b) 
Molybdenum rods supporting Inconel ring, (c) Molybdenum rod 
holding the heater. (SS: Stainless steel, Mo: Molybdenum and ZrO2: 
Zirconia; all dimensions are in mm) 
For the applied heater arrangement, the equivalent power inputs for the 
numerical model can be calculated as 320.6 and 1070.6 watts following the 
outlined procedure.  The calculated wafer average temperature is 19.6 K larger 
than the average temperature of the wafer, which corresponds to 1.9 percent 
difference. 
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The temperature distributions along the top and bottom shields are 
presented in Fig. 7.6.  For the top shield, the calculated distribution that considers 
the losses agrees with the measured values having a maximum and average 
discrepancy of 22 and 14.8 K, respectively.  This corresponds to an error of 2.2  
Figure 7.6: Comparison of the predictions of the two forward solutions, one 
considering heat losses (w loss) and one without considering heat 
losses (no loss), and the measured values at the top and bottom 
shields for the case with inner and outer heater powers of 354.6 and 
1187.7 W.   
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and 1.4 percent.  The thermocouples are not attached to the shield surfaces by any 
means such as soldering.  Therefore, some of the thermocouples might not have 
enough contact with the shield surfaces leading to a slight fluctuating trend 
observed in the measured values.   
For the bottom shield there is a significant discrepancy especially for the 
part of the shield facing the Inconel ring.  It must be underlined that the Inconel 
ring is the item with the most thickness; therefore it is the part with the most 
thermal inertia in the system.  Although, there is no experimental data to validate 
the conjecture, it appears that neglecting the diffusive heat transfer along the 
Inconel plate results in some error, and the temperature distribution along the part 
of the bottom shield facing the Inconel is affected by this poor approximation.  
For the part of the shield facing the Inconel, the maximum and average 
temperature differences between the measured and calculated values (considering 
heat losses) are 140 and 105 K, respectively.  The corresponding errors are 14.9 
and 11 percent.  For the inner part of the shield, the maximum and average 
differences are 60 and 52 K, and the corresponding maximum and average errors 
are 5.7 and 5 percent. 
Figure 4.7 is the similar plot for the side shields.  The maximum and 
average discrepancy in the side shield is 8 and 2.8 K for the solution that 
considers the heat losses.  These values correspond to maximum and average 
errors of 0.8 and 0.3 percent.  
Although there is significant discrepancy between the measured and 
calculated bottom shield temperature the agreement in the other shields and the  
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Figure 7.7: Comparison of the predictions of the two forward solutions, one 
considering heat losses (w loss) and one without considering heat 
losses (no loss), and the measured values at the side shield for the 
case with inner and outer heater powers of 354.6 and 1187.7 W.   
most important part of the system, the silicon wafer, is acceptable.  Therefore, the 
results validate the model and it can be used as a tool for design of such a system. 
7.4.2 Validation of the Inverse Design 
Once the numerical model used is validated, the heater powers can be 
estimated using the inverse design approach and the estimated powers can be 
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applied to the test rig.  Then, the accuracy of the inverse design together with the 
numerical model used can be demonstrated by comparing the measured wafer 
temperature distribution with the distribution the heater powers are designed for.  
Moreover, temperature distributions along the shields are also measured.  In 
addition to the comparison based on desired and achieved wafer temperature 
distributions, the estimated and measured shield temperatures can also be 
compared.   
As in the previous case, a 24x4x12 grid is used along the r, θ and z 
coordinates and the MCM is applied using one billion photon samples.  The 
design goal is to keep the wafer at a uniform temperature of 873 K.  The boundary 
conditions for the rest of the system are the same; that is, the outer chamber walls 
are at 285 K and all other parts are adiabatic as explained before.   
Two different heater settings are estimated, one considering the heat losses 
and one without estimating the heat losses.  For the solution of the design problem 
the inclusion of conductive heat losses is straightforward; the inverse design 
problem is solved, the heat losses are calculated based on the calculated 
distributions and the losses are added to calculated heater inputs necessary for 
radiative transfer.  The estimated power for the inner heater is 144.5 watts, while 
it is 411.3 watts for the outer heater.  The CGM is used as a regularized solver and 
as the constant heat flux constraint is imposed to the heaters all conjugate 
directions are used on the solution.  Considering the heat losses, these settings are 
modified to 170 and 519.6 watts, respectively.   
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The estimated settings that do not consider the heat losses are applied with 
an uncertainty of ?? and ?? percent for the inner and outer heaters and the 
resulting temperatures are measured.  Similarly, the other setting that considers 
the heat losses are applied with an uncertainty of ?? and ??, for the inner and outer 
heaters.   
The measured temperature over the silicon wafer at locations shown in 
Fig. 7.4 is presented in Table 7.2.  For the case where heat losses are not 
considered the average temperature measured over the wafer is 839.1 K, 33.8 K 
below the desired temperature producing average and maximum errors of 3.9 and 
4.8 percent, respectively.  For the settings where the heat losses are considered, 
the average temperature measured over the wafer is 881.4 K, 8.4 K above the 
design goal yielding 1 percent average error and 1.7 percent maximum error.  
Considering the heat losses in the system through the bolts, supports and the 
junctions holding it together improves the solution.   
Table 7.2: The measured temperature across the wafer for two settings when 
predictions of inverse design are applied, considering the heat losses 
(w loss) and not considering heat losses (no loss)  
TC # 1 2 3 4 5 6 
no loss 831.3 837.1 840.8 846.0 842.4 842.4 
T (K) 
w loss 876.2 879.4 883.2 888.3 884.7 884.7 
TC # 7 8 9 10 11 12 
no loss 834.9 834.7 838.6 843.0 839.5 - 
T (K) 
w loss 876.4 876.2 880.1 885.1 881.5 - 
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The temperature distribution across the wafer is not axisymmetric as the 
diffuser plate in the system to ensure the axisymmetry in the system, was not 
rotated for both runs.   
Although the design goal is keeping the silicon wafer at a prescribed 
condition, and the temperature distribution achieved across the wafer is the main 
concern, it is still useful to investigate the agreement between the predicted and 
the measured shield temperatures.  It is desired to achieve a similar agreement as 
in the case of the forward problem.  The measured and estimated temperatures for 
the top and the bottom shields are presented in Fig. 7.8.  As in the forward 
problem the agreement in the top shield is better than it is for the bottom shield 
due to ignoring the conduction along the Inconel ring.  The error values are also in 
the same order of magnitude as that of the forward problem.  The equivalent plot 
for the side shield is presented as Fig. 7.9.  Similarly, the agreement for the side 
shields is similar to that of the forward problem.  
Though the achieved accuracy is around one percent, it is not enough for 
applications of the semiconductor industry.  Even so, considering the accuracy of 
the numerical model, the inverse design proved to be a very promising approach.  
Although the model used here is very detailed as explained earlier, there are still 
some simplifications considered such as neglecting conduction across all the 
elements including the Inconel ring.  The results can be improved by further 
developing the model through including minor effects.  This leads to a nonlinear 
system due to the multimode heat transfer.  An iterative solution is required for a 
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Figure 7.8: Comparison of the predictions of the inverse design and the 
measured values at the top and bottom shields.  For a uniform wafer 
temperature of 873 K, the inner and outer heater powers are 
estimated as: 144.5 and 411.3 W without heat losses, 170 and 519.6 
with heat losses.   
steady boundary condition estimation problem as explained in França et al. 
(2002).   
Another approach is to use the results of the inverse design as an initial 
guess for a trial-and-error solution based on a more detailed model.  When the 
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achieved accuracy is considered, it is obvious that finding a solution will be an 
easy task requiring only a few iterations.  
Figure 7.9: Comparison of the predictions of the inverse design and the 
measured values at two circumferential locations on the side shield.    
For a uniform wafer temperature of 873 K, the inner and outer heater 
powers are estimated as: 144.5 and 411.3 W without heat losses, 170 
and 519.6 with heat losses.   
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CHAPTER 8 
Conclusions and Recommendations for Future Work 
8.1 CONCLUSIONS 
This study focuses on design, in particular design of thermal processing 
systems that contain components with high temperatures.  The design of such 
systems consists of coupled geometry, property, boundary condition and/or load 
estimation problems.  Every one of these sub-problems is challenging by itself 
due to the governing complex physics of multimode heat transfer and fluid flow.  
The combined design problem is even more challenging and moreover, highly 
nonlinear.  The solution of the problem involves a number of iterations of 
prototype building and testing. 
The goal of this study is to develop methods to ease the solution of the 
design problem.  To accomplish this goal, the challenges and difficulties of each 
problem must be investigated separately.  For that reason, it is appropriate to 
isolate the sub-problems and develop the required tools accordingly.  Here, only 
the boundary condition design problem is considered and an extensive 
investigation of the topic is presented.  This problem arises when an existing 
system is to be used for satisfying certain thermal conditions, based on the needs 
of the process, in the design environment that is the part of the system where the 
process of interest takes place.  For this type of design problem, the required input 
for the heaters is to be calculated. 
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In such a problem, the needs of the process make up two boundary 
conditions over the design environment, where no information about the 
conditions in the heater or burner section is available.  This is different from a 
traditional forward problem where a condition is defined for all surfaces and the 
medium and the effects of a certain cause are estimated from the knowledge of the 
physical system.  Hence, the calculation of unknown inputs for heaters or burners 
forms an inverse problem as the cause that results in a desired effect is sought.  
This constitutes an ill-posed problem unlike the well-posed forward problem.  The 
ill-posed system results in unstable solutions, very sensitive to uncertainties in the 
properties or design requirements.  Moreover, the solution is often unphysical. 
The traditional solution to the boundary condition design problem is with 
trial-and-error techniques, which involves the solution of a series of forward 
problems based on estimates for unknown conditions.  The estimates are modified 
until the conditions in the design surface are satisfied.  Using this approach, it is 
often hard to converge to a reasonable solution.  When optimization techniques 
are used for modifying the estimates, the solution may become computationally 
very expensive.   
Alternatively, an inverse formulation is implemented for the solution of 
the problem in this study.  Although direct solutions are possible with inverse 
formulation, regularization or filtering must be employed in order to achieve 
reasonable and stable solutions.  Through the use of regularization or filtering 
techniques, the ill-posed system is modified to a well-posed system with the 
expense of some error in the solution. 
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The solution of a wide variety of design and control problems is possible 
using an inverse formulation.  Both steady and transient boundary condition 
design of radiating enclosures are considered here.  In the steady design problems, 
enclosures with an absorbing-emitting and anisotropically scattering medium, and 
irregular geometries with blockage effects are considered.  The conjugate gradient 
method, truncated singular value decomposition and Tikhonov regularization are 
used to achieve smooth and accurate solutions.  It is demonstrated that alternative 
solutions of different accuracy can be produced using different regularization or 
filtering levels.  Unlike the measurement problems, this is preferred for a design 
problem, as having alternatives can be beneficial at times.  The general trend is; as 
a higher level of regularization is used, the solutions become smoother and less 
accurate.  Therefore, there is an optimal level of regularization based on the 
process under consideration where the desired solution accuracy together with 
smoothness or solution shape is achieved.  The L-curve, which demonstrates the 
change in the norm of the residual as a measure of accuracy with the solution 
norm, is a very useful tool to detect the optimal solution. 
Among the three regularization methods investigated in this study, the 
conjugate gradient method and the truncated singular value decomposition 
produce very similar results, while Tikhonov regularization slightly differs from 
the other two.  The conjugate gradient method is the most efficient one both in 
terms of memory requirement and computation time.  Another aspect that has 
strong influence on the efficiency of the solution is the way the problem is 
formulated.  More generic formulations usually result in larger systems requiring 
 195
more memory and computation time while problem specific formulations can 
yield remarkable amounts of savings when they are applicable.   
Moreover, the solution accuracy is strongly dependent on how sensitive 
the design surface is to the changes in heaters or burners.  If the sensitivity of the 
heaters or burner elements over the design surface is not significant, controlling 
the conditions over the design surface becomes a difficult task.  This situation 
arises when the conditions over a surface is desired to be controlled by using 
heaters when there is optically thick participating medium or when the design 
surface and the heaters are so far apart that the geometric shape factors are very 
small.  In such situations, the filtered information can constitute a significant 
portion of what defines the relation between the heaters or burners and the design 
object and filtering results in significant errors.  
The inverse design approach is also applicable to transient boundary 
condition estimation problems where the behavior with time is of interest.  These 
problems arise when an object is to be heated following a specified temperature 
history together with a spatial distribution.  Furthermore, in some systems the 
thermal conditions and the positions of the objects can both be changing with time 
as in the case with conveyor belt systems used in continuous mass production 
lines.   
In such systems, the thermal capacity of the elements together with the 
multi-mode heat transfer introduces non-linearity making the problem more 
interesting and challenging.  Although they necessitate using very small time step 
sizes, explicit time discretization schemes linearize the governing system.  As in 
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the case of the steady problems, the desired solution must be accurate and 
spatially smooth.  Moreover, it must also be smooth along time in the transient 
problem.  This can be accomplished using a constant level of regularization for 
the consecutive solutions along discrete time steps.  As a result, the overall 
solution accuracy is very much dependent on the regularization level.   
It should be kept in mind that the backbone of the inverse design is the 
numerical model used and the realization of the design is very much dependent on 
the accuracy of the model.  Although, the application of inverse design for steady 
boundary condition problems is validated using an instrumented test rig using 
numerical models in some problems, it can be difficult to include all the details 
about the physics.  As a result, some difference between the behavior of the 
physical system and the predictions of the numerical model can be observed.  In 
the absence the of possibility of adding further details to the numerical model, the 
use of an alternative model, such as one based on artificial neural networks, can 
be used to improve the solution accuracy. 
Inverse design is a very useful tool for the boundary condition design.  
Although the boundary condition design is just one of the sub-problems that 
constitute the complete design problem, it can be used as a tool for the overall 
design problem.  Avoiding the computational expense of the trial-and-error 
solutions for the boundary condition estimation problem by using inverse design, 
even trial-and-error type solutions would become feasible for geometry or 
material estimation within a reasonable computation time.   
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8.2 RECOMMENDATIONS FOR FUTURE WORK 
Considering the information available in the literature and the contents of 
this study, recommended future work is listed as follows: 
Experimental Validation of Transient Boundary Condition Design 
Although the experimental validation of a steady boundary condition 
estimation problem is presented in this study, similar validation for transient 
systems have not been presented.  In order to be able to do that an instrumented 
physical system that is capable of heating an object is required.  Once the system 
is built, both the inverse design of transient system and control using artificial 
neural networks can both be applied. 
More Complex Problems 
This study extended the application of inverse design from steady systems 
to transient systems and from simple geometries to complex geometries.  
Although, the problems tackled in this study involve physical phenomena such as 
anisotropic scattering and specularly reflecting walls, some simplifying 
assumptions such as all properties being gray and temperature independent are 
employed.  Solutions with wavelength and temperature dependent properties can 
be produced.  Moreover, the thermal systems considered in this study do not 
involve fluid flow or significant natural convection effects.  These could also be 
implemented together with the complex physics to represent a more realistic 
system. 
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Complete Design Problem 
Together with the ongoing research about other design sub-problems, 
geometry and property estimation, solution procedures for the complete design 
problem can be outlined.  Different solution methodologies for each sub-problem 
can be coupled to develop alternative algorithms and these can then be compared 
based on accuracy, efficiency and versatility.  
Implementing Available Software  
The proposed design methods presented in this study are not limited to the 
particular methods used here.  Although the same method is used for modeling 
thermal radiation and only three methods are used for solving the ill-conditioned 
system of equations, inverse design can be applied using any tool that is capable 
of modeling heat transfer and fluid flow and any method for solving ill-
conditioned systems.  The majority of the software required was developed for 
this study.  However, there are many generic modeling tools available in the 
market for heat transfer and fluid flow problems.  Therefore, the ideas developed 
here can be implemented using available software. 
Application to Measurement Problems 
The applications in this study are limited to design problems.  The analysis 
can be extended to measurement problems, where the thermal conditions at a 
location is to be calculated from the available information in another location.  
One possible application will be temperature sensing.  This problem will be of 
interest to the semiconductor industry as measuring temperature distribution 
directly using thermocouples is not applicable during manufacturing 
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semiconductor wafers.  Then the only way to detect the temperature distribution 
over the wafer is to calculate the distribution using the measurements taken 
elsewhere.  
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