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Introduction ge´ne´rale
L’aventure humaine, c’est de se poser des questions, d’explorer et de chercher.
Boris Cyrulnik

Introduction ge´ne´rale
Aujourd’hui, la re´ception de la te´le´vision (TV) nume´rique sur terminaux mobiles consomme la bande
passante de´die´e initialement a` l’Internet mobile (via les infrastructures de la Te´le´phonie mobile). Pour
libe´rer cette bande passante, une solution serait de capter les programmes te´le´visuels directement du satellite
ge´ostationnaire en respectant le standard DVB-S. Une telle application ne peut eˆtre viable e´conomiquement
si et seulement si la chaˆıne de re´ception est conc¸ue avec une technologie faible couˆt avec une forte capacite´
d’inte´gration sous contrainte de faible consommation. Dans ce contexte, mes travaux de the`se consistent a`
e´tudier la faisabilite´ d’un tel syste`me par la conception d’un premier de´monstrateur en technologie CMOS
65 nm.
Le premier chapitre de ce manuscrit de the`se pre´sente, dans un premier temps, un tour d’horizon de la
TV nume´rique dans la bande Ku. Par la suite, diffe´rents bilans de liaison Satellite-Terre sont confronte´s afin
de mieux cerner les spe´cifications contraignantes pour notre syste`me. Enfin, un e´tat de l’art des antennes
et de leur mise en re´seau est dresse´ afin de choisir l’antenne unitaire et la topologie du re´seau d’antennes
compatibles avec les contraintes de compacite´ et de portabilite´.
Dans le deuxie`me chapitre, quelques architectures RF de re´cepteur sont pre´sente´es ainsi que les principales
caracte´ristiques d’une chaˆıne de re´ception. Le principe de la mise en paralle`le de plusieurs syste`mes est
e´voque´ et illustre´ par un e´tat de l’art des architectures disponibles mettant en œuvre cette mise en re´seau de
re´cepteurs unitaires. Ce chapitre est cloˆture´ par un e´tat de l’art des blocs d’une chaˆıne de re´ception ainsi que
leurs caracte´ristiques associe´es afin de justifier l’architecture du de´monstrateur de´veloppe´ dans ce manuscrit
de the`se.
Dans le troisie`me chapitre, une e´tude the´orique pre´liminaire de la mise en paralle`le de syste`mes et des si-
mulations au niveau syste`me permettent une meilleure compre´hension du dimensionnement du de´monstrateur
pour satisfaire les exigences en termes de gain, de bruit et de rapport signal a` bruit pour l’application vise´e.
Une re´flexion est e´galement mene´e concernant la de´modulation du signal ainsi que l’ame´lioration du rapport
signal a` bruit en bande de base.
Le quatrie`me chapitre est consacre´ a` la conception des blocs constituant le premier prototype (amplifica-
teur faible bruit, me´langeur, balun, combineur de puissance) ainsi que leur mise en syste`me afin de confirmer
la the´orie et l’e´tude syste`me du pre´ce´dent chapitre.
Pour conclure ce manuscrit de the`se, un re´sume´ des travaux mene´s ainsi que quelques perspectives sont
e´voque´s.
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Chapitre I
Les antennes sont les cornes du diable qui vit dans la te´le´vision.
Sylvain Tesson
Chapitre 1
Etat de l’art et re´alisation des
antennes et leur mise en re´seau
1.1 Introduction sur les antennes et l’application vise´e
1.1.1 Notions fondamentales du domaine des antennes
Pour faciliter la lecture de ce pre´sent manuscrit, il paraˆıt utile de faire quelques rappels sur les notions
fondamentales des antennes.
1.1.1.1 Satellites ge´ostationnaires
De nos jours, les satellites sont de plus en plus sollicite´s notamment pour la me´te´orologie mais aussi
pour les te´le´communications. L’orbite, de´finie en fonction de la mission du satellite, peut prendre diffe´rentes
formes (he´liosynchrone, ge´ostationnaire, elliptique, circulaire) et se situer a` des altitudes plus ou moins e´leve´es
classifie´es en orbite basse, moyenne ou haute.
Pour des services fixes, les satellites de communications apportent une technologie comple´mentaire a` la fibre
optique. Ils sont e´galement utilise´s pour des applications mobiles comme les communications vers les avions
ou les navires vers lesquels il est impossible d’utiliser du caˆble. Les applications les plus connues sont la
te´le´phonie internationale (depuis les bateaux par exemple), la te´le´vision (TV) par satellite permettant la
re´ception de plusieurs chaˆınes, l’Internet haut de´bit pour des utilisateurs tre`s isole´s, et le positionnement par
satellite tel que le GPS (Global Positioning System).
A l’heure actuelle, des efforts conside´rables sont entrepris afin de concevoir des re´cepteurs de te´le´vision sur
des dispositifs mobiles. Une piste serait d’utiliser les satellites ge´ostationnaires de diffusion afin de recevoir
un bouquet de chaˆınes tout en respectant la norme DVB-S, applique´e aux transmissions satellites dans la
bande Ku (10.7-12.75 GHz).
Un satellite sur cette orbite situe´e a` environ 36 000 km d’altitude posse`de une pe´riode de re´volution tre`s
exactement e´gale a` la pe´riode de la Terre (soit 23 h 56 min) et paraˆıt par conse´quent immobile par rapport
a` un point de re´fe´rence a` la surface de la Terre ; c’est la raison pour laquelle le satellite ge´ostationnaire est
utilise´ pour la diffusion de la TV fixe. Pour respecter cette proprie´te´, un satellite ge´ostationnaire se situe
obligatoirement dans le plan de l’e´quateur (Figure 1.1.1).
5
6 Etat de l’art et re´alisation des antennes et leur mise en re´seau
NSS-11 NSS-5
AMC-8
AMC-7
AMC-10
AMC-11
AMC-16
AMC-15
AMC-1
AMC-4
AMC-3
AMC-2
AMC-9
AMC-5
AMC-6
AMC-18
BrasilSat B4
BrasilSat B3
BrasilSat B1
BrasilSat B2
NSS-10
NSS-806
NSS-7
Sirius2 Sirius3
ASTRA 1
ASTRA 3
ASTRA 2
2C
1KR
1H
1G
1F
1E
3A
1D
2D
2A
2B
NSS-703
NSS-6
AsiaSat4
AsiaSat2
AsiaSat3S
AAP-1
Figure 1.1.1 – Quelques satellites en orbite ge´ostationnaire
L’orbite ge´ostationnaire est tre`s pratique pour les applications de communication car les antennes au sol,
qui doivent impe´rativement eˆtre pointe´es vers le satellite, peuvent fonctionner efficacement sans devoir eˆtre
e´quipe´es d’un syste`me de poursuite des mouvements du satellite. En effet, un tel syste`me de tracking est
couˆteux et complique´ a` mettre en œuvre. Dans le cas d’applications ne´cessitant un tre`s grand nombre d’an-
tennes au sol, comme la diffusion de bouquets de TV nume´rique, les e´conomies re´alise´es sur les e´quipements
au sol (pas de proble`me d’e´vanouissement – handover – par exemple) justifient largement la complexite´ tech-
nologique du satellite et le couˆt de la mise sur une orbite haute de 36 000 km.
Deux notions doivent eˆtre de´finies afin de caracte´riser la position d’un tel satellite a` partir d’un lieu de
re´ception sur Terre : l’angle d’e´le´vation et l’angle d’azimut.
1.1.1.2 Angles d’azimut et d’e´le´vation
L’azimut correspond a` la direction vers laquelle pointe une antenne, mesure´e sur le plan horizontal local
dans le sens des aiguilles d’une montre depuis le nord. C’est la coordonne´e horizontale qui est utilise´e pour
aligner une antenne satellite et qui correspond a` l’angle forme´ par le nord ge´ographique et la direction du
satellite. Approximativement, il s’agit de ce que l’on mesure avec une boussole (nord magne´tique).
L’e´le´vation correspond a` l’angle que fait le satellite avec l’horizon local, mesure´ dans le plan vertical local.
Il s’agit de la coordonne´e verticale qui est utilise´e pour aligner une antenne satellite (Figure 1.1.2). Prenons
l’exemple du satellite Astra (19.2 ° E) et trois lieux de re´ception tels que Brest, Bordeaux et Grenoble et
de´taillons leurs coordonne´es ge´ographiques (Figure 1.1.3) [26].
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Figure 1.1.2 – Angle d’e´le´vation entre le satel-
lite et l’horizon local
Bordeaux Brest Grenoble
Position 19.2 ° E 19.2 ° E 19.2 ° E
du satellite
Azimut 152.99 ° 185.65 ° 161.52 °
Ele´vation 34.72 ° 30.22 ° 36.26 °
Figure 1.1.3 – Angles d’azimut et d’e´le´vation
de quelques villes
1.1.1.3 Angles d’ouverture a` 3 dB
L’angle d’ouverture a` 3 dB (2θ3) est l’angle que font entre elles les deux directions du lobe principal selon
lesquelles la puissance (ou le champ) rayonne´e est e´gale a` la moitie´ (ou a` 1/
√
2) de la puissance (ou du champ)
rayonne´e dans la direction de rayonnement maximal. Ainsi, lorsqu’une antenne a un lobe principal assez fin,
la plus grande partie de la puissance rayonne´e l’est a` l’inte´rieur de ces deux directions a` -3 dB [17]. Cette
notion est illustre´e et calcule´e dans le paragraphe 1.3.2.2 suivant.
1.1.1.4 Diagramme de rayonnement, gain re´alise´ et directivite´
Soit une antenne de centre ge´ome´trique O (Figure 1.1.4) [17]. Dans un syste`me d’axes de re´fe´rence Oxyz,
un point A est de´fini par les coordonne´es sphe´riques (R, θ, ϕ) ; une direction 4 de l’espace est de´finie par
deux angles θ et ϕ.
z
y
x
R
A
A’
 
θ
φ
Δ
0
Figure 1.1.4 – De´finition d’un point A et d’une direction 4 dans un syste`me de coordonne´es sphe´riques
(R, θ, ϕ)
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Le diagramme de rayonnement repre´sente les variations de la puissance que rayonne l’antenne par
unite´ d’angle solide dans les diffe´rentes directions de l’espace [17].
Supposons qu’une antenne rayonne une puissance P (θ, ϕ) par unite´ d’angle solide dans la direction (θ, ϕ).
Soient Pa la puissance d’alimentation de cette antenne et Pr la puissance totale qu’elle rayonne. On a
Pr = η Pa ; η est le rendement de l’antenne.
Le gain G(θ, ϕ) d’une antenne dans une direction (θ, ϕ) est le rapport entre la puissance P (θ, ϕ) qu’elle
rayonne par unite´ d’angle solide dans cette direction et la puissance que la source isotrope rayonnerait par
unite´ d’angle solide, e´videmment avec la meˆme puissance d’alimentation Pa (Equation 1.1.1) [17] :
G(θ, ϕ) =
P (θ, ϕ)
Pa/4pi
(1.1.1)
Le Gain (G) de l’antenne, sans mention de la direction conside´re´e, correspond au gain dans la direction de
rayonnement maximal [17].
La directivite´ D (θ, ϕ) est le rapport entre la puissance P (θ, ϕ) par unite´ d’angle solide dans la direction
(θ, ϕ) et la puissance que rayonnerait la source isotrope par unite´ d’angle solide, a` condition que les puis-
sances totales rayonne´es soient les meˆmes (Equation 1.1.2).
D (θ, ϕ) =
P (θ, ϕ)
Pr/4pi
(1.1.2)
Dans la direction de rayonnement maximal (θ0, ϕ0), la directivite´ est note´e D (θ0, ϕ0) = D.
La relation entre le gain et la directivite´ est donne´e par l’e´quation 1.1.3 ci-dessous [17] :
G = η D ou`, η : rendement de l’antenne (1.1.3)
1.1.1.5 Bande passante
La bande passante (ou largeur de bande) d’une antenne de´finit le domaine de fre´quences dans lequel le
rayonnement de l’antenne pre´sente les caracte´ristiques requises. Le trace´ du parame`re S11 (en dB) permet de
connaˆıtre la valeur de la bande passante (de´limite´e par les fre´quences minimale et maximale fmin et fmax).
On admet que le rayonnement est suffisant lorsque ce parame`tre est infe´rieur a` −10 dB [34]. En pourcentage,
la bande passante (BW ) est de´finie comme suit (Equation 1.1.4) :
BW% = 100
fmax − fmin
f0
ou`, f0 : fre´quence centrale (1.1.4)
1.2 Bilan de liaison et spe´cifications du de´monstrateur
1.2.1 Spe´cifications du standard DVB-S
Le standard DVB (Digital Video Broadcasting) est une norme de te´le´vision nume´rique e´dicte´e par le consor-
tium europe´en DVB exploite´e dans un grand nombre de pays du monde. La norme DVB-S (Digital Video
Broadcasting-Satellite) est l’application de la norme DVB aux transmissions par satellite en Europe. Elle tient
donc compte des caracte´ristiques d’une transmission satellite a` savoir :
– une bande de fre´quence disponible relativement large (36 MHz)
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– un canal de transmission de type AWGN (Additive White Gaussian Noise) ca`d avec un bruit gaussien
additif
– un signal fortement atte´nue´ et domine´ par le bruit
– une transmission en ligne directe
1.2.1.1 Fre´quences de fonctionnement
L’information rec¸ue est issue d’un satellite ge´ostationnaire dans la bande Ku (10.7-12.75 GHz). Le tableau
ci-dessous liste les spe´cifications fre´quentielles du standard DVB-S (Figure 1.2.2).
Réflecteur
LNB *
*: Low Noise Block
Figure 1.2.1 – Antenne parabolique
Parame`tres Valeurs
Fre´quences RF LB : 10.7-11.7
(GHz) HB : 11.7-12.75
Fre´quences FI LB : 0.95-1.95
(GHz) HB :1.1-2.15
Fre´quences OL LB : 9.75
(GHz) HB : 10.6
Gain de conversion (dB) 56
Variation du gain ± 4 dB
dans la bande (dB)
SSB NF (dB) 0.6
OIP3 (dBm) + 15
Bruit de phase de l’OL -95 dBc/Hz @100 kHz
RF : Radio-Fre´quence LB : Low Band
FI : Fre´quence Interme´diaire HB : High Band
OL : Oscillateur Local
Figure 1.2.2 – Spe´cifications du Front-End
(LNB)
Pour ces travaux, la fre´quence de travail est fixe´e f0 = 11.7GHz avec une bande passante d’environ
B = 200MHz afin de pouvoir re´cupe´rer l’information issus de 5 a` 6 re´pe´teurs (de largeur de bande BW =
33MHz).
Une mesure du signal rec¸u en entre´e d’un de´codeur satellite permet de confirmer ces donne´es fre´quentielles.
Avec l’aide d’un de´coupleur, le signal issu de la teˆte de re´ception (non polarise´e) est re´cupe´re´ puis affiche´ sur
un analyseur de spectre (Figure 1.2.4) suivant le montage pre´sente´ Figure 1.2.3.
Tête de réception 
non polarisée
Découpleur
Signal non 
polarisé Décodeur
satellite
Signal polarisé
Analyseur de spectre
Figure 1.2.3 – Mesure des signaux rec¸us par
une teˆte de re´ception standard
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Figure 1.2.4 – Diffe´rents canaux en fre´quence
interme´diaire dans la bande haute
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On constate que les canaux ont les largeurs de bande requises pour le standard (de 33 MHz). De plus,
il semble que la fre´quence interme´diaire (FI) soit respecte´e (jusqu’a` 2.15 GHz en bande haute). La faible
puissance de re´ception s’explique par le fait que le signal est atte´nue´ en passant par divers diviseurs de
puissance (afin de recevoir les chaˆınes satellites sur les diffe´rentes te´le´visions du baˆtiment) puis le de´coupleur,
qui atte´nue quant a` lui de 10 dB.
1.2.1.2 Polarisation du signal pour la TV nume´rique par satellite
Pour un satellite ge´ostationnaire donne´ dans la bande Ku (bande pour les communications civiles natio-
nales et internationales, et pour la TV nume´rique), on peut avoir une alternance de polarisation Verticale (V)
et/ou Horizontale (H) ou parfois une polarisation circulaire (Left et Right). En Europe, la re´ception directe
se re´partit aujourd’hui principalement entre deux ope´rateurs de satellite, Astra et Hotbird qui utilisent de
pre´fe´rence des polarisations rectilignes verticales ou horizontales. Ces diffe´rents types de polarisation sont
illustre´s Figure 1.2.5 ci-dessous.
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Figure 1.2.5 – Polarisations des ondes propage´es
Par ailleurs, certains satellites utilisent une polarisation circulaire, a` savoir EchoStar I, et HISPASAT [30].
L’antenne de re´ception doit pouvoir s’aligner sur ces polarisations pour assurer une bonne transmission. Les
antennes typiquement utilise´es pour la re´ception d’une transmission satellite sont les antennes paraboliques.
Le premier de´monstrateur de ce pre´sent manuscrit est conc¸u afin de pointer vers Astra 1 pour une re´ception
satellitaire en France (a` Brest) avec une polarisation rectiligne (verticale et/ou horizontale).
1.2.1.3 Antenne typiquement utilise´e : la parabole
L’antenne typiquement utilise´e pour la TV nume´rique par satellite dispose d’un re´flecteur parabolo¨ıdal,
base´ sur les proprie´te´s ge´ome´triques d’une parabole et de sa parabolo¨ıde de re´volution (surface). Cette antenne
est qualifie´e d’universelle car elle fonctionne en the´orie sur n’importe quelle fre´quence ou longueur d’onde.
Elle est cependant seulement employe´e a` partir de la bande L de`s 1.1 GHz et lorsqu’un gain d’antenne e´leve´
est recherche´ comme c’est le cas pour une communication via un satellite ge´ostationnaire.
Le re´flecteur parabolique est charge´ de concentrer les ondes rec¸ues ou e´mises (radar, te´le´vision, ondes e´mises
par les astres en radioastronomie, etc) vers l’antenne-source, qui se situe au foyer de la parabole. Le caˆble
d’alimentation de l’antenne est relie´ a` une antenne-source, commune´ment appele´e simplement “source” qui
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est place´e au foyer du re´flecteur parabolique. Le but de la source est d’e´clairer entie`rement la surface du
re´flecteur.
Dans les paraboles utilise´es pour la re´ception de la TV nume´rique par satellite, la source est directement
relie´e a` un e´le´ment de re´cepteur, la teˆte de re´ception (LNB, Low Noise Block), qui est en fait un convertisseur
de fre´quence a` faible bruit (Figure 1.2.1). Le signal rec¸u, dont la fre´quence est comprise entre 11 et 12 GHz,
est transpose´ sur une gamme de fre´quence aux environs de 950 a` 2 150 MHz pour aboutir au re´cepteur de
te´le´vision (Figure 1.2.2).
Pour une fre´quence donne´e, le gain de l’antenne augmente avec l’accroissement du diame`tre de la parabole
tandis que l’angle d’ouverture diminue.
Du fait du caracte`re portable de l’application vise´e dans cette the`se, cette parabole va eˆtre remplace´e par un
re´seau d’antennes afin d’avoir suffisamment de gain pour satisfaire le bilan de liaison de notre e´tude et d’eˆtre
compact pour la mobilite´.
1.2.1.4 Techniques de re´partition des canaux TV en nume´rique
L’information rec¸ue est un paquet de 6 canaux ou re´pe´teurs (Audio + Video) d’environ 33 MHz chacun.
De ces 6 canaux, on se´lectionne celui qui contient la chaˆıne que l’on de´sire regarder.
La technique de re´partition de ces canaux TV en nume´rique est similaire a` celle utilise´e en analogique. En
effet, la re´partition repose sur l’alternance des polarisations verticales et horizontales afin d’utiliser deux fois
la meˆme e´tendue spectrale. Ne´anmoins, cette re´partition des canaux n’a un impact que du coˆte´ de l’antenne
et du polariseur associe´. Les techniques de compression permettent en outre de re´duire le volume des donne´es
transmises pour la restitution des images, sans alte´rer la qualite´ visuelle et sonore. Ainsi, six a` dix chaˆınes
de TV nume´rique peuvent eˆtre transporte´es via la meˆme bande passante ne´cessaire pour le passage d’un seul
canal analogique selon le taux de compression utilise´.
Par exemple, dans la bande “haute” d’Astra 1, ca`d dans la bande [11.70 GHz-12.75 GHz], les 56 re´pe´teurs
nume´riques utilisent une polarisation line´aire. Les canaux impairs correspondent a` une polarisation horizon-
tale tandis que les canaux pairs a` une polarisation verticale.
1.2.1.5 Codage et rapport Signal a` Bruit (C/N ou SNR)
L’information rec¸ue est envoye´e sous forme de trame de N bits. Une trame contient la vide´o, l’audio et
les informations de synchronisation et d’identification. Les signaux de la TV nume´rique utilisent en effet
des “paquets” digitaux (burts of data) pour transmettre l’audio et la vide´o. Chaque trame contient des bits
re´serve´s a` la correction d’erreur.
La modulation QPSK ne permet pas a` elle seule d’atteindre un faible Taux d’Erreur par Bit (TEB) pour
un SNR raisonnable. Des algorithmes et codeurs sont donc mis en place afin de corriger les erreurs de bits :
le codeur convolutif, le de´codeur de Viterbi et le codeur Reed Solomon. Ces derniers ainsi que la chaˆıne de
transmission sont de´taille´s dans le chapitre III de ce pre´sent manuscrit.
Le tableau 1.1 ci-dessous repre´sente les rapports signal a` bruit (C/N ) exige´s par le standard DVB-S pour
la re´ception fixe pour diffe´rentes valeurs de FEC (Forward Error Correction) apre`s le de´codage de Viterbi
quasi sans erreur (QEF ) et le de´codage externe de Reed-Solomon pour un TEB=2.10−4 [20].
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Table 1.1 – Valeurs de C/N requises a` l’entre´e du de´modulateur pour diffe´rentes valeurs de FEC pour le
standard DVB-S [20]
FEC 1/2 2/3 3/4 5/6 7/8
Eb/N0(dB) 4.5 5.0 5.5 6.0 6.4
C/N (dB) 4.1 5.8 6.8 7.8 8.4
ou`, Eb : Energie par bit
N0 : Densite´ spectrale de bruit
La plage de C/N minimale pour assurer les conditions de transmission varie de 4.1 dB a` 8.4 dB suivant
les diffe´rentes valeurs de FEC pour le standard DVB-S. Une marge est a` conside´rer pour tenir compte des
proble`mes lie´s a` la propagation.
Le standard DVB-H de´die´ a` la re´ception mobile dans la bande UHF (< 1 GHz) est de´taille´ dans le
tableau 1.2 ci-dessous [19]. Cela nous permet d’avoir des ordres de grandeur de C/N pour la TV nume´rique
mobile.
Table 1.2 – Valeurs de C/N requises a` l’entre´e du de´modulateur pour diffe´rentes valeurs de FEC pour le
standard DVB-H [19]
Modulation QPSK QPSK 16-QAM 16-QAM 64-QAM 64-QAM
FEC 1/2 2/3 1/2 2/3 1/2 2/3
C/N (canal Gaussien) 3.6 5.4 9.6 11.7 14.4 17.3
Les spe´cifications concernant le C/N pour le standard DVB-H sont comprises entre 4 et 17 dB en fonction
de la valeur du FEC. On comprend aise´ment que la valeur du rapport signal a` bruit de´pend de la correction
d’erreur quel que soit le standard vise´.
1.2.1.6 Contraintes de la diffusion mobile par satellite ge´ostationnaire
La diffusion mobile par satellite ge´ostationnaire ame`ne quelques contraintes quant a` la conception d’un
re´cepteur et de son antenne :
– la consommation
Un re´cepteur mobile doit en effet consommer le moins possible pour pouvoir eˆtre alimente´ par des piles
ou des batteries.
– les dimensions du re´cepteur
Le re´cepteur ainsi que l’antenne doivent eˆtre les plus compacts possibles afin d’assurer leur portabilite´.
Cependant, la forme et la taille de l’antenne (plus exactement sa surface effective) agissent sur le gain
et la directivite´, se re´percutant donc sur le SNR du syste`me et sur la qualite´ de service. Il convient donc
de trouver un compromis afin de proposer une solution compatible avec tous ces crite`res.
– l’effet Doppler
L’effet Doppler-Fizeau est le de´calage entre l’onde e´mise et l’onde rec¸ue lorsque l’e´metteur et le re´cepteur
sont en mouvement l’un par rapport a` l’autre. Il convient d’e´tablir si l’effet Doppler a une action ne´faste
sur la transmission ou non.
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– la zone de couverture
La zone de couverture correspond a` la zone pour laquelle la puissance rec¸ue au sol est suffisante pour
faire fonctionner le syste`me [34]. Les de´placements en ve´hicule modifient la position du satellite par
rapport au re´cepteur (colline, demi-tour, etc) et impactent donc sur l’e´tendue de la zone de couverture.
– la manipulation de signaux tre`s faibles
Le bruit ge´ne´re´ par les e´le´ments du syste`me et par la Terre doivent eˆtre pris en compte afin de proposer
une solution ayant un rapport signal a` bruit acceptable pour l’application vise´e.
– la polarisation
Pour notre application mobile, on ne peut connaˆıtre la polarisation a` adopter en re´ception pour avoir une
re´ception optimale. Il faut donc bien quantifier le gain effectif de l’antenne quelle que soit la polarisation
ou la de´polarisation (surtout du signal par rapport a` celle de l’antenne). Une marge de communication
doit eˆtre conside´re´e de fait a` ce niveau.
Quelle que soit la mobilite´ du re´cepteur, l’ide´al serait que le satellite et le re´cepteur aient la meˆme pola-
risation. Mais pour avoir une re´ception optimale, il faut que la polarisation de l’onde incidente et celle
de l’antenne re´ceptrice respectent les conditions suivantes, a` savoir le meˆme sens de polarisation et la
meˆme orientation spatiale. La qualite´ de la re´ception sera en effet optimale si la polarisation du champ−→
E incident est parfaitement aligne´e avec le plan de polarisation
−→
E de l’antenne re´ceptrice. La position
du dispositif mobile est donc en soi importante. On a pu longtemps se contenter de deux polarisations
orthogonales line´aires car il n’y a pas d’obstacle. Il y a une le´ge`re de´polarisation lie´e aux particules
rencontre´es dans l’atmosphe`re, mais qui est minime (0 a` 1 dB maximum).
Il peut e´galement arriver que l’onde e´mise change de polarisation en se propageant. La question est
de savoir si, a` la re´ception, l’antenne est capable de diffe´rencier l’onde souhaite´e de celle de´polarise´e,
sachant que les antennes sont polarise´es de la meˆme fac¸on. Si un phe´nome`ne de de´polarisation apparaˆıt,
pour une liaison satellite, elle est cependant tre`s faible, et se traduit donc par une remonte´e du niveau
d’interfe´rences entre canaux polarise´s Verticalement et Horizontalement.
L’antenne ne peut donc pas diffe´rencier les polarisations. Par contre, il existe des syste`mes de tra-
cking pour assurer un alignement optimal entre polarisations incidentes (les installeurs de parabole ont
un e´quipement similaire notamment), et des syste`mes e´lectroniques sont envisage´es/utilise´s pour des
e´quipements de type avion ou bateau avec des antennes satellitaires.
1.2.2 Bilan de liaison satellite-re´cepteur mobile dans la bande Ku
1.2.2.1 De´finition des parame`tres d’un bilan de liaison
Atte´nuation en espace libre ou AEL
Avec la distance, un signal radio subit une atte´nuation en espace libre (AEL) qui vaut (Equation 1.2.2) :
ael =
(
λ
4pi d
)2
en line´aire (1.2.1)
AEL = 20 log
(
λ
4pi d
)
en dB (1.2.2)
ou`,
λ : longueur d’onde dans le vide
d : distance entre le satellite ge´ostationnaire et l’antenne de re´ception
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PIRE
La Puissance Isotrope Rayonne´e Equivalente (PIRE) d’une antenne est la puissance qu’il faudrait fournir
a` une antenne ayant un rayonnement isotrope pour produire la meˆme puissance que l’antenne directive dans
la direction conside´re´e. Par de´finition, la PIRE est exprime´e de la manie`re suivante (Equation 1.2.3) :
PIRE = PeGe (1.2.3)
ou`,
Pe : puissance d’e´mission d’un re´pe´teur (W)
Ge : gain de l’antenne d’e´mission (line´aire)
Atte´nuation lie´e a` la propagation
Il convient de tenir compte des proble`mes de propagation lie´s a` l’atmosphe`re et aux hydrome´te´ores. On
suppose que les pre´cipitations sont de 5 mm/h sur une distance de 500 m (a` Brest). L’atte´nuation lie´e a` la
propagation α est donne´e par l’e´quation 1.2.4 :
α = αatmosphe`re + αpluie (1.2.4)
ou`,
αatmosphe`re : atte´nuation due a` l’atmosphe`re
αpluie : atte´nuation due aux intempe´ries
On subit typiquement a` Brest une atte´nuation lie´e a` la propagation de 0.2 dB.
Tempe´rature de bruit et facteur de bruit ramene´s en entre´e
Un re´cepteur est une chaˆıne bruyante qui peut eˆtre mode´lise´e par un bloc non bruyant avec une tempe´rature
de bruit e´quivalente (Teq) ramene´e en entre´e (Figure 1.2.6). L’application de cette mode´lisation a` notre e´tude
est pre´sente´e Figure 1.2.7.
Chaîne 
bruyante
Chaîne non 
bruyante
Tantenne
Tantenne
Teq
Figure 1.2.6 – Principe de la mode´lisation d’une
chaˆıne bruyante
LNB
Tantenne
TLNB
Non bruyant
Démodulateur
Figure 1.2.7 – Mode´lisation du bruit pour la
chaˆıne de re´ception
La notion de tempe´rature de bruit utilise le bruit thermique comme re´fe´rence. Elle mesure la puissance
du bruit ge´ne´re´ par un dispositif, exprime´e comme la tempe´rature e´quivalente d’une re´sistance qui, place´e a`
l’entre´e d’un dispositif a` contribution de bruit nulle, ge´ne`re le meˆme niveau de bruit en sortie. Cette notion
est illustre´e Figures 1.2.8 et 1.2.9 ci-dessous.
Q
bruyant
S e aN GkT B N e eN kT B
Q non
bruyant
ekT B
eqkT B
Na ramené en entrée
 e eqGk T T B
avec a eqN GkT B

Figure 1.2.8 – Bruit ge´ne´re´ par le circuit
Q
bruyant
S eN FG N
eN
 1a eN F N 
+
Bruit propre du circuit 
ramené en entrée
Figure 1.2.9 – Bruit du circuit ramene´ en entre´e
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La tempe´rature de bruit e´quivalente (Teq) est relie´e au facteur de bruit (F ) par la formule suivante
(Equation 1.2.5) :
Teq = T0 (F − 1) ou`, T0 : tempe´rature ambiante (1.2.5)
La tempe´rature de bruit d’une antenne est due a` l’absorption du bruit ge´ne´re´ par la Terre et le ciel et au
bruit ge´ne´re´ par les caˆbles. Le calcul de ce parame`tre est donne´ en Annexe 2 [36].
Typiquement, la tempe´rature de bruit d’une antenne parabolique pour la TV par satellite est d’environ 30 K.
La tempe´rature de bruit diminue lorsque l’angle d’e´le´vation augmente (on voit moins la Terre) ou si l’antenne
est plus directive.
Finalement, la tempe´rature de bruit d’un re´cepteur (Ttotale) correspond a` la somme des tempe´ratures de
bruit des e´le´ments (Equation 1.2.6) :
Ttotale = Tantenne + TLNB (1.2.6)
La connaissance de la tempe´rature de bruit permet de remonter au SNR disponible en entre´e du de´modulateur.
Rapport Signal a` bruit
Par de´finition le facteur de bruit (F ) correspond au ratio du rapport signal a` bruit en entre´e (SNRin) d’un
re´cepteur sur le rapport signal a` bruit a` sa sortie (SNRout) (Equation 1.2.7) :
F =
SNRin
SNRout
(1.2.7)
Le facteur de bruit total e´tant environ e´gal celui du premier e´tage (justifie´ par la formule de Friis), on peut
facilement exprimer le rapport signal a` bruit a` la sortie du re´cepteur (Equation 1.2.8) :
SNRout =
SNRin
F
(1.2.8)
La liaison satellitaire descendante est illustre´e Figure 1.2.10 ci-dessous.
Pe
Ge
Pr
Gr
PIRE Satellite=Pe*Ge
Niveau du bruit
SNR = 5.6 à 12 dB
20*log(4πd/λ)
d > 36 000 km
λ
Figure 1.2.10 – Bilan de liaison descendante
16 Etat de l’art et re´alisation des antennes et leur mise en re´seau
1.2.2.2 Etude du bilan de liaison satellitaire descendante
Un bilan de liaison de la transmission doit eˆtre e´tabli afin de connaˆıtre les puissances et les rapports
du signal a` bruit mis en jeu. Les antennes de re´ception sont conside´re´es comme situe´es a` e´gale distance du
satellite avec des amplificateurs identiques.
Le rapport signal a` bruit a` l’entre´e du LNB est e´gal a` celui a` l’entre´e du de´modulateur (Figure 1.2.7) tel
que (Equation 1.2.9) : (
C
N
)
entre´e duLNB
=
(
C
N
)
entre´e du de´modulateur
(1.2.9)
On fait l’hypothe`se que chaque entre´e de re´cepteur dispose du meˆme rapport signal a` bruit et de la meˆme
puissance de´finis respectivement par la formule suivante (Equation 1.2.10) :
(
C
N
)
entre´e du de´modulateur
=
PeGeGr
(
λ
4pi d
)2 1
α
k TtotalBre´pe´teur
(1.2.10)
Pr = C = PeGeGr
(
λ
4pi d
)2
1
α
(1.2.11)
ou`,
Gr : Gain de l’antenne d’une branche de re´cepteur
Ttotal : Tempe´rature de bruit ge´ne´re´e par l’antenne et le re´cepteur
k : Constante de Boltzmann (1, 38 . 10−23J.K−1)
Bre´pe´teur : Bande passante du canal
Ces deux formules peuvent eˆtre simplifie´es et mises sous la forme suivante (Equation 1.2.12) :
(
C
N
)
entre´e du de´modulateur, dB
= 10 log
(
Gr
Ttotal
)
+PIREdB+AEL−10 log (k)−α−10 log (Bre´pe´teur) (1.2.12)
Pr, dB = PIREdB +Gr +AEL− α (1.2.13)
ou`,
PIREdB = 10 log (PeGe) : PIRE du satellite en dB
AEL = 20 log
(
λ
4pi d
)
: Atte´nuation en espace libre en dB
On peut a` pre´sent appliquer tous ces calculs afin de comparer les performances de quelques liaisons satellite-
terre : satellite-te´le´phonie mobile, satellite-TV mobile et satellite-TV fixe.
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1.2.3 Comparaison des liaisons satellite-te´le´phonie, satellite-TV mobile, satellite-
TV fixe
1.2.3.1 Liaison satellite-te´le´phonie mobile
La te´le´phonie mobile par satellite a e´te´ introduite afin de couvrir les zones inaccessibles avec les syste`mes
classiques. Les principaux acteurs sont Globalstar et Iridium pour l’orbite basse et Inmarsat pour l’orbite
moyenne. Le tableau 1.3 de´taille le bilan de liaison de la te´le´phonie mobile satellitaire avec Globalstar [1].
1.2.3.2 Liaison satellite-TV fixe
La re´ception fixe de la TV nume´rique dans la bande Ku est sche´matise´e Figure 1.2.11. Les satellites
destine´s a` la diffusion multime´dia sont essentiellement ge´ostationnaires. On de´taille la liaison satellitaire
effectue´e par Astra 1E dans le tableau 1.3 ci-dessous [2].
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Figure 1.2.11 – Sche´ma de la liaison satellite-TV fixe
1.2.3.3 Comparaison des liaisons satellite-te´le´phonie mobile/ TV fixe avec la liaison satellite-
TV mobile dans la bande Ku
Dans notre e´tude, on suppose que la teˆte de re´ception est compose´e de 8 re´cepteurs pour le satellite
ge´ostationnaire ASTRA 1E avec des re´seaux de 8 antennes microruban de 7 dBi de gain dans les conditions
optimales (de pointage, etc.). On conside`re que la tempe´rature de bruit de l’antenne est un peu supe´rieure a`
celle d’une parabole e´tant donne´ que plusieurs antennes microruban sont utilise´es. La tempe´rature de bruit
d’une antenne microruban dans cette application est d’environ 70 K. Le choix des caracte´ristiques d’un tel
de´monstrateur (type d’antennes, gain de l’antenne, figure de bruit, plusieurs re´cepteurs...) est duˆment justifie´
et approfondi tout le long de ce chapitre et est illustre´e Figure 1.5.1.
On e´value le bilan de liaison pour diffe´rentes valeurs de la figure de bruit (NF ) du LNB et on le compare avec
celui d’une re´ception fixe (TV nume´rique par satellite) ainsi qu’avec celui d’une re´ception mobile (Te´le´phonie
mobile par satellite).
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Table 1.3 – Comparatif des liaisons satellite-Terre
Globalstar DVB-S Ce travail
[1] Astra 1E [2, 26]
Altitude (km) 1414 36 000 36 000
Angle d’inclinaison (°) 52 30 30
Fre´q. Nominale (GHz) 2.5 11.7 11.7
Bande passante (MHz) 16.5 33 33
Modulation/Acce`s multiple CDMA QPSK QPSK
PIRE satellite (dBW) 1.1 52 52
Atte´nuation pluie (dB) ˜ 0.06 0.2 0.2
Gain d’un re´cepteur (dB) ? 56 31
[LNA+me´langeur]
Gain du re´seau de re´cepteurs (dB) – – 56
Facteur de bruit en dB (dB) ˜ 0.6 ˜ 2 ˜ 3
[LNA+me´langeur] ? 1.6
Temp. e´quivalente de ? 134 44 175 299
bruit a` l’entre´e d’un re´cepteur (°K)
Tempe´rature de bruit de l’antenne ? 30 70 70 70
de re´ception (°K)
Tempe´rature de bruit totale (°K) ? 164 114 245 368
Gain de l’antenne de re´ception (dBi) ? 37 16 16 16
G/T sur un re´cepteur (dB/°K) -26 15 -4.6 -7.9 -9.6
Puissance a` l’entre´e d’un ? -86.1 -107.1 -107.1 -107.1
re´cepteur (dBm)
Puissance a` la sortie d’un ? -30.1 -76.1 -76.1 -76.1
re´cepteur (dBm)
Puissance a` la sortie du re´seau – – -51.1 -51.1 -51.1
de 8 re´cepteurs (dBm)
SNR en sortie d’un re´cepteur (dB) -34.5 15.3 -4.3 -7.9 -9.4
SNR en sortie du re´seau de – – 4.8 1.5 -0.3
8 re´cepteurs (dB)
Quelle que soit la liaison satellite-terre, le tableau 1.3 montre que le SNR a` la sortie du Front-End de´pend
principalement du niveau de puissance du signal a` la sortie de l’antenne de re´ception (donc de son gain) mais
aussi du facteur de bruit du re´cepteur.
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1.2.4 Re´capitulatif du bilan de liaison
Le rapport signal a` bruit suivant le nombreM d’antennes sur chaque re´cepteur est repre´sente´ Figure 1.2.12.
On peut constater que le SNR (Tableau 1.3 et Figure 1.2.12) est tre`s faible (environ 2 dB pour un sous-re´seau
de 8 antennes et NFLNA = 2 dB) et qu’une bonne communication demande un nombre conse´quent d’antennes
et/ou de re´cepteurs. Une autre ide´e est de diminuer la tempe´rature de bruit du re´cepteur afin d’ame´liorer le
SNR global.
-14,0
-12,0
-10,0
-8,0
-6,0
-4,0
-2,0
0,0
2,0
4,0
6,0
8,0
10,0
12,0
14,0
16,0
18,0
2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32
S
N
R
 (
d
B
)
Nombre  d'antennes (N)
NF=0.6 dB NF=1.6 dB NF=2 dB NF=3 dB
(M)
Figure 1.2.12 – SNR en sortie du re´seau de re´cepteurs suivant le nombre d’antennes d’un sous-re´seau
A cause de la distance de communication, les puissances et SNR mis en jeu sont tre`s faibles. Plusieurs
solutions sont possibles afin d’ame´liorer ces deux parame`tres a` savoir :
– une diminution de la tempe´rature de bruit du re´cepteur
Il faudrait alors soit diminuer la tempe´rature ambiante (peu envisageable) soit diminuer le facteur de
bruit en dB des re´cepteurs unitaires (limite´ par la technologie).
– une diminution de la tempe´rature de bruit de l’antenne
Il faudrait alors soit e´lever/incliner l’antenne, soit diminuer les lobes secondaires et ainsi ame´liorer la
directivite´ (en modifiant la structure de l’antenne et/ou en utilisant des me´thodes de ponde´ration).
– une augmentation du nombre d’antennes par re´cepteur
Cela remettrait en cause la compacite´ du re´seau final.
– une augmentation du nombre de re´cepteurs
Cela ferait exploser le budget de consommation
En de´finitive, pour le premier de´monstrateur de cette e´tude, chaque sous-re´seau d’antennes contient au
maximum 8 antennes afin de pouvoir allier performances et portabilite´. Dans la suite de ce manuscrit, apre`s
l’e´tude de faisabilite´ d’un sous-re´seau de 8 antennes, on s’attache a` analyser les limites d’un tel syste`me afin
de lister les verrous technologiques a` lever et ainsi redimensionner ce premier de´monstrateur, ce qui fera
l’objet de la suite de ce travail de the`se.
La suite de ce chapitre aborde la conception de l’antenne de base d’un sous-re´seau ainsi que la mise en re´seau
de ces antennes.
1.3 Etat de l’art et choix de l’e´le´ment de base
A partir de l’e´tat de l’art des antennes compactes, on va justifier et de´tailler le choix de l’antenne de
base. Ce choix va eˆtre guide´ par les spe´cifications de l’application vise´e pour conduire a` une prise de de´cision
concernant le mode d’alimentation et les substrats utilise´s. Par ailleurs, les principes physiques entrant en
jeu lors l’optimisation du rayonnement de l’antenne et la transmission du signal vers les amplificateurs faible
bruit sont de´crits.
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1.3.1 Ligne microruban (microstrip line)
Propose´es en 1952, les lignes microruban sont des circuits imprime´s ope´rant dans la bande des micro-
ondes, au dessus de la re´gion du GHz du spectre e´lectromagne´tique. Elles sont ge´ne´ralement utilise´es dans la
re´alisation de MMICs (Microwave Monolithic Integrated Circuits). Re´alise´es par un processus lithographique,
elles permettent de re´duire la taille, le poids et le couˆt des composants et syste`mes pour des applications mo-
biles en remplac¸ant le guide d’onde commun. Ce processus de fabrication est bien adapte´ pour une production
en se´rie de circuits et antennes car les composants discrets et les dispositifs actifs peuvent facilement eˆtre
combine´s avec des sections de lignes de transmission. Dans le domaine des micro-ondes, toutes les dimensions
deviennent importantes. Ainsi, la re´alisation des lignes microruban requiert plus d’attention que celle des
circuits imprime´s a` basse fre´quence.
1.3.1.1 Structure de la ligne microruban
Les parame`tres caracte´risant une ligne microruban sont les suivants (Figure 1.3.1) [41, 16] :
– un substrat d’e´paisseur h avec une constante die´lectrique relativement e´leve´ (εr ≈ 10) afin d’y concentrer
le champ e´lectromagne´tique et re´duire par conse´quent le rayonnement
– une face entie`rement me´tallise´e ou plan de masse
– une autre face partiellement me´tallise´e ou` les circuits et antennes sont imprime´s
– des composants discrets (re´sistance, bobine, condensateur, semiconducteur...) pouvant eˆtre inclus dans
le circuit
Le substrat die´lectrique est le support du circuit microruban. Il permet aux composants implante´s d’eˆtre fer-
mement tenus en place. Il assure e´galement une fonction e´lectrique en concentrant les champs e´lectromagne´tiques
et empeˆchant les rayonnements non voulus dans le circuit. Sa permittivite´ et son e´paisseur de´terminent les
caracte´ristiques e´lectriques du circuit ou de l’antenne.
Conducteur
Plan de masse
Substrat diélectrique εr
W
h
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air
Figure 1.3.1 – Ligne microruban
εeff
Figure 1.3.2 – Ligne microruban e´quivalente
La structure des lignes microruban n’est cependant pas homoge`ne car les champs e´lectromagne´tiques se
propagent dans deux supports de permittivite´ diffe´rente : l’air (de permittivite´ e´gale a` 1) et le die´lectrique (εr).
Ainsi, la propagation d’onde ne peut pas eˆtre transverse e´lectromagne´tique (TEM) car les ondes dans les deux
supports voyagent a` des vitesses diffe´rentes. Pour satisfaire les conditions aux limites, les champs e´lectrique et
magne´tique doivent posse´der des composantes longitudinales non nulles. Les ondes ne sont donc ni transverses
e´lectriques (TE) ni transverses magne´tiques (TM) mais hybrides. Les composantes longitudinales des champs
restent cependant beaucoup plus faibles que celles transverses sur la plupart des bandes de fre´quences utiles.
Elles peuvent donc eˆtre ne´glige´es et la ligne microruban se comporte comme une ligne quasi-TEM.
Cette ligne microruban inhomoge`ne est remplace´e par une ligne e´quivalente homoge`ne. Le conducteur
garde la meˆme ge´ome´trie mais est entoure´ par un die´lectrique homoge`ne de permittivite´ e´quivalente εeff ,
dont la valeur est de´termine´e en e´valuant la capacite´ du champ late´ral (Figure 1.3.2).
Une formule explicite de εeff a e´te´ donne´e par Hammerstad [24, 16] (Equations 1.3.1 et 1.3.2) :
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– Pour les dimensions telles que W/h ≥ 1,
εeff =
1
2
(εr + 1) +
1
2
(εr − 1)
(
1 + 12
h
W
)− 12
(1.3.1)
– Pour les dimensions telles que W/h ≤ 1,
εeff =
1
2
(εr + 1) +
1
2
(εr − 1)
[(
1 + 12
h
W
)− 12
+ 0.04
(
1− W
h
)2]
(1.3.2)
Notons que les champs e´lectromagne´tiques sont de plus en plus concentre´s dans le substrat au fur et a` me-
sure que la fre´quence croˆıt, ce qui signifie que la permittivite´ effective e´quivalente de la structure microruban
de´pend de la fre´quence du signal. La propagation est dispersive.
1.3.1.2 Ondes dans les lignes microruban
Les me´canismes de transmission et de rayonnement dans une ligne microruban peuvent eˆtre compris en
conside´rant une source de courant ponctuelle (Hertz dipole) au dessus du substrat qui rayonne des ondes
e´lectromagne´tiques (Figure 1.3.3). Suivant la direction vers laquelle les ondes se propagent, on distingue
quatre cate´gories distinctes de propagation, chacune exhibant des comportements assez diffe´rents : les ondes
rayonne´es, les ondes de surface, les ondes e´vanescentes et les ondes guide´es [41].
z
Figure 1.3.3 – Dipoˆle de Hertz sur un substrat microruban
Les ondes rayonne´es (Space Waves)
Les ondes rayonne´es (Space Waves) se propagent dans l’air sans rencontrer d’autres interfaces, avec des
angles d’e´le´vation θ compris entre 0 et pi2 (Figure 1.3.4).
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Figure 1.3.4 – Ondes rayonne´es (Space Waves)
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Figure 1.3.5 – Ondes de surface (Surface
Waves)
L’amplitude des champs de´croˆıt avec la distance en 1r . Ce sont ces ondes rayonne´es que nous cherchons a`
favoriser lors de la conception d’antennes. Dans les circuits et lignes de transmission, elles sont, au contraire,
inde´sirables car elles produisent des pertes du fait du rayonnement parasite.
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Les ondes de surface (Surface Waves)
Les ondes transmises avec des angles d’e´le´vation compris entre pi2 et pi−arcsin
(
1√
εr
)
rencontrent le plan de
masse qui les re´fle´chit, puis la limite die´lectrique-air qui les re´fle´chit e´galement (condition de re´flexion totale).
Les amplitudes des champs augmentent pour des angles d’incidences particuliers, menant a` l’excitation de
diffe´rents modes d’ondes de surface (Surface Waves), similaires aux modes des guides d’onde me´talliques.
Les champs restent pour la plupart pie´ge´s dans le die´lectrique, de´clinant exponentiellement au-dessus de
l’interface (Figure 1.3.5). Le vecteur −→α indique la direction de la plus forte atte´nuation. L’onde se propage
horizontalement selon le vecteur
−→
β , avec une faible absorption pour un die´lectrique avec un bon coefficient
de qualite´. Avec les deux directions orthogonales −→α et −→β , l’onde est une onde plane non-uniforme. Les ondes
de surface s’e´tendent de manie`re cylindrique autour du point d’excitation, avec des amplitudes de champs qui
de´croissent avec la distance en 1√
r
, plus lentement que les ondes rayonne´es. Le meˆme me´canisme de guidage
intervient dans les fibres optiques [29].
Les ondes de surface utilisent une partie de l’e´nergie du signal qui n’atteint pas la cible initiale. L’amplitude
de ce signal est alors re´duite, contribuant a` une atte´nuation apparente du signal ou a` la diminution du
rendement d’une antenne[9].
Les ondes e´vanescentes (Leaky Waves)
Les ondes ayant des angles d’e´le´vation compris entre pi − arcsin
(
1√
εr
)
et pi sont re´fle´chies par le plan de
masse, puis partiellement re´fle´chies par la limite die´lectrique-air. Elles s’e´chappent progressivement du sub-
strat vers l’air (Figure 1.3.6) d’ou` leur nom d’ondes e´vanescentes (Leaky Waves) et contribuent e´ventuellement
au rayonnement.
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Figure 1.3.6 – Ondes e´vanescentes (Leaky
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Figure 1.3.7 – Ondes guide´es (Guided Waves)
Dans des structures complexes faites de plusieurs couches de diffe´rents die´lectriques, les ondes e´vanescentes
peuvent eˆtre utilise´es pour augmenter la taille apparente de l’antenne et fournir par conse´quent plus de gain
[27].
Les ondes guide´es (Guided Waves)
Lorsque l’on re´alise des circuits imprime´s, une nouvelle couche de me´tal est ajoute´e sur le substrat. Celle-ci
introduit une nouvelle limite de re´flexion. Les ondes introduites dans le die´lectrique localise´ entre les deux
couches de me´tal vont pouvoir eˆtre guide´es (Figure 1.3.7). Les ondes existent seulement pour des valeurs
particulie`res de l’angle d’incidence, formant ainsi des modes discrets guide´s.
Les ondes guide´es (Guided Waves) correspondent au type de propagation attendu pour les lignes et
circuits de transmission avec des champs e´lectromagne´tiques condense´s dans le substrat pre´sent entre les
deux conducteurs.
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1.3.1.3 Pre´-requis du substrat pour les circuits et l’antenne
Suivant la direction de propagation dans une ligne microruban, les ondes peuvent se propager diffe´remment.
Une structure microruban peut ainsi se comporter comme une ligne de transmission, comme une antenne ou
comme un ge´ne´rateur d’onde de surface.
Dans une ligne de transmission, le champ e´lectromagne´tique doit rester condense´ dans une re´gion proche
du conducteur. Le circuit est alors imprime´ sur un substrat fin (compare´ a` la longueur d’onde) constitue´ d’un
mate´riau die´lectrique a` haute permittivite´ afin que le mode “guide d’onde” soit pre´dominant.
Pour une antenne, les ondes rayonne´es doivent eˆtre pre´dominantes. Ceci requiert donc un substrat e´pais
avec une faible permittivite´ (εr ≤ 3) pour permettre le rayonnement, en e´vitant de confiner les champs
dans la cavite´ comprise entre l’e´le´ment rayonnant et le plan de masse [17]. Les mate´riaux a` base de mousses
synthe´tiques (contenant beaucoup de minuscules poches d’air) fournissent des valeurs de permittivite´ tre`s
faibles (εr = 1.03), proches de celle de l’air [17]. Les ondes de surface deviennent, quant a` elles, pre´ponde´rantes
lorsque le substrat est e´pais avec une forte permittivite´.
Ainsi, les pre´-requis pour les circuits et les antennes, re´sume´s dans le tableau 1.4, sont contradictoires.
Il n’est donc pas possible de re´aliser une antenne patch efficace et une ligne microruban non-rayonnant sur
le meˆme substrat. Cela constitue l’objectif de la discussion des techniques d’excitation dans la suite de ce
chapitre.
Table 1.4 – Pre´-requis des substrats pour les circuits et les antennes
Permittivite´ Type de Substrat
εr Fin Epais
Faible – antennes
Forte lignes et circuits ondes de surface
1.3.2 Diffe´rents types d’antenne compatibles avec les circuits inte´gre´s et/ou
hybrides
Il existe plusieurs structures d’antennes compatibles avec les contraintes de mobilite´, de portabilite´ et
de co-inte´gration avec des circuits hybrides et/ou MMICs, a` savoir l’antenne microruban (ou patch), le
dipoˆle... L’explication de ces diffe´rents types d’antennes permet de justifier celle qui convient le mieux pour
l’application vise´e.
1.3.2.1 Quelques antennes compatibles avec la portabilite´ et les circuits inte´gre´s et/ou hy-
brides
Du fait que le re´seau d’antennes sera a` terme inte´gre´ sur des terminaux mobiles (ordinateur portable,
lecteur multime´dia...), il est indispensable d’utiliser des antennes compactes. On peut classer ces antennes
compactes en deux cate´gories, a` savoir :
– les antennes filaires
Parmi les antennes filaires, on y trouve les dipoˆles (de taille minimale e´gale a` λ/2) et les monopoˆles (de
taille minimale e´gale a` λ/4) avec l’utilisation d’un plan de masse.
– les antennes planaires
Parmi les antennes planaires, on y distingue les antennes a` fente qui ont un comportement similaire a`
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celui du dipoˆle mais en inversant les champs
−→
E et
−→
H (on inverse donc les impe´dances). On y trouve
e´galement les antennes microruban (ou patch) qui pre´sentent un rayonnement directif (Figure 1.3.8).
Le choix s’est porte´ sur les antennes microruban, le paragraphe suivant ayant pour objectif de justifier cette
de´cision.
1.3.2.2 Antenne microruban ou patch
L’e´tude de la propagation des ondes dans les lignes microruban nous ame`ne a` utiliser des substrats de
faible permittivite´ pour la conception d’une antenne microruban ou patch. Le principe de fonctionnement, le
mode d’alimentation et le type de substrats pour l’application vise´e sont de´taille´s dans ce paragraphe.
Historique
Le concept d’antennes imprime´es fut a` l’origine propose´ par G.A. Deschamps en 1953 [18]. Cependant,
cela prit plus de vingt ans pour que Robert E. Munson re´alise la premie`re antenne imprime´e [31]. Les
antennes patch commence`rent a` e´veiller l’attention de la communaute´ scientifique durant une confe´rence sur
les antennes dans le Nouveau Mexique en 1979 [11]. La liste des publications pre´sente´es a` cette confe´rence
apparut dans un nume´ro spe´cial de IEEE Transactions on Antennas and Propagation [12]. Un des premiers
livres qui re´suma le domaine des antennes microruban, et qui est encore une re´fe´rence, fut e´crit par Bahl et
Bhartia [7]. Le travail pionnier dans le domaine des antennes microruban a` ouverture couple´e fut, quant a`
lui, publie´ par Pozar [35].
Ge´ne´ralite´s sur l’antenne patch
Une antenne microruban est constitue´e de deux couches me´tallise´es : le motif et le plan de masse, se´pare´es
par une couche de die´lectrique. Le cas le plus simple est une antenne imprime´e rectangulaire (Figure 1.3.8)
[41, 5].
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Figure 1.3.8 – Antenne patch rectangulaire
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Figure 1.3.9 – Configuration du champ dans
une antenne patch
Le patch, habituellement en cuivre, peut avoir diverses formes, mais les patchs rectangulaires et circulaires
(elliptiques) couvrent toutes les possibilite´s en terme de mode`le de rayonnement, de bande passante et de
polarisation. Concernant le gain, il montre une grande versatilite´ car ce gain peut varier de 4 a` 10 dBi. De
simples analyses permettent de pre´dire les performances du patch. De part sa simplicite´ de mise en œuvre et
de ses performances acceptables, le patch rectangulaire consiste la brique e´le´mentaire du re´seau d’antennes
de notre e´tude.
Ces antennes pre´sentent de nombreux avantages pour notre application de TV mobile par satellite
ge´ostationnaire, a` savoir :
– un faible poids, un faible volume et une petite taille
Les circuits imprime´s sont fins et requie`rent alors moins de volume que leurs homologues en guides
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d’onde ou coaxiaux. Du fait que les antennes imprime´es se composent principalement de mate´riaux non
me´talliques et de la fre´quente utilisation de mate´riaux mousses comme substrat, ces antennes ont un
poids extreˆmement faible compare´ aux antennes conventionnelles.
– une agilite´ de la polarisation
Avec la versatilite´ des ge´ome´tries du patch, diffe´rentes polarisations peuvent eˆtre obtenues. On peut
e´galement re´aliser des antennes avec des capacite´s de multipolarisation avec un seul ou plusieurs ports.
Ces caracte´ristiques peuvent eˆtre exploite´es pour une ope´ration de double polarisation ou pour la
diversite´ de polarisation.
– une possibilite´ de re´aliser des antennes avec une double fre´quence de re´sonnance pour augmenter la
bande passante
– un large e´ventail des techniques d’excitation
Les patchs permettent eˆtre alimente´s par un grand nombre de techniques d’excitation, ce qui est com-
patible avec une technologie de circuits actifs et la mise en re´seau d’antennes.
– une compatibilite´ pour l’inte´gration avec les circuits MMICs (Microwave Monolithic Integrated Circuits)
Ceci est important car les MMICs sont plus faciles a` manipuler et moins chers que les guides d’ondes.
Hormis ces nombreux avantages technologiques, les antennes microruban sont attractives car leur re´alisation
est peu couˆteuse, ce qui facilite la fabrication de masse. Ne´anmoins, il existe quelques inconve´nients a` savoir :
– une limitation en fre´quence
En effet, a` basse fre´quence (environ 100 MHz), les e´le´ments rayonnants de ces antennes deviennent
encombrants. A hautes fre´quences, c’est plutoˆt la pre´cision de fabrication et l’e´paisseur du substrat qui
limite les capacite´s de l’antenne pour une production faible couˆt.
– une bande e´troite
Les antennes microruban sont des antennes a` bande e´troite, compare´es aux antennes micro-ondes
conventionnelles, car le rayonnement est une conse´quence de la re´sonnance. Cependant, cet inconve´nient
peut eˆtre surmonte´ en utilisant des substrats plus e´pais avec une faible permittivite´ ou en empilant les
patchs (par exemple, le principe SSIP ou Strip-Slot-Inverted-patch [41, 17]). Malheureusement, cette
technique d’e´largissement de la bande passante ne convient pas pour des utilisations en puissance. Mais
lorsque les amplitudes du signal restent ge´ne´ralement faibles, comme pour les communications mobiles,
les antennes microruban sont d’excellents candidats.
On retient donc que, lors de la conception de l’antenne, les pertes (principalement die´lectriques dues a`
l’excitation des ondes de surface) doivent eˆtre prises en compte car elles me`nent a` un faible gain et un faible
rendement. La se´lection de substrats a` faibles pertes est une issue possible et certainement indispensable
malgre´ un le´ge`re hausse du prix du substrat.
Dimensionnement de l’antenne microruban
Le cœur de l’antenne microruban est le conducteur de la couche supe´rieure, nomme´ patch. Ce patch peut eˆtre
conside´re´ comme une ligne de transmission en circuit ouvert de longueur LP et de largeur WP . L’amplitude
des courants sur la surface du patch devient significative lorsque la fre´quence de signal est proche de la
re´sonnance. En conside´rant uniquement le mode fondamental pour les calculs, la fre´quence de re´sonnance est
donne´e par l’e´quation 1.3.3 (Annexe 1 et [14]).
f0 =
c
2 . (LP + 2 .4LP ) √εeff (1.3.3)
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ou`,
c : vitesse de la lumie`re
4LP : extension de la longueur LP
εeff : permittivite´ effective
Ainsi, l’expression de la longueur du patch suivant sa fre´quence de fonctionnement est obtenue graˆce a`
l’e´quation 1.3.4.
LP =
λ0
2 .
√
εeff
− 2 .4LP (1.3.4)
L’extension de la longueur (4LP ) s’explique par le fait que le champ e´lectrique ne s’arreˆte pas brutalement
au bord du patch mais s’e´tend le´ge`rement au-dela` (Figure 1.3.9). Son expression mathe´matique est la suivante
(Equation 1.3.5) [14] :
4LP = 0.412 . h .
(
εeff + 0.3
εeff − 0.258
)
.
(W/h) + 0.264
(W/h) + 0.8
(1.3.5)
ou`,
εeff =
εr + 1
2
+
εr − 1
2
.
(
1 +
12 . h
W
)−1/2
carW/h ≥ 1 (1.3.6)
La largeur optimale du patch est donne´e par l’e´quation 1.3.7 :
W =
c
2 . f
(
εr + 1
2
)−1/2
(1.3.7)
Par ailleurs, le substrat doit eˆtre choisi avec soin car le rayonnement y est impacte´. Le substrat assurant
une optimisation du rayonnement est habituellement la mousse avec une permittivite´ tre`s proche de celle
de l’air. Ne´anmoins, dans notre application de re´ception mobile, un patch sur substrat mousse est trop
volumineux. Un autre mate´riau tre`s utilise´ pour la fabrication des re´seaux d’antennes est le Duro¨ıd, le Rogers
RT/Duro¨ıd 5880 pour le substrat de l’antenne et le Rogers RT/Duro¨ıd 6010 pour le substrat de la ligne de
transmission (Tableau 1.5). Malgre´ son couˆt e´leve´ (en comparaison avec celui de l’Epoxy – FR4, εr = 4.3), il
n’existe pas d’autres alternatives aujourd’hui que l’utilisation du mate´riau Duro¨ıd pour minimiser les pertes
a` ces fre´quences-la` (en bande Ku).
Table 1.5 – Caracte´ristiques des substrats Rogers RT/Duro¨ıd 5880, Rogers RT/Duro¨ıd 6010 et Epoxy FR4
Rogers Rogers Epoxy
RT/Duro¨ıd 5880 RT/Duro¨ıd 6010 FR4
εr 2.20 +/- 0.02@10 GHz 10.2@10 GHz 4.3@1 GHz
h 0.031 inch (0.787 mm) ou 0.254 mm 1.25-2.54 mm
0.125 inch (3.175 mm)
tanδ 0.0009-0.0015@10 GHz 0.0023@10 GHz ≈ 0.02@1 GHz
ou`,
εr : permittivite´ relative du substrat
h : hauteur du substrat
tanδ : pertes
Finalement, l’Annexe 3 montre l’influence du dimensionnement du patch sur son rayonnement. De plus,
la faible taille du patch permet une mise en re´seau compacte afin d’ame´liorer la directivite´, le gain et le bilan
de liaison.
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Rayonnement de l’antenne microruban
En faisant l’hypothe`se que l’e´paisseur du substrat est tre`s infe´rieure a` la longueur d’onde et que le champ
e´lectrique ne varie pas suivant la largeur de la structure microruban, alors on peut dire que le rayonnement est
essentiellement attribue´ aux de´bordements du champ e´lectrique au niveau des discontinuite´s en quasi-circuit
ouvert aux extre´mite´s du patch (Figure 1.3.9). Le fonctionnement du patch est de´taille´ dans l’Annexe 1,
notamment par rapport a` la distribution des champs a` l’inte´rieur du patch. Un mode`le simple permet d’ap-
proximer de manie`re analytique le rayonnement en champ lointain dans les plans E et H. Le plan coline´aire
a` la direction de propagation du champ e´lectrique est appele´ “plan E”. Le plan perpendiculaire est, quant a`
lui, appele´ “plan H” (Figure 1.3.10).
P
lan H Plan E
Connexion de 
l’alimentation
Figure 1.3.10 – Plans E et H d’une antenne microruban
Pour exemple, l’approximation analytique du rayonnement dans le plan H est une e´quation (Equa-
tion 1.3.8) de la forme suivante (Annexe 1) :
EH (θ) =
sin
(
piWP
λ0
sin (θ)
)
piWP
λ0
sin (θ)
cos (θ) (1.3.8)
Notons que des mode`les plus complexes et plus pre´cis existent mais ce mode`le du patch est largement
utilise´ par les antennistes. Dans le plan E, le champ normalise´, rayonne´ par le patch, s’e´crit sous la forme
suivante (Equation 1.3.9) [7, 17] :
|EE (θ)| = (1 + cos (θ))
2
cos
(
k0
L
2
sin (θ)
) sin(pi hλ0 sin (θ))
pi h
λ0
sin (θ)
sin
(
2pi h
λ0
cos (θ)
)
sin
(
2pi h
λ0
) (1.3.9)
Dans le plan H, il s’e´crit de la manie`re suivante (Equation 1.3.10) [7, 17] :
|EH (θ)| = (1 + cos (θ))
2
sin
(
piW
λ0
sin (θ)
)
piW
λ0
sin (θ)
sin
(
2pi h
λ0
cos (θ)
)
sin
(
2pi h
λ0
) (1.3.10)
avec :
W : largeur du patch ; h : hauteur du substrat
L : longueur du patch ; k0 =
2pi
λ0
: constante de propagation dans le vide
λ0 : longueur d’onde dans le vide
On peut de`s lors tracer le diagramme de rayonnement de l’antenne. Le diagramme de rayonnement
correspond en fait a` la visualisation (en 3D ou dans des plans particuliers) des lobes de rayonnement c’est-a`-
dire l’e´nergie rayonne´e par l’antenne dans certaines directions. Il en de´coule alors deux notions particulie`res :
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la directivite´ et le gain de l’antenne (aussi appele´ gain re´alise´). La directivite´ ou gain directif est la capacite´
de l’antenne a` concentrer l’e´nergie rayonne´e dans une direction particulie`re. Elle est de´finie comme le rapport
entre la densite´ de puissance cre´e´e dans une direction donne´e et la densite´ de puissance d’une antenne isotrope.
Si on tient compte des pertes intrinse`ques a` l’antenne et des pertes par de´sadaptation, on obtient le gain
re´alise´.
On constate que le diagramme de rayonnement du mode`le (Figure 1.3.12) sous Matlab reste assez proche de
la simulation e´lectromagne´tique sous HFSS (Figure 1.3.12). Le diagramme de rayonnement de la Figure 1.3.11
vient en fait d’une antenne microruban a` alimentation par fente.
--- dB(Gain Réalisé Total)
Plan E
__ dB(Gain Réalisé Total)
Plan H
-3.2 dB
7.7 dB
Figure 1.3.11 – Diagramme de rayonne-
ment d’une antenne microruban par simulation
e´lectromagne´tique
Figure 1.3.12 – Diagramme de rayonnement tire´
du mode`le de l’antenne microruban
Angle d’ouverture a` 3 dB de l’antenne microruban
L’angle d’ouverture a` 3 dB, note´ 2θ3, d’une antenne microruban est donne´ par les formules suivantes
(Equations 1.3.11 et 1.3.12) [7, 17] et est repre´sente´ en coordonne´es polaires et carte´siennes (respectivement
Figures 1.3.13 et 1.3.14) :
– dans le plan E et en degre´s (Equation 1.3.11) :
(2θ3)E = 2 cos
−1
[
7
3 k20 L
2 + k20 h
2
]1/2
avec k0 =
2pi
λ0
(1.3.11)
– dans le plan H et en degre´s (Equation 1.3.12) :
(2θ3)H = 2 cos
−1
[
1
2
(
1 + k0W2
)]1/2 (1.3.12)
Ainsi, l’angle d’ouverture a` -3 dB augmente avec la diminution des dimensions de l’e´le´ment rayonnant (W
et L). Pour une fre´quence de re´sonnance donne´e, ces dimensions peuvent eˆtre change´es en se´lectionnant un
substrat avec une plus forte permittivite´ relative.
Pour une antenne microruban sur substrat classique, le gain est au maximum de 6-7 dBi, avec des angles d’ou-
verture de l’ordre de 60-80 ° typiquement dans les deux plans. Il est important de constater que les antennes
microruban ne sont donc pas des antennes directives. Dans notre application, une seule antenne microru-
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ban sur chaque re´cepteur ne fournit donc pas assez de gain et sa tempe´rature de bruit est trop e´leve´e pour
assurer une bonne re´ception (environ 70 K). C’est en fait leur mise en re´seau qui apporte cette directivite´,
moyennant l’apparition de lobes secondaires. Pour les antennes de re´ception satellitaire du standard DVB-S,
les ouvertures des plans E et H sont de 3 ° typiquement, assurant ainsi une bonne directivite´. Enfin, l’e´tude
des diffe´rents modes d’alimentation permet de choisir celui qui est le plus approprie´ pour l’application vise´e.
2θ3 max
-3 dB
-3 dB
0.5 1
Figure 1.3.13 – Diagramme de rayonnement bi-
directionnel en coordonne´es carte´siennes
θ
2θ3
Sans unité dB
0.5 - 3 dB
1 0 dB
Figure 1.3.14 – Diagramme de rayonnement bi-
directionnel en coordonne´es polaires
Pour conclure, notre choix s’est donc arreˆte´ sur l’antenne microruban ou patch car il re´pond aise´ment aux
caracte´ristiques attendues d’une antenne de re´ception pour l’application vise´e, a` savoir [34] :
– un gain suffisant pour ne pas de´grader le bilan de liaison
– une impe´dance d’entre´e correcte
– un diagramme avec peu de lobes late´raux et arrie`re
– une tre`s grande largeur de bande (de 50 a` 1000 MHz)
Une fois la forme de l’antenne se´lectionne´e, il est ne´cessaire d’e´tudier les diffe´rentes fac¸ons de l’alimenter
tout en e´tant cohe´rent avec les contraintes de l’application vise´e.
1.3.3 Diffe´rents types d’excitation de l’antenne microruban
Pour alimenter un patch, il existe plusieurs types d’excitation : la ligne de transmission, la ligne co-
axiale et le couplage e´lectromagne´tique. Etudions les avantages et inconve´nients de ces diffe´rentes techniques
d’alimentation afin de se´lectionner celle qui est la plus ade´quate pour notre application.
1.3.3.1 Excitation par ligne de transmission
Le moyen le plus simple d’alimenter un patch est de le connecter a` une ligne microruban directement
sur son bord [28, 5]. Cette technique est aussi appele´e “connexion directe” ou` le point de jonction est
sur l’axe de syme´trie du patch ou de´cale´ par rapport a` cet axe de syme´trie si cela permet une meilleure
adaptation d’impe´dance [17]. Comme cela a e´te´ explique´ dans le paragraphe 1.3.1, une structure microruban
avec une ligne de transmission et une antenne patch sur le meˆme niveau de substrat ne peut pas eˆtre optimise´
simultane´ment comme une antenne et comme une ligne de transmission car les besoins spe´cifiques sont
contradictoires. Ainsi, un compromis doit eˆtre fait et ceci engendre un rayonnement parasite plus important
duˆ a` la ligne d’alimentation. Ce rayonnement parasite non de´sire´ e´le`ve les lobes secondaires et le niveau
de polarisation croise´e. De plus, dans cette configuration, les ondes de surface peuvent eˆtre plus facilement
ge´ne´re´es d’ou` un rayonnement non optimal. Pour illustrer ce type d’excitation, le substrat utilise´ est du
Rogers RT/Duro¨ıd 5880 d’une e´paisseur de 780 μm. On distingue deux me´thodes d’excitation par ligne de
transmission (Figure 1.3.15) : la ligne quart d’onde et la ligne 50Ω avec une encoche.
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(a) Excitation par ligne 
quart d’onde
λg/4
(b) Excitation par ligne 
50 Ω et encoche
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Figure 1.3.15 – Excitations par ligne de transmission et ligne coaxiale d’une antenne microruban
Excitation par ligne quart d’onde
Une manie`re simple d’adapter l’antenne au port d’entre´e est d’utiliser une ligne quart d’onde (Figure 1.3.15
(a)). Afin de dimensionner cette ligne microruban quart d’onde, il convient de connaˆıtre son impe´dance
caracte´ristique. Celle-ci peut eˆtre de´termine´e suivant le principe illustre´ Figure 1.3.16. Cette impe´dance ca-
racte´ristique (ZC) est exprime´e en fonction de la longueur d’onde guide´e (λg), de la longueur de la ligne (L), de
l’impe´dance de la charge (ZL) et de l’impe´dance ramene´e en entre´e (ZR), comme le montre l’Equation 1.3.13.
ZR = ZC
ZL + j ZC tan (β L)
ZC + j ZL tan (β L)
avecβ =
2pi
λg
et λg =
c
f
√
εr
(1.3.13)
ZR =
Z2C
ZL
⇒ ZC =
√
ZR ZL carL =
λg
4
(1.3.14)
Quant au coefficient de re´flexion (ρR), il vaut (Equation 1.3.15) :
ρR =
ZR − Z0
ZR + Z0
(1.3.15)
ZL
L= λg/4
ZC, β
ZR, ρR
Z0
Figure 1.3.16 – Calcul de l’impe´dance ca-
racte´ristique d’une ligne quart d’onde
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Figure 1.3.17 – Impe´dance sur le bord du patch
sous HFSS
Les dimensions de la ligne sont ensuite calcule´es sous ADS ( avec Linecalc), en tenant compte des ca-
racte´ristiques du substrat retenu. L’impe´dance sur le bord du patch (ZL = 175 Ω) peut eˆtre re´cupe´re´e via
l’outil de simulation HFSS en effectuant un deembedding sur le port d’entre´e (Figure 1.3.17).
On constate une tre`s bonne adaptation a` la fre´quence de travail (S11 < −10 dB) avec, cependant, une
bande passante relativement faible e´gale a` 265MHz (Figure 1.3.18) qui s’explique par le fait que la ligne
quart d’onde pre´sente la bonne longueur d’onde (donc la bonne impe´dance) que pour la fre´quence de travail.
La directivite´ de l’antenne microruban correspond aux donne´es the´oriques qui pre´disaient une directivite´
d’environ 8 dBi (Annexe 3). En effet, la directivite´ maximale vaut 8.2 dBi pour un substrat de type Rogers
RT/Duro¨ıd 5880 (εr = 2.2) et d’une e´paisseur de 508 μm (Figure 1.3.19).
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Figure 1.3.18 – Adaptation et bande passante
d’un patch excite´ par une ligne quart d’onde
Figure 1.3.19 – Directivite´ d’un patch excite´
par une ligne quart d’onde (3D)
Le proble`me de ce type d’excitation est que la ligne quart d’onde a tendance a` rayonner et donc a` de´grader
le diagramme de rayonnement et le rendement de l’antenne.
Excitation par ligne 50Ω avec une encoche
L’excitation par ligne 50Ω avec une encoche consiste a` alimenter a` l’inte´rieur du patch (Figure 1.3.20).
L’objectif est donc chercher la position sur le patch ou` l’impe´dance d’entre´e de l’antenne est de 50Ω afin
d’eˆtre parfaitement adapte´ (Figure 1.3.21).
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Figure 1.3.20 – Patch avec une excitation par
ligne 50 Ω avec une encoche
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Figure 1.3.21 – Positionnement de l’excitation
par ligne 50 Ω avec une encoche pour un patch
En effet, la position sur le patch (y0) est donne´e par l’Equation 1.3.16 ci-dessous [8] :
y0 =
L
2pi
arcsin (1− 2ZinG) avecG = W
90λ0
(
W
λ0
)2
etZin = 50 Ω (1.3.16)
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ou`,
L : longueur du patch ; k0 =
2pi
λ0
: constante de propagation
dans le vide
W : largeur du patch ; Zin : impe´dance d’entre´e de l’antenne
λ0 : longueur d’onde dans le vide ; G =

1
90
(
W
λ0
)2
siW ≤ λ0
1
120
(
W
λ0
)
siW ≥ λ0
: radiation conductance
h : hauteur du substrat ;
Les encoches ne doivent pas eˆtre trop e´troites afin d’e´viter de coupler le patch avec la ligne 50Ω. En
effet, la partie de la ligne encadre´e par le patch n’est plus a` 50Ω et l’adaptation d’impe´dance risque d’eˆtre
compromise.
L’adaptation d’impe´dance est tre`s acceptable (S11 < −10 dB) a` la fre´quence de fonctionnement de
11.7 GHz (Figure 1.3.22). A noter que deux techniques d’excitation pour le port sous HFSS ont e´te´ teste´es et
leurs re´sultats sont similaires, validant la me´thodologie d’alimentation de l’antenne : les ports Lumped Port
et Wave Port. La bande passante reste, quant a` elle, similaire a` celle issue de la me´thode d’excitation par
ligne quart d’onde et vaut environ 246 MHz (Figure 1.3.22).
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Figure 1.3.22 – Adaptation d’impe´dance et
bande passante d’un patch excite´ par une ligne
50Ω avec encoche
Figure 1.3.23 – Directivite´ d’un patch excite´
par une ligne 50Ω avec encoche
Le diagramme de rayonnement est tre`s similaire a` celui du patch excite´ par une ligne quart d’onde
(Figure 1.3.23). Enfin, comme la technique d’excitation par ligne quart d’onde, la ligne a tendance a` rayonner
(surtout en tre`s hautes fre´quences [34]) et a` de´grader le diagramme de rayonnement ainsi que le rendement
de l’antenne.
1.3.3.2 Excitation par ligne coaxiale
Un autre moyen d’alimenter un patch est d’utiliser une ligne coaxiale qui traverse le plan de masse
(Figure 1.3.25) [28, 5]. La connexion se fait donc entre le conducteur central et l’e´le´ment rayonnant en un point
situe´ sur son axe de syme´trie, plus ou moins pre`s du bord pour l’adaptation d’impe´dance. En effet, comme
pour l’excitation par ligne 50Ω avec encoche, l’impe´dance d’entre´e et donc l’adaptation du patch de´pend de
la position de l’alimentation. L’impe´dance d’entre´e augmente pour un point d’excitation s’e´cartant du centre
de l’antenne, ce qui permet d’avoir une certaine liberte´ pour obtenir la meilleure adaptation possible. Dans
cette structure, l’e´le´ment rayonnant et le syste`me d’alimentation exte´rieur sont isole´s l’un de l’autre par le
plan de masse. Le substrat die´lectrique peut alors eˆtre se´lectionne´ inde´pendamment pour optimiser a` la fois
le patch et le circuit d’alimentation.
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Figure 1.3.24 – Sche´ma d’une antenne patch
excite´e par une ligne coaxiale
Ligne coaxiale
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Figure 1.3.25 – Excitation par une ligne co-
axiale d’une antenne patch sous HFSS
La largeur de l’aˆme (conducteur central dans un caˆble coaxial) a e´te´ choisie a` 200 μm afin d’e´viter une trop
grosse variation de l’impe´dance au point d’alimentation. Le port d’entre´e e´tant a` 50Ω (connecteur SMA), il
faut choisir le rayon de la gaine en conse´quence avec la formule suivante (Equation 1.3.17) :
ZC =
f µ0
k
ln
(
r2
r1
)
⇒ r2
r1
= e
k
f µ0
ZC (1.3.17)
ou`,
f : fre´quence de travail ; r1 : rayon de l’aˆme
µ0 : perme´abilite´ dans le vide (4pi × 10−7 Tm/A) r2 : rayon de la gaine
k = 2piλ : constante de propagation
On en de´duit que le rayon de la gaine est d’environ 650 μm. L’adaptation d’impe´dance est correcte mais
la bande passante reste e´troite et vaut environ 168 MHz (Figure 1.3.26). La directivite´ reste proche de nos
attentes the´oriques et vaut 8.3 dBi (Figure 1.3.27). Le diagramme de rayonnement (Figure 1.3.27) reste
similaire a` ceux issus des autres types d’excitation.
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Figure 1.3.26 – Adaptation d’impe´dance et
bande passante pour un patch excite´ par une
sonde coaxiale
Figure 1.3.27 – Directivite´ pour un patch excite´
par une sonde coaxiale (3D)
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Un inconve´nient de l’excitation par sonde coaxiale est qu’elle offre une bande passante e´troite et est
difficile a` mode´liser et particulie`rement pour des e´paisseurs de substrat supe´rieures a` 0.02λ0 soit 512 μm
cette application. De plus, usiner une cavite´ dans le substrat et le plan de masse pour connecter l’aˆme du
coaxial sur le plan me´tallique rayonnant (patch) est a` priori difficile a` re´aliser avec pre´cision surtout en hautes
fre´quences [41], a` cela s’ajoute l’incertitude induite par la taille de la soudure qui n’a pas e´te´ prise en compte
lors des simulations.
1.3.3.3 Excitation par couplage
Pour exciter un patch, il existe e´galement des alimentations par couplage e´lectromagne´tique (Figure 1.3.28).
Dans la configuration de la figure 1.3.28 (a), l’e´le´ment rayonnant et la ligne d’alimentation se trouvent du
meˆme coˆte´ du plan de masse. Ce type d’excitation pre´sente l’inconve´nient d’ajouter un rayonnement para-
site de la ligne d’alimentation a` celui de l’antenne, comme c’est le cas pour l’alimentation directe par ligne
microruban [17].
Plan de 
masse
Ligne 
d’alimentation
(a) Couplage 
électromagnétique
Substrats
PatchSubstrats
(b) Couplage par fente
Fente
Ligne d’alimentation
Patch
Figure 1.3.28 – Excitations par couplage d’une antenne microruban
Une autre structure avec une alimentation par couplage avec une fente est plus inte´ressante (Figure 1.3.28
(b)). Malgre´ une mise en œuvre difficile et une bande passante e´troite [28, 4, 5], l’excitation par fente est
facile a` mode´liser et pre´sente un rayonnement faible.
Une antenne avec une telle excitation par fente (Figures 1.3.29 et 1.3.30) se compose de deux substrats
se´pare´s par un plan de masse sur lequel est pratique´e la fente. La ligne d’alimentation se situe sur la face
libre du substrat infe´rieur et l’e´le´ment rayonnant se trouve sur la face libre du substrat supe´rieur. Cette
configuration permet d’optimiser inde´pendamment la ligne d’alimentation et l’e´le´ment rayonnant. En ge´ne´ral,
un die´lectrique e´pais avec une faible permittivite´ est utilise´ pour le substrat supe´rieur alors que celui du
substrat infe´rieur est fin avec une forte permittivite´. Le plan de masse isole la ligne d’alimentation de l’e´le´ment
rayonnant et limite l’interfe´rence du rayonnement parasite sur le diagramme de rayonnement et offre ainsi
une plus grande purete´ de polarisation.
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Figure 1.3.29 – Patch avec une excitation par
fente
(a) Vue de dessus du patch excité par fente
(b) Vue de dessus du patch excité par fente
7.5 mm
7
.5
 m
m
Figure 1.3.30 – Patch avec une excitation par
fente sous HFSS
Pour cette structure, les parame`tres e´lectriques du substrat, a` savoir la largeur de la ligne d’alimentation
(W ) et la taille de la fente (La,Wa) peuvent eˆtre utilise´s pour optimiser les performances de l’antenne.
Cependant, notons que les dimensions de la fente doivent eˆtre choisies afin d’e´viter des re´sonnances dans
notre bande de fre´quence, ce qui ge´ne´rerait des rayonnements parasites. Quant a` l’adaptation d’impe´dance,
elle s’effectue en agissant sur la largeur de la ligne d’alimentation (W ) et sur la longueur de la fente (La).
1.3.3.4 Choix de la technique d’excitation
Pour justifier le choix de l’excitation, il semble que celle avec le couplage par fente soit la plus approprie´e
pour l’application vise´e. En effet, elle assure les proprie´te´s suivantes : une grande purete´ de polarisation, un
haut rendement, une bonne directivite´ (Figure 1.3.32), une bande passante acceptable (Figure 1.3.31), un
faible rayonnement arrie`re et une inte´gration Flip-Chip avec le re´cepteur au niveau des lignes de transmission.
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Figure 1.3.31 – Adaptation d’impe´dance et
bande passante d’un patch excite´ par fente sous
HFSS
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Figure 1.3.32 – Directivite´ pour un patch excite´
par fente sous HFSS
1.3.4 Re´alisation de l’antenne microruban avec une excitation par fente
1.3.4.1 Pre´-dimensionnement de l’antenne microruban
L’application analytique de la the´orie de´veloppe´e dans le paragraphe 1.3.2.2 ci-dessus permet de de´terminer
a` priori les dimensions attendues pour un fonctionnement a` la fre´quence de travail f0 = 11.7GHz et pour
un substrat de type Rogers RT/Duro¨ıd de 780 μm d’e´paisseur (Tableau 1.6).
Table 1.6 – Pre´-dimensionnement de l’antenne microruban pour l’application vise´e
Pre´-dimensions du patch
W ˜ 10.1 mm
εeff ˜ 2.03
4L ˜ 0.41 mm
L 8.2 mm
Ce pre´-dimensionnement constitue la premie`re e´tape de la me´thodologie de conception d’une antenne
(Figure 1.3.33). L’e´tape suivante consiste a` choisir le mode d’alimentation ainsi que son positionnement par
rapport a` l’e´le´ment rayonnant.
Choix du 
substrat 
(εr, εeff)
Pré-
dimensionnement 
du patch (W,L)
Choix de 
l’excitation
Positionnement 
de l’excitation
Layout de 
l’antenne 
Simulation
électromagnétique
Adaptation?
oui
non
Figure 1.3.33 – Organigramme du flot de conception d’une antenne microruban
Les principaux parame`tres permettant de juger les performances d’une antenne sous HFSS sont l’adapta-
tion en entre´e (S11), le gain re´alise´ (Realized Gain) et la directivite´ (DirTotal). La diffe´rence entre les deux
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derniers parame`tres re´sident dans la prise en compte des pertes dues aux imparite´s (mismatching loss) et/ou
au rendement de l’antenne (loss in efficiency). On constatera par ailleurs, dans la suite de ce chapitre, que
le gain re´alise´ (qui tient compte des deux types de pertes) est infe´rieur a` la directivite´ (qui conside`re que les
pertes dues au rendement) mais est tre`s proche du gain mesure´.
On re´ite`re les e´tapes du pre´-dimensionnement et de la position de l’excitation jusqu’a` l’obtention de perfor-
mances satisfaisantes a` la fre´quence de travail de´sire´e.
1.3.4.2 Simulations de l’antenne microruban excite´e par fente
On rappelle que l’adaptation d’impe´dance se fait en faisant varier la longueur du Stub LS et les dimensions
de la fente. Ainsi, pour une fente de 200 μm et un stub de longueur proche d’une ligne quart d’onde, le patch
excite´ par fente est adapte´ (S11 < −10 dB) sur une bande passante d’environ 450 MHz (Figure 1.3.30), ce
qui donne une certaine souplesse dans notre application de TV mobile par satellite qui requie`re 200 MHz de
largeur de bande (Figure 1.2.2). Cette antenne a e´te´ simule´e a` la fois sous HFSS et ADS 2011 pour confirmer
notre me´thodologie de conception (Figures 1.3.31 et 1.3.34).
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Figure 1.3.34 – Adaptation d’impe´dance et bande passante d’un patch excite´ par fente sous Momentum
Quant au diagramme de rayonnement, il pre´sente un rayonnement arrie`re relativement faible comme
pre´vu (Figure 1.3.35). Le gain re´alise´ du patch vaut 7.7 dBi, ce qui est proche de la valeur the´orique de 8 dBi.
--- dB(Gain Réalisé Total)
Plan E
__ dB(Gain Réalisé Total)
Plan H
-3.2 dB
7.7 dB
Figure 1.3.35 – Gain re´alise´ dans les plans E et
H d’un patch excite´ par fente sous HFSS
Figure 1.3.36 – Diagramme de rayonnement du
gain re´alise d’un patch excite´ par fente sous CST
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Enfin, le rendement de l’antenne se calcule avec le gain re´alise´ sous CST (Figure 1.3.36). Le rendement
est donc de 0.6577 dB (Total Efficiency) soit 86 %. Ce rendement est principalement influence´ par les pertes
dans les lignes microruban.
1.3.4.3 Fabrication et mesures de l’antenne microruban excite´e par fente
La re´alisation des antennes de ce travail de the`se a e´te´ effectue´e dans le cadre du stage de fin d’e´tudes de
Aure´lien Larie en collaboration avec le laboratoire Lab-STICC (Brest) sous la supervision du Pr. Christian
Person.
La premie`re e´tape de fabrication consiste a` ge´ne´rer les masques des diffe´rentes couches me´talliques (patch,
plan de masse et ligne de transmission) sous ADS (Figure 1.3.37). Il convient de prendre garde a` la distance
entre le port d’entre´e et le patch afin d’e´viter tout phe´nome`ne de couplage : une distance de 2 cm est conside´re´e
comme suffisante. Par ailleurs, la table trac¸ante ne pouvant pas dessiner des motifs d’une taille infe´rieure a`
300 μm, un agrandissement d’e´chelle est ne´cessaire.
Figure 1.3.37 – Layout d’un patch excite´ par
fente sous ADS
Figure 1.3.38 – Assemblage final d’un patch ex-
cite´ par fente
Les masques ge´ne´re´s sont mis sous le format HPGL2 pour eˆtre dessine´s via une table trac¸ante (Fi-
gure 1.3.39).
Figure 1.3.39 – Table trac¸ante de´die´e a` la fabrication d’antennes
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L’e´tape suivante consiste a` re´duire la taille des masques par photo-re´duction puis imprimer les motifs
sur les substrats. Le substrat de´die´ au rayonnement est du AR880 e´quivalent a` du Rogers RT/Duro¨ıd 5880
tandis que celui de´die´ a` la transmission est du Rogers RT/Duro¨ıd 6010. Enfin, les diffe´rentes couches sont
aligne´es puis colle´es avec un film d’une e´paisseur de 38 μm et d’une permittivite´ de 2.3 sous une tempe´rature
de 120 °C durant 30 minutes. L’antenne finale est pre´sente´e Figure 1.3.38.
Les mesures de ce patch excite´ par fente sont effectue´es avec un analyseur de re´seau (Parame`tres S et Gain).
L’antenne est fixe´e en pinc¸ant le connecteur SMA a` la ligne de transmission. Il en re´sulte obligatoirement
quelques petites erreurs de mesures et des pertes au niveau des connecteurs qui engendrent un e´largissement
de la bande passante.
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Figure 1.3.40 – Mesures de l’adaptation du
patch excite´ par fente a` la re´sonnance
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Figure 1.3.41 – Mesures de gain du patch excite´
par fente
On constate effectivement que la re´sonnance du patch mesure´e est le´ge`rement de´cale´e en fre´quence (de
100 MHz) par rapport a` la simulation (Figure 1.3.40).
Le calcul du gain s’effectue avec deux antennes microruban identiques. La connaissance du parame`tre S21,
de la distance entre les antennes et des pertes dans la connectique permet de de´duire le gain de l’antenne
(Equation 1.3.18).
S21...dB
= 2 . G
patch
...dB
+AEL...dB
+ pertes...dB
(1.3.18)
ou` :
Gpatch : gain du patch
AEL : atte´nuation en espace libre (= 30 dB, car d = 0.42m)
pertes : pertes dans la connectique (=0.3 dB)
Le gain mesure´ est aux alentours de 7-7.2 dBi dans notre bande de fre´quence (Figure 1.3.41), ce qui
correspond a` peu pre`s a` nos simulations (Figure 1.3.35) et a` nos attentes.
Cette antenne sert de brique e´le´mentaire lors de la conception de re´seaux d’antennes dans la suite de ce
manuscrit.
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Dans cette partie, nous allons e´tudier diffe´rentes formes de re´seaux de patch afin de se´lectionner le
re´seau optimal pour notre application. Tout d’abord, on de´finit quelques ge´ne´ralite´s utiles pour une meilleure
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compre´hension de la suite de ce manuscrit. Ensuite, les contraintes de notre application sont de´taille´es, puis
une e´tude des diffe´rents types de re´seaux est re´alise´e afin de justifier le choix du re´seau retenu. Une re´flexion
est mene´e pour ame´liorer ces re´seaux (notamment les re´seaux line´aires et planaires) par des techniques de
ponde´ration en amplitude. Enfin, des solutions hybrides sont propose´es afin de re´pondre aux contraintes
impose´es par les communications mobiles par satellite.
1.4.1 Ge´ne´ralite´s sur les antennes re´seau
Afin d’appre´hender “l’effet re´seau”, il semble ne´cessaire de de´finir quelques notions importantes a` savoir
le facteur de re´seau, le pointage angulaire du faisceau principal et le gain du re´seau.
Par de´finition, un re´seau d’antennes est l’association re´gulie`re d’antennes identiques pour cre´er un
rayonnement de forme particulie`re. La puissance rayonne´e est donc plus grande car on multiplie le nombre
d’e´le´ments rayonnants. Le rayonnement re´sulte de l’addition en phase des champs provenant de chaque
e´le´ment [34].
Le facteur de re´seau traduit la modification apporte´e au diagramme de rayonnement lors de la mise en
re´seau de plusieurs antennes identiques.
Le rayonnement d’antennes microruban isole´es est peu directif. Pour des applications satellites qui de-
mandent un fort gain, il est ne´cessaire d’augmenter les dimensions e´lectriques de l’antenne en re´alisant un
re´seau d’antennes.
1.4.2 Contraintes de re´alisation du re´seau d’antennes
Plusieurs contraintes sur le re´seau d’antennes sont a` prendre en compte afin d’assurer la portabilite´ et le
fonctionnement du syste`me :
– le nombre d’antennes du re´seau doit eˆtre limite´ afin d’assurer une comple`te portabilite´ et la topologie
de re´seau doit eˆtre choisie pour eˆtre la plus compacte possible.
– la distance entre deux antennes successives doit eˆtre supe´rieure a` 0.5λ0 afin de s’assurer que les sources
de bruit au niveau de chaque re´cepteur soient bien de´corre´le´es. On doit en outre s’assurer que cette
distance est suffisante pour e´viter un couplage entre les antennes qui de´graderait le diagramme de
rayonnement.
– chaque branche est compose´e d’un sous-re´seau d’antennes et non d’une antenne seule afin de favoriser
le bilan de liaison.
– la puce du de´monstrateur est, par des techniques de Flip-Chip, connecte´e aux lignes de transmission
par des plots.
Ces contraintes de re´alisation du re´seau d’antennes pose´es, on peut de´sormais s’inte´resser aux diffe´rentes
formes de re´seaux afin de se´lectionner celui qui convient pour l’application vise´e.
1.4.3 Avantages et inconve´nients de la mise en re´seau d’antennes
La mise en re´seau d’antennes e´le´mentaires pre´sente quelques avantages inte´ressants, a` savoir [34] :
– une augmentation du gain par rapport a` l’antenne e´le´mentaire
– une plus forte directivite´ que l’antenne e´le´mentaire
– une possibilite´ de choisir le de´phasage re´gulier entre les e´le´ments pour fixer l’orientation du faisceau
(pointage angulaire du faisceau principal)
– une flexibilite´ du mode d’alimentation avec la possibilite´ de faire varier son amplitude et sa phase pour
ainsi obtenir un re´seau d’antennes reconfigurables
Cependant, le couplage entre les e´le´ments rayonnants est a` analyser avec pre´caution car il modifie les
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caracte´ristiques du rayonnement et de l’adaptation. Par ailleurs, on constate que la bande passante
d’un re´seau d’antenne est supe´rieure a` celle d’une antenne e´le´mentaire du fait de ce couplage. Un autre
inconve´nient concerne la surface plus importante occupe´e par un re´seau d’antenne, ce qui est assez
contraignant du fait de la portabilite´ vise´e par notre application.
1.4.4 Diffe´rentes topologies de sous-re´seaux d’antennes
1.4.4.1 Topologie line´aire
Etude the´orique du re´seau line´aire
Les re´seaux line´aires sont les re´seaux les plus simples [22]. On conside`re un re´seau line´aire constitue´ de
N e´le´ments (ou sources) dispose´s suivant l’axe −→y (Figure 1.4.1). La distance inter-e´le´ment d est suppose´e
constante bien qu’il soit possible de re´aliser des re´seaux avec une distance inter-e´le´ments variable (la variation
ne se situe en fait que sur le niveau des lobes secondaires du diagramme de rayonnement). Chaque source est
repre´sente´e par une amplitude de puissance note´e an et un de´phasage φn.
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Figure 1.4.2 – Calcul de la marche de phase
D’apre`s le the´ore`me de superposition, le rayonnement de N e´le´ments en un point M, conside´re´ a` grande
distance est e´gale a` la somme vectorielle des champs e´mis par chaque source (Equation 1.4.1) :
−→
Et (θ, ϕ) =
N−1∑
n=0
−→
En (θ, ϕ) = A
N−1∑
n=0
an
e−j k rn
rn
e−j φn
−→
fn (θ, ϕ) (1.4.1)
ou`,
−→
f (θ, ϕ) : fonction caracte´ristique de l’e´le´ment n du re´seau
A : constante
φn : phase e´lectronique de la source n
Dans le cas de l’approximation en champ lointain, les distance ri sont tre`s peu diffe´rentes les unes des
autres et cette diffe´rence dans le terme d’amplitude peut eˆtre ne´glige´e. Par contre, le terme qui intervient
dans la variation de la phase n’est pas ne´gligeable et s’e´crit (Equation 1.4.2) [33] :
r1 ≈ ri + yi−→ey −→r = ri + nd sin (θ) (1.4.2)
On en de´duit que le champ total rayonne´ par un re´seau de N sources identiques
−→
fn (θ, ϕ) =
−→
F (θ, ϕ) et
e´quidistantes vaut (Equation 1.4.3) :
−→
Et (θ, ϕ) = A
e−j k r0
r0
−→
F (θ, ϕ)
N−1∑
n=0
an e
j (nk d sin(θ)+φn) (1.4.3)
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On de´termine ainsi que le facteur de re´seau est e´gal a` (Equation 1.4.4) [25] :
AF =
N−1∑
n=0
an e
j (nk d sin(θ)+φn) (1.4.4)
Ce terme AF repre´sente la contribution du re´seau au rayonnement de l’antenne. Le rayonnement total
correspond au rayonnement d’un e´le´ment rayonnant multiplie´ par le facteur de re´seau et est repre´sente´ par
la formule suivante (Equation 1.4.5) :
−→
E (θ, ϕ) = A
e−j k r0
r0
−→
F (θ ϕ) AF (1.4.5)
Ge´ome´trie de l’alimentation d’un re´seau d’antennes microruban
Il existe deux fac¸ons d’alimenter un re´seau, soit en se´rie (Figure 1.4.3), soit en paralle`le (Figure 1.4.4)
[8, 17].
Pour une alimentation en se´rie, les e´le´ments rayonnants sont relie´s en chaˆıne les uns aux autres par des
tronc¸ons de ligne microruban.
Pour l’alimentation en paralle`le, 2n e´le´ments rayonnants sont alimente´s en paralle`le par n e´tages de 2m−1
diviseurs de puissance a` chaque e´tagem. Pour une adaptation correcte avec des pertes minimales, des diviseurs
de type Wilkinson sont utilise´s.
Figure 1.4.3 – Alimentation se´rie d’un re´seau
d’antennes microruban
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Figure 1.4.4 – Alimentation paralle`le de 23
e´le´ments rayonnants pour 3 e´tages de diviseurs
de puissance
L’alimentation paralle`le est celle qui a e´te´ retenue pour notre e´tude car elle pre´sente des avantages tre`s
inte´ressants, a` savoir :
– une large bande passante, les distances parcourues par chacun des e´le´ments rayonnants sont identiques
– une possibilite´ d’inse´rer sur les voies d’acce`s aux e´le´ments des composants discrets (de´phaseurs, ampli-
ficateurs, atte´nuateurs...) afin de conformer (modifier) le diagramme de rayonnement
– une possibilite´ placer le re´seau d’alimentation d’un coˆte´ du plan de masse sachant que les e´le´ments
rayonnants se trouvent de l’autre coˆte´ du plan de masse (c’est le cas des antennes excite´s par couplage
par fente).
Simulation sous HFSS d’un re´seau line´aire de 4 antennes patch sans couplage
L’outil HFSS permet de simuler de manie`re “ide´ale” et sans couplage des re´seaux de patchs a` partir d’un
seul patch pre´ce´demment simule´. Comme pour l’e´tude the´orique, il multiplie le diagramme de rayonnement
d’une antenne par le facteur de re´seau (Figure 1.4.5).
Un re´seau line´aire constitue´ de 4 antennes microruban apporte ainsi une augmentation de gain de
10 log (4) = 6 dB. Ainsi, la directivite´ maximale de 7.7 dB (Figure 1.3.35) pour une seule antenne passe
a` 13.8 dB pour un re´seau de 4 antennes microruban (Figure 1.4.5).
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Figure 1.4.5 – Diagramme de rayonnement d’un re´seau line´aire de 4 antennes microruban sans couplage
dans les plans E et H
On prend de´sormais en compte les phe´nome`nes de couplage dus a` l’excitation du re´seau line´aire et la
distance inter-e´le´ments. Deux re´seaux sont simule´s : un re´seau constitue´ de 4 antennes microruban et un
autre de 8 antennes microruban.
Simulation sous HFSS d’un re´seau line´aire de 4 antennes microruban avec couplage
Une distance de 0.5λ0 entre les antennes ge´ne`re trop de couplage (pertes > 1 dB) pour l’application vise´e.
Une distance de 0.7λ0 est ide´ale car les couplages ont pratiquement disparu. Ne´anmoins, la taille du re´seau
est trop grande affectant ainsi la portabilite´ du syste`me. Un compromis est donc fait et une distance inter-
e´le´ments de 0.6λ0 est choisie.
Le re´seau de 4 antennes e´le´mentaires simule´ sous HFSS est pre´sente´ Figure 1.4.6.
0.75 cm
5
.3
7
 c
m
Figure 1.4.6 – Re´seau line´aire de 4 antennes microruban excite´ par fente
L’adaptation en impe´dance reste correcte (S11 < −10 dB) et la bande passante d’environ 624 MHz (Fi-
gure 1.4.7) laisse une certaine flexibilite´ par rapport aux spe´cifications initiale (= 200 MHz). En observant le
diagramme de rayonnement (Figure 1.4.8), les pertes par couplage restent acceptables et infe´rieures a` 1 dB.
Les lobes secondaires pourraient eˆtre fortement diminue´s graˆce a` une ponde´ration en amplitude, comme cela
est montre´ a` la fin de cette partie concernant les re´seaux d’antennes.
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Figure 1.4.7 – Adaptation en entre´e d’un re´seau line´aire de 4 antennes microruban excite´ par fente
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Figure 1.4.8 – Diagramme de rayonnement d’un re´seau line´aire de 4 antennes microruban avec couplage
Le re´seau d’antennes ge´ne`re des lobes secondaires qui restent cependant assez faibles avec un niveau
infe´rieur de 12 dB par rapport au lobe principal. En effet, on admet qu’une diffe´rence strictement supe´rieure
a` 10 dB entre le lobe principal et les lobes secondaires est suffisante pour assurer un bon rayonnement.
Simulation sous HFSS d’un re´seau line´aire de 8 antennes patch
Le nombre maximal d’antennes dans un re´seau line´aire pour notre application est d’environ 8 pour des
raisons de compacite´. Cela correspond a` un sous-re´seau d’antennes d’un re´cepteur d’environ 12 cm de longueur
(Figure 1.4.9). Au-dela`, on peut dire que la portabilite´ du syste`me est compromise sachant que l’ame´lioration
de gain apporte´e n’est pas significative. En effet, 8 patchs ame´liore le gain de 9 dB (= 10 log (8)) alors que
16 patchs apporte 12 dB (= 10 log (16)), en extrapolant les re´sultats issus de la simulation d’un re´seau de 4
antennes e´le´mentaires sans couplage sous HFSS.
La conception sous HFSS d’un re´seau line´aire de 8 antennes e´le´mentaires excite´ par fente est pre´sente´
Figure 1.4.9.
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Figure 1.4.9 – Re´seau line´aire de 8 antennes
microruban excite´ par fente
Figure 1.4.10 – Layout d’un re´seau line´aire de
8 antennes microruban excite´ par fente
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Figure 1.4.11 – Adaptation et bande passante d’un re´seau line´aire de 8 antennes e´le´mentaires excite´ par
fente
L’adaptation en entre´e (Figure 1.4.11) est acceptable (S11 < −10 dB) et pre´sente un e´largissement de
la bande passante (environ 850 MHz), ceci s’explique par les pertes dans les lignes de transmission qui se
re´percutent dans le gain re´alise´ de l’antenne (Figure 1.4.13). Une solution pour re´duire ces pertes serait
d’utiliser des diviseurs de Wilkinson a` la liaison de deux antennes microruban [39].
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Figure 1.4.12 – Directivite´ d’un re´seau line´aire
de 8 antennes microruban excite´ par fente
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Figure 1.4.13 – Gain re´alise´ d’un re´seau line´aire
de 8 antennes microruban excite´ par fente
La directivite´ (Figure 1.4.12), est tre`s acceptable (=16.1 dB) et te´moigne des faibles couplages entre
les antennes microruban. L’angle d’ouverture a` -3 dB vaut environ 10 °, ce qui reste supe´rieur a` celui d’une
parabole. Ne´anmoins, avec cette forte directivite´ de l’antenne, la vise´e du satellite doit eˆtre re´alise´e de manie`re
tre`s pre´cise.
1.4.4.2 Topologie planaire
Etude the´orique d’un re´seau planaire
Les re´seaux planaires sont l’extension a` deux dimensions d’un re´seau line´aire [22]. Soit le sche´ma d’un
re´seau planaire posse´dant NxM e´le´ments (Figure 1.4.14).
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Figure 1.4.14 – Sche´ma ge´ne´rique d’un re´seau planaire d’antennes
Le champ rayonne´ total peut s’e´crire en absence de couplage entre les e´le´ments rayonnants comme suit
(Equation 1.4.6) :
−→
Et (θ, ϕ) =
M−1∑
m=0
N−1∑
n=0
−−→
Enm (θ, ϕ) = A.
M−1∑
m=0
N−1∑
n=0
anm
e−j k rnm
rnm
e−j φnm
−−→
fnm (θ, ϕ) (1.4.6)
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ou`,
anm : amplitudes complexes a` chaque source Snm
φnm : phases a` chaque source Snm−−→
fnm (θ, ϕ) : caracte´ristique vectorielle de rayonnement
En reprenant les meˆmes conditions que dans le cas line´aire,
−−→
fnm (θ, ϕ) =
−→
F (θ, ϕ) et avec un re´seau
pre´sentant une double pe´riodicite´ (dx, dy), on obtient alors le champ total rayonne´ en coordonne´es sphe´riques
(Equation 1.4.7) :
−→
Et (θ, ϕ) = A
e−j k r
r
−→
F (θ, ϕ)
M−1∑
m=0
N−1∑
n=0
anm e
j (k n dx sin(θ) cos(ϕ)+mk dy sin(θ) sin(ϕ)+φnm) (1.4.7)
ou`, φnm : de´phasage e´lectronique de la Source Snm
Le facteur de re´seau peut ainsi s’e´crire de la manie`re suivante (Equation 1.4.8) :
AF =
M−1∑
m=0
N−1∑
n=0
anm e
j k (ndx sin(θ) cos(ϕ)+mdy sin(θ) sin(ϕ)+φnm) (1.4.8)
ou`,
M : nombre d’antennes sur l’axe Ox ϕ : azimut
N : nombre d’antennes sur l’ace Oy θ : e´le´vation
k : dy : distance entre deux e´le´ments selon l’axe Oy
dx : distance entre deux e´le´ments selon l’axe Ox βm,n : de´phasage entre 2 sources successives
Simulation et mesures d’un re´seau planaire 2x2 sous HFSS
La conception d’un re´seau planaire 2x2 sous HFSS est pre´sente´ Figure 1.4.15. Son dessin de masques en
vue de sa re´alisation est illustre´ Figure 1.4.16.
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Figure 1.4.15 – Re´seau planaire 2x2 sous HFSS Figure 1.4.16 – Layout d’un re´seau planaire 2x2
En simulation sous HFSS, l’adaptation a` la fre´quence de fonctionnement (S11 < −10 dB) est raisonnable
sur une bonne bande passante d’environ 520 MHz (Figure 1.4.17). Le rayonnement est acceptable avec un
rendement aux alentours des 80 % (Figure 1.4.18).
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Figure 1.4.17 – Adaptation et bande passante
d’un re´seau planaire 2x2 excite´ par fente
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Figure 1.4.18 – Mesures du gain d’un re´seau
planaire 2x2 excite´ par fente
Le diagramme de rayonnement dans les plans E et H sont semblables contrairement a` ceux des re´seaux
line´aires mais plus larges (Figures 1.4.19 et 1.4.20). On en conclut que les lignes ou les colonnes n’agissent
uniquement que dans un seul plan (du moins s’il n’y a pas de de´phasage entre les antennes microruban).
L’observation du parame`tre S11 (adaptation en entre´e) indique qu’il y a quelques pertes dans les lignes lors
des mesures, cela est duˆ notamment a` la connexion entre le connecteur SMA et la ligne de transmission sous
les antennes microruban. Le gain mesure´ d’environ 13 dB est proche de la valeur the´orique pour un re´seau
planaire de 4 antennes microruban (Figure 1.4.18).
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Figure 1.4.19 – Directivite´ d’un re´seau planaire
2x2 excite´ par fente
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Figure 1.4.20 – Gain re´alise´ d’un re´seau pla-
naire 2x2 excite´ par fente
Pour conclure, tout comme les re´seaux line´aires, les re´seaux planaires (extension a` 2 dimensions des
re´seaux line´aires) sont simples et compacts. L’inconve´nient majeur d’un tel re´seau concerne le de´pointage.
En effet, un nombre de 8 ou 9 antennes microruban ne suffit pas pour pouvoir de´pointer correctement le lobe
principal.
1.4.4.3 Topologies hexagonale et circulaire
Etude the´orique du re´seau hexagonal
Un re´seau hexagonal peut prendre la forme pre´sente´e Figure 1.4.21 [3, 6].
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Le facteur de re´seau s’e´crit sous la forme suivante (Equation 1.4.9) :
AF =
Ny∑
m=1
Nx,m∑
n=1
am,n e
j k {[(n−1) dx+4m] cos(θ)cos(ϕ)+(m−1) dy cos(θ) sin(ϕ)} (1.4.9)
avec,
Nx,m =
[
1 +
Ny
2
, ... , Ny, ..., 1 +
Ny
2
]
(1.4.10)
et,
4m =
dx2 si m est impair0 si m est pair (1.4.11)
Les re´seaux hexagonaux ge´ne`rent de faibles lobes secondaires. Par ailleurs, lors d’un de´pointage, l’ensemble
des antennes microruban participent au rayonnement total, ce qui n’est pas le cas des re´seaux planaires.
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0
Figure 1.4.21 – Sche´ma ge´ne´rique d’un re´seau hexagonal d’antennes
Simulation du re´seau hexagonal sous HFSS
La conception du re´seau hexagonal sous HFSS est pre´sente´e Figure 1.4.22.
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Figure 1.4.22 – Re´seau hexagonal de patchs ex-
cite´ par fente sous HFSS
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Figure 1.4.23 – Adaptation et bande passante
pour un re´seau hexagonal excite´ par fente
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Concernant l’adaptation en entre´e, elle est correcte (S11 < −10 dB) avec une bande passante relativement
large de 510 MHz (Figure 1.4.23). Sachant que le gain re´alise´ the´orique est attendu aux alentours de 15.5 dB
(= 7 + 10 log (7)), on remarque que les antennes sont tre`s peu couple´es entre elles. En effet, le gain re´alise´
est infe´rieur d’environ 1 dB par rapport au gain re´alise´ the´orique (Figure 1.4.24). Les lobes secondaires sont
tre`s faibles et infe´rieur de 20 dB par rapport au lobe principal.
Si le patch central n’est plus alimente´, on se retrouve dans une configuration du re´seau circulaire [3]. Dans cette
configuration, les lobes secondaires de re´seau sont faibles, infe´rieurs de 17 dB par rapport au lobe principal
(Figure 1.4.25). En contrepartie, la compacite´ est plus faible que pour les re´seaux line´aires et planaires.
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Figure 1.4.24 – Diagramme de rayonnement
d’un re´seau hexagonal dans les plans E et H
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Figure 1.4.25 – Diagramme de rayonnement
d’un re´seau circulaire
En conclusion, les re´seaux hexagonaux et circulaires disposent de tre`s bonnes performances en ce qui
concernent les niveaux des lobes secondaires. Ne´anmoins, ils sont plus encombrants que les re´seaux planaires
et le de´phasage entre les sources est beaucoup plus complexe a` mettre en œuvre.
1.4.5 Conclusion sur l’e´tude du sous-re´seau d’antennes
Le sous-re´seau qui semble le plus adapte´ a` notre application de TV mobile par satellite est le re´seau
line´aire. Cependant, le principal proble`me qui demeure concerne le suivi du satellite par le sous-re´seau, celui-
ci ne pouvant pas eˆtre omnidirectionnel. De plus, le niveau des lobes secondaires doit eˆtre abaisse´ graˆce a`
une ponde´ration en amplitude afin d’e´viter que l’antenne absorbe le bruit environnant. Tous ces constats
concernant l’ame´lioration du sous-re´seau line´aire fait l’objet d’une attention particulie`re dans la suite de ce
chapitre.
1.5 Teˆte de re´ception envisage´e pour la te´le´vision mobile par sa-
tellite
Afin de solutionner les contraintes de diffusion par satellite pour la mobilite´, on propose un de´monstrateur
qui utilise la me´thode de la diversite´ spatiale. Cela consiste a` combiner de fac¸on cohe´rente plusieurs fois la
meˆme information, ce qui permet d’accroˆıtre le gain et la sensibilite´ en comparaison a` ceux d’un re´cepteur
unitaire. L’e´tude the´orique du chapitre III a e´te´ comple´te´e par le bilan de liaison de la transmission de´veloppe´
au de´but de ce chapitre et permet d’asseoir les choix effectue´s lors de la conception du re´seau d’antennes. Des
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simulations au niveau syste`me sont effectue´es afin de mieux appre´hender les de´fis technologiques a` relever
pour qu’un tel syste`me puisse permettre la re´ception de la TV nume´rique par satellite sur un support nomade
(ordinateur portable, lecteur multime´dia...).
1.5.1 Principe de fonctionnement global de notre teˆte de re´ception
La teˆte de re´ception visant a` remplacer les traditionnels e´le´ments de la re´ception fixe par satellite (parabole,
LNB et de´modulateur) est pre´sente´e Figure 1.5.1. Chaque re´cepteur est connecte´ a` un sous-re´seau d’antennes.
Apre`s une amplification du signal, la fre´quence RF de ce signal est abaisse´e a` une fre´quence interme´diaire FI
aux alentours de 1 GHz graˆce a` un me´langeur. Les signaux issus de tous les re´cepteurs sont ensuite combine´s
en puissance. Le signal re´sultant est enfin injecte´ dans un processeur analogique (SASP, Sampled Analog
Signal Processor [37]) qui permet la de´modulation et la mise en bande de base de manie`re comple`tement
analogique.
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Figure 1.5.1 – Sche´ma global du de´monstrateur
De prime abord, on vise les spe´cifications pre´sente´es Figure 1.2.2 pour le Front-End, elles-meˆmes se basant
sur des documents de l’ETSI [21, 20]. Ensuite, ces spe´cifications sont confronte´es aux re´sultats du bilan de
liaison de transmission (le rapport signal a` bruit a` la sortie du Front-End en particulier). Les principales
spe´cifications sont le gain (habituellement de 56 dB) et le facteur de bruit en dB (e´gal a` 0.6 dB).
Une e´tude the´orique au niveau syste`me permet de maˆıtriser l’impact des parame`tres de chaque bloc (bruit,
gain, intermodulation...) sur les performances globales du Front-End RF (Chapitre III). Ce paragraphe a
pour but d’observer le comportement du syste`me avec les parame`tres du LNA ([10] et [23]) et du me´langeur
([13] et [15]) de´finis dans le tableau 3.2 ci-dessous, sachant qu’un e´tat de l’art duˆment de´taille´ est effectue´
dans le chapitre IV de ce manuscrit.
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Table 1.7 – Parame`tres du LNA et du me´langeur dans la bande Ku issus de la litte´rature
RF fre´q. (GHz) IF fre´q. (GHz) Gain (dB) NF (dB) ICP1 (dBm) IIP3 (dBm)
LNA 11.7 – 21 2 -20 -10
Me´langeur 11.7 1.1 10 9 * -15 -5
* : DSB NF (Double Side Band Noise Figure)
& : ICP1 (dBm) ≈ IIP3 (dBm)− 10 dB
1.5.2 Simulations au niveau syste`me du Front-End avec ADS Ptolemy
Pour un premie`re approche au niveau syste`me sous ADS Ptolemy de ce travail de the`se, on inte`gre
seulement, dans des chaˆınes classiques d’e´mission et de re´ception, que la partie concernant le re´seau d’antennes
et le Front-End du de´monstrateur. On suppose que chaque sous-re´seau a un gain de 16 dBi ; cette valeur est
proche de celle d’une antenne cornet classique dans la bande X ca`d de 8 a` 12 GHz (qui est tre`s directif de
part sa ge´ome´trie [34]) mais aussi de la valeur the´orique attendue d’un re´seau de 8 antennes microruban.
On distingue deux cas particuliers pour cette e´tude au niveau syste`me, en fonction du fait que les sources de
bruit soient de´corre´le´es ou pas, a` savoir :
– 1er cas : les sources de bruit sur chacune des branches du Front-End sont de´corre´le´es (Figure 1.5.3)
– 2e`me cas : chaque branche absorbe le meˆme bruit. Ces sources de bruit ne sont donc pas de´corre´le´es
(Figure 1.5.2).
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Figure 1.5.2 – Sche´ma du syste`me avec des sources de bruit non de´corre´le´es
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Figure 1.5.3 – Sche´ma du syste`me avec des sources de bruit de´corre´le´es
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Le signal a` transmettre est pre´sente´ Figure 1.5.4. Pour un seul re´cepteur, le signal a` sa sortie est noye´ dans
le bruit, ce qui rend impossible la de´modulation du signal directement (ca`d sans un traitement pre´alable)
quel que soit la valeur du facteur de bruit du LNA (qui fixe le facteur de bruit total du Front-End).
Selon la nature des sources de bruit (de´corre´le´es ou pas) et de la valeur du facteur de bruit du LNA, les
signaux de´module´s sont plus ou moins noye´s dans le bruit (Figure 1.5.5 et 1.5.6) :
– 1er cas : lorsque les sources de bruit sont de´corre´le´es, on constate qu’il semble possible d’extraire le
signal utile.
– 2e`me cas : lorsque les sources de bruit sont corre´le´es, apre`s la combinaison en puissance, le bruit est
amplifie´ de la meˆme manie`re que le signal utile. Au final, le signal rec¸u semble toujours noye´ dans le
bruit.
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Figure 1.5.4 – Signal a` transmettre pour l’e´tude au niveau syste`me
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(a) Signal à la sortie du récepteur pour des sources de bruit corrélées
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Figure 1.5.5 – Signal en sortie du re´cepteur
pour NFLNA=2 dB
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(a) Signal à la sortie du récepteur pour des sources de bruit corrélées
(b) Signal à la sortie du récepteur pour des sources de bruit décorrélées
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Figure 1.5.6 – Signal en sortie du re´cepteur
pour NFLNA=0.6 dB
Par ailleurs, par une simple observation des graphes, il est difficile de constater une ame´lioration lorsque
le facteur de bruit en dB du LNA passe de 2 dB a` 0.6 dB. Cependant, le bilan de liaison montre qu’il est
indispensable d’ame´liorer le rapport signal a` bruit en aval, un algorithme est imple´mente´ a` cet effet dans le
chapitre III de ce pre´sent manuscrit.
1.5.3 Influence de l’effet Doppler
L’effet Doppler-Fizeau est le de´calage entre la fre´quence e´mise et l’onde rec¸ue lorsque l’e´metteur et le
re´cepteur sont en mouvement l’un par rapport a` l’autre ; il apparaˆıt aussi lorsque l’onde se re´fle´chit sur un
objet en mouvement par rapport a` l’e´metteur ou au re´cepteur.
La de´monstration donne´e en Annexe 3 permet de de´duire la fre´quence du signal rec¸u (Equation 1.5.1)
lorsque l’e´metteur et le re´cepteur sont mobiles :
frec
1± υrecc
=
fem
1± υemc
(1.5.1)
ou`,
frec : fre´quence du signal rec¸u ; υrec, em : vitesse du dispositif de re´ception
et de la source respectivement
fem : fre´quence du signal e´mis ; c : vitesse de la lumie`re dans le vide
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Evaluons l’effet Doppler-Fizeau pour un signal de fre´quence fem e´mise par un satellite Ge´ostationnaire
ou Le´ostationnaire et qui est rec¸u par un observateur se trouvant dans un avion se de´plac¸ant a` une vitesse
vrec = 900 km/h.
1.5.3.1 Effet Doppler pour un satellite Ge´ostationnaire
Pour notre application aux satellites ge´ostationnaires, la source (le satellite) peut eˆtre conside´re´e comme
immobile dans le re´fe´rentiel terrestre. Le satellite peut eˆtre pratiquement toujours conside´re´ “a` la verticale”
de l’avion lors de son de´placement, les effets transversaux sont ne´gligeables car on se situe toujours “en face”.
Pour un avion se de´plac¸ant a` une vitesse moyenne de υrec = 900 km/h, on a une variation maximale de
9750Hz autour de la fre´quence centrale de 11.7GHz due a` l’effet Doppler-Fizeau. Dans les cas extreˆmes, la
variation de fre´quence vaut 4f = (1± vrecc ) = ± 10 kHz ( a` comparer avec les 33MHz de bande passante
d’un re´pe´teur).
1.5.3.2 Effet Doppler pour un satellite Le´ostationnaire
Les satellites a` de´filement (Le´ostationnaire), utilise´s pour les communications mobiles aux alentours de
2 GHz ayant une vitesse de 7 km/s (25 200 km/h) ont une variation 4f = ± 45 kHz autour de la fre´quence
centrale, ce qui peut avoir des effets critiques sur la transmission.
1.6 Capacite´ de de´pointage du re´seau line´aire
1.6.1 Ame´lioration des re´seaux line´aires
On a montre´ que les re´seaux line´aires offre le meilleur compromis entre la compacite´ du re´seau, la directi-
vite´ et la capacite´ a` de´pointer le lobe principal. Cependant, il est ne´cessaire de diminuer le niveau des lobes
secondaires pour e´viter les interfe´rences ou limiter les risques de brouillage.
Diffe´rentes techniques existent pour abaisser le niveau de ces lobes secondaires : les me´thodes binomiales,
de Dolph-Chebychev et de Taylor. La me´thode de ponde´ration de Dolph-Chebychev, la plus couramment
exploite´e, utilise les polynoˆmes de Chebychev afin de ponde´rer chacune des antennes de manie`re optimale
[25].
Les coefficients de ponde´ration (ωn) pour notre re´seau de N e´le´ments pairs (N=8) s’e´crivent de la manie`re
suivante (Equation 1.6.1) :
ωn =
1
N
2R M+1/2∑
m=1/2
T2M
(
x0 cos
(
ψm
2
)
cos (nψm)
) (1.6.1)
avec :
ψm =
2pim
N
R = 1T2M−1 (x0) : Ecart entre le lobe principal
et les lobes secondaires
Tn (x) = f (x) =
cos (narccos (x)) pour |x| ≤ 1ch (nargch (x)) pour |x| ≥ 1 : Polynoˆmes de Chebychev
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Figure 1.6.1 – Diagramme de rayonnement sans
me´thode de ponde´ration
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Plan H
Figure 1.6.2 – Diagramme de rayonnement avec
une me´thode de ponde´ration
Un re´seau line´aire avec ponde´ration, en comparaison avec celui sans ponde´ration (Figure 1.6.1), pre´sente
des lobes secondaires ne´gligeables (infe´rieur de plus de 20 dB par rapport au lobe principal) et seul le rayon-
nement arrie`re, infe´rieur au lobe principal de 20 dB, est a` prendre en compte pour le calcul de la tempe´rature
de bruit de l’antenne. On retient donc que la ponde´ration en amplitude de l’excitation de chaque antenne
microruban induit un abaissement du niveau des lobes secondaires d’un sous-re´seau d’antennes.
1.6.2 Ne´cessite´ de pointer vers le satellite ge´ostationnaire
Rappelons que l’e´le´vation angulaire afin de pointer vers un satellite ge´ostationnaire de´pend de l’endroit
ou` l’on se trouve (Figure 1.1.3), ce qui correspond au de´pointage exige´ pour chaque sous-re´seau de notre
e´tude. Le principe de l’antenne a` balayage est illustre´ Figure 1.6.3 ci-dessous.
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Figure 1.6.3 – Principe de l’antenne a` balayage
Pour de´pointer le lobe principal, il faut appliquer un gradient de phase ∆ϕ entre deux e´le´ments successifs.
En plus d’eˆtre variable, ce de´phaseur doit eˆtre pur ca`d inde´pendant de la fre´quence sur toute la largeur de
bande souhaite´e.
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1.6.3 Techniques de de´pointage du diagramme de rayonnement
L’introduction d’un de´phasage e´lectronique fixe, entre deux antennes successives d’un sous-re´seau, permet
de de´pointer le faisceau principal du diagramme de rayonnement. Cette ponde´ration en phase est lie´e au
de´pointage du re´seau, ainsi qu’a` la distance inter-e´le´ments. Pour un de´pointage donne´, le de´phasage requis
entre les antennes adjacentes augmente de manie`re quasi line´aire avec la distance inter-e´le´ments pour un
sous-re´seau de 8 antennes microruban mode´lise´ sous Matlab (Figure 1.6.4).
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Figure 1.6.4 – De´pointage du lobe principal pour diffe´rentes distances inter-e´le´ments
Pour une distance inter-e´le´ments de 0.6 λ0, de´pointer d’une valeur de 30 ° (de´pointage exige´ pour l’appli-
cation vise´e) revient a` introduire un de´phasage 4Φ, entre deux sources successives, d’environ 112 °.
1.6.4 Introduction de la technique retenue pour le de´pointage : la solution hy-
bride
La poursuite du satellite par le sous-re´seau engendre de nombreuses contraintes. En effet, le de´pointage va
eˆtre conditionne´ par les sous-re´seaux line´aires composant chaque branche du re´cepteur et par les de´phaseurs
internes au re´cepteur.
De plus, le de´pointage est limite´ par la remonte´e des lobes secondaires a` environ ± 35 °.
Une solution inte´ressante, pre´sente´e Figure 1.6.5 [38], est d’incliner le sous-re´seau de chaque re´cepteur a`
environ 45 ° afin de voir le satellite ge´ostationnaire au moins dans la zone europe´enne. Le balayage de l’angle
d’e´le´vation se fait donc de manie`re e´lectronique. Le parcours de l’azimut ne peut de`s lors se faire que de
manie`re me´canique par rotation.
8 éléments
Réseau d’alimentation 
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Rotation mécanique
8 sous-réseaux
Balayage 
électronique
Figure 1.6.5 – Solution hybride de de´pointage (e´lectronique-me´canique)
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Le principal inconve´nient est que l’inte´gration Flip-Chip directement sous les sous-re´seaux n’est plus
valable et re´alisable. Un re´seau d’alimentation transversal doit eˆtre mis au point pour relier chacun des
sous-re´seaux a` l’entre´e du Front-End en aval.
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Une e´tude au niveau syste`me a e´te´ effectue´e afin de mettre en e´vidence les proble`mes a` solutionner pour
permettre une bonne re´ception satellitaire sur des supports nomades.
Apre`s le choix du substrat permettant d’optimiser a` la fois le rayonnement de l’antenne et la transmission
le long des lignes jusqu’au re´cepteur, le choix de l’e´le´ment de base s’est arreˆte´ sur l’antenne microruban
alimente´ par fente. En effet, l’excitation par ligne de transmission pre´sente l’inconve´nient de ge´ne´rer un
rayonnement parasite et de´grade par conse´quent le diagramme de rayonnement du syste`me antennaire. De
plus, l’excitation par ligne coaxiale a le de´sagre´ment d’eˆtre difficile a` mode´liser pour des substrats de fortes
e´paisseurs de´die´s aux antennes. L’antenne excite´e par fente a e´te´ fabrique´e et mesure´e et pre´sente des re´sultats
proches des attentes the´oriques. Quelques e´carts en fre´quence et en bande passante s’expliquent notamment
par une connexion de´licate entre la ligne de transmission de l’antenne et le connecteur SMA de l’analyseur
de re´seau.
Plusieurs sous-re´seaux d’antennes microruban ont e´te´ e´tudie´s dont les re´seaux line´aires, planaires et
hexagonaux. Les re´seaux d’antennes ont la capacite´ de pouvoir de´pointer leur lobe principal en jouant sur le
de´phasage e´lectronique entre deux antennes successives. Le diagramme de rayonnement de l’antenne re´seau
peut ainsi eˆtre adapte´ suivant sa position par rapport au satellite ge´ostationnaire.
Les re´seaux line´aires et planaires sont les plus simples a` concevoir. Les lobes secondaires peuvent eˆtre abaisse´s
graˆce a` des techniques de ponde´ration en amplitude telle que la me´thode de Dolph-Chebychev. Les re´seaux
hexagonaux et circulaires ont des lobes secondaires naturellement tre`s bas avec un e´cart aux alentours de
20 dB entre le lobe principal et les lobes secondaires. Ne´anmoins, ils ne sont pas ide´aux en terme de compacite´
et ne sont, par conse´quent, pas utilise´s pour notre application. Cette e´tude s’est donc conclue par la conception
de sous-re´seaux line´aires, compatible avec l’application vise´e.
A terme, le re´seau d’antennes final (constitue´ de 8 sous-re´seaux d’au minimum 8 antennes microruban
– Figures 1.7.1 et 1.7.2) ainsi que le re´cepteur en aval sera positionne´ sur la face arrie`re d’un e´cran d’un
ordinateur portable. En effet, il est plus facile de ge´rer le traitement du signal si le support nomade ne bouge
pas continuellement.
Ce travail a e´te´ l’occasion de mettre en e´vidence quelques proble`mes contraignants qui constituent les pers-
pectives de cette e´tude de faisabilite´. En effet, le dispositif e´tant mobile, il se pose la question de l’alignement
de la polarisation (cette e´tude ayant e´te´ faite pour une polarisation rectiligne, verticale OU horizontale). Une
solution serait d’utiliser une antenne a` polarisation circulaire afin d’eˆtre capable de re´ceptionner n’importe
quelle polarisation rectiligne. Cependant, cette solution engendrerait une perte d’environ 3 dB de gain, ce qui
proble´matique pour notre application du fait que les signaux rec¸us sont tre`s faibles, ayant parcourus pre`s de
36 000 km.
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Figure 1.7.1 – Layout du re´seau final constitue´
de 8 sous-re´seaux de 8 patchs
8 sous-réseaux de 8 antennes microruban
Figure 1.7.2 – Re´seau final constitue´ de 8 sous-
re´seaux de 8 patchs
Une autre contrainte concerne la vise´e du satellite ge´ostationnaire par le sous-re´seau d’antenne. L’approche
purement e´lectronique de´veloppe´e dans ce travail, par de´phasage des sources, est limite´e du fait d’une forte
remonte´e des lobes secondaires. Une solution a` envisager serait d’allier les avantages du de´phasage e´lectronique
avec ceux d’une approche me´canique.
Concernant la re´alisation d’un sous-re´seau d’antennes, les connexions entre les lignes de transmission et
les antennes microruban peuvent eˆtre ame´liore´es en utilisant des diviseurs de Wilkinson. Les plots en bout
de lignes doivent eˆtre conc¸us afin de minimiser les capacite´s parasites et ainsi e´viter la de´sadaptation entre
le sous-re´seau et le re´cepteur unitaire.
La mise en re´seau d’antennes est incontournable pour tenir les spe´cifications requises de gain et d’agilite´
angulaire mais elle engendre une remonte´e importante des lobes secondaires lors du de´pointage. Une optimisa-
tion du sous-re´seau en terme de gain et de de´pointage est a` envisager. Pourquoi ne pas faire des investigations
du cote´ de la technologie SIW (Substrate Integrated Waveguide) qui offre une solution compe´titive concernant
le gain, le couˆt et l’agilite´ angulaire de de´pointage [32, 40] ? En effet, avec cette technologie et dans la bande
Ku, un sous-re´seau d’antennes pre´sente un gain d’environ 17 dBi pour une surface de 36 x 146.4 mm2 [40].
Ce chapitre I a permis d’appre´hender la conception du re´seau d’antennes et d’introduire le fonctionnement
ge´ne´ral du de´monstrateur visant a` recevoir la TV nume´rique par satellite dans la bande Ku. Apre`s un
tour d’horizon des syste`mes sans fil ainsi que des blocs les constituant (Chapitre II), des e´tudes the´oriques
et au niveau syste`me sont mene´es afin de mieux comprendre la mise en paralle`le de plusieurs re´cepteurs
(Chapitre III). Enfin, le chapitre IV aborde la conception des blocs e´le´mentaires d’une chaˆıne de re´ception
ainsi que leur mise en syste`me en re´alisant un premier prototype de deux chemins unitaires.
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Chapitre II
You see, wire telegraph is a kind of a very, very long cat.
You pull his tail in New York and his head is meowing in Los Angeles.
Do you understand this?
And radio operates exactly the same way: you send signals here,
they receive them there.
The only difference is that there is no cat.
Albert Einstein
Chapitre 2
Architectures de syste`mes et circuits
RF de´die´es aux applications mobiles
L’objectif de ce chapitre est de de´finir les notions de base concernant les chaˆınes de re´ception pour une
meilleure compre´hension de ce manuscrit et des diffe´rentes discussions concernant la faisabilite´ d’un re´cepteur
faible couˆt et faible consommation dans la bande Ku pour la mobilite´. Apre`s avoir balaye´ la litte´rature des
diffe´rentes architectures de re´cepteurs et de leurs blocs e´le´mentaires, nous allons mettre en e´vidence leur
principe, les avantages et inconve´nients quant a` l’imple´mentation de la mise en paralle`le de syste`mes en
phase, ce qui constitue la finalite´ de ce travail de recherche.
2.1 Contexte de l’e´tude
Les principaux standards de communication sans fil sont re´pertorie´s Figure 2.1.1 [70]. Les potentialite´s
des technologies des semi-conducteurs et la bande de fre´quence conditionnent le choix de la technologie
pour re´aliser les syste`mes satisfaisants ces normes. Dans ce manuscrit, l’application vise´e est la te´le´vision
nume´rique par satellite dans la bande Ku. Pour cette gamme de fre´quence, les technologies III/V [43, 97]
et bipolaire (SiGe) [89] ont largement fait leur preuve mais la technologie silicium CMOS semble eˆtre une
solution prometteuse pour satisfaire les contraintes de faible couˆt et de forte densite´ d’inte´gration pour une
production de masse.
Figure 2.1.1 – Applications et technologies par gamme de fre´quence (ITRS roadmap 2009) [70]
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2.2 Architecture RF du re´cepteur
Un re´cepteur a pour but de recevoir un signal RF module´, de le transposer en fre´quence, tout en le filtrant,
pour le pre´senter a` un de´modulateur (Figure 2.2.1) [46].
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Figure 2.2.1 – Structure fonctionnelle d’un re´cepteur [46]
Ce re´cepteur doit eˆtre capable de traiter l’information souhaite´e tout en ge´rant les signaux parasites
(Figure 2.2.2) et non de´sire´s (les signaux de forte puissance ou signaux de blocage, les canaux adjacents...).
Récepteur
G, NF, ICP1, 
IIP3, Filtrage
Démodulateur
f0 f1
Signaux de blocage
f0
Signal utile
f0
Canaux adjacents
Figure 2.2.2 – Environnement de fonctionne-
ment d’un re´cepteur [46]
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Figure 2.2.3 – Effet de la fre´quence image sur
le spectre du signal utile
Apre`s avoir de´fini les caracte´ristiques principales d’une chaˆıne de re´ception, les diffe´rentes architectures
de re´cepteur sont e´tudie´es afin de justifier celle qui a e´te´ retenue pour le chemin unitaire de notre application.
2.2.1 Grandeurs caracte´ristiques d’une chaˆıne de re´ception
2.2.1.1 Facteur de bruit
De´finition du facteur de bruit en dB (Noise F igure)
Le facteur de bruit (F ) permet d’appre´cier la qualite´ d’un syste`me en fonction du bruit qu’il ge´ne`re. Il
quantifie donc la de´gradation du rapport signal a` bruit entre la sortie (SNRout) et l’entre´e (SNRin). En
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de´cibel, le facteur de bruit prend le nom de “facteur de bruit en dB” (Noise F igure − −NF ) et est de´fini
par l’e´quation 2.2.1 [42] :
NF = 10 log (F ) avecF =
SNRin
SNRout
(2.2.1)
Facteur de bruit de la mise en cascade de N e´tages
Conside´rons la mise en cascade de N blocs RF (Figure 2.2.4) ; le ne`me e´tage pre´sentant un gain en puissance
Gn, un facteur de bruit Fn et un point d’interception d’entre´e d’ordre 3 IIP3N .
F1
G1
F2
G2
F3
G3
FN
GN
In Out
Etage 1 Etage NEtage 3Etage 2
Figure 2.2.4 – Syste`me a` N e´tages
En supposant que tous les e´tages sont adapte´s entre eux, le facteur de bruit total est donne´ par la formule
de Friis (Equation 2.2.2) [59].
F = F1 +
F2 − 1
G1
+
F3 − 1
G1G2
+ ...+
FN − 1
G1G2G3...GN−1
(2.2.2)
La formule de Friis montre que le facteur de bruit du premier e´tage fixe le facteur de bruit total du
syste`me car la contribution en bruit d’un e´tage est diminue´e par le gain de l’e´tage qui le pre´ce`de.
2.2.1.2 Line´arite´
Tout re´cepteur est un syste`me non line´aire et pre´sente une fonction de transfert line´aire seulement si le
signal d’entre´e est suffisamment faible. Lorsque la puissance d’entre´e accroˆıt au-dela` d’un certain niveau, on
observe un comportement non line´aire du re´cepteur et donc des distorsions des signaux qui le traverse. Ces
phe´nome`nes de non line´arite´s sont quantifie´s par le gain de compression et les produits d’intermodulation
au-dessus du plancher de bruit.
Point de compression a` -1 dB
Le gain de compression est l’une des figures de me´rite de la line´arite´ d’un re´cepteur. En the´orie, la puissance
de sortie augmente line´airement avec la puissance d’entre´e alors que la fonction de transfert d’un re´cepteur re´el
sature a` partir d’un certain niveau de puissance en entre´e (Figure 2.2.5). On de´finit le point de compression
a` −1 dB en entre´e (ICP1) comme e´tant la puissance d’entre´e pour laquelle le gain du fondamental chute de
1 dB par rapport a` sa valeur petit signal. Ce point de compression est important car il indique quand les
proble`mes d’intermodulation deviennent tre`s se´rieux et pe´nalisants.
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Figure 2.2.5 – Point de compression a` -1 dB
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Figure 2.2.6 – Produit d’intermodulation
d’ordre 3
Produits d’intermodulation
Le point d’interception du 3e`me ordre est le parame`tre le plus important pour juger la line´arite´ d’un
syste`me. On conside`re deux signaux d’entre´e interfe´rents f1 et f2 (f2 > f1) relativement proches inclus dans
la bande passante du syste`me, ou` d’e´ventuels bloqueurs peuvent apparaˆıtre.
Lorsque ces interfe´rences ont suffisamment de puissance, le re´cepteur ge´ne`re des harmoniques ±n f1 ±mf2
(m et n sont des entiers supe´rieurs ou e´gaux a` ze´ro) du fait des intermodulations. On s’inte´resse plus parti-
culie`rement a` deux de ces produits d’intermodulation (IP s), a` savoir (2 f1 − f2) et (2 f2 − f1) car ils peuvent
se trouver dans la bande utile du signal (dans le voisinage des fondamentaux) et sont donc impossible a`
filtrer. En guise d’illustration, les produits d’intermodulation du second ordre (f1± f2) et du troisie`me ordre
(2f1 ± f2 et 2f2 ± f1) sont repre´sente´s Figure 2.2.7 [46].
  G
f1 f2 f1 f2
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PE
Linéaire
  G
f1 f2 f1 f2
PS
PE
Non linéaire
2f1-f2 2f2-f1
3f1 3f2
2f1+f2 2f2+f1
Figure 2.2.7 – Repre´sentation simplifie´e d’un phe´nome`ne non line´aire pour un signal deux tons [46]
Globalement, la puissance du (n+m)
e`me
IP augmente avec la pente en (n+m) dB/1 dB en re´ponse
a` l’augmentation de la puissance d’entre´e de l’interfe´rence. Le point d’interception du troisie`me correspond
a` l’intersection de la droite du fondamental (de pente 1 dB/1 dB) avec celle du produit d’intermodulation
d’ordre 3 (de pente 3 dB/1 dB), comme cela est illustre´ Figure 2.2.6. L’abscisse de ce point d’interception
correspond au point d’interception en entre´e d’ordre 3 (IIP3) et l’ordonne´e correspond au point d’interception
en sortie d’ordre 3 (OIP3).
Line´arite´ de la mise en cascade de N e´tages
Pour un syste`me constitue´ de la mise en cascade de N e´tages (Figure 2.2.4), la valeur de IIP3total est
de´duite de l’e´quation 2.2.3 [85] :
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1
IIP3total
=
1
IIP31
+
G1
IIP32
+
G1G2
IIP33
+ ...+
G1G2G3...GN−1
IIP3N
(2.2.3)
La de´rive´e de l’e´quation de Friis pour la line´arite´ de la mise en cascade de N e´tages montre que les exigences
en line´arite´ des blocs en aval sont contraignantes car leur impact sur le syste`me total est conditionne´ par le
gain des blocs les pre´ce´dant.
Relation entre le point de compression a` 1 dB et le point d’interception d’ordre 3
Le point de compression a` 1 dB en entre´e (ICP1 ) est relie´ au point d’interception d’entre´e d’ordre 3 (IIP3 )
par la relation suivante (Equation 2.2.4) [87] :
IIP3 |dBm= ICP1 |dBm +9.66 dB (2.2.4)
Ainsi, la valeur de l’ICP1 est d’environ 9.6 dB infe´rieure a` celle de l’IIP3.
2.2.1.3 Sensibilite´ et dynamique d’entre´e
Sensibilite´ d’un re´cepteur RF
La sensibilite´ d’un re´cepteur RF correspond au niveau minimal d’entre´e de´tectable (ca`d pour un rapport
signal a` bruit en sortie donne´ SNRout,min) et est note´e Pin,min |dBm (Equation 2.2.5) [85].
Pin,min |dBm= −174 dBm/Hz + 10 log (B) +NF + SNRout,min |dB (2.2.5)
ou`, B : largeur de bande du canal conside´re´
Dynamique d’entre´e
La dynamique d’entre´e correspond au rapport entre la puissance maximale “supportable” du signal d’entre´e
et la puissance minimale “exploitable” du signal d’entre´e pour laquelle le syste`me posse`de une bonne qualite´
du signal [85].
La puissance minimale exploitable est donne´e par la sensibilite´ d’un re´cepteur RF (Equation 2.2.5).
La puissance maximale supportable (Pin,max) correspond au niveau maximal de puissance en entre´e d’un
signal de deux tons pour lequel les produits d’intermodulation du troisie`me ordre ramene´s en entre´e atteignent
le plancher de bruit (Equation 2.2.6) [85].
Pin,max =
2 IIP3− 174 dBm/Hz + 10 log (B) +NF
3
(2.2.6)
Ainsi, la dynamique (en dB), e´galement appele´e SFDR (Spurious Free Dynamic Range) est e´gale a`
l’e´quation 2.2.7 ci-dessous [85] :
SFDR =
2
3
[IIP3− 174 dBm/Hz + 10 log (B) +NF ]− SNRout,min (2.2.7)
2.2.2 Diffe´rents types d’architecture de re´cepteurs
2.2.2.1 Re´cepteur he´te´rodyne
Le principe de fonctionnement d’un re´cepteur he´te´rodyne [86] est la transposition de la bande de re´ception
(centre´e sur la fre´quence RF, fRF ) autour d’une fre´quence interme´diaire fFI pour eˆtre filtre´, puis une seconde
descente en fre´quence en bande de base centre´e sur la fre´quence centrale fBB du canal souhaite´. Enfin, le
signal en bande de base est envoye´ au de´modulateur (Figure 2.2.8).
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Figure 2.2.8 – Architecture d’un re´cepteur he´te´rodyne
Cette architecture est tre`s utilise´e car elle pre´sente de nombreux avantages. Un filtrage progressif des
signaux interfe´rents (bloqueurs, canaux adjacents) permet de ge´rer les contraintes de line´arite´ du re´cepteur.
Cependant, cette architecture pose le proble`me de la fre´quence image (Figure 2.2.3). Par de´finition, une
fre´quence image fimage est une fre´quence pre´sente a` l’entre´e du me´langeur telle que son me´lange avec la
fre´quence de l’oscillateur local fOL donne e´galement la fre´quence interme´diaire fFI [46]. Cette fre´quence doit
donc eˆtre supprime´e avant le me´langeur, filtrage qui s’ajoute au filtre d’antenne (filtre de pre´se´lection). Pour
ne pas trop de´grader les performances en bruit du re´cepteur, les filtres de pre´se´lection et d’image sont place´s
avant et apre`s l’amplificateur faible bruit.
Le choix du filtre et de la fre´quence interme´diaire doit eˆtre fait judicieusement. En effet, une fre´quence
interme´diaire trop basse engendre un filtre d’antenne avec un fort coefficient de qualite´ et donc d’importantes
pertes, ce qui va de´grader le facteur de bruit du re´cepteur. Par contre, une fre´quence interme´diaire trop e´leve´e
relaˆche les contraintes au niveau du premier filtre, mais, apre`s le me´langeur, le filtre de canal doit avoir un
coefficient de qualite´ d’autant plus e´leve´ que l’est la fre´quence interme´diaire, car la largeur de bande relative
est d’autant plus e´troite que la fre´quence interme´diaire est e´leve´e (Figure 2.2.9).
fRFfOLfimage fRFfOLfimage
fFI0 Hz fFI0 Hz
0 Hz
1ère transposition de fréquence
2ème transposition de fréquence
Figure 2.2.9 – Filtrage dans un re´cepteur he´te´rodyne
Un compromis est donc a` faire entre la fre´quence interme´diaire et le filtre de canal. Ces filtres sont, en
fonction de la fre´quence, soit a` ondes de surface, soit des filtres ce´ramiques [46]. Ils ne sont pas inte´grables
avec le reste du re´cepteur, leur prix est assez e´leve´ et cela ne´cessite des blocs d’adaptation pour les relier a`
l’amplificateur faible bruit. Il est donc primordial de trouver des solutions pour rejeter la fre´quence image
sans utiliser des filtres externes.
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2.2.2.2 Re´cepteurs a` re´jection d’image
Le principe de la structure de Hartley consiste a` de´moduler les voies en phase et en quadrature de
phase. Le signal RF est multiplie´ par deux signaux en quadrature issus de l’oscillateur local. Apre`s le filtrage
de chaque voie, les signaux I et Q sont additionne´s, sachant que la voie Q subit un de´phasage de 90 °
(Figure 2.2.10) [46, 85].
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Figure 2.2.10 – Re´cepteur a` re´jection d’image :
structure de Hartley
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Figure 2.2.11 – Re´cepteur a` re´jection d’image :
structure de Weaver
A la sortie de la topologie de Hartley, la fre´quence est bien e´limine´e the´oriquement. Cependant, il faut
tenir compte des proble`mes de de´sappariements de cette structure (les erreurs d’amplitude entre les voies I
et Q et les erreurs de phase entre deux signaux de´phase´s de 90 °).
Par ailleurs, il existe une autre structure permettant la re´jection de la fre´quence image : c’est la structure
de Weaver (Figure 2.2.11) [46]. La restitution du signal se faisant en bande de base, cela permet d’e´liminer
la fre´quence image car le de´phaseur de la voie Q de la structure de Hartley est remplace´ par une seconde
transposition en fre´quence. Ne´anmoins, cette structure de Weaver pre´sente les meˆmes imperfections que celle
de Hartley et ne convient pas aux syste`mes ou` il n’est pas ne´cessaire de ge´ne´rer les voies en phase et en
quadrature.
2.2.2.3 Re´cepteur homodyne (ou a` conversion directe ou “Zero-FI”)
Le re´cepteur homodyne ou a` fre´quence interme´diaire nulle (“Zero-FI”) consiste a` transposer le signal RF
directement en bande de base, sans passer par une fre´quence interme´diaire (Figure 2.2.12) [46].
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fOL = fRF
Voie I
Voie Q
0 Hz
Figure 2.2.12 – Architecture d’un re´cepteur homodyne
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Il n’y pas de proble`me de fre´quence image car il n’existe pas d’autre fre´quence telle que fRF − fOL = 0.
Cette solution est attractive car elle ne ne´cessite pas l’utilisation de filtres de re´jection d’image couˆteux et
encombrants. De plus, la consommation et la complexite´ sont re´duites par rapport a` une structure he´te´rodyne
car seule une transposition de fre´quence suffit. Cependant, cette structure ne convient pas aux syste`mes
impliquant des modulations pre´sentant une densite´ spectrale de puissance non nulle a` l’origine.
Les principaux inconve´nients du re´cepteur homodyne sont les suivants :
– la pre´sence d’une tension continue de de´calage (ou DC-Offset) ge´ne´re´e a` la sortie du me´langeur
Cette tension va eˆtre amplifie´e par les e´tages en bande de base et ainsi provoque´ la saturation des e´tages
d’amplifications et des convertisseurs analogique/nume´rique.
Une premie`re source de cette tension continue peut eˆtre le re´sultat du me´lange du signal OL avec lui-
meˆme, avec un gain important s’il remonte a` l’antenne et est amplifie´e par toute la chaˆıne de re´ception
(du fait de la mauvaise isolation entre les voies OL et RF).
Une autre origine de la tension continue, dite dynamique, est issue de la pre´sence d’interfe´rents de forte
puissance a` l’antenne. Ces fortes interfe´rences se couplent par rayonnement a` l’entre´e OL du me´langeur.
Cette tension continue ayant moins d’impact pour une structure he´te´rodyne de par l’utilisation de filtre
passe-bande apre`s le premier me´lange. La tension continue ge´ne´re´e au second me´langeur a un impact
plus faible que dans la situation d’un re´cepteur homodyne, car il y a moins de gain jusqu’aux conver-
tisseurs analogique-nume´rique.
Pour re´soudre les proble`mes d’offset statique, une tension de signe oppose´ doit eˆtre ajoute´e pour sup-
primer la composante continue. Pour le cas de l’Offset dynamique, une solution sugge`re l’utilisation
d’algorithmes de traitement du signal en bande de base [74, 68].
– le de´sappariemment des voies I et Q, engendrant des erreurs d’amplitude et/ou de phase
Cela induit donc une de´formation de la constellation du signal et l’augmentation du taux d’erreur
binaire (BER – Bit Error Rate).
– la de´gradation de la sensibilite´ du re´cepteur aux tre`s basses fre´quences
Cela est duˆ au niveau de bruit e´leve´ en basses fre´quences (bruit en 1/f) qui va se superposer au signal
utile.
Malgre´ tous ces inconve´nients, le re´cepteur homodyne est largement utilise´ de par son e´ventuelle inte´gration
monolithique et sa capacite´ de reconfigurabilite´.
2.2.2.4 Re´cepteur a` faible fre´quence interme´diaire (“Low-IF” – Low-Intermediate Frequency)
Une solution pour garder les avantages du re´cepteur homodyne sans ses inconve´nients de la tension
continue, est de re´aliser une transposition a` la fre´quence interme´diaire non nulle, typiquement de l’ordre de
quelques canaux. Mais celle-ci doit eˆtre relativement basse pour ne pas impacter les performances du conver-
tisseur analogique-nume´rique. Quelle que soit la modulation, il est alors possible de filtrer le signal par un
filtre passe-haut sans de´te´riorer son spectre [46]. De plus, la fre´quence interme´diaire doit eˆtre choisie telle
que les canaux adjacents ne deviennent pas la fre´quence image du signal.
Le re´cepteur a` faible Fre´quence Interme´diaire (FI) offre de re´elles potentialite´s du fait de son haut niveau
d’inte´gration et est plus efficace pour des applications a` bande e´troite que celles a` large bande [50]. Cette archi-
tecture est donc largement utilise´e pour les re´cepteurs multistandards de par de son haut degre´ d’inte´gration,
son faible couˆt de fabrication et sa faible consommation [76].
2.2.2.5 Re´cepteur FI nume´rique (Digital-IF Receiver)
La seconde descente en fre´quence et le filtrage en bande de base de la structure he´te´rodyne peuvent eˆtre
imple´mente´s efficacement en nume´rique avec une architecture digitale a` la fre´quence interme´diaire (Digital-IF
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Architecture) [86]. Avec une telle architecture, le signal FI est nume´rise´ et subit une deuxie`me descente en
fre´quence ainsi qu’un filtrage passe-bas nume´riquement pour aboutir a` des signaux en quadrature en bande
de base (Figure 2.2.13).
RF Input BPF LPF
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Multiplier
cos(ωLO t)
A
Multiplier LPF
I
Q
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Sinewave 
Generatorcos(ωLO t)
sin(ωLO t)
Figure 2.2.13 – Re´cepteur nume´rique FI
Cette structure pre´sente l’avantage d’eˆtre insensible aux de´sappariemments des voies I et Q. Cependant,
le principal inconve´nient concerne les contraintes exige´es pour le convertisseur analogique-nume´rique [86].
2.2.3 Choix de l’architecture du chemin unitaire du Front-End
Le tableau 2.1 compare les principales architectures de re´cepteur en vue de se´lectionner la plus approprie´e
pour l’application vise´e.
Compte tenu des spe´cifications de l’application vise´e, en particulier une fre´quence interme´diaire aux
alentours de 1 GHz et des contraintes de compacite´ et consommation (Chapitre I), l’architecture d’un chemin
unitaire est donc faible fre´quence interme´diaire (re´cepteur “Low-IF”).
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Table 2.1 – Comparaison entre les trois principales architectures de re´cepteur
Avantages Inconve´nients
Re´cepteur ,Importante se´lectivite´ / Filtres avec un fort coefficient de qualite´
he´te´rodyne ,Grande sensibilite´ / Nombre e´leve´ de composants,Fuites ne´gligeables vers l’antenne externes/internes,Pas de proble`me d’offset / Adaptation d’impe´dance
entre chaque bloc/ Consommation e´leve´e/ Inte´gration MMIC impossible
Re´cepteur ,Pas de fre´quence image / Proble`me d’offset DC
“Zero-IF” ,Pas d’adaptation 50 Ω apre`s le LNA / Sensibilite´ et dynamiques,Forte inte´gration MMIC e´leve´es de la partie BB
(sauf filtre et antenne) / Intermodulation d’ordre 2,Simplicite´ de conception RF (me´langeur, blocs BB),Un seul e´tage de transposition / Bruit en 1/f,Consommation re´duite / Contraintes sur le traitement BB/ Sensibilite´ aux de´sappariemment
des voies I et Q ( + e´quilibrage
des voies I et Q difficile en RF)/ Couˆt et complexite´ (partie BB)
encore assez e´leve´s
Re´cepteur ,Pas de tension DC-Offset / Sensibilite´ et dynamiques
“Low-IF” ,Pas de proble`me du bruit en 1/f e´leve´es de la partie BB,Consommation re´duite / Intermodulation d’ordre 2,Forte inte´gration MMIC / Filtrage passe-bas large bande,Pas de proble`me d’adaptation / Sensibilite´ aux de´sappariemment,Pas de filtres image, des voies I et Q ( + e´quilibrage
pas de filtre FI des voies I et Q difficile en RF)
2.3 Introduction sur la mise en re´seau de syste`mes
2.3.1 Principe de la mise en re´seau de syste`mes en phase (Phased Array Sys-
tems)
Le concept de la mise en re´seau de syste`mes est utilise´ depuis les anne´es 70 dans le domaine des radars
[83]. D’autres applications tirent profit de ce type d’architectures, a` savoir la radio astronomie [91] et le
biome´dical [47, 81]. En effet, la mise en re´seau de syste`mes exploite les avantages de la diversite´ spatiale
pour reconstituer l’information souhaite´e en utilisant des me´thodologies e´lectroniques. Ainsi, il est possible
de conformer le diagramme de rayonnement dans une direction donne´e et de le supprimer dans les autres
directions de l’espace [67].
Les re´seaux d’antennes peuvent eˆtre imple´mente´s soit en e´mission (MISO – Multiple-Input Single-Output),
soit en re´ception (SIMO – Single-Input Multiple-Output) ou encore en e´mission-re´ception (MIMO – Multiple-
Input Multiple-Output) [67]. De tels syste`mes a` base de re´seaux d’antennes utilisent des algorithmes temporels
de traitement du signal pour reconstituer le signal de´sire´ a` partir de chemins unitaires inde´pendants (diversite´
spatiale des antennes) [44, 98]. Malheureusement, les syste`mes mettant en œuvre de tels algorithmes (MIMO
par exemple) sont encombrants et couˆteux car la distance entre deux antennes successives est supe´rieure
a` la longueur d’onde [67], ce qui est incompatible avec les contraintes de compacite´ et de faible couˆt de
l’application vise´e.
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La mise en re´seau de syste`mes en phase est une application particulie`re des syste`mes a` base de re´seaux
d’antennes. Le principe d’un re´cepteur issu d’une telle mise en paralle`le de plusieurs chemins unitaires (Phased
Array Receiver), chacun e´tant connecte´ a` une antenne diffe´rente, est illustre´e Figure 2.3.1 [66]. On conside`re
que le re´seau d’antenne est line´aire pour faciliter la compre´hension de ce principe.
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Figure 2.3.1 – Sche´ma ge´ne´rique d’un re´cepteur utilisant la mise en paralle`le de chemins unitaires [66]
De manie`re ge´ne´rale, les ondes arrivent de´cale´es temporellement sur chacun des e´le´ments du re´seau d’an-
tennes. Un syste`me ide´al compenserait ces diffe´rents retards (qui de´pendent de l’angle d’incidence et de la
distance entre deux antennes sucessives) pour combiner en phase tous les signaux de fac¸on cohe´rente afin
d’ame´liorer la re´ception dans une direction donne´e tout en rejetant les interfe´rences dans les autres directions.
Conside´rons une onde plane arrivant sur chaque antenne du re´seau avec un retard progressif τ . Le retard
entre deux e´le´ments adjacents est relie´ a` la distance entre ces deux e´le´ments d et l’angle d’incidence par
rapport a` la normale θ et est de´fini par l’e´quation 2.3.1 ci-dessous [66] :
c τ = d sin (θ) (2.3.1)
ou`, c : vitesse de la lumie`re dans le vide
Le signal arrivant sur la premie`re antenne s’e´crit de la fac¸on suivante (Equation 2.3.2) [62] :
S0 (t) = A (t) cos [ωc t+ ϕ (t)] (2.3.2)
ou`,
A (t) : amplitude du signal ; ϕ (t) : phase du signal
ωc : fre´quence de la porteuse
Le signal rec¸u par le ke`me e´le´ment est alors donne´ par l’e´quation 2.3.3 [62].
Sk (t) = S0 (t− k τ) = A (t− k τ) cos [ωc t− k ωc + ϕ (t− k τ)] (2.3.3)
Dans l’e´quation 2.3.3, l’e´gale distance entre deux e´le´ments conse´cutifs est refle´te´e par la diffe´rence de
phase progressive ωc (t) et le retard temporel progressif τ dans A (t) et ϕ (t). Des e´le´ments de retard variable
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τ
′
n servent a` compenser le retard et la diffe´rence de phase du signal simultane´ment (Figure 2.3.1). Le signal
issu de la combinaison des signaux Ssum (t) est tel que (Equation 2.3.4) [62] :
Ssum (t) =
n−1∑
k=0
Sk
(
t− τ ′k
)
=
n−1∑
k=0
A
(
t− k τ − τ ′k
)
cos
[
ωc t− ωc τ ′k − kωc τk + ϕ
(
t− k τ − τ ′k
)]
(2.3.4)
Lorsque τ ′k = −k τ , le signal total a` la sortie du syste`me est donne´ par l’e´quation 2.3.5 ci-dessous [62] :
Ssum (t) = nA (t) cos [ωc t+ ϕ (t)] (2.3.5)
La manie`re la plus simple d’obtenir un retard temporel est l’utilisation d’e´le´ments a` retard variable et
large bande sur la voie RF. Cependant, le challenge lors de l’inte´gration de ces retards variables re´sident dans
ces contraignantes spe´cifications concernant les pertes, le bruit et les non line´arite´s.
Pour une application bande e´troite (c’est le cas de notre e´tude), les grandeurs A (t) et ϕ (t) e´voluent lentement
par rapport a` la fre´quence de la porteuse (ca`d lorsque τ  τmodule´). Ainsi les approximations de ces deux
grandeurs sont exprime´es par les e´quations 2.3.6 et 2.3.7 [62].
A (t) ≈ A (t− k τ) (2.3.6)
ϕ (t) ≈ ϕ (t− k τ) (2.3.7)
Ainsi, lors de la combinaison des signaux, il ne reste plus qu’a` compenser la diffe´rence de phase progressive
ωc τ dans l’e´quation 2.3.3. Le bloc a` retard temporel peut donc eˆtre remplace´ par un de´phaseur qui fournit
un de´calage de phase de φk pour le k
e`me chemin du syste`me. Afin d’additionner de manie`re cohe´rente les
signaux, ce de´phasage φk doit eˆtre e´gal a` (Equation 2.3.8) [62] :
φk = k ωc τ (2.3.8)
Contrairement aux applications large bande, la compensation en phase d’un signal a` bande e´troite peut
eˆtre effectue´e a` plusieurs endroits le long de la chaˆıne de re´ception, a` savoir sur les voies RF, OL et FI mais
e´galement en bande de base et dans le domaine nume´rique.
2.3.2 Techniques de diversite´
2.3.2.1 Techniques de diversite´ des antennes (Antenna Techniques)
Aux techniques de diversite´ du traitement du signal, afin de garantir les meilleures performances possibles
au niveau syste`me, s’ajoutent les techniques de diversite´ des antennes (Antenna techniques), a` savoir [79] :
– Diversity Spatiale (Spatial Diversity)
La diversite´ spatiale revient a` utiliser de nombreuses antennes monte´es en re´seau.
– Diversite´ du diagramme de rayonnement (Pattern Diversity)
La diversite´ du diagramme de rayonnement consiste a` utiliser des antennes ayant des diagrammes de
rayonnement diffe´rents.
– Diversite´ de la polarisation (Polarization Diversity)
La diversite´ de polarisation consiste a` utiliser un syste`me antennaire avec une double polarisation ;
chaque paire d’antennes ayant une polarisation orthogonale (Horizontal/Vertical, Circulaire Droite/Gauche).
– Diversite´ en e´mission/re´ception (Transmission/Reception Diversity)
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La diversite´ en e´mission/re´ception revient a` utiliser des antennes diffe´rentes pour l’e´mission et la
re´ception mais qui peuvent eˆtre proches physiquement. Le duplexeur s’ave`re donc inutile, relaˆchant
ainsi les contraintes de conception de l’e´metteur/re´cepteur.
Le travail effectue´ dans ce manuscrit de the`se exploite les techniques de diversite´ spatiale.
2.3.2.2 Filtrage spatial et traitement du signal spatial
L’un des avantages de la mise en paralle`le de syste`mes en phase est sa capacite´ d’atte´nuer de manie`re
significative les interfe´rences dans les directions non de´sire´es a` partir d’antennes e´le´mentaires avec un angle
d’ouverture important (Chapitre I). Le diagramme de rayonnement en re´ception d’un re´seau est obtenu en
multipliant celui d’une antenne unitaire par le facteur de re´seau. Le diagramme de rayonnement est ainsi
conforme´ dans la direction de l’angle d’incidence de´sire´, les signaux incidents correspondant aux autres angles
sont supprime´s : c’est le principe du filtrage spatial.
De plus, il est possible de ponde´rer l’excitation de chacune des antennes constituant le re´seau pour abaisser
les lobes secondaires tout en gardant la meˆme amplitude du signal dans la direction de´sire´e : c’est le principe
du traitement du signal spatial.
2.3.2.3 Techniques adaptatives du traitement du signal (Adaptive Processing Techniques)
Les techniques adaptatives du traitement du signal ont pour objectif d’ame´liorer les performances du
re´cepteur en modifiant ses caracte´ristiques, donc en agissant sur les signaux tout le long de leur propagation.
La multiplicite´ des antennes a` la re´ception permet d’utiliser des techniques de combinaison des diffe´rentes
copies de l’information pour surmonter les proble`mes de distorsions et d’e´vanouissement que subit le signal
lors de la transmission. Il existe diffe´rentes techniques de diversite´ spatiale, a` savoir [79] :
– Combinaison par se´lection (SC – Switched/Selection Combining)
La diversite´ par se´lection consiste a` se´lectionner la voie avec le meilleur rapport signal a` bruit (SNR –
Signal to Noise Ratio). Cette technique pre´sente l’avantage d’eˆtre facile a` imple´menter mais elle ne tire
pas profit des diffe´rents signaux rec¸us.
– Diversite´ par re´troaction (Feedback/scanning diversity).
Sur une se´quence fixe, on compare les diffe´rents signaux a` un seuil. Celui qui de´passe ce seuil devient le
signal de´sire´ jusqu’a` ce qu’il chute a` nouveau. A ce moment-la`, le processus de recherche recommence.
Par rapport aux autres me´thodes, l’erreur engendre´e par celle-ci est moindre mais son inte´gration est
complexe.
– Combinaison par maximisation du ratio (MRC – Maximal Ratio Combining)
La diversite´ par maximisation du ratio consiste a` mettre en phase, a` ponde´rer et enfin a` additionner les
diffe´rentes copies du signal rec¸u par les antennes de re´ception. Cette strate´gie produit un SNR moyen
correspondant a` la somme de tous les SNRs. Le SNR obtenu est raisonnable meˆme en l’absence de
signal sur l’un des chemins du fait d’une ponde´ration correcte des diffe´rentes branches et que tous les
signaux soient en phase.
– Combinaison a` gain e´gal (EGC — Equal-Gain Combining)
La diversite´ a` gain e´gal revient a` additionner les diffe´rentes copies du signal rec¸u par les antennes de
re´ception. Cette me´thode est similaire a` la pre´ce´dente hormis le fait que l’on ne ponde`re pas les branches.
On arrive tout de meˆme a` avoir un SNR acceptable malgre´ des entre´es “confuses”. Les performances
de cette me´thode sont infe´rieures a` celles de la me´thode pre´ce´dente.
Ainsi, la comparaison des SNRs des principales techniques de combinaison est donne´e par l’e´quation 2.3.9.
SNRMRC > SNREGC > SNRSC (2.3.9)
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Pour conclure, la technique retenue est celle qui consiste a` ame´liorer le rapport signal a` bruit (combinaison
par maximisation du ratio). Le syste`me est ainsi apte a` recevoir des signaux a` faible puissance et de les
traiter en minimisant le bruit et en apportant du gain. La re´jection des interfe´rences se fait par une ade´quate
ponde´ration via le LNA et le de´phaseur.
2.3.3 Ame´lioration du rapport signal a` bruit (SNR)
Pour une sensibilite´ donne´e d’un re´cepteur unitaire, la formulation du SNR en sortie (SNRout, dB , Equa-
tion 2.3.10) ne peut pas eˆtre applique´ directement a` la mise en paralle`le de plusieurs re´cepteurs.
SNRout, dB = SNRin, dB +NF (2.3.10)
Conside´rons la mise en paralle`le de n chemins unitaires (Figure 2.3.2).
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Figure 2.3.2 – Ame´lioration du SNR de la mise en paralle`le de re´cepteurs.
La somme cohe´rente des signaux d’entre´e est donne´e par l’e´quation 2.3.11.
Sout = n
2G1G2 Sin (2.3.11)
La contribution en bruit de l’antenne est fixe´e par la tempe´rature de l’objet vers laquelle elle pointe.
Lorsque les sources de bruit des antennes sont de´corre´le´es, la puissance totale du bruit est exprime´e par
l’e´quation 2.3.12.
Nout = n (Nin +N1)G1G2 +N2G2 (2.3.12)
En comparaison avec celui du chemin unitaire, le SNR en sortie d’un re´seau s’ame´liore d’un facteur allant
de n a` n² en fonction des contributions en bruit et en gain des diffe´rents e´tages. Ainsi, le facteur de bruit de
la mise en paralle`le de n chemins unitaires vaut (Equation 2.3.13) :
F =
n (Nin +N1)G1G2 +N2G2
nG1G2 Sin
(2.3.13)
F = n
SNRin
SNRout
(2.3.14)
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On retient que, pour un NF donne´, la sensibilite´ d’un re´cepteur constitue´ de la mise en paralle`le de n
chemins augmente de 10 log (n) par rapport a` celle d’un chemin unitaire.
Le facteur de bruit de la mise en paralle`le de re´cepteurs peut eˆtre affecte´ par la ponde´ration du re´seau
(wk pour le k
e`me chemin) et est donne´ par l’e´quation 2.3.15.
F =
(
∑
wk)
2∑
w2k
SNRin
SNRout
(2.3.15)
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2.4.1 Diffe´rentes fac¸ons de combinaison du signal
Pour combiner en phase plusieurs signaux, il existe cinq fac¸ons de proce´der : de manie`re passive et active
au niveau de l’e´tage RF (RF passive/active Phase Shifting architecture), au niveau de l’oscillateur local (LO
Phase Shifting architecture), au niveau de l’e´tage FI ou en bande de base (IF or baseband Phase Shifting
architecture) et en nume´rique (Digital Array Phase Shifting architecture).
2.4.1.1 Combinaison par la voie RF (Passive/Active RF Phase Shifting architecture)
Architecture Passive RF Phase Shifting
L’architecture Passive RF Phase Shifting est illustre´e Figure 2.4.1 [62]. Les de´phaseurs ou les e´le´ments de
retard temporels sont place´s directement apre`s les antennes. Apre`s ce de´phasage ou ce de´calage temporel, la
somme des signaux se fait via un re´seau de combinaison et est injecte´ dans le LNA en aval.
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Figure 2.4.1 – Architecture Passive RF Phase-
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Figure 2.4.2 – Architecture Active RF Phase-
Shifting
Pour les applications large bande, la compensation temporelle peut eˆtre re´alise´e avec des e´le´ments a` retard
temporel (des lignes de transmission par exemple dont la longueur effective est ajuste´e e´lectroniquement) [83]
seulement avant le premie`re descente en fre´quence.
Cette architecture pre´sente l’avantage d’eˆtre peu sensible aux fortes interfe´rences dans la bande. En the´orie,
les interfe´rences sont abaisse´es et le niveau de puissance du signal rec¸u a augmente´ a` la sortie du bloc de
combinaison, relaˆchant ainsi les contraintes de line´arite´ et de bruit (donc de dynamique) sur ce dernier ainsi
que sur les blocs an aval.
Le principal inconve´nient de ce type d’architecture re´side dans la conception de de´phaseurs en technologie
CMOS faible couˆt et faible consommation. En effet, la topologie passive pre´sente d’importantes pertes (avec
un facteur de bruit correspondant a` la valeur absolue de ses pertes) alors que les signaux rec¸us sont tre`s faibles,
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tandis que la topologie active doit eˆtre suffisamment line´aire pour re´ceptionner les fortes interfe´rences. Ainsi,
ce de´phaseur, constituant le premier e´le´ment de la chaˆıne de re´ception (avec un facteur de bruit non optimise´),
de´grade fortement le facteur de bruit total du syste`me et donc la sensibilite´ du re´cepteur, ce qui n’est pas
compatible avec l’application vise´e.
Architecture Active RF Phase Shifting
L’architecture Active RF Phase Shifting est pre´sente´e Figure 2.4.2 [62]. Dans cette architecture, les de´phaseurs
ou les e´le´ments a` retard temporel sont place´s apre`s les LNAs. Le fait d’utiliser plusieurs LNAs accroˆıt la
consommation en puissance du syste`me. Cependant, graˆce au gain du LNA, il n’est pas ne´cessaire d’opti-
miser les de´phaseurs pour limiter les pertes. Le controˆle de l’amplitude peut eˆtre effectue´ a` l’aide de VGA
(Variable Gain Amplifier). Le traitement spatial du signal sur la voie RF relaˆche les exigences en dynamique
du me´langeur et des blocs en aval. Le principal de´fi d’une telle architecture est de concevoir des de´phaseurs
compacts, line´aires, large bande et avec de faibles pertes.
2.4.1.2 Combinaison par la voie IF (IF/baseband Phase Shifting architecture)
L’architecture IF/baseband Phase Shifting est illustre´e Figure 2.4.3 [62]. Tous les signaux sont donc trans-
pose´s a` une fre´quence interme´diaire (ou en bande de base) avec la meˆme phase au niveau des oscillateurs
locaux et injecte´s dans une unite´ de traitement du signal (DSP – Digital Signal Processor) graˆce a` un
convertisseur analogique-nume´rique (ADC – Analog-to-Digital Converter). L’inconve´nient d’une telle struc-
ture re´side dans le fait que seule la phase de la porteuse est compense´e correctement. Cette compensation du
retard temporel provoque un de´se´quilibre de la phase entre les diffe´rentes voies du fait du me´lange avec les
signaux de l’oscillateur local. Le de´phasage par la voie IF convient donc uniquement pour les modulations a`
bande e´troite.
Plus l’e´tape de de´phasage a lieu en aval le long du re´cepteur, plus le bruit et la consommation du syste`me
total augmentent. En effet, la chaˆıne de re´ception unitaire (LNA, Me´langeur, Oscillateur) est re´plique´ plu-
sieurs fois, ce qui fait exploser le budget de consommation du syste`me. De plus, les blocs se trouvant avant
la combinaison doivent avoir une dynamique suffisante pour ge´rer les interfe´rences, ce qui accroˆıt la consom-
mation en puissance.
En comparaison avec les de´phaseurs de l’architecture RF Phase Shifting, les de´phaseurs IF pre´sentent moins
de pertes et une consommation en puissance plus faible a` cause d’une plus faible fre´quence de travail. Ce-
pendant, les dimensions des composants passifs (inductances, capacite´s...) utilise´s lors de la conception des
de´phaseurs sont inversement proportionnelles a` la fre´quance de travail. Ainsi, la surface occupe´e pour le
de´phasage IF est plus importante que celle du de´phasage RF. Toutes ces remarques sont aussi valables pour
un de´phasage en bande base.
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2.4.1.3 Combinaison par la voie nume´rique (Digital Phase Shifting architecture)
L’architecture Digital Phase Shifting est pre´sente´e Figure 2.4.4. Le controˆle de l’amplitude et de la phase
sont re´alise´s dans le domaine nume´rique. En utilisant le DSP, le traitement spatial du signal est effectue´
graˆce a` une multitude d’algorithmes, sugge´rant ainsi une topologie reconfigurable. Cependant, la surface
d’inte´gration est importante du fait que l’on duplique n fois le re´cepteur unitaire. A cela s’ajoute la consom-
mation importante des ADC s, faisant ainsi exploser le budget de consommation du syste`me. Un autre de´fi
se´rieux concerne la conception du DSP high-speed high-throughput data I/O qui est un frein pour avoir la
bande de fre´quence requise.
2.4.1.4 Combinaison par la voie OL (LO Phase Shifting architecture)
L’architecture LO Phase Shifting est pre´sente´e Figure 2.4.5. Elle consiste a` mettre en phase les diffe´rents
signaux rec¸us en inse´rant des de´phaseurs sur la voie OL.
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Figure 2.4.5 – Architecture LO Phase-Shifting
Il est possible de controˆler l’amplitude du chemin unitaire en inse´rant des amplificateurs variables au
niveau des e´tages FI ou RF. Puisque le me´lange du signal RF avec le signal OL se traduit par une soustraction
de leurs phases, le de´phasage du signal OL pour chaque canal est e´quivalent a` un de´phasage du signal RF.
Les de´phaseurs n’e´tant plus sur la voie RF, leurs performances en termes de non-line´arite´s, de bruit et de
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pertes ont un impact moindre sur le syste`me complet et ne de´grade donc pas directement la sensibilite´ et
la se´lectivite´ spatiale. Quant aux fortes interfe´rences, en the´orie, elles sont supprime´s apre`s la combinaison
des signaux suite a` la descente en fre´quence. Cependant, le me´langeur doit avoir une dynamique suffisante
pour ge´rer les interfe´rences, ce qui requiert habituellement une importante dissipation d’e´nergie. Quant a` son
inte´gration en silicium, elle est inte´ressante du fait de la possibilite´ d’utiliser des syste`mes de ge´ne´ration et
de distribution de multiples phases [64].
2.4.2 Topologie de l’architecture retenue
Le tableau 2.2 re´sume le degre´ d’exigence concernant le de´phaseur, l’ADC, la dynamique du re´cepteur, le
reconfigurabilite´ du syste`me et sa consommation en puissance.
Table 2.2 – Comparatif des exigences de la mise en paralle`le de re´cepteurs unitaires
RF IF/baseband Digital LO
Phase Shifting Phase Shifting Phase Shifting Phase Shiting
line´arite´ du de´phaseur e´leve´ aucun – faible
exigences de l’ADC faible/mode´re´ severe e´leve´ faible/mode´re´
dynamique e´leve´ faible – e´leve´
reconfigurabilite´ e´leve´ faible – e´leve´
consommation en puissance mode´re´ e´leve´ severe e´leve´
Pour notre e´tude, l’architecture retenue est connue sous le nom de LO Phase Shifting architecture, ou`
la compensation de la phase se fait au niveau de l’oscillateur local. En effet, cette dernie`re offre le meilleur
compromis en terme line´arite´, de gain et de bruit.
2.5 Ele´ments d’une chaˆıne de re´ception
A travers le tour d’horizon des architectures de re´cepteur (paragraphe 2.2.2), on distingue les briques
e´le´mentaires les constituant, a` savoir : l’amplificateur faible bruit (LNA – Low Noise Amplifier), le me´langeur
(mixer), le synthe´tiseur de fre´quence, le filtre, le de´phaseur et le combineur (en courant/tension/puissance).
Dans ce chapitre, on de´finit non seulement le roˆle de chacun de ces blocs RF mais aussi les principales
caracte´ristiques permettant d’e´valuer leurs performances. Un e´tat de l’art des blocs RF intervenant dans le
premier de´monstrateur est effectue´ afin de choisir la topologie de chaque brique e´le´mentaire qui convient le
mieux possible pour l’application vise´e.
2.5.1 Antenne
L’antenne constitue le premier e´le´ment d’une chaˆıne de re´ception et joue le roˆle d’interface entre l’espace
libre et l’entre´e du re´cepteur. On rappelle ces principales caracte´ristiques, a` savoir : la largeur de bande, le
gain, l’efficacite´ du rayonnement, la largeur du faisceau, l’efficacite´ du faisceau, les pertes de rayonnement,
les pertes re´sistives...
Dans ce chapitre, on ne s’attarde pas sur les antennes car elles ont fait l’objet du chapitre I de ce pre´sent
manuscrit.
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2.5.2 Amplificateur faible bruit (LNA – Low Noise Amplifier)
L’amplificateur faible bruit ( ou LNA – Low Noise Amplifier) fait partie de l’un des premiers blocs d’une
chaˆıne de re´ception, ge´ne´ralement place´ apre`s le filtre de canal. Son roˆle est d’amplifier le signal (ge´ne´ralement
de tre`s faible puissance) rec¸u par l’antenne sans le de´former et en y ajoutant le moins de bruit possible.
Les diffe´rentes topologies d’amplificateurs faible bruit se distinguent de par le type d’impe´dance pre´sente´e en
entre´e (Zin) sachant que l’adaptation d’entre´e en impe´dance est une e´tape primordiale lors de la conception de
LNAs afin de garantir le meilleur compromis possible entre le gain et le facteur de bruit [61]. Les spe´cifications
attendues pour le LNA, compte tenu de l’e´tat de l’art et du bilan de liaison du chapitre I sont re´sume´es dans
le tableau 2.3 ci-dessous.
Table 2.3 – Performances attendues du LNA
Parame`tres Valeurs
Fre´quence RF 11.7 GHz
Gain (S21) 21 dB
NF < 2 dB
IIP3 -10 dBm
Consommation < 10 mA sous 1.2 V
2.5.2.1 LNA a` terminaison re´sistive (Resistive termination LNA)
L’adaptation d’impe´dance d’entre´e, ge´ne´ralement sur 50Ω, d’un amplificateur a` terminaison re´sistive
s’effectue en faisant varier la re´sistance R (Figure 2.5.1), comme le montre l’e´quation 2.5.1 ci-dessous [60] :
Zin =
R
1 + j RCgs ω
(2.5.1)
ou`, Cgs : Capacite´ Grille-Source du transistor NMOS ; ω : = 2pi f
CgsR
Zin
Figure 2.5.1 – Amplificateur a` terminaison
re´sistive
Zin DS
Figure 2.5.2 – Amplificateur a` terminaison
1/gm
Une telle topologie est limite´e aux applications avec une fre´quence de travail telle que la capacite´ Cgs
du transistor MOS ait une influence ne´gligeable. Par ailleurs, les performances en bruit d’une telle structure
sont mauvaises du fait de la pre´sence de la re´sistance re´elle a` son entre´e. En effet, le facteur de bruit pour
un LNA a` terminaison re´sistive (Figure 2.5.1) est exprime´ l’e´quation 2.5.2 ci-dessous [85] :
F = 1 +
RS
Rp
(2.5.2)
ou`, RS : Re´sistance de la source d’entre´e ; Rp : Re´sistance paralle`le
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Ainsi, si RS = Rp, le facteur de bruit en dB vaut 3 dB. On comprend aise´ment que cette topologie de
LNA ne convient pas a` notre e´tude. A titre d’exemple, le facteur de bruit en dB de ce type de LNA est de
6 dB a` 770 MHz [52].
2.5.2.2 LNA a` terminaison 1/gm (1/gm termination LNA)
Le principe du LNA a` terminaison 1/gm est illustre´ Figure 2.5.2 ci-dessus [60]. Cette solution est plus com-
pacte que celle a` terminaison re´sistive car l’adaptation d’impe´dance d’entre´e est effectue´e par l’interme´diaire
de la transconductance gm du transistor telle que (Equation 2.5.3) :
Zin =
1
gm
⇒ gm = 20mS siZin = 50 Ω (2.5.3)
Cependant, le principal inconve´nient de cette topologie est le fait qu’il faille adapter en jouant sur gm, ce
qui fixe alors la consommation et cela ne convient donc pas pour des applications de faible consommation.
De plus, cette structure en 1/gm est plus approprie´e pour les transistors bipolaires que pour les transistors
CMOS pour avoir de bonnes performances en bruit [60].
Un exemple de LNA grille commune (Current-reused CG-LNA), utilisant la terminaison 1/gm est repre´sente´
Figure 2.5.3 [54].
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Les expressions de son impe´dance d’entre´e (Zin, CG) et du facteur de bruit (FCG) sont illustre´s par les
e´quations 2.5.4 et 2.5.5 respectivement :
Zin, CG =
ro1
1 + gm1 ro1
+
ro2 +Rd
(1 + gm1 ro1) (1 + gm2 ro2)
+ j
1
1 + gm1 ro1
[
ω0 Lm2 −
(
ro2 +Rd
1 + gm2 ro2
)2
ω0Cgs2
]
(2.5.4)
FCG = 1 +
γ1
α1
[
1
gm1Rs
+ η21 (ω0) gm1Rs + 2 η1 (ω0)
]
+ δ1η1 (ω0) gm1Rs (2.5.5)
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ou`,
Cds, Cgd, Cgs, gm, ro : e´le´ments intrinse`ques du transistor NMOS (Figure 2.5.4 (a))
Ld, Lg, Ls, gdo, Rd, Rg, Rs : e´le´ments extrinse`ques du transistor NMOS (Figure 2.5.4 (a))
Cjd, Cbk, Rbk : e´le´ments parasites du substrat (Figure 2.5.4 (a))
η (ω) ≈ α5
(
ω
ωt
)2
≈ gggm avec gg =
ω2 C2gs
5 gd0
: conductance de grille
γ : bruit thermique du canal
Avec une telle structure de LNA, le facteur de bruit en dB est de l’ordre de 4.3 dB@15.2 GHz [54], ce qui
ne convient pas pour l’application vise´e ou` l’on exige un facteur de bruit en dB infe´rieur a` 2 dB (Tableau 2.4).
Table 2.4 – Performances du LNA a` terminaison 1/gm [54]
Parame`tres Valeurs
Technologie CMOS 130 nm
Fre´quence RF 15.3 GHz
Gain en puissance 10.3 dB
NF 4.3 dB
IIP3 -5 dBm
Consommation 4.5 mA sous 1.3 V
2.5.2.3 LNA a` contre-re´action re´sistive (Shunt-series feedback LNA)
Le principe du LNA a` contre-re´action re´sistive est illustre´ Figure 2.5.5 [60]. La re´sistance R1 constitue
le circuit de contre-re´action, assurant l’adaptation d’impe´dance en entre´e via le gain du transistor (Equa-
tion 2.5.6) :
Zin =
1
j Cgs ω +
1−µ
R1
(2.5.6)
ou`, µ : gain du transistor NMOS
Cgs
Zin
Cds
R1
Figure 2.5.5 – Amplificateur a` contre-re´action
re´sistive
Cgs
LS
Lg
Zin
Figure 2.5.6 – Amplificateur a` de´ge´ne´rescence
inductive
Cette structure aboutit a` un LNA avec un facteur de bruit en dB important car il s’agit d’un amplificateur
large bande qui inte`gre le bruit sur toute la largeur de bande. De plus, la re´sistance de contre-re´action ame`ne
sa contribution sous forme de bruit thermique. Cette contre-re´action est tre`s ne´faste car elle rame`ne en entre´e
le bruit de la sortie de l’amplificateur. Par exemple, le facteur de bruit en dB est de l’ordre de 3 dB@12 GHz
[53].
En guise d’illustration de la topologie re´sistive, un shunt-shunt feedback LNA ainsi que son sche´ma
e´quivalent petit signal sont pre´sente´s Figures 2.5.7 et 2.5.8 respectivement [84].
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CB3
Vbias1
M1
Vout
CB1
Vdd
RB1
Vin
Rs
RLCB2RF
Figure 2.5.7 – LNA shunt-shunt feedback
Cgsiin
Vin
gmvin
RF
Rs RL
Vout
Figure 2.5.8 – Sche´ma petit signal du LNA
shunt-shunt feedback
Son impe´dance d’entre´e (Zin,FB) et son facteur de bruit (FFB) sont donne´s par les e´quations 2.5.7 et 2.5.8
respectivement [84] :
Zin, FB =
(Rs || RF )
1 + a f
' Rs
1 + a f
(2.5.7)
ou`, a = − (Rs | RF ) gm (RL || RF ) f = − 1RF
FFB = 1 +
γgm
Rsgm
+
1
RsRLg2m
+
4Rs
RF
(
−1
1 + RF+Rs(1+gmRs)RL
)2
(2.5.8)
Par ailleurs, le gain large bande, induit par la charge re´sistive du circuit, implique une consommation
importante (> 10mW ), ce qui est contraignant pour les applications faible consommation (Tableau 2.5).
Cette topologie pre´sente des limitations en fre´quence car l’association de la re´sistance R1 de la contre-re´action
avec la capacite´ Cds pre´sente un poˆle de coupure qui re´duit la fre´quence de fonctionnement.
Table 2.5 – Performances du LNA a` terminaison a` contre-re´action re´sistive [84]
Parame`tres Valeurs
Technologie CMOS 90 nm
Fre´quence RF 0.5-7 GHz
Gain en tension 22 dB
NF 2.3-2.9 dB
IIP3 -10.5 dBm@5.8 GHz
Consommation 10 mA sous 1.2 V
2.5.2.4 LNA a` de´ge´ne´rescence inductive (Inductive degeneration LNA)
Le LNA a` de´ge´ne´rescence inductive est pre´sente´e Figure 2.5.6 [60]. L’adaptation d’impe´dance d’entre´e se
fait par l’interme´diaire de l’inductance de grille Lg qui va annuler la capacite´ Cgs a` la fre´quence de travail.
L’inductance de source Ls, vue comme une impe´dance re´elle graˆce a` l’effet transistor [86], permet de finaliser
l’adaptation en impe´dance (Equation 2.5.9) :
Zin =
gm
Cgs
Ls + j
[
(Ls + Lg) ω − 1
Cgs ω
]
(2.5.9)
Avec cette structure, il est possible de trouver un compromis entre une optimisation en impe´dance d’entre´e
et en bruit, permettant ainsi d’avoir un bon gain en tension et un faible facteur de bruit [78, 90]. De plus, cette
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topologie est compatible avec les contraintes de faible consommation et de basse tension [72]. Cependant, cette
structure pre´sente un inconve´nient majeur qui re´side dans l’utilisation de fortes inductances encombrantes.
Une solution pour diminuer la valeur de ces inductances serait d’ajouter entre la grille et la source du transistor
un capacite´ Cex afin d’augmenter la capacite´ e´quivalente en entre´e et ainsi re´duire la valeur de l’inductance
de grille Lg [80].
2.5.2.5 LNA a` contre-re´action active (Shunt shunt active Feedback LNA)
Le LNA a` contre-re´action active est une version ame´liore´e du LNA a` contre-re´action re´sistive. La boucle
de contre-re´action (transistors M2 et MBias) assure l’adaptation de l’impe´dance d’entre´e sans que l’on ait
recours a` d’encombrantes inductances de grille et de source.
M2
IN
Vdd
RLOAD
M1
MBias
CGS
Mcas
OUT
COUT
Figure 2.5.9 – Sche´matique Shunt shunt active
Feedback LNA [49]
RLOAD
gm1vin
CGS
IN OUT
gm2(vout-vin)
Figure 2.5.10 – Sche´ma e´quivalent petit signal
de Shunt shunt active Feedback LNA [82]
Les expressions de l’impe´dance d’entre´e (Zin, active SSFB) et du facteur de bruit (Factive SSFB , dans les
conditions d’adaptation d’impe´dance) sont donne´es par les e´quations 2.5.10 et 2.5.11 respectivement [49, 82] :
Zin, active SSFB =
1
gm2 (1 + gm1RLoad) + sCgs
(2.5.10)
Factive SSFB = 1 +
γ1
gm1 Rs
+
γ2
1 +Av
+
1
gm1 RsAv
+ γBias gmBias ou`, Av = gm1 RLoad (2.5.11)
En observant ces expressions, pour minimiser le facteur de bruit, il faut une grande valeur de gm1 ; ce
qui le diffe´rencie comple`tement du LNA a` de´ge´ne´rescence inductive ou` le facteur de bruit est proportionnel
a`
(
f
ft
)2
. De plus, l’adaptation d’impe´dance se fait a` travers un choix judicieux de Av et gm2 . Ainsi, malgre´
un calibrage fastidieux et pre´cis de la boucle de contre-re´action positive, il est possible d’avoir une bonne
adaptation d’impe´dance en entre´e sans utiliser d’encombrantes inductances tout en ayant un facteur de bruit
acceptable (Tableau 2.6).
Cette minutieuse et fastidieuse polarisation des transistors et une adaptation non optimale de l’impe´dance
de bruit nous ame`ne a` e´carter cette topologie du LNA malgre´ sa compacite´ et sa consommation raisonnable.
On pre´sente quand meˆme les simulations au niveau sche´matique pour appuyer notre de´cision finale quant au
choix de la structure du LNA (Tableau 2.6).
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Table 2.6 – Performances du LNA a` contre-re´action active
Parame`tres Litte´rature [49] Simulation au niveau transistor
Technologie CMOS 90 nm CMOS 65 nm
Fre´quence RF 0-22.1 GHz 11.7 GHz
Gain (S21) 10.7 dB 9.8 dB
(ReZopt ; ImZopt)* – (54.5 ;-37.4)Ω
NFmin – 2.1 dB
NF > 4.3 dB 2.5 dB
IIP3 -6.1 dBm@18 GHz -2 dBm
Consommation 7 mA sous 1.2 V 10.4 mA sous 1.2 V
* (ReZopt ; ImZopt) : (Partie Re´elle ; Partie Imaginaire) de l’impe´dance de bruit
2.5.2.6 Comparatif et choix de la structure retenue
Comparatif des topologies classiques de LNA
La comparaison des diffe´rentes topologies du LNA (Tableau 2.7) a pour but de de´terminer celle qui pourrait
eˆtre le candidat ide´al pour e´valuer les potentialite´s de la technologie CMOS 65 nm faible couˆt sous contrainte
de faible bruit et de faible consommation.
Table 2.7 – Comparatif des topologies classiques de LNA [60]
terminaison re´sistive / Mauvaises performances en bruit
(dues a` la re´sistance re´elle en entre´e)
terminaison 1/gm / Plus approprie´e pour les transistors bipolaires
pour avoir de bonnes performances en bruit
terminaison a` contre-re´action re´sistive / Consommation e´leve´e pour un facteur de bruit
similaire aux autres topologies
terminaison a` de´ge´ne´rescence inductive ,Inductance de source pour ge´ne´rer
la partie re´elle de l’impe´dance,Bonnes performances en bruit,Bonne isolation inverse,Possibilite´ d’avoir un fort gain
La structure a` terminaison re´sistive re´pond aux contraintes de forte inte´gration (avec e´ventuellement des
inductances exte´rieures) mais n’est pas adapte´e aux fre´quences e´leve´es avec une de´gradation significative du
facteur de bruit.
La terminaison en 1/gm pre´sente de bonnes performances en line´arite´ et en gain mais ne convient pas aux
applications de faible consommation. Cependant, elle permet d’avoir de bonnes performances en bruit avec
une technologie bipolaire.
La consommation excessive est un frein quant a` l’utilisation de la topologie a` contre-re´action re´sistive pour
avoir un facteur de bruit similaire aux autres structures.
La structure a` de´ge´ne´rescence inductive s’ave`re donc eˆtre le meilleur candidat pour des applications a` faible
consommation et a` faible bruit. De plus, au dela` de la dizaine de GHz, les inductances de grille et de source
sont assez compactes, ce qui facilite l’adaptation en entre´e et aboutit donc a` un layout compact.
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Etude de la structure retenue : LNA cascode traditionnel
Le choix de la topologie retenue pour le LNA de ce premier prototype est le cascode traditionnel (Fi-
gure 2.5.11) [80, 86]. On a pris l’initiative d’optimiser cette structure en impe´dance de bruit pour qu’elle soit
non seulement a` l’e´tat de l’art mais e´galement avec la plus faible valeur de facteur de bruit en dB possible
pour s’approcher des exigences en bruit de l’application vise´e [93]. Afin de satisfaire le fort gain pour diminuer
l’impact en bruit des blocs apre`s le LNA sur le facteur de bruit total du syste`me, on y ajoute un second e´tage
(Chapitre IV).
Cin
Lo
Mcas
M1
RFIn
LS
Lg
Cf
Vbias
RFout
Vdd
Co
Figure 2.5.11 – LNA cascode a` gain et bruit
optimise´s
Rg
LS
LgVin
gg Cgs Vgs
2
ngi
gm.Vgs
iout
2
ndi
Figure 2.5.12 – Sche´ma e´quivalent petit signal
du LNA cascode (sans Mcas) [118]
Le LNA cascode traditionnel est constitue´ de l’empilement de deux transitors (M1 et Mcas) afin de dimi-
nuer l’effet Miller de la capacite´ Cgd du transistor M1 et ainsi ame´liorer le gain du cascode [60]. L’inductance
de grille Lg permet l’adaptation en bruit et en impe´dance d’entre´e, l’inductance de source Ls finalise l’adap-
tation en impe´dance d’entre´e et l’inductance de drain Lo fixe la bande de fonctionnement du LNA et participe
a` l’adaptation de sortie.
Le sche´ma petit signal du cascode avec une de´ge´ne´rescence inductive (Figure 2.5.12) permet d’exprimer
l’impe´dance d’entre´e selon l’e´quation 2.5.12 suivante, sachant que la capacite´ Cgd est ne´glige´e [43] :
Zin ≈
1
sCgs
+ s (Ls + Lg) +
gm Ls
Cgs
+ rLg (2.5.12)
Quant au facteur de bruit, il est e´value´ graˆce l’e´quation 2.5.13 suivante [43] :
F ≈ 1 + rLg + rt
Rs
+ Γα gmM1Rs
(
1 +
gmMcas
10 gmM1
)(
f
ft
)2
(2.5.13)
ou`,
Γ = γ gd0αgm rLg =
Lg ω
QLg
α = 1 +
gmb
gm
RL : Re´sistance de charge
rt = rg + rs + ri : re´sistance totale de grille,
incluant le bruit de la grille
Un compromis doit eˆtre trouve´ afin d’optimiser simultane´ment le facteur de bruit et l’impe´dance d’entre´e
du cascode. A titre d’exemple, un LNA avec une de´ge´ne´rescence inductive (avec deux e´tages) pre´sente un
facteur de bruit en dB de 3.3 dB et un gain de 12 dB dans la bande X/Ku (Tableau 2.8) [43].
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Table 2.8 – Performances du LNA a` de´ge´ne´rescence inductive [43]
Parame`tres Valeurs
Technologie CMOS 180 nm
Fre´quence RF 11 GHz
Gain en puissance 12 dB
NF 3.3 dB
IIP3 +5 dBm
Consommation 18 mA sous 1.8 V
2.5.3 Me´langeur pour la descente en fre´quence (down converter mixer)
2.5.3.1 De´finition et principe de la translation de fre´quence du me´langeur
Le me´langeur (Mixer) a pour fonction la transposition en fre´quence du signal RF, soit vers une fre´quence
plus haute (up-converter), soit a` une fre´quence plus basse (down-converter). Dans le cas d’une chaˆıne de
re´ception, le signal rec¸u de fre´quence RF (fRF ) est transpose´ a` une fre´quence interme´diaire plus basse
(fFI) graˆce a` la fre´quence d’un oscillateur local (fOL) telle que fFI = fRF − fOL, comme cela est illustre´
Figure 2.5.13.
fRF ffOL
mélangeur
ffRFfOLfRF-fOL fRF+fOL
Port FI
Disparition de 
OL et RF
fRF
fOL
fFI
Figure 2.5.13 – Spectre d’un me´langeur ide´al
Dans ce paragraphe, on pre´sente les deux types de me´langeurs (les me´langeurs actifs et les me´langeurs
passifs) afin de justifier le choix de la topologie compatible avec l’application vise´e. Les spe´cifications attendues
du me´langeur sont illustre´es dans le tableau 2.9 ci-dessous.
Table 2.9 – Performances attendues du me´langeur
Parame`tres Valeurs
Fre´quence RF 11.7 GHz
Fre´quence FI 1.1 GHz
Gain de conversion 10 dB
DSB NF 9 dB
ICP1 -15 dBm
Consommation faible
2.5.3.2 Caracte´ristiques spe´cifiques au me´langeur
Les principales caracte´ristiques spe´cifiques du me´langeur sont : le gain de conversion, le facteur de bruit
et les isolations entre chacune des paires des ports.
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Gain de conversion du me´langeur
Le gain de conversion en tension Gv est de´fini comme e´tant le rapport entre la tension efficace du signal
FI et la tension efficace du signal RF. Comme les deux signaux RF et FI sont centre´s autour de fre´quences
diffe´rentes, on parle alors de gain de conversion [85].
Par similitude, le gain de conversion en puissance correspond au rapport entre la puissance PFI rec¸ue par la
charge et la puissance PRF de´livre´e par la source. Notons que GP = G
2
V si l’impe´dance d’entre´e et l’impe´dance
de charge du me´langeur sont e´gales a` l’impe´dance de la source [85].
Facteur de bruit du me´langeur
La translation de fre´quence et l’architecture retenue (he´te´rodyne ou homodyne) engendrent une certaine
confusion lors de la de´termination du facteur de bruit du me´langeur. Pour mieux appre´hender cette nuance,
l’e´tude se fait sur un me´langeur ide´al sans bruit avec un gain unitaire.
– Cas de l’architecture he´te´rodyne
On rappelle que, pour une architecture he´te´rodyne, la descente en fre´quence se fait en deux e´tapes (fRF → fFI
et fFI → fBB). La translation du bruit thermique de la bande utile et de la bande image vers la fre´quence
interme´diaire FI est illustre´e Figure 2.5.14 [85].
ωωOL
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Port RF
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Port FI
ωFI ω
Rs RF
FI
ωOL
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+
-
Figure 2.5.14 – Translation du bruit pour une
architecture he´te´rodyne [85]
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Figure 2.5.15 – Translation du bruit pour une
architecture homodyne [85]
En effet, on constate que l’on re´cupe`re le bruit thermique de la bande de fre´quence du signal mais
e´galement celui de la bande image, comme le montre l’e´quation 2.5.14 suivante [85] :
SNRout =
1
2
SNRin ⇒ FSSB = SNRin
SNRout
= 2 (2.5.14)
Ainsi, pour une architecture he´te´rodyne, le SNR a` la sortie du me´langeur est e´gal a` la moitie´ de celui a`
son entre´e. Autrement dit, un me´langeur ide´al sans bruit a un facteur de bruit en dB de NFSSB = 3 dB. On
parle alors de facteur de bruit Single Side Band (SSB), le signal utile provient d’un seul coˆte´ de la fre´quence
de l’oscillateur local.
– Cas de l’architecture homodyne
Dans le cas d’une architecture homodyne, le signal RF est translate´ directement en bande de base sans
passer par une fre´quence interme´diaire (Figure 2.5.15) [85]. Les rapports signal-a`-bruit en entre´e et en sortie
du me´langeur sont e´gaux, conduisant ainsi a` un facteur de bruit en dB de NFDSB = 0 dB pour un me´langeur
ide´al sans bruit.
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On parle alors de facteur de bruit Double Side Band (DSB), le spectre du signal RF e´tant re´parti des deux
coˆte´s du signal OL.
En re´sume´, le facteur de bruit en dB SSB est supe´rieur de 3 dB par rapport a` celui DSB pour un
me´langeur ide´al sans bruit. Ge´ne´ralement, on de´duit la valeur du facteur de bruit en dB SSB a` partir du
facteur de bruit en dB DSB mesure´ en y ajoutant 3 dB.
Isolation
Une bonne isolation entre chacune des paires des ports du me´langeur est ne´cessaire pour assurer son bon
fonctionnement [85] :
√
OL−RF : Fuites de l’OL vers le LNA voire e´ventuellement vers l’antenne√
RF −OL : Interaction des fortes interfe´rences RF avec l’oscillateur local√
OL− FI : Proble`me de de´sensibilisation des e´tages suivants du fait de la pre´sence
du signal OL a` la sortie FI√
RF − FI : Distorsion d’ordre pair dans les structures homodynes du fait de la pre´sence
d’une fraction du signal RF a` la sortie FI
2.5.3.3 Architectures de me´langeurs passifs
L’architecture simplifie´e d’un me´langeur passif est pre´sente´e Figure 2.5.16 [85].
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Figure 2.5.16 – Sche´ma conceptuel d’un
me´langeur passif
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Figure 2.5.17 – De´veloppement en se´rie de Fou-
rier d’un signal carre´ de pulsation ωOL.
L’interrupteur (un transistor NMOS par exemple) est commande´ par le signal carre´ de la voie OL tel
que :
– lorsque l’interrupteur est ferme´, alors VFI = VRF
– lorsque l’interrupteur est ouvert, alors VFI = 0
Le de´veloppement en se´rie de Fourier f (t) du signal OL est donne´e Figure 2.5.17. On peut de`s lors exprimer
la sortie VFI comme suit (Equation 2.5.15) :
VFI = k VRF f (t) ou` k : atte´nuation lors de la translation du signal vers la fre´quence utile (2.5.15)
Ainsi le signal VFI comporte des composantes aux fre´quences fRF et n fOL ± fRF (n impair), comme cela
est illustre´ sur son spectre (Figure 2.5.18).
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Figure 2.5.18 – Spectre RF, OL et FI du mixer passif basique
Malgre´ sa faible consommation (pas de courant de polarisation), son faible bruit en 1/f et sa bonne
line´arite´, l’inconve´nient majeur du me´langeur passif est l’atte´nuation introduite lors de la translation du
signal RF vers la fre´quence utile [45].
La figure 2.5.19 pre´sente une illustration d’un me´langeur passif subharmonique (subharmonic passive mixer)
[45]. Au lieu d’utiliser le fondamental du signal OL pour effectuer la descente en fre´quence, un tel me´langeur
tire profit des non-line´arite´s du circuit en exploitant la seconde ou la troisie`me harmonique du signal OL. Les
performances de ce me´langeur passif sont re´sume´es dans la figure 2.5.20 ci-dessous [45].
RF / OL
Rg
Ls
Cs
Cg
OL/RF
FI
Vg
Ld
Cd1 Cd2
Figure 2.5.19 – Mixer passif subharmonique
Parame`tres Valeurs
Fre´quence RF 29-31 GHz
Fre´quence FI 0.05-2 GHz
Pertes de conversion 8-12 dB
Puissance OL 9.7 dBm
IIP3 3 dBm
Isolation OL-RF < 30 dB
Figure 2.5.20 – Performances du me´langeur
passif subharmonique [45]
Ainsi, du fait des fortes pertes d’insertion du me´langeur passif (ge´ne´ralement supe´rieures a` 10 dB [45]) et
des exigences en gain et en bruit de l’application vise´e, notre choix se porte donc sur les me´langeurs actifs.
2.5.3.4 Architectures de me´langeurs actifs
Il existe deux types de me´langeurs actifs : les me´langeurs simplement et doublement e´quilibre´s qui diffe´rent
de par le fait que l’entre´e RF est en mode diffe´rentiel ou non diffe´rentiel (single-ended). La comparaison de
ces deux types de me´langeurs actifs conduit au choix de la topologie retenue pour notre de´monstrateur.
Me´langeur simplement e´quilibre´
La structure classique d’un me´langeur simplement e´quilibre´ ainsi que son principe de fonctionnement sont
pre´sente´s Figures 2.5.21 et 2.5.22 respectivement [85]. Elle est constitue´e d’une partie de commutation (avec
les transistors M2 et M3 fonctionnant en interrupteurs) commande´e par le signal OL et permettant ainsi
d’effectuer la translation en fre´quence selon le principe du me´langeur passif. L’e´tage de transconductance
(transistor M1 monte´ en source commune) permet d’avoir suffisamment de gain.
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Figure 2.5.21 – Me´langeur actif simplement
e´quilibre´
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Figure 2.5.22 – Principe de fonctionnement du
me´langeur actif simplement e´quilibre´
Le signal FI est exprime´ en fonction du signal OL comme suit, sachant que iRF repre´sente la composante
petit signal du courant de drain du transistor M1 (Equation 2.5.16) :Si VOL > 0, alors M2 est passant et M3 est bloque´ et VFI = −RD iRF = −RD gm1 VRFSi VOL < 0, alors M2 est bloque´ et M3 est passant et VFI = RD iRF = RD gm1 iRF
Ainsi,
VFI = ±RD gm1 VRF (2.5.16)
On aboutit donc a` la multiplication du signal RF par un signal carre´ prenant alternativement les valeurs
de +1 et −1 au rythme du signal OL, ce qui engendre une translation en fre´quence similaire a` celle des
me´langeurs passifs mais avec un gain de RD gm1 .
Le me´langeur simplement e´quilibre´ convient parfaitement lorsque le signal RF est non diffe´rentiel. Ce-
pendant, il pre´sente les inconve´nients suivants :
– un proble`me d’isolation entre la voie OL et FI
En effet la paire diffe´rentielle (M2 et M3) amplifie le signal OL.
– une sensibilite´ au bruit ge´ne´re´ par l’oscillateur local
L’expression du facteur de bruit en dB (SSBNF ) pour le me´langeur simplement e´quilibre´ est donne´e par
l’e´quation 2.5.17 suivante [94] :
SSBNF = 10 log
 α
c2
+
(γ1 + rg1 gm1)α gm1 + 2 γ2G+ (ROL + 2 rg2)G
2 +
(
1
RL
)
Rs c2 (gm1)
2
 (2.5.17)
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ou`,
gc = c gm3 : gain de conversion d’un me´langeur simplement e´quilibre´
α ∼= 1− 14 (4fOL) avec, 4fOL = 1pi arcsin
(
Vx
Vo
)
; Vo : amplitude du signal OL
Vx =
1
θ
(
JB
2 +
√
J2B
4 + JB
)
avec, JB =
θ2
K1
ID1
θ : mode´lisation au 1er ordre de la re´sistance de source (Rs), de la de´gradation de la
mobilite´ du e´lectronique a` cause du champ e´lectrique vertical et de la de´gradation
de la vitesse de saturation des e´lectrons a` cause du champ e´lectrique late´ral. Pour
un canal court, ce parame`tre de´pend de la longueur du canal et de l’effet substrat.
K : parame`tre de´pendant de la technologie et des dimensions du transistor
G : moyenne temporelle de G (t) ;
G (t) : transconductance petit signal de la paire diffe´rentielle (M2 et M3)
RL : contribution en bruit de la charge
γ = γ′ = 2/3 : pour un canal court
γ = γ′
(
gd0
gm
)
> 2/3 : pour un canal long
Il est possible de surmonter la majorite´ de ces inconve´nients en utilisant une topologie doublement
e´quilibre´e pour l’application vise´e.
A titre d’exemple, le tableau 2.10 pre´sente les performances d’un me´langeur simplement e´quilibre´ en
technologie CMOS SOI 90 nm [57].
Table 2.10 – Performances du me´langeur actif simplement e´quilibre´ [57]
Parame`tres Valeurs
Fre´quence RF 30 GHz
Fre´quence FI 2.5 GHz
Gain de conversion - 2.6 dB
SSB NF 13.5 dB
Puissance OL 5 dBm
IIP3 0.5 dBm
Consommation 17 mA sous 1.2 V
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Me´langeur doublement e´quilibre´ ou “Cellule de Gilbert”
Le me´langeur actif doublement e´quilibre´ (ou “Cellule de Gilbert”) est pre´sente´ Figure 2.5.23. Il convient
aussi bien pour des signaux RF non diffe´rentiels que diffe´rentiels.
Vdd
RD
M1
M4M3VLOp
VRFp
VFIp
M2
M6M5
RD
VLOn
VFIn
VRFn
I0
Figure 2.5.23 – Me´langeur actif doublement
e´quilibre´ (Cellule de Gilbert)
M1
M2
RFp
FIp
Vdd
RC
OLp M2
M1
M2
RFn
FIn
RC
OLpM2
Rs
L
O
n
Lg2 Lg2
Figure 2.5.24 – Me´langeur doublement e´quilibre´
sous contrainte de faible consommation
Comme pour le me´langeur actif simplement e´quilibre´, on a un e´tage de commutation (transistors M3,
M4, M5 et M6) commande´ par le port OL ainsi qu’un e´tage de transconductance (transistors M1 et M2)
fournissant le gain.
Si l’on supprimait l’e´tage de commutation, on aurait : VFI = −2RL iRF . Le roˆle de cet e´tage est de re´aliser
la translation en fre´quence en multipliant le re´sultat pre´ce´dent par un signal carre´ prenant alternativement
les valeurs de +1 et −1 au rythme du signal OL.
Selon le signe de VOL, le signal VFI est tel que (Equation 2.5.18) :Si VOL > 0, alors M1 et M3sont passants, et M2et M4sont bloque´s et VFI = −2 RL iRFSi VOL < 0, alors M2 et M4 sont bloque´s, et M1 et M3sont passants et VFI = +2RL iRF
Ainsi,
VFI = ±2RL iRF (2.5.18)
La structure doublement e´quilibre´e de Gilbert assure une meilleure isolation OL-IF. En effet, les paires
diffe´rentielles M3 −M4 et M5 −M6 additionnent le signal OL amplifie´ en opposition de phase permettant
ainsi l’annulation du premier ordre.
Les deux topologies (simplement et doublement e´quilibre´es) offrent une sortie diffe´rentielle permettant ainsi
d’avoir un gain plus e´leve´ qu’une sortie non diffe´rentielle et une meilleure isolation RF-FI. Enfin, la sortie VFI
de la structure doublement e´quilibre´e est deux fois plus grande que celle de la structure simplement e´quilibre´
(Equations 2.5.16 et 2.5.18), compatible avec l’exigence de fort gain de l’application vise´e.
L’expression du facteur de bruit (SSBNF ) de la cellule de Gilbert est telle que (Equation 2.5.19) [94] :
SSBNF = 10 log
 α
c2
+
2 (γ1 + rg1 gm1)α gm1 + 4 γ3G+ (4 rg3)G
2 +
(
1
RL
)
Rs c2 (gm1)
2
 (2.5.19)
ou` les termes de cette e´quation ont une de´finition similaire a` ceux utilise´s pour la topologie simplement
e´quilibre´e.
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On constate que le facteur de bruit du me´langeur simplement e´quilibre´ est e´gal a` la moitie´ de celui de la
cellule de Gilbert (Equations 2.5.17 et 2.5.19). De plus, a` gain e´gal et en ne´gligeant le bruit apporte´ par le
port OL, le me´langeur doublement e´quilibre´ consomme deux fois plus que la structure simplement e´quilibre´e
avec un facteur de bruit en dB plus e´leve´ [94].
En guise d’illustration, le tableau 2.11 pre´sente les performances d’un me´langeur doublement e´quilibre´ en
technologie CMOS 130 nm [73].
Table 2.11 – Performances du me´langeur actif doublement e´quilibre´ [73]
Parame`tres Valeurs
Fre´quence RF 9-50 GHz
Gain de conversion > 5 dB
NF 16.4 dB
Puissance OL 5 dBm
IIP3 -0.2 dBm@10 GHz
Isolation OL-RF 35 dB@20 GHz
Consommation 29 mA sous 3.3 V
Etude de notre structure de Gilbert doublement e´quilibre´e
Du fait de la contrainte faible consommation de l’application vise´e, la tension d’alimentation est fixe´e a`
1.2V , ce qui rend difficile l’empilement de plus de 2 transistors. La charge du me´lange est donc re´sistive
(RL) et la source de courant I0 est remplace´e par une re´sistance Rs (Figure 2.5.24). On ajoute aussi une
inductance de grille Lg2 pour faciliter l’adaptation d’entre´e du me´langeur.
L’impe´dance d’entre´e de notre me´langeur doublement e´quilibre´ est exprime´e par l’e´quation 2.5.20 [102] :
Zin =
Rs
2
+
(
ωtRs
j 2ω
+
1
j Cgs ω
)
+ j ω Lg1 (2.5.20)
Ce me´langeur actif doublement e´quilibre´ est duˆment simule´ et analyse´ dans le chapitre IV de ce pre´sent
manuscrit.
2.5.4 Oscillateur Local (OL)
Le bloc de synthe`se de fre´quence permet de fournir un signal de fre´quence fOL, stable en fre´quence et en
amplitude et est ge´ne´re´ par une re´fe´rence externe (le Quartz par exemple).
Les spe´cifications pour les oscillateurs utilise´s pour la chaˆıne de re´ception sont plus strictes que pour ceux
destine´s aux e´metteurs [100]. En effet, en plus de la stabilite´ fre´quentielle, l’oscillateur local du re´cepteur doit
avoir un faible bruit de phase pour assurer la se´lectivite´ des canaux adjacents et une faible contribution en
bruit pour une bonne sensitivite´ du re´cepteur.
Pour le premier prototype de ce manuscrit, cette synthe`se de fre´quence est externe au circuit pour des raisons
de simplicite´ et de priorite´. Il paraˆıt donc inutile de de´tailler ce bloc.
2.5.5 Filtres
Dans les architectures de chaˆınes de re´ception, les filtres peuvent pre´senter de nombreuses fonctionnalite´s,
a` savoir : se´lectionner la bande de re´ception, e´viter le repliement du spectre dans le canal, rejeter la fre´quence
image...
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Comme pour le bloc de synthe`se de fre´quence, on a fait le pari de ne pas utiliser de filtres pour le premier
prototype de notre de´monstrateur, il est donc inutile de trop s’attarder sur ce bloc.
2.5.6 Balun
Dans notre premier prototype, le balun sert a` passer d’un mode re´fe´rence´ single a` un mode diffe´rentiel
aux deux entre´es du me´langeur. Le but de ce paragraphe est de de´tailler les principales caracte´ristiques d’un
balun et de justifier la solution retenue pour l’application vise´e et conc¸ue dans le chapitre IV. Qu’il soit
inte´gre´ ou externe, le balun peut eˆtre passif ou actif. Dans cette e´tude, le me´langeur doublement e´quilibre´ de
Gilbert impose l’utilisation de baluns inte´gre´s.
2.5.6.1 Caracte´ristiques spe´cifiques d’un balun
Les caracte´ristiques spe´cifiques extraites a` partir des parame`tres S diffe´rentiels du balun sont : les pertes
d’insertion, les erreurs de phase, les erreurs d’amplitude et les pertes en re´flexion.
Pertes d’insertion (insertion loss) d’un balun
Les pertes d’insertion correspondent a` l’atte´nuation en transmission entre le port non diffe´rentiel et les
ports diffe´rentiels. Ge´ne´ralement, des pertes d’insertion acceptables doivent eˆtre infe´rieures a` 1 dB [58].
Ce parame`tre peut eˆtre conside´re´ comme e´tant une judicieuse figure de me´rite pour e´valuer la qualite´ d’un
balun. En effet, il combine deux figures de me´rite : le facteur de qualite´ des inductances (me´canisme de pertes
d’e´nergie commun aux inductances inte´gre´s), les coefficients de couplage (exprimant le transfert de puissance
entre l’enroulement du primaire et celui du secondaire).
Erreurs de phase (phase imbalance) et erreurs d’amplitude (amplitude imbalance) d’un balun
Avec la connaissance des amplitudes et phases des sorties a` travers les parame`tres S21 et S31, il est posssible
d’e´valuer les incertitudes de phase et d’amplitude du balun et ainsi jauger sa qualite´. L’erreur d’amplitude
correspond a` la diffe´rence entre les pertes d’insertion d’un port par rapport a` l’autre et est juge´e acceptable
si elle est infe´rieure a` 0.5 dB en valeur absolue [58]. L’erreur de phase repre´sente la diffe´rence de phase des
voies diffe´rentielles par rapport aux 180 ° souhaite´s dans le cas ide´al et est conside´re´e acceptable si elle est
infe´rieure a` 5 ° en valeur absolue [58].
Pertes en re´flexion (return loss) d’un balun
Les pertes en re´flexion correspondent a` l’adaptation d’impe´dance sur les acce`s de la voie non diffe´rentielle
et des voies diffe´rentielles et sont conside´re´es acceptables si elles sont infe´rieures a` -15 dB [58]
Cas d’un balun ide´al
Dans un balun ide´al, ca`d parfaitement e´quilibre´ et sans perte d’insertion, le signal se divise en deux
pour les deux ports diffe´rentiels et on obtient donc sur chaque voie -3 dB par rapport au signal au port non
diffe´rentiel. Les erreurs d’amplitude et de phase sont donc nulles [58].
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2.5.6.2 Balun actif inte´gre´ monolithique
Le balun actif inte´gre´ monolithique peut eˆtre conc¸u avec un transistor (Figure 2.5.25) [101]. L’entre´e
re´fe´rence´e single Vin est injecte´e sur la grille du transistor et on re´cupe`re la sortie diffe´rentielle entre sa
source (Vo1) et son drain (Vo2). Ce circuit peut eˆtre assimile´ a` un amplificateur source commune (CS) si
on ignore la sortie sur la source et comme un amplificateur drain commun (CD) si on ignore la sortie sur
le drain. La fonction de transfert d’un amplificateur CS pre´sente un de´phasage de 180 ° par rapport a` son
entre´e tandis que celui d’un amplificateur CD pre´sente un de´phasage de 0 ° par rapport a` son entre´e. Il en
re´sulte alors un de´phasage de 180 ° entre les deux sorties Vo1 et Vo2.
R1
Vdd
Vin
M1
VG1
Rs RL
RL
RD
C1
C2
C3
Vo2
Vo1
Figure 2.5.25 – Balun actif avec un seul transistor
Ge´ne´ralement, les baluns actifs sont inte´ressants car ils pre´sentent peu de pertes et sont largement com-
pacts par rapport a` leurs homologues passifs [101]. Cependant, en haute fre´quence, leur conception est souvent
complique´e (du fait des capacite´s parasites Cgd et Cgs) et leur bande passante est assez e´troite [101]. C’est
pourquoi la topologie retenue pour le balun est passive. A titre d’exemple, le tableau 2.12 reprend les re´sultats
d’un balun actif large bande [55].
Table 2.12 – Performance d’un balun actif large bande [55]
Freq. Pertes Erreur Erreur Surface
(GHz) d’insertion (dB) d’amplitude (dB) de phase (°) occupe´e (mm²)
1-16 – < 1 < 5 –
On souhaite re´aliser un balun fonctionnant dans la bande Ku, avec de faibles pertes d’insertion, d’erreurs
d’amplitude et de phase.
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2.5.6.3 Balun passif inte´gre´ monolithique
Parmi les baluns passifs inte´gre´s monolithiques, on peut citer les baluns de type Marchand, Rat-Race et
a` base de transformateurs.
Balun inte´gre´ de type Marchand
Conventionnellement, le balun de type Marchand utilise deux lignes quart d’onde couple´es (Figure 2.5.26)
[71].
λ/4
P1
P2
ZL
P3
ZL
OC
λ/4
Figure 2.5.26 – Balun conventionnel de type
Marchand
Port 2
Port 3
Port 1
OC
Figure 2.5.27 – Layout en spirale d’un Balun
de type Marchand
Ce type de balun ne consomme pas de puissance avec une bande passante relativement large (jusqu’a`
100 %) mais il souffre de leur exorbitante surface d’inte´gration surtout dans les fre´quences RF [55, 95] malgre´
une re´alisation en spirale (Figure 2.5.27, [96]) avec un couˆt tre`s e´leve´ pour les applications MMIC. Par
exemple, les re´sultats de la re´alisation en spirale d’un balun de type Marchand sont re´sume´s dans le tableau
2.13 ci-dessous.
Table 2.13 – Performance d’un balun inte´gre´ de type Marchand [92, 95, 96, 65]
Freq. Pertes Erreur Erreur Surface
(GHz) d’insertion (dB) d’amplitude (dB) de phase (°) occupe´e
TSE06 [96] 0.5-12 6 2 – 660 μm*250 μm
TSA93[95] 7-19 ≤ 2 < 1 < 5 1 mm*2 mm
SUN06[92] 14-28 < 1.5 1 < 10 674 μm*387 μm
YU07[65] 18-32 0.8 1 5 410 μm*180 μm
On ne retient donc pas cette structure pour notre application sous contrainte de faible couˆt.
Balun inte´gre´ de type Rat-Race
La topologie d’un coupleur de type Rat-Race est circulaire avec quatre ports (Figure 2.5.28) [69]. Pour qu’il
fonctionne en tant que balun, le port P1 est en mode re´fe´rence´ “Single” et les ports P2 et P4 constituent
la sortie diffe´rentielle. La distance entre ces deux derniers est proportionnelle a` la longueur d’onde λ et la
longueur totale de la ligne de transmission est de 3λ/2.
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Figure 2.5.28 – Balun basique de type Rat-Race
P1
P2
P4
Figure 2.5.29 – Layout en spirale d’un Balun
de type Rat-Race [69]
Lors de son inte´gration sur silicium, ce balun ne peut pas garder sa ge´ome´trie circulaire du fait des re`gles
de dessin. C’est la raison pour laquelle le balun est aplati et son layout ressemble a` celui pre´sente´ Figure 2.5.29
[69].
Table 2.14 – Performance d’un balun inte´gre´ de type Rate-Race [56, 69]
Freq. Pertes Erreur Erreur Surface
(GHz) d’insertion (dB) d’amplitude (dB) de phase (°) occupe´e
DIN08 [56] 57-71 < 3.2 0.6 10 530 μm*520 μm
INU08 [69] 40-61 > 1.7 1.5 15 480 μm*735 μm
Ce layout permet d’e´conomiser du silicium mais engendre une le´ge`re augmentation des pertes d’insertion
et reste tout de meˆme assez encombrant [56], comme en te´moigne les performances d’un tel balun dans le
tableau 2.14. On ne retient donc pas cette topologie de balun pour l’application vise´e.
Balun inte´gre´ de type transfo
Le balun inte´gre´ de type “transfo” est illustre´ Figure 2.5.30 [75]. Son principe est base´ sur l’inductance
mutuelle pour le couplage entre deux ou plusieurs enroulements sans perte de puissance. En effet, le flux
magne´tique produit par le courant iP circulant a` travers l’inductance du Primaire (LP ) induit un courant iS
sur l’inductance du Secondaire (LS) [75].
Balun
LP LS
1:nIP IS
M
P S
P S
+
-
+
-
vP vS
Figure 2.5.30 – Symbole du balun monolithique
(a) Topologie empilée de 
transformateur 
(b) Topologie planaire de 
transformateur 
Figure 2.5.31 – Configurations empile´e (a) et
planaire (b) d’un transformateur
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La re´alisation physique du balun inte´gre´ sur silicium se fait a` l’aide d’inductances en utilisant les niveaux
me´talliques faiblement re´sistifs de la technologie. Il existe deux fac¸ons de disposer ces inductances : soit
les conducteurs sont enroule´s sur le meˆme plan (Figure 2.5.31(b)) ; soit les conducteurs sont empile´s (Fi-
gure 2.5.31(a)). La configuration empile´e pre´sente une surface d’inte´gration plus faible que la planaire avec
des enroulements primaire et secondaire identiques.
A cette compacite´ s’ajoute le fait que les technologies actuelles ont tendance a` proposer des die´lectriques de
faible permittivite´ de plus en plus e´pais ainsi que des niveaux de me´taux e´pais de plus en plus nombreux :
la conception d’un balun avec des conducteurs empile´s retient donc notre attention et est de´taille´ dans le
chapitre IV.
2.5.7 Diviseurs/Combineurs de puissance
Les combineurs/diviseurs de puissance sont utilise´s pour combiner/diviser la puissance d’un signal tout
en gardant une bonne adaptation d’impe´dance sur tous les ports. Leurs principales caracte´ristiques sont les
pertes d’insertion, les erreurs de phase et d’amplitude sur les sorties, les isolations des sorties, l’adaptation
d’impe´dance sur tous les ports et la bande de fre´quence de fonctionnement. La de´finition de ces notions est
proche de celle du balun (paragraphe 2.5.6.1).
La meˆme structure peut servir a` la fois de combineur et de diviseur ; cela de´pend seulement de la manie`re
avec laquelle elle est connecte´e au reste du syste`me.
Ce paragraphe a pour but de choisir le combineur de puissance et le diviseur de puissance qui conviennent
pour l’application vise´e.
2.5.7.1 Combineur/Diviseur de puissance passif
Combineur/Diviseur de puissance re´sistif (Resistive power Combiner/Splitter)
Le diviseur de puissance 1 : 2 le plus simple est pre´sente´ Figure 2.5.32. L’avantage d’un tel circuit est son
caracte`re large bande. Ses inconve´nients concernent la faible isolation entre les ports de sortie (de l’ordre de
6 dB) et les fortes pertes d’insertion [100].
Output #1
R/3
R/3
R/3
Output #2
Input
R
R
R
Figure 2.5.32 – Combineur/Diviseur de puissance re´sistif
Combineur/Diviseur de puissance re´actif (Reactive power Combiner/Splitter)
Binary tree structure
Parmi les combineurs de puissance re´actifs, la structure binary tree fonctionne comme un combineur en
courant passif (Figure 2.5.33) [62].
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Figure 2.5.33 – Combineur passif en courant (binary tree structure) [62]
L’inconve´nient de ce type de combinaison est son importante surface d’inte´gration sur silicium. En guise
d’exemple, la longueur ge´ome´trique d’une telle structure entre chaque port d’entre´e et le port de sortie est
de 1.5 mm@4.8 GHz [62]. Les expressions de la tension (Vout) et de la puissance (Pout) apre`s la combinaison
sont donne´es par les e´quations 2.5.21 et 2.5.22 respectivement.
Vout =
8∑
k=1
ik
Z0
8
(2.5.21)
Pout =
(
8∑
k=1
ik
)2
Z0
8
(2.5.22)
Une autre limitation concerne l’impe´dance de la ligne de transmission. En effet, si l’on souhaite adapter
en sortie sur Z0 suite a` la combinaison totale de 8 signaux, il faut s’assurer que la technologie utilise´e puisse
ge´ne´rer des lignes de transmission avec une impe´dance caracte´ristique de 8Z0 = 200 Ω tout en respectant les
re`gles de dessin. Le proble`me inverse se pose e´galement concernant la faisabilite´ de lignes de transmission
avec de faibles impe´dances caracte´ristiques, sachant que cette impe´dance caracte´ristique est divise´e par deux
a` chaque e´tage de combinaison. De plus, le gain en tension trop faible ne fait pas de cette structure un bon
candidat pour l’application vise´e.
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Structure de Wilkinson
Un autre diviseur de puissance re´actif ainsi que son fonctionnement sont pre´sente´s Figures 2.5.34 et 2.5.35
respectivement. Il s’agit d’un diviseur classique de Wilkinson .
50 Ω
70.7 Ω
70
.7 
Ω
1
3
2
100 Ω
λ/4
λ/4
Figure 2.5.34 – Diviseur/Combineur de Wilkin-
son [99]
3e in sertionP dB P 
3e in sertionP dB P 
eP
Figure 2.5.35 – Fonctionnement du diviseur de
Wilkinson
Par rapport au diviseur re´sistif, il arbore deux avantages, a` savoir de faibles pertes d’insertion et une
meilleure isolation entre les ports (de l’ordre de 20 dB). Cependant, son inconve´nient majeur concerne l’e´troite
bande de fre´quence de fonctionnement (environ 40 %) [100].
Lorsque cette structure de Wilkinson fonctionne en combineur de puissance, il pre´sente l’avantage d’avoir
la meˆme impe´dance caracte´ristique sur tous les ports. Il n’est pas ne´cessaire de redimensionner l’impe´dance
de la ligne de transmission a` chaque e´tage de combinaison. Cependant, ce combineur de Wilkinson exige des
lignes quart d’onde a` chaque jonction en te´, ce qui est trop volumineux lors de son inte´gration sur silicium
[62].
2.5.7.2 Combineur/Diviseur de puissance actif
Contrairement a` leurs homologues passifs, les combineurs/diviseurs actifs ont du gain et une meilleure
isolation [77]. Une imple´mentation distribue´e large bande d’un combineur et d’un diviseur de puissance actifs
est pre´sente´ Figures 2.5.37 et 2.5.36 respectivement.
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Figure 2.5.36 – Diviseur de puissance actif large
bande [88]
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Figure 2.5.37 – Combineur de puissance actif
large bande [88]
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Cela consiste a` utiliser des lignes de transmission le long des grilles et des drains des transistors pour
satisfaire le caracte`re large bande. Le tableau 2.15 reprend leurs principales caracte´ristiques.
Table 2.15 – Performance d’un combineur/diviseur de puissance actif large bande [88]
Techno. fre´q. Gain variable Retard variable I Vdd Nombre
(nm) (GHz) (dB) (ps) (mA) (V) d’e´tages
Combineur 130 1-10.6 -15∼6 32∼42 8.5 1.8 2
Diviseur 130 1-10.6 -16∼9.5 43∼53 11.4 1.8 3
2.5.7.3 Choix du diviseur et du combineur de puissance
Pour les mesures du premier prototype de notre re´cepteur (Figure 2.5.38), des diviseurs de puissance sont
utilise´s pour ge´ne´rer la meˆme puissance aux niveaux des entre´es RF et OL. Le choix se fera donc entre un
composant discret du commerce ou un diviseur de puissance de Wilkinson inte´gre´ sur PCB.
Le combineur de puissance inte´gre´ sur silicium est actif pour avoir du gain et une bonne isolation entre les
ports tout en ayant un layout compact.
Mise en parallèle de 
2 récepteurs unitaires
Déphaseur 
variable
Déphaseur 
variable
Générateur 
de signal
Diviseur de 
puissance
RF1
RF2
Vdd
Source 
d’alimentation
Composants externes
FIp
FIn
Balun
externe
Analyseur de 
spectre
OL1 OL2
D
é
p
h
a
s
e
u
r 
v
a
ri
a
b
le
D
é
p
h
a
s
e
u
r 
v
a
ri
a
b
le
G
é
n
é
ra
te
u
r 
d
e
 s
ig
n
a
l
D
iv
is
e
u
r 
d
e
 
p
u
is
s
a
n
c
e
C
o
m
p
o
s
a
n
ts
 e
x
te
rn
e
s
Figure 2.5.38 – Configuration de test du premier prototype du Front-End
2.6 Conclusion et perspectives du chapitre II
Les caracte´ristiques d’une chaˆıne de re´ception ainsi qu’un e´tat de l’art des e´le´ments la constituant sont
expose´s dans ce chapitre. On y e´voque e´galement la combinaison de plusieurs versions du signal rec¸u ainsi
que l’ame´lioration du SNR lors de la mise en paralle`le de plusieurs re´cepteurs (phased array system). Le tour
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d’horizon des diffe´rentes architectures de re´cepteur unitaire ainsi que des diffe´rentes techniques de combinaison
de signaux a pour objectif de proposer l’architecture qui convient le mieux pour l’application vise´e.
Ce chapitre permet donc de mieux cerner les avantages de la diversite´ spatiale du fait de la mise en re´seau
de plusieurs re´cepteurs. L’inte´gration d’un tel syste`me en technologie CMOS peut eˆtre compact, faible couˆt
et performante pour des applications sans fil. Sa reconfigurabilite´ interne est inte´ressante, on s’affranchit donc
de l’ajout d’e´le´ments externes, ce qui permet de proposer des solutions peu couˆteuses et faible consommation.
Les principaux de´fis a` relever lors de la conception d’un re´cepteur (le bruit et les interfe´rences principalement)
sont e´voque´s dans ce chapitre et seront de´veloppe´s dans la suite de ce manuscrit d’un point de vue circuit et
syste`me.
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Chapitre III
Seuls ceux qui se risqueront a` peut-e^tre aller trop loin sauront
jusqu’ou` il est possible d’aller.
Thomas Stearns Eliot

Chapitre 3
Etude de faisabilite´ du de´monstrateur
3.1 Etude the´orique de la mise en paralle`le de re´cepteurs
L’objectif de l’e´tude the´orique de la faisabilite´ du de´monstrateur est de maˆıtriser l’impact de chaque
parame`tre de tous les blocs (bruit, gain, intermodulation...) sur les performances globales du Front-End
RF (Figure 3.1.2). Apre`s avoir de´fini les conditions dans lesquelles la the´orie a e´te´ e´labore´e, on s’attache a`
montrer comment la mise en paralle`le de re´cepteurs permet d’ame´liorer les performances d’un syste`me. La
me´thodologie adopte´e consiste a` confronter la the´orie de la mise en paralle`le de re´cepteurs avec leur simulation
au niveau syste`me sous ADS. Ensuite, des simulations comportementales sur le de´monstrateur (Figure 3.1.1)
vont eˆtre effectue´es pour s’assurer que le signal QPSK a bien e´te´ de´module´ pour le standard vise´ et que ce
de´monstrateur est apte a` ame´liorer le rapport signal a` bruit pour un traitement du signal efficace a` travers
le DSP en aval.
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Figure 3.1.1 – Synoptique du de´monstrateur pour le standard DVB-S
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3.1.1 Hypothe`ses de travail
Ce paragraphe a pour vocation de de´finir quelques hypothe`ses de travail pour une meilleure appre´hension
de la the´orie et de l’e´tude de faisabilite´ du de´monstrateur tout le long de ce chapitre.
3.1.1.1 Configuration de simulation du Front-End
Le syste`me sur lequel porte toute l’e´tude de ce chapitre est pre´sente´ Figure 3.1.2. Il est constitue´ de la
mise en paralle`le de N re´cepteurs. Pour toute la the´orie qui suit, on suppose que tous ces re´cepteurs sont
identiques et sont caracte´rise´s par un gain G1, 2, ... N , un facteur de bruit F1, 2, .. N et un point d’interception
d’entre´e d’ordre 3 IIP31, 2, ... N . Cette hypothe`se trouve une justification dans le fait que les signaux arrivant
sur chaque sous-re´seau d’antenne sont relativement faibles car ils ont parcourus pre`s de 36 000 km (e´tant issus
d’un satellite ge´ostationnaire). Par ailleurs, on admet que chaque re´cepteur est attaque´ avec une puissance
e´gale a` pIn/N (en line´aire) issue d’un diviseur de puissance 1 :N (Figure 3.1.3) car on souhaite se mettre dans
la situation de test du syste`me. Il s’agit du cas ge´ne´ral de l’application du principe de diversite´ (Chapitre I)
ou` la combinaison finale s’applique a` des signaux de meˆme amplitude et en phase. Dans le cas contraire, les
calculs doivent tenir compte de la ponde´ration de chaque branche du re´seau mais cela de´passe le cadre de
cette e´tude.

pIn / N
pIn / N
pIn / N
G1, F1, IIP31
G2, F2, IIP32
GN, FN,IIP3N
pOut
Figure 3.1.2 – Sche´ma-bloc d’un syste`me multi-
re´cepteur
Diviseur de 
puissance
P Out
P 1 In
P N In
P In
P In  = N * P 1 In = … = N * P N In
Mise en réseau de N 
récepteurs en phase
Figure 3.1.3 – Configuration de simulation du
syste`me complet
3.1.1.2 Principaux parame`tres a` e´valuer
Le chapitre II de ce manuscrit a e´te´ l’occasion de de´finir les principaux parame`tres ne´cessaires pour
caracte´riser un re´cepteur, a` savoir le gain, le facteur de bruit et le point d’interception d’entre´e du 3e`me
ordre. Ces parame`tres seront e´value´s lors de la the´orie de la mise en paralle`le de re´cepteurs. Les calculs
concernent dans un premier temps le cas ge´ne´ral de N e´le´ments. Ensuite, on traitera deux cas particuliers
qui nous rapprochent du principe des combinaisons passives ide´ales (il s’agit du cas n°2 de´veloppe´ dans la
suite de ce paragraphe) et actives (cas n°1).
3.1.1.3 Quelques notations importantes
Pour tous les calculs de ce chapitre, on applique les notations suivantes :
- les grandeurs en minuscules sont exprime´es en line´aire
- les grandeurs en MAJUSCULES sont exprime´es en dB
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3.1.1.4 Moyenne de signaux corre´le´s ou de´corre´le´s
La de´finition de la correspondance entre deux signaux corre´le´s ou de´corre´le´s pose les bases utiles pour
une meilleure compre´hension de ce chapitre.
– Soit X1 et X2 deux vecteurs de puissance. Evaluons la puissance moyenne Psum selon qu’ils soient
corre´le´s ou de´corre´le´s (Equation 3.1.1).
Psum =
∣∣∣(X1 +X2)2∣∣∣ (3.1.1)
Psum = (X1 +X2)× (X∗1 +X∗2 )
Psum =
∣∣X1∣∣2 + ∣∣X2∣∣2 + (X1 ×X∗2 ) + (X∗1 ×X2)
Psum = PX1 + PX2 + 2×Re [c]×
√
PX1 × PX2
ou` c est le coefficient de corre´lation tel que (Equation 3.1.2) :
c =
X1 +X∗2√
X21 +X
2
2
(3.1.2)
– Ainsi, les puissances sont dites corre´le´es ou non selon la valeur de c, il existe trois cas :
- Cas ou` c=0 :
X1 et X2 sont non-corre´le´s et la puissance moyenne totale est e´gale a` la somme des moyennes
- Cas ou` c=1 :
X1 et X2 sont comple`tement corre´le´s et la puissance moyenne, Psum vaut donc :
Psum =
(
2∑
n=1
√
PXn
)2
(3.1.3)
- Cas ou` c 6= {0 ; 1} :
X1 et X2 sont partiellement de´corre´le´s.
– En ge´ne´ralisant, on a :
- la moyenne de la somme de N puissances corre´le´es vaut (Equation 3.1.4) :
Psum =
(
N∑
n=1
√
PXn
)2
(3.1.4)
- la moyenne de la somme de N puissances de´corre´le´es vaut (Equation 3.1.5) :
Psum =
N∑
n=1
PXn (3.1.5)
3.1.2 Calcul du gain total pour N e´le´ments
La puissance de sortie (pOut) de la mise en paralle`le de N e´le´ments est telle que (Equation 3.1.6) :
pOut =
[
N∑
n=1
(
Ci
√
pIn
N
gn
)]2
(3.1.6)
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ou`
pIn : puissance totale d’entre´e
N : nombre de branches
gn : gain de la nie`me branche
Ci : coefficient de couplage en tension duˆ a` la combinaison en puissance
3.1.2.1 Cas n°1 : Cas ou` le coefficient de couplage en tension vaut Ci = 1
En admettant que Ci = 1, ca`d que la combinaison en puissance apporte un gain de N (en line´aire), pOut
de´pend de pIn, N et gn comme le montre l’e´quation 3.1.9 :
pOut =
[
N∑
n=1
(
Ci
√
pIn
N
gn
)]2
(3.1.7)
pOut =
(
N∑
n=1
√
pIn gn
N
)2
(3.1.8)
pOut =
pIn
N
(
N∑
n=1
√
gn
)2
(3.1.9)
Le gain total en puissance Gtot (en dB) de la mise en paralle`le de N e´le´ments est de´fini par l’e´quation
3.1.10 :
Gtot = 10 log10
(
pOut
pIn
)
= 20 log10
(
N∑
n=1
√
gn
)
− 10 log (N) (3.1.10)
On suppose que toutes les branches ont le meˆme gain g. Ainsi, le gain total est e´gal au gain d’une branche
multiplie´ par le nombre de branches (Equation 3.1.11) :
gtot =
1
N
(
N∑
n=1
√
gn
)2
=
(
N
√
g
)2
N
= N g (3.1.11)
On retient donc, lorsque Ci = 1, le gain total augmente d’un facteur N par rapport a` celui d’une chaˆıne
unitaire.
3.1.2.2 Cas n°2 : Cas ou` le coefficient de couplage en tension vaut Ci =
√
1/N
Pour le cas ou` Ci =
√
1/N , on ne de´taille pas les calculs et on se contente de citer les principaux re´sultats
[109].
La puissance de sortie totale de la mise en paralle`le de N re´cepteurs vaut (Equation 3.1.12) :
pOut =
[
N∑
n=1
(
Ci
√
pIn
N
gn
)]2
=
(
N∑
n=1
√
pIn gn
N2
)2
=
pIn
N2
(
N∑
n=1
√
gn
)2
car Ci =
√
1/N (3.1.12)
Le gain total vaut donc (Equations 3.1.13 et 3.1.14) :
Gtot = 10 log10
(
pOut
pIn
)
= 20 log10
(
N∑
n=1
√
gn
)
− 20 log (N) (3.1.13)
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ou en line´aire,
gtot =
1
N2
(
N∑
n=1
√
g
)2
=
(
N
√
g
)2
N2
= g si g1 = g2 = ... = g (3.1.14)
Ainsi, le gain total (lorsque Ci =
√
1/N) est e´gal a` celui d’une chaˆıne unitaire.
3.1.3 Calcul du facteur de bruit total
Par de´finition du facteur de bruit fn, le rapport signal a` bruit S/N a` la sortie de chaque branche vaut
(Equation 3.1.15) :
sn
nn
=
1
fn
(
S
N
)
in
1
N
(3.1.15)
ou`
sn : puissance du signal a` la sortie de la n
ie`mebranche
nn : puissance du bruit a` la sortie de la n
ie`me branche
N : nombre de branches
(S/N )in : rapport signal a` bruit a` l’entre´e de chaque branche
si : puissance du signal a` l’entre´e de chaque branche
En admettant que la puissance d’entre´e (si = S/N) est la meˆme pour toutes les branches, les puissances du
signal et du bruit a` la sortie de chaque branche sont donne´es par les expressions suivantes (Equation 3.1.16) :
sn = si gn , nn = si
gn fnN(
S
N
)
in
(3.1.16)
Le cadre de cette the´orie concerne la combinaison en puissance de signaux en phase. Ces signaux s’addi-
tionnent donc de manie`re cohe´rente. Du fait du caracte`re ale´atoire du bruit, on en de´duit que les puissances
de bruit s’additionnent de fac¸on incohe´rente car les sources de bruit sont de´corre´le´es.
3.1.3.1 Cas n°1 : Cas ou` le coefficient de couplage en tension vaut Ci = 1
Rappelons que l’inte´gralite´ du signal et du bruit atteint la sortie du combineur de puissance (Ci = 1), le
rapport signal a` bruit a` la sortie de la mise en paralle`le de N re´cepteurs est tel que (Equation 3.1.18) :
(
S
N
)
Out
=
(∑N
n=1
√
sn
)2
∑N
n=1 nn
(3.1.17)
(
S
N
)
Out
=
(∑N
n=1
√
gn
)2
N
∑N
n=1 gn fn
(
S
N
)
in
(3.1.18)
On en de´duit que le facteur de bruit en dB total (NFtot) vaut (Equation 3.1.20) :
NFtot = 10 log10
[ (
S
N
)
in(
S
N
)
out
]
(3.1.19)
NFtot = 10 log10
N ∑Nn=1 gn fn(∑N
n=1
√
gn
)2
 (3.1.20)
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Ainsi, du fait que toutes les branches aient le meˆme gain et le meˆme facteur de bruit, le facteur de bruit
en dB total de la mise en paralle`le de N branches est e´gal au facteur de bruit en dB d’une seul branche,
lorsque Ci = 1 (Equation 3.1.23).
NFtot = 10 log10
 N ∑Nn=1 g f(∑N
n=1
√
g
)2
 (3.1.21)
NFtot = 10 log10
[
N2 g f(
N
√
g
)2
]
(3.1.22)
NFtot = 10 log10 [f ] (3.1.23)
3.1.3.2 Cas n°2 : Cas ou` le coefficient de couplage en tension vaut Ci =
√
1/N
Lorsque Ci =
√
1/N , le rapport signal a` bruit a` la sortie de la mise en paralle`le de N re´cepteurs vaut
(Equation 3.1.24) :
(
S
N
)
Out
= =
(∑N
n=1
√
sn
N
)2
∑N
n=1
nn
N
=
(∑N
n=1
√
gn
)2
N
∑N
n=1 gn fn
(
S
N
)
in
(3.1.24)
Le facteur de bruit en dB total (NFtot) vaut (Equation 3.1.26) :
NFtot = 10 log10
[ (
S
N
)
in(
S
N
)
out
]
= 10 log10
N ∑Nn=1 gn fn(∑N
n=1
√
gn
)2
 (3.1.25)
soit NFtot = 10 log10
 N ∑Nn=1 g f(∑N
n=1
√
g
)2
 = 10 log10 [ N2 g f(
N
√
g
)2
]
= 10 log10 [f ] (3.1.26)
On en conclut que le facteur de bruit total est e´gal a` celui d’un re´cepteur unitaire lorsque Ci =
√
1/N .
3.1.4 Calcul du produit d’intermodulation d’ordre 3
Du fait du caracte`re non line´aire d’un re´cepteur quelconque, l’e´volution de la puissance de sortie et
du niveau de puissance de l’intermodulation d’ordre 3 est repre´sente´e en fonction de la puissance d’entre´e
(Figure 3.1.4).
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Figure 3.1.4 – Pout (dBm) et OIP3 (dBm) en fonction de Pin (dBm)
Ge´ome´triquement, en se basant sur la figure 3.1.4, le niveau de sortie pour le produit IM3 est exprime´
par l’e´quation 3.1.28 ci-dessous :
P3, Out = P3, In +G = PIn − 2 (IIP3 − PIn) +G (3.1.27)
ou en line´aire,
p3, Out =
g p3In
iip23
(3.1.28)
ou`,
P3, Out : niveau de sortie pour le produit IM3
P3, In : niveau d’entre´e pour le produit IM3
IIP3 : entre´e IP3 du re´cepteur
PIn : puissance d’entre´e totale du re´cepteur
La puissance de sortie du produit d’intermodulation d’ordre 3 (P3, tot) de la mise en paralle`le de N
re´cepteurs est e´gale a` la somme cohe´rente des contributions de chaque branche multiplie´e par le facteur C2i
due a` la combinaison en puissance. Il s’agit en re´alite´ du pire cas ou` l’on conside`re que tous les produits
d’intermodulation se combinent en phase.
3.1.4.1 Cas n°1 : Cas ou` le coefficient de couplage en tension vaut Ci = 1
D’apre`s l’e´quation 3.1.28 et du fait que la puissance a` l’entre´e de chaque re´cepteur vaut pIn/N , la puissance
de sortie du produit d’intermodulation d’ordre 3 (P3, tot) est donne´e par l’e´quation 3.1.29 ci-dessous :
p3, tot =
gtot p
3
in
iip23, tot
=
 N∑
n=1
√√√√gn (pInN )3
iip23, n

2
sachant que Ci = 1 (3.1.29)
Ainsi le point d’interception total d’entre´e du 3e`me ordre (IIP3, tot) est exprime´ par l’e´quation 3.1.30
ci-dessous :
IIP3, tot = −10 log10
[
N∑
n=1
√
1
N3
gn
iip23, n
]
+
Gtot
2
(3.1.30)
En remplac¸ant Gtot par l’e´quation 3.1.10, l’expression finale de l’IIP3, tot vaut (Equation 3.1.32) :
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IIP3, tot = 10 log10
N
∑N
n=1
√
gn∑N
n=1
√
gn
iip23, n
(3.1.31)
soit IIP3, tot = 10 log10
N
∑N
n=1
√
gn∑N
n=1
√
gn
iip3, n
= 10 log10 (N iip3) (3.1.32)
car toutes les branches ont le meˆme iip3
On en de´duit que le point d’interception de sortie du 3e`me ordre (OIP3, tot) est donne´ par l’e´quation 3.1.33 :
OIP3, tot = 10 log10
(∑N
n=1
√
gn
)3
∑N
n=1
√
g3n
oip3, n
= 10 log
(
N2 oip3
)
car oip3 = iip3 g (3.1.33)
Ainsi, on retient que l’IIP3 total d’un syste`me ressemblant a` celui de la figure 3.1.2 augmente d’un facteur
N et l’OIP3 total d’un facteur N² par rapport a` ceux d’un re´cepteur unitaire, lorsque Ci = 1.
3.1.4.2 Cas n°2 : Cas ou` le coefficient de couplage en tension vaut Ci =
√
1/N
Lorsque Ci =
√
1/N , la puissance de sortie du produit d’intermodulation d’ordre 3 (P3, tot) est donne´e
par l’e´quation 3.1.34 :
p3, tot =
gtot p
3
in
iip23, tot
=
 N∑
n=1
√√√√ 1
N
gn
(
pIn
N
)3
iip23, n

2
(3.1.34)
Le point d’interception total d’entre´e du 3e`me ordre (IIP3, tot) est exprime´ par l’e´quation 3.1.35 ci-dessous :
IIP3, tot = −10 log10
[
N∑
n=1
√
1
N4
gn
iip23, n
]
+
Gtot
2
(3.1.35)
IIP3, tot = 10 log10
N
∑N
n=1
√
gn∑N
n=1
√
gn
iip23, n
(3.1.36)
IIP3, tot = 10 log10
N
∑N
n=1
√
gn∑N
n=1
√
gn
iip3, n
= 10 log10 (N iip3) (3.1.37)
On en de´duit que le point d’interception total de sortie du 3e`me ordre vaut (Equation 3.1.38) :
OIP3, tot = 10 log (N oip3) car oip3 = iip3 g (3.1.38)
Ainsi, lorsque Ci =
√
1/N , l’IIP3 total du syste`me pre´sente´ Figure 3.1.2 augmente d’un facteur N et
l’OIP3 d’un facteur N par rapport a` ceux d’un re´cepteur unitaire.
3.1.5 Choix de la combinaison en puissance et pre´dictions the´oriques
Notons que toute la the´orie qui pre´ce`de a e´te´ faite en conside´rant les hypothe`ses suivantes :
– la puissance d’entre´e est la meˆme pour toutes les branches
– le gain est identique pour toutes les branches
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– le facteur de bruit est similaire pour toutes les branches
A titre d’exemple, lorsque N = 2, les e´quations 3.1.12, 3.1.9, 3.1.14 et 3.1.11 permettent de calcu-
ler la puissance de sortie totale en fonction de la puissance d’entre´e (pIn/2) ainsi que le gain total en
fonction du gain unitaire (Tableau 3.1) pour Ci = 1 (combinaison active) et Ci =
√
1/2 (combinaison
passive ide´ale) .
La puissance de sortie augmente de 3 dB par rapport a` la puissance d’entre´e quand Ci =
√
1/2 (com-
binaison en puissance ide´ale) alors qu’elle augmente de 6 dB lorsque Ci = 1. On comprend aise´ment
que le cas n°1 (Ci = 1) nous permet d’avoir plus de gain. L’ame´lioration du gain est indispensable
pour satisfaire les spe´cifications de gain e´leve´es de l’application vise´e (Chapitre I).
Table 3.1 – Combinaison des signaux lorsque N=2
Ci = 1 Ci =
√
1/2
pout (line´aire) pIn2 . g . 4
pIn
2 . g . 2
gtot (line´aire) 2 . g g
Pour l’e´tude de faisabilite´ du de´monstrateur de ce pre´sent manuscrit, nous avons choisi la manie`re de combiner
en puissance transcrite dans le cas n°1 ou` Ci = 1. Il s’agit d’une combinaison en puissance active. Le cas
concret correspondant a` N = 2 nous permet de mieux sentir l’importance du choix de la combinaison et sera
l’objet du premier prototype du chapitre IV.
Avec la connaissance de l’e´volution des parame`tres caracte´risant au mieux les performances d’un re´cepteur
(gain, facteur de bruit et produit d’intermodulation d’ordre 3) et l’estimation de ces parame`tres pour un
re´cepteur classique, on peut pre´voir le nombre d’e´le´ments du re´seau ne´cessaire pour atteindre les spe´cifications
du Front-End de´finies dans la suite de ce chapitre.
3.2 Simulation syste`me de l’architecture retenue
3.2.1 Choix des spe´cifications au niveau circuit des blocs RF
L’inte´reˆt de la mise en paralle`le de re´cepteurs en phase ayant e´te´ explique´, la prochaine e´tape est de prouver
sa faisabilite´ graˆce a` des simulations au niveau syste`me (Figure 3.2.1) avec le logiciel ADS (Advanced Design
System). On suppose durant ces simulations que tous les signaux sont en phase, le but est donc de de´terminer
le nombre de re´cepteurs (ainsi que leurs caracte´ristiques) ne´cessaires pour satisfaire les spe´cifications du
standard DVB-S de´finies dans le chapitre I de ce manuscrit. Les simulations au niveau syste`me porte sur la
mise en paralle`le de huit branches. Le choix du nombre de branches (N= 8) permet d’ame´liorer suffisamment
les parame`tres principaux (gain, bruit, line´arite´) et d’assurer la de´modulation d’un signal QPSK (Chapitre I).
La de´marche suivie consiste a` e´tudier le chemin unitaire, a` pre´senter le combineur de puissance et a` analyser
les performances du Front-End.
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Figure 3.2.1 – Front-End RF : mise en paralle`le de N re´cepteurs en phase
3.2.1.1 Pre´sentation de la chaˆıne unitaire
Une chaˆıne unitaire est constitue´e d’un LNA et d’un me´langeur (Figure 3.2.2) dont les parame`tres sont
inspire´s de la litte´rature (Tableau 3.2). Ces valeurs sont cohe´rentes avec celles issues d’un e´tat de l’art plus
complet du LNA ([103] et [110]) et du me´langeur ([104] et [105]) re´alise´ dans le chapitre IV ou` on y aborde
leur conception au niveau transistor.
G_LNA
NF_LNA
ICP1_LNA
IIP3_LNA
G_mix
NF_mix
ICP1_mix
IIP3_mix
RF
LO
IF
ou` :
G LNA, mix : gain du LNA ou du me´langeur
NF LNA, mix : facteur de bruit en dB du LNA ou du me´langeur
ICP1 LNA, mix : ICP1 du LNA ou du me´langeur
IIP3 LNA, mix : IIP3 du LNA ou du me´langeur
Figure 3.2.2 – Sche´matique d’un chemin unitaire
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Table 3.2 – Parame`tres du LNA et du me´langeur dans la bande Ku issus de la litte´rature
LNA Me´langeur LNA+Me´langeur
RF fre´q. (GHz) 11.7 11.7 11.7
FI fre´q. (GHz) – 1.1 1.1
Gain (dB) 21 10 31
NF (dB) 2 9 * 2.15
ICP1 (dBm) -20 -15 -36.1&
IIP3 (dBm) -10 -5 -26.1
* : DSB NF
& : ICP1 (dBm) ≈ IIP3 (dBm)− 10 dB
La relation de Friis [108] est tre`s utile pour estimer le facteur de bruit de la mise en cascade du LNA et
du me´langeur (Equation 3.2.1) :
F = FLNA +
Fmix − 1
gLNA
et NF = 10 log(F ) (3.2.1)
La de´rive´e de cette relation de Friis permet de de´duire la valeur de l’IIP3 (donc de l’ICP1) pour la mise
en cascade de ces meˆmes LNA et me´langeur (Equation 3.2.2) :
1
iip3
=
1
iip3LNA
+
gLNA
iip3mix
et IIP3 = 10 log(iip3) (3.2.2)
Ainsi, comme cela est re´sume´ dans le tableau 3.2, l’IIP3 vaut -26 dBm (donc ICP1=-36 dBm) et le facteur
de bruit en dB vaut 2.15 dB pour le chemin unitaire.
3.2.1.2 Pre´sentation du bloc de combinaison de puissance
Pour les simulations au niveau syste`me, la “boˆıte noire” utilise´e pour combiner en puissance deux signaux
est repre´sente´e Figure 3.2.3 si la combinaison est dite ide´ale ou Figure 3.2.5 dans le cas de notre e´tude. Le
gain de la combinaison s’obtient en faisant varier les parame`tres S (S21 et S31). Le bloc ”PwrSplit2” peut eˆtre
utilise´ aussi bien comme diviseur de puissance que comme combineur de puissance. Il sert d’ailleurs comme
diviseur de puissance pour pre´senter la meˆme puissance a` toutes les branches lors des simulations au niveau
syste`me.
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Figure 3.2.3 – Combineur/Diviseur de puis-
sance ide´al
-1,5
-1,0
-0,5
0,0
0,5
1,0
1,5
0,0 0,2 0,4 0,6 0,8 1,0 1,2 1,4 1,6 1,8 2,0
T
e
n
s
io
n
 (
V
)
Temps (ns)
V1, V2 et V3 pour le combinaison de puissance idéale
V3 V1 V2
M1 (1V)
M2 (1.414V)
Figure 3.2.4 – Courbes temporelles en entre´e et
en sortie du combineur de puissance ide´al
124 Etude de faisabilite´ du de´monstrateur
Un combineur de puissance ide´al pre´sente des pertes d’insertion nulles. On conside`re que les signaux
d’entre´e (V1 et V2) sont identiques (avec les meˆmes phase, amplitude et fre´quence). Ces signaux ainsi que
celui qui re´sulte de leur combinaison (V3) sont repre´sente´s Figure 3.2.4. On constate que la puissance V3 est
plus grande de 3 dB que la puissance V2 (et donc V1), ce qui est formule´ par l’e´quation 3.2.4 ci-dessous.
V 3 =
A1√
2
cos (2pi f1 t) +
A2√
2
cos (2pi f2 t) (3.2.3)
V 3 =
2A√
2
cos (2pi f t) =
√
2V 1 =
√
2V 2 car A1 = A2 = A et f = f1 = f2 (3.2.4)
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Figure 3.2.5 – Combineur/Diviseur de puis-
sance utilise´ dans cette e´tude
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Dans notre e´tude, le combineur de puissance utilise´ est pre´sente´ Figure 3.2.5. Les courbes temporelles
(Figure 3.2.6) montrent que la puissance de sortie V3 (lorsque S21=S31=1) est supe´rieure a` celle du combineur
ide´al. Cela montre bien l’inte´reˆt d’utiliser un tel combineur de puissance pour accroˆıtre le gain.
3.2.1.3 Rappel des spe´cifications du standard DVB-S
Le point de de´part de notre e´tude a e´te´ le tableau 3.3 pre´cisant les spe´cifications du standard DVB-S
pour la TV nume´rique fixe [106]. Un bilan de liaison pour la TV nume´rique fixe et mobile dans la bande Ku
a e´te´ e´labore´ dans le chapitre II de ce manuscrit afin de mieux comprendre le cheminement du signal depuis
un satellite ge´ostationnaire jusqu’au re´seau d’antennes puis a` travers le Front-End RF jusqu’au processeur
analogique pour finir dans le DSP (Digital Signal Processing) via un convertisseur analogique-nume´rique.
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Table 3.3 – Spe´cifications du LNB (Low Noise Block) du standard DVB-S pour la TV nume´rique fixe
Parame`tres Valeurs
Bande de fre´q. RF (GHz) LB : 10.7-11.7
HB :11.7-12.75
Bande de fre´q. FI (GHz) LB : 0.95-1.95
HB : 1.1-2.15
Bande de fre´q. OL (GHz) LB : 9.75
HB :10.6
Gain de conversion (dB) 56
Variation du gain dans la bande ± 4 dB
SSB NF (dB) 0.6
OIP3 (dBm) + 15
Bruit de phase de l’OL -95 dBc/Hz @ 100 kHz
ou`,
RF : Radiofre´quence
FI : Fre´quence Interme´diaire
OL : Oscillateur Local
SSB NF : Single Side Band Noise Figure
OIP3 : Point d’interception de sortie du 3e`me ordre
L’objectif du travail est donc de re´pondre aux questions suivantes :
– Est-il possible d’atteindre ces spe´cifications en technologie CMOS 65 nm ?
– Est-ce que ces spe´cifications suffisent a` e´tendre ce standard a` la mobilite´ ?
En re´pondant a` ces questions, on aura une ide´e plus pre´cise des verrous a` lever tant au niveau syste`me
que transistor pour concevoir un re´cepteur faible couˆt et faible consommation pour l’extension du standard
DVB-S a` la mobilite´.
3.2.2 Analyse en puissance du Front-End RF
L’analyse en puissance du Front-End permet d’e´tudier l’e´volution du gain total (Gtot) en fonction des
parame`tres du syste`me (G mix, G LNA et Ci). Conforme´ment a` son expression the´orique (Equation 3.1.10),
Gtot augmente de 10 log (8) soit 9 dB lorsque les composants ont les valeurs pre´cise´es dans le tableau 3.2. En
effet, Gtot vaut 40 dB alors que le gain d’un chemin unitaire vaut G = 31 dB. Par ailleurs, on constate qu’un
amplificateur place´ apre`s ce Front-End pourrait s’ave´rer ne´cessaire pour satisfaire les spe´cifications de gain
du standard DVB-S (Tableau 3.3).
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Figure 3.2.8 – Simulation sous ADS du gain
total en fonction de Ci
De plus, les figures 3.2.7 et 3.2.8 montrent que Gtot augmente avec G mix, G LNA et Ci ; la connaissance
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d’un tel comportement pourrait eˆtre utile si l’on souhaite redimensionner le syste`me.
3.2.3 Analyse en bruit du Front-End RF
L’analyse en bruit a pour objectif d’e´valuer le facteur de bruit en dB total (NFtot) en fonction des
parame`tres du syste`me. Il en ressort que le choix du gain et du facteur de bruit du LNA et du me´langeur
doit eˆtre judicieux pour minimiser NFtot.
Les re´sultats suivants ont e´te´ simule´s en tenant compte des sources de bruit issues de l’antenne (de
puissance Nin). C’est la raison pour laquelle ces re´sultats sont a` prendre avec pre´caution car seule leur
e´volution en fonction des parame`tres est a` conside´rer. En effet, une des formulations possible pour le facteur
de bruit en dB est donne´e par l’e´quation 3.2.5 ci-dessous :
NF = 10 log10
(
Bruit a` la sortie de ce syste`me
Bruit a` la sortie d’un syste`me ide´al
)
= 10 log10
(
NOut
GtotNin
)
= 10 log10
(
NOut
Gtot k T B
)
(3.2.5)
ou`,
NOut Puissance de bruit a` la sortie de ce syste`me (W)
Gtot Gain total du syste`me (line´aire)
Nin Puissance de bruit a` l’entre´e de ce syste`me (W)
k Constante de Boltzmann (= 1.38 . 10−23Joule/°K)
T Tempe´rature (°Kelvin)
B Bande passante (Hz), ici, B=33 MHz
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Figure 3.2.9 – Simulation sous ADS du NF total
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Figure 3.2.10 – Simulation sous ADS du NF
total en fonction de G LNA
Les figures 3.2.9 et 3.2.10 montrent que NFtot de´pend principalement de NF LNA (qui fixe sa valeur)
et G LNA (qui diminue l’impact du bruit des blocs en aval du LNA sur NFtot). On retient aussi que NFtot
est semblable au NF d’un chemin unitaire, comme le confirme l’e´quation 3.1.23, lorsque la simulation est
effectue´e sans tenir compte de la source de bruit (de l’antenne) en entre´e.
3.2.4 Analyse de la line´arite´ du Front-End RF
L’analyse de la line´arite´ revient a` e´tudier l’e´volution du point de compression d’entre´e a` -1 dB total
(ICP1tot) et du point d’interception d’entre´e du 3
e`meordre total (IIP3tot) en fonction des parame`tres du
syste`me (IIP3 LNA, IIP3 mix, Ci). Le comportement de l’ICP1tot est de´duit de celui de l’IIP3tot sachant
qu’il est infe´rieur d’environ 10 dB par rapport a` ce dernier (Chapitre I).
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Figure 3.2.12 – Simulation sous ADS de l’IIP3
total en fonction de Ci
On en de´duit que l’IIP3totaugmente avec IIP3 mix (Figure 3.2.11) et est inde´pendant de Ci (Figure 3.2.12).
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total en fonction de G mix et G LNA
De plus, l’IIP3tot diminue avec l’augmentation de G LNA (Figure 3.2.13), comme le sugge`re la de´rive´e
de la relation de Friis pour la line´arite´ (Equation 3.2.2). En conside´rant les valeurs des composants du
tableau 3.2, on s’aperc¸oit que l’IIP3tot (= -17 dBm) augmente de 10 log (8) soit 9 dB par rapport a` celui du
chemin unitaire (IIP3= -26 dBm). Quant a` l’OIP3 (= 23 dBm), il augmente de 10 log
(
82
)
soit 18 dB par
rapport a` celui du chemin unitaire (OIP3= 5 dBm). Ainsi, les e´volutions de l’IIP3tot et de l’OIP3tot sont
conformes a` la the´orie (Equations 3.1.32 et 3.1.33).
3.2.5 Conclusion et perspectives pour l’e´tude syste`me du Front-End RF
Le tableau 3.4 reprend les valeurs des principaux parame`tres pour la mise en cascade du LNA et du
me´langeur (dont les valeurs sont spe´cifie´es dans le tableau 3.2) ainsi que leurs ame´liorations aux niveaux
the´orique et simulation syste`me lors de la mise en paralle`le de huit branches.
Table 3.4 – Comparatif entre la the´orie et les simulations au niveau syste`me
Parame`tres Gain NF IIP3 OIP3 ΔGain ΔNF ΔIIP3 ΔOIP3
(dB) (dB) (dB) (dBm) (dB) (dB) (dB) (dB)
The´orie 31* < 5* -26* 5* + 9 ˜ + 9 + 18
Simulation syste`me – – – – + 9 ˜ + 9 + 18
* : valeurs de la mise en cascade du LNA et du me´langeur (une branche)
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3.3 Simulations comportementales du de´monstrateur
Ce paragraphe a pour but d’e´tudier la faisabilite´ du de´monstrateur pour le standard DVB-S. Pour rappel,
le synoptique de ce de´monstrateur est pre´sente´ Figure 3.1.1 (Chapitre I). Il est constitue´ d’un Front-End
dont la the´orie et la faisabilite´ ont e´te´ de´veloppe´es au de´but de ce chapitre. Le SASP et le bloc de “leve´e de
doute” sont de´crits dans ce paragraphe. L’objectif est de montrer en quoi ce de´monstrateur peut re´pondre
aux exigences du standard DVB-S pour la mobilite´.
3.3.1 Pre´sentation du processeur analogique (Sampled Analog Signal Processor)
Le processeur analogique, SASP (Sampled Analog Signal Processor), est un syste`me mixte qui utilise
l’algorithme de type Butterfly pour re´aliser les transforme´es de Fourier discre`tes (Discrete Fourier Transform,
DFT) dans le domaine analogique. Il filtre et transpose en bande de base le canal de´sire´ sous forme complexe.
Il est alors possible de recombiner les parties re´elle et imaginaire pour reconstituer le signal se´lectionne´. En
effet, la transforme´e de Fourier apporte une information sur la phase et l’amplitude du signal. Ce processeur
analogique a des proprie´te´s inte´ressantes a` savoir :
– il se comporte comme un capteur spectral (spectrum sensor)
– il a une bande de fre´quence d’utilisation tre`s large
– il est capable de ge´rer plusieurs canaux en meˆme temps
– il a ses sorties en bande de base
– enfin, il est totalement inte´grable en technologie CMOS faible couˆt
L’architecture du SASP est pre´sente´e Figure 3.3.1 ci-dessous [115].
Anti-Aliasing
Filter
Sampling
Windowing
f sampling
IN
Stage 1 Stage 2 Stage n
clk clk clk clk
Signal Pre-processing Discrete-Time signal processing
Pre-conditioning Discrete-Time Fourier Transform
DFT Butterfly 4
n
 samples
Samples
Selector
ADC
ADC
DSP
Envelope recovery
Digital signal processing
Figure 3.3.1 – Architecture du SASP [115]
En de´finitive, on retiendra que le SASP permet de supprimer la porteuse et de de´tecter l’enveloppe d’un
signal [115] en travaillant sur le spectre de ce dernier. Parmi M e´chantillons en tension, seulement ceux qui
repre´sentent l’enveloppe du signal RF sont envoye´s vers le convertisseur analogique-nume´rique. De plus, la
de´termination de l’enveloppe spectrale filtre le signal en meˆme temps. Enfin, la transposition en fre´quence
(en bande de base) a lieu en meˆme temps que la se´lection de l’e´chantillon.
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3.3.2 De´modulation du signal QPSK pour le standard DVB-S
3.3.2.1 Caracte´ristiques du signal QPSK pour le standard DVB-S
La modulation QPSK est tre`s utilise´e dans les transmissions satellitaires car elle permet d’obtenir un signal
peu sensible aux interfe´rences tout en conservant un de´bit correct. Ces caracte´ristiques sont importantes, les
signaux transmis par le satellite devant parcourir 36 000 km.
Le de´bit symbole (Symbol Rate, SR) est la vitesse de transmission des donne´es utiles avec lesquelles sont
associe´es les donne´es de correction d’erreurs. Il est exprime´ en Msymbols/s ou Mbaud. Dans le cas de la
modulation QPSK utilise´e par le standard DVB-S, on a un de´placement de phase de quatre e´tats avec un
module constant (00, 10, 11, 01), comme cela est repre´sente´ sur la constellation de la figure 3.3.3 [107].
En re´alite´, il s’agit d’une combinaison de deux modulations d’amplitude a` porteuse supprime´e. Les deux
porteuses, appele´es I et Q, sont bien e´videmment en quadrature de phase (Figure 3.3.2). Par ailleurs, dans
cette illustration, on utilise le code Gray : en passant de pi/4 d’un symbole a` un autre, seul un bit change.
Cette modulation permet de coder deux bits de donne´es par symbole, le de´bit binaire (Bit Rate, Mbits/s)
est donc deux fois supe´rieur au de´bit symbole (Equation 3.3.1).
De´bit binaire (Mbits/s) = Nombre de bits par symbole . SR(Msymbols/s) (3.3.1)
De´bit binaire (Mbits/s) = 2 . SR (Msymbols/s), pour la modulation QPSK (3.3.2)
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Figure 3.3.3 – Constellation d’une
imple´mentation typique d’un signal QPSK
3.3.2.2 Description conceptuelle d’un syste`me pour la norme DVB-S
Le consortium europe´en DVB a e´dite´ un document spe´cifiant le fonctionnement classique d’un syste`me
pour la norme DVB-S en e´mission et en re´ception, comme cela est repre´sente´ Figure 3.3.4 [107].
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Figure 3.3.4 – Sche´ma-bloc conceptuel du syste`me en e´mission et en re´ception pour le standard DVB-S
Les bits transmis (data) sont sous le format de compression MPEG-2 [111]. La chaˆıne d’e´mission e´tant
syme´trique a` celle en re´ception, on se contente donc de de´tailler seulement cette dernie`re comme suit ([107]
et [116]) :
– Interface physique FI et de´modulateur QPSK (IF interface and QPSK demodulator) : ce bloc as-
sure les fonctions de de´modulation cohe´rente et la conversion analogique-nume´rique tout en fournissant
au de´codeur interne (inner decoder) des informations I et Q a` de´cision souple (”Soft”).
– Filtrage adapte´ (Matched filter) : le filtrage adapte´ permet de minimiser le TEB (Taux d’Erreur par
Bit). En comple´mentarite´ avec le filtre de mise en forme, l’e´chantillonnage s’ave`re efficace. Les filtres
utilise´s sont en racine de cosinus sure´leve´ avec un roll-off de 35% dans la chaˆıne d’e´mission. Un filtre
nume´rique a` re´ponse impulsionnelle finie (FIR) peut eˆtre utilise´ pour assurer l’e´galisation des distorsions
line´aires de la voie dans le re´cepteur/de´codeur inte´gre´ (IRD).
En guise d’information, la norme pre´conise un facteur de re´duction (roll-off ) de 0,35 a` l’e´mission afin de
pouvoir transmettre dans le canal sans trop empie´ter dans les canaux adjacents au niveau fre´quentiel.
– Re´cupe´ration de l’horloge et de la porteuse (Carrier/clock recovery unit) : ce bloc re´cupe`re la
synchronisation du de´modulateur. La probabilite´ d’une perte de synchronisation affectant l’ensemble
de la gamme C/N du de´modulateur devrait eˆtre tre`s faible.
– De´codage interne par Viterbi (Inner decoder) : le de´codage se fait selon l’algorithme de Viterbi.
Il est possible de choisir entre un de´codage ”Hard” ou un de´codage ”Soft”. Ce bloc permet aussi de
corriger certaines erreurs dues au bruit dans le canal.
– De´codeur de l’octet de synchronisation (Sync byte decoder) : il fournit l’information de synchro-
nisation ne´cessaire pour le processus de de´entrelacement (de-interleaver). Il permet aussi de re´soudre
toutes les ambigu¨ıte´s non de´tecte´es par le de´codeur de Viterbi.
– De´sentrelacement convolutionel (Convolutional de-interleaver) : il s’agit de l’ope´ration inverse de
l’entrelacement. Il permet de randomiser sur l’octet les salves d’erreurs ge´ne´re´es par le de´codeur interne,
ceci afin d’ame´liorer la capacite´ du de´codeur externe (Outer Decoder) a` corriger les salves d’erreurs.
Pour information, l’entrelacement permet de re´partir les octets d’un paquet en plusieurs paquets. Ainsi
les erreurs sont re´parties sur plusieurs paquets, il est donc plus facile de corriger (avec le code Reed-
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Solomon) un octet par paquet que plusieurs octets conse´cutifs errone´s.
Le code Reed-Solomon est un code BCH de longueur 2m−1. Le codage pour le standard DVB-S est le
RS (204, 188, T=8), ce qui veut dire qu’il y a 204 octets en sortie du codeur pour 188 octets en entre´e
avec une capacite´ de correction de 8 octets (sur 188). Le paquet est marque´ de´fectueux si plus de 8
octets sont de´tecte´s comme errone´s. On appelle ce processus FEC (Forward Error Correction) car il
s’agit d’une correction pre´dictive des erreurs. Le codage Reed-Solomon ajoute donc de la redondance
aux donne´es (ajout de 16 octets derrie`re chaque paquet) afin de reconstituer celles-ci s’il y a une erreur
de transmission.
Le but du de´sentrelaceur est donc de remplacer, en re´ception, une salve d’erreurs regroupe´es et souvent
non corrigeables par une multitude d’erreurs re´parties et souvent corrigeables pour le de´codeur de
Reed-Solomon.
– De´codeur externe de Reed-Solomon (Outer decoder) : ce de´codage enle`ve la redondance introduite
lors du codage de Reed-Solomon et corrige un maximum de 8 erreurs sur la trame selon le code RS
(204, 188, T=8).
– Elimination de la dispersion d’e´nergie (Energy dispersal removal) : c’est l’ope´ration inverse du
brassage (ou dispersion d’e´nergie, Energy dispersal). Ce dispositif re´cupe`re le de´bit binaire utilisateur
en e´liminant la composante ale´atoire utilise´e pour la dispersion d’e´nergie et rame`ne l’octet de synchro-
nisation interverti a` sa valeur normale.
Pour information, le brassage a pour objectif la re´partition de l’e´nergie sur l’ensemble du canal de trans-
mission. En effet, une longue suite de ’0’ ou de ’1’ (due a` l’absence de programme te´le´visuel, par exemple)
fait apparaˆıtre une raie a` forte e´nergie dans le spectre. Or le bruit posse`de la meˆme caracte´ristique
(e´nergie uniforme´ment re´partie du fait de son caracte`re ale´atoire), ce qui geˆne la re´cupe´ration de la
synchronisation a` la re´ception. Pour rendre le train binaire ale´atoire (meˆme probabilite´ d’obtenir un ’0’
ou un ’1’), le brassage est re´alise´ par une se´quence pseudo ale´atoire (Pseudo Random Binary Sequence,
PRBS).
– Interface physique en bande de base (BB Physical interface) : il adapte la structure des donne´es
au format et au protocole requis par l’interface exte´rieure.
3.3.2.3 Performances d’un re´pe´teur de largeur de canal e´gale a` 33 MHz (a` -3 dB)
On rappelle que la fre´quence de travail de cette e´tude est de 11.7 GHz pour une largeur de bande de
200 MHz (Chapitre II). Les principales caracte´ristiques du syste`me DVB-S sont re´sume´es dans le tableau 3.5
ci-dessous. Le de´bit symbole spe´cifie´ par le standard pour une largeur de canal du re´pe´teur de 33 MHz est
de 25.8 Mbaud [107]. Le de´bit binaire utile (Ru) pour un re´pe´teur satellite disposant d’une largeur de bande
BW y est exprime´ en fonction de la correction d’erreur directe (FEC ) pour un de´bit symbole (SR) donne´.
Ce de´bit symbole est relie´ a` la largeur de canal par l’e´quation 3.3.4 ci-dessous [107] :
SR =
BW
1.28
(3.3.3)
SR = 25.8MS/s pourBW = 33MHz (3.3.4)
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Table 3.5 – Exemple de performances avec un transpondeur de bande passante e´gale a` 33 MHz [107]
Bande passante SR De´bit De´bit binaire utile (Mbit/s)
du re´pe´teur(MHz) (Mbaud) Binaire brut FEC FEC FEC FEC FEC
a` -3 dB a` -1 dB (Mbit/s) 1/2 2/3 3/4 5/6 7/8
33 29.7 25.8 51.6 23.8 31.7 35.6 39.6 41.6
Efficacite´ spectrale (bit/spar Hz)
FEC FEC FEC FEC FEC
1/2 2/3 3/4 5/6 7/8
0.72 0.96 1.08 1.20 1.26
L’e´quation 3.3.6 permet de de´duire la valeur du de´bit binaire brut (hors codage) pour la modulation
QPSK [107, 116] :
Dbrut = log2 (M) . SR (3.3.5)
Dbrut = 2 . SR = 51.6Mbit/s carM = 4 pour la modulation QPSK (3.3.6)
Avec la connaissance du rendement du code RS (ηRS =
108
204 = 0.92), il est possible de calculer le de´bit
binaire utile (Ru) (Equation 3.3.7) [107, 116] :
Ru = Dbrut . FEC . ηRS (3.3.7)
On constate donc le de´bit binaire utile augmente avec le pouvoir de correction (FEC ).
On en de´duit donc l’efficacite´ spectrale qui est un crite`re important dans le choix du codage et de la
modulation. Cette efficacite´ spectrale est donne´e par la relation 3.3.8 suivante [107, 116] :
Efficacite´ spectrale (bits/s parHz) =
Ru
BW
(3.3.8)
Ainsi, plus le de´bit binaire utile augmente, meilleure est l’efficacite´ spectrale. Les ope´rateurs de te´le´vision
nume´rique par satellite ont donc une certaine souplesse dans le choix des de´bits et peuvent l’adapter a` leurs
besoins en termes de capacite´ ou de qualite´.
3.3.2.4 Principe de la de´modulation d’un signal QPSK via le SASP
Nous allons montrer comment le SASP peut de´moduler un signal QPSK pour le standard DVB-S. Les
deux principales fonctions effectue´es par le SASP sont les suivantes :
– La se´lection de canal (Figure 3.3.5) : Le SASP est capable de se´lectionner n’importe quel canal situe´
dans la bande de fre´quence allant de 0 a` fMAX Par conse´quent, la fre´quence maximale d’e´chantillonnage
vaut donc 2 fMAX [115].
Dans notre cas d’e´tude, la fre´quence FI a` la sortie du Front-End vaut fFI = 1.1GHz. En conside´rant le
fait que le SASP est capable de manipuler 256 e´chantillons, on se fixe donc une fre´quence d’e´chantillonnage
fS = 2.56GHz. Cette fre´quence d’e´chantillonnage est supe´rieure a` celle pre´conise´e par Shannon
(fS,min = 2.4GHz, Equation 3.3.10) :
fS
2
= fMAX = fFI +
B
2
(3.3.9)
ou` B : e´tendue spectrale du signal a` la sortie du SASP (ici, B= 200 MHz)
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d’ou`
fS,min = 2 . fFI +B = 2.4GHz (3.3.10)
BW= 33 MHz
0-1.1 GHz
échantillon en tension
canal
Figure 3.3.5 – Description de la se´lection de
canal effectue´e par le SASP
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11
10
01
00
Démodulation 
fréquentielle
Figure 3.3.6 – Illustration de la de´modulation
fre´quentielle d’un signal QPSK effectue´e par le
SASP
Compte tenu de la largeur de canal (BW = 33MHz), il faut trois e´chantillons en tension (de largeur
fS
N = 11MHz ) pour reconstituer le signal, comme cela est repre´sente´ Figure 3.3.5.
– La de´modulation QPSK (Figure 3.3.6) : Seul l’e´chantillon contenant le signal module´ est se´lectionne´,
sa phase et son amplitude sont extraites en e´liminant la porteuse graˆce a` la transforme´e de Fourier.
La modulation de phase est obtenue directement en interpre´tant le de´phasage dans le spectre [114].
Pour la modulation QPSK, il y a quatre e´tats de phase (Figure 3.3.3). Cela se traduit donc par quatre
niveaux de tension portant l’information de phase et assurant ainsi une de´modulation directe de manie`re
analogique (Figure 3.3.6).
3.3.2.5 Simulations comportementales de la de´modulation pour le standard DVB-S
Les travaux de the`se du Dr. Franc¸ois Rivet [113] ont permis de prouver que le SASP est capable de
de´moduler un signal QPSK, comme le montrent les mesures de la figure 3.3.7. Ces mesures ont e´te´ ef-
fectue´es pour une fre´quence de porteuse e´gale a` 160 MHz et un de´bit binaire de 1 Mbps, d’ou` une fre´quence
d’e´chantillonnage e´gale a` 320 MHz.
Signal 
QPSK
fporteuse=160 MHz
Débit binaire=1 Mbps
fS=320 MHz
Sortie du SASP
Figure 3.3.7 – Mesures de la de´modulation d’un signal QPSK [113]
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La continuite´ logique de ces travaux est de simuler le SASP en VHDL-AMS avec les caracte´ristiques
de notre e´tude afin de confirmer que le SASP est capable de de´moduler un signal QPSK pour le standard
DVB-S.
3.3.3 Pre´sentation de l’algorithme de ”Leve´e de doute”
Le signal a` la sortie du SASP e´tant bruite´, il est difficile de s’assurer de l’efficacite´ du traitement du
signal tout le long du syste`me. A cela s’ajoute le constat qu’il est impossible pour les technologies CMOS
d’atteindre un facteur de bruit en dB infe´rieur a` 1 dB [112]. Il est donc primordial de mettre en place une
solution visant a` ”purifier le signal”, cela revient a` ame´liorer le rapport signal a` bruit.
Une solution possible est d’e´muler le comportement d’un analyseur de spectre. Elle consiste a` effectuer
une moyenne des signaux durant le temps du symbole. Les diffe´rentes moyennes possibles sont les suivantes :
la moyenne arithme´tique, la moyenne des moindres carre´s (Root Mean Square, RMS ), la moyenne glissante
ou mobile. On de´taille ces diffe´rentes fac¸ons de moyenner des donne´es afin de justifier le choix de la moyenne
retenue.
3.3.3.1 Diffe´rentes types de moyenne
Moyenne arithme´tique
La moyenne arithme´tique est conventionnellement note´e x et vaut (Equation 3.3.11) :
x =
1
N
N∑
k=1
xk (3.3.11)
Moyenne des moindres carre´s (Root Mean Square, RMS)
La moyenne quadratique (Root Mean Square, RMS) est de´finie par l’e´quation 3.3.12 suivante :
x =
√√√√ 1
N
.
N∑
k=1
x2k (3.3.12)
La racine carre´e de la moyenne du carre´ des valeurs instantane´es d’une grandeur est appele´e valeur quadra-
tique, ou valeur efficace.
Moyenne glissante ou mobile (Mobile Mean)
La moyenne glissante est une notion statistique, ou` la moyenne est calcule´e sur n valeurs glissantes au lieu
de l’eˆtre sur n valeurs fixes. Une des formulations possibles est donne´e par la formule de re´currence suivante
(Equation 3.3.13) :
xn =
xn−1. (n− 1) + xn
n
(3.3.13)
Choix du type de moyenne : la moyenne hybride arithme´tique et glissante
Une solution hybride est envisageable. Elle consiste a` faire une moyenne arithme´tique avec xk glissant :
c’est la moyenne hybride arithme´tique et glissante. Ce choix va eˆtre justifie´ dans le paragraphe suivant graˆce
a` des simulations sous Matlab.
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3.3.3.2 Comparaison des diffe´rents types de moyenne sous Matlab
Des simulations sont effectue´es sous Matlab afin de comparer les diffe´rents types de moyenne et de justifier
le choix de la solution hybride arithme´tique et glissante. Le signal initial est repre´sente´ Figure 3.3.8, il contient
quatre niveaux de tension pour se rapprocher du signal a` la sortie du SASP. Ce signal est ensuite bruite´
ale´atoirement et duplique´ en plusieurs exemplaires pour se mettre dans une configuration similaire a` celle de
notre e´tude (Paragraphe 3.3.3.3 ci-dessous). Les signaux bruite´s pour effectuer les moyennes arithme´tique et
quadratique, glissante et hybride sont repre´sente´s Figures 3.3.9, 3.3.10 et 3.3.11 respectivement.
Figure 3.3.8 – Signal initial pour les diffe´rentes
moyennes
__ Signal initial
__ Signaux buités
Figure 3.3.9 – Signaux bruite´s pour les
moyennes arithme´tique et quadratique
__ Signal initial
__ Signaux bruités
Figure 3.3.10 – Signaux bruite´s pour la
moyenne glissante
__ Signal initial
__ Signaux bruités
Figure 3.3.11 – Signaux bruite´s pour la
moyenne hybride
Les moyennes arithme´tique (Figure 3.3.12) et quadratique (Figure 3.3.13) aboutissent a` des re´sultats
raisonnables et permettent de diminuer le bruit et ainsi ame´liorer le rapport signal a` bruit. Par ailleurs,
inte´ressons nous aux moyennes glissante et hybride car elles sont les plus proches de notre cas d’e´tude dans
la mesure ou` les donne´es (les e´chantillons apre`s FFT) sont de´cale´es dans le temps.
136 Etude de faisabilite´ du de´monstrateur
__ Signal initial
__ Signaux bruités
__ Moyenne arithmétique
Figure 3.3.12 – Moyenne arithme´tique
__ Signal initial
__ Signaux bruités
__ Moyenne quadratique
Figure 3.3.13 – Moyenne quadratique
La moyenne glissante est illustre´e Figure 3.3.14 ; hormis le fait qu’elle rentre dans le cadre de notre e´tude,
elle reste inexacte et inefficace pour bien distinguer les diffe´rents paliers du signal. Quant a` la moyenne hybride
(glissante-arithme´tique), elle semble tout a` fait efficace malgre´ un de´calage de la moyenne par rapport au
signal initial (Figure 3.3.15). Cependant, notons que cette moyenne hybride est fiable si et seulement si il y
a suffisamment de signaux a` moyenner.
__ Signal initial
__ Signaux bruités
__ Moyenne glissante
Figure 3.3.14 – Moyenne glissante
__ Signal initial
__ Signaux bruités
__ Moyenne hybride
Figure 3.3.15 – Moyenne hybride
Finalement, en comparant les diffe´rents types de moyenne (Figure 3.3.16), on en conclut que la moyenne
hybride glissante-arithme´tique correspond au mieux a` notre cas d’e´tude.
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Figure 3.3.16 – Comparatif des diffe´rents types de moyenne
La moyenne hybride glissante-arithme´tique sera exploite´e dans la suite de ce manuscrit afin d’essayer
d’ame´liorer le rapport signal a` bruit a` la sortie du SASP.
3.3.3.3 Pre´sentation de l’algorithme de ”Leve´e de doute”
Une des proprie´te´s inte´ressante du SASP est le fait que la sortie est pre´sente´e sous forme diffe´rentielle
avec une partie re´elle Rediff et une partie imaginaire Imdiff (Figure 3.3.17). En effet, la sortie du SASP est
e´crite sous la forme suivante (Equation 3.3.14) [113] :
X (ν) =
N∑
k=1
x (k) . exp (−j . 2 . pi .ν . Tsampling) avec −∞ < ν < +∞ (3.3.14)
ou`
x (k) = x (t) |t=k . Tsampling ca`d que x(t) est e´chantillonne´ tous les Tsampling (3.3.15)
En e´chantillonnant de 0 a` N-1, soit pour les fre´quences positives, on obtient :
X (nsample) =
N−1∑
k=0
x (k) . exp
(−j . 2 . pi . k . nsample
N
)
(3.3.16)
ou` nsample = 0, 1, ... , N − 1 est le nume´ro de l’e´chantillon en fre´quence de la DFT.
Si on de´compose en parties re´elle et imaginaire, on a alors :
X (nsample) =
N−1∑
k=0
x (k) . cos
(
2 . pi . k . nsample
N
)
− j .
N−1∑
k=0
x (k) . sin
(
2 . pi . k . nsample
N
)
(3.3.17)
ou encore :
X (nsample) = XRe+ (nsample)− j .XIm+ (nsample) pour les fre´quences positives (3.3.18)
Par analogie, pour les fre´quences ne´gatives :
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X (−nsample) = XRe− (nsample) + j .XIm− (nsample) (3.3.19)
SASP
Re +
Re  -
Im +
Im  -
Re diff
Im diff
Figure 3.3.17 – Symbole du SASP (avec ces 4
sorties)
Re
Im
f
Figure 3.3.18 – Repre´sentation spectrale de la
sortie du SASP
Ces deux sorties portent la meˆme information (une seule permettant donc de valider la fonctionnalite´
du SASP). Ce doublon apporte suffisamment de donne´es pour le moyennage, sachant que la rigueur veut
qu’il faille au moins trois termes pour moyenner correctement. C’est pourquoi l’utilisation des deux sorties
s’ave`re indispensable pour une moyenne efficace. De plus, chaque sortie pre´sente une fre´quence positive et
une fre´quence ne´gative. Pour l’instant, nous avons donc a` notre disposition 4 fois la meˆme information en
analysant la sortie du SASP sur laquelle il est possible d’appliquer un algorithme pour ame´liorer le rapport
signal a` bruit.
Il est temps d’e´valuer la FFT pour un signal QPSK pour le standard DVB-S (de´crit dans le para-
graphe 3.3.2.3).
Rappelons que sur l’e´tendue spectrale [−fS ; +fS ], on a N e´chantillons (fS = 2.56GHz et N = 256).
Le pas d’e´chantillonnage (ou la re´solution en fre´quence) vaut donc fSN . On effectue une FFT a` la fre´quence
suivante (fFFT ) :
fFFT =
fS
N
soit TFFT =
1
fFFT
=
N
fS
(3.3.20)
fFFT =
2.56 109
256
= 10MHz soit TFFT = 0.1µs (3.3.21)
Le nombre de FFT (M) que l’on peut faire durant une pe´riode du symbole vaut :
M =
TSR
TFFT
ou` TSR : pe´riode du symbole (TSR =
1
SR
) (3.3.22)
Pour qu’on puisse moyenner le signal M fois pendant la pe´riode du symbole, il faut que :
TSR = M .TFFT > TFFT soit SR =
1
TSR
=
1
M .TFFT
< fFFT (3.3.23)
Lorsque que SR=25.7 MHz, TSR vaut environ 39 ns. On s’aperc¸oit donc que dans notre cas d’e´tude, il est
impossible d’avoir suffisamment d’e´chantillons durant la pe´riode d’un symbole. L’ide´e du moyennage est
donc abandonne´e.
Sur chacune des 2 voies disponibles a` la sortie du SASP (re´elle et imaginaire), on re´cupe`re a` chaque fois
2 e´chantillons pour la fre´quence qui nous inte´resse (1 pour les fre´quences positives, 1 pour les fre´quences
ne´gatives). Ensuite, on fait 2 FFTs durant un symbole a` SR=25.8 MHz, donc on rec¸oit 8 e´chantillons a`
traiter. On ne parle plus de moyennage mais de leve´e de doute sur le code rec¸u. Par ailleurs, on sait que le
de´placement d’une phase a` l’autre sur le diagramme de constellation se fait selon le code Gray [116], cette
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information pourrait s’ave´rer utile pour ame´liorer la pre´diction du code rec¸u. Le synoptique du syste`me de
leve´e de doute (incluant le SASP) est pre´sente´ Figure 3.3.19.
2 FFT issues 
du SASP
· 2 échantillons par période du symbole 
· 2 fréquences par échantillon
SASP
CAN
CAN
Re
Im
FPGA
/
Réseau de
neurones
Symbole 
correct
L’algorithme 
« Wipe – off » 
Démodulation 
fréquentielle d’un 
signal  QPSK 
analogiquement
Débit Symbole
Re
Im
Fréquence 
d’échantillonnage, fS
8 éléments pour 
le calcul de la moyenne
Figure 3.3.19 – Syste`me incluant le SASP et la leve´e de doute
A la sortie du SASP, on inse`re deux convertisseurs analogique-nume´rique (CAN) pour pouvoir imple´menter
le bloc de l’algorithme de la ”Leve´e de doute” sur un FPGA. A la sortie de ce dernier bloc, on compare son
rapport signal a` bruit avec celui a` la sortie du SASP pour quantifier son ame´lioration.
3.3.3.4 Imple´mentation de l’algorithme de la ”Leve´e de doute”
L’algorithme de la ”Leve´e de doute” va eˆtre imple´mente´ en VHDL-AMS pour ve´rifier sa validite´ (Fi-
gure 3.3.20) et est constitue´ des e´le´ments suivants :
– De´/codage : ces blocs permettent de travailler avec des signaux re´els (en analogique) afin de visualiser
facilement les performances du syste`me.
– Convolution pour f+ : le signal de la sortie Imaginaire a des valeurs ne´gatives (Figure 3.3.18) pour
les fre´quences positives (f+), il est donc ne´cessaire de faire une convolution pour chaque FFT pour les
N/2 premiers e´chantillons.
– Moyenne a` X retards : ce bloc effectue la moyenne de termes mis a` disposition.
– Switch : cela permet de basculer entre le stockage de la moyenne f+ (arrivant avant f- temporellement)
et la moyenne finale des fre´quences f+ et f-.
Notons que l’imple´mentation de cet algorithme sur un FPGA est similaire a` celle en VHDL-AMS a` l’exception
des blocs de de´/codage car on travaille en nume´rique.
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Figure 3.3.20 – Imple´mentation de l’algorithme de ”Leve´e de doute”
Une premie`re imple´mentation de l’algorithme de ”Leve´e de doute” a e´te´ re´alise´e avec un FPGA, place´e
sur PCB en aval du SASP (Figure 3.3.21).
Afin de confirmer l’ame´lioration du rapport signal a` bruit, des mesures ont e´te´ effectue´es en injectant a`
l’entre´e du SASP un signal BPSK (avec un de´bit binaire de 10 kbps) et on observe donc les signaux a` la sortie
du SASP et du DAC (Figure 3.3.22). On constate une nette ame´lioration du rapport signal a` bruit entre la
sortie du SASP et la sortie du DAC (apre`s l’algorithme de “Leve´e de doute”) malgre´ la pre´sence de quelques
pics qui peuvent rendre inde´termine´e la valeur du bit se´lectionne´.
Le principe de la “Leve´e de doute” a e´te´ valide´ en effectuant des simulations comportementales en VHDL-
AMS. Ces simulations e´tant conside´re´es comme ’ide´ales’, on suppose qu’elles sont applicables a` notre e´tude.
La pre´sence du bruit n’e´tant pas re´ellement visible en simulation a` la sortie du SASP (Figure 3.3.23 (a)), il
est ne´cessaire d’y ajouter du bruit blanc gaussien a` la sortie de ce dernier (Figure 3.3.23 (b)). La sortie du
bloc de “Leve´e de doute” est repre´sente´e Figure 3.3.23 (c).
SASP (thèse du Dr. François Rivet) Implémentation de l’algorithme de « Levée 
de doute » sur FPGA
PCB
Figure 3.3.21 – Inte´gration du SASP et de l’algorithme de “Leve´e de doute” sur PCB
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A la sortie du SASP
A la sortie du DAC
Figure 3.3.22 – Mesures de l’algorithme de
”Leve´e de doute” avec un signal BPSK
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Figure 3.3.23 – Simulation en VHDL-AMS de
l’algorithme de ”Leve´e de doute”
Ces premie`res simulations en VHDL-AMS sont prometteuses dans la mesure ou` l’on constate une nette
ame´lioration du rapport signal a` bruit (Figure 3.3.23). Cependant, en comparant la sortie du SASP “non
bruite´e” avec la sortie finale du syste`me, on constate que les diffe´rents paliers n’ont pas la meˆme valeur. Mais
cela ne remet pas en cause la notion de leve´e de doute (ou d’instant de prise de de´cision) sur la valeur du bit.
Il faudrait ne´anmoins connaˆıtre la valeur de la tole´rance de variation pour de´cider qu’il s’agit du bon symbole
ou pas. Une e´tude plus approfondie devrait eˆtre mene´e pour quantifier l’optimisation de ce rapport signal a`
bruit et ainsi confronter ces re´sultats avec les mesures du syste`me en le mettant dans la meˆme configuration
que notre e´tude.
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3.4 Conclusion et perspectives du chapitre III
L’objectif de ce chapitre est d’e´tudier la faisabilite´ du de´monstrateur (Figure 3.1.1) pour le standard
DVB-S aux niveaux the´orique et simulation syste`me. Dans un premier temps, une e´tude the´orique du Front-
End (Figure 3.2.1) a permis la compre´hension de l’e´volution de ces principales caracte´ristiques (gain, bruit
et line´arite´) en fonction des parame`tres du syste`me pour un meilleur dimensionnement du Front-End. Cette
the´orie a e´te´ confronte´e aux simulations au niveau syste`me sous ADS pour aboutir au dimensionnement des
diffe´rents composants constituant le Front-End. En se basant sur les travaux du Dr. Franc¸ois Rivet ([113]),
une premie`re e´tude a e´te´ effectue´e pour montrer que le SASP est capable de de´moduler analogiquement
un signal QPSK pour le standard DVB-S. Compte tenu des limitations de la technologie CMOS d’avoir
un facteur de bruit en dB infe´rieur a` 1 dB [112] tout en ayant une faible consommation, une re´flexion a e´te´
mene´e pour ame´liorer le rapport signal a` bruit a` la sortie du SASP. Cette re´flexion a abouti a` l’imple´mentation
(en VHDL-AMS et sur FPGA) d’un algorithme de “Leve´e de doute” qui a montre´ des premiers re´sultats
inte´ressants et prometteurs quant a` l’optimisation du rapport signal a` bruit a` la sortie finale du syste`me.
Toutes les e´tudes de´crites pre´ce´demment sont a` approfondir et a` optimiser comme suit :
– d’un point de vue the´orique : les calculs pourraient tenir compte de la ponde´ration des diffe´rentes
branches pour e´tendre cette the´orie a` d’autres applications.
– au niveau syste`me : des simulations mixtes comple´mentaires (niveau transistor et VDHL-AMS) de-
vraient eˆtre effectue´es pour e´valuer les limites du de´monstrateur pour le standard DVB-S.
La prochaine e´tape de l’e´tude de faisabilite´ du de´monstrateur concerne la conception du Front-End au niveau
transistor (avec la technologie CMOS 65 nm) en mettant un effort particulier sur l’optimisation en bruit avec
une consommation raisonnable : c’est l’objet du dernier chapitre de ce manuscrit.
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Chapitre IV
En essayant continuellement on finit par re´ussir.
Donc, plus c¸a rate, plus on a des chances que c¸a marche.
Device shadok
Chapitre 4
Re´sultats de simulations des blocs RF
et leur mise en syste`me
Ce chapitre est consacre´ a` la re´alisation des blocs RF en vue de leur inte´gration dans le syste`me complet. La
technologie CMOS 65 nm utilise´e lors la conception des circuits y est de´crite et la me´thodologie de conception
est de´taille´e. Enfin, on y aborde la re´alisation au niveau transistor des blocs RF, leur simulation au niveau
sche´matique ainsi que leur routage.
4.1 Description de la technologie CMOS 65 nm
Dans ce paragraphe, on s’attache a` de´finir la technologie utilise´e lors de la conception des circuits de ce
pre´sent manuscrit.
4.1.1 Back-end de la technologie CMOS 65 nm
Une vue simplifie´e du back-end de la technologie CMOS 65 nm est repre´sente´e Figure 4.1.1 ci-dessous.
Substrat de type P; εr=11.7; ρ=15Ωcm
Active
CO
M1
VIA1
M2
VIA2
M3
VIA3
M4
VIA4
M5
VIA5
M6
VIA6
M7
Passivation
Alucap
O
X
Y
D
E
Figure 4.1.1 – Niveaux me´talliques de la filie`re CMOS 65 nm de STMicroelectronics
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Cette technologie dispose de sept niveaux de me´taux avec une couche supple´mentaire appele´e ”Alucap”
(AP) ainsi que les vias correspondants. Notons que les couches supe´rieures AP, M7 et M6 sont plus e´paisses
(de l’ordre de 1µm) par rapport aux autres couches dont l’empilement total ne de´passe pas les 10µm ; elles
pre´sentent donc une plus faible re´sistivite´. La re´alisation de composants passifs avec un fort coefficient de
qualite´ avec cette technologie est toutefois assez de´licat. Le substrat en Silicium pre´sente une re´sistivite´ de
ρ = 15 Ω.cm et une e´paisseur de 775µm. Nous allons maintenant e´voquer les principales caracte´ristiques
des e´le´ments actifs (transistors MOS) et passifs (re´sistances, inductances et capacite´s) disponibles dans cette
technologie et qui seront utilise´es lors de la re´alisation des circuits par la suite.
4.1.2 Les e´le´ments actifs (transistors MOS)
La technologie CMOS 65 nm de´veloppe´e par STMicroelectronics pre´sente deux options pour les transistors
MOS (de type N et P) [160, 157, 120] :
- Une option GP (General Purpose) avec une fine couche d’oxyde de grille (de l’ordre de 12 A˚) fonctionnant
sous une tension d’alimentation typique de 1 V. Elle est de´die´e a` des applications nume´riques.
- Une option LP (Low Power) avec une couche d’oxyde de grille plus e´paisse (de l’ordre de 18 A˚) fonction-
nant sous une tension d’alimentation typique de 1.2 V. Celle-ci correspond mieux aux circuits analogiques et
mixtes.
Ces deux cate´gories de transistors (LP et GP) pre´sentent trois versions : le type SVT (Standard Voltage
Threshold) avec une valeur standard de la tension de seuil VTH ≈ 420mV ; le type LVT (Low Voltage
Threshold) avec une faible valeur de VTH ≈ 330mV et le type HVT (High Voltage Threshold) avec une forte
valeur de VTH ≈ 530mV . Les diffe´rentes valeurs de la tension de seuil (donne´es ici pour un transistor avec
W = 1µm et L=60nm) s’obtiennent en ajustant le dopage du canal et le choix du type de transistor de´pend
de l’application vise´e.
Pour les transistors LP, les mode`les RF (n/plvtlp rf) se distinguent des classiques (n/plvtlp) par une
meilleure mode´lisation des phe´nome`nes RF. C’est la raison pour laquelle on utilise ce genre de transistors
pour la re´alisation de circuits a` hautes fre´quences dans ce manuscrit. Ce choix est aussi conforte´ par le
fait que les circuits conc¸us sont faible consommation, ce qui est important pour une application nomade.
Les notations et conventions utilise´es pour le transistor lors de toute saisie de sche´matique sont pre´sente´es
Figure 4.1.2 ci-dessous.
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Figure 4.1.2 – Transistor MOS : Notations et conventions
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4.1.3 Les e´le´ments passifs
Les diffe´rents e´le´ments passifs intervenant lors de la re´alisation des circuits de ce travail de the`se sont
de´crits dans ce paragraphe. Ce dernier n’a donc pas pour vocation de faire une liste exhaustive de tous les
passifs de la technologie. Les composants passifs utilise´s pour la conception des circuits et syste`mes sont les
re´sistances, les inductances et les capacite´s.
4.1.3.1 Re´sistances
Plusieurs types de re´sistances sont disponibles dans la technologie CMOS 65 nm. Elles sont de trois types :
de type implante´ (Source/Drain N ou P), de type polysilicium (Poly N+ ou P+) ou bien de type Me´tal (MX
ou MZ). Il est pre´fe´rable d’utiliser un seul type de re´sistance pour tout le circuit pour pouvoir utiliser les effets
d’indexation ; ici, il s’agit des re´sistances du type implante´ (rpporpo et rnporpo). Cette re´sistance pre´sente les
plus faibles variations de valeurs en fonction des dispersions de proce´de´s technologiques ainsi qu’une bonne
re´sistivite´, ce qui permet d’avoir un layout compact.
4.1.3.2 Capacite´s
Il existe quatre types de capacite´s dans cette technologie : la capacite´ polysilicium, la capacite´ MOM
(Me´tal-Oxyde-Me´tal) inter-digite´e, la capacite´ MOMRF (adapte´e aux circuits RF graˆce a` sa faible capacite´
parasite par rapport au substrat) et la capacite´ MIM (Me´tal-Isolant-Me´tal). Pour la conception des circuits
de ce pre´sent manuscrit, on utilise les capacite´s MIM car elles ont une bonne tenue en tension afin de limiter
le risque de claquage. Elles ont aussi un bon coefficient de qualite´ et de faibles pertes re´sistives. La capacite´
polysilicium (qui pre´sente une forte densite´ malgre´ une valeur de capacite´ non line´aire et une re´sistance se´rie
importante) est mise en paralle`le avec une capacite´ MIM pour constituer les e´le´ments de de´couplage de la
polarisation afin de diminuer la surface tout en maximisant leur valeur totale.
4.1.3.3 Inductances
Dans la totalite´ des circuits, les inductances sont en se´rie, on utilise donc les selfs syme´triques (Figure 4.1.3)
afin de re´duire la longueur des pistes RF d’interconnexion. Les inductances asyme´triques de la figure 4.1.3
servent a` connecter la tension d’alimentation au drain du transistor assurant ainsi un routage efficace et
compact. Quant a` leur re´alisation, on utilise les niveaux me´talliques supe´rieurs car ils ont de tre`s faibles
pertes re´sistives et capacitives.
(a) Vue layout d’une 
inductance symétrique
(b) Vue layout d’une 
inductance asymétrique
Figure 4.1.3 – Inductances syme´trique et asyme´trique de la technologie CMOS 65 nm
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4.2 Me´thodologie de conception sous contrainte de faible consom-
mation, faible bruit et hautes fre´quences
Chaque circuit a son flot de conception que l’on de´taillera au moment approprie´. Cette partie a juste pour
vocation d’introduire la me´thodologie de conception sous contrainte de faible consommation, faible bruit et
hautes fre´quences.
Les dimensions de transistors sont optimise´es afin d’allier faible consommation, faible bruit et perfor-
mances aux fre´quences souhaite´es. Les circuits sont alimente´s sous 1.2 V pour satisfaire les contraintes de
consommation. Le de´tail de leur dimensionnement est pre´sente´ dans le chapitre II et dans la suite de ce
manuscrit.
Une fois un pre´-dimensionnement effectue´ avec des premie`res performances RF satisfaisantes, on peut
passer au routage des blocs RF. Cette e´tape permet d’extraire les e´le´ments parasites des interconnexions
(re´sistances, capacite´s et inductances parasites), ce qui de´grade les performances car ils n’ont pas e´te´ pris
en conside´ration durant les premie`res simulations au niveau sche´matique. Il est donc temps de les introduire
ainsi que le mode`le des plots dans le sche´matique pour des simulations post-layout. On de´roule alors un flot de
conception (Figure 4.2.1) pour re´ajuster le dimensionnement des composants du circuit. L’e´tape du routage
est donc essentielle car elle permet d’extraire les interconnexions qui seront remises dans le sche´matique sous
forme d’un mode`le. L’extraction des parasites RCc (re´sistances, capacite´s entre deux lignes et entre une ligne
et le substrat) avec Calibre se fait au niveau des composants (transistors, capacite´s, re´seaux d’adaptation).
Pour atteindre les spe´cifications requises, on ajuste la valeur des composants, cela concerne principalement
les re´seaux d’adaptation d’entre´e, de sortie et inter-e´tage. On re´ite`re la boucle de redimensionnement jusqu’a`
l’obtention de re´sultats satisfaisants.
Saisie du 
schématique 
et simulations
Layout
Extraction des 
parasites 
+
Modélisation des 
interconnexions et 
des plots
Simulations 
post-layout
Redimensionnement des composants
Oui
Non
Validité des 
spécifications
Figure 4.2.1 – Organigramme du flot de conception
4.3 Simulations de l’amplificateur faible bruit (LNA)
Ce paragraphe est consacre´ a` l’imple´mentation du LNA ainsi qu’a` son routage. Dans un premier temps,
a` titre de rappel, nous allons justifier le choix du LNA retenu. Ensuite, des simulations au niveau transistor
permet de pre´-dimensionner le circuit. On termine par l’ajustement du LNA par la prise en conside´ration des
e´le´ments parasites et des lignes d’interconnexion apre`s son routage.
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4.3.1 Sche´matique du LNA
Le choix de l’architecture de´pend de la fre´quence de travail (et de la difficulte´ d’avoir un faible facteur de
bruit en hautes fre´quences), du proce´de´ de fabrication et du budget de consommation. On favorise donc un
LNA ayant un facteur de bruit optimal au lieu d’une structure complexe de suppression de bruit avec une
consommation excessive pour des applications portables.
La structure retenue pour le LNA est un cascode traditionnel optimise´ en bruit et avec suffisamment de
gain (d’ou` une topologie a` deux e´tages). Le sche´matique de ce dernier est illustre´ Figure 4.3.1 ci-dessous.
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Figure 4.3.1 – Sche´matique du LNA
Comme cela est mentionne´ dans le chapitre II de ce pre´sent manuscrit, l’adaptation en bruit se fait par un
choix judicieux de la polarisation, du nombre de doigts et de leur largeur ainsi que la valeur de l’inductance
de grille Lg. L’inductance de source Ls et l’inductance de grille Lg participent a` l’adaptation d’impe´dance
(donc de l’adaptation d’entre´e). L’inductance de drain LD1 fixe la fre´quence de fonctionnement du LNA
et contribue a` l’adaptation inter-e´tage. Pour maximiser le transfert de puissance, un re´seau d’adaptation
Cp1/Cs1 est utilise´. Le second e´tage est constitue´ d’un transistor en source commune avec une inductance
LD2 comme charge. L’adaptation de sortie du LNA se fait par un re´seau d’adaptation Cp2/Cs2. La polarisation
des transistors, pour cette e´tude de faisabilite´, est basique. Cela consiste en l’utilisation d’une re´sistance Rg
de forte valeur (10 kΩ), d’une tension de grille Vg et de capacite´s de de´couplage.
Les simulations au niveau transistor ont pour but de dimensionner le LNA afin d’atteindre les spe´cifications
requises. Ce pre´-dimensionnement sera ajuste´ apre`s le routage et l’extraction des e´le´ments parasites.
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4.3.2 Re´sultats de simulations au niveau sche´matique
Les composants utilise´s pendant ces premie`res simulations sont re´sume´s Figure 4.3.1.
Pour assurer un bon fonctionnement du LNA, la polarisation doit eˆtre rigoureuse de telle sorte a` saturer les
transistors et a` minimiser la consommation. Parmi les trois configurations de la figure 4.3.2, on exploite celle
qui consiste a` utiliser une tension exte´rieure Vg, une re´sistance Rg et des capacite´s de de´couplage (Figure 4.3.2
(c)) pour pouvoir ajuster plus facilement les tensions de polarisations des transistors lors des mesures.
Vdd
Rref
M1Mref
ref
ref
I
W
W
1
refI
ID
M1
L1
Vbias
C∞
ID
M1
Rg Vbias
(a) Miroir de courant 
avec une résistance 
pour fixer le courant de référence
(b) Tension de polarisation 
appliquée via une inductance L1
(c) Tension de polarisation 
appliquée via une résistance Rg
Figure 4.3.2 – Polarisation avec une tension exte´rieure
Les performances RF de ces premie`res simulations sont prometteuses car elles satisfont les spe´cifications
exige´es. En effet, l’adaptation d’entre´e est acceptable (S11 < −10 dB) comme le montre la figure 4.3.3. De plus,
le gain en puissance est de 23 dB (S21) pour une adaptation de sortie raisonnable (S22 < −10 dB) comme cela
est indique´ Figure 4.3.3. Le coefficient de Rollet avec une valeur tre`s largement supe´rieure a` 1 (Kf  1) assure
une inconditionnelle stabilite´ du circuit (Figure 4.3.8). Enfin, les grandeurs non normalise´es des impe´dances
de bruit ReZopt et ImZopt e´gales respectivement a` 51Ω et -11.4 (Figure 4.3.7) ainsi que le comportement
de la courbe Gmin a` la fre´quence de travail certifient que l’adaptation en bruit est optimale (Figure 4.3.6).
On obtient ainsi un NFmin et un NF qui valent 1.76 dB et 1.78 dB respectivement (Figure 4.3.5). Quant a` la
line´arite´, les valeurs de l’ICP1 et de l’IIP3 sont respectivement e´gales a` -23.4 dBm et -13.8 dBm (Figures 4.3.9
et 4.3.10), ce qui est suffisant pour l’application vise´e.
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Figure 4.3.3 – Parame`tres S du LNA au niveau
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Parame`tres But Valeurs
S21 (dB) 21 23.28
S11 (dB) < -10 -22.2
NFmin (dB) < 2 1.76
NF (dB) < 2 1.78
ICP1 (dBm) -20 -23.4
IIP3 (dBm) -10 -13.8
Vdd (V) 1.2 1.2
Id (mA) < 10 14.3
Figure 4.3.4 – Caracte´ristiques nominales du
LNA au niveau sche´matique a` 11.7 GHz
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niveau sche´matique
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4.3.3 Re´sultats Post-layout du LNA
La prise en compte des e´le´ments parasites (re´sistances et capacite´s) ainsi que la mode´lisation des lignes
d’interconnexion (bouts de lignes en violet sur le sche´matique) et des plots nous ame`nent a` modifier la
valeur de certains composants constituant le circuit. Le sche´matique ayant servi aux simulations post-layout
est repris Figure 4.3.11 ci-dessous. Ainsi, l’optimisation se fait par la modification des e´le´ments servant a`
l’adaptation (Cs1, Cs2, Cp1, Cp2) ou a` la de´finition de la fre´quence de travail (LD1).
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Figure 4.3.11 – Sche´matique Post-Layout du LNA
Le tableau 4.1 re´sume les valeurs de´finitives du LNA cascode avec deux stages.
Table 4.1 – Re´capitulatif des valeurs finales des composants pour les simulations PLS du LNA
Composants CIn Rg Lg Ls M1,Mcas Ccas LD1
Valeurs 10 pF 10 kΩ 1.52 nH 393 pH 84/70 doigts 1 pF 450 pH
Composants Cp1 Cs1 M3 LD2 Cp2 Cs2
Valeurs 116 fF 5.5 pF 24/6 doigts 292 pF 185 fF 327 fF
Pour avoir des circuits de faible consommation, on se fixe une tension d’alimentation de 1.2 V. Les valeurs
de tension et de courant permettant de de´finir le point de fonctionnement DC du LNA sont re´sume´es dans
le tableau 4.2 ci-dessous.
Table 4.2 – Re´capitulatif des valeurs finales pour le point de fonctionnement DC du LNA
Grandeurs Vdd Vgi V th1 V thcas VgB V thB Id1, Idcas Id3
Valeurs 1.2 V 0.65 V 0.45 V 0.47 V 0.7 V 0.42 V 9.2 mA 5.1 mA
Les performances RF de ces simulations Post-Layout satisfont les spe´cifications exige´es. En effet, l’adap-
tation d’entre´e est acceptable (S11 < −10 dB) comme le montre la figure 4.3.12. De plus, le gain en puissance
est de 22.4 dB (S21) pour une adaptation de sortie raisonnable (S22 < −10 dB) comme cela est indique´
Figure 4.3.12. Le coefficient de Rollet avec une valeur tre`s largement supe´rieure a` 1 (Kf  1) assure une
inconditionnelle stabilite´ du circuit (Figure 4.3.17). Enfin, les grandeurs non normalise´s de ReZopt et ImZopt
e´gales respectivement a` 51.6Ω et -12.6 (Figure 4.3.16) ainsi le comportement de la courbe Gmin a` la fre´quence
de travail certifient que l’adaptation en bruit est optimale (Figure 4.3.15). On obtient ainsi un NFmin et un
NF qui valent 2.1 dB et 2.15 dB respectivement (Figure 4.3.14). Quant a` la line´arite´, les valeurs de l’ICP1
et de l’IIP3 sont respectivement e´gales a` -20 dBm et -14 dBm (Figures 4.3.18 et 4.3.19), ce qui est suffisant
pour l’application vise´e. Ce LNA a une consommation de 14.3 mA sous une tension d’alimentation de 1.2 V.
Enfin, les principales caracte´ristiques nominales de ce circuit sont synthe´tise´es Figure 4.3.13.
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Figure 4.3.12 – Parame`tres S du LNA Post-
Layout
Parame`tres But PLS
S21 (dB) 21 22.37
S11 (dB) < -10 -28
NFmin (dB) < 2 2.10
NF (dB) < 2 2.15
ICP1 (dBm) -20 -19.7
IIP3 (dBm) -10 -14
Vdd (V) 1.2 1.2
Id (mA) < 10 14.3
Figure 4.3.13 – Caracte´ristiques nominales du
LNA Post-Layout a` 11.7 GHz
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Figure 4.3.14 – NFmin et NF du LNA Post-
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Figure 4.3.15 – Adaptation en bruit du LNA
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Figure 4.3.16 – Impe´dance de bruit du LNA
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Figure 4.3.17 – Stabilite´ du LNA Post-Layout
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Figure 4.3.18 – ICP1 du LNA Post-Layout
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Figure 4.3.19 – IIP3 du LNA Post-Layout
Le Facteur de me´rite (FOM) permet de juger la qualite´ du LNA final et de le situer dans la litte´rature.
Son expression est a` e´valuer avec pre´caution car un de ses parame`tres peut pe´naliser le circuit. En effet,
l’optimisation de ce parame`tre n’a suˆrement pas e´te´ une priorite´ pendant la phase de conception. Cette
grandeur peut de´pendre de la line´arite´ (OIP3), du facteur de bruit (F), de la consommation en puissance
(PDC) comme le montre l’e´quation 4.3.1 suivante :
FOM (line´aire) =
OIP3
(F − 1)PDC =
G.IIP3
(F − 1)PDC (4.3.1)
Dans notre cas d’e´tude (Tableau 4.3 et Figure 4.3.20), le LNA conc¸u n’ayant pas e´te´ optimise´ en line´arite´
alors que le facteur de me´rite utilise´ augmente avec cette dernie`re, il n’est pas tre`s judicieux de l’utiliser
comme seul crite`re pour comparer les circuits entre eux. Ne´anmoins, ce LNA semble compe´titif en gain et en
bruit par rapport aux autres circuits du tableau 4.3.
Table 4.3 – Etat de l’art des LNAs autour de 12 GHz
Re´f. Tech. Freq. Gain NF IIP3 Pce cons. FOM Vdd Surface
(nm) (GHz) (dB) (dB) (dBm) (mW) (–) (V) (mm²)
BOR09[123] 45 8-16 17 4.2 -13 28 0.06 1 0.017
CAO04[124] 130 18.8 22.4 4.1 -5.6 36 0.85 1.5 0.23
AFS06[118] 180 11 12 3.5 10 28 4.57 1.8 0.36
SU06[158] 130 26 8.4 4.8 -13 0.8 0.21 1 0.16
GUA04[132] 180 24 15 6 -13 24 0.02 1.5 –
JAC06[141] 90 15-28 12 6 5 53 0.32 1.2 1.02
ici, Schem 65 11.7 23.3 1.78 -13.8 16.1 1,09 1.2 –
ici, PLS 65 11.7 22.4 2.15 -14 16.1 0.69 1.2 0.61
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Figure 4.3.20 – FOM en fonction de l’IIP3
Le layout envoye´ en fonderie et la photographie de la puce sont illustre´s Figures 4.3.21 et 4.3.22 respecti-
vement. La surface occupe´e par la puce incluant les plots est de 0.61 mm².
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Figure 4.3.21 – Layout du LNA cascode a` deux
e´tages
Figure 4.3.22 – Photographie de la puce du
LNA cascode a` deux e´tages
4.3.4 Conclusion et perspectives d’optimisation
Le LNA est optimise´ est en bruit et en gain pour satisfaire les spe´cifications de´sire´es. Le souhait d’un
facteur de bruit en dB infe´rieur a` 1 dB est loin d’eˆtre re´alisable en technologie CMOS comme le pre´dit l’ITRS
[140]. Il en ressort de ce constat que ce bloc critique d’une chaˆıne de re´ception doit eˆtre re´alise´ avec une
autre technologie pre´sentant des performances en bruit compe´titifs ; le reste du front-end pouvant eˆtre conc¸u
aise´ment en technologie CMOS.
Le tableau 4.4 ci-dessous pre´sente quelques LNAs de la litte´rature ayant un facteur de bruit en dB
infe´rieur a` 2 dB. On constate qu’il est possible d’atteindre un tel niveau de bruit en utilisant des techniques
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de supression de bruit ([167]) ou de boucles de contre-re´action positive ([145]) en technologie CMOS mais
avec une consommation excessive. Une solution hybride est envisageable, qui consiste a` re´aliser le LNA en
technologie SiGe BiCMOS ([167], [152], [147], [144], [161]) ou CMOS SOI ([172], [131]) et de le co-inte´grer
avec le reste du syste`me en technologie CMOS 65 nm. On e´carte l’e´ventuelle utilisation des technologies III/V
([168], [126]) du fait de son couˆt e´leve´, ce qui n’est pas compatible avec l’application vise´e.
Table 4.4 – Etat de l’art des LNAs avec un NF < 2 dB
Re´f. Tech. Topo. Freq. Gain NF IIP3 Pce cons. Vdd Surface
(nm) (GHz) (dB) (dB) (dBm) (mW) (V) (mm²)
ZEN03 350 cascode 0.435 22 0.6 -2.9 10 2.5 0.8
[172] SOI CMOS
XU04 GaN HEMT SC 6 10.9 1.6 13 120 1 3.9
[168]
WU08 350 SiGe noise 3 13.3 2.1 2.5 13.2 1.8 –
[167] BiCMOS cancel.
THR07 SiGe HBT cascode 10 10 < 1.98 0 2 1.5 –
[161]
PIN03 SiGe90 bip-MOS 1.96 16 1.6 -6.5 3 1.4 –
[152] BiCMOS cascode
LEE10 250 SiGe :C 2*SC 1.8 24 0.9 12 190 1.8 1.43
[147] BiCMOS
LEE06 180 CMOS positive FB 2.4 21 0.8 -0.13 – 1 –
[145]
KUO06 SiGe BiCMOS cascode 10 19 1.36 0.8 15 2.5 0.5
[144]
GIA07 130 SOI CMOS cascode 5 14 1.4 – 9.6 1.2 –
[131]
ADA02 130 CMOS SC 9 20.5 1.7 -12.9 28.8 1.2 0.64
[117]
CHE11 InGaAs pHEMT RF choke 4-24 > 17 < 1 – 20 – –
[126]
4.4 Simulations du balun dans la bande Ku
Le balun sert a` passer d’un mode re´fe´rence´ “single” a` la sortie du LNA a` un mode diffe´rentiel a` l’entre´e RF
du me´langeur. Il permet aussi d’avoir une entre´e OL diffe´rentielle. Le balun devant eˆtre faible consommation
et avec peu de pertes, la structure retenue est donc de type “transformateur”. Nous allons donc en pre´ciser
les conditions de simulations avec la technologie CMOS 65 nm sous HFSS. Une comparaison avec d’autres
simulateurs est e´galement effectue´e pour valider la me´thodologie de conception du balun.
4.4.1 Back-end simplifie´ de la technologie CMOS 65 nm
Pour diminuer le temps de simulation, on utilise une version simplifie´e du back-end. Cela consiste a`
remplacer plusieurs couches par une seule avec une permittivite´ e´quivalente. La relation 4.4.1 permet de
calculer la permittivite´ e´quivalente de deux couches de permittivite´ diffe´rentes εr1 et εr2 [166] :
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εeq =
[√
εr1 +
h2
h2 + h1
(
√
εr2 −√εr1)
]2
(4.4.1)
ou`,
εeq : permittivite´ e´quivalente
h1,2 : e´paisseur du substrat 1 ou 2
La version simplifie´e du back-end pour les simulations e´lectromagne´tiques est reprise Figure 4.4.1.
Substrat Si 
Ox1
Ox2
passivation
M6
M7
(a) Back-end de la technologie 
CMOS 65nm
(b) Back-end simplifié de la technologie 
CMOS 65nm
εeq2
εeq1
Figure 4.4.1 – Version simplifie´e du back-end de la technologie CMOS 65 nm
4.4.2 Simulations du balun sous HFSS
Le symbole du balun ainsi que le layout sont repre´sente´s sur les figures 4.4.2 et 4.4.3 respectivement.
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Figure 4.4.2 – Symbole du balun
 344 µm 
6µm
Figure 4.4.3 – Layout du balun dans la bande
Ku
Le balun a e´te´ simule´ seul sans capacite´s d’accord et avec des ports sous 50Ω. Sur une bande de fre´quence
allant de 9 a` 13 GHz, il pre´sente des re´sultats acceptables avec le simulateur HFSS (Figures 4.4.4 et 4.4.5) a`
savoir : des pertes d’insertion infe´rieures a` 2 dB, une erreur d’amplitude infe´rieure a` 0.5 dB et une erreur de
phase infe´rieure a` 5 °. Ces re´sultats sont confronte´s a` la litte´rature dans le tableau 4.5. On en de´duit que ce
balun est compe´titif par rapport aux autres baluns de la litte´rature.
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Table 4.5 – Etat de l’art des baluns passifs autour de 10 GHz
Re´f. Freq. Pertes Erreur Erreur Surface
(GHz) d’insertion (dB) d’amplitude (dB) de phase (°) occupe´e (mm²)
TSA93[163] 7-19 ≤ 2 < 1 < 5 2
SUN06[159] 14-28 < 1.5 1 < 10 0.26
HAM05[134] 15-45 1.5 1 5.5 0.40
YU07[133] 18-32 0.8 1 5 0.07
ici 9-13 < 2 ≤ 0.5 < 5 0.13
4.4.3 Comparatif des simulations entre HFSS, Momentum et Programme Self
Le balun e´tant un e´le´ment incontournable pour ge´ne´rer des signaux diffe´rentiels, il est ne´cessaire de
comparer les re´sultats obtenus sous HFSS (3D) avec d’autres simulateurs. A cet effet, nous avons deux autres
logiciels a` notre disposition : Momentum (3D planaire) et Programme Self. Programme Self est un logiciel
e´labore´ par un inge´nieur chez STMicroelectronics qui permet d’obtenir un mode`le des composants passifs
permettant tout type de simulations en un temps re´duit. Momentum permet d’effectuer des simulations
e´lectromagne´tiques en utilisant la me´thode des moments au meˆme titre que HFSS (avec la me´thode des
e´le´ments finis) et les re´sultats sont mis sous forme de .SnP pour une meilleure exploitation.
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On met le balun dans la meˆme configuration de simulation pour les trois logiciels et on obtient des re´sultats
d’erreurs d’amplitude et de phase acceptables sur une bande fre´quence allant de 9 a` 13 GHz (Figures 4.4.6
et 4.4.7). Afin de confirmer une me´thodologie qui semble satisfaisante, une structure de test du balun seul
(Figure 4.4.8) et une structure Open (Figure 4.4.9) pour l’effeuillage (de-embedding) ont e´te´ envoye´es en
fonderie. On a fait le choix de mettre le balun dans son e´tat d’utilisation dans les circuits de cette e´tude.
C’est pourquoi une des voies d’entre´e est relie´e a` la masse via une capacite´. La valeur de la capacite´, qui
permet d’e´viter les effets inductifs du plan de masse, doit eˆtre choisie judicieusement pour ne pas de´se´quilibrer
la structure et donc de´grader les performances du balun. Notons qu’un plan patterne´ a e´te´ ajoute´ sous le
balun pour e´viter le retour du courant vers le substrat et ainsi cre´er des courants dits “de Foucault” [127],
ces courants de Foucault sont d’autant plus pre´occupants lorsque les dimensions du balun sont grandes dans
le domaine des radiofre´quences (RF).
v1p1
gnds
v2p1
v2p2
Figure 4.4.8 – Structure de test du balun
v1p1
gnds
v2p1
v2p2
Figure 4.4.9 – Structure Open du balun
Pour conclure ce paragraphe concernant la re´alisation du balun, on retient que les re´sultats de simulation
sont acceptables. Un point a` ame´liorer serait la surface occupe´e qui peut eˆtre re´duite en augmentant le nombre
de tours du primaire et/ou du secondaire.
4.5 Simulations du me´langeur doublement e´quilibre´ de Gilbert
4.5.1 Sche´matique du me´langeur
Le me´langeur conc¸u pour cette e´tude est une cellule classique de Gilbert doublement e´quilibre´e [148].
Cette structure e´quilibre´e pre´sente l’avantage de supprimer le mode commun et de minimiser le bruit, comme
cela est explique´ dans le chapitre I. Il ne´cessite ne´anmoins l’utilisation de deux baluns pour les entre´es RF
et OL.
Le cœur du me´langeur est illustre´ Figure 4.5.1 ci-dessous. Il est constitue´ d’un e´tage de transconductance
(transistors M1) servant a` convertir la tension en courant. Ce courant attaque deux paires diffe´rentielles
croise´es (transistors M2) qui assurent la descente en fre´quence. Les transistors constituant ces paires croise´es
fonctionnent en commutateurs. Les charges re´sistives (RC) permettent de sortir en tension.
Cette cellule de Gilbert est suivie d’un buffer (Figure 4.5.2) en source commune enfin d’avoir une
impe´dance de sortie de 50Ω compatible avec les appareils de mesure. Cette mise en cascade est cohe´rente
dans la mesure ou` la sortie du me´langeur pre´sente une impe´dance suffisamment importante pour attaquer
une structure de type source commune.
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Figure 4.5.1 – Cœur de la cellule de Gilbert
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Figure 4.5.2 – Buffer du me´langeur
La me´thodologie suivie lors de la re´alisation du me´langeur est similaire a` celle du LNA. En effet, Les
transistors de l’e´tage de transconductance (M1) ont e´te´ dimensionne´s de telle sorte a` maximiser leur trans-
conductance gm tout en e´tant en mode sature´ pour une consommation raisonnable et un facteur de bruit
acceptable [146]. Le dimensionnement des transistors de l’e´tage de commutation (M2 et M3) est tel que les
transistors sont sature´s avec une tension VGS le´ge`rement supe´rieure a` la tension de seuil VTH pour limiter
la consommation et re´duire le temps de commutation. Du fait de la contrainte de faible consommation, la
tension d’alimentation est fixe´e a` 1.2 V. A cette contrainte s’ajoute le fait que la tension de seuil VTH vaut
approximativement 0,5 V, c’est pourquoi il est difficile d’empiler plus de deux transistors et cela explique
donc l’utilisation d’une re´sistance RS pour polariser correctement la cellule de Gilbert. Cette re´sistance RS
a aussi un impact sur la line´arite´ et l’adaptation en entre´e comme cela est mentionne´ dans le chapitre I de ce
pre´sent manuscrit. Le gain de conversion de´pend du dimensionnement de l’e´tage de transconductance mais
e´galement de la puissance de l’oscillateur local LOpower que l’on fixe a` 0 dBm.
4.5.2 Re´sultats de simulations au niveau sche´matique
La conception du me´langeur commence par sa simulation dans la configuration de la figure 4.5.4 dans
laquelle les baluns sont ceux qui ont e´te´ pre´sente´s dans le pre´ce´dent paragraphe. Des inductances et des
capacite´s sont rajoute´es pour effectuer les adaptations en entre´e des voies RF et OL. Dans cette e´tude, on se
fixe une fre´quence de travail fRF = 11.7GHz et une fre´quence de l’oscillateur local fOL = 10.6GHz pour
avoir une fre´quence fFI = 1.1GHz. Ainsi, le spectre the´orique aux entre´es RF et OL et a` la sortie FI du
me´langeur est semblable a` celui pre´sente´ Figure 4.5.3.
VRF, VFI, VOL
OL
RF
f
FI
fOL fRFfFI = fRF-fOL 2fOL-fRF 2fRF-fOL 2fOL 3fOL
Figure 4.5.3 – Spectre the´orique RF, OL et FI du me´langeur actif
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4.5.2.1 Analyse DC
Les simulations DC permettent de fixer le point de fonctionnement du circuit et de s’assurer que les
transistors sont dans le bon mode fonctionnement. Cela nous renseigne donc sur les principales caracte´ristiques
des transistors a` savoir la transconductance gm, la tension de seuil VTH , la tension de drain VDS et la tension
de saturation VDSsat.
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Figure 4.5.4 – Configuration de simulation du me´langeur
4.5.2.2 Analyses temporelle et fre´quentielle
Les simulations temporelles nous assurent une bonne inte´grite´ du signal et nous donnent une estimation
du gain en tension (Figures 4.5.5 et 4.5.6). Une transforme´e de Fourier (fft) en entre´e et en sortie permet de
juger de la qualite´ du pre´-dimensionnement du circuit (Figures 4.5.7 et 4.5.8).
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Figure 4.5.8 – Transforme´e de Fourier de la
sortie du me´langeur au niveau sche´matique
Des spectres similaires sont e´galement disponibles en faisant directement des simulations dans le domaine
fre´quentiel, ce qui permet d’avoir directement le gain en puissance (14.8 dB) et une estimation des harmoniques
parasites (Figures 4.5.9 et 4.5.10).
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Figure 4.5.9 – Spectre d’entre´e du me´langeur
au niveau sche´matique
M
ix
_
O
u
t 
(d
B
m
)
Fréquence (GHz)
1.1GHz ; -35.2 dBm
10.6GHz ; -85.4 dBm
21.2GHz ; -90.1dBm
Figure 4.5.10 – Spectre de sortie du me´langeur
au niveau sche´matique
4.5.2.3 Analyse des Parame`tres S
Les parame`tres S nous informent sur les caracte´ristiques importantes du me´langeur. L’adaptation en entre´e
(S11) et le gain en puissance (S21) repre´sente´s Figures 4.5.11 et 4.5.12 respectivement sous une puissance de
l’oscillateur local de 0 dBm sont acceptables.
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Figure 4.5.11 – Adaptation en entre´e du
me´langeur au niveau sche´matique
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Figure 4.5.12 – Gain en puissance du me´langeur
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Voici un rappel de la signification des diffe´rentes isolations a` e´valuer pour le me´langeur. L’isolation OL-RF
repre´sente les fuites vers le LNA voire l’antenne. L’isolation RF-OL quantifie les interfe´rences avec l’oscillateur
local. L’isolation OL-IF met en e´vidence les proble`mes de de´sensibilisation des e´tages suivants. L’isolation
RF-IF e´value les distorsions d’ordre pair.
En guise d’exemple de de´finition, l’isolation OL-RF entre les voies OL et RF (IOL−RF ) s’exprime de la
manie`re suivante (Equation 4.5.1) :
IOL−RF =
POL−RF
POL−OL
=
Puissance de l′oscillateur local pre´sente sur la voie RF
Puisance de l′oscillateur local injecte´e dans le me´langeur
(4.5.1)
soit en dB,
IOL−RF (dB) = POL a` l′acce`s RF (dBm) − POL a` l′ acce`s OL (dBm) (4.5.2)
Les valeurs des isolations entre les acce`s (ILO−IF = 86 dB; ILO−RF = 73 dB; IRF−IF = 86 dB) montrent
que ce me´langeur fonctionne correctement (Tableau 4.6).
4.5.2.4 Analyse en bruit
L’analyse en bruit aboutit a` des valeurs de DSB NF et de SSB NF e´gales respectivement a` 6.7 dB et
9.9 dB (Tableau 4.6). Les e´le´ments qui impactent sur le bruit du me´langeur sont les suivants : les re´sistances,
les transistors, les sources d’entre´e et de sortie et la transposition de fre´quences.
4.5.2.5 Analyse de la Line´arite´
Le point de compression a` -1 dB du me´langeur re´fe´rence´ par rapport a` l’entre´e (ICP1) vaut -14.2 dBm et
le point d’interception d’ordre 3 re´fe´rence´ par rapport a` l’entre´e (IIP3) vaut -5.2 dBm (Tableau 4.6).
Ces premiers re´sultats au niveau sche´matique (re´sume´s dans le tableau 4.6) sont prometteurs et seront
confirme´s ou pas par la prise en compte des e´le´ments parasites apre`s le routage du me´langeur.
Table 4.6 – Re´sume´ des performances du me´langeur au niveau sche´matique
Parame`tres Fre´q. RF Fre´q. IF Gain SSB NF DSB NF ICP1
(GHz) (GHz) (dB) (dB) (dB) (dBm)
But 11.7 1.1 10 – 9 -15
Valeurs 11.7 1.1 14.8 9.9 6.7 -14.2
Parame`tres IIP3 ILO−IF ILO−RF IRF−IF Vdd Id
But (dBm) (dB) (dB) (dB) (V) (mA)
But -5 – – – 1.2 faible
Valeurs -5.2 86 73 65 1.2 3+12
4.5.3 Re´sultats Post-layout du me´langeur
La me´thodologie de prise en conside´ration des e´le´ments parasites apre`s le routage du me´langeur est simi-
laire a` celle utilise´e lors de la conception du LNA (Figure 4.2.1). Le sche´matique ayant servi aux simulations
Post-Layout est illustre´ Figure 4.5.13 ci-dessous.
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Figure 4.5.13 – Sche´matique Post-Layout du me´langeur
La configuration de simulation du me´langeur post-layout est proche de celle utilise´e au niveau sche´matique
(Figure 4.5.4). Seules les valeurs de l’inductance Lg1 (=650 pH) et de la capacite´ Cp1 (=185 pF) place´e apre`s
Lg1 ont e´te´ modifie´es.
4.5.3.1 Analyse DC
Les simulations DC (Figures 4.5.1 et 4.5.2) permettent de s’assurer que les transistors sont dans le bon
mode de fonctionnement et d’estimer la consommation du me´langeur incluant le buffer (3+12 mA sous une
tension d’alimentation de 1.2 V).
4.5.3.2 Analyses temporelle et fre´quentielle
Graˆce aux re´sultats temporels (Figures 4.5.14 et 4.5.15) et leurs transforme´es de Fourier dans le domaine
fre´quentiel, on constate que la transposition en fre´quence est effective et que les harmoniques non de´sire´es
ont des amplitudes tole´rables (Figures 4.5.16 et 4.5.17).
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Figure 4.5.17 – Transforme´e de Fourier de la
sortie du me´langeur PLS.
Les pre´ce´dentes transforme´es de Fourier sont compare´es aux spectres obtenus en effectuant directement
des simulations dans le domaine fre´quentiel (Figures 4.5.18 et 4.5.19). Il en ressort que les niveaux de puissance
des raies non de´sire´es ont e´te´ abaisse´es par l’utilisation de la capacite´ CC .
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Figure 4.5.18 – Spectre d’entre´e du me´langeur
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4.5.3.3 Analyse des Parame`tres S
En simulant les parame`tres S, on s’aperc¸oit que le me´langeur est adapte´ en entre´e (Figure 4.5.20) avec
un gain de conversion de 12.8 dB (Figure 4.5.21).
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En simulation post-layout, les isolations entre les acce`s sont acceptables a` savoir une isolation OL-FI de
66 dB, une isolation RF-FI de 50 dB et une isolation OL-RF de 62 dB (Tableau 4.7).
4.5.3.4 Analyse en bruit
En simulations post-layout, le me´langeur pre´sente des valeurs de facteur de bruit en dB SSB NF et
DSB NF e´gales a` 10.3 dB et 6.8 dB respectivement (Tableau 4.7), ce qui est proche des valeurs obtenues en
simulation au niveau sche´matique.
4.5.3.5 Analyse de la Line´arite´
Quant a` la line´arite´, elle est quantifie´e par un ICP1 de -12.7 dBm et un IIP3 de -3.1 dBm. Tous ces
re´sultats post-layout sont cohe´rents avec ceux issus des simulations au niveau sche´matique ainsi qu’avec les
spe´cifications souhaite´es (Tableau 4.7).
Table 4.7 – Re´sume´ des performances du me´langeur
Parame`tres Fre´q. RF Fre´q. IF Gain SSB NF DSB NF ICP1
(GHz) (GHz) (dB) (dB) (dB) (dBm)
But 11.7 1.1 10 – 9 -15
Sche´matique 11.7 1.1 14.8 9.9 6.7 -14.2
PLS 11.7 1.1 12.8 10.3 6.8 -12.7
Parame`tres IIP3 IOL−FI IOL−RF IRF−FI Vdd Id
But (dBm) (dB) (dB) (dB) (V) (mA)
But -5 – – – 1.2 faible
Sche´matique -5.2 86 73 65 1.2 3+12
PLS -3.1 66 62 50 1.2 3+12
La figure de me´rite (FOM) permet de juger la qualite´ du me´langeur et de le situer dans la litte´rature
comme cela e´tait le cas pour le LNA. Il en ressort qu’un me´langeur est performant si le facteur de bruit en dB
(NF ), la consommation en puissance (PDC), la tension d’alimentation (Vdd) sont aussi faibles que possible
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tandis que le gain (G) et l’IIP3 soient aussi grands que possible comme le sugge`re l’e´quation 4.5.3 suivante
[164] :
FOM = 10log
(
10G/20.10(IIP3−10)/20
10NF/10.PDC .Vdd
)
(4.5.3)
Le tableau 4.8 permet de comparer les me´langeurs autour de 10 GHz avec celui de cette e´tude. Il en ressort
que ce circuit a toute sa place dans la litte´rature.
Table 4.8 – Etat de l’art des me´langeurs autour de 10 GHz
Re´f. Tech. Topo. RF Gain SSB DSB ICP1 IIP3 Pdc FOM Vdd
(nm) (GHz) (dB) NF (dB) NF (dB (dBm (dBm (mW) (V)
@GHz) @GHz) @GHz)
HSU06 180 DB FG 6-10.6 17 13 13 -9.6* 0 2 -13.3 1.2
[137]
VID03 180 DB FG 2.4 17 11 11 -8.6* 1 5 -14.0 1
[164]
CHA07 180 FG+Bu 0.2-16 > 5.3 – – -15.3 -5.7* 15 – 1.8
[125]
JIA11 130 DB FG 1-12 17 14§ 11 -3.7 8.6 5.9 -11.7 1.2
[169]
LIN06 130 DB+Bu 9-50 > 5 16.4 16.4 -8.4* 1.2 97 -43.4 3.3
[148] @15 @15 @20 @20
MAH04 180 – 8 6.5 11 9§ -5.5 3.5 6.9 -17.4 1
[153]
CHE06 90 – 10 10.3 13.1 13.1 – – 0.6 – 1.8
[127]
TSA07 90 DB 25-75 3 – – -2 7.6* 93 – 3
[162] @40 @40
schem 65 DB+Bu 11.7 14.8 9.9 6.7 -14.2 -5.2 18 -20.2 1.2
PLS 65 DB+Bu 11.7 12.8 10.3 6.8 -12.7 -3.1* 18 -20.3 1.2
* : valeurs de´duites sachant que IIP3 = ICP1 + 9.6 dB ;
§ : valeurs de´duites sachant que DSB NF=SSB NF + 3 dB
DB : cellule de Gilbert doublement e´quilibre´e ; Bu : Buffer ; FG : Folded Gilbert
4.5.4 Perspectives d’optimisation
Les re´sultats au niveau sche´matique permettent de valider la fonctionnalite´ du bloc RF. Les performances
post-layout du me´langeur doublement e´quilibre´ de Gilbert satisfont les spe´cifications attendues. Ce circuit
reste cependant perfectible. Des pistes d’ame´lioration pourraient concerner le bruit, le gain et la re´duction
de la surface occupe´e par les baluns. Concernant le balun, il serait plus judicieux de ne pas utiliser le meˆme
pour les voies RF et OL. De ce fait, ses dimensions seront optimise´es en fonction des impe´dances pre´sente´es
aux entre´es du me´langeur.
4.6 Simulation de la mise en cascade du LNA et du me´langeur
4.6.1 Sche´matique de la mise en cascade du LNA et du me´langeur
Dans ce paragraphe, on pre´sente la mise en cascade du LNA et du me´langeur de´veloppe´s dans les
pre´ce´dents paragraphes. Cette mise en cascade du LNA et du me´langeur constitue un chemin e´le´mentaire. Un
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effort particulier doit eˆtre porte´ sur l’adaptation inter-e´tage pour re´duire le layout tout en assurant un bon
transfert de la puissance pour un gain optimal. Sur la figure 4.6.1, on s’aperc¸oit que des capacite´s suffisent
pour les adaptations inter-e´tage et de sortie en plus de la prise en compte de la ligne d’interconnexion entre
la sortie du LNA et l’entre´e du balun, ce qui permet de re´aliser un layout tre`s compact.
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Figure 4.6.1 – Sche´matique du chemin unitaire
4.6.2 Re´sultats Post-Layout du chemin unitaire (LNA + me´langeur)
Nous ne pre´sentons que les re´sultats Post-Layout car on suppose a` pre´sent que la me´thodologie de concep-
tion a e´te´ approuve´e lors de la re´alisation du LNA et du me´langeur se´pare´ment.
4.6.2.1 Analyse DC
Graˆce a` une analyse DC, on s’assure que les transistors du circuit sont dans le bon mode de fonctionnement.
Par ailleurs, la polarisation est telle que la consommation soit raisonnable a` savoir 29.3 mA (incluant le buffer
du me´langeur) sous une tension d’alimentation de 1.2 V.
4.6.2.2 Analyses temporelle et fre´quentielle
Une analyse fre´quentielle des signaux en entre´e et en sortie permet de juger de l’inte´grite´ du signal et
d’estimer le gain de conversion a` la fre´quence FI attendue (28 dB) de la mise en cascade du LNA et du
me´langeur (Figures 4.6.2 et 4.6.3).
11.7GHz ; -70.4dBm
10.6 GHz ; -120.1 dBm
Fréquence (GHz)
P
IN
 (
G
H
z
)
Figure 4.6.2 – Spectre d’entre´e du chemin uni-
taire
1.1GHz ; -42.1dBm
10.6GHz ; -63.6dBm
Fréquence (GHz)
P
O
U
T
 (
d
B
m
)
Figure 4.6.3 – Spectre de sortie du chemin uni-
taire
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4.6.2.3 Analyse des Parame`tres S
Graˆce a` l’analyse des parame`tres S, on en de´duit que ce chemin unitaire est adapte´ en entre´e avec un gain
de 28 dB (incluant le buffer du me´langeur) pour une puissance de l’oscillateur local de 0 dBm.
Il est ne´cessaire de s’assurer d’une bonne isolation (> 30 dB) entre chacune des paires de ports du chemin
unitaire, en particulier celle qui concerne le retour du signal vers l’entre´e (donc l’antenne) afin de ne pas
de´grader la re´ception du signal. Le tableau 4.9 permet de de´duire que les isolations sont acceptables. Seule
la valeur de l’isolation LO-RF (supe´rieure a` 100 dB) est incongrue.
4.6.2.4 Analyse en bruit
L’analyse en bruit nous rame`ne a` une re´flexion sur le type de facteur de bruit (DSB ou SSB) a` conside´rer
dans cette e´tude. En effet, selon le type de re´cepteurs (homodyne ou he´te´rodyne), on utilise soit la de´finition
du facteur de bruit en dB en bande unilate´rale (SSB NF) soit en bande bilate´rale (DSB NF). On rappelle
que pour une architecture he´te´rodyne, le signal d’entre´e se trouve dans une bande unilate´rale, on utilise donc
le facteur de bruit en dB dans la bande unilate´rale (SSB NF). Pour une architecture homodyne, le signal est
re´parti de part et d’autre de la porteuse, le facteur de bruit en dB en bande bilate´rale (DSB NF) est donc
plus approprie´.
On aboutit donc a` une valeur de bruit DSB NF de l’ordre de 2.6 dB a` la fre´quence FI. Ce re´sultat
(Tableau 4.9) est en ade´quation avec la formule de Friis (Equation 4.6.1) qui permet d’estimer le facteur de
bruit en dB (NFtot=2.2 dB) de la mise en cascade du LNA et du me´langeur.
Ftot = FLNA +
FMix − 1
GLNA
(4.6.1)
ou` GLNA,Mix : Gain du LNA et du me´langeur respectivement (magnitude)
FLNA,Mix : Facteur de bruit du LNA et du me´langeur respectivement (magnitude)
4.6.2.5 Analyse de la Line´arite´
Quant a` la line´arite´, l’ICP1 et l’IIP3 valent -29.5 et -19.9 dBm respectivement, ce qui est conforme aux
spe´cifications attendues et a` une de´rive´e de la formule de Friis (Equation 4.6.2) pour la line´arite´ de la mise
en cascade du LNA et du me´langeur (Tableau 4.9).
1
iip3tot
=
1
iip3LNA
+
gLNA
iip3Mix
(4.6.2)
ou` iip3LNA, Mix : point d’interception d’entre´e du 3
e´me ordre du LNA et du me´langeur respectivement
(magnitude)
gLNA : Gain du LNA (magnitude)
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Table 4.9 – Re´sume´ des performances du chemin unitaire
Parame`tres Fre´q. RF Fre´q. IF Gain POL DSB NFFriis DSB NF ICP1
(GHz) (GHz) (dB) (dBm) (dB) (dB) (dBm)
But 11.7 1.1 31 – 2.15 < 5 -35.7*
PLS 11.7 1.1 27.9 0 – 2.6 -29.5
Parame`tres IIP3 IIP3Friis ILO−IF ILO−RF IRF−IF Vdd Id
But (dBm) (dBm) (dB) (dB) (dB) (V) (mA)
But – -26.1 – – – 1.2 faible
PLS -19.9* – 63.6 120.1 34.1 1.2 17.3+12
* : valeur de´duite sachant que IIP3 (dBm)=ICP1(dBm) + 9.6 dB
Le tableau 4.10 permet de comparer les re´cepteurs autour de 10 GHz avec celui de cette e´tude. Il en ressort
que ce chemin unitaire a une place cohe´rente dans la litte´rature.
Table 4.10 – Etat de l’art de la mise en paralle`le de re´cepteurs autour de 10 GHz
Re´f. GUA04 BAB06 RAM98 TIK08 ici
[132] [122] [155] [170] PLS
Fre´q. (GHz) 24 77 6-18 24 11.7
Technologie 0.18µm 0.13µm 0.18µm 0.13µm 65 nm
BiCMOS BiCMOS BiCMOS CMOS CMOS
Performances d’un chemin unitaire (par re´cepteur)
Gain (dB) 43a per¥ 37 per¥ 20 12 per¥ 27.9 per¥
@ 12 GHz
NF(dB) 7.4 per¥ 8 per¥ 3.8 7.5 per¥ 2.6 per¥
IIP3 (dBm) -11 per¥ – -21 -12.5 per¥ -19.9 per¥
ICP1 (dBm) -27 per¥ – -31a -23 per¥ -29.5 per¥
Performances du syste`me complet
Nombre 8 4 8 4 2
d’e´le´ments
Topologie LO PS LO PS RF PS RF PS LO PS
Controˆle de 4 bit – 4 bit 360 ° non
la phase (360 °) (360 °) continu
Controˆle de non non non 0 a` -20 dB non
l’amplitude continu
Gain total (dB) 61 – – – 30.3
NF total (dB) – – – – 3.3 (DSB)
IIP3 total (dBm) – – – – -17.4
ICP1 total (dBm) – – – – -27
Pce (mW) 717 1050FS 561 115 63.6
Surface (mm²) 11.55 25.84 5.39 3.02 3.75
a : Inclut un amplificateur FI FS : Synthe´tiseur de fre´quence
b : Une meilleure valeur peut eˆtre obtenue avec un circuit optimise´ ¥ : par re´cepteur
4.6.3 Perspectives d’optimisation
L’inte´reˆt de co-inte´grer deux blocs RF (en l’occurrence un LNA et un me´langeur) est de leur pre´senter la
bonne impe´dance pour maximiser le transfert de puissance et donc le gain. L’adaptation est primordiale et
donc perfectible pour aboutir a` un layout compact tout en ayant de bonnes performances RF en technologie
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CMOS 65 nm. Un compromis a e´te´ effectue´ entre la compacite´ du layout (donc en e´vitant les inductances)
et l’efficacite´ de l’adaptation. De ce fait, l’adaptation entre les blocs RF n’est pas optimale, ce qui explique
le manque de gain et du facteur de bruit le´ge`rement infe´rieur aux attentes.
4.7 Simulations de la mise en paralle`le de deux chemins unitaires
4.7.1 Sche´matique de la mise en paralle`le de deux chemins unitaires
Afin de valider la the´orie de la mise en paralle`le de plusieurs chemins unitaires e´labore´e dans le chapitre
III de ce pre´sent manuscrit, un premier prototype est re´alise´ avec deux e´le´ments en technologie CMOS 65 nm.
Ce prototype, que l’on baptise MARMoTS (Multiple Antennas and Receivers for Mobile Television from
Satellite), consiste a` mettre en paralle`le deux chemins unitaires (LNA + Me´langeur) .
Rappelons que la solution retenue pour combiner les signaux est active et non passive pour des raisons
de compacite´ du layout aux alentours de 1 GHz (Chapitre I). En effet, cela revient a` sommer les signaux en
courant graˆce aux transistors M1 (Figure 4.7.1).
M1 M1 M1 M1
M2 M2
Vdd
In1p In1n In2p In2n
Outp Outn
1.2V
100µm / 
10 doigts
100µm / 
10 doigts
50µm / 
10 doigts
50µm / 
10 doigts
VgCVgCVgCVgC
1
0
k
Ω
1
0
k
Ω
1
0
k
Ω
1
0
k
Ω
0.7V 0.7V 0.7V 0.7V
Figure 4.7.1 – Sche´matique de la combinaison des signaux FI 2 :1
Le sche´matique global de simulation de MARMoTS est illustre´ Figure 4.7.2. Il est constitue´ d’un diviseur
de puissance en entre´e (split1) pour de´livrer la meˆme puissance aux deux LNAs mais e´galement pour se
mettre dans la meˆme configuration de simulation de la the´orie du chapitre III. Un deuxie`me diviseur de
puissance (split2) est utilise´ pour la voie OL pour des raisons similaires. Un chemin unitaire est compose´
des meˆmes e´le´ments que ceux qui ont e´te´ e´tudie´s dans le pre´ce´dent paragraphe a` l’exception des capacite´s
participant a` l’adaptation inter-e´tage et aux lignes d’interconnexion entre le LNA et le me´langeur. Apre`s la
combinaison en courant (dont le principe est de´crit ci-dessus), un re´seau d’adaptation L–C permet d’adapter
sur 100Ω la sortie diffe´rentielle. Les principales difficulte´s de la co-inte´gration des blocs RF (LNA, balun,
Mixer, Combineur de puissance) re´sident dans le fait qu’il faut maximiser le gain et minimiser le facteur de
bruit. Il en re´sulte que l’adaptation doit eˆtre efficace et compact, ce qui est particulie`rement fastidieux en
basses fre´quences. Enfin, afin de satisfaire les exigences de gain, un amplificateur FI doit eˆtre probablement
mis apre`s la combinaison en courant.
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Figure 4.7.2 – Sche´matique du premier prototype (MARMoTS)
4.7.2 Re´sultats Post-layout de MARMoTS (Multiple Antennas and Receivers
for Mobile Television from Satellite)
Dans ce paragraphe, nous allons estimer dans quelle mesure ce premier prototype permet de confirmer
ou infirmer la the´orie quant a` l’ame´lioration des performances de la mise en paralle`le de deux chemins
unitaires. Cependant, une mise en garde est a` e´mettre concernant la validite´ de cette me´thodologie. En
effet, si une ame´lioration d’un parame`tre est attendue, elle serait de l’ordre de 3 dB maximum, ce qui assez
de´licat a` montrer lorsque l’adaptation n’est pas optimale. Cette remarque sugge`re donc que l’ame´lioration
des performances serait plus e´vidente a` observer si l’on combinait quatre ou huit signaux car elle serait de
l’ordre de 6 ou 9 dB respectivement.
On ne pre´sente ici que les re´sultats post-layout car on admet que la me´thodologie de conception a e´te´
e´prouve´e lors de la conception de briques e´le´mentaires.
L’analyse DC aboutit au fait que MARMoTS a une consommation de 63.6 mA sous une tension d’alimen-
tation de 1.2 V sachant que les consommations du LNA, du me´langeur et du combineur valent approximati-
vement 14.3, 3 et 29 mA respectivement.
On peut donc estimer la consommation totale du de´monstrateur final (constitue´ de huit e´le´ments) qui
vaut environ 410 mW sous une tension d’alimentation de 1.2 V, comme le montre l’e´quation 4.7.1.
PDC−de´monstrateur = 1.2V ∗ (8 ∗ ILNA + 8 ∗ IMe´langeur + 7 ∗ Icombineur) = 409.68mW (4.7.1)
Il s’agit certes d’une extrapolation mais l’on comprend l’importance du combineur qui conditionne la consom-
mation totale et la fonctionnalite´ du de´monstrateur.
L’analyse fre´quentielle nous permet d’observer les spectres en entre´e et en sortie de MARMoTS et d’en
de´duire le gain total qui est de 30.3 dB (Figures 4.7.3 et 4.7.4). Il est d’environ 3 dB infe´rieur a` la valeur
attendue. Cela est suˆrement due a` une adaptation non optimale. C’est pourquoi cette adaptation doit eˆtre
optimise´e et l’ajout d’un amplificateur a` la sortie de MARMoTS pourrait s’ave´rer utile pour satisfaire les
exigences de gain dans une prochaine version de ce premier prototype.
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Figure 4.7.3 – Spectre d’entre´e de MARMoTS
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Figure 4.7.4 – Spectre de sortie de MARMoTS
Par ailleurs, lorsque que l’on connecte la deuxie`me entre´e du syste`me a` une charge de 50Ω, on s’aperc¸oit
que le gain total chute de 3 dB, ce qui nous permet de justifier l’apport de la combinaison de deux chemins
unitaires (Figures 4.7.5 et 4.7.6).
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Figure 4.7.5 – Spectre d’entre´e de MARMoTS
dont Ant2 avec une charge de 50 Ω
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Figure 4.7.6 – Spectre de sortie de MARMoTS
dont Ant2 avec une charge de 50 Ω
L’e´tude du bruit nous donne une valeur de 3.3 dB pour le facteur de bruit en dB DSB NF , ce qui est
loin de nos attentes (Tableau 4.11). Cela peut s’expliquer par le fait que le gain ne soit pas conforme a` nos
attentes. En effet, il est important que les blocs RF aient suffisamment de gain pour diminuer l’impact de
leur bruit sur le facteur de bruit total, comme le sugge`re la formule de Friis.
Enfin, l’e´tude de la line´arite´ aboutit a` des valeurs d’ICP1 et IIP3 e´gales respectivement a` -27 et -17.4 dBm.
Si l’on compare ses valeurs a` celles de´duites de la formule de Friis du tableau 4.9 (ICP1Friis= -35.7 dBm et
IIP3Friis= -26.1 dBm), on en de´duit que l’ICP1 et l’IIP3 de MARMoTs ont augmente´ d’environ 9 dB, alors
que l’on s’attendait a` une ame´lioration de 3 dB maximum.
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Table 4.11 – Re´sume´ des performances de MARMoTS
Parame`tres But PLS
Fre´quence RF (GHz) 11.7 11.7
Fre´quence IF (GHz) 1.1 1.1
Gaintot (S21) (dB) 34 30.3
DSBNFtot(dB) < 2 3.3
ICP1tot(dBm) – -27
IIP3tot(dBm) – -17.4*
Vdd (V) 1.2 1.2
Id (mA) faible 63.6
* : valeur de´duite sachant que IIP3=ICP1 + 9.6 dBm
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Figure 4.7.7 – Layout de MARMoTS
Le layout qui a e´te´ envoye´ en fonderie ainsi que la photographie de la puce pour e´valuer l’ame´lioration des
performances de la mise en paralle`le de deux re´cepteurs sont illustre´s Figures 4.7.7 et 4.7.8 respectivement.
La surface occupe´e par la puce incluant les plots est de 3.75 mm².
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Figure 4.7.8 – Photographie de la puce MARMoTS
4.7.3 Perspectives d’optimisation
La principale difficulte´ de la mise en paralle`le de deux chemins e´le´mentaires est l’adaptation entre le mixer
et le combineur de puissance et entre la sortie de ce dernier et la sortie finale du circuit afin de maximiser le
gain total du syste`me.
C’est pourquoi ce pre´sent prototype n’inte`gre pas le buffer initialement pre´vu apre`s la sommation en
courant car l’adaptation a e´te´ fastidieuse et le gain de son rajout n’a pas e´te´ clairement prouve´ pendant
l’e´tape de conception. Il en ressort qu’il aurait e´te´ plus inte´ressant d’effectuer la combinaison des signaux a`
une premie`re fre´quence interme´diaire suffisamment e´leve´e pour faciliter l’adaptation en re´duisant la valeur
des e´le´ments passifs (capacite´s et inductances). Ensuite, il aurait e´te´ plus facile d’effectuer une deuxie`me
descente en fre´quence avec e´ventuellement un amplificateur post-me´langeur pour satisfaire les exigences de
gain et pouvoir injecter le signal dans le SASP. Une alternative quant a` la transposition en fre´quence du
de´monstrateur est donc a` envisager, le reste demeurant inchange´ et re´alisable.
Ce circuit e´tant un premier prototype, il est donc perfectible. Il semble ine´vitable de re´duire la taille des
baluns en augmentant le nombre de tours du primaire et/ou du secondaire. Un effort conside´rable doit eˆtre mis
sur la conception du combineur de puissance car c’est ce dernier qui participe aux ame´liorations attendues
des principaux parame`tres du syste`me. Cette optimisation doit commencer par un choix judicieux de la
fre´quence a` laquelle a lieu la combinaison des signaux. Malgre´ une le´ge`re hausse du budget de consommation,
une deuxie`me descente en fre´quence est donc ne´cessaire pour permettre au signal d’eˆtre correctement traite´
par le SASP en aval.
A terme, le front-end sera bien plus complexe car il contiendra huit chemins unitaires en paralle`le. Ce sera
a` ce moment-la` qu’il serait judicieux de comparer le de´monstrateur final avec la litte´rature (Tableau 4.12).
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Table 4.12 – Litte´rature des architectures faible consommation pour la TV mobile
Re´f. SHI08 ANT05 SHI08 IIZ07 YOU06 MYU06 AZU04 KIM02
[156] [119] [156] [139] [142] [138] [121] [143]
Standard/ CMMB/ DVB-H DVB-H DVB-H DVB-H S-DMB ISDB-T/
Architecture Zero-IF Low-IF
Techn. (um) 0.35 0.35 0.5 0.5 0.18 0.25 SiGe 0.18
SiGe SiGe SiGe SiGe CMOS SiGe CMOS
Fre´quences 2.635- band IV/V 470- 470∼ 470-862M 2.63 473- 950-
RF (Hz) 2.66 G 862M 890M /1.67-1675G ˜2.655G 767M 2150M
Fre´quences 500kHz
FI (Hz)
BW (MHz) 25M 8/7/6 chan 10M 1-2G
Pin (i LNA) -100˜0 > 60 -50˜+60
(dBm)
Gain (dB) -15˜89 ≤ 75 ≤ 100 ≤ 94 ∼ 100 ≤ 95.2 < 4
IIP3(dBm) 17@G=0 4 -29.3 12@G=-20 -5
@G(dB)
PN dBc/Hz, -90, -133, -98, -98.1, -90, -133,
fc(GHz)@Hz 5.3@100k –@1.45M 4.6@100k 4.6@100k 5.3@100k –@1.45M
NF (dB) 2.2 Max=8.5 5.5 3.1˜4.6 4.5 < 1.8 10.8
Sensitivite´ -100 -96 -89/-88.5 -100 -65
(dBm)
Pce (mW)/ 162/ 240/ 396/ 180/ 66-74/ < 138/ 160/ 180/
Vdd (V) 2.8 2.775 3.3 2.8 2.8 2.5 2.9 1.8
Surface 4 11.5 20 16 7.84 5.29 25 7.2
(mm²) (+WLAN)
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4.8 Simulations du de´phaseur variable
4.8.1 Sche´matique du de´phaseur
Ce paragraphe a pour objectif de pre´senter les premiers re´sultats au niveau sche´matique du de´phaseur
variable ainsi que les ajustements a` effectuer avant son routage.
Pour rappel, la structure retenue pour le de´phaseur consiste a` combiner deux signaux en quadrature de
phase et ajuster les tensions de controˆle pour avoir un gain variable [170]. Ce principe est repris Figures 4.8.1
et 4.8.2.
A1
A2 90°
V1
V2
Figure 4.8.1 – Principe du ge´ne´rateur vectoriel
V1
V2
Vout = V1+V2
-V1
-V2
Figure 4.8.2 – Principe du modulateur vectoriel
L’imple´mentation au niveau sche´matique du ge´ne´rateur vectoriel est reprise Figure 4.8.3. Cela revient a`
ge´ne´rer les signaux V1 et V2 en quadrature graˆce a` des paires diffe´rentielles et un balun pour avoir des signaux
diffe´rentiels. Les signaux de controˆle VC1 et VC2 servent non seulement a` polariser les paires diffe´rentielles
mais aussi a` rendre variable la phase du circuit.
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Figure 4.8.3 – Sche´matique du ge´ne´rateur vectoriel
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La re´alisation au niveau transistor du modulateur vectoriel est repre´sente´e Figure 4.8.4. Cela consiste
a` combiner en courant les signaux V1 et V2 afin de ge´ne´rer le de´phasage souhaite´. Ainsi, avec VC1 et VC2
permettant de moduler l’amplitude des vecteurs V1 et V2 et SW1 et SW2 assurant le basculement d’un
cadrant a` un autre (Figure 4.8.2), le de´phasage entre Vout et V1 (qui est de´sormais la nouvelle re´fe´rence) est
comple`tement controˆlable de manie`re analogique et nume´rique.
M1
M2
V1p
Voutp
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M2 M3
VgM1
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V1n
M3
M1
M2
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SW1 SW2
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Figure 4.8.4 – Sche´matique du modulateur vectoriel
4.8.2 Re´sultats de simulations au niveau sche´matique
Dans ce paragraphe, on pre´sente les re´sultats au niveau sche´matique du de´phaseur variable. La figure 4.8.5
montre les re´sultats temporels pour les signaux V1 et V2. Une repre´sentation du de´phasage dans le domaine
fre´quentiel (Figure 4.8.6) est donne´e par les expressions suivantes (Equation 4.8.1) :
ϕ2−1 = phase (fft ((V2p))− phase (fft (V1p))) (4.8.1)
ou`
phase (Vx) = 2.atan
(
Im (fft (Vx))
Re (fft (Vx)) +mod (Vx)
)
(4.8.2)
et
mod (Vx) =
√
Im2 (fft (Vx)) +Re2 (fft (Vx)) (4.8.3)
Les figures 4.8.5 et 4.8.6 montrent que les signaux V1 et V2 sont de´phase´s de 100 ° environ a` l’issue de
leur ge´ne´ration. La meˆme me´thodologie est applique´e pour de´terminer le de´phasage entre V1 et Vout qui vaut
environ 50 ° (Figures 4.8.7 et 4.8.8) en remplac¸ant V1p et V2p par VOutp et V1p respectivement.
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Figure 4.8.5 – Signaux V1 et V2 dans le domaine
temporel
Figure 4.8.6 – De´phasage entre les signaux V1
et V2
Figure 4.8.7 – Signaux V1 et Vout dans le do-
maine temporel
Figure 4.8.8 – De´phasage entre les signaux V1
et Vout
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La reconfigurabilite´ du de´phasage entre VOutp et V1p s’effectue en faisant varier analogiquement VC1 et
VC2 et nume´riquement SW1 et SW2.
Il est temps de confronter ces premiers re´sultats de simulation a` la litte´rature (Tableau 4.13).
Table 4.13 – Litte´rature des de´phaseurs variables autour de 10 GHz
Re´f. Tech. Type Fre´q. 4ϕ Gain Pce Surface Max. NF
(µm) (GHz) (°) (dB) (mW) (mm²) (dB)
ELL03 0.6 TLPS 5-6 360 -4±1 ˜0 0.8 4
[129] GaAs
CHA06 0.18 TLPS 5.8 > 360 -7±4 32 2.76 –
[149] CMOS
WAG08 0.18 localise´ 5-6 360 -7.3±2 ˜0 1.04 7.3
[165] CMOS TLPS
LUC91 GaAs RTPS 0.5-5.5 95 15±2.5 – 0.563 –
[151]
HAY98 0.3 RTPS 2.4 100 -4±1 93 1 –
[136] GaAs
YOU08 0.18 RTPS 2.4 120 -5-0 111 0.357 23.8
[173] CMOS circulateur
MAY09 0.18 RTPS 5.6 135 -0±0.5 5.6-8.3 0.475 15.4
[154] CMOS circulateur
ZAR07 CMOS RTPS 1.85- > 360 -7.3 2.16 2.5 –
[171] 2.05
CHU06 CMOS tunable 5.2 240 0.7 36.3 1.2 –
[128] all-pass
LU05 CMOS TLPS 3.5- > 360 0.3 16-25 0.24 –
[150] ind. active 4.5
ELL00 GaAs modulateur 5.15- 60 -9 0 1 –
[130] vect. passif 5.7
HAM03 CMOS TLPS 8 180 – 170 0.78 –
[135] diffe´rentiel
ici 0.065 modulateur 10.6 360 – – – –
CMOS vect. actif
4.8.3 Perspectives d’optimisation
Le de´phaseur variable est un e´le´ment incontournable lors de la re´alisation de la mise en paralle`le de
re´cepteurs car il permet de mettre en phase tous les signaux pour un traitement optimal de l’information.
C’est pourquoi il semble indispensable d’accorder un soin tre`s particulier lors de la conception de ce bloc.
A cela s’ajoute la difficulte´ de re´aliser un de´phaseur reconfigurable sur une plage de 360 ° avec une agilite´
de phase (degree of precision), une consommation raisonnable, un nombre minimal d’e´le´ments de controˆle
exte´rieurs, une surface d’inte´gration acceptable et un moindre couˆt comme cela est de´taille´ dans le chapitre
I de ce pre´sent manuscrit. Lors de cette e´tude de faisabilite´, notre choix s’est donc oriente´ vers l’assemblage
d’un ge´ne´rateur vectoriel et d’un modulateur vectoriel en e´vitant l’utilisation de composants encombrants
(inductances, coupleur directionnel...). Les perspectives envisageables avant le routage concernent l’optimi-
sation au niveau transistor pour re´duire la consommation, affiner le pas de variation du de´phasage et l’agilite´
angulaire.
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4.9 Conclusion et perspectives du chapitre IV
Dans ce chapitre, on exploite les potentialite´s et les limites de la technologie CMOS 65 nm en vue de la
conception de circuits dans la bande Ku sous contrainte de faible bruit et de faible consommation. Apre`s la
conception de blocs RF (LNA, me´langeur, balun, de´phaseur), leur co-inte´gration a aboutit a` la re´alisation d’un
chemin e´le´mentaire (LNA + Me´langeur) et d’un prototype de la mise en paralle`le de deux chemins unitaires.
La finalite´ de la me´thodologie de conception est de satisfaire les spe´cifications requises pour l’application vise´e.
On a mis en e´vidence les diffe´rents verrous technologiques a` lever a` savoir : le LNA devra eˆtre probablement
re´alise´ avec une technologie compe´titive en bruit pour pouvoir atteindre un facteur de bruit en dB infe´rieur
a` 1 dB ; la reconfigurabilite´ du de´phaseur est a` finaliser ; un effort particulier doit eˆtre porte´ sur le combineur
de puissance car il re´git le comportement du de´monstrateur.
Ainsi, la prochaine version de MARMoTS devrait ressembler a` celle pre´sente´e dans la figure 4.9.1 ci-
dessous. Comme on a pu le voir plus toˆt dans ce manuscrit, les performances en bruit sont primordiales pour
qu’un tel re´cepteur puisse fonctionner pour le standard DVB-S. Dans cette optique, l’utilisation d’une autre
technologie (SiGe ou SOI) serait judicieuse. Cependant, l’utilisation de ces technologies nous e´loignerait de
l’objectif faible couˆt de notre syste`me. Une autre alternative existe : elle consiste a` changer d’architecture (avec
des techniques de suppression du bruit ou des boucles de contre-re´action positive) en gardant la technologie
CMOS. Un oscillateur local a` 5.3 GHz permet une premie`re descente en fre´quence a` FI1= 6.4 GHz. C’est
a` ce moment qu’a lieu la combinaison des signaux issus des diffe´rents sous-re´seaux d’antennes. Le meˆme
oscillateur local assure la deuxie`me descente en fre´quence a` FI2 = 1.1 GHz. L’ajout d’un amplificateur FI
est ne´cessaire pour satisfaire les exigences en gain.
RFp Outp
Outn
L
O
p
L
O
n
Mixer1
RFn
LNA    Ant1
b
a
lu
n
LO1
Out
LNA    
b
a
lu
n
LO2
In1p
In1n
In2p
In2n
Out p
Out n
Ant2
RF=11.7GHz
RF=11.7GHz
LO=5.3GHz
LO=5.3GHz
Balun 
RF
Balun 
RF
RFp Outp
Outn
L
O
p
L
O
n
Mixer1
RFn
RFp Outp
Outn
L
O
p
L
O
n
Mixer2
RFn
Ampli FI
FI 1 =6.4GHz
FI 1 =6.4GHz
FI 2 =1.1GHz
Technologie 
CMOS SOI
 ou 
BiCMOS
Technologie 
CMOS 65 nm
b
a
lu
n
LO3
Figure 4.9.1 – Nouvelle version de MARMoTS
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Conclusion ge´ne´rale et perspectives
I fe´ pa la bou avan la plı¨.
Conclusion ge´ne´rale et perspectives
Cette the`se pre´sente une e´tude de faisabilite´ d’un re´cepteur faible couˆt et faible consommation pour
l’extension du standard DVB-S a` la mobilite´. Ce de´monstrateur doit eˆtre capable de recevoir de tre`s faibles
signaux (avec une puissance de l’ordre de -110 dBm) issus du satellite ge´ostationnaire. Il doit e´galement avoir
un facteur de bruit en dB le plus faible possible (infe´rieur a` 1 dB) pour ne pas de´grader l’information rec¸ue.
La bande passante a` traiter est de l’ordre de 200 MHz, ce qui correspond a` environ 6 canaux de 33 MHz, soit
a` environ une cinquantaine de chaˆınes pour la te´le´vision nume´rique.
L’objectif de ce projet est de proposer des solutions pour lever les verrous technologiques quant a` la re´alisation
d’un tel syste`me en technologie CMOS 65 nm.
En comparaison avec la re´ception fixe par satellite, la parabole doit eˆtre remplace´e par un re´seau d’an-
tennes afin d’allier la volonte´ d’inte´gration et de portabilite´ avec le besoin d’un gain suffisamment e´leve´ pour
amplifier les tre`s faibles signaux rec¸us. De plus, il est ne´cessaire d’exciter chaque antenne d’un sous-re´seau
avec un gradient de phase pour de´pointer le lobe principal et ainsi  tracker  le satellite.
Le bilan de liaison pour un syste`me satellitaire impose un rapport signal-a`-bruit (SNR) relativement e´leve´.
La de´gradation de ce SNR est principalement due aux performances de l’amplificateur faible bruit (LNA)
directement connecte´ au sous-re´seau d’antennes. Pour pallier aux limitations en bruit de la technologie CMOS,
nous sugge´rons une approche syste`me pour ame´liorer le SNR apre`s la de´modulation analogique du signal en
utilisant un processeur analogique. Ce processeur purifie le signal en moyennant plusieurs e´chantillons de
l’information rec¸ue.
Notre de´monstrateur est constitue´ de la mise en paralle`le de plusieurs re´cepteurs afin d’ame´liorer ses per-
formances RF. De ce fait, pour combiner en phase les signaux issus de ces chemins unitaires, un de´phaseur
variable de 360 ° est ne´cessaire. La mise en syste`me de blocs unitaires requiert un soin particulier lors de
l’adaptation inter-e´tage ; ce qui induit un choix judicieux des fre´quences interme´diaires, permettant ainsi une
adaptation compacte.
Du fait de la contrainte de mobilite´, il est ne´cessaire d’appliquer une me´thodologie faible consommation. Ce
premier de´monstrateur montre que le LNA et le combineur en puissance font exploser le budget de consom-
mation. Il est donc primordial que ces blocs soient optimise´s avec des techniques de faible consommation.
Cette e´tude de faisabilite´ aboutit a` un inventaire de solutions technologiques pour qu’un tel syste`me soit
re´alisable en technologie CMOS, ce qui constitue donc les perspectives de ces travaux de the`se.
Une re´flexion doit eˆtre mene´e sur la vise´e du satellite en proposant une solution hybride afin d’allier les
avantages du de´phasage e´lectronique (a` l’aide de de´phaseurs purs) avec ceux d’une approche me´canique afin
d’assurer le de´pointage du lobe principal en e´vitant une remonte´e trop importante des lobes secondaires. De
plus, afin d’ame´liorer le bilan de liaison, il serait inte´ressant de maximiser le gain du sous-re´seau d’antennes en
optimisant son re´seau d’excitation et e´ventuellement en modifiant l’antenne unitaire ou le nombre d’e´le´ments
par sous-re´seau.
Afin de valider la faisabilite´ du de´monstrateur final (Front-End, Processeur analogique, algorithme d’ame´lioration
du SNR) et quantifier ses performances globales pour le standard DVB-S, des simulations mixtes comple´mentaires
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(au niveau transistor et VHDL-AMS) devraient eˆtre effectue´es.
Des pistes d’optimisation du Front-End demeurent, a` savoir :
– le LNA doit eˆtre conc¸u avec une technologie compe´titive en bruit (technologie CMOS SOI ou BiCMOS) ;
– la consommation en puissance du me´langeur doit eˆtre re´duite tout en pre´servant de bonnes performances
en gain, en bruit et en line´arite´ ;
– la surface d’inte´gration du balun doit eˆtre re´duite ;
– le combineur en puissance doit eˆtre optimise´ pour garantir les ame´liorations attendues des performances
du syste`me ;
– la conception du de´phaseur variable doit eˆtre finalise´ et inte´gre´ au de´monstrateur ;
– enfin, l’oscillateur local et l’amplificateur FI doivent eˆtre aussi inse´re´s dans le syste`me final.
Mes travaux de Doctorat m’ont apporte´ une expe´rience significative en conception de circuits inte´gre´s ana-
logiques aux fre´quences micro-ondes (1 a` 12 GHz). Pour les blocs conc¸us a` 12 GHz, la me´thodologie de
conception suivie est similaire a` celle des circuits en bande millime´trique (simulations e´lectromagne´tiques,
extraction des parasites. . . ). J’ai aussi acquis des compe´tences au niveau syste`me et une premie`re expe´rience
sur les re´seaux d’antennes.
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Annexe 1 : Distribution des
champs/courants et diagramme de
rayonnement d’une antenne
microruban (patch)
1. Re´partition des champs et courants
Dans les antennes imprime´es, les distributions de courants qui ge´ne`rent le champ rayonne´ sont impose´es
par des modes re´sonnants. L’antenne imprime´e peut eˆtre identifie´e a` une cavite´ re´sonnante dans laquelle on
est capable de mettre en e´vidence les modes qui peuvent s’installer. Chaque mode conduit a` une distribution
de courant sur le patch, et le diagramme de rayonnement peut eˆtre calcule´ en faisant rayonner ces courants. La
nature des modes de´pend de la forme du patch. Une e´tude analytique est mene´e pour des antennes microruban
de forme rectangulaire [174]. Ce type de patch est assimile´ a` une cavite´ ayant deux murs e´lectriques parfaits
(les surfaces conductrices) et quatre murs magne´tiques parfaits (Figure 4.9.2).
x
z y
a
0
h
b
Mur magnétique
Mur électrique
Patch
Substrat
Plan de masse
Figure 4.9.2 – Mode`le de la cavite´ d’une antenne microruban rectangulaire
Hypothe`ses de travail
Quelques hypothe`ses doivent eˆtre e´mises afin de de´terminer les modes qui s’installent dans cette cavite´ :
– les murs e´lectriques en z = 0 et z = h sont ide´aux
– les murs magne´tiques en y = 0, y = b, x = 0 et x = a sont ide´aux
– la hauteur h du substrat au-dessus du plan de masse est tre`s infe´rieure a` la longueur d’onde correspon-
dant a` la fre´quence de fonctionnement de l’antenne (fre´quence du mode excite´).
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Cette dernie`re hypothe`se permet d’en de´duire que le champ e´lectromagne´tique ne varie quasiment pas sur la
hauteur h. Par ailleurs, puisque le champ e´lectrique tangentiel est nul (car constamment continu a` l’interface
entre deux milieux) en z = 0 et z = h, on en de´duit que les lignes de champ qui atteignent les conducteurs
dans ces deux plans sont orthogonales a` ces plans.
Au final, le champ e´lectrique interne a` la cavite´ ne peut eˆtre oriente´ que suivant Oz et est constant sur
une ligne de champ entre les deux conducteurs, comme le montre l’e´quation 4.9.1 :
−→
E = Ez (x, y)
−→
Uz (4.9.1)
On peut en de´duire le champ magne´tique interne en utilisant la relation de Maxwell (Equation 4.9.2) :
−→∇ ∧−→E = j ω−→B (4.9.2)
−→
B = − 1
j ω
{
∂Ez
∂y
−→
Ux − ∂Ez
∂x
−→
Uy
}
(4.9.3)
−→
B = Bx
−→
Ux +By
−→
Uy (4.9.4)
A noter qu’il n’existe pas de composante de champ magne´tique suivantOz. Les lignes de champ magne´tiques
sont donc paralle`les au plan z = 0. L’e´quation de propagation se simplifie car il n’y a qu’une composante de
champ suivant Oz et cette composante n’a pas de de´pendance en z (Equation 4.9.5) :
∂2Ez (x, y)
∂x2
+
∂2Ez (x, y)
∂y2
+ k2Ez (x, y) = 0 avec k
2 = k2x + k
2
y (4.9.5)
Le champ e´lectrique se pre´sente donc sous la forme (Equation 4.9.6) :
Ez (x, y) = [Acos (kx x) +B sin (kx x)] . [C cos (ky y) +Dsin (ky xy)] (4.9.6)
Les conditions aux limites sur les murs magne´tiques parfaits imposent un champ magne´tique tangentiel
nul sur ces parois, soit (Equations 4.9.9 et 4.9.8) :
Bx = 0 en y = 0 et y = b (4.9.7)
By = 0 enx = 0 etx = a (4.9.8)
Les formules 4.9.3 et 4.9.9 permettent d’en de´duire que (Equation 4.9.9) :
Bx = 0 et
∂Ez
∂y
= 0 (4.9.9)
On a donc :
E = 0 en y = 0 (4.9.10)
ky = n
pi
b
en y = b (4.9.11)
De meˆme, 4.9.3 et 4.9.8 permettent d’en de´duire que :
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B = 0 enx = 0 (4.9.12)
ky = m
pi
a
enx = a (4.9.13)
Les champs e´lectrique et magne´tique s’e´crivent ainsi (Equations 4.9.14, 4.9.15, 4.9.16) :
Ez (x, y) = A
′ cos
(mpi
a
x
)
cos
(npi
b
y
)
(4.9.14)
Bx (x, y) = A
′ npi
j ω b
cos
(mpi
a
x
)
cos
(npi
b
y
)
(4.9.15)
By (x, y) = −A′ mpi
j ω a
sin
(mpi
a
x
)
cos
(npi
b
y
)
(4.9.16)
Les entiers m et n de´signent l’ordre des modes qui s’excitent suivant les directions x et y. Le mode suivant
la direction z a e´te´ identifie´ comme correspondant a` un entier p=0, car tous les champs sont constants suivant
cette direction a` l’inte´rieur de la cavite´. On peut de`s lors de´terminer la fre´quence de re´sonnance de chacun
des modes. En effet, nous savons que la constante de propagation est telle que (Equation 4.9.17) :
k2 =
(mpi
a
)2
+
(npi
b
)2
et k2 = ω2 ε µ = 4pi2 f2 ε µ (4.9.17)
Et par conse´quent, la fre´quence de re´sonnance peut s’exprimer de la manie`re suivante (Equation 4.9.18) :
f =
1
2pi
√
ε µ
√(mpi
a
)2
+
(npi
b
)2
(4.9.18)
En pratique, le mode le plus utilise´ est le mode (m, n, p) = (1, 0, 0) ou (m, n, p) = (0, 1, 0).
Donc, la fre´quence vaut alors (Equation 4.9.19) :
f =
c
2a
√
εeff
pour (m, n, p) = (1, 0, 0) (4.9.19)
On peut a` pre´sent repre´senter l’allure des champs e´lectriques et magne´tiques ainsi que l’allure du courant
sur le patch. Dans le mode fondamental (m, n, p), les allures de champs e´lectrique et magne´tique sont illustre´es
Figures 4.9.3 et4.9.4 respectivement.
x
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Figure 4.9.3 – Allure du champ e´lectrique du
patch rectangulaire
x
z y
aa/2
0
h
b
Figure 4.9.4 – Allure du champ magne´tique du
patch rectangulaire
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Les courants a` la surface du patch sont, quant a` eux, donne´s par la relation suivante (Equation 4.9.21) :
−→
J = −→n ∧ −→H (4.9.20)
−→
J =
−→
Uz ∧
−→
B
µ
(4.9.21)
Ainsi, l’expression finale du courant a` la surface du patch est donne´e par l’e´quation 4.9.22 ci-dessous :
−→
J (x, y) =
pi
j ω µ a
sin
(pi
a
x
) −→
Ux (4.9.22)
L’allure du courant a` la surface du patch est illustre´e Figure 4.9.5.
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Figure 4.9.5 – Allure du courant en surface du patch
L’orientation de ces courants qui sont tous paralle`les permet de de´finir deux plans de coupe dans lesquels
la polarisation de l’onde rayonne´e est parfaitement de´termine´e : le plan E qui contient le vecteur champ
e´lectrique et qui correspond au plan y=0, et le plan H qui contient le vecteur champ magne´tique et qui
correspond au plan x=0.
A noter que cette re´partition n’est pas rigoureusement celle qui peut eˆtre mesure´e dans la re´alite´ car il y a
des perturbations de champs qui apparaissent au niveau de l’alimentation du patch, que ce soit par caˆble
coaxial, par ligne ou par fente. Ne´anmoins, le caracte`re re´sonnant est suffisamment fort pour que la forme des
courants impose´s par le mode constitue une bonne approximation de la re´alite´, et donne une allure correcte
du champ rayonne´.
2. Diagramme de rayonnement du patch
A partir de cette re´partition de courant, on peut en de´duire l’approximation analytique du champ lointain
rayonne´ par l’antenne. Les calculs e´tant extreˆmement lourds, seule la formule finale du champ rayonne´ est
donne´e. Le champ total rayonne´ est de la forme suivante (Equation 4.9.24) :
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−→
E (P ) =
{
b cos
(
W a
2
)
sin
(
V b
2
)
V b
2
cos (ϕ) +W sin
(
V b
2
)
cos
(
W a
2
)
W 2 − (pia )2 sin (ϕ)
}
−→
Uθ (4.9.23)
−→
E (P ) = +
{
−b cos
(
W a
2
)
sin
(
V b
2
)
V b
2
sin (ϕ) +W sin
(
V b
2
)
cos
(
W a
2
)
W 2 − (pia )2 cos (ϕ)
}
cos (θ)
−→
Uϕ(4.9.24)
avec,
V = k sin (θ) sin (ϕ) etW = k sin (θ) cos (ϕ) (4.9.25)
Finalement, suivant les plans E ou H, le diagramme de rayonnement approximatif est de la forme suivante :
– dans le plan E (ϕ = 0 °), selon l’e´quation 4.9.26 :
EE (θ) =
∣∣∣∣cos(pi sin (θ)2√εr
)∣∣∣∣ (4.9.26)
– dans le plan H (ϕ = 90 °), selon l’e´quation 4.9.27 :
EH (θ) =
∣∣∣∣∣∣
sin
(
k b sin(θ)
2
)
k b sin(θ)
2
cos (θ)
∣∣∣∣∣∣ avec k = pia√εr (4.9.27)

Annexe 2 : Calcul de la tempe´rature
de bruit de l’antenne
La tempe´rature e´quivalente de bruit est la tempe´rature a` laquelle il faudrait mettre une re´sistance de
re´fe´rence pour qu’elle ge´ne`re la meˆme puissance de bruit que le dispositif [176].
La tempe´rature de bruit d’une antenne de´pend de deux parame`tres [176] :
– la tempe´rature moyenne de bruit des re´gions “vues” par l’antenne au travers de son diagramme de
rayonnement
– ses pertes
Les pertes comprennent les pertes propres a` l’antenne mais aussi celles des caˆbles de couplage et de raccor-
dement au premier amplificateur pour lequel a e´te´ de´finie une tempe´rature de bruit. La puissance du bruit
ge´ne´re´ par l’antenne de´pend de la tempe´rature de bruit des re´gions pointe´es par chaque lobe du diagramme
de rayonnement et ponde´re´e par le gain de ce lobe. Ceci est le plus difficile a` de´terminer. Ge´ne´ralement, le
calcul s’effectue “a` la louche” et on cherche a` diminuer au maximum les lobes secondaires qui regardent le
sol a` 290 K.
Une me´thode de calcul consiste a` associer des re´sistances aux puissances concerne´es, telle que :
– la puissance perdue par effet Joule et de´terminant le rendement e´lectrique [Rp]
– la puissance rayonne´e vers le sol (lobes secondaires) [Rsol]
– la puissance rayonne´e vers l’espace (lobe principal) [Rray]
Il reste a` de´terminer la contribution de chaque re´sistance au bruit total de l’antenne. Un tel syste`me peut
eˆtre repre´sente´ sche´matiquement sur la figure 4.9.6 ci-dessous.
Rray Rsol Rp
RC 
= 
Rt 
Rt
Figure 4.9.6 – Re´sistances associe´es aux puissances concerne´es
On peut de`s lors calculer les valeurs de ces re´sistances et de la tempe´rature de bruit correspondante :
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– Pertes dans les lignes
Les pertes dans les lignes 50 Ω de la plupart des antennes conc¸ues dans ce travail sont d’environ 0.5 dB,
ce qui correspond a` la mise en se´rie avec la charge d’une re´sistance RP qui vaut (Equation 4.9.28) :
RP = RC
(
100.05 − 1) avecRC : re´sistance de charge de 50 Ω (4.9.28)
soit, la tempe´rature de bruit correspondante TP est e´gale a` (Equation 4.9.29) :
Tp = T0
Rp
RC
avecT0 : tempe´rature du bruit ge´ne´re´ par la Terre (4.9.29)
– Pertes dans l’antenne
Un rendement η signifie que l’impe´dance de RC = 50 Ω du syste`me est compose´ d’une re´sistance de rayonne-
ment de RC = 50 Ω en se´rie avec une re´sistance de pertes de Ra = RC (1− η) , dont la tempe´rature de bruit
Ta vaut (Equation 4.9.30) :
Ta = T0
Ra
RC
(4.9.30)
– Lobes secondaires
Une puissance de -N dB par rapport au lobe principal repre´sente un rapport 10N/10 soit une re´sistance de
rayonnement Rsol vers le sol de (Equation 4.9.31) :
Rsol =
η RC
10N/10
(4.9.31)
soit, une tempe´rature de bruit qui vaut (Equation 4.9.32) :
Tsol = T0
Rsol
RC
(4.9.32)
– Rayonnement dans l’espace
Une partie de la re´sistance de rayonnement correspond au lobe principal dirige´ vers l’espace et est e´gale a`
(Equation 4.9.33) :
Rray = η RC −Rsol (4.9.33)
La tempe´rature de bruit vaut donc (Equation 4.9.34) :
Tray = Tciel
Rray
RC
avecTciel : tempe´rature de bruit du ciel (˜ 20°K) (4.9.34)
La tempe´rature de bruit du syste`me antennaire est donc e´gale a` (Equation 4.9.35) :
Tt = Tp + Ta + Tsol + Tray (4.9.35)
Le bruit du ciel cosmique est ge´ne´re´ par les e´toiles de l’univers. Celui que nous recevons sur Terre provient
essentiellement de notre galaxie. La puissance du bruit cosmique est e´galement fonction de la re´gion “regarde´e”
dans l’univers. Il augmente dans la direction de la Voie Lacte´e et, naturellement, il est maximal quand nous
pointons vers l’e´toile la plus proche qui est le soleil.
Annexe 3 : Effet Doppler-Fizeau
1. L’expe´rience de tous les jours
On conside`re un observateur immobile sur le bord de la route qui e´coute l’avertisseur sonore d’un ve´hicule
qui s’approche puis s’e´loigne de lui avec une vitesse vem.
Soit :
c : vitesse de propagation dans le vide ; fem : fre´quence e´mise
Tem : pe´riode des ondes e´mises ; λrec : longueur d’onde rec¸ue par l’observateur
λem : longueur d’onde e´mise ; frec : fre´quence rec¸ue par l’observateur
La variation de la longueur d’onde est e´gale a` la distance parcourue par la source pendant une pe´riode,
λrec (Equation 4.9.36) :
λrec = λem ± υem Tem ⇒ λrec = c Tem ± υem Tem car λem = c Tem (4.9.36)
⇒ c
frec
= c Tem ± υem Tem car λrec = c
frec
(4.9.37)
⇒ c
frec
= Tem (c± υem) (4.9.38)
d’ou`, la fre´quence perc¸ue par l’observateur frec vaut (Equation 4.9.39) :
frec =
fem
1± υemc
(4.9.39)
Initialement, l’observateur perc¸oit un son de fre´quence frec =
fem
1− υemc > fem donc plus a¨ıgu que fem.
Quand le ve´hicule est a` son niveau, il entend un son de fre´quence fem (pas d’effet transversal). Quand la
source s’e´loigne, la fre´quence tend vers frec =
fem
1+ υemc
< fem (plus grave).
2. Notre application
Pour notre application la source (le satellite) est fixe et l’observateur est mobile. On peut ge´ne´raliser
l’e´quation 4.9.39 pour des sources et observateurs mobiles (Equation 4.9.41).
λrec ± υrec Trec = λem ± υem Tem ⇒ c
frec
± υrec
frec
=
c
fem
± υem
fem
(4.9.40)
⇒ frec
1± υrecc
=
fem
1± υemc
(4.9.41)
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Annexe 4 : Influence des parame`tres
de l’antenne microruban sur son
rayonnement
L’e´tude sous Matlab permet d’analyser le comportement de l’antenne microruban suivant les valeurs de
ses parame`tres. La largeur L fixant la fre´quence de re´sonnance, ce parame`tre sera conside´re´ comme fixe. Nous
pouvons donc modifier la permittivite´ relative du substrat qui de´pend du mate´riau utilise´ et la hauteur de
ce substrat. Modifier W permet e´galement de changer la directivite´ de l’antenne.
1. Diagrammes de rayonnement pour diffe´rentes permittivite´s rela-
tives
theta (°)
Plan E
Figure 4.9.7 – Diagrammes de rayonnement
pour diffe´rentes permittivite´s en coordonne´es po-
laires
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Plan E
Figure 4.9.8 – Diagrammes de rayonnement
pour diffe´rentes permittivite´s en coordonne´es
carte´siennes
On constate que plus la permittivite´ relative du substrat est e´leve´e, moins l’antenne est directive, ca`d plus
l’antenne a un caracte`re omnidirectionnel (Figures 4.9.7 et 4.9.8). Ainsi, pour une permittivite´ relative de 20,
on mesure un angle d’ouverture de 102 ° soit une augmentation de 21 ° par rapport au cas d’une permittivite´
de 2.2.
A noter qu’il n’est pas ne´cessaire de regarder le rayonnement dans le plan H car celui-ci varie peu suivant la
permittivite´.
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2. Diagrammes de rayonnement pour diffe´rentes e´paisseurs de sub-
strat
On note que l’e´paisseur du substrat joue un roˆle dans la directivite´ de l’antenne (Figures 4.9.9 et 4.9.10).
Ne´anmoins, le roˆle de l’e´paisseur vis-a`-vis de l’angle d’ouverture reste modeste en comparaison de celui de la
permittivite´.
3. Directivite´ de l’antenne suivant W/λ0
Une formule approche´e pour calculer la directivite´ d’une antenne patch est donne´e par l’e´quation 4.9.42
ci-dessous[175] :
Directivite´ =
1
15G
(
W
λ0
)2
(4.9.42)
ou`, G = W120λ0 − 160pi2 (pour 0.35λ0 < W < 2λ0) : conductance e´quivalente
theta (°)
Plan E
Figure 4.9.9 – Diagrammes de rayonnement
pour diffe´rentes e´paisseurs de substrat
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Figure 4.9.10 – Diagrammes de rayonnement
pour diffe´rentes e´paisseurs de substrat
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Figure 4.9.11 – Directivite´ de l’antenne
La valeur de directivite´ issue des e´quations pre´ce´dentes et affiche´e Figure 4.9.11 qui est 8.1 dB pour
W=1.01 cm correspond a` nos attentes. On constate aussi que plus la largeur W est grande et plus la directivite´
est forte. Il convient ne´anmoins de faire attention dans le choix de la largeur W car une largeur trop grande
n’est pas adapte´e a` notre application.
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Contribution a` la conception d’un re´cepteur mobile faible couˆt
et faible consommation dans la bande Ku pour le standard DVB-S
*********************
Re´sume´ :
Cette the`se pre´sente une e´tude de faisabilite´ d’un re´cepteur faible couˆt et faible consommation pour l’extension du
standard DVB-S a` la mobilite´. L’objectif de ce projet est de proposer des solutions pour lever les verrous technologiques
quant a` la re´alisation d’un tel syste`me en technologie CMOS 65 nm.
Ce manuscrit de the`se, articule´ autour de quatre chapitres, de´crit toutes les e´tapes depuis la de´finition des
spe´cifications du re´seau d’antennes et de la chaˆıne de re´ception jusqu’a` la pre´sentation de leurs performances, en
passant par l’e´tude de leurs architectures et de la conception des diffe´rents blocs.
Suite a` l’e´tude au niveau syste`me et au bilan de liaison, le de´monstrateur envisage´ est constitue´ d’un re´seau
d’antennes (huit sous-re´seaux de huit antennes microruban) suivi de la mise en paralle`le de huit chemins unitaires
pour satisfaire les exigences (Gain, Facteur de bruit, Rapport signal-a`-bruit...) de l’application vise´e.
Ce travail a abouti a` la de´monstration de la faisabilite´ d’une architecture innovante. Par ailleurs, nous avons aussi
de´montre´ sa non-application pour le standard DVB-S en raison des limitations en bruit de la technologie CMOS. Ce-
pendant, des pistes existent pour ame´liorer le rapport signal-a`-bruit du de´monstrateur, a` savoir l’utilisation d’un LNA
(Low Noise Amplifier) avec une technologie compe´titive en bruit et/ou d’un traitement du signal apre`s la de´modulation
en bande par un processeur analogique.
Mots cle´s :
Re´cepteur, mobilite´, technologie CMOS 65 nm, bande Ku, te´le´vision nume´rique, satellite ge´ostationnaire
———————————————————————————————————
Contribution to the design of a low power and low cost
12-GHz receiver for DVB-S applications
*********************
Abstract :
This work focuses on the feasibility of a low cost and low power receiver in order to extend the DVB-S standard to
mobility. The objective of this project is to suggest solutions to overcome technological bottlenecks for the realization
of such a demonstrator with 65 nm CMOS technology.
This report composed of four chapters, describes all steps from the specification definition to the performances of
the antenna array and the receiver through the architecture study and the different blocks design.
Following the system study and the down link budget, the suggested demonstrator is composed by an antenna
array (eight sub-arrays of eight patches) and an 8-phased array receiver in order to fulfill the specifications (Gain,
Noise Figure, Signal-to-noise ratio...) of the targeted application.
An innovative architecture has been demonstrated during this feasibility study. Moreover, due to the noise limi-
tations of CMOS technology, it may be difficult to fulfill the DVB-S standard. However, some solutions have been
suggested to improve the signal-to-noise ratio of the demonstrator : a low noise technology might be used to achieve
the stringent noise requirements ; a signal processing might be performed after the baseband demodulation by an
analog processor.
Index term :
Receiver, mobility, 65 nm CMOS technology, Ku band, digital television, geostationary satellite
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Laboratoire : IMS ( Laboratoire de l’Inte´gration du Mate´riau au Syste`me), 351 Cours de la Libe´ration - 33 405
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