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Abstract
The aim of this article is to $nd the supremum of {X |AX ⊆X ∪ B and X ⊆K}, where A; B
and K are three $xed, rational languages. This problem and its solution are formally inspired
by retroaction in control theory. To get the solution, we introduce a new type of automata
whose acceptance condition is a positive boolean formula. The time complexity of our algorithm
depends linearly on the size of A, quadratically on the size of K and exponentially on the
size of B, where the size is measured by the number of states of the minimal automaton.
c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
The aim of this paper is to $nd the supremum of the set
S = {X |AX ⊆X ∪B and X ⊆K};
where A; B and K are three given rational languages. This problem was mainly moti-
vated by a classical problem of control theory, which we brie;y survey in Section 2.
To solve this problem in the setting of rational languages, we introduce a new tool in
Section 4: multi-automata. For this new type of automata, the acceptance condition is
given by a positive boolean formula. With these automata, boolean operations can be
simulated by changing the acceptance formula without increasing the number of states.
Several types of equations or inequations on rational languages have already been
solved in the literature. The $rst equation which comes to mind is the linear
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equation X =U +TX (respectively X =U +XT ), where U and T are $xed languages.
When T does not contain the empty word, the only solution is X =T∗U (respectively
X =UT∗). For more details, see for example [1]. In [8], Leiss solved equations of
the type X =G(X ), where G is expressed in terms of set-operations, concatenations,
complementations and stars involving the variable X as well as certain $xed languages.
Leiss gave the solution to this problem by using boolean automata. At last, Kari [6]
and Kari and Thierrin [7] studied equations of type X  L=R; L Y =R; X 
Y =R; X
n
=R and R X =L Y , where  is a binary language operation, L, R
are given constant languages and X; Y are the unknowns. More precisely, they studied
the decidability or the undecidability of the existence and uniqueness of maximal and
minimal solutions and properties of these solutions. In a diHerent setting, the equation
H (x)= b, where H is a mapping from an idempotent semiring into another, x an
element of the $rst semiring and b an element of the second one is solved in [2]. A
last example is given by Ramadge and Wonham [11]. Here, the problem is to $nd
the supremum of the set {X | JXu ∩ JL⊆ JX and X ⊆K}, where K and L are $xed,
rational languages, u is a subset of the alphabet and JX denotes the pre$x closure
of the language X . The algorithm given by Ramadge and Wonham $nds the solution
to this problem in time O(mn2), where m (respectively n) is the size of the minimal
automaton of L (respectively K).
Rabin’s theorem (see for example [9]) implies that all these problems on languages
have rational solutions if the parameters are rational because they can be expressed in
Rabin’s monadic second-order logic. This theorem gives a construction of the solution,
but with a high complexity. The time complexity of the algorithm given in this article
depends linearly on the size of A, quadratically on the size of K and exponentially on
the size of B.
Moreover, observe that in the problems which are already solved in the literature,
variables and parameters never appear on both sides of the equation. There lies the
main contribution of this paper.
2. A concrete problem in control theory
In this section, we brie;y survey the concept of retroaction which motivated this
paper. The aim of retroaction is to get rid of some imperfections. For example, the
characteristics of electronical components often change with time or temperature. In a
complex electronical system, these imperfections grow over time and can have unde-
sirable consequences. To avoid this behavior, one maintains control over the system
by reinjecting part of the output in the input.
Typically, one considers the system in Fig. 1 whose behavior is governed by a
system of equations
x˙=Ax + Bu+ Ew;
y=Cx;
(1)
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Fig. 1. Modelization of a delay system
where x; y; u and w belong to some vector spaces and A; B; E and C are $xed,
known linear operators. Term x represents the input, y is the output, u is a parameter
controlled by the user and w is a perturbation about which the user does not know
anything.
The problem can be formulated as follows: $nd the largest set of initial conditions
such that, for all perturbations represented by w, the output y can be made identically
zero, by choosing an appropriate value of the parameter u.
One solution consists in discretizing system (1), by letting:
xk+1 =Axk + Buk + Ewk;
yk =Cxk :
(2)
Now, we try to $nd necessary conditions to solve our problem. Since the solution
should work for all perturbations w, it should work in particular when w is identically
zero. In that case, yk has to be equal to 0 for each k¿0 and thus Cxk =0. Setting
V0 = ker C, we obtain xk ∈V0 for each k¿0. De$ne by induction a sequence of vector
spaces Vn by
Vn+1 =A−1(Vn + im B):
In this formula, A is an operator, so A−1X denotes the set of elements whose image
under A belongs to X .
We claim that x0 ∈
⋂
n¿0 Vn: More precisely, we prove that for any integers n and k,
if xn+1 belongs to Vk , then xn is an element of Vk+1: Let us assume that xn+1 belongs
to Vk . Then Axn= xn+1 − Bun; so xn belongs to A−1(Vk + Im B)=Vk+1. Now, for each
integer n, yn=0, i.e. xn ∈ ker C =V0; so by induction x0 ∈Vn+1, proving the claim.
Let us verify that V =
⋂
n¿1 Vn is the supremum of the set E= {X |AX ⊆X +
im B and X ⊆ ker C}: By a standard $xed point argument of linear algebra (see for
example [10, Theorem 4.3]), supE=
⋂
n¿0 Kn, where K0 = ker C and for all n, Kn+1 =
A−1(Kn + Im B)∩Kn: The result follows, since for all n, Kn=
⋂
16k6n Vk .
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If we work with $nite-dimensional vector spaces, it is easy to see that the sequence
converges, by induction on dimension.
In this article, we use a similar construction to $nd the solution of our problem
for rational languages. We $rst build a language-theoretic analog of the operation
K 
→A−1K (it will be called a left-cut) and then we use a new tool, called multi-
automata, to prove the convergence of the resulting sequence of languages.
3. A xed point argument
We use the standard notation of language theory [3]. In particular, we denote by 1
the empty word and by |u| the length of the word u. If E is a set, P(E) denotes the
power set of E and if X ⊆E, then X c denotes the complement of X in E.
Before giving a $xed point description of the solution of our problem, we introduce
the following notion:
Denition 3.1. Let A and X be two languages. The left-cut of X by A is the language
A\X = {w∈∗ |Aw⊆X }:
The left-cut is related to the usual residual A−1X = {w∈∗ |Aw∩X = ∅} by the for-
mula A\X =(A−1X c)c: It is also analogous to the notion of residuation introduced
in [2].
Example 3.1. Let A be the language of words of even length and X be the language
of words whose length is not divisible by 4. Then A\X is the language of words of
odd length.
The next two lemmas describe some basic properties of the (left-)cut operator.
Lemma 3.1 (Pasting lemma). If A; X and Y are languages; the following equivalence
holds:
AX ⊆Y ⇔ X ⊆A\Y;
i.e. A\Y =sup{X |AX ⊆Y}. In particular;
A(A\Y )⊆Y and X ⊆A\(AX ):
Proof. Let us $rst assume that AX ⊆Y , and let v be a word of X . For each word u
of A, uv belongs to Y , so Av⊆Y , i.e. v∈A\Y: Thus X ⊆A\Y:
Conversely, assume that X ⊆A\Y and let u∈A and v∈X . Then v∈A\Y , and hence
Av⊆Y . In particular uv∈Y; and thus AX ⊆Y:
Lemma 3.2. If A; B and X are three languages; then A\(B\X )= (BA)\X:
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Proof. The result follows from the following sequence of equivalences:
w∈A\(B\X ) ⇔ Aw⊆B\X ⇔ BAw⊆X ⇔ w∈ (BA)\X:
Let us return to our original problem, that is $nding the supremum of the set
S = {X |AX ⊆X ∪B and X ⊆K}. If K satis$es AK ⊆K ∪B, then K is clearly the
solution. Let us now assume that AK*K ∪B. We introduce the following sequence
(Kn)n¿0 of languages:
K0 =K;
for n¿0; Kn+1 = (A\B∪Kn))∩Kn:
By construction, the sequence (Kn)n¿0 is decreasing, and we claim that K∞=
⋂
n Kn
is the solution to our problem.
First we show that K∞ belongs to S. The second inclusion K∞⊆K is clear, since
K0 =K: Next, for all n¿0,
AKn+1 = A((A\(Kn ∪B))∩Kn)
⊆ A(A\(Kn ∪B))∩AKn:
By the pasting lemma
A(A\(Kn ∪B))∩AKn⊆ (Kn ∪B)∩AKn⊆Kn ∪B;
so
AK∞⊆AKn+1⊆Kn ∪B;
and $nally
AK∞⊆
⋂
n
(Kn ∪B)=K∞ ∪B:
Now let X be an element of S. We prove that Kn contains X for all n. We have
X ⊆K =K0 by assumption. Assuming by induction that X ⊆Kn, we have
AX ⊆X ∪B⊆Kn ∪B;
so, by the pasting lemma
X ⊆A\(Kn ∪B)∩Kn=Kn+1:
Intersecting for all n yields X ⊆K∞: Hence, we have
K∞=sup {X |AX ⊆X ∪B and X ⊆K}:
Remark 3.1. If the sequence (Kn)n¿0 satis$es Km=Km+1 for some m, then K∞=Km.
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Example 3.2. Let us compute a simple example on a one-letter alphabet = {a}.
Let n be a positive integer and let A= {a}; B= ∅, K =1 + a+ · · ·+ an: We have
K1 = (A\(K ∪B))∩K
= (a\(1 + a+ · · ·+ an))∩ (1 + a+ · · ·+ an)
= (1 + a+ · · ·+ an−1)∩ (1 + a+ · · ·+ an)
= 1 + a+ · · ·+ an−1:
In the same way, we obtain K2 = 1 + a + · · · + an−2; and by induction, Kn=1 and
Kn+1 = ∅:
4. Sketch of an algorithm
In the rest of the paper, we assume that the languages A, B and K are rational.
We prove that the sequence (Kn)n¿0 is ultimately constant. For this purpose, it is
convenient to introduce a new type of automata.
4.1. Multi-automata
Denition 4.1. If  is a ($nite) alphabet, Q a ($nite) set of states and · a transition
function from Q ×  into Q, we call the oriented and labeled graph represented by
(;Q; ·) a transition system.
We say that a transition system is complete if its transition function is de$ned on
the whole domain.
Denition 4.2. A multi-automaton is a quadruple A=(;Q; ·; ); where:
– (;Q; ·) is a transition system,
–  is a positive boolean formula (i.e. without negation) on Q × P(Q), called the
acceptance formula.
If no confusion arises, the alphabet will be omitted.
The elements of Q×P(Q) are called atoms on Q (or simply atoms). The acceptance
formula  can also be seen as an element of the free distributive lattice over Q×P(Q).
For practical reasons, we call base of a multi-automaton (;Q; ·; ) the transition
system (;Q; ·) or the pair (Q; ·) if no confusion arises. A multi-automaton with base
B and acceptance formula  is then simply denoted by (B; ). A multi-automaton with
a complete base is called complete.
If =(j; F) is an atom, we identify the multi-automaton (Q; ·; ) with the usual
(deterministic) automaton (Q; j; ·; F). If the atom (j; F) occurs in , we say that j is
an initial state and F is a set of 9nal states of the multi-automaton.
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If B is a transition system with set of states Q and transition function ·, we denote
by LB(j; F) the language recognized by the automaton (Q; j; ·; F).
Denition 4.3. Let A=(B; ) be a multi-automaton. The language LB() recognized
by the multi-automaton A is de$ned by induction on its acceptance formula , as
follows:
– If = true, then LB()=∗:
– If = false, then LB()= ∅:
– If  is an atom (j; F), then LB()=LB(j; F).
– If =1 ∧2, then LB()=LB(1)∩LB(2). (1 and 2 being two positive
boolean formulas.)
– If =1 ∨2, then LB()=LB(1)∪LB(2):
If B is a $xed base, we say (improperly) that  is the acceptance formula for the
language LB().
Remark 4.1. The mapping  
→LB() is the morphism from the free distributive lat-
tice over Q ×P(Q) into the distributive lattice P(∗) obtained by mapping (j; F) to
LB(j; F). Thus, if two positive boolean formulas are logically equivalent, the languages
obtained considering each of them as an acceptance formula coincide.
Remark 4.2. The language recognized by a multi-automaton is rational since it is a
boolean combination of rational languages.
4.2. A multi-automaton for the left-cut
Let A and B be languages. Given a complete multi-automaton B=(Q; ·; ) rec-
ognizing B, we construct a multi-automaton recognizing the left-cut A\B, with base
(Q; ·).
If q∈Q and L⊆∗, we denote by q·L the subset of Q accessible from q by
reading an element of L. For each word v, we denote by sv the morphism from the
free distributive lattice over Q × P(Q) into itself such that sv((j; F))= (j · v; F), for
each atom (j; F).
Theorem 4.1. Let A and B be languages. If B is recognized by a complete multi-
automaton B with base B; then A\B is recognized by a multi-automaton with same
base B and whose sets of 9nal states are among those of B. More precisely; if  is
the acceptance formula of B; then the acceptance formula of A\B is
∧
v∈A
sv(): (3)
Observe that the conjunction is necessarily 9nite because the free distributive lattice
over Q ×P(Q) is 9nite.
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Fig. 2. X =∗ − (4)∗ is recognized with  and A\X with #.
Proof. First we put formula  in normal form. In other words, we write  as
=
∨
E∈P′
( ∧
( j; F)∈E
(j; F)
)
;
where P′ is a subset of P(Q ×P(Q)): Then we can write
w∈A\B⇔ Aw⊆B
⇔∀v∈A; vw∈B
⇔∀v∈A; ∃E ∈P′ such that ∀(j; F)∈E; j· vw∈F
⇔∀v∈A; ∃E ∈P′ such that ∀(j; F)∈E;
∃q∈Q; j · v= q and w∈LB(q; F):
Since B is complete, each word v can be read from any state and this formula can be
rewritten as
w∈A\B⇔∀v∈A; ∃E ∈P′ such that ∀(j; F)∈E; w∈LB(j · v; F)
⇔ ∧
v∈A
∨
E∈P′
∧
( j; F)∈E
w∈LB(j · v; F)
⇔ ∧
v∈A
w∈LB(sv())
⇔w∈LB
( ∧
v∈A
sv()
)
:
Note that the conjunction which appears in formula (3) is indeed $nite, but
Theorem 4.1 is not constructive. In Section 5, we see how to compute a left-cut.
Example 4.1. We come back to Example 3.1. A multi-automaton which recognizes
the language X is given in Fig. 2. The set 1 · A is equal to {1; 3}. So, by Theorem
4:1, a multi-automaton recognizing the language A\X is given by the base of Fig. 2
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and the acceptance formula (1; {2; 3; 4})∧ (3; {2; 3; 4}): Thus,
A\X = {w∈∗ | |w| ≡ 0 [4]}∩ {w∈∗ | |w| ≡ 2 [4]}= {w∈∗ | |w| is odd}:
4.3. A multi-automaton solution of the problem
We construct a multi-automaton recognizing K∞.
Let (QB; i; · ; FB) be a complete deterministic automaton recognizing the language B
and (QK; j; · ; FK) a complete deterministic automaton recognizing the language K . We
consider the multi-automaton C whose base B is the disjoint union of the bases of the
two previous automata (i.e. their juxtaposition) and whose acceptance formula  will
be speci$ed later.
Remark 4.3.
– If =(i; FB)∨ (j; FK), then LB()=B∪K .
– If =(i; FB), then LB()=B.
– If =(j; FK), then LB()=K .
We call adequate a multi-automaton with base B and whose sets of $nal states
belong to {FB; FK}. Let us prove that there exists an adequate multi-automaton which
recognizes K1 = (A\(B∪K))∩K . It is enough to prove that there exists an adequate
multi-automaton which recognizes A\(B∪K) and to take the conjunction of its accep-
tance formula with (j; FK) (which is an acceptance formula of K : cf. Remark 4.3). We
have seen that there exists an adequate multi-automaton which recognizes the language
B∪K (Remark 4.3). By Theorem 4.1, there exists an adequate multi-automaton which
recognizes A\(B∪K) and then, another one which recognizes K1. By induction, there
exists for each n an adequate multi-automaton which recognizes Kn.
Now, for a given base, there exists only a $nite number of multi-automata (since
the base of a multi-automaton has a $nite set of states), we will then stump on a
previously met multi-automaton, say when computing a multi-automaton for Kr . Since
the sequence (Kn)n¿0 decreases, therefore it is ultimately constant, that is K∞=Kr .
A rough bound of the number of iterations of this computation can be obtained by
an estimation of the number of multi-automata which can appear. Only FB and FK can
appear as sets of $nal states. If (q; FB) (respectively (q; FK)) appears in an acceptance
formula, then necessarily q belongs to QB (respectively to QK). Therefore, the number
of multi-automata which can appear is bounded by the number of positive boolean
formulas on a set of cardinal n=Card(QB) + Card(QK); i.e. by 22
n
.
5. How to compute a left-cut?
The last diOculty in order to use this construction as an algorithm is to compute a
left-cut. Indeed, we know by Theorem 4.1 that the conjunction in formula (3) is $nite,
but we do not know how to $nd a $nite subset of A to replace A in this formula.
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We will see how we can do this when A is rational and we are given a complete
deterministic automaton A=(QA; 1; · ; FA) recognizing it.
First, we give some de$nitions.
Denition 5.1. Let S=(;Q1; ·) and T=(;Q2; ·) be two complete transition sys-
tems on the same alphabet. The cartesian product of S and T is the transition system
(;Q1 × Q2; ·) given by
(q1; q2) · a=(q′1; q′2) ⇔ (q1 · a= q′1 and q2 · a= q′2):
Let B be the language recognized by the multi-automaton B=(Q; · ; ). We want
to determine a $nite subset A′ of A in order to replace A by A′ in formula (3), that
is, such that A\B is recognized by the multi-automaton (Q; · ;∧v∈A′ sv()).
We proceed in the following way.
– We build the cartesian product of the bases of B and A, say S,
– for each initial state q which appears in the acceptance formula  of B:
– we list all the states q′ ∈Q for which there exists a $nal state of A, say f, such
that (q′; f) is accessible from (q; 1).
– for each such state q′, we select a word u∈A such that (q; 1) · u=(q′; f) with
f∈FA, say the lexicographically least one, and we denote it by u(q; q′),
– $nally, we let A′ be the set of all words of the form u(q; q′).
It is easily veri$ed that L(Q;·)(
∧
v∈A′ sv())=A\B.
The conjunction is actually made over a $nite set, bounded by the size of S, i.e.
nAnB.
Remark 5.2. When B is recognized by a nB-state multi-automaton and A by a nA-state
automaton, the left-cut of B by A can be computed in time
O(nAn2B):
Indeed, the acceptance formula of B has at most nB initial states, and $nding accessible
states of a n-state automaton takes time O(n) (the cartesian product B×A has nAnB
states).
Remark 5.3. It is useful to store the states found in the second step, so they can be
used at a later stage of the algorithm. This way, we do not have to calculate the left-cut
for each Kn in the algorithm: if a state q has already appeared in the second step of the
computation of a left-cut, we can re-use the information already obtained. Consequently,
the contribution of left-cut computations in the complexity is O(nA(nB + nK)2), since
the cut languages always have the same base of size nB + nK .
6. On the complexity of the algorithm
Each language Kn is now given by a positive boolean formula and we know that
there are only a $nite number of such formulas.
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By the results of Sections 4.3 and 5, we know that the time complexity of our
algorithm is O(nA(nB + nK)2 + 22
nB+nK ). We now improve this rough bound. We $rst
give in Section 6.1 a better bound of the number of steps of the algorithm, which
linearly depends on the size of the minimal automaton of K and exponentially on the
size of the minimal automaton of B. Then in Section 6.3, we give a bound of the time
complexity to compute the solution of our problem.
6.1. The number of steps
We use the notation of Section 4 for languages B and K : they are recognized,
respectively, by the automata (QB; i; · ; FB) and (QK; j; · ; FK).
For a word v, we set Iv=(i · v; FB)= sv((i; FB)) and Jv=(j · v; FK)= sv((j; FK)). For
example, an acceptance formula for the language B∪K is I1 ∨ J1.
Proposition 6.1. An acceptance formula for language Kn is
Kn =
n∧
k=0
∧
v1 ;:::;vk∈A
(
Jv1 :::vk ∨
k∨
m=1
Ivm:::vk
)
with the convention:
∧
v1 ;:::;vk∈A
(
Jv1 :::vk ∨
k∨
m=1
Ivm:::vk
)
= J1 for k =0:
Proof. We proceed by induction on n¿0. By de$nition, we have K0 = J1; and hence,
let us assume that
Kn =
n∧
k=0
∧
v1 ;:::;vk∈A
(
Jv1 :::vk ∨
k∨
m=1
Ivm:::vk
)
:
We have then
Kn+1 =A\(B∪Kn) ∧Kn
=
∧
v∈A
(
Iv ∨
(
n∧
k=0
∧
v1 ;:::;vk∈A
(
Jv1 :::vk v ∨
k∨
m=1
Ivm:::vk v
)))
∧
n∧
k=0
∧
v1 ;:::;vk∈A
(
Jv1 :::vk ∨
k∨
m=1
Ivm:::vk
)
=
∧
v∈A
(
n∧
k=0
∧
v1 ;:::;vk∈A
(
Jv1 :::vk v ∨
k∨
m=1
Ivm:::vk v ∨ Iv
))
∧
n∧
k=0
∧
v1 ;:::;vk∈A
(
Jv1 :::vk ∨
k∨
m=1
Ivm:::vk
)
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=
n∧
k=0
∧
v1 ;:::;vk ;v∈A
(
Jv1 :::vk v ∨
k∨
m=1
Ivm:::vk v ∨ Iv
)
∧
n∧
k=0
∧
v1 ;:::;vk∈A
(
Jv1 :::vk ∨
k∨
m=1
Ivm:::vk
)
=
n∧
k=0
∧
v1 ;:::;vk ;vk+1∈A
(
Jv1 :::vk vk+1 ∨
k+1∨
m=1
Ivm:::vk vk+1
)
∧
n∧
k=0
∧
v1 ;:::;vk∈A
(
Jv1 :::vk ∨
k∨
m=1
Ivm:::vk
)
=
n+1∧
k=1
∧
v1 ;:::;vk∈A
(
Jv1 :::vk ∨
k∨
m=1
Ivm:::vk
)
∧
n∧
k=0
∧
v1 ;:::;vk∈A
(
Jv1 :::vk ∨
k∨
m=1
Ivm:::vk
)
=
n+1∧
k=0
∧
v1 ;:::;vk∈A
(
Jv1 :::vk ∨
k∨
m=1
Ivm:::vk
)
:
We observe that the acceptance formulas which appear during the development of
the algorithm are of the form
∧
((q; FK)∨
∨
(q′; FB)):
Moreover, if
(
Jv′1 :::v′k′ ∨
k′∨
m=1
Iv′m:::v′k′
)
⇒
(
Jv1 :::vk ∨
k∨
m=1
Ivm:::vk
)
;
then
(
Jv′1 :::v′k′ ∨
k′∨
m=1
Iv′m:::v′k′
)
∧
(
Jv1 :::vk ∨
k∨
m=1
Ivm:::vk
)
= Jv1 :::vk ∨
k∨
m=1
Ivm:::vk :
So, for a given state q in QK , the formulas of type (
∨
(q′; FB)) in disjunction with
(q; FK) are such that none implies another. Their number is bounded by the greatest
number of subsets of {1; : : : ; nB} such that none is included in another. This bound is
given by Sperner’s theorem (cf. [4]):
Theorem 6.2 (Sperner’s theorem). Let n be a positive integer and F be a family of
subsets of {1; : : : ; n} such that no member of F is included in another member of F;
that is, for all X; Y ∈F we have X *Y . Then
Card(F)6
(
n
 n2
)
:
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Let us calculate an asymptotic equivalent to
( n
 n2 	
)
. We have by Stirling’s formula
(
2n
n
)
=
(2n)!
n!2
∼
√
4ne−2n(2n)2n
2ne−2nn2n =
22n√
n
;
hence(
n
 n2
)
∼ 2
n
√
n
√
2:
Since q may run over QK , the number of steps of our algorithm is asymptotically
bounded by
nK · 2
nB
√nB
√
2:
6.2. The number of steps – a particular case
We consider in this section the case where the language B is empty, i.e. the parameter
is not adjustable (see Section 2). In this case, we show that the algorithm terminates
after at most nK steps, that is K∞=KnK . For each integer n, we let Ln=A
n\K .
Lemma 6.3. For each integer n; Kn=
⋂n
k=0 Lk .
Proof. If n=0, we have K0 =K =L0. Let us assume that Kn=
⋂n
k=0 Lk . Then, as the
left-cut distributes over intersections, we have
Kn+1 = (A\Kn)∩Kn=
(
A\
(
n⋂
k=0
Lk
))
∩Kn
=
(
n⋂
k=0
(A\Lk)
)
∩Kn=
(
n⋂
k=0
Lk+1
)
∩
(
n⋂
k=0
Lk
)
=
n+1⋂
k=0
Lk ;
thus proving the lemma by induction.
Proposition 6.4. Let n be the number of states of the minimal automaton of K . Then
K∞=Kn.
Proof. It suOces to show that if m¿1 is such that Km−1 =Km, then the minimal
automaton of K has at least m states.
Recall that the set of states of the minimal automaton of K can be identi$ed with
the set {u−1K | u∈∗} of residuals of K [5]. The initial state, denoted by q0, is the
language K itself. The set of $nal states is {u−1K | u∈K}; and the transition function
is de$ned by
u−1K a−→ (ua)−1K = a−1(u−1K):
In particular, if u∈∗, q0 · u= u−1K . Let us construct m words u1; : : : ; um such that
for two diHerent integers i and j, u−1i K = u−1j K .
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Let w be an arbitrary word in Km−1 − Km which is nonempty by assumption. The
word w belongs to
⋂
16i6m−1 Li and not to
⋂
16i6m Li, so it does not belong to Lm.
Then there exist m words v1; : : : ; vm ∈A such that v1 · · · vmw does not belong to K . Let
us consider for all i, 16i6m, the word ui = v1 · · · vi.
Let 16i¡j6m. We verify that u−1i K = u−1j K . By contradiction, let us assume that
u−1i K = u
−1
j K . Thus in the minimal automaton of K , q0 · u= u−1K and we can write
u−1i K = u
−1
j K⇒ q0 · ui = q0 · uj; i.e. q0 · (v1 · · · vi)= q0 · (v1 · · · vj); and we can hence
write
q0 · (v1 · · · vivj+1 · · · vm)= q0 · (v1 · · · vm):
But v1 · · · vivj+1 · · · vm belongs to Am−( j−i) and m−(j− i)6m−1, so v1 · · · vivj+1 · · · vm
w∈K (since w∈Km−1⊆Lm−( j−i) =Am−( j−i)\K). Now,
q0 · (v1 · · · vivj+1 · · · vmw)= q0 · (v1 · · · vmw);
so the word v1 · · · vmw also belongs to K (the automaton given for K is deterministic),
a contradiction. So we proved that the minimal automaton which recognizes the lan-
guage K has at least m states.
Observe that the bound in Proposition 6.4 is sharp, as illustrated by Example 3.2.
We can extend this result a little bit. Indeed let B′=B − K∞. Then B′ is a subset
of B and B is a subset of B′ ∪K∞. We can replace B by B′ in the construction of the
sequence (Kn)n¿0 since
(A\(Kn ∪B′))∩Kn ⊆ (A\(Kn ∪B))∩Kn
⊆ (A\(Kn ∪B′ ∪K∞))∩Kn=(A\(Kn ∪B′))∩Kn
for each n. So replacing B by B − K∞ in our problem does not change the solution
and, more importantly from the point of view of complexity, it does not change the
number of steps of our algorithm. Consequently, if B is a subset of the solution, the
algorithm has at most n steps, where n is the size of the minimal automaton of K .
Observe that, in practice, it is not easy to know in advance whether B is a subset of
the solution, because we are looking for this solution, but there are some cases where
we can conclude, for example if AB⊆B and B⊆K .
6.3. The time complexity
We return to the general case. We have seen in Section 6.1 that there are (nK ·
[2nB =
√nB]
√
2) steps. At each step we do only three types of operations on the accep-
tance formulas: conjunction, disjunction and left-cut. Both $rst operations are made in
constant time at each step, the contribution of the last one has been bounded for the
entire algorithm by O(nA(nB + nK)2) in Section 5. So, the acceptance formula for the
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language K∞ can be found in time
O
(
nA(nB + nK)2 + nK · 2
nB
√
nB
)
:
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