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“Existe una cosa muy misteriosa, pero muy cotidiana. Todo el
mundo participa de ella, todo el mundo la conoce, pero muy pocos
se paran a pensar en ella. Casi todos se limitan a tomarla como
viene, sin hacer preguntas. Esa cosa es el tiempo.
Hay calendarios y relojes para medirlo, pero eso significa poco,
porque todos sabemos que, a veces, una hora puede parecernos
una eternidad, y otra, en cambio, pasa en un instante; depende
de lo que hagamos durante esa hora.
Porque el tiempo es vida. Y la vida reside en el corazón.” (Momo
- Michael Ende)
IV
“Eso desean quienes viven estos tiempos, pero no les toca a ellos
decidir. Sólo tú puedes decidir qué hacer con el tiempo que se te
ha dado.” (Gandalf)
Presentación
La tecnología se fundamenta en el conocimiento científico. El hom-
bre se pregunta por la verdad de las cosas, y las escrudiña en
busca de respuestas verdaderas. La ciencia responde muy bien al
“cómo” de las cosas. Y de ese conocimiento de los modos en que
la realidad se comporta, el hombre puede crear nuevas realidades
con comportamientos buscados y deseados. Aparecen así las he-
rramientas y la técnica.
La informática tiene mucha ciencia detrás. Mucho conocimiento
científico. Y gracias a él, el mundo informático también ha logrado
desarrollar tecnología.
Para aprender a programar se requiere un poco de ciencia. Pero
en los primeros pasos de la programación, el objetivo principal es
adquirir un hábito. Aquí y ahora el objetivo no es saber, sino sa-
ber hacer. Un lenguaje de programación no se aprende estudiando
conceptos. El único modo operativo, práctico, eficaz, para aprender
a programar en un lenguaje es programando en ese lenguaje. Hay
que estudiar, sin duda. Pero principalmente hay que programar.
Lo que sí sé es que saber programar es útil. Y que merece la pena
adquirir esta capacidad.
Quizá los primeros pasos de este aprendizaje sean ingratos. Pero,
sea como sea, esos pasos hay que andarlos.
V
VI Capítulo 0. Presentación
No se aprende a programar en un par de días. No se logra ence-
rrándose el fin de semana con el manual y un amigo que resuelva
las dudas que surjan en ese histérico estudio.
En Agosto de 2012 se publicó un nuevo manual de prácticas (revi-
sión modificada en Agosto de 2013 y posteriormente en Octubre de
2015), complementario a éste y, como éste, disponible en el Repo-
sitorio Digital de la UPCT y en nuestro magnífico servicio de Repro-
grafía. El nuevo manual está editado por el Centro Universitario de
la Defensa (CUD) de San Javier. Es fruto de dos años de trabajo
docente de los dos autores, en dos cursos académicos consecuti-
vos, con los alumnos de la Escuela de Industriales de la UPCT y los
del CUD en la Academia General del Aire. Ese manual de prácticas
marca una pauta sistemática de trabajo. Hace escasamente tres
semanas (ocurrió el pasado 28 de Agosto de 2015), el principal au-
tor de ese libro de prácticas, Pedro José, falleció inesperadamente
a los 34 años. No sé qué decir... Agradezco tantas cosas que he
aprendido de él; de algunas de ellas podrán beneficiarse ustedes,
mis alumnos, porque con Pedro José yo aprendí muchos detalles
que, creo, me han hecho ser mejor profesor. Gracias, Pedro.
Creo que no le va a faltar documentación. Ahora hace falta que
usted encuentre tiempo para hacer buen uso de ella. Ánimo.
Esta nueva versión el manual, de septiembre de 2015, sufre mu-
chos cambios respecto a las anteriores. Es más que posible que se
hayan colado errores y gazapos, así que será fácil que descubran
errores. Por favor, no las disculpen sin más: ayúdenme a corregir-
los, advirtiéndome de ellos. Y así se podrá ofrecer, a quienes vengan
detrás, una versión mejorada. Se puede contactar conmigo a través
del correo electrónico. Mi dirección es pedro.alcover@upct.es.
Muchas gracias.
Cartagena, 15 de agosto de 2013 (20 de Septiembre, 2015)
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El objetivo de este capítulo primero es introducir algunos concep-
tos básicos manejados en el ámbito de la programación, y algunas
palabras de uso habitual entre quienes se ven en la necesidad de
programar: léxico común, de poca complejidad, pero que es nece-
sario conocer bien.
Se presenta muy sucintamente una descripción de la arquitectura
de las computadoras, que permita comprender de forma intuitiva
cómo trabaja un ordenador con las instrucciones que configuran
un programa y con los datos que maneja en su ejecución; y cómo
logra un programador hacerse entender con una máquina que tie-
ne un sistema de comunicación y de interpretación completamente
distinto al humano.
1
2 Capítulo 1. Introducción y conceptos generales
Un ordenador es un complejísimo y gigantesco conjunto de circui-
tos electrónicos y de multitud de elementos magistralmente orde-
nados que logran trabajar en total armonía, coordinación y sincro-
nía, bajo el gobierno y la supervisión de lo que llamamos sistema
operativo. Es un sistema capaz de procesar información de forma
automática, de acuerdo con unas pautas que se le indican pre-
viamente, dictadas mediante colecciones de sentencias o instruc-
ciones que se llaman programas; un sistema que interactúa con
el exterior (el usuario a través del teclado o del ratón, internet, el
disco de almacenamiento masivo, etc.), recibiendo los datos (infor-
mación) a procesar, y mostrando también información; un sistema,
además, que permite la inserción de nuevos programas: capaz por
tanto de hacer todas aquellas cosas que el programador sea capaz
de expresar mediante sentencias y codificar mediante estructuras
de información.
Dos son los elementos fundamentales o integrantes del mundo de
la programación: los datos y las instrucciones. Un programa pue-
de interpretarse únicamente de acuerdo con la siguiente ecuación:
programa = datos + instrucciones.
Para lograr alcanzar el principal objetivo de este manual, que es
el de marcar los primeros pasos que ayuden a aprender cómo se
introducen y se crean esos programas capaces de gestionar y pro-
cesar información, no es necesario conocer a fondo el diseño y la
estructura del ordenador sobre el que se desea programar. Pero sí
es conveniente tener unas nociones básicas elementales de lo que
llamamos la arquitectura y la microarquitectura del ordenador.
Cuando hablamos de arquitectura de un ordenador nos referimos
a la forma en que ese ordenador está construido; a la distribu-
ción física de sus componentes principales; una descripción de su
funcionalidad. Al hablar de microarquitectura nos referimos más
Sección 1.1. Estructura funcional de las computadoras 3
bien a la forma concreta en que el ordenador implementa cada una
de las operaciones que puede realizar.
Hay diferentes arquitecturas. La más conocida (la que se presen-
ta aquí) es la llamada de Von Neumann. La característica funda-
mental de esta arquitectura es que el ordenador utiliza el mismo
dispositivo de almacenamiento para los datos y para las instruccio-
nes. Ese dispositivo de almacenamiento es lo que conocemos como
memoria del ordenador. Desde luego, es importante conocer esta
arquitectura: ayuda a comprender sobre qué estamos trabajando.
SECCIÓN 1.1
Estructura funcional de las computadoras.
Un esquema muy sencillo que representa la estructura básica de






Figura 1.1: Estructura básica de una computadora.
El procesador recibe los datos desde los dispositivos de entrada
(por ejemplo, teclado o ratón) y los muestra, o muestra los resul-
tados del procesamiento, en los dispositivos de salida (por ejemplo
pantalla o impresora). Los dispositivos de memoria masiva (disco
duro, lápiz USB, disquete, CD/DVD...) son dispositivos de entrada
y de salida de información: el procesador puede leer la información
grabada en ellos y puede almacenar en ellos nueva información. A
estos dispositivos de memoria les llamamos de memoria masiva.
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La estructura básica del procesador, de acuerdo con la “arquitec-
tura de Von Neumann” queda esquematizada en la Figura 1.2. Von
Neumann definió, de forma abstracta y conceptual, cuales debían
ser las partes principales de la arquitectura de una computado-
ra. Después de décadas de gran desarrollo tecnológico, este diseño














Figura 1.2: Arquitectura de Von Neumann.
Cinco son los elementos básicos de esta arquitectura: (1) la Unidad
de Control (UC); (2) la Unidad Aritmético Lógica (ALU); (3) la Me-
moria Principal, donde se almacenan los datos y las instrucciones
de los programas; (4) los dispositivos de entrada y de salida; y (5)
los buses de datos, de instrucciones y de control, que permiten el
flujo de información, de instrucciones o de señales de control a tra-
vés de las partes del ordenador. Se llama CPU (Unidad Central de
Proceso) al conjunto de la UC y la ALU con sus buses de comuni-
cación necesarios. La CPU es un circuito integrado compuesto por
miles de millones de componentes electrónicos integrados, y que se
llama microprocesador.
En memoria principal se almacenan los datos a procesar o ya
procesados y los resultados obtenidos. También se almacenan en
ella los conjuntos de instrucciones, o programas, a ejecutar para el
procesado de esos datos. Todo programa que se ejecute debe estar
almacenado (cargado) en esta memoria principal. En la Figura 1.2,
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la memoria principal no forma parte de la CPU del ordenador; sin
embargo, hay autores que sí la consideran parte de ella. Al margen
de esa memoria principal, tanto la UC como la ALU disponen de
registros propios de memoria y de bloques de memoria de acceso
extremadamente rápido.
La memoria principal está construida mediante circuitos de elec-
trónica digital que alcanzan dos estados estables posibles. Habi-
tualmente se llaman a estos estados el estado cero y el estado uno.
Es lo que se conoce como BIT (BInary digiT: dígito binario). El bit
es la unidad básica de información. Con un bit es posible decir
verdadero o falso; sí o no.
Los circuitos electrónicos que forman la memoria son circuitos in-
tegrados, en los que se logra acumular una cantidad enorme de
bits. Se podría hablar de la capacidad de memoria de una compu-
tadora, indicando el número de bits de que dispone. Pero habitual-
mente no se hace así, sino que se agrupan los bits para formar
bloques de mayor capacidad de información. El agrupamiento más
conocido de bits es el llamado BYTE. Un byte es una agrupación
de 8 bits. Con 8 bits juntos y agrupados en una única unidad de
información ya se pueden codificar muchos más que los dos va-
lores posibles que alcanzábamos a codificar con un bit. Con un
byte es posible obtener hasta combinaciones distintas de ceros y
unos: 00000000; 00000001; 00000010; 00000011; ...; 11111101;
11111110; 11111111.
Podemos decir, por tanto, que toda la memoria de la computadora
está dividida en bloques (bytes). Estos bloques se disponen orde-
nadamente, de forma que se puede hacer referencia a uno u otro
bloque concreto dentro del circuito integrado de memoria. Se puede
hablar, por tanto, de posiciones dentro de la memoria; cada posi-
ción está formada por un byte. Así es posible crear un índice de
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posiciones de memoria. Cada posición tiene su índice, al que lla-
mamos dirección de memoria. Así se logra que el ordenador tenga
identificadas, de forma inequívoca, cada una de las posiciones de
memoria: e identifica a cada una de ellas con su dirección.
Y si codificamos las direcciones de memoria con 32 bits, entonces
podremos hacer referencia a 232 bytes distintos o, lo que es lo mis-
mo, a 4 × 230 bytes distintos. Ya verá un poco más adelante que
230 bytes es un Gigabyte. Así, entonces, un ordenador que codifi-
que las direcciones de memoria con 32 bits podrá dar identidad
a 4 Gigabytes: no a más. Si deseamos tener ordenadores con una
memoria principal mayor de esos 4 Gigas, deberemos codificar las
direcciones con más de 32 bits.
Hace ya muchos años que existen supercomputadoras, o servido-
res, o estaciones de trabajo, que codifican sus direcciones con 64
bits; pero en los últimos años, buscando eliminar esa barrera de
los 4 Gigabytes, esos tamaños de direcciones de memoria se han
extendido también a los ordenadores personales. Ahora, con 64
bits, la limitación en la cantidad de bytes identificables de forma
inequívoca es de bytes, que es una cantidad enorme y quizá desor-
bitada: 16 Exabytes. Desde luego, los ordenadores PC que están
hoy en el mercado no llevan tal descomunal cantidad de memoria:
muchos han superado, sin embargo, los 4 Gigabytes de memoria
RAM a la que están limitados los ordenadores con arquitectura de
32 bits.
La llamada memoria masiva es distinta cualitativamente de la me-
moria principal. Ya nos hemos referido a ella al presentarla como
ejemplo de dispositivo de entrada y salida de información. Tam-
bién se la conoce o llama memoria auxiliar, o secundaria. Esta
memoria no goza de la misma velocidad que la principal, pero sí lo-
gra ofrecer cantidades enormes de espacio donde almacenar datos
Sección 1.1. Estructura funcional de las computadoras 7
de forma masiva. Ejemplos de esta memoria son el disco de una
computadora, un DVD o un CD, o las cintas magnéticas.
La capacidad de almacenamiento de una computadora (o de cual-
quier soporte de información) se mide por el número de bytes de
que dispone. De forma habitual se toman múltiplos de byte para
esa cuantificación. La nomenclatura es conocida y universal: [Kilo
/ Mega / Giga / Tera / Peta / Exa] Byte (KB / MB / GB / TB /
PB / EB) según que tengamos [103 / 106 / 109 / 1012 / 1015 / 1018]
bytes.
También se ha creado una nomenclatura para definir cantidades
con 2 como base de la potencia y con múltiplos de 10 como expo-
nentes.
Kilo binary byte (Kibibyte, o KiB):
210 = 1.024 bytes.
Mega binary byte (Mebibyte, o MiB):
220 = 1.048.576 bytes.
Giga binary byte (Gibibyte, o GiB):
230 = 1.073.741.824 bytes.
Tera binary byte (Tebibyte, o TiB):
240 = 1.099.511.627.776 bytes.
Peta binary byte (Pebibyte, o PiB):
250 = 1.125.899.906.842.624 bytes.
Exa binary byte (Exbibyte, o EiB):
260 = 1.152.921.504.606.846.976 bytes.
Estos prefijos que expresan múltiplos de potencias de 2 fueron de-
finidos en el año 1998 por la Comisión Electrotécnica Internacio-
nal (IEC). Los prefijos que expresan múltiplos de potencias de 10
fueron anteriormente definidos por el Sistema Internacional (SI).
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En informática se emplean ambas formas para expresar cantida-
des múltiplos de una unidad. Para velocidades de transmisión de
datos, por ejemplo, se emplean siempre los prefijos que expresan
potencias de 10. Cuando, en cambio, se trata de la capacidad de
almacenamiento suelen emplearse los prefijos de potencias de 2.
Eso genera a veces confusiones. También el SO Windows induce a
error y genera confusión, porque expresa las capacidades de me-
moria en GiB pero erróneamente indica que vienen expresadas en
GB. En realidad los prefijos del IEC no han hecho fortuna, y su
extensión ha sido más bien escasa. En este manual se usarán ha-
bitualmente los prefijos del SI: hablaremos de GB o de MG en lugar
de hacer referencia a los GiB o a los MiB, aunque cuando hablemos
de cantidades de memoria nos referimos, en realidad, a los valores
expresados en potencias de base 2.
Otro componente, (cfr. Figura 1.2) es la Unidad de Control (UC) de
la computadora. Es la encargada de interpretar cada instrucción
del programa (que está cargado en memoria), y de controlar su eje-
cución una vez interpretada. Capta también las señales de estado
que proceden de las distintas unidades de la computadora y que
le informan (a la UC) de la situación o condición actual de funcio-
namiento (v.gr., informan de si un determinado periférico está listo
para ser usado, o de si un dato concreto está ya disponible). Y a
partir de las instrucciones interpretadas y de las señales de estado
recibidas, genera las señales de control que permitirán la ejecución
de todo el programa.
Junto a la UC, vemos un segundo elemento que llamamos ALU
(Unidad Aritmético Lógica). Este bloque de nuestro procesador
está formado por una serie de circuitos electrónicos capaces de
realizar una serie de operaciones: así, con esa electrónica digital,
se definen una colección de operadores aritméticos y operadores
lógicos que producen resultados en su salida a partir de la infor-
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mación almacenada en sus entradas. La ALU, como los demás ele-
mentos de la computadora, trabaja a las órdenes de las señales de
control generadas en la UC.
Como ya ha quedado dicho, al conjunto de la UC y la ALU se le
llama CPU (Unidad Central de Proceso). Ambos elementos han
quedado agrupados por conveniencia de la tecnología: no formaban
una unidad en la arquitectura Von Neumann inicial.
Existen algunos elementos más que han quedado recogidos en las
Figuras 1.1 y 1.2. Uno es el conjunto de los llamados controla-
dores de entrada y salida, que permiten la correcta comunicación
entre el procesador y los diferentes dispositivos de entrada y sali-
da. El otro elemento es el formado por los buses del sistema, que
comunican todas las unidades, y permiten el trasiego de datos (bus
de datos), de direcciones de memoria (bus de direcciones) donde
deben leerse o escribirse los datos, y de las diferentes sentencias
de control generadas por la UC (bus de control).
Para terminar esta rápida presentación del procesador, conviene
referir algunos elementos básicos que componen la UC, la ALU, y
la memoria principal.
La Unidad de Control dispone, entre otros, de los siguientes regis-
tros de memoria de uso particular:
Registro de instrucción, que contiene la instrucción que se
está ejecutando.
Contador de programa, que contiene permanentemente la
dirección de memoria de la siguiente instrucción a ejecutar y
la envía por el bus de direcciones.
Decodificador, que se encarga de extraer el código de opera-
ción de la instrucción en curso.
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Secuenciador, que genera las micro-órdenes necesarias para
ejecutar la instrucción decodificada.
Reloj, que proporciona una sucesión de impulsos eléctricos
que permiten sincronizar las operaciones de la computadora.
A su vez, la Unidad Aritmético Lógica, dispone de los siguientes
registros de memoria y elementos:
Registros de Entrada, que contienen los operandos (valores
que intervienen como extremos de una operación) de la ins-
trucción que se va a ejecutar.
Registro acumulador, donde se almacenan los resultados de
las operaciones.
Registro de estado, que registra las condiciones de la opera-
ción anterior.
Circuito Operacional, que realiza las operaciones con los da-
tos de los registros de entrada y del registro de estado, deja el
resultado en el registro acumulador y registra, para próximas
operaciones, en el registro de estado, las condiciones que ha
dejado la operación realizada.
Y finalmente, la memoria dispone también de una serie de elemen-
tos, que se recogen a continuación:
Registro de direcciones, que contiene la dirección de la po-
sición de memoria a la que se va a acceder.
Registro de intercambio, que recibe los datos en las opera-
ciones de lectura y almacena los datos en las operaciones de
escritura.
Selector de memoria, que se activa cada vez que hay que
leer o escribir conectando la celda de memoria a la que hay
que acceder con el registro de intercambio.
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Una instrucción es un conjunto de símbolos que representa (que
codifica) una orden para el computador, que indica una operación o
tratamiento sobre datos. Y un programa es un conjunto ordenado
de instrucciones que se le dan a la computadora y que realizan,
todas ellas, un determinado proceso.
Tanto las instrucciones, como los datos a manipular con esas ins-
trucciones, se almacenan en la memoria principal, en lugares dis-
tintos de esa memoria.
Las instrucciones son solicitadas por la UC, y se envían desde la
memoria hacia la Unidad de Control donde son interpretadas y
donde se generan las señales de control que gobiernan los restan-
tes elementos del sistema.
Los datos pueden intervenir como operandos en un procedimiento
(información inicial) o ser el resultado de una secuencia determi-
nada de instrucciones (información calculada). En el primer caso,
esos datos van de la memoria a la Unidad Aritmético Lógica, don-
de se realiza la operación indicada por la presente instrucción en
ejecución. Si el dato es el resultado de un proceso, entonces el ca-
mino es el inverso, y los nuevos datos obtenidos son escritos en la
memoria.
El tipo de instrucciones que puede interpretar o ejecutar la UC de-
pende, entre otros factores de la ALU de que dispone el procesador
en el que se trabaja. De forma general esas instrucciones se pueden
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clasificar en los siguientes tipos: de transferencia de información
(por ejemplo, copiar un valor de una posición de la memoria a otra
posición); aritméticas, que básicamente se reducen a la suma y la
resta; lógicas, como operaciones relacionales (comparar valores de
distintos datos) o funciones lógicas (AND, OR y XOR); de salto, con
o sin comprobación o verificación de condición de salto, etc.
Las instrucciones a ejecutar deben ser codificadas de forma que la
máquina las “entienda”. Ya hemos visto que todo en una compu-
tadora se codifica con bits, a base de ceros y unos. Con ceros y
unos se debe construir toda información o sentencia inteligible pa-
ra la computadora. Lograr comunicarse con la máquina en ese len-
guaje de instrucciones que ella entiende (código máquina) es una
tarea difícil y compleja. A este galimatías hay que añadirle también
el hecho de que los datos, evidentemente, también se codifican en
binario, y que a éstos los encontramos a veces en zonas de memo-
ria distintas a la de las instrucciones, pero en otras ocasiones se
ubican intercalados con las instrucciones.
Un lenguaje así está sujeto a frecuentes errores de trascripción. Y
resulta inexpresivo. Además, otro problema, no pequeño, de tra-
bajar en el lenguaje propio de una máquina es que un programa
sólo resulta válido para esa máquina determinada, puesto que ante
máquinas con distinta colección de microinstrucciones y diferente
codificación de éstas, se tendrá lógicamente lenguajes diferentes.
El único lenguaje que entiende directamente una máquina es su
propio lenguaje máquina.
Resulta mucho más sencillo expresar las instrucciones que debe
ejecutar la computadora en un lenguaje semejante al utilizado ha-
bitualmente por el hombre en su comunicación. Ésa es la finalidad
de los lenguajes de programación. Pero un lenguaje así, desde lue-
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go, no lo entiende una máquina que sólo sabe codificar con ceros y
unos.
Un lenguaje de programación no puede tener la complejidad de un
lenguaje natural de comunicación entre personas. Un buen len-
guaje de programación debe permitir describir de forma sencilla
los diferentes datos y estructuras de datos. Debe lograr expresar,
de forma sencilla y precisa, las distintas instrucciones que se de-
ben ejecutar para resolver un determinado problema. Ha de resul-
tar fácil escribir programas con él.
Así han surgido los distintos lenguajes de programación, capaces
de expresar instrucciones en unas sentencias que quedan a mitad
de camino entre el lenguaje habitual y el código máquina.
Dependiendo del grado de semejanza con el lenguaje natural, o de
la cercanía con el lenguaje de la máquina, los lenguajes pueden
clasificarse en distintas categorías:
1. El lenguaje de bajo nivel, o ensamblador, muy cercano y pa-
recido al lenguaje máquina. Cada instrucción máquina se co-
rresponde con una instrucción del lenguaje ensamblador, co-
dificada, en lugar de con ceros y unos, con una agrupación de
tres o cuatro letras que representan, abreviadamente, la pa-
labra (habitualmente inglesa) que realiza la operación propia
de esa instrucción.
2. Lenguajes de alto nivel, que disponen de instrucciones dife-
rentes a las que la máquina es capaz de interpretar. Habitual-
mente, de una instrucción del lenguaje de alto nivel se derivan
varias del lenguaje máquina, y la ejecución de una instrucción
de alto nivel supone la ejecución de muchas instrucciones en
código máquina. Normalmente esas instrucciones se pueden
expresar de una forma cómoda y comprensible.
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Para resolver este problema de comunicación entre la máquina y su
lenguaje máquina y el programador y su lenguaje de programación,
se emplean programas que traducen del lenguaje de programación
al lenguaje propio de la máquina. Ese programa traductor va to-
mando las instrucciones escritas en el lenguaje de programación y
las va convirtiendo en instrucciones de código máquina.
Gracias a la capacidad de traducir un programa escrito en lenguaje
de alto nivel al lenguaje máquina, se puede hablar de portabilidad
en los lenguajes de alto nivel: la posibilidad de que un mismo pro-
grama pueda ser ejecutado en computadoras diferentes gracias a
que cada una de ellas dispone de su correspondiente traductor
desde el lenguaje en que va escrito el programa hacia el propio
lenguaje máquina.
Se disponen de dos diferentes tipos de traductores. Unos, llama-
dos intérpretes, van traduciendo el programa a medida que éste
se ejecuta. Cada vez que un usuario quiera ejecutar ese programa
deberá disponer del intérprete que vaya dictando a la computadora
las instrucciones en código máquina que logran ejecutar las sen-
tencias escritas en el lenguaje de alto nivel. Un intérprete hace
que un programa fuente escrito en un lenguaje vaya, sentencia a
sentencia, traduciéndose y ejecutándose directamente por el orde-
nador. No se crea un archivo o programa en código máquina. La
ejecución del programa debe hacerse siempre supervisada por el
intérprete.
Otro tipo de traductor se conoce como compilador: un compilador
traduce todo el programa antes de ejecutarlo, y crea un programa
en código máquina, que puede ser ejecutado tantas veces como se
quiera, sin necesidad de disponer del código en el lenguaje de al-
to nivel y sin necesidad tampoco de tener el compilador, que una
vez ha creado el nuevo programa en lenguaje máquina ya no resul-
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ta necesario para su ejecución. Una vez traducido el programa al
correspondiente lenguaje o código máquina, su ejecución es inde-
pendiente del compilador.
SECCIÓN 1.3
Soporte físico (hardware) y soporte lógico
(software). Sistemas Operativos.
Se habla de hardware cuando nos referimos a cualquiera de los
componentes físicos de una computadora: la CPU, la memoria, un
dispositivo de entrada ... Se habla de software para referirse a los
diferentes programas que hacen posible el uso de la computadora.
El hardware de una computadora se puede clasificar en función de
su capacidad y potencia. Muy extendidos están las computadoras
personales (comúnmente llamados PC). Habitualmente trabajare-
mos en ellos; cuando queramos referirnos a una computadora pen-
saremos en un PC, al que llamaremos, sencillamente, ordenador.
Un Sistema Operativo es un programa o software que actúa de
interfaz o conexión entre el usuario de un ordenador y el propio
hardware del ordenador. Ofrece al usuario el entorno necesario
para la ejecución de los distintos programas. Un sistema operativo
facilita el manejo del sistema informático, logrando un uso eficien-
te del hardware del ordenador. Facilita a los distintos usuarios la
correcta ejecución de los programas, las operaciones de entrada
y salida de datos, la gestión de la memoria, la detección de erro-
res,... Permite una racional y correcta asignación de los recursos
del sistema.
Piense en su ordenador. El hecho de que al pulsar un carácter del
teclado aparezca una representación de ese carácter en la pantalla
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no es cosa trivial. Ni el que al mover su ratón se desplace de for-
ma proporcionada una flecha o cursor en esa pantalla. ¿Quién se
encarga de que lo que usted ha creado con un programa se guar-
de correctamente en el disco duro: por ejemplo, un escrito creado
con un editor de texto? ¿Quién gestiona los archivos en carpetas, y
los busca cuando usted no recuerda dónde estaban? ¿Cómo logra
el ordenador lanzar varios documentos a la impresora y que éstos
salgan uno tras otro, de forma ordenada, sin colapsar el servicio ni
sobrescribirse? ¿Por qué al hacer doble click en un icono se ejecuta
un programa? ¿Cómo elimino de mi ordenador un archivo que ya
no necesito?: no crea que basta con arrastrar ese archivo a lo que
todo el mundo llamamos “la papelera”: nada de todo eso es trivial.
Todos requerimos de nuestro ordenador muchas operaciones, que
alguien ha tenido que diseñar y dejar especificadas. Ésa es la tarea
del sistema operativo.
Sistemas operativos conocidos son Unix, o su versión para PC lla-
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El objetivo de este capítulo es mostrar el concepto de código, y es-
pecíficamente y más en concreto presentar unas nociones básicas
sobre la forma en que se codifican las cantidades mediante núme-
ros.
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SECCIÓN 2.1
Concepto de Código.
Si se busca en el diccionario de la Real Academia Española el signi-
ficado de la palabra Código, se encuentra, entre otras acepciones,
las siguientes:
“Combinación de signos que tiene un determinado valor den-
tro de un sistema establecido. El código de una tarjeta de
crédito.”
“Sistema de signos y de reglas que permite formular y com-
prender un mensaje.”
Nos encontramos con un segundo concepto que tiene, en el Diccio-
nario de la RAE, hasta 10 acepciones distintas. Es el concepto de
Signo. La primera de ellas dice:
“Signo: Objeto, fenómeno o acción material que, por natura-
leza o convención, representa o sustituye a otro.”
Podríamos decir que un código es una relación más o menos arbi-
traria que se define entre un conjunto de mensajes o significados
a codificar y un sistema de signos que significan esos mensajes de
forma inequívoca. El código no es tan solo el conjunto de signos,
sino también la relación que asigna a cada uno de esos signos un
significado concreto.
Ejemplos de códigos hay muchos: desde el semáforo que codifica
tres posibles mensajes con sus tres valores de código diferentes
(rojo, ámbar y verde) hasta el sistema de signos que, para comuni-
carse, emplean las personas sordas. O el código de banderas, o el
sistema Braille para los invidentes que quieren leer.
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Para establecer un código es necesario cuidar que se verifiquen las
siguientes propiedades:
1. Que quede bien definido el conjunto de significados o men-
sajes que se quieren codificar. En el ejemplo del semáforo,
queda claro que hay tres mensajes nítidos: adelante / alto /
precaución. No hay confusión, ni posibilidad de equívoco en
estos tres mensajes.
2. Que quede bien definido el conjunto de signos que van a codi-
ficar o significar esos mensajes. En el caso del semáforo queda
claro: este conjunto está formado por tres colores: rojo, ámbar
y verde. No hay espacio para la confusión; excepto para quien
tenga algún tipo de limitación con la vista.
3. Que quede meridianamente clara cuál es la relación entre ca-
da signo y cada significado. En el caso del semáforo todo el
mundo conoce que el signo color rojo significa el mensaje “al-
to”; que al ámbar le corresponde el mensaje “precaución”; y
que al signo color verde le corresponde el mensaje “adelante”.
4. Que no haya más significados que signos porque entonces ese
código no es válido: tendrá mensajes que no están codificados,
o tendrá signos que signifiquen varias cosas diferentes, lo que
será causa de equívocos.
5. También es deseable que no haya más signos que significados
o mensajes a codificar. Un código con exceso de signos es
válido, pero o tendrá redundancias (significados codificados
con más de un signo) o tendrá signos que no signifiquen nada.
Lo mejor es siempre que un código se formule mediante una apli-
cación biyectiva, que establezca una relación entre significados y
signos, que asigne a cada significado un signo y sólo uno, y que
todo signo signifique un significado y sólo uno.
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SECCIÓN 2.2
Los números como sistema de codificación de
cantidades.
Para significar cantidades se han ideado muchos sistemas de re-
presentación, o códigos.
Todos conocemos el sistema romano, que codifica cantidades me-
diante letras. Ese sistema logra asignar a cada cantidad una única
combinación de letras. Pero, por desgracia, no es un sistema que
ayude en las tareas algebraicas. ¿Quién es capaz de resolver con
agilidad la suma siguiente: CMXLV I +DCCLXIX?
El sistema de numeración arábigo, o indio, es en el que nosotros
estamos habituados a trabajar. Gracias a él codificamos cantida-
des. Decir CMXLV I es lo mismo que decir 946; o decir DCCLXIX
es lo mismo que decir 769. Son los mismos significados o cantida-
des codificados según dos códigos diferentes.
Un sistema de numeración es un código que permite codificar
cantidades mediante números. Las cantidades se codifican de una
manera u otra en función del sistema de numeración elegido. Un
número codifica una cantidad u otra en función del sistema de
numeración que se haya seleccionado.
Un sistema de numeración está formado por un conjunto finito de
símbolos y una serie de reglas de generación que permiten cons-
truir todos los números válidos en el sistema. Con un sistema de
numeración (conjunto finito de símbolos y de reglas) se puede co-
dificar una cantidad infinita de números.
Y hemos introducido ahora un nuevo concepto: el de símbolo. Esta
vez el diccionario de la RAE no ayuda mucho. Nos quedamos con
que un símbolo, en el ámbito del álgebra (símbolo algebraico, po-
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demos llamarlo), es un signo: una letra que significa una cantidad
con respecto a la unidad.
Un número es un elemento de un código: del código creado me-
diante un sistema de numeración. ¿Qué codifica un número?: Un
número codifica una cantidad.
En la Figura 2.1 puede verse una serie de puntos negros. Cuántos
son esos puntos es una cuestión que en nada depende del sistema
de numeración. La cantidad es la que es. Al margen de códigos.
Figura 2.1: Colección de puntos: ¿7 ó 111?
En nuestro sistema habitual de codificación numérica (llamado sis-
tema en base 10 o sistema decimal) diremos que tenemos 7 puntos.
Pero si trabajamos en el sistema binario de numeración, diremos
que tenemos 111 puntos. Lo importante es que tanto la codificación
7 (en base diez) como la codificación 111 (en base dos) significan la
misma cantidad.
Y es que trabajar en base 10 no es la única manera de codificar
cantidades. Ni tampoco es necesariamente la mejor.
SECCIÓN 2.3
Fundamentos matemáticos para un sistema de
numeración. Bases, dígitos y cifras.
Todo número viene expresado dentro de un sistema de numera-
ción. Todo sistema de numeración tiene un conjunto finito de sím-
bolos. Este conjunto se llama base del sistema de numeración.
Una base es un conjunto finito y ordenado de símbolos algebraicos.
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B = {ai, donde a0 = 0; ai+1 = ai + 1,∀i = 1, . . . , B − 1}
Sus propiedades pueden resumirse en las tres siguientes:
El primer elemento de la base es el cero (este dígito es impres-
cindible en los sistemas de numeración posicionales: concep-
to que veremos más adelante en este capítulo).
El segundo elemento de la base es la unidad.
Los sucesivos elementos ordenados de la base son tales que
cualquier elemento es igual a su inmediato anterior más la
unidad.
El máximo valor de la base es igual al cardinal de la base
menos uno. Esta propiedad, en realidad, es consecuencia in-
mediata de la otras tres.
Se deduce que estas propiedades exigidas que toda base debe te-
ner, al menos, dos elementos: el cero y la unidad.
La base B = 10, por ejemplo, está formada por los siguientes ele-
mentos: B = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9}
Como ya hemos dicho, en los sistemas de numeración, además del
conjunto de símbolos existe una colección de reglas que permiten,
con ese conjunto finito de símbolos, codificar una cantidad infinita
de números. Según una de estas reglas, todo número entero a > 0
puede ser escrito de modo único, para cada base B, en la forma
indicada en la Ecuación 2.1.
a = ak ×Bk + ak−1 ×Bk−1 + · · ·+ a1 ×B1 + a0 ×B0 (2.1)
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donde k > 0 y cada uno de los ai son elementos de la base y que,
por tanto, verifican la siguiente relación:
0 ≤ ai ≤ B − 1, para i = 1, 2, . . . , k, y ak 6= 0 (2.2)
A los elementos ai se les llama, dentro de cualquier número, los
dígitos del número a. Como se ve, los dígitos de cada número
son siempre elementos o símbolos de la base de numeración. A la
Expresión 2.1 se la llama expansión del número.
El número habitualmente se representa como:
a = (akak−1ak−2 . . . a1a0)B (2.3)
Cualquier número viene representado, en una base determinada,
por una serie única de coeficientes (ver Ecuación 2.3). A cada serie
de coeficientes, que codifica un número de modo único en una
determinada base, se le llama cifra. Número y cifra son conceptos
equivalentes.
En una cifra importa tanto la posición relativa de cada dígito den-
tro de ella, como el valor de cada uno de esos dígitos. Estos tipos de
sistemas de numeración, en los que importa la posición del dígito
dentro de la cifra, se llaman sistemas de numeración posicio-
nales. No es lo mismo el número 567 que el 675, aunque ambos
empleen la misma cantidad de y los mismos dígitos.
Cuanto más larga pueda ser la serie de dígitos que se emplean para
codificar, mayor será el rango de números que podrán ser represen-
tados. Por ejemplo, en base B = 10, si disponemos de tres dígitos
podremos codificar 1.000 valores diferentes (desde el 000 hasta el
999); si disponemos de cinco dígitos podremos codificar 100.000 va-
lores (desde el 00.000 hasta el 99.999). Desde luego, en un sistema
de numeración como el que conocemos y usamos nosotros nor-
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malmente, no existen límites en la cantidad de dígitos, y con esta
sencilla regla de la expansión se pueden codificar infinitas canti-
dades enteras.
Como se sabe, y como se desprende de esta forma de codificación,
todo cero a la izquierda de estos dígitos supone un nuevo dígito
que no aporta valor alguno a la cantidad codificada.
La expansión del número recoge el valor de cada dígito y su peso
dentro de la cifra. El dígito a0 del número a puede tomar cualquier
valor comprendido entre 0 y B− 1. Cuando se necesita codificar un
número mayor o igual que el cardinal de la base (B) se requiere un
segundo dígito a1, que también puede tomar sucesivamente todos
los valores comprendidos entre 0 y B − 1. Cada vez que el dígito a0
debiera superar el valor B − 1 vuelve a tomar el valor inicial 0 y se
incrementa en uno el dígito a1. Cuando el dígito a1 necesita supe-
rar el valor B − 1 se hace necesario introducir un tercer dígito a2
en la cifra, que también podrá tomar sucesivamente todos los va-
lores comprendidos entre 0 y B − 1 incrementándose en uno cada
vez que el dígito a1 debiera superar el valor B − 1. El dígito a1 “con-
tabiliza” el número de veces que a0 alcanza en sus incrementos el
valor superior a B − 1. El dígito a2 “contabiliza” el número de veces
que a1 alcanza en sus incrementos el valor superior a B − 1. Por
tanto, el incremento en uno del dígito a1 supone B incrementos del
dígito a0. El incremento en uno del dígito a2 supone B incrementos
del dígito a1, lo que a su vez supone B2 incrementos de a0. Y así,
sucesivamente, el incremento del dígito aj exige Bj incrementos en
a0.
Todos los dígitos posteriores a la posición j codifican el número
de veces que el dígito j ha recorrido de forma completa todos los
valores comprendidos entre 0 y B − 1.
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De todo lo dicho ahora se deduce que toda base es, en su sistema
de numeración, base 10: Dos, en base binaria se codifica como 10;
tres, en base 3, se codifica como 10; cuatro, en base 4, se codifica
como 10... Es curioso: toda la vida hemos dicho que trabajamos
ordinariamente en base 10. Pero... ¿qué significa realmente base
10?
SECCIÓN 2.4
Sistemas de numeración posicionales y bases
más habituales en el mundo de la informática.
El sistema de numeración más habitual en nuestro mundo es el
sistema decimal. Si buscamos un porqué a nuestra base 10 qui-
zá deduzcamos que su motivo descansa en el número de dedos de
nuestras dos manos. Pero no es tan simple: el número 10 está en
el corazón de la mística pitagórica. El misticismo pitagórico estaba
íntimamente ligado a la idea de que el número era la esencia de
la naturaleza. Los pitagóricos se referían al número 10 como el te-
traktys; y tomaba ese nombre del hecho de que el 10 es el cuarto
elemento de la serie triangular: 10 = 1 + 2 + 3 + 4 (cfr. Figura 2.2).
Los pitagóricos rezaban al tetraktys y juraban por él, considerán-
dolo el más sagrado de todos los números, engendrador de dioses y
hombres y fuente de la cambiante creación. Para ellos, el diez tenía
el sentido de la totalidad, de final, de retorno a la unidad finalizan-
do el ciclo de los nueve primeros números. Era una imagen de la
totalidad en movimiento.
Pero un ordenador no tiene manos. Ni dedos... Ni le preocupa la
armonía de los números, ni reza a ninguna divinidad.
Como hemos visto en el capítulo anterior, el circuito electrónico
básico de la memoria de los ordenadores, tal como hoy se conciben,
26 Capítulo 2. Codificación numérica
Figura 2.2: 1, 3, 6, 10 y 15 son los 5 primeros números triangulares
está formado por una gran cantidad de circuitos electrónicos que
tiene dos estados estables posibles. ¿Cuántos estados posibles?...:
DOS.
Por eso, porque los ordenadores “sólo tienen dos dedos”, es por lo
que ellos trabajan mejor en base dos. Es decir, sólo disponen de
dos elementos para codificar cantidades. El primer elemento, por
definición de base, es el valor cero. El segundo (y último) es igual
al cardinal de la base menos uno y es igual al primer elemento
más uno. Esa base está formada, por tanto, por dos elementos:
B = {0, 1}.
Otras bases muy utilizadas en programación son la base octal (o
base ocho) y la base hexadecimal (o base dieciséis). Lo de la base
hexadecimal puede llevar a una inicial confusión porque no nos
imaginamos qué dígitos podemos emplear más allá del dígito nue-
ve. Para esa base se extiende el conjunto de dígitos haciendo uso
del abecedario:
B = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, A,B,C,D,E, F}.
SECCIÓN 2.5
Sistema binario.
Aprender a trabajar en una base nueva no está exento de cierta
dificultad. Habría que echar mano de nuestra memoria, de cuando
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éramos infantes y no sabíamos contar. No nos resultaba sencillo
saber qué número viene (en base diez) después del noventa y nue-
ve.
Noventa y ocho,... Noventa y nueve,... Noventa y diez.
¡No!: cien.
Trabajemos en base diez:
0 1 2 3 4 5 6 7 8 9
10 11 12 13 14 15 16 17 18 19
20 21 22 23 24 25 26 27 28 29
30 31 32 33 34 35 36 37 38 39
40 41 42 43 44 45 46 47 48 49
50 51 52 53 54 55 56 57 58 59
y... ¿en base dos?: después de cero el uno. Y después del uno... ¡el
diez!
0 1 10 11 100
101 110 111 1000 1001
1010 1011 1100 1101 1110
1111 10000 10001 10010 10011
10100 10101 10110 10111 11000
11001 11010 11011 11100 11101
En ambos cuadros están codificadas las mismas cantidades. En
base diez el primero, en base dos o base binaria el segundo.
Además de contar, es necesario aprender las operaciones matemá-
ticas básicas. Al menos sumar y restar. De nuevo hay que volver
a la infancia y aprender la aritmética básica de los clásicos cua-
dernos de sumas. ¿Se acuerda de los famosos cuadernos Rubio:
http://www.rubio.net/?
Las reglas básicas para esas dos operaciones (suma y resta) son:
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0 + 0 = 0
0 + 1 = 1
1 + 0 = 1
1 + 1 = 0 “y llevo 1”
0 - 0 = 0
0 - 1 = 1 “y debo 1”
1 - 0 = 1
1 - 1 = 0














Para las restas haremos lo mismo que cuando restamos en base
diez: el minuendo siempre mayor que el sustrayendo: en caso con-
trario intercambiamos los valores del minuendo y sustrayendo y













El mejor modo de aprender es tomar papel y bolígrafo y plantearse
ejercicios hasta adquirir soltura y destreza suficiente para sentirse
seguro en el manejo de los números en el sistema de numeración
binario.
Al final del capítulo se recoge una sugerencia útil para practicar las
operaciones aritméticas: realizarlas en la calculadora de Windows
y probar luego a realizar esas mismas operaciones a mano.
SECCIÓN 2.6
Cambio de Base.
Paso de base dos a base diez: Para este cambio de base es sufi-
ciente con desarrollar la expansión del número. Por ejemplo:
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(10011101)2 = 1×27+0×26+0×25+1×24+1×23+1×22+0×21+1×20 =
(157)10
Paso de base diez a base dos: Para este cambio se divide el entero
por dos (división entera), y se repite sucesivamente esta división
hasta llegar a un cociente menor que la base. Simplemente vamos
dividiendo por la base el número original y vamos repitiendo el
procedimiento para los cocientes que vamos obteniendo.
Los restos de estas divisiones, y el último cociente, son los dígitos
buscados (siempre serán valores entre 0 y B−1). El último cociente
es el dígito más significativo, y el primer resto el menos significati-
vo. Por ejemplo, en el cálculo recogido en la Figura 2.3 vemos que























Figura 2.3: De base diez a base dos: (10011101)2 = (157)10
Las bases octal y hexadecimal, a las que antes hemos hecho re-
ferencia, facilitan el manejo de las cifras codificadas en base dos,
que enseguida acumulan gran cantidad de dígitos, todos ellos ce-
ros o unos. Para pasar de base dos a base dieciséis es suficiente
con separar la cifra binaria en bloques de cuatro en cuatro dígitos,
comenzando por el dígito menos significativo. Al último bloque, si
no tiene cuatro dígitos, se le añaden tantos ceros a la izquierda
como sean necesarios.
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La equivalencia entre la base dos y la base dieciséis (Pueden verse
en la Tabla 2.1) es inmediata sabiendo que dieciséis es dos a la
cuarta.
B D Hx B D Hx
0000 0 0 1000 8 8
0001 1 1 1001 9 9
0010 2 2 1010 10 A
0011 3 3 1011 11 B
0100 4 4 1100 12 C
0101 5 5 1101 13 D
0110 6 6 1110 14 E
0111 7 7 1111 15 F
B: Binario. D: Decimal. Hx: Hexadecimal
Tabla 2.1: Equivalencias binario - hexadecimal.
Por ejemplo, la cantidad 10011101 expresada en base dos, queda,
en base diez, 157 y, en base hexadecimal, 9D: los cuatro últimos
dígitos binarios son 1101 que equivale al dígito D hexadecimal. Y
los otros cuatro dígitos binarios son 1001, que equivalen al 9 hexa-
decimal.
No es necesario, para pasar de decimal a hexadecimal, hacer el pa-
so intermedio por la base binaria. Para pasar de cualquier base
a la base decimal basta con la expansión del número (Expre-
sión 2.1).
Por ejemplo, el número 4E8, expresado en base hexadecimal, sería,
en base diez, el siguiente:
(4E8)16 = 4×16
2+14×161+8×160 = 4×64+14×16+8×1 = (1.256)10
donde, como se ve, se cambian los valores de los dígitos mayores
que nueve por su equivalente decimal.
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El cambio a la base octal es muy semejante a todo lo que se ha
visto para el cambio a la base hexadecimal. De la Tabla 2.1 basta
tener en consideración la columna de la izquierda. Los dígitos de la
base octal son los mismos que para la base decimal, excluidos el 8
y el 9.
Quizá sea más complicado (quizá necesitamos una base de refe-
rencia) pasar de una base cualquiera a otra sin pasar por la base
decimal.
SECCIÓN 2.7
Complemento a la Base.
Vamos a introducir dos conceptos nuevos, muy sencillos: los de
complemento a la base y complemento a la base menos uno.
Supongamos el número N expresado en una base B determinada.
Y supongamos que ese número tiene k dígitos. Llamamos Com-
plemento a la base de ese número N expresado en esa base B
determinada, a la cantidad que le falta a N para llegar a la cifra de
(k + 1) dígitos, en el que el dígito más significativo es el uno y los
demás son todos ellos iguales a cero.
De una forma más precisa, definiremos el complemento a la base
de un número N codificado con k cifras en base B como:
CkB (N) = B
k −N (2.4)
Por ejemplo, en base diez, el complemento a la base del número
(279)10 es la cantidad que hace falta para llegar a (1000)10, que es
(721)10.
En esta definición hay que destacar que, si el número N viene
expresado de forma que a su izquierda se tienen algunos dígitos
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iguales a cero, entonces el complemento a la base es diferente que
si estuviese sin esos dígitos, aunque la cantidad codificada sería
la misma. Siguiendo con el ejemplo anterior, el complemento a la
base del número codificado como (0279)10 ya no es (721)10, sino
(9721)10, porque ahora no se trata de calcular lo que falta para
llegar a (1000)10, sino para llegar a (10000)10, puesto que ahora la
cantidad numérica está codificada con cuatro dígitos.
El concepto de Complemento a la Base menos uno es muy seme-
jante: es la cantidad que dista entre el número N , codificado con k
dígitos en la base B, y el número formado por k dígitos, todos ellos
con el valor del mayor elemento de la base B en la que se trabaja:
el valor B − 1.
De una forma más precisa, definiremos el complemento a la base
menos uno de un número N codificado con k cifras en base B
como:
CkB−1 (N) = B
k −N − 1 (2.5)
Por ejemplo el complemento a la base menos uno de (541)10 expre-
sado en base diez es la cantidad que hace falta para llegar a (999)10,
que es (458)10.
Igual que antes, cambia el complemento a la base menos uno se-
gún el número de ceros a su izquierda con que se codifique el nú-
mero.
Es inmediato también deducir que la relación entre los dos comple-
mentos es que la diferencia entre ambos es igual a uno. De hecho
se puede definir el Complemento a la Base menos uno de un núme-
ro N codificado con k dígitos en la base B, como el Complemento
a la Base de un número N codificado con k dígitos en la base B,
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menos 1.
CkB−1 (N) = C
k
B (N)− 1 (2.6)
Una curiosidad de los complementos es que, en cierta medida, fa-
cilitan el cálculo de las restas. Se pueden ver algunos ejemplos en
base diez. Se cumple que la resta de dos enteros se puede también
calcular haciendo la suma entre el minuendo y el complemento a










Donde si, como se ha dicho, despreciamos el último acarreo, tene-
mos que se llega al mismo resultado: 127.
También se puede realizar un procedimiento similar si se trabaja
con el complemento menos uno. En ese caso, lo que se hace con el
último acarreo, si se tiene, es eliminarlo del resultado intermedio y




El complemento a la base de
492 es 507
Sumamos el acarreo a la






Hasta ahora todo lo expuesto puede aparecer como un enredo al-
go inútil porque, de hecho, para el cálculo del complemento a la
base es necesario realizar ya una resta, y no parece que sea me-
jor hacer la resta mediante uno de los complementos que hacerla
directamente.
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Pero las cosas cambian cuando se trabaja en base dos. Vea en la
Tabla 2.2 algunos ejemplos de cálculo de los complementos en esa
base.




Tabla 2.2: Complemento a la base y a la base menos uno en binario.
Si se compara la codificación de cada número N con su correspon-
diente complemento a la base menos uno, se descubre que todos
los dígitos están cambiados: allí donde en N corresponde el dígito
1, en C1 (N) se tiene un 0; y viceversa.
Es decir, que calcular el complemento a la base menos uno de cual-
quier número codificado en base dos es tan sencillo como cambiar
el valor de cada uno de los dígitos de la cifra.
La ventaja clara que aportan los complementos es que no es nece-
sario incorporar un restador en la ALU, puesto que con el sumador
y un inversor se pueden realizar restas.
SECCIÓN 2.8
Ejercicios.
2.1. Cambiar de base: Expresar (810)10 en hexadecimal, en octal
y en base 5.
Podemos emplear dos caminos: o pasarlo a base 2 (por divisiones
sucesivas por 2) y obtener a partir de ahí la expresión hexadecimal;
o hacer el cambio a hexadecimal de forma directa, mediante divi-
siones sucesivas por 16. Mostramos esa última vía. El resultado
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es (810)10 = (32A)16: el dígito más significativo, el último cociente
(aquel que ya es menor que el divisor, que es la base); y luego, uno
detrás de otro, todos los restos, desde el último hasta el primero.




Podemos expresar ese número en cualquier otra base: por ejemplo,
en base octal (810)10 = (1452)8. Por último, como tercer ejemplo,
lo pasamos a base 5: (810)10 = (11220)5. Se puede verificar pronta-
mente calculando la expansión (expresión 2.1) del número en base
5, para pasarlo a la base decimal: (11220)5 = 1× 54+1× 53+2× 52+
2× 51 + 0× 50 = (810)10.
Las divisiones realizadas para estas dos conversiones son las si-
guientes:
810 8 810 5
2 101 8 0 162 5
5 12 8 2 32 5
4 1 2 6 5
1 1
2.2. Ensaye la resta de dos números expresados en base bina-
ria. Primero puede realizar la resta en la forma habitual (minuen-
do menos sustrayendo) y luego repetirla sumando al minuendo el
complemento a la base del sustrayendo.
La Tabla 2.3 recoge algunos ejemplos. Intente obtener esos resul-
tados.
2.3. Calcular los complementos a la base de los números de la
Tabla 2.4, expresados en base 10.
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N1 N2 C2 (N2) N1 −N2
111 1011 100 1011 011 0101 11 0000
101 1101 1100 10 1110 1110 1 0001 0010 10 1110 1110
1 0100 1101 1101 1110 10 0010 110 1111
11 0001 0101 10 1000 1110 1 0111 0010 1000 0111
Tabla 2.3: Ejemplos de restas realizadas con complementos.






Tabla 2.4: Ejemplos de complementos a la base, en base 10.
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El objetivo de este capítulo es mostrar algunas formas habitua-
les en que un ordenador codifica la información. Es conveniente
conocer esta codificación: cómo fluye la información de los perifé-
ricos hacia el procesador o al revés; y cómo codifica el procesador
la información en sus registros, o en la memoria principal, o en
los circuitos de la ALU. Y resulta además de utilidad en las tareas
del programador, que puede obtener muchas ventajas en el proce-
so de la información si conoce el modo en que esa información se
encuentra disponible en las entrañas del ordenador.
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SECCIÓN 3.1
Introducción.
La información, en un ordenador, se almacena mediante datos co-
dificados con ceros y unos. Ya lo hemos visto en los capítulos pre-
cedentes. Ahora, en este capítulo, queremos ver cómo son esos có-
digos de ceros y unos. No nos vamos a entretener en la codificación
de todos los posibles tipos de dato. Hemos centrado principalmente
la presentación de este capítulo en el modo cómo se codifican los
enteros. Y eso por dos motivos: porque es un código muy sencillo; y
porque resulta de gran utilidad conocer esa codificación: como ve-
remos, el lenguaje C ofrece herramientas para poder manipular ese
código y obtener, si se sabe, resultados interesantes y ventajosos.
Al tratar de los datos a codificar, deberemos distinguir entre la
codificación que se emplea para la entrada y salida de datos, y la
que el ordenador usa para su almacenamiento en memoria. Por
ejemplo, si el usuario desea introducir el valor 412, deberá pulsar
primero el cuatro, posteriormente la tecla del uno, y finalmente la
del dos. El modo en que el teclado codifica e informa a la CPU de
la introducción de cada uno de estos tres caracteres será diferente
al modo en que finalmente el ordenador guardará en memoria el
valor numérico 412.
Así las cosas, el modo en que un usuario puede suministrar in-
formación por teclado a la máquina es mediante caracteres, uno




1) Alfabéticos: de la ‘a’ a la ‘z’ y de la ‘A’ a la ‘Z’.
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2) Numéricos: del ‘0’ al ‘9’.
b) Especiales: por ejemplo, ‘(’, ‘)’, ‘+’, ‘?’, ‘@’, etc.
2. De CONTROL: por ejemplo, fin de línea, tabulador, avance de
página, etc.
3. Gráficos: por ejemplo, ‘ª’, ‘¨’, o ‘«’.
Como el ordenador sólo dispone, para codificar la información, de
ceros y de unos, deberemos establecer una correspondencia defini-
da entre el conjunto de todos los caracteres y un conjunto formado
por todas las posibles secuencias de ceros y de unos de una de-
terminada longitud. A esa correspondencia la llamamos código de
Entrada/Salida. Existen muchos distintos códigos de E/S, algu-
nos de ellos normalizados y reconocidos en la comunidad inter-
nacional. Desde luego, cualquiera de estas codificaciones de E/S
son arbitrarias, asignando a cada carácter codificado, una secuen-
cia de bits, sin ninguna lógica intrínseca, aunque con lógica en su
conjunto, como veremos. Estos códigos requieren de la existencia
de tablas de equivalencia uno a uno, entre el carácter codificado y
el código asignado para ese carácter.
Y, como acabamos de decir, esta codificación es distinta de la que,
una vez introducido el dato, empleará el ordenador para codificar
y almacenar en su memoria el valor introducido. Especialmente, si
ese valor es un valor numérico. En ese caso especialmente, tiene
poco sentido almacenar la información como una cadena de ca-
racteres, todos ellos numéricos, y resulta mucho más conveniente,
de cara también a posibles operaciones aritméticas, almacenar ese
valor con una codificación numérica binaria. En ese caso, estamos
hablando de la representación o codificación interna de los nú-
meros, donde ya no se sigue un criterio arbitrario o aleatorio, sino
que se toman en consideración reglas basadas en los sistemas de
numeración posicional en base dos.
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SECCIÓN 3.2
Códigos de Entrada / Salida.
Ya hemos quedado que esta codificación es arbitraria, asignando a
cada carácter del teclado un valor numérico que queda codificado
en las entrañas del ordenador mediante una cifra en base binaria
de una longitud determinada de bits.
La cantidad de bits necesaria para codificar todos los caracteres
dependerá, lógicamente, del número de caracteres que se deseen
codificar. Por ejemplo, con un bit, tan solo se pueden codificar dos
caracteres: a uno le correspondería el código 0 y al otro el códi-
go 1. No tenemos más valores de código posibles y, por tanto, no
podemos codificar un conjunto mayor de caracteres. Con dos bits,
podríamos codificar cuatro caracteres; tantos como combinaciones
posibles hay con esos dos dígitos binarios: 00, 01, 10 y 11.
En general diremos que con n bits seremos capaces de codificar
hasta un total de 2n caracteres. Y, al revés, si necesitamos codifi-
car un conjunto de β caracteres, necesitaremos una secuencia de
bits de longitud n > lg2 β. Habitualmente, para un código de re-
presentación de caracteres se tomará el menor n que verifique esta
desigualdad.
Una vez decidido el cardinal del conjunto de caracteres que se
desea codificar, y tomado por tanto como longitud del código el
menor número de bits necesarios para lograr asignar un valor de
código a cada carácter, el resto del trabajo de creación del código
será asignar a cada carácter codificado un valor numérico binario
codificado con tantos ceros o unos como indique la longitud del có-
digo; evidentemente, como en cualquier código, deberemos asignar
a cada carácter un valor numérico diferente.
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Desde luego, se hace necesario lograr universalizar los códigos, y
que el mayor números de máquinas y dispositivos trabajen con
la misma codificación, para lograr un mínimo de entendimiento
entre ellas y entre máquinas y periféricos. Para eso surgen los có-
digos normalizados de ámbito internacional. De entre los diferen-
tes códigos normalizados válidos, señalamos aquí el Código AS-
CII (American Standard Code for Information Interchange). Es un
código ampliamente utilizado. Está definido para una longitud de
código n = 7 (es decir, puede codificar hasta 128 caracteres distin-
tos), aunque existe una versión del ASCII de longitud n = 8 (ASCII
extendido) que dobla el número de caracteres que se pueden codi-
ficar (hasta 256) y que ha permitido introducir un gran número de
caracteres gráficos.
En el código ASCII el carácter ’A’ tiene el valor decimal 65 (en he-
xadecimal 41; 0100 0001 en binario), y consecutivamente, hasta
el carácter ’Z’ (valor decimal 90 en hexadecimal 5A; 0101 1010 en
binario), van ordenados alfabéticamente, todas las letras mayús-
culas. El alfabeto en minúsculas comienza un poco más adelante,
con el código decimal 97 (61 en hexadecimal; 0110 0001 en bi-
nario) para la ’a’ minúscula. Las letras ’ñ’ y ’Ñ’ tienen su código
fuera de esta secuencia ordenada. Esta circunstancia trae no po-
cos problemas en la programación de aplicaciones de ordenación
o de manejo de texto. Los caracteres numéricos comienzan con el
valor decimal 48 (30 en hexadecimal) para el carácter ’0’, y luego,
consecutivos, hasta el ’9’, están codificados los restantes caracte-
res dígito que forman la base 10.
Es fácil encontrar una tabla con los valores del código ASCII. Quizá
puede usted hacer la sencilla tarea de buscar esa tabla y comparar
las codificaciones de las letras mayúsculas y minúsculas. ¿Advierte
alguna relación entre ellas? ¿En qué se diferencian las mayúsculas
42 Capítulo 3. Codificación interna
y sus correspondientes minúsculas?:Mire su codificación en base
binaria.
SECCIÓN 3.3
Representación o Codificación Interna de la
Información.
La codificación de Entrada/Salida no es útil para realizar operacio-
nes aritméticas. En ese caso resulta mucho más conveniente que
los valores numéricos queden almacenados en su valor codificado
en base dos.
Por ejemplo, utilizando el código ASCII, el valor numérico 491 que-
da codificado como 011 0100 011 1001 011 0001. (34 39 31, en
hexadecimal: puede buscarlos en una tabla ASCII) Ese mismo va-
lor, almacenado con 16 bits, en su valor numérico, toma el código
0000 0001 1110 1011 (desarrolle la expansión de este número,
pasándolo a base 10, si quiere comprobarlo). No resulta mejor có-
digo únicamente porque requiere menos dígitos (se adquiere mayor
compactación), sino también porque esa codificación tiene una sig-
nificación inmediatamente relacionada con el valor numérico codi-
ficado. Y porque un valor así codificado es más fácilmente operable
desde la ALU que si lo tomamos como una secuencia de caracteres
de código arbitrario. Es decir, se logra una mayor adecuación con
la aritmética.
Vamos a ver aquí la forma en que un ordenador codifica los valo-
res numéricos enteros, con signo o sin signo. Desde luego, existe
también una definición y normativa para la codificación de valores
numéricos con decimales, también llamados de coma flotante (por
ejemplo, la normativa IEEE 754), pero no nos vamos a detener en
ella.
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SECCIÓN 3.4
Enteros sin signo.
Para un entero sin signo, tomamos como código el valor de ese
entero expresado en base binaria. Sin más.
Por ejemplo, para codificar el valor numérico n = 175 con ocho
bits tomamos el código 1010 1111 (AF en hexadecimal). Además
de saber cómo se codifica el entero, será necesario conocer el rango
de valores codificables. Y eso estará en función del número de bits
que se emplearán para la codificación.
Si tomáramos un byte para codificar valores enteros sin signo, en-
tonces podríamos codificar hasta un total de 256 valores. Tal y
como se ha definido el código en este epígrafe, es inmediato ver
que los valores codificados son los comprendidos entre el 0 (código
0000 0000, 00 en hexadecimnal) y el 255 (código 1111 1111, FF en
hexadecimal), ambos incluidos.
Si tomáramos dos bytes para codificar (16 bits), el rango de valores
codificados iría desde el valor 0 hasta el valor 65.535 (en hexadeci-
mal FFFF). Y si tomáramos cuatro bytes (32 bits) el valor máximo
posible a codificar sería, en hexadecimal, el FFFF FFFF que, en ba-
se 10 es el número 4.294.967.295.
Evidentemente, cuantos más bytes se empleen, mayor cantidad de
enteros se podrán codificar y más alto será el valor numérico codi-
ficado. En general, el rango de enteros sin signo codificados con n
bits será el comprendido entre 0 y 2n−1 − 1.
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SECCIÓN 3.5
Enteros con signo.
Hay diversas formas de codificar un valor numérico con signo. Va-
mos a ver aquí una de ellas, la que se emplea en los PC’s de uso
habitual. Primero veamos cómo interpretar esos valores codifica-
dos; luego veremos cómo se construye el código.
Ante un entero codificado con signo, siempre miramos el bít más
significativo, que estará a valor 1 si el número codificado es nega-
tivo, y su valor será 0 si el número codificado es positivo o el valor
entero 0.
Queda pendiente cómo se realiza esta codificación. También es ne-
cesario determinar el rango de valores que se puede codificar cuan-
do hablamos de enteros con signo.
Respecto al rango de valores la solución más cómoda y evidente es
codificar una cantidad de valores parejo entre negativos y positivos.
No puede ser de otra manera si hemos decidido separar positivos
y negativos por el valor del bit más significativo. Así, pues, para
un entero de n bits, los valores que se pueden codificar son desde
−2n−1 hasta +2n−1 − 1. Por ejemplo, para un entero de 16 bits, los
valores posibles a codificar van desde −32.768 (−215) hasta +32.767
(+215 − 1). Alguien puede extrañarse de que el cardinal de los po-
sitivos codificados es uno menos que el cardinal de los negativos;
pero es que el cero es un valor que también hay que codificar.
Y así, con un byte se codifican los enteros comprendidos entre −128
y +127. Con dos bytes se pueden codificar los enteros comprendi-
dos entre −32.768 y +32.767. Y con cuatro bytes el rango de valores
codificados va desde el −2.147.483.648 hasta el +2.147.483.647.
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En general, el rango de valores codificados con n bits será el com-
prendido entre −2n−1 y +2n−1 − 1.
Más compleja es la decisión sobre cómo codificar esos valores. La
forma adoptada para codificar esos enteros es aparentemente com-
pleja, pero, como irá advirtiendo, llena de ventajas para el ordena-
dor. El criterio de codificación es el siguiente:
Si el entero es positivo, se codifica en esos n bits ese valor
numérico en base binaria. Si, por ejemplo, el valor es el cero, y
tenemos n = 16, entonces el código hexadecimal será 0000. El
valor máximo positivo a codificar será 7FFF, que es el numero
+32.767. Como puede comprobar, todos esos valores positivos
en el rango marcado, requieren tan sólo n − 1 bits para ser
codificados, y el bit más significativo queda siempre a cero.
Si el entero es negativo, entonces lo que se codifica en esos
bits es el complemento a la base del valor absoluto del valor
codificado. Si, por ejemplo, tenemos n = 16, entonces el có-
digo del valor −1 será FFFF; y el código hexadecimal del valor
−32.768 (entero mínimo a codificar: el más negativo) será 8000.
Deberá aprender a buscar esos códigos para los valores numéri-
cos; y deberá aprender a interpretar qué valor codifica cada código
binario de representación.
Si, por ejemplo, queremos saber cómo queda codificado, con un by-
te, el valor numérico −75, debemos hacer los siguientes cálculos:
El bit más significativo será 1, porque el entero a codificar es nega-
tivo. El código binario del valor absoluto del número es 100 1011
(siete dígitos, que son los que nos quedan disponibles). El comple-
mento a la base menos uno de ese valor es 011 0100 (se calcula
invirtiendo todos los dígitos: de 0 a 1 y de 1 a 0), y el complemento
a la base será entonces 011 0101 (recuérdese la igualdad 2.6). Por
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tanto la representación interna de ese valor será 1011 0101, que
en base hexadecimal queda B5.
Si hubiésemos codificado el entero con dos bytes entonces el resul-
tado final del código sería FFB5.
SECCIÓN 3.6
Ejercicios.
El mejor modo para llegar a manejar la técnica de codificación de
los enteros es la práctica. Queda recogida, en la Tabla 3.1 en es-
te último epígrafe, la codificación de diferentes valores numéricos,
para que se pueda practicar y verificar los resultados obtenidos.
Todos ellos son valores negativos, y todos ellos codificados con dos
bytes (16 bits, 4 dígitos hexadecimales).
A modo de ejemplo, mostramos los pasos a seguir para llegar a la
codificación interna, en hexadecimal, a partir del valor entero.
3.1. Mostrar la codificación, con 2 bytes, del valor entero (−47)10.
Como el valor es negativo, el código viene dado por el complemento
a la base (en base 2 y con 16 bits) de su valor absoluto. El código bi-
nario de ese valor absoluto es: (47)10 = (0000 0000 0010 1111)2.
Para obtener su complemento a la base, el camino más sencillo es a
través del complemento a la base menos 1, a quien luego le suma-
remos 1 (cfr. expresión 2.6). El complemento a la base menos 1 se
obtiene de forma inmediata sin más que cambiando, en el binario
del valor absoluto del número, los ceros por unos, y los unos por
ceros. Así, C161 (0000 0000 0010 1111) = 1111 1111 1101 0000.
Pero, como acabamos de indicar, no es ese complemento el que
buscamos, sino el complemento a la base, al que se llega sin más
que sumar 1 a ese último resultado. Así, el código final del valor
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−128 FF80 −127 FF81 −126 FF82 −125 FF83
−124 FF84 −123 FF85 −122 FF86 −121 FF87
−120 FF88 −119 FF89 −118 FF8A −117 FF8B
−116 FF8C −115 FF8D −114 FF8E −113 FF8F
−112 FF90 −111 FF91 −110 FF92 −109 FF93
−108 FF94 −107 FF95 −106 FF96 −105 FF97
−104 FF98 −103 FF99 −102 FF9A −101 FF9B
−100 FF9C −99 FF9D −98 FF9E −97 FF9F
−96 FFA0 −95 FFA1 −94 FFA2 −93 FFA3
−92 FFA4 −91 FFA5 −90 FFA6 −89 FFA7
−88 FFA8 −87 FFA9 −86 FFAA −85 FFAB
−84 FFAC −83 FFAD −82 FFAE −81 FFAF
−80 FFB0 −79 FFB1 −78 FFB2 −77 FFB3
−76 FFB4 −75 FFB5 −74 FFB6 −73 FFB7
−72 FFB8 −71 FFB9 −70 FFBA −69 FFBB
−68 FFBC −67 FFBD −66 FFBE −65 FFBF
−64 FFC0 −63 FFC1 −62 FFC2 −61 FFC3
−60 FFC4 −59 FFC5 −58 FFC6 −57 FFC7
−56 FFC8 −55 FFC9 −54 FFCA −53 FFCB
−52 FFCC −51 FFCD −50 FFCE −49 FFCF
−48 FFD0 −47 FFD1 −46 FFD2 −45 FFD3
−44 FFD4 −43 FFD5 −42 FFD6 −41 FFD7
−40 FFD8 −39 FFD9 −38 FFDA −37 FFDB
−36 FFDC −35 FFDD −34 FFDE −33 FFDF
−32 FFE0 −31 FFE1 −30 FFE2 −29 FFE3
−28 FFE4 −27 FFE5 −26 FFE6 −25 FFE7
−24 FFE8 −23 FFE9 −22 FFEA −21 FFEB
−20 FFEC −19 FFED −18 FFEE −17 FFEF
−16 FFF0 −15 FFF1 −14 FFF2 −13 FFF3
−12 FFF4 −11 FFF5 −10 FFF6 −9 FFF7
−8 FFF8 −7 FFF9 −6 FFFA −5 FFFB
−4 FFFC −3 FFFD −2 FFFE −1 FFFF
0 0000 +1 0001 +2 0002 +3 0003
+4 0004 +5 0005 +4 0006 +7 0007
+8 0008 +9 0009 +10 000A +11 000B
+12 000C +13 000D +14 000E +15 000F
Tabla 3.1: Codificación, con 2 bytes, de los enteros entre −128 y −1.
También se recogen los primeros valores enteros no negativos.
48 Capítulo 3. Codificación interna
(−47)10 es (1111 1111 1101 0001)2, que en hexadecimal se codi-
fica como ( FFD1)16.
3.2. Mostrar la codificación, con 2 bytes, del valor entero (−1)10.
Como el valor es negativo, el código viene dado por el complemento
a la base (en base 2 y con 16 bits) de su valor absoluto. El código
binario de ese valor absoluto es: (1)10 = (0000 0000 0000 0001)2.
Para obtener su complemento a la base, el camino más sencillo es a
través del complemento a la base menos 1, a quien luego le suma-
remos 1 (cfr. expresión 2.6). El complemento a la base menos 1 se
obtiene de forma inmediata sin más que cambiando, en el binario
del valor absoluto del número, los ceros por unos, y los unos por
ceros. Así, C161 (0000 0000 0000 0001) = 1111 1111 1111 1110.
Pero, como acabamos de indicar, no es ese complemento el que
buscamos, sino el complemento a la base, al que se llega sin más
que sumar 1 a ese último resultado. Así, el código final del valor
(−1)10 es (1111 1111 1111 1111)2, que en hexadecimal queda co-
dificado como (FFFF)16.
3.3. Indicar qué valor numérico queda, utilizando 16 bits, codi-
ficado como (89D4)16.
El valor codificado será negativo, puesto que el bit más significativo
de su códificación interna es un 1 (recuerde que el dígito hexade-
cimal 8 expresa los 4 dígitos binarios 1000). Entonces queda claro
que este código corresponde al complemento a la base del valor ab-
soluto del número codificado. Ese complemento a la base, expre-
sado en binario, es 1000 1001 1101 0100. Para obtener el valor
absoluto del número, expresado en base 10, lo haremos a través
del complemento a la base menos 1, que la obtenemos sin más que
restando 1 a ese código binario recién mostrado: 1000 1001 1101
0011. Desde este complemento llegamos inmediatamente al bina-
rio cambiando ceros por unos, y unos por ceros: 0111 0110 0010
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1100. Mediante la expansión del número (cfr. Expresión 2.1) po-
demos llegar finalmente al valor absoluto del número coodificado
como (89D4)16, que resulta ser (32.252)10.
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Presentamos en este capítulo una primera vista de la programación
en lenguaje C. El objetivo ahora es ofrecer una breve introducción
del Lenguaje C: no se trata ahora de aprender a usarlo: para esa
meta tenemos todos los capítulos posteriores a éste. Ahora se ofre-
ce una breve descripción de la evolución del Lenguaje C. También
se muestran los conceptos básicos de un entorno de programa-
ción. Se procederá a redactar, con el entorno que cada uno quiera,
un primer programa en C, que nos servirá para conocer las partes
principales de un programa.
La lectura de este capítulo se complementa y completa la lectura
del Capítulo 1, “Introducción al desarrollo de programas en lenguaje
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C”, el Manual de Prácticas de la asignatura, “Prácticas para apren-
der a programar en lenguaje C”. Es casi preceptivo, al trabajar con




Los lenguajes de programación están especialmente diseñados pa-
ra programar computadoras. Sus características fundamentales
son:
1. Son independientes de la arquitectura física del ordena-
dor. Los lenguajes están, además, normalizados, de forma
que queda garantizada la portabilidad de los programas escri-
tos en esos lenguajes: un programa escrito en una máquina
puede utilizarse en otra máquina distinta.
2. Normalmente un mandato o sentencia en un lenguaje de alto
nivel da lugar, al ser introducido, a varias instrucciones en
lenguaje máquina.
3. Utilizan notaciones cercanas a las habituales, con senten-
cias y frases semejantes al lenguaje matemático o al lenguaje
natural.
El lenguaje C se diseñó en 1969. El lenguaje, su sintaxis y su se-
mántica, así como el primer compilador de C fueron diseñados y
creados por Dennis M. Ritchie en los laboratorios Bell. Junta-
mente con Brian Kernighan escribieron, en 1978, el libro “The C
Programming Language”. Esta primera versión del lenguaje C, pre-
sentada en ese libro, es conocida como K&R (nombre tomado de
las iniciales de sus dos autores). Más tarde, en 1983, se definió el
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primer estándar del Lenguaje: ANSI C, que es el estándar sobre el
que este manual trabaja. Más adelante, en este mismo capítulo, se
relacionan los sucesivos estándares aparecidos: el último con fe-
cha de 2011. Cuando, a lo largo del manual, se hable del Lenguaje
C nos referimos habitualmente al estándar ANSI C. Cuando no sea
así, expresamente se indicará de qué estándar se está hablando.
El lenguaje ANSI C tiene muy pocas reglas sintácticas, sencillas de
aprender. Su léxico es muy reducido: tan solo 32 palabras.
A menudo se le llama lenguaje de medio nivel, más próximo al
código máquina que muchos lenguajes de más alto nivel. Es un
lenguaje apreciado en la comunidad científica por su probada efi-
ciencia. Es el lenguaje de programación más popular para crear
software de sistemas, aunque también se utiliza para implementar
aplicaciones. Permite el uso del lenguaje ensamblador en partes
del código, trabaja a nivel de bit, y permite modificar los datos con
operadores que manipulan bit a bit la información. También se
puede acceder a las diferentes posiciones de memoria conociendo
su dirección.
El lenguaje C es un lenguaje del paradigma imperativo, estruc-
turado. Permite con facilidad la programación modular, creando
unidades que pueden compilarse de forma independiente, que pue-
den posteriormente enlazarse. Así, se crean funciones o procedi-
mientos que se pueden compilar y almacenar, creando bibliotecas
de código ya editado y compilado que resuelve distintas operacio-
nes. Cada programador puede diseñar sus propias bibliotecas, que
simplifican luego considerablemente el trabajo futuro. El ANSI C
posee una amplia colección de bibliotecas de funciones estándar y
normalizadas.
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SECCIÓN 4.2
Entorno de programación.
Para escribir el código de una aplicación en un determinado len-
guaje, y poder luego compilar y obtener un programa que realice la
tarea planteada, se dispone de lo que se denomina un entorno de
programación.
Un entorno de programación es un conjunto de programas ne-
cesarios para construir, a su vez, otros programas. Un entorno
de programación incluye editores de texto, compiladores, ar-
chivos de biblioteca, enlazadores y depuradores (para una ex-
plicación más detallada de los entornos de programación puede
consultar el manual de prácticas de la asignatura, “Prácticas pa-
ra aprender a programar en lenguaje C”, en el Capítulo 1, “Intro-
ducción al desarrollo de programas en lenguaje C”, en los epígra-
fes 1.2. y 1.3.). Gracias a Dios existen entornos de programación
integrados (genéricamente llamados IDE, acrónimo en inglés de
Integrated Development Environment), de forma que en una sola
aplicación quedan reunidos todos estos programas. Muchos de
esos entornos pueden obtenerse a través de internet. Por ejem-
plo, el entorno de programación Dev-C++ (disponible en múlti-
ples enlaces), ó CodeLite (http://codelite.org/), ó Codeblocks
(http://www.codeblocks.org/). En el desarrollo de las clases de
la asignatura se usará unos de esos entornos de libre distribución.
Para conocer el uso de una herramienta de programación concre-
ta, lo mejor es consultar la documentación que, para cada una de
ellas, suele haber disponible también de forma gratuita, a través de
Internet. No se presentará en este manual ningún IDE concreto.
Un editor es un programa que permite construir ficheros de ca-
racteres, que el programador introduce a través del teclado. Un
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programa no es más que archivo de texto. El programa editado en
el lenguaje de programación se llama fichero fuente. Algunos de
los editores facilitan el correcto empleo de un determinado lengua-
je de programación, y advierten de inmediato la inserción de una
palabra clave, o de la presencia de un error sintáctico, marcando
el texto de distintas formas.
Un compilador es un programa que compila, es decir, genera fi-
cheros objeto que “entiende” el ordenador. Un archivo objeto to-
davía no es una archivo ejecutable.
El entorno ofrece también al programador un conjunto de archivos
para incluir o archivos de cabecera. Esos archivos suelen incluir
abundantes parámetros que hacen referencia a diferentes carac-
terísticas de la máquina sobre la que se está trabajando. Así, el
mismo programa en lenguaje de alto nivel, compilado en máquinas
diferentes, logra archivos ejecutables distintos. Es decir, el mismo
código fuente es así portable y válido para máquinas diferentes.
Otros archivos son los archivos de biblioteca. Son programas pre-
viamente compilados que realizan funciones específicas. Suele su-
ceder que determinados bloques de código se deben escribir en
diferentes programas. Ciertas partes que son ya conocidas porque
son comunes a la mayor parte de los programas están ya escri-
tas y vienen recogidas y agrupadas en archivos que llamamos bi-
bliotecas. Ejemplos de estas funciones son muchas matemáticas
(trigonométricas, o numéricas,. . . ) o funciones de entrada de datos
desde teclado o de salida de la información del programa por pan-
talla (cfr. Capítulo 8 de este manual; también cfr. Capítulo 2 del
manual de Prácticas “Prácticas para aprender a programar en len-
guaje C”). Desde luego, para hacer uso de una función predefinida,
es necesario conocer su existencia y tener localizada la biblioteca
donde está pre-compilada; eso es parte del aprendizaje de un len-
56 Capítulo 4. Lenguaje C
guaje de programación, aunque también se disponen de grandes
índices de funciones, de fácil acceso para su consulta.
Al compilar un programa generamos un archivo objeto. Habitual-
mente los programas que compilemos harán uso de algunas fun-
ciones de biblioteca; en ese caso, el archivo objeto no es aún un
fichero ejecutable, puesto que le falta añadir el código de esas fun-
ciones. Un entorno de programación que tenga definidas biblio-
tecas necesitará también un enlazador o linkador (perdón por esa
palabra tan horrible) que realice la tarea de “juntar” el archivo obje-
to con las bibliotecas empleadas y llegar, así, al código ejecutable.
La creación e implementación de un programa no suele terminar
con este último paso descrito. Con frecuencia se encontrarán erro-
res, bien de compilación porque haya algún error sintáctico; bien
de ejecución, porque el programa no haga exactamente lo que se
deseaba. No siempre es sencillo encontrar los errores de nuestros
programas; un buen entorno de programación ofrece al progra-
mador algunas herramientas llamadas depuradores, que facilitan
esta tarea.
En el caso del lenguaje C, el archivo de texto donde se almacena
el código tendrá un nombre (el que se quiera) y la extensión .cpp
(si trabajamos con un entorno de programación de C++), o .c. Al
compilar el fichero fuente (nombre.cpp) se llega al código máquina,
con el mismo nombre que el archivo donde está el código fuente, y
con la extensión .obj. Casi con toda probabilidad en código fuente
hará uso de funciones que están ya definidas y pre-compiladas
en las bibliotecas. Ese código pre-compilado está en archivos con
la extensión .lib. Con el archivo .obj y los necesarios .lib que se
deseen emplear, se procede al “linkado” o enlazado que genera un
fichero ejecutable con la extensión .exe.
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SECCIÓN 4.3
Estructura básica de un programa en C.
Aquí viene escrito un sencillo programa en C (cfr. Cuadro de Có-
digo 4.1). Quizá convenga ponerse ahora delante del ordenador y,
con el editor de C en la pantalla, escribir estas líneas y ejecutarlas.
Cuadro de Código 4.1: Primer programa en C
1 #include <stdio.h>
2 /* Este es un programa en C. */
3 // Imprime un mensaje en la pantalla del ordenador
4 int main(void)
5 {
6 printf("mi primer programa en C.");
7 return 0;
8 }
Todos los programas en C deben tener ciertos componentes fijos.
Vamos a ver los que se han empleado en este primer programa:
1. #include <stdio.h>: Los archivos .h son los archivos de ca-
becera en C. Con esta línea de código se indica al compilador
que se desea emplear, en el programa redactado, alguna fun-
ción que está declarada en el archivo de biblioteca stdio.h.
Esta archivo contiene las declaraciones de una colección de
programas de entrada y salida por consola (pantalla y tecla-
do).
Esta instrucción nos permite utilizar cualquiera de las fun-
ciones declaradas en el archivo. Esta línea de código recoge el
nombre del archivo stdio.h, donde están recogidos todos los
prototipos de las funciones de entrada y salida estándar. To-
do archivo de cabecera contiene identificadores, constantes,
variables globales, macros, prototipos de funciones, etc.
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Toda línea que comience por # se llama directiva de prepro-
cesador. A lo largo del libro se irán viendo diferentes directi-
vas.
2. main: Es el nombre de una función. Es la función principal y
establece el punto donde comienza la ejecución del programa.
La función main es necesaria en cualquier programa de C que
desee ejecutar instrucciones. Un código será ejecutable si y
sólo si dispone de la función main.
3. int main(void): Los paréntesis se encuentran siempre des-
pués de un identificador de función. Entre ellos se recogen
los parámetros que se pasan a la función al ser llamada. En
este caso, no se recoge ningún parámetro, y entre paréntesis
se indica el tipo void. Ya se verá más adelante qué signi-
fica esta palabra. Delante del nombre de la función principal
(main) también viene la palabra int, porque la función princi-
pal que hemos implementado devuelve un valor de tipo entero
con signo: en concreto, en nuestro ejemplo, devuelve el valor
0 (instrucción return 0;).
4. /* comentarios */: Símbolos opcionales. Todo lo que se en-
cuentre entre estos dos símbolos son comentarios al progra-
ma fuente y no serán leídos por el compilador.
Los comentarios no se compilan, y por tanto no son parte del
programa; pero son muy necesarios para lograr unos códi-
gos inteligibles, fácilmente interpretables tiempo después de
que hayan sido redactados y compilados. Es muy convenien-
te, cuando se realizan tareas de programación, insertar co-
mentarios con frecuencia que vayan explicando el proceso que
se está llevando en cada momento. Un programa bien docu-
mentado es un programa que luego se podrá entender con
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facilidad y será, por tanto, más fácilmente modificado y mejo-
rado.
También se pueden incluir comentarios precediéndolos de la
doble barra //. En ese caso, el compilador no toma en consi-
deración lo que esté escrito desde la doble barra hasta el final
de la línea.
5. ;: Toda sentencia en C termina con el punto y coma. En C,
se entiende por sentencia todo lo que tenga, al final, un punto
y coma. La línea antes comentada (#include <stdio.h>) no
termina con un punto y coma porque no es una sentencia: es
(ya lo hemos dicho) una directiva de preprocesador.
6. {}: Indican el principio y el final de todo bloque de progra-
ma. Cualquier conjunto de sentencias que se deseen agrupar,
para formar entre ellas una sentencia compuesta o bloque,
irán marcadas por un par de llaves: una antes de la primera
sentencia a agrupar; la otra, de cierre, después de la última
sentencia. Una función es un bloque de programa y debe, por
tanto, llevarlas a su inicio y a su fin.
7. La sentencia return 0;. Como acabamos de definir, la fun-
ción main devuelve un valor de tipo int: por eso hemos escri-
to, delante del nombre de la función, esa palabra. La función
main es tal que antes de terminar devolverá el valor 0 (así lo
indica esta sentencia o instrucción). Aún es demasiado pron-
to para saber a quién le es “devuelto” ese valor. Por ahora hay
que aprender a hacerlo así. La tarea de aprender a programar
exige, en sus primeros pasos, saber fiarse de los manuales
y de quien pueda enseñarnos. No se puede explicar todo el
primer día.
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SECCIÓN 4.4
Elementos léxicos.
Entendemos por elemento léxico cualquier palabra válida en el
lenguaje C. Será elemento léxico, o palabra válida, cualquier pala-
bra que forme parte del conjunto de palabras reservadas del len-
guaje, y toda aquella palabra que necesitemos generar para la re-
dacción del programa, de acuerdo con una normativa sencilla.
Para crear un identificador (un identificador es un símbolo em-
pleado para representar un objeto dentro de un programa) en el
lenguaje C se usa cualquier secuencia de una o más letras (de
la ‘A’ a la ‘Z’, y de la ‘a’ a la ‘z’, excluida las letras ‘Ñ’ y ‘ñ’), dígitos
(del ‘0’ al ‘9’) o carácter subrayado (‘_’). Los identificadores creados
serán palabras válidas en nuestro programa en C. Con ellos pode-
mos dar nombre a variables, constantes, tipos de dato, nombres de
funciones o procedimientos, etc. También las palabras propias del
lenguaje C son identificadores; estas palabras se llaman palabras
clave o palabras reservadas.
Además de la restricción en el uso de caracteres válidos para crear
identificadores, existen otras reglas básicas para su creación en el
lenguaje C. Estas reglas básicas (algunas ya han quedado dichas,
pero las repetimos para mostrar en este elenco todas las reglas
juntas) son:
1. Están formadas por los caracteres de tipo alfabético (de la ‘A’
a la ‘Z’, y de la ‘a’ a la ‘z’), caracteres de tipo dígito (del ‘0’ al ‘9’)
y el signo subrayado (algunos lo llaman guión bajo: ‘_’). No se
admite nuestra ‘ñ’ (ni la ‘Ñ’ mayúscula), y tampoco se aceptan
aquellos caracteres acentuados, con diéresis, o con cualquier
otra marca.
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2. Debe comenzar por una letra del alfabeto o por el carácter
subrayado. Un identificador no puede comenzar por un dígito.
3. El compilador sólo reconoce los primeros 32 caracteres de
un identificador, pero éste puede tener cualquier otro tamaño
mayor. Aunque no es nada habitual generar identificadores
tan largos, si alguna vez así se hace hay que evitar que dos de
ellos tengan iguales los 32 primeros caracteres, porque enton-
ces para el compilador ambos identificadores serán el mismo.
4. Las letras de los identificadores pueden ser mayúsculas y mi-
núsculas. El compilador distingue entre unas y otras, y dos
identificadores que se lean igual y que se diferencien única-
mente en que una de sus letras es mayúscula en uno y mi-
núscula en otro, son distintos.
5. Un identificador no puede deletrearse igual y tener el mismo
tipo de letra (mayúscula o minúscula) que una palabra reser-
vada o que una función definida en una librería que se haya
incluido en el programa mediante una directiva include.
Las palabras reservadas, o palabras clave, son identificadores pre-
definidos que tienen un significado especial para el compilador de
C. Sólo se pueden usar en la forma en que han sido definidos. En
la Tabla 4.1 se muestra el conjunto de palabras clave o reservadas
(que siempre van en minúscula) en ANSI C. Como puede compro-
bar, es un conjunto muy reducido: un total de 32 palabras.
A lo largo del manual se verá el significado de cada una de ellas.
Aunque la palabra goto es una palabra reservada en C y su uso es
sintácticamente correcto, de hecho no es una palabra permitida en
un paradigma de programación estructurado como es el paradig-
ma del lenguaje C. Esta palabra ha quedado como reliquia de las
primeras versiones del C. No debe hacer uso de ella.
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auto double int struct
break else long switch
case enum register typedef
char extern return union
const float short unsigned
continue for signed void
default goto sizeof volatile
do if static while
Tabla 4.1: Palabras reservadas en C.
SECCIÓN 4.5
Sentencias simples y sentencias compuestas.
Una sentencia simple es cualquier expresión válida en la sinta-
xis de C que termine con el carácter de punto y coma. Sentencia
compuesta es una sentencia formada por una o varias sentencias
simples. Un punto y coma es una sentencia simple. Una sentencia
compuesta está formada por una o varias simples (varios puntos
y comas); se inicia con una llave de apertura ({) y se termina con
una llave de clausura (}).
SECCIÓN 4.6
Errores de depuración.
No es extraño que, al terminar de redactar el código de un progra-
ma, al iniciar la compilación, el compilador deba abortar su pro-
ceso y avisar de que existen errores. El compilador ofrece algunos
mensajes que clarifican frecuentemente el motivo del error, y la
corrección de esos errores no comporta habitualmente demasiada
dificultad. A esos errores sintácticos los llamamos errores de com-
pilación. Ejemplo de estos errores pueden ser que haya olvidado
el punto y coma de una sentencia, o que falte la llave de cierre de
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bloque de sentencias compuestas, o que sobre un paréntesis, o que
emplee un identificador mal construido. . .
Otras veces, el compilador no halla error sintáctico alguno, y com-
pila correctamente el programa, pero luego, en la ejecución, se pro-
ducen errores que acaban por abortar el proceso. A esos errores los
llamamos errores de ejecución. Un clásico ejemplo de este tipo de
errores es forzar al ordenador a realizar una división por cero, o ac-
ceder a un espacio de memoria para el que no estamos autorizados.
Esos errores también suelen ser sencillos de encontrar, aunque a
veces, como no son debidos a fallos sintácticos ni de codificación
del programa sino que pueden estar ocasionados por el valor que
en un momento concreto adquiera una variable, no siempre son fá-
cilmente identificables, y en esos casos puede ser necesario utilizar
los depuradores que muchos entornos de programación ofrecen.
Y puede ocurrir también que el código no tenga errores sintácticos,
y por tanto el compilador termine su tarea y genere un ejecutable;
que el programa se ejecute sin contratiempo alguno, porque en
ningún caso se llega a un error de ejecución; pero que el resultado
final no sea el esperado. Todo está sintácticamente bien escrito,
sin errores de compilación ni de ejecución, pero hay errores en el
algoritmo que pretende resolver el problema que nos ocupa. Esos
errores pueden ser ocasionados sencillamente por una errata a la
hora de escribir el código, que no genera un error sintáctico, ni
aborta la ejecución: por ejemplo, teclear indebidamente el operador
suma (+) cuando el que correspondía era el operador resta (-). A
veces, sin embargo, el gazapo no es fácil de encontrar. No hemos
avanzado lo suficiente como para poner algún ejemplo. Cada uno
descubrirá los suyos propios en su itinerario de aprendizaje del
lenguaje: es cuestión de tiempo encontrarse con esas trampas.
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Todo error requiere una modificación del programa, y una nueva
compilación. No todos los errores aparecen de inmediato, y no es
extraño que surjan después de muchas ejecuciones.
SECCIÓN 4.7
Evolución del lenguaje C. Historia de sus
estándares.
La primera versión del Lenguaje C es la presentada por los auto-
res del manual “The C Programming Language”: Brian Kernighan y
Dennis Ritchie. Este libro, considerado como la Biblia del C, apa-
recido en 1978, y esa primera versión del lenguaje es conocida co-
mo K&R C. Puede consultar en Internet la referencia a cualquiera
de estos dos autores, especialmente del segundo, Dennis Ritchie,
verdadero padre del lenguaje C, y galardonadísimo científico en el
ámbito de la computación, que falleció en el año 2011, a la edad de
los 70 años.
Años más tarde, en 1988, el Instituto Nacional Estadounidense de
Estándares (American National Standards Institute, ANSI) estable-
ció la especificación estándar del lenguaje C. El nombre que se le
dio a este estándar fue el ANSI X3.159-1989, más comunmente
llamado ANSI C. También es conocido como C89, y también Stan-
dard C.
Un año más tarde, la Organización Internacional de Normalización
(International Organization for Standardization, ISO) adoptó el es-
tándar del ANSI. El nombre que se le dio a este nuevo estándar
fue el ISO/IEC 9899:1990, y más comúnmente se le llama C90.
A efectos prácticos, ambos estándares, C89 y C90 establecen las
mismas especificaciones: las modificaciones introducidas por C90
respecto a C89 son mínimas.
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En el año 2000 se adoptó un tercer y nuevo estándar: el ISO/IEC
9899:1999. A este estándar se le conoce como C99. Casi todos los
compiladores que se encuentran actualmente en el mercado com-
pilan para C99, aunque todos ellos permiten hacer restricciones
para que únicamente trabaje con las especificaciones del C89 ó del
C90.
Entre otras muchas cosas, el lenguaje C99 introduce algunas nue-
vas palabras clave en el lenguaje. Estas palabras son: restrict,
_Bool, _Complex e _Imaginary. Ninguna de ellas es soportada por
C++, y, desde luego, tampoco por C90. Además, incluye la nueva
palabra inline, que sí está soportada en C++.
El octubre de 2011 se establece un nuevo estándar: el ISO/IEC
9899:2011, comúnmente conocido como C11. La versión Draft de
este nuevo estándar, publicada en abril de 2011, se conoce como
N1570, y está disponible de libre distribución en Internet. El docu-
mento definitivo en versión pdf se vende por 238 francos suizos (en
agosto de 2012). Los pocos comentarios que aparecen en el manual
sobre esta última definición de estándar se basan en el documento
Draft publicado en abril.
A lo largo de este manual se presenta, salvo algunas excepciones,
el estándar C90. En frecuentes ocasiones quedarán también indi-
cadas en el manual, con epígrafe aparte, algunas nuevas aporta-
ciones del estándar C99 y del C11, pero no siempre. Téngase en
cuenta que el lenguaje Estándar C90 es casi un subconjunto per-
fecto del lenguaje orientado a objetos C++, y que bastantes de las
novedades que incorpora el estándar C99 pueden también trans-
portarse en un programa que se desee compilar con un compilador
de C++; pero hay otras nuevas aportaciones del C99 que no están
soportadas por el C++: A éstas les he dedicado menor atención en
este manual, o simplemente no han quedado citadas. Respecto al
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estándar C11 hay que tener en cuenta que al ser reciente es posible
que muchos compiladores disponibles en la red no hayan incluido
sus nuevas incorporaciones. Quizá, en una manual de introduc-
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De lo que se va a tratar aquí es de intentar explicar cómo cons-
truir un programa que resuelva un problema concreto. No es tarea
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sencilla, y las técnicas que aquí se van a presentar requieren, por
parte de quien quiera aprenderlas, empaparse de cierta lógica que
se construye con muy pocos elementos y que no necesariamente
resulta trivial. Se trata de aprender a expresar, ante un problema
que se pretende resolver mediante un programa informático, y en
una lógica extremadamente simple, cualquier colección o lista or-
denada de instrucciones, fácil luego de traducir como un conjunto
de sentencias que debe ejecutar un ordenador. Pero al decir que la
lógica es simple, nos referimos a que se define mediante un conjun-
to mínimo de reglas: no quiere decir que sea sencilla de aprender o
de utilizar.
En este capítulo se intenta presentar el concepto de algoritmo y se
muestran algunas herramientas para expresar esos algoritmos, co-
mo los flujogramas o el pseudocódigo. El capítulo ofrece suficientes
ejercicios para ayudar a afianzar los conceptos introducidos.
Es importante comprender y asimilar bien los contenidos de es-
te capítulo: se trata de ofrecer las herramientas básicas para lo-
grar expresar un procedimiento que pueda entender un ordena-
dor; aprender cómo resolver un problema concreto mediante una
secuencia ordenada y finita de instrucciones sencillas y precisas.
Si ante un problema planteado logramos expresar el camino de la
solución de esta forma, entonces la tarea de aprender un lenguaje
de programación se convierte en sencilla y, hasta cierto punto, tri-
vial. Una vez se sabe qué se ha de decir al ordenador, sólo resta la
tarea de expresarlo en un lenguaje cualquiera.
Las principales referencias utilizadas para la confección de este
capítulo han sido:
"El arte de programar ordenadores". Volumen I: "Algoritmos
Fundamentales"; Donald E. Knuth; Editorial Reverté, S.A.,
1985.
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"Introducción a la Informática"; 3a Ed. Alberto Prieto E., An-




La noción de algoritmo es básica en la programación de ordena-
dores. El diccionario de la Real Academia Española lo define como
“conjunto ordenado y finito de operaciones que permite hallar la so-
lución de un problema”. Otra definición podría ser: “procedimiento
no ambiguo que resuelve un problema”, entendiendo por procedi-
miento o proceso (informático) una secuencia de instrucciones (o
sentencias u operaciones) bien definida, donde cada una de ellas
requiere una cantidad finita de memoria y se realiza en un tiempo
finito.
Hay que tener en cuenta que la arquitectura de un ordenador per-
mite la realización de un limitado conjunto de operaciones, todas
ellas muy sencillas, tales como sumar, restar, transferir datos, etc.
O expresamos los procedimientos en forma de instrucciones sen-
cillas (es decir, no complejas) y simples (es decir, no compuestas),
o no lograremos luego “indicarle” al ordenador (programarlo) qué
órdenes debe ejecutar para alcanzar una solución.
No todos los procedimientos capaces (al menos teóricamente capa-
ces) de alcanzar la solución de un problema son válidos para ser
utilizados en un ordenador. Para que un procedimiento pueda ser
luego convertido en un programa ejecutable por una computadora,
debe verificar las siguientes propiedades:
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1. Debe finalizar tras un número finito de pasos. Vale la pena
remarcar la idea de que los pasos deben ser, efectivamente,
“muy” finitos.
2. Cada uno de sus pasos debe definirse de un modo preciso.
Las acciones a realizar han de estar especificadas en cada
caso de forma rigurosa y sin ambigüedad.
3. Puede tener varias entradas de datos, o ninguna. Sin embar-
go, al menos debe tener una salida o resultado: el que se
pretende obtener. Al hablar de “entradas” o de “salidas” nos
referimos a la información (en forma de datos) que se le debe
suministrar al algoritmo para su ejecución, y la información
que finalmente ofrece como resultado del proceso definido.
4. Cada una de las operaciones a realizar debe ser lo bastante
básica como para poder ser efectuada por una persona con
papel y lápiz, de modo exacto en un lapso de tiempo finito.
Cuando un procedimiento no ambiguo que resuelve un determi-
nado problema verifica además estas cuatro propiedades o condi-
ciones, entonces diremos, efectivamente, que ese procedimiento es
un algoritmo.
De acuerdo con Knuth nos quedamos con la siguiente definición de
algoritmo: una secuencia finita de instrucciones, reglas o pasos que
describen de forma precisa las operaciones que un ordenador debe
realizar para llevar a cabo una tarea en un tiempo finito. Esa tarea
que debe llevar a cabo el algoritmo es, precisamente, la obtención
de la salida o el resultado que se indicaba en la tercera propiedad
arriba enunciada.
El algoritmo que ha de seguirse para alcanzar un resultado bus-
cando no es único. Habitualmente habrá muchos métodos o pro-
cedimientos distintos para alcanzar la solución buscada. Cuál de
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ellos sea mejor que otros dependerá de muchos factores. En la
práctica no sólo queremos algoritmos: queremos buenos algorit-
mos. Un criterio de bondad frecuentemente utilizado es el tiempo
que toma la ejecución de las instrucciones del algoritmo. Otro cri-
terio es la cantidad de recursos (principalmente de memoria) que
demanda la ejecución del algoritmo.
SECCIÓN 5.2
Creación y expresión de algoritmos.
Si el problema que se pretende afrontar es sencillo, entonces la
construcción del algoritmo y del programa que conduce a la solu-
ción es, con frecuencia, sencilla también. Ante muchos problemas,
un programador avezado simplemente se pondrá delante de la pan-
talla y teclado de su ordenador y se pondrá a escribir código; y con
frecuencia el resultado final será bueno y eficiente.
Pero cuando el programador es novel este modo de proceder no es
siempre posible ni recomendable. O cuando el problema a resolver
tiene cierta complejidad (cosa por otro lado habitual en un progra-
ma que pretenda resolver un problema medianamente complejo),
esa actitud de sentarse delante de la pantalla y, sin más, ponerse
a redactar código, difícilmente logra un final feliz: en realidad así
se llega fácilmente a unos códigos ininteligibles e indescifrables,
imposibles de reinterpretar. Y si ese código tiene —cosa por otro
lado nada extraña— algún error, éste logra esconderse entre las
líneas enmarañadas. Y su localización se convierte en un trabajo
que llega a ser tedioso y normalmente y finalmente estéril.
Ante muchos programas a implementar es conveniente y necesa-
rio primero plantear un diseño de lo que se desea hacer. Gracias
a Dios existen diferentes métodos estructurados que ofrecen una
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herramienta eficaz para esta labor de diseño. (Aquí el término “es-
tructurado” no viene como de casualidad, ni es uno más posible
entre tantos otros: es un término acuñado que quedará más com-
pletamente definido en el este Capítulo y en el siguiente. Por ahora
basta con lo que generalmente se entiende por estructurado.)
Cuando se trabaja con método y de forma estructurada, se logran
notables beneficios:
La detección de errores se convierte en una tarea asequible.
Los programas creados son fácilmente modificables.
Es posible crear una documentación clara y completa que ex-
plique el proceso que se ha diseñado e implementado.
Se logra un diseño modular que fracciona el problema total
en secciones más pequeñas.
El uso habitual de métodos de diseño estructurado aumenta gran-
demente la probabilidad de llegar a una solución definitiva; y eso
con un coste de tiempo significativamente pequeño. Además, con
estas metodologías, aumenta notablemente la probabilidad de lo-
calizar prontamente los posibles errores de diseño. No hay que mi-
nusvalorar esa ventaja: el coste de un programa se mide en gran
medida en horas de programación. Y ante un mal diseño previo, las
horas de búsqueda de errores llegan a ser tan impredecibles como,
a veces, desorbitadas.
El hecho de que estas metodologías permitan la clara y completa
documentación del trabajo implementado también es una ventaja
de gran valor e importancia. Y eso permite la posterior comprensión
del código, en un futuro en el que se vea necesario hacer modifica-
ciones, o mejoras, o ampliaciones al código inicial.
Y la posibilidad que permite la programación estructurada de frag-
mentar los problemas en módulos más sencillos (ya lo verá...) fa-
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cilita grandemente el trabajo de implementación en equipo, de dar
por terminadas distintas fases de desarrollo aún antes de termi-
nar el producto final. Así, es posible implicar a varios equipos de
desarrollo en la implementación final del programa. Y se asegu-
ra que cada equipo pueda comprender su tarea en el conjunto y
pueda comprender la solución final global que todos los equipos
persiguen alcanzar.
SECCIÓN 5.3
Diagramas de flujo (o flujogramas).
Un diagrama de flujo, o flujograma, es una representación gráfica
de una secuencia de operaciones en un programa. Recoge de for-
ma ordenada, según una secuencia, la colección de instrucciones
que el programa o subprograma deberá ejecutar para alcanzar su
objetivo final. Es un modo habitual de expresar algoritmos.
El flujograma emplea diferentes figuras sencillas para significar di-
ferentes tipos de instrucciones o para representar algunos elemen-
tos necesarios que ayudan a determinar qué instrucciones deben
ser ejecutadas. Las instrucciones se representan mediante cajas
que se conectan entre sí mediante líneas con flecha que indican
así el flujo de instrucciones de la operación diseñada. Iremos vien-
do los diferentes elementos o figuras a continuación. Toda la lógica
de la programación puede expresarse mediante estos diagramas.
Una vez expresada la lógica mediante uno de esos gráficos, siem-
pre resulta sencillo expresar esa secuencia de instrucciones con
un lenguaje de programación. Una vez terminado el programa, el
flujograma permanece como la mejor de las documentaciones para
futuras revisiones del código.
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SECCIÓN 5.4
Símbolos utilizados en un flujograma.
Son varios los símbolos que se han definido para expresar median-
te flujograma la secuencia de instrucciones de un programa. No
los vamos a ver aquí todos, sino simplemente aquellos que usare-
mos en este manual para crear flujogramas acordes con la llamada
programación estructurada. Pueden verse esos símbolos en la Fi-
gura 5.1.
Figura 5.1: Símbolos básicos para los flujogramas.
Estos elementos son los siguientes:
ELEMENTOS PARA REPRESENTAR SENTENCIAS
• Declaración de variables: Cuando se construye un flu-
jograma, es necesario primero determinar qué espacios
de memoria, para la codificación de valores, vamos a ne-
cesitar.
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• Entrada / Salida: Indican aquellos puntos dentro de la
secuencia de instrucciones donde se inserta una función
de entrada o salida de datos: entrada por teclado, o desde
un archivo o desde internet; salida por pantalla, o hacia
un archivo, etc.
• Instrucción o Sentencia: Se emplea para las instruccio-
nes aritméticas o binarias, e instrucciones de movimiento
de datos. Cuáles son esas instrucciones lo iremos vien-
do a lo largo del capítulo mediante ejemplos, y luego a lo
largo de todo el libro.
• Proceso: Un proceso es un bloque de código, que ya está
definido y probado, y que puede utilizarse. Suele recibir
algún valor o algunos valores de entrada; y ofrece una
salida como resultado al proceso invocado.
En general estos cuatro primeros elementos pueden conside-
rarse, todos ellos, simplemente sentencias. Cuando en este
capítulo y en otros se hable de sentencia, habitualmente no
hay que entender únicamente la Instrucción, sino que tam-
bién podemos hablar de las sentencias de entrada y salida de
información, o las sentencias de declaración, o la invocación
de un procedimiento o función.
ELEMENTOS PARA CONTROL DE FLUJO DEL PROGRAMA.
• Terminales: Se emplea para indicar el punto donde co-
mienza y donde termina el flujograma. Cada flujograma
debe tener uno y sólo un punto de arranque y uno y sólo
un punto de término.
• Conectores: Con frecuencia un flujograma resulta dema-
siado extenso, y las líneas de ejecución se esparcen entre
las páginas. Los conectores permiten extender el flujo-
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grama más allá de la página actual marcando cómo se
conectan las líneas de ejecución de una página a otra.
• Bifurcación: Este diamante de decisión da paso a una
bifurcación condicional. Es una de las piezas clave en
la programación estructurada. Señala un punto donde el
flujo se divide en dos caminos posibles no simultáneos:
sólo uno de los dos será el que se tomará en el flujo de
ejecución de instrucciones. La decisión viene expresada
mediante una condición que construimos con operacio-
nes de relación o lógicas y con valores literales o reco-
gidos en variables. Esa expresión condicional sólo puede
tener dos valores posibles: verdadero o falso. Más adelan-
te verá ejemplos de estas expresiones.
• Iteración: Este segundo diamante de decisión da paso
a una repetición de proceso. De nuevo divide la línea de
ejecución en dos caminos: uno indica un camino de re-
petición de sentencias, y otro es el camino de salida de
la iteración donde el algoritmo sigue hacia adelante. Es-
te diamante también está gobernado por una expresión
condicional que se evalúa como verdadera o falsa.
• Líneas de flujo: Conectando todos los elementos ante-
riores, están las líneas de flujo. Sus cabezas de flecha
indican el flujo de las operaciones, es decir, la exacta se-
cuencia en que esas instrucciones deben ser ejecutadas.
El flujo normal de un flujograma irá habitualmente de
arriba hacia abajo, y de izquierda a derecha: las pun-
tas de flecha son sólo necesarias cuando este criterio no
se cumpla. De todas formas, es buena práctica dibujar
siempre esas puntas de flecha, y así se hará en este ma-
nual.
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Estos cinco elementos no representan ninguna instrucción o
sentencia. No representan “cosas” que nuestro programa deba
hacer, sino que sirven para determinar el camino que nuestro
algoritmo debe tomar en cada momento. Representan puntos
de decisión sobre qué nueva instrucción se debe ejecutar.
SECCIÓN 5.5
Estructuras básicas de la programación
estructurada.
Gracias a los elementos de control de flujo del programa, se pueden
construir distintas estructuras de programación. Los lenguajes co-
mo el C requieren de unas condiciones de diseño. No todo lo que se
puede expresar el un flujograma se puede luego expresar directa-
mente en lenguaje C. De ahí que los lenguajes definan sus propias
reglas. El C es un lenguaje dentro del paradigma de la progra-
mación estructurada. Y aquí veremos qué construcciones pueden
realizarse dentro de este paradigma y a través de los elementos de
control de flujo que hemos presentado en la sección anterior.
Un flujograma estructurado será aquel que se ajuste perfectamen-
te a una colección reducida de estructuras básicas que vamos a
definir a continuación y que vienen recogidas en la Figura 5.2. Más
adelante, en un epígrafe posterior, se añaden otras estructuras vá-
lidas. Pero vayamos por partes.
La secuencia está formada por una serie consecutiva de dos o más
sentencias o instrucciones que se llevan a cabo una después de la
otra y en el orden preciso en el que vienen indicadas por las líneas
de flujo.
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Figura 5.2: Estructuras básicas en un flujograma estructurado.
Donde se representa una caja de sentencia, también se podría ha-
ber insertado cualquier otro de los elementos de representación de
sentencias vistos en la sección 5.4.
.
La estructura condicional o de decisión IF - THEN - ELSE separa
dos caminos de ejecución posibles. Siempre se seguirá uno de ellos
y nunca los dos. La decisión sobre qué camino tomar dependerá
de la condición del diamante. Se adopta el camino de la izquierda
cuando la condición de control se evalúa como verdadera; se toma
el de la derecha cuando la condición se evalúa como falsa.
La estructura de decisión tiene una versión simplificada, para el
caso en que el camino del ELSE (camino de la derecha, para cuan-
do la condición de control es falsa) no recoge ninguna sentencia
o instrucción a ejecutar. Habitualmente también llamaremos a las
estructuras condicionales estructuras de bifurcación: será cerra-
da si dispone de procesos en ambos caminos; será abierta si el
camino del ELSE no dispone de sentencia alguna.
La estructura de repetición WHILE permite la construcción de una
estructura de salto y repetición dentro de un programa, creando lo
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que solemos llamar un bucle o una iteración. La decisión de eje-
cutar el proceso en el bucle se realiza antes de la primera ejecución
del proceso: se evalúa la condición de control indicada dentro del
diamante, y si ésta es evaluada como verdadera entonces se ejecu-
ta el proceso y se vuelve a evaluar la condición del diamante; si de
nuevo la condición se evalúa como verdadera, entonces se vuelve
a ejecutar el proceso y de nuevo se vuelve a evaluar la condición
del diamante. La secuencia del programa quedará así atrapada en
un ciclo de ejecución de una colección de sentencias, hasta que la
condición de control llegue a ser falsa.
La programación estructurada permite la sustitución de cualquier
bloque de instrucción por una nueva estructura básica de secuen-




Aunque cualquier programa estructurado puede expresarse me-
diante una combinación de cualquiera de las estructuras presen-
tada en la Figura 5.2, con relativa frecuencia se emplean otras tres
estructuras adicionales. Éstas se recogen en la Figura 5.3. La es-
tructura DO – WHILE es parecida a la estructura WHILE, con la
diferencia de que ahora primero se ejecuta la sentencia y sólo des-
pués se evalúa la condición de control que, si resulta verdadera,
permitirá que, de nuevo, se ejecute la sentencia iterada y de nuevo
se volverá a evaluar la condición.
La estructura que hemos llamado HÍBRIDA (Figura 5.3(b)) no es-
tá recogida en muchas referencias de programación estructurada.
Pero la introducimos aquí porque, de hecho, el lenguaje C, como
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Figura 5.3: Estructuras derivadas básicas en un flujograma estruc-
turado.
otros muchos lenguajes, tienen una sentencia válida y frecuente-
mente usada que permite escribir el código de esta estructura. Co-
mo se ve, es otra estructura de repetición, donde hay un proceso
que se ejecuta antes de la evaluación de la sentencia (y en eso se
comporta como una estructura DO - WHILE) y otro proceso que se
ejecutará después de la evaluación de la condición de diamante si
éste resulta verdadera (y en esto se comporta de forma semejante
a la estructura WHILE).
No es muy difícil comprobar que ambas estructuras derivadas de
repetición se pueden expresar fácilmente con la concatenación de
un bloque de proceso y una estructura WHILE (y por tanto de
acuerdo con las reglas básicas de la programación estructurada).
Como se puede efectivamente ver en la Figura 5.4, estas nuevas
estructuras no son estrictamente necesarias. Pero con frecuencia
se acude a ellas porque permiten simplificar el código de un pro-
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grama. Obsérvese que en ambos casos, al expresar la estructura
derivada mediante la estructura básica WHILE se debe codificar
dos veces uno de los procesos. Quizá no sea un problema si ese
proceso a reescribir en el código está formado por una sencilla
sentencia simple. Pero también pudiera ser que ese proceso fue-
ra una larga sucesión de sentencias y de estructuras de decisión y
de repetición.
(a) Representación de la estructura deri-
vada DO - WHILE mediante la secuen-
cia de una sentencia y de una estructura
WHILE.
(b) Representación de la estructura deri-
vada HÍBRIDA mediante la secuencia de
una sentencia y de una estructura WHI-
LE que itera dos sentencias.
Figura 5.4: Un modo de expresar las estructuras derivadas de repe-
tición mediante la concatenación y la estructura WHILE.
La tercera estructura derivada presentada en la Figura 5.3(c) es la
estructura SWITCH - CASE. Ésta es útil cuando se necesita una
estructura condicional donde la condición no sea evaluada simple-
mente como verdadero o falso, sino que admita una variada distri-
bución de valores.
Por poner un ejemplo de los infinitos posibles, supóngase la luz
de un semáforo, que puede tomar los colores Rojo, Naranja o Ver-
de. Tomando el flujograma de la estructura SWITCH - CASE de la
Figura 5.3, la primera condición sería “el semáforo está verde”, y
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la primera sentencia sería “seguir adelante”; la segunda condición
sería “el semáforo está naranja”, y la segunda instrucción, “circule
con precuación”; la tercera condición sería “el semáforo está rojo”
y la instrucción a ejecutar si esa condición fuera cierta sería “no
avance”. En el caso de que el valor del color del semáforo no fuera
ninguno de esos tres, cabría pensar alguna interpretación posible:
por ejemplo: “el semáforo está fuera de servicio”.
SECCIÓN 5.7
Ventajas y limitaciones al trabajar con
Flujogramas.
Por resumir algunas de las ventajas, señalamos las siguientes:
1. El flujograma es un sistema de representación que hace fácil
al programador comprender la lógica de la aplicación que se
desarrolla. Es más fácil también su explicación y permite do-
cumentar el algoritmo de una manera independiente al código
concreto que lo implementa.
2. Un flujograma general de toda una aplicación (que pueden
llegar a ser muy complejas y extensas) cartografía las princi-
pales líneas de la lógica del programa. Y llega a ser el modelo
del sistema, que puede luego ser descompuesto y desarrolla-
do en partes más detalladas para el estudio y un análisis más
profundo de sistema.
3. Una vez un flujograma está terminado, es relativamente sen-
cillo (sólo “relativamente”) escribir el programa correspondien-
te, y el flujograma actúa como mapa de ruta de lo que el pro-
gramador debe escribir. Hace de guía en el camino que va
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desde el inicio hasta el final de la aplicación, ayudando a que
no quede omitido ningún paso.
4. Aún en los casos en que el programador haya trabajado con
sumo cuidado y haya diseñado cuidadosamente la aplicación
a desarrollar, es frecuente que se encuentren errores, quizá
porque el diseñador no haya pensado en una casuística par-
ticular. Esos errores son detectados sólo cuando se inicia la
ejecución del programa en el ordenador. Este tipo de errores
se llaman “bugs”, y el proceso de detección y corrección se de-
nomina “debugging”. En esta tarea el flujograma presta una
ayuda valiosa en la labor de detección, localización y correc-
ción sistemática de esos errores.
Y por resumir algunas de las principales limitaciones o inconve-
nientes que trae consigo trabajar con flujogramas, señalamos los
siguientes:
1. La creación de un flujograma, y sobre todo la tarea de su
dibujo exige un consumo importante de tiempo.
2. Las modificaciones introducidas en las especificaciones de un
programa exigen muchas veces la creación de un nuevo flu-
jograma. Con frecuencia no es posible trabajar de forma efi-
ciente sobre los flujogramas de las versiones anteriores.
3. No existe un estándar que determine la información y el de-
talle que debe recoger un flujograma.
SECCIÓN 5.8
Flujogramas estructurados y no estructurados.
Es frecuente, sobre todo en los primeros pasos de aprendizaje en
la construcción de flujogramas, cometer el error de diseñar uno
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que no cumpla con las reglas de la programación estructurada.
Estas reglas ya han quedado recogidas en los epígrafes anteriores,
aunque convendrá, de nuevo, sumariarlos en los siguientes cuatro
puntos:
1. Toda sentencia simple puede ser sustituida por una estructu-
ra básica secuencial se sentencias simples.
2. Toda sentencia simple puede ser sustituida por una estruc-
tura básica de decisión, sea ésta abierta o cerrada, o por una
estructura derivada SWITCH - CASE.
3. Toda sentencia simple puede ser sustituida por una estructu-
ra básica o derivada de iteración.
4. Las sustituciones indicadas en los tres casos previos de esta
enumeración pueden realizarse tantas veces como sea nece-
sario, llevando a anidar unas estructuras dentro de otras. No
hay, teóricamente, límite en el número de anidaciones.
Existen infinidad de posibles flujogramas, que presentan una so-
lución válida para un problema que se desea resolver mediante un
algoritmo informático, pero que no cumplen las reglas de la progra-
mación estructurada. No es siempre fácil detectar las violaciones a
esas reglas. Pero es necesario no dar por bueno un algoritmo ex-
presado mediante flujograma hasta tener evidencia de que respeta
las reglas del paradigma de la programación estructurada (para
conocer el concepto de paradigma, ver Capítulo 6).
Vea por ejemplo el flujograma recogido en la Figura 5.5. Da igual
cuáles sean las sentencias y las condiciones de nuestro algoritmo.
Lo importante ahora es comprender que el flujo definido median-
te las líneas de flujo está violando esas reglas de la programación
estructurada. Una de las dos líneas apuntadas con una flecha no
debería estar allí: la que va desde el diamante de iteración con la
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condición de control C2 hasta la sentencia S3. El diamante de ite-
ración con la condición de control C1 forma parte, claramente, de
una estructura de iteración: es la que queda enmarcada sobre el
fondo sombreado. Y esta estructura, como todas las iteradas, debe-
ría tener un único camino de iteración (señalado en la línea de flujo
que asciende por la izquierda) y un camino alternativo de salida de
la iteración que es el que en este caso corre por la derecha. ¿Y no
son aquí dos las líneas de salida del bloque de iteración?: vea sino
las dos líneas señaladas cada una con una flecha.
Figura 5.5: Ejemplo de un flujograma que no respeta las reglas de
la programación estructurada.
Este tipo de errores no son, al menos al principio, fácilmente iden-
tificables. Menos aún a veces cuando los flujogramas suelen di-
bujarse en un formato más bien vertical, como el mostrado en la
Figura 5.5.b. Y muchos lenguajes, incluido el C, son capaces de
implementar una aplicación como la diseñada con el flujograma de
86 Capítulo 5. Algoritmia
la Figura 5.5.: pero ese tipo de código (llamado vulgarmente código
‘spaghetti’) resulta con frecuencia notablemente más difícil de en-
tender, de implementar, de depurar y de mantener que el código de
una aplicación diseñada de forma coherente con las cuatro reglas
indicadas de la programación estructurada.
SECCIÓN 5.9
Pseudocódigo.
El pseudocódigo es otra herramienta habitual y útil para expresar
la lógica de un programa. El prefijo “pseudo”, modifica el significa-
do de la palabra a la que precede y le otorga el carácter de “falso”, o
de “imitación de”. El pseudocódigo es una imitación del código que
puede escribirse con un lenguaje de programación. Cada “pseudo
instrucción” es una frase escrita en un lenguaje natural (caste-
llano, por ejemplo; o inglés, más frecuentemente). En el pseudocó-
digo, en lugar de utilizar un conjunto de símbolos para expresar
una lógica, como en el caso de los flujogramas, lo que se hace es
hacer uso de una colección de estructuras sintácticas que imitan
la que se utilizan, de hecho, en el código escrito en un lenguaje de
programación cualquiera.
Esas estructuras de las que hace uso el pseudocódigo son asom-
brosamente pocas. Sólo tres son suficientes para lograr expresar
cualquier programa estructurado escrito en un ordenador. Estas
estructuras, que ya hemos visto al presentar las estructuras bási-
cas de un flujograma y que vienen también recogidas en las reglas
básicas de la programación estructurada, son:
1. La secuencia. La secuencia lógica se usa para indicar las sen-
tencias o instrucciones que, una detrás de la otra, configuran
el camino a recorrer para alcanzar un resultado buscado. Las
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instrucciones de pseudocódigo se escriben en un orden, o se-
cuencia, que es en el que éstas deberán ser ejecutadas. El
orden lógico de ejecución de estas instrucciones va de arriba
hacia abajo, aunque es frecuente enumerarlas para remarcar
ese orden de ejecución. Así, lo que representa el flujograma





2. La selección. La selección o decisión lógica se emplea en
aquellos puntos del algoritmo en los que hay que tomar una
decisión para determinar si una determinada sentencia o gru-
po de sentencias se deben ejecutar o no, o para determinar
cuáles, entre dos o más bloques, se han de ejecutar final-
mente. Según la lógica de la selección, el flujo de sentencias
recogido en el Flujograma de la Figura 5.2.(b) se expresa, me-










En ambos modelos (bifurcación abierta o cerrada) las senten-
cias (o procesos, o instrucciones, o funciones,...) a ejecutar
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estarán compuestos por una o más sentencias independien-
tes. No hay limitación alguna en el número de instrucciones
o sentencias que se van a poder ejecutar dentro de cada uno
de los dos caminos de la bifurcación.
La marca END IF señala el final de los caminos de las sen-
tencias condicionadas. Más allá de esta marca, las sentencias
que le sigan no estarán bajo el control de esta estructura.
3. La iteración. La iteración lógica se usa cuando una o más
instrucciones deben ser ejecutadas un número (determinado
o indeterminado) de veces. La decisión sobre cuántas veces
deban ser ejecutadas esas instrucciones dependerá de cómo
se evalúe una condición que podemos llamar condición de
permanencia, que se recoge mediante una expresión lógica
y que se evalúa como verdadera o falsa.
Ya hemos visto antes que hay una estructura básica de ite-
ración, llamada estructura WHILE; y una estructura derivada










Con estas estructuras de repetición las instrucciones itera-
das serán ejecutadas una y otra vez mientras la condición de
permanencia siga evaluándose como verdadera. Es necesario
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que entre esas instrucciones haya alguna o algunas senten-
cias que puedan hacer cambiar el valor de esa condición de
control de permanencia. Evidentemente, y de nuevo, donde
aquí se itera una simple instrucción, en la práctica se podrán
ubicar varias instrucciones en secuencia, o nuevas estructu-
ras de bifurcación o de iteración anidadas a ésta.
SECCIÓN 5.10
Ventajas y limitaciones al trabajar con
Pseudocódigo.
Antes hemos señalado algunas ventajas e inconvenientes de traba-
jar con flujogramas; ahora mostramos las de trabajar con el pseu-
docódigo. Podemos destacar las siguientes:
1. Transformar el pseudocódigo en código escrito en un lengua-
je determinado es siempre una tarea trivial. El proceso de
traducción de pseudocódigo a código es definitivamente más
sencillo que el que se sigue cuando se parte del flujograma.
2. El pseudocódigo facilita la modificación de la lógica del pro-
grama, la introducción o eliminación de sentencias y estruc-
turas.
3. El trabajo de redacción del pseudocódigo es siempre más sen-
cillo que la creación de los gráficos de los flujogramas.
4. La lógica del pseudocódigo es muy sencilla: únicamente tres
estructuras posibles. El programador puede concentrar todo
su esfuerzo en la lógica del algoritmo.
También podemos señalar algunos inconvenientes o limitaciones:
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1. No se dispone de una representación gráfica de la lógica del
programa que, sin duda, ayuda enormemente a su compren-
sión.
2. No hay reglas estándares para el uso del pseudocódigo. Al
final, cada programador termina por establecer su propio es-
tilo.
3. Habitualmente, al programador novel le resulta más compli-
cado seguir la lógica del algoritmo expresada mediante pseu-
docódigo que aquella que se representa mediante flujogramas
SECCIÓN 5.11
Un primer ejemplo de construcción de
algoritmos.
A partir de este momento en que ya ha quedado terminada la pre-
sentación teórica de cómo expresar los algoritmos, vamos a mos-
trar algunos ejemplos de cómo construir y expresar una serie de
algoritmos sencillos.
Comenzamos por plantear el problema del cálculo del factorial de
un entero cualquiera.
El factorial de un número se define como el producto de todos los
enteros positivos igual o menores que ese número del que quere-
mos calcular su factorial: n! = n× (n− 1)× (n− 2)× . . .× 2× 1.
Un algoritmo válido para el cálculo del factorial de un entero podría
representarse en pseudocódigo de la siguiente manera:
Función: Cálculo del Factorial de un entero.
Variables:
Fact: Entero
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Acciones:
1. Inicializar Variables
1.1. Fact = 1
1.2. Lectura por teclado valor de n
2. WHILE n distinto de 0
2.1. Fact = Fact * n
2.2. n = n - 1
END WHILE
3. Devolver Resultado: Fact
Cada sentencia del algoritmo se representa mediante una frase
sencilla o con una expresión aritmética. Por ejemplo, La expresión
Fact = 1 indica que se asigna el valor 1 a la variable Fact. La ex-
presión Fact = Fact * n indica que se asigna a la variable Fact el
resultado de multiplicar su valor por el valor que en ese momento
tiene la variable n.
Podemos probar si el algoritmo, tal y como está escrito, ofrece co-
mo resultado el valor del factorial del valor de entrada n. En la
Tabla 5.1 se recoge la evolución de las variables n y Fact para un
valor inicial de n igual a 4.
El flujograma de este algoritmo queda recogido en la Figura 5.6.
SECCIÓN 5.12
Más ejemplos de construcción de algoritmos.
5.1. Proponga un algoritmo que indique cuál es el menor de tres
enteros recibidos.
Función: Cálculo del menor de tres enteros.
Variables:
a, b, c: Enteros
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Sentencia Valor de la condición
1.1. Fact = 1
1.2. n = 4 (n = 4: Verdadero)
2.1. Fact = Fact * n , es decir, Fact = 4
2.2. n = n - 1, es decir, n = 3 (n = 3: Verdadero)
2.1. Fact = Fact * n , es decir, Fact = 12
2.2. n = n - 1, es decir, n = 2 (n = 2: Verdadero)
2.1. Fact = Fact * n , es decir, Fact = 24
2.2. n = n - 1, es decir, n = 1 (n = 1: Verdadero)
2.1. Fact = Fact * n , es decir, Fact = 24
2.2. n = n - 1, es decir, n = 0 (n = 0: Falso)
3. Resultado: Fact = 24
Tabla 5.1: Evolución de los valores de las variables en el algoritmo




1.1. Lectura por teclado de los valores de a, b y c
2. m = a
3. IF m > b
m = b
END IF
4. IF m > c
m = c
END IF
5. Devolver Resultado: m
Inicialmente se asigna a la variable m el primero de los tres valores
introducidos (valor de a). Se compara ese valor con el de la variable
b: si resulta mayor, entonces se debe asignar a la variable m el nue-
vo valor, menor que el primero introducido; si no es mayor no hay
que cambiar el valor de m que en tal caso aguarda, efectivamente,
un valor que es el menor entre a y b. Y a continuación se compara
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Figura 5.6: Flujograma que presenta un posible algoritmo para el
cálculo del factorial de un entero codificado en la variable n.
m con c, y se resulta mayor se guarda en m ese valor, menor que
el menor entre los anteriores a y b. Así, al final, m guarda el menor
de los tres valores.
El flujograma queda recogido en la Figura 5.7. En el podemos ver
el sentido y uso de los conectores: más allá del final de la línea de
ejecución de la izquierda, se continúa con el diagrama que viene
en la línea de ejecución de la derecha: los puntos marcados con el
número 1 son coincidentes.
Este problema planteado pudiera tener otras soluciones. Veamos
esta segunda posibilidad, bastante parecida a la primera, pero don-
de ahora tendremos anidamiento de bifurcaciones:
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Figura 5.7: Flujograma que plantea una solución al ejercicio 5.1.
Función: Cálculo del menor de tres enteros.
Variables:




Lectura por teclado de los valores de a, b y c
2. IF a < b
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3. Devolver Resultado: m
El flujograma queda recogido en la Figura 5.8.
Figura 5.8: Flujograma que plantea una solución al ejercicio 5.1.
5.2. Proponga un algoritmo que indique si un entero recibido es
par o es impar.
Una solución sencilla para saber si un entero es par o impar será
dividir el número por 2 y comprobar si el resto de este cociente es
cero. Si el resto es igual a 1, entonces el entero es impar; de lo
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contrario, el entero será par. A la operación de cálculo del resto de
una división entera se le suele llamar operación módulo (a módulo
b, ó a mod b). Casi todos los lenguajes de programación disponen
de este operador que permite calcular el resto del cociente entre
dos enteros.
Veamos el pseudocódigo:





Lectura por teclado del valor de n
2. resto = n mod 2
3. IF resto = 0
Mostrar que el entero introducido es PAR
ELSE
Mostrar que el entero introducido es IMPAR
END IF
Averiguar si un entero es par o impar es una tarea verdaderamente
sencilla. Y es evidente que no hay un modo único o algoritmo pa-
ra averiguarlo. Existen otros procedimientos o algoritmo posibles
para resolver este problema. Por ejemplo, si el número se puede
obtener como suma de doses, entonces el entero es par. Si en un
momento determinado, a la suma de doses hay que añadirle un
uno, entonces el número es impar. Un pseudocódigo que explique
este algoritmo podría ser el siguiente:
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1. Inicializar Variables
Lectura por teclado del valor de n
2. WHILE n >= 2
n = n - 2
END WHILE
3. IF n = 0
Mostrar que el entero introducido es PAR
ELSE
Mostrar que el entero introducido es IMPAR
END IF
El Flujograma de ambos pseudocódigos puede verse en la Figu-
ra 5.9.
Figura 5.9: Flujograma que plantea una solución al ejercicio 5.2.
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5.3. Proponga un algoritmo que muestre el resultado de una
potencia de la que se recibe la base y el exponente. El exponente
debe ser un entero mayor o igual que cero.
Un modo de calcular la potencia es realizar el producto de la ba-
se tantas veces como indique el exponente. Hay que tener la pre-
caución de que si el exponente es igual a cero, entonces nuestro
algoritmo ofrezca como salida el valor uno.
El flujograma del algoritmo se muestra en la Figura 5.10.
Figura 5.10: Flujograma que plantea una solución al ejercicio 5.3.
Su forma con el pseudocódigo sería de la siguiente manera:
Función: Dado dos enteros (base y exponente), calcular el valor de
la potencia.
Variables:





1.1. Lectura por teclado de los valores de base y exponente
1.2. potencia = 1
2. WHILE exponente != 0
2.1. potencia = potencia * base
2.2. exponente = exponente - 1
END WHILE
3. Devolver Resultado: potencia
En el caso de que la condición evaluada en el WHILE (paso 2) sea
verdadera, ocurrirá que se ejecutarán una serie de instrucciones y,
de nuevo se volverá a evaluar la condición.
¿Ha comparado el flujograma mostrado en la Figura 5.10. con el
de la Figura 5.6? ¿Ve alguna coincidencia? Es conveniente que se
dé cuenta de que con frecuencia el procedimiento a seguir en ejer-
cicios similares es prácticamente el mismo. Calcular una deter-
minada potencia de un número, o calcular su factorial se reduce,
en ambos casos, a acumular un determinado número de veces un
producto. Es lógico que los algoritmos sean muy similares.
5.4. Proponga un algoritmo que calcule el máximo común divisor
de dos enteros recibidos por teclado. Haga uso del Algoritmo de
Euclides.
Dados dos enteros positivos m y n, el algoritmo debe devolver el
mayor entero positivo que divide a la vez a m y a n. Euclides de-
mostró una propiedad del máximo común divisor de dos enteros
que permite definir un procedimiento (algoritmo) sencillo para cal-
cular ese valor. Según la propiedad demostrada por Euclides, se
verifica que el máximo común divisor de dos enteros positivos cua-
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lesquiera m y n (mcd(m, n)) es igual al máximo común divisor del
segundo (n) y el resto de dividir el primero por el segundo: mcd(m,
n) = mcd(n, m mod n). Como ya ha quedado dicho, a la operación
del cálculo del resto del cociente entre dos enteros, la llamamos
operación módulo. Esta operación está explícitamente definida en
el lenguaje C.
Si tenemos en cuenta que el máximo común divisor de dos enteros
donde el primero es múltiplo del segundo es igual a ese segun-
do entero, entonces ya tenemos un algoritmo sencillo de definir:
Cuando lleguemos a un par de valores (m, n) tales que m sea múl-
tiplo de n, tendremos que m mod n = 0 y el máximo común divisor
buscado será n.
Si ha comprendido el algoritmo de Euclides, entonces es sencillo
ahora definir el algoritmo usando pseudocódigo:







1.1. Lectura por teclado de los valores de a y b
2.2. resto = a mod b
2. WHILE resto != 0
2.1. a = b
2.2. b = resto
2.3. resto = a mod b
END WHILE
3. mcd = b
4. Devolver Resultado: mcd
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Figura 5.11: Flujograma que plantea una solución al ejercicio 5.4.
El flujograma de este algoritmo queda representado en la Figu-
ra 5.11. Ahora, si compara este flujograma con los de las Figu-
ras 5.10 y 5.6 sí verá un cambio no pequeño: se ha pasado de una
estructura básica WHILE a una derivada HÍBRIDA. No es posible,
con las pocas herramientas que se han propuesto en esta breví-
sima introducción, expresar esta estructura con el pseudocódigo;
por eso ha quedado expresada con una estructura WHILE y en dos
ocasiones se ha repetido la sentencia “resto = a mod b” (cfr. sen-
tencias 1.2. y 2.3.). Esta posibilidad de expresar la estructura HÍ-
BRIDA mediante una estructura básica WHILE ya quedó mostrada
en la Figura 5.4(a).
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5.5. Proponga un algoritmo que muestre la tabla de multiplicar
de un entero.
Este enunciado no requiere presentación. Simplemente se trata de
un programa que solicita del usuario un valor entero, y entonces
el programa muestra por pantalla la clásica tala de multiplicar.
Veamos el pseudocódigo:








1.1. Lectura por teclado del valor de n
1.2. contador = 0
2. WHILE contador <= 10
2.1. producto = n * contador
2.2. Mostrar n, contador, producto
2.3. contador = contador + 1
END WHILE
Y el flujograma queda recogido en la Figura 5.12.
5.6. Proponga el algoritmo que calcule el término de la serie de
Fibonacci que se solicite.
Fibonacci fue un matemático italiano del siglo XIII que definió la
serie que lleva su nombre. Cada valor de esta serie es el resultado
de la suma de los dos anteriores. Y los dos primeros elementos de
la serie son unos.
1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, ...
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Figura 5.12: Flujograma que plantea una solución al ejercicio 5.5.
Al margen de propiedades que pudieran facilitar el cálculo de un
elemento cualquiera de la serie, el algoritmo que, con lo que sa-
bemos de esta serie, resuelve nuestro problema, pudiera tener el
siguiente pseudocódigo. También se muestra en la Figura 5.13 un
posible flujograma que ofrece una solución al problema planteado.
Función: Mostrar el término de la serie de Fibonacci solicitado.
Variables:
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1.1. Lectura por teclado del valor de n
1.2. f1 = 1, f2 = 1, F = 1
1.3. contador = 2
2. WHILE contador <= n
2.1. F = f1 + f2
2.2. f1 = f2
2.3. f2 = F
2.4. contador = contador + 1
END WHILE
3. Devolver Resultado: F
SECCIÓN 5.13
Recapitulación.
En este capítulo hemos definido el concepto de algoritmo, y hemos
presentado dos herramientas para su formulación: el pseudocódi-
go y los flujogramas o diagramas de flujo. Hemos distinguido entre
sentencias o instrucciones y estructuras de control, que permiten
determinar qué instrucciones se deben ejecutar en cada momento
y cuáles no. Hemos empleado estructuras de decisión y de itera-
ción. Y hemos mostrado diferentes ejemplos de construcción de
algoritmos.
Ya hemos dicho que la construcción de algoritmos requiere cierta
dosis de oficio y experiencia. Conviene que a medida que avance
en el manual, y se vayan planteando nuevos ejercicios, usted vaya
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Figura 5.13: Flujograma que plantea una solución al ejercicio 5.6.
papel en mano pintando su flujograma. Si quiere aprender a pro-
gramar, debe adquirir el hábito de construir mentalmente el pseu-
docódigo o la imagen visual del flujograma. No se ganó Zamora en
una hora.
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En este capítulo queremos introducir una serie de conceptos ne-
cesarios para la comprensión del proceso de construcción de al-
goritmos y programas: la abstracción y la modularidad. También
se incide en la noción de paradigma de programación, que ya se
introdujo en el capítulo anterior.
El objetivo final del capítulo es lograr que se comprenda el mo-
do en que se aborda un problema del que se busca una solución
informática. Qué información del problema es importante y cómo
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La creación de un programa no es una tarea lineal. Se trata de dise-
ñar una solución, un algoritmo o conjunto de algoritmos, capaces
de dar una solución al problema planteado. No existe habitualmen-
te una única solución, y muchas veces tampoco se puede destacar
una de ellas como mejor que las demás. La solución adoptada debe
ser eficiente, que logre hacer buen uso de los recursos disponibles.
Uno de esos recursos es el tiempo: no todas las soluciones son
igualmente rápidas. Hay muchos problemas para los que aún no
se ha obtenido una solución aceptable.
Además, los programas necesitan con frecuencia modificaciones
en sus instrucciones o en las definiciones de sus datos. Los pro-
blemas evolucionan y sus soluciones también. Poco a poco mejora
la comprensión de los problemas que se abordan, y por tanto so-
luciones antes adoptadas necesitan pequeñas o no tan pequeñas
modificaciones.
El primer paso cuando se pretende resolver un problema median-
te medios informáticos consiste en la abstracción del problema en
busca de un modelo que lo represente. Así, mediante la creación
de una representación simplificada, se consideran sólo aquellos
detalles que nos interesan para poder tratar el problema. Primera-
mente hay que determinar cuál es exactamente el resultado que se
busca y se desea obtener; luego cuáles son los valores de entrada
de los que disponemos, identificando aquellos que sean realmente
necesarios para alcanzar de nuestro objetivo. Por último, hay que
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determinar con precisión los pasos que deberá seguir el proceso
para alcanzar el resultado final buscado.
Al conjunto formado por el problema, con todos sus elementos y




La abstracción es la capacidad de identificar los elementos más
significativos de un sistema que se está estudiando, y las relacio-
nes entre esos elementos. La correcta abstracción del sistema que
se aborda capacita para la construcción de modelos que permiten
luego comprender la estructura del sistema estudiado y su com-
portamiento. Cada elemento que define a nuestro sistema tendrá
una representación en un tipo de dato y con un valor concreto
tomado de un rango de valores posibles. Y cada relación entre ele-
mentos pude definirse mediante expresiones o procedimientos.
La abstracción es un paso previo en la construcción de cualquier
programa. Fundamentalmente hablaremos de dos formas de abs-
tracción:
1. Por un lado se deben determinar los tipos de datos que in-
terviene en el sistema, es decir, cuál es el conjunto de pará-
metros que definen su estado en todo momento y su rango
de valores posibles, y las operaciones que pueden realizar-
se con esos valores. También interesa determinar cuáles son
los valores iniciales y los resultados finales que resumen los
estados inicial y final del sistema.
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2. Por otro lado, se debe también determinar las funciones o




La modularidad es la capacidad de dividir el sistema sobre el que
estamos trabajando en sus correspondientes partes diferenciadas
(módulos), cada una de ellas con sus propias responsabilidades
y sub-tareas. Para cada uno de los módulos deben quedar bien
definidas sus relaciones con todos los demás módulos y su modo
de comunicación con todo el resto del sistema.
Qué sea lo que se considera por módulo depende del paradigma de
programación que se utilice. En el lenguaje C, que es un lenguaje
del paradigma imperativo y estructurado (ya veremos más adelan-
te en este capítulo estos conceptos) a cada módulo lo llamaremos
función o procedimiento. En Java, que es un lenguaje de para-
digma de programación orientado a objetos, un módulo puede ser
una clase o cada uno de los métodos que implementa.
La modularidad permite convertir un problema en un conjunto de
problemas menores, más fáciles de abordar. Así se logra la división
del trabajo entre programadores o equipos de programadores, se
aumenta la claridad del software que se desarrolla y se favorece
la reutilización de parte del software desarrollado para problemas
distintos para los que pudiera haber algún módulo semejante a los
ya desarrollados. Además, en muchas ocasiones, este modo de tra-
bajar reduce los costes de desarrollo del software y de su posterior
mantenimiento.










































Figura 6.1: Distribución de valores en el Triángulo se Tartaglia.
Esta tarea, tan ventajosa, no es en absoluto trivial. Determinar co-
rrectamente los módulos que describen el funcionamiento del sis-
tema y lograr definir las relaciones entre todos ellos puede llegar a
ser muy complicado. De hecho esta modularización de un sistema
se realiza siempre mediante técnicas de refinamientos sucesivos,
pasando de un problema general a diferentes módulos que, a su
vez, pueden considerarse como otro problema a modularizar; y así
sucesivamente, hasta llegar a partes o módulos muy simples y sen-
cillos de implementar.
Para mejor comprender este concepto de modularidad proponemos
un ejemplo sencillo. Todos conocemos el Triángulo de Tartaglia:
está formado por números combinatorios, ordenados de una forma
concreta, tal y como se muestra en la Figura 6.1, donde la expre-
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Queremos hacer un programa que muestre una cualquiera de las
filas del triángulo de Tartaglia. El programa preguntará al usuario
qué fila desea que se muestre, y luego, mediante el algoritmo que
definamos, calculará los valores de esa fila, que mostrará luego por
pantalla. El algoritmo que logra resolver nuestro problema tendría
Figura 6.2: Algoritmo para cálculo del Triángulo de Tartaglia.
la siguiente forma inicial:
ENUNCIADO: Hacer un programa que solicite al usuario un valor
entero n y se muestren entonces los valores correspondientes a la
fila n-ésima del triángulo de Tartaglia.
Variables:
i, fila, b: ENTEROS
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Acciones:
1. Inicializar Variables:
1.1. Entrada valor fila
1.2. i = 0
2. WHILE i <= fila - 1
2.1. Calcular b = binomio(fila - 1, i)
2.2. Mostrar b
END WHILE
Donde vemos, en la línea interna a la estructura WHILE, una lla-
mada a procedimiento. El flujograma de este algoritmo quedaría
como se recoge en la Figura 6.2, donde hemos utilizado un nuevo
elemento para la construcción de flujogramas: la Llamada a Pro-
cedimiento. Este nuevo elemento tiene un comportamiento similar
al símbolo básico de instrucción o sentencia: supone la definición
de una colección de sentencias que, juntas, realizan un bloque del
trabajo de la aplicación. Esta llamada a procedimiento significa
y exige la creación de un nuevo programa o módulo. En nuestro
ejemplo actual, exige la creación de un bloque de código que calcu-
le el binomio o número combinatorio.
Hay, pues, que diseñar un nuevo algoritmo, que se habrá de em-
plear en nuestro primer algoritmo diseñado para mostrar una línea
del triángulo de Tartaglia. Este segundo algoritmo podría tener la
siguiente forma:
ENUNCIADO: Hacer un programa que recibe dos valores enteros
positivos, el primero mayor o igual que el segundo, y calcula el
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Recibir valores de m y de k
2. B = Factorial(m)
3. B = B / Factorial(k)
4. B = B / Factorial(m - k)
5. Resultado: B
El flujograma de este nuevo algoritmo queda recogido en la Figu-
ra 6.3, donde de nuevo nos encontramos con varias llamadas a un
mismo procedimiento: la que se emplea para calcular el valor facto-
rial de un entero. Y es que, como ya se dijo en el capítulo anterior,
un algoritmo debe estar compuesto por operaciones simples: el or-
denador no sabe calcular el valor factorial de un entero y hay, por
tanto, que definir también un algoritmo que calcule ese valor para
un entero dado (cfr. Figura 5.9, en el capítulo anterior.).
En el último paso de nuestro Algoritmo del Binomio obtenemos
el valor del binomio de Newton. Qué cosa se vaya hacer con este
valor es asunto que al procedimiento no le afecta. El procedimien-
to finaliza su cometido cuando logra obtener ese valor, sin hacer
luego nada especial o concreto con él. En este caso es un cálcu-
lo intermedio necesario para lograr encontrar nuestra información
verdaderamente buscada: la fila del Triángulo de Tartaglia indica-
da como entrada de todo el proceso que estamos afrontando.
Por lo mismo, tampoco es parte integrante del algoritmo del cálculo
del Factorial presentado en el Capítulo anterior qué cosa se vaya
a hacer con el resultado: si mostrarlo, u hacer con él otras opera-
ciones, o lo que sea. En este caso, el procedimiento definido para
calcular el valor factorial de un entero facilita ese valor al procedi-
miento que lo necesita, que en este caso es el procedimiento Bino-
mio.
Con este ejemplo hemos visto que para afrontar y resolver satis-
factoriamente un problema es conveniente descomponerlo en par-
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Figura 6.3: Algoritmo para cálculo del Binomio de Newton.
tes menores, independientes y más sencillas, que hacen el proceso
más inteligible y fácil de resolver. Es a este proceso al que llamamos
de creación de módulos, o modularización.
La apariencia del código para la resolución de este problema, en
lenguaje C, es la que se muestra en el Cuadro de Código 6.1 (no se
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preocupe si ahora le parece complicado: realmente no lo es tanto:
ya lo aprenderá).




3 /* Declaracion de modulos o funciones definidas. -- */
4 void Tartaglia(unsigned short);
5 unsigned long Binomio(unsigned short, unsigned short);
6 unsigned long Factorial(unsigned short);
7
8 /* Funcion Principal. --- */
9 int main(void)
10 {
11 unsigned short fila;
12 printf("Aplicacion que muestra una fila");
13 printf(" del triangulo de Tartaglia.\n\n");
14 printf("Indique numero de la fila a visualizar ... "
);





20 /* Funcion Tartaglia. --- */
21 void Tartaglia(unsigned short f)
22 {
23 unsigned short i;
24
25 for(i = 0 ; i < f ; i++)
26 printf("%lu\t", Binomio(f - 1 , i ));
27 }
28 /* Funcion Binomio. --- */
29 unsigned long Binomio(unsigned short m, unsigned short k)
30 {
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31 return Factorial(m) / (Factorial(k)*Factorial(m - k)
);
32 }
33 /* Funcion Factorial. --- */
34 unsigned long Factorial(unsigned short n)
35 {
36 unsigned long Fact = 1;
37
38 while(n) Fact *= n--;
39 return Fact;
40 }
Como puede comprobar en el código, la función main (función prin-
cipal) se limita a recibir del usuario del programa el número de la
fila que quiere visualizar, e invoca a la función Tartaglia. A su vez,
esta función simplemente invoca varias veces la función Binomio:
cada vez con un valor de i incrementado en uno, y hasta llegar
a su valor máximo, con el valor de i igual a f - 1. Y a su vez la
función Binomio invoca por tres veces a la función Factorial.
Otro ejemplo: supongamos que queremos hacer un programa que
sirva para operar con números complejos. Queremos definir las
operaciones de suma, de resta y de producto de dos complejos.
Vamos a representar aquí un número complejo como un par de
reales: a+b× i = (a, b) donde a y b son reales. Habrá que definir tres
procedimientos para cada una de las tres operaciones. Cada uno
de ellos recibe como datos de entrada dos números complejos (dos
pares de números reales a y b); y ofrece como salida un número
complejo.
El algoritmo de la aplicación (lo desarrollamos ahora en pseudocó-
digo) podría tener la siguiente definición. Suponemos que la apli-
cación recibe como entrada, además de los complejos a operar, un
carácter que indica cuál es la operación que se desea realizar.
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Figura 6.4: Operaciones con números complejos: (a) Suma; (b) Res-
ta; (c) Producto.
ENUNCIADO: Calculadora que realiza sumas, restas y productos
de números complejos.
Variables:
a, b: DECIMALES (primer valor complejo)
c, c: DECIMALES (segundo valor complejo)
re, im: DECIMALES (valor complejo calculado)
op: CARÁCTER (recogerá la operación seleccionada)
Acciones:
1. Inicializar variables:
1.1. Ingreso de los valores de a, b.
1.2. Ingreso de los valores de c, d.
1.3. Ingreso del valor de op (+ , - , *).
2. IF op = ‘+’
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(re, im) = Suma((a, b), (c, d))
3. ELSE IF op = ‘-’
(re, im) = Resta((a, b), (c, d))
4. ELSE IF op = ‘*’
(re, im) = Producto((a, b), (c, d))
5. Mostrar (re, im).
Si se solicita una operación no definida, el algoritmo lo advierte y
no realizar nada.
Como ya hemos vislumbrado en ambos ejemplos, los módulos que
se obtienen deben gozar de algunas propiedades, necesarias si se
desea que la modularización resulte finalmente útil:
1. Independencia funcional. Cada módulo definido debe reali-
zar una función concreta o un conjunto de funciones afines
(alta cohesión), sin apenas ninguna relación con el resto (bajo
acoplamiento).
En el ejemplo de las operaciones con valores complejos, te-
nemos definidos tres módulos que en nada interfieren el uno
con el otro.
En el ejemplo del triángulo de Tartaglia tenemos dos nive-
les de independencia: el módulo Binomio necesita del módulo
Factorial. Para que el módulo Factorial se ejecute correc-
tamente no necesita de nada del resto del proceso definido
excepto, claro está, de una valor de entrada. Y para que el
módulo Binomio ejecute correctamente no necesita de nada
del resto del proceso definido en su mismo nivel excepto, de
nuevo, de dos valores de entrada.
2. Comprensibilidad. Es decir, cada módulo debe ser compren-
sible de forma aislada. Para lograr eso, desde luego se re-
quiere la independencia funcional; y también establecer co-
120 Capítulo 6. Modelo de representación
rrectamente las relaciones entre cada módulo definido y los
restantes.
En nuestros dos ejemplos, cada uno de los módulos realiza
una tarea concreta y bien definida. En el ejemplo del Trián-
gulo de Tartaglia, se han implementado tres funciones útiles,
cada una de las cuales realiza una operación concreta y co-
nocida: una construye la línea solicitada del triángulo; otra
calcula el valor del binomio de Newton; y otra devuelve el va-
lor del factorial de un entero recibido. Allá donde se recoja ese
código, se podrán utilizar estas funciones.
3. Adaptabilidad. Es decir, los módulos se deben definir de ma-
nera que permitan posteriores modificaciones o extensiones,
realizadas tanto en ese módulo como en los módulos con los
que se relaciona.
En nuestro ejemplo del triángulo de Tartaglia, el módulo (o la
función) Factorial, una vez definido, ya es válido para to-
do proceso que necesite el cálculo de ese valor. De hecho ni
siquiera ha sido necesario presentar este módulo en este capí-
tulo porque ha bastado hacer referencia a la descripción que
ya se hizo en el capítulo anterior: en nada importa el entorno
concreto en el que queremos que se ejecute el algoritmo de
cálculo del factorial.
4. Una advertencia importante ante la definición y construcción
de un nuevo módulo: la correcta definición de su interfaz.
Las tres propiedades previas de la modularidad presentadas,
exigen que cuando se defina un módulo o procedimiento que-
de perfectamente determinado el modo en que se hará uso
de él: qué valores y en qué orden y forma espera recibir ese
módulo como entrada para realizar correctamente el proceso
descrito con su algoritmo. Y qué valores ofrece como resulta-
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do (y de nuevo en qué orden y forma) el módulo al finalizar las
sentencias del algoritmo. Para que un módulo se considere
debidamente definido debe ocurrir que, para cualquiera que
desee usarlos, le sea suficiente conocer únicamente cuál es
su interfaz. Cuál sea la definición del módulo, sus sentencias
e instrucciones que ejecuta, y su orden, es cuestión que en
nada deben importar al usuario de ese módulo.
Allí donde se desee realizar una operación suma de complejos
se podrá acudir al módulo definido con el algoritmo recogi-
do en la Figura 6.4 (a). Pero siempre que se haga uso de ese
módulo será necesario que quien lo utilice facilite como en-
trada los dos pares de reales que definen los dos complejos,
operandos de la operación suma que se desea realizar.
El proceso para la construcción de un programa pasa, por tanto,
por estos pasos: abstracción −→ modularización −→ diseño de al-
goritmos −→ implementación. Entendemos por implementación
el proceso de escribir, en un lenguaje de programación concreto,
cada uno de los algoritmos diseñados.
SECCIÓN 6.4
La abstracción de la información: los datos.
En este proceso de abstracción de la realidad que hemos presen-
tado, se ha seleccionado la información necesaria para resolver
el problema planteado. Esta información viene recogida mediante
unas entidades que llamamos datos. Entendemos por dato cual-
quier objeto manipulable por el ordenador: un carácter leído por el
teclado, un valor numérico almacenado en disco o recibido a tra-
vés de la red, etc. Estos datos pueden estar vinculados entre sí
mediante un conjunto de relaciones.
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Un dato puede ser tanto una constante definida dentro del progra-
ma y que no altera su valor durante su ejecución; o dato variable,
que puede cambiar su valor a lo largo de la ejecución el programa.
El conjunto de valores posibles que puede tomar un dato variable
se llama rango o dominio. Por ejemplo, podemos definir un rango
que sea todos los enteros comprendidos entre 0 y 28 = 255 (256
valores posibles). Los diferentes valores recogidos en un determi-
nado rango se representan o codifican mediante literales. Un literal
es la forma en que se codifica cada uno de los valores posibles de
un rango o dominio determinado. Entendemos por LITERAL cual-
quier símbolo que representa un valor. Por ejemplo, 3 representa
el número 3 (literal numérico), y “Este es un texto de siete palabras”
representa un texto (literal alfanumérico).
Los datos deberán ser codificados y ubicados en el programa me-
diante la reserva, para cada una de ellos, de un espacio de memo-
ria. Los diferentes valores que pueden tomar esos datos variables
quedarán codificados en los distintos estados que puede tomar esa
memoria. El estado físico concreto que tome en un momento con-
creto un determinado espacio de memoria significará un valor u
otro dependiendo de cuál sea el código empleado.
No asuma aquí que tiene claro el concepto de “valor”. Si busca esta
palabra en el Diccionario de la RAE quizá se sorprenda al ver la
extensión requerida para definirla. Y no porque su definición sea
extensa, que en ningún caso lo es, sino por la gran cantidad de
acepciones que tiene esta palabra. Y aquí la palabra valor toma
un significado que no es ninguno de los muchos recogidos en esa
larga lista de la RAE. Definimos el concepto valor de la siguiente
manera: VALOR: Elemento de un conjunto. De qué conjunto se
esté hablando es algo que dependerá de un nuevo concepto que
se introduce más adelante: el de Tipo de Dato. Como veremos, el
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tipo de dato explicita el conjunto de esos valores posibles: deter-
mina lo que hemos llamado Dominio. Y el tipo de dato determina
ese dominio porque (1) indica el número de bits que van a interve-
nir en la codificación de ese conjunto de valores, y también porque
(2) señala el sistema de codificación en que esos valores van a ser
representados. Esos valores se codifican, en el ordenador, en espa-
cios de memoria.
Cada espacio de memoria reservado para codificar y ubicar un va-
lor (lo llamaremos simplemente variable) deberá ser identificado
de forma inequívoca mediante un nombre. Para la generación de
esos nombres hará falta echar mano de un alfabeto y de unas re-
glas de construcción (cada lenguaje tiene sus propias reglas). A
estos nombres los llamamos identificadores. Los identificadores
son símbolos empleados para representar objetos. Cada lenguaje
debe tener definidas sus reglas de creación: en el Capítulo 4, en el
epígrafe 4.4 , están recogidas las reglas de creación de identifica-
dores en el lenguaje C. Si un identificador representa un literal, es
decir, si se define para un valor concreto, no variable, entonces el
identificador representa un dato constante. Por ejemplo, se podría
llamar PI a la constante que guarde el literal 3.14159.
SECCIÓN 6.5
Tipo de dato.
Un tipo de dato define de forma explícita un conjunto de valores,
denominado dominio (ya lo hemos definido antes), sobre el cual se
pueden realizar un conjunto de operaciones.
Cada espacio de memoria reservado en un programa para almace-
nar un valor debe estar asociado a un tipo de dato. La principal
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motivación es la organización de nuestras ideas sobre los objetos
que manipulamos.
Un lenguaje de programación proporciona un conjunto de tipos
de datos simples o predefinidos (que se llaman los tipos de dato
primitivos) y además proporciona mecanismos para definir nuevos
tipos de datos, llamados compuestos, combinando los anteriores.
Distintos valores pertenecientes a diferentes tipos de datos pueden
tener la misma representación en la memoria. Por ejemplo, un byte
con el estado 01000001 codificará el valor numérico 65 si este byte
está empleado para almacenar valores de un tipo de dato entero; y
codificará la letra ‘A’ si el tipo de dato es el de los caracteres y el
código empleado es el ASCII.
Por eso, es muy importante, al reservar un espacio de memoria
para almacenar valores concretos, indicar el tipo de dato para el
que se ha reservado ese espacio.
SECCIÓN 6.6
Variable.
Una variable es un elemento o espacio de la memoria que sirve
de almacenamiento de un valor, referenciada por un nombre, y
perteneciente a un tipo de dato.
Podemos definir una variable como la cuádrupla
V = < N,T,R,K > (6.1)
Donde N es el nombre de la variable (su identificador); T el tipo
de dato para el que se creó esa variable (que le indica el dominio o
rango de valores posibles); R es la referencia en memoria, es decir,
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la posición o dirección de la memoria reservada para esa variable
(su ubicación); y K es el valor concreto que adopta esa variable en
cada momento y que vendrá codificado mediante un estado físico
de la memoria.
Por ejemplo, mediante <x, entero, Rx , 7> nos referimos a una varia-
ble que se ha llamado x, creada para reservar datos de tipo entero,
que está posicionada en la dirección de memoria Rx (ya verá en su
momento qué forma tienen esas referencias de memoria) y que en
este preciso instante tiene codificado el valor entero 7. Al hacer la
asignación x ←− 3, se altera el estado de esa memoria, de forma
que ahora x pasa a codificar el valor entero 3.
En la mayoría de los lenguajes (y también en C) es preciso que to-
da variable se declare antes de su utilización. En la declaración se
realiza la asociación o vinculación entre el tipo de dato (que explici-
ta el dominio de valores) y el nombre que se le da a la variable. En
algunos lenguajes es obligado, al declarar una variable, indicar su
valor inicial; otros lenguajes asignan un valor por defecto en caso
de que el programador no asigne ninguno; el lenguaje C no obliga
a realizar esta operación de inicialización de valores en las varia-
bles declaradas: si no se le asigna un valor inicial, esas variables
podrán tener cualquier valor de los definidos en el dominio (tipo
de dato) en el que han sido declaradas. Ya verá como un error clá-
sico de quien comienza a aprender a programar es descuidar esa
operación de dar valor inicial a las variables.
En la declaración de la variable también queda definida la asocia-
ción entre el nombre y el espacio de memoria reservado: antes de la
ejecución de un programa el ordenador ya conoce los requerimien-
tos de espacio que ese programa lleva consigo: cantidad de bytes
reservados y posición de la memoria del ordenador donde se ubica
esa variable.
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SECCIÓN 6.7
Variable — Tipo de Dato — Valor.
Hemos dicho que valor es: elemento perteneciente a un conjunto.
¿De qué conjunto estamos hablando?: del que queda explicitado
mediante la declaración del tipo de dato. A este conjunto es al que
hemos llamado rango o dominio.
Una vez introducidos estos tres conceptos (variable, tipo de dato,
valor), es útil pensar en ellos conjuntamente.
Una variable ocupa un porción de memoria. Que esa porción sea
más o menos extensa dependerá de para qué haya sido reservada
esa variable. Y eso lo determina el tipo de dato para el que se ha
creado esa variable.
Qué valor codifica una variable en un momento determinado tam-
bién depende del tipo de dato. Dos estados iguales pueden codificar
valores distintos si se trata de espacios de memoria que codifican
tipos de dato diferentes. Y qué valores puede codificar una deter-
minada variable dependerá, de nuevo, del tipo de dato en el que
ésta se haya definido.
Por ejemplo: ¿Qué valor es el literal 0xFFFF? Es una pregunta apa-
rentemente sencilla, pero que no tiene respuesta. Y no la tiene por-
que no sabemos cuál es el rango de valores posibles. Si estamos en
un dominio de enteros representados con signo y en un tamaño de
2 bytes, entonces este literal representa el valor −1. Si estamos en
un dominio de enteros representados con signo y en un tamaño
de 4 bytes, o estamos en un dominio de enteros representados con
2 ó con 4 bytes sin signo, entonces este literal representa el valor
65.535. Y si estamos en un dominio de enteros sin signo de un byte,
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entonces el literal sólo puede interpretarse por truncamiento y su
posible valor el 255.
SECCIÓN 6.8
Paradigmas de programación. Programación
estructurada.
Un lenguaje de programación refleja cierto paradigma de progra-
mación. Un paradigma de programación es una colección de con-
ceptos que guían el proceso de construcción de un programa y que
determinan su estructura. Dichos conceptos controlan la forma en
que se piensan y formulan los programas. Existen distintas formas
de abordar un problema y darle solución mediante un programa in-
formático; distintas enfoques que se pueden adoptar para resolver
un problema de programación. A cada enfoque, a cada forma de
actuar, se le llama paradigma.
La clasificación más común distingue tres tipos de paradigmas:
imperativo, declarativo y orientado a objetos (que es una extensión
del imperativo). Vamos a ceñirnos aquí a los lenguajes imperativos,
que es el paradigma del lenguaje C.
Las principales características de los lenguajes imperativos son:
1. el concepto de variable como medio para representar el esta-
do del proceso computacional, y la instrucción de asignación
como medio para cambiar el valor de una variable,
2. las acciones y funciones como medio de descomposición de
los programas, y
3. las instrucciones de control que permiten establecer el or-
den en que se ejecutan las instrucciones.
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Dentro de estos lenguajes imperativos cabe distinguir a su vez los
estructurados y los no estructurados. Los lenguajes estructurados
incluyen estructuras de control que permiten determinar el orden
de ejecución de las sentencias del algoritmo.
La programación estructurada establece las siguientes reglas:
1. Todo programa consiste en una serie de acciones o senten-
cias que se ejecutan en secuencia, una detrás de otra. Si
tomamos el ejemplo del capítulo anterior del cálculo del tér-
mino N de la serie de Fibonacci, podemos esquematizar el pro-
ceso en estos pasos:
1. Entrada N.
2. Inicializar Variables.
3. Calcular F, término N de la serie de Fibonacci.
4. mostrar valor de F.
2. Cualquier acción puede ser sustituida por dos o más acciones
en secuencia. Esta regla se conoce como la de apilamiento
o sustitucción. Por ejemplo, el paso antes enunciado como
“Inicialziar Variables” ‘puede quedar definido como:
2.1. fib1 = 1
2.2. fib2 = 1
2.3. Fib = 1
2.4. i = 3
3. Cualquier acción puede ser sustituida por cualquier estruc-
tura de control; y sólo se consideran tres estructuras de con-
trol: la secuencia (ejecución secuencias de sentencias, una
detrás de otra), la selección (o decisión) y la repetición. Esta
regla se conoce como regla de anidamiento. Todas las es-
tructuras de control de la programación estructurada tienen
un solo punto de entrada y un solo punto de salida. (Estas
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estructuras de control ya las hemos visto en el Capítulo 5 del
manual.) Por ejemplo, la sentencia “Calcular F, término N de
la serie de Fibonacci” puede representarse como:
3.1. WHILE i <= N
3.1.1. Fib = fib1 + fib2
3.1.2. fib1 = fib2
3.1.3. fib2 = Fib
3.1.4. i = i + 1
Las reglas de apilamiento y de anidamiento pueden aplicarse
tantas veces como se desee y en cualquier orden.
El lenguaje C es un lenguaje imperativo y estructurado.
SECCIÓN 6.9
Recapitulación.
En este capítulo hemos presentado varios de conceptos útiles para
comprender el trabajo de la programación. La abstracción y la mo-
dularidad, como pasos previos e imprescindibles en todo trabajo de
construcción de una aplicación: horas de trabajo, sin teclados ni
pantallas, previas a la selección o definición de algoritmos, y pre-
vias a la implementación a uno u otro lenguaje de programación.
Y el concepto de paradigma de programación, que determina dis-
tintos modos de trabajar y de formas de plantear soluciones. Los
lenguajes de programación quedan clasificados en función de su
paradigma. Para cada modo de plantear y resolver un problema
existe un conjunto de lenguajes aptos para expresar el modelo abs-
traído y modularizado.
Ejemplo de lenguaje de paradigma imperativo y estructurado es el
lenguaje C. El hecho de que el lenguaje C pertenezca a este para-
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digma implica un modo de trabajar y de programar. Ya ha quedado
dicho en este capítulo y en el anterior, pero no viene mal repetirlo:
en lenguaje C no se deben emplear sentencias de salto: todo el con-
trol del flujo del programa debe organizarse mediante estructuras
de control.
Ejemplos de lenguaje para programación orientada a objetos son
los conocidos C++ y Java, entre otros. Aprender Java, por ejemplo,
no es una tarea que se limite a conocer las reglas sintácticas de
este lenguaje: requiere conocer a fondo el planteamiento que lleva
consigo el paradigma de la programación orientada a objetos.
CAPÍTULO 7
Tipos de Dato y Variables en
C.
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Un tipo de dato define de forma explícita un conjunto de valores,
denominado dominio, sobre el cual se pueden realizar una serie
de operaciones. Un valor es un elemento del conjunto que hemos
llamado dominio. Una variable es un espacio de la memoria desti-
nada al almacenamiento de un valor de un tipo de dato concreto,
referenciada por un nombre. Son conceptos sencillos, pero muy ne-
cesarios para saber exactamente qué se hace cuando se crea una
variable en un programa.
Un tipo de dato puede ser tan complejo como se quiera. Puede
necesitar un byte para almacenar cualquier valor de su dominio, o
requerir de muchos bytes.
Cada lenguaje ofrece una colección de tipos de datos, que hemos
llamado primitivos. También ofrece herramientas para crear tipos
de dato distintos, más complejos que los primitivos y más acordes
con el tipo de problema que se aborde en cada momento.
En este capítulo vamos a presentar los diferentes tipos de datos
primitivos que ofrece el lenguaje C. Veremos cómo se crean y de-
claran las variables, qué operaciones se pueden realizar con cada
una de ellas, y de qué manera se pueden relacionar unas variables
con otras para formar expresiones. Veremos las limitaciones en el
uso de las variables según su tipo de dato.
Ya hemos dicho que un tipo de dato especifica un dominio sobre
el que una variable de ese tipo puede tomar sus valores; y unos
operadores. A lo largo del capítulo iremos presentando los distintos
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operadores básicos asociados con los tipos de dato primitivos del
lenguaje C. Es importante entender la operación que realiza cada
operador y sobre qué dominio este operador está definido.
SECCIÓN 7.1
Declaración de variables.
Antes de ver los tipos de dato primitivos, conviene saber cómo se
crea una variable en C.
Toda variable debe ser declarada previa a su uso. Declarar una
variable es indicar al programa un identificador o nombre para
esa variable, y el tipo de dato para la que se crea esa variable.
La declaración de variable tiene la siguiente sintaxis:
tipo var1 [=valor1,... , varN = valorN];
Donde tipo es el nombre del tipo de variable que se desea crear, y
var1, es el nombre o identificador de esa variable.
Aclaración a la notación: en las reglas sintácticas de un lenguaje
de programación, es habitual colocar entre corchetes ([]) aquellas
partes de la sintaxis que son optativas.
En este caso tenemos que en una declaración de variables se pue-
den declarar una o más variables del mismo tipo, todas ellas sepa-
radas por el operador coma. Al final de la sentencia de declaración
de variables se encuentra, como siempre ocurrirá en cualquier sen-
tencia, el operador punto y coma.
En la declaración de una variable, es posible asignarle un valor de
inicio. De lo contrario, la variable creada adquirirá un valor cual-
quiera entre todos los explicitados por el rango del tipo de dato,
desconocido para el programador.
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¿Qué ocurre si una variable no es inicializada? En ese caso, al
declararla se dará orden de reservar un espacio de memoria (del
tamaño que exija el tipo de dato indicado para la variable) para el
almacenamiento de los valores que pueda ir tomando esa variable
creada. Esa porción de memoria es un elemento físico y, como tal,
deberá tener un estado físico. Cada uno de los bits de esta porción
de memoria estará en el estado que se ha llamado 1, o en el estado
que se ha llamado 0. Y un estado de memoria codifica una infor-
mación concreta: la que corresponda al tipo de dato para el que
está reservada esa memoria.
Es conveniente remarcar esta idea. No es necesario, y tampoco lo
exige la sintaxis de C, dar valor inicial a una variable en el momen-
to de su declaración. La casuística es siempre enorme, y se dan
casos y circunstancias en las que realmente no sea conveniente
asignar a la variable un valor inicial. Pero habitualmente es muy
recomendable inicializar las variables. Otros lenguajes lo hacen
por defecto en el momento de la declaración de variables; C no lo
hace. Otros lenguajes detectan como error de compilación (error
sintáctico) el uso de una variable no inicializada; C acepta esta
posibilidad.
A partir del momento en que se ha declarado esa variable, puede ya
hacerse uso de ella. Tras la declaración ha quedado reservado un
espacio de memoria para almacenar la información de esa variable.
Si declaramos tipo var = valor; tendremos la variable <var,
tipo, R, valor>, de la que desconocemos su dirección de memo-
ria. Cada vez que el programa trabaje con la variable var estará
haciendo referencia a esta posición de memoria R. Y estará refi-
riéndose a uno o más bytes, en función del tamaño del tipo de dato
para el que se ha creado la variable.
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SECCIÓN 7.2
Tipos de datos primitivos en C: sus dominios.
Los tipos de dato primitivos en C quedan recogidos en la Tabla 7.1.
Las variables de tipo de dato carácter ocupan 1 byte. Aunque es-
tán creadas para almacenar caracteres mediante una codificación
como la ASCII (que asigna a cada carácter un valor numérico co-
dificado con esos 8 bits), también pueden usarse como variables
numéricas. En ese caso, el rango de valores es el recogido en la Ta-
bla 7.1. En el caso de que se traten de variables con signo, entonces
el rango va desde −27 hasta +27 − 1.
RANGO DE VALORES
SIGNO TIPOS MENOR MAYOR
Tipos de dato CARÁCTER: char
signed char -128 +127
unsigned char 0 255
Tipos de dato ENTERO: int
signed short int -32768 +32767
unsigned short int 0 +65535
signed long int -2147483648 +2147483647
unsigned long int 0 +4294967295
tipos de dato CON COMA FLOTANTE
float ±3.402923E+38
double ±1.7976931E+308
long double Depende del compilador
Tabla 7.1: Tipos de datos primitivos en C.
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Para crear una variable de tipo carácter en C, utilizaremos la pa-
labra clave char. Si la variable es con signo, entonces su tipo
será signed char, y si no debe almacenar signo, entonces será
unsigned char. Por defecto, si no se especifica si la variable es
con o sin signo, el lenguaje C considera que se ha tomado la va-
riable con signo, de forma que decir char es lo mismo que decir
signed char.
Lo habitual será utilizar variables tipo char para el manejo de ca-
racteres. Los caracteres simples del alfabeto latino se representan
mediante este tipo de dato. El dominio de las variables char es un
conjunto finito ordenado de caracteres, para el que se ha definido
una correspondencia que asigna, a cada carácter del dominio, un
código binario diferente de acuerdo con alguna normalización. El
código más extendido es el código ASCII (American Standard Code
for Information Interchange).
Las variables tipo entero, en C, se llaman int. Dependiendo de
que esas variables sean de dos bytes o de cuatro bytes las llama-
remos de tipo short int (16 bits) ó de tipo long int (32 bits).
Y para cada una de ellas, se pueden crear con signo o sin signo:
signed short int y signed long int, ó unsigned short int
y unsigned long int. De nuevo, si no se especifica nada, C con-
sidera que la variable entera creada es con signo, de forma que la
palabra signed vuelve a ser opcional. En general, se recomienda el
uso de la palabra signed. Utilizar esa palabra al declarar enteros
con signo facilita la compresión del código. Pero queda claro que
no es necesario, en ningún caso, explicitarla en la declaración de
una variable.
El tamaño de la variable int depende del concepto, no introducido
hasta el momento, de longitud de la palabra. Habitualmente esta
longitud se toma múltiplo de 8, que es el número de bits del byte.
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De hecho la longitud de la palabra viene definida por el máximo
número de bits que puede manejar el procesador, de una sola vez,
cuando hace cálculos con enteros.
Si se declara una variable en un PC como de tipo int (sin deter-
minar si es short o long), el compilador de C considerará que esa
variable es de la longitud de la palabra: de 16 ó de 32 bits. Es im-
portante conocer ese dato (que depende del compilador), o a cambio
es mejor especificar siempre en el programa si se desea una varia-
ble corta o larga, y no dejar esa decisión al tamaño de la palabra.
Excepto en aquellos casos en que sea completamente indiferente
cuál sea el tamaño de la variable entera declarada, se recomienda
indicar siempre ese tamaño en el código del programa, al declarar
esa variable.
Una variable declarada como de tipo long se entiende que es long
int. Y una variable declarada como de tipo short, se entiende que
es short int. Muchas veces se toma como tipo de dato únicamen-
te el modificador de tamaño, omitiendo la palabra clave int.
Los restantes tipos de dato se definen para codificar valores reales.
Hay que tener en cuenta que el conjunto de los reales es no nu-
merable (entre dos reales siempre hay un real y, por tanto, hay
infinitos reales). Los tipos de dato que los codifican ofrecen una
codificación finita sí numerable. Esos tipos de dato codifican sub-
conjuntos del conjunto de los reales; subconjuntos que, en ningún
caso, pueden tomarse como un intervalo del conjunto de los reales.
A esta codificación de los reales se le llama de coma flotante. Así
codifica el lenguaje C (y muchos lenguajes) los valores no enteros.
Tomando como notación para escribir esos números la llamada
notación científica (signo, mantisa, base, exponente: por ejemplo,
el numero de Avogadro, 6.023× 1023 : signo positivo, mantisa 6, 023,
base decimal y exponente 23), almacena en memoria, de forma nor-
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malizada (norma IEEE754) el signo del número, su mantisa y su
exponente. No es necesario codificar cuál es la base, porque se en-
tiende que, en todos los casos, se trabaja con la base binaria.
Los tipos de dato primitivos en coma flotante que ofrece el lenguaje
C son tres: float, que reserva 4 bytes para su codificación y que
toma valores en el rango señalado en la Tabla 7.1; double, que
reserva 8 bytes; y long double, que reserva un número de bytes
entre 8 y 16 (dependiendo del compilador y de otros factores). En
estos tres tipos de dato el dominio abarca tantos valores positivos
como negativos.
Existe además un tipo de dato que no reserva espacio en memoria:
su tamaño es nulo. Es el tipo de dato void. No se pueden declarar
variables de ese tipo. Más adelante se verá la necesidad y utili-
dad de tener definido un tipo de dato de estas características. Por
ejemplo es muy conveniente para el uso de funciones.
En C el carácter que indica el fin de la parte entera y el comienzo de
la parte decimal se escribe mediante el carácter punto. La sintaxis
no acepta interpretaciones de semejanza, y para el compilador el
carácter coma es un operador que nada tiene que ver con el punto
decimal. Una equivocación en ese carácter causará habitualmente
un error en tiempo de compilación.
Como ha podido comprobar, el lenguaje C dedica nueve palabras
para la identificación de los tipos de dato primitivos: void, char,
int, float, double, short, long, signed y unsigned. Ya se ha
visto, por tanto más de un 25 % del léxico total del lenguaje C.
Existen más palabras clave para la declaración y creación de va-
riables, pero no introducen nuevos tipos de dato primitivos, sino
que modifican el modo en que esas variables reservan sus espacios
de memoria. Se verán más adelante.
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SECCIÓN 7.3
Formación de literales.
Cuando en una expresión deseamos introducir un valor literal (por
ejemplo x = y + 2;: aquí 2 es una valor literal) este valor puede
interpretarse inicialmente de muchas formas: ¿es entero o es de
coma flotante? ¿Viene expresado en base decimal, en base octal o
en base hexadecimal? ¿Lo consideramos entero de 2 ó de 4 bytes;
o de coma flotante de 4, ó de 8, ó de 10 bytes?
Para especificar sin equívoco un valor literal conviene conocer las
siguientes reglas:
VALORES ENTEROS
Si queremos que un literal exprese un valor entero en base
octal, deberemos comenzar su escritura con el dígito 0.
Si queremos que un literal exprese un valor entero en base
hexadecimal, deberemos comenzar su escritura con los ca-
racteres 0x (ó 0X, poniendo la letra ‘X’ que sigue al cero en
mayúscula).
Si queremos que el literal exprese un valor entero en base de-
cimal, lo expresamos como es usual, pero no iniciando nunca
ese valor con el dígito 0.
Si queremos que el literal exprese un valor que se interprete
como unsigned, entonces podemos terminar el literal con el
sufijo ‘u’, ó ‘U’.
Si queremos que el literal exprese un valor que se interprete
como long, entonces podemos terminar el literal con el sufijo
‘l’ ó ‘L’.
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Si queremos que el literal exprese un valor que se interprete
como unsigned long, entonces podemos terminar el literal
con los dos sufijos: ‘u’ ó ‘U’, y ‘l’ ó ‘L’.
En el Cuadro de Código 7.1 se recogen algunos ejemplos de decla-
ración de variables
Cuadro de Código 7.1: Ejemplos de declaración de variables en C.
1 short a = 071; // Expresado en base octal.
2 short b = 0XABCD; // Expresado en base hexadecimal.
3 long c = 37l; // Expresado en base decimal,
indicando
4 // que el literal es de tipo long.
5 long d = 081; // Error: va expresado en base octal.
6 // No puede tener el digito 8.
Observaciones: Cuando se expresa el literal en base decimal, y
deseamos que ese valor sea negativo, simplemente utilizamos el
operador signo (‘-’). Sin embargo, al expresar el literal en base he-
xadecimal o en base octal NO puede usarse ese operador de signo,
porque en la misma expresión del literal se indica el signo: bit más
significativo igual a 1: valor negativo; bit más significativo igual a 0:
valor positivo. En en Cuadro de Código 7.2 se muestran ejemplos
de asignación de valores en hexadecimal.
Cuadro de Código 7.2: Ejemplos de declaración de variables en C.
1 short a = 0x90E0; // < 0: 16 bits:
2 // el + significativo es 1.
3 long b = 0x90E0; // > 0: b vale 0x000090E0.
4 unsigned short c = 0x90E0; // > 0: es variable
unsigned.
5 long d = 0xABCD0000u; // < 0: comienza con un 1.
En el último ejemplo del Cuadro de Código 7.2, al asignar a la
variable d un valor que comienza con el dígito 1, y siendo d una
variable con signo, la única interpretación posible es que su valor
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sea negativo: el literal indicado será unsigned realmente, pero el
valor recogido no pertenece al dominio de los valores del tipo de
dato signed long.
VALORES REALES DE COMA FLOTANTE
Cuando deseamos expresar un valor literal de coma flotante utiliza-
mos el carácter punto (‘.’) para indicar la separación entre la parte
entera y su parte fraccionaria. Y disponemos entonces de dos po-
sibles sufijos para los tipos de dato de coma flotante: Si deseamos
que el valor literal sea de tipo float, lo indicamos con el sufijo ‘f’ ó
‘F’; si deseamos que el valor sea expresión de un long double, lo
indicamos con el sufijo ‘l’ ó ‘L’. Si no indicamos nada, se entiende
que el valor es double.
SECCIÓN 7.4
Tipos de datos primitivos en C: sus operadores.
Ya se dijo que un tipo de dato explicita un conjunto de valores, lla-
mado dominio, sobre el que son aplicables una serie de operadores.
No queda, por tanto, del todo definido un tipo de dato presentando
sólo su dominio. Falta indicar cuáles son los operadores que están
definidos para cada tipo de dato.
Los operadores pueden aplicarse a una sola variable, a dos varia-
bles, e incluso a varias variables. Llamamos operador unario o
monario al que se aplica a una sola variable o expresión. Un ope-
rador unario es, por ejemplo, el signo del valor.
No tratamos ahora las operaciones que se pueden aplicar sobre
una variable creada para almacenar caracteres. Más adelante hay
un capítulo entero dedicado a este tipo de dato char.
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Las variables enteras, y las char cuando se emplean como varia-
bles enteras de pequeño rango, además del operador unario del
signo, tienen definidos el operador asignación, los operadores arit-
méticos, los relacionales y lógicos y los operadores a nivel de bit.
Los operadores de las variables con coma flotante son el opera-
dor asignación, todos los aritméticos (excepto el operador módulo
o cálculo del resto de una división), y los operadores relacionales y
lógicos. Las variables float, double y long double no aceptan el
uso de operadores a nivel de bit.
SECCIÓN 7.5
Operador asignación.
El operador asignación permite al programador modificar los valo-
res de las variables y alterar, por tanto, el estado de la memoria del
ordenador. El carácter que representa al operador asignación es el
carácter ‘=’. La forma general de este operador es
nombre_variable = expresion;
Donde expresion puede ser un literal, otra variable, o una com-
binación de variables, literales y operadores y funciones. Podemos
definirlo como una secuencia de operandos y operadores que uni-
dos según ciertas reglas producen un resultado.
Este carácter ‘=’, en C, no significa igualdad en el sentido matemá-
tico al que estamos acostumbrados, sino asignación. No debería
llevar a equívocos expresiones como la siguiente:
a = a + 1;
Ante esta instrucción, el procesador toma el valor de la variable
a, lo copia en un registro de la ALU donde se incrementa en una
unidad, y almacena (asigna) el valor resultante en la variable a,
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modificando por ello el valor anterior de esa posición de memoria.
La expresión arriba recogida no es una igualdad de las matemáti-
cas, sino una orden para incrementar en uno el valor almacenado
en la posición de memoria reservada por la variable a.
El operador asignación tiene dos extremos: el izquierdo (que toma
el nombre Lvalue en muchos manuales) y el derecho (Rvalue). La
apariencia del operador es, entonces:
LValue = RValue;
Donde Lvalue sólo puede ser el nombre de una variable, y nunca
una expresión, ni un literal. Expresiones como a + b = c; ó 3 =
var; son erróneas, pues ni se puede cambiar el valor del literal 3;
ni se puede almacenar un valor en la expresión a + b, porque los
valores se almacenan en variables, y a + b no es variable alguna,
sino una expresión que recoge la suma de dos valores codificados
en dos variables.
Un error de este estilo interrumpe la compilación del programa. El
compilador dará un mensaje de error en el que hará referencia a
que el Lvalue de la asignación no es correcto.
Cuando se trabaja con variables enteras, al asignar a una variable
un valor mediante un literal (por ejemplo, v = 3;) se entiende que
ese dato viene expresado en base 10.
Pero en C es posible asignar valores en la base hexadecimal. Si se
quiere dar a una variable un valor en hexadecimal, entonces ese
valor va precedido de un cero y una letra equis. Por ejemplo, si se
escribe v = 0x20;, se está asignando a la variable v el valor 20 en
hexadecimal, es decir, el 32 en decimal, es decir, el valor 100000
en binario.
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SECCIÓN 7.6
Operadores aritméticos.
Los operadores aritméticos son:
1. Suma. El identificador de este operador es el carácter ‘+’. Es-
te operador es aplicable sobre cualquier par de variables o
expresiones de tipo de dato primitivo de C. Si el operador ‘+’
se emplea como operador unario, entonces es el operador de
signo positivo.
2. Resta. El identificador de este operador es el carácter ‘-’. Es-
te operador es aplicable sobre cualquier par de variables o
expresiones de tipo de dato primitivo de C. Si el operador ‘-’
se emplea como operador unario, entonces es el operador de
signo negativo.
3. Producto. El identificador de este operador es el carácter ‘*’.
Este operador es aplicable sobre cualquier par de variables
o expresiones de tipo de dato primitivo de C: es un operador
binario. Existe el operador ‘*’ como operador unario, pero lo
veremos más adelante, en el capítulo dedicado a los punteros.
4. Cociente o División. El identificador de este operador es el
carácter ‘/’. Este operador es aplicable sobre cualquier par de
variables o expresiones de tipo de dato primitivo de C.
Cuando el cociente se realiza con variables enteras el re-
sultado será también un entero. En los estándares C90 y
anteriores, el valor que devuelve este operador es el del mayor
entero menor que el cociente. Por ejemplo, 5 dividido entre 2
es igual a 2. Y 3 dividido entre 4 es igual a 0. Es importante
tener esto en cuenta cuando se trabaja con enteros.
Supongamos la expresión
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superficie = (1 / 2) * base * altura;
para el cálculo de la superficie de un triángulo, y supongamos
que todas las variables que intervienen han sido declaradas
enteras. Así expresada la sentencia o instrucción de cálculo,
el resultado será siempre el valor 0 para la variable superficie,
sea cual sea el valor actual de las variable base y altura: y
es que al realzar la ALU la operación 1 dividido entre 2, ofrece
como resultado el valor 0.
Cuando el resultado del cociente es negativo, también se apli-
ca, en los estándares C90 y previos, la regla del mayor entero
menor que el resultado. Así, el cociente (-1) / 2 ofrece como
resultado el valor (-1). Como verá en el siguiente epígrafe, es-
ta forma de definir el cociente ha cambiado en los estándares
posteriores.
Cuando el cociente se realiza entre variables de coma flotante,
entonces el resultado es también de coma flotante. Siempre
se debe evitar el cociente en el que el denominador sea
igual a cero, porque en ese caso se dará un error de ejecu-
ción y el programa quedará abortado.
5. Módulo. El identificador de este operador es el carácter ‘%’.
Este operador calcula el resto del cociente entero. Por su mis-
ma definición, no tiene sentido su aplicación entre variables
no enteras: su uso con variables de coma flotante provo-
ca error de compilación. Como en el cociente, tampoco su
divisor puede ser cero.
6. Incremento y decremento. Estos dos operadores no existen
en otros lenguajes. El identificador de estos operadores son
los caracteres “++” para el incremento, y “--” para el decre-
mento. Este operador es válido para todos los tipos de dato
primitivos de C.
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La expresión a++; es equivalente a la expresión a = a + 1;.
Y la expresión a--; es equivalente a la expresión a = a -
1;.
Estos operadores condensan, en uno sola expresión, un ope-
rador asignación, un operador suma (o resta) y un valor li-
teral: el valor 1. Y como se puede apreciar son operadores
unarios: se aplican a una sola variable.
Dónde se ubique el operador con respecto a la variable (ope-
rador delante de la variable, o prefijo; o detrás de la variable, o
sufijo) tiene su importancia, porque varía su comportamiento
dentro del total de la expresión.
Por ejemplo, el siguiente código
unsigned short int a, b = 2, c = 5;
a = b + c++;
modifica dos variables: por el operador asignación, la variable
a tomará el valor resultante de sumar los contenidos de b y
c; y por la operación incremento, que lleva consigo asociado
otro operador asignación, se incrementa en uno el valor de la
variable c.
Pero queda una cuestión abierta: ¿Qué operación se hace pri-
mero: incrementar c y luego calcular b + c para asignar su
resultado a la variable a (a valdría en ese caso 8); o hacer pri-
mero la suma (en ese caso a quedaría con el valor 7) y sólo
después incrementar la variable c? En ambos casos, queda
claro que la variable b no modifica su valor y que la variable
c pasa de valer 5 a valer 6.
Eso lo indicará la posición del operador. Si el operador in-
cremento (o decremento) precede a la variable, entonces se
ejecuta antes de evaluar el resto de la expresión; si se co-
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loca después de la variable, entonces primero se evalúa la
expresión donde está implicada la variable y sólo después se
incrementa o decrementa esa variable.
En el ejemplo antes sugerido, el operador está ubicado a la
derecha de la variable c. Por lo tanto, primero se efectúa la
suma y la asignación sobre a, que pasa a valer 7; y luego se
incrementa la variable c, que pasa a valer 6. La variable b no
modifica su valor.
Por completar el ejemplo, si la expresión hubiera sido
a = b + ++c;
entonces, al final tendríamos que c vale 6 y que a vale 8,
puesto que no se realizaría la suma y la asignación sobre a
hasta después de haber incrementado el valor de la variable
c.
Los operadores incremento y decremento, y el juego de la pre-
cedencia, son muy cómodos y se emplean mucho en los có-
digos escritos en lenguaje C. A veces, sin embargo, pueden
llegar a construir expresiones de difícil interpretación, y en
ese caso quizá sea más práctico dividir la expresión en varias
asignaciones. Por ejemplo:
signed short a = 5, b = 2, c;
c = ++a + b + a++;
¿Cuánto vale c? Piense que la variable a que se incrementa
antes de ejecutar la asignación que cambia el valor de c, es la
misma variable a que se encuentra en el extremo derecho de
la expresión ubicada en la posición Rvalue de la expresión.
Aunque hasta el tema siguiente no se va a ver el modo en
que se pueden recibir datos desde el teclado (función scanf)
y el modo de mostrar datos por pantalla (función printf),
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vamos a recoger a lo largo de este capítulo algunas cuestiones
muy sencillas para resolver. Por ahora lo importante no es
entender el programa entero, sino la parte que hace referencia
a la declaración y uso de las variables.
SECCIÓN 7.7
Una consideración sobre el cociente de enteros.
El estándar C90 define el resultado de la división de dos enteros,
en el supuesto de que ese cociente no sea exacto, como “el ma-
yor entero menor que el cociente algebraico”. Y esto, sea cual sea
el signo de cada uno de los dos enteros del cociente: sea pues el
resultado menor o mayor que cero.
El estándar C99 cambia esa definición; en este nuevo estándar,
el resultado de la división de dos enteros, en el supuesto de que
ese cociente no sea exacto, es el cociente algebraico al que se le ha
eliminado la parte fraccional: lo que se conoce habitualmente como
“truncado hacia el cero”. Y eso, de nuevo, independientemente de
cuál sea el signo de la operación.
Cuando el resultado es positivo, entonces ambas definiciones coin-
ciden. Pero cuando llegamos a un cociente no exacto de dos enteros
de signos opuestos, los resultados de los cocientes C90 y C99 di-
fieren en la unidad.
Por ejemplo:
short a = -3 , b = 2, c = a / b;
¿Cuánto vale c? Si este programa se compila de acuerdo con el
estándar C90, entonces el valor de la variable c es -2: el mayor
entero menor que -1.5, que es el resultado algebraico del cocien-
te, es -2. Si, en cambio, se compila y ejecuta de acuerdo con el
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estándar C99, entonces el valor de la variable c es -1: el truncado
del resultado algebraico -1.5 es -1. ¿Por qué C99 introduce esta
modificación de concepto?
Para explicarlo, considere las líneas del Cuadro de Código 7.3.
¿Cuál es el valor de c, ó de e, según el estándar C90?: el mayor
entero menor que el resultado es -2: ése es el valor de esas varia-
bles. Y ¿cuál es el valor de h? Ahora primero se realiza el cociente,
donde tenemos que el mayor entero menor que el resultado es el
+1; luego, al cambiarle el signo, tendremos como resultado el valor
-1. ¿No es curioso que (-3 / 2) sea distinto a -(3 / 2)? Eso es
lo que resuelve la definición de cociente del estándar C99.
Cuadro de Código 7.3: Cociente de enteros: Distinto comportamien-
to C90 y C99.
1 signed short a = 3 , b = -2, c;
2 signed short d = -3 , e = 2 ; e;
3 signed short f = 3 , g = 2 ; h;
4 c = a / b;
5 e = d / e;
6 h = -(f / g);
La verdad es que cada una de las dos definiciones tiene una jus-
tificación inteligente. El estándar C99 no viene a corregir un error
absurdo introducido en los estándares previos. Más adelante com-
prenderá por qué el C90 había propuesto su definición, y verá que
con el cambio de definición se pierden propiedades computaciona-
les que eran útiles con la definición del C90.
Cuando se programa hay que tener en mente estas pequeñas con-
sideraciones sobre las definiciones de los operadores.
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SECCIÓN 7.8
Operadores relacionales y lógicos.
Los operadores relacionales y los operadores lógicos crean expre-
siones que se evalúan como verdaderas o falsas.
En muchos lenguajes existe un tipo de dato primitivo para estos
valores booleanos de verdadero o falso. En C ese tipo de dato no
existe.
El lenguaje C toma como falsa cualquier expresión que se eva-
lúe como 0. Y toma como verdadera cualquier otra evaluación
de la expresión. Y cuando en C se evalúa una expresión con ope-
radores relacionales y/o lógicos, la expresión queda evaluada a 0
si el resultado es falso; y a 1 si el resultado es verdadero.
Los operadores relacionales son seis: igual que (“==”), distintos
(“!=”) , mayor que (“>”), mayor o igual que (“>=”), menor que (“<”)
y menor o igual que (“<=”).
Todos ellos se pueden aplicar a cualquier tipo de dato primitivo de
C.
Una expresión con operadores relacionales sería, por ejemplo, a
!= 0, que será verdadero si a toma cualquier valor diferente al 0,
y será falso si a toma el valor 0. Otras expresiones relacionales
serían, por ejemplo, a > b + 2 ó x + y == z + t.
Con frecuencia interesará evaluar una expresión en la que se ob-
tenga verdadero o falso no sólo en función de una relación, sino de
varias. Por ejemplo, se podría necesitar saber (obtener verdadero o
falso) si el valor de una variable concreta está entre dos límites su-
perior e inferior. Para eso necesitamos concatenar dos relacionales.
Y eso se logra mediante los operadores lógicos.
Sección 7.8. Relacionales y Lógicos 151
Un error frecuente (y de graves consecuencias en la ejecución del
programa) al programar en C ó C++ es escribir el operador asig-
nación (‘=’), cuando lo que se pretendía escribir era el operador
relacional “igual que” (“==”). En los lenguajes C ó C++ la expresión
variable = valor; será siempre verdadera si valor es distinto
de cero. Si colocamos una asignación donde deseábamos poner el
operador relacional “igual que”, tendremos dos consecuencias gra-
ves: se cambiará el valor de la variable colocada a la izquierda del
operador asignación (cosa que no queríamos) y, si el valor de la
variable de la derecha es distinto de cero, la expresión se evaluará
como verdadera al margen de cuáles fueran los valores iniciales de
las variables.
Los operadores lógicos son: AND, cuyo identificador está forma-
do por el carácter repetido “&&”; OR, con el identificador “||”; y
el operador negación, o NOT, cuyo identificador es el carácter de
admiración final (‘!’).
Estos operadores binarios actúan sobre dos expresiones que serán
verdaderas (o distintas de cero), o falsas (o iguales a cero), y de-
vuelven como valor 1 ó 0 dependiendo de que la evaluación haya
resultado verdadera o falsa.
La Tabla 7.2 recoge el resultado de los tres operadores en fun-
ción del valor de cada una de las dos expresiones que evalúan. Por
ejemplo, supongamos el siguiente código en C:
int a = 1 , b = 3 , x = 30 , y = 10;
int resultado;
resultado = a * x == b * y;
El valor de la variable resultado quedará igual a 1.
Y si queremos saber si la variable x guarda un valor entero positivo
menor que cien, escribiremos la expresión (x > 0 && x < 100).
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a b a && b a || b !a
F F F F V
F V F V V
V F F V F
V V V V F
Tabla 7.2: Resultados de los operadores lógicos.
Con estos dos grupos de operadores son muchas las expresiones
de evaluación que se pueden generar. Quizá en este momento no
adquiera mucho sentido ser capaz de expresar algo así; pero más
adelante se verá cómo la posibilidad de verificar sobre la veracidad
y falsedad de muchas expresiones permite crear estructuras de
control condicionales, o de repetición.
Una expresión con operadores relacionales y lógicos admite varias
formas equivalentes Por ejemplo, la antes escrita sobre el intervalo
de situación del valor de la variable x es equivalente a escribir !(x
< 0 || x >= 100).
Evalúe las expresiones recogidas en el Cuadro de Código 7.4
La última expresión recogida en el Cuadro de Código 7.4 trae su
trampa: Por su estructura se ve que se ha pretendido crear una ex-
presión lógica formada por dos sencillas enlazadas por el operador
OR. Pero al establecer que uno de los extremos de la condición es
a = 10 (asignación, y no operador relacional “igual que”) se tiene
que en esta expresión recogida la variable a pasa a valer 10 y la
expresión es verdadera puesto que el valor 10 es verdadero (todo
valor distinto de cero es verdadero).
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Cuadro de Código 7.4: Ejemplos de expresiones lógicas.
1 short a = 0, b = 1, c = 5;
2 a; // FALSO
3 b; // VERDADERO
4 a < b; // VERDADERO
5 5 * (a + b) == c; // VERDADERO
6
7 float pi = 3.141596;
8 long x = 0, y = 100, z =1234;
9 3 * pi < y && (x + y) * 10 <= z / 2; // FALSO
10 3 * pi < y || (x + y) * 10 <= z / 2; // VERDADERO
11 3 * pi < y && !((x + y) * 10 <= z / 2); // VERDADERO
12
13 long a = 5, b = 25, c = 125, d = 625;
14 5 * a == b; // VERDADERO
15 5 * b == c; // VERDADERO
16 a + b + c + d < 1000; // VERDADERO
17 a > b || a = 10; // VERDADERO:
18 // asignacion!
SECCIÓN 7.9
Operadores a nivel de bit.
El lenguaje C tiene la capacidad de trabajar a muy bajo nivel, modi-
ficando un bit de una variable, o logrando códigos que manipulan
la codificación interna de la información. Eso se logra gracias a los
operadores de nivel de bit.
Todos los operadores a nivel de bit están definidos únicamente
sobre variables de tipo entero. No se puede aplicar sobre una
variable float, ni sobre una double, ni sobre una long double.
Si se utilizan con variables de esos tipos, se produce un error de
compilación.
Los operadores a nivel de bit son seis:
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1. Operador AND a nivel de bit. Su identificador es un solo
carácter ‘&’. Se aplica sobre variables del mismo tipo, con la
misma longitud de bits. Bit a bit compara los dos de cada
misma posición y asigna al resultado un 1 en su bit de esa
posición si los dos bits de las dos variables sobre las que se
opera valen 1; en otro caso asigna a esa posición del bit el
valor 0.
2. Operador OR a nivel de bit. Su identificador es un solo ca-
rácter ‘|’. Se aplica sobre variables del mismo tipo, con la mis-
ma longitud de bits. Bit a bit compara los dos de cada misma
posición y asigna al resultado un 1 en su bit de esa posición
si alguno de los dos bits de las dos variables sobre las que se
opera valen 1; si ambos bits valen cero, asigna a esa posición
del bit el valor 0.
Es frecuente en C y C++ el error de pretender escribir el ope-
rador lógico “and” (“&&”), o el “or” (“||”) y escribir finalmente
un operador a nivel de bit (‘&’ ó ‘|’). Desde luego el significa-
do de la sentencia no será el deseado. Será un error de difícil
detección.
3. Operador OR EXCLUSIVO, ó XOR a nivel de bit. Su identi-
ficador es un carácter ‘^’. Se aplica sobre variables del mismo
tipo, con la misma longitud de bits. Bit a bit compara los dos
de cada misma posición y asigna al resultado un 1 en ese bit
en esa posición si los dos bits de las dos variables tienen va-
lores distintos: el uno es 1 y el otro 0, o viceversa; si los dos
bits son iguales (dos unos o dos ceros), asigna a esa posición
del bit el valor 0.
Por ejemplo, y antes de seguir con los otros tres operadores a
nivel de bit, supongamos que tenemos el código recogido en el
Cuadro de Código 7.5.
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Cuadro de Código 7.5: Ejemplos de expresiones lógicas.
1 unsigned short int a = 0xABCD, b = 0x6789;
2 unsigned short int a_and_b = a & b;
3 unsigned short int a_or_b = a | b;
4 unsigned short int a_xor_b = a ^ b;
La variable a vale, en hexadecimal ABCD, y en decimal 43981.
La variable b vale 6789, que en base diez es 26505. Para com-
prender el comportamiento de estos tres operadores, se mues-
tra ahora en la Tabla 7.3 los valores de a y de b en base dos,
donde se puede ver bit a bit de ambas variables, y veremos
también el bit a bit de las tres variables calculadas.
variable binario hex. dec.
a 1010 1011 1100 1101 ABCD 43981
b 0110 0111 1000 1001 6789 26505
a_and_b 0010 0011 1000 1001 2389 9097
a_or_b 1110 1111 1100 1101 EFDC 61389
a_xor_b 1100 1100 0100 0100 CC44 52292
Tabla 7.3: Valores de las variables del Cuadro de Código 7.5.
En la variable a_and_b se tiene un 1 en aquellas posiciones
de bit donde había 1 en a y en b; un 0 en otro caso. En la
variable a_or_b se tiene un 1 en aquellas posiciones de bit
donde había al menos un 1 entre a y b; un 0 en otro caso. En
la variable a_xor_b se tiene un 1 en aquellas posiciones de
bit donde había un 1 en a y un 0 en b, o un 0 en a y un 1
en b; y un cero cuando ambos bits coincidían de valor en esa
posición.
La tabla de valores de estos tres operadores queda recogida
en la Tabla 7.4.
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and or xor
0 0 0 0 0
0 1 0 1 1
1 0 0 1 1
1 1 1 1 0
Tabla 7.4: Valores que adoptan los tres operadores a nivel de bit.
4. Operador complemento a uno. Este operador unario devuel-
ve el complemento a uno del valor de la variable a la que se
aplica (cfr. Capítulo 2: recuerde que en la base binaria, el com-
plemento a uno de un número se obtiene sin más que cambiar
los ceros por unos, y los unos por ceros.). Su identificador es
el carácter ‘~’. Si se tiene que a la variable x de tipo short se le
asigna el valor hexadecimal ABCD, entonces la variable y, a la
que se asigna el valor ~x valdrá 5432. O si x vale 578D, enton-
ces y valdrá A872. Puede verificar estos resultados calculando
los complementos a uno de ambos números.
5. 5. Operador desplazamiento a izquierda. Su identificador es
la cadena “<<”. Es un operador binario, que realiza un despla-
zamiento de todos los bits de la variable o valor literal sobre
la que se aplica un número dado de posiciones hacia la iz-
quierda. Los bits más a la izquierda (los más significativos) se
pierden; a la derecha se van introduciendo tantos bits puestos
a cero como indique el desplazamiento.
Por ejemplo, si tenemos el siguiente código:
short int var1 = 0x7654;
short int var2 = var1 << 3;
La variable var2 tendrá el valor de la variable var1 a la que
se le aplica un desplazamiento a izquierda de 3 bits.
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Si la variable var1 tiene el valor, en base binaria
0111 0110 0101 0100 (estado de la variable var1)
(7) (6) (5) (4)
entonces la variable var2, a la que se asigna el valor de la
variable var1 al que se han añadido tres ceros a su derecha y
se le han eliminado los tres dígitos más a la izquierda queda:
1011 0010 1010 0000 (estado de la variable var2)
(B) (2) (A) (0)
Es decir, var2 valdrá, en hexadecimal, B2A0.
Una observación sobre esta operación. Introducir un cero a la
derecha de un número es lo mismo que multiplicarlo por la
base. En el siguiente código
unsigned short int var1 = 12;
unsigned short int d = 1;
unsigned short int var2 = var1 << d;
var2 será el doble que var1, es decir, 24. Y si d hubiera sido
igual a 2, entonces var2 sería cuatro veces var1, es decir, 48.
Y si d hubiera sido igual a 3, entonces var2 sería ocho veces
var1, es decir, 96.
Si llega un momento en que el desplazamiento obliga a perder
algún dígito 1 a la izquierda, entonces ya habremos perdido
esa progresión, porque la memoria no será suficiente para
albergar todos sus dígitos y la cifra será truncada.
Si las variables var1 y var2 están declaradas como signed,
y si la variable var1 tiene asignado un valor negativo (por
ejemplo, -7), también se cumple que el desplazamiento equi-
valga a multiplicar por dos. Es buen ejercicio de codificación
de enteros con signo verificar los datos que a continuación se
presentan:
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var1 = -7;: estado de memoria FFF9
var2 = var1 << 1;: estado de memoria para la variable var2
será FFF2, que es la codificación del entero -14.
6. Operadordesplazamiento a derecha. Su identificador es la
cadena “>>”. Es un operador binario, que realiza un despla-
zamiento de todos los bits de la variable o valor literal sobre
la que se aplica un número dado de posiciones hacia la de-
recha. Los bits más a la derecha (los menos significativos) se
pierden; a la izquierda se van introduciendo tantos bits co-
mo indique el desplazamiento. En esta ocasión, el valor de los
bits introducidos por la izquierda dependerá del signo del en-
tero sobre el que se aplica el operador desplazamiento. Si el
entero es positivo, se introducen tantos ceros por la izquierda
como indique el desplazamiento. Si el entero es negativo,
se introducen tantos unos por la izquierda como indique
el desplazamiento. Evidentemente, si el entero sobre el que
se aplica el desplazamiento a derecha está declarado como
unsigned, únicamente serán ceros lo que se introduzca por
su izquierda, puesto que en ningún caso puede codificar un
valor negativo.
Si desplazar a la izquierda era equivalente a multiplicar por
la base, ahora, desplazar a la derecha es equivalente a divi-
dir por la base. Aquí hay que recordar las dos definiciones de
cociente propuestas por los estándares C90 y C99. En am-
bas, si el entero sobre el que se realiza el desplazamiento no
es negativo, el comportamiento es, efectivamente, el de dividir
por 2. Pero cuando el entero sobre el que se realiza el despla-
zamiento es negativo (el dígito binario más significativo está
a 1), entonces el resultado obtenido coincide con la definición
de cociente del estándar C90, pero no con la del estándar C99.
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Por ejemplo, si tenemos el siguiente código
signed short int var1 = -231;
signed short int var2 = var1 >> 1;
Entonces, el estado que codifica el valor de var1 es, expresado
en hexadecimal, FF19. Y el valor que codifica entonces var2,
si lo hemos desplazado un bit a la derecha, será FF8C, que es
la codificación del entero negativo -116, que coincide con el
resultado de dividir -231 entre 2 en C90, pero no en C99, cuyo
valor final de ese cociente será -115. La definición de cociente
propuesta por el estándar C90 permitía realizar cocientes con
denominador potencia de 2 de una manera muy ágil desde un
punto de vista computacional.
1111 1111 0001 1001 (estado de la variable var1)
(F) (F) (1) (9)
1111 1111 1000 1100 (estado de la variable var2)
(F) (F) (8) (C)
Los operadores a nivel de bit tienen una gran potencialidad.
De todas formas no son operaciones a las que se está nor-
malmente habituado, y eso hace que no resulte muchas veces
evidente su uso. Los operadores a nivel de bit operan a mucha
mayor velocidad que, por ejemplo, el operador producto o co-
ciente. En la medida en que se sabe, quien trabaja haciendo
uso de esos operadores puede lograr programas notablemente
más veloces en ejecución.
SECCIÓN 7.10
Operadores compuestos.
Ya se ha visto que una expresión de asignación en C trae, a su
izquierda (Lvalue), el nombre de una variable y, a su derecha
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(Rvalue) una expresión a evaluar, o un literal, o el nombre de otra
variable. Y ocurre frecuentemente que la variable situada a la iz-
quierda forma parte de la expresión de la derecha. En estos ca-
sos, y si la expresión es sencilla, todos los operadores aritméticos
y los operadores a nivel de bit binarios (exceptuando, por tanto,
los operadores de signo, incremento, decremento y complemento)
pueden presentar otra forma, en la que se asocia el operador con
el operador asignación. Son los llamados operadores de asignación
compuestos:
+= x += y; es lo mismo que decir x = x + y;
-= x -= y; es lo mismo que decir x = x - y;
*= x *= y; es lo mismo que decir x = x * y;
/= x /= y; es lo mismo que decir x = x / y;
%= x %= y; es lo mismo que decir x = x % y;
>>= x >>= y; es lo mismo que decir x = x >> y;
<<= x <<= y; es lo mismo que decir x = x << y;
&= x &= y; es lo mismo que decir x = x & y;
^= x ^= y; es lo mismo que decir x = x ^ y;
|= x |= y; es lo mismo que decir x = x | y;
Tenga cuidado al usar esos operadores. Si lo que usted quiere ex-
presar es que a = a - b; entonces podrá decir a -= b;. Pero si lo
que quiere expresar es a = b - a; entonces no debe, en ese caso,
utilizar el operador compuesto. Tenga en cuenta que las operacio-
nes producto y suma son conmutativas, pero no lo son, en cambio,
ni el cociente ni el resto, ni la resta.
Puede parecer que estos operadores no facilitan la comprensión del
código escrito. Quizá una expresión de la forma F * = n--; no
tenga una presentación muy clara. Pero de hecho estos operadores
compuestos se usan frecuentemente y, quien se habitúa a ellos,
agradece que se hayan definido para el lenguaje C.
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Por cierto, que la expresión del párrafo anterior es equivalente a
escribir estas dos líneas de código:
F = F * n;
n = n - 1;
SECCIÓN 7.11
Intercambio de valores de dos variables.
Una operación bastante habitual en un programa es el intercambio
de valores entre dos variables. Supongamos el siguiente ejemplo:
<var1, int, R1, 10> y <var2, int, R2, 20>
Si queremos que var1 almacene el valor de var2 y que var2 al-
macene el de var1, es necesario acudir a una variable auxiliar. El
proceso se recoge en el Cuadro de Código 7.6.
Cuadro de Código 7.6: Intercambio de valor entre dos variables.
1 auxiliar = variable1;
2 variable1 = variable2;
3 variable2 = auxiliar;
4
5 // otra solucion
6
7 variable1 ^= variable2;
8 variable2 ^= variable1;
9 variable1 ^= variable2;
Porque no podemos copiar el valor de var2 en var1 sin perder con
esta asignación el valor de var1 que queríamos guardar en var2.
Con el operador or exclusivo se puede hacer intercambio de valores
sin acudir, para ello, a una variable auxiliar. El procedimiento es
el recogido en la segunda opción mostrada en el Cuadro de Códi-
go 7.6.
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Veamos un ejemplo para comprender cómo realiza el intercambio:
short int var1 = 3579;
short int var2 = 2468;
en base binaria la evolución del valor de las dos variables es:
var1: 0 0 0 0 1 1 0 1 1 1 1 1 1 0 1 1
var2: 0 0 0 0 1 0 0 1 1 0 1 0 0 1 0 0
var1 ^= var2: 0 0 0 0 0 1 0 0 0 1 0 1 1 1 1 1
var2 ^= var1: 0 0 0 0 1 1 0 1 1 1 1 1 1 0 1 1
var1 ^= var2: 0 0 0 0 1 0 0 1 1 0 1 0 0 1 0 0
Al final del proceso, el valor de var1 es el que inicialmente tenía
var2, y al revés. Basta comparar valores. Para verificar que las
operaciones están correctas (que lo están) hay que tener en cuenta
que el proceso va cambiando los valores de var1 y de var2, y esos
cambios hay que tenerlos en cuenta en las siguientes operaciones
or exclusivo a nivel de bit.
SECCIÓN 7.12
Operador sizeof.
Ya sabemos el número de bytes que ocupan en memoria todas las
variables de tipo de dato primitivo en C: 1 byte las variables tipo
char; 2 las de tipo short; 4 las de tipo long y float; 8 las de tipo
double, y entre 8 y 15 las variables long double.
Pero ya se ha dicho que además de estos tipos primitivos, C per-
mite la definición de otros tipos diferentes, combinación de esos
primitivos. Y los tamaños de esos tipos definidos pueden ser tan
diversos como diversas pueden ser las definiciones de esos nue-
vos tipos. No es extraño trabajar con tipos de 13 bytes, ó 1045, ó
cualquier otro tamaño.
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C ofrece un operador que devuelve la cantidad de bytes que ocupa
una variable o un tipo de dato concreto. El valor devuelto es tomado
como un entero, y puede estar presente en cualquier expresión de
C. Es el operador sizeof. Su sintaxis es:
sizeof(nombre_var); ó sizeof(nombre_tipo_dato);
ya que se puede utilizar tanto con una variable concreta como
indicándole al operador el nombre del tipo de dato sobre el que
queramos conocer su tamaño. No es válido utilizar este operador
indicando entre paréntesis el tipo de dato void (más adelante co-
nocerá este tipo de dato): esa instrucción daría error en tiempo de
compilación.
Con este operador aseguramos la portabilidad, al no depender la
aplicación del tamaño del tipo de datos de la máquina que se vaya
a usar. Aunque ahora mismo no se ha visto en este texto qué utili-
dad puede tener en un programa conocer, como dato de cálculo, el
número de bytes que ocupa una variable, la verdad es que con fre-
cuencia ese dato es muy necesario. Podemos ver el tamaño de los
diferentes tipos de datos primitivos de C. Basta teclear en nuestro
editor las líneas recogidas en el Cuadro de Código 7.7.





4 printf("int => %d\n",sizeof(int));
5 printf("char => %d\n",sizeof(char));
6 printf("short => %d\n",sizeof(short));
7 printf("long => %d\n",sizeof(long));
8 printf("float => %d\n",sizeof(float));
9 printf("double => %d\n",sizeof(double));
10 }
11 //La funcion printf se presenta en el proximo capitulo.
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SECCIÓN 7.13
Expresiones en las que intervienen variables de
diferente tipo.
Hay lenguajes de programación que no permiten realizar operacio-
nes con valores de tipos de dato distintos. Se dice que son lenguajes
de tipado fuerte, que fuerzan la comprobación de la coherencia de
tipos en todas las expresiones, y lo verifican en tiempo de compila-
ción.
El lenguaje C NO es de esos lenguajes, y permite la compilación de
un programa con expresiones que mezclan los tipos de datos.
Y aunque en C se pueden crear expresiones en las que intervengan
variables y literales de diferente tipo de dato, el procesador trabaja
de forma que todas las operaciones que se realizan en la ALU sean
con valores del mismo dominio.
Para lograr eso, cuando se mezclan en una expresión diferentes
tipos de dato, el compilador convierte todas las variables a un único
tipo compatible; y sólo después de haber hecho la conversión se
realiza la operación.
Esta conversión se realiza de forma que no se pierda información:
en una expresión con elementos de diferentes dominios, todos los
valores se recodifican de acuerdo con el tipo de dato de mayor ran-
go.
La ordenación de rango de los tipos de dato primitivos de C es, de
menor a mayor, la siguiente:
char – short – long – float – double – long double
Así, por ejemplo, si se presenta el siguiente código:
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char ch = 7;
short sh = 2;
long ln = 100, ln2;
double x = 12.4, y;
y = (ch * ln) / sh - x;
La expresión para el cálculo del valor que se almacenará finalmen-
te en la variable y va cambiando de tipo de dato a medida que se
realizan las operaciones y se introducen nuevas variables de nue-
vos tipos de dato: en el producto de la variable char con la variable
long, se fuerza el cambio de la variable de tipo char, que se recodi-
ficará y así quedará para su uso en la ALU, a tipo long. Esa suma
será por tanto un valor long. Luego se realizará el cociente con la
variable short, que deberá convertirse en long para poder dividir
al resultado long antes obtenido. Y, finalmente, el resultado del
cociente se debe convertir en un valor double, para poder restarle
el valor de la variable x.
El resultado final será pues un valor del tipo de dato double. Y así
será almacenado en la posición de memoria de la variable y de tipo
double.
Si la última instrucción hubiese sido ln2 = (ch * ln) / sh -
x; todo hubiera sido como se ha explicado, pero a la hora de alma-
cenar la información en la memoria reservada para la variable long
ln2, el resultado final, que venía expresado en formato double,
deberá recodificarse para ser guardado como long. Y es que, en
el trasiego de la memoria a los registros de la ALU, bien se puede
hacer un cambio de tipo y por tanto un cambio de forma de codi-
ficación y, especialmente, de número de bytes empleados para esa
codificación. Pero lo que no se puede hacer es que en una posición
de memoria como la del ejemplo, que dedica 32 bits a almacenar
166 Capítulo 7. Tipos de Dato y Variables en C
información, se quiera almacenar un valor de 64 bits, que es lo que
ocupan las variables double.
Ante el operador asignación, si la expresión evaluada, situada en
la parte derecha de la asignación, es de un tipo de dato diferente al
tipo de dato de la variable indicada a la izquierda de la asignación,
entonces el valor del lado derecho de la asignación se convierte
al tipo de dato del lado izquierdo. En este caso el forzado de tipo
de dato puede consistir en llevar un valor a un tipo de dato de
menor rango. Y ese cambio corre el riesgo de perder —truncar— la
información.
SECCIÓN 7.14
Operador para forzar cambio de tipo.
En el epígrafe anterior se ha visto el cambio o conversión de tipo
de dato que se realiza de forma implícita en el procesador cuan-
do encuentra expresiones que contienen diferentes tipos de dato.
También existe una forma en que programador puede forzar un
cambio de tipo de forma explícita. Este cambio se llama cambio
por promoción, o casting. C dispone de un operador para forzar
esos cambios.
La sintaxis de este operador unario es la siguiente:
(tipo)nombre_variable;
El operador de promoción de tipo, o casting, precede a la variable.
Se escribe entre paréntesis el nombre del tipo de dato hacia don-
de se desea forzar el valor de la variable sobre la que se aplica el
operador.
La operación de conversión debe utilizarse con cautelas, de forma
que los cambios de tipo sean posibles y compatibles. No se pue-
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de realizar cualquier cambio; especialmente cuando se trabaja con
tipos de dato creados (no primitivos). También hay que estar vigi-
lante a los cambios de tipo que fuerzan a una disminución en el
rango: por ejemplo, forzar a que una variable float pase a ser de
tipo long. El rango de valores de una variable float es mucho ma-
yor, y si el valor de la variable es mayor que el valor máximo del do-
minio de los enteros de 4 bytes, entonces el resultado del operador
forzar tipo será imprevisible. Y tendremos entonces una operación
que no ofrece problema alguno en tiempo de compilación, pero que
bien puede llevar a resultados equivocados en tiempo de ejecución.
Desde luego, el operador forzar tipo no altera en nada la informa-
ción en memoria. Las variables serán siempre del tipo de dato con
el que fueron creadas. Y este operador no cambia el valor de esas
variables. Lo que sí hace el operador es cambiar el tipo en la expre-
sión concreta donde se aplica. Por ejemplo, suponga el siguiente
código:
short a = 1, b = 2;
double c = (double)a / b;
Aquí el operador forzar tipo está bien empleado: al calcular el va-
lor para la variable c se ha querido que se realice el cociente con
decimales. Para ello se ha forzado el tipo de la variable a y, así, se
ha logrado que también promocione la variable b y que el resulta-
do final sea un double (0.5). Pero en ningún momento el valor de
la variable a ha dejado de estar codificado en formato entero de 2
bytes: porque la variable a ocupa 2 bytes, y no podrá ocupar 8 por
más que se le apliquen operadores. Aquí lo que ha cambiado es el
modo en que, en esta expresión y sólo en esta expresión, el valor
de la variable a se ha codificado en la ALU.
168 Capítulo 7. Tipos de Dato y Variables en C
No se pueden realizar conversiones del tipo void a cualquier otro
tipo, pero sí de cualquier otro tipo al tipo void. Eso se entenderá
mejor más adelante.
SECCIÓN 7.15
Propiedades de los operadores.
Al evaluar una expresión formada por diferentes variables y litera-
les, y por diversos operadores, hay que lograr expresar realmente
lo que se desea operar. Por ejemplo, la expresión a + b * c... ¿Se
evalúa como el producto de la suma de a y b, con c; o se evalúa
como la suma del producto de b con c, y a?
Para definir unas reglas que permitan una interpretación única e
inequívoca de cualquier expresión, se han definido tres propieda-
des en los operadores:
1. Su posición. Establece dónde se coloca el operador con res-
pecto a sus operandos. Un operador se llamará infijo si viene
a colocarse entre sus operandos; y se llamará prefijo o post-
fijo si el operador precede al operando o si le sigue. Opera-
dor infijo es, por ejemplo, el operador suma; operador prefijo
es, por ejemplo, el operador casting; operador postfijo es, por
ejemplo, el operador incremento.
2. Su precedencia. Establece el orden en que se ejecutan los
distintos operadores implicados en una expresión. Existe un
orden de precedencia perfectamente definido, de forma que en
ningún caso una expresión puede tener diferentes interpreta-
ciones. Y el compilador de C siempre entenderá las expresio-
nes de acuerdo con su orden de precedencia establecido.
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3. Su asociatividad. Esta propiedad resuelve la ambigüedad en
la elección de operadores que tengan definida la misma pre-
cedencia.
En la práctica habitual de un programador, se acude a dos reglas
para lograr escribir expresiones que resulten correctamente eva-
luadas:
1. Hacer uso de paréntesis. Los paréntesis son un operador más;
de hecho son los primeros en el orden de ejecución. De acuer-
do con esta regla, la expresión antes recogida podría escribirse
(a + b) * c; ó a + (b * c); en función de cuál de las dos
se desea. Ahora, con los paréntesis, estas expresiones no lle-
van a equívoco alguno. De todas formas, para el compilador
tampoco antes, cuando no utilizamos los paréntesis, había
ninguna ambigüedad.
2. Conocer y aplicar las reglas de precedencia y de asociación
por izquierda y derecha. Este orden podrá ser siempre altera-
do mediante el uso de paréntesis. Según esta regla, la expre-
sión a + b * c se interpreta como a + (b * c).
Se considera buena práctica de programación conocer esas
reglas de precedencia y no hacer uso abusivo de los parénte-
sis. De todas formas, cuando se duda sobre cómo se evaluará
una expresión, lo habitual es echar mano de los paréntesis. A
veces una expresión adquiere mayor claridad si se recurre al
uso de los paréntesis.
Las reglas de precedencia se recogen en la Tabla 7.5. Cuanto más
alto en la tabla esté el operador, más alta es su precedencia, y antes
se evalúa ese operador que cualquier otro que esté más abajo en
la tabla. Y para aquellos operadores que estén en la misma fila,
es decir, que tengan el mismo grado de precedencia, el orden de
evaluación, en el caso en que ambos operadores intervengan en
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una expresión, viene definido por la asociatividad: de derecha a
izquierda o de izquierda a derecha. Tenga en cuenta que todavía
no hemos presentado todos los operadores que existen en C. En la
Tabla 7.5. se recogen todos los operadores: algunos, aún no los ha
conocido.
1 () [] -> . I - D
2 ! ˜ ++ -- + - * & (cast) sizeof D - I
3 .* ->* I - D
4 * / % I - D
5 + - I - D
6 << >> I - D
7 > >= < <= I - D
8 == != I - D
9 & I - D
10 ^ I - D
11 | I - D
12 && I - D
13 || I - D
14 ?: D - I
15 = += -= *= /= %= &= |= ^= <<= >>= D - I
16 , I - D
Tabla 7.5: Precedencia y Asociatividad de los operadores.
Existen 16 categorías de precedencia. Algunas de esas categorías
tan solo tienen un operador. Todos los operadores colocados en la
misma categoría tienen la misma precedencia.
Cuando un operador viene duplicado en la tabla, la primera ocu-
rrencia es como operador unario, la segunda como operador bina-
rio. Todos los operadores de la segunda fila son operadores una-
rios.
Cada categoría tiene su regla de asociatividad: de derecha a iz-
quierda (anotada como D – I), o de izquierda a derecha (anotada
como I – D).
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Por ejemplo, la expresión a * x + b * y - c / z se evalúa en
el siguiente orden: primero los productos y el cociente, y ya lue-
go la suma y la resta. Todos estos operadores están en categorías
con asociatividad de izquierda a derecha, por lo tanto, primero se
efectúa el producto más a la izquierda y luego el segundo, más al
centro de la expresión. Después se efectúa el cociente, que está
más a la derecha; luego la suma y finalmente la resta.
Todos los operadores de la Tabla 7.5. que faltan por presentar en
el manual se emplean para vectores y cadenas y para operatoria de
punteros. Más adelante se conocerán todos ellos.
SECCIÓN 7.16
Valores fuera de rango en una variable.
Ya hemos dicho repetidamente que una variable es un espacio de
memoria, de un tamaño concreto en donde la información se codi-
fica de una manera determinada por el tipo de dato que se vaya a
almacenar en esa variable. Espacio de memoria... limitado. Es im-
portante conocer los límites de nuestras variables (cfr. Tabla 7.1).
Cuando en un programa se pretende asignar a una variable un
valor que no pertenece al dominio, el resultado es habitualmente
extraño. Se suele decir que es imprevisible, pero la verdad es que
la electrónica del procesador actúa de la forma para la que está
diseñada, y no son valores aleatorios los que se alcanzan entonces,
aunque sí, muchas veces, valores no deseados, o valores erróneos.
Se muestra ahora el comportamiento de las variables ante un des-
bordamiento (que así se le llama) de la memoria. Si la variable es
entera, ante un desbordamiento de memoria el procesador trabaja
de la misma forma que lo hace, por ejemplo, el cuenta kilómetros
de un vehículo. Si en un cuenta kilómetros de cinco dígitos, está
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marcado el valor 99.998 kilómetros, al recorrer cinco kilómetros
más, el valor que aparece en pantalla será 00.003. Se suele decir
que se le ha dado la vuelta al marcador. Y algo similar ocurre con
las variables enteras. En la Tabla 7.6 se muestran los valores de
diferentes operaciones con desbordamiento.
signed short 32767 + 1 da el valor -32768
unsigned short 65535 + 1 da el valor 0
signed long 2147483647 +1 da el valor -2147483648
unsigned long 4294967295 + 1 da el valor 0
Tabla 7.6: Desbordamiento en las variables de tipo entero.
Si el desbordamiento se realiza por asignación directa, es decir,
asignando a una variable un literal que sobrepasa el rango de su
dominio, o asignándole el valor de una variable de rango supe-
rior, entonces se almacena el valor truncado. Por ejemplo, si a una
variable unsigned short se le asigna un valor que requiere 25 dí-
gitos binarios, únicamente se quedan almacenados los 16 menos
significativos. A eso hay que añadirle que, si la variable es signed
short, al tomar los 16 dígitos menos significativos, interpretará el
más significativo de ellos como el bit de signo, y según sea ese bit,
interpretará toda la información codificada como entero negativo
en complemento a la base, o como entero positivo.
Hay situaciones y problemas donde jugar con las reglas de desbor-
damiento de enteros ofrece soluciones muy rápidas y buenas. Pero,
evidentemente, en esos casos hay que saber lo que se hace.
Si el desbordamiento es por asignación, la variable entera desbor-
dada almacenará un valor que nada tendrá que ver con el original.
Si el desbordamiento tiene lugar por realizar operaciones en un ti-
po de dato de coma flotante y en las que el valor final es demasiado
grande para ese tipo de dato, entonces el resultado es completa-
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mente imprevisible, y posiblemente se produzca una interrupción
en la ejecución del programa. Ese desbordamiento se considera,
sin más, error en ejecución. No resulta sencillo pensar en una si-
tuación en la que ese desbordamiento pudiera ser deseado.
SECCIÓN 7.17
Constantes (variables const). Directiva
#define.
Cuando se desea crear una variable a la que se asigna un valor
inicial que no debe modificarse, se la precede, en su declaración,
de la palabra clave de C const.
const tipo var1 [= v1, var2 = v2, ..., varN = vN];
Se declara con la palabra reservada const. Pueden definirse cons-
tantes de cualquiera de los tipos de datos simples.
const float DOS_PI = 6.28;
Como no se puede modificar su valor, la variable declarada como
constante no podrá estar en la parte izquierda de una asignación
(excepto en el momento de su inicialización). Si se intenta modi-
ficar el valor de la variable declarada como constante mediante el
operador asignación el compilador dará un error y no se creará el
programa.
Otro modo de definir constantes es mediante la directiva de pre-
procesador o de compilación #define. Ya se ha visto en el capítulo
cuatro otra directiva (directiva #include) que se emplea para indi-
car al compilador los archivos de cabecera. Un ejemplo sencillo de
uso de esta nueva directiva es el siguiente:
#define DOS_PI 6.28
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La directiva #define no es una sentencia. Las directivas de com-
pilación son órdenes que se dirigen al compilador y que ejecuta el
compilador antes de compilar. La directiva #define sustituye, en
todas las líneas de código posteriores a su creación, cada aparición
de la primera cadena de caracteres por la segunda cadena: en el
ejemplo antes presentado, la cadena DOS_PI por el valor 6.28.
Ya se verá cómo esta directiva pude resultar muy útil en ocasiones.
SECCIÓN 7.18
Los enteros muy largos y otras consideraciones
adicionales sobre tipos de dato en C90 y C99.
El nuevo estándar C99 admite, además de todos los tipos presenta-
dos hasta el momento, algunos otros nuevos tipos. Entre otros, de-
fine el tipo de dato booleano y el tipo complejo. No vamos a presen-
tar éstos aquí. Ahora nos centramos únicamente en la ampliación
que ofrece C99 para los enteros y las definiciones de sus límites de
rango de valores, muy útil a la hora de programar.
C99 ofrece cinco tipos de dato enteros diferentes: char, short int,
int, long int y long long int. El tamaño de una variable int
dependerá de la arquitectura del entorno de ejecución. Su rango
de valores, como se verá en breve, queda definido como cualquier
valor entre INT_MIN e INT_MAX. Se ha introducido un nuevo tipo
de dato entero, de mayor longitud que el que hasta este momento
se tenía: el tipo long long, de 64 bits (8 bytes). Para indicar que
un literal expresa un valor de tipo long long se coloca el sufijo ll,
ó LL, ó llu, ó LLU.
Existe un archivo de cabecera, <limits.h>, ya disponible en el es-
tándar C90, que recoge todos los límites definidos para los rangos
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de valores o dominios de los tipos de datos enteros y estándares en
C. Los tamaños recogidos en <limits.h> son los siguientes:
Número de bits para el menor objeto de memoria
#define CHAR_BIT 8
Valor mínimo para un objeto de tipo signed char
#define SCHAR_MIN (-128)
Valor máximo para un objeto de tipo signed char
#define SCHAR_MAX 127
Valor máximo para un objeto de tipo unsigned char
#define UCHAR_MAX 255
Valor mínimo para un objeto de tipo char
#define CHAR_MIN SCHAR_MIN
Valor máximo para un objeto de tipo char
#define CHAR_MAX SCHAR_MAX
Máximo valor de un objeto tipo long int
#define LONG_MAX 2147483647
Mínimo valor de un objeto tipo long int
#define LONG_MIN (-LONG_MAX-1)
Máximo valor de un objeto tipo unsigned long int
#define ULONG_MAX 0xffffffff
Máximo valor de un objeto tipo short int
#define SHRT_MAX 32767
Mínimo valor de un objeto tipo short int
#define SHRT_MIN (-SHRT_MAX-1)
Máximo valor de un objeto tipo unsigned short int
#define USHRT_MAX 0xffff
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Máximo valor de un objeto tipo long long int
#define LLONG_MAX 9223372036854775807LL
Mínimo valor de un objeto tipo long long int
#define LLONG_MIN (-LLONG_MAX - 1)
Máximo valor de un objeto tipo unsigned long long int
#define ULLONG_MAX (2ULL * LLONG_MAX + 1)












Por otro lado, C99 ofrece un archivo de cabecera, <stdint.h>, que
recoge una colección de definiciones, útiles a la hora de progra-
mar con enteros. Declara un conjunto de tipos de dato enteros en
especificando de forma explícita su tamaño. También define una
colección de macros que marcan los límites de estos nuevos tipos
de dato enteros.
Esos nuevos tipos de dato enteros vienen definidos de acuerdo a
las siguientes categorías:
Tipos enteros que tienen una anchura (en bytes) concreta y
determinada.
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El formato genérico para expresar cualquiera de estos tipos
de dato es el siguiente: intN_t, ó uintN_t, donde N indicará
el número de bits y donde la u indica que el tipo de dato es
sin signo.
int8_t // 1 byte con signo
uint8_t // 1 byte sin signo
int16_t // 2 byte con signo
uint16_t // 2 byte sin signo
int32_t // 4 byte con signo
uint32_t // 4 byte sin signo
int64_t // 8 byte con signo
uint64_t // 8 byte sin signo
Tipos enteros que tienen, al menos, una anchura (en bytes)
determinada. Estos tipos de datos garantizan un tamaño mí-
nimo de entero, independientemente del sistema en que se
compile el programa. Si, por ejemplo, trabajáramos en un sis-
tema que proporcionase sólo tipos uint32_t y uint64_t, en-
tonces, por ejemplo, el tipo uint_least16_t será equivalente
a uint32_t.
El formato genérico para expresar cualquiera de estos tipos de
dato es el siguiente; int_leastN_t, ó uint_leastN_t, donde
N indicará el número de bits y donde la u indica que el tipo de
datos es sin signo.
int_least8_t // 1 byte con signo
uint_least8_t // 1 byte sin signo
int_least16_t // 2 byte con signo
uint_least16_t // 2 byte sin signo
int_least32_t // 4 byte con signo
uint_least32_t // 4 byte sin signo
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int_least64_t // 8 byte con signo
uint_least64_t // 8 byte sin signo
Los tipos enteros más rápidos que tienen, al menos, una an-
chura (en bytes) determinada. Con este tipo de dato el com-
pilador trata de establecer, dentro de las condiciones del tipo
(anchura y signo) cuál es el óptimo en relación a su velocidad
dentro del sistema en que se compila el programa.
El formato genérico para expresar cualquiera de estos tipos de
dato es el siguiente; int_fastN_t, ó uint_fastN_t, donde N
indicará el número de bits y donde la u indica que el tipo de
datos es sin signo.
int_fast8_t // 1 byte con signo
uint_fast8_t // 1 byte sin signo
int_fast16_t // 2 byte con signo
uint_fast16_t // 2 byte sin signo
int_fast32_t // 4 byte con signo
uint_fast32_t // 4 byte sin signo
int_fast64_t // 8 byte con signo
uint_fast64_t // 8 byte sin signo
Los tipos enteros de mayor tamaño.
intmax_t // el mayor entero con signo
uintmax_t // el mayor entero sin signo
El archivo stdint.h recoge también la definición de límites res-
pecto a estos nuevos tipos de dato (semejante a la recogida en
limits.h:
Los límites para los valores del tipo de dato entero de tamaño
exacto:
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#define INT8_MIN (-128)
#define INT16_MIN (-32768)
#define INT32_MIN (-2147483647 - 1)





#define UINT8_MAX 0xff /* 255U */
#define UINT16_MAX 0xffff /* 65535U */
#define UINT32_MAX 0xffffffff /* 4294967295U */
#define UINT64_MAX 0xffffffffffffffffULL
/* 18446744073709551615ULL */
Los límites para los valores del tipo de dato de tamaño “al
menos” dependerán evidentemente del sistema para el que se
haya definido el compilador. Si suponemos un sistema que
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Los límites para los valores del tipo de dato de tamaño “los
más rápidos” también dependerán evidentemente del sistema
para el que se haya definido el compilador. Si suponemos un




















Muchos editores y compiladores de C cuentan con ayudas en línea
abundante. Todo lo referido en este capítulo puede encontrarse
en ellas. Es buena práctica de programación saber manejarse por
esas ayudas, que llegan a ser muy voluminosas y que gozan de
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Después de estudiar este capítulo, ya sabemos crear y operar con
nuestras variables. También conocemos muchos de los operadores
definidos en C. Podemos realizar ya muchos programas sencillos.
Si conocemos el rango o dominio de cada tipo de dato, sabemos
también de qué tipo conviene que sea cada variable que necesite-
mos. Y estaremos vigilantes en las operaciones que se realizan con
esas variables, para no sobrepasar ese dominio e incurrir en un
overflow.
También hemos visto las reglas para combinar, en una expresión,
variables y valores de diferente tipo de dato. Es importante conocer
bien todas las reglas que gobiernan estas combinaciones porque
con frecuencia, si se trabaja sin tiento, se llegan a resultados erró-
neos.
SECCIÓN 7.21
Ejemplos y ejercicios propuestos.
7.1. Escriba un programa que realice las operaciones de suma,
resta, producto, cociente y módulo de dos enteros introducidos por
teclado.
Una posible solución a este programa viene recogida en el Cuadro
de Código 7.8.
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4 signed long a, b;
5 signed long sum, res, pro, coc, mod;
6
7 printf("1er. operando ... "); scanf(" %ld",&a);
8 printf("2do. operando ... "); scanf(" %ld",&b);
9 // Calculos
10 sum = a + b;
11 res = a - b;
12 pro = a * b;
13 coc = a / b;
14 mod = a % b;
15 // Mostrar resultados por pantalla.
16 printf("La suma es igual a %ld\n", sum);
17 printf("La resta es igual a %ld\n", res);
18 printf("El producto es igual a %ld\n", pro);
19 printf("El cociente es igual a %ld\n", coc);
20 printf("El resto es igual a %ld\n", mod);
21 return 0;
22 }
Observación: cuando se realiza una operación de cociente o de
resto es muy recomendable antes verificar que, efectivamente, el
divisor no es igual a cero. Aún no sabemos hacer esta operación de
verificación, (espere al Capítulo 9). Al ejecutarlo será importante
que el usuario no introduzca un valor para la variable b igual a
cero.
7.2. Repita el mismo programa para números de coma flotante.
Una posible solución a este programa viene recogida en el Cuadro
de Código 7.9.
En este caso se ha tenido que omitir la operación módulo, que no
está definida para valores del dominio de los números de coma flo-
tante. Al igual que en el ejemplo anterior, se debería verificar (aún
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4 float a, b;
5 float sum, res, pro, coc;
6
7 printf("1er. operando ... "); scanf(" %f",&a);
8 printf("2do. operando ... "); scanf(" %f",&b);
9 // Calculos
10 sum = a + b;
11 res = a - b;
12 pro = a * b;
13 coc = a / b;
14 // mod = a % b; : esta operacion no esta permitida
15 // Mostrar resultados por pantalla.
16 printf("La suma es igual a %f\n", sum);
17 printf("La resta es igual a %f\n", res);
18 printf("El producto es igual a %f\n", pro);
19 printf("El cociente es igual a %f\n", coc);
20 return 0;
21 }
no se han presentado las herramientas que lo permiten), antes de
realizar el cociente, que el divisor era diferente de cero.
7.3. Escriba un programa que solicite un entero y muestre por
pantalla su valor al cuadrado y su valor al cubo.
Una posible solución a este programa viene recogida en el Cua-
dro de Código 7.10. Es importante crear una presentación cómoda
para el usuario. No tendría sentido comenzar el programa por la
función scanf, porque en ese caso el programa comenzaría espe-
rando un dato, sin aviso previo que le indicase al usuario qué es
lo que debe hacer. En el siguiente capítulo se presentan las dos
funciones de entrada y salida por consola.
La variable x es short. Al calcular el valor de la variable cuadra-
do forzamos el tipo de dato para que el valor calculado sea long
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5 long cuadrado, cubo;
6
7 printf("Introduzca un valor: "); scanf(" %hi",&x);
8
9 cuadrado = (long)x * x;
10 cubo = cuadrado * x;
11
12 printf("El cuadrado de %hd es %li\n",x, cuadrado);
13 printf("El cubo de %hd es %li\n",x, cubo);
14 return 0;
15 }
y no se pierda información en la operación. En el cálculo del va-
lor de la variable cubo no es preciso hacer esa conversión, porque
ya la variable cuadrado es de tipo long. En esta última operación
no queda garantizado que no se llegue a un desbordamiento: cual-
quier valor de x mayor de 1290 tiene un cubo no codificable con
32 bits. Se puede probar qué ocurre con valores mayores que éste
indicado: verá que el programa se ejecuta normalmente pero ofrece
resultados erróneos.
7.4. Escriba un programa que solicite los valores de la base y de
la altura de un triángulo y que muestre por pantalla el valor de la
superficie.
Una posible solución a este programa viene recogida en el Cuadro
de Código 7.11.
Las variables se han tomado double. Así no se pierde información
en la operación cociente. Puede probar a declarar las variables co-
mo de tipo short, modificando también algunos parámetros de las
funciones de entrada y salida por consola (cfr. Cuadro de Códi-
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4 double b, h, S;
5
6 printf("Base ..... "); scanf(" %lf",&b);
7 printf("Altura ... "); scanf(" %lf",&h);
8
9 S = b * h / 2;
10
11 printf("La superficie del triangulo de base");
12 printf(" %.2lf y altura %.2f es %.2f", b , h , S);
13 return 0;
14 }
go 7.12). Si al ejecutar el programa del Cuadro de Código 7.12. el
usuario introduce, por ejemplo, los valores 5 para la base y 3 para
la altura, el valor de la superficie que mostrará el programa será
ahora de 7, y no de 7.5.





4 short b, h, S;
5
6 printf("Base ..... "); scanf(" %hd",&b);
7 printf("Altura ... "); scanf(" %hd",&h);
8
9 S = b * h / 2;
10
11 printf("La superficie del triangulo de ");
12 printf("base %hd y altura %hd ", b, h);
13 printf("es %hd", S);
14 return 0;
15 }
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7.5. Escriba un programa que solicite el valor del radio y muestre
la longitud de su circunferencia y la superficie del círculo inscrito
en ella.
Una posible solución a este programa viene recogida en el Cuadro
de Código 7.13. En este ejemplo hemos mezclado tipos de dato. El
radio lo tomamos como entero. Luego, en el cálculo de la longitud l,
como la expresión tiene el valor de la constante pi, que es double,
se produce una conversión implícita de tipo de dato, y el resultado
final es double.
Para el cálculo de la superficie, en lugar de emplear la constante pi
se ha tomado un identificador PI definido con la directiva #define.
Cuadro de Código 7.13: Posible solución al ejercicio 7.5.
1 #include <stdio.h>
2 #define PI 3.14159
3 int main(void)
4 {
5 signed short int r;
6 double l, S;
7 const double pi = 3.14159;
8
9 printf("Valor del radio ... "); scanf(" %hd", &r)
;
10
11 l = 2 * pi * r;
12 printf("Longitud circunferencia: %f. \n", l);
13
14 S = PI * r * r;




¿Cómo calcularía el volumen de la circunferencia de radio r? (Re-
cuerde que V = 43 × π × r
3)
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7.6. Escriba un programa que solicite el valor de la temperatura
en grados Fahrenheit y muestre por pantalla el equivalente en gra-
dos Celsius. La ecuación que define esta trasformación es: “Celsius
= (5 / 9) * (Fahrenheit – 32)”.
Una posible solución a este programa viene recogida en el Cua-
dro de Código 7.14. En principio parece que todo está bien. Pero
si ensayamos el programa con distintas entradas de los grados ex-
presados en Fahrenheit... ¡siempre obtenemos como temperatura
en Celsius 0 grados! ¿Por qué?




4 double fahr, cels;
5
6 printf("Temperatura en grados Fahrenheit ... ");
7 scanf(" %lf",&fahr);
8
9 cels = (5 / 9) * (fahr - 32);
10
11 printf("La temperatura en grados Celsius ");




Pues porque (5 / 9) es una operación cociente entre dos enteros,
cuyo resultado es un entero: en este caso, al ser positivo, tanto
para C90 como para C99 será el valor truncado; es decir, 0.
¿Cómo se debería escribir la operación?
cels = (5 / 9.0) * (fahr - 32);
cels = (5.0 / 9) * (fahr - 32);
cels = ((double)5 / 9) * (fahr - 32);
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cels = (5 / (double)9) * (fahr - 32);
cels = 5 * (fahr - 32) / 9;
Hay muchas formas: lo importante es saber en todo momento qué
operación realizará la sentencia que escribimos.
7.7. Indique el valor que toman las variables en las asignaciones
recogidas en el Cuadro de Código 7.15. Justifique sus respuestas.
Cuadro de Código 7.15: Código enunciado para la pregunta 7.7.
1 int a = 10, b = 4, c, d;
2 float x = 10.0 , y = 4.0, z, t, v;
3
4 c = a / b; // c valdra 2
5 d = x / y; // d valdra 2
6 z = a / b; // z valdra 2.0
7 z = x / y; // z vale ahora 2.5
8 t = (1 / 2) * x; // t vale 0.0
9 v = (1.0 / 2) * x; // v vale 5.0
7.8. Vea el programa propuesto en el Cuadro de Código 7.16. y
justifique la salida que ofrece por pantalla.









La salida que se obtiene con este código es... -128. Intente justificar
por qué ocurre. No se preocupe si aún no conoce el funcionamien-
to de la función printf. Verdaderamente la variable a ahora vale
-128. ¿Por qué?
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7.9. Escriba un programa que indique cuántos bits y bytes ocu-
pa una variable long.
Una posible solución a este programa solicitado podría ser el pro-
puesto en el Cuadro de Código 7.17. La solución es inmediata gra-
cias al operador sizeof.




4 short bits, bytes;
5
6 bytes = sizeof(long);
7 bits = 8 * bytes;
8 printf("BITS = %hd - BYTES = %hd.", bits, bytes);
9 return 0;
10 }
7.10. Rotaciones de bits dentro de un entero.
Una operación que tiene uso en algunas aplicaciones de tipo crip-
tográficos es la de rotación de un entero. Rotar un número x posi-
ciones hacia la derecha consiste en desplazar todos sus bits hacia
la derecha esas x posiciones, pero sin perder los x bits menos sig-
nificativos, que pasarán a situarse en la parte más significativa del
número. Por ejemplo, el número a = 1101 0101 0011 1110 ro-
tado 4 bits a la derecha queda 1110 1101 0101 0011, donde los
cuatro bits menos significativos (1110) se han venido a posicionar
en la izquierda del número.
La rotación hacia la izquierda es análogamente igual, donde ahora
los x bits más significativos del número pasan a la derecha del
número. El número a rotado 5 bits a la izquierda quedaría: 1010
0111 1101 1010.
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¿Qué órdenes deberíamos dar para lograr la rotación de un en-
tero, 5 bits a la izquierda?: Puede verlas en el Cuadro de Códi-
go 7.18.
Cuadro de Código 7.18: Rotación de 5 bits a izquierda.
1 unsigned short int a, b, despl;
2 a = 0xABCD;
3 despl = 5;
4 b = ((a << despl) | (a >> (8 * sizeof(short) - despl)));
Veamos cómo funciona este código:
a 1010 1011 1100 1101
despl 5
a << despl 0111 1001 1010 0000
8 * sizeof(short) - despl 8 * 2 - 5 = 11
a >> 8 * sizeof(short) - despl 0000 0000 0001 0101
b 0111 1001 1011 0101
Y para lograr la rotación de bits a la derecha: Para ello, se puede
ejecutar el código propuesto en el Cuadro de Código 7.19.
Cuadro de Código 7.19: Rotación de 5 bits a derecha.
1 unsigned short int a, b, despl;
2
3 a = 0xABCD;
4 despl = 5;
5 b = ((a >> despl) | (a << (8 * sizeof(short) - despl)));
7.11. Al elevar al cuadrado el número áureo se obtiene el mismo
valor que al sumarle 1. Haga un programa que calcule y muestre
por pantalla el número áureo.
Una posible solución a este programa viene recogida en Cuadro de
Código 7.20.
Sección 7.21. Ejercicios 191







7 printf("Numero AUREO: tal que x + 1 = x * x.\n");
8 // Calculo del numero Aureo
9 au = (1 + sqrt(5)) / 2;
10
11 printf("El numero AUREO es %10.8f\n", au);
12 printf("aureo + 1 ........ %10.8f\n", au + 1);
13 printf("aureo * aureo .... %10.8f\n", au * au);
14 return 0;
15 }
La función sqrt está definida en la biblioteca math.h. Calcula el
valor de la raíz cuadrada de un número. Espera como parámetro
una variable de tipo double, y devuelve el valor en este formato o
tipo de dato.
El ejercicio es muy sencillo. La única complicación (si se le puede
llamar complicación a esta trivialidad) es saber cómo se calcula el
número áureo a partir de la definición aportada. Muchas veces el
problema de la programación no está en el lenguaje, sino en saber
expresar una solución viable de nuestro problema.
7.12. Escriba un programa que solicite un valor entero no nega-
tivo menor que 10000 y muestre en pantalla y separados el dígito
de los millares, de las centenas, de las decenas y de las unidades.
Una posible solución a este programa viene recogida en el Cuadro
de Código 7.21.
7.13. Lea el código propuesto en el Cuadro de Código 7.22. y
muestre la salida que ofrecerá por pantalla.
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4 unsigned long a;
5 printf("Valor de a ... "); scanf("%lu", &a);
6 printf("\nMillares: %hd", a / 1000);
7 a = a % 1000;
8 printf("\nCentenas: %hd", a / 100);
9 a = a % 100;
10 printf("\nDecenas: %hd", a / 10);
11 a = a % 10;
12 printf("\nUnidades: %hd", a);
13 return 0;
14 }





5 int16_t a = 0xFFF4, b = 12, c = a == -b ? 1: 0;
6 printf("%hd \t %hd \t %hd", a, b, c);
7 return 0;
8 }
SOLUCIÓN: -12 12 1.
¡Explíquelo!
7.14. Muestre la salida que, por pantalla, ofrecerá el código pro-
puesto en el Cuadro de Código 7.23.
La solución es : DISTINTOS. ¿Por qué?
La variable a es de tipo entero corto con signo; su rango o dominio
de valores es el intervalo [-32.768 ... +32.767]. Al asignarle el
literal hexadecimal 0xFFFF se le da un valor negativo (su bit más
significativo es un 1), igual a -1.
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Cuadro de Código 7.23: Código enunciado para la pregunta 7.14.
1 #include <stdio.h>
2 #include <stdint.h>
3 int main(void) {
4 int16_t a = 0xFFFF;
5 uint16_t b = 0xFFFF;
6 printf("%s", a == b ? "IGUALES" : "DISTINTOS");
7 return 0;
8 }
La variable b es de tipo entero corto sin signo; su rango o dominio
de valores es el intervalo [0 ... +65.535]. Al asignarle el literal
hexadecimal 0xFFFF se le da un valor positivo (este tipo de dato no
admite valores menores que cero), igual a +65535.
Desde luego ambos valores son diferentes, y así los considera el
programa que aquí se recoge.
Qué ocurriría si el enunciado hubiera sido otro con ésta de ahora
declaración de variables:
short a = 0xFFFF;
long b = 0xFFFF;
De nuevo el resultado hubiera sido “DISTINTOS”, porque ahora el
valor de la variable b es positivo puesto que la variable b tiene 32
bits y el literal sólo asigna valor a los 16 menos significativos: el
valor de b comienza con el bit cero.
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CAPÍTULO 8
Funciones de entrada y
salida por consola.
En este capítulo...
8.1 printf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
8.2 scanf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208
8.3 Excepcion para tipos de dato de coma flotante . . . . . . 210
8.4 Entrada de caracteres . . . . . . . . . . . . . . . . . . . . . 211
8.5 Recapitulación . . . . . . . . . . . . . . . . . . . . . . . . . 214
8.6 Ejercicios . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
Hasta el momento, hemos presentado las sentencias de creación y
declaración de variables. También hemos visto multitud de opera-
ciones que se pueden realizar con las diferentes variables y litera-
les. Pero aún no sabemos cómo mostrar un resultado por pantalla.
Y tampoco hemos aprendido todavía a introducir información, para
un programa en ejecución, desde el teclado.
El objetivo de este capítulo es iniciar en la comunicación entre el
programa y el usuario.
195
196 Capítulo 8. Entrada y Salida por Consola
Lograr que el valor de una variable almacenada de un programa sea
mostrado por pantalla sería una tarea compleja si no fuese porque
ya ANSI C ofrece funciones que realizan esta tarea. Y lo mismo ocu-
rre cuando el programador quiere que sea el usuario quien teclee
una entrada durante la ejecución del programa. Quizá a usted le
parezca trivial el hecho de que, al pulsar una tecla del teclado apa-
rezca un carácter concreto y correcto en la pantalla. Quizá eso es lo
que usted esperaba que hiciera, y lleva toda su vida acostumbrado
a que así se cumpla. Pero que usted esté acostumbrado a verlo no
quiere decir que sea trivial. De hecho, usted posiblemente no sepa
cómo ocurre.
Estas funciones, de entrada y salida estándar de datos por conso-
la, están declaradas en un archivo de cabecera llamado stdio.h.
Siempre que deseemos usar estas funciones deberemos añadir, al
principio del código de nuestro programa, la directriz #include
<stdio.h>.
SECCIÓN 8.1
Salida de datos. La función printf.
El prototipo de la función es el siguiente:
int printf
(const char *cadena_control[, argumento, ...]);
Qué es un prototipo de una función es cuestión que habrá que
explicar en otro capítulo. Sucintamente, diremos que el prototipo
indica el modo de empleo de la función: su interfaz: qué tipo de
dato devuelve y qué valores espera recibir cuando se hace uso de
ella. El prototipo nos sirve para ver cómo se emplea esta función.
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La función printf devuelve un valor entero. Se dice que es de tipo
int. La función printf devuelve un entero que indica el número
de bytes que ha impreso en pantalla. Si, por la causa que sea, la
función no se ejecuta correctamente, en lugar de ese valor entero lo
que devuelve es un valor que significa error (por ejemplo un valor
negativo). No descendemos a más detalles.
La función, como toda función, lleva después del nombre un par
de paréntesis. Entre ellos va redactado el texto que deseamos que
quede impreso en la pantalla. La cadena_control indica el tex-
to que debe ser impreso, con unas especificaciones que indican el
formato de esa impresión; es una cadena de caracteres recogidos
entre comillas, que indica el texto que se ha de mostrar por panta-
lla. A lo largo de este capítulo aprenderemos a crear esas cadenas
de control que especifican la salida y el formato que ha de mostrar
la función printf.
Para comenzar a practicar, empezaremos por escribir en el editor
de C el código propuesto en el Cuadro de Código 8.1. Es muy reco-
mendable que a la hora de estudiar cualquier lenguaje de progra-
mación, y ahora en concreto el lenguaje C, se trabaje delante de un
ordenador que tenga un editor y un compilador de código.




4 printf("Texto a mostrar en pantalla");
5 return 0;
6 }
Que ofrecerá la siguiente salida por pantalla
Texto a mostrar en pantalla
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Y así, cualquier texto que se escriba entre las comillas aparecerá
en pantalla.
Si introducimos ahora otra instrucción con la función printf a
continuación y debajo de la otra, por ejemplo
printf("Otro texto");
Entonces lo que tendremos en pantalla será
Texto a mostrar en pantallaOtro texto
Y es que la función printf continua escribiendo donde se quedó
la vez anterior.
Muchas veces nos va a interesar introducir, en nuestra cadena
de caracteres que queremos imprimir por pantalla, algún carácter
de, por ejemplo, salto de línea. Pero si tecleamos la tecla intro en
el editor de C lo que hace el cursor en el editor es cambiar de
línea y eso que no queda reflejado luego en el texto que muestra el
programa en tiempo de ejecución.
Para poder escribir este carácter de salto de línea, y otros que lla-
mamos caracteres de control, se escribe, en el lugar de la cadena
donde queremos que se imprima ese carácter especial, una barra
invertida (‘
’) seguida de una letra. Cuál letra es la que se debe poner depen-
derá de qué carácter especial se desea introducir. Esos caracteres
de control son caracteres no imprimibles, o caracteres que tienen
ya un significado especial en la función printf.
Por ejemplo, el código anterior quedaría mejor de la forma propues-
ta en el Cuadro de Código 8.2.
que ofrecerá la siguiente salida por consola:
Texto a mostrar en pantalla
Otro texto
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Ya que al final de la cadena del primer printf hemos introducido
un carácter de control “\n” llamado carácter salto de línea.
Las demás letras con significado para un carácter de control en
esta función vienen recogidas en la Tabla 8.1.





\b Retroceder un carácter.
\r Retorno de carro.
\f Salto de página.
\’ Imprime la comilla simple.
\” Imprime la comilla doble.
\\ Imprime la barra invertida ’\’.
\xdd dd es el código ASCII, en hexadecimal, del carácter
que se desea imprimir.
Tabla 8.1: Caracteres de control en la cadena de texto de la función
printf.
Muchas pruebas se pueden hacer ya en el editor de C, para com-
pilar y ver la ejecución que resulta. Gracias a la última opción
de la Tabla 8.1 es posible imprimir todos los caracteres ASCII y
los tres inmediatamente anteriores sirven para imprimir caracteres
que tienen un significado preciso dentro de la cadena de la función
printf. Gracias a ellos podemos imprimir, por ejemplo, un carác-
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ter de comillas dobles evitando que la función printf interprete
ese carácter como final de la cadena que se debe imprimir.
El siguiente paso, una vez visto cómo imprimir texto prefijado, es
imprimir en consola el valor de una variable de nuestro programa.
Cuando en un texto a imprimir se desea intercalar el valor de una
variable, en la posición donde debería ir ese valor se coloca el ca-
rácter ’ %’ seguido de algunos caracteres. Según los caracteres que
se introduzcan, se imprimirá un valor de un tipo de dato concre-
to, con un formato de presentación determinado. Ese carácter ’ %’
y esos caracteres que le sigan son los especificadores de formato.
Al final de la cadena, después de las comillas de cierre, se coloca
una coma y el nombre de la variable que se desea imprimir. Por
ejemplo, el código recogido en el Cuadro de Código 8.3 ofrece, por
pantalla, la siguiente salida:
Ahora c vale 15
y b vale ahora 11




4 short int a = 5 , b = 10 , c;
5 c = a + b++;
6 printf("Ahora c vale %hd\n" , c);




Una cadena de texto de la función printf puede tener tantos es-
pecificadores de formato como se desee. Tantos como valores de
variables queramos imprimir por pantalla. Al final de la cadena, y
después de una coma, se incluyen tantas variables, separadas tam-
bién por comas, como especificadores de formato se hayan incluido
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en la cadena de texto. Cada grupo de caracteres encabezado por %
en el primer argumento de la función (la cadena de control) está
asociado con el correspondiente segundo, tercero, etc. argumento
de esa función. Debe existir una correspondencia biunívoca entre
el número de especificadores de formato y el número de variables
que se recogen después de la cadena de control; de lo contrario se
obtendrán resultados imprevisibles y sin sentido.
El especificador de formato instruye a la función sobre la forma
en que deben mostrarse cada uno de los valores de las variables.
Dicho especificador tienen la forma:
%[flags][ancho campo][.precisión][F/N/h/l/L] type
Veamos los diferentes componentes del especificador de formato:
type: Es el único argumento necesario. Consiste en una le-
tra que indica el tipo de dato a que corresponde al valor que
se desea imprimir en esa posición. En la Tabla 8.2. se reco-
gen todos los valores que definen tipos de dato. Esta tabla
está accesible en las ayudas de editores y compiladores de C.
El significado de estas letras es bastante intuitivo: si quere-
mos imprimir un valor tipo char, pondremos%c. Si queremos
imprimir un valor de tipo int pondremos%i. Si ese entero
es sin signo (unsigned int), entonces pondremos%u. La fun-
ción printf permite expresar los enteros en diferentes bases.
Si no especificamos nada, y ponemos%i, entonces imprime en
base 10; si queremos que el valor numérico vaya expresado en
base octal pondremos%o; si queremos que en hexadecimal,%x
ó%X: en minúscula o mayúscula dependiendo de cómo quera-
mos que aparezcan (en minúscula o mayúscula) los dígitos
hexadecimales A, B, C, D, E, y F. Si queremos indicarle expre-
samente que los valores aparezcan en base decimal, entonces
pondremos%d: poner%d y poner%i es equivalente. Por último,
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si queremos imprimir un valor de tipo coma flotante (float,
double, o long double), pondremos%f; también puede po-
ner%G ó%E si desea ver esos valores en notación científica
(signo, exponente, mantisa) Los demás valores presentados
en la Tabla 8.2 no se los puedo explicar todavía: no ha visto
aún qué son los punteros ni las cadenas de caracteres. Habrá
que esperar.
%d Entero con signo, en base decimal.
%i Entero con signo, en base decimal.
%o Entero (con o sin signo) codificado en base octal.
%u Entero sin signo, en base decimal.
%x Entero (con o sin signo) codificado en base hexadeci-
mal, usando letras minúsculas. Codificación interna
de los enteros.
%X Entero (con o sin signo) codificado en base hexadeci-
mal, usando letras mayúsculas. Codificación interna
de los enteros.
%f Número real con signo.
%e Número real con signo en formato científico, con el
exponente ‘e’ en minúscula.
%E Número real con signo en formato científico, con el
exponente ‘e’ en mayúscula.
%g Número real con signo, a elegir entre formato e ó f
según cuál sea el tamaño más corto.
%G Número real con signo, a elegir entre formato E ó f
según cuál sea el tamaño más corto.
%c Un carácter. El carácter cuyo ASCII corresponda con
el valor a imprimir.
%s Cadena de caracteres.
%p Dirección de memoria.
%n No lo explicamos aquí ahora.
%% Si el carácter% no va seguido de nada, entonces se
imprime el carácter sin más.
Tabla 8.2: Especificadores de tipo de dato en la función printf.
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[F / N / h / l / L]: Estas cinco letras son modificadores de
tipo y preceden a las letras que indican el tipo de dato que se
debe mostrar por pantalla.
La letra h es el modificador short para valores enteros. Se
puede poner con las letras de tipo de dato i, u, d, o, x, X.
No tendría sentido poner, por ejemplo,%hc, ó%hf, porque no
existe el tipo de dato short char, ó short float.
La letra l es el modificador long para valores enteros. Po-
demos poner%li, ó%lu, ó%ld, para variables signed long;
ó%lu para variables unsigned long; ó%lo, ó%lx, ó%lX para
variables tanto signed long como unsigned long: al mos-
trar el valor en su codificación binaria (el octal o el hexadeci-
mal no son en realidad más que formas cómodas de expresar
binario) queremos ver sus ceros y unos: es tarea entonces
nuestra saber interpretar si esos valores son, en cada caso,
positivos o negativos.
La letra L precediendo a la letra f indica que allí debe ir un
valor de tipo long double. No hay otro significado posible.
Cualquier otra combinación con la letra modificadora L será
un error.
Con el estándar C99 se introdujeron los tipos de datos long
long. Para indicar a la función printf que el valor a insertar
es de ese tipo, se ponen las letras ll (dos veces la ele). Si el
valor a mostrar es signed long long int entonces podre-
mos%lli (ó%llX, ó%llx, ó%llo, ó%lld). Si el valor a mos-
trar es unsigned long long int entonces podremos%llu
(ó%llX, ó%llx, ó%llo).
El estándar C99 permite trabajar con variables enteras de 1
byte: tipo char. En ese caso las letras que indican el tipo de
dato del valor a insertar, son “hh”. Si, por ejemplo, el valor
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a mostrar es signed char entonces podremos%hhi (ó%hhX,
ó%hhx, ó%hho, ó%hhd).
[ancho campo][.precisión]: Estos dos indicadores opcionales
deben ir antes de los indicadores del tipo de dato. Con el an-
cho de campo, el especificador de formato indica a la función
printf la longitud mínima que debe ocupar la impresión del
valor que allí se debe mostrar. Para mostrar información por
pantalla, la función printf emplea un tipo de letra de paso
fijo. Esto quiere decir que cada carácter impreso ocasiona el
mismo desplazamiento del cursor hacia la derecha. Al decir
que el ancho de campo indica la longitud mínima se quiere
decir que este parámetro señala cuántos avances de cursor
deben realizarse, como mínimo, al imprimir el valor.
Por ejemplo, las instrucciones recogidas en el Cuadro de Có-
digo 8.4 tienen la siguiente salida:
La variable a vale ... 123.
La variable b vale ... 4567.
La variable c vale ... 135790.
Cuadro de Código 8.4: Función printf.
1 long int a = 123, b = 4567, c = 135790;
2 printf("La variable a vale ... %6li.\n",a);
3 printf("La variable b vale ... %6li.\n",b);
4 printf("La variable c vale ... %6li.\n",c);
Donde vemos que los tres valores impresos en líneas dife-
rentes quedan alineados en sus unidades, decenas, centenas,
etc. gracias a que todos esos valores se han impreso con un
ancho de campo igual a 6: su impresión ha ocasionado tantos
desplazamientos de cursos como indica el ancho de campo.
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Si la cadena o número es mayor que el ancho de campo indi-
cado ignorará el formato y se emplean tantos pasos de cursor
como sean necesarios para imprimir correctamente el valor.
Es posible rellenar con ceros los huecos del avance de cur-
sor. Para ellos se coloca un 0 antes del número que indica el
ancho de campo. Por ejemplo, la instrucción
printf("La variable a vale ...%06li.\n",a);
ofrece como salida la siguiente línea en pantalla:
La variable a vale ... 000123.
El parámetro de precisión se emplea para valores con coma
flotante. Indica el número de decimales que se deben mos-
trar. Indica cuántos dígitos no enteros se deben imprimir: las
posiciones decimales. A ese valor le precede un punto. Si el
número de decimales del dato almacenado en la variable es
menor que la precisión señalada, entonces la función printf
completa con ceros ese valor. Si el número de decimales del
dato es mayor que el que se indica en el parámetro de preci-
sión, entonces la función printf trunca el número.
Por ejemplo, las instrucciones recogidas en el Cuadro de Có-
digo 8.5 tienen la siguiente salida por pantalla:
A. Raiz de dos vale 1.414214
B. Raiz de dos vale 1.4
C. Raiz de dos vale 1.414
D. Raiz de dos vale 1.41421
E. Raiz de dos vale 1.4142136
F. Raiz de dos vale 1.414213562
G. Raiz de dos vale 1.41421356237
H. Raiz de dos vale 1.4142136
I. Raiz de dos vale 0000001.4142
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Cuadro de Código 8.5: Función printf.
1 double raiz_2 = sqrt(2);
2 printf("A. Raiz de dos vale %f\n",raiz_2);
3 printf("B. Raiz de dos vale %12.1f\n",raiz_2);
4 printf("C. Raiz de dos vale %12.3f\n",raiz_2);
5 printf("D. Raiz de dos vale %12.5f\n",raiz_2);
6 printf("E. Raiz de dos vale %12.7f\n",raiz_2);
7 printf("F. Raiz de dos vale %12.9f\n",raiz_2);
8 printf("G. Raiz de dos vale %12.11f\n",raiz_2);
9 printf("H. Raiz de dos vale %5.7f\n",raiz_2);
10 printf("I. Raiz de dos vale %012.4f\n",raiz_2);
La función sqrt está declarada en el archivo de cabecera
math.h. Esta función devuelve un valor double igual a la raíz
cuadrada del valor (también double) recibido entre paréntesis
como parámetro de entrada.
Por defecto, se toman 6 decimales, sin formato. Se ve en el
ejemplo el truncamiento de decimales. En el caso G, la fun-
ción printf no hace caso del ancho de campo pues se exige
que muestre un valor con 11 caracteres decimales, más uno
para la parte entera y otro para el punto decimal (en total
13 caracteres), y se le limita el ancho total a 12. La función
printf, en línea H, no puede hacer caso a la indicación del
ancho de campo: no tiene sentido pretender que el número
ocupe un total de 5 espacios y a la vez exigir que sólo la parte
decimal ocupe 7 espacios.
[flags]: Son caracteres que introducen unas últimas modifica-
ciones en el modo en que se presenta el valor. Algunos de sus
valores y significados son:
• carácter ‘-’: el valor queda justificado hacia la izquierda.
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• carácter ‘+’: el valor se escribe con signo, sea éste posi-
tivo o negativo. En ausencia de esta bandera, la función
printf imprime el signo únicamente si es negativo.
• carácter en blanco: Si el valor numérico es positivo, deja
un espacio en blanco. Si es negativo imprime el signo. Es-
to permite una mejor alineación de los valores, haciendo
coincidir unidades con unidades, decenas con decenas,
centenas con centenas, etc. En el Cuadro de Código 8.6
se invoca a la función printf con diferentes banderas.




4 short a = 2345;
5 printf("A. %4hd\n", a);
6 printf("B. %4hd\n", -a);
7 printf("C. %+4hd\n", a);
8 printf("D. %+4hd\n", -a);
9 printf("E. % 4hd\n", a);
10 printf("F. % 4hd\n", -a);
11 return 0;
12 }







• Existen otras muchas funciones que muestran informa-
ción por pantalla. Muchas de ellas están definidas en el
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archivo de cabecera stdio.h. Con la ayuda a mano, es
sencillo aprender a utilizar muchas de ellas.
SECCIÓN 8.2
Entrada de datos. La función scanf.
La función scanf de nuevo la encontramos declarada en el archivo
de cabecera stdio.h. Permite la entrada de datos desde el teclado.
La ejecución del programa queda suspendida en espera de que el
usuario introduzca un valor y pulse la tecla de validación (intro).
La ayuda de cualquier editor y compilador de C es suficiente para
lograr hacer un buen uso de ella. Presentamos aquí unas nociones
básicas, suficientes para su uso más habitual. Para la entrada de
datos, al igual que ocurría con la salida, hay otras funciones váli-
das que también pueden conocerse a través de las ayudas de los
distintos editores y compiladores de C.
El prototipo de la función es:
int scanf
(const char *cadena_control[,direcciones,...]);
La función scanf puede leer del teclado tantas entradas como se le
indiquen. De todas formas, se recomienda usar una función scanf
para cada entrada distinta que se requiera.
El valor que devuelve la función es el del número de entradas di-
ferentes que ha recibido. Si la función ha sufrido algún error, en-
tonces devuelve un valor que significa error (por ejemplo, un valor
negativo).
En la cadena de control se indica el tipo de dato del valor que
se espera recibir por teclado. No hay que escribir texto alguno
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en la cadena de control de la función scanf: únicamente el
especificador de formato.
El formato de este especificador es similar al presentado en la fun-
ción printf: un carácter % seguido de una o dos letras que indican
el tipo de dato que se espera. Luego, a continuación de la cadena
de control, y después de una coma, se debe indicar dónde se debe
almacenar ese valor: la posición en la memoria de una variable
que debe ser del mismo tipo que el indicado en el especificador.
El comportamiento de la función scanf es imprevisible cuando no
coinciden el tipo señalado en el especificador y el tipo de la variable.
Las letras que indican el tipo de dato a recibir se recogen en la
Tabla 8.3. Los modificadores de tipo de dato son los mismos que
para la función printf.
%d Entero con signo, en base decimal.
%i Entero con signo, en base decimal.
%o Entero en base octal.
%u Entero sin signo, en base decimal.
%x Entero en base hexadecimal. Dígitos a a f.
%X Entero en base hexadecimalDígitos A a F.
%f Número real con signo.
%e Número real con signo en formato científico,
%c El carácter indicado con su código ASCII.
%s Cadena de caracteres.
%p Dirección de memoria.
%n No lo explicamos aquí ahora.
Tabla 8.3: Especificadores de tipo de dato en la función scanf.
La cadena de control tiene otras especificaciones, pero no las va-
mos a ver aquí. Se pueden obtener en la ayuda del compilador.
Además de la cadena de control, la función scanf requiere de otro
parámetro: el lugar dónde se debe almacenar el valor introdu-
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cido. La función scanf espera, como segundo parámetro, el lugar
donde se aloja la variable, no el nombre. Espera la dirección
de la variable. Así está indicado en su prototipo. Para poder saber
la dirección de una variable, C dispone de un operador unario: &.
El operador dirección, prefijo a una variable, devuelve la direc-
ción de memoria de esta variable. El olvido de este operador en la
función scanf es frecuente en programadores noveles. Y de con-
secuencias desastrosas: siempre ocurre que el dato introducido no
se almacena en la variable que deseábamos, alguna vez produci-
rá alteraciones de otros valores y las más de las veces llevará a
la inestabilidad del sistema y se deberá finalizar la ejecución del
programa.
SECCIÓN 8.3
Excepción en la función printf para los tipos
de dato de coma flotante.
Desde la versión C99, la función printf no imprime valores de tipo
float. Automáticamente promociona esos valores al tipo double.
Por eso, cuando compilamos para C99 o para C11, y si queremos
mostrar por pantalla valores de tipo float o de tipo double, en la
función printf únicamente indicaremos%f, y en ningún caso%lf.
sin embargo, cuando se pretende ingresar un nuevo valor en una
variable mediante la función scanf sí debemos diferenciar si la
entrada es sobre una variable float (y es ese caso indicaremos%f)
o si es sobre una variable double (y en ese caso indicaremos%lf).
Es un lío... Pero así ha quedado. En resumen:
Para la función printf:
• %f: para expresiones float y double.
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• %Lf: para expresiones long double.
Para la función scanf:
• %f: para expresiones float.
• %lf: para expresiones double.
• %Lf: para expresiones long double.
SECCIÓN 8.4
Dificultades habituales con las entradas de
caracteres.
Cuando la función scanf pretende tomar del teclado un valor de
tipo char, con frecuencia aparecen problemas. Lo mismo ocurrirá
si utilizamos otras funciones estándares de stdio.h para la toma
de valores de variables de tipo char o para cadenas de texto (cfr.
Capítulo 13) para este último concepto de tipo de dato)
Por ejemplo, copie el código propuesto en el Cuadro de Código 8.7,
en un nuevo proyecto en su IDE y cree la función main allí sugeri-
da.
Lo que ocurrirá al ejecutar este código será que la ventana de eje-
cución quedará a la espera de que usted introduzca el valor de un
carácter para la variable a; y luego no permita introducir el siguien-
te carácter para la variable b, sino que, directamente, se salte a la
entrada de la variable c; finalmente tampoco permitirá la entrada
del valor para la variable d.
No se crea lo que le digo: hágalo: escriba el código y ejecute.
Al ejecutar el programa recogido en el Cuadro de Código 8.7 verá
por pantalla algo parecido a lo siguiente:
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5 char a, b, c, d;
6
7 printf("Caracter a ... "); scanf(" %c", &a);
8 printf("Caracter b ... "); scanf(" %c", &b);
9 printf("Caracter c ... "); scanf(" %c", &c);
10 printf("Caracter d ... "); scanf(" %c", &d);
11
12 printf("\n\nValores introducidos ... \n");
13 printf("Caracter a ... %c\n", a);
14 printf("Caracter b ... %c\n", b);
15 printf("Caracter c ... %c\n", c);




Caracter a ... g
Caracter b ... Caracter c ... q
Caracter d ...
Valores introducidos ...
Caracter a ... g
Caracter b ...
Caracter c ... q
Caracter d ...
Este fallo en la ejecución es debido al modo en que se gestionan las
entradas por teclado. Desde luego, al ejecutar nuestro programa,
la función scanf no toma la entrada directamente del teclado: la
función se alimenta de la información que está disponible en el
buffer intermedio, que se comporta como un archivo de entrada.
Sección 8.4. Entrada de caracteres 213
Explicar este comportamiento erróneo exigiría algo de teoría que
explicara la forma en que el ordenador y los programas tratan real-
mente los datos de entrada (en realidad caracteres introducidos al
pulsar cada una de las teclas del teclado). Habría que explicar que
el ordenador trata las entradas de teclado como si de un archivo se
tratase: un archivo que es estándar y que se llama stdin. Cuando
el usuario pulsa una tecla alimenta con un nuevo dato ese archivo
de entrada stdin. El ordenador dispone de este espacio de memo-
ria o buffer para poder gestionar esas entradas de teclado. Así, el
ritmo de entrada de datos del usuario no deberá ir necesariamente
acompasado con el ritmo de lectura del ordenador o de sus progra-
mas. Cuando el usuario pulsa teclas, ingresa valores de carácter
en el buffer de stdin. Cuando algún programa acude a la entra-
da para obtener información, toma la información del buffer y la
interpreta de acuerdo a lo que el programa esperaba: cadena de
caracteres, valor numérico entero o decimal, etc.
Puede resolver este problema de varias maneras. Sugerimos algu-
nas:
1. Inserte en la cadena de control de la función scanf, entre la
primera de las comillas y el carácter %, un espacio en blanco.
Así se le indica a la función scanf que ignore como entrada
de carácter los caracteres en blanco, los tabuladores o los
caracteres de nueva línea.
2. En general, las dificultades en las entradas por teclado que-
dan resueltas con la función fflush. Esta función descarga
el contenido del archivo que reciba como parámetro. Si, pre-
vio a la ejecución de la función scanf insertamos la sentencia
fflush(stdin); no tendremos problemas en la lectura de
datos tipo carácter por teclado.
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El código antes propuesto funcionará correctamente si las líneas de
entrada quedan como recoge en el Cuadro de Código 8.8. Si ejecuta
ahora el código, comprobará que no se produce ningún error.
Cuadro de Código 8.8: problemas con el uso de la función scanf.
1
2 printf("Caracter a ... "); scanf(" %c", &a);
3 printf("Caracter b ... "); scanf(" %c", &b);
4 printf("Caracter c ... "); scanf(" %c", &c);
5 printf("Caracter d ... "); scanf(" %c", &d);
6
7 // Otra forma de resolverlo...
8 printf("Caracter a ... ");
9 flush(stdin); scanf(" %c", &a);
10 printf("Caracter b ... ");
11 flush(stdin); scanf(" %c", &b);
12 printf("Caracter c ... ");
13 flush(stdin); scanf(" %c", &c);
14 printf("Caracter d ... ");
15 flush(stdin); scanf(" %c", &d);
SECCIÓN 8.5
Recapitulación.
Hemos presentado el uso de las funciones printf y scanf, ambas
declaradas en el archivo de cabecera stdio.h. Cuando queramos
hacer uno de una de las dos funciones, o de ambas, deberemos
indicarle al programa con la directiva de preprocesador #include
<stdio.h>.
El uso de ambas funciones se aprende en su uso habitual. Los
ejercicios del capítulo anterior pueden ayudar, ahora que ya las
hemos presentado, a practicar con ellas.
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SECCIÓN 8.6
Ejercicios.
8.1. Escribir un programa que muestre al código ASCII de un
carácter introducido por teclado.
Cfr. el Cuadro de Código 8.9. Primero mostramos el carácter intro-
ducido con el especificador de tipo%c. Y luego mostramos el mismo
valor de la variable ch con el especificador%hhd, es decir, como en-
tero corto de 1 byte, y entonces nos muestra el valor numérico de
ese carácter.








8 printf("Introduzca un caracter por teclado ... ");
9 fflush(stdin); // NO ES NECESARIA
10 scanf(" %c",&ch);
11
12 printf("El caracter introducido ha sido %c\n",ch);




8.2. Lea el programa recogido en Cuadro de Código 8.10, e in-
tente explicar la salida que ofrece por pantalla.
La salida que ha obtenido su ejecución es la siguiente (valores in-
gresados: sli: -23564715, y ssi: -8942).
El valor sli es -23564715 El valor ssi es -8942
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4 signed long int sli;
5 signed short int ssi;
6
7 printf("Introduzca un valor negativo para sli ... ")
;
8 scanf(" %ld",&sli);




12 printf("El valor sli es %ld\n",sli);
13 printf("El valor ssi es %ld\n\n",ssi);
14
15 printf("El valor sli como \"%%lX\" es %lX\n",sli);
16 printf("El valor ssi como \"%%hX\" es %hX\n\n",ssi);
17
18 printf("El valor sli como \"%%lu\" es %lu\n",sli);
19 printf("El valor ssi como \"%%hu\" es %hu\n\n",ssi);
20
21 printf("El valor sli como \"%%hi\" es %hi\n",sli);
22 printf("El valor ssi como \"%%li\" es %li\n\n",ssi);
23
24 printf("El valor sli como \"%%hu\" es %hu\n",sli);




El valor sli como "%lX" es FE986E55
El valor ssi como "%hX" es DD12
El valor sli como "%lu" es 4271402581
El valor ssi como "%hu" es 56594
El valor sli como "%hi" es 28245
El valor ssi como "%li" es -8942
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El valor sli como "%hu" es 28245
El valor ssi como "%lu" es 4294958354
Las dos primeras líneas no requieren explicación alguna: recogen
las entradas que se han introducido por teclado cuando se han
ejecutado las instrucciones de la función scanf: el primero (sli) es
long int, y se muestra con el especificador de formato%ld ó%li;
el segundo (ssi) es short int, y se muestra con el especificador
de formato%hd ó%hi.
Las siguientes líneas de salida son:
El valor sli como "%lX" es FE986E55
El valor ssi como "%hX" es DD12
Que muestran los números tal y como los tiene codificados el orde-
nador: al ser enteros con signo, y ser negativos, codifica el bit más
significativo (el bit 31 en el caso de sli, el bit 15 en el caso de ssi)
a uno porque es el bit del signo; y codifica el resto de los bits (desde
el bit 30 al bit 0 en el caso de sli, desde el bit 14 hasta el bit 0 en
el caso de ssi) como el complemento a la base del valor absoluto
del número codificado.
El número 8462 expresado en base 10, se codifica internamente
(lo mostramos en hexadecimal), como 22EE. Al cambiar de signo se
queda codificado como DD12.
Y el número 1256715 expresado en base 10, se codifica interna-
mente (lo mostramos en hexadecimal), como 167 91AB. Al cambiar
de signo se queda codificado como valor negativo de la forma FE98
6E55.
Las dos siguientes líneas son:
El valor sli como "%lu" es 4271402581
El valor ssi como "%hu" es 56594
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Muestra el contenido de la variable sli que considera ahora como
entero largo sin signo. Y por tanto toma esos 32 bits, que ya no
los considera como un bit de signo y 31 de complemento a la base
del número negativo, sino 32 bits de valor positivo codificado en
binario. El código hexadecimal FE98 6E55 representa el número
que en base decimal se expresa como 4.271.402.581.
Y muestra el contenido de la variable ssi que considera ahora co-
mo entero corto sin signo. Y por tanto toma esos 16 bits, que ya
no los considera como un bit de signo y 15 de complemento a la
base del número negativo, sino 16 bits de valor positivo codificado
en binario: El código hexadecimal DD12 representa el número que
en base decimal se expresa como 56.594.
Las dos siguientes líneas son:
El valor sli como "%hi" es 28245
El valor ssi como "%li" es -8942
Al mostrar el valor de sli como variable corta, ha truncado los
16 bits más significativos: en lugar de mostrar expresado en base
10, del código FE98 6E55, muestra únicamente el valor en base
10 del código 6E55: ahora lo interpreta como un entero positivo
(comienza con el dígito hexadecimal 6: 0110) cuyo valor expresado
en base decimal es 28.245.
Respecto al valor de la variable ssi, al ser esta corta y promocio-
narla a entero largo, simplemente añade a su izquierda dieciséis
ceros si el entero codificado es positivo; y dieciséis unos si el en-
tero codificado es negativo: así logra recodificar el valor a un tipo
de dato de mayor rango, sin variar su significado: imprime el va-
lor FFFF DD12, que es, de nuevo, el valor introducido por teclado:
-8942.
Las dos últimas líneas son:
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El valor sli como "%hu" es 28245
El valor ssi como "%lu" es 4294958354
La primera de ellas considera la variable sli como una variable
de 16 bits. Toma, de los 32 bits de la variable, los 16 bits menos
significativos y los interpreta como entero corto sin signo: El código
6E55 que corresponde al valor, expresado en base 10, 28.245. El
comportamiento es igual que en el caso anterior: entero truncado,
interpretado como positivo.
En la segunda línea muestra el valor numérico que, expresado en
base hexadecimal, es igual a FFFF DD12. Como se explicó antes,
ha añadido 16 unos a la izquierda. Pero ahora, al tener que inter-
pretarlos como entero sin signo, lo que hace es mostrar ese valor
hexadecimal expresado en su base 10: no toma en consideración
ninguna referencia al signo, ni interpreta el valor codificado como
complemento a la base: simplemente muestra, en base 10, el valor
numérico, es decir, 4.294.958.354.
8.3. Escriba el programa propuesto en el Cuadro de Código 8.11
y compruebe cómo es la salida que ofrece por pantalla.
La salida que ofrece por pantalla es la siguiente:
01. El valor de Pi es ... 3.1
02. El valor de Pi es ... 3.14
03. El valor de Pi es ... 3.142
04. El valor de Pi es ... 3.1416
05. El valor de Pi es ... 3.14159
06. El valor de Pi es ... 3.141593
07. El valor de Pi es ... 3.1415927
08. El valor de Pi es ... 3.14159265
09. El valor de Pi es ... 3.141592654
10. El valor de Pi es ... 3.1415926536
11. El valor de Pi es ... 3.14159265359
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5 double a = M_PI;
6 printf("01. El valor de Pi es ... %20.1f\n" , a);
7 printf("02. El valor de Pi es ... %20.2f\n" , a);
8 printf("03. El valor de Pi es ... %20.3f\n" , a);
9 printf("04. El valor de Pi es ... %20.4f\n" , a);
10 printf("05. El valor de Pi es ... %20.5f\n" , a);
11 printf("06. El valor de Pi es ... %20.6f\n" , a);
12 printf("07. El valor de Pi es ... %20.7f\n" , a);
13 printf("08. El valor de Pi es ... %20.8f\n" , a);
14 printf("09. El valor de Pi es ... %20.9f\n" , a);
15 printf("10. El valor de Pi es ... %20.10f\n" , a);
16 printf("11. El valor de Pi es ... %20.11f\n" , a);
17 printf("12. El valor de Pi es ... %20.12f\n" , a);
18 printf("13. El valor de Pi es ... %20.13f\n" , a);
19 printf("14. El valor de Pi es ... %20.14f\n" , a);
20 printf("15. El valor de Pi es ... %20.15f\n" , a);
21 return 0;
22 }
12. El valor de Pi es ... 3.141592653590
13. El valor de Pi es ... 3.1415926535898
14. El valor de Pi es ... 3.14159265358979
15. El valor de Pi es ... 3.141592653589793
Donde hemos cambiado los espacios en blanco por puntos en la
parte de la impresión de los números. Y donde el archivo de bi-
blioteca math.h contiene el valor del número pi, en la constante o
identificador M_PI. Efectivamente, emplea 20 espacios de carácter
de pantalla para mostrar cada uno de los números. Y cambia la
posición de la coma decimal, pues cada línea exigimos a la función
printf que muestre un decimal más que en la línea anterior.
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El lenguaje C pertenece a la familia de lenguajes del paradigma de
la programación estructurada. En este capítulo y en el siguiente
quedan recogidas las reglas de la programación estructurada y, en
concreto, las reglas sintácticas que se exige en el uso del lenguaje
C para el diseño de esas estructuras.
El objetivo de este capítulo es mostrar cómo crear estructuras con-
dicionales. Una estructura condicional permite al programa deci-
dir, en función de una condición expresada a través de variables
y literales y funciones y operadores, si ejecutar una determinada
sentencia o grupo de sentencias, o ejecutar otras sentencias alter-
nativas, o ninguna. Veremos también una estructura especial que
permite seleccionar un camino de ejecución de entre varios esta-
blecidos. Y también se presenta un nuevo operador, que permite
seleccionar, entre dos expresiones posibles, de acuerdo con una
condición previa que se evalúa como verdadera o como falsa.
SECCIÓN 9.1
Introducción a las estructuras de control.
Ya hemos visto cuáles son las reglas básicas de la programación
estructurada. Conviene recordarlas, al inicio de este capítulo:
1. Todo programa consiste en una serie de acciones o sentencias
que se ejecutan en secuencia, una detrás de otra.
2. Cualquier acción puede ser sustituida por dos o más acciones
en secuencia. Esta regla se conoce como la de apilamiento.
3. Cualquier acción puede ser sustituida por cualquier estructu-
ra de control; y sólo se consideran tres estructuras de control:
la secuencia, la selección y la repetición. Esta regla se co-
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noce como regla de anidamiento. Todas las estructuras de
control de la programación estructurada tienen un solo pun-
to de entrada y un solo punto de salida.
4. Las reglas de apilamiento y de anidamiento pueden aplicarse
tantas veces como se desee y en cualquier orden.
Ya hemos visto cómo se crea una sentencia: con un punto y coma
precedido de una expresión que puede ser una asignación, la lla-
mada a una función, una declaración de una variable, etc. O, si
la sentencia es compuesta, agrupando entonces varias sentencias
simples en un bloque encerrado por llaves.
Los programas discurren, de instrucción a instrucción, una detrás
de otra, en una ordenación secuencial y nunca se ejecutan dos al
mismo tiempo. Ya se vio en el Capítulo 5.
Pero un lenguaje de programación no sólo ha de poder ejecutar las
instrucciones en orden secuencial: es necesaria la capacidad para
modificar ese orden de ejecución. Para ello están las estructuras
de control. Al acabar este capítulo y el siguiente, una vez conoci-
das todas las estructuras de control, las posibilidades de resolver
diferentes problemas mediante el lenguaje de programación C se
habrán multiplicado enormemente.
A lo largo del capítulo iremos viendo algunos ejemplos. Es conve-
niente pararse en cada uno: comprender el código que se propone
en el manual, o lograr resolver aquellos que se dejan propuestos.
En algunos casos ofreceremos el código en C; en otros dejaremos
apuntado el modo de resolver el problema ofreciendo el pseudocó-
digo del algoritmo o el flujograma.
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SECCIÓN 9.2
Transferencia de control condicionada.
La programación estructurada tiene tres estructuras básicas de
control: la secuencia, la selección y la repetición. La secuencia se
logra sin más que colocando las instrucciones en el orden correcto.
La iteración será objeto del siguiente Capítulo (cfr. Capítulo 10).
Ahora nos centramos en las estructuras de decisión.
Las dos formas que rompen el orden secuencial de ejecución de
sentencias son:
1. Instrucción condicionada: Se evalúa una condición y si se
cumple se transfiere el control a una nueva dirección indicada
por la instrucción. Es el caso de las dos estructuras básicas
de decisión y de iteración.
2. Instrucción incondicionada. Se realiza la transferencia a
una nueva dirección sin evaluar ninguna condición (por ejem-
plo, llamada a una función: lo veremos en los Capítulos 11,
15 y 17).
En ambos casos la transferencia del control se puede realizar con o
sin retorno: en el caso de que exista retorno, después de ejecutar el
bloque de instrucciones de la nueva dirección se retorna a la direc-
ción que sigue o sucede a la que ha realizado el cambio de flujo. En
este capítulo vamos a ver las estructuras que trasfieren el control
a una nueva dirección, de acuerdo a una condición evaluada.
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SECCIÓN 9.3
Bifurcación Abierta. La estructura condicional
if.
Las estructuras de control condicionales que se van a ver son la
bifurcación abierta y la bifurcación cerrada. Un esquema del flujo
de ambas estructuras ha quedado recogido en la Figura 9.1.
Figura 9.1: Estructura de selección: (a) Abierta. (b) Cerrada.
La sentencia que está precedida por la estructura de control con-
dicionada se ejecutará si la condición de la estructura de control
es verdadera; en caso contrario no se ejecuta la instrucción condi-
cionada y continúa el programa con la siguiente instrucción. En la
Figura 9.1(a) se puede ver un esquema del comportamiento de la
bifurcación abierta.
La sintaxis de la estructura de control condicionada abierta es la
siguiente:
if(condición) sentencia;
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Si la condición es verdadera (distinto de cero en el lenguaje C),
se ejecuta la sentencia. Si la condición es falsa (igual a cero en el
lenguaje C), no se ejecuta la sentencia.
Si en lugar de una sentencia, se desean condicionar varias de ellas,
entonces se crea una sentencia compuesta mediante llaves. Pode-
mos ver un primer ejemplo del uso de esta estructura de control
en el Cuadro de Código 9.1. Tenemos ahí un programa que solicita
del usuario dos valores enteros y muestra, luego, su cociente. La
división se efectuará únicamente en el caso en que se verifique la
condición de que d != 0.




4 short D, d;
5
6 printf("Programa para dividir dos enteros...\n");
7 printf("Introduzca el dividendo ... ");
8 scanf(" %hd",&D);
9 printf("Introduzca el divisor ... ");
10 scanf(" %hd",&d);
11





Bifurcación Cerrada. La estructura condicional
if - else.
En una bifurcación cerrada, la sentencia que está precedida por
una estructura de control condicionada se ejecutará si la condi-
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ción de la estructura de control es verdadera; en caso contrario
se ejecuta una instrucción alternativa. Después de la ejecución de
una de las dos sentencias (nunca las dos), el programa continúa la
normal ejecución de las restantes sentencias que vengan a conti-
nuación.




Si la condición es verdadera (distinto de cero en el lenguaje C),
se ejecuta la sentencia llamada sentencia1. Si la condición es
falsa (igual a cero en el lenguaje C), se ejecuta la sentencia llamada
sentencia2.
Si en lugar de una sentencia, se desean condicionar varias de ellas,
entonces se crea una sentencia compuesta mediante llaves.
En el Cuadro de Código 9.2 se puede ver un programa semejante al
propuesto en el Cuadro de Código 9.1, donde ahora se ha definido
una acción a realizar en el caso de que la condición (que d sea dis-
tinto de cero) resulte evaluada como falsa. Se efectuará la división
únicamente en el caso en que se verifique la condición de que d
!= 0. Si el divisor introducido es igual a cero, entonces imprime en
pantalla un mensaje de advertencia.
SECCIÓN 9.5
Anidamiento de estructuras condicionales.
Decimos que se produce anidamiento de estructuras de control
cuando una estructura aparece dentro de otra del mismo o de dis-
tinto tipo. Una anidamiento de estructuras condicionadas tiene,
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4 short D, d;
5
6 printf("Programa para dividir dos enteros...\n");
7 printf("Dividendo ... "); scanf(" %hd",&D);
8 printf("Divisor ..... "); scanf(" %hd",&d);
9
10 if(d != 0)
11 {








por ejemplo, la forma esquemática apuntada en el Cuadro de Có-
digo 9.3. Se puede ver el flujograma correspondiente a ese código
en la Figura 9.2. Tanto en la parte if como en la parte else, los
anidamientos pueden llegar a cualquier nivel. De esa forma pode-
mos elegir entre numerosas sentencias estableciendo las condicio-
nes necesarias.
Cada else se asocia al if más próximo en el bloque en el que se
encuentre y que no tenga asociado un else. No está permitido (no
tendría sentido) utilizar un else sin un if previo. Y la estructura
else debe ir inmediatamente después de la sentencia condicionada
con su if.
Un ejemplo de estructura anidada sería, siguiendo con los ejemplos
anteriores, el caso de que, si el divisor introducido ha sido el cero,
el programa preguntase si se desea introducir un divisor distinto.
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Cuadro de Código 9.3: Esquema de estructuras condicionales en
cascada.
1 if(expresion_1) /* primer if */
2 {
3 if(expresion_2) /* segundo if */
4 {


















Puede ver el programa con la nueva corrección en el Cuadro de
Código 9.4.
La función getchar está definida en la biblioteca stdio.h. Esta
función espera a que el usuario pulse una tecla del teclado y, una
vez pulsada, devuelve el código ASCII de la tecla pulsada.
En el caso de que el usuario del programa introduzca el carácter
’s’ en la ejecución de la función getchar, el programa le permitirá
introducir otro denominador. Si, de nuevo, el usuario introduce
un cero, entonces el programa no hará la división y terminará su
ejecución. En este ejemplo hemos llegado hasta un tercer nivel de
anidación.
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Figura 9.2: Ejemplo de estructuras condicionales anidadas.
SECCIÓN 9.6
Escala if – else.
Cuando se debe elegir entre una lista de opciones, y únicamente
una de ellas ha de ser válida, se llega a producir una concatena-
ción de condiciones de la siguiente forma indicada en el Cuadro de
Código 9.5.
El flujograma recogido en la Figura 9.2 representaría esta situa-
ción sin más que intercambiar los caminos de verificación de las
condiciones C1, C2 y C3 recogidas en él (es decir, intercambiando
los caminos de ejecución según la condición sea verdadera o falsa).
Este tipo de anidamiento se resuelve en C con la estructura else
if, que permite una concatenación de las condicionales. Un códi-
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5 short D, d;
6 char opcion;
7
8 printf("Programa para dividir dos enteros...\n");
9 printf("Introduzca dividendo ... ");
10 scanf(" %hd",&D);
11 printf("Introduzca el divisor .. ");
12 scanf(" %hd",&d);
13 if(d != 0)
14 {




19 printf("No se puede dividir por cero.\n");
20 printf("Introducir otro denominador (s/n)?");
21 opcion = getchar();
22 if(opcion == ’s’)
23 {
24 printf("\nNuevo denominador ... ");
25 scanf(" %hd",&d);
26 if(d != 0)
27 {
28 printf("%hu / %hu = %hu",










go como el antes escrito quedaría tal y como recoge el Cuadro de
Código 9.6.
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Cuadro de Código 9.6: Concatenación de estructuras condiciona-
les: bifurcaciones cerrada y abierta.
1 // CERRADA:
2 if(condicion1) sentencia1;
3 else if (condicion2) sentencia2;




8 else if (condicion2) sentencia2;
9 else if(condicion3) sentencia3;
Como se ve, una estructura así anidada se escribe con mayor faci-
lidad y expresa también más claramente las distintas alternativas.
No es necesario que, en un anidamiento de sentencias condiciona-
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les, encontremos un else final: el último if puede ser una bifur-
cación abierta, como muestra el segundo ejemplo del Cuadro de
Código 9.6.
Un ejemplo de concatenación podría ser el siguiente programa, que
solicita al usuario la nota de un examen y muestra por pantalla
la calificación académica obtenida. Puede verlo en el Cuadro de
Código 9.7.






5 printf("Introduzca la nota del examen ... ");
6 scanf(" %f",&nota);
7 if(nota < 0 || nota > 10)
8 printf("Nota incorrecta.");
9 else if(nota < 5) printf("Suspenso.");
10 else if(nota < 7) printf("Aprobado.");
11 else if(nota < 9) printf("Notable.");
12 else if(nota < 10) printf("Sobresaliente.");
13 else printf("Matricula de honor.");
14 return 0;
15 }
Únicamente se evaluará un else if cuando no haya sido cier-
ta ninguna de las condiciones anteriores. Si todas las condiciones
resultan ser falsas, entonces se ejecutará (si existe) el último else.
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SECCIÓN 9.7
La estructura condicional y el operador
condicional.
Existe un operador que selecciona entre dos opciones, y que rea-
liza, de forma muy sencilla y bajo ciertas limitaciones la misma
operación de selección que la estructura de bifurcación cerrada.
Es el operador interrogante, dos puntos (?:).
La sintaxis del operador es la siguiente:
expresión_1 ? expresión_2 : expresión_3;
Se evalúa expresión_1; si resulta ser verdadera (distinta de cero),
entonces se ejecutará la sentencia recogida en expresión_2; y si
es falsa (igual a cero), entonces se ejecutará la sentencia recogida
en expresión_3. Tanto expresión_2 como expresión_3 pueden
ser funciones, o expresiones muy complejas, pero siempre deben
ser sentencias simples.
Por ejemplo, el código:
if(x >= 0) printf("Positivo\n");
else printf("Negativo\n");
es equivalente a:
printf("%s\n", x >= 0 ? "Positivo" : "Negativo");
El uso de este operador también permite anidaciones. Por ejemplo,
al implementar el programa que, dada una nota numérica de en-
trada, muestra por pantalla la calificación en texto (Aprobado, so-
bresaliente, etc.), podría quedar, con el operador interrogante dos
puntos de la forma que se propone en el Cuadro de Código 9.8.
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6 printf("Nota obtenida ... ");
7 scanf(" %hd", &nota);
8 printf("%s", nota < 5 ? "SUSPENSO" :
9 nota < 7 ? "APROBADO" :




Es conveniente no renunciar a conocer algún aspecto de la sintaxis
de un lenguaje de programación. Es cierto que el operador “interro-
gante dos puntos” se puede fácilmente sustituir por la estructura
de control condicional if – else. Pero el operador puede, en mu-
chos casos, simplificar el código o hacerlo más elegante. Es mucho
más sencillo crear una expresión con este operador que una es-
tructura de control. Por ejemplo, si deseamos asignar a la variable
c el menor de los valores de las variables a y b, podremos, desde
luego, usar el siguiente código:
if(a < b) c = a;
else c = b;
Pero es mucho más práctico expresar así la operación de asigna-
ción:
c = a < b ? a : b;
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SECCIÓN 9.8
Estructura de selección múltiple: switch.
La estructura switch permite transferir el control de ejecución del
programa a un punto de entrada etiquetado en un bloque de sen-
tencias. La decisión sobre a qué instrucción del bloque se trasfiere
la ejecución se realiza mediante una expresión entera.
Esta estructura tiene su equivalencia entre las estructuras deriva-
das de la programación estructurada y que ya vimos en el Capítu-
lo 5.
Puede ver, en el Cuadro de Código 9.9, la forma general de la es-
tructura switch. Una estructura switch comienza con la palabra
clave switch seguida de una expresión (expresion_del_switch)
recogida entre paréntesis. Si la expresión del switch no es entera
entonces el código dará error en tiempo de compilación.
El cuerpo de la estructura switch se conoce como bloque switch y
permite tener sentencias prefijadas con las etiquetas case. Una eti-
queta case es una constante entera (variables de tipo char ó short
ó long, con o sin signo). Si el valor de la expresión de switch coin-
cide con el valor de una etiqueta case, el control se transfiere a
la primera sentencia que sigue a la etiqueta. No puede haber dos
case con el mismo valor de constante. Si no se encuentra ningu-
na etiqueta case que coincida, el control se transfiere a la primera
sentencia que sigue a la etiqueta default. Si no existe esa etiqueta
default, y no existe una etiqueta coincidente, entonces no se eje-
cuta ninguna sentencia del switch y se continúa, si la hay, con la
siguiente sentencia posterior a la estructura.
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En la Figura 9.3 se muestra un flujograma sencillo que se imple-
menta fácilmente gracias a la estructura switch. En el Cuadro de
Código 9.10 se recoge el código correspondiente a ese flujograma.




3 case 1: printf("UNO\t");
4 case 2: printf("DOS\t");
5 case 3: printf("TRES\t");
6 default: printf("NINGUNO\n");
7 }
Si el valor de a es, por ejemplo, 2, entonces comienza a ejecutar el
código del bloque a partir de la línea que da entrada el case 2:.
Producirá, por pantalla, la salida DOS TRES NINGUNO.
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Figura 9.3: Flujograma del programa ejemplo con switch sin sen-
tencias break.
Una vez que el control se ha trasferido a la sentencia que sigue a
una etiqueta concreta, ya se ejecutan todas las demás sentencias
del bloque switch, de acuerdo con la semántica de dichas senten-
cias. El que aparezca una nueva etiqueta case no obliga a que se
dejen de ejecutar las sentencias del bloque.
Si se desea detener la ejecución de sentencias en el bloque switch,
debemos transferir explícitamente el control al exterior del bloque.
Y eso se realiza utilizando la sentencia break. Dentro de un blo-
que switch, la sentencia break transfiere el control a la primera
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sentencia posterior al switch. Ese es el motivo por el que en la
sintaxis de la estructura switch se escriba (en forma opcional) las
sentencias break en las instrucciones inmediatamente anteriores
a cada una de las etiquetas.
Si colocamos la sentencia break al final de las sentencias de cada
case, (cfr. Cuadro de Código 9.11) el algoritmo cambia y toma la
forma indicada en la Figura 9.4. Si la variable a tiene el valor 2,
entonces la salida por pantalla será únicamente: DOS. La ejecución
de las instrucciones que siguen más allá de la siguiente etiqueta
case puede ser útil en algunas circunstancias. Pero lo habitual
será que aparezca una sentencia break al final del código de cada
etiqueta case.




3 case 1: printf("UNO"); break;
4 case 2: printf("DOS"); break;
5 case 3: printf("TRES"); break;
6 default: printf("NINGUNO");
7 }
Una sola sentencia puede venir marcada por más de una etiqueta
case. El ejemplo recogido en el Cuadro de Código 9.12 resuelve,
de nuevo, el programa que indica, a partir de la nota numérica,
la calificación textual. En este ejemplo, los valores 0, 1, 2, 3, y 4,
etiquetan la misma línea de código.
No se puede poner una etiqueta case fuera de un bloque switch.
Y tampoco tiene sentido colocar instrucciones dentro del bloque
switch antes de aparecer el primer case: eso supondría un código
que jamás podría llegar a ejecutarse. Por eso, la primera sentencia
de un bloque switch debe estar ya etiquetada.
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Figura 9.4: Flujograma del programa ejemplo con switch y con sen-
tencias break.
Se pueden anidar distintas estructuras switch.
El ejemplo de las notas, que ya se mostró al ejemplificar una anida-
ción de sentencias if–else–if puede servir para comentar una
característica importante de la estructura switch. Esta estructura
no admite, en sus distintas entradas case, ni expresiones lógicas
o relacionales, ni expresiones aritméticas, sino literales. La única
relación aceptada es, pues, la de igualdad. Y además, el término de
la igualdad es siempre entre una variable o una expresión entera
(la del switch) y valores literales: no se puede indicar el nombre
de una variable. El programa de las notas, si la variable nota hu-
biese sido de tipo float, como de hecho quedo definida cuando
se resolvió el problema con los condicionales if–else–if, no tiene
solución posible mediante la estructura switch.
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Cuadro de Código 9.12: Uso del switch donde varios valores sirven




4 short int nota;




9 case 0: case 1: case 2: case 3: case 4:
10 printf("SUSPENSO");
11 break;
12 case 5: case 6:
13 printf("APROBADO");
14 break;
15 case 7: case 8:
16 printf("NOTABLE");
17 break;
18 case 9: printf("SOBRESALIENTE");
19 break;
20 case 10: printf("MATRICULA DE HONOR");
21 break;




Y una última observación: las sentencias de un case no forman
un bloque y no tiene porqué ir entre llaves. La estructura switch
completa, con todos sus case’s, sí es un bloque.
SECCIÓN 9.9
Recapitulación.
Hemos presentado las estructuras de control existentes en el len-
guaje C que permiten condicionar la ejecución de una o varias sen-
tencias, o elegir entre una o varias posibles: las estructuras condi-
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cionales de bifurcación abierta o cerrada, condicionales anidadas,
operador interrogante, dos puntos, y estructura switch.
SECCIÓN 9.10
Ejercicios PROPUESTOS. SECUENCIALIDAD.
Si a estas alturas acepta un consejo..., no dé por terminado es-
te capítulo hasta que haya logrado resolver todos los ejercicios que
aquí se le proponen. Vaya en orden. Son sencillos. Si no sabe resol-
verlos, posiblemente es que no haya consolidado mínimamente los
conocimientos presentados en este capítulo. Para aprender a pro-
gramar sólo hay un camino: programar. Y si no lo hace, o lo hace
mal, entonces no aprende. No se confunda de objetivo: comprender
un código ya escrito y terminado está ya a su alcance: pero no es
de eso de lo que se trata: comprender un código es muy distinto a
saberlo crear.
9.1. Escriba un programa que guarde en dos variables dos va-
lores solicitados al usuario, y que luego intercambie los valores de
esas dos variables y los muestra por pantalla.
9.2. Escriba un programa que solicite al usuario los valores de
la base y de la altura de un triángulo, y que entonces muestre
por pantalla el área de ese triángulo de dimensiones introducidas.
Haga el programa suponiendo primero que las variables base y
altura sean enteras; repita luego el ejercicio suponiendo que esas
dos variables son de tipo double. En ambos casos, defina la varia-
ble superficie de tipo double.
9.3. Escriba un programa que solicite al usuario un valor de tipo
double para una variable que se llamará radio, y que muestre
por pantalla la longitud de la circunferencia, el área del círculo y el
volumen de la esfera de radio el introducido por el usuario.
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9.4. Escriba un programa que muestre por pantalla los dígitos
de un número introducido por el usuario. En un código secuen-
cial, sin estructuras de iteración, es necesario determinar a priori
el número de dígitos del valor introducido. Haga el programa supo-
niendo que todo valor introducido tiene 3 dígitos.
SECCIÓN 9.11
Ejercicios PROPUESTOS. SECUENCIA de
CONDICIONALES.
EXIGENCIA DE ESTA REDUCIDA LISTA DE EJERCICIOS:
En todos estos ejercicios se le impone como restricción que NO use
la bifurcación cerrada: es decir, no debe hacer uso de la palabra
reservada else.
9.5. Escriba un programa que solicite del usuario el valor de tres
variables y que luego reasigne esos valores de manera que queden
ordenados de menor a mayor. Si, por ejemplo, usted trabaja con
las variables a1, a2 y a3, y si el usuario ha introducido los valores
5, 6 y 4, entonces el programa debe finalizar dejando el valor 4 en
la variable a1; el valor 5 en la variable a2; y el valor 6 en la variable
a3.
9.6. Repita el ejercicio anterior propuesto, pero ahora considere
que son cuatro las variables y cuatro los valores con los que de-
be trabajar. Sigue la restricción de usar únicamente bifurcaciones
abiertas.
OBSERVACIÓN: posiblemente en el ejercicio anterior habrá llega-
do a una solución donde usted ejecuta 3 bifurcaciones abiertas,
una después de la otra, y todas ellas independientes (no anida-
das). En este caso necesitará secuenciar 6 bifurcaciones abiertas.
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Y en general, para N variables, harán falta siempre N × (N − 1)/2
bifurcaciones abiertas.
9.7. Escriba un programa que asigne a una variable el menor de
los valores de otras tres variables.
9.8. Escriba un programa que asigne a una variable el menor de
los valores de otras cuatro variables.
OBSERVACIÓN: En este ejercicio habrá utilizado 3 sentencias con-
dicionadas con una estructura if; en el anterior 2. En general, si
tiene N variables sobre las que tomar el menor valor de todas ellas,
deberá implementar N−1 sentencias condicionadas, todas ellas in-
dependiente.
SECCIÓN 9.12
Ejercicios PROPUESTOS. ÁRBOLES de
CONDICIONALIDAD.
EXIGENCIA DE ESTA REDUCIDA LISTA DE EJERCICIOS:
En todos estos ejercicios se le impone como restricción que NO use
operadores lógicos: ni el AND (&&), ni el OR (||), ni el NOT (!). Ahora
SÍ puede (y debe) usar bifurcaciones cerradas if-else.
9.9. Escriba un programa que muestre por pantalla, ordenados
de menor a mayor, los valores de tres variables. No se trata de que
intercambie los valores: en este caso no se le permite modificar el
valor de ninguna variable una vez el usuario los haya introducido;
lo que debe hacer el programa es mostrar primero el contenido de
la variable con el menor de los tres valores; luego la siguiente, y
finalmente el valor de la mayor de las tres.
9.10. Repita el ejercicio anterior, pero ahora considerando que
son 4 las variables que debe mostrar ordenadas de menor a mayor.
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OBSERVACIÓN: No intente escribir el código de este ejercicio. No
merece la pena. Pero se habrá podido dar cuenta que la estructura
arbórea del flujograma se extiende a gran velocidad con el aumen-
to del número de variables. En este algoritmo, para un total de N
variables a mostrar de forma ordenada, se deben crear N ! cami-
nos posibles que ofrezcan las N ! posibilidades de orden de las N
variables.
9.11. Escriba un programa que solicite al usuario los coeficien-
tes a y b de una ecuación de primer grado (a×x+b = 0) y la resuelva.
(Evidentemente deberá verificar que el coeficiente a es distinto de
0.)
SECCIÓN 9.13
Ejercicios PROPUESTOS. Estructuras mixtas de
CONDICIONALES. ANIDAMIENTO.
OBSERVACIÓN: Aquí ya no hay restricciones. Puede usar cual-
quier operador.
9.12. Escriba un programa que muestre por pantalla, ordena-
dos de menor a mayor, los valores de tres variables. Como antes,
no puede modificar los valores de las variables introducidos por el
usuario. Pero haga ahora uso de los operadores lógicos, y constru-
ya una estructura en cascada de la forma if - else if - else
if - [...] - else.
9.13. Repita el ejercicio del enunciado anterior, pero conside-
rando ahora 4 variables en lugar de sólo 3.
OBSERVACIÓN: Igual que antes, piense en la solución, y entienda
cómo sería, pero no merece la pena que la escriba.
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9.14. Escriba un programa que solicite al usuario los valores
del radio y las coordenadas del centro de una circunferencia, y las
coordenadas de un punto del plano, y que a continuación informe
al usuario, mediante un mensaje por pantalla, de la situación rela-
tiva del punto introducido respecto a la circunferencia: si el punto
está dentro o fuera del círculo, o sobre la circunferencia de radio y
centro dados.
9.15. Escriba un programa que muestre por pantalla la ecua-
ción de la recta (y = m× x+ n) que pasa por los puntos p1 = (x1, y1)
y p2 = (x2, y2).
En realidad el programa debe calcular simplemente el valor de la
pendiente (m), y el valor de n que es el de la coordenada y de la
recta cuando x = 0.
El programa debe verificar:
1. Que los dos puntos introducidos no son un mismo y único
punto. Si así fuera, el programa debe advertir al usuario que
los puntos están repetidos y que, por tanto, no hay una única
recta posible, sino infinitas.
2. Que el valor de la pendiente no sea infinito: es decir, que las
coordenadas x1 y x2 no son iguales. Si así fuera, el programa
debe advertir al usuario de que hay recta y que su ecuación
es de la forma x = constante, donde constante es el valor de x1
(o de x2, que es el mismo en este caso).
9.16. Escriba un programa que solicite al usuario que introduz-
ca las coordenada del tres puntos del plano (p1 = (x1, y1) p2 = (x2, y2)
y p3 = (x3, y3)) y que determine si esos tres puntos pueden, o no,
ser los vértices de un triángulo. El programa debe verificar:
1. Que los tres puntos son distintos.
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2. Que los tres puntos no están en la misma recta. (No se confíe:
no es trivial).
9.17. Escriba un programa que solicite al usuario los coeficien-
tes a, b y c de una ecuación de segundo grado y muestre por pan-
talla sus soluciones reales (si las tiene) o complejas. El programa
deberá verificar que efectivamente hay ecuación de segundo (co-
eficiente a distinto de 0) o al menos de primer grado (si a igual a
cero, que al menos b sea distinto de cero). También deberá tomar
la decisión de si las soluciones son reales o imaginarias según el
signo del discriminante.
9.18. Escriba un programa que solicite al usuario que introduz-
ca por teclado un día, mes y año, y muestre entonces por pantalla
el día de la semana que le corresponde.
Dejando de lado cualquier consideración sobre la programación...
¿Cómo saber que el 15 de febrero de 1975 fue sábado? Porque si
no se sabe cómo conocer los días de la semana de cualquier fe-
cha, entonces nuestro problema no es de programación, sino de
algoritmo. Antes de intentar implementar un programa que resuel-
va este problema, será necesario preguntarse si somos capaces de
resolverlo sin programa.
Buscando en Internet es fácil encontrar información parecida a
la siguiente: Para saber a qué día de la semana corresponde una
determinada fecha, basta aplicar la siguiente expresión:




4 − 2× C)mod7)
Donde d es el día de la semana (d = 0 es el domingo; d = 1 es el
lunes,..., d = 6 es el sábado); D es el día del mes de la fecha; M es
el mes de la fecha; A es el año de la fecha; y C es la centuria (es
decir, los dos primero dígitos del año) de la fecha.
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A esos valores hay que introducirle unas pequeñas modificaciones:
se considera que el año comienza en marzo, y que los meses de
enero y febrero son los meses 11 y 12 del año anterior.
Hagamos un ejemplo a mano: ¿Qué día de la semana fue el 15 de
febrero de 1975?:
D = 15. M = 12: hemos quedado que en nuestra ecuación el mes de
febrero es el décimo segundo mes del año anterior. A = 74: hemos
quedado que el mes de febrero corresponde al último mes del año
anterior. C = 19.
Con todos estos valores, el día de la semana vale 6, es decir, sába-
do.
Sólo queda hacer una última advertencia a tener en cuenta a la ho-
ra de calcular nuestros valores de A y de C: Si queremos saber el
día de la semana del 1 de febrero de 2000, tendremos que M = 12,
A = 99 y C = 19: es decir, primero convendrá hacer las rectificacio-
nes al año y sólo después calcular los valores de A y de C. Ése día
fue martes (d = 2).
En el Cuadro de Código 9.13 recoge una implementación del pro-
grama. Convendrá aclarar por qué hemos sumado 70 en la expre-
sión de cálculo del valor de d. Suponga la fecha 2 de abril de 2001.
Tendremos que D toma el valor 2, M el valor 2, A el valor 1 y C el
valor 20. Entonces, el valor de d queda -27%7, que es igual a -6,
que es un valor fuera del rango esperado. Por suerte, la operación
módulo establece una relación de equivalencia entre el conjunto de
los enteros y el conjunto de valores comprendidos entre 0 y el valor
del módulo menos 1. Le sumamos al valor calculado un múltiplo
de 7 suficientemente grande para que sea cual sea el valor de las
variables, al final obtenga un resultado positivo. Así, ahora, el valor
obtenido será (70-27)% 7 que es igual a 1, es decir, LUNES.
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Cuadro de Código 9.13: Posible solución al ejercicio propuesto
9.18.
1 #include <stdio.h>
2 int main(void) {
3 unsigned short D , mm , aaaa;
4 unsigned short M , A , C , d;
5
6 printf("Introduzca la fecha ... \n");
7 printf("Dia ... "); scanf(" %hu", &D);
8 printf("Mes ... "); scanf(" %hu", &mm);
9 printf("Anyo ... "); scanf(" %hu", &aaaa);
10 // Valores de las variables:
11 // El valor de D ya ha quedado introducido por el usuario
.
12 // Valor de M:
13 if(mm < 3) {
14 M = mm + 10;
15 A = (aaaa - 1) % 100;
16 C = (aaaa - 1) / 100;
17 }
18 else {
19 M = mm - 2;
20 A = aaaa % 100;
21 C = aaaa / 100;
22 }
23 printf("El dia %2hu / %2hu / %4hu fue ",D, mm, aaaa)
;
24 d = (70 + /26 + M - 2) / 10 + D + A + A / 4 + C / 4
- C * 2) % 7;
25 switch(d) {
26 case 0: printf("DOMINGO"); break;
27 case 1: printf("LUNES"); break;
28 case 2: printf("MARTES"); break;
29 case 3: printf("MIERCOLES"); break;
30 case 4: printf("JUEVES"); break;
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31 case 5: printf("VIERNES"); break;
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En el capítulo anterior hemos vito las estructuras de control que
permiten condicionar sentencias. En este capítulo quedan recogi-
das las reglas sintácticas que se exige en el uso del lenguaje C para
el diseño de estructuras de iteración. También veremos las senten-
cias de salto que nos permiten abandonar el bloque de sentencias
iteradas por una estructura de control de repetición.
SECCIÓN 10.1
Introducción.
Una estructura de repetición o de iteración es aquella que nos per-
mite repetir un conjunto de sentencias mientras que se cumpla
una determinada condición.
Las estructuras de iteración o de control de repetición, en C, se im-
plementan con las estructuras do–while, while y for. Todas ellas
permiten la anidación de unas dentro de otras a cualquier nivel.
Puede verse un esquema de su comportamiento en la Figura 10.1.
SECCIÓN 10.2
Estructura while.
La estructura while se emplea en aquellos casos en que no se
conoce por adelantado el número de veces que se ha de repetir la
ejecución de una determinada sentencia o bloque: ninguna, una o
varias.
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Figura 10.1: Estructuras de repetición: (a) Estructura WHILE. (b)
Estructura DO–WHILE.
La sintaxis de la estructura while es la que sigue:
while(condición) sentencia;
donde condición es cualquier expresión válida en C. Esta expre-
sión se evalúa cada vez, antes de la ejecución de la sentencia itera-
da (simple o compuesta). Puede ocurrir, por tanto, que la sentencia
controlada por esta estructura no se ejecute ni una sola vez. En
general, la sentencia se volverá a ejecutar una y otra vez mientras
condición siga siendo una expresión verdadera. Cuando la condi-
ción resulta ser falsa, entonces el contador de programa se sitúa
en la inmediata siguiente instrucción posterior a la sentencia go-
bernada por la estructura.
Veamos un ejemplo sencillo. Hagamos un programa que solicite
un entero y muestre entonces por pantalla la tabla de multiplicar
de ese número. El programa es muy sencillo gracias a las sen-
tencias de repetición. Puede verlo implementado en el Cuadro de
Código 10.1.
Después de solicitar el entero, inicializa a 0 la variable i y entonces,
mientras que esa variable contador sea menor o igual que 10, va
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4 short int n,i;
5 printf("Tabla de multiplicar del ... ");
6 scanf(" %hd",&n);
7 i = 0;
8 while(i <= 10)
9 {





mostrando el producto del entero introducido por el usuario con
la variable contador i. La variable i cambia de valor dentro del
bucle de la estructura, de forma que llega un momento en que la
condición deja de cumplirse. ¿Cuándo?: cuando la variable i tiene
un valor mayor que 10.
Conviene asegurar que en algún momento va a dejar de cumplirse
la condición; de lo contrario la ejecución del programa podría que-
darse atrapada en un bucle infinito. De alguna manera, dentro de
la sentencia gobernada por la estructura de iteración, hay que mo-
dificar alguno de los parámetros que intervienen en la condición.
Más adelante, en este capítulo, veremos otras formas de salir de la
iteración.
Este último ejemplo ha sido sencillo. Veamos otro ejemplo que re-
quiere un poco más de imaginación. Supongamos que queremos
hacer un programa que solicite al usuario la entrada de un entero
y que entonces muestre por pantalla el factorial de ese número. Ya
se sabe la definición de factorial: n! = n× (n−1)× (n−2)× . . .×2×1.
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Antes de comentar el código de esta sencilla aplicación (vea el Cua-
dro de Código 10.2), conviene volver a una idea comentada capí-
tulos atrás. Efectivamente, habrá que saber decir en el lenguaje C
cómo se realiza esta operación. Pero previamente debemos ser ca-
paces de expresar el procedimiento en castellano. En el Capítulo 5
se encuentra documentado éste y otros algoritmos de iteración.




4 unsigned short n;
5 unsigned long Fact;
6
7 printf("Introduzca el entero ... ");
8 scanf(" %hu",&n);
9 printf("El factorial de %hu es ... ", n);
10 Fact = 1;
11 while(n != 0)
12 {
13 Fact = Fact * n;





El valor de la variable Fact se inicializa a uno antes de comenzar a
usarla. Efectivamente es muy importante no emplear esa variable
sin darle el valor inicial que a nosotros nos interesa. La variable n
se inicializa con la función scanf.
Mientras que n no sea cero, se irá multiplicando Fact (inicialmente
a uno) con n. En cada iteración el valor de n se irá decrementando
en uno.
La tabla de los valores que van tomando ambas variables se mues-
tra en la Tabla 10.1 (se supone, en esa tabla, que la entrada por
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teclado ha sido el número 5). Cuando la variable n alcanza el va-
lor cero termina la iteración. En ese momento se espera que la
variable Fact tenga el valor que corresponde al factorial del valor
introducido por el usuario.
n 5 4 3 2 1 0
Fact 5 20 60 120 120 120
Tabla 10.1: Valores que van tomando las variables en el programa
del cálculo del factorial si la entrada ha sido 5.
La iteración se ha producido tantas veces como el cardinal del nú-
mero introducido. Por cierto, que si el usuario hubiera introducido
el valor cero, entonces el bucle no se hubiera ejecutado ni una sola
vez, y el valor de Fact hubiera sido uno, que es efectivamente el
valor por definición (0! = 1).
La estructura de control mostrada admite formas de presentación
más compacta y, de hecho, lo habitual será que así se presen-
te. Puede ver, en el Cuadro de Código 10.3, el mismo código re-
petido en sucesivas evoluciones, cada vez más compactadas. En
\\primera opcion hemos aplicado, en la primera sentencia ite-
rada, el operador compuesto para el producto (Fact *= n;), En
\\segunda opcion hemos simplificado la condición de permanen-
cia en la iteración: la condición que n sea distinto de cero es la
misma que la de que n sea verdadera. En \\tercera opcion he-
mos hecho uso del operador decremento en la segunda sentencia
iterada. En \\cuarta opcion hemos hecho uso de la precedencia
de operadores y del hecho de que el operador decremento a la de-
recha se ejecuta siempre después de la asignación. Así las cosas,
la estructura queda while(n) Fact *= n--;
Hacemos un comentario más sobre la estructura while. Esta es-
tructura permite iterar una sentencia sin cuerpo. Por ejemplo, su-
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Cuadro de Código 10.3: Distintos modos de escribir el mismo códi-
go.
1 // Primera opcion
2 while(n != 0)
3 {
4 Fact *= n; n = n - 1;
5 }
6 // Segunda opcion
7 while(n)
8 {
9 Fact *= n; n = n - 1;
10 }
11 // Tercera opcion
12 while(n)
13 {
14 Fact *= n; n--;
15 }
16 // Cuarta opcion
17 while(n)
18 {
19 Fact *= n--;
20 }
pongamos que queremos hacer un programa que solicite continua-
mente del usuario que pulse una tecla, y que esa solicitud no cese
hasta que éste introduzca el carácter, por ejemplo, ‘a’. La estructu-
ra quedará tan simple como lo que sigue:
while((ch = getchar()) != ‘a’);
Esta línea de programa espera una entrada por teclado. Cuando
ésta se produzca comprobará que hemos tecleado el carácter ‘a’
minúscula; de no ser así, volverá a esperar otro carácter.
Un último ejemplo clásico de uso de la estructura while. El cálculo
del máximo común divisor de dos enteros que introduce el usua-
rio por teclado. Tiene explicado el algoritmo que resuelve este pro-
blema en el Capítulo 5. Ahora falta poner esto en lenguaje C. Lo
puede ver en el Cuadro de Código 10.4.
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4 short int a, b, aux;
5 short int mcd;
6
7 printf("Valor de a ... "); scanf(" %hd",&a);
8 printf("Valor de b ... "); scanf(" %hd",&b);
9 printf("El mcd de %hd y %hd es ... ", a, b);
10 while(b)
11 {
12 aux = a % b;
13 a = b;





Hemos tenido que emplear una variable auxiliar, que hemos llama-
do aux, para poder hacer el intercambio de variables: que a pase a
valer el valor de b y b el del resto de dividir a por b.
Así como queda escrito el código, se irán haciendo los intercambios
de valores en las variables a y b hasta llegar a un valor de b igual a
cero; entonces, el anterior valor de b (que está guardado en a) será
el máximo común divisor buscado.
SECCIÓN 10.3
Estructura do – while.
La estructura do – while es muy similar a la anterior. La diferencia
más sustancial está en que con esta estructura el código de la
iteración se ejecuta, al menos, una vez. Si después de haberse
ejecutado, la condición se cumple, entonces vuelve a ejecutarse, y
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así hasta que la condición no se cumpla. Puede verse un esquema
de su comportamiento en la Figura 10.1(b), en páginas anteriores.
La sintaxis de la estructura es la siguiente:
do sentencia; while(condición);
Y si se desea iterar un bloque de sentencias, entonces se agrupan
en una sentencia compuesta mediante llaves.
Una estructura muy habitual en un programa es ejecutar unas
instrucciones y luego preguntar al usuario, antes de terminar la
ejecución de la aplicación, si desea repetir el proceso (cfr. Figu-
ra 10.1 (b)).
Supongamos, por ejemplo, que queremos un programa que calcule
el factorial de tantos números como desee el usuario, hasta que no
quiera continuar. El código ahora requiere de otra estructura de
repetición, que vuelva a ejecutar el código mientras que el usuario
no diga basta. Una posible codificación de este proceso sería la
propuesta en el Cuadro de Código 10.5.
La estructura do – while repetirá el código que calcula el factorial
del entero solicitado mientras que el usuario responda con una ‘s’
a la pregunta de si desea que se calcule otro factorial.
Podemos afinar un poco más en la presentación (cfr. Figura 10.2).
Vamos a rechazar cualquier contestación que no sea o ‘s’ o ‘n’: si el
usuario responde ‘s’, entonces se repetirá la ejecución del cálculo
del factorial; si responde ‘n’ el programa terminará su ejecución; y
si el usuario responde cualquier otra letra, entonces simplemente
ignorará la respuesta y seguirá esperando una contestación válida.
El código queda ahora de la forma propuesta en el Cuadro de Có-
digo 10.6.
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Cuadro de Código 10.5: Programa que calcula los distintos facto-




4 unsigned short n;




9 printf("\nValor de n ... ");
10 scanf(" %hu",&n);
11 printf("El factorial de %hu es ... ", n);
12 Fact = 1;
13 while(n != 0) Fact *= n--;
14 printf("%lu.", Fact);
15 printf("\n\nCalcular otro factorial (s/n) ");
16 }while(opcion = getchar() == ’s’);
17 }
Figura 10.2: Flujograma para repetición de proceso.
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3 printf("\n\nIntroduzca el entero ... ");
4 scanf(" %hu",&n);
5 printf("El factorial de %hu es ... ", n);
6 Fact = 1;
7 while(n != 0) Fact *= n--;
8 printf("%lu.", Fact);
9 printf("\n\nCalcular otro factorial (s/n) ");
10 do {
11 opcion = getchar();
12 }while (opcion != ’s’ && opcion != ’n’);
13
14 }while(opcion == ’s’);
SECCIÓN 10.4
Estructura for.
Una estructura for tiene una sintaxis notablemente distinta a la
indicada para las estructuras while y do - while. Pero la actuación
que realiza sobre el código es la misma. Con for podemos crear
estructuras de control que se dicen “controladas por variable”.
La sintaxis de la estructura for es la siguiente:
for(s1 ; ex ; s2) { s3; }
Donde s3 es la sentencia que se itera, la que queda gobernada
por la estructura de control for.
Donde s1 es un grupo de sentencias que se ejecutan antes que
ninguna otra en una estructura for, y siempre se ejecutan una vez
y sólo una vez. Son sentencias, separadas por el operador coma, de
inicialización de variables.
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Donde ex es la condición de permanencia en la estructura for.
Siempre que ex se evalúe como verdadera volverá a ejecutarse la
sentencia iterada por la estructura for.
Donde s2 son un grupo de sentencias que se ejecutan después de
la sentencia iterada (después de s3).
Figura 10.3: Flujograma para la estructura de control for.
for(s1 ; e1 ; s2) s3;.
El orden de ejecución es, por tanto (ver flujograma en Figura 10.3):
1. Se inicializan variables según el código recogido en s1.
2. Se verifica la condición de permanencia e1. Si e1 es verdadero
se sigue en el paso 3; si es falso entonces se sigue en el paso
6.
3. Se ejecuta la sentencia iterada s3.
4. Se ejecutan las sentencias recogidas en s2.
5. Vuelta al paso 2.
6. Fin de la iteración.
Así, una estructura for es equivalente a una estructura while de
la forma indicada en el Cuadro de Código 10.7.
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Cuadro de Código 10.7: Equivalencia entre estructura for y es-
tructura while.
1 // Estructura for
2 for( s1 ; ex ; s2) { s3; }







Por ejemplo, veamos en el Cuadro de Código 10.8 un programa
que muestra por pantalla los enteros pares del 1 al 100. Si quere-
mos mejorar la presentación, podemos hacer que cada cinco pares
comience una nueva fila: para so se ha añadido la sentencia con-
dicionada marcada con la línea /*01*/.





5 for(i = 2 ; i <= 100 ; i += 2)
6 {
7 printf("%5hd",i);




Ya hemos dicho que en cada uno de los tres espacios de la es-
tructura for destinados a recoger sentencias o expresiones, pue-
den consignarse una expresión, o varias, separadas por comas, o
ninguna. Y la sentencia iterada mediante la estructura for puede
tener cuerpo, o no. Veamos por ejemplo, el cálculo del factorial de
un entero mediante una estructura for:
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for(Fact = 1 ; n ; Fact *= n--);
Esta estructura for no itera más que la sentencia punto y coma.
Toda la trasformación que deseamos realizar queda en la expresión
del cálculo del factorial mediante la expresión Fact *= n--.
En este caso especial, el punto y coma debe ponerse: toda estruc-
tura de control actúa sobre una sentencia. Si no queremos, con
la estructura for, controlar nada, entonces la solución no es no
poner nada, sino poner una sentencia vacía.
Todos los ejemplos que hasta el momento hemos puesto en la pre-
sentación de las estructuras while y do – while se pueden rehacer
con una estructura for. En algunos casos es más cómodo trabajar
con la estructura for; en otros se hace algo forzado. En el Cuadro
de Código 10.9 se recoge el código equivalente al presentado en el
Cuadro de Código 10.5, con el programa que muestra la tabla de
multiplicar. En el Cuadro de Código 10.10 se recoge el código equi-
valente al Cuadro de Código 10.4, para el algoritmo de Euclides en
el cálculo del máximo común divisor de dos enteros. Y la sentencia
que bloquea la ejecución del programa hasta que se pulse la tecla
‘a’ queda, con una estructura for, de la siguiente forma:
for( ; ch != ’a’ ; ch = getchar());
Cuadro de Código 10.9: La Tabla de multiplicar con una estructura
for.
1 for(i = 0 ; i <= 10 ; i++)
2 {
3 printf("%3hu * %3hu = %3hu\n", i, n , i * n);
4 }
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Cuadro de Código 10.10: Algoritmo de Euclides con una estructura
for.
1 for( ; b ; )
2 {
3 aux = a % b;
4 a = b;




Las reglas de la programación estructurada.
Supongamos que deseamos hacer un programa que reciba un va-
lor entero y muestre entonces por pantalla un mensaje según ese
número introducido sea primo o compuesto.
Para determinar si el número N introducido es realmente primo lo
que podemos hacer es intentar encontrar algún entero entre 2 y N
- 1 que divida a N. Asignamos, pues, a una variable (la llamamos d)
el valor 2; y mientras que no se verifique que N% d es igual a cero,
vamos incrementando de uno en uno el valor de esa variable d. Si
la variable d llega al valor de la variable N entonces es evidente que
no hemos encontrado divisor alguno y que nuestro valor de entrada
es primo.
Nuestro proceso descrito presenta una iteración (incremento suce-
sivo de la variable d) y dos condiciones de interrupción: o encontrar
un valor de d, comenzando en 2 que verifique que N% d == 0; ó
llegar con d al valor de la variable N.
Dese cuenta, por ejemplo, de que si en la primera iteración (para d
= 2) tenemos que N% d == 0 es falso, eso sólo significa que N no
es par: no puede concluir que el N sea primo: debe seguir buscando
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un posible divisor. Y dese también cuenta de que si en cualquier
iteración se verifica que N% d == 0 es verdadero, entonces es cier-
to que N es compuesto y no es necesario continuar con la búsqueda
de nuevos divisores.
Con esta descripción, quizá lo primero que a uno se le ocurre es
iniciar el flujograma de forma parecida a como se muestra en la
Figura 10.5.
Figura 10.4: Inicio [Erróneo] de un posible flujograma que expre-
se el algoritmo que determina si un valor de entrada N es primo o
compuesto.
La vía marcada con el número 1 en el flujograma se debería seguir
en el caso de que el número N introducido fuera compuesto: se ha
encontrado un valor en d para el que se verifica que N% d es falso,
Sección 10.5. Programación estructurada 267
es decir, es igual a cero, lo que implica que d es divisor de N y, por
tanto, que N es compuesto.
La vía marcada con el número 2 en el flujograma se debería seguir
en el caso de que el número N introducido fuera primo: se ha lle-
gado al valor de d igual al valor de N sin que ningún valor previo
hay logrado dividir a N de forma exacta: todos los restos han sido
verdaderos, es decir, distintos de cero.
Pero quien haya comenzado así el flujograma está a punto de co-
meter una violación de las reglas básicas de la programación es-
tructurada ya presentadas en el Capítulo 5. El flujograma de la
Figura 10.4 se parece peligrosamente al erróneo de la Figura 5.5
mostrado en aquel Capítulo. ¿Cómo resolvemos entonces ese pro-
blema? ¿Cuál es el algoritmo correcto que logra respetar las reglas
de la programación estructurada?
Lo veremos más adelante. Antes, planteamos otro problema. Que-
remos hacer ahora un programa que vaya solicitando al usuario
hasta un total de diez valores enteros positivos, y que vaya calcu-
lando la suma de todos ellos para mostrar al final la media arit-
mética. Si el usuario dispone de menos de una decena de datos,
entonces puede indicar al programa que se han terminado los va-
lores ingresando el valor cero.
Este programa, igual que el anterior, requerirá de una estructura
de iteración, que vaya solicitando el número de valores de entrada
y que termine cuando se hayan introducido 10 valores. De nuevo,
y con esta descripción, quizá lo primero que a uno se le podría ocu-
rrir es iniciar el flujograma de forma parecida a como se muestra
en la Figura 10.5.
Este flujograma tiene un aspecto parecido al anterior, pero ahora
entre los dos diamantes de decisión se ha añadido una nueva sen-
tencia: la de ingreso de un nuevo valor para N por teclado. De nuevo
268 Capítulo 10. Estructuras de Control Iteradas
Figura 10.5: Inicio [Erróneo] de un posible flujograma que exprese
el algoritmo que calcula la media de hasta 10 posibles valores de
entrada.
el algoritmo inicialmente esbozado con este flujograma inconcluso
no es viable, porque viola las reglas de la programación estructu-
rada (está explicado en el Capítulo 5, en torno a esa Figura 5.5 ya
referenciada).
Este problema lo tendremos siempre que en una estructura de ite-
ración haya dos o más condiciones de permanencia que se evalúen
en momentos distintos del proceso. Hay que evitar siempre esa
situación, buscando juntar la decisión en un sólo punto del algo-
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ritmo: vendría a ser como una operación de fusión de diamantes
en uno sólo dentro de cada bucle de iteración.
En el caso del programa que determina si un entero introducido
por teclado es primo o compuesto, la operación de fusión pare-
ce sencilla de realizar, porque ambos diamantes está juntos y no
existe operación alguna por medio. Podríamos escribir la siguiente
sentencia, una vez que ya tenemos introducido el valor de N:
for(d = 2 ; d < N && N % d ; d++);
Es una estructura de iteración for sin cuerpo: por eso termina
con una sentencia iterada vacía: el punto y coma sin más. En este
código, el programa aumenta de uno en uno el valor de la variable
d hasta que se llegue al valor de N, o hasta que se encuentre un
divisor. Por ambos motivos el programa abandona la ejecución de
esa iteración. El flujograma quedaría entonces como se muestra en
la Figura 10.6.
El segundo caso tiene inicialmente más complejidad, porque entre
los dos diamantes de decisión hay una sentencia. Pero podemos
juntar la decisión si hacemos lo que se propone en el flujograma
de la Figura 10.7.
Con estos ejemplos hemos querido mostrar que existe el peligro
de no respetar todas las reglas de la programación estructurada, y
que con frecuencia es relativamente fácil proponer soluciones que
violan esas reglas. En concreto, es importante vigilar que cuando
nuestros programas caen en una estructura de iteración, única-
mente sea posible abandonar la iteración por un único camino.
Siempre que propongamos dos vías de escape del bucle habremos
violado las reglas.
270 Capítulo 10. Estructuras de Control Iteradas
Figura 10.6: Algoritmo para determinar si un entero ingresado por
teclado es primo o compuesto.




Existen en C dos sentencias que modifican el orden del flujo de
instrucciones dentro de una estructura de iteración. Son la sen-
tencia break, que presentamos ahora; y la sentencia continue,
que veremos en el siguiente epígrafe. Ambas sentencias sólo pue-
den aparecer entre las sentencias de una estructura de iteración;
y ambas sentencias deben aparecer siempre condicionadas. No es
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Figura 10.7: Algoritmo para calcular la media de hasta 10 valores
introducidos por teclado.
La condición C1 es: (c < 10 && N). La condición C2 es (c != 10).
fácil, como veremos, justificar su uso desde la perspectiva de la
programación estructurada. No aprenda, pues, a hacer de estas
dos sentencias un uso indiscriminado.
Existe en C una tercera sentencia de salto, que puede insertar-
se en cualquier parte del programa: es la sentencia goto, que ni
veremos ni conviene que usted la vea por su cuenta, porque está
prohibida pues viola abiertamente las reglas de la programación
estructurada.
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Mire, por ejemplo, las siguientes tres recomendaciones que se re-
cogen en “MISRA-C 2004. Guidelines for the use of the C language
in critical systems”1 , sobre el uso de esas tres sentencias y que son
palabras reservadas del Lenguaje C:
“Rule 14.4. (required): The goto statement shall not be used.”
“Rule 14.5. (required): The continue statement shall not be
used.”
“Rule 14.6. (required): For any iteration statement there shall
be at most one break statement used for loop termination.”
Así que ya ve cómo se nos recomienda no hacer uso en ningún caso
de la sentencia continue; y cómo se nos recomienda hacer un uso
muy restringido de la sentencia break. Respecto a la sentencia
goto la prohibición es mucho más severa como verá más adelante.
SECCIÓN 10.7
Sentencia de salto break.
Una sentencia break dentro de un bloque de instrucciones de una
estructura de iteración interrumpe la ejecución de las restantes
sentencias iteradas y colocadas más abajo y abandona la estruc-
tura de control, asignando al contador de programa la dirección de
la siguiente sentencia posterior a la llave que cierra el bloque de
sentencias de la estructura de control.
Es muy fácil violar, con esta sentencia, las reglas de la progra-
mación estructurada. Vea, por ejemplo, una posible solución a los
dos problemas planteados un poco más arriba en este capítulo: el
1La misión de MISRA (The Motor Industry Software Reliability Association), se-
gún se declara en su sitio web (http://www.misra.org.uk/), es: “To provide
assistance to the automotive industry in the application and creation within vehicle
systems of safe and reliable software.”
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primero, en el Cuadro de Código 10.11, es un programa que deter-
mina si un entero introducido por teclado es primo o compuesto; el
segundo, en el Cuadro de Código 10.12, es un programa que cal-
cula la media de los valores introducidos por el usuario hasta que
introduce el valor 0 y nunca más de 10.





5 uint32_t d, n;
6 printf("Valor de n ... "); scanf(" %ld", &n);
7 for(d = 2 ; d < n ; d++)
8 {
9 if(n % d == 0) break;
10 }
11




Ambas soluciones aquí propuestas son sintácticamente correctas,
pero presentan una violación de reglas: ofrecen dos salidas den-
tro del bucle de iteración. Como de hecho no existe una prohibi-
ción dictada por ningún estándar internacional, damos por bueno
su uso. De todas formas, sí existen recomendaciones, como la de
MISRA-C anteriormente mostrada que recomiendan no incluir más
de una sentencia break dentro de una iteración.
Vaya pues con cuidado al usar este tipo de estructuras: no siempre
es afortunado hacerlo. Habitualmente esta sentencia break siem-
pre podrá evitarse con un diseño distinto de la estructura de con-
trol. Según en qué ocasiones, el código adquiere mayor claridad si
se utiliza el break, otras veces es mejor pensar un poco más otra
forma de llegar a la solución, sin violar las reglas.
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5 uint16_t c , n;
6 uint32_t s;
7 for(s =0 , c = 0 ; c < 10 ; c++)
8 {
9 printf("Entrada ... "); scanf(" %hu", &n);
10 if(!n) break;
11 s += n;
12 }
13 if(c) printf("Media: %f\n", (double)s / c);
14 else printf("No ha introducido valores\n");
15 return 0;
16 }
De todas formas, y al margen de estas restricciones impuestas por
las reglas de la programación estructurada, sí existe una estructu-
ra derivada básica en los flujogramas estructurados que necesita
de esta sentencia para crear el correspondiente código en C: son las
estructuras híbridas (cfr. Figura 5.3(b) en el Capítulo 5). Son itera-
ciones que ni son de tipo WHILE (que primero evalúan la condición
y luego ejecutan las sentencias del bucle), ni de tipo DO-WHILE
(que primero ejecutan las sentencias iteradas y sólo después eva-
lúan la condición de permanencia). Las híbridas son estructuras
que ejecutan sentencias antes y después de evaluar la permanen-
cia en la iteración.
Con la sentencia break es posible definir estructuras de control
sin condición de permanencia, o con una condición que es siempre
verdadera. Así se logra definir una estructura de iteración que no
introduce una posible salida del bucle en el inicio o al final de las
sentencias del bloque iterado. Desde luego, una estructura iterada
sin condición de permanencia crea un bucle infinito del que no se
Sección 10.7. break 275
podría salir, salvo que entre las sentencias iteradas se encontrase
una sentencia break condicionada. Se logra así insertar un camino
de salida dentro de la iteración, sin llegar por ello a tener dos vías
de escape, técnicamente prohibidas en las reglas de programación
estructurada.
Por ejemplo, en el Cuadro de Código 10.13 se recoge unas senten-
cias que solicitan al usuario valores enteros pares hasta que éste
introduce un impar, y entonces muestran por pantalla la suma de
todos esos valores pares introducidos.
Cuadro de Código 10.13: Suma de los valores pares introducidos.
1 long int suma = 0, num;
2 do
3 {
4 printf("Introduzca un nuevo sumando ... ");
5 scanf(" %ld",&num);
6 if(num % 2 != 0) break;
7 suma += num;
8 }while(1);
9 printf("La suma es ... %ld\n", suma);
En esta estructura do-while, la condición de permanencia es ver-
dadera siempre, por definición, puesto que es un literal diferente de
cero. Pero hay una sentencia break condicionada dentro del blo-
que iterado. El código irá guardando en la variable suma la suma
acumulada de todos los valores introducidos por teclado mientras
que esos valores sean enteros pares. En cuanto se introduzca un
entero impar se abandona la estructura de iteración y se muestra
el valor sumado.
El flujograma de este último ejemplo queda recogido en la Figu-
ra 10.8. Vea que, en realidad, estamos implementando la estructu-
ra derivada híbrida. En este caso, por tanto, la sentencia break sí
respeta las reglas de la programación estructurada.
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Figura 10.8: Flujograma con una estructura híbrida.
También se pueden tener estructuras for sin ninguna expresión
recogida entre sus paréntesis. Puede ver un ejemplo en el Cuadro
de Código 10.14, que repetirá la ejecución del código hasta que se
pulse la tecla ‘a’, y que ocasionará la ejecución del break.
Cuadro de Código 10.14: Estructura for sin condición de perma-
nencia
1 for( ; ; )
2 {
3 ch = getchar();
4 printf("Esto es un bucle infinito\n");
5 if(ch == ’a’) break;
6 }
Sección 10.8. continue 277
SECCIÓN 10.8
Sentencia de salto continue.
Ya ha quedado recogida la recomendación sobre el no uso de es-
ta sentencia (MISRA-C). De todas formas, como esa prohibición
no supone un estándar universalmente aceptado, convendrá pre-
sentar brevemente esta sentencia, porque su uso es técnicamente
permitido y a veces, la verdad, es bastante útil y cómodo recurrir a
esta sentencia.
Una sentencia continue dentro de un bloque de instrucciones de
una estructura de iteración interrumpe la ejecución de las restan-
tes sentencias iteradas y vuelve al inicio de las sentencias de la
estructura de control, si es que la condición de permanencia así lo
permite.
Veamos, por ejemplo, el programa antes presentado que muestra
por pantalla los 100 primeros enteros pares positivos. Otro modo
de resolver ese programa podría ser el mostrado en el Cuadro de
Código 10.15. Cuando el resto de la división entera entre el con-
tador i y el número 2 es distinto de cero, entonces el número es
impar y se solicita que se ejecute la sentencia continue. Enton-
ces se abandona la ejecución del resto de las sentencias del bloque
iterado y, si la condición de permanencia en la iteración así lo per-
mite, vuelve a comenzar la iteración por su primera sentencia del
bloque iterado.
El uso de la sentencia continue introduce una diferencia entre
el código expresado con una estructura for y el mismo código
aparentemente bien expresado con una estructura while. Mos-
trábamos la equivalencia de ambas estructuras en el Cuadro de
Código 10.7. Pero esa equivalencia ya no es válida cuando dentro
del bloque de código iterado se encuentra una sentencia de salto
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5 for(i = 1 ; i <= 100 ; i++)
6 {
7 if(i % 2) continue;




continue. Vea, sino, los dos bloques iterados en el Cuadro de Có-
digo 10.16, que copia la iteración del Cuadro de Código 10.15 (con
una estructura for) y luego lo repite con una estructura while.
¿Qué ocurre, en el ejemplo de código mostrado en la segunda par-
te del Cuadro de Código 10.16, cuando se ejecuta la sentencia
continue?: pues que no se permite, en esa iteración, la ejecución
de la sentencia que incrementa en uno el valor de i. Quedamos, en-
tonces, atrapados en un bucle infinito del que no hay escapatoria.
Porque la estructura for tiene una sentencia (i++) que se ejecu-
ta en cualquier caso; pero no ocurre así con la estructura while,
que no tiene un espacio reservado que inserta un último bloque de
sentencias a ejecutar después de todo el bloque de iteración.
SECCIÓN 10.9
Palabra reservada goto.
Edsger W. Dijkstra (Premio Turing en 1972) publicó en 1968 una
breve comunicación que ha hecho fortuna y que se ha visto como
el paso definitivo hacia el rechazo de la sentencia goto, presente
en casi todos los lenguajes de programación. El mismo título de
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Cuadro de Código 10.16: ¿Equivalencia? entre estructura for y
estructura while.
1 // Comportamiento de la sentencia continue dentro de un
for
2 for(i = 1 ; i <= 100 ; i++)
3 {
4 if(i % 2) continue;
5 printf("%4hd\t" , i);
6 }
7 // Comportamiento de la sentencia continue dentro de un
while
8 i = 1;
9 while(i < 100)
10 {
11 if(i % 2) continue;
12 printf("%4hd\t" , i);
13 i++;
14 }
esa breve carta deja clara su postura. Reza así: “Go To Statement
Considered Harmful”. Siempre hay programadores que la usan, e
incluso hay autoridades indiscutidas del mundo de la programa-
ción que aceptan su uso en determinadas condiciones excepciona-
les. Pero en términos generales se puede afirmar que la sentencia
goto no debe ser usada.
La sentencia de salto goto no respeta las reglas de la programación
estructurada. Todo código que se resuelve empleando una senten-
cia goto puede encontrar una solución mejor con una estructura
de iteración.
Si alguna vez ha programado con esta palabra, la recomendación
es que se olvide de ella. Si nunca lo ha hecho, la recomendación es
que la ignore y no se la aprenda.
Y, eso sí: hay que acordarse de que esa palabra es clave en C: no
se puede generar un identificador con esa cadena de letras.
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SECCIÓN 10.10
Variables de control de iteraciones.
Hasta el momento, hemos hecho siempre uso de las variables para
poder almacenar valores concretos. Pero pueden tener otros usos.
Por ejemplo, podemos hacer uso de ellas como chivatos o centine-
las: su información no es el valor concreto numérico que puedan
tener, sino la de una situación del proceso.
Como vamos viendo en los distintos ejemplos que se presentan, el
diseño de bucles es tema delicado: acertar en la forma de resolver
un problema nos permitirá llevar solución a muy diversos proble-
mas. Pero, como estamos viendo, es importante acertar en un co-
rrecto control del bucle: decidir bien cuando se ejecuta y cuando
se abandona.
Existen dos formas habituales de controlar un bucle o iteración:
1. Control mediante variable contador. En ellos una variable
se encarga de contar el número de veces que se ejecuta el
cuerpo del bucle. Esos contadores requieren una inicializa-
ción previa, externa al bucle, y una actualización en cada ite-
ración para llegar así finalmente a un valor que haga falsa
la condición de permanencia. Esa actualización suele hacerse
al principio o al final de las sentencias iteradas. Hay que ga-
rantizar, cuando se diseña una iteración, que se llega a una
situación de salida.
2. Control por suceso. Este tipo de control acepta, a su vez,
diferentes modalidades:
a) Consulta explícita: El programa interroga al usuario si
desea continuar la ejecución del bucle. La contestación
del usuario normalmente se almacena en una variable
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tipo char o int. Es el usuario, con su contestación, quien
decida la salida de la iteración.
b) Centinelas: la iteración se termina cuando la variable de
control toma un valor determinado. Este tipo de control
es usado habitualmente para introducir datos. Cuando
el usuario introduce el valor que el programador ha con-
siderado como valor de fin de iteración, entonces, efecti-
vamente, se termina esa entrada de datos. Así lo hemos
visto en el ejemplo de introducción de números, en el
programa del cálculo de la media, en el que hemos con-
siderado que la introducción del valor cero era entendido
como final de la introducción de datos.
c) Banderas: Es similar al centinela, pero utilizando una va-
riable lógica que toma un valor u otro en función de de-
terminadas condiciones que se evalúan durante la ejecu-
ción del bucle. Normalmente la bandera siempre se puede
sustituir por un centinela, pero se emplea en ocasiones
donde la condición de terminación resulta compleja y de-
pende de varios factores que se determinan en diferentes
puntos del bucle.
En los ejercicios planteados al final del capítulo podrá encontrar
algunos ejemplos de variables bandera y centinela.
SECCIÓN 10.11
Recapitulación.
Hemos presentado las estructuras de control iterativas creadas con
las estructuras for, while y do – while, y las modificaciones a las
estructuras que podemos introducir gracias a las palabras reser-
vadas break y continue.
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SECCIÓN 10.12
Ejercicios propuestos. Repetición de una
operación UN DETERMINADO NÚMERO de
veces.
10.1. Escriba un programa que muestre por pantalla la tabla
de multiplicar del entero introducido por el usuario.
10.2. Escriba un programa que calcule la suma de los pares
positivos menores de 200.
10.3. Escriba un programa que calcule el factorial de un entero
introducido por teclado y lo muestre por pantalla.
10.4. Escriba un programa que solicite del usuario dos valores
enteros (base y exponente) y calcule y muestre luego por pantalla
el resultado de la potencia del primero elevado al segundo.
10.5. Escriba un programa que calcule el término n-ésimo de
la serie de Fibonacci. El programa debe solicitar del usuario la in-
troducción del valor n.
10.6. Escriba un programa que muestre por pantalla todos los
divisores propios de un entero introducido por teclado. Recuerde
que un divisor propio de un entero n es todo aquel entero que
divide a n y que es distinto de 1 y de n.
10.7. Escriba un programa que muestre por pantalla cuántos
divisores propios tiene un entero introducido por teclado.
10.8. Escriba un programa que solicite al usuario un valor en-
tero (de tipo long y entonces muestre por pantalla los 32 dígitos
binarios de su codificación interna.
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Mostramos la solución de este ejercicio porque es más que posible
que no esté habituado al uso de los operadores a nivel de bit. Puede
ver una posible solución en el Cuadro de Código 10.17.
Cuadro de Código 10.17: Programa que muestra el código binario




4 signed long a;
5 unsigned long Test;
6 Test = 0x80000000;
7 printf("\n\nIndique el entero ... ");
8 scanf(" %ld", &a);
9 while(Test)
10 {
11 Test & a ? printf("1") : printf("0");




La variable Test se inicializa al valor hexadecimal 8000 0000 (con
un 1 en el bit más significativo y en cero en el resto). Posteriormente
sobre esta variable se va operando un desplazamiento a derecha de
un bit cada vez. Así, siempre tenemos localizado un único bit en la
codificación de la variable Test, hasta que este bit se pierda por la
parte derecha en un último desplazamiento.
Antes de cada desplazamiento, se realiza la operación and a ni-
vel de bit entre la variable Test, de la que conocemos donde está
su único bit, y la variable de la que queremos conocer su código
binario.
En el principio, tendremos así las dos variables:
Test 1000 0000 0000 0000 0000 0000 0000 0000
a xxxx xxxx xxxx xxxx xxxx xxxx xxxx xxxx
Test & a x000 0000 0000 0000 0000 0000 0000 0000
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Tenemos certeza de que la operación and dejará un cero en todos
los bits (menos el más significativo) de Test & a, porque Test tie-
ne todos esos bits a cero. La operación dará un valor distinto de
cero únicamente si en ese bit se encuentra un 1 en la variable a.
Al desplazar Test un bit a la derecha tendremos la misma situa-
ción que antes, pero ahora el bit de a “testeado” será el segundo
por la derecha.
Test 0100 0000 0000 0000 0000 0000 0000 0000
a xxxx xxxx xxxx xxxx xxxx xxxx xxxx xxxx
Test & a 0x00 0000 0000 0000 0000 0000 0000 0000
Y así sucesivamente, imprimimos un 0 cuando la operación and
sea 0, e imprimiremos un 1 cuando la operación and dé un valor
distinto de 0.
SECCIÓN 10.13
Ejercicios propuestos. Repetición de una
operación UN NÚMERO A PRIORI
INDETERMINADO de veces.
10.9. Escriba un programa que calcule el cociente de dos ente-
ros mediante el método de las restas sucesivas. El programa, una
vez recibidos del usuario los dos valores de dividendo y divisor,
obtendrá el valor del cociente como el número de veces que debe
restar al dividendo el valor del divisor para llegar a un valor de
dividendo menor que el del divisor; ese valor final del dividendo,
obtenido después de las sucesivas restas, es el valor del resto.
Por ejemplo: Si dividendo es 9 y divisor es 2: calculamos una vez
la diferencia 9 - 2, que es igual a 7, que es un valor mayor que 2;
calculamos de nuevo la diferencia (segunda vez) del dividendo (7)
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menos el divisor (2), que es igual a 5, que es un valor mayor que
2; calculamos de nuevo la diferencia (tercera vez) del dividendo (5)
menos el divisor (2), que es igual a 3, que es un valor mayor que
2; calculamos de nuevo la diferencia (cuarta vez) del dividendo (3)
menos el divisor (2), que es igual a 1, que yo no es un valor mayor
que 2. Hemos realizado 4 restas, luego ése es el valor del cociente;
y hemos el valor final del dividendo es 1, que es el valor del resto.
10.10. Algoritmo de Euclides. Escriba un programa que soli-
cite al usuario dos valores enteros y calcule y muestre por pantalla
el valor del máximo común divisor de esos dos enteros introduci-
dos.
10.11. Escriba un programa que solicite del usuario un valor
entero (de tipo long, o de tipo long long) y muestre por panta-
lla cada uno de los dígitos del entero introducido. En principio el
algoritmo más sencillo es aquel que muestra esos dígitos en orden
inverso: primero las unidades, luego las decenas, y luego centenas,
millares, etc. implemente ese algoritmo primero, que en el siguiente
ejercicio ya se enfrentará al de orden inverso.
10.12. Escriba un programa que solicite del usuario un valor
entero (de tipo long, o de tipo long long) y muestre por pantalla
cada uno de los dígitos del entero introducido. Esta vez debe mos-
trar los dígitos en su orden correcto: del más al menos significativo.
10.13. Escriba un programa que solicite del usuario un valor
entero (de tipo long, o de tipo long long) y un segundo entero
(que deberá ser de un sólo dígito, es decir un valor entre el 0 y el
9) y el programa determine y muestre por pantalla cuántas veces
aparece ese dígito introducido como segundo valor entre los dígitos
del entero introducido en primer lugar.
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SECCIÓN 10.14
Ejercicios propuestos. Iterar HASTA
ENCONTRAR EJEMPLO O CONTRAEJEMPLO,
o hasta terminar campo de búsqueda.
10.14. Escriba un programa que solicite del usuario un valor
entero de un intervalo (por ejemplo, positivo menor que 100). El
programa verifica que el valor introducido y, en caso de no perte-
necer al intervalo, solicita de nuevo un valor entero. El programa
no termina hasta que el usuario introduce un entero que verifica
la propiedad exigida.
10.15. Escriba un programa que solicite del usuario un valor
entero a positivo y luego otro entero b que sea mayor que a. El
programa solicita reiteradamente el valor de a mientras éste no sea
positivo; y solicita luego el valor de b mientras éste no sea mayor
que el valor de a.
10.16. Como en el ejercicio anterior, escriba un programa que
solicite del usuario un valor entero a positivo y luego otro entero b
que sea mayor que a. Igual que antes, el programa deberá solicitar
reiteradamente el valor de a hasta que éste sea positivo; y deberá
solicita luego el valor de b hasta que éste sea mayor que el valor de
a. A continuación deberá verificar que la diferencia b - a es mayor
que 100, y si no es así, entonces el programa deberá, de nuevo,
iniciar la solicitud de los valores de a y de b, con las mismas con-
diciones que antes. El programa termina cuando esos dos valores
verifican que su diferencia es mayor que 100.
10.17. Escriba un programa que determine si un número in-
troducido por teclado es primo o es compuesto.
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OBSERVACIÓN: note que no se le pide que diga cuántos diviso-
res tiene (eso ya lo ha resuelto antes: no lo repita); tampoco se le
pide que indique qué divisores propios tiene (esto ya también lo
ha resuelto anteriormente: tampoco debe repetirlo). Se le pide que
diga si el número introducido por teclado tiene, o no, algún divi-
sor propio. Debe resolver este ejercicio sin sumar cuántos divisores
propios tiene.
10.18. Escriba un programa que solicite del usuario un valor
entero (de tipo long, o de tipo long long) y un segundo entero
(que deberá ser de un sólo dígito, es decir un valor entre el 0 y el
9) y el programa indique si entre los dígitos del entero introducido
como primer valor está el dígito introducido como segundo valor.
OBSERVACIÓN: note, de nuevo, que no se le pide que muestre
cuántos dígitos tiene el primer valor introducido, ni cuáles dígitos
tiene, ni cuántas veces contiene al dígito introducido como segundo
valor... Todas esas cosas ya las ha resuelto antes. Ahora se trata
que decida si el dígito está o no está. No cuente cuántas veces
está, sino logre detectar su presencia sin calcular cuántas veces
aparece.
10.19. Escriba un programa que solicite del usuario la entrada
de sucesivos valores numéricos positivos, y que al final muestre por
pantalla el valor de la media de todos esos números. El usuario irá
introduciendo valores mientras siga la lista de entrada; y cuando
la finalice, introducirá un valor negativo: eso indicará al programa
que la entrada de números ha terminado. Lógicamente, ese último
valor introducido no pertenece a la lista de valores sobre la que
se ha de calcular la media, y no debe, por tanto, ser tomado en
consideración.
288 Capítulo 10. Estructuras de Control Iteradas
OBSERVACIÓN: si al ejecutar el programa, el usuario introduce
directamente el valor -1... ¿Cuál ha de ser la media de los valores
introducidos?
10.20. Escriba un programa que solicite del usuario la edad de
su padre y la suya propia, y el año actual, y que entonces muestre
por pantalla en qué año se verificará que la edad del padre sea
exactamente el doble de la edad del usuario, o, si es el caso, en qué
año anterior se verificó dicha propiedad.
OBSERVACIÓN: Este ejercicio podría resolverse con una simple
ecuación de primer grado: el número de años que resta para que
se verifique la propiedad indicada es igual a la diferencia entre la
edad del padre y el doble de la edad del usuario. Pero aquí usted
debe proceder a obtener el resultado mediante una iteración, in-
crementando de uno en uno (o decrementando) las edades, hasta
que se verifique la propiedad exigida.
SECCIÓN 10.15
Ejercicios propuestos: ANIDAMIENTO... una
iteracción dentro de una iteración dentro de
una iteración...
10.21. Escriba un programa que muestre por pantalla todas
las parejas de enteros menores que 10 que verifiquen que uno sea
par y el otro impar. Considere que la pareja (1, 2) es distinta de la
pareja (2, 1).
10.22. Escriba un programa que muestre por pantalla todas
las parejas de enteros menores que 10 que verifiquen que uno sea
par y el otro impar. Considere que la pareja (1, 2) es la misma que
la pareja (2, 1), y evite que el programa muestre parejas repetidas.
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10.23. Escriba un programa que muestre por pantalla todas
las ternas de enteros menores de 50 que verifiquen la relación de
Pitágoras. Considere que la terna (3, 4, 5) es distinta de la terna
(4, 5, 3), y haga el programa de manera que muestre todas esas
posibles ternas.
10.24. Escriba un programa que muestre por pantalla todas
las ternas de enteros menores de 50 que verifiquen la relación de
Pitágoras. Considere que una dos ternas con los tres mismos en-
teros en orden diverso son la misma terna, y evite que el programa
muestre ternas repetidas.
SECCIÓN 10.16
Ejercicios propuestos: repetir una operación
SOBRE m ELEMENTOS n VECES.
Sin duda, en estos ejercicios todo resultaría más sencillo y cómodo
si pudiéramos hacer uso de funciones. Pero eso no lo aprendemos
hasta el siguiente capítulo...
10.25. Escriba un programa que muestre por pantalla el valor
factorial de los diez primeros enteros.
10.26. Escriba un programa que muestre por pantalla las ta-
blas de multiplicar de los enteros entre el 1 y el 10.
10.27. Escriba un programa que muestre por pantalla los nú-
meros perfectos menores que 1000.
OBSERVACIÓN: Un número perfecto es aquel que es igual a la
suma de todos sus divisores excepto él mismo. Por ejemplo, el 6
tiene como divisores el 1, el 2 y el 3 (no consideramos el valor 6),
cuya suma es igual al mismo número 6: luego 6 es perfecto.
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10.28. Escriba un programa que muestre todos los pares de
enteros amigos menores que 1000.
OBSERVACIÓN: Dos enteros son amigos si la suma de los divisores
de cada uno de ellos (excepto ellos mismos) es igual al otro. Por
ejemplo, el 220 y el 284. Los divisores del número 220 distintos del
mismo 220 son: 1, 2, 4, 5, 10, 11, 20, 22, 44, 55 y 110: todos ellos
suman 284; y los divisores del número 284 distintos del mismo
284 son 1, 2, 4, 71 y 142: todos ellos suman 220. Entonces 220 y
284 son amigos.
10.29. Escriba un programa que muestre cuántos enteros pri-
mos hay en un intervalo definido por el usuario.
10.30. Escriba un programa que calcule la suma de una serie
de enteros primos introducidos por el usuario. El programa debe
finalizar la introducción de valores cuando el usuario introduzca
uno que no sea primo.
10.31. Escriba un programa que solicite al usuario sucesivos
valores enteros (de tipo long y que muestre por pantalla los 32
dígitos binarios de la codificación interna de cada uno de ellos. El
programa debe preguntar cada vez al usuario si desea introducir
un nuevo entero.
SECCIÓN 10.17
Ejercicios propuestos: Cálculo en INFINITAS
ITERACIONES.
Evidentemente, no es posible realizar un cálculo iterando infini-
tas veces. Existen muchas definiciones de series que bien pueden
servir para ejemplificar este tipo de ejercicios.
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10.32. Sabiendo que verifica las siguientes relaciones, escriba,






















































































× . . .
(Tenga en cuenta que en esta última expresión sólo intervienen
valores enteros primos... Los siguientes divisores elevados al cua-
drado de la expresión serán, por tanto, los valores 19, 23, 29, 31, 37,
etc.)
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CAPÍTULO 11
Ámbito y Vida de las
Variables.
En este capítulo...
11.1 Ámbito y Vida . . . . . . . . . . . . . . . . . . . . . . . . . . 294
11.2 La memoria . . . . . . . . . . . . . . . . . . . . . . . . . . . 294
11.3 Locales y Globales . . . . . . . . . . . . . . . . . . . . . . . 296
11.4 Estáticas y Dinámicas . . . . . . . . . . . . . . . . . . . . . 301
11.5 register . . . . . . . . . . . . . . . . . . . . . . . . . . . . 304
11.6 extern . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305
11.7 Resumen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 306
11.8 Ejercicio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 308
Este breve capítulo pretende completar algunos conceptos presen-
tados en el Capítulo 7 sobre los tipos de datos y variables. Ahora
que hemos avanzado en el conocimiento del lenguaje C y que ya sa-
bemos desarrollar nuestros pequeños programas, estos conceptos
pueden ser comprendidos con claridad. También presentamos una
breve descripción de cómo se gestionan las variables en la memoria
del ordenador.
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SECCIÓN 11.1
Ámbito y Vida.
Entendemos por ámbito de una variable la porción de código, den-
tro de un programa, en el que esta variable tiene significado. Hasta
el momento todas nuestras variables han tenido como ámbito todo
el programa, y quizá ahora no es sencillo hacerse una idea intuitiva
de este concepto; pero realmente, no todas las variables están “en
activo” a lo largo de todo el programa.
Además del ámbito, existe otro concepto, que podríamos llamar ex-
tensión o tiempo de vida, que define el intervalo de tiempo en el
que el espacio de memoria reservado por una variable sigue en re-
serva; cuando la variable “muere”, ese espacio de memoria vuelve
a estar disponible para otros usos que el ordenador requiera. Tam-
bién este concepto quedará más aclarado a medida que avancemos
en este breve capítulo.
SECCIÓN 11.2
El almacenamiento de las variables y la
memoria.
Para comprender las diferentes formas en que se puede crear una
variable, es conveniente describir previamente el modo en que se
dispone la memoria de datos en el ordenador.
Hay diferentes espacios donde se puede ubicar una variable decla-
rada en un programa:
1. Registros. El registro es el elemento más rápido de almace-
namiento y acceso a la memoria. La memoria de registro está
ubicada directamente dentro del procesador. Sería muy bueno
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que toda la memoria fuera de estas características, pero de
hecho el número de registros en el procesador está bastante
limitado. El compilador decide qué variables coloca en estas
posiciones privilegiadas. El programador no tiene apenas baza
en esa decisión. El lenguaje C permite sugerir, mediante algu-
nas palabras clave, la conveniencia o inconveniencia de que
una determinada variable se cree en este espacio privilegiado
de memoria.
2. La Pila. La memoria de pila reside en la memoria RAM (Ran-
dom Access Memory: memoria de acceso aleatorio) De la me-
moria RAM es de lo que se habla cuando se anuncian “los
megas” o “gigas” que tiene la memoria de un ordenador.
El procesador tiene acceso y control directo a la pila gracias
al “puntero de pila”, que se desplaza hacia abajo cada vez que
hay que reservar más memoria para una nueva variable, y
vuelve a recuperar su posición hacia arriba para liberar esa
memoria. El acceso a la memoria RAM es muy rápido, sólo
superado por el acceso a registros. El compilador debe cono-
cer, mientras está creando el programa, el tamaño exacto y
la vida de todas y cada una de las variables implicadas en el
proceso que se va a ejecutar y que deben ser almacenados en
la pila: el compilador debe generar el código necesario para
mover el puntero de la pila hacia abajo y hacia arriba. Esto
limita el uso de esta buena memoria tan rápida. Hasta un ca-
pítulo posterior, cuando hablemos de la asignación dinámica
de la memoria, todas las variables que emplearemos pueden
existir en la pila, e incluso algunas de ellas en las posiciones
de registro.
3. El montículo. Es un espacio de memoria, ubicada también
en la memoria RAM, donde se crean las variables de asigna-
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ción dinámica. Su ventaja es que el compilador no necesita,
al generar el programa, conocer cuánto espacio de almacena-
miento ha de asignar al montículo para la correcta ejecución
del código compilado. Esta propiedad ofrece una gran flexibili-
dad al código de nuestros programas. A cambio hay que pagar
un precio con la velocidad: lleva más tiempo asignar espacio
en el montículo que tiempo lleva hacerlo en la pila.
4. Almacenamiento estático. El almacenamiento estático con-
tiene datos que están disponibles durante todo el tiempo que
se ejecuta el programa. Más adelante, en este capítulo, vere-
mos cómo se crean y qué características tienen las variables
estáticas.
5. Almacenamiento constante. Un valor constante se ubica ha-
bitualmente en los espacios de memoria reservados para el
código del programa: lugar seguro, donde no se ha de poder
cambiar el valor de esa constante.
SECCIÓN 11.3
Variables Locales y Variables Globales.
Una variable puede definirse fuera de la función principal o de
cualquier función. Esas variables se llaman globales, y son váli-
das en todo el código que se escriba en ese programa. Su espacio
de memoria queda reservado mientras el programa esté en ejecu-
ción. El ámbito de una variable global es todo el programa, y su
vida perdura mientras el programa esté en ejecución.
Veamos como ejemplo el programa recogido en el Cuadro de Códi-
go 11.1. La variable n es local: su ámbito es sólo el de la función
principal main. La variable Fact es global: su ámbito se extiende a
todo el programa.
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Cuadro de Código 11.1: Uso de variables globales.




5 short int n;
6
7 printf("Introduce el valor de n ... ");
8 scanf(" %hd",&n);
9 printf("El factorial de %hd es ... ",n);
10 Fact = 1;




Advertencia: salvo para la declaración de variables globales (y de-
claración de funciones, que veremos más adelante), el lenguaje C
no admite ninguna otra sentencia fuera de una función. Ahora mis-
mo este concepto nos queda fuera de intuición porque no hemos
visto aún la posibilidad de crear y definir en un programa otras
funciones, aparte de la función principal. Pero esa posibilidad exis-
te (lo vera en el siguiente capítulo), y en ese caso, si una variable
es definida fuera de cualquier función, entonces esa variable es
accesible desde todas las funciones del programa.
No se requiere ninguna palabra clave del lenguaje C para indicar
al compilador que esa variable concreta es global. Es suficiente
con ubicar la declaración fuera del ámbito de cualquier bloque de
código.
Se recomienda, en la medida de lo posible, no hacer uso de va-
riables globales. Cuando una variable es manipulable desde cual-
quier ámbito de un programa es fácil sufrir efectos imprevistos.
Una variable será local cuando se crea en un bloque del programa,
que puede ser una función, o un bloque interno de una función.
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Por ejemplo, vea las líneas recogidas en el Cuadro de Código 11.2.
La variable y tiene su ámbito (y su vida) únicamente dentro del
bloque donde ha sido creada. Fuera de ese ámbito, no se puede
acceder a esa variable.
Cuadro de Código 11.2: Uso de variables locales.
1 long x = 12;
2 // Solo x esta disponible.
3 { // inicio de un bloque: crea un ambito
4 long y = 25;
5 // Tanto x como y estan disponibles.
6 }
7 // La variable y esta fuera de ambito. Ha terminado su
vida.
El ámbito de una variable local es el del bloque en el que está
definida. En C, puede declararse una variable local, con el mismo
nombre de una variable más global: en ese ámbito no se tendrá
acceso a la variable global. Vea las líneas recogidas en el Cuadro
de Código 11.3: dentro del ámbito creado por las llaves sólo puede
accederse a la x creada dentro de él.
Cuadro de Código 11.3: Uso de variables locales.
1 long x = 12;
2 // Solo x esta disponible.
3 {
4 long x = 25;
5 // En este bloque la unica variable x accesible vale 25.
6 }
7 // La unica variable x en este ambito vale 12.
También pueden definirse variables locales del mismo nombre en
ámbitos diferentes y disjuntos. Al no coincidir en ámbito en ningu-
na sentencia, no puede haber equívoco y cada variable, del mismo
nombre, existe sólo en su propio ámbito. Vea las líneas recogidas
en el Cuadro de Código 11.4.
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Cuadro de Código 11.4: Uso de variables locales.
1 long x = 12;
2 // Solo x esta disponible.
3 {
4 long y = 25;
5 // Tanto x como y estan disponibles.
6 }// La variable y esta fuera de ambito. Termino su vida.
7 {
8 long y = 40;
9 // Tanto x como y estan disponibles.
10 }
11 // La variable y esta fuera de ambito. Termino su vida.
Veamos (Cuadro de Código 11.5) un ejemplo sencillo de uso de di-
ferentes variable locales. En este código, que como vimos permite
buscar los números perfectos entre los primeros 10000 enteros,
declara dos variables (j y suma) en el bloque de la estructura del
primer for. Al terminar la ejecución del for gobernado por la va-
riable i, esas dos variables dejan de existir. Si a su vez, la estructu-
ra for más externa estuviera integrada dentro de otra estructura
de iteración, cada vez que se volviera a ejecutar ese for se volverían
a crear esas dos variables, que tendrían el mismo nombre, pero no
necesariamente las mismas direcciones.
Cuadro de Código 11.5: Uso de variables locales.
1 unsigned short i;
2 for(i = 2 ; i < 10000 ; i++)
3 {
4 unsigned short suma = 1;
5 unsigned short j;
6
7 for(j = 2 ; j <= i / 2 ; j++)
8 if(i % j == 0) suma += j;
9
10 if(suma == i) printf("%hu" , i);
11 }
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Hay una palabra en C, que rara vez se usa, para indicar que la
variable es local. Es la palabra reservada auto. El compilador des-
cubre siempre el ámbito de una variable gracias al lugar donde ésta
se declara.
Un ejemplo muy simple (Cuadro de Código 11.6) puede ayudar a
presentar estas ideas de forma más clara. En este código, las va-
riables b y c han sido declaradas globales, e inicializadas a cero.
Luego, dentro de la función principal, se ha declarado, local dentro
del for, la variable c. Y dentro del for se han variado los valores
de las variables b y c.
Cuadro de Código 11.6: Uso de variables locales.
1 #include <stdio.h>
2
3 long b = 0, c = 0;
4 int main(void)
5 {
6 for(b = 0 ; b < 10 ; b++)
7 {
8 long c = 0;
9 c++;
10 }




Una aclaración previa: cuando al inicio de en un bloque iterado se
declara una variable, esa sentencia de declaración sólo se ejecuta
en la primera iteración. No se vuelve a ejecutar en cada iteración la
sentencia de declaración. Y si en esa declaración se asigna a dicha
variable un valor inicial, tampoco se ejecuta la asignación en cada
nueva iteración.
¿Cuál es la salida que ofrecerá por pantalla este código? Por lo que
respecta a la variable b no hay ninguna duda: se ha incrementado
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diez veces, y su valor, después de ejecutar la estructura for, será
10. Pero, ¿y c? Esta variable ha sufrido también una variación y
ha llegado al valor 10. Pero... ¿cuál de los dos variables c ha cam-
biado?: la de ámbito más local. Y como la sentencia que ejecuta
la función printf ya está fuera de la estructura for, y para en-
tonces la variable local c ya ha muerto, la variable c que muestra
la función printf no es otra que la global: la única viva en este
momento. La salida que mostrará el programa es la siguiente:
El valor de b es 10 y el de c es 0.
Una advertencia importante: ya se ha visto que se pueden decla-
rar, en ámbitos más reducidos, variables con el mismo nombre que
otras que ya existen en ámbitos más globales. Lo que no se puede
hacer es declarar, en un mismo ámbito, dos variables con el mis-
mo nombre. Ante esa circunstancia, el compilador dará error y no
compilará.
SECCIÓN 11.4
Variables estáticas y dinámicas.
Con respecto a la extensión o tiempo de vida, las variables pueden
ser estáticas o dinámicas. Será estática aquella variable que una
vez definida, persiste hasta el final de la ejecución del programa.
Y será dinámica aquella variable que puede ser creada y destruida
durante la ejecución del programa.
No se requiere ninguna palabra clave para indicar al compilador
que una variable creada es dinámica: toda variable lo es por de-
fecto. Sí es en cambio necesario indicar al compilador, mediante la
palabra clave static, cuándo queremos que una variable sea crea-
da estática. Esa variable puede ser local, y en tal caso su ámbito
será local, y sólo podrá ser usada cuando se estén ejecutando sen-
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tencias de su ámbito; pero su extensión será la misma que la del
programa, y siempre que se vuelvan a las sentencias de su ámbito
allí estará la variable, ya creada, lista para ser usada. Cuando ter-
minen de ejecutarse las sentencias de su ámbito esas posiciones
de memoria no serán accesibles, porque estaremos fuera de ám-
bito, pero tampoco podrá hacerse uso de esa memoria para otras
variables, porque la variable estática seguirá “viva” y esa posición
de memoria sigue almacenando el valor que quedó de la última vez
que se ejecutaron las sentencias de su ámbito.
Cuando se crea una variable local dentro de una bloque, o dentro
de una función, el compilador reserva espacio para esa variable
cada vez que se llama a la función: mueve en cada ocasión hacia
abajo el puntero de pila tanto como sea preciso para volver a crear
esa variable. Si existe un valor inicial para la variable, la inicializa-
ción se realiza cada vez que se pasa por ese punto de la secuencia.
Si se quiere que el valor permanezca durante la ejecución del pro-
grama entero, y no sólo cada vez que se entra de nuevo en el ámbi-
to de esa variable, entonces tenemos dos posibilidades: La primera
consiste en crear esa variable como global, extendiendo su ámbito
al ámbito de todo el programa (en este caso la variable no queda
bajo control del bloque donde queríamos ubicarla, o bajo control
único de la función que la necesita, sino que es accesible (se puede
leer y se puede variar su valor) desde cualquier sentencia del pro-
grama); La segunda consiste en crear una variable static dentro
del bloque o función. El almacenamiento de esa variable no se lleva
a cabo en la pila sino en el área de datos estáticos del programa.
La variable sólo se inicializa una vez —la primera vez que se llama
a la función—, y retiene su valor entre diferentes invocaciones.
Veamos el ejemplo recogido en el Cuadro de Código 11.7, donde
tenemos dos variables locales que sufren las mismas operaciones:
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una estática (la variable que se ha llamado a) y la otra no (la que se
ha llamado b). El programa ofrece la siguiente salida por pantalla:
a = 5. b = 5.
a = 10. b = 5.
a = 15. b = 5.
a = 20. b = 5.
a = 25. b = 5.
a = 30. b = 5.
a = 35. b = 5.
a = 40. b = 5.
a = 45. b = 5.
a = 50. b = 5.
a = 55. b = 5.
a = 60. b = 5.





5 long i, j;
6 for(i = 0 ; i < 3 ; i++)
7 {
8 for(j = 0 ; j < 4 ; j++)
9 {
10 static long a = 0;
11 long b = 0;
12 a += 5;
13 b += 5;
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Comprobamos, pues, que la variable a mantiene su valor para cada




Cuando se declara una variable, se reserva un espacio de memo-
ria para almacenar sus sucesivos valores. Cuál sea ese espacio de
memoria es cuestión que no podemos gobernar del todo. Especial-
mente, como ya se ha dicho, no podemos decidir cuáles son las
variables que deben ubicarse en los espacios de registro.
El compilador, al traducir el código, puede detectar algunas varia-
bles empleadas repetidamente, y decidir darles esa ubicación pre-
ferente. En ese caso, no es necesario traerla y llevarla de la ALU a
la memoria y de la memoria a la ALU cada vez que hay que operar
con ella.
El programador puede tomar parte en esa decisión, e indicar al
compilador que convendría ubicar en los registros de la ALU al-
guna o algunas variables. Eso se indica mediante la palabra clave
register.
Si al declarar una variable, se precede a toda la declaración la pa-
labra register, entonces esa variable queda creada en un registro
de la ALU. Una variable candidata a ser declarada register es,
por ejemplo, las que actúan de contadoras en estructuras for.
También puede ocurrir que no se desee que una variable sea alma-
cenada en un registro de la ALU. Y quizá se desea indicar al com-
pilador que, sea cual sea su opinión, una determinada variable no
debe ser almacenada allí sino en la memoria, como una variable
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cualquiera normal. Para evitar que el compilador decida otra cosa
se le indica con la palabra volatile.
El compilador tomas las indicaciones de register a título orienta-
tivo. Si, por ejemplo, se ha asignado el carácter de register a más
variables que permite la capacidad de la ALU, entonces el compi-




Aunque estamos todavía lejos de necesitar este tipo de declaración,
presentamos ahora esta palabra clave de C, que hace referencia al
ámbito de las variables.
El lenguaje C permite trocear un problema en diferentes módulos
que, unidos luego, formarán la aplicación. Esos módulos muchas
veces serán programas independientes que se compilan por sepa-
rado y finalmente se “linkan” o se juntan. Debe existir la forma de
indicar, a cada uno de esos programas desarrollados por separa-
do, la existencia de variables globales comunes para todos ellos.
Variables cuyo ámbito trasciende el ámbito del programa donde se
declaran, porque abarcan todos los programas que luego, “linka-
dos”, darán lugar a la aplicación final.
Se podrían declarar todas las variables en todos los archivos. C en
la compilación de cada programa por separado no daría error, y
asignaría tanta memoria como veces estuvieran declaradas. Pero
en el enlazado daría error de duplicidad.
Para evitar ese problema, las variable globales que deben perma-
necer en todos o varios de los módulos de un programa se decla-
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ran como extern en todos esos módulos excepto en uno, donde
se declara como variable global sin la palabra extern. Al compilar
entonces esos módulos, no se creará la variable donde esté puesta
la palabra extern, y permitirá la compilación al considerar que,
en alguno de los módulos de linkado, esa variable sí se crea. Evi-
dentemente, si la palabra extern se coloca en todos los módulos,
entonces en ninguno se crea la variable y se producirá error en el
linkado.
El identificador de una variable declarada como extern es conve-
niente que no tenga más de seis caracteres, pues en los procesos




Ámbito: El ámbito es el lugar del código donde las sentencias pue-
den hacer uso de una variable.
Una variable local queda declarada en el interior de un bloque.
Puede indicarse ese carácter de local al compilador mediante la
palabra auto. De todas formas, la ubicación de la declaración ofre-
ce suficientes pistas al compilador para saber de la localidad de
cada variable. Su ámbito queda localizado únicamente a las ins-
trucciones que quedan dentro del bloque donde ha sido creada la
variable.
Una variable es global cuando queda declarada fuera de cualquier
bloque del programa. Su ámbito es todo el programa: cualquier
sentencia de cualquier función del programa puede hacer uso de
esa variable global.
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Extensión: La extensión es el tiempo en que una variable está viva,
es decir, en que esa variable sigue existiendo en la memoria. Una
variable global debe existir mientras el programa esté en marcha,
puesto que cualquier sentencia del programa puede hacer uso de
ella.
Una variable local sólo existe en el intervalo de tiempo transcurrido
desde la ejecución de la primera sentencia del bloque donde se ha
creado esa variable y hasta que se sale de ese bloque. Es, tras la
ejecución de la última sentencia del bloque, el momento en que
esa variable desaparece. Si el bloque vuelve a ejecutarse entonces
vuelve a crearse una variable con su mismo nombre, que se ubicará
donde antes, o en otra dirección de memoria diferente: es, en todo
caso, una variable diferente a la anterior.
Se puede forzar a que una variable local exista durante toda la
ejecución del programa. Eso puede hacerse mediante la palabra
reservada de C static. En ese caso, al terminar la ejecución de
la última instrucción del bloque donde está creada, la variable no
desaparece. De todas formas, mientras no se vuelva a las senten-
cias de ese bloque, esa variable no podrá ser reutilizada, porque
fuera de ese bloque, aún estando viva, está fuera de su ámbito.
Ubicación: Podemos indicar al compilador si queremos que una
variable sea creada en los registros de la ALU, utilizando la pala-
bra reservada register. Podemos indicarla también al compilador
que una variable no se cree en esos registros, mediante la palabra
reservada volatile. Fuera de esas indicaciones que da el progra-
mador, el compilador puede decidir qué variables se crean en la
ALU y cuáles en la memoria principal.
No se ha dicho nada en este capítulo sobre la creación de espacios
de memoria con valores constantes. Ya se presentó la forma de ha-
cerlo en el Capítulo 7 sobre tipos de datos y variables en C. Una
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variable declarada como const quedará almacenada en el espacio
de memoria de las instrucciones. No se puede modificar (median-
te el operador asignación) el valor de una variable definida como
const. Por eso, al crear una variable de esta forma hay que asig-
narle valor en su declaración.
SECCIÓN 11.8
Un ejercicio propuesto.
11.1. Escriba el código de un programa que calcule el máximo
común divisor de dos enteros introducidos por consola. El proceso
de cálculo se repetirá hasta que el usuario introduzca un par de
ceros.
El programa mostrará por pantalla, cada vez que ejecute el código
del bucle, un valor contador que se incrementa y que indica cuán-
tas veces se está ejecutando a lo largo de toda la aplicación. Esa
variable contador será declarada como static.
el Cuadro de Código 11.8 se recoge una posible solución al proble-
ma propuesto.
Cada vez que se ejecuta el bloque de la estructura do–while se
incrementa en uno la variable cont. Esta variable se inicializa a
cero únicamente la primera vez que se ejecuta la sentencia while
de cálculo del máximo común divisor.
Observación: quizá podría ser interesante, que al terminar de eje-
cutar todos los cálculos que desee el usuario, entonces se mostrara
por pantalla el número de veces que se ha entrado en el bucle. Pe-
ro eso no es posible tal y como está el código, puesto que fuera del
ámbito de la estructura while que controla el cálculo del máximo
común divisor, la variable cont, sigue viva, pero estamos fuera de
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ámbito y el compilador no reconoce ese identificador como variable
existente.




4 unsigned short a, b, mcd;
5 do
6 {
7 printf("Valor de a ... "); scanf(" %hu",&a);
8 printf("Valor de b ... "); scanf(" %hu",&b);
9 if(a == 0 && b == 0) break;
10 while(b)
11 {
12 static unsigned short cont = 0;
13 mcd = b;
14 b = a % b;
15 a = mcd;
16 printf("\ncont = %hu", ++cont);
17 }
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Al principio del tema de estructuras de control señalábamos que
había dos maneras de romper el flujo secuencial de sentencias. Y
hablábamos de dos tipos de instrucciones que rompen el flujo: las
instrucciones condicionales y de las incondicionales. Las primeras
nos dieron pie a hablar largamente de las estructuras de control:
condicionales y de iteración. Ahora toca hablar de las instruccio-
nes incondicionales que realizan la transferencia a una nueva di-
rección del programa sin evaluar condición alguna. Eso lo hacen
las llamadas a las funciones.
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De hecho, ya hemos visto muchas funciones. Y las hemos utilizado.
Cuando hemos querido mostrar por pantalla un mensaje hemos
acudido a la función printf de la biblioteca stdio.h. Y cuando
hemos querido hallar la función seno de un valor concreto, hemos
acudido a la función sin, de math.h.
Y ya hemos visto que, sin saber cómo, hemos echado mano de
una función estándar programada por ANSI C que nos ha resuelto
nuestro problema. ¿Cómo se ha logrado que se vea en pantalla un
texto, o el valor de una variable? ¿Qué desarrollo de Taylor se ha
aplicado para llegar a calcular el seno de un ángulo dado? No lo
sabemos. ¿Dónde está el código que resuelve nuestro problema?
Tampoco lo sabemos. Pero cada vez que hemos invocado a una de
esas funciones, lo que ha ocurrido es que el contador de programa
ha abandonado nuestra secuencia de sentencias y se ha puesto
con otras sentencias, que son las que codifican las funciones que
hemos invocado.
De forma incondicional, cada vez que se invoca una función, se
transfiere el control de ejecución a otra dirección de memoria, don-
de se encuentran codificadas otras sentencias, que resuelven el
problema para el que se ha definido, editado y compilado esa fun-
ción.
Son transferencias de control con retorno. Porque cuando termina
la ejecución de la última de las sentencias de la función, enton-
ces regresa el control a la sentencia inmediatamente posterior a
aquella que invocó esa función.
Quizá ahora, cuando vamos a abordar la teoría de creación, diseño
e implementación de funciones, será buen momento para releer lo
que decíamos en Capítulos 5 y 6 al tratar de la modularidad. Y re-
cordar también las tres propiedades que debían tener los distintos
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módulos: independencia funcional, comprensibilidad, adaptabili-
dad. No lo vamos a repetir ahora: allí se trató.
SECCIÓN 12.1
Definiciones.
Abstracción — Modularidad — Programación estructurada.
Esas eran las tres notas básicas que presentamos al presentar el
lenguaje de programación C. De la programación estructurada ya
hemos hablado, y lo seguiremos haciendo en este capítulo. La abs-
tracción es el paso previo de toda programación: conocer el sistema
e identificar los más significativos elementos que dan con la esen-
cia del problema a resolver. Y la modularidad es la capacidad de
dividir el sistema estudiado en partes diferenciadas.
Eso que hemos llamado módulo, en un lenguaje de programación
se puede llamar procedimiento o se puede llamar función. Las fun-
ciones y los procedimientos permiten crear programas complejos,
mediante un reparto de tareas que permite construir el programa
de forma estructurada y modular.
Desde un punto de vista académico, se entiende por procedimien-
to el conjunto de sentencias a las que se asocia un identificador
(un nombre), y que realiza una tarea que se conoce por los cam-
bios que ejerce sobre el conjunto de variables. Y entendemos por
función el conjunto de sentencias a las que se asocia un identifi-
cador (un nombre) y que genera un valor nuevo, calculado a partir
de los argumentos que recibe.
Los elementos que componen un procedimiento o función son,
pues:
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1. Un identificador, que es el nombre que sirve para invocar a
esa función o a ese procedimiento.
2. Una lista de parámetros, que es el conjunto de variables que
se facilitan al procedimiento o función para que realice su
tarea modularizada. Al hacer la abstracción del sistema, y
modularlo en partes más accesibles, hay que especificar los
parámetros formales que permiten la comunicación y definen
el dominio (tipo de dato) de los datos de entrada. Esa lista
de parámetros define el modo en que podrán comunicarse el
programa que utiliza a la función y la función usada.
3. Un cuerpo o conjunto de sentencias. Las necesarias para po-
der realizar la tarea para la que ha sido definida la función o
el procedimiento.
4. Un entorno. Entendemos por entorno el conjunto de varia-
bles globales, y externas por tanto al procedimiento o función,
que pueden ser usadas y modificadas dentro del ámbito de la
función. Esas variables, por ser globales y por tanto defini-
das en un ámbito más amplio al ámbito local de la función,
no necesitan ser explicitadas en la lista de parámetros de la
función.
Es una práctica desaconsejable trabajar con el entorno de la
función desde el ámbito local de la función. Hacerlo lleva con-
sigo que esa función deja de ser independiente de ese entorno
y, por tanto, deja de ser exportable. Perderíamos entonces el
valor de la independencia funcional, que es una de las propie-
dades de la programación por módulos.
Podemos pues concluir que el uso de variables globales den-
tro del cuerpo de un procedimiento o función es altamente
desaconsejable.
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5. Un valor de retorno, en aquellas funciones que no son de
tipo void: éstas últimas suelen llamarse procedimientos. Una
función tiene un valor de retorno, que es el resultado que deja
a la función que la invocó, una vez ha finalizado su ejecución.
En el lenguaje C no se habla habitualmente de procedimientos,
sino sólo de funciones. Pero de hecho existen de las dos cosas. Pro-
cedimiento sería, por ejemplo, la función printf, que no se invoca
para calcular valores nuevos, sino para realizar una tarea sobre las
variables. Más claro se ve con la función scanf que, efectivamente,
realiza una tarea que se conoce por los cambios que ejerce sobre
una variable concreta. Y funciones serían, por ejemplo, la función
sin, que a partir de un ángulo que recibe como valor de entrada,
expresado en radianes, calcula el seno de ese ángulo como valor de
salida.
En definitiva, una función es una porción de código, identificada
con un nombre concreto (su identificador), que realiza una tarea
concreta, que puede ser entendida de forma independiente al resto
del programa, y que tiene muy bien determinado cómo se hace uso
de ella, con qué parámetros se la invoca y bajo qué condiciones
puede ser usada, cuál es la tarea que lleva a cabo, y cuál es el
valor que calcula y devuelve.
Tanto los procedimientos como las funciones pueden ser vistos co-
mo cajas negras: un código del que desconocemos sus sentencias,
al que se le puede suministrar unos datos de entrada y obtener
modificaciones para esos valores de entrada y/o el cálculo de un
nuevo valor, deducido a partir de los valores que ha recibido como
entrada.
Con eso se consigue programas más cortos; que el código pueda ser
usado más de una vez; mayor facilidad para gestionar un correcto
orden de ejecución de sentencias; que las variables tengan mayor
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carácter local, y no puedan ser manipuladas fuera del ámbito para
el que han sido creadas.
SECCIÓN 12.2
Funciones en C.
Una función, en C, es un segmento independiente de código fuen-
te, diseñado para realizar una tarea específica. Esta tarea, o bien
es el cálculo de un resultado que se recibe en el ámbito donde se
invocó la función llamada, o bien realiza alguna operación de sali-
da de información por pantalla, o en algún archivo de salida, o en
la red.
Las funciones son los elementos principales de un programa en C.
Cada una de las funciones de un programa constituye una unidad,
capaz de realizar una tarea determinada. Quizá se podría decir
que un programa es simplemente un conjunto de definiciones de
distintas funciones, empleadas luego de forma estructurada.
La primera función que aparece en todo programa C es la función
principal, o función main. Todo programa ejecutable tiene una,
y sólo una, función main. Un programa sin función principal no
genera un ejecutable. Y si todas las funciones se crean para po-
der ser utilizadas, la función principal es la única que no puede
ser usada por nadie: nadie puede invocar a la función principal de
un programa. Tampoco puede llamarse a sí misma (este concep-
to de “autollamada”, denominado recurrencia, lo trataremos más
adelante en un capítulo posterior).
Además de la función principal, en un programa se pueden en-
contrar otras funciones: o funciones creadas y diseñadas por el
programador para esa aplicación, o funciones ya creadas e imple-
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mentadas y compiladas en librerías: de creación propia o adquirida
o pertenecientes al estándar de ANSI C.
Las funciones estándar de ANSI C se encuentran clasificadas en
distintas librerías de acuerdo con las tareas que desarrollan. Al
montar un programa en C, se buscan en las librerías las funciones
que se van a necesitar, que se incluyen en el programa y se hacen
así parte del mismo.
También se pueden crear las propias funciones en C. Así, una vez
creadas y definidas, ya pueden ser invocadas tantas veces como se
quiera. Y así, podemos ir creando nuestras propias bibliotecas de
funciones.
Siempre que hemos hablado de funciones hemos utilizado dos ver-
bos, uno después del otro: creación y definición de la función. Y
es que en una función hay que distinguir entre su declaración o
prototipo (creación de la función), su definición (el cuerpo de có-
digo que recoge las sentencias que debe ejecutar la función para
lograr llevar a cabo su tarea) y, finalmente, su invocación o llama-
da: una función creada y definida sólo se ejecuta si otra función la
invoca o llama. Y en definitiva, como la única función que se eje-
cuta sin ser invocada (y también la única función que no permite
ser invocada) es la función main, cualquier función será ejecutada
únicamente si es invocada por la función main o por alguna fun-
ción que ha sido invocada por la función main o tiene en su origen,
en una cadena de invocación, una llamada desde la función main.
SECCIÓN 12.3
Declaración de la función.
La declaración de una función se realiza a través de su prototipo.
Un prototipo tiene la forma:
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tipo_funcion nombre_funcion
([tipo1 [var1][,... tipoN [varN]]);
Donde tipo_funcion declara de qué tipo es el valor que devolverá
la función. Una función puede devolver valores de cualquier tipo
de dato válido en C, tanto primitivo como diseñado por el progra-
mador (se verá la forma de crear tipos de datos en unos temas más
adelante). Si no devuelve ningún valor, entonces se indica que es
de tipo void.
Donde tipo1,..., tipoN declara de qué tipo es cada uno de los
valores que la función recibirá como parámetros al ser invocada.
En la declaración del prototipo es opcional indicar el nombre que
tomarán las variables que recibirán esos valores y que se com-
portarán como variables locales de la función. Sea como sea, ese
nombre sí deberá quedar recogido en la definición de la función.
Pero eso es adelantar acontecimientos.
Al final de la declaración viene el punto y coma. Y es que la decla-
ración de una función es una sentencia en C. Una sentencia que
se consigna fuera de cualquier función. La declaración de una
función tiene carácter global dentro de programa donde se decla-
ra. No se puede declarar, ni definir, una función dentro de otra
función: eso siempre dará error de compilación.
Toda función que quiera ser definida e invocada debe haber sido
previamente declarada. El prototipo de la función presenta el modo
en que esa función debe ser empleada. Es como la definición de
su interface, de su forma de comunicación: qué valores, de qué
tipo y en qué orden debe recibir la función como argumentos al
ser invocada. El prototipo permite localizar cualquier conversión
ilegal de tipos entre los argumentos utilizados en la llamada de la
función y los tipos definidos en los parámetros, entre los parénte-
sis del prototipo. Además, controla que el número de argumentos
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usados en una llamada a una función coincida con el número de
parámetros de la definición.
Existe una excepción a esa regla: cuando una función es de tipo
int, puede omitirse su declaración. Si en una expresión, en una
sentencia dentro del cuerpo de una función, aparece un nombre o
identificador que no ha sido declarado previamente, y ese nombre
va seguido de un paréntesis de apertura, el compilador supone que
ese identificador corresponde al nombre de una función de tipo
int. Es recomendable no hacer uso de esa excepción.
Todas las declaraciones de función deben preceder a la definición
del cuerpo de la función main.
SECCIÓN 12.4
Definición de una función.
Ya tenemos la función declarada. Con el prototipo ha quedado de-
finido el modo en que podemos utilizarla: cómo nos comunicamos
nosotros con ella y qué resultado nos ofrece.
Ahora queda la tarea de definirla.
Hay que escribir el código, las sentencias, que van a realizar la
tarea para la que ha sido creada la función.
La forma habitual que tendrá la definición de una función la cono-
cemos ya, pues hemos visto ya muchas: cada vez que hacíamos un
programa, y escribíamos la función principal, estábamos definien-
do esa función main. Esa forma es:
tipo_funcion nombre_funcion
([tipo1 var1],... tipoN varN])
{
[declaración de variables locales]
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[cuerpo de la función: grupo de sentencias]
[return(parámetro);]
}
Donde el tipo_funcion debe coincidir con el de la declaración, lo
mismo que nombre_funcion y lo mismo que la lista de paráme-
tros. Ahora, en la definición, los parámetros de la función siguen
recogiendo el tipo de dato y el nombre de la variable: pero ahora ese
nombre NO es opcional. Debe ponerse, porque esos nombres serán
los identificadores de las variables que recojan los valores que se
le pasan a la función cuando se la llama o invoca. A esas varia-
bles se las llama parámetros formales: son variables locales a la
función: se crean cuando la función es invocada y se destruyen
cuando se termina la ejecución de la función.
La lista de parámetros puede ser una lista vacía porque no se le
quiera pasar ningún valor a la función: eso no es infrecuente. En
ese caso, tanto en el prototipo como en la definición, entre los pa-




Si la función no devuelve valor alguno, entonces se indica como
de tipo void, al igual que ya se hizo en la definición del prototipo.
Una función declarada como de tipo void no puede ser usada co-
mo operando en una expresión de C, porque esa función no tiene
valor alguno. Una función de tipo void puede mostrar datos por
pantalla, escribir o leer ficheros, etc.
En el bloque de la función podemos encontrar, en primer lugar, la
declaración de las variables locales; y luego, el cuerpo de la fun-
ción, donde están las sentencias que llevarán a cabo la tarea para
la que ha sido creada y definida la función.
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El bloque de la función viene recogido entre llaves. Aunque la fun-
ción tenga una sola sentencia, es obligatorio recoger esa sen-
tencia única entre las llaves de apertura y de cerrado.
Las variables creadas en el cuerpo de la función serán locales a ella.
Se pueden usar identificadores idénticos para nombrar distintas
variables de diferentes funciones, porque cada variable de cada
función pertenece a un ámbito completamente disjunto al ámbito
de otra función, y no hay posibilidad alguna de confusión.
Todas las funciones en C están en el mismo nivel de ámbito, es
decir, no se puede declarar ninguna función dentro de otra función,
y no se puede definir una función como bloque interno en el cuerpo
de otra función.
Hay una sentencia siempre especial en el cuerpo de cualquier fun-
ción: la sentencia return, que ya hemos utilizado innumerables
veces en la función main. Ésta interrumpe la ejecución de las sen-
tencias de la función y devuelve el control del programa a la función
que invocó a esa otra que ha ejecutado la sentencia return. Esta
sentencia permite que a la función se le pueda asignar un valor
concreto (excepto en el caso de que la función sea de tipo void) del
mismo tipo de dato que el tipo de la función. Una sentencia return
debe ir seguida de una expresión que pueda ser evaluada como un
valor del tipo de la función. Por eso, en el ámbito de esta función
“llamante”, invocar a una función equivale a poner un valor con-
creto del tipo de la función: el valor que se haya recibido con la
sentencia return. Desde luego, si la función es de tipo void en-
tonces esa función no puede ser empleada en ninguna expresión,
porque, de hecho, esa función no devuelve valor de ningún tipo.
Por último, y esto es importante, una función puede tener tantas
sentencias return como sean necesarias. Evidentemente, en ese
caso, éstas deben estar condicionadas: sería absurdo tener cual-
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quier código más allá de una sentencia return no condicionada
por nada.
SECCIÓN 12.5
Llamada a una función.
La llamada a una función es una sentencia habitual en C. Ya la
hemos usado con frecuencia, invocando hasta el momento única-
mente funciones de biblioteca. Pero la forma de invocar es la misma
para cualquier función.
nombre_funcion([argumento1][, ..., argumentoN]);
La sentencia de llamada está formada por el nombre de la función y
sus argumentos (los valores que se le pasan) que deben ir recogidos
en el mismo orden que la secuencia de parámetros del prototipo y
entre paréntesis. Si la función no recibe parámetros (porque así
esté definida), entonces se coloca después de su nombre los parén-
tesis de apertura y cerrado sin ninguna información entre ellos. Si
no se colocan los paréntesis, se produce un error de compilación.
El paso de parámetros en la llamada exige una asignación para
cada parámetro. El valor del primer argumento introducido en la
llamada a la función queda asignado en la variable del primer pa-
rámetro formal de la función; el segundo valor de argumento queda
asignado en el segundo parámetro formal de la función; y así suce-
sivamente. Hay que asegurar que el tipo de dato de los parámetros
formales es compatible en cada caso con el tipo de dato usado en
lista de argumentos en la llamada de la función. El compilador de C
no dará error si se fuerzan cambios de tipo de dato incompatibles,
pero el resultado será inesperado totalmente.
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La lista de argumentos estará formada por nombres de variables
que recogen los valores que se desean pasar, o por literales. No es
necesario (ni es lo habitual) que los identificadores de los argumen-
tos que se pasan a la función cuando es llamada coincidan con los
identificadores de los parámetros formales.
Las llamadas a las funciones, dentro de cualquier función, pue-
den realizarse en el orden que sea necesario, y tantas veces como
se quiera, independientemente del orden en que hayan sido decla-
radas o definidas. Incluso se da el caso, bastante frecuente como
veremos más adelante, que una función pueda llamarse a sí mis-
ma. Esa operación de autollamada se llama recurrencia.
Si la función debe devolver un valor, con cierta frecuencia interesa-
rá que la función que la invoca almacene ese valor en una variable
local suya. En ese caso, la llamada a la función será de la forma:
variable = nombre_funcion
([argumento1][, ..., argumentoN]);
Aunque eso no siempre se hace necesario, y también con frecuen-




Hay dos formas ordinarias de terminar la ejecución de una función.
1. Llegar a la última sentencia del cuerpo, antes de la llave que
cierra el bloque de esa función.
2. Llegar a una sentencia return. La sentencia return fuerza
la salida de la función, y devuelve el control del programa
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a la función que la llamó, en la sentencia inmediatamente
posterior a la de la llamada a la función.
Si la función es de un tipo de dato distinto de void, entonces en
el bloque de la función debe recogerse, al menos, una sentencia
return. En ese caso, además, en esa sentencia y a continuación
de la palabra return, deberá ir el valor que devuelve la función: o
el identificador de una variable o un literal, siempre del mismo tipo
que el tipo de la función o de otro tipo compatible.
Una función tipo void no necesariamente tendrá una sentencia
return. En ese caso, la ejecución de la función terminará con la
sentencia última del bloque. Si una función de tipo void hace uso
de sentencias return, entonces en ningún caso debe seguir a esa
palabra valor alguno: si así fuera, el compilador detectará un error
y no compilará el programa.
La sentencia return puede encontrarse en cualquier momento del
código de una función. De todas formas, no tendría sentido recoger
ninguna sentencia más allá de una sentencia return que no estu-
viera condicionada, pues esa sentencia jamás llegaría a ejecutarse.
En resumen, la sentencia return realiza básicamente dos opera-
ciones:
1. Fuerza la salida inmediata del cuerpo de la función y se vuelve
a la siguiente sentencia después de la llamada.
2. Si la función no es tipo void, entonces además de terminar
la ejecución de la función, devuelve un valor a la función que
la llamó. Si esa función “llamante” no recoge ese valor en una
variable, el valor se pierde, con todas las variables locales de
la función abandonada.
La forma general de la sentencia return es:
return [expresión];
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Muchos programadores habitúan a colocar la expresión del return
entre paréntesis. Es opcional, como lo es en la redacción de cual-
quier expresión.
Si el tipo de dato de la expresión del return no coincide con el tipo
de la función entonces, de forma automática, el tipo de dato de la
expresión se convierte en el tipo de dato de la función.
Ha llegado el momento de ver algunos ejemplos. Veamos prime-
ro una función de tipo void: una que muestre un mensaje por
pantalla: cfr. Cuadro de Código 12.1. La llamada a esta función la
haríamos, por ejemplo, con la sentencia
mostrar(10);
invocamos a la función, que ofrece la siguiente salida por pantalla:
El valor recibido es 10.




4 void mostrar(short x)
5 {
6 printf("El valor recibido es %hd. ", x);
7 }
Otro ejemplo: Una función que reciba un entero y devuelva el valor
de su cuadrado (cfr. Cuadro de Código 12.2).
Una posible llamada a la función cuadrado:
printf("El cuadrado de%hd es%ld.\n ", a, cuadrado(a));
Un tercer ejemplo, ahora con dos sentencias return: una función
que reciba como parámetros formales dos valores enteros y devuel-
ve el valor del mayor de los dos (cfr. Cuadro de Código 12.3).
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Cuadro de Código 12.2: Ejemplo función cuadrado.
1 // Declaracion.
2 unsigned long int cuadrado(short);
3 // Definicion.
4 unsigned long int cuadrado(short x)
5 {
6 return x * x;
7 }
Cuadro de Código 12.3: Ejemplo función mayor.
1 // Declaracion.
2 short mayor(short, short);
3 // Definicion.
4 short mayor(short x, short y)
5 {
6 if(x > y) return x;
7 else return y;
8 }
9 // Otra forma de definirla con el siguiente return:
10 // x > y ? return x : return y;
11 // Y otra forma mas:
12 // return x > y ? x : y;
Desde luego la palabra else podría omitirse, porque jamás se lle-
gará a ella si se ejecuta el primer return, y si la condición del if
es falsa, entonces se ejecuta el segundo return.
La llamada a esta última función sería, por ejemplo:
A = mayor(a , b);
Donde la variable A guardará el mayor de los dos valores entre a y
b.
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SECCIÓN 12.7
Ámbito y Vida de las variables.
Ya conocemos el concepto de ámbito de la variable. Y ahora que ya
sabemos algo de las funciones, es conveniente presentar cuándo se
puede acceder a cada variable, cuándo diremos que está viva, etc.
Veamos un programa ya conocido (cfr. Cuadro de Código 12.4),
el del cálculo del factorial de un entero, resuelto ahora mediante
funciones.







7 printf("Introduzca el valor de n ... ");
8 scanf(" %hd", &n);
9 printf("El factorial de %hd ",n);




14 long Factorial(short a)
15 {
16 long F = 1;
17 while(a) F *= a--;
18 return F;
19 }
En este programa, la función principal main tiene definida una
variable de tipo short, a la que hemos llamado n. En esa función,
esa variable es local, y podemos recoger sus características en la
cuádrupla:
< n, short, Rn, Vn >
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La variable, de tipo short, n, se crea en la dirección de memoria
Rn y guardará el valor que reciba de la función scanf.
La función main invoca a la función Factorial. En la llamada se
pasa como parámetro el valor de la variable n. En esa llamada, el
valor de la variable n se copia en la variable a de Factorial:
< a, short, Ra, Vn >
Desde el momento en que la función Factorial es invocada, aban-
donamos el ámbito de la función main. En este momento, la varia-
ble n está fuera de ámbito y no puede, por tanto hacerse uso de ella.
No ha quedado eliminada: estamos en el ámbito de Factorial pero
aún no han terminado todas las sentencias de main. En el cálcu-
lo dentro de la función Factorial se ve modificado el valor de la
variable local a. Pero esa modificación para nada influye en la va-
riable n, que está definida en otra posición de memoria distinta.
Cuando se termina la ejecución de la función Factorial, el control
del programa vuelve a la función main. La variable a y la variable F
mueren, pero el valor de la variable F ha sido recibido como pará-
metro en la función printf, y así podemos mostrarlo por pantalla.
Ahora, de nuevo en la función principal, volvemos al ámbito de la
variable n, de la que podríamos haber hecho uso si hubiera sido
necesario.
Veamos ahora otro ejemplo, con un programa que calcule el máxi-
mo común divisor de dos enteros (cfr. Cuadro de Código 12.5). De
nuevo, resolvemos el problema mediante funciones.
En esta ocasión, además, hemos incluido una variable static en
la función euclides. Esta variable nos informará de cuántas veces
se ha ejecutado la función.
Las variables n1 y n2, de main, dejan de estar accesibles cuando se
invoca a la función euclides. En ese momento se copian sus valo-
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Cuadro de Código 12.5: Ejemplo función euclides.
1 #include <stdio.h>
2 long euclides(long, long);
3
4 int main(void) {




9 printf("Valor de n1 ... "); scanf(" %ld", &n1
);
10 printf("Valor de n2 ... "); scanf(" %ld", &n2
);
11 if(n2 != 0)
12 {
13 printf("\nEl mcd de %ld y %ld es %ld\n",
14 n1 , n2 , euclides(n1 , n2));
15 }




20 long euclides(long a, long b)
21 {





27 mcd = b;
28 b = a % b;
29 a = mcd;
30 }
31 printf("Invocaciones a la funcion: %hd\n", ++cont);
32 return mcd;
33 }
res en las variables a y b que comienzan a existir precisamente en
el momento de la invocación de la función. Además de esas varia-
bles locales, y de la variable local mcd, se ha creado otra, llamada
cont, que es también local a euclides pero que, a diferencia de
las demás variables locales, no desaparecerá cuando se ejecute la
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sentencia return y se devuelva el control de la aplicación a la fun-
ción main: es una variable declarada static. Cuando eso ocurra,
perderá la variable cont su ámbito, y no podrá ser accedida, pero
en cuanto se invoque de nuevo a la función euclides, allí estará la
variable, ya creada, accesible para cuando la función la requiera.
SECCIÓN 12.8
Recapitulación.
Hemos visto cómo crear bloques de código, que pueden luego ser
invocados, mediante un nombre para que realicen una determina-
da función. Gracias a la llamada a uno de estos bloques de códi-
go, que hemos llamado funciones, podemos obtener un resultado
calculado a partir de valores iniciales que la función recibe como
parámetros. La función termina su ejecución entregando un valor
concreto de un tipo de dato predeterminado y establecido en su
prototipo.
A lo largo de varias páginas del Capítulo 6 de este manual se ha
presentado un ejemplo de modularidad, mostrando el desarrollo de
tres funciones sencillas más la función main. Quizá ahora conven-
ga retornar a una lectura rápida de ese Capítulo 6 (ahora con un
mejor conocimiento del contexto de trabajo) y detenerse especial-




En esta lista de ejercicios se propone una posible solución.
Sección 12.9. Ejercicios 331
Quizá convenga volver a muchos de los ejercicios planteados en
Capítulos anteriores e intentar, ahora, resolverlos mediante la de-
finición y uso de funciones...
12.1. Escriba un programa que solicite al usuario dos enteros
y calcule, mediante una función, el máximo común divisor. Definir
otra función que calcule el mínimo común múltiplo, teniendo en
cuenta que siempre se verifica que a× b = mcd(a, b)×mcm(a, b).
12.2. Haga un programa que calcule el término n (a determinar
en la ejecución del programa) de la serie de Fibonacci. El programa
deberá utilizar una función, llamada fibonacci, cuyo prototipo
sea
unsigned long fibonacci(short);
Que recibe como parámetro el valor de n, y devuelve el término
n-ésimo de la serie.
12.3. Escriba el código de una función que reciba un entero y
diga si es o no es perfecto (devuelve 1 si lo es; 0 si no lo es). Utilice
esa función para mostrar los números perfectos entre dos enteros
introducidos por el usuario.
12.4. El binomio de Newton proporciona la expansión de las















Escriba un programa que solicite al usuario los valores de x, y, n y
muestre entonces por pantalla el valor (x+y)n usando la expansión
del binomio de Newton.
Sugerencias:
1. Emplear la función double pow(double, double); (primer
parámetro: base; segundo parámetro: exponente) recogida en
math.h.
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3 // Declaracion de las funciones ...
4 short mcd(short, short);
5 long mcm(short, short);
6




11 short a, b;
12 printf("Valor de a ... "); scanf(" %hd",&a);
13 printf("Valor de b ... "); scanf(" %hd",&b);
14 printf("El MCD de %hd y %hd es %hd", a, b, mcd(a, b)
);
15 printf("\ny el MCM es %ld.", mcm(a, b));
16 return 0;
17 }
18 /* -------------------------------------------- */
19 /* Definicion de las funciones */
20 /* -------------------------------------------- */
21
22 /* Funcion calculo del maximo comun divisor. -- */





28 m = a % b;
29 a = b;




34 /* Funcion calculo del minimo comun multiplo. - */
35 long mcm(short a, short b)
36 {
37 return a * (long)b / mcd(a, b);
38 }
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9 printf("Termino de la serie: "); scanf(" %hd", &N)
;
10 printf("\nEl termino %hd es %lu.", N, fibonacci(N));
11 return 0;
12 }
13 /* -------------------------------------------- */
14 /* Definicion de las funciones */
15 /* -------------------------------------------- */
16
17 /* Funcion Fibonacci. ------------------------- */
18 unsigned long fibonacci(short x)
19 {
20 unsigned long fib1 = 1 , fib2 = 1, Fib = 1;
21 while(x > 2)
22 {
23 Fib = fib1 + fib2;
24 fib1 = fib2;





2. Será útil definir una función que realice el cálculo del facto-
rial.
12.5. Se llama PRIMO PERFECTO a aquel entero primo n que
verifica que (n−1)2 también es primo. Por ejemplo, n = 11 es primo y
(n−1)
2 = 5 también es primo: luego n = 11 es un primo perfecto.
Escriba el código de un programa que muestre los primos perfectos
menores que 1000.
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4 // Declaracion de la funcion perfecto ...
5 short perfecto(long);
6
7 // Funcion principal ...
8 int main(void)
9 {
10 long a, b, i;
11 printf("Limite inferior ... "); scanf(" %ld",&a);
12 printf("Limite superior ... "); scanf(" %ld",&b);
13 for(i = a ; i <= b; i++)
14 if(perfecto(i)) printf("%6ld", i);
15 return 0;
16 }
17 /* -------------------------------------------- */
18 /* Definicion de las funciones */
19 /* -------------------------------------------- */
20 // Funcion perfecto ...
21 short perfecto(long x)
22 {
23 long suma = 1;
24 for(long div = 2 ; div <= x / 2 ; div++)
25 {
26 if(x % div == 0) suma += div;
27 }
28 return suma == x;
29 }
Ya hemos visto en anteriores capítulos cómo determinar si un en-
tero es primo o compuesto. Ahora también tiene que ser primo,
además del número, su mitad menos uno. Hay que hacer dos ve-
ces, por tanto, la comprobación. Sin duda, el código se simplifica-
ría mucho si definiéramos una función, llamada, por ejemplo, int
esprimo(long), que devolviera un valor distinto de cero cuando el
entero que se recibe como parámetro es un valor primo. El Cuadro
de Código 12.10 ofrece una posible solución. Efectivamente, la de-
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5 long factorial(short n)
6 {
7 long F = 1;





13 short n, k;
14 double x, y, sumando, binomio = 0;
15 printf("Valor de n ... "); scanf(" %hd", &n);
16 printf("Valor de x ... "); scanf(" %lf", &x);
17 printf("Valor de y ... "); scanf(" %lf", &y);
18 for(k = 0 ; k <= n ; k++)
19 {
20 sumando = factorial(n);
21 sumando /= factorial(k);
22 sumando /= factorial(n - k);
23 sumando *= pow(x, n - k);
24 sumando *= pow(y, k);
25 binomio += sumando;
26 }
27 printf("Resultado = %f.", binomio);
28 return 0;
29 }
finición de la función principal logra una gran simplicidad, gracias
a la declaración de la segunda función.
12.6. Suponga que ha definido una función cuyo prototipo es
long isPrime(long);
Dicha función devuelve el mismo entero que recibió como paráme-
tro si éste era primo; y devuelve el menor de sus divisores propios,
si la entrada correspondía a un número compuesto.
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9 for(N = 5 ; N < 1000 ; N += 2)
10 {







18 int esprimo(long x)
19 {
20 short d;
21 if(x % 2 == 0) return 0;
22 for(d = 3 ; d <= sqrt(x) ; d += 2)
23 if(x % d == 0) return 0;
24 return 1;
25 }
Utilizando esta función, escriba un programa (función principal)
que muestre por pantalla todos los factores primos de un entero
introducido por el usuario.
El enunciado es parecido al anterior, porque de nuevo utilizamos
una función que determina su el entero que recibe como paráme-
tro es primo o compuesto. Pero ahora queremos que la función dé
algo más de información: en caso de que el entero no sea primo,
queremos que devuelva el entero más pequeño que lo divide. Así,
como se verá, podremos obtener la factorización de un entero de
una forma sencilla y con una función main fácil de implementar.
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El Cuadro de Código 12.11 recoge una posible implementación con
una solución al problema propuesto.




3 long isPrime(long a)
4 {
5 long d;
6 for(d = 2 ; d <= sqrt(a) ; d++)





12 long x; // Valor de entrada a factorizar.
13 long d; // Recoge la salida de isPrime().
14 printf("Introduce x ... "); scanf(" %ld", &x);
15 printf("1\t"); // El 1 es el primer factor.
16 while((d = isPrime(x)) != 1)
17 {
18 printf("%ld\t", d); //Sucesivos factores.




12.7. El “método Babilónico” describe un camino original para
el cálculo de la raíz cuadrada. Se basa en el hecho de que el lado
de un cuadrado es la raíz cuadrada de su área.
Este método toma los dos lados (a y b) de un rectángulo imaginario
de superficie x (x = a × b) y, de forma iterativa, modifica los ta-
maños de esos lados hasta lograr que sean iguales o casi iguales.
Inicialmente se toma a = x y b = 1; y en cada iteración destinada
a convertir el rectángulo en un cuadrado, el nuevo a vale (a+b)2 , y
luego el nuevo b vale xa . El proceso se repite hasta lograr que la di-
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ferencia entre a y b sea menor que un valor límite de aproximación
dado.
Suponga la función principal presentada en el Cuadro de Códi-
go 12.12, que recibe del usuario un valor x y el valor del límite a la
aproximación del cálculo; e indique el prototipo de la función RC y
escriba su posible código.





4 double x, aprox;
5 printf("Valor de x ... "); scanf(" %lf", &x);
6 printf("Aproximacion ... "); scanf(" %lf", &aprox);
7 printf("La RC de %f es %f", x, RC(x, aprox));
8 return 0;
9 }
Cuadro de Código 12.13: Posible solución al ejercicio propuesto
12.7.
1 // Prototipo
2 double RC(double, double);
3 // Definicion
4 double RC(double x, double e)
5 {
6 double a = 1 , b = x;
7 while((a > b && (a - b) > e) ||
8 (a < b && (b - a) > e))
9 {
10 a = (a + b) / 2;
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Hasta el momento hemos trabajado con variables, declaradas una
a una en la medida en que nos han sido necesarias. Pero pudie-
ra ocurrir que necesitásemos un bloque de variables grande, por
ejemplo para definir los valores de una matriz numérica, o para
almacenar los distintos valores obtenidos en un proceso de cálculo
del que se obtienen numerosos resultados del mismo tipo. Supon-
gamos, por ejemplo, que deseamos hacer un programa que ordene
mil valores enteros: habrá que declarar entonces mil variables, to-
das ellas del mismo tipo, y todas ellas con un nombre diferente.
Es posible hacer una declaración conjunta de un grupo de varia-
bles. Eso se realiza cuando todas esas variables son del mismo tipo.
Esa es, intuitivamente, la noción del array. Y ese es el concepto que
introducimos en el presente capítulo.
SECCIÓN 13.1
Noción y declaración de array.
Un array (también llamado vector) es (1) una colección de varia-
bles..., (2) todas ellas del mismo tipo..., (3) todas ellas referenciadas
con un nombre común..., (4) ubicadas en memoria de forma conse-
cutiva (de forma que conocida la ubicación de una de ellas se sabe
dónde están todas las demás)... Y, entonces, si todas tienen un
mismo identificador..., ¿cómo lograr hacer referencia a una u otra
dentro de la colección?... (5) porque todas las variables dentro de
un array están indexadas: se puede acceder a cada una de ellas a
través de un índice que las identifica de forma única e inequívoca.
La sintaxis para la declaración de un vector es la siguiente:
tipo nombre_vector[dimension];
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Donde tipo define el tipo de dato de todas las variables creadas, y
dimensión es un literal que indica cuántas variables de ese tipo se
deben crear. En ningún caso (estándares C89 y C90) está permi-
tido introducir el valor de la dimensión mediante una variable. El
compilador reserva el espacio necesario para almacenar, de forma
contigua, tantas variables como indique el literal dimensión: reser-
vará, pues, tantos bytes como requiera cada una de esas variables,
multiplicado por el número de variables a crear.
Por ejemplo, la sentencia short int mi_vector[1000]; reserva
dos mil bytes de memoria consecutivos para mil variables de tipo
short.
Cada variable de un array tiene un comportamiento independien-
te de las demás. Su única relación con los otros elementos del
array es que están situadas todas ellas de forma correlativa en
la memoria. Cada variable tiene su propio modo de ser llama-
da: desde nombre_vector[0] hasta nombre_vector[dimensión
- 1]. En el ejemplo anterior, tendremos 1000 variables que van
desde mi_vector[0] hasta mi_vector[999].
C no comprueba los límites del vector. Es responsabilidad del pro-
gramador asegurar que no se accede a otras posiciones de me-
moria contiguas del vector. Por ejemplo, si hacemos referencia al
elemento mi_vector[1000], el compilador no dará como erróneo
ese nombre, aunque de hecho no exista tal variable.
La variable mi_vector[0] está posicionada en una dirección de
memoria determinada: no sabemos a priori cuál sea ésta. Pero a
partir de ella, todas los demás elementos del array tienen una ubi-
cación conocida determinada. La variable mi_vector[1] está si-
tuada dos bytes más adelante, porque mi_vector es un array de ti-
po short y por tanto mi_vector[0] ocupa 2 bytes (como todos los
demás elementos del vector), y porque mi_vector[1] es consecu-
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tiva en la memoria, a mi_vector[0]. Esa sucesión de ubicaciones
sigue en adelante, y la variable mi_vector[999] estará 1998 bytes
por encima de la posición de mi_vector[0]. Si hacemos referencia
a la variable mi_vector[1000] entonces el compilador considera
la posición de memoria situada 2000 bytes por encima de la posi-
ción de mi_vector[0]. Y de allí tomará valor o escribirá valor si
así se lo indicamos. Pero realmente no está reservado el espacio
para esta variable, y no sabemos qué estaremos realmente leyen-
do o modificando. Este tipo de errores son muy graves y a veces
no se detectan hasta después de varias ejecuciones. Es lo que se
denomina violación de memoria.
El recorrido del vector se puede hacer mediante índices. Por ejem-
plo:
short mi_vector[1000], i;
for(i = 0 ; i < 1000 ; i++)
mi_vector[i] = 0;
Este código recorre el vector e inicializa a cero todas las variables.
Tenga cuidado, por ejemplo, con el recorrido del vector, que va des-
de el elemento 0 hasta el elemento 999. Un error habitual es escri-
bir:
short mi_vector[1000], i;
for(i = 0 ; i <= 1000 ; i++) // Debería ser i < 1000
mi_vector[i] = 0; // ERROR !!!
Donde se hará referencia a la posición 1000 del vector, que no es
válida.
Existe otro modo de inicializar los valores de un vector o array, sin
necesidad de recorrerlo con un índice. Se puede emplear para ello
el operador asignación, dando, entre llaves y separados por comas,
tantos valores como dimensión tenga el vector. Por ejemplo:
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short mi_vector[10] =
{10,20,30,40,50,60,70,80,90,100};
que es equivalente al siguiente código:
short mi_vector[10], i;
for(i = 0 ; i < 10 ; i++)
mi_vector[i] = 10 * (i + 1);
Cuando se inicializa un vector mediante el operador asignación
en su declaración, se puede declarar ese vector sin especificar el
número de variables que se deben crear. Por ejemplo:
short mi_vector[] =
{10,20,30,40,50,60,70,80,90,100};
Si al declarar un array y asignarle valores se introducen menos va-
lores que elementos tiene el array (por ejemplo, short a[5] = {1,
2, 3};), entonces los primeros elementos del array irán tomando
los valores indicados; y cuando ya no queden valores, el resto del
array queda inicializado con el valor 0. Una forma, por tanto, de
declarar un array y asignar a todos sus elementos el valor cero es:
double array[100] = {0};
Donde al primer elemento tendré el valor cero, porque ese es el
valor que expresamente se le asigna, y el resto de elementos valdrá
cero, porque así lo hace la sintaxis.
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SECCIÓN 13.2
Noción y declaración de array de dimensión
múltiple, o matrices.
Es posible definir arrays de más de una dimensión. El comporta-
miento de esas variables vuelve a ser conceptualmente muy senci-
llo. La sintaxis de esa declaración es la siguiente:
tipo nombre_matriz[dim_1][dim_2]... [dim_N];
Donde los valores de las dimensiones son todos ellos literales.
Por ejemplo podemos crear una matriz tres por tres:
float matriz[3][3];
que reserva 9 bloques de cuatro bytes cada uno para poder alma-
cenar valores tipo float. Esas variables se llaman también con
índices, en este caso dos índices (uno para cada dimensión) que
van desde el 0 hasta el valor de cada dimensión menos uno.
Por ejemplo:
long matriz[5][2], i, j;
for(i = 0 ; i < 5 ; i++)
for(j = 0 ; j < 2 ; j++)
matriz[i][j] = 0;
donde tenemos una matriz de cinco filas y dos columnas, toda ella
con los valores iniciales a cero. También se puede inicializar la




que es lo mismo que escribir
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long matriz[5][2], i, j, k;
for(i = 0 , k = 1; i < 5 ; i++)
{






Y de nuevo hay que estar muy vigilante para no sobrepasar, al
utilizar los índices, la dimensión de la matriz. También, igual que
antes con los arrays monodimensionales, si se asignan menos va-
lores que elementos tiene el array, entonces el resto de elementos
no explícitamente inicializados quedan asignados a cero.
SECCIÓN 13.3
Arrays en el estándar C99.
El estándar C99 ha introducido cambios sustanciales en la de-
claración de los arrays. Principalmente porque permite declarar el
array de longitud variable: si C90 exigía que la dimensión del array
estuviera definido mediante un valor literal entero o una expre-
sión constante que pueda ser calculada en tiempo de compilación,
ahora C99 relaja esa exigencia o restricción y permite que el ta-
maño del array venga indicado mediante una expresión, no nece-
sariamente constante, y no necesariamente evaluable en tiempo de
compilación. Esto permite declarar un array de longitud variable, o
un array cuyo tamaño queda determinado en tiempo de ejecución.
Por ejemplo:










Así, el array m tendrá, en el momento de su declaración, la dimen-
sión que haya deseado el usuario al introducir un valor para la
variable size. Es importante que ese valor no sea menor o igual
que 0.
Cuando un array es declarado con un tamaño que no se conoce
en tiempo de compilación, no se le pueden asignar valores en la
declaración. El siguiente código dará un error porque no se puede




double array[dimension] = {0}; // ERROR!!!
SECCIÓN 13.4
Ejercicios. Recorrido simple e independiente.
ADVERTENCIA: No intente resolver estos ejercicios con funciones.
Aún no sabe usted manejar estas estructuras de datos (arrays y
matrices) mediante funciones. Eso lo aprenderá más adelante.
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ADVERTENCIA: En el manual de prácticas tiene explicado cómo
generar valores aleatorios en un programa en C.
13.1. Escriba el código de un programa que declare un array
(de la dimensión que usted quiera), le asigne valores por entrada
de teclado y lo muestre luego por pantalla.
13.2. Escriba el código de un programa que declare un array de
100 enteros, y asigne a cada posición del array los valores de los
cien primeros enteros pares.
13.3. Escriba el código de un programa que declare un array de
10 elementos y luego copie en otro array los valores del primero en
orden inverso.
13.4. Escriba el código de un programa que declare dos array de
100 enteros, asigne aleatoriamente valores al primero de los arrays,
y luego copie en el segundo array los valores del primero de acuerdo
al siguiente criterio: si el valor de la posición i del primer array
es múltiplo de 3, entonces copia ese valor; si no lo es, entonces
asigna al segundo array en esa posición i el valor múltiplo de 3
más cercano. Por ejemplo, si en la posición i del primer array está
el valor 6, ése será el valor que se copie en esa posición del segundo
array; si el valor es el 5 o el 7, entonces a la posición del segundo
array se le asignará el valor 6; y si en el primer array se encuentra
el valor 8 o 10, al segundo array se le asignará el valor 9.
13.5. Escriba el código de un programa que declare un array de
100 enteros, y asigne a cada posición del array los valores de los
cien primeros primos.
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SECCIÓN 13.5
Ejercicios. Recorrido simple independiente:
cuando un valor del array depende de los
valores previos calculados.
13.6. Escriba el código de un programa que declare un array de
10 enteros, y asigne a cada posición del array los valores de los diez
primeros factoriales. Considere que el n! = n×(n−1)! Puede asignar
al elemento en la posición i = 0 del array el valor 1 (0! = 1); para
el resto de elementos, asigne en la posición i del array el resultado
del producto de i por el valor ya calculado para la posición i - 1.
13.7. Escriba el código de un programa que declare un array
de 30 enteros y asigne a cada posición del array los valores de los
30 primero términos de la serie de Fibonacci. Considere que puede
asignar a las dos primeras posiciones el valor 1, y al resto de las
posiciones el valor resultante de la suma de sus dos posiciones
inmediatamente anteriores.
SECCIÓN 13.6
Ejercicios. Recorrido simple con memoria.
Búsquedas y Ordenaciones.
13.8. Escriba el código de un programa que cree un array con
valores aleatorios y determine luego cuál es valor mayor del array.
13.9. Escriba el código de un programa que cree un array con
valores aleatorios y determine luego cuál es la posición donde se
ubica el valor mayor del array.
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13.10. Escriba el código de un programa que cree un array con
valores aleatorios y determine luego cuántas veces está presente
en el array un determinado valor guardado en otra variable.
13.11. Escriba el código de un programa que determine cuán-
tos de sus valores verifican que son iguales que el índice de la
posición donde se ubican).
SECCIÓN 13.7
Ejercicios. Recorriendo un array con más de un
índice.
13.12. Escriba el código de un programa que cree un array con
valores aleatorios y luego los ordena de menor a mayor (algoritmo
de la burbuja).
13.13. Escriba el código de un programa que cree un array
con valores enteros aleatorios y determine cuántos de esos valores
(que sean distintos de 0 y de 1) verifican que en el array también se
encuentra su cuadrado. Por ejemplo, si los valores del array son {1,
2, 3, 4, 5, 6, 7, 8, 9}, entonces la respuesta del programa debe ser
2: porque efectivamente están presentes los cuadrados del valor 2
y del valor 3.
SECCIÓN 13.8
Ejercicios. Recorriendo en busca de un
contraejemplo.
13.14. Escriba el código de un programa que cree un array con
valores aleatorios y verifica si todos sus valores son pares. (Advier-
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ta que basta la presencia de un solo valor impar para finalizar el
recorrido del array.)
13.15. Escriba el código de un programa que cree un array
con valores aleatorios y determine luego si un determinado valor
está presente entre los valores del array. (Advierta que basta que
ese valor buscando se halle una primera vez para poder decir que
ese valor sí está presente. No se solicita cuántas veces está, sino
simplemente si está.)
13.16. Escriba el código de un programa que cree un array
con valores aleatorios y determine si los valores están en orden
creciente (array[i] <= array[i + 1]).
13.17. Escriba el código de un programa que cree un array con
valores aleatorios y determine si los valores están ordernados (en
orden creciente o decreciente).
13.18. Escriba el código de un programa que cree un array
con valores aleatorios y determine si en el array hay algún valor
que esté repetido.
13.19. Escriba el código de un programa que cree un array
con valores enteros aleatorios y determine si en el array hay algún
valor que no sea primo. Seguramente le convenga implementar una
función que determine si un determinado valor entero es primo o
compuesto.
SECCIÓN 13.9
Ejercicios. Moviendo valores dentro del array.
13.20. Desplazamiento... Escriba el código de un programa
que cree un array con valores aleatorios y luego realice un des-
plazamiento a la derecha de esos valores: el valor último (posición
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dimension - 1) se perderá, y el valor primero (posición 0) deberá
ser 0.
13.21. Desplazamiento... Repita el ejercicio anterior, permi-
tiendo ahora que el desplazamiento sea no de una sola posición,
sino de tantas como indique el usuario.
13.22. Rotación... Escriba el código de un programa que cree
un array con valores aleatorios y luego realice un desplazamiento
a la derecha de esos valores: el valor último (posición dimension
- 1) debe quedar asignado en la posición 0.
13.23. Rotación... Repita el ejercicio anterior, permitiendo aho-
ra que la rotación sea no de una sola posición, sino de tantas como
indique el usuario.
SECCIÓN 13.10
Ejercicios. Valores de un array dependientes de
los valores de otro array.
13.24. Escriba el código de un programa que calcule el histo-
grama de un array de 10000 enteros cuyos valores estén entre 0 y
99. El histograma de un array será otro vector que recoge la infor-
mación sobre cuántas veces está presente en ese array cada uno
de sus posibles valores. Así pues, como ya se ha dicho, el array de-
be tener una dimensión de diez mil, y el vector histograma deberá
tenerla de 100, porque 100 son los valores posibles que se encon-
trarán en cada una de las diez mil posiciones del array. Al final
de la ejecución del programa, los valores en histograma indicarán
cuántas veces se ha repetido cada uno de esos 100 valores en el
array. Así, por ejemplo, si histograma[0] vale 123, querrá decir
que ese valor 0 ha aparecido en el array un total de 123 veces.
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13.25. Escriba el código de un programa que cree un array a de
100 enteros y le asigne valores de forma aleatoria. Y cree entonces
un segundo array b cuyos valores sean los consecutivos entre 0 y
99. El programa debe ordenar el array b de acuerdo con el orden
de los elementos del array a, de forma que si el array b queda
al final, por ejemplo, con los valores {6, 23, 87, 0, 2, ... },
eso quiere decir que el menor valor del array a se encuentra en la
posición 6; luego le sigue en orden creciente el valor ubicado en la
posición 23; luego el valor ubicado en la posición 87; luego el de la
posición 0; el de la posición 2; ...; y así hasta el final.
13.26. Dado un array de valores enteros, escriba el programa
que asigne a un segundo array únicamente los valores del primer
array que sean pares.
13.27. Dado un array de valores enteros, escriba el progra-
ma que asigne a un segundo array las posiciones del primer array
cuyos valores sean pares.
13.28. Escriba el código de un programa que cree un array
con valores aleatorios y determine cuántos de estos valores están
repetidos al menos una vez. Por ejemplo si el array tiene los valores
{1, 2, 3, 1, 4, 2, 5, 1, 6, 3, 1}, la respuesta es que hay 3 valores que
están repetidos al menos una vez: los valores 1, 2 y 3.
SECCIÓN 13.11
Ejercicios. Arrays como polinomios.
13.29. Dado un array p que codifica los coeficientes de un po-
linomio (p[0] término independiente; p[1], término de la x; p[2],
término de x2; y en general p[i], término de xi), escriba un pro-
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grama que calcule los valores de un segundo array q que sean los
correspondientes al polinomio derivado de p.
13.30. Dado un array p que codifica los coeficientes de un poli-
nomio, escriba un programa que calcule los valores de un segundo
array q que sean los correspondientes al polinomio integrado de p.
13.31. Dados dos arrays p y q que codifica los coeficientes
de dos polinomios, escriba un programa que calcule el polinomio
producto de esos dos polinomios.
SECCIÓN 13.12
Ejercicios. Manejo de matrices.
13.32. Escriba el código de un programa que cree una matriz
cuadrada y muestre por pantalla los valores de su diagonal princi-
pal.
13.33. Escriba el código de un programa que cree una matriz
cuadrada y muestre por pantalla los valores de su diagonal secun-
daria.
13.34. Escriba el código de un programa que cree una ma-
triz cuadrada diagonal: unos en la diagonal principal y posiciones
superiores y ceros el resto de valores.
13.35. Escriba el código de un programa que realice asigne en
una tercera matriz la suma de dos matrices.
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SECCIÓN 13.13
Ejercicios. Recorriendo matrices con un solo
índice.
13.36. Escriba un programa que copie los valores de una ma-
triz en un array de dimensión igual al producto de las dos dimen-
siones de la matriz.
13.37. Escriba un programa que copie los valores de un array
en una matriz cuyo producto de sus dos dimensiones sea igual a
la dimensión del array.
13.38. Escriba un programa que determine si en una matriz
todos sus valores son diferentes.
13.39. Escriba un programa que determine si en una matriz
todos sus valores están ordenados (para verificar ese orden, el re-
corrido de las posiciones de la matriz es de izquierda a derecha y
de arriba hacia abajo).
13.40. Escriba el código de un programa que declare dos ma-
trices y copie primero en la segunda los valores pares de la primera;
y cuando ya no queden, que entonces siga copiando en la segunda
todos los valores impartes de la primera.
SECCIÓN 13.14
Ejercicios. Anidamiento en el recorrido de
matrices.
13.41. Escriba el código de un programa que, dada una ma-
triz y una posición cualquiera de ella, determine que se verifique
que la suma de los valores periféricos de esa posición determinada
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es mayor que el valor de la posición. Entendemos por periferia de
una posición de la matriz cada una de las ocho posiciones que la
rodean, o sólo cinco posiciones si la posición inspeccionada está
en un “lateral” de la matriz; o sólo tres posiciones si la posición
inspeccionada está ubicada en una “esquina” de la matriz.
13.42. Escriba el código de un programa que, determine que
ningún valor de un matriz es mayor que la suma de su periferia.
13.43. Escriba el código de un programa que, calcule en una
matriz p el producto de otras dos matrices a y b. Las matrices no
tienen por qué ser cuadradas, pero deberá vigilar que las dimen-
siones de las tres matrices son congruentes con las que deben ser
en el producto de matrices: tantas filas en p como filas en a; tantas
columnas en p como columnas en b; tantas columnas en a como
filas en b.
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CAPÍTULO 14
Caracteres y Cadenas de
caracteres.
En este capítulo...
14.1 Operaciones con caracteres . . . . . . . . . . . . . . . . . 358
14.2 Entrada de caracteres . . . . . . . . . . . . . . . . . . . . . 361
14.3 Cadena de caracteres . . . . . . . . . . . . . . . . . . . . . 362
14.4 Dar valor a una cadena . . . . . . . . . . . . . . . . . . . . 364
14.5 Operaciones con cadenas . . . . . . . . . . . . . . . . . . . 371
14.6 Otras funciones . . . . . . . . . . . . . . . . . . . . . . . . 376
14.7 Ejercicios . . . . . . . . . . . . . . . . . . . . . . . . . . . . 378
Ya hemos visto que un carácter se codifica en C mediante el tipo
de dato char. Es una posición de memoria (la más pequeña que
se puede reservar en C: un byte) que codifica cada carácter según
un código arbitrario. Uno muy extendido en el mundo del PC y en
programación con lenguaje C es el código ASCII.
Hasta el momento, cuando hemos hablado de los operadores de
una variable char, hemos hecho referencia al uso de esa variable
(que no se ha recomendado) como entero de pequeño rango o do-
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minio. Pero donde realmente tiene uso este tipo de dato es en el
manejo de caracteres y en el de vectores o arrays declarados de
este tipo.
A un array de tipo char se le suele llamar cadena de caracteres.
En este capítulo vamos a ver las operaciones básicas que se pueden
realizar con caracteres y con cadenas. No hablamos de operadores,
porque estos ya se han visto antes, en un capítulo previo, y se
reducen a los aritméticos, lógicos, relacionales y a nivel de bit. Ha-
blamos de operaciones habituales cuando se manejan caracteres y
sus cadenas: operaciones que están definidas como funciones en




La biblioteca ctype.h contiene abundantes funciones para la ma-
nipulación de caracteres. La biblioteca ctype.h define funciones
de manejo de caracteres de forma individual, no concatenados, for-
mando cadenas.
Lo más indicado será ir viendo cada una de esas funciones y expli-
car qué operación realiza sobre el carácter y qué valores devuelve.
int isalnum(int c);
Recibe el código ASCII de una carácter y devuelve el valor 1 si
el carácter que corresponde a ese código ASCII es una letra o
un dígito numérico; en caso contrario devuelve un 0.
Ejemplo de uso:
Sección 14.1. Operaciones con caracteres 359
if(isalnum(‘@’)) printf("Alfanumerico");
else printf("No alfanumerico");
Así podemos saber si el carácter ‘@’ es considerado alfabé-
tico o numérico. La respuesta será que ninguna de las dos
cosas. Evidentemente, para hacer uso de esta función y de
todas las que se van a ver en este epígrafe, hay que indicar al
compilador el archivo donde se encuentran declaradas estas
funciones: #include <ctype.h>.
int isalpha(int c);
Recibe el código ASCII de una carácter y devuelve el valor 1 si
el carácter que corresponde a ese código ASCII es una letra;




La respuesta será que ‘2’ no es alfabético.
int iscntrl(int c);
Recibe el código ASCII de una carácter y devuelve el valor 1 si
el carácter que corresponde a ese código ASCII es el carácter
borrado o un carácter de control (ASCII entre 0 y 1F, y el 7F,
en hexadecimal); en caso contrario devuelve un 0.
Ejemplo de uso:
if(iscntrl(‘\n’)) printf("Caracter de control");
else printf("No caracter de control");
La respuesta será que el salto de línea sí es carácter de con-
trol.
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Resumidamente ya, presentamos el resto de funciones de esta bi-
blioteca. Todas ellas reciben como parámetro el ASCII de un carác-
ter.
int isdigit(int c); Devuelve el valor 1 si el carácter es un
dígito; en caso contrario devuelve un 0.
int isgraph(int c); Devuelve el valor 1 si el carácter es un
carácter imprimible; en caso contrario devuelve un 0.
int isascii(int c); Devuelve el valor 1 si el código ASCII
del carácter es menor de 128; en caso contrario devuelve un
0.
int islower(int c); Devuelve el valor 1 si el carácter es una
letra minúscula; en caso contrario devuelve un 0.
int ispunct(int c); Devuelve el valor 1 si el carácter es
signo de puntuación; en caso contrario devuelve un 0.
int isspace(int c); Devuelve el valor 1 si el carácter es el
espacio en blanco, tabulador vertical u horizontal, retorno de
carro, salto de línea, u otro carácter de significado espacial en
un texto; en caso contrario devuelve un 0.
int isupper(int c); Devuelve el valor 1 si el carácter es una
letra mayúscula; en caso contrario devuelve un 0.
int isxdigit(int c); Devuelve el valor 1 si el carácter es
un dígito hexadecimal (del ‘0’ al ‘9’, de la ‘a’ a la ‘f’ ó de
la ‘A’ a la ‘F’); en caso contrario devuelve un 0.
int tolower(int ch); Si el carácter recibido es una letra
mayúscula, devuelve el ASCII de su correspondiente minús-
cula; en caso contrario devuelve el mismo código ASCII que
recibió como entrada.
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int toupper(int ch); Si el carácter recibido es una letra mi-
núscula, devuelve el ASCII de su correspondiente mayúscula;
en caso contrario devuelve el mismo código ASCII que recibió
como entrada.
Con estas funciones definidas se pueden trabajar muy bien mu-
chas operaciones a realizar con caracteres.
SECCIÓN 14.2
Entrada de caracteres.
Hemos visto una función que sirven bien para la introducción de
caracteres: la función scanf, que espera la entrada de un carácter
más el carácter intro. No es muy cómoda cuando se espera única-
mente un carácter.
También podemos encontrar en stdio.h la función getchar, aun-
que en realidad tampoco su uso no es siempre el esperado, por
problemas del buffer de teclado. Un buffer es como una cola o al-
macén que crea y gestiona el sistema operativo. Con frecuencia
ocurre que la función getchar debería esperar la entrada por te-
clado de un carácter, pero no lo hace porque ya hay caracteres a la
espera en el buffer gestionado por el sistema operativo.
Si se está trabajando con un editor en el sistema operativo Win-
dows, se puede hacer uso de la biblioteca conio.h y de algunas de
sus funciones de entrada por consola. Esta biblioteca no es están-
dar en ANSI C, pero si vamos a trabajar en ese sistema operativo
sí resulta válida.
En esa biblioteca vienen definidas dos funciones útiles para la en-
trada por teclado, y que no dan los problemas que da, en Windows,
la función getchar.
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Esas dos funciones son:
La función int getche(void);, que espera del usuario un
pulso de teclado. Devuelve el código ASCII del carácter pulsa-
do y muestra por pantalla ese carácter. Al ser invocada esta
función, no recibe valor o parámetro alguno: por eso se define
como de tipo void.
La función int getch(void);, espera del usuario un pulso
de teclado. Devuelve el código ASCII del carácter pulsado. Al
ser invocada esta función, no recibe valor o parámetro alguno:
por eso se define como de tipo void. Esta función no tiene eco
en pantalla, y no se ve el carácter pulsado.
SECCIÓN 14.3
Cadena de caracteres.
Una cadena de caracteres es una formación de caracteres. Es un
vector tipo char, cuyo último elemento es el carácter fin de cadena
(carácter ‘\0’ cuyo ASCII es 0). Toda cadena de caracteres termina
con ese carácter. Este carácter indica donde termia la cadena.
La declaración de una cadena de caracteres se realiza de forma
similar a la de un vector de cualquier otro tipo:
char mi_cadena[dimensión];
donde dimensión es un literal que indica el número de bytes que
se deben reservar para la cadena (recuerde que una variable tipo
char ocupa un byte).
La asignación de valores, cuando se crea una cadena, puede ser
del mismo modo que la asignación de vectores:
char mi_cadena[4] = {‘h’, ‘o’, ‘l’, ‘a’};
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Y así hemos asignado a la variable mi_cadena el valor de la cadena
"hola".
Y así, con esta operación de asignación, acabamos de cometer un
error importante. Repasemos... ¿qué es una cadena?: es un vector
tipo char, cuyo último elemento es el carácter fin de cadena. Pero
si el último elemento es el carácter fin de cadena... ¿no nos hemos
equivocado en algo?: Sí.
La correcta declaración de esta cadena sería:
char mi_cadena[5] = {‘h’, ‘o’, ‘l’, ‘a’, ‘\0’};
Faltaba el carácter ’\0’ con el que debe terminar toda cadena. De
todas formas, la asignación de valor a una cadena suele hacerse
mediante comillas dobles, de la siguiente manera:
char mi_cadena[5] = "hola";
Y ya en la cadena "hola" se recoge el quinto carácter: el carác-
ter nulo. Ya se encarga el compilador de introducirlo al final de la
cadena.
Y es que hay que distinguir, por ejemplo, entre el carácter ‘a’ y
la cadena "a". En el primer caso tratamos del valor ASCII 97, que
codifica la letra ‘a’ minúscula; en el segundo caso tratamos de
una cadena de dos caracteres: el carácter ‘a’ seguido del carácter
fin de cadena (cuyo valor ASCII es 0).
También podríamos haber hecho lo siguiente:
char mi_cadena[100] = "hola";
donde todos los bytes posteriores al carácter ASCII 0 tendrán va-
lores no asignados. Pero eso no importa, porque la cadena sólo se
extiende hasta el carácter ASCII 0: no nos interesa lo que pueda
haber más allá de ese carácter.
364 Capítulo 14. Caracteres y Cadenas de caracteres
Y al igual que con los arrays, podemos inicializar la cadena, sin
necesidad de dimensionarla:
char mi_cadena[] = "hola";
Y entonces ya se encarga el compilador de reservar cinco bytes para
la variable mi_cadena.
Una forma de vaciar una cadena y asignarle el valor de cadena
vacía es el siguiente:
mi_cadena[0] = 0; // Valor ASCII del carácter ‘\0’.
Definimos longitud de la cadena como el número de caracteres
previos al carácter fin de cadena. El carácter fin de cadena no cuen-
ta como parte para el cálculo de la longitud de la cadena. La cadena
"hola" necesita cinco variables char para ser almacenada, pero su
longitud se dice que es cuatro. Asignando al elemento de índice 0
el valor fin de cadena, tenemos una cadena de longitud cero.
Cada elemento de la cadena se reconoce a través del índice entre
corchetes. Cuando se quiere hacer referencia a toda la cadena en
su conjunto, se emplea el nombre de la cadena sin ningún corchete
ni índice.
SECCIÓN 14.4
Dar valor a una cadena de caracteres.
Para recibir cadenas por teclado disponemos, entre otras, de la
función scanf ya presentada en capítulos anteriores. Basta indi-
car, entre comillas dobles, y después del carácter ‘%’ la letra ‘s’.
Ya lo vimos en el Capítulo 8. Y luego, al poner el nombre de la ca-
dena de texto donde la función scanf debe asignar el valor de la
cadena, éste NO debe ir precedido del carácter &. Más adelante, en
otro Capítulo, entenderá por qué.
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Pero esta función toma la cadena introducida por teclado, y la corta
a partir de la primera entrada de un carácter en blanco. Puede ha-
cer un pequeño programa (Cuadro de Código 14.1) para comprobar
a qué nos estamos refiriendo.
Cuadro de Código 14.1: Uso de la función scanf para la entrada





5 printf("Valor de la cadena ... ");
6 scanf(" %s", cadena);
7 printf("Cadena introducida ... %s.\n", cadena);
8 return 0;
9 }
Si introduce una cadena con un carácter en blanco (por ejemplo,
si introduce "ABCDE ABCDE ABCDE") obtendrá una salida truncada
desde el momento en que en la entrada encontró un primer espacio
en blanco. La salida por pantalla de este programa es:
Cadena introducida ... ABCDE.
El motivo es que la función scanf toma los datos de entrada del
buffer (porción temporal de memoria: ya se explicó en el Capítulo 8)
del archivo estándar de entrada stdin. Cuando se pulsa la techa
Enter (INTRO, Return, o como quiera llamarse) la función scanf ve-
rifica que la información recibida es correcta y, si lo es, almacena
esa información recibida en el espacio de memoria indicado (ca-
dena, en nuestro ejemplo). Y como scanf toma las palabras como
cadenas de texto, y toma los espacios en blanco como separador de
entradas para distintas variables, se queda con la primera entrada
(hasta llegar a un espacio en blanco) y deja el resto en el buffer.
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Podemos averiguar lo que hay en el buffer. Eso nos servirá para
comprender mejor el comportamiento de la función scanf y com-
prender también su relación con el buffer.
Introduzca el programa recogido en el Cuadro de Código 14.2 en
su editor de C. Ejecute el programa, e introduzca por teclado, por
ejemplo, la entrada "Programar es sencillo" (introduzca el tex-
to sin comillas, claro); y pulse la tecla intro.
Cuadro de Código 14.2: Uso de la función scanf para la entrada





5 char a[100], c;
6 printf("Introducir cadena de texto ... ");
7 scanf(" %s", a);
8 printf("\nCadena recibida por scanf ... %s", a);
9 printf("\nQueda en el buffer .......... ");




Ésta será la salida que, por pantalla, obtendrá:
Cadena recibida por scanf ... Programar
Queda en el buffer .......... es sencillo
Se puede evitar ese corte, insertando en la cadena de control y en-
tre corchetes algunos caracteres. Si se quiere utilizar la función
scanf para tomar desde teclado el valor de una cadena de carac-
teres, sin tener problema con los caracteres en blanco, bastará
poner:
scanf(" %[^\n]s, nombreCadena);
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Entre corchetes ha quedado indicado el único carácter ante el que
la función scanf considerará que se ha llegado al final de cadena:
aquí ha quedado indicado, como carácter de fin de cadena, el de
salto de línea.
Si en el código del Cuadro de Código 14.1 cambiamos la llamada a
la función scanf y ponemos:
scanf(" %[^\n]s, cadena);
E introducimos ahora la misma entrada, tendremos la siguiente
salida:
Cadena introducida ... ABCDE ABCDE ABCDE.
Y en el código del Cuadro de Código 14.2, si modificamos la sen-
tencia scanf, y la dejamos scanf(" %[^\n]s", a); la salida por
pantalla quedará:
Cadena recibida por scanf ... Programar es sencillo
Queda en el buffer ..........
Acabamos de introducir una herramienta sintáctica que ofrece la
función scanf para filtrar las entradas de texto. Cuando la entrada
de la función scanf es una cadena de texto, podemos indicarlo me-
diante la letra de tipo%s, o mediante%[], indicando entre corche-
tes qué conjunto de posibles caracteres se esperan como entrada,
o cuáles no se esperan.
Veamos algunos ejemplos:
scanf(" %[A-Za-z]", a);
La cadena estará formada por los caracteres introducidos mien-
tras éstos sean letras mayúsculas o minúsculas. Si el usuario
introduce "ABCDE12345ABCDE", la cadena a valdrá únicamen-
te "ABCDE": en cuanto haga su aparición el primer carácter
no incluido en la lista entre corchetes se terminará la entrada
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de la cadena. El resto de la entrada quedará en el buffer de
stdin.
scanf(" %[^A-Z]", a);
En este caso, la función scanf no terminará su ejecución has-
ta que no reciba un carácter alfabético en mayúsculas.
Por ejemplo, podría dar como entrada la siguiente cadena:
"buenas tardes.
este texto sigue siendo parte de la entrada.
12345: se incluyen los dígitos.
FIN"
La cadena a valdría entonces todos los caracteres introduci-
dos desde la ‘b’ de "buenas" hasta el punto después de la
palabra "dígitos". El siguiente carácter introducido es una
letra mayúscula (la primera de la palabra "FIN", y entonces
scanf interrumpe la entrada de la cadena. Esos tres últimos
caracteres "FIN", quedarán en el buffer del archivo estándar
stdin.
También se puede limitar el número de caracteres de la en-
trada: por ejemplo:
scanf(" %5s", a);
Si el usuario introduce la cadena "ABCDEabcdeABCDE", el va-
lor de a será únicamente "ABCDE", que son los cinco primeros
caracteres introducidos. El limitador de longitud de la cade-
na es muy útil a la hora de dar entrada a cadenas de texto,
porque se evita una violación de memoria en el caso de que la
cadena de entrada sea de longitud mayor que la longitud del
array tipo char que se ha declarado.
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Otra función, quizá más cómoda (pero que no goza de tantas po-
sibilidades de control en el valor de la cadena de entrada), es la
función gets. La función gets está también definida en la biblio-
teca stdio.h, y su prototipo es el siguiente:
char *gets(char *s);
Esta función asigna a la cadena s todos los caracteres introduci-
dos como cadena. La función queda a la espera de que el usuario
introduzca la cadena de texto. Hasta que no se pulse la tecla in-
tro, se supone que todo lo que se teclee será parte de la cadena de
entrada. Al final de todos ellos, como es natural, coloca el carácter
nulo.
Hay que hacer una advertencia grave sobre el uso de estas funcio-
nes de entrada de cadenas de texto: puede ocurrir que la cadena
introducida por teclado sea de mayor longitud que el número de
bytes que se han reservado. Esa incidencia no es vigilada por la
función gets. Y si ocurre, entonces, además de grabar informa-
ción de la cadena en los bytes reservados para ello, se hará uso de
los bytes, inmediatamente consecutivos a los de la cadena, hasta
almacenar toda la información tecleada más su carácter nulo final.
Esa violación de memoria puede tener —y de hecho habitualmente
tiene— consecuencias desastrosas para el programa.
En el Cuadro de Código 14.3 se recoge un programa que solicita al
usuario su nombre y lo muestra entonces por pantalla. El progra-
ma está bien construido. Pero hay que tener en cuenta que el nom-
bre que se introduce puede, fácilmente, superar los 10 caracteres.
Por ejemplo, si un usuario responde diciendo "José Antonio", ya
ha introducido 13 caracteres: 4 por "José", 7 por "Antonio", 1
por el carácter en blanco, y otro más por el carácter final de cadena.
En ese caso, el comportamiento del programa sería imprevisible.
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Cuadro de Código 14.3: Uso de la función scanf para la entrada





5 printf("Como te llamas? ");
6 gets(nombre);
7 printf("Hola, %s.", nombre);
8 return 0;
9 }
Por todo ello, está recomendado que NO se haga uso de esta fun-
ción.
En el manual de prácticas puede encontrar referencia al uso de
otras funciones de stdio.h (función fgets). También puede en-
contrar ayuda suficiente en las ayudas de los distintos IDE’s o en
Internet. El prototipo de esta función es:
char *fgets(char *cadena, int n, FILE *stream);
Donde el primer parámetro es la cadena de texto donde se guardará
la entrada que se reciba por el archivo indicado en el tercer pará-
metro, y que si queremos que sea entrada por teclado deberemos
indicar como stdin. El segundo parámetro es la longitud máxima
de la entrada: si la cadena de entrada tiene, por ejemplo, un ta-
maño de 100 elementos, y así se indica a la llamada a la función,
entonces al array se le asignarán, como máximo, 99 caracteres más
el carácter de fin de cadena.
Esta función incluye el carácter intro como uno más en la entra-
da. Si el usuario introduce la cadena "hola" (y al final pulsa-
rá la tecla intro...) en la llamada a la función fgets(entrada ,
100 , stdin);, entonces tendremos que entrada[0] vale ‘h’, y
entrada[3] vale ‘a’. La función habrá asignado a entrada[4] el
Sección 14.5. Operaciones con cadenas 371
carácter de valor ASCII 10, que es el que corresponde a la tecla
intro. Y entrada[5] valdrá, por fin, el carácter fin de cadena (valor
ASCII 0). Lo que haya más allá de ese elemento ya no corresponde
a la entrada recibida.
El estándar C11 ha definido nuevas funciones, sencillas de usar,
(como la nueva función gets_s), que resuelven el problema de uso
de esta función. No haga uso de estas funciones nuevas en C11 si
su compilador no tiene incorporados estas novedades.
SECCIÓN 14.5
Operaciones con cadenas de caracteres.
Todo lo visto en el capítulo de vectores es aplicable a las cadenas:
de hecho una cadena no es más que un vector de tipo char. Sin
embargo, las cadenas merecen un tratamiento diferente, ya que las
operaciones que se pueden realizar con ellas son muy distintas a
las que se realizan con vectores numéricos: concatenar cadenas,
buscar una subcadena en una cadena dada, ordenar alfabética-
mente varias cadenas, etc. Vamos a ver algunos programas de ma-
nejo de cadenas, y presentamos algunas funciones definidas para
ellas, disponibles en la biblioteca string.h.
Copiar el contenido de una cadena en otra cadena.
Vea el código del Cuadro de Código 14.4. Mientras no se llega
al carácter fin de cadena de original, se van copiando uno
a uno los valores de las variables de la cadena en copia. Al
final, cuando ya se ha llegado al final en original, habrá
que cerrar también la cadena en copia, mediante un carácter
ASCII 0.
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Cuadro de Código 14.4: Copia de una cadena en otra.
1 #include <stdio.h>





7 short int i = 0;
8 printf("Cadena original ... ");




13 copia[i] = original[i];
14 i++;
15 }






Las líneas de código entre las líneas /*01*/ y /*02*/ son
equivalentes a la sentencia strcpy(copia, original);, don-
de se hace uso de la función strcpy de string.h cuyo pro-
totipo es:
char *strcpy(char *dest, const char *src);
que recibe como parámetros las dos cadenas, origen (src) y
destino (dest), y devuelve la dirección de la cadena de destino.
Determinar la longitud de una cadena.
Vea el código del Cuadro de Código 14.5. El contador i se va
incrementando hasta llegar al carácter 0; así, en i, tenemos la
longitud de la cadena. Esta operación también se puede hacer
con la función strlen de string.h cuyo prototipo es:
Sección 14.5. Operaciones con cadenas 373





5 short int i = 0;
6 printf("Cadena original ... ");
7 gets(or);
8 while(or[i]) i++; /*01*/
9 printf("%s tiene longitud %hd\n" , or , i);
10 return 0;
11 }
size_t strlen(const char *s);
que recibe como parámetro una cadena de caracteres y de-
vuelve su longitud. El tipo size_t es, para nosotros y ahora
mismo, el tipo int.
Así, las líneas /*01*/ de Cuadreo de Código 14.5 y la senten-
cia i = strlen(original); llegan al mismo resultado.
Concatenar una cadena al final de otra.
Vea el código del Cuadro de Código 14.6. El código compren-
dido entre las líneas marcadas con /*01*/ y /*02*/ es equi-
valente a la sentencia strcat(cad1, cad2);, donde se ha-
ce uso de la función de string.h que concatena cadenas:
strcat. Esta función recibe como parámetros las cadenas
destino de la concatenación y fuente, y devuelve la dirección
de la cadena destino. Su prototipo es:
char *strcat(char *dest, const char *src);
También existe otra función, parecida a esta última, que con-
catena no toda la segunda cadena, sino hasta un máximo de
caracteres, fijado por un tercer parámetro de la función:
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6 short int i = 0, j = 0;
7 printf("Primer tramo de cadena ... ");
8 gets(cad1);
9 printf("Tramo a concatenar ... ");
10 gets(cad2);
11
12 while(cad1[i]) i++; /*01*/
13 // i: longitud de cad1.
14 while(cad2[j])
15 {
16 cad1[i++] = cad2[j++];
17 }
18 cad1[i] = 0; /*02*/




(char *dest, const char *src, size_t maxlen);
Comparar dos cadenas e indicar cuál de ellas es mayor, o
si son iguales.
Vea una solución implementada en el código del Cuadro de
Código 14.7. La operación realizada entre las líneas /*01*/ y
/*02*/ es la misma que la sentencia int comp = strcmp(c1,
c2);. La operación realizada entre las líneas /*03*/ y /*04*/
es la misma que la indicada entre las siguientes líneas:
if(comp < 0) printf("c2 > c1");
else if(comp > 0) printf("c1 > c2");
else printf("c1 = c2");
La función strcmp, de string.h, tiene el siguiente prototipo:
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4 char c1[100] , c2[100];
5 short int i = 0 , chivato = 0;
6 printf("Primera Cadena ... ");
7 gets(c1);
8 printf("Segunda Cadena ... ");
9 gets(c2);
10 while(c1[i] && c2[i] && !chivato) /*01*/
11 {
12 if(c1[i] > c2[i]) chivato = 1;
13 else if(c1[i] < c2[i]) chivato = 2;
14 i++;
15 } /*02*/
16 if(chivato == 1)
17 printf("c1 > c2"); /*03*/
18 else if(chivato == 2)
19 printf("c2 > c1");
20 else if(!c1[i] && c2[i])
21 printf("c2 > c1");
22 else if(c1[i] && !c2[i])
23 printf("c1 > c2");
24 else
25 printf("c1 = c2"); /*04*/
26 return 0;
27 }
int strcmp(const char *s1, const char *s2);
Es una función que recibe como parámetros las cadenas a
comparar y devuelve un valor negativo si s1 es menor que s2;
un valor positivo si s1 es mayor que s2; y un cero si ambas
cadenas son iguales.
El uso de mayúsculas o minúsculas influye en el resultado;
por tanto, la cadena, por ejemplo, "XYZ" es anterior, según
estos códigos, a la cadena "abc".
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También existe una función que compara hasta una cantidad
de caracteres señalado, es decir, una porción de la cadena:
int strncmp
( const char *s1, const char *s2, size_t maxlen);
donde maxlen es el tercer parámetro, que indica hasta cuán-
tos caracteres se han de comparar.
SECCIÓN 14.6
Otras funciones de cadena.
Vamos a detenernos en la conversión de una cadena de caracteres,
todos ellos numéricos, en la cantidad numérica, para poder luego
operar con ellos. Las funciones que veremos en este epígrafe se
encuentran definidas en otras bibliotecas: en la stdlib.h o en la
biblioteca math.h.
Convertir una cadena de caracteres (todos ellos dígitos o
signo decimal) en un double.
double strtod(const char *s, char **endptr);
Esta función convierte la cadena s en un valor double. La
cadena s debe ser una secuencia de caracteres que puedan
ser interpretados como un valor double. La forma genérica
en que se puede presentar esa cadena de caracteres es la si-
guiente:
[ws] [sn] [ddd] [.] [ddd] [fmt[sn]ddd]
donde [ws] es un espacio en blanco opcional; [sn] es el signo
opcional (+ ó -); [ddd] son dígitos opcionales; [fmt] es el for-
mato exponencial, también opcional, que se indica con las
letras ’e’ ó ’E’; finalmente, el [.] es el carácter punto deci-
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mal, también opcional. Por ejemplo, valores válidos serían +
1231.1981 e-1; ó 502.85E2; ó + 2010.952.
La función abandona el proceso de lectura y conversión en
cuanto llega a un carácter que no puede ser interpretable co-
mo un número real. En ese caso, se puede hacer uso del se-
gundo parámetro para detectar el error que ha encontrado:
aquí se recomienda que para el segundo parámetro de esta
función se indique el valor nulo: en esta parte del libro aún
no se tiene suficiente formación en C para poder comprender
y emplear bien este segundo parámetro.
La función devuelve, si ha conseguido la transformación, el
número ya convertido en formato double.
El Cuadro de Código 14.8 recoge un ejemplo de uso de esta
función.








8 printf("Numero decimal ... "); gets(entrada);
9 valor = strtod(entrada, 0);
10
11 printf("La cadena es %s ", entrada);
12 printf("y el numero es %f\n", valor);
13 return 0;
14 }
De forma semejante se comporta la función atof, de la biblio-
teca math.h. Su prototipo es:
double atof(const char *s);
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Donde el formato de la cadena de entrada es el mismo que
hemos visto para la función strtod.
Consultando la ayuda del compilador se puede ver cómo se
emplean las funciones strtol y strtoul, de la biblioteca
stdlib.h: la primera convierte una cadena de caracteres en
un entero largo; la segunda es lo mismo pero el entero es
siempre largo sin signo. Y también las funciones atoi y atol,




14.1. Escriba el código de un programa que solicite del usuario
la entrada de una cadena y muestre por pantalla en número de
veces que se ha introducido cada una de las cinco vocales.
En el Cuadro de Código 14.9 se le ofrece una posible solución a
este ejercicio.
14.2. Escriba el código de un programa que solicite del usuario
la entrada de una cadena y muestre por pantalla esa misma cadena
en mayúsculas.
En el Cuadro de Código 14.10 se le ofrece una posible solución a
este ejercicio.
14.3. Escriba el código de un programa que solicite del usuario
la entrada de una cadena y elimine de ella todos los espacios en
blanco. Imprima luego por pantalla esa cadena.
En el Cuadro de Código 14.11 se le ofrece una posible solución a
este ejercicio.
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5 short int a, e, i, o, u, cont;
6 printf("Cadena ... \n");
7 gets(cadena);
8 a = e = i = o = u = 0;
9 for(cont = 0 ; cadena[cont] ; cont++)
10 {
11 if(cadena[cont] == ’a’) a++;
12 else if(cadena[cont] == ’e’) e++;
13 else if(cadena[cont] == ’i’) i++;
14 else if(cadena[cont] == ’o’) o++;
15 else if(cadena[cont] == ’u’) u++;
16 }
17 printf("Las vocales introducidas han sido ... \n");
18 printf("a ... %hd\n",a);
19 printf("e ... %hd\n",e);
20 printf("i ... %hd\n",i);
21 printf("o ... %hd\n",o);
22 printf("u ... %hd\n",u);
23 return 0;
24 }
Este problema puede resolverse de dos maneras. La primera (Cua-
dro de Código 14.11), sería haciendo la copia sin espacios en blan-
co en la misma cadena de origen: es decir, trabajando con una
única cadena de texto, que se modifica eliminando de ella todos
los caracteres en blanco. La segunda (Cuadro de Código 14.12) es
creando una segunda cadena y asignándole a ésta los valores de
los caracteres de la primera que no sean el carácter blanco.
Si el carácter i es el carácter blanco (ASCII 32) entonces no se
incrementa el contador sino que se adelantan una posición todos
los caracteres hasta el final. Si el carácter no es el blanco, entonces
simplemente se incrementa el contador y se sigue rastreando la
cadena de texto.
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6 short int cont;
7 printf("Cadena de texto ... \n");
8 gets(cadena);
9 for(cont = 0 ; cadena[cont] ; cont++)










6 short int i, j;
7 printf("Introduzca una cadena de texto ... \n");
8 gets(cadena);
9 for(i = 0 ; cadena[i] ; )
10 {
11 if(cadena[i] == 32)
12 {
13 for(j = i ; cadena[j] ; j++)
14 cadena[j] = cadena[j + 1];
15 }
16 else { i++; }
17 }
18 printf("Cadena introducida %s\n" , cadena);
19 return 0;
20 }
Esta segunda forma (Cuadro de Código 14.12) es, desde luego, más
sencilla. Una observación conviene hacer aquí: en la segunda so-
lución, al acabar de hacer la copia, hemos cerrado la cadena copia
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6 char original[100], copia[100];
7 short int i, j;
8 printf("Introduzca una cadena de texto ... \n");
9 gets(original);
10 for(i = 0 , j = 0 ; original[i] ; i++)
11 {
12 if(original[i] != 32)
13 {
14 copia[j++] = original[i];
15 }
16 }
17 copia[j] = 0;
18 printf("La cadena introducida ha sido ...\n");
19 printf("%s\n",original);




añadiéndole el carácter de fin de cadena. Esa operación también
se debe haber hecho en la primera versión de resolución del ejerci-
cio, pero ha quedado implícita en el segundo anidado for. Intente
comprenderlo.
14.4. Escriba el código de un programa que solicite al usua-
rio una cadena de texto y genere luego otra a partir de la primera
introducida donde únicamente se recojan los caracteres que sean
letras: ni dígitos, ni espacios, ni cualquier otro carácter. El progra-
ma debe, finalmente, mostrar ambas cadenas por pantalla.
En el Cuadro de Código 14.13 se le ofrece una posible solución a
este ejercicio.
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6 char cadena1[100], cadena2[100];
7 short i, j;
8 printf("Primera cadena ... ");
9 gets(cadena1);




14 cadena2[j++] = cadena1[i];
15 }
16 }
17 cadena2[j] = ’\0’;
18 printf("Cadena primera: %s\n", cadena1);
19 printf("Cadena segunda: %s\n", cadena2);
20 return 0;
21 }
14.5. Escriba el código de un programa que reciba una cadena
de texto y busque los caracteres que sean de tipo dígito (0, 1, ..., 9)
y los sume.
Por ejemplo, si la cadena de entrada es "Hoy es 12 de enero de
2018", el cálculo que debe realizar es la suma 1 + 2 (correspon-
dientes al texto "12") + 2 + 0 + 1 + 8 (correspondientes al texto
"2018").
En el Cuadro de Código 14.14 se le ofrece una posible solución a
este ejercicio.
Observación al Cuadro de Código 14.14: el carácter ‘0’ no tiene el
valor numérico 0, ni el carácter ‘1’ el valor numérico 1,... Se cal-
cula fácilmente el valor de cualquier carácter dígito de la siguiente
forma: Del carácter dígito ‘1’ llegamos al valor numérico 1 restan-
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7 long Suma = 0;
8 printf("Introduzca la cadena ... ");
9 gets(cadena);




14 Suma += cadena[i] - ’0’;
15 }
16 }
17 printf("El valor de la suma es ... %ld", Suma);
18 return 0;
19 }
do ‘1’ - ‘0’. Del carácter dígito ‘2’ llegamos al valor numérico
2 restando ‘2’- ‘0’. Y así sucesivamente: del carácter dígito ‘9’
llegamos al valor numérico 9 restando ‘0’ a ‘9’.
14.6. Escriba un programa que reciba del usuario y por teclado
una cadena de texto de no más de 100 caracteres y a partir de ella
se genere una cadena nueva con todas las letras minúsculas y en la
que se haya eliminado cualquier carácter que no sea alfanumérico.
Ayuda: En la biblioteca ctype.h dispone de una función isalnum
que recibe como parámetro un carácter y devuelve un valor ver-
dadero si ese carácter es alfanumérico; de lo contrario el valor de-
vuelto es cero. Y también dispone de la función tolower que recibe
como parámetro un carácter y devuelve el valor del carácter en mi-
núscula si la entrada ha sido efectivamente un carácter alfabético;
y devuelve el mismo carácter de la entrada en caso contrario.
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En el Cuadro de Código 14.15 se recoge una posible solución. Con-
vendrá hacer uso de la función isalnum y la macro tolower, de
ctype.h.






6 char in[100], cp[100];
7 short i, j;
8 printf("Cadena de entrada ... "); gets(in);




13 cp[j++] = tolower(in[i]);
14 }
15 }
16 cp[j] = ’\0’;
17 printf("Cadena copia ... %s", cp);
18 return 0;
19 }
14.7. Escriba el código de un programa que solicite del usua-
rio dos cadenas de texto de cinco elementos (la longitud máxima
de las cadenas será por tanto de 4 caracteres) formadas por sólo
caracteres de dígito (‘0’, ‘1’, ‘2’, ‘3’, ‘4’, ‘5’, ‘6’, ‘7’, ‘8’,
‘9’), y que muestre por pantalla la suma de esas dos entradas.
En la solución que se propone (Cuadro de Código 14.16), no se hace
una verificación previa sobre la correcta entrada realizada por el
usuario. Se supone que el usuario ha introducido dos enteros de,
como mucho, 4 dígitos. Si no es así, el programa no ofrecerá un
resultado válido.
Lo que hacemos es convertir la cadena de dígitos en su valor entero.
Se explica el procedimiento con un ejemplo: supongamos que la
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4 char c1[5], c2[5];
5 short n1, n2, i;
6 printf("Primera cadena: "); gets(c1);
7 printf("Segunda cadena: "); gets(c2);
8 for(i = 0 , n1 = 0 ; c1[i] && i < 5 ; i++)
9 {
10 n1 = n1 * 10 + (c1[i] - ’0’);
11 }
12 for(i = 0 , n2 = 0 ; c2[i] && i < 5 ; i++)
13 {
14 n2 = n2 * 10 + (c2[i] - ’0’);
15 }
16 printf("La suma vale ... %hd", n1 + n2);
17 return 0;
18 }
entrada para la cadena c1 ha sido 579: es decir, c1[0] igual a ‘5’,
c1[1] igual a ‘7’, c[2] igual a ‘9’; y c1[3] igual al carácter de
fin de cadena; c1[4]: no se le ha asignado ningún valor.
Lo que hace el programa que proponemos como solución es reco-
rrer el array desde el primer elemento y hasta llegar al carácter fin
de cadena. Inicializada a cero, toma la variable n1 y le asigna, para
cada valor del índice i que recorre el array, el valor que tenía antes
multiplicado por 10, al que le suma el nuevo valor del array en la
posición i.
Cuando i = 0 y n1 vale inicialmente 0, se obtiene el valor numé-
rico del carácter c1[0] (valor ‘5’). Entonces n1 pasa a valer n1 *
10 + 5, es decir, 5.
Cuando i = 1 y n1 vale 5, se obtiene el valor numérico del carácter
c1[1] (valor 7). Entonces n1 pasa a valer n1 * 10 + 7, es decir,
57.
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Cuando i = 2 y n1 vale 57, obtiene el valor numérico del carácter
c1[2] (valor 9). Entonces n1 pasa a valer n1 * 10 + 9, es decir,
579.
Ahora leerá el siguiente valor que será el de fin de cadena, y termi-
nará el proceso de encontrar el valor numérico del entero introdu-
cido como cadena de caracteres.
Como ya ha quedado explicado antes para obtener el valor numéri-
co de un carácter dígito basta restar a su valor el ASCII del carácter
‘0’.
Cuadro de Código 14.17: Posible solución al Ejercicio 14.7.
1 #include <stdio.h>
2 #include <string.h>




7 char a[LLL], b[LLL];
8 // ENTRADA DE LA CADENA a ...
9 printf("Cadena a ... "); gets(a);
10 printf("Cadena b ... "); gets(b);
11 // DECIR CUAL DE LAS DOS CADENAS ES MAYOR
12 if(strcmp(a , b) < 0)
13 printf("%s menor que %s.\n", a, b);
14 else if(strcmp(a, b) > 0)





14.8. Declare dos cadenas de texto y asígneles valor mediante
entrada de teclado. Mediante una función de string.h determi-
ne si la primera cadena es menor, igual o mayor que la segunda
cadena.
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El concepto de menor y mayor no tiene aquí relación con la longi-
tud de la cadena, sino con el contenido y, en concreto, con el orden
alfabético. Diremos, por ejemplo, que la cadena "C" es mayor que
la cadena "AAAAA", y que la cadena "ABCDE" es menor que la cade-
na "ABCDEF". En el Cuadro de Código 14.17 se recoge una posible
solución.
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La memoria puede considerarse como una enorme cantidad de po-
siciones de almacenamiento de información perfectamente ordena-
das. Cada posición es un octeto o byte de información. Cada po-
sición viene identificada de forma inequívoca por un número que
suele llamarse dirección de memoria. Cada posición de memo-
ria tiene una dirección única. Los datos de nuestros programas se
guardan en esa memoria.
La forma en que se guardan los datos en la memoria es mediante el
uso de variables. Una variable es un espacio de memoria reservado
389
390 Capítulo 15. Punteros
para almacenar un valor: valor que pertenece a un rango de valores
posibles. Esos valores posibles los determina el tipo de dato de esa
variable. Dependiendo del tipo de dato, una variable ocupará más
o menos bytes de la memoria, y codificará la información de una u
otra manera.
Si, por ejemplo, creamos una variable de tipo float, estaremos
reservando cuatro bytes de memoria para almacenar sus posibles
valores. Si, por ejemplo, el primero de esos bytes es el de posición
ABD0:FF31 (es un modo de escribir: en definitiva estamos dando
32 bits para codificar las direcciones de la memoria), el segun-
do byte será el ABD0:FF32, y luego el ABD0:FF33 y finalmente el
ABD0:FF34. La dirección de memoria de esta variable es la del pri-
mero de sus bytes; en este caso, diremos que toda la variable float
está almacenada en ABD0:FF31. Ya se entiende que al hablar de
variables float, se emplean un total de 4 bytes.
Ese es el concepto habitual cuando se habla de la posición de me-
moria o de la dirección de una variable.
Además de los tipos de dato primitivos ya vistos y usados amplia-
mente en los capítulos anteriores, existe un C un tipo de dato es-
pecial, que ofrece muchas posibilidades y confiere al lenguaje C de
una filosofía propia. Es el tipo de dato puntero. Mucho tiene que
ver ese tipo de dato con la memoria de las variables. Este capítulo
está dedicado a su presentación.
SECCIÓN 15.1
Definición y declaración.
Una variable tipo puntero es una variable que contiene la di-
rección de otra variable.
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Para cada tipo de dato, primitivo o creado por el programador, per-
mite la creación de variables puntero hacia variables de ese tipo de
dato. Existen punteros a char, a long, a double, etc. Son nuevos
tipos de dato: puntero a char, puntero a long, puntero a double,
...
Y como tipos de dato que son, habrá que definir para ellos un do-
minio y unos operadores.
Para declarar una variable de tipo puntero, la sintaxis es similar
a la empleada para la creación de las otras variables, pero prece-




Esa variable p así declarada será una variable puntero a short,
que no es lo mismo que puntero a float, etc.
En una misma instrucción, separados por comas, pueden decla-
rarse variables puntero con otras que no lo sean:
long a, b, *c;
Se han declarado dos variables de tipo long y una tercera que es
puntero a long.
SECCIÓN 15.2
Dominio y operadores para los punteros.
El dominio de una variable puntero es el de las direcciones de me-
moria. En un PC las direcciones de memoria se codifican con 32
bits (o también 64 bits), es decir, 4 bytes (u 8 bytes, en las arquitec-
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turas de 64 bits), y toman valores (los de 4 bytes) desde 0000:0000
hasta FFFF:FFFF, (expresados en base hexadecimal).
El operador sizeof, aplicado a una variable de tipo puntero en
arquitectura 32, devuelve el valor 4.
Una observación importante: si un PC tiene direcciones de 32 by-
tes, entonces... ¿cuánta memoria puede llegar a direccionar?: Pues
con 32 bits es posible codificar hasta 232 bytes, es decir, hasta 4×230
bytes, es decir 4 Giga bytes de memoria. Las arquitecturas de 64
bites permiten direccionar mucha mayor cantidad de memoria...
Pero sigamos con los punteros. Ya tenemos el dominio. Codificará,
en un formato similar al de los enteros largos sin signo, las direc-
ciones de toda nuestra memoria. Ese será su dominio de valores.
Los operadores son los siguientes:
1. Operador dirección (&): Este operador se aplica a cualquier
variable, y devuelve la dirección de memoria de esa variable.
Por ejemplo, se puede escribir:
long x, *px = &x;
Y así se ha creado una variable puntero a long llamada px,
que servirá para almacenar direcciones de variables de tipo
long. Mediante la segunda instrucción asignamos a ese pun-
tero la dirección de la variable x. Habitualmente se dice que
px apunta a x.
El operador dirección no es propio de los punteros, sino de
todas las variables. Pero no hemos querido presentarlo hasta
el momento en que por ser necesario creemos que también
ha de ser fácilmente comprendido. De hecho este operador
ya lo usábamos, por ejemplo, en la función scanf, cuando
se le indica a esa función “dónde” queremos que almacene el
dato que introducirá el usuario por teclado: por eso, en esa
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función precedíamos el nombre de la variable cuyo valor se
iba a recibir por teclado con el operador &.
Hay una excepción en el uso de este operador: no puede apli-
carse sobre una variable que haya sido declarada register
(cfr. Capítulo 11): esa variable no se encuentra en la memo-
ria sino en un registro de la ALU. Y si la variable no está en
memoria, no tiene sentido que le solicitemos la dirección de
donde no está.
2. Operador indirección (*): Este operador sólo se aplica a los
punteros. Al aplicar a un puntero el operador indirección, se
obtiene el contenido de la posición de memoria “apuntada”
por el puntero. Supongamos:
float pi = 3.14, *pt;
pt = & pi;
Con la primera instrucción, se han creado dos variables:
< pi, float, R1, 3.14 > y < pt, float*, R2, ¿? >
Con la segunda instrucción damos valor a la variable puntero:
< pt, float*, R2, R1 >
Ahora la variable puntero pt vale R1, que es la dirección de
memoria de la variable pi.
Hablando ahora de la variable pt, podemos hacernos tres pre-
guntas, todas ellas referidas a direcciones de memoria.
¿Dónde está pt? Porque pt es una variable, y por tanto
está ubicada en la memoria y tendrá una dirección. Para
ver esa dirección, basta aplicar a pt el operador dirección
&. pt está en &pt. Tendremos que la variable pt está en
R2.
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¿Qué vale pt? Y como pt es un puntero, pt vale o codifica
una determinada posición de memoria. Su valor pertene-
ce al dominio de direcciones y está codificado mediante 4
bytes. En concreto, pt vale la dirección de la variable pi.
pt vale & pi. Tendremos, por tanto, que pt vale R1.
¿Qué valor está almacenado en esa dirección de memoria
a donde apunta pt? Esta es una pregunta muy interesan-
te, y en ella reside la gran utilidad que tienen los punte-
ros. Podemos llegar al valor de cualquier variable tanto
si disponemos de su nombre como si disponemos de su
dirección. Podemos llegar al valor de la posición de me-
moria apuntada por pt, que como es un puntero a float,
desde el puntero tomará ese byte y los tres siguientes co-
mo el lugar donde se aloja una variable float. Y para
llegar a ese valor, disponemos del operador indirección.
El valor codificado en la posición almacenada en pt es el
contenido de pi: *pt es 3.14.
Al emplear punteros hay un peligro de confusión, que pue-
de llevar a un inicial desconcierto: al hablar de la dirección
del puntero es fácil no entender si nos referimos a la direc-
ción que trae codificada en sus cuatro bytes, o la posición
de memoria dónde están esos cuatro bytes del puntero que
codifican direcciones.
Es muy importante que las variables puntero estén correcta-
mente direccionadas. Trabajar con punteros a los que no se
les ha asignado una dirección concreta conocida (la dirección
de una variable) es muy peligroso. En el caso anterior de la
variable pi, se puede escribir:
*pt = 3.141596;
Sección 15.2. Dominio y operadores 395
y así se ha cambiado el valor de la variable pi, que ahora
tiene algunos decimales más de precisión. Pero si la varia-
ble pt no estuviera correctamente direccionada mediante una
asignación previa... ¿en qué zona de la memoria se hubiera
escrito ese número 3.141596? Pues en la posición que, por
defecto, hubiera tenido esos cuatro bytes que codifican el va-
lor de la variable pt: quizá una dirección de otra variable, o
a mitad entre una variable y otra; o en un espacio de me-
moria no destinado a almacenar datos, sino instrucciones, o
el código del sistema operativo,... En general, las consecuen-
cias de usar punteros no inicializados, son catastróficas para
la buena marcha de un ordenador. Detrás de un programa
que “cuelga” al ordenador, muchas veces hay un puntero no
direccionado.
Pero no sólo hay que inicializar las variables puntero: hay
que inicializarlas bien, con coherencia. No se puede asignar
a un puntero a un tipo de dato concreto la dirección de una




Si ahora hacemos referencia a *px... ¿trabajaremos la infor-





Al hacer referencia a *px... ¿leemos la información del byte
cuya dirección es la de la variable y, o también se va a tomar
en consideración los otros tres bytes consecutivos? Porque la
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variable px considera que apunta a variables de 4 bytes, que
para eso es un puntero a float. Pero la posición que le he-
mos asignado es la de una variable tipo char, que únicamente
ocupa un byte.
El error de asignar a un puntero la dirección de una variable
de tipo de dato distinto al puntero está, de hecho, impedi-
do por el compilador, y si encuentra una asignación de esas
características, no compila.
3. Operadores aritméticos (+, -, ++, --): los veremos más ade-
lante.




Los punteros sobre variables simples tienen una utilidad clara en
las funciones. Allí los veremos con detenimiento. Lo que queremos
ver ahora es el uso de punteros sobre arrays.
Un array, o vector, es una colección de variables, todas del mismo
tipo, y colocadas en memoria de forma consecutiva. Si creamos una
array de cinco variables float, y el primero de los elementos queda
reservado en la posición de memoria FF54:AB10, entonces no cabe
duda que el segundo estará en FF54:AB14 (FF54:AB10 + 4), y el
tercero en FF54:AB18 (FF54:AB10 + 8), y el cuarto en FF54:AB1C
(FF54:AB10 + 12) y el último en FF54:AB20 (FF54:AB10 + 16): tenga
en cuenta que las variables de tipo float ocupan 4 bytes.
Supongamos la siguiente situación:




Y con esto a la vista, pasamos ahora a presentar otros operadores,
ya enunciados en el epígrafe anterior, muy usados con los punte-
ros. Son operadores que únicamente deben ser aplicados en pun-
teros que referencian o apuntan a elementos de un array.
Operadores aritméticos (+, -, ++, --): Estos operadores son pare-
cidos a los aritméticos ya vistos en el Capítulo 7. Pueden verse en
la Tabla 7.5 recogida en aquel capítulo, en la fila número 2.
Estos operadores se aplican sobre punteros sumándoles (o restán-
doles) un valor entero. No estamos hablando de la suma de pun-
teros o su resta. Nos referimos a la suma (o resta) de un entero
a un puntero. No tiene sentido sumar o restar direcciones. De to-
das formas, el compilador permite este tipo de operaciones. Más
adelante, en este capítulo, verá cómo se pueden realizar restas de
punteros. Y si la suma de un valor de tipo puntero más uno de tipo
entero ofrece como resultado un valor de tipo puntero, se verá que
la resta de dos valores de tipo puntero (de punteros que apunten
a variables ubicadas dentro del mismo array) da como resultado
un valor entero. Desconozco qué comportamiento (y qué utilidad)
pueda tener la suma de punteros.
Nos referimos pues a incrementar en un valor entero el valor
del puntero. Pero, ¿qué sentido tiene incrementar en 1, por ejem-
plo, una dirección de memoria? El sentido será el de apuntar al
siguiente valor situado en la memoria. Y si el puntero es de tipo
double, y apunta a un array de variables double, entonces lo que
se espera cuando se incremente un 1 ese puntero es que el valor
que codifica ese puntero (el de una dirección de tipo double que,
como se sabe, es una variable de 8 bytes) se incremente en 8: por-
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que 8 es el número de bytes que deberemos saltar para dejar de
apuntar a una variable double a pasar a apuntar a otra variable
del mismo tipo almacenada de forma consecutiva en el array.
Es decir, que si pa vale la dirección de a[0], entonces pa + 1 vale
la dirección del elemento a[1], pa + 2 es la dirección del elemento
a[2], y pa + 9 es la dirección del elemento a[9].
De la misma manera se define la operación de resta de entero a un
puntero. De nuevo al realizar esa operación, el puntero pasará a
apuntar a una variable del array ubicada tantas posiciones ante-
riores a la posición actual como indique el valor del entero sobre
el que se realiza la resta. Si, por ejemplo, pa vale la dirección de
a[5], entonces (pa - 2) vale la dirección de a[3].
Y así, también podemos definir los operadores incremento (++) y
decremento (--), que pasan a significar sumar 1, o restar 1. Y, de
la misma manera que se vio en el Capítulo 7, estos dos operadores
se comportarán de forma diferente según que sean sufijos o prefijos
a la variable puntero sobre la que operan.
En la Figura 15.1 se muestra un posible trozo de mapa de memoria
de dos arrays: uno de elementos de 32 bits (4 bytes) y otro de
elementos de 16 bits (2 bytes).
Al ir aumentando el valor del puntero, nos vamos desplazando por
los distintos elementos del vector, de tal manera que hablar de
a[0] es lo mismo que hablar de *pa; y hablar de a[1] es lo mismo
que hablar de *(pa + 1); y, en general, hablar de a[i] es lo mis-
mo que hablar de *(pa + i). Y lo mismo si comentamos el ejemplo
de las variables de tipo short.
La operatoria o aritmética de punteros tiene en cuenta el tamaño de
las variables que se recorren. En el programa recogido en el Cuadro
de Código 15.1, y en la posible salida que ofrece por pantalla y que
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Figura 15.1: Mapa de memoria de un array tipo long y otro array
tipo short.
mostramos, se puede ver este comportamiento de los punteros. Sea
cual sea el tipo de dato del puntero y de la variable a la que apunta,
si calculamos la resta entre dos punteros situados uno al primer
elemento de un array y el otro al último, esa diferencia será la
misma, porque la resta de direcciones indica cuántos elementos
de este tipo hay (caben) entre esas dos direcciones. En nuestro
ejemplo, todas esas diferencias valen 9. Pero si lo que se calcula
es el número de bytes entre la última posición (apuntada por el
segundo puntero) y la primera (apuntada por el primer puntero),
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entonces esa diferencia sí dependerá del tamaño de la variable del
array.
Cuadro de Código 15.1: Comportamiento de la aritmética de pun-





4 short h[10], *ph1, *ph2;
5 double d[10], *pd1, *pd2;
6
7 ph1 = &h[0]; ph2 = &h[9];
8 pd1 = &d[0]; pd2 = &d[9];
9
10 printf(" ph2(%p) - ph1(%p) = %hd\n" ,
11 ph2,ph1,ph2 - ph1);
12 printf(" pd2(%p) - pd1(%p) = %hd\n" ,









El programa recogido en el Cuadro de Código 15.1 ofrece, por pan-
talla, el siguiente resultado:
ph2(0012FF62) - ph1(0012FF50) = 9
pd2(0012FF20) - pd1(0012FED8) = 9
(long)ph2 - (long)ph1 = 18
(long)pd2 - (long)pd1 = 72
Como se advertía antes, sí es posible y tiene su significado y posible
utilidad realizar resta de punteros. Más arriba ya decía que no
conozco aplicación útil alguna a la suma de valores de tipo puntero.
Sección 15.3. Punteros y vectores 401
Repetimos: al calcular la diferencia entre el puntero que apunta
al noveno elemento de la matriz y el que apunta al elemento cero,
en ambos casos el resultado ha de ser 9: porque en la operatoria
de punteros, independientemente del tipo del puntero, lo que se
obtiene es el número de elementos que hay entre las dos posiciones
de memoria señaladas. Al convertir las direcciones en valores tipo
long, ya no estamos calculando cuántas variables hay entre ambas
direcciones, sino la diferencia entre el valor que codifica la última
posición del vector y el valor que codifica la primera dirección. Y en
ese caso, el valor será mayor según sea mayor el número de bytes
que emplee el tipo de dato referenciado por el puntero. Si es un
short, entre la posición última y la primera hay, efectivamente, 9
elementos; y el número de bytes entre esas dos direcciones es 9
multiplicado por el tamaño de esas variables (que son de 2 bytes):
es decir, 18. Si es un double, entre la posición última y la primera
hay, efectivamente y de nuevo, 9 elementos; pero ahora el número
de bytes entre esas dos direcciones es 72, porque cada uno de los
nueve elementos ocupa ocho bytes de memoria.
Operadores relacionales (<, <=, >, >=, ==, !=): De nuevo estos
operadores se aplican únicamente sobre punteros que apunten a
posiciones de memoria de variables ubicadas dentro de un array.
Estos operadores comparan las ubicaciones de las variables a las
que apuntan, y no, desde luego, los valores de las variables a las
que apuntan. Si, por ejemplo, el puntero pa0 apunta a la posición
primera del array a (posición de a[0]) y el puntero pa1 apunta a la
segunda posición del mismo array (posición de a[1]), entonces la
expresión pa0 < pa1 se evalúa como verdadera (distinta de cero).
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SECCIÓN 15.4
Índices y operatoria de punteros.
Se puede recorrer un vector, o una cadena de caracteres mediante
índices. Y también, mediante operatoria de punteros. Pero además,
los arrays y cadenas tienen la siguiente propiedad: Si declaramos
ese array o cadena de la siguiente forma:
tipo nombre_array[dimensión];
El nombre del vector o cadena es nombre_array. Para hacer uso de
cada una de las variables, se utiliza el nombre del vector o cadena
seguido, entre corchetes, del índice del elemento al que se quiere
hacer referencia: nombre_array[indice].
Y ahora introducimos otra novedad: el nombre del vector o ca-
dena recoge la dirección de la cadena, es decir, la dirección del
primer elemento de la cadena: decir nombre_array es lo mismo
que decir &nombre_array[0].





Tenemos que *(pa + i) es lo mismo que a[i]. Y como decir a es
equivalente a decir &a[0] entonces, decir pa = &a[0] es lo mismo
que decir pa = a, y trabajar con el valor *(pa + i) es lo mismo
que trabajar con el valor *(a + i).
Y si podemos considerar que dar el nombre de un vector es equi-
valente a dar la dirección del primer elemento, entonces podemos
considerar que ese nombre funciona como un puntero constante,
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con quien se pueden hacer operaciones y formar parte de expresio-
nes, mientras no se le coloque en la parte Lvalue de un operador
asignación.
Y muchos programadores, en lugar de trabajar con índices, reco-
rren todos sus vectores y cadenas con operatoria o aritmética de
punteros.
Veamos un programa sencillo, resuelto mediante índices de vecto-
res (cfr. Cuadro de Código 15.2) y mediante la operatoria de pun-
teros (cfr. Cuadro de Código 15.3). Es un programa que solicita al
usuario una cadena de caracteres y luego la copia en otra cadena
en orden inverso.





5 char orig[100], copia[100];
6 short i, l;
7
8 printf("Introduzca la cadena ... \n"); gets(orig);
9 for(l = strlen(orig) , i = 0 ; i < l ; i++)
10 {
11 copia[l - i - 1] = orig[i];
12 }
13 copia[i] = 0;
14 printf("Cadena original: %s\n", orig);
15 printf("Cadena copia: %s\n", copia);
16 return 0;
17 }
En el capítulo en que hemos presentado los arrays hemos indica-
do que es competencia del programador no recorrer el vector más
allá de las posiciones reservadas. Si se llega, mediante operatoria
de índices o mediante operatoria de punteros a una posición de
memoria que no pertenece realmente al vector, el compilador no
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5 char orig[100], copia[100];
6 short i, l;
7
8 printf("Introduzca la cadena ... \n"); gets(orig);
9
10 for(l = strlen(orig) , i = 0 ; i < l ; i++)
11 {
12 *(copia + l - i - 1) = *(orig + i);
13 }
14 *(copia + i) = 0;
15
16 printf("Cadena original: %s\n", orig);
17 printf("Cadena copia: %s\n", copia);
18 return 0;
19 }
detectará error alguno, e incluso puede que tampoco se produzca
un error en tiempo de ejecución, pero estaremos accediendo a zona
de memoria que quizá se emplea para almacenar otra información.
Y entonces alteraremos esos datos de forma inconsiderada, con las
consecuencias desastrosas que eso pueda llegar a tener para el
buen fin del proceso. Cuando en un programa se llega equivocada-
mente, mediante operatoria de punteros o de índices, más allá de
la zona de memoria reservada, se dice que se ha producido o se ha
incurrido en una violación de memoria.
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SECCIÓN 15.5
Puntero a puntero.
Un puntero es una variable que contiene la dirección de otra va-
riable. Según sea el tipo de variable que va a ser apuntada, así, de
ese tipo, debe ser declarado el puntero. Ya lo hemos dicho.
Pero un puntero es también una variable. Y como variable que es,
ocupa una porción de memoria: tiene una dirección.
Se puede, por tanto, crear una variable que almacene la dirección
de esa variable puntero. Sería un puntero que almacenaría direc-
ciones de tipo de dato puntero. Un puntero a puntero. Por ejemplo:
float F, *pF, **ppF;
Acabamos de crear tres variables: una, de tipo float, llamada F.
Una segunda variable, de tipo puntero a float, llamada pF. Y una
tercera variable, de tipo puntero a puntero float, llamada ppF.
Y eso no es un rizo absurdo. Tiene mucha aplicación en C. Igual
que se puede hablar de un puntero a puntero a puntero... a pun-
tero a float.
Y así como antes hemos visto que hay una relación directa entre
punteros a un tipo de dato y vectores de este tipo de dato, tam-
bién veremos ahora que hay una relación directa entre punteros a
punteros y matrices de dimensión 2. Y entre punteros a punteros
a punteros y matrices de dimensión 3. Y si trabajamos con matri-
ces de dimensión n, entonces también lo haremos con punteros a
punteros a punteros...
Veamos un ejemplo. Supongamos que creamos la siguiente matriz:
double m[4][6];
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Antes hemos dicho que al crea un array, al hacer referencia a su
nombre estamos indicando la dirección del primero de sus elemen-
tos. Ahora, al crear esta matriz, la dirección del elemento m[0][0]
la obtenemos con el nombre de la matriz: Es equivalente decir m
que decir &m[0][0].
Pero la estructura que se crea al declarar una matriz es algo más
compleja que una lista de posiciones de memoria. En el ejemplo ex-
puesto de la matriz double, se puede considerar que se han creado
cuatro vectores de seis elementos cada uno y colocados en la me-
moria uno detrás del otro de forma consecutiva. Y cada uno de esos
vectores tiene, como todo vector, la posibilidad de ofrecer la direc-
ción de su primer elemento. La Figura 15.2 presenta un esquema
de esta construcción. Aunque resulte desconcertante, no existen
los punteros m, ni ninguno de los *(m + i). Pero si empleamos el
nombre de la matriz de esta forma, entonces trabajamos con sin-
taxis de punteros.
Figura 15.2: Distribución de la memoria en la matriz double
m[4][6].
De hecho, si ejecutamos el programa recogido en el Cuadro de Có-
digo 15.4, obtendremos la siguiente salida:
m = 0012FECC
*(m + 0) = 0012FECC &m[0][0] = 0012FECC
*(m + 1) = 0012FEFC &m[1][0] = 0012FEFC
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*(m + 2) = 0012FF2C &m[2][0] = 0012FF2C
*(m + 3) = 0012FF5C &m[3][0] = 0012FF5C
Cuadro de Código 15.4: Código que muestra la estructura de me-






6 printf("m = %p\n", m);
7 for(i = 0 ; i < 4 ; i++)
8 {
9 printf("*(m + %hd) = %p\t",i, *(m + i));




Tenemos que m vale lo mismo que *(m + 0); su valor es la direc-
ción del primer elemento de la matriz: &m[0][0]. Después de él,
vienen todos los demás, uno detrás de otro: después de m[0][5]
vendrá m[1][0], y esa dirección la podemos obtener con *(m +
1); después de m[1][5] vendrá m[2][0], y esa dirección la pode-
mos obtener con *(m + 2); después de m[2][5] vendrá m[3][0],
y esa dirección la podemos obtener con *(m + 3); y después de
m[3][5] se termina la cadena de elementos reservados.
Es decir, en la memoria del ordenador, no se distingue entre un
vector de 24 variables tipo double y una matriz 4 × 6 de varia-
bles tipo double. Es el lenguaje el que sabe interpretar, mediante
una operatoria de punteros, una estructura matricial donde sólo
se dispone de una secuencia lineal de elementos.
Veamos un programa que calcula el determinante de una matriz
de tres por tres (cfr. Cuadro de Código 15.5 y 15.6). Primero con
operatoria de índices, y luego con operatoria de punteros. Quizá la
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operatoria de punteros en matrices resulta algo farragosa. Pero no
encierra dificultad de concepto. Trabaje con la que más le agrade,
pero no ignore una de las dos formas.





4 double m[3][3] , det;
5 short i,j;
6
7 for(i = 0 ; i < 3 ; i++)
8 for(j = 0 ; j < 3 ; j++)
9 {
10 printf("m[%hd][%hd] = ", i, j);
11 scanf(" %lf",&m[i][j]);
12 }
13 det = (m[0][0] * m[1][1] * m[2][2]) +
14 (m[0][1] * m[1][2] * m[2][0]) +
15 (m[0][2] * m[1][0] * m[2][1]) -
16 (m[0][2] * m[1][1] * m[2][0]) -
17 (m[0][1] * m[1][0] * m[2][2]) -
18 (m[0][0] * m[1][2] * m[2][1]);
19 printf("El determinante es ... %f\n\n",det);
20 return 0;
21 }
Cuadro de Código 15.6: Determinante matriz 3 × 3. Operatoria
de punteros. únicamente recoge ahora la expresión del cálculo del
determinante.
1
2 det = *(*(m+0) + 0) * *(*(m+1) + 1) * *(*(m+2) + 2) +
3 *(*(m+0) + 1) * *(*(m+1) + 2) * *(*(m+2) + 0) +
4 *(*(m+0) + 2) * *(*(m+1) + 0) * *(*(m+2) + 1) -
5 *(*(m+0) + 2) * *(*(m+1) + 1) * *(*(m+2) + 0) -
6 *(*(m+0) + 1) * *(*(m+1) + 0) * *(*(m+2) + 2) -
7 *(*(m+0) + 0) * *(*(m+1) + 2) * *(*(m+2) + 1);
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SECCIÓN 15.6
Modificador de tipo const.
Suponga las dos siguientes expresiones;
const double numeroPI = 3.14159265358979323846;
const double numeroE = 2.7182818284590452354;
Ambas declaraciones comienzan con la palabra clave const. Esta
palabra es un modificador de tipo, y así ambas variables creadas
(numeroPI y numeroE) verifican que son de tipo double y, además,
constantes. A partir de esta línea de declaración, el compilador
vigilará que ninguna línea de código del programa altere el valor
de esas variables: si alguna instrucción pretende variar ese valor,
el compilador generara un mensaje de error y el ejecutable no será
finalmente creado. Por eso, una variable declarada como const no
podrá estar en la parte izquierda del operador asignación: no podrá
ser LValue.
Como se ha visto en estas dos declaraciones, cuando se crea una
variable que deba tener un comportamiento constante, es nece-
sario que en la misma instrucción de la declaración se indique
su valor. Es el único momento en que una variable const puede
formar parte de la LValue de una asignación: el momento de su
declaración.
Ya vimos este modificador de tipo en el Epígrafe 7.17 del Capí-
tulo 7. Volvemos a este modificador ahora porque juega un papel
singular en el comportamiento de los punteros.
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SECCIÓN 15.7
Punteros constantes, punteros a constantes y
punteros constantes a constantes.
Trabajando con punteros y con el modificador de tipo const, po-
demos distinguir tres situaciones diferentes:
PUNTERO A CONSTANTE: Es un puntero cuyo valor es la
dirección de una variable (apunta a una variable), no necesa-
riamente const, pero que el puntero considerará constante.
En este caso, no se podrá modificar el valor de la variable
“apuntada” por el puntero; pero sí se podrá variar el valor del
puntero: es decir, el puntero podrá “apuntar” a otra variable.
Por ejemplo:
double x = 5, y = 2;
const double *ptrx = &x;
double const *ptry = &y;
Ambas declaraciones de las variables punteros son equivalen-
tes: ambas declaran un puntero que tratará a la variable
“apuntada” como constante.
Estará por tanto permitido cambiar el valor de las variables x
ó y (de hecho no se han declarado como constantes); estará
permitido cambiar el valor de los punteros ptrx y ptry (de
hecho esos dos punteros no son constantes); pero no podre-
mos modificar los valores de las variables x e y mediante la
indirección desde los punteros.
x *= 2; // operación permitida.
y /= 2; // operación permitida.
ptrx = &y; // operación permitida.
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ptry = &x; // operación permitida.
*ptrx *= 2; // operación PROHIBIDA.
*ptry /= 2; // operación PROHIBIDA.
Es importante señalar que las variables apuntadas no son
necesariamente de tipo const. Pero los punteros ptrx y ptry
han sido declarados de tal manera que cada uno ellos puede
acceder al valor de las variable a la que apunta, pero no puede
alterar ese valor.
El uso de este tipo de puntero es muy frecuente en los pará-
metros de las funciones, y ya los veremos en el Capítulo 16
del manual.
PUNTERO CONSTANTE: Es un puntero constante (const)
cuyo valor es la dirección de una variable (apunta a una va-
riable) que no es necesariamente constante. En este caso, el
valor del puntero no podrá variar y, por tanto, el punte-
ro “apuntará” siempre a la misma variable; pero sí se podrá
variar el contenido de la variable “apuntada”.
La forma de declarar un puntero contante es la siguiente:
double x = 5, y = 2;
double* const ptrx = &x;
double* const ptry = &y;
Con estas nuevas declaraciones, ahora estas son las senten-
cias permitidas o prohibidas:
x *= 2; // operación permitida.
y /= 2; // operación permitida.
ptrx = &y; // operación PROHIBIDA.
ptry = &x; // operación PROHIBIDA.
*ptrx *= 2; // operación permitida.
*ptry /= 2; // operación permitida.
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Con un puntero constante está permitido acceder, mediante
el operador indirección, al valor de la variable “apuntada”, y
puede modificarse ese valor de la variable “apuntada”, pero no
se puede cambiar el valor del puntero: no se puede asignar al
puntero la dirección de otra variable.
Es interesante comparar la forma de las declaraciones de los
dos tipos de puntero presentados hasta el momento:
double* const ptrx = &x;
const double* ptry = &y;
El puntero ptrx es un puntero constante: no podemos cam-
biar su valor: siempre apuntará a la variable x; el puntero
ptry es un puntero a constante: sí podemos cambiar el va-
lor del puntero: es decir, podrá apuntar a distintas variables;
pero en ningún caso podremos cambiar el valor de esas va-
riables a las que apunta: y eso aunque esas variables no se
hayan declarado con el modificador const: no es que las va-
riables sean constantes (aunque, desde luego, podrían serlo):
es que el puntero no puede hacer modificación sobre ellas.
PUNTERO CONSTANTE A CONSTANTE: Es un puntero cons-
tante (const) cuyo valor es la dirección de una variable (apun-
ta a una variable) sobre la que no podrá hacer modificación
de su valor.
Es una mezcla o combinación de las dos definiciones ante-
riores. El modo en que se declara un puntero constante a
constante es el siguiente:
double x = 5;
const double * const ptrx = &x;
El puntero ptrx es constante, por lo que no podremos cam-
biar su valor: “apunta” a la variable x, y no podemos asignarle
Sección 15.7. Distintos usos de const 413
cualquier otra dirección de cualquier otra variable. Y además
es un puntero a constante, por lo que no podremos tampoco
cambiar, mediante indirección, el valor de la variable x.
Vea la siguiente lista de declaraciones y sentencias, algunas de
las cuales son correctas y otras no, ya que violan alguna de las
condiciones establecidas por la palabra clave const.
double x = 5, y = 2, z = 7;
const double xx = 25;
const double *ptrx = &x; // a constante
double* const ptry = &y; // constante
const double* const ptrz = &z; // constante a constante.
x = 1; // OK: x no es const.
*ptrx = 1; // MAL: ptrx es puntero a constante.
ptrx = &xx; // OK: ptrx no es puntero constante.
xx = 30; // MAL: xx es const.
= 1; // OK: y no es const.
*ptry = 1; // OK: ptry no es puntero a constante.
ptry = &x; // MAL: ptry es puntero constante.
z = 1; // OK: z no es const.
ptrz = &x; // MAL: ptrz es puntero constante.
*ptrz = 1; // MAL: ptrz es puntero a constante.
Es importante utilizar adecuadamente este modificador (const) en
la declaración y uso de los punteros. En el Cuadro de Código 15.7
se recoge un ejemplo sencillo, donde se produce una alteración,
a través de un puntero, del valor de una variable declarada como
const.
La variable x es constante: no se debería poder modificar su valor,
una vez inicializada al valor 3. Pero no hemos declarado el puntero
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Cuadro de Código 15.7: Alteración del valor de una variable const
a través de un puntero a no constante.
1 int main(void)
2 {
3 const double x = 3;
4 double *ptrx = &x;
5
6 *ptrx = 5;
7 printf("El valor de x es ... %.2f\n", x);
8 return 0;
9 }
ptrx como const. Y, por tanto, desde él se puede acceder a la
posición de memoria de la variable x y proceder a su cambio de
valor.
La práctica correcta habitual será que una variable declarada co-
mo const únicamente pueda ser “apuntada” por un puntero que
preserve esa condición. Pero eso no es algo que vigile el compila-
dor, y el código arriba copiado compila correctamente (según cómo
tenga configurado el compilador quizá pueda obtener un mensaje
de advertencia o warning) y muestra por pantalla en mensaje
El valor de x es ... 5.00
SECCIÓN 15.8
Punteros fuera del ámbito de la variable a la
que “apuntan”.
Con un puntero podemos acceder a la información de variables que
están fuera del ámbito actual. E incluso podemos variar su valor.
De hecho esta capacidad de alcanzar al valor de una variable desde
fuera de su ámbito es un uso muy frecuente para los punteros en
las llamadas a funciones, como veremos en el Capítulo 16.
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SECCIÓN 15.9
Ejercicios.
Una buena forma de aprender a manejar punteros es intentar
rehacer los ejercicios ya resueltos en los capítulos de vectores y de
cadenas de texto (Capítulos 13 y 14) empleando ahora operatoria
de punteros.
Recuerde:
Decir a[i], es equivalente a decir *(a + i).
Decir &a[i] es equivalente a decir a + i.
Decir a[i][j] es equivalente a decir *(*a + i) + j).
Y decir &a[i][j] es equivalente a decir (*a + i) + j).
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Ya hemos visto un primer capítulo que versaba sobre las funciones
(cfr. Capítulo 12. Pero a veces es necesario utilizar punteros en los
parámetros de las funciones. ¿Qué ocurre si deseamos que una
función realice cambios en los valores de varias variables definidas
en el ámbito de la función que invoca? ¿O cómo procedemos si
lo que deseamos pasar como parámetro a una función no es una
variable sino una matriz, de por ejemplo, 10 por 10 elementos?
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SECCIÓN 16.1
Llamadas por valor y llamadas por referencia.
Introducimos aquí dos nuevos conceptos, tradicionales al hablar
de funciones. Y muy importantes. Hacen referencia al modo en que
la función recibe los parámetros.
Hasta ahora, en todos los ejemplos previos presentados en el Capí-
tulo 12, hemos trabajado haciendo llamadas “por valor”. Decimos
que una función es llamada por valor cuando se copia el valor del
argumento en el parámetro formal de la función. Una variable está
en la función que llama; y otra variable, distinta, es la que recibe el
valor en la función llamada. La función llamada no puede alterar
el valor del argumento original de la función que llama. Únicamen-
te puede cambiar el valor de su variable local que ha recibido por
asignación el valor de esa variable en el momento en que se realizó
la llamada a la función. Así, en la función llamada, cada argumen-
to es efectivamente una variable local inicializada con el valor con
que se llamó a la función.
Pero supongamos, por ejemplo, que necesitamos en nuestro pro-
grama realizar con mucha frecuencia la tarea de intercambiar el
valor de dos variables. Ya sabemos cómo se hace ese intercambio,
y lo hemos visto resuelto tanto a través de una variable auxiliar co-
mo (para variables enteras) gracias al operador or exclusivo. Podría
convenir disponer de una función a la que se le pudieran pasar,
una y otra vez, el par de variables de las que deseamos intercam-
biar sus valores. Pero ¿cómo lograr hacer ese intercambio a través
de una función si todo lo que se realiza en la función llamada “mue-
re” cuando termina su ejecución? ¿Cómo lograr que en la función
que invoca ocurra realmente el intercambio de valores entre esas
dos variables?
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La respuesta no es trivial: cuando invocamos a la función (que lla-
maremos en nuestro ejemplo intercambio), las variables que desea-
mos intercambiar dejan de estar en su ámbito y no llegamos a
ellas. Toda operación en memoria que realice la función intercam-
bio morirá con su última sentencia: su único rastro será, si acaso,
la obtención de un resultado, el que logra sobrevivir de la función
gracias a la sentencia return.
Y aquí llegamos a la necesidad de establecer otro tipo de llamadas a
funciones: las llamadas “por referencia”. En este tipo de llamada,
lo que se transfiere a la función no es el valor del argumento,
sino la dirección de memoria de la variable argumento. Se copia
la dirección del argumento en el parámetro formal, y no su valor.
Evidentemente, en ese caso, el parámetro formal deberá ser de
tipo puntero. En ese momento, la variable argumento quedará
fuera de ámbito, pero a través del puntero correspondiente en los
parámetros formales podrá llegar a ella, y modificar su valor.
En el Cuadro de Código 16.1 se muestra el prototipo y la definición
de la función intercambio. Supongamos que la función que llama
a la función intercambio lo hace de la siguiente forma:
intercambio(&x,&y);
Donde lo que se le pasa a la función intercambio son las direc-
ciones (no los valores) de las dos variables de las que se desea
intercambiar sus valores.
En la función “llamante” tenemos:
< x, long, Rx, Vx > y < y, long, Ry, Vy >
En la función intercambio tenemos:
<a, long*, Ra, Rx > y < b, long*, Rb, Ry >
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Cuadro de Código 16.1: Función intercambio.
1 // Declaraciones
2 void intercambio(long* , long*);
3 void intercambio(double*a , double*b)
4 // Definiciones
5 void intercambio(long*a , long*b)
6 {
7 *a ^= *b;
8 *b ^= *a;
9 *a ^= *b;
10 return;
11 }
12 void intercambio(double*a , double*b)
13 {
14 double aux = *b;
15 *b = *a;
16 *a = aux;
17 return;
18 }
Es decir, dos variables puntero cuyos valores que se le van asignar
serán las posiciones de memoria de cada una de las dos variables
usadas como argumento, y que son con las que se desea realizar el
intercambio de valores.
La función trabaja sobre los contenidos de las posiciones de memo-
ria apuntadas por los dos punteros. Y cuando termina la ejecución
de la función, efectivamente, mueren las dos variables puntero a y
b creadas. Pero ya han dejado hecha la faena en las direcciones que
recibieron al ser creadas: en Rx ahora queda codificado el valor Vy
; y en Ry queda codificado el valor Vx. Y en cuanto termina la eje-
cución de intercambio regresamos al ámbito de esas dos variables
x e y: y nos las encontramos con los valores intercambiados.
Muchos son los ejemplos de funciones que, al ser invocadas, re-
ciben los parámetros por referencia. La función scanf recibe el
parámetro de la variable sobre la que el usuario deberá indicar su
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valor con una llamada por referencia. También lo hemos visto en
la función gets, que recibe como parámetro la dirección de la ca-
dena de caracteres donde se almacenará la cadena que introduzca
el usuario.
Por otro lado, siempre que deseemos que una función nos devuelva
más de un valor también será necesario utilizar llamadas por re-
ferencia: uno de los valores deseamos podremos recibirlo gracias a
la sentencia return de la función llamada; los demás podrán que-
dar en los argumentos pasados como referencia: entregamos a la
función sus direcciones, y ella, al terminar, deja en esas posiciones
de memoria los resultados deseados.
SECCIÓN 16.2
C89 y C90: Vectores (arrays
monodimensionales) como argumentos.
No es posible pasar, como parámetro en la llamada a una función,
toda la información de un array en bloque, valor a valor, de varia-
ble a variable. Pero sí podemos pasar a la función la dirección
del primer elemento de ese array. Y eso resulta a fin de cuentas
una operación con el mismo efecto que si pasáramos una copia del
array. Con la diferencia, claro está, de que ahora la función invo-
cada tiene no solo la posibilidad de conocer esos valores del array
declarado en la función “llamante”, sino que también puede modi-
ficar esos valores, y que entonces esos valores quedan modificados
en la función que llama. Porque de hecho no se realiza en la fun-
ción invocada una copia del array, sino únicamente copia, en una
variable de tipo puntero, la dirección del primero de sus elementos.
Y, desde luego, esta operación siempre resulta más eficiente que
hacer una copia variable a variable, de los valores en la función
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“llamante” a los valores en la función llamada o invocada. Es más
eficiente, pero quizá el usuario de la función invocada no quiere
que la función modifique los valores del array o de la matriz que le
entrega inerme...
El modo más sencillo de hacer eso será:
void funcion(long arg[100]);
Y así, la función recibe la dirección de un array de 100 elementos
tipo long. Dentro del código de esta función podremos acceder a
cada una de las 100 variables, porque en realidad, al invocar a la
función, se le ha pasado la dirección del array que se quiere pasar
como parámetro. Por ejemplo:
long a[100];
funcion(a);
Otro modo de declarar ese parámetro es mediante un puntero del




Y la invocación de la función se realizará de la misma forma que
antes. Desde luego, en esta forma de declaración queda pendiente
dar a conocer la dimensión del array: puede hacerse mediante un
segundo parámetro. Por ejemplo:
void funcion(long arg[],short d);
void funcion(long*arg,short d);
La llamada de la función usará el nombre del vector como argu-
mento, ya que, como dijimos al presentar los arrays y las cadenas,
el nombre de un array o cadena, en C, indica su dirección: decir
nombre_vector es lo mismo que decir &nombre_vector[0].
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Evidentemente, y como siempre, el tipo de dato puntero del pa-
rámetro formal debe ser compatible con el tipo de dato del vector
argumento.
Veamos un ejemplo (Cuadro de Código 16.2). Hagamos una apli-
cación que reciba un array tipo float y nos indique cuáles son el
menor y el mayor de sus valores. Entre los parámetros de la fun-
ción será necesario indicar también la dimensión del vector. A la
función la llamaremos extremos.
Cuadro de Código 16.2: Función extremos. Referencia al array de
acuerdo con C89 y C90. Mejor aprenda a trabajar como más adelan-
te se le sugiere, de acuerdo con C99.
1 // Prototipo o declaracion
2 void extremos(float v[], short d, float*M, float*m);
3 // Definicion
4 void extremos(float v[], short d, float*M, float*m)
5 {
6 short int i;
7 *M = *v; // *M = v[0];
8 *m = *v; // *M = v[0];
9 for(i = 0 ; i < d ; i++)
10 {
11 if(*M < *(v + i))
12 *M = *(v + i); // *M = v[i];
13 if(*m > *(v + i))




Lo primero que hemos de pensar es cómo pensamos devolver, a la
función que llame a nuestra función, los dos valores solicitados.
Repito: DOS valores solicitados. No podremos hacerlo mediante un
return, porque así sólo podríamos facilitar uno de los dos. Por
eso, entre los parámetros de la función también necesitamos dos
que sean las direcciones donde deberemos dejar recogidos el mayor
de los valores y el menor de ellos.
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El primer parámetro es la dirección del array donde se recogen to-
dos los valores. En segundo parámetro la dimensión del array. El
tercero y el cuarto las direcciones donde se consignarán los valores
mayor (variable M) y menor (variable m) del array. Como todos los
valores que la función determina ya quedan reservados en las va-
riables que se le pasan como puntero, ésta no necesita “devolver”
ningún valor, y se declara, por tanto, de tipo void.
Inicialmente hemos puesto como menor y como mayor el primero
de los elementos del vector. Y luego lo hemos recorrido, y siempre
que hemos encontrado un valor mayor que el que teníamos consig-
nado como mayor, hemos cambiado y hemos guardado ese nuevo
valor como el mayor; y lo mismo hemos hecho con el menor. Y
al terminar de recorrer el vector, ya han quedado esos dos valores
guardados en las direcciones de memoria que hemos recibido como
parámetros.
Para llamar a esta función bastará la siguiente sentencia:
extremos(vector, dimension, &mayor, &menor);
Es buena práctica de programación trabajar con los punteros, en
los pasos por referencia, del siguiente modo: si el parámetro a re-
cibir corresponde a un array, entonces es conveniente que en la
declaración y en la definición de la función se indique que ese pa-
rámetro recogerá la dirección de un array, y no la de una variable
simple cualquiera. Así, si el prototipo de una función es, por ejem-
plo,
void function(double a[], long *b);
se comprende que el primer parámetro recogerá la dirección de un
array de tipo double, mientras que el segundo recoge la dirección
de una variable sencilla tipo long. Esta práctica facilita luego la
comprensión del código. Y también permite al usuario comprender
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qué parámetros sirven para pasar la referencia de un array y cuáles
son para referencia hacia variables simples.
SECCIÓN 16.3
C89 y C90: Matrices (arrays multimensionales)
como argumentos.
(No merece la pena que aprenda cómo se pasaban las matrices
como parámetros ente funciones. Esté epígrafe queda con la infor-
mación sobre “cómo se hacía antes”. Si quiere vaya directamente a
la Sección 16.4.)
Para comprender bien el modo en que se puede pasar una matriz
como parámetro de una función es necesario comprender cómo
define realmente una matriz el compilador de C. Esto ya ha que-
dado explicado en los Capítulos 13 y 15. Podríamos resumir lo que
allí se explicaba diciendo que cuando declaramos una matriz, por
ejemplo, double a[4][9]; en realidad hemos creado un array de
4 “cosas” (por llamarlo por ahora de alguna forma): ¿Qué “cosas”
son esas?: son arrays de dimensión 9 de variables tipo double.
Esta matriz es, pues, un array de 4 elementos, cada uno de los
cuales es un array de 9 variables tipo double. Podríamos decir que
tenemos un array de 4 elementos de tipo array de 9 elementos de
tipo double. Es importante, para comprender el paso entre funcio-
nes de matrices por referencia, entender de esta forma lo que una
matriz es.
Así las cosas veamos entonces cómo podemos recibir esa matriz
antes declarada como parámetro de una función.
La primera forma sería:
void funcion(double arg[4][9]);
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Y entonces, podremos pasar a esta función cualquier matriz creada
con estas dimensiones.
Pero posiblemente nos pueda interesar crear una función donde
podamos pasarle una matriz de cualquier tamaño previo. Y puede
parecer que una forma de hacerlo podría ser, de la misma forma
que antes con el array monodimensional, de una de las siguientes
dos formas:
// No lo aprenda: son formas erróneas...
void funcion(long arg[][]);
o mediante el uso de punteros, ahora con indirección múltiple:
// No lo aprenda: son formas erróneas...
void funcion(long **arg);
Pero estas formas son erróneas. ¿Por qué? Pues porque el com-
pilador de C necesita conocer el tipo de dato del array que recibe
como parámetro: hemos dicho antes que una matriz hay que con-
siderarla aquí como un array de elementos de tipo array de una
determinada cantidad de variables. El compilador necesita cono-
cer el tamaño de los elementos del array. No le basta saber que es
una estructura de doble indirección o de matriz. Cuando se trata
de una matriz (de nuevo, por ejemplo, double a[4][9]), debemos
indicarle al compilador el tipo de cada uno de los 4 elementos del
array: en este caso, tipo array de 9 elementos de tipo double.
Sí es correcto, por tanto, declarar la función de esta forma:
void funcion(double arg[][9]);
Donde así damos a conocer a la función el tamaño de los elemen-
tos de nuestro array. Como ya quedó explicado, para la operatoria
de los punteros no importa especialmente cuántos elementos ten-
ga el array, pero sí es necesario conocer el tipo de dato de esos
elementos.
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La función podría declararse también de esta otra forma:
void funcion(double (*arg)[9]);
Donde así estamos indicando que arg es un puntero a un array
de 9 elementos de tipo double. Obsérvese que el parámetro no es
double *m[9], que eso significaría un array de 9 elementos tipo
puntero a double, que no es lo que queremos expresar.
En todas estas declaraciones convendría añadir dos nuevos pará-
metros que indicaran las dimensiones (número de filas y de colum-
nas de la matriz que se recibe como parámetro. Así, las declaracio-
nes vistas en este apartado podrían quedar así:
void funcion(double [][9], short, short);
void funcion(double (*)[9], short, short);
SECCIÓN 16.4
C99: Simplificación en el modo de pasar
matrices entre funciones.
La verdad es que todas formas de declaración de parámetros para
las matrices son bastante engorrosas y de lectura oscura. Al final
se va generando un código de difícil comprensión.
Como se vio en el capítulo 13, con el estándar C99 se ha introdu-
cido la posibilidad de declarar los arrays y las matrices indicando
sus dimensiones mediante variables. Esto simplifica grandemen-
te la declaración de parámetros como matrices de tamaño no
determinado en tiempo de compilación, y permite declarar las
funciones que requieren recibir parámetros de matrices de la si-
guiente forma:
void funcion(short x, short y, double arg [x][y]);
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Y, desde luego, el problema de pasar una matriz como parámetro
en una función queda simplificado.
Así, si deseamos declarar y definir una función que muestre por
pantalla una matriz que recibe como parámetro, podemos hacerlo
de acuerdo al estándar C90 (cfr. Cuadro de Código 16.3), o al C99
(cfr. Cuadro de Código 16.4).
Cuadro de Código 16.3: Matriz como parámetro en una función.
Estándar C90.
1 void mostrarMatriz(double (*)[], short, short);
2 // void mostrarMatriz(double [][4], short, short);
3 // [...]
4 void mostrarMatriz(double (*m)[4], short F, short C)
5 // void mostrarMatriz(double m[][4], short F, short C)
6 {
7 short f, c;
8 for(f = 0 ; f < F ; f++)
9 {
10 for(c = 0 ; c < C ; c++)





El código del Cuadro de Código 16.3 propone dos formas de de-
clarar y encabezar la función; es necesario concretar el tamaño
del array (4 en nuestro ejemplo), porque eso determina el tipo del
puntero (array de arrays de 4 elementos tipo double): sin esa di-
mensión la declaración quedaría incompleta.
Con el estándar C99 (cfr. Cuadro de Código 16.4) es necesario que
la declaración de los parámetros f y c vayan a la izquierda de la
declaración de la matriz: de lo contrario el compilador daría error
por desconocer, en el momento de la declaración de la matriz, el
significado y valor de esas dos variables.
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Cuadro de Código 16.4: Matriz como parámetro en una función.
Estándar C99
1 // Declaracion
2 void mostrarMatriz(short F, short C, double m[F][C]);
3 // [...]
4 // Definicion
5 void mostrarMatriz(short F, short C, double m[F][C])
6 {
7 short f, c;
8 for(f = 0 ; f < F ; f++)
9 {
10 for(c = 0 ; c < C ; c++)





Aprenda esta segunda forma de pasar arrays y matrices por
referencia a una función: es desde luego más cómoda y menos
limitada.
SECCIÓN 16.5
Argumentos tipo puntero constante.
Ya hemos explicado en el Capítulo 15 cómo los punteros se pueden
definir como “constantes” (no se puede cambiar su valor) o como “a
constantes” (no se puede variar el valor de la variable apuntada).
Con frecuencia una función debe recibir, como parámetro, la direc-
ción de un array. Y también frecuentemente ocurre que esa función
no ha de realizar modificación alguna sobre los contenidos de las
posiciones del array sino simplemente leer los valores. En ese su-
puesto, es práctica habitual declarar el parámetro del array como
de tipo const. Así se ofrece una garantía al usuario de la función
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de que realmente no se producirá modificación alguna a los valores
de las posiciones del array que pasa como parámetro.
Eso se puede ver en muchos prototipos de funciones ya presen-
tadas: por ejemplo, las vistas en el Capítulo 14. Veamos algu-
nos ejemplos de prototipos de funciones del archivo de cabecera
string.h:
char *strcpy(char s1[], const char s2[]);
int strcmp(const char s1[], const char s2[]);
char *strcat(char s1[], const char s2[]);
El prototipo de la función strcpy garantiza al usuario que la cade-
na recibida como segundo parámetro no sufrirá alteración alguna;
no así la primera, que deberá ser, finalmente, igual a la cadena
recibida como segundo parámetro.
Lo mismo podríamos decir de la función strcmp, que lo que hace
es comparar las dos cadenas recibidas. En ese caso, la función
devuelve un valor entero menor que cero si la primera cadena es
menor que la segunda, o mayor que cero si la segunda es menor
que la primera, o igual a cero si ambas cadenas son iguales. Y lo
que garantiza el prototipo de esta función es que en todo el proceso
de análisis de ambas cadenas, ninguna de las dos sufrirá alteración
alguna.
Y lo mismo podremos decir de la función strcat. El primer pará-
metro sufrirá alteración pues al final de la cadena de texto conte-
nida se le adjuntará la cadena recibida en el segundo parámetro.
Lo que queda garantizado en el prototipo de la función es que el
segundo parámetro no sufrirá alteración alguna.
Muchas de las funciones que hemos presentado en las páginas pre-
vias en el presente capítulo bien podrían haber declarado alguno
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de sus parámetros como const. Hubiera sido mejor práctica de
programación.
Y hay que tener en cuenta, al implementar las funciones que reci-
ben parámetros por referencia declarados como punteros a cons-
tante, que esas funciones no podrán a su vez invocar y pasar como
parámetro esos punteros a otras funciones que no mantengan esa
garantía de constancia de los valores apuntados. Por ejemplo, el
programa propuesto en el Cuadro de Código 16.5 no podría com-
pilar.
Cuadro de Código 16.5: Erróneo. No compila.
1 #include <stdio.h>
2
3 void function01(short d, const long vc[d]); /*01*/





9 function01(10, a); /*03*/
10 return 0;
11 }
12 void function01(shord d, const long vc[d])
13 {
14 // Codigo ...
15 vc[0] = 11; // *vc = 11; /*04*/
16 function02(d, vc); /*05*/
17 // Codigo ...
18 return;
19 }
20 void function02(short d, long vc[d])
21 {
22 // Codigo ...
23 vc[0] = 12; // *v = 12; /*06*/
24 return;
25 }
La función function01 recibirá como parámetro un array de cons-
tantes: no debe poder alterar los valores de las posiciones del array
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(cfr. línea /*01*/). Por eso, el código de la línea /*04*/ es erróneo,
y no podrá terminar el proceso de compilado del programa.
La función function02 no tiene como parámetro el puntero a cons-
tante (cfr. línea /*02*/): podrá por tanto alterar los valores del
array: por eso la línea /*06*/ no presenta problema alguno. Pe-
ro... ¿qué ocurre con la sentencia de la línea /*05*/, donde lo que
hacemos es pasar a la función function02 un puntero a constante
que la función function02 no tratará como tal? Porque el hecho es
que el prototipo de la función function01 pretendía garantizar que
los valores del array iban a ser recibidos como de sólo lectura, pero
luego la realidad es que esos valores sufren modificación: véase la
línea /*06*/, donde la función function02 modifica de hecho un
elemento de ese array que le pasa la función function01 y que
ésta había recibido como a constante. Entonces... ¿Qué ocurre?:
pues dependerá de la configuración del compilador que el progra-
ma no termine de crearse y se muestre error, o que se presente
únicamente una advertencia de que un valor o un array de valores
de sólo lectura puede o pueden sufrir, en la llamada a esa fun-
ción function02, una alteración no permitida por el compromiso
adquirido en el prototipo de la función function01.
Al margen de la configuración de su compilador, sí es convenien-
te señalar que no es buena práctica de programación ésa de no
cumplir con los compromisos presentados en el prototipo de una
función. Por tanto, en una función donde se trabaja con paráme-
tros a constante, esos parámetros deberían ser a su vez pasados
por referencia a otras funciones sólo si éstas, a su vez, garantizan
la no alteración de valores.
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SECCIÓN 16.6
Recapitulación.
Completando la visión del uso de funciones ya iniciada en el Ca-
pítulo 12, hemos presentado ahora el modo en que a una función
se le puede pasar, como parámetro, no un valor concreto de una
variable, sino su propia dirección, permitiendo así que la función
invocada pueda, de hecho, modificar los valores de las variables
definidas en el ámbito de la función que invoca. También hemos




16.1. Escriba una función que reciba como segundo parámetro
un vector de enteros de la dimensión indicada en el primer pará-
metro, y que devuelva ese mismo vector, con los valores enteros
ordenados de menor a mayor.
Ya conocemos el algoritmo de ordenación de la burbuja. Lo hemos
utilizado anteriormente. El Cuadro de Código 16.6 propone una
implementación que utiliza esta función.





4 #define TAM 100
5 // Declaracion de las funciones ...
6 void asignar(short d, long a[d]);
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7 void ordenar(short d, long a[d]);
8 void mostrar(short d, long a[d]);




13 asignar(TAM, vector); // Asignar valores.
14 mostrar(TAM, vector); // Antes de ordenar.
15 ordenar(TAM, vector); // Se ordena el vector.
16 mostrar(TAM, vector); // Despues de ordenar.
17 return 0;
18 }
19 /* ------------------------------------------------- */
20 /* Definicion de las funciones */
21 /* ------------------------------------------------- */
22 /* Funcion de asignacion. -------------------------- */
23 void asignar(short d, long a[d])
24 {
25 short i;
26 for(i = 0 ; i < d ; i++)
27 {
28 printf("Valor %hd ... " , i + 1);
29 scanf(" %ld", &v[i]);
30 }
31 }
32 /* Funcion de ordenacion. ------------------------- */
33 void ordenar(short d, long a[d])
34 {
35 short i, j;
36 for(i = 0 ; i < d ; i++)
37 for(j = i + 1 ; j < d ; j++)
38 if(v[i] > v[j])
39 {
40 v[i] ^= v[j];
41 v[j] ^= v[i];
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42 v[i] ^= v[j];
43 }
44 }
45 /* Funcion q recibe vector y lo muestra. */




50 for(i = 0 ; i < d ; i++)
51 printf("%5ld", v[i]);
52 }
La solución mostrada viene expresada mediante operatoria de ín-
dices. Comentadas, vienen las mismas instrucciones expresadas
mediante aritmética de punteros. Puede ver que siempre *(v + i)
es intercambiable por la expresión v[i]; y que (v + i) es inter-
cambiable con &v[i].
16.2. Escriba el código de una función que reciba un entero y
busque todos sus divisores, dejándolos en un vector que también
recibe como parámetro. Además, la función deberá recibir como
parámetro la dimensión en la que ha sido creado ese array.
Puede ocurrir que el número de divisores del número introducido
como parámetro sea mayor que el tamaño del array. En ese ca-
so, obviamente, no podrá la función guardar todos esos divisores
en ese array, y la operación solicitada no podrá realizarse. En ese
caso, la función deberá devolver un valor negativo; si la función
logra hacer su trabajo, entonces deberá devolver un entero igual al
número de divisores encontrados.
En el Cuadro de Código 16.7 se recoge una posible solución al
ejercicio 16.2 planteado.
Cuadro de Código 16.7: Posible solución al ejercicio 16.2 propues-
to.
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1 #include <stdio.h>
2 // Declaracion de la funcion ...
3 short divisores(long N, short dim, long divisores[dim]);
4 // Definicion de la funcion ...
5 short divisores(long N, short dim, long divisores[dim])
6 {
7 short cont = 1;
8 long div;
9 divisores[0] = 1;
10 for(div = 2 ; div <= N / 2 ; div++)
11 if(N % div == 0)
12 {
13 divisores[cont++] = div;
14 // Si no caben mas divisores, se aborta la operacion.
15 if(cont >= dim) return -1;
16 }
17 divisores[cont++] = N;
18 return cont;
19 }
16.3. Escriba el código de una función que calcule el máximo
común divisor de un conjunto de enteros que recibe en un vector
como parámetro. Además, la función recibe, como primer paráme-
tro, el tamaño o la dimensión de ese vector.
En el Cuadro de Código 16.8 se recoge una posible solución al
ejercicio 16.3 planteado.
Cuadro de Código 16.8: Posible solución al Ejercicio propuesto
16.3.
1 // Declaracion de las funciones ...
2 long mcd(long a, long b);
3 long MCD(short dim, long valores[dim]);
4 // Definicion de las funciones ...
5 // mcd de dos enteros.
Sección 16.7. Ejercicios 437





11 aux = a % b;
12 a = b;




17 // Funcion calculo mcd de varios enteros ...




22 // Si algun entero es 0, el mcd lo ponemos a cero.
23 for(i = 0 ; i < dim ; i++)
24 if(valores[i] == 0) // if(!*(valores + i))
25 return 0;
26 // Si solo hay un entero, el mcd es ese entero.
27 if(d == 1)
28 return valores[0]; // *(valores + 0);
29 // Calculo del mcd de los distintos valores del array
30 i = 2;
31 m = mcd(valores[0] , valores[1]);
32 // m = mcd(*(valores + 0), *(valores + 1));
33 while(i < dim)
34 m = mcd(m , valores[i++]);
35 // m = mcd(m, *(valores + i++));
36 return m;
37 }
Hemos definido (cfr. Cuadro de Código 16.8) dos funciones: una
que devuelve el valor del máximo común divisor de dos enteros, y
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otra, que es la solicitada en esta pregunta, que calcula el máximo
común divisor de una colección de enteros que recibe en un array.
La función MCD considera varias posibilidades: que uno de los va-
lores introducidos sea un 0 o que sólo se haya recibido un valor (d
== 1), y en tal caso devuelve ese único valor.
16.4. Defina una función que reciba como un array de enteros
largos (un parámetro para su tamaño, y otro para su ubicación en
memoria). Esta función deberá devolver el valor +1 si todos los va-
lores del array son diferentes, y el valor 0 si hay alguna repetición.
El prototipo de la función es:
short test_valores(long*, long);
En el Cuadro de Código 16.9 se recoge una posible solución al
ejercicio 16.4 planteado.
Cuadro de Código 16.9: Posible solución al Ejercicio propuesto
16.4.
1 short test_valores(lonf d, long a[d])
2 {
3 long i, j;
4 for(i = 0 ; i < d ; i++)
5 for(j = i + 1 ; j < d ; j++)
6 if(*(a + i) == *(a + j))




16.5. Escriba una función cuyo prototipo sea
short isNumero(char*);
que reciba como único parámetro una cadena de texto, y que de-
vuelva un valor verdadero (distinto de cero) si la cadena contiene
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únicamente caracteres numéricos, y devuelve un valor falso (igual
a cero) si la cadena contiene algún carácter que no sea numérico.
Esta función no recibe el tamaño de la cadena de caracteres. Vamos
a suponer que la cadena que recibe como parámetro está correcta-
mente construida y que entre sus valores se encuentra el carácter
fin de cadena. No necesitamos, en ese caso, conocer el tamaño ori-
ginal del array tipo char sino simplemente el inicio de esa cadena,
que eso es lo que nos da la dirección de la cadena.
Una posible solución al Ejercicio 16.5 se muestra en el Cuadro de
Código 16.10.




3 short isNumero(char* c)
4 {
5 int i;
6 for(i = 0 ; c[i] ; i++)
7 if(!isdigit(c[i])) return 0;
8 return 1;
9 }
Si encuentra algún carácter no dígito se interrumpe la ejecución de
la iteración gobernada por la estructura for y se devuelve el valor
0. Si se logra finalizar la ejecución de todas las iteraciones (se llega
al carácter fin de cadena) y no se ha ejecutado esa salida, enton-
ces es que todos los caracteres son dígitos, y entonces la función
devuelve un 1.
Podemos introducir una modificación al ejercicio: podemos exigir
que la función verifique que la cadena de texto está, efectivamen-
te, bien construida. Y podemos exigir que el usuario de la función
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indique la dimensión de la cadena de entrada, para que la fun-
ción pueda verificar que no se está realizando ninguna violación de
memoria. Entonces,el prototipo de la función sería ahora:
short isNumero(short dim, char cad[dim]);
El el Cuadro de Código 16.11 se recoge una posible solución a la
función así planteada. La función devuelve un valor centinela igual
a -1 para el caso de que la cadena esté mal construida.
Cuadro de Código 16.11: Otra posible solución al Ejerci-
cio 16.5 planteado.
1 #include <ctype.h>
2 short isNumero(short dim, char cad[dim])
3 {
4 int i;
5 for(i = 0 ; i < dim && c[i] ; i++)
6 if(!isdigit(c[i])) return 0;
7 if(i == d) return -1;
8 return 1;
9 }
16.6. Escriba una función cuyo prototipo sea
long numero(short dim, char cad[dim);
que recibe como parámetros una cadena de texto y la dimensión de
esa cadena, y devuelve (si esa cadena está formada sólo por dígitos)
el valor numérico de la cifra codificada. En caso contrario (si la
cadena contiene algún carácter que no es dígito, o si la cadena no
contiene el carácter fin de cadena) devuelve el valor -1. Por ejemplo,
si recibe la cadena "2340" debe devolver el valor 2340; si es "234r"
debe devolver el valor -1.
Una posible solución al Ejercicio 16.6 se muestra en el Cuadro de
Código 16.12.
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Cuadro de Código 16.12: Posible solución al Ejercicio 16.6 plantea-
do.
1 long numero(short dim, char cad[dim])
2 {
3 if(isnumero(dim, cad)<= 0) return -1;
4 long n = 0;
5 for(int i = 0 ; cad[i] ; i++)
6 n = 10 * n + digito(cad[i]);
7 return n;
8 }
Las verificaciones solicitadas ya las realiza la función resuelta en el
ejercicio anterior, en el Cuadro de Código 16.11. La función ahora
sólo tiene que calcular el valor numérico de la cadena.
16.7. Necesitamos una función que nos diga si, en un deter-
minado array de tipo long, está almacenado un valor concreto y,
en tal caso, que nos diga en qué posición del array aparece por
primera vez.
Por ejemplo, si tenemos el array
long a[10] = 2, 4, 6, 8, 10, 12, 14, 16, 18, 20;
Y queremos saber si está el valor 8, la función debería indicarnos
como salida el valor 3.
El prototipo de la función será
short IndiceArray
(short dim, long array[dim], long valorBuscado);
Los parámetros son (1) la dimensión del array, (2) la dirección del
array, y (3) el valor buscado. Devuelve el índice donde se ubica la
primera ocurrencia del valor buscado, o el valor -1 si ese valor no
se encuentra en el array.
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Una posible solución al Ejercicio 16.7 se muestra en el Cuadro de
Código 16.13.
Cuadro de Código 16.13: Posible solución al Ejercicio 16.7 plantea-
do.
1 short IndiceArray
2 (short dim , long array[dim], long valorBuscado)
3 {
4 int i;
5 for(i = 0 ; i < dim ; i++)
6 {
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“Para entender la recursividad
primero hay que entender la recursividad.”
Tratamos ahora de un concepto de gran utilidad para la progra-
mación: la recursividad. La recursividad es un comportamiento
presente en la misma naturaleza de muchos problemas para los
que buscamos soluciones informáticas. En este capítulo queremos
presentar el concepto de recursividad o de recurrencia, y mostrar
luego las etapas habituales para diseñar algoritmos recursivos.
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Para la redacción de este capítulo se ha empleado la siguiente re-
ferencia bibliográfica:
“Diseño y verificación de algoritmos. Programas recursivos.”
Francisco Perales López
Edita: Universitat de les Illes Balears. Palma 1998.




Supongamos que deseamos hacer un programa sencillo que vaya
solicitando del usuario valores enteros y vaya luego mostrando por
pantalla esos valores (no le exigimos que realice ninguna operación
ni proceso alguno con esos valores) hasta que el usuario introduzca
un entero que sea primo. En ese caso, el programa mostrará ese
último entero y terminará su ejecución.
Ya conocemos cómo usar las funciones. Podemos definir una pri-
mera función que llamaremos esPrimo, que recibe como paráme-
tro un entero unsigned long, y devuelve un entero corto sin signo
que será cero si el entero recibido como parámetro es compuesto,
y cualquier valor distinto de cero si el entero recibido como pará-
metro es primo.
Su prototipo será:
unsigned short esPrimo(unsigned long);
También podemos definir otra función, llamada esCompuesto, que
se comporte como la anterior pero al revés: devuelve un valor ver-
dadero si el entero recibido como parámetro es primo, y un valor
distinto de cero si es compuesto.
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Su prototipo será:
unsigned short esCompuesto(unsigned long);
Y la definición de esta segunda función es muy sencilla, una vez
tengamos definida la primera:




Simplemente devuelve, negado, el valor devuelto por la función
esPrimo.
La función principal de esta aplicación que acabamos de enunciar






printf("Entrada entero ... ");
scanf(" %lu", &a);




Tenemos pendiente la implementación de la función esPrimo. Será
sencilla, porque además ya hemos trabajado este algoritmo. Un
posible código podría ser el siguiente:
unsigned short esPrimo(unsigned long N)
{
unsigned short d;
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for(d = 2; d <= sqrt(N) && N % d ; d++);
return (unsigned short)(N % d);
}
Devolverá el resto del cociente entre N y el valor de la variable d
con el que se haya terminado la serie de iteraciones del for. Si
N es compuesto, entonces ese cociente será cero; de lo contrario
devolverá el valor del resto, que será distinto de cero.
Esta función busca entre los valores consecutivos de d (entre 2 y la
raíz cuadrada de N) alguno que divida a N (cuyo resto sea falso, es
decir, cero) Valor tras valor, simplemente incrementa d hasta salir
del rango indicado o hasta encontrar uno que divida a N. Luego,
ya fuera de la iteración, devuelve el valor del resto: si la iteración
ha terminado porque se ha encontrado un valor para d que verifica
que N% d es cero (falso), entonces la función esPrimo devolverá el
valor 0, que es el del resto del cociente entre esos dos números;
si la iteración ha terminado porque no se ha encontrado ningún
entero que divida a N, y se ha llegado a un valor de d mayor que
la raíz cuadrada de N, entonces ese valor de d no dividirá a N y el
resto será distinto de cero (verdadero).
Podemos pretender mejorar el algoritmo de la función esPrimo. Lo
haríamos, quizá, si la iteración no recorriera todos los valores de
d entre 2 y la raíz cuadrada de N sino que tomara en considera-
ción únicamente a los valores primos del intervalo. El código de la
función esPrimo con esa nueva definición podría ser el siguiente:
unsigned short esPrimo(unsigned long N)
{
unsigned short d;
for( d = 2;
d <= sqrt(N) && N % d ;
d = siguientePrimo(d));
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return (unsigned short)(N % d);
}
Quedaría ahora pendiente definir la función siguientePrimo. Es-
ta función recibe como parámetro un valor unsigned long, y de-
vuelve otro valor unsigned long. Su prototipo sería el siguiente:
unsigned long siguientePrimo(unsigned long);
Y una posible definición podría ser la siguiente:
unsigned long siguientePrimo(unsigned long N)
{
do { N++; } while(esCompuesto(N));
return N; }
Simplemente incrementa de uno en uno el valor recibido hasta al-
canzar uno que no sea compuesto.
Analicemos el código desarrollado hasta el momento en este Ca-
pítulo. La función main invocará a una función llamada esPrimo,
que a su vez invoca a una función llamada siguientePrimo, que
a su vez invoca a la función esCompuesto, que a su vez invoca a la
función esPrimo. Pero llegados a este punto nos encontramos con
que la función esPrimo desencadena una secuencia de llamadas a
funciones en la que ella misma está implicada. ¿Es eso válido? Si se
dan algunas condiciones, la respuesta es que sí. Nuestro ejemplo
ha incurrido en llamadas recursivas o recurrentes. De esto vamos a
tratar en el presente Capítulo. En el Cuadro de Código 17.1 queda
recogido el ejemplo que se acaba de presentar.
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3 unsigned short esPrimo (unsigned long);
4 unsigned short esCompuesto (unsigned long);




9 unsigned long a;
10 do
11 {
12 printf("Entrada entero ... ");
13 scanf(" %lu", &a);








22 unsigned short esPrimo(unsigned long N)
23 {
24 unsigned short d;
25 for(d = 2;
26 d <= sqrt(N) && N % d ;
27 d = siguientePrimo(d));
28 return (unsigned short)(N % d); //fuera del for
29 }
30 unsigned long siguientePrimo(unsigned long N)
31 {




El concepto de recursividad.
La palabra Recursividad no aparecía en la 22aEdición (año 2001)
del Diccionario de la Real Academia. Sí la encontramos, en el año
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2012, como “Artículo Nuevo”, como avance de la vigésima terce-
ra edición. Dice: Cualidad de recursivo. Y si se busca Recursivo,
entonces tenemos la definición Sujeto a reglas o pautas recurren-
tes. De nuevo, ésta es una definición de nueva redacción para la
23a Edición. Así que para comprender el significado de la palabra
Recursividad hemos de acudir a otra palabra castellana: Recurren-
cia. El diccionario de la RAE define así esta palabra: 1. f. Cualidad
de recurrente. 2. f. Mat. Propiedad de aquellas secuencias en las que
cualquier término se puede calcular conociendo los precedentes. Y la
palabra Recurrir ofrece, como tercera acepción: Dicho de una cosa:
Volver al lugar de donde salió. Y la palabra Recurrente, 2a acep-
ción: Que vuelve a ocurrir o a aparecer, especialmente después de
un intervalo.; y 4a acepción: Dicho de un proceso: Que se repite.
La recursividad está presente en muchos sistemas del mundo real.
Y por eso, porque muchos problemas que queremos afrontar tienen
una esencia recursiva, la recursividad es una herramienta conve-
niente y muy útil para diseñar modelos informáticos de la realidad.
Se dice que un sistema es recursivo cuando está parcial o com-
pletamente definido en términos de sí mismo. Decimos que una
función f en el dominio de los números enteros positivos está de-
finida de forma recursiva si se especifica el valor de f para el caso
n = 1, y si para cada entero positivo n se ofrece una regla para
determinar el valor de f (n+ 1) a partir del valor de f (n).
Quizá todos nos hemos planteado alguna vez una imagen recursi-
va: una fotografía que muestra a una persona que sostiene entre
sus manos esa fotografía, que muestra a esa persona que sostie-
ne entre sus manos esa fotografía, que muestra a esa persona que
sostiene entre sus manos esa fotografía, que muestra...
La realidad es tozudamente recursiva. Por eso, cuando el hom-
bre quiere hacer obras de ingeniería o arquitectura con matemáti-
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(a) (b)
Figura 17.1: (a) Edificio construido al abrigo de la Geometría Eu-
clídea. (b) Edificio que comprende que la realidad es recursiva, y no
todo está formado por círculos, triángulos y paralelepípedos.
cas euclideas, solo logra crear obras frías y casi inhumanas... Vea,
por ejemplo, la espantosa imagen recogida en la Figura 17.1(a). Y
cuando el hombre se atreve con una matemática más recursiva,
más real por tanto, más pegada a la verdad intrínseca de las cosas
creadas (plantas, animales, personas, etc., que en nada se pueden
modelizar mediante círculos, triángulos y paralelepípedos), enton-
ces construye obras como la mostrada en la Figura 17.1(b). ¿No se
parece esta imagen del techo de la Sagrada Familia (Barcelona) a
las imágenes del conjunto de Mandelbrot, que son sencillamente
recursivas?
Hay muchos problemas matemáticos que se resuelven mediante
técnicas recursivas. Podemos acudir a muchos de los problemas
planteados en los capítulos anteriores.
El algoritmo de Euclides es recurrente. El máximo común divisor
de dos números m y n (mcd(m,n)) se puede definir como el máximo
común divisor del segundo (de n) y del resto de dividir el primero
con el segundo: mcd(m,n) = mcd(n,mmodn). La secuencia se debe
parar cuando se alcanza un valor de segundo entero igual a cero:
de lo contrario en la siguiente vuelta se realizaría una división por
cero.
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Él cálculo del factorial: podemos definir el factorial de un entero
positivo n (n!) como el producto de n con el factorial de n − 1: n! =
n × (n − 1)! Y de nuevo esta definición tiene un límite: el momento
en el que se llega al valor cero: el factorial de 0 es, por definición,
igual a 1.
La búsqueda de un término de la serie de Fibonacci: Podemos
definir la serie de Fibonacci como aquella cuyo término n es igual
a la suma de los términos (n − 1) y (n − 2). Y de nuevo se tiene el
límite cuando n es igual a 1 ó a 2, donde el valor del término es la
unidad.
Cálculo de una fila del triángulo de Tartaglia (cfr. Capítulo 6). Es
conocida la propiedad del triángulo de Tartaglia según la cual el
valor de cualquier elemento situado en el primer o último lugar de
la fila es igual a uno; y el valor de cualquier otro elemento del trián-
gulo resulta igual a la suma de los elementos de su fila anterior que
están encima de la posición que deseamos calcular.
Y así tenemos que para calcular una fila del triángulo de Tartaglia
no es necesario acudir al cálculo de binomios ni de factoriales, y
basta con conocer la fila anterior, que se calcula si se conoce la fila
anterior, que se calcula si se conoce la fila anterior... hasta llegar a
las dos primeras filas, que están formadas todo por valores uno. Te-
nemos, por tanto, y de nuevo, un camino recurrente hecho a base
de simples sumas para encontrar la solución que antes habíamos
buscado mediante el cálculo de tres factoriales, dos productos y un
cociente para cada elemento.
En todos los casos hemos visto un camino para definir un proce-
dimiento recurrente que llega a la solución deseada. En los capítu-
los anteriores no hemos llegado a soluciones recurrentes, sino que
únicamente hemos hecho uso de estructuras de control iterativas.
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Ahora, en todas estas soluciones, podemos destacar dos caracte-
rísticas básicas de todo procedimiento recurrente o recursivo:
1. RECURRENCIA. Propiedad de aquellas secuencias en las que
cualquier término se puede calcular conociendo los preceden-
tes. La recurrencia se puede usar en aquellos sistemas donde
sepamos llegar a un valor a partir de algunos valores prece-
dentes.
2. BASE. Es imprescindible que, además, haya unos valores ini-
ciales preestablecidos hacia los que se converge: unos valores
que no se definen por recurrencia. En el algoritmo de Eucli-
des se para el proceso en cuanto se llega a dos valores tales
que su módulo es cero. En el algoritmo del cálculo del facto-
rial siempre se llega a un valor mínimo establecido en el cero:
0! = 1. En el algoritmo de Fibonacci tenemos que los dos pri-
meros elementos de la sucesión son unos. Y para el triángulo
de Tartaglia tenemos que todos los extremos de todas las filas
son también iguales a uno.
Y es necesario que la recurrencia del algoritmo converja ha-
cia los valores iniciales base, para los que ya no es necesario
invocar, recurrentemente, a la función.
La recursividad es una herramienta de diseño de algoritmos acep-
tada en la mayoría de los lenguajes de programación. Esos lengua-
jes permiten la creación de una función que hace referencia a sí
misma dentro de la propia definición. Eso supone que al invocar
a una función recursiva, ésta genera a su vez una o varias nue-
vas llamadas a ella misma, cada una de las cuales genera a su vez
una o varias llamadas a la misma función, y así sucesivamente.
Si la definición está bien hecha, y los parámetros de entrada son
adecuados, todas las cadenas de invocaciones terminan felizmen-
te al llegar a uno de los valores base del algoritmo. Esas llamadas
Sección 17.2. Concepto de Recursividad 453
finales terminan su ejecución y devuelven el control a la llamada
anterior, que finaliza su ejecución y devuelve el control a la llama-
da anterior, y así retornando el camino de llamadas emprendido,
se llega a la llamada inicial y se termina el proceso.
Cuando un procedimiento recursivo se invoca por primera vez de-
cimos que su profundidad de recursión es 1 y el procedimiento
se ejecuta a nivel 1. Si la profundidad de recursión de un procedi-
miento es N y de nuevo se llama a sí mismo, entonces desciende un
nivel de recursión y pasa al nivel N + 1. Cuando el procedimiento
regresa a la instrucción de donde fue llamado asciende un nivel de
recursión.
Si una función f contiene una referencia explícita a sí mismo, en-
tonces tenemos una recursividad directa. Si f contiene una refe-
rencia a otra función g la cual tiene (directa o indirectamente) una
referencia a f, entonces tenemos una recursividad indirecta.
Veamos el ejemplo de una función recursiva que calcula el factorial
de un entero que recibe como parámetro de entrada:
Función factorial (N: Entero) −→ Entero.
Acciones: IF N == 0
factorial(N) = 1
ELSE
factorial(N) = N * factorial(N – 1)
END IF
Supongamos que invocamos al procedimiento con el valor N = 5.
La lista de llamadas que se produce queda recogida en la Ta-
bla 17.1. Hay un total de seis llamadas al procedimiento definido
para el cálculo del factorial, hasta que se le invoca con el parámetro
N = 0, que es el único que en lugar de devolver un valor calculado
con una nueva llamada, devuelve un 1. El Cuadro de Código 17.2.
recoge la implementación del algoritmo.
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Nivel de
Recursión N devuelve recibe resultado
1 5 5 * Factorial(4) 24 120
2 4 4 * Factorial(3) 6 24
3 3 3 * Factorial(2) 2 6
4 2 2 * Factorial(1) 1 2
5 1 1 * Factorial(0) 1 1
6 0 1 - 1
Tabla 17.1: Llamadas al procedimiento definido para el cálculo del
Factorial para el caso de N = 5.
Cuadro de Código 17.2: Implementación de la función factorial re-
cursiva.
1 long Factorial(short); // Declaracion
2 long Factorial(short A) // Definicion
3 {
4 if(A == 0) return 1L;
5 else return A * Factorial(A - 1);
6 }
7 // Otra forma mas compacta:
8 long Factorial(short A) // Otra def. + compacta
9 {
10 return A ? (long)A * Factorial(A - 1) : 1L;
11 }
Otro ejemplo es el del cálculo de un elemento de la serie de Fibo-
nacci. Los dos primeros valores de la serie son 1. Y la recursividad
está claramente definida para cualquiera otro elemento: el término
N es igual a la suma de los términos (N - 1) y (N - 2).
El pseudocódigo es, por tanto, el siguiente:
Función fibonacci(N: Entero) −→ Entero
Acciones:
IF (N == 1 || N == 2
fibonacci = 1
ELSE
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fibonacci(N) = fibonacci(N – 1) + fibonacci(N – 2)
END IF
Y la implementación es la recogida en el Cuadro de Código 17.3.
Cuadro de Código 17.3: Implementación de la función fibonacci
recursiva.
1 long Fibonacci(short); // Declaracion
2 long Fibonacci(short A) // Definicion
3 {
4 return A == 0 || A == 1 ? 1 :




Un árbol de recursión sirve para representar las sucesivas llama-
das recursivas que un programa recursivo puede generar. Es un
concepto simple, pero de gran utilidad práctica para analizar el
comportamiento de los algoritmos recursivos diseñados.
Para construir un árbol, se representa cada llamada a la función
como un nodo (que dibujaremos en forma de un círculo). Arriba
se dibuja el nodo inicial con el que es invocada por primera vez
la función recurrente. Más allá (hacia abajo) se van insertando las
llamadas que recibe la función recursivamente. En cada nodo del
árbol (que se corresponde con una llamada) se le adjunta una eti-
queta con el valor o valores de los parámetros de entrada.
Por ejemplo, el árbol de recursión de la función factorial tiene el
aspecto como el recogido en la Figura 17.2(a). Para fibonacci, el
árbol queda recogido en la Figura 17.2(b). Hemos tomado N = 5.
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Figura 17.2: (a) Árbol de recursión de la función factorial para N
= 5. (b) Árbol de recursión de fibonacci para N = 5.
SECCIÓN 17.4
Recursión e iteración.
El concepto de iteración ya quedó visto en el Capítulo 5, al hablar
de los algoritmos y de sus modos de representación. Y al inicio
de éste capítulo hemos visto que todos los algoritmos que en el
Capítulo 5 resolvimos mediante la iteración, también pueden ser
solventados mediante la recursividad o recurrencia.
La cuestión a plantear es entonces: ¿qué es mejor: recursividad, o
estructuras iterativas? Para responder a esta cuestión, un factor
importante que cabe plantearse es cuál de las dos formas requiere
menor espacio de almacenamiento en memoria. Y otro, cuál de
las dos formas resuelve el problema con menor tiempo.
Veamos el algoritmo del cálculo del factorial, expresado como fun-
ción recurrente (Función factorialR) y expresado como función
con estructura iterativa (Función factorialI).
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F
¯
unción FactorialR(N: Entero) −→ Entero
Acciones:
IF (N == 0)
factorialR(N) = 1
ELSE
factorialR(N) = N * FactorialR(N – 1)
END IF









WHILE (i <= N
aux = aux * i




Aparentemente, parece que la función recursiva exige menos me-
moria, pues de hecho no requiere el uso de ninguna variable local
propia de la función mientras que la función iterativa requiere de
dos variables.
Pero en realidad el programa recursivo va almacenando en una pila
de memoria los N números: N, N - 1, N - 2, ..., 2, 1, que son los
parámetros de llamada antes de cada recursión. A medida que vaya
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saliendo de las sucesivas llamadas, multiplicará esos números en
el mismo orden en que lo hace el programa iterativo. Así pues,
el programa recurrente requiere mayor almacenamiento. Además,
también tardará más tiempo en ejecutarse, porque debe almacenar
en memoria y recuperar luego de ella todos los números, realizar
todas las multiplicaciones, y realizar las distintas llamadas a la
función.
Veámoslo sobre la propia función en C (cfr. Cuadro de Código 17.2).
Cada vez que la función es invocada por sí misma, se crea de nue-
vo una variable A, distinta de la variable A creada en la anterior
invocación. Para cada llamada creamos un juego de variables cuyo
ámbito es el de esta llamada, y su vida el tiempo que se tarde en
ejecutar la última sentencia (la sentencia return) del bloque de la
función.
Supongamos que queremos conocer el valor del factorial de 3. In-
vocamos a la función factorial con ese valor como argumento.
printf("El factorial de %hd es %ld.\n",
3, factorial(3));
Primera llamada: se crea la variable < A, short, R1, 3 >. Como
A es distinto de cero, no se devuelve el entero 1, sino el producto
de A por el factorial de (A - 1). Entonces, antes de terminar
la ejecución de la función factorial y eliminar la variable A loca-
lizada en R1 necesitamos recibir el valor de retorno de la función
factorial invocada ahora con el valor de (A - 1).
Segunda llamada: se crea la variable < A, short, R2, 2 >. Con el
mismo nombre que en la llamada anterior, son variables diferentes,
ubicadas en posiciones de memoria diferentes. En este momento,
la variable en ámbito es la ubicada en R2, la ubicada en R1 no
es accesible: siempre que en esta segunda ejecución de la función
factorial hagamos referencia a la variable A, se entiende que nos
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referimos a la ubicada en R2. Como esta variable A no vale 0, en-
tonces la función devuelve el valor del producto de A (la de R2) por
factorial(A - 1). Y de nuevo, antes de terminar la ejecución de
la función factorial y eliminar la variable A localizada en R2 ne-
cesitamos recibir el valor de factorial(A - 1).
Tercera llamada: se crea la variable < A, short, R3, 1 >. Con el
mismo nombre que en las dos llamadas anteriores, son variables
diferentes, ubicadas en posiciones de memoria diferentes. En este
momento, la variable en ámbito es la ubicada en R3, las ubicadas
en R1 y R2 no son accesibles: siempre que en esta tercera ejecu-
ción de la función factorial hagamos referencia a la variable A,
se entiende que nos referimos a la ubicada en R3. Como esta varia-
ble A no vale 0, entonces la función devuelve el valor del producto
de A (la de R3) por factorial(A - 1). Y de nuevo, antes de ter-
minar la ejecución de la función factorial y eliminar la variable
A localizada en R3 necesitamos recibir el valor de factorial(A -
1).
Cuarta llamada: se crea la variable < A, short, R4, 0 >. Con el
mismo nombre que en las tres llamadas anteriores, son variables
diferentes, ubicadas en posiciones de memoria diferentes. En este
momento, la variable en ámbito es la ubicada en R4; las ubicadas
en R1, R2, y R3 no son accesibles: siempre que en esta cuarta eje-
cución de la función factorial hagamos referencia a la variable A,
se entiende que nos referimos a la ubicada en R4. El valor de esta
variable es 0 por lo que la función devuelve el valor 1 y termina su
ejecución. La variable A ubicada en R4 termina su existencia y el
control del programa vuelve a quien llamó a la función.
Quien llamó a la función fue la propia función factorial, en su
tercera llamada. Estaba pendiente, para cerrarse y devolver un va-
lor, a recibir un valor de la función factorial. Y ha recibido el
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valor 1, que multiplica al valor de A que también es 1, y devuelve a
quien la llamó. La variable A ubicada en R3 termina su existencia
y el control del programa vuelve a quien llamó a la función.
Y quien llamó a la función fue la propia función factorial, en su
segunda llamada. Estaba pendiente, para cerrarse y devolver un
valor, a recibir un valor de la función factorial. Y ha recibido el
valor 1, que multiplica al valor de A que es 2, y devuelve a quien
la llamó. La variable A ubicada en R2 termina su existencia y el
control del programa vuelve a quien llamó a la función.
Y quien llamó a la función fue la propia función factorial, en
su primera llamada. Estaba pendiente, para cerrarse y devolver un
valor, a recibir un valor de la función factorial. Y ha recibido el
valor 2, que multiplica al valor de A que es 3, y devuelve a quien
la llamó. La variable A ubicada en R1 termina su existencia y el
control del programa vuelve a quien llamó a la función.
Y quien llamó a la función factorial fue la función principal, que
vuelve a recuperar el control de ejecución del programa y que recibe
el valor devuelto por la función que se lo pasa como parámetro a la
función printf para que muestre ese valor por pantalla:
El factorial de 3 es 6.
4 ejecuciones, 4 ámbitos, 4 variables distintas, 4 vidas distintas.
Otro ejemplo para estudiar el comportamiento de una función defi-
nida en las formas recursiva e iterativa lo tenemos con los números
de Fibonacci. Mostramos de nuevo la definición recursiva (Función
fibonacciR) y la definición iterativa (Función fibonacciI).
Función fibonacciR(N: Entero) −→ Entero
Acciones:
IF (N <= 2)
fibonacciR(N) = 1
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ELSE
fibonacciR(N) = fibonacciR(N – 1) + fibonacciR(N – 2)
END IF
Función fibonacciI(N: Entero) −→ Entero
Variables:
a, b, c, i: Enteros.
Acciones:
IF (N <= 2)
fibonacciI(N) = 1
ELSE
a = 1 b = 1 i = 2
WHILE (i <= N)




El árbol de recursividad para la función fibonacciR, para N = 5
queda en la Figura 17.2 (b). Y así observamos que para el cálculo
del valor de fibonacciR(5) hemos calculado una vez el valor de
fibonacciR(4), dos veces el valor de fibonacciR(3), tres veces
el de fibonacciR(2), y dos veces el de fibonacciR(1). Así pues,
con el árbol de recursión vemos que el programa repite los mismos
cálculos una y otra vez. Y el tiempo que tarda la función recur-
siva en calcular fibonacciR(N) aumenta de forma exponencial a
medida que aumenta N.
En cambio, la función iterativa usa un tiempo de orden lineal (au-
menta linealmente con el incremento del valor de N), de forma que
la diferencia de tiempos entre una y otra forma de implementación
es notable.
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La recursión siempre puede reemplazarse con la iteración y las pi-
las de almacenamiento de datos. La pregunta es, entonces: ¿Cuán-
do usamos recursión, y cuándo usamos iteración?
Si el árbol de recursión tiene muchas ramas, con poca duplicación
de tareas, entonces el método más adecuado es la recursión, siem-
pre que además el programa resultante sea más claro, sencillo y
fácil de obtener.
Los algoritmos recursivos son muy apropiados cuando el problema
a resolver, la función a calcular o la estructura de datos a procesar
están definidos en términos recursivos. La recursión debe tenerse
en cuenta como una técnica que nos permite diseñar algoritmos de
una forma sencilla, clara y elegante. No se debe utilizar por tanto
cuando dificulte la comprensión el algoritmo.
SECCIÓN 17.5
Ejercicio: las torres de Hanoi.
Dice la leyenda que, al crear el mundo, Dios situó sobre la Tie-
rra tres varillas de diamante y sesenta y cuatro discos de oro. Los
discos eran todos de diferente tamaño, e inicialmente fueron colo-
cados en orden decreciente de diámetros sobre la primera de las
varillas. También creó Dios un monasterio cuyos monjes tenían la
tarea de trasladar todos los discos desde la primera varilla a la ter-
cera. Los monjes sólo podían mover, de una varilla a otra, un disco
cada vez; y tenían una única limitación: ningún disco podía colo-
carse sobre otro de diámetro menor. La leyenda decía que cuando
los monjes terminasen su tarea, el mundo llegaría a su fin.
La leyenda no es cierta: es fruto de la imaginación de un matemá-
tico del siglo XVIII, que inventó el juego de las Torres de Hanoi (así
se llama) y que diseñó así su propia campaña de publicidad y mar-
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keting que le permitiera lanzar su invento al mercado. La invención
resultó, sin embargo, efectiva: ha perdurado hasta nuestros días,
el juego es conocido en todo el mundo,... y nos ha dejado una pre-
gunta: si la leyenda fuera cierta... ¿cuándo sería el fin del mundo?
El mínimo número de movimientos que se necesitan para resolver
este problema es de 264 − 1. Si los monjes hicieran un movimiento
por segundo, y no parasen en ningún instante hasta completar la
total ejecución de la tarea de traslado, los discos estarían en la ter-
cera varilla en poco menos de 585 mil millones de años. Teniendo
en cuenta que la tierra tiene sólo unos cinco mil millones, o que el
universo está entre quince y veinte mil millones de años, está claro
que o los monjes se dan un poco más de prisa, o tenemos universo
y mundo para rato.
Se puede generalizar el problema de Hanoi variando el número de
discos: desde un mínimo de 3 hasta el máximo que se quiera. El
problema de Hanoi es curioso, y su formulación elegante. Y su
solución es muy rápida de calcular. La pega no está en la com-
plicación del procedimiento (que no es complicado), sino en que a
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medida que aumenta el número de discos crece exponencialmente
el número de pasos.
Existe una versión recursiva eficiente para hallar el problema de
las torres de Hanoi para pocos discos; pero el coste de tiempo y de
memoria se incrementa excesivamente al aumentar el número de
discos.
La solución recursiva es llamativamente sencilla de implementar y
de construir. Y de una notable belleza, creo yo.
Si numeramos los discos desde 1 hasta N, y si llamamos X al pos-
te donde quedan inicialmente colocado los discos, Z al poste de
destino de los discos, e Y al tercer poste intermedio, el algoritmo
recurrente que resuelve el problema de las torres de Hanoi queda-
ría de la siguiente manera:
Función hanoi
Variables: N, X, Y, Z: Enteros
Acciones:
IF (N = 1)
Trasladar disco de X a Z.
ELSE
1. Trasladar discos desde 1 hasta N – 1 de X a Y, tomando
como auxiliar a Z.
2. Trasladar disco N de X a Z.
3. Trasladar discos desde 1 hasta N – 1 de Y a Z, tomando
como auxiliar a X.
END IF
Podemos definir una función que muestre por pantalla los movi-
mientos necesarios para hacer el traslado de una torre a otra. A
esa función la llamaremos hanoi, y recibe como parámetros los
siguientes valores:
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Una variable entera que indica el disco más pequeño de la pila
que se quiere trasladar.
Una variable entera que indica el disco más grande de la pila
que se desea trasladar. (Hay que tener en cuenta que con el
algoritmo que hemos definido siempre se trasladan discos de
tamaños consecutivos.)
Una variable que indique la torre donde están los discos que
trasladamos.
Una variable que indica la torre a donde se dirigen los discos.
Un modo de identificar las torres y de tener en todo momento iden-
tificado la torre auxiliar con variables enteras es el siguiente: Lla-
maremos a la torre origen torre i y a la torre destino torre j. Y
exigimos a las dos variables i, j, dos restricciones: (1) toman sus
valores entre los enteros 1, 2 y 3; y (2) no pueden ser nunca iguales.
Y entonces tendremos que la torre auxiliar vendrá siempre definida
con la expresión 6 - i - j, como puede verse en la Tabla 17.2.







Tabla 17.2: Valores de las torres de Hanoi.
La función hanoi queda entonces de la siguiente forma:
Función hanoi(D1, D2, i, j: Enteros)
Acciones:
IF (D1 == D2)
Mover disco D1 de i a j.
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ELSE
1. hanoi(D1, D2 – 1, i, 6 – i – j)
2. hanoi(D1, D2, i, j)
3. hanoi(D1, D2 – 1, 6 – i – j, j)
END IF
La forma que adquiere esta función implementada en C es tan sen-
cilla como lo que se muestra en el Cuadro de Código 17.4.
Cuadro de Código 17.4: Implementación de la función hanoi re-
cursiva.
1 typedef unsigned short int usi;
2 void hanoi(usi D1, usi D2, usi i, usi j)
3 {
4 if(D1 == D2)
5 printf("Disco %hu de %hu a %hu\n",D1, i, j);
6 else
7 {
8 hanoi(D1, D2 - 1, i, 6 - i - j);
9 hanoi(D2, D2, i, j);
10 hanoi(D1, D2 - 1, 6 - i - j, j);
11 }
12 }
Y si se invoca esta función inicialmente con la sentencia
hanoi(1, discos, 1, 3);
donde discos es el número de discos que tiene la torre de Hanoi, la
ejecución de esta función muestra todos los movimientos que debe
hacerse con los anillos para pasarlos desde la torre 1 a la torre 3.
Por ejemplo, si tomamos el valor discos igual a 4 tendremos la
siguiente salida:
Disco 1 de 1 a 2 Disco 1 de 2 a 3
Disco 2 de 1 a 3 Disco 2 de 2 a 1
Disco 1 de 2 a 3 Disco 1 de 3 a 1
Disco 3 de 1 a 2 Disco 3 de 2 a 3
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Disco 1 de 3 a 1 Disco 1 de 1 a 2
Disco 2 de 3 a 2 Disco 2 de 1 a 3
Disco 1 de 1 a 2 Disco 1 de 2 a 3
Disco 4 de 1 a 3
Para terminar esta presentación de las torres de Hanoi queda pen-
diente una cosa: demostrar que, efectivamente, el número de movi-
mientos para desplazar todos los discos de una torre a otra con las
condiciones impuestas en el juego es igual a dos elevado al número
de discos, menos uno.
Eso se demuestra fácilmente por inducción (como no):
Base: Se verifica para N = 1 (mover un disco): M(1) = 2N − 1 = 1:
efectivamente, el mínimo número de movimientos es 1.
Recurrencia: Supongamos que se cumple para N : M(N) = 2N−1−1.
Entonces si tenemos N +1 discos, lo que hacemos es desplazar dos
veces los N primeros discos y entre medias una vez el disco N + 1.
Es decir, tenemos M(N+1) = 2×M(N)+1 = 2×(2N−1)+1 = 2N+1−1
(c.q.d.)
SECCIÓN 17.6
Ejercicio: la función o algoritmo de Ackermann.
La de Ackermann es una función recursiva, definida en el dominio
de los naturales. Tiene como argumento dos números naturales y
como valor de retorno otro valor natural. Su definición general es:
A(m,n) =

n+ 1 si m = 0
A(m− 1, 1) si m > 0 y n = 0
A(m− 1, A(m,n− 1)) si M > 0 y n > 0
(17.1)
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La implementación en C de esta función es trivial. Puede verla en
el Cuadro de Código 17.5. La función main para invocar a nuestra
función de ackermann es también muy sencilla. Ejecute el progra-
ma sugerido en el Cuadro de Código 17.5. En la Tabla 17.3 se
recogen algunos valores que usted podrá obtener.
Cuadro de Código 17.5: Implementación de la función recursiva
Ackermann.
1 // Declaracion
2 unsigned long Ackermann(unsigned long m, unsigned long n)
;
3 // Funcion main
4 int main(void)
5 {
6 long m, n;
7 printf("Valor de m ... "); scanf(" %lu", &m);
8 printf("Valor de n ... "); scanf(" %lu", &n);
9 printf("\nAckermann(%lu, %lu) = %lu\n\n",




14 unsigned long Ackermann(unsigned long m, unsigned long n)
15 {
16 if(!m) return n + 1;
17 if(!n) return Ackermann(m - 1 , 1);
18 return Ackermann(m - 1 , Ackermann(m , n - 1));
19 }
A(m , n) n = 0 n = 1 n = 2 n = 3 n = 4 n = 5
m = 0 1 2 3 4 5 6
m = 1 2 3 4 5 6 7
m = 2 3 5 7 9 11 13
m = 3 5 13 29 61 125 253
m = 4 13 ¿? ¿? ¿? ¿? ¿?
Tabla 17.3: Primeros valores de la función de Ackermann.
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Todo parece sencillo. Y, de hecho, lo es: hemos logrado implemen-
tar la función en tres líneas de código. Pero si intenta calcular va-
lores distintos a los mostrados en la Tabla 17.3 quizá se lleve una
sorpresa. Porque al final tendrá que el programa se aborta y no
logra terminar el cálculo que tan fácilmente hemos definido.
En el Cuadro de Código 17.6 dispone de una implementación de la
función de ackermann con la que podrá ver las llamadas recursivas
que realiza y el número de bytes que necesita para su ejecución: 2
nuevas variables de tipo unsigned long int en cada nueva itera-
ción.
Cuadro de Código 17.6: Implementación de la función recursiva
Ackermann.
1 unsigned long Ackermann(unsigned long m, unsigned long n)
2 {
3 static long int llamadas = 0;
4 static long int memoria = 0;
5 memoria += 2 * sizeof(unsigned long);
6 printf("%8ld llamadas.\t", ++llamadas);
7 printf("%8ld bytes requeridos\r", memoria);
8 if(!m) return n + 1;
9 if(!n) return Ackermann(m - 1 , 1);
10 return Ackermann(m - 1 , Ackermann(m , n - 1));
11 }
Ackermann definió su curiosa función en 1928. Logró con ella de-
mostrar una cuestión estrictamente matemática; algo que escapa
por completo al objetivo de este manual. Pero nos ofrece la posibi-
lidad de obtener nuestra particular conclusión: el recurso a la re-
cursividad ofrece soluciones elegantes y, con frecuencia, eficaces;
pero también con frecuencia se llega con ella a soluciones (¿solu-
ciones?) que requieren excesivos recursos de computación y que
no ofrecen resultado. En el caso de la función de Ackermann el
problema no se resuelve buscando una definición no recursiva. No
se logrará fácilmente un programa que llegue a un resultado en un
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tiempo de computación razonable. Pero... ¿sabría implementar la
función de Ackermann de forma no recursiva?
SECCIÓN 17.7
Recapitulación.
Hemos visto el modelo recursivo para plantear y solventar proble-
mas. Esta forma de trabajo es especialmente útil cuando pretende-
mos solventar cuestiones basadas en propiedades definidas sobre
el conjunto de enteros o un conjunto numerable donde se pueda
establecer una correspondencia entre los enteros y los elementos
de ese conjunto.
Hemos visto el modo en que se definen por recurrencia una serie de
conjuntos, cómo se demuestran propiedades para estos conjuntos
basándonos en la demostración por inducción, y cómo se llega así
a replantear muchos problemas, alcanzando una formulación muy
elegante y sencilla: la forma recursiva.
La recursividad ofrece habitualmente algoritmos muy sencillos de
implementar y de interpretar. La principal limitación que presenta
esta forma de resolver problemas es que habitualmente supone un
elevado coste de tiempo de computación y de capacidad de alma-
cenamiento de memoria.
Hemos descrito el camino a seguir para alcanzar una solución re-
currente ante un problema que nos planteamos. Los ejercicios que
planteamos a continuación pueden servir para seguir profundizan-
do en ese itinerario por el que se llega a las definiciones recurren-
tes.
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SECCIÓN 17.8
Ejercicios.
17.1. Definir la operación potencia de forma recursiva.
Simplemente, basta considerar que an = a×an−1 , y que a0 = 1. Con
estas dos expresiones tenemos ya una base y una recurrencia. El
código de la función recurrente tendrá un aspecto similar al de
la función factorial. Puede verlo en el Cuadro de Código 17.7. La
función devuelve el producto de la base por la potencia disminuido
en uno el exponente si el exponente es distinto de 0; el valor 1 si el
exponente es 0.




3 long potencia(short, short);
4 int main(void)
5 {
6 short b, e;
7
8 printf("Valor de la base: "); scanf(" %hd", &b)
;
9 printf("Valor del exponente: "); scanf(" %hd", &e)
;
10 printf("%hd elevado a %hd es: ", b, e);




15 long potencia(short b, short e)
16 {
17 return e ? b * potencia(b, e - 1) : (long)1;
18 }
17.2. Definir la operación suma de enteros de forma recursiva.
Téngase en cuenta, por ejemplo, que si pretendemos sumar dos
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enteros a y b, podemos tomar: suma(a,b) igual al valor de a si b
es igual a cero; y suma(a,b) igual a 1 + suma(a,b - 1) en otro
caso.
Ya tenemos, en el mismo enunciado, la definición de la función. La
solución es muy simple: está recogida en el Cuadro de Código 17.8.
Cuadro de Código 17.8: Implementación de la función suma recur-
siva.
1 long suma(short a, short b)
2 {
3 return b ? 1L + suma(a , b - 1) : (long)a;
4 }
Evidentemente, para que el programa esté completo faltaría la de-
claración de la función y la definición de la función principal. No
es necesario incluir este código aquí, en la resolución de todos es-
tos ejercicios. Sí deberá escribirlo usted si desea verificar que estas
funciones realizan la operación que exigía el enunciado.
17.3. Definir la operación producto de forma recursiva. Téngase
en cuenta, por ejemplo, que si pretendemos multiplicar dos enteros
a y b, podemos tomar: producto(a, b) igual a cero si b es igual a
cero; y producto(a, b) igual a a + producto(a, b - 1) en otro
caso.
Un posible código de la función podría ser el recogido en el Cuadro
de Código 17.9.
Cuadro de Código 17.9: Implementación de la función producto
recursiva.
1 long producto(short a, short b)
2 {
3 return b ? a + producto(a, b - 1) : 0;
4 }
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17.4. Defina una función que muestre, mediante un proceso
recurrente, el código binario de un entero dado.
Para resolver este problema es fácil buscar los casos más sencillos,
que forman la Base de la recurrencia: El código binario de 0 en ba-
se 10 es 0; el código binario de 1 en base 10 es 1. Un posible código
de la función podría ser el recogido en el Cuadro de Código 17.10.
Para el proceso de recurrencia baste con decir que si el número es
mayor que 1, entonces ya necesita de al menos dos dígitos binarios;
y si el número es mayor que 3 entonces requiere ya de al menos tres
dígitos. Y, en general, si el número es mayor que 2n − 1 entonces
el número requiere, para su codificación binaria, de al menos n
dígitos.
Y, por lo indicado en los capítulos sobre codificación numérica y
sobre codificación interna de la información, sabemos que pode-
mos concatenar dígitos a fuerza de dividir por dos sucesivas veces
hasta llegar al valor 0 ó 1.
Podemos entonces definir el siguiente algoritmo recursivo para ob-
tener el código binario de un entero:
Función binario(n: Entero en base 10) −→ Muestra Código binario
Acciones:
IF (n == 1)
Mostrar n
ELSE
1. binario(n / 2)
2. Mostrar n % 2
END IF
Cuyo código en C podría ser el propuesto en el Cuadro de Códi-
go 17.10.
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Cuadro de Código 17.10: Implementación de la función binario
recursiva.
1 void binario(unsigned long n)
2 {




7 printf("%ld", n % 2);
8 }
9 }
Supongamos que invocamos a la función binario con el valor para
el parámetro n igual a 12.
Llamada binario(12). Profundidad de Recursión: 1. Como n es
igual a 12 (no es 1),... se ejecuta binario(6).
Llamada binario(6). Profundidad de Recursión: 2. Como n es
igual a 6 (no es 1),... se ejecuta binario(3).
Llamada binario(3). Profundidad de Recursión: 3. Como n es
igual a 3 (no es 1),... se ejecuta binario(1).
Llamada binario(1). Profundidad de Recursión: 4. Como n es
igual a 1 simplemente imprimimos ese valor 1 y salimos de la
ejecución. Pasamos a la Profundidad de Recursión 3. La segun-
da sentencia, después de la llamada binario(1) que ya ha fina-
lizado es la de imprimir el resto de dividir n (que vale 3) por 2:
1. Se termina así la ejecución de binario(3). Pasamos a la Pro-
fundidad de Recursión 2. La segunda sentencia, después de la lla-
mada binario(3) que ya ha finalizado es la de imprimir el resto
de dividir n (que vale 6) por 2: 0. Se termina así la ejecución de
binario(6). Pasamos a la Profundidad de Recursión 1. La segun-
da sentencia, después de la llamada binario(6) que ya ha finali-
zado es la de imprimir el resto de dividir n (que vale 12) por 2: 0.
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Se termina así la ejecución de binario(12). Vuelve el control a la
función que invoco inicialmente la función Binario con el valor 12.
Han quedado impreso, y por ese orden, los dígitos 1, 1, 0 y 0, que
son, efectivamente, el código binario del entero 12 (1100).
17.5. Suponga la función cuyo prototipo es: void f(char*,
int); y su definición es:
void f(char *cad, int i)
{
if( cad[i] != ’\0’)
{




Suponga que la invocamos con los siguientes valores de entrada:
f("EXAMEN", 0);
Indique entonces qué salida ofrece esta función por pantalla.
La función f recibe una cadena de texto y el índice de uno de sus
elementos. Mientras que el valor del elemento de la cadena en ese
índice no sea el carácter fin de cadena, la función f volverá a invo-
carse a sí misma, incrementando en uno el índice.
Cuando llegue al carácter fin de cadena no hace más llamadas.
En ese momento, se ejecuta la segunda línea de cada una de las
llamadas a la función (la línea con el printf), y se van imprimiendo
todos los caracteres en el orden inverso en que se han pasado sus
índices en las sucesivas llamadas.
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Figura 17.3: Árbol de recursión para el código del ejercicio 15.5.
Por ejemplo, supongamos que invocamos a la función f con una
cadena, declarada como char a[] = "hola"; y el valor de índice
0: f(a, 0);
Si hacemos el árbol de recursión, obtenemos el recogido en la Fi-
gura 17.3. En ella ha quedado indicado el valor del índice i y el
correspondiente valor en esa posición de la cadena de caracteres.
Cuando llega a la llamada con el valor de i = 4, al encontrarse
con que a[i] es, efectivamente, el carácter fin de cadena, no rea-
liza una nueva llamada a sí misma ni ejecuta la función printf.
Entonces queda ejecutar la segunda sentencia recogida en la es-
tructura condicional de la llamada anterior, con i = 3: imprime
por tanto el carácter ’a’ y se termina la ejecución de esta llamada
a la función, devolviendo el control a la anterior llamada: aquella
que se hizo con el valor de i = 2, y entonces imprime el carácter
’l’ y se termina de nuevo la ejecución de esta llamada a la fun-
ción, devolviendo el control a la anterior llamada: aquella que se
hizo con el valor de i = 1, y entonces imprime el carácter ’o’ y se
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termina de nuevo la ejecución de esta llamada a la función, devol-
viendo el control a la anterior llamada: aquella que se hizo con el
valor de i = 0, y entonces imprime el carácter ’h’ y se termina de
nuevo la ejecución de esta llamada a la función, devolviendo el con-
trol a la función principal o a aquella que invocó originariamente a
la función f.
La salida es, por lo tanto, si la entrada es "EXAMEN": "NEMAXE: la
cadena impresa en orden inverso.
17.6. Defina una función que devuelva el mayor de una lista
de números. El algoritmo no puede comparar en ningún momento
más de dos números para decidir el mayor de entre todos los de la
lista.
Vamos a definir una función, que llamaremos M y que recibe como
parámetros una lista de enteros y un valor entero que indica la
cantidad de elementos de esa lista. La función devuelve un entero:
el mayor de entre todos los valores de la lista.
La limitación impuesta en el enunciado nos indica la base de nues-
tro algoritmo de recurrencia: Si la lista tiene un solo elemento, ese
elemento es el que devuelve la función; si la lista tiene dos elemen-
tos, la función devuelve el mayor de ellos. Si la lista tiene más de
dos elementos, entonces la función no puede contestar a la cues-
tión, porque en ningún momento podemos comparar más de dos
elementos.
Supongamos que tenemos n elementos en la lista. Entonces está
claro que el mayor de entre ellos es igual al mayor entre el mayor
de los n / 2 primeros y el mayor entre los n / 2 segundos. Esta
es la base para definir nuestro proceso de recurrencia:
Podemos entonces plantear el algoritmo de la siguiente manera:
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Función M(x_1, x_2, ..., x_n: Enteros, n Entero) −→ Entero
Variables:
m, x, y: Enteros
Acciones:
IF (n == 1)
M(n) = n
ELSE
1. m = n / 2
2. x = M(x_1, ..., x_m, m)
3. y = M(x_m+1, ..., x_n, n – m)






La función, implementada en C, queda recogida en el Cuadro de
Código 17.11.
Cuadro de Código 17.11: Implementación de la función M recursiva.
1 short M(short *v, short n)
2 {
3 short m;
4 short x, y;
5 if(n == 1) return * v;
6 m = n / 2;
7 x = M(v , m);
8 y = M(v + m , n - m);
9 return x > y ? x : y;
10 }
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Y la llamada a esta función o al método es de la forma M(v, dim);
donde v es una variable de tipo vector o array de enteros y donde
dim es el número de elementos del vector v.
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Como ya se ha visto en el Capítulo 13, el Estándar C99 permite
crear arrays con un tamaño que se establece en tiempo de ejecu-
ción.
Pero sigue habiendo comportamientos que convendría resolver. Ca-
bría poder realizar las dos siguientes operaciones: (1) cambiar el
tamaño del array a medida que se van necesitando más elementos,
o a medida que ya no son necesarios tantos como anteriormente;
y (2) eliminar la totalidad de la memoria reservada en un array,
aún en el caso de que no se haya terminado el ámbito en el que
481
482 Capítulo 18. Asignación Dinámica de Memoria
ese array fue creado. Esa dos operaciones no son posibles con la
memoria llamada estática, que es la parte de la memoria donde
se alojan las variables de un array, pero sí se pueden realizar en la
llamada memoria dinámica. Disponemos de algunas funciones que
nos permiten reservar y liberar esa memoria dinámica en tiempo
de ejecución.
SECCIÓN 18.1
Memoria estática y memoria dinámica.
Disponemos de zonas de memoria diferenciadas para la reserva de
espacio para estructuras estáticas de datos (variables y arrays) y
para estructuras dinámicas. Ambas zonas de memoria (la estática
en el stack o pila; la dinámica en el montículo) ya han sido presen-
tadas en el Capítulo 11.
La memoria dinámica añade una propiedad muy importante res-
pecto a la memoria estática hasta ahora conocida: la posibilidad de
que su tamaño varíe durante la ejecución del programa. Pero hay
una segunda ventaja con la memoria dinámica: la pila de la memo-
ria estática suele tener un tamaño bastante limitado, mientras que
el heap o montículo de la dinámica abarca gran parte de la memo-
ria RAM, y su límite queda marcado por el Sistema Operativo.
También tiene la memoria dinámica algunos inconvenientes. Se-
ñalamos aquí dos: (1) su uso es más complicado y requiere más
código que el empleo de la memoria estática. (2) Su rendimiento es
sensiblemente menor.
La biblioteca estándar de C, a través de stdlib.h, ofrece cuatro
funciones para el manejo de la memoria de forma dinámica: las
funciones malloc, calloc, realloc y free. Vamos a verlas en los
siguientes epígrafes de este capítulo.
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SECCIÓN 18.2
Función malloc.
El prototipo de la función malloc es el siguiente:
void *malloc(size_t size);
Donde el tipo de dato size_t lo consideraremos ahora nosotros
simplemente como un tipo de dato long.
La función reserva tantos bytes consecutivos como indique el valor
de la variable size y devuelve la dirección del primero de esos
bytes. Esa dirección debe ser recogida por una variable puntero: si
no se recoge, tendremos la memoria reservada pero no podremos
acceder a ella porque no sabremos dónde ha quedado hecha esa
reserva.
Como se ve, la dirección se devuelve con el tipo de dato void*. La
función malloc reserva tantos bytes de espacio de memoria como
indique su parámetro, pero desconoce el tipo de dato de la infor-
mación para la que va a reservar esa memoria. En la asignación
al puntero que debe recoger la dirección de la primera posición de
memoria reservada, se debe indicar, mediante el operador forzar




printf("Dimensión de su vector ... ");
scanf(" %ld",&dim);
vector = (float*)malloc(4 * dim);
En el ejemplo, hemos reservado tantos bytes como hace falta para
un array tipo float de la dimensión indicada por el usuario. Como
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cada float ocupa cuatro bytes hemos multiplicado la dimensión
por cuatro. Como se ve, en la asignación, a la dirección de memo-
ria que devuelve la función malloc, le hemos indicado que deberá
comportarse como dirección de float. De ese tipo es además el
puntero que la recoge. A partir de este momento, desde el punte-
ro vector podemos manejarnos por el array creado en tiempo de
ejecución.
También se puede recorrer el array con índices, como si de un
vector normal se tratase: la variable vector[i] es la misma que la
variable *(vector + i).
Es responsabilidad del programador reservar un número de bytes
que sea múltiplo del tamaño del tipo de dato para el que hacemos
la reserva. Si, por ejemplo, en una reserva para variables float, el
número de bytes no es múltiplo de 4, el compilador no interrumpi-
rá su trabajo, y generará el ejecutable; pero existe el peligro, en un
momento dado, de incurrir en una violación de memoria. De forma
habitual al invocar a la función malloc se hace utilizando el opera-
dor sizeof. La sentencia anterior en la que reservábamos espacio
para nuestro vector de tipo float quedaría mejor de la siguiente
forma:
vector = (float*)malloc(sizeof(float) * dim);
Y una última observación sobre la reserva de la memoria. La fun-
ción malloc busca un espacio de memoria heap de la longitud que
se le indica en el argumento. Gracias a esta asignación de memoria
se podrá trabajar con una serie de valores, y realizar cálculos nece-
sarios para nuestra aplicación. Pero... ¿y si no hay en la memoria
un espacio suficiente de bytes consecutivos, libres y disponibles
para satisfacer la demanda? En ese caso, no podríamos realizar
ninguna de las tareas que el programa tiene determinadas, sim-
plemente porque no tendríamos memoria.
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Cuando la función malloc lo logra satisfacer la demanda, devuelve
el puntero nulo. Es importante, siempre que se crea un espacio
de memoria con esta función, y antes de comenzar a hacer uso de
ese espacio, verificar que sí se ha logrado hacer buena reserva. En
caso contrario, habitualmente lo que habrá que hacer es abortar
la ejecución del programa, porque sin memoria, no hay datos ni
capacidad de operar con ellos.
Esta verificación se realiza de la siguiente manera:
vector = (float*)malloc(dimension * sizeof(float));
if(vector == NULL)
{
printf("\nNo hay memoria disponible.");
printf("\nEl programa va a terminar.");
printf("\nPulse cualquier tecla ... ");
exit(1);
}
Y así, nunca trabajaremos con un puntero cuya dirección es nula.
Si no hiciéramos esa verificación, en cuanto se echase mano del
puntero vector para recorrer nuestra memoria inexistente, el pro-
grama abortaría inmediatamente. La función exit termina la eje-
cución del programa; quedará presentada en el siguiente capítulo
sobre funciones; está definida en el archivo stdlib.h. Es mejor
tomar nosotros la iniciativa, mediante la función exit, y decidir
nosotros el modo de terminación del programa en lugar de que lo
decida un error fatal de ejecución.
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SECCIÓN 18.3
Función calloc.
Existen otras funciones muy similares de reserva de memoria di-
námica. Por ejemplo, la función calloc, que tiene el siguiente pro-
totipo:
void *calloc(size_t nitems, size_t size);
Que recibe como parámetros el número de elementos que se van
a reservar y el número de bytes que ocupa cada elemento. La sen-
tencia anterior
vector = (float*)malloc(dimension * sizeof(float));
ahora, con la función calloc, quedaría:
vector = (float*)calloc(dimension , sizeof(float));
Como se ve, en sustancia, ambas funciones tienen un comporta-
miento muy similar. También en este caso, obviamente, será con-
veniente hacer siempre la verificación de que la memoria ha sido
felizmente reservada. Lo mejor es acudir a las ayudas de los com-




Una última función de asignación dinámica de la memoria es la
función realloc. Su prototipo es el siguiente:
void *realloc(void *block, size_t size);
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Esta función sirve para reasignar una zona de memoria sobre un
puntero. El primer parámetro es el del puntero sobre el que se va a
hacer el realojo; el segundo parámetro recoge el nuevo tamaño que
tendrá la zona de memoria reservada.
Si el puntero block ya tiene memoria asignada, mediante una fun-
ción malloc o calloc, o reasignada mediante otra llamada ante-
rior realloc, entonces la función varía el tamaño de la posición de
memoria al nuevo tamaño que indica la variable size. Si el tamaño
es menor que el que había, simplemente deja liberada para nuevos
usos la memoria de más que antes disponíamos y de la que hemos
decidido prescindir. Si el nuevo tamaño es mayor, entonces procu-
ra prolongar ese espacio reservado con los bytes siguientes; si eso
no es posible, entonces busca en la memoria un espacio libre del
tamaño indicado por size, y copia los valores asignados en el tra-
mo de memoria anterior en la nueva dirección. La función devuelve
la dirección donde queda ubicada toda la memoria reservada. Es
importante recoger esa dirección de memoria que devuelve la fun-
ción realloc, porque en su ejecución, la función puede cambiar la
ubicación del vector. La llamada podría ser así:
vector =
(float*)realloc(vector, new_dim * sizeof(float));
Si el puntero block tiene el valor nulo, entonces realloc funciona
de la misma forma que la función malloc.
Si el valor de la variable size es cero, entonces la función realloc
libera el puntero block, que queda nulo. En ese caso, el compor-
tamiento de la función realloc es semejante al de la función free
que vemos a continuación.
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SECCIÓN 18.5
Función free.
Esta función viene también definida en la biblioteca stdlib.h. Su
cometido es liberar la memoria que ha sido reservada mediante la
función malloc, o calloc, o realloc. Su sintaxis es la siguiente:
void free(void *block);
Donde block es un puntero que tiene asignada la dirección de
memoria de cualquier bloque de memoria que haya sido reservada
previamente mediante una función de memoria dinámica, como
por ejemplo la función malloc ya presentada y vista en el epígrafe
anterior.
La memoria que reserva el compilador ante una declaración de un
vector se ubica en la zona de variables de la memoria. La memoria
que se reserva mediante la función malloc queda ubicada en otro
espacio de memoria distinto, que se llama habitualmente heap. En
ningún caso se puede liberar, mediante la función free, memoria
que haya sido creada estática, es decir, vectores declarados como
tales en el programa y que reservan la memoria en tiempo de eje-
cución. Es esa memoria del heap la que libera la función free. Si
se aplica esa función sobre memoria estática se produce un error
en tiempo de compilación.
SECCIÓN 18.6
Matrices en memoria dinámica.
Para crear matrices, podemos trabajar de dos maneras diferentes.
La primera es crear una estructura similar a la indicada en la Fi-
gura 15.2. Presentamos un ejemplo (cfr. Cuadro de Código 18.1)
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que genera una matriz de tipo float. El programa solicita al usua-
rio las dimensiones de la matriz (el número de filas y el número de
columnas). A continuación la aplicación reserva un array de tantos
punteros como filas tenga la matriz; y sobre cada uno de esos pun-
teros hace una reserva de tantos elementos float como columnas
se deseen en la matriz.







7 short f, c;
8 short i, j;
9 // Introducir las dimensiones ...
10 printf("Filas del vector ... ");
11 scanf(" %hd",&f);
12 printf("Columnas del vector ");
13 scanf(" %hd",&c);
14 // Creacion de las filas ...
15 p = (float**)malloc(f * sizeof(float*));
16






23 // Creacion de las columnas ...
24 for( i = 0 ; i < f ; i++)
25 {
26 *(p + i) = (float*)malloc(c * sizeof(float));
27
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35 // Asignacion de valores ...
36 for(i = 0 ; i < f ; i++)
37 for(j = 0 ; j < c ; j++)
38 {
39 printf("matriz[%2hd][%2hd] = " , i, j);
40 scanf(" %f" , *(p + i) + j);
41 }
42 // Mostrar la matriz por pantalla ...
43 for(i = 0 ; i < f ; i++)
44 {
45 printf("\n");
46 for(j = 0 ; j < c ; j++)
47 printf("%6.2f\t" , *(*(p + i) + j));
48 }
49 // Liberar la memoria ...
50 for(i = 0 ; i < f ; i++)




Luego, para ver cómo se puede hacer uso de esa matriz creada
mediante memoria dinámica, solicitamos al usuario que dé valor a
cada elemento de la matriz y, finalmente, mostramos por pantalla
todos los elementos de la matriz.
Por último, se realiza la liberación de la memoria. Para ello primero
habrá que liberar la memoria asignada a cada uno de los vectores
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creados en memoria dinámica sobre el puntero p, y posteriormente
liberar al puntero p del array de punteros.
Hemos trabajado con operatoria de punteros. Ya se explicó que
hablar de *(*(p + i) + j) es lo mismo que hablar de p[i][j].
Y que hablar de (*(p + i) + j) es hablar de &p[i][j].
Una última observación a este código presentado: el puntero p es
(debe ser así) puntero a puntero. Y, efectivamente, él apunta a un
array de punteros que, a su vez, apuntan a un array de elementos
float.
Decíamos que había dos formas de crear una matriz por asignación
dinámica de memoria. La segunda es crear un solo array, de longi-
tud igual al producto de filas por columnas. Y si la matriz tiene f
filas y c columnas, considerar los f primeros elementos del vector
como la primera fila de la matriz; y los segundos f elementos, como
la segunda fila, y así, hasta llegar a la última fila. El código de esta
otra forma de manejar matrices queda ejemplificado en el Cuadro
de Código 18.2.






6 short f, c;
7 short i, j;
8 // Introducir las dimensiones ...
9 printf("Filas del vector ... ");
10 scanf(" %hd",&f);
11 printf("Columnas del vector ");
12 scanf(" %hd",&c);
13 // Creacion de la matriz ...
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14 p = (float*)malloc(f * c * sizeof(float*));
15 if(p == NULL)
16 {
17 printf("Memoria insuficiente.\n");




22 // Asignacion de valores ...
23 for(i = 0 ; i < f ; i++)
24 for(j = 0 ; j < c ; j++)
25 {
26 printf("matriz[%2hd][%2hd] = " , i, j);
27 scanf(" %f" , p + (i * c + j));
28 }
29 // Mostrar la matriz por pantalla ...
30 for(i = 0 ; i < f ; i++)
31 {
32 printf("\n");
33 for(j = 0 ; j < c ; j++)
34 printf("%6.2f\t" , *(p + (i * c + j)));
35 }
36 // Mostrar los datos como vector lineal ...
37 printf("\n\n");
38 for(i = 0 ; i < f * c ; i++)
39 printf("%6.2f\t",*(p + i));




Ahora el puntero es un simple puntero a float. Y jugamos con
los valores de los índices para avanzar más o menos en el array.
Cuando hablamos de *(p + (i * c + j)), donde p es el puntero,
i es el contador de filas, j el contador de columnas, y c la variable
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que indica cuántas columnas hay, estamos recorriendo el array de
la siguiente manera: si queremos ir, por ejemplo, a la fila 2 (i =
2) y a la columna 5 (j = 5), y suponiendo que la matriz tiene, por
ejemplo, 8 columnas (c = 8) entonces, ese elemento del vector (2,
5) está ubicado en la posición 2 * 8 + 5. es decir, en la posición
21.
Con el valor i = 0 tenemos los elementos de la primera fila, situa-
dos en el vector desde su posición 0 hasta el su posición c - 1.
Con el valor i = 1 tenemos los elementos de la segunda fila, si-
tuados en el vector desde su posición c hasta su posición 2 * c -
1. Y en general, la fila i se sitúa en el vector desde la posición i *
c hasta la posición (i + 1) * c - 1.
De nuevo, podremos trabajar con operatoria de índices: hablar de
*(p + (i * c + j)) es lo mismo que hablar del elemento del
vector p[i * c + j].
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CAPÍTULO 19
Algunos usos con funciones.
En este capítulo...
19.1 Funciones de escape . . . . . . . . . . . . . . . . . . . . . . 496
19.2 Punteros a funciones . . . . . . . . . . . . . . . . . . . . . 497
19.3 Vectores de punteros a funciones . . . . . . . . . . . . . . 500
19.4 Funciones como argumentos . . . . . . . . . . . . . . . . . 503
19.5 la función qsort . . . . . . . . . . . . . . . . . . . . . . . . 506
19.6 Estudio de tiempos . . . . . . . . . . . . . . . . . . . . . . 509
19.7 Macros . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 513
19.8 Número variable de argumentos . . . . . . . . . . . . . . . 514
19.9 Línea de órdenes . . . . . . . . . . . . . . . . . . . . . . . . 520
En varios capítulos anteriores (12, 16 y 17) hemos visto lo básico y
más fundamental sobre funciones. Con todo lo dicho allí se puede
trabajar perfectamente en C, e implementar multitud de progra-
mas, con buena modularidad.
En este nuevo capítulo queremos presentar muy brevemente algu-
nos usos más avanzados de las funciones: distintas maneras en
que pueden ser invocadas. Punteros a funciones, vectores de pun-
teros a funciones, el modo de pasar una función como argumento
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de otra función. Son modos de hacer sencillos, que añaden, a todo
lo dicho hasta el momento, posibilidades de diseño de programas.
Otra cuestión que abordaremos en este capítulo es cómo definir
aquellas funciones de las que desconozcamos a priori el número
de parámetros que han de recibir. De hecho, nosotros ya cono-
cemos algunas de esas funciones: la función printf puede ser
invocada con un solo parámetro (la cadena de caracteres que no
imprima ningún valor) o con tantos como se quiera: tantos como
valores queramos que se impriman en nuestra cadena de carac-




Existen ocasiones en que lo mejor que se puede hacer es abortar
la ejecución de una aplicación antes de llegar a consecuencias más
desastrosas si se continuara la ejecución del programa. A veces
más vale abortar misión intentando salvar la mayor parte de los
muebles, que dejar que una situación irresoluble arruine la línea
de ejecución y entonces se produzca la interrupción de la ejecución
de una forma no controlada por nosotros. Para realizar esas opera-
ciones de salida inmediata disponemos de dos funciones, definidas
en la biblioteca stdlib.h: la función exit y la función abort.
La función exit nos permite abandonar la ejecución de un progra-
ma antes de su finalización, volviendo el control al sistema operati-
vo. Antes de regresar ese control, realiza algunas tareas importan-
tes: por ejemplo, si el programa tiene abiertos algunos archivos, la
función los cierra antes de abandonar la ejecución de la aplicación,
y así esos archivos no se corrompen. Esta función se utiliza cuan-
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do no se cumple una condición, imprescindible para la correcta
ejecución del programa.
El prototipo de la función es
void exit(int status);
El parámetro status indica el modo en que se debe realizar la ope-
ración de finalización inmediata del programa. El valor habitual es
el cero, e indica que se debe realizar una salida inmediata llamada
normal.
Ahora mismo no vamos a poner ejemplos de uso de esta función.
Pero más adelante, en el próximo tema, se verán ocasiones claras
en que su uso es muy necesario.
La función abort es semejante. Su prototipo es:
void abort(void);
Y nos permite abandonar de forma anormal la ejecución del pro-
grama, antes de su finalización. Escribe el mensaje "Abnormal




En los primeros temas de este manual hablábamos de que toda
la información de un ordenador se guarda en memoria. No sólo
los datos. También las instrucciones tienen su espacio de memoria
donde se almacenan y pueden ser leídas. Todo programa debe ser
cargado sobre la memoria principal del ordenador antes de comen-
zar su ejecución.
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Y si una función cualquiera tiene una ubicación en la memoria, en-
tonces podemos hablar de la dirección de memoria de esa función.
Desde luego, una función ocupará más de un byte, pero se puede
tomar como dirección de memoria de una función aquella donde se
encuentra la entrada de esa función.
Y si tengo definida la dirección de una función... ¿No podré definir
un puntero que almacene esa dirección? La respuesta es que sí, y
ahora veremos cómo poder hacerlo. Por tanto, podremos usar un
puntero para ejecutar una función. Ese puntero será el que tam-
bién nos ha de permitir poder pasar una función como argumento
de otra función.
La declaración de un puntero a una función es la declaración de
una variable, que habitualmente será local. Cuando se declara un
puntero a función para poder asignarle posteriormente la dirección
de una o u otra función, la declaración de ese puntero a función
debe tener un prototipo coincidente con las funciones a las que se
desea apuntar.
Supongamos que tenemos las siguientes funciones declaradas al
inicio de un programa:
tipo_funcion nombre_funcion_1 (tipo1, ..., tipoN);
tipo_funcion nombre_funcion_2 (tipo1, ..., tipoN);
Y supongamos ahora que queremos declarar, por ejemplo en la
función principal, un puntero que pueda recoger la dirección de
estas dos funciones. La declaración del puntero será la siguiente:
tipo_funcion (*puntero_a_funcion)(tipo1, ...,tipoN);
De esta declaración podemos hacer las siguientes observaciones:
1. Los prototipos de la función y de puntero deber ser idénticos.
tipo_funcion debe coincidir con el tipo de la función a la que
va a apuntar el puntero a función. Y la lista de argumentos
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debe ser coincidente, tanto en los tipos de dato como en el
orden.
2. Si *puntero_a_funcion NO viniese recogido entre parénte-
sis entonces no estaríamos declarando un puntero a función,
sino una función normal que devuelve un tipo de dato punte-
ro. Por eso los paréntesis no son opcionales.
Una vez tenemos declarado el puntero, el siguiente paso será siem-
pre asignarle una dirección de memoria. En ese caso, la dirección
de una función. La sintaxis para esta asignación es la siguiente:
puntero_a_funcion = nombre_funcion_1;
Donde nombre_funcion_1 puede ser el nombre de cualquier fun-
ción cuyo prototipo coincide con el del puntero.
Una observación importante: al hacer la asignación de la dirección
de la función, hacemos uso del identificador de la función: no se
emplea el operador &; tampoco se ponen los paréntesis al final del
identificador de la función.
Al ejecutar puntero_a_funcion obtendremos un comportamiento
idéntico al que tendríamos si ejecutáramos directamente la fun-
ción. La sintaxis para invocar a la función desde el puntero es la
siguiente:
resultado = (*puntero_a_funcion)(var_1, ...,var_N);
Y así, cuando en la función principal se escriba esta sentencia ten-
dremos el mismo resultado que si se hubiera consignado la sen-
tencia
resultado = nombre_a_funcion_1(var_1, ...,var_N);
Antes de ver algunos ejemplos, hacemos una última observación.
El puntero función es una variable local en una función. Mientras
estemos en el ámbito de esa función podremos hacer uso de ese
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puntero. Desde luego toda función trasciende el ámbito de cual-
quier otra función; pero no ocurre así con los punteros.
Veamos algún ejemplo. Hacemos un programa (cfr. Cuadro de Có-
digo 19.1) que solicita al usuario dos operandos y luego si desea
sumarlos, restarlos, multiplicarlos o dividirlos. Entonces muestra
el resultado de la operación. Se definen cuatro funciones, para ca-
da una de las cuatro posibles operaciones a realizar. Y un puntero
a función al que se le asignará la dirección de la función que ha de
realizar esa operación seleccionada.
El puntero f_op queda definido como variable local dentro de main.
Dependiendo del valor de la variable op al puntero se le asignará la
dirección de una de las cuatro funciones, todas ellos con idéntico
prototipo, igual a su vez al prototipo del puntero.
SECCIÓN 19.3
Vectores de punteros a funciones.
Como todo puntero, un puntero a función puede formar parte de
un array. Y como podemos definir arrays de todos los tipos que
queramos, entonces podemos definir un array de tipo de dato pun-
teros a funciones. Todos ellos serán del mismo tipo, y por tanto




Y la asignación puede hacerse directamente en la creación del pun-
tero, o en cualquier otro momento:
tipo_funcion(*ptr_funcion[n])(tipo1, ..., tipoN) =
{ funcion_1, funcion_2, ..., funcion_n };
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Cuadro de Código 19.1: Ejemplo de uso de puntero a funciones.
1 #include <stdio.h>
2
3 float sum(float, float);
4 float res(float, float);
5 float pro(float, float);
6 float div(float, float);
7 int main(void)
8 {
9 float a, b;
10 unsigned char op;
11 float (*f_op)(float, float);
12 printf("Primer operador ... ");
13 scanf(" %f",&a);
14 printf("Segundo operador ... ");
15 scanf(" %f",&b);
16 printf("Operacion ( + , - , * , / ) ... ");
17 do
18 op = getchar();
19 while(op !=’+’ && op !=’-’ && op !=’*’ && op !=’/’);
20 switch(op)
21 {
22 case ’+’: f_op = sum; break;
23 case ’-’: f_op = res; break;
24 case ’*’: f_op = pro; break;
25 case ’/’: f_op = div;
26 }
27 printf("\n%f %c %f = %f", a, op, b, (*f_op)(a, b));
28 return 0;
29 }
30 float sum(float x, float y) { return x + y; }
31 float res(float x, float y) { return x - y; }
32 float pro(float x, float y) { return x * y; }
33 float div(float x, float y) { return y ? x / y : 0; }
Donde deberá haber tantos nombres de función, todas ellas del
mismo tipo, como indique la dimensión del vector. Como siempre,
cada una de las funciones deberá quedar declarada y definida en
el programa.
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El vector de funciones se emplea de forma análoga a cualquier otro
vector. Se puede acceder a cada una de esas funciones mediante
índices, o por operatoria de punteros.
Podemos continuar con el ejemplo del epígrafe anterior. Supon-
gamos que la declaración del puntero queda transformada en la
declaración de una array de dimensión 4:
float(*operacion[4])(float,float)
= {suma, resta, producto, cociente};
Con esto hemos declarado cuatro punteros, cada uno de ellos apun-
tando a cada una de las cuatro funciones definidas. A partir de
ahora será lo mismo invocar a la función sum que invocar a la
función apuntada por el primer puntero del vector.
Si incorporamos en la función main la declaración de una variable




case ’+’: i = 0; break;
case ’-’: i = 1; break;
case ’*’: i = 2; break;
case ’/’: i = 3;
}
Y ahora la ejecución de la función será como sigue:
printf("\n\n %f %c %f = %f",
a, op, b, (*operación[i])(a,b));
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SECCIÓN 19.4
Funciones como argumentos.
Se trata ahora de ver cómo hemos de definir un prototipo de fun-
ción para que pueda recibir a otras funciones como parámetros.
Un programa que usa funciones como argumentos suele ser difícil
de comprender y de depurar, pero se adquiere a cambio una gran
potencia en las posibilidades de C.
La utilidad de pasar funciones como parámetro en la llamada a otra
función está en que se puede hacer depender cuál sea la función a
ejecutar del estado a que se haya llegado a lo largo de la ejecución.
Estado que no puede prever el programador, porque dependerá de
cada ejecución concreta. Y así, una función que recibe como pa-
rámetro la dirección de una función, tendrá un comportamiento
u otro según reciba la dirección de una u otra de las funciones
declaradas y definidas.
La sintaxis del prototipo de una función que recibe como paráme-
tro la dirección de otra función es la habitual: primero el tipo de
la función, seguido de su nombre y luego, entre paréntesis, la lis-
ta de parámetros. Y entre esos parámetros uno o algunos pueden
ser punteros a funciones. El compilador sólo sabrá que nuestra
función recibirá como argumento, entre otras cosas, la dirección
de otra función que se ajusta al prototipo declarado como paráme-
tro. Cuál sea esa función es cuestión que no se conocerá hasta el
momento de la ejecución y de la invocación a esa función.
La forma en que se llamará a la función será la lógica de acuerdo
con estos parámetros. El nombre de la función y seguidamente,
entre paréntesis, todos sus parámetros en el orden correcto.
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Será conveniente seguir con el ejemplo anterior (cfr. Cuadro de Có-
digo 19.1), utilizando ahora una quinta función para realizar la
operación y mostrar por pantalla su resultado (cfr. Cuadro de Có-
digo 19.2).




3 float suma (float, float);
4 float resta (float, float);
5 float producto (float, float);
6 float cociente (float, float);





11 float a, b;
12 unsigned char op;
13 float (*f_op[4])(float, float) =
14 {suma,resta,producto,cociente};
15 printf("\n1er operador: ");
16 scanf(" %f",&a);
17 printf("2do operador ... ");
18 scanf(" %f",&b);
19 printf("Operacion ... \n)");
20 printf("\n\n1. Suma\n2. Resta");
21 printf("\n3. Producto\n4. Cociente");
22 printf("\n\n\tSu opcion (1 , 2 , 3 , 4) ... ");
23 do
24 {
25 op = ’0’ - getche();
26 }
27 while(op < 1 || op > 4 );
28 mostrar(a, op, b, f_op[(short)(op - ’1’)]);
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29 return 0;
30 }
31 float suma(float x, float y) { return x + y; }
32 float resta(float x, float y) { return x - y; }
33 float producto(float x, float y) { return x * y; }
34 float cociente(float x, float y) { return y ? x / y : 0;
}
35
36 void mostrar(float x,char c,float y,float(*f)(float,float
))
37 {
38 if(c == ’1’) c = ’+’;
39 else if(c == ’2’) c = ’-’;
40 else if(c == ’3’) c = ’*’;
41 else c = ’/’;
42 printf("\n\n%f %c %f = %f.\n", x, c, y, (*f)(x,y));
43 }
Vamos viendo poco a poco el código. Primero aparecen las declara-
ciones de cinco funciones: las encargadas de realizar suma, resta,
producto y cociente de dos valores float. Y luego, una quinta
función, que hemos llamado mostrar, que tiene como cuarto pará-
metro un puntero a función. La declaración de este parámetro es
como se dijo: el tipo del puntero de función, el nombre del puntero,
recogido entre paréntesis y precedido de un asterisco, y luego, tam-
bién entre paréntesis, la lista de parámetros del puntero a función.
Así ha quedado declarada.
Y luego comienza la función principal, main, donde viene declarado
un vector de cuatro punteros a función. A cada uno de ellos le
hemos asignado una de las cuatro funciones.
Y hemos recogido el código de toda la función main en un bloque
do–while, para que se realicen tantas operaciones como se deseen.
Cada vez que se indique una operación se hará una llamada a la
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función mostrar que recibirá como parámetro una de las cuatro
direcciones de memoria de las otras cuatro funciones. La llamada
es de la forma:
mostrar(a, op, b, f_op[(short)(op - ’1’)]);
Donde el cuarto parámetro es la dirección de la operación corres-
pondiente. f_op[0] es la función suma; f_op[1] es la función
resta; f_op[2] es la función producto; y f_op[3] es la función
cociente. El valor de op - 1 será 0 si op es el carácter ’1’; será
1 si es el carácter ’2’; será 2 si es el carácter ’3’; y será 3 si es el
carácter ’4’.
Y ya estamos en la función mostrar, que simplemente tiene que
ejecutar el puntero a función y mostrar el resultado por pantalla.
SECCIÓN 19.5
Ejemplo: la función qsort.
Hay ejemplos de uso de funciones pasadas como parámetros muy
utilizados, como por ejemplo la función qsort, de la biblioteca
stdlib.h. Esta función es muy eficaz en la ordenación de gran-
des cantidades de valores. Su prototipo es:
void qsort(void *base, size_t nelem, size_t width,
int (*fcmp)(const void*, const void*));
Es una función que no devuelve valor alguno. Recibe como pará-
metros el puntero base que es quien recoge la dirección del array
donde están los elementos a ordenar; nelem, que es un valor entero
que indica la dimensión del vector pasado como primer parámetro;
width es el tercer parámetro, que indica el tamaño que tiene cada
uno de los elementos del array; y el cuarto parámetro, es una fun-
ción que devuelve un valor entero y que recibe como parámetros
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dos direcciones de variables. La función que se pase en este pun-
tero debe devolver un 1 si su primer parámetro apunta a un valor
mayor que el segundo parámetro; el valor -1 si es al contrario; y
un 0 si el valor de ambos parámetros son iguales.
Hay que explicar porqué los tipos que recoge el prototipo son siem-
pre void. El motivo es porque la función qsort está definida para
ser capaz de ordenar un array de cualquier tipo. Puede ordenar
enteros, reales, letras, u otros tipos de dato mucho más comple-
jos, que se pueden crear y que veremos en un capítulo posterior.
La función no tiene en cuenta el tipo de dato: simplemente quiere
saber dos cosas:
1. El tamaño del tipo de dato; y eso se le facilita a la función a
través del tercer parámetro, width.
2. Cómo se define la ordenación: como a priori no se sabe el tipo
de dato, tampoco puede saber la función qsort con qué crite-
rio decidir qué valores del dominio del tipo de dato son mayo-
res, o iguales, o menores. Por eso, la función qsort requiere
que el usuario le facilite, mediante una función muy simple
que debe implementar cada usuario de la función qsort, ese
criterio de ordenación.
Actualmente el algoritmo que da soporte a la función qsort es el
más eficaz en las técnicas de ordenación de grandes cantidades de
valores.
Vamos a ver un ejemplo de uso de esta función (cfr. Cuadro de
Código 19.3). Vamos a hacer un programa que ordene un vec-
tor bastante extenso de valores enteros que asignaremos de for-
ma aleatoria. Para ello deberemos emplear también alguna función
de generación de aleatorios. Pero esa es cuestión muy sencilla que
aclaramos antes de mostrar el código de la función que hemos su-
gerido.
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4 #define TAM 10





10 long numeros[TAM] , i;
11 srand(time(NULL));
12 for(i = 0 ; i < TAM ; i++)
13 numeros[i] = rand() % RANGO;
14 // Vamos a ordenar esos numeros ...
15 qsort((void*)numeros, TAM, sizeof(long), ordenar);
16 // Mostramos resultados
17 for(i = 0 ; i < TAM ; i++)
18 printf("numeros[%4ld] = %ld\n", i, numeros[i]);
19 return 0;
20 }
21 // La funcion de ordenacion ...
22 int ordenar(void *a, void *b)
23 {
24 if(*(long*)a > *(long*)b) return 1;
25 else if(*(long*)a < *(long*)b) return -1;
26 return 0;
27 }
Hemos definido la función ordenar con un prototipo idéntico al
exigido por la función qsort. Recibe dos direcciones de memoria
(nosotros queremos que sean long, pero eso no se le puede decir a
qsort) y resuelve cómo discernir la relación mayor que, menor que,
o identidad entre cualesquiera dos valores que la función recibirá
como parámetros.
La función trata a las dos direcciones de memoria como de tipo
de dato void. El puntero a void ni siquiera sabe qué cantidad de
bytes ocupa la variable a la que apunta. Toma la dirección del byte
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primero de nuestra variable, y no hace más. Dentro de la función,
el código ya especifica, mediante el operador forzar tipo, que la va-
riable apuntada por esos punteros será tratada como una variable
long. Es dentro de nuestra función donde especificamos el tipo de
dato de los elementos que vamos a ordenar. Pero la función qsort
van a poder usarla todos aquellos que tengan algo que ordenar, in-
dependientemente de qué sea ese “algo”: porque todo el que haga
uso de qsort le explicará a esa función, gracias al puntero a fun-
ciones que recibe como parámetro, el modo en que se decide quién
va antes y quien va después.
SECCIÓN 19.6
Estudio de tiempos.
A veces es muy ilustrativo poder estudiar la velocidad de algunas
aplicaciones que hayamos implementado en C.
En algunos programas de ejemplo de capítulos anteriores había-
mos presentado un programa que ordenaba cadenas de enteros.
Aquel programa, que ahora mostraremos de nuevo, estaba basado
en un método de ordenación llamado método de la burbuja: con-
siste en ir pasando para arriba aquellos enteros menores, de forma
que van quedando cada vez más abajo, o más atrás (según se quie-
ra) los enteros mayores. Por eso se llama el método de la burbuja:
porque lo liviano “sube”.
Vamos a introducir una función que controla el tiempo de ejecu-
ción. Hay funciones bastante diversas para este estudio. Nosotros
nos vamos ahora a centrar en una función, disponible en la biblio-
teca time.h, llamada clock, cuyo prototipo es:
clock_t clock(void);
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Vamos a considerar por ahora que el tipo de dato clock_t es equi-
valente a tipo de dato long (de hecho así es). Esta función está re-
comendada para medir intervalos de tiempo. El valor que devuelve
es proporcional al tiempo trascurrido desde el inicio de ejecución
del programa en la que se encuentra esa función. Ese valor de-
vuelto será mayor cuanto más tarde se ejecute esta función clock,
que no realiza tarea alguna más que devolver el valor actualizado
del contador de tiempo. Cada breve intervalo de tiempo (bastantes
veces por segundo: no vamos ahora a explicar este aspecto de la
función) ese contador que indica el intervalo de tiempo transcurri-
do desde el inicio de la ejecución del programa, se incrementa en
uno.
Un modo de estudiar el tiempo trascurrido en un proceso será:
time_t t1, t2;
t1 = clock();
(proceso a estudiar su tiempo)
t2 = clock();
printf("Intervalo transcurrido:%ld", t2 - t1);
El valor que imprimirá este código será proporcional al tiempo in-
vertido en la ejecución del proceso del que estudiamos su ejecu-
ción. Si esa ejecución es muy rápida posiblemente el resultado sea
cero.
Veamos ahora dos programas de ordenación. El primero (cfr. Cua-
dro de Código 19.4) mediante la técnica de la burbuja. Como se ve,
en esta ocasión trabajamos con un vector de cien mil valores para
ordenar.
Si lo ejecuta en su ordenador, le aparecerá por pantalla (quizá tarde
unos segundos: depende de lo rápido que sea su ordenador) un
número. Si es 0, porque la ordenación haya resultado muy rápida,
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5 #define TAM 100000
6 #define RANGO 10000
7




12 long numeros[TAM] , i , j;
13 time_t t1, t2;
14
15 srand(time(NULL));
16 for(i = 0 ; i < TAM ; i++)
17 numeros[i] = rand() % RANGO;
18 // Ordenar valores...
19 // Metodo de la burbuja ...
20 t1 = clock();
21 for( i = 0 ; i < TAM ; i++)
22 for(j = i + 1 ; j < TAM ; j++)
23 if(numeros[i] > numeros[j])
24 cambiar(numeros + i, numeros + j);
25 t2 = clock();
26 printf("t2 - t1 = %ld.\n", t2 - t1);
27 return 0;
28 }
29 int cambiar(long *a, long *b)
30 {
31 *a ^= *b; *b ^= *a; *a ^= *b;
32 }
simplemente aumente el valor de TAM y vuelva a compilar y ejecutar
el programa.
En el Cuadro de Código 19.5 se presenta otro programa que orde-
na mediante la función qsort. Es similar a código recogido en el
Cuadro de Código 19.3, algo modificado para hacer la comparación
de tiempos. Si ejecuta este programa, obtendrá igualmente la orde-
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nación de los elementos del vector. Pero ahora el valor que saldrá
por pantalla es del orden de 500 veces más bajo.





4 #define TAM 100000





10 long numeros[TAM] , I , j;
11 time_t t1, t2;
12 srand(time(NULL));
13 for(i = 0 ; i < TAM ; i++)
14 numeros[i] = rand() % RANGO;
15 // Vamos a ordenar esos numeros ...
16 // Mediante la funcion qsort ...
17 t1 = clock();
18 qsort((void*)numeros, TAM, sizeof(long), ordenar);
19 t2 = clock();
20 printf("t2 - t1 = %ld.", t2 - t1);
21 return 0;
22 }
23 int ordenar(void *a, void *b)
24 {
25 if(*(long*)a > * (long*)b) return 1;
26 else if(*(long*)a < *(long*)b) return -1;
27 return 0;
28 }
El algoritmo de ordenación de la burbuja es muy cómodo de imple-
mentar, y es eficaz para la ordenación de unos pocos centenares de
enteros. Pero cuando hay que ordenar grandes cantidades, no es
suficiente con que el procedimiento sea teóricamente válido: ade-
más debe ser eficiente. Programar no es sólo poder en un lenguaje
una serie de instrucciones. Además de saber lenguajes de progra-
mación es conveniente conocer de qué algoritmos se disponen para
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la solución de nuestros problemas. O echar mano de soluciones ya




La directiva #define permite la creación de macros. Una macro es
un bloque de sentencias a las que se les ha asignado un identifi-
cador. Una macro es un bloque de código que se inserta allí donde
aparece su identificador. Una macro no es una función, aunque
muchas veces, al usar una macro, uno puede creer que está usan-
do funciones.
Veamos un ejemplo sencillo (cfr. Cuadro de Código 19.6). Vea que
cuadrado NO es una función, aunque su invocación tenga la misma
apariencia. En el código no aparece ni un prototipo con ese nom-
bre, ni su definición. Es una macro: la cadena de código, "x * x",
aparecerá allí donde en nuestro programa se ponga cuadrado(x).
Cuadro de Código 19.6: Definición y uso de la Macro cuadrado.
1 #include <stdio.h>
2 // Definicion de la macro ...




7 unsigned long b;
8 printf("valor de a ... "); scanf(" %hd",&a);
9 printf("El cuadrado de %hd es %lu", a, cuadrado(a));
10 return 0;
11 }
#define es una directiva del compilador. Antes de compilar el códi-
go, se buscan todas las repeticiones de la cadena "cuadrado(expr)".
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Y en todas ellas sustituye esa cadena por la segunda parte de la
directiva define: en este caso, lo sustituye por la cadena "expr *
expr". En general, así se puede calcular el cuadrado de cualquier
expresión.
En definitiva una macro es un bloque de código que se va a in-
sertar, previamente a la compilación, en todas aquellas partes de
nuestro programa donde se encuentre su identificador.
Una macro puede hacer uso de otra macro. Por ejemplo:
#define cuadrado(x) x * x
#define circulo(r) 3.141596 * cuadrado(r)
La macro circulo calcula la superficie de una circunferencia de
radio r. Para realizar el cálculo, hace uso de la macro cuadrado,
que calcula el cuadrado del radio. La definición de una macro debe
preceder siempre a su uso. No se podría definir la macro circulo
como se ha hecho si, previamente a su definición, no estuviera
recogida la definición de la macro cuadrado.
SECCIÓN 19.8
Funciones con un número variable de
argumentos.
Hasta el momento hemos visto funciones que tienen definido un
número de parámetros concreto. Y son, por tanto, funciones que al
ser invocadas se les debe pasar un número concreto y determinado
de parámetros.
Sin embargo no todas las funciones que hemos utilizado son real-
mente así de rígidas. Por ejemplo, la función printf, tantas veces
invocada en nuestros programas, no tiene un número prefijado de
parámetros:
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printf("Solo un parametro. "); // 1 parámetro
printf("Ahora %ld parámetros. ", 2); // 2 parámetros
printf("Y ahora %ld %c", 3, ’.’); // 3 parámetros
Vamos a ver en este epígrafe cómo lograr definir una función en
la que el número de parámetros sea variable, en función de las
necesidades que tenga el usuario en cada momento.
Existen una serie de macros que permiten definir una función co-
mo si tuviera una lista variable de parámetros. Esas macros, que
ahora veremos, están definidas en la biblioteca stdarg.h.
El prototipo de las funciones con un número variable de paráme-
tros es el siguiente:
tipo nombre_funcion(tipo_1,[..., tipo_N], ...);
Primero se recogen todos los parámetros de la función que son
fijos, es decir, aquellos que siempre deberán aparecer como pará-
metros en la llamada a la función. Y después de los parámetros
fijos y obligatorios (como veremos más adelante, toda función que
admita un número variable de parámetros, al menos deberá tener
un parámetro fijo) vienen tres puntos suspensivos. Esos puntos
deben ir al final de la lista de argumentos conocidos, e indican que
la función puede tener más argumentos, de los que no sabemos ni
cuántos ni de qué tipo de dato.
La función que tiene un número indeterminado de parámetros, de-
berá averiguar cuáles recibe en cada llamada. La lista de paráme-
tros deberá ser recogida por la función, que deberá deducir de esa
lista cuáles son los parámetros recibidos. Para almacenar y ope-
rar con esta lista de argumentos, está definido, en la biblioteca
stdarg.h, un nuevo tipo de dato de C, llamado va_list (podría-
mos decir que es el tipo de "lista de argumentos"). En esa bibliote-
ca viene definido el tipo de dato y las tres macros empleadas para
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operar sobre objetos de tipo lista de argumentos. Este tipo de dato
tendrá una forma similar a una cadena de caracteres.
Toda función con un número de argumentos variable deberá tener
declarada, en su cuerpo, una variable de tipo de dato va_list.
tipo nombre_funcion (tipo_1,[..., tipo_N], ...)
{
va_list argumentos /* lista de argumentos */
Lo primero que habrá que hacer con esta variable de tipo va_list
será inicializarla con la lista de argumentos variables recibida en
la llamada a la función. Para inicializar esa variable se emplea una
de las tres macros definidas en la biblioteca stdarg.h: la macro
va_start, que tiene la siguiente sintaxis:
void va_start(va_list ap, lastfix);
Donde ap es la variable que hemos creado de tipo va_list, y donde
lastfix es el último argumento fijo de la lista de argumentos.
La macro va_start asigna a la variable ap la dirección del primer
argumento variable que ha recibido la función. Necesita, para esta
operación, recibir el nombre del último parámetro fijo que recibe la
función como argumento. Se guarda en la variable ap la dirección
del comienzo de la lista de argumentos variables. Esto obliga a que
en cualquier función con número de argumentos variable exista
al menos un argumento de los llamados aquí fijos, con nombre
en la definición de la función. En caso contrario, sería imposible
obtener la dirección del comienzo para una lista de los restantes
argumentos.
Ya tenemos localizada la cadena de argumentos variables. Ahora
será necesario recorrerla para extraer todos los argumentos que
ha recibido la función en su actual llamada. Para eso está definida
Sección 19.8. Número variable de argumentos 517
una segunda macro de stdarg.h: la macro va_arg. Esta rutina o
macro extrae el siguiente argumento de la lista.
Su sintaxis es:
tipo va_arg(va_list ap, tipo);
Donde el primer argumento es, de nuevo, nuestra lista de argu-
mentos, llamada ap, que ya ha quedado inicializada con la macro
va_start. Y tipo es el tipo de dato del próximo parámetro que se
espera encontrar. Esa información es necesaria: por eso, en la fun-
ción printf, indicamos en el primer parámetro (la cadena que ha
de ser impresa) los especificadores de formato.
La rutina va extrayendo uno tras otro los argumentos de la lista
variable de argumentos. Para cada nuevo argumento se invoca de
nuevo a la macro. La macro extrae de la lista ap el siguiente pará-
metro (que será del tipo indicado) y avanza el puntero al siguiente
parámetro de la lista. La macro devuelve el valor extraído de la lis-
ta. Para extraer todos los elementos de la lista habrá que invocar a
la macro va_arg tantas veces como sea necesario. De alguna ma-
nera la función deberá detectar que ha terminado ya de leer en la
lista de variables. Por ejemplo, en la función printf, se invoca-
rá a la macro va_arg tantas veces como veces haya aparecido en
la primera cadena un especificador de formato: un carácter ’%’ no
precedido del carácter ’\’.
Si se ejecuta la macro va_arg menos veces que parámetros se ha-
yan pasado en la actual invocación, la ejecución no sufre error
alguno: simplemente dejarán de leerse esos argumentos. Si se eje-
cuta más veces que parámetros variables se hayan pasado, entones
el resultado puede ser imprevisible.
Si, después de la cadena de texto que se desea imprimir, la función
printf recoge más expresiones (argumentos en la llamada) que
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caracteres ’%’ ha consignado en la cadena (primer argumento de
la llamada), no pasará percance alguno: simplemente habrá argu-
mentos que no se imprimirán y ni tan siquiera serán extraídos de
la lista de parámetros. Pero si hay más caracteres ’%’ que variables
e nuestra lista variable de argumentos, entonces la función printf
ejecutará la macro va_arg en busca de argumentos no existentes.
En ese caso, el resultado será completamente imprevisible.
Y cuando ya se haya recorrido completa la lista de argumentos,
entonces deberemos ejecutar una tercera rutina que restablece la
pila de llamada a funciones. Esta macro es necesaria para permitir
la finalización correcta de la función y que pueda volver el control
de programa a la sentencia inmediatamente posterior a la de la
llamada de la función de argumentos variables.
Su sintaxis es: void va_end(va_list ap);
Veamos un ejemplo (cfr. Cuadro de Código 19.7). Hagamos un pro-
grama que calcule la suma de una serie de variables double que
se reciben. El primer parámetro de la función indicará cuántos
valores intervienen en la suma; los demás parámetros serán esos
valores. La función devolverá la suma de todos ellos.
La función sumaD recibe un único parámetro fijo, que es el que
indica cuántas variables más va a recibir la función. Así cuando
alguien quiere sumar varios valores, lo que hace es invocar a la
función sumaD indicándole en un primer parámetro el número de
sumandos y, a continuación, esos sumandos que se ha indicado.
Después de inicializar la variable sumandos de tipo va_list me-
diante la macro va_start, se van sumando todos los argumentos
recibidos en la variable suma. Cada nuevo sumando se obtiene de
la cadena sumandos gracias a una nueva invocación de la macro
va_arg. Tendré tantas sumas como indique el parámetro fijo reci-
bido en la variable v.
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Cuadro de Código 19.7: Ejemplo de función que recibe una canti-












12 double sum(long v,...)
13 {




18 for(i = 0 ; i < v ; i++)




Al final, y antes de la sentencia return, ejecutamos la macro que
restaura la pila de direcciones de memoria (va_end), de forma que
al finalizar la ejecución de la función el programa logrará transfe-
rir el control a la siguiente sentencia posterior a la que invocó la
función de parámetros variables.
Observación: las funciones con parámetros variables presentan
dificultades cuando deben cargar, mediante la macro va_arg, va-
lores de tipo char y valores float. Hay problemas de promoción
de variables y los resultados no son finalmente los esperados.
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SECCIÓN 19.9
Argumentos de la línea de órdenes.
Ya hemos explicado que en todo programa, la única función ejecu-
table es la función principal: la función main. Un código sin función
main no genera un programa ejecutable, porque no tiene la función
de arranque.
Vemos que todas las funciones de C pueden definirse con pará-
metros: es decir, pueden ejecutarse con unos valores de arranque,
que serán diferentes cada vez que esa función sea invocada. Tam-
bién se puede hacer eso con la función main. En ese caso, quien
debe pasar los parámetros de arranque a la función principal será
el usuario del programa, a través del sistema operativo, al inicio de
su ejecución.
En muchos sistemas operativos es posible, cuando se ejecuta un
programa compilado de C, pasar parámetros a la función main.
Esos parámetros se pasan en la línea de comandos que lanza la
ejecución del programa. Para ello, en esa función principal se debe
haber incluido los siguientes parámetros:
tipo main(int argc, char *argv[]);
Donde argc recibe el número de argumentos de la línea de co-
mandos, y argv es un array de cadenas de caracteres donde se
almacenan los argumentos de la línea de comandos.
Los usos más comunes para los argumentos pasados a la función
principal son el pasar valores para la impresión, el paso de opcio-
nes de programa (muy empleado eso en UNIX, o en DOS), el paso
de nombres de archivos donde acceder a información en disco o
donde guardar la información generada por el programa, etc.
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La función main habrá recibido tantos argumentos como diga la
variable argc. El primero de esos argumentos es siempre el nombre
del programa. Los demás argumentos deben ser valores esperados,
de forma que la función principal sepa qué hacer con cada uno de
ellos. Alguno de esos argumentos puede ser una cadena de control
que indique la naturaleza de los demás parámetros, o de alguno de
ellos.
Los nombres de las variables argc y argv son mera convención:
cualquier identificador que se elija servirá de la misma manera.
Y un último comentario. Hasta el momento, siempre que hemos de-
finido la función main, la hemos declarado de tipo int. Realmente
esta función puede ser de cualquier tipo, incluso de tipo void. Des-
de luego, la sentencia return debe devolver un valor del tipo de la
función, o ninguno si hemos declarado a la función main como de
tipo void.
Veamos un ejemplo (cfr. Cuadro de Código 19.8). Hacemos un pro-
grama que al ser invocado se le pueda facilitar una serie de datos
personales (nombre, profesión, edad), y los muestre por pantalla.
Si el usuario quiere introducir el nombre, debe precederlo con la
cadena "-n"; si quiere introducir la edad, deberá precederla la ca-
dena "-e"; y si quiere introducir la profesión, deberá ir precedida
de la cadena "-p".
Si una vez compilado el programa (supongamos que se llama pro-
grama) lo ejecutamos con la siguiente línea de comando:
programa -p estudiante -e 21 -n Isabel
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3 int main(int argc, char*argv[])
4 {
5 char nombre[30] = {0};
6 char edad[5] = {0};
7 char profesion[30] = {0};
8 long i;
9 for(i = 0 ; i < argc ; i++)
10 {
11 if(strcmp(argv[i],"-n") == 0)
12 {
13 if(++i < argc) strcpy(nombre, argv[i]);
14 }
15 else if(strcmp(argv[i],"-p") == 0)
16 {
17 if(++i < argc) strcpy(profesion, argv[i]);
18 }
19 else if(strcmp(argv[i],"-e") == 0)
20 {
21 if(++i < argc) strcpy(edad, argv[i]);
22 }
23 }
24 printf("Nombre: %s\n", nombre);
25 printf("Edad: %s\n", edad);
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En uno de los primeros capítulos hablamos largamente de los tipos
de dato. Decíamos que un tipo de dato determina un dominio (con-
junto de valores posibles) y unos operadores definidos sobre esos
valores.
Hasta el momento hemos trabajado con tipos de dato estándar en
C. Pero con frecuencia hemos hecho referencia a que se pueden
crear otros diversos tipos de dato, más acordes con las necesida-
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des reales de muchos problemas concretos que se abordan con la
informática.
Hemos visto, de hecho, ya diferentes tipos de dato a los que por
ahora no hemos prestado atención alguna, pues aún no habíamos
llegado a este capítulo: tipo de dato size_t, ó time_t: cada vez
que nos los hemos encontrado hemos despejado con la sugerencia
de que se considerasen, sin más, tipos de dato iguales a long.
En este tema vamos a ver cómo se pueden definir nuevos tipos de
dato.
SECCIÓN 20.1
Tipos de dato enumerados.
La enumeración es el modo más simple de crear un nuevo tipo de
dato. Cuando definimos un tipo de dato enumerado lo que hacemos
es definir de forma explícita cada uno de los valores que formarán
parte del dominio de ese nuevo tipo de dato: es una definición por
extensión.
La sintaxis de creación de un nuevo tipo de dato enumerado es la
siguiente:
enum identificador {id_1[, id_2, ..., id_N]};
enum es una de las 32 palabras reservadas de C. identificador
es el nombre que va a recibir el nuevo tipo de dato. Y donde id_1,
etc. son los diferentes identificadores de cada uno de los valores
del nuevo dominio creado con el nuevo tipo de dato.
Mediante la palabra clave enum se logran crear tipos de dato que
son subconjunto de los tipos de dato int. Los tipos de dato enu-
merados tienen como dominio un subconjunto del dominio de int.
De hecho las variables creadas de tipo enum son tratadas, en todo
Sección 20.1. enum 525
momento, como si fuesen de tipo int. Lo que hace enum es mejo-
rar la legibilidad del programa. Pero a la hora de operar con sus
valores, se emplean todos los operadores definidos para int.
Veamos un ejemplo:
enum semaforo {verde, amarillo, rojo};
Al crear un tipo de dato así, acabamos de definir:
Un dominio: tres valores literales definidos: verde, amarillo
y rojo. En realidad el ordenador los considera valores 0, 1 y
2.
Una ordenación intrínseca a los valores del nuevo dominio:
verde menor que amarillo, y amarillo menor que rojo.
Acabamos, pues, de definir un conjunto de valores enteros ordena-
dos, con identificadores propios y únicos.
Luego, se pueden declarar variables con la siguiente sintaxis:
enum identificador nombre_variable;
En el caso del tipo de dato semaforo, podemos definir la variable
cruce:
enum semaforo cruce;
Otro ejemplo: El código recogido en el Cuadro de Código 20.1 que
mostrará los valores de todos los colores definidos entre blanco y
negro:
Los colores definidos son ...
0 1 2 3 4 5 6
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Cuadro de Código 20.1: Enumeración de los colores de cinturón.
1 #include <stdio.h>
2 enum judo {blanco, amarillo, naranja,




7 enum judo c;
8 printf("Los colores definidos son ... \n");
9 for(c = blanco ; c <= negro ; c++)




Dar nombre a los tipos de dato.
A lo largo del presente capítulo veremos la forma de crear dife-
rentes estructuras de datos que den lugar a tipos de dato nuevos.
Luego, a estos tipos de dato se les puede asignar un identificador
o un nombre para poder hacer referencia a ellos a la hora de crear
nuevas variables.
La palabra clave typedef permite crear nuevos nombres para los
tipos de dato creados. Una vez se ha creado un tipo de dato y se ha
creado el nombre para hacer referencia a él, ya podemos usar ese
identificador en la declaración de variables, como si fuese un tipo
de dato estándar en C.
En sentido estricto, las sentencias typedef no crean nuevos tipos
de dato, sino que asignan un nuevo identificador para esos tipos
de dato.
La sintaxis para esa creación de identificadores es la siguiente:
typedef tipo nombre_tipo;
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Así, se pueden definir los tipos de dato estándar con otros nombres,
que quizá convengan por la ubicación en la que se va a hacer uso
de esos valores definidos por el tipo de dato. Y así tenemos:
typedef unsigned long size_t;
typedef long time_t;
O podemos nosotros mismos reducir letras:
typedef unsigned long int uli;
typedef unsigned short int usi;
typedef signed short int ssi;
typedef signed long int sli;
O también:
typedef char* CADENA;
Y así, a partir de ahora, en todo nuestro programa, nos bastará
declarar las variables enteras como uno de esos nuevos cuatro ti-
pos. O declarar una cadena de caracteres como una variable de
tipo CADENA. Es evidente que con eso no se ha creado un nuevo
tipo de dato, sino simplemente un nuevo identificador para un tipo
de dato ya existente.
También se puede dar nombre a los nuevos tipos de dato creados.
En el ejemplo del tipo de dato enum llamado semaforo, podríamos
hacer:
typedef enum {verde, amarillo, rojo} semaforo;
Y así, el identificador semaforo queda como identificador válido
de tipo de dato en C. Luego, cuando queramos una variable de
este tipo, ya no diremos enum semaforo cruce; Sino simplemente
semaforo cruce;.
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SECCIÓN 20.3
Estructuras de datos y tipos de dato
estructurados.
Comenzamos ahora a tratar de la creación de verdaderos nuevos
tipos de dato. En C, además de los tipos de dato primitivos, se pue-
den utilizar otros tipos de dato definidos por el usuario. Son tipos
de dato que llamamos estructurados, que se construyen mediante
componentes de tipos más simples previamente definidos o tipos de
dato primitivos, que se denominan elementos de tipo constituyen-
te. Las propiedades que definen un tipo de dato estructurado son el
número de componentes que lo forman (que llamaremos cardinali-
dad), el tipo de dato de los componentes y el modo de referenciar a
cada uno de ellos.
Un ejemplo de tipo de dato estructurado ya lo hemos definido y uti-
lizado de hecho: las matrices y los vectores. No hemos considerado
esas construcciones como una creación de un nuevo tipo de dato
sino como una colección ordenada y homogénea de una cantidad
fija de elementos, todos ellos del mismo tipo, y referenciados uno a
uno mediante índices.
Pero existe otro modo, en C, de crear un tipo de dato estructu-
rado. Y a ese nos queremos referir cuando decimos que creamos
un nuevo tipo de dato, y no solamente una colección ordenada de
elementos del mismo tipo. Ese tipo de dato se llama registro, y
está formado por yuxtaposición de elementos que contienen infor-
mación relativa a una misma entidad. Por ejemplo, el tipo de dato
asignatura puede tener diferentes elementos, todos ellos relativos
a la entidad asignatura, y no todos ellos del mismo tipo. Y así,
ese tipo de dato registro que hemos llamado asignatura tendría
un elemento que llamaríamos clave y que podría ser de tipo long;
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y otro campo se llamaría descripcion y sería de tipo char*; y un
tercer elemento sería el número de creditos y sería de tipo float,
etc. A cada elemento de un registro se le llama campo.
Un registro es un tipo de dato estructurado heterogéneo, donde no
todos los elementos (campos) son del mismo tipo. El dominio de
este tipo de dato está formado por el producto cartesiano de los
diferentes dominios de cada uno de los componentes. Y el modo de
referenciar a cada campo dentro del registro es mediante el nombre
que se le dé a cada campo.
En C, se dispone de una palabra reservada para la creación de
registros: la palabra struct.
SECCIÓN 20.4
Estructuras de datos en C.
Una estructura de datos en C es una colección de variables, no
necesariamente del mismo tipo, que se referencian con un nombre
común. Lo normal será crear estructuras formadas por variables
que tengan alguna relación entre sí, de forma que se logra compac-
tar la información, agrupándola de forma cabal. Cada variable de
la estructura se llama, en el lenguaje C, elementos de la estructu-
ra. Este concepto es equivalente al presentado antes al hablar de
campos.
La sintaxis para la creación de estructuras presenta diversas for-
mas. Empecemos viendo una de ellas (cfr. Cuadro de Código 20.2).
La definición de la estructura termina, como toda sentencia de C,
en un punto y coma.
Una vez se ha creado la estructura, y al igual que hacíamos con las
uniones, podemos declarar variables del nuevo tipo de dato dentro
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de cualquier función del programa donde está definida la estructu-
ra:
struct nombre_estructura variable_estructura;
Y el modo en que accedemos a cada uno de los elementos (o cam-
pos) de la estructura (o registro) será mediante el operador miem-
bro, que se escribe con el identificador punto (.):
variable_estructura.id_1
Y, por ejemplo, para introducir datos en la estructura haremos:
variable_estructura.id_1 = valor_1;
La declaración de una estructura se hace habitualmente fuera de
cualquier función, puesto que el tipo de dato trasciende el ámbito
de una función concreta. De todas formas, también se puede crear
el tipo de dato dentro de la función, cuando ese tipo de dato no
va a ser empleado más allá de esa función. En ese caso, quizá no
sea necesario siquiera dar un nombre a la estructura, y se pueden
crear directamente las variables que deseemos de ese tipo, con la
sintaxis indicada en Cuadro de Código 20.3. Y así queda definida
la variable nombre_variable.
Otro modo de generar la estructura y a la vez declarar las primeras
variables de ese tipo, será la sintaxis del Cuadro de Código 20.4.
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Cuadro de Código 20.3: Sintaxis de creación de una variable de








Cuadro de Código 20.4: Sintaxis de creación de una estructura y







7 }var_1, ..., var_k;
Y así queda definido el identificador nombre_estructura y quedan
declaradas las variables var_1, ..., var_k, que serán locales o glo-
bales según se hay hecho esta declaración en uno u otro ámbito.
Lo que está claro es que si la declaración de la estructura se realiza
dentro de una función, entonces únicamente dentro de su ámbito
el identificador de la estructura tendrá el significado de tipo de
dato, y solamente dentro de esa función se podrán utilizar variables
de ese tipo estructurado.
El método más cómodo para la creación de estructuras en C es me-
diante la combinación de la palabra struct de la palabra typedef.
La sintaxis de esa forma de creación es la indicada en el Cuadro de
Código 20.5.
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Y así, a partir de este momento, en cualquier lugar del ámbito de
esta definición del nuevo tipo de dato, podremos crear variables
con la siguiente sintaxis:
nombre_estructura nombre_variable;
Veamos algún ejemplo: podemos necesitar definir un tipo de dato
que podamos luego emplear para realizar operaciones en variable
compleja. Esta estructura, que podríamos llamar complejo, ten-






Y también podríamos definir una serie de operaciones, mediante
funciones: por ejemplo, la suma (sumac), la resta (restac) y el pro-
ducto (productoc) de complejos. El programa completo podría ser
el recogido en en el Cuadro de Código 20.6.
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5 double imag;
6 }complejo;
7 complejo sumac(complejo, complejo);
8 complejo restc(complejo, complejo);
9 complejo prodc(complejo, complejo);
10 void mostrar(complejo);
11
12 int main (void)
13 {
14 complejo A, B, C;
15 printf("Introduccion de datos ... \n");
16 printf("Parte real de A: ");
17 scanf(" %lf",&A.real);
18 printf("Parte imag de A: ");
19 scanf(" %lf",&A.imag);
20 printf("Parte real de B: ");
21 scanf(" %lf",&B.real);
22 printf("Parte imag de B: ");
23 scanf(" %lf",&B.imag);
24 // SUMA ...
25 printf("\n\n"); mostrar(A);
26 printf(" + "); mostrar(B);
27 C = sumac(A,B); mostrar(C);
28 // RESTA ...
29 printf("\n\n"); mostrar(A);
30 printf(" - "); mostrar(B);
31 C = restc(A,B); mostrar(C);
32 // PRODUCTO ...
33 printf("\n\n"); mostrar(A);
34 printf(" * "); mostrar(B);
35 C = prodc(A,B); mostrar(C);
36 return 0;
37 }
38 complejo sumac(complejo c1, complejo c2)
39 {
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40 c1.real += c2.real;
41 c1.imag += c2.imag;
42 return c1;
43 }
44 complejo restc(complejo c1, complejo c2)
45 {
46 c1.real -= c2.real;
47 c1.imag -= c2.imag;
48 return c1;
49 }
50 complejo prodc(complejo c1, complejo c2)
51 {
52 complejo S;
53 S.real = c1.real + c2.real; - c1.imag * c2.imag;
54 S.imag = c1.real + c2.imag + c1.imag * c2.real;
55 return S;
56 }
57 void mostrar(complejo X)
58 {
59 printf("(% .2f%s%.2f * i) ",
60 X.real, X.imag > 0 ? " +" : " " , X.imag);
61 }
Así podemos ir definiendo un nuevo tipo de dato, con un dominio
que es el producto cartesiano del dominio de los double consigo
mismo, y con unos operadores definidos mediante funciones.
Las únicas operaciones que se pueden hacer sobre la estructura
(aparte de las que podamos definir mediante funciones) son las
siguientes: operador dirección (&), porque toda variable, también
las estructuradas, tienen una dirección en la memoria; operador
selección (.) mediante el cual podemos acceder a cada uno de los
elementos de la estructura; y operador asignación, que sólo puede
de forma que los dos extremos de la asignación (tanto el Lvalue
Sección 20.5. Vectores y punteros a estructuras 535
como el Rvalue) sean variables objeto del mismo tipo. Por ejemplo,





Y así, las dos variables valen lo mismo: a real de B se le asigna el
valor de real de A; y a imag de B se le asigna el valor de imag de A.
Otro ejemplo de estructura podría ser el que antes hemos iniciado,
al hablar de los registros: una estructura para definir un tipo de








Vectores y punteros a estructuras.
Una vez hemos creado un nuevo tipo de dato estructurado, pode-
mos crear vectores y matrices de este nuevo tipo de dato. Si, por
ejemplo, deseamos hacer un inventario de asignaturas, será lógi-
co que creemos un array de tantas variables asignatura como sea
necesario.
asignatura curricula[100];
Y así, tenemos 100 variables del tipo asignatura, distribuidas en
la memoria de forma secuencial, una después de la otra. El modo
536 Capítulo 20. Estructuras y Definición de Tipos
en que accederemos a cada una de las variables será, como siempre
mediante la operatoria de índices: curricula[i]. Y para acceder
a un miembro de una variable de tipo estructurado, se utiliza el
operador de miembro: curricula[i].descripción.
También podemos trabajar con operatoria de punteros. Así como
antes hemos hablado de curricula[i], también podemos llegar
a esa variable del array con la expresión *(curricula + i). De
nuevo, todo es igual.
Donde hay un cambio es en el operador de miembro: si traba-
jamos con operatoria de punteros, el operador de miembro ya
no es el punto, sino que está formado por los caracteres "->".
Si queremos hacer referencia al elemento o campo descripcion de
una variable del tipo asignatura, la sintaxis será: *(curricula +
i)->descripcion.
Y también podemos trabajar con asignación dinámica de memoria.
En ese caso, se declara un puntero del tipo estructurado, y luego
se le asigna la memoria reservada mediante la función malloc. Si
creamos un array de asignaturas en memoria dinámica, un pro-
grama de gestión de esas asignaturas podría ser el recogido en en
en el Cuadro de Código 20.7.
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11 {
12 asig *curr;
13 short n, i;
14
15 printf("Indique numero de asignaturas de su CV ... "
);
16 scanf(" %hd",&n);
17 /* La variable n recoge el numero de elementos de tipo
18 asignatura que debe tener nuestro array. */
19 curr = (asig*)malloc(n * sizeof(asig));
20 if(curr == NULL)
21 {
22 printf("Memoria insuficiente.\n");




27 for(i = 0 ; i < n ; i++)
28 {
29 printf("\n\nAsignatura %hd ... \n",i + 1);
30 printf("clave ......... ");
31 scanf(" %ld",&(curr + i)->clave);
32 printf("Descripcion ... ");
33 gets((curr + i)->descr);
34 printf("creditos ...... ");
35 scanf(" %f",&(curr + i)->cred);
36 }
37 // Listado ...
38 for(i = 0 ; i < n ; i++)
39 {
40 printf("(%10ld)\t",(curr + i)->clave);
41 printf("%s\t",(curr + i)->descr);
42 printf("%4.1f creditos\n",(curr + i)->cred);
43 }
44 return 0;
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45 }
Observamos que (curr + i) es la dirección de la posición i-ésima
del vector curr. Es, pues, una dirección. Y (curr + i)->clave es
el valor del campo clave de la variable que está en la posición
i-ésima del vector curr. Es, pues, un valor: no es una dirección.
Y (curr + i)->descr es la dirección de la cadena de caracteres
que forma el campo descr de la variable que está en la posición
i-ésima del vector curr. Es, pues, una dirección, porque dirección
es el campo descr: un array de caracteres.
Que accedamos a la variable estructura a través de un puntero o
a través de su identificador influye únicamente en el operador de
miembro que vayamos a utilizar. Una vez tenemos referenciado a
través de la estructura un campo o miembro concreto, éste será
tratado como dirección o como valor dependiendo de que el miem-
bro se haya declarado como puntero o como variable de dato.
SECCIÓN 20.6
Anidamiento de estructuras.
Podemos definir una estructura que tenga entre sus miembros una
variable que sea también de tipo estructura (por ej., Cuadro de
Código 20.8).
Ahora a la estructura de datos asignatura le hemos añadido un
vector de tres elementos para que pueda consignar sus fechas de
exámenes en las tres convocatorias. EL ANSI C permite hasta 15
niveles de anidamiento de estructuras.
El modo de llegar a cada campo de la estructura fecha es, como
siempre, mediante los operadores de miembro.
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Cuadro de Código 20.8: Ejemplo de estructuras anidadas.
1 typedef struct
2 {
3 unsigned short dia;
4 unsigned short mes;











Tipo de dato unión.
Además de las estructuras, el lenguaje C permite otra forma de
creación de un nuevo tipo de dato: mediante la creación de una
unión (que se define mediante la palabra clave en C union: por
cierto, con ésta, acabamos de hacer referencia en este manual a la
última de las 32 palabras del léxico del lenguaje C).
Una unión es una posición de memoria compartida por dos o más
variables diferentes, y en general de distinto tipo. Es una región de
memoria que, a lo largo del tiempo, puede contener objetos de di-
versos tipos. Una unión permite almacenar tipos de dato diferentes
en el mismo espacio de memoria. Como las estructuras, las unio-
nes también tienen miembros; pero a diferencia de las estructuras,
donde la memoria que ocupan es igual a la suma del tamaño de
cada uno de sus campos, la memoria que emplea una variable de
tipo unión es la necesaria para el miembro de mayor tamaño den-
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tro de la unión. La unión almacena únicamente uno de los valores
definidos en sus miembros.
La sintaxis para la creación de una unión es muy semejante a
la empleada para la creación de una estructura. Puede verla en
Cuadro de Código 20.9.








O en cualquiera otra de las formas que hemos visto para la creación
de estructuras.
Es responsabilidad del programador mantener la coherencia en el
uso de esta variable: si la última vez que se asignó un valor a la
unión fue sobre un miembro de un determinado tipo, luego, al ac-
ceder a la información de la unión, debe hacerse con referencia a
un miembro de un tipo de dato adecuado y coherente con el últi-
mo que se empleó. No tendría sentido almacenar un dato de tipo
float de uno de los campos de la unión y luego querer leerlo a
través de un campo de tipo char. El resultado de una operación de
este estilo es imprevisible.
El tamaño de la estructura es la suma del tamaño de sus miem-
bros. El tamaño de la unión es el tamaño del mayor de sus miem-
bros. En la estructura se tienen espacios disjuntos para cada miem-
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Hasta el momento, toda la información (datos) que hemos sido ca-
paces de gestionar, la hemos tomado de dos únicas fuentes: o eran
datos del programa, o eran datos que introducía el usuario desde
el teclado. Y hasta el momento, siempre que un programa ha obte-
nido un resultado, lo único que hemos hecho ha sido mostrarlo en
pantalla.
Y, desde luego, sería muy interesante poder almacenar la infor-
mación generada por un programa, de forma que esa información
pudiera luego ser consultada por otro programa, o por el mismo u
otro usuario. O sería muy útil que la información que un usuario
va introduciendo por consola quedase almacenada para sucesivas
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ejecuciones del programa o para posibles manipulaciones de esa
información.
En definitiva, sería muy conveniente poder almacenar en algún so-
porte informático (v.gr., en el disco del ordenador) esa información,
y acceder luego a ese soporte para volver a tomar esa información,
y así actualizarla, o añadir o eliminar todo o parte de ella.
Y eso es lo que vamos a ver en este tema: la gestión de archivos. Co-
menzaremos con una breve presentación de carácter teórico sobre
los archivos y pasaremos a ver después el modo en que podemos
emplear los distintos formatos de archivo.
SECCIÓN 21.1
Tipos de dato con persistencia.
Entendemos por tipo de dato con persistencia, o archivo, o fichero
aquel cuyo tiempo de vida no está ligado al de ejecución del pro-
grama que lo crea o lo maneja. Es decir, se trata de una estructura
de datos externa al programa, que lo trasciende. Un archivo existe
desde que un programa lo crea y mientras que no sea destruido
por este u otro programa.
Un archivo está compuesto por registros homogéneos que llama-
mos registros de archivo. La información de cada registro viene
recogida mediante campos.
Es posible crear ese tipo de dato con persistencia porque esa in-
formación queda almacenada sobre una memoria externa. Los ar-
chivos se crean sobre dispositivos de memoria masiva. El límite de
tamaño de un archivo viene condicionado únicamente por el límite
de los dispositivos físicos que lo albergan.
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Los programas trabajan con datos que residen en la memoria prin-
cipal del ordenador. Para que un programa manipule los datos al-
macenados en un archivo y, por tanto, en un dispositivo de memo-
ria masiva, esos datos deben ser enviados desde esa memoria ex-
terna a la memoria principal mediante un proceso de extracción.
Y de forma similar, cuando los datos que manipula un programa
deben ser concatenados con los del archivo se utiliza el proceso de
grabación.
De hecho, los archivos se conciben como estructuras que gozan de
las siguientes características:
1. Capaces de contener grandes cantidades de información.
2. Capaces de y sobrevivir a los procesos que lo generan y utili-
zan.
3. Capaces de ser accedidos desde diferentes procesos o progra-
mas.
Desde el punto de vista físico, o del hardware, un archivo tiene
una dirección física: en el disco toda la información se guarda (gra-
bación) o se lee (extracción) en bloques unidades de asignación o
«clusters» referenciados por un nombre de unidad o disco, la super-
ficie a la que se accede, la pista y el sector: todos estos elementos
caracterizan la dirección física del archivo y de sus elementos. Ha-
bitualmente, sin embargo, el sistema operativo simplifica mucho
esos accesos al archivo, y el programador puede trabajar con un
concepto simplificado de archivo o fichero: cadena de bytes con-
secutivos terminada por un carácter especial llamado EOF (“End Of
File”); ese carácter especial (EOF) indica que no existen más bytes
de información más allá de él.
Este segundo concepto de archivo permite al usuario trabajar con
datos persistentes sin tener que estar pendiente de los problemas
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físicos de almacenamiento. El sistema operativo posibilita al pro-
gramador trabajar con archivos de una forma sencilla. El sistema
operativo hace de interfaz entre el disco y el usuario y sus progra-
mas.
1. Cada vez que accede a un dispositivo de memoria masiva pa-
ra leer o para grabar, el sistema operativo transporta, desde o
hasta la memoria principal, una cantidad fija de información,
que se llama bloque o registro físico y que depende de las
características físicas del citado dispositivo. En un bloque o
registro físico puede haber varios registros de archivo, o pue-
de que un registro de archivo ocupe varios bloques. Cuantos
más registros de archivo quepan en cada bloque menor será
el número de accesos necesarios al dispositivo de almacena-
miento físico para procesar toda la información del archivo.
2. El sistema operativo también realiza la necesaria transforma-
ción de las direcciones: porque una es la posición real o efecti-
va donde se encuentra el registro dentro del soporte de infor-
mación (dirección física o dirección hardware) y otra distinta
es la posición relativa que ocupa el registro en nuestro archi-
vo, tal y como es visto este archivo por el programa que lo
manipula (dirección lógica o simplemente dirección).
3. Un archivo es una estructura de datos externa al progra-
ma. Nuestros programas acceden a los archivos para leer, mo-
dificar, añadir, o eliminar registros. El proceso de lectura o de
escritura también lo gobierna el sistema operativo. Al leer un
archivo desde un programa, se transfiere la información, de
bloque en bloque, desde el archivo hacia una zona reservada
de la memoria principal llamada buffer, y que está asociada
a las operaciones de entrada y salida de archivo. También se
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actúa a través del buffer en las operaciones de escritura sobre
el archivo.
SECCIÓN 21.2
Archivos y sus operaciones.
Antes de abordar cómo se pueden manejar los archivos en C, será
conveniente hacer una breve presentación sobre los archivos con
los que vamos a trabajar: distintos modos en que se pueden orga-
nizar, y qué operaciones se pueden hacer con ellos en función de
su modo de organización.
Hay diferentes modos de estructurar o de organizar un archivo. Las
características del archivo y las operaciones que con él se vayan a
poder realizar dependen en gran medida de qué modo de organi-
zación se adopte. Las dos principales formas de organización que
vamos a ver en este manual son:
1. Secuencial. Los registros se encuentran en un orden secuen-
cial, de forma consecutiva. Los registros deben ser leídos, ne-
cesariamente, según ese orden secuencial. Es posible leer o
escribir un cierto número de datos comenzando siempre des-
de el principio del archivo. También es posible añadir datos a
partir del final del archivo. El acceso secuencial es una forma
de acceso sistemático a los datos poco eficiente si se quiere
encontrar un elemento particular.
2. Indexado. Se dispone de un índice para obtener la ubicación
de cada registro. Eso permite localizar cualquier registro del
archivo sin tener que leer todos los que le preceden.
La decisión sobre cuál de las dos formas de organización tomar
dependerá del uso que se dé al archivo.
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Para poder trabajar con archivos secuenciales, se debe previa-
mente asignar un nombre o identificador a una dirección de la
memoria externa (a la que hemos llamado antes dirección hardwa-
re). Al crear ese identificador se define un indicador de posición de
archivo que se coloca en esa dirección inicial. Al iniciar el trabajo
con un archivo, el indicador se coloca en el primer elemento del
archivo que coincide con la dirección hardware del archivo.
Para extraer un registro del archivo, el indicador debe previamen-
te estar ubicado sobre él; y después de que ese elemento es leído
o extraído, el indicador se desplaza al siguiente registro de la se-
cuencia.
Para añadir nuevos registros primero es necesario que el indica-
dor se posicione o apunte al final del archivo. Conforme el archivo
va creciendo de tamaño, a cada nuevo registro se le debe asignar
nuevo espacio en esa memoria externa.
Y si el archivo está realizando acceso de lectura, entonces no per-
mite el de escritura; y al revés: no se pueden utilizar los dos modos
de acceso (lectura y escritura) de forma simultánea.
Las operaciones que se pueden aplicar sobre un archivo secuencial
son:
1. Creación de un nuevo archivo, que será una secuencia vacía:
().
2. Adición de registros mediante buffer. La adición almacenar
un registro nuevo concatenado con la secuencia actual. El
archivo pasa a ser la secuencia (secuencia inicial + buffer). La
información en un archivo secuencial solo es posible añadirla
al final del archivo.
3. Inicialización para comenzar luego el proceso de extracción.
Con esta operación se coloca el indicador sobre el primer ele-
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mento de la secuencia, dispuesto así para comenzar la lectura
de registros. El archivo tiene entonces la siguiente estructura:
Izquierda = (); Derecha = (secuencia); Buffer = primer elemen-
to de (secuencia).
4. Extracción o lectura de registros. Esta operación coloca el
indicador sobre el primer elemento o registro de la parte de-
recha del archivo y concatena luego el primer elemento de la
parte derecha al final de la parte izquierda. Y eso de forma
secuencial: para leer el registro n es preciso leer todos los re-
gistros previos del archivo, desde el 1 hasta el n–1. Durante el
proceso de extracción hay que verificar, antes de cada nueva
lectura, que no se ha llegado todavía al final del archivo y que,
por tanto, la parte derecha aún no es la secuencia vacía.
Y no hay más operaciones. Es decir, no se puede definir ni la ope-
ración inserción de registro, ni la operación modificación de regis-
tro, ni la operación borrado de registro. Al menos diremos que no
se realizan fácilmente. La operación de inserción se puede reali-
zar creando de hecho un nuevo archivo. La modificación se podrá
hacer si al realizar la modificación no se aumenta la longitud del
registro. Y el borrado no es posible y, por tanto, en los archivos
secuenciales se define el borrado lógico: marcar el registro de tal
forma que esa marca se interprete como elemento borrado.
SECCIÓN 21.3
Archivos de texto y binarios.
Decíamos antes que un archivo es un conjunto de bytes secuen-
ciales, terminados por el carácter especial EOF.
Si nuestro archivo es de texto, esos bytes serán interpretados co-
mo caracteres. Toda la información que se puede guardar en un
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archivo de texto son caracteres. Esa información podrá por tanto
ser visualizada por un editor de texto.
Si se desean almacenar los datos de una forma más eficiente, se
puede trabajar con archivos binarios. Los números, por ejemplo,
no se almacenan como cadenas de caracteres, sino según la codi-
ficación interna que use el ordenador. Esos archivos binarios no
pueden visualizarse mediante un editor de texto.
Si lo que se desea es que nuestro archivo almacene una informa-
ción generada por nuestro programa y que luego esa información
pueda ser, por ejemplo, editada, entonces se deberá trabajar con
ficheros de caracteres o de texto. Si lo que se desea es almacenar
una información que pueda luego ser procesada por el mismo u
otro programa, entonces es mejor trabajar con ficheros binarios.
SECCIÓN 21.4
Tratamiento de archivos en el lenguaje C.
Todas las operaciones de entrada y salida están definidas median-
te funciones de biblioteca estándar. Para trabajar con archivos con
buffer, las funciones están recogidos en stdio.h. Para trabajar en
entrada y salida de archivos sin buffer están las funciones defini-
das en io.h.
Todas las funciones de stdio.h de acceso a archivo trabajan me-
diante una interfaz que está localizada por un puntero. Al crear un
archivo, o al trabajar con él, deben seguirse las normas que dicta
el sistema operativo. De trabajar así se encargan las funciones ya
definidas, y esa gestión es transparente para el programador.
Esa interfaz permite que el trabajo de acceso al archivo sea inde-
pendiente del dispositivo final físico donde se realizan las operacio-
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nes de entrada o salida. Una vez el archivo ha quedado abierto, se
puede intercambiar información entre ese archivo y el programa.
El modo en que la interfaz gestiona y realiza ese tráfico es algo que
no afecta para nada a la programación.
Al abrir, mediante una función, un archivo que se desee usar, se
indica, mediante un nombre, a qué archivo se quiere acceder; y esa
función de apertura devuelve al programa una dirección que debe-
rá emplearse en las operaciones que se realicen con ese archivo
desde el programa. Esa dirección se recoge en un puntero, llamado
puntero de archivo. Es un puntero a una estructura que mantie-
ne información sobre el archivo: la dirección del buffer, el código de
la operación que se va a realizar, etc. De nuevo el programador no
se debe preocupar de esos detalles: simplemente debe declarar en
su programa un puntero a archivo, como ya veremos más adelante.
El modo en que las funciones estándar de ANSI C gestionan to-
do el acceso a disco es algo transparente al programador. Cómo
trabaja realmente el sistema operativo con el archivo sigue sien-
do algo que no afecta al programador. Pero es necesario que de
la misma manera que una función de ANSI C ha negociado con
el sistema operativo la apertura del archivo y ha facilitado al pro-
gramador una dirección de memoria, también sea una función de
ANSI C quien cierre al final del proceso los archivos abiertos, de
forma también transparente para el programador. Si se interrum-
pe inesperadamente la ejecución de un programa, o éste termina
sin haber cerrado los archivos que tiene abiertos, se puede sufrir
un daño irreparable sobre esos archivos, y perderlos o perder parte
de su información.
También es transparente al programador el modo en que se accede
de hecho a la información del archivo. El programa no accede nun-
ca al archivo físico, sino que actúa siempre y únicamente sobre la
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memoria intermedia o buffer, que es el lugar de almacenamiento
temporal de datos. Únicamente se almacenan los datos en el archi-
vo físico cuando la información se transfiere desde el buffer hasta
el disco. Y esa transferencia no necesariamente coincide con la or-
den de escritura o lectura que da el programador. De nuevo, por
tanto, es muy importante terminar los procesos de acceso a disco
de forma regular y normalizada, pues de lo contrario, si la termina-
ción del programa se realiza de forma anormal, es muy fácil que se
pierdan al menos los datos que estaban almacenados en el buffer
y que aún no habían sido, de hecho, transferidos a disco.
SECCIÓN 21.5
Archivos secuenciales con buffer.
Antes de utilizar un archivo, la primera operación, previa a cual-
quier otra, es la de apertura.
Ya hemos dicho que cuando abrimos un archivo, la función de
apertura asignará una dirección para ese archivo. Debe por tan-
to crearse un puntero para recoger esa dirección.
En la biblioteca stdio.h está definido el tipo de dato FILE, que es
tipo de dato puntero a archivo. Este puntero nos permite distin-
guir entre los diferentes ficheros abiertos en el programa. Crea la
secuencia o interfaz que nos permite la transferencia de informa-
ción con el archivo apuntado.
La sintaxis para la declaración de un puntero a archivo es la si-
guiente:
FILE *puntero_a_archivo;
Vamos ahora a ir viendo diferentes funciones definidas en stdio.h
para la manipulación de archivos.
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Apertura de archivo.
La función fopen abre un archivo y devuelve un puntero aso-
ciado al mismo, que puede ser utilizado para que el resto de




(const char*archivo, const char *modo_apertura);
Donde archivo es el nombre del archivo que se desea abrir.
Debe ir entre comillas dobles, como toda cadena de caracte-
res. El nombre debe estar consignado de tal manera que el
sistema operativo sepa identificar el archivo de qué se trata.
Y donde modo_apertura es el modo de acceso para el que se
abre el archivo. Debe ir en comillas dobles.
En Tabla 21.1 se recogen los distintos modos de apertura de
un archivo secuencial con buffer. Hay muy diferentes formas
de abrir un archivo. Queda claro que de todas ellas destacan
dos bloques: aquellas que abren el archivo para manipular
una información almacenada en binario, y otras que abren el
archivo para poder manipularlo en formato texto. Ya iremos
viendo ambas formas de trabajar la información a medida que
vayamos presentando las distintas funciones.
La función fopen devuelve un puntero a una estructura que
recoge las características del archivo abierto. Si se produce
algún error en la apertura del archivo, entonces la función
fopen devuelve un puntero nulo.
Ejemplos simples de esta función serían:
FILE *fichero;
fichero = fopen("datos.dat","w");
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"r" Abre un archivo de texto para lectura. El archivo debe
existir.
"w" Abre un archivo de texto para escritura. Si existe ese
archivo, lo borra y lo crea de nuevo. Los datos nuevos
se escriben desde el principio.
"a" Abre un archivo de texto para escritura. Los datos
nuevos se añaden al final del archivo. Si ese archivo
no existe, lo crea.
"r+" Abre un archivo de texto para lectura/escritura. Los
datos se escriben desde el principio. El fichero debe
existir.
"w+" Abre un archivo de texto para lectura/escritura. Los
datos se escriben desde el principio. Si el fichero no
existe, lo crea.
"rb" Abre un archivo binario para lectura. El archivo debe
existir.
"wb" Abre un archivo binario para escritura. Si existe ese
archivo, lo borra y lo crea de nuevo. Los datos nuevos
se escriben desde el principio.
"ab" Abre un archivo binario para escritura. Los datos
nuevos se añaden al final del archivo. Si ese archi-
vo no existe, lo crea.
"r+b" Abre un archivo binario para lectura/escritura. Los
datos se escriben desde el principio. El fichero debe
existir.
"w+b" Abre un archivo binario para lectura/escritura. Los
datos se escriben desde el principio. Si el fichero no
existe, lo crea.
Tabla 21.1: Modos de apertura archivos secuenciales con buffer
Que deja abierto el archivo datos.dat para escritura. Si ese
archivo ya existía, queda eliminado y se crea otro nuevo y
vacío.
El nombre del archivo puede introducirse mediante variable:
char nombre_archivo[80];
printf("Indique nombre archivo ... ");
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gets(nombre_archivo);
fopen(nombre_archivo, "w");
Y ya hemos dicho que si la función fopen no logra abrir el
archivo, entonces devuelve un puntero nulo. Es conveniente
verificar siempre que el fichero ha sido realmente abierto y
que no ha habido problemas:
FILE *archivo;
if(archivo = fopen("datos.dat", "w") == NULL)
printf("No se puede abrir archivo \n");
Dependiendo del compilador se podrán tener más o menos
archivos abiertos a la vez. En todo caso, siempre se podrán
tener, al menos ocho archivos abiertos simultáneamente.
Cierre del archivo abierto.
La función fclose cierra el archivo que ha sido abierto me-
diante fopen. Su prototipo es el siguiente:
int fclose(FILE *nombre_archivo);
La función devuelve el valor cero si ha cerrado el archivo co-
rrectamente. Un error en el cierre de un archivo puede ser
fatal y puede generar todo tipo de problemas. El más grave de
ellos es el de la pérdida parcial o total de la información del
archivo.
Cuando una función termina normalmente su ejecución, cie-
rra de forma automática todos sus archivos abiertos. De to-
das formas es conveniente cerrar los archivos cuando ya no
se utilicen dentro de la función, y no mantenerlos abiertos en
espera de que se finalice su ejecución.
Escritura de un carácter en un archivo.
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Existen dos funciones definidas en stdio.h para escribir un
carácter en el archivo. Ambas realizan la misma función y
ambas se utilizan indistintamente. La duplicidad de definición
es necesaria para preservar la compatibilidad con versiones
antiguas de C.
Los prototipos de ambas funciones son:
int putc(int c, FILE * archivo);
int fputc(int c, FILE * archivo);
Donde archivo recoge la dirección que ha devuelto la función
fopen. El archivo debe haber sido abierto para escritura y en
formato texto. Y donde la variable c es el carácter que se va
a escribir. Por razones históricas, ese carácter se define como
un entero, pero sólo se toma en consideración su byte menos
significativo. Si la operación de escritura se realiza con éxito,
la función devuelve el mismo carácter escrito.
En el Cuadro de Código 21.1 se presenta un sencillo programa
que solicita al usuario su nombre y lo guarda en un archivo
llamado nombre.dat.
Una vez ejecutado el programa, y si todo ha ido correctamen-
te, se podrá abrir el archivo nombre.dat con un editor de
texto y comprobar que realmente se ha guardado el nombre
en ese archivo.
Lectura de un carácter desde un archivo.
De manera análoga a las funciones de escritura, existen tam-
bién funciones de lectura de caracteres desde un archivo. De
nuevo hay dos funciones equivalentes, cuyos prototipos son:
int fgetc(FILE *archivo);
y
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Cuadro de Código 21.1: Programa que crea un archivo donde guar-







7 short int i;
8 FILE *archivo;
9 printf("Su nombre ... "); gets(nombre);
10
11 archivo = fopen("nombre.dat", "w");
12 if(archivo == NULL)
13 {




18 i = 0;









Que reciben como parámetro el puntero devuelto por la fun-
ción fopen al abrir el archivo y devuelven el carácter, de nue-
vo como un entero. El archivo debe haber sido abierto para
lectura y en formato texto. Cuando ha llegado al final del ar-
chivo, la función fgetc, o getc, devuelve una marca de fin de
archivo que se codifica como EOF.
En el Cuadro de Código 21.2 se presenta un programa que lee
desde el archivo nombre.dat el nombre que allí se guardó con
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el programa presentado en el Cuadro de Código 21.1. Este
programa mostrará por pantalla el nombre introducido por
teclado en la ejecución del programa anterior.







6 short int i;
7 FILE *archivo;
8 archivo = fopen("nombre.dat", "r");
9 if(archivo == NULL)
10 {




15 i = 0;
16 while((nombre[i++] = fgetc(archivo)) != EOF);
17 /* El ultimo elemento de la cadena ha quedado igual
18 a EOF. Se cambia al caracter fin de cadena, NULL */
19 nombre[--i] = NULL;
20 fclose(archivo);
21 printf("Su nombre ... %s", nombre);
22 return 0;
23 }
Lectura y escritura de una cadena de caracteres.
Las funciones fputs y fgets escriben y leen, respectivamen-
te, cadenas de caracteres sobre archivos de disco.
Sus prototipos son:
int fputs(const char *s, FILE * archivo);
char *fgets(char *s, int n, FILE * archivo);
La función fputs escribe la cadena s en el archivo indicado
por el puntero archivo. Si la operación ha sido correcta, de-
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vuelve un valor no negativo. El archivo debe haber sido abierto
en formato texto y para escritura o para lectura, dependiendo
de la función que se emplee.
La función fgets lee una cadena de caracteres desde archivo
indicado por el puntero archivo. Lee los caracteres desde el
inicio hasta un total de n, que es el valor que recibe como se-
gundo parámetro. Si antes del carácter n-ésimo ha terminado
la cadena, también termina la lectura y cierra la cadena con
un carácter nulo.
En el programa que vimos para la función fputc podríamos
eliminar la variable i y cambiar la estructura while por la
sentencia:
fputs(nombre,archivo);
Y en el programa que vimos para la función fgetc, la senten-
cia podría quedar sencillamente:
fgets(nombre, 80, archivo);
Lectura y escritura formateada.
Las funciones fprintf y fscanf de entrada y salida de datos
por disco tienen un uso semejante a las funciones printf y
scanf, de entrada y salida por consola.
Sus prototipos son:
int fprintf
(FILE *archivo, const char *formato [,arg, ...]);
int fscanf
(FILE *archivo, const char *formato [, dir, ...]);
Donde archivo es el puntero al archivo que devuelve la fun-
ción fopen. Los demás argumentos de estas dos funciones
ya los conocemos, pues son los mismos que las funciones de
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entrada y salida por consola. La función fscanf devuelve el
carácter EOF si ha llegado al final del archivo. El archivo debe
haber sido abierto en formato texto y para escritura o para
lectura, dependiendo de la función que se emplee.
Veamos un ejemplo de estas dos funciones (cfr. el Cuadro de
Código 21.3). Hagamos un programa que guarde en un archi-
vo (que llamaremos numeros.dat) los valores que previamen-
te se han asignado de forma aleatoria a un vector de variables
float. Esos valores se almacenan dentro de una cadena de
texto. Y luego, el programa vuelve a abrir el archivo para leer
los datos y cargarlos en otro vector y los muestra en pantalla.
El archivo contiene (en una ejecución cualquiera: los valores
son aleatorios) la siguiente información:
Valor 0000 -> 9.4667
Valor 0001 -> 30.4444
Valor 0002 -> 12.5821
Valor 0003 -> 0.2063
Valor 0004 -> 16.4545
Valor 0005 -> 28.7308
Valor 0006 -> 9.9574
Valor 0007 -> 0.1039
Valor 0008 -> 18.0000
Valor 0009 -> 4.7018
Hemos definido la variable c para que vaya cargando desde
el archivo los tramos de cadena de caracteres que no nos in-
teresan para la obtención, mediante la función fscanf, de los
sucesivos valores float generados. Con esas tres lecturas de
cadena la variable c va leyendo tres cadenas de texto: (1) la
cadena "Valor"; (2) la cadena de caracteres que recoge el ín-
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Cuadro de Código 21.3: Ejemplo de acceso a archivo (lectura y es-




4 #define TAM 10
5 int main(void)
6 {





12 for(i = 0 ; i < TAM ; i++)
13 or[i] = (float)random(1000) / random(100);
14 ARCH = fopen("numeros.dat", "w");
15 if(ARCH == NULL) {




20 for(i = 0 ; i < TAM ; i++)
21 fprintf(ARCH,"Valor %04hi-->%12.4f\n",i,or[i]);
22 fclose(ARCH);
23 ARCH = fopen("numeros.dat", "r");
24 if(ARCH == NULL) {




29 printf("Los valores guardados en el archivo son:\n")
;
30 i = 0;
31 while(fscanf(ARCH,"%s%s%s%f",c,c,c,cp + i++)!= EOF);
32 for(i = 0 ; i < TAM ; i++)




dice i; y (3) la cadena "->". La salida por pantalla tendrá la
misma apariencia que la obtenida en el archivo.
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Desde luego, con la función fscanf es mejor codificar bien la
información del archivo, porque de lo contrario la lectura de
datos desde el archivo puede llegar a hacerse muy incómoda.
Lectura y escritura en archivos binarios.
Ya hemos visto las funciones para acceder a los archivos se-
cuenciales de tipo texto. Vamos a ver ahora las funciones de
lectura y escritura en forma binaria.
Si en todas las funciones anteriores hemos requerido que la
apertura del fichero o archivo se hiciera en formato texto, aho-
ra desde luego, para hacer uso de las funciones de escritura y
lectura en archivos binarios, el archivo debe hacer sido abier-
to en formato binario.
Las funciones que vamos a ver ahora permiten la lectura o
escritura de cualquier tipo de dato. Los prototipos son los si-
guientes:
size_t fread
(void *buffer, size_t n_bytes,
size_t contador, FILE *archivo);
size_t fwrite
(const void *buffer, size_t n_bytes,
size_t contador, FILE *archivo);
Donde buffer es un puntero a la región de memoria don-
de se van a escribir los datos leídos en el archivo, o el lugar
donde están los datos que se desean escribir en el archivo.
Habitualmente será la dirección de una variable. n_bytes es
el número de bytes que ocupa cada dato que se va a leer o
grabar, y contador indica el número de datos de ese tama-
ño que se van a leer o grabar. El último parámetro es el de
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la dirección que devuelve la función fopen cuando se abre el
archivo.
Ambas funciones devuelven el número de elementos escritos
o leídos. Ese valor debe ser el mismo que el valor de contador;
lo contrario indicará que ha ocurrido un error. Es habitual ha-
cer uso del operador sizeof, para determinar así la longitud
(n_bytes) de cada elemento a leer o escribir.
El ejemplo anterior (Cuadro de Código 21.3) puede servir para
mostrar ahora el uso de esas dos funciones: cfr. el Cuadro
de Código 21.4. El archivo numeros.dat será ahora de tipo
binario. El programa cargará en forma binaria esos valores y
luego los leerá para calcular el valor medio de todos ellos y
mostrarlos por pantalla.
Otras funciones útiles en el acceso a archivo.
Función feof: Esta función (en realidad es una macro) de-
termina el final de archivo. Es conveniente usarla cuando se
trabaja con archivos binarios, donde se puede inducir a error
y tomar como carácter EOF un valor entero codificado.
Su prototipo es:
int feof(FILE *nombre_archivo);
que devuelve un valor diferente de cero si en la última opera-
ción de lectura se ha detectado el valor EOF. en caso contrario
devuelve el valor cero.
Función ferror: Esta función (en realidad es una macro) de-
termina si se ha producido un error en la última operación
sobre el archivo. Su prototipo es:
int ferror(FILE * nombre_archivo);
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4 #define TAM 10
5 int main(void)
6 {
7 float or[TAM], cp[TAM];




12 for(i = 0 ; i < TAM ; i++)
13 or[i] = (float)random(1000) / random(100);
14 ARCH = fopen("numeros.dat", "wb");
15 if(ARCH == NULL)
16 {






23 ARCH = fopen("numeros.dat", "rb");
24 if(ARCH == NULL)
25 {






32 for(i = 0 ; i < TAM ; i++)
33 {
34 printf("Valor %04hd --> %12.4f\n",i,cp[i]);
35 suma += *(cp + i);
36 }
37 printf("\n\nLa media es ... %f", suma / TAM);
38 return 0;
39 }
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Si el valor devuelto es diferente de cero, entonces se ha produ-
cido un error; si es igual a cero, entonces no se ha producido
error alguno.
Si deseamos hacer un programa que controle perfectamente
todos los accesos a disco, entonces convendrá ejecutar esta
función después de cada operación de lectura o escritura.
Función remove: Esta función elimina un archivo. El archivo
será cerrado si estaba abierto y luego será eliminado. Quie-
re esto decir que el archivo quedará destruido, que no es lo
mismo que quedarse vacío.
Su prototipo es:
int remove(const char *archivo);
Donde archivo es el nombre del archivo que se desea bo-
rrar. En ese nombre, como siempre, debe ir bien consignada
la ruta completa del archivo. Un archivo así eliminado no es
recuperable.
Por ejemplo, en nuestros ejemplos anteriores (Cuadros de Có-
digo 21.3 y 21.4), después de haber hecho la transferencia de
datos al vector de float, podríamos ya eliminar el archivo de
nuestro disco. Hubiera abastado poner la sentencia:
remove("numeros.dat");
Si el archivo no ha podido ser eliminado (por denegación de
permiso o porque el archivo no existe en la ruta y nombre que
ha dado el programa) entonces la función devuelve el valor -1.
Si la operación de eliminación del archivo ha sido correcta,
entonces devuelve un cero.
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En realidad, la macro remove lo único que hace es invocar
a la función de borrado definida en io.h: la función unlink,
cuyo prototipo es:
int unlink(const char *filename);
Y cuyo comportamiento es idéntico al explicado para la macro
remove.
SECCIÓN 21.6
Entrada y salida sobre archivos de acceso
aleatorio.
Disponemos de algunas funciones que permiten acceder de forma
aleatoria a una u otra posición del archivo.
Ya dijimos que un archivo, desde el punto de vista del programador
es simplemente un puntero a la posición del archivo (en realidad al
buffer) donde va a tener lugar el próximo acceso al archivo. Cuando
se abre el archivo ese puntero recoge la dirección de la posición
cero del archivo, es decir, al principio. Cada vez que el programa
indica escritura de datos, el puntero termina ubicado al final del
archivo.
Pero también podemos, gracias a algunas funciones definidas en
io.h, hacer algunos accesos aleatorios. En realidad, el único ele-
mento nuevo que se incorpora al hablar de acceso aleatorio es una
función capaz de posicionar el puntero del archivo devuelto por la
función fopen en distintas partes del fichero y poder así acceder a
datos intermedios.
La función fseek puede modificar el valor de ese puntero, llevándo-
lo hasta cualquier byte del archivo y logrando así un acceso aleato-
rio. Es decir, que las funciones estándares de ANSI C logran hacer
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accesos aleatorios únicamente mediante una función que se añade
a todas las que ya hemos visto para los accesos secuenciales.
El prototipo de la función, definida en la biblioteca stdio.h es el
siguiente:
int fseek(FILE *archivo, long despl, int modo);
Donde archivo es el puntero que ha devuelto la función fopen
al abrir el archivo; donde despl es el desplazamiento, en bytes, a
efectuar; y donde modo es el punto de referencia que se toma para
efectuar el desplazamiento. Para esa definición de modo, stdio.h
define tres constantes diferentes:
SEEK_SET, que es valor 0
SEEK_CUR, que es valor 1
SEEK_END, que es valor 2
El modo de la función fseek puede tomar como valor cualquiera
de las tres constantes. Si tiene la primera (SEEK_SET), el desplaza-
miento se hará a partir del inicio del fichero; si tiene la segunda
(SEEK_CUR), el desplazamiento se hará a partir de la posición ac-
tual del puntero; si tiene la tercera (SEEK_END), el desplazamiento
se hará a partir del final del fichero.
Para la lectura del archivo que habíamos visto para ejemplificar
la función fscanf (cfr. Cuadro de Código 21.3), las sentencias de
lectura quedarían mejor si se hiciera como recoge en el Cuadro de
Código 21.5.
Donde hemos indicado 16 en el desplazamiento en bytes, porque
16 son los caracteres que no deseamos que se lean en cada línea.
Los desplazamientos en la función fseek pueden ser positivos o
negativos. Desde luego, si los hacemos desde el principio lo razo-
nable es hacerlos positivos, y si los hacemos desde el final hacerlos
negativos. La función acepta cualquier desplazamiento y no produ-
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ce nunca un error. Luego, si el desplazamiento ha sido erróneo, y
nos hemos posicionado en medio de ninguna parte o en un byte a
mitad de dato, entonces la lectura que pueda hacer la función que
utilicemos será imprevisible.
Cuadro de Código 21.5: Ejemplo uso de las funciones de acceso a
archivo de forma aleatoria.
1 printf("Los valores guardados en el archivo son:\n");




6 fscanf(ARCH,"%f",cp + i++);
7 }
Una última función que presentamos en este capítulo es la llamada
rewind, cuyo prototipo es:
void rewind(FILE *nombre_archivo);
Que “rebobina” el archivo, devolviendo el puntero a su posición
inicial, al principio del archivo.

 
