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A NON-GOLOD RING WITH A TRIVIAL PRODUCT ON ITS
KOSZUL HOMOLOGY
LUKAS KATTHÄN
Abstract. We present a monomial ideal a ⊂ S such that S/a is not Golod,
even though the product in its Koszul homology is trivial. This constitutes a
counterexample to a well-known result by Berglund and Jöllenbeck (the error
can be traced to a mistake in an earlier article by Jöllenbeck).
On the positive side, we show that if R is a monomial ring such that the r-
ary Massey product vanishes for all r ≤ max(2, regR− 2), then R is Golod. In
particular, if R is the Stanley-Reisner ring of a simplicial complex of dimension
at most 3, then R is Golod if and only if the product in its Koszul homology
is trivial.
Moreover, we show that if ∆ is a triangulation of a k-orientable manifold
whose Stanley-Reisner ring is Golod, then ∆ is 2-neighborly. This extends a
recent result of Iriye and Kishimoto.
1. Introduction
Let S = k[x1, . . . , xn] be a polynomial ring over some field k, endowed with
the fine Zn-grading, and let a ⊂ S be a monomial ideal. The (multigraded)
Betti-Poincaré series of R := S/a is the formal power series
PRk (t, z1, . . . , zn) :=
∑
j≥0
∑
a∈Nn
dimk Tor
R
j (k, k)at
jza11 · · · z
an
n ,
where TorRj (k, k)a denotes the homogeneous component of Tor
R
j (k, k) in multide-
gree a. We further consider the formal power series
QRk (t, z1, . . . , zn) :=
∏n
i=1(1 + tzi)
1−
∑
j≥1
∑
a∈Nn dimkHj(KR)atj+1z
a1
1 · · · zann
,
where KR denotes the Koszul complex of R. The ring R is called a Golod ring if
(1) PRk (t, 1, . . . , 1) = Q
R
k (t, 1, . . . , 1)
As reported by Golod in [Gol62], Serre proved that every ring R satisfies the coef-
ficientwise inequality PRk (t, z1, . . . , zn) ≤ Q
R
k (t, z1, . . . , zn). Therefore, the Golod
property is equivalent to the seemingly stronger condition that
PRk (t, z1, . . . , zn) = Q
R
k (t, z1, . . . , zn).
In the same article, Golod showed that R satisfies (1) if and only if the product
and all higher Massey products on the Koszul homologyH∗(KR) are trivial. Here,
we say that the product is trivial if the product of every two elements of positive
homological degrees is zero, and the higher Massey products are trivial if they
are all defined and contain only zero.
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The main contribution of the present article is an example of a monomial ideal
a ⊂ S such that the product in H∗(KS/a) is trivial, but S/a is not Golod. The
example is given in Theorem 3.1. As far as we know, this is the first example of
a non-Golod ring R with a trivial product in H∗(KR).
Our example provides a counterexample to a claim by Berglund and Jöllenbeck:
Claim 1.1 (Theorem 5.1, [BJ07]). Let a ⊂ S be a monomial ideal and let R :=
S/a. Then the following are equivalent:
(1) R is Golod.
(2) The product in the Koszul homology of R is trivial.
We would like to point out that the claim in [BJ07] fails because its proof builds
on an incorrect result of [Jöl06]. A list of special cases (both new and known) in
which Claim 1.1 does hold is collected in Theorem 6.3.
The Golod property of quotients by monomial ideals is related to certain topo-
logical features of moment-angle complexes. Indeed, if a is a squarefree monomial
ideal, then it can be interpreted as the Stanley-Reisner ideal of a simplicial com-
plex ∆. The moment-angle complex Z∆ is a certain topological space associated
to ∆, which was introduced by Davis and Januszkiewicz [DJ91]. A prominent
feature of this space is that there is an isomorphism of k-algebras
H∗(Z∆; k) ∼= H∗(KR),
cf. [BP02, Theorem 7.7]. A lot of research has been devoted to study the relation
between the structure of H∗(KR) and the topology of Z∆, see for example [DS07;
IK14; IK15; GPTW16]. In terms of moment-angle complexes, our example gives
rise to a moment-angle complex which is not formal but has a trivial cup-product
in its cohomology.
In view of our example, it seems natural to ask whether one can bound the arity
of the Massey products one needs to consider. Indeed, if R is a monomial ring,
then it is Golod if all r-ary Massey products vanish for all r ≤ max(2, regR −
2), see Theorem 4.1 below. In particular, the Stanley-Reisner ring of simplicial
complex of dimension at most 3 is Golod if and only if the product in its Koszul
homology of k[∆] is trivial.
Recently, Iriye and Kishimoto [IK15, Theorem 1.3] showed that the Stanley-
Reisner ring k[∆] of a triangulated k-orientable surface ∆ is Golod if and only if
∆ is 2-neighborly, i.e. if any two vertices are connected by an edge. The methods
we use to prove Theorem 4.1 also allow us to generalize one of the implications
to k-orientable manifolds of arbitrary dimension, cf. Theorem 4.5.
This article is structured as follows. In Section 2 some definitions and basic
facts concerning Golod rings are recalled. Also, we describe how the Taylor
complex can be used to compute Massey products. After that, we prove our
main result in Section 3. In the following Section 4, we prove Theorem 4.1 and
Theorem 4.5. In Section 5 we sketch the considerations that led to us to find
our main example. In the last Section 6 some remarks and an open questions are
added.
2. Preliminaries
In this section, we recall some facts about Massey products and Golod rings.
We refer the reader to [Avr86] and [Avr98] for a comprehensive treatment of
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general Golod rings. Also, we describe how the Taylor resolution of a monomial
ring can be used to compute Massey products.
2.1. Massey products of DGAs. Let us recall the definition of the Massey
products of a differential graded algebra (DGA) A. The binary Massey product
is just the usual product which is inherited from A. Let us denote it by µ2(a1, a2).
For n ≥ 3, the n-ary Massey product is a partially defined set-valued function,
which assigns to n elements a1, . . . , an ∈ H∗(A) a set µn(a1, . . . , an) ⊂ H∗(A). It
is defined if there exist elements aij ∈ A for 1 ≤ i ≤ j ≤ n, such that daii = 0,
[aii] = ai and
daij =
j∑
v=i
a¯ivavj ,
where [aii] denotes the homology class of aii and a¯ = (−1)
|a|+1. Then [
∑n
v=1 a¯ivavj ]
is called an (n-ary) Massey product of a1, . . . , an and µn(a1, . . . , an) is the set of all
these elements. Further, we say that A satisfies (Br), if all k-ary Massey products
are defined and contain only zero for all k ≤ r. We will use the following lemma.
Lemma 2.1. Let A be a DGA satisfying (Br−1). Then µr(a1, . . . , ar) is defined
and contains a single element for all a1, . . . , ar ∈ H∗(A).
This is a special case of [May69, Proposition 2.3], see also [Kra66, Lemma 20].
In the second reference, the result is claimed only for classes of odd degree, but
the proof also holds in general.
By the following result, the Massey products depend only on the “hotomopy
type” of a DGA. It is essentially a special case of [May69, Theorem 1.5].
Proposition 2.2. Let A,B be DGAs, f : A → B be a map of DGAs and
a1, . . . , ar ∈ H∗(A).
(1) If µr(a1, . . . , ar) is defined then also µr(f∗(a1), . . . , f∗(ar)) is defined, and
it holds that
(∗) f∗(µr(a1, . . . , ar)) ⊆ µr(f∗(a1), . . . , f∗(ar)).
(2) If f is a quasi-isomorphism, then µr(a1, . . . , ar) is defined if and only if
µr(f∗(a1), . . . , f∗(ar)) is defined and equality holds in Eq. (∗)
The statement in [May69, Theorem 1.5] corresponding to our item (2) does not
include the “if” part, but the latter follows from the proof given there.
2.2. Computing Massey products via the Taylor resolution. Let S =
k[x1, . . . , xn] be a polynomial ring, a ⊂ S a monomial ideal and R := S/a. We
are interested in two DGAs associated with R: On the one hand, its Koszul
complex KR and on the other hand its Taylor resolution T•. Both DGAs inherit
an “internal” multigrading from R in addition to the natural “homological” N-
grading. For a homogeneous element a, we denote by |a| its homological degree,
by deg a its internal multidegree and by deg a it internal Z-degree.
We recall the definition of the Taylor complex T•, see also [MS05, p. 67]. Let
G(a) denote the minimal set of monomial generators of a and choose a total order
≺ on G(a). The choice of the order affects only the signs in the computations.
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Then T• is the complex of free S-modules with basis {eI : I ⊆ G(a)}. The
basis elements are graded by |eI | := #I and deg eI := degmI , where mI :=
lcm(m : m ∈ I) for I ⊆ G(a). Further, the differential is given by
∂eI =
∑
m∈I
(−1)σ(m,I)
mI
mI\{m}
eI\{m},
where σ(m, I) := #{m′ ∈ I,m′ ≺ m}. The complex T• carries a DGA structure
(cf. [Gem76] or [Frö79, §5]) with the multiplication given by
eI · eJ =
(−1)
σ(I,J)mImJ
mI∪J
eI∪J if I ∩ J = ∅,
0 otherwise,
where σ(I, J) := #{(m,m′) ∈ I × J : m′ ≺ m}.
The importance of the Taylor resolution for us stems from the fact that there
are quasi-isomorphisms of DGAs
T• ⊗S k← T• ⊗S KS → R⊗S KS = KR,
which imply that H∗(KR) = Tor
S
∗ (R, k) = H∗(T• ⊗S k) and we can compute
Massey products using either KR or T• ⊗S k (cf. Proposition 2.2 (2)). Finally,
we note that Massey products are compatible with the grading in the following
sense: If a1, . . . , ar ∈ H∗(KR) are homogeneous elements and a ∈ µr(a1, . . . , ar)
is a Massey product, then deg a =
∑
i deg ai and |a| =
∑
i |ai|+ (r − 2).
We now give a combinatorial description of the maps in T• ⊗S k. It is clear
that T• ⊗S k is a direct sum of complexes of vector spaces, and the only multi-
degrees in which T• ⊗S k is non-trivial are the degrees in the lcm-lattice La :=
{degmI : I ⊆ G(a)} of a. For u ∈ La let Gu := {m ∈ G(a) : degm ≤ u} and
let
Fu := {I ⊆ Gu : deg lcm(Gu \ I) = u}.
Note that Fu is a simplicial complex. The next observation follows directly from
the definition of the Taylor complex:
Proposition 2.3. Let u ∈ La. Then the strand (T• ⊗ k)u in multidegreee u
is isomorphic to the complex of simplicial cochains on Fm, up to reversing and
shifting the homological degrees.
More precisely, if I ⊆ G(a) and deg lcm(I) = u, then this isomorphism maps
eI ⊗S 1k to the (#Gu −#I − 1)-cochain supported on the single simplex Gu \ I.
Now we turn to the computation of Massey products. In order to simplify the
notation, we define êI := eI ⊗S 1k ∈ T• ⊗ k for I ⊆ G(a). First, we give two
simple sufficient conditions for the vanishing of products.
Lemma 2.4. Let a ⊆ S be a monomial ideal.
(1) Let a, b ∈ H∗(KR) be two Koszul cycles which are homogeneous with re-
spect to the multigrading. If the multidegrees of a and b are not orthogonal
(i.e. they have a non-zero component in common), then a · b = 0.
(2) Let a, b ∈ G(a) be coprime generators of a. Then [ê{a} · ê{b}] ∈ H∗(T•⊗Sk)
is zero if and only if there exists a generator c 6= a, b of a which divides
the least common multiple of a and b.
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Proof. Both claims are invariant under polarization, so we assume that a is square-
free. In this case the first claim is clear, because a · b would have a non-squarefree
multidegree.
So consider the second claim. Assume there exist a generator c ∈ G(a) which
divides lcm(a, b) and choose an order on G(a) such that a ≺ b ≺ c. Then
∂e{a,b,c} =
a
gcd(a, c)
e{b,c} −
b
gcd(b, c)
e{a,c} + e{a,b},
so ê{a} · ê{b} = ê{a,b} = ∂ê{a,b,c} is a boundary in T• ⊗S k. On the other hand, if
there does not exist such a c, then ê{a,b} is the only generator of T• ⊗S k in the
multidegree deg lcm(a, b), and thus it cannot be a boundary. 
Our next Lemma gives a combinatorial description of ternary Massey products
of elements in homological degree one.
Lemma 2.5. Let a, b, c ∈ G(a) and assume that a ≺ b ≺ c.
(1) If µ3([ê{a}], [ê{b}], [ê{c}]) is defined and contains not only zero, then a, b and
c are pairwise coprime and there exist elements ab, bc ∈ G(a) \ {a, b, c}
such that ab | lcm(a, b) and bc | lcm(b, c).
(2) If these conditions are satisfied, then µ3([ê{a}], [ê{b}], [ê{c}]) is defined and
contains the class [−ê{a,ab,b,c} − ê{a,b,bc,c}].
In particular, if u := deg lcm(a, b, c), then µ3([ê{a}], [ê{b}], [ê{c}]) is non-
trivial if the simplicial cochain
e∗Gu\{a,ab,b,c} + e
∗
Gu\{a,b,bc,c}
is not a coboundary in Fu.
Proof. Again, we may assume that a is squarefree.
(1) If a, b and c are not pairwise coprime, then the elements of the ternary
Massey product µ3([ê{a}], [ê{b}], [ê{c}]) have a non-squarefree multidegree and
hence the Massey product contains only zero, contradicting our assumption.
Moreover, if there does not exist an ab ∈ G(a) with the claimed properties,
then the strand of T• ⊗S k in the multidegree deg ê{a,b} contains only the vec-
tor space spanned by ê{a,b} = ê{a} · ê{b}, so this is not a boundary. Hence
µ3([ê{a}], [ê{b}], [ê{c}]) is not defined, contradicting the hypothesis. By the same
argument, the element bc exists.
(2) Assume that a ≺ ab ≺ b ≺ bc ≺ c. By the preceding lemma, we have that
∂ê{a,ab,b} = −ê{a,b} and ∂ê{b,bc,c} = −ê{b,c}. Hence the class of −ê{a} · ê{b,bc,c} −
ê{a,ab,b} · ê{c} = −ê{a,ab,b,c}− ê{a,b,bc,c} is a Massey product of [ê{a}], [ê{b}] and [ê{c}].
The last statement is immediate from Proposition 2.3.

3. Discussion of the example
In this section, we prove our main result:
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a
ab
bbc
c
ca
ab#c
a
ab
bbc
c
ca
bc#a
Figure 1. The cellular resolution of S/a. This is a 3-ball with one
3-cell and the figure shows the top and the bottom of this ball.
Theorem 3.1. Let k be a field, S = k[x1, x2, y1, y2, z] and let a ⊂ S be the ideal
with the following generators:
ma := x1x
2
2 mab := x1x2y1y2 mab#c := x1y1z
mb := y1y
2
2 mbc := y
2
2z
2 mbc#a := x
2
2y
2
2z
mc := z
3 mca := x
2
2z
2
Then the product in H∗(KS/a) = Tor
S
∗ (S/a, k) is trivial, but S/a is not Golod.
More precisely, the ternary Massey product µ3([ê{ma}], [ê{mb}], [ê{mc}]) is nonzero.
In the first version of this article a slightly more complicated example was
presented. After that version appeared on ArXiv, Roos pointed out that that
example could be simplified to obtain the ideal given above. The names of the
generators are chosen in accordance with the discussion in the proof of Proposi-
tion 5.1.
Proof. To simplify the notation, we write a, b, ab, . . . instead of ma, mb, mab, . . . .
In particular, ab does not denote the product of a and b, but the generator mab.
Our first goal is to describe the structure of the minimal free resolution of
S/a. For this, consider the cell complex X depicted in Fig. 1. It is a labeled cell
complex in the sense of [BS98], and we claim that the corresponding complex FX
of free S-modules is a minimal free resolution of S/a. It is clear that its zeroth
homology is S/a, so we need to show that its higher homology groups vanish.
By [BS98, Proposition 1.2], this holds if and only if X≤a is acyclic over k, where
for a ∈ Nn, the subcomplex X≤a ⊆ X contains exactly those faces whose labels
are coordinatewise less or equal to a. Now, X can be embedded into R3 and
hence none of its induced subcomplexes has torsion in its homology groups (cf.
[Hat02, Corollary 3.45]). Therefore, if FX is acyclic over at least one field, then
it is acyclic over any field.
To show the former, we consider the case k = Q. Over Q, one can compute a
minimal free resolution of S/a using Macaulay2 [GS], and then verify by inspec-
tion that this resolution is indeed isomorphic to FX . Moreover, all entries in the
matrices of FX are non-constant monomials, and hence FX is minimal.
Thus, S/a has a minimal cellular resolution supported on X over all fields. In
particular, its Betti diagram does not depend on the field, and it is given by the
following:
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0 1 2 3 4
0 1 . . . .
1 . . . . .
2 . 4 . . .
3 . 3 10 2 .
4 . 1 4 6 .
5 . . . . 1
From this one can read off that, for degree reasons, the only products which
can possibly be non-zero are the following:
(1) ê{i} · ê{j} for i, j ∈ {a, b, c}, i 6= j,
(2) ê{i} · ê{ab#c} for i ∈ {a, b, c}, and
(3) ê{i} · h for i ∈ {a, b, c, ab#c} and h is a generator with |h| = 3 and
deg h = 6, i.e. the “2” in the Betti diagram.
It holds that ij| lcm(i, j) for (i, j) ∈ {(a, b), (b, c), (c, a)}, hence these products are
zero by Lemma 2.4. Moreover, ab#c is not coprime with a, b or c, so the second set
of products are zero for degree reasons. Finally, it is not difficult to see that the
generators h with |h| = 3 and deg h = 6 correspond to the triangles {a, ab, ab#c}
and {b, ab, ab#c} in Fig. 1. So their multidegrees are not orthogonal to the
multidegree of any ê{i} for i ∈ {a, b, c, ab#c}, and hence this products are zero as
well. Thus, all products on TorS∗ (S/a, k) vanish. Alternatively, one can use the
Macaulay2 command isHomologyAlgebraTrivial from the package DGAlgebras
by Frank Moore (which is distributed along with Macaulay2) to verify this.
Next, we show that the ternary Massey product µ3([ê{a}], [ê{b}], [ê{c}]) is non-
zero. It holds that ab| lcm(a, b) and bc| lcm(b, c), so by Lemma 2.5 we need to
show that the simplicial cochain
ω := e∗Gu\{a,ab,b,c} + e
∗
Gu\{a,b,bc,c}
is not a coboundary in Fu, where u := deg lcm(a, b, c). Note that Gu = G(a).
To obtain an explicit description of Fu, we note that a set I ⊆ G(a) is con-
tained in Fu if and only if for each variable, I contains a generator having
the maximal degree in this variable. By using this description of Fu, we find
that Fu is the simplicial complex with vertex set G(a) and minimal non-faces
{b}1, {a, ab, bc#a}, {a, ac, ca#b}, {c, bc, bc#a} and {c, ac, ca#b}.
The verification that ω is not a coboundary can be done with any software sys-
tem capable of computing simplicial cohomology, for example using the package
simpcomp [ES09] for the GAP system [Gap]. Moreover, the Betti numbers of Fu
equal the multigraded Betti numbers of S/a in degree u and thus they do not
depend on the field k. Hence, the cohomology of Fu has no torsion and so our
claim holds independently of the field. 
Remark 3.2. The Poincaré-Betti series of our example can be computed using the
formula given in [Ber06, Theorem 1]. Its specialization to the Z-grading is given
by
PRk (t, z, . . . , z) =
(1 + zt)5
1− t((4z3 + 3z4 + z5)t+ (10z5 + 4z6)t2 + (2z6 + 6z7)t3 − z9t5)
.
1 Note that b is not a vertex of Fu, even though it is contained in the vertex set. Some
authors call such an element a “ghost” vertex.
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Evaluating both sides of Eq. (1) using the preceding expression and the Betti
table of S/a yields the following:
PRk (t, 1, . . . , 1) = 1 + 5t+ 18t
2 + 64t3 + 227t4 + 805t5 + · · ·
QRk (t, 1, . . . , 1) = 1 + 5t+ 18t
2 + 64t3 + 227t4 + 806t5 + · · ·
These series differ, reflecting the fact that S/a is not Golod.
Remark 3.3. The polarization of the ideal in Theorem 3.1 is the Stanley-Reisner
ideal of some simplicial complex ∆ of dimension 5. By taking its 4-skeleton, one
obtains an example of a 4-dimensional simplicial complex Γ, such that k[Γ] is
not Golod but has a trivial product in its Koszul homology. Indeed, the product
stays trivial under taking the skeleton by [Kat16a, Corollary 5.1], and the non-
vanishing Massey product is a 4-cycle, so it cannot become a boundary when we
remove simplices of higher dimension from ∆. In particular, this shows that part
(7) of Theorem 6.3 below is best possible.
4. A bound in terms of regularity
In this section we show a weaker version of Claim 1.1:
Theorem 4.1. Let a ⊂ S be a monomial ideal, let R := S/a and let r :=
max(2, regR − 2). If KR satisfies (Br), then the ring is Golod.
Recall that KR satisfies (Br) if all k-ary Massey products are defined and
contain only zero for all k ≤ r. We prove Theorem 4.1 at the end of this section.
First, we need to introduce some notation. Let ∆ be a simplicial complex with
vertex set V . The Stanley-Reisner ideal of ∆ is the ideal
I∆ =
( ∏
v∈M
Xv : M ⊆ V,M /∈ ∆
)
in the polynomial ring S = k[Xv : v ∈ V ]. The Stanley-Reisner ring of ∆ is then
the quotient k[∆] = S/I∆, cf. [BH98, Chapter 5]. For a subset U ⊆ V , we denote
by ∆|U := {F ∈ ∆ : F ⊆ U} the restriction of ∆ to U .
Lemma 4.2. Let ∆ be a simplicial complex such that Kk[∆] satisfies (Br). Then
the same holds for every restriction of ∆.
Proof. Let U ⊆ V be a subset. The Stanley-Reisner ring of ∆|U is an algebra
retract of k[∆], i.e. there are maps of algebras ι : k[∆|U ]→ k[∆] and p : k[∆]→
k[∆|U ] such that p ◦ ι = id. These maps induce maps on the Koszul complexes
Kι : Kk[∆|U ] → Kk[∆] and Kp : Kk[∆] → Kk[∆|U ], which are maps of DGAs and
satisfy Kp ◦Kι = id.
Let a1, . . . , ak ∈ H∗(Kk[∆|U ]) for some k ≤ r. By our assumption that Kk[∆]
satisfies (Br), µk((Kι)∗(a1), . . . (Kι)∗(ak)) is defined and contains only zero. Hence
Proposition 2.2 implies that
µk((Kp ◦Kι)∗(a1), . . . (Kp ◦Kι)∗(ak)) = µr(a1, . . . , ak)
is defined as well and contains zero. Moreover, it contains only zero, because (Kι)∗
is an injective map from µr(a1, . . . , ak) to µk((Kι)∗(a1), . . . (Kι)∗(ak)) = {0}. 
The next lemma is the key step in our proof of Theorem 4.1.
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Lemma 4.3. Let ∆ be a simplicial complex. Assume that there exists a nonzero
cohomology class α ∈ Hd(∆; k) for some d ≥ 1, such that the restriction of α to
any induced subcomplex of ∆ is zero.
If ∆ is not 2-neighborly, then Kk[∆] does not satisfy (B2), i.e. there exists a
non-vanishing product in the Koszul homology.
Here, “2-neighborly” means that every two vertices are connected by an edge.
Proof. Let V be the vertex set of ∆. For i ∈ N and two non-empty disjoint
subsets I, J ⊂ V , we write ϕI,Ji : H˜i(∆|I∪J ; k) → H˜i(∆|I ∗∆|J ; k) for the map
induced by the inclusion ∆|I∪J →֒ ∆|I ∗ ∆|J . Recall that these maps vanish if
and only if all products on the Koszul homology vanish [IK14, Proposition 6.3].
For a chain τ =
∑
σ∈∆ cσσ on ∆ we define
V (τ) := {v ∈ V : ∃σ ∈ ∆ : v ∈ σ, cσ 6= 0}.
Our hypothesis implies that
(2) 〈ω, α〉 = 0 for all ω ∈ Hd(∆) with V (ω) 6= V.
If ∆ is not 2-neighborly, then there exist two vertices v, w which are not connected
by an edge. Set I := {v, w} and J := V \ I. Note that d ≥ 1 implies that ∆ has
more than two vertices and hence J 6= ∅. As α 6= 0, there exists an ω ∈ Hd(∆)
such that 〈ω, α〉 6= 0. We claim that ϕI,Jd (ω) 6= 0, and hence there exists a
non-vanishing product in the Koszul homology.
Before we prove the claim, we define some auxiliary maps. For a chain τ =∑
σ cσσ on ∆ we set
τv :=
∑
{cσσ : v ∈ σ} and
τ v :=
∑
{cσ(σ \ {v}) : v ∈ σ}.
Choose a linear order on V such that v is the smallest vertex and orient ∆
accordingly. Under this convention it holds that dτv = (dτ)v + τ
v.
Now we turn to the proof of our claim. Assume the contrary, i.e. that ϕI,Jd (ω) =
0. Then there exists a (d + 1)-chain τ in ∆|I ∗ ∆|J such that dτ = ω. Set
ω′ := dτv = ωv + τ
v. Note that ω′ is in fact a chain on ∆, because both ωv and
τ v are chains on ∆. (For the latter, recall that τ ∈ ∆|I ∗∆|J and ∆|I are just the
two disconnected vertices v and w.) Further, v /∈ V (ω − ω′), hence by Eq. (2) it
follows that 〈ω − ω′, α〉 = 0 and thus
〈ω′, α〉 = 〈ω, α〉 6= 0.
As v and w are not connected in ∆|I ∗ ∆|J , it holds that w /∈ V (τv). Hence
w /∈ V (ω′) as well, contradicting Eq. (2). 
From the preceding lemma, we obtain the following result, which we consider
to be of independent interest:
Proposition 4.4. Let a ⊂ S be a monomial ideal, let R := S/a and assume that
KR satisfies (Br−1) for some r ≥ 3. Let a1, . . . , ar ∈ H∗(KR) be elements of the
Koszul homology. If deg ai = |ai|+1 for some i (i.e. ai lies in the 2-linear strand
of KR), then µr(a1, . . . , ar) = {0}.
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Proof. The claim is invariant under polarization, so we may assume that a is
squarefree and thus is the Stanley-Reisner ideal of some simplicial complex ∆
with vertex set V . Assume to the contrary that µr(a1, . . . , ar) contains a non-
zero element α.
For any subset U ⊆ V , consider the map Kp,U : Kk[∆] → Kk[∆|U ] of DGAs from
the proof of Lemma 4.2. By replacing V with a suitable subset, we may assume
that H∗(Kp,U)(α) = 0 for every proper subset U ( V . Note that Kk[∆|U ] satisfies
(Br−1) because Kk[∆] does (cf. Lemma 4.2), and α is also a Massey product of
∆|U . So we may replace ∆ by ∆|U .
Assume that deg ai = |ai| + 1 for some i. The element ai is nonzero, because
otherwise zero would be contained in µr(a1, . . . , ar). But by Lemma 2.1, this set
contains only one element α and we assumed that to be non-zero. The element
ai corresponds to a 0-class in some restriction of ∆, and as it is non-zero, this
restriction is disconnected. But now ∆ satisfies the hypothesis of Lemma 4.3 and
it is not 2-neighborly, thus Kk[∆] does not satisfy (B2), a contradiction. 
Theorem 4.1 follows from Proposition 4.4 by degree considerations:
Proof of Theorem 4.1. Assume that KR satisfies (Br−1) but not (Br) for some
r ≥ 3. Then there exist homogeneous elements a1, . . . , ar ∈ H∗(KR) such that
α ∈ µr(a1, . . . , ar) is nonzero. Now Proposition 4.4 implies that deg ai ≥ |ai| + 2
for all i. Hence
deg α =
∑
i
deg ai ≥
∑
i
|ai|+ 2r = |m|+ r + 2
Thus, α 6= 0 implies that r ≤ regS R− 2. 
We close this section with another consequence of Lemma 4.3. It extends the
result on Golod surfaces by Iriye and Kishimoto [IK15, Theorem 1.3].
Theorem 4.5. Let ∆ be a triangulation of a k-orientable manifold. If k[∆] is
Golod, then ∆ is 2-neighborly.
Proof. The fundamental class of ∆ satisfies the hypothesis of Lemma 4.3. 
The converse of this result holds if ∆ is two-dimensional, cf. [IK15, Theorem
1.3]. In higher dimensions, the converse does not hold. Indeed, the boundary com-
plex of any simplicial 2-neighborly polytope is Gorenstein* and thus not Golod.
To see the latter, note that the Kozyul homology of a Gorenstein ring is a Poincaré
algebra and thus cannot have only zero products, cf. [BH98, Theorem 3.4.5].
Moreover, the assumption that ∆ is k-orientable cannot be removed. For ex-
ample let ∆ be the complex obtained from the usual 6-vertex triangulation of the
real projective plane by applying a stellar subdivision to one of the facets. Then
∆ is not 2-neighborly but k[∆] is Golod if (and only if) char k 6= 2. See [Kat16a,
Example 4.2] for a detailed discussion of this example.
5. How the example was found
In this section we sketch the considerations that lead to Theorem 3.1. Our
approach is to try to obtain necessary combinatorial conditions on the generators
of an ideal with the desired properties. We illustrate the techniques employed in
the proof of the following result.
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Proposition 5.1. Let a ⊂ S = k[x1, . . . , xn] be a monomial ideal, such that the
product in H∗(KS/a) = Tor
S
∗ (S/a, k) is trivial, but S/a is not Golod.
Then n ≥ 5 and a has at least 8 minimal generators.
We only provide a sketch of the proof, because some of the arguments are quite
repetitive.
Sketch of the proof. We first show that a has at least 8 generators. The proof
goes by contradiction, so assume that a satisfies the assumption but has less than
8 generators. As the claim is invariant under polarization, we may also assume
that a is squarefree.
Our first step is to show that we only need to consider ternary Massey products.
As S/a is not Golod, there is a nonzero Massey product µr(a1, . . . , ar) for some
r ≥ 3 and a1, . . . , ar ∈ H∗(KS/a). All Betti numbers of S/a have squarefree
multidegrees, so the multidegree of this Massey product is squarefree as well,
and hence the multidegrees of the ai have disjoint supports. For each ai there
exists at least one generator mi of a whose multidegree is componentwise smaller
than the multidegree of ai. Thus we obtain r minimal generators of a which
are pairwise coprime. We assumed that the product in H∗(KS/a) is trivial, so
Lemma 2.4 implies that there are
(
r
2
)
generators mij of a with mij | lcm(mi, mj)
for 1 ≤ i < j ≤ r. Now r +
(
r
2
)
≤ #G(a) = 7 yields that r = 3.
From now on, we identify squarefree monomials with finite sets. If we want to
explicitly turn a finite set a into a monomial we write ma :=
∏
i∈a xi. Moreover,
we are computing in T• ⊗S k, so all non-constant monomials are in fact zero.
Our considerations so far yields that a has at least six generators a, b, c, ab, bc, ca
satisfying that
(1) a, b, c are pairwise disjoint, and
(2) ij ⊂ i ∪ j and ij ∩ i, ij ∩ j 6= ∅ for (i, j) ∈ {(a, b), (b, c), (c, a)}.
We choose a total order on them by setting a ≺ ab ≺ b ≺ bc ≺ c ≺ ca. By
our hypothesis, the product in H∗(KS/a) is trivial and µ3([ê{a}], [ê{b}], [ê{c}]) is
non-trivial. So by Lemma 2.1, µ3([ê{a}], [ê{b}], [ê{c}]) contains only one element,
and by Lemma 2.5 this element is the class of ω := −ê{a,ab,b,c} − ê{a,b,bc,c}.
We are going to derive information about the generators of a from the assump-
tion that ω is not a boundary. It holds that
∂ê{a,ab,b,bc,c} = ma\abê{ab,b,bc,c} − ê{a,b,bc,c} +mb\(ab∪bc)ê{a,ab,bc,c}
−ê{a,ab,b,c} +mc\bcê{a,ab,b,bc}.
The first and the last term are zero, because a \ ab 6= ∅ and c \ bc 6= ∅. Hence
ω = −mb\(ab∪bc)ê{a,ab,bc,c}.
For this to be non-zero, it is necessary that b \ (ab ∪ bc) = ∅, or equivalently
(3) b ⊂ ab ∪ bc
Next, we compute that
∂ê{a,ab,bc,c,ca} = ma\(ab∪ca)ê{ab,bc,c,ca} −mab\(a∪bc)ê{a,bc,c,ca} +mbc\(ab∪c)ê{a,ab,c,ca}
−mc\(bc∪ca)ê{a,ab,bc,ca} + ê{a,ab,bc,c}.
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Equation (3) implies that ab\(a∪bc) 6= ∅ and bc\(ab∪c) 6= ∅, so the corresponding
terms are zero. So for ω not being a boundary, it is necessary that a ⊂ ab∪ ca or
c ⊂ bc ∪ ca. By symmetry, we may assume that
(4) a ⊂ ab ∪ ca
Note that ab and c are coprime, so by Lemma 2.4 there exists a generator
ab#c ∈ G(a), ab#c 6= ab, c with ab#c ⊂ ac ∪ c. We claim that (3) and (4) imply
that ab#c is different from a, b, c, ab, bc and ca. Indeed, it is clearly different from
a, b, c and ab. If ab#c = ca, then (4) implies that a ⊆ ab ∪ ca = ab ∪ ab#c = ab,
a contradiction to the assumption that a is a minimal generator of a. Hence
ab#c 6= ca and similarly, (3) implies that ab#c 6= bc. In conclusion, a has at least
seven generators.
Next, we note that a∩ bc = ∅ and b ∩ ca = ∅, so again there has be generators
bc#a, ca#b ∈ G(a) with bc#a ⊂ bc∪a and ca#b ⊂ ca∪b. It remains to show that
not both of these generators can be equal to some of the generators we already
have. This is done by arguments very similar to the ones already used, but as this
results in a rather extensive and repetitive case distinction, we omit the details.
Finally, we show that n ≥ 5. Again, we assume for a contradiction that n ≤ 4.
This is obviously not invariant under polarization, so we do not assume that a is
squarefree. Instead we denote the polarization of a by ap.
As before we start by showing that we only need to consider ternary Massey
products. Consider a nonzero Massey product µr(a1, . . . , ar) for some r ≥ 3 and
a1, . . . , ar ∈ H∗(KS/a). The homological degree of the product is µr(a1, . . . , ar) =∑
i |ai|+ r− 2 ≥ 2(r− 1). Hilbert’s syzygy theorem implies that 2(r− 1) ≤ n, so
if n ≤ 4 then r = 3. We apply the considerations from above to ap. In particular,
a
p has generators a, b, c, ba, bc, ca such that a, b and c are pairwise coprime, and
which satisfy (3) and (4). But these equations imply that the generators of
a corresponding to a and b cannot be pure powers, so they involve at least 2
variables each. As both are coprime with c, we conclude that there are at least
2 + 2 + 1 = 5 variables. 
The counterexample to Claim 1.1 was found using similar techniques as in the
preceding proof. In particular, we used a computer to compute the boundaries of
various element of the Taylor resolution and to extract necessary combinatorial
conditions from this. To check whether the conditions are sufficient to ensure that
the Massey product is nonzero, we considered sets a, b, . . . “as generic as possible”
with respect to the given constraints and computed the Massey product in T•⊗k.
A rather short computer search yielded several examples of choices of the gener-
ators such that the Massey product is non-zero. Note that the examples found this
way are guaranteed to have trivial products of elements of homological degree 1
and to have µ3([ê{a}], [ê{b}], [ê{c}]) 6= 0. However, one has to check separately that
there are no other non-zero products. Finally, the example of Theorem 3.1 was ob-
tained from such a computer-generated example by the deletion of some variables
and by de-polarizing. Note that in our example it happens that bc#a = ca#b.
6. Remarks and Questions
In this last section, we collect some remarks and an open question.
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6.1. The gap in the proof of Claim 1.1. Let us briefly discuss what seems to
be the reason for the failure of Claim 1.1. First, this result was stated in [Jöl06,
Theorem 7.1] under the additional assumption that R = S/a satisfies a certain
property (P). In that article, it was conjectured that every monomial ring has
this property, and that conjecture was then confirmed in [BJ07], leading to the
unconditional statement of Claim 1.1 in [BJ07, Theorem 5.1].
The problem with this proof seems to lie in [Jöl06, Theorem 7.1]. Its proof
goes by applying discrete Morse theory to the Taylor resolution of S/a. Here,
a special type of Morse matching on the Taylor complex is used, a so–called
standard matching. We refer the reader to [Jöl06, Definition 3.1] for the precise
definition. A standard matching is compatible with the multiplicative structure
of the Taylor complex in a certain way. This compatibility is crucial for the study
of the multiplicative structure on TorS∗ (S/a, k).
It is stated in [Jöl06, p. 268] that such a standard matching always exists, but
this is not true. For example, it is not difficult to see from the definition that the
ideal
a = (x21, x1x2, x2x3, x3x4, x
2
4) ⊂ k[x1, . . . , x4] = S
does not allow a standard matching. In fact, this example is taken from [Avr81,
Example 2.2] where it is given as an example of an ideal whose minimal free
resolution does not allow a DGA structure. A standard matching does not induce
a DGA structure in general, but it is related. Therefore, is seems plausible to
look for ideals not admitting a standard matching among the known examples
of ideals whose minimal free resolution does not allow a DGA structure. As this
example does not satisfy (B2), it does not directly yield a counterexample to
Claim 1.1.
Recently, de Stefani found two monomial ideals whose product is not Golod
[DS16]. This yields a counterexample to another result of [BJ07], namely The-
orem 5.5 in loc.cit., which states that the so-called strong gcd-condition implies
Golodness. Here the actual error is in [Jöl06] as well, but is it not the same as
the one behind the failure of 1.1.
6.2. A general bound for the Massey products. We wonder whether The-
orem 4.1 holds more generally:
Question 6.1. Is the assumption “monomial” in Theorem 4.1 really necessary?
More precisely, let a ⊂ S be a homogeneous ideal, let R := S/a and let r :=
max(2, regS/a− 2). If KR satisfies (Br), does it follow that R is Golod?
Note that to answer this question, it would be enough to prove Proposition 4.4
for general graded rings. For completeness, we also note the following criteria for
the Golod property, which look similar to Theorem 4.1 but are actually rather
straightforward:
Proposition 6.2. Let a ⊂ S = k[x1, . . . , xn] be a homogeneous ideal and let
R = S/a.
(1) If KR satisfies (B⌊p/2⌋+1) for p = pdimR, then it is Golod.
(2) If a is a squarefree monomial ideal which contains no variable and R
satisfies (B⌊n/2⌋), then R is Golod.
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Proof. The first claim follows easily by considering the homological degree of a
Massey product.
Under the assumptions of the second claim, every nonzero Koszul cycle has at
least two nonzero components in its multidegree. So any Massey product of more
than ⌊n/2⌋ factors is zero for multidegree reasons. 
6.3. Special classes of monomial ideals. We close this article with a collection
of several classes of monomial ideals for which zero products imply zero Massey
products.
Theorem 6.3. Let a ⊂ S be a monomial ideal and let R := S/a. Then R
is Golod, if the product in the Koszul homology of R is trivial and one of the
following conditions holds:
(1) a is generated by monomials of degree 2,
(2) a is generic (in the sense of [MSY00, Definition 1.1]),
(3) a has at most seven generators,
(4) dimS ≤ 4,
(5) a is squarefree and dimS ≤ 8,
(6) reg S/a ≤ 4, or
(7) a is the Stanley-Reisner ideal of a simplicial complex of dimension at most
3.
Proof. (1) This follows from the characterization of the Golod property among
flag simplicial complexes, [BJ07, Theorem 6.4]. The proof of this result given in
[BJ07] depends on Claim 1.1, but there is an independent proof by Grbic, Panov,
Theriault and Wu [GPTW16, Theorem 4.6].
(2) It follows from the description of the minimal free resolutions via the Scarf
complex (cf. [MSY00, Theorem 1.5 (f)]) that for each multidegree a ∈ Nn, there
exists at most one homological degree i ∈ N such that TorSi (S/a, k)a 6= 0. Such
an i exists if and only if there is a unique subset I(a) ⊂ G(a) of the generators
of a such that a = deg lcm {m ∈ I(a)}, and in this case it holds that i = #I(a).
Assume that there exists a nonzero Massey product ω ∈ µr(α1, . . . , αr) for
r ≥ 3 and homogeneous elements α1, . . . , αr ∈ Tor
S
∗ (S/a, k)a. From degω =∑r
i=1 degαi and the uniqueness of I(ω), it follows that I(degω) =
⋃r
i=1 I(degαi).
Considering the homological degrees yield the following:
r∑
i=1
|αi| =
r∑
i=1
#I(degαi) ≥ #
(
r⋃
i=1
I(degαi)
)
= #I(ω)
= |ω| =
r∑
i=1
|αi|+ r − 2
It follows that r ≤ 2, so the only Massey products which can possibly be nonzero
are the binary Massey products.
(3),(4) This is Proposition 5.1.
(5) Any counterexample to Claim 1.1 has at least three generators which are
pairwise coprime. Further, by Proposition 4.4 we may also assume that these
generators have degree at least three. But three squarefree pairwise coprime
monomials of degree at least three can only exist if the ambient ring has at least
nine variables.
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(6) This is immediate from Theorem 4.1.
(7) This is a special case of part 6).

Remark 6.4. The assertion of part (2) of the preceding theorem follows also from
the statement of [Cha05, Prop. 2.5]. However, that result builds on [BPS98, Corol-
lary 3.6], which claims that the minimal free resolution of a generic monomial
ideals admits the structure of a DGA. As I recently found a counterexample to
the latter (cf. [Kat16b, Theorem 5.1]), I included a full proof of part (2) of
Theorem 6.3.
Remark 6.5. The parts (3) and (4) of Theorem 6.3 both fail for non-monomial
ideal. Indeed, Roos [Roo] recently found an example of a non-monomial ideal
I ⊂ S in four variables with six generators, such that S/I is not Golod but has
only zero products in its Koszul homology.
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