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UNIQUENESS RESULTS FOR ZAKHAROV-KUZNETSOV EQUATION
LUCREZIA COSSETTI, LUCA FANELLI, AND FELIPE LINARES
Abstract. In this paper we study uniqueness properties of solutions to the Zakharov-Kuznetsov equation of
plasma physic.
Given two sufficiently regular solutions u1, u2, we prove that, if u1 ´ u2 decays fast enough at two distinct
times, then u1 ” u2.
1. Introduction
This paper is concerned with uniqueness properties results for solutions of the so called Zakharov-Kuznetsov
equation
Btu` B3xu` BxB2yu` uBxu “ 0, px, yq P R2, t P r0, 1s. (1)
Equation (1) is one of the variants of the p2 ` 1q-dimensional generalization of the Korteweg-de Vries (KdV)
equation that reads
Btu` B3xu` uBxu “ 0, x P R, t P r0, 1s. (2)
The equation was introduced in the context of plasma physic by Zakharov and Kuznetsov in [38], where they
formally deduced that the propagation of nonlinear ion-acoustic waves in magnetized plasma is governed by
this mathematical model. A rigorous derivation of equation (1) was given by Lannes, Linares and Saut in [29].
The problem of local and global well-posedness for the Cauchy problem associated to (1) has extensively been
studied. Up to date the best local well-posedness result available in the literature was obtained independently
by Molinet and Pilod [33] and Grünrock and Herr [16] for initial data in HspR2q, s ą 1
2
. Then the global theory
follows by standard arguments based on L2 and H1 conservation laws. We refer to [14, 30–32] and references
therein for other results of this type and several additional remarks concerning with properties of this equation.
Our main goal is to prove uniqueness properties from two distinct times for equation (1). More precisely we
want to deduce sufficient conditions on the behavior of the difference u1 ´ u2 of two solutions u1, u2 of (1) at
two different times, t0 “ 0 and t1 “ 1, which guarantee that u1 ” u2. This kind of results is inspired to the
program performed in [7–12] for Schrödinger and KdV (see also [37] and Remark 1.1 below for further details).
The main motivation for our study is a recent work by Bustamante, Isaza and Mejía [4] where an upper
bound for the possible decay at two different times of a non-trivial difference of two solutions of (1) was given.
More precisely they prove the following:
Theorem 1.1 ( [4] ). Suppose that for some small ε ą 0
u1, u2 P C
`r0, 1s;H4pR2q X L2pp1 ` x2 ` y2q 43`ε dxdyq˘X C1`r0, 1s;L2pR2q˘,
are solutions of (1). Then there exists a universal constant a0 ą 0, such that if for some a ą a0
u1p0q ´ u2p0q, u1p1q ´ u2p1q P L2peapx2`y2q3{4 dxdyq,
then u1 ” u2.
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Remark 1.1. As the authors in [4] pointed out, this result does not appear to be optimal, indeed the symmetric
character in x and y of the decay assumption does not reflect the non symmetric form, with respect to x and
y, of equation (1).
To explain this fact, let us sketch the analog picture for KdV and Schrödinger equations. As regards with
the KdV equation, Escauriaza, Kenig, Ponce and Vega in [9], considering u1 and u2 two solutions of
Btu` B3xu` uBxu “ 0, px, tq P Rˆ r0, 1s, (3)
deduced that there exists a universal constant a0 ą 0 such that if for some a ą a0
u1p0q ´ u2p0q, u1p1q ´ u2p1q P L2peax
3{2
` dxq, (4)
then u1 ” u2. (Here x` :“ maxtx; 0u).
Instead in [12] the same authors considered solutions of the Schrödinger equation
Btu “ ip∆u` V px, tquq, px, tq P Rn ˆ r0, 1s, (5)
and proved that if u is a solution of this equation and if there are two positive constants α and β with αβ ă 4
such that
‖e|x|
2{β2up0q‖L2pRnq, ‖e|x|
2{α2up1q‖L2pRnq ă 8, (6)
then u ” 0.
The value 3{2 in the exponent in (4) arises in the asymptotic behavior of the Airy function, while the Gaussian
decay is known to be the sharpest possible simultaneous decay for both a function f and its Fourier transformpf, which explains (6) together with the aid of the explicit formula for the Schrödinger kernel.
For the ZK equation one might expect to have a sharp decay of the form e´ax
3{2´by2 . This is because of
the decay of the fundamental solution of KdV and the Gaussian parabolic heritage arising from the Fourier
uncertainty.
Recently, Faminskii and Antonova in [15] showed that the previous “natural” ansatz for the decay assumption
is wrong, they proved that the fundamental solution to the operator Bt`B3x`BxB2y still displays an exponential
decay but just in the x variable. More precisely, considering the IVP#
Btu` B3xu` BxB2yu “ 0
upx, y, 0q “ u0px, yq
whose solution given as a convolution by
upx, y, tq “ θptq
t
2
3
S
´ x
t
1
3
,
y
t
1
3
¯
˚ u0px, yq,
where
Spx, yq :“ 1
2pi
F´1
“pξ, ηq ÞÑ eipξ3`ξη2q‰ “ 1
4pi2
ż
R2
eiξx`iηyeipξ
3`ξη2q dξdη, (7)
θ is the Heaviside function and F´1 represents the inverse Fourier transform, they prove for the function S the
following result.
Lemma 1.1. Let Spx, yq be as in (7), for any x P R and integer k ě 0 the derivative BkxSpx, yq belongs to the
Schwartz space SpRq with respect to y and there exists a constant c0 ą 0 such that for any x0 P R, integer m ě 0
and multi-index ν
p1 ` |y|qm|Bνx,y Spx, yq| ď cpm, |ν|, x0qe´c0px´x0q
3{2 @x ě x0, @ y P R. (8)
This lemma suggests what should be the sharp decay for solutions to the nonlinear problem. Our main result
in this work shows that is in fact the case. More precisely we prove the following:
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Theorem 1.2. Suppose that for some small ε ą 0,
u1, u2 P C
`r0, 1s;H4pR2q X L2pp1 ` |x|q2p 43`εq dxdyq˘X C1pr0, 1s;L2pR2qq, (9)
are solutions of the equation (1).
Then there exists a universal constant a0, such that if for some a ą a0
u1p0q ´ u2p0q, u1p1q ´ u2p1q P L2
`
ea|x|
3{2
dxdy
˘
, (10)
then u1 ” u2.
In order to obtain this result, following [16] we introduce the linear change of variables$&%x “
x1`y1
2µ
y “ x1´y1
2λ
(11)
with λ “ ?3µ and µ “ 4´1{3.
It turns out that if u “ upx, y, tq solves (1) then rupx1, y1, tq :“ u`x1`y1
2µ
, x
1´y1
2λ
, t
˘
solves
Btu` pB3x ` B3yqu` 4´1{3u pBx ` Byqu “ 0, px, yq P R2, t P r0, 1s, (12)
that is a symmetric version of Z-K equation (1). Here with abuse of notation we have called x1, y1, ru as x, y, u
respectively.
Therefore Theorem 1.2 is a consequence of the following result.
Theorem 1.3. Suppose that for some ε ą 0,
u1, u2 P C
`r0, 1s;H4pR2q X L2pp1` |x` y|q2p 43`εq dxdyq˘X C1pr0, 1s;L2pR2qq, (13)
are solutions of the equation (12).
Then there exists a universal constant a0, such that if for some a ą a0
u1p0q ´ u2p0q, u1p1q ´ u2p1q P L2
`
ea|x`y|
3{2
dxdy
˘
, (14)
then u1 ” u2.
Notice that, if u1, u2 solve (12), then v :“ u1 ´ u2 is a solution to
Btv ` pB3x ` B3yqv ` 4´
1
3u1pBx ` Byqv ` 4´ 13 pBx ` Byqu2 v “ 0. (15)
Since it comes into play in the proof of Theorem 1.3 and we think it is of independent interest, we state the
following linear result for (15) (actually it is considered a slightly more general equation than (15)).
Theorem 1.4. Suppose that for some small ε ą 0,
v P C`r0, 1s;H3pR2q X L2pp1 ` |x` y|q2p 43`εq dxdyq˘X C1pr0, 1s;L2pR2qq,
is a solution of
Btv ` pB3x ` B3yqv ` a1px, y, tqpBx ` Byqv ` a0px, y, tqv “ 0, (16)
where a0 P L8 X L2xL8y,t and a1 P L8 X L2xL8yt X L1xL8yt.
Then there exists a universal constant a0 ą 0 such that if for some a ą a0
vp0q, vp1q P L2pea|x`y|3{2 dxdyq,
then v ” 0.
We shall see that, under the hypotheses of Theorem 1.3, (15) turns out to be a particular case of (16) with
a0 “ 4´ 13 pBx ` Byqu2 and a1 “ 4´ 13u1, therefore our result in Theorem 1.3 will follow as a consequence of the
validity of Theorem 1.4.
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The optimality of Theorem 1.3 (and thus of Theorem (1.2)) is proved in the following theorem.
Theorem 1.5. Suppose that for some ε ą 0
u P C`r0, 1s;H4pR2q X L2pp1 ` |x` y|q2p 43`εq dxdyq˘ X C1pr0, 1s;L2pR2qq,
is a solution of the equation (12). Let a0 be a positive constant such that
up0q P L2pea0px`yq3{2` dxdyq,
then u satisfies
sup
tPr0,1s
ż
R2
eaptqpx`yq
3{2
` |upx, y, tq|2 dxdy ď C “ Cpa0, ‖u‖Cpr0,1s;H2pR2qq, ‖ea0px`yq
3{2
` {2u‖Cpr0,1s;H2pR2qqq,
with
aptq “ a0p1` 27a20t{2q1{2
.
Remark 1.2. Notice that following the argument in [9] it can be proved that given a0 ą 0 and δ ą 0 there exists
a non trivial initial datum u0 P SpR2q, c1, c2 ą 0 and an interval of time ∆T ą 0 such that the corresponding
solution upx, y, tq of (12) with initial datum u0 :“ up0q satisfies
c1 e
´pa0`δqpx`yq
3{2 ď upx, y, tq ď c2 e´pa0´δqpx`yq3{2 , x` y ąą 1, t P r0,∆T s.
The paper is organized as follows. Section 2 represents the core of our work as regards to the symmetric Z-K,
here we are concerned with the proofs of Theorem 1.4 and of its nonlinear counterpart Theorem 1.3. In order
to do that, following the scheme in [9], we introduce two types of estimates, a lower bound which follows after
performing a suitable Carleman estimate and an upper bound for the H2 norm of the solutions which exploits
the exponential decay assumed for the initial and final data.
In Section 3, our main result Theorem 1.2 for the original Z-K equation is proved.
Finally in Section 4 the proof of Theorem 1.5 is given.
Acknowledgment. The authors would like to thank Pedro Caro for helpful comments and suggestions.
The research of L.C. is supported by the Basque Government through the BERC 2014-2017 program and
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2. Proof of Theorems 1.3- 1.4
This section is concerned with the proof of Theorems 1.3- 1.4. As sketched above, we will prove a lower
and an upper bound in suitable weighted norms for the solution v to (16) and then perform a contradiction
argument.
2.1. Lower bound. This subsection is mainly interested in the proof of the following result.
Theorem 2.1. Let v P Cpr0, 1s;H3pR2qq be a solution of (16) with a0, a1 P L8pR3q. Assume thatż
R2
ż 1
0
`
|v|
2 ` |∇v|2 ` |∆v|2˘ dx dy dt ď A2.
Let δ ą 0, r P p0, 1
2
q and Q :“ tpx, y, tq :
a
x2 ` y2 ď 1, t P rr, 1´ rsu and suppose that ‖v‖L2pQq ě δ. Then there
exist constants rR0, c0, c1 depending on A, ‖a0‖8 and ‖a1‖8, such that for R ě rR0
ARpvq :“
´ ż 1
0
ż
QR
`
|v|
2 ` |∇v|2 ` |∆v|2˘ dx dy dt¯ 12 ě c0e´c1R 32 ,
where QR :“ tpx, yq : R´ 1 ď |x` y| ď R ^ R´ 1 ď |x´ y| ď Ru.
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Figure 1. The region QR
The previous idea of establishing lower bounds for the asymptotic behavior of a suitable norm of the solution
in an annulus domain stems from a work by Bourgain and Kenig [2] on a class of stationary Schrödinger
operators ´∆`V pxq in which the property of spectral localization, that is the phenomenon for which the point
spectrum of the analyzed operator presents exponentially decaying eigenfunctions, is studied.
In that work they needed precise quantitative information on the rate of local vanishing for eigenfunctions,
more precisely, local bounds on the eigenfunctions both from above and from below were required. Unlike the
upper bound, which just needs classical tools to be achieved, the lower bound is a more subtle issue. The
statement (Lemma 3.10 in [2]) is as follows.
Lemma 2.1. Let u be a bounded solution of ∆u ` V u “ 0 in R with suitable additional assumptions about V.
Let x0 P Rn, |x0| “ R ą 1. Then
max
R´1ăxăR
|upxq| ą c0e´c1plogRqR
4
3
.
This was derived from the following Carleman type estimate.
Lemma 2.2. There are constants C1, C2, C3, depending only on n and an increasing function w “ wprq for
0 ă r ă 10 such that
1
C1
ă wprq
r
ă C1
and for all f P C80 pB10zt0uq, α ą C2, we have
α3
ż
Rd
w´1´2αf2 ď C3
ż
Rd
w2´2αp∆fq2.
In order to obtain the lower bound in Theorem 2.1, in the same spirit as Bourgain and Kenig we will start
performing a Carleman estimate for our operator
P “ Bt ` pB3x ` B3yq ` a1px, y, tqpBx ` Byq ` a0px, y, tq, (17)
where a0, a1 P L8pR3q.
As a starting point we will prove the following Carleman estimate for the leading part of the operator P,
namely Bt ` B3x ` B3y.
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Lemma 2.3. Assume that ϕ : r0, 1s Ñ R is a smooth function. Then, there exist two constants c ą 0 and
M1 “M1p‖ϕ1‖8, ‖ϕ2‖8q ą 0 such that the inequality
α
5
2
R3
∥
∥
∥e
αφpx,y,tqφpx, y, tq g
∥
∥
∥
L2pR2ˆr0,1sq
` α
3
2
R2
‖eαφpx,y,tq|∇g|‖L2pR2ˆr0,1sq
ď c‖eαφpx,y,tqpBt ` B3x ` B3yqg‖L2pR2ˆr0,1sq (18)
holds, for R ě 1, α such that α2 ěM1R3, g P C80 pR2 ˆ r0, 1sq supported in!
px, y, tq P R2 ˆ r0, 1s :
∣
∣
∣
κ
R
` ϕptqξ
∣
∣
∣ ě 1
)
and φpx, y, tq “ ∣∣κ
R
` ϕptqξ∣∣2 “ ` x
R
` ϕptq˘2 ` ` y
R
` ϕptq˘2, with κ “ px, yq and ξ “ p1, 1q.
Remark 2.1. In order to obtain from the previous result an estimate involving the whole operator P as defined
in (17), a very essential role is played by the multiplicative parameter α on the left-hand side of (18). Indeed
by taking α sufficiently large, we can make the term on the left-hand side as large as we need in order to absorb
potential lower order terms.
This fact can be seen at work explicitly in the proof of Lemma 2.4 below, where a Carleman estimate for the
whole operator P “ Bt `B3x `B3y ` a1pBx `Byq ` a0 is given. Indeed by virtue of the assumption α2 ěM1R3 in
Lemma 2.3, the terms α
5
2
R3
and α
3
2
R2
grow as a positive fractional power of R, therefore, being R a large parameter,
it will allow us to include in the estimate lower order derivatives.
Proof. From now on with an abuse of notation we will write L2 instead of L2pR2 ˆ r0, 1sq.
Because of the difficulty to prove an exponentially weighted estimate, as usual in this context, we reduce
ourselves into proving an estimate for the conjugated operator
eαφpx,y,tqpBt ` B3x ` B3yqe´αφpx,y,tq.
The main point in the proof is, roughly speaking, a “positive commutator argument” that will give a lower
bound for the conjugated operator eαφpBt ` B3x ` B3yqe´αφ once it is decomposed as a sum of its symmetric and
skew-symmetric part.
In order to do that we define f “ eαφpx,y,tqg, observe that
e2αφ|∇g|2 “ e2αφ“pe´αφBxf ´ αBxφe´αφfq2 ` pe´αφByf ´ αByφe´αφfq2‰
“ pBxf ´ αBxφfq2 ` pByf ´ αByφfq2.
Using this identity it is sufficient to prove
c‖eαφpBt ` B3x ` B3yqe´αφf‖L2 ě
α
5
2
R3
‖φf‖L2 `
α
3
2
R2
‖Bxf ´ αBxφf‖L2 `
α
3
2
R2
‖Byf ´ αByφf‖L2 . (19)
A straightforward computation gives
eαφpBt ` B3x ` B3yqe´αφf “´ αBtφf ` Btf ´ αB3xφf ` 3α2pBxφqpB2xφqf ´ α3pBxφq3f
´ 3αB2xφBxf ` 3α2pBxφq2Bxf ´ 3αBxφB2xf ` B3xf
´ αB3yφf ` 3α2pByφqpB2yφqf ´ α3pByφq3f ´ 3αB2yφByf
` 3α2pByφq2Byf ´ 3αByφB2yf ` B3yf.
We can write this as
eαφpBt ` B3x ` B3yqe´αφf “ Aαf ` Sαf,
where Aα and Sα are respectively skew-symmetric and symmetric operators given by
Aα :“ Bt ` B3x ` B3y ` 3α2pBxφq2Bx ` 3α2pByφq2By ` 3α2pBxφqpB2xφq ` 3α2pByφqpB2yφq
Sα :“ ´3αBxpBxφBx¨q ´ 3αBypByφBy¨q `
`´ α3pBxφq3 ´ αB3xφ˘` `´ α3pByφq3 ´ αB3yφ˘´ αBtφ.
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Thus one gets
‖eαφpx,y,tqpBt ` B3x ` B3yqe´αφpx,y,tqf‖2L2 “ ‖pAα ` Sαqf‖2L2
“ xpAα ` Sαqf, pAα ` Sαqfy
“ ‖Aαf‖2L2 ` ‖Sαf‖2L2 ` xAαf, Sαfy ` xSαf,Aαfy
ě xrSα, Aαsf, fy.
Remark 2.2. From now on, to save space, we abbreviate
ş
:“ţ
R2ˆr0,1s
and omit the arguments of integrated
functions.
Now we choose
φpx, y, tq “
∣
∣
∣
κ
R
` ϕptqξ
∣
∣
∣
2
“
´ x
R
` ϕptq
¯2
`
´ y
R
` ϕptq
¯2
, (20)
where κ “ px, yq and ξ “ p1, 1q.
First choosing (20) and adding and subtracting the terms α
3
R4
‖Bxf ´αBxφf‖2L2 ` α
3
R4
‖Byf ´αByφf‖2L2 , we get
xrSα, Aαsf, fy “18α
R2
‖B2xf‖2L2 `
18α
R2
‖B2yf‖2L2
´ 12α
R
ż
ϕ1ptqpBxfq2 ´ 12α
R
ż
ϕ1ptqpByfq2 I1 ` I˚1
` 144α
3
R4
ż ´ x
R
` ϕptq
¯2
pBxfq2 ` 144α
3
R4
ż ´ y
R
` ϕptq
¯2
pByfq2
´ 24α
3
R6
ż
f2 ` 2α
ż
pϕ1ptqfq2 ` 2α
ż ´ x
R
` ϕptq
¯
ϕ2ptqf2
´ 24α
3
R6
ż
f2 ` 2α
ż
pϕ1ptqfq2 ` 2α
ż ´ y
R
` ϕptq
¯
ϕ2ptqf2
` 48α
3
R3
ż ´ x
R
` ϕptq
¯2
ϕ1ptqf2 ` 288α
5
R6
ż ´ x
R
` ϕptq
¯4
f2
` 48α
3
R3
ż ´ y
R
` ϕptq
¯2
ϕ1ptqf2 ` 288α
5
R6
ż ´ y
R
` ϕptq
¯4
f2
` α
3
R4
‖Bxf ´ αBxφf‖2L2 `
α3
R4
‖Byf ´ αByφf‖2L2
´ α
3
R4
‖Bxf ´ αBxφf‖2L2 ´
α3
R4
‖Byf ´ αByφf‖2L2 . I2 ` I˚2
Let us consider (I1 ` I˚1 ), for
α2 ě ‖ϕ1‖8R3,
it follows that
I1 ` I˚1 ě ´
12α
R
ż
‖ϕ1‖8pBxfq2 ´
12α
R
ż
‖ϕ1‖8pByfq2
ě ´12α
3
R4
ż
pBxfq2 ´ 12α
3
R4
ż
pByfq2.
(21)
We compute (I2 ` I˚2 ) using the explicit expression for Bxφ and Byφ :
I2 ` I˚2 “´
α3
R4
ż
pBxfq2 ´ 4α
5
R6
ż ´ x
R
` ϕptq
¯2
f2 ` 4α
4
R5
ż ´ x
R
` ϕptq
¯
fBxf
´ α
3
R4
ż
pByfq2 ´ 4α
5
R6
ż ´ y
R
` ϕptq
¯2
f2 ` 4α
4
R5
ż ´ y
R
` ϕptq
¯
fByf.
Now let us just consider the last terms in the first and the second rows of the previous identity, using the
classical Young inequality
a b ď a
p
p
` b
q
q
, a, b ą 0, 1
p
` 1
q
“ 1, (22)
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we obtain
4α4
R5
ż ´ x
R
` ϕptq
¯
fBxf ` 4α
4
R5
ż ´ y
R
` ϕptq
¯
fByf ě ´4α
4
R5
ż ∣
∣
∣
x
R
` ϕptq
∣
∣
∣|f ||Bxf |´ 4α
4
R5
ż ∣
∣
∣
y
R
` ϕptq
∣
∣
∣|f ||Byf |
ě ´2α
5
R6
ż ´ x
R
` ϕptq
¯2
f2 ´ 2α
3
R4
ż
pBxfq2
´ 2α
5
R6
ż ´ y
R
` ϕptq
¯2
f2 ´ 2α
3
R4
ż
pByfq2.
Since
∣
∣κ
R
` ϕptqξ∣∣ ě 1, then one obtains
I2 ` I˚2 ě ´
6α5
R6
ż ∣
∣
∣
κ
R
` ϕptqξ
∣
∣
∣
2
f2 ´ 3α
3
R4
ż
pBxfq2 ´ 3α
3
R4
ż
pByfq2
ě ´6α
5
R6
ż ∣
∣
∣
κ
R
` ϕptqξ
∣
∣
∣
4
f2 ´ 3α
3
R4
ż
pBxfq2 ´ 3α
3
R4
ż
pByfq2.
Gathering altogether we get
xrSα, Aαsf, fy “18α
R2
‖B2xf‖2L2 `
18α
R2
‖B2yf‖2L2 I1 ` I˚1
´ 15α
3
R4
ż
pBxfq2 ´ 15α
3
R4
ż
pByfq2 I2 ` I˚2
` 144α
3
R4
ż ´ x
R
` ϕptq
¯2
pBxfq2 ` 144α
3
R4
ż ´ y
R
` ϕptq
¯2
pByfq2
´ 24α
3
R6
ż
f2 ` 2α
ż
pϕ1ptqfq2 ` 2α
ż ´ x
R
` ϕptq
¯
ϕ2ptqf2
´ 24α
3
R6
ż
f2 ` 2α
ż
pϕ1ptqfq2 ` 2α
ż ´ y
R
` ϕptq
¯
ϕ2ptqf2
` 48α
3
R3
ż ´ x
R
` ϕptq
¯2
ϕ1ptqf2 ` 48α
3
R3
ż ´ y
R
` ϕptq
¯2
ϕ1ptqf2
` 288α
5
R6
ż ´ x
R
` ϕptq
¯4
f2 ` 288α
5
R6
ż ´ y
R
` ϕptq
¯4
f2 I3 ` I˚3
` α
3
R4
‖Bxf ´ αBxφf‖2L2 `
α3
R4
‖Byf ´ αByφf‖2L2
´ 6α
5
R6
ż ∣
∣
∣
κ
R
` ϕptqξ
∣
∣
∣
4
f2.
We consider (I2 ` I˚2 ), using again that
∣
∣κ
R
` ϕptqξ∣∣ ě 1, we obtain
I2 ` I˚2 ě´
15α3
R4
ż ´ x
R
` ϕptq
¯2
pBxfq2´15α
3
R4
ż ´ y
R
` ϕptq
¯2
pBxfq2loooooooooooooooooomoooooooooooooooooon
“:I
´15α
3
R4
ż ´ x
R
` ϕptq
¯2
pByfq2loooooooooooooooooomoooooooooooooooooon
“:II
´15α
3
R4
ż ´ y
R
` ϕptq
¯2
pByfq2.
First let us observe that, making use of integration by parts, I can be re-written as
I “ `15α
3
R4
ż ´ y
R
` ϕptq
¯2
fB2xf. (23)
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Using (23), observing that 18 “ 47
4
` 25
4
and that 288 “ 9` 279 we have
I1 ` I ` I˚3 “
ż ´5
2
α
1
2
R
B2xf
¯2
` 2
ż
15
2
α3
R4
´ y
R
` ϕptq
¯2
fB2xf `
ż ”
3
α
5
2
R3
´ y
R
` ϕptq
¯2
f
ı2
` 47
4
α
R2
ż
pB2xfq2 ` 279
α5
R6
ż ´ y
R
` ϕptq
¯4
f2
“
ż ”5
2
α
1
2
R
B2xf ` 3
α
5
2
R3
´ y
R
` ϕptq
¯2
f
ı2
` 47
4
α
R2
ż
pB2xfq2
` 279α
5
R6
ż ´ y
R
` ϕptq
¯4
f2.
Proceeding in the same way for I˚1 ` II ` I3 we get
I˚1 ` II ` I3 ě
ż ”5
2
α
1
2
R
B2yf ` 3
α
5
2
R3
´ x
R
` ϕptq
¯2
f
ı2
` 47
4
α
R2
ż
pB2yfq2 ` 279
α5
R6
ż ´ x
R
` ϕptq
¯4
f2.
Summing up, neglecting the two squares of binomial, that clearly are non negative, one has
xrSα, Aαsf, fy “47
4
α
R2
‖B2xf‖2L2 `
47
4
α
R2
‖B2yf‖2L2
` 129α
3
R4
ż ´ x
R
` ϕptq
¯2
pBxfq2 ` 129α
3
R4
ż ´ y
R
` ϕptq
¯2
pByfq2
´ 24α
3
R6
ż
f2 ` 2α
ż
pϕ1ptqfq2 ` 2α
ż ´ x
R
` ϕptq
¯
ϕ2ptqf2 I1 ` I2 ` I3
´ 24α
3
R6
ż
f2 ` 2α
ż
pϕ1ptqfq2 ` 2α
ż ´ y
R
` ϕptq
¯
ϕ2ptqf2 I˚1 ` I˚2 ` I˚3
` 48α
3
R3
ż ´ x
R
` ϕptq
¯2
ϕ1ptqf2 ` 279α
5
R6
ż ´ x
R
` ϕptq
¯4
f2 I4 ` I5
` 48α
3
R3
ż ´ y
R
` ϕptq
¯2
ϕ1ptqf2 ` 279α
5
R6
ż ´ y
R
` ϕptq
¯4
f2 I˚4 ` I˚5
` α
3
R4
‖Bxf ´ αBxφf‖2L2 `
α3
R4
‖Byf ´ αByφf‖2L2
´ 6α
5
R6
ż ∣
∣
∣
κ
R
` ϕptqξ
∣
∣
∣
4
f2.
Now we compute I2`I˚2 `I4`I˚4 `I5`I˚5 , using that pa2`b2q ě 12 pa`bq2 for all a, b ą 0 and that 2792 “ 144´ 92
we have
I2 ` I˚2 ` I4 ` I˚4 ` I5 ` I˚5 ě 4α
ż
pϕ1ptqfq2 ` 48α
3
R3
ż ∣
∣
∣
κ
R
` ϕptqξ
∣
∣
∣
2
ϕ1ptqf2 ` 279
2
α5
R6
ż ∣
∣
∣
κ
R
` ϕptqξ
∣
∣
∣
4
f2
“
ż ´
2α
1
2ϕ1ptq ` 12α
5
2
R3
∣
∣
∣
κ
R
` ϕptqξ
∣
∣
∣
2¯2
f2 ´ 9
2
α5
R6
ż ∣
∣
∣
κ
R
` ϕptqξ
∣
∣
∣
4
f2.
Since we are assuming α2 ě ‖ϕ1‖8R3 and since
∣
∣κ
R
` ϕptqξ∣∣ ě 1, therefore
2α
1
2ϕ1ptq ě ´2α
5
2
R3
ě ´2α
5
2
R3
∣
∣
∣
κ
R
` ϕptqξ
∣
∣
∣
2
.
This gives
I2 ` I˚2 ` I4 ` I˚4 ` I5 ` I˚5 ě
100α5
R6
ż ∣
∣
∣
κ
R
` ϕptqξ
∣
∣
∣
4
f2 ´ 9
2
α5
R6
ż ∣
∣
∣
κ
R
` ϕptqξ
∣
∣
∣
4
f2.
With regards to I3 ` I˚3 , assuming
α2 ě ‖ϕ2‖ 128R3,
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and recalling that |κ
R
` ϕptqξ| ě 1, we have
I3 ` I˚3 ě ´2α
ż ”∣
∣
∣
x
R
` ϕptq
∣
∣
∣`
∣
∣
∣
y
R
` ϕptq
∣
∣
∣
ı
‖ϕ2‖8f
2 ě ´2
?
2α5
R6
ż ∣
∣
∣
κ
R
` ϕptqξ
∣
∣
∣f
2
ě ´2
?
2α5
R6
ż ∣
∣
∣
κ
R
` ϕptqξ
∣
∣
∣
4
f2.
Moreover
I1 ` I˚1 “ ´
48α3
R6
ż
f2 ě ´48α
3
R6
ż ∣
∣
∣
κ
R
` ϕptqξ
∣
∣
∣
4
f2.
Putting everything together and neglecting positive terms, we obtain the following estimate for the quantity
xrSα, Aαsf, fy :
xrSα, Aαsf, fy ě 47
4
α
R2
ż
pB2xfq2 `
47
4
ż
pB2yfq2
` 129α
3
R4
ż ´ x
R
` ϕptq
¯2
pBxfq2 ` 129α
3
R4
ż ´ y
R
` ϕptq
¯2
pByfq2
` `100´ 9
2
´ 2
?
2´ 48´ 6˘ ż ∣∣∣κ
R
` ϕptqξ
∣
∣
∣
4
f2
` α
3
R4
‖Bxf ´ αBxφf‖2L2 `
α3
R4
‖Byf ´ αByφf‖2L2
ě `83
2
´ 2
?
2
˘α5
R6
ż ∣
∣
∣
κ
R
` ϕptqξ
∣
∣
∣
4
f2
` α
3
R4
‖Bxf ´ αBxφf‖2L2 `
α3
R4
‖Byf ´ αByφf‖2L2 .
Gathering the above information we conclude that
‖eαφpx,y,tqpBt ` B3x ` B3yqe´αφpx,y,tqf‖2L2
ě α
5
R6
ż ∣
∣
∣
κ
R
` ϕptqξ
∣
∣
∣
4
f2 ` α
3
R4
‖Bxf ´ αBxφf‖2L2 `
α3
R4
‖Byf ´ αByφf‖2L2
holds. Then a straightforward computation shows that this easily gives (18) in terms of g with c “ ?3. 
Next, we shall extend the result in Lemma 2.3 to operators of the form (17).
Lemma 2.4. Assume that ϕ : r0, 1s Ñ R is a smooth function. Then there exist c ą 0, R0 “ R0p‖ϕ1‖8, ‖ϕ2‖8,
‖a0‖8, ‖a1‖8q ą 1 and M1 “M1p‖ϕ1‖8, ‖ϕ2‖8q ą 0 such that the inequality
α
5
2
R3
∥
∥
∥eαφpx,y,tqφpx, y, tq g
∥
∥
∥
L2pR2ˆr0,1sq
` α
3
2
R2
‖eαφpx,y,tq|∇g|‖L2pR2ˆr0,1sq
ď c‖eαφpx,y,tqpBt ` B3x ` B3y ` a1px, y, tqpBx ` Byq ` a0px, y, tqqg‖L2pR2ˆr0,1sq (24)
holds for R ě R0, α such that α2 ěM1R3, g P C80 pR2 ˆ r0, 1sq supported in!
px, y, tq P R2 ˆ r0, 1s :
∣
∣
∣
κ
R
` ϕptqξ
∣
∣
∣ ě 1
)
and φpx, y, tq “ ∣∣κ
R
` ϕptqξ∣∣2 “ ` x
R
` ϕptq˘2 ` ` y
R
` ϕptq˘2, with κ “ px, yq and ξ “ p1, 1q.
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Proof. From the estimate (18) of Lemma 2.3, adding and subtracting the lower order terms, it follows that
α
5
2
R3
‖eαφφg‖L2 `
α
3
2
R2
‖eαφ|∇g|‖L2 ď c‖eαφpBt ` B3x ` B3yqg‖L2
ď c‖eαφpBt ` B3x ` B3y ` a1pBx ` Byq ` a0qg‖L2 ` c‖eαφpa1pBx ` Byq ` a0qg‖L2
ď c‖eαφpBt ` B3x ` B3y ` a1pBx ` Byq ` a0qg‖L2 `
?
2c‖eαφ|∇g|‖L2‖a1‖L8
` c‖eαφφg‖L2‖a0‖L8 ,
(25)
where the last inequality follows from the assumption
∣
∣κ
R
` ϕptqξ∣∣ ě 1.
Under our hypothesis α2 ě M1R 3, the ratios α
3
2
R2
and then α
5
2
R2
on the left-hand side grow as a positive
fractional power of R, therefore, being the last two terms on the right-hand side finite because of the strong
assumption about g, these can be absorbed on the left-hand side assuming R to be sufficiently large.
This yields the desired result. 
Remark 2.3. Notice that our hypothesis α2 ěM1R 3 turns out to be fundamental to make the term α
3
2
R2
growing
as a positive fractional power of R in order to absorb ‖eαφ|∇g|‖L2 in the left-hand side of (25) and obtain (24).
We recall that the term ‖eαφ|∇g|‖L2 comes from the fact that we want to obtain a Carleman estimate for the
operator P “ Bt ` B3x ` B3y ` a1pBx ` Byq ` a0 which involves first order derivatives. If instead we consider an
operator of this form Bt ` B3x ` B3y ` apx, y, tq, namely an operator in which the first derivatives do not appear,
it would be sufficient to assume α4 ě M1R 5 in order to guarantee that α
5
2
R3
grows as a fractional power of R
and hence to get from estimate (18) a Carleman estimate for this operator. In particular, this means that the
form of the operator plays the fundamental role in the choice of the decay necessary in order to obtain a unique
continuation result. To be more precise, considering the differential equation
Btu` B3xu` B3yu` apx, y, tqu “ 0,
in this case it would be sufficient to require weaker hypothesis about the decay of the solution than the ones in
Theorem 1.3, namely u1p0q ´ u2p0q; u1p1q ´ u2p1q P L2pea|x`y|
5
4 dx dyq.
Several evidences of the strict link between the decay assumption necessary to get unique continuation results
and the form of the operator one is dealing with can be found in literature. In [6], Liana Dawson proved the
following result concerning with unique continuation for equations in the KdV hierarchy.
Theorem 2.2. Let u1, u2 two sufficiently smooth solutions of
Btu` B5xu` 10uB3xu` 20BxuB2xu` 30u2Bxu “ 0, px, tq P Rˆ r0, 1s.
If there exists an ε ą 0 such that
u1p0q ´ u2p0q, u1p1q ´ u2p1q P H2peax
4{3`ε
` dxq
for a ą 0 sufficiently large, then u1 ” u2.
The previous result comes out as a consequence of the analogous linear result for the equation with variable
coefficients
Btv ` B5xv ` a4px, tqB4xv ` a3px, tqB3xv ` a2px, tqB2xv ` a1px, tqBxv ` a0px, tqv “ 0,
or better, since it is always possible to eliminate the fourth order term by consideringwpx, tq :“ upx, yqe 15
ş
x
0
a4ps,tq ds,
for the equation
Btv ` B5xv ` a3px, tqB3xv ` a2px, tqB2xv ` a1px, tqBxv ` a0px, tqv “ 0. (26)
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In order to get the result, a Carleman estimate for the leading order terms of the operator, namely Bt`B5x, was
shown:
α
1
2
R
∥
∥
∥
∥
eα
`
x
R
`ϕptq
˘
2
B4xg
∥
∥
∥
∥
L2
` α
3
2
R2
∥
∥
∥
∥
eα
`
x
R
`ϕptq
˘
2´ x
R
` ϕptq
¯
B3xg
∥
∥
∥
∥
L2
` α
5
2
R3
∥
∥
∥
∥
eα
`
x
R
`ϕptq
˘
2´ x
R
` ϕptq
¯2
B2xg
∥
∥
∥
∥
L2
` α
7
2
R4
∥
∥
∥
∥
eα
`
x
R
`ϕptq
˘
2´ x
R
` ϕptq
¯3
Bxg
∥
∥
∥
∥
L2
` α
9
2
R5
∥
∥
∥
∥
eα
`
x
R
`ϕptq
˘
2´ x
R
` ϕptq
¯4
g
∥
∥
∥
∥
L2
ď c‖eα
`
x
R
`ϕptq
˘
2
pBt ` B5xqg‖L2 .
As in our case, in order to obtain from this a Carleman estimate for the operator involving the lower order
derivatives, that is Bt ` B5x ` a3B3x ` a2B2x ` a1Bx ` a0, an “adding and subtracting argument” is performed. To
let this argument work we need to choose α in such a way the ratios α
3
2
R2
, α
5
2
R3
, α
7
2
R4
, α
9
2
R5
grow as fractional powers
of R because, therefore, for R sufficiently large, the additional terms on the right-hand side can be absorbed in
the left-hand side. This entails the restriction α3 ěM1R4`ε about α which leads to the exponential decay rate
in Theorem 2.2.
Let us observe that also in this fifth order setting, if one considered a differential equation in which third and
fourth derivatives do not appear, namely
Btv ` B5xv ` a2px, tqB2xv ` a1px, tqBxv ` a0px, tqv “ 0, (27)
in this case we just need to guarantee that α
5
2
R3
, α
7
2
R4
, α
9
2
R5
grow as a fractional positive power of R, that holds true
assuming α4 ěM1R5. This means that in this situation a stronger unique continuation result could be achieved
requiring a weaker decay rate for the solutions at two distinct times.
In [21], it was proved that this fact holds for a quite general class of high order equations of KdV type, which
includes the KdV hierarchy. Precisely that work is concerned with unique continuation results for the equation
Btv ` p´1qk`1Bnxv ` P pv, Bxv, . . . , Bpxvq “ 0, px, tq P Rˆ r0, 1s, (28)
where n “ 2k ` 1, k “ 1, 2, . . . and P is a polynomial in v, Bxv, . . . , Bpxv, with p ď n´ 1. Of particular interest
in that work were the cases p “ n ´ 2 and p ď k with n ě 5. For these situations it was proved that if the
difference of two sufficiently smooth solutions of the equation (28) with p “ n ´ 2 decays as e´x4{3`ε` at two
distinct times, then u1 ” u2. Moreover when p ď k a similar result was obtained assuming the weaker decay
e´ax
n{n´1
` for a ą 0 sufficiently large.
Now we are in position to prove the lower bound.
Proof of Theorem (2.1). The starting point in the proof of the lower bound is to apply estimate (24) in
Lemma 2.4 to a particular function g that we shall define to be suitably related with the solution v of (16), in
order to do that for R ą 2 we introduce the function θR P C8pR2q so defined
θRpx, yq “
#
1 if |x` y| ă R´ 1 ^ |x´ y| ă R´ 1
0 if |x` y| ą R ^ |x´ y| ą R ,
µ P C8pR2q such that
µpx, yq “
$&%0 if
a
x2 ` y2 ă 1
1 if
a
x2 ` y2 ą 2
and ϕ : RÑ r0, 2?2s, ϕ P C80 pRq with
ϕptq “
#
0 if t P “0, r
2
‰Y “1´ r
2
, 1
‰
2
?
2 if t P rr, 1´ rs ,
increasing in r r
2
, rs and decreasing in r1´ r, 1´ r
2
s.
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We define the auxiliary function
gpx, y, tq “ θRpx, yqµ
´ x
R
` ϕptq, y
R
` ϕptq
¯
vpx, y, tq, px, yq P R2, t P r0, 1s.
It is easy to see that g satisfies
pBt ` B3x ` B3y ` a1pBx ` Byq ` a0qg
“ µ
´ x
R
` ϕptq, y
R
` ϕptq
¯”
3BxθRB2xv ` 3ByθRB2yv ` 3B2xθRBxv ` 3B2yθRByv ` B3xθRv ` B3yθRv
` a1BxθRv ` a1ByθRv
ı
` 3R´1θRBxµ B2xv ` 3R´1θRByµ B2yv ` 3R´1
“pR´1θRB2xµ` 2BxθRBxµqBxv ` pR´1θRB2yµ` 2ByθRByµqByv‰
`
”
θRBxµ
´
ϕ1 ` a1
R
¯
` θRByµ
´
ϕ1 ` a1
R
¯
`R´3B3xµ`R´3B3yµ` 3R´1B2xθRBxµ` 3R´1B2yθRByµ
` 3R´2BxθRB2xµ` 3R´2ByθRB2yµ
ı
v.
Remark 2.4. Observe that since in the first term in the right-hand side of the previous equation the derivatives
of θR appear, this term is supported in tpx, yq : R ´ 1 ď |x ` y| ď R, R ´ 1 ď |x ´ y| ď Ru ˆ r0, 1s, so in
particular px, yq is such that
a
x2 ` y2 ď R and this entails ∣∣κ
R
` ϕptqξ∣∣ ď 5. Moreover, one can notice that all
the remaining terms, sorted with respect to their dependence on the derivatives of our solution v, contain the
derivatives of µ, this means that they are supported in tpx, y, tq : 1 ď ∣∣κ
R
` ϕptqξ∣∣ ď 2, t P r0, 1su.
Next we verify that function g defined above satisfies the hypotheses of Lemma 2.4. Indeed
‚ if |x` y| ą R ^ |x´ y| ą R then we fall outside the support of θR, this means that gpx, y, tq “ 0.
‚ if |x ` y| ă R ^ |x ´ y| ă R and t P r0, r
2
s Y r1 ´ r
2
, 1s then gpx, y, tq “ 0, indeed being |x ` y| ă
R ^ |x ´ y| ă R in particular
a
x2 ` y2 ă R and since ϕptq “ 0 if t P r0, r
2
s Y r1 ´ r
2
, 1s, this gives
∣
∣κ
R
` ϕptqξ∣∣ ă 1, therefore we are out of the support of µ` x
R
` ϕptq, y
R
` ϕptq˘ and so gpx, y, tq “ 0.
This guarantees that g is compactly supported.
Now we observe that g is supported in tpx, y, tq P R2 ˆ r0, 1s : ∣∣κ
R
` ϕptqξ∣∣ ě 1u, indeed if ∣∣κ
R
` ϕptqξ∣∣ ă 1
then µ
`
x
R
` ϕptq, y
R
` ϕptq˘ “ 0 and so gpx, y, tq “ 0.
Since g satisfies the hypotheses of Lemma 2.4, there exist c ą 0, R0 and M1 such that
c
α
5
2
R3
‖eαφg‖L2pR2ˆr0,1sq ď ‖eαφpBt ` B3x ` B3y ` a1pBx ` Byq ` a0qg‖L2pR2ˆr0,1sq. (29)
Recalling that φpx, y, tq “ ∣∣κ
R
` ϕptqξ∣∣2 and making use of Remark 2.4 it is easy to see that
‖eαφpBt ` B3x ` B3y ` a1pBx ` Byq ` a0qg‖L2pR2ˆr0,1sq ď c1 e25αARpvq ` c2 e4αA. (30)
We observe that in the region Q “ tpx, y, tq :
a
x2 ` y2 ď 1, t P rr, 1 ´ rsu we have gpx, y, tq “ vpx, y, tq.
Indeed if
a
x2 ` y2 ď 1, in particular
a
x2 ` y2 ď R´ 1, therefore θRpx, yq ” 1.
Moreover in Q it also holds that µ
`
x
R
` ϕptq, y
R
` ϕptq˘ ” 1. Indeed, using that ϕptq ” 2?2 in rr, 1´ rs, the
trivial inequality a` b ď ?2?a2 ` b2 which holds for all a, b ą 0 and the assumption R ą 2, we have
∣
∣
∣
κ
R
` 2
?
2ξ
∣
∣
∣
2
“ 16` x
2 ` y2
R2
` 4
?
2
R
px ` yq ě 16´ 4
?
2
R
p|x|` |y|q ě 16´ 8
R
a
x2 ` y2 ě 12.
Then
∣
∣κ
R
` ϕptqξ∣∣ ą ?12 ą 2 and so µ` x
R
` ϕptq, y
R
` ϕptq˘ ” 1.
Using that g ” v in Q we obtain the following chain of inequalities:
c
α
5
2
R3
‖eαφg‖L2pR2ˆr0,1sq ě c
α
5
2
R3
‖eαφg‖L2pQq “ c
α
5
2
R3
‖eαφv‖L2pQq ě c
α
5
2
R3
e4α‖v‖L2pQq. (31)
From (29), (30), (31) and the assumption ‖v‖L2pQq ą δ we get
c
α
5
2
R3
e4αδ ď c1 e25αARpvq ` c2 e4αA,
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therefore
c
α
5
2
R3
δ ď c1 e21αARpvq ` c2A.
Taking α “M 121 R
3
2 with M1 as in Lemma 2.4 we obtain
cM
5
4
1 R
3
4 δ ď c1e21M
1
2
1
R
3
2
ARpvq ` c2A.
Now if we take R large enough, the second term on the right-hand side of the previous inequality can be
absorbed by the term on the left-hand side, so we can conclude that there exists rR0 ą 0 such that for R ě rR0
the following holds
ARpvq ě c
2
e´21M
1
2
1
R
3
2
.
This yields the desired result. 
2.2. Upper bound. Now we will turn on the proof of the upper bound for solutions of (16). Precisely the
result we will prove is the following.
Theorem 2.3. Assume that the coefficients in (16) a0, a1 satisfy a0 P L8 X L2xL8yt and a1 P L2xL8yt XL1xL8yt. If
v P Cpr0, 1s;H4pR2qq is a solution of (16) satisfying that
vp0q, vp1q P L2pea|x`y|
3
2
dx dyq
for some a ą 0, then there exist c and R0 ą 0 sufficiently large such that for R ě R0
‖v‖L2pQRˆr0,1sq `
ÿ
0ăk`lď2
‖BkxBlyv‖L2pQRˆr0,1sq ď ce´ap
R
18 q 32 ,
where QR :“ tpx, yq : R´ 1 ď |x` y| ď R ^ R´ 1 ď |x´ y| ď Ru.
As in [4] we shall prove first the following lemma whose proof can be found in the Appendix.
Lemma 2.5. Let w P Cpr0, 1s;H4pR2qq XC1pr0, 1s;L2pR2qq such that for all t P r0, 1s suppwptq Ď K, where K
is a compact subset of R2.
Assume that a0 P L8 X L2xL8yt and a1 P L2xL8yt X L1xL8yt, with small norms in these spaces.
Then there exists c ą 0, independent of the set K, such that for β ě 1 the following estimate holds
‖eβ|x`y|w‖L2pR2ˆr0,1sq `
ÿ
0ăk`lď2
‖eβ|x`y|BkxBlyw‖L8x L2ytpR2ˆr0,1sq
ď c β2`‖J3peβ|x`y|wp0qq‖L2pR2q ` ‖J3peβ|x`y|wp1qq‖L2pR2q˘
` c ‖eβ|x`y|pBt ` B3x ` B3y ` a1pBx ` Byq ` a0qw‖L1tL2xyXL1xL2ytpR2ˆr0,1sq
with J such that xJgpξ, ηq :“ p1 ` ξ2 ` η2q 12 pgpξ, ηq. (Here, p denotes the spatial Fourier transform in R2 and
pξ, ηq are the variables in the frequency space corresponding to the space variables px, yq.)
Remark 2.5. Although we have assumed wptq to be compactly supported for all t P r0, 1s, we shall see that the
argument in Lemma 2.5 can be extended to a larger class of functions. Indeed we only have to ensure that the
following quantity
‖eβ|x`y|w‖L2 `
ÿ
0ăk`lď2
‖eβ|x`y|BkxBlyw‖L8x L2yt
is finite.
UNIQUE CONTINUATION FOR Z-K EQUATION 15
To justify this affirmation we need to anticipate few facts regarding the proof of Lemma 2.5 that can be
found in the Appendix below. Just to convey the idea we introduce the following notation similar to that one
already used by Escauriaza, Kenig, Ponce and Vega in [9]
|||h|||1 :“ ‖eβ|x`y|h‖L2pR2ˆr0,1sq `
ÿ
0ăk`lď2
‖eβ|x`y|BkxBlyh‖L8x L2ytpR2ˆr0,1sq,
|||h|||2 :“ ‖h‖L1tL2xyXL1xL2ytpR2ˆr0,1sq
As customary we will start proving the estimate involving just the leading part of the operator we are
working with, namely H :“ Bt ` B3x `B3y, then we extended our a priori estimate to the whole operator, that is
Ha :“ Bt ` B3x ` B3y ` a1pBx ` Byq ` a0, using an “adding and subtracting” argument. More precisely, using our
new notation, the starting estimate for the leading operator H can be written as
|||w|||1 ď c β2
`
‖J3peβ|x`y|wp0qq‖L2pR2q ` ‖J3peβ|x`y|wp1qq‖L2pR2q
˘` ˇˇˇˇˇˇ ˇˇˇeβ|x`y|Hw ˇˇˇˇˇˇ ˇˇˇ
2
.
Now the second step we follow is to extend this inequality to the operator Ha. Using the Hölder inequality
and the smallness assumptions about a0 and a1 we get
|||w|||1 ď c β2
`
‖J3peβ|x`y|wp0qq‖L2pR2q ` ‖J3peβ|x`y|wp1qq‖L2pR2q
˘` ˇˇˇˇˇˇ ˇˇˇeβ|x`y|Hw ˇˇˇˇˇˇ ˇˇˇ
2
ď c β2`‖J3peβ|x`y|wp0qq‖L2pR2q ` ‖J3peβ|x`y|wp1qq‖L2pR2q˘
`
ˇˇˇˇˇˇ ˇˇˇ
eβ|x`y|Haw
ˇˇˇˇˇˇ ˇˇˇ
2
`
ˇˇˇˇˇˇ ˇˇˇ
eβ|x`y|
`
a1pBx ` Byq ` a0
˘
w
ˇˇˇˇˇˇ ˇˇˇ
2
ď c β2`‖J3peβ|x`y|wp0qq‖L2pR2q ` ‖J3peβ|x`y|wp1qq‖L2pR2q˘
`
ˇˇˇˇˇˇ ˇˇˇ
eβ|x`y|Haw
ˇˇˇˇˇˇ ˇˇˇ
2
` ‖a0‖L8XL2xL8yt‖e
β|x`y|w‖L2 ` ‖a1‖L2xL8ytXL1xL8yt‖e
β|x`y|pBx ` Byqw‖L8x L2yt
ď c β2`‖J3peβ|x`y|wp0qq‖L2pR2q ` ‖J3peβ|x`y|wp1qq‖L2pR2q˘
`
ˇˇˇˇˇˇ ˇˇˇ
eβ|x`y|Haw
ˇˇˇˇˇˇ ˇˇˇ
2
` 1
2
|||w|||1.
Hence, if we are working on a class of solutions w “ wpx, y, tq for which |||w|||1 is finite for all β ą 0, we can
obtain the desired result, that is the extended a priori estimate
|||w|||1 ď c β2
`
‖J3peβ|x`y|wp0qq‖L2pR2q ` ‖J3peβ|x`y|wp1qq‖L2pR2q
˘` cˇˇˇˇˇˇ ˇˇˇeβ|x`y|Haw ˇˇˇˇˇˇ ˇˇˇ
2
.
Now it should appear clear that in order to obtain the result in Lemma 2.5 the hypothesis wptq to be compactly
supported is overabundant, it is sufficient to produce solutions for which |||w|||1 is finite.
In order to ensure the finiteness of |||w|||1 it is sufficient to prove that a so-called persistence property for the
solution flow to (12) holds true. More precisely it is sufficient to prove that if a solution to (12) has a suitable
exponential decay at two different instant of time, namely t1 “ 0 and t2 “ 1, then this decay rate is preserved
for all t P r0, 1s. The proof of this property and thus of the finiteness of the |||w|||1 can be found in Appendix B
(Theorem B.1).
Now we are in position to prove the upper estimate in Theorem 2.3.
Proof of Theorem 2.3. We construct a C8 truncation function µR with µRpx, yq “ 0 if |x ` y| ď R and
µRpx, yq “ 1 if |x` y| ě 18R´14 .
Let us define
wpx, y, tq :“ µRpx, yqvpx, y, tq.
Now we want to see what kind of equation is satisfied by w. It is easy to see that, since v is a solution of (16),
the following holds `Bt ` B3x ` B3y ` a1px, y, tqpBx ` Byq ` a0px, y, tq˘w “ eRpx, y, tq,
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where
eRpx, y, tq “ B3xµRv`3B2xµRBxv`3BxµRB2xv`B3yµRv`3B2yµRByv`3ByµRB2yv`a1px, y, tqBxµRv`a1px, y, tqByµRv.
This means that our function w solves an equation like (16) but with a correction term eR. Next step would be
apply Lemma 2.5 to function w. To do so, we first need a0, a1 to have small norms. Therefore we introduce ĂµR
such that ĂµRµRpx, yq “ µRpx, yq, and raj :“ ajpx, y, tqrµR with j “ 0, 1 have small norms in the corresponding
spaces for R ě R0.
Let us consider the operator rL :“ Bt ` B3x ` B3y ` ra1pBx ` Byq ` ra0, (32)
Now we are in position to apply (2.5) with the operator rL. This gives
‖eβ|x`y|w‖L2 `
ÿ
0ăk`lď2
‖eβ|x`y|BkxBlyw‖L8x L2yt
ď c β2`‖J3peβ|x`y|wp0qq‖L2 ` ‖J3peβ|x`y|wp1qq‖L2˘` c ‖eβ|x`y|eR‖L1tL2xyXL1xL2yt . (33)
Remark 2.6. With an abuse of notation we have called reR (the corresponding remainder coming from the action
of rL on w) as eR.
We consider the term c β2‖J3peβ|x`y|wp0qq‖L2 .
Since w is supported in the set tpx, y, tq : |x` y| ě R, t P r0, 1su and using that the µR and its derivatives are
bounded by a constant independent of R, it follows
c β2‖J3peβ|x`y|wp0qq‖L2 ď c β5
ÿ
0ďk`lď3
‖eβ|x`y|BkxBlywp0q‖L2
ď c β5
ÿ
0ďk`lď3
‖eβ|x`y|BkxBlywp0q‖L2p|x`y|ěR˘
ď c β5
ÿ
0ďk`lď3
‖eβ|x`y|BkxBlyvp0q‖L2`|x`y|ěR˘.
Now we want to choose β in such a way to obtain in the right-hand side of the previous estimate the weighted
norm of vp0q with the right exponential weight. Let
β “ 2aR
3
2
18R´ 1 .
Using the explicit expression of β it can be seen that for R sufficiently large depending on a one has
β5eβ|x`y| ď
´ 2aR 32
18R´ 1
¯5
e
2aR
3
2
18R´1 |x`y| ď cae a8 |x`y|
3
2
, for |x` y| ě R.
Using the previous estimate one has
cβ2‖J3peβ|x`y|wp0qq‖L2 ď ca
ÿ
0ďk`lď3
‖e
a
8
|x`y|
3
2 BkxBlyvp0q‖L2p|x`y|ěRq.
Let us recall that under our hypothesis vp0q P L2pea|x`y|
3
2 dx dyq, this can be rephrase saying that
‖e
a
2
|x`y|
3
2
vp0q‖L2 (34)
is finite.
Using an interpolation argument and the finiteness of (34), it can be seen that ‖e
a
8
|x`y|
3
2 BkxBlyvp0q‖L2 is finite.
To show this we will employ the following interpolation result.
Lemma 2.6. For s ą 0 and a ą 0, let f P HspR2q X L2`ea|x`y| 32 dxdy˘. Then, for θ P r0, 1s,
‖Jsp1´θq
`
eθ
a
2
|x`y|
3
2
f
˘
‖L2 ď C‖Jsf‖1´θL2 ‖e
a
2
|x`y|
3
2
f‖
θ
L2 ,
for C “ Cpa, sq.
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Observe that by our hypotheses vp0q P L2pea|x`y|
3
2 dxdyq and vptq P C`r0, 1s;H4pR2q˘ hence Lemma 2.6 with
s “ 4 and θ “ 1
4
ensures that ‖e
a
8
|x`y|
3
2 BkxBlyvp0q‖L2 is finite.
Using this fact we obtain
c β2‖J3peβ|x`y|wp0qq‖L2 ď ca. (35)
A similar argument shows that
c β2‖J3peβ|x`y|wp1qq‖L2 ď ca. (36)
It remains to bound the third term in the right-hand side of (33).
Since eR is supported in ΩR :“ tpx, y, tq : R ď |x` y| ď 18R´14 , t P r0, 1su, we find that
‖eβ|x`y|eR‖L1tL2xyXL1xL2yt
ď eβ 18R´14 ‖eRχΩR‖L1tL2xyXL1xL2yt
ď c eβ 18R´14 ‖p|v|` |Bxv|` |Byv|` |B2xv|` |B2yv|qχΩR‖L1tL2xyXL1xL2yt
ď cR 12 eβ 18R´14 ,
(37)
where in the last inequality we have used Hölder inequality and the fact that the area of the region ΩR is of
order R.
Summing up, using (35),(36) and (37) we have
‖eβ|x`y|w‖L2 `
ÿ
0ăk`lď2
‖eβ|x`y|BkxBlyw‖L8x L2yt ď ca ` cR
1
2 eβ
18R´1
4 ď caR 12 eβ
18R´1
4 .
Defining DR :“ t18R´1 ď |x`y| ď 18R ^ 18R´1 ď |x´y| ď 18Ru see that DRˆr0, 1s Ă t|x`y| ě Ruˆr0, 1s,
the set in which w is supported. Observing that in DR ˆ r0, 1s we have w “ v, one obtains
‖eβ|x`y|v‖L2pDRˆr0,1sq `
ÿ
0ăk`lď2
‖eβ|x`y|BkxBlyv‖L2pDRˆr0,1sq ď R
1
2
`
‖eβ|x`y|w‖L2 `
ÿ
0ăk`lď2
‖eβ|x`y|BkxBlyw‖L8x L2yt
˘
ď caReβ
18R´1
4 .
If |x` y| ě 18R´ 1, then
β|x` y| ě βp18R´ 1q “ 2aR 32 .
Moreover since for sufficiently large R, β ě 1, one gets
Reβ
18R´1
4 ď epβ`1q 18R´14 ď eβp1` 1β q 18R´14 ď e2β 18R´14 “ eaR
3
2
.
This implies that
e2aR
3
2
`
‖v‖L2pDRˆr0,1sq `
ÿ
0ăk`lď2
‖BkxBlyv‖L2pDRˆr0,1sq
˘ ď caeaR 32 ,
which is equivalent to
‖v‖L2pDRˆr0,1sq `
ÿ
0ăk`lď2
‖BkxBlyv‖L2pDRˆr0,1sq ď cae´aR
3
2
,
which written in terms of QR gives
‖v‖L2pQRˆr0,1sq `
ÿ
0ăk`lď2
‖BkxBlyv‖L2pQRˆr0,1sq ď cae´a
`
R
18
˘ 3
2
.
which yields the desired upper bound. 
2.3. Conclusion of the proofs. As it was commented in the introduction Theorem 1.3 will follow as a
consequence of Theorem 1.4. Therefore we first provide the proof of Theorem 1.4.
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2.3.1. Proof of Theorem 1.4. If v ı 0 we can assume after a possible translation, dilation and multiplication by
a constant that v satisfies the hypotheses of Theorem 2.1. This means that for R sufficiently large there exist
constants c0 and c1 as given in Theorem 2.1 such that
ARpvq ě c0e´c1R
3
2
, (38)
where
ARpvq :“
˜ ĳ
QRˆr0,1s
`
|v|
2 ` |∇v|2 ` |∆v|2˘ dx dy dt¸ 12
and QR “ tpx, yq : R´ 1 ď |x` y| ď R ^ R´ 1 ď |x´ y| ď Ru.
Applying Theorem 2.3 we can conclude that
‖v‖L2pQRˆr0,1sq `
ÿ
0ăk`lď2
‖BkxBlyv‖L2pQRˆr0,1sq ď ce´a
`
R
18
˘ 3
2
.
It is easy to see that the left-hand side of the previous expression can be bounded from below by the quantity
ARpvq, this gives
ARpvq ď ce´
a
18
3{2 R
3
2
. (39)
If one assumes a ą a0 :“ 183{2c1, combining (38) and (39) and taking the limit as R tends to infinity we get a
contradiction.
Therefore v ” 0 and Theorem 1.4 is proved. 
2.3.2. Proof of Theorem 1.3. We just need to show that Theorem 1.4 applies when we consider v as the difference
u1 ´ u2 of two solutions to (12).
First of all we have already shown that if u1 and u2 are solutions to (12) then the difference v satisfies
Btv ` pB3x ` B3yqv ` a1pBx ` Byqv ` a0v “ 0,
where
a0 “ 4´ 13 pBx ` Byqu2 and a1 “ 4´ 13 u1. (40)
Thus, one just needs to check that the coefficients a0, a1 as defined above satisfy the assumptions of Theorem 1.4,
that is
a0 P L8 X L2xL8y,t a1 P L8 X L2xL8yt X L1xL8yt. (41)
To do that, proceeding as in [4], we will use the following interpolation result(see [34]).
Lemma 2.7. For s ą 0 and a ą 0, let f P HspR2q X L2pp1 ` |x` y|q2a dxdyq. Then for any θ P p0, 1q,
‖Jθs
`p1` |x` y|qp1´θqaf˘‖L2 ď C‖Jsf‖θL2‖p1` |x` y|qaf‖1´θL2 , (42)
for C “ Cpa, sq.
Applying (42) with s “ 4, a “ 4
3
` ε and θ “ 1
4
` 3
16
ε with ε as in the statement of Theorem 1.3, we have
‖J1`
3
4
ε
`p1` |x` y|qp1`ε1qf˘‖L2 ď C‖J4f‖θL2‖p1` |x` y|qp 43`εqf‖1´θL2 , (43)
where ε1 :“ ε2 ´ 316ε2 ą 0.
Applying (43) with f “ a1 “ 4´ 13 u1ptq, from our hypothesis about the solution u1 and from the embedding
H1`
3
4
εpR2q ãÑ L8pR2q X CpR2q we obtain
|u1px, y, tq| ď cp1 ` |x` y|qp1`ε1q , (44)
for all px, y, tq P R2 ˆ r0, 1s.
Since 1` 3
4
ε ą 1, the estimate (43) is also true for J1 instead of J1` 34 ε with f “ 4´ 12u2, using the product rule
for the derivatives we obtain that ‖p1` |x`y|qp1`ε1q4´ 13 Bxu2ptq‖L2pR2q and ‖p1` |x`y|qp1`ε1q4´
1
3 Byu2ptq‖L2pR2q
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are bounded function of t P r0, 1s. This allows us to apply (42) with f “ 4´ 13 Bxu2ptq and f “ 4´ 13 Byu2ptq,
s “ 3, a “ 1` ε1 and θ “ 13 ` ε2 with ε2 ą 0 small to obtain
‖J1`3ε2
`p1` |x` y|q 23 4´ 13 Bxu2ptq˘‖L2 ď C‖J3p4´ 13 Bxu2ptqq‖θL2‖p1` |x` y|qp1`ε1q4´ 13 Bxu2ptq‖1´θL2
and the same for the derivative with respect to y.
Using this estimate and again the Sobolev embeddings one has
|4´
1
3 pBx ` Byqu2ptq| ď cp1` |x` y|q 23 (45)
for all px, y, tq P R2 ˆ r0, 1s.
From the decay properties expressed in (44) and (45) it is clear that hypothesis (41) holds.
Remark 2.7. As a final remark we observe that from (44) and (45) the functions raj :“ ajpx, y, tqrµR, with j “ 0, 1
and ajpx, y, tq as in (40), have small norms in the corresponding spaces for R sufficiently large as required in
Theorem 2.3.
Indeed choosing rµR in Theorem 2.3 as
rµRpx, yq “ χtpx,yq:|x`y|ěRupx, yq,
with χΩ the indicator function of the set Ω, it is easy to see from (44) and (45) that the following four terms
‖a0χtpx,yq:|x`y|ěRu‖L8XL2xL8yt , ‖a1χtpx,yq:|x`y|ěRu‖L2xL8ytXL1xL8yt
tend to zero as R tends to infinity. This guarantees the smallness required.

3. Proof of Theorem 1.2
As a starting point we recall that if uj “ ujpx, y, tq, j “ 0, 1 is a solution to (1), then ruj “ rujpx1, y1, tq :“
uj
`
x1`y1
2µ
, x
1´y1
2λ
, t
˘
, j “ 0, 1 satisfies the symmetric problem (12). In particular, this entails that if one provides
uniqueness for solutions to (12), namely ru1 ” ru2, then uniqueness for solutions to (1), namely u1 ” u2, is also
given. Thus in order to get our result, one just needs to show that if uj , j “ 0, 1 satisfies the hypotheses in
Theorem 1.2, then Theorem 1.3 applies to ruj, j “ 0, 1.
Using (11), by elementary change of integration variables, it can be seen that for j “ 0, 1
‖u1ptjq ´ u2ptjq‖2L2pea|x|3{2 dxdyq “
ĳ
R2
ea|x|
3
2 pu1ptjq ´ u2ptjqq2 dx dy
“ 1
2λµ
ĳ
R2
e
a
p2µq3{2
|x1`y1|3{2pru1ptjq ´ ru2ptjqq2 dx1 dy1 “ 1
2λµ
‖ru1ptjq ´ ru2ptjq‖2L2pea{p2µq3{2 |x`y|3{2 dxdyq,
where we have used the notation t0 “ 0, t1 “ 1.
From the previous trivial identity it follows that if u1 ´ u2 satisfies the decay assumption (10) then
ru1p0q ´ ru2p0q, ru1p1q ´ ru2p1q P L2`era|x`y| 32 dxdy˘,
with ra :“ a{p2µq3{2.
Therefore, by Theorem 1.3, we conclude that there exists a universal constant a0 such that if ra ą a0, that is
if a ą p2µq3{2a0, then ru1 ” ru2. In particular this implies u1 ” u2, which is the desired result. 
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4. Proof of Theorem 1.5
This section is devoted to the proof of the optimality of our unique continuation result Theorem 1.2.
Following the argument provided in [22] we define the weight
ϕnpz, tq :“
$’’’&’’’%
eaptq{4 z ď 0
eaptqθpzq 0 ď z ď 1
eaptqz
3{2
1 ď z ď n
P2pz, tq z ě n
where aptq is the unique solution to the following IVP#
a1ptq ` 27
4
a3ptq “ 0,
ap0q “ a0,
(46)
namely
aptq “ a0p1` 27a20t{2q1{2
, @ t ě 0, (47)
θpzq “ 1
4
` 15
8
z3 ´ 12
8
z4 ` 3
8
z5
and
P2pz, tq “ eaptqn
3{2 ` 3
2
aptqn1{2eaptqn3{2pz ´ nq `
´`3
2
aptqn1{2˘2 ` 3
4
aptqn´1{2
¯
eaptqn
3{2 pz ´ nq2
2
,
that is the second degree truncated Taylor expansion at n of eaptqz
3{2
.
The following properties will be useful hereafter.
‚ For any n P N and z ě 0 one has
ϕnpz, tq ď Ca0eaptqz
3{2
, (48)
for all t ě 0.
‚ The function aptq P p0, a0s for all t ě 0.
‚ Being
θ2pzq “ 3
4
z
´`?
10z ´ 12?
10
˘2 ` 3
5
¯
ě 0,
and θ1p0q “ 0, then θ1pzq ě 0 for 0 ď z ď 1.
‚
BzP2pz, tq “ 3
2
aptqn1{2eaptqn3{2 `
´`3
2
aptqn1{2˘2 ` 3
4
aptqn´1{2
¯
eaptqn
3{2pz ´ nq ě 0,
for z ě n and t ě 0.
From the previous facts, it follows that
Bzϕnpz, tq ě 0, pz, tq P Rˆ r0,8q.
Let us define
φnpx, y, tq :“ ϕnpx ` y, tq.
Observe that
Bxφnpx, y, tq “ Byφnpx, y, tq “ Bzϕnpx` y, tq ě 0. (49)
Next, we multiply equation (12) by uφn, integrating the resulting identity and using integration by parts we
get
1
2
d
dt
ż
R2
u2 φn ´ 1
2
ż
R2
u2Btφn ´ 1
2
ż
R2
u2 B3xφn `
3
2
ż
R2
pBxuq2Bxφn ´ 4
´1{3
3
ż
R2
u3Bxφn
´ 1
2
ż
R2
u2 B3yφn `
3
2
ż
R2
pByuq2Byφn ´ 4
´1{3
3
ż
R2
u3Byφn “ 0.
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Multiplying the last identity by 2 and using (49) we can drop the positive terms to obtain
d
dt
ż
R2
u2φn ď
ż
R2
u2
`B3xφn ` B3yφn ` Btφn˘` 234´1{3
ż
R2
u3
`Bxφn ` Byφn˘. (50)
Remark 4.1. Notice that by virtue of our assumptions, u satisfies the hypotheses of Theorem B.1, this means
that in particular for any t P r0, 1s uptq P H2pe2βpx`yq dxdyq for all β ą 0. This fact allows us to justify the
integration by parts used to obtain (50). Indeed at infinity ϕnpz, tq as a function of z is a polynomial of order
two.
Let us consider the right-hand side of (50) in four different domains, namely
aqx` y ď 0, bq 0 ď x` y ď 1, cq 1 ď x` y ď n, dqx ` y ě n.
aq In the region x` y ď 0 we have
Bjxφnpx, y, tq “ Bjyφnpx, y, tq “ 0, j “ 1, 2, 3
and
Btφnpx, y, tq “ a
1ptq
4
eaptq{4 “ ´27
16
a3ptqeaptq{4 ď 0.
Therefore ż
tx`yď0u
u2pB3xφn ` B3yφn ` Btφnq `
2
3
4´1{3
ż
tx`yď0u
u3pBxφn ` Byφnq ď 0 (51)
and hence the region x` y ď 0 does not give any contribution to the right-hand side of (50).
bq In the domain 0 ď x` y ď 1 we have
Btφnpx, y, tq “ a1ptqθpx ` yqeaptqθpx`yq ď 0,
indeed a1ptq “ ´27{4a3ptq ď 0 and θpx` yq ě θp0q “ 1{4 ą 0.
Moreover
Bxφnpx, y, tq “ Byφnpx, y, tq “ aptqθ1px` yqφnpx, y, tq ď ca0φnpx, y, tq,
B2xφnpx, y, tq “ B2yφnpx, y, tq “
`
aptqθ2px` yq ` paptqθ1px` yqq2˘φnpx, y, tq
ď cpa0 ` a20qφnpx, y, tq,
B3xφnpx, y, tq “ B3yφnpx, y, tq “
`
aptqθp3qpx` yq ` 3a2ptqθ1px` yqθ2px` yq ` paptqθ1px` yqq3˘φnpx, y, tq
ď cpa0 ` a20 ` a30qφnpx, y, tq.
Therefore ż
t0ďx`yď1u
u2pB3xφn ` B3yφn ` Btφnq ď Ca0
ż
t0ďx`yď1u
u2φn (52)
and
2
3
4´1{3
ż
t0ďx`yď1u
u3pBxφn ` Byφnq ď Ca0‖uptq‖L8p0ďx`yď1q
ż
t0ďx`yď1u
u2φn
ď Ca0‖u‖Cpr0,1s;H2pR2qq
ż
t0ďx`yď1u
u2φn
ď Ca0,u
ż
t0ďx`yď1u
u2φn,
(53)
where in the last but one inequality we have used the Sobolev embedding.
Notice that under our hypothesis about the solution u the norm ‖u‖Cpr0,1s;H2pR2qq is finite.
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cq In the region 1 ď x` y ď n we have
Btφnpx, y, tq “ a1ptqpx ` yq3{2φnpx, y, tq.
Moreover
Bxφnpx, y, tq “ Byφnpx, y, tq “ 3
2
aptqpx` yq1{2φnpx, y, tq,
B2xφnpx, y, tq “ B2yφnpx, y, tq “
´3
4
aptqpx ` yq´1{2 ` 9
4
a2ptqpx ` yq
¯
φnpx, y, tq
B3xφnpx, y, tq “ B3yφnpx, y, tq “
´
´ 3
8
aptqpx` yq´3{2 ` 27
8
a2ptq ` 27
8
a3ptqpx ` yq3{2
¯
φnpx, y, tq
Therefore
B3xφn ` B3yφn ` Btφn “
´
´ 3
4
aptqpx` yq´3{2 ` 27
4
a2ptq ` 27
4
a3ptqpx ` yq3{2 ` a1ptqpx ` yq3{2
¯
φn.
Let us observe that the first term of the right hand side of the previous identity is negative, therefore,
using also that aptq solves the Cauchy problem (46) we get
B3xφn ` B3yφn ` Btφn ď
27
4
a2ptqφn ď 27
4
a20φn.
Using the previous inequality we haveż
t1ďx`yďnu
u2pB3xφn ` B3yφn ` Btφnq ď
27
4
a20
ż
t1ďx`yďnu
u2φn. (54)
and moreover
2
3
4´1{3
ż
t1ďx`yďnu
u3pBxφn ` Byφnq ď Captq
ż
t1ďx`yďnu
px` yq1{2u3φn
ď Ca0‖px` yq1{2uptq‖L8p1ďx`yďnq
ż
t1ďx`yďnu
u2φn
ď Ca0‖ex`yu‖Cpr0,1s;H2pR2qq
ż
t1ďx`yďnu
u2φn
ď Ca0,u
ż
t1ďx`yďnu
u2φn,
(55)
where in the last but one inequality we have used that ‖px` yq1{2uptq‖L8p1ďx`yďnq ď ‖ex`yuptq‖L8pR2q and
the Sobolev embedding.
Moreover notice that Theorem B.1 guarantees that ‖ex`yu‖Cpr0,1s;H2pR2qq is finite.
dq In the domain x` y ě n we have
B3xφnpx, y, tq “ B3xP2px` y, tq “ 0, B3yφnpx, y, tq “ B3yP2px` y, tq “ 0.
Moreover
Btφnpx, y, tq “ BtP2px` y, tq “ a1ptqr¨seaptqn3{2 ď 0.
We also have that for x` y ě n
Bxφpx, y, tq “ BxP2px` y, tq “ 3
2
aptqn1{2eaptqn3{2 ` 3
2
aptqn1{2
”3
2
aptqn1{2 ` 1
2n
ı
eaptqn
3{2px ` y ´ nq
ď 3
2
aptqn1{2P2px` y, tq `
”3
2
aptqn1{2 ` 1
2n
ı
P2px` y, tq
ď p1` 3a0n1{2qP2px` y, tq
ď p1` 3a0px` yq1{2qφnpx, y, tq,
and in the same way
Byφpx, y, tq “ ByP2px` y, tq ď p1` 3a0px` yq1{2qφnpx, y, tq.
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Therefore ż
tx`yěnu
u2pB3xφn ` B3yφn ` Btφnq ď 0. (56)
proceeding as in the previous domain we also have
2
3
4´1{3
ż
tx`yěnu
u3pBxφn ` Byφnq ď C
ż
tx`yěnu
u3p1` 3aptqpx` yq1{2qφn
ď Ca0‖px` yq1{2uptq‖L8px`yěnq
ż
tx`yěnu
u2φn
ď Ca0‖ex`yu‖Cpr0,1s;H2pR2qq
ż
tx`yěnu
u2φn
ď Ca0,u
ż
tx`yěnu
u2φn.
(57)
Using (51)- (57) in (50) we get
d
dt
ż
R2
u2φn ď Ca0,u
ż
R2
u2φn.
Applying the Gronwall inequality we obtainż
R2
u2ptqφn ď eCa0,ut
ż
R2
u2p0qφnp0q @ t P r0, 1s.
The conclusion follows using (48) at t “ 0 and by Fatou’s lemma letting n go to infinity.
Appendix A. Proof of Lemma 2.5
Now we are in position to prove Lemma 2.5. Actually we will give a proof of a slightly different and more
general version of the previous lemma. Our result Lemma 2.5 follows by using the same argument.
Lemma A.1. Let w P Cpr0, 1s;H4pR2qq X C1pr0, 1s;L2pR2qq such that for all t P r0, 1s suppwptq Ď K, where
K is a compact subset of R2.
Assume that a0 P L8 X L2xL8yt and a1 P L2xL8yt X L1xL8yt, with small norms in these spaces.
Then there exists c ą 0, independent of the set K, such that for β ą 0 and λ ą 0 the following estimate holds
‖eλ|x|eβ|y|w‖L2pR2ˆr0,1sq `
ÿ
0ăk`lď2
‖eλ|x|eβ|y|BkxBlyw‖L8x L2ytpR2ˆr0,1sq
ď cpλ2 ` β2q`‖J3peλ|x|eβ|y|wp0qq‖L2pR2q ` ‖J3peλ|x|eβ|y|wp1qq‖L2pR2q˘
` c‖eλ|x|eβ|y|pBt ` B3x ` B3y ` a1pBx ` Byq ` a0qw‖L1tL2xyXL1xL2ytpR2ˆr0,1sq
with J such that xJgpξ, ηq :“ p1 ` ξ2 ` η2q 12 pgpξ, ηq. (Here, p denotes the spatial Fourier transform in R2 and
pξ, ηq are the variables in the frequency space corresponding to the space variables px, yq.)
As in our proof of the Carleman estimate for the operator P “ Bt`B3x`B3y ` a1pBx`Byq` a0, we first prove
a counterpart of Lemma A.1 for the leading part of the operator P, namely Bt ` B3x ` B3y.
Lemma A.2. Let w P Cpr0, 1s;H4pR2qq X C1pr0, 1s;L2pR2qq such that for all t P r0, 1s suppwptq Ď K, where
K is a compact subset of R2. Then
(1) For λ ą 0 and β ą 0,
‖eλ|x|eβ|y|w‖L8t L2xypR2ˆr0,1sq
ď‖eλ|x|eβ|y|wp0q‖L2pR2q ` ‖eλ|x|eβ|y|wp1q‖L2pR2q
` ‖eλ|x|eβ|y|pBt ` B3x ` B3yqw‖L1tL2xypR2ˆr0,1sq.
(58)
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(2) There exists c ą 0, independent of the set K, such that for β ě 1 and λ ě 1
‖eλ|x|eβ|y|Lw‖L8x L2ytpR2ˆr0,1sq ď c pλ
2 ` β2q`‖J3peλ|x|eβ|y|wp0qq‖L2pR2q ` ‖J3peλ|x|eβ|y|wp1qq‖L2pR2q˘
` ‖eλ|x|eβ|y|pBt ` B3x ` B3yqw‖L1xL2ytpR2ˆr0,1sq,
(59)
where L denotes any operator in the set tBx, By, B2x, B2yu and J is such that xJgpξ, ηq :“ p1`ξ2`η2q 12 pgpξ, ηq.
Remark A.1. It is a fundamental fact that in order to obtain from (58) and (59) the estimate in Lemma A.1 for
the whole operator P, the coefficient in front of the term on the right-hand side of (59) involving the operator
Bt ` B3x ` B3y does not depend on λ and β, indeed otherwise, since λ and β grow as R, the correction terms
coming from the addition of the lower order derivatives cannot be hidden in the left-hand side as desired.
Before proving Lemma A.2 we introduce the following notations.
Hλ,β ¨ :“ eλxeβypBt ` B3x ` B3yqe´λxe´βy¨ “
“Bt ` pBx ´ λq3 ` pBy ´ βq3‰ ¨ . (60)
It is easy to see from the previous definition that Hλ,β is defined through the space-time Fourier transform by
the multiplier
iτ ` piξ ´ λq3 ` piη ´ βq3.
We can define the inverse operator T0 of Hλ,β by the symbol
m0pξ, η, τq :“ 1
iτ ` piξ ´ λq3 ` piη ´ βq3 , (61)
this means that yT0 h :“ m0pξ, η, τqph,
where, in order to simplify the notation, we use p to denote the Fourier transform in S1pR3q.
The proof of Lemma A.2 is based on two previous lemmas, these lemmas express respectively the boundedness
of the operator T0 and pBx´λqkpBy ´ βqlT0 where k, l are non negative integers with 0 ď k` l ď 2 (actually we
need just the decoupled options, that is pk, lq “ p0, 0q, p1, 0q, p0, 1q, p2, 0q and p0, 2q).
Lemma A.3. Let h P L1pR3q with ‖h‖L1tL2xypR
3q ă 8. Then for all pλ, βq ‰ p0, 0q, m0ph P S1pR3q and rm0phsq
defines a bounded function from Rt with values in L
2
xy. Besides,
‖rm0phsqptq‖L2xypR2q ď ‖h‖L1tL2xypR3q @t P R, (62)
where qdenotes the inverse Fourier transform in S1pR3q.
Remark A.2. Clearly the previous inequality gives the boundedness of the operator T0 indeed, by its definition,
from (62) follows that
‖rT0hsptq‖L2xypR2q ď ‖h‖L1tL2xypR3q @t P R.
Proof. First of all we want to write the symbol m0pξ, η, τq in a more useful way, precisely it is not difficult to
see that the following holds:
m0pξ, η, τq “ ´i
τ ` apξ, ηq ` ibpξ, ηq ,
where
apξ, ηq “ ´ξ3 ` 3ξλ2 ´ η3 ` 3ηβ2 and bpξ, ηq “ λ3 ´ 3ξ2λ` β3 ´ 3η2β.
Before going any further we want to recall some useful properties of the Fourier transform.
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Remark A.3. Our definition for the 1-dimensional Fourier transform ispfpτq “ 1?
2pi
ż
R
e´iτtfptq dt. (63)
Making a straightforward computation it is not difficult to see that, defining
gpτq “ ´i
τ ` ib , b ‰ 0,
the inverse Fourier transform of g has this form
qgptq “
$&%
?
2pi χp0,`8qptqetb b ă 0,
´?2pi χp´8,0qptqetb b ą 0,
(64)
where, as usual, for a set A, χA denotes the characteristic function of A.
Considering the translation by the real number a of g, that is defining Gpτq “ gpτ ` aq, from (64) and the
property that the translation in the moment space is a multiplication by a phase factor in the position space
and vice-versa, in other words qgp¨ ` aqptq “ e´itaqgptq,
one has
qGptq “
$&%
?
2pi χp0,`8qptqetbe´ita b ă 0,
´?2pi χp´8,0qptqetbe´ita b ą 0.
With the previous remark in mind we can say that for a fixed pair pξ, ηq with bpξ, ηq ‰ 0 and t P R we have
rm0pξ, η, ¨τ qsqτ ptq “
$&%
?
2pi χp0,`8qptqetbpξ,ηqe´itapξ,ηq bpξ, ηq ă 0,
´?2pi χp´8,0qptqetbpξ,ηqe´itapξ,ηq bpξ, ηq ą 0.
Clearly the magnitude of the right-hand side is bounded by
?
2pi.
Now we need to compute the quantity
“
m0pξ, η, ¨τ qphpξ, η, ¨τ q‰qτ ptq.
In order to do that we recall that under our definition of the Fourier transform (63) and its inverse, the
following property holds: |fgptq “ qfptq ˚ qgptq?
2pi
,
moreover using that ph “ hpxypτ , one easily obtains“
m0pξ, η, ¨τ qphpξ, η, ¨τ q‰qτ ptq “ rm0pξ, η, ¨τ qsqτ ptq ˚ hp¨x, ¨y, tqpxypξ, ηq?
2pi
“ 1?
2pi
ż
Rs
rm0pξ, η, ¨τ qsqτ pt´ sqhp¨x, ¨y, sqpxypξ, ηq ds
“
$&%
ş
Rs
χp0,`8qpt´ sqept´sqbpξ,ηqe´ipt´sqapξ,ηqhp¨x, ¨y, sqpxypξ, ηq ds bpξ, ηq ă 0,
´ ş
Rs
χp´8,0qpt´ sqept´sqbpξ,ηqe´ipt´sqapξ,ηqhp¨x, ¨y, sqpxypξ, ηq ds bpξ, ηq ą 0.
Let us observe that for pλ, βq ‰ p0, 0q since the set tpξ, ηq : bpξ, ηq “ 0u represents an ellipse, it has measure zero
in R2, this gives, by applying Plancherel’s formula and Minkowski’s integral inequality, that for all t P R
‖rm0phsqp¨x, ¨y, tq‖L2xypR2q “ ‖rm0phsqτ p¨ξ, ¨η, tq‖L2ξηpR2q ď
ż
Rs
‖hpxyp¨ξ, ¨η, sq‖L2
ξη
pR2q
“ ‖hp¨x, ¨y, ¨tq‖L1tL2xypR3q ă 8.

As previously anticipated, we are going to prove the boundedness of the operator pBx ´ λqkpBy ´ βqlT0.
precisely, we will prove the following lemma
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Lemma A.4. Let h P L1pR3q with ‖h‖L1xL2ytpR
3q ă 8. For β ě 1, λ ě 1, k, l P t0, 1, 2u, and 0 ď k ` l ď 2, let
mk,lpξ, η, τq :“ piξ ´ λqkpiη ´ βqlm0pξ, η, τq,
with m0 as in (61), the symbol associated with the operator pBx ´ λqkpBy ´ βql T0. Then mk,lph P S1pR3q and
‖rmk,lphsqptq‖L8x L2typR3q ď ‖h‖L1xL2ytpR3q.
Remark A.4. As in Lemma A.3, from the previous inequality we can conclude the boundedness of the operator
pBx ´ λqkpBy ´ βqlT0, indeed the as a trivial consequence we have
‖rpBx ´ λqkpBy ´ βqlT0sh‖L8x L2typR3q ď C‖h‖L1xL2ytpR3q.
Proof. We will only consider the case k “ 2 and l “ 0. Since the proofs of other cases are similar, for brevity,
we will omit them. First of all let us note that
m2,0pξ, η, τq “ ´ipξ ` iλq
2
rpξ ` iλq3 ` pη ` iβq3 ´ τ s .
Defining v :“ ξ ` iλ and w :“ η ` iβ we can re-write the preceding as
m2,0pξ, η, τq “ ´iv
2
v3 ` w3 ´ τ .
The polynomial P pvq :“ v3`w3 ´ τ has got, as a multiple root, just v “ 0, but since under our hypothesis v is
always different from zero, we can assume P pvq not to have multiple roots. This allows us to use the following
decomposition in partial fractions
m2,0 “
3ÿ
j“1
´iv2j
3pv ´ vjqv2j
“
3ÿ
j“1
´i
3pξ ´ ℜpvjq ` irλ´ ℑpvjqsq “
1
3
3ÿ
j“1
´i
ξ ` ajpη, τq ` ibjpη, τq
where vj , j “ 1, 2, 3 are the different roots of P, ajpη, τq “ ´ℜpvjq and bjpη, τq “ λ ´ ℑpvjq. Moving on as
in Lemma A.3, that is using the Remark A.3, for a fixed pair pη, τq such that bpη, τq ‰ 0, making use of the
linearity of the inverse Fourier transform we have
rm2,0p¨ξ, η, τqsqξ pxq “
$&%
1
3
ř3
j“1
?
2pi χp0,`8qpxqexbjpη,τqe´ixajpη,τq bjpη, τq ă 0,
´ 1
3
ř3
j“1
?
2pi χp´8,0qpxqexbjpη,τqe´ixajpη,τq bjpη, τq ą 0.
Clearly the magnitude of the right-hand side is bounded by
?
2pi.
Let us observe that the set tpη, τq : ℑpvjq´λ “ 0u has two-dimensional measure zero. Therefore using similar
computations to those performed in Lemma A.3 we get that for all x P R
‖rm2,0phsqpx, ¨y, ¨tq‖L2ytpR2q “ ‖rm2,0phsqξ px, ¨η, ¨τ q‖L2ητ pR2q ď ż
Rz
‖hpyt pz, ¨η, ¨τ q‖L2ητ pR2q
“ ‖hp¨x, ¨y, ¨tq‖L1xL2ytpR3q ă 8.

Now we are in position to prove Lemma A.2. Even if the proof of this lemma is similar to the one for the
corresponding result in [4], we will provide it for sake of completeness.
Proof of Lemma A.2. The proof of estimate (58) follows from Lemma A.3 and the proof of (59) follows from
Lemma A.4. We only prove the estimate (59) for L “ B2x.
For ε P p0, 1
4
q let ηε be a function in C80 pRq of the time variable t such that ηεptq “ 1 if t P r2ε, 1 ´ 2εs,
supp ηε Ă rε, 1´ εs, ηε increasing in rε, 2εs and decreasing in r1´ 2ε, 1´ εs. Let us define for all t P R
wεptq :“ ηεptqwptq,
UNIQUE CONTINUATION FOR Z-K EQUATION 27
where with an abuse of notation w represents the extension of w which is identically zero outside r0, 1s. We
define
hε :“ eλxeβypBt ` B3x ` B3yqwε,
then, more explicitly
hε “ η1εeλxeβyw ` h0, (65)
where
h0 :“ ηεeλxeβypBt ` B3x ` B3yqw.
It is not difficult to see that hε can be re-written as
hε “ reλxeβypBt ` B3x ` B3yqe´λxe´βyseλxeβywε “ Hλ,βpeλxeβywεq.
This means that
eλxeβywε “ T0hε “ rm0xhεsq.
Now we consider eλxeβy B2xwε. It is easy to see that
eλxeβyB2xwε “ peλxeβy B2x e´λxe´βyqeλxeβywε “ pBx ´ λq2eλxeβywε “ pBx ´ λq2T0hε “ rm2,0xhεsq.
From the previous identity and (65), one gets
‖eλxeβyB2xwε‖L8x L2yt “ ‖rm2,0xhεsq‖L8x L2yt
ď ‖χr0,1sp¨tqrm2,0pη1εeλxeβywqpsq‖L8x L2yt ` ‖rm2,0xh0sq‖L8x L2yt . (66)
First of all let us consider the second term on the right-hand side, using the hypotheses of Lemma A.2 we can
apply Lemma A.4 to h0, this gives
‖rm2,0xh0sq‖L8x L2yt ď ‖h0‖L1xL2yt . (67)
Now we need to provide an estimate for the first term on the right-hand side of (66). Using our definition of
mk,lpξ, η, τq we get
‖χr0,1sp¨tqrm2,0pη1εeλxeβywqpsq‖L8x L2yt “ ‖χr0,1sp¨tqr´pξ ` iλq2m0pη1εeλxeβywqpsq‖L8x L2yt
“ ‖χr0,1sp¨tqrm0pgsq‖L8x L2yt ,
where pg “ ´pξ ` iλq2pη1εeλxeβywqp.
For a fixed pair py, tq P R2 one has
‖χr0,1sptqrm0pgsqp¨x, y, tq‖H1x “ ‖p1 ` p¨ξq2q 12χr0,1sptqrm0pgsqητ p¨ξ, y, tq‖L2ξ
“ ‖p1 ` p¨ξq2q 12 p¨ξ ` iλq2χr0,1sptqrm0pη1εeλxeβywqpsqητ p¨ξ, y, tq‖L2
ξ
.
Since
p1` ξ2q 12 |ξ ` iλ|2 ď p1` ξ2q 12 p1 ` ξ2 ` λ2q ď p1` ξ2q 32 p1 ` λ2q
we obtain
‖χr0,1sptqrm0pgsqp¨x, y, tq‖H1x ď p1` λ2q‖J3x χr0,1sptqrm0pη1εeλxeβywqpsqp¨x, y, tq‖L2x .
Remark A.5. We emphasize that here J3x denotes the operator defined through the Fourier transform just in
the x variable by yJ3xgpξq :“ p1` ξ2q 32pgpξq
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Now, using that H1xpRq ãÑ L8x pRq we have
|χr0,1sptqrm0pgsqpx, y, tq| ď c‖χr0,1sptqrm0pgsqp¨x, y, tq‖H1x
ď cp1` λ2q‖J3xχr0,1sptqrm0pη1εeλxeβywqpsqp¨x, y, tq‖L2x .
Therefore, for x P R, by virtue of Lemma A.3 one obtains
‖χr0,1sp¨tqrm0pgsqpx, ¨y , ¨tq‖L2yt ď cp1` λ2q‖J3xχr0,1sp¨tqrm0pη1εeλxeβywqpsq‖L2
ď cp1` λ2q‖J3xrm0pη1εeλxeβywqpsq‖L8t L2xy
ď cp1` λ2q‖p1` p¨ξq2 ` p¨ηq2q 32 rm0pη1εeλxeβywqpsqτ‖L8t L2ξη
“ cp1` λ2q‖rm0pη1εJ3peλxeβywqqpsq‖L8t L2xy
ď cp1` λ2q‖η1εJ3peλxeβywq‖L1tL2xy .
(68)
Now plugging (67) and (68) in (66) and using the explicit definition of h0, it follows that
‖eλxeβyB2xwε‖L8x L2yt ď cp1` λ
2q‖η1εJ3peλxeβywq‖L1tL2xy ` ‖ηεe
λxeβypBt ` B3x ` B3yqw‖L1xL2yt . (69)
First of all we want to prove that the left-hand side of (69) goes to ‖eλxeβyB2xw‖L8x L2yt as ε tends to 0`. Since
by our hypotheses we are assuming wptq to be compactly supported, without loss of generality we may suppose
suppwptq Ă r´M,M s ˆ r´M,M s for all t P r0, 1s. Making use of the fact that B2xwptq P H2pR2q ãÑ L8pR2q, we
get
‖eλxeβyB2xwε ´ eλxeβyB2xw‖L8x L2yt “ ess sup
xPr´M,Ms
” ż 1
0
ż M
´M
e2λxe2βypηεptq ´ 1q2pB2xwq2px, y, tq dy dt
ı 1
2
ď ceλMeβM‖B2xw‖Cpr0,1s;H2pR2qqp2Mq
1
2
” ż 2ε
0
dt`
ż 1
1´2ε
dt
ı 1
2 εÑ0`ÝÝÝÝÑ 0.
With respect to the first term of the right-hand side of (69) we can show that
‖η1εJ
3peλxeβywq‖L1tL2xy “
ż 1
0
|η1εptq|‖J3peλxeβywptqq‖L2xy dt
“
ż 2ε
ε
η1εptq‖J3peλxeβywptqq‖L2xy dt´
ż 1´ε
1´2ε
η1εptq‖J3peλxeβywptqq‖L2xy dt
“
ż 2ε
ε
η1εptq
`
‖J3peλxeβywptqq‖L2xy ´ ‖J
3peλxeβywp0qq‖L2xy
˘
dt
` ‖J3peλxeβywp0qq‖L2xy
´
ż 1´ε
1´2ε
η1εptq
`
‖J3peλxeβywptqq‖L2xy ´ ‖J
3peλxeβywp1qq‖L2xy
˘
dt
` ‖J3peλxeβywp1qq‖L2xy ,
since eλxeβyw P Cpr0, 1s;H3pR2qq, it is easy to see that
‖η1εJ
3peλxeβywq‖L1tL2xy
εÑ0`ÝÝÝÝÑ ‖J3peλxeβywp0qq‖L2xy ` ‖J
3peλxeβywp1qq‖L2xy .
Now only the estimate of the second term of the right-hand side of (69) is missing. Taking into account that
suppw Ă r´M,M s ˆ r´M,M s ˆ r0, 1s and using the dominated convergence theorem we can conclude that
‖pηε ´ 1qeλxeβypBt ` B3x ` B3yqw‖L1xL2yt ď p2Mq
1
2 eλMeβM‖pηε ´ 1qpBt ` B3x ` B3yqw‖L2 εÑ0
`ÝÝÝÝÑ 0.
Putting all these estimates together and using β ě 1 we obtain
‖eλxeβyB2xw‖L8x L2yt ďcpλ
2 ` β2q`‖J3peλxeβywp0qq‖L2 ` ‖J3peλxeβywp1qq‖L2˘
` ‖eλxeβypBt ` B3x ` B3yqw‖L1xL2yt .
(70)
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In order to conclude the proof we need the following remark.
An equivalent way to write the estimate (59) is the following
‖ejλxekβyB2xw‖L8x L2yt ďcpλ
2 ` β2q`‖J3pejλxekβywp0qq‖L2 ` ‖J3pejλxekβywp1qq‖L2˘
` ‖ejλxekβypBt ` B3x ` B3yqw‖L1xL2yt ,
for j P t´1, 1u and k P t´1, 1u.
We have already proved the former estimate for j “ k “ 1. Our aim is to show that the other cases follow in
a similar way and so omit them.
The first step we have to perform is to modify the definition of the multipliers m0 and mk,l considering,
instead of piξ ´ λq and piη ´ βq, the other three possible pairs: piξ ` λq and piη ` βq if we want to estimate
‖e´λxe´βyLw‖L8x L2yt
, piξ `λq and piη´ βq if we want to estimate ‖e´λxeβyLw‖L8x L2yt , piξ´ λq and piη` βq for
the estimate of ‖eλxe´βyLw‖L8x L2yt .
Since in order to prove (70) we strongly used the estimates in Lemma A.3 and A.4, we would like them to
hold also for the modified versions of m0 and mk,l written above. But one can easily see that this is true just
revisiting the proof of the two lemmas with the new definitions of m0 and mk,l. This concludes the proof of our
lemma. 
Now we shall extend the result in Lemma A.2 to operators as in (17), namely we prove Lemma A.1.
Proof of Lemma A.1. From Lemma A.2 and using the fact that ‖¨‖L2pR2ˆr0,1sq ď ‖¨‖L8t L2xypR2ˆr0,1sq, it follows
that
‖eλ|x|eβ|y|w‖L2 ď ‖eλ|x|eβ|y|wp0q‖L2 ` ‖eλ|x|eβ|y|wp1q‖L2
` ‖eλ|x|eβ|y|pBt ` B3x ` B3y ` a1pBx ` Byq ` a0qw‖L1tL2xy ` ‖e
λ|x|eβ|y|pa1pBx ` Byq ` a0qw‖L1tL2xy , (71)
and
‖eλ|x|eβ|y|Lw‖L8x L2yt
ď c pλ2 ` β2q`‖J3peλ|x|eβ|y|wp0qq‖L2 ` ‖J3peλ|x|eβ|y|wp1qq‖L2˘
` ‖eλ|x|eβ|y|pBt ` B3x ` B3y ` a1pBx ` Byq ` a0qw‖L1xL2yt
` ‖eλ|x|eβ|y|pa1pBx ` Byq ` a0qw‖L1xL2yt . (72)
We are interested in considering the last terms in the former estimates.
We first see ‖eλ|x|eβ|y|pa1pBx ` Byq ` a0qw‖L1tL2xy using that ‖¨‖L1tL2xypR2ˆr0,1sq ď ‖¨‖L2pR2ˆr0,1sq, we easily
obtain
‖eλ|x|eβ|y|pa1pBx ` Byq ` a0qw‖L1tL2xy ď ‖e
λ|x|eβ|y|pa1pBx ` Byq ` a0qw‖L2
ď ‖a1‖L2xL8yt‖e
λ|x|eβ|y|pBx ` Byqw‖L8x L2yt ` ‖a0‖L8‖e
λ|x|eβ|y|w‖L2 .
Let us consider now ‖eλ|x|eβ|y|pa1pBx ` Byq ` a0qw‖L1xL2yt , making use of the Hölder’s inequality, one gets
‖eλ|x|eβ|y|pa1pBx ` Byq ` a0qw‖L1xL2yt ď ‖a1‖L1xL8yt‖e
λ|x|eβ|y|pBx ` Byqw‖L8x L2yt ` ‖a0‖L2xL8yt‖e
λ|x|eβ|y|w‖L2 .
Plugging the previous estimates into (71) and (72) and summing them together we have
‖eλ|x|eβ|y|w‖L2`
ÿ
0ăk`lď2
‖eλ|x|eβ|y|BkxBlyw‖L8x L2yt ď c pλ
2`β2q`‖J3peλ|x|eβ|y|wp0qq‖L2`‖J3peλ|x|eβ|y|wp1qq‖L2˘
` ‖eλ|x|eβ|y|pBt ` B3x ` B3y ` a1pBx ` Byq ` a0qw‖L1tL2xyXL1xL2yt
` ‖a0‖L8XL2xL8yt‖e
λ|x|eβ|y|w‖L2 ` ‖a1‖L2xL8ytXL1xL8yt‖e
λ|x|eβ|y|pBx ` Byqw‖L8x L2yt .
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Under our hypotheses about a0 and a1 we have
‖eλ|x|eβ|y|w‖L2`
ÿ
0ăk`lď2
‖eλ|x|eβ|y|BkxBlyw‖L8x L2yt ď c pλ
2`β2q`‖J3peλ|x|eβ|y|wp0qq‖L2`‖J3peλ|x|eβ|y|wp1qq‖L2˘
` ‖eλ|x|eβ|y|pBt ` B3x ` B3y ` a1pBx ` Byq ` a0qw‖L1tL2xyXL1xL2yt
` 1
2
´
‖eλ|x|eβ|y|w‖L2 `
ÿ
0ăk`lď2
‖eλ|x|eβ|y|BkxBlyw‖L8x L2yt
¯
. (73)
Hence, absorbing the last term in the left-hand side, we have
‖eλ|x|eβ|y|w‖L2 `
ÿ
0ăk`lď2
‖eλ|x|eβ|y|BkxBlyw‖L8x L2yt
ď c pλ2 ` β2q`‖J3peλ|x|eβ|y|wp0qq‖L2 ` ‖J3peλ|x|eβ|y|wp1qq‖L2˘
` c ‖eλ|x|eβ|y|pBt ` B3x ` B3y ` a1pBx ` Byq ` a0qw‖L1tL2xyXL1xL2yt ,
which yields the desired result. 
Appendix B. Persistence properties
In this section we are interested in studying persistence properties for solutions to (12)
In general a persistence property in a function spaceX means that the solution t ÞÑ uptq describes a continuous
curve on X, that is u P Cpr0, 1s;Xq.
The theorem we are going to prove can be seen as a two dimensional generalization of the very well known
result by Kato [23] for the KdV equation.
Theorem B.1. Let u P Cpr0, 1s;H4pR2qq X C1pr0, 1s;L2pR2qq be a solution of the equation (12).
(i) If for all β ą 0, up0q P L2pe2βpx`yqdx dyq, then u is a bounded function from r0, 1s with values in
H3pe2βpx`yqdx dyq for all β ą 0.
(ii) If for all β ą 0, up1q P L2pe´2βpx`yq dxdyq, then u is a bounded function from r0, 1s with values in
H3pe´2βpx`yqdx dyq for all β ą 0.
In particular, if the conditions for up0q and up1q given in piq and piiq, respectively, are satisfied, then u is
bounded from r0, 1s to H3pe2β|x`y|dx dyq.
The proof of Theorem B.1 is based on the following lemmas. The first lemma is an interpolation result that
can be proved using the three-line theorem.
Lemma B.1. For s ą 0 and β ą 0 let f P HspR2q X L2pe2βpx`yq dxdyq. Then, for θ P r0, 1s
‖Jθspep1´θqβpx`yqfq‖L2pR2q ď c‖Jsf‖θL2pR2q‖eβpx`yqf‖1´θL2pR2q
where Js is such that yJsgpξ, ηq :“ p1` ξ2 ` η2q s2 pgpξ, ηq.
In order to prove the exponential decay in Theorem B.1 we proceed in two steps, firstly we prove that u is a
bounded function from r0, 1s with values in L2pe2βpx`yqdx dyq then, using the interpolation result Lemma B.1, we
obtain the boundedness of uptq in the space H3pe2βpx`yqdx dyq. The conclusion then follows from the symmetry
properties of the equation.
The following lemma shows the boundedness of uptq in the space L2pe2βpx`yqdx dyq. The proof of this result
follows mainly a strategy used in [3] that came to light in the seminal paper by Kato [23] treating the well-
posedness of the Cauchy problem for the KdV equation.
Lemma B.2. Let u P Cpr0, 1s;H4pR2qq XC1pr0, 1s;L2pR2qq be a solution of the equation (12) such that for all
β ą 0, up0q P L2pe2βpx`yqdx dyq. Then u is a bounded function from r0, 1s with values in L2pe2βpx`yqdx dyq for
all β ą 0.
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Proof. Since e2βpx`yq is a highly unbounded weight function, it is difficult to prove the result directly. Therefore
we first approximate e2βpx`yq by a bounded weight function φnpx, yq which tends to e2βpx`yq monotonically as
n goes to infinity. Let ϕ P C8pRq be a decreasing function with ϕpxq “ 1 if x ă 1 and ϕpxq “ 0 if x ą 10 and
let θnpxq :“
şx
0
ϕ
`
x1
n
˘
dx1. For n P N we define
φnpx` yq :“ e2βθnpx`yq.
It can be seen that for every n, φnpx ` yq “ e2βpx`yq if x` y ď n and φnpx ` yq ” dn ď e20βn if x ` y ą 10n.
Moreover φn ď φn`1 and
|Bjxφnpx, yq| ď Cj,βφnpx, yq, |Bjyφnpx, yq| ď Cj,βφnpx, yq @ j P N,@px, yq P R2.
Multiplying the equation (12) by uφn and integrating the resulting identity, we obtainż
R2
Btu uφn `
ż
R2
B3xu uφn `
ż
R2
B3yu uφn ` 4´1{3
ż
R2
u2Bxuφn ` 4´1{3
ż
R2
u2Byuφn “ 0.
Integrating by parts one has
1
2
d
dt
ż
R2
u2 φn ´ 1
2
ż
R2
u2 B3xφn `
3
2
ż
R2
pBxuq2Bxφn ´ 4
´1{3
3
ż
R2
u3Bxφn
´ 1
2
ż
R2
u2 B3yφn `
3
2
ż
R2
pByuq2Byφn ´ 4
´1{3
3
ż
R2
u3Byφn “ 0,
discarding positive terms this gives
1
2
d
dt
ż
R2
u2 φn ď 1
2
ż
R2
u2 B3xφn `
1
2
ż
R2
u2 B3yφn `
4´1{3
3
ż
R2
u3Bxφn ` 4
´1{3
3
ż
R2
u3Byφn.
Using the properties for the derivatives of φn and Sobolev embeddings one gets
1
2
d
dt
ż
R2
u2 φn ď C3,β
ż
R2
u2 φn ` 24
´1{3
3
‖uptq‖L8C1,β
ż
R2
u2 φn
ď
´
C3,β ` C‖u‖Cpr0,1s;H2pR2qq
¯ż
R2
u2 φn
“ Cβ,u
ż
R2
u2 φn.
Applying the Gronwall lemma we obtainż
R2
u2ptqφn ď eCβ,ut
ż
R2
u2p0qφn ď eCβ,u
ż
R2
u2p0qφn, @ t P r0, 1s.
Using the Monotone Convergence Theorem, letting n go to infinity, we can conclude thatż
R2
u2ptqe2βpx`yq dx dy ď c
ż
R2
u2p0qe2βpx`yq dx dy, @ t P r0, 1s.
This proves that uptq is a bounded function from r0, 1s with values in L2pe2βpx`yqdx dyq for all β ą 0. 
Proof of Theorem B.1.
(i) We want to prove that, assuming up0q P L2pe2βpx`yqdx dyq we have that t ÞÑ uptq is bounded from r0, 1s
with values in H3pe2βpx`yqdx dyq. In Lemma B.2 we have already proved that if up0q P L2pe2βpx`yqdx dyq,
then u is a bounded function from r0, 1s with values in L2pe2βpx`yqdx dyq. Moreover since we are assuming
u P Cpr0, 1s;H4pR2qq we can use the interpolation result Lemma B.1 with s “ 4 and θ “ 3
2
to obtain
‖J3pe β4 px`yquptqq‖L2pR2q ď c‖J4uptq‖θL2pR2q‖eβpx`yquptq‖1´θL2pR2q.
Since we are assuming the previous to hold for all β ą 0, we can re-define β in such a way to be able to
conclude that t ÞÑ uptq is bounded from r0, 1s with values in H3pe2βpx`yqdx dyq.
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(ii) This property follows immediately from piq taking into account the symmetry properties of equation (12).
Indeed, it can be seen that the function defined as rupx, y, tq :“ up´x,´y, 1´ tq is still a solution of (12).
Moreover, since we are assuming up1q P L2pe´2βpx`yqdx dyq the function ru satisfies the hypothesis of piq,
therefore ru is bounded from r0, 1s with values in H3pe2βpx`yqdx dyq for all β ą 0, or, what is equivalent, u
is bounded from r0, 1s with values in H3pe´2βpx`yqdx dyq, which is the proof of piiq.

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