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CHARACTERIZING GAUSSIAN FLOWS ARISING FROM ITO¯’S
STOCHASTIC DIFFERENTIAL EQUATIONS
SUPRIO BHAR
Abstract. We introduce and characterize a class of flows, which turn out to
be Gaussian. This characterization allows us to show, using the Monotonicity
inequality, that the transpose of the flow, for an extended class of initial condi-
tions, is the unique solution of the SPDE introduced in Rajeev and Thangavelu
(2008).
1. Introduction
Ito¯’s stochastic differential equations provide a concrete model for stochastic
flows, on which topic there is a considerable literature (see [1, 3, 4, 5, 6, 9, 12,
13, 14, 15, 16, 21, 23] and the references therein). In this paper, we study three
interrelated properties of Gaussian flows arising as solutions of stochastic differential
equations, viz.
(1.1) dXt = σ(Xt) dBt + b(Xt) dt, t ≥ 0.
Let L,A,L∗, A∗, Xt, Yt be as in [19], with r - the dimension of the Brownian motion
there - equal to d. Let S(Rd) be the space of real valued rapidly decreasing smooth
functions on Rd. Let S ′(Rd), E ′(Rd) denote the space of tempered distributions on
R
d and the space of compactly supported distributions on Rd, respectively. Note
that, for ψ ∈ E ′(Rd), {Yt(ψ)} satisfies [19, equation (3.7)]: a.s.
Yt(ψ) = ψ +
∫ t
0
A∗(Ys(ψ)) .dBs +
∫ t
0
L∗(Ys(ψ)) ds, ∀t ≥ 0,
in some Hermite Sobolev space Sp(Rd).
Firstly, we show that the Gaussian flows for
(i) σ is a real square matrix of order d,
(ii) b(x) := α + Cx, ∀x ∈ Rd where α = (α1, · · · , αd) ∈ Rd and C = (cij) is a
real square matrix of order d,
correspond to those flows that depend ‘deterministically’ on the initial condition
(see Definition 2.1). In particular, {X0t + e
tCx} solves (1.1), where {Xxt } denotes
the solution of (1.1) with initial condition X0 = x (see Lemma 3.1).
Secondly, as a consequence the map x 7→ ψ(Xxt ), ψ ∈ S(R
d) is in S(Rd). The
general question as to when this map (which is C∞ when σ, b are smooth) is in S(Rd)
is to our knowledge, open. This property allows us to extend the map Yt = X
∗
t
defined on E ′(Rd) (see [19, equation (3.3)]), from E ′(Rd) ∩ L1(Rd) → E ′(Rd) to
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L1(Rd)→ S ′(Rd) and that the processes {Yt(ψ)}, ψ ∈ L1(Rd) satisfy the stochastic
partial differential equation [19, (3.7)]. Taking expectation on both sides of this
equation, we obtain the existence of solution of the Cauchy problem for L∗, viz.
(1.2)
dψ(t)
dt
= L∗ψ(t); ψ(0) = ψ
Thirdly, we note that these flows are unique solutions of [19, equation (3.7)]. The
uniqueness of solutions of these equations remains unresolved to date, to our knowl-
edge. As observed in [19], the uniqueness follows from the Monotonicity inequality.
This was proved for the pair of operators (A∗, L∗) corresponding to Gaussian flows
in our class, in [2, Theorem 4.2 and Theorem 4.6]. The same techniques also prove
the uniqueness of the Cauchy problem for L∗.
In Section 2 of this paper we introduce the notion of flows depending deterministi-
cally on the initial condition (see Definition 2.1) and prove characterization results
(Theorem 2.3, Proposition 2.4). The results say that these type of diffusions corre-
spond to the case when σ is a constant and b is in an affine form.
In Section 3, using the composition x 7→ φ(Xxt ), φ ∈ S(R
d) we define {Yt(ψ)}, ψ ∈
L1(Rd) and using Monotonicity inequality (see Theorem 3.6) show that it is the
unique solution of a stochastic partial differential equation (see Theorem 3.8). As
an application of this result, we show ψ(t) = EYt(ψ) is the unique solution to (1.2)
with initial condition ψ ∈ L1(Rd) (see Theorem 3.9).
In Proposition 3.11, we prove that the tempered distribution Yt(ψ) is given by
the integrable function e−t tr(C) τX(t,0)ψ(e
−tC ·) where tr(C) is the trace of the ma-
trix C. This representation is similar to that obtained in [18, Lemma 3.6] for the
solution of stochastic differential equations given by certain non-linear operators.
2. Characterizing diffusions with the general solution depending
deterministically on the initial condition
In this section, we introduce a class of diffusions and prove some characterization
results related to the flow of the diffusions. In particular, these flows turn out to be
Gaussian flows. Let (Ω,F , (Ft), P ) be a filtered complete probability space satis-
fying the usual conditions. Let {Bt} be the standard d dimensional (Ft) Brownian
motion. Now consider the diffusion:
(2.1) dXt = σ(Xt) dBt + b(Xt) dt, ∀t ≥ 0,
where the coefficients σ = (σij), b = (bi), 1 ≤ i, j ≤ d are Lipschitz continuous.
Note that σ, b satisfy a linear growth condition, i.e. there exists a constant K > 0
such that
|σ(x)| + |b(x)| ≤ K(1 + |x|), ∀x ∈ Rd,
where | · | denotes the Euclidean norm in the appropriate spaces. For any x ∈ Rd,
let {Xxt } denote the solution of (2.1) with X0 = x. We make a definition of the
class of diffusions which we are interested in.
Definition 2.1. We say the general solution of the diffusion (2.1) depends deter-
ministically on the initial condition, if there exists a function f : [0,∞)×Rd → Rd
such that for any x ∈ Rd, we have a.s.
(2.2) Xxt (ω) = f(t, x) +X
0
t (ω), t ≥ 0.
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Due to the linear growth of the coefficients σ, b, the first and second moments of
Xxt exist for all x, t. If (2.2) is satisfied, then for all x, t we have
f(t, x) = EXxt − EX
0
t = x+
∫ t
0
[
Eb(Xxs )− Eb(X
0
s )
]
ds.
This observation gives the next result. The component functions of f are denoted
by f1, · · · , fd.
Lemma 2.2. If the general solution of the diffusion (2.1) depends deterministically
on the initial condition, then for all (t, x) ∈ [0,∞) × Rd, the partial derivative
∂f
∂t
(t, x) exists and for every fixed x ∈ Rd, the map t 7→ ∂f
∂t
(t, x) is continuous,
where ∂f
∂t
(t, x) = (∂f1
∂t
(t, x), · · · , ∂fd
∂t
(t, x)).
In Theorem 2.3 and Proposition 2.4 we characterize diffusions depending de-
terministically on the initial condition. In the first result we obtain the charac-
terization under a non-degeneracy condition on σ and smoothness assumptions on
certain derivatives of b and f and in the second, we consider the case when f is in
a product form.
Theorem 2.3. Let σ, b be Lipschitz continuous functions. Suppose the following
happen:
(i) there exists an x ∈ Rd such that the determinant of (σij(x)) is not zero,
(ii) bi ∈ C2(Rd,R), i = 1, · · · , d where b = (b1, · · · , bd),
(iii) for every fixed x ∈ Rd, the map t ∈ [0,∞) 7→ ∂f
∂t
(t, x) is of bounded varia-
tion.
Then the general solution of the diffusion (2.1) depends deterministically on the
initial condition through (2.2) if and only if σ is a real non-singular matrix of order
d and b is of the form b(x) = α+ Cx and f(t, x) = etCx where α ∈ Rd and C is a
real square matrix of order d.
Proof. First we prove the necessity part. For any x ∈ Rd, a.s. t ≥ 0
f(t, x) = Xxt −X
0
t
= f(0, x) +
∫ t
0
[
σ(Xxs )− σ(X
0
s )
]
. dBs +
∫ t
0
[
b(Xxs )− b(X
0
s )
]
ds.
Note that necessarily we must have f(0, x) = x. Now rewriting above relation∫ t
0
[
σ(Xxs )− σ(X
0
s )
]
. dBs +
∫ t
0
[
b(Xxs )− b(X
0
s )−
∂f
∂t
(s, x)
]
ds = 0.
Both the terms are 0 a.s. (see [17, Chapter III, Theorem 12]). By looking at the
continuous integrand of the quadratic variation of the martingale, we have for all
x ∈ Rd, i, j = 1, · · · , d a.s.
[
σij(X
x
t )− σij(X
0
t )
]2
= 0, ∀t ≥ 0. Putting t = 0
we have σij(x) = σij(0), x ∈ Rd i.e. σ is a constant d × d matrix and by our
assumption, its determinant is non-zero.
On the other hand, for each x ∈ Rd, a.s. t ≥ 0,
(2.3) b(Xxt )− b(X
0
t )−
∂f
∂t
(t, x) = 0.
Evaluating at t = 0 yields bi(x) = bi(0)+
∂fi
∂t
(0, x), i = 1, · · · , d. Let {B
(i)
t } denote
the ith component of {Bt}. Since bi ∈ C
2(Rd,R), by Ito¯ formula and equation
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(2.3), we have
∂fi
∂t
(t, x) −
∂fi
∂t
(0, x) =
d∑
j,k=1
∫ t
0
(
∂jbi(X
x
s )− ∂jbi(X
0
s )
)
σjkdB
(k)
s
+
d∑
j=1
∫ t
0
[
∂jbi(X
x
s )bj(X
x
s )− ∂jbi(X
0
s )bj(X
0
s )
]
ds
+
1
2
d∑
j,k=1
∫ t
0
(σσt)jk
[
∂j∂kbi(X
x
s )− ∂j∂kbi(X
0
s )
]
ds.
(2.4)
Again, the martingale term must be zero and therefore so is its quadratic variation.
Then for any i, k = 1, · · · , d we have a.s.
∑d
j=1 σ
2
jk
(
∂jbi(X
x
t )−∂jbi(X
0
t )
)2
= 0, t ≥
0. Evaluating at t = 0 and simplifying we have
∑d
j=1 σjk(∂jbi(x) − ∂jbi(0)) = 0.
The last equation we can write as
σt

∂1bi(x) − ∂1bi(0)· · ·
∂dbi(x) − ∂dbi(0)

 = 0.
Since σ is non-singular, for each i, j = 1, · · · , d the function x 7→ ∂jbi(x) is a
constant function. Define cij := ∂jbi(0) and write C = (cij). Then
bi(x) − bi(0) =
∫ x1
0
∂1bi(y, x2, · · · , xd) dy +
∫ x2
0
∂1bi(0, y, x3, · · · , xd) dy
+ · · ·+
∫ xd
0
∂dbi(0, · · · , 0, y) dy =
d∑
j=1
cijxj
Now for any fixed x ∈ Rd, we have f(0, x) = x and
f(t, x)− x =
∫ t
0
[
b(Xxs )− b(X
0
s )
]
ds =
∫ t
0
C
[
Xxs −X
0
s
]
ds =
∫ t
0
Cf(s, x) ds.
Since for each x, the map t 7→ f(t, x) is continuous, we have f(t, x) = etCx. It is
easy to check that for above σ, b, f the finite variation term in (2.4) vanishes.
The converse part can be verified through direct computation. 
In Definition 2.1, if the function f is in a product form, then a similar charac-
terization can be obtained without additional smoothness assumptions on b, f .
Proposition 2.4. Let σ, b be Lipschitz continuous functions.
(i) Suppose the general solution of the diffusion (2.1) depends deterministi-
cally on the initial condition, where the function f has the decomposi-
tion f(t, x) = g(t)h(x) with g ∈ C1([0,∞),R), h : Rd → Rd. Then
f(t, x) = g˜(t)x for some g˜ ∈ D where
D := {g ∈ C1([0,∞),R) : g(0) = 1}.
(ii) The solution to (2.1) depends deterministically on the initial condition in
the following form: there exists g ∈ D such that for each x ∈ Rd, a.s. t ≥ 0
(2.5) Xxt = g(t)x+X
0
t ,
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if and only if σ is a constant d×d matrix, b(x) = α+βx and g(t) = eβt, t ≥
0 where α ∈ Rd, β ∈ R. In this case, the solution has the form
Xxt =
{
eβtx+ σ
∫ t
0 e
β(t−s) dBs +
eβt−1
β
α, if β 6= 0
x+ tα+ σBt, if β = 0.
Proof. Since a.s. Xx0 = f(0, x) +X
0
0 , we have x = g(0)h(x), ∀x ∈ R
d. So g(0) 6= 0.
Without loss of generality, we may assume g(0) = 1. Then h(x) = x, f(t, x) = g(t)x.
This proves part (i).
If (2.5) holds for some g ∈ D , then as in Theorem 2.3, we can show σ is a constant
d× d matrix. Using (2.3), we have for all x ∈ Rd
(2.6) a.s. b(Xxt )− b(X
0
t )− g
′(t)x = 0, ∀t ≥ 0.
Putting t = 0 we have for all x ∈ Rd, b(x) = b(0) + g′(0)x. So b is determined
by the values b(0), g′(0). Using this affine form of b in (2.6) we get the differential
equation
g′(0)g(t) = g′(t); t ≥ 0; g(0) = 1.
The solution is given by g(t) = eg
′(0)t, t ≥ 0.
The converse part can be verified through direct computation. 
In dimension d = 1, for convex functions we can apply the following generaliza-
tion of Ito¯ formula.
Theorem 2.5 ([20, Chapter VI, (1.1) Theorem]). If {Xt} is a continuous real
valued semimartingale and f : R → R is a convex function, then there exists a
continuous increasing process {Aft } such that a.s. t ≥ 0
f(Xt) = f(X0) +
∫ t
0
f ′−(Xs) dXs +
1
2
Aft
where f ′− is the left-hand derivative of f .
Using the previous theorem, we get the following version of Theorem 2.3.
Proposition 2.6. Let σ, b be Lipschitz continuous functions on R. Suppose the
following happen:
(i) there exists an x ∈ R such that σ(x) is not zero,
(ii) b is continuously differentiable and is a finite linear combination of convex
functions,
(iii) for every fixed x ∈ Rd, the map t ∈ [0,∞) 7→ ∂f
∂t
(t, x) is of bounded varia-
tion.
Then the general solution of the diffusion (2.1) depends deterministically on the
initial condition through (2.2) if and only if σ is a non-zero constant function and
b is of the form b(x) = α+ Cx and f(t, x) = etCx where α,C ∈ R.
In the next proposition, we present an example where Definition 2.1 appears.
Given a random field (Xxt , x ∈ R
d, t ≥ 0) in many situations it is reasonable to
assume that the field can be decomposed as Xxt = Y
x
t +Zt, where {Y
x
t } is a ‘local’
component and {Zt} is a global component. We show that under certain conditions
the ‘local’ component has to be deterministic.
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Proposition 2.7. Suppose that Zt = X
0
t and that for all x ∈ R
d, the field Y xt =
Xxt −X
0
t is independent of Z. In addition assume that {X
x
t } solves
dXt = σ(Xt) dBt + b(Xt) dt, t ≥ 0; X0 = x
and the sigma-fields generated by the processes {X0t } and {Bt} are the same. Then
{Y xt } is deterministic.
Proof. Under our hypothesis, {Y xt } is both adapted to the said sigma-field and is
independent of it. Hence {Y xt } is deterministic. 
Example 2.8. If σ(x) is non-degenerate for all x ∈ Rd, the sigma-fields generated
by the processes {X0t } and {Bt} are the same. We present an example which shows
that the local part may not be deterministic, if σ(x) is degenerate for some x.
Consider the stochastic differential equations in dimension one:
dXt = x dBt + (α−Xt) dt; X0 =
x2
2
,
where α is some fixed real number. The solution is given by
Xxt = e
−tx
2
2
+ x
∫ t
0
e−(t−s) dBs − α(e
−t − 1),
which is not of the form (2.2), but the flow is Gaussian.
In Proposition 2.7, we can allow σ, b to be random, but independent of {Bt} and
then the conclusion still holds, conditional on the σ-fields of σ, b. We take this to
be in a product form in the next theorem.
Theorem 2.9. Let (Ω′,F ′, P ′) be a complete probability space and (Ω′′,F ′′, (F ′′t ), P
′′)
a filtered complete probability space satisfying the usual conditions. Define Ω :=
Ω′ × Ω′′. Consider the filtered probability space (Ω,F ′ ⊗ F ′′, (F ′ ⊗ F ′′t ), P
′ × P ′′).
Let {Bt} be an (F ′′t ) Brownian motion. Assume that F
′′
t = σ{Bs : 0 ≤ s ≤ t} and
F ′′ = σ{Bt : t ≥ 0}. Let b : Rd × Ω → Rd be B(Rd) ⊗ F ′ ⊗ F ′′0 /B(R
d) measurable
and σ : Rd × Ω → Rd×d be B(Rd) ⊗ F ′ ⊗ F ′′0 /B(R
d×d) measurable, where B(Rd)
denotes the Borel sigma field on Rd. Suppose that a unique strong solution to the
following stochastic differential equation
dXt = σ(Xt) dBt + b(Xt) dt, t ≥ 0; X0 = x
exists for each x ∈ Rd. Denote the solution by {Xxt }. Suppose that
(i) σ{Bt : t ≥ 0} = σ{X0t : t ≥ 0},
(ii) {Xxt −X
0
t : x ∈ R
d, t ≥ 0} and {Bt : t ≥ 0} are independent.
Then a.s. ω′ (P ′), a.s. ω′′ (P ′′) we have the process {Xxt − X
0
t } depends on ω
′
alone.
Proof. By condition (ii), a.s. ω′ (P ′), {Bt : t ≥ 0} and {Xxt (ω
′, ·)−X0t (ω
′, ·) : t ≥
0, x ∈ Rd} are independent.
Since {Xxt } is the strong solution of a stochastic differential equation, there exists
a P ′-null set N ′ ⊂ Ω′ such that for every ω ∈ Ω′ \ N ′, a.s. ω′′ (P ′′),
Xxt (ω
′, ω′′) = x+
(∫ t
0
σ(Xs) dBs
)
(ω′, ω′′) +
∫ t
0
b(Xs(ω
′, ω′′), ω′, ω′′) ds, t ≥ 0.
Hence a.s. ω′ (P ′), the random variables Xxt (ω
′, ·), t ≥ 0, x ∈ Rd are measurable
with respect to σ{Bt : t ≥ 0} and by condition (i), so are X
x
t (ω
′, ·)−X0t (ω
′, ·), t ≥
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0, x ∈ Rd.
Hence a.s. ω′ (P ′), Xxt (ω
′, ω′′) − X0t (ω
′, ω′′), t ≥ 0, x ∈ Rd is deterministic in ω′′,
i.e. the random variables depend on ω′ alone. 
Remark 2.10. (i) One may formulate and prove similar results for the fol-
lowing type of condition
Xs,xt (ω) = f(t, s, x) +X
s,0
t (ω), t ≥ s;X
s,x
s = x
for s ≥ 0, x ∈ Rd.
(ii) If equation (2.2) holds, then f(t, x) = E[Xxt −X
0
t ]. As such the conditions on
f (in Theorem 2.3, Proposition 2.4) can be stated in terms of EXxt , x ∈ R
d.
(iii) Diffusions satisfying (2.2) also satisfy the following condition: for any x, y ∈
R
d, a.s. t ≥ 0
Xxt −X
y
t = f(t, x)− f(t, y).
In certain situations such differences were shown to be diffusions (see [22,
Proposition 2.2]).
(iv) Semimartingales with independent increments have been considered in [11,
Chapter II]. In particular, it was shown that any rcll process with inde-
pendent increments must be a sum of a semimartingale with independent
increments and a deterministic part ([11, Chapter II, 5.1 Theorem]). This
is similar to (2.2), but we are interested in the dependence of a possible de-
terministic part of the flows (generated by stochastic differential equations)
on the initial condition.
3. Probabilistic representations of the solutions of the Forward
equations
Let (Ω,F , (Ft), P ) be a filtered complete probability space satisfying the usual
conditions and let {Bt} denote the standard d dimensional (Ft) Brownian motion.
Let S ′(Rd) be the space of tempered distributions, which is the dual of the space
S(Rd) of real valued rapidly decreasing smooth functions on Rd. Let L1(Rd) denote
the space of integrable functions. Note that L1(Rd) ⊂ S ′(Rd).
We obtain probabilistic representations of the solutions of (1.2) where
(i) σ is a real square matrix of order d and b(x) := α + Cx, ∀x ∈ Rd where
α = (α1, · · · , αd) ∈ Rd and C = (cij) is a real square matrix of order d,
(ii) ψ ∈ L1(Rd).
Since σ, b are C∞ functions with bounded derivatives, there exists a diffeomor-
phic modification of the solution of
(3.1) dXt = σ(Xt).dBt + b(Xt)dt; X0 = x,
(see [14], [19, Theorem 2.1]). We first observe that such a modification can be
written in an explicit form, with a null set independent of deterministic initial
conditions of (3.1).
Lemma 3.1. Let σ, b be as above. Let {X(t, 0)} denote the solution of (3.1) with
initial condition X0 = 0. Then a.s. for all t ≥ 0, x ∈ Rd
(3.2) X(t, 0) + etCx = x+
∫ t
0
σ dBs + αt+
∫ t
0
C(X(s, 0) + esCx) ds
8 SUPRIO BHAR
so that the sum {X(t, 0) + etCx} solves the stochastic differential equation
dXt = σ(Xt).dBt + b(Xt)dt; X0 = x.
Proof. The proof follows from the observation that σ(X(t, 0)) = σ(X(t, 0)+etCx) =
σ for any t ≥ 0, x ∈ Rd. 
For the case σ = Id (Id denotes the d × d identity matrix), b(x) = −x, we get
the well-known Ornstein-Uhlenbeck diffusion.
Let (Sp(Rd), ‖ · ‖p), p ∈ R be the Hermite Sobolev spaces (see [10, Chapter 1.3]),
which are real separable Hilbert spaces and are completions of (S(Rd), ‖·‖p). Given
ψ ∈ S(Rd) (or Sp(Rd)) and φ ∈ S ′(Rd) (or S−p(Rd)), the action of φ on ψ will be
denoted by 〈φ , ψ〉. For each x, let δx denote the Dirac distribution supported at
the point x. The following result lists some properties of the Dirac distributions.
Proposition 3.2. (i) ([19, Theorem 4.1]) Let x ∈ Rd. Then δx ∈ S−p(Rd) for
any p > d4 . Further if p >
d
4 , then lim|x|→∞ ‖δx‖−p = 0 and there exists a
constant R = R(p) > 0 such that ‖δx‖−p ≤ R, ∀x ∈ Rd.
(ii) Let p > d4 . Then the map x ∈ R
d 7→ δx ∈ S−p(Rd) is continuous.
Proof. Only part (ii) requires a proof. In [19, Proposition 3.1] it was shown that
the map x ∈ Rd 7→ τxφ ∈ Sq(Rd) is continuous where
(a) φ ∈ Sq(Rd) for some real number q,
(b) τx : S ′(Rd)→ S ′(Rd), x ∈ Rd are translation operators, which on functions
act as follows: (τxf)(y) := f(y − x), y ∈ Rd.
But δ0 ∈ S−p(Rd) (by part (i)) and τxδ0 = δx. Hence the required continuity
follows. 
Lemma 3.3. Let p > d4 . Then L
1(Rd) ⊂ S−p(Rd).
Proof. For ψ ∈ L1(Rd),
∫
Rd
|ψ(x)|.‖δx‖−p dx ≤ R
∫
Rd
|ψ(x)| dx < ∞, where R =
R(p) is the constant given by Proposition 3.2(i). Hence
∫
Rd
ψ(x)δx dx is a well-
defined element of S−p(Rd). It can be checked that as a tempered distribution
ψ =
∫
Rd
ψ(x)δx dx and hence ψ ∈ S−p(Rd). 
In what follows, {X(t, x)} and N will denote the solution and the null set men-
tioned in Lemma 3.1 respectively. As in [19, equation (3.3)]), for any ψ ∈ L1(Rd)
we define
(3.3) Yt(ω)(ψ) :=
∫
Rd
ψ(x)δX(t,x,ω) dx, ω ∈ Ω \ N
and set Yt(ω)(ψ) := 0, if ω ∈ N .
Proposition 3.4. Let ψ, {X(t, x)}, {Yt(ψ}) be as above. Let p >
d
4 . Then {Yt(ψ)}
is an (Ft) adapted S−p(Rd) valued continuous process. Furthermore, Yt(ψ) is norm-
bounded, where the bound can be chosen to be independent of t.
Proof. Since ψ ∈ L1(Rd) and δx, x ∈ Rd are uniformly bounded in S−p(Rd) (Propo-
sition 3.2(i)), Yt(ψ) is a well-defined element of S−p(Rd) for any p >
d
4 . Existence
of a bound of Yt(ψ) independent of t follows from the bound on δx, x ∈ Rd.
Since {X(t, x)} is (Ft) adapted for each x, so is {Yt(ψ)}. Since {X(t, x)} has
continuous paths for each x ∈ Rd, by Proposition 3.2(ii), {δX(t,x)} also has con-
tinuous paths in S−p(Rd) for each x ∈ Rd. Continuity of {Yt(ψ)} follows from the
Dominated Convergence theorem. 
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For any t ≥ 0, ω ∈ Ω \ N , x 7→ X(t, x, ω) is affine and hence the map x 7→
φ(X(t, x, ω)) is in S(Rd) whenever φ ∈ S(Rd). Consider the linear map Xt(ω) :
S(Rd) → S(Rd) defined by (Xt(ω)φ)(x) := φ(X(t, x, ω)), x ∈ Rd. The following
property of the map Xt(ω) will be used in our analysis.
Lemma 3.5. Fix any t ≥ 0, ω ∈ Ω \ N . The linear map Xt(ω) : S(Rd) → S(Rd)
is continuous.
Proof. Certain seminorms given by supremums on Rd generates the topology on
S(Rd) (see [10, Chapter 1.3]). Since x 7→ X(t, x, ω) is affine, we can establish
necessary estimates in terms of the said seminorms. 
Let X∗t (ω) : S
′(Rd)→ S ′(Rd) denote the transpose of the map Xt(ω). Then for
any θ ∈ S ′(Rd),
〈X∗t (θ) , φ〉 = 〈θ , Xt(φ)〉 , ∀φ ∈ S(R
d).
Using (3.3), for any φ ∈ S(Rd), ψ ∈ L1(Rd) we have
〈Yt(ψ) , φ〉 =
∫
Rd
ψ(x)φ(X(t, x)) dx =
∫
Rd
ψ(x) (Xt(φ))(x) dx = 〈ψ , Xt(φ)〉 .
This implies
(3.4) Yt(ψ) = X
∗
t (ψ).
Consider the derivative maps ∂i : S(Rd) → S(Rd) for i = 1, · · · , d as in [19]. On
S(Rd) consider the multiplication operatorsMi, i = 1, · · · , d defined by (Miφ)(x) :=
xiφ(x), φ ∈ S(Rd), x = (x1, · · · , xd) ∈ Rd. By duality these operators can be
extended to Mi : S ′(Rd)→ S ′(Rd).
Let {e1, · · · , ed} be the standard basis vectors in Rd. Let n = (n1, · · · , nd) ∈
Z
d
+ := {n = (n1, · · · , nd) : ni are non-negative integers}. Let hn, n ∈ Z
d
+ be the
Hermite functions (see [10, Chapter 1.3]). Note that {(2|n|+ d)−phn : n ∈ Z
d
+} is
an orthonormal basis for Sp(Rd), where |n| = n1 + · · ·+ nd. We also have (see [7,
Appendix A.5, equation (A.26)])
∂ihn =
√
ni
2
hn−ei −
√
ni + 1
2
hn+ei
and
xihn(x) =
√
ni + 1
2
hn+ei(x) +
√
ni
2
hn−ei(x),
with the convention that for a multi-index n = (n1, · · · , nd), if ni < 0 for some
i, then hn ≡ 0. Above recurrence implies that ∂i,Mi : Sp(Rd) → Sp− 1
2
(Rd) are
bounded linear operators, for any p ∈ R.
The operators A,L are given as follows: for φ ∈ S(Rd) and x ∈ Rd,
(3.5)


Aφ := (A1φ, · · · , Arφ),
Aiφ(x) :=
∑d
k=1 σki(x)∂kφ(x),
Lφ(x) := 12
∑d
i,j=1(σσ
t)ij(x)∂
2
ijφ(x) +
∑d
i=1 bi(x)∂iφ(x),
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where σt denotes the transpose of σ. For ψ ∈ S ′(Rd) define the adjoint operators
A∗, L∗ as follows.
(3.6)


A∗ψ := (A∗1ψ, · · · , A
∗
rψ),
A∗iψ := −
∑d
k=1 ∂k (σkiψ) ,
L∗ψ := 12
∑d
i,j=1 ∂
2
ij ((σσ
t)ijψ)−
∑d
i=1 ∂i (biψ) .
We now look at A∗, L∗ as operators on Sp(Rd).
Theorem 3.6. Fix p ∈ R. There exist constants C1 = C1(p), C2 = C2(p) > 0 such
that
‖A∗i θ‖p− 1
2
≤ C1‖θ‖p, ‖L
∗θ‖p−1 ≤ C2‖θ‖p, ∀θ ∈ Sp(R
d).
Furthermore, we have the Monotonicity inequality for (A∗, L∗), i.e. there exists a
constant Cp > 0 such that
2 〈θ , L∗θ〉p + ‖A
∗θ‖2HS(p) ≤ Cp‖θ‖
2
p, ∀θ ∈ Sp+1(R
d),
where ‖A∗θ‖2HS(p) :=
∑d
i=1 ‖A
∗
i θ‖
2
p.
Proof. For any q ∈ R, ∂i,Mi : Sq(Rd) → Sq− 1
2
(Rd) are bounded linear operators.
Using the definitions of A∗ and L∗, estimates on the norms follows.
Proof of the Monotonicity inequality for (A∗, L∗) follows from [2, Theorem 4.2 and
Theorem 4.6]. 
For p > d4 , let R = R(p) be as in Proposition 3.2(i). Then
(3.7) E ‖Yt(ψ)‖
2
−p ≤ R
2
(∫
Rd
|ψ(x)| dx
)2
<∞.
Using the norm estimates on A∗i , i = 1, · · · , d in the previous theorem and equa-
tion (3.7) the next result can be proved.
Proposition 3.7. Let p > d4 . Then {
∫ t
0
A∗(Ys(ψ)) .dBs} is an (Ft) adapted
S−p− 1
2
(Rd) valued continuous martingale.
Next result is analogous to [19, Theorem 3.3], except the uniqueness part.
Theorem 3.8. Let p > d4 and ψ ∈ L
1(Rd). Then the S−p(Rd) valued continuous
adapted process {Yt(ψ)} satisfies the following equation in S−p−1(Rd), a.s.
(3.8) Yt(ψ) = ψ +
∫ t
0
A∗(Ys(ψ)) .dBs +
∫ t
0
L∗(Ys(ψ)) ds, ∀t ≥ 0.
This solution is also unique.
Proof. By Ito¯’s formula for any φ ∈ S(Rd), and any x ∈ Rd we have
(3.9) (Xt(φ))(x) = φ(x) +
∫ t
0
(Xs(Aφ))(x). dBs +
∫ t
0
(Xs(Lφ))(x) ds.
Since Lφ ∈ S(Rd), {x 7→ (Xt(Lφ))(x)} is an S(Rd) valued process. Using differen-
tiation under the sign of integration we can establish the existence of all derivatives
of x 7→
∫ t
0 (Xs(Lφ))(x) ds for any t ≥ 0. Given non-negative integers N,α1, · · · , αd,
the terms
sup
x∈Rd
(1 + |x|2)N |∂α11 · · · ∂
αd
d (Xs(Lφ))(x)|, s ∈ [0, t]
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can be dominated uniformly in s and hence {x 7→
∫ t
0
(Xs(Lφ))(x) ds} is an S(Rd)
valued process. From (3.9), we conclude that {x 7→
∫ t
0
(Xs(Aφ))(x). dBs} is an
S(Rd) valued process, since the other terms are so. Then for φ ∈ S(Rd), using (3.4)
we can show a.s. t ≥ 0
〈Yt(ψ) , φ〉 =
〈
ψ +
∫ t
0
A∗Ys(ψ). dBs +
∫ t
0
L∗Ys(ψ) ds , φ
〉
.
The argument for above equality is similar to [19, Theorem 3.3]. This proves Yt(ψ)
solves (3.8) in S−p−1(Rd).
To prove the uniqueness, let {Y 1t }, {Y
2
t } be two solutions of (3.8) and let Zt :=
Y 1t − Y
2
t , t ≥ 0. Then using Ito¯ formula for ‖ · ‖
2
−p−1 we obtain a.s. for all t ≥ 0
‖Zt‖
2
−p−1 =
∫ t
0
[
2 〈Zs , L
∗Zs〉−p−1 +
d∑
i=1
‖A∗iZs‖
2
−p−1
]
ds+Mt,
where {Mt} is some continuous local martingale with M0 = 0. Now using the
Monotonicity inequality (Theorem 3.6) and the Gronwall’s inequality we can show
Zt = 0, t ≥ 0 a.s., which shows a.s. Y
1
t = Y
2
t , t ≥ 0. The argument is similar to [18,
Lemma 3.6]. 
We now prove the existence and uniqueness of solution to (1.2) with initial
condition ψ ∈ L1(Rd). This result is analogous to [19, Theorems 4.3, 4.4].
Theorem 3.9. Let p > d4 and ψ ∈ L
1(Rd). Then ψ(t) := EYt(ψ) solves the initial
value problem (1.2), i.e.
EYt(ψ) = ψ +
∫ t
0
L∗ EYs(ψ) ds
holds in S−p−1(Rd). Furthermore this is the unique solution.
Proof. The arguments are similar to [19, Theorems 4.3, 4.4]. Taking term by term
expectation on both sides of (3.8) and using Proposition 3.7, we can show ψ(t) :=
EYt(ψ) solves (1.2) in S−p−1(Rd). Here L∗EYs(ψ) = EL∗ Ys(ψ), since L∗ is a
bounded linear operator from S−p(Rd) to S−p−1(Rd).
The proof of uniqueness of the solution is same as in [19, Theorem 4.4]. We use the
Monotonicity inequality in Theorem 3.6 and the Gronwall’s inequality. 
Remark 3.10. In [19, Theorem 4.4] the Monotonicity inequality was in the hy-
pothesis, whereas in our case it has been proved.
The process {Yt(ψ)} can also be described in terms of {X(t, 0)} without using
the integral representation (3.3). We show that the tempered distribution Yt(ψ)(ω)
is given by an integrable function. This representation of {Yt(ψ)} is similar to the
representation obtained in [18, Lemma 3.6], where the author looked at the solution
of stochastic partial differential equations governed by certain non-linear operators.
Proposition 3.11. Let ψ ∈ L1(Rd) and ω ∈ N . Then
Yt(ψ) = e
−t tr(C) τZtψt(·),
where Zt := X(t, 0), ψt(x) := ψ(e
−tCx) for t ≥ 0, x ∈ Rd and tr(C) is the trace of
the matrix C.
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Proof. For any φ ∈ S(Rd), we have
〈Yt(ψ) , φ〉 =
∫
Rd
ψ(x)φ(X(t, x)) dx =
∫
Rd
ψ(x)φ(etCx+ Zt) dx
= |det(e−tC)|
∫
Rd
ψ(e−tC(z − Zt))φ(z) dz, (putting z = e
tCx+ Zt)
= e−t tr(C)
∫
Rd
(τZtψt)(z)φ(z) dz.
The equality |det(e−tC)| = e−t tr(C) follows from [8, Problem 5.6.P43]. Hence
Yt(ψ) = e
−t tr(C) τZtψt(·). 
Remark 3.12. We obtained probabilistic representation of solutions of (1.2), when
the initial condition ψ ∈ L1(Rd) and the coefficients σ, b are in a specific form. Pos-
sible extensions of these results to the case - when the initial condition ψ ∈ Lq(Rd)
for some q > 1 or more generally a finite linear combination of the distributional
derivatives of Lq(Rd) functions (q ≥ 1) - will be taken up as future work.
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