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Abstract
By constructing a special cone and using fixed point index theory in cone, this paper investigates
the existence of multiple solutions of singular boundary value problems for differential systems.
 2003 Elsevier Inc. All rights reserved.
Keywords: Differential systems; Singular boundary value problem; Cone; Positive solution
1. Introduction
In recent years, singular boundary value problems to differential equations have been
studied widely and there are many excellent results (see [1–5] and references therein).
Naturally we hope there are same excellent results on singular boundary value problems to
differential systems. But as far as we know, we find only the following results on differen-
tial systems without singularity.
In [6], Fink and Gatica consider

x ′′(t)+ λa(t)f (t, x(t), y(t))= 0, t ∈ (0,1),
y ′′(t)+ λb(t)g(t, x(t), y(t))= 0, t ∈ (0,1),
x(0)= x(1)= y(0)= y(1)= 0,
(∗)
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monotone, the existence of multiple positive solutions is obtained provided λ is sufficiently
small.
In [7,8], using cone theory, Ma consider the existence of one solution and multiple
solutions of Eq. (∗) when λ= 1.
Recently, Agarwal and O’Regan [9,10] have considered differential systems. For exam-
ple, in [9], using Leray–Schauder theory, they studied

x ′′(t)+ f (t, y(t))= 0, a.e. t ∈ [0,1],
y ′′(t)+ g(t, x(t))= 0, t ∈ [0,1],
α1x(0)− β1x ′(0)= 0,
γ1x(1)+ δ1x ′(1)= 0,
α2y(0)− β2x ′(0)= 0,
γ2y(1)+ δ2y ′(1)= 0,
(∗∗)
and obtained the existence of solutions of system (∗∗).
In this paper, we consider the following singular boundary value problem of Sturm–
Liouville differential system:{
(p(t)x ′(t))′ + λf (t, x(t), y(t))= 0, t ∈ (0,1),
(p(t)y ′(t))′ + λg(t, x(t), y(t))= 0, t ∈ (0,1), (1.1){
αx(0)− βp(0)x ′(0)= γ x(1)+ δp(1)x ′(1)= 0,
αy(0)− βp(0)y ′(0)= γy(1)+ δp(1)y ′(1)= 0, (1.2)
where the parameter λ ∈ R+ = [0,+∞), p ∈ C[[0,1], (0,+∞)], α,β, γ, δ  0, βγ +
αδ+ αγ > 0; f ∈C[(0,1)× (0,+∞)×R,R+], g ∈ C[(0,1)× (0,+∞)×R,R], that is,
f (t, x, y) and g(t, x, y) may be singular at t = 0, t = 1, and x = 0. Also suppose that f is
nonnegative, g is allowed to change sign, but g must be controlled by f .
Obviously, what we consider is more different from those in [6–10]. Our main features
are as follows. First, (1.1) subject to (1.2) possesses singularity, that is, f and g may be
singular at t = 0, t = 1, and x = 0; also the degree of singularity in x may be arbitrary (i.e.,
if f and g contain 1/xa , a may be arbitrary). Second, g is allowed to change sign. Finally,
in obtained solution (x, y), the component x is positive, but the component y is allowed to
have different sign, even may be negative.
The organization of this paper is as follows. We introduce some preliminaries and state
main result in Section 2. Section 3 is devoted to the proof of the main result.
2. Preliminaries and main result
The basic space used in this paper is C[0,1] ×C[0,1]. Obviously, it is a Banach space
if it is endowed with the norm∥∥(x, y)∥∥=max{‖x‖,‖y‖}, ‖x‖ =max
t∈J
∣∣x(t)∣∣, ‖y‖ =max
t∈J
∣∣y(t)∣∣
for every (x, y) ∈ C[0,1] ×C[0,1], where J = [0,1].
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τ0(t)=
t∫
0
ds
p(s)
, τ1(t)=
1∫
t
ds
p(s)
,
ρ2 = βγ + αδ + αγ
1∫
0
dt
p(t)
, ρ > 0,
where p(t), α, β , γ , and δ are the same as in (1.1) and (1.2). Also define
u(t)= 1
ρ
[
δ+ γ τ1(t)
]
, v(t)= 1
ρ
[
β + ατ0(t)
]
.
Then γ v + αu≡ ρ. Furthermore, we have the following lemmas.
Lemma 2.1. Assume that a function x defined on [0,1] satisfies

(p(t)x ′(t))′ +Q(t)= 0, t ∈ (0,1),
αx(0)− βp(0)x ′(0)= 0,
γ x(1)+ δp(1)x ′(1)= 0,
(2.1)
where Q ∈ L1[0,1], Q 0. Then
x(t)=
1∫
0
G(t, s)Q(s) ds  q(t)‖x‖, t ∈ (0,1), (2.2)
and if the maximum of x occurs at σ ∈ [0,1], it is certain that x ′(σ ) = 0; conversely, if
x ′(σ )= 0 for some σ ∈ [0,1], then the function x gets its maximum at t = σ , where
G(t, s)=
{
u(t)v(s), 0 s  t  1,
u(s)v(t), 0 t  s  1, (2.3)
q(t)=min
{
β + ατ0(t)
β + ατ0(1) ,
γ + δτ1(t)
γ + δτ1(0)
}
. (2.4)
Proof. Obviously, inequality (2.2) follows from [11, Lemma 2.1]. And x ′(σ )= 0 provided
that the maximum of function x occurs at σ ∈ (0,1). On the other hand, if x(0) is the
maximum of x on [0,1] and x(0) > 0, the boundary conditions (1.2) yield α = 0. In fact,
suppose α = 0. Then β = 0 and p(0)x ′(0) = (α/β)x(0) > 0, which contradicts the fact
that x(0) is the maximum of x . Therefore, α = 0. This together with αγ + αδ + αγ > 0
guarantees that x ′(0)= 0. Similarly, if the maximum of x on [0,1] occurs at σ = 1, one
can obtain x ′(1)= 0.
Conversely, suppose x ′(σ )= 0 for some σ ∈ [0,1]. From (p(t)x ′(t))′ = −Q(t) 0 on
(0,1), it follows that p(t)x ′(t) is nonincreasing on [0,1]. If σ ∈ (0,1), for t ∈ (0, σ ), we
then know p(t)x ′(t) p(σ)x ′(σ )= 0, that is, x ′(t) 0 on (0, σ ); for t ∈ (σ,1), we have
p(t)x ′(t) p(σ)x ′(σ )= 0, i.e., x ′(t) 0 on (σ,1). Therefore, in this case, x(t) takes its
maximum at σ . On the other hand, if σ = 0 and x ′(0) = 0, then p(t)x ′(t)  0, that is,
x ′(t)  0 on (0,1). Also it follows that the maximum of x(t) occurs at σ = 0. As to the
case σ = 1, the proof is similar to the case σ = 0. So we omit it. ✷
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Lemma 2.2. Let P be a cone of real Banach space E, Ω be a bounded open set of E,
θ ∈Ω , A :P ∩ Ω¯ → P be completely continuous.
(i) If x = µAx , ∀x ∈ P ∩ ∂Ω and µ ∈ [0,1], then
i(A,P ∩Ω,P)= 1.
(ii) If infx∈P∩∂Ω ‖Ax‖> 0 and Ax = µx , ∀x ∈ P ∩ ∂Ω and µ ∈ (0,1], then
i(A,P ∩Ω,P)= 0.
For convenience, let us list the following assumptions:
(H1) f ∈C[(0,1)× (0,+∞)×R,R+], g ∈C[(0,1)× (0,+∞)×R,R] and there exists
N > 0 such that |g(t, x, y)|Nf (t, x, y) for (t, x, y) ∈ (0,1)× (0,+∞)×R.
(H2) There exist functions h ∈ C[(0,1),R+], w ∈ C[(0,+∞),R+], and e ∈ C[R,R+]
satisfying
f (t, x, y) h(t)w(x)e(y)
for t ∈ (0,1) and (x, y) ∈ (0,+∞)×R with 0 <
1∫
0
h(s) ds <+∞.
(H3) There exists an interval [a, b] ⊂ (0,1) such that
lim|y|Nx
x+|y|→+∞
f (t, x, y)
x + |y| = +∞ uniformly with respect to t ∈ [a, b].
(H4) For every R > 0, there exists a function φR  0 such that 0 <
∫ 1
0 φR(t) dt <∞ and
f (t, x, y) φR(t) for t ∈ (0,1) and (x, y) ∈ (0,R] × [−NR,NR].
Now we are ready to state the main result in present paper.
Theorem 2.1. Assume that (H1)–(H4) are satisfied. Then for each r > 0, there exists λ¯(r) >
0 such that for each λ ∈ (0, λ¯(r)), (1.1) subject to (1.2) has at least two solutions (x1, y1),
(x2, y2) ∈C[0,1] ×C[0,1] satisfying 0 < ‖x1‖< r < ‖x2‖.
Example. Let
f (t, x, y)= 1√
t (1− t)
(
1+ 1
xα1
+ x2 + |y|β1
)
,
g(t, x, y)= 1√
t (1− t)
(
1+ 1
xα2
− |y|β2
)
,
where 0 < α2  α1 and 0 β2  β1. It is not difficult to see that f and g satisfy (H1)–(H4).
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To overcome singularity, consider the following approximating problem of (1.1) with
boundary conditions (1.2):{
(p(t)x ′(t))′ + λfn(t, x(t), y(t))= 0, t ∈ (0,1),
(p(t)y ′(t))′ + λgn(t, x(t), y(t))= 0, t ∈ (0,1), (3.1)
where n is a positive integer and
fn(t, x, y)= f
(
t,max
{
x,
1
n
}
, y
)
, gn(t, x, y)= g
(
t,max
{
x,
1
n
}
, y
)
. (3.2)
Let
P = {(x, y) ∈C[0,1] ×C[0,1]: x(t) q(t)‖x‖, ∣∣y(t)∣∣Nx(t), ∀t ∈ J }, (3.3)
where J = [0,1], q is the same as in (2.4). It is easy to see that P is a nonempty, convex
and closed subset of C[0,1] × C[0,1]. Furthermore, one can prove that P is a cone of
Banach space C[0,1] ×C[0,1]. Define an operator Aλn on P by
Aλn(x, y)=
(
Aλ1n(x, y),A
λ
2n(x, y)
)
for (x, y) ∈ P, (3.4)
where{
Aλ1n(x, y)(t)= λ
∫ 1
0 G(t, s)fn(s, x(s), y(s)) ds, t ∈ J, (x, y) ∈ P,
Aλ2n(x, y)(t)= λ
∫ 1
0 G(t, s)gn(s, x(s), y(s)) ds, t ∈ J, (x, y) ∈ P,
(3.5)
the function G(t, s) is the same as in (2.3). Obviously
G(t, s) q(t)G(τ, s), ∀t, s, τ ∈ J.
This together with Lemma 2.1 and (H1) yields the following lemma.
Lemma 3.1. Assume that (H1) and (H2) hold. Then for every n and λ 0, Aλn is a com-
pletely continuous mapping from P to P .
Therefore, by Aλn(P )⊂ P , we know that solving problem (3.1) subject to (1.2) is equiv-
alent to proving the existence of fixed point for the operator Aλn on P .
Let
Pr =
{
(x, y) ∈ P : ‖x‖< r} (r > 0). (3.6)
It is easy to see for each r > 0, Pr is a relatively open and bounded set of P .
Lemma 3.2. Suppose (H1) and (H2) are satisfied. Then for each r > 0, there exists λ¯(r) > 0
such that
i
(
Aλn,Pr ,P
)= 1, ∀λ ∈ (0, λ¯(r)), n > 2
r
,
where Pr is the same as in (3.6).
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function D ∈ C[R+,R+] satisfying D(x) > 0 as x > 0 and D(x)w(x) ∈ C[R+,R+], that
is, limx→0+w(x)D(x) exists.
In fact, without loss of generality, assume w(x) ≡ 0. Then there exists x0 ∈ (0,+∞)
such that w(x0) > 0. Let
D1(x)=
{
maxτ∈[x,x0]w(τ), x ∈ (0, x0),
w(x0), x  x0.
Thus D1(x) > 0 is nonincreasing on (0,+∞).
If
lim
x→0+
w(x)
D1(x)
exists, define D(x) = 1/D1(x). Evidently, limx→0+D(x) exists. Therefore, D ∈ C[R+,
R+] is nondecreasing on (0,+∞).
If
lim
x→0+
w(x)
D1(x)
does not exist, since 0w(x)/D1(x) 1 for x ∈ (0, x0), we may choose
D(x)= ln(1+ x)
D1(x)
,
which satisfies our requirement.
In what follows we first consider the case βδ= 0. In this case, for each r > 0, let
λ¯(r)=: p0
r∫
0
D(u)du ·
(
max
{
c(r)
1∫
0
sh(s) ds, c(r)
1∫
0
(1− s)h(s) ds
})−1
, (3.7)
where
p0 =min
t∈J p(t),
c(r)=:max{D(x)w(x)e(y): x ∈ [0, r], y ∈ [−Nr,Nr]}. (3.8)
Then for λ ∈ (0, λ¯(r)), we have
(x, y) = µAλn(x, y), ∀µ ∈ [0,1], ∀(x, y) ∈ ∂Pr. (3.9)
Indeed, suppose, on the contrary, (3.9) does not hold. Then there exist λ ∈ (0, λ¯(r)),
(x0, y0) ∈ ∂Pr , and µ ∈ [0,1] such that (x0, y0)= µAλn(x0, y0). Therefore, we have x0 =
µAλ1n(x0, y0). Using (3.5), we can obtain(
p(t)x ′0(t)
)′ +µλfn(t, x0(t), y0(t))= 0, t ∈ (0,1). (3.10)
Notice that βδ = 0 yields that x0(t) is zero at t = 0 or at t = 1. Without loss of generality,
suppose x0(0)= 0. Then x0(t) on [0,1] takes its maximum at σ ∈ (0,1]. By Lemma 2.1
and its proof we know x ′(σ ) = 0 and x0(t)  0 on (0, σ ). Integrating (3.10) from t (t ∈
(0, σ )) to σ together with the monotonicity of D(x) yields
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σ∫
t
fn
(
s, x0(s), y0(s)
)
ds
 λ
σ∫
t
h(s)w
(
max
{
x0(s),
1
n
})
e
(
y0(s)
)
ds
 λ
σ∫
t
h(s)
D(max{x0(s),1/n})w(max{x0(s),1/n})e(y0(s))
D(max{x0(s),1/n}) ds
 λ
σ∫
t
h(s)
D(max{x0(s),1/n})w(max{x0(s),1/n})e(y0(s))
D(x0(t))
ds.
Therefore, from 1/n< r , (3.8), and the construction of cone P , it follows that
D
(
x0(t)
)
p(t)x ′0(t) λc(r)
σ∫
t
h(s) ds. (3.11)
Integrate (3.11) from 0 to σ to obtain
p0
r∫
0
D(u)du λc(r)
σ∫
0
σ∫
t
h(s) ds dt  λc(r)
1∫
0
sh(s) ds,
which contradicts (3.7).
Similarly, in the case of x0(1)= 0, one can get
p0
r∫
0
D(u)du λc(r)
1∫
0
(1− s)h(s) ds.
This is also in contradiction with (3.7). Therefore, (3.9) holds. Immediately, from
Lemma 2.2, we have
i
(
Aλn,Pr ,P
)= 1, ∀λ ∈ (0, λ¯(r)), n > 2
r
.
Next we consider the case βδ = 0. For each r > 0, let
λ¯(r)=:min
{
L′, p0
r∫
r/2
D(u)du
×
(
max
{
c(r)
1∫
0
sh(s) ds, c(r)
1∫
0
(1− s)h(s) ds
})−1}
, (3.12)
where
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(
l′
1∫
0
G(s, s)h(s) ds
)−1
,
l′ =:max
{
w(x)e(y): x ∈
[
r
2
, r
]
, y ∈ [−Nr,Nr]
}
. (3.13)
Then (3.9) also holds in this case. Suppose, on the contrary, there exist λ ∈ (0, λ¯(r)),
(x0, y0) ∈ ∂Pr and µ ∈ [0,1] satisfying (3.10). Still suppose the maximum x0(t) on [0,1]
occurs at t = σ . The proof of Lemma 2.1 together with βδ = 0 yields x0(0) > 0 and
x0(1) > 0. If x0(0)  r/2, then integrate (3.10) from t (t ∈ (0, σ )) to σ to obtain (3.11).
Again integrate (3.11) from 0 to σ to obtain
p0
r∫
r/2
D(u)du p0
x0(σ )∫
x0(0)
D(u) du λc(r)
1∫
0
sh(s) ds. (3.14)
Similarly, in the case of x0(1) r/2, one can get
p0
r∫
r/2
D(u)du p0
x0(σ )∫
x0(1)
D(u) du λc(r)
1∫
0
(1− s)h(s) ds. (3.15)
If x0(0) > r/2 and x0(1) > r/2, by x0 = µAλ1n(x0, y0), (3.5) and (H2), one can get
x0(t)= λµ
1∫
0
G(t, s)fn
(
s, x0(s), y0(s)
)
ds
 λ
1∫
0
G(s, s)h(s)w
(
max
{
x0(s),
1
n
})
e
(
y0(s)
)
ds
 λl′
1∫
0
G(s, s)h(s) ds, ∀t ∈ J, n > 2
r
,
where l′ is the same as in (3.13). Therefore,
r  λl′
1∫
0
G(s, s)h(s) ds.
This inequality, (3.14), and (3.15) are all in contradiction with (3.12). As a result, (3.9)
holds. Hence, from Lemma 2.2, it follows that
i
(
Aλn,Pr ,P
)= 1, ∀λ ∈ (0, λ¯(r)), n > 2
r
. ✷
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a positive number R with R > r satisfying
i
(
Aλn,PR,P
)= 0 for n ∈ N,
where r and λ¯(r) are the same as in Lemma 3.2, PR = {(x, y) ∈ P : ‖x‖<R}.
Proof. By (H3) we know
lim
x→+∞
f (t, x, y)
x
=+∞ uniformly with respect to t ∈ [a, b] and y ∈R.
Then for every λ ∈ (0, λ¯(r)), there exists a number L with L> r > 0 such that
f (t, x, y)
x
>M =:
(
λ max
t∈[a,b]
b∫
a
G(t, s)q(s) ds
)−1
,
∀t ∈ [a, b], x > L, y ∈ R. (3.16)
Choose R satisfying R >L(mint∈[a,b] q(t))−1. We assert that
Aλn(x, y) = µ(x, y), ∀(x, y) ∈ ∂PR, µ ∈ (0,1]. (3.17)
Suppose, on the contrary, there exist (x0, y0) ∈ ∂PR and µ ∈ (0,1] satisfying µ(x0, y0)=
Aλn(x0, y0). Notice that
x0(t)Rq(t)R min
t∈[a,b]q(t) > L for t ∈ [a, b].
This together with (3.5) and (3.16) yields that
x0(t)Aλ1n(x0, y0)(t)= λ
1∫
0
G(t, s)fn
(
s, x0(s), y0(s)
)
ds
 λ
b∫
a
G(t, s)fn
(
s, x0(s), y0(s)
)
ds > λM
b∫
a
G(t, s)x0(s) ds
 λMR
b∫
a
G(t, s)q(s) ds.
Thus, ‖x0‖>R, which is in contradiction with (x0, y0) ∈ ∂PR . Consequently, (3.17) holds.
On the other hand, for each (x, y) ∈ ∂PR , we have
∥∥Aλn(x, y)∥∥=max{∥∥Aλ1n∥∥,∥∥Aλ2n∥∥} ∥∥Aλ1n∥∥
1∫
0
G(a, s)fn
(
s, x(s), y(s)
)
ds

b∫
G(a, s)fn
(
s, x(s), y(s)
)
ds >M
b∫
G(a, s)x(s) dsa a
Y. Liu, B. Yan / J. Math. Anal. Appl. 287 (2003) 540–556 549MR
b∫
a
G(a, s)q(s) ds.
So
inf
(x,y)∈∂PR
∥∥Aλn(x, y)∥∥> 0.
Consequently, the conditions of Lemma 2.2 hold. The conclusion of Lemma 3.3 follows.✷
Lemma 3.4. Assume that (H1), (H2), and (H4) are satisfied. Then for each λ ∈ (0, λ¯(r)),
there exists r ′ = r ′(λ) ∈ (0, r) such that
i
(
Aλn,Pr ′ ,P
)= 0,
provided that n is sufficiently large, where r , λ¯(r), and Pr ′ are the same as in Lemma 3.2.
Proof. For each r > 0, (H4) means that there exists a function φr(t) such that
f (t, x, y) φr(t), ∀t ∈ J, ∀(x, y) ∈ Pr .
For each λ ∈ (0, λ¯(r)), choose r ′ satisfying
r ′ = r ′(λ)=:min
{
r
2
,
λ
2
max
t∈J
1∫
0
G(t, s)φr(s) ds
}
. (3.18)
Then for n > 1/r ′ and (x, y) ∈ ∂Pr ′ , we know
Aλ1n(x, y)= λ
1∫
0
G(t, s)fn
(
s, x(s), y(s)
)
ds  λ
1∫
0
G(t, s)φr(s) ds.
This together with (3.18) guarantees that
Aλn(x, y) = µ(x, y), ∀(x, y) ∈ ∂Pr ′ , µ ∈ (0,1], n >
1
r ′
.
Again from Lemma 2.2, the result of Lemma 3.4 follows. ✷
Lemma 3.5. Suppose that (H1)–(H4) hold. Then for every λ ∈ (0, λ¯(r)) and sufficiently
large n, (3.1) subject to (1.2) has at least two solutions (x1n, y1n) and (x2n, y2n) satisfying
r ′ < ‖x1n‖< r < ‖x2n‖<R, (3.19)
where r , λ¯(r), r ′, and R are the same as in Lemmas 3.2–3.4.
Proof. By Lemmas 3.1–3.4 and the additivity of fixed point index, we know that
i
(
Aλn,PR \ P¯r ,P
)= i(Aλn,PR,P )− i(Aλn,Pr ,P )= 0− 1=−1,
i
(
Aλn,Pr \ P¯r ′ ,P
)= i(Aλn,Pr ,P )− i(Aλn,Pr ′,P )= 1− 0= 1
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isfying Aλn(x1n, y1n)= (x1n, y1n) and Aλn(x2n, y2n)= (x2n, y2n). This completes the proof
of Lemma 3.5. ✷
Proof of Theorem 2.1. Let {(x1n, y1n)}nn0 and {(x2n, y2n)}nn0 be the two sequences of
solutions to (3.1) with (1.2) obtained in Lemma 3.5. First it is easy to see that they are both
uniformly bounded. Next we show {x1n}nn0 are equicontinuous on [0,1]. According to
boundary conditions (1.2), we need to consider only the following eight cases.
Case (i): β = δ = 0. In this case, the boundary condition is x(0)= x(1)= 0. Let σn in
[0,1] be the point at which the maximum of x1n on [0,1] occurs. We claim that there exist
positive numbers a0 and a1 with 0 < a0 < a1 < 1 satisfying
0 < a0 < inf{σn: n n0} sup{σn: n n0}< a1 < 1. (3.20)
To see this we fist prove inf{σn: n n0}> 0. If it is not true, there exists a subsequence
{σnk } of {σn}nn0 with σnk → 0+ as k→+∞. By (3.11) we know
D
(
xnk (t)
)
p(t)x ′nk (t) λc(r)
σnk∫
t
h(s) ds, t ∈ (0, σnk ),
that is,
p0D
(
xnk (t)
)
x ′nk (t) λc(r)
σnk∫
t
h(s) ds, t ∈ (0, σnk ).
Integrate this inequality from 0 to σnk to obtain
p0
xnk (σnk )∫
0
D(u)du λc(r)
σnk∫
0
σnk∫
t
h(s) ds dt. (3.21)
Notice that σnk → 0 as k→+∞. Letting k→+∞, (3.21) yields xnk (σnk )→ 0 in contra-
diction with (3.19). A similar process shows sup{σn: n n0}< 1.
Next let H be a function defined by H(u) = ∫ u0 D(u)du for u  0. Then H(0) = 0,
H(∞)=∞, and H(u) is increasing on (0,+∞). This guarantees that the inverse function
of H , namely, H−1 exists on [0,+∞). For 0 < t1 < t2 < a0, by (3.11) we know
∣∣H (x1n(t2))−H (x1n(t1))∣∣=
t2∫
t1
D
(
x1n(t)
)
x ′1n(t) dt 
1
p0
λc(r)
t2∫
t1
σn∫
t
h(s) ds dt.
Consequently, {H(x1n(t))}nn0 are equicontinuous on [0, a0]. This together with the uni-
form continuity of H−1 on [0,H(r)] and∣∣x1n(t2)− x1n(t1)∣∣= ∣∣H−1(H (x1n(t2)))−H−1(H (x1n(t1)))∣∣
yields that {x1n}nn0 are equicontinuous on [0, a0]. From the same reason the equicontinu-
ity of {x1n}nn0 on [a1,1] follows. As to the equicontinuity on [a0, a1], by the construction
of cone P , we have
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t∈[a0,a1]
q(t) := r0 > 0, ∀t ∈ [a0, a1].
Then by the analogue of (3.11) and the monotonicity of D(u) on (0,+∞), it is easy to see
∣∣p(t)x ′1n(t)∣∣ λc(r)D(x1n(t))
1∫
0
h(s) ds  λc(r)
D(r0)
1∫
0
h(s) ds <+∞,
t ∈ [a0, a1], (3.22)
that is, {|x ′1n(t))|}nn0 are uniformly bounded on [a0, a1]. This guarantees the equicon-
tinuity of {x1n}nn0 on [a0, a1]. To sum up in this case, we obtain that {x1n}nn0 are
equicontinuous on [0,1].
Case (ii): β = 0, δ = 0, γ = 0. In this case, the boundary condition is x(0) = 0 and
γ x(1)+ δp(1)x ′(1)= 0. Still suppose the maximum of x1n on [0,1] occurs at σn ∈ (0,1).
A similar argument as in Case (i) shows the existence of a0 and the equicontinuity of
{x1n}nn0 on [0, a0]. Next we show {x1n}nn0 are equicontinuous on [a0,1]. Divide{x1n}nn0 into two groups
E1 =
{
x1n: x1n(1)
r ′
2
, n n0
}
and E2 =
{
x1n: x1n(1) <
r ′
2
, n n0
}
.
If x1n ∈E1, by the maximal principle, (2.2), and the definition of E1, we know
x1n(t) q(t)min
{
x1n(a0), x1n(1)
}
 q(t)min
{
q(a0)r
′, r
′
2
}
> 0.
From the analogue of (3.22) it follows that {|x ′(t)|: x ∈ E1} are uniformly bounded on
[a0,1]. This guarantees that the family E1 are equicontinuous on [a0,1]. As to E2, we
claim that there exists a positive number a′1 such that
sup
{
σn: the maximum of x1n ∈E2 on [0,1] occurs at σn, n n0
}
< a′1 < 1.
In fact, by the analogue of (3.11) we know
−D(x1n(t))p(t)x ′1n(t) λc(r)
t∫
σn
h(s) ds, t ∈ (σn,1).
Integrate this inequality from σn to 1 and notice x1n ∈E2 to obtain
p0
x1n(σn)∫
r ′/2
D(u)du p0
x1n(σn)∫
x1n(1)
D(u) du λc(r)
1∫
σn
t∫
σn
h(s) ds.
Therefore, the existence of a′1 follows. The rest in this case is similar to Case (i) to obtain
the equicontinuity of E2 on [a0,1].
Case (iii): β = 0, δ = 0, γ = 0. In this case the boundary condition is x(0) = 0 and
x ′(1)= 0. Then the maximum of x1n on [0,1] occurs at σn = 1. By Theorem 2.1 and its
proof we know that x1n(t) is nondecreasing on [0,1] for each n n0. Similar to the proof
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equicontinuous on [0,1].
Case (iv): δ = 0, β = 0, α = 0. The proof is similar to Case (ii).
Case (v): δ = 0, β = 0, α = 0. The proof is similar to Case (iii).
Case (vi): βδ = 0, α = 0, γ = 0. In this case, the maximum of x1n(t) (n  n0) on
[0,1] occurs at σn = 0. By Lemma 2.1 and its proof, we know x1n(t) is nonincreasing on
[0,1] for each n n0. Similar to the proof of the equicontinuity of {x1n}nn0 on [a1,1] in
Case (i), one can obtain that {x1n}nn0 are equicontinuous on [0,1].
Case (vii): βδ = 0, α = 0, γ = 0. The proof is similar to Case (vi).
Case (viii): βδ = 0, αγ = 0. By (2.4), we know q0 =: mint∈J q(t) > 0. The construction
of cone P guarantees
x1n(t) q0‖x1n‖ q0r ′ > 0, ∀t ∈ [0,1], n n0.
Similar to (3.22), we have
∣∣p(t)x ′1n(t)∣∣ λc(r)D(x1n(t))
1∫
0
h(s) ds  λc(r)
D(q0r ′)
1∫
0
h(s) ds <+∞,
t ∈ [0,1], n n0.
Therefore, {|x ′1n(t)|}nn0 on [0,1] are uniformly bounded. Immediately, the equicontinuity
of {x1n}nn0 on [0,1] follows.
Now in what follows we turn to proving the equicontinuity of {y1n}nn0 on [0,1].
First consider the case β = δ = 0. In this situation, the boundary condition is y(0) =
y(1)= 0. Notice that {x1n}nn0 are equicontinuous and |y1n(t)|Nx1n(t) for t ∈ J . This
yields that limt→0+ y1n(t)= 0 and limt→1− y1n(t)= 0 uniformly with respect to n  n0.
Therefore, we need only to prove for every [a′, b′] ⊂ (0,1), {y1n}nn0 are equicontinuous
on [a′, b′]. In fact, when η is sufficiently small as 0 < η < min{a′,1− b′}, by the construc-
tion of cone P , we know
r > x1n(t) r ′ min
t∈[η,1−η]q(t) > 0, t ∈ [η,1− η], n n0. (3.23)
Notice that for each t ∈ [a′, b′],
∣∣y1n(t)∣∣=
∣∣∣∣∣λ
1∫
0
G(t, s)gn
(
s, x1n(s), y1n(s)
)
ds
∣∣∣∣∣

∣∣∣∣∣λ
η∫
0
G(t, s)gn
(
s, x1n(s), y1n(s)
)
ds
∣∣∣∣∣
+
∣∣∣∣∣λ
1−η∫
G(t, s)gn
(
s, x1n(s), y1n(s)
)
ds
∣∣∣∣∣
η
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∣∣∣∣∣λ
1∫
1−η
G(t, s)gn
(
s, x1n(s), y1n(s)
)
ds
∣∣∣∣∣
 λN
η∫
0
G(η, s)fn
(
s, x1n(s), y1n(s)
)
ds
+
∣∣∣∣∣λ
1−η∫
η
G(t, s)gn
(
s, x1n(s), y1n(s)
)
ds
∣∣∣∣∣
+ λN
1∫
1−η
G(1− η, s)fn
(
s, x1n(s), y1n(s)
)
ds
Nx1n(η)+Nx1n(1− η)+
∣∣∣∣∣λ
1−η∫
η
G(t, s)gn
(
s, x1n(s), y1n(s)
)
ds
∣∣∣∣∣.
Thus for t1, t2 ∈ [a′, b′] we have
∣∣y1n(t2)− y1n(t1)∣∣=
∣∣∣∣∣λ
1∫
0
[
G(t2, s)−G(t1, s)
]
gn
(
s, x1n(s), y1n(s)
)
ds
∣∣∣∣∣
 2Nx1n(η)+ 2Nx1n(1− η)
+
∣∣∣∣∣λ
1−η∫
η
[
G(t2, s)−G(t1, s)
]
gn
(
s, x1n(s), y1n(s)
)
ds
∣∣∣∣∣.
This together with the equicontinuity of {x1n}nn0 on [0,1], x1n(0) = x1n(1) = 0, and
(3.23) guarantees that {y1n}nn0 are equicontinuous on [a′, b′].
Secondly consider the case β = 0, δ = 0, γ = 0. In this case, the boundary condition is
y(0)= 0 and γy(1)+ δp(1)x ′(1)= 0. Similar to the above, we know limt→0+ y1n(t)= 0
uniformly with respect to n  n0. It remains to show for each a′ ∈ (0,1), {y1n}nn0 are
equicontinuous on [a′,1]. Indeed, for every η ∈ (0, a′), similar to (3.23) we have
r > x1n(t) r ′q(t) r ′ min
t∈[η,1]q(t) > 0, t ∈ [η,1], n n0. (3.24)
From the same argument as the above, the equicontinuity of {y1n}nn0 on [a′,1] follows.
Thirdly consider the case β = γ = 0. In this case, the boundary condition is y(0) =
y ′(1)= 0. Notice that for every a′ ∈ (0,1), by (3.1) we know
p(t)y ′1n(t)= λ
1∫
t
gn
(
s, x1n(s), y1n(s)
)
ds, t ∈ [a′,1].
Therefore,
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1∫
a′
∣∣gn(s, x1n(s), y1n(s))∣∣ds
 λN
1∫
a′
fn
(
s, x1n(s), y1n(s)
)
ds, t ∈ [a′,1].
This together with (3.24) (replace η with a′) and (H2) guarantees that {y ′1n}nn0 are uni-
formly bounded on [a′,1]. This yields that {y1n}nn0 are equicontinuous on [a′,1].
For the rest cases, similar to the above discussions, one can obtain the equicontinuity of
{y1n}nn0 on [0,1].
Now the well-known Ascoli–Arzela theorem guarantees that the sequence {(x1n, y1n)}
has a subsequence being uniformly convergent on [0,1]. Without loss of generality, still
assume {(x1n, y1n)} itself uniformly convergence to (x1, y1) on [0,1]. Fix t ∈ (0,1) satis-
fying t = 1/2. Then for n n0, integrate (3.1) from 1/2 to t to obtain
p(t)x ′1n(t)−p
(
1
2
)
x ′1n
(
1
2
)
+ λ
t∫
1/2
fn
(
s, x1n(s), y1n(s)
)
ds = 0,
p(t)y ′1n(t)−p
(
1
2
)
y ′1n
(
1
2
)
+ λ
t∫
1/2
gn
(
s, x1n(s), y1n(s)
)
ds = 0. (3.25)
Furthermore, we have
x1n(t)= x1n
(
1
2
)
+
t∫
1/2
1
p(τ)
[
p
(
1
2
)
x ′1n
(
1
2
)
− λ
τ∫
1/2
fn
(
s, x1n(s), y1n(s)
)
ds
]
dτ,
(3.26)
y1n(t)= y1n
(
1
2
)
+
t∫
1/2
1
p(τ)
[
p
(
1
2
)
y ′1n
(
1
2
)
− λ
τ∫
1/2
gn
(
s, x1n(s), y1n(s)
)
ds
]
dτ,
(3.27)
Fix t = 2/3. By r ′q(t)  x1n(t)  r for t ∈ J we know that {x ′1n(1/2)}nn0 and{y ′1n(1/2)}nn0 are bounded sequences. Therefore, they both have convergent subse-
quences, respectively; for convenience, let {x ′1n(1/2)}nn0 and {y ′1n(1/2)}nn0 denote the
two subsequences also, l0 and l1 be their limits, respectively. For every t ∈ (0,1), letting
n→+∞ in (3.26) and in (3.27), we know
x1(t)= x1
(
1
2
)
+
t∫
1/2
1
p(τ)
[
p
(
1
2
)
l0 − λ
τ∫
1/2
f
(
s, x1(s), y1(s)
)
ds
]
dτ,
y1(t)= y1
(
1
2
)
+
t∫ 1
p(τ)
[
p
(
1
2
)
l1 − λ
τ∫
g
(
s, x1(s), y1(s)
)
ds
]
dτ.1/2 1/2
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x1(t) q(t)‖x1‖ r ′q(t), t ∈ J.
Now it remains to show (x1(t), y1(t)) satisfies the boundary condition. First consider
x1 at the point t = 0. It is obvious provided that the boundary condition is x(0)= 0. In the
case of x ′(0)= 0, by
x1n(t)
γ + δτ1(1/2)
γ + δτ1(0) r
′ > 0 for t ∈
[
0,
1
2
]
,
we know (3.25) holds for t ∈ [0,1/2]. This yields that {x ′1n(t)}nn0 are equicontinuous and
uniformly bounded on [0,1/2]. Consequently, x ′1(0)= 0.
In the case of αx(0)− βp(0)x ′(0)= 0 and αβ = 0, notice that
x1n(t) r ′ min
{
β
β + ατ0(1) ,
γ + δτ1(1/2)
γ + δτ1(0)
}
> 0, ∀t ∈
[
0,
1
2
]
.
Similar to the above, {x ′1n(t)}nn0 are equicontinuous and uniformly bounded on [0,1/2].
Therefore, αx1(0)− βp(0)x ′1(0)= 0.
As to x1 at the point t = 1, and for y1 at t = 0 and t = 1, a similar argument to the above
can give the proof. Consequently, (x1, y1) is a solution of (1.1) with (1.2).
From the same reason, {(x2n, y2n)}nn0 also has a subsequence which converges to a
solution (x2, y2) of (1.1) with (1.2) with ‖x2‖ r .
Finally we show (x1, y1) = (x2, y2). To see this we need only to prove (1.1) with (1.2)
has no solution on ∂Pr .
Suppose, on the contrary, there exists (x, y) ∈ ∂Pr being a solution of (1.1) subject to
(1.2). In the case βδ = 0, by the analogue of (3.11) we can get
p0
r∫
0
D(u)du λc(r)max
{ 1∫
0
sh(s) ds,
1∫
0
(1− s)h(s) ds
}
,
which contradicts λ ∈ (0, λ¯(r)). Similarly, by (3.12), one can give the proof for the case
βδ = 0. To sum up, Theorem 2.1 is proved. ✷
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