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Abstract—With the prevalence of social networks, social recom-
mendation is rapidly gaining popularity. Currently, social infor-
mation has mainly been utilized for enhancing rating prediction
accuracy, which may not be enough to satisfy user needs. Items
with high prediction accuracy tend to be the ones that users are
familiar with and may not interest them to explore. In this paper,
we take a psychologically inspired view to recommend items
that will interest users based on the theory of social curiosity
and study its impact on important dimensions of recommender
systems. We propose a social curiosity inspired recommendation
model which combines both user preferences and user curiosity.
The proposed recommendation model is evaluated using large-
scale real world datasets and the experimental results demon-
strate that the inclusion of social curiosity significantly improves
recommendation precision, coverage and diversity.
I. INTRODUCTION
Recommender systems are gaining tremendous popularity
in e-commerce sites, such as Amazon and Netflix, due to
their effectiveness and efficiency in helping users filter through
enormous numbers of items and in helping enterprisers in-
crease their sales. However, traditional recommendation sys-
tems only consider the user-item rating information for making
recommendations, and omits the abundant social information
about users. With the prevalence of social network augmented
sites, such as Epinions and Douban, more and more attention
is being paid to social recommendations.
In general, existing social recommendation approaches fo-
cus on improving rating prediction accuracy by evaluating the
similarity among users through social trust [19] or by adding
social regularization terms to the objective functions of matrix
factorization [18]. However, the quality of recommendations
should be evaluated along a number of dimensions and accu-
racy alone may not be sufficient to meet user satisfaction [20].
For example, the importance of diverse recommendations has
been emphasized in several studies [21]. Moveover, it has been
shown that high accuracy may be secured by recommending
users with the most popular items to users [2]. However, it
is very likely that users will have learnt about such items
from multiple sources, including advertisements, news, or
friends. Recommending these items may not interest users
as they already knew them. Therefore, it is important for a
recommender system to be able to discover items that can
truly elicit users’ interests to explore.
In this work, we take a psychologically inspired view to
recommend items that interest users and explore the potential
impact on important dimensions of recommender systems. In
human psychology, a person’s feeling of interestingness is
closely related to curiosity, a quality related to inquisitive
thinking such as exploration, investigation, and learning [23].
Curiosity is generally not centered around a person’s pref-
erences; it is more focused on the unexpectedness in the
environment. In real life, a person often gets curious about
the surprising behaviors of his/her friends. For example, as
illustrated in Figure 1, if Alice knows that her friend Bob
hates horror movies, the incidence of Bob giving a high rating
to a horror movie (e.g., House of wax) will likely catch
Alice’s attention. In order to find out why Bob gave this
surprising rating, Alice may be driven by curiosity to watch
this horror movie. This phenomenon is generally known as
social curiosity [22][25], which is the desire to acquire new
information about how other people behave, think, and feel.
Figure 1: A real world example for social curiosity
Motivated by the above, we propose a social curiosity in-
spired recommendation model to recommend items that users
may be interested in. More specifically, we propose a model
for measuring user curiosity in the social recommendation
context. This model takes into consideration the different re-
sponses given by a user to different friends’ surprising ratings.
Three strategies are proposed to evaluate users’ curiosity when
multiple friends give surprising ratings for the same item.
After that, users’ interests are evaluated by combining their
preferences and curiosity. Finally, items are recommended
based on a descending order of interest scores. We conduct
experiments based on two large-scale real world datasets.
The experimental results show that the incorporation of so-
cial curiosity information significantly improves the precision,
coverage, and diversity of recommender systems.
II. RELATED WORKS
A. Traditional vs. Social Recommendation
Traditional recommender systems make use of the user-item
rating information for recommendation. One popular idea is
Collaborative Filtering (CF), which recommends items based
on the similarities between users or items. CF approaches
can be classified into two main categories: heuristics-based
approaches and model-based approaches. Heuristics-based ap-
proaches utilize similar users or items to generate predictions,
which can be further categorized into user-based [7] and item-
based [15] approaches. In contrast, model-based approaches
use the observed ratings to train a predictive model, typically
through statistical or machine-learning methods, which is then
used to predict ratings. One of the model-based approaches,
i.e., Matrix Factorization, has recently gained popularity in
recommender system applications due to their high recommen-
dation accuracy and their efficiency in dealing with large-scale
user-item rating matrices.
Recent research in social recommendation utilizes the so-
cial relationships among users to improve the recommenda-
tion accuracy [11], [18], [19], [24]. Social recommendation
approaches can also be classified into heuristics-based ap-
proaches and model-based approaches. Heuristics-based ap-
proaches usually measure the similarity between two users
using the degree of social trust [19]. It is shown to increase the
number of predictable ratings without decreasing the overall
accuracy. Model-based approaches usually make use of social
information to constrain the matrix factorization objective
function. In [18], Ma et al. propose social regularization
terms to enhance the performance of the matrix factorization
algorithm. Existing social recommendation methods mainly
consider two types of social information: trust and friend
preference similarity. In this work, we introduce another
dimension of social information, social curiosity, and study
its impact on recommendations.
B. Accuracy vs. Measures Beyond Accuracy
A typical recommender system attempts to estimate ratings
of items accurately based on users’ rating history. Accord-
ingly, many researchers focus on improving the recommender
systems’ rating prediction accuracy which can be measured
by Mean Absolute Error (MAE) and Root Mean Square
Error (RMSE) [16], and accuracy for recommendation lists
which can be measured by precision and recall [4]. However,
accuracy alone may not be enough to meet users’ satisfaction
and in recent years, researchers have shown a growing interest
in studying other aspects beyond accuracy.
Some researchers have pointed out that recommender sys-
tems should provide users with highly idiosyncratic and per-
sonalized items [2]. With this goal in mind, a lot of works have
been proposed to increase the diversity of recommendation
lists, often measured by the dissimilarity between all pairs of
recommended items [21][3]. On the other hand, algorithms
striving for high accuracy often provide recommendations
with high quality, but only for a small number of items [8].
To address this issue, some researchers propose to improve
recommendation coverage, which refers to the percentage of
items for which a recommender system is able to generate
recommendations [6][14][1].
Recent research works have also studied factors such as
novelty and serendipity. Novel recommendations are defined
as recommendations of items that are interesting but unknown
to the users. In [9], the system explicitly asks users what
items they know to derive novel recommendations in a CF
framework. However, novelty only emphasizes the fact that
an item is unknown; it does not consider items that are known
but unexpected. Serendipity introduces the concept of unex-
pectedness and measures how surprising the recommendations
are. In [10], serendipity is enhanced in a content-based rec-
ommender system by recommending items whose description
is semantically far from users’ profiles. In [12], the surprise of
each user is estimated when presented with recommendations
by predicting their purchasing trend based on the purchase
history of users with similar preferences. However, the concept
of serendipity only considers the unexpectedness with respect
to a person’s own historical preferences. It does not consider
the unexpectedness with respect to other people’s historical
preferences in a social context.
III. THE PROPOSED RECOMMENDATION MODEL
An overview of the proposed recommendation model is
shown in Figure 2. The model takes all users’ historical ratings
and their friend relationships as input. Then, it models the
target user’s preferences and curiosity, the combination of
which forms user interests. Based on user interests, the top
ranked items are output as the recommendation list. Next, we
will discuss each component of the model in detail.
Figure 2: Overview of the proposed recommendation model
A. User Preferences: Predicted Rating Score
Various recommendation methods have been proposed to
predict user preferences for items that are not experienced,
e.g., neighborhood based collaborative filtering [7] and matrix
factorization [13], [17]. In this work, we adopt the Matrix
Factorization (MF) method for measuring user preferences,
due to its high recommendation accuracy and its efficiency
when dealing with large-scale user-item rating matrices. It
should be noted that our model could use a different prediction
method, if such a method would yield a more accurate result.
In other words, our model is not dependent on MF.
The basic MF model maps both users and items to a
joint latent factor space of dimensionality d, such that user-
item interactions are modeled as inner products in that space.
Accordingly, each user u is associated with a vector pu ∈ Rd,
where the elements in pu measure the user’s preferences with
respect to d latent factors. Each item i is associated with a
vector qi ∈ Rd, where the elements in qi measure the item’s
importance weights for the d latent factors.
The preference of target user u towards a not experienced
item i is measured by a predicted rating score, denoted by
Rˆ(u, i), which is obtained by:
Rˆ(u, i) = pTu qi. (1)
The values in pu and qi are initially assigned arbitrarily
and then iteratively updated by a simple gradient descent
technique. For each observed rating R(u, i), the latent variable
vectors pu and qi are updated as follows:
pu ← pu + γ(∆ui · qi − λ · pu), (2)
qi ← qi + γ(∆ui · pu − λ · qi), (3)
where
∆ui = R(u, i)− pTu qi. (4)
Here, γ is the learning rate and λ is a regularization
parameter to minimize overfitting. The algorithm iterates until
an accuracy threshold is reached.
B. User Curiosity: Curiosity Score
According to the theory of curiosity in human psychol-
ogy [25], surprise is one of the key factors that stimulate
curiosity and is the result of unexpectedness. This can be
readily applied to the social context: a friend’s unexpected
behaviors create a feeling of surprise which will then lead to
curiosity. Based on this theory, a user u will be surprised if
a friend v’s rating for an item i significantly differs from u’s
expectation of v’s preference towards i.
The target user’s expectation of a friend’s preference to-
wards an item can be estimated by a predictive model,
e.g., MF, that is trained without the friend’s observed rating
for this item. To differentiate this idea from the traditional
recommender systems in which predictions are usually made
for items that have no observed ratings, we define the pseudo-
predicted rating of a user v for an item i, if an observed rating
R(v, i) exists:
Rˇ(v, i) = pˇTv qˇi, (5)
where pˇv and qˇi are pseudo-latent vectors trained from all
the available user-item ratings except R(v, i). The pseudo-
predicted rating Rˇ(v, i) is an estimation of the target user u’s
expectation of his/her friend v’s preference towards item i.
Surprise occurs in two cases: when R(v, i) is much larger
than Rˇ(v, i), or when R(v, i) is much smaller than Rˇ(v, i).
The former case corresponds to a friend giving a high rating
to something he/she generally does not prefer, i.e., positive
surprise, whereas the latter case corresponds to a friend giving
a low rating to something he/she generally likes, i.e., negative
surprise. In real life, people will not give importance to the
negative surprise during a recommendation task because a
person’s taste in a field he/she likes is often trusted by his/her
friends. For example, if Bob loves comedy movies and gives
a low rating to a particular comedy movie, Alice will likely
ignore this movie because she trusts Bob’s judgement on
comedies.
Hence, we focus on positive surprise and define the surprise
caused by a friend v’s rating for an item i, denoted by S(v, i),
as follows:
S(v, i) =
{
R(v, i)− Rˇ(v, i), if R(v, i)− Rˇ(v, i) > TE
0, otherwise.
(6)
and
TE =
∑
u,i(R(u, i)− Rˆ(u, i))+
N+
(7)
where TE is an error threshold calculated by the mean of
the positive predicted rating errors. It should be noted that
the difference between the observed rating and the pseudo-
predicted rating forms surprise, whereas the difference be-
tween the observed rating and the predicted rating is error.
(R(u, i)− Rˆ(u, i))+ represents ratings that satisfy R(u, i) >
Rˆ(u, i) and N+ denotes the number of such ratings. In this
way, we rule out the surprises caused by the innate errors of
the MF algorithm.
As MF has been shown to yield fairly accurate predictions,
it is expected that an item’s pseudo-predicted rating Rˇ(v, i)
should be similar to the observed rating R(v, i). In other
words, S(v, i) should usually be smaller than the error thresh-
old. If S(v, i) is much larger than the error threshold, it is most
likely due to an unexpected rating behavior that deviates from
v’s usual rating patterns. For example, for Bob, who always
gives low ratings to horror movies, MF tends to predict low
ratings for such movies. If one day Bob gives a high rating to a
horror movie, then this rating cannot be accurately predicted
by the previously trained MF model, and results in a high
surprise score for this particular movie.
In this work, we focus on the surprises from directly linked
friends. In social networks, most users have many friends and
it is possible that multiple friends give surprising ratings for
the same item. Hence, to model the target user’s curiosity,
two issues should be addressed: (1) how to model a user’s
responses to the surprising ratings from different friends and
(2) how to evaluate curiosity when multiple friends give
surprising ratings for a given item.
To address the first issue, we propose a surprise correla-
tion between two users who are mutual friends, denoted by
SC(u, v), as follows:
SC(u, v) = 1−
∑
i∈M(u,v)(
abs(S(u,i)−S(v,i))
Rm
)
|M(u, v)| , (8)
where M(u, v) denotes the set of items that both u and v have
given surprising ratings to, | · | is the cardinality operator, abs
is the absolute value operator, and Rm is the maximum rating
scale difference for normalization (e.g., if the rating scale is
from 1 to 5, then Rm = 4). Note that 0 ≤ SC(u, v) ≤ 1. A
high value for SC(u, v) indicates that u’s historical surprising
ratings tend to be similar to v’s. Hence, the surprise correlation
can be used to predict whether the target user will also be
surprised at the items that surprise his/her friend.
To address the second issue, we propose three strategies
for evaluating the target user’s curiosity towards an item i,
denoted by the curiosity score C(u, i), as follows:
C1(u, i) = min
v∈Fs(u)
(SC(u, v) · S(v, i)), (9)
C2(u, i) = ave
v∈Fs(u)
(SC(u, v) · S(v, i)), (10)
C3(u, i) = max
v∈Fs(u)
(SC(u, v) · S(v, i)), (11)
where Fs(u) is the set of u’s friends who give surprising
ratings for item i. Equation (9) represents a conservative strat-
egy: it takes the minimum curiosity response aroused by the
friends’ surprising ratings. Equation (10) represents an average
strategy: it takes the average curiosity response aroused by
the friends’ surprising ratings. Equation (11) represents a bold
strategy: it takes the maximum curiosity response aroused by
the friends’ surprising ratings.
C. User Interests: Interest Score
A curiosity-stimulating item may not catch a user’s attention
unless the user is in favor of that item to some extent. For
example, the fact that Bob gives a high rating to a horror movie
may not interest Alice if she also hates horror movies. Hence,
we propose an interest score to balance the predicted rating
score and the curiosity score for the recommended items.
The interest score of a user u for an item i is modeled by
a weighted sum of the predicted rating score and the curiosity
score:
I(u, i) = (1− ω) · Rˆ(u, i) + ω · C(u, i), ω ∈ [0, 1] (12)
where ω is the weight for balancing between the predicted-
rating score and the curiosity score. A higher value of ω
indicates more consideration of curiosity score for recommen-
dation and hence the recommendation result will incorporate
more effects brought by the social curiosity information. On
the other hand, a lower value of ω will result in a recommen-
dation list more similar to the one based purely on predicted
ratings (user preferences). It should be noted that our method
do not affect the value of predicted ratings but combines them
with the social curiosity information strategically to make
recommendations. Finally, items are recommended based on
a descending order of interest scores.
IV. METRICS
We now discuss the metrics for evaluating the proposed
recommendation model. As this model makes use of users’
preferences without affecting its accuracy for predicted ratings,
it does not impact the commonly used accuracy metrics such
as Mean Absolute Error (MAE) and Root Mean Square Error
(RMSE). Therefore, we study the accuracy for recommen-
dation lists through precision. We also explore two metrics
beyond accuracy, including coverage and diversity.
Precision: Precision is usually defined as the percentage of
items in the recommended list that have been rated by the
target user in the testing set [4], given by
Precision(L(u)) =
|{i|i ∈ L(u) ∧R(u, i) ∈ RT (u)}|
|L(u)| ×100%
(13)
where L(u) is the set of items recommended to a user u
and RT (u) is the set of ratings given by u in the testing
set. The system-level precision is calculated as the average
precision of the recommendation lists for all users. Here, a
historical rating for an item can be treated as an evidence
showing that the user got interested and indeed explored the
item. A higher precision indicates a higher chance that the user
will explore the recommended items and finally give ratings
for them. Therefore, precision can reflect the extent of users’
interest on the recommended items.
Coverage: The coverage of a recommender system is a
measure of the domain of items in the system over which
the system can make recommendations and evaluates a rec-
ommender system’s ability to recommend long-tail items [8].
The coverage metric is given by:
Coverage =
|⋃u∈U L(u)|
N
× 100% (14)
where
⋃
is the union operator and N is the total number of
items in the recommender system.
Diversity: Diversity evaluates a recommender system’s abil-
ity to provide users with highly idiosyncratic or personalized
items and is usually defined as the average dissimilarity
between all pairs of items [5]. The dissimilarity between two
items is determined by the dissimilarity between ratings given
to them by the set of users who have rated both. Let U(i, j)
represent the set of users who have rated both items i and j.
The dissimilarity between i and j is given by:
dis(i, j) =
∑
u∈U(i,j)(
abs(R(u,i)−R(u,j))
Rm
)
|U(i, j)| ,
(15)
where Rm is the maximum rating scale difference.
The diversity of a recommendation list is given by:
diversity (L(u)) =
∑
i∈L(u)
∑
j∈L(u),i6=j(dis(i, j))
|L(u)|
2 (|L(u)| − 1)
. (16)
The system-level diversity is calculated as the average
diversity of the recommendation lists for all users.
V. EXPERIMENTS
Two publicly available datasets, Douban and Flixster, were
used in our experiments to study the performance of the
proposed recommendation model with respect to precision,
coverage, and diversity. Both datasets include user-item ratings
as well as the social network connecting different users. The
Douban dataset [18] contains 129,490 distinct users, 58,541
distinct movies and 16,830,839 ratings. The social network
contains 1,692,952 undirected friend links between users.
Each user gives an average of 129.98 ratings and each item
receives an average of 287.51 ratings. The average number
of friends per user in the social network is 13.07. The
Flixster dataset [11] contains 1,049,508 distinct users, 66,726
distinct movies and 8,196,077 ratings. The social network
contains 7,058,819 undirected friend links between users. We
preprocessed the Flixster dataset by removing the large portion
of users who have social relations but no expressed ratings
because our approach is interested in friends’ rating behaviors.
After preprocessing, the average number of ratings given per
user is 55.52, and the average number of ratings received per
item is 122.83. The average number of friends per user in the
social network is 17.20.
A. Methods and Parameter Settings
We compare our method with the baseline MF method and
various ranking methods:
1) MF: the baseline MF method [13].
2) PopR: the item popularity based ranking, which ranks
items whose ratings are predicted above the ranking
threshold TH based on their popularity [2].
3) AbsLikeR: the item absolute likeability based ranking,
which ranks items whose ratings are predicted above the
ranking threshold TH based on how many users liked
them (i.e., rated the item above TH ) [2].
4) RelLikeR: the item relative likeability based ranking,
which ranks items whose ratings are predicted above
the ranking threshold TH based on the percentage of the
users who liked them (i.e., rated the item above TH ) [2].
5) SC Min: the proposed recommendation model with the
conservative strategy for curiosity evaluation.
6) SC Ave: the proposed recommendation model with the
average strategy for curiosity evaluation.
7) SC Max: the proposed recommendation model with the
bold strategy for curiosity evaluation.
For the MF parameters, we set the learning rate γ to
0.001, the regularization parameter λ to 0.02, and the latent
factor dimension d to 10. For the ranking methods, the
ranking threshold TH is set to 4.5, which ensures that the
recommended items are generally preferred by the users.
The selection strategy for the interest score weight ω will
be discussed in the following subsection. All the results are
obtained based on top 10 recommendations.
B. Impact of Interest Score Weight: ω
In this experiment, we empirically study the impact of
the interest score weight ω. This weight provides a balance
between the predicted-rating score and the curiosity score
when making recommendation decisions. A higher value of ω
indicates that the proposed recommender system gives more
importance to the curiosity score. On the other hand, a lower
value of ω leads to a more similar list to the baseline method
that uses only the predicted rating score for ranking.
In order to find a good value for ω, we conducted a grid
search for both Douban and Flixster datasets from 0 to 1,
with an interval of 0.1. For each dataset, we use different
training data settings (40%, 60%, 80%) for grid search. A
training data setting of 40%, for example, means that we
randomly selected 40% of the ratings from the user-item
rating matrix as the training data to predict the remaining
60% of ratings. Similar experimental settings have been used
in previous works for social recommendation [18]. Due to
space limitation, we present here the result for a training data
setting of 60%. Similar trends were observed with the other
two training settings (40% and 80%). The experimental results
are shown in Figure 3.
From Figure 3, it can be observed that the best value for
ω differs for different metrics. Taking the Douban dataset
for example (Figure 3a, 3b, 3c), the best performing ω for
precision is 0.6, for coverage is 0.7, and for diversity is 1.
This means that the impacts of social curiosity on the three
metrics are not equally strong and the positive influence of
social curiosity on diversity is highest when compared with
the other two metrics. When ω equals to 0, the results are
obtained based on the predicted rating score alone. When ω
equals to 1, the results are obtained based on the curiosity
score alone. It can be observed from Figure 3 that the values
for all the metrics at ω=1 are always higher than those at ω=0.
In other words, the results obtained based on the curiosity
score alone are always better than those obtained based on
the predicted rating score alone. Nevertheless, in most of
the cases, a combination of the two scores achieves the best
results. Taking the precision metric for the Douban dataset
as an example (Figure 3a), the best precision value achieved
based on the curiosity score alone is 0.0279 (at ω = 1) and
the best precision value achieved based on the predicted rating
score alone is 2×10−4 (at ω = 0). The best precision value is
0.0496, which is obtained based on the combination of both the
curiosity score and the predicted rating score with the weight
ω = 0.6.
Based on the above observations, in the following exper-
iments, for each training setting in each dataset, we choose
ω based on the best performing precision value for all three
methods. For example, for Douban dataset with 60% data for
training, we set ω to 0.6, according to Figure 3a.
C. Performance Comparison
For each dataset, we use three training data settings (40%,
60%, 80%) to study the performance of the proposed approach.
The experimental results are shown in Table I. The best
performance for each setting is highlighted in bold. From
Table I, we can observe that the baseline method (MF) and
the ranking methods (PopR, AbsLikeR and RelLikeR) all
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Figure 3: Impact of ω on Algorithm Performance
show comparatively poorer performances for all three metrics
(precision, coverage and diversity) than the proposed social
curiosity methods. Taking the Douban dataset with 40% data
for training as example, the minimum precision value achieved
by the social curiosity methods is 0.0545, which is two orders
of magnitude higher than the baseline method as well as the
ranking methods. Similarly, for the Flixster dataset, the social
curiosity methods are able to achieve precision values an order
of magnitude higher than the ranking methods. Hence, the
experimental results show that by considering social curiosity,
we are able to recommend a lot more items that users rated in
the testing set, which are items that users felt interested in and
indeed experienced with. This suggests that the recommended
items are more likely to interest users.
One phenomenon worth noticing is that precision gets
generally worse as more training data is used. The possible
reason is as follows. Though when more training data is used,
the accuracy for predicting interesting items should improve,
it also means that less testing data is available, which makes
it harder to match predicted items with the testing items.
Therefore, precision becomes worse because the impact of less
testing data is stronger than the impact of more training data.
We next compare the performances of the three proposed
strategies for measuring curiosity, SC Max, SC Ave and
SC Min. It can be observed that the conservative strategy
consistently achieves the highest coverage value whereas the
bold strategy consistently achieves the lowest coverage value.
This observation can be explained as follows. At the system
level, the bold strategy always chooses the most surprising
items for recommendation. If the user who gives the highest
surprising ratings to these items has a large number of friends,
then these items will be repetitively recommended to all of
his/her friends. Hence, due to the repetitive recommendation
of the most surprising items, the coverage of the bold strategy
tends to be smaller than that of the conservative strategy.
On the other hand, the bold strategy consistently achieves
the highest precision value and diversity value, whereas the
conservative strategy consistently achieves the lowest precision
value and diversity value. The reason for the bold strategy
to achieve the best precision values is that more surprising
items may be more interesting to the target users, and thus the
users may be more likely to explore these items. Moreover, the
surprising items tend to be very dissimilar to those that users
preferred in the history, and the repetitive recommendation of
the most surprising items may instill higher diversity into the
recommendation lists.
D. Impact of Friend Degree
As the proposed method is closely related to the behavior of
the target user’s friends, it is useful to analyze the impact of the
number of friends, i.e., friend degree, on the recommendation
results. In our experiments, we separate users into 6 degree
groups: the first group consists of users with degrees from 1
to 20, the second group from 21 to 40, the third group from
41 to 60, the fourth group from 61 to 80, the fifth group from
81 to 100, and the sixth group above 100. We do not continue
dividing users with degree above 100 into groups because
users with degree above 120 represent less than 1% of the
total number of users in the dataset. Since the number of users
decreases in larger degree groups, to make the comparisons
fair, we randomly select 1000 users from each degree group
for reporting the coverage value.
Table I: Performance Comparison on Douban and Flixster datasets.
Dataset Training Metrics
Baseline Ranking Methods Social Curiosity Methods
MF PopR AbsLikeR RelLikeR SC Min SC Ave SC Max
Douban
40%
Precision 0.0002 1× 10−5 0.0002 0.0006 0.0545 0.0554 0.0618
Coverage 0.0167 0.0235 0.0306 0.0400 0.0636 0.0633 0.0615
Diversity 0.0018 0.0003 0.0051 0.0093 0.1527 0.1531 0.1555
60%
Precision 0.0001 1× 10−5 1× 10−5 1× 10−5 0.0347 0.0360 0.0496
Coverage 0.0133 0.0184 0.0274 0.0356 0.0673 0.0668 0.0624
Diversity 0.0018 0.0002 0.0158 0.0188 0.1729 0.1733 0.1768
80%
Precision 0.0001 0.0001 0.0001 0.0001 0.0104 0.0110 0.0157
Coverage 0.0163 0.0194 0.0264 0.0317 0.0891 0.0885 0.0839
Diversity 0.0095 0.0013 0.0257 0.0333 0.1649 0.1656 0.1706
Flixster
40%
Precision 0.0124 0.0078 0.0081 0.0098 0.0202 0.0204 0.0205
Coverage 0.0232 0.0279 0.0287 0.0280 0.0301 0.0301 0.0301
Diversity 0.1096 0.0821 0.0831 0.1048 0.1217 0.1217 0.1217
60%
Precision 0.0098 0.0065 0.0066 0.0080 0.0164 0.0164 0.0171
Coverage 0.0207 0.0255 0.0265 0.0264 0.0315 0.0315 0.0313
Diversity 0.1285 0.0995 0.1007 0.1263 0.1536 0.1538 0.1538
80%
Precision 0.0052 0.0037 0.0037 0.0044 0.0103 0.0104 0.0104
Coverage 0.0156 0.0206 0.0210 0.0209 0.0297 0.0296 0.0293
Diversity 0.1229 0.0956 0.0967 0.1236 0.1625 0.1625 0.1626
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Figure 4: Impact of Friend Degree on Algorithm Performance
The experimental results are shown in Figure 4. These
results are obtained using 60% of data for training. Similar
trends were observed with the other two training settings (40%
and 80%). Due to space limitation, we present here the results
for the 60% training data setting. It can be observed from
Figure 4a and 4d that the social curiosity methods consistently
outperform all the other methods for precision across all
the degree groups for both datasets. It can be clearly seen
from Figure 4d that the ranking methods even perform worse
than the baseline method for precision in Flixster dataset.
It confirms the superior performance of the social curiosity
methods on recommending interesting items that users may
want to explore and finally give ratings to. Figure 4b and 4e
show that the social curiosity methods consistently outperform
all the other methods for coverage across all the degree
groups for both datasets. Figure 4c and 4f show that the
social curiosity methods consistently outperform all the other
methods for diversity across all the degree groups for both
datasets. By comparing Figure 4c and 4f, it can be also seen
that the performance of ranking methods on diversity depends
on the datasets being used. For example, the AbsLikeR and
RelLikeR perform better than the baseline method in terms
of diversity in Douban dataset but perform worse in Flixster
dataset. In summary, the experimental results demonstrate that
the social curiosity methods show overall robust performance
for all three metrics in different degree groups.
Let us analyze the impact of degree on the recommendation
results. It can be observed from Figure 4 that there is a clear
trend for SC Max: a larger degree tends to achieve a higher
value for precision and diversity. However, no such trend is
observed for the baseline method or the ranking methods. The
performance of the baseline method and the ranking methods
stays similar for all the degree groups. This is due to the
fact that the baseline method and the ranking methods do not
explicitly consider social information during recommendation.
Another interesting phenomenon that can be observed is that
for all the three metrics, the conservative strategy SC Min
and the average strategy SC Ave always yield similar results,
whereas the bold strategy SC Max diverges further from
the other two strategies as degree increases. This is due to
the fact that the high-value surprises are rare. The effect
of these high-value surprises is diluted when averaged with
the more abundant low-value surprises through the average
strategy, leading to a result similar to the conservative strategy.
However, these rare high-value surprises are more likely to
spread as the degree increases, thus magnifying the effects
of these high-value surprises on the recommendation results.
Similarly, when degree is large, the rare high-value surprises
may be diluted by the abundant low-value surprise information
available for the target user, which explains why SC Ave
and SC Min tend to show a downward trend when degree
increases in Figure 4a and 4d.
The experimental results empirically show that the pro-
posed approach greatly enhances recommendation precision,
diversity and coverage. From an intuitive point of view, the
proposed approach can achieve such improvements because it
not only relies on the similarity information as in traditional
recommendation techniques but also considers the “surprise”
element in the recommendation. The incorporation of such
surprise information allows items that may not best match
the user’s usual preferences but arouse the user’s interest to
be ranked higher. Therefore, the recommendation precision,
diversity, and coverage can be significantly improved.
VI. CONCLUSION
This paper takes a psychologically inspired view to rec-
ommend interesting items to users. Motivated by the close
relation between curiosity and interest, we propose a social
curiosity inspired recommendation model. This recommenda-
tion model evaluates the interestingness of an item through
the combination of both users’ personal preferences and
their social curiosity. The proposed recommendation model
takes into consideration the target user’s different possible
responses to different friends’ surprising unexpected ratings.
Three strategies were proposed for evaluating the target user’s
curiosity when multiple friends give surprising ratings for
the same item. We also explored the impact of social cu-
riosity on enhancing various evaluation metrics with large-
scale real world datasets. The experimental results show that
the proposed recommendation model significantly enhances
precision, coverage and diversity in comparison with other
state-of-the-art methods.
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