Stability and Asymptotic Behavior of Transonic Flows Past Wedges for the
  Full Euler Equations by Chen, Gui-Qiang G. et al.
Stability and Asymptotic Behavior of Transonic Flows
Past Wedges for the Full Euler Equations
Gui-Qiang G. Chen
Mathematical Institute, University of Oxford, Oxford, OX2 6GG, UK
AMSS & UCAS, Chinese Academy of Sciences, Beijing 100190, China
E-mail: chengq@maths.ox.ac.uk
Jun Chen
Department of Mathematics, Southern University of Science and Technology
Shenzhen, Guangdong 518055, China
E-mail: chenjun@sustc.edu.cn
Mikhail Feldman
Department of Mathematics, University of Wisconsin-Madison
Madison, WI 53706-1388, USA
E-mail: feldman@math.wisc.edu
[Received 5 February 2017]
Abstract
The existence, uniqueness, and asymptotic behavior of steady transonic flows past a curved
wedge, involving transonic shocks, governed by the two-dimensional full Euler equations are
established. The stability of both weak and strong transonic shocks under the perturbation of
the upstream supersonic flow and the wedge boundary is proved. The problem is formulated as
a one-phase free boundary problem, in which the transonic shock is treated as a free boundary.
The full Euler equations are decomposed into two algebraic equations and a first-order elliptic
system of two equations in Lagrangian coordinates. With careful elliptic estimates by using
appropriate weighted Ho¨lder norms, the iteration map is defined and analyzed, and the existence
of its fixed point is established by performing the Schauder fixed point argument. The careful
analysis of the asymptotic behavior of the solutions reveals particular characters of the full Euler
equations.
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tence, stability, asymptotic behavior, decay rate.
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Figure 1.1: (a) Constant transonic flows; (b) Perturbed transonic flows rotated clockwise by angle θw
1 Introduction
We are concerned with the existence, uniqueness, and asymptotic behavior of steady transonic flows
past a curved wedge, involving transonic shocks, governed by the two-dimensional full Euler equa-
tions. When a supersonic flow passes through a straight-sided wedge whose half-angle θw is less
than the detachment angle, a shock attached to the wedge vertex is expected to form. If the upstream
steady flow is a uniform supersonic state, we can find the corresponding constant flow downstream
along the straight-sided wedge boundary, together with a straight shock separating the two states
(see Fig. 1.1), by using the shock polar determined by the Rankine-Hugoniot jump conditions and
the entropy condition (cf. Fig. 1.2). However, these conditions do not determine the downstream
state uniquely. In general, there are two solutions, one of which corresponds to a weaker shock than
the other. As normally expected, a physically admissible shock should be stable under small per-
turbations. Therefore, it is important to analyze the stability of these shocks in order to understand
underlying physics.
The wedge problem described above has a long history at least dating back to the 1930s. Prandtl
[26] in 1936 first conjectured that the weak shock solution is stable, and hence physically admissible.
There has been a long debate about whether the strong shock is stable for decades; see Courant-
Friedrichs [17], Section 123, and von Neumann [28]. See also Liu [25] and Serre [27].
When the downstream flow is supersonic, the corresponding shock is called a supersonic shock,
which is a weak shock. This case has been analyzed for the potential flow equation in [13, 14] with
certain convexity assumption on the wedge and in [30] for an almost straight-sided wedge. The
existence and stability of the steady supersonic shocks for the full Euler equations have been estab-
lished under the BV perturbation of both the upstream flow and the slope of the wedge boundary in
Chen-Zhang-Zhu [12] and Chen-Li [11] for Lipschitz wedges.
For transonic shocks (i.e., the downstream flow is subsonic), there are two cases: the transonic
shock with the subsonic state corresponding to arc T˜ S (which is a weak shock) and the one corre-
sponding to arc T¯H (which is a strong shock) (see Fig. 1.2). The strong shock case has been studied
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Figure 1.2: The shock polar in the (u1, u2)–plane
in Chen-Fang [16] for the potential flow (also see [8]).
It is well known that the jump of the entropy function across the shock is of cubic order of the
shock strength. In general, the strength of transonic shocks is large, so the full Euler system is a
more accurate model than the potential flow or isentropic Euler equations. In Fang [19], the Euler
equations were first studied with a uniform Bernoulli constant for both strong and weak transonic
shocks. However, the asymptotic behavior of the shock slope or the subsonic part of the solution was
not analyzed in [19], partly because the approach in [19] is based on the weighted Sobolev spaces.
On the other hand, the asymptotic behavior can be seen more conveniently within the framework
of Ho¨lder spaces. In Yin-Zhou [29], the Ho¨lder norms were used for the estimates of the full Euler
equations with the assumption on the sharpness of the wedge angle, which means that the subsonic
state is near point H in the shock polar. In Chen-Chen-Feldman [6], the weak transonic shock,
which corresponds to the whole arc T˜ S, was investigated; and the existence, uniqueness, stability,
and asymptotic behavior of subsonic solutions were obtained. In [6, 29], a potential function is used
to reduce the four Euler equations into one elliptic equation in the subsonic region. The method was
first proposed in [5] and has the advantage of integrating the conservation properties of the Euler
system into a single elliptic equation. However, working on the potential function further requires
its Lipschitz estimate, besides the C0–estimate, to keep the subsonicity of the flow.
There are other related papers about transonic shocks, such as [8, 23] for transonic flows past
three-dimensional wedges and [7] about transonic flows past a perturbed cone; see also [9, 15] for
the approaches developed earlier for dealing with transonic shock flows and [20] for the uniqueness
of transonic shocks.
The purpose of this paper is to analyze both strong and weak transonic shocks and establish the
existence, uniqueness, and asymptotic behavior of the subsonic solutions under the perturbation of
both the upstream supersonic flows and the wedge boundaries. In particular, we are able to prove
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the stability of both weak and strong transonic shocks. The strategy is to use the physical variables
to make the estimates, instead of the potential function. The advantage of this method is that only
the lower regularity (i.e., the C0–estimate) is sufficient to guarantee the subsonicity. Furthermore,
estimating the physical state function U = (u, p, ρ)> directly (see equations (2.1)) also yields a
better asymptotic decay rate: For weak transonic shocks, the decay rate is only |x|−β in our earlier
paper [6]; while, in this paper, we will show that the subsonic solution decays to a limit state at rate,
|x|−1−β , with β ∈ (0, 1) depending only on the background states (see Remark 2.2).
More precisely, we first use the Lagrangian coordinates to straighten the streamlines. The reason
for this is that the Bernoulli variable and entropy are conserved along the streamlines, and using
the streamline as one of the coordinates simplifies the formulation, especially for the asymptotic
behavior of the solution. Then, as in [15, 19], we decompose the Euler system into two algebraic
equations and two elliptic equations. Differentiating the two elliptic equations gives rise to a second-
order elliptic equation in divergence form for the flow direction w = u2
u1
. Given U in an expected
function space for solutions, we obtain the updated function w˜ as the solution of the linear equation
for iterations whose coefficients are evaluated on the given function U . Once we solve for w˜ and
obtain the desired estimates, the other variables are then updated. Thus, we construct a map δ‹U =
Q(δU), where δU and δ‹U are the perturbations from the background subsonic state. The estimates
based on our method do not yield the contraction forQ. Therefore, the Banach fixed point argument
does not work; Instead, we employ the Schauder fixed point argument to obtain the existence of
the subsonic solution. For the uniqueness, we estimate the difference of two solutions by using the
weighted Ho¨lder norms with a lower decay rate.
One point we want to emphasize here is that the decay pattern is different from that for potential
flow. In a potential flow, the decay is with respect to |x|. For example, if ϕ converges to ϕ0 at rate
|x|−β , then ∇ϕ converges at rate |x|−1−β . For the Euler equations, because the Bernoulli variable
and the entropy function are constant along streamlines, the physical variables (u1, ρ) do not con-
verge to the background state along the streamlines. They converge only across the streamlines away
from the wedge. Therefore, when the elliptic estimates are performed, the scaling is with respect
to the distance from the wedge, rather than |x|. This results in the following decay pattern: In La-
grangian coordinates y, there exists an asymptotic limit U∞ = (u∞1 , 0, p
+
0 , ρ
∞); U converges to U∞
at rate |y|−β , but ∇U converges at rate |y|−β(y2 + 1)−1. That is, the extra decay for the derivatives
is only along the y2–direction.
Finally, we remark that our analysis of transonic shocks for the Euler equations for potential and
non-potential flows, started in Chen-Feldman [9] to formulate the transonic shock problems as one-
phase free boundary problems, is motivated by the previous works on variational one-phase free
boundary problems for nonlinear elliptic equations in Alt-Caffarelli [1], Alt-Caffarelli-Friedman [2,
3], and the references cited therein. One of the main difficulties in dealing with the transonic shock
problems is that the corresponding elliptic one-phase free boundary problems are non-variational in
general, so that the complete solution to the free boundary problems requires different approaches
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and new techniques which are further developed in this paper in the physical realm of the full Euler
equations for compressible fluids.
The rest of the paper is organized in the following sections. In §2, the wedge problem is formu-
lated as a free boundary problem and the main theorem is stated. In §3, the problem is reformulated
in Lagrangian coordinates. In §4, the Euler equations are decomposed into two algebraic equations
and a first-order elliptic system of two equations. In §5, the linear elliptic system and the boundary
conditions for iterations are introduced. In §6, the key estimates of solutions for the linear second-
order elliptic equation for iterations are obtained. In §7, the iteration map is constructed and the
corresponding estimates are obtained, leading to the existence of a weak transonic shock solution.
In §8, the uniqueness of the weak transonic shock solution is proved. In §9, the asymptotic behavior
and the decay rate of solutions are discussed. In §10, the difference between the weak and the strong
transonic shocks is revealed in terms of the estimates and the asymptotic behavior of the solution.
2 Mathematical Setup and the Main Theorem
In this section, we formulate the transonic wedge problem as a free boundary problem and state the
main theorem.
The governing equations are two-dimensional steady, full Euler equations:
∇ · (ρu) = 0,
∇ · (ρu⊗ u) +∇p = 0,
∇ · Äρu(E + p
ρ
)
ä
= 0,
(2.1)
where∇ is the gradient in x = (x1, x2) ∈ R2, u = (u1, u2) the velocity, ρ the density, p the pressure,
and γ > 1 the adiabatic exponent, as well as
E =
1
2
|u|2 + p
(γ − 1)ρ
is the energy. The sonic speed of the flow is
c =
 
γp
ρ
.
The flow is subsonic if |u| < c and supersonic if |u| > c. For a transonic flow, both cases occur in
the flow.
System (2.1) can be written in the following general form as a system of conservation laws:
∇ · F(U) = 0, x ∈ R2, (2.2)
with U = (u, p, ρ)>. Such systems often govern time-independent solutions for multidimensional
quasilinear hyperbolic systems of conservation laws; cf. Dafermos [18] and Lax [22].
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To be a weak solution of the Euler equations (2.1), the Rankine-Huguoniot conditions must be
satisfied along the shock-front x1 = σ(x2):
[ ρu1 ] = σ
′(x2)[ ρu2 ],
[ ρu21 + p ] = σ
′(x2)[ ρu1u2 ],
[ ρu1u2 ] = σ
′(x2)[ ρu22 + p ],
[ ρu1(E +
p
ρ
) ] = σ′(x2)[ ρu2(E +
p
ρ
) ],
(2.3)
where [ · ] denotes the jump of the quantity between the two states across the shock front; that is, if
w− and w+ represent the left and right states, respectively, then [w] := w+ − w−.
For a given constant upstream supersonic flow U−0 = (u
−
10, 0, p
−
0 , ρ
−
0 )
> and a fixed straight-sided
wedge with wedge angle θw, the downstream constant flow can be determined by the Rankine-
Huguoniot conditions (3.6)–(3.9). According to the shock polar (see Fig. 1.2), there are two subsonic
solutions (for a large-angle wedge), or one subsonic solution and one supersonic solution (for a
small-angle wedge). We choose the subsonic constant state for the downstream flows. When the
wedge angle θw is between 0 and the detachment angle θdw, arc H¯S is divided by the tangent point
T into two open arcs T¯H and T˜ S, which correspond to the strong and weak transonic shocks,
respectively.
For convenience, we rotate the plane clockwise by angle θw so that the downstream flows become
horizontal. Then u
−
20
u−10
= − tan θw, U−0 = (u−10,−u−10 tan θw, p−0 , ρ−0 )>, and U+0 = (u+10, 0, p+0 , ρ+0 )>
(cf. Fig. 1.1).
Suppose that the background shock is the straight line given by S0 := {x1 = σ0(x2) := k0x2}.
Let Ω− be the region for the upstream flows defined by
Ω− =
ß
x : 0 < x1 <
4
3
k0x2
™
.
We use a function b(x1) to describe the wedge boundary:
∂W := {x ∈ R2 : x2 = b(x1), b(0) = 0}. (2.4)
Along the solid wedge boundary ∂W , the slip condition is satisfied:
u2
u1
∣∣∣∣∣
∂W
= b′. (2.5)
Suppose that the shock front S we seek is
S := {x : σ(0) = 0, x1 = σ(x2), x2 ≥ 0}.
Then the domain for the subsonic flow is denoted by
Ωσ := {x ∈ R2 : x1 > σ(x2), x2 > b(x1)}. (2.6)
Therefore, the problem can be formulated as the following free boundary problem:
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Problem (Free Boundary Problem; see Fig. 2.1). Let (U−0 , U+0 ) be a constant transonic solution
with transonic shock S0. For any upstream flow U− for equations (2.1) in domain Ω−, which is a
small perturbation of U−0 , find a subsonic solution U and a shock-front S, which are close to U+0
and S0, respectively, such that
(i) U satisfies equations (2.1) in domain Ωσ;
(ii) The slip condition (2.5) holds along the boundary ∂W;
(iii) The Rankine-Hugoniot conditions (2.3) as free boundary conditions hold along the shock-
front S.
When U+0 corresponding to a state on arc T˜ S gives a weak transonic shock, the problem is denoted
by Problem WT, while the strong transonic shock problem corresponds to arc T¯H , denoted by
Problem ST.
To state our results, we need to introduce the weighed Ho¨lder norms for our subsonic domain E,
where E is either a truncated triangular domain or an unbounded domain with the vertex at originO
and one side as the wedge boundary. There are two weights: One is the distance function to origin
O, and the other is to the wedge boundary ∂W . For any x,x′ ∈ E, define
δox := min(|x|, 1), δox,x′ := min(δox, δox′),
δwx := min(dist(x, ∂W), 1), δwx,x′ := min(δwx , δwx′),
∆x := |x|+ 1, ∆x,x′ := min(∆x,∆x′),‹∆x := dist(x, ∂W) + 1, ‹∆x,x′ := min(‹∆x, ‹∆x′).
Let α ∈ (0, 1), τ, l, γ1, γ2 ∈ R with γ1 ≥ γ2, and k be a nonnegative integer. Let k = (k1, k2) be an
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integer-valued vector, where k1, k2 ≥ 0, |k| = k1 + k2, and Dk = ∂k1x1∂k2x2 . We define
[f ]
(γ1;O)(γ2;∂W)
k,0;(τ,l);E
:= sup
x∈E
|k|=k
¶
(δox)
max{γ1+min{k,−γ2},0}(δwx )
max{k+γ2,0}∆τx‹∆l+kx |Dkf(x)|©, (2.7)
[f ]
(γ1;O)(γ2;∂W)
k,α;(τ,l);E := sup
x,x′∈E
x 6=x′
|k|=k
 (δ
o
x,x′)
max{γ1+min{k+α,−γ2},0}(δwx,x′)
max{k+α+γ2,0}
×∆τx,x′‹∆l+k+αx,x′ |Dkf(x)−Dkf(x′)||x−x′|α , (2.8)
‖f‖(γ1;O)(γ2;∂W)k,α;(τ,l);E :=
k∑
i=0
[f ]
(γ1;O)(γ2;∂W)
i,0;(τ,l);E + [f ]
(γ1;O)(γ2;∂W)
k,α;(τ,l);E . (2.9)
For a vector-valued function f = (f1, f2, · · · , fn), we define
‖f‖(γ1;O)(γ2;∂W)k,α;(τ,l);E :=
n∑
i=1
‖fi‖(γ1;O)(γ2;∂W)k,α;(τ,l);E .
Let
C
k,α;(τ,l)
(γ1;O)(γ2;∂W)(E) := {f : ‖f‖
(γ1;O)(γ2;∂W)
k,α;(τ,l);E <∞}. (2.10)
Remark 2.1. The requirement that γ1 ≥ γ2 in the definition above means that the regularity up to
the wedge boundary is no worse than the regularity up to the vertex. When γ1 = γ2, the δo–terms
disappear so that (γ1;O) in the superscript or subscript can be dropped.
If there is no weight (γ2; ∂W) in the superscript, the δ–terms for the weights should be un-
derstood as (δox)
max{k+γ1,0} and (δox)
max{k+α+γ1,0} in (2.7) and (2.8), respectively. When no weight
appears in the superscripts of the seminorms in (2.7)–(2.8), it means that neither δo nor δw is present.
For a function of one variable defined on (0,∞), the weighted norm ‖f‖(γ2;0)k,α;(l);R+ is understood
in the same sense as the definition above with weight to {0} and the decay at infinity.
Since the components of U are expected to have different regularity, we distinguish these vari-
ables by defining U1 = (u1, ρ) and U2 = (w, p), where w = u2u1 . Let U
+
10 and U
+
20 be the correspond-
ing background subsonic states.
Theorem 2.1 (Main Theorem). There are positive constants α, β, C0, and ε, depending only on the
background states (U−0 , U
+
0 ), such that
(i) When U+0 ∈ T˜ S, then, for every upstream flow U− and wedge boundary x2 = b(x1) satisfying
‖U− − U−0 ‖2,α;(1+β,0);Ω− + ‖b′‖(−α;0)1,α;(1+β);R+ ≤ ε,
there exists a solution (U, σ) of Problem WT satisfying
‖U − U+0 ‖X + ‖σ′ − k0‖(−α;0)2,α;(1+β);R+
≤ C0
(
‖U− − U−0 ‖2,α;(1+β,0);Ω− + ‖b′‖(−α;0)1,α;(1+β);R+
)
,
(2.11)
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where
‖U − U+0 ‖X := ‖U1 − U+10‖(−α;∂W)2,α;(0,1+β);Ωσ + ‖U2 − U+20‖(−α;O)(−1−α;∂W)2,α;(1+β,0);Ωσ ;
(ii) WhenU+0 ∈ T¯H , then, for every upstream flowU− and wedge boundary x2 = b(x1) satisfying
‖U− − U−0 ‖2,α;(β,0);Ω− + ‖b′‖(−1−α;0)2,α;(β);R+ ≤ ε,
there exists a solution (U, σ) of Problem ST satisfying
‖U − U+0 ‖X′ + ‖σ′ − k0‖(−1−α;0)2,α;(β);R+
≤ C0
(
‖U− − U−0 ‖2,α;(β);Ω− + ‖b′‖(−1−α;0)2,α;(β);R+
)
,
(2.12)
where
‖U − U+0 ‖X′ := ‖U1 − U+10‖(−1−α;∂W)2,α;(0,β);Ωσ + ‖U2 − U+20‖(−1−α;O)2,α;(β,0);Ωσ .
The solution (U, σ) is unique within the class such that the left-hand side of (2.11) for Problem
WT or (2.12) for Problem ST is less than C0ε.
Remark 2.2. The dependence of constants α, β, C0, and ε in Theorem 2.1 is described as follows:
α and β depend on U−0 and U
+
0 , but are independent of C0 and ε; C0 depends on U
−
0 , U
+
0 , α, and β,
but is independent of ε; and ε depends on all U−0 , U
+
0 , α, β, and C0.
Remark 2.3. The difference in the results of the two problems is that the solution of Problem WT
has less regularity at corner O and decays faster with respect to |x| (or the distance from the wedge
boundary) than the solution of Problem ST.
Remark 2.4. The asymptotic behavior of the subsonic solution can be stated more clearly in La-
grangian coordinates. Thus we leave it in the statement of Theorem 3.1 and Remark 3.1.
3 The Problem in Lagrangian Coordinates
From the first equation in (2.1), there exists a unique stream function ψ in region Ω− ∪Ωσ such that
ψx1 = −ρu2, ψx2 = ρu1
with ψ(0) = 0. To simplify the analysis, we employ the following Lagrangian coordinate transfor-
mation: y1 = x1,y2 = ψ(x1, x2), (3.1)
under which the original curved streamlines become straight. In the new coordinates y = (y1, y2),
we still denote the unknown variables U(x(y)) by U(y) for notational simplicity.
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The Euler equations in (2.1) in Lagrangian coordinates become the following equations in diver-
gence form: Å 1
ρu1
ã
y1
−
Åu2
u1
ã
y2
= 0, (3.2)Å
u1 +
p
ρu1
ã
y1
−
Åpu2
u1
ã
y2
= 0, (3.3)
(u2)y1 + py2 = 0, (3.4)Å1
2
|u|2 + γp
(γ − 1)ρ
ã
y1
= 0. (3.5)
Let T := {y1 = σˆ(y2)} be a shock-front in the y–coordinates. Then, from the equations above,
we can derive the Rankine-Hugoniot conditions along T :ï 1
ρu1
ò
= −
ïu2
u1
ò
σˆ′(y2), (3.6)ï
u1 +
p
ρu1
ò
= −
ïpu2
u1
ò
σˆ′(y2), (3.7)
[u2 ] = [ p ]σˆ
′(y2), (3.8)ï1
2
|u|2 + γp
(γ − 1)ρ
ò
= 0. (3.9)
The background shock-front now is T0 := {y1 = σˆ0(y2) := k1y2}, where k1 = k0ρ+0 u+10 . Without
loss of generality, we assume that the supersonic solution U− exists in region D− defined by
D− :=
ß
y : 0 < y1 <
4
3
k1y2
™
. (3.10)
Let
D = {y : 0 < k1y2 < y1} , (3.11)
L1 = {y : y1 > 0, y2 = 0} , (3.12)
L2 = {y : y1 > 0, y1 = k1y2} . (3.13)
For a given shock function σˆ(y2), let
Dσˆ = {y : y2 > 0, σˆ(y2) < y1} . (3.14)
Then Theorem 2.1 can be stated in Lagrangian coordinates as follows:
Theorem 3.1. There exist positive constants α, β, C0, and ε, depending only on the background
states U−0 and U
+
0 , such that, if the upstream flow U− for (3.2)–(3.5) and the wedge boundary
function b(y1) satisfy
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(i) ‖U− − U−0 ‖2,α;(1+β,0);D− + ‖b′‖(−α;0)1,α;(1+β);R+ ≤ ε for Problem WT;
(ii) ‖U− − U−0 ‖2,α;(β,0);D− + ‖b′‖(−1−α;0)2,α;(β);R+ ≤ ε for Problem ST,
then there exist a transonic shock T := {y1 = σˆ(y2)} and a subsonic solution U of the Eu-
ler equations (3.2)–(3.5) satisfying the Rankine-Hugoniot conditions (3.6)–(3.9) along T and the
slip condition w|L1 = b′, and there exists a limit function U∞(y2) = (u∞1 (y2), 0, p+0 , ρ∞(y2)) and
U∞1 (y2) = (u
∞
1 (y2), ρ
∞(y2)) such that U satisfies the following estimates:
(i) For Problem WT,
‖U − U∞‖Y + ‖σˆ′ − k1‖(−α;0)2,α;(1+β);R+ + ‖U∞1 − U+10‖(−α;0)2,α;(1+β);R+
≤ C0
(
‖U− − U−0 ‖2,α;(1+β,0);D− + ‖b′‖(−α;0)1,α;(1+β);R+
)
,
(3.15)
where
‖U − U∞‖Y := ‖U1 − U∞1 ‖(−α;L1)2,α;(1+β,0);Dσˆ + ‖U2 − U+20‖(−α;O)(−1−α;L1)2,α;(1+β,0);Dσˆ ;
(ii) For Problem ST,
‖U − U∞‖Y ′ + ‖σˆ′ − k1‖(−1−α;0)2,α;(β);R+ + ‖U∞1 − U+10‖(−1−α;0)2,α;(β);R+
≤ C0
Ä‖U− − U−0 ‖2,α;(β,0);D− + ‖b′‖1,α;(β);R+ä , (3.16)
where
‖U − U∞‖Y ′ := ‖U1 − U∞1 ‖(−1−α;L1)2,α;(β,0);Dσˆ + ‖U2 − U+20‖(−1−α;O)2,α;(β,0);Dσˆ .
Moreover, solution U is unique in the class such that the left-hand side of estimate (3.15) (for
Problem WT) or (3.16) (for Problem ST) is less than C0ε. See also Fig. 3.1.
Remark 3.1. In general, the asymptotic limit U∞1 is not a constant, which indicates that (u1, ρ) does
not converge to the background state (u+10, ρ
+
0 ) as y1 → ∞ (along the streamlines); while (u1, ρ)
converges to the background state as y2 →∞ (transversal to the streamlines away from the wedge).
Such an asymptotic behavior is owing to the conservation of the Bernoulli quantity and the entropy
function along the streamlines, which is different from that for potential flows.
Remark 3.2. Estimates (3.15)–(3.16) in Theorem 3.1, together with the Rankine-Hugoniot condi-
tions (3.6), imply that the coordinate transformation (3.1) is bi-Lipschitz across the shock-front and
has the corresponding regularity in each supersonic or subsonic domain. Therefore, Theorem 3.1
implies Theorem 2.1.
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O y1
y2
T : y1 = σˆ(y2)
Dσˆ
D−
L2 : y1 = k1y2
L1 : y2 = 0
D
Figure 3.1: Domains D and Dσˆ in Lagrangian coordinates
4 Decomposition of the Euler system
We now use the left eigenvectors to decompose the Euler equations (3.2)–(3.5) into an elliptic
system and two algebraic equations.
Rewrite system (3.2)–(3.5) into the following nondivergence form for U = (u, p, ρ)>:
A(U)Uy1 +B(U)Uy2 = 0, (4.1)
where
A(U) =

− 1
ρu21
0 0 − 1
ρ2u1
1− p
ρu21
0 1
ρu1
− p
ρ2u1
0 1 0 0
u1 u2
γ
(γ−1)ρ − γp(γ−1)ρ2
 ,
B(U) =

u2
u21
− 1
u1
0 0
pu2
u21
− p
u1
−u2
u1
0
0 0 1 0
0 0 0 0
 .
Solving det(λA−B) = 0 for λ, we obtain four eigenvalues:
λ1 = λ2 = 0,
λ3,4 ≡ λ± = − cρ
c2 − u21
Ä
cu2 ∓ u1
»
c2 − q2iä,
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where q =
»
u21 + u
2
2 < c in the subsonic region. The corresponding left-eigenvectors are
l1 = (0, 0, 0, 1),
l2 = (−pu1, u1, u2,−1),
l3,4 = ((
γp2
(γ − 1)ρu1 −
pu1
γ − 1)λ3,4 +
γp2u2
(γ − 1)u1 ,
−(u1 + γp
(γ − 1)ρu1 )λ3,4 −
γpu2
(γ − 1)u1 ,
γp
γ − 1 − u2λ3,4, λ3,4).
Then
(i) Multiplying equations (4.1) from the left by l1 leads to the same equation (3.5). This, together
with the Rankine-Hugoniot condition (3.9), implies the Bernoulli law:
1
2
q2 +
γp
(γ − 1)ρ = B(y2) (4.2)
in both supersonic and subsonic domains, and across the shock-front. Therefore, B(y2) can
be computed from the upstream flow U−. If u1 is a small perturbation of u+10, then u1 > 0.
Therefore, we can solve (4.2) for u1:
u1 =
√
2B − 2γp
(γ−1)ρ√
1 + w2
(4.3)
with w := u2
u1
.
(ii) Multiplying system (4.1) from the left by l2 givesÅ p
ργ
ã
y1
= 0. (4.4)
(iii) Multiplying equations (4.1) from the left by l3 and separating the real and imaginary parts of
the equation lead to the elliptic system:
DRw + eDIp = 0, (4.5)
DIw − eDRp = 0, (4.6)
where e =
√
c2−q2
cρu21
and
DR = ∂y1 + λR∂y2 , DI = λI∂y2 , λR = −
c2ρu2
c2 − u21
, λI =
cρu1
√
c2 − q2
c2 − u21
.
Therefore, equations (3.2)–(3.5) are decomposed into (4.3)–(4.6).
We will follow the steps below to solve this problem:
1. Given a shock-front σˆ, introduce a linear system (5.2)–(5.3) for iterations;
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2. For a given U , find ‹U by solving the linear system (5.2)–(5.3) with equations (4.3)–(4.4) and
the corresponding boundary conditions;
3. Use solution ‹U to update the shock-front and obtain σ˜, so that we construct a map Q from
(δU, δσˆ′) to (δ‹U, δσ˜′);
4. Prove the existence of the solution as a fixed point of Q by applying the Schauder fixed point
theorem.
5 Linear Boundary Value Problem for Iterations
For a given shock-front σˆ, the subsonic domain Dσˆ depends on σˆ. For the convenience of solving
the problem, we make the following coordinate transformation to change the domain from Dσˆ to D: z1 = y1 − δσˆ(y2),z2 = y2, (5.1)
where δσˆ(y2) = σˆ(y2)− σˆ0(y2). In the z–coordinates, U(y) becomes Uσˆ(z), depending on σˆ. When
there is no ambiguity, we may omit the subscript and still denote Uσˆ(z) by U(z). However, the
upstream flow U− involves an unknown variable explicitly depending on σˆ:
U−σˆ (z) = U
−(z1 + δσˆ(z2), z2),
where U− is the given upstream flow in the y–coordinates. Hence, equations (4.5)–(4.6) become
the following equations in the z-coordinates:
D˜Rw + eD˜Ip = 0, (5.2)
D˜Iw − eD˜Rp = 0, (5.3)
where
D˜R = (1− δσˆ′λR)∂z1 + λR∂z2 , D˜I = λI(−δσˆ′∂z1 + ∂z2).
Using system (5.2)–(5.3) to solve for (pz1 , pz2) yields the linear system for iterations:
(δp˜)z1 =
λR − δσˆ′(λ2R + λ2I)
eλI
(δw˜)z1 +
λ2R + λ
2
I
eλI
(δw˜)z2 , (5.4)
(δp˜)z2 = −
(1− δσˆ′λR)2 + (δσˆ′λI)2
eλI
(δw˜)z1 −
λR − δσˆ′(λ2R + λ2I)
eλI
(δw˜)z2 . (5.5)
In the z-coordinates, the Rankine-Hugoniot conditions (3.6)–(3.9) keep the same form, except
that σˆ′(y2) is replaced by σˆ′(z2) and U− is replaced by U−σˆ along line L2. Among the four Rankine-
Hugoniot conditions, (3.9) is used in the Bernoulli law. From condition (3.8), we have
σˆ′(z2) =
[u1w]
[p]
(k1z2, z2), (5.6)
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which will be used to update the shock-front later. Now, because of (4.3), we can use U¯ = (w, p, ρ)
as the unknown variables along L2. Using (5.6) to eliminate σˆ′ in conditions (3.6)–(3.7) gives
G1(U
−
σˆ , U¯) := [p]
ï 1
ρu1
ò
+ [w][u1w] = 0, (5.7)
G2(U
−
σˆ , U¯) := [p]
ï
u1 +
p
ρu1
ò
+ [pw][u1w] = 0. (5.8)
We linearize the conditions above as
∇U¯Gi(U−0 , U¯+0 ) · δ ‹¯U = ∇U¯Gi(U−0 , U¯+0 ) · δU¯ −Gi(U−σˆ , U¯), (5.9)
denoted by
bi1δw˜ + bi2δp˜+ bi3δρ˜ = gi(U
−
σˆ , U¯), i = 1, 2, (5.10)
where
(bi1, bi2, bi3) := ∇U¯Gi(U−0 , U¯+0 ), (5.11)
gi(U
−
σˆ , U¯) := ∇U¯Gi(U−0 , U¯+0 ) · δU¯ −Gi(U−σˆ , U¯). (5.12)
Using the two conditions (5.10), for i = 1, 2, to eliminate δρ˜ leads to
(b11b23 − b21b13)δw˜ + (b12b23 − b22b13)δp˜ = b23g1 − b13g2. (5.13)
A direct calculation shows
b11b23 − b21b13
= (−u−20)[p0]
Å γp+0
(γ − 1)(ρ+0 )2u+10
+
p−0
u−10
Ä 1
(ρ+0 )
2
+
γp+0
(γ − 1)(ρ+0 )3(u+10)2
äã
> 0.
Therefore, condition (5.13) becomes
δw˜ + b1δp˜ = g3, (5.14)
where
b1 =
b12b23 − b22b13
b11b23 − b21b13 , g3 =
b23g1 − b13g2
b11b23 − b21b13 . (5.15)
Remark 5.1. The shock polar is a one-parameter curve determined by the Rankine-Hugoniot condi-
tions. If p is used as the parameter, by equation (5.14), we obtain that δw = −b1δp+ g3(δp), which
shows that−b1δp is the linear term and g3(δp) is the higher order term. From Fig. 5.1, we know that
w(p) is decreasing in p on arc T¯H and increasing on T˜ S. Therefore, it is easy to see that b1 > 0
corresponds to the state on arc T¯H , b1 < 0 to T˜ S, and b1 = 0 at the tangent point T .
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O
w = u2u1
p
T
p0
H
S
Figure 5.1: The shock polar in the (w, p)–variables
We compute
b13 = −[p0]
Å p+0
(ρ+0 )
2u+10
+
γp+0
(γ − 1)(ρ+0 )3(u+10)3
ã
< 0.
Thus condition (5.10) for i = 1 can be rewritten as
δρ˜ = g4 − b2δw˜ − b3δp˜, (5.16)
where g4 = g1b13 , b2 =
b11
b13
, and b3 = b12b13 .
We notice that conditions (5.14)–(5.16) are equivalent to conditions (5.10) for i = 1, 2.
6 Key elliptic estimates
Consider the elliptic equation
(aijvzi)zj = 0 in D, (6.1)
with boundary conditions:
v|L1 = g5(z1), (6.2)
Dv
Dν
∣∣∣∣∣L2 ≡ ∇v · ν|L2 = g6(z2), (6.3)
where D is the unbounded triangular domain with two boundaries L1 and L2 defined by (3.11)–
(3.13), and ν = (ν1, ν2) is a constant vector with |ν| = 1. Let ω0 ∈ (0, pi2 ) be the angle between
L1 and L2, and let νn = ν · (− sinω0, cosω0) and νt = ν · (cosω0, sinω0) be the normal and
tangent components of ν, respectively. Note that (− sinω0, cosω0) is the outer normal to L2, and
(cosω0, sinω0) is tangent toL2 directed away from the corner on domainD. We assume that νn > 0.
Lemma 6.1. Consider the boundary value problem (6.1)–(6.3).
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(i) When νt < 0, there exist suitably small α, β ∈ (0, 1), depending only on ν and ω0 ∈ (0, pi2 ),
such that, if
‖aij − δij‖(−α;L1)1,α;(0,1+β);D ≤ δ (6.4)
for a suitably small constant δ > 0 depending only on ν, ω0, α, and β, and
δij =
1 if i = j,0 if i 6= j,
g5 ∈ C1,α;(1+β)(−α;0) (R+), and g6 ∈ C1,α;(2+β)(1−α;0) (R+), then there exists a unique solution v ∈
C
2,α;(1+β,0)
(−α;O)(−1−α;L1)(D) of problem (6.1)–(6.3). Furthermore, there exists a constant C > 0,
depending only on ν, ω0, α, and β, such that the following estimate holds:
‖v‖(−α;O)(−1−α;L1)2,α;(1+β,0);D ≤ C
Ä‖g5‖(−α;0)1,α;(1+β);R+ + ‖g6‖(1−α;0)1,α;(2+β);R+ä. (6.5)
(ii) When νt ≥ 0, there exist suitably small α, β ∈ (0, 1), depending only on ν and ω0 ∈ (0, pi2 ),
such that, if
‖aij − δij‖1,α;(0,β);D ≤ δ (6.6)
for a suitably small constant δ > 0 depending only on ν, ω0, α, and β, g5 ∈ C2,α;(β)(−1−α;0)(R+),
and g6 ∈ C1,α;(1+β)(−α;0) (R+), then there exists a unique solution v ∈ C2,α;(β)(−1−α;O)(D) satisfying the
following estimate:
‖v‖(−1−α;O)2,α;(β);D ≤ C
Ä‖g5‖(−1−α;0)2,α;(β);R+ + ‖g6‖(−α;0)1,α;(1+β);R+ä, (6.7)
where C > 0 is a constant, depending only on ν, ω0, α, and β.
In the following estimates, all constants C,Ci, ci, etc. are generic positive constants depending
only on the background states U−0 and U
+
0 (or ν and ω0 in Lemma 6.1), α, and β.
6.1 C0–estimates
We first prove part (i) of Lemma 6.1.
We truncate domain D by line LR = {z : z1 = R}, R > 2k1, into a triangle DR = {z : 0 <
k1z2 < z1 < R} and prescribe the following boundary condition:
v|LR = g5(R). (6.8)
Since DR is a bounded domain, we can start with a Neumann condition on L2 and Dirichlet condi-
tions on L1 and LR, and then use the continuity method to prove that there exists a unique solution
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vR ∈ C0(DR)⋂C2,α(DR) (cf. Theorem 1 in [24]). The process is standard, based on the apriori
estimates for vR. We will focus on obtaining the desired estimates of vR, independent of R.
Denote
M := ‖g5‖(−α;0)1,α;(1+β);R+ + ‖g6‖(1−α;0)1,α;(2+β);R+ .
The C0–estimates consist of two parts – corner estimates and decay estimates.
Corner estimates. Let v¯R(z) := vR(z) − g5(0). Assume M > 0 (otherwise, the maximum
principle applied to the zero boundary conditions implies a trivial solution), and set θ¯ := (α+ τ)θ+
θ0. Define a comparison function:
v1 = CM
Ä
rα sin θ¯ + zα2
ä
,
where (r, θ) are the polar coordinates. Choose τ, θ0 > 0 suitably small, so that (α+ τ)ω0 + θ0 < pi2 .
Now we estimate (aij(v1)zi)zj in the following steps. First,
∆v1 = CM
Ä
(α2 − (α + τ)2)r−2+α sin θ¯ + α(α− 1)z−2+α2
ä
≤ −Cc1Mr−2+α
Ä
1 + (sin θ)−2+α
ä
.
Condition (6.4) implies that
|(aij − δij)∂ijv1| ≤ CMC1δr−2+α(sin θ)−2+α.
Also,
(aij)zj = O(δ)
Ä
max(z2, 1)
ä−2−βÄ
min(z2, 1)
ä−1+α
= O(δ)
Ä
max(z2, 1)
ä−1−α−βÄ
max(z2, 1) min(z2, 1)
ä−1+α
= O(δ)
Ä
max(z2, 1)
ä−1−α−β
z−1+α2
= O(δ)(z2 + 1)
−1−α−βrα−1(sin θ)−1+α
= O(δ)r−1(sin θ)−1.
This gives rise to the following estimate:
|(aij)zj(v1)zi| = O(δ)Mr−1(sin θ)−1
Ä
r−1+α + z−1+α2
ä
≤ C2Mδr−2+α(sin θ)−2+α.
The estimate above yieldsÄ
aij(v1)zi
ä
zj
=
Ä
∆ + (aij − δij)∂2zizj
ä
v1 + (aij)zj(v1)zi ≤ 0,
if δ is chosen sufficiently small.
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On the boundaries, we compute
Dv1
Dν
∣∣∣∣∣L2 = CMr−1+α
Ä
νn(α + τ) cos θ¯ + νtα sin θ¯ + α(sin θ)
−1+α(νt sin θ + νn cos θ)
ä∣∣∣
θ=ω0
≥ Cc2Mr−1+α (by choosing a suitably small α)
> g6 (by choosing a suitably large C),
v1|L1 = CMzα1 ≥ g5(z1)− g5(0),
v1|LR ≥ g5(R)− g5(0).
Therefore, by the comparison principle, we conclude
v¯R ≤ v1.
By adding a negative sign to v1, we obtain that v¯R ≥ −v1. Thus, we have
|v¯R(z)| ≤ CM |z|α for any z ∈ DR, (6.9)
|vR(z)| ≤ CM(1 + |z|α) for any z ∈ DR. (6.10)
In particular, for z ∈ D2k1 , we have
|vR(z)| ≤ CM. (6.11)
Decay estimates. Now we estimate the decay rate of vR inDR\Dk1 . Denote θ¯ := (1+β+τ)θ+θ0,
and let
v2(z) := Mr
−1−β ÄC3 sin θ¯ + C4(sin θ)αä .
For z ∈ DR\Dk1 , we calculate
∆v2(z) = Mr
−3−β¶C3((1 + β)2 − (1 + β + τ)2) sin θ¯
+ C4
Ä−α(1− α)(sin θ)−2+α + ((1 + β)2 − α2)(sin θ)αä ©
≤ −CMr−3−β(sin θ)−2+α
by adjusting C3
C4
suitably large. Then
|(aij)zj(v2)zi | = O(δ)r−1(sin θ)−1r−2−β(sin θ)−1+α ≤ C5δr−2−β(sin θ)−2+α
implies that
(aij(v2)zi)zj ≤ 0
for a sufficiently small δ.
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Moreover, using νn > 0, νt < 0, and θ¯ ∈ (0, pi2 ), we have
Dv2
Dν
∣∣∣∣∣L2 = Mr−2−β
¶
C3(νn(1 + β + τ) cos θ¯ − νt(1 + β) sin θ¯)
+ C4(νnα(sin θ)
−1+α cos θ − νt(1 + β)(sin θ)α)
©∣∣∣
θ=ω0
≥ CMr−2−β (for large C3 and C4)
> g6
and
v2|L1∪LR∪Lk1 ≥ vR|L1∪LR∪Lk1 .
By the comparison principle, we conclude
|vR(z)| ≤ CM |z|−1−β for z¨ ∈ DR\Dk1 , (6.12)
which yields the following C0–estimate:
‖vR‖0,0;(1+β,0);DR ≤ CM. (6.13)
6.2 C1,α–estimates
Since we will let R approach to∞ eventually, the estimates in DR2 will be sufficient.
Our estimates are based on the standard Schauder interior or boundary estimates in the discs
with appropriate scalings; cf. Gilbarg-Trudinger [21]. On the other hand, we have different scalings
for the corner and away from the corner.
Corner estimates. First, we focus on the estimates near corner O. For any point z0 ∈ Dk1 with
polar coordinates (r0, θ0), we divide the situation into three cases: ω04 ≤ θ0 ≤ 3ω04 , 3ω04 < θ0 < ω0,
and 0 < θ0 < ω04 .
Case 1: ω0
4
≤ θ0 ≤ 3ω04 . Let r¯ = r04 sin(ω04 ) and Bnr¯ = Bnr¯(z0) for n ∈ N. We rescale Bnr¯ into
Bn := Bn(O) by the coordinate transformation:
y =
z− z0
r¯
.
Let v˜(y) = vR(z0 + r¯y) and vˆ(y) = v˜(y)− g5(0). By the C0–estimate near the corner, we have
|vˆ(y)| ≤ CMr¯α.
Equation (6.1) becomes
(a˜ij vˆyi)yj = 0,
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where a˜ij(y) = aij(z0 + r¯y). Since r¯ ≤
»
1 + k21 , it is easy to see that
[a˜ij]0,α;B2 = r¯
α[aij]0,α;B2r¯ ≤ Cδ,
‖a˜ij‖0,α;B2 ≤ Λ,
a˜ij(y)ξiξj ≥ λ|ξ|2 for y ∈ B2
for suitably small δ, where λ,Λ > 0 are constants depending only on ω0,ν, α, and β.
We apply the Schauder interior estimate (cf. Theorem 8.32 in [21]) to obtain
‖vˆ‖1,α;B1 ≤ C‖vˆ‖0,0;B2 ≤ CMr¯α.
Let Ω be a domain, let u be a function defined in Ω, and set d := diam Ω. We define the following
norm ‖ · ‖′:
‖u‖′k;Ω =
k∑
j=0
dj[u]j,0;Ω,
‖u‖′k,α;Ω = ‖u‖′k;Ω + dk+α[u]k,α;Ω.
Then we obtain the estimate for v¯R := vR − g5(0):
‖v¯R‖′1,α;Br¯ ≤ CMr¯α,
which implies
‖vR‖(−α;O)1,α;Br¯ ≤ CM. (6.14)
Case 2: 3ω0
4
< θ0 < ω0. Let r¯ = r0 sin(ω04 ), Bnr¯ = Bnr¯(z
0), B+nr¯ = Bnr¯ ∩D, and T = B2r¯ ∩ L2.
We use the same scaling as in Case 1. Then the boundary estimates for the Poisson equation with
the oblique derivative conditions (see Theorem 6.26 in [21]), followed by the technique of freezing
the coefficients (cf. Lemma 6.29 in [21]), imply that
‖v¯R‖′1,α;B+r¯ ≤ C
Ä‖v¯R‖0,0;B+2r¯ + r¯‖g6‖′0,α;T ä ≤ CMr¯α. (6.15)
Case 3: 0 < θ0 < ω04 . Now r¯ and B
+
nr¯ are defined in the same fashion as in Case 2, while
T = B2r¯ ∩ L1. The Schauder boundary estimates for the Dirichlet conditions give rise to the C1,α–
estimates near boundary L1 (cf. Corollary 8.36 in [21]):
‖v¯R‖′1,α;B+r¯ ≤ C
Ä‖v¯R‖0,0;B+2r¯ + ‖g5 − g5(0)‖′1,α;T ä ≤ CMr¯α. (6.16)
Therefore, estimates (6.14)–(6.16) in the cases above give the desired corner estimate:
‖vR‖(−α;O)1,α;Dk1 ≤ CM. (6.17)
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Decay estimates. Now we consider the domain away from the corner: D∗ := DR2 \Dk1 . The
estimates below follow the similar way to the corner estimates, but with a different scaling.
For any z0 = (z01 , z
0
2) ∈ D∗, set λ0 = 12√1+k21 . Then we consider two cases: z
0
2 < λ0 and z
0
2 ≥ λ0.
Case 1: z02 < λ0. Set Bn = Bnλ0(z
0), B+n = Bn ∩D, and T = B2 ∩ L1. Similarly, the Schauder
boundary estimate yields
‖vR‖′1,α;B+1 ≤ C
Ä‖vR‖0,0;B+2 + ‖g5‖′1,α;T ä ≤ CM |z0|−1−β, (6.18)
by using (6.12).
Case 2: z02 ≥ λ0. Set r¯ = z
0
2
2
, Bnr¯ = Bnr¯(z
0), B+nr¯ = Bnr¯ ∩ D, and T = B2r¯ ∩ L2. Similar
to the C0–estimates away from the corner in §6.1, we rescale to the unit disc by the coordinate
transformation z = z0 + r¯y and then do either the Schauder boundary or the interior estimates for
v˜(y) = vR(z
0 + r¯y). Since
[a˜ij]0,α;B+2 = r¯
α[aij]0,α;B+2r¯ ≤ Cr¯
−1−β[aij]0,α;(0,1+β);B+2r¯ ≤ Cδ,
we obtain the following estimate:
‖v˜‖1,α;B+1 ≤ C
Ä‖v˜‖0,0;B+2 + ‖g˜6‖0,α;T˜ ä,
where g˜6 and T˜ are the rescaled function of g6 and the rescaled boundary of T , respectively.
Scaling back to B+r¯ leads to
‖vR‖′1,α;B+r¯ ≤ C
Ä‖vR‖0,0;B+2r¯ + r¯‖g6‖′0,α;T ä ≤ CM |z0|−1−β. (6.19)
Estimates (6.18)–(6.19) give rise to the C1,α–estimate in D∗:
‖vR‖1,α;(1+β,0);D∗ ≤ CM. (6.20)
Combining estimates (6.17) in Dk1 with estimate (6.20) in D∗ renders the following C1,α–
estimate in DR2 :
‖vR‖(−α;O)
1,α;(1+β,0);D
R
2
≤ CM. (6.21)
6.3 C2,α–estimates
For the C2,α–estimates, we rewrite equation (6.1) into the following non-divergence form:
aijvzizj + (aij)zjvzi = 0. (6.22)
Following the same argument as the C1,α–estimates in §6.2, we let r¯ = z02
4
, Bnr¯ = Bnr¯(z
0), and
B+nr¯ = Bnr¯ ∩ D. For z02 ≥ 1, we follow the same procedure as in the C1,α–estimates to conclude
‖vR‖′2,α;B+r¯ ≤ C
Ä‖vR‖0,0;B+2r¯ + r¯‖g6‖′1,α;T ä ≤ CM |z0|−1−β. (6.23)
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To obtain the estimates for z02 < 1, we set
z¯0 = (z01 ,
z02
4
),
v¯(z) = vR(z)− vR(z¯0)−∇vR(z¯0) · (z− z¯0).
For any z ∈ B2r¯,
|v¯(z)| ≤ Cr¯1+α[∇vR]0,α;B3r¯ . (6.24)
When z02 < 1 and z
0
1 > k1, the Schauder interior estimate, together with (6.24) and the C
1,α–
estimate (6.21), leads to
‖v¯‖′2,α;Br¯ ≤ C‖v¯‖0,0;B2r¯ ≤ CM(z02)1+α. (6.25)
Finally, for z0 ∈ Dk1 , by the corner estimate (6.17),
[∇vR]0,α;B3r¯ ≤ CM |z0|−1.
Therefore, we have
‖v¯‖′2,α;Br¯ ≤ C‖v¯‖0,0;B2r¯ ≤ CM |z0|−1(z02)1+α. (6.26)
Estimates (6.23) and (6.25)–(6.26) imply
‖vR‖(−α;O)(−1−α;L1)
2,α;(1+β,0);D
R
4
≤ CM. (6.27)
Taking R = n, we obtain a sequence {vn}n∈N. We can choose a proper subsequence {vni}i∈N such
that {vni} converges to v in C2,α
′;(1+β)
(−α′;O)(−1−α′;L1)(D
ni
4 ) for all i ∈ N, where 0 < α′ < α. Therefore, the
limit function v is a solution with estimate (6.5).
6.4 Uniqueness of the solution
Suppose that v, v¯ ∈ C2,α;(1+β,0)(−α;O)(−1−α;L1)(D) both are the solutions for problem (6.1)–(6.3). Then v˜ :=
v − v¯ is also a solution of (6.1) with g5 and g6 vanishing in (6.2) and (6.3), respectively. v˜ ∈
C
2,α;(1+β,0)
(−α;O)(−1−α;L1)(D) implies that |v˜(z)| decays as |z| → ∞. For any small ε > 0, there exists R > 0
such that |v˜(z)| < ε on LR. Thus, by applying the maximum principle, we see that ‖v˜‖0,0;DR ≤ ε.
We know that v˜ ≡ 0 in D as ε→ 0.
6.5 Proof of part (ii) of Lemma 6.1
The procedure of proving part (ii) is primarily parallel to that of part (i), except for the different
regularity at the corner and decay rate due to the opposite sign of νt. For the C1,α–regularity at
corner O, we can estimate v¯ = vR(z) − vR(0, 0) − a · z, where a = (a1, a2) is solved from the
equations: a1 = g
′
5(0),
a · ν = g6(0).
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Since νn > 0 and νt > 0 imply that ν2 > 0, the equations above are uniquely solvable for a. Once
we prove that vR is C1,α up to corner O, we can see that a = ∇vR(0, 0).
We use
v3 = Mr
1+α
Ä
C5 sin((1 + α + τ)θ + θ0) + C6(sin θ)
α
ä
to control v¯ near corner O. In fact, denoting θ¯ := (1 + α + τ)θ + θ0, we have
∆v3 = C5M
Ä
(1 + α)2 − (1 + α + τ)2är−1+α sin θ¯
+ C6Mr
−1+αÄα(−1 + α)(sin θ)−2+α + (1 + 2α)(sin θ)αä
≤ −C5c3Mr−1+α(sin θ)−2+α
by choosing C5
C6
large enough. Then we compute∣∣∣(aij − δij)∂ijv3∣∣∣ ≤ CMC5δr−1+α(sin θ)−2+α,
|(aij)zj(v3)zi | = O(δ)M(z2 + 1)−1−βrα(sin θ)−1+α ≤ CMδr−1+α(sin θ)−2+α.
The estimates above yield
(aij(v3)zi)zj =
Ä
∆ + (aϕij − δij)∂2zizj
ä
v3 + (a
ϕ
ij)zj(v3)zi ≤ 0
for sufficiently small δ.
On the boundaries, we use that νn > 0, νt ≥ 0, and θ¯ ∈ (0, pi2 ) to obtain
Dv3
Dν
∣∣∣∣∣L2 = Mrα
ß
C5(νn(1 + α + τ) cos θ¯ + νt(1 + α) sin θ¯)
+ C6 (sin θ)
−1+αÄνt(1 + α) sin θ + νnα cos θä™∣∣∣∣
θ=ω0
≥ C5c4Mrα
≥ g6 − g6(0) (by choosing suitably large C5),
v3|L1 = C5Mz1+α1 sin θ0 ≥ g5(z1)− g5(0)− g′5(0)z1,
v3|LR ≥ g5(R)− g5(0)− g′5(0)R.
Thus, by the comparison principle, we conclude
|v¯(z)| ≤ CM |z|1+α.
On the other hand, the fact that νt ≥ 0 results in the decay rate r−β , which is slower than part (i)
(νt < 0). This can be achieved by setting
v4 = CMr
−βÄ sin((β + τ)θ + θ0) + (sin θ)αä.
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In the same way as in part (i), we can prove that v4 is a supersolution of (6.22). What is different
from part (i) is that, for νt ≥ 0, we require β small to guarantee the positivity of Dv4Dν on L2. In fact,
we have
Dv4
Dν
∣∣∣∣∣L2 = CMr−1−β
¶
νn
Ä
(β + τ) cos((β + τ)ω0 + θ0) + α(sinω0)
−1+α cosω0
ä
− νtβ
Ä
sin((β + τ)ω0 + θ0) + (sinω0)
α
ä©
,
which is greater than g6 if β is small and C is large. After we obtain the C0–estimate, we apply the
standard Schauder estimates with proper scalings to achieve estimate (6.7) in part (ii).
7 Construction of the iteration map Q
We first focus on Problem WT.
For a given upstream flow U− and b in the slip condition (2.5) satisfying
‖U− − U−0 ‖2,α;(1+β,0);D− + ‖b′‖(−α;0)1,α;(1+β);R+ ≤ ε,
we define a map Q from ΣC0ε to itself, provided that C0 and ε are chosen properly, where ΣC0ε is
given as follows:
Στ1 := {v : ‖v‖(−α;L1)2,α;(0,1+β);D + ‖vz1‖(1−α;L1)1,α;(1+β,1);D ≤ τ},
Στ2 := {v : ‖v‖(−α;O)(−1−α;L1)2,α;(1+β,0);D ≤ τ},
Στ3 := {v : ‖v‖(−α;0)2,α;(1+β);R+ ≤ τ},
Στ := Στ1 × Στ1 × Στ2 × Στ2 × Στ3.
(7.1)
For notational convenience, we use ‖ · ‖Σi to denote the norm for Στi . The norm ‖ · ‖Σ is understood
as the summation of the norms of all the components. Given V = (δu1, δρ, δw, δp, δσˆ′) ∈ ΣC0ε,
we first solve equations (5.4)–(5.5) with the slip condition δw˜|L1 = b′ and the boundary condition
(5.14) on L2. Once we obtain (δw˜, δp˜), we use condition (5.16) on L2 and equation (4.4) to solve
for δρ˜. Then, by (4.3), we can compute δu˜1. From equation (5.6), we update the shock function δσ˜.
Thus, we can define Q(V ) ≡ ‹V = (δu˜1, δρ˜, δw˜, δp˜, δσ˜′).
7.1 Solve for δw˜
We perform ∂
∂z2
(5.4) − ∂
∂z1
(5.5) to eliminate δp˜ and obtain
(aijδw˜zi)zj = 0, (7.2)
where
a11 =
(1− δσˆ′λR)2 + (δσˆ′λI)2
eλI
, a12 = a21 =
λR − δσˆ′(λ2R + λ2I)
eλI
, a22 =
λ2R + λ
2
I
eλI
.
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In order to meet condition (6.4) in Lemma 6.1, we apply the following coordinate transformation:
z¯1 =
»
e0λ0Iz1,
z¯2 =
…
e0
λ0I
z2,
where (e0, λ0I) are (e, λI) evaluated at the background state U
+
0 . Thus, equation (7.2) becomes
(a¯ijδ ˜¯wz¯i)z¯j = 0, (7.3)
where
a¯11(z¯) = e
0λ0Ia11(
√
1
e0λ0I
z¯1,
√
λ0I
e0
z¯2), a¯22(z¯) =
e0
λ0I
a22(
√
1
e0λ0I
z¯1,
√
λ0I
e0
z¯2),
a¯12(z¯) = a¯21(z¯) = e
0a12(
√
1
e0λ0I
z¯1,
√
λ0I
e0
z¯2), δ ˜¯w(z¯) = δw˜(
√
1
e0λ0I
z¯1,
√
λ0I
e0
z¯2).
The boundary, L2, becomes L¯2 : z¯1 = k2z¯2 for k2 = k1λ0I . Condition (5.14) becomes
δ ˜¯w + b1δ ˜¯p = g¯3 (7.4)
in the z¯–coordinates, where g¯3 is g3 rescaled in the z¯–coordinates. Differentiating (7.4) along L¯2
and using equations (5.4)–(5.5) to eliminate the δ ˜¯p terms give rise toÅ
k2 − b1
e0
(a¯11 − k2a¯12)
ã
(δ ˜¯w)z¯1 +
Å
1 +
b1
e0
(k2a¯22 − a¯12)
ã
(δ ˜¯w)z¯2 = g¯
′
3. (7.5)
Slightly modify (7.5) into
µ1(δ ˜¯w)z¯1 + µ2(δ ˜¯w)z¯2 = g¯7, (7.6)
where
µ1 = k2 − b1
e0
, µ2 = 1 +
b1
e0
k2,
g¯7 = g¯
′
3 +
b1
e0
Ä
(a¯11 − 1)− k2a¯12
ä
(w¯)z¯1 −
b1
e0
Ä
k2(a¯22 − 1)− a¯12
ä
(w¯)z¯2 .
Conditions (7.5) and (7.6) are equivalent when w˜ = w, i.e., when V = (δu1, δρ, δw, δp, δσˆ′) is a
fixed point ofQ. For ProblemWT, b1 < 0 (see Remark 5.1). Then we normalize µ = (µ1, µ2) into
ν = µ|µ| and compute
νn =
−b1»
(e0)2 + b21
> 0, νt =
−e0»
(e0)2 + b21
< 0.
Moreover, we have
‖a¯ij − δij‖(−α;L1)1,α;(0,1+β);D ≤ CC0ε ≤ δ
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for sufficiently small ε, so that condition (6.4) is satisfied. Therefore, applying part (i) of Lemma
6.1 and scaling back to the z–coordinates, we have
‖δw˜‖(−α;O)(−1−α;L1)2,α;(1+β,0);D ≤ C
Ä‖b′‖(−α;0)1,α;(1+β);R+ + ‖g7‖(1−α;0)1,α;(2+β);R+ä, (7.7)
where g7 is g¯7 scaled back in the z–coordinates. We know that
‖g7‖(1−α;0)1,α;(2+β);R+ ≤ C
Å ∑
i=1,2
‖gi‖(−α;0)2,α;(1+β);R+ + ‖V ‖2Σ
ã
. (7.8)
Since the Rankine-Hugoniot conditions (5.7)–(5.8) hold at the background states, we have
Gi(U
−
0 , U¯
+
0 ) = 0, i = 1, 2.
Therefore, gi defined by (5.12) can be rewritten as:
gi = ∇U¯Gi(U−0 , U¯+0 ) · δU¯ −Gi(U−0 , U¯) +Gi(U−0 , U¯+0 ) +Gi(U−0 , U¯)−Gi(U−σˆ , U¯),
which gives rise to the following estimates:
‖gi‖(−α;0)2,α;(1+β);R+ ≤ C
Ä‖V ‖2Σ + ‖δU−σˆ ‖2,α;(1+β,0);D−ä
≤ CÄ‖V ‖2Σ + ‖δU−‖2,α;(1+β,0);D− + ‖δσˆ′‖Σ3‖∇U−‖1,α;(2+β,0);D−ä. (7.9)
Combining (7.8) with (7.9), estimate (7.7) becomes
‖δw˜‖Σ2 ≤ C
Ä
1 + C20ε+ C0ε
ä
ε.
Choosing C0 > 4C and ε < 1C20 , we have
‖δw˜‖Σ2 ≤ 3Cε < C0ε, (7.10)
which implies that δw˜ ∈ ΣC0ε2 .
7.2 Higher decay rate for (δw˜)z1
In order to estimate the C0–norm of δp˜ in the next section, we need an extra decay rate for (δw˜)z1
to control the logarithmic growth in z2 (cf. the argument from (7.19) to (7.20)).
Differentiating (7.2) with respect to z1 yieldsÄ
aij(δw˜z1)zi
ä
zj
= −Ä(aij)z1(δw˜)ziäzj . (7.11)
In domain DR\Dk1 , we solve the equation:Ä
aijuzi
ä
zj
= −Ä(aij)z1(δw˜)ziäzj =: f, (7.12)
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with the following Dirichlet boundary conditions:
u|L1∪L2∪Lk1 = (δw˜)z1|L1∪L2∪Lk1 , (7.13)
u|LR = (δw˜)z1(R, 0) +
Ä
(δw˜)z1(R,
R
k1
)− (δw˜)z1(R, 0)
äk1
R
z2. (7.14)
Condition (7.14) is artificially prescribed on LR so that the continuity of u at the intersection points
of LR with L1 and L2 is achieved.
Given R, we obtain a solution uR. The estimates of uR follow the same way as in Lemma 6.1.
Once we have the desired a priori estimates, by the continuity method, we also have the existence
of the solution. Therefore, we only need to point out the difference from the a priori estimates in
Lemma 6.1.
Equation (7.12) with conditions (7.13)–(7.14) is a Dirichlet boundary problem with an inhomo-
geneous term on the right-hand side. Notice that
f = O(ε2)|z|−2−2β(z2 + 1)−3
Ä
min(z2, 1)
ä−2+α
,
which implies
|f | ≤ Cε2|z|−4−2β+α(sin θ)−2+α ≤ εr−4−β(sin θ)−2+α, (7.15)
provided that α ≤ β.
We use the barrier function
v5 = Cεr
−2−βÄ sin((2 + β + τ)θ + θ0) + (sin θ)αä,
where β, θ0, τ > 0 are small so that (2 + β + τ)ω0 + θ0 < pi. This can be achieved because ω0 < pi2 .
It is easy to see that u ≤ v5 on the boundary. Following the same computation, we haveÄ
aij(v5)zi
ä
zj
≤ −Cεr−4−β(sin θ)−2α ≤ f.
Therefore, we conclude that
|uR| ≤ Cεr−2−β.
With the C0–estimate above, using the same scaling as in §6, we obtain the estimates in D∗ :=
DR2 \Dk1:
‖u‖(1−α;O)(−α;L1)1,α;(2+β,0);D∗ ≤ Cε. (7.16)
Choose a subsequence of uR so that, as R → ∞, it converges to a solution u of (7.12) in D\Dk1 .
Since both u and (δw˜)z1 decay in the far field of domain D, the solution of problem (7.12)–(7.14) is
unique. Thus, we conclude that
|(δw˜)z1(z)| = |u(z)| ≤ Cε|z|−2−β. (7.17)
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7.3 Solve for δp˜
To solve for δp˜, we set the initial data for δp˜ from condition (5.14):
δp˜ =
1
b1
(g3 − δw˜) on L2. (7.18)
Using equation (5.5), we integrate in the z2–direction to solve for δp˜. More precisely, let z0 be any
point in D. Let zI = (zI1 , zI2) be the intersection point of L2 and the vertical line passing through z0.
By equation (5.5) with initial data (7.18), we can express δp˜ explicitly in the following formula:
δp˜(z0) =
1
b1
Ä
g3(z
I
2)− δw˜(zI)
ä
+
∫ z02
zI2
Ä− a11(δw˜)z1 − a12(δw˜)z2ä(z01 , s)ds. (7.19)
We first check the decay rate of δp˜ by (7.19). By the definition of g3 in (5.15) and estimate (7.9) for
g1 and g2, together with estimate (7.10) for δw˜, we have
|g3(zI2)− δw˜(zI)| ≤ Cε|z0|−1−β.
For the integral term in (7.19), observe that a12 =
λR−δσˆ′(λ2R+λ2I)
eλI
, giving |z0|−1−β decay. Then we
use (7.17) and ‖δw˜‖Σ2 ≤ Cε to obtain∣∣∣∣∣
∫ z02
zI2
Ä− a11(δw˜)z1 − a12(δw˜)z2ä(z01 , s)ds∣∣∣∣∣
≤ Cε|z0|−1−β
∫ zI2
z02
|z0|−1 ds ≤ Cε|z0|−1−β k1z
0
1
|z0|
≤ Cε|z0|−1−β.
Therefore, we have
|δp˜(z0)| ≤ Cε|z0|−1−β. (7.20)
For the corner regularity, for any z0 ∈ Dk1 , equation (7.19) implies
|δp˜(z0)− δp˜(0, 0)| ≤ Cε|z0|α, (7.21)
indicating that δp˜ is Cα smooth up to corner O. The estimates for the derivatives of δp˜ follow from
the observation below.
Recall that (7.2) is obtained by differentiation ∂
∂z2
(5.4)− ∂
∂z1
(5.5). Notice that δw˜ satisfies (7.2)
and (δw˜, δp˜) satisfies (5.5) in domain D, since δp˜ is solved from (5.5) with initial data (7.18) (see
(7.19) for the expression for δp˜). Therefore, we obtain ∂
∂z2
(5.4), i.e.,
∂
∂z2
((δp˜)z1 − a12(δw˜)z1 − a22(δw˜)z2) = 0. (7.22)
To recover (5.4), we integrate equation (7.22) along the z2–direction to deduce
(δp˜)z1 − a12(δw˜)z1 − a22(δw˜)z2 = f(z1), (7.23)
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where
f(z1) = ((δp˜)z1 − a12(δw˜)z1 − a22(δw˜)z2)(z1,
z1
k1
).
Notice that condition (7.6) is a modification from (7.5), so that f does not vanish on L2. Using
conditions (5.14) and (7.6), together with the fact that equation (5.5) holds up to boundary L2, we
obtain
f(z1) =
ÅÄa11
k1
− 1
k1e0λ0I
− a12
ä
(w˜ − w)z1 −
Ä
a22 − λ
0
I
e0
− a12
k1
ä
(w˜ − w)z2
ã
(z1,
z1
k1
). (7.24)
Equation (5.4) will be recovered later, when we obtain a fixed point for Q. For now, we can
use equations (5.5) and (7.23) to estimate the derivatives of δp˜ in terms of δw˜. Thus, together with
estimates (7.20)–(7.21), we see that δp˜ ∈ ΣC0ε2 , by choosing large enough C0.
7.4 Solve for (δρ˜, δu˜1)
We use (5.16) as the initial data onL2 and solve equation (4.4) to obtain δρ˜ and directly compute δu˜1
by (4.3). Since (δρ˜, δu˜1) are obtained by the algebraic equations, it is obvious that the smoothness
of (δρ˜, δu˜1) is the same as that of (δw˜, δp˜). However, in equations (4.3)–(4.4), both pργ and B are
conserved, rendering the non-decay of (δρ˜, δu˜1) in the z1–direction. On the other hand, (δρ˜, δu˜1)
have the same decay rate as their initial data on L2 in the z2–direction.
More precisely, for any point z ∈ D, let zI be the intersection of L2 and the horizontal line
passing through z. Since p
ργ
is constant along the z2–direction, we use
p˜
ρ˜γ
(z) =
p˜
ρ˜γ
(zI)
to solve for δρ˜:
δρ˜(z) =
Å p˜(z)
p˜(zI)
ã 1
γ
ρ(zI)− ρ+0
=
Å p˜(z)
p˜(zI)
ã 1
γ Ä
g4(z2)− b2δw˜(zI)− b3δp˜(zI)
ä
+
ÅÄ p˜(z)
p˜(zI)
ä 1
γ − 1
ã
ρ+0 ,
where p˜ = p+0 + δp˜ and ρ˜ = ρ
+
0 + δρ˜. From the above expression, we see that |δρ˜(z)| ≤ Cε(z2 +
1)−1−β . The derivatives of δρ˜ also decay with appropriate rate adapted to the corresponding norms
in the z2–direction. Thus, we have
‖δρ˜‖(−α;L1)2,α;(0,1+β);D ≤ Cε.
To see that δρ˜ ∈ ΣC0ε1 , we need to obtain the estimate for the other part in the norm (cf. (7.1)).
For this purpose, we rewrite the expression of δρ˜ into the following form:
δρ˜(z) = A(z2)p˜(z)
1
γ − ρ+0 . (7.25)
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Taking the partial derivative with respect to z1 on (7.25) yields
(δρ˜)z1 =
1
γ
A(z2)p˜(z)
1
γ
−1(δp˜)z1 .
The expression above shows that (δρ˜)z1 and (δp˜)z1 have the same decay pattern, giving the estimate:
‖(δρ˜)z1‖(1−α;L1)1,α;(1+β,1);D ≤ Cε.
The same argument also applies to the decay of δu˜1. Thus, we conclude that δρ˜, δu˜1 ∈ ΣC0ε1 .
7.5 Update shock-front
From (5.6), we can update δσ˜′ by
σ˜′(z2) =
[u˜1w˜]
[p˜]
(k1z2, z2), (7.26)
where the left state is U−σˆ .
To estimate δσ˜′, first let
G(U−, U) :=
u1w − u−1 w−
p− p− .
Then equation (7.26) can be written as
σ˜′(z2) = G(U−σˆ , ‹U)(k1z2, z2). (7.27)
We know that (7.27) is satisfied for the background states so that
σˆ′0(z2) = k1 = G(U
−
0 , U
+
0 ). (7.28)
Taking the difference between equations (7.27) and (7.28) gives
δσ˜′(z2) = G(U−σˆ , ‹U)(k1z2, z2)−G(U−0 , U+0 ), (7.29)
which gives rise to the following estimates, similar to (7.9):
‖δσ˜′‖Σ3 ≤ C
Ä‖δU−σˆ ‖2,α;(1+β,0);D− + ‖δu˜1‖Σ1 + ‖(δw˜, δp˜)‖Σ2ä
≤ CÄ‖δU−‖2,α;(1+β,0);D− + ‖δσˆ′‖Σ3‖∇U−‖1,α;(2+β,0);D− + εä
≤ Cε.
Choosing C0 > C, we see that δσ˜′ ∈ ΣC0ε3 . Therefore, we construct a map Q from ΣC0ε to itself.
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7.6 Fixed point of Q
We use the Schauder fixed point theorem to prove the existence of the subsonic solution and the tran-
sonic shock. To fit into the framework of the Schauder fixed point theorem, we define the following
Banach space:
Σ′ :=
¶
(f1, f2, f3, f4, f5) : ‖(f1, f2)‖Σ′1 + ‖(f3, f4)‖Σ′2 + ‖f5‖Σ′3 <∞
©
,
where ‖ · ‖Σ′i , i = 1, 2, 3, are the same norms defined in (7.1), except that α is replaced by α′, where
0 < α′ < α. Thus, ΣC0ε is a nonempty, convex, and compact subset of Σ′, and Q is a map from
ΣC0ε into itself. Once we can show thatQ is continuous, by the Schauder fixed point theorem, there
is a fixed point ofQ. To show the continuity ofQ, we can use the following compactness argument.
On the contrary, assume that Q is not continuous. Then there exist a sequence {V n}n∈N, a func-
tion V 0 in ΣC0ε, and a constant δ0 > 0 such that V n → V 0 in Σ′, while ‖QV n − QV 0‖Σ′ ≥ δ0.
Since {QV n} ⊂ ΣC0ε, which is compact in Σ′, we can select a subsequence QV nk such that
QV nk → W 0 ∈ ΣC0ε as k → ∞. Following the iteration process in §7.1–§7.5, we see that
W 0 = QV 0, which leads to a contradiction. This shows that Q is a continuous map from ΣC0ε
into itself.
Therefore, by the Schauder fixed point theorem, there exists a fixed point of Q, denoted by
V = (δu1, δρ, δw, δp, δσˆ
′). Thus, U = (u+10 +δu1, (u
+
10 +δu1)δw, ρ
+
0 +δρ, p
+
0 +δp) gives a subsonic
solution, and σˆ gives the transonic shock-front in the y–coordinates. Therefore, we have proved the
existence of solutions in part (i) of Theorem 3.1.
8 Uniqueness of the transonic solutions
Let V i = (δui1, δρ
i, δwi, δpi, δσˆi
′
) ∈ ΣC0ε, i = 1, 2, be two fixed points of Q. Set
V d = (δud1, δρ
d, δwd, δpd, δσˆd
′
) = V 2 − V 1.
Denote wi scaled in the z¯–coordinates by w¯i, and the rest of the variables are denoted in the
same manner. By the construction of Q, we know that δw¯i satisfies (7.3) for i = 1, 2. Then taking
the difference of the two equations results inÄ
a¯ij(V¯
2)(δw¯d)z¯i
ä
z¯j
= −Ä(a¯ij(V¯ 2)− a¯ij(V¯ 1))(δw1)z¯iäz¯j =: f¯ . (8.1)
The inhomogeneous term f¯ in (8.1) will result in the lower decay rate for δw¯d. In definition (7.1),
we replace β with β
2
and denote the new norms by ‖ · ‖
Σ˜i
, i = 1, 2, 3.
Set M1 = ‖V d‖Σ˜. If M1 = 0, we see that V 1 = V 2. Now suppose that M1 > 0. Then the
estimates follow the same way as in the proof of Lemma 6.1, except that we need to take care of the
inhomogeneous term f¯ .
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We first estimate f¯ as follows: For |z¯| ≥ 1,
|f¯(z¯)| ≤ Cε‖V d‖
Σ˜
|z¯|−1−βÄmax(z¯2, 1)ä−2−β2 Ämin(z¯2, 1)ä−1+α
≤ CM1ε|z¯|−1−β z¯−2+α2
= CM1ε|z¯|−3+α−β(sin θ)−2+α
≤ CM1ε|z¯|−3−
β
2 (sin θ)−2+α,
provided that α ≤ β
2
. For |z¯| < 1,
|f¯(z¯)| ≤ CC0ε‖V d‖Σ˜|z¯|−1z¯−1+α2 ≤ CC0εM1r−2+α(sin θ)−1+α.
Then we use the barrier function v6, similar to v1 in §6.1 for the corner estimates:
v6 = C7M1ε
Ä
rα sin((α + τ)θ + θ0) + z¯
α
2
ä
.
Observe that Ä
a¯ij(V¯
2)(v6)z¯i
ä
z¯j
≤ −C7c5M1εr−2+α(sin θ)−2+α ≤ f¯ ,
when C7 is chosen large enough.
Since δw¯d vanishes on L1, then we use (7.5) to obtain
D(δw¯d)
Dν
∣∣∣∣∣L¯2 = b4gd7(z¯2)
= b4
d
dz¯2
ÄÄ
g¯3(U
−
σˆ2 , U¯
2)− g¯3(U−σˆ1 , U¯1)
ä
(k2z¯2, z¯2)
ä
+ g¯8(V¯
2,∇z¯w¯2)− g¯8(V¯ 1,∇z¯w¯1),
where
b4 =
e0»
((e0)2 + b21)(k
2
2 + 1)
,
g¯8(V¯ ,∇z¯w¯) = b1
e0
Ä
(a¯11(V¯ )− 1)− k2a¯12(V¯ )
ä
w¯z¯1 −
b1
e0
Ä
k2(a¯22(V¯ )− 1)− a¯12(V¯ )
ä
w¯z¯2 .
Thus, we have the following estimates for gd7 :
‖gd7‖(1−α;0)1,α;(2+β
2
);R+
≤ ∑
i=1,2
C
Å∥∥∥Ägi(U−σˆ2 , U¯2)− gi(U−σˆ1 , U¯1)ä∣∣∣L¯2∥∥∥(−α;0)2,α;(1+β2 );R+ + C0ε‖V d‖Σ˜ã
≤ CÄC0ε‖V d‖Σ˜ + ‖δU−σˆ2 − δU−σˆ1‖2,α;(1+β2 ,0);D−ä
≤ CÄC0ε‖V d‖Σ˜ + ‖δU−‖2,α;(1+β2 ,0);D−‖δσˆd′‖Σ˜3ä
≤ CC0εM1,
gd7(z¯2) ≤ CC0εM1
Ä
max(z¯2, 1)
ä−2−β
2
Ä
min(z¯2, 1)
ä−1+α
≤ CC0εM1
Ä
max(r, 1)
ä−2−β
2
Ä
min(r, 1)
ä−1+α
.
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Thus, we conclude
Dv6
Dν
∣∣∣∣∣L¯2 ≥ Cc2M1εr−1+α ≥ b4gd7(z¯2) =
D(δw¯d)
Dν
∣∣∣∣∣L¯2 .
On the cutoff boundary LR, we know
δw¯d ≤ CC0εR−1−β ≤ CM1εRα ≤ v6
for sufficiently large R. Therefore, we can use v6 to bound δw¯d in DR. For the decay in DR\Dk1 , we
use
v7(z¯) = M1εr
−1−β
2
Ä
C3 sin((1 +
β
2
+ τ)θ + θ0) + C4(sin θ)
α
ä
.
The same calculation as in §6.1 shows thatÄ
a¯ij(V¯
2)(v7)z¯i
ä
z¯j
≤ −CM1εr−3−
β
2 (sin θ)−2+α ≤ f¯ .
It is also easy to verify that
Dv7
Dν
∣∣∣∣∣L¯2 ≥ CM1εr−2−
β
2 ≥ D(δw¯
d)
Dν
∣∣∣∣∣L¯2 .
We choose R large enough, so that R−
β
2 ≤M1. Therefore, we obtain the control on LR:
δw¯d ≤ CC0εR−1−β ≤ CC0M1εR−1−
β
2 ≤ v7.
By the comparison principle, we conclude
|δw¯d(z¯)| ≤ CM1ε|z¯|−1−
β
2 for z ∈ DR\Dk1 .
Once we have the C0–estimates above, the rest is similar to the procedure as in §6. In the end, we
have
‖V d‖
Σ˜
≤ CεM1 = Cε‖V d‖Σ˜.
Choose ε sufficiently small, so that Cε < 1
2
. We see that M1 = 0, which contradicts our assumption
that M1 > 0. This completes the proof of the uniqueness of the solution for Problem WT in
Theorem 3.1.
9 Asymptotic behavior of the subsonic solution
The estimate that ‖V ‖Σ ≤ C0ε implies
‖δp‖(−α;O)(−1−α;L1)2,α;(1+β,0);D ≤ C0ε, ‖δw‖(−α;O)(−1−α;L1)2,α;(1+β,0);D ≤ C0ε.
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This means that p→ p+0 and u2u1 → 0 at rate |z|−1−β . However, for fixed z2, (u1, ρ) does not converge
to (u+10, ρ
+
0 ), as z1 →∞. Observe that, from (7.25), ρ can be expressed by
ρ(z) = A(z2)p(z)
1
γ , (9.1)
where A can be solved from the Rankine-Hugoniot conditions (3.6)–(3.9) when we find the shock
function σˆ. Then we define the limit for ρ in the far field:
ρ∞(z2) = A(z2)(p+0 )
1
γ . (9.2)
Taking the difference between (9.1) and (9.2) yields
‖ρ− ρ∞‖(−α;L1)2,α;(1+β,0);D ≤ C‖δp‖(−α;O)(−1−α;L1)2,α;(1+β,0);D ≤ C0ε.
In the same way, we use (4.3) to obtain the limit for u1:
u∞1 (z2) =
Ã
2B(z2)− 2γp
+
0
(γ − 1)ρ∞(z2) .
Similarly, we have
‖u1 − u∞1 ‖(−α;L1)2,α;(1+β,0);D ≤ C0ε.
Since δσˆ′ ∈ ΣC0ε3 , the coordinate transformation (5.1) has higher regularity than U in the z–
coordinates. Therefore, ‖V ‖Σ ≤ C0ε with the estimates above yields the corresponding estimate
(3.15) in the y–coordinates. Thus, we have proved part (i) of Theorem 3.1.
The coordinate transformation (3.1) between x and y also has higher regularity than U and σˆ′
in the subsonic domain Dσˆ, and is bi-Lipschitz across the shock-front T , thanks to the Rankine-
Hugoniot conditions (3.6). Therefore, estimate (3.15) implies estimate (2.11), so that the proof of
part (i) of Theorem 2.1 is completed.
10 Key points in solving Problem ST
Based on part (ii) of Lemma 6.1, we can prove part (ii) of Theorem 3.1 in the same way as above.
Since most of the proof is parallel to that in part (i) of Theorem 3.1, we will only point out the
difference from part (i).
10.1 Estimates for the existence of solutions
The procedure to construct the iteration map is the same as in part (i) for ProblemWT. In §7.2, we
obtain the faster decay rate, r−2−β , for (δw˜)z1 , compared to the r
−1−β decay for δw˜. For Problem
ST, we can only gain extra β
2
decay rate, i.e., r−
3β
2 decay for (δw˜)z1 . Specifically, we use
v8 = CMr
− 3β
2
Ä
sin((3β
2
+ τ)θ + θ0) + (sin θ)
α
ä
36 G.-Q. Chen, J. Chen and M. Feldman
as the barrier function for (δw˜)z1 to obtain the following estimate:Ä
aij(v8)zi
ä
zj
≤ −Cεr−2− 3β2 (sin θ)−2+α.
On the other hand, f in (7.12) satisfies
|f(z)| = O(ε2)|z|−2βÄmax(z2, 1)ä−3Ämin(z2, 1)ä−1+α
≤ Cε2r−2−2β+α(sin θ)−2+α
≤ εr−2− 3β2 (sin θ)−2+α,
provided that α ≤ β
2
, which is the same restriction on α and β as in §8.
There is no difference for the boundary estimates. Thus, we conclude
|(δw˜)z1| ≤ Cεr−
3β
2 .
With the estimate above and using expression (7.19) for δp˜, we see that
|δp˜(z0)| ≤ |g3(zI2)− δw˜(zI)|+
∣∣∣∣∣
∫ z02
zI2
Ä− a11(δw˜)z1 − a12(δw˜)z2ä(z01 , s)ds∣∣∣∣∣
≤ Cε|z0|−β + Cε|z0|−β
∫ zI2
z02
|z0|−β2 (1 + s)−1 ds
≤ Cε|z0|−β + Cε|z0|−β
∫ zI2
0
(1 + s)−1−
β
2 ds
≤ Cε|z0|−β.
10.2 Uniqueness of subsonic solutions
We need to take care of the decay estimate, since the rest is similar to those in §8.
Now f¯ in (8.1) can be controlled as follows:
|f¯(z¯)| ≤ Cε‖V d‖
Σ˜
|z¯|−βÄmax(z¯2, 1)ä−2−β2
≤ CM1ε|z¯|−β(z¯2)−2+
β
2
≤ CM1ε|z¯|−2−
β
2 (sin θ)−2+
β
2 .
The barrier function
v9 = CM1εr
−β
2
Ä
sin((β
2
+ τ)θ + θ0) + (sin θ)
β
2
ä
can be estimated as Ä
a¯ij(V¯
2)(v9)z¯i
ä
z¯j
≤ −CM1εr−2−
β
2 (sin θ)−2+
β
2 ≤ f¯ .
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With similar boundary estimates, we can conclude the uniqueness of the subsonic solution.
Therefore, we have proved that, given a constant transonic flow on arc T¯H or T˜ S, if the upstream
flow and the wedge boundary are perturbed, then there exist a unique subsonic solution and transonic
shock, which are close to the background constant state and straight shock front. This shows the
stability of the constant transonic flows past wedges. For the constant states on T˜ S, the regularity of
the subsonic solution near the corner is Cα and the decay rate in the far field is r−1−β . Furthermore,
we gain the higher decay rate r−2−β for the directional derivative along the streamlines of w = u2
u1
,
the direction of the flow. On T¯H , we obtain the C1,α–regularity at the corner and r−β decay in the
far field.
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