(1) ,. . .,x (n) leads to the immediate change in the state z of the system. In more precise terms, for such systems, every component z i of the state vector z ¼ ðz 1 ; . . .; z d Þ is a function of the control variables. When we know what state z we want to achieve, the natural question is: can we achieve this state, i.e. are there values of the control variables which lead to this very state?
INTRODUCTION
In systems without inertia (or with negligible inertia), a change in the values of control variables x length and the angles between this link and the previous and consequent links, then we can determine the positions of the end joints; in mechanics, the corresponding (nondynamic) computations form a typical problem from kinematics. In robotic control, we face an inverse problem: given the position of the endpoints, find the angles between the links, which guarantee the desired position. This inverse problem is called the problem of inverse kinematics; see Craig, 2001 . This problem is often very computationally intensive (especially when we want to reach the desired position with a high accuracy), and therefore, requires a significant amount of computation time. Since a robot is often used to solve real-time problems, we would like to perform these time-consuming computations only when it is necessary. In other words, before starting the timeconsuming computations of possible values of x (i ) , we would like to first check whether we can reach the desired state z or not. For example, if the robotic arm is too far away from the target point, it cannot reach it; we would like to know that without first trying to reach the point.
The simplest possible functional dependence is described by linear functions f i . For such functions, the question of whether we can achieve a given state z reduces to the solvability of the corresponding system of linear equations; this solvability can be checked by using known (and feasible) algorithms from linear algebra.
Next in complexity is the case when instead of a linear dependence, we have a multi-linear one, i.e. a dependence F :
Multi-linear (and especially bilinear) dependencies occur in different control problems, ranging from species population control to controlling chemical reactions to controlling nuclear fission; see Mohler, 1991 . Is the above problem still algorithmically solvable for such dependences? Is it feasibly solvable? These are the questions which we answer in the present paper.
In other words, we answer the following questions: Is there a (feasible) algorithm that would, given a multi-linear mapping, determine its image? Or, at least, given a multi-linear mapping and a point, determine whether this given point belongs to the image of a given multi-linear mapping?
In this paper, we will prove two things:
. first, that there do exist algorithms for determining the desired shape and for checking whether a given point belongs to a given image; . second, that no feasible algorithm is possible for these tasks, or, more precisely, that even for bilinear mappings, this problem is computationally intractable (NP-hard).
Since the problem is provably complex even for the simplest possible nonlinear mappings-namely, for bilinear ones-it is therefore complex for more sophisticated nonlinear mappings-e.g. for trigonometric mappings which appear in robotic inverse kinematic problems.
The fact that the general "inverse kinematic" problem is computationally intractable (NP-hard) means that we cannot hope to have a general feasible algorithm which solves this problem for all possible control situations. Instead, for each specific class of control problems, we must develop a different algorithm which takes into consideration specific features of this particular class of problems; it should also be expected that in algorithm developed for this class of problems may not be easily transferable to other control problems.
Comment. For the exact definition of the notion of NP-hardness, see Garey and Johnson, 1979 and Papadimtrious, 1994 . For the readers who are not well familiar with this notion, in the following sections, we will give an explanation of what NP-hard means.
THE PROBLEMS IS (IN PRINCIPLE) ALGORITHMICALLY SOLVABLE
To describe a general shape of a multi-linear mapping, we must recall the following definition (Arnold, 1983) :
Definition 1 Let n be a positive integer, and R n be an n-dimensional vector space. A set S # R n is called semi-algebraic if this set is a union of finitely many sets S 1 . . .,S p , each of which consists of all tuples that satisfy one or several conditions of the types
for some polynomials P i and Q i .
Definition 2 A real number R is called algebraic if PðRÞ ¼ 0 for some polynomial P(x) with integer coefficients that is not identically 0.
Proposition 1
. The image of every multi-linear mapping is a semi-algebraic set.
. If all the coefficients a ii 1 ...i n of the multi-linear mapping are algebraic numbers, then each set S k in the description of the image as a semi-algebraic set can be described by conditions (1) - (3) in which all the coefficients of all the polynomials P i and Q i are algebraic numbers.
Comments.
. For readers' convenience, all the proofs are given in the last section of this paper. . Let us now describe what computability means for algebraic numbers, multi-linear mappings, and image sets.
Definition 3
We say that an algebraic number r is given to an algorithm if this algorithm can use the following information:
. the integer coefficients of a polynomial P(x) for which PðrÞ ¼ 0;
. the rational endpoints a, b of an interval [a,b ] on which r is the only root of the polynomial P(x).
Comment. If we know the coefficients of the polynomial P(x), and if we know the interval [a,b ] on which this polynomial has exactly one root r, then known numerical methods can easily compute this root r with arbitrary accuracy.
Definition 4
. We say that a multi-linear mapping is given to an algorithm, if this algorithm can use the following information:
. a positive integer d;
. a positive integer n;
. n positive integers d 1 ,. . .,d n ;
. We say that an algorithm computes an algebraic number r if it computes two things:
. the coefficients of a polynomial P(x) with integer coefficients for which PðrÞ ¼ 0;
. the rational endpoints a, b, of an interval [a,b ] on which r is the only root of the polynomial P(x).
. We say tht an algorithm computes a polynomial P(x 1 ,. . .,x n ) if:
. this polynomial has algebraic coefficients and . the algorithm computes all the coefficients of this polynomial.
. We say that an algorithm computes a semi-algebraic set S if the algorithm:
. produces the list of equalities and inequalities (1) - (3) that define the set S, and . computes all the polynomials from these equalities and inequalities.
Proposition 2 There exists an algorithm that, given a multi-linear mapping, computes the (semi-algebraic) image of this mapping.
Comments.
. The mere existence of the algorithm does not necessarily mean that this algorithm is practical. Indeed, as we will see from the proof, the algorithm that we propose uses an algorithm proposed by A. Tarski, and it is known that for the problem solved by Tarski's algorithm, for some cases, at least doubly exponential time is necessary, i.e. time $ 2 2 s ; where s is the length of the input (in bits); see Davenport and Heintz, 1988 . Even for small s, 2 2 s is unrealistically large. Thus, the running time of our algorithm is at least doubly exponential and hence, unrealistic. In the following text, we will show that realistic algorithms are, most probably, not possible at all. . Since the problem of describing the image itself turns out to be too complicated, we may want to consider a simpler problem: checking whether a given point belongs to a given image. (In the following text, this easier problem will also be shown to be computationally intractable). Let us first describe this problem formally.
Definition 5 Proposition 3 There exists on algorithm that, given a multi-linear mapping f :
; checks whether the given point z belongs to the image of the given mapping.
Comment. Before we start formulating and proving our result (that finding the image of a multi-linear mapping is computationally intractable), let us briefly recall what the terms computationally intractable and computationally feasible mean.
FEASIBLE AND INTRACTABLE: GENERAL DEFINITIONS (BRIEF REMINDER) Feasible
Some algorithms require lots of time to run. For example, some algorithms require the running time of $ 2 s computational steps on an input of size (bit length) s. For reasonable sizes s < 300; the resulting running time exceeds the lifetime of the Universe and is, therefore, for all practical purposes, non-feasible.
In order to find out which algorithms are feasible and which are not, we must formalize what "feasible" means. This formalization problem has been studied in theoretical computer science; no completely satisfactory definition has yet been proposed.
The best known formalization is: an algorithm U is feasible if and only if it is polynomial time, i.e. if and only if there exists a polynomial P such that for every input x, the running time t U (x) of the algorithm U on the input x is bounded by PðjxjÞ (here, jxj denotes the length of the input x ).
This definition is not perfect, because there are algorithms that are polynomial time but that require billions of years to compute, and there are algorithms that require in a few cases exponential time but that are, in general, very practical. However, this is the best definition we have so far.
Intractable (NP-hard)
For many mathematical problems, it is not yet known (2001) whether these problems can be solved in polynomial time or not. However, it is known that some combinatorial problems are as tough as possible, in the sense that if we can solve any of these problems in polynomial time, then, crudely speaking, we can solve many practically important combinatorial problems in polynomial time. The corresponding set of important combinatorial problems is usually denoted by NP, and problems whose fast solution lead to a fast solution of all problems from the class NP are called NP-hard. The majority of computer scientists believe that NP-hard problems are not feasible. For that reason, NP-hard problems are also called intractable. For formal definitions and detailed descriptions, see Garey and Johnson, 1979 .
Intractable (NP-hard): Practical Viewpoint
The fact that a general problem is "intractable" in this sense does not necessarily mean that we cannot solve it in practice:
. First, NP-hardness means that we cannot have a general algorithm for solving all possible instance of this general problem in reasonable time. We can, however, have algorithms which solve problems from a certain subclass. . Second, even if we cannot solve the problem much faster than in the exponential time 2 s , it still leaves the possibility to solve this problem for inputs of small input length, s. For example, for inputs of size s ¼ 20; we need 2 20 < 10 6 computational steps, which is milliseconds on any modern computer. For inputs of size s ¼ 30; we need 2 30 < 10 9 steps: also quite a doable amount.
For bilinear mappings, the size of the problem, crudely speaking, corresponds to the number of variables. So, if we have a few variables, the problem is quite solvable.
Propositional Satisfiability: Historically the First Example of an NP-hard Problem
The standard method of proving that some problem is NP-hard is by reducing this problem to some other problem for which NP-hardness has already been proved. Historically the first example of an NP-hard problem was the so-called propositional satisfiability problem for 3-CNF formulas.
This problem can be formulated as follows:
. 
. By a SAT problem, we mean the following problem:
GIVEN: a 3-CNF formula; CHECK: whether this formula is satisfiable.
Now, we are ready to formulate our results about computational intractability.
THE PROBLEM IS COMPUTATIONALLY INTRACTABLE
It turns out that our problem is computationally intractable even in the simplest case:
. when we only consider bilinear mappings;
. when we only consider mappings with integer coefficients a ii 1 i 2 ;
. when we are not interested in computing the entire image set, but only in checking whether a given point z ¼ ðz 1 ; . . .; z d Þ [ R d belongs to this set; . when we are only interested in point z with integer coefficients z i .
Since the problem is computationally intractable even for this simple case, an arbitrary more general problem is also computationally intractable.
Proposition 4 The following problem is computationally intractable (NP-hard): GIVEN:
. a bilinear mapping f : 
PROOFS Proofs of Propositions 1 -3
The fact that point z ¼ ðz 1 ; . . .; z d Þ belongs to the image of a multi-linear mapping can be described by the following logical formula: 
This formula belongs to a general class (called first order formulas of real numbers theory ) described by Tarski (1951) . Namely, in this class:
. We start with constants 0 and 1, and with variables that run over all real numbers. . By applying standard arithmetic operations þ; 2; ·; :; to these constants and variables, we get elementary expressions called terms. . An elementary formula is an expression of one of the types t 1 , t 2 ; t 1 ¼ t 2 ; t 1 . t 2 ; t 1 # t 2 ; t 1 -t 2 ; and t 1 $ t 2 : . Finally, a formula is any expression that can be obtained from elementary formulas by using propositional connectives (such as _; &; :; ! (implies ), etc.), and quantifiers ;x and 'x over all real numbers.
. For general notions of logic, see Schoenfield, 1967; Enderton, 1972; and Barwise, 1977 .
. In our definition, we started with two real numbers zero and one. It is known that if we start with arbitrary algebraic real numbers, we end up with the same class of first order formulas. Indeed, if we know that r is the only real number on the interval [a,b ] for which PðrÞ ¼ 0 for a given polynomial P(x) with integer coefficients, then we can use this fact to re-formulate an arbitrary formula that contains r: e.g. the formula r þ 1 ¼ s can be reformulated as Tarski (1951) has shown (see also Arnold, 1983 ) that there exists an algorithm that checks, for each such formula, whether it is true or not. Thus, by applying Tarski's algorithm to the resulting formula, we will be able to check whether the given vector z [ R d belongs to the image of the desired mapping. Proposition 3 is proven.
It is also known that for an arbitrary formula from this class, the set of all vectors satisfying this formula is semi-algebraic (Tarski, 1951; Seidenberg, 1954) , and that there exists an algorithm that computes the coefficients of the corresponding polynomials P j and Q j . Thus, propositions 1 and 2 are also proven.
Proof of Proposition 4
To prove this result, we will show that if we can solve our problem in polynomial time, then we will be able to solve the propositional satisfiability problem SAT for 3-CNF formulas in polynomial time. Since the problem SAT is known to be NP-hard, from this reduction, it will follow that our problem is also NP-hard.
Indeed, let us assume that we can solve our problem in polynomial time. Let us show how we can then solve any instance of SAT in polynomial time. By definition of a 3-CNF formula, each disjunction D j is an expression of the type a _ b or of the type a _ b _ c; where each of the expressions a, b, and c is a literal, i.e. either a variable v i ð1 # i # kÞ; or a negation : v i of a variable v i . In accordance with the above description of the 3-CNF formulas, we will denote a negation : v i of the variable v i by v 2i (i.e. by using negative indices).
Based on the formula F, we will construct a system of bilinear equations that has a solution if and only if the formula F is satisfiable. This system will have a solution if and only if a certain point with integer coefficients belongs to the image of a certain bilinear mapping with integer coefficients. The size of the data that describes this mapping will be bounded by a polynomial (actually, by the square) of the size of the original problem. Since we assumed that we can check, in polynomial time, whether a given point belongs to an image of a given mapping, we will thus be able, given a formula in 3-CNF, to check, in polynomial time, whether a given formula is satisfiable or not.
Let us now construct the desired system of bilinear equations. Let us first agree on notations:
. an integer variable i will take values from 1 to k (this variable corresponds to different variables x 1 ; . . .; x k ); . an integer variable j will take values from 1 to m (this variable corresponds to different disjunctions D 1 ,. . .,D m ); and . integer variables a, b, and g will take values from 2k to 21 and from 1 to k (these variables correspond to different literals v 2k ; . . .; v 21 ; . . .; v 1 ; . . .; v k ).
The desired mapping will be defined on the following linear spaces:
. As a first space R d 1 ; we will take a space of dimension
2 : Vectors from this space R d 1 will be denoted by x ¼ ðx 0 ; {x a }; {x ab }Þ; their coefficients will be denoted by x 0 , x a , and x ab . . As a second space R d 2 ; we will take a space of dimension d 2 ¼ 1 þ 2k: Vectors from this space R d 2 will be denoted by y ¼ ðy 0 ; y 2k ; . . .; y 21 ; y 1 ; . . .; y k Þ; their coefficients will be denoted by y 0 and y a .
Let us describe the desired bilinear equations:
. First, we construct an equation
. Second, for every i from 1 to k, we construct the following two equations:
. Third, for every a ¼ 2k; . . .; 21; 1; . . .; k; we construct an equation
. Fourth, for every a and b, we construct an equation
. Fifth, we add equations that correspond to m different disjunctions D j , 1 # j # m :
. For every disjunction D j ¼ v a _ v b that consists of two literals ð2k # a # k; 2k # b # kÞ; we add the equation
we add the equation
The left-hand sides of the Eqs. (4) - (10) form a bilinear mapping from
2 þ m; it is easy to see that all the coefficients of this bilinear mapping are integers (moreover, they only take the values 21,0, and 1). The solvability of this system of equations is equivalent to checking whether the point z ¼ ð1; 1; . . .; 1; 0; . . .; 0Þ formed by the right-hand sides of these equations belongs to the image of this bilinear mapping.
Let us show that this system of equation has a solution if and only if the original propositional formula F is satisfiable.
Let us first assume that F is satisfiable. This means that there exists a Boolean vector v ¼ ðv 1 ; . . .; v k Þ that makes this formula F true. Let us show that in this situation, the following x and y are the solution to the system of Eqs. (4) - (10):
As a result of this choice y a ¼ x a , and x a ¼ 0 if and only if v a ¼ "true": Let us show that the Eqs. (4) - (10) Let us now show that the Eqs. (9) and (10) If D j has exactly three literals, i.e. if D j ¼ v a _ v b _ v g ; then one of these literals v a , v b , and v g must be true, and therefore, the real-valued variable corresponding to this literal must be equal to zero. Thus, either x a ¼ 0; or x b ¼ 0; or x g ð¼ y g Þ ¼ 0: If x a ¼ 0 or x b ¼ 0; then, similar to the previous case, we conclude that x ab ¼ 0: Hence, x ab ·y g ¼ 0; and the Eq. (10) is true. If y g ¼ 0; then also x ab ·y g ¼ 0: Thus, the Eq. (10) is true in both cases.
Thus, if the formula F is satisfiable, the system of Eqs. (4) -(10) has solution and therefore, the point z belongs to the image of the given bilinear mapping.
Let us now show that if the system of Eqs. (4) -(10) has a solution x and y, then the propositional formula F is satisfiable. Before we show this, we need to prove some properties of the solutions (x,y ). Now, we are ready to show that the formula F is satisfiable. Namely, we will show that the following Boolean vector makes the formula F true: for every i, we take: In the first sub-case, due to Property 4, either x a ¼ 0 or x b ¼ 0:
In the second sub-case, due to Property 3, x g ¼ 0:
In both sub-cases, either x a ¼ 0; or x b ¼ 0; or x g ¼ 0: Thus, either v a ¼ "true"; or v b ¼ "true"; or v g ¼ "true": In all three cases, D j ¼ v a _ v b _ v g is true.
So, the original formula F is indeed true. Reduction to satisfiability is proven: the formula F is satisfiable if and only if the system of Eqs. (4) -(10) has a solution, i.e. if and only if the corresponding point z belongs to the image of the corresponding bilinear mapping. Hence, the proposition is proven.
