The delta method was used to derive standard errors (SEs) Test form equating also requires that statistical methodology be specified and used. In linear equating, the relationship of the old form scores to the new form scores is described by a linear function. When using the CING design, it is also necessary to be able to estimate group differences on the items not common between the two forms. Strong statistical assumptions typically are required for this purpose (Petersen, Kolen, & Hoover, 1989) . Levine (1955) 
Test form equating requires that a design for data collection be specified and used. In the commonitem-nonequivalent-groups (CING) design, one group of examinees is administered a new test form and another group of examinees is administered an old, previously equated test form. The two examinee groups are considered to be drawn from different populations. For example, one group might be administered the new form on one test date and the other group administered the old form on another test date. In this design, the alternate test forms have a subset of items in common. These common items, which are used in the equating process to identify differences between the two groups, are selected to be representative of the total test in content and statistical specifications. If examinee scores on the common items contribute to scores on the total test, then the common items are referred to as internal; otherwise, they are referred to as external.
Test form equating also requires that statistical methodology be specified and used. In linear equating, the relationship of the old form scores to the new form scores is described by a linear function. When using the CING design, it is also necessary to be able to estimate group differences on the items not common between the two forms. Strong statistical assumptions typically are required for this purpose (Petersen, Kolen, & Hoover, 1989) . Levine (1955) developed two commonly used linear equating methods that are often referred to as the Levine equally reliable method and the Levine unequally reliable method (Petersen et al., 1989) . The major distinction between these two methods is the different definitions of test score equivalence.
The Levine equally reliable equating method is a linear observed score equating method. In linear observed score equating, the scores on two forms are defined to be equivalent if their means and standard deviations (sDs) are the same in some specified population of examinees (Kolen & Brennan, 1987 Brennan, 1990 ; Kolen & Brennan, 1987; Woodruff, 1986 Woodruff, , 1989 Brennan (1990) .
The standard error (SE) of equating is useful for evaluating the precision of equating. A number of authors have studied SEs of linear equating methods. Lord (1950) presented SEs of linear equating under a variety of data collection designs, and many of these SES were reported by Angoff (1971) .
All of these SEs were derived under the assumption that the score distributions were normal. Braun & Holland (1982) derived SEs of linear equating without making a restrictive normality assumption for the randomly equivalent populations equating design. Kolen (1985) To define a linear equating function in the CING design, in which the new and old test forms are administered to samples from different populations, the concept of a synthetic population is introduced. The synthetic population is conceived as containing two strata, Population 1 and Population 2, that are proportionally weighted by w, and w2, where w, + wz = 1 and w&dquo; w2 ? 0. Detailed discussions of the synthetic population can be found in Braun & Holland (1982) and Kolen & Brennan (1987) . Here, random variables in the synthetic population will be denoted with an s subscript. For example, if P(X, = x) and P(X2 = x) are the probabilities that the score to be equated equals x (X, and Xz are discrete random variables) in Populations 1 and 2, respectively, then the probability that the score to be equated equals x in the synthetic population is given by (Angoff, 1953; Brennan, 1990; Feldt, 1975; Feldt & Brennan, 1989; Woodruff, 1986) .
Under the classical congeneric model, the test scores-G, H, and V-are given as (Woodruff, 1986) Braun & Holland, 1982; Kolen, 1985; Lord, 1950) .
For the delta method, let 01, 0~, ..., 810 represent the 10 moments, ~(X,), ~,(V, ), o~(Xi), a2(V,), a(X&dquo; ~), u()~), IJ(Ji), a2(Y~), OZ(Jt;), and o(Yz, Ji), respectively, and let their estimates be #1, 6z, ..., 6,~,. Define l(x) as the estimate of the linear equating function l(x) for either the LOS or LTS methods using #1 , 6Z, ... , 6)o in place of 8,, 6z, .... 6,0. Then, according to the delta method described by Kendall & Stuart (1977) presented in terms of population parameters. In actual computations, the sample estimates of the parameters are substituted in the formulas. The method of computing the SE of equating for the Levine methods described here is basically the same as the method described in Kolen (1985) for the Tucker equating method, but the first partial derivatives differ.
Example
The SEs of Los and LTS equating for internal common items were computed for data from two forms of a 125-item multiple-choice test. The new form, designated as Form X, was administered to 773 examinees sampled from Population 1; the old form, designated as Form Y, was administered to 795 examinees sampled from Population 2. The two forms contained a common set of 30 items, referred to as V. The scores on V contributed to the total scores of both forms. The two forms were administered one year apart. The data used in this example also were used in Kolen (1985) for computing the SES of Tucker equating.
Univariate and bivariate moments for these data are listed in Tables 5 and 6 , respectively. For Score X, the population skewness was defined as and the population kurtosis as (S and K for Scores Y and V were defined analogously). For Scores X and V, (a,, for Scores Y and V was defined analogously).
The means of the number-correct scores indicated that the average examinee correctly answered approximately 7507o of the total items. The score distributions for both forms were considerably skewed, and the distributions were more peaked than a normal distribution. Tables 5 and 6 give the statistics needed for computing the SES of equating using Equation 31 Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ Table 7 , 20,000 bootstrap replications were used. The procedure described by Kolen (1985) was followed to compute the bootstrap SEs.
Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ Kolen's (1985) Table 7 of .566 (the SE of the Form Y equivalent based on LTS equating without the normality assumption). Table 7 shows that the SEs are smallest near the mean and become larger farther away from the mean. The SEs derived without the normality assumption were very close to the bootstrap SEs for both equating methods. The SEs derived with the normality assumption tended to overestimate the SEs of equating for scores above the mean and underestimate them at scores below the mean, relative to the bootstrap SEs and the SEs derived without the normality assumption. This bias in the SEs derived with the normality assumption relative to the other two methods may be the result of the nonnormality (especially negative skewness) of the score distributions of Forms X and Y in the example.
Discussion
For the skewed score distributions, the SEs derived with the normality assumption differed from those derived without the normality assumption and the bootstrap sEs. This suggests that the Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ (Zeng, 1993) . A potential advantage of using numerical derivatives instead of the analytical derivatives given in Tables 1 through 4 is that calculations using numerical derivatives may be easier to program. 
