Abstract. Given a homogeneous space X = G/Γ with G containing the group H = (SO(n, 1)) k . Let x ∈ X such that Hx is dense in X. Given an analytic curve φ : I = [a, b] → H, we will show that if φ satisfies certain geometric condition, then for a typical diagonal subgroup A = {a(t) : t ∈ R} ⊂ H the translates {a(t)φ(I)x : t > 0} of the curve φ(I)x will tend to be equidistributed in X as t → +∞. The proof is based on the study of linear representations of SO(n, 1) and H. . It is a very important topic in homogeneous dynamics and has interesting applications to number theory and geometry. The basic setup of this type of problems can be summarized as follows: Problem 1.1. Let H be a semisimple Lie group and G be a Lie group containing H. Let Γ ⊂ G be a lattice in G. Then the homogeneous space X := G/Γ admits a G-invariant probability measure µ G . Let A = {a(t) : t ∈ R} ⊂ H be a one-parameter diagonalizable subgroup of H, and let φ : I = [a, b] → H be a compact piece of analytic curve in H such that φ(I) is expanded by the conjugate action of {a(t) : t > 0}. One can ask what condition on φ we need to ensure that for any x = gΓ ∈ X such that Hx is dense in X, the expanding translates of φ(I)x by {a(t) : t > 0}, namely, {a(t)φ(I)x : t > 0}, tend to be equidistributed in X with respect to µ G as t → +∞. Remark 1.2. Without loss of generality, throughout this paper, we always assume that Hx is dense in X. In fact, if Hx is not dense, then by Ratner's orbit closure theorem (see [Rat91b, Theorem A and Theorem B]), its closure is F x for some analytic subgroup F ⊂ G such that F ∩ gΓg −1 is a lattice in F , then we may replace G by F , Γ by F ∩ gΓg −1 .
1. Introduction 1.1. Equidistribution of expanding translates of curves in homogeneous spaces. The study of limit distributions of expanding translates of curves in homogeneous spaces is initiated by Nimish Shah [Sha09c] , [Sha09a] , [Sha09b] , and [Sha10] . It is a very important topic in homogeneous dynamics and has interesting applications to number theory and geometry. The basic setup of this type of problems can be summarized as follows:
Let φ : I = [a, b] → H be an analytic curve in H, and x = gΓ ∈ X be such that Hx is dense in X. We will find a geometric condition on φ such that a(t)φ(I)x tends to be equidistributed in X with respect to µ G as t → +∞. By a standard reduction argument (see [Sha09b,  Proof of Theorem 1.2] and [Yan13b, Proof of Theorem 2.1]), one can reduce the problem to the case where the curve is contained in the expanding horospherical subgroup of H with respect to A: U + H (A) := {h ∈ H : a(−t)ha(t) → e as t → +∞}.
It is easy to see that the expanding horospherical subgroup U + (B) of SO(n, 1) with respect to B is a unipotent subgroup isomorphic to R n−1 with the following isomorphism: u : R n−1 → U + (B). This implies that U + H (A) = {(u(x 1 ), u(x 2 ), . . . , u(x k )) : x i ∈ R n−1 for i = 1, 2, . . . , k}.
Definition 1.4. We define
. . , x k ) := (u(x 1 ), u(x 2 ), . . . , u(x k )). Then u k gives an isomorphism between (R n−1 ) k and U + H (A).
Definition 1.5. Let · 2 denote the standard Euclidean norm on R n−1 , namely, for x = (x 1 , x 2 , . . . , x n−1 ) ∈ R n−1 . For x ∈ R n−1 \ {0}, let us define x −1 := x x 2 2 . For (x 1 , x 2 , . . . , x k ) ∈ (R n−1 ) k with x i = 0 for i = 1, 2, . . . , k, let us define k , A = {a(t) : t ∈ R} ⊂ H, G, Γ ⊂ G, X = G/Γ, µ G , x = gΓ ∈ X and u k : (R n−1 ) k → U + H (A) be as above. For any analytic curve ϕ : I = [a, b] → (R n−1 ) k such that for some s 0 ∈ I, (ϕ(s) − ϕ(s 0 )) −1 is defined for almost every s ∈ I and {(ϕ(s 1 ) − ϕ(s 0 )) −1 − (ϕ(s 2 ) − ϕ(s 0 )) −1 : s 1 , s 2 ∈ I} is not contained in any proper subspace of (R n−1 ) k , we have that the expanding translates a(t)u k (ϕ(I))x tend to be equidistributed in X with respect to µ G as t → +∞, namely, for any compactly supported continuous function f ∈ C c (X), Remark 1.7. Since SO(2, 1) is isomorphic to SL(2, R)/ ± I 2 , the above theorem holds for H = (SL(2, R)) k .
Related results.
In [Sha09c] and [Sha09a] , the case where G = SO(m, 1), H = SO(n, 1) (m ≥ n ≥ 2) and A = {a(t) : t ∈ R} is a maximal R-split Cartan subgroup of H is studied. It is proved that if φ : I → H satisfies a geometric condition, then the equidistribution result holds. This result is generalized by the author [Yan13b] to the case where H = SO(n, 1) and G is any Lie group containing H. In [Sha09b] and [Sha10] the case where H = SL(n + 1, R) and G is any Lie group containing H is studied. In [Sha09b] , the equidistribution result is established for the following singular diagonal subgroup:
A = a(t) := e nt e −t I n : t ∈ R .
In [Sha10] , the equidistribution result is established for more general diagonal subgroups. Both [Sha09b] and [Sha10] give interesting applications to Diophantine approximation. Another special case in this direction is later studied by the author [Yan13a] where the equidistribution is established when H = SL(2n, R), G is any Lie group containing H, and
Recently, Shah and Yang [SY16] establish the equidistribution result for H = SL(m + n, R),
and general Lie group G. Similar to [Sha09b] and [Sha10] , [Yan13a] and [SY16] also have applications to Diophantine approximation. We refer the reader to [Dan84] , [KM98] and [KW08] for the connection between Diophantine approximation and homogeneous dynamics. Throughout this paper, we fix two positive integers n ≥ 2 and k ≥ 2, and a maximal R-split Cartan subgroup B = {b(t) : t ∈ R} in SO(n, 1).
1.4. Outline of the proof. We will give the outline of the proof of Theorem 1.6 and explain the main difficulties.
For t > 0, let µ t denote the normalized parametric measure on the curve a(t)u k (ϕ(I))x, namely, for f ∈ C c (X),
Our goal is to show that µ t → µ G as t → +∞. Following some argument developed by Shah [Sha09c] and [Sha09b] , we modify µ t to another probability measure λ t , and show that λ t → µ G implies µ t → µ (as t → +∞). Then we prove that any accumulation point λ ∞ of {λ t : t > 0} is a probability measure on X invariant under the action of a unipotent subgroup W of H. To show that λ ∞ is still a probability measure on X, one needs to apply a result of Kleinbock and Margulis [KM98] and the linearization technique. Then we can apply the Ratner's theorem and the linearization technique to show that if λ ∞ = µ G , then for a particular linear representation V of H, there exists a nonzero vector v ∈ V such that for all s ∈ I, a(t)u k (ϕ(s))v converges as t → +∞. Since A is a diagonal subgroup, one can decompose V as the direct sum of eigenspaces of A:
, then the last conclusion in the paragraph above is equivalent to
Until now, the argument is standard and more or less the same as that in [Sha09c] , [Sha09b] , [Sha10] , [Yan13b] and [Yan13a] . Our main task is to show that if ϕ satisfies the geometric condition given in Theorem 1.6, and the linear dynamical condition (1.1), then v is fixed by the whole group G. Let us fix s 0 ∈ I. By replacing ϕ(s) by ϕ(s) − ϕ(s 0 ) and v by u k (ϕ(s 0 ))v, we may assume that ϕ(s 0 ) = 0 and v ∈ V −0 (A). When η 1 = η 2 = · · · = η k , then for any s ∈ I \ {s 0 }, one can embed A and u k (ϕ(s)) into an SL(2, R) copy in H such that a(t) corresponds to e t e −t and u k (ϕ(s)) corresponds to 1 1 0 1 . Then we can apply the basic lemma proved by the author [Yan13b, Lemma 5.1] on SL(2, R) representations and the argument developed in [Yan13b] and [Yan13a] to show that the action of G on v is trivial. For general η 1 , η 2 , . . . , η k , this argument does not work since we can not embed A and u k (ϕ(s)) into an SL(2, R) copy in H. This is the main difficulty to complete the proof and we need a new idea to overcome the difficulty.
The new idea we will develop in this paper is called perturbation of the diagonal subgroup. The main idea goes as follows. We want to show that under some geometric condition on
is another diagonal subgroup such that A ′ and u k (ϕ(s)) can be embedded into an SL(2, R) copy in H. This allows us to apply the previous argument to show that v is fixed by G. If H is simple, then by a standard argument, one can conclude Theorem 1.6. However, in our case, H = (SO(n, 1)) k is not simple, so we could not get the equidistribution result. This turns out to be the second difficulty of the proof. We then proceed as follows. By the linearization technique, Gv = v implies that every W -ergodic component of λ ∞ is of form g ′ µ G 1 where G 1 is a normal subgroup of G 1 such that G 1 ∩ Γ is a lattice of G 1 , and µ G 1 denotes the unique G 1 invariant probability measure on G 1 Γ induced by the Haar measure on G 1 . Moreover, H 1 = G 1 ∩ H is a normal subgroup of H containing W . We then consider the quotient group G(1) := G/G 1 with the lattice Γ(1) := Γ/G 1 ∩ Γ. Let X(1) := G(1)/Γ(1). Then we can push each λ t to a probability measure λ t (1) on X(1), and show that any accumulation point λ ∞ (1) of {λ t (1) : t > 0} is a probability measure on X(1) invariant under a unipotent subgroup W (1) of H(1) = H/H 1 . By pulling W (1) back to the original group H, we can deduce that any accumulation point λ ∞ of {λ t : t > 0} is invariant under another unipotent subgroup W ′ of H. By applying the linearization technique with W replaced by W ′ , we can get a strictly larger normal subgroup G ′ 1 with the properties as above. Repeating this process, we can finally get that G 1 = G, which implies Theorem 1.6. 1.5. Organization of the paper. The paper is organized as follows. In §2, as explained above, we will modify µ t to λ t , and show that any accumulation point λ ∞ of {λ t : t > 0} is a probability measure on X invariant under the action of some unipotent subgroup W ⊂ H. In §3, we will apply the Ratner's theorem and the linearization technique to deduce the linear dynamical condition described above. In §4, we will prove a basic lemma that allows us to proceed the perturbation of the diagonal subgroup described as above. In §5, we will study the case that every W -ergodic component of λ ∞ is induced by the Haar measure on some normal subgroup G 1 of G with closed orbit. In §6, we will finish the proof of Theorem 1.6. Notation 1.8. Throughout this paper, we will use the following notation.
For ǫ > 0 small, and two quantities A and B, A
Given some quantity A > 0, O(A) denotes some quantity B such that |B| ≤ CA for some contant C > 0.
Acknowledgements. The author thanks Professor Nimish Shah for suggesting this problem to him.
2. Unipotent invariance and non-divergence of limit measures 2.1. Preliminaries on Lie group structures. We first recall some basic facts of the groups SO(n, 1) and H = (SO(n, 1)) k . We may realize SO(n, 1) as the group of n + 1 by n + 1 matrices with determinant one and preserving the quadratic form Q in n + 1 real variables defined as follows:
Let us fix the maximal R split Cartan subgroup B = {b(t) : t ∈ R} as follows:
Let us denote B + = {b(t) : t > 0}. The expanding horospherical subgroup U + (B) of SO(n, 1) with respect to B is isomorphic to R n−1 with isomorphism u : R n−1 → U + (B) defined as follows:
Similarly the contracting horospherical subgroup U − (B) of SO(n, 1) with respect to B is isomorphic to R n−1 with isomorphism u − : R n−1 → U − (B) defined as follows:
Let Z(B) ⊂ SO(n, 1) denote the centralizer of B in SO(n, 1). We may choose a maximal compact subgroup K ⊂ SO(n, 1) isomorphic to SO(n) such that M := Z(B) ∩ K is of form as follows:
By identifying m ∈ M with k(m) ∈ SO(n − 1), we may identify M with SO(n − 1). We also have that Z(B) = MB.
It is easy to check that for any m ∈ M = SO(n−1) and any
. Therefore, the conjugate action of Z(B) = MB on U + (B) defines an action of Z(B) on R n−1 . Let us denote this action by Ad + . For the same reason, the conjugate action of Z(B) on U − (B) defines an action of Z(B) on R n−1 . We denote this action by Ad − . It is easy to check that for mb(t) ∈ Z(B) where m ∈ SO(n − 1), and x ∈ R n−1 , Ad
B and {u − (rx) : r ∈ R}. In this SL(2, R) copy, u(x) corresponds to 1 1 0 1 , b(t) corresponds to e t e −t , and u
). Let us denote this SL(2, R) copy by SL(2, x). Let us define
It is easy to check that J(x) ∈ SL(2, x) and it corresponds to 0 1 −1 0 ∈ SL(2, R).
Now let us have a look at
Let U + (A) ⊂ H and U − (A) ⊂ H denote the expanding and contracting horospherical subgroups of H with respect to A respectively. Let us define:
k which we will denote by Ad + (and Ad − , respectively). It is easy
and Ad
corresponds to e t e −t , and u
and it corresponds to 0 1 −1 0 in SL(2, R).
Unipotent invariance of limit measures. Let us put
where ϕ i (s) ∈ R n−1 denotes the ith component of ϕ. Recall that for t > 0, µ t denotes the normalized parametric measure on the curve a(t)u k (ϕ(I))x, namely, for f ∈ C c (X),
Given a subinterval J ⊂ I, let µ J t denote the normalized parametric measure on the curve a(t)u k (ϕ(J))x. In this subsection, we will modify µ t 's and prove the unipotent invariance for the corresponding limit measures.
Without loss of generality, we may assume that
−1 is defined for almost every s ∈ I, we have that ϕ i (s) is not constant for each i = 1, 2, . . . , k. Therefore, there is a finite set S = {s 1 , s 2 , . . . , s l } ⊂ I, such that for any
Definition 2.1. For any closed subinterval J ⊂ I \ S, we can choose an analytic curve z : J → Z(A) such that for any s ∈ J, Ad
Proof. For any fixed f ∈ C c (G/Γ) and ǫ > 0, we want to show that for t > 0 large enough,
and for any t > 0,
Since f is uniformly continuous, there exists a constant δ > 0, such that if
We cut I \∪ s ′ ∈S B s ′ into several small closed subintervals J 1 , J 2 , . . . , J p , such that, for every
, we have that there exists a constant T r > 0, such that for t > T r ,
Then for t > max 1≤r≤p T r , we can sum up the above approximations for r = 1, 2, . . . , p and get
Combined with (2.1) and (2.2), the above approximation implies that
which is equivalent to
Because ǫ > 0 can be arbitrarily small, the proof is completed.
By Proposition
(1) (s) = 0 for i = 1, 2, . . . , k, then the equidistribution of {µ t : t > 0} as t → +∞ will follow. Therefore, later in this paper, we will assume that for all s ∈ I, (ϕ i ) (1) (s) = 0 for i = 1, 2, . . . , k, and define λ t to be the normalised Lebesgue measure on the curve {z(s)a(t)u k (ϕ(s))x : s ∈ I}. Our goal is to show that λ t → µ G as t → +∞.
For k ′ ≤ k, let e k ′ = (e 1 , . . . , e 1 , 0, . . . , 0) where the first k ′ components are e 1 and the rest are 0. Let
We will show that any limit measure of {λ t : t > 0} is invariant under the unipotent subgroup
Proof. Given any f ∈ C c (X), and r ∈ R, we want to show that
Since z(s) and ϕ(s) are analytic and defined on closed interval I = [a, b], there exists a constant T 1 > 0 such that for t ≥ T 1 , z(s) and ϕ(s) can be extended to analytic curves defined on [a − |r|e −2ηt , b + |r|e −2ηt ]. Throughout the proof, we always assume that t i ≥ T 0 . Then z(s + re −2ηt i ) and ϕ(s + re −2ηt i ) are both well defined for s ∈ I. From the definition of λ ∞ we have
We want to show that
≈ z(s) for t i large enough, it suffices to show that
In fact,
By the definition of z(s), we have the above is equal to
This shows that
Therefore, for any δ > 0, there is some constant T ≥ T 1 , such that for t i ≥ T ,
Given ǫ > 0, we choose δ > 0 such that whenever
. Let T > 0 be the constant as above. Then from the above argument, for t i > T , we have
therefore,
It is easy to see that when t i is large enough,
Therefore, for t i large enough,
Letting t i → +∞, we have
Since the above approximation is true for arbitrary ǫ > 0, we have that µ ∞ is W k 1 -invariant.
For simplicity, later in this paper, we will denote W k 1 by W .
2.3. Non-divergence of limit measures. We will prove that any limit measure λ ∞ of {λ t : t > 0} is still a probability measure on X. To do this, it suffices to prove the following proposition.
Proposition 2.5. For any ǫ > 0, there exists a compact subset K ǫ ⊂ X such that
To prove this proposition, we need to introduce a particular representation of G.
Definition 2.6. Let g denote the Lie algebra of G, and let d = dim G. We define
i Ad(·). This defines a linear representation of G:
Remark 2.7. In this paper, we will treat V as a representation of H.
Notation 2.8. Let F be a Lie group, and V be a finite dimensional linear representation of F . Then for a one-parameter diagonal subgroup D = {d(t) : t ∈ R} of F , we can decompose V as the direct sum of eigenspaces of D, i.e.,
where
and similarly,
For a vector v ∈ V, we denote by v
, and V ±0 (D) respectively).
The following theorem due to Kleinbock and Margulis [KM98] is the basic tool to prove the proposition: Theorem 2.9 (see [Dan84] and [KM98] ). Fix a norm · on V . There exist finitely many vectors v 1 , v 2 , . . . , v r ∈ V such that for each i = 1, 2, . . . , r, the orbit Γv i is discrete, and the following holds: for any ǫ > 0 and R > 0, there exists a compact set K ⊂ X such that for any t > 0 and any subinterval J ⊂ I, one of the following holds:
S.1 There exist γ ∈ Γ and j ∈ {1, . . . , r} such that
Remark 2.10. The proof for polynomial curves is due to Dani [Dan84] , and the proof for analytic curves is due to Kleinbock and Margulis [KM98] . The crucial part to prove the above theorem is to find constants C > 0 and α > 0 such that in this particular representation, all the coordinate functions of a(t)u k (ϕ(·)) are (C, α)-good. Here a function f : I → R is called (C, α)-good if for any subinterval J ⊂ I and any ǫ > 0, the following holds:
The following basic lemma is the key to prove Proposition 2.5: Lemma 2.11 (Basic Lemma). Let V be a finite dimensional represenation of H, and let ϕ : I → (R n−1 ) k be an analytic curve as above. For any nonzero vector v ∈ V , there exists some s ∈ I such that
Here V − (A) is defined as in Notation 2.8.
We will postpone the proof to §4.
Proof of Proposition 2.5 assuming Lemma 2.11. Let V be as in Definition 2.6. Since A ⊂ H is a diagonal subgroup, we have the following decomposition as in Notation 2.8:
Choose the norm · on V to be the maximum norm associated to some choices of norms on V λ (A)'s. For contradiction we assume that there exists a constant ǫ > 0 such that for any compact subset K ⊂ G/Γ, there exist some t > 0 such that λ t (K) < 1 − ǫ. Now we fix a sequence {R i > 0 : i ∈ N} tending to zero. By Theorem 2.9, for any R i , there exists a compact subset K i ⊂ X, such that for any t > 0, one of the following holds:
S1. There exist γ ∈ Γ and j ∈ {1, . . . , r} such that
S2.
|{s ∈ I : a(t)u k (ϕ(s))x ∈ K i }| ≥ (1 − ǫ)|I|. From our hypothesis, for each K i , there exists some t i > 0 such that S2. does not hold. So there exist γ i ∈ Γ and v j(i) such that
By passing to a subsequence of {i ∈ N}, we may assume that v j(i) = v j remains the same for all i. Since Γv j is discrete in V , we have t i → ∞ as i → ∞ and there are the following two cases: Case 1. By passing to a subsequence of {i ∈ N}, γ i v j = γv j remains the same for all i. Case 2. γ i v j → ∞ along some subsequence.
For Case 1: We have a(t i )u k (ϕ(s))gγv j → 0 as i → ∞ for all s ∈ I. This implies that
which contradicts Lemma 2.11. For Case 2: After passing to a subsequence, we have By Lemma 2.11, let s ∈ I be such that u k (ϕ(s))v ∈ V − (A). Then by (2.5) there exists δ 0 > 0 and i 0 ∈ N such that
contradicts (2.4). Thus Cases 1 and 2 both lead to contradictions.
Remark 2.12. The same proof also shows that any limit measure of {µ t : t > 0} is a probability measure on X.
Ratner's theorem and the linearization technique
Take any convergent subsequence λ t i → λ ∞ . By Proposition 2.4 and Proposition 2.5, λ ∞ is a W -invariant probability measure on X, where W is a unipotent one-parameter subgroup given by (2.3). We will apply Ratner's theorem and the linearization technique to understand the measure λ ∞ .
For L ∈ L, define:
We formulate Ratner's measure classification theorem as follows (cf. [MS95] ):
If µ ∞ = µ G , then there is nothing to prove. So we may assume
Now we want to apply the linearization technique to obtain algebraic consequences of this statement.
Definition 3.3. Let V be the finite dimensional representation of G defined as in Definition 2.6, for L ∈ L, we choose a basis e 1 , e 2 , . . . , e l of the Lie algebra l of L, and define
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Remark 3.4. It is easy to see that the stabilizer of p L is
Using the fact that ϕ is analytic, we obtain the following consequence of the linearization technique (cf. [Sha09c, Sha09b, Sha10] ). SS1. |{s ∈ J : a(t)u(ϕ(s))gΓ ∈ O}| ≤ ǫ|J|.
SS2. There exists
The following proposition provides the obstruction to the limiting measure not being Ginvariant in terms of linear actions of groups, and it is a key result for further investigations.
Proposition 3.6. There exists a γ ∈ Γ such that
Proof (assuming Lemma 2.11). By (3.2), there exists a compact subset C ⊂ N(L, W )) \ S(L, W ) and ǫ > 0 such that µ ∞ (CΓ) > ǫ > 0. Apply Proposition 3.5 to obtain D, and choose any Φ, and obtain a O so that either SS1. or SS2. holds. Since λ t i → µ ∞ , we conclude that SS1. does not hold for t = t i for all i ≥ i 0 . Therefore for every i ≥ i 0 , SS2. holds and there exists γ i ∈ Γ such that
Since Γp L is discrete in V , by passing to a subsequence, there are two cases:
In Case 1, since Φ is bounded in (3.4), we deduce that
3) holds. In Case 2, by arguing as in the Case 2. of the Proof of Proposition 2.5, using Lemma 2.11, we obtain that a(t i )u(ϕ(s))gγ i p L → ∞. This contradicts (3.4), because z(s) ⊂ Z H (A) and Φ is bounded. Thus Case 2 does not occur.
Basic lemmas
In this section we will recall and prove some basic lemmas on linear representations of SL(2, R) and H = (SO(n, 1)) k . They are very important to study the linear algebraic condition (3.3).
We recall the following lemma on linear representations of SL(2, R) due to Shah and Yang [SY16] : 
14 Express V as the direct sum of eigenspaces with respect to B:
. Then for any r = 0,
In particular, if ω max (v) < 0, then ω max (u(r)v) > 0 for any r = 0. Moreover if the equality holds in (4.1), then
The following lemma will allow us to perturbate the diagonal subgroup A = {a(t) : t ∈ R}:
k be an analytic curve as in Theorem 1.6 and V be a representation of H. Suppose there exists a nonzero vector v ∈ V such that
Proof. We first prove the following claim:
0 (A) is invariant under the following unipotent subgroup
Proof of the claim. On the one hand,
Therefore as t → +∞,
On the other hand,
for some constant a > 0. As
Thus, we have that
This proves the claim.
Let us define
. . , b(t), e, . . . , e) : t ∈ R}, where the first k 1 components are b(t) and the rest are identity e. Now let us consider the SL(2, R) copy in H with u k (r(ϕ 1 ) (1) (s), . . . , r(ϕ k 1 ) (1) (s), 0, . . . , 0) corresponding to 1 r 0 1 , and b k 1 (t) corresponding to e t e −t . Let us denote this subgroup by SL(2, k 1 ). Considering V as a represenation of this SL(2, R), we have that (u k (ϕ(s))v) 0 (A) is invariant under 1 r 0 1 : r ∈ R . By basic theory of SL(2, R) representations, we conclude that
By replacing A by A ǫ we can repeat the process above, untill we get A ǫ = A ′ . This completes the proof.
Applying the above lemma several times until η 1 = η 2 = · · · = η k , we conclude the following:
where A good := {a good (t) := (b(t), b(t), . . . , b(t)) : t ∈ R}.
The following result can be regarded as a corollary of Lemma 4.1:
Corollary 4.5. Let H, V , ϕ : I → (R n−1 ) k and A good := {a good (t) : t ∈ R} be as above. Suppose a nonzero vector v ∈ V satisfies that
Proof. Let us fix a point s 0 ∈ I such that (ϕ(s) − ϕ(s 0 )) −1 is defined for almost every s ∈ I and {(ϕ( 
is also fixed by A good . By basic facts of representation theory, we conclude that (u k (ϕ(s 0 ))v) 0 (A good ) is fixed by the whole H. 
Finally we will finish the proof of Lemma 2.11.
Proof of Lemma 2.11. Suppose v ∈ V \ 0 satisfies that {u k (ϕ(s))v} s∈I ⊂ V − (A), then by Lemma 4.6, we have that v is fixed by H, which contradicts the assumption.
Normal subgroups with closed orbits
Recall that a(t) = (b(η 1 t), b(η 2 t), . . . , b(η k t)) where
Here we further assume that
Recall that for k ′ = 1, 2, . . . , k, W k ′ = {u k (re k ′ ) : r ∈ R} is defined by (2.3) and W = W k 1 . In this section, we will deal with the second difficulty discussed in §1.4. Let λ ∞ be a limit measure of {λ t : t > 0}. Let us consider the following special case: there exists a normal subgroup G 1 ∈ L such that λ ∞ (π (N(G 1 , W ) )) > 0, and λ ∞ (π(S(G 1 , W ))) = 0.
For the case given as above, we will prove the following proposition:
Proof. By Theorem 3.2, we have that every W -ergodic component of the restriction of λ ∞ on π (N(G 1 , W ) ) is of form gµ G 1 . Since G 1 is a normal subgroup of G, we have that W ⊂ G 1 and N(G 1 , W ) = G. This implies that every W -ergodic component of λ ∞ is of form gµ G 1 . In particular, λ ∞ is G 1 invariant. Let H 1 := H ∩ G 1 , then H 1 is a normal subgroup of H containing W . Note that H = (SO(n, 1)) k , we have that H 1 is of form k i=1 Q i where each Q i is either SO(n, 1) or {e}. Let us call Q i the ith component of H 1 . Since W = W k 1 ⊂ H 1 ,we have that Q i = SO(n, 1) for i = 1, . . . , k 1 . If the first k 2 components of H 1 are all SO(n, 1), then there is nothing to prove (W k 2 is contained in H 1 which fixes λ ∞ ). Thus, later in the proof, we will assume that for some k 1 + 1 ≤ i ≤ k 2 , Q i = {e}. Let H(1) := H/H 1 . Since the first k 1 components of H 1 are all SO(n, 1), H(1) can be written as k i=k 1 +1 S i where each S i is either SO(n, 1) or {e}. For simplicity, we can realize H(1) as (SO(n, 1)) k−k 1 . For the same reason, we can realize A(1) := A/A ∩ H 1 as {a 1 (t) := (b(η k 1 +1 t), . . . , b(η k t)) : t ∈ R} and U + (1) := U + (A)/U + (A) ∩ H 1 as {u ′ (x k 1 +1 , . . . , x k ) := (u(x k 1 +1 ), . . . , u(x k )) : x k 1 +1 , . . . , x k ∈ R n−1 }.
Let ϕ 1 : I → (R n−1 ) k−k 1 , and z 1 : I → (SO(n − 1)) k−k 1 respectively, denote the projection of ϕ : I → (R n−1 ) k , and z : I → (SO(n − 1)) k respectively, onto the last k − k 1 components. Let G(1) := G/G 1 , Γ(1) := Γ/Γ ∩ G 1 , then X(1) := G(1)/Γ(1) is also a homogeneous space. The projection of z(s)a(t)u k (ϕ(s))x onto X(1) can be realized as z 1 (s)a 1 (t)u ′ (ϕ 1 (s))x. Let λ t (1) denote the normalized linear measure on {z 1 (s)a 1 (t)u ′ (ϕ 1 (s))x : s ∈ I}, and λ ∞ (1) denote the projection of λ ∞ onto X(1), then λ ∞ (1) is a limit measure of {λ t (1) : t > 0}, and λ ∞ can be written as ∈ (R n−1 ) k−k 1 denotes the projection of e k 2 onto the last k − k 1 components. Combined with (5.1), this implies that λ ∞ is invariant under the action of W k 2 .
Conclusion
In this section, we will finish the proof of Theorem 1.6.
Proof of Theorem 1.6. For any convergent subsequence λ t i → λ ∞ , we need to show that λ ∞ = µ G . Suppose not, then by Proposition 3.6, there exist L ∈ L and γ ∈ Γ, such that , then H ⊂ F since H is generated by it unipotent one-parameter subgroups. Moreover, F x = gγπ(F 1 ) is closed and admits a finite F -invariant measure. Then since Hx = G/Γ, we have F = G. This implies F 1 = G and thus L is a normal subgroup of G. By Proposition 5.1, λ ∞ is invariant under the action of W k 2 where k 2 > k 1 . By repeating the argument above with W = W k 1 replaced by W k 2 , we conclude that there exists a normal subgroup L 2 ∈ L containing W k 2 such that every W k 2 -ergodic component of λ ∞ is of form gµ L 2 . Repeating the proof of Proposition 5.1, we can conclude that λ ∞ is invariant under the action of W k 3 . Repeating this process, we will get that λ ∞ is invariant under W k j = W k . Moreover, there exists a normal subgroup L j ∈ L containing W k such that every W k -ergodic component of λ ∞ is of form gµ L j . Since H ∩ L j is a normal subgroup of H containing W k , we have that H ⊂ L j . Since L j is a normal subgroup of G and π(L j ) is a closed orbit with finite L j -invariant measure, every orbit of L j on G/Γ is also closed and admits a finite L j -invariant measure, in particular, L j x is closed. But since Hx is dense in G/Γ, L j x is also dense. This shows that L j = G, which contradicts our hypothesis that the limit measure is not µ G .
This completes the proof.
