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Geometric structure of an optimization landscape is argued to be fundamentally important to
support the success of deep learning. However, recent research efforts focused on either of toy
random models with unrealistic assumptions and numerical evidences about different shapes of the
optimization landscape, thereby lacking a unified view about the nature of the landscape. Here,
we propose a statistical mechanics framework by directly building a least structured model of the
high-dimensional weight space, considering realistic structured data, stochastic gradient descent
algorithms, and the computational depth of the network parametrized by weight parameters. We
also consider whether the number of network parameters outnumbers the number of supplied training
data, namely, over- or under-parametrization. Our least structured model predicts that the weight
spaces of the under-parametrization and over-parameterization cases belong to the same class. These
weight spaces are well-connected without any heterogeneous geometric properties. In contrast, the
shallow-network has a shattered weight space, characterized by discontinuous phase transitions in
physics, thereby clarifying roles of depth in deep learning. Our effective model also predicts that
inside a deep network, there exists a liquid-like central part of the architecture in the sense that the
weights in this part behave as randomly as possible. Our work may thus explain why deep learning
is unreasonably effective in terms of the high-dimensional weight space, and how deep networks are
different from shallow ones.
I. INTRODUCTION
Artificial deep neural networks have achieved the state-of-the-art performances in many industrial and academic
domains ranging from pattern recognition and natural language processing [1] to many-body quantum physics and
classical statistical physics [2]. However, it remains challenging to reveal mechanisms underlying the success of deep
learning. One key obstacle is building the causal relationship between the high-dimensional non-convex optimization
landscape and the state-of-the-art performances of deep networks [3]. In past few years, many theoretical and empirical
efforts contributed to understanding this fundamental relationship. Poor local minima of the optimization landscape
are rare in the over-parametrization regime where the number of trainable parameters (weights) in a typical deep
network is much larger than the number of training data [4]. All minima in the landscape were shown to be global
minima, given special requirements for network architectures and neural activation functions [5]. In particular, no
substantial barriers between minima are observed in deep learning [6]. Even these minima can be connected via hyper-
paths within a unique global valley [7–9]. The geometric structure of local minima was also extensively studied [10–
12]. Among these studies, the concept of flat minima is attractive yet remains controversial [13–16]. The flat minima
implies that the weights around them can be perturbed without significantly changing the training cost function. The
flatness of such minima was empirically supported by the eigen-spectrum of the Hessian matrix evaluated at those
minima [11]. The curvature of the landscape was also claimed to correlate with the generalization ability of deep
networks for unseen data [17]. Therefore, studying deep networks from the perspective of the high-dimensional weight
space is a hot topic yet under heated debate.
Physics methods have been applied to investigate the weight space structure of non-convex high-dimensional prob-
lems, e.g., the spherical/binary spin model approximation of deep neural networks [18–21], and the weight space
structure of binary perceptron problems [22–24]. However, one drawback of these studies lies at their strong assump-
tions to build toy models. These models assume unstructured data as well as shallow networks, and moreover the
learning behavior is far from the practical training procedure used in a typical deep learning. Therefore, the commu-
nity has not reached conclusive analytic results about what the geometric structure of the deep-learning landscape
looks like.
Here, from a conceptually different viewpoint, we propose a data-driven effective model, taking into account inter-
actions among structured data, deep architectures, and training. We consider deep networks of binary weights that
are amenable for theoretical analysis and moreover can be efficiently trained with mean-field methods [25]. Then the
weight configurations realizing a high classification accuracy of the structured data are collected as a large ensemble,
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FIG. 1: Schematic illustration of how to construct an effective physics model analyzing the deep-learning weight space. We
consider a four-layer neural network of binary weights to perform a classification task, where the input data pass through the
weight regions of the left boundary (LB), the interior (ITR), and the right boundary (RB) in order. After the neural network is
trained from different initializations, the weight statistics including magnetizations (first-order moments) mi = 〈σi〉 and pairwise
correlations (second-order moments) Cij = 〈σiσj〉 will be computed directly from the collected weight configurations. Based
on the weight statistics, we establish an effective data-driven Ising model that is able to reflect the weight space characteristics,
and then apply the entropy landscape analysis by introducing a distance-dependent extra term into the Boltzmann distribution
of the effective Ising model. The entropy landscape analysis can help to explore the internal structure of the weight parameter
space by counting how dense weight parameters σ are at a typical distance d away from the reference one σ∗.
whose statistics is described by first-order and second-order moments. The maximum-entropy principle [26] then
applies to construct a minimal model of the weight space. The maximum-entropy principle is also a powerful tool to
analyze neural population at the collective network-activity level [27, 28]. This effective model of the practical deep
learning is then analyzed from a statistical mechanics perspective, in which the geometric structure of the entire weight
space can be characterized in different contexts: over-parametrization, under-parametrization and shallow networks.
Many intriguing properties of the geometric structure can thus be revealed, providing a coherent picture about the
landscape. Most interestingly, the results claim that deep learning shapes a large liquid-like core in the weight space
for the central part of the architecture, pointing towards a general principle underlying the success of deep learning,
in consistent with other studies from different angles [29, 30].
II. DEEP LEARNING SETTING
In order to collect weight configurations in the neural network parameter space, we design a neural network ar-
chitecture to solve the classification task of the handwritten digits (or the MNIST dataset [31]) first, and then an
extensive number of weight solutions that lead to high test accuracy are collected. The test accuracy refers to the
network’s ability to classify unseen dataset. More precisely, we consider a four-layer fully-connected feedforward net-
work. Each layer has Nl (l = 0, 1, 2, 3) neurons, where N0 equals to the dimension of the input vector, and N3 equals
to the number of total classes. The weight matrix Wl indicates connections between layer l and layer l − 1 (Fig. 1).
For simplicity, we do not consider biases for neurons. The neural activity (including the input) is transfered by a
non-linear function, i.e., the leaky ReLU (L-ReLU) function defined by max(0, z) + 0.1 min(0, z), where z denotes the
pre-activation or the weighted-sum of input activities. We finally add a softmax layer after the output layer and use
the cross entropy as the loss function.
To collect a sufficient number of weight configurations and facilitate theoretical analysis, we require that the neural
network architecture should meet two demands. First, the model complexity, namely, the number of the total weights
should be small. This avoids a sharp growth of the computational cost consumed to collect a huge number of weight
configurations. Second, the weight of the neural network should take binary values {+1,−1}, as the following analyses
are based on the Ising model, in which the weights are analogous to the spins in a physics model.
To fulfill the first demand, we should first create a set of input data with low dimension. Thus, we carry out a
principal component analysis (PCA) of the MNIST dataset, retaining only the top 20 principal components, which
explain about 64.5% of the total variance in the original data. After this dimension reduction, a relatively high-quality
reconstruction of the digits can be performed. Although the loss of information will degrade the test accuracy, we
can still reach a relatively high test accuracy (see Appendix C).
Because of the second demand, the network with binary weights is difficult to train by the standard gradient decent
algorithm, due to the fact that the cost function is not differentiable with respect to the discrete synaptic weight. To
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FIG. 2: Neural network training and properties of weight configurations sampled from independent runs of training. (a)
Training trajectories of four-layer networks. The cross-entropy (the orange line) and test accuracy (the blue line) can reach
0.2 and 85%, respectively at the 200-th epoch, where the fluctuation indicated by the shadow regime is computed from ten
independent training runs. (b) Two-dimensional representations of 20 000 random initializations (green dots) and 20 000 learned
weight configurations (blue dots). The low dimensional projection is carried out by the t-SNE technique [33]. The random
initialization denotes the weight configuration (or state) sampled by the Gaussian random initial fields θ0. The collected weight
configurations (or solution states) are obtained at the end of the training starting from the initial fields θ0. For the solution
states, the deeper their colors are, the higher the corresponding test accuracies are, while the random initial states are all of
the same green color of chance-level accuracy.
tackle this challenge, we apply a recently-proposed mean-field training algorithm [25]. More precisely, we consider the
situation that each weight wlij follows a binomial distribution P (w
l
ij) parametrized by an external field θ
l
ij as follows:
P (wlij) = σ(θ
l
ij)δwlij ,1 + [1− σ(θ
l
ij)]δwlij ,−1, (1)
where σ(·) is a sigmoid function. The external fields are clearly continuous. Therefore, the standard backpropagation
can be applied to the external fields {θlij}, instead of weights (ill-defined in gradients).
In the feedforward transformation, the pre-activation can be written as zlj =
∑
i w
l
ija
l−1
i , where a
l−1
i is the activation
at the layer l−1. The weight wlij is subject to the aforementioned binomial distribution, and thus its mean and variance,
i.e., µlij and (σ
l
ij)
2, are given by:
µlij = 〈wlij〉 = 2σ(θlij)− 1, (2a)
(σlij)
2 = 〈(wlij)2〉 − 〈wlij〉2 = −4σ2(θlij) + 4σ(θlij). (2b)
To avoid a direct sampling process, we use the local re-parametrization trick [32]. According to the central limit
theorem, zlj can then be approximated to follow a Gaussian distribution z
l
j ∼ N
(∑
i µ
l
ija
l−1
i ,
∑
i(σ
l
ij)
2(al−1i )
2
)
.
Hereafter, we define the mean and variance of zlj to be m
l
j and (v
l
j)
2, respectively. Taken together, the feedforward
transformation can be finally re-parametrized as:
zlj = m
l
j + v
l
j · lj , (3a)
alj =
1√
Nl−1
L-ReLU(zlj), (3b)
where lj is a standard Gaussian random variable, and
1√
Nl−1
is a scaling factor to eliminate the layer-width dependence
of the activation alj . Detailed training procedures are given to Appendix A.
In practice, we use two hidden layers with 15 neurons for each. The widths of input layer and output layer are
determined by the data, which are 20 and 10, respectively. Thus, our network architecture is specified by 20-15-15-10,
resulting in the number of weight parameters N = 675. Unless stated otherwise, we use the entire MNIST dataset
(i.e., 60 000 digits examples) for training and the other 10 000 examples for testing. By fine tuning hyper-parameters
of the training procedure (see Appendix C), the neural network can reach a test accuracy of 85% [Fig. 2(a)], i.e., the
trained network can classify correctly 85% of the unseen test dataset. To collect distinct weight configurations, we
4train the neural network for 50 epochs starting from a random Gaussian initialization of external fields θ during each
sampling trial. Then, we use the trained external fields to generate 10 weight configurations and select the one with
the optimal test accuracy (≥ 80%). In this way, we obtain two million weight configurations with test accuracies
ranged from 80% to 83%, for constructing an effective model.
To give a brief picture of the weight parameter space, we apply the t-SNE dimension reduction technique [33] to
20 000 random initialization points and the corresponding learned weight configurations with the same number. Here,
random initialization points represent the weight parameters sampled from the Gaussian-initialized external fields,
from which the external fields are trained to reach the test accuracy threshold. The collected weight configurations
are sampled from the final binomial distribution. Note that the dominant part of the weight configuration space
(valid weights realizing the classification task) seems to be organized into a large connected component [Fig. 2 (b)],
which also indicates that compared to the entire parameter space, the weight space realizing the classification task
occupies a relatively small region. Next, we design a semi-rigorous statistical mechanics framework to explore a
detailed high-dimensional geometric structure of the weight space for the current deep-learning model.
III. DATA-DRIVEN ISING MODEL
We build a data-driven Ising model to describe the two million weight configurations, as we are interested in
the statistical properties of the deep-learning weight space. More precisely, weight parameter solutions W =
{w1, w2, . . . , wN} are transformed to spin configurations σ = {σ1, . . . , σN} in the following analysis. Given the
constraints of weight statistics including magnetization (first-order moments) mi = 〈σi〉 and pairwise correlation
(second-order moments) Cij = 〈σiσj〉, the least-structured-model probability distribution P (σ) to fit the weight
statistics follows the maximum entropy principle [26] (see also Fig. 1 for an illustration). According to this principle,
P (σ) is recast into the form of the Boltzmann distribution:
P (σ) =
1
Z
exp(−βE(σ)), (4)
where Z is the partition function in statistical physics, β is the inverse temperature (β = 1 throughout the paper as it
can be absorbed into the model parameters), and E (σ) = −∑i<j Jijσiσj −∑i hiσi is the energy that is consistent
with the Ising-model’s Hamiltonian. The model parameter Jij denotes the functional coupling between weight σi and
weight σj interpreting the second-order correlation among weights, where Jij > 0 and Jij < 0 refer to ferromagnetic
and anti-ferromagnetic interactions, respectively. The model parameter hi denotes the bias of the weight σi, reflected
by the external field on the weight σi after training.
To find the model parameters Ω = {J,h}, we use the gradient accent algorithm corresponding to the maximum
likelihood learning principle. By maximizing the log-likelihood 〈ln (PΩ(σ))〉weight-data with respect to the model
parameters Ω = {J,h}, we can obtain the following iterative learning rules [34]:
J t+1ij = J
t
ij + η
(〈σiσj〉data − 〈σiσj〉model ) , (5a)
ht+1i = h
t
i + η (〈σi〉data − 〈σi〉model ) , (5b)
where t and η denote the learning step and learning rate, respectively. In the above learning equation, the data
expectation terms can be directly computed from the sampled parameter solutions. However, the model expectation
terms are commonly difficult to compute due to the O(2N ) computation complexity. Fortunately, the cavity method
in spin glass theory (Appendix B) can be used to approximate the model expectations. At each learning step, to
evaluate how well the Ising model fits the weight statistics, we compute the root-mean squared error (or deviation)
between the data expectations and model expectations:
∆ =
√
1
N
∑
i
[
mdatai −mmodeli
]2
+
2
N(N − 1)
∑
i<j
[
Cdataij − Cmodelij
]2
, (6)
from which a perfect fitting leads to a zero deviation. We stop the learning when ∆ < 0.01 or after 300 learning steps
are reached.
In Fig. 3(b), we verify that the reconstructed magnetizations and correlations from the data-driven Ising model
are in good agreement with the measured ones, which ensures that the data-driven Ising model is an effective model
whose model parameters Ω = {J,h} capture statistical properties of the deep-learning weight space. The histogram
of the model parameters is shown in Fig. 3(a). Note that most of the couplings are concentrated around zero value for
the full model, despite a relatively less frequent tail. In contrast, the bias is broadly distributed. To get more insights
about the model parameters, we plot the histogram for different sub-parts of the deep network [Fig. 3(d)]. Compared
5to the boundaries, i.e., LB and RB, the interior’s couplings are more concentrated around zero value, and moreover
the corresponding biases are all concentrated around 0.25 corresponding to the highest peak in the histogram of Fig. 3
(a), which clearly implies that weights in the interior of the deep network have weak correlations, behaving like in
a high temperature phase, as we shall prove semi-rigorously. More precisely, 20 peaks in the LB’s bias distribution
correspond to 20 input neurons, while 10 peaks in the RB’s bias distribution correspond to 10 output neurons.
Given the model parameters of the constructed Ising model, we can compute the model energy of every weight
configuration directly. Fig. 3(c) shows the model energy density versus the test accuracy. Though the fluctuation is
large, we find that low energy configurations tend to have high accuracies, which helps to build an intuitive relationship
between the model energy landscape and the deep-learning landscape.
IV. ENTROPY LANDSCAPE ANALYSIS
In the previous section, we construct an effective Ising model, whose model parameters preserve the information
up to second order correlations of the weight space. In order to explore the internal structure of the weight space of
the deep learning, we introduce a distance-dependent term x
∑
i σ
∗
i σi in the original Boltzmann distribution [Eq. (4)]
as follows [28]:
P (σ) =
1
Z
exp
β∑
i<j
Jijσiσj + β
∑
i
hiσi + x
∑
i
σ∗i σi
 , (7)
where σ∗ is the reference weight configuration, and x is the coupling field constraining the distance between the
configuration σ and the reference one σ∗. Intuitively, x > 0 implies that the weight configurations closer to the
reference are preferred, while x < 0 implies that the weight configuration far away from the reference are preferred
(see Fig. 1 for an illustration).
Then the geometric structure of the high-dimensional weight space can be summarized into the constrained free
energy function given below.
βf ≡ − 1
N
ln
∑
σ
exp
(
−βE(σ) + x
∑
i
σ∗i σi
)
, (8)
where E(σ) is the Hamiltonian of the effective model. We further introduce the energy density  = E(σ)/N and the
overlap q =
∑
i σiσ
∗
i /N . It then follows that
βf = − 1
N
ln
∫∫
ddq exp
(
−Nβ+Nxq + ln
∑
σ
δ
(
− E(σ)
N
)
δ
(
q −
∑
i σiσ
∗
i
N
))
= − 1
N
ln
∫∫
ddq exp (−Nβf(, q)) ,
(9)
where βf(, q) ≡ β− xq − s(, q) is the constrained free energy as a function of energy density  and overlap q. This
constrained free energy captures the competition between the model energy and entropy. The entropy is defined by
s(, q) = 1/N ln
∑
σ
δ(− E(σ)N )δ(q −
∑
i σiσ
∗
i
N ), measuring the log-number of the weight configurations with energy N
and overlap q given a reference.
When the system size N (675 in this paper) is large in Eq. (9), the Laplace method can be used to approximate the
integral by taking only the dominant contribution. Hence, f ≈ min,q f(, q). To estimate the minimal free energy
density f(, q) and the corresponding saddle-point values (, q), we iteratively solve the mean-field equations based
on the cavity approximation (Appendix B). Then, the entropy density s(, q) is calculated via the double Legendre
transformation s(, q) = −βf + β − xq. For the convenience in the further analyses, we introduce the Hamming
distance (N −∑i σiσ∗i ) /2, which counts the number of weights that are distinct between the target configuration
σ and the reference one σ∗. The Hamming distance per weight d can thus be transformed from the overlap by
d = (1− q)/2. In the following analysis, we omit the energy density dependence of s(, q) and write it as the function
of d, i.e., s(d). We also assume β = 1, as the inverse temperature has been absorbed into the inferred couplings and
biases of the effective model (see Sec. III).
To have a complete understanding of the deep-learning landscape, we analyze three representative scenarios. The
first one is the under-parametrization case, in which the number of training examples is larger than the network-
parameter size N . The second one is the over-parametrization case where the number of training examples is smaller
than the network-parameter size N , and the last one is the shallow-network case where all hidden layers are deleted
(for more details, see the Appendix C).
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FIG. 3: Properties of the data-driven Ising model. (a) Histograms of full-model (all) parameters. Couplings Jij and biases hi
(inset) are shown. (b) Reconstructed correlation Cij and magnetization mi (inset) from the effective Ising model versus the
measured ones for the full model. Full lines indicate the equality. (c) Ising energy density Ising versus test accuracy of the full
model. Each accuracy corresponds to a large amount of weight configurations, where the blue line indicates expectation values
and the light blue shadow denotes the fluctuation. (d) Histograms of model parameters in sub-parts (see Fig. 1) of the deep
hierarchy. Couplings Jij and biases hi (inset) are shown.
A. Under-parametrization scenario
In the under-parametrization case, the number of supplied training examples is much larger than the network-
parameter size (or the model complexity). As expected, we do not find any weight-space-structure induced phase
transitions, unlike in a similar study in neural coding space [28]. First, the distance d increases or decreases contin-
uously following either of two directions of changing the coupling field [Fig. 4 (a)]; both directions collapse into a
single curve, without any hysteresis phenomenon. This provides a strong evidence that the weight space is connected
in the absence of thermodynamically-dominant barriers. This result of the effective model coincides roughly with the
low-dimensional projection evidence shown in Fig. 2 (b) as well.
Let us then look at the entropy landscape. The entropy landscape is also smooth. For a system with discrete degrees
of freedom, one can easily compute the upper bound for the entropy sub(d) = −d ln d − (1 − d) ln(1 − d) with the
unique constraint of the distance between any two weight configurations in the high-dimensional space. One salient
feature is that three sub-parts of the deep architecture display distinct behaviors, despite a common smooth landscape.
Surprisingly, the interior region shows an entropy nearly saturating the upper bound. This region in physics behaves
like a liquid state, where there exist many realizations of weights to fulfill the classification task of the deep network,
and the learning dynamics is thus fast in this region. However, the right or left boundaries are more constrained
than the interior region with lower entropy values. The left boundary is the most constrained one among all three
parts of the deep network, while the right boundary behaves similarly to the full network of three parts. An intuitive
interpretation is that, two boundaries are directly responsible for encoding or decoding the input-output relationship
embedded in the training dataset. Allowing more freedoms in these two boundaries will sacrifice the generalization
capability of the network, which is also evidenced in our recent work of learning credit assignments [30]. In sum,
the under-parametrization does not lead to a shattered weight space, with a liquid-like interior next to two more
constrained boundaries.
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FIG. 4: Entropy landscape analyses in three different scenarios of deep learning. (a) Under-parametrization case. The curves
are the mean results over 20 distinct reference weight configurations σ∗ selected from the low energy region (for references
coming from high- and medium-energy regions, see Fig. 5 and Fig. 6 in Appendix C). Entropy curves are plotted along the
direction of the decreasing coupling field x from 3 to −3, while the Hamming distance per weight d versus x is plotted by
considering two directions of increasing and decreasing x (inset). No hysteresis loops and entropy gaps are observed. (b)
Over-parametrization case. Other conditions are the same as (a). (c) Shallow network case. The inset shows a hysteresis loop
for distance d versus coupling field x, and the entropy curves correspond to the lower-branch of the hysteresis loop. A first-order
phase transition arises in this case showing a complex landscape in the high-dimensional weight space.
B. Over-parametrization scenario
We then ask whether the nice property of the under-parametrization case transfers to the over-parametrization
case, which is the popular setting in the current deep learning era. We thus investigate the over-parametrization case,
where the number of training examples is less than the model complexity (Appendix C). We surprisingly find that
the qualitative properties of the under-parametrization case also hold in the over-parametrization case [Fig. 4 (b)], in
an excellent agreement with recent empirical studies of deep learning at a large-scale architecture [6–8]. However, we
notice a salient difference that the extent the interior entropy gets close to the upper bound is weaker than that of the
under-parametrization case, despite the fact that the interior entropy is still highest among three parts of the deep
network. Even in the over-parametrization case, a liquid-like interior inside the network exists, coinciding exactly with
a recent study of deep networks in both random inputs/outputs setting and teacher-student generalization setting [29].
This recent study claimed a glass-liquid-glass/solid-liquid-solid pattern inside the deep-learning architecture. Despite
a relatively small scale for the sake of the data-driven analytical study, our work claims the same phenomenon in
the central part of the deep network by constructing an effective data-driven model for a practical deep learning.
Although we do not observe a glass/solid like boundaries (unlike in the recent study [29]), these two boundaries are
clearly more constrained than the central part. We thus expect that these boundaries may enter a glass/solid phase
in the thermodynamic limit, which is a very interesting future direction.
C. Shallow networks
To explore the benefit of depth, an important characteristic of the deep learning, we study a shallow-network
architecture without any hidden layers. Other conditions are the same with the other two scenarios. Using the same
statistical mechanics framework, we surprisingly find a first-order phase transition in the distance-coupling-field profile
[Fig. 4 (c)]. The discontinuous transition is characterized by a hysteresis loop and associated entropy gaps, irrespective
of references selected from high-, medium- and low-energy regions. For the shallow-network case, the weight space is
shattered into clusters separated by entropy gaps. In particular, a double-discontinuous transition is even observed
for the low-energy references, implying that the weight space around the low-energy references becomes much more
complex, as also revealed in a biological data analysis of retina coding [28].
Compared to the deep network, the dynamics in the shallow network can be strongly affected by the discontinuous
transition because of metastability in thermodynamic states. When adding more hidden layers, the shattered weight
space is replaced by a connected smooth sub-space, demonstrating the benefit of depth. Our effective model thus
provides a theoretical tool to distinguish a shallow network from a deep one.
8V. CONCLUSION
Previous studies along the line of exploring the weight-space landscape of deep learning focused on either non-
practical toy models [4, 18–20, 29] or empirical studies of practical deep training [11, 12, 14, 15, 35]. In contrast, we
build a data-driven effective model to describe the geometric structure of the deep-learning weight space. The weight
data to establish the effective model comes from a practical training; only up to the second order correlation in the
weight space is considered for simplicity.
Our effective model reveals several interesting phenomena. First, the model can distinguish a deep network from a
shallow one in terms of weight-space geometric structure. The deep network weight-space is smooth and dominated
by a connected component, while a shattered weight space emerges in the shallow network, displaying a discontinuous
transition in the Hamming distance profile. Second, for the deep network, the under-parametrization and over-
parametrization belong to the same class, in the sense that their weight spaces are identically dominated by a single
connected component, which is consistent with recent empirical studies that claimed no substantial barriers between
minima in the deep-learning loss landscape [6–8]. Our analysis may thus support the success of deep learning despite
the NP-hardness (worst case) of the deep learning problem. A recent work revealed that as the model complexity of
continuous weights increases, the generalization error displays a cusp around a critical value of the complexity; on
both sides of this cusp, the generalization error decays [36]. It is thus interesting in future works to see whether there
exists a qualitative change in the geometric structure of the weight space around the cusp. Third, a special interior
part of a largest entropy in the weight space exists, showing a liquid-like property. In the under-parametrization case,
this giant interior landscape even gets very close to the upper bound of completely random space. The existence of the
liquid-like central part coincides exactly with two recent studies: one is the toy random models of deep learning [29],
as discussed in Sec. IV B; the other is the ensemble backpropagation applied to practical deep learning [30], which
found a peak of model entropy in the central part of the deep network.
Our work demonstrates that the statistical physics framework is a promising tool to draw a complete geometric
picture of the deep-learning landscape, and thus paves the way towards understanding the conflict between the
effectiveness of deep learning and the training failures predicted by traditional statistical learning theory.
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Appendix A: Mean-field training algorithms
To train a deep supervised network with binary weights, we apply the mean-field method first introduced in the
previous work [25]. In our current setting, each weight wlij is sampled from a binomial distribution P (w
l
ij) parametrized
by an external field θlij as follows,
P (wlij) = σ(θ
l
ij)δwlij ,1 + [1− σ(θ
l
ij)]δwlij ,−1, (A1)
with mean µlij = 2σ(θ
l
ij)− 1 and variance (σlij)2 = −4σ2(θlij) + 4σ(θlij). According to the central-limit theorem, the
feedforward transformation can be re-parametrized as:
zlj = m
l
j + v
l
j · lj , (A2a)
alj =
1√
Nl−1
L-ReLU(zlj), (A2b)
where mlj =
∑
i µ
l
ija
l−1
i , and v
l
j =
√∑
i(σ
l
ij)
2(al−1i )2.
During the error backpropagation phase, we need to compute the gradient of the loss function L [e.g., LCE in Fig. 2
(a)] with respect to the external field θ, which proceeds as follows:
∂L
∂θlij
=
∂L
∂zlj
∂zlj
∂θlij
=
∂L
∂zlj
(
∂mlj
∂θlij
+ lj
∂vlj
∂θlij
)
. (A3)
9We then define ∆lj ≡ ∂L∂zlj . On the top layer, ∆
l
j = y
L
j − yˆLj , where yLj = e
zLj∑
i z
L
i
is the softmax output, and yˆLj is the
(one-hot) label of the input. On the lower layers, given ∆l+1k , we can iteratively compute ∆
l
j :
∂L
∂zlj
=
∑
k
∂L
∂zl+1k
∂zl+1k
∂zlj
=
∑
k
∆l+1k f
′(zlj)
(
µl+1jk + 
l+1
k
(σlij)
2alj
vl+1k
)
.
(A4)
Finally, we compute
∂mlj
∂θlij
and
∂vlj
∂θlij
, respectively. It then proceeds as follows.
∂mlj
∂θlij
=
∂mlj
∂µlij
∂µlij
∂θlij
= 2al−1i σ
′(θlij), (A5a)
∂vlj
∂θlij
=
∂vlj
∂(σlij)
2
∂(σlij)
2
∂θlij
= −2(a
l−1
i )
2µlijσ
′(θlij)
vlj
. (A5b)
Note that  is sampled and quenched for both forward and backward computations in a single mini-batch gradient
descent. After the learning is terminated, an effective network with binary weights can be constructed by sampling
the binomial distribution parametrized by external fields.
Appendix B: Cavity method for landscape analysis
To analyze the statistical properties of the least structured model, we apply the cavity method in the spin glass
theory [37]. Note that the weight configuration follows the Boltzmann distribution P (σ) = exp (−βE(σ)) /Z, where
the energy E(σ) = −∑i<j Jijσiσj −∑i hiσi, and Z is the partition function. An exact computation of the free
energy (−T lnZ) is an NP-hard problem. To get an approximate free energy, we first compute the free energy change
∆Fi when adding a weight (e.g., σi) and its associated interactions. We then calculate the free energy change ∆Fa
when adding an interaction (e.g., Jaσiσj , and a ≡ (ij)). In all these derivations, we make an assumption that when an
interaction is removed, its neighboring weights become independent such that the joint distribution of them becomes
factorized, which is exact if the factor graph of the model is locally tree-like. The factor graph is a bipartite graph
where two kinds of nodes (weight nodes and interaction nodes) are present. For detailed derivations, interested readers
are recommended to go through the standard textbook [38], or the appendix of a recent paper [39]. In the cavity
approximation, the free energy can be constructed as below,
F ≡ − 1
β
lnZ =
∑
i
∆Fi −
∑
a
(|∂a| − 1)∆Fa, (B1a)
β∆Fi = − ln
∑
x=±1
Hi(x), (B1b)
Hi(x) ≡ exβhi
∏
b∈∂i
coshβJb (1 + xmˆb→i) , (B1c)
β∆Fa = − ln coshβJa − ln
(
1 + tanhβJa
∏
i∈∂a
mi→a
)
, (B1d)
where |∂a| denotes the number of weights connected to the interaction a, i ∈ ∂a denotes the neighboring weights i of
the interaction a, and a ∈ ∂i denotes the neighboring interactions a of the weight i. mj→b is the cavity magnetization
of weight j in the absence of the interaction a, and mˆb→i = tanhβJb
∏
j∈∂b\imj→b is the conjugate magnetization.
According to the variational principle, the free energy should be stationary with respect to {mi→a}. We can then
obtain a set of self-consistent equations called message passing equations as follows,
mi→a = tanh
βhi + ∑
b∈∂i\a
tanh−1 mˆb→i
 , (B2a)
mˆb→i = tanhβJb
∏
j∈∂b\i
mj→b, (B2b)
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where \i means that the weight i should be excluded from the set. mi→a is interpreted as the message passing from
weight i to interaction b, and mˆb→i is interpreted as the message passing from interaction b to weight i. By iterating
these equations from some random initialization, the iteration will converge to a fixed point {m∗i→a}, which can be
used to compute thermodynamic moments for learning (introduced below) and entropy (used for landscape analysis).
We remark that the fixed point corresponds to a local minimum of the free energy function. The algorithm may not
converge when the model becomes glassy.
We can directly compute the magnetization mi = 〈σi〉, and correlation Ca = 〈σiσj〉 from the fixed point {m∗i→a}
as follows,
mi = tanh
βhi + ∑
b∈∂i
tanh−1
tanhβJb ∏
j∈∂b\i
m∗j→b
 , (B3a)
Ca =
tanhβJa +
∏
i∈∂am
∗
i→a
1 + tanhβJa
∏
i∈∂am
∗
i→a
. (B3b)
These moments of the effective model can be used for updating the parameters of the model, approximating the
model expectation terms in the Boltzmann learning rule [Eq. (5)], which are faster in our current setting than other
methods, e.g., Monte-Carlo samplings.
Given the free energy, we can estimate the energy from the standard thermodynamics relation, E = ∂(βF )∂β , which
is given by:
E =−
∑
i
∆Ei +
∑
a
(|∂a| − 1)∆Ea, (B4a)
∆Ei =
βhi
∑
x=±1 xHi(x) +
∑
x=±1 Gi(x)∑
x=±1Hi(x)
, (B4b)
∆Ea =βJa
tanhβJa +
∏
i∈∂ami→a
1 + tanhβJa
∏
i∈∂ami→a
, (B4c)
(B4d)
where
Gi(x) =
∑
b∈∂i
exβhi
[
βJb sinhβJb (1 + xmˆb→i)
+ xβJb coshβJb
(
1− tanh2 βJb
) ∏
j∈∂b\i
mj→b
]
×
∏
a∈∂i\b
coshβJa (1 + xmˆa→i) .
(B5)
The entropy of the model is defined as S = −∑σ P (σ) lnP (σ), which can be also estimated from the standard
thermodynamics relation S = −βF + βE.
In the entropy landscape analysis, we introduce a perturbed probability distribution to explore the internal structure
of the network parameter space, which is given by
P (σ) =
1
Z
exp
β∑
i<j
Jijσiσj + β
∑
i
hiσi + x
∑
i
σ∗i σi
 , (B6)
where β is the inverse temperature, and x is the couping field tuning the distance between the configuration σ and
the reference σ∗. With the Laplace method, the free energy density f can be approximated as f ≈ min,q f(, q),
which is given by βf = β− xq − s(, d), where  is the energy density (E/N), q is the overlap ∑i σiσ∗i /N , s(, d) is
the entropy density S/N , and d is the Hamming distance per weight related to the overlap q by d = (1− q)/2. At the
same time, (x, q) should obey the following equations: ∂s(, d)/∂d = 2x and ∂s(, d)/∂ = β, because of the Laplace
method. According to the double Legendre transform, the entropy density s(, d) is given by s(, q) = −βf +β−xq.
Note that, by fixing d or , one can construct isodistance or isoenergy curves just through finding compatible x or β
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for the following equations:
∂(βf)
∂β
= , (B7a)
∂(βf)
∂x
= −q, (B7b)
due to the Legendre transform.
Under the perturbed probability measure, the cavity method is still applicable, with an only change for the bias hi
as βhi → βhi + xσ∗i . By iterating the same message passing equations to a fixed point, we can finally obtain the free
energy density, energy density and entropy density, etc. Note that q is computed via
∑
imiσ
∗
i /N , where mi is the
fixed-point magnetization.
Appendix C: Simulation details
The MNIST handwritten digits dataset is a classification benchmark dataset which contains 60 000 training images
and 10 000 test images. The image is a 28 × 28 gray-scale handwriting digit with a label taken from one of 0 to 9.
For the sake of simplicity, the dataset we use for training is re-generated by applying the PCA to the original dataset.
More precisely, we apply the PCA on training images to compute the eigenvectors first, and then project training and
test images with these eigenvectors to finally obtain the low dimensional (20 pixels) images.
To both have a high test accuracy and avoid a large network-parameter size at the same time, we choose the
network architecture as 20-15-15-10, where each number denotes the corresponding layer-width. We add a softmax
layer onto the output layer and use the cross entropy as the loss function. One training epoch involves the whole
training dataset, which is divided into 300 mini-batches, each of which contains 200 images. The loss is optimized by
Adam [40] and the initial learning rate is set to 0.3. During the training, we also introduce an L2 regularization to
the loss function to penalize large external fields. The regularization strength is set to 10−5, which is optimal for our
experiments.
The stimulation details presented above apply to the case of under-parametrization. We also design two other
kinds of training scenarios. The first case is the over-parametrization scenario, where the number of training images
is smaller than the number of network parameters. In this case, we only train 500 images which are divided into
25 mini-batches with the mini-batch size of 20. Other hyper-parameters remain unchanged. The second case is the
shallow-network scenario, where we delete all hidden layers, and thus the network architecture changes to 20-10.
Other hyper-parameters remain unchanged as well. Following the same weight-collection procedure as the under-
parametrization case except for setting the accuracy threshold to 70%, we collect one million and half a million weight
configurations for the over-parameterization and shallow-network scenarios, respectively, in order to construct effective
models.
Finally, we show additional landscape analysis when the reference weight configuration is selected from the high
and medium energy regions. A qualitative same behavior is identified (Fig. 5 and Fig. 6). In addition, the histograms
of model parameters inferred from the weight data are also shown in Fig. 7 for the shallow-network setting.
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