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Abstract-This paper is concerned with parameterized boundary value problems (BVPs) for 
semilinear evolution equations in a general Bansch space. The abstract monotone iterative schemes 
are constructed by combining the theory of semigroups of operators and the method of upper and 
lower solutions. Some existence results are established under the suitable conditions. Applications 
to periodic BVPs with a parameter and parabolic partial differential equations are also given to 
illustrate the main results. @ 2003 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
Let X be a Banach space over the real field R with norm 1.1 and X+ a positive cone of X, which 
induces a partial-order relation 1 (or 5) on X, i.e., z 2 y (or y 5 z) if and only if 5 - y E X+, 
where z, y E X. The linear operator A generates a strongly continuous semigroup (Co-semigroup, 
in short) {T(t) : t > 0) on X. 
The purpose of this paper is to present some existence results of solutions for abstract semilinear 
evolution equations with a parameter a in partial-ordered Banach space X 
W) = A41 + f(t, w(t), a), t E [O,w] = J, (1.1) 
w(0) = wo E x, G(w(w),a) = 0 E X, (1.2) 
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where f and G are continuous functions of their variables, The approach of this work is to use 
the theory of semigroups of operators and the method of upper and lower solutions employed 
frequently in [l-6]. 
It is well known that the method of upper and lower solutions coupled with the monotone 
iterative techniques has been proved to be a flexible and effective mechanism for establishing 
existence and comparison results for nonlinear problems [1,2,4-61. Not only does this method 
really provide a constructive procedure in searching for solutions of an equation or a system 
of coupled equations, but the same approach is also powerful for investigating the qualitative 
behaviors of solutions. 
Recently, the theory of ordinary differential equations with some parameters has attracted 
the attention of many authors. Much of the literature devoted to this subject assumes that 
the state space is a finite-dimensional space and the right-hand side of state equations is a 
continuous function of its variables. We only mention the works of Fe&an [7], Jankowski and 
Lakshmikantham [8], Ronto [9], and Stanek [lo], and the references cited therein. Although the 
above-mentioned literature takes the effect of parameters on the state variables into full account, 
this class of equations does not include partial differential equations. To our knowledge, there 
are many realistic models where the spatial diffusion occurs in state equations [ll]. In view of 
the above-mentioned facts, there is a real need to study the theory of the abstract parameterized 
BVPs (1.1),(1.2). 
Relevant problems have been studied by several authors. Li [12] considered the periodic BVPs 
of semilinear evolution equations in an ordered Banach space X 
G(t) + A+) = f(t, u(t)), o<t<w, (1.3) 
u(0) = u(w) E x, (1-4 
where A generates a positive Co-semigroup {Z’(t) : t 1 0) on X which is exponentially stable, 
f is a periodic and continuous function and satisfies the one-side Lipschitz condition. Under the 
assumptions that Xf is regular and T(t) is continuous in the uniform operator topology for t > 0, 
the existence of periodic (mild) solutions of BVPs (1.3),(1.4), one of the main results of [12], 
was established by using the method of upper and lower solutions associated with monotone 
iterative techniques. The forthcoming Theorem 4.2 in this paper generalized this result without 
assumptions of the exponential stability and the continuity of T(t) in the uniform operator 
topology for t > 0. 
Liu et al. [13] derived an abstract monotone iterative scheme for time-dependent Cauchy prob- 
lems in a general Banach space X 
C(t) = Au(t) + N(t)u(t), t E P,To), (1.5) 
40) = cpo E x, (1.6) 
by using the theory of semigroups of operators and the method of upper and lower solutions, 
and applications to population growth models and impulsive reaction-diffusion systems were also 
discussed, but they did not consider constrained parameters. 
It should be pointed out that Jankowski [14,15] (and the references cited therein) has considered 
a special case of parameterized BVPs (1.1),(1.2) w h ere X = R and A = 0. Motivated by [12-151, 
this paper is concerned with parameterized BVPs (1.1),(1.2) in an abstract Banach space X. 
By combining the theory of semigroups of linear operators and the method of upper and lower 
solutions coupled with monotone iterative techniques, we construct two groups of monotone 
iterative sequences, and then prove these sequences monotonically converge to the maximal and 
minimal solutions of BVPs (1.1),(1.2), respectively, under the suitable conditions on f, G, and A. 
Since the prearranged boundary conditions (1.2) allow us to handle the periodic situations of 
equation (l.l), a nontrivial application to periodic solutions is also considered. 
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This paper is organized as follows. In the next section, some notation and preliminaries are in- 
troduced, which are used throughout this paper. Sufficient conditions under whi;h some existence 
results can be derived are established in Section 3. A nontrivial application to periodic solutions 
is contained in Section 4. The final section presents an example which is used to illustrate the 
main results. 
2. PRELIMINARIES 
Let X be an ordered Banach space endowed with norm 1. (, and X+ be a positive convex cone 
whichinduces a partial-order relation > (or 5) by z 2 y (or y 5 Z) if and only if 2-y E X+, where 
s,y E X. We assume that A is a closed linear operator with domain D(A) c X (D(A) = X), 
which generates a strongly continuous semigroup (Co-semigroup, in short) {T(t) : t > 0) on X. 
We refer to [ll,ltij+7] for the theory of strongly continuous semigroups of linear operators. 
DEFINITION 2.1. A Co-semigroup {T(t) : t 2 0) on X is called to be positive, if order inequality 
T(t)x 2 0 holds for each x E Xf and t _> 0. 
LEMMA 2.2. If h E C(J, X) with h(s) 2 0 for any s E J, then Jot h(s) ds 2 0 for any t E J. 
PROOF. Let t E J be a fixed constant. If t = 0, one immediately has si h(s) ds = 0. Next, let 
t > 0. For any positive integer n, let rn = {rp’}& be a partition of 10, t] such that 
0 = $’ < $’ < . . . < 7.p = t, ?-,(“’ - $‘, = ;, i=1,2 )...) 72. 
Now, by arbitrarily choosing sd”’ E [rjr)1, ry’] and making a sum of h(sp))(ry) - T!:\), i = 
1,2,..., n, we have 
2 /I (sP,)> [ri”’ - rjI1)1] = i 2 h (sin’) 2 0, for each n 2 1. 
i=l i=l 
Since h E C(J, X), the integral s, h(s) d s exists [13] and consequently, 
s’ h(s) ds = J;ir $2 h (sin’) 2 0, 
0 i=l 
which completes the proof of this lemma. 
LEMMA 2.3. Let A be the infinitesimal generator of a positive Co-semigroup {T(t) : t L 0) 
on X and I be the identity operator on X. Then for any real number M 2 0, A - MI is the 
infinitesimal generator of a positive Co-semigroup {S(t) : t 2 0) on X, where S(t) = eeM”T(t), 
t 2 0. 
PROOF. Since A is the infinitesimal generator of a Co-semigroup {T(t) : t 2 0) and -MI is a 
bounded linear operator on X, it follows from Theorem 3.1.1 of [17] that A - MI generates a 
Co-semigroup {S(t) : t 2 0) on X and moreover, one has the following explicit representation 
of S(t) in terms of T(t): 
So(t) = T(t), t 2 0, (2.1) 
n=O 
s 
t 
Sn+l @)x = T(t - s)(-MI)S,(s)xds, 2 E x, t 2 0, n=0,1,2 ,..., (2.2) 
0 
and the convergence in (2.1) is in the uniform operator topology (see (3.1.10) and (3.1.11) of [17]). 
By simply formulating, one has 
&(t)x=qT(t)x, XEX, t>O, n=0,1,2 ,..., 
72. 
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from which it follows that Sri(t) = ((-Mt)“/n!)T(t), t 2 0, n = O,l, 2,. . . . Therefore, from (2.1) 
it follows that S(t) = e- M”T(t) for t 2 0 and in turn, the positivity of Co-semigroup {S(t) : t >_ 0) 
immediately follows ‘from that of {T(t) : t 2 0). 
In order to establish the existence of mild or classical solutions for BVPs (1 .l), (1.2)) we resort 
to abstract Cauchy problems in X, 
k(t) = Ax(t) + h(t), t > 0, x(0) = x0 E x, (2.3) 
whose properties have been widely investigated in the literature [11,16-181. 
LEMMA 2.4. Let A be the infinitesimaJ generator of Co-semigroup {T(t) : t 2 0) on X, and 
h E C ([0, T], X). Then the following assertions hold. 
(i) For any x0 E X, the abstract Cauchy problem (2.3) has a unique mild solution which is 
given by the expression 
J 
t 
44 = T(Qxo + T(t - s)h(s) ds, t E P,Tl. 
0 
(2.4) 
(ii) If h E C’([O,T],X), then for any x0 E D(A), the abstract problem (2.3) has a unique 
classical solution which is also defined by (2.4) for t E [0, T). 
(iii) If&-semigroup {T(t) : t > 0) on X is positive and hl, hz E C([O, T], X) with hi(t) < h2(t) 
fort E [O,T], then xl(t) 5 x2(t) fort E [O,T], w h ere xi(t) is the mild solution of (2.3) 
with h(t) = hi(t), i = 1,2. 
PROOF. Conclusions (i) and (ii) of this lemma are well known (see, for example, [ll,lS-181). 
Now, we show that Assertion (iii) is true. From (i), it follows that 
J 
t xci(t) = T(t)xo + T(t - s)hi(s) ds, tE[O,T], i=1,2, 
0 
from which one has 
J 
t 
x2(t) -x1(t) = T(t - s)[hz(s) - h(s)] ds, t E [O,T]. 
0 
Since Co-semigroup {T(t) : t > 0) on X is strongly continuous and hl, h2 E C([O,T], X), the 
map s + T(t - s)[hz(s) - hi(s)] is continuous for s E IO,!] and consequently, from Lemma 2.2 
it follows that JiT(t - s) [/Q(S) - hi(s)] ds 2 0 because of the positivity of {T(t) : t 2 0) and 
hg(t) -hi(t) _> 0, which implies xl(t) 5 x2(t) for t E [O,T]. 
3. MAIN RESULTS 
DEFINITION 3.1. Let A be the infinitesimal generator of a positive Co-semigroup {T(t) : t 10) 
on X. A pair (u,Q) E C(J,X) x X is said to be a mild lower solution of parameterized 
BVPs (1.1),(1.2), if it satisfies the following ordered inequalities: 
J 
t 
u(t) I T(+o + V - s)f(s, 4~1, ~1 ds, t E J, 
0 
(3.1) 
40) 5 200, 0 I G(u(w),a). (3.2) 
A pair (u, a) E C’( J, X) x X is called a lower solution of parameterized BVPs (1.1),(1.2), if it 
satisfies (3.2) and the ordered inequality 
h(t) I AU(t) + f(t, u(t), 4, t E J. (3.3) 
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Similarly, a pair (v, o) E C(J, X) X X(0(& X) X X) is said to be a mild upper solution (upper 
solution) of parameterized BVPs (1.1),(1.2), f t i i satisfies (3.1),(3.2) ((3.2),(3.3)) with all the 
reversed inequalities. 
Prom the above definitions, it follows that if (u, cy) is a lower solution of BVPs (l.l),( 1.2), 
then (u,o) is also a mild lower solution of BVPs (1.1),(1.2). In fact, since (~,a) satisfied (3.2) 
and (3.3), ti(t) = Au(t) + h(t), w h ere h(t) 5 f(t, u(t), o), t E J. By Lemmas 2.3 and 2.4, one has t t 
u(t) = T(t)wo + J T(t - s)h(s) ds I T(t)wo + 0 J T(t - ~)f(w(s), a) ds, t E J, 0 
which shows that (u(t),a) satisfies (3.1),(3.2), and therefore, (u(t),a) is a mild lower solution 
of BVPs (1.1),(1.2). A similar argument can be applied to establish the relation between upper 
solutions and mild upper solutions of BVPs (1.1) , (1.2). 
We begin with constructing monotone sequences of mild lower and upper solutions for pa- 
rameterized BVPs (1.1),(1.2), h h w ic is crucial for establishing the existence of solutions of prob- 
lem (1.1),(1.2). 
THEOREM 3.2. Let A be the infinitesimal generator of a positive Cc-semigroup {T(t) : t > 0) 
onX,fEC(JxXxX,X),GEC(XxX,X), and there are constants M > 0, N 2 0, and 
L 2 0 such that the following conditions hold: 
(1’) (uo,Ao) and (WO,'YO) are lower and upper solutions of problem (1.1),(1.2), respectively, 
such that q,(t) 5 we(t), t E J, and Xc 5 70; 
(2’) f is nondecreasing with respect to the last variable; 
(3O) f(h w, a) - f@, ~,a) 2 -M(v - U) for uo 5 u < v < ~0, X0 5 a 5 70; 
(4’) G(w, a) - G(u, a) 2 N(w - u) for uo 5 u 5 v 5 ~0, X0 5 cr 5 70; 
(5’) G(w, y) - G(w, A) > -L(y - X) for u. 5 w 5 wo, X0 < X 5 y 5 70, L > 0. 
Then there exist monotone sequences {(Us, A,)}, {(wn, m)} c C(J, X) x X such that for any 
integer n 2 1, 
(i) 2~0 5 ~1 5 ... 5 U, 5 w, < ... < wr 5 wc and Xc 5 X1 5 .. s 5 X, 5 ‘yn 5 ... 5 yr 5 +ys; 
(ii) (u,, X,) and (wn,yn) are mild lower and upper solutions of problem (1.1),(1.2), respec- 
tively. 
PROOF. The proof is similar to that in [14,15] for first-order differential equations in R. However, 
since our argument involves certain technicalities caused by the abstract Cc-semigroup {T(t) : 
t > 0) on X, we provide the details of the proof here for the sake of completeness. 
Note that Condition (lo) implies 
co(t) 5 Auo(t) + f(t, uo(t), A,), t E J, 
uo(O) 5 wo, 0 5 G(uo(w), Xo), 
Go(t) > Awe(t) + f(t, we(t), “/oh t E J, 
wo(O> 2 wo, 0 2 G(wo(w), TO), 
and q,(t) 5 we(t), t E J, and Xc 5 70. Let ( ~1, Xl) and (~r,n) be the mild solutions of the linear 
systems 
and 
Cl(t) = (A - M%(t) + f(t, uo(t), A,) + Muo(t), t E J, UI(O) = w,,, 
G(t) = (A - M+,(t) + f(t,wo(t),^lo) + Mwo(t), t c J, WI(O) = wo, 
(3.4) 
respectively. 
0 = G(‘~Lo(w), Xo) - L(h - A,) + N[w(w) - uo(w)], 
0 = G(wo(w),~o) - L(YI -TO) + N[wl(w) - ~o(w>l, (3.5) 
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First of all. we show that 
In fact, from (3.4) we have 
Go(t) = (A - MI)uo(t) + g(t), t E J, uo(0) = wo, 
where g(t) 5 f(t,uo(t), X0) + Mu,(t). Lemmas 2.3 and 2.4 imply 
s t uo(t) = S(t)wo + S(t - s)g(s) ds 0 
t 
I S(t)wo + 
s 
s(t - s>[f(s,uo(s>, A,> + Mu(s)] ds = ul(t), t E J, 
0 
where S(t) = edMtT(t), for t 2 0, defined as in Lemma 2.3. A similar argument can be applied 
to derive vr(t) < ve(t), t E J. By Hypotheses (2’) and (3O), we have 
f(t~~ow,~o) + Muo(t) 5 f(t,uo(t),Yo) + lMuo(t) 
5 f(4 vo(t), 70) + Mvo(Q, t E J, 
from which it follows that ur (t) 2 q(t) by applying Lemmas 2.3 and 2.4, again. By hypotheses 
and the conclusions proved above, we have 
0 = G(uo(w), A,) - L(h - A,> + N[w(w) - uo(u)] 
1 0 - L(Xl - X0) + 0 = -L(X1 - X0), 
from which it follows that Xc < Xi. Analogously, we also have yi 5 70, while 
0 = G(wo(w), 70) - G(uo(w), A,) + L(X1 - Xo - ~1 + 70) + WI(~) - we(w) - UI(W) + uo(w>] 
= G(vo(w),~o) - G(uo(w),~o) +G(~o(w),Yo) - G('L~o(w),XO) 
+ L’(b - x0 - 71 + 70) + j%(w) - uo(w) - w6-J) + uo(w>J 
2 N[wo(u) - uo(w)] - qro - A,) + L(h - x0 - y1+ To) f wJl@) - ho@) - w(w) + uobJ)l 
= N[v1(w) -w(w)] + qx1 - 71) 1 Jwl - 71). 
This inequality implies Xi 5 71, and hence, (3.6) is satisfied. 
In the next step, we are going to prove that (ur, Xr) and (WI, 71) are mild lower and upper 
solutions of problem (1.1),(1.2), respectively. Note that (3.4) implies 
s t 2~1 (t) = T(t)wo + T@ - S)[f(% uo(s), X0) + Mvo(s) - Mu1(s>l CJs 0 t 
5 T(t)wo + 
s 
T(t - s) [f(s, w(s), A,) + Mw(s) - M’ILI(s)] ds 
0 
~T(t)wo+ tT(t-s)f(s,?ll(s),Xl)ds, J t c J, ul(O) = wo, 0 
while (3.5) implies 
G(uI(w), AI) = G(w(a), Xl) - G(~o(w), XI) + G(uo(u), Al) - G(uo(w), Ao) + G(uo(w), A,) 
2 N[w(u) - uo(u)] - L(X1 - A,) + G(uo(w), X0) = 0. 
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Therefore, (or, X ) r is a mild lower solution of problem (1 .l) ,( 1.2). A similar argument can be 
applied to show that (~r(w),yr) is a mild upper solution of problem (1.1),(1.2). 
Now, let us assume that the following inequalities hold for some integer k > 1: 
where (w(t), h) and (I, yk) are mild lower and upper solutions of problem (1.1),(1.2), re- 
spectively, and ?&(O) = ?&(O) = wc. 
We construct the functions Uk+r(t) and ?&+1(t), which are mild solutions of the following linear 
systems, respectively: 
ck+l(t) = (A - M+k+l(t) + f(t,Uk(t)r A,) + MUk(t), t E J, uk+l(o) = wo, 
fik+l(t) = (A - MI) uk+l(t) + f(t,Vk(t)r?k) + Muk(t), t E J, vk+l(o) = ‘WO, 
(3.7) 
while &+r and yk+r satisfy the following systems, respectively: 
0 = G(Ur,(w), xk) - L(x k+l - xk) + N[Uk+l(u) - uk(d)], 
o = G(uk(‘J),Yk) - L(yk+l - ‘-i’k) + N[uk+l(W) - vk(W)]. 
(3.8) 
Similar to previous arguments for case k = 1, we can easily prove that 
Xk 5 &+l 5 yk+l 5 -yk and uk(t) < Uk+l@) i %+l@) 5 dt), t E J, 
(~k+r, &+I) and (?&+r,yk+r) are also mild lower and upper solutions of problem (1.1),(1.2), re- 
spectively. We omit the details of the proof. Therefore, by mathematical induction, Assertions (i) 
and (ii) are true. 
From Theorem 3.2, we draw the following useful corollary. 
COROLLARY 3.3. If the assumptions of Theorem 3.2 are satisfied and the map t -+ f(t, v(t), o) 
is continuously differentiable on J for any ‘p E (~0,~s) c {w E Cl(J,X) : uo(t) 5 w(t) < vo(t), 
t E J), wo E D(A), and Xc 5 01 5 ys, then the conclusions of Theorem 3.2 are also true and 
(u,, X,) and (w,, m) are lower and upper solutions of problem (1.1),(1.2), respectively. 
PROOF. From Theorem 3.2, it is sufficient to show that (Us, X,) and (w,, m) are lower and 
upper solutions of problem (1.1),(1.2), respectively. Since (ug(t), Xc) is a lower solution of prob- 
lem (1.1),(1.2), tic(t) . 1s continuously differentiable on J, and consequently, by the hypothesis 
of the differentiability of f, f(t,ug(t),Xo) + Mu,(t) is continuously differentiable on J. From 
Lemma 2.4, it follows that zlr(t) is also continuously differentiable on J. By mathematical in- 
duction, we can easily obtain the differentiability of I&(t) and uk(t) E D(A) for any integer 
k > 1 [11,17], and consequently, 
&+1(t) = (A - Ml) %+1(t) + f(t, ‘%(t), A,) + MUk(t) 
5 (A - Mhk+l(t) + .f(t, uk+l(t), A,) + MUk+l(t) 
= AUk+l(t) + f(t,Uk+l(t), A,) 
5 -‘&+1(t) + f(t, uk+l(t), Ak+l)r t E J, 
which implies that (uk+r, &+I) is a lower solution of problem (1.1),(1.2). Analogously, we can 
show that (wk+r, ~k+r) is a upper solution of problem (1.1),(1.2) and the proof is completed. 
Since X is an infinite-dimensional space, every monotone and bounded in order sequence in X 
does not necessarily converge. In order to derive the existence of solutions of problem (1.1),(1.2), 
we put some restriction on X. 
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DEFINITION 3.4. The cone X+ c X is said to be regular if every monotone and bounded in 
order sequence in X has a limit, i.e., if {xn} c X and y E X satisfy 
Xl I x2 I . . . I 2, I . *. 5 y (orxl~x22...12,1...Ly), 
then there exists z* E X such that lx, - x* 1 + 0 (TI + CQ). 
In fact, if the ordered interval [a,b] = {x E X 1 a 5 x < b} is a compact subset of X, 
then a monotone sequence contained in [a, b] converges in X (see [4,13,19]). It is also clear that 
x+ = {h E LP(O,l) : h(z) > 0, x E [O, 11) is a regular cone of X = LP(0, 1). In addition, it is 
well known that if Xf is regular, then X+ must be normal. We refer to [19] for details. 
We are now in a position to state and prove the main results of this paper. 
THEOREM 3.5. Let the assumptions of Theorem 3.2 and X+ be regular. Then 
(i) there exist monotone sequences {u,}~~~, {zln}~&,, {Xn}rzo, and {T~}:=~ such that, for 
k=0,1,2 ,..., 
‘1Lk(t) 5 Uk+l(t) 5 vk+l@) 5 uk@), t E J; xk 5 xk+l 5 ^Ik+l 5 “tk; 
(ii) for every integer k 2 0, (?&(t),&) and (wk(t),Tk) are mild lower and upper solutions of 
problem (1.1),(1.2), respectively; 
(iii) {(uk(% Ak)) and #‘k@hk)) converge monotonically to mild solutions (u(t), A) and 
(w(t),y) of problem (1.1),(1.2), respectively which satisfy uo(t) < u(t) I w(t) I we(t), 
t E J, and X0 I X I 7 5 70; 
(iv) moreover, (u(t), X) and (w(t), 7) are minimal and maximal mild solutions of (1.1),(1.2), 
respectively; that is, any other mild solution (w(t),a) with uo(t) 5 w(t) 5 we(t) and 
X0 5 Q < 70 satisfies the relations u(t) < w(t) 5 w(t) for t E J and X 5 a! 2 y. 
PROOF. Let {(‘LLk(t),Ak)} and {(vk(t),Tk)} b e constructed as in the proof of Theorem 3.2. Then 
from Theorem 3.2, it follows that Conclusions (i) and (ii) hold. 
From the assumption of the regularity of X +, there are u(t) and w(t) for t E J, X and 7 such 
that 
piIt& = u(t), /l wn(t> = w(t), t E J; lim X, = X, lim bin = y, n-+00 n-+ca 
t&(t) 5 u(t) 5 w(t) 5 Wk(t), for each t E J, and xk<xs-f<?k, k 2 0. 
Since Co-semigroup {T(t) : t 2 0) on X is strongly continuous, the map s --f T(t - s)cp(s) is 
continuous for any cp E C( J, X), s E [0, t]. S ince f (S, uk (S) , xk) +kfuk (s) converges monotonically 
to f(%4S), 4 + M4S), and Muk+l(s) converges monotonically to Mu(s) as k + co, then, 
by the positivity of Co-semigroup {T(t) : t 2 0) on X, for any s E [O,t], MT(t - s)u~+I(s) 
and T(t - s)[f( %uk(s), xk) + Muk(S)] converge monotonically to T(t - s)Mu(s) and T(t - 
s)[f(s74s)74 +M ‘1~ s ( >I as 72 + 00, respectively. From (3.7), we have 
J 
t 
uk+l(t) = T(t)wo + W - s)[f(s, uk(S), A,) + Mule(S) - Muk+l(S)] ds, t E J. 
0 
Now, taking the limit on both sides of the above equality as k --) co, by Fatou’s lemma, we 
conclude 
J 
t u(t) = T(t)wo + T(t - s)f(s, u(s), 4 ds, t E J. (3.9) 
0 
On the other hand, taking the limit in (3.8) as k ---) 00, we have G(zc(w), X) = 0, which, together 
with (3.9), implies that (u(t),X) is a mild solution of problem (1 .l) ,(1.2). A similar argument 
shows that (w(t), y) is al so a mild solution of problem (1.1) , (1.2). This completes the proof of (iii). 
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If (w(t),cr) is any mild solution of problem (1.1),(1.2), which satisfies ~c(t) 5 w(t) 5 vo(t), 
t E J, and Xc 2 (Y I 70, then w(t) is also a mild solution of the following system: 
G(t) = (A - MI)w(t) + f(t, w(t), a) + Mw(t), t E J, 
40) = wo, G(w(w), a) = 0. 
From the definition of u1 (t) and Hypotheses (2’) and (3’), we have 
f(h uo(t), X0) + MuOtt) I I@, w(t), X0) + Mw(t) L f(C w(t), a) + Mw(t), t E J. 
By Lemmas 2.3 and 2.4, we have ul(t) 5 w(t), t E J. In addition, from (3.5) it follows that 
0 = Gtwtw), a> - [Gtuotw), Xo) - L(h - Xo) + N(~I(w) - uo(u))] 
= G(w@), 0) - Gtuotw), a) + Gtuotw), a) - G(‘LLo(w), Xo) + L(Xl- Xo) - N(‘L~I(w) - uotw)) 
2 w4w) - uo(w)l - L(a - X0) + JqXl - X0) - Wl@J) - uo(w)] 
= N[w(w) - Ul(U)] + L(X1 - a) 2 L(X1 -a), 
and consequently, X1 5 QI. 
Let us assume that uk(t) 5 w(t) for t E J and Xk < (Y hold for some integer k > 1. Then we 
have 
f@,wc@),~k) + Mw(t) L f(4w(t),h) + Mw(t) I f(t,w(t),a) + Mw(t), t E J. 
Again, by Lemmas 2.3 and 2.4, we have uk+l(t) 5 w(t), t E J. In addition, from (3.8) it follows 
that 
0 = Gtwtw), 4 - [G(w&), hc) - W/c+1 - h) + N(wc+l(~) - wJu))] 
=G(wtw),a) -G(u~(w),(Y)+G(u~(w),Q) -G(w(~),h) 
+ JqhE+l - h) - N(w+1(u) - WC(~)) 
2 N[w(w) - w&)1 - L(a - kc) + q&c+1 - h) - N(wz+1(W) -WC(w)) 
= J+(w) - wc+1(~)1+ q&+1 - a) 2 q&+1 - a), 
and consequently, &+I 5 (Y. By mathematical induction, we have 
w%(t) 5 w(t), t E J, and X, 5 cy, for any integer n > 0. (3.10) 
From (3.10), it is easy to see u(t) 5 w(t), t E J, and X 5 a. Similarly, by considering (wk(t),yk) 
and (w(t),a) for any integer k 2 0, the same reasoning leads to w(t) 5 w(t), t E J, and a < y, 
and the proof of this theorem is completed. 
COROLLARY 3.6. Let the assumptions of Theorem 3.5 hold and (w(t),a) be a unique mild 
solution of problem (1.1),(1.2). Th en ug(t) I w(t) 5 q,(t) for t E J and X0 I Q < 70, where 
210(O) L wo 5 vo(0). 
PROOF. By the uniqueness and Theorem 3.5, we know 
u(t) = w(t) = w(t), fort E J and X =y= 01, 
because (u(t), X) and (w(t), y) are mild solutions of problem (1.1),(1.2) with initial value U(O) = 
v(0) = wc. This completes the proof of this corollary. 
A sufficient condition under which mild solutions (u(t), X) and (v(t), y) of problem (1.1),(1,2) 
are classical solutions is given in next corollary, where u(t) and w(t) are obtained as that in the 
proof of Theorem 3.5. 
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COROLLARY 3.7. Let the assumptions of Theorem 3.5 hold and the function f : J x X x X 4 X 
be continuously differentiable in its variables. Then the mild solutions (u(t), X) and (w(t), 7) are 
classical solutions ofproblem (1.1),(1.2) and the relations of me 5 u(t) = w(t) 5 ve(t) fort E J 
and X = y = a: are satisfied. 
PROOF. The conclusions of this corollary are immediate consequences of Corollaries 3.3 and 3.6, 
and Theorem 6.1.6 of Pazy [17]. 
Now, we turn to another group of sufficient conditions, which guarantee the existence of solu- 
tions of problem (1.1),(1.2) as well. 
THEOREM 3.8. Let A be the infinitesimal generator of a positive Co-semigroup {T(t) : t 2 0) 
onX,fEC(JxXxX,X),GEC(XxX,X), and there are constants M 2 0, P 2 0, and 
L 2 0 such that the following conditions hold: 
(1’) (~0, XO) and (vo,~o) are lower and upper solutions of problem (1.1),(1.2), respectively, 
such that uo(t) 5 vo(t), t E J, and X0 5 70; 
PO) f(4 w, Y) - f(G w, A) 2 P(y - A) for A0 I A I y 5 70, ~0 -5 w I w0; 
(3’) f(t,w,a) - f(t,u, a) 2 -M(w - 74) for ~0 5 u < 21 5 210, X0 5 f2 5 70; 
(4’) G is nondecreasing with respect to the first variable; 
(5’) G(w, y) - G(w, A) 2 -L(y - X) for X0 5 X 5 y 5 70, ~0 5 w 5 ~0. 
Then there exist monotone sequences {(Us, A,)}, {(v,, m)} c C( J, X) x X such that for any 
integer n 1 1, 
(i) ue < ~1 5 . . . 5 U, 5 w, < e . . 5 w1 5 wo and X0 5 X1 5 . . . < X, 5 ^ln 5 . . . 5 y1 < 70; 
(ii) (u,, X,) and (w,, -yn) are mild lower and upper solutions of problem (1.1),(1.2), respec- 
tively. 
PROOF. The proof of this theorem is similar to that of Theorem 3.2 and therefore, we include 
here only the principal ideas. Let Xk+r and ~k+l satisfy the following systems: 
0 = G(wc(w), A/c) - L (Arc+1 - A,), (3.11) 
0 = G(w~(w), vc) - L (-xc+1 - -oc) , (3.12) 
respectively, for k = 0, 1,2,. . . , while ~k+r(t) and wk+r(t) are the mild solutions of the following 
linear systems: 
&+1(t) = (A - MI) %+1(t) + f(hm(t), h) + MU/&) + P(hc+1 - A,), %+1(O) = wo, (3.13) 
h+l(t) = (A - MI) %+1(t) + f(4 Q(t), Yk) + M%(t) + P(-h+1 - Yk), ~uk+1(0) = wo, (3.14) 
respectively, for k = 0, 1,2,. . . . First of all, we shall show that 
A0 I Xl I Yl 570; uo(t) 2 w(t) 5 v1(t) I vo(t), t E J. 
In fact, from (3.11) with k = 0 and (uo(t), X0) being a lower solution of (1.1),(1.2), we have 
0 = G(uo(w), A,) - L(h - A,) 2 -L(h - A,), 
and hence, X0 1. X1. A similar argument can be applied to prove yr 5 70. From (3.11) and (3.12) 
with k = 0, we have 
0 = G(wo(w), 70) - G(uo(w), A,) - L(-/~ - “lo) + L(xl _ x0) 
= G(wo(w), TO) - G(wo(w), A,) + G(wo(w), A,) - G(uo(w), A,) + ,qxl _ x0 _ y1 + To) 
L -L(ro - X0) + 0 + L(X1 - XIJ - y1 + ‘yo) = L(X1 - n), 
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from which it follows that Xi 5 yi. Because of Xe 5 Xi, one has 
f(t, am, x0) + Gus + w1 - x0) 2 f(t,Uo(t), x0) + Muoh 
and therefore, by Lemmas 2.3 and 2.4, we have uc(t) 5 2~i(t), t E J. Similarly, ii(t) 5 ve(t), 
t E J. From Hypotheses (2’) and (3’), we know that for t E J, 
f(t,~o(t)r X0) + Muo(t) + P(h - X0) 5 f(C vo(t), X0) + Mvo(t) + P(h - X0) 
= f@,vo(t), X0) - PA0 + Mvo(t) + PA1 5 f(t,vo(%ro) - ho + Mvo(t) + PA1 
= j(t, vo(t), 70) + Mvo(t) + P(Al - To) 5 f(C vo(t), “lo) + Mvo(t) + P(Yl - 70). 
Again, from Lemmas 2.3 and 2.4, it follows that ul(t) 5 wl(t), t E J. Therefore, (3.14) is verified. 
Next, we prove that (ul(t), Xi) and (wl(t),n) are mild lower and upper solutions of prob- 
lem (1.1),(1.2), res,pectively. Note that, according to (4’),(5’) and (2’),(3’), we have 
G(ul(w), AI) i G(‘~Lo(w), Xl) = G(uo(w), h) - G(uo(w), A,) + G(uo(w), A,> 
2 -L(h - A,) + G(uo(w), A,> = 0, 
(A - M%(t) + f(t,uo(t), A,) + Muo(t) + P(h - A,) 
5 (A - M%(t) + f(t,w(t), Ao) + MUI@) + P(h - Xo) 
= Aw(t) + f(t, w(t), Xo) - PXo + PXI 
I Au,(t) + f(4 w(t), Xl> - PAI + PAI = h(t) + f(4 w(t), XI), t E J, 
and consequently, (ui (t), X ) i is a mild lower solution of problem (1.1)) (1.2). Analogously, we can 
also show that (wl(t),~l) is a mild upper solution of (1.1),(1.2). 
Using the technique from the proof of Theorem 3.2, we can prove, by mathematical induction, 
that the conclusions of this theorem are true. 
THEOREM 3.9. Let the assumptions of Theorem 3.8 hold and X+ be regular. Then the conclu- 
sions of Theorem 3.5 are still true here. 
PROOF. The proof of this theorem is analogous to that of Theorem 3.5 and is omitted. 
REMARK 3.10. Under Conditions (lo)-(5’) listed in Theorem 3.8, the results analogous to Corol- 
laries 3.3, 3.6, and 3.7 are also true, respectively, provided that the corresponding additional 
conditions there hold. 
REMARK 3.11. When X = R and A = 0, the previous results still remain true and there- 
fore, Theorems 3.5 and 3.9 here extend Theorems 1 and 2 in [14] to infinite-dimensional spaces, 
respectively. 
4. AN APPLICATION TO PERIODIC SOLUTIONS 
As an application of the results in previous section, we consider the following evolution system: 
44 = Aw(t) + f(t, w(t), a), t 2 0, w(0) = WI), (4-l) 
where f(t, w, a) is a w-periodic function in t, that is, f(t+ ~,w,o)=f(t,w,cr)fort>O,w,aEX, 
and A generates a Cc-semigroup {T(t) : t 2 0) on X. Technically, we transform the periodic 
system (4.1) into the following parameterized BVPs: 
G(t) = Aw(t) + f(t, w(t), Q), t E [0,4, (4.2) 
w(0) = w(w). (4.3) 
The parameterized BVPs (4.2),(4.3) can be viewed as a special case of problem (1.1),(1.2), 
where 
G(w(w), a) = w(w) - wo. (4.4) 
It is easy to see that the function G represented in (4.4) satisfies the corresponding conditions in 
Theorems 3.5 and 3.9 with L = 0, N = 1. First, we establish the following relation between the 
mild solutions of (4.2),(4.3) and ones of (4.1), which is crucial for the main results in this section. 
1240 L. WANG AND Z. WANG 
LEMMA 4.1. Let A be the infinitesimal generator of a Co-semigroup {T(t) : t 2 0) on X and 
f E C(R x X xX,X) b e w- p eriodic in t. If BVPs (4.2),(4.3) h ave a mild (classical) solution, 
then Cauchy problem (4.1) has at least a mild (classical) w-periodic solution, and vice versa. 
PROOF. Let (w(t),a) b e a mild solution of BVPs (4.2),(4.3), 
y(t) = w(t), 0 5 t 2 w; y(t) = w(t -w), w, I t I 2w. 
From the periodicity of f(t, W, a) and the semigroup property of T(t), it follows that 
s 
t--w 
y(t) = w(t -w) = T(t - w)w(O) + T(t - w - s)f(s, w(s), a) ds 
0 
s 
t 
= T(t - w)w(w) + T(t - s)f(s - w, w(s - w), a) ds 
w 
=T(t-w) [T(w)w(O)+jy yt T(w - s)f(s, w(s), a> ds] + /- T(t - s)f(s, y(s), a) ds 
= T(t)w(O) + i” W - s)f(s, y(s), a> ds + St T(t -s)f(s, y(s), a)ds w 
= T(t)W) + s ot T(t - s)f(s, y(s), a)ds, w I t 5 2w, 
from which we know that (y(t), ) CY is also a mild solution of system (4.1) on [0,2w] with y(w) = 
w(0) = ‘w(w) = y(2w) and y(t + w) = w(t) for 0 5 t 5 w. Continuing in this manner, the mild 
solution w(t) may be extended w-periodically to all of [0, +oo). 
Conversely, if (w(t), ) (Y is a mild w-periodic solution of (4.1), then, clearly, (w(t),a) is also a 
mild solution of BVPs (4.2),(4.3), which completes the proof. 
Now, we study the existence of w-periodic solutions of system (4.1). 
THEOREM 4.2. Let A be the infinitesimal generator of a positive Co-semigroup {T(t) : t p 0) 
on X, the convex cone X+ of X be regular, and f E C( J x X x X, X) be w-periodic in t. Then 
we have the following assertions. 
(i) If Conditions (lo)-(3O) of Th eorem 3.2 or Theorem 3.8 hold, then there exists a mild 
w-periodic solution (w(t), a) of system (4.1), which satisfies uo(t) 5 w(t) 5 vo(t) fort E J 
and X0 5 Q 5 70. 
(ii) Moreover, if the function h,(t) = f(t,w(t), ) cz is ‘con t inuously differentiable in t for X0 5 
a 5 70 and w(t) E (uo(t),vo(t)) = {y E Cl(J,X) : ‘ZLO 5 y 5 WO}, where UO,WO E C’(J,X) 
defined as in Hypothesis (lo), then there exists a classical w-periodic solution (w(t), (II) of 
system (4.1), which satisfies w)(t) 5 w(t) 5 vo(t) for t E J and X0 5 (Y 5 ‘yo. 
PROOF. This is an immediate consequence of Theorems 3.5 and 3.9, Corollary 3.7, Remark 3.10, 
and Lemma 4.1. 
REMARK 4.3. A Co-semigroup {T(t) : t 2 0) on X is said to be exponentially stable, if there 
exist constants fi > 0, v > 0 such that IIT 5 fiemvt for t 2 0. Li [12] considered the 
following evolution system in X: 
W) + A@) = f(t, w(t)), o<t<w, (4.5) 
40) = w(w), (4.6) 
where f is w-periodic in t and continuous in its variables, and -A generates a positive Co-semi- 
group {T(t) : t 2 0) on X. Under the assumptions of the exponent stability and the continuity 
in the uniform operator topology about Co-semigroup {T(t) : t 2 0) on X, if, in addition, Xf is 
regular and f satisfies the one-side Lipschitz condition, i.e., there is a constant M >_ 0 such that 
f(4 u) - f@, u> 2 -WV - ~1, for uo 5 u 5 v 5 zlo, 
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where 2~0 and wo are lower and upper solutions of BVPs (4.5),(4.6), then Theorem 3.2 of [12] 
shows that there exist mild w-periodic solution of (4.5). Here, Theorem 4.2 only requires the 
positivity of {T(t) : t 2 0) on X about the operator A. 
5. AN EXAMPLE 
This section contains an example to illustrate the main result of this paper, by showing its 
applicability to a parabolic partial differential equation 
$ + A@, D)w = j(xc, t, w, a), in R x J, 
Bw=O, on dQ x J, (5.1) 
+, 0) = we(z), G(45, w), a) = 0, in Q, 
where J = [0, w], CY E R is a parameter, integer N 2 1, R is bounded domain in RN with smooth 
boundary, 
A(~,D)=-~~,ob(“)~+i:ui(~)~+uo(i) 
i=l j=l 3 i=l 
is a strongly elliptic operator of second order, coefficient functions aij (z), ai( and ~(5) are 
Hijlder continuous in at. 
l3W 
Bw = bo(z)w + 6 - 
an 
is a regular boundary operator on aR, f : Si x R x R --f R is continuous. 
Let X = D’(G) with p > N + 2, X+ = {w E D’(Q) : w(z) 2 0 a.e. z E 0}, and define the 
operator A as follows: 
D(A) = domain of A = {w E W2>p(s2) : Bw = 0} , Aw = -A@, D)w. 
Then X is a Banach space, X+ is a regular cone of X, and A generates a Co-semigroup {T(t) : 
t > 0) on X, which is also positive and analytic (see [4,12,13,16,17]). Let 
w(t)(.) = WC.7 t), f(C w,a)(.) = J-@t, 4.3 t), a), 
wo = wo(.), G(w(w),a)(.) = G(w(.,w),~). 
Then system (5.1) can be rewritten as the abstract equation in X, 
W = A+) + f(t, w(t), a), t E J, (5.2) 
w(O) = wo, G(w(w), a) = 0. (54 
We make the following additional assumptions. 
ASSUMPTION (I). (UO(Z, t), X0) and (vg(z, t), 70) satisfy the following inequalities, respectively: 
2 + A@, o)uo 5 f(z, t, uo, Xo), inRx [O,l], 
Bzlo = 0, on m x [O, 11, (5.4)l 
~O(T 0) I we(z), 0 5 G(uo(z, l), A,), in Cl, 
2 + 4, +JO 2 f(xc,t, 210, To), in R x [O,l], 
Bwo = 0, on dR x [O,l], 
~O(T 0) 1 we(z), 0 2 G(vo(s, lkro), in Q, 
with X0 5 -yo. 
(5.4)~ 
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ASSUMPTION (II). 
f (x, t, w, CY) is nondecreasing with respect to CY, (5.5) 
there exist constants M > 0, N > 0, and L > 0 such that 
f(x, 4 21, a) - Rx, 4 u, Q) 2 -M(v - ~1, foruc<u<v<wc, x0 <al’yo, (5.6) 
G(w, a) - G(u, a) 2 N(w - u), for~1Lg<uIv<w0, &Lcr<y~, (5.7) 
G(w, Y) - G(w, 4 2 -L(Y i A), foruo <w 1210, Ao 5 A I Y I TO. (5.8) 
By the results in previous sections, we have the following conclusions, 
PROPOSITION 5.1. Under the above basic assumptions on (5.1), if (I) and (II) hold, then we 
have 
(i) system (5.1) h as at least a mild solution (w(x, t), a), which satisfies 
2Lo(x, t) 5 w(x, t) I wo(x, t), 2 E i-2, tcJ, and XOICEITO; (5.9) 
(ii) and moreover, if f(x, t, w, o) is locally Hiilder continuous in (x, t, w), then (5.1) has a 
unique ckssical solution (w(x, t), a!), which satisfies (5.9); 
(iii) if f(z, t, w, CE) is w-periodic in t, then equation (5.1) has at Ieast a mild w-periodic solution 
(~(2, t), cy) in the time variable t, which satisfies (5.9). 
PROOF. Under the assumptions of this proposition, it is easy to see that the conditions of Theo- 
rem 3.5 are all verified and consequently, Theorem 3.5 implies Conclusion (i). For (ii), since f is 
locally Holder continuous, from Theorem 3.5 and the analyticity of Cc-semigroup {Z’(t) : t > 0) 
on X, it follows that Conclusion (ii) is true, while Conclusion (iii) is an immediate consequence 
of Theorem 4.2. 
REMARK 5.2. In Proposition 5.1, if conditions (5.5) and (5.7) in (II) are replaced with the 
following conditions (5.10) and (5.11), respectively: 
f(x, t, w, Y) - fh t, w, A) > P(y - A) whenever 210 I w I ~0, Xc I X I y I 70, (5.10) 
G(w(x, w), CE) is nondecreasing with respect to the first variable, (5.11) 
then the conclusions of Proposition 5.1 are still true. 
REMARK 5.3. To represent an example which satisfies the assumptions of Proposition 5.1, we 
consider a special case of (5.1). In (5.1), let ue(x) E 0 and A(x,D) still be a strongly elliptic 
differentiable operator, 
f(x, t, w(x, t), a) = w2(x, t) + f [sin’ w(x,t) + t2 + g(a)] , 
wo(x, 0) = 0, 
G(w(x, l), LY) = w(x, 1) + k sin(w(x, 1) + cz) - CY, 
0, if 0 5 0, 
g(a) = 02, if 0 <a< 1, 
1, ifa> 1. 
Let Xc = l/90, “/o = tanl, uc(z, t) = (l/9)@, and ~e(x, t) = tan t. Then it is not difficult to 
check that (I) and (II) are satisfied with M = l/3, N = 9/10, and L = 11/9. We refer to [14] for 
detail with X = R and A(x, D) = 0. 
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