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Abstract
We obtain a complete description of closed ideals in weighted Lipschitz algebras Λω of analytic functions
on the unit disk satisfying the following condition
|f (z) − f (w)|
ω(|z − w|) = o(1)
(
as |z − w| → 0),
where ω is a modulus of continuity satisfying some regularity conditions. In particular the closed ideals of
the algebras Λχα , where χα(t) := 1(|log(t)|+1)α , α > 0, are standard and this answers Shirokov’s question
[N.A. Shirokov, Closed ideals of algebras of Bαpq -type, Izv. Akad. Nauk SSSR Mat. 46 (6) (1982) 1316–
1333 (in Russian), p. 587].
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1. Introduction and statement of main result
Let D be the unit disk of the complex plane and T its boundary. By A(D) we denote the usual
disk algebra of all analytic functions f on D that are continuous on D. We define the weighted
Lipschitz algebra Λω(D) = Λω to be
✩ This work was partially supported by the “Action Integrée Franco-Marocaine” No. MA/03/64.
E-mail addresses: bouya@math.univ-lille1.fr, brahimbouya@gmail.com.0001-8708/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.aim.2008.06.022
B. Bouya / Advances in Mathematics 219 (2008) 1446–1468 1447Λω :=
{
f ∈ A(D): sup
z,w∈D
|f (z) − f (w)|
ω(|z − w|) = o(1)
(
as |z − w| → 0)},
where ω(t) is a modulus of continuity, i.e., a nondecreasing continuous real-valued function on
[0,2] with ω(0) = 0 and ω(t)/t is nonincreasing function such that limt→0 ω(t)/t = ∞. It is
clear that Λω is a commutative Banach algebra when equipped with the norm
‖f ‖ω := ‖f ‖∞ + sup
z,w∈D
z =w
|f (z) − f (w)|
ω(|z − w|) ,
with ‖f ‖∞ := supz∈D |f (z)|. Similarly the weighted Lipschitz algebra Λω(T) is defined by
Λω(T) :=
{
f ∈ A(D): sup
z,w∈T
|f (z) − f (w)|
ω(|z − w|) = o(1)
(
as |z − w| → 0)}.
Shirokov showed in [7] that Λω possesses the so-called F-property (Factorization property),
i.e., for every given f ∈ Λω and inner function U such that f/U belongs to the algebra H∞(D)
of bounded analytic functions, we have f/U ∈ Λω and ‖f/U‖ω  c‖f ‖ω, for an absolute
constant c (see Appendix B). Note that Tamrazov [8] proved that the algebras Λω and Λω(T)
coincide for any arbitrary modulus of continuity ω (see Appendix A).
The structure of closed ideals in the disk algebra is given independently by Beurling and
Rudin [2]. They proved that if I is a closed ideal of A(D), then there is an inner function UI
(the greatest common divisor of the inner parts of the nonzero functions in I) such that I = {f ∈
A(D): f|EI ≡ 0 and f/UI ∈ H∞(D)}, where EI := {ξ ∈ T: f (ξ) = 0, ∀f ∈ I}.
Using Beurling–Carleman–Domar resolvent’s method combined with the F-property, we can
reduce the problem of characterization of closed ideals, in some algebras of analytic functions,
to a problem of approximation of outer functions (see for example [1] and references therein).
Korenblum [3] has described the closed ideals of the algebra H 21 of analytic functions f such
that f ′ is in the Hardy space H 2. He proved that these ideals are standard (in the sense of
Beurling–Rudin characterization of the closed ideals in the disk algebra). Later, this result has
been extended to some other Banach algebras of analytic functions. In particular by Matheson
[4] and independently by Shamoyan [5] for the algebras Λϕα , where ϕα(t) := tα, 0 < α < 1.
The resolvent method is described as follows: Define d(ξ,E) to be the distance from ξ ∈ T
to the closed subset E of T and let I be a closed ideal of the algebra Λϕα .
1. In the first step we give an estimate to the norm of the resolvent ‖(ξ −π(z))−1‖Λϕα /I in the
quotient algebra Λϕα/I, where π :Λϕα → Λϕα/I is the canonical quotient map. We obtain
‖(ξ − π(z))−1‖Λϕα /I  cd4(ξ,EI ) , where 1 |ξ | 2 and c is an absolute constant. So, from
Cauchy formula on the quotient algebra Λϕα/I, we deduce that all functions in Λϕα such
that f/UI ∈ H∞(D) and |f (ξ)| d4(ξ,EI), ξ ∈ T, are in I.
2. The second step consists to prove that the space of all functions in Λϕα such that f/UI ∈
H∞(D) and |f (ξ)| d4(ξ,EI), ξ ∈ T, is dense in the standard ideal {f ∈ Λϕα : f|EI ≡ 0
f/UI ∈ H∞(D)}.
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1
2π
2π∫
0
log
(
1
d(eit ,E)
)
dt < +∞.
The zeros of each given function in any Banach algebras H 21 , Λϕα and other ones in which the
structure of closed ideals is also studied by using the resolvent method [1,6], form a Carleson set.
For the general case the resolvent method fails to apply, as example we can consider the algebras
Λχα , where χα(t) := 1(|log(t)|+1)α , α > 0 [6, p. 587]. Indeed, let I be a closed ideal of Λχα such
that EI is not a Carleson set. We have ‖(ξ − π(z))−1‖Λχα /I  cd4(ξ,EI ) , where 1 |ξ | 2 and
π :Λχα → Λχα/I is the canonical quotient map. It is clear that does not exist any power M
such that
∫
T
|fM(eit )|
d4(eit ,EI )
dt < +∞ for all functions in Λχα vanishing on EI . Therefore we cannot
conclude the first step of the resolvent method as described above.
From now on, ω will be a modulus of continuity such that for every 1 ρ  2 the following
condition
ω
(
tρ
)
 ηρωρ(t) (0 t  2), (1.1)
is satisfied, where ηρ > 0 is a constant depending only on ρ.
In this work we prove that the closed ideals of the algebras Λω are standard. For proving
this we use only a special method of approximating outer functions in Λω together with the
F-property. More precisely, we obtain the following
Theorem 1.1. Let ω be a modulus of continuity satisfying (1.1). If I is closed ideal of Λω, then
I = {f ∈ Λω: f|EI ≡ 0 and f/UI ∈ H∞(D)},
where EI := {ξ ∈ T: f (ξ) = 0, ∀f ∈ I} and UI is the greatest common divisor of the inner
parts of the nonzero functions in I.
Consequently, we obtain the structure of closed ideals of the particular algebras Λχα .
2. Other results and proof of Theorem 1.1
We begin by recalling that every function f in the disk algebra has the canonical factorization
f = cf UfOf , where cf is a constant of modulus 1, Uf is an inner function (that is |Uf | = 1
a.e. on T) and Of the outer function given by
Of (z) = exp
{
1
2π
2π∫
0
eiθ + z
eiθ − z log
∣∣f (eiθ )∣∣dθ
}
(z ∈ D).
The closed ideal of all functions in Λω vanishing on E is designed by JE. In Section 3.2 we give
the proof of the following theorem.
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ω
(
t2
)
 η2 ω2(t) (0 t  2), (2.1)
where η2 > 0 is a constant. Let I be a closed ideal in Λω such that UI ≡ 1 and let g ∈ JEI be
an outer function. Then g2 belongs to I.
Remark 2.2. In the same way, as in Theorem 2.1, we can obtain that if moreover ω satisfy the
following stronger condition
ω
(
t2
)
 ηω(t) (0 t  2), (2.2)
then g belongs to I.
In Section 3.3 we prove the following theorem.
Theorem 2.3. Let ω be a modulus of continuity satisfying the condition (1.1). Let I be a closed
ideal in Λω and let g ∈ Λω be a function such that UgO2g ∈ I. Then g belongs to I.
Proof of Theorem 1.1. We have to prove that every closed ideal of Λω is standard. For this, let
I be a closed ideal of the algebra Λω. If UI ≡ 1, let g be a function in JEI . Hence, making
use of the F-property of Λω, it follows Og ∈ Λω, and therefore Og ∈ JEI . Thus, according to
Theorem 2.1, we deduce O2g ∈ I and then UgO4g ∈ I. Next, by applying Theorem 2.3 two times,
we conclude g ∈ I.
Now if UI ≡ 1, we choose g ∈ JEI such that g/UI ∈ H∞(D). Thus, the associated ideal
Kg := {f ∈ Λω: fg ∈ I}
is closed and by the F-property of Λω we see easily that UKg ≡ 1 and then Kg = JEKg . Now,
since EKg ⊆ EI , then Og ∈ Kg. It follows that UgO2g ∈ I. So, by Theorem 2.3, g ∈ I. This
completes the proof of the theorem. 
3. Approximation of functions in Λω
In this section we give the proofs of Theorems 2.1 and 2.3. For simplicity we use the fol-
lowing Tamrazov’s Theorem (see Appendix A): If f is a function in the disk algebra such that
f ∈ Λω(T), then f ∈ Λω. We need also the following simple lemma.
Lemma 3.1. Let fn ∈ Λω be a sequence of functions converging uniformly on the closed unit
disk to f ∈ Λω. If
|fn(z) − fn(w)|
ω(|z − w|) = o(1)
(
as |z − w| → 0),
uniformly with respect to n, then limn→+∞ ‖fn − f ‖ω = 0.
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For f ∈ Λω, the inner function Uf is uniquely factored in the form Uf = Bf Sf , where Bf
is the usual Blashke product associated to Zf ∩ D, Zf := {z ∈ D: f (z) = 0} and the function
Sf (z) := exp
{
− 1
2π
2π∫
0
eiθ + z
eiθ − z dμf (θ)
}
(z ∈ D),
is the singular inner function associated to the singular positive measure μf . Note that the sup-
port supp(μf ) of the singular measure μf is a closed subset of Ef := {ξ ∈ T: f (ξ) = 0}. For
a, b ∈ T, we design by (a, b) (resp. [a, b]) an open arc (resp. closed arc) of T connecting the
points a and b.
Lemma 3.2. Let ω be a modulus of continuity satisfying the condition (2.1). Let g be a function in
Λω and let U = BUSU ∈ H∞(D) be an inner function such that Bg/BU ∈ H∞(D), supp(μU) ⊆
Eg and (1/2π)
∫ 2π
0 dμU(θ) M, where M is a constant. Then UO2g belongs to Λω and we
have
|U(ξ)O2g(ξ) − U(ζ )O2g(ζ )|
ω(|ξ − ζ |) = o(1)
(
as |ξ − ζ | → 0), (3.1)
uniformly with respect to U. If moreover ω satisfy the condition (2.2), then UOg belongs to Λω
and we have
|U(ξ)Og(ξ) − U(ζ )Og(ζ )|
ω(|ξ − ζ |) = o(1)
(
as |ξ − ζ | → 0), (3.2)
uniformly with respect to U.
Proof. Let ξ, ζ ∈ T be two distinct points such that d(ξ,Eg) d(ζ,Eg). It is clear that
|U(ξ)O2g(ξ) − U(ζ )O2g(ζ )|
ω(|ξ − ζ |) 
|BU(ξ)O2g(ξ) − BU(ζ )O2g(ζ )|
ω(|ξ − ζ |) +
∣∣O2g(ζ )∣∣ |SU(ξ) − SU(ζ )|ω(|ξ − ζ |) .
By the F-property of Λω we have Og ∈ Λω and BUO2g ∈ Λω. Then to prove (3.1), it is sufficient
to prove that
∣∣O2g(ζ )∣∣ |SU(ξ) − SU(ζ )|ω(|ξ − ζ |) = o(1)
(
as |ξ − ζ | → 0). (3.3)
First we suppose that |ξ − ζ | ( d(ζ,Eg)2 )2. Then
∣∣O2g(ζ )∣∣ |SU(ξ) − SU(ζ )|ω(|ξ − ζ |)  8η−12
( |Og(ζ )|
ω(d(ζ,Eg))
)2
= o(1) (as |ξ − ζ | → 0). (3.4)
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d(ζ,Eg), for every z ∈ [ξ, ζ ]. There is z ∈ [ξ, ζ ] such that
|SU(ξ) − SU(ζ )|
|ξ − ζ | =
∣∣S′U(z)∣∣ 1π
2π∫
0
1
|eiθ − z|2 dμU(θ)
2M
d2(z,Eg)
.
It follows
|SU(ξ) − SU(ζ )|
|ξ − ζ | 
2M
d2(ζ,Eg)
.
We obtain
∣∣O2g(ζ )∣∣ |SU(ξ) − SU(ζ )|ω(|ξ − ζ |) =
∣∣O2g(ζ )∣∣ |SU(ξ) − SU(ζ )||ξ − ζ | |ξ − ζ |ω(|ξ − ζ |)
 2Mη−12
( |Og(ζ )|
ω(d(ζ,Eg))
)2 ω(d2(ζ,Eg))
d2(ζ,Eg)
|ξ − ζ |
ω(|ξ − ζ |)
= o(1) (as |ξ − ζ | → 0). (3.5)
So (3.3) follows from (3.4) and (3.5). Consequently UO2g belongs to Λω. If moreover ω sat-
isfy the condition (2.2), we can argue similarly to prove (3.2). This finishes the proof of the
lemma. 
Lemma 3.3. Let f be a function in Λω. Let δ > 0, N ∈ N and {an: 0  n  N} be a finite
number of points in Ef . Then
lim
δ→0 ‖ψδ,Nf − f ‖ω = 0,
where ψδ,N(z) :=∏n=Nn=0 zan−1zan−1−δ , z ∈ D.
Proof. Without loss of the generality we can suppose that N = 0 and a0 = 1. Set ψδ(z) :=
z−1
z−1−δ , z ∈ D, and suppose that {1} ∈ Ef . We have to show that limδ→0 ‖ψδf − f ‖ω = 0. Let
ξ, ζ ∈ T be two distinct points such that |ξ − 1| |ζ − 1|. We have
|ψδ(ξ)f (ξ) − ψδ(ζ )f (ζ )|
ω(|ξ − ζ |) 
∣∣ψδ(ξ)∣∣ |f (ξ) − f (ζ )|
ω(|ξ − ζ |) +
∣∣f (ζ )∣∣ |ψδ(ξ) − ψδ(ζ )|
ω(|ξ − ζ |) . (3.6)
Suppose first that |ξ − ζ | |ζ − 1|. Then
∣∣f (ζ )∣∣ |ψδ(ξ) − ψδ(ζ )|
ω(|ξ − ζ |)  2
|f (ζ )|
ω(|ζ − 1|)
= o(1) (as |ξ − ζ | → 0). (3.7)
Now if |ξ − ζ | |ζ − 1|, then |z − 1| |ζ − 1| for every z ∈ [ξ, ζ ]. We obtain
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ω(|ξ − ζ |) =
∣∣f (ζ )∣∣ |ψδ(ξ) − ψδ(ζ )||ξ − ζ | |ξ − ζ |ω(|ξ − ζ |)
= ∣∣f (ζ )∣∣∣∣ψ ′δ(z)∣∣ |ξ − ζ |ω(|ξ − ζ |)
(
z ∈ [ξ, ζ ])
 |f (ζ )|
ω(|ζ − 1|)
ω(|ζ − 1|)
|ζ − 1|
|ξ − ζ |
ω(|ξ − ζ |)
= o(1) (as |ξ − ζ | → 0). (3.8)
From (3.6), (3.7) and (3.8) we deduce
|ψδ(ξ)f (ξ) − ψδ(ζ )f (ζ )|
ω(|ξ − ζ |) = o(1)
(
as |ξ − ζ | → 0),
uniformly with respect to δ > 0. So the result follows by applying Lemma 3.1 to the family of
functions ψδf, δ > 0. This completes the proof of the lemma. 
We denote by Kc the complement in T of the subset K of T. For a closed subset E of T, we
have Ec =⋃n∈N(an, bn), where (an, bn) ⊂ Ec and an, bn ∈ E. We define ΩE to be the family
of all the unions of arcs (an, bn), where (an, bn) ⊂ Ec and an, bn ∈ E. For a given function f
in the disk algebra and Γ ∈ ΩE (E is a closed subset of T), let us define the outer function
fΓ ∈ H∞(D) associated to the outer factor of f by
fΓ (z) := exp
{
1
2π
∫
Γ
eiθ + z
eiθ − z log
∣∣f (eiθ )∣∣dθ} (z ∈ D).
Then, we assert
Lemma 3.4. Let I be a closed ideal of Λω, f ∈ Λω an outer function and let h ∈ JEI a function
such that hf ∈ I. Let Γ ∈ ΩEI be such that T \ Γ is union of a finite number of arcs (a, b) ⊆
T \ EI (a, b ∈ EI). If hfΓ ∈ Λω, then hfΓ ∈ I.
Proof. For simplicity we suppose that T\Γ = (a, b) := γ, where a, b ∈ EI and (a, b) ⊆ T\EI .
Let ε > 0 be such that γε := (aeiε, be−iε) ⊂ γ. For δ > 0, we set
φδ,ε(z) :=
(
zae−iε − 1
zae−iε − 1 − δ
)(
zbeiε − 1
zbeiε − 1 − δ
)
(z ∈ D).
It is clear that φδ,ε ∈ Λω and that φδ,ε(aeiε) = φδ,ε(be−iε) = 0. Then, according to Proposi-
tion 3.6.1 (below), we see that the function fγε multiplied by the square of φδ,ε belongs to Λω,
i.e., φ2δ,εfγε ∈ Λω. Similarly, we get φ2δ,εfγ cε ∈ Λω. Now, for π :Λω → Λω/I being the canonical
quotient map, it follows
0 = π(φ4δ,εhf )
= π(hφ2 fγ c)π(φ2 fγε).δ,ε ε δ,ε
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hφ2δ,εfγ cε ∈ I (δ, ε > 0).
Using the fact
lim
ε→0
∥∥φ2δ,εfγ cε − φ2δ,0fΓ ∥∥ω = 0,
we can check
φ2δ,0hfΓ ∈ I (δ > 0).
Now, since hfΓ ∈ Λω and hfΓ (a) = hfΓ (b) = 0, we can deduce from Lemma 3.3 that
lim
δ→0
∥∥φ2δ,0hfΓ − hfΓ ∥∥ω = 0.
So hfΓ ∈ I. This completes the proof of the lemma. 
Let I be a closed ideal of the algebra Λω. We have UI = BISI . The inner function BI is
the usual Blashke product associated to the zero set ZI ∩ D, where ZI := {z ∈ D: f (z) = 0 for
all f ∈ I}. The positive singular measure μI associated to the singular inner function SI is the
greatest common divisor of all μf , f ∈ I. Note that supp(μI) is included in EI . For a subset
K of T , we set
(Sf )K(z) := exp
{
− 1
2π
∫
K
eiθ + z
eiθ − z dμf (θ)
} (
f ∈ A(D)).
Lemma 3.5. Let f be a function in a closed ideal I of the algebra Λω. Then BI(Sf )EIOf
belongs to I.
Proof. Let f ∈ I. Define Bf,n and BI,n to be respectively the Blashke product with zeros
Zf ∩ Dn and ZI ∩ Dn, where Dn := {z ∈ D: |z| < n−1n , n ∈ N}. Fix n ∈ N. The function
Bf,n/BI,n is invertible in the quotient algebra Λω/Jn, where Jn := {g ∈ Λω: gBI,n ∈ I}. Then
f/Bf,n ∈ Jn. It follows that BI,n(f/Bf,n) ∈ I. It is clear that
lim
n→+∞
∥∥BI,n(f/Bf,n) − BISfOf ∥∥∞ = 0.
By using Corollary B.2 in Appendix B (F-property of Λω), we obtain
lim
n→+∞
∥∥BI,n(f/Bf,n) − BISfOf ∥∥ω = 0.
So, BISf Of ∈ I. Let ε > 0 be such that γε := (aeiε, be−iε) ⊂ γ := (a, b), where a, b ∈ EI and
(a, b) ⊆ T \ EI . By using the F-property of Λω, the function BI(Sf )γ cε Of belongs to Λω. We
set
φε(z) :=
(
zae−iε − 1)(zbeiε − 1) (z ∈ D).
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Egε , then we deduce from Lemma 3.2 that (Sf )γεg2ε ∈ Λω. We have
0 = π(g2εBISfOf )= π((Sf )γεg2ε )× π(BI(Sf )γ cε Of )
where π :Λω → Λω/I, is the canonical quotient map. The function (Sf )γεg2ε is invertible in the
quotient algebra Λω/I, then BI(Sf )γ cε Of ∈ I. It is clear that
lim
ε→0
∥∥BI(Sf )γ cε Of − BI(Sf )γ cOf ∥∥∞ = 0.
Then, using Corollary B.2 in Appendix B, we obtain
lim
ε→0
∥∥BI(Sf )γ cε Of − BI(Sf )γ cOf ∥∥ω = 0.
So BI(Sf )γ cOf ∈ I. Similarly we can prove that BI(Sf )Γ cNOf ∈ I, where ΓN :=⋃
nN(an, bn) ∈ ΩEI . We have
lim
N→+∞
∥∥BI(Sf )Γ cNOf − BI(Sf )EIOf ∥∥∞ = 0.
Using again Corollary B.2 we deduce
lim
N→+∞
∥∥BI(Sf )Γ cNOf − BI(Sf )EIOf ∥∥ω = 0.
Then BI(Sf )EIOf ∈ I. This proves the lemma. 
3.2. Proof of Theorem 2.1
For the proof of Theorem 2.1, we need the following proposition about approximation of
functions in Λω.
Proposition 3.6. Let ω be a modulus of continuity satisfying the condition (2.1). Let f ∈ Λω be
a function such that ‖f ‖ω  1 and E a closed subset of T. Let g ∈ JE be an outer function and
S singular inner function such that supp(μS) ⊆ Eg. Then
1. the functions Sg2 and Sg2fΓ cN belong to Λω, for every N ∈ N,
2. we have limN→+∞ ‖Sg2fΓ cN − Sg2‖ω = 0,
where ΓN :=⋃nN(an, bn) ∈ ΩE. If moreover ω satisfy the stronger condition (2.2), then
1′. the functions Sg and SgfΓ cN belong to Λω, for every N ∈ N,
2′. we have limN→+∞ ‖SgfΓ cN − Sg‖ω = 0.
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functions in the disk algebra. Let us note that if
|S(z)g2(z)fΓ (z) − S(w)g2(w)fΓ (w)|
ω(|z − w|) = o(1)
(
as |z − w| → 0), (3.9)
uniformly with respect to Γ ∈ ΩE, then assertion 1 follows immediately. Furthermore, asser-
tion 2 can be deduced by applying Lemma 3.1.
Thus, it suffices to show only (3.9). For this, we fix Γ ∈ ΩE and we let ξ and ζ be two distinct
points in T such that d(ξ,E) d(ζ,E). It is clear that
|S(ξ)g2(ξ)fΓ (ξ) − S(ζ )g2(ζ )fΓ (ζ )|
ω(|ξ − ζ |) 
∣∣fΓ (ξ)∣∣ |S(ξ)g2(ξ) − S(ζ )g2(ζ )|
ω(|ξ − ζ |)
+ ∣∣g2(ζ )∣∣ |fΓ (ξ) − fΓ (ζ )|
ω(|ξ − ζ |) .
Since Sg2 ∈ Λω (by Lemma 3.2), then the proof of (3.9) reduces to
∣∣g2(ζ )∣∣ |fΓ (ξ) − fΓ (ζ )|
ω(|ξ − ζ |) = o(1)
(
as |ξ − ζ | → 0). (3.10)
Case 1. For |ξ − ζ | ( d(ζ,E)2 )2, we have
∣∣g2(ζ )∣∣ |fΓ (ξ) − fΓ (ζ )|
ω(|ξ − ζ |)  2
|g2(ζ )|
ω(|ξ − ζ |)
 8η−12
( |g(ζ )|
ω(d(ζ,E))
)2
= o(1) (as |ξ − ζ | → 0). (3.11)
Case 2. For |ξ − ζ |  ( d(ζ,E)2 )2 with ζ /∈ Γ. It follows [ξ, ζ ] ⊂ (Γ ∪ E)c. Then z /∈ Γ and
d(z,E) d(ζ,E) for every z ∈ [ξ, ζ ]. There is z ∈ [ξ, ζ ] such that
|fΓ (ξ) − fΓ (ζ )|
|ξ − ζ | =
∣∣f ′Γ (z)∣∣ 1π
∫
Γ
|log |f (eiθ )||
|eiθ − z|2 dθ 
cf
d2(z,E)
.
It follows
|fΓ (ξ) − fΓ (ζ )|
|ξ − ζ | 
cf
d2(ζ,E)
.
Therefore, we have
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ω(|ξ − ζ |) =
|g2(ζ )||ξ − ζ |
ω(|ξ − ζ |)
|fΓ (ξ) − fΓ (ζ )|
|ξ − ζ |
 cf
|g2(ζ )||ξ − ζ |
ω(|ξ − ζ |)d2(ζ,E)
 cf
( |g(ζ )|
ω(d(ζ,E))
)2
ω(d2(ζ,E))|ξ − ζ |
ω(|ξ − ζ |)d2(ζ,E)
= o(1) (as |ξ − ζ | → 0). (3.12)
Case 3. In this case let us assume that |ξ − ζ | ( d(ζ,E)2 )2 and ζ ∈ Γ . It follows that ξ ∈ Γ,
and therefore |f −1
T\Γ (ξ)| = |f −1T\Γ (ζ )| = 1. From
fΓ (ξ) − fΓ (ζ ) = f (ξ)f −1T\Γ (ξ) − f (ζ )f −1T\Γ (ζ )
= f −1
T\Γ (ξ)
(
f (ξ) − f (ζ ))+ f (ζ )(f−1
T\Γ (ξ) − f −1T\Γ (ζ )
)
= f −1
T\Γ (ξ)
(
f (ξ) − f (ζ ))
− f (ζ )f −1
T\Γ (ξ)f
−1
T\Γ (ζ )
(
fT\Γ (ξ) − fT\Γ (ζ )
) (3.13)
combined with (3.12), we deduce
∣∣g2(ζ )∣∣ |fΓ (ξ) − fΓ (ζ )|
ω(|ξ − ζ |) 
∣∣g2(ζ )∣∣ |f (ξ) − f (ζ )|
ω(|ξ − ζ |) +
∣∣f (ζ )∣∣∣∣g2(ζ )∣∣ |fT\Γ (ξ) − fT\Γ (ζ )|
ω(|ξ − ζ |)
= o(1) (as |ξ − ζ | → 0). (3.14)
From inequalities (3.11), (3.12) and (3.14), we see that (3.10) holds. If moreover ω satisfy the
condition (2.2), we can deduce similarly the assertions 1′ and 2′. This completes the proof of the
proposition. 
Proof of Theorem 2.1. Let I be a closed ideal of the algebra Λω such that UI ≡ 1. Let
g be an outer function in JEI and consider f ∈ I. From Lemma 3.5, we deduce that
(Sf )EIOf ∈ I. Then, (Sf )EIg2Of ∈ I. From Lemma 3.4 and Proposition 3.6.1, we deduce
that (Sf )EIg2fΓ cN ∈ I, for every N ∈ N, where ΓN :=
⋃
nN(an, bn) ∈ ΩEI . Thus, by Proposi-
tion 3.6.2, (Sf )EIg2 ∈ I. Now choose a sequence of functions {fn}n∈N ⊂ I such that the greatest
common divisor of the inner parts of fn is equal to 1 and such that (1/2π)
∫ 2π
0 dμfn(θ) 1. This
infers that kn := (Sfn)EIg2 ∈ I, for every n ∈ N. By Lemma 3.2 we have
|kn(ξ) − kn(ζ )|
ω(|ξ − ζ |) = o(1)
(
as |ξ − ζ | → 0),
uniformly with respect to n. Using the fact
lim
∥∥kn − g2∥∥∞ = 0n→+∞
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lim
n→+∞
∥∥kn − g2∥∥ω = 0.
So g2 ∈ I. This finishes the proof of the theorem. 
3.3. Proof of Theorem 2.3
We begin by proving the following proposition.
Proposition 3.7. Let ω be a modulus of continuity satisfying the condition (1.1). Fix 1 < ρ  2.
Let g ∈ Λω be a function such that ‖g‖ω  1 and let E be a closed subset of Eg. Then
1. the functions UgOρg and UgOρg gΓ cN belong to Λω, for every N ∈ N,
2. we have limN→+∞ ‖UgOρg gΓ cN − UgO
ρ
g ‖ω = 0,
where ΓN :=⋃nN(an, bn) ∈ ΩE.
Proof. By using the F-property of Λω and the following
Ug(ξ)O
ρ
g (ξ) − Ug(ζ )Oρg (ζ )
= Oρ−1g (ξ)
(
Ug(ξ)Og(ξ) − Ug(ζ )Og(ζ )
)− Ug(ζ )Oρ−1g (ξ)(Og(ξ) − Og(ζ ))
+ Ug(ζ )
(
Oρg (ξ) − Oρg (ζ )
)
(ξ, ζ ∈ T),
the function UgOρg belongs to Λω. It is clear that {UgOρg gΓ cN }N∈N is sequence of functions in
the disk algebra and
lim
N→+∞
∥∥UgOρg gΓ cN − UgOρg ∥∥∞ = 0.
Note that if
|UgOρg gΓ (ξ) − UgOρg gΓ (ζ )|
ω(|ξ − ζ |) = o(1)
(
as |ξ − ζ | → 0), (3.15)
uniformly with respect to Γ ∈ ΩE, then assertion 1 holds as well as assertion 2, which follows
from (3.15) combined with Lemma 3.1.
Below, we have to prove (3.15). Let ξ, ζ ∈ T be two different points such that d(ξ,E) 
d(ζ,E). It is clear that
|Ug(ξ)Oρg (ξ)gΓ (ξ) − Ug(ζ )Oρg (ζ )gΓ (ζ )|
ω(|ξ − ζ |) 
∣∣gΓ (ξ)∣∣ |Ug(ξ)Oρg (ξ) − Ug(ζ )Oρg (ζ )|
ω(|ξ − ζ |)
+ ∣∣g(ζ )∣∣ρ |gΓ (ξ) − gΓ (ζ )| .
ω(|ξ − ζ |)
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∣∣g(ζ )∣∣ρ |gΓ (ξ) − gΓ (ζ )|
ω(|ξ − ζ |) = o(1)
(
as |ξ − ζ | → 0). (3.16)
1. We suppose that |ξ − ζ | ( d(ζ,E)2 )ρ, we obtain
∣∣g(ζ )∣∣ρ |gΓ (ξ) − gΓ (ζ )|
ω(|ξ − ζ |)  2
|g(ζ )|ρ
ω(|ξ − ζ |)
 2ρ+1η−1ρ
( |g(ζ )|
ω(d(ζ,E))
)ρ
= o(1) (as |ξ − ζ | → 0). (3.17)
2. In this case we suppose that |ξ − ζ |  ( d(ζ,E)2 )ρ and that ζ /∈ Γ. It follows [ξ, ζ ] ⊂ T \ E.
Then z /∈ Γ and |z − eiθ |  12 |ζ − eiθ | for every z ∈ [ξ, ζ ] and for every eiθ ∈ Γ. There is
z ∈ [ξ, ζ ] such that
|gΓ (ξ) − gΓ (ζ )|
|ξ − ζ | =
∣∣g′Γ (z)∣∣ aΓ (z),
where aΓ (z) := 1π
∫
Γ
|log |g(eiθ )||
|eiθ−z|2 dθ. Since aΓ (z) 4 aΓ (ζ ), then
|gΓ (ξ) − gΓ (ζ )|
|ξ − ζ |  4aΓ (ζ ).
2.1. First we suppose that aΓ (ζ ) 1dρ(ζ,E) . It is clear that
|g(ζ )|ρ |ξ − ζ |
dρ(ζ,E)ω(|ξ − ζ |) =
( |g(ζ )|
ω(d(ζ,E))
)ρ(
ω(d(ζ,E))
d(ζ,E)
)ρ |ξ − ζ |
ω(|ξ − ζ |)
 inf
{
η−1ρ
( |g(ζ )|
ω(d(ζ,E))
)ρ
,
(
ω(d(ζ,E))
d(ζ,E)
)ρ |ξ − ζ |
ω(|ξ − ζ |)
}
= o(1) (as |ξ − ζ | → 0).
Therefore we obtain,
∣∣g(ζ )∣∣ρ |gΓ (ξ) − gΓ (ζ )|
ω(|ξ − ζ |) 
|g(ζ )|ρ |ξ − ζ |
ω(|ξ − ζ |)
|gΓ (ξ) − gΓ (ζ )|
|ξ − ζ |
 4 |g(ζ )|
ρ |ξ − ζ |
dρ(ζ,E)ω(|ξ − ζ |)
= o(1) (as |ξ − ζ | → 0). (3.18)
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∣∣g(λζ ζ )∣∣= exp
{
1
2π
2π∫
0
1 − λ2ζ
|eiθ − λζ ζ |2 log
∣∣g(eiθ )∣∣dθ
}
 exp
{
1
2π
∫
Γ
|ξ − ζ |1/ρ
|eiθ − λζ ζ |2 log
∣∣g(eiθ )∣∣dθ}
 exp
{
−1
4
|ξ − ζ |1/ρaΓ (ζ )
}
 exp
{
− 1
4dρ−1(ζ,E)
}
.
It is clear that |g(ζ )|ρ  2ρ−1|g(ζ ) − g(λζ ζ )|ρ + 2ρ−1|g(λζ ζ )|ρ. We obtain
∣∣g(ζ )∣∣ρ |gΓ (ξ) − gΓ (ζ )|
ω(|ξ − ζ |)
 2ρ−1 |g(ζ ) − g(λζ ζ )|
ρ
ω(|ξ − ζ |)
∣∣gΓ (ξ) − gΓ (ζ )∣∣
+ 2ρ−1∣∣g(λζ ζ )∣∣ρ |ξ − ζ |
ω(|ξ − ζ |)
|gΓ (ξ) − gΓ (ζ )|
|ξ − ζ |
 2ρη−1ρ o(1) + 2ρ−1
|ξ − ζ |
ω(|ξ − ζ |) exp
{
− ρ
4dρ−1(ζ,E)
}∫
T
|log |g(eiθ )||dθ
d2(ζ,E)
= o(1) (as |ξ − ζ | → 0). (3.19)
2.3. Now we suppose that 1
dρ(ζ,E)
 aΓ (ζ ) 1dρ−1(ζ,E)|ξ−ζ |1/ρ . Set μζ := 1− 1aΓ (ζ )dρ−1(ζ,E) .
Then |ξ − ζ |1/ρ  1 − μζ  d(ζ,E). It follows that
ω(1 − μζ )
1 − μζ
|ξ − ζ |
ω(|ξ − ζ |)
(
ω(d(ζ,E))
d(ζ,E)
)ρ−1

(
ω(1 − μζ )
1 − μζ
)ρ |ξ − ζ |
ω(|ξ − ζ |)
 η−1ρ ,
and
ω(1 − μζ )
1 − μζ
|ξ − ζ |
ω(|ξ − ζ |)  η
−(1/ρ)
ρ
( |ξ − ζ |
ω(|ξ − ζ |)
) ρ−1
ρ
.
Then
ω(1 − μζ ) |ξ − ζ | ( |g(ζ )| )ρ−1
1 − μζ ω(|ξ − ζ |) d(ζ,E)
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{
η−1ρ
( |g(ζ )|
ω(d(ζ,E))
)ρ−1
, η−(1/ρ)ρ
( |ξ − ζ |
ω(|ξ − ζ |)
) ρ−1
ρ
( |g(ζ )|
d(ζ,E)
)ρ−1}
= o(1) (as |ξ − ζ | → 0).
Also we have |g(μζ ζ )| exp{− 14dρ−1(ζ,E) }. We obtain
∣∣g(ζ )∣∣ρ |gΓ (ξ) − gΓ (ζ )|
ω(|ξ − ζ |) 
∣∣g(ζ )∣∣ρ |ξ − ζ |
ω(|ξ − ζ |)aΓ (z)
(
z ∈ [ξ, ζ ])

∣∣g(ζ )∣∣ρ−1 |g(ζ ) − g(μζ ζ )||ξ − ζ |
(1 − μζ )ω(|ξ − ζ |) (1 − μζ )aΓ (z)
+ ∣∣g(ζ )∣∣ρ−1∣∣g(μζ ζ )∣∣ |ξ − ζ |
ω(|ξ − ζ |)aΓ (z)
 ω(1 − μζ )
1 − μζ
|ξ − ζ |
ω(|ξ − ζ |)
( |g(ζ )|
d(ζ,E)
)ρ−1
+ |ξ − ζ |
ω(|ξ − ζ |) exp
{
− 1
4dρ−1(ζ,E)
}∫
T
|log |g(eiθ )||dθ
d2(ζ,E)
= o(1) (as |ξ − ζ | → 0). (3.20)
Consequently, from (3.18), (3.19) and (3.20) we obtain that if |ξ − ζ | ( d(ζ,E)2 )ρ and ζ /∈ Γ,
then
∣∣gρ(ζ )∣∣ |gΓ (ξ) − gΓ (ζ )|
ω(|ξ − ζ |) = o(1)
(
as |ξ − ζ | → 0). (3.21)
3. In this case we suppose that |ξ − ζ | ( d(ζ,E)2 )ρ and that ζ ∈ Γ. We use the equality (3.13)
to transfer this case into the case ζ /∈ Γ. Hence we use (3.21) to obtain also in this case that
∣∣gρ(ζ )∣∣ |gΓ (ξ) − gΓ (ζ )|
ω(|ξ − ζ |) = o(1)
(
as |ξ − ζ | → 0). (3.22)
Now (3.16) follows from inequalities (3.17), (3.21) and (3.22). This completes the proof of the
proposition. 
Proof of Theorem 2.3. Let I be a closed ideal in Λω and g a function in Λω. Then Og ∈ Λω
and Oρg ∈ Λω, for every ρ > 1. Suppose that UgO2g ∈ I. Then UgOρ+2g ∈ I, for every ρ > 1.
From Proposition 3.7.1 we have UgOρg gΓ cN ∈ Λω, and hence, UgO
ρ+1
g gΓ cN
∈ Λω. It follows, by
using Lemma 3.4, that UgOρ+1g gΓ cN ∈ I, for every ρ > 1 and for every N ∈ N. Hence, from
Proposition 3.7.2, UgOρ+1g ∈ I for every ρ > 1. Again we use Lemma 3.4 and Proposition 3.7
to deduce that UgOρg ∈ I for every ρ > 1. This infers that g ∈ I. 
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Appendix A. An equivalent norm in Λω
In this section we give a simple proof of the following Tamrazov’s Theorem [8].
Theorem A.1. (See [8].) Let ω be any arbitrary modulus of continuity and let f be a function in
Λω(T) ∩ A(D). Then f belongs to Λω.
We need the following key lemma.
Lemma A.2. Let ω be any arbitrary modulus of continuity and let f ∈ Λω(T) ∩ A(D) be a
function such that ‖f ‖Λω(T)  1. For every δ  0, we have
exp
{
1
2π
2π∫
0
1 − |z|2
|eiθ − z|2 log
(∣∣f (eiθ )− f (z/|z|)∣∣+ δ)dθ
}
 o
(
ω
(
1 − |z|))+ Aδ (as |z| → 1),
where A is an absolute constant.
Proof. Let 0 < ε < 1 and cε > 0 such that for any ξ, ζ ∈ T satisfying |ξ − ζ |  cε, we have
|f (ξ) − f (ζ )| εω(|ξ − ζ |). Divide T into the following three parts
Γ1 :=
{
ξ ∈ T: ∣∣ξ − z/|z|∣∣ 1 − |z| cε},
Γ2 :=
{
ξ ∈ T: 1 − |z| ∣∣ξ − z/|z|∣∣ cε},
Γ3 :=
{
ξ ∈ T: cε 
∣∣ξ − z/|z|∣∣}.
We have
1
2π
2π∫
0
1 − |z|2
|eiθ − z|2 log
(∣∣f (eiθ )− f (z/|z|)∣∣+ δ)dθ
 1
2π
∫
Γ1
1 − |z|2
|eiθ − z|2 log
(
εω
(∣∣eiθ − z/|z|∣∣)+ δ)dθ
+ 1
2π
∫
Γ2
1 − |z|2
|eiθ − z|2 log
(
εω
(∣∣eiθ − z/|z|∣∣)+ δ)dθ
+ 1
2π
∫
Γ3
1 − |z|2
|eiθ − z|2 log
(
ω
(∣∣eiθ − z/|z|∣∣)+ δ)dθ
:= I1 + I2 + I3. (A.1)
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I1 
(
1
2π
∫
Γ1
1 − |z|2
|eiθ − z|2 dθ
)
log
(
εω
(
1 − |z|)+ δ). (A.2)
Next we have
I2 = 12π
∫
Γ2
1 − |z|2
|eiθ − z|2 log
(
εω
(∣∣eiθ − z/|z|∣∣)+ δ)dθ
 1
2π
∫
Γ2
1 − |z|2
|eiθ − z|2 log
(
ε
∣∣eiθ − z/|z|∣∣ω(1 − |z|)
1 − |z| + δ
)
dθ
 1
2π
∫
Γ2
1 − |z|2
|eiθ − z|2 log
( |eiθ − z/|z||
1 − |z|
(
εω
(
1 − |z|)+ δ))dθ

(
1
2π
∫
Γ2
1 − |z|2
|eiθ − z|2 dθ
)
log
(
εω
(
1 − |z|)+ δ)+ c ∫
t1
log(t)
t2
dt, (A.3)
where c is an absolute constant. Let c′ε be a positive number such that c′ε  cε and for every z ∈ D
satisfying 1 − |z| c′ε, we have 12π
∫
Γ3
1−|z|2
|eiθ−z|2 dθ  ε. Hence, as in (A.3), we obtain
I3 = 12π
∫
Γ3
1 − |z|2
|eiθ − z|2 log
(
ω
(∣∣eiθ − z/|z|∣∣)+ δ)dθ

(
1
2π
∫
Γ3
1 − |z|2
|eiθ − z|2 dθ
)
log
(
ω
(
1 − |z|)+ δ)+ c ∫
t1
log(t)
t2
dt
=
(
1
2π
∫
Γ3
1 − |z|2
|eiθ − z|2 dθ
)
log
(
εω
(
1 − |z|)+ δ)+ c ∫
t1
log(t)
t2
dt
+
(
1
2π
∫
Γ3
1 − |z|2
|eiθ − z|2 dθ
)
log
(
ω(1 − |z|) + δ
εω(1 − |z|) + δ
)

(
1
2π
∫
Γ3
1 − |z|2
|eiθ − z|2 dθ
)
log
(
εω
(
1 − |z|)+ δ)+ c ∫
t1
log(t)
t2
dt − ε log(ε), (A.4)
for every z ∈ D satisfying 1 − |z| c′ε. From (A.2), (A.3) and (A.4) we obtain
exp
{
1
2π
2π∫
0
1 − |z|2
|eiθ − z|2 log
(∣∣f (eiθ )− f (z/|z|)∣∣+ δ)dθ
}
A
(
εω
(|1 − |z|)+ δ) (z ∈ D and 1 − |z| c′ε) (A.5)
where A is an absolute constant. This completes the proof of the lemma. 
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Lemma A.3. Let ω be any arbitrary modulus of continuity and let f ∈ Λω(T). Then∣∣f (z) − f (ζ )∣∣= o(ω(|z − ζ |)) (as |z − ζ | → 0, z ∈ D and ζ ∈ T). (A.6)
Proof. We can suppose that ‖f ‖Λω(T)  1. Let 0 < ε < 1 and cε > 0 be a number such that for
any ξ, ζ ∈ T satisfying |ξ − ζ |  cε, we have |f (ξ) − f (ζ )|  εω(|ξ − ζ |). Fix ζ ∈ T and fix
z ∈ D such that |z − ζ | cε/2 and |z| 1/4. We have |z − ζ |2 = (1 − |z|)2 + |z||z/|z| − ζ |2 
1
4 |z/|z| − ζ |2. Hence |z/|z| − ζ | 2|z − ζ | cε. We obtain
∣∣f (z) − f (ζ )∣∣ ∣∣f (z) − f (z/|z|)∣∣+ ∣∣f (z/|z|)− f (ζ )∣∣

∣∣f (z) − f (z/|z|)∣∣+ εω(|z/|z| − ζ |)
 exp
{
1
2π
2π∫
0
1 − |z|2
|eiθ − z|2 log
(∣∣f (eiθ )− f (z/|z|)∣∣)dθ
}
+ 2εω(|z − ζ |).
Now, we use Lemma A.2 to deduce the result of the lemma. 
Proof of Theorem A.1. Let 0 < ε < 1. From Lemma A.3 there is 0 < cε < 1/2 such that for
every z ∈ D and for every ζ ∈ T satisfying |z − ζ |  cε we have |f (z) − f (ζ )|  εω(|z − ζ |).
Let z,w ∈ D satisfying |z − w| cε/2 and inf{|z|, |w|} = |w| 1 − cε. It follows that |z/|z| −
w/|w|| |zw|−1/2|z − w| 2|z − w| cε.
1. First we assume that |z − w| 1 − |w|. We obtain
∣∣f (z) − f (w)∣∣ ∣∣f (z) − f (z/|z|)∣∣+ ∣∣f (z/|z|)− f (w/|w|)∣∣+ ∣∣f (w) − f (w/|w|)∣∣
 4εω
(|z − w|). (A.7)
2. Now we suppose that |z − w| 1 − |w|. We apply the maximum principle theorem in D to
the analytic function z → f (z)−f (w)
z−w , we get
∣∣∣∣f (z) − f (w)z − w
∣∣∣∣ sup
ξ∈T
∣∣∣∣f (ξ) − f (w)ξ − w
∣∣∣∣= |f (ξw) − f (w)||ξw − w| (ξw ∈ T).
2.1. If |ξw − w| cε, then
|f (z) − f (w)|
ω(|z − w|) =
∣∣∣∣f (z) − f (w)z − w
∣∣∣∣ |z − w|ω(|z − w|)
 2‖f ‖∞
cε
|z − w|
ω(|z − w|)
= o(1) (as |z − w| → 0). (A.8)
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|f (z) − f (w)|
ω(|z − w|) =
∣∣∣∣f (z) − f (w)z − w
∣∣∣∣ |z − w|ω(|z − w|)

∣∣∣∣f (ξw) − f (w)ξw − w
∣∣∣∣ 1 − |w|ω(1 − |w|) (ξw ∈ T)
 εω(|ξw − w|)|ξw − w|
1 − |w|
ω(1 − |w|)
 ε. (A.9)
From inequalities (A.7), (A.8) and (A.9), there is c′ε > 0 such that if |z − w|  c′ε and
inf{|z|, |w|} 1 − c′ε, then
|f (z) − f (w)|
ω(|z − w|)  ε. (A.10)
3. If z,w ∈ D are such that sup{|z|, |w|} 1 − c′ε we have
|f (z) − f (w)|
ω(|z − w|) =
∣∣∣∣f (z) − f (w)z − w
∣∣∣∣ |z − w|ω(|z − w|)
 sup
|ζ |1−c′ε
∣∣f ′(ζ )∣∣ |z − w|
ω(|z − w|)
= o(1) (as |z − w| → 0). (A.11)
From (A.10) and (A.11) we deduce the result. The proof of the theorem is completed. 
Appendix B. Factorization property in Λω
The F-property of Λω, for any arbitrary modulus of continuity ω, is given by Shirokov [7].
For completeness we give here the proof.
Theorem B.1. (See [7].) Let ω be any arbitrary modulus of continuity. Let f be a function in Λω
and let U be inner function such that f/U ∈ H∞(D). Then f/U ∈ Λω and
|f/U(z) − f/U(w)|
ω(|z − w|) = o(1)
(
as |z − w| → 0),
uniformly with respect to U. Also ‖f/U‖ω  c‖f ‖ω, where c is an absolute constant.
Corollary B.2. Let ω be any arbitrary modulus of continuity. Let f and g be functions in Λω
and let {Un}n∈N be sequence of inner functions such that f/Un ∈ H∞(D) for every n ∈ N. If
limn→+∞ ‖f/Un − g‖∞ = 0, then limn→+∞ ‖f/Un − g‖ω = 0.
Proof. The proof immediately follows from Theorem B.1 and Lemma 3.1. 
We begin the proof of Theorem B.1 by establishing several lemmas.
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where A > 0 is an absolute constant.
Proof. For z ∈ D, we have
log
∣∣Of (z)∣∣= 12π
2π∫
0
1 − |z|2
|eiθ − z|2 log
∣∣f (eiθ )∣∣dθ
 1
2π
2π∫
0
1 − |z|2
|eiθ − z|2 log
(∣∣f (eiθ )− f (z/|z|)∣∣+ ∣∣f (z/|z|)∣∣)dθ.
Now, we use Lemma A.2 to complete the proof of the lemma. 
For a function f ∈ H∞(D) we set
af (ξ) :=
∑
n0
1 − |an|2
|ξ − an|2 +
1
π
∫
T
1
|eiθ − ξ |2 dμf (θ),
where {an: n ∈ N} = Zf ∩ D (for all n, an is repeated according to it is multiplicity) and μf is
the positive singular measure associated to the singular factor Sf of f.
Lemma B.4. Let f be a function in the disk algebra with inner factor Uf ≡ 1. Let ξ ∈ T \ Ef
and let 0 < ρ < 1 be such that 1 − ρ  d(ξ,Zf ). Then
∣∣Uf (ρξ)∣∣ exp
{
−1 − ρ
8
af (ξ)
}
.
Proof. We have
log
∣∣Sf (ρξ)∣∣= − 12π
∫
T
1 − |ρξ |2
|eiθ − ρξ |2 dμf (θ)
− 1
2π
∫
T
1
4
1 − ρ
|eiθ − ξ |2 dμf (θ)
= −1 − ρ
8
1
π
∫
T
1
|eiθ − ξ |2 dμf (θ). (B.1)
It is clear that
|z − w|2 = ∣∣|z| − |w|∣∣2 + |z||w|∣∣z/|z| − w/|w|∣∣2 (z,w ∈ D).
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∣∣∣∣ρξ − anξ − ρan
∣∣∣∣
2
= (ρ − |an|)
2 + ρ|an||ξ − an/|an||2
(1 − ρ|an|)2 + ρ|an||ξ − an/|an||2
= 1 − (1 − ρ2) 1 − |an|2|ξ − ρan|2
 1 − 1 − ρ
4
1 − |an|2
|ξ − an|2 .
Hence
log
∣∣∣∣ρξ − anξ − ρan
∣∣∣∣−1 − ρ8 1 − |an|
2
|ξ − an|2 .
Therefore
∣∣Bf (ρξ)∣∣ exp
{
−1 − ρ
8
∑
n0
1 − |an|2
|ξ − an|2
}
. (B.2)
From (B.1) and (B.2) we obtain
∣∣Uf (ρξ)∣∣ exp
{
−1 − ρ
8
af (ξ)
}
.
This proves the lemma. 
Lemma B.5. Let f be a function in Λω and let U be an inner function such that f/U ∈ H∞(D).
Then
∣∣f (ζ )∣∣= o(ω( 1
aU(ζ )
)) (
as d(ζ,Zf ) → 0, ζ ∈ T \ Ef
)
.
Proof. Let ε > 0. There is cε > 0 such that if |z − w|  cε, z,w ∈ T, then we have |f (z) −
f (w)|  εω(|z − w|). From Lemma B.3, there is 0 < c′ε < cε such that if 1 − ρ  c′ε, then
|Of (ρζ )|A(εω(1 − ρ) + |f (ζ )|), where A 1 is an absolute constant. Let ζ ∈ T \ Ef such
that d(ζ,Zf ) c′ε.
1. We assume that aU(ζ )  8Ad(ζ,Zf ) . Then we obtain |f (ζ )|  εω(d(ζ,Zf ))  εω( 8AaU (ζ ) ) 
8Aεω( 1
aU (ζ )
).
2. Now assume that aU(ζ )  8Ad(ζ,Zf ) . Then 1 − ρζ  d(ζ,Zf ), where ρζ := 1 − 8AaU (ζ ) . We
have Uf /U ∈ H∞(D), then aU(ζ ) af (ζ ) and by using Lemma B.4 we obtain
∣∣Uf (ρζ ζ )∣∣ exp
{
−1 − ρζ af (ζ )
}
 exp
{
−1 − ρζ aU (ζ )
}
= exp{−A}.8 8
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Hence
∣∣f (ζ )∣∣ ∣∣f (ζ ) − f (ρζ ζ )∣∣+ ∣∣f (ρζ ζ )∣∣
 εω(1 − ρζ ) + A exp{−A}
(
εω(1 − ρζ ) +
∣∣f (ζ )∣∣).
It follows that |f (ζ )|  3εω(1 − ρζ )  24Aεω( 1aU (ζ ) ). This completes the proof of the
lemma. 
Proof of Theorem B.1. Now, we can deduce the proof of Theorem B.1 by using Lemma B.5.
Indeed, from Theorem A.1 it is sufficient to prove that f/U ∈ Λω(T), that is
|f (ξ)/U(ξ) − f (ζ )/U(ζ )|
ω(|ξ − ζ |) = o(1)
(
as |ξ − ζ | → 0 and ξ, ζ ∈ T).
Let ξ, ζ ∈ T be two distinct points such that d(ξ,Zf ) d(ζ,Zf ). We have
|f (ξ)/U(ξ) − f (ζ )/U(ζ )|
ω(|ξ − ζ |) 
|f (ξ) − f (ζ )|
ω(|ξ − ζ |) +
∣∣f (ζ )∣∣ |U(ξ) − U(ζ )|
ω(|ξ − ζ |) .
Then it suffices to prove
∣∣f (ζ )∣∣ |U(ξ) − U(ζ )|
ω(|ξ − ζ |) = o(1)
(
as |ξ − ζ | → 0). (B.3)
1. First we suppose that |ξ − ζ | 12d(ζ,Zf ). Then
∣∣f (ζ )∣∣ |U(ξ) − U(ζ )|
ω(|ξ − ζ |)  2
|f (ζ )|
ω( 12d(ζ,Zf ))
 4 |f (ζ )|
ω(d(ζ,Zf ))
= o(1) (as |ξ − ζ | → 0). (B.4)
2. Next we suppose that |ξ − ζ | 12d(ζ,Zf ). Then [ξ, ζ ] ⊂ T \ Ef . There is z ∈ [ξ, ζ ] such
that |U(ξ)−U(ζ )||ξ−ζ | = |U ′(z)| 
∑
n0
1−|an|2
|z−an|2 +
1
π
∫
T
1
|eiθ−z|2 dμf (θ) := aU (z)  4aU(ζ ) 
cf
d2(ζ,Zf )
.
2.1. If aU(ζ ) 1|ξ−ζ | . Then, by using Lemma B.5, we deduce that
∣∣f (ζ )∣∣aU(ζ ) |ξ − ζ |
ω(|ξ − ζ |) = o(1)
(
as d(ζ,Zf ) → 0
)
.
Therefore
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ω(|ξ − ζ |)  4
∣∣f (ζ )∣∣aU(ζ ) |ξ − ζ |
ω(|ξ − ζ |)
 inf
{
4
∣∣f (ζ )∣∣aU(ζ ) |ξ − ζ |
ω(|ξ − ζ |) ,
cf ‖f ‖∞
d2(ζ,Zf )
|ξ − ζ |
ω(|ξ − ζ |)
}
= o(1) (as |ξ − ζ | → 0). (B.5)
2.2. Now assume that aU(ζ ) 1|ξ−ζ | . Then, by Lemma B.5, we obtain |f (ζ )| = o(ω(|ξ −
ζ |)), as d(ζ,Zf ) → 0. Therefore
∣∣f (ζ )∣∣ |U(ξ) − U(ζ )|
ω(|ξ − ζ |)  inf
{
2
|f (ζ )|
ω(|ξ − ζ |) ,
cf ‖f ‖∞
d2(ζ,Zf )
|ξ − ζ |
ω(|ξ − ζ |)
}
= o(1) (as |ξ − ζ | → 0). (B.6)
Consequently (B.3) follows from inequalities (B.4), (B.5) and (B.6). The proof of the theorem is
completed. 
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