Abstract: The problem of characterizing in a guaranteed way the set of all feasible set-points of a control problem is known to be difficult. In the present work, the problem to be solved involves non-linear equality constraints with variables affected by logical quantifiers. This problem is not solvable by current symbolic methods like quantifier elimination, which is commonly used for solving this class of problems. We propose the utilization of guaranteed set-computation techniques based on interval analysis, in particular a solver referred to as Quantified Set Inversion (QSI). As an application example, the problem of simultaneously controlling the speed and the orientation of a sailboat is presented. For this purpose, the combination of QSI solver and feedback linearization techniques is employed.
INTRODUCTION
Characterizing, in a guaranteed way, the set of all feasible set-points is important in many control problem (e.g., robotics). When this problem involves non-linear equality constraints with variables affected by logical quantifiers, it is known to be difficult [5] . A way to deal with this kind of problems could be quantifier elimination [21, 5] . Although some applications of quantifier elimination to control systems design can be found in the literature [3, 6, 17] , this technique is only feasible for low sized systems of polynomials inequalities. For this reason, set-computation methods based on interval analysis [4, 16, 19] , and more specifically a solver referred to as Quantified Set Inversion (QSI) [13] , is employed. An application example, consisting of the control of a sailboat, is employed in order to present the proposed approach. The outline of the paper is as follows. Section 2 introduces the application example. Section 3 presents a state space model of the sailboat. In Section 4, the polar diagram of the sailboat (i.e., set of set-points) is defined and its computation using guaranteed set computation techniques is done. In Section 5, a feedback linearization controller for the given sailboat model is designed. The required pre-compensator module, also based on guaranteed set computation techniques, is explained in Section 6. Finally, Section 7 presents some simulation results and Section 8 concludes the paper.
AUTOMATIC SAILBOAT CONTROL
To control the speed and the orientation of a sailboat, the sailor usually disposes of two actuators: the sail adjustment and the rudder adjustment. Nevertheless, these actuators are not intuitive at all and require a long training period before acquiring a good handling of the boat. For that reason, an automatic control system of the speed and orientation of a sailboat could be a priceless help for the sailor. Furthermore, many practical applications of an automatic control of the speed and the orientation of a sailboat can be found. For instance,
• During the mooring manoeuvre inside a harbor, where the speed of the sailboat has to be controlled not to surpass the speed limit.
• As a support system when crossing the oceans in solo (e.g., sleeping periods).
• For completely autonomous sailing (e.g., ecologic or military surveillance missions). A proof of this interest is the two recent sailing competitions: the Microtransat Challenge Cup [1] held in Toulouse (France), which aims at building sailboats able to cross the Atlantic ocean in an autonomous way, and the Sailbot [2], another robotic sailboat competition held in Ontario (Canada). To our knowledge, only few works have been proposed to deal with the control of a sailboat using mathematical models [8, 7, 15] .
Control strategy
The proposed control strategy is divided in two parts: A first one, which is executed off-line and represents the main originality of this work, aims to finding in a guaranteed way the set of admissible set-points which can be chosen by the sailor. This set corresponds to a well known sailing diagram called polar diagram, which is composed by the set of all pairs, the speed (v) and the orientation ( ) θ represented in polar coordinates, that can be reached by the sailboat in a cruising behavior for a given speed and orientation of the wind. In order to assure that a chosen set-point belongs to the solution set, this set is computed in a guaranteed way by means of the QSI solver, which allow to simultaneously find inner and outer approximations of the solution set.
A second part, which is executed online, consists of a controller based on feedback linearization [9] . The selection of this control technique has been motivated by the nature of the sailboat dynamics: non-linear and flat. However, as will be shown in Section 5, the feedback linearization controller does not accept the desired setpoint by the user ( ) v θ , as linearizing outputs due to the amount of singularities that generates [14] . For this reason, a pre-compensator module is required in order to transform the set-point chosen by the user ( , ) v θ into a suitable set-point for the controller ( , ) s δ θ which corresponds to the sail adjustment s δ and the orientation of the boat . θ Finally, the controller will compute the sail and rudder adjustments ( ) s r δ δ , such that speed and orientation of the boat tends to the setpoint chosen by the user. Fig. 1 graphically shows the proposed control strategy.
SAILBOAT MODELISATION
The sailboat represented in Fig. 2 (taken from [15] ) is described by the following state equations 
where
with respect to the time t. The state vector
∈» is composed by • the thrust force s f of the wind on the sail,
• the force r f of the water on the rudder. The parameters values are
of the wind, • the distance r r ( ) m between the rudder and G,
• the distance s r ( ) m between the mast and G,
• the sail lift s α
• the tangential friction f α The inputs 1 u and u 2 of the system are the derivatives of the angles s δ and r δ .
POLAR DIAGRAM
The polar diagram of the sailboat is defined by the set S of all pairs ( ) v θ , that can be potentially reached by the boat, in a cruising behavior.
During a cruising behavior of the boat, all state variables (except x and y) are constant,
From (1), we get 
which is equivalent to ( ) 
The polar diagram is the set S of all feasible vectors ( ) v θ , in a cruising regime, i.e., 
Resolution
The problem stated by (5) can not be handled easily. For instance, checking whether a point ( ) v θ , belongs to S or not, requires the resolution of 2 equations with 2 unknowns, and during the regulation one needs to perform this resolution every time a new desired point is chosen. Moreover, one also may want to draw S to obtain a graphical representation of the polar diagram.
One possible way to handle with the problem stated by (5) is the quantifier elimination approach [21, 5, 17] , which aims to symbolically eliminate the existential quantifier and to provide an equivalent quantifier-free representation of (5). Then, checking whether a point ( ) v θ , belongs to S becomes a trivial task. However, it is known that, although this problem is solvable, the best available algorithm has a doubly exponential complexity in the number of dimension and cannot be thought, except for toy problems. This is the reason why we have decided to use guaranteed set computation techniques, which can deal with (5) in a more efficient way (e.g., exponential complexity).
The QSI solver
Guaranteed set computation techniques are able to approximate, by means of sets of non-overlapping boxes (pavings), the solution set expressed by (5), instead of obtaining the exact result as quantifier elimination techniques do. Nevertheless, these approximations are most of the times sufficient from a practical point of view. It is important to remark that, in order to guarantee the pertinence of a point ( ) v θ , to its solution set, an inner approximation of the polar diagram is required. To our knowledge, the only available software implementation which is able to obtain such approximation is the Quantified Set Inversion (QSI) solver, which is presented in [13] and for which a practical implementation can be found in [18] .
The QSI algorithm is able to deal with the following problem
where P is a box of , , from n R to . R The functioning of the QSI algorithm can be summarized as follows. It starts from an initial box P and checks if it belongs or not to the solution set S as discussed later; if P belongs to , S it is stored into the list ; − S if P does not belong to S it is rejected; if both tests are negative, the box P is bisected; the same procedure is applied recursively over the resulting boxes; the bisection procedure stops when a predefined box size ε is reached and the resulting boxes are stored into the list . ∆S The output of the algorithm consists of a subpaving (list of non-overlapping boxes) − S representing an inner approximation of the solution set , S and a subpaving representing all the undefined boxes . ∆S These subpavings provide the following bracketing of the solution set:
Now, the problem is reduced to prove if a box P belongs or not to . S For this purpose, the following equivalences are used
Proving the involved logical formulas in (9) is a nontrivial task. For this purpose Modal Interval Analysis (MIA) [10] is used. MIA allows proving in computationally efficient way logical formulas by transforming them into an interval inclusion test [11, 20] . Table 1 shows a special instance of the QSI algorithm for the given problem. Fig. 3 shows a graphical representation of the QSI algorithm over a generic twodimensional example in an intermediate stage of the execution. The way in which the bisection procedures progress depends on the heuristic that is chosen to select the box and the dimension to be bisected. Usually, a first-in-first-out strategy is used to select the boxes from the list and the largest interval of a box is bisected.
Given a finite precision, the termination of the QSI algorithm is guaranteed for non ill-posed problems (e.g. a small perturbation of the input involves a small modification of the solution set). As the algorithm provides inner and outer approximations to the solution set, it can be considered sound and complete.
Transformation of the problem
In order to pose the problem as in (7), the variable r δ is eliminated from (5) by using symbolic calculus. Since, 
equation (5) can be rewritten as (12) By using the QSI solver with a precision of 0 02 ε = . and a fixed wind of 10 m/s, the result, obtained in less than 60 seconds on a Pentium IV, is expressed in polar coordinates in Fig. 4 . The white area corresponds to the set of points ( ) v θ , which can be potentially reached by the sailboat, the grey area corresponds to the set of non feasible points and the black one is undefined. The wind direction and intensity should vary slowly with respect to the variations of the other state variables. Of course, if the direction of the wind changes, the polar diagram rotates. But is is more comfortable to express our state variable in a frame which is based on the wind vector. As a consequence, when the wind direction changes, we do not rotate the polar diagram, but instead, we rotate all way points.
FEEDBACK LINEARIZATION CONTROL
As explained in [9] , feedback linearization method works if the system is flat. Many systems are flat, as the sailing boat presented in this paper. In order to apply the feedback linearization method it is necessary to differentiate the state variables, one or more times with respect to the time till the inputs u 1 or u 2 appear.
In (1), only s δ and g δ are algebraically related to u. It is only necessary to differentiate the equations Table 1 . QSI algorithm.
Algorithm QSI(In:
then P has no solutions; 10. else Bisect P and stack resulting boxes; 11. Until Stack= ; ∅ Fig. 3 . Two dimensional example of the QSI algorithm. 
Notice that, as v, θ , ω are analytic functions of the state (see (1)), it is possible to consider that we have an analytic function of x, y, θ , v, ω depending on the state and inputs. It is necessary to differentiate again all these quantities which do not algebraically depend on u, which means , x y and θ . Then we get 2 2 cos 2 sin sin cos sin 2 cos cos sin
As the system has two inputs, it is necessary to choose two outputs in order to do the feedback linearization. A first possibility consists of choosing as outputs, the speed 1 y v = and the orientation 2 . y θ = This choice can be justified because y is a flat output for the sub-system described by the (i-vii) equations of Equation 1. However, the resulting linearizing control presents too many singularities [14] . Due to lake of space, the equation development to get these singularities has been omitted. For this reason, we have decided to choose another output which generates less singularities. Let us choose now as outputs the sail adjustment 1 s y δ = and the orientation 2 . y θ = We have 
where s f and r f are given by (14) . Then, we have a relation of the form ( ) 
In order to impose ( )
, it is necessary to take ( )
The looped system is governed by the differential equations 
i.e.,
Such configuration corresponds to a singularity which should be avoided. As the linear systems is of 4th order instead of 7th, three out seven state variables, , x , y and , v are not controllable. The loss of control over x and y is predicable since we can drive the boat from one way point to another but, we cannotsay that we can control the location of the boat, even if we have a partial control of it. For instance, we cannot stop the boat at a given location. Hence, it is natural that it corresponds to an instability. The loss of control over v does not have any consequence because the associated dynamic is stable.
PRE-COMPENSATOR
As mentioned in Section 5, it is not possible to choose the speed v and the orientation θ of the sailboat as linearizing outputs for the feedback linearization controller because of the amount of singularities that provokes. Instead of that, the sail adjustment s δ and the orientation of the sailboat θ can be chosen. As we want to control v and , θ it is necessary to introduce a precompensator which allows to transform the set-point chosen by the user ( , v ) θ to an admissible set-point by the controller ( , 
exists or not in the resulting intervals. Notice that multiple solutions could exist and the one given by our algorithm is not necessarily the optimal one in terms of sailing. This bisection procedure is recursively repeated till a small enough interval is achieved for . s δ As the controller requires a punctual value as input, the center of the resulting interval is chosen.
SIMULATION RESULTS
The presented control strategy has been implemented in order to show its viability. A demonstration software is available in [12] . Its use consists of selecting from the polar diagram the desired set-point by clicking with the mouse over it. Fig. 5 shows a simulation of the required manoeuver to moor the sailboat inside a harbor. Note that the boat has to go against the wind and a zigzag trajectory with sharp turns is necessary.
CONCLUSIONS AND FUTURE WORK
In this paper, the difficult problem of characterizing, in a guaranteed way, the set of feasible set-points of a control problem involving non-linear equality constraints with variables affected by logical quantifiers is solved for first time. To solve this problem, the utilization of approximate methods based on interval analysis, in particular a solver referred to as Quantified Set Inversion (QSI), is used. As an application, the problem of controlling the speed and the orientation of a sailboat is presented. For this purpose, the combination of the QSI solver and feedback linearization control techniques is employed. As future work, the obtention of a more precise model of a sailboat and the implementation of the proposed control strategy over a real sailboat are thought. We also plan to apply the proposed technique to other control problems.
