In the information technology ground people are using various tools and software for their official use and personal reasons. Nowadays people are worrying to choose data accessing and extraction tools and at the time of buying and selling their products and in addition worry about various quality factors such as price, durability, color, size, and availability of the product. The main purpose of the research study is to find solutions to the unsolved existing problems. The proposed algorithm is Multidirectional Rank Prediction (MDRP) decision making algorithm in order to take an effective strategic decision at all the levels of data extraction, used a real time textile dataset and analyzed the results. Finally the results were obtained and compared with the existing measurement methods such as PCC, SLCF, and VSS. The result accuracy is higher than the existing rank prediction methods.
INTRODUCTION
Collaborative techniques are used to filter the noise data and give product recommendation to the new users. Collaborative filtering technique may involve in large data sets. Collaborative technique is used to predict user's interests on particular product or more than one product. In this Proposal, Selling and buying are the two usual activities for seller and buyer. One who sells the products aims to gain maximum earnings, and the customer side to get trustworthy product, further it is extended to intermediate level. These scenarios were identified and people who are using products are found difficulties to discover the good product. In addition people suffer and face problems to identify the features of a product such as color, size, price, availability and durability of the concerned product.
To overcome these situations, identified a technique multidirectional rank prediction similarity collaborative filtering. Normally Collaborative filtering algorithms are used to find users' dynamic participation, a simple way to represent users' interests to the system, and finally the algorithm which is used to match people with similar interests.
Still data extraction is a primary problem in different disciplines, to handle them and provide solution. Solving such kind of problems using available techniques is a regular method, but the difficulty is to identify a best method or technique for long-term solution to the existing problem.
In the collaborative filtering approach, the recommender system used to identify users who have the same preferences with the current user, and propose items which the user most likes. Due to this cold start problem, this approach was failed to consider items which nobody was rated previously. The collaborative filtering system require a large number of users to rate a new item before that item can be recommended.
In the existing methods are provided with some solutions, but it is not up to the anticipated level to the customers. Hence customers are mostly suffering sparsity and scalability problems while they are using systems are associated with large data sets. The user-item matrix which is used in collaborative filtering could be tremendously large and sparse, which carries out the challenges in the performances of the recommendation.
Data Sparsity Problem
One of the major problems in data sparsity is the cold start problem. As collaborative filtering methods recommend items based [10] on users' past preferences, new users must need to rank adequate number of items which is used to enable the system to capture their preferences accurately and to offer reliable recommendations.
Similarly, the users when rating the new items also face the same problem. While new items are appended to the existing application, they must to be rated by large number of users before they could be recommended to users who have similar tastes with the ones rated them. Rating to the new products is very tough to the users, this type of problem is mainly focused Sometimes the new product will be recommended based on qualities rather than past ratings.
Scalability Problem
The second problem in existing collaborative filtering algorithms is facing scalability. If the customer data set contains huge no. of items, time complexity will be increased and rapid response will not get from those situations. To handle this situation online rating method was introduced and dealt these problems very seriously, but users are rated the products based on the past ratings and sometime users could not see the previous ratings due to unavailability in the particular application and lack of time. In the case of big data set, the system has to respond immediately and provide recommendations.
Many Collaborative Filtering algorithms are highlighting only on user similarity and item similarity, and initially they are based on User-defined similarity measurements, such as Pearson Correlation Coefficient (PCC) or Vector Space Similarity (VSS), which are not suitable and optimized for specific applications and large data sets. Next, these similarity measures are limited to symmetric ones such that the similarity between A and B is the same as that for B and A, although symmetry is not hold in many real world applications. Then, next typically take care of the similarity functions between users and functions between items individually. However, in reality, the similarities between users and between items are inter-related. In the earlier article, identified a unified model for users and items, known as Similarity Learning based Collaborative Filtering (SLCF), based on a bidirectional asymmetric similarity measurement. The above SLCF and R-SLCF methods are not deals with user biography, classification of customer based on time, location, and brand with multiple entities.
Limitations of Uni-Directional and BiDirectional Similarity Learning Based Collaborative Filtering Techniques (SLCF &R-SLCF)
SLCF & R-SLCF model [1] automatically finds out the asymmetric similarities between users and items at a time through matrix factorization technique and which includes a new matrix factorization model for learning user and item similarities simultaneously. In addition similarity measurement was asymmetric and can be identified from the data using matrix factorization methods. This earlier SLCF method was not effective to find prediction ratings because which not includes the past ratings, user biography and classification etc. SLCF similarity measurement was considerably satisfied but it is to be redefined. The experimental results of SLCF were focused only on compared with previous item based and user based in previous traditional memory-based approaches and a lowrank matrix approximation models. But, it is not an appropriate model to deal with multiple entities. Additionally, the online version of the rank prediction algorithm is exposed to be efficient and more capable for handling new users and items. So, here proposed an online version of rate prediction method to integrate new users and new items in a successful way. Moreover, a plan to develop an added efficient algorithms to learn more models for larger scale datasets.
An earlier model SLCF & R-SLCF was very general for sparse data and scalability problems. Therefore, the earlier bidirectional model were used towards the following benchmark datasets, which includes Movie Lens, Netflix Movie Data Sets, and Technlens+ datasets but, the SLCF & R-SLCF models are inappropriate for textile data set, garment related and web mining applications.
Multidirectional Asymmetric Similarity Learning
To extend this proposed model to multi-directional cases where more than two types of entities are involved such as user, item, ratings, seller (either manufacturer or supplier).In the multidirectional asymmetric similarity learning algorithm mainly focuses on item-item similarity and useruser similarity simultaneously, to create two connected contributions. The first contribution is similarity function learning. Next contribution is proposed a unified model to learn asymmetric similarities for items and users at the same time.
Various hybrid algorithms were used for data extraction some hybrid algorithms are appropriate only for some scenarios like such a situation user's privacy should be protected while the users are rating an item. In few circumstances item-item similarity is better than the useruser similarity while hiding the user demographic information. Existing PCC (Pearson Correlation Coefficient and VSS (Vector Space Similarity) is inappropriate for all type of applications. To protect the privacy [6] of users cryptographical algorithms are used because item-item similarity is publicly available. But the major drawback of this algorithm was item-user similarity to be calculated parallel. The objective of the content based filtering and collaborative filtering was focused on data set to be reduced and this is not suitable for all kinds of applications Considered the two earlier versions of SLCFs, the first one was improving the traditional memory-based approaches (M-SLCF), and second one was based on matrix reconstruction (R-SLCF). But the earlier proposed online version of the rating prediction method R-SLCF to allow new users and new items to be included in the model incrementally but with no classifications and not to use for larger scale datasets. The MDRP model is handling sparse and scalability problems in an efficient and effective way. Therefore, using the proposed model to other kinds of data sets such as journal citation data set, internet usage tracking and job applications web portals. So that, the modified MDRP CF will be performing very well in case of item to user relationship in multiple ways.
Finally need to have an optimized rank prediction algorithmic technique to solve sparcity, scalability, classification, and measurement problems. In this paper MDRP algorithm can be used to solve all the above mentioned problems and additionally it deals with classifying the items based on person, brand and quality factors, and visualized the data in different forms. Finally with respect to different quality constraints analyzed the data set with performance measurements on the basis of which users can take suitable decisions.
MULTIDIRECTIONAL DECISION MAKING RANK PREDICTION ALGORITHM (MDRP)
To overcome all the exiting problems at various user levels, using Multidirectional Rank Prediction (MDRP) Decision Making Algorithm. In this proposed model is associated
International Journal of Computer Applications (0975 -8887) Volume 79 -No7, October 2013
with multidirectional data set with multiple entities with more than two attributes are concerned. In this section, we considered various parameters such as gender, age group, user category, brand details. Then analyzed experimental results with different combinations and comparisons with different time frame. Mainly users are categorized with different scenarios and prepared various reports for further improvements and enhancements of the current system. This online survey method is very much useful to the new users to rate new items. The above graph shows that various brand results which observed from the textile data set and analyzed, compared the results with various products. Ranking of various products by the user and can be used to assess the quality of the product based on the quality constraints and make an effective decision on purchase. This strategic decision making is very valuable to increase the sales. 
CONCLUSION
The above multidirectional online rank prediction algorithm helps to find the right product at the right time of purchase and analyze the existing user purchase history. The proposed MDRP algorithm is very supportive to make high-quality decisions at three steps position levels. It gives accurate results over than SLCF, RLCF, PCC and VSS measurement methods. It handles large data sets with multiple entities, multiple attributes feasibly. Right product can survive in the market based on the good product rating. Low ranked products will be eliminated or to be improved. Customer can get chance to buy good product with good features.
