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Abstract
The description and characterization of warm dense matter is an important, albeit
challenging task for experiments and theory. X-ray Thomson scattering offers a pos-
sibility to characterize warm dense matter, as the physical quantity of the dynamic
structure factor is proportional to the Thomson scattering spectra. This work aims
at determining the dynamic structure factor from FT-DFT-MD-simulations. Such
ab-initio-simulations combine classical molecular dynamics (MD) and density func-
tional theory at finite temperature (FT-DFT). This approach allows the treatment
of quantum and correlation effects beyond perturbation theory. With the presented
method it is possible to calculate the ion feature from first principles, which will
facilitate a better understanding of X-ray scattering in warm dense matter. The
obtained resulting dynamic structure factors are compared to different theoretical
models and available experiments for beryllium and boron.
Kurzfassung
Die Beschreibung sowie Charakterisierung von warmer dichter Materie stellt ein
wichtiges Forschungsgebiet, aber auch eine große Herausforderung für Experimente
und Theorie dar. Eine Möglichkeit der Darstellung bilden Röntgen-Thomsonstreu-
experimente, aus deren Resultaten der dynamische Strukturfaktor gewonnen werden
kann. Ziel der vorliegenden Arbeit ist es, diese Größe zudem auch aus FT-DFT-
MD-Rechnungen zu erhalten. Solche ab-initio-Simulationen kombinieren klassische
Molekulardynamik (MD) mit der Dichtefunktionaltheorie bei endlichen Temperatu-
ren (FT-DFT). Diese Vorgehensweise ermöglicht eine weit über die Berechnung der
Störungstheorie hinausgehende Behandlung von Quanten- und Korrelationseffekte.
Mit der präsentierten Methode ist es möglich das Ionfeature ab-initio berechnet
werden, was zu einem besseren Verständnis der Röntgenstreuung in warmer dichter
Materie führt. Die so erhaltenen Strukturfaktoren werden mit anderen theoretischen
Modellen und Experimenten für Beryllium und Bor verglichen.
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Inhaltsverzeichnis
1. Einleitung 1
1.1. Warme dichte Materie und Plasmaparameter . . . . . . . . . . . . . . 1
1.1.1. Theoretische Beschreibung der warmen dichten Materie . . . . 4
1.1.2. Weitere Parameter zur Charakterisierung des Plasmazustandes 5
1.2. Streuexperimente als Diagnostikmethode für die WDM . . . . . . . . 6
1.2.1. Experimente zur Thomsonstreuung . . . . . . . . . . . . . . . 7
1.2.2. Thomsonstreuung: Streuleistung und Strukturfaktor . . . . . . 8
1.3. Ziel und Gliederung der Arbeit . . . . . . . . . . . . . . . . . . . . . 9
2. Grundlagen der DFT-MD und technische Details 11
2.1. Das Vielteilchenproblem . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2. Born-Oppenheimer-Näherung . . . . . . . . . . . . . . . . . . . . . . 12
2.3. Molekulardynamiksimulationen . . . . . . . . . . . . . . . . . . . . . 13
2.4. Dichtefunktionaltheorie . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4.1. Hohenberg-Kohn-Theoreme . . . . . . . . . . . . . . . . . . . 14
2.4.2. Temperaturabhängigkeit für die Theoreme von Hohenberg und
Kohn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4.3. Kohn-Sham Formalismus . . . . . . . . . . . . . . . . . . . . . 16
2.4.4. Austausch-Korrelations-Funktional . . . . . . . . . . . . . . . 18
2.5. Anwendung in VASP . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.5.1. Ebene Wellen . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.5.2. Pseudopotential . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.6. Gewinnung der physikalischen Daten aus der Simulation . . . . . . . 23
2.6.1. Bestimmung der thermodynamischen Größen . . . . . . . . . . 23
2.6.2. Paarverteilungsfunktion . . . . . . . . . . . . . . . . . . . . . 24
2.6.3. Elektrische Leitfähigkeit . . . . . . . . . . . . . . . . . . . . . 26
3. Röntgen-Thomsonstreuung als Diagnostikmethode für warme dichte
Materie 31
3.1. Einführung in die Streugeometrie und Laser-Plasma Wechselwirkung 31
3.2. Kollektive und nicht-kollektive Streuung . . . . . . . . . . . . . . . . 33
3.3. Der dynamische Strukturfaktor der freien Elektronen . . . . . . . . . 34
3.3.1. Die dielektrische Funktion . . . . . . . . . . . . . . . . . . . . 35
3.3.2. Berechnung des dynamischen Strukturfaktors der freien Elek-
tronen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3.3. Berechnung des dynamischen Strukturfaktors mittels einer FT-
DFT-MD-Simulation . . . . . . . . . . . . . . . . . . . . . . . 41
V
Inhaltsverzeichnis
3.4. Das Ionfeature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.4.1. Ion-Ion Strukturfaktor . . . . . . . . . . . . . . . . . . . . . . 45
3.4.2. Formfaktoren . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.4.3. Ionfeature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.5. Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4. Beryllium 55
4.1. Dynamischer Elektron-Elektron Strukturfaktor . . . . . . . . . . . . . 56
4.1.1. Elektrische Leitfähigkeit . . . . . . . . . . . . . . . . . . . . . 56
4.1.2. Stoßfrequenz und die Dielektrische Funktion . . . . . . . . . . 59
4.1.3. Dynamischer Strukturfaktor der freien Elektronen S0ee(k, ω) . . 62
4.2. Das Ionfeature und seine Bestandteile . . . . . . . . . . . . . . . . . . 66
4.2.1. Ergebnisse des Ion- und Elektron-Ion Strukturfaktors . . . . . 66
4.2.2. Formfaktoren . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.2.3. Das Ionfeature . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.2.4. Neubewertung des experimentellen Spektrums . . . . . . . . . 77
4.2.5. Nichtgleichgewichtsbedingungen . . . . . . . . . . . . . . . . . 82
4.3. Zusammenfassung zu Beryllium . . . . . . . . . . . . . . . . . . . . . 87
5. Bor 89
5.1. Struktureigenschaften von Bor . . . . . . . . . . . . . . . . . . . . . . 91
5.2. Zusammenfassung zu Bor . . . . . . . . . . . . . . . . . . . . . . . . 95
6. Zusammenfassung und Ausblick 97
6.1. Ergebnisse der Arbeit . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.2. Ausblick . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
A. Anhang 103
A.1. Drude-Formel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
A.1.1. Statischer Fall . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
A.1.2. Dynamischer Fall . . . . . . . . . . . . . . . . . . . . . . . . . 104
A.2. Die Isotherme Kompressibilität . . . . . . . . . . . . . . . . . . . . . 106
B. Literaturverzeichnis 109
VI
Abkürzungen
WDM Warme dichte Materie
FEL Freie Eleketronenlaser
MD Molekulardynamik
FT-DFT Finite Temperatur Dichtefunktionaltheorie
VASP Vienna Ab Initio Simulation Package
KS Kohn-Sham
LDA Lokale Dichtenäherung
GGA Gradienten Dichtenäherung
PAW Projected augmented-wave
FDT Fluktuations-Dissipations-Theorem
RPA Random Phase Approximation
LFC Lokalfeldkorrekturen
BMA Born-Mermin-Näherung
MA-AICF Mermin-Näherung mit ab-initio-Stoßfrequenz
HNC hypernetted chain
AA average atom
VII

1. Einleitung
Dichte Plasmen - im speziellen warme dichte Materie (WDM) - zu untersuchen ist
von fundamentalem Interesse im Rahmen verschiedener physikalischer Anwendun-
gen. Zu nennen ist insbesondere die Planetenphysik, und hierbei die Modellierung
solarer und extrasolarer Planeten [15], sowie Brauen Zwergen [3; 69]. Auch die
Trägheitsfusion stellt eine bedeutende Anwendung dar, die von der Untersuchung
dichter Plasmen profitiert [10; 11].
Die Beschreibung von warmer dichter Materie mittels experimenteller und theo-
retischer Methoden ist eine große Herausforderung der modernen Physik. Die WDM
ist durch Temperaturen von ungefähr 0.1 bis zu 100 eV mit Elektronendichten im
Bereich der Festkörperdichte gekennzeichnet [12; 13]. Sie deckt dabei Zustände ab,
die zwischen den traditionellen Bereichen kondensierter Materie und den Hochtem-
peraturplasmen einzuordnen sind. Um sie experimentell zu erlangen, existieren unter
anderen Stoßwellenexperimente, die zum Beispiel mit Gaskanone, schnellen Draht-
sowie chemischen Explosionen, Z-Maschinen, oder Hochleistungslasern durchgeführt
werden. Diese dynamischen Methoden werden dazu genutzt, um Materie unter ex-
tremen Bedingungen zu komprimieren. Jedoch sind sie mit relativen großen Fehler-
balken verbunden. Durch eine isochore Heizung des Targets, beispielsweise hervorge-
rufen durch Schwerionendeposition oder über intensive kurzwellige Laserstrahlung,
wie sie Vakuum-UV-Laser oder freie Elektronenlaser bieten, lässt sich eine höhere
Genauigkeit erreichen.
Im Gegensatz zu Festkörpern weist die WDM keine Fernordnung auf und im Ver-
gleich zu idealen Plasmen lassen sich Korrelationseffekte nicht ignorieren. Statt-
dessen kombiniert die WDM Eigenschaften beider Bereiche, und es ergibt sich auf
Grund der Komplexität eine Vielzahl physikalischer Forschungsfelder [14; 15]. Durch
seine speziellen Eigenschaften stellt die theoretische Beschreibung der WDM eine
große Herausforderung für die Vielteilchenphysik [16] dar, auf welche im folgenden
Abschnitt eingegangen wird.
1.1. Warme dichte Materie und Plasmaparameter
Materiezustände werden durch die Parameter Dichte und Temperatur charakteri-
siert. Dabei treten unterschiedliche Aggregatzustände auf, die in einem Phasendia-
gramm durch zusammenhängende Gebiete sichtbar werden. Einer dieser Aggregat-
zustände ist das Plasma. Es beschreibt dabei ein Vielteilchensystem, welches aus ge-
1
1. Einleitung
ladenen frei beweglichen Teilchen wie Elektronen und Ionen, besteht, mit der Masse
mi, der Teilchendichte ni sowie der Ladung ei und kann entsprechend seiner Dichte
und Temperatur verschiedene Eigenschaften in der Temperatur-Dichte-Ebene ein-
nehmen, vgl. Abb. 1.1. Ungefähr 99% der sichtbaren Materie im Universum befindet
sich im Plasmazustand, vornehmlich in den Sternen und im interstellaren Raum. In
unserem Sonnensystem seien z. B. die Sonne und die Gasplaneten [18] genannt.
Um das Plasma zu charakterisieren, lassen sich dimensionslose Plasmaparameter
einführen, welche sowohl die thermische Energie als auch die Fermi- und Korre-
lationsenergien in Beziehung setzen. Ein Plasma kann bei entsprechender Dichte
und Temperatur entartete Zustände annehmen und Quanteneigenschaften aufzei-
gen. Diese Entartung tritt bei geringen Temperaturen und hohen Dichten auf. Die
Entartung lässt sich über [19]
nαΛ
3
α = nα
(
2πℏ2
mαkBT
) 3
2
(1.1)
abschätzen. Dabei ist Λα die thermische Wellenlänge eines Teilchen der Sorte α mit
der Masse mα und der Teilchendichte nα. Bei hohen Dichten und geringen Tempe-
raturen gilt nαΛ3α > 1 und das System ist entartet. Der Einfluss quantenstatisti-
scher Effekte überwiegt gegenüber dem Einfluss der thermischen Bewegung. Analog
lässt sich die Entartung bzw. der Quantencharakter des Systems über den Entar-
tungsparameter Θ charakterisieren. Dieser Parameter wird über das Verhältnis der
thermischen Energie zur Fermienergie definiert [20],
Θ =
kBT
EαF
=
kBT2mα
ℏ2(3π2nα)2/3
. (1.2)
Der Entartungsparameter Θ wird in der Regel für die Elektronen betrachtet, da
sie meistens die Quanteneffekte bestimmen. Da ein Elektron ein Fermion ist, kann
auf Grund des Pauli-Prinzips ein Quantenzustand nur von einem einzelnen Elektron
besetzt werden. Für ein Elektronensystem mit einer hohen Dichte, wie die Leitungs-
elektronen in einem Metall, nimmt der Entartungsparameter Werte Θ≪ 1 an. Hier
dominieren die Quanteneffekte über die thermische Bewegung und es tritt somit ein
entartetes Elektronengas auf, welches z. B. für eine hohe elektrische Leitfähigkeit
verantwortlich ist. Für Θ ≫ 1 ist ein klassisches Plasma zu erwarten, in welchem
die Quanteneffekte vernachlässigt werden können. In Abb. 1.1 sind in Gebieten mit
Θ < 1 die Quanteneffekte dominierend, während sich in Gebieten Θ > 1 die Materie
in erster Näherung mit den Gesetzen der klassischen Physik beschreiben lässt.
Eine weitere Größe zur Klassifizierung eines Plasmas ist die Stärke der Wechsel-
wirkung zwischen den Teilchen. Hierfür wird ein Kopplungsparameter Γ eingeführt,
welcher über das Verhältnis der Coulombenergie EC zwischen zwei Teilchen und der
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Abbildung 1.1.: Darstellung verschiedener Plasmen in einer Dichte-Temperatur-
Ebene nach [17]. Zu sehen sind Plasmen, welche durch experimentel-
le Methoden erzeugt werden können, z. B. durch Tokamaks, XFEL,
Stoßwellenexperimente. Zusätzlich sieht man Plasmen, die im Uni-
versum in Braunen Zwergen und Gasnebeln oder den Kernen der
Sonne und Jupiters vorkommen. Die Plasmen werden mit den Plas-
maparametern, wie dem Kopplungsparameter Γ (grüne Linien) und
dem Entartungsparameter Θ (blaue Linien) klassifiziert. Dabei fin-
det sich im oberen linken Bereich nicht-entartete und schwach ge-
koppelte (ideales) Plasmen und im rechten unteren Bereich stark
gekoppelte und entartete Plasmen.
3
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thermischen Energie definiert ist [19; 20],
Γ =
EC
kBT
=
e2(4
3
πne)
1/3
4πϵ0kBT
. (1.3)
Durch den Kopplungsparameter lässt sich beschreiben, ob ein System durch die kine-
tische Energie der Teilchen (Γ < 1) oder durch ihre Wechselwirkungsenergie (Γ > 1)
dominiert wird. Auf diese Weise kann eine Trennung zwischen stark korrelierten und
nahezu idealen Systemen vorgenommen werden. Im Rahmen großer Temperaturen
und niedriger Dichten zeigt das Plasma keine Ordnung (Γ ≪ 1), und es kann im
Grenzfall mit den Eigenschaften eines idealen Gases beschrieben werden. Dagegen
führt ein dominierender Effekt der Coulombenergie (Γ≫ 1) zu einem nicht idealen
Plasmazustand. In diesem Fall bilden die Teilchen z. B. kurzreichweitige Strukturen
aus, wie sie auch in Flüssigkeiten entstehen.
In Abb. 1.1 sind die zuvor eingeführten Plasmaparameter Γ und Θ in einer Dichte-
Temperatur-Ebene dargestellt. Neben diesen sin auch Arten natürlicher und La-
borplasmen eingezeichnet, etwa die die Ionosphäre, das interstellare Gas und die
Supernovaexplosion als Beispiele für nicht-entartete und schwach gekoppelte Syste-
me. Des Weiteren sind Bereiche eingezeichnet, die eine experimentelle Erzeugung
der Plasmazustände zeigen. Im Rahmen hoher Temperaturen (T > 103 eV) und
geringer Dichten ist der Parameterbereich der Magnetfusion zu finden, in welchem
in Reaktoren vom Typ Stellerator oder Tokamak ein vollständig ionisiertes Plasma
mit magnetischem Einfluss erzeugt wird. Bei höheren Dichten lässt sich sodann die
Trägheitsfusion (ICF) finden.
1.1.1. Theoretische Beschreibung der warmen dichten
Materie
Die Behandlung der WDM stellt eine große Herausforderung für die theoretische
Physik dar. Es gilt, um ein Plasma bzw. die warme dichte Materie zu beschrei-
ben zu können, das Vielteilchenproblem zu lösen. Hinsichtlich eines idealen Plasmas
lassen sich auf Grund der geringen Korrelation der Teilchen untereinander analy-
tische Methoden wie ideale Zustandsgleichungen oder die kinetischen Gleichungen
für den Transport nutzen [14; 21]. Dieser Ansatz funktioniert für die Beschreibung
der WDM nicht, da die Teilchen untereinander eine starke Wechselwirkung besitzen
und sich somit nicht ideal verhalten. Andererseits ist die Herangehensweise über die
Theorie der kondensierten Materie auch nicht geeignet, da Temperatureffekte einen
großen Einfluss haben. In der WDM lassen sich die Elektronen nicht mehr klassisch
behandeln, und die Notwendigkeit einer Lösung der zeitabhängigen Vielteilchen-
Schrödingergleichung zur exakten Beschreibung der Elektronen ist gegeben.
Im Bereich der niedrigen Dichten und Temperaturen lässt sich die WDM mit Me-
thoden der Plasmaphysik behandeln [22]. Das Vielteilchenproblem wird dabei unter
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anderem im Rahmen der Störungstheorie behandelt, in welchem die Beschreibung
mit Hilfe von Green Funktionen möglich ist [20; 23]. Bei Wasserstoff sind die Grenz-
fälle für niedrige und hohe Dichten bei niedrigen Temperaturen exakt bestimmt [19],
und es lassen sich Vorhersagen für das Verhalten in stark gekoppelten Bereichen
treffen [24]. Im Rahmen mittlerer Dichten können die Eigenschaften näherungswei-
se durch Padé-Formeln wiedergegeben werden [25]. Mit der Störungstheorie ist es
möglich die Grenzen der WDM zu definieren und Vorhersagen für das Verhalten der
Materie zu finden [24].
Mit der Störungstheorie lassen sich jedoch nicht alle Bereiche der WDM behandeln.
Bereiche, in denen starke Korrelations- und Quanteneffekte vorliegen, lassen sich
nicht mehr nur unter Ausnutzung geeigneter Paarpotentiale oder entsprechender
Wirkungsquerschnitte bestimmen [26]. Durch den Fortschritt, der in der Computer-
technologie erreicht wurde, wird jedoch die Anwendung von ab-initio-Simulationen
ermöglicht. Zum Beispiel werden in Quanten-Monte-Carlo-Simulationen oder FT-
DFT-MD-Simulationen [26] Quanteneffekte und Korrelationen systematisch mitein-
bezogen. Die Abkürzung FT-DFT-MD steht dabei für die in dieser Arbeit verwen-
dete Kombination aus einer Dichtefunktionaltheorie bei endlichen Temperaturen
(FT-DFT) für die Elektronen mit einer Molekulardynamiksimulation (MD) für die
Ionen. Insbesondere für die WDM hat sich die FT-DFT-MD-Simulation als ein ge-
eignetes Werkzeug zur Beschreibung herausgestellt [2732].
Die Dichtefunktionaltheorie geht über den Ansatz der Störungstheorie hinaus, da mit
ihr die Schrödingergleichung für die wechselwirkenden Teilchen durch eine Abbildung
des Problems auf ein effektives Einteilchenproblem gelöst wird. Bei dieser Beschrei-
bung sind gute Näherungen für das Austausch-Korrelations-Funktional erforderlich,
welche vorliegen [3335]. In Kap. 2 wird dieser Ablauf und die theoretischen Details
genauer beschrieben.
1.1.2. Weitere Parameter zur Charakterisierung des
Plasmazustandes
Neben den im vorigen Kapitel genannten Plasmaparametern gibt es weitere Größen,
um ein Plasma zu charakterisieren. Ein Effekt im Plasma sind kollektive Schwingun-
gen, die mit Hilfe von Quasiteilchen, sogenannten Plasmonen, beschrieben werden
kann. Die Frequenz der Plasmonen ist durch die Plasmafrequenz,
ω2pl,a =
∑
a
e2ana
ϵ0ma
, (1.4)
gegeben. Sie beschreibt die Frequenz, mit der die Plasmateilchen des Vielteilchen-
systems auf eine externe Störung bzw. Abweichung von der Neutralität kollektiv
reagieren können.
Die Wechselwirkung zwischen verschiedenen Teilchen kann entweder anziehend oder
5
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abstoßend sein. Beschreiben lässt sich dies über das Coulombpotential
Vab =
eaeb
4πϵ0r
. (1.5)
Die Elektronen formen einen Hintergrund um die Ionen, mit denen die Ladungsneu-
tralität des Plasmas gesichert wird [19]. Wird die Polarisation durch die Elektronen
mit einbezogen, führt die Anziehung von entgegengesetzt geladenen Teilchen zu einer
Abschirmung [23], was zu einer Verringerung der Wechselwirkungsstärke entfernter
Teilchen führt. Um diesen Effekt zu beschreiben wird statt des Coulombpotentials
ein abgeschirmtes Potential verwendet [19],
V scrab =
eaeb
4πϵ0r
e−κscrr , (1.6)
mit r für den Teilchenabstand und κscr für den inversen Abschirmradius.
Eine weitere Größe, die beachtet werden muss, ist der Ionisationsgrad des Systems.
Die Plasmaerzeugung erfolgt in einem neutralen System, welches durch Ionisations-
prozesse angeregt wird. Für das gesamte Plasma muss Ladungsneutralität herrschen.
Zwischen den Partialdichten der Teilchen gilt dann folgende Relation
ne =
∑
a
Zani,a . (1.7)
Dabei ist ne die Elektronendichte, Za die Ladung und ni,a die Ionendichten des a-ten
Ions. Hiermit lässt sich für das Plasma ein mittlerer Ionisationsgrad,
Zf =
ne
ni
, (1.8)
festlegen, mit ni für die Dichte der schweren Teilchen.
1.2. Streuexperimente als Diagnostikmethode für
die WDM
Um eine theoretische Beschreibung der WDM durchführen zu können, ist die Kennt-
nis von einigen Parametern, wie der Elektronendichte, der Temperatur und dem Io-
nisationsgrad notwendig, um einen Vergleich mit den experimentellen Ergebnissen
herzustellen zu können. Die Streuung von Licht an Teilchen ist dabei eine experi-
mentelle Methode um die Größen zu erhalten, mit ihr lassen sich die mikroskopische
Struktur und der Aggregatzustand der Materie zu untersuchen.
Um in einem Streuexperiment die Eigenschaften eines Plasmas zu diagnostizieren,
muss die eingestrahlte Frequenz des Lasers ωL einen höheren Wert als die Plasmafre-
quenz Gl. (1.4) besitzen. Die Elektronendichte, bei der die eingestrahlte Frequenz ωL
den Wert der Plasmafrequenz einnimmt, wird kritische Dichte genannt und ergibt
6
1.2. Streuexperimente als Diagnostikmethode für die WDM
sich aus Gl. (1.4) zu [36]:
nkr =
ϵ0ω
2
Lme
e2
. (1.9)
Liegt eine überdichte Region n0 > nkr vor, kann diese nicht mehr über Streuung
untersucht bzw. charakterisiert werden, da die eingehende Strahlung entweder ab-
sorbiert oder reflektiert wird.
1.2.1. Experimente zur Thomsonstreuung
Eine Methode, die WDM mittels Streuexperimenten zu charakterisieren, ist die
Thomsonstreuung, siehe Kap. 3. Auf Grund des kleinen Thomsonstreuquerschnitts
von σT = 6.64· 10−25cm2, siehe Gl. (3.8), konnte die Thomsonstreuung erst mit dem
Aufkommen des Lasers zur Diagnose von Plasmen verwendet werden. Aus dem ge-
ringen Streuquerschnitt ergibt sich eine kleine Ausbeute an gestreuten Photonen.
Daher ist es wichtig, Strahlungsquellen mit einer hohen Photonenzahl zu nutzen.
Eines der ersten Experimente, in welchem spektral aufgelöste Thomsonstreuung ge-
nutzt wurde, erfolgte von Fünfer et al. und Kunze et al. an dünnen Plasmen [37; 38].
Weitere theoretische und experimentelle Forschungen (siehe [39; 40]) erweiterten die
Methode und zeigten, dass die Thomsonstreuung sich als verlässliche Diagnostikme-
thode für dünne Plasmen eignet.
Mit optischen Lasern lassen sich jedoch nur Plasmen mit Dichten bis zu n =
1021 cm−3 mittels der Thomsonstreuung, untersuchen [41]. Damit die WDM auch
für Materialien im Bereich der Festkörperdichte 1023 untersucht werden kann, müs-
sen kleinere Wellenlängen bis in den Röntgenstrahlenbereich verwendet werden [40].
Heutzutage wird die Methode der Thomsonstreuung mit Röntgenstrahlen in vielen
Experimenten angewandt um die warme und dichte Materie zu charakterisieren [41
57].
Wie bereits erwähnt, müssen die Strahlungsquellen eine hohe Photonendichte auf-
weisen. Dies lässt sich für optische Laser durch Backlighter realisieren, bei denen
die charakteristischen Emissionslinie von laser-induzierter Plasmen genutzt wird.
Um die Röntgenstreuexperimente mit optischen Lasern durchzuführen, werden La-
ser mit hohen Energien benötigt. Aufgrund der langen Pulsdauer des Backlighters
von einigen Nanosekunden wird das erzeugte Plasma durch Transporteffekte ho-
mogenisiert. Einige dieser Einrichtungen sind z. B. die Omega Laser Facility in
Rochester [58], der Titan Laser in Livermore [42], der LULI 2000 Laser in Paris [49],
der Trident Laser in Los Alamos [59], die Xingguang II Laser Facility [60] und der
Phelix Laser an der GSI [61]. Weitere Einrichtungen sind in [16; 24] aufgelistet.
Durch die Fortschritte im Bereich der Hochenergiedichtephysik im 21. Jahrhun-
dert [62] entwickelte sich auch die Behandlung von Plasmen weiter. Sie können
z. B. aus ionisierender Materie bestehen und stark durch quantenmechanische und
relativistische Effekte beeinflusst werden. Um diese Plasmen zu erzeugen und zu
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untersuchen, wurde es nötig, genauere Messmethoden zu finden, um eine größere
Durchdringung der zu untersuchenden Materialien zu erhalten. Mit der Entwick-
lung von Strahlungsquellen im Röntgenbereich und mit hohen Photonendichten,
den freien Elektronen Lasern (FEL) besteht die Möglichkeit auch diese Plasmen zu
untersuchen. Mit ihren geringen Pulsdauern erlauben sie die Abbildung von kurzzei-
tigen Prozessen, die auf ultrakurzen Zeitskalen im Bereich von einigen Femtosekun-
den liegen [63]. Einige dieser Laser sind die Linac Coherent Light Source (LCLS) in
Stanford [64], der Free-electron-LASer Hamburg (FLASH) [65], oder der European
X-ray Free-Electron-Laser (XFEL), Hamburg [66].
1.2.2. Thomsonstreuung: Streuleistung und Strukturfaktor
Mit der Definition des Streuvektors [21], siehe Gl. (3.1), lässt sich die gestreute
Leistung PS vonN Elektronen in einem Frequenzintervall dω und einem Raumwinkel
von dΩ als Streuspektrum [16; 21] durch
d2PS
dΩdω
=
σT
Arad
kf
ki
⏐⏐⏐ˆ⃗kf × (ˆ⃗kf × ˆ⃗E0i)⏐⏐⏐2 ∫ ∞
∞
dω′
2π
G∆ω(ω − ω′)
×
∫
dr⃗ l(r⃗)ne(r⃗)S
tot
ee
(
k⃗, ω′;T (r⃗), ne(r⃗)
) (1.10)
bestimmen. Die bestrahlte Fläche wird durch Arad dargestellt und G∆ω beschreibt
die Instrumentenfunktion. Des Weiteren wird die ortsabhängige Leistungsdichte
durch l(r⃗) beschrieben, und ne(r⃗) ist die totale Elektronendichte. Die Polarisation
des eingestrahlten Lasers mit der Richtung des elektrischen Feldes ˆ⃗E0i wird über den
Ausdruck
⏐⏐⏐ˆ⃗kf × (ˆ⃗kf × ˆ⃗E0i)⏐⏐⏐2 repräsentiert, dies mitˆ als Zeichen für die Einheitsvek-
toren. Die Polarisation lässt sich mittels Streu- und Azimuthwinkel folgendermaßen
ausdrücken [67]:
⏐⏐⏐ˆ⃗kf × (ˆ⃗kf × ˆ⃗E0i)⏐⏐⏐2 = {(1− sin2 θ cos2 ϕ) =ˆ linear polarisiert,
(1− 1
2
sin2 θ) =ˆ unpolarisiert .
(1.11)
Für lineare Polarisation ergibt sich die stärkste Abhängigkeit vom Streuwinkel θ bei
ϕ = 0◦.
Der zentrale Bestandteil zur Beschreibung des Streusignals ist der dynamische Struk-
turfaktor Stotee
(
k⃗, ω′;T (r⃗), ne(r⃗)
)
. Dieser beschreibt dabei Elektronendichtefluktua-
tionen, in welchen sich das Verhalten des korrelierten Vielteilchensystems widerspie-
gelt [20]. Auf Grund der Verknüpfung des dynamischen Strukturfaktors mit dem
Streuspektrum ist die theoretische Beschreibung des Strukturfaktors von wesentli-
cher Bedeutung, um die WDM zu beschreiben. Er bietet die Möglichkeit, die ver-
schiedenen Methoden der Vielteilchentheorie zu testen [16]. Viele theoretische Mo-
delle zur Deutung des Strukturfaktors bauen auf der Idee von Chihara auf [68; 69],
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welche eine Separation der totalen Elektronendichtefluktuation in Beiträgen von ge-
bundenen und freien Elektronen vorschlägt und die Elektronenbewegung von der
Ionenbewegung trennt. Die Trennung ist eine Möglichkeit, den einzelnen Bestand-
teilen ein Streuprofil zuzuordnen [70].
Die drei Bestandteile des dynamischem Strukturfaktors Stotee (k, ω) sind folgende Ter-
me:
Stotee (k, ω) = ZfS
0
ee(k, ω)  
Elektronenfeature
+ |f(k) + q(k)|2Sii(k, ω)  
Ionfeature
+Zc
∫ ∞
−∞
dω′S˜ce(k, ω)Ss(k, ω − ω′)  
bound−free Transition
.
(1.12)
Der erste beschreibt dabei den Strukturfaktor der freien Elektronen S0ee(k, ω), der mit
der mittleren Anzahl der freien Elektronen je freies Ion Zf , die nicht der Ionenbewe-
gung folgen, gewichtet wird. Dieser Term wird auch das Elektronenfeature genannt.
Im zweiten wird der Beitrag der Elektronen beschrieben, welche der Ionenbewe-
gung folgen. Dies betrifft die Kernelektronen, repräsentiert durch den Formfaktor
f(k), und die Abschirmwolke q(k) der freien Elektronen, welche das Ion im Mit-
tel umgeben. Sii(k, ω) ist der Ion-Ion Strukturfaktor und beschreibt die Korrelation
der Ionendichte. Zusammen wird es als das Ionfeature bezeichnet. Die inelastische
Streuung an stark gebundenen (Kern-) Elektronen ist im dritten Term enthalten,
mit Zc für die Anzahl der gebundenen Elektronen pro schweres Teilchen. Es wird
der Strukturfaktor der gebunden-freien (bound-free) und gebundenen-gebundenen
(bound-bound) Elektronen S˜ce mit der Eigenbewegung und Eigenstruktur des schwe-
ren Teilchens Ss gefaltet. Dieser Term erhält die Bezeichnung bound-free Transition.
Die Thomsonstreuung ermöglicht es, über die direkte Verknüpfung mit dem dyna-
mischen Strukturfaktor aus den Experimenten die Plasmaparameter, wie die Elek-
tronentemperatur, die freie Elektronendichte oder den Ionisationsgrad, zu erhalten.
Ziel dieser Arbeit ist es, die Beiträge des dynamischen Strukturfaktors in einer kon-
sistenten FT-DFT-MD-Simulation zu beschreiben.
1.3. Ziel und Gliederung der Arbeit
In der vorliegenden Arbeit wird die theoretische Beschreibung des dynamischen
Strukturfaktors mittels FT-DFT-MD-Simulationen vorgestellt. Diese werden mit
dem Programm VASP (Vienna ab initio simulation package) durchgeführt. Hier-
für werden zunächst in Kap. 2 die Grundlagen der FT-DFT-MD vorgestellt und
deren Umsetzung im Programm VASP erläutert. Zudem wird gezeigt, wie thermo-
dynamische und Transportgrößen erhalten werden können. In Kap. 3 werden die
theoretischen Grundlagen der Thomsonstreuung vorgestellt und die Berechnung des
dynamischen und statischen Strukturfaktors mittels der FT-DFT-MD-Simulation
präsentiert. Die Ergebnisse für die Zustandsgleichung, die Transportgrößen, wie die
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elektrische Leitfähigkeit, den statischen sowie den dynamischen Strukturfaktor wer-
den für Beryllium und Bor in den Kapiteln 4 und 5 dargestellt.
In dieser Arbeit wird ein Ansatz zur Berechnung des Strukturfaktors präsentiert,
welcher auf dem physikalischen Bild aufbaut. Die Aufteilung des Strukturfaktors in
einzelne Bestandteile, Gl. (1.12), für gebundene und freie Elektronen, ist für kalte
und dünne Systeme sinnvoll, jedoch ist eine solche Trennung bei Systemen im Be-
reich der warmen dichten Materie nicht mehr so einfach möglich. Dies soll mit der
FT-DFT-MD-Simulation angegangen werden um den Effekt der gebundenen und
freien Elektronen auf die Strukturfaktor zu beobachten. Da im Bereich der warmen
dichten Materie Quanten- und Korrelationseffekte auch eine große Rolle spielen, ist
die Methode der FT-DFT-MD eine geeignete Wahl, um präzise Aussagen treffen zu
können und somit über die Betrachtung der Störungstheorie hinauszugehen.
Mit der präsentierten Methode kann der Strukturfaktor ab-initio berechnet werden,
was zu einem besseren Verständnis der Röntgenstreuung in warmer dichter Materie
führt.
Für die Anwendung und zum Testen der Methode werden Beryllium und Bor ge-
wählt. Beide Elemente besitzen eine niedrige Kernladungszahl von vier bzw. fünf
und es liegen zu beiden Elementen experimentelle Ergebnisse vor. Beryllium stellt
sich als ein besonders geeigneter Testfall heraus, da sich die vier Elektronen in zwei
stark gebundene Elektronen am Kern und zwei schwach gebundene Valenzelektro-
nen aufteilen lassen. Dies ermöglicht, die eingangs erwähnte Trennung in gebundene
und freie Elektronen vorzunehmen. Um die theoretisch gewonnenen Daten beurtei-
len zu können und die Güte der Ergebnisse einzuschätzen, werden die theoretischen
Methoden mit experimentellen Ergebnissen [16; 48; 53; 71] verglichen.
Bor wiederum besitzt eine komplizierte Kristallstruktur im Festkörper, die sich zum
Teil auch in der flüssigen Phase widerspiegelt. Ziel ist es zu zeigen, dass sich mit der
vorgestellten Methode und der FT-DFT-MD-Simulation auch komplizierte Struktu-
ren wiedergeben lassen. Auch hier werden die Resultate mit einem experimentellen
Ergebnis verglichen [7274]. Zusätzlich werden auch Rechnungen für eine stark er-
höhte Temperatur präsentiert, in welchen sich das Element in der warmen dichten
Materie befindet.
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2.1. Das Vielteilchenproblem
Ein Plasma bzw. warme dichte Materie ist ein Vielteilchensystem aus Elektronen
und Ionen. Die Beschreibung von Struktur und Dynamik eines Vielteilchensystems
ist dabei ein Grundproblem in der theoretischen Physik und Chemie [75]. Viel-
teilchensysteme aus Elektronen und Ionen lassen sich über den Hamiltonoperator
bestimmen, der die Coulombwechselwirkungen enthält [76]:
Hˆ =−
∑
I=1
p⃗ 2I
2MI
+
∑
I,J=1;I<J
ZIZJe
2⏐⏐⏐R⃗I − R⃗J ⏐⏐⏐
+
N∑
i=1
p⃗ 2i
2me
+
∑
i,j=1;i<j
e2
|r⃗i − r⃗j| −
∑
I=1
∑
i=1
ZIe
2⏐⏐⏐R⃗I − r⃗i⏐⏐⏐ .
(2.1)
Bei dieser Darstellung werden relativistische Effekte und der Teilchenspin vernach-
lässigt. Die großgeschriebenen Indizes durchlaufen hierbei die Ionen und die klein-
geschriebenen die Elektronen, die Ortsoperatoren der Ionen und Elektronen werden
durch R⃗ und r⃗ repräsentiert, und p⃗ ist der Impulsoperator. Weiterhin ist Z die Kern-
ladungszahl der Ionen, MI und me die Masse der Ionen und Elektronen und e die
Elementarladung. Die Terme werden üblicherweise als
Hˆ = TˆI + UˆII + Tˆe + Uˆee + VˆIe (2.2)
abgekürzt, mit TˆI und Tˆe für die kinetische Energie der Ionen und Elektronen, Uˆee
und UˆII für die Coulombwechselwirkungen zwischen den Elektronen und Ionen. VˆIe
beschreibt die Coulombwechselwirkung zwischen den Ionen und Elektronen. Mit
diesem Wissen kann die zeitunabhängige Schrödinger-Gleichung zu
HˆΨn(R⃗, r⃗) = EnΨn(R⃗, r⃗) (2.3)
aufgestellt werden, dabei sind En die Energieeigenwerte und Ψn(R⃗, r⃗) die korrespon-
dierenden Eigenzustände, welche antisymmetrisch in Hinsicht auf die Elektronenko-
ordinaten r⃗ und symmetrisch oder antisymmetrisch in Hinsicht auf die Ionenvariable
R⃗ sind.
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Die N-Teilchen-Schrödingergleichung lässt sich nur für einige spezielle Fälle, wie
z. B. das einzelne Wasserstoffatom H oder H+2 , analytisch lösen. Schon bei größeren
Systemen mit Teilchenzahl von ungefähr > 10 ist die allgemeine Lösung des Vielteil-
chenproblems praktisch unmöglich, da die Komplexität des Problems exponentiell
mit der Teilchenzahl wächst [77]. Um das Vielteilchenproblem zu lösen, müssen Nä-
herungen angewandt werden, die den Rechenaufwand verringern.
Dafür gibt es verschiedene Theorien, wie z. B. das Hartree-Fock-Modell, das Thomas-
Fermi Modell oder das average atom Modell. Außerdem gibt es die Betrachtung
über Green Funktionen [19; 23] welche auf der Störungstheorie aufbaut, eine sto-
chastische Lösung über die Monte-Carlo-Simulation [78] oder über die Bestimmung
der Elektronendichte in der Dichtefunktionaltheorie [76].
Letztere sollen in dieser Arbeit mit Hilfe von FT-DFT-MD-Simulationen ange-
wandt werden, welche die finite Temperatur Dichtefunktionaltheorie (FT-DFT) und
die klassische Molekulardynamik (MD) zur FT-DFT-MD kombinieren. Grundlage
für diese Kombination ist die Born-Oppenheimer-Näherung [79], welche im nächs-
ten Kapitel vorgestellt wird. Sie entkoppelt die Elektronen und die Ionen und er-
laubt es somit, für beide Anteile verschiedene Näherungen und Modelle zu verwen-
den [75; 76; 80; 81]. Die Ionen lassen sich als klassische Teilchen in einer MD be-
handeln, während die Elektronen in der DFT quantenmechanisch betrachtet werden.
In den folgenden Kapiteln findet zuerst eine Beschreibung der MD statt (Kap. 2.3),
in denen die Ionen betrachtet werden. Anschließend erfolgt eine Beschreibung des
Systems der Elektronen in einer DFT (Kap. 2.4). In Kap. 2.5 wird dann das in
dieser Arbeit verwendete Simulationsprogramm VASP (Vienna Ab Initio Simulati-
on Package) vorgestellt. Im abschließenden Kapitel geht es um die Gewinnung der
thermodynamischen Daten aus einer FT-DFT-MD-Simulation (Kap. 2.6).
2.2. Born-Oppenheimer-Näherung
Ionen sind um mehrere Größenordnungen schwerer als Elektronen. Das leichteste Ion
ist der Kern von Wasserstoff, bestehend aus einem Proton. Dieses Teilchen besitzt
ein Massenverhältnis zum Elektron von MP/me = 1836. Auf Grund dieses Mas-
senunterschiedes reagieren die Ionen signifikant langsamer auf äußere Störungen als
Elektronen. Die Dynamik der Ionen erfolgt auf einer anderen als die der Elektro-
nen. An dieser Stelle setzt die Born-Oppenheimer-Näherung [79] an, indem sie die
Dynamik der Elektronen und Ionen entkoppelt und für beide eine Behandlung in
unterschiedlichen Näherungen zulässt.
Auf Grund der verschiedenen Zeitskalen werden die Ionen aus der Sicht der Elektro-
nen an fixierten Positionen behandelt. Für jede Ionenkonfiguration befinden sich die
Elektronen in einem Eigenwert von Hˆe, dem Elektronenhamiltonian. Die Elektro-
nen reagieren auf Änderungen im System instantan und werden als quasistatisch zur
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Ionendynamik angenommen. Mit diesem Ansatz lässt sich Gl. (2.3) in eine andere
Form schreiben:
Ψ(R⃗, r⃗, t) =
∑
n
Θn(R⃗, t)Φn(R⃗, r⃗) , (2.4)
in der Θn(R⃗, t) die Entwicklung der Wellenfunktion des Ionensubsystems in den
Eigenfunktionen Φn(R⃗, r⃗) der Elektronen beschreibt. Diese erfüllen die zeitunab-
hängige Schrödinger-Gleichung
HˆeΦn(R⃗, r⃗) = En(R⃗)Φn(R⃗, r⃗) . (2.5)
Für den elektronischen Grundzustand ergibt sich somit
HˆeΨn = [Te + Uee + VIe] Ψn = E
e
0Ψn . (2.6)
Die Zeitabhängigkeit der Elektronenstruktur ist infolgedessen eine Konsequenz der
Ionenbewegung.
Für die Ionen werden in der Born-Oppenheimer-Näherung auch auf Grund ihrer
hohen Masse alle Quanteneffekte ignoriert. Sie werden als klassische Teilchen be-
handelt, und es lässt sich die klassische Bewegungsgleichung aufstellen [76]:
F⃗I =MI
d2R⃗I(t)
dt2
= −∇IEe0 −∇IUII . (2.7)
Die erhaltenen Kräfte werden durch die Coulombkräfte zwischen den Ionen und dem
Gradienten der Born-Oppenheimer Energiefläche Ee0 bestimmt. Diese Kräfte werden
Hellmann-Feynman-Kräfte genannt [82]. Um die Ionendynamik mittels Gl. (2.7)
zu beschreiben, muss zunächst die zeitunabhängige Schrödingergleichung Gl. (2.6)
gelöst werden, wodurch die Energieflächen Ee0 erhalten werden.
2.3. Molekulardynamiksimulationen
Die Molekulardynamiksimulation ist eine Möglichkeit, die Bewegungsgleichungen
und ionische Transporteigenschaften von Vielteilchensystemen numerisch zu behan-
deln. Es existiert umfassende Literatur, die sich mit diesem Thema befasst, siehe
unter anderem [80; 81; 83].
In den meisten Fällen lässt sich die MD-Simulation klassisch behandeln, sobald aber
die Translations- und Rotationsbewegung von leichten Atomen oder Molekülen (He,
H2, D2) oder Vibrationenergien mit einer Frequenz ℏν > kBT eine Rolle spielen,
müssen darüber hinaus Quanteneffekte mit einbezogen werden.
Eine MD-Simulation erfolgt mit einer definierten Teilchenzahl, für die man die Be-
wegungsgleichungen numerisch löst. Die Kräfte auf die Teilchen ergeben sich in
klassischen Simulationen durch eine gegebene Paarwechselwirkung und eventuell
vorhandene äußere Kräfte. Die Kräfte werden nach jedem diskreten Zeitschritt neu
berechnet und die Teilchen eine kleine Strecke bewegt. Zu jedem Zeitschritt erfolgt
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anschließend eine Berechnung von wesentlichen thermodynamischen Größen, wie
Druck und Energie.
Die MD-Simulationen, die in dieser Arbeit durchgeführt werden, lösen Gl. (2.7) und
erfolgen in einer Simulationszelle mit dem Volumen V , in der N Ionen der MasseMI
simuliert werden. Hierüber wird die Dichte des Systems ρ = NMI
V
als thermodynami-
sche Zustandsgröße festgelegt. Um ein unendlich ausgedehntes System zu beschrei-
ben, werden periodische Randbedingungen angenommen, d. h. identische Kopien
der Simulationszelle werden in jede der drei Raumrichtungen unendlich oft aneinan-
dergereiht. Jedes Ion kann auf diese Weise mit allen in den periodischen Abbildern
befindlichen Ionen wechselwirken. Verglichen mit klassischen MD-Simulationen wer-
den nicht Paarwechselwirkungen angenommen, sondern die Kräfte auf die Ionen aus
der Lösung der N-Teilchen-Schrödingergleichung für die Elektronen für eine gege-
bene Ionenkonfiguration berechnet. Diese Prozedur wird in jedem Zeitschritt wie-
derholt. Das ist für die warme dichte Materie essentiell, da starke Korrelations- und
Quanteneffekte eine wichtige Rolle spielen.
Mit der hier dargestellten Betrachtungsweise wird für die MD ein mikrokanoni-
sches System mit Teilchenzahlerhaltung, Volumenerhaltung und Energieerhaltung
beschrieben, d.h. die Temperatur der Ionen wird sich innerhalb eines Simulations-
laufes ändern. Damit die Ionentemperatur als unabhängiger Parameter festgelegt
werden kann, wird ein Thermostat zur Einstellung der Ionentemperatur verwendet.
Hierfür gibt es verschiedene Ansätze und Varianten [8486]. In dieser Arbeit wird
die Methode des Nosé-Hoover-Thermostates [85; 87] verwendet, in der das physi-
kalische System um einen weiteren Freiheitsgrad erweitert wird und ein externes
Wärmebad an die Simulationsbox gekoppelt wird. Dabei wird die Bewegungsglei-
chung um einen Term erweitert, der dem System periodisch kinetische Energie hinzu-
bzw. abgeführt wird. Auf diese Weise wird die kinetische Energie des System zeit-
lich um eine mittlere kinetische Energie schwanken, worüber die Ionentemperatur
festgelegt ist [85; 87]. Nach hinreichend langer Simulationsdauer stellt sich ein ther-
modynamisches Gleichgewicht ein, und es können verschiedene physikalische Größen
per Zeitmittelung berechnet werden.
2.4. Dichtefunktionaltheorie
2.4.1. Hohenberg-Kohn-Theoreme
Bisher wurden nur die Ionen betrachtet, weiterführend müssen auch die Wechsel-
wirkungen der Elektronen mit einbezogen werden. Dies erfolgt durch das Lösen der
Gl. (2.6). Sie beschreibt das Elektronensystem in einem durch die Ionen vorgege-
benen statischen Potential und ist eine zeitunabhängige Schrödingergleichung. Zur
Lösung der zeitunabhängigen Schrödingergleichung wird in dieser Arbeit die Dichte-
funktionaltheorie (DFT) verwendet. Diese baut auf den Theoremen von Hohenberg
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und Kohn [88] auf.
Um die Schrödingergleichung (2.6) zu lösen, ist Kenntnis über die Vielteilchenwel-
lenfunktion notwendig. Jedoch ist diese für N > 10 Ψ = Ψ(r⃗1, r⃗2, . . . , r⃗N) nur sehr
aufwendig bestimmbar. In der DFT spielt die Elektronendichte ne(r⃗), die sich als
Integral über die Vielteilchenwellenfunktion Ψ ergibt, die zentrale Rolle. Es wird
dabei über alle bis auf eine Ortsvariable integriert,
ne(r⃗) = N
∫
· · ·
∫
|Ψ(r⃗, r⃗2, . . . , r⃗N)|2 dr⃗2 . . . r⃗N . (2.8)
Die Elektronendichte ist dabei auf die Teilchenzahl des Systems normiert:
N =
∫
ne(r⃗)dr⃗ . (2.9)
Es lassen sich mit dieser Kenntnis nun die Theoreme von Hohenberg und Kohn
folgendermaßen definieren [88]:
Erstes Hohenberg-Kohn-Theorem: Das externe Potential v(r⃗) ist bis auf eine
Konstante ein eindeutiges Funktional der Elektronendichte ne(r⃗).
Zweites Hohenberg-Kohn-Theorem: Das Funktional F [n(r⃗)], welches die Grund-
zustandsenergie liefert, wird über das Variationsprinzip erhalten. Die so er-
haltene Dichte ist die Grundzustandsdichte n0(r⃗). Dies gilt für alle externen
Potentiale v(r⃗).
Das erste Theorem reduziert die Dimensionen des Systems von 3 Koordinaten pro
Teilchen auf 3 Koordinaten der Elektronendichte. Zudem existiert zu einer Teilchen-
dichte n(r⃗) nur ein Potential v(r⃗), wodurch auch die Wellenfunktion und die Ob-
servablen Funktionale von n(r⃗) sind. Das zweite Theorem definiert ein Funktional,
welches nur durch die korrekte Grundzustandsdichte minimiert wird. Dies zeigt, dass
die minimale Energie über Variation der Dichte folgt. Zusammengenommen geben
die Theoreme die Möglichkeit, die Grundzustandsenergie E0 in Abhängigkeit von der
Elektronendichte zu bestimmen. Die Lösung der N-Teilchen-Schrödingergleichung
wird auf die Bestimmung der Elektronendichte verschoben.
2.4.2. Temperaturabhängigkeit für die Theoreme von
Hohenberg und Kohn
In der bisherigen Betrachtung wurden die Elektronen nur bei einer Temperatur von
T = 0 K betrachtet. Durch Mermin [89] erfolgte eine Erweiterung der Theoreme
von Hohenberg und Kohn die für endliche Temperaturen gelten. Dabei ist statt
des Energiefunktionals E[ne] das Dichtefunktional des großkanonischen Potentials
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Ω[ne] [89] oder der freien Energie [90; 91] zu minimieren. Das Dichtefunktional der
freien Energie lautet dabei:
F (T, V,Ne) = Ue − TSe . (2.10)
Hierbei werden die Entropie Se der Elektronen, die auch die Wechselwirkungster-
me enthält, und die innere Energie Ue der Elektronen verwendet, die sich aus den
Mittelwert des elektronischen Anteils des Hamiltonoperators
Ue = ⟨Tˆe + Uˆee + VˆeI⟩ (2.11)
ergibt. Mermin konnte zeigen, dass die Theoreme von Hohenberg und Kohn auch für
das Funktional der freien Energie gelten. Somit lässt sich für endliche Temperaturen
das Dichtefunktional der freien Energie minimieren und die Elektronendichte des
thermischen Gleichgewichts finden.
2.4.3. Kohn-Sham Formalismus
Nach den Theoremen von Hohenberg und Kohn ist es prinzipiell möglich, die Grund-
zustandsdichte und darüber die Grundzustandsobservablen zu bestimmen. Jedoch
ist eine direkte Lösung hiervon nicht praktikabel, da nicht alle Beiträge für das
Funktional bekannt sind. Die kinetische Energie stellt ein entscheidendes Problem
dar, da die explizite funktionale Abhängigkeit von der Elektronendichte nicht be-
kannt ist [76]. Um dieses Problem zu lösen, wurde der Kohn-Sham-Formalismus [92]
entwickelt. Grundidee ist, dass ein System aus nicht wechselwirkenden Elektronen
sich durch eine antisymmetrisierte Gesamtwellenfunktion beschreiben lässt, die mit
einer Slater-Determinante aus Einteilchen-Wellenfunktionen konstruiert wird [75].
Die Einteilchen-Wellenfunktionen sind die Kohn-Sham-Orbitale φi.
Die Idee ist, ein System aus nicht wechselwirkenden Teilchen, das die gleiche Elek-
tronendichte wie das System wechselwirkender Teilchen besitzt, zu finden. Die ki-
netische Energie des nicht wechselwirkenden Systems kann leicht berechnet werden
und als Näherung für die kinetische Energie des wechselwirkenden Systems verwen-
det werden. Die Differenz dieses Systems ist ein Austausch- und Korrelationsbeitrag,
welcher gesondert betrachtet werden muss.
Unter der Annahme, dass ein nicht wechselwirkendes System mit der gleichen Grund-
zustandsdichte wie das wechselwirkende System aus N Elektronen vorliegt, lässt sich
ein Referenzsystem definieren. Das Referenzsystem R wird mit dem Hamiltonope-
rator
HˆR =
N∑
i=1
[
− ℏ
2
2me
∇2i + vR(r⃗i)
]
(2.12)
beschrieben. Dabei wird das Referenzpotential vR so gewählt, dass die Elektronen-
dichte von HˆR gleich der Elektronendichte des wechselwirkenden Systems ist. Die
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Eigenzustände von HˆR können als Slater-Determinanten der Kohn-Sham-Orbitale
dargestellt werden.
Die Kohn-Sham-Orbitale lassen sich unabhängig voneinander mit dem Einteilchen-
operator
HˆKS = − ℏ
2
2me
∇2i + vR(r⃗) , (2.13)
berechnen. Dieser Operator ist der Kohn-Sham-Operator. Dies wird durch das Lösen
der Kohn-Sham-Gleichung
HˆKSφi(r⃗) = ϵiφi(r⃗) (2.14)
erreicht. Die Elektronendichte wird über das Betragsquadrat der KS-Orbitale,
n(r⃗) =
∞∑
i=1
fi |φi(r⃗)|2 , (2.15)
definiert. Dabei sind auch angeregte Zustände besetzt und die Besetzungszahl wird
im thermischen Gleichgewicht durch die Fermifunktion,
fi =
1
eβ(ϵi−µ) + 1
mit β =
1
kBT
, (2.16)
bestimmt.
Die kinetische Energie des Referenzsystems lässt sich über den kinetischen Anteil
aus HˆKS ausdrücken:
TR[ne] = − ℏ
2
me
∑
i=1
⟨φi
⏐⏐∇2⏐⏐φi⟩ . (2.17)
Weitere bekannte Beiträge sind die klassische Wechselwirkungsenergie der Elektro-
nen,
Uee[ne] =
e2
2
∫ ∫
ne(r⃗)ne(r⃗
′)
|r⃗ − r⃗′| dr⃗dr⃗
′ , (2.18)
und die Wechselwirkung zwischen Elektronen und Ionen,
VeI[ne] =
∫
e2ne(r⃗)
|R⃗I − r⃗|
dr⃗ . (2.19)
Um ein Funktional der freien Energie aufzustellen, wird noch die Entropie des Re-
ferenzsystem benötigt:
SR = −kB
∑
i
(fi ln fi + (1− fi) ln(1− fi)) . (2.20)
Alle nicht bekannten Terme werden in dem Austausch-Korrelations- (xc-)Funktional
Fxc[ne] zusammengefasst. Das Funktional der freien Energie lässt sich dann folgen-
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dermaßen schreiben:
F [ne] = TR[ne] + Uee[ne] + VeI[ne]− TSR + Fxc[ne] . (2.21)
Die unbekannte Größe ist das Austausch-Korrelations-Funktional Fxc[ne], welches
durch Näherungen abgeschätzt werden kann.
Die Kohn-Sham Orbitale erfüllen die Kohn-Sham-Gleichung (2.14), jedoch ist die
Bestimmung des Referenzpotentials vR noch zu klären. Bei der Verwendung von vR
wird sichergestellt, dass die Referenzdichte dieselbe ist wie die des wechselwirken-
den Systems. Das Referenzpotential lässt sich durch eine Minimierung des Kohn-
Sham-Funktionals, Gl. (2.21), nach Variation der Dichte bestimmen [75; 76]. Für
das Referenzpotential ergibt sich nach Anwendung des Variationsprinzips
vR =
∑
I
e2ZI⏐⏐⏐R⃗I − r⃗⏐⏐⏐ +
∫
e2
ne(r⃗
′)
|(r⃗)− (r⃗′)|dr
′ +
δFxc
δne(r⃗)
. (2.22)
Zusammengefasst sind die Gleichungen (2.13), (2.15) und (2.22) der Kohn-Sham-
Formalismus. Sie lassen sich selbstkonsistent lösen und wandeln die Schrödingerglei-
chung in effektive Ein-Teilchen Schrödingergleichungen um. Indem mit einer "gera-
tenen"Dichte n(r⃗) gestartet und das effektive Potential veff konstruiert wird, lassen
sich die KS-Gleichungen iterativ lösen. Mit Gl. (2.22) wird Gl. (2.14) gelöst und
daraus mittels Gl. (2.15) eine neue Dichte berechnet. Dieser Prozess wird wieder-
holt, bis die Eigenenergie der KS-Gleichung ϵi konvergiert. In dieser Arbeit wird als
Abbruchkriterium ∆F
F
< 10−5 benutzt.
2.4.4. Austausch-Korrelations-Funktional
Die Wahl der Näherung für das xc-Funktional entscheidend, da hierüber die Physik
der Wechselwirkungen der Elektronen bestimmt wird. Es gibt verschiedene Funk-
tionale, die je nach betrachtetem Problem eine exakte Lösung bieten. So gibt es
z. B. Funktionale, die sich eher für die Berechnung von Bindungslängen [93] oder
Gitterkonstanten [94; 95] eignen, andere hingegen taugen mehr zur Berechnung von
Bandlücken [95].
Perdew und Schmidt [96] haben eine Hierarchie für die verschiedenen Funktionale
aufgestellt. Hier beschreibt jede Stufe in der DFT eine Verbesserung in den be-
rechneten Ergebnissen gegenüber der vorigen Stufe. Die Verbesserung fordert aber
vom Nutzer einen Preis: In diesem Fall ist es eine ansteigende Rechenzeit. Dabei
ist die lokale Dichtenäherung (LDA) [92; 97; 98] auf der ersten Stufe. Sie bietet
eine einfache Näherung, indem das xc-Funktional für ein homogenes Elektronengas
in Abhängigkeit von n(r⃗) bestimmt wird. Mit der LDA lassen sich Bindungslängen
und damit die Struktur von Molekülen und Festkörpern gut reproduzieren. Auf der
nächsten Stufe folgt die Verallgemeinerte Gradientennäherung (GGA). Sie ist eine
Weiterführung der LDA, indem sie neben der Elektronendichte noch den Gradienten
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der Elektronendichte beinhaltet. Ein Beispiel hierfür ist das Funktional von Perdew,
Burke und Ernzerhof, das PBE-Funktional [33]. Meta-GGAs besetzen die nächs-
te Leiterstufe. In ihnen wird die Abhängigkeit von der kinetischen Energiedichte
mitgeführt. In der vierten Stufe erfolgt die Abhängigkeit von besetzten Orbitalen,
die Hybrid-Funktionale. Ein Beispiel hierfür ist das Funktional von Heyd, Scuseria
und Ernzerhof, das HSE-Funktional [34], welches die Bandlücke in Halbleitern sehr
genau angibt [99]. Die letzte Stufe, die genannt wird, ist die Mitführung auch von
nicht besetzten Orbitalen, also eine volle nichtlokale Betrachtung. Bisher gibt es kein
Funktional, welches alle Probleme zufriedenstellend lösen kann. Stattdessen bieten
die Funktionale für einzelne Bereiche eine mehr oder weniger gute Näherung an.
Auf Grund der Vielseitigkeit die das PBE-Funktional bietet, wird es für alle Rech-
nungen und Simulationen in dieser Arbeit verwendet. Ein Punkt, den man bei der
Nutzung des PBE-Funktionals beachten muss, ist die Unterschätzung der Band-
lücke. Dies spielt eine Rolle bei der Betrachtung der elektrischen Leitfähigkeit in
Kap. 4.
Es gibt verschiedene ab-initio-Simulationsprogramme, welche für die Simulation des
Vielteilchenproblems mit der DFT verwendet werden können. Unter anderen sind
das FHI-aims [100], ABINIT [101], QUANTUM ESPRESSO [102], SIESTA [103]
und das in dieser Arbeit verwendete VASP [87; 104; 105]. Die Funktionsweise von
VASP wird im folgenden Abschnitt vorgestellt.
2.5. Anwendung in VASP
Ein allgemeines Ablaufschema, wie die FT-DFT-MD-Rechnung in VASP erfolgt,
wird in Abb. 2.1 gezeigt. Dabei wird im roten Bereich mit der klassischen Moleku-
lardynamik der Ionen gestartet. Im blauen Bereich wird der DFT-Teil der Rechnung
dargestellt. Aus den Ionenpositionen der MD wird eine Elektronendichte für die DFT
geraten. Bis die freie Energie minimiert ist un die KS-Grundzustandsenergie erhal-
ten wird, ist der KS-Formalismus iterativ zu wiederholen.Mit Hilfe dieser Energie
werden die Hellmann-Feynman-Kräfte Gl. (2.7) auf die Ionen berechnet und die Io-
nen bewegt, womit der nächste MD-Schritt beginnt. In diesem Schritt werden dann
die erhaltenen Ionenpositionen, Energien und Drücke gespeichert.
2.5.1. Ebene Wellen
Um den KS-Formalismus in einer Simulation anzuwenden, müssen die Wellenfunk-
tionen auf die KS-Orbitale abgebildet werden. Viele Simulationsprogramme, unter
anderem das in dieser Arbeit verwendete VASP, stellen die Wellenfunktion in ebenen
Wellen dar. Diese erlauben eine einfache Implementierung von periodischen Randbe-
dingungen. Mit den ebenen Wellen lassen sich auch Fouriertransformationen leichter
durchführen. Da die Simulationen auf Grund der periodischen Randbedingungen in
einem gitterperiodischen Potential durchgeführt werden, lassen sich die KS-Orbitale
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Abbildung 2.1.: Schema der FT-DFT-MD-Simulation mit VASP. Grafik nach Lo-
renzen [106]. Im roten Bereich ist der MD-Schritt dargestellt, von
welchem mit den Ionenpositionen ausgehend die Elektronendichte
bestimmt wird und iterativ die DFT-Schritte im blauen Bereich
durchgeführt werden.
durch Blochfunktionen uµk⃗(r⃗) darstellen [107]. Sie erhalten dadurch einen Bandindex
µ und eine Wellenzahl k⃗ und werden mit dem Volumen der Zelle normiert:
φµk⃗(r⃗) =
1√
V
ei⃗k·r⃗uµk⃗(r⃗) . (2.23)
Die Wellenfunktionen setzen sich auf Grund der Periodizität der Zelle aus einem
periodischen und einem Phasenfaktor zusammen uµk⃗(r⃗) = uµk⃗(r⃗ + R⃗). Die Größe
R⃗ entspricht hierbei der Boxlänge der Simulationszelle. Die Blochfunktionen lassen
sich nun nach ebenen Wellen entwickeln und in einer Fourierreihe,
uµk⃗(r⃗) =
∑
G⃗
Cµk⃗(G⃗)e
i⃗k·G⃗ (2.24)
darstellen, mit C als Koeffizient der ebenen Welle und G⃗ als Gittervektor im re-
ziproken Raum. Aus Gl. (2.23) und (2.24) lassen sich die KS-Orbitale über eine
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Fourierreihe der ebenen Wellen darstellen:
φµk⃗(r⃗) =
1√
V
ei⃗k·r⃗
∑
G⃗
Cµk⃗(G⃗)e
i⃗kG⃗ . (2.25)
Um nicht über unendlich viele Wellenzahlen G⃗ summieren zu müssen, wird ein Ab-
bruchkriterium für die Summation eingeführt. Dieses Abbruchkriterium ist der so-
genannte Cutoff der ebenen Wellen und wird über eine Cutoff-Energie folgender-
maßen definiert:
Ecut >
ℏ2
2m
⏐⏐⏐⃗k + G⃗⏐⏐⏐2 . (2.26)
Eine Grundvoraussetzung der Ergebnisse in der VASP-Simulation ist die Konvergenz
bezüglich der Cutoff-Energie. Daher muss dieser Größe besondere Aufmerksamkeit
gewidmet werden.
Durch die Entwicklung der KS-Orbitalen nach ebenen Wellen G⃗ ist es möglich, die
KS-Gleichung (2.14) im reziproken Raum der Brillouin-Zone zu definieren,∑
G⃗
[
ℏ2
2m
⏐⏐⏐⃗k + G⃗⏐⏐⏐2 δG⃗,G⃗′ + veff(G⃗− G⃗′)]Cµk⃗(G⃗′) = ϵµk⃗Cµk⃗(G⃗) . (2.27)
Die Größe veff(G⃗ − G⃗′) stellt hier die Fouriertransformierte des Referenzpotentials
aus der KS-Gl. (2.15) dar. Damit ist die Differentialgleichung 2.14 in eine algebrai-
sche Gleichung überführt worden.
Das Lösen von Gl. (2.27) erfolgt in VASP über einen diskreten k⃗-Punktsatz in der
Brillouin-Zone. Eine effektive Methode für einen diskreten k⃗-Punktsatz wird nach
der Methode von Monkhorst und Pack [109] erstellt. Diese Methode ist in VASP
implementiert, und es reicht, dass gewünschte Gitter der k⃗-Punkte vorzugeben über
die integriert wird. Sollte nur ein Punkt vorgegeben werden, ist dies der Γ-Punkt der
Brillouin-Zone. In Abb. 2.2 ist der Aufbau einer kubischen Brillouin-Zone gezeigt.
Im Prinzip ergibt sich für einen größeren k⃗-Punktsatz eine bessere Konvergenz, je-
doch bei gleichzeitigem Anstieg der Rechenzeit. Alternativ wird mit vielen Teil-
chen in der Simulationsbox gerechnet, wodurch ein kleiner k⃗-Punktsatz ausreicht. Es
hat sich gezeigt, dass verglichen mit höheren k⃗-Punktsätzen mit dem Baldereschi-
Mittelwert-Punkt eine sehr gute Konvergenz erreicht werden kann [108]. Die be-
schriebenen Punkte sind in Abb. 2.2 dargestellt.
Um die gewünschte Genauigkeit in einer Simulation zu erhalten, lassen sich ver-
schiedene Größen variieren. Hier seien zum einen die Teilchenzahl genannt, die
Cutoff-Energie und der gewählte k⃗-Punktsatz. Dies sind drei Größen, für welche
in Konvergenztests die optimalen Parameter gefunden werden müssen, so dass bei
der gewünschten Genauigkeit der Rechenaufwand am geringsten wird. Neben die-
sen genannten Größen gibt es jedoch noch weitere, die Einfluss auf das Ergebnis
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Abbildung 2.2.: Aufbau einer kubischen Brillouin-Zone. Hauptsächlich wird in
dieser Arbeit am Γ-Punkt bei (0, 0, 0) und am Baldereschi-
Mittelwert-Punkt B bei (1
4
, 1
4
, 1
4
) [108] gerechnet. Die anderen Punk-
te (M,R,X) beschreiben einige weitere hochsymmetrische Punkte in
der Brillouin-Zone.
der Simulation haben. In [106] sind verschiedene Konvergenztests und der Einfluss
verschiedener Größen auf das Ergebnis der Simulation dargestellt.
2.5.2. Pseudopotential
Prinzipiell lässt sich die KS-Gleichung in der Basis ebener Wellen lösen. In kern-
nahen Bereichen ist die Darstellung der Wellenfunktion in ebenen Wellen jedoch
schwierig. Der Grund hierfür ist, dass sich für ein divergentes Potential wie das
Coulomb-Potential nahe des Kerns Bedingungen ergeben, die sich mit ebenen Wel-
len nur schwer darstellen lassen. In Kernnähe bilden sich für die Wellenfunktionen
Knoten und Spitzen [76]. Um in dem Bereich eine ausreichende Genauigkeit zu er-
halten, muss über eine große Anzahl ebenen Wellen summiert werden, mit einer sehr
groß gewählten Cutoff-Energie (Gl. (2.26)) realisiert wird [76].
Um diese Problematik zu umgehen, wird versucht, die Wellenfunktion in Kernnä-
he zu glätten. Zum einen sind für diverse chemische und strukturelle Eigenschaften
nur die Valenzelektronen bei der Betrachtung des physikalischen Problems entschei-
dend. Im Gegensatz zu den Valenzelektronen gibt es die Elektronen, die stark am
Kern gebunden sind. Diese werden im folgenden als Kernelektronen bezeichnet. So
haben z. B. die Kernelektronen kaum Einfluss bei chemischen Bindungen und struk-
turellen Eigenschaften. Eine Vereinfachung wird durch die frozen-core-Näherung
erzielt, d. h. die Zustände der Elektronen in Kernnähe werden als diesem zugehörig
angenommen. Somit lassen sich die tief gebundenen Elektronen mit dem Kern zu
einem effektiven Potential zusammenfassen. Dies ist für Elemente mit einer hohen
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Ordnungszahl eine signifikante Vereinfachung. Für die Lösung der Schrödingerglei-
chung müssen nicht mehr so viele Elektronen einbezogen werden.
Eine Möglichkeit, die Berechnung zu beschleunigen, ist die Einführung von Pseu-
dopotentialen. Der Grundgedanke ist, dass auch die Wellenfunktionen der Valenz-
elektronen im kernnahen Bereich einen geringen Einfluss auf das System haben, so
dass sich die Wellenfunktionen ϕ(r) am Kern über eine Näherung beschreiben las-
sen. Es wird eine Pseudo-Wellenfunktion ϕ˜(r) definiert. Hierfür wird ein sogenannter
"Cutoff-Radius"rc definiert [110],
φ˜(r) =
{∑
i αiβi(r) r < rc
φ(r) r ≥ rc
, (2.28)
bei welchem die Pseudo-Wellenfunktion φ˜(r) für r > rc die gleichen Wellenfunktio-
nen wie das Coulomb-Potential liefert. Bei einem Radius r < rc wird das Verhalten
um den Kern angenähert. Dies erfolgt durch sphärische Besselfunktionen [110] und
führt zu einer Reduzierung des numerischen Aufwandes.
In dieser Arbeit wird für die Berechnung die projected augmented-wave (PAW)
Methode [111; 112] verwendet, welche auf einer linearen Transformation zwischen
der wahren Wellenfunktion und einer Pseudo-Wellenfunktion basiert. Die PAW Me-
thode erlaubt es den "Cutoff-Radius", siehe Gl. (2.28), so zu wählen, dass sich die
benötigten ebenen Wellen und damit der Rechenaufwand reduzieren.
2.6. Gewinnung der physikalischen Daten aus der
Simulation
In diesem Kapitel werden die Methoden vorgestellt, mit welchen aus der FT-DFT-
MD-Simulation die physikalischen Daten (Druck, innere Energie, Paarverteilungs-
funktion oder die elektrische Leitfähigkeit) gewonnen werden. Sobald sich ein System
in einem thermodynamischen Gleichgewicht befindet, lassen sich thermodynamische
Größen und Korrelation über eine zeitliche Mittelung erhalten.
2.6.1. Bestimmung der thermodynamischen Größen
Die thermodynamischen Größen werden über eine zeitliche Mittelwertbildung, dar-
gestellt durch ⟨. . . ⟩, ermittelt. Hierfür muss sich das System im Gleichgewicht befin-
den, d. h. dass der Mittelwert der betrachteten Größe bleibt über viele Zeitschritte
konstant.
Der Druck lässt sich über den Virialsatz [76; 81] bestimmen. Für die Elektronen
muss dieser quantenmechanisch berechnet werden, was zum Gesamtdruck des Elek-
tronensystems führt pe = pide + p
int
e . Dabei steht p
id für den Idealbeitrag und pint für
den Wechselwirkungsbeitrag. Aus dem klassischen Virialsatz [80] ergibt sich für die
23
2. Grundlagen der DFT-MD und technische Details
Ionen der Wechselwirkungsbeitrag pinti , zu dem der Idealbeitrag p
id
i =
NikBT
V
addiert
werden muss. Für den Gesamtdruck ergibt sich:
p =
NikBT
V
+ ⟨pe⟩+ ⟨pinti ⟩ . (2.29)
Als zweite betrachtete Größe ergibt sich die innere Energie aus den Energiebeiträgen
der einzelnen Bestandteile des Hamiltonoperators des Gesamtsystems, der - wie beim
Druck - über die zeitliche Mittelung des Ensembles erhalten wird,
U =
3
2
NikBT + ⟨Uii + F [ne(r⃗)] + TSR⟩ . (2.30)
SR ist die Entropie des Referenzsystems von Gl. (2.22).
2.6.2. Paarverteilungsfunktion
Die radialen Paarverteilungsfunktionen sind wichtige Größen für die strukturelle
Analyse. Sie sind ein Maß für die Wahrscheinlichkeit, ein Teilchen A einer Teilchen-
sorte in einem Abstand r von einem Teilchen der Sorte B vorzufinden.
Die Paarverteilungsfunktion wird in der FT-DFT-MD über die Kenntnis der Ionen-
und Elektronenverteilung berechnet. Für die Paarverteilungsfunktion gAB(r) zwi-
schen Ion A und Ion B gilt [113115]:
gAB(r) =
V
4πNA(NB − δAB)
⟨
NA∑
a=1
NB∑
b=1
b ̸=a
δ(r⃗ − R⃗ab)
⟩
. (2.31)
Dabei beschreiben NA und NB die Teilchenzahl der Ionen, V das Volumen und Rab
den Abstand der Teilchen zueinander. Auf eine vergleichbare Weise kann die radiale
Paarverteilungsfunktion der Elektronen geA(r) um die Ionen ausgerechnet werden.
Da sich die Elektronen in der FT-DFT-MD-Simulation nicht einzeln betrachten
lassen, sondern nur die Elektronendichte bekannt ist, wird die Elektronendichte um
ein Ion der Sorte A für den vollen Raumwinkel Ω berechnet:
geA(r) =
V
4πNANe
∫
Ω
dΩ′
⟨
NA∑
a=1
ne(R⃗a − r⃗)
⟩
. (2.32)
Im vorigen Abschnitt 2.5.2 wurde auf das in dieser Arbeit verwendete Pseudopotenti-
al hingewiesen. Für das Pseudopotential gibt es verschiedene Möglichkeiten, z. B. ein
Pseudopotential in welchen die stark gebundenen Elektronen als zum Kern hinzuge-
hörig angenommen werden, oder eines in welchen alle Elektronen als frei behandelt
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Abbildung 2.3.: Ion- und Elektron-Ion-Paarverteilungsfunktion für Beryllium bei
T = 13 eV und ρ = 5.5 g/cm3 für ein all-e−-Potential (durch-
gezogene Linie), im Vergleich zu einem 2e−-Potential (gestrichelte
Linie).
werden. Der Einfluss des Pseudopotentials auf die Paarverteilungsfunktion soll hier
exemplarisch für Beryllium mit einem all-electron- (all-e−-)Potential und einem
2-Elektronen-(2e−-)Potential verglichen werden. Für das all-e−-Potential werden
alle Elektronen gleich behandelt und im 2e−-Potential werden die Kernelektronen
mit dem Kern zu einem frozen-core zusammengefasst und nur die äußeren Elek-
tronen als frei betrachtet. Beryllium ist hierfür ein idealer Testfall, da sich die vier
Elektronen von Beryllium in zwei stark gebundene und zwei freie Elektronen auftei-
len. Die Ergebnisse sind in Abb. 2.3 zu sehen. Für die Ionen-Paarverteilungsfunktion
beider Pseudopotentiale zeigt sich für Abstände r > 1.3 Å ein gleicher Verlauf, mit
einem stärkeren Abfall bei einem kleinen Radius für das all-e−-Potential. Bei ei-
nem 2e−-Potential ist es für die Ionen, im Vergleich zu einem all-e−-Potential,
möglich, sich in geringerer Nähe zueinander aufzuhalten. Für die Elektron-Ion-
Paarverteilungsfunktion ergibt sich ein anderes Bild, das Pseudopotential hat einen
signifikanten Einfluss auf das Verhalten. Im 2e−-Potential werden nur die freien
bzw. die Valenzelektronen betrachtet. Hier zeigt sich die höchste Aufenthaltswahr-
scheinlichkeit, ein Elektron zu finden, bei r = 0.5 Å, was ungefähr dem Abstand
zwischen zwei Ionen entspricht. Werden alle Elektronen im System betrachtet, zeigt
sich der Einfluss der stark gebundenen 1s-Elektronen, und die höchste Aufenthalts-
wahrscheinlichkeit der Elektronen ist am Kern zu finden.
Der Vergleich der Paarverteilungsfunktionen zeigt, dass die Wahl des Pseudopo-
tentials einen starken Einfluss auf das Verhalten haben kann, was insbesondere für
große Dichten relevant ist. Auf diesen Punkt wird in Kap. 4 bei der Berechnung des
Elektron-Ion Strukturfaktors noch eingegangen werden.
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2.6.3. Elektrische Leitfähigkeit
Die elektrische Leitfähigkeit ist eine Größe, die zur Untersuchung und Beschreibung
von Materie verwendet werden kann. Sie ist eine messbare physikalische Größe, die
eine Variation über mehrere Größenordnungen aufweist [116], von 10−20 S/m für
einen Isolator bis über 106 S/m für Metalle. Eine hohe Leitfähigkeit lässt dabei auf
das Vorhandensein von freien Ladungsträgern schließen.
Zur Beschreibung der Leitfähigkeit von Metallen wurde durch Drude das Modell des
freien Elektronengases angewandt, wodurch die hohe Leitfähigkeit erklärt werden
konnte. In weiteren Arbeiten ließ sich die hohe Leitfähigkeit mit Hilfe des Bänder-
modells von Metallen erklären [116]. Durch die nicht vollständig besetzten Valenz-
bänder kommt es zur Ausbildung von nicht lokalisierten Elektronenzuständen, die
die hohen Leitfähigkeiten bedingen.
Die elektrische Leitfähigkeit von verschiedenen Materialien kann sich in Abhängig-
keit von ihrem thermodynamischen Zuständen und der Struktur ändern. Zum Bei-
spiel ist Kohlenstoff als Graphit ein Leiter, aber als Diamant ein Isolator. Unter den
in dieser Arbeit betrachteten Bedingungen ist Beryllium ein Metall, siehe Abb. 4.1,
und Bor ist ein Metalloid, da es nicht den idealen Verlauf eines Metalles in der Leit-
fähigkeit zeigt, vgl. Abb. 6.1.
Aus einer DFT-Simulation lassen sich mit Hilfe der Eigenwerte und Eigenfunktio-
nen die Transporteigenschaften des Systems ermitteln, wie die elektrische und die
thermische Leitfähigkeit, die Thermokraft oder die Lorenzzahl. Aus den Matrixele-
menten ⟨ϕk⃗µ| ˆ⃗p|ϕk⃗ν⟩ und den Energieeigenwerten, die aus den VASP-Simulationen
gewonnen werden, können die genannten Größen berechnet werden [28; 117; 118].
Eine ausführliche Herleitung der elektrischen Leitfähigkeit wurde von Martin French
in [113] durchgeführt. Eine Erweiterung auf weitere Transporteigenschaften lässt sich
in [114] finden.
Die elektrische Leitfähigkeit lässt sich dann aus der Kubo-Greenwood Formel [119;
120] zu
σe(ω) =
2π
3meV ω
∑
k⃗
Nb∑
ν
Nb∑
µ
(fk⃗ν − fk⃗µ)⟨ϕk⃗ν | ˆ⃗p|ϕk⃗µ⟩⟨ϕk⃗µ| ˆ⃗p|ϕk⃗ν⟩δ
(
Ek⃗µ − Ek⃗ν − ℏω
)
.
(2.33)
berechnen. Die Summation über ν und µ laufen über die Matrixelemente der KS-
Orbitale mit ϕk⃗µ für die Wellenfunktion und
ˆ⃗p als Impulsoperator, gewichtet mit der
Fermi-Besetzungszahl fk⃗µ über alle Nb Bänder.
In der Anwendung ergibt sich ein Problem, da die Kubo-Greenwood Formel nur die
Auswertung von diskreten Energie-Eigenwerten δ
(
Ek⃗µ − Ek⃗ν − ℏω
)
durchführt. Es
ergibt sich nur ein Wert für die Leitfähigkeit, falls die Frequenz ω genau die Ener-
giedifferenz zwischen zwei Bändern darstellt. Für eine finite Simulationsbox ergeben
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sich nur diskrete Energien. Dieses Problem wird dadurch angegangen, dass die δ-
Funktion durch eine Gauß-Funktion [28] ersetzt wird. Die Breite der Gauß-Funktion
bestimmt die Glättung der Leitfähigkeit. Als Richtlinie für die Breite der Gauß-
Funktion lässt sich der kleinste Energiesprung beieinander liegender Eigenwerte,
gewichtet mit der korrespondierenden Fermifunktion, wählen. Für eine Energie ℏω,
die kleiner ist als der mittlere Bandabstand, ergibt sich in der Leitfähigkeit ein star-
ker Abfall. Aus diesem Grund darf die Gauß-Funktion nicht zu klein gewählt werden,
da ansonsten die die Bandabstände nicht mehr wiedergegeben werden können. Bei
einem zu großen Wert wird die Leitfähigkeit wiederum zu stark geglättet, und der
Verlauf stimmt nicht mit der eigentlichen Leitfähigkeit überein. Die so gewonne-
ne Leitfähigkeit spiegelt jedoch nur das Resultat für eine Ionenverteilung wieder.
Um eine verlässliche Aussage über die Leitfähigkeit einer Simulation zu erhalten,
muss über ein Ensemble von verschiedenen Ionenverteilungen im thermodynami-
schen Gleichgewicht gemittelt werden, die über den konvergierten Simulationslauf
verteilt sein müssen. In dieser Arbeit wird, wenn nicht anders angegeben, die Leit-
fähigkeit über 20 verschiedene Ionenverteilungen gemittelt.
Neben der elektrischen Leitfähigkeit ist es auch möglich die Ionenleitfähigkeit zu
berechnen. Dies erfolgt aber nicht über die Kubo-Greenwood Formel, sondern über
die Diffusion der Ionen [113; 118; 121].
Die elektrische Leitfähigkeit, die aus der Kubo-Greenwood-Formel Gl. (2.33) ge-
wonnen wird, beschreibt nur den Realteil. Um die verschiedenen optischen Eigen-
schaften, wie z. B. das Reflexionsvermögen oder den komplexen Brechungsindex und
die dielektrische Funktion, zu beschreiben, ist der Imaginärteil vonnöten. Dieser ist
durch die Kramers-Kronig-Relation [122] über ein Hauptwertintegral mit dem Re-
alteil verknüpft:
Imσe(ω) =
2
π
∫
Reσe(ω
′)ω
(ω′2 − ω2) dω
′ . (2.34)
Zwischen der dynamischen komplexen elektrischen Leitfähigkeit und der dielektri-
schen Funktion ϵ(ω) gilt allgemein folgende Relation [19]:
ϵ(k⃗, ω) = 1 +
i
ϵ0ω
σe(k⃗, ω) . (2.35)
Der Zusammenhang zwischen der dielektrischen Funktion und der elektrischen Leit-
fähigkeit erlaubt es den Real- und Imaginärteil zu berechnen:
Re ϵ(k⃗, ω) = 1− 4π
ω
Imσ(k⃗, ω) ,
Im ϵ(k⃗, ω) =
4π
ω
Reσ(k⃗, ω) .
(2.36)
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Für die dielektrische Funktion lässt sich der Realteil mit dem Imaginärteil auch
durch die Kramers-Kronig-Relation miteinander verknüpfen:
Re ϵ(k⃗, ω) = 1 +
∫
Im ϵ(k⃗, ω)
π(ω′ − ω)dω
′ ,
Im ϵ(k⃗, ω) = −
∫
Re ϵ(k⃗, ω)− 1
π(ω′ − ω) dω
′ ,
(2.37)
Mit Kenntnis der komplexen dielektrischen Funktion lassen sich nun Größen wie der
komplexe Brechungsindex n(k⃗, ω) und der Absorptionskoeffizient α(k⃗, ω) bestim-
men. Zur Vereinfachung wird im Folgenden der langwellige Fall betrachtet (k → 0).
Somit ergeben sich folgende Ausdrücke:
α(ω) =
ω
c
Im ϵ(ω)
n(ω)
, (2.38)
n(ω) =
√
1
2
(Re ϵ(ω) + |ϵ(ω)|) . (2.39)
Anstelle des Absorptionskoeffizienten lässt sich auch die emittierte Strahlung unter-
suchen, die durch den Emissionskoeffizient
ε(ω) =
ℏω3
8π3c2
(
e
ℏω
kBT − 1
)−1
α(ω) (2.40)
ausgedrückt wird. Hier beschreibt c wie beim Absorptionskoeffizient (2.38) die Licht-
geschwindigkeit.
Im Bereich der metallischen Leitfähigkeit von über 105 S/m lässt sich ihr Verhalten
mit dem Drude-Modell reproduzieren. Die Drude-Formel für die komplexe dynami-
sche Leitfähigkeit lautet:
σDe (ω) =
σ0
1− iωτ(ω) . (2.41)
Hier beschreibt σ0 = σe(0) = ϵ0ω2plτ(0) die statische Leitfähigkeit und τ die Stoß-
zeit. Statt der Stoßzeit wird die Stoßfrequenz ν(ω) = 1
τ(ω)
als bestimmende Größe
verwendet [123; 124]. Die komplexen Leitfähigkeit [122] lässt sich zu
= ReσDe (ω) =
σ0
1 + ω2τ 2
= ImσDe (ω) =
σ0
1 + ω2τ 2
· ωτ = Re[σDe (ω)]ωτ .
(2.42)
bestimmen. Eine weitere Größe, die hier Beachtung findet, ist die dynamische Stoß-
frequenz, welche in die Drude-Formel eingeht. Die Herleitung der Stoßfrequenz wird
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im Anhang in Kap. A.1 gezeigt. Die dynamische Stoßfrequenz ergibt sich dann zu:
Re ν(ω) =
ϵ0ω
2
plσ1(ω)
σ21(ω) + σ
2
2(ω)
.
Im ν(ω) = − ϵ0ω
2
plσ2(ω)
σ21(ω) + σ
2
2(ω)
+ ω ,
(2.43)
Die so gewonnene elektrische Leitfähigkeit, bzw. die aus der Leitfähigkeit erhaltenen
Großen, dielektrische Funktion und Stoßfrequenz, wird im Folgenden zur Berech-
nung des dynamischen Strukturfaktors Kap. 3.3 angewendet. Die Ergebnisse dieser
Betrachtung sind in Kap. 4.1 dargestellt.
29

3. Röntgen-Thomsonstreuung als
Diagnostikmethode für warme
dichte Materie
3.1. Einführung in die Streugeometrie und
Laser-Plasma Wechselwirkung
Die Röntgen-Thomsonstreuung beschreibt die Streuung von Licht an Elektronen und
ermöglicht es, die Eigenschaften eines Plasmas zu untersuchen. Wenn elektromagne-
tische Strahlung auf ein geladenes Teilchen im Plasma trifft, werden freie Elektronen
im Feld zum Oszillieren angeregt. Die durch die Oszillation entstandene Strahlung
wird als Thomsonstreuung bezeichnet. Aus dem Thomsonstreuspektrum lassen sich
dann die Elektronendichte ne und -temperatur Te gewinnen [125].
Wenn die elektromagnetische Strahlung eines Laser mit geladenen Teilchen in ei-
nem Plasma wechselwirkt, erzeugt das oszillierende Feld der Strahlungsquelle eine
Oszillation der Teilchen in Resonanz mit dem Feld. Der resultierende Streuvektor
des Streusignals k⃗ lässt sich über die Differenz des Wellenvektors der gestreuten
Strahlung k⃗S und dem Wellenvektor des einkommenden Lasers k⃗0 beschreiben,
ℏk⃗ = ℏk⃗0 − ℏk⃗S , (3.1)
wie in Abb. 3.1 zu sehen ist. Der Streuvektor k⃗ gibt den Kehrwert der Distanz an,
über welche die Streuung auftritt, und lässt sich somit als eine Funktion der Laser-
wellenlänge λ0 und des Streuwinkels θS beschreiben.
Für den nicht-relativistischen Fall, bei dem die Geschwindigkeit des gestreuten Teil-
chens klein ist gegenüber der Lichtgeschwindigkeit, besitzt die gestreute Wellenlänge
ungefähr den gleichen Wert wie die Laserwellenlänge, also λS ≈ λ0. Damit gilt für
den Betrag des Wellenvektors im nicht-relativistischen Fall:
k = |⃗k| ≈ 2|⃗k0| sin
(
θS
2
)
=
4π
λ0
sin
(
θS
2
)
. (3.2)
Die allgemeingültige Formel für den Wirkungsquerschnitt ist die Klein-Nishina-
Formel [21; 67; 126], In ihr werden zusätzlich die Stoßfrequenzen des Systems mit
betrachtet. Die Wellenlängenverschiebung lässt sich als
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Abbildung 3.1.: Schematisches Bild für die Streugeometrie, in welchem der Zusam-
menhang des Laservektors k0 mit dem Streuvektor kS über den
Streuwinkel θS zu sehen ist.
∆λ = λ− λ0 = h
mec
(1− cos θS) (3.3)
schreiben und wird auch als Comptonshift bezeichnet. Für Streuung bei θS = 180◦
ergibt sich Rückstreuung und somit der maximale Comptonshift.
Wenn ein Laserstrahl der Leistung P0 über die Wechselwirkungsfläche A mit ei-
nem Plasma über die Länge L wechselwirkt und die Dichte der Teilchen n ist, lassen
sich die wechselwirkenden Teilchen im Volumen zu
N = nV = nAL (3.4)
definieren. Der Wirkungsquerschnitt der einzelnen Teilchen wird als σ festgelegt.
Für alle N Teilchen gilt der totale Streuquerschnitt Σ = nALσ. Der Anteil der
gestreuten Photonen lässt sich aus dem Verhältnis des totalen Streuquerschnittes Σ
zur Fläche A zu
f =
nALσ
A
= nLσ (3.5)
erhalten. Hieraus ergibt sich die gestreute Leistung zu
PS = P0nLσ . (3.6)
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Da die eingestrahlte elektromagnetische Welle das Elektron wie einen Dipol zum
Oszillieren anregt, ist der Thomsonstreuquerschnitt nicht isotrop und lässt sich als
dσT
dΩ
=
(
e2
mec2
)2
sin2(ϕ) (3.7)
ausdrücken [125], mit ϕ für den Azimuthwinkel zwischen dem Laserstrahl und der
Detektorposition und dΩ für ein Raumwinkelelement. Mit einer Integration über
den gesamten Raumwinkel ergibt sich der Thomsonstreuquerschnitt zu∫
dσT
dΩ
dΩ = σT =
8πe4
3m2ec
4
=
8
3
πr2e
= 6.64· 10−25cm2 .
(3.8)
Die Größe re = 2.82· 10−13 cm ist der klassische Elektronenradius, der besagt, dass
eine Ladung von der Größe der Elementarladung diesen Radius besitzen muss, damit
die Selbstenergie gleich der Ruheenergie des Elektrons wird. Der Streuquerschnitt
macht ersichtlich, dass die Ausbeute an gestreuten Photonen sehr gering ist, daher
ist es wichtig, Strahlungsquellen mit hohen Photonendichten zu nutzen, wie sie FELs
bieten.
3.2. Kollektive und nicht-kollektive Streuung
Die Analyse von Streuspektren ermöglicht Einblicke in den Streuprozess. Bei der Be-
trachtung von Streuung an freien Elektronen wird ein weiterer Streuprozess beobach-
tet. Durch äußere elektromagnetische, innere induzierte oder Mikrofelder verursachte
Elektronendichtefluktuationen können freie Elektronen eine Oszillation um die Ionen
ausführen. Diese Oszillationen werden Plasmonen genannt und können als Quasiteil-
chen aus dem Elektronenverband vor dem Hintergrund der Ionen aufgefasst werden.
An den Plasmonen kann gestreut werden, wenn sich innerhalb der Wellenlänge der
eingehenden elektromagnetischen Welle ein Elektronenverband befindet. Die Streu-
wellenlänge aus Gl. (3.2) und die Abschirmlänge Gl. (1.6) sind zwei entscheidende
Parameter, um das Thomsonstreuspektrum zu beschreiben. Beide Größen wurden
von Salpeter [39] zum Streuparameter
α =
1
kλD
=
λ0
sin
(
θS
2
) ( nee2
4πkBTe
)1/2
(3.9)
zusammengefasst. Durch den Streuparameter kann zwischen nicht-kollektiver Streu-
ung α < 1, der inelastischen Streuung an einzelnen Elektronen, und kollektiver
Streuung α > 1, z. B. der Streuung an Plasmonen, unterschieden werden.
Für α < 1 ergibt sich ein nicht-kollektives Streusignal, und es lassen sich kurzreich-
weitige Korrelationen innerhalb der Abschirmsphäre untersuchen. Es liegt Teilchen-
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streuung vor. So wurde beispielsweise für Beryllium ein Experiment zur spektral
aufgelösten nicht-kollektiven Thomsonstreuung durchgeführt [41; 45]. Die auftre-
tende nicht-kollektive Thomsonstreuung erlaubte es, Informationen über die Ge-
schwindigkeitsverteilungsfunktion der Elektronen zu erhalten und auf die Geschwin-
digkeit der freien Elektronen zu schließen [43].
Im kollektiven Bereich α > 1 werden wiederum die langreichweitigen Korrelationen
interessant. Im Gegensatz zur Streuung an einzelnen Elektronen wird hier an den
Plasmonen gestreut. An dichten und kalten Plasmen ist die Streuung im Allgemeinen
von kollektiven Charakter, vgl. Gl. (3.9), durch die umgekehrte Proportionalität des
Streuparameters zur Abschirmung. Bei der Streuung an den Plasmonen lässt sich
im Gegensatz zur Streuung an einem Elektron eine Dispersion zu größeren Wel-
lenlängen beobachten [127]. Hier hat die Plasmafrequenz des Elektronensystems ωpl
und die thermische Energie Einfluss. Die kollektive Streuung kann auch als Rayleigh-
Streuung beobachtet werden, dies ist die Streuung an ionenakustischen Wellen [128].
3.3. Der dynamische Strukturfaktor der freien
Elektronen
In den Folgenden Abschnitten wird auf die Bestandteile des Strukturfaktors Gl. (1.12)
eingegangen und es sollen grundlegende Eigenschaften vorgestellt werden, wie sich
diese mittels einer FT-DFT-MD-Simulation berechnen lassen.
Der dynamische Strukturfaktor der freien Elektronen S0ee(k, ω) ist eine entschei-
dende Größe in Thomsonstreuexperimenten. Über ihn lassen sich die Plasmapara-
meter, wie die Elektronendichte ne, die Elektronentemperatur Te und daraus die
Plasmafrequenz ωpl und der Ionisationsgrad, bestimmen. Der Strukturfaktor der
freien Elektronen ist mit der longitudinalen dielektrischen Funktion ϵ(k, ω) über
das Fluktuations-Dissipations-Theorem (FDT) im thermischen Gleichgewicht ver-
knüpft [122]:
S0ee(k, ω) = −
ϵ0ℏk2
πe2ne
Im ϵ−1(k, ω)
1− exp
(
− ℏω
kBTe
) . (3.10)
Zur Beschreibung des FDT wird die inverse longitudinale dielektrische Funktion
Im ϵ−1(k, ω) benötigt. Diese Größe setzt sich aus dem Real- und Imaginärteil folgen-
dermaßen zusammen:
Im ϵ−1(k, ω) = − Im ϵ(k, ω)|Im ϵ(k, ω)|2 + |Re ϵ(k, ω)|2 . (3.11)
Im folgenden Abschnitt wird zuerst auf die dielektrische Funktion eingegangen. Ein
kurzer Überblick über die Eigenschaften und Bestimmungsmethoden werden auf-
gezeigt und die in dieser Arbeit verwendete Methode erwähnt (Kap. 3.3.1). Ab-
schließend wird gezeigt, wie sich der Strukturfaktor der freien Elektronen aus der
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FT-DFT-MD bestimmen lässt und inwiefern dazu die verschiedenen Methoden ver-
knüpft werden müssen (Kap. 3.3.3).
3.3.1. Die dielektrische Funktion
Bevor auf einige Möglichkeiten zur Berechnung der dielektrischen Funktion ein-
gegangen wird, sollen grundlegende Eigenschaften vorgestellt werden. Die dielek-
trische Funktion besitzt einen longitudinalen und einen transversalen Anteil. Der
transversale Anteil [129; 130] beschreibt optische Eigenschaften des Mediums, mit
denen die einfache Dispersion für transversale Wellen berechnet werden können,
ω/|⃗k| = c/√ϵtr. Der Absorptionskoeffizient α(k⃗, ω) wird über den Imaginärteil der
transversalen dielektrische Funktion erhalten,
α(k⃗, ω) =
ω
c
Im ϵtr(k⃗, ω)
n(k⃗, ω)
. (3.12)
Zudem ist der Brechungsindex n(k⃗, ω) mit der transversalen dielektrischen Funktion
über
n(k⃗, ω) =
1√
2
(
Re ϵtr(k⃗, ω) + |ϵtr(k⃗, ω)|
)1/2
(3.13)
verknüpft.
Der longitudinale Anteil spielt eine wichtige Rolle bei der Diagnostik von Materia-
lien, da er mit der Struktur der Elektronen und Ionen verknüpft ist und somit die
Informationen über das Plasmasystem enthält. Mit der longitudinalen dielektrischen
Funktion lässt sich die Wechselwirkung der Teilchen untereinander untersuchen. Eine
ausführliche Herleitung und Beschreibung transversaler und longitudinaler dielek-
trischen Funktion ist in der Dissertation von Philipp Sperling zu finden [131].
Ein Ansatz zur Bestimmung der dielektrischen Funktion ist die lineare Response
Theorie. Diese beschreibt die lineare Reaktion (Response) eines Plasmas auf eine
äußere Störung. Die Änderungen der Korrelationen im Plasma erfolgen proportio-
nal zur Kraft. Für ein homogenes und isotropes System lässt sich solch eine linea-
re Response definieren [119; 132], welche die dynamische Reaktion des Feldes auf
die Störung beschreibt. Eine dieser Response-Funktion ist die Polarisationsfunktion
Π(k, ω), die folgendermaßen mit der dielektrischen Funktion verknüpft ist:
ϵ(k, ω) = 1− 1
ϵ0k2
Π(k, ω) . (3.14)
Die Polarisationsfunktion Π(k, ω) wird als Selbstwirkungsenergie beschrieben und
lässt sich über nicht weiter reduzierbare Feynman-Diagramme beschreiben [23].
Um die longitudinale dielektrische Funktion zu bestimmen, gibt es verschiedene
Ansätze [122], z. B. das Thomas-Fermi Modell (1928), welches eine lineare stati-
sche dielektrische Funktion erzeugt. Weitergehend gibt es die Linhard dielektrische
35
3. Röntgen-Thomsonstreuung als Diagnostikmethode für warme dichte Materie
Funktion (1954), bekannter unter den Namen der RPA (Random Phase Approxi-
mation). In der einfachsten Näherung, wird die Polarisationsfunktion zur RPA der
dielektrischen Funktion [23]:
Π(0)(k, ω) =
e2
4π3
∫
dp⃗
fp⃗+k⃗/2 − fp⃗−k⃗/2
Ep⃗+k⃗/2 − Ep⃗−k⃗/2 − ℏω − iη
. (3.15)
Hierbei beschreibt fp⃗ = [exp(βEp⃗ − βµ) + 1]−1 die Fermifunktion, µ das chemische
Potential und Ep⃗±k⃗/2 die kinetische Energie vor und nach dem Streuprozess mit
einem Photon. Der Grenzwert η → 0 wird nach dem thermodynamischen Limes
ausgeführt. Mit der RPA ϵRPA(k, ω) = 1 − 1
ϵ0k2
Π(0)(k, ω) beschreibt man stoßfreie,
ideale Systeme [129]. Im Folgenden lassen sich zwei Grenzfälle betrachten. Der erste
ist der statische klassische Fall, ω → 0, der für kleine Wellenvektoren k zu folgendem
Ergebnis führt:
ϵRPA(k, 0) = 1 +
κ2D
k2
. (3.16)
Im statischen Grenzfall der RPA ergibt sich die Debye-Abschirmung κD =
√
nee2
ϵ0kBT
.
Im zweiten Grenzfall, k → 0, wiederum ergibt sich
ϵRPA(0, ω) = 1− ω
2
pl
ω2
, (3.17)
wobei ωpl die Plasmafrequenz ist. Ein Problem der RPA ist jedoch, dass sie zwar für
langreichweitige Coulombwechselwirkung genaue Ergebnisse liefert, aber kurzreich-
weitige Austausch- und Korrelationseffekte ignoriert werden. Um diese kurzreichwei-
tigen Effekte beschreiben zu können, ist die Einführung von Lokalfeldkorrekturen
(LFC) notwendig. Diese werden in die dielektrische Funktion über einen Lokalfeld-
korrektor G(k, ω) einbezogen. Sie lassen sich über
ϵRPALFC (k, ω) = 1−
1− ϵRPA(k, ω)
1 +G(k, ω) [1− ϵRPA(k, ω)] (3.18)
mit der dielektrischen Funktion verknüpfen. Für den Fall, dass keine Austausch- und
Korrelationseffekte auftreten, wird der Lokalfeldkorrektor G(k, ω) = 0 gesetzt und
es ergibt sich die normale dielektrische Funktion:
lim
G→0
ϵ(k, ω)RPALFC = ϵ
RPA(k, ω) . (3.19)
Die erste einfache empirische Variante für die LFC wurde 1957 von Hubbard [133]
als
G(k) =
1
2
k2
k2 + k2F
(3.20)
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eingeführt. Aufbauend auf dem Vorschlag Hubbards gibt es verschiedene Verbesse-
rungen für die statische Näherung [134136]. Weiterführend ist die Bestimmung des
dynamischen Lokalfeldkorrektor G(k, ω) in [137140] gegeben.
Eine andere Herangehensweise wählte Mermin [89], indem die Wechselwirkungen
von Teilchen in der dielektrischen Funktion berücksichtigt werden. Dazu führte er
die Stoßzeit τ in die Beschreibung der dielektrischen Funktion ein. Dies lässt sich er-
weitern, indem statt der statischen Stoßzeit die Wechselwirkungen der Teilchen über
die dynamische Elektron-Ion-Stoßfrequenz ν(k, ω) [141] einbezogen werden. Das Er-
gebnis ist dann die Mermin-Formel, welche über eine Erweiterung der RPA mit der
dynamischen Stoßfrequenz [141] erreicht wird,
ϵM(k, ω) = 1 +
(
1 + iν(ω)
ω
) [
ϵRPA(k, ω + iν(ω))− 1]
1 + iν(ω)
ω
ϵRPA(k,ω+iν(ω))−1
ϵRPA(k,0)−1
. (3.21)
Die Mermin-Formel besitzt dabei eine Struktur, in der sich für den Grenzwert ν → 0
die stoßfreie RPA ergibt:
lim
ν→0
ϵM(k, ω) = ϵRPA(k, ω) . (3.22)
Für den langwelligen Limes k → 0 kann der statische Grenzfall der RPA reproduziert
werden,
lim
k→0
ϵM(k, ω) = 1− ω
2
pl
ω(ω + iν(ω))
. (3.23)
Als nächstes wird die Stoßfrequenz ν(ω) und die Mermin-Formel Gl. (3.21) genauer
betrachtet. Eine Möglichkeit zur Bestimmung der dynamischen Stoßfrequenz liegt
in der Störungstheorie von Born. Die aus dieser Theorie erhaltene Stoßfrequenz wird
in der Mermin-Formel [124; 142; 143] angewandt. In dieser Arbeit wird ein anderer
Ansatz vorgestellt, indem die dielektrische Funktion und die Stoßfrequenz aus einer
FT-DFT-MD-Simulation über die Bestimmung der Leitfähigkeit gewonnen werden.
Im Folgenden wird die Stoßfrequenz in Bornscher Näherung für den Fall eines isotro-
pen Mediums dargestellt. Für weitergehende Näherungen sei auf [124; 126; 129] ver-
wiesen. In der Bornschen Näherung werden nur Wechselwirkungen der ersten Ord-
nung berücksichtigt, d. h. es werden nur die Wechselwirkungen zwischen Anfangs-
und Endzuständen betrachtet. Die Bornsche Näherung lässt sich dann folgenderma-
ßen schreiben:
νBorn(ω) = −i ϵ0niΩ
2
0
6π2e2neme
∫ ∞
0
dkk6V 2ei(k)Sii(k)
1
ω
[
ϵRPA(k, ω)− ϵRPA(k, 0)] . (3.24)
In diesem Zusammenhang beschreibt Ω0 das Volumen, Vei(k) das Wechselwirkungs-
potential der Elektronen mit den Ionen und Sii(k) den statischen Ion-Ion Struktur-
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Abbildung 3.2.: Gegenüberstellung der Real- und Imaginärteile der BMA dielek-
trischen Funktion mit und ohne Lokalfeldkorrekturen. Die hier-
für verwendeten Werte sind: Dichte ρ = 1.85 g/cm3, Temperatur
T = 12 eV, Streuwinkel θS = 20◦, Laserwellenlänge λ = 0.42 nm.
faktor, über welchen die Ionenverteilung berücksichtigt wird. Bei idealen Plasmen
gilt Sii(k) = 1. Für das Potential Vei(k) wird in dieser Arbeit das statisch abge-
schirmte Debye-Potential,
V Dei (k) =
eiee
ϵ0Ω0
1
k2 + κ2D
, (3.25)
verwendet. Die Zusammenführung der Stoßfrequenz Gl. (3.24) mit der Mermin-
Formel Gl. (3.21) führt zur Born-Mermin-Näherung (BMA), welche eine breite An-
wendung zur Beschreibung der Thomsonstreuung findet [67; 142; 144146] und auch
für die Berechnung von Leitfähigkeiten unter der Ausnutzung von Lokalfeldkorrek-
turen [123; 124; 141; 147] verwendet werden kann.
Abschließend erfolgt in Abb. 3.2 eine Gegenüberstellung der dielektrischen Funktion,
berechnet mit der BMA und der BMA mit LFC, die jeweils unter einem Streuwinkel
von 20◦, bei einer Laserwellenlänge von λ = 0.42 nm an Beryllium mit einer Dichte
von ρ = 1.85 g/cm3 und bei einer Temperatur von T = 12 eV betrachtet werden.
Hier wird auf einen Vergleich mit der RPA verzichtet und nur die BMA genutzt.
Einen ausführlichen Vergleich zwischen der BMA und der RPA lässt sich in [126]
finden. Es zeigt sich, dass die Lokalfeldkorrekturen zu einem stärker ausgeprägten
Maximum in der dielektrischen Funktion führen. Dies ist auf die bessere Mitführung
von Korrelationseffekten in den Lokalfeldkorrekturen zurückzuführen. Zudem sind
sie etwas schmaler, und der Nulldurchgang ist leicht verschoben. Einen Vergleich
verschiedener Lokalfeldkorrekturen und deren Einfluss auf das Ergebnis lässt sich
in [146] finden.
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Abbildung 3.3.: Beispiel für die Asymmetrie im Strukturfaktor bei einem Streupa-
rameter α > 1 des dynamischen Strukturfaktors der freien Elektro-
nen S0ee(k, ω), aufgetragen gegen die Laserfrequenzverschiebung. Die
Plasmonmaxima finden sich bei der Resonanzfrequenz ±ωres. Aus
der Position und Höhe der Maxima lassen sich über Gl. (3.29) und
Gl. (3.26) die Temperatur und Dichte des untersuchten Spektrums
bestimmen.
3.3.2. Berechnung des dynamischen Strukturfaktors der
freien Elektronen
Eingangs wurde erwähnt, dass es mittels des dynamischem Strukturfaktors der frei-
en Elektronen möglich ist, die Plasmaparameter zu erhalten. Dies soll im Folgenden
gezeigt werden. In Abb. 3.3 ist ein Beispiel für einen dynamischen Strukturfaktor
der freien Elektronen für den Fall der kollektiven Streuung α > 1 zu sehen. Die
langreichweitigen Coulombwechselwirkungen sorgen nicht nur für Effekte, wie die
Abschirmung im Plasma, sondern auch für Oszillationen im Plasma. Diese Oszilla-
tionen werden durch Dichtefluktuationen der Elektronen verursacht und liegen in der
Resonanzfrequenz der Plasmonen. Die Resonanzfrequenz liegt im Bereich der Eigen-
schwingung des Systems, also der Plasmafrequenz der Elektronen ωres ≈ ωpl, wenn
die thermische Geschwindigkeit kBTe oder der Wellenvektor k vernachlässigt werden
kann. Falls äußere Kräfte auf das System wirken, z. B. durch einen einstrahlenden
Laser, der als äußeres elektromagnetisches Feld die Elektronendichtefluktuation mo-
difiziert, wird die Resonanzfrequenz verschoben. Diese Verschiebung lässt sich mit
Hilfe der Bohm-Gross Dispersionsrelation [127] in der RPA als
ω2res(k
2) ≈ ω2pl +
3kBTe
me
k2 (3.26)
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beschreiben.
Für ein homogenes und sich im thermodynamischen Gleichgewicht befindliches Sys-
tem lässt sich der Strukturfaktor der freien Elektronen S0ee(k, ω) mittels des FDT,
Gl. (3.10), beschreiben. Aufgrund der Abhängigkeit der Plasmonen von der Bose-
Statistik [19] über 1+nB kann die Temperatur aus dem Verhältnis der Plasmonmaxi-
ma erhalten werden. Die Plasmonmaxima beschreiben dabei die Plasmonerzeugung
S(k⃗i → k⃗f , ωi → ωf ) ∝ exp
(
− ℏωf
kBTe
)
(3.27)
und die Plasmonvernichtung bzw. -absorption
S(k⃗f → k⃗i, ωf → ωi) ∝ exp
(
− ℏωi
kBTe
)
(3.28)
mit dem initialen Impuls k⃗i und der Frequenz ωi zu dem Impuls k⃗f und der Frequenz
ωf nach der Streuung. Zusammen mit der Eigenschaft der dielektrischen Funktion
ϵ(k⃗, ω) = ϵ∗(−k⃗,−ω) kann die Temperatur mittels (3.27) und (3.28) bestimmt wer-
den:
S(k, ω)
S(−k,−ω) = exp
(−ℏω
kBTe
)
. (3.29)
Gl. (3.29) beschreibt einen Zusammenhang, der für alle Energien ℏω gilt. Diese Be-
ziehung wird die detaillierte Balance genannt. Hiermit ist es möglich, aus einem
gemessenen Streuspektrum der Thomsonstreuung an freien Elektronen die Plasma-
parameter des freien Elektronensystems zu erhalten. Die Temperatur wird bestimmt,
indem aus dem Verhältnis der jeweiligen Maxima und deren dazugehörigen Energien
auf die Elektronentemperatur geschlossen wird.
Aus den Positionen der Resonanzmaxima und der Temperatur ist es über der Di-
spersionsrelation Gl. (3.26) für ein klassisches stoßfreies System möglich die Elektro-
nenplasmafrequenz und darüber die freie Elektronendichte ne zu bestimmen. Mittels
der Elektronendichte und der Kenntnis der Ionendichte lässt sich der Ionisationsgrad
des Systems über
Zf =
ne
ni
(3.30)
bestimmen.
Für nicht-klassische Systeme oder stark gekoppelte Systeme, in welchen die Energie
und der Impuls des Photons nicht mehr vernachlässigbar gegenüber der Ruheenergie
des Elektrons sind, ist die Bohm-Gross-Relation Gl. (3.26) nicht mehr ausreichend
zur Beschreibung der Resonanzfrequenz. Es muss eine Verbesserung vorgenommen
werden, um eine Dispersionsrelation für entartete Systeme zu erhalten [67]. Dies
kann dadurch erreicht werden, indem die Nullstelle des Realteils der dielektrischen
Funktion Re ϵ(k, ω) = 0 für die RPA gesucht wird. Des Weiteren müssen höhere Ord-
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nungen des Wellenvektors mitgeführt werden. Beides lässt sich zu einer verbesserten
Dispersionsrelation [67; 144]
ω2res(k
2) ≈ ω2pl +
3kBTe
me
k2(1 + 0.088neΛ
3
e + . . . ) +
(
ℏk2
2me
)2
(3.31)
zusammenfassen. Dieser Ausdruck ist gültig für 0.5neΛ3e < 5.5. Eine Beschreibung,
wie dieser Wert zustande kommt, ist in [144] zu finden. Im Vergleich zur Bohm-
Gross-Relation (Gl. (3.26)) wird der Entartungsparameter 0.088neΛ3e mit der elek-
tronischen thermischen Wellenlänge Λ2e = h
2/(2πmekBTe) und der höheren Ordnung
in k4 im letzten Term mitgeführt. Eine Gegenüberstellung der verschiedenen Me-
thoden findet sich z. B. in [126].
3.3.3. Berechnung des dynamischen Strukturfaktors mittels
einer FT-DFT-MD-Simulation
Ein einfacher Ansatz zur Bestimmung des dynamischen Strukturfaktors ist der Ein-
satz der RPA [70]. Darüber hinaus wird die Methode verbessert, indem die Stoß-
frequenz in der Störungstheorie in der ersten Bornschen Näherung mitgenommen
wird [142]. Diese lassen sich unter Betrachtung von dynamischer Abschirmung und
Elektron-Ion-Stößen [124; 143] exakter beschreiben.
Um über die Störungstheorie hinauszugehen, wird hier die Berechnung des dyna-
mischen Strukturfaktors mittels einer ab-initio-Simulation vorgestellt. Der Vorteil
liegt darin begründet, dass die Ionendynamik kann und auch starke Korrelations-
und Quanteneffekte betrachtet werden können. Somit kann die innere Struktur von
warmer dichter Materie untersucht werden.
Im vorangegangenen Abschnitt 2.6.3 wurde gezeigt, wie sich die elektrische Leit-
fähigkeit σe aus der Kubo-Greenwood-Formel (Gl. (2.33)) mittels einer FT-DFT-
MD berechnen lässt. Mit dieser elektrischen Leitfähigkeit wird über die Relation
aus Gl. (2.35) der Real- bzw. Imaginärteil der dielektrischen Funktion erhalten.
Aus diesen Größen wird anschließend die inverse dielektrische Funktion Gl. (3.11)
bestimmt. Die so erhaltene dielektrische Funktion wird zur Berechnung des dyna-
mischen Strukturfaktors für k = 0 mittels des FDT benutzt. Für die dielektrische
Funktion aus der FT-DFT-MD-Simulation gibt es in diesem Fall keine Winkelab-
hängigkeit. Somit wird der Strukturfaktor für einen Wert von k → 0 erhalten. Um
S0ee(k, ω) auch für endliche k-Werte mittels einer ab-initio-Simulation zu berechnen,
wird der Mermin-Ansatz Gl. (3.21) mit der Stoßfrequenz aus der ab-initio-Simulation
verknüpft. Die Stoßfrequenz wird mittels des Drude-Modells, Gl. (2.41),
σD(ω) =
σ0
1 + ω2τ 2
(3.32)
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Abbildung 3.4.: Elektrische Leitfähigkeit für Beryllium bei T = 12 eV und ρ =
1.85 g/cm3. Die schwarze Linie zeigt die berechnete Leitfähigkeit,
während die roten Kreuze den Fit durch die Drude-Formel Gl. (3.32)
beschreiben. Der Abfall der elektrischen Leitfähigkeit bei ω → 0 ent-
steht durch die Zwischenbandübergänge in der Kubo-Greenwood-
Formel (2.33) die sich für diese Energie nicht mehr berechnen las-
sen. In der inneren Grafik ist die Regression zu sehen, um σ0 zu
bestimmen.
aus der elektrischen Leitfähigkeit erhalten, mit σ0 = ω2plϵ0τ für die statische Leit-
fähigkeit und τ = 1
ν
für die Stoßzeit. In Abb. 3.4 ist die elektrische Leitfähigkeit
mit einem Fit nach dem Drude-Modell zu sehen. Der Abfall für ω → 0 ist aus der
Berechnung der Formel Gl. (2.33) bedingt. Wenn ω kleiner wird als die Zwischen-
bandabstände, zeigt sich dieser Abfall. In der inneren Grafik wird gezeigt, wie sich
die statische Leitfähigkeit σ0 über eine Regression bei kleinen ω-Werten bestimmen
lässt.
Die Stoßfrequenz aus einer FT-DFT-MD-Simulation berücksichtigt Austausch- und
Korrelationseffekte zwischen den Teilchen direkt über das verwendete xc-Funktional
(siehe Kap. 2.4.4). Um den dynamischen Strukturfaktor für verschiedene Wellen-
vektoren bzw. Winkel zu berechnen, wird die so erhaltene Stoßfrequenz im Mermin-
Ansatz, Gl. (3.21), anstatt der Stoßfrequenz aus der Bornschen Näherung verwendet.
Diese Methode ist die Mermin-Näherung mit ab-initio-Stoßfrequenz, oder kurz MA-
AICF. Der Strukturfaktor, der mit Hilfe dieser beiden Methoden erhalten wird, wird
in Abb. 3.5 verglichen. Es ist ersichtlich, dass der Strukturfaktor für beide Methoden
die gleiche Verbreiterung des Plasmons zeigt. Jedoch ergibt sich für die MA-AICF
ein etwas ausgeprägteres Maximum mit einer kleinen Verschiebung zu kleineren Fre-
quenzen. Dadurch, dass beide gezeigten Methoden in etwa den gleichen Verlauf für
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Abbildung 3.5.: Dynamischer Strukturfaktor für Beryllium bei T = 12 eV und ρ =
1.85 g/cm3. Es werden die Ergebnisse von einer ab-initio-Simulation
(schwarz) mit der MA-AICF (rot) im langwelligen Limes k → 0
verglichen.
den Strukturfaktor liefern, wird die Berechnung über MA-AICF als eine legitime
Methode angenommen, um den Strukturfaktor für beliebige k-Werte zu berechnen.
Abschließend wird die MA-AICF mit der BMA in Abb. 3.6 verglichen. Die MA-ICF
ist im Vergleich zur BMA zu kleineren Frequenzen verschoben und das Plasmon ist
verbreitert. Die Verbreiterung ist ein Resultat der verschiedenen verwendeten Stoß-
frequenzen in der Mermin-Funktion.
Im Folgenden soll noch der Imaginärteil der inversen dielektrischen Funktion be-
trachtet werden. In Abb. 3.7 sind Re ϵ(k, ω), Im ϵ(k, ω) und Im−1 ϵ(k, ω) für die
BMA mit LFC und der MA-AICF dargestellt. Es werden zwei verschiedene Streu-
winkel betrachtet. Einmal im linken Bild bei θS = 90◦, was zu einem Streuparameter
von α = 0.75 führt, also nicht-kollektive Streuung beschreibt, und einmal im rech-
ten Bild bei θS = 20◦ mit einem Streuparameter von α = 3.81, was kollektive
Streuung beschreibt. Zu sehen ist ein klarer Übergang im Verhalten zwischen der
nicht-kollektiven (α = 0.75) und der kollektiven Streuung (α = 3.81). Bei der nicht-
kollektiven Streuung sind die dielektrischen Funktionen stark verbreitert und der
Realteil besitzt keine Nullstellen. Für den Imaginärteil und Im ϵ−1(k, ω) liegen die
Werte nahezu übereinander. Der stets positive Realteil sorgt für eine Dämpfung im
Strukturfaktor bei allen Frequenzen. Die starke Verbreiterung und die wenig ausge-
prägten Maxima sorgen dafür, dass das Plasmon im Vergleich zur Plasmafrequenz
verschoben ist, wie später in Kap. 4.1.3 zu sehen sein wird. Zwischen der BMA-LFC
und der MA-AICF zeigt sich unter dem Streuwinkel von θS = 20◦ kaum ein Unter-
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Abbildung 3.6.: Dynamischer Strukturfaktor für Beryllium bei T = 12 eV und ρ =
1.85 g/cm3. Hier erfolgt der Vergleich zwischen der MA-AICF (rot)
und mit der BMA (grün).
schied. Im nicht-kollektiven Bereich ist der Einfluss der Stoßfrequenz nicht mehr so
dominant.
Für die kollektive Streuung sind ausgeprägte Maxima und Minima der dielektrischen
Funktion zu sehen, welche im Vergleich zur kollektiven Streuung schmaler werden.
Für den Realteil der dielektrischen Funktion ergeben sich je zwei Nullstellen für
die positiven und negativen Energien. Im Bereich der inneren Nullstellen des Real-
teils wird der Imaginärteil maximal, während an den hochfrequenten Nullstellen des
Realteils der Imaginärteil ein Minimum aufweist. Das Maximum für Im ϵ−1 findet
sich dabei im Bereich der hochfrequenten Nullstellen des Realteils. Für die MA-
AICF zeigt sich hier im Vergleich zur BMA ein schmalerer Realteil und auch der
Imaginärteil ist nicht so stark ausgeprägt. Die Kombination aus dem Real- und Ima-
ginärteil führt zu einen stark verbreiterten inversen Imaginärteil im Vergleich zur
BMA-LFC. In der kollektiven Streuung ist der Einfluss der Stoßfrequenz viel größer
als im nicht-kollektiven Fall, so dass hier die Unterschiede zwischen der BMA-LFC
und der MA-AICF ins Gewicht fallen.
Ein steigender Streuparameter α sorgt dafür, dass für Im ϵ−1(k, ω) die Maxima und
Minima ausgeprägter und schmaler werden. Gleichzeitig wird das Maximum von
Im ϵ−1(k, ω) von der Nullstelle des Imaginärteils der dielektrischen Funktion domi-
niert.
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Abbildung 3.7.: Dielektrische Funktion und Im ϵ−1(k, ω) für die BMA (durchgezo-
gene Linie) und der MA-AICF (gestrichelte Linie) berechnet für
einen Streuwinkel von θS = 90◦ (linkes Bild) und θS = 20◦ (rechtes
Bild) bei einer Dichte von ρ = 5.5 g/cm3 und einer Temperatur von
T = 13 eV für eine Laserwellenlänge von λ = 0.2 nm.
3.4. Das Ionfeature
In diesem Abschnitt wird der zweite Term von Gl. (1.12), das Ionfeature, behandelt.
Das dynamische Ionfeature, wie es durch Chihara [69] hergeleitet wurde, hat folgende
Struktur:
|q(k) + f(k)|2 Sii(k, ω) = |N(k)|2 Sii(k, ω) . (3.33)
Es setzt sich aus dem totalen Formfaktor N(k), welcher mit dem Ion-Ion Struk-
turfaktor Sii(k, ω) gewichtet wird, zusammen. Der totale Formfaktor ist aus dem
ionischen Formfaktor fi(k) und der Abschirmwolke q(k) aufgebaut. In dieser Ar-
beit wird nur das statische Ionfeature und der statische Strukturfaktor behandelt,
d. h. die Ionendynamik wird vernachlässigt, so dass sich der Ion-Ion Strukturfaktor
zu Sii(k, ω) = Sii(k)δ(ω) umschreiben lässt. Dadurch wird die Frequenzabhängigkeit
nur noch durch eine Deltafunktion beschrieben [16].
In den Folgenden Abschnitten wird zuerst der Ion-Ion Strukturfaktor behandelt
und es werden zwei Methoden zur Berechnung vorgestellt. Nachfolgend werden die
Formfaktoren eingehender betrachtet. Zuletzt wird gezeigt, wie das Ionfeature direkt
aus der FT-DFT-MD bestimmt werden kann.
3.4.1. Ion-Ion Strukturfaktor
Aus der Dynamik lassen sich die akustischen Moden der Ionen, ihre Dispersions-
relation [148] und die Schallgeschwindigkeit des Materials bestimmen. Die ionen-
akustischen Moden treten in der Größenordnung der Plasmafrequenz der Ionen auf,
welche Energien von wenigen 10 − 100 meV haben. Sie lassen sich daher nur mit
intensiven Röntgenquellen mit sehr schmaler Bandbreite messen, wie sie z. B. freie
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Elektronenlaser (FELs) [149] zur Verfügung stellen. Aber selbst mit FELs lassen sich
die ionenakustischen Moden nicht immer messen. Eine Verbesserung hierbei stellt
die ßeedingMethode dar [150; 151], über die sich die Bandbreite des Röntgenstrahls
verringern und dadurch ein genaueres Signal erhalten lässt.
Im langwelligen Limes k → 0 gilt für den Ion-Ion Strukturfaktor die isotherme
Kompressibilitätsgleichung
Sii(k → 0) = −nikBTi
V
(
∂V
∂P
)
T,N
=
κT
κ0
, (3.34)
mit Ti für die Ionentemperatur und V für das Volumen, P für den Druck, der
isothermen Kompressibilität κT = −
(
1
V
∂V
∂P
)
T,N
und die isotherme Kompressibilität
des idealen Gases κ0 = 1/nikBTi. Für den Grenzwert k → 0 lassen sich die einzelnen
Strukturfaktoren für ein Elektron-Ion-Coulombsystem in Beziehung setzen [152],
Stotee (k → 0) =
√
ZcSei(k → 0) = ZcSii(k → 0) (3.35)
mit Zc für die Kernladungszahl des betrachteten Materials. Mit diesen Grenzwerten
ergibt sich in einer FT-DFT-MD-Simulation die Möglichkeit, trotz der endlichen
Simulationsbox, den Verlauf der Kurven für kleine k-Werte abzuschätzen.
Im folgenden werden zwei Methoden vorgestellt, die in dieser Arbeit zur Berech-
nung des Strukturfaktors verwendet werden: Zum einen is dies die Berechnung über
die Paarverteilungsfunktion der Teilchen, und zum anderen die direkte Berechnung
über die Korrelation der Teilchendichte.
Berechnung über die Paarverteilungsfunktion der Teilchen
Über eine Fouriertransformation der Paarverteilungsfunktion wird der Strukturfak-
tor berechnet:
Sab(k) = δab +
√
nanb
∫
[gab(r)− 1] ei⃗k·r⃗dr⃗ . (3.36)
In diesem Fall ist Sab(k) der statische Strukturfaktor für Teilchen der Sorten a und b,
während gab(r) die Paarverteilungsfunktion darstellt. Hieraus lassen sich der Ion-Ion
Strukturfaktor
Sii(k) = 1 + ni
∫
[gii(r)− 1] ei⃗k·r⃗dr⃗ (3.37)
und der Elektron-Ion Strukturfaktor
Sei(k) =
√
nine
∫
[gei(r)− 1] ei⃗k·r⃗dr⃗ (3.38)
herleiten. Hiermit ergibt sich die Möglichkeit, den Strukturfaktor mittels einer aus
ab-initio-Simulation berechneten Paarverteilungsfunktion Gl. (2.31) und Gl. (2.32)
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zu berechnen.
Berechnung über die Korrelation der Teilchendichten
Der Ion-Ion Strukturfaktor und der Elektron-Ion Strukturfaktor lassen sich neben
der Berechnung über Fouriertransformation der Paarverteilungsfunktion auch direkt
über die Autokorrelationsfunktion der Dichten berechnen. Eine detaillierte Herlei-
tung dieser Methode wurde von Hannes Rüter in seiner Masterarbeit [153] durchge-
führt. Ausgangspunkt ist hierfür die zeitabhängige Teilchendichte [154]
n(r⃗, t) =
N∑
i=1
δ(r⃗ − r⃗i(t)) (3.39)
und deren fouriertransformierte Form
nk⃗(t) =
∫
n(r⃗, t)e−i⃗k·r⃗dr⃗ =
N∑
i=1
e−ik⃗·r⃗i(t) . (3.40)
Mit dieser zeitabhängigen Dichte lässt sich die zeit- und ortsabhängige Paarvertei-
lungsfunktion,
Gab(r⃗, t) =
⟨
1
Nab
N∑
i=1
N∑
j=1
∫
δ(r⃗a,b − r⃗j(t) + r⃗i(0))
⟩
, (3.41)
wie sie van Hove [155] einführte, aufstellen. In dieser Funktion ist die zeitabhängige
Teilchendichte im realen Raum mit sich selbst zum Zeitpunkt t = 0 korreliert. Eine
häufiger betrachtete Variante ist die Korrelationsfunktion der fouriertransformierten
Dichte nk⃗(t), die sogenannte intermediate scattering function
Fab(k⃗, t) =
1√
NaNb
lim
τ→∞
1
τ
∫ τ
0
⟨
na
k⃗
(t′)nb−k⃗(0)
⟩
e−ik⃗·r⃗i(t)dt′ . (3.42)
Diese Funktion ist wiederum wie folgt mit der van Hove Funktion Gl. (3.41) ver-
knüpft
Fab(k⃗, t) =
∫
Gab(r⃗, t)e
−i⃗k·r⃗dr⃗ . (3.43)
Die spektrale Leistungsdichte der ïntermediate scattering function"
Sab(k⃗, ω) =
1
2π
∫ ∞
−∞
Fab(k⃗, t)e
iωtdt =
1
2π
√
NaNb
∫ ∞
−∞
⟨
na
k⃗
(t)nb−k⃗(0)
⟩
eiωtdt , (3.44)
wird dynamischer Strukturfaktor genannt. Die Indizes a, b stehen auch hier für die
verschiedenen Teilchensorten. Aus dem dynamischen Strukturfaktor in Gl. (3.44)
lässt sich der statische Strukturfaktor erhalten, indem über alle Frequenzen integriert
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Abbildung 3.8.: Ion-Ion Strukturfaktor aus FT-DFT-MD-Simulationen für Berylli-
um (ρ = 5.5 g/cm3 und T = 13 eV). Die schwarze Kurve wurde
über Gl. (3.37) berechnet, während die rote Kurve über Gl. (3.45)
zum Strukturfaktor führt. Der schwarze Punkt bei k → 0 wird über
die isotherme Kompressibilität Gl. (3.34) bestimmt.
wird:
Sab(k⃗) =
∫ ∞
−∞
Sab(k⃗, ω)dω =
1
2π
√
NaNb
∫ ∞
−∞
⟨
na
k⃗
(t)nb−k⃗(0)
⟩∫ ∞
−∞
eiωtdtdω
=
1√
NaNb
⟨
na
k⃗
(0)nb−k⃗(0)
⟩
. (3.45)
In Abb. 3.8 ist der Ion-Ion Strukturfaktor für die beiden vorgestellten Methoden aus
dem gleichen Simulationslauf berechnet worden. Bei größeren k-Werten zeigt sich ein
numerisches Rauschen in der Kurve aus der Berechnung über die ïntermediate scat-
tering function". Diese werden weniger dominant, je mehr Zeitschritte, über welche
die Funktion gemittelt wird, verwendet werden. Eine Interpolation der erwarteten
Kurve auf k = 0 führt zu dem über die isotherme Kompressibilität, vgl. Gl. (3.34),
prognostizierten Wert. Dies zeigt, dass die Berechnung über die ïntermediate scat-
tering function"für k → 0 genauere Werte liefert als die Fouriertransformation der
Paarverteilungsfunktion. Für kleine k-Werte zeigen sich in der Fouriertransformation
der Paarverteilungsfunktion nicht-physikalische Werte, die durch die finite Simula-
tionsbox bedingt sind.
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3.4.2. Formfaktoren
Als letzte Größe für die Bestimmung des Ionfeatures werden die Formfaktoren
N(k) = q(k) + fi(k) betrachtet. Der totale Formfaktor N(k) beschreibt dabei all-
gemein die Streustärke einer Welle an einem isolierten Atom als Summe der Ab-
schirmwolke q(k) der freien Elektronen und dem ionischen Formfaktor fi(k) der ge-
bundenen Elektronen. Die Abschirmwolke beschreibt die freien Elektronen, welche
ein Ion umgeben und äbschirmen". Der ionische Formfaktor beschreibt den Einfluss
der gebundenen Elektronen auf die Streuung am Ion. Hier wird vorgestellt, wie sich
die Formfaktoren q(k) und fi(k) über verschiedene theoretische Methoden berechnen
lassen und wie sich der totale Formfaktor N(k) in einer FT-DFT-MD-Simulation
berechnen wird, ohne dass q(k) und fi(k) z. B. über Gl. (3.35) und Annahmen zur
Wellenfunktion, genähert werden müssen.
Der totale Formfaktor N(k) ist dabei nichts anderes als die Fouriertransformierte der
mittleren Elektronenverteilung N(r) um ein Ion. Durch Anta und Ashcroft wurde
in [156] diese Größe als Dichte eines "Pseudoatoms"bezeichnet. Wenn die mittlere
Elektronenverteilung N(r) mit der Ionen-Paarverteilungsfunktion gii(r) verknüpft
wird, ergibt sich die Verteilung der Valenzelektronen
negei(r) = N(r)ne
∫
N(|r⃗ − r⃗ ′|)gii(r′)dr⃗ ′ . (3.46)
Hier beschreibt gei(r) als Elektron-Ion-Paarverteilungsfunktion die Wahrscheinlich-
keit, ein Elektron, ob gebunden oder frei, in einem Abstand r um ein Ion zu finden.
Für eine gegebene Ionenposition, wie sie in einer FT-DFT-MD vorliegt, lässt sich
die Elektronendichte wie in Gl. (2.15) zu
ne(r⃗, t) =
N∑
i=n
fn |φn(r⃗, t)|2 (3.47)
bestimmen. In der FT-DFT-MD-Simulation wird für jeden Zeitschritt die Elektro-
nendichte und Ionendichte ausgegeben, wodurch die Zeitabhängigkeit berücksichtigt
werden kann. Dabei ist φi die Ein-Elektron-Wellenfunktion und fn die Fermibeset-
zungszahl der Zustände n mit der Eigenenergie εn. Analog zu Gl. (3.46) ergibt sich
die Elektronendichte auch als Summe der mittleren Elektronenladungsdichte Ne(r)
um verschiedene Ionen,
ne(r⃗, t) ≈
∫
N(|r⃗ − r⃗ ′|)ni(r⃗ ′, t)dr⃗ ′ . (3.48)
Aus der Fouriertransformation von Gl. (3.48) ergibt sich
ne
k⃗
(t) ≈ N(k)ni
k⃗
(t) . (3.49)
49
3. Röntgen-Thomsonstreuung als Diagnostikmethode für warme dichte Materie
Der totale Formfaktor N(k) ist somit folgendermaßen definiert:
N(k) =
ne
k⃗
(t)
ni
k⃗
(t)
. (3.50)
Aus Gl. (3.50) und unter der Annahme der Ladungsneutralität für die Elektronen
Ne = ZNi ist die Bedingung N(k = 0) = Z erfüllt.
Die Gl. (3.50) erlaubt es, den totalen Formfaktor direkt aus einer FT-DFT-MD-
Simulation zu gewinnen, da diese die elektronische und ionische Ladungsdichte lie-
fert. Für einzelne Zeitschritte fluktuiert der Wert von N(k). Um dies auszugleichen,
wird der totale Formfaktor berechnet, indem über die simulierten Zeitschritte τ
gemittelt wird,
N(k) = lim
τ→∞
1
τ
∫
ne
k⃗
(t)
ni
k⃗
(t)
dt . (3.51)
Durch die Untersuchung der Bandenergien ϵn ergibt sich weiterhin die Möglichkeit,
die Elektronendichte in je einem Anteil der freien und gebundenen Elektronen zu
trennen. Voraussetzung ist ein Material mit einer großen Bandlücke zwischen den
Valenz- und Leitungsbändern, wie es z. B. Beryllium der Fall ist. Die Einteilung in
gebundene und freie Elektronen erfolgt, indem eine geeignete Energie ∆ definiert
wird, welche innerhalb der Bandlücke liegt. Somit lässt sich die Elektronendichte
ne(r⃗) = n
e
b(r⃗) + n
e
f (r⃗) (3.52)
in gebundene neb(r⃗) und freie n
e
f (r⃗) Anteile separieren:
neb(r⃗) =
∑
n
ϵn<∆
fn|φn(r⃗)|2 und nef (r⃗) =
∑
n
ϵn>∆
fn|φn(r⃗)|2 . (3.53)
Die ortsabhängigen Ergebnisse aus Gl. (3.53) lassen sich wiederum über eine Fou-
riertransformation in Gl. (3.50) einsetzen, um den ionischen Formfaktor fi(k) der
gebundenen Elektronen und die Abschirmwolke q(k) der freien Elektronen zu be-
rechnen:
N(k) =
ne
k⃗
(t)
ni
k⃗
(t)
= q(k) + f(k) =
ne,f
k⃗
(t)
ni
k⃗
(t)
+
ne,b
k⃗
(t)
ni
k⃗
(t)
. (3.54)
Nur bei einer genügend großen Bandlücke zwischen Valenz- und Leitungsband kann
diese Separation vorgenommen werden. Bei anderen Materialien bzw. beim Schlie-
ßen der Bandlücke durch Druck, andere Dichten oder Temperaturen, bei welchen
sich keine klare Separation in gebundene und freie Elektronen mehr vornehmen
lässt, können der ionische Formfaktor und die Abschirmwolke nicht getrennt in ei-
ner FT-DFT-MD berechnen werden. Trotzdem ist der totale Formfaktor N(k) auch
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für solche Simulationen berechenbar.
Der ionische Formfaktor fi(k) und die Abschirmwolke q(k) lassen sich auch mit-
tels Näherungen bestimmen. Auf diese wird im Folgenden eingegangen. Für die
Berechnung des ionischen Formfaktors fi(k) gibt es verschiedene analytische Ansät-
ze, z. B. die Berechnung über die Hartree-Fock-Methode [157; 158]. Des Weiteren
lässt sich der Beitrag der K-Schalen 1s-Elektronen zum ionischen Formfaktor mit
Hilfe von wasserstoffartigen Wellenfunktionen [70]
f1s(k) =
1
[1 + (kas/2)2]
2 (3.55)
beschreiben. Die Größe as = aB/(ZA − zscr) beschreibt den effektiven Radius von
Elektronenorbitalen, die wiederum von einem weiteren 1s-Elektron abgeschirmt wer-
den. Dieser Term wird durch den Bohrschen Radius aB sowie der abgeschirmten
Ladung um die Ladungszahl des Elementes ZA mit der Abschirmkonstante zscr aus-
gedrückt. Die Methode wurde von Pauling und Sherman [159] entwickelt, dabei ist
die Abschirmkonstante zscr eine Größe, um die Abschirmung der Kernladung durch
die gebundenen Elektronen der verschiedenen Elemente zu beschreiben.
Die Abschirmwolke lässt sich, wie von Chihara [68] vorgeschlagen, bei Kenntnis des
Elektron-Ion Strukturfaktors Sfei(k) der freien Elektronen und des Ion-Ion Struktur-
faktors Sii berechnen:
q(k) =
√
Zf
Sfei(k)
Sii(k)
. (3.56)
Weitergehend lässt sich q(k) z. B. über lineare Response berechnen [160],
q(k) = χi(k)v
ps(k) , (3.57)
mit χi als die Responsefunktion und vps(k) als Pseudopotential für die Wechselwir-
kung der Elektronen mit Ionen. Eine andere Möglichkeit ist über die RPA gege-
ben [161]:
qRPA(k) = Zf
κ2e
k2 + κ2e
. (3.58)
Hier beschreibt κe die inverse Abschirmlänge.
3.4.3. Ionfeature
Der totale Formfaktor N(k) und die beiden Formfaktoren fi(k) und q(k) sowie de-
ren Wichtungsfunktion, der Ion-Ion Strukturfaktor Sii wurden in den vorherigen
beiden Abschnitten vorgestellt. Zusammen ergeben die Größen das Ionfeature aus
Gl. (3.33). In den bisherigen Modellen wird das Ionfeature aus diesen Bestandteilen
berechnet und zusammengeführt [16]. Diese Methode führt zu Abweichungen durch
die Näherungen, die für die einzelnen Anteile durchgeführt werden.
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Im Folgenden wird darüber hinausgegangen und das dynamische Ionfeature direkt
aus der ab-initio-Simulation - wie beschrieben - berechnet. Hierfür wird die Auto-
korrelation der Elektronendichte, analog zur Autokorrelationsfunktion der Ionen in
Gl. (3.44), betrachtet:
Siee(k, ω) =
1
2πNi
∫ ∞
−∞
⟨
ne
k⃗
(t)ne−⃗k(0)
⟩
eiωtdt . (3.59)
In niedrigen Frequenzbereichen des Spektrums lässt sich die Frequenz für das Ion-
feature aus Gl. (3.33) und Gl. (3.59) analog behandeln:
Siee(k) =
∫
Siee(k, ω)dω . (3.60)
Auf diese Weise wird das statische Ionfeature Siee(k) erhalten.
3.5. Zusammenfassung
Zuerst wurden in diesem Kapitel die Grundlagen der Thomsonstreuung vorgestellt
und auf dessen Eigenschaften eingegangen und zusätzlich wurde die kollektive und
nicht-kollektive Streuung charakterisiert. Anschließend erfolgte die Einführung des
dynamischen Strukturfaktors der freien Elektronen Sei(k, ω). Ein Fokus lag auf der
dielektrischen Funktion, welche zur Beschreibung des Strukturfaktors Sei(k, ω) nö-
tig ist. Die dielektrische Funktion wurde einmal in der Störungstheorie berechnet.
Darüber hinaus erfolgte die Berechnung auch mit FT-DFT-MD-Simulationen. Hier-
bei zeigte sich jedoch ein Problem der FT-DFT-MD, da die dielektrische Funktion
momentan nur für k = 0 berechnet werden kann. Hierzu wurde ein neuer Ansatz
vorgestellt, indem die Stoßfrequenz in der FT-DFT-MD berechnet und dann in dem
Mermin-Ansatz, Gl. (3.21), eingesetzt wurde, um die k-Abhängigkeit mit einzube-
ziehen. Diese Methode wird MA-AICF genannt.
Ein zweiter Schwerpunkt in diesem Kapitel war das Ionfeature. Dieses besteht aus
zwei Teilen, dem Ion-Ion Strukturfaktor und den Formfaktoren, die hier genauer
untersucht wurden. Für den Ion-Ion Strukturfaktor lag der Fokus auf zwei Berech-
nungen, die sich mittels der FT-DFT-MD-Simulation durchführen lassen: Einerseits
die Berechnung des Ion-Ion Strukturfaktors über die Paarverteilungsfunktion und
andererseits über eine Autokorrelationsfunktion der Teilchen. Für die Berechnung
der Formfaktoren wurden verschiedene theoretische Methoden vorgestellt und an-
schließend gezeigt, wie sie sich mittels einer FT-DFT-MD-Simulation berechnen las-
sen. Um die näherungsweise Berechnung der einzelnen Teile zu umgehen, lässt sich
der totale Formfaktor auch komplett in einer FT-DFT-MD-Simulation berechnen.
Zum Abschluss erfolgte eine Methode zur Berechnung des Ionfeatures in einer kom-
pletten FT-DFT-MD-Simulation. Es wurde gezeigt, wie sich das Ionfeature über die
Berechnung und Kombination der einzelnen Bestandteile in Gl. (3.33) oder direkt
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und ohne weitere Näherung (mit Ausnahme der Wahl des Austausch- und Korrela-
tionsanteils) in der DFT bestimmen lässt (Kap. 2.4.4).
Für das Verständnis des Ionfeatures ist der Bereich für kleine k-Werte wesentlich,
insbesondere im Grenzwert k → 0. Dieser Bereich ist experimentell schwierig zu-
gänglich. Er lässt sich für das Ionfeature unter Kenntnis der Grenzwerte des totalen
Formfaktors N(k) und des Ion-Ion Strukturfaktors Sii(k) bestimmen. Der totale
Formfaktor ergibt, wie in Kap. 3.4.2 gezeigt, die Ladungszahl Z des Systems, wäh-
rend sich der Ion-Ion Strukturfaktor über die isotherme Kompressibilität (Gl. (3.34))
berechnen lässt. Das Ionfeature lässt sich damit zu Siee(k → 0) = ZSii(k → 0) zu-
sammenfassen.
53

4. Beryllium
Die Untersuchung von Beryllium im Bereich warmer dichter Materie ist wegen sei-
ner technischen Anwendung von spezieller Bedeutung. Beryllium ist durch seine
Eigenschaften (hohe Dichte, niedrige Opazität, hohe thermische Leitfähigkeit) ein
Kandidat um als Ablatormaterial für Kapseln, die in der Trägheitsfusion eingesetzt
werden [55; 162] zu dienen. Die optischen und thermischen Eigenschaften von Be-
ryllium bestimmen dabei die Kompressibilität der Kapsel, die Laserabsorption und
das Wachstum von möglichen Instabilitäten während der Kompression [163].
Im Jahr 2003 wurden erstmals Röntgen-Thomsonstreuexperimente an Beryllium
durchgeführt, in welchen das Streuspektrum spektroskopisch aufgelöst werden konn-
te [45]. In diesem Experiment wurde der Omega-Laser in Rochester eingesetzt, einer-
seits als Pump-Laser, um ein Plasma mit Festkörperdichte zu erzeugen andererseits
als Probe-Laser für das Streuexperiment. Weiterführende Experimente wurden 2007
durchgeführt [48] und erzeugten erstmals Plasmonen in warmer dichter Materie. An
diesem Experiment wurde über den Abstand des Plasmonpeaks zum Rayleighpeak
aus Gl. (3.29) die Dichte des Systems erhalten (ρ = 1.85 g/cm3), und über die
detaillierte Balance (s. Kap. 3.3.2) die Temperatur zu 12 eV gewonnen. Ein weite-
res Experiment wurde 2009 an Beryllium durchgeführt [53], in welchem Beryllium
über eine Stoßwelle komprimiert wurde. In dem Experiment wird eine Dichte von
ρ = 5.5 g/cm3 und eine Temperatur von T = 13 eV ermittelt.
Zu den beiden genannten Experimenten werden FT-DFT-MD-Simulationen ange-
fertigt. Ziel ist es, den Strukturfaktor komplett aus einer ab-initio-Simulation zu
beschreiben. Dabei liegt im ersten Teil der Fokus auf dem Elektronenfeature. Hier-
zu wird zuerst die elektrische Leitfähigkeit eingehend betrachtet, um aus dieser die
dielektrische Funktion zu gewinnen. Diese lässt sich im Fluktuations-Dissipations-
Theorem (FDT) einsetzen, um den Elektron-Elektron Strukturfaktor zu erhalten.
Diese Methode funktioniert aber nur für k = 0, daher wird anschließend eine Metho-
de vorgestellt, wie der dynamische Elektron-Elektron Strukturfaktor aus einer FT-
DFT-MD-Simulation gewonnen werden kann (Kap. 4.1.3), indem man den Mermin-
Ansatz Gl. (3.21) mit einbezieht für beliebige k-Werte.
Im zweiten Teil soll das Ionfeature betrachtet werden. Dabei werden Ergebnisse für
das Ionfeature und die einzelnen Bestandteile, der Ion-Ion Strukturfaktor und den
Formfaktoren, vorgestellt. Diese Ergebnisse werden dabei mit anderen theoretischen
und den experimentellen Ergebnissen verglichen. Zusätzlich werden verschiedene
Gleichgewichtstemperaturen von T = 3, 6, 9 eV betrachtet und eine Neubewertung
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Abbildung 4.1.: Elektrische Leitfähigkeit für drei verschiedene Dichten. Es zeigt sich
für eine höhere Kompression bei vergleichbarer Temperatur ein An-
stieg in der elektrischen Leitfähigkeit. Im inneren Bild zeigen die
senkrechten Linien die Anregung der K-Schale. Diese verschiebt sich
von ungefähr 92 eV bei ρ = 1.85g/cm3 zu 84 eV bei ρ = 5.5 g/cm3,
zudem ist ein Anstieg in der statischen Leitfähigkeit zu sehen, von
0.5× 106 S/m über 0.6× 106 S/m zu 0.78× 106 S/m.
der experimentellen Spektren vorgenommen. Zum Abschluss werden Nichtgleichge-
wichtseffekte, wie unterschiedliche Elektronen- und Ionentemperatur betrachtet.
4.1. Dynamischer Elektron-Elektron Strukturfaktor
4.1.1. Elektrische Leitfähigkeit
Ein erster Schritt, um das FDT mittels einer ab-initio-Simulation auszunutzen, ist
die Bestimmung der elektrischen Leitfähigkeit über die Kubo-Greenwood-Formel
Gl. (2.33) [164]. Die FT-DFT-MD-Simulation erfolgt mit 64 Teilchen am Baldereschi-
Mittelwert-Punkt mit einer Cutoff-Energie von 1400 eV. Von dem konvergierten
Lauf werden anschließend zu verschiedenen Zeitschritten die Ionenpositionen genom-
men und mit diesen erfolgt eine weitere DFT-Simulation, bei einem Monkhorst-Pack
k-Punktsatz von 3×3×3, wobei die Diagonalelemente der Kohn-Sham-Orbitale für
die Gl. (2.33) berechnet werden.
In Abb. 4.1 ist die elektrische Leitfähigkeit zu drei verschiedenen Bedingungen dar-
gestellt, einmal für ρ = 1.85 g/cm3 und einer Temperatur von T = 12 eV [48],
im folgenden als u-Be bezeichnet, für unkomprimiertes Beryllium, dann für kom-
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Abbildung 4.2.: Elektrische Leitfähigkeit bei ρ = 1.85 g/cm3 und T = 12 eV (u-
Be, links) und bei ρ = 5.5 g/cm3 und T = 13 eV (c-Be, rechts).
Die durchgezogene Linie zeigt die elektrische Leitfähigkeit aus der
DFT, während die roten Kreuze den Drude-Fit beschreiben. Für
u-Be zeigt sich bei einer Energie von 92 eV die Anregung der Elek-
tronen in der K-Schale, für c-Be sieht man diese Anregung schon
bei 84 eV.
primiertes Beryllium ρ = 5.5 g/cm3 und einer Temperatur von T = 13 eV [53], im
folgenden als c-Be bezeichnet, und zum Vergleich eine Kurve für eine Dichte von
ρ = 2.8 g/cm3 und einer Temperatur von T = 13 eV. Für alle 3 Bedingungen liegt
hier ein Metall vor, was sich an den hohen Werten der statischen Leitfähigkeit σ0 mit
0.5−0.78· 106 S/m zeigt. Eine höhere Kompression bewirkt hierbei einen Anstieg der
Leitfähigkeit. Die erhöhte Kompression führt zu einer größeren Ionisation, wodurch
mehr Elektronen frei sind. Für alle drei Dichten zeigt sich bei Energien > 80 eV
ein erneuter Anstieg in der Leitfähigkeit. Die in der inneren Grafik eingezeichneten
senkrechten Linien sind die Energien, die benötigt werden, um die Elektronen der
K-Schalen anzuregen. Die erhöhte Kompression sorgt dafür, dass die Elektronen der
K-Schale bei geringeren Energien angeregt werden können. Dies ist darauf zurück-
zuführen, dass die Zwischenbandübergänge eher eintreten können. Die Verschiebung
der Anregung der K-Schale durch Dichte- und Temperaturänderung lässt sich auch
für die Diagnostik der Struktur verwenden. Dies erfolgt über die x-ray absorption
near-edge structure (XANES), wie sie in [165] beschreiben wird. In [166] wurde an
Beryllium der umgekehrte Weg gegangen und das Verhalten der Leitfähigkeit bei
einer Expansion untersucht. Hier zeigt sich bei steigender Expansion eine Verringe-
rung der Leitfähigkeit bis zu einem nicht-metallischen Verhalten.
Die Ergebnisse für u-Be und c-Be werden in Abb. 4.2 mit dem Drude-Modell ver-
glichen. Die roten Kreuze beschreiben den Drude-Verlauf der elektrischen Leitfähig-
keit und wurden mit der Drude-Formel Gl. (3.32) berechnet. Es zeigt sich, dass die
Drude-Formel den Verlauf der Leitfähigkeit sehr genau wiedergibt und erst an der
Stelle, wo die K-Schale angeregt wird, abweicht. Dies liegt in dem Drude-Modell
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Abbildung 4.3.: Darstellung der Zustandsdichte und Fermifunktion für u-Be
(schwarz) und c-Be (rot).
begründet, da in diesem Modell nur die äußeren/freien Elektronen in die Betrach-
tung mit einbezogen und somit die Kernelektronen nicht weiter betrachtet werden
und keinen Einfluss auf das Ergebnis haben. Beim komprimierten Beryllium erfolgt
die Anregung der K-Schale bei ungefähr 84 eV. Die im Vergleich zu u-Be geringe-
re Energie für die Anregung der K-Schale resultiert aus der höheren Kompression.
Dieses führt zu enger beieinander liegenden Energiebändern und somit wird der
Energieaufwand für die Anregung geringer. In [167] wurde mittels eines Röntgen-
Thomsonstreuexperimentes die K-Kante für polykristallines Beryllium bei 112 eV
identifiziert. Dieser Wert weicht von den hier erhaltenen Werten ab, was einerseits
an der Verschiebung der K-Kante durch die Temperatur und der Dichte liegt, gleich-
zeitig wird im hier verwendeten PBE-Funktional die Bandlücke unterschätzt. Durch
die Nutzung eines HSE-Funktionals lässt sich die Bandlücke genauer bestimmen.
Zusätzlich zur elektrischen Leitfähigkeit werden in Abb. 4.3 die Zustandsdichte und
Fermifunktion betrachtet. Dabei ist die Fermifunktion für c-Be zu größeren Energi-
en verschoben. Der Verlauf der beiden Fermifunktionen ist fast identisch, die höhere
Temperatur bei c-Be macht den Kurvenverlauf minimal flacher. Für die Fermienergie
ergibt sich durch die verschiedene Dichten eine Verschiebung. An der Zustandsdichte
zeigt sich, dass u-Be und c-Be unter den betrachteten Bedingungen metallisch sind.
Die 2s2-Elektronen zeigen bei beiden Bedingungen eine verbreiterte Struktur, die für
c-Be zu kleineren Energien verschoben ist, und beide haben einen kontinuierlichen
Übergang in die 1s2-Elektronen.
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Tabelle 4.1.: Auflistung der erhaltenen Plasmaparameter, die aus dem Drude-Fit 4.2
und aus den Experimenten [48; 53] erhalten wurden.
u-Be u-Be (Exp.) c-Be c-Be (Exp.)
ne 2.61× 1023 cm−3 3.0× 1023 cm−3 8.61× 1023 cm−3 7.5× 1023 cm−3
Z 2.105 2.3 2.21 2.0
σ0 0.5× 106 S/m - 0.78× 106 S/m -
ωpl 18.97 eV 19.65 eV 33.48 eV 32.16 eV
Θe 0.8 0.8 0.4 0.43
Γe 1.24 1.3 1.68 1.6
ν 9.71 eV - 19.81 eV -
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Abbildung 4.4.: Dynamische Stoßfrequenz für u-Be (schwarz) und c-Be (rot) aus
der DFT (durchgezogene Linie) sowie die Stoßfrequenz aus der
Bornschen Näherung (gestrichelte Linie). Die Stoßfrequenz wird
in Rydberg (1 Ryd = 13.6 eV) dargestellt, und wird über die je-
weilige Plasmafrequenz aufgetragen (ωpl = 18.97 eV bei u-Be und
ωpl = 33.48 eV bei c-Be).
4.1.2. Stoßfrequenz und die Dielektrische Funktion
Mit der Drude-Formel Gl. (3.32) lässt sich aus der Leitfähigkeit die Stoßfrequenz be-
stimmen. In dieser Stoßfrequenz sind die Wechselwirkungs- und Korrelationseffekte
aus den DFT-Rechnungen effektiv enthalten. Aus dem Drude-Modell lässt sich neben
der Stoßfrequenz auch die Plasmafrequenz und darüber nach Gl. (1.4) die Elektro-
nendichte berechnen. In Tabelle 4.1 sind die genannten Größen und zusätzlich der
Ionisationsgrad, der Kopplungs- und der Entartungsparameter aufgeführt. Sie wer-
den mit den Ergebnissen, die sich aus den Experimenten [48; 53] ergeben, verglichen.
Weiterführend soll die erhaltene Stoßfrequenz mit der aus der Bornschen Nähe-
rung erster Ordnung (Gl. (3.24)) berechneten Stoßfrequenz in Abb. 4.4 verglichen
werden. Beim Vergleich der Resultate von u-Be und c-Be wird ersichtlich, dass die
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Abbildung 4.5.: Dielektrische Funktion (linkes Bild für u-Be und rechtes Bild für c-
Be), die aus der DFT über die elektrische Leitfähigkeit aus Abb. 4.2
gewonnen wird.
stärkeren Korrelationen, die mit der Kompression des Materials einhergehen, zu ei-
ner höheren Stoßfrequenz führen. Mit Hilfe des Drude-Modells wird nur der Realteil
der Stoßfrequenz erhalten. Die durch die größere Kompression verursachten stärke-
ren Korrelationen in c-Be sind im Realteil der Stoßfrequenz anhand des doppelten
Wertes im Vergleich zu u-Be abzulesen. Hier zeigt sich, dass die Werte um einen
Faktor 7 für u-Be und einen Faktor 23 für c-Be höher liegen als die Werte aus der
Bornsche Näherung. Der Realteil der Stoßfrequenz beschreibt dabei auch die Ab-
sorption des Plasmas [19]. Das heißt, dass die DFT-Stoßfrequenzen für eine größere
Absorption im Plasma sorgen und damit zu einer Verbreiterung des Plasmonpeaks.
Aus der elektrischen Leitfähigkeit in Abb. 4.2 lässt sich über die Relationen Gl. (2.36)
die dielektrische Funktion bestimmen. Die aus der DFT erhaltenen dielektrische
Funktionen sind in Abb. 4.5 dargestellt. Für den Imaginärteil zeigt sich für u-Be
und c-Be ein identischer Verlauf. Die erhöhte Kompression von c-Be zeigt sich im
Realteil durch ein geringeren Wert der dielektrischen Funktionen und eine minimale
Verschiebung zu kleineren Frequenzen. Eine Verschiebung ist in Abb. 4.8 auch am
Plasmonpeak im Strukturfaktor für c-Be zu erkennen.
Die aus der DFT erhaltene dielektrische Funktion gilt nur im Limes k → 0, bein-
haltet aber Korrelationen für alle ω. Um diese Problematik zu umgehen, werden die
hier berechneten und gezeigten Stoßfrequenzen (Abb. 4.4) in den Mermin-Ansatz
(Gl. (3.21)) eingesetzt, um auf diese Weise Ergebnisse auch für endliche k-Werte zu
erhalten. In Kap. 3.3.3 wurde diese Methode als Mermin-Näherung mit ab-initio-
Stoßfrequenz vorgestellt oder in Kurzform MA-AICF. Im folgenden wird die dielek-
trische Funktion für drei ausgewählte Streuwinkel θ bzw. k-Punkte berechnet, siehe
Gl. (3.2), und die BMA mit Lokalfeldkorrekturen (BMA-LFC) mit der MA-AICF
einmal im statischen Fall und im dynamischen Fall verglichen. Für die Lokalfeld-
korrekturen, vgl. Gl. (3.18), wurde die Methode von Ichimaru und Utsumi [140]
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Abbildung 4.6.: Real- und Imaginärteil der dielektrischen Funktion in Abhängigkeit
der Plasmafrequenz von u-Be für drei Streuwinkel 20◦, 40◦ und 60◦.
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Abbildung 4.7.: Real- und Imaginärteil der dielektrischen Funktion in Abhängigkeit
der Plasmafrequenz von c-Be für drei Streuwinkel 25◦, 40◦ und 60◦.
verwendet.
In den Abbildungen 4.6 und 4.7 sehen wir die Ergebnisse für u-Be bzw. c-Be für drei
Streuwinkel θ = 20◦, 40◦ und 60◦, bei einer Probenwellenlänge von λ = 0.42 nm für
u-Be und λ = 0.2 nm für c-Be. Zusätzlich sind die Streuparameter für die jeweiligen
Winkel angegeben. Für kleine Streuwinkel < 20◦ zeigen sich größere Unterschiede
zwischen den betrachteten Methoden. Gleichzeitig zeigt der Wert des Streupara-
meters, dass hier kollektive Streuung vorliegt. Nur für u-Be ist bei einem kleinen
Streuwinkel ein Minimum mit einem negativen Wert zu beobachten, für alle an-
deren Winkel sind die Minima schwächer ausgeprägt und zu höheren Frequenzen
verschoben. Zudem zeigt sich für die BMA-LFC im Vergleich zur MA-AICF ein
stärker ausgeprägtes Maximum und eine größere Frequenz für das Minimum mit
einer größeren Breite der Maxima bzw. Minima. Diese verschiedene Struktur lässt
sich auf die höhere Stoßfrequenz in der MA-AICF zurückführen und repräsentiert
die Korrelationseffekte. Der gleiche Effekt, eine Verbreiterung der Struktur, lässt
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Abbildung 4.8.: Dynamischer Strukturfaktor, erhalten aus dem FDT Gl. (3.10) für
u-Be (linkes Bild) und c-Be (rechtes Bild) im langwelligen Limes
k → 0. Unter Ausnutzung der dielektrischen Funktion aus der DFT
(schwarz), über MA-AICF (rot) und MA-AICF mit dynamischer
Stoßfrequenz (blau), und mit der BMA (grün).
sich auch schon für die RPA im Vergleich zur BMA bei der Berechnung des FDT
feststellen [144].
4.1.3. Dynamischer Strukturfaktor der freien Elektronen
S0ee(k, ω)
Dynamischer Strukturfaktor der freien Elektronen S0ee(k, ω) im Limes k → 0
Als erstes wird der dynamische Strukturfaktor der freien Elektronen S0ee(k, ω) im Li-
mes k → 0 betrachtet. In Kap. 3.3.3 wurden die Berechnungsmethoden für S0ee(k, ω)
vorgestellt. Hier werden nun die Ergebnisse für u-Be und c-Be in Abb. 4.8 vorge-
stellt. Diese Methoden behandeln die k-Abhängigkeit der dielektrischen Funktion
über den Mermin-Ansatz Gl. (3.21), während die Stoßfrequenz einmal über die Stö-
rungstheorie einfließt (BMA) Gl. (3.24) und über die ab-initio-Simulation erhalten
wird (MA-AICF). Die MA-AICF wurde mit zwei verschiedene Stoßfrequenzen an-
gewandt, einmal mit der statischen Stoßfrequenz, die aus Gl. (3.32) erhalten wird
und der dynamischen Stoßfrequenz, die über Gl. (2.43) bestimmt wird.
Generell sind die Plasmonmaxima bei der BMA zu höheren Frequenzen verschoben
und schmaler im Vergleich zu den anderen Resultaten. Die Verbreiterung der DFT
Resultate im Vergleich zur BMA lässt sich durch die Breite der inversen dielektri-
schen Funktion erklären. Die inverse dielektrische Funktion ist für die MA-AICF
im Vergleich zur BMA stark verbreitert. Vergleicht man die Resultate der dielektri-
schen Funktion aus der DFT mit der MA-AICF, zeigt sich für die Maxima eine fast
identische Funktion, MA-AICF zeigt jedoch ein etwas ausgeprägteres Maximum. Bei
c-Be, im rechten Bild, zeigt sich eine etwas größere Plasmonverbreiterung im Ver-
gleich zu u-Be. Dies liegt in der höheren Kompression und der dadurch bedingten
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höheren Stoßfrequenz begründet. Auch zeigt das Plasmonmaxima der MA-AICF
eine größere Abweichung zur BMA. Die MA-AICF mit dynamischer Stoßfrequenz
zeigt für c-Be beim ca. 2.4-fachen der Plasmafrequenz ein weiteres Maximum. Durch
die erhöhte Kompression werden hier die stark gebundenen Elektronen mit angeregt.
Dieses Verhalten wird detaillierter in Kap. 4.1.3 erklärt. Es zeigt sich, bis auf die
Abweichung bei größeren Plasmafrequenzen, für die statische und dynamische Stoß-
frequenz, ein ähnliches Verhalten.
Für die Berechnung des dynamischen Strukturfaktors der freien Elektronen erge-
ben die Berechnung über eine DFT dielektrische Funktion und über die MA-AICF
nahezu identische Ergebnisse, was als Anlass genommen wird, die k-Abhängigkeit
der dielektrischen Funktion über den Mermin-Ansatz zu verwenden. Für beide Be-
rechnungen ergeben sich Abweichungen von der BMA. Obwohl in der BMA die
k-Abhängigkeit auch über den Mermin-Ansatz berücksichtigt wird, wird die Stoß-
frequenz in der ersten Bornschen Näherung berechnet.
Dynamischer Strukturfaktor S0ee(k, ω) der freien Elektronen für endliche
k-Werte
In Abb. 4.9 sind die Strukturfaktoren zu 4 verschiedenen Winkeln für u-Be und für
c-Be dargestellt. Zu den Winkeln ist auch der entsprechende Streuparameter an-
gegeben. So ergibt sich bei den hier betrachteten Winkeln bei θ = 90◦ kollektive
Streuung.
Zur besseren Übersicht wird für die folgenden Resultate jeweils das linke Maxima
des Strukturfaktors betrachtet. Es zeigt sich eine starke Verbreiterung der Plas-
monmaxima der MA-AICF im Vergleich zur BMA, bei der BMA ergibt sich eine
auffällige Verbreiterung erst bei Winkeln θ > 20◦. Die BMA und die BMA-LFC sind
bei Winkeln θ < 40◦ nahezu identisch, erst bei größeren Streuwinkeln. Im schwach
kollektiven Bereich α ≈ 1 bzw. nicht-kollektiven Bereich, zeigt sich zwischen der
BMA und der BMA-LFC eine signifikante Abweichung. So haben die BMA-LFC
und die MA-AICF bei θ = 90◦ ungefähr den gleichen Wert für das Plasmonmaxi-
mum, sobald der Einfluss der Streuung an einzelnen Elektronen größer wird, also
auch kurzreichweitige Effekte einen größeren Einfluss haben.
Werden die BMA mit der MA-AICF verglichen, sieht man für alle Winkel eine
Verschiebung der MA-AICF zu kleineren Frequenzen. Das lässt sich mit dem Un-
terschied der hier betrachteten BMA und FT-DFT-MD-Simulation erklären. In der
DFT werden Austausch- und Korrelationseffekte über das verwendete xc-Funktional
mitgeführt, Stöße werden in der BMA in erster Ordnung Störungstheorie berechnet
und über die LFC werden kurzreichweitige Effekte hinzugefügt.
Für u-Be liegt das Plasmon für die MA-AICF im Vergleich zum experimentellen Re-
sultat und auch zur BMA bei kleineren Frequenzen. Dies lässt sich darauf zurückfüh-
ren, dass die Plasmondispersionsrelation, wie sie von dem Mermin-Ansatz prognos-
tiziert wird auf der RPA aufbaut welche stoßfreie Plasmen annimmt, s. Gl. (3.21).
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Abbildung 4.9.: Dynamischer Strukturfaktor für verschiedene Streuwinkel. Es wer-
den hierbei die MA-AICF und BMA mit LFC verglichen. Der Pfeil
und die dazugehörige senkrechte Linie markieren die Stelle des Plas-
monmaximums aus den Experimenten, für u-Be bei 40◦ [48] und für
c-Be bei 25◦ [53].
Dynamischer Strukturfaktor S0ee(k, ω) der freien Elektronen mit dynamischer
Stoßfrequenz
Für die bisher gezeigten Ergebnisse des Strukturfaktors wurde aus der DFT nur die
statische Stoßfrequenz verwendet, welche durch einen Fit an die elektrische Leit-
fähigkeit Abb. 4.2 aus dem Drude-Modell erhalten wird. Um über den statischen
Fall hinauszugehen und die Stoßfrequenz dynamisch zu betrachten, wird die Drude-
Formel Gl. (2.41) komplex betrachtet.
Aus der elektrischen Leitfähigkeit ergibt sich über Gl. (2.43) die dynamische Stoß-
frequenz. Die so erhaltenen Stoßfrequenzen sind in Abb. 4.10 für u-Be und c-Be
dargestellt. Es zeigt sich beim 4.5-fachen der Plasmafrequenz für u-Be bzw. beim
2.6-fachen für c-Be ein starker Anstieg im Realteil bzw. ein Abfall im Imaginärteil
der Stoßfrequenz. Der Anstieg bzw. Abfall ist auf die Anregung der K-Schale in
Beryllium zurückzuführen.
Für u-Be ist der Verlauf der dielektrischen Funktion mit der dynamischen Stoßfre-
quenz nahezu identisch mit dem Verlauf bei einer statischen Stoßfrequenz (Abb. 4.11).
Erst bei großen Frequenzen, in etwa dem 2.3-fachen der Plasmafrequenz zeigt sich ei-
ne Abweichung in der dielektrischen Funktion. Dieser Wert entspricht der Anregung
der Elektronen in der K-Schale. Bei c-Be zeigt sich der Einfluss der dynamischen
Stoßfrequenz schon früher, siehe Abb. 4.12, die Abweichung ist in der dielektrischen
Funktion schon bei etwa dem 1.6-fachen der Plasmafrequenz zu finden und das Ma-
ximum zeigt sich in der dielektrischen Funktion beim 2.6-fachen der Plasmafrequenz.
Die durch die erhöhte Kompression bedingte größere Plasmafrequenz führt zu einer
Überlagerung der Kernelektronen mit den Plasmon, wie in Abb. 4.13 für c-Be beim
Strukturfaktor zu sehen ist.
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Abbildung 4.10.: Real- und Imaginärteil der dynamischen Stoßfrequenz berechnet
aus der elektrischen Leitfähigkeit in Abb. 4.2 für u-Be (schwarz)
und c-Be (rot).
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Abbildung 4.11.: Real- und Imaginärteil der dielektrischen Funktion in Abhängigkeit
der Plasmafrequenz von u-Be für drei Streuwinkel 20◦, 40◦ und 60◦.
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Abbildung 4.12.: Real- und Imaginärteil der dielektrischen Funktion in Abhängigkeit
der Plasmafrequenz von c-Be für drei Streuwinkel 25◦, 40◦ und 60◦.
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Abbildung 4.13.: Dynamischer Strukturfaktor für verschiedene Streuwinkel. Es wer-
den hierbei die MA-AICF und BMA mit LFC verglichen. Der Pfeil
und die dazugehörige senkrechte Linie markieren die Stelle des
Plasmonmaxima aus den Experimenten, für u-Be bei 40◦ [48] und
für c-Be bei 25◦ [53].
Der resultierende Strukturfaktor mit einer dynamischen Stoßfrequenz ist in Abb. 4.13
zu sehen und mit MA-AICF ν(ω) bezeichnet. Es zeigt sich für kleine Energien um
den Plasmonpeak ein gleicher Verlauf für die dynamische und die statische Stoßfre-
quenz. Ab ungefähr dem 2.3- bzw. 2.8-fachen der Plasmafrequenz weichen die Kurven
voneinander ab, resultierend in einen Maxima für alle Winkel bei dem 4.5-fachen
der Plasmafrequenz, welches ungefähr 84 eV entspricht. Diese Energie entspricht
wieder der Anregung der K-Schale, wie in Abb. 4.2 zu sehen ist. Für u-Be zeigt der
Übergang von gebundenen zu freien Elektronen keinen Einfluss auf das Plasmon.
Die Übergänge von gebunden zu frei wird in der Chihara-Formel mit Hilfe eines
zusätzlichen Terms beschrieben, vgl. Gl. (1.12). Hier zeigt sich dieser Beitrag be-
reits in dem dynamischen Strukturfaktor der freien Elektronen, da in der DFT die
gebundenen und freien Elektronen beschrieben werden.
4.2. Das Ionfeature und seine Bestandteile
In diesem Abschnitt wird das Ionfeature zu den Experimenten [48; 53] betrachtet.
Dabei werden die experimentellen Streuspektren betrachtet und mit einem alterna-
tiven Fit ausgewertet [168]. Zusätzlich wird der Einfluss von Nichtgleichgewichtsef-
fekten diskutiert.
4.2.1. Ergebnisse des Ion- und Elektron-Ion Strukturfaktors
Der statische Ion-Ion Strukturfaktor Sii(k)
Als erstes wird die Ion-Ion Paarverteilungsfunktion gii(r) für u-Be und c-Be betrach-
tet, wie sie in Gl. (2.31) vorgestellt wurde. Hierfür wurden Simulationen mit 256
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Abbildung 4.14.: Ion-Ion Paarverteilungsfunktion (linkes Bild) und der Ion-Ion
Strukturfaktor (rechtes Bild) für u-Be und c-Be. Durch die Fou-
riertransformation zeigt sich bei kleinen k-Werten eine stärkere
Fluktuation, siehe hierfür Kap. 3.4.1, das erklärt auch den klei-
nen Haken bei k = 2.5 Å−1 bei c-Be. Die Punkte wurden über die
isotherme Kompressibilität Gl. (3.34) berechnet.
Teilchen am Baldereschi-Mittelwert-Punkt mit einer Cutoff-Energie von 1400 eV
und einer Simulationsdauer von 2 ps durchgeführt. Aus der Paarverteilungsfunktion
lässt sich der statische Ion-Ion Strukturfaktor Sii(k) über die Fouriertransforma-
tion berechnen. Diese beiden Funktionen sind in Abb. 4.14 dargestellt. Es zeigt
sich, dass die höhere Kompression in ein ausgeprägteres erstes Maximum in der
Paarverteilungsfunktion resultiert, welches bei kleineren Abständen auftritt. Beim
unkomprimierten Beryllium (u-Be) zeigt sich nur ein schwach ausgeprägtes Maxi-
mum bei 2.3 Å. Im rechten Bild sieht man den statischen Ion-Ion Strukturfaktor,
die Werte bei k → 0 wurden über die isotherme Kompression Gl. (3.34) berechnet.
Eine erhöhte Dichte resultiert in ein größeres Maximum, welches zu größeren Wel-
lenvektoren verschoben ist. Aufgrund der finiten Simulationsboxlänge lässt sich der
Strukturfaktor nicht für beliebig kleine k-Werte berechnen. Aber mit den Werten
bei k → 0 zeigt sich, dass der Trend des Strukturfaktors mit den aus der isothermen
Kompressibilität ermittelten übereinstimmt.
Nachdem der Ion-Ion Strukturfaktor über Fouriertransformation der Paarvertei-
lungsfunktion erhalten wurde, wird das Resultat im folgenden mit solchen aus ver-
schiedenen Methoden zu c-Be verglichen. Hierfür wird in Abb. 4.15 der Ion-Ion
Strukturfaktor aus der Dichtekorrelation, mit dem über eine "hypernetted chain-
(HNC)- und "classical-map hypernetted chain (CHNC)-Methode [169] und dem
Strukturfaktor aus dem average-atom- (AA)-Modell [170] verglichen. Für große
Wellenvektoren k > 6Å−1 zeigen alle Methoden den gleichen Verlauf gegen S(k) ≈ 1.
Für kleinere k-Werte zeigen die HNC und CHNC Methoden eine stärkere Korrela-
tion und gleichzeitig auch einen stärkeren Abfall. Die Berechnungen über die AA-
Methode und über die DFT zeigen vergleichbare Verläufe, der erst ab ungefähr
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Abbildung 4.15.: Ion-Ion Strukturfaktor bei ρ = 5.5g/cm3 und T = 13 eV (c-Be) für
Berechnung mittels einer DFT (schwarz), einer CHNC- (blau) und
HNC-Methode (lila) [169] und über die AA-Methode (rot) [170].
Der schwarze Punkt wurde über die isotherme Kompressibilität
bestimmt.
k = 2 Å−1 Abweichungen zeigt. Zusammenfassend lässt sich sagen, dass der Verlauf
des Ionenstrukturfaktors von alle Methoden für große k-Werte gleich wiedergegeben
wird. Für kleine k-Werte ergibt sich leicht verschiedene Verläufe. Das Ergebnis für
k → 0 nur von der DFT und dem CHNC Resultat erreicht wird.
Um den Einfluss der Temperatur auf den Ion-Ion Strukturfaktor festzustellen, wur-
den weitere Simulationen zu u-Be und c-Be, bei gleicher Dichte aber verschiedenen
Ionentemperaturen von T = 3, 6, 9 eV durchgeführt. Die Ergebnisse sind in Abb. 4.16
dargestellt. Die Verläufe bei k → 0 zeigen für u-Be und c-Be einen kleinen Anstieg
in Abhängigkeit von der Temperatur. Das Verhalten ist bei allen Kurven gleich.
Die nehmen nehmen dabei mit steigender Temperatur ab. Erst bei geringeren Tem-
peraturen, hier T = 3 eV, zeigt sich ein anderes Verhalten. Es gibt ein stärker
ausgeprägtes Maximum bei k = 4 Å−1. Durch die geringere Temperatur sind die
Teilchen stärker korreliert, bei höheren Temperaturen sind auf Grund der geringen
Dichte von ρ = 1.85g/cm3 die Teilchen weniger korreliert.
Auf Grund der höheren Kompression von ρ = 5.5 g/cm3 ergibt sich für c-Be bei
allen betrachteten Temperaturen eine ausgeprägtere Struktur, auch bei größeren
Abständen besitzen die Teilchen noch eine Fernwirkung. Bei T = 3 eV ergibt sich
auch hier das am stärksten korrelierte System. Vergleicht man die Werte für k → 0
von u-Be und c-Be, zeigt sich der Einfluss durch die größere Kompression auch in
den Werten. Für eine bessere Übersicht sind die Werte von Sii(k → 0), Sei(k → 0)
und Siee(k → 0) und die betreffenden isothermen Kompressibilitäten in Tab. 4.2 für
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Abbildung 4.16.: Ion-Ion Strukturfaktor für u-Be (linkes Bild) und c-Be (rechtes
Bild) für vier verschiedene Temperaturen, T = 3 eV (rote Punkte),
T = 6 eV (blaue Punkt-Striche), T = 9 eV (braune Striche) und
T = 12 bzw. T = 13 eV (schwarz). Die Punkte wurden über die
isotherme Kompressibilität berechnet.
Tabelle 4.2.: Ergebnisse für die isotherme Kompressibilität, die statischen Struk-
turfaktoren Sii, Sei, S
f
ei und das Ionfeature S
i
ee. Der Zusammenhang
zwischen den Größen ergibt sich aus Gl. (3.35), und für das Ionfea-
ture gilt die Beziehung Siee(k → 0) = Sii(k → 0)|N(k → 0)|2, mit
N(k → 0) = Z = 4 für Beryllium und Zf = 2 statt Z für Sfei.
T/eV κT/10−5 kbar−1 κ0/10−4 kbar−1 Sii Sei S
f
ei S
i
ee
u-Be
3 36.314 17.8 0.204 0.404 - 3.264
6 23.08 8.901 0.2593 0.5186 - 4.1488
9 16.404 5.934 0.2764 0.5528 - 4.4224
12 13.28 4.25 0.298 0.596 0.422 4.768
c-Be
3 4.2323 5.988 0.071 0.142 - 1.136
6 3.5457 2.999 0.118 0.236 - 1.888
9 3.336 1.996 0.167 0.334 - 2.672
13 2.626 1.497 0.175 0.35 0.248 2.8
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Abbildung 4.17.: Elektron-Ion Paarverteilungsfunktion (links) und Ion-Ion Paarver-
teilungsfunktion (rechts) für zwei verschiedene Potentiale sowie die
entsprechenden Strukturfaktoren für u-Be.
u-Be und c-Be aufgelistet. Die isotherme Kompressibilität wurde nach Gl. (3.34) mit
ni = 1.235 · 1023 cm−3 für u-Be und ni = 3.672 · 1023 cm−3 für c-Be berechnet.
Der statische Elektron-Ion Strukturfaktor Sei(k)
Als nächstes wird der Elektron-Ion Strukturfaktor Sei(k) und S
f
ei(k) der freien Elek-
tronen untersucht. Dabei erfolgt eine Gegenüberstellung von zwei Potentialen für
seine Berechnung. Es wird einmal das äll e−Potential verwendet, in welchem alle 4
Elektronen gleichwertig behandelt werden, und zum anderen wird ein 2e−-Potential
verwendet in welchem nur die 2 äußeren Elektronen in der DFT berücksichtigt wer-
den. In Abb. 2.3 wurde der Einfluss des verwendeten Potentials auf die Paarver-
teilungsfunktion präsentiert. Hier sollen die Ergebnisse für u-Be und c-Be gezeigt
werden und deren Einfluss auf den Elektron-Ion Strukturfaktor. Die resultierenden
Kurven für u-Be und c-Be sind in Abb. 4.17 und Abb. 4.18 zu sehen.
Um die Bedeutung von Sei(k) richtig zu verstehen, wird die Paarverteilungsfunktion
und der Strukturfaktor für das Elektronen- und Ionensystem zusammen mit dem Io-
nensystem betrachtet. Bei der Betrachtung von gii zusammen mit g
f
ei, im linken Bild
von Abb. 4.17 und Abb. 4.18, ergibt sich die höchste Aufenthaltswahrscheinlichkeit
der Elektronen bei 0.57 Å für u-Be bzw. bei 0.59 Å für c-Be, dies liegt zwischen der
Aufenthaltswahrscheinlichkeit von zwei Ionen. Das schwache Maximum der Ionen
liegt für u-Be bei ≈ 1.7 Å, während sich für c-Be ein klares Maximum bei 1.2 Å
erkennen lässt. Die höhere Dichte sorgt für ein ausgeprägteres Maximum, dass durch
die stärkeren Korrelationen zu kleineren Abständen verschoben ist. Beim Vergleich
von gfei mit gii(r) zeigt sich ein Ladungsminimum in der Nähe des zentralen Ions. Die
freien Elektronen sammeln sich zwischen den Ionen. Werden alle Elektronen separat
behandelt, ergibt sich für gei(r) das Maximum bei r → 0, da hier die 1s-Elektronen
nahe am Kern dominieren.
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Abbildung 4.18.: Vergleich der Paarverteilungsfunktionen (links) und der Struktur-
faktoren (rechts) für c-Be.
Im rechten Bild sind die Strukturfaktoren dargestellt. Die schwarze Kurve zeigt den
Elektron-Ion Strukturfaktor, in welchem die Korrelation der Ionen mit allen Elek-
tronen betrachtet werden. Die rote Kurve beschreibt den Strukturfaktor, der nur
mit den freien Elektronen berechnet wird und entspricht dem von Chihara in [68]
vorgeschlagenen Elektron-Ion Strukturfaktor. Für die Näherung wurde die freie Elek-
tronendichte mit der Ionendichte korreliert und ergibt den Elektron-Ion Struktur-
faktor aus [69] (Formel (30)). An dieser Stelle ist wichtig, dass Chihara den Term
als Elektron-Ion Strukturfaktor bezeichnet, aber in die Betrachtung nur die freien
Elektronen einfließen. Was in dieser Arbeit als Sfei(k) bezeichnet wird, entspricht
also dem Elektron-Ion Strukturfaktor von Chihara. Sfei(k) wird für die Berechnung
der Abschirmwolke q(k) benötigt, siehe Gl. (3.56).
Für den Elektron-Ion Strukturfaktor zeigen sich je nach verwendetem Potential wie
bei der Paarverteilungsfunktion verschiedene Verhalten. Für Sfei(k) ergibt sich für
u-Be bei k = 4 Å−1 ein Nulldurchgang. Der Strukturfaktor bleibt auch für größere
k-Werte negativ. Bei c-Be ist der Nulldurchgang zu k = 4.3 Å−1 verschoben. Das
Minimum entspricht dabei dem Abstand zwischen zwei Ladungsminima [171]. Beim
Elektron-Ion Strukturfaktor mit dem äll e−Potential beschreibt man eine Korre-
lation aller Elektronen mit den Ionen. Wenn u-Be und c-Be für den Elektron-Ion
Strukturfaktor verglichen werden, lässt sich eine Verschiebung des Maximums bzw.
Minimums zu höheren k-Werten in Abhängigkeit von der Kompression beobachten.
4.2.2. Formfaktoren
In diesen Abschnitt sollen nun die verschiedenen Formfaktoren betrachtet werden.
Zunächst geht es um die Abschirmwolke q(k), die die Fouriertransformation der
Elektronen um das Ion q(r) darstellt. Anschließend wird auf den ionischen Form-
faktor fi(k) näher eingegangen. Dieser wird über die gebundenen Elektronen eines
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Abbildung 4.19.: Ergebnisse für den Elektron-Ion Strukturfaktor Sfei(k) (schwarz),
den Ion-Ion Strukturfaktor Sii(k) (blau) und die Abschirmwolke
q(k) (rot). Es werden die direkt aus einer DFT berechneten Wer-
te (durchgezogene Linie) mit über Gl. (3.56) (gestrichelte Linie)
berechneten Kurven verglichen.
Ions bestimmt. Abschließend werden diese beiden Größen zum totalen Formfaktor
N(k) = fi(k) + q(k) kombiniert.
Die Abschirmwolke
Für die Abschirmwolke werden zuerst zwei verschiedene Methoden verglichen. Ein-
mal die direkte Bestimmung aus der FT-DFT-MD-Simulation nach Gl. (3.51), und
weiterhin die Berechnung über Gl. (3.56) mit den Strukturfaktoren, die aus der
FT-DFT-MD-Simulation erhalten wurden. Das Ergebnis ist in Abb. 4.19 zu sehen.
Obwohl die Größen über verschiedene Methoden bestimmt werden zeigen die Me-
thoden sehr ähnliche Kurvenverläufe. Hier fällt auf, dass q(k) für kleine k-Werte
den größten Wert annimmt und dann stark abfällt, während Sii(k) sich genau ent-
gegengesetzt verhält. Das Verhalten von Sfei(k) wird durch den Nulldurchgang von
q(k) beeinflusst. Dieses Verhalten wurde unter anderen von Louis und Ashcroft un-
tersucht [160; 172] und es zeigt sich ein unterschiedliches Verhalten für Sfei(k) in
Abhängigkeit von der Position des Nulldurchganges von q(k) und des Maximums
des Ion-Ion Strukturfaktors. In der genannten Veröffentlichung wird Beryllium als
geeigneter Testfall bezeichnet, da es ein nahezu ideales Verhalten als Metall mit 2
Kern- und 2 Valenzelektronen zeigt.
In diesem Zusammenhang wird auch der Nulldurchgang der Abschirmwolke von q(k)
genauer betrachtet. Dieses Verhalten wird als negative Abschirmung (anti-screening)
bezeichnet [161] und resultiert daraus, dass die gebundenen Elektronen die Valenz-
elektronen nahe des Kerns abstoßen und dadurch die Abschirmung bei kleinen Ab-
ständen reduziert wird. Um die Ladungsneutralität wieder zu gewährleisten, wird
die Abschirmung bei größeren Abständen wieder kompensiert. Der Nulldurchgang
selber ist wiederum über q(kp) = 0 und kp = π/(2Rc), mit dem atomaren Kernradius
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Abbildung 4.20.: Verschiedene Berechnungen für die Abschirmwolke q(k). Die Er-
gebnisse aus dieser Arbeit werden in schwarz dargestellt. Die rote
und die grüne Kurve wurden aus [173] und die rote Kurve im rech-
ten Bild wurde aus [170] entnommen.
verknüpft [160]. Die negative Abschirmung zeigt sich bei u-Be bei 4.0 Å−1, während
sie bei c-Be bei 4.3 Å−1 mit einem ausgeprägteren Minimum auftritt. Das stärkere
Minimum lässt sich durch die stärkere Kompression und der damit einhergehenden
Korrelation der Teilchen erklären.
Abschließend werden die Ergebnisse von q(k)mit anderen Berechnungen in Abb. 4.20
aus [173] für u-Be und aus [170] für c-Be verglichen. Für die Abschirmwolke aus [173]
wurde aus einer FT-DFT-MD-Rechnung einzelne Ionenposition, die mittels VASP
erhalten wurden, in ABINIT weiterverarbeitet und daraus die Strukturfaktoren,
die zur Berechnung von q(k) verwendet werden, berechnet. In der Berechnung des
ëmpty-coreErgebnisses wurde nach [161] die Abschirmwolke aus der Suszeptibilität
der freien Elektronen mit einem ëmpty-corePotential verknüpft. In [170] wird die
Elektronendichte über ein Pseudoatom aus dem äverage atomModell bestimmt und
in freie und gebundene Teile separiert, welche fouriertransformiert zur Abschirm-
wolke führen [174]. Für u-Be zeigt der Vergleich der verschiedenen Methoden die
gleichen Verläufe, die nur durch leichte numerische Schwankungen voneinander ab-
weichen. Für c-Be ergibt sich eine leichte Abweichung für q(k) nach dem Nulldurch-
gang. Hier liegt das Minimum von [170] bei einem geringeren k-Wert und es ist nicht
so ausgeprägt wie das q(k) aus dieser Arbeit. Insgesamt zeigt sich jedoch eine gu-
te Übereinstimmung zwischen den verschiedenen Modellen, was für die verwendete
Methode spricht.
Der ionische Formfaktor
Die nächste Größe, die betrachtet wird, ist der ionische Formfaktor. Zunächst sollen
analytische Berechnungen und FT-DFT-MD-Simulationen miteinander verglichen
werden. Die analytische Berechnung erfolgt über die self-consistent Hartree-Fock-
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Abbildung 4.21.: Vergleich verschiedener analytischer Berechnungsmethoden für den
ionischen Formfaktor. Die Hartree-Fock-Methode (orange und rot)
wurden aus [157; 158] entnommen und zeigen keinen Unterschied
im Verlauf. Die Wasserstoffwellenfunktionen [70] ergeben erst für
große k-Werte (k > 9 Å−1) eine kleine Abweichung.
Methode [157], die korrelierte Hartree-Fock-Methode [158] und über die Berech-
nung von Wasserstoffwellenfunktionen [70]. Ein Vergleich dieser Ergebnisse ist in
Abb. 4.21 zu finden. Die drei Methoden liefern nahezu identische Ergebnisse.
Auf Grund der fast identischen Ergebnisse bei k < 10 Å−1 wird, wenn mit dem
Hartree-Fock-Formfaktor verglichen wird, der Formfaktor aus [157] genutzt. Das
DFT Ergebnis wird erhalten, indem der Formfaktor über die Ladungsdichte nach
Gl. (3.51) bestimmt wird. Dies erfolgt, indem die Besetzung der Bänder betrachtet
und eine Separation in Valenz- und Kernelektronen vorgenommen wird. Für Be-
ryllium lässt sich dies auf Grund der großen Bandlücke zwischen den Valenz- und
Kernelektronen durchführen, die aus der Simulation für −95 eV bis −5 eV erhalten
wird. Für die Energie ∆ aus Gl. (3.51), die innerhalb dieser Lücke liegen muss, wird
für die Berechnungen −40 eV gewählt.
Es wurden weitere Werte für ∆ getestet. Dabei zeigte sich, dass sich für die re-
sultierenden Formfaktoren kein Unterschied ergibt, solange das ∆ innerhalb der
Bandlücke gewählt wird. Für einen Wert außerhalb dieser Grenzen ( ∆ < −5 eV
und ∆ > −95 eV ) wird der Anteil an gebundenen bzw. freien Elektronen als zu groß
angenommen und die Abschirmwolke bzw. der ionischen Formfaktor werden über-
bzw. unterschätzt.
Im Vergleich der Formfaktoren in Abb. 4.22, die für u-Be bzw. c-Be erhalten wer-
den, zeigt sich ein signifikanter Unterschied zur Hartree-Fock-Methode. Für große
k-Werte ergibt sich für die Hartree-Fock-Methode eine größere Abweichung zur DFT.
Eine mögliche Erklärung dafür ist, dass die Hartree-Fock-Berechnung für ein isolier-
74
4.2. Das Ionfeature und seine Bestandteile
0 2 4 6 8 10
k [Å-1]
0
0.5
1
1.5
2
f i(
k)
u-Be
u-Be 
c-Be
Hartree-Fock
Abbildung 4.22.: Ionischer Formfaktor für u-Be (schwarz) und c-Be (orange) im Ver-
gleich mit dem Hartree-Fock-Formfaktor. Die erhöhte Kompression
bei c-Be zeigt keinen Einfluss auf den Verlauf des Formfaktors im
Vergleich zu u-Be. Im Vergleich zur blauen Kurve [173] und dem
Hartree-Fock-Formfaktor, ergibt sich eine Abweichung. Eine mög-
liche Erklärung liegt in der unterschiedlichen Art der Berechnung,
siehe Text.
tes Atom durchgeführt wurden, und der DFT Formfaktor für Beryllium in warmer
dichter Materie berechnet wurde, d.h. Korrelationseffekte im Medium bereits be-
rücksichtigt werden. In dieser Arbeit wird der Formfaktor (schwarz und gelb) in
Abb. 4.22 über die Separation der Elektronen in gebundene und freie Elektronen
berechnet. Die Simulation hat eine Cutoff-Energie von 1400 eV und wird mit 64
Teilchen am Baldereschi-Mittelwert-Punkt mit 1400 Bändern durchgeführt. Beim
Vergleich dieses Ergebnisses mit dem Formfaktor aus [173] (blau) wird eine große
Abweichung festgestellt. Die Simulation für die blaue Kurve wird bei einer Cutoff-
Energie von ca. 816 eV am Γ-Punkt bei 32 Teilchen mit 750 Bändern in VASP
durchgeführt. Aus dieser werden Schnappschüsse genommen und in ABINIT ein-
gesetzt, um hierüber den Formfaktor zu berechnen. Aus dieser unterschiedlichen
Berechnung des Formfaktors und den verschiedenen Simulationsbedingungen lassen
sich die signifikanten Unterschiede erklären. Jedoch zeigt die blaue Kurve eine Über-
einstimmung mit dem Hartree-Fock-Formfaktor.
Da die in dieser Arbeit gezeigten Formfaktoren direkt aus einer ab-initio-Simulation
ohne weitere Näherungen als das verwendete Pseudopotential erhalten wurden, wird
den FT-DFT-MD-Ergebnissen vertraut, der Hartree-Fock-Formfaktor wird nur für
ein atomares System berechnet, in welchem nicht die Voraussetzungen der WDM
(Temperatur, Dichte) mit einbezogen werden. Der Unterschied muss weiter unter-
sucht und durch neue Beispiele für warme dichte Materie geklärt werden.
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Abbildung 4.23.: Der totale Formfaktor (schwarz), der ionische Formfaktor (rot) und
die Abschirmwolke (blau) für verschiedene Temperaturen. Im lin-
ken Bild ist das Ergebnis für u-Be und im rechten für c-Be zu
sehen. Die rot gestrichelte Linie beschreibt den ionischen Hartree-
Fock-Formfaktor.
Zusammenführung zum totalen Formfaktor
Abschließend werden die Formfaktoren für die verschiedenen Temperaturen, die auch
für den Ion-Ion Strukturfaktor verwendet werden, betrachtet. Für alle Formfaktoren
in Abb. 4.23 lässt sich nur eine schwache Abhängigkeit von der Temperatur beob-
achten. Zugleich zeigt sich, dass der ionische Formfaktor und die Abschirmwolke
für k → 0 gegen 2 konvergieren, was den Erwartungen für Beryllium unter diesen
Bedingungen entspricht. Die Abweichung vom Hartree-Fock-Formfaktor zeigt sich
hier für alle Temperaturen. Die Abschirmwolke zeigt für u-Be bei alle Temperaturen
ab einem Wert von k = 3.7 Å−1 und für c-Be ab k = 4.1 Å−1 änti-screening". Das
Minimum von q(k) zeigt für c-Be auch ein etwas ausgeprägteres Minimum und ist zu
größeren k-Werten verschoben. Die Verschiebung und das Minimum sind Ergebnisse
der größeren Kompression und damit größeren Abstoßung zwischen gebundenen und
freien Elektronen.
4.2.3. Das Ionfeature
In diesem Kapitel wird das Ionfeature Siee(k) = |N(k)|2Sii(k), welches sich aus
dem totalen Formfaktor und dem Ion-Ion Strukturfaktor zusammensetzt, betrach-
tet. Zugleich soll mit den experimentellen Ergebnissen des Ionfeatures für u-Be
und c-Be aus [16; 48; 53] verglichen werden. Die berechneten Ergebnisse sind in
Abb. 4.24 zu sehen. Für u-Be ergibt sich für das Ionfeature ein monotoner Ab-
fall mit steigendem Wellenvektor k, unabhängig von der Temperatur. Die Tempe-
ratur zeigt erst ab k < 3.5 Å−1 Einfluss auf das Verhalten. Die stärkste Abwei-
chung gibt es bei T = 3 eV, da sich hier im Ion-Ion Strukturfaktor (Abb. 4.16)
im Vergleich zu den anderen Temperaturen eine ausgeprägtere Struktur zeigt. Für
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Abbildung 4.24.: Ionfeature für verschiedene Temperaturen. Die Punkte bei k → 0
entsprechen den Werten aus Tab. 4.2, während die dünnen Linien
einen Fit durch die Kurven und Punkte bei k → 0 darstellen und
die Symbole experimentelle Daten aus [16; 48; 53] beschreiben.
c-Be ist die Temperaturabhängigkeit stärker und schon ab k < 4.3 Å−1 sicht-
bar. Für die niedrigste betrachtete Temperatur von T = 3 eV zeigt sich nur bei
k = 4.8 Å−1 ein ausgeprägtes Maximum, welches sich auch im Ion-Ion Struktur-
faktor (Abb. 4.16) als Maximum zeigte. Im langwelligen Limes k → 0 wird das
Ionfeature über Siee(k → 0) = |N(k → 0)|2Sii(k → 0) = 16Sii(k → 0) bestimmt, es
ist also hauptsächlich von der isothermen Kompressibilität abhängig.
Für die großen k-Werte wird Sii(k) ∼ 1 und q(k) ∼ 0, so dass die Struktur nur noch
durch den ionischen Formfaktor bestimmt wird wie in Abb. 4.23 zu sehen ist, weist
dieser für die verschiedenen Temperaturen, nur minimale Unterschiede auf.
Werden die FT-DFT-MD Resultate mit den experimentellen Werten [16; 48; 53]
verglichen, zeigt sich für u-Be und c-Be eine starke Abweichung der Ergebnisse bei
niedrigen Wellenvektoren. Während sich bei Werten von k = 4.5 Å−1 eine Überein-
stimmung für c-Be ergibt, ist für u-Be keine Übereinstimmung zu finden.
Es zeigt sich, dass das Ionfeature bei sinkenden Temperaturen für k → 0 einen ge-
ringeren Wert annimmt. Jedoch liegt selbst das Ionfeature für die 3 eV-Rechnung
nicht in der Nähe der experimentellen Daten.
Dieser stark ausgeprägte Unterschied zwischen den experimentellen Ergebnissen und
den FT-DFT-MD-Simulationen regte eine neue Auswertung des experimentellen
Spektrums und die Betrachtung von Nichtgleichgewichtsbedingungen an, die im fol-
genden diskutiert werden.
4.2.4. Neubewertung des experimentellen Spektrums
Die experimentellenWerte für das Ionfeature lassen sich aus den gemessenen Röntgen-
Thomsonstreuspektren ableiten. Die Spektren repräsentieren hierbei den differentiel-
len Streuquerschnitt (Kap. 3) auf einer nicht definierten Skala. Unter der Annahme,
dass die Beiträge des Überganges gebundener zu freien Elektronen vernachlässigt
77
4. Beryllium
6040 6060 6080 6100 6120 6140 6160 6180 6200 6220
E [eV]
-0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
St
ot ee
(k,
ω
)
Exp. Spektrum
Plasmonfit
Abbildung 4.25.: Darstellung des Spektrums von c-Be bei einer Temperatur von T =
13 eV und einer Dichte von ρ = 5.5 g/cm3 aufgenommen bei einem
Streuwinkel von 25◦. Die Integration in Gl. (4.2) erfolgte über vier
Gauß-Funktionen (rot) bei T = 13 eV und ρ = 5.5 cm3 .
oder bekannt sind und sich das Elektronenfeature (inelastischer Beitrag) vom Ion-
feature (elastischer Beitrag) im Streusignal klar trennen lässt, können die experimen-
tellen Werte in eine definierte Einheitenskala überführt werden. Dies erfolgt unter
Ausnutzung der f -Summenregel über∫
S0ee(k, ω)ωdω =
ℏ2k2
2me
, (4.1)
wobei S0ee(k, ω) das gemessene Streusignal der freien Elektronen ist, ℏk der Über-
gangsimpuls und me die Elektronenmasse.
Das betrachtete Streusignal wird wieder in frei wählbaren Einheiten angegeben. Zur
Anpassung des Streusignals wird das Elektronenfeature über die inelastische Streu-
ung I inelastic(k, ω) angepasst,∫
I inelastic(k, ω)ωdω = CZf
ℏ2k2
2me
, (4.2)
und hieraus die Kalibrierungskonstante C bestimmt. In der Gl. (4.2) beschreibt Zf
den Ionisationsgrad. Dabei erfolgt die Integration über Plasmonmaxima, in Abb. 4.25
die rote Linie. Über die Höhen der Plasmonmaxima ist der Wert für C bestimmt.
Mit der so erhaltenen Kalibrierungskonstante C lässt sich das Ionfeature Siee(k, ω)
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Abbildung 4.26.: Verschiedene Fits für das gleiche Spektrum von c-Be (T = 13 eV
und ρ = 5.5 g/cm3 ) bei einem Streuwinkel von 25◦, mit verschie-
denen Kalibrierungskonstanten C. Bild (a) zeigt den Fit mit der
geringsten Varianz zum originalen Spektrum, während (b) und (c)
einen leicht variierten Fit zeigen, der aber zu stark abweichenden
Werten des Ionfeatures führt, siehe Tab. 4.3.
berechnen. Dieses hängt mit dem elastischen Streusignal Ielastic(k, ω) über
Ielastic(k, ω) = C
∫
Siee(k, ω)g(ω − ω′)δ(ω′)dω′
= CSiee(k, ω)g(ω) . (4.3)
zusammen. Hierfür wird die Instrumentenfunktion des Detektors g(ω) mit einbezo-
gen und das Ionfeature mit der Halbwertsbreite gefaltet. Für die Instrumentenfunk-
tion wird am häufigsten eine Gauß-Funktion verwendet.
Mit dieser Methode werden die publizierten Spektren von u-Be [48] und c-Be [53; 71]
neu bewertet. Dies erfolgte in [168] durch Mohammed Shihab. Als erstes wird das
Spektrum mittels Gl. (4.2) ausgewertet, für den Ionisationsgrad Zf wird der Wert
2.105 für u-Be und 2.2 für c-B verwendet, siehe Tab. 4.1.
Die Spektren von u-Be und c-Be weisen eine sehr starke Streuung auf, welche ver-
schiedene Fitfunktionen zulassen. Die Spektren werden ausgewertet, indem das Elek-
tronenfeature mit zwei Gauß-Funktionen für u-Be und vier Gauß-Funktionen für
c-Be angepasst werden. Die Anpassung an c-Be wird hier dadurch erschwert, dass
die Röntgenstrahlenquelle eine Doppelpeakstruktur hat. Je nachdem, wie die An-
passung mit Gl. (4.2) an das Elektronenfeature vorgenommen wird, ergibt sich die
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Abbildung 4.27.: Angepasstes Streuspektrum für c-Be (T = 13 eV und ρ =
5.5 g/cm3 ) bei k = 1.3 Å−1 (Streuwinkel von 25◦) in schwarz,
originaler Fit (blau) [71] und neuer Fit (rot).
Tabelle 4.3.: Das Ionfeature, die Kalibrierungskonstante C und die Varianz der ver-
schiedenen Fitfunktionen, verglichen mit dem Experiment für c-Be. Der
theoretische Wert des Ionfeatures für c-Be liegt bei 2.8, siehe Abb. 4.24.
Fit C Ionfeature Varianz
(a) 5.46 2.15± 0.26 3.6× 10−3
(b) 8.42 1.20± 0.19 4.6× 10−3
(c) 11.28 0.75± 0.17 7.3× 10−3
Ref. [53] - 0.78 7.2× 10−3
Kalibrierungskonstante C und somit ein neu skaliertes Streusignal für das Ionfea-
ture, siehe Tab. 4.3.
Das Streusignal ist in Abb. 4.26 für c-Be bei einem Streuwinkel von 25◦ zu sehen.
Es werden drei Fitfunktionen dargestellt, die den Verlauf der gemessenen Streuung
sehr gut wiedergeben, aber jeweils eine leicht veränderte Anpassung an das Elek-
tronenfeature vornehmen und somit eine andere Kalibrierungskonstante C erhalten.
Aus diesen drei Fits wird mit der Kalibrierungskonstante C das Ionfeature nach
Gl. (4.3) bestimmt und in Tab. 4.3 verglichen. Es wird zusätzlich noch die Varianz
der verschiedenen Fits verglichen, indem die Abweichung der jeweiligen Fits mit
dem Streuspektrum verglichen wird. Hierbei zeigt sich, dass der Fit (a) auch in der
Varianz die geringste Abweichung zeigt. Um eine qualitative Aussage über den Fit
zu erhalten, wird er in Abb. 4.27 mit den experimentellen Spektrum (schwarz), den
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Abbildung 4.28.: Darstellung des Spektrums von u-Be bei einer Temperatur von
T = 12 eV und einer Dichte von ρ = 1.85 g/cm3 aufgenommen bei
einem Winkel 40◦. In rot sind die Gauß-Funktionen eingezeichnet,
über welche die Integration in Gl. (4.2) erfolgt.
originalen Fit aus [53; 71] (türkis) und den neuen Fit (rot) verglichen. Die erhaltene
Varianz für den neuen Fit ist hier auch nur halb so groß, wie für den originalen Fit
und zeigt eine genauere Darstellung des Spektrums.
Die gleiche Analyse wird in Abb. 4.28 für u-Be bei einem Streuwinkel von 40◦ durch-
geführt, für die anderen Winkel lagen keine Streuspektren vor. In rot sieht man den
besten Fit für die Plasmonmaxima. Das auf diese Weise angepasste Spektrum (rot)
wird in Abb. 4.29 mit dem originalen Fit (türkis) aus [48] verglichen. Für das Ion-
feature wurde aus dem originalen Fit ein Wert von 1.52 erhalten, während mit dem
hier gezeigten Fit ein Wert von 3 erhalten wird. Es zeigt sich je nach verwendeter
Anpassung eine Abweichung um einem Faktor 2 für das Ionfeature. Die Ergebnisse
sind in Abb. 4.30 als orange Symbole zu sehen.
Das neu berechnete Ionfeature ist zu höheren Werten verschoben und zeigt nun eine
bessere Übereinstimmung mit den theoretischen Ergebnissen. Aber es zeigt sich im-
mer noch keine Übereinstimmung für die mittels experimentellen Plasmaparametern
berechneten theoretischen Kurven. Die Verschiebung zu höheren Werten ist auffällig.
Dies zeigt, wie viel Einfluss die gewählte Fitmethode auf das resultierende Ionfeature
hat. Für c-Be hat sich der Wert bei k = 1.3 Å−1 in den Bereich des Ionfeature bei
T = 9 eV verschoben, während es vorher keine Übereinstimmung mit den gezeigten
Kurven gab. Bei u-Be zeigt sich die Übereinstimmung des neuen Spektrums mit den
Rechnungen bei T = 3 eV.
Daher gilt es nun, eine Ursache für die Abweichung der Spektren von den gerechneten
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Abbildung 4.29.: Angepasstes Streuspektrum mit den Fits für u-Be (T = 12 eV und
ρ = 1.85 g/cm3 ) bei k = 1.3 Å−1 (Streuwinkel von 40◦) in schwarz,
mit den originalen Fit [48] (türkis) und in rot der neue Fit.
Werten zu finden. Es könnte sein, dass die hier verwendeten theoretischen Modelle
ungenügend sind, da sich bisher wenig Übereinstimmung zwischen dem experimen-
tell ermittelten Ionfeature und den theoretischen Resultaten für warme dichte Ma-
terie ergab, siehe z.B [175]. Da die verwendete FT-DFT-MD-Methode aber für viele
andere physikalische Eigenschaften (Zustandsgleichung, elektrische und thermische
Leitfähigkeit) sehr gute Ergebnisse geliefert hat, wird nicht von solchen systemati-
schen Fehlern ausgegangen. Alternativ könnten im Experiment auch Nichtgleichge-
wichtseffekte auftreten. Nichtgleichgewichtseffekte können entstehen, wenn die Er-
wärmung der Ionen und Elektronen auf verschiedenen Zeitskalen abläuft, wie z.B.
in Stoßwellenexperimenten. Eine Möglichkeit wäre, dass verschiedene Ionen- und
Elektronentemperaturen vorliegen, wie sie z.B. in [176178] für verschiedene Ele-
mente betrachtet werden. Um den Einfluss von Nichtgleichgewichtseffekten auf das
Ionfeature zu studieren, werden im folgenden Abschnitt die Ergebnisse vorgestellt
die unter der Annahme verschiedener Werte für Elektronen- und Ionentemperatur
gewonnen wurden.
4.2.5. Nichtgleichgewichtsbedingungen
In diesem Abschnitt wird betrachtet, wie sich der Ion-Ion Strukturfaktor und das
Ionfeature ändern, wenn ein Zweitemperatursystem vorliegt und ob auf diese Wei-
se die experimentellen Ergebnisse besser reproduziert werden können. Hierfür wird
zum einen die Elektronentemperatur wie in den Experimenten, also Te = 12 eV für
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Abbildung 4.30.: Ionfeature für u-Be und c-Be mit den neu bewerteten Spektren
(orangene Punkte).
u-Be und Te = 13 eV für c-Be, und für die Ionentemperatur einmal 6 eV und einmal
9 eV angenommen. Zum Vergleich wird für c-Be der Einfluss verschiedener Tem-
peraturen im Elektronen- und Ionensystem untersucht. Dazu wird jede der beiden
Temperaturen auf 6 eV gesetzt und die jeweils andere dazu auf 13 eV.
Im Experiment zu u-Be [48] wurde die Probe isochor erhitzt, während im Experiment
zu c-Be [53] das Beryllium über eine Stoßwelle komprimiert wurde. Dies schließt die
Möglichkeit nicht aus, dass Nichtgleichgewichtseffekte, wie Zweitemperatursysteme,
aufgetreten sein können. Zum Beispiel wird für ein Thomsonstreuexperiment zu
Aluminium [175] die Möglichkeit eines Zweitemperatursystem angenommen [178].
In der FT-DFT-MD-Simulation wird die Ionentemperatur über einen Thermostaten
eingestellt, siehe Kap. 2.3, während die Elektronentemperatur über die Fermifunk-
tion kontrolliert wird, siehe Kap. 2.4.3.
In Abb. 4.31 sind die Ergebnisse für u-Be dargestellt. Bis zu einem Wellenvektor
k > 3.5 Å−1 zeigt sich bei allen Temperaturen ein gleicher Verlauf. Beim Ion-
Ion Strukturfaktor (linkes Bild) zeigt sich bei kleinen Wellenvektoren, dass die Er-
gebnisse bei Ti/e = 12 eV eine größere Korrelation aufweist. Im Gleichgewicht bei
Ti/e = 6 eV sich mit der Zweitemperaturrechnung, bei gleicher Ionentemperatur ein
identischer Verlauf zeigt und sich nur bei k → 0 eine Abweichung ergibt, die auch
in der isothermen Kompressibilität sichtbar wird. Der totale Formfaktor (rechtes
Bild) zeigt für eine niedrigere Elektronentemperatur eine etwas stärkere Korrelation
im Bereich 0 < k < 3 Å−1, während die Ionentemperatur unter diesen Bedingun-
gen keinen Einfluss auf den Verlauf ausübt. Unter Berücksichtigung dieser Kenntnis
bewirkt die Abweichung im Ion-Ion Strukturfaktor den größten Einfluss auf das Ion-
feature (unteres Bild). Zu beachten ist hier, dass die Zweitemperaturrechnung und
die die Gleichgewichtsrechnung Ti/e = 6 eV im Ion-Ion Strukturfaktor zwar einen
nahezu gleichen Verlauf haben, aber durch die etwas stärkere Korrelation im totalen
Formfaktor das Ionfeature beeinflusst werden.
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Abbildung 4.31.: Zweitemperaturrechnung für u-Be, für den Ion-Ion Strukturfak-
tor (links), den totalen Formfaktor (rechts) und das Ionfeature
(unten).
Für c-Be wird die Betrachtung in Abb. 4.32 analog vorgenommen, mit dem Un-
terschied, dass hier eine Vergleichsrechnung mit einer Elektronentemperatur von
Te = 6 eV und einer Ionentemperatur von Ti = 13 eV zusätzlich durchgeführt
wird. Dies entspricht den experimentellen Bedingungen aus [53] eher, da durch die
mit den Lasern erzeugte Stoßwelle die Ionentemperatur höher liegen sollte als die
Elektronentemperatur. Es zeigt sich ein vergleichbares Verhalten für den Struktur-
faktor, den Formfaktor und das Ionfeature. Der Verlauf des Ionfeatures wird durch
die Ionentemperatur bestimmt, während der totale Formfaktor durch die Elektro-
nentemperatur definiert wird, die rote und die violette Kurve liegen übereinander
und zeigen einen höheren Wert im Bereich 0 < k < 3 Å−1. Für das Ionenfeature
zeigt sich für k = 4.5 Å−1 ein Maximum für die beiden Rechnungen bei Ti = 6 eV
zu sehen. Die Abweichung bei dieser Temperatur bei k → 0 ist durch den Ion-Ion
Strukturfaktor bedingt.
Nachdem gezeigt wurde, wie sich die Zweitemperaturrechnungen im Vergleich zum
Gleichgewichtssystem verhalten, wird jetzt der erneute Vergleich mit den Experi-
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Abbildung 4.32.: Zweitemperaturrechnung für c-Be, für den Ion-Ion Strukturfaktor
(links), den totalen Formfaktor (rechts) und das Ionfeature (un-
ten). Die violette Kurve (Ti = 9 eV, Te = 13 eV) zeigt für den
Strukturfaktor und das Ionfeature einen identischen Verlauf wie
die Kurve für Ti/e = 13 eV.
Tabelle 4.4.: Ergebnisse der isothermen Kompressibilität und die Werte des stati-
schen Strukturfaktors Sii, Sei, S
f
ei und das Ionfeature S
i
ee für die Zwei-
temperaturrechnungen analog zu 4.2.
Ti/eV Te/eV κT/10−5 kbar−1 κ0/10−4 kbar−1 Sii Siee
u-Be
6 12 16.6453 8.901 0.187 2.992
9 12 16.614 5.934 0.28 4.48
c-Be
6 13 3.05 2.999 0.1017 1.6272
9 13 2.909 1.996 0.1457 2.33
13 6 1.497
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Abbildung 4.33.: Ionfeature für u-Be und c-Be mit den neu bewerteten Spektrum
(orangene Punkte) für ein Zweitemperaturensystem.
menten in Abb. 4.33 durchgeführt. Für u-Be zeigt sich eine Übereinstimmung der
neu bewerteten Ergebnisse mit der ab-initio-Simulation für eine Ionentemperatur
von Ti = 6 eV (orange), während sich für c-Be eine Ionentemperatur von Ti = 9 eV
ergibt. Hierbei ist das Ergebnis für c-Be mit Vorsicht zu betrachten, da es sich
um ein Stoßwellenexperiment handelt. Die Stoßwelle, die durch das Material pro-
pagiert, sorgt erst für eine Erwärmung der Ionen und anschließend der Elektronen,
daher wird erwartet, dass die Ionentemperatur entweder größer oder gleich der Elek-
tronentemperatur sei. In Abb. 4.31 zeigt sich unter den angegebenen Bedingungen
kein besonderes Verhalten im Vergleich der Gleichgewichtstemperatur von Ti/e zum
Nichtgleichgewicht von Te = 6 eV und Ti = 13 eV. Es zeigt sich aber eine Überein-
stimmung mit der Ionentemperatur von Ti = 9 eV, wie in Abb. 4.30 zu sehen ist.
Ob solche Zweitemperaturzustände wirklich in den vorliegenden Experimenten er-
zeugt wurden, lässt sich hier nicht klären und sollte in zukünftigen Experimenten
beurteilt werden. Neue Röntgen-Thomsonstreuexperimente mit einer höheren spek-
tralen Auflösung sind notwendig um das Ionfeature in warmer dichter Materie und
speziell das Verhalten für kleine k-Werte, die Temperaturabhängigkeit und mögli-
che Nichtgleichgewichtseffekte zu überprüfen. Erreicht werden kann dies mit FELs,
welche z.B. ßeeded beams-[150] nutzen, die die benötigte spektrale Auflösung in
Kombination mit einer ultra-high peak brilliance verknüpfen, siehe [179]. Es zeigt
sich aber, dass für u-Be bei Betrachtung eines Zweitemperatursystems der experi-
mentelle Wert mit den Rechnungen bei Ti = 6 eV übereinstimmt. Für c-Be ergibt
sich für eine Ionentemperatur von T = 9 eV eine Übereinstimmung zwischen den
Experimenten und der Theorie.
Die Zweitemperaturrechnungen haben gezeigt, das das Verhalten des Ion-Ion Struk-
turfaktor durch die Ionentemperatur vorgegeben wird und nur im langwelligen Be-
reich sich die höhere Elektronentemperatur auswirkt. Beim Formfaktor ist der Ein-
fluss der Ionentemperatur unter den betrachteten Bedingungen vernachlässigbar und
der Verlauf wird nur durch die Elektronentemperatur definiert. Darin zeigt sich, dass
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eine höhere Elektronentemperatur eine größere Abschirmlänge verursacht. Durch
den vergleichbaren Verlauf lässt sich das Verhalten des Ionfeatures für große k-Werte
in einem Zweitemperatursystem durch die Gleichgewichtstemperaturen vorhersagen.
4.3. Zusammenfassung zu Beryllium
Die elektrische Leitfähigkeit wurde aus einer ab-initio-Simulation von Beryllium
zu zwei Bedingungen berechnet (u-Be: ρ = 1.85 g/cm3 , T = 12 eV und c-Be:
ρ = 5.5 g/cm3 , T = 13 eV). Weitergehend wurden über einen Drude-Fit der Leit-
fähigkeit verschiedene Plasmaparameter, die dielektrische Funktion sowie die Stoß-
frequenz gewonnen, siehe Tab. 4.1. Mit der erhaltenen dielektrischen Funktion ließ
sich der dynamische Strukturfaktor der freien Elektronen S0ee(k, ω) jedoch nur für
einen Wellenvektor k = 0 berechnen. Um die dielektrische Funktion mit einer k-
Abhängigkeit zu beschreiben, wurde aus der ab-initio-Simulation die Stoßfrequenz
berechnet und mit dem Mermin-Ansatz [89] verknüpft (MA-AICF-Methode). Mit
der dielektrische Funktion wurde S0ee(k, ω) für verschiedene Winkel berechnet und
mit den Ergebnissen aus der BMA zu vergleichen. Dabei ergaben sich signifikante
Unterschiede, die MA-AICF ist im Vergleich zur BMA zu kleineren Frequenzen ver-
schoben, und zeigt eine Verbreiterung im Plasmon.
Aus der elektrischen Leitfähigkeit wurde auch die dynamische Stoßfrequenz gewon-
nen. Hier ergab sich ein signifikanter Unterschied zur statischen Stoßfrequenz, für
c-Be ergab sich im Strukturfaktor eine Überlagerung der Plasmonen mit den ange-
regten Elektronen der K-Schale.
Anschließend wurde der statische Ion-Ion Strukturfaktor berechnet. Neben den ge-
nannten Bedingungen von u-Be und c-Be erfolgten zusätzliche Simulationen bei
Temperaturen von T = 3, 6 und 9 eV. Es ergab sich nur für T = 3 eV eine ab-
weichende Struktur mit eindeutigen Maxima und Minima, während die anderen
Temperaturen einen vergleichbaren Verlauf zeigten.
Es wurden anhand der Paarverteilungsfunktion gei(r) und des Strukturfaktors Sei(k)
der Einfluss eines Pseudopotentials auf das Ergebnis vorgestellt. Es wurde ein 2e−-
Potential, in welchem die inneren Elektronen als den Kern zugehörig angenommen
werden, und nur die äußeren 2 Valenzelektronen als unabhängig betrachtet werden
mit einem Potential verglichen, in welchem alle 4 Elektronen gleichwertig behandelt
werden. Dabei zeigte sich ein grundlegender Unterschied für gei(r) und Sei(k). Bei
der Berechnung der Abschirmwolke q(k) muss der Elektron-Ion Strukturfaktor mit
dem 2e−-Potential berechnet werden.
Weiterhin wurde gezeigt, wie die Formfaktoren direkt und ohne weitere Näherun-
gen aus einer FT-DFT-MD-Simulation gewonnen werden können. Die Abschirmwol-
ke und der totale Formfaktor wurden zum einen direkt über die Korrelation der
Elektronen- und Ionenladungsdichte gewonnen, und zum anderen durch eine Un-
tersuchung der Bandstruktur und Unterscheidung in gebundene und freie Teilchen,
direkt bestimmt. Für den ionischen Formfaktor ergab sich eine signifikante Abwei-
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chung Berechnung der 1s-Elektronen über Wasserstoffwellenfunktionen und dem
häufig genutzten Hartree-Fock-Formfaktor. Eine mögliche Erklärung für die Abwei-
chung sind die betrachteten Bedingungen: die Hartree-Fock-Berechnungen wurden
für ein isoliertes Atom durchgeführt, während die Simulationen für warme dichte
Materie durchgeführt wurden. Auch gilt es weiter zu prüfen, ob die Simulationen
fehlerfrei funktionieren. Hierzu müssen noch weitere Untersuchungen durchgeführt
werden.
Abschließend wurden die Ergebnisse der Formfaktoren und des Ion-Ion Strukturfak-
tors im Ionfeature zusammengefasst und mit Experimenten [16; 48; 53] verglichen.
Hierbei zeigte sich eine signifikante Diskrepanz zwischen theoretischen und experi-
mentelle Ergebnissen um einen Faktor 3−5. Auch beim Vergleich von verschiedenen
Temperaturen T = 3, 6 und 9 eV ergaben sich noch signifikante Abweichung. Dies
motivierte zur erneuten Analyse der experimentellen Spektren und einer Neubewer-
tung, da diese eine starke Streuung aufweisen und Interpretationsspielraum zulassen.
Das neu angepasste Spektrum sorgte für eine Verschiebung des Ionfeatures. Eine
Übereinstimmung ergab sich für u-Be bei T = 3 eV und für c-Be bei T = 9 eV.
Dies regte weitere Berechnungen im thermischen Nichtgleichgewicht an, um heraus-
zufinden, ob sich hierdurch eine verbesserte Übereinstimmung mit den Experimenten
ergeben. Die Berechnungen wurden dabei bei einer Ionentemperatur von Ti = 6 und
9 eV und einer Elektronentemperatur von T = 12 bzw. T = 13 eV durchgeführt. Für
u-Be ergab sich eine Übereinstimmung bei einer Ionentemperatur von Ti = 6 eV,
während für c-Be eine Übereinstimmung für Ti = 9 eV sowohl im Gleichgewicht
als auch im Nichtgleichgewicht erhalten wurde. Ob sich die Experimente wirklich
im Nichtgleichgewicht befanden, muss in zukünftigen Experimenten ermittelt wer-
den. Dazu eignen sich z.B. FELs, da diese eine bessere spektrale Auflösung und
ultra-high peak brillance erreichen [179].
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Das Element Bor, mit der Kernladungszahl 5, ist ein vielseitig einsetzbares Element,
da es sehr spezielle physikalische Eigenschaften besitzt. So wird es in der Zündung
von Airbags verwendet und auch für die Dotierung von Halbleitern wird es einge-
setzt [180]. Als Bornitrit wird es zu einem sehr harten Material [181], vergleichbar
zu Diamant und zu einem Supraleiter bei hohen Drücken [182]. Durch seinen hohen
Neutronenstreuquerschnitt wird das 10B Isotop in Nuklearreaktoren eingesetzt. Aber
trotz der vielen Anwendungsbereiche sind die mikroskopischen Eigenschaften relativ
unbekannt. Was die stabilste Grundzustandsphase von Bor ist, war lange Zeit nicht
eindeutig zu klären. Es wird angenommen, dass es die Struktur von α-B [183] oder
β-B [184] ist. Da sich die Schmelztemperaturen und Dichten von Bor je nach Phase
zwischen T = 2340 K bis 2520 K und ρ = 2.33 g/cm3 bis 2.46 g/cm3 [184; 185]
unterscheiden, können die Phasen nur schwer klassifiziert werden. In einem Expe-
riment von 2011 [186] wurden Strukturuntersuchungen zu den jeweiligen Phasen
angefertigt. Dabei wurde die α-B Phase als die thermodynamisch stabile Phase bei
niedrigen Temperaturen < 950 K identifiziert. Die Ergebnisse der Messpunkte sind
in Abb. 5.1 zu sehen.
Die α-rhomboedrischen bzw. β-rhomboedrischen Kristallstrukturen lassen sich als
Hochdichte- bzw. Niedrigdichtephasen für Bor ansehen [187]. Über die flüssige Phase
von Bor ist auf Grund seines hohen Schmelzpunktes und seiner Reaktivität wenig be-
kannt. Daher liegt die Vermutung, dass sich dann entsprechend in der flüssigen Pha-
se auch ein flüssig-flüssig-Phasenübergang stattfindet, nahe. Unter anderen dadurch,
dass die besondere Struktur des Festkörpers mit ikosaedrischen und pentagonalen
Pyramiden sich in der flüssigen Phase widerspiegeln und somit für verschiedene flüs-
sige Phasen sorgen können. Was sich jedoch zeigte ist das flüssiges Bor durch eine
kurzreichweitige Ordnung charakterisiert wird, wie sie im Festkörper vorliegen [188].
In neueren Experimenten wurde das Hochtemperatur- und Dichteverhalten mit-
tels Röntgen-Thomsonstreuung [72; 73] untersucht. Es handelt sich dabei um ein
Schockwellen-Experiment, in dem die Borprobe komprimiert wird. Für die Probe
ergibt sich eine Temperatur von T = 0.2 eV, und das unkomprimierte Bor wird von
ρ = 2.46 g/cm3 zu ρ = 3.2±0.35 g/cm3 komprimiert [74]. Im Rahmen dieser Arbeit
wurde an einer Veröffentlichung zu Bor mitgearbeitet, in der Strukturmessungen an
komprimiertem, flüssigem Bor vorgenommen wurden [74]. In dieser Arbeit liegt der
Fokus auf dem statischen Strukturfaktor und dem Ionfeature.
In diesem Kapitel werden die Resultate zu flüssigem Bor mit T = 2300 K mit denen
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Abbildung 5.1.: Phasendiagramm für Bor nach [186]. Betrachtet werden die drei
Phasen α-B, β-B und γ-B. Alle Phasen bauen auf einem Ikosaeder
auf. Im rechten Bild ist dies für α-Bor (a) und β-Bor (b) dargestellt.
α-Bor besitzt dabei die einfachste Struktur, mit einem Ikosaeder an
den Eckpunkten der rhomboedrischen Struktur.
von Bor bei T = 20000 K bei einer Dichte von ρ = 3.2±0.35 g/cm3 verglichen. Hier-
bei soll gezeigt werden, wie sich die Paarverteilungsfunktion, der Strukturfaktor und
das Ionfeature verändern. Für Bor muss bei der Berechnung anders als bei Beryllium
vorgegangen werden. In der für diese Arbeit vorliegenden VASP Version liegt für Bor
nur ein 3-Elektronenpotential vor. Daher lässt sich das Ionfeature nicht direkt aus
der ab-initio-Simulation berechnen. Stattdessen werden der Ionenstrukturfaktor und
der Formfaktor für das 3-Elektronenpotential in der FT-DFT-MD berechnet. Der
Formfaktor für das 3-Elektronenpotential beinhaltet somit alle Informationen für die
äußeren Elektronen. Dann wird mit dem ionischen Hartree-Fock-Formfaktor [157]
kombiniert, um das Ionfeature zu berechnen. Wie die Berechnung der Abschirmwol-
ke mit Hilfe des Elektronen-Ionenstrukturfaktors der freien Elektronen funktioniert,
wurde für Beryllium in Kap. 4.2.2 gezeigt, so dass für Bor die gleiche Methode
angewandt werden kann. Für das Ergebnis des Ionenstrukturfaktors hat es keinen
Einfluss, wie in Kap. 4 gezeigt wurde. Das Ionfeature lässt sich hier nicht wie für Be-
ryllium in einer vollen ab-initio-Simulation berechnen, sondern der ionischen Form-
faktor wird über den Hartree-Fock-Formfaktor [157] bestimmt und das Ionfeature
anschließend aus den Formfaktoren und den Ionenstrukturfaktor berechnet.
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Abbildung 5.2.: Paarverteilungsfunktionen von flüssigem (durchgezogene Linien)
und warmem dichtem Bor (gestrichelte Linien).
5.1. Struktureigenschaften von Bor
Zuerst werden die Resultate für die Ionen- und die Elektron-Ion Paarverteilungs-
funktion betrachtet. Hierfür werden die Simulationen mit 256 Atomen bzw. 768
Elektronen in einer Box, bei einem Cutoff von 800 eV am Baldereschi-Mittelwert-
Punkt und einer Simulationsdauer von 2.5 ps bzw. 2 ps bei einem Zeitschritt von
0.4 fs bzw. 0.5 fs für Tliq = 2300 K bzw. Twd = 20000 K durchgeführt. Bor befindet
sich bei Tliq = 2300 K in der flüssigen Phase, daher wird dies im folgenden immer
als flüssiges Bor bezeichnet. Auf Grund der hohen Temperatur von Twd = 20000 K
≈ 2 eV wird der andere Zustand warmes dichtes Bor genannt.
Aus Abb. 5.2 ist ersichtlich, dass sich Bor bei ρ = 3.2 g/cm3 und Tliq in der flüssigen
Phase befindet. Im Vergleich zu einer Festkörperstruktur finden sich nicht nur in
bestimmten Abständen Ionen, sondern es gibt eine erhöhte Wahrscheinlichkeit ein
Ion im beliebigen Abstand r anzufinden. Es zeigt sich aber eine starke Korrelation
der Ionen, was sich an den ausgeprägten Maxima und Minima abzeichnet. Je stärker
die Korrelation der Ionen, desto größer fällt der Peak aus. Das erste stark ausgepräg-
te Maximum liegt bei r = 1.65 Å und danach im regelmäßigen Abstand von rund
1.2 Å. Die sich wiederholende Struktur und die ausgeprägten aber verbreiteten Ma-
xima zeigen, dass sich die vormals vorhandene Festkörperstruktur aufgelöst hat, sich
aber immer noch in der Verteilung widerspiegelt. Die freien Elektronen, über gei(r),
als Elektronen um ein Ion beschrieben, zeigen ihr erstes ausgeprägtes Maximum bei
r = 0.5 Å. Wird der Verlauf mit der Ion-Ion Paarverteilungsfunktion verglichen,
91
5. Bor
Tabelle 5.1.: Ergebnisse der isothermen Kompressibilität und die Werte des stati-
schen Strukturfaktors Sii, Sei und das Ionfeature Siee für k → 0.
T /eV κT/10−4 kbar−1 κ0/10−3 kbar−1 Sii S0ee S
i
ee
2300 2.667 18.237 0.0146 0.0253 0.365
20000 1.975 2.097 0.094 0.163 2.35
sind die freien Elektronen bei r = 1.5 Å im Minimum, wenn die Wahrscheinlichkeit
steigt ein Ion zu finden.
Werden diese Resultate mit warmen dichtem Bor bei Twd verglichen, ist für die Paar-
verteilungsfunktion der Elektronen um die Ionen von den Positionen der Maxima
und Minima kein Unterschied festzustellen. Es werden hierbei nur die freien Elektro-
nen betrachtet, welche sich zwischen den Ionen frei bewegen können. Dies sorgt für
das Maximum der Elektronen an den Positionen, in welchen die Ionenaufenthalts-
wahrscheinlichkeit minimal wird. Einzig das Maximum ist für Twd ausgeprägter. Es
zeigt sich also bei einer höheren Temperatur eine stärkere Konzentration der freien
Elektronen um ein Ion. Die höhere Temperatur sorgt dafür, dass sich die kinetische
Energie der Elektronen so weit erhöht.
Bei der Ion-Ion Paarverteilungsfunktion ergibt sich ein Maximum bei r = 1.5 Å,
danach zeigen sich kaum Minima oder Maxima, was einer schwächer korrelierten
Flüssigkeit entspricht. Gleichzeitig ist das Maximum gegenüber dem flüssigen Bor
r = 1.65 Å verschoben. Die höhere kinetische Energie der Teilchen sorgt dafür, dass
die Abstoßung der Teilchen untereinander nicht mehr so dominant wirkt. Außerdem
wird der mittlere Abstand der Teilchen kleiner.
Als nächstes werden die Strukturfaktoren in Abb. 5.3 betrachtet. Für das flüssige
Bor zeigt sich im Ion-Ion Strukturfaktor ein kleines Vormaximum bei k = 3.1 Å−1
und ein stark ausgeprägtes Maximum bei k = 4.8 Å−1. Das erste Maximum ist
ein Zeichen der starken langreichweitigen Korrelation der Teilchen, welche sich in
der Ion-Ion Paarverteilungsfunktion Abb. 5.2, auch bei großen Radien widerspie-
gelt. Diese Maxima sind ein Zeichen der vorherigen festen Struktur, die sich in
der flüssigen Phase auflösen und dann für eine Temperatur von Twd verschwinden.
In [74] werden die Strukturfaktoren für verschiedene Bedingungen vom Festkörper
ausgehend bis zur flüssigen Phase gezeigt, dabei sieht man eine Entwicklung vom
Festkörper zum flüssigen Bor. Das erste Maximum im Ion-Ion Strukturfaktor wurde
in [188] als ein Zeichen für einen amorphen oder flüssigen Halbleiter interpretiert,
also ein Strukturmerkmal, das aus der vorher existierenden Festkörperphase sich ins
amorphe bzw. ins flüssige erhalten hat. Bei Twd zeigt sich die geringere Korrelation
der Ionen, wie sie an den weniger ausgeprägten Maxima in der Ion-Ion Paarvertei-
lung zu sehen ist und sich nur noch ein ausgeprägtes Maximum bei k = 4.8 Å−1
ergibt.
Für den Elektron-Ion Strukturfaktor ist der Verlauf bei beiden Temperaturen ähn-
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Abbildung 5.3.: Ion-Ion Strukturfaktor (schwarz) und Elektron-Ion Strukturfaktor
(rot) in flüssigem (durchgezogene Linie) und warmem dichtem Bor
(gestrichelte Linie) im Vergleich mit experimentellen Resultaten [74]
(Quadrate) bei Tliq. Die Punkte bei k → 0 werden über die isother-
me Kompressibilität berechnet.
lich. Es gibt bei beiden ein Minimum an der Stelle, an welcher sich der Ion-Ion
Strukturfaktor im Maximum befindet und bei k = 3.1 Å−1. Es fällt auf, dass das
Maximum mit dem ersten Vormaximum zusammenfällt. Im Grenzwert k → 0 zeigen
sich für Twd erhöhte Werte für die Strukturfaktoren im Vergleich zu Tliq. Die schwar-
zen Quadrate sind die experimentellen Ergebnisse für den Ion-Ion Strukturfaktor,
wie sie in [74] zu finden sind. Die Werte werden erhalten, indem aus den im Experi-
ment erhaltenen Ionfeature und der analytischen Berechnung von q(k) und fi(k) der
Ion-Ion Strukturfaktor berechnet wird. Die Punkte bei k → 0 werden über die iso-
therme Kompressibilität berechnet und sind in Tab. 5.1 aufgelistet. Zum einen führt
eine Erhöhung der Temperatur zu einem Anstieg von Sii(k → 0) und Sei(k → 0),
zum anderen liegen die Werte in dem erwarteten Verläufen der Strukturfaktoren für
k → 0.
Für diese Arbeit lag kein äll-e−Pseudopotential für Bor vor, daher lässt sich der io-
nische Formfaktor fi(k) nicht wie für Beryllium mit der gezeigten Methode aus den
Wellenfunktionen bestimmen. Die 1s-Wellenfunktionen befinden sich im "frozen-
coreünd sind hier mit der in Kap. 3.4.2 präsentierten Methode in der DFT nicht
extrahierbar, daher muss eine andere Methode angewandt werden. Die elektroni-
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Abbildung 5.4.: Ionfeature für Tliq (durchgezogene Linie) und Twd (gestrichelte Li-
nie), sowie der ionische Hartree-Fock-Formfaktor (orange) [157] und
der totale Formfaktor für das 3-Elektronen Pseudopotential (blau).
sche Struktur von Bor ist folgendermaßen aufgebaut:
1s22s22p1 . (5.1)
Die 1s-Wellenfunktionen lassen sich über Hartree-Fock-Rechnungen analytisch be-
stimmen [157], während sich die äußeren Wellenfunktionen über eine DFT beschrei-
ben lassen. Hieraus lässt sich wieder der totale Formfaktor gewinnen,
N(k) = fHF1s + f
DFT
2s22p1 , (5.2)
und das Ionfeature berechnen. Auf diese Weise muss nur der ionische Formfaktor
genähert werden.
Das resultierende Ionfeature und die Formfaktoren sind in Abb. 5.4 zu finden. Die
Abschirmwolke q(k) weist für beide betrachteten Temperaturen ein nahezu identi-
sches Verhalten auf. Bei warmem dichtem Bor lässt sich im Bereich 0.8 < k < 3.5 Å
eine leicht höhere Abschirmung beobachten als für flüssiges Bor. Durch die erhöh-
te Elektronentemperatur besitzen die Elektronen eine höhere kinetische Energie.
Dies führt dazu, dass sie in der Abschirmwolke stärker verschmiert sind bzw. einen
größeren Bereich abdecken. Beim Ionfeature bewirkt die starke Korrelation des Io-
nensystems, vgl. Abb. 5.3, dass sich für flüssiges Bor ein Maximum bei k = 3.1 Å−1
und ein stark ausgeprägtes Maximum bei k = 4.6 Å−1 ergibt. Für warmes dichtes
Bor sind die beiden Maxima verschwunden und es gibt nur noch ein Hauptmaximum
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bei k = 3.9 Å−1, welches das Auflösen der vorhandenen Struktur bei flüssigen Bor
im Ion-Ion Strukturfaktor bestätigt.
5.2. Zusammenfassung zu Bor
In diesem Kapitel wurden die Ergebnisse von flüssigem und warmem dichtem Bor
verglichen. Hierbei wurden die Eigenschaften der Paarverteilungsfunktion, des Io-
nenstrukturfaktors und des Ionfeatures diskutiert. In der Paarverteilungsfunktion
waren starke Korrelationen mit ausgeprägten Maxima für die flüssige Phase zu fin-
den, die sich für warmes dichtes Bor nicht mehr finden ließen.
Der berechnete Ion-Ion Strukturfaktor zeigt eine gute Übereinstimmung mit den
experimentellen Werten [74]. Die Struktur des flüssigen Ion-Ion Strukturfaktor mit
einem ausgeprägten schmalen Hauptmaxima und einem kleinen Vormaximum lässt
darauf schließen, dass sich eine amorphe Struktur wie etwa ein amorpher oder vor-
mals flüssiger Halbleiter [188] unter diesen Bedingungen ergeben hat. Diese Struktur
war im warmen dichten Bor nicht mehr zu sehen.
Für das Ionfeature wurden die Formfaktoren getrennt betrachtet und der tota-
le Formfaktor berechnet, indem 1s-Elektronen im System mit einer Hartree-Fock-
Methode ermittelt wurden und die äußeren 2s22p1 Elektronen mittels der DFT be-
rechnet wurden. Die Formfaktoren ließen sich mit dem Ion-Ion Strukturfaktor zum
Ionfeature zusammenführen. Hier zeigte sich für das flüssige Bor, wie beim Ion-Ion
Strukturfaktor für kleine k-Werte, k < 5.5 Å−1 ein doppeltes Maximum, welches für
warmes dichtes Bor verschwindet. Das doppelte Maxima ist auf das Vormaximum
im Ion-Ion Strukturfaktor zurückzuführen.
Die Berechnung über eine ab-initio-Simulation ist eine Möglichkeit, mit der sich
auch komplexe Strukturen wie die von Bor beschreiben lassen. Der berechnete Ion-
Ion Strukturfaktor spiegelt den Verlauf der experimentellen Ergebnisse gut wieder.
Da für die ab-initio-Simulation nur ein 3e−-Potential vorlag und keines für alle
Elektronen, konnte das Ionfeature nicht komplett mit der FT-DFT-MD berechnet
werden. Dieser Einfluss sollte in Folgearbeiten weiter untersucht werden.
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Die Beschreibung und das Verständnis der Röntgen-Thomsonstreuung spielt eine
wichtige Rolle in der Diagnostik warmer dichter Materie. Das Spektrum experi-
mentell zu messen und theoretisch zu beschreiben, ist dabei eine komplizierte Auf-
gabe. Eines der am häufigsten genutzten Modelle zur Beschreibung der Röntgen-
Thomsonstreuung ist die Abhängigkeit vom dynamischen Strukturfaktor nach Chi-
hara [68; 69]. Durch die Möglichkeit, die Bewegung der Ionen in einer FT-DFT-MD-
Simulation direkt zu beobachten, kann die Struktur von warmer dichter Materie
untersucht werden. Ziel ist es dabei eine Beschreibung des Strukturfaktors mittels
einer FT-DFT-MD-Simulation zu ermöglichen.
Im Rahmen der vorliegenden Arbeit wurden FT-DFT-MD-Simulationen für Berylli-
um und Bor durchgeführt, aus den Simulationen wurde der Strukturfaktor berechnet
und mit Experimenten verglichen. Zunächst war das Ziel, den dynamischen Struktur-
faktor der freien Elektronen mittels einer FT-DFT-MD-Simulation zu beschreiben.
Ein weiterer Schwerpunkt lag auf der vollständigen Berechnung des Ionfeatures in
einer FT-DFT-MD-Simulation.
6.1. Ergebnisse der Arbeit
Es wurde ein Modell zur Berechnung des dynamischen Strukturfaktors der frei-
en Elektronen unter Ausnutzung des Fluktuations-Dissipations-Theorems (FDT)
mittels einer FT-DFT-MD vorgestellt. Hierfür wird die Leitfähigkeit einer solchen
Simulation und über die Kramers-Kronig-Relation die dielektrische Funktion be-
stimmt. In der Berechnung über die FT-DFT-MD-Simulation wird jedoch keine k-
Abhängigkeit erhalten. Dieses Problem konnte umgangen werden, indem mittels des
Drude-Modells aus der elektrischen Leitfähigkeit eine Stoßfrequenz ermittelt wurde,
welche mit dem Mermin-Ansatz zur MA-AICF verknüpft wurde. Beim Vergleich
der MA-AICF mit dem Ergebnis der FT-DFT-MD ergaben sich für beide Metho-
den die gleichen Ergebnisse. Dies wurde als Bestätigung genommen, die MA-AICF
für endliche k-Werte zu verwenden. Die Ergebnisse wurden mit Spektren der BMA
verglichen. Hierbei zeigte sich für die Berechnung über die MA-AICF eine erhöhte
Verbreiterung der Plasmonmaxima.
Anschließend wurde gezeigt, wie sich das Ionfeature vollständig mittels einer FT-
DFT-MD-Simulation berechnen lässt. Für Beryllium lag ein Pseudopotential vor,
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in welchem alle Elektronen in der DFT betrachtet werden konnten. Somit gibt es
eine Methode, mit welcher sich das Ionfeature und die Formfaktoren für Beryllium
komplett und ohne weitere Näherungen aus einer FT-DFT-MD-Simulation gewin-
nen lassen. Die Formfaktoren wurden in dieser Arbeit bei Temperaturen von 3 bis
13 eV und Dichten von ρ = 1.85 g/cm3 und ρ = 5.5 g/cm3 berechnet. Die erhalte-
nen Formfaktoren wurden mit dem ionischen Formfaktor, der über eine analytische
Methode [70; 157; 158] erhalten wurde, verglichen. Der analytische Formfaktor weist
dabei eine stärkere Korrelation auf und weicht stark vom FT-DFT-MD Formfaktor
ab. Dies lässt sich auf die Berechnung des analytischen Formfaktors zurückführen,
dieser wird z.B. mittels der Hartree-Fock-Methode für ein isoliertes Atom berechnet.
Die verwendeten Bedingungen für den Formfaktor liegen aber bei Festkörperdichten
und Temperaturen im eV Bereich, was bei der Anwendung beachtet werden muss
und ein Grund für die Abweichung sein kann. Hierzu sind aber noch weitere Unter-
suchungen (speziell Experimentelle) notwendig.
Für Beryllium wurden Berechnungen zu zwei verschiedenen Experimenten [48; 53]
(u-Be: ρ = 1.85 c/cm3 , T = 12 eV und c-Be: ρ = 5.5 c/cm3 , T = 13 eV) durch-
geführt. Dabei wurde als erstes die elektrische Leitfähigkeit berechnet, wobei sich
zeigte, dass die Anregung der K-Schale bei ungefähr 85 eV stattfindet. Damit weicht
sie von dem erwarteten Wert von 112 eV [167] ab, was in diesem Fall auf das ver-
wendete xc-Funktional der DFT zurückzuführen ist. In dieser Arbeit wurde das
PBE-Funktional [33] verwendet, welches die Bandlücke unterschätzt. Um hier ge-
nauere Ergebnisse zu erzielen, sollte das HSE-Funktional [34] verwendet werden. Aus
der elektrischen Leitfähigkeit wurde die dielektrische Funktion über die Kramers-
Kronig-Relation erhalten. Über einen Fit mit dem Drude-Modell an die elektrische
Leitfähigkeit wurden die statische und dynamische Stoßfrequenz berechnet. Mit der
DFT dielektrischen Funktion und der MA-AICF wurde der dynamische Struktur-
faktor der freien Elektronen berechnet. Diese Ergebnisse wurden mit den Spektren
der BMA verglichen. Hierbei ergibt sich für die MA-AICF eine starke Verbreite-
rung im Vergleich zur BMA. Dies lässt sich auf die systematische Berücksichtigung
von Quanten- und Korrelationseffekten in der FT-DFT-MD-Simulation, die über die
Störungstheorie hinausgehen, zurückführen.
Bei der Berechnung mit der dynamischen Stoßfrequenz spielten die Übergänge der
K-Schale eine wichtige Rolle. Für u-Be zeigte sich bei der Berechnung mit der dy-
namischen Stoßfrequenz in den Plasmonmaxima keine Abweichung, erst bei hohen
Frequenzen zeigt sich der Einfluss der Anregung der K-Schale, und es ist beim ca.
4.5-fachen der Plasmafrequenz für alle betrachteten Streuwinkel eine Anregung zu
sehen. Für c-Be ändert sich das Verhalten des dynamischen Strukturfaktors der frei-
en Elektronen durch die erhöhte Kompression dahingehend, dass die Anregung der
K-Schale mit den Plasmonen zusammenfällt.
Anschließend wurde der statische Ion-Ion Strukturfaktor und das Ionfeature mit
den Formfaktoren betrachtet. Das Ionfeature wurde dabei mit vorhandenen Ex-
perimenten verglichen. Es zeigte sich eine signifikante Abweichung zwischen den
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theoretischen und experimentellen Werten. Daher wurde eine Neubewertung der
experimentellen Werte vorgenommen und die theoretischen Kurven für verschiede-
ne Temperaturen berechnet, um das Verhalten und die Abweichung zu erklären.
Für die Formfaktoren zeigte sich, dass die verschiedenen Temperaturen einen ver-
nachlässigbaren Einfluss auf den Verlauf ausüben. Die weiterhin vorhandene Abwei-
chung zwischen Experiment und Theorie regte weitere Simulationen mit verschie-
dener Elektronen- und Ionentemperatur an. Bei den Zwei-Temperaturrechnungen
zeigte sich eine Übereinstimmung mit den Experimenten für u-Be, bei c-Be ist der
Einfluss der Zwei-Temperaturrechnung nicht so klar. Hier ergab sich die beste Über-
einstimmung bei einer Gleichgewichtstemperatur von Ti/e = 9 eV. Für u-Be lässt
sich daher der Schluss ziehen, dass im Experiment möglicherweise ein Zustand im
Nichtgleichgewicht erzeugt wurde.
Für Bor wurden einmal Berechnungen zu einem Experiment [73] bei einer Tem-
peratur T = 2300 K und einer Dichte von ρ = 3.2 g/cm3 durchgeführt, hier als
flüssiges Bor bezeichnet. Zudem erfolgten Berechnungen im Bereich der warmen
dichten Materie bei einer Temperatur T = 20000 K und einer Dichte ρ = 3.2 g/cm3,
hier als warmes dichtes Bor bezeichnet. Dazu wurde zuerst die Paarverteilungsfunk-
tionen berechnet und miteinander verglichen. Für das flüssige Bor zeigte sich für die
Ion-Ion Paarverteilungsfunktion eine starke Korrelation, die noch von der Festkör-
perstruktur stammten. Für das warme dichte Bor zeigten sich schwächer ausgeprägte
Maxima.
Weiter wurde der Ion-Ion Strukturfaktor und das Ionfeature berechnet. Der Ion-Ion
Strukturfaktor vom flüssigen Bor zeigte dabei ein kleines Vormaximum und dann
ein ausgeprägtes schmales Hauptmaximum. Das Nebenmaximum wurde als ein Hin-
weis auf eine amorphe bzw. als Struktur eines flüssigen Halbleiters gedeutet [188].
Weiterhin wurde er mit experimentellen Werten verglichen. Dabei ergab sich ei-
ne Übereinstimmung der experimentellen Werte mit der theoretischen berechneten
Kurve.
In dieser Arbeit wurde erstmals gezeigt, wie das Ionfeature komplett mit einer FT-
DFT-MD-Simulation berechnet wird und sich das FDT mit einer FT-DFT-MD-
Simulation ausnutzen lässt. Die Ergebnisse für das Ionfeature bei Beryllium zeigten
bei Vergleichen mit Experimenten [16; 48; 53; 71] eine Abweichung, die sich aber bei
einer Betrachtung mit einer anderen Gleichgewichtstemperatur [53] oder einem mög-
lichen entstandenen 2-Temperaturensystem [48] erklären ließen. Es wurde gezeigt,
dass sich mit der FT-DFT-MD verschiedene Struktureigenschaften verschiedener
Materialien beschreiben ließen.
6.2. Ausblick
In dieser Arbeit wurde der Grundstein zur Bestimmung des dynamischen Struktur-
faktor der freien Elektronen mit Hilfe einer FT-DFT-MD-Simulation gelegt. Jedoch
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Abbildung 6.1.: Elektrische Leitfähigkeit für Bor bei ρ = 3.2 g/cm3 und T = 3200 K
in schwarz, der Drude-Fit wurde in rot hinzugefügt.
zeigen sich in der hier präsentierten Methode auch einige Schwächen. So lässt sich
die Stoßfrequenz nur erhalten, wenn die elektrische Leitfähigkeit ein ideales Drude-
Verhalten aufweist. Aus diesen Grund lässt sich für Bor der dynamische Strukturfak-
tor unter den in dieser Arbeit betrachteten Bedingungen nicht berechnen. In Abb. 6.1
ist die elektrische Leitfähigkeit für Bor zu sehen. Es zeigt sich für kleine Frequenzen
ω < 10 eV keine Übereinstimmung zwischen dem Drude-Fit und der berechneten
Kurve. Um dennoch die in dieser Arbeit vorgestellte Methode über die MA-AICF
zu nutzen, ist die Verwendung eines Fits an die Leitfähigkeit, der ein nicht-Drude-
Verhalten erklärt. Eine Möglichkeit ist es, über die Momententheorie der Frequenz-
momente der elektrischen Leitfähigkeit [189; 190] ein nicht-Drude-Verhalten zu be-
stimmen, oder das Drude-Smith-Modell [191] zu verwenden, in welchem das klassi-
sche Drude-Modell durch eine Mitführung von Stößen erweitert wird.
Anstatt einen speziellen Fit an die Leitfähigkeit durchzuführen, wird in [57] die
Stoßfrequenz durch den Vergleich verschiedener dielektrischer Funktionen gewon-
nen. Dabei wird die Stoßfrequenz erhalten, indem die aus einem Experiment ge-
wonnene dielektrische Funktion mit der dielektrischen Funktion aus dem Mermin-
Ansatz [89] verglichen wird. Die Stoßfrequenz wird als Variable genutzt um die
Mermin-dielektrische Funktion zu variieren, bis der Wert mit der experimentell er-
mittelten übereinstimmt. Diese Methode lässt sich analog auf die dielektrische Funk-
tion ϵDFT (k = 0, ω) aus einer FT-DFT-MD-Simulation, und die dielektrische Funk-
tion aus dem Mermin-Ansatz ϵM(k = 0, ω; ν) anwenden. Im Mermin-Ansatz wird
die Stoßfrequenz ν(ω) variiert, bis sich ϵDFT (k = 0, ω) ≈ ϵM(k = 0, ω; ν) ergibt.
Die so erhaltene Stoßfrequenz besitzt somit, im Vergleich zur Stoßfrequenz aus dem
Drude-Fit, einen Real- und einen Imaginärteil. Die Berechnung der Stoßfrequenz er-
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laubt es, den dynamischen Strukturfaktor der freien Elektronen im Prinzip für jede
FT-DFT-MD-Simulation zu berechnen.
In [192] wird eine zeitabhängige FT-DFT-MD (TDDFT) verwendet, um den dy-
namischen Strukturfaktor für Beryllium zu berechnen. Dies bewirkt eine kleine Stö-
rung der Elektronen, was eine Reaktion der Elektronendichte hervorruft. Auf diese
Weise lässt sich der dynamische Strukturfaktor berechnen, ohne dass eine Trennung
zwischen gebundenen und freien Elektronen gemacht wird, also alle Elektronen für
den Strukturfaktor den gleichen Einfluss haben.
Die Berechnung des Ionfeatures in einer FT-DFT-MD-Simulation ist ein wesent-
licher Fortschritt für zukünftige Rechnungen, da das Ionfeature ohne Näherungen
bis auf die Wahl des xc-Funktionals für den totalen Formfaktor N(k) und dem Ion-
Ion Strukturfaktor Sii(k), in der DFT berechnet werden kann. Jedoch wird hierfür
ein Pseudopotential für die FT-DFT-MD-Simulation benötigt, welches alle Elektro-
nen einzeln berücksichtigt. Für zukünftige Betrachtungen für warme dichte Materie
muss der ionische Formfaktor besondere Beachtung erfahren, da sich zeigt, dass das
häufig verwendete Modell des atomaren und ionischen Formfaktors [70; 157; 158]
in warmer dichter Materie große Abweichungen von den DFT Resultaten aus dieser
Arbeit aufweist.
Um auszuschließen, dass diese Abweichung durch die FT-DFT-MD-Simulation be-
dingt sind, sollten DFT-Berechnungen für 1 Atom in einer Zelle durchgeführt wer-
den. Für die Berechnung lassen sich die Elektronen pro Atom festlegen, so dass
der totale Formfaktor für ein atomares System wie beim Hartree-Fock-Formfaktor
berechnet werden kann. Für Beryllium lässt sich auch ein zweifach ionisiertes Sys-
tem betrachten, so dass man mit dem Be2+ Hartree-Fock-Formfaktor vergleichen
kann. Für ein atomares System sollte die FT-DFT-MD das gleiche Ergebnis wie
die Hartree-Fock-Rechnungen liefern. In diesem Fall waren die Ergebnisse, die für
den Formfaktor in der warmen dichten Materie erhalten wurden, verlässlich. Eine
erste Beispielrechnung für den ionischen Formfaktor wird in Abb. 6.2 gezeigt. Das
DFT-Resultat nähert sich dem Hartree-Fock-Ergebnis mit steigender Boxgröße an.
Die Ergebnisse stellen jedoch nur vorläufige Rechnungen dar. Ab einer Boxlänge von
r = 40 Å ergeben sich starke Fluktuationen, die bei steigender Boxlänge bei kleine-
ren k-Werten auftreten. Diese Fluktuationen sind durch die Simulationsparameter
bedingt, gleichzeitig werden die Simulationen bei großen Längen vom Speicherbe-
darf her sehr anspruchsvoll.
Eine weiterer Aspekt für die Betrachtung des Formfaktors ist die Nutzung eines
anderen Funktionals, z.B. das HSE statt des PBE Funktionals, um die Bandlücke
genauer zu beschreiben.
Die Klärung dieser Frage ist zum Beispiel für das Ionfeature, das zu Aluminium er-
mittelt wurde [175] interessant. Hier stimmen die ermittelten Werte noch nicht mit
denen einer ab-initio-Simulation überein. Ein Grund dafür könnte in dem verwen-
deten ionischen Formfaktor liegen und sollte in fortführenden Arbeiten festgestellt
werden.
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Abbildung 6.2.: Berechnung des ionischen Formfaktors für ein 2-fach ionisiertes Be-
rylliumatom bei einer Temperatur von T = 0.01 eV und einem
"Cutoff-Energie"von 2400 eV. Bei steigender Boxlänge nähert sich
das FT-DFT-MD-Resultat dem Hartree-Fock Ergebnis an.
Die Untersuchung von Beryllium bleibt weiterhin interessant. So stellt sich die Frage,
ob in den Experimenten [16; 48; 53; 71] Zwei-Temperatursysteme erzeugt wurden.
Hier sind weitere Experimente mit einer höheren spektralen Auflösung notwendig,
um das Verhalten für kleine k-Werte zu untersuchen, wie es moderne Laser, wie z.B.
der LCLS ermöglichen [179].
In der Fusionsforschung findet Beryllium weiterhin als Ablator Anwendung [193;
194], wofür die Kenntnis des Verhaltens im Bereich der warmen dichtem Materie
entscheidend ist. Im Jahr 2016 wurde an stark (bis zu 30-fach) komprimiertem Be-
ryllium am NIF ein Experiment durchgeführt. Somit bleibt Beryllium ein wichtiges
Material, was weiterhin experimentell untersucht wird und auch theoretischer Auf-
merksamkeit bedarf.
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A.1. Drude-Formel
Aus der DFT wird über die Kubo-Greenwood Formel Gl. (2.33) nur der Realteil
der elektrischen Leitfähigkeit berechnet. Der Imaginärteil lässt sich mit Hilfe der
Kramers-Kronig Relation gewinnen. In Kap. 2.6.3 wird die Drude-Formel, Gl. (2.41),
vorgestellt, mit welcher sich die Leitfähigkeit annähern lässt. Hier wird der Imaginär-
teil auch aus der Kramers-Kronig Relation gewonnen oder aber über die Betrachtung
und Trennung der Drude-Formel Gl. (2.33) in Real- und Imaginärteil. Diese Rech-
nung wird hier einmal für den statischen Fall und einmal für den dynamischen Fall
vorgestellt. Zur Vereinfachung wird im Folgenden der Realteil mit einer tiefergestell-
ten 1 und der Imaginärteil mit einer tiefergestellten 2 gekennzeichnet.
A.1.1. Statischer Fall
Ausgangspunkt ist der Realteil der Drude-Formel aus Gl. (2.42)
σ1(ω) =
σ0
1 + ω2τ 2
. (A.1)
Aus dieser wird über der Kramers-Kronig Relation der Imaginärteil bestimmt:
σ2(ω) = − 2
π
∫
σ0ω dω¯
(1 + ω¯2τ 2)(ω¯2 − ω2)
= +
2
π
σ0ω
τ 2
∫
dω¯
(1/τ 2 + ω¯2)(ω2 − ω¯2)
=
2
π
σ0ω
τ 2
π
2
(1/2)−1 + 1/ω cos(π/2)
1/τ 2 + ω2
cosec(π/2)
σ2(ω) =
σ0ωτ
1 + ω2τ 2
. (A.2)
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Einen etwas schnelleren Weg stellt die Trennung der Formel (2.41) in Real- und
Imaginärteil dar:
σD(ω) =
σ0
1− iωτ
⏐⏐⏐⏐ ·1 + iωτ1 + iωτ
=
σ0 + iωτσ0
1 + ω2τ 2
=
σ0
1 + ω2τ 2
+ i
σ0ωτ
1 + ω2τ 2
. (A.3)
Beide Wege führen in diesem Fall zum gleichen Ergebnis, womit gezeigt ist, dass für
den Real- und Imaginärteil der elektrischen Leitfähigkeit der Drude-Formalismus
angewendet werden kann.
A.1.2. Dynamischer Fall
Für den dynamischen Fall wird die komplexe Leitfähigkeit und die komplexe dy-
namische Stoßfrequenz betrachtet. Zur Vereinfachung wird die Abhängigkeit von ω
(ν1,2(ω), σ1,2(ω) → ν1,2, σ1,2) nicht mehr mitgeschrieben. Ausgangspunkt ist wieder
Gl. (2.41):
σ1 + iσ2 =
ϵ0ω
2
pl
ν1 + iν2 − iω =
ϵ0ω
2
pl [ν1 + i(ν2 − ω)]
ν21 + (ν2 + ω)
2
=
ϵ0ω
2
plν1
ν21 + (ν2 − ω)2
− i ϵ0ω
2
pl(ν2 − ω)
ν21 + (ν2 − ω)2
.
Aus dieser Rechnung ergeben sich nun der Real- und Imaginärteil zu
σ1 =
ϵ0ω
2
plν1
ν21 + (ν2 − ω)2
, σ2 = −
ϵ0ω
2
pl(ν2 − ω)
ν21 + (ν2 − ω)2
. (A.4)
Hier ergeben sich gekoppelte Funktionen, da ν1,2 jeweils in σ1,2 existieren. Das Ziel
ist es, diese nun zu entkoppeln und eine Abhängigkeit der einzelnen Stoßfrequenzen
von σ1,2 zu finden. Als erstes werden die Funktionen in Gl. (A.4) nach ν1,2 umgestellt:
ν21 + (ν2 + ω)
2 = ϵ0ω
2
pl
ν1
σ1
, ν21 + (ν2 + ω)
2 = −ϵ0ω2pl
ν2 − ω
σ1
(A.5)
⇒ ϵ0ω2pl
ν1
σ1
+ ϵ0ω
2
pl
ν2 − ω
σ2
= 0 .
Dies führt zu der Darstellung
ν1 =
σ1
σ2
(ω − ν2) (A.6)
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für die Stoßfrequenz. Dieses Ergebnis wird als nächstes in Gl. (A.5) eingesetzt
σ21
σ22
(ω − ν2)2 + (ν2 − ω)2 = ϵ0ω2pl
ω − ν2
σ2
→ (σ21 + σ22)ω2 + (σ21 + σ22)ν22 − 2ω(σ21 + σ22)ν2 = ϵ0ω2plσ2(ω − ν2)
ν22 − 2ων2 + ω2 =
ϵ0ωplσ2
σ21 + σ
2
2
(ω − ν2) . (A.7)
Diese Gleichung lässt sich so umschreiben, dass sich die quadratische Erweiterung
anwenden lässt:
ν22 +
[
ϵ0ω
2
plσ2
σ21 + σ
2
2  
α
−2ω
]
ν2 + ω
2 − ϵ0ω
2
plσ2
σ21 + σ
2
2  
α
ω = 0 . (A.8)
Angewandt ergeben sich zwei mögliche Lösungen für die imaginäre Stoßfrequenz:
ν2 = −α
2
+ ω ±
(
(α− 2ω)2
4
− ω2 + αω
)1/2
= −α
2
+ ω ± α
2
=
{
ω
−α + ω . (A.9)
Diese werden in Gl. (A.6) eingestzt, um den Wert für ν1 zu erhalten:
ν1 =
σ1
σ2
(ω − ν2) = σ1
σ2
(
ω −
{
ω
−α + ω
)
. (A.10)
Der Fall ν2 = ω entfällt, da sonst das unphysikalische Ergebnis einer nicht existieren-
den realen Stoßfrequenz auftaucht. Zusammengefasst berechnen sich die dynamische
Stoßfrequenzen aus
ν2 = −
ϵ0ω
2
plσ2
σ21 + σ
2
2
+ ω , (A.11)
ν1 =
ϵ0ω
2
plσ1
σ21 + σ
2
2
. (A.12)
Die Leitfähigkeiten σ1,2 erhält man aus der Kubo-Greenwood-Formel (2.33) und der
Kramers-Kronig-Relation (2.34).
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A.2. Die Isotherme Kompressibilität
Die Berechnung der isothermen Kompressibilität wurde in Gl. (3.34) gezeigt:
Sii(k → 0) = −nikBTi
V
(
∂V
∂P
)
T,N
=
κT
κ0
. (A.13)
An dieser Stelle soll das Prinzip einmal genauer vorgestellt werden. Die isotherme
Kompressibilität des idealen Gases κ0 = (nikBTi)−1 lässt sich aus einer FT-DFT-
MD-Simulation gut berechnen, da die Ionentemperatur Ti und die Ionendichte ni
als Simulationsparameter vorgegeben werden. Es wird nur noch ein konvergierter
Simulationslauf benötigt. Die isotherme Kompressibilität κT = −
(
1
V
∂V
∂P
)
T,N
, wird
mit der Dichte ρ = m
V
verknüpft, so dass
κT = −
(
1
V
∂V
∂P
)
T,N
=
1
ρ
(
∂ρ
∂P
)
T,N
(A.14)
gilt. Zur Berechnung von Gl. (A.14) werden in dieser Arbeit für Beryllium und
Bor Simulationen mit 64 Teilchen am Baldereschi-Mittelwert-Punkt bei fünf ver-
schiedenen Dichten durchgeführt. In Abb. A.1 ist die Regression für Beryllium bei
T = 6 eV und einer Varation um die Dichte von ρ = 5.5 g/cm3 dargestellt. Mittels
der Regressionskurve ergibt sich der Graph für ∂P
∂ρ
= 5127.8 kbar
g/cm3
. Hieraus lässt sich
die isotherme Kompressibilität zu κT = 3.5457 · 10−5 kbar−1 berechnen. Diese Va-
riante wird dann für alle Berechnungen, in welcher die isotherme Kompressibilität
berechnet wird, angewandt.
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Abbildung A.1.: Regressionsgrade (rot) für den Druck in Abähngigkeit von der Dich-
te. Die schwarzen Punkte kennzeichnen die Simulationswerte.
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