Future planetary campaigns, including human missions, will require data rates difficult to realize by microwave links. Optical channels not only provide an abundance of bandwidth, they also allow for significant size, weight, and power reduction. Moreover, optical-based tracking may enhance spacecraft navigation with respect to microwavebased tracking.
With all its advantages, optical communications from deep space is not without its challenges. Due to the extreme distance between the two ends of the link, specialized technologies are needed to enable communications in the deep space environment. Although some of the relevant technologies have been developed in the last decade, they remain to be validated in an appropriate domain. The required assets include efficient pulsed laser sources, modulators, transmitters, receivers, detectors, channel encoders, precise beam pointing technologies for the flight transceiver and large apertures for the ground receiver. Clearly, space qualification is required for the systems that are installed on a deep space probe. Another challenge is atmospheric effects on the optical beam. Typical candidate locations on the ground have a cloud-free line of sight only on the order of 60-70% of the time. Furthermore, atmospheric losses and background light can be problematic even during cloud-free periods. Lastly, operational methodologies are needed for efficient and cost effective management of optical links.
For more than a decade, the National Aeronautics and Space Administration (NASA) has invested in relevant technologies and procedures to enable deep space optical communications capable of providing robust links with rates in the order of 1 Gb/s from Mars distance. A recent publication indicates that potential exists for 30-dB improvement in performance through technology development with respect to the stateof-the-art in the early years of this decade. The goal is to fulfill the deep space community needs from about 2020 to the foreseeable future. It is envisioned that, at least initially, optical links will be complemented by microwave assets for added robustness, especially for human missions. However, it is expected that as optical techniques mature, laser communications may be operated without conventional radio frequency links.
The purpose of this paper is to briefly review the state-of-the-art in deep space laser communications and its challenges and discuss NASA-supported technology development efforts and plans for deep space optical communications at JPL. Figure 1 illustrates the remarkable growth of telecommunications in planetary applications from the dawn of deep space telemetry to the present time as it relates to the missions supported by the National Aeronautics and space Administration (NASA). This figure shows downlink channel capacity in bits per second as a function of time in calendar years. For ease of comparison, distance has been normalized to Jupiter's average distance from Earth. This figure reveals eight orders of magnitude improvement in channel capacity since 1960: In the early 1960s, the distance-normalized transmission rate was less than 0.1 b/s, whereas the same rate today is more than 1 Mb/s. Several technology breakthroughs have also been identified on the figure. As a historical note, some of the missions that were (or are) beneficiaries of these technologies are also shown on the chart. On the figure, 1960 technology has been exemplified by a spacecraft telecom package of 3-W amplifier and 1.2-m S-band antenna. Likewise, current technology has been exemplified by a spacecraft telecom package of 100-W amplifier and 3-m X-band antenna. Figure 2 shows historical trends of the angular tracking accuracy for deep space probes in nanoradians (nrad) as a function of time in calendar years. In the 1960s, this accuracy was coarser than 100 microradians; today, the tracking angular accuracy approaches 1 nrad. and modern spacecraft can navigate much more precisely than before to arrive at their destinations with desired accuracy. Such tracking accuracies are necessary to land probes on the moons of distant planets or to allow two or more probes to rendezvous anywhere in the solar system. Figure 2 also identifies when each tracking technique was employed for the first time. As a historical note, some of the missions associated with these techniques are shown on the chart. The improvements in data rate and tracking accuracy were necessary because of requirements set by the planetary and deep space science community. It is envisioned that such trends, especially on data rate, will continue in the future [1] . Although radio frequency (RF) waves may be able to meet future demands, in practice, optical links may provide a better option for meeting such ominous goals. It will be difficult, if not impossible, to communicate at gigabits per second from the deep space using RF technology [2] . Such communications links are better served with optical means [3] .
INTRODUCTION

NEAR EARTH OPTICAL COMMUNICATIONS
Since the early days of laser development, airborne and space-borne lasercom systems have been under development in the United States, Europe and Japan [4 --10] . In the past decade, major lasercom systems from Earth-orbiting spacecraft were demonstrated successfully, as outlined in Table 1 .
As seen from this table, optical communications for near-Earth and air-borne applications enjoys some degree of maturity. LCE (Laser Communications Experiment) was designed based on laser diode power of under 10-mW [4] . That limited the achievable data-rate. Besides implementing one of the earliest demonstrations of laser communications, this showed the benefits of a multi-beam uplink beacon to a spacecraft to mitigate atmospheric scintillations effects. No much data is publicly available for geoLITE (Geosynchronous Laser Intersatellite Transmission Experiment) and ALEX (Airborne Laser EXperiment) due to the military sponsorship for this demonstration [5, 6] .
Although these demonstrations showed that data-rates comparable to those practiced by the fiber optics industry are achievable at ranges of 40,000 km and more. SILEX (Semiconductor Inter-satellite Lasercom EXperiment) used 60-mW, 800-860-nm laser diodes sources for telecommunications from SPOT-4 satellite (in LEO-orbit) to ground at a data-arte of 50 Mb/s. A second SILEX transceiver was launched, scheduled for launch to GEO, was used to relay LEO data to Earth, through the GEO spacecraft. The Optical Inter-orbit Communications Engineering Test Satellite (OICETS), launched by the Japanese Space Agency did successfully communicate with SILEX [7, 8] . In an experiment named LOLA (Liaison Optique Laser Aeroportee), the ARTEMIS satellite, relayed optical laser links from an aircraft at altitudes of 6000 and 10,000 m over a distance of 40,000 km [9] . The Laser Communication Terminal on Terra-SAR-X (LCTSX) experiment is planned for early 2008 between two satellites in LEO, and eventually from LEO to ground [10] . 
DEEP SPACE OPTICAL COMMUNICATIONS AND TECHNOLOGY DEVELOPMENT AT JPL
Funded by NASA, JPL is developing optical communication technologies for future planetary applications [11] . Since these technologies are not being developed for a specific mission, the developments must be adaptable to a range of potential missions that include distances from Moon to outer planets. An important challenge in developing technology for space applications is the identification and utilization of a flight opportunity to test the technology. Therefore, the range of JPL efforts expands a basic system for demonstration/validation to operational products for missions with demanding communication needs. It is important to demonstrate the feasibility of deep space communications, albeit, at a low data rate. Hence, to prove feasibility, we need to close the link with adequate margin and good pointing and tracking performance.
It is envisioned that the first generation of optical communication systems will use ground-based Earth terminals. However, to avoid the loss associated with the atmosphere, future generations may place the Earth terminal on orbit (Earth's orbit).
Due to the vast distance associated with planetary missions, the optical link must operate in a weak signal environment also known as "photon starved channel." To enable day and night operation, the link must be able to handle high levels of background light. The above conditions call for a signaling approach, known as pulse position modulation (PPM), where signal energy is concentrated in narrow pulses.
Hence it is suitable for rejecting background light as well as easing average power requirement of the onboard laser source. At the receive end, photon counting technology can provide for high throughputs with modest source power levels and modest transmit and receive aperture sizes. The narrow beam associated with an optical link requires careful space terminal vibration isolation and precise pointing. For groundbased Earth terminals, a thorough understanding of the atmospheric effects is necessary for successful link operation. Similar to the RF channels, optical links benefit from encoding of data to improve link performance.
JPL effort is focused on 1 µm and 1.5 µm wavelengths. Technology development is conducted in three main areas of space, ground, and channel (end-to-end) Figure 3 shows the conceptual block diagram of the space terminal. To enable the generation of navigation data types, i.e., Doppler and range, the terminal can function as a coherent transponder. Coherency is achieved by locking PPM symbols to the uplink RF signal or optical signal. The frequency of the RF signal is at about 7 GHz for deep space applications. In the following, a brief discussion of each technology item will be presented. The main elements of the transmitter are the laser power source and the PPM modulator. High order PPM requires an efficient laser amplifier with a high peak to average power ratio. This requirement can be met with Yb fiber lasers operating near 1060 nm [12] or Er/Yb fiber lasers operating near 1550 nm, with the highest DC to optical efficiencies presently achievable at the shorter wavelength due to the reduced quantum gap from the pump wavelength (940 or 980 nm) and the single step energy transfer process. JPL is now implementing data rates in the 50 to 1200 Megabits per second range using sub-nanosecond PPM slot widths. In this slot width domain, Stimulated Brillouin Scattering (SBS) is not limiting, but Self Phase Modulation (SPM) becomes the dominant nonlinear effect limiting laser performance at pulse widths less than 100 picoseconds with existing fiber amplifier designs. JPL has developed a series of Field Programmable Gate Array (FPGA) encoders and modulators that operate a slot rates down to 100 picoseconds with real time data inputs to 1.2 gigabits per second.
Space Technologies
B) Flight Receiver
The main focus of flight receiver activity has been the development and demonstration of Doppler rate estimation algorithm in hardware based upon using GHz rate PPM slot clock. Another area of emphasis has been flight photon counting detector qualification, namely, InGaAs(P) single photon sensitive Negative Avalanche Feedback and Geiger mode detectors for space operation.
C) Optical terminal vibration isolation, acquisition and tracking
Several Acquisition/Tracking/Pointing (ATP) architectures for an optical flight terminal with reduced size/mass/power have been recently investigated. A Disturbance Free Platform (DFP) eliminates the need for a fine steering mechanism and line-of-sight stabilization system [13] . A concept design for a deep space ATP brassboard based upon a DFP concept and incorporating other enhancements for reduced size/mass/power is shown in Figure 4 . 
Ground Technologies
The Earth terminal conceptual block diagram is depicted in Figure 5 . It is assumed that the receive aperture is implemented via the arraying of N telescopes. Previous studies have shown that arraying of smaller telescopes may be a lower cost solution than building large monolithic apertures. Each telescope focuses the received light on an array of photon-counting detectors. The use of arrayed detectors allows for the reception of high data rates by mitigating photon counting detector recovery time. 
A) Ground Receiver
The architecture of the receiver segment of the Earth terminal of Figure 5 is depicted in Figure 6 . This architecture is invariant with the operational domain, and it is linearly scalable. Each telescope performs an independent acquisition of the downlink signal in the spatial, wavelength, and temporal domains. The quad detector/receiver architecture provides high bandwidth tracking after initial acquisition. Synchronized receiver outputs are transmitted over fiber-optics links to a network of PPM slot accumulators, which generate slot statistics for input to the SCPPM decoder chain. This architecture is linearly scalable with data rate.
B) High Efficiency Photon Counting Detector
Efficient detectors reduce spacecraft burden by reducing the amount of transmit laser power required, and single photon sensitivity is desired for the high efficiencies [14, 15] . In addition to high single photon detection efficiency (SPDE), low output pulse jitter is required for reception of PPM signals at high data rates. Dark count rate requirements are less stringent than other photon counting applications due to the high background fluxes encountered during daytime link operations, and detector count rate limitations (linearity) can be mitigated through the use of array architectures.
To date, a "magic bullet" single photon sensitive detector combining high SPDE, low jitter, low dark rate, high saturation fluence, and minimal support circuitry does not exist. To help foster development of this ideal detector for photon starved optical communications, JPL has heavily invested in a state-of-the-art characterization facility for photon counting detectors. In collaboration with industry and academia we have tested and developed several promising technologies, although each presently has drawbacks. The most viable technology presently commercially available is the InGaAs(P) intensified photodiode (IPD) [16] . The IPD was validated to photon count in the near-infrared with high efficiency (> 40% SPDE) and operate with minimal cooling (220K) during the early phases of the now cancelled Mars Laser Communications Demonstration (MLCD) [17] . However, the IPD is a vacuum tube device that suffers from photocathode degradation with a lifetime on the order of a few thousand hours.
The superconducting niobium nitride (NbN) detector [18] is interesting for its high SPDE and low jitter. The Microdevices Laboratory at JPL has fabricated eight element arrays and single pixels with up to 40% detection efficiency [19] and 22 picoseconds jitter for a 5 micron square device. The primary drawbacks of this technology are its cooling requirement (4K or lower) and small pixel size (few microns squared) which is difficult to map to a receive beam smeared by atmospheric turbulence.
Most promising has been demonstration Negative Avalanche Feedback (NAF) avalanche photodiodes with InGaAs absorbers for non-Geiger mode photon counting in the near infrared. This technology has been previously demonstrated in silicon for visible wavelengths [20] . The NAF operational mode eliminates the requirement for the reset circuitry and read-out electronics that are required for semiconductor photon counters using Geiger mode operation. We have now validated high gains (greater than 10 5 ) with excess noise factors near 1.0 in an InGaAs/InP material system and confirmed single photon response in sub-Geiger mode operation.
Detector jitter, the random delay from the time a photon is incident on a single-photoncounting detector (SPD) to the time an electrical pulse is produced in response to that photon, has been characterized for a number of SPDs. It is shown that the loss, measured as the ratio of the signal power required in the presence of jitter to that in the absence of jitter, goes as the square of the normalized jitter standard deviation (the standard deviation of the jitter in slot widths) [21] . The loss is small when the normalized jitter is less than 1, and becomes significant beyond that point. This loss must be taken into account when evaluating detectors for very high throughput channels.
Similarly, receiver slot synchronization error impedes the reception of very high data rate signals (very small slot widths). Errors in synchronization contribute to uncertainty in the location of a photon relative to the slot and symbol boundaries. Figure 7 , adapted from [21] , illustrates the loss in capacity as a function of the RMS of timing jitter and detector jitter. We have developed a high data rate (700 Megabits/s) optical communications receiver board. This board also accepts timing and spacecraft ephemeris data. Different front end modules accommodate linear or Geiger mode optical detectors. The block diagram of the high data rate receiver is shown in Figure 8 
Channel and End-To-End Technologies
In this section we discuss error correcting coding for optical channels and the atmospheric effect on optical links
A) Downlink channel encoding
With the high peak-to-average power laser transmitter, high efficiency is achieved using pulse position modulation [14, 15] and photon counting detection. To efficiently take advantage of the increased capacity available requires a power efficient error-correctioncode (ECC) that can be implemented at very high rates. Although there has been considerable progress on the design and implementation of ECC's for the RF channel, those codes are poorly suited for the optical channel. JPL has developed an efficient Serial Concatenated Pulse Position Modulation (SCPPM) code [22] with code gains more than 1.5 dB over the best known codes for the RF channel (when applied to an optical channel), performing within 0.8 dB of the optical channel capacity, and providing more than 9 dB of gain over the uncoded channel.
B) The Optical Channel in the Presence of Sunlight and Atmospheric Effects
Earth's atmosphere imposes site-dependent losses on the deep space optical link. For this reason, link operations need to account for the atmosphere and its impact on system availability. The notable effects to address include: losses caused by gaseous constituents of the atmosphere (natural and man-made), clear air turbulence that distorts the wave front of an optical beam, daytime diffused light that causes background noise, and optical signal blockage caused by clouds. Only sites that minimize, or reduce, the above effects should be considered for an operational deep space optical communications system.
Since cloud coverage greatly impacts link availability, studies have been conducted to characterize this phenomenon. These studies point to the need for multiple stations to provide diversity. There are two main questions to be answered, first, the minimum distance between stations to ensure uncorrelated weather at the sites, second, the necessary number of stations to realize the desired availability improvement. Multi-year data of surface observations of cloud coverage, over a large number of locations, can be provided by the NOAA National Climatic Data Center (NCDC). A JPL study, based on NCDC surface observation data, analyzed the cloud coverage statistics over a number of locations of interest in the South-West United States [23] . Link availability for single location and diversity performance with multiple locations were examined. The findings have showed that site separation of several hundreds of kilometers is sufficient to achieve cloud coverage de-correlation.
JPL has installed a multi-sensor system at the Table Mountain facility (TMF) in Wrightwood, CA to monitor the optical channel which includes both visible and infrared sky cameras. The visible all-sky camera images the daytime sky and provides the fraction of sky that is covered by clouds. The infrared camera, not only delivers sky images, but also provides a number of other relevant information such as sky radiance, sky temperature, and water vapor content of the atmosphere during clear sky. Since clouds have a higher temperature than that of the background sky, clouds can easily be detected in the thermal infrared range. For this reason, one of the advantages of such a system is the ability to collect data during night and day. The thermal infrared sky imager deployed at TMF is radiometrically calibrated and provides cloud coverage imaging, measurements of cloud water vapor content, and cloud height [24] . This particular imager was developed in collaboration with Montana State University, and it offers a low-cost approach for collecting data at many sites, hence, a network of channel monitoring tools.
Satellite imaging measurements offer a global quantitative complement to surface observations. The satellite images are acquired at different wavelength bands (both in the visible and in the infrared bands) and are processed to extract the spatial distribution of water vapor concentration in the atmosphere providing indication of cloud presence. The spatial distribution of clouds (water vapor) is determined by using algorithms that perform a series of threshold tests on the acquired satellite images. Because of the global Earth coverage by meteorological satellites, it is possible to process and correlate cloud coverage data not only for a single location but for a number of locations distributed over the Earth. Using satellite data, a JPL-sponsored study evaluated the performance of a global network of telescopes to support an optical communications mission to Mars [25] . The scope of the study was to quantify network availability, i.e., the percentage of time with clear line-of-sight between Earth and satellite, from May 2003 to June 2004. This study considered a number of candidate regions to house ground stations, and it determined the network availability with a varying number (from 3 to 12) of deployed global stations. For a target of 90% minimum availability, it was found that six stations were needed for the study period as illustrated in Figure 9 . Since Mars was in the southern declination phase during the time span considered, the resulting station locations are predominately in the southern hemisphere. The TMF monitoring effort is not limited to cloud coverage observations. This activity also continuously monitors atmospheric transmittance and sky radiance using a sunphotometer. The variability of water vapor and aerosol content of the atmosphere influences the link performance during the day and the year. To measure atmospheric transmittance, the sun-photometer deployed at TMF tracks the sun disk during the day and produces calibrated measurements of atmospheric optical density based on the computed sun irradiance over a number of visible and near infrared wavelength channels (870, 1020 and 1640 nm). TMF is at 2200 m above sea level and located in a region of relatively low human and industrial-produced aerosol concentration, therefore high atmospheric transmittance is expected for most of the time. Day time sky radiance is generated by the scattering of the Sun irradiance. In the near infrared, aerosols are the main contributors to scattering sunlight. Therefore locations (such as TMF) at higher elevation, where there are lower aerosol concentrations in the air, experience reduced daytime sky radiance. Because of the relation to the solar irradiance spectrum, day time sky radiance peaks in the visible region and exponentially decreases in the near infrared. Sky background also increases when the Sun is angularly close to the link line-of-sight and when the link line-of-sight is at lower elevation. Clear air turbulences also greatly affect the performance of a deep space optical link. On the downlink, the degradation of the incoming optical wavefront due to clear air turbulence is the cause of atmospheric "seeing" which reduces the telescope resolution way beyond the diffraction limit. As a result of poor atmospheric seeing, a larger area (and in a number of cases, slower) photodetector is needed at the receiver to capture all signal photons. At the same time, a larger area photodetector corresponds to a larger field of view which introduces higher background noise. Adaptive optics and line of sight stabilization improve the downlink system performances [26] . Clear air turbulences also greatly affect uplink of the laser beam to the remote optical terminal. In fact, scintillation, beam spreading and beam wander of the uplink laser signal originated by turbulence will cause the spacecraft optical receiver to experience further loss and fluctuation of signal that can compromise the correct acquisition of the optical beam. Multibeaming is a way to circumvent these uplink problems generated by turbulence. Multibeaming uses a number of mutually incoherent beams to illuminate the spacecraft. The beams are separated at the ground by a distance larger than the atmospheric coherence length; therefore each beam experiences an independent atmospheric path which averages out the effects of turbulence at the target. During the MLCD program, a study was accomplished to characterize the improvement derived by the use of multibeaming during an optical uplink to a spacecraft at 2.4 AU of distance [27] . Some results of the study are depicted in Figure 12 . The figure compares the CDF of the signal irradiance experienced at the target with an uplink configuration of one, four, and sixteen beams. The total beacon power is 500 W, the wavelength is 1064 nm and the turbulence is characterized by an atmospheric coherence length at ground of 7.43 cm at 1064 nm. The elevation angle is 35 o . The data were obtained with a wave optics simulation. From Figure 12 it easy to see that there is a large spreading of irradiance for a single beam. The benefits of multibeaming are already evident for a four-beam configuration where there is a relatively low spreading of values from the median irradiance. Further performance improvements, albeit not at the same level, are noticed for a 16-beam configuration. However, scaling from 4 to 16 beams results in considerable increase in complexity, and the benefits may or may not justify the cost. 
