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Abbreviations
AOM Acousto-optical modulator
CPM Coherence population mapping
cw Continuous wave
DDS Direct digital synthesis
DFG Difference-frequency generation
EIT Electromagnetically induced transparency
EOM Electro-optical modulator
FSR Free spectral range
FWHM Full width half maximum
HFS Hyperfine structure
HV High voltage
MgO:PPLN Magnesium-oxide doped, periodically poled lithium niobate
OPO Optical parametric oscillation
PDH Pound-Drever-Hall (stabilization
PE Peltier element
PID Proportional Integral Differential
pp Peak to peak
Pr Praseodymium
PrYSO Praseodymium-doped yttrium orthosilicate
PSD Power spectral density
PZT Piezo-electric transducer
QPM Quasi phase matching
v
RAP Rapid adiabatic passage
REIDC Rare-earth-ion-doped crystal
RF Radio frequency
RHD Raman heterodyne detection
rms Root mean square
SFG Sum-frequency generation
SHG Second-harmonic generation
SPE Stimulated photon echo
TDSE Time-dependent Schrödinger equation
ULE Ultra-low expansion (glass)
Y Yttrium
YSO Yttrium orthosilicate
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Introduction
Introduction
Efficient quantum information storage is of growing importance to modern com-
putation and communication networks. Storage is crucial in order to extend the
complexity of computation, to synchronize communication processes or to provide
long distance data transfer. However, storage devices are often based on electron-
ics that are meant to store classical information bits. Quantum information on
the other hand is based on the phenomena of quantum mechanics, i.e., a quan-
tum state can be a superposition of two states, which is impossible in classical
information. The properties of quantum states enable novel applications, e.g., im-
plementation of quantum computing algorithms [1], quantum cryptography or the
setup of quantum networks [2]. Thus, future quantum memories should preserve
the full quantum state. The interaction between light and matter on a quantum
level exhibits promising approaches towards storing and processing quantum in-
formation [3,4]. Light is a fast and efficient transmitter and a light pulse contains
phase, amplitude, polarization and propagation direction, i.e., many degrees of
freedom to encode information.
In order to realize optical data storage, a number of proposals are currently
investigated, which aim for high efficiency, multi-mode capacity and long stor-
age duration in future light storage devices [3–8]. A prominent approach towards
light storage is based on electromagnetically induced transparency (EIT) [7,9,10].
EIT-based memories use a classical laser field to manipulate absorption and disper-
sion properties of a medium to enable lossless propagation and stopping of light
pulses. The information of the light pulse is thereby transformed into a manifold
of persistent atomic coherences, i.e., a superposition of two atomic states. The
EIT-based memory preserves the full quantum state of the input light pulse and
enables on-demand read-out of the latter from the atomic coherence. EIT-based
light storage was first realized in vapors [11,12] and cold atomic gases [13], which
exhibit excellent spectral properties. However, gaseous media suffer from diffu-
sion, collisions and technically challenging setups. Rare-earth-ion doped crystals
(REIDC) on the other hand provide atom-like spectral properties in combination
with the advantages of solids, i.e., scalability, localized interaction centers and
easier handling. REIDCs have therefore experienced growing attention for the use
as quantum memories [14–18]. This work is embedded in a project to develop
and improve an efficient, long-term solid-state memory for coherent light pulses
and in the future also for single photons. In particular, we extend an EIT-based
memory in the REIDC praseodymium-doped yttrium orthosilicate (PrYSO) with a
novel laser system and experimental procedures to achieve efficient rephasing and
easily accessible, ultra-long storage durations. The thesis is structured as follows:
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Chapter 1 gives a short introduction to the storage medium PrYSO. It contains
the main spectroscopic properties of the relevant level structure as well as an
overview about relevant interactions and processes within the PrYSO crystal.
Chapter 2 presents the first objective of our work, i.e., the setup of a laser
system at the wavelength λ = 606nm for coherent manipulations in PrYSO. In
previous experiments, this rather exceptional wavelength was generated by a dye
laser. These systems provide widely tunable output with sufficient continuous
wave power ∼ 1W in the visible spectrum and have been successfully frequency
stabilized to sub-kHz level [19]. However, dye lasers contain complex optical res-
onators and require a high level of maintenance, which complicates their use in
non-laboratory environments. Our required wavelength is otherwise only avail-
able from frequency mixing of two phase-locked lasers or laser systems based
on nonlinear frequency generation [20–22]. However, these systems obtained so
far only little output power or suffered from output instabilities on longer time
scales. Here, we present a novel approach based on optical parametric oscillation
and intra-cavity sum-frequency generation in periodically-poled lithium niobate to
generate tunable, visible output. Our solid-state system is meant as an approach
towards robust laser sources in the visible and for future quantum memories.
Chapter 3 introduces coherent light matter interactions. These form the basis
of EIT-based light storage and for all procedures that we implement to enhance
storage time and efficiency of our EIT-based memory.
Chapters 4 and 5 present our efforts to prolong the storage duration in our
memory. The storage time is limited by the life-time of an atomic coherence in
PrYSO. Dephasing and decoherence reduce the latter to times, which are typically
shorter than the theoretical maximum given by twice the population life-time.
Chapter 4 presents the work on efficient compensation of dephasing. The
latter is caused by inhomogeneous broadening, which leads to different (but de-
terministic) phase evolutions for individual coherences. After a typically very short
dephasing time, this leads to destructive interference and prevents a read-out
of the memory. However, the application of pulsed radio-frequency (RF) mag-
netic fields can rephase the coherences. Most common rephasing sequences use π
pulses, which are tied to strict conditions and therefore sensitive to errors. In our
work, we implement rephasing by adiabatic pulses. These are known for robust
and efficient manipulation of quantum systems [23, 24] and we experimentally
compare their rephasing capabilities to rephasing with π pulses.
Beyond dephasing, the coherence life-time suffers from decoherence, i.e., sta-
tistical phase changes caused by fluctuations in the crystal environment. Dynamic
and static decoupling from the environment is one way to increase the decoher-
ence time towards its theoretical maximum [25–29]. However, these techniques
require precisely chosen static and RF magnetic fields and make experiments quite
complex. Chapter 5 presents an alternative approach to reach ultra-long storage
times by reversibly mapping coherences onto long-lived populations with a short
writing and reading sequence. The storage duration is thus insensitive to deco-
herence and only limited by population relaxation. We implement and investigate
our novel coherence population mapping (CPM) protocol in PrYSO and compare
it to the well-known stimulated photon echo storage protocol [30,31].
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Chapter 1
Praseodymium-doped Yttrium Orthosilicate
This work deals with coherent storage and retrieval of optical or radio-frequency
(RF) information, whereat the storage medium is a rare-earth-ion-doped crystal
(REIDC). In comparison to many solids, REIDCs typically provide narrow homoge-
neous broadening and therefore good coherence properties. This atom-like char-
acteristic and the fact that solids enable easy handling, scalability and potential
high optical depth, make REIDCs suitable media for solid state memories either
for classical or quantum information [15–18].
In this work, all light storage and related experiments are performed in
a praseodymium-doped yttrium orthosilicate crystal (hereafter termed PrYSO),
which is a favorable storage medium, because it combines relatively high oscilla-
tor strength, long-lived ground states and good coherence properties.
This chapter presents all relevant spectroscopic properties of PrYSO, which are
important to understand the results presented in this thesis. This includes the
relevant energy levels, line broadening mechanisms and a spectroscopic charac-
terization of the relevant optical and RF transitions. Complementary information
is provided by e.g., [32,33].
1.1 Free Praseodymium Ions
Praseodymium (Pr) is an element of the lanthanide group that has only one sta-
ble isotope, 141
59
Pr. Along with scandium (Sc) and yttrium (Y), the lanthanides are
more commonly termed rare-earth elements. The electronic configuration of Pr3+
ions is [Xe]4f2, with two free electrons in the 4f shell, which contains all rele-
vant transitions. The fully populated 5s and 5p shells have a larger spatial extent
than the 4f shell. This electronic configuration results in an electronic shielding
of the 4f electrons and provides rather narrow homogeneous linewidth for the
4f-transitions [34, 35]. The energy levels of a free ion are determined by the
eigenvalues of the Hamilton operatorbHFI = bH0+ bHC+ bHSO. (1.1)bH0 is the unperturbed Hamiltonian of the 4f-electrons in the field of the Pr-nucleus.
The Coulomb interaction between the electrons is represented by bHC and the spin-
orbital interaction by bHSO. The level scheme of a free Pr ion is shown in figure 1.1,
in which the relevant levels are the 3H4 ground and the
1D2 optically excited state
(written in Russel-Saunders notation 2S+1LJ). Note that in the free ion this transi-
tion is still dipole forbidden, a restriction that is not present when praseodymium
is doped in a host crystal.
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Figure 1.1: (Left) Relevant energy levels of a free Pr ion, (center) after the interaction of
the latter with the host crystal field and (right) the relevant hyperfine levels for this work.
Spectroscopic data taken from [33]
1.2 Yttrium Orthosilicate Host Crystal
Yttrium orthosilicate (YSO) is a monoclinic crystal with C6
2h
symmetry and four
Y2SiO5 molecules per unit cell [36]. In order to dope the host matrix with Pr
ions, some of the Y ions are replaced with the latter. This is a favorable exchange
because both ion radii are of similar size and thus only weak crystal deformation
occurs. Furthermore, Y ions have only a weak nuclear magnetic moment, resulting
in weak interaction between a Pr ion and the host crystal environment [34]. In
each unit cell, Y ions (and possible dopant locations, respectively), occur in two
different crystallographic sites, each with the low C1 symmetry [37]. Different
crystal environments result in slightly different spectroscopic properties for each
site. All experiments presented in this thesis are performed in ions at site 1. These
exhibit a larger transition dipole moment and have an optical transition with a
wavelength of λ = 606nm for the 3H4 ↔ 1D2 transition [38]. In addition, each
crystallographic site involves two magnetic sites, resulting from opposing align-
ments of the nuclear magnetic spins with respect to the C2 crystal axis. In the
crystal used in this thesis, 0.05% of Y3+ ions are replaced with Pr3+ ions.
1.3 Crystal Field Interaction
When praseodymium is doped into YSO, its spectroscopic properties change as
indicated in figure 1.1. Due to the low crystal symmetry, the degeneracy with
respect to the total angular momentum J vanishes, the free ion’s energy levels
are Stark shifted and split up by the crystal’s electric field into 2J + 1 levels. The
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energy spacing between these J-multiplets is about 1000 cm−1 [32] and the energy
spacing within a multiplet is of the order of 100 cm−1 [33]. For each ion, the
crystal field also leads to a superposition of alternative electron configurations with
different parity, such as [Xe]4fN−15d, and the [Xe]4f2 configuration. The result
is a weakly allowed transition 3H4 ↔ 1D2. The corresponding weak transition
moment also leads to a rather long population life-time for the optically excited
state 1D2. However, when population is excited, it decays not only directly to the
lowest crystal field state 3H4(mJ = −4), but also to 3H4(mJ > −4) or 3H5 states,
as indicated in figure 1.1 by the red arrows. From these intermediate states the
population eventually relaxes without emission of radiation back to the lowest
crystal field state (indicated by the blue arrows in figure 1.1). Here the relevant,
responsible relaxation process is phonon excitation. Of course, phonon absorption
can also lead to electron excitation to higher crystal fields or within a J-multiplet,
which is why the crystal is kept at cryogenic temperatures below 5K to prevent
additional, thermal excitation of phonons. The multiple decay channels lead to a
population life-time in the excited state of the order of T ∗
1
∼ 100µs.
1.4 Hyperfine Splitting
Figure 1.2: Relevant hyperfine split-
ting in PrYSO.
The levels within a J-multiplet show an addi-
tional hyperfine splitting, which results from
the interaction between 4f-electrons and the
nuclear spin of the Pr ions (I = 5/2) as well as
the interaction of the nuclear spin with the sur-
rounding crystal field. The crystal field levels
split up into three, twofold degenerated, states,
which are labeled with the quantum number mI
to | ± 5/2〉, | ± 3/2〉 and | ± 1/2〉 (see figure 1.1
(right) and figure 1.2). Praseodymium has an
even number of electrons (N=2), which is why
the electronic levels are singlet states. In the
crystal field, this leads to a vanishing angular
momentum J in first order. Consequently, the
coupling ~I · ~J vanishes in first order and the re-
sulting hyperfine splitting is only of the order of ∼ 10MHz.
The second contribution to the hyperfine splitting is the interaction between the
electronic nuclear quadrupole moment of the Pr ions and the inhomogeneous crys-
tal field caused by all surrounding charge carriers. This interaction is of similar
order as the second order hyperfine splitting and both contributions are summa-
rized in an effective quadrupole Hamiltonian bHQ [39].
In the presence of an external, static magnetic field, the hyperfine levels further
split into Zeeman levels. However, the Zeeman levels are not of significant im-
portance to any of the experiments presented in this thesis and thus the relevant
hyperfine splitting is only determined by the effective quadrupole interaction.
The hyperfine structure (HFS) includes all relevant transitions for this work.
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More precisely, all experiments are performed within the hyperfine levels of the
lowest crystal field states 3H4(−4) and 1D2(−2). Note that whenever (optical or
RF) information is stored in PrYSO in the presented work it is encoded in a coher-
ent superposition or in a population distribution within the ground state HFS levels
of 3H4(−4). All optical fields couple the HFS levels in the |3H4(−4)〉 ↔ |1D2(−2)〉
transition.
Table 1.1 gives the experimentally determined relative oscillator strength for all
nine possible transitions between ground and optically excited states [40]. From
the table it is obvious that Pr:YSO provides an effective four and two level system
(colored slots).
Table 1.1: Relative oscillator strength f between the hyperfine levels of electronic ground
state 3H4(−4) and optically excited state 1D2(−2) in Pr:YSO according to [40].
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
3H4(−4)
1D2(−2) | ± 1
2
〉 | ± 3
2
〉 | ± 5
2
〉
| ± 1
2
〉 f = 0,55 f = 0,38 f = 0,07
| ± 3
2
〉 f = 0,4 f = 0,6 f = 0,01
| ± 5
2
〉 f = 0,05 f = 0,02 f = 0,93
The hyperfine levels, especially those of the ground state, provide advantages
for the presented experiments (the quantities of interest for the hyperfine states
are summarized in table 1.2). First of all, the ground state hyperfine levels ex-
hibit rather long population relaxation times. This is advantageous for all experi-
ments that demand long term stable population distributions, as will be discussed
in chapter 5. Note that the relaxation time T1(|1〉 ↔ |2〉) is about a magnitude
smaller than T1(|2〉 ↔ |3〉), as was determined by our own quantitative measure-
ments (see Appendix A). The population relaxation time defines an upper, theo-
retical limit for the decoherence time. However, the latter is also determined by
other interactions and has been measured to be T2 ≈ 500µs in good agreement
with other experiments [41]. Next, the energy difference between the hyperfine
levels is rather small, i.e., the transition frequency is in the range of ∼ 10MHz.
This enables direct control of coherent superpositions or population distributions
in the HFS via RF magnetic fields.
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Table 1.2: Relevant spectroscopic quantities of the ground and excited state HFS levels.
Ground state 3H4(−4)
Population relaxation times (at T = 4K) T1 (|1〉↔ |2〉) = 8.7 s
T1 (|2〉↔ |3〉) = 109.5 s
Decoherence time T2 ≈ 500µs
Homogeneous broadening HFS transitions ΓHFSh ≈ 650Hz [41]
Inhomogeneous broadening HFS transitions ΓHFSinh (|1〉↔ |2〉)≈ 40kHz
ΓHFSinh (|2〉↔ |3〉)≈ 80kHz
Excited state 1D2(−2)
Population life-time T ∗
1
= 164µs [38]
Decoherence time T ∗
2
≈ 111µs [38]
Homogeneous broadening optical transition Γopth ≈ 2.8kHz [38]
Inhomogeneous broadening optical transition Γoptinh ≈ 7GHz
1.5 Homogeneous and Inhomogeneous Broadening
Transitions within the 4f shell of rare-earth-ion-doped solids show a rather narrow
linewidth. The homogeneous portion of the linewidth Γh of a transition is given
by Γh = (πT2)
−1. As mentioned above, the decoherence time T2 has a theoret-
ical maximum set by the population decay time T1 of T2 = 2T1. In addition to
population decay, also other effects contribute to decoherence [34,38].
The first is the spin-ion contribution Γspin-ion that results form an interaction be-
tween the Pr ion and fluctuating spins in its environment. A second contribution is
given by ion-ion interaction which produces a shift of the transition frequency in
the presence of a neighbouring, excited Pr ion through dipole-dipole interaction.
The last contribution to homogeneous broadening is phononic interaction with
the electrons. This directly affects population relaxation in which the excitation of
phonons causes relaxation of population to lower crystal field levels. Absorption
of phonons excites electrons to higher crystal field levels. Phononic interaction
can be reduced by cooling the crystal to cryogenic temperatures below 5 K. The
resulting homogeneous linewidth for the relevant optical transition in Pr:YSO is
Γ
opt
h ≈ 2.8kHz [38]. The homogeneous linewidth for the 3H4(−4) hyperfine tran-
sitions is ΓHFSh ≈ 650Hz [41].
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Figure 1.3: Origin of static inhomogeneous broadening. (Right) Differently located
praseodymium dopants (colored rectangles) experience a heterogeneous crystal field
which causes a varying Stark shift for the (optical) transition frequency between the hyper-
fine levels (central box). (Right) A variety of transitions (each homogeneously broadened
with Γh) gives the inhomogeneously broadened optical line with a width Γinh.
Inhomogeneous Broadening
The observed spectral lines in REIDCs usually exhibit a larger linewidth than ex-
pected from the homogeneous linewidth. This is due to inhomogeneous broad-
ening which originates from a crystal environment that varies from site to site.
Hence ions at different locations experience different crystal fields as indicated
in figure 1.3 (left side). The difference of environments is mainly due to crys-
tal defects such as vacancies, chemical impurities or mechanical stress, e.g., due
to the doping itself. Consequently, the inhomogeneous broadening also depends
strongly on the dopant concentration, similar to the homogeneous linewidth.
Therefore, usually low dopant concentrations ≪ 1% are used. Different crys-
tal fields yield a slightly different level shift of the crystal-field states. Thus,
the transition frequency varies and we observe a broadening of the measured
transition (see figure 1.3 center and right side). All ions with the same, i.e.,
non-distinguishable transition frequency are labeled as one frequency ensemble.
Figure 1.4: Inhomogeneous broadening of the ground
state hyperfine transitions.
Note that not only the optical
transition is inhomogeneously
broadened, as indicated in fig-
ure 1.3. The RF transitions
within the hyperfine states also
exhibit inhomogeneous broad-
ening, caused by the same ef-
fects as the broadening of the
optical transition (see figure
1.4). The respective frequency
shift in the optical, as well as
in the two RF transitions, is
correlated. Thus the deviation
of optical or RF transition frequencies from the center of the corresponding inho-
mogeneous line happens with the same ratio in each individual ion or ensemble,
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respectively [42], i.e., ΓHFS−1inh /Γ
HFS−2
inh = const etc.
So far, this section introduced the inhomogeneous broadening as an effect that
causes a static shift of transition frequencies due to the inhomogeneous crystal
field. However, there is also a dynamic broadening mechanism, which is caused
by spin-ion interaction of surrounding Y spins with a Pr ion. If a stochastic Y
spin flip occurs, it causes an uncorrelated, sudden shift of the transition frequency
of the Pr ion via magnetic dipole-dipole interaction. Thus, the ion resonance is
moved spectrally within the inhomogeneous line. Spin flips are therefore a source
of dynamical, temporally varying, inhomogeneous broadening, known as spectral
diffusion [33, 43, 44]. Note that the impact of spectral diffusion also depends on
various crystal parameters such as dopant concentration, i.e., the distance between
interacting ions or the magnitude of nuclear spin moments. For a crystal with
identical parameters as the crystal used during this thesis, spectral diffusion causes
frequency shifts in the range of ∼ 100Hz [25].
Both optical and HFS inhomogeneous broadening, as indicated in table 1.2,
play a significant role for this work. The inhomogeneous optical broadening ne-
cessitates an optical preparation in order to address only defined ensembles, as
otherwise, a single-frequency laser-beam would always couple to nine different
transitions (see chapter 4.4.5). Inhomogeneous HFS broadening has an even
higher impact because it affects the efficiency of RF pulses acting on the ground
state HFS transitions. Indeed, a central part of this work relies on the application
of such RF pulses to enhance efficiency and storage duration for (optical) infor-
mation storage. Consequently, some effort of this work also focuses on minimizing
the influence of ΓHFSinh .
9
Chapter 2. Solid-State-Laser System
Chapter 2
Solid-State-Laser System
The preceding chapter introduced the storage medium PrYSO with its relevant
optical transition at λ = 606 nm. This chapter describes a solid-state-laser system
to provide this radiation. It was set up as an alternative to an already existing
ring dye laser system with the motivation to replace the latter because of its high
maintenance requirements. Furthermore, dye lasers require quite complex optical
resonators to guarantee single longitudinal mode operation with a reasonable fre-
quency linewidth. Therefore, dye lasers are typically unsuitable in non-laboratory
environments, making real life applications rather difficult.
The alternative laser system presented in this chapter operates on the basis of
two frequency-mixing processes in an all solid state approach similar to a system
described by Bosenberg et al. [22]. In contrast to the approach in [22], our laser
system also allows for coarse tuning the output wavelength.
It was developed in collaboration with the company Aculight and is based on
a commercially available, tunable continuous wave (cw) optical parametric os-
cillator, which has proven to be most robust, e.g., able to operate under heli-
copter flight conditions. Light storage experiments require the system to provide
high cw output power (∼ 1W) and narrow frequency linewidth in the range of
∆ν ≈ 100kHz. In order to fulfill the latter requirement, we complement the laser
setup with a Pound-Drever-Hall frequency stabilization.
This chapter is arranged as follows. First, it overviews the basic idea of our
laser system. The next section discusses second-order frequency- mixing processes,
the very relevant issue of phase matching and the basics of frequency stabilization.
The subsequent sections describe the experimental setup and present an experi-
mental characterization of the free-running and frequency-stabilized laser system.
2.1 Overview
The laser system consists of an all solid-state fiber-laser system serving as a pump
source for two frequency-mixing processes in a nonlinear medium. This nonlinear
medium is the key feature of our laser system. It is a lithium niobate crystal which
converts pump radiation at λP = 1064 nm into visible radiation at λvis = 606 nm.
The frequency conversion happens in two steps, optical parametric oscillation
(OPO) and single pass sum-frequency generation (SFG), both are second-order
(χ (2)) nonlinear processes. Figure 2.1 sketches this basic idea. In the OPO, a
pump photon with energy ħhωP is split by difference-frequency generation into two
photons obeying energy conservation ħhωP = ħhωS + ħhωI. These photons are called
10
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signal and idler and here they have wavelengths of 2πc/ωS = λS = 1407 nm
and 2πc/ωI = λI = 4365 nm. In the subsequent SFG section, the signal photon
is mixed with a pump photon to a visible output at 2πc/ωvis = λvis = 606 nm
according to the sum-frequency relation ħhωvis = ħhωP + ħhωS. However, any pair
of photons obeying energy conservation could theoretically be generated in these
two frequency-mixing processes. This enables a broad possible output wavelength
spectrum from a single device. However, besides conservation of energy, photons
must also obey conservation of momentum, which is not only dependent on the
wavelength but also on the wavelength dependent refractive index. If the corre-
sponding momenta are not equal, the contributing beams propagate with different
phase velocities through the crystal and interfere destructively after a certain dis-
tance. Hence, no macroscopic wave can built up and there will not be any notable
output radiation. In our approach we use quasi phase matching (QPM) [45, 46]
in order to compensate the phase velocity mismatch for specific wavelengths out
of the broad possible spectrum.
QPM is based on periodic poling [47, 48], which is established by dividing
the crystal into small sections that exhibit an alternating sign of the nonlinear
susceptibility χ (2). Periodic poling compensates a given phase mismatch when the
poling period is properly chosen. Allowing a phase mismatch and compensating
it with a proper section length also allows the implementation of several mixing
processes on a single crystal by changing the poling period. In our setup both
OPO and SFG are phase matched in consecutive sections on the crystal. Moreover,
the poling period varies perpendicularly to the beam direction, allowing for coarse
tuning of the wavelength depending on the pump beam position within the crystal.
Phase matching is presented in section 2.3. Usually, nonlinear processes require
quite high powers to run efficiently and generate notable output. Therefore, we
use a powerful pump source, providing continuous wave pump radiation with a
power up to PP = 16W. In addition, the crystal is placed inside an optical cavity,
resonant for the signal wave generated in the OPO process. Due to the resulting
high intra-cavity signal power, also the single-pass SFG runs efficiently.
Second order nonlinear crystal
DFG/
OPO
SFG
Pump
Signal
Visible
Signal
Pump
Idler
Figure 2.1: A nonlinear crystal converts photons of a pump source (not shown) in a two step
process via difference-frequency generation (DFG) and sum-frequency generation (SFG)
into desired, visible photons. A cavity guides the signal beam back into the crystal, thus
the DFG acts as optical parametric oscillation (OPO).
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2.2 Sum- and Difference-Frequency Mixing
Frequency mixing occurs when a medium reacts non linearly to one or many inci-
dent electric fields ~E(ω, z, t). A convenient way to describe this response is given
by the polarization ~P of a nonlinear medium, where ~P itself acts as a source of a
new electric field driven by the incident fields. In this section, only a brief sum-
mary with the most important equations to describe sum- and difference-frequency
generation (which is the basis for optical parametric oscillation) will be given. A
detailed description of frequency mixing processes can be found in, e.g., [46].
The polarization in a lossless medium can be expressed in the form of a power
series
~P(z, t) = ε0χ
(1)
∑
n
~E(ωn, z, t) + ε0
∑
j,k
∑
nm
χ
(2)
i jk
E j(ωn, z, t)Ek(ωm, z, t)~ei +HO (2.1)
where ε0 is the dielectric constant in vacuum, χ
(1) is the linear susceptibility ten-
sor, χ (2) is the second-order nonlinear susceptibility tensor with entries χ (2)
i jk
. The
indices i jk refer to Cartesian coordinates. ~E(ωn, z, t) are the electric field compo-
nents with angular frequency ωn interacting with the nonlinear medium. In our
case all propagate along the z-direction and have the form
~E(ωn, z, t) = ~An · exp−i(ωn t−knz)+ c.c. (2.2)
with wave vectors kn = (2πn(ωn))/λn with the refractive index n and amplitudes
~An. For simplicity we assume that all electric field components have the same
linear polarization, i.e., all ~An are pointing in the same direction and all beams
have a fixed, equal propagation direction. Thus all electric fields and the polar-
ization are taken as scalar quantities. Under the condition of a lossless medium
(i.e., all frequencies ωn are far away from resonances), and fixed propagation
and polarization vectors for the electric fields, it is possible to write the entries
of χ (2) in the contracted notation with an effective nonlinear coupling constant
deff = (1/2)χ
(2) [46, 49]. Note that also the susceptibility is frequency dependent
and deff = deff(ω1,ω2, ...) is a function of the frequencies involved in the mixing pro-
cess. Sum-frequency generation (SFG) and optical parametric oscillation (OPO),
which is based on difference-frequency generation (DFG) are second-order pro-
cesses. Therefore only the second term of equation (2.1) will be considered in this
chapter. Both, SFG and DFG require two incident electric field components E1 and
E2 and hence, the second-order polarization P
(2)(t) at any location in the medium,
e.g., z = 0 reads
P(2)(t) = 2ε0deff

A1e
−iω1 t + A2e
−iω2 t + c.c.
2
= 2ε0

2deff(ω1)|A1|2+ 2deff(ω2)|A2|2
+ deff(ω1, 2ω1)A
2
1
e−i2ω1 t︸ ︷︷ ︸
SHG
+ deff(ω2, 2ω2)A
2
2
e−i2ω2 t︸ ︷︷ ︸
SHG
+ 2deff(ω1,ω2,ω1+ω2)A1A2e
−i(ω1+ω2)t︸ ︷︷ ︸
SFG
+2deff(ω1,ω2,ω1−ω2)A1A∗2e−i(ω1−ω2)t︸ ︷︷ ︸
DFG
+c.c.

(2.3)
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Note that in the further description we omit the frequency dependence of deff.
The second-order polarization exhibits non oscillating terms, known as optical
rectification. All other terms oscillate with either twice the original frequen-
cies, which is known as second-harmonic generation (SHG) or with sum- and
difference-frequency of two incident spectral components ω1 and ω2. The latter
two consequently describe SFG and DFG in a nonlinear medium.
Equation (2.3) shows how new frequencies are generated within a nonlinear
medium at a single position, i.e., z = 0. Thus, SFG and DFG provide tools for the
generation of in principle any new frequency ω3, just depending on the two input
frequencies ω1 and ω2 However, equation (2.3) is only valid for a single position
along the propagation direction. In order to built up a macroscopic output beam,
it is inevitable to include the spatial phase evolution along the entire interaction
length within the medium, given by the spatial phase factor exp(ikz). The spatial
evolution of all contributing beams is described by the wave equation, derived
from the Maxwell equations and reads
d2
dz2
E j −
n2
j
c2
0
∂ 2E j
∂ t2
=
1
ε0c
2
0
∂ 2PN L
j
∂ t2
(2.4)
Equation (2.4) describes how the nonlinear polarization PN L
j
acts as a source for
an electric field E j with the specific frequency component ω j. It is valid for every
frequency component j of the electric field separately. Equation (2.3) already con-
tains the information about which nonlinear polarization term generates a certain
frequency and thus we can directly use E j and P
(2)
j for the required processes, i.e.,
SFG or DFG. In the case of SFG we find
E j = E3 = A3e
−i(ω3 t−k3z) (2.5)
and
P
(2)
j = P
(2)
3
= 4ε0deffA1A2e
i(k1+k2)ze−i(ω1+ω2)t = 4ε0deffA1A2e
i(k1+k2)ze−iω3 t (2.6)
The wave equation (2.4) along the z-direction then reads
d2A3
dz2
+ 2ik3
dA3
dz
− k2
3
A3+
n2
3
ω2
3
A3
c2
0

e−i(ω3 t−k3z)+ c.c.
=
−4deffω23
c2
0
A1A2e
−i(ω3 t−(k1+k2)z)+ c.c.
(2.7)
In the case of a slowly varying amplitude A3, one finds (d
2A3)/(dz
2) ≪
2ik3(dA3)/(dz). We thus can neglect the term (d
2A3)/(dz
2). Since k2
3
= n2
3
ω2
3
/c2
0
,
the wave equation finally simplifies to
dA3
dz
=
2ideffω
2
3
k3c
2
0
A1A2e
i∆kz (2.8)
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with the wave vector mismatch ∆k = k1 + k2 − k3. Equation (2.8) thus describes
the spatial evolution of the third, i.e., the generated wave amplitude A3 during
a frequency mixing process. It grows proportionally with the nonlinear coupling
constant deff and the amplitudes of the two incident fields A1 and A2. However, the
spatial phase factor exp(i∆k) determines, whether a macroscopic output beam is
generated or not. This is the well-known phase matching condition for nonlinear
frequency mixing processes.
The wave vector mismatch ∆k is not necessarily zero, because it depends on
the individual indices of refraction for each wavelength via ki = (2πni)/λi, which
are typically different for different wavelength. Equation (2.8) reveals that the
amplitude A3 is then oscillating along the z-direction. Hence, no macroscopic
output beam will built up due to destructive interference of the partial beams
after ∆kz > π. Additional phase matching is thus mandatory to generate efficient
output, which will be described in section 2.3.
In our laser system we want to convert a pump beam with frequency ωP into
visible output at frequency ωvis. The first frequency mixing process we use is
DFG between a pump, signal and idler wave. The corresponding coupled wave
equations of the three waves read similar to (2.8)
dAS
dz
=
2ideffω
2
S
kSc
2
0
APA
∗
I e
−i∆kz
dAP
dz
=
2ideffω
2
P
kPc
2
0
AIASe
−i∆kz
dAI
dz
=
2ideffω
2
I
kIc
2
0
APA
∗
Se
−i∆kz
(2.9)
These equations describe the following situation. Once a signal beam co-
propagates with the pump beam through the medium, pump photons are con-
verted into signal and idler photons via difference-frequency generation. The gen-
erated idler photons themselves will again cause an energy transfer from the pump
field to the signal field and consequently both field amplitudes will increase. This
is called optical parametric amplification (OPA). If the medium is placed inside a
cavity, which is resonant for the signal beam, every round-trip causes OPA of the
signal beam which is the desired OPO process to generate a strong signal wave.
Also an idler wave will built up during this process. Note that the process of am-
plification reverses, once a large energy fraction of the pump field was transferred
to the signal and idler fields, which are now acting as pump beams themselves.
In a long medium, the amplitudes of pump, signal and idler would consequently
oscillate.
In the next step, the generated signal wave and the residual pump wave are
frequency-mixed in single pass SFG to generate the visible output. In equation
(2.8), which we derived explicitly for SFG, the relevant frequencies are then ω1 =
ωP, ω2 = ωS and ω3 = ωvis. The wave equations for SFG describing the spatial
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amplitude evolution of all three coupled waves read
dAvis
dz
=
2ideffω
2
vis
kvisc
2
0
APASe
i∆kz
dAP
dz
=
2ideffω
2
P
kPc
2
0
AvisA
∗
Se
−i∆kz
dAS
dz
=
2ideffω
2
S
kSc
2
0
AvisA
∗
Pe
−i∆kz
(2.10)
Similar to DFG, the magnitude Avis of the visible electric field will increase and the
pump and signal field will decrease at the same time. However, the efficiency of
this process depends on the phase mismatch ∆k.
Concluding this section, second-order frequency mixing is a way to generate
a desired output wavelength from a broad spectral regime given by energy con-
servation. In our case, pump and signal wavelength define the SFG visible output
wavelength. However, phase matching is a crucial issue for the efficiency of fre-
quency mixing and it will be described in the next section.
2.3 Quasi Phase Matching
The equations (2.9) and (2.10) contain spatial phase factors which depend on the
quantity ∆k = kP− kS− kI for the OPO and ∆k = kP+ kS− kvis for the SFG. If ∆k is
non-zero, phase mismatch between the participating beams occurs and suppresses
a macroscopic output. Figure 2.2 shows a simulation of the absolute value of Avis
with respect to the crystal length for different spatial phase factors and rephasing
techniques. Let us first consider the two limiting cases: The black, dashed line
shows the signal for perfect phase matching, i.e.,∆k = 0. The amplitude is linearly
increasing as expected from equation (2.8). The red, solid line on the other hand
shows the signal for ∆k 6= 0, i.e., individual beams with different phase velocities.
The amplitude is oscillating along the propagation direction and no output beam
builds up. Hence, it is crucial to set ∆k = 0 or alternatively compensate ∆k 6= 0
by a phase matching technique. Two different options exist to satisfy this phase
matching condition.
The first way of phase matching relies on equalizing the refractive indices for
all corresponding beams. Thereby we adjust the phase velocities of the participat-
ing beams to be equal in the nonlinear medium. In a birefringent material, this is
achieved by a specific choice of the propagation direction with respect to the op-
tical axis. Typically this is done by varying the angle of incidence in the material
and is known as critical phase matching [46].
Noncritical phase matching on the other hand relies on the temperature de-
pendence of the refractive index. This dependence can be different for different
wavelengths [46] and sometimes allows a temperature, which yields equal refrac-
tive indices for individual wavelengths. Even though both options theoretically
yield ∆k = 0 and a corresponding maximum output, they have practical draw-
backs. Critical phase matching often suffers from spatial walk-offs for individual
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Figure 2.2: Amplitude of a desired output field generated along the crystal length for perfect
phase matching (black, dashed line), non phase matched case (red, solid line) and in the
case of QPM (blue, dotted line). The gray/white pattern in the graph represents periodically
poled regions in a nonlinear crystal with alternating sign for the susceptibility χ(2).
beams which reduce their interaction region. Walk-offs limit also the crystal length
when the generated beams shall still overlap after the mixing process. Tempera-
ture based phase matching typically avoids the walk-off problem, but the required
temperatures are often quite different from room temperature, which can chal-
lenge the setup. In addition, material related limits do not allow arbitrary high
or low temperatures and thus noncritical phase matching usually covers only a
limited output wavelength range.
Figure 2.3: Schematic illustra-
tion of a periodically poled crys-
tal with poling period Λ and co-
herence length LC . All beams
propagate perpendicular to the
grating.
A second, alternative way to phase match non-
linear processes is quasi phase matching (QPM)
[45,46]. In QPM the phase mismatch∆k is allowed
to be non-zero, but periodic poling of the nonlinear
medium compensates this phase mismatch. QPM
was actually proposed before critical and noncriti-
cal phase matching. However, periodic poling re-
quires the manipulation of well defined regions in
the crystal on a µm scale with high electric fields.
This became technically possible only in the last
three decades [47], making QPM a recent but more
and more common phase matching technique. Pe-
riodic poling can be implemented in ferroelectric
materials. An external voltage is used to invert one
of the crystal axis in predefined regions in the crystal. Thereby, the second order
susceptibility χ (2) and the nonlinear coupling constant deff, respectively, change
their sign, which is known as ferroelectric domain inversion. Domains of inverted
and not inverted axis are typically produced such that they periodically alternate
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along the propagation direction of the beams and consequently the sign of deff
changes periodically as well (see figure 2.3 and 2.2). The coherence length LC de-
scribes the length of a single poled domain and is connected to the poling period
by Λ = 2LC. In order to describe the poling structure we define a corresponding
poling wave vector kPol = 2π/Λ. The coupling constant is then a function of the
propagation z-direction
d(z) = deffsign

cos(kPolz)

(2.11)
It is useful to express d(z) as a Fourier series
d(z) = deff
∞∑
m=−∞
(2/mπ) sin(mπ/2)eik
m
Pol,mz (2.12)
where kPol,m = 2πm/Λ and the whole expression is valid for the poling illustrated
in figure 2.3, i.e., every poling region has the same length LC. It is straight forward
to show that the (minus) first order Fourier component is the dominant contribu-
tion to the new coupling constant with dQ = (2/π)deff. Inserting the z-dependent
first order coupling constant dQ in equations (2.10) and assuming that only this
particular Fourier component is dominant for the coupling, the wave equations for
SFG transform into
dAvis
dz
=
2idQω
2
vis
kvisc
2
0
APASe
i(∆k+kPol)z
dAP
dz
=
2idQω
2
P
kPc
2
0
AvisA
∗
Se
−i(∆k−kPol)z
dAS
dz
=
2idQω
2
S
kSc
2
0
AvisA
∗
Pe
−i(∆k−kPol)z
(2.13)
Thus, phase matching for the visible output Avis is achieved when ∆k + kPol = 0.
This is the case when the phase mismatch ∆kz after one coherence length LC is
∆kLC = π. Then, the minus first order contribution becomes kPol = −π/LC = −∆k
and the overall phase mismatch becomes 0. The coherence length, e.g., for SFG is
in this case
LC =
π
∆k
=
π
kP+ kS− kvis
=
1
2

λP
nP
+
λS
nS
− λvis
nvis

(2.14)
The blue, dotted line in figure 2.2 shows a simulation for the visible signal
along the crystal position with QPM. The gray areas in the graph represent crystal
regions with a reversed susceptibility in comparison to the white regions, i.e., they
show the periodic poling in the crystal. Qualitatively speaking, QPM reverses the
phase mismatch and thus avoids destructive interference, i.e., a phase mismatch
∆kL > π for interaction length L > LC. The amplitude can consequently increase
with increasing crystal length, but with a reduced coupling coefficient by a factor
of 2/π compared to the perfectly phase matched case ∆k = 0.
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Equation (2.14) shows that the coherence length LC defines the output wave-
length via the phase matching condition. It is only a function of the vacuum wave-
length as well as the temperature and wavelength dependent refractive index of
the medium. The refractive index is also a function of the propagation direction
through the medium in case of birefringence. The Sellmeier equation [50] is typi-
cally used to calculate the refractive index and the corresponding coherence length
for periodic poling. The Sellmeier equation is an empirically derived equation
and exists in slightly varying forms. These differ in terms of added temperature
dependence or a higher accuracy for a certain spectral regime. An example for
the Sellmeier equation with experimentally determined parameters for MgO:LN is
given in [51]. For this laser system, all necessary crystal parameters for QPM were
calculated using a software (SNLO, AS Photonics).
The advantages of QPM are the following. First, QPM allows any initial wave
vector mismatch ∆k, which is mainly defined by the corresponding refractive in-
dices. Therefore there is no need to change the latter to achieve phase matching,
i.e., no non-zero angle of incidence has to be chosen which avoids a possible beam
walk-off. Thus the interaction region is extended to the entire crystal length. QPM
enables a free choice of the propagation direction and the corresponding nonlin-
ear coupling coefficients. This is probably the most beneficial point, considering
that the highest couplings, which require equally polarized beams [46], cannot be
addressed by critical phase matching but with QPM. Note that the coupling coef-
ficient is reduced by a factor of 2/π in QPM. Nevertheless, the choice of higher
coupling coefficients combined with a large interaction region enables typically
more efficient output compared to the use of other phase matching techniques.
Disadvantages of QPM are related to the fabrication of poling structures. To date,
proper poling works only for rather thin crystals with a thickness < 1mm. This
leads to a small aperture of the crystal and requires beams with rather small di-
ameters. The resulting high electric fields can cause crystal damage, strongly de-
pending on the wavelength and intensity. The latter can become quite high when
pulsed laser fields are used for frequency conversion. Some examples of damage
thresholds are listed in [52].
2.4 Experimental Setup
This section provides an overview of the experimental realization of the OPO-SFG
laser system with the specially designed nonlinear medium. It also presents a
description of the frequency stabilization unit including a short introduction on
Pound-Drever-Hall frequency stabilization.
2.4.1 Design of the Nonlinear Crystal
The previous section overviewed the concept of frequency generation by means
of a pump laser driven, nonlinear medium. It also introduced the concept of
quasi phase matching, which eventually enables efficient output of a desired wave-
length. The nonlinear medium used in this laser system is a periodically poled
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Figure 2.4: Schematic view of the magnesium oxide doped, periodically poled lithium nio-
bate crystal (MgO:PPLN). Left and right numbers indicate the poling period for the OPO
section (total length 42.5mm) and SFG section (7mm), respectively.
lithium niobate crystal (PPLN) with dimensions 50× 12× 0.5mm [53]. Lithium
niobate is a widely used synthetic crystal with relatively high nonlinear coupling
coefficients (e.g., deff = d33 = 25pm/V for SHG with λP = 1064nm [54]). Its trans-
mission window ranges from about 400 nm to 5000 nm, enabling a wide range
of possible output wavelength and applications (see e.g., [52]). However, the ab-
sorption coefficient increases steadily from 3%/cm to 30%/cm in the wavelength
range between 3900 nm to 4400 nm.
In addition, the PPLN crystal is doped with 5% magnesium oxide (MgO) to
reduce electron mobility in the crystal. In the presence of high and enduring
electromagnetic fields (especially in the visible regime), electrons would otherwise
leave the beam interaction zone, forming a space-charge region which changes the
index of refraction. This photo refractive effect typically happens on a time scale of
hours [55] and eventually leads to a performance breakdown of the laser system,
because the phase matching condition is no longer fulfilled. In order to avoid
unwanted reflections, the crystal’s surfaces are anti-reflection coated as indicated
in table 2.1).
Our crystal contains two main sections, one to phase match optical paramet-
ric oscillation and another to phase match sum-frequency generation. Figure 2.4
illustrates the corresponding crystal design.
The OPO section has a length of 42.5 mm. It exhibits a fanned poling structure,
i.e., a continuously varying poling period along the crystal height, perpendicular
to the propagation direction of all beams. For the OPO section the poling pe-
riod changes from Λ = 27.2µm to Λ = 28.9µm. The fan-out structure provides
Table 2.1: Reflectivity of the PPLN crystal surfaces for the relevant spectral components.
Wavelength range [nm] Reflectivity
604-610 R < 1.5%
1380-1460 R < 0.2%
1064 R < 1%
3900-4600 R < 3%
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tunability for signal and idler output wavelengths depending on the propagation
height of the pump beam through the crystal. Possible output is in the range of
λS ≈ 1386nm (λI ≈ 4580nm) to λS ≈ 1463nm (λI ≈ 3901nm), depending on
crystal height and temperature between 40◦C and 150◦C. Both a higher crystal
temperature as well as a larger poling period increase the signal wavelength.
The second stage has a length of 7 mm and contains three tracks with different
poling periods in order to phase match SFG of pump and signal radiation. Thereby,
we design each track to match the signal output of the preceding OPO section. The
tracks have poling periods of Λ1 = 10.18µm, Λ2 = 10.43µm and Λ3 = 10.69µm,
respectively. We chose three tracks instead of a fan-out structure to ensure at
least some visible output in case of a calculation error for the poling periods. If
a double fan-out structure would contain an incorrect poling period in one of the
fans, at no crystal height the phase matching conditions of both sections would
fit together. None or only little output would be the result. Thus the choice of
three tracks corrects for possible errors. In combination with temperature tuning
and the broad bandwidth of QPM of the order of 100 GHz, our design still permits
tuning of the visible output. The predicted output wavelength from the SFG stage
are wavelengths between λvis ≈ 601nm and λvis ≈ 616nm. However, we note
that these are theoretical values. Crystal absorption especially above 4000 nm as
well as a limited temperature control to a range between 25◦C and 70◦C reduce
the range of possible output wavelength. The experimental results on the tuning
range are shown and discussed in section 2.5.2.
In order to generate output at a wavelength of λvis = 606nm for our specific
experiments in PrYSO, we use SFG track no. 2. At this crystal height, the OPO
section generates a signal wave at λS = 1407nm. Pump wave and signal wave mix
to λvis = 606nm in the SFG track when the crystal temperature is TC ≈ 30◦C.
Note that we chose the OPO section to precede the SFG section. However,
previous work about the stage order suggests enhanced output stability with a
reversed order of OPO and SFG stages [22, 56]. The laser system nevertheless
shows good and stable output performance (see the experimental results in section
2.5). Thus we decided not to change the setup and leave this as a subject of future
work.
2.4.2 The OPO-SFG Setup
The experimental setup of the OPO-SFG is based on a commercially available cw-
OPO (Lockheed Martin Aculight, Argos Model 2400 SF-15). In our approach we
replace the original crystal designed for output in the mid-infrared region with our
OPO-SFG crystal. In addition we expand the system with a frequency stabilization
unit. Figure 2.5 shows the schematic setup including all relevant components of
our laser system. We consider first the upper dashed box, describing the OPO-SFG
setup. We use an all-solid-state fiber-laser system to provide the required pump
radiation at λP = 1064nm. It consists of a seed fiber laser (NKT Photonics, Koheras
AdjustiK Y10) and a fiber amplifier (IPG, YAR-15K-LP-SF) providing radiation with
a maximum output power of PP = 16W. The amplified output radiation has a
nominal frequency noise of ∆νP < 100kHz on a timescale of 50ms. The seed fiber
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Figure 2.5: (Upper dashed box) Schematic setup of the OPO-SFG laser system. (Lower
dashed box) Schematic setup of the Pound-Drever-Hall frequency stabilization.PZT are
piezo-electric transducers, EOM is an electro-optic modulator, M1 and M2 are mirrors with
a reflectivity of R = 99,9 % for 606nm, RF stands for radio frequency, HV for high voltage,
PD are photodiodes, PBSC a polarizing beam splitter cube. Black lines are electronic con-
nections, colored lines represent laser light.
laser contains a piezo electric transducer (PZT) allowing for continuous pump
wavelength tuning in the range of 100 GHz.
A polarization maintaining fiber guides the linearly polarized pump radiation
to the OPO-SFG crystal. The latter is embedded in a bow-tie ring cavity consisting
of two curved mirrors with radii of curvature r = 100mm and two planar mirrors.
The curved mirrors focus the pump beam to a 1/e2 diameter d = 130µm in the
center of the crystal. The optical cavity is singly resonant for the signal beam of
the OPO process and has a free spectral range of ∆νFSR = 750MHz. The mirror
reflectivities are RS ≈ 99.9% for the signal beam and RI,P < 5% for the idler and
pump beams. Note that the mirrors are not anti-reflection coated for the visible
output. This causes power loss for the SFG output in the range of 20− 30%.
The crystal is placed inside an oven that permits adjustment of the crystal’s
temperature between surrounding temperature and 70◦C via heating. A single
adjustment screw allows to alter the crystal position inside the cavity as indicated
by the arrow in figure 2.5. This allows to change the pump beam position within
the crystal and the poling period for QPM, respectively.
The optical cavity is made of a monolithic block with the mirrors attached to it.
In order to stabilize the temperature of the cavity block, we use a Peltier element
driven with a current of ±5A for cooling or heating. The temperature stability
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is around 0.01◦C when using a 10kΩ semi-conductor temperature sensor and a
commercially available temperature controller (Wavelength Electronics, PTC5K-
CH 5A). An additional 250µm thick, fused silica low finesse etalon with a free
spectral range of 400 GHz prevents longitudinal multi-mode operation of the cav-
ity. The tilt angle of the etalon (−4◦ to 4◦) selects the desired output mode of the
signal beam. One of the planar mirrors is mounted on a PZT (Physik Instrumente,
P-010.00H). This allows fine tuning the cavity’s resonance frequency in a range of
some 100 MHz. A pair of dichroic mirrors separates the output beams after the
cavity, i.e., pump, signal, idler from the visible output. A single mode fiber finally
guides the visible SFG output to the experiment. A small fraction of the visible
SFG output serves to monitor the laser power and wavelength. A Pound-Drever-
Hall frequency stabilization uses another fraction of the visible output to frequency
stabilize the SFG output frequency (see figure 2.5 lower dashed box and explana-
tions in section 2.4.3). An external Fabry Perot resonator (Sirah, Eagle Eye) serves
to measure the laser frequency linewidth on a timescale of 100 ms during laser
operation.
All monitored data is stored on a computer. The latter also provides control
over all components of the laser system except the PZTs in the seed laser and
the OPO cavity. In addition, a home-made program on the computer allows for
automatic turn-on and turn-off of the laser system for a manually preset output
wavelength. This degree of automation provides an easy to use laser system, even
to an unexperienced user, once the laser system has been set up and adjusted
according to all requirements.
2.4.3 Pound-Drever-Hall Frequency Stabilization
The frequency deviation of the visible output on the relevant time scale for our
experiments (∼ 100ms) should be as small as possible and at a maximum of the
order of ∆ν = 100kHz. We thus extend the laser system with a Pound-Drever-Hall
(PDH) frequency stabilization [57]. This stabilization technique yields an error
signal which is almost insensitive to power fluctuations. Furthermore, it provides
a strong and fast response to phase and frequency fluctuations. This chapter gives
description of the experimental implementation (see figure 2.5, lower dashed
box) as well as a brief introduction into PDH stabilization [58].
The standard approach for frequency stabilization is to compare the actual
laser frequency to a reference. The deviation from the latter serves to correct
the laser frequency accordingly. Thus, frequency stabilization necessarily contains
two parts. The first one is a reference and the second is a method to translate
the frequency deviation into an error signal used for frequency correction. A
reference frequency may be, e.g,. a delayed fraction of the laser beam itself, i.e., a
memory of the laser beam’s frequency of a former time. However, delaying a laser
beam is typically limited to short timescales in the µs range and drifts on longer
timescales are hard to compensate. Thus it is more common to use an absolute
frequency reference such as an atomic transition or an optical cavity. The latter
is used in this setup. The PDH reference cavity is embedded in the stabilization
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Figure 2.6: Frequency dependent
transmission through the PDH cav-
ity for a phase modulated laser
beam. The two sidebands are fre-
quency shifted by the phase mod-
ulation frequency, i.e., 6.25MHz
from the carrier frequency.
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unit as depicted in figure 2.5 (gray part in the lower dashed box). Our cavity is a
Fabry-Perot cavity, consisting of two mirrors M1 and M2 with equal reflectivity r
for the electric field (or R = r2 for the reflected power), and a free spectral range
of ∆νFSR = c/2L, where L is the cavity length.
A fraction of the SFG output is guided through an electro-optical phase mod-
ulator (EOM) driven with a frequency of ωEOM = 2π× 6.25MHz. A locking unit
(Toptica, Digilock 110) generates the modulation frequency in combination with
an amplifier (Minicircuits, ZHL-3A). Note that the EOM is included in an LC reso-
nance circuit for the modulation frequency. The EOM modulates the phase of the
incident laser field Einc with angular frequency ωL, which becomes
Einc(t) = E0e
−i(ωL t+βsin(ωEOM t))
≈ E0

J0(β)e
−iωL t + J1(β)e
−i(ωL+ωEOM)t − J1(β)e−i(ωL−ωEOM)t
 (2.15)
Here, β is the modulation depth, i.e., the amplitude of phase modulation, and
J0 and J1 are the zero and first order Bessel functions. The phase modulation of
the laser field causes the appearance of side bands with frequencies ωL ±ωEOM.
Figure 2.6 shows the transmission through the PDH cavity when the frequency
of the laser is scanned. The phase modulated laser beam consists of a carrier
frequency in the center and two side bands symmetrically shifted from the carrier
by ωEOM/2π, the phase modulation frequency. A single mode fiber guides the
modulated beam to the stabilization unit. After the fiber, the beam has a spatial
Gaussian beam profile. In combination with a lens, this enables efficient coupling
the TEM00 Gaussian mode of the PDH cavity. Figure 2.7 shows a full FSR of the
reference cavity, where only the TEM00 mode is observable, indicating a very good
coupling to the cavity.
PDH stabilization uses the reflected beam of the cavity. It consists of two parts,
the promptly reflected beam Epr, and the cavity’s leakage beam Eleak. For a single
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Figure 2.7: Frequency dependent
transmission of the OPO-SFG out-
put through the PDH reference
cavity. The spectral distance of
both transmission maxima corre-
sponds to the free spectral range
(FSR) of the cavity.
frequency component, the reflected beam reads
Erefl(k) = Epr(k)− Eleak(k) = E0re−iωL t−E0e−i(ωL t−2kL)(1− r2)r
∞∑
m=0
(r2e2ikL)n
= E0
r − (1− r2)re2ikL
1− r2e2ikL e
−iωL t =E0
r

e2ikL − 1

1− r2e2ikL e
−iωL t
(2.16)
Note that the reflection on the first cavity mirror causes a π phase shift for the
promptly reflected beam (indicated by the minus sign between the two fields).
When kL is replaced byω/(2∆νFSR), one obtains the Airy function for the reflected
beam of a Fabry-Perot cavity
F(ωL)≡
Erefl
Einc
=
r

eiωL/∆νFSR − 1

1− r2eiωL/∆νFSR (2.17)
In the experimental setup, a quarter-wave plate and a polarizing beam splitter
cube (PBSC) separate the incident and the reflected beam. A photodiode (elec-
tronic workshop TU Darmstadt, bandwidth ∼ 1 GHz) detects the power Prefl of
the reflected beam as indicated in figure 2.8. The detected signal reads
Prefl = |Erefl|2 = PC|F(ωL)|2+ PS

|F(ωL+ωEOM)|2+ |F(ωL−ωEOM)|2

+2
p
PCPS

Re

F(ωL)F
∗(ωL+ωEOM)− F ∗(ωL)F(ωL−ωEOM)

cos(ωEOM t)
+Im

F(ωL)F
∗(ωL+ωEOM)− F ∗(ωL)F(ωL−ωEOM)

sin(ωEOM t)

+higher frequency terms
(2.18)
The first two summands in equation (2.18) represent the total power in the carrier
and the sidebands, respectively. In case of weak sideband modulation, they are
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Figure 2.8: Schematic setup of the locking loop. A photodiode detects the reflected beam.
The electronic signal is processed by an electronic mixer and a low pass. The obtained
error signal is sent to each PZT in the laser system via a PID controller, a high voltage (HV)
PZT driver and an additional low pass filter. C are capacitors, R are resistors with values
C1 = 5.1nF, R1 = 3.1Ω, C2 = 33nF R2 = 4.8Ω.
approximately given by PC = J
2
0
P0 and PS = J
2
1
P0, with the total initial beam power
of P0. These waves oscillate too fast to detect them on a photodiode, thus they
appear constant in the above equation. The next two summands oscillate with
the phase modulation frequency ωEOM which arises from the interference between
carrier and sidebands. An electronic mixer (Toptica, Digilock 110) demodulates
the detected signal with a local oscillator frequency ωLO =ωEOM and an adjustable
relative phase φLO. Since the two frequencies are equal, the demodulated signal
has a constant term as well as a term oscillating with 2ωEOM. After a low pass
filter, only the constant terms contribute to the signal which consists of two parts
(1) : 2
p
PCPSRe

F(ωL)F
∗(ωL+ωEOM)− F ∗(ωL)F(ωL−ωEOM)

cos(φLO)
(2) : 2
p
PCPS Im

F(ωL)F
∗(ωL+ωEOM)− F ∗(ωL)F(ωL−ωEOM)

sin(φLO)
(2.19)
Equation (2.19)-(2) represents the PDH error signal. The choice of the relative
phase φLO selects the corresponding part via the cosine and sine term. The error
signal is of the form shown in figure 2.9. Note that we obtain this error signal, if
the modulation frequency is larger than the cavity transmission width, i.e., in case
of fast modulation. Figure 2.9 shows both experimental data and a simulation
of the above given equation (2.19)-(2). The simulation only includes the mirror
reflectivity r (defining also the Airy function F) of our cavity. The good agreement
between experimental data and simulation indicates that our cavity is well aligned
and no additional losses occur. Thus solely the mirror reflectivity defines the cavity
finesse. The PDH error signal exhibits a strong response, i.e., a steep slope near
cavity resonance. This region is called the tight-locking region and allows for
fast corrections to small phase or frequency deviations. The error signal close to
the cavity resonance is in good approximation linearly dependent on the inverse
reference cavity linewidth ∆ν−1Cav [58], which is defined by means of the finesse F
with
∆νCav =∆νFSR/F with F =
πr
1− r2 . (2.20)
Hence, we find a steeper tight-locking slope with higher cavity finesse. In other
words, the cavity linewidth defines the width of the tight-locking region. Ideally,
25
Chapter 2. Solid-State-Laser System
-20 -15 -10 -5 0 5 10 15 20
-80
-60
-40
-20
0
20
40
60
80
P
ou
nd
 D
re
ve
r H
al
l s
ig
na
l [
ar
b.
 u
ni
ts
]
Relative frequency detuning [MHz]
Figure 2.9: Pound-Drever-Hall error signal generated with the setup described in section
2.4.3 vs. relative frequency detuning (black, hollow circles). The zero frequency corre-
sponds to the cavity resonance. The red, dashed line shows a simulation of the error signal
for our specific cavity configuration.
the laser frequency is kept within the tight-locking region all the time. Conse-
quently, the finesse of the cavity sets a theoretical minimum for frequency devi-
ations, i.e., the possible quality of the frequency lock. However, the PDH error
signal consists not only of the tight-locking region. The overall correction band-
width for frequency deviations beyond the latter is given by twice the modulation
frequency. Once the laser frequency moves out of the tight-locking region but
within the correction bandwidth, it is automatically guided back to the latter.
Drever and Hall et al. give a qualitative idea on how this error correction works
[57]. The beam inside the cavity acts as a phase memory. The cavity resonance on
the other hand serves as a frequency reference. The phase memory lasts for a time
given by the cavity life-time which is defined by the finesse. On resonance, the
leakage (memory) beam and the promptly reflected beam (containing the actual
laser frequency and phase information) interfere destructively to a minimum value
for the totally reflected beam as given in equation (2.16). If a sudden phase
change occurs, the cavity will not immediately respond, as the intra-cavity beam
still possesses the old phase of the laser radiation. Hence, the interference changes
and the error signal changes its value from zero to a non-zero correction value. If
the phase fluctuations are small or there is a drift in the laser frequency, the cavity
follows this change only within its linewidth ∆νCav and thus acts as a frequency
reference.
Locking Loop
The next step in frequency stabilization is to feed back the error signal to the
available frequency controls in the laser. In our case these are the PZTs inside
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the seed fiber laser and in the optical OPO cavity. Figure 2.8 schematically shows
our complete locking loop and section 2.5.4 shows experimental data describing
the loop characteristics. After the generation of a PDH error signal, appropriate
filtering and amplification of the error signal is necessary to avoid unstable locking
or a too weak response. Unstable locking is typically related to resonances within
the locking loop. Here, PZT resonances cause an exclusively large gain at certain
frequencies which leads to an extreme oscillatory response of the locking loop and
eventually prohibits stable laser operation. In our setup, we use a commercially
available locking unit to generate the modulation frequency, the local oscillator
frequency and a low pass filter to generate the error signal. We use the internal
proportional-integral-differential (PID) controller of the locking unit to process
the error signal such that it shows minimum deviations from zero during the laser
operation, i.e., the laser frequency is locked in the tight locking region. However,
PZTs are capacitors from the electronic point of view. In combination with their
corresponding high voltage (HV) PZT drivers (represented by the triangles labeled
HV in figure 2.8) they form oscillator circuits. These have resonance frequencies
of 3.8kHz, 24.5kHz and 67kHz for the seed PZT and 13.5kHz for the OPO cavity
PZT (see also section 2.5.4). We observe these resonances even in case of an
open locking loop, thus they cannot be suppressed with the PID controller in the
locking unit. For this reason we put additional low-pass filters after each PZT
driver to suppress the residual resonances. The low-passes have nominal cut-
off frequencies of fLP = 3.1kHz (seed PZT) and fLP = 4.8kHz (OPO cavity PZT).
Section 2.5.4 provides a detailed analysis of the spectral response of our locking
loop.
Reference Cavity
This paragraph gives a short overview of our reference cavity, which is based on a
Fabry-Perot resonator with parameters as indicated in table 2.2. The cavity consists
of two plano-concave mirrors, with a high reflectivity for the visible SFG output
wavelength on the curved side. The two mirrors are mounted on a spacer made
from ultra-low expansion (ULE) glass (JapanCell, Clearceram Z-HS). This reduces
thermal expansion of the cavity length and minimizes long-term, temperature de-
pendent laser frequency drifts. Figure 2.10 shows a 3D image of the cavity and its
enclosure. The cavity is housed inside a gilded copper box, which itself is mounted
Table 2.2: Relevant parameters of the reference cavity.
Cavity length l = 145mm
Mirror radius of curvature −1000mm
Mirror reflectivity (λ= 606nm) R = r2 = 99.9% on curved side
Free spectral range ∆νFSR = 1033MHz
Cavity transmission linewidth ∆νCav = 330kHz
Finesse F = 3140
1/e2 beam waist on mirrors w0 = 232µm
1/e2 beam waist in the cavity center w0 = 223µm
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Figure 2.10: Pound-Drever-Hall reference cavity with mirrors M1 and M2 mounted on an
ultra-low expansion (ULE) glass spacer, housed in a vacuum chamber (gray). The orange
lines indicate the laser beam. Yellow parts show gilded copper parts used to mount the
reference cavity. Two Peltier elements (only one is shown) provide temperature control of
the reference cavity.
on two Peltier elements (PE). The PEs are driven with a ±5A current from a tem-
perature control unit (Wavelength Electronics, PTC5K-CH 5A) and serve to stabi-
lize the temperature of the cavity enclosure and consequently the cavity itself to
T ≈ 23±0.01◦C . Note that Clearceram Z-HS has a nonlinear coefficient of thermal
expansion, which exhibits zero first order temperature dependence at this specific
temperature. A closable aluminum chamber with an optical access to the cavity
and electric feed-throughs for temperature control surrounds all mentioned parts.
It also enables a vacuum with a pressure of p ≈ 10−3mbar. Thus the housing
shields the reference cavity from air pressure fluctuations as well as environmen-
tal temperature fluctuations. In addition, the whole PDH setup (except from the
EOM) is placed on a solid aluminum plate, which is mounted on a rubber carpet
for vibrational isolation. The setup thus provides a stable, relatively high finesse
reference cavity for the PDH stabilization.
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2.5 Experimental Results
The following section presents an experimental characterization of the OPO-SFG
laser system operation. It starts with an overview on the free-running system and
then summarizes the most important aspects about the frequency stabilized laser
operation.
2.5.1 Operation at 606 nm
The experiments in PrYSO require laser radiation at λvis = 605,98nm and the
OPO-SFG laser system was mainly designed to work for this specific wavelength.
The OPO-SFG provides stable, single longitudinal mode output with a maximum
output power of Pvis = 1.3W at a pump power of PP = 11.3W. To the best of our
knowledge, this is the highest up to date output power for experiments in PrYSO
from an all solid-state-laser source. Note that this is also the best possible result
we obtained with our laser system for this very specific wavelength.
In this case, the pump depletion is around 50% and the pump power threshold
for visible output is PP = 8W. This rather high value originates from idler absorp-
tion in the crystal (∼ 30%/cm). Furthermore, the SFG stage acts as an additional
loss mechanism for the signal beam. In combination, both effects suppress efficient
OPO below this high threshold pump power. However we do not require such a
high amount of visible power and operate the OPO-SFG with an average output
power of Pvis ∼ 1.1W at a pump power of PP = 11.7W. This mode of operation is
easy to realign if necessary and has proved to be stable on ultra-long time scales as
shown in section 2.5.3. Easy realignment includes rather soft constraints for the
pump beam propagation height through the crystal, temperature and etalon angle
in order to obtain this desired output mode. Specifically, we run the OPO-SFG
system at a crystal temperature of T = 32.4◦C , i.e., at almost room temperature,
with an etalon angle of around 0◦.
Note that the OPO process and the SFG both take place inside the optical cavity.
The SFG is a single-pass process, but benefits from the high intra-cavity signal
power. The signal beam leakage through one of the optical cavity mirrors (RS =
99.9%) is ≈ 1mW, yielding PS ∼ 1W intra-cavity signal power. Figure 2.11 shows
the monitored SFG output power on the timescale of one second. From the data
we deduce a relative root-mean-square (rms) noise value of ∆Prms/P < 1% and a
typical peak to peak deviation of ∆Ppp/P < 10%.
The frequency linewidth of the free-running laser system measured on a time
scale of 100ms ranges between 100kHz <∆ν ≪ 1MHz . Although this is already
a relatively good result, which proves robust and stable operation of our laser
system, light storage experiments in PrYSO require constant narrow frequency
linewidth in the range of ∼ 100kHz. Therefore, additional stabilization is neces-
sary, which is shown and discussed in section 2.5.4.
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Figure 2.11: SFG output power, recorded during the time of one second in order to de-
termine power deviations on short timescales. ∆Ppp is the peak to peak deviation, P0 is
the average power in the measurement. The data were recorded with a sampling rate of
100kHz.
2.5.2 Tuning the SFG Output Wavelength
The optical transition in the Pr ions is inhomogeneously broadened (see chapter
1.5). In order to cover the full linewidth, it is crucial to tune the visible output from
the OPO-SFG laser system. The OPO-SFG offers a variety of tuning mechanisms
for coarse, intermediate and fine tuning of the output wavelength in the visible
regime.
Coarse tuning is achieved by choosing a pump beam propagation height
through the crystal (see figure 2.5). Thereby, we define the phase matching con-
dition for the signal beam in the OPO process and the visible output in the SFG
process. However, the QPM bandwidth is quite large and of the order of a few
100 GHz. This might cause longitudinal multi-mode operation in the OPO pro-
cess, as the optical OPO cavity has a free spectral range of only 750 MHz. The
additional low-finesse etalon in the OPO cavity selects one of the frequency modes
of the OPO cavity. The etalon tilt angle thus enables intermediate tuning within
the QPM bandwidth. Once the etalon is set, the PZT mounted mirror in the OPO
cavity provides additional, continuous fine tuning of the signal wavelength in a
range of a few 100 MHz within the transmission peak of the low finesse etalon.
The latter two mechanisms affect only the signal wavelength, which is converted
directly to the visible output in the SFG track. In addition, the OPO-SFG system
enables also direct tuning of the visible output without changing the OPO cavity.
The seed fiber laser contains a PZT attached to its fiber that enables fine tuning
of the pump wavelength in the range of 100 GHz. The pump wavelength does
not change the signal wave, if the OPO cavity is kept with fixed parameters (the
unused idler wavelength compensates the pump frequency change). However, in
the SFG stage of the crystal, the visible wavelength does change with the pump
wavelength. Tuning the pump wave is thus a direct way to tune the SFG output.
It is actually the preferred tuning mechanism, once the laser system is set to a
certain OPO cavity configuration.
Figure 2.12 shows experimental data on the tuning performance of our laser
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Figure 2.12: (a) SFG output power for different SFG output wavelength at PP = 15 W pump
power. (b) Variation of the SFG output wavelength (red, solid, line) with temporal variation
of the seed fiber laser PZT voltage (black, dashed line).
system. Graph (a) shows the SFG output power when we tune the SFG output
wavelength within the maximum possible range. For each data point, we opti-
mized the crystal temperature, beam propagation height through the crystal, as
well as the etalon angle and the PZT voltages to maximize the output power. The
pump power was always PP = 15W. The measurement shows a broad spectrum
of possible output wavelength from λvis = 605nm to λvis = 616nm. The output
power is well above 1W for all wavelengths. Note that the possible wavelength
range is slightly smaller than expected due to idler absorption and the limited
temperature control range as discussed in section 2.4.1. Additionally, the output
power varies depending on the SFG output wavelength. The main reason is the
significant idler absorption above 4000nm. This causes thermal lensing and de-
phasing, reducing the OPO and SFG efficiency [59]. In addition, the crystal shows
enhanced OH-absorption at a signal wavelength of λS ≈ 1450nm. Another reason
for the observed oscillations is the heterogeneous QPM acceptance bandwidth due
to the three discrete SFG poling periods. A fan-out structure would yield a more
homogeneous acceptance profile and consequently lower oscillations in output
power.
Finally, the mirrors of the OPO cavity are not anti-reflection coated for the
visible output. Therefore, they cause power losses as well as a weak etalon effect
inside the OPO cavity. All these factors cause oscillations of the output efficiency,
even though the performance of the laser system is still very high in terms of
tuning range and cw SFG output power. The visible output has a spatial TEM00
profile with an M2 of 1.05 in x-direction and 1.10 in y-direction (measured with a
beam profiler for a wavelength of 611nm).
Graph (b) in figure 2.12 shows the SFG output wavelength during a temporal
variation of the seed PZT voltage. The seed PZT causes a change of the pump
and SFG wavelength, respectively. The SFG output wavelength clearly follows the
modulation applied to the PZT in a continuous tuning range of ∆ν = 20GHz.
This is already sufficient to cover the inhomogeneous linewidth in PrYSO of about
7GHz.
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Figure 2.13: (Upper, blue graph) SFG output wavelength and (lower, black graph) SFG
output power, monitored over the period of more than a day. The missing data in the
power measurement between hour 16 and hour 23 are due to an interrupted computer -
analog/digital converter connection. The wavelength recording is not affected.
2.5.3 Long-Term Operation
In order to investigate the long-term behaviour of our laser system we perform a
measurement of SFG output power and wavelength over the period of multiple
hours. Figure 2.13 shows the result of this measurement. Both quantities stay
without instabilities for more than 30 hours. Note that the missing data for the
output power are due to an interrupted connection between the computer and the
analog to digital converter for the power detecting photodiode. During the whole
measurement, the laser system was frequency stabilized with the PDH stabiliza-
tion. It provided a wavelength of λvis = 605.981nm with an average power of
Pvis = 1.12W at a pump power PP = 11.7W, i.e., the OPO-SFG was set to a stan-
dard configuration used for experiments in PrYSO. From the long-term graph, we
extract a maximum peak to peak wavelength deviation of ∆λvis = 0.15pm, which
corresponds to a frequency deviation of ∆νvis ≈ 120MHz. The long-term (rms)
power deviation was ∆Pvis/Pvis < 2% for 30 hours. As the laser system was stabi-
lized all the time, the wavelength deviation originates from a slow deviation of the
reference cavity length in the PDH stabilization due to temperature fluctuations.
However, ULE has a maximum coefficient of thermal expansion of 0.2 · 10−7/◦C .
The measured wavelength deviation would thus correspond to a temperature drift
of ∼ 12◦C. On the other hand, the cavity mirrors exhibit a larger coefficient of
thermal expansion (∼ 0.5 · 10−6/◦C). If we neglect induced mechanical stress due
to the different thermal expansion of ULE and the mirror substrate (NBK-7) and a
corresponding change of the cavity length, the wavelength deviation corresponds
to a temperature drift of roughly 0.5◦C. This is most likely the case, because
the temperature controller itself is not temperature stabilized. This results in a
slightly worse temperature control accuracy, which is responsible for this rather
32
Chapter 2. Solid-State-Laser System
0 5 10 15 20 25 30 35
0
25
50
75
100
125
150
175
200
100 kHz 
 
Li
ne
w
id
th
 [k
H
z]
Time [min]
45 kHz
Figure 2.14: Series of frequency linewidth measurements of the visible SFG output, deter-
mined from the transmission through a low finesse cavity. Each data point represents the
linewidth measured on a time scale of 100ms with a measurement bandwidth of 75 kHz.
small temperature and wavelength drift, respectively. The results show neverthe-
less a superior performance in terms of stability, making the OPO-SFG suitable for
experiments on ultra-long time scales.
2.5.4 Frequency-Stabilized Operation
We extend the OPO-SFG laser system with a PDH frequency stabilization, de-
scribed in detail in section 2.4.3. With active PDH, the OPO-SFG output frequency
is stabilized to an average value of ∆ν = 60+20−10 kHz. We measure this linewidth
on a time scale of 100 ms with a commercially available low finesse Fabry-Perot
cavity (F ≈ 100, Sirah, Eagle Eye). Its time-resolved side-of-fringe transmission is
monitored to calculate the rms frequency deviation as well as the power spectral
density of the laser frequency noise. In a first step, the cavity is scanned over a full
FSR to detect the maximum transmission as well as the Airy function. In a second
step, the cavity is scanned to half the transmission maximum, i.e., to the side of a
transmission fringe. Now, the cavity length is kept fixed and the time-dependent
transmission through the cavity is monitored. If we neglect power jitter and vi-
brational influence, the transmission signal depends only on the frequency jitter
of the laser radiation within the transmission window of the Fabry-Perot cavity.
Figure 2.14 shows a series of these linewidth measurements for about half an
hour. The lowest obtained linewidth is ∆ν ≈ 45kHz and the majority of data
points lies below ∆ν = 100kHz. The deviation from measurement to measure-
ment could originate from power jitter of the OPO-SFG (< 10% peak to peak
noise) or the influence of vibrations on the Fabry-Perot cavity. However, even a
power noise correction did not change the measured linewidth. This indicates
a slightly fluctuating frequency noise due to an unknown, but most likely vibra-
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Figure 2.15: Power spectral density (PSD) calculated from the time-resolved transmission
through a low finesse cavity in case of frequency stabilized (red line) and free-running
OPO-SFG laser system (black line). Note that the figure does not show absolute units on the
y-axis and allows only for a relative comparison of the two curves.
tionally caused reason. Vibrations could thereby act either on the Fabry-Perot
cavity or on the laser itself. In order to rule out strong frequency linewidth fluctu-
ations of the laser, we determined the linewidth in a spectral hole burning exper-
iment in PrYSO. Therefore we prepare a spectrally isolated absorption line within
the inhomogeneous optical transition of PrYSO and measure its width (at this
stage, it is not necessary to understand the complete preparation sequence, which
is described in the context of light storage in chapter 4.4.5). The spectral width
of an absorption line depends on the homogeneous linewidth, residual saturation
broadening, the Fourier bandwidth of the preparation and probe pulses as well
as the laser frequency linewidth. A typical measurement is given in Appendix B
with all relevant spectroscopic parameters. The measurement yields a frequency
linewidth of ∆ν = 114kHz. However, the linewidth does not change, e.g., for a
single shot measurement and for 128 averages. This rules out strong fluctuations
of the frequency noise. The slightly higher noise obtained from the spectral hole
burning measurement is most likely due to interactions of the praseodymium ions
with their environment during the experiment. However, the exact reason for this
line broadening is not known, but has been observed during other experiments as
well.
Spectral Analysis of Frequency Noise
The frequency linewidth is an important quantity to characterize a laser system.
In addition, the analysis of the spectral components of the frequency noise can
provide essential additional information. They reveal information on the pertur-
bations of laser operation and help to improve locking the laser by adjusting the
locking loop accordingly. Besides a more detailed description of our laser system,
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Figure 2.16: Power spectral density (PSD) calculated from the time-resolved transmission
through a low finesse cavity. The black line shows the PSD when the cavity PZT is driven
with an increased gain. The blue curve shows the PSDwhen the seed PZT gain is increased.
the goal of this section is to provide a foundation for future optimization of the
laser performance by means of the frequency noise spectrum.
The spectral components are calculated by a Fourier transform of the time-resolved
transmission through the Fabry-Perot cavity. From the obtained spectrum, we can
deduce a frequency-selective noise power. This quantity is called power spectral
density (PSD) and can also be used to measure the laser linewidth. Figure 2.15
shows the PSD for frequencies between 10Hz and 75kHz in a case when the laser
is running freely (black curve) and when it is frequency stabilized (red curve).
The data reveal that mainly spectral components below 5kHz contribute to the
frequency noise. This is an important information, because it justifies the use of
PZTs only, which are slow noise correctors in the lower kHz regime. Thus no ad-
ditional, faster correctors are required (as it is usually the case for dye lasers).
When the laser runs frequency stabilized, the PSD drops for slow frequencies and
the linewidth decreases. However, it is evident from the PSD that further fre-
quency stabilization is possible, as the PSD does not drop to the noise level (given
by the noise floor above ∼ 10kHz). But when we increase the gain of the error
signal, which is fed to the PZTs, resonances appear and significantly disturb the
lock. Note that we already adjusted the PID controller and included low-pass fil-
ters (see figure 2.8) in order to suppress resonances. However, they rise again
for higher gain. Figure 2.16 shows the PSD when we exclude the low-pass filter
between one of the PZTs and its corresponding HV driver. If we increase the gain
for this specific PZT, pronounced, single frequency noise components arise in the
PSD, showing the specific PZT resonances. We can identify resonances at 3.8kHz,
24.5kHz and 67kHz for the seed PZT (lower, blue curve). The cavity PZT (upper
black curve) exhibits a single pronounced resonance at 13.5kHz. After putting
back the low-pass filters we detect the PSD given in figure 2.15, showing only a
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Figure 2.17: Response of the locking loop to spectral noise components. The blue curve
describes the response when the seed PZT inserts the noise, the black curve describes the
response when the cavity PZT inserts the noise. Note that the bandwidth of the cavity PZT
output channel in our locking module is limited to 10 kHz.
small, residual resonance around 2− 3kHz, i.e, one of the seed resonances. Even
though, the locking loop could be further improved by selectively suppressing the
residual resonances to enable more gain at lower frequencies, our locking loop
already provides a stable lock with improved frequency stability.
In order to measure the correction bandwidth of the whole adjusted locking
loop, it is useful to record a loop response function. This includes all elements
contributing to frequency stabilization, i.e., all filters and the PZTs. It measures
the response of the locking loop to a certain noise frequency component. Unlike
the PSD, it does not show the influence of real noise on the laser system. It rather
provides information independent from a noisy environment. A response function
is recorded by creating artificial, single frequency noise that is sent into the sys-
tem by one of the PZTs. At the same time, the reaction of the PDH error signal is
measured. If the frequency noise component is immediately compensated by the
locking loop, hardly any deviation in the error signal will be measured. This is
the case when the loop is able to compensate for this specific spectral disturbance.
In case of failing compensation, the error signal indicates a deviation from the
frequency reference, mirrored by an increasing response function value. Figure
2.17 shows the response function for the stabilized laser system when all compo-
nents are included in the locking loop. The blue curve shows the error function
response when the seed PZT is used to send the disturbance into the system. The
black curve shows the same quantity when the cavity PZT inserts the noise. The
data indicates that noise up to 200Hz is fully compensated by the current locking
loop. Note that this bandwidth refers to a 3dB level above detection noise. The
compensation for spectral noise components above 200Hz becomes worse because
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several low-pass filters limit the error function response transmitted to the PZTs in
the laser system. The data also exhibit some of the PZT resonances of the PZTs,
indicated by the peak response in figure 2.17. Although the 3dB bandwidth of the
locking loop is limited to 200Hz, it is sufficient in our environment to compen-
sate for a large part of frequency noise and to provide a stable operation of the
OPO-SFG laser system.
2.6 Conclusion
We set up an all solid-state-laser source based on an OPO and an intra-cavity SFG
process. The laser system uses a single PPLN crystal, divided into sections with
appropriate poling periods for quasi phase matching of OPO and SFG. The OPO-
SFG system provides visible cw radiation in a range between λvis = 605nm and
λvis = 616nm with an output power Pvis > 1W in the entire wavelength range.
In particular we use the OPO-SFG for coherent manipulations in PrYSO at λvis =
606nm. We extended the laser system with a PDH frequency stabilization and
yield a frequency jitter of ∆ν = 60+20−10 kHz on a time scale of 100 ms.
In comparison to a previously used dye laser, the OPO-SFG laser system re-
quires less maintenance and performs more robust against external temperature
fluctuations and vibrational noise. It performs slightly better in terms of frequency
stability and the two systems are comparable in terms of output power. The dye
laser on the other hand provides a larger tuning range.
Our laser system uses a PPLN crystal which provides a large transmission range,
high non-linearity and the implementation of several frequency mixing processes
on single crystals via different periodic poling sections. However, periodic poling
limits the thickness of PPLN to values in the range of 1mm. This requires exact
beam alignment of focused beams. As PPLN has cw damage thresholds in the
range of 200kW/cm2 to 500kW/cm2 (λ = 500nm - λ = 1500nm), PPLN allows
only low- to mid-power applications.
Our specific OPO-SFG system could be further improved by a revised crystal
design. The order of OPO and SFG stage should be reversed, which has been
suggested to yield higher efficiency and output stability. In addition we operate
the SFG stage with three discrete poling periods for QPM whereas the OPO section
consists of a fanned poling structure. A double-fanned structure and the use of
OPO cavity mirrors with anti-reflection coating for the visible output could help to
partially suppress the large power fluctuations for different output wavelength and
help to tune the OPO-SFG more easily to arbitrary wavelength within its output
spectrum.
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Chapter 3
Coherent Light-Atom Interaction
This chapter introduces the basics of coherent light-atom interactions. In contrast
to incoherent interaction, these enable a variety of atomic manipulations that go
beyond rate-equation-like behaviour. Coherent interactions are the basis for all
light storage experiments presented in this thesis. In particular they are the basis
for the here investigated techniques that serve to prolong storage duration and
enhance storage efficiency (see chapters 4 and 5).
This chapter highlights some fundamentals of light-atom interaction in order
to introduce the most important quantities and correlations. It first discusses the
interaction with a two-state system in order to overview basic population dynamics
driven by a coherent light field [60]. The manipulation of population distributions
or atomic state superpositions is the key mechanism for all experiments presented
in this thesis. The interaction can be easily expanded to a three-state system,
which eventually enables light storage by means of electromagnetically induced
transparency, the light storage technique used during this work.
3.1 Interaction with a Two-State System
In order to describe coherent interactions, we treat the driving field in a classi-
cal way and the atom as a quantum system, a simplification known as the semi-
classical approach. In this chapter we consider only the interaction between a
two-state system and an electric radiation field as the interaction with a magnetic
field is analogous. We consider a two-state system as illustrated in figure 3.1, with
two energy levels |1〉 and |2〉 that have energies ε1 and ε2. The temporal evolution
of this system is given by the time-dependent Schrödinger equation (TDSE)
iħh
d
d t
|ψ(t)〉= bH(t)|ψ(t)〉 (3.1)
where
|ψ(t)〉= c1(t)|1〉+ c2(t)|2〉 (3.2)
represents the wave function of the entire system with probability amplitudes ci(t)
for the system to be in state |i〉. The Hamiltonian bH describes the system and con-
sists of the Hamiltonian bH0 of the unperturbed two-state system as well as bHI(t),
the Hamiltonian describing the time dependent interaction between an electric
field
~E(t) =
1
2
~E0(t)

e−iωt + e+iωt

(3.3)
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and the two-state system. The electric field oscillates with the angular frequency
ω and has a real amplitude E0(t). The full Hamiltonian bH reads
bH(t) = bH0+ bHI(t) = E1 00 E2

+

0 −~µ12~E(t)
−~µ21~E(t) 0

=

E1 −~µ12~E(t)
−~µ21~E(t) E2

(3.4)
Figure 3.1: Atomic two-
state system with driving
field Ω12 and detuning∆.
with the dipole transition moment ~µi j = ~µ
∗
ji
and the in-
teraction energy ~µi j~E(t). Note that the electric field ~E(t)
depends only on time and the spatial phase is negligible
because its wavelength is typically longer than the atom
extent. When the Hamiltonian is written in Dirac nota-
tion by appropriate setting of a phase for the probability
amplitudes ci(t), it reads [60]
bHDirac(t) = −ħh
2

∆ Ω12(t)
 
1+ ei2ωt

Ω12(t)
∗  1+ e−i2ωt −∆

(3.5)
with detuning ∆ = ω − ω0 of the light field from the
resonance frequency ω0 and
Ωi j(t) =
~µi j ~E0(t)
ħh
(3.6)
Ωi j(t) is called the Rabi frequency and represents the interaction strength between
a driving electric field and an atomic transition. Note that Ω(t), ∆(t) as well as
Ω˙(t) are usually much smaller than the carrier frequency ω of the electric field
and thus we can apply the rotating wave approximation (RWA), which further
simplifies the total Hamiltonian to
bHRWA(t) = −ħh
2

∆ Ω12(t)
Ω12(t)
∗ −∆

(3.7)
3.1.1 Rabi Oscillations and Pulse Area
In case of a resonant driving field, the Rabi frequency (3.6) is a parameter that
describes both interaction strength and population dynamics in a two-state system.
If we assume the entire population to be in state |1〉 initially, the solution of the
TDSE with the RWA Hamiltonian describes oscillations of the entire population
between states |1〉 and |2〉. The oscillation frequency is the Rabi frequency and the
population dynamics are termed Rabi oscillations. The final state of the system is
in this case solely defined by the pulse areaA , which is defined by the duration τ
of the interaction and the Rabi frequency. The pulse area reads
A =
∫ τ
0
Ωd t (3.8)
After a pulse that has an area of A = π, the population is entirely transferred
from state |1〉 to state |2〉. A pulse area of A = 2π takes the system to state |2〉
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and back to state |1〉. The corresponding pulses are called π and 2π pulses. A
pulse with area 0 <A < π does not transfer the full population to a single state,
but creates a superposition of states |1〉 and |2〉. This superposition is called atomic
coherence. The two complex probability amplitudes c1 and c2 define the amplitude
and the phase of the coherence as c1c
∗
2
. The maximum possible magnitude of the
coherence is 1/2, a value that occurs along with equal populations after a π/2
pulse.
In this basic example the Rabi frequency defines the velocity of changes in the
two-state system. If the driving field has a detuning ∆ and Rabi frequency and
detuning are time-dependent, the evolution of the system becomes more complex.
The evolution velocity is now determined by the effective Rabi frequency
Ωeff(t) =
p
Ω2(t) +∆2(t) (3.9)
The pulse area on the other hand is not sufficient anymore in order to describe the
entire evolution of a system. Looking again at population oscillations, a detuned
field causes an oscillation with the effective Rabi frequency. After a pulse area of
A = π the population transfer does reach a maximum. However, the population
in state |2〉 is not the entire population which initially was in state |1〉. A detuned
driving field transfers only a fraction Ω2/Ω2eff of the population to state |2〉. The
temporal evolution of the probability amplitudes ci becomes even more complex
when the initial state of the system is a superposition of states |1〉 and |2〉 and all
parameters are time-dependent (see, e.g., chapter 4.2).
3.1.2 Description of Macroscopic Systems
The preceding description referred to a single two-state system. However, in gen-
eral and in the specific case of Pr:YSO, an applied field interacts with a manifold
of atomic systems. In such situations the probability amplitudes of a single sys-
tem are not sufficient to describe the dynamics of the whole medium. Instead, all
measured quantities, like population distributions or coherent superpositions, are
averaged values involving many contributing systems.
In this case, the density matrix formalism offers a simpler and unified approach
in order to describe two cases, a single and also a macroscopic system. The den-
sity matrix bρ is calculated from the probability amplitudes c j that, when squared
absolutely, give the probability of finding a single system in state |ψ j〉. It reads
bρ =∑
i, j
cic
∗
j
|ψi〉〈ψ j| ≡
∑
i, j
ρi j (3.10)
In a macroscopic system, the density matrix elements ρi j are calculated from the
sum of all contributing systems m
ρi j =
∑
m
pmcic
∗
j
|ψi〉〈ψ j| (3.11)
where pm are the normalized weightings for each system. The physical meaning of
the diagonal entries ρ j j is the probability to find population in the jth state of the
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macroscopic system. Off-diagonal entries ρi j represent coherences between states
|i〉 and | j〉. In this thesis, we write coherences in the from ρi j = i|ρi j|exp(iγ),
where |ρi j| is the amplitude and γ the phase of the coherence. Note that we
choose the coherence to have a zero phase when it consists only of an imaginary
part. However, this choice facilitates illustration and explanation, but is without
any restriction to general validity of theoretical descriptions given in this thesis.
In macroscopic systems the density matrix gives the information on the overall
population distribution and the overall coherence. The temporal evolution of the
density matrix is given by the Liouville-von-Neumann equation
iħh
d
d t
bρ =  bH, bρ+ iħhbD (3.12)
where the Hamilton operator in our case would be bH = bHRWA. In order to include
decay mechanisms, which act on populations (relaxation or decay) or on coher-
ences (decoherence), the density matrix formalism uses the dissipator bD, whose
diagonal elements are
Dnn = −ρnn
∑
k
Γnk +ρ j j
∑
j
Γ jn (3.13)
where Γi j are phenomenological population decay rates from state |i〉 to | j〉. Its
off-diagonal elements are defined to be
Di j = −ρi jγi j (3.14)
where i 6= j and γi j are phenomenological decoherence rates defined by the de-
coherence time T2 = 1/γ. Equation (3.14) contains a quite general expression for
the decoherence rates γi j, which typically include population relaxation but also
other decoherence mechanisms which do not affect populations. Note that we
define a coherence with a phase and an amplitude. In PrYSO a fluctuating crys-
tal environment influences the phase and its evolution of individual coherences.
Whenever multiple coherences are prepared this leads to interference phenomena
that potentially decrease the overall coherence while individual coherences may
still exist. Those effects are as well included in the decoherence rates γi j. Note
that in order to describe decoherence and population relaxation with a dissipator
both of these processes must have Markovian character [60]. As a simple example,
the two-state system dissipator (with all population in state |1〉 being the thermal
equilibrium) is
bD = 1T1ρ22 − 1T2ρ12− 1
T2
ρ21 − 1T1ρ22
!
(3.15)
with T1, the population life-time and T2, the decoherence time. Simulations shown
in this thesis are based either on the TDSE or the density matrix formalism.
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Figure 3.2: Coherent driving of a two-state system depicted in the Bloch picture and by the
population in the two states |1〉 and |2〉. The Bloch vector is depicted in red, torque vector
in green and the gray vector represents the initial state before the interaction starts. (Left)
All population is in state |1〉. (Center) The system is driven to a maximum superposition of
both states by a pulsed driving field with pulse area A = π/2. (Right) All population is
transferred from state |1〉 to state |2〉 by a π pulse.
Bloch Sphere Picture
We saw in the last sections that interactions of a coherent driving field with a
two-state system are suitable to manipulate populations and to create atomic co-
herences. The Bloch sphere represents an instructive method to display the be-
haviour of a driven two-state system (see figure 3.2). In this picture the position
of the Bloch vector ~r represents the current state of the system. It is defined as
~r =
 
2Re[ρ12], 2Im[ρ12], |ρ22| − |ρ11|

(3.16)
Note that the Bloch sphere usually depicts the Bloch vector in a rotating frame with
the (central) frequency of the (inhomogeneously broadened) transition |1〉↔ |2〉.
The z-component of the Bloch vector represents the population difference between
state |1〉 and |2〉. Figure 3.2 (left) shows the Bloch vector when the population is
in state |1〉 only, i.e., ~r points in the -z direction. The x- and y-components of ~r
represent real and imaginary part of the coherence ρ12, i.e., they show coherent
superpositions of the two involved states. The phase of the coherence γ is
γ= arctan

Im[ρ12]
Re[ρ12]

(3.17)
As an important consequence, the phase of a coherence can be deduced directly
from the projection of the Bloch vector on the equatorial plane of the Bloch sphere.
This fact enables an easy identification of phase changes, relative phases between
two Bloch vectors or visualization of interference phenomena between several
Bloch vectors or coherences, respectively.
The Bloch sphere is especially useful to see the influence of a driving field
on the two-state system or the Bloch vector ~r, respectively. The driving field is
42
Chapter 3. Coherent Light-Atom Interaction
represented by a torque vector (green arrow in figure 3.2)
~T = (Re[Ω], Im[Ω],∆) (3.18)
This vector controls the motion of the Bloch vector via the TDSE, translated into
the Bloch sphere picture as a torque equation
~˙r = ~T ×~r (3.19)
Note that also the driving field possesses a phase relative to the rotating frame of
the Bloch sphere, i.e., the phase and frequency of the atomic coherence. The phase
is defined with respect to the first interaction pulse. In our case, a resonant driving
field has a zero phase when its torque vector points into the Re[ρ12] direction of
the Bloch sphere. Whenever we depict the torque vector in a Bloch sphere, we use
a vector which is normalized to unit length.
Figure 3.2 (center and right) also shows two common cases of resonant pulsed
fields with a pulse area of A = π/2 and A = π. As seen on the Bloch sphere, the
π/2 pulse drives the system to a maximum coherent superposition ρ12 = i/2 , i.e.,
the Bloch vector lies in the xy-plane. The π pulse inverts the population.
3.2 Interaction with a Three-State System
Figure 3.3: Atomic three-state
system with a weak probe field
ΩP and a strong control field
ΩC. Their respective detunings
are ∆P and ∆C. Γ31 and Γ32
are decay rates from the excited
state |3〉 to the two metastable
ground states |1〉 and |2〉.
The above description for a two-state system is an
important but basic scenario for the interaction be-
tween electromagnetic fields and an atomic system.
The extension to the interaction between two ra-
diation fields and a three-state system has many
similarities to the two-state case. Figure 3.3 il-
lustrates an example of a three-state system in Λ-
configuration, i.e., two metastable ground states |1〉
and |2〉 and one excited state |3〉 as well as a probe
field EP(t) and a control field EC(t) with Rabi fre-
quencies ΩP(t) and ΩC(t) and detunings ∆P(t) and
∆C(t), respectively. Furthermore, the transition be-
tween the two ground states will be dipole forbid-
den. The three-state Hamilton operator in the ro-
tating wave approximation reads
bH3LSRWA = −ħh2
 0 0 ΩP(t)0 −2(∆P(t)−∆C(t)) Ω∗C
Ω∗P(t) ΩC −2∆P(t)

(3.20)
Diagonalizing bH3LSRWA in the case of two photon resonance ∆P(t) = ∆C(t) ≡ ∆
yields the new eigenfunctions
|ψ0〉= cosΘ|1〉 − sinΘ|2〉
|ψ+〉= sinΘsinφ|1〉+ cosΘsinφ|2〉+ cosφ|3〉
|ψ−〉= sinΘcosφ|1〉+ cosΘcosφ|2〉 − sinφ|3〉
(3.21)
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These formulas define instantaneous eigenfunctions, for a specific time t. The
mixing angles Θ and φ are defined by
sinΘ =
ΩP(t)p
Ω2C(t) +Ω
2
P(t)
and cosΘ =
ΩC(t)p
Ω2C(t) +Ω
2
P(t)
→ tanΘ = ΩP(t)
ΩC(t)
(3.22)
and
tan2φ =
p
Ω2P(t) +Ω
2
C(t)
∆
(3.23)
The instantaneous eigenfunctions exhibit an interesting feature, i.e., |ψ0〉 does not
contain a contribution of the bare state |3〉, the only state which is usually subject
to radiative decay. Thus |ψ0〉 is non radiative and called dark state. Because of
the contribution of state |3〉 to states |ψ±〉 these are called bright states. The dark
state only contains the metastable states |1〉 and |2〉 in a superposition defined by
the mixing angle Θ, depending only on the ratio between control and probe Rabi
frequency. Hence the dark state enables the preparation of a superposition of two
ground states, i.e., an atomic coherence in the |1〉↔ |2〉 transition.
3.2.1 EIT-Based Light Storage
In this thesis we use a storage protocol that stores a weak probe light pulse on the
transition |1〉 ↔ |3〉 by means of a much stronger control field on the transition
|2〉 ↔ |3〉, i.e., ΩP ≪ ΩC. With the latter condition and all population in state |1〉
initially, the system is only in the dark state |ψ0〉 because the bright states become
superpositions of empty states |2〉 and |3〉. Our goal is to store the weak probe
pulse in a persistent atomic ground state coherence ρ12 via the dark state, which
includes the two ground states. In particular, the ground state coherence ρ12 is
defined by equation (3.21) as ρ12 = c1c
∗
2
= cosΘsinΘ. In case of a strong control
pulse, we find c1 = cosΘ ≈ 1 and the coherence
ρ12 ≈ c∗2 = sinΘ ≈
ΩP
ΩC
(3.24)
depends linearly on the probe Rabi frequency. Thus the dark state enables the
preparation of an atomic ground state coherence that is proportional to the probe
field as long as the latter is weak compared to the control field.
However, the storage protocol does not solely rely on transferring light to a
superposition of atomic states but as well on a modification of absorption and dis-
persion properties of the medium. In presence of the strong control field the con-
ditions under which a pulsed probe beam propagates through the medium change
substantially. In particular the absorption for the probe beam vanishes, which is
termed electromagnetically induced transparency (EIT) [9]. The first order sus-
ceptibility χ (1) exhibits all important features that are relevant to understand EIT
and EIT-based light storage. It is calculated from the expectation value of the
atomic polarization ~P(t) = ε0χ
(1)~E13 = N~µ13ρ13, which depends on the coherence
on the probe transition ρ13 (N is the particle number density). The coherence can
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Figure 3.4: (Left) Simulation of the imaginary part, (right) real part of the linear suscepti-
bility versus the probe detuning from resonance of the |1〉 ↔ |3〉. The black, dashed lines
show the susceptibility without a control field. The red, solid line shows the susceptibility
in presence of a strong control field.
be calculated from the density matrix to determine the linear susceptibility. A de-
tailed calculation and analysis of EIT and its applications can be found in [10] and
references therein. This thesis will discuss only the relevant results to understand
EIT-based light storage. The first order susceptibility χ (1) contains absorption and
dispersion properties for a weak probe beam. In the case of weak polarizability,
the absorption coefficient α and the dispersive part of the refractive index Re[n]
are calculated to be [61]
α=
2π
λ
Im[χ (1)] Re[n] = 1+
Re[χ (1)]
2
(3.25)
Figure 3.4 (left) shows the absorption spectrum for a weak probe beam when
no strong control field is interacting with the medium (black, dashed line) and in
the presence of a strong control field (red, solid line). When the control field is
present, the resonant absorption for the probe beam vanishes entirely. It allows
lossless transmission of the probe beam through an originally opaque medium.
This specific effect is termed EIT. Furthermore, the original absorption line splits
into two lines, whose center-to-center distance is proportional to the control Rabi
frequency ΩC. This splitting is known as Autler-Townes splitting. Even in case of
a small Autler-Townes splitting, the absorption on resonance vanishes as long as
the condition |ΩC|2 ≫ γ13γ12, where γi j are decoherence rates, holds true. How-
ever, zero absorption indicates also an interference phenomenon to be responsible
for EIT. The system was prepared to be in the dark state |ψ0〉 = |1〉 initially. The
probe beam couples this state to the excited state |3〉, which is involved in the
two bright states. Coupling states |1〉 and |3〉 thus involves two possible transi-
tions, |ψ0〉↔ |ψ+〉 and |ψ0〉↔ |ψ−〉. The two possible interaction paths interfere
destructively and the probe beam absorption vanishes on resonance. In the case
of a strong control field and a negligible decoherence rate γ12 → 0 between the
two metastable ground states |1〉 and |2〉, the angular-frequency full width half
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Figure 3.5: (Upper row) Temporal sequence of EIT-based light storage. Red line depicts the
control beam, the blue line depicts the probe beam. The blue dashed part represents the
read out probe pulse. (Lower row) A probe pulse propagating through the PrYSO crystal
under EIT conditions, i.e., in presence of a strong control beam. As soon as the pulse enters
the medium, it is slowed down and compressed. When the control and probe beam are shut
off simultaneously, the probe beam is converted into a persistent atomic coherence (green
dashed circle). After turning on the control beam again, the atomic coherence is converted
back into the probe pulse.
maximum (FWHM) of the EIT window ΓEIT is given by the expression [10]
2π×ΓEIT =
Ω2Cp
Γ31γ13
1p
αL
(3.26)
with the medium length L, the decoherence rate γ13 and the population decay rate
Γ31 on the probe transition (as defined in section 3.1.2). Consequently, a large
control Rabi frequency yields a large EIT window width. When the probe field is
pulsed, a broad window enables lossless propagation of spectrally broader pulses.
Figure 3.4 (right) shows the dispersive part of the refractive index for the probe
beam with respect to its detuning from resonance. Again, the spectrum exhibits a
significant change in presence of a control field (red, solid line). Especially around
(two-photon) resonance, the dispersion’s derivative becomes positive. The group
velocity of a pulse is also affected by the dispersion. On two-photon resonance it
is given by [10]
vgr =
c
n+ωP(dn/dωP)
=
c
1+αc
Γ31
Ω2C
(3.27)
For low control Rabi frequency (or a narrow EIT window), the group velocity
of a pulse inside the medium is proportional to vgr ∼ (Ω2C/α) and thus slower
than in vacuum. This phenomenon is known as slow light [13]. It leads to the
compression of a pulse inside the medium which depends on the steepness of the
dispersion slope (or the square of the control Rabi frequency). In the limiting case
of a zero control field, the group velocity tends to zero, termed stopped light.
The goal of EIT-based light storage is to compress a probe pulse such that it
spatially fits inside the medium. In addition, equations (3.21) and (3.22) show
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that the presence of both, control and probe field creates a coherent superposition
of the metastable states |1〉 and |2〉, a coherence, which is proportional to the
probe Rabi frequency (for weak probe fields). If both, the control and probe field
are turned off simultaneously while maintaining their ratio, the mixing angle Θ,
i.e., the atomic coherence, does not change. The removal of the control field
ΩC → 0 also causes the group velocity (3.27) of the probe pulse to approach
zero. Thus, a localized atomic coherence persists in the medium after the storage
process. Note that the probe light field is completely transferred into an atomic
coherence and hence this processes is different from stationary light, where the
probe pulse is still present in the medium but has a zero group velocity [62].
Figure 3.5 shows the temporal sequence for the control and probe beam in a light
storage experiment. It also sketches the probe pulse, propagating through the
storage medium under EIT conditions (lower row). To retrieve the light field from
the atomic coherence, the control field is turned on again, the storage process is
reversed and the probe pulse propagates without loss through the medium under
EIT conditions. EIT-based light storage thus enables on demand read out of the
probe field.
This section only discussed the very basics of EIT-based light storage. It does
not contain a discussion of all parameters or effects that influence the storage
process. These include pulse propagation, pulse shaping, the influence of op-
tical depth or readout directions and the ratio between probe and control Rabi
frequency. A detailed discussion on the topic of storage efficiency is given in,
e.g., [7,10,63] and references therein. The listed citations also give an alternative
description of the discussed light-matter interaction by means of a quasi particle,
the so-called dark state polariton. However, for this thesis the storage process itself
does not play a significant role. This work deals with the prolongation of the stor-
age time of atomic coherences and with the enhancement of read-out efficiency
after a certain storage duration. The efficiency is reduced by effects like dephasing,
decoherence and population decay, as will be discussed in the following section.
3.2.2 Limitations of Storage Duration
The storage duration of atomic coherences is limited by the coherence life-time,
i.e., the decoherence time T2. Numerous effects contribute to decoherence in
PrYSO.
Population relaxation is a first source of decoherence. It takes a system back to
a pure state or an incoherent superposition of two states after a characteristic time
T1. In PrYSO, population relaxation occurs via radiative decay and the interaction
with unsuppressed phonons (we operate the experiment at cryogenic tempera-
tures to decrease the probability for phonon excitation). In the case of population
relaxation only, the maximum coherence life-time T2 is given by T2 = 2T1.
However, light storage in PrYSO drives a collective excitation of coherences,
i.e., not only a single system is driven to a coherent superposition of two states,
but a manifold of systems carries coherences at the same time. Also storing a single
photon would result in a collective excitation, because many systems absorb the
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photon with an unknown probability. In PrYSO, a light pulse is always stored
in a variety of individual coherences, i.e., in a large number of Pr ions within
the crystal. Each coherence has a certain magnitude and a phase γ, the latter
evolving in time with γ = ω0 t, where ω0 is the transition frequency of the two
levels that carry the coherence. The fact that each individual coherence carries a
phase permits loss of the overall coherence via interference as soon as individual
phases change unequally.
Inhomogeneous broadening is a first source of such unequal phase evolution.
Inhomogeneously broadened transitions provide a continuous variety of transition
frequencies. Hence we find a continuous variety of individual phase evolutions.
After some time t, individual coherences have different phases. This process is
called dephasing and leads to destructive interference within the collective exci-
tation. Dephasing usually leads to a fast loss of the overall coherence and inhibits
information storage on long time scales. Nevertheless, it is a deterministic and
therefore reversible process that can easily be compensated. Chapter 4 presents a
technique for efficient rephasing of atomic coherences in order to enable efficient
read-out of stored light, even on time scales beyond the dephasing time.
Stochastic yttrium spin flips in the PrYSO host crystal are an additional source
that induce phase changes. Spin flips cause a change in the transition frequency of
neighbouring Pr ions via dipole-dipole interaction. Hence they randomly change
the phase evolution for a single coherence (see also the comments on spectral
diffusion in chapter 1). As this is a non deterministic process, simple rephasing
is not enough to compensate the effect of random phase changes. However, a
variety of techniques exist to compensate for such type of decoherence, i.e., to
decouple a system from the influence of its environment. One way is dynamical
decoupling [28, 29], which uses a series of pulsed electromagnetic fields to min-
imize the effect of decoherence. Static decoupling on the other hand uses DC
fields, applied to the storage medium to suppress the sources of decoherence as
well as to minimize their effect [25–27]. Both types of decoupling are currently
intensively investigated and with their combination, ultra-long light storage times
up to minutes have been achieved in rare-earth-ion-doped crystals [26]. Storage
times up to hours have been achieved for atomic coherences prepared by RF π/2
pulses [27]. In the case of perfect decoupling, the decoherence time eventually
approaches its theoretical limit, defined by twice the population relaxation time.
However, the application of DC and AC fields usually implies a large technological
effort, making an experiment bulky and susceptible to errors.
Chapter 5 of this thesis presents a novel, alternative way to preserve an atomic
coherence and achieve ultra-long storage times without the need for complex tech-
nical efforts. The technique relies on reversible mapping of a coherence onto a per-
sistent population distribution and back after a storage time, which is only limited
by population relaxation and completely insensitive to decoherence.
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Chapter 4
Adiabatic Rephasing of Atomic Coherences
Data storage in atomic coherences in inhomogeneously broadened media typi-
cally leads to a loss of the total coherence after very short storage durations. In
PrYSO, a stored light signal vanishes after approximately 10− 20µs. The reason
is dephasing, i.e., a different phase evolution of individual coherences leading to
destructive interference (see section 4.1). On the other hand, dephasing is fully re-
versible and can be compensated by the application of a π pulse, which is known
as a spin echo or Hahn echo [64]. However, π pulses require a tightly defined
pulse area, which makes the spin echo efficiency sensitive to errors or fluctua-
tions of experimental parameters. Adiabatic interactions on the other hand are a
class of coherent interactions, which allow the control of quantum systems with-
out such strict requirements for experimental parameters. One specific adiabatic
interaction is rapid adiabatic passage (RAP), which performs similar to a π pulse
for population inversion [23]. Therefore, RAP and other adiabatic pulses have
been extensively studied with respect to their ability of rephasing, in particular in
NMR [24, 65–67]. Recently, RAP was also tested for rephasing with RF induced
atomic coherences in the rare-earth ion doped solid Thulium:YAG [68–70].
This thesis presents an experimental realization of RAP, used for rephasing of
atomic coherences prepared in an EIT-based light storage experiment in PrYSO. In
addition to previous work, we provide a detailed, systematic experimental anal-
ysis about the performance of RAP under imperfect conditions and compare it to
rephasing by π pulses under the same conditions. This chapter starts with a theo-
retical introduction of dephasing and rephasing of atomic coherences. It presents
the class of adiabatic interactions and discusses RAP in the context of population
transfer and rephasing. After a description of the experimental implementation of
light storage and RAP, the chapter presents the experimental results obtained with
RAP and π pulse based rephasing.
4.1 Dephasing and Rephasing
Storing information in atomic coherences in an inhomogeneously broadened
medium leads to dephasing. Dephasing is the simultaneous phase evolution of
individual coherences ρi j with the phase factor exp(iωi j t), where ωi j is the an-
gular frequency of the transitions carrying atomic coherences. After an evolution
time t, the individual coherences within the inhomogeneous line have non-equal
phases due to different transition frequencies ωi j. After a characteristic time τdeph,
this phase evolution leads to complete destructive interference between individual
coherences and prevents the read-out of a macroscopic coherence. The dephasing
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Figure 4.1: Bloch sphere illustration of a rephasing process of atomic coherences in an
inhomogeneously broadened transition, driven by a π pulse. Each Bloch vector (red) rep-
resents a two-state system with an individual transition frequency ωi j . The torque vector
of the driving field is shown in green color. Each Bloch sphere shows a snapshot during a
dephasing and rephasing process for moments in time as indicated on the time line.
time τdeph is obtained from the Fourier transformed shape of the inhomogeneous
transition. In case of a Gaussian shape with a full width half maximum (FWHM)
Γinh, the dephasing time is τdeph = 1/(πΓinh).
However, dephasing is fully reversible provided that the phase evolution is
constant, i.e., every system that carries a coherence has a temporally constant
transition frequency ωi j. The most common technique to reverse dephasing is the
Hahn echo [64] or spin echo, which is explained in an easy way by the dynamics
of the Bloch vector. Figure 4.1 shows a series of Bloch spheres, each a snapshot
during a dephasing and rephasing process. First, a π/2 pulse creates an atomic
coherence in an inhomogeneously broadened transition which drives all Bloch
vectors to the xy-plane with an initial phase of γ= 0◦. Note that the phase γ is de-
fined by the phase of the driving field, as described in the previous chapter. Now,
the coherences follow a free evolution and the Bloch vectors fan out on the Bloch
sphere, caused by their different transition frequencies with respect to the rotating
frame of the Bloch sphere, i.e., the center frequency of the inhomogeneous line.
After a waiting time τ1, a π pulse (with the same phase as the initial π/2 pulse)
flips the Bloch vectors by 180◦ around the torque vector axis to the other side of
the Bloch sphere. As the phases still evolve with the same speed as before, the
coherences start to rephase. After a total time 2τ1 + τπ, all Bloch vectors point
into the same direction, i.e., all coherences are in phase and interfere construc-
tively. This revival of the macroscopic coherence is called spin echo. Note that the
overall phase of the macroscopic coherence was shifted by 180◦ during the rephas-
ing process, but a second rephasing pulse can be used to restore the original phase.
This simple rephasing experiment shows that dephasing is a reversible process,
as long as the phase evolution is constant in time for all individual coherences.
This is necessary because the Bloch vectors need to rotate back their phase during
the time after the π pulse by exactly the amount they have collected before the
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rephasing π pulse during the time τ1. Furthermore, rephasing relies on a π flip
of Bloch vectors around the torque vector axis. In the above example, we chose
the flip axis to be aligned with the Re[ρ12] axis, i.e., the relative phase between
rephasing π pulse and the initial π/2 pulse was zero. In fact, every rotation axis in
the xy-plane of the Bloch sphere could be used to rephase coherences by a single
π pulse, whereat the choice of the rotation axis, i.e., the phase of the rephasing π
pulse, defines the phase of the spin echo. The application of a second, identical π
pulse restores the initial phase.
4.1.1 Limitations of π Pulse Based Rephasing
Rephasing by π pulses is the most simple way to rephase coherences in an in-
homogeneously broadened transition. However, the use of these pulses relies on
resonant interaction and the strict requirement of a pulse areaA = π. In inhomo-
geneously broadened media, rephasing pulses need to be spectrally broad enough
to cover all detuned two-level systems in order to guarantee resonant interac-
tion with all transitions. In practice, this requires pulses with a sufficiently high
Rabi frequency at short pulse durations. If the rephasing pulse is detuned from
resonance, the pulse area is calculated from the effective Rabi frequency. Thus,
the pulse area changes with the detuning and can never be perfectly adjusted for
all systems at the same time. The error, i.e., the angle between a restored Bloch
vector in an experiment and the ideally rephased Bloch vector scales with (∆/Ω)2
for a rectangular shaped pulse [68]. Thus, a π pulse can never be perfect, un-
less its Rabi frequency is very high compared to the inhomogeneous broadening.
However, the Rabi frequency is limited due to available driving field power.
Another possible reason for imperfect rephasing is an inaccurate setting of pulse
parameters to achieve the correct pulse area. This can result from unknown exper-
imental influences or technical limitations such as discretisation in digital control
parameters. In the worst case, the pulse parameters are subject to noise and the
pulse area requirement is only manageable up to a certain limit.
As rephasing of atomic coherences is the basis for efficient and long-lasting
coherence storage and thus also for light storage experiments, it is inevitable to
design pulses that overcome the above mentioned difficulties of simple π pulses.
This problem becomes even more important when not only one, but up to thou-
sands of pulses are used in dynamical decoupling sequences in order to compen-
sate for decoherence [28, 29]. Then, even very small errors add up and inhibit
efficient rephasing and storage, respectively. Adiabatic pulses on the other hand
offer a robust and efficient approach to rephasing, which is independent on pulse
parameter fluctuations in a wider range, as discussed in the next section.
4.2 Adiabatic Interaction with a Two-State System
So far, we described coherent interactions in a two-state system in the basis of
states |1〉 and |2〉. Equivalent to our considerations for a driven three-state system
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(see chapter 3.2), these states are no longer eigenstates when a driving field inter-
acts with the two-state system. This is indicated by the off-diagonal entries of the
Hamilton operator given in equation (3.7). Taking every instant of time t as a con-
stant parameter, the new, instantaneous eigenvalues ε± and eigenfunctions |ψ±〉
of the two-state system are obtained from the diagonalized Hamiltonian to [60]
|ψ+〉= sinβ |1〉+ cosβ |2〉
|ψ−〉= −cosβ |1〉+ sinβ |2〉
(4.1)
and
ε+ =
ħh
2
p
Ω2+∆2
ε− = −
ħh
2
p
Ω2+∆2
(4.2)
where the mixing angle β is defined by
tanβ =
∆
Ω
+
r
1+
∆2
Ω2
(4.3)
The new Hamiltonian is diagonal in the basis of the instantaneous eigenfunctions
for any instant of time t. However, when temporal evolution is taken into account,
i.e., when Ω, ∆ and consequently β become functions of time, a coupling between
the two eigenfunctions appears and the Hamilton operator reads [23,60]
bH = ε+ −iħhβ˙(t)
iħhβ˙(t) ε−

(4.4)
This coupling is negligible, provided that
|iħhβ˙(t)| ≪ |ε+− ε−| (4.5)
If condition (4.5) is fulfilled, there is no coupling between the two instantaneous
eigenstates. Therefore, the system will stay in the state it was initially prepared, as
long as β changes slowly enough in time, which is why these states are called adia-
batic states, whereas the original states |1〉 and |2〉 are often called diabatic states.
Condition (4.5) is called adiabaticity criterion, which transforms with equation
(4.2) and (4.3) into
1≫ 1
2
Ω˙(t)∆(t)−Ω(t)∆˙(t) Ω2(t) +∆2(t)3/2
 (4.6)
This condition signifies that the coupling between two adiabatic states is neg-
ligible, if the temporal change of ∆ or Ω is slow compared to the effective Rabi
frequency Ω2eff = Ω
2+∆2. We consider a pulse with a linear chirp rate r =∆max/τD,
where τD is the pulse duration of the driving field and ∆max is the symmetric chirp
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range around resonance. When the pulse is resonant and has a Rabi frequency
Ωmax, condition (4.6) reduces to a lower boundary for the adiabaticity criterion
Ω2max
r
≫ 1 (4.7)
Note that each adiabatic state in (4.1) involves the two diabatic states and follow-
ing a single adiabatic state under a slowly varying mixing angle β exhibits some
interesting features, because β also defines to which fraction the diabatic states
contribute to the adiabatic state. As an important consequence, it is possible to
transfer a system from state |1〉 to state |2〉 via a single adiabatic state. Note that
the transfer is not accomplished via diabatic coupling, i.e., Rabi oscillations dur-
ing a specific time. The transfer happens by slowly varying the mixing angle β ,
induced by varying ∆ and Ω, respectively. Adiabatic and diabatic evolution of
a system can be considered as two limiting cases. Diabatic interaction enables
fast control of the system with the requirement of well defined pulse parameters.
Adiabatic coupling on the other hand is slow, but allows a loose definition of pa-
rameters in certain limits imposed by condition (4.6).
If the system is prepared in a superposition of adiabatic states, their relative
phase evolution has to be taken into account. The temporal evolution of these
phases just depends on the eigenenergies ε± and a superposition state |ψ(t)〉 reads
|ψ(t)〉= c+e−
i
ħh
ε+ t |ψ+〉+ c−e−
i
ħh
ε− t |ψ−〉 (4.8)
with the probability amplitudes c±.
4.2.1 Rapid Adiabatic Passage
The previous section introduced adiabatic interactions, i.e., the coupling of a
two-state system, when the driving field varies its parameters slowly with time
compared to its effective Rabi frequency. A common adiabatic technique is rapid
adiabatic passage (RAP), which enables efficient population transfer between two
diabatic states [23, 71], as well as rephasing of atomic coherences [68–70]. In
order to describe the properties of rapid adiabatic passage, we first consider pop-
ulation transfer.
We assume our system to be in the diabatic state |1〉. A pulsed interaction field
is present which has a positive linear chirp rate r, i.e., the detuning ∆(t) changes
linearly from −∆max/2 to +∆max/2 across resonance. The temporal distribution of
the Rabi frequency Ω(t) is Gaussian shaped (see figure 4.2, lower graph). Initially
the Rabi frequency Ω is zero and the detuning is ∆(t) = −∆max/2. Consequently,
β = 0 and the system is only in state |ψ−〉 = |1〉. As the system is in a single adia-
batic state, we can neglect the relative phase between the two adiabatic states as
given in equation (4.8). We assume that the Gaussian envelope of the Rabi fre-
quency varies slowly enough in time to fulfill condition (4.6). Figure 4.2 (upper
graph) shows the temporal shape of the (unitless) Rabi frequency Ω = 1 and the
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Figure 4.2: (Upper graph) Rabi frequency and detuning of a RAP pulse. (Center graph)
Simulation of the population in the diabatic states |1〉 and |2〉 during this specific RAP pulse.
(Lower graph) Energies ε of diabatic and adiabatic states during the RAP pulse.
Figure 4.3: Bloch vector simulation of population inversion between states |1〉 and |2〉 driven
by a RAP pulse as shown in figure 4.2. The Bloch vector is depicted in red, the torque vector
is depicted in green.
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total chirp range ∆max = 10× Ω. The center graph shows the population distri-
bution among states |1〉 and |2〉 and the lower graph shows the development of
adiabatic eigenenergies as well as the energies of the diabatic states during the
RAP pulse. The simulation shows that RAP drives a complete, smooth population
transfer from state |1〉 to state |2〉. The adiabatic following of state |ψ−〉 guaran-
tees that the system stays in exactly this specific state. However, in contrast to
the beginning of the pulse, the detuning is positive at the end of the pulse and
the Rabi frequency is again zero. Thus, |ψ−〉 is equivalent to state |2〉 at the end
of RAP. During the interaction, no oscillations, i.e., a typical indicator of diabatic
coupling, occur and consequently, the system follows only one eigenenergy, i.e.,
ε− (corresponding to the eigenstate |ψ−〉), initially equal to the energy of state |1〉
and at the end to the energy of state |2〉 (see figure 4.2, lower graph).
It is convenient to consider population transfer by a RAP pulse on the Bloch
sphere. Figure 4.3 shows a sequence of snapshots during a RAP pulse acting on
a two-state system. Note that we use all parameters as in the above described
scenario. The Bloch vector points in the -z direction, i.e., all population is in state
|1〉. So does the torque vector at the beginning of the interaction, because ∆ is
negative but Ω→ 0. During RAP, the torque vector moves to the north pole of the
Bloch sphere and the Bloch vector follows this trajectory according to equation
(3.19). However, the Bloch vector can only follow exactly to the north pole, if
the torque vector changes its position slowly enough, i.e., adiabatically. If the
adiabaticity condition holds true, the system ends up in state |2〉, i.e., RAP has
driven a population inversion.
It is important to note that the transfer was achieved by varying the mixing an-
gle β slowly in time. However, the change or the value of β during the interaction
is not tied to any strict conditions. In fact, the change happens under rather loose
conditions as long as it is adiabatic and the initial and final state is well defined.
In particular, RAP works for an inhomogeneously broadened system, if the initial
detuning is large for all transitions.
According to the above considerations, RAP pulses should have a large initial
and final detuning compared to the initial and final Rabi frequency. The square
of the Rabi frequency close to resonance should be high enough compared to the
chirp rate. In addition, both parameters shall vary slowly, i.e., adiabatically in
time. The exact values of Ω and ∆ are not of importance. These loose conditions
make RAP pulses quite robust against fluctuations or potential wrong settings of
experimental parameters.
4.3 Rephasing by Rapid Adiabatic Passage
The last chapter discussed population inversion by a RAP pulse and showed that
a RAP pulse inverts a system similar like a π pulse (compare figures 4.3 and 3.2).
Rephasing of atomic coherences likewise relies on a π flip of a two-state system.
However, in rephasing, the behaviour of RAP and π pulses is different, which
results from different initial and final positions and trajectories of the respective
torque vector during the pulse.
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We will first discuss the effect of a single RAP pulse applied to an atomic co-
herence to understand benefits and disadvantages from the result. Figure 4.4
shows the corresponding Bloch vectors in an inhomogeneously broadened ensem-
ble carrying the atomic coherences, as well as their trajectories during a single
RAP rephasing pulse. Note that the blue vector represents the ensemble, whose
transition frequency is resonant with the center frequency of the inhomogeneous
line. The red vectors are the Bloch vectors which are detuned from this resonance.
Initially, the system is prepared in a maximum coherent superposition of the two
diabatic states, i.e., ρ12 = i/2. Note that we assume γ = 0 and thus all Bloch
vectors point along the Im[ρ12] axis of the Bloch sphere.
For the simulation we use the same RAP pulse as for the population inversion,
i.e., a pulse with Gaussian shaped temporal evolution of the Rabi frequency and
with a linear, positive chirp rate (compare figure 4.2, upper graph). The inho-
mogeneously broadened ensemble has an assumed rectangular shape and a width
equal to the Rabi frequency Γinh = Ω.
First, the system evolves freely for a time τ1, leading to dephasing of the Bloch
vectors (figure 4.4, (1)). After the time τ1, we simulate the influence of a RAP
pulse (figure 4.4 (2)). The torque vector initially points to the south pole of the
Bloch sphere. In contrast to the previous example of population transfer, the Bloch
vectors have only a perpendicular component to the torque vector and according
to equation (3.19), they start to rotate around the z-axis, i.e., the direction of
the torque vector (depicted by the green arrow in figure 4.4 (2)). This rotation
includes also the resonant ensemble (depicted by the blue Bloch vector). The ro-
tation speed is dependent on the effective Rabi frequency and thus depends on the
individual detuning of a system within the inhomogeneously broadened line or the
corresponding transition frequency, respectively. This is why each ensemble that
carries a coherence performs a different rotation on the Bloch sphere, dependent
on its spectral position in the inhomogeneous line.
As the RAP pulse temporally progresses, the torque vector moves to the north
pole of the Bloch sphere. The Bloch vectors follow this movement accompanied
by the above described rotation in a plane, whose surface normal is defined by the
torque vector. At the end of the RAP pulse, the Bloch vectors have been subject
to two types of transformation. They have undergone a π pulse like flip on the
Bloch sphere, which is superposed with an additional rotation around the torque
vector axis. During the latter, each Bloch vector accumulates a distinct, individual
phase until the end of the pulse, which depends on the RAP pulse area, or in other
words, the number of rotations on the Bloch sphere around the torque vector
axis. However, the RAP pulse exhibits a different detuning (and effective Rabi
frequency) for individual ensembles within the inhomogeneous line. Thus their
individual phases after RAP are different as well.
This can be seen best for the blue Bloch vector, representing the central ensem-
ble in the inhomogeneous linewidth. Before the RAP pulse, it had a phase γ = 0◦,
however, after the pulse, it has a non-zero phase and points in a different direction
on the Bloch sphere (compare figure 4.4 (1) and (3)). In the subsequent, free tem-
poral evolution (see figure 4.4 (3)), this vector will not move its position, because
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Figure 4.4: Simulation of Bloch vectors (red) for an inhomogeneously broadened transition
carrying atomic coherences. The temporal sequence is shown in the gray dashed box. (1)
The coherences dephase during free evolution. (2) A RAP pulse with duration τD acts on
the systems. (3) A second period of free evolution for time τ1. The blue vector represents
the central ensemble in the inhomogeneous line. The torque vector is depicted in green
color. Parameters for the simulation are the same as in section 4.2.
it is the resonant Bloch vector for the Bloch sphere. Here, we can already identify
the problem with a single RAP pulse acting on atomic coherences, i.e., the Bloch
vectors have collected a distinct phase and do not point in the same direction as
initially and thus imperfect or no rephasing occurs. After the free evolution for
a time τ1 after the RAP pulse, the Bloch vectors reach a minimum deviation, but
still, they point into different directions, i.e., they still possess a phase distribution
collected during the RAP pulse. Indeed, the influence of free evolution has been
reversed, but the RAP pulse itself introduced an additional, transition frequency
dependent dephasing.
Winter et al. [68] give an analytical calculation of the phase after a single RAP
pulse which shows the dependency on the pulse areaA , and the (constant) phase
φ of the driving field of the RAP pulse. Just like a π pulse, the phase of the
rephasing RAP pulse defines an axis for the π flip. It thus contributes to the phase
after a single RAP. For a coherence in the jth ensemble in the inhomogeneous line
with a detuning from the central frequency ∆ j, the full expression for the relative
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Figure 4.5: Simulation of Bloch vector (red) positions for atomic coherences after single
RAP pulses with (a) different pulse durations τD or (b) different driving field phases φ.
Only the xy-plane of the Bloch sphere is shown. The Bloch vector of the initial coherence is
depicted in gray.
phase change ∆γ( j) reads
∆γ( j) =A j − 2φ +∆ j
 
τ1−τ2

(4.9)
where
A j =
∫ τD
0
Æ
(Ω2(t) +∆2j (t))d t (4.10)
Figure 4.5 (a) and (b) show simulations of Bloch vectors after a single RAP
pulse for a varying pulse duration and a varying phase of the RAP pulse. In both
cases, the initial coherence had a phase of γ = 0◦. The simulations clearly show,
how the pulse duration or the phase of the RAP pulse affects the phase of the
coherence, i.e., the position of the Bloch vector in the xy-plane. Concluding, only
imperfect rephasing is performed by a single RAP pulse, i.e., it is unsuitable for
rephasing.
4.3.1 Rephasing with Two RAP Pulses
Inefficient rephasing by a single RAP pulse can be overcome by the use of a second
RAP pulse. The latter statement is actually valid for any pulse that works for
population inversion [72]. Note that also for a single π pulse, this statement
is valid, because technically, rephasing after a single pulse is imperfect due to
an overall π phase shift. The accumulated phase ∆γ( j) after two RAP pulses
according to [68] is calculated by
∆γ( j) =A1−A2− 2φ1+ 2φ2+∆ j
 
τ1−τ2+τ3

(4.11)
where the subscripts 1 and 2 refer to the first and second RAP pulse. The last term
contains the free evolution duration for a system with a static detuning ∆ j from
the center of the inhomogeneous line. τ1 represents the time before the first RAP
pulse, τ2 between the two pulses and τ3 after the second RAP pulse.
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Figure 4.6: Simulation of a second RAP pulse acting on coherences as shown in figure 4.4,
after step (3), i.e., after a first RAP pulse at time 2τ1 + τD. (4) The coherences continue
to dephase. (5) A second RAP, identical to the first, acts on the Bloch vectors. (6) The
coherences rephase. Bloch vectors are colored in red, the blue vector is resonant with
the rotating frame of the Bloch sphere, the torque vector has a green color. The temporal
sequence is shown in the gray dashed box.
The easiest way to make ∆γ j equal to zero (for non-vanishing τi) is the use of
two identical RAP pulses and the choice of τ3 = τ2 − τ1, which is fulfilled for the
simple case τ3 = τ1 and τ2 = 2τ1. Note that the latter condition is also mandatory
for π pulse based rephasing. Starting from the last snapshot in figure 4.4, figure
4.6 shows the influence of the second RAP, which perfectly rephases the initial
coherences.
Taken into account the above discussion, is becomes clear that a pair of identi-
cal RAP pulses is perfectly suitable to rephase atomic coherences. In particular, the
second RAP compensates all individual phases, accumulated during the first RAP
and thus each coherence is rephased to its initial position on the Bloch sphere,
independent from its detuning. Thus RAP based rephasing offers a robust and
broadband alternative for π pulse based rephasing.
RAP based rephasing can also be understood in the picture of the adiabatic
states. Starting from the mentioned initial condition, we find the system in the
state (see section 4.2)
|ψ(t)〉= c+e−
i
2
Ωeff t |ψ+〉+ c−e+
i
2
Ωeff t |ψ−〉 (4.12)
The fact that both adiabatic states are involved in the description of the system
involves also the phase evolution of each adiabatic state, given by the exponential
factor in the above equation. This relative phase evolves with the effective Rabi
frequency and adds an additional, time-dependent phase to the otherwise con-
stant probability amplitudes c±. Note that c± are constant, because we change the
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system adiabatically. Hence, we find two temporal evolutions again: The adiabat-
ically changing mixing angle β and a superposed phase oscillation, given by the
effective Rabi frequency. The change of β results in an inversion of the probability
amplitudes of states |1〉 and |2〉 within every adiabatic state. The relative phase
evolution of the adiabatic states other on the other hand adds a distinct phase that
depends on the pulse duration and the effective Rabi frequency. Thus after a first
pulse, the system ends up with a distribution of phases, just as discussed above.
If the diabatic probability amplitudes are c1 = c2 = 1/
p
2, this just changes the
phase of the coherence, i.e., |c j| are constant. After the second pulse, the relative
phase evolution is reversed (because the system evolves with inverted probability
amplitudes of the diabatic states) and the system has been inverted for a second
time to its original state with its original phase.
The latter two sections described extreme initial conditions, i.e., a maximum
superposition at equally distributed population and a maximum population differ-
ence. However, every other initial condition is just a combination of these two
cases and a pair of RAP pulses rephases also non-maximum coherences and the
population is inverted after each RAP.
To conclude the results of the above considerations, RAP seem most suitable to
fulfill the tasks of population inversion and rephasing of atomic coherences. RAP is
is easy to implement, e.g., by applying a chirp and a temporal evolution of the Rabi
frequency that fulfills the adiabaticity criterion. Apart from this, no other strict
requirements confine the adiabatic pulses, i.e., they are robust against a variety
of possible errors, such as power fluctuations, technical uncertainties concerning
pulse duration, Rabi frequency or frequency detuning. Especially the latter enables
rephasing in inhomogeneously broadened media, because RAP based rephasing
acts on all systems, independent from their detuning without loss of efficiency. In
particular in comparison with the commonly used π pulses this is beneficial, as
π pulses are not robust to parameter fluctuations and are highly dependent on
detuning. Section 4.5 presents an experimental examination of RAP pulses used
for rephasing and compares the latter to rephasing by π pulses.
4.4 Experimental Setup
In order to perform experiments, which allow light storage and rephasing by RAP
and π pulses, the setup must provide optical fields, i.e., a control and a probe
beam and an additional driving field in order to generate the rephasing pulses.
The frequency of the latter field field has to be in the radio-frequency regime in
order to couple to the hyperfine ground states in PrYSO, which carry the atomic
coherences. This section first introduces the generation of optical and RF fields
for our experiment, as well as the method of detection of the light storage signal.
Subsequent to the experimental setup, it describes the necessary steps in order to
prepare the storage medium for an experiment and presents the complete mea-
surement sequence.
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Figure 4.7: Schematic experimental setup, consisting of optical setup, RF setup (green box)
and a detection unit for stored light pulses (red box and photo diode). Black lines represent
transmission lines for electronic signals, orange lines represent the laser beam.
4.4.1 Crystal and Cryostat
Figure 4.7 shows the complete experimental setup, used for light storage and
rephasing experiments. The central part of the setup is the storage medium, a
praseodymium doped YSO crystal (Scientific Materials, dimensions of 5x5x3 mm),
where 0.05% of the Yttrium ions are replaced by praseodymium ions (see chapter
1). The crystal has an optical depth of OD ≈ 6.
It is attached to the cold finger of a liquid helium flow cryostat (Janis Research,
ST-100). The cryostat cools the crystal to T ≈ 4K with a cooling power of 3W.
Before the cryostat is cooled down, a rotary valve and a turbo pump evacuate the
cryostat to a pressure of p ≈ 10−6mbar. Additional information on how the crystal
is mounted inside the cryostat can be found in [73].
4.4.2 Optical Setup
A ring dye laser system (SIRAH, Matisse-DX) provides cw optical radiation at a
wavelength λ = 606nm to drive the relevant optical transition in PrYSO. The
output power of the laser system is around P = 1W, which is frequency stabilized
by an external stabilization unit to ∆ν ≈ 100kHz on a time scale of ∆t = 100ms.
Note that the OPO-SFG laser system was not yet available for experiments with
RAP.
The output radiation is guided to the experiment via a single mode fiber,
whereat mainly reflection losses at the fiber ports reduce the available power after
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the fiber to P ≈ 500mW. The laser beam after the fiber has a Gaussian shaped
spatial profile. Because light storage requires two radiation fields, a mirror with
90% reflectivity splits the beam into a weak probe (or signal) beam, and a strong
control beam. The two beams are each guided through an acousto-optical mod-
ulator (Brimrose, BRI-VFF-80-50-V-B1-F1) in double-pass configuration in order
to enable amplitude and frequency modulation in a range of ∆νAOM = ±50MHz
around the AOM central frequency νAOM = 80MHz. In particular, the AOM are
used to produce pulses at relative, shifted frequencies from the cw, monochro-
matic beams. The AOM are driven with RF waves from direct digital synthesis
(DDS) drivers (AA Opto-Electronic, DDSPA-B8b23b-0 for the control AOM, and
Crystal Technologies, AODS 20160-1 for the probe AOM). A polarizing beam split-
ter cube (PBSC) before the AOM assures a horizontal linear polarization of the
incoming light.
The maximum power which is available after the AOM is PC ≈ 100mW in the
control beam line and PP ≈ 4mW in the probe beam line.
The two beams are guided counter propagating to the crystal as indicated in
figure 4.7, whereat there is a small angle between probe and control beam. Both
assures that the strong control field does not reach the photo diode at any time
and in particular during the readout process. Thus this setup avoids unwanted
signals during the detection of the weaker probe beam.
Inside the crystal, the Gaussian shaped probe and control beam overlap and
are mildly focused to a FWHM diameter of dP = 150µm and dC = 220µm. This
provides Rabi frequencies of ΩP = 2π× 280kHz and ΩC = 2π× 950kHz.
4.4.3 Generation of Radio-Frequency Magnetic Fields
Besides the optical fields used for light storage, rephasing experiments require
pulses in the radio-frequency domain in order to manipulate atomic coherences in
the hyperfine ground state transitions of PrYSO. In a light storage experiment, the
atomic coherences are prepared in the hyperfine ground state transition |±1/2〉↔
|± 3/2〉 with a frequency of ω= 2π× 10.19MHz.
In order to generate an RF magnetic field that couples to this transition, we use
a pair of RF coils, which are placed around the PrYSO crystal inside the cryostat.
Each coil carries 7 windings of copper wire with a diameter of d = 200µm. The
diameter of each coil is d = 5mm, the length is l = 2mm and the coils are sepa-
rated by 3.4mm. Note that we use these coils in all experiments, if not indicated
otherwise. Figure 4.7 (green box) depicts the setup used for the RF magnetic
field generation. The RF wave that is sent to the coils, is initially generated in
an arbitrary wave form generator (Tektronix, AWG 5014). The AWG provides full
frequency, amplitude and phase control of the generated RF wave with a sampling
rate of 1.2GS/s. The AWG output is guided to an RF amplifier (EM Power, 1028-
BBM 1C3KAJ) with a maximum output power of Pmax = 10W and a gain of 40dB
in a frequency range between 1MHz and 500MHz.
The amplified signal is then sent to the coils inside the cryostat. However,
the imaginary and frequency dependent impedance of the coils, ZRF = iωL is sig-
nificantly different from the impedance of the RF amplifier, ZAmp = 50Ω. As a
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Figure 4.8: Setup for the genera-
tion of RF pulses. AWG is an arbi-
trary waveform generator, the tri-
angle represents an RF amplifier.
CT and CM are capacitors to match
the impedance of the RF coils in-
side the cryostat (indicated by the
gray box) to the amplifier.
consequence, the RF wave is reflected from the coils back into the RF amplifier
and no or only little RF magnetic field is generated. In order to suppress back
reflections and to guarantee a maximum transfer efficiency of the RF wave to the
coils, we insert an impedance matching circuit between amplifier and coils as in-
dicated in figure 4.8. It consists of two capacitors, one parallel and one in series to
the RF coils inside the cryostat (indicated by the gray dashed box). The basic idea
of this circuit is to built a resonance circuit including the RF coils and a tuning ca-
pacitor CT in order to increase the coupling efficiency for a specific frequency [74].
A matching capacitor CM serves to compensate the residual imaginary part of the
impedance. Of course this is a simplified idea of the more complex interplay of
capacitive, inductive and resistive elements in the circuit. The exact formula to
calculate the values of CT and CM for a frequency to match are given in appendix
D. We use tunable capacitors, in order to adjust the circuit very precisely for the
frequency ω = 2π× 10.19MHz. The adjustment is done with a network analysis
tool (mini Radio Solutions, miniVNA) that allows to measure the impedance, or
the reflected waves, respectively, of an electronic system. We adjust our match-
ing circuit such that more than 99% of the incident RF wave is coupled into the
coils. The maximum achievable Rabi frequency at Pmax = 10W and with the here
described setup is ΩRF ≈ 2π× 140kHz.
4.4.4 Detection of Stored Light Signals
The last step in our light storage experiment is to detect the retrieved probe beam
as indicated in figure 4.7 (photo diode and red box). The restored probe pulse
propagates out of the crystal and is detected by a photo diode (New Focus, model
2051). In addition, the optical path to the photo diode passes through another
AOM that acts as a gate in order to suppress any signal on the photo diode outside
the reading process. The photo diode records a time resolved signal of the re-
trieved probe beam, which is integrated in a boxcar integrator (Stanford Research
Systems, SR 250). The integrated value is finally read and stored by a computer
via an AD converter.
4.4.5 Measurement Procedure
In order to perform EIT-based light storage, it is necessary to prepare a Λ-system in
the storage medium PrYSO (see chapter 3.2.1). However, the optical transition in
PrYSO is subject to inhomogeneous broadening and thus a single frequency laser
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Figure 4.9: (a) Optical pumping scheme for PrYSO to prepare a specific ensemble in the
inhomogeneously broadened transition for light storage with a control and a probe beam.
(b) Absorption spectra after each preparation step. (c) A single frequency laser beam
couples up to nine different transitions in unprepared PrYSO, because the inhomogeneous
broadening exceeds the hyperfine splitting by orders of magnitude.
beam couples up to nine different transitions, each in an individual ensemble, as
indicated in figure 4.9 (c). Hence, prior to any light storage, the medium has to
be prepared in such a way that eight transitions are free of population, and only
one transition (or ensemble, respectively) contains population and interacts with
the laser pulses.
The preparation used during this work is described in [40, 75] and relies on
optical pumping. All pulses have a rectangular profile in time. Figure 4.9 (a)
shows the optical pumping scheme used to prepare a specific ensemble for light
storage experiments. First, the control laser frequency is chirped in a range of
∆ν = 18MHz over a temporal duration of ∆t = 12ms. This process is repeated six
times and results in an absorption-free spectral region within the inhomogeneous
optical line, the spectral pit. Figure 4.9 (b) shows a prepared spectral pit in PrYSO
as well as the population distribution after each preparation step. The color code
is the same as for the optical pumping scheme in (a). A probe or signal beam
with a relative frequency of ω = 2π× 10.19MHz is not absorbed inside the pit,
i.e., all transitions are depopulated. In order to prepare a single ensemble in Λ
configuration, a laser pulse with a fixed frequency νR = 22.9MHz, i.e., outside
the spectral pit, with a duration of ∆tR = 1.25ms and with a power of PR =
65mW re-pumps population of one specific ensemble back into previously emptied
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Figure 4.10: (Upper, orange box) Temporal sequence of optical and (lower, green box)
RF pulses used for light storage and rephasing of atomic coherences. R is an optical re-
pumping, C is an optical cleaning pulse. Rephasing pulses can be π pulses or RAP pulses.
levels. Thereby, absorptions lines appear in the spectral pit again. However, not
all population ended up in one state, but is distributed among two states within
the specific ensemble. Therefore, a second pulse called cleaner, empties this state
by optical pumping. It has a relative frequency of νCl = 0MHz, a duration of
∆tCl = 1.5ms and a power of PCl = 90mW. Because of the quite different relative
oscillator strength in PrYSO (see table 1.1), almost all population decays into state
|2〉 of the desired ensemble, as indicated in figure 4.9 and experimentally indicated
by an increased absorption at the probe transition frequency after the cleaner.
All preparation steps, i.e., spectral pit preparation, re-pumping and cleaning, are
separated by a time ∆t ≈ 1ms, in order to allow full relaxation from the optically
excited to the ground state and to assure full decoherence in the ground states.
After this preparation, one specific ensemble provides a Λ-system for EIT-based
light storage. In presence of the strong control field, the absorption for the probe
field vanishes on resonance as shown by the data in figure 4.11. The system is
prepared for an EIT-based light storage experiment.
Figure 4.10 shows the sequence used for light storage (see upper, orange box)
and rephasing with RAP and π pulses (see lower, green box). The sequence starts
with the optical preparation of the medium as discussed above. After this step the
control write pulse is turned on with a power of PC = 140mW for a time duration
τW = 100µs. The control beam creates EIT conditions for the probe pulse which
has a duration of τP = 20µs and a power of PP ≈ 3mW. The probe pulse and
the control pulse are shut off simultaneously at time t = 0µs in order to create
a persistent atomic coherence in PrYSO. Note that both probe and control pulse
have a rectangular temporal shape, which is not the ideal condition for efficient
light storage. However, it is not the goal of this work to yield a maximum storage
efficiency, but to investigate rephasing by RAP. Rectangular pulses already yield a
well observable light storage signal, which is fully sufficient for this work.
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Figure 4.11: EIT absorption spectrum for
the probe beam in presence of the control
laser (blue, solid circles). The gray hollow
squares represent the absorption spectrum in
absence of the control beam, i.e., without EIT
for the probe beam.
For all experiments, we choose a
storage time of ∆τ = 600µs. This is in
the range of the decoherence time T2
and well above the dephasing time of
τdeph ≈ 10µs. The rephasing pulses are
centered according to equation (4.11),
i.e., the time τ1 before the first and
the time τ3 after the second rephasing
pulse is equal, and the time τ2 between
the two rephasing pulses is the sum of
both.
After the rephasing we apply a
control read pulse in order to read
the rephased atomic coherence and
convert it into a probe light field
again. The probe light field propagates
through the crystal under EIT condi-
tions and is finally detected and pro-
cessed.
4.5 Experimental Results
This section presents the experimental implementation of rapid adiabatic passage
based rephasing of atomic coherences. It will give a comparison of RAP and π
pulse based rephasing under the systematic variation of experimental parameters,
e.g., detuning and Rabi frequency. Also the influence of an inhomogeneous RF
magnetic field on rephasing is investigated. Finally, we consider the performance
of RAP pulses that operate at the edge of the adiabaticity criterion.
During the experiments we apply either rectangular or Gaussian shaped pulses,
whereat we use rectangular pulses if not indicated otherwise. For the RAP pulses,
we apply always linear chirps with a total chirp range ∆, symmetric around the
center of the inhomogeneous line. It is important to note that the single frequency
impedance matching has a 3dB bandwidth of around 600 kHz. Thus the RF circuit
still allows Rabi frequencies of more than Ωmax/2 in the range of the maximum
used chirp range ∆ = 900kHz. As a consequence, the rising and falling slopes of
a rectangular pulse are still steep, even if the pulse does not exhibit a perfect flat
top profile.
4.5.1 Rephasing with Limited Rabi Frequency
A common limitation in experimental setups is the maximum achievable Rabi fre-
quency. It is actually the main motivation to replace a π pulse with a RAP pulse in
order to rephase atomic coherences in an inhomogeneously broadened system.
Covering the inhomogeneous broadening by π pulses requires a high spectral
bandwidth or short pulses, respectively. In order to achieve a pulse area of π
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Figure 4.12: Retrieved probe pulse energy for different Rabi frequencies ΩRF, either for
rephasing with RAP (red, solid circles) or π pulses (black, hollow squares), optimized for
the respective Rabi frequency in order to yield maximum signal. The pulse parameters for
each point are given in table 4.1. Red and Black dashed lines show numerical simulations
for rephasing with RAP and π using the data in table 4.1 and an inhomogeneous broadening
of Γinh = 44kHz.
Table 4.1: Experimental parameters for rephasing by π pulses and RAP, as relevant for the
single data points and simulations in figure 4.12. ΩRF is the Rabi frequency, τπ and τRAP are
pulse durations of π and RAP pulses, ∆ is the total chirp range, and Ω2RF/r is the simplified
adiabaticity criterion. β is the initial mixing angle given by equation (4.3).
ΩRF/2πkHz τπ/µs τRAP/µs ∆/kHz
Ω2RF
r
β(t = 0)
140 3.6 6.5 600 1.33 12,5
135 3.7 7 600 1.34 12,1
128 3.9 6.5 600 1.12 11,6
116 4.3 7.5 500 1.27 12,4
109 4.6 9 400 1.68 14,3
102 4.9 9 400 1.47 13,5
88 5.7 10.1 350 1.40 13,3
77 6.5 11.5 300 1.43 13,6
67 7.5 14 250 1.58 14,1
53 9.45 16.5 200 1.46 14.0
41 12.25 24 150 1.69 14,3
29 17 36.5 100 1.93 15,1
15 34 75 50 2.12 15,5
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this would in turn require a high Rabi frequency, which might not be available.
Thus in the first experiment, we compare rephasing by optimized π or RAP
pulses at a given Rabi frequency. In this measurement, we optimize the duration
of π and RAP pulses and the chirp range for RAP for each Rabi frequency. The
result of this measurement is shown in figure 4.12. The red, solid circles represent
the integrated light storage (or probe pulse energy) after rephasing with a pair of
RAP pulses. The black, hollow squares show the same quantity after π pulse based
rephasing. Table 4.1 shows the respective pulse parameters for each measured
point, as well as the simplified adiabaticity criterion (4.7) and the mixing angle β
at the beginning of the RAP pulse. Figure 4.12 also shows a numerical simulation
for each measured data point based on the data from table 4.1.
The data show a rising rephasing efficiency with increasing Rabi frequency for
both types of rephasing. In case of π pulses, the increasing Rabi frequency re-
sults in shorter pulse durations to reach a π pulse area. Short pulses have a larger
spectral bandwidth and thus they cover a larger part of the inhomogeneous broad-
ening Γinh. Beyond ΩRF ≈ 2π×70kHz, the efficiency does not increase any further,
implying that the pulses already cover the inhomogeneous linewidth sufficiently.
For the RAP pulses, the efficiency increases, because the higher Rabi frequency
allows for higher chirp rates, and a corresponding larger chirp range during the
pulse duration. A high chirp range signifies a large initial detuning and conse-
quently a mixing angle that is close to zero or 90◦, as required for a RAP pulse.
For small Rabi frequencies, we could also decrease the chirp rate by increasing the
pulse duration. However, we chose the RAP pulse duration to obtain the maxi-
mum rephasing efficiency with the shortest possible pulse in order to enable a fair
comparison with the π pulses. With our choice of short pulses, we operate on the
edge of the adiabaticity criterion (see table 4.1). Section 4.5.5 discusses this issue
in further detail.
The data indicate a superior performance of RAP pulses for every Rabi fre-
quency. Especially for small Rabi frequencies, the signal enhancement by using
RAP based rephasing is of a factor of 2, whereas for large Rabi frequencies it is
of a factor of 1.15, compared to π pulse based rephasing. Thus even on the edge
of adiabaticity, RAP already yields a higher performance compared to diabatic π
pulses. The simulations shown in figure 4.12 confirm this result, but reveal an-
other weakness of π pulses. Even though, the data show no further enhancement
in efficiency, the simulations predict a higher possible performance of π pulses for
larger Rabi frequencies. However, this discrepancy can be explained by the fact
that the simulation excludes any RF-field inhomogeneities.
4.5.2 Rephasing with RF Field Inhomogeneities
Figure 4.12 indicates that beyond the influence of inhomogeneous broadening, a
second mechanism reduces the efficiency of diabatic rephasing. This mechanism
is an RF-field inhomogeneity of the RF magnetic field coils that generate all pulses
used for rephasing. In order to experimentally verify the influence of field inho-
mogeneity, we perform a light storage experiment in two different PrYSO crystals
with length l = 10mm and l = 1mm. Besides the length, both crystals have the
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Figure 4.13: (Left) Schematic drawing of an intersection plane of the coils and the crystal
used to investigate RF field inhomogeneities. The dots represent the copper wires of the RF
coils, the black dashed boxes depict a PrYSO crystal with length l = 10mm and l = 1mm,
respectively. The propagation axis of the light beams is collinear with the z-axis, depicted
by the red, dashed line. The contour plot is a simulation (made with the software FEMM
4.2) of the magnetic field produced by the pair of RF coils, whereat green color indicates
a weak magnetic field, purple color indicates a strong magnetic field. (Right) Normalized
field strength along the z-axis in a range of ±5mm around the crystal center position z = 0.
The gray dashed lines indicate the spatial extension of the 1mm crystal.
same specifications. Note that for these specific experiments we exchanged the
RF coils in order to fit the large crystal inside the cryostat. The new coils have
11 windings each, a diameter of d = 7.7mm, a length of each coil of l = 3.5mm
and they are separated by 3.4mm. The RF coils are located with respect to the
crystals as depicted in figure 4.13. The figure shows an intersecting plane along
the symmetry axis of the coils, which is collinear with the beam propagation di-
rection. It includes also a simulation of the magnetic field, induced by our exact
coil geometry, depicted as a contour plot in the figure. For both pulses we again
optimized duration and chirp range at a Rabi frequency of ΩRF = 2π × 70kHz,
which is the maximum value for this specific coil geometry. This Rabi frequency
is sufficiently large to operate the π pulse in a regime, where it covers the full
inhomogeneous broadening (compare figure 4.12). Figure 4.14 shows the time
resolved light storage signal from the short (a) and the long (b) crystal after π
(black, hollow squares) and RAP pulse based rephasing (red, solid circles). It is
evident from the measurement that π pulse based rephasing suffers from the ap-
plication in a long crystal, while RAP based rephasing still permits high retrieval
efficiency. In the short crystal, RAP pulses provide a 1.15 times higher efficiency,
whereas in the long crystal RAP based rephasing yields a 1.67 times higher re-
trieved signal. The reason for the superior performance of RAP pulses can be
understood with the spatial variation of the magnetic field along the center z-axis
of the crystal, i.e., the propagation axis of the control and probe beam that create
the atomic coherences. The right graph in figure 4.13 shows this quantity inside
the long crystal (whose center is located at position z = 0, i.e., the center of the RF
coils). The Rabi frequency varies by more than 20% over the whole crystal length
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Figure 4.14: Time resolved, retrieved stored light signals from a crystal with (a) length
l = 1mm and (b) l = 10mm. Red, solid circles indicate the signal after rephasing with two
RAP pulses. Black, hollow squares represent the signal after two rephasing π pulses.
and thus it is impossible to define a π pulse for all positions at the same time.
Therefore, an optimized π pulse is only an average solution for the inhomoge-
neous magnetic field distribution. However, the efficiency of a RAP pulse does not
depend on pulse areas but on the adiabaticity criterion. Thus the rephasing pro-
cess happens to be perfect, even if the Rabi frequency (or magnetic field strength)
varies. The spatial variation of the magnetic field is much lower inside the short
crystal (whose spatial extension is indicated by the gray dashed lines. Thus the
condition for a π pulse is easier - but yet impossible - to fulfill for small RF field
inhomogeneity.
4.5.3 Rephasing with Varying Rabi Frequency
We saw from the last measurement that the variation of Rabi frequency (or RF
magnetic field, respectively) has a significant influence on the rephasing efficiency
of π pulses, whereas RAP pulses are robust against such variations. Thus in the
next measurement, we systematically vary the Rabi frequency, while keeping all
other parameters fixed. We start from an optimized RAP and π pulse for a Rabi
frequency ΩRF = 2π× 140kHz, and record the retrieved stored light signal. The
RAP pulse duration is not as short as shown in table 4.1, but τRAP = 51µs (with a
chirp range of 600kHz). Note that these experiments were performed again in the
PrYSO crystal with a length l = 3mm and with the RF coils described in section
4.4.3. The result of this measurement is depicted in figure 4.15, where black,
hollow squares represent the data for π based rephasing and red, solid circles
depict the data after RAP based rephasing. Both rephasing techniques yield a
similar rephasing efficiency for a Rabi frequency ΩRF = 2π×140kHz. However, as
soon as the Rabi frequency decreases, rephasing with π pulses immediately looses
efficiency, which is well confirmed by a numerical simulation (black, dashed line).
The deviation at high Rabi frequencies is again caused by the RF inhomogeneity.
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Figure 4.15: Change of retrieved probe pulse energy after two rephasing pulses when the
Rabi frequency ΩRF for an optimized rephasing RAP (red solid circles) or π pulse (black,
hollow squares) is varied. The rephasing pulses were initially optimized for ΩRF = 2π ×
140kHz. The red and black dashed lines show numerical simulations for rephasing with
RAP and π pulses, respectively.
Rephasing with RAP on the other hand yields almost constantly high retrieval
efficiency until the Rabi frequency drops below ΩRF ≈ 2π×70kHz. The adiabaticity
criterion yields Ω2RF/r > 2.6 for all Rabi frequencies above 2π× 70kHz, indicating
adiabatic evolution. However, rephasing with π pulses start to fail completely
for Rabi frequencies ΩRF < 2π× 60kHz, where robust rephasing with RAP pulses
still yields almost 100% efficiency. Note that the numerical simulation for RAP as
well as the experimental data show slight oscillations, which will be discussed in
section 4.5.5.
4.5.4 Rephasing with a Static Detuning
The last systematic variation of an experimental parameter concerns the static
detuning. Again we start with optimized pulses at two fixed Rabi frequencies
of ΩRF = 2π × 130kHz or ΩRF = 2π × 60kHz. The π pulses have durations of
τπ = 3.5µs for the higher Rabi frequency and τπ = 8.3µs for the weaker Rabi
frequency. The RAP pulses have durations and chirp ranges of τRAP = 6.9µs and
∆= 600kHz for the high, and τRAP = 17.75µs and ∆= 200kHz for the weak Rabi
frequency.
Now we scan the center frequency of the pulse around the center frequency of
the inhomogeneous linewidth, i.e., ω = 2π× 10.19MHz, while keeping all other
parameters fixed. Thus we record the bandwidth of the pulses or in other words,
we verify the maximum inhomogeneous broadening the rephasing pulses cover.
Figure 4.16 shows the retrieved probe energy versus the central pulse frequency
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Figure 4.16: Retrieved probe pulse energy after rephasing with RAP (red, solid circles) and
π pulses (black, hollow squares) for different central pulse frequencies. Figure (a) shows
the result for weak, figure (b) for high Rabi frequency ΩRF.
for π (black, hollow squares) or RAP pulse based rephasing (red, solid circles).
Both graphs prove a higher efficiency with RAP pulses over a broader spectrum,
compared to π based rephasing. The latter suffers from any detuning, because
the required pulse area for a π flip immediately becomes incorrect for changed
detuning. The data show this feature for both Rabi frequencies, whereat the spec-
tral full width half maximum of a π pulse is ∆ν = 75kHz for ΩRF = 2π× 60kHz
and ∆ν = 175kHz for ΩRF = 2π × 130kHz and thereby comparable to the Rabi
frequency. However the spectrum of a RAP pulse exceeds this width by roughly a
factor of 2. In fact the detuning is limited by the total chirp range, which defines in
combination with the Rabi frequency the mixing angle β . For a perfect RAP, β has
to be 0◦ at the beginning of the pulse and 90◦ at its end (or vice versa). However,
RAP pulse rephasing fails entirely at a detuning of ±100kHz for ΩRF = 2π×60kHz
and ±250kHz for ΩRF = 2π× 130kHz. This results in a mixing angle of β60 = 45◦
and β130 = 55
◦ at the beginning or the end of the pulse, depending on whether the
detuning is negative or positive. Thus the probability amplitudes for the diabatic
states have not been inverted, i.e., the system has not undergone a π flip during
the RAP pulse.
4.5.5 Perfect RAP Pulses
All RAP pulses that have been used so far, had a rectangular shaped temporal
profile for the Rabi frequency. A perfectly adiabatic pulse however should evolve
smoothly in time as demanded by the adiabaticity criterion (4.6). The last section
of this chapter provides a short note on the optimal temporal design of RAP pulses.
Figure 4.17 shows the retrieved probe energy while scanning the pulse duration
of two rephasing RAP pulses. Besides the pulse duration, all other parameters
are fixed, i.e., the total chirp range is constant and the Rabi frequency is kept
constant at ΩRF = 2π × 135kHz. Varying the pulse duration while keeping the
total chirp range fixed, also changes the chirp rate. Figure 4.17 shows three scans,
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Figure 4.17: Retrieved probe pulse energy vs. the pulse width (FWHM) of rephasing RAP
pulses with either rectangular shape and a chirp range of ∆ = 600kHz (black, hollow
squares), a Gaussian shape with a chirp range of ∆= 600kHz (blue, hollow triangles), or a
Gaussian shape with a chirp range of ∆= 900kHz (red, solid circles). The Rabi frequency
is kept constant at ΩRF ≈ 2π× 135kHz.
corresponding to three different applied RAP pulses. The first is a rectangular
shaped pulse with a total chirp range of ∆= 600kHz (black, hollow, squares), i.e.,
a pulse, used in prior experiments as well. For short pulse durations, the pulse
does not fulfill the adiabaticity criterion, because the chirp rate is to high. With
increasing duration, the efficiency increases and the rephasing approaches a first
maximum at τRAP = 6 − 7µs. However, if the duration is scanned further, the
rephasing efficiency exhibits oscillations. These are a sign of diabatic interaction,
i.e., the steep rising and falling wings of the rectangular shape lead to a coupling
of the adiabatic states and thus the system does not evolve fully adiabatic. A
second contribution to the oscillations is correlated to the mixing angle. At the
beginning of the pulse, the Rabi frequency is not zero, and thus the mixing angle
is not perfectly zero, but β = 12.1◦ at the beginning of the pulse (for ∆= 600kHz
and ΩRF = 2π× 135kHz). Obviously, rectangular shaped pulses do not provide a
perfect RAP pulse, although, they already yield a good performance for rephasing
atomic coherences. In order to further improve RAP, we exchange the rectangular
shape by a Gaussian shape. The pulse duration given in figure 4.17 represents
the full width half maximum (FWHM) of the Gaussian envelope, whereat the total
pulse duration is defined by thrice the FWHM. This choice yields equal pulse area
for the rectangular and the Gaussian shaped pulses at equal FWHM pulse duration.
The blue, hollow triangles represent the data for a Gaussian shaped pulse with a
600kHz total chirp range. Indeed, the pronounced oscillations almost vanish and
the data show only a single oscillation between 5µs and 10µs. If the total chirp
range is increased by a factor of 1.5 to 900kHz (red, solid circles), we obtain a
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purely adiabatic behaviour as soon as the simplified adiabaticity criterion Ω2max/r
is sufficiently fulfilled. Note that the latter yields a value of ∼ 2 for durations
τD > 15µs, which is sufficiently adiabatic as proven by the Gaussian shaped RAP
pulses in figure 4.17. Thus the reason for the oscillations in the rectangular shaped
case is the steep rising and falling edge, i.e., a fast change of the Rabi frequency,
and an imperfect initial condition, which both leads to a coupling between the
adiabatic states, i.e., diabatic behaviour.
4.6 Conclusion
Concluding, RAP enables efficient rephasing which is insensitive to fluctuations of
Rabi frequency, pulse duration and detuning, provided the adiabaticity criterion
is fulfilled. RAP therefore provides superior performance when compared to π
pulses, which must obey strict confinements of their pulse parameters. In partic-
ular, RAP provides high rephasing efficiency in inhomogeneously broadened sys-
tems, with inhomogeneous driving fields or limited available driving field power.
A simple way to realize a perfect RAP pulse is the use of a Gaussian shaped pulse
and a linear chirp. However, in order to fulfill the adiabaticity criterion, perfect
RAP pulses typically require long pulse durations in comparison to π pulses. In
particular, pulse durations become very long when the maximum available driving
field power is low or the inhomogeneous broadening of a system is large. Long
pulse durations are indeed a drawback of RAP (and other adiabatic pulses) as long
pulses signify increased power dissipation in a system. The latter usually causes
heating, especially when many pulses are used in, e.g., dynamical decoupling se-
quences. Long pulse durations become also a problem when the decoherence time
of a system is short and rephasing has to happen within this short time period. A
critical view on RAP reveals as well that perfect RAP-based rephasing requires an
even number of identical pulses (or more complicated pulse sequences) in order to
restore the exact initial phase of every coherence within the inhomogeneous line.
Thus, perfect RAP-based rephasing requires stable parameters on the time scale of
two subsequent RAP pulses, even though the pulse parameters themselves are not
tied to strict confinements.
An alternative, promising approach towards robust and efficient rephasing are
composite pulses [76, 77]. These pulses use phase changes between a series of,
e.g., π pulses in order to improve the performance of a single π pulse with respect
to specific parameter fluctuations, i.e., the detuning or the Rabi frequency [77].
If the order of a composite pulse, i.e., the number of pulses within in a series, is
not too high, the pulse duration can be less than for adiabatic pulses. Composite
pulses have also been used with RAP to improve the latter, whereas composite
RAP pulses require even longer durations than single RAP pulses [78].
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Chapter 5
Coherence Population Mapping
It is a central goal of this work to prolong the storage duration for coherent infor-
mation storage in PrYSO. When we store information, we use atomic coherences,
which contain amplitude and phase information of an input data pulse. The max-
imum life-time of coherences is limited by decoherence processes, i.e., stochastic,
irreversible interactions between a quantum system and its environment. The
characteristic decoherence time is typically orders of magnitude shorter than its
theoretical maximum given by twice the population relaxation time.
The usual approach to extend the life-time of an atomic coherence is to decou-
ple the atomic system from its environment. In PrYSO, two techniques are usually
combined, static and dynamical decoupling. Static decoupling uses a static mag-
netic field that aligns Y and Pr spins and thus reduces the probability of spin flips,
a main source of decoherence [63]. In addition, the magnitude and the direc-
tion of the magnetic field are set to a critical point, where some Zeeman levels
and their corresponding transitions become first order insensitive to fluctuations
of magnetic fields, as induced by residual spin flips (termed ZEFOZ = Zero First
Order Zeeman shift) [25,63].
Dynamical decoupling uses pulsed RF magnetic fields to reduce the influence
of residual fluctuations of transition frequencies and the corresponding change
of the coherence phase evolution [28, 29]. The combination of dynamical and
static decoupling leads to strongly enhanced decoherence times in the range of
the population relaxation time. However, it comes with the price of a complicated
and complex experiment.
An alternative approach to prolong the life-time of a coherence is to reversibly
map amplitude and phase of the coherence onto a long-lived population distribu-
tion. When a population distribution is used as a shelving state, we can ignore the
effect of decoherence during the storage time and no decoupling techniques are
required to reach storage times in the range of the population relaxation time. We
just need a writing and a reading sequence to reversibly map the coherence.
The stimulated photon echo (SPE) is a common approach to transfer the
amplitude and phase of a coherence to a population distribution in an inho-
mogeneously broadened transition [30, 31, 33, 79]. However, not all individual
systems in the storage medium carry the same information. Each stores an in-
dividual portion of the coherent information depending on the spectral position
of the system in the inhomogeneous line. SPE requires only two π/2 pulses on
a single (inhomogeneously broadened) transition to store and retrieve an initial
coherence from populations. It is thus relatively easy to implement and avoids
complex experimental setups beyond the ability to generate mapping pulses. How-
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Figure 5.1: Three-state Ξ-system. (a)
CPM coupling scheme with three coupling
fields “A”, “B” and “C”. The control param-
eter for a CPM mapping sequence are the
pulse areas A of each coupling field. (b)
CPM coupling scheme with two coupling
fields “A” and “B”, each with two control pa-
rameters, pulse area A and driving field
phase φ.
ever, a coherence contains two parameters that we need to store, amplitude and
phase. Consequently a protocol that stores a coherence in populations requires
two independent mapping parameters. SPE uses the population difference in a
two-state transition and inhomogeneous broadening of the latter to fulfill this
condition. Thus inhomogeneous broadening is mandatory for SPE to store the full
information of a coherence. In particular this is necessary to store a coherence
independent from its initial phase.
In this thesis we present a novel approach to reach ultra-long storage dura-
tions by means of reversible coherence population mapping (CPM). Our approach
maps the full information of a coherence, i.e., amplitude and phase, onto a popu-
lation distribution in a single three-state system. The latter already provides two
independent population probability amplitudes which we can use to store ampli-
tude and phase in a single system. As an important consequence, CPM stores
the information of an initial coherence in every individual system equally well,
a significant difference to SPE. CPM thus works in homogeneously as well as in
inhomogeneously broadened media, an expansion in comparison to SPE.
The original proposal for CPM was developed by Yatsenko et al. [80] and uses
three coupling fields “A”, “B” and “C” as depicted in figure 5.1 (a). In this approach
all coupling fields are resonant. Each field and its interaction with the correspond-
ing transition is described with a single parameter, the pulse area AA,B,C. In [80],
we show that all three coupling fields are mandatory to map amplitude and phase
onto the three states. We thus apply a short CPM “write” sequence involving all
three coupling fields with well defined pulse areas to map a coherence onto a
population distribution in the three-state system. After a storage time, which is
only limited by population relaxation, a short CPM “read” sequence maps the pop-
ulation back onto a coherence. Thus, just like SPE, also CPM offers a simple
approach to preserve coherences without elaborate techniques and requires only
a short write and read sequence.
However, a drawback of CPM with three coupling fields is the following. In
a three-state system we hardly find all three transitions allowed. If transition A
and B are allowed transitions, transition C is usually forbidden by a selection rule,
e.g., the selection rule for the orbital angular momentum when all transitions are
optical transitions. Even in systems like PrYSO, where the selection rules impose
only softer constrains, a three-state system usually exhibits one weak transition
compared to the other two. This is a severe obstacle in order to experimentally
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implement CPM. In particular in inhomogeneously broadened media, weak tran-
sitions and corresponding weak Rabi frequencies prevent a full coverage of the
transition and lead to a decreased storage efficiency. In addition, low Rabi fre-
quencies result in very long pulses and decoherence starts to play a role during
the mapping sequence.
In order to avoid the problem of weak or forbidden transitions, Vitanov et al.
developed CPM sequences that introduce the phase φ of the coupling field as an
additional control parameter [81]. This allows to exclude the weakest transition
from the CPM scheme as already two transitions provide four control parameters,
which are sufficient to map amplitude and phase. The control parameters are now
the pulse areas AA,B and the driving field phases φA,B as depicted in figure 5.1
(b). Solutions that contain the phase as an additional control parameter are often
termed composite solutions. Composite pulses (CP) have been used for decades
in NMR in order to perform accurate and robust spin manipulations [76]. The
main idea of CPs is to replace an imperfect interaction by a series of interactions
with properly chosen phases that compensate for the imperfection. More recently,
composite pulses have also been used for robust rephasing of optically driven
atomic coherences [77,78]. Besides the new set of control parameters, composite
CPM works just in the same way as the originally proposed CPM. Both the CPM
write and read sequence consist of three pulses. Write and read sequences contain
at least one pulse acting on the transition “A” and a second acting on transition
“B” (or vice versa). The driving field of the remaining pulse has a phase that is
different from the phase of the other two pulses.
In this thesis, we implement the composite CPM protocol and compare it to the
SPE protocol. This chapter starts with a theoretical description of composite CPM.
This includes an analysis on how composite CPM sequences are derived and a
presentation of the most important properties of composite CPM. The next section
analytically describes SPE and its characteristic features. The chapter continues
with an overview on the experimental implementation of CPM and SPE in PrYSO.
The last section presents experimental results for CPM and SPE with either RF
induced coherences or optically driven coherences after an EIT-based light storage
experiment.
5.1 Theoretical Background
This section provides a theoretical discussion of composite CPM according to the
work of Vitanov and co-workers [81]. It is based on the Hamilton operator for
a driven three-state system in rotating wave approximation (3.20). For a three-
state system as depicted in figure 5.1 (b), with couplings on two transitions and
all detunings given with respect to state |2〉, it reads
bH(t) = −ħh
2
 −2∆12 eiφ12Ω12(t) 0e−iφ12Ω∗12(t) 0 eiφ23Ω23(t)
0 e−iφ23Ω∗
23
(t) 2∆23
 (5.1)
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with selectable phases φi j for the driving fields. For the CPM write and read pro-
cess, we use a consecutive pulse sequence, which enables a separated treatment
of each coupling on transition A or B with, e.g., the Hamiltonian bHA,
bHA(t) = −ħh
2
 −2∆12 eiφ12Ω12(t) 0e−iφ12Ω∗12(t) 0 0
0 0 2∆23
 (5.2)
The Hamiltonian bHB for transition B is deduced in a similar way. bHA(t) (and bHB(t))
almost have the form of a two-state interaction, including an additional detuning
for the second transition. The easiest way of deriving CPM sequences is to consider
the resonant case, i.e., ∆12 = ∆23 = 0. In addition we consider pulses which
have a temporal rectangular shape, i.e., a constant Rabi frequency Ωi j during each
interaction. Hence, the Hamiltonian for each interaction is time independent and
has the form of a pure two state interaction. As a consequence, the value of the
probability amplitude vector ~c(t) = (c1(t), c2(t), c3(t)) after an interaction time
∆t is determined by a unitary propagator bU = exp(−i bHt) to ~c(t f ) = bU~c(0). The
propagator for pulses acting on transition A with the above assumptions takes the
simple form
bUA
φA
(A ) =
 cos(A /2) −ie−iφAsin(A /2) 0−ie−iφAsin(A /2) cos(A /2) 0
0 0 1
 (5.3)
where φA is the phase of the driving field and AA is the respective pulse area for
the interaction with duration ∆t on transition A. The propagator for transition B
is obtained in a similar way.
The next step in order to determine a write and read pulse sequence is to
calculate the transformation of the density matrix elements under the influence
of the write and read sequence. The calculation described here is exemplary and
assumes a write sequence that consists of a pulse A, a subsequent pulse B and again
a pulse A. Each pulse can have an individual phase and possesses a well defined
pulse area. We assume an initial density matrix bρini that has arbitrary populations
ρii and coherent superpositions ρi j. The density matrix after the write sequencebρw is obtained by calculating
bρw = bUw bρini(bUw)† with bUw = bUA
φw3
(Aw3)bUBφw2(Aw2)bUAφw1(Aw1) (5.4)
After the write sequence, the system is subject to decoherence and consequently,
only the diagonal entries in the density matrix are left such that
bρw→ bρdec =∑
i
ρw
ii
(5.5)
After the storage time ∆τ, we apply the read sequence
bρread = bU r bρdec(bU r)† with bU r = bUA
φr3
(Ar3)UBφr2(Ar2)U
A
φr1
(Ar1) (5.6)
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Equations (5.4) - (5.6) give an expression for the final coherence after the read se-
quence on a desired transition. In the most general case, this yields an expression
which is rather long. Therefore, we will first present pulse sequences that provide
the most efficient mapping and retrieval and then discuss the result. The condi-
tion a CPM sequence has to fulfill is γread = γini +φvar, i.e., the phase of the initial
coherence is fully restored and we allow an additional phase induced by the write
or read pulses. We choose the latter phase φvar to enable, e.g., built-in rephasing
by introducing a phase shift φvar = π to the initial phase. The second condition is
to restore the amplitude of the initial coherence |ρini
12
| with a constant pre-factor f
such, that |ρread
12
|= f |ρini
12
|, with 0< f ≤ 1. Table 5.1 shows the most efficient write
and read sequences so far obtained by Vitanov and co-workers. All sequences
consist of three write and read pulses, either in the order A-B-A or B-A-B. Note
that the read sequences in table 5.1 contain an overall phase φ, which indicates
a phase shift of all pulses. Now we let either the ABA, or the BAB sequence from
table 5.1 act on the system. We are interested in the restored coherence ρread
12
. The
relevant density matrix elements determined with equations (5.4) - (5.6) read
ρread
11
= ρread
22
= ρread
33
=
1
3
3∑
n=1
ρini
nn
(5.7)
ABA : ρread
12
= −1
3
eiφ

ρini
12
+ e−iφwρini
23
− eiφwρini
31

(5.8)
BAB : ρread
12
= −1
3
ei(φ+φr−φw)

ρini
12
+ eiφwρini
23
− e2iφwρini
31

(5.9)
The first line shows the populations after the CPM read sequence. It indicates
equally distributed populations among the three states after CPM, no matter what
the initial population distribution was. The second and third line show the co-
herence we retrieve from the system with the ABA or BAB sequence. First of all,
this coherence is a mixture of all initial coherences that were present in the initial
system. Thus CPM works for cases, in which two states only are in a coherent su-
perposition, i.e., only one coherence ρini
12
was initially prepared and ρini
23
= ρini
13
= 0.
Second, we find a pre-factor of −(1/3) for the coherence amplitude. In fact,
every transition in the three-state system carries (1/3) of the initial coherence,
i.e., the coherence is not lost, but distributed among all transitions. The latter
fact is strongly connected with the equal population distribution among all three
states, which does not allow the preparation of a maximum coherence after the
read sequence. To date, the theoretical retrieval of 1/3 of the coherence amplitude
on a single, i.e., the desired read-out transition is the best obtained with CPM. It is
also not clear yet, if this value is a theoretical limit or if it can be further enhanced.
The minus sign in front of the coherence indicates a π phase shift of the co-
herence, which we introduced on purpose to automatically rephase the restored
coherence after the CPM read sequence. In general, both sequences add phases
φw, φr and φ to the coherence phase. These are freely selectable in the write
and read sequences and without loss of efficiency, they can be set to zero or to a
desired value if necessary. Last but not least the retrieval efficiency
ηCPM =
|ρread
12
|
|ρini
12
| =
1
3
(5.10)
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Table 5.1: CPM write and corresponding read sequences deduced from equations (5.4)
- (5.6) by Vitanov et al. AφA(A ) represents pulses on the transition A with pule area A
and phase φA. BφB(A ) represents pulses on the transition B. θ is a specific pulse area
θ = arcos(−1/3). φ is an overall phase for the read sequence.
write read
A0 (π/2)Bφw (θ )A±π/2 (π/2)

A±π/2 (π/2)Bφr (θ )A0 (π/2)

φ
B0 (π/2)Aφw (θ )B±π/2 (π/2)

B±π/2 (π/2)Aφr (θ )B0 (π/2)

φ
is independent from the initial coherence phase γ. This is an important feature of
CPM which no other protocol based on populations in single systems provides. It
signifies that the protocol reversibly maps arbitrary initial coherences equally well.
Concluding, CPM maps an arbitrary initial coherence onto populations in a
three-state system and restores it with a maximum efficiency of one third. CPM
stores the full information about amplitude and phase in each single three-state
system of the medium, i.e., in the probability amplitudes c j of each state. This is
why no manifold of systems is required to store the information.
However, it is crucial to understand that even though the full information is
stored in the probability amplitudes of a single system, it cannot be obtained
from a single system only. This is because the CPM process involves decoherence
between the write and read sequence. Decoherence signifies a randomization of
the phase such that all macroscopic coherences in the system vanish, whereas the
population distribution persists. A coherence in a single system can change its
phase randomly in a decoherence process, but it does not automatically vanish
at the same time. Equations (5.8) and (5.9) indicate that a coherence on any
transition before the read process will mix to the coherence we want to obtain
after the read process. In an ensemble of systems, the randomized phases after the
decoherence process lead to destructive interference off all residual coherences.
Therefore the output after the read sequence consists only of the desired coher-
ence, i.e., the coherence we initially mapped onto the population distribution.
Storing the full information in a single must not be confused with retrieving the
information from a single system. CPM needs an ensemble of systems in order
to provide decoherence. Note that decoherence beyond phase randomization is
caused by population relaxation. The latter is also the limitation for CPM.
In summary, CPM uses a simple write and read sequence, consisting of three
pulses each, to reversibly map coherences onto populations. It is solely necessary
to control the phase and the pulse area of the mapping pulses. Note that the above
considerations base on resonant pulses, a condition which is not valid for inhomo-
geneously broadened transitions in PrYSO (see section 5.3.4 on how to encounter
this problem experimentally). More elaborated CPM sequences are currently de-
rived to encounter these problems. In this work, the goal is to proof the concept
of CPM with its most important characteristics, i.e., phase-insensitive storage effi-
ciency and ultra-long storage time with an easily applicable pulse sequence.
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Figure 5.2: Simulation on the Bloch sphere of SPE with a zero time delay between data and
write pulse for three characteristic phases γ = 0◦ (red vector), γ = −90◦ (blue vector) and
γ= 180◦ (yellow vector) of the initial coherence. The green vector is the torque vector.
5.2 Stimulated Photon Echo
The stimulated photon echo, or sometimes termed three pulse photon echo, is a
well-known approach to store coherent information in populations [30,31,79]. It
is also a common spectroscopic tool in order to determine population relaxation
times on a single transition or to measure spectral diffusion [33, 44, 82]. This
section introduces SPE, because later we compare it to the novel CPM protocol.
5.2.1 Theoretical Background
The SPE sequences we use consist of three π/2 pulses. We refer to the first pulse as
the data pulse. Note that in the literature some references refer to the second pulse
as the data pulse. In general, the data pulse can also have a pulse area smaller
than π/2. The pulses act all on a single transition, in our case the transition A.
The data pulse and the write π/2 pulse are separated by a time delay T . The time
between the mapping write and read π/2 pulses defines the storage time ∆τ. In
order to understand the SPE protocol, it is convenient to first consider SPE in case
of zero delay T between data and write pulse.
Figure 5.2 depicts each step of SPE with zero time delay T = 0 on the Bloch
sphere. The data π/2 pulse creates a maximum coherent superposition of states
|1〉 and |2〉. The phase of the data pulse defines the axis of the Bloch sphere. Equiv-
alent to the convention in chapter 3.1.2 we define a Bloch vector with γ = 0◦ to
point along the y-axis, i.e., the coherence has only an imaginary part. We consider
three characteristic cases, a data π/2 pulse with a phase γini = 0◦ (red Bloch vec-
tor), γini = −90◦ (blue Bloch vector) and γini = 180◦ (yellow Bloch vector). Since
T = 0, the system has no time to evolve, which is why no phase evolution takes
place. This excludes also dephasing in case of an inhomogeneous broadening. Im-
mediately after the data pulse, the write pulse with a phase φ = 0◦ acts on the
Bloch vectors. The torque vector of the writing pulse points into the Re[ρ12] di-
rection. As a consequence, not all Bloch vectors are rotated. The coherences with
an initial phase of γini = 0◦ and γini = 180◦ are transferred into a population differ-
ence. Thereby, the initial phase determines the population distribution between
states |1〉 and |2〉. Coherences with an initial phase of γini = 90◦ on the other hand
are mapped onto an equal population difference, i.e, they do not change during
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Figure 5.3: Population distribution after the
SPE write pulse for an initial coherence,
created by a π/2 pulse with a varying
phase γ. ρ11 is the population in state |1〉,
ρ22 is the population in state |2〉.
the write pulse. Figure 5.3 shows the population distribution for a varying initial
phase γ of an initial maximum coherence. The oscillatory dependence becomes
a problem when the waiting time between write and read pulse exceeds the de-
coherence time. The Bloch vector components representing superpositions vanish
and only the population distribution remains (see figure 5.2). The population dif-
ference after the write pulse is a projection of the imaginary part of the coherence
on the population z-axis of the Bloch sphere. When the read pulse is applied, it
creates only coherences, where the population difference was non-zero. Thus the
coherence with an initial phase γini = 90◦ is completely lost. However, SPE restores
coherences with initial phases γini = 0◦ and γini = 180◦ with 100% efficiency. Ob-
viously, SPE with a zero time delay is highly phase-sensitive and thus not suitable
as a storage protocol for arbitrary coherences. The phase-dependent efficiency re-
sults directly from the sinusoidal population distribution simulated in 5.3. It reads
ηSPE(T = 0) = −ieiγsinγ (5.11)
The phase-sensitivity of SPE can be overcome by introducing a non-zero time
delay T between data and write pulse. Figure 5.4 shows a series of Bloch vector
evolutions on the Bloch sphere during a time delayed SPE sequence. First, the data
π/2 pulse creates a coherence with an arbitrary phase, e.g., γ = 0◦. If the data
pulse acts on an inhomogeneously broadened medium, the time delay between
data and write pulse allows the system to dephase (figure 5.4 (1)). If T ≫ Γ−1inh,
i.e., the time delay is longer than the dephasing time, the coherence phases are
distributed continuously between 0◦ and 360◦ on the equatorial plane of the Bloch
sphere. After the time T , the π/2write pulse maps the coherences onto population
differences. However, these depend on the respective phases of each coherence at
the time T , i.e., the population difference depends on the imaginary part of the
coherence. After the write pulse and a waiting time longer than the decoher-
ence time T2, the inhomogeneously broadened system contains a distribution of
population differences as indicated in figure 5.4 (2) and (3) and figure 5.5. The
population distribution depends on the spectral position of a system within the
inhomogeneous line, because the transition frequency defines the phase evolution
and therefore the phase after the time delay T . Thus we have created a population
grating in the inhomogeneous line. The grating period in the frequency domain
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Figure 5.4: Bloch vector simulation for time delayed SPE. The red vector represents the
resonant ensemble in the Bloch sphere frame. The colored vectors represent non-resonant
ensembles and serve as visual orientation. (1) The system starts to dephase. (2) After a
time t=T an SPE write pulse flips all Bloch vectors by 90◦ around the x-axis. (3) Decoher-
ence leaves the system with an incoherent population distribution. (4) An SPE read pulse
flips the Bloch vectors by 90◦. The length of the vectors now depends on the population dif-
ference after the decoherence process. (5) The vectors start to rotate in two ways: The two
yellow vectors rephase towards the red Bloch vector. Around the red and yellow vectors,
dephasing occurs. (6) Stimulated photon echo at a time t=T after the read pulse (Yellow and
red vectors, as well as the light blue and dark blue vectors have the same position).
Λpop is given by the time delay T to [30]
Λpop =
1
2T
(5.12)
Note that if T is shorter than the dephasing time, the grating period becomes larger
than the inhomogeneous linewidth. Thus we can treat the transition as purely
homogeneously broadened. In other words, a zero time delay experiment ignores
the effect of inhomogeneous broadening and simulates a purely homogeneously
broadened two-state system. If we apply the π/2 read pulse after the storage time
(see figure 5.4 (4)), only transitions with a non-zero population difference will
create a coherence. Immediately after the read pulse, we find coherences with a
phase γ= 0◦ and γ= 180◦ (depending on whether more population was in state |1〉
Figure 5.5: Population difference ρ22 − ρ11
within the inhomogeneous linewidth Γinh af-
ter the SPE write pulse. The initial co-
herence is completely dephased when the
write pulse interacts with the medium at
time T ≫ Γ−1inh. Λpop is the population grat-
ing period.
83
Chapter 5. Coherence Population Mapping
or |2〉). All systems start to dephase again and yield a maximum overall coherence
after a time T , the initial waiting time between data and write pulse (see figure 5.4
(5) and (6)). However, the different coherences do not exactly rephase and the
population grating picture reveals why this is the case. After the read pulse, only
non-zero population differences allow the generation of a coherence. Thus we find
discrete oscillators at relative spectral positions 0, Λpop/2, Λpop, ... within in the
inhomogeneous linewidth. These rephase after a time t = 1/2Λpop ≡ T . However,
the discrete oscillators are broadened by (1/3)Λpop (FWHM), represented by the
systems that have a population difference between 0 and ±1. The broadening
leads to an additional dephasing which decreases the magnitude of the overall
coherence retrieved after the waiting time T .
Time delayed SPE does indeed allow phase-insensitive storage and retrieval of
coherences. However, it does not restore the exact phase of the initial coherence.
In fact it generates an echo after the time T with an average phase that is defined
by the SPE read pulse. The FWHM phase distribution around this average phase
is determined by (1/3)Λpop · T . Note that the efficiency in this case is
ηSPE(T ≫ Γ−1inh) =
1
2
(5.13)
In the experimental realization of CPM and SPE we will always perform ex-
periments with a zero time delay T = 0. This allows the investigation of SPE (or
CPM) without dephasing. It thus enables systematical measurements with a well
defined phase, ignoring dephasing effects in inhomogeneously broadened media.
The results obtained from these measurements, i.e., with a single, well defined
phase can easily be expanded to a general case that involves many initial phases.
5.2.2 Comparison of CPM and SPE
The last two sections about CPM and SPE allow a first theoretical comparison of
the two protocols. SPE requires an inhomogeneously broadened transition and a
time delay T between data and write pulse in order to map and retrieve a coher-
ence independent from its initial phase. The maximum retrieval efficiency is in
this case 1/2 of the initial coherence magnitude. However, during the mandatory
time delay before the write pulse, decoherence further reduces the efficiency. If
the inhomogeneous broadening is small or the time delay T is short, the retrieval
efficiency depends on the phase of the initial coherence. Therefore, storing arbi-
trary coherences with SPE is limited to inhomogeneously broadened systems. On
the other hand, SPE requires only a π/2 write and read pulse on one transition. It
is thus a rather simple protocol.
CPM stores an initial coherence in the populations of a single three-state sys-
tem. This does neither require a time delay between data pulse and write sequence
nor inhomogeneous broadening. CPM thus works in any system that provides
three states with two allowed transitions. The retrieval efficiency is 1/3 of the
initial coherence magnitude. In particular it is always independent on the initial
phase of the coherence. Both, the CPM write and read sequence, consist of three
pulses on two transitions in a three-state system. Thus, CPM requires slightly more
pulses than SPE but is still a simple protocol.
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Figure 5.6: Schematic experimental setup for CPM and SPE, including optical setup, RF
setup (green box) and two different detection units (red boxes A and B). Black lines repre-
sent transmission lines for electronic signals, orange lines represent the laser beam.
5.3 Experimental Setup
We implement CPM (and SPE) in the hyperfine levels of the 3H4 ground state of
PrYSO. For the rest of the chapter, we relabel the states to |±1/2〉= |1〉, |±3/2〉=
|2〉 and |±5/2〉= |3〉 (see figure 1.2 for original labels). The pulses “A” and “B” are
RF pulses on the “A” transition |1〉 ↔ |2〉 and on the “B” transition |2〉 ↔ |3〉. We
use the experimental setup depicted in figure 5.6 to generate all necessary optical
and RF pulses and to detect restored coherences. The setup is in large parts similar
to the one shown in chapter 4.4. This section highlights only changes applied to
the latter in order to adapt it to experiments with CPM and SPE.
5.3.1 Optical Setup
In this setup we use the OPO-SFG laser system described in detail in chapter 2.
Besides the replacement of the laser system, the optical system is identical to the
previous setup, apart from the FWHM beam diameter inside the crystal. These
are dC = 400µm for the Gaussian shaped control beam and dP = 150µm for the
probe beam with a flattop profile inside the crystal. In contrast to the previously
presented experiments, we test CPM on both, coherences prepared by pulsed RF
magnetic fields and on coherences prepared in a light storage experiment. In case
of pure RF experiments we use only the control beam line to generate pulses for
the optical preparation (see section 5.3.4) and Raman heterodyne detection (see
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Figure 5.7: Schematic setup, including an
impedance matching circuit, used to gener-
ate the RF fields for CPM or SPE experiments.
CT and CM are capacitors, AWG is an ar-
bitrary waveform generator and the triangle
represents an RF amplifier. The coils inside
the gray box represent the RF coils inside the
cryostat. Red highlighted parts belong to the
impedance matching for the frequency ν12,
blue highlighted parts for the frequency ν23.
section 5.3.3). In case of light storage we use the probe as well as the control
beam. I this case, the control beam is used for optical preparation and storage of
the weak probe beam as described in chapter 4.4.5.
5.3.2 Generation of Radio-Frequency Magnetic Fields
CPM works in a three-state system and requires the coupling of two transitions
in the RF regime. Thus the RF setup to generate magnetic fields has to be ex-
tended to the use of two frequencies. These are ν12 = νA = 10.19MHz and
ν23 = νB = 17.31MHz, i.e., the frequencies of transition A and B. The RF setup
is implemented as depicted in the green box in figure 5.6 and in detail in figure
5.7. The same arbitrary waveform generator as in the previous setup generates the
CPM write and read sequence as well as the pulse used to prepare the initial co-
herence. The output is amplified in an RF amplifier (Minicircuits, LZY-22+) with a
maximum output power of P = 30W in a frequency range of ∆ν = 0.1−200MHz.
The RF coils are similar to the ones described in chapter 4.4. They have a diam-
eter of d = 7.3mm and length of l = 3.5mm. Each coil carries 11 windings of
copper wire with a diameter of d = 300µm. Identical to the previous RF setup,
we have to match the frequency-dependent, imaginary impedance of the RF-coils
inside the cryostat to the amplifier’s real impedance of Z = 50Ω. Note that the
matching circuit has to match two frequencies simultaneously. A single frequency
matching circuit does not work here, because the bandwidth of the latter is two
small, compared to the difference of the two required frequencies. Usually, broad-
band impedance matching is established by a 50Ω resistor. However, this method
provides only imperfect matching and consequently low maximum Rabi frequen-
cies. Thus we implement a new, two-frequency matching circuit, which is based
on the single-frequency version [74]. In fact, it is a doubled version of the latter
as indicated by the blue and red boxes in figure 5.7. The RF signal propagates
through the matching circuit (consisting again of a tunable matching and tuning
capacitor). Each circuit is adjusted to the particular frequency A or B. The RF coil
inside the cryostat is part of both matching circuits. After the RF coils, the signal is
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guided to ground level by a wave trap, which consists of a series oscillating circuit.
We note that this is simplified description and all components of the circuit form
several oscillating circuits. A detailed description of the matching circuit and its
performance is given in [83] and Appendix D. The incident RF wave is not nec-
essarily dissipated in the RF coils, even if the matching circuit provides an overall
impedance to Z = 50Ω. This is why we adjust the circuit not with a network anal-
ysis tool, but by means of maximizing the Rabi frequency on both transitions A
and B. Therefore we empty certain levels in the ground states of PrYSO by optical
pumping with a single frequency laser beam. When an RF magnetic field is applied
on one of the two transitions, population is transferred back to previously emptied
states. This causes absorption of the same laser beam as used for optical pumping
before. Thus by observing laser absorption we directly measure population oscil-
lation, i.e., the Rabi frequency. The measured Rabi frequencies at maximum RF
power of P = 30W are Ω12 = ΩA = 2π× 145kHz and Ω23 = ΩB = 2π× 50kHz.
5.3.3 Raman Heterodyne Detection
In order to investigate CPM, we create coherences in two different ways. Either,
we apply RF pulses to directly create a coherence in the hyperfine ground states
of PrYSO, or we prepare optically driven atomic coherences in a light storage ex-
periment. The latter has been described in detail in the chapter 4.4.5, including
the detection of stored light signals.
In order to detect RF induced coherences, we use Raman heterodyne detection
(RHD), which is based on coherent, stimulated Raman scattering [84–86]. The
goal of RHD is the conversion of an RF coherence ρ12 into a scattered light field
by means of a detection laser (see figure 5.8). The latter has a real Rabi frequency
ΩD and the angular frequency ωD = ω13, i.e., the detection laser is resonant with
the transition between the ground state |1〉 and an excited state |3〉.
Note that figure 5.8 (level scheme on the left-hand side) and the following
description refer to the generation of a Raman Stokes beam, i.e., the frequency of
the scattered Stokes field ωS = ωD −ω12 = ω23 is lower than the frequency of the
initial detection laser beam ωD.
Raman scattering also produces an Anti-Stokes field at a frequency ωAS =ωD+
ω12. In our coupling scheme, this occurs via an off-resonant process and the Anti-
Stokes signal is very small. We thus detect mainly the Stokes radiation. In the
inhomogeneously broadened optical line of PrYSO we find also systems which
generate resonant Anti-Stokes radiation, i.e., when the initial laser field has a
frequencyωD =ω23. Here, the Stokes field would be off resonant and thus weaker.
The source of the Stokes light field is the optical coherence ρ23 which leads to
a time dependent polarization of the medium ~P23(t) = N~µ23ρ23exp(iωS t), with the
particle number density N and the dipole transition moment ~µ23. The polarization
acts as a source of the Stokes radiation ~ES (compare equation (2.4)). It reads
~ES(t) =
Lµ0ω
2
S
2ikS
~P23(t) =
Lµ0ω
2
S
2ikS
N~µ23ρ23e
iωS t (5.14)
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Figure 5.8: Raman heterodyne detection scheme used to detect RF induced coherences.
where L is the medium length and µ0 is the vacuum permeability. Note that the
electric dipole moment µ23 is usually higher than the magnetic ground state dipole
transition moment µ12. Therefore the field generated from the optical coherence
is stronger than the radiation generated from the ground state coherence, i.e., the
coherence we want to detect. Transferring the ground to an optical coherence
thus yields a stronger detection signal. In order to calculate the optical coherence
we solve the Liouville-von-Neumann equation (3.12). It describes the temporal
evolution of the three-state system and yields six coupled differential equations
for populations and coherences. Before we analytically solve equation (3.12),
we neglect the influence of decoherence and population relaxation, which both
happen on times scales > 100µs in PrYSO. This is valid since the signal detection
happens on much shorter time scales (< 10µs). Solving equation (3.12) yields the
following expression for the optical coherence
ρ23 = isin

ΩD
2
t

ρ12 ≈ i
ΩD
2
tρ12 (5.15)
The optical coherence is thus linearly dependent on the ground state coherence
ρ12. The approximation in (5.15) is valid for short read out times t < π/ΩD, as it is
the case in our experiment. Note that solution (5.15) refers to a single three-state
system and does not include detuned detection fields or interferences between
different Stokes or Anti-Stokes beams. A more general analysis is given in [85].
The process that leads to solution (5.15) is similar to a frequency mixing pro-
cess of the coherence ρ12 with the detection laser field and the propagation di-
rection of the initial laser beam and the Raman scattered light fields is collinear.
The latter fact is crucial for heterodyne detection, which requires detection of both
beams simultaneously on a photodiode with sufficiently high bandwidth to detect
their beat note (Thorlabs, PDA 10A-EC). This yields a signal
IRHD ∝
1
2

|ES|2+ |ED|2+

ESE
∗
D+ c.c.

(5.16)
The first two terms contribute as a constant offset, whereas the latter term exhibits
the beat note of the scattered and the initial beam. The beat note oscillates with
their difference frequency ω12. The magnitude of the beat note is proportional to
the Raman scattered field which depends linearly on the coherence ρ12. In order to
measure the beat note magnitude independent from noise and the constant offset,
we demodulate the photodiode signal in a lock-in amplifier (Zurich Instruments,
ZI HF2LI). Thereby we produce a signal that is linearly proportional to both the
initial coherence amplitude |ρ12| and the detection beam intensity ∼ E2D.
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Figure 5.9: Sequential steps used to prepare an RF pit in the inhomogeneously broadened
hyperfine ground state transitions in PrYSO: (a) Population distribution after optical pump-
ing (not shown). (b) - (d) Population distribution after a series of A (red) and B (blue) pulses.
The width of the colored boxes indicates the spectral width of the pulses A and B.
5.3.4 Measurement Procedure
In order to provide a systematical analysis of CPM, we prepare RF induced coher-
ences. In a second experiment, we apply CPM to optically driven atomic coherence
after a light storage process. We have to prepare the storage medium PrYSO in or-
der to generate either RF induced coherences or optically driven coherences after
a light storage process. The light storage experiment has already been described
in the previous chapter. The preparation for a pure RF experiment is somewhat
different to the preparation for light storage. It consists of three steps, two based
on optical pumping, and one based on RF interaction.
First, we prepare an absorption free, spectral pit with a frequency chirped
control laser pulse in a relative frequency range of 0 − 18MHz. One chirp lasts
20ms and has a laser power of P = 1mW. This procedure is repeated six times.
In the second step, isolated absorption lines are prepared inside the spectral
pit. We chose two rectangular shaped repumping pulses at relative frequencies
ν1 = 20.5MHz and ν2 = 30.7MHz with a power of PR = 1mW each.
Note that the detection beam for RHD has a relative frequency of νD = 3.2MHz
and a power of PD = 1.5mW. We are thus interested in the population distribution
in the ensembles addressed by this specific detection laser frequency. The detec-
tion laser couples all three possible ground states to one of the excited states. Each
coupling happens in a different ensemble within the inhomogeneous line (com-
pare figure 4.9). However, we are only interested in the detection of coherences
in the |1〉↔ |2〉 transition and thus neglect all couplings from state |3〉 = | ± 5/2〉.
In the RHD, coherences including these states would contribute with beat fre-
quencies at 17.31MHz or 27.5MHz, frequencies that we do not demodulate in the
lock-in amplifier, i.e., we do not detect them.
After the optical preparation, the averaged population distribution over all
relevant ensembles shows no population in the third state and unequal population
in states |1〉 and |2〉 as shown in figure 5.9 (a). In step three of the preparation we
apply a series of rectangular shaped RF pulses on both transitions in order to pre-
pare a population distribution which we term RF pit. We first equal the population
between states |1〉 and |2〉 by applying three π/2 pulses followed by incoherent
coupling, all on transition A. The π/2 pulses have durations of τ(π/2) = 1.7µs,
the incoherent coupling lasts ≈ 600µs. All RF pulses are generated with the max-
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Figure 5.10: Temporal sequence of optical (orange box) and RF pulses (green box) used
for optical preparation, preparation of an RF pit and optical detection as well as RF pulses
used to perform a CPM or SPE experiment. D is the data pulse which creates the initial
coherence. R1 and R2 are optical repumping pulses.
imum available RF power. Note that all pulses are separated by a time t > T2 to
prevent coherent interaction between the pulses. The population distribution in
the relevant ensembles is depicted in figure 5.9 (b). A subsequent π pulse B with
duration τ(π) = 5µs transfers population to state |3〉 as indicated in figure 5.9 (c).
However, the B pulses we use in our experiment have a maximum Rabi frequency
of Ω23 = 2π× 50kHz < 2π× 80kHz = Γ23inh, i.e., a spectral width smaller than the
inhomogeneous linewidth of the transition B. Thus, population transfer happens
in a spectral width determined only by the B pulse. We call this population config-
uration an RF pit (analogue to the spectral pit in the optical regime). If we apply
an A π/2 pulse, which couples to the whole inhomogeneous line due to its high
Rabi frequency, we generate a coherence exclusively in ensembles, prepared by
the B pulse before. This is important to reduce errors due to weak B pulses and
enables the systematical investigation of CPM in a pure RF experiment.
Figure 5.10 shows the temporal arrangement of optical (orange box) and RF
preparation pulses (green box). After the preparation, we start a CPM or an SPE
experiment (see figure 5.10 (green box)). We first apply a data π/2 pulse on the
transition A, labeled “D” in figure 5.10. The data pulse has a rectangular shape
and a duration (just like all π/2 pulses A) of τ(π/2) = 1.7µs at maximum Rabi
frequency. In order to change the phase of the initial coherence created by the
data pulse, we change the phase of the corresponding RF wave in the arbitrary
wave form generator. Immediately after the data pulse we apply the CPM write
sequence, or a π/2 pulse A for SPE, respectively. Note that with the choice of a
zero time delay between data and write pulses we investigate the case T = 0 for
SPE described in section 5.2.1. The CPM write (and read) sequence we use in all
experiments is the first A-B-A sequence from table 5.1. It consists of a π/2 pulse on
90
Chapter 5. Coherence Population Mapping
transition A, a pulse with duration τ(θ ) = 6µs on transition B, and a second π/2
pulse A with a phase shift of φ = 90◦. After a storage time ∆τ > T2, we apply the
CPM read sequence. It is the reversed write sequence, or in case of SPE a single
π/2 pulse. In order to read the restored coherence on transition A, we apply a
single frequency detection laser beam for RHD from the control beam line. The
RHD detection laser has a power of P = 1.5mW.
5.4 Experimental Results
This section presents the experimental implementation of composite CPM in the
solid-state storage medium PrYSO. Our goal is to verify the key features of CPM
experimentally, also compared to SPE. We first have to investigate whether CPM
restores an initial coherence and does not create an arbitrary coherence, e.g., in-
duced by the CPM read sequence itself. This measurement is included in an ex-
periment, where we investigate the capability of CPM to store coherences with
arbitrary initial phase equally well. In a second experiment we want to perform
ultra-long coherence storage with CPM, whereat the storage time ∆τ should be
only limited by population relaxation. Note that these experiment are all-RF ex-
periments. Finally, we investigate if CPM works also for EIT-based light storage.
For every experiment, we compare the CPM results to coherence storage by a
zero time delay SPE experiment (see section 5.2.1 for details). This helps us to
experimentally verify and distinguish the predicted features of each protocol. In
addition, SPE experiments are well-known and rather simple to implement. If
SPE yields the predicted characteristics, we know that storage in populations is in
principle possible, i.e., the experiment is running properly.
5.4.1 Mapping Efficiency Depending on the Coherence Phase
Experiments intended to prove phase-insensitivity of the CPM protocol use solely
RF pulses. The reason is that we can precisely control the phase and the amplitude
of an RF induced coherence. Optically driven atomic coherences on the other
hand contain typically an unknown mixture of phases. Thus we use the sequence
described in section 5.3.4 to carry out this experiment.
Figure 5.11 shows the retrieved signal energy when the phase γ of the initial
coherence is varied between γ = 0◦ and γ = 360◦. The storage time is ∆τ = 4ms
for all measurements shown in figure 5.11. The red, solid squares show the signal
retrieved after the CPM sequence, blue solid circles represent data obtained with
SPE. CPM yields a constant retrieval efficiency, i.e., the efficiency of the protocol
does not depend on the phase of the initial coherence. SPE on the other hand
shows strong oscillations as predicted by theory. For phases γ= 160◦ and γ= 340◦
the retrieved signal reaches a maximum value. However, for phases γ = 70◦ and
γ = 250◦, the SPE signal vanishes completely, i.e., no storage was possible. Figure
5.12 shows a simulation of the retrieval efficiency for CPM, and SPE (as well as
for time delayed SPE), calculated from equations (5.10), (5.11) and (5.13). The
data and simulations are in very good agreement. Note that theory predicts a
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Figure 5.11: Retrieved Raman heterodyne signal energy versus phase γ of the initial co-
herence. Red, solid squares represent the signal retrieved with CPM, blue, solid circles
represent SPE data. Hollow data indicate the retrieved signal after a CPM or an SPE se-
quence without an initial coherence.
zero efficiency for SPE with phases γ = 90◦ and γ = 270◦. Our data is however
constantly shifted by 20◦ to lower phases. This is due to a slightly detuned pulse A
and has been confirmed by a simulation. Nevertheless, the data clearly show the
key feature of both CPM and SPE and thus represent a first, evident proof of CPM.
Figure 5.11 also shows the retrieved signal energy when no initial coherence
was prepared (hollow data points). This measurement indicates wrongly “re-
stored” coherences, induced by the protocols themselves. The CPM protocol (red,
hollow squares) produces a slightly higher error coherence than the SPE (blue
hollow circles), caused mainly by weak pulses B on the |2〉↔ |3〉 transition. Note
that without the RF pit, the noise introduced by weak B pulses would be substan-
tially higher. In case of SPE, we do not use B pulses and consequently, the noise is
reduced to zero. This result also shows a precise choice of experimental parame-
ters, i.e., a correct pulse area of the A pulses. However, it is evident form the data
that CPM restores the initial coherence and does not introduce substantial error
coherences. The noise in case of CPM is always well below the obtained signal
and thus, signals restored with CPM are always distinguishable from noise.
If we compare the maximum retrieved signal with SPE to the signals retrieved
with CPM, the latter are smaller by a factor of about 1/5, which is slightly lower
than a theoretically predicted factor of 1/3. The reduced CPM efficiency comes
most likely with imperfect conditions for Raman heterodyne detection. After the
read out sequence, population is equally distributed among all three involved
ground states. Therefore, the laser beam used for optical detection couples to
transitions within the inhomogeneous optical line, which have been emptied be-
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Figure 5.12: Simulation of retrieval efficiencies for time delayed SPE and non time delayed
SPE and CPM according to equations (5.10),(5.11) and (5.13).
fore by optical pumping during the preparation scheme. A portion of the detection
laser as well as the Raman scattered beam is thus absorbed by the repopulated
transitions. SPE on the other hand results in equal population in states |1〉 and
|2〉 only. Consequently, after CPM, the detection laser beam experiences enhanced
absorption compared to detection after SPE. The overall signal is reduced below
the relative factor of 1/3 accordingly.
5.4.2 Mapping Efficiency Depending on the Storage Duration
In a second measurement we store an initial coherence either with a phase of
γ = 70◦ or γ = 160◦ and vary the storage duration. The two initial phases rep-
resent extreme cases for SPE, as it restores a maximum signal for γ = 160◦ and
no signal in the other case. Figure 5.13 shows the retrieved signal energy after
CPM or SPE for the two initial coherences versus the storage time ∆τ. Let us first
look at the signal retrieved with SPE (black, hollow squares for an initial phase
γ = 160◦ and green, hollow triangles for γ = 70◦). As expected from the previous
measurement, SPE does not restore the coherence with γ = 70◦. However with
an initial phase γ = 160◦, SPE retrieves a maximum signal that decays with a 1/e
time of τSPE ≈ 3.2 s. After a storage time of ∆τ≈ 30 s, the SPE signal has vanished
completely. The situation with CPM restored coherences on the other hand is
different. As expected from figure 5.11, the retrieved signal is lower than in the
optimal case of SPE. However, CPM restores coherences at both phases equally
well for storage durations until about 1 s. The 1/e decay times are τ70CPM ≈ 5.4 s
and τ160CPM ≈ 175 s and thus in both cases longer than for signals obtained with
SPE. Please note that the decay for CPM signals is no single exponential, because
two transitions and consequently two relaxation rates are involved during the
storage process. We nevertheless define the 1/e time as the storage time in order
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Figure 5.13: Retrieved Raman heterodyne signal energy versus storage duration ∆τ for
two RF induced coherences with different initial phase γ, stored with CPM or SPE (see
explanation in the figure).
to compare the different signal decays.
The data in figure 5.13 show ultra-long possible storage durations for coher-
ences stored with CPM. However, the signals for different phases decay with differ-
ent 1/e times. This is due to different population relaxation times of the transitions
A and B and becomes obvious by considering the phase dependent population dis-
tribution after the CPM write process (see figure 5.14). For an initial phase of
γ = 160◦ the population difference in the transition A is minimum, whereas the
difference in the transition B is maximum. Therefore, the rather short relaxation
time of T1 = 8.7 s on the transition A does not affect this specific population dis-
tribution much. The population relaxation only leads to an equal distribution of
the anyway small population difference in the transition A. The population dif-
ference on the transition B is much larger, but relaxation on the transition B is
slower. Hence, T1 on the transition B determines an upper limit for the storage
duration for this specific phase. With an initial phase of γ = 70◦, the population
distribution shows the opposite behaviour. The slowly relaxing transition B has a
minimum population difference and the fast relaxing transition shows a maximum
population difference. Therefore, the fast relaxation in the transition A is the main
contribution to the signal decay, resulting in the observed, shorter storage time.
The SPE signal also shows a rather short decay, because it depends solely on the
relatively fast population relaxation of the transition A. However, the decay time
of τSPE ≈ 3.2 s is shorter than expected from the population relaxation T1 = 8.7 s.
Note that also the CPM signal for an initial phase of γ= 70◦ shows a shorter decay
time than expected from relaxation on the transition A.
Concerning this issue, the SPE data (black, hollow squares) in figure 5.13 re-
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Figure 5.14: Dependence of the population
distribution after the CPM write sequence on
an initial coherence, created by a π/2 pulse
with a varying phase γ. ρii is the population
in state |i〉 (i = 1,2,3).
veal an interesting feature. For storage times shorter than ∆τ < 10ms, the signal
exhibits a relatively fast decay. After 10ms, the SPE signal stays almost constant
for storage times up to a second, before a second decay starts and the signal finally
vanishes. If we exclude the data on storage times below 10ms, the signal decays
indeed with a 1/e time of τ ≈ 9 s. Hence, there is a fast decay mechanism on a
short timescale, which is most probably not related to population relaxation. Note
that also the CPM data show this behaviour on short time scales.
At this stage of our work, we can only speculate on what might cause this fast
decay. One mechanism that acts faster than population relaxation is spectral diffu-
sion (see chapter 1.5). It typically occurs on timescales of ms and shifts transition
frequencies of the ground state RF transitions as well as the optical transitions.
However, the frequency shift is only of the order of 100 Hz for the RF transitions
and thus rather small. Furthermore, the SPE pulses are spectrally broad and cover
the whole inhomogeneous linewidth. This includes transitions that have been fre-
quency shifted by spectral diffusion, e.g., outside the RF pit. In general, spectral
diffusion changes the spectral configuration of the medium after the SPE or CPM
write pulses. Therefore, the read pulses act on a different configuration, e.g., the
RF pit has changed slightly its form and the frequency components of the stored
information are slightly mixed. However, to our up to date knowledge this should
not affect the read out efficiency.
Another fast decay mechanism is decoherence. With a decoherence time of
T2 = 500µs all coherences should have vanished after ≈ 1ms. However, there
might still be an influence that is not included in our theoretical approach. Cer-
tainly, there is a need for further measurements beyond the proof of principle
measurements presented here. That is why we suggest to apply SPE and CPM
to a different storage medium with different decoherence times or spectral diffu-
sion properties. Another rare-earth-ion doped crystal, europium doped YSO (Eu-
YSO) (see e.g., [33]), is currently implemented as a storage medium in our group.
EuYSO exhibits different spectroscopic properties than PrYSO. Applying SPE and
CPM might thus help to investigate the influence of decoherence and spectral dif-
fusion on the SPE and CPM signal decay. It might as well serve as a second proof
of the capability of CPM to store arbitrary coherent information for durations as
long as the population relaxation time.
However, the measurements presented in this thesis deviate only very little
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Figure 5.15: Light storage efficiency after applying CPM (red, solid, squares) or SPE (blue,
hollow circles) versus storage duration ∆τ. Note the different axis scaling for the two
curves.
from theoretically predicted results. They already work very well and are under-
stood to a high degree. The signals decay almost on the timescale of the population
relaxation times of the involved transitions, which is the dependency we expect
from a coherence population mapping protocol
5.4.3 Light Storage with CPM and SPE
In a last measurement we test the novel CPM protocol on optically driven co-
herences after EIT-based light storage. In order to prepare these coherences, we
use the preparation and light storage sequence described in chapter 4.4.5 with a
slightly changed preparation control power of P = 5mW and a control write and
read power for EIT-based light storage of P = 40mW.
Figure 5.15 shows the overall light storage efficiency versus storage dura-
tion for coherences restored with CPM (blue, solid circles) and SPE (red, hollow,
squares). The overall light storage efficiency is defined as the ratio between in-
coming and retrieved probe pulse. Note that this involves the efficiency of the light
storage process as well as the efficiency of the used mapping protocol. However,
we used the same light storage process for CPM and SPE experiments. This allows
a direct comparison of the two protocols from the efficiency data.
Figure 5.15 shows that both mapping protocols enable the restoration of a
stored probe light field. However, both protocols yield only little absolute effi-
ciency of maximum 2%. In addition, the signal restored with CPM is a factor of
1/15 less than the signal restored with SPE.
One reason comes with the population distribution after the respective CPM or
SPE read sequences and the related absorption of the probe and control beam. In
case of SPE, the population is equally distributed among states |1〉 and |2〉. After
CPM, the population is equally distributed among all three levels in the hyperfine
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Figure 5.16: Absorption spectrum
before (black line) and after
a light storage experiment with
CPM (red, solid squares) and SPE
(blue, hollow circles). Control and
probe indicate the frequencies of
the corresponding light fields in
the light storage experiment.
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ground state of PrYSO. Figure 5.16 shows the absorption spectra before a light
storage experiment (black line) and after an SPE (blue, hollow circles) or a CPM
sequence (red, solid squares). SPE causes an enhanced absorption for the control
beam, indicating non negligible population in state |1〉 of the Λ-system used for
light storage. Thus not all control power is used to open an EIT window and the
associated loss-free propagation of the probe beam through the storage medium.
At the same time, the system is no more in the dark state as discussed in chapter
3.2.1. This further reduces the light storage efficiency by involving unwanted
couplings between the dark and bright states in the coupled three-state system.
For CPM, the situation is even worse. The equal distribution among all three
levels causes the spectral pit to vanish entirely. Thus, the control field is absorbed
to an even higher portion. In addition, the previously emptied state |3〉 causes
additional absorption of the retrieved probe beam. Note that no EIT condition
exists for the transitions from state |3〉 to the excited states, because the two pho-
ton detuning of probe and control beam, ∆ν = 10.19MHz, does not match any
transition involving the third state, i.e., |1〉 ↔ |3〉 (∆ν = 27.5MHz) or |2〉 ↔ |3〉
(∆ν = 17.31MHz). Thus, inefficient read out due to control beam absorption is
accompanied by enhanced probe beam absorption.
Another reason for a reduced performance with CPM is the weak coverage of
the inhomogeneous broadening on the |2〉↔ |3〉 transition by the B pulses. There-
fore CPM does not efficiently map coherences that have been prepared outside the
frequency bandwidth of the B pulses. EIT-based light storage on the other hand
prepares coherences in the full inhomogeneously broadened transition |1〉 ↔ |2〉.
Remember that for light storage we do not prepare an RF pit. Thus, CPM loses effi-
ciency compared to SPE, which uses only A pulses that are spectrally broad enough
to cover the full inhomogeneous broadening and to interact with all coherences
prepared during light storage.
Figure 5.15 reveals a second feature, i.e., both signals decay with approxi-
mately the same 1/e time of τ≈ 0.5 s. This is much lower than expected from the
previous measurements with RF induced coherences.
First of all we note that efficiency reducing effects should not have an influence
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on the storage time. They only affect the read-out process itself. The reduction
of the storage time by an order of magnitude must have a different origin. To
date we could not identify a particular reason for this observation. However, we
performed measurements to rule out some possible influences on storage duration
(see Appendix C for the individual measurements). First we suspected the missing
RF pit and corresponding errors due to weak pulses B to have some influence.
Thus we performed an all-RF experiment with SPE for an initial phase of γ= 160◦
without RF pit, but the result was similar to the one shown in figure 5.13, i.e., SPE
with an RF pit.
In a next step we did not use a specific initial phase γ. Unlike in all previous RF
experiments, we implemented a waiting time T = 100µs between the data pulse
and the write sequence. This time is longer than the dephasing time ∼ 10µs. Thus
the initial coherence contains all possible phases when we apply CPM or SPE. This
situation is very similar to a light storage experiment in the sense that coherences
with all phases are prepared in the medium. However, also restoring a dephased
macroscopic coherence yielded similar decay times. Thus we can rule out the
influence of the RF pit and the influence of a dephased coherence as a reason of
storage time limitation.
Another specific issue is that SPE does not preserve all phases equally well. It
restores a coherence that does not have the exact initial phase distribution (see
section 5.2.1) and some coherences are entirely lost. This is a complicated sit-
uation to think about in a light storage experiment. However, CPM does store
the phases equally well. We proved this with the data in figure 5.11. But both
protocols yield the same signal decay time. Thus we can rule out a storage time
limitation due to the specific issue of phase sensitivity as well.
To date, these have been the thoughts and measurements on what might have
limited the storage duration when CPM and SPE are applied in combination with
light storage. In summary we believe that the limitation has its origin in the combi-
nation of CPM (or SPE) and EIT-based light storage, because CPM and SPE proved
to work fine in RF experiments. Also light storage on the basis of EIT was used
for storing information on ultra-long timescales up to a minute [26]. Thus the
individual techniques do not show this storage duration limitation.
In order to perform further experiments with CPM on optically driven coher-
ences, we suggest a slightly different CPM scheme. Instead of using only RF pulses
that act on all praseodymium ions in the crystal, we could use optical pulses, which
act on the specific light storage ensemble only. This involves an optically excited
state which is subject to a fast population decay. However, an additional optical
pulse could transfer population to a long lived shelving ground state similar to the
approach in [5]. The proposed scheme would exclusively interact with the ensem-
ble that carries the stored light signal. This might help to reduce the problems
with RF-CPM for EIT-based light storage.
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This work had three objectives to improve an EIT-based, solid-state memory for
light. First, we set up a solid-state-laser system for radiation at the wavelength
λ = 606nm, i.e., the optical transition in our storage medium, the rare-earth-ion
doped crystal PrYSO. Second, we implemented efficient rephasing of optically
driven coherences after EIT-based light storage by means of rapid adiabatic pas-
sage (RAP) pulses. Last but not least we implemented a novel coherence pop-
ulation mapping (CPM) protocol in order to shelve fragile atomic coherences in
robust and long-lived populations in PrYSO.
Solid-State-Laser System: We developed a solid-state-laser system based on
two nonlinear processes, optical parametric oscillation (OPO) and intra-cavity
sum-frequency generation (SFG). The system is designed to generate continuous
wave output in the orange part of the visible spectrum. OPO and SFG are im-
plemented on a periodically poled lithium niobate crystal (PPLN). The crystal is
divided into sections with appropriate poling periods for quasi phase matching of
OPO and SFG. In addition, the poling period changes along the crystal height to
allow tuning of the OPO-SFG output wavelength. The system provides output in
a range between λvis = 605nm and λvis = 616nm with an output power Pvis > 1W.
For light storage experiments, we operate the OPO-SFG at λ = 606nm with a
maximum available output power of Pvis = 1.3W. An external Pound-Drever-Hall
(PDH) frequency stabilization reduces the laser linewidth to ∆ν ≈ 60+20−10 kHz on a
time scale of 100 ms. The OPO-SFG provides stable output for more than 30 hours
with a root-mean-square power jitter below 2%.
In comparison to a previously used dye laser, the OPO-SFG requires less main-
tenance, performs more robust against external temperature fluctuations and vi-
brational noise and allows easier (re-) alignment. It performs slightly better in
terms of frequency stability and the two systems are comparable in terms of out-
put power. Dye lasers on the other hand provide a larger tuning range.
Future work should include a revised crystal design, i.e., a reversed section or-
der of OPO and SFG on the PPLN crystal. This has been suggested to yield higher
efficiency and output stability. In addition, we use three discrete poling periods in
the SFG section, whereas the OPO section consists of a fanned poling structure. A
double-fanned structure could provide enhanced tunability and help to partially
suppress power fluctuations for different output wavelength. In addition, it should
be possible to further reduce the laser-frequency linewidth by revising the locking
loop or using a higher finesse cavity for the PDH stabilization.
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Adiabatic Rephasing of Atomic Coherences: We experimentally imple-
mented rephasing of optically driven coherences in PrYSO by RAP pulses. As
a feature of adiabatic pulses, the parameters for RAP are defined in loose bound-
aries given by the adiabaticity criterion. This makes RAP potentially robust to
parameter fluctuations. We experimentally verified this property and showed that
rephasing with RAP provides superior performance compared to rephasing with π
pulses. In particular, RAP provides enhanced robustness against variations in the
Rabi frequency, pulse detuning and spatial inhomogeneity of the driving field. In
our specific (3 mm long) PrYSO crystal and for standard experimental parameters,
RAP yielded a factor of 1.15 higher rephasing efficiency compared to rephasing
with π pulses. This value further increased when we artificially increased ex-
perimental imperfections or performed experiments with lower maximum Rabi
frequencies. Concluding, RAP provides higher efficiency and more robust perfor-
mance than π pulses in inhomogeneously broadened media, in the case of low
available driving field power and for driving field inhomogeneities. However,
RAP pulses typically require longer pulse durations than π pulses. This can cause
heating or prevent the use of RAP when fast rephasing is required. An alternative
to adiabatic pulses are, e.g., composite pulses or single-shot-shaped pulses. These
are investigated in the context of another Ph.D thesis [87].
Coherence Population Mapping: We implemented a novel CPM protocol to
store atomic coherences in long-lived populations in PrYSO. CPM works in any
three-state system and does not require complex setups beyond a radiation source
to generate a short write and read sequence. As an important feature, CPM stores
arbitrary coherences equally well in the populations of a three-state system, i.e.,
CPM does neither require inhomogeneous broadening, nor is the storage efficiency
dependent on the phase of the initial coherence. To our best knowledge, this
exhibits a unique feature, which no other coherence population mapping protocol
provides. Thus, CPM is an alternative to the stimulated photon echo (SPE), which
requires inhomogeneous broadening to map an arbitrary initial coherence onto
populations. However, the maximum retrieval efficiency with CPM is 1/3 of the
initial coherence amplitude (and 1/2 with SPE).
We experimentally verified the main characteristics of both protocols with RF
driven mapping sequences and RF induced initial coherences. Our results confirm
phase-insensitive storage with CPM and storage times reaching the minute regime,
i.e., the population relaxation time.
We also tested CPM in combination with EIT-based light storage. However,
we obtained retrieval efficiencies below 1% and we observed reduced storage du-
rations (for both SPE and CPM) compared to our previous experiments with RF
induced coherences. A major contribution to the reduced efficiency is due to the
fact that light storage works in a specific ensemble in the inhomogeneously broad-
ened optical line in PrYSO. Our specific CPM (and SPE) pulses on the other hand
couple to more ensembles and cause enhanced absorption for the retrieved signal.
Future work should thus focus on the implementation of optical CPM to address
only the ensemble used for light storage. Regarding a reduced storage duration,
we could not yet find an explanation and suggest to implemented CPM in different
storage media to further investigate the limitation of storage duration.
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Die vorliegende Dissertation ist thematisch auf dem Gebiet der Quanten-
Informationsverarbeitung angesiedelt. Von Quanteninformation und deren Ver-
arbeitung spricht man, wenn die zugrunde liegenden Wechselwirkungsmechanis-
men maßgeblich durch die Gesetze der Quantenmechanik bestimmt werden. Ein
vielversprechender Ansatz zur Quanten-Informationsverarbeitung ist die Wech-
selwirkung zwischen Quantensystemen und Licht als effizientem Informations-
träger [3,4]. Zukünftige Kommunikations- und Rechennetzwerke benötigen daher
Quanten-Speicher für optische Information.
Diese Arbeit ist Teil eines Projektes, das die Entwicklung und Optimierung
eines solchen Quanten-Speichers für Licht zum Ziel hat. Als Speichermedium
dient dabei der Seltenerd-dotierte Kristall PrYSO. Seltenerd-dotierte Kristalle be-
sitzen schmale homogene Linienbreiten, die mit denen von Gasen vergleichbar
sind. Gleichzeitig eignen sie sich als Festkörper aufgrund leichter Handhabung
auch für den Einsatz außerhalb des Laborbetriebes. Zur Speicherung von Licht
manipuliert ein Kontroll-Laser die dispersiven und absorptiven Eigenschaften des
Speichermediums derart, dass es für einen Daten-Lichtpuls zunächst transparent
wird. Dieser Effekt wird elektromagnetisch induzierte Transparenz (EIT) genannt.
Mittels EIT ist es dann möglich, den Lichtpuls vollständig im Medium zu stoppen
und in eine Vielzahl aus Überlagerungen atomarer Zustände zu übertragen. In
dieser atomaren Kohärenz ist der volle Quantenzustand des Lichtpulses gespei-
chert und kann zu einem späteren Zeitpunkt wieder ausgelesen werden [9, 10].
Die maximal mögliche Speicherzeit für einen Lichtpuls ist dabei durch die Lebens-
dauer der atomaren Kohärenz, der Dekohärenzzeit T2 gegeben. Diese ist durch
verschiedene Mechanismen limitiert und liegt typischerweise deutlich unter ihrem
theoretischen Maximum, dem zweifachen der Besetzungs-Lebensdauer.
In PrYSO liegt die Dekohärenzzeit zunächst im Bereich weniger 10 µs. Der
Grund hierfür ist die Dephasierung einzelner Kohärenzen, welche durch die in-
homogene Verbreiterung des Kohärenzübergangs verursacht wird. Dephasierung
führt zu destruktiver Interferenz und verhindert so ein Auslesen der optischen
Information. Mittels gepulster, magnetischer Wechselfelder kann dieser Effekt
kompensiert werden. Hierzu werden meist π Pulse verwendet, deren Parame-
ter klar definiert sind und deshalb präzise kontrolliert werden müssen. In dieser
Arbeit wurden hingegen adiabatische Pulse zur Rephasierung verwendet, deren
Parameter ohne Effizienzverlust in einem breiteren Bereich variiert werden kön-
nen. Die Grenzen sind lediglich lose durch ein sogenanntes Adiabasiekriterium
definiert [23,24]. In Kapitel 4 wurde gezeigt, dass die Rephasierung atomarer Ko-
härenzen mittels des adiabatischen Pulses rapid adiabatic passage (RAP) deutlich
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robuster ist als die Rephasierung mittels π Pulsen. In einer Reihe systematischer
Messungen wurde gezeigt, dass dies insbesondere bei geringer verfügbarer Leis-
tung für die Rephasierungspulse oder räumlichen Inhomogenitäten des magneti-
schen Wechselfeldes der Fall ist. In einem typischen Experiment wurde mit RAP
im Vergleich zum Einsatz von π Pulsen die Speichereffizienz um 15% gesteigert.
Dieser Wert erhöht sich weiter, sobald Feldinhomogenitäten zunehmen oder die
Leistung des Magnetfeldes auf geringere Werte limitiert ist.
Nach erfolgreicher Rephasierung beträgt die Dekohärenzzeit in PrYSO etwa
500 µs, ein Wert der immer noch deutlich unter der Besetzungslebensdauer im
Bereich mehrerer 10 s liegt. Die Ursache hierfür ist eine fluktuierende Kristall-
umgebung, die zu stochastischen Phasenänderungen einzelner Kohärenzen führt.
Eine gängige Strategie zur Minimierung dieses Effektes ist der Einsatz präzise
gewählter statischer Magnetfelder und einer Vielzahl hochfrequenter Magnet-
feldpulse. So wurden bereits Dekohärenzzeiten im Bereich von einer Minute
erreicht [26], die Speicherexperimente werden gleichzeitig aber komplex und
schwer handhabbar. Kapitel 5 stellt eine alternative Technik zur Verlängerung der
Speicherzeit vor. Sie basiert auf der Übertragung der Kohärenzinformation in eine
langlebige Besetzungsverteilung (englisch: coherence population mapping, kurz
CPM). Durch eine kurze Lese- und Schreibsequenz werden Amplitude und Phase
der Kohärenz auf eine Besetzungsverteilung in einem Dreiniveausystem übertra-
gen und wieder ausgelesen. Die Speicherzeit ist dabei nur noch durch die Lebens-
dauer der Besetzungen begrenzt. Das neuartige CPM Protokoll hebt sich dabei
von dem bekannten stimulierten Photonenecho ab, welches zwingend ein inho-
mogen verbreitertes Medium benötigt um eine Kohärenz unabhängig von ihrer
Phase zu speichern [30, 31]. Die Information ist hierbei unterschiedlich auf eine
Vielzahl von Einzelsystemen verteilt. CPM hingegen speichert die volle Informa-
tion in einem einzelnen Dreiniveausystem bzw. in jedem atomaren System inner-
halb des Speichermediums gleichwertig. Eine Speicherung ist dann in homogen
und inhomogen verbreiterten Speichermedien unabhängig von der Kohärenzphase
möglich [80, 81]. Innerhalb dieser Arbeit konnten die genannten Merkmale von
CPM erstmals experimentell bestätigt werden. Atomare Kohärenzen, die mittels
magnetischer Wechselfelder präpariert wurden, konnten so bis in den Bereich
einiger Minuten gespeichert werden. In Kombination mit EIT basierter Lichtspei-
cherung wurde bisher aber nur eine geringe Speichereffizienz erreicht und Licht
lediglich bis zu einer halben Sekunde gespeichert. Die Ursache hierfür ist noch
nicht abschließend geklärt und Kapitel 5 beinhaltet auch Vorschläge für weiter-
führende Untersuchungen.
Das dritte Ziel dieser Arbeit war der Aufbau und die Implementierung eines
Festkörper-Lasersystems zur Kopplung des relevanten optischen Übergangs in
PrYSO bei λ = 606nm (s. Kapitel 2). Strahlung bei dieser Wellenlänge wurde
bisher von einem Farbstofflaser erzeugt. Diese Systeme erfüllen die Anforder-
ungen hoher Ausgangsleistung und guter Frequenzstabilität, jedoch sind dafür
komplexe optische Resonatoren und ein hoher Wartungsaufwand nötig. Farbstoff-
laser eignen sich daher nur bedingt für (zukünftige) Anwendungen außerhalb des
Laborbereichs. Im Rahmen dieser Arbeit wurde mit der Firma Aculight ein Laser-
system entwickelt und aufgebaut, das mittels optisch parametrischer Oszillation
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und Summenfrequenzmischung Strahlung bei λ= 1064nm in sichtbare Strahlung
im Bereich um λ = 606nm konvertiert. Dieses System zeichnet sich durch eine
kompakte und robuste Bauweise aus, auch weil beide Frequenzmischprozesse auf
einem einzigen, periodisch gepolten Lithiumniobat Kristall implementiert sind.
Dabei sorgen Bereiche bestimmter periodischer Polung für die quasi Phasenanpas-
sung der entsprechenden Mischprozesse. Das spezielle Design der Polungsstruk-
tur auf dem Kristall erlaubt Ausgangsstrahlung in einem Wellenlängenbereich von
λ = 605nm bis λ = 616nm mit über 1 W Ausgangsleistung. Durch eine externe
Pound Drever Hall Stabilisierung wird die Frequenz des Lasersystems auf eine Lin-
ienbreite von unter 100kHz stabilisiert.
Damit wurde während dieser Arbeit der EIT basierte Festkörper-Speicher zu
einem reinen Festkörperexperiment ausgeweitet, in dem mit geringem Aufwand
Speicherzeiten für atomare Kohärenzen bis in den Minutenbereich demonstriert
wurden.
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Figure A.1: Stimulated photon echo measurements used to determine the population relax-
ation times in two hyperfine ground state transitions of PrYSO.
Figure A.1 shows zero time delay SPE measurements on the |±1/2〉↔ |±3/2〉
and the | ± 3/2〉 ↔ | ± 5/2〉 hyperfine ground state transition in PrYSO. The SPE
decay depends on spectral diffusion on short timescales (< 1ms) and only on
population relaxation in the corresponding transition on longer timescales. Thus
we can deduce the population relaxation time from SPE measurements on long
timescales. For a detailed description of SPE see chapter 5.2.1 or, e.g., SPE used
for spectroscopy [33, 82] and references therein. The sequence used for these
measurements was the same as described in chapter 5.3.4. π/2 pulses on the
| ± 1/2〉 ↔ | ± 3/2〉 transition with frequency ν = 10,19 MHz had durations of
τ = 1.7 µs. π/2 pulses on the transition | ± 3/2〉 ↔ | ± 5/2〉 with frequency
ν = 17,31 MHz had durations of τ = 5 µs. The initial coherence had a phase of
γ = 0◦. An exponential function fitted to each curve yields population relaxation
times of T1 = 8.67 s on the | ± 1/2〉 ↔ | ± 3/2〉 transition and T1 = 109.5 s on the
| ± 3/2〉↔ |± 5/2〉 transition.
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Figure B.1: Absorption spectrum in PrYSO, used to deduce the laser linewidth of the OPO-
SFG laser system.
Figure B.1 (a): The figure shows a spectral pit with absorption lines in PrYSO,
generated and probed by laser pulses from the frequency stabilized OPO-SFG laser
system. The absorption spectrum was prepared with a sequence similar to the one
described in chapter 4.4.5. Figure B.1 (b): We use one of the absorption lines
to estimate the laser linewidth: The absorption line has a width of ∆ν = 183kHz
(FWHM). We assume this width to be a convolution of the following contributions:
(1) Two Lorentzian-shaped saturation broadenings generated by the optical pump-
ing process to prepare the absorption line (∆ν = 23kHz) and by the probe process
to detect it (∆ν = 16kHz). (2) The Fourier bandwidth of the pump and probe
pulses (below 1 kHz). (3) Gaussian-shaped frequency noise or laser linewidth,
respectively, during the two laser pulses. From these contributions and the mea-
sured absorption linewidth, we deduce an upper limit for the laser linewidth of
∆ν < 114kHz (FWHM) on a time scale ∆t ≈ 1ms.
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Figure C.1: Retrieved signals with CPM and SPE, acting on different RF induced coher-
ences, versus storage duration ∆τ.
Figure C.1 shows supplementary measurements with SPE and CPM to inves-
tigate short storage durations for optically driven coherences mapped with SPE
or CPM (see discussion in chapter 5.4.3). During all measurements we used the
preparation described in chapter 5.3.4 without preparing an RF pit. The green,
hollow squares represent the retrieved signal after an SPE measurement with an
RF induced initial coherence with a phase γ = 160◦ versus a scan of the storage
duration. The red, hollow circles show the same quantity for a dephased initial
coherence, i.e., we implemented a waiting time T = 100µs between the data and
the writing pulse. The blue, solid circles show the retrieved signal energy for CPM
with an initially dephased coherence, i.e., the same time delay T = 100µs between
data pulse and writing sequence.
The data exhibit 1/e decay times in the range of ∼ 2 s, i.e., longer than the
observed decay times for stored light signals, which are in the range of ∼ 0.5 s.
Dephasing and the missing RF pit are thus excluded as possible effects that reduce
the storage duration for optically driven coherences mapped with CPM or SPE.
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Single- and Two-Frequency Impedance-Matching
In this appendix, we give a more detailed description on how to calculate tun-
ing and matching capacitors and wave traps for the impedance matching circuits
described in chapters 4.4.3 and 5.3.2.
Single-Frequency Impedance-Matching
Figure D.1: Schematic
electronic circuit of
a single-frequency
impedance-matching
for RF coils (L).
We start with the single-frequency impedance-matching
circuit (see figure D.1), which is the basis for the two-
frequency impedance-matching circuit.
The RF coils have an inductance L, tuning capacitor
and matching capacitor are denoted CT and CM , R is the
resistance of the leads to the RF coils andω is the angu-
lar frequency of the RF current we want to transfer from
the amplifier with a real impedance R0 to the RF coils.
We find a maximum power transfer if the impedance
Z of the matched RF coil is equal to the impedance
of the amplifier. This condition reads Im[Z] = 0 and
Re[Z] = R0 = 50Ω and the overall impedance Z for our
specific circuit reads
Z =
1
iωCM
+

iωCT +
1
R+ iωL
−1
=
1
iωCM
+
1
iωCT + Z
−1
V
(D.1)
Note that parasitic capacitances C∗
T
, e.g., from coaxial cables, add linearly to the
tuning capacitance CT . The values for tuning (including parasitic capacitance) and
matching capacitor are calculated to
CM =
R
R0
1
ω
q
R
R0
 
R2+ω2L2
− R2 ≈
1
ω2L
r
R
R0
(D.2)
CT =
ωL −
q
R
R0
 
R2+ω2L2
− R2
ω
 
R2+ω2L2
 ≈ 1
ω2L
 
1−
r
R
R0
!
(D.3)
The approximation holds true, when R2 ≪ ω2L2, which is the case for our setup
with µH inductance of the RF coil, angular frequencies in the 10 MHz range and
a resistance R < 1Ω.
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Two-Frequency Impedance-Matching
Impedance matching for two frequencies is realized by a combination of two
single-frequency matching-circuits and two additional wave traps (each for a fre-
quency) as shown in figure 5.7. The entire circuit is described by a parallel con-
nection of two individual branches (ideally each for a certain frequency). These
branches have the impedance Z1 and Z2 and read
Z1 =
1
iωCM1
+
1
iωCT1+ Z
−1
WT2+

ZV+ (Z
−1
WT1+ iωCT2)
−1
 (D.4)
Z2 =
1
iωCM2
+
1
iωCT2+ Z
−1
WT1+

ZV+ (Z
−1
WT2+ iωCT1)
−1
 (D.5)
with the impedance ZWT for the wave trap, a series connection of a capacitor and
a coil.
We now assume a wave with frequency ω1 entering the circuit. Note that the
wave traps are resonant for a specific frequency ω1 or ω2, and for a wave with
frequency ω1 we find ZWT1 = 0 and ZWT2 → ∞. With these assumptions, the
impedance of each branch turns into
Z1 =
1
iωCM1
+
1
iωCT1+ ZV
(D.6)
Z2 =
1
iωCM2
(D.7)
The resulting impedance for the entire circuit is thus a parallel connection of a
single frequency impedance matching circuit (compare equation (D.1)) and the
matching capacitor CM2. In order to match the RF coils for both frequencies, it is
convenient to begin with the values obtained from equations (D.3). In an iterative
manner, the influence of CM2 and CM1 can be compensated by the other compo-
nents of the circuit.
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