Introduction
The identification of extreme values is particularly difficult in the nonparametric setting where we don't know the distribution properties of the population under analysis. As noted in Wilson (1993) , outliers should be corrected when possible or deleted from the sample so that results don't get biased. However, extreme values may carry with them important information about the sample of data and their elimination can oversee interesting aspects. Also, outliers are not necessarily amongst the super-efficient units, but can lie inside the interior of the frontier. This particular case can reveal important insights regarding the data.
In nonparametric analysis, it is known that frontiers are particularly sensitive to outliers and results can be highly biased if we don't take them into account (Daraio and Simar (2007) , chapter 5) .
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Outliers as outcome from measurement error As a result of miss selection of inputs/outputs -which can be eliminated by adding a correct input/output Due to a non-homogeneous DMU (decision making unit) among observations
The Near and Far data type of outliers, which use disproportionate quantities of input /output, in case of, for instance, the use of a much larger quantity of input to produce only slightly more output.
The methodology proposed by Khezrimotlagh (2013) to identify outliers is post analysis, stating that DEA is sufficient to find extreme values. So there is a double side for outliers as they can be interesting from a statistical point of view or just a measurement error and considered noise for the sample data. Extreme values can also indicate management practices or anomalies in a system's functioning. In the universities particular case, outliers could indicate abuse in teaching or lack of quality, or even management decisions.
According to Andrews and Pregibon (1978) (AP), the points which have a significant impact on the results are subject to further investigation to see whether they could be outliers. They construct a statistic to identify outliers in a multiple input single output framework by splitting the contribution of each observation to the volume of the full sample data. Later, in 1993, Wilson extends the methodology in AP to multiple output frameworks. Fox et al. (2004) refer to it as the Wilson-Andrews-Pregibon (WAP) measure when comparing it to the methods they proposed based on dissimilarity.
A set of outlier mining algorithms have been developed to identify outliers in different applications. A couple of issues have arisen in relation to these algorithms, one of them is how do we differentiate local from global outliers. Usually a small sample data is available to the researcher and it may be only a cluster of the true population contained in it.
Candelon and Metiu (2013) develop a two stage bootstrap method to identify outliers in a population where no statistical distribution is known, but where univariate data are used.
A method of identifying outliers in each set of data corresponding to one variable at a time is based on Tukey's box-plot method where outliers are found outside the interval: [Q1-1.5IQR; Q3+1.5IQR], where Q means quantile and IQR refers to the inter-quartile interval, as mentioned in Patterson (2012) . This is a simple method used to generate immediate outliers for each variable. Patterson (2012) proposed an algorithm where he divides the set of data into bins where the distance between points in a bin is max ε. The main bin is given by the group with the most elements and any point outside the main bin is considered an outlier.
Detecting outliers using the frontier order-m models proposed by Simar (2003) and based on the idea found in Cazals et al. (2002) can be used to identify extreme values in nonparametric models. In this paper, I use the order-α robust frontier to identify outliers proposed in Daouia and Simar (2007) and implemented in the software package frontiles in R. I am not aware of any other study to apply this method in an empirical application, so this analysis contributes to the evidence of this method's usefulness in identifying outliers for nonparametric models.
The next section briefly presents the methodology used in the analysis, followed by the description of the sample data. Models and results are explained in the Results section. Conclusions come at the end.
Methodology
As Daraio and Simar (2007) point out, the order-partial frontiers are more robust to extreme values since they do not envelop all the data points, but only a fraction of them. Therefore, I can use the partial frontiers in order to identify outliers using the procedure below (which was first proposed by Simar (2003) for the order-m frontiers). Although the two types of partial frontiers (order-m and order-α ) are different except for the case when m tends to infinite and α score tends to one Daouia and Simar (2007) , I can use the same logic explained in Simar (2003) to find the outliers in the probabilistic setting.
In this respect, the procedure applied in this paper assumes the construction of partial frontiers for different values of the parameter α and observe the points which remain outside the curve. If there are DMUs which remain outside the frontier even for high percentages, I have an indicator for possible outliers. The order-α frontier is more robust to outliers than its counterpart order m partial frontier for the same sample data (Daouia and Simar, 2007) .
The
It is fair to assume that a university aims at maximizing the results or the outcome of research or teaching when limited input resources are available. Most of the time, funding or human capital are not the objective of minimization even if we had a price associated with each of them. Therefore, all models are run in the output orientation.
Data description
The data used were gathered from an evaluation study made by the Ministry of As it can be seen in Figure 1 , the shape of the frontier is similar in the first graph but changes significantly in the last graph, where I include 99% of the observations. University Spiru Haret in Bucharest remains outside the partial frontier even for high values of parameter α. Only when 99% of the universities under analysis are considered for the frontier, this university is also enveloped. Because the shape of the curve is very different in this last graph and only because of this last university, I can say that the DMU is an outlier for this scenario. In this case (Figure 2 ), even when I increase the value for the α parameter, the shape of the frontier does not significantly change. The modification which takes place includes translations of the frontier to the left upper side to include observations more and more efficient, but the general shape is similar. For this reason, I cannot conclude on the existence of any outlier in this scenario. For this model, the efficient frontier changes shape by translations, but no significant modification can be observed. In this case, I cannot clearly identify an outlier. It seems that in case I include the research output into the model, there is no clear indication for extreme values. However, in case of graduates, universities are more likely to induce outliers, if we think about the quality of teaching. The analysis of correlation between the number of DMUs which remain outside the partial efficient frontier and the trimming parameter is presented below for each model: The analysis for the four variables is summarized below: 
Conclusion
The paper provides an empirical illustration of the method of identifying outliers first proposed by Simar in 2003 and adjusted for the probabilistic setting. Different scenarios are run according to various one input one output efficiency models. The analysis includes a summary of a nonparametric method of identifying outliers and an empirical illustration for universities data.
The technique can be applied as a preliminary analysis for an empirical nonparametric application.
Results show that sensitivity analysis related to the different values of the parameter α can reveal important modifications in the shape of the robust frontier. Potential extreme values remain outside this curve even when almost all observations are taken into account.
We also applied the Tukey's box-plot method of identifying outliers for each variable under analysis to identify extreme values at a univariate level. I found one outlier common to both techniques: University of Spiru Haret in Bucharest.
Further analysis can be done to include the "quality" of teaching dimension in the analysis to be able to point out if this university is indeed lacking quality when 
