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ABSTRACT
Rainfall maxima over short durations are of great importance when designing stormwater
drainage structures in smaller watersheds. Typically, design storms are extracted from rainfall
Depth-Duration-Frequency curves developed from continuously gaged rainfall data collected
over fixed (clock) time intervals. This can negatively bias our estimates of the true rainfall
maxima when the gage collection interval is close to the duration of interest. Sampling
Adjustment Factors (SAFs) have been used to rectify this error, but most studies have been
limited to low-resolution data, and very few have focused on spatial variability. We use
concurrent high-resolution (1-minute) rainfall data from 809 stations in Germany, for a 10-year
long period, to understand the behavior of SAFs for short durations (≤ 1 hour), as well as their
spatial variability. We find that SAFs exhibit high variation within and among stations, and that
the spatial distribution of SAFs is clustered for shorter durations (5- and 10-minute).
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1. INTRODUCTION
Rainfall is an atmospheric process that occurs intermittently, with varying intensities that
are measured using rain gages. But these are never able to continuously record the time-changing
rate of rainfall; instead, they collect data at fixed (clock) time intervals -usually 15 minutes to 1
hour- depending on the temporal resolution of the rain gage. Typically, weather agencies in
charge of collecting rainfall data perform a quality control on the raw data, before storing them
to a database as time series of, say, 10-minute, 15-minute, hourly, or daily rainfall data,
depending on instrument resolution and protocols.
Long precipitation records are needed for extreme value analysis and detection of
temporal trends. When analyzing extreme rainfall events, maxima are represented either by
Depth Duration Frequency (DDF) or Intensity Duration Frequency (IDF) curves, which give an
estimate of the depth (or intensity) of precipitation for a specified duration and recurrence
frequency (Asquith, 1998). Proper estimation of rainfall maxima is of great importance for
designing stormwater drainage structures and other infrastructure safely and efficiently (Asquith,
1998), as well as depicting potential trends in extreme events (Morbidelli et al., 2018).
A common problem in engineering practice relates to the estimation of extreme rainfall
over short durations, e.g., shorter than, or equal to 1-hour. When doing this with typical
“continuously-gaged” precipitation data, we always introduce a negative bias (underestimation)
when extracting the maxima from the record, because rainfall is measured over fixed (clock)
time-intervals ranging from 10 minutes to 1 hour, while the actual, true maxima occur in
continuous time. The use of fixed (clock) time data can split an intense rainfall event into two,
smaller events or can fail to fully capture the collected depth over the event (Dwyer & Reed,
1

1994; Dwyer & Reed, 1995) as shown in Figure 1. This problem can become severe when the
duration of interest is similar to the temporal resolution of the rain gage, i.e., when the period
over which the instrument totalizes the rainfall is of the same order of magnitude as the period
for which we want to obtain the maxima. For example, when estimating the 60-minute DDF
values (for a 2-year recurrence interval) for a high-resolution rain gage in Germany, the “true”
value obtained from 1-minute resolution data, searching and extracting the maxima by
“continuously” sliding a 60-minute long window, minute by minute, was 24.4 mm. On the other
hand, when computing the 1-hour DDF value from data totalized every clock hour, we obtained
only 20.8 mm, an underestimation of almost 15%.

Figure 1: Examples of continuous rainfall data (plotted line) and fixed interval rainfall data
(histogram). The continuous rainfall maxima are always higher than the corresponding fixed
maxima (from Dwyer & Reed, 1994).
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However, it is not common at all to have 1-minute rainfall data available for building
DDF or IDF curves, because high-resolution precipitation records are rare. This type of rain gage
is relatively recent, and even though its introduction has been widespread in European countries,
most other locations - including the U.S. - do not have such data. Therefore, most precipitation
records are only available at lower, 15-minute to 60-minute resolutions. In many cases, e.g., in
Switzerland (Muñoz Proboste, 2018), raw data originally collected at high resolution (e.g., in
tipping-bucket gages) were then aggregated or totalized to a lower resolution (10 minutes in the
Swiss case) before storing them in databases, to decrease computing times and storage
requirements.
In order to compensate the negative biases introduced by the temporal discretization of
precipitation measurements (i.e., the use of data that have been totalized over fixed, clock time
intervals), rainfall Sampling Adjustment Factors (SAFs, also known as “Hershfield factors”) are
commonly used. These are multiplicative, corrective factors, strictly larger than 1, that are
applied to DDF values obtained from rainfall data collected over fixed durations, in order to
obtain an estimate of the “true” maxima, as they would have been derived from continuous
precipitation data. Clearly, SAFs can only be obtained at rain-gaging stations having highresolution (e.g., 1 minute) data in the first place, and each adjustment factor is computed as the
ratio between the true (i.e., continuous or sliding time) rainfall maximum and the corresponding
fixed rainfall maximum. Usually, the true rainfall maxima for a given duration - also known as
sliding maxima- are extracted from the high-resolution rainfall series by taking a time window of
the desired duration, and then sliding it in “continuous” time, while the fixed rainfall maxima are
extracted from a totalized (or aggregated) series of, say, 15-minute, 30-minute, or hourly data,
collected at “clock” intervals (e.g., from 8:00 to 8:15, and then 8:15 to 8:30, etc.).
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Researchers and engineers have been looking at SAFs both empirically and theoretically
since the early 1950s. Initially, studies were restricted to the U.S. and were conducted for two
main durations: 60 minutes to 1 hour and 24 hours to 1 day. Then, in the 1990s, researchers
started looking at different aspects of SAFs for various locations, climates, durations of interest,
and sampling ratios. The latter refers to the ratio of the duration of interest to the totalization
period (sampling interval) (Young & McEnroe, 2003). For example, if we use 1-hour data to find
a 60-minute maximum, then the sampling ratio (SR) is one, but when we use ½ hour clock data
to obtain the sliding 60-minute maximum, then the sampling ratio would be two. Most of the
previous literature has focused mainly on the SAFs for 1-day to 24-hour, and 1-hour to 60minute (both with SR = 1). Barring Muñoz Proboste (2018) and Morbidelli et al. (2017 and
2018), no research has been performed for the shorter durations (say, from 5 minutes up to 1
hour) which are of typical interest in urban hydrology. Even though Muñoz Proboste (2018) did
obtain SAFs for durations shorter than 1 hour, the 10-minute resolution data used in his analyses
already introduced negative biases. Morbidelli et al. (2017 and 2018) used 1-minute resolution
data from a limited number of stations (16 locations) to obtain SAF values for a 30-minute
duration.
Similarly, only a handful of studies have looked into the spatial variability of SAFs. Van
Montfort (1997) found that SAFs do vary with spatial location, so he suggested not to use a
constant SAF value throughout a large region, but he did not display any concrete analysis to
explain this variability. Recently, both Muñoz Proboste (2018) and Llabrés-Brustenga et al.
(2020) performed spatial analyses and found no concrete relationships between SAF and spatial
location. Based on these research gaps, it would be interesting to investigate the variability of
SAFs within and among stations, for shorter rainfall durations, using high-resolution data, and to
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analyze the spatial variability of SAFs in a densely-gaged area. Hence, we used concurrent highresolution, good quality rainfall data from 809 stations in Germany, for the period of 2009 to
2018, to understand the behavior of sampling adjustment factors for short durations, as well as
their spatial variability.
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2. LITERATURE REVIEW
Jennings (1952) was the first to quantify the biases introduced by the temporal
discretization of rainfall, using an empirical approach. Then, the U.S. Weather Bureau (1953),
Hershfield & Wilson (1958), and Hershfield (1961) introduced and extended the concept of the
multiplicative correction factor, or SAF, also commonly known as “Hershfield factor” in the
literature. Initially, most research on SAFs was concentrated in the U.S., with mostly consistent
results: the SAF value to convert both from 1-hour to 60-minute maximum and 1-day to 24-hour
maximum was found to be 1.13. In the 1990s, Dwyer & Reed (1994, 1995) and van Montfort
(1990,1997) explored SAFs for different locations and climates, finding values that differed from
1.13, although only slightly. Young & McEnroe (2003) and Morbidelli et al. (2017 and 2018)
looked at the relationship between SAFs and SRs (sampling ratios) in detail. Papalexiou et al.
(2016) discussed the probabilistic nature of SAFs. In recent studies, Morbidelli et al. (2017),
Muñoz Proboste (2018), and Llabrés-Brustenga et al. (2020) studied the dependence of SAFs on
duration and climatic factors. Weiss (1964) and Yoo et al. (2015) analyzed SAFs using
theoretical approaches. Since the early 1950s, much research has been conducted, both
theoretical and empirical, to understand the behavior of SAFs for different durations, sampling
ratios, locations, and climates.
Broadly speaking, there are two different ways to derive SAFs: empirical methods (on a
storm-by-storm basis, or else assuming equifrequency) and theoretical approaches. In the stormby-storm approaches, SAFs are calculated as the ratio between true (continuous) maxima and the
fixed maxima obtained over a certain period of time (known as a “block”), with or without
constraining them to actually belong to the same rainfall event. The block can be either a month,
6

year, or even the whole study period. In the equifrequency approach, SAFs are calculated as the
ratios between DDF values for a given duration and frequency. In turn, there are two main ways
of extracting the extreme values for frequency analysis when deriving DDF values. The first is
the Block Maxima (BM) approach, in which only one maximum rainfall depth is extracted from
each block of equal duration within the study period (typically, the annual maximum), and
frequency analysis is performed to obtain the rainfall maxima for different return periods
(Zakaria et al., 2017). The second is the Peaks Over Threshold (POT) approach, also known as
Partial Duration method, where all events over a certain threshold are extracted, and then
frequency analyses are performed to obtain the rainfall depths corresponding to different average
recurrence intervals (ARIs). The POT method can include a larger number of extreme events
within the study period than the block maxima approach; hence, it improves the sample size for
extreme value analysis (Zakaria et al., 2017). Finally, in the theoretical approaches, SAFs are
calculated by applying probability concepts to hypothetical rainfall events with a given, assumed
temporal distribution.
Empirical Methods
Initial Studies
Jennings (1952) found a ratio to convert clock-hour maxima to true (“60-min”) maxima,
for six stations in Florida, obtaining an average SAF of 1.137 for a duration of 1 hour and
sampling ratio of one. The study shows that SAFs decrease with incrasing sampling ratio and
become negligible for a duration of 24 hours (when using hourly data, i.e., SR = 24). Next, the
U.S. Weather Bureau (1953) used about ten years of data to find SAF values for 13 stations in
the Western U.S. They calculated the SAF at each station as the ratio of the 1-hour true
maximum to the highest fixed clock-hour rainfall depth within the same storm containing the
7

true 1-hour maximum. To ensure independence between events, they used a 3-hour window to
separate different events, i.e., they used only one clock-hour value in any 4-hour period. The
average value of SAF for the 13 stations was found to be 1.13.
Hershfield & Wilson (1958) found that, on average, the 60-minute rainfall maximum is
13% larger than the clock-hour rainfall maximum, and reported the exact same value when
comparing the 1440-minute to 24-hour rainfall maxima. They did not present any reason for
having obtained the same correction factor in both cases, characterizing this as a mere
coincidence. In any empirical study, data and methodology are of prime importance; large
samples and a reliable methodology give sound results. However, Hershfield & Wilson (1958)
did not mention any detail about their methods and data. Hershfield (1961) continued his
previous studies on rainfall correction factors using rainfall data from the U.S. He used
frequency analyses to obtain DDF values, without restricting the rainfall maxima for the trueand the fixed- series to belong to the same storms. As in his previous study, Hershfield (1961)
found a SAF value of 1.13 to convert 60-minute (or 1440-min) rainfall maxima to clock-hour (or
daily) maxima, for a 2-year return period.
Other SAF studies in the U.S.
In order to obtain a conversion factor from 1-hour to 60-minute maxima, Frederick et al.
(1977) used concurrent (from 1948 to 1972), complete data from 30 first-order, geographically
well-distributed weather stations. They performed frequency analyses for 2-year and 100-year
return periods using the series of annual maxima; for both return periods, they found that the
SAF for duration of 1 hour is 1.13. They also looked for geographical variability in SAFs,
finding no variation. Huff & Angel (1992) used a SAF value of 1.13, as suggested by Hershfield
(1961) and U.S. Weather Bureau (1953), to convert meteorological-day to 24-hr rainfall maxima.
8

They verified this value by studying nine rain gages in Indiana and Illinois for the period 1948 to
1987. They also looked at multi-day durations, finding that SAFs decrease with increasing
sampling ratio. Asquith (1998) used 170 stations in Texas, with 15-minute rainfall data, to find
clock hour to 60-minute weighted mean SAFs. It should be noted that using 15-minute rainfall
data to obtain hourly maxima must undoubtedly incorporate a negative bias, as the sampling
ratio is only of four. He still found the weighted mean SAF to be 1.13 though, consistent with all
previous research in the U.S., with a standard deviation of 0.052. He also performed a similar
analysis to find the ratio of 24-hour maxima to daily maxima at 144 stations, finding the same
SAF value with a slightly higher standard deviation, 0.082. Asquith (1998) found no apparent
relationship between mean SAF and spatial location.
SAFs for different climates and locations
In the 1990s, Van Montfort (1990, 1997) and Dwyer & Reed (1994, 1995), among others,
broadened SAF analysis by looking at new aspects of SAFs, over a broader range of locations
and climates. Van Montfort (1990) estimated the parameters of extreme value distributions for
obtaining the sliding maxima based on the fixed maxima, assuming both follow the same
distribution. He tested a series of 58 years of data from Kelburn, New Zealand, and found the
SAF for 1 day with sampling ratio 1 to be 1.14. In continuation of this work, Van Montfort
(1997) used the monthly maxima of daily rainfall from a Chinese data set of 130 stations over 30
years. In this analysis, he developed a parametric model where SAF is one of the parameters to
be estimated, finding that the SAF to convert 1-day to 24-h rainfall actually fluctuates, taking
values from 1.04 to 1.16. He also found that SAF values are related to geographical location,
autocorrelation in the daily precipitation time series, and fraction of rainy days in a year; hence,
he argued against using a constant value of SAF throughout any large area. Dwyer & Reed
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(1994) used eight rainfall records from Eskdalemiur, Southern Scotland, with resolution of 1
hour. They found an average SAF of 1.167, with a range from 1.14 to 1.19, for a sampling ratio
of one. Dwyer & Reed (1995) took 37 rainfall records from six different stations, three from the
U.K. and three from Australia, with each record containing about two years of hourly data. They
recommend a SAF of 1.15 for concentrated events of shorter duration, and 1.17 for longer
events, when converting daily maxima to 24-hour maxima: different SAFs for different storm
types. However, six stations make a very small sample size to draw any valid conclusion.
SAFs as a function of Sampling Ratio
Authors like Young & McEnroe (2003) and Morbidelli et al. (2017, 2018) studied the
detailed relationship between SAFs and sampling ratios (SRs). Young & McEnroe (2003) used
15 rain gages with high-resolution (1 minute) data to study SAFs in metropolitan Kansas City.
Their methods were very different from all previous research: instead of using a storm-by-storm
or an equifrequency approach, they extracted a single maximum per duration, from each time
series or record, independently of its length. At each station, for each duration of interest, they
obtained the sliding maximum and the fixed maximum for the whole record, and then computed
the SAF as the ratio of the sliding maximum over the fixed maximum. As there was no clear
relationship between SAFs and duration, for a given sampling ratio, they suggested that average
SAFs can be used across the range of durations. Even though their average SAF values for all
durations and locations agree with previous studies, the individual values for some stations are
noticeably larger (for SR = 1 and duration of 1 hour, some SAFs are as high as 1.74) as
compared to all previous research (Muñoz Proboste, 2018). A possible explanation for such large
SAFs is that, instead of using a probabilistic approach by performing frequency analyses on
samples of extreme events, they only extracted single maximum values for the sliding and fixed
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window from each record, for each duration, without constraining them to come from the same
event. This must have increased the probability of incorporating outlier events, hence increasing
the resulting SAF values. Therefore, it is not a good idea to extract a single maximum per record.
Morbidelli et al. (2017, 2018) showed that SAFs are largest when the sampling ratio (SR) is one,
decreasing with SR until they become negligible when SR is larger than about 10; this
conclusion agrees with Young and McEnroe’s (2003) results.
Probabilistic nature of SAFs
Papalexiou et al. (2016) studied 7127 records of hourly precipitation across the USA to
explain the probabilistic nature of SAFs across the different durations of interest. They propose
that the SAF is a random factor that can be chosen based on the desired safety for a given design,
and developed a methodology to calculate SAF for any exceedence probability. Papalexiou et al.
(2016) also propose equations to correct both the mean and standard deviation of fixed maxima,
whereas the classical definition of SAF only corrects for bias in the mean. The fitting results for
estimated parameters are similar across different time scales, suggesting that SAFs’ distributions
do not change with time scales. In this study, they pooled data from all their stations, and thus
did not consider in any way the spatial or climatic variability of SAFs.
Recent studies
Morbidelli et al. (2017) studied 16 rain gages located in Central Italy, mostly with 1minute resolution rain gages, to derive a quasi-homogeneous series of annual maximum rainfall
depth; they used 16 stations with at least 20 years of data - 12 stations to develop their
methodology and four stations to validate it. They analyzed different hyetographs and found that
these exhibit roughly triangular shapes with a steeper trend before and after the peak; hence, for
SR = 1, average SAF should be less than 1.167. They developed three different equations for
11

different durations assuming rainfall pattern changes with change in duration. For a sampling
ratio of one, they suggested a SAF of 1.120 for durations less than 30 minutes, 1.142 for
durations between 30 and 180 minutes, and 1.077 for durations longer than 180 minutes. Thus,
their proposed SAF depends on the duration of interest and is much smaller than those
recommended in previous studies, for durations longer than 3 hours.
To understand SAF dependence on the type of rainfall event, Muñoz Proboste (2018)
studied 52 weather stations with concurrent, 34-yr long, 10-minute resolution rainfall records,
located throughout Switzerland. He used the equifrequency method with a partial duration
approach to calculate the DDF values for a range of durations, using the original 10-minute data
(“true” DDF values) and then aggregating precipitation over different totalization periods. For
each sampling ratio, duration, and average recurrence interval, SAFs were computed as the ratio
between DDF values obtained from sliding maxima, derived from the original 10-min data, to
DDF values computed with fixed maxima, derived from aggregated data.
Muñoz Proboste (2018) was the first to propose the concept of “ways of totalizing.” He
noted that when aggregating the original, high-resolution data, one can do so in different ways.
For example, when generating fixed 30-minute series with the original 10-minute data, one can
aggregate from 9:00 to 9:30, 9:30 to 10:00, etc., or else from 9:10 to 9:40, 9:40 to 10:10, etc., or
alternatively from 9:20 to 9:50, 9:50 to 10:20, etc. In this manner, by totalizing in different ways,
one can obtain a measure of the variability in SAFs, at a given station, for each duration of
interest.
For a sampling ratio of one and ARI = 2 years, Muñoz Proboste (2018) found that SAFs
vary from 1.04 to 1.22 for durations of 20 to 120 min, across stations and ways of totalizing.
Within any station, SAFs can significantly vary according to way of totalizing, reinforcing the
12

notion that SAFs have a random nature. Muñoz Proboste (2018) also observed an inverse
relationship between SAF and sampling ratio, agreeing with previous findings. While analyzing
the effects of storm type on SAFs, he found that convective events have higher SAFs than nonconvective events, but this effect decreases as the duration of interest increases.
Correspondingly, the warm season displays higher SAFs than the cold season, because most
extreme precipitation events during the warm season are convective in nature.
In the most recent study on SAFs, Llabrés-Brustenga et al. (2020) studied 120 automatic
weather stations with a minimum of 15 years of hourly data in Catalonia, Spain. For each station
and year in the record, they found the fixed annual maximum using a 1-day fixed time interval,
and unrestricted 24-hour annual maximum using a sliding window displaced by 1-hour steps,
restricting both maxima to come from the same event. Annual SAFs were computed as the ratio
of unrestricted 24-hour rainfall maxima to fixed 1-day rainfall maxima. Then, annual SAFs were
averaged over the years in each record, to derive a single mean SAF per station. The resulting
average of all mean SAFs across all stations was 1.125. On average, they found that SAFs are
lower in summer and higher in spring because there is a higher probability of splitting spring
rainfall events when taking the daily rainfall measurement in the morning, at 8:00 AM. In
Catalonia, rainfall in summer tends to be convective and thus occur in the late afternoon or
evening, whereas rainfall events in spring can occur at any time during the day, as they are
synoptic-scale (i.e., frontal or stratiform) phenomena. Llabrés-Brustenga et al. (2020) used a
simple kriging methodology to obtain a spatial distribution of the correction factor, finding that
the spatial pattern for the SAF in the study area resembles those for the mean annual and mean
seasonal rainfall. They also found that the spatial pattern of SAF is highly dependent on the
season; autumn and winter have high spatial variability whereas spring and summer have low
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spatial variability. However, no analysis was done to understand the spatial autocorrelation
structure of SAFs. They conclude that SAF is almost the same for both annual maxima and
monthly maxima, affirming that SAF is not dependent on the probability of occurrence (i.e.,
recurrence interval) of the events. The correction factor was found to increase with the increase
in the duration of maximum rainfall events.
Theoretical Methods
Weiss (1964) analyzed SAFs theoretically using a simple probabilistic model, which
results in different correction factors for different sampling ratios. He assumed uniform rainfall
events, obtaining a SAF value of 1.143 when the sampling ratio is one, which decreases with
increasing SR. Thirty years later, Dwyer and Reed (1995) found a mathematical flaw in Weiss’s
(1964) analysis ; they corrected his model obtaining a SAF of 1.333 instead of 1.143. The
corrected Weiss model gives higher SAF values than any of the empirical approaches, because of
its unrealistic assumptions: rainfall intensity is uniform and the event must have the same
duration as the duration of interest.
Yoo et al. (2015) extended the theoretical approach presented by Weiss (1964), deriving
SAF values for eight different hypothetical rainfall temporal distributions. The SAF obtained for
a uniform event is the highest (1.333) and corresponds with the corrected Weiss approach of
Dwyer and Reed (1995), whereas the SAF obtained for an impulse case is the lowest (1.000).
The SAF value closest to those obtained in empirical studies was that for a quadratic temporal
distribution, with a value of 1.143. In these theoretical approaches, the rainfall event is assumed
to occur only over the duration of interest, which is very unlikely to happen in the real world,
where events usually last longer, at least in the case of short durations. Hence, as explained by
Muñoz Proboste (2018), there is always an additional amount of rainfall contributing to the fixed
14

rainfall window immediately adjacent to the duration of interest, which decreases the value of
SAFs. Therefore, theoretical SAF values derived under this assumption are always higher than
the corresponding empirical ones.
When we design an engineering structure at a given location, we use a predictive,
probabilistic approach based on the DDF values at that site for a given desired frequency, rather
than the rainfall depths obtained from any specific event. Nonetheless, most of the previous work
on SAFs has used a storm-by-storm approach, comparing fixed and sliding depths from actual
events, instead of DDF values. Hershfield & Wilson (1958), Hershfield (1961), and Frederick et
al. (1977) were the first studies that compared sliding to fixed DDF values with the same
frequency to obtain SAFs, a procedure described as the “equifrequency approach” by Muñoz
Proboste (2018). However, an issue with all of these studies is that they only focus on two SAFs:
the 1-hour to 60-minute and 1-day to 24-hour cases. More recently, Muñoz Proboste (2018) used
the equifrequency approach to find SAF values for shorter durations (≤ 1 hour), but this study is
based on 10-minute resolution rainfall data, which already incorporate negative biases when
estimating the actual sliding maxima over such short durations.
To date, very little research has been conducted to understand the spatial behavior of
SAFs. Van Montfort (1997) did mention that SAFs vary with the change in spatial location,
without giving any details. Muñoz Proboste (2018) studied the spatial variation of SAFs over
Switzerland, but found no definite correlation between SAF and spatial location. Recently,
Llabrés-Brustenga et al. (2020) studied SAFs over Catalonia and found that the spatial variability
of SAFs is highly dependent on seasons. Until now, no detailed analysis has been done using
data from a dense rainfall-gaging network, to try to understand the spatial variability of SAFs.
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Thus, in this research we apply the equifrequency approach to high-resolution (1-minute)
rainfall data from an area with a high density and large number of weather stations, in order to
explore in detail the behavior of SAFs over a range of shorter durations, as well as the spatial
variability of SAFs.
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3. METHODOLOGY
This chapter describes the data sets and methods used to perform our analyses. We used
809 automatic weather stations in Germany, with 1-minute resolution rainfall data, as shown in
Figure 2. The data are publicly available in the Deutscher Wetterdienst (DWD) - German
Weather Service’s website, operated by the DWD Climate Data Center (CDC). Specifically, we
downloaded the “Historical 10-minute station observations of precipitation for Germany, version
V1.2019; DWD climate data center (CDC)”, as well as the “Historical 1-minute station
observations of precipitation for Germany, version V1.2019; DWD climate data center (CDC)”.
The DWD uses either Lambrecht Meteo rain[e]H3 or else Ott Pluvio-2 precipitation gages,
which operate based on weighing technology, to measure rainfall amounts every 1 minute, with
high accuracy.

Figure 2: Location of the 809 rainfall stations in Germany. Elevations are in m.
17

Study Area
We studied a total of 809 well-distributed weather stations in Germany. The minimum
and maximum distances among stations are 3670 m and 49,400 m, respectively, while the
average distance is 14,500 m. Germany lies in the range of 47 to 55 degrees Latitude North and 5
to 15 degrees Longitude East, and has a surface area of 357,000 km2 (138,000 mi2), so that the
average land area per station is 442 km2/station. All of Germany is under a temperate climate
with moderately warm summers and cold winters. Mean elevation ranges from above 1000 m in
the south to sea-level in the north. Rainfall occurs throughout the year; on average, the southern
part receives higher rainfall while the northeast experiences lower values. The mean annual
precipitation over Germany (using 10 years of data) is shown in Figure 3.

Figure 3:Mean annual precipitation (in mm) across Germany, using 10 years of data from 2009
to 2018.
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Preliminary Data Processing
There is a grand total of 897 stations with concurrent data covering the 10-year long
period from the beginning of 2009 to the end of 2018. The DWD has quality controlled the 10minute data at the highest level. Thus, the raw 1-minute data were automatically checked for
consistency and corrected based on the 10-minute data, as described below. Note that the sheer
amount of data made it impossible to perform a correction procedure on a case-by-case basis.
Thus, some of the cases described below might not even have happened at all through the whole
dataset.
a.) If a 10-minute value is missing:
➢ All corresponding 1-minute data are assumed to be missing
b.) If the absolute difference, |𝑃10 𝑚𝑖𝑛 − Σ110 𝑃1 𝑚𝑖𝑛 |, between a 10-minute value and the sum
of the corresponding 1-minute values is less than 0.5 mm:
➢ If any of the corresponding 1-minute data is missing, it is assumed to be zero (0)
➢ Other non-missing values are kept as in the record
c.) If a 10-minute value, 𝑃10 𝑚𝑖𝑛 , is greater by at least 0.5 mm, when compared to the sum of
its corresponding 1-minute values, ∑10
1 𝑃1 𝑚𝑖𝑛 :
➢ We compute the excess rain as 𝑃10 𝑚𝑖𝑛 − ∑10
1 𝑃1 𝑚𝑖𝑛
➢ If there are any missing 1-minute data, this excess rain is assigned proportionally to
those missing data
➢ If none of the 1-minute data are missing, the excess rain is divided by 10, and this
value is added to each 1-minute rainfall
d.) If a 10-minute value, 𝑃10 𝑚𝑖𝑛 , is smaller by at least 0.5 mm than the sum of its
corresponding 1-minute values, ∑10
1 𝑃1 𝑚𝑖𝑛 :
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➢ If there are any missing 1-minute data, they were assumed to be zero (0)
𝑖
➢ If any 𝑃1𝑖 𝑚𝑖𝑛 (𝑖 = 1, 2, … . ,10) > 𝑃10 𝑚𝑖𝑛 and (∑10
1 𝑃1 𝑚𝑖𝑛 − 𝑃1 𝑚𝑖𝑛 ) < 𝑃10 𝑚𝑖𝑛 , the

anomalously-large 1-minute data, 𝑃1𝑖 𝑚𝑖𝑛 , is considered to be an outlier, and only this
value is corrected so as to make the 1-minute sum total equal to 10-minute value,
𝑃10 𝑚𝑖𝑛 = ∑10
1 𝑃1 𝑚𝑖𝑛
➢ In all other cases, the 1-minute data are reduced proportionally so that their sum is
made equal to the 10-minute value
For four stations, the complete 10-minute rainfall data were not available, but we decided
to keep those stations anyhow, because we found that for the vast majority of stations the 1minute data were fully consistent with the 10-minute data.
We decided to keep only those stations with less than 1% missing data, resulting in 809
stations selected for the study, with a density of one station every 442 km2. Assuming that the
missing data are uniformly distributed in time, most of them must correspond to periods without
precipitation. Thus, we decided to fill all remaining 1-minute missing values in the series with
zero (0) rainfall depths, following Muñoz Proboste (2018).
Totalization
For each station, starting from the 1-minute series, we derived aggregated, fixed-duration
rainfall for totalization periods of 5 min, 10 min, 15 min, 20 min, 30 min, and 60 min, using
every possible way of totalizing. For example, 5-minute data were totalized in five different
ways, with different starting times shifted by 1 min each time, while 10-minute data were
totalized in 10 different ways, and so on. The different ways of totalizing give different totals, so
that different fixed maxima are extracted from the same original data, resulting in different DDF
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values, and thus different SAF values. This generates a sample of SAF values, for each station,
duration of interest, and totalization period, which helps in estimating at-a-station SAF
variability. Table 1 is an example showing how different ways of totalizing give different totals.
In this case, 1-min rainfall values for a 19-min long period were totalized over fixed 5-min
periods, using the five possible, different ways of totalizing.
Table 1: Example showing the effects of totalizing in different ways.

Event Separation
Extreme rainfall events included in any sample for frequency analysis should be
independent. This requirement becomes more stringent when using the partial duration
procedure, where multiple events can come from the same year, as opposed to annual maxima
with a single event per year. A common approach to ensure storms are independent is to use a
Minimum Inter-Event Time, or MIT. In our analyses, an MIT of 3 hours was used to define
events, for all of our time series, both continuous (1-min data) and totalized. If the dry or rainless
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lapse between any two periods with precipitation was larger than 3 hours, then the two rainy
periods were considered to be two independent storms. If not, the two rainy periods were
assumed to belong to the same, single event. Muñoz Proboste (2018) showed that using different
MIT values did not significantly affect SAF values; hence, our choice to work only with a single
MIT value of 3 hours.
Extraction of Maxima
At each station, for each event and duration of interest, we needed to extract the rainfall
maxima, both for the original, continuous data, and for the totalized series. In the case of the true
maximum, a sliding window with the same duration as that of interest was moved
“continuously,” one minute at a time (the original resolution of our precipitation data), over the
rainfall record, adding up the rainfall depths.
To obtain the fixed maxima for each event, for rainfall aggregated over different
totalization periods, we considered the totalized series. This was done for each totalization
period, and for every possible way of totalizing. As a result, for each event, we obtained one true
maximum for each one of the 10 durations of interest (5, 10, 15, 20, 30, 45, 60,75, 90 and 120
minutes), as well as 515 different fixed maxima, considering the different combinations of
duration of interest, totalization period, and ways of totalizing, as shown in Table 2.
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Table 2: Numbers of different types of rainfall maxima extracted from each event, for each
combination of duration of interest and totalization duration
"Continuous"
Duration of Interest 1-minute data

5 min
10 min
15 min
20 min
30 min
45 min
60 min
75 min
90 min
120 min
Total Number of
maxima extracted
per totalization
duration

1
1
1
1
1
1
1
1
1
1

Totalized/Aggregated Data
5 min 10 min 15 min 20 min 30 min
Number of maxima extracted per event
5
5
10
5
15
5
10
20
5
10
15
30
5
15
5
10
15
20
30
5
15
5
10
15
30
5
10
15
20
30

10

50

60

105

60

120

60 min
60
60
120

Frequency Analysis and SAF Calculation
We selected the partial duration (peaks over threshold) method in order to obtain the
samples to perform frequency analysis. For each case (combination of station, duration of
interest, true or fixed maxima, totalization period, and way of totalizing) the threshold was
selected so as to separate the largest 40 events from the series. This is an arbitrary threshold, in
which we basically worked with an average of four maxima per year, i.e., the 40 largest events
over the 10 years of data.
At each station, for each duration of interest, and both for the true (1-min) maximum as
well as for every possible combination of fixed maxima, we took these largest 40 maxima, which
are known as exceedences, and performed frequency analysis to obtain the corresponding DDF
value for a 2-year average return interval (ARI). We selected the Generalized Pareto Distribution
(GPD) to perform the frequency analyses because it can model low density tail data in a better
way ("Modeling tail data with the generalized pareto distribution.”, 2020). The GPD uses three
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different parameters: scale, tail index (shape), and threshold(location) parameters ("Modeling tail
data with the generalized pareto distribution.”, 2020). For each sample of events to be fit, the
scale and shape parameters were obtained by Maximum Likelihood Estimation, whereas the
location parameter was obtained manually, by subtracting a value of 0.01 mm from the minimum
of the 40 events. DDF values for each case, for an ARI of 2 years, were calculated using the
Generalized Pareto inverse cumulative distribution function. In this function, scale, shape, and
location parameter are determined as mentioned above and the probability of exceedence P is
determined as in Equation (1) and Equation (2), where the latter is for our specific case (40
events and a 10-yr long period):

P𝑒𝑥𝑐 = 1 −

1
Total N° of data
Length of period in years

P𝑒𝑥𝑐 = 1 −

1
40
10 ∙ 2

1
∙ Recurrence Interval

= 0.875

2

At each station, for every duration of interest, the different SAFs were then calculated as
ratios of the true DDF value over the corresponding totalized DDF value, for the different
totalization periods and ways of totalizing. In this way, a grand total of 515 different SAFs –
referred to as individual SAFs in what follows - were calculated at each station, considering the
possible combinations of duration of interest, sampling ratio, and way of totalizing, as depicted
for the maxima in Table 2. The mean SAF for a given station, duration, and sampling ratio is
then obtained by averaging the SAF values across all ways of totalizing. Similarly, the maximum
SAF for a given station, duration, and sampling ratio is calculated by taking the highest value
among the different ways of totalizing. The mean and maximum SAFs at each station were
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computed for six different durations (5 min, 10 min, 15 min, 20 min, 30 min, and 60 min), in all
cases for a sampling ratio of one (SR=1), to perform the spatial analysis.
Spatial Analysis
The spatial relationship among the stations was investigated and visualized by
performing two different types of geostatistical analyses: Firstly, spatial relationships were
investigated by plotting raster surfaces using kriging, and secondly, spatial autocorrelations were
measured using the Global Moran’s I statistic. The spatial autocorrelation concept is based on a
basic principle of geography: that values at closely-located stations are more similar to each
other than those for stations that are further away ("How Kriging works", 2016).
Kriging
Kriging is a geostatistical method based on a regionalized variable theory that uses
semivariograms to depict the spatial autocorrelation of a given variable ("How Kriging works",
2016).
First, the quantile-quantile plots (QQ-plot) and frequency distribution graphs were plotted
to visualize whether the data were normal or not. The QQ-plot compares a standard normal
distribution with the given data; the closer the given data plot to the 45-degree straight line, the
less skewed the data are ("Geostatistical Analyst", 2020). Had the data been significantly
skewed, we would have needed to transform them, to make them normally distributed. In all of
our cases though, the data were only slightly skewed, with no significant differences between the
interpolated surfaces built with transformed or non-transformed data. Hence, we did not
transform the data for our further analyses. As the presence of trends affects the semivariogram,
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these should be identified and removed, if present, before any further analysis. We performed
trend analysis and found no apparent trends, for all of our cases.
The semivariogram graphs were plotted to explore possible spatial relationships for the
different SAFs. The data were binned over certain lag distances and a semivariogram model was
fitted for each case. The y-axis value at zero distance represents the nugget, which occurs due to
measurement error and/or spatial sources of variation smaller than the spatial sampling interval
("Geostatistical Analyst", 2020). The higher the nugget value, the higher the noise. The range is
that lag distance at which the fitted semivariogram model flattens; beyond this point, there is no
spatial autocorrelation so that the variable becomes statistically independent. The semivariogram
was also used to check for any directional influence, or anisotropy, where the spatial behavior
changes with the direction over which the values are compared. We explored the semivariogram
clouds and found no apparent directional influences, in all of our cases. We also cross-validated
default and anisotropic cases after interpolation, finding no significant difference in interpolated
surfaces. Hence, we proceeded with the spatial analyses using the default case.
After analyzing frequency distribution, and potential directional influences and trends, we
modelled the semivariograms, and the SAF data were then kriged with ordinary kriging to create
a raster surface for each case.
Global Moran’s I statistic
This statistical test calculates the p-value (the probability that the obtained spatial pattern
was the outcome of some random processes) and z-score (standard deviation) to find if spatial
data are clustered, random, or dispersed, for a given threshold distance, the maximum distance
from each station up to which neighboring stations are considered in the analysis ("How Spatial
Autocorrelation (Global Moran's I) works", 2020). The first (smallest) threshold distance is the
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minimum distance that ensures that all stations have at least one neighboring station. In our case,
the maximum distance between neighboring stations was 49,400 m; hence, we took 50,000 m as
our first threshold distance. The other threshold distances were obtained from the Incremental
Spatial Autocorrelation tool, where a series of increasing distances were tried and Global
Moran’s I tests performed, to find those lag distances at which spatial processes are most
significant; these points are known as peaks. In some cases, there are two significant peaks,
while the peak is absent in others.
The p-value is significant if it is less than 0.01,0.05, and 0.1, for 99, 95, and 90 percent
confidence intervals, respectively. If the p-value is not significant, then the data are spatially
random. If the p-value is significant and the z-score is positive, then the data are clustered,
meaning that high (low) values are near other high (low) values; on the other hand, if the p-value
is significant but the z-value is negative, then the data are dispersed, meaning that high values
repel other high values and vice versa. ("How Spatial Autocorrelation (Global Moran's I) works",
2020).

27

4. RESULTS AND DISCUSSION
This chapter first discusses in detail the SAFs obtained for the different durations of
interest, for sampling ratios SR =1 and SR = 2, including their variability. Then, it analyzes the
relationship between SAF and SR. At last, it presents our findings regarding the spatial
variability of SAFs.
As a recall, an “individual SAF” means a SAF value as obtained for a given station,
duration of interest, way of totalizing, and sampling ratio, whereas a “mean SAF” means an
average SAF at that station, obtained by averaging across all of the different ways of totalizing,
for each combination of duration and sampling ratio. We also define here a “global SAF” as the
average of the mean SAFs across all stations, for a given duration of interest and totalization
period (or sampling ratio, SR).
SAFs for Different Durations
The global SAF values for durations of 5, 10, 15, 20, 30, and 60 minutes, for rainfall data
aggregated over totalization periods of the same duration in each case (i.e., for SR =1), when
averaging over all stations, are 1.112, 1.142, 1.150 , 1.151, 1.145, and 1.130, respectively. We
can see an increasing trend in global SAF for durations up to 20 minutes and an opposite trend
beyond that. For our 809 stations in Germany, the global SAF value for the 60-minute duration
and sampling ratio one is 1.130, consistent with previous empirical findings, but shorter
durations have larger SAFs.
The global SAF value for the 5-minute duration is rather low, as compared to that for the
other durations. This is probably due to the original 1-minute resolution of our data, which is too
coarse for an accurate estimation of the 5-minute maximum. In effect, when computing the
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“true” rainfall maximum for a 5-minute duration from 1-minute rainfall data, we are already
introducing a negative bias. In other words, because our original data are totalized every 1 min,
our “true” 5-minute maxima already underestimate the actual true values. In order to obtain a
preliminary estimate of this negative bias, we analyzed the only case in our study in which SR =
5, which is that when we compute the SAF for a 75-minute duration using rainfall totalized over
15 minutes. In such case, we obtain a global SAF of 1.012, with individual SAFs ranging from
1.000 to 1.072 across all stations and ways of totalizing. The magnitude of this SAF is
significant, as is its variability; hence, even though we realize that the durations involved are
quite different, we suggest that the negative bias in our 5-min SAFs, due to using 1-min data,
cannot be neglected.
The global SAF values for durations of 10, 20, 30, 60, and 120 minutes, for sampling
ratio two, when averaging over all stations and ways of totalizing are 1.044, 1.044, 1.041, 1.038,
and 1.040, respectively. Here we can see higher values for SAFs at shorter durations (10 and 20
minutes), with a decreasing trend for longer durations (from 30 and up to 120 minutes).
SAF Variability
For a sampling ratio SR = 1, the individual SAFs, each obtained with a different way of
totalizing, vary from 1.000 to 1.377, whereas the station mean SAFs (averaged over all ways of
totalizing for each duration and station) vary from 1.045 to 1.212. Here, the individual SAF for
SR = 1 can be as high as 1.377, i.e., the DDF value for a 2-year return period and SR = 1 can be
underestimated by almost 28%. If we use the mean SAF to correct fixed values, the negative bias
can still be as high as 17%. Both of these values are relevant from an engineering design
perspective: these results show that a mean SAF cannot properly depict the underestimation of
rainfall maxima due to temporal discretization, at least when SR = 1, i.e., when the duration of
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interest is equal to the duration of totalization or resolution of the rain-gage data. Hence, both the
mean SAF as well as some measure of its variability should be considered in the analyses.
Figure 4 exemplifies the variability of SAFs for SR = 1, at two randomly chosen stations.
At each station and for each duration, each black dot represents an individual SAF, obtained for
one of the possible ways of totalizing, whereas the boxplot shows the individual SAF statistics
over all ways of totalizing. It is apparent that individual SAFs display a large variability, for each
duration of interest and at each station. For data aggregated over a 5-minute totalization period,
there are only five different ways of totalizing, whereas there are 60 different ways for 60-minute
aggregated data. Not only is this variation evident over all durations, but it displays no consistent
pattern. In other words, individual SAFs show a random behavior across the different durations
considered in this study.

Figure 4: Individual SAFs (SR = 1) at two different stations, for each duration of interest and
way of totalizing. Each black dot represents the individual Sampling Adjustment Factor (SAF)
for a given way of totalizing, while the boxplots show the statistics of individual SAFs for each
duration, where the central red mark indicates the median, and the bottom and top edges of the
blue box indicate the 25th and 75th percentiles, respectively. The whiskers show the smallest and
largest value in the sample, barring outliers. Red crosses are outliers, which are defined as values
larger than the 75th percentile plus 1.5 times the interquartile range, or values smaller than the
25th percentile minus 1.5 times the interquartile range.
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Figure 5 shows the individual SAFs for a sampling ratio SR =1, across all stations and
ways of totalizing, for the six durations analyzed in the study. For each duration, every black dot
represents an individual SAF for a given station and way of totalizing, whereas the boxplots
show the statistics of the individual SAFs. For the durations of 5, 10, 15, 20, 30, and 60 minutes,
Figure 5 summarizes grand totals of 4045, 8090, 12,135, 16,180, 24,270, and 48,540 different
individual SAF values, respectively, from 809 different weather stations.

Figure 5: Individual SAFs (SR = 1) for all stations, durations, and ways of totalizing. Each black
dot represents an individual Sampling Adjustment Factor (SAF) obtained at one of the stations
for a given way of totalizing, while the boxplots show the statistics of individual SAFs (black
dots), where the central red mark indicates the median, while the bottom and top edges of the
blue box indicate the 25th and 75th percentiles, respectively. The whiskers show the smallest and
largest value in the sample, barring outliers. Red crosses are outliers, which are defined as values
larger than the 75th percentile plus 1.5 times the interquartile range, or values smaller than the
25th percentile minus 1.5 times the interquartile range.
Figure 6 shows the minimum, mean, median, and maximum individual SAFs, across all
809 stations, for each duration, for the SR = 1 case, i.e., when the duration of interest is the same
as the rain-gage temporal resolution.
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Figure 6: Statistics for individual SAFs across all stations, for a sampling ratio (SR) equal to 1.
The dots show the statistics (minimum, median, mean, and maximum) for individual SAFs
across all stations, for every given duration. The dotted lines connecting the points are added to
ease display of results.
Figure 5 and Figure 6 indicate that for SR = 1, SAF distributions are quite similar to each
other for all durations equal to, and larger than 15 minutes: The median, mean, and maximum, all
reach a plateau at 15 minutes, and are almost constant beyond that; however, the values of these
three statistics are slightly smaller for the 60-minute duration. The minimum SAF hovers at or
just above 1.000 for all durations, but is largest for 20 minutes, at 1.022. As was explained
before, the fact that the mean, median, and maximum SAFs are lower for the shorter durations of
5 and 10 minutes is most probably due to the negative bias caused by using 1-min data in the
first place. The reason for their decrease at the 60-minute duration is not explored, as this is
beyond the scope of this thesis, but it could be due to changes in the scaling nature of rainfall
when durations are increased from 15-30 minutes to the hourly timescale. Figure 6 and Table 3
indicate that the probability distributions of individual SAFs for all considered durations are
positively skewed, with a probability density that is heavier on left side of the distribution, and a
mean larger than the median.
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Table 3: Skewness for all individual SAFs, mean SAFs, and maximum SAFs, for the different
durations and sampling ratios (SR).
Skewness - SR = 1
Duration
of Interest
5 min
10 min
15 min
20 min
30 min
60 min

All
Individual
SAFs
0.334
0.286
0.356
0.297
0.322
0.412

Skewness - SR = 2

Mean
SAFs

Max
SAFs

0.057
-0.164
-0.074
-0.084
-0.038
0.006

0.641
0.583
0.599
0.578
0.619
0.571

Duration
of Interest
10 min
20 min
30 min
60 min
120 min

All
Individual
SAFs
0.155
0.147
0.268
0.346
0.451

Mean
SAFs

Max
SAFs

-0.129
-0.119
0.200
0.235
0.380

0.321
0.190
0.468
0.404
0.568

Figure 7 displays the mean SAFs at each station, for a sampling ratio SR = 1, obtained
when averaging across all ways of totalizing. For each duration, every black dot represents the
mean SAF for each one of the stations, whereas the boxplots present the statistics of the mean
SAFs. Figure 8 presents the mean SAFs statistics across all stations, for each duration. Figure 7
and Figure 8 indicate that the mean, median, and maximum increase up to the 20-minute
duration and decrease thereafter. Table 3 shows that, in the case of the mean SAFs for SR = 1,
the skewness can be either positive or negative, but with values that are consistently small. This
is further demonstrated in Figure 8, as the mean and median basically coincide for all durations.
If we compare Figure 5 with Figure 7 and Figure 6 with Figure 8, we can see that the relationship
between SAF and duration is different for individual and mean SAFs.
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Figure 7: Mean SAFs for each station, duration, and SR =1. Each black dot represents the mean
Sampling Adjustment Factor (SAF) for each one of the stations, averaging across all of the
different ways of totalizing. The boxplots show the statistics of the mean SAFs (black dots),
where the central red mark indicates the median, and the bottom and top edges of the blue box
indicate the 25th and 75th percentiles, respectively. The whiskers show the smallest and largest
value in the sample, barring outliers. Red crosses are outliers, which are defined as values larger
than the 75th percentile plus 1.5 times the interquartile range, or values smaller than the 25 th
percentile minus 1.5 times the interquartile range.

Figure 8: Mean SAF statistics across all stations for each duration, for a sampling ratio (SR)
equal to 1. The dots show the statistics (minimum, median, mean, and maximum) for the mean
SAFs, averaging across all ways of totalizing and across all stations, for each duration. The
dotted lines connecting the points are added to ease the display of results.
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When we consider the maximum SAFs for a given sampling ratio, obtained by taking the
maximum value among all individual SAFs obtained for all ways of totalizing at each station, for
each duration, their distributions are all positively skewed for all considered durations, for both
SR = 1 and SR = 2.
For a sampling ratio SR = 2, the individual SAFs (each obtained with a different way of
totalizing) range from 1.000 to 1.132, whereas the mean SAFs (averaged over all ways of
totalizing for each duration and station) vary from 1.003 to 1.106.
Figure 9 and Figure 10 display the individual SAFs -for different ways of totalizing- and
mean SAFs -averaging across all ways of totalizing, for a sampling ratio SR = 2, respectively,
across all stations, for the five durations of interest analyzed in the study. Figure 11 and Figure
12 show the individual and mean SAFs statistics for SR = 2 across all stations, respectively. For
both the individual and mean SAFs, for the SR = 2 case, the maxima rise with duration until 60
minutes and decrease after that, whereas the mean and median SAFs reach their maximum at 20
minutes, then decrease for 30 and 60 minutes, increasing again for 120 minutes. Here, for SR =
2, we can see no definite pattern of SAF behavior with duration. From Figure 9, Figure 10, and
Table 3, we conclude that for SR = 2, individual SAFs are positively skewed for all durations,
while mean SAFs are negatively skewed for the shorter durations of interest (10 and 20 minutes)
duration but positively skewed for longer durations (30, 60, and 120 minutes).
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Figure 9: Individual SAFs (SR = 2) for all stations, durations, and ways of totalizing. Each black
dot represents an individual Sampling Adjustment Factor (SAF) obtained at one of the stations
for a given way of totalizing, while the boxplots show the statistics of the individual SAFs,
where the central red mark indicates the median, while the bottom and top edges of the blue box
indicate the 25th and 75th percentiles, respectively. The whiskers show the smallest and largest
value in the sample, barring outliers. Red crosses are outliers, which are defined as values larger
than the 75th percentile plus 1.5 times the interquartile range, or values smaller than the 25 th
percentile minus 1.5 times the interquartile range.
Comparing Figure 5 with Figure 9, we observe that not only are the SAF values lower for
SR = 2 than SR = 1, as should be expected, but the SAF variation within and among stations is
significantly smaller. This decrease in variation for higher sampling ratios appears to be true in
almost all cases, with very few outliers. Hence, for example, if we use 30-minute rainfall data to
derive DDF values for the 60-minute duration, it is less probable that we incur a large
underestimation, as compared with the SR = 1 case, i.e., when we only have 60-minute rainfall
data available.
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Figure 10: Mean SAFs for each station, duration, and SR = 2. Each black dot represents the mean
Sampling Adjustment Factor (SAF) for each one of the stations, averaging across all of the
different ways of totalizing. The boxplots show the statistics of the mean SAFs (black dots),
where the central red mark indicates the median, and the bottom and top edges of the blue box
indicate the 25th and 75th percentiles, respectively. The whiskers show the smallest and largest
value in the sample, barring outliers. Red crosses are outliers, which are defined as values larger
than the 75th percentile plus 1.5 times the interquartile range, or values smaller than the 25th
percentile minus 1.5 times the interquartile range.

Figure 11: Statistics for individual SAFs across all stations, for a sampling ratio SR = 2. The dots
show the statistics (minimum, median, mean, and maximum) for individual SAFs across all
stations, for every given duration. The dotted lines connecting the points are added to ease
display of results.
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Figure 12: Mean SAF statistics across all stations for each duration, for a sampling ratio of 2.
The dots show the statistics (minimum, median, mean, and maximum) for the mean SAFs,
averaging across all ways of totalizing and across all stations, for each duration. The dotted lines
connecting the points are added to ease the display of results.
SAF vs SR
For all the stations, mean SAF decreases asymptotically as the SR increases, tending to
one when SR is above ten. This behavior is visible across all durations, but there is no definite
relationship between SAF and SR for a given duration. Figure 13 shows the mean SAF (averaged
across all ways of totalizing) versus SR for two different, randomly-chosen stations, while Figure
14 is a plot of the global SAFs (averaged across all ways of totalizing and all 809 stations) over a
range of sampling ratios ranging from one to twenty-four. In Figure 13, for every value of SR,
the rankings of the mean SAFs as a function of the different durations of interest alternate
depending on the station. On the other hand, the global SAFs (averaged across all ways of
totalizing and all stations) for a given SR all collapse into a single point, as shown in Figure 14,
with the exception of the SR = 1 case, in which the effect of duration is relevant, as was
discussed before. The invariance of SAF with duration, for a given SR, is also shown by Young
and McEnroe (2003).
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Figure 13: Mean SAFs vs SR for five different durations, for two different stations. Each point
represents a mean SAF, averaged over all ways of totalizing for a given duration of interest, for a
corresponding sampling ratio (SR) ranging from 1 to 24.

Figure 14: Global SAFs (averaged over all stations) for different durations and SRs. Each point
represents a mean SAF averaged over all ways of totalizing across all 809 stations for a given
duration of interest and its corresponding sampling ratio (SR), which ranges from 1 to 24.
SAF vs Elevation
SAFs depend on storm type (Muñoz Proboste, 2018), which in turn should be affected by
elevation. To check if there is any relationship between SAF and its corresponding elevation, we
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plotted mean and maximum SAFs (figures are not attached herein) for all durations against the
elevation of each station, finding no apparent relationship between them.
Spatial Variability of SAFs
The spatial variability among the stations was visually examined and investigated by
using semivariograms, raster images, and Global Moran’s I statistic. The geostatistical analyses
were performed for the mean and maximum SAFs corresponding to six different durations, in all
cases for SR = 1. “Max60” refers to the maximum SAF value, obtained by extracting the highest
value among all ways of totalizing at each station, for the 60 min duration. On the other hand,
“Mean60” refers to the mean SAF, obtained by averaging over all ways of totalizing values at
each station, for the 60 min duration. This definition is consistent for all other durations.
Firstly, we generated semivariograms of mean and maximum SAF values at each station,
for durations of 5, 10, 15, 20, 30, and 60 minutes, as shown in Figure 15. The variance is
displayed in the ordinates, while the abscissae correspond to the distance between stations. Each
red dot is a binned variogram pair, while the blue crosses show averaged binned values, and the
blue continuous line is the modeled (i.e., fitted) variogram. The y value at zero distance is known
as the nugget value. The semivariograms for cases Max60, Max5, Mean60, and Mean20 show
high nugget values and high noise. The range, that distance beyond which there is no spatial
autocorrelation and SAFs become statistically independent, is also displayed for each case in
Figure 15. The corresponding kriged images for all cases, shown in Figure 16, strongly suggest
that SAFs do possess spatial structure.
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Max60 - Range: 23200 m

Max30 - Range: 14800 m

Max20 - Range: 538900 m

Max15 - Range: 19000 m

Max10 - Range: 16600 m

Max5 - Range: 104800 m

Mean60- Range: 96800 m

Mean30 - Range: 14100 m

Mean20 - Range: 62200 m

Mean15 - Range: 14100 m

Mean10 - Range: 41500 m

Mean5 - Range: 14100 m

Figure 15: Semivariogram for mean and maximum SAFs for six different durations, SR = 1. Red
dots show the binned variogram pairs, blue crosses represent averaged binned values, while the
blue continuous lines show the modeled variograms, for each case.
We tested for possible spatial autocorrelations by using Global Moran’s I statistic, as
shown in Table 4. Results indicate that the spatial distributions of SAFs for shorter durations
(Max5, Max10, Mean5, and Mean10) and for some of the other durations (Max60, Mean60, and
Max20) are spatially clustered. In the case of Max5, Max20, Max60, and Mean60, the
semivariograms display high nugget values and high noise; this indicates that the effects of high
nugget values on autocorrelation should be further explored.
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Figure 16: Kriged images for SAFs (SR = 1), for the different cases (Max60, Max30, Max20,
Max15, Max10, Max5, Mean60, Mean30, Mean20, Mean10, and Mean5).
In summary, from the visual inspection of the raster images in Figure 16, and the results
from Global Moran’s I statistic displayed in Table 4, it is seen that the mean SAFs for durations
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of 5, 10, 20, and 60 minutes, as well as the maximum SAFs for 5,10, and 60 minutes are spatially
clustered. The physical reasons explaining the spatial structure of the SAFs are not explored, as
this topic lies beyond the scope of this thesis.
Table 4: Global Moran’s I statistic result for different threshold distances (in meters)
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CONCLUSIONS
We analyzed the temporal and spatial variability of rainfall sampling adjustment factors
(SAFs) for short-duration (≤ 1 hour) precipitation, using high-resolution (1-minute), high-quality
rainfall data from 809 weather stations in Germany. Over these short durations, SAFs are highly
variable both within and among stations, coincident with the results of Muñoz Proboste (2018).
For a sampling ratio (SR) of one, individual SAFs can be as high as 1.377, whereas mean SAFs
vary from 1.045 to 1.212, depending on station. These values are relevant from an engineering
perspective: when estimating extreme rainfall for short durations, equal to the temporal
resolution of the gaged data, the traditionally-used value of 1.13 does not properly depict the
mean underestimation of rainfall maxima due to temporal discretization, nor its variability.
The global mean SAF value for the 60-minute maximum precipitation estimated from
hourly fixed data is 1.13 for a 2-year average recurrence interval, which is consistent with most
previous studies. Muñoz Proboste (2018) found the global mean for a 60-minute duration to be
1.12 for a 2-year ARI, which is slightly less than 1.13. This could be because of negative biases
while calculating 60-minute maxima using 10-minute data.
The mean SAFs decrease rapidly when the sampling ratio (SR) is increased, tending to
one when SR is above ten. The higher the SR, the lower the SAFs as well as their variability.
Even for a sampling ratio as low as two, for example, obtaining DDF values for a 30-minute
duration based on 15-minute rainfall data and then correcting them with a mean SAF value, the
probability of incurring a large underestimation is much decreased, as compared to the SR = 1
case. There seems to be some instance of scale similarity, as global SAFs for a given SR all have
the same value, irrespective of duration, with the exception of the case SR = 1. This result is
similar to the findings presented by Young and McEnroe (2003).
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In most cases, especially for the shorter durations, SAFs tend to display spatial structure
as determined either visually or according to the results of Moran’s test, but there is no clear
behavior as a function of duration or type of SAF (maximum or mean). Even though rain gage
density in the study done by Llabrés-Brustenga et al. (2020) in Catalonia is even higher than that
used in this work, there is no definite pattern of spatial continuity in their results. This could be
because they calculated SAFs for 1-day to 24-hr, whereas we focused on SAFs for shorter
durations, which could reflect a different rainfall behavior, resulting in a different SAF
variability.
In this work, we looked in detail at the variability of SAFs across Germany, but it could
be argued that most if not all of the country lies within the same overall climatic classification.
Additional research is needed in areas with different climatic regimes, to better understand the
variability and spatial behavior of SAFs across different climates.
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