Abstract: Although used in many jurisdictions around the world, analytical approaches of the Reference Condition Approach (RCA) to bioassessment of freshwater ecosystems have evolved quite slowly over the past 2 decades. For this special series of papers in Freshwater Science, researchers analyzed 3 data sets that included both benthic macroinvertebrate and environmental data from a number of reference sites. Australian Capital Territory (ACT) reference sites (n total = 107) were wadeable streams in the upper Murrumbidgee River catchment, Australian Capital Territory, Australia. Yukon Territory (YT) reference sites were wadeable streams (n total = 158) in the Yukon Territory, Canada, part of the Yukon River basin. Great Lakes (GL) sites (n total = 164) were all nearshore (<20 m) lentic sites in the North American Great Lakes. For each data set, sites were divided into model-building (training) and model-testing (validation) groups. Each validation site was further subjected to 3 levels of simulated degradation based on the sensitivity of the biota to eutrophication. The analytical approaches ranged from standard or slight modifications of methods used in national programs (Australian River Assessment [AUSRIVAS], Canadian Aquatic Biomonitoring Network [CABIN]), to improved matching of sites to be assessed and appropriate reference sites, and Bayesian and machine-learning modeling. In comparing Type 1 error rates (proportion of validation sites deemed not in reference condition) and power (proportion of simulated impairment sites deemed not in reference condition), we found no obvious pattern among the 3 data sets or approaches. Approaches commonly used in RCA programs would benefit from incorporating newer methods that better match reference and test-site environments and build better predictive models.
The Reference Condition Approach (RCA) to bioassessment, originally developed >25 y ago and still implemented as the River Invertebrate Prediction and Classification System (RIVPACS) program in the UK (Wright 1995) , has been used globally in regional and national programs for more than a decade. Substantial work has been done on the statistical techniques used to analyze data in RCA bioassessment programs since publication of a primer 10 y ago (Bailey et al. 2004) . A special session held at the annual meeting of the Society for Freshwater Science in Louisville, Kentucky (2012) was devoted to using both longestablished and new approaches to RCA analysis with common data sets. Authors presented their analyses of data from 3 RCA programs, and a selection of these presentations were further refined and are presented in this special issue of Freshwater Science.
RCA DATA SETS
The 7 research groups contributing to this special issue analyzed 3 data sets that include macroinvertebrate taxon abundances and environmental descriptors from reference sites (relatively unexposed to human activity) in: 1) Australian Capital Territory (ACT), 2) Yukon Territory (YT) in northwestern Canada in the Yukon River basin, and 3) Laurentian Great Lakes (GL) in North America.
The ACT sites (n total = 107) were wadeable streams in the upper Murrumbidgee River catchment, Australia, which covers an area of 12,000 km 2 . The climate is temperate, characterized by cool winters (average daily maximum temperature 11°C) and warm summers (average daily maximum temperature 27°C) (Parsons et al. 2003) . Across the catchment, rainfall is relatively uniform throughout the year, and snowfall is common on the western ranges >1200 m asl. The southern part of the catchment receives 500-700 mm, the northern part receives 600-700 mm, and the western ranges receive 800-1200 mm of rain/y (Davies et al. 2000) . However, temperature and rainfall are variable over time, and severe droughts and floods occur periodically (Parsons et al. 2003) .
YT reference sites were all wadeable streams (n total = 158). The Yukon River basin is the 6 th largest in North America and covers ∼840,000 km 2 (Bailey 2005) . Roughly ⅔ of the basin is in Alaska. Most of the Canadian portion (90%) is in Yukon Territory, but many of the headwater lakes and streams are in northern British Columbia. The river extends ∼3200 km from the headwaters to its outflow to the Bering Sea in Alaska. Terrestrial ecoregions inside the Yukon Territory include the Yukon Interior Dry Forests in the headwaters area, Interior Alpine Tundra in the middle portion of the basin and Lowland Taiga in the most northerly portion, including the Porcupine River subbasin.
The GL sites (n total = 164) were all nearshore (<20m), lentic sites in areas of the North American Great Lakes that were relatively unexposed to human activity. The Laurentian Great Lakes are the largest freshwater lake network in the world, with a total lake area of 244,106 km 2 and shoreline length of 17,017 km (USEPA and Canada 1995) . The watershed spans a diverse range of climates, geology, soils, and ecoregions. Northern parts are characterized by a cold climate, granitic bedrock, thin acidic soil layers, and coniferous forests. Southern regions are comparatively much warmer, underlain by sedimentary bedrock with glacial sediment deposits, deeper soil layers, and historically deciduous forests (USEPA and Canada 1995) .
Each data set consisted of reference sites divided into training and validation groups. The training sites were used to build models that related the biota at a reference site to its environment. The validation sites were subjected to the model to determine whether they had the biota expected if the site were in reference condition. Thus, the proportion of validation sites deemed not in reference condition (i.e., failed the assessment) is a robust measure of the true Type 1 error rate (α) of the RCA (a reference site mistakenly deemed degraded) because it is independent of whatever decision rule was used to deem the site reference (pass) or nonreference (fail). It is robust because it was not based on sites that had been used to build the predictive model. The ACT validation sites (n val = 20) were randomly selected from the full range of reference sites, leaving n train = 87 training sites for the ACT analysis. YT (n val = 40) and GL (n val = 40) validation sites were selected using Principal Components Analysis (PCA) of the environmental descriptors, leaving n train = 118 sites for the YT analysis and n train = 124 sites for the GL analysis. The validation sites were randomly selected from within the 25 th to 75 th percentile range of the first 3 PC scores of the training sites.
SIMULATED IMPAIRMENT OF DATA SETS
Each validation site (D0 = no degradation) was artificially impaired to simulate 3 levels of degradation by eutrophication (D1 = mild degradation, D2 = moderate degradation, D3 = severe degradation) ( Table 1 ). Hilsenhoff's (1988) Family Biotic Index (FBI) was used to designate YT and GL taxa as sensitive (FBI = 1-4), insensitive (FBI = 5-6), or tolerant (FBI = 7-10). Stream Invertebrate Grade Number (SIGNAL [SG]; Chessman 2003) was used to designate each ACT taxon as sensitive (SG = 7-10), insensitive (SG = 4-6), or tolerant (SG = 1-3). Taxon tolerance levels were used in an algorithm to simulate impairment of validation sites (Table 1) .
Each simulated impairment (D1, D2, D3) validation site had the same values for environmental descriptors as its corresponding reference (D0) validation site and, thus, had the same predicted biota when subjected to the RCA model. Thus, the proportion of simulated impairment validation sites deemed to be in reference condition was a measure of the Type 2 error rate (β) of the RCA analysis (a degraded site mistakenly deemed in reference condition). The converse of the Type 2 error rate (1 -β) is the power of the bioassessment to detect a given deviation from reference condition. The biota descriptors in each data set (Table 2) , show a gradient of taxon richness from ACT to YT to GL, with a related, variable effect of the simulated impairment. Each program had similar categories of environmental descriptors available as potential predictors (Tables 3-5 ), but they differed in some notable ways, particularly with respect to descriptors that might be influenced by the human activity of interest (Bailey et al. 2004 ). The scale of environmental descriptors varied from almost all site scale (ACT, GL) to almost all landscape scale (YT).
ANALYTICAL APPROACHES
A total of 7 approaches were used to analyze the 3 data sets: Nichols et al. (2014) used the standard Australian River Assessment System (AUSRIVAS) approach that has been implemented in various contexts in Australia for almost 20 y (Nichols et al. 2010) . This method probably is the closest of all analytical methods used in this collection to the original RIVPACS approach to RCA (Wright 1995) . In this method, training reference sites are grouped using classification analysis based on the similarity of their invertebrate communities, and a stepwise discriminant function analysis (DFA) is used to build a model that predicts the faunally defined group from the environment of the reference site. The proportion of occurrence ( p occur ) of taxa that occur at ≥50% of sites ( p occur > 0.5) in the predicted group are summed to an expected taxon richness (E), which is compared to the observed taxon richness (O) at the site. The ratio of the number of taxa observed at the site to those expected given the predicted reference group (O/E) is compared to the distribution of the O/E values for the training reference sites. Strachan and Reynoldson (2014) used the Benthic Assessment of Sediment (BEAST) approach that has been implemented since the mid 1990s in the Canadian Aquatic Biomonitoring Network (CABIN) program (Reynoldson et al. 2001) . Like AUSRIVAS, it classifies reference-training sites based on their invertebrate community composition and then uses a stepwise DFA to predict group membership from the reference sites' environmental descriptors. It differs from AUSRIVAS by doing a low-dimension ordination (based on the invertebrate community) of each test site and its predicted reference group before making a reference or nonreference decision that depends on whether the test site is inside a normal distribution confidence ellipse around the predicted reference group in ordination space. Reynoldson et al. (2014) modified the BEAST approach by building sequential stepwise-DFA models corresponding to the structure of the hierarchical classification of the reference training sites. For example, if a faunally based, hierarchical classification resulted in 3 groups of reference sites (A, B1, B2), a DFA model would be built to distinguish A from B1 and B2 sites, and a 2 nd model would be built to distinguish B1 from B2 sites.
Many developments in RCA bioassessment analysis have been concerned with improving the so-called matching of the site being assessed with appropriate reference sites. Sarrazin-Delay et al. (2014) used Assessment by Nearest Neighbour Analysis (ANNA; Linke et al. 2005) and Redundancy Analysis (RDA; Legendre and Legendre 1998) to Table 2 . Sampling times and biological characteristics of the Australian Capital Territory (ACT), Yukon Territory (YT), and Great Lakes (GL) data sets. Min = minimum, max = maximum, D1-D3 = simulated impairment reference sites, where D1 = mildly impaired, D2 = moderately impaired, D3 = severely impaired. Chessman et al. 2008 ) in a similar effort to define a better comparator group for assessing a site. In LEDA, assemblage composition at a site is compared only to that of sites with similar values for what are considered 'limiting' environmental features (e.g., depth in lentic systems). This approach is somewhat similar to ANNA (Linke et al. 2005) , so as in the approach taken by Sarrazin-Delay et al. (2014) , reference sites are not grouped a priori based on biota.
Bayesian modeling approaches are increasingly common in ecology and environmental science (Clark 2005 ), but they are rarely used in RCA bioassessment. Webb et al. (2014) developed Bayesian models to predict summary metrics of invertebrate diversity and composition from continuous and categorical environmental descriptors. They also incorporated the faunally defined classification groups determined by Strachan and Reynolds (2014) as categorical predictors in their models. Feio et al. (2014) applied a variety of machine-learning tools in their analysis of the 3 data sets. Each method used the training sites to model the occurrence of individual taxa based on their environment, and then, similar to AUSRIVAS, summed the probability of occurrence (p occur ) for each taxon that had p occur > 0.5. This sum is the expected taxon richness if the site is in reference condition, and it is compared to the observed richness using the O/E ratio as described for AUSRIVAS.
OUTCOMES
The final results of these approaches were strikingly different (Table 6 ). Analyses based on BEAST had the highest Type 1 error rates and consistently low power (Table 6). Other approaches did quite well (i.e., low Type 1 error rate and increasing power with greater degradation) with the ACT data set (relatively high taxon richness, proportional abundance only), but only Chessman (2014), Webb et al. (2014), and Feio et al. (2014) also had good results for the YT and GL data sets. Given the diversity among the data sets in geographic location and scale, nature of the ecosystems, environmental descriptors, biota, and the variation in approaches among the research groups, simple explanations and generalizations for the results are difficult and risky. The authors of each paper suggest why their approach might be useful and its constraints. One thing does seem clear from this special series: regional and national bioassessment programs, like AUSRIVAS, CABIN, and RIVPACS, should move to implementing the analytical methods developed over the last decade to achieve the most useful results for their stakeholders.
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