We propose a methodology for the quantification of model risk in the context of credit 1 derivatives pricing and CVA, where the uncertain or unmodelled parameter is often the correlation 2 between rates and credit. We take the rates model to be Hull-White (normal) and the credit model to 3 be Black-Karasinski (lognormal). We show how highly accurate analytic pricing formulae, hitherto 4 unpublished, can be derived for CDS and extended to address instruments with defaultable Libor 5 flows which may in addition be capped and/or floored. We also consider the pricing of a contingent 6 CDS with an interest rate swap underlying. We derive explicit expressions showing how to good 7 accuracy the dependence of model prices on the uncertain parameter(s) can be captured in analytic 8 formulae which are readily amenable to computation without recourse to Monte Carlo or lattice-based 9 computation. In so doing, we take into account the impact on model calibration of the uncertain (or 10 unmodelled) parameter. 
(p 1 , p 2 , . . . , p n ) for calibration instruments {I 1 , I 2 , . . . , I n }. Here we suppose the p i are in general 125 dependent on the set {s j | j = 1, 2, . . . , i}, with the dependence very weak for j < i, so it is a reasonable 126 approximation to suppose dependence only on s i . We further suppose that the pricing of these market 127 instruments under M(s; ρ) is sensitive to the chosen value of ρ. There may be other market instruments 128 to which the model is calibrated but, if the generated prices of these are not sensitive to ρ, we do not 129 need to consider them explicitly in our analysis here.
130
Let us denote the price calculated for derivative D k using model M(s; ρ), calibrated to market 131 prices p, in self-evident shorthand notation by 132 V k (ρ) = V(D k ; M(s; ρ), p).
(
We propose that, ρ being an uncertain parameter, the model will in general be only weakly dependent 
We require a means of determining f i (ρ). We note that the ith calibration condition can be expressed as 
Substituting in (3) for f i (ρ) from (5) and further substituting into (2) gives our representation of the 144 model risk, contingent on our being able to compute satisfactorily the requisite partial derivatives 145 w.r.t. s i and ρ. We note in this regard that, while the partial derivatives in (3) all need to be calculated 146 for each instrument in the portfolio, (5) needs to be solved only once for each calibration instrument.
147
Clearly the usefulness of the above formulae will depend on the degree of convenience with 148 which the relevant partial derivatives can be computed. We are helped here by the fact that, given our considered the joint distribution of credit spreads and default loss rates implied by CDS market data.
180
We will follow the latter authors in taking the interest rate process to be normal, as proposed by
181
Hull and White (1990), and the credit intensity process to be lognormal, so ensuring positive intensities,
182
following Black and Karasinski (1991) . The correlation ρ rλ between these two processes will often be 183 the uncertain model parameter of interest, although we could equally within our framework consider 184 the credit mean reversion rate, or even its volatility as uncertain model parameters. We shall find it respectively, by The formal no-arbitrage constraints which determine the functions r * (t) and λ * (t) are as follows: We consider the general problem of pricing a cash security with maturity T whose payoff depends 206 on x T . We will also look below at protection instruments whose payoff may depend on τ and x τ ,
207
where τ is a stopping time in (0, T]. We introduce the convenient shorthand notation that, for a process
in terms of which we can re-write (8) and (9) as r t = r(x t , t) and λ t = λ(y t , t), where
Writing the price of the security at time t ∈ [0, T] as f T t = f (x t , y t , t), we can infer by application of the Feynman-Kac theorem to (6) and (7) in the standard manner that the function f (x, y, t) satisfies the 212 following backward diffusion equation:
where 
216
(2017), we propose a perturbation expansion approach as follows.
217
For both short rate models we apply a 'low rates' assumption. To this end we define, taking T m to 218 be the longest time to maturity for which the model is calibrated, small parameters
We assume that r t , r(t) and σ r (t) are O( r ), while λ t and λ(t) are O( λ ). The scaling of r * (t) and λ * (t) 220 is inferred as part of the calculation. We presage our conclusions by writing
with
where
We take advantage of the assumed smallness of φ (.) to seek a Green's function solution for (22) as a 224 joint power series in r and λ , asymptotically valid in the limit as these two parameters tend to zero. 
Green's function expansion

226
From the analysis of Turfus (2017a), we infer that the Green's function solution of (22) can be 227 expanded as
We will for the present purposes be interested only in terms up to second order,
We will in all cases be interested in 'free-boundary' Green's 230 function solutions which tend to zero as x, y → ±∞. The leading order Green's function solution 231 subject to these conditions is straightforwardly deduced. It is given by:
where N 2 (x, y; R(t, v)) is a bivariate Gaussian probability distribution function with mean 0 and 
For future notational convenience we also define
Following Turfus (2017a), we deduce at first order:
and
where we have defined
The extension to second order terms is similar. The details are presented in Appendix A. There it is 240 also shown how our model can be calibrated consistent with the no-arbitrage conditions (10) and (11); 241 in the process expressions are obtained for the unknown γ * i,j (·) in (20) and (21).
242
Use of the first order expressions will prove adequate in the most part for present purposes.
243
Equations (27), (35) and (36) can therefore be taken as the key results used in deriving the results below. 
CDS Pricing
245
We next consider how we can use our Green's function to price a credit default swap (CDS)
246
analytically under an assumed rates-credit correlation. Although this is a vanilla instrument, its use in 247 calibration means that it is nonetheless important to have analytic formulae. 
with ∆ i the relevant year fraction. is the assumed recovery level of the referenced debt. The result obtained is
per unit notional with O( 2 r λ ) error, where
with γ * 1,1 (·) given by (A9) provides an O( r λ ) to the leading order result. Here, the first term in the If we consider our model to be calibrated to risky bond prices, the calibration is at this stage 272 completely specified, at least to second order accuracy. In particular, taking the uncertain model 273 parameter to be ρ = ρ rλ , we see that f i (ρ) = 0 in (3), simplifying our task.
274
Alternatively if, as is often the case, the calibration is to a term structure of CDS rates, we can take 275 the market prices p i to be CDS fair premia associated with maturities T i . Let us further suppose that 276 the function λ(t) can be taken as piecewise constant between the T i , given say by
with T 0 ≡ 0. We can the take the s i introduced in section 2.2 above to be given by these λ i , which 
with errors = O( 2 r ). The calculation for the PV of this Libor flow contingent on no default was 292 performed by Turfus (2017a). This was found to be given by
with O( r ( 2 r + 2 λ )) error, where
The errors can in addition be expected to approximate to near zero since the calibration swaps are assumed to be at the money, whence the (risky) discounting affects both legs almost equally. 
We here use the binary operators ∧ and ∨ to represent min and max respectively. In conclusion, the 295 fair price of a payer extinguisher will be
Libor − PV 
305
As can be seen from the graph, the use of our linear approximation approach to the model risk is a 306 good one, with the discrepancy between the two modelling approaches in all cases less than 0.1 bp of 307 notional.
308
It is from here a straightforward matter of differentiation to quantify the model uncertainty 309 associated with the parameter ρ rλ . For the coupon flows there is no such dependency to leading order.
310
For the Libor flows, we have 311
and, again ignoring indirect impact of the λ j on (risky) discount factors, we obtain
From (3), we infer that, if the uncertainty associated with ρ rλ is ∆ρ rλ , the model uncertainty associated
313
with an interest rate swap extinguisher calibrated to risky bond prices is
and, if calibration is to CDS rates:
with f j (ρ rλ ) given by (43). Notice that in the latter case, the impact of calibration adjustment is such as 316 to reduce the overall uncertainty (for either a payer or a receiver swap), so ignoring it would be to take 317 a conservative approach. 
Contingent CDS
319
We consider a contingent CDS on an interest swap with 10y to maturity, paying semi-annual Libor 
with P de f (x, τ) the protection payoff in the event of default at time τ, subject to the final condition 325 f (x, y, T) = 0. For the swap defined above we can write
with R the counterparty recovery rate, where the V 
with errors = O( 2 r ). Likewise we have to the same level of accuracy
term G 0,0 (·) is needed for our purposes. We conclude following Turfus (2017b) that, with relative error
332
= O( r + λ ), the cost of protection purchased at t = 0 on a payer swap is given by
where the latter expression need only be calculated to leading order, to which end x t i−1 can be replaced L through the term explicitly containing I rλ (·). We obtain
Again the impact of correlation on calibration can be taken into account, but this will invariably be 353 small compared to the above so we propose that (64) will capture the uncertainty well. It may be 354 suggested that the computational effort required here could become burdensome if N were large.
355
However, the greatest computational effort will be involved in computing ξ * (v) and the associated and factor the integrand into the product of a v-dependent term and an i-dependent term, the latter of 359 which can be taken outside the integral. This means we must integrate numerically from 0 to T only 360 once, which is comparatively little effort. This approach was used to good effect by the author in the 361 computations described in Turfus (2017b). 
with errors = O( 2 r ). Because of the appearance of x t−1 in the above expression, we must first compute 367 the PV as of t i−1 . We obtain by straightforward application of our leading order Green's function G 0,0 :
To proceed we define the value
as the (asymptotic) representation of the value of x t−1 at which the cap K is hit. Applying our (leading 370 order) Green's function again to the payoff at t i−1 to obtain the PV at t = 0, we obtain
Carrying out the required integrations, we conclude 372
with errors = O( r ( r + λ )). In a similar vein, for a Libor flow floored at K, we have
On this occasion the terms involving d 1 (·) should not be neglected since they constitute the leading 374 order impact of correlation. They furthermore impact only one leg, not both, so there will be no 375 cancellation between legs as in the previous case. Differentiating, we obtain 
403
Much work has also been done using perturbation approaches to obtain analytic approximations 
a straightforward application of Fubini's theorem to derive the alternative expressions from the above.
422
Finally, determination of the unknown γ * i,j (·) functions is achieved by calibration of our model 423 consistent with the no-arbitrage conditions (10) and (11). We must consider the consistent pricing in 424 the former case of a risk-free cash flow, and in the latter case of a risky cash flow, as we now show.
425
Pricing of risk-free cash flow
426
The calculation for a risk-free cash flow in our model is very similar to that performed by Horvath 
428
The same result is naturally obtained, namely that f T t = X T (x, t) where, with the convention that 
which is O( 2 r ), whence, on carrying out the required integration, we can re-express 434 F 2,0 (x, t) = 1 2 x 2 B * (T − t) 2 − γ * 2,0 (t)B * (T − t).
The second term here is the convexity correction associated with the chosen money market numéraire,
435
which term noticeably vanishes both at t = 0 and at t = T when the PV is known deterministically.
436
Pricing of risky cash flow 437 We continue by writing the price at time t of a risky (zero recovery) cash flow at time T as (1 − F 1,0 (x, t) − F 0,1 (y, t) + F 2,0 (x, t) + F 1,1 (x, y, t) + F 0,2 (y, t))
with O( 3 r + 3 λ ) error, where the F i,0 (x, t) are as defined above for i = 1, 2 and 
