Abstract. In recent years, with the slowdown of Chinese economic development and the demand for industrial transformation and upgrading, the real estate industry has also entered the stage of slow development and industry rectification. This paper tries to estimate the construction project cost index system by selecting the specific index as input variable and establishing the sample training set and constructing the RBF artificial neural network forecasting model under MATLAB environment. By comparing and analyzing with the actual data, this paper proves the practicability of the model.
Introduction
The construction project cost estimation is a series of calculation process of the construction project cost according to the different design depth. At present, there are two methods to estimate the cost of construction projects in china. One is to rely on the original information of the project and the experience of the price maker, according to the various fixed amounts, material prices and other calculation engineering costs. The other is to estimate the cost of manufacturing based on the economic indicators of similar projects already in place and the practical experience and skills in the use of cost information. As both of the above approaches are extremely limited and do not meet the precision required for cost management, a rapid, accurate and cost-effective valuation methodology that meets the requirements of management accuracy is needed. At present, artificial neural networks have been applied and developed in the field of construction project cost estimation. The first generation price model was produced in the UK in the middle of the last century. Through the combination and application of artificial neural network, genetic algorithm and cost estimation, the research on cost estimation in our country has entered a new stage through the combination of artificial neural network, genetic algorithm and cost estimation.
The Theoretical Basis of RBF Neural Network
Radial-based RBF neural network is a feedforward type network. The difference between BP network and BP network is that BP network is a kind of neural network model with global approximation. The biggest drawback of the global approximation neural network model is that any of the parameters that can be adjusted throughout the network model will affect the output result, an input and output network will have a connection weight to adjust them, which makes the learning speed of the whole network model very slow, and easy to fall into the local minimization, which affects both the precision and the time. The difference of RBF neural network model is that RBF neural network model is a local approximation neural network model, which only has the connection weight and affects the output to a local region of the input data. This characteristic of RBF makes the learning rate of RBF very fast and avoids the problem of local minimization. Because of this characteristic, RBF neural network model has been used in many fields such as image processing, fault diagnosis, function approximation, prediction data, etc. The generalized RBF neural network belongs to a kind of radial basis function.
Generalized RBF Neural Network Model
The Cover Theorem and the Model Integrability Cover theorem suggest that it is more linear to project a complex nonlinear problem into high dimensional space than to project it into low dimension space. According to the theorem, it is thought that some Linear separability problems can be solved by nonlinear changes.
The Principle and Characteristics of the Generalized RBF Neural Network
Based on the Cover theorem, we can project some nonlinear problems into high dimensional space in order to solve the problem, and in the generalized RBF neural network, we can set up a hidden layer separately, the implicit function is f (x) .Which sets the number of nodes in the hidden layer larger than the number of input nodes, thus forming a hidden space with a dimension higher than the output layer. If the number of nodes in the hidden layer is large enough, the input in the hidden space is Linear separability. In a canonical neural network, we know that the number of training samples corresponds to the base function. Therefore, when the number of samples is very large, the weight matrix becomes very large, which makes it easy to solve the problem of the weights of the network, and we can reduce the number of hidden nodes to solve this problem, by making the number of hidden nodes smaller than the number of input nodes, we get a new RBF neural network, which becomes the generalized RBF neural network.
Analysis and Selection of Engineering Characteristic Factors
The analysis and selection of engineering characteristic factors is the most important step in predicting the model is how to select the input variables and build the sample training set, moreover, it also has great influence on the prediction accuracy. In previous studies, the indicators were too broad to lead to their own limitations .By studying the actual project data, we finally decide to use the design quota index as the input variable according to the construction chart of the design project. The so-called quota design targets, after the feasibility study of the project, according to the preliminary design requirements, in order to ensure that the professional construction projects meet the quality requirements and the functional requirements, the targets set for the minimum consumption of various types of engineering materials for a single square meter of the construction project. The advantage of using quota design indicators to describe the characteristics of a building is that it describes the entire building by the amount of building material consumed per square meter of the building, without considering the type of building, the height of the building, the Gross leasable area, the number of floors, and so on, so long as a limited quota index is used to describe all the buildings, this will greatly reduce the number of input variables and the number of sample sets, while also improving the accuracy of the predictive model. Therefore, it is not a simple linear relation of quantity times price between the quota design index and the professional cost data after the completion of the final construction project, therefore, we take a large number of projects as input variables in the limit index before the design, and use the data of engineering cost of each specialty as output variables, and then build the sample training set to look for the nonlinear mapping relationships among them, and set up an estimation model.
Model Established
The prediction model is mainly constructed in MATLAB environment, and we choose the generalized RBF artificial neural network to build the prediction model. Main component analysis is used to screen out the main factors. Our prediction model is divided into two parts, namely, the training process and the prediction process of the sample set. Due to the different units of data in the sample set, some of the data are relatively large in scope. In order to avoid large-scale data, it plays an important role in pattern classification, and to speed up the convergence speed of neural networks and shorten training time, because the radial basis function of RBF neural network is limited to the output value domain, we need to normalize the sample data. So-called data processing is normalized, which means that the sample data is mapped to the interval we want, such as (1) The p and t are the original input matrix and the output matrix respectively. The minp is the minimum value in the input matrix p, and maxp is the maximum value in the input matrix p. Mint is the minimum value in the output matrix t, and maxt is the maximum value in the output matrix t. After normalization, the sample data are distributed in the range of [-1,1] . Since we have normalized the sample data during the training process, the new data used in subsequent RBF neural networks need to be normalized as well as sample data. To normalize the above data, the call function is tramnmx and the main command format is:
TN2 = tramnmx(T2,mint,maxt) (3) Of these, p 2 is the data entered before the transformation, PN2 is the input data after transformation, maxp is the maximum value found in the premnmx function, while the minp is the minimum found in the premnmx function. In the same way, t 2 outputs the data before transformation, TN2 is the output data after transformation, mint and maxt are the maximum and minimum values found in the permnmx function, respectively. Once we have all the data normalized, we call the RBF artificial neural network to train the sample set and call the command format as follows: net=newrb(PN1,TN1,goal,spead) (4) The output matrix and the output matrix of PN1 and TN1 are normalized respectively. The mean square error is the mean square error. we set the mean square error accuracy to 0.001, and spead's radial base function expansion speed, the spead value of the radial basis function, that is, the greater the expansion speed, the smoother the function of the network approximation, but the larger the spead value makes the whole neural network approach the function of intense change is too many neurons, a lot of small spead values cause the whole network to have too many neurons when it gets close to a smoother function. After many adjustments, we set spead values to 1.The sample set achieves the 0.1 we need after 16 iterations0.001 precision convergence, training frequency is very few, and fast.
Case Study
We have re-selected four sample data, in the above four samples, the structure of high-rise residential samples was basically the same as that of the samples. The concrete structure of the MALL, the villa and the kindergarten is different from the structure of the building in the sample. The villa is a multi-story building with an average height of 3,559.83 and a five-storey, six-storey building. The kindergarten is a 3-storey building with a Gross leasable area of 2260.08, the frame structure is based on the independence base of the column. The MALL is a large commercial shopping MALL with four floors, a frame structure and a flat-panel raft base. We try to use the model of RBF artificial neural network in the previous article to estimate the cost of each item of their actual construction cost by using the model of RBF artificial neural network, and compared with the actual indicators, the results are as follows:
1. High-rise housing The prediction values given by the RBF neural network model are compared with the actual values as shown in In addition, the contrasts of kindergarten and the villa are only within 15%.
Summary
The research content of this article comes from the management of the cost in the real estate industry. This paper aims at the characteristics of construction engineering cost estimation and the demand of cost control in modern real estate industry, so as to improve the accuracy rate of construction cost estimation, and transform the ex-post-control to the pre-control, reduce costs by providing accurate estimates for the enterprise at the investment stage. This paper tries to find the nonlinear relationship between the quota index and the final settlement of the actual construction installation cost by using the quota index as the influencing factor, in order to establish the RBF artificial neural network estimation model, and the results are validated and analyzed, it has certain application value.
