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In previous works, we have motivated that the Gribov–Zwanziger action, which implements the
restriction of the domain of integration in the path integral to the Gribov region, generates extra
dynamical effects which inﬂuence the infrared behaviour of the gluon and ghost propagator in SU(N)
Yang–Mills gauge theories. The latter are in good agreement with the most recent lattice data obtained
at large volumes, both in 4D and in 3D. More precisely, the gluon propagator is suppressed and does
not vanish at zero momentum, while the ghost propagator keeps a 1/p2 behaviour for p2 ≈ 0. Instead,
in 2D, the lattice data revealed a vanishing zero momentum gluon propagator and an infrared enhanced
ghost, in support of the usual Gribov–Zwanziger scenario. We will now discuss that the 2D version of
the Gribov–Zwanziger action still gives results in qualitative agreement with these lattice data, as the
peculiar infrared nature of 2D gauge theories precludes the analogue of the dynamical effect otherwise
present in 4D and 3D. Simultaneously, we also observe that the Gribov–Zwanziger restriction serves as
an infrared regulating mechanism.
© 2009 Published by Elsevier B.V. Open access under CC BY license. 1. Introduction
Two-dimensional SU(N) Yang–Mills gauge theory has been
widely investigated as a kind of toy model for real life gauge theo-
ries. E.g., in the large N limit, ’t Hooft has shown that conﬁnement
occurs, while mesons, built from a quark–antiquark pair, display
the analogue of “Regge trajectories” [1]. This line of research was
pursued in e.g. [2]. We refer the interested reader to [3] for a re-
view of two-dimensional QCD, which includes a list of relevant
literature.
Even if one omits the quarks, pure 2D SU(N) Yang–Mills gauge
theory remains conﬁning. Although 2D gauge theories share some
similarities with their also conﬁning 3D or 4D counterparts, there
are nevertheless some notable differences. Indeed, at the classical
level, as the gauge ﬁeld Aμ contains only two degrees of freedom
in 2D, imposing e.g. the Landau gauge condition, ∂μAμ = 0, already
removes these two degrees of freedom from the physical spectrum.
Therefore, as no physical degrees of freedom remain, conﬁnement
seems to be a rather “trivial” phenomenon, if one sees conﬁne-
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In contrast, in 3D and 4D, one respectively two degrees of free-
dom are maintained, hence conﬁnement seems to be more than
“trivial”. Also at the quantum level, the 2D situation is different
from the 4D case. In 2D, the coupling g acquires the dimension of
a mass and thus the theory becomes highly superrenormalizable.
However, a drawback of the superrenormalizability is the appear-
ance of severe infrared instabilities revealing themselves when one
attempts to calculate gauge ﬁxed correlators. Therefore an infrared
regulator, usually put in by hand, is necessary. We emphasize that
caution is anyhow at place when performing calculations in 2D
gauge theories as discussed in [4]. Let us also mention that cer-
tain studies questioned some of the results of [1] by recalculating
the fermion propagator using other infrared regularization meth-
ods. The corresponding results were qualitatively different [5–7].
In this Letter, we shall focus on one particular aspect of 2D
gauge theories, namely the gluon and ghost propagator. We shall
work in the Landau gauge, as this is the most studied gauge, also
from the numerical viewpoint of lattice simulations. In particu-
lar, in 2D, very big lattice volumes can be achieved, so 2D again
serves as an interesting toy case. The propagators in the Landau
gauge have received considerable interest in 2D, 3D and 4D, as
they are expected to have a connection with conﬁnement. Let us
enlist a few of such aspects: (1) the gluon propagator displays a
violation of positivity, signalling that transverse gluons cannot be
physical excitations. A vanishing gluon propagator at zero momen-
tum means a maximal positivity violation; (2) the ghost enjoys
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conﬁnement; (3) an enhanced ghost makes the Kugo–Ojima con-
ﬁnement criterion to be fulﬁlled [9,10] (see also [11]). However, in
3D and 4D, recent lattice results show a ghost propagator which
does not appear to be infrared enhanced, while an infrared posi-
tivity violating gluon propagator nonvanishing at zero momentum
is found [12–17]. Surprisingly, in 2D, the ghost propagator still
displays an enhanced behavior while the gluon propagator does
vanish at the origin [14,15,18–20].
This Letter has to be read in the light of the ongoing discussion
on the infrared behaviour of the gluon and ghost propagators in
the Landau gauge. Basically, there are two scenarios on the market:
the scaling scenario, which entails a gluon propagator vanishing
at zero momentum with an infrared enhanced ghost propagator,
and the decoupling solution, with a gluon propagator nonvanishing
at zero momentum and quadratically divergent ghost propagator.
Both solutions have been constructed in the functional Schwinger–
Dyson/Exact Renormalization group framework, see e.g. [8,21–26].
Although lattice simulations are currently tending towards the de-
coupling scenario [12–17,19,20,27] in 3D and 4D, there are some
contrasting interpretations [19,28], but see also [20,27]. Specula-
tions in favor of the scaling solution have been given in e.g. [24,28],
but see also [29]. Let us also mention that, according to [11], both
type of solutions are suﬃcient to ensure conﬁnement. We already
mentioned that the situation in 2D is more clear, as the scaling
solution seems to be singled out.
In recent work [30,31], we have exhaustively examined the 4D
case within the extended Gribov–Zwanziger framework. It relies
on the original Gribov–Zwanziger action enlarged with an extra
mass term while preserving its locality and renormalizability. This
mass was introduced in a variational way, and as such represented
an additional nontrivial dynamical effect. For the beneﬁt of the
reader, let us ﬁrst brieﬂy summarize this framework. We recall
that the Landau gauge condition, ∂μAμ = 0, does not uniquely
ﬁx the local gauge freedom, there are still gauge equivalent ﬁelds
A˜μ which are also transverse, ∂μ A˜μ = 0 [32]. As a possible strat-
egy to overcome this ambiguity, one can think about restricting
in a suitable way the domain of integration in the path integral.
Gribov proposed to restrict the domain of integration to the Gri-
bov region Ω . Within this region Ω , the Faddeev–Popov operator
Mab ≡ −∂μ(∂μδab + g f acb Acμ) is positive-deﬁnite, i.e. Mab > 0,
while at the boundary ∂Ω of this region, the ﬁrst Gribov hori-
zon, the ﬁrst vanishing eigenvalue of Mab appears [32]. In this
fashion, a large set of gauge copies is excluded, as their existence
is related to the presence of zero modes2 of Mab . Gribov him-
self proved that any gauge conﬁguration close to the boundary
∂Ω has a copy on the other side of ∂Ω . Later on, Dell’Antonio
and Zwanziger veriﬁed that any gauge ﬁeld has an equivalent rep-
resentant (thus a copy) inside Ω [33]. This, together with other
properties of the region Ω discussed in [34,35], gave conﬁrma-
tion that it is sensible to restrict the integration in gauge ﬁeld
space to the Gribov region Ω . Gribov implemented this idea of
restriction at the semi-classical level [32], and later Zwanziger has
been able to implement the restriction to Ω at all orders through
the introduction of a nonlocal horizon function appearing in the
Boltzmann weight deﬁning the Euclidean Yang–Mills measure [36,
37]. It is worth remarking that the Gribov region itself is also not
free from gauge copies [34,35,38,39]. To avoid these extra copies, a
further restriction to an even smaller region Λ, known as the fun-
damental modular region, should be implemented. Unfortunately,
2 Parametrizing a gauge transformation with an inﬁnitesimal gauge parameter ωa ,
a gauge equivalent ﬁeld A˜μ is given by A˜aμ = Aaμ − Dabμ ωb . Hence, ∂μ A˜μ = ∂μAμ =
0 leads to ∂μDabμ [A]ωb = 0, i.e. ωa represents a zero mode ofMab .it is unknown how this goal can be achieved. It is not unexpected
that a restriction to the Gribov region Ω , and thus on the allowed
gauge ﬁeld conﬁgurations, has a strong inﬂuence on the behaviour
of the propagators in the infrared. As found for the ﬁrst time in
[32], the ghost propagator gets enhanced in the infrared, while the
gluon propagator is suppressed and goes to zero at zero momen-
tum. As already mentioned, this does not seem to be supported
anymore by the most recent lattice data. We recently introduced
a reﬁned version of the Gribov–Zwanziger framework and conse-
quently found a ghost propagator which was no longer enhanced
and a gluon propagator which was nonvanishing at zero momen-
tum, both in accordance with the latest 4D lattice data [30,31].
Also in 3D, similar results were found [40]. Naturally, the question
rises whether a distinct result would be found in 2D, still within
this extended Gribov–Zwanziger framework?
The purpose of this Letter is to present the answer to that last
query. The gluon and the ghost propagator are investigated in de-
tail. We shall demonstrate why the 2D case varies from the 3D
and 4D case from the Gribov–Zwanziger viewpoint. The Letter is
organized as follows. In Section 2, we provide a short overview of
the ordinary Gribov–Zwanziger action in two dimensions, as well
as of the reﬁned Gribov–Zwanziger action. This reﬁned action was
obtained through the inclusion of an extra variational mass term,
which allows to take into account additional nonperturbative ef-
fects related to the restriction to the ﬁrst Gribov region [30,31,40].
In Section 3 we present two arguments of why this new mass term
induces infrared instabilities in 2D which prevent its introduction.
This is in sharp contrast with the 3D and 4D case. Firstly, we shall
see that the value of a certain condensate is already inﬁnite at the
perturbative level when the new mass term is present. Secondly,
we will also explicitly show that the ghost self energy develops
an infrared singularity in the presence of the new mass, which (1)
invalidates any ﬁnite order approximation and more importantly,
(2) enforces one to cross the Gribov horizon ∂Ω , thus to leave
the Gribov region Ω , which was the starting point of the whole
Gribov–Zwanziger construction. Both phenomena are related to the
infrared peculiarities of 2D gauge theories. Therefore, the introduc-
tion of the novel mass term in 2D turns out to be jeopardized by
these infrared instabilities. As a consequence, the ghost propagator
will keep displaying an enhanced behavior and the gluon propaga-
tor will vanish at zero momentum, in agreement with the lattice
results. Schwinger–Dyson results consistent with this 2D scenario
can be found in [21–23]. Let us also mention that the usual restric-
tion to the Gribov region regularizes the theory in a natural way
in the infrared at least at one loop level. We end this Letter with a
discussion in Section 4.
2. Survey of the (extended) Gribov–Zwanziger action
2.1. The ordinary Gribov–Zwanziger action
We shall start this section with a short overview of the or-
dinary Euclidean Gribov–Zwanziger action in two dimensions in
the Landau gauge, and of its extended version which we originally
proposed in [30]. We shall not go into all details, as it is quite
analogous to the 3D or 4D situation.
In its original nonlocal formulation, the Gribov–Zwanziger ac-
tion is given by
Sh = SYM + Sgf + Sγ , (1)
with SYM the classical Yang–Mills action,
SYM = 1
4
∫
d2x Faμν F
a
μν, (2)
and Sgf the gauge ﬁxing and ghost part,
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∫
d2x
(
ba∂μA
a
μ + c¯a∂μDabμ cb
)
(3)
which implements the Landau gauge condition, ∂μAaμ = 0. Further-
more, Sγ contains the horizon function h(x),
Sγ = γ 4
∫
d2xh(x)
= γ 4
∫
d2x
(
g2 f abc Abμ
(M−1)ad f dec Aeμ). (4)
The so-called Gribov (mass) parameter γ is determined by the
horizon condition,〈
h(x)
〉= d(N2 − 1), (5)
with d the number of space–time dimensions. This action Sh with
the horizon condition (5) implemented, automatically restricts the
gauge ﬁeld conﬁgurations to the Gribov region Ω . We refer to
[36,37] for more details on this matter. As a nonlocal action is hard
to be handled in a consistent way, it would be advantageous if Sh
could be reformulated into an equivalent local version. Luckily, this
goal can be achieved by introducing a suitable set of additional
ﬁelds, leading to [37]
SGZ = S0 + Sγ , (6)
with
S0 = SYM + Sgf +
∫
d2x
(
ϕ¯acμ ∂νD
ab
ν ϕ
ac
μ − ω¯acμ ∂νDabν ωacμ
− g(∂νω¯acμ ) f abm(Dνc)bϕmcμ ),
Sγ = −γ 2g
∫
d2x
(
f abc Aaμϕ
bc
μ + f abc Aaμϕ¯bcμ +
2
g
(
N2 − 1)γ 2),
(7)
where (ϕ¯acμ ,ϕ
ac
μ ) and (ω¯
ac
μ ,ω
ac
μ ) are a pair of complex conjugate
bosonic, respectively anticommuting, ﬁelds. In this local frame-
work, the horizon condition (5) is converted to
∂Γ
∂γ 2
= 0, (8)
with Γ the quantum effective action,
e−Γ =
∫
dΦ e−S . (9)
We refer to e.g. [43] for a simple argument showing this.
In his seminal work, Gribov expressed the horizon condition as
a condition on the ghost propagator [32,44]. We express the ghost
propagator in the following form,
Gab(k) = δab 1
k2
1
1− σ(k) . (10)
We recall here that the ghost self energy correction σ(k) can be
used as a kind of “order parameter” to check whether a gauge
conﬁguration lies inside or outside the Gribov horizon. Indeed,
the ghost propagator is positive-deﬁnite inside Ω by construction,
meaning that σ(k)  1. As a matter of fact, the requirement that
σ(k) 1 is usually called the no-pole condition. The no-pole con-
dition was enforced upon the ordinary Yang–Mills measure in a
lowest order (semiclassical) way by Gribov. The corresponding Gri-
bov mass γ came out in the thermodynamic limit, as a solution
of the saddle point equation involved [32]. The Zwanziger term
Sγ of Eq. (4) effectively enforces this restriction beyond the low-
est order. Essentially, Zwanziger generalized Gribov’s analysis of
the no pole condition [36]. In a resummed form, this leads to thehorizon term (4). This was discussed by Zwanziger by using statis-
tical arguments, basically by exhibiting the equivalence between a
microcanonical and canonical (Boltzmann) distribution.3 This nat-
urally leads to the gap equation (5), which indeed reduces to the
original gap equation of Gribov at lowest order.
Before closing this subsection, we mention that the ﬁelds, ex-
cept for ba , are dimensionless while, in two dimensions, the cou-
pling g has the dimension of a mass. Consequently, the theory is
ultraviolet superrenormalizable. On the other hand, in the infrared
region, serious problems can occur. Indeed, in perturbation theory,
higher powers of g2 shall induce increasing powers of momentum
in the denominator, which will give rise to severe problems upon
integration around zero momentum. We shall come back to this
issue in Section 3.
2.2. The extended Gribov–Zwanziger action
By analogy with previous works in four and three dimensions
[30,31,40], we shall add a mass term of the form M2
∫
d2x (ϕ¯abμ ϕ
ab
μ
− ω¯abμ ωabμ ) to the localized Gribov–Zwanziger action SGZ. Only later
on this Letter, we shall demonstrate that including this mass term
will give rise to infrared instabilities. However, purely from the
algebraic and dimensional viewpoint, this mass term cannot be
excluded in 2D just as in 3D or 4D [30,31]. We recall that in
the three- and four-dimensional case, this mass term was initially
added to alter the gluon propagator, which can be intuitively un-
derstood. Indeed, already at the quadratic level of the action SGZ,
one observes an Aϕ-coupling. Therefore, changing the dynamics of
the ϕ-sector by adding an extra term, will affect the gluon sec-
tor. Also the ghost propagator was modiﬁed by the addition of this
novel mass term [30,31].
Completely analogous as in 3 or 4 dimensions, one can formally
prove the (ultraviolet) renormalizability of the action making use
of the algebraic renormalization formalism and of the many Ward
identities constraining the quantum version of the action [45]. We
refer to our previous work [31] for all the necessary details. Of
course, since there are no ultraviolet inﬁnities, renormalization is
in principle trivial. However, the algebraic formalism allows us to
discuss more than just the form of the (potential) counterterm. For
example, we also used it in [31] to study the Slavnov–Taylor iden-
tities in the presence of the restriction to the Gribov region Ω . We
recall that we have proven in [31,40] that this restriction necessar-
ily spoils the conventional BRST symmetry, see also [41,42]. Never-
theless one can still write down a powerful set of Slavnov–Taylor
identities, which enabled us to prove the ultraviolet renormaliz-
ability in 3D or 4D.
3. Two reasons why the reﬁned Gribov–Zwanziger action is
excluded in 2D
In this section, we shall provide two reasons why it is not
possible to add the novel mass ∝ ϕ¯ϕ− ω¯ω to the standard Gribov–
Zwanziger action (6). It shall become clear that it is exactly the fact
that we are working in 2D which does signal us that the theory
with ϕ¯ϕ − ω¯ω coupled to it is not well deﬁned.
To start with, let us write down again the complete reﬁned
Gribov–Zwanziger action,
S ′ = SGZ + SM,
3 Some of the invoked statistical statements were, although carefully phrased in
[36], not proven with such a high degree of rigor for continuum quantum ﬁeld
theory as it can be done for ordinary statistical systems [36].
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∫
ddx
(
ϕ¯acμ ϕ
ac
μ − ω¯acμ ωacμ
)
+
∫
ddx
(
d
N2 − 1
g2N
ςM2λ2
)
. (11)
The role of vacuum term proportional to the dimensionless param-
eter ς is a bit redundant in the 2D case, as the problems we shall
encounter are neither related to nor curable by this quantity ς ,
which played a pivotal role in 3D or 4D [31]. For completeness
and comparability with the 3D or 4D case, we have included it
nevertheless.
Let us also give here our notational conventions for the gluon
propagator,
〈
AaμA
b
ν
〉
p = D
(
p2
)(
δμν − pμpν
p2
)
δab, (12)
and ghost propagator,〈
cac¯b
〉
p = G
(
p2
)
δab, (13)
in momentum space in the Landau gauge.
Subsequently, we compute the one loop quantum effective ac-
tion Γ as
Γ = −d(N2 − 1) λ4
2g2N
+ (N
2 − 1)
2
(d − 1)
∫
ddp
(2π)d
ln
[
p2
(
p2 + λ
4
p2 + M2
)]
+ d N
2 − 1
g2N
ςM2λ2. (14)
The gap equation (8) is then determined by
2
g2N
=
∫
d2p
(2π)2
1
p4 + M2p2 + λ4 +
2
g2N
ς
M2
λ2
(15)
for d = 2.
3.1. The ﬁrst reason why ϕ¯ϕ − ω¯ω is problematic in 2D
Let us recall why we originally started the study of the dy-
namical effects associated to the operator ϕ¯ϕ − ω¯ω in 3D and 4D
[30,31]. The restriction to the Gribov region introduces a massive
parameter γ 2 into the theory. It might thus be natural to expect a
nonvanishing vacuum expectation value for the operator ϕ¯ϕ − ω¯ω
already at the perturbative level, namely 〈ϕ¯ϕ−ω¯ω〉 ∝ γ 2. This was
conﬁrmed by explicit calculations in [31]. We then used a varia-
tional approach, expressed through the mass M2 coupled to the
action, in order to take into account the potential effects related to
this operator on e.g. the gluon and ghost propagator.
We shall now verify that our original rationale behind the study
of ϕ¯ϕ − ω¯ω no longer applies in 2D, showing that this operator
cannot be consistently introduced in 2D. It should not come as a
too big surprise that the diﬃculties related to the operator ϕ¯ϕ −
ω¯ω rely on the appearance of infrared instabilities, typical of 2D,
which prevents the analogue phenomenon as in 3D or 4D to occur
in 2D.
Let us take a look at the condensate 〈ϕ¯ϕ − ω¯ω〉. We deﬁne the
energy functional as
e−W ( J ,γ 2) =
∫
dΨ e−SGZ+
∫
d2x J (ϕ¯ϕ−ω¯ω)+ς ′ Jλ2 . (16)
Here, we suitably rescaled ς into ς ′ for notational convenience,
ς ′ = d N2−1
g2N
ς . We have also replaced the mass M2 by the more
conventional notation for a source, i.e. J .Next, let us consider the perturbative value of the condensate,
which is explicitly given by
〈ϕ¯ϕ − ω¯ω〉pert = −∂W
∂ J
∣∣∣∣
J=0
− ς ′λ2. (17)
To calculate this quantity we evaluate the one loop energy func-
tional,
W ( J ) = −d(N2 − 1)γ 4
+ (N
2 − 1)
2
(d − 1)
∫
ddp
(2π)d
ln
[
p2
(
p2 + λ
4
p2 + J
)]
− ς ′λ2. (18)
With the help of dimensional regularization we ﬁnd the following
ﬁnite result,
W ( J ) = − λ
4
g2N
(
N2 − 1)
− N
2 − 1
16π
[
J ln
4λ4
J2
−
√
J2 − 4λ4 ln J −
√
J2 − 4λ4
J +√ J2 − 4λ4
]
− ς ′λ2. (19)
This expression is well-deﬁned when taking the limit J → 0.
This corresponds to the pure Gribov–Zwanziger case, where M2 =
J = 0. However, the derivative w.r.t. J is singular for J = 0. Indeed,
we ﬁnd
∂W ( J )
∂ J
= −N
2 − 1
16π
[ − J√
J2 − 4λ4 ln
J −√ J2 − 4λ4
J +√ J2 − 4λ4 + ln
4λ4
J2
]
− ς ′λ2, (20)
in which the second term diverges for J → 0. This would imply
that
〈ϕ¯ϕ − ω¯ω〉 = ∞. (21)
This strongly suggests that is it impossible to couple the oper-
ator to the theory without even causing pathologies already in
perturbation theory. A way to appreciate that this divergence is
stemming from the infrared region is to derive ﬁrst expression (18)
w.r.t. J (assuming this is allowed) and then set J = 0, in which
case
∂W ( J )
∂ J
∣∣∣∣
J=0
= N
2 − 1
2
(d − 1)
×
(∫
ddp
(2π)d
p2
p4 + λ4 −
∫
ddp
(2π)d
1
p2
)
− ς ′λ2. (22)
The second term in the previous expression is typically zero in
dimensional regularization, except when d = 2 as it then develops
an infrared pole.
Having revealed a ﬁrst counterargument against the introduc-
tion of the mass operator M2(ϕ¯ϕ − ω¯ω) in 2D, let us give an even
stronger objection in the following subsection.
3.2. The second (main) reason why ϕ¯ϕ − ω¯ω is problematic in 2D: the
ghost propagator
3.2.1. The case M2 = 0
Let us consider the one loop ghost propagator displayed in
Fig. 1. Explicitly, the one loop correction to the ghost self energy
reads
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k2
∫
d2q
(2π)2
1
(k − q)2
q2 + M2
q4 + M2q2 + λ4
×
(
δμν − qμqν
q2
)
. (23)
Looking at the integral (23), the term ∼ 1
(q−k)2 which could poten-
tially lead to an infrared singularity upon integration, is partially
“protected” by the external momentum k. One might expect that
the infrared divergence will only reveal itself in the limit k → 0.
Bearing this in mind, let us determine σ(k)k2∼0 by performing
the q-integration in (23) exactly for an arbitrary momentum k. We
shall invoke polar coordinates. Without loss of generality, we can
put the qx-axis along k to write
σ(k) = g
2N
4π2
∞∫
0
qdq
q2 + M2
q4 + M2q2 + λ4
×
2π∫
0
dθ
1
k2 + q2 − 2qk cos θ
(
1− cos2 θ), (24)
where we made use of k · q = kq cos θ . The Poisson-like θ -integral
can be easily calculated using a contour integration,
2π∫
0
dθ
1− cos2 θ
k2 + q2 − 2qk cos θ =
{ π
q2
, if k2  q2,
π
k2
, if q2  k2,
(25)
so we obtain
σ(k) = g
2N
4π
(
1
k2
k∫
0
q(q2 + M2)
q4 + M2q2 + λ4 dq
+
∞∫
k
q2 + M2
q(q4 + M2q2 + λ4)dq
)
. (26)
It appears that both integrals are well-behaved in the infrared and
ultraviolet for k > 0.
Notice that we did not invoke the gap equation (15) yet. This is
possible, but neither necessary nor instructive at this point. In or-
der to have a better understanding of the k → 0 behaviour, we can
calculate the integrals in (26), and extract the small momentum
behaviour. Doing so, one ﬁnds
σ(k)
∣∣
k2∼0 ∼ −
g2N
8π
M2
λ4
ln
(
k2
)
(27)
in the case that M2 = 0, which is a well-deﬁned result, in contrast
with (31).
However, there is still an infrared instability in the theory due
to the ﬁnal ln(k2)-factor appearing in σ(k) for small k. This is our
second main argument why coupling the mass operator (ϕ¯ϕ−ω¯ω)
to the theory causes problems:
• The quantum correction to the self energy explodes for small
k, completely invalidating the loop expansion. This problem
does not occur in 3D or 4D, since there σ  1. It is not diﬃcultto imagine that the infrared ln(k2)-singularity will spread itself
through the theory, making everything ill-deﬁned for small k.
• Moreover, we also encounter a problem of a more fundamental
nature. The starting point of the whole construction was to
always stay within the Gribov horizon Ω . This can be assured
by the so-called no-pole condition, i.e. σ(k2)  1 as stated in
the original article by Gribov [32]. Since M2 must be positive,4
we clearly see from (27) that
σ(k)
∣∣
k2∼0  1, (28)
hence (10) is signalling us that we have crossed the horizon.
This conﬁrms again that M2 = 0 is the only viable option, i.e.
we cannot go beyond the standard Gribov–Zwanziger action if we
want to avoid the appearance of destructive infrared issues, which
unavoidably force the theory to leave the Gribov region.
Remark. In the previous paragraph, in order to calculate (23), we
have ﬁrst determined the integral in expression (23) exactly and
then we have taken the limit k2 → 0. However, one usually [32,
44] ﬁrst expands the integrand for small k2 and then performs
the loop integration, as this considerably reduces the calculational
effort. In the current case, this course of action unfortunately leads
to incorrect results. Indeed, doing so, we would reexpress “1” as
1 = g2N kμkν
k2
∫
d2q
(2π)2
1
q4 + M2q2 + λ4
(
δμν − kμkν
k2
)
+ ς M
2
λ2
, (29)
an operation which is based on the gap equation (15). Subse-
quently we rewrite 1− σ(k),
1− σ(k) = g2N kμkν
k2
∫
d2q
(2π)2
1
q4 + λ4
(
1− q
2
(k − q)2
)
×
(
δμν − kμkν
k2
)
+ ς M
2
λ2
+ g2N kμkν
k2
∫
d2q
(2π)2
1
(k − q)2
M2
q4 + M2q2 + λ4
×
(
δμν − qμqν
q2
)
, (30)
and then we expand the integrand5 around k2 ∼ 0 to ﬁnd at lowest
order,
(
1− σ(k))∣∣k2∼0 = g2N2
∫
d2q
(2π)2
M2
q2(q4 + M2q2 + λ4)
+ ς M
2
λ2
+ O(k2). (31)
4 A negative M2 would lead to tachyonic instabilities in the theory, see e.g. the
vacuum functional as an example.
5 We notice that there will be no terms of odd order in k. This would correspond
to an odd power of q, which will vanish upon integration due to reﬂection symme-
try.
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σ(k), is ill-deﬁned at small k2, due to an infrared singularity which
makes the integral in the r.h.s. of (31) to explode. However, this is
not true, as in this case, the limit and the integration cannot be
exchanged. The only correct way is to ﬁrst calculate the integral
and then take the limit as was done in the previous paragraph.
Further on this section, we shall explicitly explain why expression
(31) is wrong by exploring the M2 = 0 case in more detail.
3.2.2. The case M2 = 0
It is instructive to take a closer look at the usual Gribov–
Zwanziger scenario. One ﬁnds for M2 = 0 that
σ(k)
∣∣
k2∼0 ∼
g2N
4π
(
π
4λ2
− k
2
4λ4
)
, (32)
a result which is indeed free of infrared instabilities. We also point
out that ordinary (perturbative) Yang–Mills theory is recovered
when λ = 0. It is hence nice to observe that this again causes trou-
bles in the infrared since the λ → 0 limit diverges. This is just a
manifestation of the fact that 2D gauge theories are infrared sick
at the perturbative level, and need some (dynamical) regulariza-
tion. Apparently, at least at the level of the ghost propagator at
one loop, the Gribov mass acts a natural regulator in the infrared
sector.
We should still use the gap equation in (32) to ﬁnd the cor-
rect ghost propagator. The gap equation (8) for M2 = 0 is readily
computed as
2
g2N
=
∫
d2p
(2π)2
1
p4 + λ4 =
1
8λ2
. (33)
Evoking this gap equation, we ﬁnd
1− σ(k) = 1− g
2N
4π
(
π
4λ2
− k
2
4λ4
)
= g
2N
4π
k2
4λ4
= 1
π g2N
. (34)
Henceforth, we obtain
Gab(k)
∣∣
k2∼0 = δab
1
k2
1
1− σ(k)
∣∣∣∣
k2∼0
= π g
2N
k4
. (35)
We conclude that the ghost propagator is clearly enhanced and
displays the typical behavior ∼ 1/k4 in the deep infrared, in accor-
dance with the usual Gribov–Zwanziger scenario.
Remark. As we already announced earlier in this section, let us
have a closer look at the M2 = 0 case. In a way completely similar
to the M2 = 0 case, we ﬁnd, around k2 ∼ 0,
(
1− σ(k))∣∣k2∼0 = g2N kμkνk2
∫
d2q
(2π)2
1
q4 + λ4
×
(
k2
q2
− 4 (k · q)
2
q2
)(
δμν − kμkν
k2
)
+ O(k4), (36)
where we have expanded the integrand w.r.t. q before integrating.
Exploiting polar coordinates once more, we are now brought to(
1− σ(k))∣∣k2∼0 = g2N4π2 k2
+∞∫
0
qdq
q2
1
q4 + λ4
×
2π∫
0
(
1− 4cos2 θ)(1− cos2 θ)dθ
+ O(k4). (37)
Surprisingly, the θ -integral vanishes, as it can be easily checked. In
fact, one can extend this observation to all orders in k. To do so,
we write
q2
(q − k)2 =
q2
q2 + k2 − 2qk cos θ =
1
1+ k2
q2
− 2 kq cos θ
=
∞∑
n=0
(
k
q
)n
Un(cos θ), (38)
where we introduced the Chebyshev polynomials of the second
kind, Un(x). It holds that [46]
Un(cos θ) = sin((n + 1)θ)
sin θ
. (39)
Subsequently, we can rewrite
1− σ(k) = g2N
∫
d2q
(2π)2
∞∑
n=1
(
1− cos2 θ)Un(cos θ)
×
(
k
q
)n 1
q4 + λ4 , (40)
where use has been made of U0(x) = 1. Assuming that the integral
and the inﬁnite sum can be interchanged, we are led to
1− σ(k) = g
2N
4π2
∞∑
n=1
kn
+∞∫
0
dq
qn−1
1
q4 + λ4
×
2π∫
0
(
1− cos2 θ)Un(cos θ)dθ. (41)
Since n 1 and making use of (39), for the θ -integration we ﬁnd
2π∫
0
(
1− cos2 θ)Un(cos θ)dθ
=
2π∫
0
sin θ sin
(
(n + 1)θ)dθ
=
2π∫
0
cos(nθ) − cos((n + 2)θ)
2
dθ = 0. (42)
However, this does not make the integral in (41) well deﬁned,
as the remaining q-integral is infrared singular for any occurring
value of n! In fact, exactly these infrared divergences forbid the
interchange of integral and of the inﬁnite sum. This is a nice ex-
ample of the fact that the integral of a inﬁnite sum can be well
deﬁned, whereas the (sum of the) individual integrals are not.
When we ﬁrst integrate exactly for any k and then expand in
powers of k2, we do recover the meaningful result (34) at k2 ∼ 0.
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Before turning to the conclusion, we would like to recall that
another typical feature of the Gribov–Zwanziger scenario is that
the gluon propagator vanishes at zero momentum. More precisely,
D(0) = 0. This implies a maximal violation of positivity, see e.g.
[31]. It signals that the gluon is an unphysical degree of freedom
and hence “conﬁned”.
In 3D and 4D, we have shown that the effects originating from
the coupling of the operator ϕ¯ϕ − ω¯ω to the theory gives a ﬁnite
nonzero value to D(0), in accordance with the lattice data [31,
40]. Notice, however, that there is still a clear violation of positiv-
ity notwithstanding that D(0) = 0. Our results were in qualitative
agreement with the available lattice data [31,40].
As we have argued already, we must discard ϕ¯ϕ − ω¯ω in 2D.
Consequently, D(0) still vanishes in 2D at tree level due to the
Gribov mass, as it is immediately veriﬁed from
D(p2)= p2
p4 + λ4 . (43)
In principle, one could explicitly check whether this persists be-
yond tree level order. However, this leads to quite complicated loop
calculations, as can be appreciated from the 4D or 3D counterpart
done in [31,40]. Therefore, we shall not pursue this here.
5. Conclusion
In this Letter, we have discussed why it is not possible to “re-
ﬁne” the Gribov–Zwanziger action in 2D, in contrast with the 3D
or 4D case. In the latter case, we have shown in recent work [30,
31,40] that the inclusion of dynamical effects related to a novel
variationally introduced mass operator has a profound inﬂuence
on the infrared behaviour of the theory. It considerably changes
the usual Gribov–Zwanziger predictions. The main conclusion is
that the ghost propagator is not infrared enhanced but retains
its 1
q2
singularity in the deep infrared, while the gluon propa-
gator becomes ﬁnite and nonvanishing at zero momentum. The
usual Gribov–Zwanziger scenario predicts a 1/k4 singularity for the
ghost propagator, and a vanishing gluon propagator at zero mo-
mentum, D(0) = 0. Surprisingly, lattice data at large volumes are
in compliance with the reﬁned analytical results presented in [30,
31,40]. Since the lattice data in 2D still predicts an infrared en-
hanced ghost and vanishing D(0) [14,15,18], we were motivated
to discuss how this would ﬁt into our reﬁned Gribov–Zwanziger
scenario [30,31]. We have shown that it is not possible to couple
the particular operator, ϕ¯ϕ − ω¯ω, to the action in 2D, as it triggers
serious infrared instabilities, which are peculiar to the 2D case.
Thence, the usual Gribov–Zwanziger scenario is so to say “pro-
tected” in 2D. In fact, we have argued that the emerging infrared
singularities make it impossible to stay within the Gribov region Ω
when M2 = 0. As a nice byproduct of this work, we have seen that
the Gribov mass can act as a natural infrared regulator, stabilizing
the otherwise ill-deﬁned perturbative expansion.
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