It is well known that the selection coefficient of a mutant allele varies from generation to generation, and the effect of this factor on genetic variation has been studied by many theoreticians. However, no consensus has been reached. One group of investigators believes that fluctuating selection has an effect of enhancing genetic variation, whereas the other group contends that it has a diversity-reducing effect. In recent years, it has become possible to study this problem by using single nucleotide polymorphisms (SNPs) as well as exome sequence data. In this article we present the theoretical distributions of mutant nucleotide frequencies for the two models of fluctuating selection and then compare the distributions with the empirical distributions obtained from SNP and exome sequence data in human populations. Interestingly, both SNP and exome sequence data showed that the neutral mutation model fits the empirical distribution quite well. Furthermore, the mathematical models with diversity-enhancing and diversity-reducing effects also fit the empirical distribution reasonably well. This result implies that there is no need of distinguishing between the diversity-enhancing and diversity-reducing models of fluctuating selection and the nucleotide polymorphism in human populations can be explained largely by neutral mutations when long-term evolution is considered.
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allele frequency distribution | fluctuating selection coefficient | heterozygosity T he importance of fluctuating selection in the study of allele frequency changes was first emphasized by Fisher and Ford (1) . However, the potential significance of fluctuating selection in enhancing genetic variation was recognized when mathematical studies (2) (3) (4) showed that certain types of fluctuation of selection coefficients may generate stable genetic polymorphism in large populations. These studies were then extended to the case of finite populations using diffusion approximations, and the frequency distribution of mutant alleles was studied under the assumption of stabilizing selection (5) (6) (7) . These studies suggested that the mean (M δx ) and variance (V δx ) of allele frequency changes per generation used by Wright (8) and Kimura (9) were incorrect. For this reason, the diffusion approximations with the stabilizing selection model are currently used by most investigators (10, 11) .
However, Nei and Yokoyama (12) derived different M δx and V δx values using a competitive selection model (13, 14) . In this model, the carrying capacity of individuals in the environment is considered, and therefore the mean fitness (w) remains to be one every generation, whereas in the stabilizing selection model w varies from generation to generation. In this competitive selection model, the fluctuation of selection coefficient has an effect to reduce genetic variability. However, it was difficult to decide which model is more appropriate for predicting the genetic change of a population, because there was no empirical data to support any model.
In recent years, however, SNP data and exome sequence data have become available in human populations, and these data can be used for testing the adequacy of the two models for studying genetic variation. Experimental data about the magnitude of variance (V s ) of s have also accumulated recently for various genes from insects (1), snail (15) , Daphnia (16) , and many other organisms (17) . These data indicate that the fluctuation of s is quite large. Huerta-Sanchez et al. (18) published a likelihood method for testing the effect of fluctuating selection, but it is difficult to use this method for real data analysis, as will be mentioned later. In this article we develop a different statistical method that can be used for testing the two competing models and then study the agreement between the theoretical and empirical distributions. Here, we consider the case of genic (semidominant) selection in a diploid population of effective size N.
Theoretical Studies
Theoretical Distributions of Mutant Allele Frequencies and Heterozygosities. We first study the distribution of mutant allele frequencies under the assumption that there are infinitely many nucleotide sites (infinite-site model) (19) in the genome. We also assume that at each nucleotide site a new mutation occurs with a probability v per generation and the mutant allele (A 2 ) has a selective advantage or disadvantage of s over the original allele (A 1 ), s varying at random in different generations (Table S1 ). If this process of mutation, selection, and genetic drift continues to operate every generation, we will eventually have an equilibrium distribution (spectrum) of mutant frequency x (20). This distribution can be derived by using the diffusion method (21) where G(x) = exp(− R ð2M δx =V δx ÞdxÞ: Here M δx and V δx represent the mean and variance of allele frequency change per generation in diffusion approximations.
In the absence of fluctuation of s (20) , the above formula reduces to:
[2]
Furthermore, if there is no selection (s = 0), it becomes Φ(x) = 4Nv/x. Another quantity of interest in data analysis is the distribution of heterozygosities in relation to allele frequency x-that is, the number of nucleotide sites with heterozygosity of 2x(1 -x). This quantity is given by:
In the case of neutral mutations, H(x) is known to be given by 8Nv(1 -x) (20) . If we consider the allele frequency range between q = 1/2N to 0.5, disregarding the ancestral and derived allelic status, H(x) can be written as H F ðxÞ = 8Nvð1 − xÞ + 8Nvx = 8 Nv for q ≤ x ≤ 0.5. Therefore, this folded distribution of heterozygosities shows a uniform distribution. This property is useful for some data analysis, as will be discussed later.
In the present case we are interested in the effect of random fluctuation of selection coefficient s, and it is difficult to obtain an explicit formula for Φ(x) or H(x) analytically. However, they can be obtained by numerical integration of Eq. 1. In this case we first need to evaluate the values of M δx and V δx for the stabilizing selection model (S) and the competitive selection model (C). The M δx and V δx values for model S have already been given by Avery (7), whereas for model C they are given by Nei and Yokoyama (12) .
Avery used the relative fitness of 1 -s, 1, and 1 + s for genotypes A 1 A 1 , A 1 A 2 , and A 2 A 2 , respectively, and assumed that s fluctuates randomly every generation. He then obtained M δx = V s xð1 − xÞð1 − 2xÞ + sxð1 − xÞ, where s and V s are the mean and variance of s over generations (Table S1 ). This equation is interesting because M δx is not 0 even for s = 0. Rather it has a stabilizing selection effect as long as V s > 0. In other words, M δx is positive when x < 0.5, whereas it becomes negative when x > 0.5. In the absence of fluctuating selection, the relative fitnesses of A 1 A 1 , A 1 A 2 , and A 2 A 2 can also be written as 1, 1 + s, and 1 + 2s, respectively (model S A ) or by 1 -2s, 1 -s, and 1, respectively (model S B ), without having significant differences. However, when s varies with generation, the diffusion method gives different M δx values in Avery's approach (models S, S A , and S B in Table S1 ) (12) . That is, M δx generates positive selection for model S A , but it causes negative selection for model S B . Therefore, we examined the distributions of mutant allele frequencies for these models under the assumption of s = 0 and NV s = 1.
Fig . 1A shows the distribution (spectrum) of mutant alleles with frequency x. It is seen that models S and S A indeed give a higher value of Φ(x) than that for neutral mutations even if a small value of NV s = 1 is used. This pattern is seen more clearly for the distribution of heterozygosities (Fig. 1B) . By contrast, model S B shows a lower value of Φ(x) than in the case of neutral mutations. These results indicate that the Avery approach gives quite different results depending on the model used. We believe this is a deficiency of Avery's modeling of fluctuating selection because we are considering the same biological situation. In practice, most investigators in the past have used model S. We will therefore consider only this model in the following.
In model C the carrying capacity of individuals (adult size of N) is assumed to be constant, and therefore the mean fitness ðwÞ is equal to 1 every generation (12) . For this reason, the fitnesses of A 1 A 1 , A 1 A 2 , and A 2 A 2 become a function of allele frequency x (Table S1 ). However, the mean allele frequency change per generation is given by sxð1 − xÞ, as expected for genic selection (14) . In the present case M δx = 0 when s = 0, and the allele frequency change is dictated by the term of V δx , which is usually greater than the genetic drift term ½xð1 − xÞ=2N for neutral mutations. Therefore, model C is expected to have a diversityreducing effect.
Fig . 1C shows the theoretical distributions of mutant alleles for the stabilizing (S) and competitive (C) selection models in comparison with the distribution for neutral mutations, where the same 4Nv value is used. It is clear that the stabilizing selection model (S) enhances the number of high frequency alleles considerably compared with the model of neutral mutations particularly when NV s is relatively high (e.g., NV s = 10). By contrast, the competitive selection model reduces the number of polymorphic alleles substantially compared with the neutral model. This is also clear from Fig. 1D , where the expected distribution of heterozygosities is presented.
Normalized Distributions of Mutant Frequencies Required for Data
Analysis. In real data analysis, Eqs. 1 and 3 are not very useful, because Φ(x) gives the absolute number of sites with allele frequencies x and this makes it difficult to compare the theoretical distributions with the observed distribution. Also, the distributions in Fig. 1 are for the region between x = 1=ð2NÞ and x = 1 − 1=ð2NÞ, where N is the population size. However, N is usually unknown in real populations. Furthermore, the observed number of polymorphic alleles would be affected by the number of genomes (n) sampled for identifying polymorphic sites.
For these reasons, we examined the normalized distributions of polymorphic nucleotide sites for different intervals of allelic frequencies. The expected number of nucleotide sites with discrete mutant frequency i is given by:
where q = 1/(2N) and n is the genome sample size (23, 24) . The relative nucleotide site number, F(x 1 , x 2 ), of allele frequencies between x 1 and x 2 is given by:
where T is the total number of polymorphic sites in the sample "
for comparing the theoretical distribution with the observed distribution, and we call F(x 1 , x 2 ) the normalized frequency distribution. However, when the sample size is large and we consider the relatively high allele frequency classes, this expected frequency is practically equal to the following population frequency: Table S1 . In C and D the number given for each curve stands for the NV s value. Here Ns = 0 is assumed.
ΦðxÞ dx
ΦðxÞ dx: [6] Note that the normalized distribution is independent of mutation rate (v), because the v value in Eq. 1 is cancelled out.
In the case of sample size n = 700 genomes with neutral mutations, the expected frequency of x is somewhat different from the population frequency of x (Fig. S1A) . However, if we consider only the frequency region of x = 0.05-0.95, the normalized distribution obtained by Eq. 5 is virtually identical with the distribution obtained by Eq. 6 (Fig. S1B) . In practice, the computation of Eq. 6 is much simpler than that of Eq. 5. We therefore use Eq. 6 when n is large.
Normalized Allele Frequency Distributions for a Few Different Types of Selection. Let us now compute a few examples of theoretical distributions to examine whether the normalized distributions of x can be used for distinguishing between different selection models when n is large. When there is no fluctuating selection with NV s = 0, the distributions for the cases of neutral (Ns = 0), advantageous (Ns = 10), and deleterious mutations (Ns = -10) are easily distinguishable even if the absolute values of s are very small ( Fig. 2A) . (If n = 10,000 and Ns = 10, s will be 0.001.) In the case of deleterious mutations, the relative frequency of rare alleles is very high, but the frequency rarely increases more than x = 0.2. By contrast, advantageous mutations (genic selection) reduce the alleles with intermediate frequencies and show a mild U-shaped distribution. Neutral mutations show an L-shaped distribution, as expected from Fig. 1A . Similarly, the normalized distributions of heterozygosities are distinguishable (Fig. 2B) .
For the case of fluctuating selection with Ns = 0, the competitive selection and stabilizing selection models with NV s = 10 and the neutral model are all distinguishable either by the allele frequency distribution or by the distribution of heterozygosities ( Fig. 2 C and D) . These results indicate that the normalized frequency distributions of mutant alleles and heterozygosities are useful for distinguishing between the competitive and stabilizing selection models. We will therefore use this method in the following data analysis.
Analysis of SNP and SNV Data
Problems Arising in Data Analysis. In recent years several research groups have published data on SNPs or single nucleotide variants (SNVs) for exome sequences from various human populations (25) (26) (27) (28) . However, many of the datasets published cannot be used for our purpose for several reasons. First, the mathematical theories presented above are for a population of which the effective size has remained more or less constant for a long time, and therefore the allelic frequency distribution has reached the steady state. Previous studies have suggested that the long-term effective size (N) of the human population is of the order of 10,000 for allozyme data that do not contain low-frequency alleles (29) . According to the Out-of-Africa theory of human evolution (30, 31) , non-Africans are recent migrants from Africa during the last 150,000 y. Therefore, the distribution of mutant nucleotide frequencies may be deviated from the steady-state distribution. However, African populations seem to have maintained a relatively constant effective population size for hundreds of thousands of years (32) . We have therefore decided to use only African populations in our study. More specifically, we used populations inhabiting central Africa, because their population size appears to have been stable until recently. Of course, rare alleles may have increased by a moderate increase of population size in recent years (27) , but high-frequency alleles are unlikely to be affected by recent population growth. For this reason, we decided to use combined SNP data obtained from three central African populations (Table S1 ).
The SNP data were obtained from the HapMap database (33). In some genomes SNP sites were not clearly identifiable, and these sites were eliminated. The total number of genomes used was n = 689, and each genome contained about 1,546,052 SNP sites when all SNP sites were aligned with the reference human genome ( Table S2 ). Note that because SNP sites were identified by microarray analysis and there were other technical problems, most of low-frequency alleles were not correctly identified (33) . We therefore eliminated low-frequency alleles, as will be mentioned below. In the case of DNA sequences (exome data) of the protein-coding regions, however, there is almost always an excess of rare alleles caused by deleterious mutations. In our study we are not interested in deleterious mutations, which are eventually eliminated from the population, and therefore these rare alleles should also be discarded from our data analysis. However, it is difficult to establish a method to eliminate deleterious mutations, and it is required to use some subjective judgment, as will be mentioned below.
In our data analysis we considered protein-coding regions and intergenic regions of DNA separately, because they may be under different selection pressures. In the case of protein-coding region, we extracted all of the exons of a protein-coding gene, excluding the noncoding elements such as UTRs and other regulatory elements (e.g., cis-regulatory regions). By contrast, the intergenic regions included all of the DNA regions except for the protein-coding regions and the 5 kb regions adjacent to the protein-coding region. Therefore, the intron regions were not used.
Raw Allele Frequency Data. To examine the quality of our raw data, we first studied the folded allele frequency distribution for the interval of 1/n to 0.5, because in this case we cannot determine the ancestral and derived alleles (Fig. 3) . Fig. 3 A and C shows that a large proportion of SNP sites (HapMap data) with low mutant frequencies are clearly deficient because any theoretical distributions show a large proportion of rare alleles ( Fig. 1  A and C) . To obtain a rough extent of the deficiency, we computed the frequency distribution expected for neutral mutations for the case of the protein-coding region by using the following formula: K4Nv
where K is the total number of nucleotide sites examined. K was 34,255,626 for the protein-coding region. The neutral expectation was not obtainable for the intergenic region, because this region contained many nucleotide deletions/insertions. For the protein-coding region, we estimated 4Nv by fitting the neutral distribution to the observed for the regions of x = 0.2-0.5, where the distribution appeared to be close to the neutral one (see below). The 4Nv value was estimated to be 0.00021 (Table S3) . Fig. 3C clearly indicates that the observed number of SNP sites with low frequencies is much lower than the neutral expectation. In this case it is possible to use Huerta-Sanchez et al.'s likelihood method of testing the neutral distribution. However, because the deficiency of rare alleles in comparison with the neutral expectation is so obvious and the number of nucleotide sites examined is so large, it was not really necessary to use it for testing the appropriateness of the neutral theory for the entire frequency region of x. The shortage of rare alleles is also observed in the distributions of heterozygosities for both intergenic (Fig. 3B ) and protein-coding regions (Fig. 3D) . According to the neutral expectation, the distribution of heterozygosities for different allele frequency classes is expected to be rectangular. However, the frequencies of rare allele classes are substantially lower than those for high-frequency alleles. This shortage of rare alleles was quite unexpected because natural populations usually harbor many deleterious mutations. Therefore, the shortage must be caused by the technical problems mentioned above. This interpretation is supported by the allele frequency distributions for the DNA regions used in the ENCODE project (33) . These DNA regions were completely sequenced to find all rare alleles as well as common alleles. In this dataset the number of rare alleles is much larger than the neutral expectation (Fig. S2) .
Inspection of Fig. 3 B and D suggests that the neutral theory would fit the observed data better in the frequency region of x = 0.25-0.75 than in the region of x = 0.2-0.8, because the folded allele frequency distribution is slightly more uniform in the former region than in the latter. However, to avoid the bias toward the neutral theory, we considered both regions.
Comparison of Empirical Allele Frequency Distribution with Theoretical
Distribution. The main purpose of this article is to examine the agreement of the stabilizing selection and the competitive selection models of fluctuating selection with the observed distribution of mutant nucleotide frequencies. We therefore identified which of the two nucleotides at each SNP site is the derived mutant by using chimpanzee and macaque genome sequences. Suppose that there are nucleotides A and T at a given SNP site and the chimpanzee and macaque genome sequences show only nucleotide A at the homologous site. In this case we can infer by parsimony that nucleotide T is the derived mutant in the human population. Similarly, if the chimpanzee and macaque both have nucleotide T, we infer that nucleotide A is the derived allele. However, if the chimpanzee and macaque have any other nucleotides (e.g., C or G, or A and G, respectively), we cannot infer the mutant allele in the human population. These SNP sites were eliminated from our data analysis. Using this approach, we could identify mutant nucleotides at each SNP site. Essentially the same results were obtained when only the chimpanzee was used as the outgroup species.
The theoretical distributions of the competitive selection (C), stabilizing selection (S), and neutral models were obtained by fitting the expected distribution to the observed distribution using the least-squares method. In the least squares method, we estimated the parameters Ns and NV s by minimizing the least
, where o i and e i are the observed number of SNP sites for the frequency class i and the expected number of sites for the same frequency class i, respectively, and m is the total number of frequency classes used. In practice, we minimized LSR by choosing appropriate values of Ns and NV s numerically. The Ns and NV s values thus obtained are called the least squares estimates. The minimum value of LSR that gives these estimates is denoted by LSR*.
First, the observed distribution of mutant nucleotide frequencies for the SNP data of the intergenic regions was compared with the theoretical distributions for neutral mutations and the competitive (C) and stabilizing (S) selection models for the region of x = 0.2-0.8 (Fig. 4A) . It is clear that the observed distribution agrees with the neutral expectation quite well, the LSR* being only 0.042 (Table S4 ). The expected distribution for models C and S also fit the observed distribution very well, the LSR* values being 0.037 and 0.036, respectively. The least squares estimates of Ns and NV s are all small and close to 0 (Table S4) . Essentially the same results are obtained from the analysis of the distribution of heterozygosities (Fig. 4B , Table  S4 ). These results indicate that the SNP data for the intergenic regions can be explained largely by neutral mutations. Inspection of Fig. 4 C and D indicates that the agreement between the empirical and theoretical distributions is less satisfactory for the protein-coding region than for the intergenic regions. This can also be seen from the LSR* values. However, the estimates of Ns and NV s are nearly the same as those for the intergenic regions.
As mentioned earlier, we also considered the allele frequency region of x = 0.25-0.75 to study the distributions of mutant nucleotides and heterozygosities. In this case the agreement between the neutral and the empirical distributions was slightly better than that for the case of x = 0.2-0.8 (Fig. S3, Table S4 ). This result suggests that if we consider the middle allele frequency region, the distribution of mutant allele frequencies are largely explained by neutral mutations. However, because Ns was always negative, some extent of purifying selection appears to be operating (Table S4) .
Analysis of Exome SNV Data. In recent years great effort has been made to identify rare alleles related to human diseases by sequencing the exon regions of genes in the whole genome (exome). In these studies the genomes of individuals with some complex diseases such as lung and heart diseases are sequenced with the intention of identifying disease-causing genes (27) . However, the single nucleotide polymorphic variants (SNVs) A C E B D F Fig. 3 . Folded empirical distributions of mutant frequency (x) and heterozygosity for an African population (HapMap data) and an African American population (exome data). The allele frequencies considered are from 1/n to 0.5, where n is the sample size. p, proportion of heterozygous sites.
identified in this way are useful for studying the evolutionary dynamics of mutant alleles if we eliminate rare alleles as we did in the above analysis. Such SNV data are now available from the database provided by the National Heart, Lung and Blood Institute (NHLBI) exome sequencing project (27) . At present, there are no SNV data for Africans in the NHLBI database, but the data for African Americans are available. African Americans (primarily derived from central Africa) are known to contain many Caucasian genes because of the past genetic admixture, and this admixture might have increased the frequency of rare alleles in the population (27) . Furthermore, because the exomes sequenced were obtained from disease-inflicted individuals, this biased sampling might also have increased rare alleles. The number of genomes used for African Americans in the NHLBI project was 4,406, and the number of polymorphic sites obtained was 559,974 (Table S2) . As expected, this dataset indicates that the African American population contains a large number of SNV sites with low allele frequencies (Fig. 3F) . The number of SNV sites with low frequencies is much higher than the neutral expectation. Even in the frequency classes of x ∼ 0.2, the observed frequency is slightly higher than the neutral expectation (Fig. 3E) . The excess of rare alleles is also observed from the number of heterozygous sites (Fig. 3F) . However, if we consider the frequency classes of 0.2-0.5, the excess of rare alleles does not seem to affect our analysis seriously. We therefore decided to use these sites for our study. As in the case of HapMap data, we will also consider the x = 0.25-0.5 region separately. We identified the derived mutant nucleotides using the same method as that used for SNP data. The agreement between the observed and the theoretical distributions is less satisfactory than in the case of SNP data (Fig. 4E) . The observed number of SNV sites (proportional frequency) is higher than the neutral expectation when the mutant frequency (x) is small but tends to be lower when x is large (Fig. 4E) . In fact, the LSR* value for this comparison is considerably higher than that for the SNP data (Table S4) . Interestingly, however, LSR* for the competitive selection model is considerably lower than that for the neutral and the stabilizing selection model, suggesting that the competitive model fits the data better than the other two models, although it is difficult to study the statistical significance of the difference for the reasons mentioned in the Discussion. The same conclusion can be obtained from the study of heterozygosities (Fig. 4F, Table S4 ). When the allele frequency region of x = 0.25-0.75 was considered, however, LSR* was virtually the same for models C and S, and the values were smaller than those for the neutral model (Fig. S3, Table S4 ).
Discussion
There are many SNP and SNV datasets available now, but most of them were obtained for medical purposes and are not always appropriate for evolutionary studies, because rare alleles are sometimes deficient and sometimes overrepresented. However, the data with intermediate mutant frequencies with x = 0.2-0.8 are useful for evolutionary studies. These alleles have stayed in the population for a long time and appear to have reached the steady-state distribution. This judgment is certainly subjective, but the results of our data analyses consistently support this view, the estimate of 4Nv being about 0.0002 for all of the datasets.
Furthermore, it should be noted that this type of study is intended to obtain a crude and general conclusion. Strictly speaking, our assumption that all SNP or SNV loci are subject to the same evolutionary force must be incorrect, because the patterns of selection and mutation rate cannot be identical for all polymorphic sites. We are interested only in the general evolutionary pattern for all of the sites. If we study the evolutionary pattern of a specific SNP or SNV site, we may find a very different mechanism. However, this is not of our interest.
A similar cautionary note should be stated about our statistical analysis. We used the least-squares method for fitting a theoretical distribution of mutant frequencies to empirical data, and we obtained the conclusion that the empirical distributions can be explained approximately by the neutral model. The standard statistical method for testing the agreement between the two distributions is the χ 2 test. In the present case, however, this test gives the conclusion that any two distributions are different with a high probability, because the number of SNP or SNV sites used is very large. For this reason, we used LSR* as an indicator of the discrepancies between data and theory. However, note that this indicator cannot be subject to Fisherian small-sample tests because the samples used are very large and heterogeneous. For these reasons, our tests are not completely objective, but for our purpose they are sufficient. Because so many heterogeneous factors are involved in any evolutionary process, there is a limit for knowing the real truth.
In the case of fluctuating selection many authors have stated that it has a diversity-enhancing effect similar to overdominant selection without analyzing any empirical data. This was particularly emphasized by Gillespie (10) . The present study does not support this view and the neutral mutation model can explain the observed distribution reasonably well, and there is no need of considering the effect of fluctuation selection seriously. We concluded that the alternative model of fluctuating selection, which has a diversity-reducing effect, can also explain the observed data quite well. Actually, there seems to be a small extent of purifying selection operating.
As mentioned above, our results suggest that the fluctuation of selection coefficients does not enhance genetic variability, but rather it has a tendency to reduce it. However, its significance is minor, and the extent of genetic polymorphism can be explained largely by the neutral mutation theory. This does not mean that there is no selection. It is quite possible that natural selection occurs mostly on a short-term basis in either positive or negative direction, but the effects of positive and negative selection are cancelled out when long-term evolution is considered, as in the case of industrial melanism of the peppered moth Biston betularia (34) . Because it takes a long time for an allelic substitution to take place, a short-time observation of natural selection may not be so important for long-term evolution. Note also that the selection coefficient for a particular mutation can be very small, because most amino acid changes and silent nucleotide substitutions are largely neutral (34) . Whatever the reasons are, our study suggests that most nucleotide substitutions in the evolutionary process are more or less neutral when a large number of SNP or SNV sites are considered.
In recent years a large number of authors have reported signature of natural selection by studying nucleotide polymorphisms (35) (36) (37) (38) . However, Nei et al. (39) and Nei (34) have indicated that many of these studies are based on questionable statistical methods or assumptions, and therefore their conclusions are not very reliable. Actually, conducting an extensive literature survey, Nei (34) proposed that the evolutionary changes of phenotypic characters as well as DNA and protein sequences occur primarily by mutation, whether the mutation is due to nucleotide substitution, gene duplication, or polyploidization and that evolution is intrinsically unpredictable. He also concluded that phenotypic evolution is caused by a relatively small proportion of majoreffect mutations and the remaining portion of mutations is largely neutral. The results in this article are more or less consistent with this theory.
