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Abstract
This thesis is devoted to set-valued martingales, integrals of set-valued stochas-
tic processes and strong solutions to a kind of set-valued differential equations
in Banach space setting.
Set-valued martingale is a special kind of set-valued process. Recently, on
set-valued martingales, much work have been done and fruitful results have
been obtained. Here, in a separable Banach space, based on the work of Li
and Ren (2007), we mainly study the representation theorem of a set-valued
martingale and several equivalent conditions. As a concrete example, interval
valued martingales is studied.
In a so-called M-type 2 Banach space (see e.g. the paper written by Z.
Brzez´niak and K. D. Elworthy (2000)), at first, we introduce the notion of single
valued stochastic integration with respect to a real valued Brownian motion.
Then we employ Jung and Kim’s (2003) definition on the set-valued stochastic
integral and replace the basic space R by the real separable M-type 2 Banach
space X. After that, we study some properties of such a kind of set-valued
stochastic integral. There are some results similar to single valued case. What
deserves to be pointed out is there are some very different points compared with
single valued stochastic integrals since the complexity of set-valued functions.
For example, a single valued stochastic integral is L2-bounded then is bounded
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almost surely, furthermore the expectation is zero almost surely, but a set-
valued stochastic integral may be an unbounded subset of X almost surely.
Single valued stochastic integral is a single valued martingale but the set-valued
one is a set-valued submartingale. By considering the dual space X∗ of X, for
x∗ ∈ X∗ and a stochastic set-valued processes {Ft : t ∈ [0, T ]}, the weak version
of {Ft : t ∈ [0, T ]}, denoted by {F x∗t : t ∈ [0, T ]} is studied. we also study
the weak version of set-valued stochastic integrals and the connections with the
ones of {F x∗t : t ∈ [0, T ]}.
In a similar manner as that of set-valued stochastic integrals, we give the defi-
nition of integrals of set-valued stochastic processes with respect to the Lebesgue
measure in the time interval [s, t]. The integral is bounded and convex whenever
the integrand is convex or not. This property enables us to remove the convexity
assumption of integrands when we study the differential equation. When taking
a product measurable version, some important results are obtained, which are
necessary and applicable in considering the strong solutions to some kind of
set-valued differential equations.
Finally we study the strong solutions to a kind of set-valued differential equa-
tions. Inspired by Aubin and Da Prato (1990), in a separable M-type 2 Banach
space X, we will study the set-valued stochastic differential equation with set-
valued drift term and single valued diffusion term, which is presented as follows:
Xt = X0 +
∫ t
0
a(s,Xs)ds+
∫ t
0
b(s,Xs)dBs, t ∈ [0, T ],
where both Xs and a(s,Xs) are set-valued, b(s,Xs) is single valued, and {Bt}
is a real valued Brownian motion. The sum of a set X and an single point y is
defined as X + y = {x+ y : x ∈ X}.
Then we obtain the result:
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Suppose a(·, ·) and b(·, ·) are product measurable, H-bounded and satisfy
Lipschitz conditions in the following sense:
H
({0}, a(t,X))+ ‖b(t,X)‖ ≤ C(1 +H({0}, X));X ⊂ X, t ∈ [0, T ]
for some constant C, and
H
(
a(t,X), a(t, Y )
)
+ ‖b(t,X)− b(t, Y )‖ ≤ DH(X,Y );X, Y ⊂ X, t ∈ [0, T ]
for some constant D, where H(A,B) is the Hausdorff distance between the
sets A and B. Then for any given L2-integrably bounded, weakly compact, set-
valued random variable X0, the equation has the unique H-continuous solution.
If the space X is assumed further to be reflexive, then the condition of initial
value X0 can be relaxed to be L
2-integrably bounded and weakly closed.
Keywords:@ M-type 2 Banach space; Set-valued random variable; Set-
valued stochastic process; Set-valued integral; Set-valued differential equation;
Strong solution.
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Chapter 1
Introduction
Recently, the theory of set-valued functions has been developed (see e.g. [1, 3,
12, 14, 26, 27, 37, 47, 53]) quickly due to the measurements of various uncer-
tainties arising from not only the randomness but also from the impreciseness in
some situations. For example, in a finance market we consider some stock price
at time t denoted by St which is a random variable defined on the probability
space (Ω,F , P ). Owing to the quick fluctuation of the stock price from time to
time or to the existence of missing data, we may not precisely know the price
St(ω). A possible model for this situation would be to give the upper and the
lower prices (i.e. a margin for the error in the observation). Then we obtain an
interval Ft(ω) = [lt(ω), ut(ω)], which is a special kind of a set-valued random
variable, contains not only randomness but also impreciseness, and we assume
St(ω) is certainly in this interval.
1.1 Background of Set-Valued Integrals
The integral of a set-valued function is an interesting and an important topic,
which is received quite a bit of attention with general applications to the math-
ematical economics, the control theory (see e.g. [5, 27]) etc. Since the space
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K(X), the family of all nonempty closed subsets of a separable Banach space X,
is not linear, the usual concepts of the integrals in a linear space are not appro-
priate for that of set-valued random variables. There are several approaches on
defining the integration of a set-valued function. Aumann (1965) [6] employed
the set of all selections of a set-valued function to define the integral with re-
spect to a scalar valued measure, which is called Aumann integral. Hukuhara
(1967) [25] considered formal Riemann integration into the space of all con-
vex and compact subsets. Debreu (1967) [16] used an embedding method to
consider the Bochner integral in the embedded Banach space. Based on Au-
mann’s sense, Hiai-Umegaki (1977) [21] studied the properties of the integrals
of the set-valued functions, the conditional expectations with respect to a σ-
finite measure and then martingales of multivalued functions. After that there
are some authors who studied some other kinds of integrals such as Henstoch
integrals of interval-valued functions and fuzzy valued functions (cf. [80]), set-
valued Bartle integral (the integral of scalar valued functions with respect to a
set valued measure, a nature extension of single valued Bartle integral launched
by Bartle in 1956), which was introduced by Papageorgiou (1985) [58]. Based
on Papageorgiou’s work, Wu, Zhang and Wang (2001) [81] studied some prop-
erties of set-valued Bartle integral, Lebesgue-Stieltjes integrals and set-valued
stochastic Lebesgue-Stieltjes integrals etc.
On the other hand, only a few papers have been published concerning the
set-valued stochastic integrals (see e.g. [30, 35, 36, 40, 48, 83]), since this topic
has been studied within last ten years and the theory is not complete until now.
Kisielewicz (1997) [40] used the selections method and to define the integral
of a set-valued process as a nonempty closed subset of L2(Ω,F , P ;Rn) but did
not consider it as a set-valued stochastic process. Based on Kisielewicz’s work
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(1997) [40], Kim and Kim (1999) [35] studied some properties of the stochastic
integral It(F ) defined by
It(F )(ω) = Γt(ω) = {
∫ t
0
f(s, ω)dBs : (f(t))t≥0 ∈ S2(F (·))},
where F = (Ft)t≥0 is a set-valued stochastic process, B = (Bt)t≥0 is the real
valued Brownian motion and S2(F (t)) is the family of measurable selections of
F with some conditions. But unfortunately this kind of stochastic integral is
still not a set-valued stochastic process since the set of stochastic integrals of
all integrable selections may not be decomposable, which is not an analogue to
the single valued stochastic integral. Jung and Kim (2003) [30] modified the
definition in 1-dimensional Euclidean space R. They took the decomposable
closure hull of Γt as the family of all integrable selections of It(F ) to guarantee
that for every t, the set-valued integral It(F ) is a set-valued random variable. Li
and Ren [48], and Li [83] modified Jung and Kim’s definition by considering the
predictable set-valued stochastic process as a set-valued random variable in the
product space (R+ ×Ω), the measurability and decomposability also are based
on product σ-algebra B(R+) ⊗ F . In [48] and [83], the authors took the basic
underlying space Rn instead of R, and obtained the representation theorems
on the predictable set-valued stochastic process, the set-valued martingale, the
set-valued and the fuzzy set-valued Itoˆ integral.
1.2 Background of Set-Valued Differential In-
clusions and Differential Equations
Theory of stochastic differential inclusions, as an important generalization of
that of classical stochastic differential equations, has been studied widely. And
the theory are applied in many practical fields such as mathematical finance, in-
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surance, the optimal control theory etc. Concerning the application in stochas-
tic control theory, we would like to refer to the nice survey [42, 43] written by
Kisielewicz et al.
In the n-dimensional Euclidean space Rn, much work has been done on
stochastic differential or integral inclusions. Aubin and Da Prato [4] studied
the viability theorem for the following stochastic differential inclusions
dxt ∈ Ft(xt)dt+ gt(xt)dBt, x0 = ξ,
where F is set-valued, g is single valued and {Bt} is an Rn-valued Brownian
motion. Kisielewicz (e.g. [38]-[43], [54]) considered the following integral inclu-
sions
xt − x0 ∈ cl
( ∫ t
0
Fτ (xτ )dτ +
∫ t
0
Gτ (xτ )dBτ
)
, t ∈ [0, T ],
where both F and G are set-valued.
In a Hilbert space, Ahmed (1996) [2] considered the stochastic differential
inclusions in a different way. Given set-valued functions F,G and a Wiener
process (wt)0≤t≤1, Ahmed defined a solution of a stochastic differential inclusions
connected with above given set-valued functions and process (wt)0≤t≤1, as a
continuous process x = (xt)0≤t≤1 of the form
xt = x0 +
∫ t
0
fτdτ +
∫ t
0
gτdwτ ; 0 ≤ t ≤ 1; a.s., (1.2.1)
if there are stochastic process (ft)0≤t≤1 and (gt)0≤t≤1 satisfying (1.2.1) and such
that
ft ∈ F (t, xt) and gt ∈ G(t, xt)− λ× P a.e., (1.2.2)
where λ is the Lebesgue measure on the interval [0, 1]. Such defined problem in
(1.2.2) is denoted by
dxt ∈ F (t, xt)dt+G(t, xt)dwt.
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However there are only a few literatures related to considering the set-valued
stochastic differential equation or integral equation because of the complexity
of derivative of set-valued functions and the difficulties for defining set-valued
stochastic integrals. For instance, in the 1-dimensional Euclidean space R, even
if the integrand Gt(ω) = [−1, 1] a.s., Ogura [56] pointed out that the integral∫ t
0
GτdBτ is unbounded a.s. (In [56], the definition of stochastic integral for
set-valued stochastic differential equation is a little different from that in this
thesis). Thus it is difficult to consider the strong solution of the following
stochastic differential equation,
Xt = X0 +
∫ t
0
Fτ (Xτ )dτ +
∫ t
0
Gτ (Xτ )dBτ , t ∈ [0, T ],
where F , G and Xt are set-valued.
In a separable Banach space, Michta [52] studied compact convex set-valued
random differential equation without the diffusion term:
DHXt = F (t,Xt) P.1, t ∈ [0, T ]− a.e.
X0 = U P.1
(1.2.3)
where F and U are given set-valued random variables with values in the space
of all nonempty, compact and convex subsets of X. DHXt is the Hukuhara
derivative of Xt. Under the assumption of F being continuous in t with respect
to the Hausdorff distance and other conditions, the author in [52] obtained
the existence of solution of the problem (1.2.3). The author also discussed the
relationship between set-valued differential equation and differential inclusion.
1.3 Main Results of this Work
This thesis is devoted to set-valued martingales, integrals of set-valued stochas-
tic processes and strong solution of set-valued differential equations when the
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basic space is a wider class than finite dimensional Euclidean space.
Chapter 2 presents the background material and some results that are re-
quired in later chapters.
In chapter 3, the definitions of set-valued martingales, submartingales and su-
permartingales come from Hiai and Umegaki [21], but the integrably bounded
condition therein will be relaxed to integrable one. Then we study the prop-
erties of set-valued martingales. Interval valued martingale are studied as a
concrete example of set-valued case. Several equivalent conditions on the set-
valued martingale are discussed. We got that a set-valued martingale can be
represented as the closure of a sequence of single valued martingales.
In chapter 4, we give a definition of single valued stochastic integration on
a so-called M-type 2 Banach space (see e.g. [9, 10]) with respect to a real
valued Brownian motion. Then we employ Jung and Kim’s definition [30] on
the set-valued stochastic integral and replace R by the real separable M-type
2 Banach space X. After that, we study properties of set-valued stochastic
integrals. There are some results similar to single valued case. What deserves
to be pointed out is there are some very different points compared with single
valued stochastic integrals since the complexity of set-valued functions. For
example, a single valued stochastic integral is L2-bounded then is bounded
almost surely, furthermore the expectation is zero almost surely, but a set-
valued stochastic integral may be an unbounded subset of X almost surely.
Single valued stochastic integral is a single valued martingale but the set-valued
one is a set-valued submartingale. By considering the dual space X∗ of X, for
x∗ ∈ X∗ and a stochastic set-valued processes {Ft : t ∈ [0, T ]}, the weak version
of {Ft : t ∈ [0, T ]}, denoted by {F x∗t : t ∈ [0, T ]} is studied. we also study
the weak version of set-valued stochastic integrals and the connections with the
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ones of {F x∗t : t ∈ [0, T ]}.
In chapter 5, we firstly give the definition of integrals of set-valued stochastic
processes with respect to Lebesgue measure in time interval [s, t]. Then we
study the properties of this kind of integrals. When taking a product measurable
version, some important results are obtained, which are necessary and applicable
in considering the strong solution of a set-valued differential equation.
Chapter 6 is devoted to the strong solution of set-valued differential equation.
Inspired by Aubin and Da Prato [4], in a separable M-type 2 Banach space X,
we will study the set-valued stochastic differential equation with set-valued drift
term and single valued diffusion term, which is presented as follows:
Xt = X0 +
∫ t
0
a(s,Xs)ds+
∫ t
0
b(s,Xs)dBs, t ∈ [0, T ], (1.3.1)
where both Xs and a(s,Xs) are set-valued, b(s,Xs) is single valued, and {Bt}
is a real valued Brownian motion. The sum of a set X and an single point y is
defined as X + y = {x+ y : x ∈ X}.
Then we obtain
Theorem . Suppose a(·, ·) and b(·, ·) are product measurable, H-bounded and
Lipschitz conditions in the following sense:
H
({0}, a(t,X))+ ‖b(t,X)‖ ≤ C(1 +H({0}, X));X ⊂ X, t ∈ [0, T ]
for some constant C, and
H
(
a(t,X), a(t, Y )
)
+ ‖b(t,X)− b(t, Y )‖ ≤ DH(X,Y );X, Y ⊂ X, t ∈ [0, T ]
for some constant D, where H(A,B) is the Hausdorff distance between the sets
A and B. Then for any given L2-integrably bounded, weakly compact, set-valued
random variable X0, the equation 1.3.1 has the unique H-continuous solution.
If the space X is assumed further to be reflexive, then the condition of initial
value X0 can be relaxed to be L
2-integrably bounded and weakly closed.
Note: here we need not to assume the integrands a, b being continuous in t
with respect to Hausdorff distance, which is needed in [52].
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Chapter 2
Notations and Preliminaries
This chapter is intended to notations and preliminary results on set-valued
random variables and set-valued stochastic processes, which will be used in
later chapters.
Throughout this paper, we denote
N: the set of all natural numbers,
R: the set of all real numbers,
R+: the set of all nonnegative real numbers,
B(E): the Borel sigma-algebra of a topological space E,
(Ω,F , P ): a complete probability space,
(X, ‖ · ‖): a separable Banach space equipped with Borel sigma-algebra B(X),
M(Ω;X): the family of all X- valued Borel-measurable functions,
X∗: the topological dual space of X,
K(X): the family of all nonempty closed subsets of X,
Kc(X): the family of all nonempty closed convex subsets of X,
Kb(X): the family of all nonempty closed bounded subsets of X,
Lp(Ω,F , P ;X)=Lp(Ω;X)(p ≥ 1): the Banach space of equivalence classes of
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X-valued Borel measurable functions f : Ω→ X such that the norm
‖f‖p = {
∫
Ω
‖f(ω)‖pdP} 1p , if 1 ≤ p <∞,
‖f‖∞ = ess supω∈Ω ‖f(ω)‖, if p =∞,
is finite. f is called Lp-integrable if f ∈ Lp(Ω;X).
For A,B ∈ 2X (the power set of X), H(A,B) ≥ 0 is defined by
H(A,B) := max{sup
x∈A
inf
y∈B
||x− y||, sup
y∈B
inf
x∈A
||x− y||}.
For A ∈ K(X), define ‖A‖K := H(A, 0) = supa∈A ‖a‖. In the case of A =
[a, b] ∈ Kc(R), we have ‖A‖K = max{|a|, |b|}.
Definition 2.0.1. For A,B ∈ Kb(X), H(A,B) is called the Hausdorff distance
between A and B.
Note: In some references, about the Hausdorff distance, there is an equivalent
definition (see for example [47, 69]):
H(A,B) := max
{
inf{λ : B ⊂ U¯(A, λ)}, inf{λ : A ⊂ U¯(B, λ)}},
where U¯(A, λ) = {x : d(a,A) ≤ λ}.
The following results are well-known. (see for example [21], [47]).
Proposition 2.0.1. (i) For A,B,C,D ∈ K(X), we have
H(A+B,C +D) ≤ H(A,C) +H(B,D),
H(A⊕B,C ⊕D) = H(A+B,C +D),
where A⊕B := cl{a+ b; a ∈ A, b ∈ B}.
(ii) For A,B ∈ K(X), µ ∈ R, we have
H(µA, µB) = |µ|H(A,B).
Proposition 2.0.2. The space of all bounded closed subsets of X with respect
to the Hausdorff distance H is a complete metric space (see e.g. Theorem 1.1.2
in [47]).
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2.1 Preliminary Results on Set-Valued Ran-
dom Variables
Let F : Ω→ K(X) be a set-valued function from a measurable space (Ω,F) to
the family of closed subsets of a space X. Denote the sets
D(F ) := {ω ∈ Ω : F (ω) 6= ∅} and G(F ) := {(ω, x) : x ∈ F (ω)},
which are called the domain of F and the graph of F , respectively. Also denote
the inverse image of F by
F−1(B) := {ω ∈ Ω : F (ω) ∩B 6= ∅}, B ⊂ X.
Definition 2.1.1. A set-valued function F : Ω→ K(X) is said to be measurable
or weakly measurable if for any open set O ⊂ X, the inverse F−1(O) ∈ F . Such a
function F is called a set-valued random variable or random set. F : Ω→ K(X)
is called strongly measurable if for any closed set C ⊂ X, the inverse F−1(C) ∈
F .
Remark 1. A strongly measurable set-valued function is always weakly mea-
surable (see e.g. Theorem 1.2.2 in [47]). In this thesis, the measurability of
set-valued functions always means weakly measurable.
Let M(Ω,F , P ;K(X)) (resp. M(Ω,F , P ;Kc(X)), M(Ω,F , P ;Kb(X))) be
the family of all (resp. convex, bounded) set-valued random variables, briefly
denoted by M(Ω;K(X)) (resp. M(Ω;Kc(X), M(Ω;Kb(X)).
For F ∈ M(Ω,K(X)), an X-valued function f : Ω → X will be said to be
a selection of F if f(ω) ∈ F (ω) for all ω ∈ Ω. The selection f is called a
measurable selection if it is Borel measurable.
A mapping g from a measurable space (E1,A1) into another measurable space
(E2,A2) is called A1/A2-measurable if g−1(B) = {x ∈ E; g(x) ∈ B} ∈ A1 for
all B ∈ A2.
For any open subset O ⊂ X, set
ZO := {E ∈ K(X) : E ∩O 6= ∅},
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C := {ZO : O ⊂ X, O is open},
and let σ(C) be the σ-algebra generated by C.
Proposition 2.1.1. A set-valued function F : Ω→ K(X) is measurable if and
only if F is F/σ(C)-measurable.
Proof. If F : (Ω,F)→ (K(X), σ(C)) is F/σ(C)-measurable, then for every open
subset O ⊂ X, we have
F−1(O) = {ω ∈ Ω : F (ω) ∩O 6= ∅} = {ω ∈ Ω : F (ω) ∈ ZO} ∈ F ,
which yields {ω ∈ Ω : F (ω) ∈ σ(C)} ∈ F .
Conversely, if F is measurable, then for each open subset O ⊂ X, it holds
that {ω ∈ Ω : F (ω) ∈ ZO} ∈ F , so that for every Z ∈ σ(C), {ω ∈ Ω : F (ω) ∈
Z} ∈ F .
The following basic theorem states the measurability of set-valued functions.
Theorem 2.1.1. (See e.g. [12, 21]) Let (Ω,F) be a measurable space and X
a separable metric space. Let F : Ω → K(X) be a set-valued function F (ω) is
closed for all ω ∈ Ω. Consider the following conditions:
(i) for each Borel set B ⊂ X, F−1(B) ∈ F ;
(ii) for each closed set C ⊂ X, F−1(C) ∈ F ;
(iii) for each open set O ⊂ X, F−1(O) ∈ F ;
(iv) D(F ) ∈ F , and ω → d(x, F (ω)) is a measurable function of ω ∈ D(F )
for each x ∈ X;
(v) D(F ) ∈ F , and there exists a sequence {fn} of measurable functions
fn : D(F )→ X such that F (ω) = cl{fn(ω)} for all ω ∈ D(F );
(vi) G(F ) is F ⊗ B(X)-measurable.
Then the following statements (1)-(3) hold:
(1) (i)⇒(ii) ⇒(iii) ⇔(iv)⇒(vi).
(2) If X is complete, then (iii)⇔(v).
(3) If X is complete and there exists a complete σ-finite measure defined on
F , then all the conditions (i)-(vi) are equivalent.
The representation F (ω) = cl{fn(ω)} for all ω ∈ D(F ) is usually called the
Castaing representation of set-valued variable F .
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The X-valued function f is said to be an Lp-integrable selection of F if f ∈
Lp(Ω;X) and f(ω) ∈ F (ω) a.s. The family of all Lp-integrable selections is
defined by
SpF (F) := {f ∈ Lp(Ω,F , P ;X) : f(ω) ∈ F (ω) a.s.}, p ≥ 1.
In the following, SpF (F) is denoted briefly by SpF .
A set-valued random variable F is said to be Lp(p ≥ 1)-integrable if SpF is
nonempty. Particularly, L1-integrable may be briefly said to be integrable. F is
called Lp(p ≥ 1)-integrably bounded if there exits h ∈ Lp(Ω,F , P ;R) s.t. for all
x ∈ F (ω), ‖x‖ ≤ h(ω) almost surely. F is Lp(p ≥ 1)-integrably bounded if and
only if ‖F‖K ∈ Lp(Ω;R).
The family of all K(X)-valued (resp. Kc(X)-valued) L
p-integrably bounded
random variables is denoted by Lp(Ω,F , P ;K(X)) (resp. Lp(Ω,F , P ;Kc(X))).
Write for brevity by Lp(Ω;K(X)) (resp. Lp(Ω;Kc(X)) ).
Definition 2.1.2. Let Γ be a set of measurable functions f : Ω → X. we call
Γ is decomposable with respect to the σ-algebra F if for any F -measurable set
A and functions f1, f2 ∈ Γ,
χAf1 + χACf2 ∈ Γ,
where AC is the complementary set of A, and χA is the indicator function of
set A, i.e.
χA(ω) =
1 if ω ∈ A,0 if ω /∈ A.
It is noticed that Γ is decomposable with respect to F if and only if for any
finite partition A1, .., An of Ω and functions f1, ..., fn ∈ Γ,
χA1f1 + ...+ χAnfn ∈ Γ.
In the following we present some preliminary results that will be used in later
chapters.
Proposition 2.1.2. (See [21]) Let Γ be a nonempty closed subset of Lp(Ω,F , P ;X)
and 1 ≤ p < ∞. Then there exists an F ∈ M(Ω;K(X)) such that Γ = SpF if
and only if Γ is decomposable with respect to F .
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Theorem 2.1.2. (See [14])Kuratowski-Ryll-Nardzewski Selection The-
orem A measurable random variable from a measurable space to a Polish space
admits a measurable selection.
Let R¯ denote the set of extended real numbers, i.e., R¯ = [−∞,+∞]. Let
φ : Ω×X→ R¯ be an F ⊗B(X)-measurable function. The integral functional Iφ
with an integrand φ is defined as follows: for a measurable function f : Ω→ X,
Iφ(f) =
∫
Ω
φ(ω, f(ω))dP, (2.1.1)
if the integral exists permitting ±∞.
Lemma 2.1.1. (See [21])Let F ∈ M(Ω;X) and Let φ : Ω × X → R¯ be an
F ⊗ B(X)-measurable function. Assume either
(i) φ(ω, x) is upper semicontinuous in x for every ω ∈ Ω, or
(ii) φ(ω, x) is lower semicontinuous in x for every ω ∈ Ω,
Then the functions
ω → inf{φ(ω, x) : x ∈ F (ω)}
and
ω → sup{φ(ω, x) : x ∈ F (ω)}
are measurable.
Moreover, if the functional (2.1.1) is defined for all f ∈ SpF satisfying Iφ(f0) <
∞ for some f0 ∈ SpF , then
inf
f∈SpF
Iφ(f) =
∫
Ω
inf
x∈F (ω)
φ(ω, x)dP
and
sup
f∈SpF
Iφ(f) =
∫
Ω
sup
x∈F (ω)
φ(ω, x)dP.
There is the Castaing representation for a set-valued random variable F if
the set of all integrable selections S1F is nonempty.
Lemma 2.1.2. (See [21])Let F ∈ M(Ω,F , P ;K(X)) and 1 ≤ p ≤ ∞. If
SpF is nonempty, then there exists a sequence {f i : i ∈ N} ⊂ SpF such that
F (ω) = cl{f i(ω) : i ∈ N} for all ω ∈ Ω, where the closure is taken in X.
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Lemma 2.1.3. (See [21])Let F1, F2 ∈M(Ω,F , P ;K(X)), 1 ≤ p ≤ ∞, SpF1 6= ∅
and SpF2 6= ∅ then SpF1 = SpF2 if and only if F1(ω) = F2(ω) a.s.
Lemma 2.1.4. (See [21]) Let F ∈ M(Ω;K(X)) and 1 ≤ p < +∞. If SpF 6= ∅,
then SpF is convex if and only if F (ω) is convex a.s.
Lemma 2.1.5. Let F ∈M(Ω;K(X)). Then F is Lp-integrably bounded if and
only if SpF is nonempty and bounded in L
p(Ω;X).
Proof. The case of p = 1 is due to Hiai-Umegaki [21]. By a manner similar to
that of p = 1, we can also prove the statement for 1 < p ≤ +∞.
Lemma 2.1.6. (See [21]) Let F1, F2 ∈M(Ω;X) and F (ω) = cl(F1(ω)+F2(ω))
for all ω ∈ Ω. Then F ∈ M(Ω;X). Moreover if SpF1 and SpF2 are nonempty
where 1 ≤ p <∞, then SpF = cl(SpF1 + SpF2), the closure in Lp(Ω;X).
Lemma 2.1.7. Let F1, F2 ∈M(Ω,F , P ;K(X)), 1 ≤ p ≤ ∞ and SpF1 6= ∅, then
SpF1 ⊂ SpF2 if and only if F1(ω) ⊂ F2(ω) a.s.
Proof. Assume SpF1 ⊂ SpF2 , because SpF1 6= ∅, then by the Lemma 2.1.2, there
exists a sequence {f i : i ∈ N} ⊂ SpF such that F (ω) = cl{f i(ω) : i ∈ N} for
all ω ∈ Ω. Moreover, f i ∈ SpF2 , therefore f i(ω) ∈ F2(ω) a.s. Then {f i(ω) :
i ∈ N} ⊂ F2(ω) a.s. by the countability of {f i(ω) : i ∈ N}. Furthermore
cl{f i(ω) : i ∈ N} ⊂ F2(ω) a.s. since the closedness of F2(ω).
Conversely, assume F1(ω) ⊂ F2(ω) a.s., SpF1 6= ∅, take any f ∈ SpF1 ,then
f(ω) ∈ F1(ω) a.s., further, f(ω) ∈ F2(ω) a.s. since F1(ω) is a subset of F2(ω)
a.s., that is f ∈ SpF2 , so SpF1 ⊂ SpF2 .
The integral (or expectation) of a set-valued random variable F was defined
by Aumann in 1965:
E[F ] := {E[f ] : f ∈ S1F}.
Since set-valued stochastic integrals (It will be studied in chapter 4) are in-
tegrable but maybe unbounded almost surely (see [56]), in order to study mar-
tingale property of set-valued stochastic integrals later, here we need to use the
extended definition of conditional expectation compared with that in [21].
Assume B is a sub-sigma algebra of F , F is an L1-integrable set-valued ran-
dom variable, the conditional expectation of F with respect to B is defined as
follows:
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Lemma 2.1.8. (See e.g. [53]) Let F be an L1-integrable set-valued random
variable. For each sub-sigma algebra B ⊂ F , there exists a unique integrable
B-measurable set-value random variable Y (denoted by Y = E [F |B] and called
the conditional expectation of F ) such that
S1Y (B) = cl{E[f |B] : f ∈ S1F},
where the closure is taken in L1.
2.2 Preliminary Results on Set-Valued Stochas-
tic Processes
F = {Ft : t ≥ 0} (or denoted by F = {F (t) : t ≥ 0})is called a set-valued
stochastic process if for every fixed t ≥ 0, Ft(·) is a set-valued random variable.
F = {Ft : t ≥ 0} is called Lp-integrable if every Ft is Lp-integrable.
Throughout this paper, assume that a complete filtered probability space
(Ω,F , (F t)t≥0, P ) satisfies the following usual conditions, that is
(i) (completeness): F0 contains all the P -null subsets of Ω.
(ii) (nondecreasing): F s ⊂ F t, for all s ≤ t ∈ R+.
(iii) (right continuity): F t = F t+ =
⋂
ε>0F t+ε.
Further denote F∞ := σ(∪t≥0F t).
An X-valued stochastic process f = {ft : t ≥ 0} (or denoted by f = {f(t) :
t ≥ 0} )is defined as a function f : R+×Ω −→ X with F t-measurable section ft,
for t ≥ 0. We say f is measurable if f is B+⊗F -measurable (here B+ = B(R+)).
The process f = {ft : t ≥ 0} is F t-adapted if ft is F t-measurable for every t ≥ 0.
In a fashion similar to the X-valued stochastic process, a set-valued stochastic
process F = {Ft : t ≥ 0} is defined as a set-valued function F : R+×Ω −→ K(X)
with F t-measurable section Ft for t ≥ 0. It is called measurable if it is B+⊗F -
measurable and F t-adapted if for any fixed t, Ft(·) is F t-measurable.
Proposition 2.2.1. Let F = {Ft : t ≥ 0} be a stochastic process. Then there
exists a sequence of X-valued stochastic processes {fnt : n ∈ N} such that
Ft(ω) = cl{fnt (ω) : n ∈ N} for all (t, ω). (2.2.1)
Moreover, if F is F t-adapted, then there exists an adapted sequence such that
(2.2.1) holds.
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Proof. For every t ∈ R+, Ft is F -measurable. Therefore, by Theorem 2.1.1,
there exists a sequence of X-valued random variables {fnt : n ∈ N} (This se-
quence depends on t) such that
Ft(ω) = cl{fnt (ω) : n ∈ N} for all ω.
Let t vary in R+. Then for every n, {fnt } is an X-valued stochastic process
since for each t ∈ R+, ft is an X-valued random variable. Moreover, if F is F t-
adapted, then for each t, we can find an F t-measurable sequence {fnt : n ∈ N}
such that
Ft(ω) = cl{fnt (ω) : n ∈ N} for all ω.
Corollary 2.2.1. Let F = {Ft : t ≥ 0} be a stochastic process and for each t,
Ft is L
p(p ≥ 1)-integrable. Then there exists a sequence of X-valued stochastic
processes {fnt : n ∈ N}. For each t, ft is Lp-integrable and
Ft(ω) = cl{fnt (ω) : n ∈ N} for all (t, ω).
Proof. It can be obtained by Lemma 2.1.2 and Proposition 2.2.1.
Proposition 2.2.2. Let F = {Ft : t ≥ 0} be an F t-adapted and measurable
set-valued stochastic process. Then there exists an F t-adapted and measurable
selection f = {ft : t ≥ 0} such that
ft(ω) ∈ Ft(ω) for all (t, ω) ∈ R+ × Ω.
Proof. Let Σ := {Z ∈ B+ ⊗ F : Zt ∈ F t, each t ≥ 0}, where Zt denotes the
section of Z determined by t ≥ 0, i.e. Zt = {ω ∈ Ω : (t, ω) ∈ Z}. We know
that Σ is a σ-algebra on R+ × Ω. A function f : R+ × Ω→ X (or a set-valued
function F : R+ × Ω → K(X)) is measurable and adapted if and only if it
is Σ-measurable. Then according to Kuratowski-Ryll-Nardzewski measurable
selection theorem, for every F t-adapted and measurableK(X)-valued stochastic
process F = {Ft : t ≥ 0}, there exists an F t-adapted and measurable X-valued
selection f = {ft : t ≥ 0} such that
ft(ω) ∈ Ft(ω) for all (t, ω) ∈ R+ × Ω.
.
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Let Lp(X) be the family of all Ft-adapted X-valued stochastic processes
f = {ft,F t : t ≥ 0} such that for each t ≥ 0, ft ∈ Lp(Ω,F t, P ;X). i.e. the fam-
ily of all X-valued integrable F t-adapted stochastic processes. Let Lp(K(X))
denote the family of all Ft-adapted K(X)-valued stochastic processes F =
{Ft,F t : t ≥ 0} such that for each t ≥ 0, ‖Ft‖K ∈ Lp(Ω,F t, P ;R).
An X-valued stochastic process f = {ft,F t : t ≥ 0} ∈ Lp(X) is called an
Lp-selection of the set-valued stochastic process F = {Ft,F t : t ≥ 0} if for
each t, ft(ω) ∈ Ft(ω) a.s.
Let Sp(F (·)) be the set of all Lp-selections of set-valued stochastic process
F = {Ft,F t : t ≥ 0}. For brevity, write S(F (·)) = S1(F (·)).
17
Chapter 3
Equivalent Conditions of
Set-Valued Martingales
As a special kind of set-valued processes, set-valued martingales are a natural
generalization of single valued martingales. Van Cutsem first introduced the
notion of set-valued martingales in 1969 in the case of convex and compact
set-valued processes. In 1977 ([21]), Hiai and Umegaki gave a new definition
of conditional expectation by using the selector method without the assump-
tion of compactness. Correspondingly, they defined the set-valued martingale,
set-valued sub- and supermartingale based on the concept of conditional expec-
tation, which makes the theory of set-valued martingales go further. After that,
conditional expectations and set-valued martingales were received widespread
attentions with applications such as in control theory, fuzzy theory and finance
etc. Many results were obtained such as various convergence theorems, the rep-
resentation theorem of set-valued martingale, asymptotic martingales, etc (see
for example [22], [46]-[48], [58]-[63], [68], [76]-[77]).
In this chapter, we mainly discussed the several equivalent conditions of set-
valued martingales based on the Theorem 3.1 in [48]. But here we consider the
basic space is a separable Banach space and the martingale may take unbounded
value.
Assume (Ω,F , (F t)t≥0, P ) is a complete nonatomic filtered probability space.
The filtration {F t)t≥0} satisfies the usual conditions given in Section 2.2. For
s < t, if the probability space has no F s-atom, then the conditional expectation
E [Ft|F s] is convex ([53], page 173). So, in order to define a set-valued martingale
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with a nonatomic probability space, at least we need that the process is convex-
valued.
By the Lemmata 2.1.3, 2.1.7 and 2.1.8, it is reasonable to give the following
definitions on set-valued martingale, set-valued submartingale and supermartin-
gale.
Definition 3.0.1. An integrable convex set-valued Ft-adapted stochastic pro-
cess {Ft,Ft : t ≥ 0} is called a set-valued Ft-martingale if for any 0 ≤ s ≤ t it
holds that E [Ft|Fs] = Fs in the sense of S1E[Ft|Fs](Fs) = S1Fs(Fs).
It is called a set-valued submartingale (supermartingale) if for any 0 ≤ s ≤ t,
E [Ft|Fs] ⊃ Fs (resp. E [Ft|Fs] ⊂ Fs) in the sense of S1E[Ft|Fs](Fs) ⊃ S1Fs(Fs)
(resp. S1E[Ft|Fs](Fs) ⊂ S1Fs(Fs))
An X-valued martingale f = {ft,Ft, t ≥ 0} is called an Lp-martingale se-
lection of the set-valued stochastic process F = {Ft,Ft, t ≥ 0} if it is an
Lp-selection of F = {Ft,Ft, t ≥ 0}. The family of all Lp-martingale se-
lections of F = {Ft,Ft : t ≥ 0} is denoted by MSp(F (·)). Briefly, write
MS(F) =MS1(F(·)).
3.1 Interval Valued Martingales
Interval valued martingales are a concrete example of set-valued martingales.
Owning to the speciality and intuitiveness, interval random processes are gen-
erally applied in practical (see e.g. [27, 56, 89]). About interval valued martin-
gales, we have the following results.
Lemma 3.1.1. F ∈ M(Ω;Kc(R)) if and only if there exist two measurable
functions f, g ∈ M(Ω;R) s.t. for all ω ∈ Ω, f(ω) ≤ g(ω) and F (ω) =
[f(ω), g(ω)].
Proof. if F ∈ M(Ω;Kc(R)), then for every ω ∈ Ω, F (ω) is a closed interval.
By the Theorem 2.1.1, there exist a sequence {fn} of measurable functions such
that F (ω) = cl{fn(ω)} for all ω ∈ Ω. Then f = infn fn and g = supn fn are
measurable and satisfy the condition.
The converse is easy by using the definition of a set- valued measurable func-
tion since for every open subset O of R,
{ω ∈ Ω : F (ω) ∩O 6= ∅}
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= Ω \ ({ω ∈ Ω : f(ω) ≥ inf
x∈O
x} ∪ {ω ∈ Ω : g(ω) ≤ sup
x∈O
x}) ∈ F .
Theorem 3.1.1. Let F = {F (t),Ft : t ≥ 0} be an adapted interval-valued
stochastic process, and F = {F (t),Ft : t ≥ 0} ⊂ L1(Ω,F , P ;Kc(R)), then the
following two statements are equivalent:
(1) F = {F (t),Ft : t ≥ 0} is an interval-valued martingale;
(2) there exist two real-valued martingale selection ξ = {ξ(t),Ft : t ≥ 0} and
η = {η(t),Ft : t ≥ 0}, s.t. for each t, F (t, ω) = [ξ(t, ω), η(t, ω)] a.s.
Proof. Step 1: ‘(2) ⇒ (1)’ can be derived from Example 4.1.3 in [47]. Indeed,
for any 0 ≤ s ≤ t,
S1Fs(Fs) = {f ∈ L1(Ω,Fs, P ;R) : ξ(t, ω) ≤ f(t, ω) ≤ η(t, ω) a.s.}.
Take g ∈ S1E[F (t)|Fs](Fs),
ξ(s) = E[ξ(t)|Fs] ≤ E[g(t)|Fs] ≤ E[η(t)|Fs] = η(s) a.s.
and E[g|Fs] is Fs-measurable, so E[g|Fs] ∈ S1Fs(Fs). Thus
cl{E[g|Fs] : g ∈ S1Ft} ⊂ S1Fs(Fs), (3.1.1)
that is to say
S1E[F (t)|Fs](Fs) ⊂ S1Fs(Fs).
Conversely, take g ∈ S1Fs(Fs), define λ(s, ω) = (g(s, ω) − ξ(s, ω)) \ (η(s, ω) −
ξ(s, ω)) if ξ(s, ω) < η(s, ω) otherwise equals to 0, and define a random variable
by
h(ω) = λ(ω)ξ(t, ω) + (1− λ(s, ω))η(t, ω).
Clearly h ∈ S1F (t)(Ft) and E[h|Fs] = g a.s., then
S1Fs(Fs) ⊂ SE[F (t)|Fs](Fs). (3.1.2)
From (3.1.1) and (3.1.2), we get (1) holds.
Step 2: Now we prove ‘(1) ⇒ (2)’. Assume F = {F (t),Ft : t ≥ 0} is an
interval-valued martingale, by Lemma 3.1.1, there exist two real valued Ft-
adapted stochastic processes ξ = {ξ(t),Ft : t ≥ 0} and η = {η(t),Ft : t ≥ 0},
s.t. for each t, F (t, ω) = [ξ(t, ω), η(t, ω)] a.s.
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For any 0 ≤ s ≤ t,
S1Ft = {f ∈ L1(Ω,F , P ;R) : ξ(t, ω) ≤ f(ω) ≤ η(t, ω) a.s.},
S1E[Ft|Fs](Fs) = cl{E[f |Fs] : f ∈ S1Ft}
= cl{E[f |Fs] : E[ξt|Fs](ω) ≤ E[f |Fs](ω) ≤ E[ηt|Fs](ω) a.s.}
= S1Fs(Fs)
= {g ∈ L1(Ω,Fs, P ;R) : ξ(s, ω) ≤ g(ω) ≤ η(s, ω) a.s.}
By virtue of the property of the real valued conditional expectation and by the
closedness of the set {g ∈ L1(Ω,Fs, P ;R) : ξ(s, ω) ≤ g(ω) ≤ η(s, ω) a.s.}, we
have
E[ξt|Fs] = ξs, a.s. and E[ηt|Fs] = ηs a.s.,
which yields (2).
3.2 Equivalent Conditions of Set-valued Mar-
tingales
Theorem 3.2.1. Let T ∈ R+, F = {Ft,Ft : t ∈ [0, T ]} be an adapted, inte-
grable, convex set-valued stochastic process. Then the following statements are
equivalent:
(1) F = {Ft,Ft : t ∈ [0, T ]} is a set-valued martingale;
(2) for any 0 ≤ s ≤ t ≤ T , we have
S1Fs(Fs) = cl{E[g|Fs] : g ∈ S1Ft(Ft)};
(3) for any s ∈ [0, T ],
S1Fs(Fs) = cl{gs : (gt)t∈[0,T ] ∈MS(F)}.
Proof. ‘(1) ⇔ (2)’ is obvious from the definitions of the set-valued martingale
and the conditional expectation of a set-valued random variable.
Now we prove ‘(2) ⇒ (3)’: Assume (2) holds, then taking t = T , for any
0 ≤ s ≤ T , we have
S1Fs(F s) = cl{E[g|F s] : g ∈ S1FT (FT )}.
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Let h = {hs = E[g|F s]}s∈[0,T ], then h is an X-valued martingale, and is a
selection of F since h(s) ∈ S1Fs(F s) for every s ∈ [0, T ], i.e. h = {hs}s∈[0,T ] ∈
MS(F). Therefore
S1Fs(Fs) = cl{E[g|Fs] : g ∈ S1FT (FT )} ⊂ cl{gs : (gu)u∈[0,T ] ∈MS(F)}. (3.2.1)
Conversely, assume g = (gs : s ∈ [0, T ]) ∈ MS(F), then for every s ∈ [0, T ],
gs ∈ S1Fs(F s), so that
cl{gs : (gu)u∈[0,T ] ∈MS(F)} ⊂ S1Fs(F s) = cl{E[g|Fs] : g ∈ S1FT (FT )} (3.2.2)
From (3.2.1) and (3.2.2), we have S1Fs(Fs) = cl{gs : (gt)t∈[0,T ] ∈MS(F)}, i.e.
(3) is true.
At last we prove ‘(3)⇒ (2)’: Assume for any s ∈ [0, T ],
S1Fs(Fs) = cl{gs : (gt)t∈[0,T ] ∈MS(F)}.
Obviously,
cl{gs : (gt)t∈[0,T ] ∈MS(F)} ⊂ cl{E[g|Fs] : g ∈ S1Ft(Ft)}. (3.2.3)
Conversely, let 0 ≤ s ≤ t ≤ T and take arbitrary g ∈ SFt(F t), then there exists
a sequence {gn = (gnt )t∈[0,T ] : n ∈ N} ⊂MS(F) such that
‖g − gnt ‖L1 → 0(n→∞).
Therefore it follows that
‖E[g|F s]− E[gnt |F s]‖L1 ≤ ‖g − gnt ‖L1 → 0(n→∞)
and E[gnt |F s] = gns ∈ S1Fs(F s). Then we have E[g|F s] ∈ S1Fs(F s) by the closed-
ness of S1Fs(F s). Therefore we have
cl{E[g|Fs] : g ∈ S1Ft(Ft)} ⊂ S1Fs(F s) = cl{gs : (gt)t∈[0,T ] ∈MS(F)}. (3.2.4)
From (3.2.3) and (3.2.4), we get (2) is true.
Note: In general case, MS(F) ⊂ S(F(·)). And statement (3) does not mean
S(F (·)) = MS(F) even though the limit (in L1) process of a single valued
martingale sequence is still a martingale.
Remark 2. When the time parameter set is R+ and F = {Ft,Ft : t ∈ R+} is
integrably bounded, Li and Ren [48] proved the result. In fact the condition of
integrably bounded can be released to integrable. Here the time parameter set
R+ is replaced by the interval [0, T ], then the proof ‘(2) ⇒ (3)’ becomes much
easier.
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Chapter 4
Set-Valued Stochastic Integrals
with respect to Brownian
Motion
In this chapter, we firstly describe the definitions and properties of single valued
stochastic integrals in an M-type 2 Banach space. And then extend the concepts
to set-valued case in M-type 2 Banach space setting.
Let p be 1 ≤ p < ∞, X a separable Banach space, T ∈ R+, (Ω,F ,Ft, P ) a
complete probability space with filtration {Ft : t ∈ [0, T ]} and for 0 ≤ s ≤ t ≤ T
and λ([s, t]) the Lebesgue measure in the interval [s, t]. In the following, the
Lebesgue integral
∫
[s,t]
fdλ will be denoted by
∫ t
s
fτdτ , where f is a Lebesgue
integrable functional. Let Lp
((
[0, T ] × Ω),B([0, T ]) ⊗ F , λ × P ;X) denoted
briefly by Lp([0, T ] × Ω;X) be the Banach space of equivalence classes of X-
valued, B([0, T ])⊗F -measurable functions f : [0, T ]× Ω→ X such that∫
[0,T ]×Ω
‖f(t, ω)‖pdλdP < +∞.
Let Lp(X) be the family of all B([0, T ])⊗F -measurable, F t-adapted, X-valued
stochastic processes f = {ft,Ft : t ∈ [0, T ]} such that
E
[ ∫ T
0
‖fs‖pds
]
:=
∫
[0,T ]×Ω
‖f(t, ω)‖pdλdP < +∞,
and Lp(K(X)) the family of all B([0, T ]) ⊗ F -measurable, F t-adapted, set-
valued stochastic processes F = {Ft,Ft : t ∈ [0, T ]} such that {‖Ft‖K}t∈[0,T ] ∈
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Lp(R). In a manner similar to that of defining Lp(K(X)), we define the space
Lp(Kc(X)).
For a B([0, T ]) ⊗ F -measurable set-valued stochastic process {Ft,Ft : t ∈
[0, T ]}, a B([0, T ]) ⊗ F -measurable selection f = {ft,Ft : t ∈ [0, T ]} is called
Lp-selection if f = {ft,Ft : t ∈ [0, T ]} ∈ Lp(X). The family of all Lp-selections
is denoted by Sp
(
F (·)). That is to say
Sp
(
F (·)) = {f ∈ Lp(X); f(t, ω) ∈ F (t, ω) for a.e. (t, ω) ∈ [0, T ]× Ω}.
Note: Sp
(
F (·)) is different from Sp(F (·)) appearing in chapter 3.
Proposition 4.0.1. Let {Ft,Ft : t ∈ [0, T ]} ∈ Lp(K(X)). Then Sp
(
F (·)) is
nonempty and bounded in Lp
((
[0, T ]× Ω),B([0, T ])⊗F , λ× P ;X).
Proof. It is clear by Lemma 2.1.5 and Proposition 2.2.2.
4.1 Single Valued Stochastic Integral with re-
spect to Brownian Motion in M-type 2 Ba-
nach Space
Let T ∈ R+, {Bt,Ft : t ∈ [0, T ]} (or denoted by {B(t),F t : t ∈ [0, T ]}) be a
real valued Ft-Brownian motion with B0(ω) = 0 a.s., where we call {Bt,Ft :
t ∈ [0, T ]} an Ft-Brownian motion if it is an Ft-adapted continuous martingale
and for any 0 ≤ t ≤ u ≤ T , E[(Bu −Bt)2] = u− t (see [45]).
Definition 4.1.1. (See [9, 10, 64]) A Banach space (X, ‖ · ‖) is called M-type
2 if and only if there exists a constant CX > 0 such that for any X-valued
martingale {Mk}, the following holds
sup
k
E[‖Mk‖2] ≤ CX
∑
k
E[‖Mk −Mk−1‖2] (4.1.1)
Remark 3. The class of M-type 2 Banach spaces is a wider class than the
class of Hilbert spaces. For any Hilbert space, the above inequality holds with
CX = 1. On the other hand, the Lebesgue function spaces L
p, p > 2 are
examples of M-type 2 Banach spaces but which are not the Hilbert spaces.
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The stochastic integration is well defined in a Hilbert space since it has the
nice geometrical property: inner product. However, for general separable Ba-
nach space there are difficulties in defining the Itoˆ integral since the Itoˆ isometry
does not in general hold. Z. Brzez´niak and A. Carroll in [10] studied the M-
type 2 Banach valued stochastic integration with respect to an X-valued Wiener
process. As a special case, we consider an M-type 2 Banach valued stochastic
integration with respect to the real valued Brownian motion.
Remark 4. A Banach space is M-type 2 if and only if it is 2-uniformly smooth
(see e.g. [10, 64, 74]). Here a Banach space E is said to be 2-uniformly smooth
if and only if for each x, y ∈ E
1
2
(‖x+ y‖2E + ‖x− y‖2E) ≤ ‖x‖2E + A‖y‖2E, (4.1.2)
for some constant A > 0. If E is a Hilbert space the equality (4.1.2) with A = 1,
i.e., the norm ‖·‖E satisfies the parallelogram law. Either of the two inequalities
(4.1.1) and (4.1.2) make it possible to define a meaningful Itoˆ integral for this
class of Banach spaces.
Let Lpstep(X) be the subspace of those f ∈ Lp(X) for which there exists a
partition 0 = t0 < t1 < ... < tn = T such that ft = ftk for t ∈ [tk, tk+1), 0 ≤ k ≤
n− 1, n ∈ N.
For f ∈ L2step(X), define an X-valued F -measurable random variable
IT (f) :=
n−1∑
k=0
ftk(Btk+1 −Btk).
We have the following lemmas, which are crucial for defining the Itoˆ integration
successfully.
Lemma 4.1.1. For f ∈ L2step(X), IT (f) ∈ L2(Ω,F , P ;X), E[IT (f)] = 0 and
E[‖IT (f)‖2] ≤ CXE
[ ∫ T
0
‖ft‖2dt
]
,
where the constant CX is the same one appearing in Definition 4.1.1.
Proof. For any integer 0 ≤ k ≤ n− 1, let
Mk =
k−1∑
i=0
fti(Bti+1 −Bti),
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then Mk is F tk-measurable, E[Mk] = 0, E[IT (f)] = E[Mn−1] = 0 and
E[Mk|F tk−1 ] = E[(Mk−1 + ftk−1(Btk −Btk−1)|F tk−1 ]
= Mk−1 + E[fk−1(Btk −Btk−1)|F tk−1 ]
= Mk−1 + ftk−1E[Btk −Btk−1 ] =Mk−1.
That is to say {Mk,F tk : 0 ≤ k ≤ n− 1} is an X-valued martingale. According
to (4.1.1), immediately we get
E[‖IT (f)‖2] = E[‖
n−1∑
j=0
ftj(Btj+1 −Btj)‖2]
≤ sup
0≤k≤n−1
E[‖
k−1∑
j=0
ftj(Btj+1 −Btj)‖2]
= sup
0≤k≤n−1
E[‖Mk‖2]
≤ CX
∑
k
E[‖Mk −Mk−1‖2]
= CX
∑
k
E[‖ftk−1(Btk −Btk−1)‖2]
= CX
∑
k
E[‖ftk−1‖2]E[|(Btk −Btk−1)|2]
= CX
∑
k
E[‖ftk−1‖2](tk − tk−1)
= CX
∫ T
0
E[‖ft‖2]dt
= CXE
∫ T
0
‖ft‖2dt <∞.
Then IT (f) ∈ L2(Ω,F , P ;X) and the proof is complete.
Lemma 4.1.2. Every element of L2([0, T ];X) is approximated by a sequence of
bounded continuous functions and L2([0, T ];X) is separable.
Proof. Since X is separable, then any f ∈ L2([0, T ];X) is separably-valued, and
approximated by a sequence of finitely valued functions {fn(t) : n ∈ N} ⊂
L2([0, T ];X) (see e.g. [82]), such that
lim
n→∞
‖fn − f‖L2([0,T ];X) = 0. (4.1.3)
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For every fn, there exists finite number of Lebesgue measurable sets Bj, j =
0, 1, ..., nk and {xj : j = 1, 2, ..., nk} ⊂ X such that
fn(t) = χB0(t) · 0 +
nk∑
j=1
χBj(t)xj,
where ∪nkj=0Bj = [0, T ].
Since the Lebesgue measure is regular, for any ε > 0, there exists a bounded
real valued continuous function gj(t) such that
‖χBj(t)− gj(t)‖L2([0,T ];R) <
ε∑nk
j=1 ‖xj‖
.
Setting h(t) = g0(t) · 0 +
∑nk
j=1 gj(t) · xj, obviously, h(t) ∈ L2([0, T ];X), is
continuous, and we have
‖fn(t)− h(t)‖L2([0,T ];X) < ε. (4.1.4)
Since C[0, T ] of real continuous functions is separable, for gj(t) we can choose
cj(t) from a separable basis of C[0, T ] such that
‖gj(t)− cj(t)‖L2([0,T ];R) < ε∑nk
j=1 ‖xj‖
.
Again set k(t) = c0(t) · 0 +
∑nk
j=1 cj(t) · xj, then we have
‖h(t)− k(t)‖L2([0,T ];X) < ε. (4.1.5)
Since S of all finite combinations of cj(t) · xm is countable, (4.1.3), (4.1.4) and
(4.1.5) complete the proof.
Lemma 4.1.3. L2step(X) is dense in L2(X).
Proof. Take f ∈ L2(X), then f ∈ L2(Ω;L2([0, T ];X)). By Lemma 4.1.2, f(ω)
is separably valued a.s. as a function from Ω to L2([0, T ];X). Then f is ap-
proximated by a sequence of finitely valued functions {fn : n ∈ N} [82] such
that
lim
n→∞
‖fn(ω)− f(ω)‖L2([0,T ];X) = 0 (4.1.6)
and
‖fn(ω)‖L2([0,T ];X) ≤ ‖f(ω)‖L2([0,T ];X) +
1
n
. (4.1.7)
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Further f(t) ∈ L2(X) implies
E[‖f(ω)‖2L2([0,T ];X)] = E[
∫ T
0
‖fs‖2ds] < +∞,
so that by the Lebesgue dominated convergence theorem, (4.1.6) and (4.1.7)
yield
lim
n→∞
E[‖fn(ω)− f(ω)‖2L2([0,T ];X)] = 0. (4.1.8)
For fn(ω), there exist F -measurable, finite partition of Ω Aj, j = 0, 1, ..., kn
and finite number of functions gj ∈ L2([0, T ];X) : j = 1, ..., kn such that
fn(ω) = χA0(ω) · 0 +
kn∑
j=1
χAi(ω) · gj,
where 0 is the original point of X.
According to Lemma 4.1.2, for gj ∈ L2([0, T ],X), for any ε > 0, there exist
bounded continuous functions {lj(t)} such that
‖lj(t)− gj(t)‖L2([0,T ];X) <
√
ε
nk
.
Setting
h(ω) = χA0(ω) · 0 +
kn∑
j=1
χAi(ω) · lj(t),
we have
‖fn(ω)− h(ω)‖L2([0,T ],X) <
√
ε,
which yields
E[‖fn(ω)− h(ω)‖2L2([0,T ],X)] < ε. (4.1.9)
For lj(t), set
lnj (t) = lj(
kT
n
) if
kT
n
≤ t < (k + 1)T
n
.
Setting hn(ω) = χA0(ω) · 0 +
∑kn
j=1 χAi(ω) · lnj (t), we have hn(ω) converges to
h(ω) for every ω, so that by the Lebesgue bounded convergence theorem, we
get
lim
n→∞
E[‖hn(ω)− h(ω)‖2L2([0,T ],X)] = 0,
which, together with (4.1.8) and (4.1.9), completes the proof.
28
Then by Lemmata 4.1.1 and 4.1.3, we can extend the integrands into a larger
class L2(X). So for f ∈ L2(X), we can choose a sequence {fn : n ∈ N} ⊂
L2step(X) such that
E
∫ T
0
‖fn − f‖2dt→ 0(n→∞),
then define
IT (f)(ω) :=
∫ T
0
ft(ω)dBt(ω) := lim
n→∞
∫ T
0
fnt (ω)dBt(ω),
where the limit is taken in L2-sense. Then from Lemma 4.1.1 and property
of limit, taking f ∈ L2(X), we have E[‖IT (f)‖2] ≤ CXE
∫ T
0
‖ft‖2dt. For any
interval [s, t] ⊂ [0, T ], the integral ∫ t
s
fudBu can be defined similarly.
The stochastic integral has the following properties.
Proposition 4.1.1. Let f, g ∈ L2(X) and 0 ≤ s < t < T . Then we have
(i) E[It(f)] = 0,
(ii) It(f) ∈ L2(Ω,F , P ;X) and
E[‖It(f)‖2] ≤ CXE
[ ∫ t
0
‖fs‖2ds
]
for all t ∈ [0, T ],
(iii) ∫ T
s
fτdBτ =
∫ t
s
fτdBτ +
∫ T
t
fτdBτ a.s.,
(iv) ∫ t
s
(cfτ + gτ )dBτ = c
∫ t
s
fτdBτ +
∫ t
s
gτdBτ a.s.,
where c is a constant.
(v) There exists a t-continuous version of It(f) =
∫ t
0
fsdBs, t ∈ [0, T ], such
that {It(f) : t ∈ [0, T ]} is a measurable t-continuous F t-martingale.
From now on, we will always assume that
∫ t
0
fs(ω)dBs(ω) means a t-continuous
version of the integral.
4.2 Set-Valued Stochastic Integrals with respect
to Brownian Motion
In this section, we firstly give the definition of the set-valued stochastic inte-
grals with respect to the real Brownian motion on an M-type 2 Banach space X
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based on the above section. Then we shall show the linear property, submartin-
gale property and Castaing representation theorem for this kind of set-valued
integrals.
For a set-valued stochastic process {Ft,Ft : t ∈ [0, T ]} ∈ L2(K(X)), define a
set of functions
Γt := {
∫ t
0
fsdBs : (f(t))t∈[0,T ] ∈ S2(F (·))}
Remark 5. : It is easy to see for any t ∈ [0, T ], Γt is a bounded subset of
L2[Ω,Ft, P ;X]. Furthermore, by the Lemma 2.1.4, S2(F (·)) is convex if {Ft,Ft :
t ∈ [0, T ]} ∈ L2(Kc(X)), therefore Γt is also convex.
Let deΓt denote the decomposable set of Γt with respect to F t, deΓt the
decomposable closed hull of Γt with respect to F t, where the closure is taken in
L1. That is to say, for any g ∈ deΓt and any given ε > 0, there exists a finite
F t-measurable partition {A1, ..., Am} of Ω and
(f 1(t))t∈[0,T ], ..., (fm(t))t∈[0,T ] ∈ S2(F (·))
such that
‖g −
m∑
k=1
χAk
∫ t
0
fk(s)dBs‖L1 < ε.
Before study the set-valued integrals for set-valued stochastic processes, we
present some preliminary results on decomposable sets.
Lemma 4.2.1. Let p ≥ 1, α ∈ R and Γ,Γ1,Γ2 ⊂ Lp(Ω,F , P ;X). If Γ,Γ1,Γ2
are decomposable with respect to F , then
(i) αΓ is decomposable with respect to F .
(ii) The closed hull of Γ denoted by clΓ is decomposable with respect to F , where
cl stands for the closure in Lp(Ω,F , P ;X).
(iii) If Γ1 and Γ1 are decomposable with respect to F , then so is Γ1 + Γ2.
Proof. The statement (i) is clear.
For statement (ii), taking γ1, γ2 ∈ cl(Γ), for any natural number n, there exist
two functions γn1 , γ
n
2 ∈ Γ, such that
‖γ1 − γn1 ‖Lp(Ω;X) <
1
2n
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and
‖γ2 − γn2 ‖Lp(Ω;X) <
1
2n
.
For any F -measurable set A, we have
‖χAγ1 + χACγ2 − χAγn1 − χACγn2 ‖Lp(Ω;X)
≤ ‖χAγ1 − χAγn1 ‖Lp(Ω;X) + ‖χACγ2 − χACγn2 ‖Lp(Ω;X)
<
1
n
,
which implies χAγ1 + χACγ2 ∈ clΓ since χAγn1 + χACγn2 ∈ Γ, i.e. (ii) holds.
For statement (iii), take f1, f2 ∈ Γ1 + Γ2. Then there exist γ11 , γ21 ∈ Γ1 and
γ12 , γ
2
2 ∈ Γ2, such that
f1 = γ
1
1 + γ
1
2 and f2 = γ
2
1 + γ
2
2 .
Let A be a F -measurable set. Then
χAf1 + χACf2 = (χAγ
1
1 + χACγ
2
1) + (χAγ
1
2 + χACγ
2
2) ∈ Γ1 + Γ2,
which implies (iii).
Lemma 4.2.2. Let p ≥ 1 and Γ1,Γ2 ⊂ Lp(Ω,F , P ;X). Then
deΓ1 = de(clΓ1) (4.2.1)
and
de(Γ1 + Γ2) = cl(deΓ1 + deΓ2), (4.2.2)
where the decomposability is taken with respect to F , cl stands for the closure
in Lp(Ω,F , P ;X).
Proof. It is clear that
deΓ1 ⊂ de(clΓ1). (4.2.3)
Conversely, noticing that
deΓ1 = cl(deΓ1),
therefore
clΓ1 ⊂ deΓ1.
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Moreover, by Lemma 4.2.1(ii), deΓ1 is decomposable and closed. Then we
obtain
de(clΓ1) ⊂ deΓ1,
which together with (4.2.3) yields (4.2.1).
By Lemma 4.2.1 (ii) and (iii), cl(deΓ1+deΓ2) is decomposable and closed. It
is obvious that Γ1 + Γ2 ⊂ cl(deΓ1 + deΓ2). Then we have
de(Γ1 + Γ2) ⊂ cl(deΓ1 + deΓ2). (4.2.4)
Conversely, take any h1 ∈ deΓ1 and h2 ∈ deΓ2. For any ε > 0, there exist
two F -measurable finite partitions of Ω denoted by A1, ..., An and B1, ..., Bm,
two groups of functions {f 11 , ..., f 1n} ⊂ Γ1, {f 21 , ..., f 2m} ⊂ Γ2 (The partitions and
functions depend on ε), such that
‖h1 −
n∑
i=1
χAif
1
i ‖Lp(Ω;X) <
ε
2
and
‖h2 −
m∑
j=1
χBjf
2
j ‖Lp(Ω;X) <
ε
2
.
Then we have
‖h1 + h2 −
( n∑
i=1
χAif
1
i +
m∑
j=1
χBjf
2
j
)
‖Lp(Ω;X) < ε.
In addition,
n∑
i=1
χAif
1
i =
n∑
i=1
( m∑
j=1
χ(Ai∩Bj)f
1
i
)
=
n∑
i=1
m∑
j=1
χ(Ai∩Bj)f
1
i
and
m∑
j=1
χBjf
2
j =
m∑
j=1
( n∑
i=1
χ(Bj∩Ai)f
2
j
)
=
n∑
i=1
m∑
j=1
χ(Ai∩Bj)f
2
j .
Therefore, we have
n∑
i=1
χAif
1
i +
m∑
j=1
χBjf
2
j =
n∑
i=1
m∑
j=1
χ(Ai∩Bj)(f
1
i + f
2
j ).
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Noticing that {(Ai ∩ Bj) : i = 1, ..., n; j = 1, ...,m} constitutes a new F -
measurable finite partition of Ω and f 1i + f
2
j ∈ Γ1 + Γ2 for i = 1, ..., n and
j = 1, ...,m. Then we obtain
n∑
i=1
m∑
j=1
χ(Ai∩Bj)(f
1
i + f
2
j ) ∈ de(Γ1 + Γ2).
So that
h1 + h2 ∈ de(Γ1 + Γ2).
Moreover, since the closedness of de(Γ1 + Γ2), we have
cl(deΓ1 + deΓ2) ⊂ de(Γ1 + Γ2),
which together with (4.2.4), implies the result (4.2.2).
Theorem 4.2.1. Let {Ft,Ft : t ∈ [0, T ]} ∈ L2(K(X)), then for any t ∈ [0, T ],
deΓt ⊂ L1(Ω,F t, P ;X). Moreover, there exists a set-valued random variable
It(F ) ∈M(Ω,F t, P ;K(X)) such that
S1It(F )(Ft) = deΓt.
Proof. From the definition of Γt, it is easy to see that
Γt ⊂ L2(Ω,F t, P ;X) ⊂ L1(Ω,F t, P ;X).
Then deΓt ⊂ L1(Ω,F t, P ;X), furthermore,
deΓt = clL1{deΓt} ⊂ L1(Ω,F t, P ;X).
By Lemma 4.2.1 (ii), deΓt is decomposable and closed. In addition, deΓt is
nonempty since Γt is nonempty. Then by Proposition 2.1.2, there exists an
It(F ) ∈M(Ω,F t, P ;K(X)), such that
S1It(F )(Ft) = deΓt.
Then (It(F ))t∈[0,T ] is an F t-adapted set-valued stochastic process. If Ft(ω) is
convex then so does It(F )(ω).
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Definition 4.2.1. The set-valued stochastic process (It(F ))t∈[0,T ] defined as
above is called the stochastic integral of {Ft,Ft : t ∈ [0, T ]} ∈ L2(K(X)) with
respect to real valued Brownian motion {Bt,Ft; t ∈ [0, T ]}. For each t, we
denote It(F ) =
∫ t
0
FsdBs. Similarly, for 0 ≤ s < t,we also can define the
set-valued random variable
∫ t
s
FudBu.
Remark 6. In [30], Theorem 3.2 shows that deΓt is a bounded subset in
L1(Ω,F t, P ;X), but there is a little problem in the proof of:
n∑
i=1
E
[
χAi|
∫ t
0
fi(s)dBs|
] ≤ n∑
i=1
P (Ai)
(
E
[|∫ t
0
fi(s)dBs|2
]) 12
.
In fact, by using the Schwartz inequality, the above inequality should be
n∑
i=1
E
[
χAi|
∫ t
0
fi(s)dBs|
] ≤ n∑
i=1
(P (Ai))
1
2
(
E
[|∫ t
0
fi(s)dBs|2
]) 12
.
So the boundedness was not proved since
∑n
i=1(P (Ai))
1
2 ≥∑ni=1 P (Ai).
In [30], Theorem 3.7 also shows the stochastic integral It(F ) is L
2-integrably
bounded, but we still think there is a problem in the proof when the order of
sup and integral
∫
Ω
was changed in the 5th line of page 410. The same problem
appeared in Theorem 3.14 [30] and in Theorem 8.1.10 [83]. As a matter of fact,
we should notice that Γt is a closed bounded subset of L
2(Ω,F t, P ;Rn). deΓt,
however, is not bounded in general. deΓt is unbounded in L
1(Ω;X) if and only
if It(F )(ω) is unbounded almost surely in X. For X = R, Ogura [56] gave an
example to show that It(F )(ω) is unbounded a.s. in R, therefore, the Hausdofff
metric between two interval-valued stochastic integrals maybe equals to infinity
almost surely even if integrands are bounded, which implies the Theorem 3.14
in [30] is not complete.
The set-valued integral in the Definition 4.2.1 is linear in the following sense.
Theorem 4.2.2. Let α be a finite real number, F = {Ft,Ft : t ∈ [0, T ]}, G =
{Gt,Ft : t ∈ [0, T ]} ∈ L2(K(X)). Then for every t ∈ [0, T ], we have
It(αF ) = αIt(F ) (4.2.5)
and
It(cl(F +G)) = cl(It(F ) + It(G)) a.s., (4.2.6)
where the cl stands for the closure in X.
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Proof. Obviously αF ∈ L2(K(X)). Then by Theorem 4.2.1 and Definition 4.2.1,
the equation (4.2.5) holds.
In the following, we shall prove the result (4.2.6). By Lemma 2.1.6, the
set-valued stochastic processes cl(F + G) ∈ L2(K(X)). It is clear that both
It(cl(F + G)) and cl(It(F ) + It(G)) are integrable. Then by the Lemma 2.1.3,
it suffices to prove
S1It(cl(F+G))(F t) = S1cl(It(F )+It(G))(F t). (4.2.7)
Indeed, by the Lemma 2.1.6, we have
S2(cl(F +G)(·)) = clL2([0,T ]×Ω;X)(S2(F (·)) + S2(G(·))). (4.2.8)
Then for every t ∈ [0, T ], we obtain
S1It(cl(F+G))(F t)
= de{
∫ t
0
hsdBs : h ∈ S2(cl(F +G)(·))}
= de
{∫ t
0
hsdBs : hs ∈ clL2([0,T ]×Ω;X)(S2(F (·)) + S2(G(·)))
}
.
By (4.2.8) and (4.2.2), it holds that
S1cl(It(F )+It(G))(F t)
= clL1(Ω;X)
{
S1It(F )(F t) + S1It(G)(F t)
}
= clL1(Ω;X)
{
de
{∫ t
0
fsdBs : f ∈ S2(F (·))
}
+ de
{∫ t
0
gsdBs : g ∈ S2(G(·))
}}
= de
{{∫ t
0
fsdBs : f ∈ S2(F (·))
}
+
{∫ t
0
gsdBs : g ∈ S2(G(·))
}}
(By (4.2.2))
= de
{∫ t
0
hsdBs : h ∈
(
S2(F (·)) + S2(G(·)))}
⊂ de{∫ t
0
hsdBs : h ∈ clL2([0,T ]×Ω;X)(S2(F (·)) + S2(G(·)))
}
.
On the other hand, taking h ∈ clL2([0,T ]×Ω;X)(S2(F (·))+S2(G(·))), for any ε > 0,
there exist f ∈ S2(F (·)), g ∈ S2(G(·)), such that
‖h− (f + g)‖L2([0,T ]×Ω;X) <
ε√
CX
, (4.2.9)
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where CX is the same constant as that in Definition 4.1.1.
Therefore, we have
E
[‖∫ t
0
hsdBs −
∫ t
0
(fs + gs)dBs‖
]
≤
(
E
[‖∫ t
0
hsdBs −
∫ t
0
(fs + gs)dBs‖2
]) 12
=
(
E
[‖∫ t
0
(
hs − (fs + gs)
)
dBs‖2
]) 12
≤
(
CXE
[ ∫ t
0
‖hs − (fs + gs)‖2ds
]) 12
(By Proposition 4.1.1)
< ε (by (4.2.9)),
which implies∫ t
0
hsdBs ∈ clL1(Ω;X)
{∫ t
0
hsdBs : h ∈ S2(F (·)) + S2(G(·))
}
.
Further, we obtain
de
{∫ t
0
hsdBs : h ∈ clL2([0,T ]×Ω;X)(S2(F (·)) + S2(G(·)))
}
⊂ de{∫ t
0
hsdBs : h ∈ S2(F (·)) + S2(G(·))
}
.
Hence we have
S1It(cl(F+G))(F t) = S1cl(It(F )+It(G))(F t),
which yields (4.2.6).
Remark 7. For 0 ≤ s < t ≤ T , we also have∫ t
s
αFτdBτ = α
∫ t
s
FτdBτ ,
and ∫ t
s
(
cl(Fτ +Gτ )
)
dBτ = cl
(∫ t
s
FτdBτ +
∫ t
s
GτdBτ
)
a.s.,
where cl stands for the closure in X.
Theorem 4.2.3. Let {Ft,Ft : t ∈ [0, T ]} ∈ L2(K(X)), then the stochastic
integral {It(F ),Ft : t ∈ [0, T ]} is a set-valued submartingale.
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Proof. For any s, t ∈ [0, T ], s < t,
S1It(F )(F t) = de{
∫ t
0
fτdBτ : (fτ )τ∈[0,T ] ∈ S2(F (·))}
and
S1E [It(F )|F s](F s) = cl{E[it(F )|F s] : it(F ) ∈ S
1
It(F )},
where decomposability with respect to the sigma-algebra F t, both closures are
taken in L1.
Take any selection (fτ )τ∈[0,T ] ∈ S2(F (·)), we have∫ s
0
fτdBτ = E[
∫ t
0
fτdBτ |F s]
and ∫ t
0
fτdBτ ∈ S1It(F )(F t),
then ∫ s
0
fτdBτ ∈ S1E [It(F )|F s](F s),
that is,
{
∫ s
0
fτdBτ : (fτ )τ∈[0,T ] ∈ S2(F (·))} ⊂ S1E [It(F )|F s](F s),
moreover,
de{
∫ s
0
fτdBτ : (fτ )τ∈[0,T ] ∈ S2(F (·))} ⊂ S1E [It(F )|F s](F s)
since S1E [It(F )|F s](F s) is decomposable with respect to sigma-algebra F s and
closed in L1.
Then
S1Is(F )(F s) ⊂ S1E [It(F )|F s](F s),
which implies
Is(F )(ω) ⊂ E [It(F )|F s](ω)a.s.
i.e. {It(F ),Ft : t ∈ [0, T ]} is a set-valued submartingale.
Remark 8. When X = R, Jung and Kim in [30] proved that the set-valued pro-
cess It(F ; f0, c) := {(c+
∫ t
0
f0(s)dBs)M ; t ≥ 0} is an interval-valued martingale,
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where c ≥ 0 is a constant, M = [−1, 1], {f0(t); t ≥ 0} ∈ L2(R), F (t) = f0(t)M
and satisfies the following condition:
CONDITION (C): The process (F (t))t≥0 ∈ L2(Kc(R)) is defined by F (t) =
f0(t)M a.s., where M = [−1, 1] and (f0(t))t≥0 ∈ L2(R) satisfies that there exists
a constant c ≥ 0 such that ∫ t
0
f0(s)dBsa.s. for all t ≥ 0. In this case (F (t))t≥0
or (F ; f0, c) is called satisfying CONDITION (C).)
Note: It is clear that the interval-valued process {∫ t
0
(f0(s) + c)dBsM ; t ≥
0} is an interval-valued martingale since both of the two endpoints are real
valued martingales, but we do not know that the set-valued stochastic integral
{∫ t
0
F (s)dBs; t ≥ 0} = {
∫ t
0
f0(s)MdBs; t ≥ 0} is an interval-valued martingale
or not. Because as usual, we do not have the result∫ t
0
f0(s)MdBs =
∫ t
0
f0(s)dBsM
even if (F ; f0, c) satisfies the above CONDITION (C). Please see the following
example:
Example 4.2.1. Assume T = 1, for t ∈ [0, 1], take f0(t) = exp{Bt − 12t},
F (t) = f0(t)M , we know∫ t
0
f0(s)dBs = exp{Bt − 1
2
t} − 1,
then (F ; f0, c) satisfies Condition (C) with c = 1. For any t ∈ [0, 1], let g(t, ω) =
tf0(t, ω), then {g(t) : t ∈ [0, 1]} ∈ S2(F (·)), the stochastic integral∫ t
0
g(s)dBs =
∫ t
0
s exp{Bs − 1
2
s}dBs = t exp{Bt − 1
2
t} −
∫ t
0
exp{Bs − 1
2
s}ds.
For t = 1, ∫ 1
0
f0(s)dBs = exp{B1 − 1
2
} − 1
and ∫ 1
0
g(s)dBs = exp{B1 − 1
2
} −
∫ 1
0
exp{Bs − 1
2
s}ds.
It is possible that there exists a non P-null set A ⊂ Ω, such that for ω ∈ A,
exp{B1(ω)− 1
2
} −
∫ 1
0
exp{Bs(ω)− 1
2
s}ds 6∈
∫ 1
0
f0(s)(ω)dBs(ω)M.
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Generally speaking, ∫ t
0
f0(s)MdBs ⊇
∫ t
0
f0(s)dBsM a.s.
If (F ; f0, c) satisfies Condition (C) with c = 0, that is∫ t
0
f0(s)dBs ≥ 0 a.s.
for all t ∈ [0, T ], then ∫ t
0
f0(s)dBs = 0 a.s.
since also we have
E[
∫ t
0
f0(s)dBs] = 0,
furthermore,
0 = E‖
∫ t
0
f0(s)dBs‖2 = E
∫ t
0
|f0(s)|2ds,
then
f0(t, ω) = 0 a.e.(t, ω) ∈ [0, T ]× Ω.
That is F (t, ω) = {0} a.e. (t, ω) ∈ [0, T ] × Ω, which is trivial. For the trivial
case, the set-valued stochastic integral
∫ t
0
FsdBs = {0} a.s. and it is a set-valued
(with only one element a.s) martingale. But for nontrivial cases, a set-valued
stochastic integral may not be a set-valued martingale.
Since deΓt may be unbounded in L
2(Ω;X) even if in L1(Ω;X), we have to
point out the following facts.
Proposition 4.2.1. Assume a sequence set-valued processes {F n : n ∈ N} ⊂
L2(K(X) (here F n = {F n(t) : t ∈ [0, T ]}) for each n)is decreasing, that is
F 1(t, ω) ⊃ F 2(t, ω) ⊃ ... ⊃ F (t, ω),
where
F (t, ω) = ∩∞n=1F n(t, ω) for a.e.(t, ω) ∈ [0, T ]× Ω,
then∫ t
0
F 1(s, ω)dBs(ω) ⊃
∫ t
0
F 2(s, ω)dBs(ω) ⊃ ... ⊃
∫ t
0
F (s, ω)dBs(ω) a.s.
(4.2.10)
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Proof. According to the relation
F 1(t, ω) ⊃ F 2(t, ω) ⊃ ... ⊃ F (t, ω),
we obtain
S2(F1(·)) ⊃ S2(F2(·)) ⊃ ... ⊃ S2(Fn(·)) ⊃ ... ⊃ S2(F (·)).
Then by the definition of set-valued integrals and Lemma 2.1.7, (4.2.10) holds.
But in general, we would like to point out that the following equality∫ t
0
F (s, ω)dBs(ω) = ∩∞n=1
∫ t
0
F n(s, ω)dBs a.s. (4.2.11)
may not hold.
Lemma 4.2.3. Let (E,B, µ) be a σ-finite measure space, if B is separable with
respect to µ (i.e. there exists a countably generated sub-sigma algebra B0 ⊂ B
such that for every A ∈ B, there is B ∈ B0 satisfying µ(A M B) = 0 ), then
space Lp(E;X)(p ≥ 1) is separable in norm.
Proof. Since X is separable, then Borel measurability is equivalent to strongly
measurability and f(t) is separably valued as a function from E to X, therefore
f is approximated by a sequence of finitely valued functions {fn : n ∈ N} [82]
such that
lim
n→∞
‖fn(t)−f(t)‖Lp(E;X) = 0 and ‖fn(t)‖Lp(E;X) ≤ ‖f(t)‖Lp(E;X)+
1
n
, (4.2.12)
it is clear that every fn ∈ Lp(E;X). For fn(t), there exist F -measurable, finite
partition of E: Aj, j = 0, 1, ..., kn and finite number of elements xj ∈ X : j =
1, ..., kn such that
fn(t) = χA0(t) · 0 +
kn∑
j=1
χAi(t) · xj,
where 0 is the original point of X.
Obviously, any χAj ∈ Lp(E;R), since both Lp(E;R) and X are separable, then
all finite combinations of χAj ·xj are countable. Therefore, by (4.2.12), Lp(E;X)
is separable.
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Lemma 4.2.4. If F is separable with respect to probability measure P , for
{Ft,Ft : t ∈ [0, T ]} ∈ L2(K(X)), there exists a sequence {fn : n ∈ N} ⊂
S2(F (·)), such that for every t ∈ [0, T ],
S1It(F ) = de{
∫ t
0
fns dBs : n ∈ N}, (4.2.13)
where the closure is taken in L1, decomposability is with respect to F t.
Proof. If F is separable with respect to probability P , then B([0, T ])⊗F is sep-
arable with respect to product measure λ×P , where λ is the Lebesgue measure
in [0, T ]. Furthermore, by Lemma 4.2.3, the space L2(([0, T ] × Ω),B([0, T ]) ⊗
F , λ × P ;X) is separable in norm. So that S2(F (·)) is separable since it is a
closed subset of L2(([0, T ]×Ω),B([0, T ])⊗F , λ×P ;X). Then we can choose a
sequence {fn : n ∈ N} ⊂ S2(F (·)) such that
S2(F (·)) = cl{fn : n ∈ N},
where the closure is taken in L2(([0, T ]× Ω),B([0, T ])⊗F , λ× P ;X).
For every t ∈ [0, T ],
S1It(F )(F t) = de{
∫ t
0
fsdBs : (fs)s∈[0,T ] ∈ S2(F (·))}.
It suffices to prove
de{
∫ t
0
fsdBs : (fs)s∈[0,T ] ∈ S2(F (·))} ⊂ de{
∫ t
0
fns dBs : n ∈ N}
since the opposite inclusion is obvious.
At first we will show
de{
∫ t
0
fsdBs : (fs)s∈[0,T ] ∈ S2(F (·))} ⊂ de{
∫ t
0
fns dBs : n ∈ N}.
We only consider the combinations which consist of two elements. Let g1, g2 ∈
S2(F (·)), then there exist two subsequences {fni1 : i ∈ N}, {fnj2 : j ∈ N} of
{fn : n ∈ N}, such that
E
∫ T
0
‖g1(t)− fni1 (t)‖2dt→ 0(i→∞),
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and
E
∫ T
0
‖g2(t)− fnj2 (t)‖2dt→ 0(j →∞).
For any F t-measurable partition A1, A2 of Ω,
χA1
∫ t
0
g1(s)dBs + χA2
∫ t
0
g2(s)dBs ∈ de{
∫ t
0
f(s)dBs : (fs)s∈[0,T ] ∈ S2(F (·))},
E‖χA1
∫ t
0
g1(s)dBs + χA2
∫ t
0
g2(s)dBs − χA1
∫ t
0
fni1 (s)dBs − χA2
∫ t
0
f
nj
2 (s)dBs‖
≤ E‖
∫ t
0
χA1(g1(s)− fni1 (s))dBs‖+ E‖
∫ t
0
χA2(g2(s)− fnj2 (s))dBs‖
≤ E‖
∫ t
0
(g1(s)− fni1 (s))dBs‖+ E‖
∫ t
0
(g2(s)− fnj2 (s))dBs‖
≤ (E‖
∫ t
0
(g1(s)− fni1 (s))dBs‖2)
1
2 + (E‖
∫ t
0
(g2(s)− fnj2 (s))dBs‖2)
1
2
≤
√
CX(E
∫ t
0
‖(g1(s)− fni1 (s))‖2ds)
1
2 +
√
CX(E
∫ t
0
‖(g2(s)− fnj2 (s))‖2ds)
1
2
→ 0(i, j →∞),
which means
χA1
∫ t
0
g1(s)dBs + χA2
∫ t
0
g2(s)dBs ∈ de{
∫ t
0
fn(s)dBs : n ∈ N}.
Then
de{
∫ t
0
f(s)dBs : (fs)s∈[0,T ] ∈ S2(F (·))} ⊂ de{
∫ t
0
fn(s)dBs : n ∈ N},
furthermore
de{
∫ t
0
f(s)dBs : (fs)s∈[0,T ] ∈ S2(F (·))} ⊂ de{
∫ t
0
fn(s)dBs : n ∈ N}
since de{∫ t
0
fn(s)dBs : n ∈ N} is closed. The desired result is obtained.
Remark 9. If we define
S2It(F )(F t) := deL2{
∫ t
0
fsdBs : (fs)s∈[0,T ] ∈ S2(F (·))},
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where the closure is taken in L2. By using the method similar to the proof of
Lemma 4.2.4, under the same condition as that in Lemma 4.2.4, we have the
following results
S2It(F )(F t) = deL2{
∫ t
0
fns dBs : n ∈ N}.
The following theorem is on the representation of set-valued integrals. It
holds for almost sure ω not for all ω. We still call it the Castaing representation
of It(F ).
Theorem 4.2.4. Assume F is separable with respect to the probability measure
P . Then for a set-valued stochastic process {Ft,Ft : t ∈ [0, T ]} ∈ L2(K(X)),
there exists a sequence {(f it )t∈[0,T ] : i = 1, 2, ...} ⊂ S2(F (·)) such that
F (t, ω) = cl{(f it (ω)) : i = 1, 2, ...} for a.e. (t, ω) ∈ [0, T ]× Ω
and for each t ∈ [0, T ]
It(F )(ω) = cl{
∫ t
0
f is(ω)dBs(ω) : i = 1, 2, ...} a.s.
Proof. For each t ∈ [0, T ], It(F ) ∈ M(Ω;K(X)) and S1It(F ) is nonempty, then
by Lemma 2.1.2, there exists a sequence {git : i ∈ N} ⊂ S1It(F ) such that
It(F )(ω) = cl{git(ω) : i ∈ N} for all ω ∈ Ω.
(Note: In the above equation, the sequence depends on t.)
Since
S1It(F ) = de{
∫ t
0
fsdBs : (ft)t∈[0,T ] ∈ S2(F (·))},
by Lemma 4.2.4, there exists a sequence {fn : n ∈ N} ⊂ S2(F (·)), such that
for every t ∈ [0, T ],
S1It(F ) = de{
∫ t
0
fns dBs : n ∈ N}.
So that for every i ≥ 1, git ∈ S1It(F ),
git(ω) ∈ cl{
∫ t
0
fns (ω)dBs(ω) : n ∈ N} a.s.,
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where the closure is taken in X. By the countability of the sequence, we can
find an exceptional P-null set N , such that for ω ∈ Ω \N ,
{git(ω) : i ∈ N} ⊂ cl{
∫ t
0
fns (ω)dBs(ω) : n ∈ N}.
Then
It(F )(ω) = cl{git(ω) : i ∈ N} ⊂ cl{
∫ t
0
fns (ω)dBs(ω) : n ∈ N} a.s.
⊂ It(F )(ω) a.s.,
i.e.
It(F )(ω) = cl{
∫ t
0
fns (ω)dBs(ω) : n ∈ N} a.s.
Since fn(t, ω) ∈ Ft(ω) for a.e. (t, ω). Owing to the countability of the sequence,
we have
cl{fnt (ω) : n ∈ N} ⊂ Ft(ω) for a.e. (t, ω). (4.2.14)
On the other hand, by Theorem 2.1.1, there exists a sequence {hm ∈ Sp(F (·)) :
m ∈ N}, such that
F (t, ω) = cl{hmt (ω) : m ∈ N} for all t and ω.
Since every hm ∈ cl{fn : n ∈ N}, we have hm(t, ω) ∈ cl{fn(t, ω) : n ∈ N} for
a.e. (t, ω). Owing to the countability of the sequence again, we obtain
F (t, ω) ⊂ cl{fnt (ω) : n ∈ N} for a.e. (t, ω),
which, together with (4.2.14), yields
F (t, ω) = cl{fnt (ω) : n ∈ N} for a.e. (t, ω),
and
It(F )(ω) = cl{
∫ t
0
fns (ω)dBs(ω) : n ∈ N} a.s.
Remark 10. In [30], Theorem 3.5 proved the result without the assumption
of separability of F when {Ft,Ft : t ∈ [0, T ]} ∈ L2(Kc(R)). But we think the
sequence depends on t. In order to overcome the problem, here we added the
condition: F is separable with respect to the probability measure P .
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Theorem 4.2.5. Assume F is separable with respect to P , a set- valued stochas-
tic process {Ft,Ft : t ∈ [0, T ]} ∈ L2(K(X)). For 0 ≤ t1 < t ≤ T , then the
following holds
It(F )(ω) = cl{It1(F )(ω) +
∫ t
t1
Fs(ω)dBs(ω)} a.s.
where the closure is taken in X.
Proof. From Theorem 4.2.4, there exists a sequence {(f it )t∈[0,T ] : i = 1, 2, ...} ⊂
S2(F (·)) such that
Ft(ω) = cl{(f it (ω)) : i = 1, 2, ...} for a.e. (t, ω),
and for each t ≥ 0,
It(F )(ω) = cl{
∫ t
0
f is(ω)dBs(ω) : i = 1, 2, ...} a.s., (4.2.15)
then for 0 ≤ t1 < t, we have:
It1(F )(ω) = cl{
∫ t1
0
f is(ω)dBs(ω) : i = 1, 2, ...} a.s., (4.2.16)∫ t
t1
Fs(ω)dBs(ω) = cl{
∫ t
t1
f is(ω)dBs(ω) : i = 1, 2, ...} a.s. (4.2.17)
It is obvious that
It(F )(ω) ⊂ cl{It1(F )(ω) +
∫ t
t1
Fs(ω)dBs(ω)}, a.s.
Conversely, take a ∈ cl{It1(F )(ω) +
∫ t
t1
Fs(ω)dBs(ω)}, by (4.2.16) and (4.2.17)
for arbitrary given ε > 0,we can find m(ε), k(ε) ∈ N, such that
‖a− (
∫ t1
0
fm(ε)s (ω)dBs(ω) +
∫ t
t1
fk(ε)s (ω)dBs(ω)‖X <
ε
2
(4.2.18)
Let
gs(ω) = f
m(ε)
s (ω)χ[0,t1](s) + f
k(ε)
s (ω)χ[t1,t](s),
where χ[0,t1](s) and χ[t1,t](s) are indicator functions.
Then ∫ t
0
gs(ω)dBs(ω) ∈ It(F )(ω) for all 0 ≤ s ≤ t ≤ T and a.s.ω.
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From (4.2.15), for arbitrary given ε > 0, there exists n(ε) ∈ N , such that
‖
∫ t
0
gs(ω)dBs(ω)−
∫ t
0
fn(ε)s (ω)dBs(ω)‖X <
ε
2
(4.2.19)
By (4.2.18) and (4.2.19), we obtain
‖a−
∫ t
0
fn(ε)s (ω)dBs(ω)‖X < ε
That is to say a ∈ It(F )(ω), so
It(F )(ω) ⊃ cl{It1(F )(ω) +
∫ t
t1
Fs(ω)dBs(ω)} a.s.
4.3 The Weak Version of Set-Valued Processes
and Corresponding Integrals
Interval-valued functions are a special class of set-valued functions. Sometimes
it may be more convenient to handle interval-valued functions than general set-
valued case. In the following, we will show the connections between interval-
valued stochastic integrals and general set-valued ones.
Let X∗ be the topological dual space of X, F = {Ft : t ∈ [0, T ]} be a set-valued
stochastic process. Taking any x∗ ∈ X∗, for any t ∈ [0, T ], define
F x
∗
t (ω) := cl{< x∗, a >: a ∈ Ft(ω)} for ω ∈ Ω. (4.3.1)
If F (t, ω) is convex, then we have (refer to [24])
F (t, ω) = ∩
x∗∈X∗{x ∈ X :< x∗, x >∈ F ∗t (ω)}.
Proposition 4.3.1. Let F = {Ft : t ∈ [0, T ]} be a K(X)-valued stochastic
process, x∗ ∈ X∗. Then {F x∗t : t ∈ [0, t]} is a K(R)-valued stochastic process. If
F = {Ft : t ∈ [0, T ]} is F t-adapted, then so is {F x∗t : t ≥ 0}. Furthermore, if F
is Lp(p ≥ 1)-integrable, then
Sp
Fx
∗
t
(F t) = cl{< x∗, ft >: ft ∈ SpFt(F t)}, (4.3.2)
where cl stands for the closure in Lp(Ω,F t, P ;X).
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Proof. F x
∗
t (ω) is K(R)-valued since for every x∗ ∈ X∗ and any a ∈ Ft(ω),
< x∗, a >∈ R. Now it suffices to prove the measurability.
Indeed, taking any open interval (c, d) ⊂ R,
{ω : F x∗t (ω) ∩ (c, d) 6= ∅}
= Ω \ ({ω : sup
a∈Ft(ω)
< x∗, a >≤ c} ∪ {ω : inf
a∈Ft(ω)
< x∗, a >≥ d})
∈ F ,
i.e. F x
∗
t is F -measurable. Therefore, {F x∗t : t ∈ [0, T ]} is an K(R)-valued
stochastic process. Moreover, if F is F t-adapted, then for each t ∈ [0, t], F x∗t is
F t-measurable.
For each t ∈ [0, t], assume Ft is F t-adapted and Lp-integrable, then SpFt(F t) is
nonempty.
Taking an x∗ ∈ X∗, for every ft ∈ SpFt(F t), we have
< x∗, ft(ω) >∈ F x∗t (ω).
Then Sp
Fx
∗
t
(F t) is nonempty. Owning to the closedness of SpFx∗t (F t), it holds
that
Sp
Fx
∗
t
(F t) ⊃ cl{< x∗, ft >: ft ∈ SpFt(F t)}. (4.3.3)
Conversely, for each t ∈ [0, t], by Lemma 2.1.2, there exists a sequence {fnt :
n ∈ N} ⊂ SpFt(F t), such that
Ft(ω) = cl{fnt (ω) : n ∈ N} for all ω ∈ Ω.
Therefore,
F x
∗
t (ω) ⊂ cl{< x∗, ft(ω) >: ft ∈ SpFt(F t)},
where cl stands for the closure in X. Since the set cl{< x∗, ft >: ft ∈ SpFt(F t)}
is closed and decomposable with respect to F t, by Proposition 2.1.2 and Lemma
2.1.7, we obtain
Sp
Fx
∗
t
(F t) ⊂ cl{< x∗, ft >: ft ∈ SpFt(F t)},
which together with (4.3.3) yields (4.3.2).
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Definition 4.3.1. Let F = {Ft : t ∈ [0, T ]} be a K(X)-valued stochastic
process and x∗ ∈ X∗. By the proposition 4.3.1, such a K(R)-valued stochastic
process {F x∗t : t ∈ [0, t]} given by (4.3.1) is said to be the weak version of
{Ft : t ∈ [0, t]}.
Proposition 4.3.2. If {Ft : t ≥ 0} is convex valued a.s., then the weak version
of F is an interval-valued stochastic process. Moreover, if F = {Ft,Ft : t ∈
[0, T ]} ∈ L2(Kc(X)) then F x∗ = {F x∗t ,Ft : t ∈ [0, T ]} ∈ L2(Kc(R)) and
S2(F x
∗
(·)) = cl{< x∗, f >: f = (fs)s∈[0,T ] ∈ S2(F (·))},
where the cl stands for the closure in the product space L2(([0, T ]×Ω),B([0, T ])⊗
F , λ× P ;X).
Proof. The convexity of F x
∗
t (ω) is clear owing to the convexity of Ft(ω) and
the linearity of x∗. Therefore, {F x∗t : t ∈ [0, T ]} is an interval-valued stochastic
process. Moreover, if F = {Ft,Ft : t ∈ [0, T ]} ∈ L2(Kc(X)), in a similar way as
that in proving Proposition 4.3.1, we have
F x
∗
= {F x∗t ,Ft : t ∈ [0, T ]} ∈ L2(Kc(R))
and
S2(F x
∗
(·)) = cl{< x∗, f >: f = (fs)s∈[0,T ] ∈ S2(F (·))},
where the closure is taken in the product space L2(([0, T ]×Ω),B([0, T ])⊗F , λ×
P ;X).
Theorem 4.3.1. Assume set-valued stochastic process {Ft,Ft : t ∈ [0, T ]} ∈
L2(Kc(X)), then for any x∗ ∈ X∗, {Ix∗t (F ),Ft : t ∈ [0, T ]} is an interval-valued
F t-adapted process, and for any t ∈ [0, T ],
Ix
∗
t (F )(ω) = It(F
x∗)(ω) a.s.
where Ix
∗
t (F )(ω) := (It(F ))
x∗(ω).
Proof. It is clear that for x∗ ∈ X∗, {Ix∗t (F ),Ft : t ∈ [0, T ]} is interval-valued
and F t-adapted.
S1It(Fx∗ )(F t) = de{
∫ t
0
fx
∗
s dBs : (f
x∗
s )s∈[0,T ] ∈ S2(F x
∗
(·))}
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= de{
∫ t
0
gx
∗
s dBs : (g
x∗
s )s∈[0,T ] ∈ cl{< x∗, f >: f ∈ S2(F (·))}}
⊃ de{< x∗,
∫ t
0
fsdBs >: (fs)s∈[0,T ] ∈ S2(F (·))}.
Conversely, take any gx
∗ ∈ cl{< x∗, f >: f ∈ S2(F (·))}, then for any natural
number n, we can find an fn ∈ S2(F (·)), such that
E
∫ T
0
|gx∗s (ω)− < x∗, fns (ω) > |2ds <
1
n
.
On the other hand, by the property of norm and Lemma 4.1.1, we have
E‖
∫ t
0
gx
∗
s dBs −
∫ t
0
< x∗, fns > dBs‖
= E‖
∫ t
0
(gx
∗
s − < x∗, fns >)dBs‖
≤ (E[‖
∫ t
0
(gx
∗
s − < x∗, fns >)dBs‖2])
1
2
≤
√
CX(E[
∫ t
0
|(gx∗s − < x∗, fns >)|2ds])
1
2
≤
√
CX(E[
∫ T
0
|(gx∗s − < x∗, fns >)|2ds])
1
2
<
√
CX√
n
→ 0(n→∞),
that implies∫ t
0
gx
∗
s dBs ∈ de{< x∗,
∫ t
0
fsdBs >: (fs)s∈[0,T ] ∈ S2(F (·))},
moreover,
de{
∫ t
0
gx
∗
s dBs : (g
x∗
s )s∈[0,T ] ∈ cl{< x∗, f >: f ∈ S2(F (·))}}
⊂ de{< x∗,
∫ t
0
fsdBs >: (fs)s∈[0,T ] ∈ S2(F (·))}
since the closedness and decomposability of de{< x∗, ∫ t
0
fsdBs >: (fs)s∈[0,T ] ∈
S2(F (·))}. Together with the converse inclusion, we get
S1It(Fx∗ )(F t) = de{< x∗,
∫ t
0
fsdBs >: (fs)s∈[0,T ] ∈ S2(F (·))}
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= cl{
n∑
i=1
χAi < x
∗,
∫ t
0
f isdBs >: A1, ..., An is any F t −measurable
finite partition of Ω, (f is)s∈[0,T ] ∈ S2(F (·)), i = 1, ..., n, n ∈ N}
= cl{< x∗,
n∑
i=1
χAi
∫ t
0
f isdBs >: A1, ..., An is any F t −measurable
finite partition of Ω, (f is)s∈[0,T ] ∈ S2(F (·)), i = 1, ..., n, n ∈ N}
= cl{< x∗, gt >: gt ∈ S1It(F )(F t)}
= S1
Ix
∗
t (F )
(F t),
that means
Ix
∗
t (F )(ω) = It(F
x∗)(ω) a.s.
Theorem 4.3.2. Assume set-valued stochastic process {Ft,Ft : t ∈ [0, T ]} ∈
L2(Kc(X)), then for any x∗ ∈ X∗ and s < t ∈ [0, T ],
E [Ix∗t (F )|F s](ω) = Ex
∗
[It(F )|F s](ω) a.s.
Proof. For s < t, consider the conditional expectations E [It(F )|F s] and E [Ix∗t (F )|F s]:
S1E [It(F )|F s](F s) = cl{E[gt|F s] : gt ∈ S
1
It(F )(F t)}
S1Ex∗ [It(F )|F s](F s) = cl{< x
∗, g >: g ∈ S1E [It(F )|F s](F s)}
= cl{< x∗, E[gt|F s] >: gt ∈ S1It(F )(F t)}.
By the Theorem 4.3.1,
S1E [Ix∗t (F )|F s](F s) = S
1E [It(Fx∗ )|F s](F s)
= cl{E[gx∗t |F s] : gx
∗
t ∈ S1It(Fx∗ )(F t)}
= cl{E[< x∗, gt > |F s] : gt ∈ S1It(F )(F t)}
= cl{< x∗, E[gt|F s] >: gt ∈ S1It(F )(F t)}
= S1Ex∗ [It(F )|F s](F s).
That is
E [Ix∗t (F )|F s](ω) = Ex
∗
[It(F )|F s](ω) a.s.
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Chapter 5
Integrals of Set-Valued
Stochastic Processes with
respect to Lebesgue Measure
In this chapter, we firstly give the definition of integrals of set-valued stochastic
processes with respect to the Lebesgue measure in the interval [s, t]. Then we
study the properties of this kind of integrals.
Let X be a separable Banach space. In order to apply the integrals to set-
valued differential equations (in the next chapter), here we confine the inte-
grands in the class Lp(K(X)).
5.1 Definitions
Let a set-valued stochastic process {Ft,Ft : t ∈ [0, T ]} ∈ Lp
(
K(X)
)
, and for
0 ≤ s ≤ t ≤ T , for each f ∈ Sp(F (·)), we have
E
[ ∫ T
0
‖fu‖pdu
]
< +∞, then
∫ T
0
‖fu‖pdu < +∞ a.s.,
that is there exists a P -null set Nf ∈ F , such that for all ω ∈ Ω \ Nf and for
0 ≤ s < t ≤ T , ∫ t
s
‖f(u)‖pdu <∞.
By Theorem 9.41 in [14], f is Bochner integrable in the interval [s, t] if and only
if its norm function ‖f‖ is Lebesgue integrable. That is ∫ t
s
‖fu‖du < +∞. Then
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the Bochner integral of {ft : t ∈ [0, T ]} with respect to the Lebesgue measure λ
in the interval [s, t] which is denoted by
∫ t
s
fudu exists for all ω ∈ Ω \ Nf . For
ω ∈ Nf , we define ∫ t
s
fudu = 0.
Then for each f ∈ Sp(F (·)), ∫ t
s
fudu is well defined for all ω ∈ Ω. Moreover,
the process {∫ t
0
fudu : t ∈ [0, T ]} is continuous, measurable and Ft-adapted.
Set
Λs,t :=
{∫ t
s
fudu : (fu)u∈[0,T ] ∈ Sp
(
F (·))}, (5.1.1)
where
∫ t
s
fu(ω)du is the integral with respect to the Lebesgue measure λ in the
interval [s, t] defined as the above. It is clear that Λs,t ⊂ Lp(Ω,F t, P ;X) ⊂
Lp(Ω;X).
We define the decomposable closed hull of Λs,t with respect to Ft by
deΛs,t :=
{
g ∈ Lp(Ω,F t, P ;X); for any ε > 0, there exist
a finite Ft −measurable partition
{A1, ..., An} of Ω and f1, ..., fn ∈ Sp
(
F (·)), such that
‖g −
n∑
i=1
χAi
∫ t
s
f iudu‖Lp(Ω,Ft,P ;X) < ε
}
By Proposition 2.1.2, deΛs,t determines an F t-measurable set-valued function
Is,t(F ) : Ω→ K(X), such that the family of all Lp-integrable selections of Is,t(F )
is
SpIs,t(F )(F t) = deΛs,t.
Particularly, I0,t(F ) will be denoted by It(F ) for brevity. Therefore {It(F ) : t ∈
[0, T ]} is an F t-adapted set-valued stochastic process.
Definition 5.1.1. For a set-valued stochastic process {Ft,Ft : t ∈ [0, T ]} ∈
Lp(K(X)), the set-valued random variable Is,t(F ) defined as the above is called
the set-valued integral of {Ft,Ft : t ∈ [0, T ]} with respect to the Lebesgue
measure on the interval [s, t]. We denote it by
∫ t
s
Fudu := Is,t(F ).
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5.2 Convexity, Representation Theorem and Bound-
edness
In this section, we will show that such a kind of the set-valued integral Is,t(F )
defined as the above is convex in X a.s. whenever the integrand is convex or
not, and it is also bounded in X a.s., which is different from the set-valued
stochastic integral with respect to a real valued Brownian motion. Similarly,
the set-valued integrals with respect to the Lebesgue measure is linear in some
sense of Theorem 5.3.1. When F is separable with respect to the probability
measure P , there is the representation theorem similar to Theorem 4.2.4.
Theorem 5.2.1. For a set-valued stochastic process {Ft,Ft : t ∈ [0, T ]} ∈
Lp(K(X)), the set-valued integral ∫ T
0
Fs(ω)ds is convex a.s.
Proof. Obviously, SpIT (F )(FT ) is nonempty. According to Lemma 2.1.4, it suf-
fices to prove
SpIT (F )(FT ) = de
{∫ T
0
fsds : f ∈ Sp
(
F (·))}
is convex. It is noticed that if cl
{ ∫ T
0
fsds : f ∈ Sp
(
F (·))} is convex, then
SpIT (F )(FT ) is convex, where cl denotes the closure in Lp(Ω;X). In the following,
we will show that cl
{ ∫ T
0
fsds : f ∈ Sp
(
F (·))} is a convex subset of Lp(Ω;X).
It suffices to prove that: for any g, h ∈ Sp(F (·)), for any α ∈ [0, 1], there exists
an f ∈ Sp(F (·)), such that for any ε > 0,
‖α
∫ T
0
gsds+ (1− α)
∫ T
0
hsds−
∫ T
0
fsds‖Lp(Ω;X) < ε.
For any A ∈ B([0, T ]), define an (Lp(Ω;X), Lp(Ω;X))-valued measure µ by
µ(A) =
(∫
A
gsds,
∫
A
hsds
)
.
The space
(
[0, T ],B([0, T ]), λ) is non-atomic. So that by the result in [73](page
162), the closure of the range of µ is convex in
(
Lp(Ω;X), Lp(Ω;X)
)
. Since
µ(∅) = (0, 0) and µ([0, T ]) = ( ∫ T
0
gsds,
∫ T
0
hsds
)
, then for any α ∈ [0, 1], there
exists an Aα ∈ B
(
[0, T ]
)
, such that
‖α
∫ T
0
gsds−
∫
Aα
gsds‖Lp(Ω;X) <
ε
2
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and
‖α
∫ T
0
hsds−
∫
Aα
hsds‖Lp(Ω;X) <
ε
2
.
Taking
fs(ω) = χΩ×Aα(ω, s)gs(ω) + χΩ×Acα(ω, s)hs(ω) for all (ω, s) ∈ Ω× [0, T ],
where χA denotes the indicator function of the set A. We have f ∈ Sp
(
F (·))
since {Ω × Aα,Ω × Acα} is an F ⊗ B
(
[0, T ]
)
-measurable partition of product
space Ω× [0, T ]. Furthermore,
‖α
∫ T
0
gsds+ (1− α)
∫ T
0
hsds−
∫ T
0
fsds‖Lp(Ω;X)
≤ ‖α
∫ T
0
gsds−
∫ T
0
χΩ×Aαgsds‖Lp(Ω;X)
+‖(1− α)
∫ T
0
hs(ω)ds−
∫ T
0
χΩ×Acαhsds‖Lp(Ω;X)
<
ε
2
+ ‖α
∫ T
0
hsds−
∫ T
0
χΩ×Aαhsds‖Lp(Ω;X) < ε,
which yields that the set SpIT (F )(FT ) is convex. Then the integral IT (F )(ω) is
convex a.s.
Remark 11. For 0 ≤ s ≤ t ≤ T , the integral Is,t(F )(ω) is also convex a.s.
Theorem 5.2.1 is similar to Theorem 4.2 in [21], but it is not a direct result
of Theorem 4.2 in [21]. Since in Theorem 5.2.1, the full space is the product
space [0, T ] × Ω, but the domain of the integral is just the time interval [0, T ]
and not [0, T ]× Ω.
Similar to Theorem 4.2.2, we also have the following linear property for set-
valued integrals with respect to the Lebesgue measure.
Theorem 5.2.2. Let α be a finite real number, F = {Ft,Ft : t ∈ [0, T ]}, G =
{Gt,Ft : t ∈ [0, T ]} ∈ Lp(K(X)). Then for any 0 ≤ s < t ≤ T , we have
Is,t(αF ) = αIs,t(F )
and
Is,t(cl(F +G)) = cl(Is,t(F ) + Is,t(G)) a.s.,
where the cl stands for the closure in X.
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If F is separable with respect to the probability measure P , then the space
Lp
((
[0, T ]×Ω),B([0, T ])⊗F , λ×P ;X) is separable according to lemma 4.2.3.
Therefore Sp
(
F (·)) is separable since it is a closed subset of Lp([0, T ]×Ω;X).
So that we can find a sequence {fn = (fnt )t∈[0,T ] : n ∈ N} ⊂ Sp
(
F (·)), such that
Sp
(
F (·)) = cl{fn : n ∈ N},
where cl stands for the closure in Lp
(
[0, T ]×Ω;X
)
. Moreover, for 0 ≤ s ≤ t ≤
T ,
SpIs,t(F )(F t) = de
{∫ t
s
fnu du : n ∈ N
}
.
In a manner similar to the proof of Theorem 4.2.4, we have the following rep-
resentation theorem.
Theorem 5.2.3. Assume F is separable with respect to the probability measure
P . Then for a set-valued stochastic process {Ft,Ft : t ∈ [0, T ]} ∈ Lp
(
K(X)
)
,
there exists a sequence {fn : n = 1, 2, ...} ⊂ Sp(F (·)) such that
F (t, ω) = cl{fnt (ω) : n = 1, 2, ...} for a.e. (t, ω),
and for 0 ≤ s ≤ t ≤ T
Is,t(F )(ω) = cl
{∫ t
s
fnu (ω)du : n ∈ N
}
a.s,
where cl denotes the closure in X.
Theorem 5.2.4. Assume F is separable with respect to P . Then for a set-
valued stochastic process {Ft,Ft : t ∈ [0, T ]} ∈ Lp
(
K(X)
)
, SpIs,t(F )(F t) is
nonempty and bounded in Lp(Ω,F t, P ;X) for 0 ≤ s ≤ t ≤ T . Furthermore,
if X is reflexive, then for 0 ≤ s ≤ t ≤ T , Is,t(F )(ω) is almost surely weakly
compact in X and SpIs,t(F )(F t) is weakly compact in Lp(Ω,F t, P ;X).
Proof. Let {Ak : k = 1, ...m} be an F t-measurable partition of Ω, and {gk : k =
1, ...m} ⊂ Sp(F (·)). Then for 0 ≤ s ≤ t ≤ T , ∫ t
s
gkudu is F t-measurable, and
E
[
‖
∫ t
s
gkudu‖p
] ≤ tp−1E[ ∫ t
s
‖gku‖pdu
]
≤ T p−1E
[ ∫ T
0
‖Fu‖pKdu
]
< +∞,
which implies that SpIs,t(F )(F t) is nonempty.
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In the following, we will show that SpIs,t(F )(F t) is bounded in Lp(Ω,F t, P ;X).
By Theorem 5.2.3, there exists a sequence {fn : n = 1, 2, ...} ⊂ Sp(F (·)) such
that
F (t, ω) = cl{fnt (ω) : n = 1, 2, ...} a.e. (t, ω)
and for 0 ≤ s ≤ t ≤ T ,
Is,t(F )(ω) = cl
{∫ t
s
fnu (ω)du : n ∈ N
}
a.s.
Therefore we have
E
[
‖Is,t(F )‖pK
]
= E
[
sup
x∈Is,t(F )(ω)
‖x‖p
]
= E
[
sup
n∈N
‖
∫ t
s
fnu du‖p
]
≤ E
[
sup
n∈N
tp−1
∫ t
s
‖fnu ‖pdu
]
≤ T p−1E
[
sup
n∈N
∫ t
s
‖fnu ‖pdu
]
≤ T p−1E
[ ∫ t
s
sup
n∈N
‖fnu ‖pdu
]
= T p−1E
[ ∫ T
0
‖Fu‖pKdu
]
< +∞,
which shows Is,t(F ) is L
p-integrably bounded. Therefore, by the Lemma 2.1.5,
the family of all F t-measurable Lp-integrable selections SpIs,t(F )(F t) is bounded
in Lp(Ω,F t, P ;X).
By Theorem 5.2.1, SpIs,t(F )(F t) is convex then Is,t(F )(ω) is convex for almost
sure ω. If X is reflexive, then Is,t(F )(ω) is weakly compact for almost sure ω
since it is almost surely a closed, bounded and convex subset of X. Similarly,
when p > 1, since Lp(Ω,F t, P ;X) is reflexive too, then SpIs,t(F )(F t) is weakly
compact in Lp(Ω,F t, P ;X). When p = 1, S1Is,t(F )(F t) is also weakly compact in
L1(Ω,F t, P ;X) from Theorem 3.7 in [21].
Remark 12. We would like to point out that, in Theorem 5.2.4, the assump-
tion of separability on sigma algebra F can be removed. Indeed, we can di-
rectly consider the boundedness of set SpIs,t(F t) in Lp(Ω,F t, P ;X). For any
finite F t-measurable partition of Ω denoted by {A1, ..., An} and the processes
{f 1, ..., fn} ⊂ Sp(F (·)), we have
E
[
‖
n∑
i=1
χAi
∫ t
s
f iudu‖p
]
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= E
[ n∑
i=1
χAi‖
∫ t
s
f iudu‖p
]
≤ T p−1E
[ ∫ T
0
‖Fu‖pKdu
]
<∞,
therefore,
sup
h∈Sp
Is,t(F )
(F t)
‖h‖p
Lp(Ω,F t,P ;X) ≤ T
p−1E
[ ∫ T
0
‖Fu‖pKdu
]
<∞.
5.3 A Product Measurable Version and Corre-
sponding Results
In this section, in order to study the set-valued differential equation in the next
chapter, here we will select a B(R+) ⊗ F -measurable version of the integral
process {It(F ) : t ∈ [0, T ]}. And study the corresponding results which will be
needed in the following chapter.
Lemma 5.3.1. Assume F is separable with respect to P . For a set valued
stochastic process {Ft,Ft : t ∈ [0, T ]} ∈ Lp
(
K(X)
)
, there exists a B([0, T ])⊗F-
measurable version {I˜s,t(F ) : t ∈ [s, T ]} of {Is,t(F ) : t ∈ [s, T ]} such that
Is,t(F )(ω) = I˜s,t(F )(ω) a.s. and I˜s,t(F )(ω) ∈ Kb(X) for all 0 ≤ s ≤ t ≤ T and
almost sure ω, where s ∈ [0, T ) is arbitrarily fixed.
Proof. If F is separable, by Theorem 5.2.3, there exists a sequence {fn : n ∈
N} ⊂ Sp(F (·)), such that
Ft(ω) = cl
{
fnt (ω) : n ∈ N
}
a.e. (t, ω),
and for s ∈ [0, T ) being arbitrarily fixed, t ∈ [s, T ],
Is,t(F )(ω) = cl
{∫ t
s
fnu (ω)du : n ∈ N
}
a.s.
For every fn ∈ Sp(F (·)) and every A ∈ F , we have∫
A
∫ T
0
‖fns (ω)‖pdsdP ≤
∫
A
∫ T
0
‖Fs(ω)‖pKdsdP.
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Then there exists a P -null set Nn (independent of s and t), such that∫ T
0
‖fns (ω)‖pds ≤
∫ T
0
‖Fs(ω)‖pKds for ω ∈ Ω \Nn.
Set N := ∪nNn, then P (N) = 0. So that for 0 ≤ s ≤ t ≤ T and ω ∈ Ω \N , we
have ∫ t
s
‖fnu (ω)‖pdu ≤
∫ T
0
‖fnu (ω)‖pdu ≤
∫ T
0
‖Fu(ω)‖pKdu.
For 0 ≤ s < T , set
I˜s,t(F )(ω) = cl
{∫ t
s
fnu (ω)du : n ∈ N
}
for all t ∈ [s, T ] and ω ∈ Ω.
Then Is,t(F )(ω) = I˜s,t(F )(ω) a.s. and I˜s,t(F )(ω) ∈ Kb(X) for all 0 ≤ s ≤ t ≤ T
and ω ∈ Ω \ N . By using the Castaing representation Theorem 2.1.1, the set-
valued process {I˜s,t(F ) : t ∈ [s, T ]} is B
(
[0, T ]
)⊗ F -measurable since for every
n,
∫ t
s
fnu du is B
(
[0, T ]
)⊗F -measurable.
From now on, if F is separable, we will always assume that the set-valued
integral of {Ft,Ft : t ∈ [0, T ]} ∈ Lp
(
K(X)
)
means the B([0, T ])⊗F -measurable
version {I˜s,t(F ) : t ∈ [s, T ]}. For convenience, we still denote I˜s,t(F )(ω) by
Is,t(F )(ω).
Theorem 5.3.1. Assume F is separable with respect to P . For a set-valued
stochastic processes {Ft,Ft : t ∈ [0, T ]}, {Gt,Ft : t ∈ [0, T ]} ∈ Lp
(
K(X)
)
, set
φ(t, ω) := H
(∫ t
0
Fs(ω)ds,
∫ t
0
Gs(ω)ds
)
: [0, T ]× Ω→ R.
Then φ(·, ·) is B([0, T ])⊗F-measurable.
Proof. By the definition of the Hausdorff distance and Lemma 5.3.1, we have
φ(t, ω) = max
{
sup
i
inf
j
‖
∫ t
0
(f is(ω)−gjs(ω))ds‖, sup
j
inf
i
‖
∫ t
0
(f is(ω)−gjs(ω))ds‖
}
.
For every i, j,
∫ t
0
f is(ω)ds and
∫ t
0
gjs(ω)ds are B([0, T ]) ⊗ F -measurable. Then
φ(·, ·) is B([0, T ])⊗F -measurable.
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Proposition 5.3.1. Assume F is separable with respect to P . Then for a set-
valued stochastic process {Ft,Ft : t ∈ [0, T ]} ∈ Lp
(
K(X)
)
, the following formula
It(F )(ω) = cl
{
Is(F )(ω) + Is,t(F )(ω)
}
holds for 0 ≤ s < t ≤ T and all ω, where cl stands for the closure in X.
Proof. By Theorem 5.2.3 and Theorem 5.3.1, it is not difficult to get the desired
result.
Lemma 5.3.2. Assume F is separable with respect to P . Then for a set-valued
stochastic process {Ft,Ft : t ∈ [0, T ]} ∈ Lp
(
K(X)
)
, the set-valued integral
{It(F ) : t ∈ [0, T ]} is H-continuous in t a.s.
Proof. For 0 ≤ s ≤ t ≤ T , by Theorem 5.2.3, for a set-valued stochastic process
{Ft,Ft : t ∈ [0, T ]} ∈ Lp
(
K(X)
)
, there exists a sequence {fn : n ∈ N} ⊂
Sp
(
F (·)) such that
F (t, ω) = cl{fnt (ω) : n ∈ N} a.e. (t, ω)
and for each t ∈ [0, T ],
It(F )(ω) = cl
{∫ t
0
fns (ω)ds : n ∈ N
}
,
so that by properties of Hausdorff distance and Proposition 5.3.1, we have
H
(∫ t
0
Fudu,
∫ s
0
Fudu
)
= H
(∫ s
0
Fudu+
∫ t
s
Fudu,
∫ s
0
Fudu
)
≤ H
(∫ t
s
Fudu, {0}
)
= sup
n
‖
∫ t
s
fnu du‖ ≤
∫ t
s
sup
n
‖fnu ‖du
For each A ∈ F , we have ∫
A
∫ t
s
sup
n
‖fnu ‖dudP =
∫
A
∫ t
s
‖Fu‖KdudP , therefore∫ t
s
sup
n
‖fnu ‖du =
∫ t
s
‖Fu‖Kdu a.s. The latter converges to 0 a.s. as (t− s)→ 0,
which yields the desired result.
Lemma 5.3.3. Assume F is separable with respect to P . For a set-valued
stochastic processes {Ft}t∈[0,T ], {Gt}t∈[0,T ] ∈ Lp
(
K(X)
)
, and for all t and almost
sure ω, we have
Hp
(∫ t
0
Fs(ω)ds,
∫ t
0
Gs(ω)ds
)
≤ tp−1
∫ t
0
Hp
(
Fs(ω), Gs(ω)
)
ds
59
Proof. When F is separable with respect to P , by Theorem 5.2.3, there exists
a sequence {f i : i ∈ N} ⊂ Sp(F (·)), such that
Ft(ω) = cl
{
f it (ω) : i ∈ N
}
a.e. (t, ω)
and for each t ∈ [0, T ]∫ t
0
Fs(ω)ds = cl
{∫ t
0
f is(ω)ds : i ∈ N
}
.
For each i ≥ 1, we can choose a sequence {gij : j ∈ N} ⊂ Sp(G(·)) (this
sequence depends on i), such that
‖f i − gij‖
Lp
(
[0,T ]×Ω;X
) ↓ d(f i, Sp(G(·)))(j → +∞).
By Lemma 2.1.1, we have
d
(
f i, Sp
(
G(·))) = inf
g∈Sp
(
G(·)
) ‖f i − g‖Lp(Ω×[0,T ],X)
= inf
g∈Sp
(
G(·)
) ( ∫
Ω
∫ T
0
‖f is(ω)− gs(ω)‖pdsdP
) 1
p
=
(
inf
g∈Sp
(
G(·)
) ∫
Ω
∫ T
0
‖f is(ω)− gs(ω)‖pdsdP
) 1
p
=
(∫
Ω
∫ T
0
inf
y∈Gs(ω)
‖f is(ω)− y‖pdsdP
) 1
p
=
(∫
Ω
∫ T
0
dp
(
f is(ω), Gs(ω)
)
dsdP
) 1
p
,
so that∫
Ω
∫ T
0
‖f is(ω)− gijs (ω)‖pdsdP ↓
∫
Ω
∫ T
0
dp
(
f is(ω), Gs(ω)
)
dsdP (j →∞).
Namely, noticing that ‖f i − gij‖
Lp
(
Ω×[0,T ];X
) ≥ d(f i, Sp(G(·))) and ‖f is(ω) −
gijs (ω)‖ ≥ d
(
f is(ω), Gs(ω)
)
for a.e. (s, ω), we have for any ε > 0, there exists a
natural number J , such that for any j ≥ J ,
ε >
∣∣∣ ∫
Ω
∫ T
0
‖f is(ω)− gijs (ω)‖pdsdP −
∫
Ω
∫ T
0
dp
(
f is(ω), Gs(ω)
)
dsdP
∣∣∣
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=∫
Ω
∫ T
0
‖f is(ω)− gijs (ω)‖pdsdP −
∫
Ω
∫ T
0
dp
(
f is(ω), Gs(ω)
)
dsdP
=
∫
Ω
∫ T
0
(
‖f is(ω)− gijs (ω)‖p − dp
(
f is(ω), Gs(ω)
))
dsdP
=
∫
Ω
∫ T
0
∣∣∣‖f is(ω)− gijs (ω)‖p − dp(f is(ω), Gs(ω))∣∣∣dsdP.
Hence there exists a subsequence of {gij : j ∈ N}, denoted as {gijk : k ∈ N}
such that
‖f is(ω)− gijks (ω)‖p → dp
(
f is(ω), Gs(ω)
)
(k → +∞) a.e. (s, ω).
Since {Ft}t∈[0,T ], {Gt}t∈[0,T ] ∈ Lp
(
K(X)
)
, we have
E
[ ∫ T
0
(‖Fs(ω)‖pK + ‖Gs(ω)‖pK)ds
]
<∞. (5.3.1)
Since
‖f is(ω)− gijks (ω)‖p ≤ 2p(‖Fs(ω)‖pK + ‖Gs(ω)‖pK) for a.e.(s, ω)
and (5.3.1) yields ∫ T
0
(‖Fs(ω)‖pK + ‖Gs(ω)‖pK)ds <∞ a.s.,
by the Lebesgue dominated convergence theorem, for all t and almost sure ω,
we have ∫ t
0
‖f is(ω)− gijks (ω)‖pds→
∫ t
0
dp
(
f is(ω), Gs(ω)
)
ds (k → +∞).
Therefore, for all t and almost sure ω
inf
k
∫ t
0
‖f is(ω)− gijks (ω)‖pds ≤
∫ t
0
dp
(
f is(ω), Gs(ω)
)
ds.
So that for all t and almost sure ω, we have
sup
x∈R t0 Fs(ω)ds
dp
(
x,
∫ t
0
Gs(ω)ds
)
≤ sup
i
inf
j
‖
∫ t
0
f is(ω)ds−
∫ t
0
gijs (ω)ds‖p
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≤ sup
i
inf
k
‖
∫ t
0
f is(ω)ds−
∫ t
0
gijks (ω)ds‖p
≤ tp−1 sup
i
inf
k
∫ t
0
‖f is(ω)− gijks (ω)‖pds
≤ tp−1 sup
i
∫ t
0
dp
(
f is(ω), Gs(ω)
)
ds
≤ tp−1
∫ t
0
sup
i
dp
(
f is(ω), Gs(ω)
)
ds.
Similarly, by Theorem 5.2.3, there exists a sequence {gm : m ∈ N} ⊂ Sp(G(·)),
such that
Gt(ω) = cl
{
gmt (ω) : m ∈ N
}
a.e. (t, ω)
and for each t ∈ [0, T ]∫ t
0
Gs(ω)ds = cl
{∫ t
0
gms (ω)ds : m ∈ N
}
.
By using the same way as the above, we obtain that for all t and almost sure ω
sup
y∈R t0 Gs(ω)ds
dp
(
y,
∫ t
0
Fs(ω)ds
)
≤ tp−1
∫ t
0
sup
m
dp
(
gms (ω), Fs(ω)
)
ds
Therefore, the inequality
Hp
(∫ t
0
Fs(ω)ds,
∫ t
0
Gs(ω)ds
)
≤ tp−1
∫ t
0
Hp
(
Fs(ω), Gs(ω)
)
ds
holds for all t and almost sure ω.
Theorem 5.3.2. Assume F is separable with respect to P . For set-valued
stochastic processes {Ft}t∈[0,T ], {Gt}t∈[0,T ] ∈ Lp
(
K(X)
)
, then for 1 ≤ r ≤ p, all
t and almost sure ω, it follows that
Hr
(∫ t
0
Fs(ω)ds,
∫ t
0
Gs(ω)ds
)
≤ tr−1
∫ t
0
Hr
(
Fs(ω), Gs(ω)
)
ds,
and then
E
[
Hr
( ∫ t
0
Fsds,
∫ t
0
Gsds
)] ≤ tr−1E[ ∫ t
0
Hr(Fs, Gs)ds
]
.
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Proof. For 1 ≤ r ≤ p, {Ft}t∈[0,T ], {Gt}t∈[0,T ] ∈ Lr
(
K(X)
)
. So that Lemma 5.3.3
yields the first inequality immediately. Since we have
Hr
(
Fs(ω), Gs(ω)
)
≤
(
H
(
Fs(ω), {0}
)
+H
({0}, Gs(ω)))r
= 2r
(
‖Fs(ω)‖rK + ‖Gs(ω)‖rK
)
∈ Lr(Ω× [0, T ];R).
Then for each t ∈ [0, T ], E
[ ∫ t
0
Hr
(
Fs, Gs
)
ds
]
is finite. Therefore,
E
[
Hr
( ∫ t
0
Fsds,
∫ t
0
Gsds
)] ≤ tr−1E[ ∫ t
0
Hr(Fs, Gs)ds
]
.
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Chapter 6
Set-Valued Stochastic
Differential Equation
In this chapter, we mainly study the strong solutions to such a kind of set-valued
stochastic differential equations with set-valued drift terms and single valued
diffusion terms.
Section 6.1 is devoted to the measurability of coefficients and the definition
of set-valued differential equation.
Section 6.1 presents the existence and uniqueness of strong solutions to the
set-valued differential equations under some suitable conditions.
6.1 Preliminary Results
Assume X is a separable M-type 2 Banach space. Let the functions
a(·, ·) : [0, T ]×K(X)→ K(X) be
(
B([0, T ])⊗ σ(C))/σ(C)-measurable, and
b(·, ·) : [0, T ]×K(X)→ X be
(
B([0, T ])⊗ σ(C))/B(X)-measurable,
where C = {ZO : O ⊂ X, O is open} and σ(C) is the σ-algebra generated by C.
Lemma 6.1.1. Let {Xt : t ∈ [0, T ]} be an F t-adapted, measurable set-valued
stochastic process, then the following statements hold:
(i) a(t,Xt(ω)) : [0, T ]×Ω→ K(X) is
(
B([0, T ])⊗F)/σ(C)-measurable and for
fixed t ∈ [0, T ], a(t,Xt(·)) is F t/σ(C)-measurable, and
(ii) b(t,Xt(ω)) : [0, T ] × Ω → X is
(
B([0, T ]) ⊗ F)/B(X)-measurable and for
fixed t ∈ [0, T ], b(t,Xt(·)) is F t/B(X)-measurable.
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Proof. Here we only prove the results for the function a(·, ·), since for the func-
tion b(·, ·), we can prove that similarly.
For fixed t ∈ [0, T ], a(t, ·) is σ(C)/σ(C)-measurable. It is noticed that {Xt :
t ∈ [0, T ]} is F t-adapted, then for every fixed t ∈ [0, T ], the composite function
a(t,Xt(·)) is F t/σ(C)-measurable.
By Proposition 2.1.1,X : [0, T ]×Ω→ K(X) can be considered as a
(
B([0, T ])⊗
F
)
/σ(C)-measurable function. Then the composite function, a(·, ·, ·) map-
ping [0, T ] × ([0, T ] × Ω) to K(X) with a(t, s, ω) = a(t,Xs(ω)) is (B([0, T ]) ⊗(
B([0, T ])⊗F))/σ(C)-measurable.
Indeed, let (Ω0,B0), (Ω1,B1) and (Ω2,B2) be measurable spaces. Let Id denote
the identity measurable mapping from (Ω1,B1) to itself. Let ϕ be a measurable
function from (Ω1,B1) to (Ω2,B2) and set
ψ := (Id, ϕ) : Ω0 × Ω1 → Ω0 × Ω2.
Taking any A×B ∈ B0 ⊗ B2, we have
ψ−1(A×B) = A× ϕ−1(B) ∈ B0 ⊗ B1.
Hence,
ψ−1(B0 ⊗ B2) = B0 ⊗ ϕ−1(B2) ⊂ B0 ⊗ B1,
which implies that ψ is (B0 ⊗ B1)/B0 ⊗ B2-measurable. Now let (Ω0,B0) =(
[0, T ],B([0, T ])), (Ω1,B1) = ([0, T ]×Ω,B([0, T ])⊗F), (Ω2,B2) = (K(X), σ(C)),
ϕ = X, then ψ is
(
B([0, T ])⊗ (B([0, T ])⊗F))/(B([0, T ])⊗σ(C))-measurable,
so the composition (a ◦ ψ)(t, s, ω) = a(t,Xs(ω)) is (B([0, T ]) ⊗ (B([0, T ]) ⊗
F))/σ(C)-measurable.
Let t = s for a(t, s, ω). Then it is not difficult to obtain that a(t,Xt(ω)) :
[0, T ]× Ω→ K(X) is
(
B([0, T ])⊗F)/σ(C)-measurable.
Assume the above functions a(·, ·) and b(·, ·) also satisfy the following condi-
tions :
H
({0}, a(t,X))+ ‖b(t,X)‖ ≤ C(1+H({0}, X));X ∈ K(X), t ∈ [0, T ] (6.1.1)
for some constant C and
H
(
a(t,X), a(t, Y )
)
+ ‖b(t,X)− b(t, Y )‖ ≤ DH(X,Y );X, Y ∈ K(X), t ∈ [0, T ]
(6.1.2)
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for some constant D.
Let X0 be an L
2-integrably bounded, weakly compact (in the sense of weak
topology σ(X,X∗)) set-valued random variable. Assume a(·, ·) is
(
B([0, T ]) ⊗
σ(C)
)
/σ(C)-measurable, b(·, ·) is
(
B([0, T ])⊗σ(C))/B(X)-measurable and both
a(·, ·) and b(·, ·) satisfy the conditions (6.1.1) and (6.1.2). Then by Lemma
6.1.1, it is reasonable to define the set-valued stochastic differential equation as
follows:
Definition 6.1.1.
Xt = X0 +
∫ t
0
a(s,Xs)ds+
∫ t
0
b(s,Xs)dBs, for t ∈ [0, T ] a.s. (6.1.3)
An F t-adapted, H-continuous in t almost surely and measurable set-valued
process {Xt : t ∈ [0, T ]} is called a strong solution if it satisfies the equation
(6.1.3).
Remark 13. There are three terms on the right hand side of equation (6.1.3).
The first term is weakly compact a.s. By Theorem 5.2.1, the second one is
convex and closed a.s., then weakly closed a.s. The third one is a single valued
set, then weakly compact a.s. Therefore the sum is weakly closed a.s., so that
closed a.s. And the left hand side Xt is closed. So it is reasonable and possible
to consider a solution to equation (6.1.3).
6.2 Existence and Uniqueness of Strong Solu-
tions to the Set-Valued Differential Equa-
tions
In the following, we will study the existence and uniqueness of the strong solu-
tions to the equation (6.1.3).
Theorem 6.2.1. Assume F is separable with respect to P . Let T > 0, and
let a(·, ·) : [0, T ] × K(X) → K(X), b(·, ·) : [0, T ] × K(X) → X be measur-
able functions satisfying conditions (6.1.1) and (6.1.2). Then for any given
L2-integrably bounded, weakly compact initial value X0, there exists a strong
solution to (6.1.3).
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Proof. As a manner similar to that of solving the ordinary stochastic differen-
tial equation, we can use the successive approximation method to construct a
solution to equation (6.1.3).
Define Y 0t = X0. Then we can define Y
k
t = Y
k
t (ω) inductively as follows:
Y k+1t = X0 +
∫ t
0
a(s, Y ks )ds+
∫ t
0
b(s, Y ks )dBs. (6.2.1)
By Theorem 5.3.2, condition (6.1.2) and Proposition 4.1.1 (ii), we have
E
[
H2
(
Y k+1t , Y
k
t
)]
= E
[
H2
(
X0 +
∫ t
0
a(s, Y ks )ds+
∫ t
0
b(s, Y ks )dBs,
X0 +
∫ t
0
a(s, Y k−1s )ds+
∫ t
0
b(s, Y k−1s )dBs
)]
≤ E
[(
H(X0, X0) +H
( ∫ t
0
a(s, Y ks )ds,
∫ t
0
a(s, Y k−1s )ds
)
+H
( ∫ t
0
b(s, Y ks )dBs,
∫ t
0
b(s, Y k−1s )dBs
))2]
= E
[(
H
( ∫ t
0
a(s, Y ks )ds,
∫ t
0
a(s, Y k−1s )ds
)
+‖
∫ t
0
b(s, Y ks )dBs −
∫ t
0
b(s, Y k−1s )dBs‖
)2]
≤ 2E
[
H2
( ∫ t
0
a(s, Y ks )ds,
∫ t
0
a(s, Y k−1s )ds
)]
+2E
[
‖
∫ t
0
b(s, Y ks )dBs −
∫ t
0
b(s, Y k−1s )dBs‖2
]
≤ 2tE
[ ∫ t
0
H2
(
a(s, Y ks ), a(s, Y
k−1
s )
)
ds
]
+2CXE
[ ∫ t
0
‖(b(s, Y ks )− b(s, Y k−1s )‖2ds
]
≤ 2tD2E
[ ∫ t
0
H2(Y ks , Y
k−1
s )ds
]
+ 2CXD
2E
[ ∫ t
0
H2(Y ks , Y
k−1
s )ds
]
≤ 2D2(T + CX)
∫ t
0
E
[
H2(Y ks , Y
k−1
s )
]
ds, for k ≥ 1, t ∈ [0, T ],
and
E
[
H2(Y 1t , Y
0
t )
]
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= E
[
H2
(
Y 0t +
∫ t
0
a(s, Y 0s )ds
+
∫ t
0
b(s, Y 0s )dBs, Y
0
t
)]
≤ E
[(
H(Y 0t , Y
0
t ) +H
(∫ t
0
a(s, Y 0s )ds, {0}
)
+H
(∫ t
0
b(s, Y 0s )dBs, {0}
))2]
≤ 2E
[
H2(
∫ t
0
a(s, Y 0s )ds, {0})
]
+ 2E
[
‖
∫ t
0
b(s, Y 0s )dBs‖2
]
≤ 2tE
[ ∫ t
0
H2
(
a(s, Y 0s ), {0}
)
ds
]
+2CXE
[ ∫ t
0
‖b(s, Y 0s )‖2ds
]
= 2(t+ CX)E
[ ∫ t
0
(
H2
(
a(s, Y 0s ), {0}
)
+ ‖b(s, Y 0s )‖2
)
ds
]
≤ 2(t+ CX)E
[ ∫ t
0
C2(1 + ‖X0‖K)2ds
]
≤ 2C2(T + CX)tE
[
(1 + ‖X0‖K)2
]
=: A1t,
where A1 = 2C
2(T + CX)E
[
(1 + ‖X0‖K)2
]
< +∞ and is independent on t. So
by induction on k we obtain
E
[
H2(Y k+1t , Y
k
t )
]
≤ 2D2(T + CX)
∫ t
0
E
[
H2(Y ks , Y
k−1
s )
]
ds
≤ (2D2(T + CX))2
∫ t
0
∫ s
0
E
[
H2(Y k−1τ , Y
k−2
τ )
]
dτds
≤ ... ≤ A
k+1
2 t
k+1
(k + 1)!
, k ≥ 0, t ∈ [0, T ],
where A2 := max{1, A1,
(
2D2(T + CX)
)}.
For m > n > 0, by the above inequality, we have(
E
[
H2(Y mt , Y
n
t )
]) 1
2
= ‖H(Y mt , Y nt )‖L2
≤ ‖H(Y mt , Y m−1t ) +H(Y m−1t , Y m−2t ) + ...+H(Y n+1t , Y nt )‖L2
= ‖
m−1∑
k=n
H(Y k+1t , Y
k
t )‖L2 ≤
m−1∑
k=n
‖H(Y k+1t , Y kt )‖L2
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≤
∞∑
k=n
‖H(Y k+1t , Y kt )‖L2 ≤
∞∑
k=n
(Ak+12 tk+1
(k + 1)!
) 1
2 → 0 as n→ +∞,
which means {Y mt : m ∈ N} is a Cauchy sequence in the complete metric space
L2
(
Ω; (Kb(X), H)
)
, so that the sequence {Y nt : n ∈ N} converges to a limit Y˜t
in the sense of lim
n→+∞
E
[
H2(Y nt , Y˜t)
]
= 0. The convergence is also uniform in
t ∈ [0, T ]. Indeed, by Theorem 5.3.2, we have
sup
0≤t≤T
H(Y k+1t , Y
k
t )
= sup
0≤t≤T
(
H
(
X0 +
∫ t
0
a(s, Y ks )ds
+
∫ t
0
b(s, Y ks )dBs, X0 +
∫ t
0
a(s, Y k−1s )ds+
∫ t
0
b(s, Y k−1s )dBs
))
≤ sup
0≤t≤T
(
H
( ∫ t
0
a(s, Y ks )ds,
∫ t
0
a(s, Y k−1s )ds
)
+‖
∫ t
0
b(s, Y ks )dBs −
∫ t
0
b(s, Y k−1s )dBs‖
)
≤
∫ T
0
H
(
a(s, Y ks ), a(s, Y
k−1
s )
)
ds+ sup
0≤t≤T
‖
∫ t
0
b(s, Y ks )− b(s, Y k−1s )dBs‖ a.s.
Therefore, we have
P
(
sup
0≤t≤T
H(Y k+1t , Y
k
t ) > 2
−k
)
≤ P
(( ∫ T
0
H
(
a(s, Y ks ), a(s, Y
k−1
s )
)
ds
)2
> 2−2k−2
)
+P
(
sup
0≤t≤T
‖
∫ t
0
(
b(s, Y ks )− b(s, Y k−1s )
)
dBs‖ > 2−k−1
)
.
The first term of the right hand side of the above inequality is dominated as
follows:
P
(( ∫ T
0
H(a(s, Y ks ), a(s, Y
k−1
s ))ds
)2
> 2−2k−2
)
≤ 22k+2E
[( ∫ T
0
H
(
a(s, Y ks , a(s, Y
k−1
s ))ds
)2]
(by Markov inequality)
≤ 22k+2TE
[ ∫ T
0
H2
(
a(s, Y ks ), a(s, Y
k−1
s )
)
ds
]
(by Jensen inequality).
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Now we consider the second term. By Proposition 4.1.1,
{∫ t
0
b(s, Ys)dBs : t ∈
[0, T ]
}
is a t-continuous L2-bounded Banach-valued martingale, then the norm
process
{
‖ ∫ t
0
b(s, Ys)dBs‖ : t ∈ [0, T ]
}
is t-continuous L2-bounded real valued
submartingale, so that by Doob’s inequality, the second term is dominated as
follows:
P
(
sup
0≤t≤T
‖
∫ t
0
(
b(s, Y ks )− b(s, Y k−1s )
)
dBs‖ > 2−k−1
)
≤ 22k+2E
[
‖
∫ T
0
(
b(s, Y ks )− b(s, Y k−1s )
)
dBs‖2
]
≤ 22k+2CXE
[ ∫ T
0
‖b(s, Y ks )− b(s, Y k−1s )‖2ds
]
.
Then we have
P
(
sup
0≤t≤T
H(Y k+1t , Y
k
t ) > 2
−k
)
≤ 22k+2TE
[ ∫ T
0
H2(a(s, Y ks ), a(s, Y
k−1
s ))ds
]
+22k+2CXE
[ ∫ T
0
‖b(s, Y ks )− b(s, Y k−1s )‖2ds
]
= 22k+2(T + CX)
∫ T
0
E
[
H2
(
a(s, Y ks ), a(s, Y
k−1
s )
)
+‖b(s, Y ks )− b(s, Y k−1s )‖2
]
ds
≤ 22k+2(T + CX)
∫ T
0
E
[(
H
(
a(s, Y ks ), a(s, Y
k−1
s )
)
+‖b(s, Y ks )− b(s, Y k−1s )‖
)2]
ds
≤ 22k+2(T + CX)D2
∫ T
0
E
[
H2(Y ks , Y
k−1
s )
]
ds
≤ 22k+2(T + CX)D2
∫ T
0
Ak2s
k
k!
ds
= 22k+2(T + CX)D
2A
k
2T
k+1
(k + 1)!
,
which yields that
∞∑
k=1
P
(
sup
0≤t≤T
H(Y k+1t , Y
k
t ) > 2
−k
)
< +∞.
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By the Borel-Cantelli Lemma, it follows that
P
( ∞⋂
m=1
∞⋃
k=m
{ω : sup
0≤t≤T
H(Y k+1t , Y
k
t ) > 2
−k}
)
= 0,
which implies, for almost sure ω, there is an integer k0 = k0(ω) such that
sup
0≤t≤T
H(Y k+1t , Y
k
t ) ≤ 2−k for k ≥ k0.
Therefore the sequence {Y kt : k ∈ N} converges to Yt uniformly in [0, T ] a.s.
By Lemma 5.3.2 and the definition of the stochastic integral, every Y kt is H-
continuous in t, so that the limit Yt is also H-continuous in t a.s. Further it is
clear that for any fixed t, Yt = Y˜t a.s., so that we can replace Y˜t by Yt.
It remains to show that Yt satisfies equation (6.1.3). Indeed, for each integer
n ≥ 0,
Y n+1 = X0 +
∫ t
0
a(s, Y ns )ds+
∫ t
0
b(s, Y ns )dBs. (6.2.2)
Similarly, we have
lim
n→∞
E
[
H2
(∫ t
0
a(s, Y ns )ds,
∫ t
0
a(s, Ys)ds
)]
= 0
and
lim
n→∞
E
[
H2
(∫ t
0
b(s, Y ns )dBs,
∫ t
0
b(s, Ys)dBs
)]
= 0,
which, together with (6.2.2), verifies the existence of a solution to (6.1.3).
Theorem 6.2.2. Under the same condition as that in Theorem 6.2.1, the so-
lution to equation (6.1.3) is strongly unique in the sense that
P
(
H(Xt, Xˆt) = 0 for all t ∈ [0, T ]
)
= 1
if Xt and Xˆt are solutions to (6.1.3) with the same initial value X0.
Proof. Assume that Xt and Xˆt are two solutions to equation (6.1.3) with the
same initial values X0. Then we have
E
[
H2(Xt, Xˆt)
]
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≤ E
[(
H(X0, X0) +H
(∫ t
0
a(s,Xs)ds,
∫ t
0
a(s, Xˆs)ds
)
+‖
∫ t
0
(
b(s,Xs)− b(s, Xˆs))dBs‖
)2]
≤ 2E
[
H2
(∫ t
0
a(s,Xs)ds,
∫ t
0
a(s, Xˆs)ds
)]
+2E
[
‖
∫ t
0
(
b(s,Xs)− b(s, Xˆs)
)
dBs‖2
]
≤ 2tE
[ ∫ t
0
H2(a(s,Xs), a(s, Xˆs))ds
]
+2CXE
[ ∫ t
0
‖b(s,Xs)− b(s, Xˆs)‖2ds
]
≤ 2tD2E
[ ∫ t
0
H2(Xs, Xˆs)ds
]
+ 2CXD
2E
[ ∫ t
0
H2(Xs, Xˆs)ds
]
= 2D2(t+ CX)E
[ ∫ t
0
H2(Xs, Xˆs)ds
]
= 2D2(t+ CX)
∫ t
0
E
[
H2(Xs, Xˆs)
]
ds.
Set
ν(t) := E
[
H2(Xt, Xˆt)
]
for t ∈ [0, T ],
then
ν(t) ≤ 2D2(T + CX)
∫ t
0
ν(s)ds,
which, together with Gronwall’s inequality, implies
ν(t) = E
[
H2(Xt, Xˆt)
]
= 0 for all t ∈ [0, T ].
Therefore H2(Xt, Xˆt) = 0 a.s. Since Xt and Xˆt are H-continuous in t with
probability 1, we have
P
(
H(Xt, Xˆt) = 0 for all t ∈ [0, T ]
)
= 1,
which completes the proof of the uniqueness.
Remark 14. If the separable M-type 2 Banach space X is reflexive, and if the
initial value X0 is L
2-integrably bounded and weakly closed, then by Theorem
5.2.4, the Equation (6.1.3) also can be defined well. Similarly, Theorems 6.2.1
and 6.2.2 hold too.
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Chapter 7
Concluding Remarks and
Discussion
In this thesis, we studied set-valued martingales, integrals of set-valued stochas-
tic processes and strong solutions of set-valued differential equations in Banach
space setting.
On set-valued martingales, when the underlying space is a separable Banach
space, the representation theorem and several equivalent conditions were stud-
ied.
In an M-type 2 Banach space, we studied set-valued stochastic integrals with
respect to real valued Brownian motion and set-valued Lebesgue integrals in
the interval [s, t]. In this paper, in order to study the differential equation, we
confine the integrand in the set L2(K(X)). Of course if only consider the avail-
ability of set-valued Lebesgue integrals, the class of integrands can be extended
to a larger one than L2(K(X)).
When the integrand belongs to L2(K(X)), the set-valued stochastic inte-
gral with respect to Brownian motion may be unbounded, but the set-valued
Lebesgue one is bounded in X a.s. Then in chapter 4 we could not get any
results similar to Theorem 5.2.4 and Theorem 5.3.2 in chapter 5. The good
property of boundedness of set-valued Lebesgue integral enabled us to get more
results in chapter 5, which guaranteed the availability to study the solutions
to set-valued differential equations in chapter 6. In chapter 6, we considered
the set-valued differential equation with set-valued drift coefficient and single
valued diffusion term since the unboundedness of set-valued stochastic integral
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with respect to a real valued Brownian motion. we have to be very careful when
handle and apply the set-valued stochastic integral. It is probable to make a
mistake if one takes it for granted.
Under suitable conditions, we proved the existence and uniqueness of strong
solution to the differential equation (6.1.3). Here we need not to assume that
the integrand is convex and H-continuous in t, which are assumed in [52].
About the set-valued stochastic integrals, the integrator may be replaced by
a real valued continuous L2-martingale without substantial difficulty. In [88],
the author considers the integrals in this case. Here we describe it in brief.
Let {Mt,Ft : t ∈ [0, T ]} (or denoted by {M(t),Ft : t ∈ [0, T ]} be a real valued
continuous L2-martingale with M0(ω) = 0 a.e., where we call {Mt,Ft : t ∈
[0, T ]} a continuous L2-martingale if it is an Ft-adapted continuous martingale
and for any t ∈ R+ E[M2t ] < +∞ . Then by the Doob-Meyer decomposition
theorem, there exists a unique predictable continuous increasing process 〈M〉t
such thatM2t −〈M〉t becomes a continuous martingale. Let Lp(X) be the family
of all predictable X-valued stochastic processes f = {f(t),Ft : t ∈ [0, T ]}
(or f = {ft,Ft : t ∈ [0, T ]}) such that E[
∫ T
0
‖f(s)‖pd〈M〉s] < ∞, Lp(K(X))
the family of all predictable K(X)-valued processes F = {Ft,Ft : t ∈ [0, T ]}
(or F = {F (t),Ft : t ∈ [0, T ]}) such that {‖F (t)‖K}t∈[0,T ] ∈ Lp(R), where
‖A‖K = sup
a∈A
‖a‖.
In [91], we consider the following set-valued differential equation:
Xt = cl
{
X0 +
∫ t
0
a(s,Xs)ds+
∫ t
0
c(s,Xs)ds+
∫ t
0
b(s,Xs)dBs
}
, t ∈ [0, T ],
(7.0.1)
where cl stands for the closure in X, X0 and a(·, ·) are set-valued, c(·, ·), b(·, ·)
is single valued, {Bt : t ∈ [0, T ]} is a real valued Brownian motion. Assume
the initial value X0 is L
2-integrably bounded (need not weak compactness) and
the coefficients satisfy Lipschitz conditions. Then there exists a strong solution
to (7.0.1). The unique strong solution is continuous in t with respect to the
Hausdorff distance.
It is possible to release Lipschitz condition as the local Lipschitz condition.
It is also possible to extend the integrator to more general case, for example
Banach valued Gaussian process, semimartingales. This is our work under
preparation at present.
74
In the near future, we shall consider the set-valued Markov processes and the
Markov property of set-valued stochastic integrals, and explore the connections
between differential inclusions and set-valued stochastic differential equation
defined in this thesis.
In addition, we think this kind of set-valued differential equation is concerning
with random surfaces and must be connected with the up-front of Mathematics
Physics in String theory. To study the application to String theory is also our
research direction in the future work.
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