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Abstract
Let G1 be a vector space and G2 a Banach space. In this paper, we solve the generalized Hyers–
Ulam–Rassias stability problem for a generalized form
g
(
n∑
i=1
aixi + c
)
=
n∑
i=1
Aig(xi) + C, ∀xi ∈ G1,
of Cauchy functional equation f (x + y) = f (x) + f (y) for a mapping f :G1 → G2, where ai ,Ai
are scalars for all i = 1, . . . , n and c ∈ G1, C ∈ G2 are vectors.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
The stability problem of functional equations originated from a question of S. Ulam
[14] concerning the stability of group homomorphism: Let (G1,) be a group and (G2,∗)
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mapping f :G1 → G2 satisfies
d
(
f (x  y), f (x) ∗ f (y)) δ
for all x, y ∈ G1, then there exists a homomorphism h :G1 → G2 with
d
(
f (x),h(x)
)
 ε
for all x ∈ G1? In other words, if a mapping is almost a homomorphism then there exists
a true homomorphism near it with small error as much as possible. If the answer is affir-
mative, we would say the equation of homomorphism h(x  y) = h(x) ∗ h(y) stable. The
concept of stability for functional equations arises when we replace the functional equation
by an inequality which acts as a perturbation of the equation.
In 1941, D.H. Hyers [4] gave a first affirmative answer to the question of Ulam for
Banach spaces: Let E1,E2 be Banach spaces, ε  0 and let f :E1 → E2 satisfy∥∥f (x + y) − f (x) − f (y)∥∥ ε
for all x, y ∈ E1. Then the limit
T (x) := lim
n→∞
f (2nx)
2n
exists for all x ∈ E1 and the mapping T :E1 → E2 is the unique additive mapping such
that ∥∥f (x) − T (x)∥∥ ε
for all x ∈ E1. Moreover, if f (tx) is continuous in t for each fixed x ∈ E1, then the map-
ping T is linear. Th.M. Rassias [10] succeeded in extending the result of Hyers’ theorem by
weakening the condition for the Cauchy difference controlled by ‖x‖p + ‖y‖p , p ∈ [0,1),
to be unbounded. Thereafter, P. Gaˇvruta [3] generalized the stability result of Th.M. Ras-
sias to the case of the unbounded mapping ϕ as follows: Let G be an Abelian group, E a
Banach space and let ϕ :G2 → [0,∞) be a mapping such that
Φ(x,y) :=
∞∑
n=0
2−(n+1)ϕ
(
2n(x),2n(y)
)
< ∞
for all x, y ∈ G. If a mapping f :G → E satisfies∥∥f (x + y) − f (x) − f (y)∥∥ ϕ(x, y)
for all x, y ∈ G, then there exists a unique additive mapping T :G → E such that∥∥f (x) − T (x)∥∥Φ(x,x)
for all x ∈ G.
B.E. Johnson [6] proved that given a Banach space E and a number δ > 0 suppose that
a continuous mapping f :E → R satisfies the inequality∣∣∣∣∣f
(
n∑
cixi
)
−
n∑
cif (xi)
∣∣∣∣∣ δ
n∑
‖cixi‖
i=1 i=1 i=1
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functional g :E → R such that |f (x) − g(x)| 3δ‖x‖ for all x ∈ E. In this paper, we are
devoted to extend the above result to some more abstract and general settings. A large list
of references concerning the stability of functional equations can be found in [2,5,7,11,12].
Concerning the Hyers–Ulam stability problem of linear functional equations, Th.M.
Rassias and J. Tabor [13] asked about the stability problem for the following general linear
functional equation:
f (ax + by + c) = Af (x) + Bf (y) + C (1.1)
with abAB = 0. It should be noted that if a = b := 1, A = B := 1 and c = C := 0 in
Eq. (1.1), we have the classical Cauchy equation f (x + y) = f (x) + f (y) and that if
a = b := 12 , A = B := 12 and c = C := 0 in Eq. (1.1), we have the classical Jensen equation
2f (x+y2 ) = f (x) + f (y). The stability problem of the case c = C := 0 and a = A, b = B
has been accomplished by C. Badea [1]. In general, we consider the following generalized
form of Eq. (1.1):
g
(
n∑
i=1
aixi + c
)
=
n∑
i=1
Aig(xi) + C, (1.2)
where n > 1, g :G1 → G2 is a mapping between vector spaces and c ∈ G1, C ∈ G2 are
vectors. Now, in the present paper we are going to investigate the general solution of
Eq. (1.2) and the generalized Hyers–Ulam–Rassias stability problem for an approximate
mapping f :G1 → G2 of the functional equation (1.2) controlled by a perturbation Df .
Now, let (X,) be a groupoid (i.e., nonempty set) equipped with binary operation . If
the binary operation  satisfies the following identity:
(x  y)  (x  y) = (x  x)  (y  y) (x, y ∈ X),
the operation  is called square-symmetric [9]. It is easy to see that the square-symmetry of
the operation  implies that σ(x) := x x is an endomorphism of (X,). Thus we observe
that σn (x)σn (y) = σn (x y) for all nonnegative integer n. It is an important relation that
if the mapping σ is an automorphism of (X,), that is, σ is bijective, then for each y ∈ X
the equation σ(x) = y can be solved uniquely with respect to x ∈ X. Such an element x is
denoted by x = σ−1 (y). Thus it is easy to see that σ−1 :X → X is also an automorphism.
A binary operation  such that σ is an automorphism of (X,) is called divisible, and
the corresponding groupoid is said to be a divisible groupoid. More generally, an operation
◦ :S × · · · × S → S on a nonempty set S will be called n-times-symmetric if ◦ satisfies the
following identity:
◦[◦[x1, x2, . . . , xn], . . . ,◦[x1, x2, . . . , xn]]
= ◦[◦[x1, . . . , x1],◦[x2, . . . , x2], . . . ,◦[xn, . . . , xn]], (1.3)
where ◦[x1, . . . , xn] := x1 ◦x2 ◦ · · · ◦xn [8]. For a mapping ϕ :Y → Y on a metric groupoid
(Y, d), we define Lip(ϕ) by
Lip(ϕ) := sup
{
d(ϕ(x),ϕ(y)) ∣∣ x, y ∈ Y, x = y}, (1.4)d(x, y)
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Lip(ϕ)Lip(ψ).
By Z and N we denote the set of integers and of positive integers, respectively.
2. Stability of (1.2)
First of all, we consider the general solution of Eq. (1.2), where at least two of {ai : i =
1, . . . , n} are nonzero. Let G1 and G2 be vector spaces.
Lemma 2.1. Let a mapping f :G1 → G2 satisfy the functional equation (1.2). Then there
exists an additive mapping A :G1 → G2 such that f (x) = A(x) + f (0) for all x ∈ G1. In
this case we obtain that A(aix) = AiA(x) for all x ∈ G1 for each i = 1, . . . , n, and that
f (c) = C if f (0) = 0 or ∑ni=1 Ai = 0.
Proof. We first assume that f is a solution of Eq. (1.2). By setting xi := 0 for all i =
1, . . . , n in Eq. (1.2), we see f (c) =∑ni=1 Aif (0) + C. Thus Eq. (1.2) can be written in
the form
g
(
n∑
i=1
aixi + c
)
=
n∑
i=1
Aig(xi) + g(c) (2.1)
for all xi ∈ G1, where g(x) := f (x) − f (0), x ∈ G1. We may assume without loss of
generality that a1 and a2 among {ai : i = 1, . . . , n} are nonzero. Letting xi := 0 for all
i = 3, . . . , n in the last equation, we arrive at the equation
g(a1x1 + a2x2 + c) = A1g(x1) + A2g(x2) + g(c)
for any x1, x2 ∈ G1. Putting x2 := 0 in the above equation, one leads to the equation
g(a1x1 + c) = A1g(x1) + g(c),
which yields
g(a1x1 + a2x2 + c) = g(a1x1 + c) + A2g(x2)
for any x1, x2 ∈ G1. Replacing x1 by − ca1 in the last equation, one has g(a2x2) = A2g(x2),
and thus
g(a1x1 + a2x2 + c) = g(a1x1 + c) + g(a2x2)
for any x1, x2 ∈ G1. Replacing x1 by x1 − ca1 in the above equation, we lead to the following
equation:
g(a1x1 + a2x2) = g(a1x1) + g(a2x2),
which implies that g(x + y) = g(x) + g(y) and g(x) = A(x) for all x ∈ G1 for some
additive mapping A :G1 → G2. Hence f (x) = A(x) + f (0) for some additive map-
ping A :G1 → G2. It follows easily from (2.1) that g(aix) = Aig(x) for all x ∈ G1 for
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i=1 Aif (0) + C yields f (c) = C. The proof is now complete. 
Let G1 be a vector space and G2 a Banach space over the same field K (R or C)
unless we give any specific reference. Now, we shall investigate the generalized Hyers–
Ulam–Rassias stability problem for the functional equation (1.2), where at least two of
{ai : i = 1, . . . , n} are nonzero and ∑ni=1 ai = 0, ∑ni=1 Ai = 0, and ∑ni=1 ai , ∑ni=1 Ai are
not simultaneously equal to 1.
Theorem 2.2. Assume that a mapping f :G1 → G2 satisfies∥∥∥∥∥f
(
n∑
i=1
aixi + c
)
−
n∑
i=1
Aif (xi) − C
∥∥∥∥∥Φ(x1, . . . , xn) (2.2)
for all (x1, . . . , xn) ∈ Gn1 and that Φ :Gn1 → [0,∞) is a mapping such that the series
∞∑
k=0
1
|∑ni=1 Ai |k+1 Φ
((
n∑
i=1
ai
)k
x1 +
k−1∑
j=0
(
n∑
i=1
ai
)j
c, . . . ,
(
n∑
i=1
ai
)k
xn +
k−1∑
j=0
(
n∑
i=1
ai
)j
c
)
(2.3)
converges for all (x1, . . . , xn) ∈ Gn1 and we denote its sum by M(x1, . . . , xn). Then for
every x ∈ G1, the limit
g(x) := lim
k→∞
[(
n∑
i=1
Ai
)−k
f
((
n∑
i=1
ai
)k
x +
k−1∑
j=0
(
n∑
i=1
ai
)j
c
)
−
k∑
j=1
(
n∑
i=1
Ai
)−j
C
]
(2.4)
exists and the mapping g :G1 → G2 is the only solution of (1.2) such that∥∥f (x) − g(x)∥∥M(x, . . . , x), g(x) = A(x) + g(0) (2.5)
for all x ∈ G1 and for some additive mapping A :G1 → G2.
Proof. We define a multivariate operation ◦ :G1 × · · · × G1 → G1 by
◦[x1, . . . , xn] := x1 ◦ · · · ◦ xn = a1x1 + · · · + anxn + c
for all (x1, . . . , xn) ∈ Gn1. We denote ◦[x, . . . , x] by σ◦(x) := x ◦ · · · ◦ x for notational
convenience. Then we can see that (G1,◦) is n-times-symmetric, σ◦(x1 ◦ · · · ◦ xn) =
σ◦(x1)◦ · · · ◦σ◦(xn), that is, σ◦ :G1 → G1 is a homomorphism of multivariate n-variables.
Similarly, the multivariate operation ∗ on G2 is defined by
∗[u1, . . . , un] := u1 ∗ · · · ∗ un = A1u1 + · · · + Anun + C
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tion that
σk◦ (x) =
(
n∑
i=1
ai
)k
x +
k−1∑
j=0
(
n∑
i=1
ai
)j
c,
σ k∗ (u) =
(
n∑
i=1
Ai
)k
u +
k−1∑
j=0
(
n∑
i=1
Ai
)j
C
for all x ∈ G1 and all u ∈ G2 and for all positive integer k, where we denote (a + b)0,
(A + B)0 by 1 for notational convenience.
Since
∑n
i=1 Ai is nonzero by assumption, the operation ∗ is divisible. Therefore it is
easy to see that
σ−k∗ (v) =
(
n∑
i=1
Ai
)−k
v −
k∑
j=1
(
n∑
i=1
Ai
)−j
C,
Lip
(
σ−k∗
)=
∣∣∣∣∣
(
n∑
i=1
Ai
)−k∣∣∣∣∣ (v ∈ G2, n ∈ N).
Now, the inequality (2.2) is rewritten in the form∥∥f (◦[x1, . . . , xn])− ∗[f (x1), . . . , f (xn)]∥∥Φ(x1, . . . , xn) (2.6)
for all (x1, . . . , xn) ∈ Gn1. Define a sequence fk :G1 → G2 of mappings by
f0 := f, fk := σ−k∗ ◦ f ◦ σk◦
for all positive integer k ∈ N. First, we show that for each fixed x ∈ G1 the sequence
{fk(x)}k∈N is convergent. Replacing xi for all i = 1, . . . , n by σk◦ (x) in the inequality
(2.6), we get∥∥f (◦[σk◦ (x), . . . , σ k◦ (x)])− ∗[f (σk◦ (x)), . . . , f (σk◦ (x))]∥∥Φ(σk◦ (x), . . . , σ k◦ (x)),
which is rewritten in the form∥∥f ◦ σk+1◦ (x) − σ∗ ◦ f ◦ σk◦ (x)∥∥Φ(σk◦ (x), . . . , σ k◦ (x)). (2.7)
Thus we figure out by (2.7)∥∥fk+1(x) − fk(x)∥∥= ∥∥σ−(k+1)∗ ◦ f ◦ σk+1◦ (x) − σ−(k+1)∗ ◦ σ∗ ◦ f ◦ σk◦ (x)∥∥
 Lip
(
σ−(k+1)∗
)∥∥f ◦ σk+1◦ (x) − σ∗ ◦ f ◦ σk◦ (x)∥∥

∣∣∣∣∣
(
n∑
i=1
Ai
)−(k+1)∣∣∣∣∣Φ(σk◦ (x), . . . , σ k◦ (x)).
Hence it follows by the convergence of (2.3) that for positive integers k, l with l > k > 0,
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j=k
∥∥fj+1(x) − fj (x)∥∥

l−1∑
j=k
∣∣∣∣∣
(
n∑
i=1
Ai
)−(j+1)∣∣∣∣∣Φ(σ j◦ (x), . . . , σ j◦ (x))
→ 0 as k → ∞, (2.8)
which shows that the sequence {fk(x)}k∈N is Cauchy and thus converges in G2. Therefore
a mapping g :G1 → G2 given by
g(x) := lim
k→∞fk(x)
= lim
k→∞
[(
n∑
i=1
Ai
)−k
f
((
n∑
i=1
ai
)k
x +
k−1∑
j=0
(
n∑
i=1
ai
)j
c
)
−
k∑
j=1
(
n∑
i=1
Ai
)−j
C
]
is well defined. Now, from (2.8) we get
∥∥fk(x) − f (x)∥∥ k−1∑
j=0
∥∥fj+1(x) − fj (x)∥∥

k−1∑
j=0
∣∣∣∣∣
(
n∑
i=1
Ai
)−(j+1)∣∣∣∣∣Φ(σ j◦ (x), . . . , σ j◦ (x))
M(x, . . . , x)
for all k ∈ N and all x ∈ G1. Letting k → ∞ in the last inequality, we obtain the inequality
(2.5) for the approximate mapping g of f .
We prove that g satisfies Eq. (1.2). Replacing xi by σk◦ (xi) for all i = 1, . . . , n in (2.6)
and using the endomorphism of σ◦, we get∥∥f ◦ σk◦ (◦[x1, . . . , xn])− ∗[f ◦ σk◦ (x1), . . . , f ◦ σk◦ (xn)]∥∥
Φ
(
σk◦ (x1), . . . , σ k◦ (xn)
)
for all (x1, . . . , xn) ∈ Gn1. Since σk∗ is an automorphism of (G2,∗), σ−k∗ is also an auto-
morphism of (G2,∗) for all n, and hence we obtain∥∥fk(◦[x1, . . . , xn])− ∗[fk(x1), . . . , fk(xn)]∥∥
= ∥∥σ−k∗ (f ◦ σk◦ (◦[x1, . . . , xn]))− σ−k∗ (∗[f ◦ σk◦ (x1), . . . , f ◦ σk◦ (xn)])∥∥
 Lip
(
σ−k∗
)∥∥f ◦ σk◦ (◦[x1, . . . , xn])− ∗[f ◦ σk◦ (x1), . . . , f ◦ σk◦ (xn)]∥∥

∣∣∣∣∣
(
n∑
Ai
)−k∣∣∣∣∣Φ(σk◦ (x1), . . . , σ k◦ (xn)).
i=1
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g
(◦[x1, . . . , xn])− ∗[g(x1), . . . , g(xn)]= 0, or
g
(
n∑
i=1
aixi + c
)
=
n∑
i=1
Aig(xi) + C (2.9)
for all (x1, . . . , xn) ∈ Gn1 . Therefore, g(x) = A(x) + g(0) for some additive mapping
A :G1 → G2 by Lemma 2.1.
Now, we prove the uniqueness of g satisfying Eq. (1.2) and the inequality (2.5). Assume
that h is an arbitrary solution of (1.2) such that the mapping x 
→ ‖f (x)−h(x)‖ is bounded
with bound M(x, . . . , x). Putting xi = x for all i = 1, . . . , n in (2.9), we obtain that
g ◦ σ◦ = σ∗ ◦ g,
whence by induction, it follows that
σ−k∗ ◦ g ◦ σk◦ = g
for any solution g of (1.2). Thus for every x ∈ G1 we figure out by (2.5)∥∥h(x) − fk(x)∥∥= ∥∥σ−k∗ ◦ h ◦ σk◦ (x) − σ−k∗ ◦ f ◦ σk◦ (x)∥∥
 Lip
(
σ−k∗
)∥∥h ◦ σk◦ (x) − f ◦ σk◦ (x)∥∥

∣∣∣∣∣
(
n∑
i=1
Ai
)−k∣∣∣∣∣M(σk◦ (x), . . . , σ k◦ (x))
=
∞∑
j=k
∣∣∣∣∣
(
n∑
i=1
Ai
)−(j+1)∣∣∣∣∣Φ(σ j◦ (x), . . . , σ j◦ (x)).
By passing the limit as k → ∞ in the above inequality, we obtain h(x) = g(x) for all
x ∈ G1. This proves the uniqueness of g. The proof is now complete. 
The following theorem is an alternative result of Theorem 2.2.
Theorem 2.3. Assume that a mapping f :G1 → G2 satisfies the inequality (2.2) and
Φ :Gn1 → [0,∞) is a mapping such that the series
∞∑
k=1
∣∣∣∣∣
n∑
i=1
Ai
∣∣∣∣∣
k−1
Φ
((
n∑
i=1
ai
)−k
x1 −
k∑
j=1
(
n∑
i=1
ai
)−j
c, . . . ,
(
n∑
i=1
ai
)−k
xn +
k∑
j=1
(
n∑
i=1
ai
)−j
c
)
(2.10)
converges for all (x1, . . . , xn) ∈ Gn1 and its sum is denoted by M1(x1, . . . , xn). Then for
every x ∈ G1, the limit
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k→∞
[(
n∑
i=1
Ai
)k
f
((
n∑
i=1
ai
)−k
x −
k∑
j=1
(
n∑
i=1
ai
)−j
c
)
+
k−1∑
j=0
(
n∑
i=1
Ai
)j
C
]
(2.11)
exists and the mapping g1 :G1 → G2 is the only solution of (1.2) such that∥∥g1(x) − f (x)∥∥M1(x, . . . , x), g1(x) = A1(x) + g1(0) (2.12)
for all x ∈ G1 and for some additive mapping A1 :G1 → G2.
Proof. Since
∑n
i=1 ai is nonzero by assumption, the operation ◦ is divisible. Define
fk :G1 → G2 by
f0 := f, fk := σk∗ ◦ f ◦ σ−k◦
for all positive integer k ∈ N. Let x ∈ G1 be fixed. Replacing xi for all i = 1, . . . , n by
σ−k◦ (x) in (2.6), we get∥∥f ◦ σ−k+1◦ (x) − σ∗ ◦ f ◦ σ−k◦ (x)∥∥Φ(σ−k◦ (x), . . . , σ−k◦ (x)). (2.13)
Thus we figure out by (2.13)
∥∥fk−1(x) − fk(x)∥∥
∣∣∣∣∣
n∑
i=1
Ai
∣∣∣∣∣
k−1
Φ
(
σ−k◦ (x), . . . , σ−k◦ (x)
)
.
Hence it follows from the above inequality that for every k ∈ N,
∥∥fk(x) − f (x)∥∥ k∑
j=1
∣∣∣∣∣
n∑
i=1
Ai
∣∣∣∣∣
j−1
Φ
(
σ−j◦ (x), . . . , σ−j◦ (x)
)
M1(x, . . . , x).
Using these inequalities and repeating the similar argument to that of Theorem 2.2, we get
the desired results in the theorem. The proof of the theorem is complete. 
We have the same results as those of Theorems 2.2 and 2.3 even if (G1,+) is an Abelian
group and ai ∈ Z, c ∈ G1.
Remark 2.4. We ask about the stability problem of Ulam for the functional equation (1.2)
in case that either
∑n
i=1 ai = 0 =
∑n
i=1 Ai or
∑n
i=1 ai = 1 =
∑n
i=1 Ai .
From the main Theorems 2.2 and 2.3, we obtain the results for the case c = C = 0 as
corollaries.
Corollary 2.5. Let a mapping f :G1 → G2 satisfy∥∥∥∥∥f
(
n∑
aixi
)
−
n∑
aif (xi)
∥∥∥∥∥Φ(x1, . . . , xn) (2.14)
i=1 i=1
544 K.-W. Jun, H.-M. Kim / J. Math. Anal. Appl. 312 (2005) 535–547for all (x1, . . . , xn) ∈ Gn1 . Assume that the approximate remainder Φ :Gn1 → [0,∞) satis-fies one of the following conditions:
(1) |∑ni=1 ai | = 0,1 and
M1(x1, . . . , xn)
:=
∞∑
k=0
∣∣∣∣∣
n∑
i=1
ai
∣∣∣∣∣
−(k+1)
Φ
((
n∑
i=1
ai
)k
(x1), . . . ,
(
n∑
i=1
ai
)k
(xn)
)
< ∞,
(2) |∑ni=1 ai | = 0,1 and
M2(x1, . . . , xn)
:=
∞∑
k=1
∣∣∣∣∣
n∑
i=1
ai
∣∣∣∣∣
k−1
Φ
((
n∑
i=1
ai
)−k
(x1), . . . ,
(
n∑
i=1
ai
)−k
(xn)
)
< ∞
for all (x1, . . . , xn) ∈ Gn1 .
Then for each (j) = (1), (2) there exists a unique additive mapping A :G1 → G2 such that
A
(
n∑
i=1
aixi
)
=
n∑
i=1
aiA(xi)
and ∥∥A(x) − f (x)∥∥Mj(x, . . . , x)
for all x, y ∈ G1. The mapping A is defined by
A(x) :=
{
limk→∞(
∑n
i=1 ai)−kf ((
∑n
i=1 ai)kx), if condition (1) holds,
limk→∞(
∑n
i=1 ai)kf ((
∑n
i=1 ai)−kx), if condition (2) holds.
Moreover, if G1 is a normed space and f (tx) is continuous in t for each fixed x ∈ G1, then
the additive mapping A is linear.
The result of C. Badea [1] follows easily if we consider Φ(x,y) := H(‖x‖,‖y‖) in
Corollary 2.5. C. Badea has considered the approximately additive mapping f controlled
by H as follows:∥∥f (ax + by) − af (x) − bf (y)∥∥H (‖x‖,‖y‖), (2.15)
where H :R+ × R+ → R+ := [0,∞) is a mapping such that
H
(
(a + b)s, (a + b)t) kH(s, t)(
H
(
s
a + b ,
t
a + b
)
 kH(s, t), respectively
)
for all s, t ∈ R+ and some constant k subject to 0 < k < a + b (0 < k < 1a+b ).
In the following we consider a condition similar to (2.15) but with a mapping H satis-
fying more general conditions.
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(
n∑
i=1
aixi
)
−
n∑
i=1
Aif (xi)
∥∥∥∥∥H (‖x1‖, . . . ,‖xn‖)
for all x1, . . . , xn ∈ G1. Assume that there exists a mapping ϕ :R+ → R+ such that
(i) ϕ
(∣∣∣∣∣
n∑
i=1
ai
∣∣∣∣∣
)
=
∣∣∣∣∣
n∑
i=1
Ai
∣∣∣∣∣, and ϕ(λ) > 0 for all λ > 0,
(ii) ϕ
(
λ
∣∣∣∣∣
n∑
i=1
ai
∣∣∣∣∣
)
= ϕ(λ)ϕ
(∣∣∣∣∣
n∑
i=1
ai
∣∣∣∣∣
)
for all λ > 0,
(iii) H(λs1, . . . , λsn) ϕ(λ)H(s1, . . . , sn) for all si ∈ R+, λ > 0.
Then there exists a unique additive mapping g :G1 → G2 which satisfies
g
(
n∑
i=1
aixi
)
−
n∑
i=1
Aig(xi) = 0
and the inequality
∥∥f (x) − g(x)∥∥ H(‖x‖, . . . ,‖x‖)||∑ni=1 Ai | − ϕ(|∑ni=1 ai |)|
for all x ∈ G1, where
g(x) :=
{
limk→∞(
∑n
i=1 Ai)−kf ((
∑n
i=1 ai)kx), if |
∑n
i=1 Ai | > ϕ(|
∑n
i=1 ai |),
limk→∞(
∑n
i=1 Ai)kf ((
∑n
i=1 ai)−kx), if |
∑n
i=1 Ai | < ϕ(|
∑n
i=1 ai |),
for all x ∈ G1.
By conditions of Corollary 2.6, it follows that ϕ(|∑ni=1 ai |k) = ϕ(|∑ni=1 ai |)k for any
integer k. We remark that f (0) = 0 = g(0) in Corollary 2.6 because H(0, . . . ,0) = 0, and
that g is additive.
In particular, we obtain a special case of it if ϕ(λ) := λp and H is a homogeneous
mapping of degree p > 0 with |∑ni=1 ai |p = |∑ni=1 Ai |.
Corollary 2.7. Let a mapping f :G1 → G2 satisfy∥∥∥∥∥f
(
n∑
i=1
aixi
)
−
n∑
i=1
Aif (xi)
∥∥∥∥∥ θ(‖x1‖p + · · · + ‖xn‖p)
for all x1, . . . , xn ∈ G1 and for some θ  0. If p is a real number with |∑ni=1 ai |p =|∑ni=1 Ai |, then there exists a unique mapping g :G1 → G2 which satisfies
g
(
n∑
i=1
aixi
)
−
n∑
i=1
Aig(xi) = 0
and the inequality
546 K.-W. Jun, H.-M. Kim / J. Math. Anal. Appl. 312 (2005) 535–547∥∥f (x) − g(x)∥∥ nθ‖x‖p||∑ni=1 Ai | − |∑ni=1 ai |p| , g(x) = A(x) + g(0)
for all x ∈ G1 and for some additive mapping A :G1 → G2. The mapping g is defined by
g(x) :=
{
limk→∞(
∑n
i=1 Ai)−kf ((
∑n
i=1 ai)kx), if |
∑n
i=1 Ai | > |
∑n
i=1 ai |p,
limk→∞(
∑n
i=1 Ai)kf ((
∑n
i=1 ai)−kx), if |
∑n
i=1 Ai | < |
∑n
i=1 ai |p,
for all x ∈ G1.
Proof. Define Φ(x1, . . . , xn) =∑ni=1 θ‖xi‖p , and apply Theorems 2.2 and 2.3. 
It follows from Corollary 2.7 that if p > 0 we have f (0) = 0 = g(0) by setting xi := 0
for all i = 1, . . . , n, and thus the mapping g :G1 → G2 is additive in this case.
Corollary 2.8. Assume that a mapping f :G1 → G2 satisfies∥∥∥∥∥f
(
n∑
i=1
aixi + c
)
−
n∑
i=1
Aif (xi) − C
∥∥∥∥∥ ε
for all (x1, . . . , xn) ∈ Gn1 and for some ε  0. If 0 < |
∑n
i=1 Ai | = 1, then there exists a
unique mapping g :G1 → G2 satisfying Eq. (1.2) and the inequality∥∥g(x) − f (x)∥∥ ε||∑ni=1 Ai | − 1| , g(x) = A(x) + g(0)
for all x ∈ G1 and for some additive mapping A :G1 → G2. The mapping g is defined by
(2.4) if |∑ni=1 Ai | > 1, and by (2.11) if |∑ni=1 Ai | < 1.
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