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Pada saat ini industri perfilman di dunia sudah sangat hebat, 
dikarenakan perkembangan teknologi yang sangat pesat 
sehingga memberi pengaruh yang besar terhadap industri 
perfilman. Berkat perkembangan teknologi inilah yang 
membuat film-film yang dibuat menjadi semakin menarik, 
bahkan banyak munculnya kreator-kreator baru yang 
belajar membuat film dengan budget yang kecil mulai dari 
membuat film pendek maupun film cerita (feature film). 
Film yang berhasil cenderung memiliki rating film tinggi, 
sungguh menarik bukan jika dapat mengetahui keberhasilan 
suatu film yang telah dibuat atau belum dibuat dengan 
memprediksi seberapa tinggi rating film tersebut. Untuk 
memprediksi rating film digunakanlah metode data mining 
yaitu Naïve Bayes dan KNN, Naïve Bayes dan KNN adalah 
metode pengelompokkan statistik yang dipakai untuk 
memprediksi probabilitas anggota suatu class. Prediksi 
menggunakan faktor internal dan eksternal yang 
mempengaruhi keberhasilan film sebagai variabel 
independent dan rating film sebagai variabel dependent. 
Dari sistem yang dibuat dapat diketahui rating film sebuah 
film dan faktor-faktor yang mempengaruhi keberhasilan 
sebuah film. Dengan sistem ini diharapkan dapat 
mengefektifkan dan mengefisiensikan produksi sebuah 
film. 
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PENDAHULUAN 
Industri perfilman adalah salah satu jenis 
industri yang sedang naik daun dan setiap 
tahun semakin meningkat baik dari 
munculnya industri film baru maupun film 
yang diproduksi oleh industri. 
Film adalah sarana baru yang 
dipergunakan untuk menyebarkan suatu 
hiburan yang telah menjadi kebiasaan 
terdahulu, dan menyajikan cerita peristiwa, 
musik, drama, lawak, dan sajian teknis 
lainnya kepada masyarakat umum. [1] 
Media komunikasi baik media cetak, 
media elektronik, ataupun media internet 
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juga sering menyajikan hasil review dari 
sebuah film, dalam sebuah review film 
biasanya disertakan rating film. Rating film 
adalah klasifikasi atau peringkat dari suatu 
film berdasarkan kualitas, standar, atau 
kinerja yang dinilai oleh penikmatnya.[2]  
Untuk mendapatkan keuntungan yang 
besar tentu saja film harus memiliki rating 
film yang tinggi, karena sangat berpengaruh 
dengan minat masyarakat untuk menonton 
sebuah film. 
Rating dari sebuah film diperoleh dari 
feedback masyarakat setelah menonton film. 
Untuk mengetahui rating dari sebuah film 
sebelum film tersebut dibuat atau 
didistribusikan dapat digunakan metode data 
mining untuk melakukan proses prediksi. 
Prediksi adalah suatu proses 
memperkirakan secara sistematis tentang 
sesuatu yang paling mungkin terjadi di masa 
depan berdasarkan informasi masa lalu dan 
sekarang yang dimiliki.[3] 
Informasi yang didapatkan dari hasil data 
mining bisa digunakan untuk meningkatkan 
pendapatan atau mengurangi biaya produksi. 
I. METODE 
Untuk memperoleh hasil terbaik 
dilakukan perbandingan antara 2 metode 
data mining yaitu Naïve Bayes dan KNN. 
Naïve Bayes adalah sebuah 
pengelompokan statistik yang bisa di dipakai 
untuk memprediksi probabilitas anggota 
suatu class. Naïve Bayes juga mempunyai 
akurasi dan kecepatan yang sangat kuat 
ketika diaplikasikan pada database dengan 
big data. 
Berikut rumus Naïve Bayes: 
      
Keterangan : 
X : Data dengan class yang belum 
  diketahui  
Y : Hipotesis data yaitu suatu class 
  spesifik 
P(Y|X) : Probabilitas hipotesis berdasar 
  kondisi X (posteriori  probability) 
P(Y) : Probabilitas hipotesis Y (prior 
  probability)  
P(X|Y) : Probabilitas X saat kondisi 
 hipotesis Y 
P (X) : Probabilitas X 
K-Nearest Neighbor (KNN) adalah 
sebuah metode untuk melakukan klasifikasi 
terhadap objek berdasarkan data 
pembelajaran yang jaraknya paling dekat 
dengan objek tersebut. Data pembelajaran 
diproyeksikan ke ruang berdimensi banyak, 
dimana masing-masing dimensi 
merepresentasikan fitur dari data. [4]  
Berikut rumus KNN: 
 
𝑋𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔
𝑖   : data training ke-i, 
𝑋𝑡𝑒𝑠𝑡𝑖𝑛𝑔 : data testing, 
I  : record (baris) ke-i dari tabel, 
n  : jumlah data training. 
II. HASIL 
Data yang digunakan dalam penilitian ini 
adalah data sekunder, yang diperoleh dari 
website kaggle.com, website tersebut adalah 
forum peneliti data mining dan machine 
learning. 
Dataset yang diperoleh berisikan 28 
variabel, yaitu: 
Tabel 1. Variabel Dataset 
































Untuk meningkatkan akurasi prediksi 
variabel yang digunakan adalah 13 variabel, 
yaitu: 
Tabel 2. Variabel yang digunakan 
No. Variabel Alasan 
1 actor_1_facebook_likes Menunjukkan 
popularitas aktor 
utama. 
2 actor_2_facebook_likes Menunjukkan 
popularitas aktor 
kedua. 
3 actor_3_facebook_likes Menunjukkan 
popularitas aktor 
ketiga. 





saat film diputar. 
5 budget Biaya produksi 








7 content_rating Usia penonton 
bervariasi sehingga 
sebagian film hanya 
dapat ditonton oleh 
umur tertentu. 





9 director_facebook_likes Menunjukkan 
popularitas 
sutradara. 










12 movie_facebook_likes Menunjukkan 
popularitas film. 




Setelah menentukan variabel yang akan 
digunakan, dilakukan data cleansing agar 
data sesuai dengan kebutuhan metode 
prediksi yang digunakan. Proses yang 
dilakukan dalam data cleansing, yaitu: 
a. Menghapus data yang memiliki missing 
value, data yang valid berjumlah 1820 
data. 
b. Melakukan transformasi data numerik 










1) Short/Low <=QUARTILE 1 
2) Moderate/Medium >=QUARTILE 1 
dan <=QUARTILE 3 
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147 94 21000 
122 681 998 
110 282 11000 
123 452 10000 
106 4000 19000 







Long Medium High 









Setelah dilakukan proses data cleansing, 
dataset diuji dengan algoritma Naïve Bayes 
dan KNN pada aplikasi RapidMiner. 
RapidMiner merupakan perangkat lunak 
untuk pengolahan data, dengan 
menggunakan prinsip dan algoritma 
datamining Rapidminer mengekstrak pola-
pola dari data set yang besar dengan 
mengkombinasikan metode statistika, 
kecerdasan buatan dan database.[5] 
Sehingga diperoleh hasil sebagai berikut: 
Tabel 5. Hasil perbandingan algoritma 
 Naïve Bayes KNN 
Akurasi 53,99% 51,26% 
III. PEMBAHASAN 
Untuk mengetahui apakah rumus dalam 
aplikasi sudah benar dilakukan pengujian 
pada hasil prediksi aplikasi, hasil 
prediksiRapidMiner dan hasil prediksi 
perhitungan manual yang dihitung dalam 
MS. Excel. Data yang digunakan dalam 
pengujian adalah 50 data yang dipilih secara 
acak. 
1. Perhitungan Manual 
Perhitungan yang dilakukan secara 
manual dengan bantuan MS. Excel dalam 
perhitungannya. Langkah-langkah dalam 
melakukan perhitungan Naïve Bayes 
adalah sebagai berikut:
a. Class Probability 
 
Gambar 1: Class Probability 
b. Conditional Probability 
 




Gambar 2: Conditional Probability 
 
c. Hasil Prediksi 
 
 
Gambar 3: Hasil Prediksi 
d. Akurasi Prediksi 




Gambar 4: Akurasi Prediksi 
 
  




2. Perhitungan RapidMiner 
Perhitungan yang dilakukan oleh 
aplikasi RapidMiner dengan 
memasukkan dataset yang sama 
menggunakan algoritma Naïve Bayes 
yang sudah tersedia.
a. Proses RapidMiner 
 
Gambar 5: Proses RapidMiner 
b. Hasil Prediksi RapidMiner 
 
 
Gambar 6: Hasil Prediksi RapidMiner 




Gambar 7: Hasil Prediksi RapidMiner 2 
c. Akurasi Prediksi RapidMiner 
 
Gambar 8: Akurasi Prediksi RapidMiner 
 
3. Perhitungan Aplikasi 
Perhitungan yang dilakukan pada 
aplikasi yang telah dibuat dengan 
dataset yang sama guna mengecek 
apakah rumus yang digunakan sudah 
sesuai. 
 
a. Hasil Prediksi Aplikasi 
Tabel 6. Hasil Prediksi Aplikasi 

























E-07 Medium Medium 
5 6,280850678706 0 0 High High 













































































E-10 Medium Medium 
19 1,059893552031
73E-05 0 0 High High 
20 1,271872262438




































E-03 Low Low 
27 0 1,093532982869 0 Medium Medium 





























































































































E-10 Medium Medium 
49 0 7,991835032700 0 Medium Medium 





15E-08 0 0 High High 
Prediksi Benar: 41 
Prediksi Salah: 9 
Akurasi 82.00% 
Dengan menggunakan variabel yang 
sesuai dan dilakukannya proses data 
cleansing diperoleh akurasi yang lebih baik 
yaitu sebesar 53,99%. Untuk mendapatkan 
hasil terbaik dalam prediksi tidak dapat 
terpaku pada satu algoritma saja, setiap 
dataset memiliki keunikan dan 
kebutuhannya sendiri sehingga 
diperlukannya melakukan perbandingan 
beberapa algoritma data mining terhadap 
sebuah dataset yang akan digunakan. 
Terbukti pada penelitian ini bahwa algoritma 
Naïve Bayes lebih cocok dengan dataset 
yang digunakan.  
IV. SIMPULAN 
Algoritma yang digunakan dalam aplikasi 
prediksi adalah Naïve Bayes dengan tingkat 
keakuratan  sebesar 53,99%  menggunakan 
dataset “imdb 5000 movie dataset” yang 
dibuat oleh Yueming dari Northeastern 
University. Dengan aplikasi yang telah 
dibuat User dapat mengetahui prediksi rating 
film guna membantu dalam proses produksi 
dan distribusi film user.  
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