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Abstract—This study investigates Bayes classification of online Arabic characters using histograms of tangent differences and Gibbs
modeling of the class-conditional probability density functions. The parameters of these Gibbs density functions are estimated following
the Zhu et al. constrainedmaximumentropy formalism, originally introduced for image and shape synthesis. We investigate two partition
function estimation methods: one uses the training sample, and the other draws from a reference distribution. The efficiency of the
corresponding Bayes decision methods, and of a combination of these, is shown in experiments using a database of 9,504 freely written
samples by 22 writers. Comparisons to the nearest neighbor rule method and a Kohonen neural network method are provided.
Index Terms—Bayes classification, Gibbs density parameter estimation, histograms, online handwritten Arabic character recognition.
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1 INTRODUCTION
PROBABILITY models are commonly used in patternclassification. In image classification, for instance, a
parametric probability model can be used to obtain an
optimal image domain partition and classify the contents of
each region of the partition [21]. Probability models can also
be used to synthesize image patterns by sampling and
classify pattern shapes by the optimal Bayes decision [13],
[56]. However, models must be representative and accu-
rately estimated to be useful. This is particularly true in
Bayes classification of pattern shapes [13], which this study
applies to character recognition.
It is not unusual that pattern shape classification involves
tens of pattern categories described by characteristic vectors
of tens of entries. This is basically what makes estimation of
the class conditional probabilitymodelsparticularly difficult,
a serious impediment called the “curse of dimensionality” by
Duda et al. [13].However, the constrainedmaximumentropy
Gibbs density parameters estimation, proposed by Zhu et al.
[55], [56], affords apowerfulmeans to learn thesemodels and,
therefore, to apply the optimal Bayes classification. The
formalism was developed in the context of learning the
universal statistics of natural images, that is, a generic prior
model of these images, and was later applied to shape
synthesis [57]. This generic model duplicates the observed
image statistics that serve to estimate it. The statistics used are
empirical distributions (histograms) of filtered images. With
statistics that capture the visual relevance of the images of
interest, there is no difference between the estimated and true
distribution as far as these statistics are concerned. The theory
has shown remarkable results for texture synthesis, where
complex textures could be synthesized from a few example
patterns, sometimes from as little as a single example. The
synthesis, by Gibbs sampling of the estimated probability
density function, does not require the partition function.
However, the partition functions are required for pattern
classification, at least up a common scale factor. Estimation of
partition functions is, in general, a difficult problem [43].
Here, however, it can be estimated up to a common scale
factor, which is sufficient for pattern classification, from the
learned Gibbs density parameters and the training sample or
draws from a reference distribution.
The purpose of this study is to bring the formalism by Zhu
et al. for Gibbs density parameters estimation [56] to bear on
pattern classification, more specifically on Bayes classifica-
tion of online Arabic characters. Characters are represented
by empirical histograms of tangent differences measured at
regularly sampled points on the character signal [34].
Although such a description is not, in general, sufficient to
synthesize characters, it is adequate for classification. Using
this representation and a training set of characters, the
parameters of the class conditional Gibbs density functions
are estimated [56]. These densities reproduce the empirical
distributions observed in the training set, which means that
they are indistinguishable from the underlying true densities
as far as the chosen characteristics of representation are
concerned. They also are as neutral as possible in the sense
that they do not embody any other information on the shapes
they describe.
The partition function is not required in image or pattern
synthesis. Therefore, its estimationwas not addressed in [56],
[57]. Bayes classification, however, requires the class-condi-
tional partition functions. We address the problem of
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estimating these partition functions and investigate two
methods: One uses the training data set directly and the other
draws from a reference distribution. The performance of the
correspondingBayesdecisionmethods, andof a combination
of these, are shown in experiments using a database of
9,504 freely written characters by 22 scriptors. Comparisons
to a Kohonen neural network method and to the nearest
neighbor (NN) rule classifier are provided. Before describing
the representation and the algorithms, we review the state of
the art in online Arabic character recognition.
2 ARABIC CHARACTER RECOGNITION
The document analysis literature contains an impressive
number of studies on character recognition. We note several
reviews on character recognition at large [12], [17], [18], [22],
[25], [42], [51], [52] and more specifically on Arabic character
recognition [1], [5], [6], [7], [23], [27]. The great majority of
these studies deal with offline data from scanned paper
documents and other such digital images. Significantly,
fewer investigations [25], [26], [50], [51] pertain to online
data because practicable applications of online character
recognitionare relatively recent. Thebasic concepts ofpattern
representation and classification remain the same for both
inputmodalities, themain differences being the presence of a
temporal dimension in online data and the real-time
response, which online character recognition applications
generally require.
Within the context of online handwritten character
recognition, studies dealing with Arabic characters are
scarce. However, advancements in telecommunications and
the international diffusion of information technologies have
opened up applications opportunities of online recognition
of handwritten Arabic text. Applications include hand-held
computers, digital notebooks, laptop screens (tablet PCs),
and advanced mobile telephony.
Pattern representation has not been themain issue inmost
online Arabic character recognition studies, as these concen-
trated more on classification algorithms. A variety of
character representations have been used, such as a decom-
position into characteristic strokes [2], [30], global shape
descriptors such as Fourier coefficients [29], [32], [33], and
local geometric descriptors such as tangents [31], [32] and
difference of tangents [34]. For other online script, the
x y coordinate string of the input signal [46] has also been
used, and there have been efforts to model pen-tip move-
ments to extract time-dependent representation features such
as curvilinear and angular velocities [40], [41]. All of these
representations of shape describe reasonably well Arabic
characters and have allowed focusing on the development of
classification algorithms.
Most Arabic online character recognition methods imple-
ment algorithms of the conventional pattern classification
paradigms. The operations underlying these algorithms
include template matching [14], decision trees [2], [15], fuzzy
logic reasoning [3], [4], [10], neural network mapping [3], [4],
[31], [32], [33], [34], and hidden Markov modeling (HMM)
[9], [28]. Combinations of different classifiers to improve
recognition have also been investigated [3], [4], [31]. Decision
trees provide a hierarchical classification by dividing the set
of classes into subsets using features that characterize the
subsets. In [2], [15], for instance, stroke matching follows a
rule-based hierarchical division of the set of classes. It is
generally acknowledged that the division of data into
subclasses is sensitive to the acquisition noise and distortions
such as those usually present in multiwriters online data.
This is also the case for template matching. Fuzzy logic
borrows from rule-based reasoning and probability theory to
translate a representation into classification rules. In general,
it is quite difficult to produce discriminant classification
rules. The success of HMM in speech recognition suggests
that it can also servewell character recognition [28]. Learning
class models require a large sample of representative data
that is not available for online Arabic characters. Although
preprocessing was done to minimize the training data, the
use of discrete HMM and smoothing of symbols helped to
reduce the training data required to estimate the models;
still, too few samples are available for Arabic Characters.
Neural networks, such as Kohonen memories, have been
used because of their relatively short time of development
and their good classification behavior [31], [32], [33], [34].
Although reasonable recognition rates have been re-
ported for online Arabic characters, these remain lower
than those for other scripts. Also, the samples used for both
training and testing are quite small. This motivated us to
collect a database of about 10,000 characters written without
constraints by several scriptors. Although such a database is
much smaller than the Latin character databases NIST
(offline) and UNIPEN (online), it is reasonably sized for
meaningful experiments with our method.
Arabic script is cursive. Therefore, characters are con-
nected within a word/pseudoword. An important difficulty
in Arabic character recognition is the segmentation of
words/pseudowords into characters [8], [38], [44], [53], [54].
In this study, we do not address segmentation and assume
isolated characters.
The remainder of this paper is organized as follows:
Section 3 describes the representation. Section 4 summarizes
the constrained maximum entropy formalism to estimate
class-conditional Gibbs distribution parameters. Section 5
describesmethods for partition function estimation. Section 6
contains experimental results and Section 7 a conclusion.
3 REPRESENTATION
A good representation is important because it contributes
to high recognition performance. It uses measurements,
called features, whose values are similar for patterns in the
same category, and different for patterns in different
categories [13]. The features of representation must also
be invariant to relevant transformations such as translation,
rotation, and scaling. In this study, we use a representation
based on the empirical distribution (histograms) of
features, referred to as feature statistics in [55], [56], [57].
As features, we use tangent differences at regularly
sampled points on the characters signal [34]. Difference
of tangents at points distant by  is a discrete approxima-
tion of curvature on the signal subsampled by . The
difference of tangents is expected to be decorrelated
beyond some distance. As empirical marginal distributions,
histograms of features preserve, in general, more informa-
tion about shape than scalar functions of the features.
3.1 Features
Let ðsÞ be a parametric representation of the curve of
a character and consider N consecutive points fskgN10 ,
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with corresponding coordinatesfðxk; ykÞN10 g.We represent a
curve by
 ¼ ððx0; y0Þ; ðx1; y1Þ;   ; ðxN1; yN1ÞÞ;  2   IR2N;
where  is the space of character shapes satisfying the
constraint xi 2 ½0; a and yi 2 ½0; b, a b being, in this
application, the size of the acquisition tablet.
Let k, k ¼ 0; . . . ; N  1 be the tangent angles computed by
k ¼ arctanðykþ1ykxkþ1xkÞ, where indices are moduloN . For  2 N,
1    N  1, let ðÞ be the feature corresponding the
tangent angle differences defined by ðskÞ ¼ kþ  k.
Therefore, for each shape , we have a set of features
 ¼ fðÞg,  ¼ 1; 2; . . . ; N . Note that these features are
invariant under translation and rotation.
3.2 Feature Statistics
Characters are represented by statistics of features. Such
statistics are powerful in representing images, as demon-
strated by the studies in [55] and [56] on texture and shape
synthesis. The histograms are defined by
HðÞð; zÞ ¼ 1
N
XN1
k¼0
ðz ðÞðskÞÞ; ð1Þ
where  is the Dirac delta function with unit mass at zero,
and ðxÞ ¼ 0, for x 6¼ 0. HðÞð; zÞ is the number of points on
the shape where the discretized feature is equal to z. In
practice, histograms are discretized into m bins, as
illustrated in Fig. 1. Therefore, for each feature ðÞ, the
histogram is an m-dimensional vector
HðÞðÞ ¼ HðÞ1 ; HðÞ2 ; . . .HðÞm
 
:
For a fixed number of bins, the histograms of tangent angle
differences are invariant to character scaling. In addition,
they are invariant to translation and rotation because the
features are invariant to these transformations. Invariance
to rotation is not as important as invariance to translation
and scale. Also, although normalization with respect to
rotation might be counterproductive for certain letters (Dal
and Nun, for instance) written by particular scriptors, it
helps for most of the characters.
4 ESTIMATION OF CLASS-CONDITIONAL GIBBS
DENSITY PARAMETERS
The purpose of this section is to summarize the constrained
maximum entropy formalism to estimate class-conditional
Gibbs distribution parameters [55], [56], [57], originally used
for texture and shape synthesis. The parameters of these
distributions are estimated from samples of training char-
acters, or observed characters. We will assume that the
observed characters in a class i do not contribute information
about the distribution of the statistics in classes j 6¼ i.
Therefore, we treat each class separately and forgo class
indices to simplify notation.
Let fobsi ; i ¼ 1; . . . ;Mg be a set ofM observed characters
of a class, that is, the training set of the class. Given
features obs ¼ fobsðÞ;  ¼ 1; . . . ; Kg and their correspond-
ing statistics Hobs ¼ fHobsðÞ;  ¼ 1; . . . ; Kg, we compute the
statistics average histograms

obsðÞ ¼ 1
M
XM
i¼1
HðÞðobsi Þ  ¼ 0; 1; . . . ; K; ð2Þ
where  designates the feature index.
For large samples, the sample averages 
obsðÞ,  ¼ 0;
1; . . . ; K, are good estimates of the expectations Ef ½HðÞðÞ,
where Ef denotes the expectation with respect to the
underlain true density fðÞ. To approximate fðÞ, a prob-
ability model pðÞ is constrained to reproduce the observed
statistics, that is,
Ep½HðÞðÞ ¼ obsðÞ  ¼ 1; 2; . . . ; K: ð3Þ
Let p be the set of distributions that reproduce the
observed statistics
p ¼ pðÞjEp HðÞðÞ
h i
¼ obsðÞ;  ¼ 1; 2; . . . ; K
n o
:
Following the maximum entropy principle [19], we
determine an estimate p of f such that [56]:
pðÞ ¼ argmax
p

Z
pðÞ log pðÞd
 
ð4Þ
subject to constraintsZ
pðÞd ¼ 1; ð5Þ
Ep H
ðÞðÞ
h i
¼
Z
HðÞðÞpðÞd ¼ obsðÞ
 ¼ 1; 2; . . . ; K:
ð6Þ
Basically, we want to determine the estimate p so that it
reproduces theobservedstatistics and is asneutral aspossible
in the sense that it does not embody any other information.
The solution, by Lagrange multipliers, of this constrained
optimization problem is a Gibbs density of the form [56]
pð;Þ ¼ 1
Z
e

PK
¼1<
ðÞ;HðÞðÞ>
; ð7Þ
where < :; : > denotes inner product; Z is the partition
function;  ¼ ðð1Þ; ð2Þ; . . . ; ðKÞÞ are Lagrange multipliers,
or potential functions. This density function depends only on
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Fig. 1. Tangent differences H histogram for  multiple of 3.
the potential functions, a maximum likelihood estimate of
which can be computed by gradient descent [56]
dðÞ
dt
¼ Epð;Þ HðÞðÞ
h i
 obsðÞ;  ¼ 1; 2; . . . ; K: ð8Þ
The expected values Epð;Þ½HðÞðÞ are estimated as follows
[16], [47]: Synthesize samples syn from pð;Þ and use the
averages synðÞ as estimates. Therefore, descent equation (8)
becomes
dðÞ
dt
¼ synðÞ  obsðÞ;  ¼ 1; 2; . . . ; K: ð9Þ
Thecorrespondingalgorithmsaregiven in theappendices.
5 PARTITION FUNCTION ESTIMATION
The partition function is a normalization constant necessary
to calculate the probability estimate pð;Þ. The partition
function is not used in image synthesis [56]. However, in
this case of pattern classification, it is necessary. In general,
estimation of a partition function is a difficult problem [43].
In our case, however, the difficulty is lessened because
Bayes pattern classification requires the class-conditional
partition functions only up to a common scale factor. We
have investigated two methods. One uses the training
characters (the direct method) and the other uses patterns
drawn from a reference distribution (the indirect method).
Let C1; C2; . . . ; Cc be c character classes and Cj ¼
fð1ÞCj ; 
ð2Þ
Cj
; . . . ; 
ðKÞ
Cj
g the corresponding potential functions.
We have
pð;jCjÞ ¼ 1
ZCj
e

PK
¼1<
ðÞ
Cj
;HðÞðÞ>
;
j ¼ 1; 2; . . . ; c  ¼ 0; 1; . . . ; K;
ð10Þ
where ZCj is the partition function for class Cj:
ZCj ¼
Z
e

PK
¼1<
ðÞ
Cj
;HðÞðÞ>
d: ð11Þ
5.1 Direct Method
Note that, for each class Cj, (11) is the volume under the
function in the integrand. The direct method take as
estimates of this volume the average of this function over
the M training samples of class Cj times the measure of the
set of nonzero probability shapes.
Since we need the partition function only up to a scale
factor, we use the following estimate:
ZCj ¼
XM
i¼1
e

PK
¼1<
ðÞ
Cj
;HðÞðÞ> ð12Þ
assuming that the measure of the set of nonzero probability
shapes is the same for all classes. In the case of a small
number of training samples, this can be a crude estimate.
However, we will see that the recognition error profile
using this method is different from the one using the
indirect method (described next), which gives us the
opportunity to combine both methods.
5.2 Indirect Method
This generalmethod uses samples from a reference density 	
[11], [20]. The main issue is the choice of the reference
distribution, a choice that may vary with the application. A
good reference density is one that overlaps sufficiently the
density for which we want to estimate the partition function.
In our case, a good reference density overlaps sufficiently all
the class-conditional densities. We chose the following
reference density:
	ðÞ ¼ 1
~Z
1
c
Xc
i¼1
e

PK
¼1<
ðÞ
Ci
;HðÞðÞ>
: ð13Þ
This density can be seen as a weighed average density
over classes. It is, a priori, a reasonable reference because,
theoretically, it overlaps each of the densities it averages.
We will estimate the class-conditional partition functions
up to a division by ~Z, that is, ZCj= ~Z for all classes
ZCj ¼
Z
e

PK
¼1<
ðÞ
Cj
;HðÞðÞ>
d ð14Þ
and
~Z ¼ 1
c
Z Xc
i¼1
e

PK
¼1<
ðÞ
Ci
;HðÞðÞ>
d; ð15Þ
where c is the number of classes. Therefore,
ZCj
~Z
¼
R
e

PK
¼1<
ðÞ
Cj
;HðÞðÞ>
d
1
c
R Pc
i¼1 e

PK
¼1<
ðÞ
Ci
;HðÞðÞ>
d
¼
Z
e

PK
¼1<
ðÞ
Cj
;HðÞðÞ>
1
c
R Pc
i¼1 e

PK
¼1<
ðÞ
Ci
;HðÞðÞ>
d
d
¼
Z
e

PK
¼1<
ðÞ
Cj
;HðÞðÞ>
1
c
Pc
i¼1 e

PK
¼1<
ðÞ
Ci
;HðÞðÞ>
:
1
c
Pc
i¼1 e

PK
¼1<
ðÞ
Ci
;HðÞðÞ>
1
c
R Pc
i¼1 e

PK
¼1<
ðÞ
Ci
;HðÞðÞ>
d
d
¼
Z
1
1
c
Pc
i¼1 e

PK
¼1<
ðÞ
Ci
ðÞ
Cj
;HðÞðÞ>
	ðÞd:
which yields
ZCj
~Z
¼ E	 1
1
c
Pc
i¼1 e

PK
¼1<
ðÞ
Ci
ðÞ
Cj
;HðÞ>
2
64
3
75; ð16Þ
where E	 is the reference distribution expectation. For the
purpose of classification, factor 1=c can be omitted from (13)
and (16). Estimation of the partition functions by this indirect
method consists basically of sampling the reference 	, which
does not require the partition function (sampling is done as in
[57]; see algorithm Table 8), and computing ensemble
averages. Given the potential functions and a good reference
density (which overlaps sufficiently all the class-conditional
densities), the advantage of this indirectmethod is that a large
number of draws from the reference distribution can be used
to have a good estimate (up to a scale factor) of the partition
functions.
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6 EXPERIMENTAL RESULTS
Fig. 2 shows the functional modules of the complete
recognition system we implemented, as well as the flow
of processing. The representation was described in Section 3
and class-conditional probability estimation in Sections 4
and 5. The next two sections describe the data used in our
experiments (Section 6.1) and the preprocessing (Sec-
tion 6.2). Results are detailed in Section 6.3. Comparisons
are also provided (Section 6.4).
6.1 Database
Data collection was done using a digital Wacom Graphire
tablet with a resolution accuracy of 23 points/cm and a
sampling frequency of 100 points/seconds. The recorded
data consisted exclusively of the coordinates sequence of
each character written on the tablet.1
Arabic has an alphabet of 28 isolated letters constructed
from 18 distinct shapes (Fig. 3) augmented by diacritical
points above or below. We consider classification of these
18 distinct shapes, rather than of the 28 letters. Note that
diacritical points could possibly be used for recognition, in a
postprocessing step, for instance. However, this study does
not address the subject.
Because letters Fa and Qaf have the same shape except
for their position with respect to the baseline, both letters
are considered of the same class (Fig. 3). Finally, because
letter Kaf can be written in one or two strokes and that the
direction of writing depends on the number of strokes
(Fig. 4), we considered two classes for this letter (Kaf1 and
Kaf2). Thus, we have a total of 18 classes. Note that the Kafs
in Fig. 4 are those that appear in pseudowords and not the
Arabic isolated Kaf, which consists of two symbols, the
character shape and a Hamza.
The database contains 528 characters of each letter from
each of 22 writers for a total of 9,504 characters. This is by
far the largest database of online Arabic characters we know
of. Samples in other studies are simply too small for us to
use and draw meaningful conclusions.
Writing of the characters was not constrained, leading to
a wide variety of size and orientation. Also, the database
contains both clearly written characters and roughly written
ones. Because the acquired signal is a set of coordinates
corresponding to the pen position on the tablet, the size of
this set is writer speed dependent as illustrated by the
samples of letters Sad and Mim in Fig. 5. In Section 6.2, we
describe preprocessing operations to smooth the character
signals and normalize them with respect to writer speed.
6.2 Preprocessing: Smoothing and Resampling
We smooth the online character signals to remove noise and
resample to normalize with respect to writer speed (Fig. 6).
We use a weighted 3-point averaging for smoothing, a
simple scheme that is sufficient for this application:
xsi ¼ 14xi1 þ 12 xi þ 14xiþ1;
ysi ¼ 14 yi1 þ 12 yi þ 14 yiþ1;
(
ð17Þ
where xi, yi designate pen position on the tablet.
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1. http://webd.etsmtl.ca/zone2/recherche/labo/lio/fiche/
neilamezghani/.
Fig. 2. Diagram block of the proposed system.
Fig. 3. The 18 shapes of Arabic isolated characters and their assigned
labels.
Fig. 4. The Kaf character subclasses.
Fig. 5. Samples of letter Sad and letter Mim.
Fig. 6. (a) An acquired character Sad and (b) after smoothing and
resampling (50 equidistant points).
Resampling is implemented in almost every online hand-
written system. Points captured during writing are, gener-
ally, equidistant in time but not in space. Hence, the number
of captured points varies according to writing speed. It also
varies fromcharacter to character. Tonormalize the size of the
acquired string of coordinates, the sequence of captured
points is replaced with a sequence of a fixed number of
equidistant points. Basically, this is done by sampling a fixed
number of points on the polygonal line of the character, with
the distance between adjacent points equal to the total length
of the polygonal line divided by the number of intervals
(within the resolution of the acquisition tablet). This normal-
ization removes the variability due to the varying writer
speed and, therefore, eases the burden of recognition. In our
experiments, we used 30 equidistant points. This is about the
average number of points in the database characters.
6.3 Results
The database is divided into two distinct sets. The training
set contains 6,336 samples and the testing set 3,168 samples
(which corresponds to 352 samples of each character for
training and 176 other samples of each character for
testing). The database is organized as a sequence of scriptor
data, that is, all the data of a scriptor follows that of another.
The division of this sequence results in scriptors being
represented in the training data but not in the test data. This
simulates writer independent testing.
The first task is training to learn the class-conditional
densities from the training samples. This consists of
computing the representation features and their histograms
(Section 3), determining the potential functions for all classes
(Section 4 and Appendix), and their partition functions
(Section 5). Training involves the choice of a set of feature
indices (s) and the number of bins in the feature
histograms. We determined these experimentally as de-
scribed subsequently.
6.3.1 Feature Indices and Number of Bins
Recall that a histogram is an m-dimensional vector:
HðÞðÞ ¼ HðÞ1 ; HðÞ2 ; . . .HðÞm
 
:
The use of all statistics HðÞ,  2 f0; 1; . . . ; N  1g can
result in a representation of significantly high dimension. For
N ¼ 50 andm ¼ 24, for example, we have a representation of
1,200 entries. Moreover, such a representation contains a
significant amount of redundant information because fea-
tures corresponding to close values of  have close
histograms, which, therefore, contain similar information.
This is illustrated in Fig. 7, which shows histograms of
tangent differences for  equal tomultiples of 1.We note that
thehistograms corresponding to ¼ 2, 3 are very close, as are
histograms for  ¼ 5, 6, 7. Therefore, these histograms
contain redundant information that can be omitted from the
representation. By contrast, histograms formultiples of 3 in
Fig. 1 are quite different from each other and, therefore,
contain complementary information.
Selectionof themost relevant features fromaset of features
is an important problem because exhaustive, combinatorial,
experimentation is, in general, computationally prohibitive.
Feature selection has been the subject of several studies ([37],
[39], [48], [57], for instance). Since the focus of our study is to
show that Zhu et al.’s theory of Gibbs density estimation can
be useful in pattern classification, isolated Arabic characters
specifically, we did not address fully the problem of
“optimizing” with respect to the feature indices and the
number of histogram bins. For our stated purpose, it was
sufficient to have a reasonable set of characteristics to be able
to concentrate on classification proper.
For , we consider multiples of 3. For example, with
K ¼ 4 (four statistics), the corresponding histograms are
Hð3Þ, Hð6Þ, Hð9Þ, and Hð12Þ.
We experimented with  equal to multiples of 2, 3, and 4,
and with the number of features equal to 6, 7, 8, and 9. The
number of histogram bins was varied as a multiple of 4
between 16 and 36.
The best resultswere obtainedwith ¼ 3. Fig. 8 shows the
recognition rate versus the number of bins when varying the
numberof features ðKÞ for ¼ 3. The recognition rates have a
typical behavior. They tend to increase with number of
features and the number of bins to attain a maximum and
then fall. Table 1 lists the results, the recognition rate being
higher for the indirect method (90.19 percent compared to
84.85 percent for the direct method).
1126 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 30, NO. 7, JULY 2008
Fig. 7. Tangent differences H histogram for  multiple of 1.
Fig. 8. Recognition rate (percent) versus the number of bins for different
values of the number of features.
TABLE 1
Retained Parameter for the Design of the Bayesien Classifiers
6.3.2 Cross Validation Results
The average of the recognition rates byL-fold cross validation
is more representative of performance because recognition
ratescanvaryfromonedata testset toanotherduetostatistical
peculiarities thatcanbepresent in individualdatatestsets.We
used L ¼ 3. Therefore, the database is divided into three
disjoint parts of (approximately) equal size. Two parts are
used for training, and the other part is used for testing. By
varying the role of each part, we make three separate
experiments. If we assume that the number of samples in the
database is a multiple of L, then, as pointed out in [36], L ¼ 3
gives the least number of training samples strictly greater
than the number of test samples. This value reflects the
concernof trainingaclassifieronasmuchdataaspossibleand
test it onasmuchdistinctdataaspossibleunder the constraint
that the training sample is strictly larger than the test sample.
In this case, recognition rates canbeviewedasworst case rates
compared to those with L > 3. Table 2 gives the recognition
rates. For both methods (direct and indirect), the rates are
close, which indicates that the classifiers are stable.
6.3.3 Combination of Classifiers
For a given test sample, the entry ði; jÞ of the confusionmatrix
is the number of times the classifier identifies a test character i
as a character j. Each column of thematrix corresponds to the
classifier output and each row to the input. The confusion
matrices (Table 4 for the direct method and Table 5 for the
indirect method) show that many of the errors occur with
some letters and that the error profiles of the two classifiers
are different. For example, the recognition rate for Alif is
79.0 percent with the direct method and 98.3 percent with the
indirectmethod.However, thedirectmethodperformsbetter
with the letter Mim (95.5 percent) than the indirect method
(82.4 percent). The recognition rate ri for letter i can be seen as
a confidence rating of the classifier when its decision is i:
When its output is i, it is ri percent of the time right. Therefore,
we combined the two classifiers using the following simple
decision rule: the combination classifier output is the output
of the classifier with the highest confidence rating. This
simple combination was able to improve the recognition rate
to 92.61 percent, up from 84.85 percent for one classifier and
90.19 percent for the other. The confusion matrix for the
combination is shown in Table 6.
Fig. 9 shows misclassified characters. Some, such as the
third sample of Kaf and the first sample of Mim, are quite
distorted. Others, such as the fourth sample of Seen and the
fourth sampleofMimare legiblebutmisclassified,most likely
because they have an appearance rare among this letter’s
training examples.
6.4 Comparisons
We trained a Kohonen neural network classifier [24] with
histograms of tangent differences. Kohonen networks has
been used in other studies of Arabic character recognition
using Fourier coefficients [32], tangents [31], and histo-
grams of tangents and tangent differences [34].
The Kohonen neural network (also called Kohonen self-
organizing map, or SOM) runs an unsupervised clustering
algorithm. It has attractive properties such as topological
ordering and good generalization, which make it a potent
classifier.
We also ran the NN classifier to provide a benchmark
comparison [35], [45]. The classifier functions as follows: Let
S be a set of labeled samples (called reference patterns). The
NN rule assigns an observation X to the class of the sample
in S nearest X. Its asymptotic error rate (as a function of the
number of reference patterns) is bounded by twice the
optimal Bayes classifier rate. It is an excellent performer in
practice, with recognition rates better than other classifiers
such as neural networks [35]. However, its asymptotic
throughput is zero (as a function of the number of reference
patterns). Generally, NN affords a practical upper bound on
the recognition rate [45].
Table 3 gives a summary of the results. The Bayes
classifiers (lines 1, 2, and 3), the Kohonen neural network
(line 4), and NN (line 5), all use the same training/test data.
They also used the same representation by histograms of
tangent differences, which were determined using the same
selection procedure, described in Section 6.3.1. These results
clearly support the conclusion that the Zhu et al. formalism
can estimate class conditional Gibbs density functions
accurately enough to serve Bayes classification, notwith-
standing small training samples. In this application, the
Bayes classifiers and the Kohonen neural network, gener-
ally a good performer, have comparable performance, and
combining the Bayes classifiers draws closer to NN. If c is
the number of classes, n the number nodes in the Kohonen
network, and r the number of NN reference patterns, the
Bayes classifiers require c slots of memory to store the Gibbs
density parameters and the partition function of each class
of characters, compared to n for the Kohonen memory to
store the nodes feature histograms, and r for NN to store
the reference patterns feature histograms. In this applica-
tion, c ¼ 18, n ¼ 400, and r ¼ 6; 336. Therefore, the response
time for a classification request can be several times shorter
for the Bayes classifiers.
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TABLE 2
Three-Fold Cross Validation Recognition Rates
TABLE 3
Comparative Summary of the Results
Fig. 9. Some misclassified samples.
The previous studies of online Arabic character recogni-
tion that used Kohonen neural network classifiers reported
classification rates of 89 percent (Fourier coefficients) [32],
85 percent (tangents) [31], and 94 percent (tangents and
tangent differences) [34]. However, one should be cautious
about comparingwith these results because the studiesuseda
different training/test database (an earlier version of the
database in this study, about two thirds the size). Also, the
representationsused100points on the character shape, rather
than50, as in this study. Finally, the focusof that in [34]wason
representation and, therefore, feature selection was more
extensive than in this study, which focuses on classification.
Nevertheless, the good performance in [34] indicates that a
more extensive investigation of feature statistics can improve
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TABLE 4
Confusion Matrix—First Bayesien Classifier (Direct Method)
TABLE 5
Confusion Matrix—Second Bayesien Classifier (Indirect Method)
TABLE 6
Confusion Matrix—Classifier Combination
the class conditional density function estimates and, there-
fore, the recognition rate of the Bayes methods.
7 CONCLUSION
The purpose of this study was to bring Gibbs density
parameters estimation formalism by Zhu et al. to bear on
pattern classification. More specifically, we investigated
Bayes classification of online Arabic characters using an
efficient representation by empirical distributions of tangent
differences and Gibbs modeling of the class-conditional
density functions. The parameters of these density functions
were estimated following the Zhu et al. constrained max-
imum entropy formalism, which was originally used for
image synthesis. We also addressed the problem of estimat-
ing the class conditional partition functions, which, unlike
image and pattern synthesis, Bayes classification requires.
We investigated two partition function estimation methods:
one uses the training sample, and the other draws from a
reference distribution. The efficiency of the corresponding
Bayes decision methods, and of a combination of these, was
evaluated in experiments using a database of about
10,000 freely written samples by a number of scriptors.
Comparisons to the NN rule method and a recent Kohonen
neural network method were made.
APPENDIX A
POTENTIAL FUNCTIONS ESTIMATION ALGORITHM
We recall that the potential functions are estimated
iteratively by the descent equation:
dðÞ
dt
¼ synðÞ  obsðÞ;  ¼ 1; 2; . . . ; K: ð18Þ
Thisaimsatdeterminingpotential functionssoas tomatch the
mean statistics (featurehistograms) of the synthesized shapes
with the corresponding mean observed statistics. The algo-
rithm, given in Table 7, is basically as in [57] (the differences
reside in details of implementation as described below).
It starts by initializing to zero the parameters ðÞ,  ¼
1 . . . ; K and by initializing the forms syn. At each iteration t,
the update uses the difference between synðÞ and obsðÞ. At
each iteration, the calculation of synðÞ can be done by
averaging M 0 forms synj , j ¼ 1; 2 . . .M 0 sampled (synthe-
sized) from the current distribution pð;Þ, using a stochastic
sampler MCMC (Markov Chain Monte Carlo).
APPENDIX B
MCMC SHAPE SAMPLING ALGORITHM
The sampling process [49] starts with a given character shape
 ¼ ððx1; y1Þ; ðx2; y2Þ; . . . ðxnpoint ; ynpointÞÞ:
At each step n, it considers a point Alðxl; ylÞ on the shape 
and proposes to move it to a candidate point A0lðx0l; y0lÞ in a
local neighborhood of Al (Table 8). The proposal A
0
l is
accepted with probability

ð ! synÞ ¼ min pð
syn; Þ
pð;Þ ; 1
 
: ð19Þ
If the ratio r ¼ pðsyn ;Þpð;Þ is higher than 1, then the point
candidate A0lðx0l; y0lÞ is accepted. Else, the point is accepted
with a probability r. This algorithm makes it possible to
synthesize e shapes syn used to calculate potential
functions .
In order to improve the sampling process, we chose the
candidate point A0l among points A
d
l ðxdl ; ydl Þ by moving the
point Al according to the directions d
xdl ¼ xl þ  sinðdÞ; ydl ¼ yl þ  cosðdÞ; ð20Þ
where d indicates the angle corresponding to direction d.
d ¼ d 2
ndirection
ð21Þ
and  is a scale factor calculated according to  ¼ dsconstant , ds
being the length of the segment between two consecutive
points of the form . Note that all the points of a form  are
equidistant following resampling (Section 6.2), and
consequently, the distance between two consecutive points
on  is constant. We chose a code with eight directions
ðndirection ¼ 8Þ, and a constant equal to 5 for the calculation of
the scale factor  .
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TABLE 7
Potential Functions Estimation Algorithm
TABLE 8
Shape Sampling Algorithm
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