It is known that multiple zeta values can be written in terms of certain iterated log-sine integrals. Conversely, we evaluate iterated log-sine integrals in terms of multiple polylogarithms and multiple zeta values in this paper. We also suggest some conjectures on multiple zeta values, multiple Clausen values, multiple Glaisher values and iterated log-sine integrals. m k1 1 · · · m kn n .
Introduction
For an index k = (k 1 , . . . , k n ), we define the weight of k by |k| = k 1 + · · · + k n , and the depth of k by dep(k) = n. We call an index k = (k 1 , . . . , k n ) admissible index if k ∈ N n and k n ≥ 2. We regard ∅ as the admissible index of weight 0 and depth 0. For two indices k = (k 1 , . . . , k n ) and l = (l 1 , . . . , l n ), we define k ± l = (k 1 ± l 1 , . . . , k n ± l n ).
We use the notation {k} n for n repetitions of k. For example, (1, 1, 2) = ({1} 2 , 2).
Iterated log-sine integrals are the following integrals introduced by the author [11] .
Definition 1 (Iterated log-sine integrals). For σ ∈ R, k = (k 1 , . . . , k n ) ∈ N n and l = (l 1 , . . . , l n ) ∈ (Z ≥0 ) n , we define Ls l k (σ) = (−1) n σ 0 θn 0 · · · θ2 0 n u=1 θ lu u (A(θ u )) ku−1−lu dθ 1 · · · dθ n , where A(θ) = log |2 sin(θ/2)|. We understand Ls ∅ ∅ (σ) = 1. If k u − 1 − l u ≥ 0 for all u ∈ {1, . . . , n}, then this integral converges absolutely for any σ ∈ R. In the case n = 1, Ls (l) k (σ) is called (generalized) log-sine integrals. It was shown that iterated log-sine integrals are related to multiple zeta values and multiple polylogarithms by the author [11] . In particular, all multiple zeta values can be written as a Q-linear combination of products of π m (m ≥ 0) and an iterated log-sine integral at π/3 satisfying k u −1−l u > 0 for all u ∈ {1, . . . , n}. Here, multiple zeta values and multiple polylogarithms are defined as follows, respectively: Definition 2 (Multiple zeta values). For an admissible index k = (k 1 , . . . , k n ), we define ζ(k) = 0<m1<···<mn Definition 3 (Multiple polylogarithms). For k = (k 1 , . . . , k n ) ∈ N n , we define Li k (z) = 0<m1<···<mn z mn m k1 1 · · · m kn n .
We understand Li ∅ (z) = 1.
Multiple polylogarithms converge absolutely when |z| < 1, and can be continued holomorphically to C \ [1, ∞). If k is admissible, it converges absolutely on the disc |z| ≤ 1 and Li k (1) = ζ(k) holds.
In this paper, we evaluate iterated log-sine integrals by using multiple polylogarithms and multiple zeta values. For generalized log-sine integrals, such a subject are discussed in [2, Section 5] , [5] , [6] and [9, Section 2.3] . The main theorem in this paper is the following theorem shown in Section 2.
Theorem 1. Let 1 n = ({1} n ). For σ ∈ [0, 2π], k = (k 1 , . . . , k n ) ∈ N n and l = (l 1 , . . . , l n ) ∈ (Z ≥0 ) n satisfying k u − 1 − l u ≥ 0 for all u ∈ {1, . . . , n}, we have
where the sum is over all p = (p 1 , . . . , p n ) ∈ (Z ≥0 ) n , q = (q 1 , . . . , q n ) ∈ (Z ≥0 ) n and r = (r 1 , . . . , r n ) ∈ (Z ≥0 ) n satisfying p + q + r = k − 1 n − l, and
The function F r q+l (σ) will be defined in Section 2.2. In particular, the function F r q+l (σ) is written as a Q(i)-linear combination of products of a power of σ, multiple zeta values and a multiple polylogarithm with admissible index at e iσ . The equation (1) makes numerical evaluation of iterated log-sine integrals possible. Another algorithm for numerical evaluation of the generalized log-sine integral was given by Kalmykov and Sheplyakov [9] .
The real and imaginary parts of multiple polylogarithms at e iσ are called as follows.
Definition 4 (Multiple Clausen function, multiple Glaisher function). The multiple Clausen function Cl k (σ) and the multiple Glaisher function Gl k (σ) are defined by
In particular, we call the values Cl k (π/3) and Gl k (π/3) multiple Clausen values and multiple Glaisher values, respectively. The real part of the equation (1) can be also regarded as a relation among an iterated log-sine integral, multiple zeta values, multiple Clausen functions and Glaisher functions. Similarly, the imaginary part of the equation (1) can be regarded as a relation among multiple zeta values, multiple Clausen functions and Glaisher functions.
In Section 3, we discuss the iterated log-sine integrals at a general argument not only in the case σ ∈ [0, 2π] and give the following theorem.
Theorem 2. For σ ∈ [0, 2π] and m ≥ 0, the iterated log-sine integral Ls l k (±(2mπ + σ)) satisfying k u − 1 − l u ≥ 0 for all u ∈ {1, . . . , n} can be written as a Q(i)-linear combination of products of a power of σ, a power of π, multiple zeta values and multiple polylogarithms with admissible index at e iσ .
In Section 4, we will introduce and discuss the shifted log-sine integrals. Then, we suggest some conjectures on shifted log-sine integrals, multiple zeta values, multiple Clausen values, multiple Glaisher values and iterated log-sine integrals. Lower weight parts of the conjectures have been checked by numerical evaluation.
Evaluation of iterated log-sine integrals at σ ∈ [0, 2π]
In this section, we evaluate iterated log-sine integrals in terms of multiple polylogarithms and multiple zeta values and give a proof of Theorem 1.
2.1.
Evaluation of iterated log-sine integrals in terms of ILi r q (σ). For k = (k 1 , . . . , k n ), we define k − = (k 1 , . . . , k n−1 ). In order to prove Theorem 1, we first introduce ILi r q (σ) defined as follows:
where ILi ∅ ∅ (σ) is regarded as 1. Then, we can evaluate iterated log-sine integrals in terms of ILi r q (σ) as follows: Lemma 1. For σ ∈ [0, 2π], k = (k 1 , . . . , k n ) ∈ N n and l = (l 1 , . . . , l n ) ∈ (Z ≥0 ) n satisfying k u − 1 − l u ≥ 0 for all u ∈ {1, . . . , n}, we have
In order to prove Theorem 1, we only need to prove ILi r q (σ) = F r q (σ).
2.2.
Evaluation of ILi r q (σ). Let q, r, j ∈ (Z ≥0 ) n . We define the rational number B q by
and the rational number C j q by
We write j q when j and q satisfy
and understand ∅ ∅. We define the noncommutative polynomial ring H = Q e 0 , e 1 and its subspace H 0 = Q + e 1 He 0 and H 1 = Q + e 1 H, and the element w where the shuffle product ¡ is recursively defined by w ¡ 1 = w, 1 ¡ w = w (w : word),
with Q-bilinearity, and e ¡rn 1 represents e 1 ¡ · · · ¡ e 1 rn .
Note that w r j ∈ H 0 when r 1 ≥ 1. We define Q-linear maps Z : H 0 → R and L( · ; z) : 
For a pair of indices q, r ∈ (Z ≥0 ) n , we also write r = ({0} n ′ , r ′′ 1 , . . . , r ′′ n ′′ ) = (r ′ , r ′′ ) ∈ (Z ≥0 ) n ′ +n ′′ with r ′′ 1 ≥ 1, and q = (q ′ 1 , . . . , q ′ n ′ , q ′′ 1 , . . . , q ′′ n ′′ ) = (q ′ , q ′′ ) ∈ (Z ≥0 ) n ′ +n ′′ . Note that q ′′ n ′′ = q n , r ′′ n ′′ = r n and n = n ′ + n ′′ . We define q = (|q ′ | + n ′ + q ′′ 1 , q ′′ 2 , . . . , q ′′ n ′′ ) when q ′′ = ∅, and q = ∅ when q ′′ = ∅. For example, if q = (1, 2, 3, 4) and r = (0, 0, 1, 2) then q ′ = (1, 2), q ′′ = (3, 4), r ′ = (0, 0), r ′′ = (1, 2) and q = (8, 4) .
where the sum is over j = (j 1 , . . . , j n ′′ ) ∈ (Z ≥0 ) n ′′ satisfying j q.
The function f r q (σ) can also be written as follows:
(2)
Proof. We prove only the case "otherwise". In this case, we obtain
By putting σ = 0, we find that the factor (iσ) |q|−|j| is equal to 0 when j n ′′ = |q|−|j − |, and 1 when j n ′′ = |q|−|j − |. Therefore, we obtain the desired formula.
Proof. In the case r = ({0} n ), n ≥ 1, we have
In the case "otherwise", that is n ′′ ≥ 1, by equation (4) we obtain
Here,
Therefore, we obtain
If n ′′ ≥ 2, then we have
In the case n ′′ = 1, since q = (|q ′ | + n ′ + q n ), q ′ = q − and r ′ = r − , we have
Therefore, in all cases, this proposition holds.
where the sum is over all partitions of q and r, for example
We understand F ∅ ∅ (σ) = 1.
Remark 2. By (2) and (3), we can see that the function F r q+l (σ) is written as a Q(i)-linear combination of products of a power of σ, multiple zeta values and a multiple polylogarithm with admissible index at e iσ .
Proof. In the case n = 1, by Proposition 1, we have
In the case n ≥ 2, we have
we obtain the desired formula.
Proposition 3. We have
Therefore, by Lemma 1 and Proposition 3, Theorem 1 holds.
Proof. We prove this proposition by induction on n. In the case n = 1, by Proposition 2, we have
and hence, we obtain
2.3.
Examples. We give some examples of Theorem 1. For σ ∈ [0, 2π], we obtain the following evaluations:
Ls
(1)
We note that iterated log-sine integrals satisfying k u −1−l u = 0 for all u ∈ {1, . . . , n} such as Ls (σ) has the following easy expression:
which is equivalent to [10, (7.51)].
Evaluation of iterated log-sine integrals at general argument
In this section, we discuss iterated log-sine integrals at general argument and give a proof of Theorem 2.
3.1. Proof of Theorem 2. First, we note the following reflection formula: Lemma 2. We have Ls l k (σ) = (−1) |l|+n Ls l k (−σ). This lemma is given by changing of variables θ u = −θ u . By Lemma 2, we only need to prove Theorem 2 for 2mπ + σ ≥ 0.
We introduce the following integrals for convenience.
Definition 8. For ρ, σ ∈ R, k = (k 1 , . . . , k n ) ∈ N n and l = (l 1 , . . . , l n ) ∈ (Z ≥0 ) n , we define
Then, the following lemmas hold.
Lemma 3. Let 0 < ρ < σ, k = (k 1 , . . . , k n ) ∈ N n , l = (l 1 , . . . , l n ) ∈ (Z ≥0 ) n , and
If Ls l k (σ) converges absolutely, then
This decomposition formula is proved by decomposing the domain of the integral
We write j ≤ k when j = (j 1 , . . . , j n ) and k = (k 1 , . . . , k n ) satisfy j 1 ≤ k 1 , j 2 ≤ k 2 , . . . , j n ≤ k n , and define
Lemma 4. For m ∈ Z, we have
where the sum is over all j = (j 1 , . . . , j n ) ∈ (Z ≥0 ) n satisfying j ≤ l.
Proof. By changing of variables θ u = 2mπ − θ u , we have Ls l k (2mπ, 2mπ + σ)
Here, we use Lemma 2 and obtain the desired formula.
Lemma 5. Iterated log-sine integrals Ls l k (2mπ) satisfying k u − 1 − l u ≥ 0 for all u ∈ {1, . . . , n} can be written as a Q-linear combination of products of a power of π and multiple zeta values.
We note that the assertion for the generalized log-sine integrals Ls Proof. We assume m ≥ 1 and prove this lemma by induction on m. In the case m = 1, we obtain the assertion by putting σ = 2π in (1), since Li k (e 2πi ) = ζ(k) when k n ≥ 2. We assume the assertion for 2mπ and prove for 2(m + 1)π. By putting ρ = 2mπ and σ = 2(m + 1)π in Lemma 3, we obtain
Here, the second equality is obtained by putting σ = 2π in Lemma 4. Therefore, the assertion is proved.
Proof of Theorem 2. Let σ ∈ [0, 2π] and m ≥ 0. By putting ρ = 2mπ and σ = 2mπ + σ in Lemma 3, we have
Here, Ls l h k h (2mπ) can be written in terms of multiple zeta values by Lemma 5, and Ls l h k h (2mπ, 2mπ + σ) can be written in terms of multiple zeta values and multiple polylogarithms with admissible index at e iσ by Lemma 4 and Theorem 1. Therefore, Theorem 2 is proved.
3.2.
Examples. For σ ∈ [0, 2π], we have the following evaluations: 
Ls

Conjectures
We introduce and discuss shifted log-sine integrals. Then, we suggest some conjectures on shifted log-sine integrals, multiple zeta values, multiple Clausen values, multiple Glaisher values and iterated log-sine integrals.
Shifted log-sine integrals. Shifted log-sine integrals are defined as a kind of log-sine integrals as follows.
Definition 9 (Shifted log-sine integrals). For σ ∈ R, k = (k 1 , . . . , k n ) ∈ (Z ≥2 ) n , we define
Shifted log-sine integrals satisfy the following shuffle product. where S n,m be a subset of S n+m (the symmetric group of degree n + m), which is defined by
This proposition is proved by decomposing the domain of the integral. Shifted log-sine integrals can be written in terms of iterated log-sine integrals as follows. For σ ∈ R and k = (k 1 , . . . , k n ) ∈ (Z ≥2 ) n , we have
where the sum is over all j = (j 1 , . . . , j n ) ∈ (Z ≥0 ) n satisfying j ≤ k − 2 n .
Proof. We calculate the integrand n u=1 (θ u − σ) ku−2 A(θ u ) of the definition of the shifted log-sine integral. Then, we have
Therefore, we obtain the desired formula. The author calculated numerical values of shifted log-sine integrals by using Theorem 3 and Theorem 1. Then, by using the lindep of Pari/GP, there seems to be no Q-linear relations among these values satisfying m + k 1 + · · · + k n ≤ 8.
4.2.
Conjectures on multiple zeta values. We define Z k as the vector space spanned by all multiple zeta values of weight k. Namely,
We write SLs(k) := SLs(k; π/3) and define
Conjecture 2. Every multiple zeta value with weight k and depth d can be written as a Q-linear combination of elements of S ′ k,d . Conjecture 3. The set of the real numbers S ′ k,k is a basis of Z k . Zagier [12] conjectured dim Z k = d k , where d k is a sequence defined by
If Conjecture 3 is true, then Zagier's conjecture is true, because the numbers
. We consider the set of multiple zeta values H k,d = ζ(k 1 , . . . , k n ) k 1 + · · · + k n = k, n ≤ k,
Hoffman [8] (H k,d ). Then, we can see that S ′ k1,d1 ·S ′ k2,d2 ⊂ S ′ k1+k2,d1+d2 just by using the shuffle product formula (Proposition 4). More strictly, we can see that the product of an element of S ′ k1,d1 and an element of S ′ k2,d2 can be written as the sum of products of a positive integer and an element of S ′ k1+k2,d1+d2 . However, we cannot see that H k1,d1 · H k2,d2 ⊂ H k1+k2,d1+d2 just by using the harmonic product formula or the shuffle product formula. For example, each products of two ζ(2) ∈ H 2,0 are ζ(2) · ζ(2) = 2ζ(2, 2) + ζ(4) (harmonic product), 2ζ(2, 2) + 4ζ (1, 3) (shuffle product).
Here Theoretically, we can check that some multiple zeta values can be written as a Q-linear combination of elements of S ′ k,d . First, we consider the Riemann zeta values. Proof. When the argument is even, it is known that ζ(2k) ∈ Q · π 2k . Therefore, we can see that ζ(2k) can be written as a Q-linear combination of elements of S ′ 2k,1 = S ′ 2k,0 = {π 2k }. When the argument is odd, the following theorem is known.
Theorem 5 (Choi-Cho-Srivistava [4, (4.14) ](Lewin [10, (7.160)])). For k ∈ Z ≥0 , we have
We show that ζ(2k + 3) can be written as a Q-linear combination of elements of S ′ 2k+3,1 by induction on k. By putting k = 0 in (5), we obtain ζ(3) = (3/2) SLs(3). Therefore, we can see that ζ(3) can be written as a Q-linear combination of elements of S ′ 3,1 = {SLs(3)}. By (5), we have
We assume ζ(2k + 3 − 2m) with m ∈ {1, . . . , k} can be written as a Q-linear combination of elements of S ′ 2k+3−2m,1 . Then, we can see that ζ(2k + 3) can be written as a Q-linear combination of elements of S ′ 2k+3,1 because the product of π 2m and an element of S ′ 2k+3−2m,1 is included in S ′ 2k+3,1 .
By Theorem 4 and the shuffle product formula, multiple zeta values such that
can be written as a Q-linear combination of elements of S ′ |k|,d . In particular, multiple zeta values of the weight up to 7 can be written as a Q-linear combination of elements of S ′ k,k .
Conjectures on multiple Clausen values and multiple Glaisher values.
We define C k as the vector space spanned by all multiple Clausen values of weight k, and G k as the vector space spanned by all multiple Glaisher values of weight k.
Namely,
Q · Cl k1,...,kn (π/3) ,
Q · Gl k1,...,kn (π/3) .
For k ∈ Z ≥0 and d ∈ Z ≥0 , we define 
Note that W (k) := I(k) + R(k) is equal to F k+1 , the (k + 1)-th Fibonacci number. If Conjecture 5 is true, then the Borwein-Broadhurst-Kamnitzer conjecture is true, because |S o k,d | and |S e k,d | satisfy 2, d ≥ 1) . The author checked Conjecture 4 and Conjecture 5 up to weight 9 by numerical experiments.
Theoretically, we can check that some multiple Clausen values and multiple Glaisher values can be written as a Q-linear combination of elements of S o k,d and S e k,d , respectively. First, we consider the case when the depth is 1. Theorem 6. The following assertions hold.
(i) The Clausen value Cl k (π/3) can be written as a Q-linear combination of elements of S o k,1 .
(ii) The Glaisher value Gl k (π/3) can be written as a Q-linear combination of elements of S e k,1 (= S e k,0 ). Proof. Clausen values of odd index are evaluated as follows (see [10, p.198] ):
By Theorem 4 and S ′ 2k+1,1 ⊂ S o 2k+1,1 , the assertion (i) for odd indices holds. On even index, we use the following formula for SLs(2k + 2):
which is obtained by Theorem 3 and Theorem 1. Therefore, we obtain
and obtain the assertion (i).
On the other hand, the following explicit evaluation of Glaisher functions is known (see [10, (7. 60)], for example):
where B n (x) denotes the n-th Bernoulli polynomial. Therefore, we have Gl k (π/3) = (−1) 1+[k/2] 2 k−1 π k B k (1/6)/k!.
Since S e k,1 = S e k,0 = {π k }, we can see that Glaisher value Gl k (π/3) can be written as a Q-linear combination of elements of S e k,1 .
We consider indices the form k = ({1} a , 2, {1} b ). By [11, Theorem 2] , we have and S e a+b+2,1 (= S e a+b+2,0 ), respectively.
On iterated log-sine integrals
We define L o k as the vector space spanned by all iterated log-sine integrals at π/3 whose weight is k and |k − 1 n − l| is an odd number, where we note that |k − 1 n − l| is the sum of exponents of A(θ) := log |2 sin(θ/2)|. Similarly, we define L e k as the vector space spanned by all iterated log-sine integrals at π/3 whose weight is k and |k − 1 n − l| is an even number. Namely, k 1 + · · · + k n = k, 0 ≤ n ≤ k k 1 , . . . , k n ≥ 1, l 1 , . . . , l n ≥ 0
and define L e k,d (σ) analogously for the even case. Then, the number of elements of those sets is evaluated as follows.
Theorem 7. We have
L o k,0 (σ) = 0, L e k,0 (σ) =
and
In particular, we have L o 0,0 (σ) = 0, L e 0,0 (σ) = 1,
Proof. We have (6) since iterated log-sine integrals of weight 0 is only Ls ∅ ∅ (σ) and iterated log-sine integrals of weight 1 is only Ls (0) 1 (σ). We also have (7) since iterated log-sine integrals of weight 2 are Ls 
On the other hand, by (9), for k ≥ 3 we have 
From (11) and (12), (10) follows. By Theorem 7, we have dim L o k ≤ (F 2k − F k )/2 and dim L e k ≤ (F 2k + F k )/2 for k ≥ 1. However, these evaluations can be improved by trivial relations [11, Proposition 2] . For non-negative integers k, d and a fixed real number σ, we define
k1,...,kn (σ) m + k 1 + · · · + k n = k, 0 ≤ n ≤ k, m ≥ 0, k 1 , . . . , k n ≥ 2, l 1 , . . . , l n ≥ 0, |q| + |r| + n : even.
Therefore, we obtain 
