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Résumé – Dans cet article nous proposons un modèle statistique non linéaire et invariant par transformations affines permettant d’apprendre un
objet moyen (représenté par des points), sa variabilité et les relations spatiales existantes entre les différentes caractéristiques de l’objet étudié.
La question qui se pose alors est : qu’est-ce qu’un objet ? La réponse que nous adoptons est de considérer qu’un objet est un ensemble de points
et de formes. Nous mettons ici en place un formalisme permettant d’unifier les notions de point et de forme, en approximant les formes par des
courbes de Bézier composites. L’ensemble de cette méthodologie a été évalué en céphalométrie dans le cadre de la modélisation de points et de
structures anatomiques.
Abstract – In this paper we propose a non linear invariant statistical model and we learn the average object (represented by a set of points), its
variability and relationships between characteristics of this object. What is an object? We consider that an object is a set of shapes and points.
We establish here a formalism unifying shapes and points by approximating shape contours by composite Bézier curves. We finally evaluate our
methodology in cephalometry, by modeling anatomical structures and points.
1 Introduction
Dans cet article nous nous intéressons à la modélisation de
la variabilité de points et de courbes à des fins de reconnais-
sance. Les aspects originaux de ces travaux concernent aussi
les relations spatiales entre objets et la localisation de ces ob-
jets dans une image. En utilisant les courbes de Bézier, le for-
malisme matriciel utilisé permet l’unification des représenta-
tions de lignes ou de points, facilitant leur exploitation. Nous
présentons d’abord la modélisation des objets et de leur varia-
bilité ainsi que la localisation des objets dans une image. Nous
décrivons ensuite l’optimisation du processus d’approximation
global des objets par des courbes de Bézier composites avant
d’illustrer ces travaux par une application à la céphalométrie.
2 Modélisation de la variabilité d’un en-
semble de points
La définition de forme souvent adoptée en reconnaissance
statistique est celle d’un objet invariant par transformations du
groupe Euclidien des similarités. Cette invariance est souvent
obtenue par analyse de Procrustes généralisée [1]. L’appren-
tissage d’un modèle moyen peut ensuite être effectué par des
méthodes linéaires telles que l’ACP ou non linéaires comme
l’ACP à noyau [8]. Cette dernière dérive directement de l’ACP.
L’idée de base dont nous nous sommes inspiré est de transférer
les données dans un espace de caractéristiques   à l’aide d’une
fonction non linéaire  (non explicitée, car remplacée par les
noyaux de Mercer), puis d’appliquer une ACP linéaire dans ce
nouvel espace. La projection inverse dans l’espace d’origine
étant difficile, les noyaux sont peu utilisés pour la reconnais-
sance de formes.
Deux axes principaux ont dirigé notre modélisation : captu-
rer les non-linéarités des données grâce à une projection non
linéaire et mettre en place une représentation de la variabilité
des points et des relations spatiales entre ces points. La projec-
tion dans l’espace des caractéristiques est basée sur les connais-
sances a priori, se traduisant par l’existence d’une forme de
référence (ensemble de points qui seront toujours visibles) [4].
Un modèle statistique permet alors d’apprendre la position moyenne
de chaque objet et la variabilité associée.
2.1 Espace des caractéristiques
La première étape consiste en une détection de la forme de
référence ( points  ). L’espace des caractéristiques est formé
par des rapports de surfaces de triangles construits à partir des
points  . Les coordonnées d’un point 
	 de l’image
sont définies à l’aide des coordonnées  ,  et  calculées pour
chaque triplet de manière suivante :
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2.2 Modèle de la variabilité et des relations spa-
tiales
L’apprentissage est effectué sur une base de  images ex-
pertisées. Nous disposons, pour chaque image  de l’ensemble
d’apprentissage, des points  

ﬀ ﬂﬁﬃﬃﬃ ﬁ  !
de la forme de ré-
férence, de la matrice
"

et de l’ensemble des # coordonnées
de points caractéristiques   
 
dont on veut modéliser la po-
sition. Soit $  le vecteur représentant un point caractéristique
de l’image  dans le nouveau repère. La position moyenne %$
de chacun de ces points   
 
est apprise. La variance
%
& des
vecteurs $  est aussi calculée. On obtient ainsi la matrice de
pondération  traduisant la fiabilité des données apprises.
Lorsque l’échantillonnage de la forme de référence génère
un nombre important de coordonnées, seules certaines sont in-
formantes. Nous réalisons une ACP sur la matrice de cova-
riance des vecteurs $  . Seules les '( composantes les plus in-
formantes sont conservées, et définissent ainsi la matrice ) .
2.3 Reconnaissance des formes : localisation des
points
Soit $ le vecteur représentant un point caractéristique

.
Nous savons que : $ﬃ

(

. Retrouver le point caractéristique

sur une nouvelle image consiste à résoudre le système sur-
dimentionné : %$ 
*

 où %$ est le vecteur moyen appris,
"
la matrice définie par la nouvelle image. La résolution est ef-
fectuée par la méthode des moindres carrés pondérés. La posi-
tion estimée +

d’un point caractéristique

dans une nouvelle
image est donnée par l’équation :
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3 Représentation d’une forme
Pour ramener la représentation d’une courbe ou ligne à un
ensemble de points, une solution classique consiste à échan-
tillonner régulièrement le contour de la forme. Cette solution
est coûteuse car peu compacte et les caractéristiques différen-
tielles de la courbe très peu fiables. Nous nous sommes orien-
tés vers l’approximation par courbes de Bézier composites, en
combinant lissage et interpolation. On a alors l’équivalence
entre la courbe analytique et ses points de contrôle, ainsi qu’un
formalisme unificateur entre les notions de point et de forme.
3.1 Courbes de Bézier : définition
Soit  
ﬀ/.
ﬁﬃﬃﬃ ﬁ !
une suite ordonnée de points du plan.
Ces points, appelés points de contrôle, définissent une ligne po-
lygonale 0 . On peut y associer la courbe paramétrique (appelée
courbe de Bézier) suivante :
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où les fonction ;  ﬁ !
2
 sont les polynômes de Bernstein et
l’entier  le degré de la courbe.
3.2 Courbes de Bézier composites
La méthode de construction d’une courbe par lissage dépend
du degré  de la courbe recherchée. L’utilisateur doit donc faire
un compromis entre fidélité à des données (  élevé) et “dou-
ceur” et “robustesse” (  élevé et distance entre les points à lis-
ser et la courbe forte). Une solution consiste à séparer l’en-
semble des points à approximer = 

>ﬀ?. ﬁﬃﬃﬃ ﬁ  !
en plusieurs
sous-ensembles, donnant ainsi naissance à plusieurs courbes de
Bézier [5].
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Lorsque l’on aborde le problème de leur raccordement,
ces deux polynômes sont continus en position lorsque leurs ex-
trémités coïncident, ont des dérivées continues en leurs extré-
mités et ont un rayon de courbure constant au niveau du raccor-
dement. Ceci se traduit par le système suivant :
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FIG. 1: Influence des paramètres ^ et  sur les raccordements
entre deux courbes
Les paramètres ^ et  influent sur la formes des courbes. Les
diverses situations de référence sont présentées par la figure 1.
3.2.2 Généralisation du problème de raccordement à 
courbes avec ^   6 et    6
Nous reformulons ici le problème de raccordement de 
courbes de Bézier composites avec une détermination simul-
tanée de tous les points de contrôle. Nous considérons ici le
cas ^ 
[
7 et  
[
7 . Le problème de raccordement de 
courbes avec ce même critère mène à la résolution de système
suivant :
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Les seuls points par lesquels le passage devra être modélisé
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4 Evaluation de la méthode en céphalo-
métrie
4.1 Les objectifs de la céphalométrie
L’évaluation des résultats a été effectué dans le cadre de la
céphalométrie, qui est une discipline utilisée par les orthodon-
tistes dans le cadre de la prédiction des dysharmonies dentaires
des patients. Cette approche repose sur un repérage de points
anatomiques sur des radiographies numériques crâniennes.
Nous nous intéressons ici uniquement au repérage des points
anatomiques. L’un des objectifs de ce projet est l’automatisa-
tion du repérage des points céphalométriques sur une base de
données conséquente. Ces points ont tous une définition anato-
mique : leur position est relative à des structures (os ou sutures),
que nous avons modélisées par courbes de Bézier.
4.2 Connaissances A priori
(a) Forme de référence (b) Région étudiée
FIG. 2: Position de la selle turcique par rapport à la forme de
référence détectée
La première étape a permis d’identifier l’ensemble des struc-
tures nécessaires à la localisation des points anatomiques ainsi
que la forme de référence. Ceci a été possible grâce aux connais-
sances a priori du médecin. Selon sa théorie la position des
points recherchés dépend de la dynamique crânienne. Nous
avons donc décidé que la forme de référence de notre modèle
sera le contour extérieur du crâne. Une méthode automatique
[4] nous permet alors de détecter ce contour (figure 2 (a)).
4.3 Approximation et apprentissage de la selle
turcique
L’expert nous a aussi fourni l’expertise des structures ana-
tomiques recherchées. Dans cet article nous nous intéressons
uniquement à l’exemple de la selle turcique (figure 2 (b)) et
aux points anatomiques recherchés TPS et CLP (figure 3 (c)).
(a) Image d’origine (b) Image améliorée
(c) Expertise (d) Approximation
FIG. 3: Approximation de l’expertise de la selle turcique
La figure 3 présente l’expertise de la selle turcique. Les images
(a) et (b) correspondent à la région de la structure, l’image (c)
présente l’expertise de la selle ainsi que les points anatomiques
recherchés qui lui sont relatifs et l’image (d) est le résultat de
l’approximation de la selle par 4 courbes de Bézier composites
(28 points de contrôle).
Une fois les structures approximées, l’apprentissage peut être
effectué simultanément sur les structures et les points anato-
miques recherchés.
4.4 Résultats
FIG. 4: Position du modèle (noir) par rapport à l’expertise
(blanc) sur deux images
Cette étude a été évaluée sur 80 images expertisées. La fi-
gure 4 présente les résultats obtenus avec notre modèle. Ces
deux exemples permettent de comparer la différence de posi-
tion entre le modèle moyen et l’expertise. Il est intéressant de
constater que notre modèle est adaptatif. Les formes moyennes
ne sont pas les mêmes suivant les images étudiées, même si
elles le sont dans l’espace des caractéristiques.
5 Conclusion
Dans cet article, nous avons proposé un solution au problème
de modélisation de la variabilité des formes. Nous avons mis en
place un modèle statistique non linéaire composé d’une confi-
guration moyenne de points, de sa variabilité ainsi que des re-
lations spatiales existantes entre les caractéristiques de l’objet
appris. Ce modèle repose sur la détection d’un forme de ré-
férence. Celle-ci permet de définir la projection dans l’espace
des caractéristiques, dans lequel nous apprenons notre modèle.
Le deuxième aspect que nous avons étudié est celui d’approxi-
mation d’une forme par un ensemble de points. Nous avons
proposé d’approximer cette forme par les courbes de Bézier
composites. Cette approximation est invariante et fournit un
ensemble de points représentatif de la forme approximée. Le
formalisme adopté permet d’unifier les notions de points et de
formes. Notre méthodologie a été évaluée en céphalométrie et
donne de bons résultats. Le modèle mis en place et appris sur
un ensemble de points et de structures peut être utilisé dans le
cadre de l’identification des données partiellement occultées en
utilisant les relations spatiales apprises et la partie visible dans
l’image.
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