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Abstract We apply supervised machine learning techniques to a number of regression problems in fluid dynam-
ics. Four machine learning architectures are examined in terms of their characteristics, accuracy, computational
cost, and robustness for canonical flow problems. We consider the estimation of force coefficients and wakes from
a limited number of sensors on the surface for flows over a cylinder and NACA0012 airfoil with a Gurney flap.
The influence of the temporal density of the training data is also examined. Furthermore, we consider the use
of convolutional neural network in the context of super-resolution analysis of two-dimensional cylinder wake,
two-dimensional decaying isotropic turbulence, and three-dimensional turbulent channel flow. In the concluding
remarks, we summarize on findings from a range of regression type problems considered herein.
Keywords Supervised Machine Learning, Wake Dynamics, Turbulence
1 Introduction
In recent years, machine learning approaches have been successfully applied to a range of nonlinear and chaotic
fluid flow problems. These applications have leveraged the powerful capability of supervised machine learning
to serve as an universal approximator for the nonlinear relationship between input and output data [1,2,3,4,5,
6,7]. Within a short time frame, these efforts have produced a vast collection of studies with a wide selection of
machine learning techniques. For an aspiring fluid mechanician, a naive dive into the ocean of machine learning
models may be not only a bit intimidating but also nauseating. The objective of this paper is to present some
of the notable techniques and provide guidelines on their uses for canonical regression problems for laminar and
turbulent flows.
Machine learning has been applied to problems, including turbulence modeling for Reynolds Averaged
Navier–Stokes [8,9] and large-eddy simulations [10,11], modeling the dynamics of fluid flows [12,13,14,15],
flow estimation [16,17] and reconstruction [18,19,20,21], and optimization of flow control designs [22,23]. These
studies have shown that machine learning techniques can accurately model the complex input-output relation-
ship within nonlinear fluid flows. In essence, these studies benefit from the ability of machine learning techniques
to extract the nonlinear input-output mapping from data. Although great strides have been made to date, the
field of fluid mechanics has not seen concrete presentations of benchmarks and guidelines to construct machine
learning models. As such, we can benefit from a systematic procedure to develop machine learning models
appropriate for fluid dynamics. In the present paper, we discuss how one may select a suitable approach from
a large family of machine learning models developed in the computer science field.
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Fig. 1 Overview of supervised machine learning problems for fluid flows discussed in this paper. We focus on reconstruction
and estimation tasks for direct numerical simulation data.
We consider a systematic procedure to develop supervised machine learning models and assess them on
canonical fluid flow problems. With supervised machine learning, training data comprised of input x and output
(solution) y data are needed. The machine learning models are then trained using the given data sets to seek a
nonlinear mapping y ≈ F(x;w). This can be mathematically posed as a problem to find the optimal weights w.
Here, we consider four machine learning architectures to assess their characteristics, accuracy, computational
cost, and robustness for laminar flow problems. Furthermore, we also examine the use of convolutional neural
network (CNN) for super-resolution analysis. An overview of the current study is presented in figure 1 with
illustrations of the example problems.
In section 2, we introduce five machine learning models that have been considered for fluid dynamics prob-
lems: (1) multi-layer perceptron, (2) random forest, (3) support vector regression, (4) extreme learning machine,
and (5) CNN. These models are applied to regression problems in section 3. Namely, these problems are (1) the
estimation of drag and lift coefficients for laminar flows, (2) the estimation of laminar wake flow from limited
measurements, and (3) the super-resolution analysis for coarse flow data. We present the procedures to develop
machine learning models and guidelines to ensure the models are accurate and robust. At last in section 4, we
offer concluding remarks and possible extensions to currently available machine learning models.
2 Machine learning methods
Constructing a supervised machine learning model requires a few steps. First, we must prepare the training data
comprised of the input x and output y. Second, a model F itself must be chosen based on its properties. Given
the model and the available data set, we can then optimize the weights w to train the model, as illustrated in
the green box of figure 1. In this paper, we consider five machine learning models F as presented in section 2.1.
We also discuss the choice of norms for the loss function needed to optimize the model weights w in section 2.2
and emphasize the need for cross validation to prevent overfitting in section 2.3.
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Table 1 Strengths and weaknesses of the machine learning models covered in this paper.
ML models Strengths Weaknesses Examples
MLP Compare easily Curse of dimensionality CD,CL estimation (§3-1)
(§2-1-1) (Commonly used) Wake reconstruction (§3-2)
RF Interpretability Curse of dimensionality CD,CL estimation (§3-1)
(§2-1-2) (Feature importance) Wake reconstruction (§3-2)
SVR Avoids overfitting Curse of dimensionality CD,CL estimation (§3-1)
(§2-1-3) (Max margin problem) Wake reconstruction (§3-2)
ELM Fast computation Noise robustness CD,CL estimation (§3-1)
(§2-1-4) Wake reconstruction (§3-2)
CNN Low computational cost Limited for uniform grid Super resolution (§3-3)
(§2-1-5) Handles big data
2.1 Models
For the example problems that will be considered in this paper, we can select a machine learning model from a
very large number of available models [24]. In this section, we examine five of the representative machine learning
models. Their strengths and weaknesses are summarized in table 1. We choose each of these machine learning
models based on their strengths for each of the examples studied later. Here, we start our presentation of the
models with the multi-layer perceptron, which has been widely used in fluid dynamics, yielding a large number of
references. Next, we discuss an interpretable machine learning model, random forest that can reveal the feature
importance (importance of the input influence). Also considered is the support vector regression, which is robust
against overfitting. Highlighting the computational aspect, we cover the extreme learning machine founded on
the shallow network and the least squares formulations. In this paper, these four machine learning models are
compared with each other in terms of accuracy, computational cost, and robustness for canonical laminar flow
problems. For fairness in comparison, parameters of each machine learning model are optimized as explained
later. We also present the convolutional neural network which reveals its strength in handling high-dimensional
input and output data. Below, let us briefly discuss each aforementioned machine learning model.
2.1.1 Multi-layer perceptron
A multi-layer perceptron (MLP) developed by Rumelhart et al. [25] is pervasive in a wide range of sciences. The
basic concept of MLP is motivated by the structure of biological neural circuits. An MLP has been successfully
applied to diverse problems, including regression, classification, and speech recognition [26]. We have also seen
the use of MLP for turbulence modeling, reduced order modeling, and flow reconstruction in fluid dynamics [8,
13,27,28].
A minimum unit is called a perceptron as shown in figure 2(a). The input data from the (l− 1)th layer are
multiplied a weight W . These inputs are linearly combined and passed through a nonlinear activation function
ϕ:
q
(l)
i = ϕ(
∑
j
W
(l)
ij q
(l−1)
j ). (1)
An MLP is constructed by connecting these perceptrons in layers, as illustrated in figure 2(b). Weights for all
links Wij are optimized to minimize a positive-definite loss (cost) function E by back propagation [29] such
that w = argminw[E(y,F(x;w))].
The activation function ϕ is generally chosen to be monotonically increasing nonlinear functions. Some of the
widely used functions of sigmoid ϕ(β) = (1+e−β)−1, hypabolic tangent (tanh) ϕ(β) = (eβ−e−β) ·(eβ+e−β)−1,
and ReLU ϕ(β) = max[0, β], are shown in figure 3. All of these activation functions seem to perform well for
shallow networks. For deep networks, ReLU is known to be a good candidate [30]. Details on the specific choices
and their influence on networks can be found in Haykin [31] and Nair and Hinton [30]. In the MLP formulation,
we use ReLU activation function (we also use ReLU later in the extreme learning machine and convolutional
neural network formulations).
Let us present the steps to optimize the MLP parameters (numbers of units and layers) for actual examples
of force estimation and wake reconstruction based on wake measurements, as discussed later in sections 3.1 and
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Fig. 2 (a) A perceptron. (b) Multi-layer perceptron is an aggregate of perceptrons.
Fig. 3 An example of activation functions ϕ(β). In the present papar, we use ReLU ϕ(β) = max[0, β].
3.2. As mentioned above, the aim here is to find the optimal numbers of units and layers for the multi-layer
perceptron. In this case, the following procedure can be used:
1. We fix the number of layers nlayer and find the number of units n
∗
unit that minimizes the loss function.
Multiple cross validations should be used.
2. We then fix the number of units n∗unit and find the number of layers n
∗
layer that minimizes the loss function.
Multiple cross validations should be used.
3. The found parameter set (nunit,opt, nlayer,opt) = (n
∗
unit, n
∗
layer) are used as the optimized parameters for the
machine learning model. Depending on the problem, one can iterate over steps 1 and 2.
We also apply the same procedure to other machine learning models in this paper, as explained later.
The optimized parameters for each machine learning model of the present study are summarized in table 2.
The details on the choice of each parameter are discussed later. Note that the proposed order here, e.g., the
units first and the layer next in the case of MLP, is just an example order taken in the present study. Users are
able to change the order within the optimization process. As the other methods for hyper parameter decision,
users can also consider the use of theoretical optimization methods, e.g., hyperopt [32] and Baysian optimization
[33,34].
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Table 2 Examples of optimized parameters of the machine learning model used in this paper.
ML models 1st parameter 2nd parameter 3rd parameter
MLP Unit Layer —
RF Depth # of decision trees NTree —
SVR Epsilon tube e Coefficient of error term C —
ELM Unit — —
CNN Layer # of filters Filter size
Fig. 4 (a) Decision tree. (b) Random forest, which can be regarded as ensemble average of decision trees.
2.1.2 Random forest
Next, let us consider a decision tree [35] which is the basis for a random forest (RF). A decision tree has a
flow-chart structure as shown in figure 4(a). The boxes in figure 4(a) are called nodes and represent the group
of features and data. The learning objective of a decision tree is to seek if/then/else rules for obtaining the
desired output y, as branches (the allows in figure 4(a)). Let us present a simple example for understanding
the construction of a decision tree: a model to estimate the amount of the water a person drinks when the
temperature is T . If a person drinks a lot of water when the temperature T is more than the threshold Tth, the
rule for water consumption would depend on T ≥ Tth and T < Tth. These rules are illustrated by the green and
blue lines of figure 4(a). In this example, humidity is also another factor that influences the amount of water
consumption. We can consider an increased number of influential variables so that the accuracy of the model is
improved. To incorporate the complexity, the depth of a decision tree can be increased as shown in figure 4(a).
In summary, the boxes and lines of figure 4(a) can be employed to construct rules for obtaining the output of
the machine learning model F(x).
The decision tree can be explainable because the internal structure is comprised of simple if/then/else rules.
However, it is known that the learning process of a decision tree is unstable and prone to overfitting due to the
vulnerability with respect to small variations in the data [36]. To address these issues, an ensemble learning
approach [37] is often adopted. Random forest (RF) [38] is one of these ensemble learning techniques for a
decision tree. The output value of RF is given an average score of the predictions of all decision trees, as shown
in figure 4(b). As the optimized parameters, we focus on the depth and number of decision trees NTree (vertical
and horizontal direction in figure 4(b)) as summarized in table 2, respectively. We note in passing that RF
contains considerable hyper parameters, e.g., maximum depths of the tree and minimum number of samples
required to be at the leaf node. Users can also consider these parameters for implementation.
2.1.3 Support vector regression
Support vector regression (SVR) [39] is an extension of support vector machine used for classification [40]. This
method has been also utilized for various problems that are similarly tackled by MLPs and RFs [41]. In the field
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Fig. 5 (a) Support vector machine with two-group classification. (b) The concept of epsilon tube.
of fluid dynamics, the support vector machine has been applied to turbulence modeling [42] and reduced-order
modeling [43].
Here, let us consider a two-dimensional classification problem for demonstration, as shown in figure 5(a).
To classify data into two groups of A and B, we utilize only the components around the borders represented
as blue components called the support vector. Next, to avoid misclassification, the distance between the border
and neighboring components should be maximized. This problem is called the maximum margin problem. We
can also use the same concepts for regression problems. Mathematically speaking, the objective of the learning
process is to establish the function F(x) = W Tφ(x) between input and output data by mapping training data
into the high-dimensional feature space for regression. Here, the W and φ are the high-dimensional weight
and map function, respectively. Seeking the border in figure 5(a) corresponds to finding the function F . Note
that we need to make this border in high-dimensional feature space (although the present example in figure
5(a) is an illustration for a low-dimensional classification problem). This mapping is determined by solving an
optimization problem of
W = argminW
[
1
2
||W ||2 + C
N∑
i=1
h(yi −F(xi;W ))
]
(2)
subject to h(yi −F(xi)) = max(0, |yi −F(xi)| − e), (3)
where h is the e-insensitive loss function and C is a coefficient of the error term, respectively. We are able
to change the importance of each term by tuning the coefficient C. The schematic of function h is shown in
figure 5(b). As shown here, the error y − F(x) (horizontal axis) within the constraint called epsilon tube is
judged to achieve an error of h(y − F(x)) = 0 (vertical axis). For instance, with the case that the output of
machine learning model F(x) shows slight difference from y because of a noisy input, the error h(y − F(x)) is
converted to zero if the error value is within the constraint by the epsilon tube. Thus, the epsilon tube can be
regarded as the allowance against a noisy input. We can tune the allowance (tolerance) against noise through
the loss function by incorporating e in the loss function (3). Here, we optimize C and e through the optimization
procedure outlined in section 2.1.1.
2.1.4 Extreme learning machine
Various machine learning models with reduced computational requirements have been proposed. Such techniques
are often simplified against the original formulations by sparsification and randomization. These ideas are
particularly attractive for fluid dynamics since the amount of training data is enormous in size. In this paper,
we consider the extreme learning machine (ELM) [44], which is a simplified version of the MLP. Its computational
cost is significantly lower than the original MLP due to its simple construction. The basic structure of ELM is
similar to MLP with only a single hidden layer. First, weights matrix between input and hidden layers with n
nodes W1 = [w
1
1,w
1
2, · · ·,w1n]T are initialized by non-zero random values. This weights matrix and activation
function ϕ are multiplied for input data matrix qin in a manner similar to the MLP.
In ELM, the output data matrix of the first layer qh is expressed as
qh = ϕ(W1qin). (4)
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Fig. 6 Two-dimensional convolutional neural network.
Table 3 Commonly used loss functions for regression tasks.
Error L1 error L2 error L2 logarithmic error
Definition ||qRef − qML|| ||qRef − qML||2 ||log(1 + qRef)− log(1 + qML)||2
Note Not sensitive for an outlier Strict for an outlier Tends to overestimate the value
The weights matrix between hidden and output layers W2 = [w
2
1,w
2
2, · · ·,w2n]T are determined through the
least-square formulation (pseudoinverse) such that
W2 = q
∗
hq
T
out, (5)
where ∗ denotes the Moore–Penrose pseudoinverse [45,46] and qout is the output data matrix of the last layer.
Only the number of units is optimized in this paper. We refer readers to Maulik and San [11] for additional
details.
2.1.5 Convolutional neural network
In recent years, convolutional neural networks (CNN) [47] have become heavily utilized, especially for image
recognition tasks. One of the attractive functions of CNNs is their ability to handle high-dimensional data
without encountering the curse of dimensionality, by incorporating filtering operations. Such capability has led
to the increased uses of CNN, including the field of fluid dynamics [16,18,19].
The schematic of two-dimensional CNN is illustrated in figure 6. Now, let us consider an input data x = q(0)
which has L × L positions. The process of CNN can be expressed in a procedural manner from q(l−1) to q(l),
where l (0 ≤ l ≤ lmax) represents the index of the network layer. The mathematical expression for q(l) is given
as
q
(l)
ijm = ϕ
(K−1∑
k=0
L−1∑
p=0
L−1∑
s=0
h
(l)
pskmq
(l−1)
i+p,j+s,k
)
, (6)
where q(lmax) = F(x) and K is the number of variables per each position of data. The orange H × H square
in the schematic represents the filter h. The CNN can be considered as a framework to optimize the filtering
coefficients in the above equation, which is analogous to the weights of MLPs as formulated as (1). The concept
of filters in CNN is called weight sharing because the filter of size H × H is shared for whole image field of
size L × L. By using this weight sharing instead of the fully-connected weights in the MLP, we can handle
big data with significantly lower computational costs. In the current work, three-dimensional CNN (with a
three-dimensional filter of size H ×H ×H) is also utilized for the example of super-resolution reconstruction.
Moreover, we utilize a customized CNN called hybrid downsampled skip-connection and multi-scale (DSC/MS)
model for super-resolution analysis, which will be described in detail later.
2.2 Choice of norms in loss function
Let us discuss briefly the influence of loss functions on the performance of machine learning models. During the
training process, supervised machine learning models aim to minimize the error between their output F(x) and
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Fig. 7 An example of five-fold cross validation. The blue boxes indicate training data used for deriving machine learning model.
The red boxes indicate test data used to obtain test scores. An average score of five test scores are used for the optimization
procedure and assessment.
an answer y. Therefore, the choice of norm influences the updating procedure for the weights of machine learning
models. We list commonly used loss functions for regression problems in table 3. In the present study, we use
the L2 norm error. Due to its definition including squared procedure, squared error is the strict measurement
including outliers. On the other hand, the L1 norm error is not as sensitive for outliers in the data set. The
squared logarithmic error is generally utilized for cases where underestimation should be avoided (e.g., prediction
of the number of customers for a restaurant, in which case overestimation is preferred). Alternatively, we can also
incorporate the regularization term into a loss function to take a constraint for weights [41]. It is widely known
that the use of the regularization for weights helps machine learning models attain robustness for overfitting
and have weights to be a sparse. Depending on the problem setting and characteristics of the provided data
sets, one can choose the appropriate loss function.
2.3 Cross validation and overfitting
Presented in figure 7 is the five-fold cross validation used in the present study. In this example, the data set
is divided to five subsets. To maintain reproducibility, we should use different boxes for each cross validation
process as the test data set colored by red in figure 7. We then obtain an average score from five for assessment.
Supervised machine learning model should be able to provide good predictions for unseen data from this training
process, thus avoiding overfitting of data. This process is critically important as the quote by Brunton and Kutz
[24] suggests: “if you don’t cross-validate, you is dumb.”
Furthermore, we can use various functions to prevent overfitting, i.e., dropout [48], L1 or L2 regularizations
of loss function [41]. However, we do not explore these options in the present study for brevity.
3 Examples
For demonstration, we consider three regression problems in fluid dynamics (as summarized in figure 1):
1. The estimation of drag and lift coefficients from limited sensors in laminar flows;
2. The estimation of laminar wake flow from limited sensors; and
3. Super-resolution analysis of coarse images for laminar and turbulent flows
which are listed in the order of complexity. To tackle these problems, the following four machine learning models
are tested:
1. Multi-layer perceptron (MLP) (section 2.1.1)
2. Random forest (RF) (section 2.1.2)
3. Support vector regression (SVR) (section 2.1.3)
4. Extreme learning machine (ELM) (section 2.1.4)
for Problems 1 and 2. For Problem 3, we use:
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Fig. 8 Estimation of CD and CL values with laminar flow. Models for estimating CD and CL are constructed individually.
1. Two- and three-dimensional convolutional neural networks, and
2. Two- and three-dimensional DSC/MS model.
We note that normalization and standardization are not applied to the current examples. Readers can also
consider the use of these scaling methods to improve the quality of approximations [49].
3.1 Estimation of drag and lift coefficients for laminar wakes
Various machine learning methods have been used to develop a suitable meta-modeling architecture for various
flows. In earlier studies, there were efforts to estimate drag or lift coefficient from flow field data. Zhang et
al. [50] tried to estimate the lift coefficient from flow characteristics and geometry of NACA632615 airfoil. One
of the interesting observations of their study is that the test accuracy can be improved by using an artificial
image as the input, which has a color corresponding to the input parameters. The estimation method for drag
and lift coefficient of various bluff body shapes were proposed by Miyanawala and Jaiman [51]. They achieved
80% accuracy for test data by converting the regression problem into a classification problem. Here, we focus on
the drag and lift coefficient estimations for the wakes behind a two-dimensional cylinder and NACA0012 airfoil
with a Gurney flap. In the present setting, we only use five sensor measurements in the wake, as illustrated in
figure 8. We examine this simple problem to assess the performance of the four machine learning models.
Let us consider the two-dimensional cylinder wake flow. The flow fields are prepared from a two-dimensional
direct numerical simulation [52,53]. The governing equations are the incompressible Navier–Stokes equations:
∇ · u = 0, (7)
∂u
∂t
+ u ·∇u = −∇p+ 1
ReD
∇2u, (8)
where u and p are the non-dimensional velocity and pressure variables. The Reynolds number ReD = 100 is
based on the diameter and the freestream velocity. Five nested levels of multi-domains are used with the finest
level being (x, y)/D = [−1, 15] × [−8, 18] and the largest domain being (x, y)/D = [−5, 75] × [−40, 40] in size.
The time step is set to ∆t = 2.50 × 10−3. In example 3.1, we utilize the data around the cylinder body: the
size of domain of interest and the number of grid points set to [−0.7, 15] × [−5, 5] and (N∗x , N∗y ) = (192, 112),
respectively.
As shown in figure 8, we consider readings from the five sensor measurements s = {s1, s2, s3, s4, s5} in the
wake as the input data to the machine learning models in order to estimate the force coefficients through
CD = FD(s) and CL = FL(s).
Here, the vorticity value ω is used as the input attribute. Note here that we make a machine learning model for
each coefficient separately to avoid the influence of the magnitude differences on the model. The comparison of
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Fig. 9 Summary of CD and CL estimations for laminar cylinder wake at ReD = 100. In the top and bottom, CD and CL
estimations, respectively, are presented. The left side shows temporal variations of force coefficients. The optimized parameters
are provided in the graph legends. The color bars on the right show the relationship between L2 error norm  of each coefficient
(red) and computational time (blue) for each machine learning model.
the results from the four machine learning models are summarized in figure 9. We use 100 snapshots correspond-
ing to 8 periods in time as the training data for the baseline model. The top and bottom subplots represent the
CD and CL estimations, respectively. The plots in the left side present the time history of force coefficients. As
mentioned above, the parameters of each machine learning model are optimized for fair comparison and shown
in the graph legend. For both CD and CL estimations with all machine learning models, the results well with
the reference data. The assessment of L2 error norm  = ||fTrue−fPred||2/||fTrue||2 and the computational time
for the learning process on the NVIDIA Tesla K40 graphics processing unit (GPU) for the four machine learning
models are shown on the right side of figure 9. The errors are approximately 0.2% for CD and 1% for CL for
the all machine-learned models, respectively. Note that these errors and computational costs are assessed with
five-fold cross validation. With both force estimations, the ELM has advantage over other machine learning
models in terms of the accuracy and computational cost. Note that although the ELM shows advantage in
terms of both accuracy and computational cost, this method is not robust against noisy inputs due to its simple
structure, as discussed later. Also, the comparison here is not straightforward for the computational costs since
the parameters of each model is optimized for accuracy. Overall, all machine learning models work as expected
since this problem is simple due to the periodic nature of the cylinder wake.
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Fig. 10 Summary of CD and CL estimations for wakes of NACA0012 airfoil with a Gurney flap at Rec = 1000. The top left
shows CD estimations and bottom left presents CL estimations. The optimized parameters are provided in the graph legends.
The color bars located on the right show the relationship between L2 error norm  of each coefficient (red) and computational
time (blue) for each machine learning model.
Next, let us consider another example of complex two-dimensional wake behind a NACA0012 airfoil with a
Gurney flap as shown in figure 8. Although the flow field is periodic in time, the problem setting here can be
regarded as tougher than the cylinder problem because the wake behind an airfoil with a Gurney flap has various
frequency contents as explained later. The training data set is obtained by two-dimensional direct numerical
simulation at Rec = 1000, defined based on the chord length c [55]. Various types of wakes can be generated
depending on the angle of attack α and the Gurney-flap height h/c. In what follows, we focus on the case of
h/c = 0.1 and α = 20◦ which produces a complex unsteady wake comprised of time-periodic shedding of two
individual vortex pairs, as shown in figure 8. As a signature of two vortex pairs shedding from the airfoil, we
observe two dominant frequencies [55]. For this problem, we use the five nested levels of multi domains. The
finest domain range is (x/c, y/c) = [−1, 1]× [−1, 1] and the largest domain is (x/c, y/c) = [−16, 16]× [−16, 16].
The time step is set to ∆t = 10−3. In example 3.1, we use the data around the airfoil: the size of utilized domain
and the number of grid points are [−0.5, 7]× [−2.5, 2.5] and (N∗x , N∗y ) = (352, 240), respectively. Analogous to
the cylinder example, we use the vorticity field ω as the input attribute to the machine learning models.
The summary of CD and CL estimations for flows over a NACA0012 airfoil with a Gurney flap is shown
in figure 10. We use 100 snapshots corresponding to 8 periods in time as the training data following the
cylinder problem. While this problem setting is somewhat more complicated than the cylinder example, the
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force estimations from MLP, SVR, and RF are in agreement with the references solution. However, the error
from the ELM is notably high for this problem setting, although this model exhibits great performance for the
cylinder problem. It suggests that an ELM is not necessarily robust for complex problems. Note that the ELM
is able to accurately estimate the forces well when a large number of snapshots are available for training, as
explained later with figure 11. When complexity is added to the flow problems, the accuracy of the models
is compromised especially for those with lower computational costs. This point should be carefully considered
when one chooses a machine learning model. Additional computational cost is likely necessary for robustness,
as this example suggests.
The cylinder wake and NACA0012 flows are periodic in time. The accuracy of machine-learned models
depends on the number of snapshots per cycle (temporal period) contained in the training data. The relationship
between the training data density η and L2 error norm  of CD estimation with laminar problems are summarized
in figure 11. Here, the training data density η is defined as η ≡ nsnapshot/ncycle, where nsnapshot is the number
of snapshots and ncycle is the number of cycles in time, respectively. The tuning parameters of the machine
learning models are the same as those in the above discussions (obtained from nsnapshot = 100 and ncycle = 8).
In general, higher density leads to enhanced estimation. Noteworthy here is that increased number of cycles
for the training data improves model accuracy. Although repeating data sets would not add merits to the
training process, slight offset in phase can provide additional merits, which likely happened here. The other
notable observation is that the ELM is not robust for short training data for the airfoil problem. Although the
computational time to establish the ELM is much shorter compared to other models, it requires larger amount
of data for reconstructing problems with added complexity. We note in passing that similar trends are observed
with CL estimations.
In the above discussions, the five sensor measurements are used as the input for the machine-learning models.
Next, let us investigate the influence of the number of sensors nsensor for the force estimations. We examine
nsensor = {1, 2, 3, 4, 5}. The number of sensors are reduced based on the magnitude of correlation coefficients
with other sensors and force coefficients, as explained in detail later. The normalized correlation coefficient is
given as
Rij =
Cij√
Cii · Cjj
, (9)
where Cij , Cii, and Cjj denote the covariance matrices corresponding to that of a single sensor and its counter-
part, the single sensor itself, and its counterparts themselves, respectively. The dependence on nsensor with the
covariance matrices for both CD and CL estimations are shown in figure 12. Since the correlation magnitude of
s2 is the lowest for CD, we use sreduced = {s1, s3, s4, s5} with nsensor = 4. In other words, the sensor with the
lowest correlation magnitude is discarded with decreasing the number of used sensors as the input. Note that the
optimized parameter at nsensor = 5 is used for construction of machine learning models with other number of
the sensors. With both force estimations, the errors are dramatically increased when the high-correlation sensors
are removed, i.e., nsensor = 2 for CD estimation (when s1 is removed) and nsensor = 3 for CL estimation (when
s4 is removed). Although we apply the correlation analysis in the case of this example, which were randomly
distributed as in figure 8, other techniques such as K-means clustering [54] can be considered alternatively for
the initial problem setting.
3.2 Estimation of laminar wakes from limited sensor measurements
Next, let us significantly increase the dimension and complexity of the problem. Here, we consider reconstructing
the wake from limited measurements, as illustrated in figure 13. This problem settings for machine learning
assessments are inspired by Erichson et al. [21]. They reconstructed the flow field from limited measurements
using MLP referred to as the shallow decoder. We perform the assessments for cylinder flows and the NACA0012
wakes. In both cases, we use 100 snapshots corresponding to 8 periods as the training data. To focus on the
wake region, we extract the flow field from the original DNS data (N∗x , N∗y ) = (192, 70) with (x∗, y∗)/D =
[−0.7, 15] × [−3.3, 3.3] and (N∗x , N∗y ) = (352, 192) with (x∗, y∗)/c = [−0.5, 7] × [−2, 2] respectively for the
cylinder and NACA0012 flows.
The results of the cylinder wake reconstruction are summarized in the top of figure 14. For the cylinder
case, the machine learning models F are the mapping functions from five sensor measurements s ∈ R5 to the
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Fig. 11 The relationship between the training data density η and L2 error norm  of CD prediction for four machine learning
models. Note that the range of y-axis with extreme learning machine for the airfoil problem is different from the others.
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Fig. 12 The influence of the number of sensors nsensor on the accuracy of the force estimations. Correlation matrix of (a) CD
and (b) CL estimations. The relationship between nsensor and L2 error norm of (c) CD and (d) CL estimations.
Fig. 13 Wake reconstruction using machine learning with five surface-sensor measurements.
Assessment of supervised machine learning methods for fluid flows 15
Fig. 14 Summary of wake reconstruction for cylinder and NACA0012 with Gurney flap wakes. The left side shows the
compilation of vorticity fields reconstructed by the four machine learning models. Optimal parameters are listed below the
vorticity fields. The color bars located on the right side show the relationship between L2 error norm  (red) and computational
time (blue) for the selected machine learning models.
whole wake flow field F(s) ∈ R13440 such that ω ≈ F(s). The vorticity field ω is used as the input and output
attributes. The flow field can be reconstructed well with all machine learning models as shown by the contour
plots in figure 14. The relationship between L2 error norm  and computational costs are also evaluated. It
can be seen that the SVR is less suitable for this high-dimensional output problem because the error levels are
higher than those of the other models despite its higher computational costs.
We also consider the reconstruction of the wake of a NACA0012 airfoil with a Gurney flap, as summarized in
the bottom of figure 14. With the airfoil wake, the machine learning models attempt to reconstruct the vorticity
field (∈ R67584) from five sensor measurements located on the upper surface. The reconstructed flow fields show
reasonable agreement with the reference DNS data as shown in figures 13 and 14, although the L2 error norms
are slightly larger than those from the cylinder example except for ELM due to the increased complexity of
the wake. In terms of the errors and computational costs, the trends for this problem follow the cylinder wake
example.
Next, let us consider the robustness of these machine learning models against a noisy input by using the
example of the wake reconstruction from the sensor measurements for each machine learning model. Here, we
consider two cases to examine the robustness as follows:
1. The machine-learned models pre-trained without noise are used as they are, while noise is added to the
input data. The L2 error norm of noisy input case is assessed as noisy = ||ωTrue − F(s+ κn)||2/||ωTrue||2,
where n is the Gaussian noise and κ represents the magnitude of the noise.
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Fig. 15 The reconstructed vorticity fields of cylinder wake from five noisy surface-sensor measurements (s+ κn). The values
listed underneath each flow field represent the L2 error norms. (a) Without noise addition and (b) with noise addition in training
data.
Fig. 16 The L2 error norms of the four machine-learned models over varied noise level κ. The error levels are normalized by
the error level without noise added to training data. (a) Without noise addition and (b) with noise addition in training data.
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Fig. 17 Influence of the number of sensors on the cylinder wake reconstruction. (a) Positions of each sensor. (b) Covariance
matrix. (c) Relationship between the number of sensors and L2 error norm.
2. Machine learning models are newly trained with training data containing noise such that ∗noisy = ||ωTrue −
F∗(s+κn)||2/||ωTrue||2, where F∗ is machine learning models trained by using the training data with added
noise.
The reconstructed vorticity fields of the cylinder wake from five noisy sensor measurements are shown in figure
15. The value shown below each contour is the L2 error norm in the respective case. The relationship between
the intensity of noisy inputs and L2 error norms are also summarized in figure 16. In the cylinder flow case with
MLP, RF, and SVR, the reconstructed flow fields show reasonable agreement with the reference DNS data up
to κ = 0.1. Once κ reaches κ = 1, these three machine-learned models cannot reconstruct the wake well and
L2 errors become larger than 40%, as shown in figure 15. On the other hand, the vorticity field obtained by
the ELM cannot be reconstructed well even κ = 0.01, although the accuracy is recovered by adding the noise
into the training data as shown in figure 16(b). This trends can be observed especially for κ = 0.1 in figure 15.
ELM lacks robustness against for noisy input in both cases due to its simplicity. Of course, this simple network
structure has advantage in terms of low computational cost as mentioned above. Note that similar trends are
observed for the NACA0012 wake case. Users are cautioned to choose the appropriate machine learning model
based on the objective, robustness requirement, and available computational resources.
The influence of the number of sensors nsensor on the accuracy is investigated for the wake reconstruction
using the cylinder example. Instead of the force coefficients of Rij in section 3.1, we use a new sensor s6 as the
representation sensor of wake region as shown in figure 17(a). A covariance matrix is then constructed using
s = {s1, s2, s3, s4, s5, s6}. We examine nsensor = 1, 2, 3, 4, and 5. Similar to the discussion of the influence on
the number of sensors with the force estimation in section 3.1, the sensor with the low correlation magnitude
is discarded with decreasing the number of used sensors as the input. Note that the optimized parameter
at nsensor = 5 is used for construction of machine learning models with other number of the sensors. As
presented in figure 17(c), the error increases with the reduction of the number of sensors. The reconstructed
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Fig. 18 The reconstructed vorticity fields of cylinder wake with nsensor = 1, 2, 3, 4, and 5.
wakes corresponding to each number of sensors with all machine-learned models are summarized in figure 18.
With nsensor = 3, 4, and 5, the wakes are reconstructed well for all machine-learning models, although the
errors increase slightly with lower nsensor. The ELM and SVR can maintain the accuracy of reconstruction
with nsensor = 2. On the other hand, the reconstructed fields with the MLP and RF do not capture the vortex
shedding correctly. For nsensor = 1, all models are unable to reconstruct the wake with the present parameter
settings of the machine learning models. It implies that MLP and RF are more sensitive than SVR and ELM for
the wake reconstruction problem in terms of parameter tuning. Note here that the wake may be reconstructed
with a small number of sensors and appropriate parameters, although we use the same parameters tuned for
nsensor = 5 in the present study.
3.3 Super-resolution analysis of flow image data
The curse of dimensionality is known as one of the biggest issues for machine learning in dealing with large data
sets, such as images or videos [26]. For instance, applications of MLP is strongly restricted by this issue because
of the fully-connected structure of MLP. In fact, four machine learning models discussed in section 3.2 cannot be
easily applied to much higher dimensional problems as of this moment, due to the curse of dimensionality and
the computational burden. To overcome this issue, the convolutional neural network (CNN) was developed in
computer science [47]. The key feature of a CNN is called weight sharing which considers the weight as the filter
operation as mentioned in section 2.1.5. The basic assumption of CNN is that the pixels of that are far apart
in images have no strong relationship. In fact, this assumption can be appropriate in many cases, allowing us
to reconsider fully-connected structure. This is a very attractive idea for high-dimensional problems. Recently,
there have been increased attention on the use of weight sharing with fluid dynamics.
One of the fields where this benefit is exploited is the example-based super resolution [56,57] in computer
science. Through the use of super-resolution reconstruction, a high-resolution signal can be reconstructed from
a given low-resolution input. Although the concept here has been explored with various techniques including
interpolations and high-frequency transfer, supervised machine learning has recently made tremendous strides
with the super-resolution analysis due to its ability to extract key features from training data. Here, let us
present the super-resolution analysis as an example for extracting insights from two- and three-dimensional
fluid flow data via the CNN.
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Fig. 19 Super-resolution reconstruction with machine learning. The vorticity field ω are used as input and output attributes.
3.3.1 Two-dimensional flows
We introduce the concept of super-resolution analysis using two-dimensional flows following Fukami et al. [18].
The same data set of cylinder wake from the previous example is considered as a laminar flow example. We
further consider the two-dimensional decaying homogeneous isotropic turbulence to examine the validity of the
method for chaotic turbulent flows.
The turbulent data sets are obtained from direct numerical simulation over a bi-periodic domain [58]. The
governing equation is the two-dimensional vorticity transport equation
∂ω
∂t
+ u · ∇ω = 1
Re
∇2ω, (10)
where u = (u, v) and ω are the velocity and vorticity variables, respectively. The size of computational domain
and the number of grid points are (Lx, Ly) = (1, 1) and (Nx, Ny) = (128, 128), respectively. The Reynolds
number Re ≡ u∗l∗/ν, where u∗ is the characteristic velocity based on the square root of the spatially averaged
initial kinetic energy, l∗ is the initial integral length, and ν is the kinematic viscosity. The initial Reynolds
number Re(t0) = 74.6 and ∆t = 1.950×10−4 are used for the present study. Here, we prepare 10000 snapshots,
70% of which are utilized for training and remaining 30 % are utilized for validation.
For the purpose of this study, we prepare, for the input coarse images, low-resolution data by max or average
pooling operations which are common in image processing. These operations with two-dimensional image are
derived as
qLRij =
[
1
M2
∑
p,s∈Bi,j
(
qHRps
)B ] 1B
, (11)
where B = 1 and ∞ indicate average and max pooling, respectively. Max pooling is able to enhance the
color effects and brightness. With average pooling, we can extract the average value from an arbitrary area.
The original image of P × Q pixels can be reduced to (P/R) × (Q/S) pixels. In the two-dimensional flow
examples, R = S = 8 with max and average pooling are adopted for the cylinder wake and decaying turbulence,
respectively.
The flow chart and results of machine-learned super-resolution reconstruction are illustrated in figure 19. For
the two-dimensional turbulence case, the test data is prepared with the initial Reynolds number of Re(t0) = 87.7,
excluding the training process. The details can be found in [18]. The aforementioned coarse input data are fed
into a machine learning model. In this example, we use a convolutional neural network for F . The optimized
parameters are also shown in this schematic. In summary, the machine-learned super-resolution problem can
be written as qHR = F(qLR), where q is the feature vector. As the q of the two-dimensional setup, we use the
vorticity field ω.
As shown in figure 19, the reconstructed flow fields show excellent agreement with the reference DNS data in
both laminar and turbulence flow examples. Note that if the input data is further coarse such that R = S > 8,
we need to modify the machine learning model to incorporate the physical characteristics.
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Fig. 20 The two-dimensional hybrid downsampled skip-connection/multi-scale (DSC/MS) model.
Fig. 21 Super-resolution reconstruction with machine learning of two-dimensional turbulence. Reprinted with permission from
Cambridge University Press.
Here, let us present the modified CNN called the hybrid downsampled skip-connection/multi-scale (DSC/MS)
model developed by Fukami et al. [18] in figure 20. As shown, the model is constructed from two parts: namely,
the downsampled skip-connection (DSC) model illustrated in red, and the multi-scale (MS) model illustrated
in yellow. The DSC model retains a robustness against rotation and translation of flow images by incorporating
downsampling and skip connections into its architecture. On the other hand, the MS model inspired by Du et
al. [59] is utilized to take the length scale of flows into account for the flow structures through a number of
different filter sizes. We refer readers to Fukami et al. [18] for details.
As the example of the super-resolution analysis, we consider cases with R = S > 8 for the aforementioned
machine learning models. We summarize the vorticity fields of two-dimensional decaying turbulence with L2
error norm listed below the contours in figure 21 [18]. The flow fields reconstructed by the machine-learned
models are in great agreement with the reference DNS data. Note that the conventional CNN does not do a
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good job. It is striking that the two-dimensional turbulent flow field of 128 × 128 pixels can be reconstructed
from as little as 4 × 4 pixels by using the proposed model. Moreover, the machine-learned super-resolution
analysis is able to increase the maximum wavenumber of the resolved flow field by approximately five fold.
3.3.2 Three-dimensional turbulent channel flow
As the demonstration to handle large three-dimensional data with the CNN, we consider the three-dimensional
turbulent channel flow. The data sets are obtained by direct numerical simulation [60], for which the governing
equations are the incompressible Navier–Stokes equations,
∇ · u = 0 (12)
∂u
∂t
+∇ · (uu) = −∇p+ 1
Reτ
∇2u, (13)
where u = [u v w]T represents the velocity with u, v and w being the streamwise (x), wall-normal (y) and
spanwise (z) components. Here, p is pressure, t is time, and Reτ = uτδ/ν is the friction Reynolds number.
The quantities are non-dimensionalized using the channel half-width δ and the friction velocity uτ . The size of
the computational domain and the number of grid points are (Lx, Ly, Lz) = (4piδ, 2δ, 2piδ) and (Nx, Ny, Nz) =
(256, 96, 256), respectively. The grid is taken to be uniform in all directions. The no-slip boundary condition is
imposed on the walls and the periodic boundary condition is applied in x and z directions. These computations
are conduced under a constant pressure gradient at Reτ = 180.
As the training data, we take a subdomain of the whole computational domain: the extracted domain size
and number of the grid points are (L∗x = 2piδ, x ∈ [piδ, 3piδ], L∗y = δ, y ∈ [0, δ], L∗z = piδ, z ∈ [0.5piδ, 1.5piδ]) and
(N∗x , N∗y , N∗z ) = (128, 48, 128). Since turbulence statistics should be symmetric in y direction and homogeneous
in the x and z directions, this subdomain retains the turbulent characteristics of the channel flow. Similar to
the two-dimensional examples, we adopt the average pooling operation to obtain the coarse input data. The
original data of 128 × 48 × 128 grids are reduced to 16 × 6 × 16 grids (medium resolution) and 8 × 3 × 8
grids (low resolution). For training the machine learning model, 100 snapshots are employed. The time step
between snapshots is ∆t+ = 13.5 in viscous time unit. We extend the hybrid DSC/MS model for the three-
dimensional super-resolution reconstruction. Wider range of spatial scales are present in this three-dimensional
high-Reynolds number turbulent channel flow, making the present problem more challenging than the above
two-dimensional flows. The basic parameters are same with the two-dimensional models developed by Fukami
et al. [18].
Let us present the Q-criteria isosurface contours Q+ = 0.07 of the reference DNS data and reconstructed
field in figure 22(a). The input coarse data contains barely any information on the vortex cores in streamwise
direction. Almost all features are lost by the pooling operation even with medium resolution input. Note that
the medium and low coarse input data also contain the information of vortex core. We can find the vortex-like
structures with lower threshold, e.g., Q+ = 0.005, as shown in the upper left of figure 22(a). In spite of this
grossly coarse input data, the flow field can be reconstructed by the machine learning models, even for the
low-resolution input. The velocity contours of y − z section at x+= 1127 are shown in figure 22(b). The values
listed below the contour plots are the L2 error norms 
′
f = ||f ′DNS−f ′ML||2/||f ′DNS||2, where f ′ is the fluctuation
component of f . The reconstructed flow fields show excellent agreement with the reference DNS data for all
velocity components. In terms of the L2 error norm, the accuracy of streamwise velocity is higher than other
two components because of the strength of the feature in channel flow.
In summary, the high-resolution three-dimensional turbulent flow fields can be reconstructed from coarse flow
field data through the supervised machine learning technique. The CNN is known to handle an input-output
analysis with high-dimensional data set due to its use of filter operations. These results show that machine
learning algorithms hold great potentials to serve as powerful analysis tools if used correctly.
4 Concluding remarks
We assessed the performance of a number of supervised machine learning models for a range of representative
regression problems for fluid flows. Four machine learning algorithms of multi-layer perceptron, random forest,
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Fig. 22 (a) The Q-criterion (Q+ = 0.07) contour plots of (a) input coarse data, (b) reference DNS data, and machine-learned
super-resolved data from (c) medium- and (d) low-resolution inputs. (b) The y-z section contours of velocity u, v, and w are for
x+ = 1127.
Assessment of supervised machine learning methods for fluid flows 23
support vector regression, and extreme learning machine were considered for laminar flow problems. As shown
in sections 3.1 and 3.2, users can select a network from a zoo of machine-learning models [24], taking into
account the computational cost, accuracy, robustness, and training data density.
Furthermore, we considered problems that require the handling of two- or three-dimensional fluid flow data.
In particular, we considered the super-resolution analysis with convolutional neural network. We found that
convolutional neural network is a powerful tool to handle big data, which capitalizes on the concept of filter
operation to beat the curse of dimensionality. An adjustable filter for non-uniform grids including body-fitted
grids used in high-Re airfoil flow may be desirable for future applications in fluid flows.
The field of supervised machine learning for fluid dynamics can be combined with other data-oriented
architecture including linear-based methods [61,62], network science [63], and artificial intelligence. Prior to
employing machine learning, users should care what type of fluid flow problems can really benefit from supervised
machine learning with fluid dynamics. Although neural networks are known as an “universal approximator”[4,
5,6,7], the supervised machine learning models are not suitable for extrapolation problem in terms of training
data [64]. While it is presently difficult to define the border of interpolation and extrapolation for fluid flow
applications, future efforts may enable us to establish machine-learning models for fluid flows that can warn us
if a model attempts to step outside of the demarcation of training data boundary.
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