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1. INTRODUCTION 
          The generalized hypergeometric function ܨ௤௣  with p numeratorial and q 
denominatorial parameters is defined by [7], 
ܨ௤ 	൤
ܽଵ, … . , ܽ௣
ܾଵ, … , ܾ௤ 	; 		ݖ	൨௣ 		= 	෍ (ܽଵ)௡ … . . ൫ܽ௣൯௡(ܾଵ)௡ … ൫ܾ௤൯௡∞௡ୀ଴ 		ݖ௡݊! 																																																																			(1.1) 
where  (ܽ)௡ denotes the Pochhammer  symbol  (or the shifted or raising factorial, since (1)௡ = ݊!) defined for any complex number ܽ  by  (ܽ)௡ = 		 ൜ 1			,																																											݊ = 0ܽ	(ܽ + 1) … . (ܽ + ݊ − 1)	,							݊	 ∈ ܰ																																																																										(1.2) 
Using the fundamental function relation,  Γ(ܽ + 1) = ܽ	Γ(ܽ),  (ܽ)௡ can be written as (ܽ)௡ = 		Γ(ܽ + ݊)Γ(ܽ) 				,																					(݊ ∈ ܰ ∪ {0}	)																																																																									(1.3) 
where 	Γ is the well known  Gamma function.  
          For convergence of ܨ௤௣ [ݖ] and its other elementary properties, we refer [7]. 
          It is interesting to mention here two special cases of (1.1) for (i)  ݌ = 2,ݍ = 1 and for 
(ii) ݌ = 1,ݍ = 1  respectively defined by  
ଶܨଵ 	ቂ
ܽ		,ܾ	
ܿ
			; 	ݖቃ = 	෍ (ܽ)௡		(ܾ)௡(ܿ)௡ 		ݖ௡݊!ஶ
௡ୀ଴
																																																																																					(1.4) 
and 
ଵܨଵ 	ቂ
ܽ		
ܿ 			; 	ݖቃ = 	෍ (ܽ)௡(ܿ)௡ 		ݖ௡݊! 	ஶ
௡ୀ଴
																																																																																																				(1.5) 
          The function ଶܨଵ is popularly  known as the Gauss’s hypergeometric function and 
the function ଵܨଵ  is known as Kummer’s  function or the confluent hypergeometric 
function. The functions ଶܨଵ and ଵܨଵ form the  core of special functions and include as 
their special cases almost all of the  commonly  used elementary functions. 
          It is well known that in the theory of  hypergeometric and generalized hypergeometric 
series, classical summation theorem such as those of Gauss, Gauss second, Kummer and 
Bailey for the series ଶܨଵ ; Watson, Dixon, Whipple and  Saalschutz for the series ଷܨଶ  
and others play an  important  role. Here we would like to mention two of them. These are: 
Gauss’s  summation theorem [7] : 
ଶܨଵ 	ቂ
ܽ		,ܾ	
ܿ
			; 	1ቃ = Γ(ܿ)	Γ(ܿ − ܽ − ܾ)
Γ(ܿ − ܽ)		Γ(ܿ − ܾ) 																																																																																					(1.6) 
provided  ℜ(ܿ − ܽ − ܾ) > 	0  .   
 and  
 
 
 
 
Dixon’s summation theorem [7] : 
ଷܨଶ 	 ൤
ܽ		, ܾ	, ܿ	1 + ܽ − ܾ, 1 + ܽ − ܿ		; 	1൨ 
= Γ ቀ1 + ܽ2ቁ Γ(1 + ܽ − ܾ)Γ(1 + ܽ − ܿ)Γቀ1 + ܽ2 − ܾ − ܿቁ
Γ(1 + ܽ)Γ ቀ1 + ܽ2 − ܾቁ Γ ቀ1 + ܽ2 − ܿቁΓ(1 + ܽ − ܾ − ܿ) 																																																					(1.7)	 
provided  ℜ(ܽ − 2ܾ − 2ܿ) > 	−2 
          Recently good deal of progress has been done in  generalizing  and extending [2,4] the 
above mentioned classical summation theorems [2,4] for the series  ଶܨଵ, ଷܨଶ and others. 
Here we  will mention the extensions of  (1.6)  and (1.7) given in [2,3] 
 
ଷܨଶ 	 ൤
ܽ	, ܾ	, ݀ + 1	
ܿ + 1	,							݀ 			; 	1൨ 
= 	 Γ(ܿ + 1)	Γ(ܿ − ܽ − ܾ)
Γ(ܿ − ܽ + 1)		Γ(ܿ − ܾ + 1) 	൤(ܿ − ܽ − ܾ) + 	ܾܽ݀ ൨																																																																	(1.8) 
provided  ℜ(ܿ − ܽ − ܾ) > 	0  and  ݀	 ≠ 0,−1,−2,⋯ 
and  
ସܨଷ ൤
ܽ, ܾ, ܿ, ݀ + 12 + ܽ − ܾ,			1 + ܽ − ܿ,			݀ 	; 1൨ 
= 	 ߙ(ܾ − 1)	 2ି௔Γ(1 + ܽ − ܿ)	Γ(2 + ܽ − ܾ)	Γ ቀ32 + 12ܽ − ܾ − ܿቁ Γ ቀ12ቁΓ ቀ12ܽቁ 	Γ ቀ12ܽ − ܿ + 12ቁ 	Γ ቀ12ܽ − ܾ + 32ቁ 	Γ(2 + ܽ − ܾ − ܿ)											 
+ 	 ߚ(ܾ − 1) 	 2ି௔ିଵ	Γ ቀ12ቁΓ(1 + ܽ − ܿ)	Γ(1 + ܽ − ܾ)	Γ ቀ1 + 12ܽ − ܾ − ܿቁΓ ቀ12ܽ + 12ቁ 	Γ ቀ12ܽ − ܾ + 1ቁ 	Γ ቀ12ܽ − ܿ + 1ቁ 	Γ(1 + ܽ − ܾ − ܿ) 																					(1.9) 
provided  ℜ(ܽ − 2ܾ − 2ܿ) > 	−2 and  ߙ and  ߚ are  given by  
ߙ = 1 − 1݀ (1 + ܽ − ܾ)																																																																																																																				(1.10) 
ߚ = 1 + ܽ − ܾ1 + ܽ − ܾ − ܿ ቂܽ݀ (1 + ܽ − ܾ − 2ܿ) − 	2 ቀܽ2 − ܾ − ܿ + 1ቁቃ																																									(1.11)	 
Clearly for  ݀ = ܿ, (1.8) reduces to (1.6) and for  ݀ = 1 + ܽ − ܾ , (1.9) reduces to (1.7) 
respectively. 
          Applications of the above mentioned classical summation theorems are well known 
now. It has been pointed out by Berndt [1] that several interesting summations due to 
Ramanujan can be obtained quite simply by employing above mentioned classical summation 
theorems. 
          Here, we would like to mention the following interesting summations due to 
Ramanujan[1,5,6]. These are  
1 + 15 ൬12൰ଶ + 19 ൬1.32.4൰ଶ + ⋯				= ߨଶ4	Γସ ቀ34ቁ																																																																																	(1.12) 
1 + 15ଶ ൬12൰ + 19ଶ ൬1.32.4൰ + ⋯				= 	 ߨହଶ8	√2		Γଶ ቀ34ቁ																																																																								(1.13) 
and  
1 + 15 ൬12൰ + 19 ൬1.32.4൰ + ⋯				= 	 ߨଷଶ2	√2		Γଶ ቀ34ቁ																																																																												(1.14) 
          As explained by Berndt[1] that the summations (1.12) and (1.13) due to Ramanujan 
can be obtained quite simply by employing classical Dixon summation theorem (1.7) by 
taking    (݅)					ܽ = ܾ = ଵ
ଶ
			 , ܿ = ଵ
ସ
     and   (݅݅)					ܽ = ଵ
ଶ
			 , ܾ = 	ܿ = ଵ
ସ
     
respectively. 
          The summation (1.14) obtained by Ramanujan[6] using an integral representation. 
          Very recently Rathie and Paris [8] pointed out that the summation (1.14) can also be 
obtained in a very simple manner  by employing Gauss summation theorem (1.6) by 
taking		ܽ = ଵ
ଶ
			 , ܾ = ଵ
ସ
	   and ܿ = ହ
ସ
 . 
          In 2010, Kim, et al. [2] obtained the extensions of Ramanujan summations (1.12) and 
(1.13) by employing extension of Dixon summation theorem (1.9)  in the following form 
{(1.15) written here with minor correction} 
1 + 15 ൬12൰ଶ ൬݀ + 12݀ ൰ + 19 ൬1.32.4൰ଶ ൬݀ + 13݀ ൰ + ⋯ = 	 43ߨ ൬1݀ − 1൰ + ߨଶ3Γସ ቀ34ቁ ൬1 − 14݀൰		(1.15) 
and  
 
 
1 + 15ଶ ൬12൰ቆ5(݀ + 1)9݀ ቇ + 19ଶ ൬1.32.4൰ቆ5(݀ + 2)13݀ ቇ + ⋯				 
= 	 5ߨଷଶ48	√2		Γଶ ቀ34ቁ ൬ 54݀ − 1൰ − 532√2 ߨ
ହ
ଶ
		Γଶ ቀ
34ቁ ൬ 14݀ − 1൰																																																										(1.16) 
each for  ݀	 ≠ 0,−1,−2,⋯ 
          In this short research note, we aim to give an extension of Ramanujan  summation 
(1.14). 
2.  Extension of Ramanujan summation (1.14) : 
          The summation to be established in this note is  
1 + ൬12൰ ൬19൰൬݀ + 1݀ ൰ + 	 ൬1.32.4൰൬ 1.59.13൰൬݀ + 2݀ ൰ + ⋯ = 	 5ߨଷଶ12	√2		Γଶ ቀ34ቁ	൬1 + 14݀൰													(2.1) 
for  ݀	 ≠ 0,−1,−2,⋯					 
Proof : In order to derive (2.1) , we proceed as follows. Setting ܽ = ଵ
ଶ
	 , ܾ = ଵ
ସ
 and ܿ = ହ
ସ
 in 
extended Gauss summation theorem (1.8), we see that  
ܮ.ܪ. ܵ. = 			 ଷܨଶ ൦12 	 , 14 	 , ݀ + 1
	
94 				,								݀ 	; 1	൪ 
                    Expressing ଷܨଶ as a series with the help of the definition (1.1), we have 
														= 	෍ ቀ12ቁ௡ ቀ14ቁ௡ 	(݀ + 1)௡
ቀ
94ቁ௡ 	(݀)௡	݊!
ஶ
௡ୀ଴
 
                    Using Pochhammer symbol and expanding it , we have after some simplification 
													= 1 + ൬12൰൬19൰ ൬݀ + 1݀ ൰ + ൬1.32.4൰ ൬ 1.59.13൰൬݀ + 2݀ ൰ + ⋯																																																	(2.2) 
Also with the same substitution in the right-hand side, we have  
ܴ.ܪ.ܵ. = 	12 Γ ቀ94ቁ 	Γ ቀ12ቁΓ ቀ74ቁ 	൬1 + 14݀൰ 
              Using the results Γ(ݖ + 1) = 	ݖ	Γ(ݖ) , Γ(ݖ)Γ(1 − ݖ) = గ
௦௜௡గ௭
 ,  and Γ ቀଵ
ଶ
ቁ = 	 √ߨ , we          
               have after some simplification,  
														= 	 5ߨଷଶ12	√2		Γଶ ቀ34ቁ	൬1 + 14݀൰																																																																																															(2.3) 
          Finally equating (2.2) and (2.3), we get (2.1). This completes the proof of (2.1). 
 
          We conclude this note with the remark that our extended summation (2.1) reduces to 
Ramanujan summation by taking ݀ = ହ
ସ
. Moreover, by giving different values for d in our 
general summation (2.1), we can obtain a large number of new summations. 
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