Abstract. Stacks were introduced by Grothendieck and Giraud and are, roughly speaking, sheaves of categories. Kashiwara developed the theory of twisted modules, which are objects of stacks locally equivalent to stacks of modules over sheaves of rings. In this paper we recall these notions, and we develop the formalism of operations for stacks of twisted modules. As an application, we state a twisted version of an adjunction formula which is of use in the theory of integral transforms for sheaves and D-modules.
Introduction
Stacks are, roughly speaking, sheaves of categories. They were introduced by Grothendieck and Giraud [14] in algebraic geometry where some special stacks, called gerbes, are now commonly used in moduli problems to describe objects with automorphisms (see for example [2, 29] ). Recently, gerbes have infiltrated differential geometry and mathematical physics (see for example [7, 31, 15, 6] ).
We are interested here in the related notion of twisted modules, which are objects of stacks locally equivalent to stacks of modules over sheaves of rings. The simplest example is that of stacks of twisted R-modules on a locally ringed space (X, R). These can be considered as higher cohomological analogues to line bundles. More precisely, line bundles on X are sheaves of R-modules locally isomorphic to R, and their isomorphism classes describe the cohomology group H 1 (X; R × ). Stacks of twisted R-modules are R-linear stacks on X locally equivalent to the stack Mod(R) of R-modules and, as we shall recall, their equivalence classes describe the cohomology group H 2 (X; R × ). As line bundles correspond to principal R × -bundles, so stacks of twisted R-modules correspond to gerbes with band R × . However, this correspondence no longer holds for the more general type of stacks of twisted modules that we consider here.
Twisted modules appear in works by Kashiwara on representation theory [18] and on quantization [20] . In the first case, they were used to describe solutions on flag manifolds to quasi-equivariant modules over rings of twisted differential operators (see also [26] ). In the second case, twisted modules turned out to be the natural framework for a global study of microdifferential systems on a holomorphic contact manifold (see also [28, 30] ). Rings of microdifferential operators can be locally defined on a contact manifold, but do not necessarily exist globally. Kashi-wara proved that there exists a globally defined C-linear stack which is locally equivalent to the stack of modules over a ring of microdifferential operators.
Twisted modules induced by Azumaya algebras are used in [8, 11] in relation with the Fourier-Mukai transform.
Motivated by Kashiwara's work on quantization, we consider here twisted modules over sheaves of rings which are not necessarily commutative nor globally defined. More precisely, let X be a topological space, or more generally a site, and R a sheaf of commutative rings on X. Then M is a stack of R-twisted modules on X if it is R-linear and there exist an open covering X = i∈I U i , sheaves of R| Ui -algebras A i , and R| Ui -equivalences M| Ui ≈ Mod(A i ), where Mod(A i ) denotes the stack of left A i -modules on U i . We review the notions of stack and stack of twisted modules in Section 1, restricting to the case of topological spaces for simplicity of exposition.
Morita theory is the basic tool to deal with stacks of R-twisted modules, and we use it to develop the formalism of operations, namely duality (·) With this formalism at hand, we then describe Grothendieck's six operations for derived categories of twisted modules over locally compact Hausdorff topological spaces. This is the content of Section 2.
Morita theory is used again in Section 3 to describe effective descent data attached to semisimplicial complexes. In particular, we get a Cech-like classification of stacks of R-twisted modules, with invertible bimodules as cocycles, which is parallel to the bitorsor description of gerbes in [6] .
In Section 4, assuming that R is a commutative local ring, we recall the above mentioned classification of stacks of twisted R-modules in terms of H 2 (X; R × ). We then consider the case of twisted modules induced by ordinary modules over an inner form of a given R-algebra. This allows us to present in a unified manner the examples provided by modules over Azumaya algebras and over rings of twisted differential operators. Finally, we state a twisted version of an adjunction formula for sheaves and D-modules, which is of use in the theory of integral transforms with regular kernel, as the Radon-Penrose transform.
This paper is in part a survey and in part original. The survey covers material from Kashiwara's papers [18, 20] , from his joint works [26, 27] , and from the last chapter of his forthcoming book with Pierre Schapira [25] . The main original contribution is in establishing the formalism of operations for stacks of twisted modules.
It is a pleasure to thank Masaki Kashiwara for several useful discussions and insights. We also wish to thank him and Pierre Schapira for allowing us to use results from a preliminary version of their book [25] .
Stacks of twisted modules
The theory of stacks is due to Grothendieck and Giraud [14] . We review it here restricting for simplicity to the case of stacks on topological spaces (thus avoiding the notions of site and of fibered category). Finally, we recall the notion of stack of twisted modules, considering the case of modules over rings which are not necessarily commutative nor globally defined. Our main references were [18, 20, 24, 25 ].
Prestacks.
We assume that the reader is familiar with the basic notions of category theory, as those of category, functor between categories, transformation between functors (also called morphism of functors), and equivalence of categories.
If C is a category, we denote by Ob(C) the set 1 of its objects, and by Hom C (c, d) the set of morphisms between the objects c and d. The identity of Hom C (c, c) will be denoted by id c .
Denote by C op the opposite category, which has the same objects as C and reversed morphisms Hom
If D is another category, denote by Hom (C, D) the category of functors from C to D, with transformations as morphisms.
Let X be a topological space, and denote by X the category of its open subsets with inclusion morphisms. Recall that the category of presheaves on X with values in a category C is the category Hom (X op , C) of contravariant functors from X to C. In particular, presheaves of sets are obtained by taking C = Set, the category of sets 2 and maps of sets. Considering C = Cat, the category of categories 
. Such a requirement is often too strong in practice, and the notion of prestack is obtained by weakening this equality to an isomorphism of functors, i.e. to an invertible transformation.
In other words, prestacks are the 2-categorical 4 version of presheaves of categories. However, we prefer not to use the language of 2-categories, giving instead the unfolded definition of prestack. 
inclusions of open subsets, then the following diagram of functors from P(U ) to P(Y ) commutes
In particular, P(u, id U ) = P(id V , u) = id P(u) .
For F ∈ P(U ) and V u − → U an open inclusion, one usually writes F | V instead of P(u)(F ). One denotes by P| U the natural restriction of P to U given by V → P(V ) for V ⊂ U . Definition 1.2. Let P and Q be prestacks on X. A functor of prestacks ϕ : P − → Q consists of the data (a) for any open subset U ⊂ X, a functor ϕ(U ) : P(U ) − → Q(U ), 4 Roughly speaking, a 2-category (refer to [33, §9] for details) C is a "category enriched in Cat", i.e. a category whose morphism sets are the object sets of categories Hom C (c, d), such that composition is a functor. Morphisms in the category Hom C (c, d) are called 2-cells. The basic example is the 2-category Cat which has categories as objects, functors as morphisms, and transformations as 2-cells.
There is a natural notion of pseudo-functor between 2-categories, preserving associativity for the composition functor only up to an invertible 2-cell. Then a prestack (see [SGA1, exposé VI] ) is a pseudo-functor X op − → Cat, where X op is the 2-category obtained by trivially enriching X op with identity 2-cells. Functors of prestacks and their transformations are transformations and modifications of pseudo-functors, respectively.
Note that Corollary 9.2 of [33] asserts that any prestack is equivalent, in the 2-category of pseudo-functors, to a presheaf of categories. However, this equivalence is not of practical use for our purposes.
In particular, ϕ(id U ) = id ϕ(U) . Definition 1.3. Let ϕ, ψ : P − → Q be functors of prestacks. A transformation α : ϕ ⇒ ψ of functors of prestacks consists of the data
An example of prestack is the prestack PSh X of presheaves of sets on X. It associates to an open subset U ⊂ X the category Hom (U op , Set) of presheaves of sets on U , and to an open inclusion V ⊂ U the restriction functor
so that PSh X is in fact a presheaf of categories.
If P and Q are prestacks, one gets another prestack Hom (P, Q) by associating to an open subset U ⊂ X the category Hom (P| U , Q| U ) of functors of prestacks from P| U to Q| U , with transformations of functors of prestacks as morphisms, and with the natural restriction functors. Note that Hom (P, Q) is actually a presheaf of categories.
(Pre)stacks which are not (pre)sheaves of categories will appear in Section 2.
Stacks.
The analogy between presheaves and prestacks goes on for sheaves and stacks.
Let X be a topological space. Given a family of subsets {U i } i∈I of X, let us use the notations
Recall that a presheaf of sets F on X is called a sheaf if for any open subset U ⊂ X, and any open covering {U i } i∈I of U , the natural sequence given by the restriction maps
is exact, i.e. if for any family of sections s i ∈ F(U i ) satisfying s i | Uij = s j | Uij there is a unique section s ∈ F(U ) such that s| Ui = s i . Similarly to the definition of sheaf, a prestack S on X is called a stack if for any open subset U ⊂ X, and any open covering {U i } i∈I of U , the natural sequence given by the restriction functors
is exact in the sense of [SGA1, exposé XIII], i.e. if the category S(U ) is equivalent to the category whose objects are families of objects F i of S(U i ) and of isomorphisms θ ij : F j | Uij ∼ − → F i | Uij which are compatible in the triple intersections, in a natural sense.
More explicitly, recall that a descent datum for S on U is a triplet
where {U i } i∈I is an open covering of U , F i ∈ S(U i ), and θ ij : F j | Uij ∼ − → F i | Uij are isomorphisms such that the following diagram of isomorphisms commutes
The descent datum F is called effective if there exist F ∈ S(U ) and isomorphisms θ i : F | Ui ∼ − → F i for each i, such that the following diagram of isomorphisms commutes
To S a prestack on X is attached a bifunctor of prestacks
associating to F , G ∈ S(U ) the presheaf of sets on U ⊂ X given by (ii) A stack is a separated prestack such that any descent datum is effective.
(iii) Functors and transformations of stacks are functors and transformations of the underlying prestacks, respectively.
For example, the prestack Sh X of sheaves of sets, associating to U ⊂ X the category of sheaves of sets on U , is actually a stack. As another example, if S and T are stacks, then the prestack Hom (S, T) is a stack. (Note that both Sh X and Hom (S, T) are in fact sheaves of categories.)
One says that a functor of stacks ϕ : S − → T is an equivalence if there exists a functor ψ : T − → S, called a quasi-inverse to ϕ, and invertible transformations ϕ • ψ ⇒ id T and ψ • ϕ ⇒ id S . One says that ϕ admits a right adjoint if there exists a functor of stacks ψ : T − → S, called a right adjoint to ϕ, and an invertible transformation Hom T (ϕ(·), ·) ⇒ Hom S (·, ψ(·)). Similarly for left adjoint. Finally, if T = Sh X , one says that ϕ : S − → Sh X is representable if there exists F ∈ S(X), called a representative of ϕ, and an invertible transformation ϕ ⇒ Hom S (F , ·). Proof. Right or left adjoints and representatives are unique up to unique isomorphisms, and hence glue together globally. As for equivalences, assume that ϕ is locally an equivalence. Then we have to show that for each open subset U ⊂ X the functors ϕ(U ) are fully faithful and essentially surjective. Being fully faithful is a local property already for separated prestacks. Assume that ϕ(U i ) are essentially surjective for a covering U = i U i . Let G ∈ Ob(T(U )), and choose
Since ϕ is fully faithful, the restriction morphisms of G| Ui give descent data for F i . Finally, since S is a stack, one gets F ∈ Ob(S(U )) with ϕ(U )(F ) ∼ − → G. ⊓ ⊔
Constructions of stacks.
The forgetful functor, associating to a sheaf of sets its underlying presheaf, has a left adjoint, associating a sheaf P + to a presheaf P. There is a similar construction associating a stack P + to a prestack P. This is done in two steps as follows. Consider first the separated prestack P a , with the same objects as P and morphisms
Then let P + (U ) be the category whose objects are descent data for P a on U , and whose morphisms (
Since sheaves of sets form a stack, descent data for sheaves are effective. Similarly, it is possible to patch stacks together. More precisely, a descent datum for stacks on X is a quadruplet
where {U i } i∈I is an open covering of X, S i are stacks on U i , ϕ ij : S j | Uij ≈ − → S i | Uij are equivalences of stacks, and α ijk : ϕ ij • ϕ jk ⇒ ϕ ik are invertible transformations of functors from S k | U ijk to S i | U ijk , such that for any i, j, k, l ∈ I, the following diagram of transformations of functors from 
Sketch of proof. For U ⊂ X open, denote by S(U ) the category whose objects are triplets
Then one checks that the prestack S : U − → S(U ) is a stack satisfying the requirements in the statement. ⊓ ⊔
Operations.
Let us recall the stack-theoretical analogue of internal and external operations for sheaves. Given two stacks S and
. This is actually a stack. We already noticed that the prestack Hom (S, S ′ ) is a stack. If S ′′ is another stack, there is a natural equivalence
Let f : Y − → X be a continuous map of topological spaces. If T is a stack on Y , denote by f * T the prestack f * T(U ) = T(f −1 U ), which is actually a stack. If S is a stack on X, denote by f −1 S = (f ∼ S) + the stack associated with the prestack
is the category whose objects are the disjoint union U : f −1 U⊃V Ob(S(U )), and whose morphisms are given by
There is a natural equivalence
1.5. Linear stacks.
As a matter of conventions, in this paper rings are unitary, and ring homomorphisms preserve the unit. If R is a commutative ring, we call R-algebra a not necessarily commutative ring A endowed with a ring homomorphism R − → A whose image is in the center of A. Let R be a commutative ring. An R-linear category, that we will call R-category for short, is a category C whose morphism sets are endowed with a structure of R-module such that composition is R-bilinear. An R-functor is a functor which is R-linear at the level of morphisms. Transformations of R-functors are simply transformations of the underlying functors. Note that if D is another R-category, the category Hom R (C, D) of R-functors and transformations is again an R-category, the R-module structure on the sets of transformations being defined object-wise.
For each c ∈ Ob(C) the set of endomorphisms End C (c) has a natural structure of R-algebra, with product given by composition. In particular, note that Ralgebras are identified with R-categories with a single object. Let us denote for short by End (id C ) the R-algebra End End R (C) (id C ). It is a commutative 5 R-algebra, called the center of C. Note that C is an R-category if and only if C is a Zcategory (also called preadditive category) endowed with a ring homomorphism R − → End (id C ).
Definition 1.7. (a) An R-linear stack, that we will call R-stack for short, is a stack S such that S(U ) is an R-category for every open subset U , and whose restrictions are R-functors. An R-functor of R-stacks is a functor which is linear at the level of morphisms. No additional requirements are imposed on transformations of R-functors.
(b) Let R be a sheaf of commutative rings on X. An R-linear stack, that we will call R-stack for short, is a Z-stack S whose center End (id S ) is a sheaf of commutative R-algebras 6 . There is a natural notion of R-functor 7 , and transformations of R-functors are just transformations of the underlying functors.
One says that an R-functor ϕ : S − → T is an equivalence (resp. admits a right or a left adjoint) if it is so forgetting the R-linear structure. Note that a quasiinverse to ϕ (resp. its right or left adjoint) is necessarily an R-functor itself. One says that ϕ : S − → Mod(R) is representable if there is an invertible transformation ϕ ⇒ Hom S (F , ·) for some F ∈ S(X).
Let S and S ′ be R-stacks. The stack Hom R (S, S ′ ) of R-functors and transformations is an R-stack. The product S⊗ R S ′ is the stack associated with the prestack 5 Let α, β : id C ⇒ id C be transformations, and c ∈ Ob(C). By definition of transformation, applying α to the morphism β(c) we get a commutative diagram
Note that the natural morphism End (id
identifies End (id C ) canonically with the center of End (c) for each c ∈ Ob(C) 6 By definition, this means that there is a morphism of sheaves of rings µ : R − → End (id S ). Note that the data of µ is equivalent to the requirement that for every open subset U ⊂ X, and any F , G ∈ S(U ) the sheaf Hom S| U (F , G) has a structure of R| U -module compatible with restrictions, and such that composition is R-bilinear.
, as endomorphisms of ϕ(F ), for any U ⊂ X, r ∈ R(U ), and F ∈ Ob(S(U )).
If S
′′ is another R-stack, there is a natural R-equivalence
Let f : Y − → X be a continuous map of topological spaces, S an R-stack on X,
and there is a natural equivalence
( 1.4) 1.7. Stacks of twisted modules.
Let X be a topological space, R a sheaf of commutative rings on X, and A a sheaf of not necessarily commutative R-algebras. Let Mod(A) be the category of A-modules and A-linear morphisms. Unless otherwise stated, by A-module we mean here left A-module. The prestack Mod(A) of A-modules on X is defined by U → Mod(A| U ), with natural restriction functors. It is clearly an R-stack.
A stack of R-twisted modules is an R-stack which is locally R-equivalent to stacks of modules over R-algebras. More precisely, an Rstack M is a stack of R-twisted modules if there exist an open covering
(b) A stack of R-twisted A-modules is an R-stack which is locally R-equivalent to Mod(A).
(c) A stack of twisted R-modules is a stack of R-twisted R-modules. If M is a stack of R-twisted modules (resp. a stack of R-twisted A-modules, resp. a stack of twisted R-modules), objects of M(X) are called R-twisted modules (resp. R-twisted A-modules, resp. twisted R-modules).
Recall that a stack M is called additive if the categories M(U ) and the restriction functors are additive. A stack M is called abelian if the categories M(U ) are abelian, and the restriction functors are exact. Since stacks of modules over R-algebras are abelian, stacks of R-twisted modules are also abelian. Remark 1.9. The stacks constructed in [20, 28, 30] provide examples of stacks of twisted modules which are of an intermediate nature between (a) and (b) of Definition 1.8. With notations as in (a), denote by ψ i a quasi-inverse to ϕ i . These are stacks of R-twisted modules for which the equivalences
This is related to non-abelian cohomology as in [14] , and we will discuss these matters in [9] .
Recall that A-modules are sheaves of R-modules F endowed with a morphism of sheaves of rings m : A − → End R (F ). Definition 1.10. If A is an R-algebra and S an R-stack, we denote by Mod(A; S) the R-stack whose objects on an open subset U ⊂ X are pairs of an object F ∈ S(U ) and a morphism of R| U -algebras m : A| U − → End S|U (F ), and whose morphisms are those morphisms in S(U ) commuting with m. We denote by Mod(A; S) the category Mod(A; S)(X).
Let A and B be R-algebras. Recall that an A ⊗ R B-module is the same as a B-module M endowed with an R-algebra morphism A − → End B (M). Hence, there is an R-equivalence
(1.5)
In particular, if M is a stack of R-twisted modules (resp. of twisted R-modules), then Mod(A; M) is a stack of R-twisted modules (resp. of R-twisted A-modules).
Operations
Using Morita theory, we develop the formalism of operations for stacks of twisted modules. We then obtain Grothendieck's six operations for derived categories of twisted modules over locally compact Hausdorff topological spaces.
Morita theory I. Functors admitting an adjoint.
Morita theory describes in terms of bimodules functors between categories of modules which admit an adjoint (references are made to [1, 12] ). We are interested in the local analogue of this result, dealing with stacks of modules over sheaves rings. Our reference was [25] , where only the case of equivalences is discussed. We thus adapt here their arguments in order to deal with functors admitting an adjoint.
Let R be a sheaf of commutative rings on a topological space X, and let A be a sheaf of not necessarily commutative R-algebras. Denote by A op the opposite algebra to A, given by A op = {a op : a ∈ A} with product a op b op = (ba) op . Note that left (resp. right) A op -modules are but right (resp. left) A-modules. For S and S ′ two R-stacks, denote by
the full R-substack of Hom R (S, S ′ ) of functors that admit a right adjoint. This is equivalent to the opposite of the stack of R-functors from S ′ to S that admit a left adjoint. Proposition 2.1. Let A and B be R-algebras. The functor
given by L → L ⊗ B (·) is an R-equivalence.
It follows that R-functors Mod(A) − → Mod(B) which admit a left adjoint are of the form Hom
Proof. (We follow here arguments similar to those in the proof of Morita theorem given in [25] .) One checks that Φ is fully faithful. Let us show that it is essentially surjective. Let ϕ : Mod(B) − → Mod(A) be an R-functor admitting a right adjoint. The A-module L = ϕ(B) inherits a compatible B op -module structure by that of B itself, and we set ϕ
is given by l ⊗ n → ϕ( n)(l), where n : B| U − → N denotes the map b → bn. We have to prove that α(N ) is an isomorphism. The B| U -module N admits a presentation
We may then assume that N = i B Ui . Since ϕ and ϕ ′ admit a right adjoint, one has ϕ( i B Ui ) ≃ i ϕ(B) Ui , and ϕ 
Proof. The proof is straightforward. We leave it to the reader to check that a functor admitting a right adjoint commutes with inductive limits, and in particular with direct sums. Let us check that ϕ(N V ) ≃ ϕ(N ) V for an open inclusion v : V − → U . Let ψ be a right adjoint to ϕ. Note that the proper direct image v ! is left adjoint to the restriction functor
where the second and fourth isomorphisms follow from the fact that ψ and ϕ, respectively, are functors of stacks. ⊓ ⊔
Internal product of stacks of twisted modules.
We are now ready to define duality and internal product for stacks of twisted modules.
Let R be a sheaf of commutative rings on a topological space X. Recall that for S and S ′ two R-stacks, we denote by Hom r R (S, S ′ ) the stack of R-functors that admit a right adjoint. Definition 2.3. Let S and S ′ be R-stacks on X. Set
Remark 2.4. The definition of S ⊛−1 does depend on the ring R, but we do not keep track of this dependence in the notation to avoid more cumbersome notations like S ⊛R−1 .
As a consequence of Proposition 2.1 and equivalence (1.5), we have Proposition 2.5. If A and A ′ are R-algebras, there are R-equivalences
In particular, if M and
Let us list some properties of these operations.
Lemma 2.6. Let A be an R-algebra, and S and S ′ be R-stacks. Then there are natural R-functors
We need the following lemma from [25] .
Lemma 2.7. For M a stack of R-twisted modules, there is a natural R-functor
Proof. For M ∈ Mod(R) and F ∈ M(X), the functor
is locally (and hence globally) representable, and we denote by M ⊗ R F a representative. ⊓ ⊔ Proposition 2.8. Let M, M ′ , and M ′′ be stacks of R-twisted modules. Then there is a natural R-equivalence
Here we used the R-functor ⊗ R described in Lemma 2.7. We are then left to prove that this functor is a local equivalence. We may then assume 
Proof. Equivalences (2.6) and (2.7) follow by noticing that the functors (2.3) and (2.4) are local equivalences for S = M. The equivalence (2.8) follows by noticing that the functor (2.5) is locally an equivalence for S = M ⊛−1 and S ′ = M ′ . The equivalence (2.9) follows from the chain of equivalences
The equivalence (2.10) follows from the chain of equivalences
⊓ ⊔
Let us describe a couple of other functors. There is a natural R-functor
for some R-algebra A, and the above functor coincides with
Hence there is a right adjoint to (2.11)
Note also that the forgetful functor
has (locally, and hence globally) a right adjoint
Morita theory II. Relative case.
In order to describe the pull-back functor for stacks of twisted modules, we need the following relative versions of the results in Section 2.1.
Let f : Y − → X be a continuous map of topological spaces, R a sheaf of commutative rings on X, S an R-stack, and T an f −1 R-stack. Denote by 
Proof. The proof of this proposition is similar to that of Proposition 2.1, and we only show the essential surjectivity of Ψ. Let ψ :
, we have to check that the morphism
defined as the morphism α in Proposition 2.1, is an isomorphism. By the definition of pull-back for stacks, N locally admits a presentation
Since f * ψ admits a right adjoint, one has
A similar formula holds for ψ ′ , since also f * ψ ′ admits a right adjoint. Hence we are reduced to prove the isomorphism ψ(f We can now define the pull back of stacks of twisted modules.
Let f : Y − → X be a continuous map of topological spaces, R a sheaf of commutative rings on X, S an R-stack, and T an f −1 R-stack. Recall that we denote by Hom 
Remark 2.12. Again, as in Remark 2.4, we prefer the notation f ⊛ S to the more cumbersome f ⊛R S.
As a consequence of Proposition 2.10, we have Proposition 2.13. Let f : Y − → X be a continuous map of topological spaces, and A an R-algebra on X. Then, there is an f −1 R-equivalence
Let us list some properties of this operation. Proposition 2.14. If S is an R-stack, there is a natural R-functor
Proof. The usual sheaf-theoretical pull-back operation gives an R-functor
The functor in the statement is then obtained as the composition
⊓ ⊔ Proposition 2.15. Let M be a stack of R-twisted modules, and N a stack of f −1 R-twisted modules. Then there is a natural R-equivalence
Proof. The functor f
14 is locally the usual sheaf-theoretical pull-back, which has a right adjoint in the sheaf-theoretical pushforward. Moreover, it induces by (1.4) an f −1 R-functor
Hence we get a functor
This is a local (and hence global) equivalence. We thus have the chain of equivalences 
Proof. The equivalence (2.14) follows from the chain of equivalences
To prove (2.15), note that, by functoriality of f ⊛ , to any R-stacks S and S ′ is associated an R-functor
For S = M ⊛−1 and S ′ = M ′ this is locally the sheaf-theoretical pull-back functor
which has a right adjoint. Hence f ⊛ has a right adjoint, i.e.
By Proposition 2.15 we get a functor
This is locally, and hence globally, an equivalence. ⊓ ⊔
Twisted sheaf-theoretical operations.
Let us now show how the usual operations of sheaf theory extend to the twisted case. For the classical non-twisted case, that we do not recall here, we refer e.g. to [22] . 
If moreover X and Y are locally compact Hausdorff topological spaces, there exists an R-functor Proof. The functor (·, ·) .
The functor f −1 was constructed in Proposition 2.14. The functor f * is obtained by noticing that if M is a stack of R-twisted modules, then f −1 is locally the usual sheaf-theoretical pull-back, which admits a right adjoint.
Assume that f : Y − → X is a continuous map of locally compact Hausdorff topological spaces. Recall that for an f −1 A-module G on Y one denotes by f ! G the subsheaf of f * G of sections s ∈ f * G(U ) such that f | supp(s) is proper. Such a condition is local on X, and hence for a stack of R-twisted modules M there is an R-functor f ! : f * f ⊛ M − → M locally given by the usual proper direct image functor for sheaves just recalled.
⊓ ⊔
Derived twisted operations.
Let us now deal with the twisted version of Grothendieck's formalism of six operations for sheaves over locally compact Hausdorff topological spaces. We do not recall here such formalism for the classical non-twisted case, referring instead e.g. to [22] .
Let M be a stack of R-twisted modules, and denote by D(M) the derived category of the abelian category
) be the full triangulated subcategory of D(M) whose objects have bounded (resp. bounded below, resp. bounded above) amplitude. Consider the natural map p :X − → X, whereX is the set X endowed with the discrete topology. For F ∈ M(X), the adjunction morphism F − → p * p −1 F is injective, and the functor p * is left exact. It is thus enough to find an injection p −1 F − → I, where I is an injective object in p ⊛ M(X). SinceX is discrete, p ⊛ M is equivalent to a stack of (non twisted) modules.
8

⊓ ⊔
Let f : Y − → X be a continuous map of topological spaces. Deriving the functors f −1 , f * , and Hom R , one gets functors
8 Another proof is obtained by applying Grothendieck's criterion, stating that a category has enough injective objects if it admits small filtrant inductive limits, which are exact, and if it admits a generator. Let {U i } i∈I be an open covering of X, let ϕ i : Mod(A i ) ≈ − → M| U i be Requivalences for some R-algebras A i , and let G i be generators of Mod(A i ). Then a generator of
Assuming that the weak global dimension of R is finite, one gets that M(X) has enough flat objects. Deriving ⊗ R one gets a functor
Assuming that f is a map between locally compact Hausdorff topological spaces, one can derive the functor f ! , and get
Assume that f ! has finite cohomological dimension. The usual construction of Poincaré-Verdier duality (cf e.g. [22, §3.1]) extends to the twisted case as follows. Let L ∈ Mod(Z X ), and consider the functor
Denote by I(M) the full substack of M of injective objects. Assuming that L is flat and f -soft, there exists a functor
characterized by the isomorphism, functorial in I and G,
In fact, the above isomorphism shows that the existence of f ! L is a local problem, and locally this is the classical construction. As in the classical case, one finally gets a functor
by letting f ! F be the simple complex associated to the double complex f
One proves that the usual formulas relating the six operations above, like adjunction, base-change, or projection formulas, hold.
Descent
Effective descent data for stacks of twisted modules, called twisting data, are considered in [18, 26, 25] , and we recall here this notion using the language of semisimplicial complexes. We then describe in terms of twisting data equivalences, operations, and the example of twisted modules associated with a line bundle.
Morita theory III. Equivalences.
In Section 2.1 we recalled how functors between stacks of modules admitting an adjoint are described in term of bimodules. We discuss here the particular case of equivalences. (References are again made to [1, 12, 25] 
(iii) L is a faithfully flat A-module locally of finite presentation, and there is an
R-algebra isomorphism B op ∼ − → End A (L).
(iv) L is a faithfully flat B op -module locally of finite presentation, and there is an R-algebra isomorphism
op -module L is called invertible if the equivalent conditions in Proposition 3.1 are satisfied.
The ring A itself is the invertible A⊗ R A op -module corresponding to the identity functor of Mod(A). Note that invertible A ⊗ R A op -modules are not necessarily locally isomorphic to A as A-modules, even if A is a commutative ring.
Theorem 3.3 (Morita). If ϕ : Mod(B) − → Mod(A) is an equivalence of R-stacks, then L = ϕ(B) is an invertible A ⊗ R B op -module, and ϕ ≃ L ⊗ B (·). Moreover, a quasi-inverse to ϕ is given by Hom
Proof. Let ψ be a quasi-inverse to ϕ. Since ψ is right adjoint to ϕ, by Proposi-
·). Interchanging the role of ϕ and ψ there also exists a B ⊗
R A op -module L ′ such that ψ ≃ L ′ ⊗ A (·). Since ϕ • ψ and ψ • ϕ are isomorphic to the identity functors, L is invertible and L ′ ≃ L * A . Finally, since L is a flat A-module locally of finite presentation, one has L * A ⊗ A (·) ≃ Hom A (L, ·). ⊓ ⊔
Twisting data on an open covering.
By definition, if M is a stack of R-twisted modules there exist an open covering {U i } i∈I of X, R| Ui -algebras A i on U i , and R| Ui -equivalences of R| Ui -stacks ϕ i : M| Ui − → Mod(A i ). Let ψ i be a quasi-inverse of ϕ i , and let α i : ψ i • ϕ i ⇒ id M be an invertible transformation. By (the R-linear analogue of) Proposition 1.6, the following descent datum for stacks is enough to reconstruct M
Here ϕ ij = ϕ i | Uij • ψ j | Uij , and α ijk : ϕ ij • ϕ jk ⇒ ϕ ik is induced by α j , so that they satisfy condition (1.3). Functors as ϕ ij are described by Morita's Theorem 3.3, so that the descent datum (3.1) is replaced by
where
As in the proof of Proposition 1.6, up to equivalence a twisted module F ∈ M(X) is thus described by a pair
This is actually the definition of twisted modules given in [18] . It is also an example of twisting data, of which we now give a more general definition.
Twisting data.
We shall use here the language of semisimplicial complexes. On the one hand, this allows one to consider more general situations than open coverings, on the other hand, it provides a very efficient bookkeeping of indices.
Recall that semisimplicial complexes are diagrams of continuous maps of topological spaces
satisfying the commutativity relations
j+1 , for 0 ≤ i ≤ j ≤ r. In the coskeleton construction, one considers the topological space
r+1 (x)). Hence there are commutative diagrams for 0 ≤ i ≤ r + 1 i the projection omitting the ith factor.
(a1) A particular case of coskeletal semisimplicial complex is the one attached to an open covering {U i } i∈I of X. In this case, Y = i∈I U i is the disjoint union of the U i 's, and q is the natural map (which is a local homeomorphism). Note that
(a2) Another particular case of coskeletal semisimplicial complex is obtained when q : Y − → X is a principal G-bundle, for G a topological group. Denoting by m : G × Y − → Y the group action, this semisimplicial complex is identified with
0 is the projection omitting the 0th factor, and q . These are of the form
, and so on.
Let s > r, 0 ≤ i 0 < · · · < i r ≤ s, and 0 ≤ i r+1 < · · · < i s ≤ s, be such that {i 0 , . . . , i s } = {0, . . . , s}. If F is a sheaf on X
[r] , we denote by
is ) −1 F its sheaf-theoretical pull-back to X [s] , and we use the same notations for morphisms of sheaves.
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Definition 3.5. (i) An R-twisting datum on X is a quadruplet
, and a :
2 -modules on X [2] such that the following diagram on
(ii) A coskeletal R-twisting datum on X is an R-twisting datum whose associated semisimplicial complex is coskeletal.
One can now mimic the construction in the sketch of proof of Proposition 1.6. Denote by Mod(t) the category whose objects are pairs (F , m), where F is an A-module on X [0] , and m : L ⊗ A1 F 1 − → F 0 is an isomorphism of A 0 -modules on 10 In the coskeletal case, F i 0 ···ir is the pull-back of F by the projection to the (i 0 , . . . , ir)th factors.
11 This notion was discussed in [18] for semisimplicial complexes attached to open coverings, and in [26] for coskeletal semisimplicial complexes. 12 Let us denote by L
ij the sheaf L ij on X [r] . Then one should pay attention to the fact that in X [3] one has isomorphisms like L [3] 01 ≃ (q [3] 3 ) −1 L [2] 01 , but not equalities. Thus, much as in Definition 1.4 (iv), one should write (3.5) more precisely as (q
02 .
Such a level of precision is both quite cumbersome and easy to attain, so we prefer a sloppier but clearer presentation.
X [1] such that the following diagram on X [2] commutes
and whose morphisms α : (F , m) − → (F ′ , m ′ ) consists of morphisms of A-modules α : F − → F ′ , such that the following diagram on X [1] commutes
Definition 3.6. Let t be an R-twisting datum on X. We denote by Mod(t) the prestack on X defined by U → Mod(t| U ), which is in fact an R-stack. Here, t| U denotes the R| U -twisting datum on U naturally induced by t. We spend the rest of this section to show that Mod(t) is actually a stack of Rtwisted modules, using arguments adapted from those in [26] . In order to get this result it seems natural to assume that the maps q Let
and of an isomorphism of
′ compatible with a and a ′ .
(ii) To ρ : t ′ − → t one associates the functor ρ −1 :
there is a refinement of R-twisting datas :
(ii) the functors
Proof. Define the mapss
by induction as
i •s [2] =s [1] , one has isomorphisms (s
Since L is invertible, there is an
, we get an isomorphism of
This proves (i). To prove (ii), let us define the maps σ
[r] :
r (x)), x .
Using the maps σ [r] one gets a functor σ
. This is well-defined, since (3.6) is obtained by applying (σ [2] ) −1 to (3.5). One checks that σ −1 is a quasi-inverse tõ s −1 .
⊓ ⊔ Proposition 3.9. (i) Let t be an R-twisting datum on X satisfying (3.7). Then Mod(t) is a stack of R-twisted modules. 13 For coskeletal semisimplicial complexes, one hass
is the diagonal embedding.
14 For coskeletal semisimplicial complexes, one has
, where q :
i 's maps.
(ii) Any stack of R-twisted modules on X is R-equivalent to Mod(t) for some coskeletal R-twisting datum t satisfying (3.8).
Proof. By definition, the maps q [r] 's admit local sections on X. Hence part (i) follows from Lemma 3.8. As for (ii), it is enough to take t as in (3.2) . ⊓ ⊔ Proposition 3.10. Let ρ : t ′ − → t be a refinement of coskeletal R-twisting data on X satisfying (3.8). Then the functor ρ −1 :
is an equivalence is a local problem, and we may thus assume that
With the notations of Lemma 3.8, one hass = ρ •s ′ . Hence there is a diagram of functors commuting up to an invertible transformation
w w n n n n n n n n n n n n Mod((s
whose diagonal arrows are equivalences. ⊓ ⊔
Classification of stacks of twisted modules.
One may consider coskeletal R-twisting data t = (X
as a kind of Cech cocycles attached to the covering q, with (3.5) playing the role of the cocycle condition. There is also a straightforward analogue to the notion of coboundary, given by Morita theorem as follows. Let u = (X
be another coskeletal R-twisting datum attached to the same covering q as t. Let us say that t and u differ by a coboundary if there exist a pair (E, e) where E is an invertible
, and e :
In this case, there is an R-equivalence
Note that R-equivalence classes of stacks of R-twisted modules are in oneto-one correspondence with this "cohomology". (The analogue correspondence appears in [32] for the case of bundle gerbes, and in [6] for general gerbes.) In fact, one checks that if t = (X
there exist refinements of coskeletal R-twisting data t ′ − → t and u ′ − → u such that t ′ and u ′ are attached to the same covering, and differ by a coboundary.
Operations in terms of twisting data.
Operations for stacks of twisted C-modules were described in [26] using twisting data. We give here a similar description for general twisted modules.
be an R-twisting datum on the topological space X. Its opposite is the R-twisting datum
, and a −1 is the inverse of the following chain of isomorphisms
where in the last isomorphism holds because L 12 is a flat A 1 -module locally of finite presentation.
and F ′ is a sheaf on X ′[r] , write for short
. The product of t and t ′ is the R-twisting datum on X 
the natural maps. The pull-back of t by f is the f
One checks that, for t and t ′ satisfying (3.8), there are two R-equivalences and one f −1 R-equivalence
Recall that a topological manifold X is a paracompact Hausdorff topological space locally homeomorphic to R n . In particular, X is locally compact. In the context of twisting data, the sheaf theoretical operations of Proposition 2.17 are easily described under the assumption that f : Y − → X is a morphism of topological manifolds, and X For example, let us describe the direct image functor f * . With the same notations as in (3.12), consider the Cartesian squares
Here, the first and last isomorphisms hold because the maps q [1] i 's are submersive (and hence so are the r [1] i 's), while the second isomorphism is due the fact that L is a flat A 1 -module locally of finite presentation, and hence locally a direct summand of a free A 1 -module of finite rank.
Complex powers of line bundles.
Let us discuss the example of twisting data attached to line bundles. Let X be a complex analytic manifold, and denote by O X its structural sheaf. Let π : F − → X be a line bundle, let q : Y = F \ X − → X be the associated principal C × -bundle obtained by removing the zero-section, and denote by F the sheaf of sections of π.
As in Example 3.4 (a2), consider the semisimplicial complex where X [r] is the (r + 1)-fold fibered product of Y . For λ ∈ C, one has a local system on X 
where p : X [1] − → C × is the map (x, y) → x/y, and Ct λ ⊂ O C × is the local system on C × generated by t λ . This defines a C X -twisting datum
where a is given by (c (x/y)
the subsheaf of O Y of λ-homogeneous functions, i.e. solutions of eu − λ, where eu is the infinitesimal generator of the action of C × on the fibers of q. It is a q −1 O X -module locally constant along the fibers of q, and there is a natural isomorphism m :
given by (c (x/y) λ , ϕ(y)) → c ϕ(x). This gives an object
The choice of sign is due to the fact that there is an isomorphism
given by ϕ → (x → ϕ(q(x))/x), with inverse ψ → (x → ψ(x) x).
Examples and applications
Giraud [14] uses gerbes to define the second cohomology of a sheaf of not necessarily commutative groups G, 15 and if G is abelian this provides a geometric description of the usual cohomology group H 2 (X; G). We consider here the case of a sheaf of commutative local rings R, and recall how R-equivalence classes of stacks of twisted R-modules are in one-to-one correspondence with H 2 (X; R × ). We also discuss the examples of stacks of twisted modules associated with inner forms of an R-algebra, considering in particular the case of Azumaya algebras and TDO-rings. As an application, we state a twisted version of an adjunction formula for sheaves and D-modules in the context of Radon-type integral transforms.
Twisted modules over commutative local rings.
Let R be a sheaf of commutative rings. With the terminology of Definition 3.2, an R-module is called invertible if it is invertible as R ⊗ R R op -module. Denote by Pic(R) the set of isomorphism classes of invertible R-modules, endowed with the abelian group law given by tensor product over R. This is called the Picard group of R. Proof. To an invertible R-module L, one associates the R-functor ϕ = L ⊗ R (·). To an R-equivalence ϕ of M to itself, one associates the invertible R-module L = Hom (id M , ϕ).
⊓ ⊔ Recall that a sheaf of commutative rings R is called local if for any U ⊂ X and any r ∈ R(U ) there exists an open covering {V i } i∈I of U such that for any i ∈ I either R/Rr = 0 or R/R(1 − r) = 0 on V i . Sheaves of commutative local rings are examples of Picard good rings.
In the rest of this section we assume that R is Picard good. Denote by R × the multiplicative group of invertible elements in R.
Proposition 4.3. (i) There is a group isomorphism
(ii) There is a group isomorphism Tw(R) ≃ H 2 (X; R × ).
Part (i) easily follows from the definition of Picard good. Part (ii) of the above proposition is proved as the analogue result for gerbes discussed e.g. in [5, §2.7] .
Recall that H 2 (X; R × ) is calculated using hypercoverings, and coincides with Cech cohomology if X is Hausdorff paracompact.
Definition 4.4. Let M be a stack of twisted R-modules. We say that F ∈ M(X) is a locally free twisted R-module of finite rank if there exists a covering {U i } i∈I of X, and R| Ui -equivalences ϕ i : M| Ui − → Mod(R| Ui ), such that ϕ i (F | Ui ) is a locally free R| Ui -module of finite rank. More generally, for an R-algebra A we will speak of locally free R-twisted A-modules of finite rank in Mod(A; M).
Note that if F is a locally free twisted R-module of finite rank, then for any R| U -equivalence ϕ : M| U − → Mod(R| U ), ϕ(F ) is a locally free R-module of finite rank. Note also that the rank of F is a well defined locally constant function. (iii) If M(X) has a locally free twisted R-module of rank n, then n-fold product
Proof. To a locally free twisted R-module L of rank 1 in M(X) one associates the R-equivalence L ⊗ R (·) : Mod(R) − → M. To an R-equivalence ϕ : Mod(R) − → M, one associates the locally free twisted R-module of rank one ϕ(R). This proves (i).
(ii) follows from (i). As for (iii), let F ∈ M(X) be a locally free twisted R-module of rank n. Then det F is a locally free twisted R-module of rank 1 in M ⊛n . ⊓ ⊔
Twisting by inner forms.
Let R be a Picard good sheaf of commutative rings, and let A be an R-algebra.
Denote by Aut R-alg (A) the sheaf of groups of automorphisms of A as an R-algebra, and by Inn (A) its normal subgroup of inner automorphisms, i.e. the image of the adjunction morphism ad : 
induces the exact sequence of pointed sets
If L is a locally free A-module of rank one, then γ(
, where M B is the stack of twisted R-modules described in the following proposition. 
Proof. Since B is an inner form of A, there exist an open covering {U i } i∈I of X, and isomorphisms θ i : The rest of the statement is a twisted version of Morita theorem. L B = ϕ(B) is a locally free R-twisted A-module of rank one in Mod(A; M B ) which inherits a compatible B op -module structure by that of B itself, and is such that B ≃ End A op (L * A B ). ⊓ ⊔
Azumaya algebras.
We consider here modules over Azumaya algebras as natural examples of twisted R-modules. Refer to [14, 13] for more details. See also [8, 11] , where a twisted version of the Fourier-Mukai transform is discussed, and [16] , for applications to mathematical physics.
In this section we assume that R is a sheaf of commutative local rings on X.
Definition 4.8. An Azumaya R-algebra 16 is an R-algebra locally isomorphic to the endomorphism algebra of a locally free R-module of finite rank. If the rank of such modules is constant and equal to n, then one says that the Azumaya R-algebra has rank n 2 .
If F is a locally free R-module of finite rank, then R and End R (F ) are Morita equivalent. This is a basic example of Morita equivalence, and is proved by noticing that F itself is an invertible R ⊗ R End R (F )
op -module (in fact, one has natural isomorphisms F * ⊗ R F ≃ End R (F ) and F ⊗ End 
Set GL n (R) = M n (R) × , and P GL n (R) = GL n (R)/R × . Then the set of Ralgebra isomorphism classes of Azumaya R-algebras of rank n 2 is isomorphic to H 1 (X; P GL n (R)).
Proposition 4.10. Let A be an Azumaya R-algebra of rank n 2 . Then Mod(A) ≈ M A is a stack of twisted R-modules, and there exists a locally free twisted R- 16 The definition that we give here is good for the analytic topology, or for theétale topology. With this definition, if A is an Azumaya R-algebra, then the morphism of R-algebras
given by a ⊗b → (c → acb) is an isomorphism. For algebraic manifolds with the Zariski topology, it is this property which is sometimes used to define Azumaya R-algebras when R is the sheaf of rings of regular functions.
Proof. By Proposition 4.7 there exists a stack of twisted R-modules M A , and an R-equivalence
The functor R n ⊗ Mn(R) (·) gives an R-equivalence Mod(M n (R)) − → Mod(R). By (2.6), this induces an R-equivalence
Since A is locally isomorphic to M n (R), ψ(ϕ(A)) is locally isomorphic to R n . Set
With these notations, (4.1) and (4.2) read
and
respectively. If F is a locally free R-module of rank n, then
. One says that two Azumaya R-algebras A and A ′ are equivalent if there exist two locally free (non twisted) R-modules of finite rank F and F ′ such that
Lemma 4.11. Two Azumaya R-algebras are equivalent if and only if they are Morita R-equivalent.
Proof. Since End R (F ) and R are Morita equivalent, so are A ⊗ R End R (F ) and A by (2.6). On the other hand, if A and A ′ are Morita equivalent, then there is an R-equivalence ϕ : . Denote by Br(R) the set of equivalence classes of Azumaya R-algebras endowed with this abelian group law, which is called Brauer group of R. By the Skolem-Noether theorem one has a group isomorphism
The limit of the maps δ n in (4.3) gives a group homomorphism
Proposition 4.12. The homomorphism δ is injective, and its image is contained in the torsion part of Tw(R).
Proof. Let A be an Azumaya R-algebra of rank n 2 . Let F A be the locally free twisted R module of rank n in Mod ( Rings of twisted differential operators (TDO-rings for short) were introduced in a representation theoretical context in [3, 4] . Modules over TDO-rings provide another example of twisted modules, and we recall here these facts following the presentation in [18] (see also [27] ). Since we deal with complex analytic manifolds, as opposed to algebraic varieties, many arguments are simpler than in loc. cit.
Let X be a complex analytic manifold, and denote by O X its structural sheaf of holomorphic functions. Recall that an O X -ring is a C-algebra A endowed with a morphism of C-algebras β : O X − → A. Morphisms of O X -rings are morphisms of C-algebras compatible with β.
Denote by D X the sheaf of differential operators on X. Recall that D X is a simple O X -ring with center C X . Definition 4.13. A TDO-ring on X, short for ring of twisted differential operators, is an O X -ring locally isomorphic to D X as O X -ring.
A TDO-ring A has a natural increasing exhaustive filtration defined by induction by
and that the associated graded algebra GA is naturally isomorphic to S OX (Θ X ), the symmetric algebra of vector fields over O X . gives a group isomorphism Inn (A) ≃ dO X . This proves the second isomorphism.
To prove the first, note that any O X -ring automorphism ϕ of A preserves the filtration. Let ω ∈ dO X , P ∈ F 1 A, and denote by σ 1 (P ) ∈ Θ X its symbol of order one. Then P → P + σ 1 (P ), ω extends uniquely to an O X -ring automorphism of A. On the other hand, to an O X -ring automorphism ϕ of A one associates the closed form θ → ϕ(θ) −θ, whereθ ∈ F 1 (A) is such that σ 1 (θ) = θ. ⊓ ⊔ Let F be a locally free O X -module of rank one, and set F * = Hom OX (F , O X ). Then the basic example of TDO-ring is given by
where (s⊗P ⊗s * )·(t⊗Q⊗t * ) = s⊗P t, s * Q⊗t * . Equivalently, D F is the sheaf of differential endomorphisms of F , i.e. C-endomorphisms ϕ such that for any s ∈ F there exists P ∈ D X with ϕ(as) = P (a)s for any a ∈ O X . More generally, for λ ∈ C one has the TDO-ring
where F λ was described in Section 3.6. By definition, sections of D F λ are locally of the form s λ ⊗ P ⊗ s −λ , where s is a nowhere vanishing local section of F , with the gluing condition s λ ⊗P ⊗s −λ = t λ ⊗Q ⊗t −λ if and only if Q = (s/t) λ P (s/t) −λ . This is independent from the choice of a branch for the ramified function s λ . 
Moreover, if F is a locally free twisted O X -module of rank one, then
where f * F = O Y ⊗ f −1 OX f −1 F . Let f : Y − → X be a morphism of complex analytic manifolds, and A a TDOring on X. Consider the transfer modules
, Ω * X denoting the dual Hom OX (Ω X , O X ) of Ω X . Note that if F is a locally free twisted O X -module of rank one, then 
The usual formulas, like base-change or projection formula, hold. Moreover, all local notions like those of coherent module, of characteristic variety, or of regular holonomic module, still make sense.
We will also consider the functor
Twisted adjunction formula.
An adjunction formula for sheaves and D-modules in the context of Radon-type integral transforms was established in [10] . We briefly explain here how such formula generalizes to the twisted case. Note that a twisted adjunction formula for Poisson-type integral transforms was established in [26] , where the group action and the topology of functional spaces are also taken into account.
Let X and Y be complex analytic manifolds, M a stack of twisted C X -modules, N a stack of twisted C Y -modules, A a TDO-ring on X, and B a TDO-ring on Y . We do not give here the proof, which follows the same lines as the one for the non-twisted case given in [10, 23] .
