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ABSTRACT 
We introduce a new application of p-cyclic iterations, for arbitrary p > 2. The 
block SOR method for the computation of the steady state-distribution of finite 
Markov chains that possess p-cyclic infinitesimal generators is considered. It is shown 
that convergence, in a sense more general than the usual, may be obtained even if the 
SOR iteration violates the usual conditions for semiconvergence. Necessary and 
*Work partially supported by the Alexander S. Onassis Foundation under contract group-K- 
39/1988-89. 
‘Research supported by the U.S. Air Force under grants AFOSR-88-0285 and AFOSR-91- 
0163. 
‘Research supported by NSF grant DDM 89-06248. 
LINEAR ALGEBRA AND ITS APPLICATIONS 154-156:145-223 (1991) 
0 Elsevier Science Publishing Co., Inc., 1991 
145 
655 Avenue of the Americas, New York, NY 10010 0024-3795/91/$3.50 
146 KIMON KONTOVASILIS ET AL. 
sufficient conditions for convergence in this extended sense are derived. They are 
then applied in the case where the pth power of the associated Jacobi matrix of the 
system to be solved possesses only nonnegative eigenvalues. Exact convergence 
intervals and the optimal w-values are derived for this case. In addition to the “usual” 
optimal w in the interval (1, p/(p - l)), other w-values that yield convergence in the 
extended sense are found to achieve the same optimal convergence rate. Numerical 
tests indicate that small perturbations of w around the optimal value affect the 
convergence factor much less if these newly introduced optimal o-values are used. 
1. INTRODUCTION 
Block iterative methods are particularly suitable for the solution of large 
and sparse systems of linear equations having matrices that possess a special 
structure. Here we consider block SOR. Given the system of equations 
Ax=b, AE%“~~, x,bE!Jln, (1) 
and the usual block decomposition 
A=D-L-U, (2) 
where D, L, and U are block diagonal, lower triangular, and upper triangular 
matrices respectively and D is nonsingular, the block SOR method for any 
w # 0 is defined as 
DX(“‘) = Dx’“- l) + w( Lx(m) _ Dx’“- 1) + ux’“- 1) + b), m=1,2,.... 
(3) 
The method can be equivalently described as 
where 
x(m) = dWx’“- 1) + C, m = 1,2 >...> 
&=(D-oL)-‘[(l-w)D+wU] (5) 
(4) 
and 
c=w(D-wL)-‘b. (6) 
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It is well known that, for general nonsingular systems cl), SOR converges 
iff p(dm) < 1. The associated convergence factor is then ~(-8”). Very little is 
known about how the parameter w affects the convergence of general 
systems, For the special but important case of “matrices with property A,” 
Young [2I] was able to obtain the optimum w-value mopt, and the result was 
generalized by Varga [18, 191 for systems that have an associated block Jacobi 
matrix J that is weakly cyclic of index p. 
DEFINITION 1.1. The matrix J is weakly cyclic of index ;p if there exists 
a permutation matrix P such that PJPT has the form 
IO 0 ... 0 B,' 
B, 0 **a 0 0 
. . . . (7) . . . . 
0 (j . . . 0 
\ BP I 
where the null diagonal blocks are square. 
When J is already in the form (7) it is called consistently ordered. 
For such matrices Varga proved the important relationship 
(A + w - 1)” = Ap-‘wq_L~ (8) 
between the eigenvalues /_L of J and A of dU. Assuming further that all 
eigenvalues of JP satisfy 0 < /.LP Q p(JP) < 1, he showed that the optimum 
w-value ~,ri is the unique positive solution of the equation 
[P(l)~lp=Pp(P-l)l-p(~--l) (9) 
in the interval (1, p/(p - 1)). This m,rt yields a convergence factor equal to 
Similar results have been obtained for particular cases where the eigenvalues 
of Jp are nonpositive, i.e. - p/(p -2) < - p(J)p < /-Lr =G 0 t3, 11, 12, 151. 
Wild and Ni,ethammer took a more generic approach in examining the 
same problem. They showed [20] that the convergence of SOR and the 
optimal convergence factor can be determined by examining if the eigenval- 
ues of J lie inside the subset of the complex plane which is bounded by 
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some hypocloidal curve. This approach permitted them to rederive the 
results on ~,rr mentioned above, as well as exact convergence intervals. The 
work discussed in this paper follows this same approach. Furthermore, 
Eiermann, Niethammer, and Ruttan [6] extended the work of Wild and 
Niethammer [20] by treating the case when Jp has both positive and 
negative eigenvalues. Also, Pierce, Hadjidimos, and Plemmons [14] showed 
that, for the cases where Jp contains only real eigenvalues having the same 
sign, a repartitioning of the matrix A that reduces the index p will improve 
the convergence factor, that is, a repartitioning that yields 2-cyclic matrices is 
always superior to the original partitioning with p > 2. 
All mentioned results consider non-singular systems of equations of the 
form (1). Hadjidimos [8] examined the singular case [det A = 0 and b E 
S’(A)]. Under the assumptions that J is weakly cyclic of index p, that the 
eigenvalues of Jp are nonnegative with p( J> = 1, and that j has a simple 
unit eigenvalue, he proved, among other results, that mopt is the unique root 
of (9) (in the same interval as in the nonsingular case), where p(J) has to be 
replaced by p’(J), th e maximum of the moduli of the eigenvalues of J 
excluding those of modulus 1, viz. p’( J> E max{]hl; A E a(J), IAl # l}. 
We are interested in using block SOR to compute the stationary probabil- 
ity distribution of an irreducible Markov chain with infinitesimal generator 
that is p-cyclic. (The p-cyclic form is defined in (13).) That is, we are 
interested in solving the homogenous system of equations 
rrQ=O 
subject to the normalizing condition 
IMll = 1, 
where we assume that Q has a p-cyclic normal form 
Q Ql,z 0 **- 0 1,1 
I: : : 
0 
0 92.2 Qw . . . 0 0 
I (j 0 (j . . . Q,-;,,-I Q,:,., 
(13) 
Q P.1 0 0 ... 0 / 
where the subblocks Qi,i, i = 1,. . . , p, are square and nonsingular. We are 
motivated in this study by the fact that infinitesimal generators coming from 
models of closed queueing networks with blocking, even those containing 
(11) 
(12) 
\ 
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feedback connections, have a p-cyclic form (13) with the diagonal blocks 
being diagonal matrices [171, and the parameter p may be arbitrarily large, 
depending on the configuration of the network. Following an idea of Courtois 
and Semal [5], we show that, although the parameter w may be chosen in a 
way such that &‘m violates the conditions for semiconvergence, SOR “con- 
verges” to a vector that has subvectors parallel to the corresponding subvec- 
tors of the stationary probability vector r. It is straightforward to apply an 
aggregation procedure described in Section 7 to compute the actual weights 
that should multiply the subvectors that SOR has produced. We derive 
conditions for the convergence of SOR in this extended sense. We then apply 
these conditions to find the exact convergence intervals for the case where 
the pth power of the block J acobi matrix J which is associated with the 
system (11) possesses nonnegative eigenvalues only. The optimal w-values 
are determined as well. New w-values that give convergence in the extended 
sense, along with the “usual” optimal w in (1, p/(p - 1)) (see [S]>, are found 
to achieve the optimal convergence factor. Numerical tests indicate that 
perturbations of w around the optimal value affect the convergence rate 
much less if these new optimal values are used. 
The organization of the paper is as follows. In Section 2 we show that the 
Jacobi matrix J associated with the system (111, when the matrix Q is of 
the form (I3), is similar to a cyclic stochastic matrix, and we explore the 
consequences of this for the eigensystem of J. In Section 3, by exploiting an 
idea of Gutknecht et al. [7] which has also been by Wild and Niethammer 
[ZO], we introduce a p-step iterative method which employs ] and whose 
convergence is closely related to the SOR convergence. The relations of the 
eigensystems of the Jacobi matrix J, the iteration matrix of the p-step 
method, and d” are explored, and these relations lead to the introduction of 
the new sense of convergence and the derivation of necessary and sufficient 
conditions for convergence of this kind. Section 4 then develops the mathe- 
matical tools that are needed in order to determine if the convergence 
conditions are satisfied for some particular o-value. These tools are used in 
Section 5 to derive the exact convergence intervals for the case of Jr having 
only nonnegative eigenvalues. The same techniques can be used to deal with 
other assumptions about the spectrum of JP. In Section 6 we use the same 
tools to find the optimal w-values for the same use. Section 7 describes the 
aggregation procedure mentioned above. Section 8 discusses a class of 
example models, derived from open queueing network modeling, possessing 
p-cyclic infinitesimal generators. In the same section, we discuss numerical 
results obtained by the application of block SOR to solve such models. The 
insensitivity of the convergence factor around the newly introduced optimal 
values is also discussed. Finally, in Section 9, we summarize the findings of 
the paper and explore directions for future work. 
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2. p-CYCLIC MARKOV CHAINS 
Assume an irreducible and aperiodic Markov chain that possesses an 
infinitesimal generator Q of the form (13). We point out that such Markov 
chains do exist for arbitrary p > 2. See Section 8 for a class of examples 
derived from queueing network modeling. Assume also the partition 
Q=fj-&& (14) 
where fi, t, and 6 are block diagonal, strictly lower triangular, and strictly 
upper triangular matrices respectively. Then, the matrix 
j= &:@ + i’) (15) 
is an irreducible cyclic stochastic matrix with period p. (We use the term 
“period’ for “index” in the remainder of the paper.) Indeed, since - Q is 
a singular M-matrix, it follows that - eii, i = 1,. . . ,p, are nonsingular 
M-matrices [2, p. 156, Theorem 4.161 and therefore *- c$’ exist and are 
strictly positive [2, p. 141, Theorem 2.71. Since -(L + U) is nonnegative 
(as the nondiagonal part of an infinitesimal generator), we conclude that j= 
fi-‘(t + 6) is nonnegative. Furthermore, since Q is an infinitesimal genera- 
tor, Qe = 0, where e is a column vector of all ones. By Equations (14) and 
(15) we immediately get that 
je = S-l(L + ir)e = e, 
which, along with the nonnegativity, proves that 1 is a stochastic matrix. The 
irreducibility comes from the fact that - Q is an irreducible M-matrix [2, 
Theorems 4.16 and 4.121. Lastly, observe that, by construction j is cyclic. 
The period is p, for otherwise some of the blocks in j could be partitioned 
further, or equivalently Q would be k-cyclic for some k > p. 
We now state the problem (11) in the form (1) as 
QTx=O, ’ IlXlll = 1, (16) 
where x = ?yr. Let QT be partitioned as in (2). Obviously, referring to (141, 
D = dT, L = CT, and U = LT. The block Jacobi matrix associated with the 
system (16) is 
J= D-‘(L+U). (17) 
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The correspondence between the matrices into which j is partitioned and 
those of the partition of ] gives 
J=D-'jTD. 
We can now state 
THEOREM 2.1. The block Jacobi matrix (17) associated with the system 
(161, where Q is of th e arm (IS), is similar to the transpose of an irreducible f 
and periodic stochastic matrix with period p. 
Notice that J is, by construction, cyclic of the form (7). 
By Theorem 2.1 and by application of Romanovski’s theorem [19, Theo- 
rem 2.41 we conclude that the pth roots of unity 
pk = ei2kr/p, k=0,1 ,...,p-1, (18) 
are eigenvalues of J with multiplicity one. Furthermore, all nonzero eigen- 
values of J appear in p-tuples, each member of a tuple having the same 
multiphcity, that is, if p E a(J) \ (O} then p& E a(J), k = 1,. . . , p - 1, with 
the same multiplicity as p. We will call all CL&, k = 0,. . . , p - 1, eigenvalues 
of the same cyclic class of J. 
The interrelation among the eigenvectors of an irreducible and cyclic 
stochastic matrix corresponding to eigenvalues of the same cyclic class was 
observed by Courtois and Semal, who proved a theorem, an immediate 
generalization of which we now state [5, Theorem 11: 
THEOREM 2.2. Let T T be of the fxm (7), similar to a cyclic stochastic 
matrix with period p. Let also JI=(Q1,..., e,) be a leji eigenvector associ- 
ated with the eigenvalue p z 0 of T, where the partitioning of JI into 
subvectors is conformal with the partition of T into blocks. Then, a corre- 
sponding left eigenvector of T associated with the eigenvalue p(k) = j.&pk, 
k=l , . . . , p - 1, where Pk is defined by (18), is (up to a single multilplicative 
constant) 
The (trivial) extension lies in the fact that Courtois and Semal were 
interested in proving the theorem only for the dominant eigenvalue /.L = 1. 
The same proof, however, remains valid for any I_L # 0. For the proof see [5]. 
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Observe that, since J is of the form (71, by Theorem 2.1 we deduce the 
validity of Theorem 2.2 for the right eigenvectors of a cyclic class of J. 
The fact that the subvectors of the eigenvectors corresponding to the 
eigenvalues within the same class remain unchanged will prove to be of 
crucial importance for the determination of the convergence of the SOR 
method. One more thing is also worth noting. While here we are examining 
the application of block SOR to solve continuous Markov chain problems of 
the form (11) [or the equivalent system (1611 with infinitesimal generator Q 
of the form (I3), the results apply to discrete Markov chain problems with a 
transition probability matrix P cyclic with period p. Indeed, in this latter 
case, the problem to be solved is 
?rP=Tr, Il~lll = 1, 
or, equivalently, 
(I- PT)d=O, Ildl = 1. 
It is immediate that, P being a cyclic stochastic matrix with transpose of the 
form (7), the corresponding homogeneous problem has a matrix that is of the 
form (13) and the associated Jacobi matrix is PT. Therefore, all the results of 
the paper carry over, simply by replacing J with PT. 
3. THE p-STEP ITERATION AND CONDITIONS FOR SOR 
CONVERGENCE 
The SOR iteration (4) was observed by Gutknecht (see Gutknecht, 
Niethammer, and Varga [7]) to be related to the following simpler iteration 
when the block Jacobi matrix that is associated with the system (1) has the 
form (7). We introduce the p-step relaxation 
x(m)=wJx(m-l)+(l_O)X(m-P)+OC’, m > P, (19) 
where 
J= D-‘(L+u) 
is the Jacobi matrix associated with the system (1) with the splitting (2) 
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imposed, and 
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c’ = D-lb. (26) 
Let now the iterates xCm) = (x(lm), . , . , x’,“)) be partitioned conformally with the 
partition of J. (Here and below we use the notation for a vector and its 
transpose loosely.) By considering successive block equations arising from 
consecutive iterations of the p-step method, it is immediate that 
xy = wB,x(,m-‘1 + (1 - c0)Xp-P) + oc;, 
X(m+P-‘) = 
P 
oB X(m+P--e) + (I- w)xy) + WC;, 
P p-1 
If, on the other hand, we apply one SOR iteration to the vector 
Y (m-l)= (x(lm-P),X(Z)n-P+l) ).‘.) Xyl))T’ 
we get 
that is, the block components, after one SOR step is applied to yCm-‘), are 
exactly the same as if a whole sweep (21) ( involving p iterations) of the 
p-step relaxation (19) were applied. We therefore see that, in the case where 
b (and c’) are nonvanishing, SOR converges exactly when the p-step 
iteration converges, and SOR is p times faster. This is not necessarily true in 
our case. The system (16) that we wish to solve is a homogeneous system 
with a coefficient matrix of order rr with rank rz - 1. The solution of (16) is 
thus specified up to a multiplicative constant. The successive SOR iterates 
yCm-‘) and y (m+p-l) that we used above were composed of subvectors 
coming from previous successive iterates of the p-step iteration. If these 
iterates carry different multiplicative constants, then SOR may converge to 
the true solution, while the p-step iteration may “converge” to a vector 
composed of subvectors parallel to the solution, but multiplied with different 
factors, so that the whole p-step solution is not parallel to the solution of 
(16). This behavior indicates signs of cyclicity of the p-step iteration that are 
not shared by SOR. We now proceed to make this discussion more concrete 
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by examining the eigensystems of the iteration matrices associated with the 
p-step iteration and with SOR. 
The p-step relaxation can be transformed to an equivalent first-order 
relaxation (see Gutknecht, Niethammer, and Varga [7]) 
,(,n) = T&‘-l) + wc”, m=p,p+l,..., (22) 
where 
sJ”“~r(m) =(X(~~),X(m-l),...,X(m--lJ+l))T 
with the subvectors xCi) being employed in the iteration (191, 
tR"P 3 C~~=(C~,O,...,O)T 
(23) 
with c’ as in (201, and 
(, WJ 0 0 ... 0 (1-0)Z 
I 0 0 ... 0 0 
0 z 0 ... 0 0 
. . . 
. . . 
0 (j (j . . . ; 0 
\ 
(24) 
I 
with I being the identity matrix of dimension n. Since we are interested in 
solving theshomogeneous problem (161, both method (4) and (22) reduce to 
the power method applied to the relevant iteration matrix [i.e., the vectors b 
in (l), c in (4), and c” in (22) are all zero vectors]. In view of Theorem 2.2, 
we seek to relate the eigensystems of -tZ, and T with the eigensystem of J. 
The next two theorems perform this task. 
THEOREM 3.1 (See also [201X The eigenvalues of T are the np zeros of 
the n polynomials fwJh) = AP - opjhP-’ -cl- 01, j = 1,. . . ,n, where pj, 
j=l , . . . , n, are the n eigenvalues of J. Furthermore, af hj,k is the k th root of 
f,,,,(h), then the corresponding right eigenvector of T is (up to a single 
multiplicative constant) 
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where ej is a right eigenvector of J associated with the eigenvolue pj, i.e., 
JJlj = Pj+j’ 
Proof. Let A be an eigenvalue of T, and z = (z,, . . . ,z,Y be an associ- 
ated eigenvector. Then 
Tz = AZ, 
or, by considering (24) 
w Jzl + (1 - w)z, = AZ, 
and 
zi = AZ,+,, i=l ,...,p-1. 
We therefore get that 
zi = AP-‘z,, i=l ,..., P, (25) 
and that 
or 
Jz, = 
AP-(l-m) 
WAP-’ %. 
This last relation yields that zP is a right eigenvector of J corresponding to 
some eigenvalue p j. Therefore, 
AP-(1-u) 
Pj= 
wAP-' ' 
which immediately leads to f,,,,(A) = 0. By using (25) we complete the 
proof. n 
The connection between the SOR iterations (4) and the p-step relaxation 
(22) is further illuminated by the next theorem. 
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THEOREM 3.2. Zf A is an eigenvalue of T, then hr is an eigenvalue of 
dU. Furthermore, if ~~ is the eigenvalue of J to which h is related to by 
Theorem 3.1, then the right eigenvector of dW corresponding to the eigen- 
value AP is (up to a multiplicative constant) *’ = (JI1, A$,, . . .,Ap-‘JIJT, 
where JI=(~J~,~~~,...,JI,) T is a right eigenvector of J corresponding to the 
eigenvalue t.~~ and where the partition of vectors into subvectors is conformal 
with the partition of J into blocks. 
Proof. We just need to prove that 
_zQ#’ = PJI’. 
Let, therefore, 
y=_..QJ’. 
By using (51, we get that 
(D-wL)y=[(l-w)D+ou]~', 
or 
(z-wD-'L)y=[(1-o)z+oD-'u]qi, 
and by (17) and (7), it follows that 
y,=( l-o)JI1+WhP-'BIIpp 
and 
yi=wBiyi_l+(l-o)A”-‘*i, i = 2,...,p. 
But since JN) = ~_L~JI, we have that 
B,*r, = PjJI1 
and 
B,$i-l= PjJli, i = 2, . I.7 P, 
(26) 
(27) 
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157 
which, in view of f,,,,(h) = 0, gives 
By using (27) we inductively get 
yi = A p+i-l*i = Ape;, i = 2,...,p, 
which gives us the desired result. H 
Theorem 3.2 seems to contradict the fact that there are np eigenvalues of 
T, while 2, is only of order n. Notice, however, that if AHj is the set of the 
p eigenvalues of T corresponding to the eigenvalue /.L~ of J, viz. 
then the set of the p eigenvalues of T corresponding to some other 
eigenvalue of J in the same cyclic class with pj [namely pjPk, with Pk as in 
(1813 is 
A P,& = (~(f~,+~,#) = 0) = (AP,IA l ‘d k=l ,...,p-1. 
It is now immediate that if A’ E Apj and A” E Ap,ipk then (Xjp = (A”jp. In 
other words, the p eigenvalues of J in the same cyclic class produce [via the 
roots of the polynomials fo,+$A), k = 0,. . ., p -11 only p and not p2 
eigenvalues of dU. By using Theorems 2.2 and 3.2, one also sees that the 
corresponding eigenvectors coincide as they should. 
The previous observations reveal that, just by examining the roots of 
f,,,,(A), we can determine the eigenvalues of -t’, associated with all pj&, 
where k =O,..., p - 1. The roots of f,,,(A) are of particular importance, 
since, as Theorems 3.2 and 2.2 dictate, the eigenvectors of the p eigenvalues 
of _z$ that are equal to the pth powers of these roots will have subvectors 
parallel to the corresponding subvectors of the Perron eigenvector of J, 
which is the solution of the system (16) that we wish to compute. We 
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therefore proceed to develop some notation that will allow us to describe the 
properties of these roots. 
Let us define a(o) as 
a(w) = m={lAllf,,,(A) = O), (28) 
that is, the maximum modulus of any eigenvalue of the p-step iteration 
matrix that is associated with the unit eigenvalue of J. Notice that (Y(O) > 1 
Vw, since, trivially, f,Jl) = 0 Vw. 
Let also 6(w) be the maximum modulus among the moduli of all 
eigenvalues of T that correspond to all eigenvalues of J, excluding those 
eigenvalues of J that belong to the same cyclic class with the unit eigen- 
value, viz. 
6(w) = max(lAllf,,p( A) = 0, P E a(J), lPl< l). (29) 
Finally, let d(o) be 
~(0)={Alf,,l(A)=O,IAl=cr(w)}, (30) 
that is, the set of all eigenvalues of T which correspond to the unit 
eigenvalue of J and have the maximum modulus a(w). By the definition of 
a(w) in (28), it is immediate that I&(o>l, th e cardinality of d(w), is greater 
than or equal to one. 
Recall now that, taking into account the fact that 1 E a(Jm) VW, the usual 
conditions for semiconvergence (see e.g. [2]> become: 
Al. p(c.z$> = 1. 
A,% All elementary divisors associated with the unit eigenvalue are 
linear, i.e., ranHI - J-l= rank(Z - -t’,>“. 
A3. If A E ~(1~) with IAl = 1, then A = 1. 
In the light of the previous definitions these become: 
Bl. a(w) = 1 and a(o) < a(w). 
B2. 1 is a simple root of f,,,(A) = 0. 
B3. j&(w)1 = 1. 
Condition Bl is equivalent to condition Al. Since the eigenvalue 1 of _& 
will be associated with a single eigenvector (by Theorems 3.2 and 2.21, B2 is 
equivalent to A2 Finally, condition B3, along with the second part of Bl, 
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guarantees that there is no other eigenvalue of dm having modulus one. It 
is therefore equivalent to A3. 
It is evident now that the SOR method will converge to the solution of 
the system (16) for exactly those w values that satisfy conditions Bl-B3. 
Consider, however, the following set of (more relaxed) constraints: 
Cl. 6(w) < a(w). 
C2. If A E LX’(O), then A is a simple root of f,,,(h) = 0, or else it is a 
multiple root, but the principle vectors associated with the Jordan block of 
_& corresponding to the eigenvalue h P have subvectors parallel to the 
corresponding subvectors of the Perron eigenvector of J. 
Obviously, the set of values for the parameter o that satisfies conditions 
Bl-B3 is a subset of the set that satisfies Cl-C2. Assume now that, for some 
specific w, conditions Cl-C2 are satisfied while Bl-B3 are not. Then, there 
are some (maybe more than one) eigenvalues of /m that have modulus 
o(w)P > 1, the maximum among the moduli of all eigenvalues of _z$. Since 
condition ~2 is satisfied, either all such eigenvalues have multiplicity one, or 
the corresponding principle vectors (remember, there is only one eigenvector 
associated with AP) have subvectors parallel to the desired solution. There- 
fore, SOR will converge to a linear combination of the eigenvectors (or 
eigenvectors and principle vectors) associated with these eigenvalues. 
Theorem 3.2, in conjunction with Theorem 2.2, assures that this linear com- 
bination will maintain subvectors that are parallel to the corresponding 
subvectors of the stationary probability vector. If we apply the simple 
aggregation step that is described in Section 7, we can retrieve the desired 
solution. 
It is easy to see that conditions Cl-C2 are necessary for the subvectors 
to be parallel to the subvectors of the solution of (16). We postpone until the 
next section the proof that condition C2 holds for any w E 9 \ (0) and is 
therefore redundant. Hence, we can state 
THEOREM 3.3. The SOR method converges to a vector that has subvec- 
tors parallel to the corresponding subvectors of the solution of the system (16) 
if and only if the parameter o is chosen such that condition Cl is satisfied. 
The partition of all vectors into subvectors is meant to be conformal with the 
partition of the corresponding block Jacobi matrix J into blocks. In case of 
convergence, the associated convergence factor is [rY(~)/a(w)]~. The SOR 
method converges, in the standard sense, if and only if conditions Bl-B3 are 
satisfied. 
We wish to stress that, for an o-value that satisfies conditions Cl-C2 but 
does not satisfy Bl-B3, SOR does not converge in the standard sense. The 
SOR relaxations converge to a vector that is dzfirent from the solution of 
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(16). It happens, though, that the desired solution can be trivially obtained, 
given the vector to which SOR converges. In this sense, the method 
converges to the desired solution. Any reference to convergence in the 
sequel, unless explicitly stated otherwise, is to be understood as convergence 
with this extended sense. 
Note also that since we relaxed condition Bl to condition Cl, we do not 
need to insist on p(.&) = 1. In particular, we do not have to impose the 
restriction 0 < o < 2. Any value of w E 8l that satisfies conditions Cl-C2 
will assure convergence. However, the restriction w # 0 remains, for other- 
wise SOR degenerates to a null iteration. In the following sections we are 
going to study the convergence of the SOR method in the light of conditions 
Cl-C2. Cases where the more restrictive conditions Bl-B3 are satisfied 
(and SOR converges in the standard sense) will be pointed out. The value 
o = 2 will, however, be excluded from this study. This is because, as is easy 
to see, the roots of f,,,(h) are p with multiplicity one and 0 with multiplicity 
p-l. 
It is therefore immediate that the block Gauss-Seidel converges (in the 
standard sense) and the associated convergence factor is p(J)“, where p(J) 
is the maximum modulus among the moduli of the eigenvalues of J, 
excluding the eigenvalues belonging to the same cyclic class with the unit 
eigenvalue. It is worth noting that, as Theorem 3.2 dictates, the Gauss-Seidel 
iteration matrix is not cyclic, although the Jacobi matrix is cyclic. 
4. TOOLS FOR INVESTIGATING THE CONVERGENCE OF SOR 
As became apparent in Section 3, the SOR relaxations converge exactly 
when conditions Cl-C2 are satisfied. Here we build tools that will help 
determine the validity of these conditions for different values of the parame- 
ter o. It turns out that condition C2 holds for all real w-values (besides the 
exceptional value 0). The following two theorems determine the quantity 
(Y(W) for different w-ranges. 
THEOREM 4.1. lf o > 0, then: 
(a) 1’ w < p/(p - 11, then a(w) = 1 and d(w) = (1). Zf w < p/(p - 11, 
then f,, ,(A) has 1 as a simple root. Zf p = p/(p - 11, then 1 is a double root. 
(b) If w > p/(p - 11, then a(w) = y(w) > 1 and L&W) = {-y(wk where 
y(o) is the unique simple positive root of f,.,(h) in the interval 
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(w( p - 1)/p, 0). Furthermore, the relation 
p-l p 
( I -6.l >(p-l)(w-1) P (31) 
holds. 
The proof is in Appendix A. 
Notice that when OJ = p/(p -l), the dominant root 1 is double and it is 
not immediate that condition C2 holds. Later on in this section, it is shown 
that condition C2 is satisfied for this w-value as well. Note also that if we 
want to restrict ourselves to convergence in the usual sense, only values of w 
in the range (O,p/(p -1)) are candidates, something consistent with the 
already known results (e.g. [S]). Th e next theorem investigates negative 
values of w. 
THEOREM 4.2. If w < 0, then: 
(a) Zf p is even, then (Y(W) = - y(w) > 1 and S’(O) = {y(o)}, where 
y(w) is the unique simple negative root of f,,,(A) in [o - 1, - (1 - to)l”). 
(b) Zf p is odd, then let w* be the unique negative root of 
p-l p 
g(x)= x- 
i 1 P -(p-1)(x-l) (32) 
in [ - p, - p/(p - 1)). Then: 
(i) Zf o < w* < - p/(p -0, then a(w) = - y(o) > 1 and U’(O) = {y(w)), 
where y(o) is the unique simple negative root of f,,,(A) in the interval 
(o,((p-l)/p)o). The relation 
p-l lJ 
( i -0 <(p-1)(0-1) P (33) 
holds. 
(ii) If w = w*, then y(o* I= ((p - l)/ p) w* and the root y(w*) is double. 
(iii) If w > o*, then let t* be the unique solution of 
(34) 
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in (cos(~/p),l), h w ere U,,_,(t) and U,_,(t) are the Chebyshev polynomi- 
als of the second kind, of degrees p - 1 and p -2 respectively. Let also 
y”(o) = -(l-o)Up_&*) < -(l-w). (35) 
Then a(w) = IY(W)~, 
&co) = {y(w)ejcos-‘t*, _ y(0)ejCoS-+t*)), 
and the roots in ZZ’(O> are simple. Furthermore, the relation 
p-l p 
i 1 -0 >(p-1)(0-l) P (36) 
holds. 
The proof is in Appendix B. Notice that, since for w < 0 we always have 
cy(o) > 1, no negative values for the parameter o may be candidates for 
convergence in the standard sense. 
From Theorems 4.1 and 4.2, it is immediate that condition C2 of Section 
3 is satisfied by all real values for the parameter w, except for o = p /( p - 1) 
and, if p is odd, for o = w*, with w* as in Theorem 4.2. These two o-values 
make f,,,(h) have a double dominant root. Since there is a single eigenvec- 
tor associated with the eigenvalue 1 [ yP(o*) for w = o* ] of &, there is a 
Jordan block of size 2 associated with this eigenvalue. The next theorem 
assures us that the principal vector associated with this eigenvalue has 
subvectors parallel to the solution vector. Thus, condition C2 is still satisfied, 
and convergence in the extended sense is guaranteed for these w-values as 
well. 
THEOREM 4.3. When the block SOR is employed on the system (16) with 
w equal to p /(p - 1) or (for odd p> to w*, the principal vector associated 
with the Jordan block (of size 2) of the dominant eigenvalue of dm has 
subvectors parallel to the corresponding subvectors of the Perron eigenvector 
of the associated block Jacobi matrix J. 
The proof is in Appendix C. 
Having determined the parameter a(w) as a function of w, we now 
describe a tool that will be of help in deciding about the validity of condition 
Cl for some given w. In this task we follow Wild and Niethammer [20]. For 
condition Cl to be valid, for some given w, we require that all eigenvalues of 
BLOCK CYCLIC SOR 163 
T [the iteration matrix of the p-step method defined in (2411, excluding those 
related to the eigenvalues of J having modulus unity, have modulus strictly 
less than a(w). Define 6(J) as 
with ok as in (18). Also let p(J) be 
p’(J) = max{lAljh E b(J)} = max(lhllA E a(j), IAl <I}. (37) 
The above requirement for Cl’s condition validity can now be expressed as 
if lA’l>cu(w) then L,,,(h’) # 0, P E g(J). 
This becomes 
or, by setting A = l/A’, 
P# 
l-(l-u)AP 
6JA 
= 9,(A) > IAIG~ 
dw> 
If we define 5 I,a(o, as the closed disk, centered at the origin, with radius 
l/a(o), and if 9Wiz I,a(oj) is the mapping of that disk through the function 
9,(A), then condition Cl is satisfied iff 
Similarly, if we define D,, as the open disk with radius 7 > l/a(o), and 
U,(w) as 
U,(o) = 75 ’ 9,(D,)7 
then, if b(J) cU,,(o), the p-step iteration converges with a convergence 
factor better or equal to l/cz(w)~, and SOR converges with a factor better or 
equal to (l/~r(w)q)~. The convergence factor is exactly equal to l/a(o)v if 
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there is at least one eigenvalue in G(J) on the boundary of U,(w) [in which 
case 6(w) is exactly l/q]. 
We now proceed to describe the boundary of U,(w) in general. Then the 
domain U,,(w) will be the closed [open if 77 = I/cu(w>] part of the complex 
plane that is bounded by the bounding curve and includes the point (0,O). If 
we set A = nej’, 0 < 8 < 27r, then the boundary of U,(w) is formed by the 
set of points 
{zlz E 4, 2 = qw(77eje)} 
with q,(A) as in (38). We therefore have 
z=x+jy= 
l-(l-w)nPejpe 
ovej’ 
Consider the case o > 1. From Equation (39), we get the following 
parametric equations for z: 
X=LosB+~~“-‘cos(p-l)O 
077 
(40) 
and 
1 w-1 
y=--sin8+ 
wrl 
-npP1sin(p-1)8. 
w 
Comparing with the parametric form of a hypocycloidal curve 
(41) 
x=(R-r)cose+hcos (42) 
and 
y=-(R-r)sine+hsin (43) 
we see that the equations (40) and (41) reveal that the boundary of U,(W) 
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belongs to the class of hypocycloidal curves for w > 1. We just have to put 
P 1 w-1 
R= 
(P-l)w ’ ?-= (p-1)077 ’ h=T)7p-‘. 
(44 
We notice that the ratio R/r is always equal to p, meaning that the curve 
always consists of p congruent arcs or, equivalently, it coincides with itself 
when subjected to a rotation by an angle 2 krr /p, k E 2. 
In general, if h < r, then the curve is a shortened hypocycloid; if h = r, 
an ordinary-cusped one; and if h > r, a stretched one. In this last case, the 
parts of the complex plane inside the loops are not parts of U,.,(o). Further- 
more, still talking of the stretched case, if h becomes greater than R - r, the 
set U,,(w) becomes empty. The points on the curve with the maximum 
modulus occur at angles 0 = 2 ka/p, k = 0,. . . , p - 1, and the corresponding 
modulus is 
d,,,=R-r+h, (45) 
and the points with minimum modulus occur at angles 0 = ](2k + O/PIP, 
k =O,..., p - 1, with corresponding modulus 
d,,=R-r-h. (46) 
A more detailed geometric characterization can be found in Wild and 
Niethammer [20]. See Figures l-3 for examples of shortened cusped and 
stretched hypocycloids. 
Having dealt with the properties of the hypocycloidal curves, which occur 
as boundaries of the set U,,(w) for w > 1, we now investigate the boundaries 
FIG. 1. Shortened nonrotated hypocycloid. 
166 KIMON KONTOVASILIS ET AL. 
FIG. 2. Cusped nonrotated hypocycloid. 
for the other ranges of o. When 0 < w < 1, by multiplying (39) by ejr/P, we 
get 
1+ (I_ ,)qPejP(@-~/p) 
= 
1 
wv .i(e-/p) 
and by setting 8’ = 8 - r/p, we see that the curve is again within the class 
of hypocycloidal curves, rotated counterclockwise by an angle r/p. By 
comparing with the equations (42) and (43), one easily gets 
R= p 
1 1-w 
@17(P_l) ’ ?-= wT/(p-1) ’ 
h= -77P-1 
w . (47) 
See Figures 4-6 for examples of rotated hypocycloids. For negative w-val- 
FIG. 3. Stretched nonrotated hypocycloid. 
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FIG. 4. Shortened rotated hypocycloid. 
FIG. 5. 
/’ -7 E ?\, J J 
Cusped rotated hypocycloid. 
FIG. 6. Stretched rotated hypocycloid. 
ues, if p is even, we again rotate the curve by an angle rr/ p; recalling that 
ePr = 1, we get 
zf = ze_i.rr/p = 
1 - (1 - w)7/Peipe 
oqej0 
ejp/7, 
1+ (I- O)qPejp(e+~--rr/p) 
= 
_ oqej(e+~-~/p) 
and, setting 8’ E 6 + T - r/p, we see that we get a hypocycloid rotated 
168 KIMON KONTOVASILIS ET AL. 
counterclockwise by an angle of rr / p, with parameters 
P 1 1-w R=- 
w(p-1) ’ r=-or/(p-l)’ 
h=-- T/+ (48) o 
Finally for p odd (and w < 0) we recall that ejp” = - 1, and from (39) we 
get 
l-(1- w)+ej@ l+(l_ w)77Pe.b@+~) 
.Z= = 
ovej’ _ wrlej(e+r) ’ 
and by setting 8’ = 0 + r, we determine that the boundary of U,(w) in this 
case is a nonrotated hypocycloid with parameters given, again, by (48). 
The tools developed in this section will be used in the next sections to 
find the exact intervals for the parameter w that yield convergence and to 
determine the optimal w-value and the associated convergence factor. 
5. CONVERGENCE RESULTS 
We are now ready to investigate the convergence of the SOR method. 
We are making the assumption that all eigenvalues of Jp are nonnegative 
reals. This implies that 
&(I) c {p’(l) ejzk~/p(O<p(]) -cl, k=O,...,p-1) 
with c?(J) and ii(J) as defined in Section 4. As we saw in the same section, 
the domains V,(w) are symmetric under rotations by angles 2 kr / p, k E 9, 
so we just need to investigate if the interval (0,l) is contained in Ul,a(oJ~) 
to decide about the convergence of the SOR method. 
Consider first the case of 0 < w < 1. The boundary of Ur,a(o)(~) is a 
hypocycloid, rotated by r/p. The domain U,(o) is nonempty iff R - r - 
h > 0, or, by Equation (47) 
R-r-h=l_ 
1-w 
w77 
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which is equivalent to 
1 
->l-w. 
9” 
Since 77 = ~/LX(W), by Theorem 4.1(a) the previous relation is equivalent to 
1 > 1- o, which is certainly true. 
Observe that since the hypocycloid is rotated, the curve meets the real 
positive semiaxis at a point with abscissa dmi,, given by (46). This value is 
d,,i,=R-r-h=l- 
l-0 
-=l, 
w 0 
where we took into account that 77 = l/a(o) = 1. We therefore conclude 
that the interval (0, 1) is included in Ul,aCoj (w); hence SOR converges in the 
interval O<w<l. 
Proceeding to the case 1 < o < p/(p - l>, we have for the boundary 
of u I,aCwj(~) a nonrotated hypocycloid. The parameters are given by (44). 
The hypocycloid is shortened (ordinary) [and U,,,(,)(w) nonemptyl iff h < 
r(h + r). From Equation (44) we see that h < r is equivalent to 
w-1 1 
77 
p-16 
(P-l)w?l’ 
or 
and by recalling that 77 = l/a(o), we get that U,,,(,)(o) is nonempty iff 
(Y”(w)Z(p-l)(w-1). (49) 
Theorem 4.1(a) makes this last relation equivalent to 
l>(p-l)(w-1). 
But since w Q p/(p - l), the above relation is certainly true. Having estab- 
lished the fact that the domain U r,aCoj(~) is nonempty, we notice that the 
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bounding hypocycloid cuts the real positive semiaxis at a point with abscissa 
dnXW which By equation (44) is seen to be 
d,,,=i+ 
W--l 
-=l, 
w 
where we have used the fact that n = l/a(w) = 1. Again, the interval (0,l) is 
contained inside Ur,a,,,(w), and SOR converges. 
We next examine the case w > p/(p - 1). The bounding hypocycloid is 
as in the previous case. The domain U,,,(,)(o) is still nonempty iff (491 
holds. By Theorem 4.1(b) we see that (u(w) > [(p - l)/p]o and that (31) 
holds. These two facts immediately yield that the inequality (49) is satisfied; 
equivalently, Ul,oCwj (w) is nonempty. The point at which the curve cuts the 
real positive semiaxis is 
a(w) w-l 
Lax = 
cu”(o)+w-1 
-+ 
6J way”-l(w) = o(Yp-r(w) . 
Again, Theorem 4.1(b) implies that a(w) = y(w) and f,,,(y(w)) = 0, which 
immediately yields d,,, = 1. This assures the convergence of SOR in this 
case also. 
It remains to investigate the case of negative w-values. If p is even, we 
have a rotated (by an angle r/p> hypocycloid that bounds U,,,(,)(w). 
Again, the set Ul,olCw) (0) is nonempty iff R - r - h > 0, which by Equation 
(48) becomes 
1 1-W 
-- + --qp-l> 0, 
w77 w 
or, equivalently, 
By Theorem 4.2(a), we see that this holds. Furthermore, the curve cuts the 
real positive semiaxis at the point 
dmin = - ’ 
1 
+ 
I--w p-r 
wr/(p-I) w?J(p-1) 
+- 
w n ’ 
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and after setting n = l/o(w) and doing some algebraic manipulation, we get 
d =(.y”w-(l-4 
ml” -d-‘(w) . 
Theorem 4.2(a) suggests that (u(w) = - y(o), and by recalling that P is even 
we get 
d =y’w-(1-w) 
Tll,” w+(o) . 
Since f,,,(y(o)) = 0, this gives dmin = 1. Therefore, (0,l) C U,,,(,)(o) and 
SOR converges. 
Consider now the case of w < 0 and p odd. The boundary of Ul,~(oJw) 
is a nonrotated hypocycloid. The hypocycloid is shortened (ordinary) [and 
u r,a(oj(~) nonempty] iff h < r or, by Equation (48) iff 
l--W 1 
-w77 p-19 - 
wT(P-1) 
or, equivalently, iff 
By Theorem 4.2(b)(i), we see that if w Q w*, then since 
P-1 
cl(W) = -y(w) > - -0 
P ’ 
we get 
(with equality exactly for o = o*) because p is odd, and, by (33) [or (32) for 
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w = w* 1, we see that the hypocycloid is indeed shortened. It cuts the real 
positive semiaxis at 
d,,=R-r+h 
which, by use of (48) becomes 
1-W (y(w) d,, = _ L_ _,,P-1 = _ - _ 
l-0 
077 w MY”-‘(w) 
or 
d = -Q”(w)+(l--o) 
rndx &m”-‘(w) . 
By Theorem 4.2(b)(i), we get (Y(W) = - y(w), and by recalling that p is odd, 
the previous equation becomes 
d =Y’(4-(1-4 
rndX wyp- ‘( 0) 
Since f,, ,(y(w)) = 0, we conclude that d,., = 1 and SOR converges. 
Lastly, consider the case w* < w < 0 (when p is odd of course). Now 
Theorem 4.2(b)(m) applies. The hypocycloid that bounds U,,,(,)(w) is, of 
course, as in the previous case. Since, or’(w) = IrP(w)l = (l- w)U,_&*) 
and t* E (cos(r/p), 11, we have that 1 < U,_Jt*) < p - 1. Therefore, 
(1-o) <aP(w) <(p-1)(1-w) (50) 
and the hypocycloid is stretched. We must verify that R - r - h > 0; other- 
wise Ui,oCoJw) will b e empty and SOR will not converge. From (48) it is 
easily seen that the condition R - r - h is equivalent, in this case, to 
1 1-w 
-- +- 
w q 
“_‘>O, 
wq 
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or equivalently, to 
1 
cyp(o)=->l-~, 
np 
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which, from (SO), is seen to be true. We have concluded that Ui,a,,,(w> is 
nonempty. Notice, however, that it is a stretched hypocycloid. As was 
commented in Section 4, the points inside and on the loops do not belong to 
CJ,,,~,,(W), so we cannot proceed as usual, taking the point d,, as the 
rightmost point of the real positive semiaxis included in U,,,(,)(w). We have 
to find the second (inner) point of intersection. From Equations (42), (43), 
and (48), we get 
1 l-0 
r=--cosL9-- 
0 n 
p-lcos(p-l)e 
6-V 
and 
1 1-W 
y=-sine-- 
w?7 w n 
p-lsin(p-l)O. 
We must find the angle 8’ E (0, r/p) for which ~(8’) = 0. Equivalently, we 
must have 
If we set t’ = cos 8’ and recall that a(w) = l/n, it becomes apparent that we 
must find the (unique) value t’ E (cos(r/p), 1) that satisfies 
a”(w) =(l-w)U,_,(t'). (51) 
Then the cutpoint at the real positive semiaxis will be 
4w) 1-w 
r = - --t’- Wap-‘(W) T,&‘)> 
w 
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which becomes 
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ff(w) 
0 [ 
l--W 
xc-- t’+ 
----q-,(t’) 
40) 1 
If we now use (50, we get 
By an elementary 
numerator in the 
4w) 
xc-- 
w 
tWr,-&‘) + T&t’) 
qAt’> 
(see [16, p. 9]), the property of Chebyshev polynomials 
previous relation is equal to U, _ ,(t’), so the relation 
o(w) u,-0’) 
x = - w Up_&‘) . 
It is now immediate that 
yp = _ apt@) q-I@‘) 
up U,p_,( t’) ’ 
and, by using (51) again, 
1-w U,P_p) 
xP=_- 
COP up-;(t’) . 
(52) 
Observe that Theorem 4.2(b)(m) implies that t*, as defined there, is the 
solution of (51); therefore, (52) is immediately seen to be equivalent to 
xP=l. 
We thus conclude, in this case also, (0,l) c U,,,(,)(o), and SOR converges. 
We can now summarize the results of this section in the following 
THEOREM 5.1. lf the eigenvalues of 1” are nonnegative, then SOR 
converges for all w E 8 \ (0). Convergence in the standard sense is obtained 
for all 0 E (0, p/(p - 1)). 
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The o-range that gives standard semiconvergence is consistent with the 
results in [S]. 
6. THE OPTIMAL CONVERGENCE FACTOR AND THE 
ASSOCIATED w-VALUES 
In this section we determine the w-values that yield the optimal conver- 
gence factor for block SOR when all the eigenvalues of JP are nonnegative 
reals. We leave out the case where p’(J) = 0 [with G(J) as defined in (3711, 
since, by the discussion at the end of Section 3, it is evident that the optimal 
choice in this case is w = 0 (Gauss-Seidel), which yields a zero convergence 
factor (infinite convergence rate). 
We first seek the o-values for which the boundary of U,(w) is a cusped 
(ordinary) hypocycloid that meets the real positive semiaxis at p’(J). From 
Section 4 we know that we have a nonrotated hypocycloid for w E ( -00, 0) U 
(1, +m) when p is odd and for w E (1, +m) when p is even. For the case of 
w > 1 the parameters of the hypocycloid are given by (44). It follows that the 
boundary of U,,(o) is cusped (r = h) iff 
1 1 
---= --=(p-l)(w-1). 
V(w) T(o) 
Then the hypocycloid cuts the real positive semiaxis at 
1 
x = d,, =-+ 
wii(w) 
We require that x = p’(J). After some algebraic manipulation, we get 
(531 
By using easy analytic arguments, we can see that the polynomial h(w) has 
only two positive real roots: w0 in the 
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and w+ in the interval 
( __z_p(J)-P/(Pl), 
pP/(P-u 
p_l ~(Jp(P-1) . I 
The root o +, if used as the value for the parameter w, will only yield 
convergence in the extended sense introduced in this paper. 
We now turn to the case of w < 0 when p is odd. The parameters of the 
hypocycloid are now given by (48). We get an ordinary hypocycloid iff 
1 1 
-= --(p-1)(1-w), 
V(m) V(w) 
and the cutpoint at the real positive semiaxis is 
r=d ma=--- 
We require again that x = p’(J), and after some algebra we get the relation 
(53) again. It can be easily seen that (for p odd only, the case we are 
examining here) h(w) has a unique negative root o_ in the interval 
i 
_ _cp(l)-n/‘P-l’, _ __!LqJ)-P/‘P-” . 1 
Notice that, with g(x) as defined in Theorem 4.2, and since h(o_) = 0, we 
have 
p-l p 
g(w-)= PW- ( 1 -(p-1)(0--1) 
= (~+(y5(~)~_)p 
= p-l ( 1 -w_ P p[l-p(])p] <o. 
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The reasoning in the proof of Theorem 4.2 (see Appendix B) now reveals that 
w_<w*, with w* as defined in the same theorem. 
Having found all the o-values that yield nonrotated cusped hypocycloids 
with a cusp at p’(J), namely the values w,,, w+, and (for odd p) w_, we will 
now show that these w-values yield the same convergence factor, which is 
optimal. From the discussion in Section 4, we know that for w equal to wa, 
w+, or o-, SOR converges with convergence factors rOp, rr , and rll 
respectively, where 
1 1 1 
ro=:9 
170 r+ = q+a(w+> ’ r-= sj_a(w_) 
with (Y(w+ ) and (~(0 _ ) as in Theorem 4.1(b) and Theorem 4.2(b)(i) respec- 
tively, and with 
In the case of w = wo, Theorem 4.1(a) guarantees that a(~,) = 1. We 
therefore have that 
r op ii”,aP(u+) WO -1 
z= 4; =“P(w+)_1, w+ 
(54) 
where the second equality is obtained by substituting the values for +j + and 
Q. (recall that the hypocycloid is cusped when w = w. or w = w+ ). From 
the fact that No,) = h(w+) = 0, we get that 
WO -1 ooP ---= - 
m+ -1 i 1 0, . 
Thus, the relation (54) becomes 
( z)p= (ffb+P)“, 
(55) 
which gives 
f-0 -=a(w+)J$ 
r+ 
(56) 
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We see now that w + /oa > 1 and that 
f,+,,( 2) = ( ~)P(l-w,)-(l-w+). 
From (55) we get 
o+ 
f i-i 
W+,l 
00 
=(I-a+)-(l-w+)=@ 
Theorem 4.1(b) now assures us that 
and (56) immediately yields r. = r+. An entirely analogous argument and the 
use of Theorem 4.2(b)(i) can be used to prove that r. = T_ as well. 
Having established that oo, o+, and (for p odd) o_ yield the same 
convergence factor r “* , we now proceed to show that all the other values that 
can be chosen for the parameter o give slower convergence. The proof will 
examine all feasible ranges of w-values, determine the v-value that is 
required (for some given w) for a convergence factor r$, and then establish 
that, with this choice of 77, the domain U,(w) does not include all the 
eigenvalues of C?(J); stated in other words, SOR does not converge. A 
smaller n should be used to make SOR converge, and that is a restatement of 
the fact that the w-values, in the range considered, cannot attain the 
convergence factor r p* . In order to proceed with the proof, we need the 
following technical lemmas. Their proof is in Appendix D. 
LEMMA 6.1. The root y(w) of f,,,(h), as defined in Theorem 4.1(b), is 
an increasing function of w. The same holds for the root y(w) as defined in 
Theorem 4.2(b)(i). 
LEMMA 6.2. The functions ~P(w>/(w -1) and y(o)/w are strictly 
increasing fw o > p/(p - 1) and strictly decreasing for o < w* with w* as 
dejked by Theorem 4.2(b). The quantity y(w) is as in Theorem 4.1(b) in the 
first case and as in Theorem 4.2(b)(i) in the second. 
LEMMA 6.3. The function V,_,(t)/ UP_z(t>, where U,_,(t) and U,_,(t) 
are the Chebyshev polynomials of degrees p - I and p -2 respectively, is a 
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strictly increasing function in (cos( r / p), 1). Therefwe 
Up-l(t) < Up-l(l) P =- 
qAt> U,-,(1) P - 1. 
We now consider the case 0 < o < wa < p/(p - 1). Theorem 4.1 dictates 
that, in this range, (Y(W) = 1; hence, to attain a convergence factor equal to 
r-*P = rOp, we need to use 77 = e,.,. For 0 < o < 1 the hypocycloid is rotated 
counterclockwise by an angle r/p, and it meets the real positive semiaxis at 
dmin as defined in (4.51, with parameters provided by (47). On the other hand, 
if l<w<w,, the hypocycloid is not rotated. Its parameters are given by 
(44). Since l/ij,P = (p - lxw, - 1) > (p - lx w - 0, the hypocycloid is short- 
ened, and it cuts the real positive semiaxis at the point dmin as given by (46). 
For both ranges of o the intersection point is 
1 CO-1 
x(w)=-+ 
@ii0 
_jjg-1. 
0 
It is easy to verify that &(w)/dw = (ii:” - l)/wEfji > 0. Since o < w,,, 
we get x(o)<x(w,,)=/X]), h’ h w IC means that C(J) C Ue,<w> VW E (0, w,). 
Therefore, no o-value in this range can attain the convergence factor r;"* .
We now proceed to the case wa < w < p/(p - 1). The hypocycloid is as 
in the case of 1 < w < wa. Since, by Theorem 4.1, we have (Y(O) = 1, we still 
need an 77 = 4a. Now l/q: = (p - lxw, - 1) <(p - 1x0 - 11, and the 
hypocycloid is stretched. We thus need to prove that the inner point of 
intersection with the real positive semiaxis (and not the point d,,,) is less 
than p’(J). This intersection point is 
+(w -l)fK’T,-,(t) 
where t is the (unique) solution of 
1 
uP-2(t) = (@ _l)qop 
in (cos(r /p), 1). By combining the two equations and using an elementary 
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property of Chebyshev polynomials, we get 
1 Up-l(t) 
x = z Up_&) 
We now show that x < c(J). Recall that, by construction, 
WO 
P(J) = -&-) + --$ir-’ 
0 
and that l/qOp = (p - lxw, - 1). These relations yield 
G(J) = p/(p -l) 
0,510 
Thus, our claim x < p’(J) becomes equivalent to 
up-l(t) P aJ -- 
U,-,(t) < p - 1 00. 
By Lemma 6.3 and the fact that w > wo, we see this last relation to be true. 
We conclude that, in this range as well, t?(J) GL U,$w> and the convergence 
factor r*p cannot be obtained. 
We now investigate to the ranges of positive o-values that have a(w) > 1. 
The parameters of the hypocycloid are as in the previous case. Theorem 
4.1(b) indicates that in order to obtain a convergence factor r *p = rr we 
need an n = 4 + (Y(W + >/cy(w) = ?/ + y(w + )/y(o). We first show that this 
n-value results in a stretched hypocycloid. Indeed, 
stretched iff 
the hypocycloid will be 
1 
nP> (p-l)(w-1) 
or, equivalently, iff 
YP(W+ 1 1 1 
-yP(w) ’ (p-1)(0-1) 7ip+- Y-Y> 
-p 
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where the last equality comes by recalling that, by construction of w+, 
l/?jp+ = (p - 1X@+ - 1). The inequality becomes 
YTO+) > YP(@) 
W+ -1 o-l . 
Since w+ > o > 0, Lemma 6.2 assures us that this last inequality is true, and 
the hypocycloid stretched. 
We now show that x, the inner point of intersection of this hypocycloid 
with the real positive semiaxis, is less than p(J). As in the previous case, we 
find that 
with t the unique solution of 
1 
q2( t) = 
pt.0 = 
(0 - 1)Y 
P/(P_-l) 
in (cos(rr /p), 11, and that 
Therefore x < p(J) is equivalent to 
~,-r(G P CfJ -- 
~,-,(t) < P-l m+ 
w+ii+ 
rl P Y(@+)/O+ -- 
c-p-1 Y(@)/W ’ 
where the last equality comes from substituting the value of 77. Since 
w < w+, Lemmas 6.2 and 6.3 verify that the inequality is true, so that these 
o-values cannot yield the convergence factor r * P. 
The last range of positive w-values to be examined is for o > w +. We 
need, in this case too, 17 = 4 + y(o+ )/y(w). By application of Lemma 6.2 we 
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determine that, this time, 
Y”(W+ >< Y”(W) 
0, -1 o-l ’ 
and by proceeding as in the previous case we see that this time the 
hypocycloid is shortened. Again, we prove that the (single) point of intersec- 
tion of the hypocycloid with the real positive semiaxis x = d,, is less than 
p’(J). That is, we need to prove 
1+(0-l)?j” 
<P(J) = 
P/(P_l) 
X= 
017 w+4+ 
or, by substituting the value of 7, 
1+(0-l) 
YYW+ > P WY(W+) 
Y”(W) +jp, <p-l w+y(w) . 
By recalling that l/$P, = (p - lXw+ - l), after a bit of algebra, we get 
o-1 Y"(W+) 
p-1+- 
WY(W+ > 
w+-1 yP(w) <po+y(W) 
The fact that f,, ,(y(o)) = f,,, ,(y(w + 1) = 0 yields 
0-l Yp-+4[o - Y(41 
p= 
w+ -1 Y”-‘(~+)[~+-Y(~+)l~ 
Thus, the relation to be proved becomes 
p-l+ 
w-y(w) Y(W+) 
_<P 
OY(@+) 
m+ - Y(@+) Y(W) ~+Y(W) . 
After some algebraic transformations, this becomes 
< PY(W+ >wu+ 
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Since w > o+, Lemma 6.2 guarantees that the quantity in large parentheses 
in the relation above is positive. The inequality simplifies to 
p-1 
-@+<Y(W+). 
P 
Theorem 4.1(b) suggests that this inequality is true. We have now effectively 
proved that the w-values in this range as well cannot yield the convergence 
factor r * p. 
Let us now consider negative values of w. The discussion in Section 4 
revealed that the case of odd p is different from the case of even p. We first 
consider even values of p. The boundary of U,(w) is a hypocycloid rotated 
counterclockwise by an angle r/p. It cuts the real positive semiaxis at 
x = dmi,, which by (46) and (48) is seen to be 
-1+(1-o)?y 
X= 
w77 
If we want to obtain the convergence factor r * = r. we have to employ 
77 =&,/&l. A s usual, we will prove that, in this case as well, this q-value 
results in C?(J) Q U,,(o) and SOR does not converge. Indeed, for that value of 
7, either dmin < 0 and U,,(o) is empty (so that there is nothing more to 
prove), or, as we now prove, the point x is less than p’(J). The relation 
-1+(1-w)7f 
=a(w) 
-1+(1-w)fjg/cP(w) 
LX= 
*77 0% 
<P(J) = p’(p-l) 
%%I 
holds iff (recall that w < 0) 
-a(0)+(1--0) Tg - 
CYP ‘(to) >Cp”l i 
and, by Theorem 4.2(a) (and because p is even> 
1-W 1 
-- 
y(w)- (too-l)(p-1) yp-l(w) >w”, pY 
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After some algebra, and by using the fact that f,. r(y(w)) = 0, we get 
Since 1 < o. < p/(p - l), we get 
l-0 
yP( 0) > - - 
00 -1’ 
Since p is even and 
the desired result. 
We now proceed 
the quantity in the right-hand side is negative, we get 
to the case of p odd. The case w _ < o < w*, where o* 
is defined in Theorem 4.2, is treated in an entirely analogous way to the case 
p/(p-l)<o<w+. Also, the case w < w_ is treated like the case w+ < o. 
It remains to handle the case w* < w < 0. Again, if we want to obtain the 
convergence factor r *p = rP , we need to introduce 77 = +j _ (Y(w_ )/a(o) = 
ii_y(w_)/y(w), h w ere y(w) is defined in Theorem 4.2(bXiii). We now 
show that this choice for the parameter 77 yields a stretched hypocycloid for 
the boundary of U,,(w). The hypocycloid is stretched iff 
(YP(o_) 1 
np = cP(o) iip > (p-1)(1-w) 
or, equivalently, iff 
cYy”(w-) QP(@) 
(p-1)(1-w_) > (p-1)(1-0). 
(57) 
Theorem 4.2(b)(i) implies that (Ye = - yP(w_ ), and from the relation 
(33) we get 
ayw-) 
(p-1)(1-w_) >l. 
Also, Theorem 4.2(bXiii) reveals that 
(58) 
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with t* E (cos(r/p>, 1); therefore, 
cP(W)=(1-O)Up_-2(t*)<(1-O)(p-1), 
185 
or 
a”(u) 
(1-o)(p-1) <l 
The relations (58) and (59) reveal that (57) is 
U,< w) stretched. 
(59) 
valid, and the boundary of 
We are now going to show that the inner point of intersection x of this 
hypocycloid with the real positive semiaxis is less than p’(j)-equivalently, 
that 
1 up-w < P/(P_l) 
x = w77 Up-,( t’) w-fj- = p’(J), (60) 
where t’ is the unique solution of 
1 
b(t’) = (l_o)qP 
in (cos(r/p>, 1). Notice that (58) im pl ies rY’(o_)+jP_ > 1, so that we get 
a”( u-) 1 
9p = a”(w) 
?jt > ___ 
a”(Lo) ’ 
which yields 
1 aP(a) 
(1-o)?$ 1-fJJ . 
The relation (35) in Theorem 4L?(bXiii) now gives 
ffP(@) 1 
q&t*) = l_w ’ 
(I- @)rlP 
= Up-&‘). 
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Since U,_,(t) is an increasing function in (cos(r/p), l), the conclusion is 
that t* > t’. 
Returning to our original task, the relation (60) to be proved is equivalent 
to 
q-l(t’) P 077 P WC@-) --=- 
v&t’) <p-l w_fj_ p-l o_y(w) . 
By Theorem 4.2(b)(i), y(w_ I/w_ > (p - 1)/p, so it suffices to prove 
q-lw w 
q-zw < Y(W) . 
By (35) we get 
y(0) p 
i i 
w-l 
w 
=---p_&*)’ 
and by combining this with (34) we get 
Thus, the relation to be proved becomes 
qdt’) < q-dt*) 
up-z(f) up-dt”) . 
Since t’ < t*, by using Lemma 6.3, we get the desired result. 
We have effectively shown that no other value of w besides oO, o+, and 
(for p odd) o_ can yield an SOR convergence factor better than or equal to 
r * P = r-0” = r-y = T-E. We can therefore state 
THEOREM 6.1. lf the block SOR relaxations are employed to solve the 
system (16) that has an associated block Jacobi matrix J of the form (7) and 
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such that Jr’ has only nonnegative eigenvalues, then, with p(J) as defined by 
(37): 
(a) If p’(J) > 0, then let w,,, o+ be the only positive roots of h(w) (as 
defined in (53)) in 
respectively. lf the SOR relaxations are employed with o equal to either 
of these two values, then the optimal SOR convergence factor r-p* = (p - 1) 
(co,, - 1) is obtained. In addition, zf p is odd, let w_ be the unique negative 
root of h(w) in 
( - _+-p(l)-P/‘vl’, - _-cqJ)-P/(P-l) I 
Then a__, as well as w,, and w +, yields the optimal convergence factor r-p*. 
SOR converges in the standard sense only fm o = w,,. 
(b) If ,6(J) = 0, th en w = 1 is the only value that yields the optimal 
convergence factor r $ = 0. SOR converges in the standard sense. 
This theorem reveals that, judging just from the point of view of the 
asymptotic convergence rate, the newly introduced w-ranges that yield 
convergence in the extended sense cannot improve the convergence rate. In 
fact, the “usual” optimal value wa h e ps 1 in avoiding the aggregation step 
presented in the next section. The numerical tests discussed in Section 8, 
however, reveal that the convergence factor of SOR is much more insensitive 
to small perturbations of w around the values o+ and w _ than around wO. 
We discuss that point further in that section. 
7. COMPUTING THE CONSTANTS FOR THE SUBVECTORS 
OF THE SOLUTION 
As we commented upon in previous sections, if SOR is employed with a 
value of the parameter w that is outside the interval (0, p/(p - 111, then it 
converges to a vector that is not the stationary probability vector. The 
188 KIMON KONTOVASILIS ET AL. 
subvectors of the vector to which SOR converges are known, by Theorem 
3.2, to be parallel to the corresponding subvectors of the stationary probabil- 
ity vector. The partition of the abovementioned vectors to subvectors is 
assumed to be conformal with the partition of J in (7). 
Since the matrix Q is assumed to be already in p-cyclic normal form (131, 
the partition of the SOR vector into subvectors is known. Therefore, by 
normalizing each subvector separately, so that its elements sum to one, we 
get the vector 
T 
~=(q,-.,yJ 2 
while the stationary probability vector is 
where ri, i = l,..., p, are appropriate positive constants.’ In fact, each vi, 
i=l , . . . , p, is the probability distribution of the Markov chain being in a 
particular state, within the subset of states defined by the block Qii in (131, 
conditioned upon the fact that the Markov chain is in that subset. Then ri is 
the total probability of the Markov chain being in that subset of states. 
The vector 
is easily seen, from the observations above, to be a probability vector. 
Moreover, it is the stationary probability vector of another Markov chain, that 
is, 
TG=O, (61) 
where the infinitesimal generator of the new Markov chain is G = (gij> with 
gij = Y,rQije, where e is a column vector of all ones, of appropriate size. This 
Markov chain examines transitions from a whole block of the original 
Q-matrix to another block, as if these blocks were single states. It is very 
often met with in aggregation-disaggregation techniques for solving nearly 
completely decomposable (NCD) Markov problems (see e.g. [4, 91). The 
matrix G is irreducible if the original chain Q is itself irreducible. This is 
‘We transposed vi in the vector w above, because we assumed that ui are column vectors, 
derived from SOR, while ?r is a row vector. 
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easy to see because irreducibility implies that every state is reachable from 
any other, so that every block corresponding to a state in G is certainly 
reachable from every other block. 
Since we have assumed irreducibility of Q, Equation (61) along with the 
normalizing condition Te = 1, uniquely determines the vector T. The system 
(61) is of dimension p, so it is trivial to solve if p is not excessively big. The 
fact that Q has the special p-cyclic form (13) makes it even easier. We can, 
for example, assign an arbitrary starting value at ri, then perform the 
recursive scheme. 
utT-&_,,ie 
Ti = - Ti_, 
v,rQiie ’ 
i = 2,...,p, 
and finally normalize T so that its elements add up to one. 
If the original chain is NCD, the quantities v,rQiie will be very small and 
numerical difficulties may arise in the application of the recursive scheme 
(62). If this is the case, however, some of the aggregation-dissaggregation 
techniques would be more appropriate, for solving the original problem (16) 
than applying block SOR to the whole state space as is examined here. 
So it seems fitting to say that, for all domains of possible application, the 
forward recursive scheme (62) (or a corresponding backward scheme) is a 
fairly stable and efficient way (requires less operations than a single block 
SOR iteration step, for any p) to retrieve the stationary probability vector II 
from the vector u to which SOR converges, in the case where the parameter 
w is chosen such that SOR does not converge to # directly. 
8. AN EXAMPLE MODEL AND NUMERICAL TESTS 
In this section, we present a class of continuous time Markov chains, with 
p-cyclic infinitesimal generators of the form (1.3) derived from the modeling 
of open queueing networks with blocking. We then discuss the numerical 
results from the application of SOR to matrices derived from this class of 
models. 
Assume a open tandem of p queues. Customers arrive at the first queue 
according to a Poisson point arrival process, with rate CL,,. They then wait to 
be served by the server associated with the first queue, and when this is 
done they proceed to the next queue. They continue in this fashion, until 
they are served by the server associated with the last (pth) queue. They then 
depart from the system. The service times at all servers are exponentially 
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distributed, with the ith server having a mean service time l/pi, i = 1,. . . , p. 
All queues have finite capacities Ni, i = 1,. . . , p. A customer that arrives at 
the system and finds the first queue full is lost. A customer that is about to 
start service at the ith queue and finds the (i + 1)th queue full waits for an 
empty space in the (i + I)th queue before starting its service. In the 
meantime, the server at the ith queue stays idle. This type of blocking is 
called blocking before service or communication blocking, as opposed to the 
blocking after service or manufacturing blocking, which would be more 
realistic in this context, but is slightly more involved in its state description. 
For details on blocking mechanisms and comparisons between the ones just 
referred to see [13, 11. This model was used by Mitra and Tsoukas [lo], as an 
illustrative example for their results on the effect of the ordering of the state 
space on the convergence of point Gauss-Seidel iteration. 
The state space of the model in terms of a Markov chain description is 
where ni is the number of customers in the ith queue. 
The transitions from a state n are 
T,(n)=T,((n,,...,n,))=(n,+l,...,n,), 
T,(n) =Ti((nr,...,ni,ni+l,...,n~)) 
= (n i ,..., ni-l,ni+,+l ,..., n,), i=2,...,p-1, 
T,(n) = T,((n, ,..., n,)) = (nl ,..., lzp - 1). 
There are states for which some of these transitions are not possible. An 
ordering independent description of the infinitesimal generator Q can now 
be stated as 
Q(n, T,(n)) = 14,~ <N17 
Q(nJ'pW) = ~+Jn,>>oi 
where I, is the indicator function of the condition 9, and with all other 
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nondiagonal elements being null. The diagonal elements are, of course, 
Q(n,n) = - 5 Q(n,Ti(n)). 
i=O 
Impose now the antiexicographical ordering on the state space. This causes 
the states to be ordered as 
(O,O,..., 0) <(LO ,...) 0) <(2,0 )...) 0) < 0.. <(N,,O )...) 0) 
<(O,l)...) 0) < *.. <(N,,l,...) 0) 
<(0,2 ,..., O)< ..* <(N1,N2 ,..., N,). 
The antiexicographical ordering may be obtained by defining 
cr = 1, 
i-l 
ci= n (&+l)> i=2 >...> Pa 
k=l 
and letting 
P 
order(n) = 1+ c cknk. 
k=l 
If we now partition the state space S into the sets 
S, = {n E S(l< order(n) < N, + 1) = {n E S(nj = 0, 1 < j Q p), 
Si = 
i-l i-l 
fl ( Nk + 1) + 1~ order(n) < Ni n ( Nk + 1) 
k=l k=l 
={nESln,+O; nj=O,i<j<p}, i=2 ,..., p, 
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we obtain an infinitesimal generator of the block form 
‘Ql,l Ql,s 0 .** 0 0 
0 Qz,z Qw . . . 0 0 
(j (j (j . . . Q,-;,,-I Q,:,,, 
\Q,,I Qp,z Qp,s . . * Q,-I,, Q,,, 
\ 
I 
where the states in the diagonal blocks Qii are exactly the states contained in 
the set Si. Notice the factorial increase of the size of the blocks as the index 
increases. 
In order to get a p-cyclic, infinitesimal generator, we impose the follow- 
ing modifications on the model: 
(a) Any departure from the pth (last) queue is prohibited when there are 
customers in any intermediate queue. 
Notice that this restriction is nullified if ;p = 2. To avoid deadlocks and 
maintain the irreducibility of Q, we insist on 
(b) N,, = C;:;N,. 
and 
(c) No further arrivals to the system (1st queue) are permitted when the 
total population in the system, CyI:N,, reaches the limit N,,. 
With this arrangement, in the worst case, all customers will be accumulated 
in the last queue and then depart without being blocked by customers in the 
intermediate queues. With these modifications the matrix Q becomes p- 
cyclic. The blocks Qij, 14 i, j < p - 1, remain as before. The blocks Q:,, and 
Q,i, however, change. Some states are not reachable [e.g. the “full state 
(iv,,..., N,)] and are removed from the system. The cardinality of the state 
space, though, remains of the same order of magnitude. 
We hasten to point out that we do not propose block SOR as the best 
method for solving this model. While the first p - 1 diagonal blocks are 
narrow banded and would have a “nice” LU factorization, the block Q,, has 
elements all over the block, thus making an LU factorization expensive. 
Taking into account that this block has a size in the order of the entire matrix 
dimension, the LU factorization preprocessing before applying SOR would, 
at least for big matrices, be almost as expensive as choosing a direct method 
to solve the problem. In addition to that, we are not aware of any analytical 
method for determining p’(J). The reason for choosing this model for 
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TABLE 1 
CONFIGUR4TION OF FIRST EXAMPLE MODEL 
Number of queues (p) 3 
Arrival rate (pO) 6a 
Service rate at 1st queue 
Capacity of 1st queue 
Service rate at 2nd queue 
Capacity of 2nd queue 
Service rate at 3rd queue 
Capacity of 3rd queue 
: 
2a 
2 
3a 
4 
numerical tests, rather than using artificially chosen “nice” examples, is that 
it is derived from a physical model and illustrates how p-cyclic Markov 
chains may arise in stochastic modeling. We point out that it is not guaran- 
teed that the eigenvalues of Jp are nonnegative. In what follows, we present 
particular configurations that satisfy this assumption. 
We are now ready to consider the first test case. Consider the configura- 
tion shown in Table 1. The dimension of the matrix Q is 27. The spectrum of 
JP> excluding the zero eigenvalues, is 
a(JP) \(O) = (1,0.0153], 
each eigenvalue having multiplicity 3. The theory-relevant quantities are 
summarized in Table 2. We applied the block SOR to this example, varying 
the parameter w. The SOR control parameters are shown in Table 3. For 
TABLE 2 
RELEVANT QUANTITIES FOR FIRST EXAMPLE 
m 0.2482 
00 1.0023 
@+ 20.4971 
w- - 21.4994 
w* -3.0 
TABLE 3 
CONTROL PARAMETERS FOR SOR RUNS 
Max iter. no. Convergence threshold 
100 LE-8 
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each w-value we performed the SOR relaxations twice, with a different 
normalizing and convergence method each time. In the first way, we 
normalized the whole vector, so that its elements summed to one. We then 
applied a relative error convergence test in the current and previous (normal- 
ized) iterates. In the second way, we normalized each subvector separately, 
so that its elements summed to one. We then applied the relative conver- 
gence test in each subvector (of the current and the previous iterate) 
separately. The biggest difference was taken as the measure to be compared 
against the tolerance. We then normalized the whole vectors and proceeded 
to the next iteration. The first way was expected to work when SOR was 
to converge to a single eigenvector, that is, for the ranges ( - ~0, w*)U 
(0, p /(p - 1)) U (p /(p - l), + a). It was expected to fail for the other values 
of o, because in these cases SOR converges to a linear combination of 
eigenvectors, or eigenvectors and principal vectors, and convergence is 
achieved only in a subvector sense. The relative convergence tests were 
always performed using I-norms, and the starting vector was always the same 
randomly selected probability vector. The results appear in Table 4. As one 
can see, the expectations were justified. Indeed, one has to introduce the 
subvector testing for w E [w*, 0) U {p /(p - 1)). The table also gives an idea 
of how the convergence factor behaves as a function of w. We return to this 
point later in this section. 
The next thing that was checked was if the vector to which SOR was 
converging really had subvectors parallel to the subvectors of the stationary 
probability vector. Remember that we expect to converge exactly to the 
solution for w E (0, p/(p - l)), w 1 e h’l f or other values of w we should get a 
vector that has subvectors parallel to the solution but is not itself parallel to 
it. We therefore measured the cosines of the angles between the subvectors 
of the SOR vector and the exact solution vector. We did the same for the 
whole vectors. Then we performed the aggregation step on the SOR vector 
and redid the computations. As a definition of the cosine between two 
vectors, the following quantity was used: 
T 
cos(xpy) = ,,x;2,;,,2. 
The results appear in Table 5. 
Notice how much the SOR vector differs from the exact solution when w 
is out of the range (0, p/(p - l)), and how the aggregation procedure 
computes the solution from that vector. Notice also that the subvectors are 
always parallel to the subvectors of the solution. The multiplicative constants 
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TABLE4 
SOR RUNS FOR THE FIRST EXAMPLE 
Conv. test on whole vector Conv. test on subvectors 
w Iterations Difference Iterations Difference 
-50 6 1.94822E - 10 
- 42.8749 6 1.72011~ - 10 
- 35.7497 6 1.36572~-10 
- 28.6246 5 7.36076~-09 
-21.4994 5 1.82815~-09 
- 16.8746 5 4.249&E - 09 
- 12.2497 6 4.17391E - 10 
- 7.62486 7 1.06168~ - 09 
-3 100 5.2101~ - 05 
-2 100 1.00044 
-1 100 1.02482 
0.25057 69 9.69756ti - 09 
0.50114 31 7.89358E - 09 
0.75171 17 4.90079E - 09 
1 6 3.57141E-09 
1.00228 6 1.81404~-10 
1.12671 11 6.9472E-09 
1.25114 17 4.21644~-09 
1.37557 29 6.0551~-09 
1.4 35 7.12828~-09 
1.45 66 9.60623E-09 
1.49 100 7.86724~ - 06 
1.499 100 2.67062~ - 05 
1.5 100 3.74922E - 05 
6.24929 7 2.47445~ - 09 
10.9986 6 5.92999E - 10 
15.7479 5 5.22575~ - 09 
20.4971 5 8.48517~ - 10 
27.8729 5 3.89435E - 09 
35.2486 5 6.96793e - 09 
42.6243 5 9.075OlE - 09 
50 6 1.483~ - 10 
6 4.09178E - 09 
6 3.6964% - 09 
6 3.06018~-09 
6 2.00641~-09 
6 4.06507~ - 10 
6 1.98749E - 10 
6 4.46819E - 09 
7 2.43425~-09 
28 8.87597E-09 
48 6.4907lE-09 
66 9.7276lE-09 
73 8.27675~ - 09 
32 8.56098r - 09 
17 9.07058E - 09 
6 5.4176~ - 09 
6 2.68694E - 10 
12 1.34947E - 09 
17 6.385413-09 
25 5.35477E-09 
27 6.3883~-09 
31 9.38502E-09 
34 7.34211~-09 
34 8.09736E-09 
33 8.89229E-09 
7 9.92973E-09 
6 1.47006~-09 
6 8.59155E-11 
6 2.2343~-11 
6 1.06432~-09 
6 1.99407E - 09 
6 2.65033~-09 
6 3.10806~-90 
alternate in sign when o is negative, something that is in accordance with 
Theorem 3.2. 
We now return to the convergence factor, as a function of o. In order to 
make more concrete the signs shown in Table 4, we plotted the actual 
convergence factor as a ratio of the relevant eigenvalues. For the ranges of o 
where there were two eigenvalues of 2, having the dominant modulus, the 
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TABLE 5 
AGGREGATION EFFECT ON THE SOR SOLUTION 
Before aggreg. After aggreg. 
Solution diff. 
Subv. 1 
Subv. 2 
Subv. 3 
Whole 
Solution diff. 
Subv. 1 
Subv. 2 
Subv. 3 
Whole 
Solution diff. 
Subv. 1 
Subv. 2 
Subv. 3 
Whole 
Solution diff. 
Subv. 1 
Subv. 2 
Subv. 3 
Whole 
Solution diff. 0.983533 
Subv. 1 1 
Subv. 2 1 
Subv. 3 1 
Whole 0.423752 
w = -21.4994 
1.04978 1.46406~ - 12 
1 1 
-1 1 
1 1 
0.409337 1 
o=-3 
1.02304 1.00438~ - 09 
1 1 
-1 1 
1 1 
0.68321 1 
w = 1.00228 
1.05086~ - 12 
1 
1 
1 
1 
1.05091E - 12 
1 
1 
1 
1 
0 = 1.5 
0.00775948 1.34558~ - 09 
1 1 
1 1 
1 1 
0.999974 1 
w = 20.4971 
1.9017E - 13 
1 
1 
1 
1 
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FIG. 7. Convergence factor as a function of w: first example. 
ratio of the third eigenvalue to the first was used. Otherwise, the ratio of the 
second eigenvalue to the first was computed. The plots appear in Figures 7 
and 8. The second one scans a narrower range of o, for clarity of presenta- 
tion. 
There are a number of things worthy of comment here. Notice first the 
discontinuity at o = p/(p - 1). This seems surprising at first, given the fact 
that the eigenvalues of 2” are continuous functions of w. Remember, 
however, that in the interval (0, p/(p - 1)) we are measuring the conver- 
gence ratio for convergence in the standard sense, that is, we expect SOR to 
converge directly to the solution, while in the interval [p/(p - l>, +m> we 
just look for convergence in a subvector sense. What actually happens here is 
simply that the subdominant eigenvalue of 1, for o strictly less than but 
close to p/(p - 1) is (a pth power of) a root of f,,,,,(A), and therefore the 
eigenvector associated with the subdominant eigenvalue has itself subvectors 
parallel to the solution. If we want to restrict ourselves to convergence in the 
subvector sense, we can ignore the subdominant eigenvalue, and compute 
(for this range) the new convergence factor as the ratio of the third eigen- 
value to the dominant. Then the discontinuity disappears. This behavior is 
reflected very clearly in the data of Table 4. Notice that the numbers of 
iterations required using the two difference convergence criteria are very 
close to each other except for the range we are discussing. In this range, the 
first convergence criterion, which tries to extract the solution directly, 
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FIG. 8. More detailed plot of convergence factor for first example. 
requires many more iterations than the second criterion, which tests just for 
subvector convergence and is satisfied much more quickly. Of course, if this 
second convergence test is used, the aggregation procedure should be 
employed to compute the exact solution. Thus, in this range, the aggregation 
procedure can be viewed as a way to save a significant number of iterations. 
This is not of significant practical use, though, because this range of o-val- 
ues, with either notion of convergence, gives a convergence factor far from 
the optimal. 
The other thing that is worthy of comment, apart from the fact that the 
minimum points in the plot agree with the theoretically predicted values 
o,,, w +, w _-) is how the convergence factor varies as a function of w around 
the optimal w-values. It is immediate that the convergence factor is much 
more sensitive around the “usual” optimum w. (with any notion of conver- 
gence used) than it is around the points w+ and o_. Furthermore, as the 
absolute value of o increases, the convergence factor remains practically 
invariant and suboptimally small. This behavior is of particular value in the 
cases where the quantity ji( J> is not known in advance and the optimal-val- 
ues cannot be computed in advance. Then, a crude approximation of the 
parameter w+ w_ can be used, and as SOR proceeds, an adaptive procedure 
may be used to fine-tune o. It is guaranteed that the convergence factor, 
during this adaptive procedure, will not fall excessively far from the optimal. 
This is not true if the optimum o0 is used. There small variations of w may 
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TABLE 6 
CONFIGURATION OF SECOND EXAMPLE MODEL 
199 
Number of queues (~1 
Arrival rate (pO) 
Service rate at 1st queue 
Capacity of 1st queue 
Service rate at 2nd queue 
Capacity of 2nd queue 
Service rate at 3rd queue 
Capacity of 3rd queue 
Service rate at 4th queue 
Capacity of 4th queue 
4 
5a 
a 
2 
2a 
3a 
2 
4a 
5 
cause SOR to converge very slowly, thus making very difficult an adaptive 
procedure for the fine tuning of o. 
It should be noted that care has to be exercised when big o-values are 
used. Theorem 3.2 shows that SOR converges to a vector with subvectors 
multiplied by factors that are powers of a quantity [a(w)] on the order of w. 
If w is excessively big, normalization of the successive iterates will cause the 
first subvectors (which are multiplied by smaller constants) to underflow. 
This phenomenon becomes particularly intense in the case of big p and small 
subblocks Q. The small subblocks may make p’(J) small, and then (see 
Theorem 6.1) o+ and o_ will be big. Thus the last subvectors of the 
eigenvector to which SOR will converge will be multiplied by very big 
constants. Fortunately, an alternative strategy is possible in this case. Since 
the subblocks of Q are small, and since Jr’ is a block diagonal matrix with 
subblocks having sizes corresponding to the diagonal blocks of Q, one can 
explicitly form the smallest subblock of Jr and compute its whole spectrum.” 
Then the quantity p’(J) may b e explicitly computed and an accurate estima- 
tion of wa obtained. Then o0 can be used for the parameter w without 
underflow problems. 
We close this section by presenting the results from another numerical 
test, this time performed on a model that yields even p. The configuration of 
the model appears in Table 6. The dimension of the matrix Q is 63. The 
*It is well known that the spectra of the diagonal blocks of /P, excluding the zero 
eigenvalues, are identical, because all the subblocks /P are permuted products of the blocks of 
J. The multiplicities of the eigenvalues may be different, though. 
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TABLE 7 
RELEVANT QUANTITIES FOR SECOND EXAMPLE 
P(J) 0.3434 
00 1.0015 
o+ 8.4381 
TABLE 8 
SOR RUNS FOR THE SECOND EXAMPLE 
Conv. test on whole vector Conv. test on subvectors 
6J Iterations Difference Iterations Difference 
-40 6 1.63025~ - 10 
-35 6 1.64729E - 10 
-30 6 1.67406~ - 10 
-25 6 1.72192E - 10 
-20 6 1.82509E - 10 
- 15 6 2.12222E - 10 
- 10 6 3.58833~ - 10 
- 8.33333 6 5.49067E - 10 
- 6.66667 6 1.0737E - 09 
-5 7 1.39449E - 10 
- 3.33333 8 7.556~ - 09 
- 1.66667 15 5.62253~ - 09 
0.250369 82 8.7935lE - 09 
0.500738 36 7.52146~ - 09 
0.751107 19 6.08289E - 09 
1 6 4.50229E - 09 
1.00148 6 2.66594E - 10 
1.08444 11 2.22376~ - 09 
1.1674 21 1.9505E - 09 
1.2 21 3.9426E - 09 
1.25037 31 9.1348E - 09 
1.3 70 8.92455E - 09 
1.33 100 2.3229lE - 05 
1.33333 100 3.17852~ - 05 
3.10951 8 2.40896E - 09 
4.88569 6 4.21826~ - 09 
6.66187 6 6.57421~ - 11 
8.43805 5 2.04781~ - 09 
16.3285 5 6.55537~ - 09 
24.219 5 9.15467E - 09 
32.1095 6 1.38163~ - 10 
40 6 1.43924E - 10 
7 1.7899E - 10 
7 1.80171~ - 10 
7 1.82171~ - 10 
7 1.86074~ - 10 
7 1.95266E - 10 
7 2.23862~ - 10 
7 3.73407E - 10 
7 5.73354E - 10 
7 l.l4299E-09 
7 1.52565~ - 09 
9 3.26362~ - 09 
16 5.18075~ - 09 
85 8.40534~ - 09 
37 8.47316~ - 09 
20 4.52853~ - 09 
7 1.68885~ - 10 
6 7.42816~ - 10 
11 4.16564~ - 09 
21 2.8539E - 09 
18 5.45509E - 09 
21 7.03837~ - 09 
23 9.11008E - 09 
24 5.75635~ - 09 
24 5.77718~ - 09 
9 1.22264~ - 10 
7 5.7526~ - 10 
6 3.05447E - 09 
6 1.1418317. -09 
6 6.37151~ - 09 
6 9.46943E - 09 
7 1.46522~ - 10 
7 1.547033 - 10 
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TABLE 9 
AGGREGATION EFFECT ON THE SOR SOLUTION 
Before aggreg. After aggreg. 
Solution diff. 1.30447 2.55507~ - 11 
Subv. 1 -1 1 
Subv. 2 1 1 
Subv. 3 -1 1 
Subv. 4 1 1 
Whole 0.275772 1 
Solution diff. 1.42831~ - 12 1.4284~ - 12 
Subv. 1 1 1 
Subv. 2 1 1 
Subv. 3 1 1 
Subv. 4 1 1 
Whole 1 1 
Solution diff. 0.0135222 9.08432E - 10 
Subv. 1 1 1 
Subv. 2 1 1 
Subv. 3 1 1 
Subv. 4 1 1 
Whole 0.999944 1 
Solution diff. 1.13225 2.20876~ - 12 
Subv. 1 1 1 
Subv. 2 1 1 
Subv. 3 1 1 
Subv. 4 1 1 
Whole 0.330797 1 
0=-S 
o = 1.00148 
0 = 1.33333 
w = 8.43805 
spectrum of J”, excluding the zero eigenvalues, is 
cq”)\{O) =(1,0.0139), 
with all eigenvalues having multiplicity 4. The relevant quantities for this 
model are summarized in Table 7. The SOR relaxations were again per- 
formed under the same conditions with the previous example. The results of 
the runs appear in Table 8, and the effect of aggregation is shown in Table 9. 
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FIG 9. Convergence factor as a function of o: second example. 
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FIG. 10. More detailed plot of convergence factor for second example. 
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All comments apply to these results as well. In addition, notice that the 
behavior for negative w is more uniform, as the theory predicts. There is no 
negative optimal w-value (again consistent with the theory) but, as Figures 9 
and 10 show, as w becomes very negative, the convergence factor remains 
suboptimally small. 
9. SUMMARY 
In this work, we have studied the application of the block SOR method 
for computing the stationary probability distribution of Markov chains that 
possess p-cyclic infinitesimal generators. As became apparent, such Markov 
chains have a lot of structure that is reflected in the close connection of the 
eigensystem of the block Jacobi matrix J to the eigensystem of the SOR 
iteration matrix &. This connection permitted an alternative statement of 
the usual conditions for semiconvergence in the form of conditions Bl-B3 in 
Section 3 and led to the statement of the milder conditions Cl-C2, under 
which convergence in a subvector sense is obtained. This new notion of 
convergence can be viewed as a generalization of the subvector convergence 
in the work of Courtois and Semal [5]. They introduced the subvector 
convergence for cases where the splitting associated with an iterative method 
is regular (and the spectral radius of the iteration matrix is 11, namely, for the 
Jacobi and Gauss-Seidel splittings, while we extended this notion to the SOR 
splitting, which is nonregular for w > 1 or o < 0. In addition, it became 
apparent that, under this generalized convergence, the parameter o can, in 
principle, take any real value (apart from the null value 0). 
We developed mathematical tools that are of value in investigating for the 
w-ranges that yield convergence of SOR and finding the optimal relaxation 
factor values. We then applied these tools in the case when Jp has only 
nonnegative eigenvalues, determining the exact convergence intervals for 
convergence, in the standard and extended senses, and the optimal relaxation 
parameters. One can view the methods used in Sections 5 and 6 as exten- 
sion of the methods used by Wild and Niethammer [20] and Eiermann, 
Niethammer, and Ruttan [6] for the singular homogeneous case. We note that 
the part of our results which is relevant to convergence in the standard sense 
for the case of Jp having nonnegative eigenvalues is in complete agreement 
with the results reported by Hadjidimos [8], so that this part of our work can 
be considered as an alternative proof of those results. 
Although we did not treat any cases besides that of Jp having real 
nonnegative eigenvalues, it is obvious that the methods described in this 
paper can be directly used to deal with cases where the eigenvalues of JP are 
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(apart from the unit eigenvalue) nonpositive reals (see [20]) or just reals in 
general (see [6]). In fact this last case is of much more interest in the Markov 
chain setting, since most of the time Markov chains yield asymmetric 
matrices having nonregular spectra. Notice that if Jr’ contains nonnegative 
eigenvalues A, 0 < A < ap, nonpositive eigenvalues /.L, - bp < p < 0, and 
complex eigenvalues h, (hi < min(a”, bp), then this case is identical, from the 
point of view of convergence and the optimal w, to the case of Jr’ having the 
same real eigenvalues only. That is because if the real eigenvalues are 
contained in V,,(w), then the complex ones will be contained as well. The 
main problem is in identifying a pattern like this in the spectrum of 1”. 
Another important factor is the determination of the quantity p(J). 
Usually there is no means of determining it analytically, because of the 
asymmetric structure of the matrix Q. If this parameter is not known with 
adequate precision, the optimal w-values cannot be determined accurately. 
This is why we consider as important the observation that variations around 
the newly introduced optimal w-values w+ and (for odd p) w_ do not affect 
the convergence factor significantly. 
We mention that, since the optimal w (for convergence in the usual 
sense), wa, is given by the same expression as for the nonsingular case, 
simply replacing the spectral radius p(J) by P’(J), the results of Pierce, 
Hadjidimos, and Plemmons [I41 relevant to the optimality of 2-cyclic SOR 
over any value of the parameter p, for the case of the eigenvalues of Jr’ 
having the same sign, carry over immediately to the setting discussed here as 
well. It is to be noted, though, that repartitioning the matrix Q in bigger 
subblocks, in order to get a 2-cyclic infinitesimal generator, may incur 
problems in the LU factorization preconditioning of the new big diagonal 
blocks that is required before the block SOR relaxations can start, and thus 
may not be practical in some cases. 
Finally we point out that Galanis and Hadjidimos [22] have shown how to 
repartition p-cyclic matrices for optimum SOR convergence. Their methods 
should prove useful in our applications to Markov chains. 
APPENDIX A. PROOF OF THEOREM 4.1 
As we have already commented upon, 1 is a root of f,,,(h) VW. We 
therefore dispense first with any negative roots of f,,,(A) by showing that 
either they do not exist, or they have modulus less than 1. The derivative of 
f,,,(A) is 
f;JA) = ph"-' A - ( yL). 
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For A < 0 this derivative is negative if p is even and positive if p is odd. In 
the case of 0 < w < 1 we have that 
f,, l(o) = 0 - 1 < 0. 
If p is odd we have 
f,,,(A) <fiJO> <o VA-CO, 
and there cannot be a negative zero of f,,,(h). If, on the other hand, p is 
even, then since lim A _ _-m f,, ,(A) = + 00, we do have a single negative root. 
Since 
the root is contained in the interval (- 1,O) and has modulus less than one. 
For the case o > 1, a very similar argument will show that for p even there 
is no negative root of f,,,(A), while for p odd there is a negative root with 
modulus less than 1. We can therefore restrict ourselves in the study of 
f,,,(A) to positive A-values. 
From equation (63) one sees that f,,,(A) has a minimum at [(p - I)/p]o. 
In the case of w Q p/(p - 1) this observation immediately leads us to the 
fact that there cannot be a root of f,,,(A) greater than one [because, by (63), 
f,,,(A) > f,,,(l) = 0 VA > 11. Furth ermore, in the case of o = p/(p - l), we 
get that f,,,(l) = f:,,(l) = 0, so that the root 1 is multiple. It is easy to see 
that f:,,(l) # 1; therefore, 1 is a double root of f,,,(A). We have thus 
justified the claims of part (a>. 
When w > p/(p - l), the minimum occurs at a point greater than 1. This 
observation leads to 
p-1 
fW>l( p ) * < f,,lW = 0, (64) 
which, after some elementary algebraic manipulation, yields the claimed 
relation (31). Furthermore, the fact 
f,.,(w)=w-l>O, 
in conjunction with (64), yields that there is a root Y(O) of f,,,(A), greater 
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than 1, in ([(p-l)/pl~,w). Since f,,,(A) is increasing for all A > 
Kp - l)/plo, th ere is no other real root greater than y(w). 
To complete the proof, it remains to show that there are no complex roots 
that can affect the results discovered up to now. We will prove that, in all 
cases, all complex roots of f,,,(A) have modulus strictly less than cy(o). For 
the case of 0 < w < 1, note that, for any complex root A’ of f,,,(A), we must 
have 
hence, 
and, since w, 1 - o > 0, 
Ii’lp-wlA’lp-‘-(l-w) ~0, 
or 
From the discussion for the real roots we have seen that this may happen 
only if IA’1 < 1, so that there is no complex root with modulus exceeding 
(Y(W). 
For the case of w > 1, for any complex root A’ of f,,,(A) we must have 
or 
or 
A’” - 1 p-1 -1 
h’-l=* A'-1 ’ 
w-l w-2 
‘c AfkcW’z Ark, 
k=O k=O 
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p-1 = (&) - 1) c A’k; 
k=O 
hence, 
p-2 
I/VIP-’ < lw -II c INk. 
k=O 
We assume that (A’( > 1; otherwise there is nothing to prove. By recalling that 
w > 1 we get 
and, after some algebraic manipulation, 
This last relation immediately yields that IA’1 cannot be greater than 1 when 
l<o<p/(p-l)( a contradiction to our hypothesis) and that it must be less 
than or equal to y(o) when o > p/(p - 1). In all cases we conclude that 
IA’1 < a(w). 
The last thing that remains to be shown is that no complex root of f,,,(A) 
achieves the modulus (u(w). Assume there is some complex root A such that 
(Al = a(w). Then we can write A = a(w)eje for some 8 # kr, k E 2, because 
A is not real. Then, since a(w) = y(w), from f,, ,(a(~)) = 0 and f,,,,,(A) = 0 
we get 
which, after some algebraic manipulation, yields 
PO 
(Y(W) sin - = w sin 
(P-lP e-je,2 
2 2 
Since everything else is real, and since we cannot have sin(p0/2) = 
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sin[(p - 1)0/2]= 0 (b ecause 0 # kr), we must have - f3 /2 = kr, k E 9, 
or 19 = 2k’r, k’ E 9. But this is a contradiction. The proof is now complete. 
APPENDIX B. PROOF OF THEOREM 4.2 
By (63) in Appendix A we see that, in all cases, f:,,(h) > 0 VA > 0. Since 
f,,,(l) = 0, the only positive root is 1. We therefore restrict our attention to 
negative roots. If p is even, then, again by (631, we see that f,,,(h) has a 
single local minimum on the negative semiaxis, at [(p - l)/p]o. Since 
f,,,(O)=w-1~0, th e value the minimum is negative. Furthermore, since 
lim r+-mfw,,(h)= +m, th ere must be (only) one negative root. Indeed, one 
easily verifies that 
and 
so that there is a negative root of modulus greater than 1 in the interval 
[w - 1, - (1 - a~)~/~) (actually, the root is exactly o - 1 iff p = 2). 
To complete the proof of part (a) we need to show that all complex roots 
of f,,,(A) have modulus strictly less than (Y(O). Let, therefore, a complex 
root be A’. Then we have 
or, by taking absolute values, 
and, since w<Oand 1-o>O, 
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By recalling that p is even, this becomes 
(-lA’l)“-w(-I~‘I)“-‘-(1-w)~0, 
209 
or 
Since - IA’1 is negative, the previous discussion implies that - IA’1 > y(w) or, 
equivalently, IA’1 Q (u(w). The fact that the inequality is sharp is established 
as in the proof of Theorem 4.1 (see Appendix A). 
Let us now turn to part (b). Since p is odd, Equation (63) yields that 
f,,,(A) has a maximum at [(p - l)/p]o. Observe that f,,,(O) = w - 1 < 0 and 
that lim h+_-mfo,l(A)= --m. Th is maximum has, therefore, to be greater or 
equal to zero if f,,,(A) is to have negative real roots. The value of this 
maximum is 
Therefore. 
iff 
g(o)= + ( 1 
P 
-(p-l)(w-1) GO. 
It is easy to see that the function g(x) has a unique maximum on the 
negative semiaxis at - p/(p - 1). The corresponding maximum value is 
P g -~ ( 1 p-1 = 2( p - 1) > 0. 
This dictates that g(w) Q 0 for o Q o1 < - p/(p - 1) or for w > o2 > 
- p/(p - l), where oi, w2 are roots of g(x). Since g(0) = p - 1 > 0 and we 
are examining only negative values of w, we conclude that f&A> has a 
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negative root iff w < wi = o* < - p/(p - l), where o* is the unique nega- 
tive root of g(x) in (32). It is easy to see that g(- p) < 0, and since we have 
already seen that 
P g -- ( i p-l ‘O, 
w* is contained in the interval claimed. 
Also, if w = o*, then since 
p-1 * 
g(w*) =fw*,l pw =o, ( i 
the root y(w*) is equal to [(p - l)/p]w*, and since it coincides with the 
point of the maximum, the root is multiple. It is easy to verify that 
so the root w*p /( p - 1) is exactly double. In the case w < o* we get 
P--l 
Y(O) < -0 
P ’ 
and since 
we conclude that 
as claimed. This root is simple, because f:,,(y(o)) > 0. Furthermore, since 
in this range of w-values g(w) is strictly negative, we determine that (33) 
holds. 
To complete the proof for subparts (i) and (ii) of part (b), we need 
to show that there are no complex roots of modulus greater or equal to 
the quantity - y(w) = a(o). Assume that there is such a complex root 
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A’ of f, ,(A) with modulus IA’1 > -y(w)= (Y(W). From f,,,(X) = 0 and 
j-W,I(r(wj) = 0 we get 
or 
or 
which gives 
A” - yP( o) A’“_’ - y-y co) 
X-y(w) =@ X-y(w) ’ 
p - 1 p-2 
c AtP-l-kyk(u) = ~k~oA’p-2-kyk(o). 
k=O 
r-2 p-2 
A,p-’ + y(w) C A’p-2-kyk(~) = w c Xp-“-kyk(@)t 
k=O k=O 
or 
p-2 
Afp-’ = (0 - y(w)) kFoA’p-2-kyk( w). 
By taking absolute values, 
Since we assumed that IA’1 > ly(~)l, we get 
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Recall that [y(w)1 = - y(w), p is odd, and y(w) > 6.1. Using these facts, after 
some algebraic manipulation we get 
I/VIP + WI/VI”- l ( - y”(w) + wyp- ‘( w). 
Since f,,,(y(w)) = 0, this becomes 
l/VI” + wlxlp-’ < w - 1, 
which leads to 
Since - IA’/ is negative, from the discussion for the real roots we know that 
we must have - IA’1 > y(w), w rc contradicts our hypothesis. We therefore h’ h 
have proved that any complex root has modulus less or equal to (Y(W). The 
fact that the inequality is sharp is established as in Theorem 4.1. 
Having proven subparts (i) and (ii) of part (b), we proceed to subpart (iii). 
From the previous discussion it is clear that when w > w*, g(w) is strictly 
positive. This fact immediately yields (36). The same discussion, however, 
revealed that there are no negative roots off,,, ,(A) in this case. Since there is 
only one positive root, namely the number 1, we know that there must be 
(p - I)/2 pairs of complex conjugate roots. We have to investigate these in 
order to determine (Y(O). 
We let a root A be represented as A = xej’, with x E 8, 8 E (0,~). 
Notice that this is not the usual polar notation, although any complex number 
has a unique representation of this form. Using this notation, since A is a root 
of f,, ,(A), by taking real and imaginary parts separately, we get 
x”c0sp6-wxp-’ cos(p-1)8-(l-w)=0 
and 
xPsinpO=WxP-‘sin(p-1)0. 
Furthermore, since 8 E (0, ~1 and x # 0 [because 0 is not a root of f,,,(A)], if 
we set t = cos 8 and divide the second of the equations above by sin 8, the 
previous pair of equations becomes 
xpTp(t)-WXP-lTp_l(t)-(l-O)=O (65) 
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xV,_#> = oq_&>> (66) 
where T,(t) and U,(t) are the Chebyshev polynomials of the first and second 
kind, respectively, of degree n (see e.g. [16]). Since w # 0, by dividing (65) 
by UP and using (66), we get 
l-w 
Us-,(t)Tp(t)-U~~~(t)Up_,(t)Tp_,(t) = -U,“_@). 
OP 
or 
u~~~(t)[U,_,(t)T,(t)-U,_,(t)T,_,(t)] = $u;_l(t). 
By using the trigonometric forms of the quantities inside the brackets in the 
previous equation, one easily establishes that 
U,_,(t)T,(t)-U,_,(t)T,-,(t) = -1. 
We therefore get 
which will be immediately recognized as Equation (34). Note also that 
Equation (66) is equivalent to 
or by using (34), to 
xv= -(l-o)U,_,(t), 
which is recognized as Equation (35), with x = y(w). 
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We have effectively shown that the p - 1 complex roots A = xej’ of 
f,,,(h) are xejcosmlt, with t equal to a solution of (34) and the corresponding 
x given by (35). Ob serve also that, when a root of f,,,(A) is xej’ = xejcwSm’t 
(where t = cos 01, its complex conjugate is xe-@ = - rejCTPe) = - xe cos-q-t) 
We now investigate the roots of (34) in terms of the “dual” variable 
8 = cos - ’ t. Since the right hand side of (34) is always positive (recall that 
w < 0 and that p is odd), the roots t must be such that U,_ ,(t> > 0. Since 
we must have 
c-?E 
P-1 
--T k =0,...,2 
Given also that 
p-3 
k=l,...,- 
2 ’ 
we can see that the function 
G(t) = G(e) = u;_,(e) + &u;:;(e) 
has the property 
Similarly, 
P-3 
k=l,...,2. 
Finally, since all 2kT/(p - 1) for k = 1,. . . , (p - 3)/2 belong to intervals 
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where U,, _ r(e) is positive, we get that 
G(+q_‘(~)>o, k=l,..., y 
We therefore conclude that, since G(t) is a continuous function, Equation 
(34) has at least p - 3 real solutions in the intervals 
2kr 2kr 2k+1 p-3 
cos p-l ’ cos --I ( P ’ cos-T cos- P ’ k=l,...,z. 
Also, since for f3 = 0 we have U,_,(O) = p and UP -z(O) = p - 1, we get 
G(0) = p” + g(p -ljp-l 
P = (p_lp(l_w) I (P-1)(1-0)+ p-l p i 1 0-y 1. 
We know that (36) holds; therefore we get G(O) > 0. Also 
G" 
i 1 
tip 
UP-1 T. <o 
P 
=l_o p-2 p 
i i 
. 
These two last relations reveal that Equation (34) has, at least, another root 
in (cos(r/p>, 1). S imilarly one finds that there is one more root in 
(- l,cos(?T - P/P>). 
Since the solutions of (34) mentioned explicitly above are p - 1, and since 
each solution of (34) corresponds to a complex root of f,,,(h), these are the 
only solutions of (34). 
The last thing that remains to be shown is that the root 8* E (0, r/p) 
[equivalently, the root t* = cos 8* E (cos(r / p), 111 maximizes 
I+)l+(e)l= -(i-td)u,_,(e). (67) 
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Since we know that for any root e(t) of (34) there is a conjugate root 
v - 0(- t), so that 
we only need to compare the roots 0 < 0 < r/2 with 8”. 
We first treat the roots 
Obviously, 2ma - 2m5r/p < (p - 04, < 2mrr; hence sin(p - 114, > 
-sin(2m7r/p). We also have sin(:!ma/p)< sin4,,. It is now immediate 
that 
Note that, since 0” ~(O,rr/p), we have U,_,(e*)> 1, so that 1x(0*)1 > 
Ix(di,>l for m = 1,. . . ,Kp - 1)/41. 
Consider now the roots 
2kr 2k+l 
ek E --+I?- p-l’ p ’ 
Notice that 0, = 0*. If p = 3, the only root to consider is 8*, so that there is 
nothing to prove. For greater p, we will now show that Ix@>1 is a strictly 
decreasing sequence of index k, something that will convince us that indeed 
8, = 0* maximizes (67). To start, note that 
2k+l 
2krr < (p - i)ok < 2kT + T - -?? 
P ’ 
so that t-J,_,(e,)> 0; therefore r(&> < 0. Since the corresponding root of 
f,.,(h) is A, = r(Ok)e@‘, the polar form of hk is lx(ek)le’(~-ek). Let now two 
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such roots of f,,,(h) be hi and hj, with 0 < i < jl(p -2)/41 (so that 
0 < ei < ej < a/2). Recall that f,,,(Ai) = f,, ,(Aj) = 0. This gives us 
and, by taking absolute values and doing some algebra, 
lAjlZ + w2 -2~Aj10cos(~ - 19~) 
IAil + w2 -21Ailwcos(r - ei) 
Assume now that lAjl = Ix<Oj)l a Ix(e,)I = IAil. The relation above gives 
lhjlZ + o2 +21hjlw COS ej 
lhf + o2 +2(Ailo cos t$ 
<l. 
By recalling that 0 < cos e(i < cos ei and that w < 0, we get a contradiction. 
We have now established that the root 8* maximizes (67). The proof of 
Theorem 4.2 is now complete. 
APPENDIX C. PROOF OF THEOREM 4.3 
Recall that, from Theorem 3.2, for each root A of f,,,(A), the eigenvector 
of 1, associated with AP is 
q,‘= (,J,;,JI;,...,$,)’ = (JI1,AJI,,...,A”-lJI,)T, 
where ($,, . . . , \Fi,> r is the Perron eigenvector of J. Let now the principal 
vector associated with the dominant eigenvalue of -tZ,, when o = p/(p - 1) 
or (for odd p) w = w*, be cp. We will show that 
fp=Ji’+z, (68) 
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which, by using Theorem 3.2, will assure us that the subvectors of Q are 
themselves parallel to the corresponding subvectors of JI, By definition of 
the principal vector, we just need to show that 
( Jm - h”I)Q = q#‘, 
or, equivalently, 
ywQ = /iPQ + @‘. 
By substituting from (68) and using the fact that Q’ is an eigenvector of -tZ, 
associated with the eigenvalue h P, the relation to be proved becomes 
_z$z = A”z + I)’ 
Call the right hand side t. From the form of z, t, = JI; and 
ti = hi-1 for i =2,...,p. 
The matrix equation now becomes 
[(l-w)I+drW]z=(I-wr’L)t, 
or, by using (17) and (71, 
(1 - ciJ)zl + wB,z, = t, = 3rl (70) 
and 
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We now verify Equations (70) and (71). By using (69), Equation (76) 
becomes 
p-1 
-wh-‘B& = Jr,, 
P 
and by the fact B1qbp = $1, we get 
P--l 
-WA-‘*, = JI1. 
P 
In the case of w = p/(p - l), h = 1, and in the case of w = w*, h = y(w*). 
In both cases, 
p-1 
A=--w 
P ’ 
SO Equation (70) is seen to hold. Equation (71) holds iff 
or, equivalently, iff 
Using the fact that f,,,(h) = 0, after some algebraic manipulation, we get 
P--l 
A=-C&l 
P . 
As we have already seen, this holds for either w-value. The proof is now 
complete. 
APPENDIX D. PROOFS OF LEMMAS 6.1, 6.2, AND 6.3 
Proof of Lemma 6.1, From Theorems 4.1 and 4.2 one immediately sees 
that, for the range of w-values considered, y(o) is indeed a function of o. 
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From the fact f,,,(Y(o)) = YP(m)- wyp-l(o)-(l- w) = 0, by differentiat- 
ing and solving for Y’(w), one obtains 
Y’(W) = 
yqo) -1 
pu”-W( Y(W) - Ym) 
If w > p/(p - l), we have 
Y(O) > 
P-1 
-w>l; 
P 
therefore Y’(w) > 0. For w < w* (case of odd p) we have 
and by recalling that p - 1 is even, we again conclude that Y’(w) > 0. n 
Proof of Lemma 6.2. We have 
Y(W) ’ ( i PY"-'wY'w(~ - 1) - Y"(W) - = W-l (W-l)2 . 
By using the expression for y’(w) from the previous proof, after some 
algebraic manipulation and by using the fact that f,,,(y(o)) = 0, we get 
p-1 
Y(O) ’ ( i 
-w-l 
YP(W) P - = 
0-l (@-l>” y(w)_~p-lo’ 
P 
In the case of w > p/(p - l), we have y(o) > o(p - 1)/p > 1; therefore the 
derivatives is positive and the function increasing. If w < w* < - p/(p - 1) 
(for odd p), then y(w) < o(p - l)/ p < - 1, so the derivative is now negative 
and the function decreasing, as was claimed. 
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Proceeding to the function y(o)/w, using the same technique as before, 
we determine that 
P 
Y(O) ’ 
( ) 
w-- 
- =(p-1) 
p-1 
6J 
PW Y 2 p-2(-,( y(o) - dy) 
Using the same arguments as before, one sees that y(w)/w is increasing for 
o > p/(p - 1) and decreasing for w < w*. n 
Proof of Lemma 6.3. 
U,,_,(t), with 8 = cos-1 
By using the trigonometric form of Ur,_ r(t) and 
t, 0 E (0, r/p), we have 
pcospBsin(p-1)8-(p-l)cos(p-1)8sinpfI 
=- 
sin2(p-1)8sinf3 
Proving that the numerator of the fraction above is negative will yield the 
desired result. Since sin p0, sin(p - l)e > 0, the relation to be proved is 
equivalent to 
cot pe < p-1 -cOt(p-i)e. 
P 
(72) 
If (p - 1)0 < a/2 < pe, then obviously 
cot pe < 0 < p-1 -~0t(p-l)e, 
P 
and the claim holds. Otherwise, cot p0 and cot(p - l)f3 have the same sign, 
and (72) is equivalent to 
P 
-ttan(p-1)0<tanpe, 
p-1 
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or to 
(P(e) = -& tan(p-1)8-tanpB<O 
It is easy to establish that q’(B) < 0 for 0 <(p - 110 < p0 < r/2 and q’(B) 
> 0 for 7r/2 < (p - 110 < p13 < T, so that in the first case (p(0) < +40) = 0, 
and in the second case 
i 1 P--l (p(e)ccp $ =-- tanT:<O. P P 
We have therefore proved the lemma for any 8 E (0, ~/p&equivalently, 
for all t E (cos(r/p>, 1). 
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