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Fine-Granularity Transmission Distortion Modeling
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Yongfei Zhang, Shiyin Qin, and Zhihai He, Senior Member, IEEE
Abstract—Packet scheduling is a critical component in multi-ses-
sion video streaming over mesh networks. Different video packets
have different levels of contribution to the overall video presen-
tation quality at the receiver side. In this work, we develop a
fine-granularity transmission distortion model for the encoder to
predict the quality degradation of decoded videos caused by lost
video packets. Based on this packet-level transmission distortion
model, we propose a content-and-deadline-aware scheduling
(CDAS) scheme for multi-session video streaming over multi-hop
mesh networks, where content priority, queuing delays, and dy-
namic network transmission conditions are jointly considered for
each video packet. Our extensive experimental results demonstrate
that the proposed transmission distortion model and the CDAS
scheme significantly improve the performance of multi-session
video streaming over mesh networks.
Index Terms—Delay constraints, dynamic network, priority
scheduling, transmission distortion model, video streaming.
I. INTRODUCTION
W ITH recent technological advances in video compres-sion and networking, multi-session video transmission
over mesh networks gains increasingly research interest and en-
ables a variety of multimedia applications, such as video on de-
mand and online video chatting over community networks and
Internet. Video streaming over mesh networks is a challenging
task because compressed videos are very sensitive to transmis-
sion errors (e.g., packet loss), video transmission has stringent
delay requirements, and video sessions compete with each other
for limited network resources to maximize their quality-of-ser-
vice [1], [2].
A. Related Work
In this work, we consider the problem of packet scheduling
for multi-session video transmission over mesh networks. This
problem has been studied in different scenarios, such as over
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Internet, IEEE 802.11 wireless LAN, etc. [1], [2]. A number of
scheduling algorithms have been developed in the literature for
transmitting packets from generic data streams, such as audio
and data files. They aim to maximize the quality-of-service
which is often measured by average throughput, end-to-end
delay or packet loss rate [3]–[5]. Unlike other types of data,
videos are non-stationary data encoded with motion prediction
and hybrid coding schemes. Different video packets have
different levels of contribution to the overall video presentation
quality at the receiver side. Motivated by this fact, a number of
content-aware packet scheduling methods have been developed
[7]–[19]. The key in content-aware scheduling is to determine
the importance level of each video packet/frame. For embedded
video encoders, such as wavelet-based video encoding schemes
[6], packets in the video stream are naturally organized ac-
cording to their importance levels in a hierarchical manner. van
der Schaar et al. have shown that partitioning an embedded
video stream into several priority classes (or quality layers)
can improve the overall received video quality [7]. Based on
this idea, a distributed cross-layer approach using priority
queuing is proposed in [2] for multi-session video streaming
over multi-hop wireless networks. An exponential model has
been used to estimate the packet priority for wavelet-based
video encoders [8]. Miao and Ortega uses a performance metric
called expected run-time distortion to determine the importance
of each packet [9]. This low-complexity heuristic scheduling
algorithm shows a very promising performance [10].
Note that, in practice, most video encoding and communica-
tion systems are based on hybrid video encoders, such as H.264
and MPEG-4 [11]. Therefore, it becomes an important task to
develop efficient content-aware packet scheduling methods for
hybrid video encoding. In [12], a heuristic approach is pro-
posed to determine the importance levels of video frames based
on frame types (I, P, or B frames) and positions in a group of
pictures (GOPs). In [13], the video packet’s relative position
within the GOP and its motion-texture context are used. A con-
tent-aware resource allocation and packet scheduling scheme is
developed by Pahalawatta et al. [14], where the distortion is de-
fined as the sum of absolute pixel difference between the de-
coded frames and the error-free reconstruction and then a dis-
tortion-based utility function is adopted for the gradient-based
scheduling policy. Politis [15] uses a recursive formula to pre-
dict frame-level transmission distortion for three different error
patterns, namely, isolated errors, burst errors, and errors with
lags, where offline measurements are required for model pa-
rameter estimation. A rate-distortion optimized packet sched-
uling scheme is proposed by Chakareski and Frossard in [16].
Packet scheduling of video frames during network congestion
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and poor channel conditions has been studied in [17], where
the importance level of each frame, transmission deadline, and
the frame size are jointly considered for deciding frame drops.
Congestion-distortion optimized scheduling (CoDiO) proposed
by Setton and Girod [18] aims to minimize a Lagrangian cost
where is the distortion of decoded video and is
the expected end-to-end delay used as a congestion metric.
While a number of heuristic models have been developed
in the literature for characterizing the importance levels of
video packets, there is a lack of a concrete packet-level trans-
mission distortion model for highly efficient content-aware
packet scheduling. Furthermore, the accuracy and reliability of
packet-level transmission distortion modeling and their impact
on the overall packet scheduling performance have not been
adequately studied.
B. This Work and Major Contributions
We recognize that the ultimate goal in video transmission is
to maximize the video quality at the decoder side. Therefore,
the importance level of each video packet should be determined
by the amount of video quality degradation in the decoded
videos caused by the loss of this video packet. In this paper,
we provide a further understanding of the propagation behavior
of transmission errors at fine scales, i.e., MB and packet-level
rather than frame or sequence-level as in the literature [18],
[22], [26]. We then establish a fine granularity transmission
distortion model for accurate and fast prediction of video
quality degradation caused by lost MBs or video packets at
the encoder side before video transmission. The performance
of the proposed model is extensively evaluated. Based on this
model, we develop a content-and-deadline-aware scheduling
scheme for multi-session video streaming over multi-hop mesh
networks, which jointly considers content priority of video
packets, queuing delays, and dynamic network conditions.
Our extensive experimental results demonstrate that the pro-
posed transmission distortion model and the CDAS scheme
significantly improve the performance of multi-session video
transmission over mesh networks.
C. Paper Organization
The rest of the paper is organized as follows. Section II
presents our system specifications, models and assumptions
that we use in this work. Section III presents our fine-granu-
larity packet-level transmission distortion model. The proposed
CDAS scheme is presented in Section IV. The performances
of the proposed packet-level transmission distortion model
and CDAS scheme are evaluated in Section V, and Section VI
concludes the paper.
II. SYSTEM SPECIFICATIONS
In this paper, we consider multi-session video streaming over
mesh networks. A mesh network can be represented by a triplet
, where defines the network nodes and denotes
the available transmission links in the multi-hop wireless net-
work, while the interference matrix indicates whether two
different links can transmit data simultaneously [4]. We assume
that the th session consists of hops, and at each intermediate
Fig. 1. Illustration of packet scheduling at an intermediate node of a mesh net-
work.
node reside a transmission buffer and a packet scheduler. As il-
lustrated in Fig. 1, the intermediate and destination nodes re-
ceive packets from incoming links and store them in the buffer.
The buffer size is empirically set to a fixed size, e.g., 1 M byte.
When the buffer level exceeds the buffer size, the packets with
the least overall packet scheduling priorities in the buffer are
choose to be dropped. The packet scheduler decides at each time
slot which packet in the buffer to transmit or drop according
to our proposed scheduling policy. We assume that a prede-
termined transmission opportunity interval is reserved for each
video session on the network nodes along its transmission path.
This type of reservation mechanism can be implemented and
controlled either by a central coordinator in the multi-hop net-
work [19] or by a distributed solution using an overlay network
infrastructure [20].
We also assume that adaptive modulation and error resilient
mechanisms (e.g., FEC and/or ARQ) are employed to ensure
that each packet is correctly received or the transmission bit
error rate (BER) is kept very low and negligible [20]. In this
case, the guaranteed transmission bandwidth for each video ses-
sion on each link represents the number of information bits
per second that can be successfully transmitted. In this case,
the major cause of transmission distortion is packet loss due to
buffer overflow and delay bound violation [11]. Once a packet
is lost, it will cause distortion in the decoded video frame. More
importantly, due to motion compensation, the decoding error
will propagate along the motion prediction path, accumulate
over time, and significantly degrade the overall video presen-
tation quality. This type of picture distortion caused by packet
loss is referred to as transmission distortion [22].
III. ANALYSIS AND MODELING OF PACKET-LEVEL
TRANSMISSION DISTORTION
Recently, a number of methods and algorithms have been de-
veloped in the literature for transmission distortion analysis and
modeling [17], [22]–[27], which can be classified into two major
categories. In the first category, mathematical models are estab-
lished to predict the transmission distortion. Existing distortion
models have been focusing on transmission distortion modeling
and prediction at the frame or sequence levels [17], [22], [23],
[25]. This usually involves offline measurement of transmission
distortion to estimate the model parameters, which is however
not allowed in real-time video transmission. Besides, it does
not explicitly consider the input video characteristics or the en-
coding structure and parameters, and hence, the obtained model
cannot be generalized and these model parameters need to be
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obtained by curve fitting for each sequence. What is more, these
frame or sequence-level distortion model cannot provide the
corresponding distortion for each specific packet, which is how-
ever required for many applications like distortion-optimized
packet scheduling. In the second category, the video encoder at-
tempts to simulate the decoding behavior in a statistical manner
so as to estimate the transmission distortion at the pixel level
[26]. This often involves high computational complexity and
implementation cost. In addition, it does not lead to an analytic
model for transmission distortion, which is however needed for
distortion-optimized applications as performance optimization
and resource allocation [22].
In this work, we aim to develop a general and accurate packet-
level transmission distortion model, which will allow us to pre-
dict the transmission distortion for each packet of different video
sequences without online/offline training or parameter fitting.
This model works for different sequences with very low com-
putational complexity, and thus enables real-time packet sched-
uling and performance optimization.
It is worth noting that each packet consists of a number of
macro blocks (MBs). This number may change dramatically
from one packet to another, depending on the specific packe-
tization scheme, as well as the coding complexity of the corre-
sponding picture region. Therefore, to construct an efficient and
flexible scheme for packet-level transmission distortion estima-
tion, we need to model and estimate the transmission distortion
at the MB level. There are two major issues that need to be care-
fully studied. The first issue is how to accurately model and esti-
mate the transmission distortion of each MB. The second one is
how to derive the packet-level transmission distortion from the
estimation results at the MB level. In the following sections, we
will present our approaches to address these issues.
Throughout the paper, unless otherwise specified, video se-
quences are encoded with MPEG-4 [11] with a quantization
parameter (QP) of 8, a GOP size of (an I frame fol-
lowed by 14 P frames), and an intra refresh ratio (the fraction of
intra-coded MBs) of 10%. When an MB is lost, we use a typical
error concealment scheme, copying the MB data at the same
position in the previous reconstructed frame. The distortion is
measured in mean squared error (MSE) and the video quality in
peak signal-to-noise ratio (PSNR).
A. Analysis and Modeling of MB-Level
Transmission Distortion
In our previous work [22], we have developed a control
system approach for frame-level transmission distortion mod-
eling, where the transmission distortion is modeled as
the system response to an impulse input , as shown in the
following equation:
(1)
(2)
where the instantaneous transmission distortion is the
distortion caused at the frame where the transmission errors
are introduced. We observed that the transmission distor-
Fig. 2. Propagation behavior of MB-level transmission distortion.
tion exhibit a fading behavior, as shown in (2). The fading factor
depends on the motion reference ratio (MRR) , as
shown in (2), where and are two constant parameters.
In this work, we observe that this fading behavior of frame-
level transmission distortion does not hold at the MB level. To
demonstrate this, in the following experiment, we simulate MB
losses at Frame 2 of QCIF (176 144) Foreman sequence.
At the decoder side, we measure the corresponding transmis-
sion distortion in the subsequent frames (Frame 2 to 15). Fig. 2
shows the propagation behavior of several MBs. It can be seen
that the nice fading behavior at the frame level does not hold at
the MB level. This is because, compared to a video frame, an
MB has a very limited amount of data. Furthermore, different
MBs have a wide range of source characteristics. The propaga-
tion behavior of transmission distortion at the MB level is highly
dependent on the specific fine-granularity characteristics of the
MB, which makes the MB-level transmission distortion mod-
eling more challenging than that at the frame level.
In this work, to accurately model the transmission distor-
tion at the MB level, we extend the 2-D motion reference map
(MRM) proposed in our previous work [22] into a 3-D motion
reference map to capture the error propagation behavior at a
finer scale. We find that there is a strong linear correlation be-
tween the MB-level transmission distortion and the motion ref-
erence ratio. Based on this finding, we develop a simple yet ac-
curate MB-level transmission distortion model.
One major limitation of the 2-D motion reference map is that
it only records whether a pixel is used as reference for motion
prediction of pixels in the next frame or not. Thus it does not
indicate how many times it is used as reference. Even though
this is sufficient for frame-level transmission distortion mod-
eling, it fails to capture the fine-granularity transmission dis-
tortion behavior at the MB level. As illustrated in Fig. 3, one
pixel in Frame might be used as reference by two pixels in
Frame . These two pixels might be used by three pixels in
Frame . If the pixel in Frame is corrupted by transmission
errors, all of these pixels in subsequent frames that directly or
indirectly use this pixel as motion prediction reference will be
affected. This error propagation will continue within the current
GOP until the next intra frame.
Let be the total number that pixel in Frame is
directly or indirectly used as motion prediction reference in the
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Fig. 3. Illustration of 3-D motion reference map.
Fig. 4. 3-D motion reference maps of Foreman QCIF sequence.
subsequent frames. We refer to as the motion reference
map of Frame . Note that can be easily computed
at the encoder after motion estimation. Fig. 4 shows the 3-D
motion reference map for Frames 1, 2, 5, and 10 of the Foreman
QCIF sequence. It can be seen that the MRM values change
significantly from frame to frame and from pixel to pixel. Based
on this MRM, we define the motion reference ratio for
the th MB in frame as follows:
(3)
where is the total number of pixels in the MB. For example,
equals to 256 for a 16 16 MB.
In this work, we find that the transmission distortion of a lost
MB has a strong correlation with its MRR. In order to demon-
strate this, we perform the following experiments with eight
QCIF size test video sequences: Mother&Daughter, Carphone,
Foreman, Coastguard, Salesman, Akiyo, News, and Tabletennis,
which have a wide range of scene activity characteristics.
Once an MB is lost, it will cause transmission distortion in the
reconstructed frame to which the lost MB belongs. This trans-
mission is referred to as the instantaneous transmission distor-
tion as in [22], which can be obtained at the encoder since the
encoder has access to the reconstructed frames. Let
and be th MB in the reconstructed frames and
at the encoder side. The instantaneous transmission distortion
of the th MB of Frame can be computed as fol-
lows:
(4)
where represents the MSE between two frames.
Fig. 5. Correlation between MRR and   for each MB.
TABLE I
CORRELATION COEFFICIENT BETWEEN MRR AND  
Besides, the loss of an MB might also result in distortions
in subsequent frames within the current GOP due to error
propagation. Let and
be the reconstructed
to th frames without and with the loss of the th MB
separately. Then, the overall transmission distortion caused by
the loss of the th MB in the th frame is given by
(5)
To obtain the actual transmission distortion caused by the
loss of an MB, we simulate this MB loss (with other MBs and
frames to be error-free) within actual video encoding and de-
coding framework and measure the decoded video distortion.
We then calculate the total accumulated video distortion (trans-
mission distortion) caused by this lost MB as in (5). Define
(6)
In Fig. 5, we plot the value of against the MRR for each
MB for four test video sequences, where MBs of the first 45
frames (three GOPs) of each video sequence are considered.
We can see that there is a very strong correlation between them.
Table I shows the corresponding correlation coefficients for all
eight test videos, which are very close to 1.0. Our simulations
over other video sequences yield similar results.
This suggests a linear model for MB-level transmission dis-
tortion:
(7)
i.e.,
(8)
where and are two model parameters.
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TABLE II
VALUES OF PARAMETERS  
Fig. 6. Values of   for each MB of four test video sequences.
To successfully apply this model, we need to determine the
values of , , a and b. Note that and can
be both obtained at the encoder using (4) and (3), respectively.
The estimation of these two model parameters and will be
discussed in the next section.
B. Estimating the Model Parameters and for MB-Level
Transmission Distortion
In the following, we discuss how to estimate the model pa-
rameters and in the transmission distortion model of (8).
Considering a special case of the MBs in the last frame of a
GOP, the pixels are not used as reference, so the motion refer-
ence ratio ; meanwhile, since no pixels are used as ref-
erence by subsequent frames, the error occurs in this frame will
not propagate to other frames, which means . Based
on this fact, we have .
With the value of obtained, only is left to be determined.
Table II shows the values of for the first 45 frames ( three
GOPs) of all eight test sequences obtained using linear fitting
and Fig. 6 shows the values of for each MB of six video se-
quences: Mother&Daughter, Foreman, Coastguard, Salesman,
Akiyo, and Table Tennis. We can see that, for all MBs of all se-
quences, the values of are all very close to 1. Therefore, in the
paper, we choose both parameters and in the proposed trans-
mission distortions model to be 1. This significantly reduces the
computational complexity and thus makes the model more prac-
tical for real-time applications. Our extensive experimental re-
sults will show that this simplified model also achieves very ac-
curate transmission distortion estimation.
C. Deriving the Packet-Level Transmission Distortion
Using the linear model in (8), we can estimate the transmis-
sion distortion for each MB. Since a video packet consists of a
group of MBs, the question now becomes: is the transmission
Fig. 7. Transmission distortion of lost video packets (PTD) versus estimation
results based on the additive MB-level distortion model (PTD-MB).
TABLE III
CORRELATION COEFFICIENT BETWEEN PTD AND PTD-MB
distortion of a lost video packet equals to the sum of transmis-
sion distortion values of all MBs within the packet? Or, equiva-
lently, are transmission errors of different MBs independent of
each other and is the transmission distortion additive? In this
section, we experimentally demonstrate that the MB-level trans-
mission distortion has an additive property and the transmission
distortion of a lost video packet can be computed by adding the
transmission distortion values of all MBs within the packet. In
Fig. 7, we plot the transmission distortion of lost video packets
(in square-lines) for four test video sequences: Salesman, Akiyo,
News, and Table tennis. Here, we only show the distortion es-
timation results for the first 45 frames (three GOPs) of each
video sequence due to the limited spaces. However, the exper-
imental results over other frames yield similar results. We also
plot (in red circle-lines) the total transmission distortion of all
MBs within the packet. Table III shows the correlation between
the true packet-level transmission distortion and the estimated
one based on the additive MB-level model for eight test videos.
We can see that they are very close to each other. This suggests
that the additive assumption of the MB-level transmission dis-
tortion does hold.
D. Summary of Packet-Level Transmission Distortion
Estimation Algorithm
Based on the analysis and results in the previous sections, we
develop a simple yet accurate packet-level transmission distor-
tion model, which operates at the encoder side to estimate the
transmission distortion caused by lost video packets. The algo-
rithm has the following major steps:
Step 1) Compute the motion reference ratio using (3) and
the instantaneous transmission distortion using
(4) for each encoded MB during encoding process;
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Step 2) Calculate the transmission distortion of each MB ac-
cording to the linear model in (8);
Step 3) Compute the packet-level transmission distortion by
adding the transmission distortion values of all MBs
in the packet.
It can be seen that the proposed algorithm has very low com-
putational complexity. The major computation is to obtain the
motion reference ratio , which counts the number of times
a pixel is directly or indirectly used as reference for motion
prediction. Given the motion vector after motion search, only
one addition operation is involved for each pixel if it is ref-
erenced by another pixel. Thus, the computational complexity
increases linearly with the picture resolution. With this model,
for each video packet, the transmission distortion can be com-
puted at the encoder side even before transmission. We then nor-
malize these values for packets of each video sequence to [0,
1], encode them with a binary representation, encapsulate into
the packet headers and transmit them with the video packets.
Then two bytes are sufficient for our applications, with high
enough precision. Compared to the packet size (e.g., 500 bytes),
this overhead is very small. The performance of the proposed
packet-level transmission distortion model will be extensively
evaluated in Section V.
IV. CONTENT-AWARE PACKET SCHEDULING
UNDER DELAY CONSTRAINTS
In this section, we present our proposed content-and-dead-
line-aware packet scheduling scheme for multi-session video
streaming over mesh networks. In our scheme, we explicitly
consider the content and the stringent delay constraint for each
packet through a novel packet priority model, which consists of
two major components: content priority and network transmis-
sion priority. The content priority is based on the packet-level
transmission distortion model developed in the previous sec-
tion. For the network transmission priority, we consider delay
requirement and dynamic conditions of subsequent links [33].
Then these two priorities are combined into one metric, called
overall scheduling priority, for each packet. The expected run-
time distortion-based scheduling (ERDBS) scheme [9], [10] and
the CoDiO [18] scheme are the two approaches most closely re-
lated to ours. In ERDBS, expected run-time distortion is used to
evaluate the importance of each packet, where the distortion of
each frame or layer is weighted by an urgency factor defined as
a function of the playback deadline and round trip time (RTT).
The CoDiO scheme formulates the scheduling problem under
delay constraints as to minimize the expected Lagrangian cost
, where is the distortion of the received video stream
and is the expected end-to-end delay. In the following, we
explain our proposed CDAS scheme in more detail.
A. Content Priority
The content priority of a video packet should be higher if
the loss of this packet will cause a higher transmission distor-
tion at the decoder. Therefore, a natural way to define the con-
tent priority is to use its transmission distortion [9], [14]–[28].
We observe that different video sequences have different char-
acteristics and exhibit distinctive transmission distortion behav-
iors. For example, the values of transmission distortion for video
Fig. 8. Distribution of content priority of different video sequence.
packets in high-motion videos (e.g., Foreman) are often larger
than those in low-motion videos (e.g., Akiyo), as shown in Fig. 8.
If we use the transmission distortion as the measure of a packet’s
content priority directly, those video packets from low-motion
video will most likely have low priority than those from high-
motion videos and will not be scheduled for transmission during
multi-session video streaming. This leads to a fairness issue. To
address this issue, we propose to use the normalized transmis-
sion distortion as the measure of content priority :
(9)
where is the transmission distortion of the th video
packet in the th video session, and are the
maximum and minimum transmission distortion of all video
packets in the video session, respectively. Note that, in this
work, we consider streaming of pre-encoded videos. These
information are readily available at the encoder or server end.
Fig. 8 shows the distributions of the content priority defined
in (9) for eight test video sequences. Interestingly enough,
although these videos have dramatically different scene char-
acteristics, their distributions of content priority (normalized
transmission distortion) are very similar, exhibiting an approx-
imately exponential behavior. Tong observed in [8] that, in
wavelet- based video encoders, the transmission distortion of
video packets is approximately an exponential function of the
packet index. It should be noted that these two observations
are different. The former is about the probability distribution
of the packet-level transmission distortion for hybrid video
encoder, while the latter is about the packet-level transmission
distortion as a function of the packet index for wavelet-based
video encoders.
B. Network Transmission Priority
During video transmission, packets need to arrive at the de-
coder before their scheduled delay deadlines. Otherwise, they
will be considered as lost. Some recent works [3], [4], [28] sug-
gest the following guidelines for defining network transmission
priority. First, those video packets which are lagging behind
their schedule should be assigned with higher network transmis-
sion priority levels. Second, it is beneficial to drop those packets
which are far behind their transmission schedules or most likely
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to miss their delay deadlines in advance. This can reduce con-
gestion or transmission delays in subsequent links [2].
To this end, we consider the network conditions of subsequent
links and estimate the delay each packet might suffer from cur-
rent node to its destination node. As in [19], [20], and [33], the
expected delay can be provided by link-layer network feedback
and relayed back hop by hop along its path from destination
node to the current node. To reduce the communication over-
head, we choose to feedback the average queuing delay of pre-
viously delivered packets (within a sliding time window) at the
node:
(10)
where denotes the delay of the th previous packet of
Session experienced at Node . with
being the number of packets in the buffer of current node and
the size of the sliding window. In our experiments, we set
its value to be 10.
Based on this information, the expected delay for the packet
of Session from current node to its destination node
can be estimated as sum of the delay at each intermediate node,
with the assumption the transmission time of each packet is neg-
ligible when compared to the queuing delay:
(11)
or it can be computed recursively as
(12)
where is the total number of nodes in session , i.e., Node
is the destination of Session . We recognize that, this av-
erage queuing delay of different packets with different priori-
ties, used to estimate the expected delay for each packet, might
not be accurate due to errors in transmission distortion estima-
tion. Thus, we introduce a relaxation parameter , attempting to
reduce the sensitivity of packet scheduling to transmission dis-
tortion errors.
Based on this estimated delay information, similar to the ideas
in [33], the video packets in the buffer of each node can be
classified to three groups: 1) Group A, packets which have al-
ready missed their delay deadlines, i.e., , with
being current time instance and the birth time of the th
video packet in Session . Definitely, they need to be dropped,
and this can be done by setting its network transmission pri-
ority as 0 as in the first case in (13). 2) Group B, packets that
have not yet exceeded their delay deadlines and have high prob-
abilities in arriving at the decoder before the delay deadlines
, or with an overhead less than the given re-
laxation parameter : . This means that
the delay deadline might be satisfied by speeding up its trans-
mission by assigning a higher transmission priority. These two
types of packets are most likely to arrive at their destination be-
fore their delay deadlines with a proper scheduling algorithm,
with a priority inversely proportional to the remaining time. This
is the second case in (13). Note, without loss of generality, here
the inverse proportion function is used to compute the trans-
mission priority as a function of the remaining time. Any other
decreasing functions can also be used. 3) Group C, packets that
have not yet exceeded their delay deadlines but are most likely
to miss their delay deadlines with an overhead larger than the
relaxation parameter. We will drop them in advance to reduce
congestion in subsequent links. This is the third case in (13).
Based on these observations, the network transmission pri-
ority for the th video packet in video session at node at
time can be defined as (13) at the bottom of the page, where
is the current time, and are the delay deadline and birth
time of the packet, respectively.
C. Packet Scheduling for Multi-Session Video Streaming Over
Multi-Hope Mesh Networks
In order to form a compound metric to measure the overall
packet scheduling priority, we propose to use the following for-
mula:
(14)
where and are the content priority and net-
work transmission priority defined in (9) and (13). and are
two algorithm control parameters. For example, if one of them
is set to 1 and the other to 0, the algorithm will degrade to
pure content-aware scheduling, similar to the highest value first
scheme [29] or deadline- aware scheduling scheme, i.e., early
deadline first (EDF) [28]. When both parameters are 0’s, nei-
ther the content diversity nor the deadline constraints is con-
sidered and it becomes the original FIFO (first-in-first-out, or
FCFS, first come first serve) scheduler. The impact of parame-
ters and on the overall video streaming performance will be
evaluated in Section V.
We assume that an overlay network topology [20] is de-
ployed to provide feedback information about the average
queuing delay at each node along the transmission path of each
video session, which is needed in (10)–(13) for computing the
network transmission priority. The content priority
is encoded as a part of the packet header information. The
network transmission priority is computed at each node with
current feedback information about the average queuing delays
of subsequent links. According to (14), the overall scheduling
if
if
otherwise
(13)
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Fig. 9. Estimation of the transmission distortion for each packet of four test
videos.
priority can be computed for each packet in its transmission
queue at each node and the packet with the highest scheduling
priority is then selected to be served in the next transmission
interval. In case of buffer overflow at intermediate nodes due
to heavy traffic load or low bandwidth, those packets with the
least scheduling priorities are chosen to be dropped.
V. PERFORMANCE EVALUATION
In this section, we evaluate the performance of the proposed
packet-level transmission distortion model and the proposed
content-and-deadline-aware packet scheduling scheme.
A. Performance Evaluation of the Packet-Level Transmission
Distortion Model
We implement the proposed transmission distortion estima-
tion algorithm in an MPEG-4 video encoder [11]. (In our fu-
ture work, we plan to implement it in an H.264 video encoder.)
The following 12 CIF videos: Mother & Daughter, Carphone,
Foreman, Coastguard, Salesman, Akiyo, News and Tabletennis,
Miss-America, Highway, Silent, and Hall-Monitor, are used for
performance evaluation. The packet size is set to be 500 bytes
(aligned to the MB boundary).
1) Packet-Level Transmission Distortion Estimation Results:
For each video packet, we use the algorithm presented in
Section III to estimate its transmission distortion. To obtain
the ground truth, we compute the distortion at the decoder side
when this packet is dropped. Fig. 9 shows the estimated trans-
mission distortion (in circles) in comparison with its ground
truth (in squares) for each packet of four test videos. Due to the
limited space, we only show the results for the first 50 packets.
Simulations over other video packets yield similar results. To
numerically measure the estimation accuracy, we define the
relative estimation error (REE) as follows:
(15)
where and are actual and estimated transmission distor-
tion, respectively.
TABLE IV
RELATIVE ESTIMATION ERROR IN TRANSMISSION DISTORTION
Fig. 10. REE of transmission distortion at different encoder settings.
Table IV shows the REE for all frames of all 12 test video
sequence. It can be seen that the proposed packet-level trans-
mission distortion is very accurate and the REE is mostly less
than 3%.
2) Transmission Distortion Estimation Under Different En-
coder Settings: Note that the amount of transmission distortion
depends on the encoder settings, such as QP and GOP size,
and intra refresh ratio. This is because the QP determines the
quality of reconstructed video frames, and the GOP size and
intra refresh ration control the amount of error propagation. In
the following experiments, we evaluate the performance of the
proposed transmission distortion model under different encoder
settings. Fig. 10 shows the relative estimation error of transmis-
sion distortion at different settings of QP, GOP size and intra
refresh ratio for the first eight test video sequences. We can see
that the proposed algorithm achieves fairly accurate and robust
estimation at different encoder settings. As GOP size increases,
the transmission error might propagate to more frames, which
yields a large transmission distortion. However, the estimation
error caused by our model has not increased much. Therefore,
REE, which is the ratio between them, becomes smaller. This
also holds for increasing QPs. However, for the case of Intra re-
freshing ratio, we observe that the pattern is not clear.
3) Transmission Distortion Estimation With Different Error
Concealment Schemes: In the above discussion, we chose the
simple copy-from- previous-frame error concealment scheme
as in [16], [22], [25], and [32]. However, we claim that the
proposed model is applicable with different error concealment
schemes. As shown in (8), there are two variables, namely the in-
stantaneous transmission distortion (ITD) and the motion refer-
ence ratio (MRR). The ITD represents the distortion introduced
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Fig. 11. Estimation results with complex error concealment.
in the current frame due to error concealment. The MRR charac-
terizes the error propagation behavior. We observe that only the
ITD depends on the specific error concealment scheme while the
MRR only depends on the scene characteristics of the video. To
demonstrate the performance of our transmission distortion esti-
mation on different error concealment schemes, we have imple-
mented the error concealment scheme of motion compensated
temporal prediction [32]. The results are shown in Fig. 11. We
can see that the estimated results match the actual values very
well. This again shows the effectiveness and robustness of the
proposed transmission distortion model.
4) Uncorrelated Transmission Errors Between Different
Video Packets: In this section, we verify the assumption that
transmission errors within different video packets are uncor-
related with each other. To this end, we simulate different
scenarios of packet loss with packet loss ratios up to 20%.
For each scenario, packets are randomly chosen to be lost.
The video is reconstructed and the corresponding transmission
distortion (in terms of PSNR) is calculated at the decoder. This
serves as the ground-truth for transmission distortion estima-
tion. For comparison, we estimate the transmission distortion of
each lost packet and use their sum as the estimated transmission
distortion. Each experiment is repeated for 50 times and the
average PSNR value is reported.
The experimental results of four test video sequences are
shown in Fig. 12. We can see that the estimation is very close
to the ground-truth values at different packet loss ratios. Ex-
periments over other videos yield similar results. Therefore,
we conclude that transmission errors within different video
packets are uncorrelated with each other and we can estimate
the transmission distortion with different packet losses using
the sum of packet-level transmission distortion [25].
B. Performance Evaluation of the Proposed Scheduling Policy
We use a discrete event simulator to simulate multi-session
video transmission over a multi-hop mesh network and imple-
ment the CDAS scheme developed in Section IV at each node.
We assume an overlay network topology [20] is deployed to
collect feedback information about the average queuing delay
at subsequent nodes and provide these statistics to each node
Fig. 12. Verification of additivity for packet-level transmission distortion.
[33]. To consider the interference among nodes during video
streaming over wireless mesh networks, we use a K-hop inter-
ference model [30], [31], in which any two nodes within K-hop
distance cannot transmit simultaneously. This can be charac-
terized by an interference matrix C, which indicates the set of
nodes that can transmit data simultaneously without interfer-
ence [30]. In our simulations, we set K to be one hop. For
transmission scheduling and link-layer control, the widely used
greedy maximal scheduling (GMS) algorithm [30], [31] is em-
ployed. In GMS, the scheduler is determined by choosing links
in a decreasing order of the backlog while conforming to in-
terference constraints. More specifically, at each time slot, the
node with the largest backlog is first chosen to be active, and all
nodes interferencing with the chosen link are deactivated. Then
the node with the largest backlog among the remaining nodes is
selected and this process continues until no node left. Then, the
proposed CDAS algorithm is carried out for those active nodes.
Fig. 13 shows a random network topology with 50 nodes
generated with our topology generator. We assume that the
mesh network topology is fixed over the duration of the video
session. We simulate five video sessions simultaneously being
transmitted over the network. These five test video sequences,
Mother & Daughter, Carphone, Foreman, Coastguard, and
Salesman, all in QCIF format, are encoded by an MPEG-4
encoder [11] at 30 fps. During the encoding process, we collect
the motion reference ration information and estimate the trans-
mission distortion and content priority for each packet, and
encode the content priority information in the packet header.
For each video session, we randomly select its source and
destination node and use a shortest-path routing scheme to de-
termine the route for each session, as shown in Fig. 13, with each
colored line representing the path of a video session while the
red circles and blue squares denoting the source and destination
nodes respectively. Note that a number of nodes and links are
shared by two or multiple video sessions. The proposed packet
scheduling scheme operates at each node, determining which
packet to be served during the next transmission interval. The
received video bit streams are decoded at the receiver side. For
those video packets dropped by the packet scheduler or those
received behind the scheduled playback time, the decoder con-
siders them as lost and conducts error concealment. We then
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Fig. 13. Randomly generated mesh network topology with five video sessions.
Fig. 14. Comparison of the reconstructed video quality.
measure the MSE between the decoder reconstruction and the
original video and compute the average PSNR.
We compare our proposed scheduling scheme with the fol-
lowing methods: 1) FIFO which has been widely used in many
existing applications, the same as the sequential scheduling (SS)
in [9]; 2) delay-aware scheduling (DAS) [with and
in (11)]; and 3) content-aware scheduling (CAS) which only
considers the content priority [with and in (13)].
1) Experimental Results of Proposed CADS Scheme: Fig. 14
shows the average PSNR results of the four packet scheduling
schemes for all five test videos at different delay deadlines. We
can see that the proposed packet scheduling scheme consistently
outperforms other methods. We also show the average PSNR of
all five test videos in the last plot of Fig. 14.
Fig. 15 shows three additional randomly generated network
topologies with different sender-receiver configurations. The
Fig. 15. Different network topologies. (a) Topology2. (b) Topology3. (c)
Topology4.
TABLE V
AVERAGE PSNR (dB) OF THE RECONSTRUCTED VIDEOS WITH TOPOLOGY 2
TABLE VI
AVERAGE PSNR (dB) OF THE RECONSTRUCTED VIDEOS WITH TOPOLOGY 3
TABLE VII
AVERAGE PSNR (dB) OF THE RECONSTRUCTED VIDEOS WITH TOPOLOGY 4
simulations results are summarized in Tables V–VII. We can
see that for different network topologies, an average of 3–6 dB
gain for small to moderate delay deadline and 1 dB gain for
large delay deadline in video quality is achieved.
2) Sensitivity Analysis of Parameters and : In the fol-
lowing experiment, we evaluate the impact of control parame-
ters and on the performance of the proposed scheme on Net-
work Topology 1. Table VIII shows the average PSNR of all test
videos at different delay deadline with and changing
from 0.1 to 10. Table IX shows the average PSNR of all test
videos at different delay deadline with and changing
from 0.1 to 10. As can be observed, the scheduling policy with
and yields the best performance in most cases.
3) Impact of the Transmission Distortion Estimation Error:
The proposed packet scheduling scheme relies on transmission
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TABLE VIII
AVERAGE PSNR (dB) OF THE RECONSTRUCTED VIDEOS WITH     
TABLE IX
AVERAGE PSNR (dB) OF THE RECONSTRUCTED VIDEOS WITH     
TABLE X
IMPACT OF THE TRANSMISSION DISTORTION ESTIMATION ERROR
distortion modeling and prediction at the encoder side. Cer-
tainly, its performance depends on the accuracy in transmission
distortion estimation. In the following experiments, we study the
impact of the transmission distortion estimation error on the per-
formance of the proposed scheduling scheme. To this end, we in-
troduce a random noise to the ground-truth transmission distor-
tion to increase the relative estimation error. The average video
quality of test videos on Topology 1 for different delay deadlines
with different levels of REEs is summarized in Table X. As REE
increases from 0% to 15%, the maximum PSNR degradation is
about 3 dB. From Section V-A, we can see that our transmission
distortion estimation achieves an REE of less than 3% for most
videos, which leads to a quality loss less than 0.8 dB. This gives
us a satisfied level of confidence in our proposed transmission
distortion estimation and packet scheduling scheme.
VI. CONCLUSION AND FURTHER DISCUSSION
In this work, we have developed a fine-granularity trans-
mission distortion model for the encoder to predict the quality
degradation of decoded videos caused by lost video packets.
Based on this packet-level transmission distortion model, we
have established a content-and-deadline-aware scheduling
scheme for multi-session video streaming over multi-hop mesh
networks, where content priority, queuing delays, and dynamic
network transmission conditions of video packets are jointly
considered. Our extensive experimental results demonstrate
that the proposed distortion model and the CDAS scheme
significantly improve the performance of multi-session video
streaming over mesh networks.
In our future work, based on the packet-level transmission
distortion estimation and scheduling algorithms, we will jointly
study admission/congestion control with packet scheduling, and
further extend it to a cross-layer resource allocation and perfor-
mance optimization framework for video streaming over mesh
networks. We also plan to extend the transmission distortion
model to H.264 video coding and evaluate the packet sched-
uling and cross-layer performance optimization.
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