Abstract-The linear subspace-based blind and group-blind multiuser detectors recently developed represent a robust and efficient adaptive multiuser detection technique for code-division multiple-access (CDMA) systems. In this paper, we consider adaptive transmitter optimization strategies for CDMA systems operating in fading multipath environments in which these detectors are employed. We make use of more recent results on the analytical performance of these blind and group-blind receivers in the design and analysis of the transmitter optimization techniques. In particular, we develop a maximum-eigenvector-based method of optimizing spreading codes for given channel conditions and a utility-based power control algorithm for CDMA systems with blind or group-blind multiuser detection. We also design a receiver incorporating joint optimization of spreading codes and transmitter power by combining these algorithms in an iterative configuration. We will see that the utility-based power control algorithm allows us to efficiently set performance goals through utility functions for users in heterogeneous traffic environments and that spreading code optimization allows us to achieve these goals with lower transmit power. The signal processing algorithms presented here maintain the blind (or group-blind) nature of the receiver and are distributed, i.e., all power and spreading code adjustments can be made using only locally available information.
I. INTRODUCTION
T HE interest in high-rate wireless services such as data and video means that future generation code-division multipleaccess (CDMA) systems must be able to cope efficiently with heterogeneous traffic. In order for a system to efficiently serve different traffic types in a dynamic environment, it is necessary that the design should involve adaptive optimization of the receiver and the transmitter. Typical physical-layer work in adaptive multiuser detection for CDMA considers the transmitter parameters (rate, power, spreading codes, error-correction codes, spreading gain) to be fixed. Optimization is usually attempted at the receiver only. In recent years, more researchers have investigated transmitter optimization but usually in the context of rate optimization or power control. Other transmitter optimization work includes joint rate and power control as considered in [1] - [4] . Joint power control and transmit beamManuscript received October 16, 2001 ; revised October 23, 2002 . This work was supported in part by the National Science Foundation under CAREER Grant CCR-9875314. The associate editor coordinating the review of this paper and approving it for publication was Dr. Dennis R. Morgan.
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Digital Object Identifier 10.1109/TSP. 2002.808097 forming are investigated in [5] - [7] . Joint power control and receiver filter coefficient optimization is considered in [8] - [10] .
Other work in transmitter optimization includes the optimization of the transmitter bandwidth and spectral density in [11] and the minimum mean square error (MMSE) decision-feedback equalization work in [12] . The practicality of these works is limited, however, since the channel is either static, perfectly known, or simply AWGN. There is very little work in adaptive systems for CDMA that utilize some form of transmitter optimization with multiuser detection. One of the CDMA transmitter parameters that is largely ignored in adaptive systems is the spreading code. It is well known that CDMA systems are interference limited. It has been shown recently in [13] that practical systems, where multiuser detectors must be estimated, are also estimation-error limited, i.e., performance is limited by the difference between the (unavailable) exact detector and the (available) estimated detector. Multiuser detection performance in estimation/interference limited environments improves when the correlation of the spreading codes decreases. With multiple-access interference reduction in mind, researchers have considered optimal (binary) spreading sequences for synchronous CDMA over AWGN channels when the number of users is larger than the spreading gain [14] . They have also identified good spreading sequences in the context of a spread-spectrum systems with conventional matched filter receivers and equal received power for all users [15] . In [16] , the authors addressed the problem of code sequence design in an information-theoretic setting for which the sum of the rates of all users is maximized. In [17] , Gold designed codes with good correlation properties that work well in both synchronous and asynchronous environments. Despite the significant body of work in binary spreading sequence design, however, very little work has been done on adapting spreading codes using information about the channel for fading multipath environments. This is a relevant problem since spreading code sets that have good correlation properties may lead to composite signature waveform sets (nonbinary sets composed of the convolution of the channel with the spreading codes) that have poor correlation properties. Good composite signature waveform sets can only be constructed with information about the channel. This is essentially a problem of dynamic channel allocation. One of the contributions of the present work is a simple blind (for downlink scenarios) or group-blind (for uplink scenarios) algorithm for adapting user spreading codes in asynchronous fading multipath environments.
Power is the transmitter parameter that is most often exploited to improve performance in CDMA systems. This is due, in part, to the so-called near-far problem, in which correlation among users' spreading codes (or composite signature waveforms) can cause severe performance discrepancies between transmitters that are close to the base station and those that are distant from the base station when transmitter power is unregulated. Initially, the goal of power control was simply to regulate transmitter power to maintain a minimum system wide performance criteria [18] , which is typically measured in signal-to-carrier power ratio or signal-to-interference-plus-noise ratio (SINR). The satisfaction that a user received in such a system, i.e., the utility, was a binary function that was zero when the SINR dropped below a threshold and unity when the SINR achieved or surpassed the threshold. This is appropriate for voice communications in which SINRs above a threshold do not provide additional benefit and SINRs below that threshold lead to unintelligible speech, which has zero benefit (utility) for the user. However, this kind of utility function is not appropriate for data because data services must meet different requirements to satisfy the user. In particular, data applications are typically delay tolerant but require very low bit-error rates. In the utility-pricing work of [19] , the authors develop a utility function for data that explicitly takes these requirements into account. This function has units of "benefit per cost" in bits per Joule. Although heuristically pleasing, there does not currently exist a convenient algorithm for implementing this scheme in practice because of the high complexity of the power update equation. More recently, a utility-based power control algorithm for CDMA systems operating over flat-fading channels with matched-filter receivers was developed that takes delay, throughput, bit-error rate, and other requirements into account implicitly through the use of "natural" utility functions (sigmoids) that can be adapted by each user according to his service needs [20] . This development is particularly pleasing since it allows the system to efficiently serve virtually any kind of traffic requirement, from voice to video messaging, simultaneously. Another contribution of the present work is a modification of this algorithm for use with multiuser detectors that must be estimated from the received signals because of limited information available at the receiver. These receivers are termed blind or group-blind as appropriate. Blind detectors are constructed with information about the channel and spreading code of only one user and are generally appropriate for downlink transmissions [21] , [22] . Group-blind detectors are constructed with knowledge of more than one (but less than all) of the channels and spreading codes in the system and are usually appropriate for uplink transmissions [23] .
In summary, this work considers adaptive optimization of spreading codes and transmitter powers both separately and jointly to maximize utility with the lowest possible transmit power in a heterogeneous traffic environment where adaptive blind or group-blind linear multiuser detection is employed. We consider systems that are able to adapt to changes in the channel, traffic, number of users, etc., in practical channel environments. In light of the recent work in [13] , we will consider the effects of both multiple-access interference and estimation error on our receiver. The contributions of this work include the following: 1) a blind or group-blind adaptive algorithm for adapting spreading codes to maximize SINR in fading multipath environments;
2) a utility-based power control algorithm for CDMA systems using adaptive blind or group-blind multiuser detectors; 3) a practical receiver design including joint adaptive power control and spreading code optimization that improves the performance of adaptive CDMA systems servicing heterogeneous traffic in dispersive channel environments. The remainder of this paper is organized as follows. Section II contains a description of the system model and some background material. Section III presents adaptive spreading code optimization and discusses its performance. Section IV develops a utility-based power control for CDMA with blind or group-blind multiuser detection. Section V presents a multiuser transmitter/receiver that employs joint spreading code optimization and utility-based power control. Finally, Section VI contains concluding remarks.
II. SYSTEM MODEL
In this section, we present the system model including a description of the general discrete-time signal and channel models that will be used throughout the rest of the paper and a brief review of blind and group-blind multiuser detection. Since most of this material has previously appeared in the literature, we will summarize and cite references for brevity.
A. Discrete-Time Signal Model
The following model is general in that it takes asynchronism and multipath fading into account. We consider a -user sliding-window, discrete-time linear model of the form [23] (1)
where the bits that we wish to demodulate from (1) are through , where denotes the maximum total delay (path delay plus transmit delay) in symbol intervals and where is composed of i.i.d. complex Gaussian random variables with variance . The bits we wish to demodulate are henceforth denoted by . The smoothing factor, which is necessary to ensure that is "tall" for blind channel identification, is given by . If we define , then the sizes of , , , , and are given by , , , , and , respectively, where is the system processing gain. Note that contains the users' transmit powers and is a block diagonal matrix of the form
where diag . Denote by the matrix with the same structure as with replaced with the corresponding distances between each user and the base station.
The columns of that correspond to the bits in are the composite signature waveforms and are given by for , where is the vector whose entries are all zero except the ( )th entry, which is one. We assume that the complex path gains for each user are normalized such that the composite signature waveforms satisfy (3) for , where is the distance from the base station to the mobile of User , and is a constant that depends on antenna gains, signal wavelengths, etc. For convenience, is set such that a single user at 1000 m from the base station transmitting at 10 W over a nonfading AWGN channel will achieve an SNR of 15 dB. Note that the columns of (the composite signature waveforms) contain information about both the timings and the complex path gains of the multipath channel of each user. Hence, an estimate of these waveforms eliminates the need for separate estimates of the timing information.
B. Discrete-Time Channel Model
The continuous-time channel model for User that is implicit in (1) is given by (4) where is the complex path gain associated with the th path for the th user, and , is the sum of the associated path and initial transmission delays of User . We assume a quasistatic channel. Define the sequence as d
where is the chip interval, and is a normalized chip waveform of duration . We can see that is zero whenever or . With this in mind, we denote the discrete-time channel response for User by (6) If we also define . . .
where is the normalized spreading code of User , then we may write the composite signature waveforms in (3) as [23] , [24] (8)
for .
C. Review of Blind and Group-Blind Multiuser Detection
Since the focus of this paper is on transmitter optimization for blind and group-blind multiuser detection, we briefly review these detectors in this section. Note that will denote ensemble averaging. Since the ambient noise is white, i.e., , where is the identity matrix and since the transmitted bits are assumed uncorrelated, the autocorrelation matrix of the received signal in (1) is (9) (10) where (10) is the eigendecomposition of .
has size and has size . The MMSE multiuser detector and corresponding bit estimate for are given by (11) sign Re (12) The solution to (11) can be written in terms of the signal subspace components as [24] (
This detector can be implemented in a blind fashion, where the receiver has knowledge only of the signature waveform of the user of interest, by estimating the signal subspace components, , from the received signal. This can be accomplished using the sample autocorrelation matrix of the received signal or via subspace tracking [25] . We also need to use some form of blind channel estimation, which will be discussed in Section III-A.
There are some situations in which the receiver may have knowledge of , signature waveforms, e.g., uplink CDMA when intercell interference is present. With this additional information, we can develop detectors that outperform the blind implementations of (13) . A set of these "groupblind" detectors was developed in [23] . Define the set of matrices such that is the matrix composed of columns through of the matrix . We define the matrix . The size of is , where . Define the matrix similarly. Then, the group-blind linear hybrid detector for User is given by the solution to the following constrained optimization problem: (14) subject to the constraint . Heuristically speaking, this detector zero forces the interference caused by the known users and suppresses the interference from unknown users according to the MMSE criterion. The solution and the corresponding bit estimate for User may be written as [23] (15) sign Re (16)
III. BLIND ADAPTIVE SPREADING CODE OPTIMIZATION
In this section, we propose a method of optimizing spreading codes that takes into account channel conditions and multiple-access interference. This algorithm can be implemented in blind or group-blind fashion and, therefore, is appropriate for both uplink and downlink transmissions. Choosing optimal sequences for synchronous CDMA over a nonfading AWGN channel when is a trivial problem: use orthogonal sequences. The problem has been investigated in [14] for situations in which . Therefore, we restrict our attention to adapting codes for the fading multipath channel model discussed in Section II-A. This problem is relevant since spreading code sets with good correlation properties can, after convolution with the channel, lead to composite signature waveform sets with poor correlation properties.
A. Maximum Eigenvector Method
There are a number of optimization problems that we can formulate with the stated goal of improving performance. We may, for example, form optimal codes by minimizing composite signature waveform correlations via (17) where is the matrix norm defined as the sum of the absolute value of each of the matrix elements. In this paper, we choose a different, more direct, approach by noting from (1) that the SINR for User , when is perfectly known and an MMSE multiuser detector is employed, is given by [26] (18), shown at the bottom of the page, where denotes the th column of , and denotes the element in the th column and th row of the matrix . Equation (18) suggests a strategy in which each user independently chooses his new spreading sequence to satisfy (19) The solution to a related problem (20) can be found, when is independent of , using the eigenvector corresponding to the maximum eigenvalue of [27, pp. 176-177] . Henceforth, we will refer to this eigenvector as the maximum eigenvector of . Then, we may set equal to the sign of the real part of the maximum eigenvector of . Strictly speaking, however, is not always independent of , which is the spreading code of the th user. Whenever , there is some weak dependence in that 1 out of every columns of has some dependence on . Despite this weak dependence, this algorithm provides a substantial increases in achievable SINR.
To develop a blind or group-blind implementation of this algorithm, we need blind estimators of and of the channels of each known user . Note that (21) We can estimate via (blind) batch eigendecomposition or subspace tracking of the received signal since (22) In order to track the channels of the known users, we can use the standard blind approach of taking advantage of the orthogonality between the signal and noise subspaces. For User 1, for example, we have [28] (23) (24) minimum eigenvector of (25) where the noise subspace can be estimated from subspace tracking or batch eigendecomposition of the received signal. Alternatively, we can use the blind sequential adaptive Kalman channel estimator in [29] . The application of this algorithm to the present context is straightforward and will not be discussed in detail. These blind channel estimators incur channel phase and amplitude ambiguities. The phase ambiguities can be overcome using a phase estimator, as in [30, Eq. 124 ], or by differential encoding/decoding of the data. Since is assumed known, SINR
as is for each known user, the channel amplitudes can be determined using estimates of the received signal power.
Algorithm 1 [Blind Adaptive Spreading Code Optimization via the Maximum Eigenvector Method]:
1) Obtain estimates of the signal subspace parameters and via subspace tracking [25] Complexity: Note that subspace tracking and channel estimation are necessary for the detection process. Furthermore, the maximum eigenvector computation in step 3a can be computed with floating-point operations per user per iteration using, for example, the power method [31, pp. 330-332] . Therefore, the additional computational complexity incurred by spreading code optimization per user per iteration is dominated by the vector outer products and matrix-vector products in steps 3c and 3e, each of which has complexity . Assuming the channel is relatively constant over a block of data, we need only perform code optimization once per block. If the block length is , then the computational complexity per user per iteration per symbol is then . The total complexity per symbol is then . Note that and are generally , and can be for high data rate systems. Fig. 1 . Average SINR for the four known users before and after group-blind spreading code optimization using binary codes. Results are shown for no optimization and one, three, and fiev iterations. The SNR for is fixed at 9 dB for each initial code set.
B. Extensions to Nonbinary Codes
It is natural to expect that we should be able to improve on Algorithm 1 by taking advantage of the degrees of freedom that are eliminated by the sign and Re functions used to obtain . The use of quadrature phase-shift keying (QPSK) modulation instead of binary phase-shift keying (BPSK), for example, results in baseband complex spreading codes of the form . If we also replace the typical binary shift-adder sequence generator with a layer of chip-level modulation, we can generate complex codes that vary (almost) continuously, that is, , . In light of the (baseband) complex and continuously varying channel model, we would expect that these additional degrees of freedom would enable us to generate superior composite signature waveform sets. We will evidence of this next.
C. Simulation Results
Here, we will quantify the SINR gain and adaptation ability of Algorithm 1 and its nonbinary extension. We assume perfect power control for the simulation results in this section in that , although these conditions are not necessary for Algorithm 1. In Section V, we will see the performance of spreading code optimization in a receiver employing a practical power control algorithm. Fig. 1 contains plots of the SINR for the known users, calculated via (18) , in a fading multipath environment. The predetection SNR, which is defined for user as , is set to 9 dB for each initial random code set. Since depends on , which is the spreading code for user , the predetection SNR after spreading code optimization may be slightly larger. This can be avoided by renormalization after each iteration, but this would be a misleading approach since the physical interpretation would be that the channel depends on the spreading code. The processing gain is 15, and the total number of users is 5. The chip pulse is a raised cosine with roll-off factor 0.5. Each user has paths, Fig. 2 . Average SINR for the four known users before and after group-blind spreading code optimization using complex and continuously varying codes.
Results are shown for no optimization and one, three, and five iterations. The SNR is fixed at 9 dB for each initial code set.
and the delay of each path is uniformly distributed over a single symbol period. Hence, the maximum delay spread is one symbol interval, i.e., . The fading gains for each user's channel are generated from a complex Gaussian distribution, and the smoothing factor is . The algorithm performance results in this figure represent an average over 50 random initial code sets for each of 400 random channels. Each of the 400 random channels has been estimated using the batch blind channel estimator in (25) , where the noise subspace has been estimated using a batch eigendecomposition of 600 received signal samples. The phase ambiguities are resolved in these simulations using the simple fourth-order phase estimator in [30] . Note that this phase estimator still contains a phase ambiguity of for BPSK, which is inherent to any blind estimator. The channel amplitude ambiguities have been circumvented here by assuming perfect power control. The first bar for each user represents the average performance without any spreading code optimization. Since these results represent an average over random initial code sets and random channels, the bars are nearly identical for each user. The second bar represents the performance after one iteration of Algorithm 1 using binary codes. The third and fourth bars represent, respectively, the performance after three and five iterations. Notice that after five iterations, we see a 35% average improvement in SINR using binary codes. Fig. 2 has been generated in a manner identical to Fig. 1 , except that the optimized spreading codes have been allowed to be complex and continuously varying. We now see an 83% average improvement in SINR after five iterations relative to a nonoptimized system. This figure also makes it clear that the SINR improvement will not necessarily be evenly distributed among all users after one iteration. Notice, in particular, that User 1's performance after three iterations is worse, on average, than his performance after one iteration. This is because the system-wide SINR improvement is more evenly distributed after the third iteration.
In Fig. 3 , the number of known users has been reduced to 1, i.e., this is the blind case. Iteration is not helpful since there is The SNR is fixed at 9 dB for each initial code set. Fig. 4 . Average SINR before and after group-blind spreading code optimization for one particular channel realization. Results are shown for no optimization and one, three, and five iterations. The SNR is fixed at 9 dB for each initial code set.
only one user to optimize, so the results are for 1 iteration. As before, the first bar is the performance without any spreading code optimization. The second bar is for optimization with binary codes and the third bar is for optimization using complex and continuously varying spreading codes. Fig. 4 represents the performance of group-blind code optimization for a particular fixed channel, averaged over 300 random initial code sets. Notice that we see, in this figure, a problem that is often reported in the power control literature [20] in that performance varies greatly among the users in the system, even after a large number of iterations. This is a fairness problem induced by poor channel conditions that can be addressed in the power control layer. However, the coupling of the power control and spreading code optimization problems suggests the use of joint power control and code optimization, which will be discussed in Section V-A.
IV. UTILITY-BASED POWER CONTROL FOR CDMA SYSTEMS USING BLIND AND GROUP-BLIND MULTIUSER DETECTORS
In this section, we develop a utility-based power control algorithm for CDMA systems using blind and group-blind multiuser detectors. Since these detectors must be estimated from the received signal, their performance characteristics differ significantly from those of perfectly-known detectors, e.g., MMSE, decorrelator. As we will see, these characteristics must be taken in to account to develop a power control algorithm that does not waste system resources. Although we will discuss in detail the group-blind (uplink) scenario, we will also indicate the nontrivial modifications that are necessary for the blind (downlink) case.
In general, a good power control algorithm should have the following properties.
• It should be distributed, simple, agile, robust, and scalable [32] .
• It should have the capacity to serve heterogenous traffic with varying performance requirements.
• It should satisfy as many properties of the Yates standard power control framework [33] as possible, e.g., convergence for asynchronous case and high Pareto efficiency. 1 • It should provide a method of assuring fairness for users who are distant from the base station or who face poor channel conditions. • It should gracefully adapt when dynamic conditions render the quality-of-service (QoS) requirements infeasible. Utility-based power control algorithms are attractive in that they acknowledge that transmitter power is a valuable resource. Users are not willing to achieve QoS requirements at arbitrarily high transmitter power levels. Utility-based algorithms take this into account by formulating the problem using microeconomics and game-theoretic concepts. Typically, each user chooses his transmitter power independently by maximizing a net utility function, given by SINR , where is an appropriately defined utility function, and is a kind of cost function that penalizes high transmit power and leads to a more Pareto efficient result than can be obtained by maximizing SINR alone. The resulting algorithm is a -person noncooperative game. Unfortunately, existing works in utility-based power control have significant limitations. The approach in [19] , for example, leads to a high-complexity power updating algorithm. Moreover, the utility function in [19] is designed for data and is not be appropriate for other types of traffic. In [20] , the authors designed an alternative utility-based algorithm that can be tuned to satisfy all the requirements listed at the beginning of this section and that avoids the problems associated with the approach in [19] . However, this work is not applicable to CDMA with multiuser detection. In this section, 1 A power assignment vector is Pareto optimal if it is the componentwise minimum vector among the set of all power assignments that satisfy the performance requirements. A Pareto efficient algorithm tends to produce Pareto optimal power assignments. we will use the algorithm in [20] as a basis for developing a new power control algorithm that is appropriate for use with blind and group-blind multiuser detectors. We begin with a review of the basic algorithm.
A. Basic Algorithm
Instead of setting his SINR constraint directly, as is required by most conventional power control algorithms, User defines a utility function that is appropriate for his traffic type. The user then sets his transmitter power to the value that maximizes the corresponding net utility given by SINR SINR (29) where is a penalty function, usually of the form , where is a price coefficient for User . The utility functions are chosen from the family of sigmoid functions that are parameterized by their center point and their maximum slope . Mathematically, the functions are given by SINR SINR (30) and are illustrated in Fig. 5 . We will discuss how utility functions and price coefficients are chosen in a later section. Mathematically, the transmitter power for User is chosen according to set (31) If there exists a positive that maximizes (31), the solution may be found via
The work in [20] assumes a single-path ( ), real-valued, flat-fading channel with a post detection SINR model of the form SINR (33) This is applicable to TDMA/FDMA or synchronous CDMA with matched-filter receivers. If we employ a perfectly-known MMSE detector, the post-detection SINR for synchronous CDMA operating over a similar channel is of the form SINR (34) For both (33) and (34), we may write SINR SINR (35) where is independent of . When blind or group-blind detectors are used, SINR is a highly nonlinear function of , and is not independent of . We will address the necessary modifications later. For now, we assume is independent of . If we define the set of functions 2 such that SINR SINR over the concave part of (where a local maximum is possible) and substitute (35) into (32), we find the target SINR for User that corresponds to the solution of (31) to be SINR (36) Since SINR , the corresponding power assignment is given by (37) Since this is an iterative algorithm, we add a time index and form the update equation SINR SINR (38) where SINR is the current SINR for User . The optimal power at step , given by , is either or zero, depending on the slope of the penalty function associated with User . If the net utility associated with is less than or equal to zero, we should set . Fig. 5 , for example, illustrates the penalty slope threshold for and
. If the slope of SINR , which is given by , is equal to or larger than the slope of the indicated line, then the net utility will be nonpositive, and we should set our transmit power to zero. To be consistent with the terminology from previous works [20] , we call the SINR as- 2 This set of continuous-time functions is not to be confused with the channel vectors ff f f g . They are completely unrelated, although we retain the notations to be consistent with existing literature [24] .
sociated with the cost threshold the turnoff SINR and denote it by SINR . Notice that each user maximizes his utility independently of the other users. In this sense, utility maximization is a noncooperative game. However, cooperation emerges indirectly in that a user will decrease his target SINR when interference increases.
B. Utility-Based Power Control for Blind and Group-Blind Multiuser Detectors
If a perfectly-known MMSE multiuser detector is available and the channel is single-path, flat-fading AWGN, then the utility-based power control algorithm (UBPC) in [20] can be adapted to multiuser detection for CDMA very easily through the substitution of (34) for (33) . For blind or group-blind multiuser receivers, however, the nonlinear nature of the SINR as a function of transmit power means in (35) is not independent of . We will address the necessary modifications to UBPC in this subsection. We return to the general asynchronous fading multipath CDMA signal and channel models of Section II-A.
1) Piecewise Linear SINR Approximation:
Consider the SINR as a function of transmit power for the subspace blind MMSE detector when the channel is known. Define for and . Then, the SINR for User 1 is given by [30] SINR tr , and the spreading codes and channel are random. The plot of SINR versus when an exact MMSE detector is available is also included in this figure. Notice that although the shape of the achievable SINR for the blind detector case is clearly nonlinear, it lends itself to a simple piecewise linear approximation. One such approximation is indicated by the dotted line and is given by SINR (45) where and are the initial slope and asymptotic values, respectively, of the SINR approximation. This linear approximation will allow us to use UBPC with estimated detectors by replacing in (35) with for . We will also need to modify the basic algorithm by preventing User from transmitting at a power level greater than since power levels larger than this increase interference for other users and do not improve the SINR for User .
2) Calculating the SINR Approximation Parameters: In order to maintain the group-blind (or blind, as appropriate) and distributed nature of the proposed receiver, we need to obtain estimates of and using locally available information. A good approximation to the asymptotic SINR can be obtained via the large-system analysis of blind and group blind detectors in [34] . In that work, the authors characterized the output SINR of estimated detectors assuming binary random spreading while letting , , and the number of samples go to infinity. They also assume that the ratios and are constant and that . One of their results is that the asymptotic SINR is given by (46) For the parameters used in Fig. 6, for example, , which matches the asymptotic value we see in the figure.
To compute the best fitting slope parameters directly, the base station (for the uplink) or the mobile unit (for the downlink) would require knowledge of all the spreading codes, channel states, transmit powers, and distances of all the users in the system. Since we wish to maintain the group-blind, distributed nature of the receiver, this is unacceptable. However, there is a high correlation between the best fitting initial slope and the slope of the SINR for a perfectly known MMSE detector. That is, if we can compute the latter locally, we can estimate the former numerically based on their statistical dependence. More precisely, we can precompute (offline) a one-to-one mapping (47) that maps a locally measurable quantity, e.g., the slope of the SINR of the exact MMSE detector, ignoring presumably distant unknown users, to . One way to develop the mapping is to simply to generate, via Monte Carlo simulation, ordered pairs of the form ( ), where is the SINR slope of the MMSE detector, ignoring unknown users, and is an "ideal" slope found using information that is unavailable in practice. We can fit a curve to these data points and use the curve online as the mapping since the first member of each pair can be computed locally and is given by (48) where the set and and Fig. 7 contains a scatter plot of 500 such ordered pairs, where the -axis is the "ideal" slope, and the -axis is the corresponding SINR slope of the perfectly known MMSE detector, ignoring any unknown users. The parameters for this simulation are , , and , and the spreading codes and channel are random and vary for each point. The ideal slope was computed by fitting (via least squares) the best line to SINR over the SINR range 0 to 18 dB since this generally covers the SINR range of interest. The ideal slope cannot be used in practice, of course, since we require spreading code and channel information for every user in the system to evaluate SINR as a function of . We pass the simulated data through a nonparametric local linear function estimator [35] to obtain the mapping shown in the figure (solid line). We can compute and store the mapping offline since it represents an average over channel states, spreading codes, and background noise powers. Additional mapping should be stored for situations when or differ significantly from the values mentioned above. Another option that is particularly useful for situations in which is small, e.g., the blind case, is to use an estimate of the SINR at the detector output that is obtained via some signal processing technique to compute the element of the ordered pair mentioned above. For example, we can write the blind or group-blind detector output for User at time as [36, Eq. 47] (49) (50) where , and is the equivalent amplitude of the th user's signal. We can estimate and via the sample mean and variance, respectively, of and compute the SINR at the output of the detector as [36, Eq. 78]
SINR (51)
We can then generate ordered pairs as above, setting equal to SINR , compute a function estimate, and use this estimate as the mapping .
3) Algorithm Summary: We summarize UBPC for CDMA with blind or group-blind multiuser detectors via the following algorithm.
Algorithm 2 [Utility-Based Power Control for Blind or Group-Blind Multiuser Detectors (UBPC-BMUD)]:
1) Define the locally-measurable quantity as described in Section IV-B2 and create (offline) the mapping . 2) Obtain utility functions and price parameters, from each known user. These are chosen using information about the traffic type [20] . 3) Determine the set of functions using the utility functions provided by the known users. Set . 4) Set equal to the desired number of iterations, and iterate the following procedure times. and choose the transmit power for User to be . After the transmit power is updated for all users, determine the new detector output SINRs SINR . Note that in general, SINR SINR . To develop a distributed, blind, or group-blind implementation of this algorithm, we can use one of the blind channel estimation techniques discussed in Section III-A, and we can generate the mapping using (48) or (49)- (51). We can estimate the output SINRs at the end of step 4 using (51).
The UBPC algorithm as developed in [20] was shown to be standard and, as a result, to have the following desirable properties.
1) There is a unique fixed power vector .
2) The fixed point is Pareto optimal (componentwise minimum). 3) UBPC converges from any initial power assignment to the unique fixed point in both synchronous and asynchronous cases. This implies convergence, for example, for situations in which some users perform power adjustments faster and execute more iterations than other users and for situations in which updates are performed using outdated estimates of the interference caused by other users. Assuming that UBPC-BMUD uses (48) to create the mapping and that the function estimate used for the mapping is monotonically increasing (as in Fig. 7) , one can easily prove positivity, monotonicity, and scalability for UBPC-BMUD using well-known and easy-to-prove properties of the output SINR of exact MMSE detectors and of the functions . One of the significant problems with [37] and many other power control algorithms is their behavior when the QoS requirements result in an infeasible system, i.e., a system in which no set of power assignments exists that simultaneously satisfies all QoS requirements. In these situations, many power control algorithms can diverge, resulting in power assignments that grow without bound. UBPC-BMUD, however, inherits the graceful way in which UBPC deals with infeasible systems. In particular, when interference levels or channel conditions become severe, there will be no gain (positive net utility) in transmitting for one or more users; hence, they will turn their transmitters off. A more detailed discussion of infeasibility for UBPC (and, hence, UBPC-BMUD) may be found in [20] . Fig. 8 illustrates the evolution of the achieved SINR and transmit powers using UBPC-BMUD for synchronous CDMA over a nonfading AWGN channel. The processing gain is 15, and the total number of users varies as discussed below. The mapping in Fig. 7 along with (48) was used to compute the parameters. The AWGN power level is 5 10 W/Hz, which produces a noise power of W in a receiver of 1 MHz bandwidth. The distances between the users and the base station are constant and are chosen from a uniform distribution over the range 1 to 1000 m. For these simulations, they are 347, 282, 177, 676, 372, 104, 492, 55, 980, and 902 m for each of the 10 users, respectively. The price parameters for all users are set to unity. This is an uplink scenario so the detector used is the group-blind hybrid multiuser detector and the SINR results reported in Fig. 8 are computed using the SINR expression for group-blind detectors in [13, Eq. 51]. The signal subspace was obtained via an eigendecomposition of 256 received signal vectors. The distances are determined using estimates of the received signal powers and the (known) transmit powers. The received signal powers are estimated using the sample mean of , where is defined in (49). The results for the first four users are shown in the figure along with their utility functions. Notice that the utility functions for Users 1 and 2 are steep, indicating that there is very little gain in operating at an SINR of more than 8 or 9 dB, respectively. The SINR results provided by UBPC-BMUD in this figure reflect these constraints. Steep utility functions are usually appropriate for voice-type traffic. The third and fourth users, however, have utilities that have higher center values and are less steep. This is more appropriate for data-type traffic. For the first frame (iterations 1 to 6), there are eight total users and six known users. At iteration 6, two known users leave the system, and at iteration 11, four known users are added to the system so that Fig. 9 . SINR and power evolution for a group-blind adaptive multiuser receiver for synchronous CDMA employing unmodified utility-based power control over a nonfading AWGN channel in a dynamic environment in which users enter and leave the system. Data are provided for the first four users.
C. Simulation Results
the total number of users is 10. Notice that at iteration 6, the transmit powers drop in response to the reduced interference as users leave the system. As users enter the system at iteration 11, the interference increases so much that the system becomes infeasible, and User 4 must be turned off.
For the sake of comparison, we have repeated the simulations used to obtain Fig. 8 , except that we have replaced the new power control algorithm (UBPC-BMUD) with the unmodified utility-based power control algorithm from [20] . The results appear in Fig. 9 . Using the unmodified algorithm with blind or group-blind detectors leads to inaccurate power updates since the unmodified algorithm requires a linear relationship between each user's SINR and transmit power; the actual relationship for blind and group-blind detectors is highly nonlinear (see Fig. 6 ). Note that there are nonzero data points for User 4 only at the beginning of each frame (iterations 1, 6, and 11). The data point at iteration 1 exists because all users begin the simulation with unit transmit power. The data points at the beginning of frames 2 and 3 represent attempts by the system to "restart" User 4 in light of the fact that users have left and/or entered the system. By the second iteration of each frame, however, the power control algorithm has turned off User 4. This is a waste of resources since it is known from Fig. 8 that the system can support User 4 until the third frame. This inefficiency is a direct result of the inaccurate power updates produced by the use of the unmodified power control algorithm with group-blind multiuser detection. A comparison with Fig. 8 also reveals slower convergence relative to UBPC-BMUD.
V. (GROUP) BLIND ADAPTIVE MULTIUSER DETECTION WITH TRANSMITTER OPTIMIZATION
In this section, we develop a group-blind (blind as a special case) adaptive multiuser receiver that incorporates joint optimization of spreading codes and transmitter power. Essentially, we will incorporate the maximum eigenvector method (MEM) Fig. 10 . Blind or group-blind adaptive multiuser receiver with joint spreading code optimization and utility-based uplink power control. Data are provided for the first four users. and UBPC-BMUD in an iterative algorithm in which MEM operates with constant powers delivered from UBPC-BMUD and UBPC-BMUD operates with constant spreading codes delivered by MEM from the pervious iteration. This approach is similar in principle to the Lloyd-Max algorithm [38] . Fig. 10 contains a block diagram of the proposed transmitter/receiver. The information bit streams for the users are mapped to BPSK or QPSK symbols and spread with (possibly nonbinary and complex) spreading codes. These symbols pass through a fading multipath channel modeled by (4) . The received signals are matched filtered and stacked to form . The signal subspace used for channel estimation and for constructing the detector can be obtained via subspace tracking or an eigendecomposition of the received signal. We can estimate the channel using the blind sequential adaptive Kalman channel tracker in [29] along with the phase estimator in [30, Eq. 124] . The channel amplitudes can be estimated using estimates of the received signal power if and are available for each known user. Information from the subspace and channel estimators, along with utility functions, price parameters, and the mapping , are used in an iterative transmitter optimizer that controls the power and spreading codes of the transmitter(s).
A. Receiver Structure and Implementation
The feedback (receiver to transmitter) data rate should be considered in determining the feasibility of an algorithm of this type. Unfortunately, a full analysis is beyond the scope of this paper, but we can see that the algorithm need only be executed when the system changes state, e.g., when users enter or leave the system or when the channel changes significantly. The feedback data rate or the amount of information that must be sent back to the transmitter depends on the processing gain, the number of known users, and whether or not we are allowing continuously varying codes. If the feedback data rate must be limited, we can quantize the power adjustments and spreading codes before they are fed back to the transmitter, with an accompanying loss in convergence rate. For these simulations, perfect feedback is assumed. Fig. 11 shows the SINR and transmit power evolution for joint UBPC-BMUD and spreading code optimization for a fading multipath channel. The system parameters are described in Section III-C, except for the following. The initial power assignments are 0 dB for all users. The utility functions for the first four users are as in Fig. 8 . Although this receiver is able to adapt in a dynamic channel environment, the channel has been fixed for these simulations. The total number of users is 9, and the processing gain is 15. Although this is an uplink scenario, SINR expressions do not yet exist for (estimated) group-blind detectors operating in fading multipath channels. As a result, the receiver used for this simulation is the subspace blind MMSE detector and the SINR results reported in Fig. 11 are computed using (39). Spreading code optimization is performed after UBPC-BMUD iterations 5 and 9. Notice the significant drop in transmit powers after the first spreading code optimization. This is a result of the reduced interference caused by the new spreading codes. There is a smaller reduction in transmit powers after the second spreading code optimization, and there is no significant change in transmit power levels after the third spreading code optimization (not shown).
B. Simulation Results

VI. CONCLUSION
We have developed transmitter optimization techniques for blind and group-blind adaptive multiuser receivers. Specifically, we have presented a maximum-eigenvector-based approach to spreading code optimization and combined this with a utility-based power control algorithm in an iterative, Lloyd-Max type implementation that is appropriate for practical blind or group blind multiuser detectors. We have demonstrated that the spreading code optimization algorithm results in a significant improvement in received SINR and that the proposed power control algorithm, in contrast with existing utility-based schemes, can efficiently serve systems using blind or group-blind multiuser detectors. We have applied these algorithms to synchronous CDMA over nonfading AWGN channels and to asynchronous CDMA over fading multipath channels where one transmit and one receive antenna are employed. This work can easily be extended, however, to systems with multiple transmit and/or receive antennas through straightforward modifications to the signal and channel models. Future work will consider alternative methods of determining the slope parameters in distributed, blind settings.
