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Abstract - -Boundary integral method has been proposed to solve a system of differential equations 
with a convection-diffusion operator and a nonlinear rate term for each equation. The operator part 
can be eliminated by using an inverse formulation by a proper choice of the weighting function for 
each differential equation. This reduces the problem to an integral formulation which is then solved 
by approximating the dependent variables by cubic osculation. The method has been demonstrated 
to a packed bed reactor with heat and mass dispersion and for a countereurrent heat exchanger. 
© 2005 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
The scope of this paper is to present an efficient solution method based on boundary integral 
techniques to a system of N coupled differential equations of the following type in one spatial 
dimension: 
d~Y~ Pei = PeJ i  (Yl, Y2, YN). (1) 
dx 2 •. . ,  
Here x represents he dimensionless length (usually 0 to 1). The variables yi, with i = 1 to N, are 
the dependent variables (referred to as species in this paper). The coefficients Pei represent the 
ratio of characteristic dispersion time to the convection time for the Species i. This dimensionless 
number is, in general, different for different species. The RHS term in equation (1) is a measure 
of the rate of consumption of the ith species by chemical reaction. In general, this is a nonlinear 
term and is a function of all the species concentrations. Problems of this type occur in chemical 
reactor modeling, cocurrent (or countercurrent) heat or mass exchangers, laminar flames, etc. 
The variables yi are then a mixed bag of the various species concentration and the temperature 
of the flowing streams. The boundary conditions are specified at the end points and can be stated 
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in general as 
ai + ~iY, = 7~, at the end points, (2) 
where ~i,/7/, and "7, are specified constants for each species. 
A number of methods can be used to solve the problem and the finite-difference method [1] is 
commonly used. Also, orthogonal collocation methods [2] and methods based on B-spline collo- 
cation [3,4] are also widely used. These methods require some approximations to the differential 
operators (the diffusion and convection terms in equation (1)). In this context, boundary integral 
method is very useful for solution of these classes of problems ince the spatial derivatives need 
not be approximated when using this method [5]. In other words, the entire LHS of equation (1) 
can be eliminated by using an inverse formulation. Due to the nonlinear nature of the rate 
term, the method is usually applied in subdomains over the range of the x variable resulting in 
a method which is similar to the finite-element method. The procedure has been demonstrated 
for a single differential equation of the above type by Ramachandran [6] and for convective elec- 
trodiffusion by Barbero et aI. [7]. In these studies, it is shown that the number of grid points 
required is usually small for the same level of accuracy compared to finite-difference method, and 
the nonlinear iterations converge rapidly even for relatively poorer guesses of the starting values. 
This has been confirmed in the studies by Barbero et al. [7] and Lesage et al. [8]. The purpose of 
this paper is to extend the solution procedure developed for a single differential equation given 
in the paper by Ramachandran [6] and apply this to a system of coupled differential equations 
(equation (1) with i = 1 to N). Also, the method is tested on some sample problems, and the 
results are benchmarked for systems with both cocurrent and countercurrent flows. The outline 
of this paper is as follows. Section 2 provides the weighted residual formulation and reduces the 
set of equation (1) to an integral representation, while Section 3 provides the discretized version 
over each subdomaln. Section 4 applies the method to heat and mass transfer where the streams 
are flowing in a cocurrent fashion. Section 5 analyzes a counterflow situation and shows the 
minor modifications needed in the method when the convection term for some of the equations 
has a positive sign. Section 6 provides the summary and concluding remarks. 
2. INTEGRAL REPRESENTATION 
Consider the weighted residual formulation to the dispersion-convection problem given by equa- 
tion (1). The weighted residual formulation is applied over a subinterval a < x < b within the 
overall domain resulting in the following representation: 
Gi \-~-~x 2 - Pe, dx = G, Pe i f i (y l ,  y2 . . . .  , YN) dx, (3) 
where G, is the weighting function for the ith equation. The first term on the LHS of equation (3) 
is integrated by parts twice and the second term integrated once. This results in the inverse 
formulation 
<, b_ L <,= Pc.a.,] + 
L 'dx J :  L\d~ Ldx e (4) 
= a ,Pe J~(y l ,  y2 , . . . ,  YN) dz. 
The G, functions are now chosen such that the differential terms (third term) disappear in the 
LHS of the above equation. This is accomplished if the solutions to the adjoint operator of the 
ith equation are chosen as the weighting functions. Thus, Gi functions hould be the solutions to 
d2Gi 
dx-'---- ~ + Pei = O. (5) 
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With this choice of the weighting functions, equation (4) reduces to the inverse formulation 
-aT l= - +O pe, w o = O Pe, k (V l ,V , , . . . , yN)dx .  (6) 
Note that the adjoint differential equation (equation (5)) has two linearly independent solutions. 
Also, two weighting functions are needed for each variable since two equations are to be set up 
for each subinterval. Hence, any two linear combinations of independent solutions to the adjoint 
differential equation (5) can be used in principle as the appropriate weighting functions. The 
specific form of the two weighting functions used here for the ith equation are as follows: 
1 
Gli = ~ + exp [ -Pe i (x  - a)], (7) 
= 1. (8) 
The above choice is motivated by some computational simplification and for this choice, the 
[dC.4.Q., + GiPei) in the inverse formulation (equation (6)) is equal to one for GI~ and equal term x dx 
to Pei for G2i. With these substitutions, equation (6) can be written as two equations: 
and 
(p--~i + l )  pi,~ +yia + [~-~i +exp[-Pei(b a)]pib Yib 
b 
= fa PeiGlifi(yl, Y2,..., YN) dx 
(9) 
~a b 
-p~ + Peiyi,~ + Pib - Pe~y~b = PeiG2if~(yl, Y2,..., YN) dx, (10) 
where i is the index for each differential equation. Note that G2i = 1 in equation (10) but shown 
there for generalization. The variable Pi,~ is defined here as gradient of Yi (~)  at x = a and Psi 
is the gradient x = b. Also, Yi~ and Yib are the values of Yi at the positions a and b, respectively. 
The set of equations (9),(10) represent the integral representation to the differential equation 
corresponding to the variable i. If the number of elements or subintervals used are M, then there 
are M + 1 nodes and, hence, 2N * (M + 1) total unknowns which are yi and pi for each species at 
each node. Equations (9),(10) are applied for all these M elements to generate 2N* M equations. 
These equations together with 2N boundary conditions provide all the necessary equations for 
the 2N * (M + 1) variables. 
3. ALGEBRAIC  REPRESENTAT ION 
The integrM representation given by equations (9),(10) are exact representation f the problem. 
However, some numerical approximations are needed to evaluate the integrals on the RHS of these 
equations and to develop an iterative procedure to arrive at a converged solution. In order to 
evaluate the integrals, the profile of y~ for any particular element is approximated by an osculating 
polynomial as done in earlier papers [5,7,8]. Thus, local or element level representation for yi is 
Yi = ¢1(b - a)Pia + ¢2Yia + ¢3(b - a)Pib + ¢4Yib, (11) 
where the osculating polynomials ¢~ (i = 1 to 4) are defined as follows: 
¢1 = r / -  2r? 2 + r~ a, 
¢2 = 1 - 3?? 2 ÷ 2r/3, 
Ca = --rl 2 + r/a, 
¢4 = 3r] 2 -- 2?/3, 
(12) 
(13) 
(14) 
(15) 
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with ~ defined as the dimensionless distance variable within each subinterval: ~ = (x -  a)/(b-a).  
Note that the profile given by equation (11) not only fits the values at the end points of the 
subinterval but also has the correct slope at these points. 
For the purpose of the iterative solution, the rate term can be adequately represented by a 
local linearized version which is a variation of the Newton-Raphson iteration. Using linear Taylor 
series, the nonlinear ate term fi can be represented as 
N 
koi + k.mym, (16) 
m~l  
where koi is the constant part of the Taylor expansion of fi 
, (17) 
m=l 
and kli m is the linear term and corresponds to the Jacobian matrix of the rate function 
(£) klim = ~i , (18) 
where the superscript * denotes the values at the current iteration. An average value of Ym over 
the subinterval can be used to evaluate these linearized coefficients in equations (17),(18). Thus, 
Ym = (Ym~ + ymb)/2. Also note that these coefficients change at every iteration. 
The integral term in equations (9),(10) (represented here as Iki; k = 1 and 2) can then be 
expressed as 
Iki ----- Pe i f  - -  Gki koi + klimY m dx. (19) 
Ja m=l  
Substitution of the osculation approximation for Ym in the above expression leads to 
f Iki ~- Peikoi Gkg dx (2o) 
+Peijaf Gki kl im[¢l(b-a)pma+¢2yma+¢3(b-a)Pmb+O4Ymb] dx. 
The above equation can be written in the following form by defining a set of element level 
integrals: 
M 
Iki = Peikoihki + Pei E (klim [RkliPma q- Rk2iYma q- Rk3iPmb "F RkaiYmb]). (21) 
m=l  
The coefficients in the above equations are various integrals of the product of the weighting 
functions and the osculation polynomials and are defined in Table 1. These coefficients do not 
change with the iterations and can be calculated (for given set of subintervals) at the beginning 
of the numerical procedure. Equation (21) is the discretized representation f the integral terms 
in equations (9),(10). 
Table 1. Coefficients needed in equation (21). Note k = 1 and 2 corresponding to
the two weight functions. Also, the coefficients need to be computed for each i since 
the weighting functions Gki may be different for each i. 
hkl = fabGki(~)dx 
Rkl~ = (b - a) f=b Gk~¢1('7) dx 
Rk2i = ~b Gk~¢2('7) dx 
Rk3i = (b - a) ~b GkiCa(~) dx 
Rk4 i ~- jfa b Gki¢4(~ ) dx 
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Using equation (21) in equations (9),(10) produces the algebraic representation to the problem. 
The resulting equation can be written compactly using the Kronecker delta notation ~im which 
is equal to 1 if i = m and zero otherwise. The element level representation for each variable are 
then the following equations: 
M 
E (Hklimp,~,~ + Hk2i,~Y,~ + Hk3i,~Pmb + gk4imYmb) ---- -Peikoihki. 
m= l 
(22) 
The coefficients Hklim with k = 1 and 2, l = 1, 2, 3, and 4 and i and m from 1 to N are defined 
in Table 2. 
Table 2. Coefficients needed in equation (22). 
Hnlm = Pe ik l imRl l i  + 51m + 1 
H12im = Pel]~limR12i - -  ~im 
) Hlaim = Pe ik l imR13 i - 6im "gy exp[ -Pe i (b  - a) 
H141.~ = Pe~kl~.~R14~ + 5~,~ 
H21im = Pe,  k1imR21i + 5~.~ 
H221m = Pelk l imR22i  - -  6imPel 
H23im ~ Peik l imR23i  - ~im 
H24im = Peik l imR24i  q- 6imPei 
Equation (22) applied for each species (i = 1 to N) with k = 1 and 2 provides the algebraic 
representation f the integral formulation. These equations are applied to all the subintervals. 
Additional 2N equations are generated by applying the boundary conditions at the end points 
of the overall domain of solution. If the domain is 0 to 1, the boundary condition at x = 0 is 
specified in the following manner: 
a~lp~l+ai2yil=a~a, i= I ,N ,  (23) 
where the point x = 0 is given the nodal subscript 1; thus, P~I represents he gradient of Species i 
at Node 1 which here is x = 0 and yil is the concentration of i at this node. The constants 
ali, a2i and a3~ then specify the boundary conditions at this point for Species i. Similarly, the 
boundary condition at x = 1 is represented as 
bilPi(M+l) --k bi2yi(M+l) = bi3, i = 1, N, (24) 
where the point x = 1 is given the nodal subscript (M + 1) (if M subintervals are used). Thus, 
Yi(M+I) represents the concentration of the Species i at' Node (M + 1 or x -- 1) and Pi(M+I) 
is the gradient value at this point. These are the additional equations needed to complete the 
discretized representation f the problem. These equations are augmented to the equations (22) 
and the problem is solved iteratively till a converged solution is obtained. 
4. TEST  EXAMPLES 
In this section, the method is demonstrated for some test examples with two differential equa- 
tions. These problems are of importance in design of heterogeneous reactions. The boundary 
conditions used here are of the Danckwerts' type which are as follows, and these apply to all the 
test problems used here: ail -- 1; ai2 -- -Pei ;  ai3 -- 0.0; hi1 -- 1; bi2 = 0.0; b~a --- 0.0. 
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4.1.  Tes t  Example  1 
The first example considered is the following which has an analyt ical  solution: 
f l  = Da l  • yl ,  (25) 
f2 -~ -Da l  • Yl + Da2 • Y2, (26) 
with the following parameters: Pe l  = 4; Pe2 = 2.; Dal  = 0.5; and Da2 = 1.0 and a13 = 1, in 
the boundary condition for Species 1. The results are shown in Table 3 and match almost exactly 
with the analytical solution. Numerical solution was generated with five subintervals. 
Table 3. Solution profiles for Test Example 1. 
x Yl 
0.0 0.8997 
0.2 O.8234 
0.4 0.7551 
0.6 0.6963 
0.8 0.6513 
1.0 0.6315 
Y2 
0.1033 
0.1393 
0.1660 
0.1846 
0.1961 
0.2003 
4.2. Test Example 2 
The second test example considered is the following: 
"/Y2 
f l  -= Da(1  - Y l )  exp \ 1--'~y2 ] ' 
( 7y2 
f2  = -BDa(1  - Y l )exp  \ ~ ] .  
(27) 
The above problem is representative of a packed bed chemical reactor with mass and heat dis- 
persion in the axial direction and corresponds to the steady state pseudo-homogeneous model 
investigated by Dommeti et al. [9]. The parameters for numerical testing were follows: Pe l  = 25; 
Pe2 = 10.; Da -- 0.2; B -- 0.25, and 7 = 20. The results generated with equally spaced five 
subintervals are shown in Table 4 and agree well with those obtained by 21-point finite-difference 
solution. The solution also matched with those generated by B-spline collocation [3]. 
Table 4. Solution profiles for Test Problem 2. 
x Yl Y2 
0.0 0.0094 0.00634 
0.2 0.0620 0.02076 
0.4 0.1309 0.04013 
0.6 0.2290 0.06774 
0.8 0.3770 0.10521 
1.0 0.5292 0.13232 
(28) 
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Table 5. Solution profiles for Test Problem 2B. 
x yl y2 
0.0 0.4077 0.1630 
0.2 0.9129 0.2379 
0.4 0.9920 0.2489 
0.6 0.9993 0.2499 
0.8 0.9999 0.2499 
1.0 0.9999 0.2499 
1581 
The result for a second case referred to as Test Problem 2B are shown in Table 5. The 
parameters used in this problem were the following: Pel  = 5; Pe2 = 2.; Da = 0.5; B = 0.25 and 
7 = 20. This represents a situation where profile change strongly near x = 0 and it is seen that 
the solution is captured with only five subintervals. 
4.3. Tes t  P rob lem 3 
A slightly modified version of Test Problem 2 is chosen here and represents a case study used 
in [10]. The "rate" functions are as follows: 
(1-yl) I "TY2 "~ 
f ' = Da l & -K-~ ---- Yl) exp \~ , / ,  
(1- yl) ( 'TY2 
: -BD I exp \Tg-{y  / + St(y  - 
(29) 
(30) 
where tc is a constant representing the coolant emperature and St is the Stanton number for heat 
transfer. The parameters used were Pel  -- 600; Pe2 = 90; Da = 1.2; V -- 25; K = 0.3, tc -- -0.4;  
B = 0.16; St = 0.12 and represent a case used to test a problem with steep concentration 
profiles. The solution by finite-difference method is sensitive to the start ing values for this range 
of parameters. No such difficulties were observed when using the boundary integral method 
developed here. The results for Test Example 3 for the above set of parameters are shown in 
Table 6. The solution is shown with 10 subintervals. The concentration and temperature values 
obtained with a 40 subinterval solution were almost the same as the results in Table 6. The only 
difference with the results with larger intervals were in the computed values of the gradient and 
the residuals at the nodes. The residuals decrease as the number of intervals increases and can 
be used as a guide for a nonequidistant ode placement. These refinements are not addressed 
further here. 
Table 6. Concentration (Yl) and temperature (Y2) profiles for Test Problem 3. 
x Yl Y2 
0.0 0.00157 0.00119 
0.2 0.2435 0.03090 
0.4 0.7009 0.09501 
0.6 0.9896 0.1245 
0.8 0.9996 0.1133 
1.0 0.9999 0.1019 
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A computer program used to generate the results is posted on the web at the following address: 
http ://wuche. che. wustl, edu/~rama/dismult i. f 
A few remarks on the computational aspects of this problem are in order here. The integrals 
needed to evaluate the various coefficients were done here numerically using ten-point Gaussian 
quadrature~ although analytical integration is possible and is expected to be better. Also, the 
global matrix has a banded structure and this should be used for a more efficient computer 
implementation. These computational refinements are not addressed here since the objective was 
to test the boundary integral discretization procedure for a system of differential equations. 
5. COUNTERCURRENT FLOWS 
In this section, we examine a slightly different version of the diffusion-convection equation 
where the form of the convection-diffusion perator can be different for different equations. A 
system with two differential equations is examined to show the method, but the extension to a 
larger set of species is straightforward. The specific problem examined is a countercurrent heat 
exchanger with a hot stream and a cold stream flowing in the opposite direction. For Stream 1, 
the dispersion-convection model given by equation (1) applies: 
d2yl 
Pe l~ = Pelfl(yl,y2). dx 2 
The rate function here represents the heat lost by the hot stream and is given by 
(31) 
fl =St(y1 -Y2), (32) 
where St is the Stanton number based on the flow rate of Stream 1. For Stream 2, a similar 
equation holds but the sign on the convection term is now positive since the flow is now in the 
opposite direction: 
d2y2 ~x dx----- ~ + Pe2 = Pe2f2(yl, y2), (33) 
with f2 = -~ St(y1 -y2) now where ~ is the ratio of flow rate of Stream 1 and Stream 2. Thus, the 
linear operator for the differential equation (33) has a different form from that for equation (31). 
The purpose of this section is therefore to show the modifications in the weighting functions for 
the counter-flowing streams. The weighting functions for equation (31) are the same as before. 
However, the weighting functions needed for equation (33) are the solutions of the following 
adjoint equation: 
d2G2 dG2 
dx 2 Pe2-~x = 0. (34) 
The weighting functions for the counter-flowing streams are then chosen as follows: 
1 
G21 = ~ + exp[Pe2(x - a)], (35) 
G22 -- 1. (36) 
The integral representation for the second differential equation is now as follows: 
r (37) 
Note the sign change for the convection term in the LHS. With these modifications, the nu- 
merical procedure is the same as discussed in the earlier section. 
The results for the problem given by equations (31) and (33) are now discussed. The boundary 
conditions are taken as follows. At x = 0, or Node 1, -Pl l  + Pe lyn = Pel and P21 = 0, 
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Table 7. Temperature profiles for countercurrent flow problem. 
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x Yl Y2 
0.0 0.8956 0.7424 
0.2 0.7365 0.6636 
0.4 0.6047 0.5394 
0.6 0.4757 0.4111 
0.8 0.3485 0.2821 
1.0 0.2576 0.1481 
where P~I represents the gradient of i at Node 1. At x -- 1, or Node M + 1, Pl(M+I) = 0 and 
P2(M+I) + Pe2y2(M+I) = 0, where p represents the gradient at Node M = 1. The boundary 
conditions are representative of a particular case where the hot stream enters at a dimensionless 
temperature of unity and the cold stream at zero temperature. The solution for a test case is 
presented in Table 7 for the following set of parameters: Pel = 10., Pe2 -- 5, St = 10., and 
~----1. 
The gradient at x = 0 for Species 1 was -1.044, while that for Species 2 at x = 1 was 
-0.7403. These results are in agreement with the analytical solutions and the solution generated 
using colsys. A computer program used to simulate the above results is posted on the following 
website: 
http://wuche, che. wustl, edu/'rama/dispcount er. f 
6. SUMMARY 
The boundary integral method has been shown to be an efficient and accurate method for the 
solution of a system of dif[erential equations with a diffusion -5 convection operator on the LHS 
and a coupled non l inear  funct ions  on the  RHS. The  method has  been implemented  and  tes ted  
for a number of standard test problems. The method produces accurate results with only a few 
subintervals, and the convergence is not very sensitive to the starting values. Problems where the 
convection operator can have an opposite sign in some of the equations (counterflow problems) 
can also be solved by this method by only an appropriate modification of the weighting functions. 
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