The first eigenvalue of a correlation matrix indicates the maxi- 
.
As an example, consider the correlation matrix
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7 For three variables, 1771 correlation matrices were generated by using all three variable correlation matrices with r values between &mdash;1.0 and +1.0 in steps of 0.1.
For four variables, the signs of the correlations of the 300 matrices described in footnote 3 were permuted in eight ways: all correlations positive, only the first correlation negative, only the second negative, only the third negative, ..., only the sixth negative, and all negative. Any other set of signs on the correlations can be obtained by reversing variables from one of these eight permutations. This procedure results in 2400 correlation matrices for the four variable test. Obviously the first eigenvalue is not always a linear function of the mean correlation. However, we can use Meyer's lower bound for A, given in equation (4) (Franklin, 1968:149) implies that the first eigenvalue of a matrix is at least as large as the first eigenvalue of any submatrix,9 so this must also be a lower bound for the first eigenvalue of the original matrix. In the present example, the higher (and, therefore, operative) 
