We introduce a new class of evaluation linear codes by evaluating polynomials at the roots of a suitable trace function. Considering subfield-subcodes over the field F4, we obtain several linear codes which are records at [26] . Moreover, we give conditions for self-orthogonality, with respect to Hermitian-inner product, and we construct quantum stabilizer codes over several finite fields which substantially improve the codes in the literature.
Introduction
A stabilizer (quantum) code C = {0} is the common eigenspace of a commutative subgroup of the error group generated by a nice error basis on the space C q n , where C denotes the complex numbers, q is a positive power of a prime number and n is a positive integer [32] . The code C has minimum distance d as long as errors with weight less than d can be detected or have no effect on C but some error with weight d cannot be detected. Furthermore, if C has dimension q k as a C-vector space, then we say that the code C has parameters [[n, k, d]] q .
The importance of quantum computation is beyond doubt after papers as [40] were polynomial time algorithms for prime factorization and discrete logarithms on quantum computers were given. Quantum error-correcting codes are essential for this type of computation since they protect quantum information from decoherence and quantum noise. Quantum codes were first introduced for the binary case, some references are [4, 5, 7, 8, 9, 25, 27] , and, subsequently, for the general case (see for instance [3, 6, 14, 28, 33, 37] ). The interest on the general case continues to grow, especially after the realization that these codes are useful for fault-tolerant computation.
Stabilizer codes can be constructed from self-orthogonal classical linear codes as the following result shows: Theorem 1. [32, 1] Let C be a linear [n, k, d] error-correcting code over the field F q 2 such that C ⊥ h ⊆ C. Then, there exists an [[n, 2k − n, ≥ d]] q stabilizer code.
The symbol ⊥ h means dual with respect to Hermitian inner product and an analogous result also holds for Euclidean duality when C is defined over F q . In this last case, it gives rise to quantum codes obtained from the CSS construction [9, 44] . However, in this paper, most of our codes will be derived from Theorem 1.
Although the introduction of quantum codes is recent, the literature on this topic is very large and most papers have addressed the study of quantum MDS, LDCP and BCH codes [39, 12, 1, 33, 35, 31, 48, 34, 29] . Very recently, the authors (together with O. Geil) have developed a class of evaluation codes [2, 21, 24, 22, 23] which are called J-affine variety codes, which give rise to new stabilizer codes with good parameters [16, 17, 18, 19, 20] , some of them being records. J-affine variety codes and their subfield-subcodes can be regarded as a generalization to several variables of Reed-Solomon and BCH codes considered as evaluation codes of polynomials in one variable and their subfield-subcodes.
In this paper, we introduce evaluation codes of polynomials in one variable on the set of zeros of a suitable trace map (see Definition 2) and we are interested in suitable subfieldsubcodes of these codes. Our codes can be regarded as punctured BCH code and we will bound the minimum distance by the BCH bound.
Although we are mainly interested in quantum codes, this new family of linear code sallow us to reach 50 records in the table [ improving those with the same length and dimension in [26] . The remaining records are obtained by shortening the above three codes.
In Theorem 13, we study the dimension and minimum distance of the subfield-subcodes of this new family of codes and in Theorem 14, we give conditions for their self-orthogonality with respect to Hermitian inner product. In sum, from linear codes over F p 2r , p a prime number, we get linear codes over F p 2s , s being a positive integer that divides r, which give quantum codes over F p s with good parameters, improving those in the literature.
For designing our codes, we will use consecutive cyclotomic cosets, the size and number of these cosets will determine a designed distance and a lower bound for the dimension. The goodness of our codes will be guaranteed by the relations that the trace map produces.
Apart from the introduction, this paper contains three sections. The definition of our codes and conditions for their self-intersection with respect to Hermitian inner product are given in Section 1. Section 2 is the core of the paper, studies subfield-subcodes of the codes in Section 1 and how to get stabilizer codes from them. Moreover, we consider codes defined by evaluating at the non-roots of the trace function as well, we will refer to these cades as complementary. Finally, Section 3 is devoted to provide examples of our codes. Apart from the above mentioned linear code records, we also give several examples of binary quantum codes improving the records in [26] . In addition, we give tables containing stabilizer codes over F 4 , F 5 and F 7 . For comparison, we choose codes in [33] and show that rather of our codes largely improve them. We also provide new codes with lengths that we have not found in the literature, almost all of them exceed the quantum Gilbert-Varshamov bound [15] .
Evaluation Codes at the Trace Roots
We devote this section to introduce a new class of evaluation linear codes. We are mainly interested in quantum codes although it is worthwhile to mention that these subfield-subcodes are good and even provide records as we mentioned before. These subfield-subcodes will be treated in Section 2, while in this section we introduce our basic supporting codes and study their behavior under Hermitian duality.
Throughout this paper, p will be a prime number and r and s positive integers such that s|r. Set r = s · n and q = p 2r ; our ground codes will be over the field F q . Write q = p s .
The trace polynomial over F p 2r = F q 2n with respect to F q is defined as tr s 2r (X) = X + X q + X q 2 + · · · + X q 2n−1 , whose attached polynomial function (trace map) will be denoted by tr s 2r : F q 2n → F q . It is well-known that the trace map is a linear transformation over F q and any linear transformation F q 2n → F q is defined by x → tr s 2r (βx), for some β ∈ F q 2n . Another interesting property of the trace map is that card α ∈ F q 2n |tr s 2r (α) = a equals q 2n−1 for all a ∈ F q , and therefore, when α runs over F q 2n , tr s 2r (α) takes each value of F q exactly q 2n−1 times. This fact gives rise to the decomposition
and, as a consequence,
Consider now the ideal of the polynomial ring F q 2n [X] generated by tr s 2r (X), which, by the previous discussion, can also be regarded as the ideal generated by both polynomials X q 2n − X and tr s 2r (X). Consider also
Next, we define the evaluation map that supports our codes:
. . , f (α N )), where f denotes both the class in F q 2n [X]/ tr s 2r (X) and the polynomial in F q 2n [X] representing that class. Notice that we have proved that the map ev tr s 2r is well-defined. Our codes will take advantage from the existing relations in the ring F q 2n [X]/ tr s 2r (X) and we will evaluate monomials of degree less than q 2n − 1 because the nonzero values α i are q 2n − 1 roots of unity. Definition 2. Set H = {0, 1, . . . , q 2n − 2} and for any subset ∅ = ∆ ⊆ H, we define the evaluation code E ∆,tr s 2r , as the linear code on F N q 2n generated by the set of vectors {ev tr s 2r (X a )|a ∈ ∆} which are in F N q 2n .
Then the dimension of the code E ∆,tr s 2r coincides with the cardinality of the set ∆. Proof. It follows from the fact that the generator matrix of the code is formed by some rows of a Vandermonde matrix over the field F q 2n . These rows are free because p 2r−1 is the degree of the polynomial tr s 2r (X) and q 2n−1 − 1 the maximum degree of those monomials in X a .
For constructing quantum stabilizer codes can be constructed from self-orthogonal codes with respect to Hermitian inner product. Recall that the Hermitian inner product of two vectors a = (a 1 , a 2 , . . . a N ) and
a j b q n j and we will look for self-orthogonal codes E ∆,tr s 2r with respect to this inner product, that is codes which satisfy
The Euclidean inner product will be used in our development as well. For a and b in F N q 2n , it is defined as a · b := N j=1 a j b j . We start with a lemma which will allow us to derive the first result on the orthogonality of the generators of our codes.
Proof. It suffices to consider the elementary symmetric elements σ k , 1 ≤ k ≤ m:
and then the Newton identities [10, proof of Theorem 8 in Chapter 7, Section 1] prove that
when 1 ≤ k ≤ m, and for k > m, it holds:
Finally, the fact that a j = (−1) m−j σ m−j [10, Problem 4 in Chapter 7, Section 1] concludes the proof.
Proposition 5. Recall that p 2r = q 2n . With the above notations, it holds that
This result is a consequence of Lemma 4. Namely, notice that, with the notation as in Lemma 4, ev tr s 2r (X k ) · ev tr s 2r (X 0 ) = s k , where one shall consider the polynomial ev tr s 2r instead of f and N instead of m. In addition, all the coefficients a j vanish except a 1 , a q , a q 2 , . . . , a q 2n−1 which are equal to 1. Now Formula (1) with i = 1 proves that s 1 = −a N −1 = 0; with i = 2, s 2 = −2a N −2 = 0, and iterating the same argument for consecutive values, one has that s k = 0 for indices 1 ≤ k < q 2n−1 − q 2n−2 . Again Formula (1) for i = q 2n−1 − q 2n−2 proves that s q 2n−1 −q 2n−2 = 0 since we work over a field of characteristic p. It is clear that the same procedure proves that s k = 0 for 1 ≤ k < q 2n−1 − 1.
Finally, s q 2n−1 −1 = 0, for i = q 2n−1 − 1, because Formula (1), shows that
and then s q 2n−1 −1 = −(q 2n−1 − 1) = 1 = 0, which concludes the proof.
The map ev tr s 2r is defined for elements in F q 2n [X]/ tr s 2r (X) which have as representatives polynomials of degree less than q 2n−1 . Proposition 5 shows that the evaluation by ev tr s 2r of a (class of a) polynomial f in F q 2n [X] is Euclidean orthogonal to ev tr s 2r (X 0 ) if and only if the mentioned representative does not contain the monomial X q 2n−1 −1 . This proves the following result which complements Proposition 5. Proposition 6. With the above notation, for k ≤ q 2n − 2, the Euclidean inner product ev tr s 2r (X k ) · ev tr s 2r (X 0 ) = 0 if and only if the polynomial of degree less than q 2n−1 representing the class X k + tr s 2r (X) does not contain the monomial X q 2n−1 −1 .
Next, we give a condition implying that some classes as above do not contain X q 2n−1 −1 in their representatives. Proposition 7. With the above notation, let i, j be integers such that
which are not both zero. Then, for 0 < m ≤ n, the representative of the class X i+jq m + tr s 2r (X) of degree less than q 2n−1 does not contain the monomial X q 2n−1 −1 .
Proof. For a start, write δ = q − ⌊ (q−1) 2 ⌋ and notice that δ = (q+1) 2 if q is odd and it equals (q+2) 2
otherwise. So the bound q n − ⌊ (q−1) 2 ⌋q n−1 − · · · − ⌊ (q−1) 2 ⌋q − 1 can be expressed as
Now, consider the q-adic expansion of i and j which we set
For i (and analogously for j), the expression in (2) shows that:
• When q is even, a n−1 ≤ δ − 1 and when a n−1 = δ − 1, then a n−2 ≤ δ − 1, fact that we can iterate and say that a 0 ≤ δ − 1 whenever a 1 = a 2 = · · · = a n−1 = δ − 1.
There exists an exception in case q = 2, here δ = 2 and a 0 = 0 whenever a 1 = a 2 = · · · = a n−1 = 1. • Otherwise (q is odd), one obtains that a n−1 ≤ δ − 1 and when a n−1 = δ − 1, then a n−2 ≤ δ − 1 and, as above, this argument be repeated and one gets that a 0 ≤ δ, when a 1 = a 2 = · · · = a n−1 = δ − 1. Now, we divide our proof in two cases. Case 1. m < n, then n − 1 = m + m 1 where m 1 ≥ 0. Then
whose last inequality holds because otherwise m = n−1 (notice that m < n) and b n−1 +1 = q and then
The last expression is equal to q n−1 − 1 only when all the coefficients are exactly equal to q − 1, which gives a contradiction because a 0 ≤ δ as we previously indicated.
Case 2. m = n. Then,
This expression is the exponent of a term in X which can be written as
Since we are considering the class of the term in F q 2n [X]/ tr s 2r (X) , we can replace the monomial X q 2n−1 with the polynomial −X − X q − · · · − X q 2n−2 . The multinomial theorem shows that the expression in (3) can be expressed as a sum of terms where the exponents of the attached monomials are of the form
Notice that 2n−2 k=0 c k q k is the q-adic expansion of the exponent of some monomial in
and so 2n−2 k=0 c k = b n−1 ≤ δ − 1. As a consequence, we get terms whose exponents (of the corresponding monomials) are
Consider first the case when q is odd. Then, for having a term whose monomial is X q n−1 −1 , every coefficient in the q-adic expansion of (5) shall be equal to q − 1. As b k and c k are lower than δ = (q + 1)/2, it holds that b k + c k ≤ q − 1. However, b n−2 + c n−2 is the coefficient of q 2n−2 and this equals q − 1 only when b n−1 = (q − 1)/2 and uniquely for one monomial obtained from (4), in which case c 2n−3 = 0, and thus not all coefficients in (5) are q − 1.
Finally, when q is even, δ = (q + 2)/2 = q/2+ 1 and then the sums a k + c k , 0 ≤ k ≤ n − 1 and b k + c k+n , 0 ≤ k ≤ n − 2, are equal to q − 1 or q. However this is not the case for a 0 + c 0 because c 0 is either 0 or 1 depending on either b n−1 > 1 or b n−1 = 1. To get the q-adic expansion, when either a k + c k , 0 ≤ k ≤ n − 1 or b k + c k+n , 0 ≤ k ≤ n − 2, take the value q, one must add one unit to the following power of q and in case b n−2 + c 2n−2 = q, again one must use the fact X q 2n−1 = −X − X q − · · · − X q 2n−2 . Taking into account that the power (X q 2n−1 ) i with i = 1 can be used only one time, we deduce that the q-adic expansion 2n−2 k=0 d k q k of the expression (5) satisfies d k < (δ − 1) + 1 = (q + 2)/2 < q − 1 and not every coefficient of the mentioned q-adic expansion is q − 1.
We conclude this section with a result which gives the parameters of the quantum codes constructed from (E ∆(t),tr s 2r ) ⊥ h , notice that these codes are MDS quantum codes.
Theorem 8. Let p be a prime number, r and s positive integers such that r = s · n, n ≥ 1 and set q = p s . Let t be a nonnegative integer such that
Then, the following inclusion holds:
As a consequence, we are able to construct a stabilizer (quantum) MDS code with pa-
Proof. Propositions 6 and 7 for m = n show that ev tr s 2r (X i ) · h ev tr s 2r (X j ) = ev tr s 2r (X i+jq n ) · ev tr s 2r (X 0 ) = 0, where the monomials X i and X j are representatives of classes in F q 2n [X]/ tr s 2r (X) and i, j ∈ ∆(t). This proves the codes' inclusion. The dimension of the stabilizer code is clear from Proposition 3 and Theorem 1. Finally, we use Theorem 1 again for bounding the distance of the stabilizer code. Indeed, by Proposition 5 the code E ∆(t),tr s 2r ⊥ contains the image by ev tr s 2r of consecutive monomials X j , 0 ≤ (N − 1) − (t + 1), because E ∆(t),tr s 2r is the code generated by ev tr s 2r (X i ), 0 ≤ i ≤ t. Thus, the minimum distance of the code is at least t + 2 but it cannot be larger than the Singleton bound. This concludes the proof after noticing that Hermitian and Euclidean dual codes are isometric.
Stabilizer codes obtained from Evaluation Codes at the Trace Roots
The aim of this section is to study subfield-subcodes over F p 2s of our codes and deduce parameters for their attached stabilizer codes.
Our codes are defined by the map ev tr s 2r ; to study them we recall some known facts that hold when one evaluates in more points than we have used above. Set N T = p 2r and consider the map ev T :
. . , f (α N T )), where Z T = {α 1 , α 2 , . . . , α N T } is the set of zeros of the polynomial X N T − X in F p 2r . Now, write H T = {0, 1, . . . , N T − 1} regarded as a set of representatives of the congruences ring Z N T −1 = Z/(N T − 1)Z and consider cyclotomic cosets with respect to p 2s defined as subsets I ⊆ Z N T −1 such that p 2s a ∈ I for all a ∈ I. A cyclotomic coset I as above is said to be minimal whenever its elements are those that can be expressed as ap (2s)i , for some nonnegative integer i and some fixed element a ∈ I. We represent each minimal cyclotomic coset I by that element a in H T which is the minimum in I and then we write I = I a . This set of representatives will be denoted by A and so {I a } a∈A is the family of minimal cyclotomic cosets in Z N T −1 .
Next, we introduce another trace maps. Firstly write tr 2s 2r : F p 2r → F p 2s defined as tr 2s 2r (x) = x + x p 2s + · · · + x p 2s( r s −1) , which componentwise determines tr 2s 2r :
given by T (f ) = f + f p 2s + · · · + f p 2s( r s −1) . This last map satisfies the following result (see [ 
16, Proposition 5])
Proposition 9. Let f be an element in F p 2r [X]/ X N T − X . Then, the following conditions are equivalent:
The above result shows that one can get codes of length N T over F p 2s from the images ev T [T (h)] of classes of polynomials h ∈ F p 2r [X].
Next, we recall a result which can be found in [16, Theorem 3] and determines a basis of the vector space (over F p 2s ) of polynomials in F p 2r [X]/ X N T − X evaluating to F p 2s . In order to state such a result, we need the following notation: i a denotes the cardinality of the minimal cyclotomic coset I a and, since 2si a divides 2r, the mapping for polynomials f with support on a cyclotomic coset I a T a (f ) = f + f p 2s + · · · + f p 2s(ia−1) , is well defined. Proposition 10. With the above notation, it holds that the set
Remark 11. Proposition 9 and the paragraph before Proposition 10 prove that the map ev tr s 2r applied to classes of polynomials T (f ) (and T a (f ) ) takes values on F N p 2s , N = q 2n−1 = p 2r−s .
As mentioned, we would like to compute subfield-subcodes of our codes for obtaining stabilizer quantum codes. We start by defining the classical codes that support this fact.
Definition 12. Consider ∅ = ∆ ⊆ H, the subfield-subcode over F p 2s of the code E ∆,tr s 2r is defined as E σ ∆,tr s 2r := E ∆,tr s 2r ∩ F N p 2s . Picking suitable sets ∆, we get the following result with respect to dimension and distance of these codes. To state it, let A = {a 0 = 0 < a 1 < a 2 · · · < a z } be and for t ≤ z, write ∆ σ (t) := I a 0 ∪ I a 1 ∪ · · · ∪ I at .
Then,
and the minimum distance of its Hermitian dual code satisfy the following bounds:
Proof. The first inequality follows from the fact, proved in [16, Theorem 4] , that states that dim E σ ∆ σ (t) = t l=0 i a l . Now, since we are evaluating only on zeros of tr s 2r (X), the result holds.
With respect to the last inequality, setting A = {0, 1, . . . , a t+1 − 1}, it holds that A ⊆ ∆ σ (t) and then one gets the inclusion of codes in F p 2r : E A,tr s 2r ⊆ E ∆ σ (t),tr s 2r . Thus, the Euclidean dual of both codes satisfy ( 
where the equality follows from Delsarte Theorem [11] . Then,
This concludes the proof because Euclidean and Hermitian dual of our codes are isometric.
We conclude this section with our main result which shows how to construct stabilizer codes from subfield-subcodes over F p 2s over F p 2r . Recall that q = p s . Theorem 14. Set N = q 2n−1 the degree of the polynomial tr s 2r (X), N T = p 2r and A = {a 0 = 0 < a 1 < a 2 · · · < a z } the set of representatives of the minimal cyclotomic sets I a i , 0 ≤ i ≤ z of Z N T with respect to p 2s . Let t be an index such that
Then, with the notation as above, the following inclusion holds
where ∆ σ (t) = I a 0 ∪ I a 1 ∪ · · · ∪ I at .
As a consequence, we are able to construct a stabilizer code with parameters
Proof. By Theorem 13, it suffices to prove the inclusion in (6) . By Proposition 10, we shall show that
for β 1 (respectively, β 2 ) primitive elements in F p 2sia i (respectively, in F p 2sia j ), 0 ≤ k 1 ≤ i a i − 1 (respectively, 0 ≤ k 2 ≤ i a j − 1) and i, j ∈ {0, 1, . . . , t}.
The left hand side in (7) is a summation, up to constants which depend on β 1 and β 2 of Euclidean products of the form (8) ev tr s 2r X aq l +bqq m · ev tr s 2r X 0 , where a, b correspond with representatives in A and we can assume a, b < q n −⌊ (q−1) 2 ⌋q n−1 − · · · − ⌊ (q−1) 2 ⌋q − 1; and l, m ∈ {0, 1, . . . , 2n − 1}. Next, we are going to prove that each product of the form (8) equals zero and this fact will conclude the proof. Indeed, without loss of generality, suppose m ≥ l and divide the proof in two parts.
Firstly assume m − l ≤ n − 1. Then
because of the characteristic of the field. Now, Proposition 7 proves that Equality (9) vanishes because m − l + 1 ≤ n which finishes this part. Finally, we shall assume that m − l ≥ n, then l ≤ m − n ≤ (2n − 1) − n = n − 1 and m = n + n 1 ≤ 2n − 1, so n 1 < n. In addition, the expression in (8) vanishes if and only if ev tr s 2r X aq l +bqq n+n 1 · ev tr s 2r X 0 q n is equal to zero. This last expression can also be written as ev tr s 2r X aq l+n +bq 2n+n 1 +1 · ev tr s 2r X 0 and we are evaluating elements in the field F p 2r = F q 2n . So, it suffices to prove (10) ev tr s 2r X aq l+n +bq n 1 +2 · ev tr s 2r X 0 = 0, which holds whenever ev tr s 2r X aq l+n−n 1 −2 +b · ev tr s 2r X 0 q n 1 +2 vanishes, and this fact is true by Proposition 7 because l + n − n 1 − 2 < n. In fact, n + n 1 − l > n > n − 1 and then l − n 1 − 1 < 0. This concludes the proof.
Examples
In this section we give the parameters of number of stabilizer codes obtained or derived from our development. We will indicate how we constructed our examples. We have not performed an exhaustive search of good codes. First we recall that Theorem 14 shows how to use subfield-subcodes for constructing stabilizer codes over F q with length N = q 2n−1 , for q = p s , where p is a prime number and s and n are positive integers. The same reasoning gives rise to codes of length N − 1, simply by not evaluating at the first element in the set Z in Section 1 (that is, at α 1 = 0 or by no considering the coset I 0 ).
In addition, we emphasize that Theorem 14 determines stabilizer quantum codes with designed distance, a lower bound for the dimension is also given. In a large number of cases, the dimension of our codes is better than the one given in Theorem 14. Note that, in contrast with the minimum distance, the computation of the dimension of a linear code is not computationally intense and can be for instance computed using Magma [36] .
Furthermore, we have shown that ev tr s 2r evaluate at the points in Z which is a subset of the zero-set Z T of X p 2r − X where the map ev T evaluates. By [18, Proposition 1] , our Proposition 6 holds for ev T when, as above,
Since Z ⊂ Z T , this proves that setting Z T \ Z = {γ 1 , γ 2 , . . . , γ N C ), N C = N T − N and considering the map
given by ev C (f ) = f (γ 1 , γ 2 , . . . , γ N c ), one gets that, with the same reasoning, our results hold for these linear and quantum codes as well. We will refer to these linear codes (respectively, their subfield-subcodes and the corresponding stabilizer codes) as complementary codes (respectively, subfield-subcodes and stabilizer codes obtained from them). We conclude the article with some codes and tables containing the parameters of the obtained codes. In the first two examples, we will detail the different values of p, q, n and the considered lengths. However, for the sake or brevity and since it is straigthforward to deduce them from the paramenters, we do not give further details in the remaining examples. In Example 1, we obtain codes that are records in [26] . For the rest of the examples there are no tables available and we indicate which codes exceed the quantum Gilbert-Varshamov bound (QGVB, for short) [15] .
Example 1. We consider subfield-subcodes obtaining records in the table [26] . Set p = 2, s = 1, n = 4 and then we obtain codes with length q 2n−1 = 2 7 = 128 over q 2s = 4. As a consequence, we are able to get 50 linear codes over F 4 improving the parameters in [26] . In fact, we obtain two linear codes with parameters [128, 79, 20] Table 2 . Quantum codes over F 2 which are records Example 2. In this example, we set p = s = n = 2 and we get stabilizer codes over F 4 . Some of these stabilizer codes with length N = 64, all of them exceeding the QGVB, are displayed in Table III ], and larger minimim distances (10 is the largest minimum distance in [33, Table III] ). Now we consider quantum codes coming from complementary codes and, hence, the length is N C = N t − N = q 2n − N = 256 − 64 = 192. Parameters of codes exceeding the QGVB are displayed in Table 5 . We have not found better codes over F 4 (with this Table 6 contains some stabilizer codes over F 3 obtained with our procedure with lengths 242, 243 and 486. Our codes with length 242 and distances 5, 6, 10 and 11 exceed the the QGVB. Every code we give with length 243 except those with distances from 15 to 17 exceed the QGVB. Finally all codes with length 486 exceed that bound.
Example 4. Table 7 contains some stabilizer codes over F 5 obtained with our procedure with lengths 124, 125 and 500. Our codes exceed the QGVB except those with length 124 and distances 5 and 15. Notice that, again, we obtain a great improvement with respect to those codes of length 124 in [33, Table III ]. In addition, our distances can be much larger than in the above cited paper.
Example 5. Finally, we display Table 8 containing stabilizer codes over F 7 obtained with our procedure and with lengths 342 and 2058 (coming from complementary codes). Once again all our codes exceed the QGVB. Moreover, those with length 342 provide a great improvement with respect to the codes given in [33, Table 7 . Stabilizer codes over F 5 of lengths 124, 125 and 500 minimum distances of these codes can be much larger than the ones in the above cited paper. 
