A series of different simplifications of the boundary element method ͑BEM͒ for solving the Poisson-Boltzmann equation is investigated in an effort to obtain an accurate and fast enough treatment of electrostatic effects to be incorporated in Monte-Carlo and molecular dynamics simulation methods. The tested simplifications include increasing the size of Boundary Elements, decreasing the surface dot density, and ignoring the interactions between the polarization charges. Combined with terms describing the nonelectrostatic solvation effects, the simplified BEM polarization terms were built into expressions for the solvation potential. The solvation potential is treated as empirical consistent force field equations. The intervening parameters, including atomic and probe radii, are derived by different fitting strategies of calculated vs experimental vacuum to water transfer energies of 173 charged, polar, and nonpolar small molecules. These fits are shown to yield very good correlations ͑rms ϳ1.4 kcal/mol͒, even when the interactions between the polarization charges are neglected, proving that the most time-consuming step in BEM, which involves solving the linear system, can be successfully avoided. Finally, the computing efficiency of the method is tested on macromolecules and is found to be convenient for implementation in molecular dynamics or Monte Carlo simulations.
I. INTRODUCTION
Protein folding, 1-3 ligand binding, [4] [5] [6] and enzymatic reactions 7 are believed to result from a combination of electrostatic and hydrophobic effects. One of the major challenges of computer simulations has been to adequately model these processes. Given that the surrounding water solvent plays a major role in the two types of interactions, it has become clear that theoretical predictions cannot be brought in agreement with the experimental data unless the solvent effects on the behavior of the biomolecules are correctly represented. [8] [9] [10] [11] [12] [13] An adequate treatment of solvation effects is particularly crucial for the evaluation of pK values of ionizable groups, which often play a key role in these processes. [14] [15] [16] [17] Two major approaches have been used to model solvent effects in systems of biological and organic molecules. One is the microscopic approach, 9 which relies on the assumption that the system described by the force field can be represented by an explicit description of both the solute and the solvent molecules ͑including counterions͒. The solvation effects are then given by the sum of solute-solvent and solute-solute terms of the potential. However, though in most current force fields parameters have been refined in order to improve agreement with experimental data, 18, 19 significant shortcomings persist, in particular, with regard to the dynamic properties of liquid water and protein-water solutions ͑see Ref. 20 and references therein͒. While it is clear that the microscopic models are well suited for evaluating quantities linked to local and transport properties of the solvation shell, 21 entropy-dependent solvation properties remain difficult to compute since they require very long simulations. [22] [23] [24] An alternative approach is based on the derivation of expressions for the potential of mean force exerted by the average solvation shell on the solute. It considers both the solvent and solute as homogeneous structureless media and is therefore termed the continuum approach. 13 This potential of mean force contains two main terms: an electrostatic term, which is a function of the solute charge distribution, the internal and the solvent dielectric constants and the interface between the two dielectric media, and a term which represents other contributions such as the energy of creating a cavity in the solvent and the solute-solvent van der Waals interactions, collectively referred to as the hydrophobic effect. 25, 26 The electrostatic term is usually expressed in the framework of classical electrostatics of dielectric media. In particular, much work has been devoted to describing the electrostatic part of the solvation process in terms of the Poisson-Boltzmann equation ͑PBE͒. [27] [28] [29] [30] [31] [32] [33] Most of the approaches have been concerned with finding efficient ways for solving the PBE, and use rather complex mathematical tools. The finite difference method ͑FDM [27] [28] [29] [30] ͒ uses volume integrals based on a 3D grid description of the dielectric properties of the system. The boundary element method ͑BEM [31] [32] [33] ͒ employs surface integrals on the dielectric boundary. However, irrespective of the method used to solve the PBE, the results of the calculations critically depend on choice of the dielectric boundary position, on the description of the solute polarization and on the set of atomic partial charges. Furthermore, it has been found that the results also depend on the parametrization of the nonelectrostatic term that must be added to reproduce experimental solvation energies. 34 Several works were concerned with the optimal choice of the parameters of continuum solvent models, none of which could avoid a fitting step in order to improve the results. In older works, the number of fitted parameters was still small-e.g., rescaling the radii or adjusting the value of the internal dielectric constant or rescaling the polarization energies. In one, 31 the choice of the atomic radii defining the dielectric interface in terms of electron-density profiles around ions was discussed. In another, 35 several descriptions of the solute polarizability terms were tested. More recently, extensive fitting procedures include adjustment of atomic radii, charges or bond dipoles. 36, 37 To our knowledge, the only extensive parametrization of a BE-based solvation model was done by Cramer and Truhlar. 36 Their semiempirical quantum approach uses a very large number of parameters and cannot be applied directly to macromolecules. A parametrization of a finite difference solvation term which completely reassigns atomic charges from fitted bond dipoles appeared recently in the literature. 37 Several attempts have been made to incorporate the continuum solvent formalism into the molecular mechanics Hamiltonian. 29, 33, 34, 38, 39 They mainly involved introducing hypotheses allowing a simplified and fast evaluation of the volume integrals of the FDM integration of PBE. Again, the parametrization issues were not fully addressed and the predictive power of these models has not been tested.
This notwithstanding, some of the proposed continuum solvent models were found to be of the same accuracy as the much more time-consuming free energy perturbation simulations with an explicit solvent description. 34, 40 For ionic compounds however, both methods are often in error by 5-10 kcal/mol with respect to experimental values. This paper presents a simplified boundary element approach to the calculation of the polarization energies of molecules, which when combined with an appropriate term for the nonelectrostatic solvation effects constitutes a relatively simple solvent model that can be readily implemented in procedures that involve iterative energy calculations. To derive our model, different levels of simplification of the BE method 31 are investigated, to determine the best compromise between rigor and computational speed. The approach consists in deriving parameters such as the atomic and probe radii defining the dielectric boundary and the values of the ''dielectric constants'' by fitting calculated energies to experimental vacuum-to-water transfer energies of several learning sets of ͑64 and 173͒ small molecules. 13, 34, 36, 41 The predictive power of the optimized force field in reproducing the experimental values is then tested by a cross validation procedure. The influence of the atomic charges on the parameters of the model is also investigated by testing three different atomic partial charge sets, respectively Biosym, 42, 43 MOPAC-AM1, 44 and MOPAC-AM1 ͑ESP option͒. 45 The method has been tested on macromolecules and its precision and computational performance are monitored in function of different setup parameters.
II. METHODS
The potential of mean force representing solvation effects may be considered as containing two terms: an electrostatic ͑polarization͒ term an a surface area term:
with ⑀ int , ⑀ ext representing respectively the internal and external dielectric constants, ext is the surface tension associated to the exterior medium and ⌺ ext denotes the separating interface, whose geometry depends on the molecular conformation, and the exterior medium ext. To a first approximation, the vacuum-to-solvent transfer free energy can be expressed as the variation of the potential of mean force when ''switching'' the external medium ext from vacuum to solvent, with ⑀ ext ϭ1 becoming ⑀ solvent , and ext ϭ0 becoming solvent ͑as illustrated in Fig. 1͒ . It represents in fact the difference of the average total energies of two ensembles of molecular conformations, that in vacuum and that in solvent. This energy may be calculated by adding appropriately parametrized potentials of mean force to the conventional molecular force field in both vacuum and solvent, and computing the difference between the Boltzmann averages of the corrected energies in the respective environments. This, to our knowledge, is a more rigorous approach than that traditionally taken, 32, 34 where the description of the vacuum state does not include polarization effects and a transfer energy term is added to the vacuum terms to describe the solvated state. Furthermore, the fact that potentials of mean force are used to describe the polarization phenomena of the molecule in each of the external environments ͑vacuum, solvent͒ make it possible to consider more subtle aspects, as for example different definitions of the molecular interface in vacuum and solvent.
A. Modeling the electrostatic effects with the boundary element method
The boundary element method ͑BEM͒ is a numerical procedure which allows to compute the polarization charge densities that arise at arbitrary shaped solute-solvent boundaries due to the differences in the dielectric properties of the two media. These polarization charge densities are linked to the discontinuity of the normal component of the electric field vector at the boundary:
where E ext and E int denote the field vectors at the inner and outer side of the dielectric interface respectively, whose normal direction is n. The electric displacement vector D has a continuous normal component at the boundary:
The first step of the BE model is the definition of the boundary surface ⌺. In principle, both the molecular surface and the solvent-accessible surface 48 are possible choices ͑see Tomasi and Persico 49 for an overview of the advantages and disadvantages of each type of these surfaces͒. In the present study, we have opted for the solvent-accessible surface, which is straightforward to obtain and showing no reentrant parts. After having chosen the type of surface, the values for the atomic and probe radii are required to complete the definition of the boundary. Of course, the dot density of the boundary, the analog of the ''grid spacing'' in finite difference approaches, is an important setup parameter of the method.
Once the boundary is defined, the polarization charge densities can be computed numerically, by dividing the boundary surface into small areas ͓boundary elements ͑BE͔͒, for which is assumed to be constant. One strategy has been to define many BEs ͑hundreds for a molecule of tens of atoms͒ and take their center as the single representative point for which the electric field is evaluated, 32 which is much too time consuming. With the goal of obtaining a solvent model practical enough to be used in molecular dynamics simulations of macromolecules, we take a different approach. We make the hypothesis that each portion of the boundary surface of an atom can be considered as a single BE, and take advantage of the fact that it can be represented by a number of equally spaced dots. Naturally, this division into BEs could not have been done on the molecular surface, that cannot be split unambiguously into atomic domains and that requires much more complex tessellation procedures. We then evaluate the normal component of the electric field at all the surface dots contained in the ith BE and calculate its average value ͗E ext •n͘ i which is related to the average on that BE ͑Fig. 2͒.
Consequently, we use the following equations to build up the linear system of the charge densities.
The contribution from the fixed charges at the BE i is 
where N points is the number of considered points on the surface area of the BE i , n p is the normal vector at point p of this BE, while r kp is the distance of this point to the center of the atom k, whose charge is Q k . When the distance r kp is large, computer time might be saved by performing the sum ͑4͒ over a smaller subset of points n points ϽN points of the boundary elements, in incrementing the counter of points p by steps larger than one. This step size should be an increasing function of the distance d ik between the current atom k and the atom i at the center of the current BE. We have defined this step size as
where D cut , the ''halving square distance'' is the square distance at which integration is performed using only half of the points of a BE. This is a setup parameter which is expected to become important for macromolecules. The normal projection of the field at each point of each BE produced by the charge density at the same point is simply /2⑀ 0 and is constant within each BE. On the other hand, the points located on the BE feel a different influence from their neighbors as a function of their position. The average field produced by a charge distribution at the points of its own BE i is given by
͑6͒
i dS t being the amount of charge located at the point t of the BE i inducing a field at point p at a distance of r tp .
The average field produced by the nth BE at the interface of the element i will be
͑7͒
Due to the discontinuity in the curvature of the exposed surface along the intersection line of two atomic spheres, pairs of points with r qp lower than a given threshold ␦r ͑typically in the range of 0.1 Å͒ must be excluded from the summation in Eq. ͑7͒. This ''exclusion distance'' is therefore the third empirical setup parameter introduced in our approach.
Equations ͑2͒-͑7͒ form a linear system in , leading to an initial set of charge densities. The mutual interactions between the polarization charges of different BEs ͑7͒ are the source of the nondiagonal terms in the matrix of this linear system. Its inversion, reported to be the most timeconsuming step, 32 can be avoided by assuming that the interaction between the spatially distributed polarization charges are much weaker than those produced by the atomic point charges and neglecting them. Comparative runs of BEM calculations including or neglecting the terms ͑7͒ have been carried out here to check this hypothesis.
The polarization charge densities obtained as solutions of the linear system are affected by inherent errors arising from the use of finite size BEs. These errors can be compensated by introducing a rescaling step in order to fulfill Gauss' theorem. 31 The impact of this rescaling on the quality of the results is also investigated in this study.
The polarization free energy arises from the interaction of the fixed charges with the polarization charge densities:
Since the energy can be derived from the free energy in stating that UϭFϪT(‫ץ‬F/‫ץ‬T), we define the ''entropy-corrected'' 32 * that directly leads to the value of U when used in Eq. ͑8͒:
Similarly, we may rescale these quantities according to Gauss' law:
In the present work, we will refer to experimental free energies of transfer. The electrostatic free energy of a molecule embedded in a dielectric medium ext is defined as:
B. Modeling the nonelectrostatic part of the solvation process
The insertion of the solute into the solvent, which is accompanied by a cavity formation in the solvent and the resulting balance of van der Waals interactions, is generally described by a term proportional to the accessible surface of the solute, where the proportionality constants are fitted into the model. 41, 46, 50 A recent study on the hydration of hydrophobic solutes 51 suggests that solvent reorientation in the vicinity of nonpolar groups is a self-compensating process, which does not contribute significantly to the vacuum-towater transfer free energy and that hydrophobicity can be mainly attributed to the work of cavity formation. It is unclear however whether this conclusion holds for polar or charged solutes. In this work, the non electrostatic solvation term is expressed as a linear function of the total area S total ͑accounting for cavity, dispersion and an average solvent reorganization͒ and the hydrophobic area S nonpolar , accounting for the possibly different solvent reorganization contributions around polar and nonpolar groups. Here, S total is the area of the dielectric interface and S nonpolar , is the sum of the solvent-exposed carbons and hydrogens of aliphatic groups, where the definition of the latter has been made in terms of Biosym-cvff potential types: aliphatic carbons ͑ca,c1,c2,c3,c4͒ and hydrogens ͑h͒. Aromatic and multiple-bonded carbon atoms have not been included in the definition, since their interaction with water might be different due to the presence of the electron clouds. The results will show to what extent these empirical definitions are relevant.
We also report a different approach, specifically ment to avoid the problems raised by this arbitrary division of the molecular surface into ''polar'' and ''nonpolar'' parts. Since the BEM calculations readily provide the superficial polarization charge densities , it is straightforward to use these values as a measure of the ''polarity'' of the surface. The sign of , however, is of not relevant here and therefore we propose the following alternative expression for modeling the cavity and hydrophobic effects:
Certain authors 49 suggest that the cavity shape used to describe the electrostatic phenomena might not be appropriate to account at the same time for the ''hydrophobic effects'' and therefore different sets of atomic radii should be used to build these interfaces. Here, we have considered the same molecular cavity to describe both phenomena in order to reduce the number of parameters of the model. We expect the fit of the atomic radii to define this unique ''best compromise'' cavity.
C. Molecular geometries
To obtain the geometries for the 64 small molecules used in the cross-validation procedure, vacuum molecular dynamics ͑MD͒ simulations are carried out for each molecule. The MD simulations are performed using the Discover Package 42 and consisted of 40 ps equilibration runs at 300 K followed by 200 ps for sampling. Only 100 conformations saved during the last 80 ps of the MD simulation are used in this study.
The aim of the MD simulation is to generate a set of molecular geometries that can be taken as representative statistical ensembles of both solvent and vacuum geometries. The solvation energies for all sampled conformations are estimated a posteriori from the vacuum trajectories, and the intrasolute contribution to free energies are represented by the conformational energy computed with Biosym force field. 42, 43 The transfer free energies are computed as the differences between the weighted averages of the free energies of a conformational ensemble of the solute in water and solvent respectively. The same sets of conformations were used together with different values of the atomic partial charges and radii to assess their influence on the predicted transfer energies.
Single geometries minimized by MOPAC-AM1 have been used for the large set of 173 molecules.
D. Setup parameters: Implementation for macromolecules
The choice of the setup parameters ͑the density of the surface dots N dens , the ''halving square distance'' D cut and the ''exclusion distance'' ␦r͒ will always reflect a compromise between accuracy and computational effort. Since the former decreases ͑due to an accumulation of local errors͒ and the latter increases with the size of the molecule, a convenient implementation of the method for macromolecules will be inherently more difficult to achieve. There is no interest in evaluating the transfer energies of proteins and such an attempt is unrealistic since the accumulations of small systematic errors for the large number of functional groups might easily exceed tens of kilocalories. On the contrary, the method should be able to accurately reproduce the variations of the polarization energy due to conformational changes or ligand binding. The role of the setup parameters would be to calculate these changes in energy as precisely as possible but at lower computer time costs.
We have performed high-precision calculations ͑N dens ϭ600; D cut ϭ999͒ on a series of 10 geometries of the enzyme barnase 52 ͑110 residues, 1700 atoms including aliphatic hydrogens͒. These geometries were taken from a molecular dynamics simulation of this protein in water, 53 the time separation between each geometry being 2ϫ10 Ϫ15 s, which is a conventional integration time step in molecular dynamics of solvated proteins. Such a small integration time step makes the 10 geometries very similar. The results of lower-precision calculations on the same set of geometries were then correlated to the reference energies by means of a linear regression with an imposed slope of 1.0, but with a free intercept. The runtime per geometry has been monitored in function of the setup parameters.
The same procedure has then been repeated on eight geometries of crambin, 54 retrieved from the Brookhaven Protein Data Bank. These geometries represent eight possible solutions satisfying the NOE-NMR constraints and therefore display more variability than successive conformations taken from a molecular dynamics simulation. We also compare in this case, the rms errors due to low precision BEM calculations. In order to save computer time, a common practice in molecular dynamics and Monte Carlo simulations in the use of a spherical cut-off which neglects the interaction between two atoms if their distance is larger than a certain cut-off distance. The errors introduced by this procedure can be in some way minimized by the use of switching and termination functions multiplying the Coulomb term. 55, 56 The rms errors due to the truncated and modified Coulomb terms are also investigated.
E. Discussion of the fittable parameters of the solvation model
In this work, we considered the following physical parameters commonly used in a continuum solvent model: the atomic radii and probe size, defining the dielectric interface, the effective dielectric constants, and the surface tensions characterizing the nonelectrostatic effects. The approach we took to determine their values is by fitting computed solvation energies to experimental measures of transfer free energies from gas phase to water.
An interesting, different approach presented in another study 37 considered fittable bond dipole values from which a new set of atomic charges is derived. The use of this set of charges is shown to lead to an almost perfect coincidence between calculated and experimental vacuum to water transfer energies. Our choice to consider the atomic radii and the probe radius as fittable parameters is the fact that the sharp dielectric interface used in this model has no real physical meaning. These are new parameters, that can be added to any existing empirical force field. The reassignment of atomic charges is subjected to much more constraints since not only the transfer energies, but also the molecular dipole moment must be reproduced. Atomic charges should in principle be derived from the molecular wave function and the charge parameters in force fields might not be altered unless the other terms are changed in order to reestablish its consistency. The use of different sets of charges to evaluate the Coulomb and the polarization terms would be a questionable approach. It is easier to find a justification for the use of a new set of radii that are different from the van der Waals values in force fields, since the polarization phenomena described by the first are in no way correlated to the nonbonded interactions described by the latter. From a practical point of view, the number of fittable parameters scales as the square of atom types in case of bond dipoles, but simply equals the number of considered atom types when working with atomic radii. In return, the computed results will certainly be less perfect in the latter. To our opinion, taking the atomic radii from existing molecular force fields as they are does not guarantee the physical consistency. The fact that in this way one can obtain reasonable results suggests that the BEM calculation is a quite robust algorithm that gives correct answers for a fairly large range of parametrizations ͑vdW radii, cristallographic radii, radii from force fields͒. Nevertheless, we wished to raise here the question whether-and to what extent-a systematic search for an optimal set of atomic radii may improve the quality of the results. A further incentive for performing such an optimization is the possibility that contributions from effects that are not explicitly treated by this simple continuum model, such as local inhomogeneities of the external dielectric properties or charge redistribution during the solvation process could be mimicked by altering the radii of the involved atoms.
The assignment of atomic radii in function of the potential types might not be sufficiently detailed to ensure good results. The effective radius of an atom can depend on the charge, since, i.e., a charged atom attracts solvent molecules and therefore decreases this radius, while this strong attraction might lead to dielectric saturation in the vicinity of the atom and hence to a locally lower dielectric constant and a larger apparent radius. We cannot tell which effect will prevail, but we can suppose that
where f (Q i ) may be a simple expression like Q i n , ͉Q i ͉. It is maybe redundant to introduce a dependence on both the potential type and the charge of the atom, since the point charges in force fields are themselves assigned in terms of potential types. Again, the opportunity of introducing the fittable parameter must be validated in terms of improved accuracy.
The values of the atomic partial charges used in the calculations are key parameters of any solvation model. To investigate their influence on the solvation energies obtained with our model, the BEM calculations are repeated using the Biosym 42, 43 and MOPAC-AM1 44 partial charges respectively. A third set of charges is obtained by MOPAC-AM1 calculation using the ESP option. 45 Since the sets of atomic charges are taken over as such, it is clear that they must be combined with different sets of radii to obtain the same transfer energies.
The continuum description of solvation proved to be successful in predicting vacuum-to-water energies, validating the point of view that in general the description of the solvent as a homogeneous dielectric medium is quite realistic. Nevertheless, the choice of the effective values for the dielectric constants ranges from 1.0-4.0 for the internal dielectric constant and from 10.0-80.0 for the dielectric constant of water, 49 such low values being attributed to the bound water molecules at protein surfaces. Furthermore, in a completely rigorous BEM treatment, the Coulomb term should be in 1/⑀ int and cancels out in the expression of the transfer energy. The polarization terms should be roughly proportional to the difference in the inverse internal and external dielectric constants. However, the BEM model studied here makes a series of quite drastic simplifications and we do not know whether it would still produce reasonable values for the transfer energies, whether these values would be completely wrong or whether they would be different, but correlated to the experimental values, a situation in which the predictive power of the model might be conserved even if its parameters are no longer equal to the theoretical values ͑see below͒.
Therefore, in order to account for the uncertainties in the choice of dielectric constants and for the presumed problems resulting from the drastic simplifications of the BEM model, Eq. ͑11͒ is written as a linear combination:
Initially, the values of ⑀ int , ⑀ solv , ⑀ ext used to calculate F pol by the BEM are set to 2, 78, and 1 respectively. Given that F pol ext depends linearly on ͑1/⑀ ext Ϫ1/⑀ int ͒, the ␣ pol coefficients represent the ratio between the effective and the initially estimated differences of inverse dielectric constants. Fitting this quantity indirectly leads to the reassessment of the dielectric constants. Indeed, if the initial choice is reasonable then ␣ pol vac Ϸ␣ pol solv Ϸ1. The factor multiplying the Coulomb term is theoretically independent of the external dielectric constant, thus ␣ Coul.
vac ϭ␣ Coul. solv ϭ1/⑀ int . However differences between ␣ Coul.
vac and ␣ Coul. solv could in principle compensate for errors in the model.
The nonelectrostatic part of the solvent model described by Eq. ͑12͒ contains the two fittable ''surface tensions'' , for which an estimation is hard to make. Quite often, 57 these parameters are obtained from a separate fit of transfer energies vs surface of nonpolar molecules, where the electro-static term is considered to be negligible. This assumption is questionable, since this electrostatic contribution can be quite important as compared to the nonpolar terms ͑ϳ30%-40%͒. Moreover, all the parameters introduced here are intercorrelated and should be optimized simultaneously. In order to have an unified approach, we consider that the same molecular boundary should be used to describe both the electrostatic and the nonelectrostatic solvent effects. Of course, increasing the number of distinct atomic types should lead to a finer parametrization and implicitly to a better quality of the model. On the other hand, increasing the number of parameters of the model increases the chances of fitting artifacts. The final number of parameters must be chosen as a compromise and it should be reasonably low as compared to the number of molecules in the learning set, while being as well dependent on the simplifying hypotheses introduced in each model: More rigorous models should require less parameters ͑but more computer time͒. Statistical methods must be used to validate the significance of the parameters entering the model, however such an approach is highly cumbersome due to the nonlinearity of the involved functions.
In the first class of models, the atomic radii are optimized using as initial values the van der Waals radii of the CVFF-Biosym force field. 42, 43 In contrast to the dielectric parameters ⑀ ext , ⑀ int , which can be adjusted after the calculations of the electrostatic terms because these depend linearly on 1/⑀, the influence of the atomic radii on the polarization term does not follow any simple rule. For each one of the 64 molecules of the first learning set, the BEM calculations were ran on 5 out of 100 sampled conformations from MD simulations. The energies of the individual conformations are then fed into the nonlinear fitting procedure which optimizes the six weighting factors ͑see below͒, and returns a cross-validated rms value for the current point. Due to the complexity of the function to be minimized, the applied technique is a systematic grid search, in which the radii, defined for 14 different atom types, plus a probe radius for water ͑see Table V͒ , are changed by increments at each step.
Based on the conclusions emerging from the previous results, we then proceeded to the development of a more elaborated model that has been calibrated on a large set of 173 molecules, 36 referred as the second class of models. Equation ͑13͒ is used to describe nonelectrostatic corrections and a charge-dependent term as in Eq. ͑14͒, with f (Q)ϭQ is applied to the radii. A more detailed definition of potential types is introduced, while extending at the same time the parametrization to other chemical elements, not represented in the smaller set of molecules. Since the nonlinear fitting procedure did not bring any significant improvement, single geometries of the molecules have been used instead of ensembles of conformations and the calculated transfer energies were linearly related to the experimental data.
The electrostatic weighting factors have been fixed to their theoretical values. The Coulomb term has been dropped from Eq. ͑15͒ and the coefficient of the polarization term fixed at 1.0. This led to an overall larger set of 27 parameters, while reducing the ratio of fittable parameters vs experimental points. This fit was performed only with MOPAC atomic charges, since the set of 173 molecules contained some ''exotic'' ionic species that failed to be parametrized under the Biosym-CVFF force field.
F. The nonlinear fitting procedure
This nonlinear fitting procedure is designed to assess whether it is justified to calculate vacuum to water energies on the base of a single molecular geometry or whether Boltzmann averaging over solvated and vacuum ensembles of conformations improves the calculated values. The energy of compound i adopting the conformations j in an external medium ext is a linear function of nϭ6 parameters ͑in vacuum, the two surface coefficients are set to zero͒:
where E 0 stands for the solvent-independent intrasolute terms such as the usual covalent and nonbonded contributions and A represent the different calculated molecular properties ͓Eq. ͑15͒ and ͑12͔͒ weighted by the corresponding fittable parameters x. Given a set of molecular geometries j, the average energy of compound i becomes:
with k B being the Boltzmann constant and T the temperature.
The vacuum-to-solvent transfer energy is then defined as the difference of Eq. ͑17͒ between extϭsolvent and ext ϭvacuum; the rms between the experimental values ⌬F i transf and this difference is:
Calibration of the solvent model consists in finding the set of coefficients x that minimizes the function ͑18͒, which is nonlinear in the variables x. The cross-validated rms value is obtained by running a series of n f ϭ10 nonlinear fits with respect to different subsets of compounds referred to as the ''learning sets,'' and using the obtained coefficients to predict the transfer energies of the n e ϭ6 or 7 excluded molecules that were not used in the fit. The sets of n e molecules are chosen such that every molecule is excluded and predicted once during the fit runs. The cross-validated rms value is taken as the root-mean-square deviation between predicted and experimental transfer energies. The fluctuations of the fittable coefficients upon changing the set of considered molecules are also monitored in order to assess the consistency of the model.
III. RESULTS AND DISCUSSIONS
In this section the various aspects of our solvation model are analyzed. First we evaluate key features of our time saving approximations to the BEM by investigating their ability to reproduce measured transfer free energies. This is fol-lowed by a discussion of the predictive power of our model when the parameters are fitted in the presence of different sets of atomic radii and partial charges, with and without optimization of the atomic radii, and as a function of a number of technical options.
A. Neglecting the coupling between the polarization charge densities
The first important finding of our analysis is that runs of the BEM calculations including or neglecting the nondiagonal BEM matrix elements respectively lead to practically identical results. These calculations performed on all 64 molecules with the Biosym charge set lead to F complete ϭ1.0 F diagonal , with a root-mean-square deviation ͑rms͒ of 9.1ϫ10 Ϫ3 kcal/mol and a correlation coefficient (r 2 ) of 1.0. F complete and F diagonal are the polarization free energies computed with and without the nondiagonal terms respectively.
Moreover, there is no significant change in any of the fittable parameters of the model-neither in the linear weighting coefficients, nor in the atomic radii-upon neglecting the nondiagonal terms. Thus, the diagonal BEM algorithm, which is up to an order of magnitude faster than the classical one, entails no trade-off on the quality of the results. Hence in what follows, no distinction will be made between results obtained with the complete or diagonal versions of the BEM method.
We tried to explain this surprising result by considering a simple model system of two interpenetrating atoms of equal radii ͑1 Å͒, with an unitary charge located at the center of the first atom. When the interatomic distance is close to zero, the model system degenerates to the case of a single sphere divided into two equal BEs and we can evaluate the normal projection of the field produced by the polarization charge density on the surface spawned by the angle ϭ͓0,͔ at the pole ϭ0:
͑19͒
The term used in our BEM must be somewhat lower than this, since it is averaged over all dots of the BE and not taken only at the pole point. For the considered hemisphere, the field at the pole point is ͑/2⑀ 0 ͒͑1ϩ&/2͒, while the field produced by the charge distribution of this BE at a point on its edge is only ͑/2⑀ 0 ͒͑1ϩ1/2͒. Therefore, we will consider this ''self field'' to be equal to ͑/2⑀ 0 ͒͑1ϩ␣͒, where the coefficient ␣ is in the range of 0.5Ϫ0.7. This is the effective term used in the BEM when the cross interactions with the of the other hemisphere are ignored, otherwise its value would have been /⑀ 0 .
Accordingly, the estimated would be
͑20͒
The value of the rescaling coefficient is therefore: ͑1/2⑀ ext ͓͒͑1Ϫ␣͒⑀ int ϩ͑1ϩ␣͒⑀ ext ͔ϳ͑1ϩ␣͒/2, which is in very good agreement with the values reported here. If we increase the interatomic distance, the angle , within which the selffield of the polarization charge is accounted for, also increases. Furthermore, the contribution that was neglected because the integration was not continued up to ϭ is certainly bigger than the influence of the polarization charge of the even more remote surface of the second sphere. Therefore, the rescaling coefficient is expected to increase with the interatomic separation and this is indeed what we find ͑see Fig. 3͒ .
Repeating now the same procedure with a BEM computation that explicitely includes the influence of polarization charges on the field at other BEs, we would expect much higher ͑close to unity͒ rescaling factors. The obtained values are however only slightly higher ͑Fig. 3͒ and we ascribe this partly to the fact that certain dot pairs that are very close to the kink at the intersection of the spheres need to be excluded. Due to these kinks of the surface, the cross terms appear to be those that are most sensitive to the chosen dot distribution and introduce important numerical errors. When the separation between the centers of the spheres is increased so that we obtain the typical geometry of a diatomic molecule, the inter-BE influence eventually becomes negligible relative to the self-influence of the from the current BE ͑Fig. 3͒.
In this case, neglecting the coupling coefficients of the polarization charge densities on different BEs must not be understood in the sense of completely ignoring the electric field produced by them. In the methodology developed here, the BEs have the unusual feature of being large enough so that the dominant influence felt by the polarization charge comes from the polarization charge of the same BE. In other words, the largest part of the nondiagonal terms that would appear in a classical BEM approach based on small BEs are not ignored, but forced into an average diagonal term. Also, if an atom is poorly accessible to solvent, its BE will be small and will hardly contribute to the polarization energy. The coupling phenomena that are effectively neglected and that would have shielded the influence of the atomic charges, add up to the other numerical errors leading to values which deviate from Gauss' theorem, are in some way compensated by the rescaling procedure.
B. Setup parameters and numerical errors: Rescaling the charge densities
In agreement with previous observations, 32 we find that the BEM algorithm tends to overestimate the charge densities. To obtain agreement with Gauss' theorem, these charge densities must be rescaled by a factor ranging between 0.7 and 0.8 in all the molecules studied. To investigate this issue, we analyzed the influence of charge density rescaling on the polarization free energy in water of a charged solute such as the arginine side chain. Table I illustrates how the calculated polarization free energies and the charge density rescaling factors vary in this case as a function of the surface dot density and the exclusion distance ␦r between points on different BEs. It shows that not much will be gained by increasing the dot density N dens beyond 400 dots/3 Å radius sphere, or taking ␦r values smaller than 0.5 Å. The remarkable independence of the results of the full BEM calculation on the ''exclusion distance'' ␦r actually led us to the important conclusion that the interactions between polarization charges on different BEs could be neglected. For all the small molecules, the halving square distance D cut has been chosen large enough to ensure that all the BE points are always taken into account.
Next we compare the polarization energies F in water computed with and without rescaling the polarization charges, with F values computed as averages over the 100 sampled geometries for each compound. This was done for all 64 compounds, yielding:
where F resc and F correspond to the polarization energies with and without rescaling procedure of the charge densities respectively. Given that the weighting factor applied to the unrescaled F's in our solvation model ͓Eq. ͑15͔͒ is a fittable parameter, the small rms deviation and the excellent correlation coefficient of the fit suggests that either F or F resc could be used.
This findings show that reliable estimates of the rescaled polarization free energies can be obtained from computations of unrescaled energies. This could have useful applications in cases which involve boundaries made of open surfaces, such as a limited domain of a macromolecule or when introducing a cut-off distance.
C. Optimal sets of parameters

Preoptimization of the solvent probe radius
The results of a preoptimization procedure on the small set of molecules in which the electrostatic weighting factors are fitted and the probe radius systematically varied, while the atomic radii are fixed at the values taken from the Biosym atomic radii set, are summarized in Table II . They show that in vacuum the optimal probe radius is 0, while in the solvent an estimate of 0.5 Å is obtained instead of the classical 1.4 Å, commonly taken as the water radius. This is a clear indication that the ''dielectric boundary'' does not coincide with the accessible surface, but is actually much closer to the molecular surface.
The parameters of the first class of models
The final values of the atomic solvent probe radii obtained by the full optimization within the first class of models ͑in which the weighting factors as well as all the 14 radii are varied͒ are listed in Table III. This table lists the results of three independent optimization runs, each one carried out with a different set of partial charges, in order to investigate the dependence of the radii values on the charge distribution. It must be pointed out that the complexity of the functions to be minimized makes a search of an absolute minimum impossible. The fact that the optimization was conducted by moving a single variable at once sometimes blocked the algorithm at points that were not actual minima. Changing the order of moving the variables and/or relaunching the optimization from a slightly different point were therefore used to test whether the obtained points were not optimization artefacts. The results we report here are the best points detected. Another issue of interest is whether these parameters actually increase the predictive power of the model or were artifactually fitted to optimize the response of the molecules from This indicates that the chemical context of the defined atom types is preserved across different molecules and upon changing the partial charges. 58 The weak dependence on the partial charge set can be explained by similarity of the considered sets. The rms deviations of the atomic partials charges are 0.08 units and 0.14 units between Biosym and MOPAC, MOPAC-ESP, respectively. Finally, it is interesting to note that the probe radii optimized together with the atomic radii, are yet smaller ͑0.23-0.27͒ than those obtained with the fixed original Biosym radii and charge sets.
The resulting fittable weighting coefficients ␣ and ͓Eq. ͑15͔͒ are listed in Table IV . It can be seen that the ␣ coefficients ͓which multiply the electrostatic terms of the transfer free energy in Eq. ͑15͔͒ fluctuate little during the cross validation process. Their rms fluctuations give the magnitude of the error in the corresponding computed energy terms. For example, a fluctuation of 0.003 in ␣ pol solv leads to an upper error limit of 0.12 kcal/mol on the polarization term for the ammonium ion whose polarization energy is 40 kcal/mol. The values of the coefficients ␣ pol multiplying the polarization terms show a very good agreement with the theoretical prediction of 1, except of course in the case of unrescaled polarization charges ͑scheme I͒. In other words, these adjustable parameters could be eliminated from the model and fixed at their theoretical value of 1.0. This is done in the second class of models. However, ␣ pol solv and ␣ pol vac are strongly intercorrelated with the probe radius value. At a probe radius of 0, the interface for both solvent and vacuum calculations would be the same and therefore only the difference ␣ pol solv Ϫ␣ pol vac would be relevant. In this particular case, the in- ternal dielectric constant cancels out in the expression of the transfer energies.
The exact electrostatic equations state that the internal dielectric constant governing the intramolecular Coulomb term does not depend on the external medium in which the molecule is placed. Accordingly, the Coulomb term should not explicitely appear in the expression of transfer energies and might influence its value only indirectly, as part of the Hamiltonian which in turn determines the probability of appearance of the different conformations. This is only the case when the polarization energies show a strong conformational dependence. The values of the Coulomb weighting factors ␣ Coul.
vac and ␣ Coul. solv could not be established from the nonlinear fit; it is only their difference that has a significance for the calculated transfer energies. The individual coefficients strongly depend on the starting point of the optimization, but the difference between them does not and tends to zero in all situations. We conclude that the effect of the Coulomb term on the transfer energies is negligible, since the molecules analyzed here are small and relatively rigid. For the set of molecules this work is based on, the electrostatic weighting factors can be dropped, as done in the second class of models. This however, may no longer be true when complex molecules with internal degrees of freedom are analyzed.
The coefficient of the total area is always negative, while the areas that are labeled as hydrophobic have a larger positive contribution to the solvation term. The coefficients of the surface area term ͑Table IV͒ fluctuate appreciably, and are thus the less stable parameters of the model. This is less serious for the ionic compounds, where the errors in the electrostatic terms might easily exceed the magnitude of the surface effects. When changing from Biosym to MOPAC charges and using the same set of radii ͑schemes II and III͒, the change of the electrostatic coefficients is far less dramatic than the modifications of total , whose value is actually halved. This means that on the average the computed energy of van der Waals and cavity creation fluctuates by as much as 3 kcal/mol ͑0.02 kcal/mol/Å 2 ϫ150 Å 2 ͒ upon changing parameters that have nothing to do with it. This suggests that the surface area terms in the current solvent models do not represent well-defined physical quantities. However, the fact that errors in the electrostatic term are absorbed in the surface area term is not necessarily an artefact, since there might be some dependence between these errors and the size of the molecule. Using an extra term in S 2 ͑Ref. 41͒ slightly improves the quality of the fit, but not enough to justify increasing the number of variables of the model.
The parameters of the second class of models
The different choice of atomic types as well as the introduction of the charge dependent radii ͓Eq. ͑14͔͒ and the different modeling of nonelectrostatic effects ͓Eq. ͑13͔͒ prevent a direct comparison of the radii issued from our second optimization experiment. These ''radii'' together with the other parameters characterizing the second class of models are listed in Table V . The atomic radii listed in Table V must be corrected by an amount of Q before using them.
Interestingly, in this second class of models, the probe radius of 0.8 Å is much closer to the commonly used value of 1.4 Å. The negative value of ϭϪ0.23 implies that the charge dependency correction of the radii might reach up to 0.1 Å and is qualitatively in agreement with the trend that negative atoms have an excess of electrons and therefore a larger radius. If saturation or compression effects would be exceedingly important, than an alternative model of chargedependent radii in ͉Q͉ might be more appropriate. This alternative has been tested and is found to be less satisfactory.
The positive value of the total surface coefficient total of 0.013 kcal/mol/Å 2 is in good agreement with the results of other authors. 34, 57 The negative counterbalances the unfavorable total surface solvation contribution ͑ total SϾ0͒ for the polar regions of molecules, setting the real surface contribution of an atom to ͑ total Ϫ͉ ͉ 2 S)S ͓see Eq. ͑13͔͒. Very surprising is the strong decrease of the halogen radii FϾCl ϾBrϾI ͑the charge dependence will emphasize this trend!͒. If the calculated MOPAC-AM1 charges on halogens are correct-for example, the charge on the I atom in methyl iodide is practically zero ͑ϩ0.06 vs ϩ0.11 ͉e͉ on hydrogens͒, this means that the solvation of such species imply phenomenons that are not correctly described by the continuum solvent model. Whatever the nature of such processes-alkyl halides are known for the solvent-induced polarization of the C-X bond, eventually leading to heterolytic dissociation 59 -the fitting procedure tried to take these effects into account by artificially decreasing the radii of the halogens.
D. The predictive power of the BEM model
First class of models
The correlation plots between experimental and computed transfer free energies for the learning set of 64 molecules are displayed in Fig. 4͑a͒͑I -VI͒. The computed values were obtained using different partial charge and radii sets, with or without radii optimization or charge density rescaling, constituting a total of six initial conditions for the BEM calculations ͑denoted I-VI͒.
Inspection of Fig. 4 clearly shows that the computed values correlate better with the experimental ones when optimized radii are used in the calculations ͓Figs. 4͑a͒IV-4͑a͒VI͔. The radii optimization under MOPAC charges yields transfer energies in closest agreement with the experimental values ͑rmsϭ1.53 kcal/mol͒ as seen from Fig. 4͑a͒  and 4͑b͒ . Interestingly, the MOPAC-ESP parametrization ͑VI͒ yields a somewhat higher rms value ͑rmsϭ1.55 kcal/ mol͒. The rms obtained for all six parametrization experiments, ranging from 1.5 to 2.5 kcal/mol are on the whole quite satisfactory. This is particularly true for the ionic compounds, where they are of the same order as the error in the experimental transfer energies. 60 Table VI is a sample output of predicted vacuum-to-water transfer energies for an extended set of molecules ͑the compounds that were present in the original learning set are displayed in bold͒ with Biosym charge parametrization and optimized radii.
Second class model
The transfer energies for the 173 molecules calculated with MOPAC charge distribution could be predicted with an rms error of 1.35 kcal/mol by the second class model. This   FIG. 4 . ͑a͒ Predicted vs experimental vacuum-to-water transfer energies using different charge sets, atomic and probe radii for 6 ionic and 58 hydrophobic and polar compounds. rms values are in kcal/mol. ͑b͒ Detailed predicted vs experimental vacuum-to-water transfer energies correlation plot for scheme V ͑rmsϭ1.5 kcal/mol͒. I-BEM run with Biosym charges and van der Waals atomic radii ͑probe radius set to 0.4͒, without rescaling charge densities; II-BEM with rescaled charge densities, run under the same conditions as I; III-As in II, but using MOPAC-AM1 atomic charges; IV-As in II, but the radii were optimized with the Biosym charge set; V-As in III, but the radii were optimized with the MOPAC charge set; VI-As in II, but the radii were optimized using the MOPAC-AM1 charges obtained with the ESP option. The experimental vacuum-to-water transfer energies were those used by other authors in similar studies ͑Refs. 13, 34, 41, and 36͒. Some values for the amino acid side chains were taken from ͑Ref. 60͒. The transfer energy for the protonated Arginine side chain ͑ϳϪ61 kcal/mol͒ was estimated on the basis of a thermodynamic cycle using the deprotonation free energies of the propylguanidinium moiety in vacuum and solvent, and the transfer energy of the neutral propylguanidine. The deprotonation free energy in vacuum was calculated by MOPAC-AM1, while the one in solvent is known from the pK a value of propylguanidine.
could be achieved at the expense of only six supplementary fittable parameters, from which four had to be introduced due to the presence of the elements Cl, Br, I, and P which were either absent from the restricted first set of molecules or considered with a radii fixed at the force-field values. The success of this second class model is therefore due to the introduction of the charge dependence parameter ͓Eq. ͑14͔͒ and to the implicit distinction between polar and apolar surfaces made by the use of the superficial polarization charge introduced in the correction term ͓Eq. ͑13͔͒.
In a recent quantum study made on the same set of molecules, 36 the authors reported quite comparable rms values ranging from 0.8 to 1.3 kcal/mol for the neutral compounds only, while we obtain for the same molecules 1.30 kcal/mol. On the other hand, the situation is quite different for the ionic species. We measure for these compounds a rms of 1.9 kcal/mol, a much lower value than the 3.9-5.6 kcal/ mol rms published in. 36 The simplified solvation model presented here proves to be surprisingly effective in comparison to this quantum study, which can adjust charge distributions to the dielectric reaction field and uses a much more elaborate model with a large number of fittable parameters.
Discussion of the worst predicted transfer energies
The optimization of the atomic radii still leads for certain compounds to transfer energies that are far from the experimental measurements. Three explanations can be drawn in such situations.
͑1͒
The charges taken from the empirical Biosym-cvff force field are a poor description of the real charge distribution of the molecule, but the use of charges from semiempirical MOPAC calculations improves the situation. Within the first class of models, this seems to be the case for several fluorinated compounds and some heterocyclic systems, which are at the same time the main outliers of the regression line. The worst predictions obtained with Biosym charges are for trifluoroethanol, difluoroethane and methylimidazole, where the errors are Ϫ5.2, Ϫ4.4, and ϩ3.9 kcal/mol, respectively. Indeed, these errors decrease when using MOPAC charges, and are practically eliminated when using MOPAC-ESP charges. ͑2͒ None of the charge distributions leads to results that are close to experiment. The problem is not actually linked to the charge distributions, but to the way in which the assignment of radii has been done in terms of Biosym potential types. This can be the problem encountered with the amine molecules and will be discussed in the next section. These errors are typically less than 4 kcal/ mol. ͑3͒ The charge distributions are inaccurate because the electron densities of the solute change when crossing the vacuum-water interface. We already pointed out such a case when discussing the radii of halogens in the secondclass model. However, the observed decrease in radii successfully compensates for this effect. Halogenated molecules are quite accurately predicted by the secondclass model: the calculated transfer energy of methyl iodide reproduces perfectly well the experimental value ͑Ϫ0.9 kcal/mol͒. It is interesting to note that ethyl bromide is mispredicted by ϩ0.32 kcal/mol only, while phenyl bromide by Ϫ1.1 kcal/mol. The artificially reduced radius of the Br atom accounts well for the supplementary C-Br bond polarization in water, but is wrong for the desactivated aromatic halide where no such polarization can be evidenced. The same two chlorine derivatives are in error of ϳ0.5 kcal/mol since alkyl-Cl bonds are much less polarizable in water than their brominated or iodated analogs.
The total number of fittable radii
The atomic radius of any atom will depend on the chemical context in which this atom is placed. Force fields encode this chemical context information by assigning ''potential types'' to each atom in a molecule. In order to keep the number of fittable radii as low as possible, we have defined larger chemical contexts as sets of related potential types and we have used a fittable radius for each such context. The definitions of such sets is definitely arbitrary and might lead to artefacts. This could be the case for the bad predictions observed in the series of aliphatic amines. Since in the first class of models, we consider the same types ''sp 3 nitrogen'' and ''N-bound hydrogen'' for both the neutral amines and the ammonium ions, the highly charged ions that exercise a stronger influence on the overall rms will ''dominate'' the fitting of these values. Indeed, the final values of the radii perfectly describe the solvation of ammonium ions, while introducing quite important errors for neutral amines. Of course, imposing some values that satisfy the solvation of the amines would have produced much more important errors ͑probably of the order of tens of kcal/mol͒ for the ions' transfer energies. With Biosym parameters, the calculated transfer energy is overestimated ͑ϩ1.4 kcal/mol͒ for methylamine and ͑ϩ1.2 kcal/mol͒ for ammonia, is well predicted ͑Ϫ0.12 kcal/mol͒ for the dimethylamine and is underestimated ͑Ϫ4.2 kcal/mol͒ for trimethylamine and other tertiary amines. Despite of belonging to the same potential type ''n3,'' the charge of the N atom in primary, secondary and tertiary amines is Ϫ0.5, Ϫ0.58, and Ϫ0.66 ͉e͉, respectively. On the other hand, the radius of the N-bound hydrogen atoms ''hn'' has been fixed to a quite large value of 1.44 Å, probably in order to accommodate the ammonium ions, where it carries a much larger charge of 0.36 vs 0.14 ͉e͉ in the neutral NH groups. The replacement of such hydrogens with methyl carbons of smaller radius ͑1.26 Å͒ combined with the increase of their atomic charge produce the spurious results of the calculation. The conclusion is that in this particular situation, the definition of the potential types can be shown to be insufficiently detailed to describe the local solvation features of N-containing molecules. There is no improvement when switching to the MOPAC charge set. On the contrary, in the second-class model, the amine molecules are excellently predicted ͑errors of ϩ0.2 kcal/mol for methylamine and triethylamine and of Ϫ0.05 kcal/mol for dimethyamine͒ probably due to the redefinition of chemical classes ''cationic hydrogen'' and ''polar neutral hydrogen'' but also due to the different treatment of hydrophobicity. Nevertheless, the systematic errors of as much as 3 kcal/mol in the prediction of nitriles suggest that the introduction of an independent ''triple bound N'' type would be required.
The transfer energies of aliphatic hydrocarbons are underestimated by approximatively 1 kcal/mol in the second class model. A preliminary fit, ran only on the subset of the 32 hydrocarbons out of the 173 molecules led to a much better rms value of 0.3 kcal/mol. However, when re-refining the resulting set of parameters in presence of all the species, the radii of nonpolar aliphatic C and H decrease, while the factor increases ten times, from Ϫ2.49 to Ϫ23.08 kcal/mol/͉e͉ 2 . The charge-dependence coefficient is stable and changes from Ϫ0.23 to Ϫ0.24 Å/͉e͉. The total surface coefficient total slightly decreases from 0.013 to 0.010 kcal/Å 2 . The aliphatic atoms in polar molecules must be shrunk in size and the contribution from the superficial charges is enhanced in order to accommodate the polar molecules, but this leads to a negative feedback on the solvation energies of aliphatic hydrocarbons. This is less the case for the aromatic hydrocarbons, where the properties of the special atom type ''aromatic carbon'' is not much perturbated by the presence of other molecules. The quality of the model could be improved if distinction was made between the carbons in aliphatic chains and the ones bound to heteroatoms. A higher-order scaling as a function of the surface polarization charges . (S) n could also improve the quality of the model.
Conclusions regarding the parametrization of the models
In conclusion, we can show that a central requirement for a good understanding of the solvent effects is a realistic charge parametrization of the solute. Charge distributions obtained from semiempirical vacuum calculations appear to perform on the overall slightly better than the ones taken from force fields, and much better for ''exotic'' molecules for which the force field parametrization seems to be less accurate. The example of the alkyl halides clearly suggests why the optimized radii should be considered as empirical force field parameters. They do not actually define the position of a physical molecule-solvent interface, but merely tell us where the interface must be placed in order to allow the simplified model to retrieve the correct value of energy which results from the extremely complex solute-solvent interaction. Another conclusion is the strong interdependency between the parameters of the solvation force field, making the definitions of chemical types a central issue of any parametrization attempt. The analysis of the results suggests that our model might be improved by the introduction of supplementary parameters. Nevertheless, the performance of the second-class approach is very satisfactory, considering both the excellent overall rms and the very good predictions of solvation energies of some exotic species like the protonated acetamide ion ͑Ϫ66.0 kcal/mol, errorϭ0.0͒, Me 2 OH ϩ ͑Ϫ83.0 kcal/mol, errorϭϪ0.11 kcal/mol͒.
E. Setup parameters and computer effort
The analysis of Table VII ͑barnase͒ and Table VIII ͑crambin͒ shows that a good estimation of conformational energy differences ͑say an rms of the order of kTϳ0.6 kcal/ mol͒ can be achieved with considerably less computer effort ͑40%-60% of the computer time required for the precise runs͒ if the setup parameters are conveniently chosen, although, the noise introduced by a less precise parametrization will increase with the size of the part of the molecule that undergoes the conformational changes. The correlation coefficients measured from the regression line with an imposed slope of 1.0 and a free intercept will moreover depend on the spread of the exact energy values for the current set of geometries. This spread being more important for crambin than for barnase ͑the conformations used for the analysis are much more similar for barnase than for crambin͒, the same rms values will reflect a better correlation for crambin than for barnase.
Table IX displays the rms on the Coulomb energy term of crambin introduced by applying a spherical cutoff to truncate the interactions, combined or not with the use of a ter- mination function ͑columns a and b respectively͒. They show that even in presence of a termination function, the error arising from the introduction of a cutoff distance of 10 to 20 Å is much larger than the lowest accurate solvation model ͑Tables VII and VIII͒. In other words, considerable speedup might be obtained by decreasing the precision while still remaining within errors that are commonly judged as acceptable in a molecular dynamics simulation, although this has to be investigated in more details. The computer times listed in Tables VII and VIII , measured on one processor of an IRIS-Power Challenge machine, probably are of the same order of magnitude or even smaller than the values reported in the literature 61 for the most recent finite-difference multigrid algorithms for solving the Poisson-Boltzmann equation on a Convex C3 machine ͑CPU times of ϳ10 to 100 s for the crambin molecule͒. It is however difficult to compare the computing efficiency of two algorithms running on different systems.
IV. CONCLUSIONS
The empirical force field approaches for the treatment of the solvent effects, developed in this study show a good predictive power with respect to experimentally measured vacuum-to-water transfer energies of a large set of compounds, which includes ionic, polar and nonpolar species. The average overall error of the computed values is of the same order as the imprecision of the experimental data. The coefficients of the nonlinear fit freely adjust to values not far from the ones expected on theoretical grounds, suggesting that this approach is physically consistent. The polarization energy values taken as such, without any weighting correction, provide a reasonable approximation to the electrostatic contribution to the transfer energies. The drastic simplifications of the BEM proposed here are shown to preserve the physical quality of these calculations, with a substantial decrease in computational effort. In particular, our results suggest that the most time-consuming step of the ''classical'' BEM, which is the BEM matrix inversion, can be successfully avoided. A significant improvement of the predictive power has been achieved by optimization of the atomic radii. However, while it is hazardous to claim that the optimized radii have a physical significance, it is nevertheless clear that the local geometry of the hypothetical dielectric interface considered in the BEM algorithm can be consistently described in terms of the atomic types defined here. The less stable part of the model is the surface area term which adjusts itself in the optimization, so as to compensate for the errors in the electrostatic terms. The continuum solvent model proposed in this study is particularly well adapted for implementations in Monte Carlo algorithms and probably also in the molecular dynamics simulations, provided the calculation of the forces can be sufficiently optimized. It is shown that calculations on macromolecules can be made more efficient by an optimal choice of the setup parameters of the model. The results suggest that further simplifications might significantly reduce the computer times to the typical values needed for the energy and gradient calculations in a molecular dynamics simulation ran with explicit solvent molecules.
