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résumé et mots clés
Le but de cet article est de dresser un panorama des méthodes paramétriques appliquées à l'estimation de fréquences d e
signaux sinusoïdaux bruités (bruit additif) . Nous rappelons les principales méthodes d'estimation basées sur les moments d u
signal : méthodes classiques déduites des équations de Yule-Walker et méthodes «Haute Résolution » (SVD tronquée, Root -
MUSIC et ESPRIT) . Nous présentons aussi l'estimateur du maximum de vraisemblance et l'estimation Bayésienne . L'efficacité
de ces méthodes étant souvent liée au choix de l'ordre du modèle, nous rappelons les principaux estimateurs de l'ordre . Enfin ,
une comparaison des méthodes met en évidence les performances de chacune .
Sinusoïdes, estimation de fréquences, méthodes paramétriques, modèle AR, méthodes « Haute Résolution »
abstract and key words
This paper is a survey of parametric modeling applied to frequency estimation of sinusoidal signals corrupted by an additive noise .
A summary of major estimation methods using second or higher order statistics is presented . Discussed techniques include classica l
AR modeling (based on Yule-Walker equations) and "High Resolution" methods (Truncated SVD, Root-MUSIC and ESPRIT) . Th e
maximum likelihood estimator and Bayesian methods are also under interest . But the selection of the model order in these method s
is often a critical one . Thus major model order estimation methods are reviewed . Finally, the efficiency of each method is examined
through a simulation example .
Sinusoids, frequency estimation, parametric modeling, AR model, << High Resolution » methods .
Ì . introductio n
L'estimation de fréquences d'un signal constitué d'une somme de
sinusoïdes perturbées par un bruit additif (blanc ou coloré) est u n
problème intervenant dans de nombreux domaines [Besson, 1992 ]
[Ducasse, 1997] . Le périodogramme, performant dans ce type d e
problème, devient inexploitable lorsque le nombre d'échantillons
est trop faible et que l'écart entre les fréquences est inférieur à
la résolution de Fourier. Dans ces conditions extrêmes, l'estima-
tion paramétrique et particulièrement les méthodes dites «Haut e
Résolution », offrent des performances intéressantes . Mais de-
vant la multitude de méthodes, le choix d'une technique n'est pas
évident même si les conditions de mise en oeuvre, les caractéris-
tiques des signaux et les performances souhaitées permettent d e
limiter les solutions .
Les principaux articles de synthèse sur l'estimation paramétriqu e
(modèle autorégressif essentiellement) [Makhoul, 1975] [Kay ,
1981] [Cadzow,1982] datent des années 70 et 80 . Plus récemment ,
des auteurs d'ouvrages [Haykin, 1989] [Duvaut, 1991] [Proakis ,
1992] [Porat, 1994] ont consacré plusieurs chapitres à l'estimatio n
des fréquences d'une somme de sinusoïdes bruitées . L'objectif d e
cet article est de présenter d'une façon pratique c'est-à-dire ave c
un maximum de renseignements (algorithmes, performances ,
avantages et inconvénients), les différentes approches existantes .
Des exemples aident à l'analyse des performances (résolution ,
précision et sensibilité au bruit) des méthodes présentées .
Chaque méthode est identifiée par sa dénomination anglo-saxonn e
et son abréviation correspondante la plus utilisée dans la litté-
rature . Toutefois, nous proposons également une dénominatio n
française .
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2. modèle autorégressif
La modélisation autorégressive (AR) est une méthode très popu-
laire en analyse spectrale paramétrique . Le modèle AR exprime
le signal à l'instant n comme étant une combinaison linéaire des p
échantillons précédant l'instant n . Cette description a largement
été mise en oeuvre pour l'approximation des séries temporelle s
où elle est connue sous le nom de prédiction linéaire . L'intérêt
de cette méthode réside dans la possibilité d'obtenir des estima-
tions très précises des paramètres AR (atteignant les bornes de
Cramér-Rao pour des rapports signal-à-bruit élevés) même pour
un nombre faible d'échantillons . Cette description temporelle d u
signal permet une extrapolation en dehors de la fenêtre d'obser-
vation du signal et par conséquent une résolution fréquentiell e
élevée . Le modèle AR d'ordre p s'écrit :




où les {a k } sont les paramètres AR et w(n) un bruit blanc centré .
Lorsqu'un signal y(n) est approché par le modèle (1), le bruit w(n )
correspond à l'erreur de modélisation qui ne vérifie pas forcément
l'hypothèse de blancheur. Le signal u(n) correspond au filtrag e
linéaire du bruit blanc w(n) par un filtre stable de fonction de
transfert en z :












Le choix d'un filtre stable contraint les racines du polynôme A(z )
à être de module strictement inférieur à 1, c'est-à-dire à l'intérieu r
du cercle unité . Cependant on notera que le modèle AR obtenu
en inversant et en conjuguant les pôles (les rejetant en dehors d u
cercle unité) conduit à la même représentation spectrale .
Un signal x(n) composé d'une somme de sinusoïdes s'exprim e
par la relation de récurrence suivante :
2 K
x(n)
= ~ A k cos(2iir fk n + ~ k) =
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k = 1,2, . . ., K
ave c
Par la suite, nous utiliserons le terme «pôles du signal» pour
désigner les Zk , k = 1, . • • , 2K, qui contiennent l'information de
fréquence .
La relation (3) justifie l'utilisation des méthodes d'estimation de s
paramètres AR pour l'estimation des pôles du signal (i .e. des
fréquences) . Cependant, il serait faux d'assimiler une somme de
K sinusoïdes à un processus AR d'ordre 2K . Lorsque le signal
est bruité, nous obtenons :
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Le signal bruité y(n) vérifie les équations de récurrence d'u n
modèle AutoRégressif à Moyenne Ajustée ARMA(2K, 2K) dont
les coefficients AR et MA sont identiques mais avec une parti e
autorégressive instable (pôles sur le cercle unité) .
Dans ce qui suit, nous allons décrire et analyser les méthodes





3.1 . méthodes basée s
sur la minimisatio n
d'une erreur de prédiction
Supposons que l'on souhaite approcher un signal y(n) ,
n = 0, • • • , N — 1, par le modèle (1) en minimisant la puissanc e







La solution de ce problème des moindres carrés (LS : least squares )
s'exprime par : 1









y (N - 2) . . . y(N - p - 1 )
y1
y(N - 1 )
où ( .)H désigne le transposé conjugué de ( .) . Afin de ne pas nou s
limiter uniquement au cas des signaux réels, nous garderons pa r
la suite les notations complexes .
x
y(n) - w(n) =
2K






Traitement du Signal 1998 — Volume 15 - n°2
Estimation de fréquences : panorama des méthodes paramétrique s
Cette méthode d'estimation est appelée méthode des covariance s
car la matrice Y1H Y1 et le vecteur Y1Hy sont des estimations des
covariances du signal y(n) à un coefficient multiplicatif près . Morf
a élaboré un algorithme récursif en ordre permettant de calcule r
cette solution sans inversion de matrice [Morf, 1977] [Kay,1988] .
Les pôles estimés peuvent parfois être à l'extérieur du cercle unit é
mais c'est relativement rare . Cette méthode peut être amélioré e








Dans (9), wr(n) est l'erreur de prédiction arrière alors que dan s
(1) w(n) est l'erreur de prédiction avant. La solution des moindre s
carrés qui minimise la somme des erreurs de prédiction arrière e t
avant est :
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y* ( 0)
y ( p )
y(N -1) _
Cette méthode appelée méthode modifiée des covariances, es t
généralement plus performante que la méthode des covariances .
Elle aussi est parfois appelée méthode du maximum d'entropie
(MEM : maximum entropy method) [Lang, 1980] car elle en es t
un cas particulier lorsque le bruit est gaussien . Burg a développé un
algorithme récursif en ordre permettant d'obtenir les coefficients
de réflexion qui minimisent la somme des erreurs de prédictio n
avant et arrière, ce qui permet d'en déduire via la récursion d e
Levinson-Durbin les paramètres AR [Burg, 1975] . L'avantag e
de cet algorithme est que les pôles estimés sont toujours à
l'intérieur ou sur le cercle unité . Ses principaux inconvénients
sont un dédoublement de raies spectrales dans le cas d'un signa l
composé d'une sinusoïde bruitée avec un fort rapport signal-à-
bruit (SNR : signal-to-noise ratio) et une sensibilité à la phas e
initiale [Swingler, 1980] [Wilkes, 1993] . Cette sensibilité à l a
phase peut être simplement mise en évidence sur l'exempl e
suivant :
La sensibilité de la solution â est évaluée grâce au condition-
nement rc du système (Il) [Golub, 1989] :
_ Amax
Amin




cos(42r f + 0) cos(2ir f + 0 )
Amax = cos(27r f + 0) + Vcos(0) cos(4'rrf + 0 )
Amin = cos(27r f + 0) - Vcos(0) cos(4rr f + 0 )
L'écart entre ces 2 valeurs propres traduit l'ampleur des erreur s
dans â . Lorsque 0 = 2, les valeurs propres sont identique s
(conditionnement minimum) et les erreurs dans â sont minimales .
Lorsque l'estimation des paramètres AR est réalisée au sens de s
moindres carrés, la sensibilité aux phases initiales des sinusoïde s
diminue mais peut rester importante si le nombre d'échantillon s
est faible .
3.2. méthodes type Yule-Walker
Les paramètres d'un modèle AR(p) vérifient les équations de
Yule-Walker (YW) définies par :
ry(m) = E [y(n)y* (n - m)] = - L a k ry(m- k) +Qv 6(m) (14)
k= 1
Ce résultat montre que la fonction d'autocorrélation de y(n )
satisfait la même récursion que le signal . De nombreuses métho-
des d'estimation consistent à remplacer dans les équations d e





































C'est la méthode des autocorrélations . Lorsque ry(m) est l'esti-
mateur biaisé de l'autocorrélation (16), les pôles sont toujours à
l'intérieur du cercle unité, ce qui n'est pas le cas avec l'estimateur
non biaisé (17) qui donne cependant une meilleure estimation.
L'algorithme de Levinson-Durbin [Levinson, 1947] permet une
résolution récursive en ordre du système (15) en 0(p 2 ) opérations.
Afin de réduire l'influence du bruit et d'obtenir une meilleure es-
timation, on peut résoudre au sens des moindres carrés ou des
moindres carrés totaux (TLS : total least squares) [Van Huffel ,
1991] un système surdéterminé analogue à (15) . Ces méthodes se




y(n) = cos(27rfn + 0) + w(n )
a-
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ry (No )
où amie est la plus petite valeur singulière de la matric e
[ R u 1' y J et I la matrice identité. Le nombre d'équations No
doit être inférieur à N lorsque l'estimateur non biaisé de l'auto -
corrélation est utilisé afin de ne pas faire intervenir des points d e
1'autocorrélation avec une forte variance . Nous allons vérifier ce
phénomène à l'aide de l'exemple suivant . On considère N = 10 0
échantillons d'un signal composé d'une sinusoïde de fréquence 0 . 2
et d'un bruit blanc tel que SNR = 0 dB . Pour un ordre p = 6, nous
avons tracé sur la figure suivante l'erreur quadratique moyenn e
(MSE : mean-square error) (100 réalisations) sur la fréquence e n








Nombre d'équations : No
Figure 1 . - Erreur quadratique moyenne sur la fréquence en fonction de No.
Lorsque No est proche de N les erreurs deviennent très impor-
tantes . Un nombre d'équations autour de
2
permet d'obtenir l a
meilleure estimation . Cependant, on notera qu'une large gamme
de valeurs de No (zone grisée de la figure) permet d'avoir un e
erreur quasiment minimale .
Comparée à la méthode LS, l'estimation TLS est plus perfor-
mante [Van Huffel] car elle minimise à la fois les erreurs dan s
et dans Ru mais elle présente un inconvénient que nous aborderon s
à la fin de ce paragraphe . Il est généralement préférable d'envis-
ager un calcul des solutions LS et TLS via la décomposition e n
valeurs singulières (SVD : singular value decomposition) de la
matrice Ru, particulièrement lorsque le système est mal condi-
tionné . En effet, la SVD fait preuve d'une plus grande stabilit é
numérique . Les solutions LS et TLS calculées à partir de la SVD
sont :
• LSYW
a = -Vu (Ep) 1 Up T y
	
(20)
R y = Up EppH E p = diag(Ql , . . . au ) ak >- Q k+1
• TLSYW
	 vp + l
-p+1(p + 1 )
[ Ry ry j = Up+1Ep+1Vp+ 1
Up+1 = [211, . . , vp+1 ]
où v p+1 (p + 1) représente la (p + 1) 2e '' = composante du vecteu r
v p+1 , vecteur propre associé à la plus petite valeur singulière .
Il existe une extension de l'algorithme Levinson-Durbin pou r
résoudre LSYW appelée méthode des moindres carrés treilli s
[Makhoul, 1977] [Proakis, 1992] . L'intérêt de cet algorithm e
est qu'il est récursif en temps et en ordre ce qui permet de l e
mettre en ceuvre dans des procédures adaptatives d'estimatio n
des paramètres .
On peut très facilement remarquer que ces méthodes sont biaisée s
car l'autocorrélation en zéro fait intervenir la puissance du bruit
blanc 61 [Lacoume, 1988] . La valeur approchée de ce biais pour
( 15) est :
1








- awRy-w) ry- w
a+ 2 Ry 2 w 7 y =a- Uw Ry 1 wa
â - a -Q2 R 1y-wa
où y(n) - w(n) est le signal sans bruit. Certaines méthode s
(itératives) [Sakai, 1979] [Kay2, 1980] exploitent cette relation
pour tenter d'éliminer ce biais à l'aide d'une estimation de ow . Une
solution pour obtenir une estimation non biaisée des paramètre s










ry(p + 1 )
-
ru (2p - 1 )
On obtient la méthode de Yule-Walker modifiée (MYW :
modified Yule-Walker) . Lorsque l'on résout ce système au sen s
des moindres carrés classiques ou totaux, on nomme ces métho-
des LSMYW et TLSMYW [Stoica, 1992] . Lorsque le signal
y(n) est réellement un AR(p), ces estimateurs sont asymptotique -
ment sans biais (N -~ +oo) . Il en est de même lorsque y(n) est
composé d'une somme de sinusoïdes et d'un bruit blanc [Gingras ,
1985] .
Le cas d'un bruit coloré modifie les estimateurs MYW . Un bruit
coloré w(n) est généralement modélisé par un modèle à Moyenne
Ajustée (MA) d'ordre q :
w(n) =
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où r(n) est un bruit blanc gaussien centré . Dans ce cas, ru , (m) = 0
pour m > q . Ainsi, l'estimateur non biaisé des paramètres AR
d'un ARMA(p, q) ou d'une somme de sinusoïdes bruitées par u n
MA(q) est [Kay, 1988] :
(25 )
Ces méthodes supposent la connaissance de l'ordre p ou d u
nombre de sinusoïdes K (p = 2K) . Lorsque p est surestimé ,
l'estimation des pôles du signal est améliorée mais il apparaî t
des pôles liés au bruit qui sont généralement plus amortis (pou r
un SNR pas trop faible) . Cela permet de faire une distinctio n
entre les pôles du signal et ceux du bruit. La méthode LSMY W
est relativement efficace pour faire cette distinction, par contr e
la méthode TLSMYW présente l'inconvénient d'attirer les pôle s
liés au bruit sur le cercle unité, rendant la distinction très difficile .
Nous allons mettre en évidence ce phénomène sur un exemple .
On considère N = 64 échantillons d'un signal composé de 2
sinusoïdes de fréquences 0.2 et 0 .21 , d'amplitudes f et 1 et
d'un bruit blanc de puissance 0.2 (SNR 9dB) . Les valeurs
numériques de cet exemple sont choisies de façon à ce que le
périodogramme échoue dans la séparation des 2 sinusoïdes . Le s
pôles sont estimés par les méthodes LSMYW etTLSMYW avec
un nombre d'équations 2 et un ordre p = 10 . Le tableau suivant
donne les valeurs des fréquences positives et des amortissement s




amort. fréq . amort.
0.2033 -0 .0167 0.2023 -0 .0195
0.2057 -0 .1095 0.3563 -0 .023 3
0 .3744 -0 .2223 0.1506 -0.0637
0 .5 -0 .3301 0.2097 -0.0792
0 .0698
~
-0 .3494 0 .4556 0.0307
On constate que les 2 pôles les moins amortis obtenus par
LSMYW sont les estimations des pôles du signal ce qui n'es t
pas le cas pour TLSMYW . On voit aussi qu'un des pôle s
estimés par TLSMYW sort du cercle unité . On notera toutefois ,
que l'estimation des fréquences 0 .2 et 0 .21 est meilleure pa r
TLSMYW (propriété des moindres carrés totaux [Van Huffel ,
1991]) . La méthode TLSMYW est donc plus sensible au bruit
présent dans le signal que les moindres carrés classiques .
La méthode LSMYW est parmi celles que nous avons décrites ,
l'une des plus performantes [Chan, 1982] [Stoica, 1989a] .
Söderström montre qu'elle fait un bon compromis entre préci-
sion et charge de calcul [Soderstrom, 1991] .
3.3. méthodes géométrique s
Le terme «géométrique» provient du fait que beaucoup de ces
méthodes sont issues du traitement d'antennes (Radar, Sonar . . . )
où l'on cherche à retrouver les directions d'arrivée des ondes
émises . L'idée est d'utiliser certaines propriétés de la matric e
d' autocorrélation Ry pour estimer les paramètres AR ou les pôles
d'une somme de sinusoïdes perturbées par un bruit blanc additif .
Les principales méthodes qui ont été étudiées sont les méthode s
Kumaresan-Tufts, Pisarenko, Root-MUSIC et ESPRIT. On classe
ces méthodes parmi les méthodes « Haute Résolution » pour leu r
capacité à détecter des sinusoïdes de fréquences très proches .
Avant de décrire ces méthodes, nous allons rappeler les résultat s
concernant la matrice d'autocorrélation .
La matrice d' autocorrélation Ry d'un signal y(n) composé de K






7'; (P – 1 )
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fx+l = –fi 1 =1,•••, K
où R5 est la matrice d'autocorrélation du signal x(n), I la matric e










où {)k } et {v k } sont les valeurs propres et les vecteurs propre s
de R y . Les vecteurs propres de R y sont aussi ceux de R,, . Les
valeurs propres {A k } sont les valeurs propres de Rx augmentées
de o, (donc .\ k _> o-,2„ Vk) . Ce résultat est la base des méthode s
géométriques car il permet de mettre en évidence un sous-espac e
signal (k = 1, • . . , 2K) et un sous-espace bruit (k = 2K+ 1, • • . , p) .
De plus, l'espace engendré par les vecteurs propres de l'espac e
signal correspond à celui engendré par les vecteurs e k [Kay, 1988 ]
et est orthogonal à l'espace bruit. Notons enfin que pour pouvoi r
mettre en oeuvre les méthodes présentées dans la suite, il es t
impératif de connaître le nombre K de sinusoïdes c'est-à-dire
la dimension du sous-espace signal (2K) .
3.3. 1 . méthode Kumaresan-Tufts et SVD tronquée
La méthode Kumaresan-Tufts [Tufts, 1982] est un cas particulier
des méthodes SVD tronquée. L'idée est de contraindre la matrice
intervenant dans les méthodes des covariances et Yule-Walker à
être de rang 2K, ce qui est théoriquement le cas en l'absence d e
bruit . La meilleure approximation de rang r < n d'une matrice
m x n consiste à mettre les n – r plus faibles valeurs singulières à
zéro [Golub, 1989] . Kumaresan applique ce principe à la matrice
signal intervenant dans la méthode modifiée des covariance s
(p > 2K) . On dit parfois que cela revient à filtrer les valeur s
singulières et donc à éliminer celles liées au bruit . Rao a montré
qu'augmenter l'ordre (p » 2K) et calculer la solution de norme
minimale permet de réduire la sensibilité au bruit des paramètres
AR [Rao, 1988] . Lorsqu'on applique la SVD tronquée à la matrice
d'autocorrélation intervenant dans les équations de Yule-Walker ,
on parle de la méthode des composantes principales [Kay, 1988] .





. . ry(q + 1)
ry (2p + q – 1) . . . ry(p + q)
ry(p +q+1)
ry(2p + q)




(27 ))kk ! Ak + 1vkvkH
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Calculer la SVD de la matrice Ry :
R y = UEVH
E = diag(Q1, . . . , aP)
	
(a'k i ak}1 )
•
	
Déduire l'approximation Ry de la matrice Ry , de rang 2K < p :
Ry = UEVH
	
E = diag(a 1 ,
. , a2K, 0, . . . 0 )













Cadzow a proposé d'améliorer cette méthode en calculant l a
SVD tronquée de la matrice X = [ ry Ry ] permettant ains i
de tirer tout l'avantage de la SVD . De plus, il a proposé un e
procédure itérative qui permet de garder la structure Toeplitz d e
la matrice R, (structure liée au signal) après la SVD tronquée .
Pour cela, il réalise successivement une SVD tronquée et un e
approximation de Ry par la matrice Toeplitz la plus proche, c e
qui consiste à remplacer tous les éléments de chaque diagonal e
de Ry par la valeur moyenne de la diagonale . Ces 2 étapes sont
itérées jusqu'à convergence . On nomme cette méthode, méthode
de Cadzow rehaussée (Enhanced Cadzow method) . Une compa-
raison de ces méthodes est donnée dans [Cadzow, 1991] . Il existe
aussi des méthodes de troncature basées sur la décompositio n
QR qui ont un coût calculatoire plus faible que la SVD mais de s
performances inférieures [Hsieh, 1990] .
associé à la plus petite valeur propre vw . En pratique on estim e
la matrice Ry, 9 +1 et on déduit du vecteur propre vP+1 associé à l a









où vP+1(1) est la première composante du vecteur vP+1• Il a
été montré que la méthode Pisarenko a des performances très
moyennes [Sakai, 1984] [Kay, 1988] . Une extension de cette
méthode a été proposée par Kumaresan : c'est la méthode de l a
norme minimale (MN : minimum norm) [Kumaresan, 1983] . Le
vecteur paramètre est une combinaison des vecteurs propres d u
sous-espace bruit avec la contrainte d'être de norme minimale .
Cette méthode, plus performante que Pisarenko, est dans so n
principe équivalente à la méthode Root-MUSIC .
3.3.3. root-MUSIC
L'algorithme MUSIC (MUltiple Slgnal Characterization) [Bien-
venu, 1979] [Schmidt, 1981] basé sur l'orthogonalité des sous-
espaces bruit et signal permet d'obtenir une représentation spec-
trale du signal . L'algorithme Root-MUSIC [Barabell, 1983] per-
met un calcul numérique des pôles du signal . Son principe est le
suivant (dans le cas d'un signal composé de K sinusoïdes) :













Calcul des p vecteurs propres de Ry :




.\k > Àk+ 1
• Calcul des racines du polynôme obtenu à partir de la somm e
des vecteurs propres du sous-espace bruit (la méthode Pisarenko











Cette méthode [Pisarenko, 1973] est le résultat de la décomposi
-
tion de Ry :
Ry = R~ + 0- ,2 1
Si le signal x(n) vérifie une récursion d'ordre p telle que :
Rxa = –r,
le vecteur [ 1 a ] T est le vecteur propre de la matrice R9, ,+ 1
de dimension (p + 1) x (p + 1) :
ry(0)
	
r ; (p )





7-9 ( 0 )
Les 2K racines les plus proches du cercle unité sont l'estimation
des 2K pôles du signal . Les p -1 paramètres AR estimés peuven t
être obtenus à partir des ßk :
ak = ßk
	
k = 1 , . . . , p
- 1
ßo
Une analyse de cet algorithme a été faite par Stoïca [Stoica, 1991] .
Il est montré en particulier que l'estimation devient meilleur e
lorsque p augmente . Clergeot compare MUSIC et la méthode
Kumaresan-Tufts aux bornes de Cramér-Rao en fonction du
rapport
	
[Clergeot, 1989] . Lorsque ce rapport n'est pas tro p
proche de 0 et de 1 et pour un SNR élevé, les 2 méthodes ont
des résultats identiques très proches de la borne de Cramér-Rao .
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3.3.4 . ESPRI T
L'algorithme ESPRIT (Estimation of Signal Parameters via Ro-
tational Invariance Techniques) qui utilise une propriété dite de
«rotation» du sous-espace signal [Roy, 1986], permet d'obtenir
une estimation des pôles du signal . Reprenons l'expression de l a




















SZ = I VlHVlJ
	
V1V2
+ Calcul des 2K principaux vecteurs propres de R y et construction
des estimations des matrices Vi et V2 :
Ryvk = ~ k vk avec Ak > A k+ 1
1J =
E
l . . . v2 x






A = dia `4 i
	


















fx+r = – f l 1 =1 , " , K
où E l représente les p—1 premières lignes de la matrice E (p x 2K)
et E2 les p — 1 dernières lignes de la matrice E . Ces 2 matrice s
sont reliées par la relation :




kif = diag(ej2'f1, . . . , ej 2 " f2x ) (34)
Les 2K vecteurs propres v k du sous-espace signal (ceux associé s
aux valeurs propres non nulles) de la matrice Rx vérifient un e
relation semblable à (34) :




où la matrice SZ est telle que ses valeurs propres sont les 2K pôle s
du signal . Ce résultat constitue le principe de la méthode ESPRIT,
qui peut être résumé de la façon suivante :

















Les pôles estimés correspondent aux valeurs propres de f L'es -
timation de la matrice 52 peut être réalisée au sens des moin-
dres carrés totaux, on parle alors de méthode TLS-ESPRIT [Roy ,
1987] :
[ Vi Ú2 ]svD UEW H
W=
L
( wo. 147l2 ~ (4K x 4K)
LV21 W22
S2 = -w 1 W1 2
où les matrices W11, W12, W21 et W22 sont de dimension (2K x 2K) .
Roy a montré que pour de faibles SNR, LS-ESPRIT est biaisé
alors que TLS-ESPRIT ne l'est pas [Roy, 1987] . Il montre auss i
que l'algorithme ESPRIT est plus performant que MUSIC [Roy,
1988] . Une méthode équivalente à ESPRIT mettant en ceuvre l a
matrice signal a été développée par Hua : la méthodeMatrix Pencil
[Hua, 1990] .
3.4. méthodes basées sur les moment s
d'ordres supérieurs
3.4 . 1 . autocorrélations successives
Le pouvoir réducteur de bruit de 1' autocorrélation a donné l'idé e
d'estimer les paramètres du signal à partir des autocorrélation s
successives généralement non biaisées :
e y ( m )




où No représente une partie des N points de l'autocorrélation
utilisables pour le calcul de cy(m) . Lorsque n — N, la varianc e
de ry (n) devient importante alors on se limite généralement à
No =
N
voire No = 3N . Un certain nombre de travaux ont
été publiés sur la mise en oeuvre des autocorrélations succes-
sives : [McGinn, 1983] [Sudhakar,1985] [Castanie, 1987] [Gasmi ,
1988] . Cependant, il est très difficile d'évaluer le gain apporté pa r
l'utilisation des autocorrélations successives car cela dépend de s
caractéristiques du signal (nombre d'échantillons, SNR ) . Park
montre que pour un signal de 1024 échantillons et un rapport
signal-à-bruit SNR 9 = -y , le SNR de 1'autocorrélation devient
SNR,v = y + 7 .8dB [Park, 1989] .
(35)
Nn—m— 1
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3.4.2 . cumulants
Depuis quelques années sont apparues des techniques d'estima-
tion basées sur les cumulants du signal . Cet intérêt est essentielle -
ment motivé par le fait que les cumulants d'ordre supérieur à 2
d'un bruit blanc ou coloré gaussien sont nuls [Mendel, 1991] .
De plus, certains cumulants d'ordre 4 d'un signal composé d'un e
somme de sinusoïdes à phases aléatoires sont semblables à l' auto-
corrélation, ce qui permet de les mettre en oeuvre dans les estima-
teurs décrits précédemment . Cependant leur intérêt ne s'arrête pas
là, ils permettent aussi de détecter des couplages de phases et de s
non linéarités (bispectre et trispectre) [Proakis, 1992] . L'estima-
tion de fréquences à l'aide de cumulants est basée sur le résulta t
suivant :
• Cumulant d'ordre 4 d'une somme de sinusoïdes bruitées :
K
y(n) = x(n) + w(n) = E A k cos(27r fk n + ~k) + w(n) (38 )
k= 1
où w(n) est un bruit gaussien (blanc ou coloré) indépendant de s
phases aléatoires 0 k . Les cumulants diagonaux Coy (m) s'écriven t[Swami, 1991] [Anderson, 1995] :
Coy (m) oE [y(n)y(n + m)y(n + m)y(n + m) ]









La relation de récurrence (39) justifie une possible extension de s
méthodes basées sur l'autocorrélation aux cumulants Coy (m) .
• Estimation des cumulants :
N—m— 1
C4y ( m)





où ry(m) est l'estimation de l'autocorrélation . Cet estimateur
des cumulants est consistant (Var(C4y (m)) —> 0 ) mais il est
N—,+oo
cependant difficile d'évaluer la variance pour N fini .
Pour comparer les performances de l'estimation de fréquences à
partir de l'autocorrélation et des cumulants, nous avons réalis é
des simulations avec 2 signaux, l'un composé de 2 sinusoïdes et
d'un bruit blanc gaussien, l'autre de 2 sinusoïdes et d'un brui t
coloré gaussien (ARMA(2, 2)) :
x(n) _ xcos(27rfl n +
	
+ cos(27r f2 n + 02 )
yi(n) = x(n) + wl(n )
y2(n) = x(n) + W2(n )
avec n = 0, • , 63, fi = 0 .2, f2 = 0 .21, 01 et 02 uniformément
réparties sur [0, 27r] et indépendantes, w1 (n) un bruit blanc et
z






avec al = 1 .4563, a 2 = 0 .81, b l = 2 et b 2 = 1 [Swami, 1991] . Leur
puissance est fixée à 0 .15 (SNR = 10 dB ) .
A partir de 100 réalisations du signal, nous avons estimé le s
fréquences par la méthode LSMYW (2 équations, p = 10) avec
des estimations non biaisées del' autocorrélation et des cumulant s
et nous avons calculé les erreurs quadratiques moyennes . Les
fréquences estimées f1 et f2 sont obtenues à partir des 2 pôle s
les plus proches du cercle unité avec la contrainte d'être dan s
l'intervalle de résolution suivant :
[ fi — 4~CRB(fl ) , f2 + 4~CRB(f2 ) ~
	
(43 )
Les bornes de Cramér-Rao CRB(fl ) et CRB(f2 ) [Porat, 1994]
ont été calculées à chaque réalisation en fonction des paramètre s
du signal .
• Bruit blanc :
fi , f2 E (43) MSE(f1 ) MSE(f2 )
A 50 1 .6410 -5 2 .6810- 5
C 11 2 .1110 -5 1 .1610 - 4
A : Autocorrélation
	
C : Cumulant s
L'estimation obtenue à partir des cumulants est nettement moin s
performante que celle obtenue avec 1' autocorrélation .
• Bruit coloré :
f~ , f2 E (43) MSE(f1 ) MSE(f2 )
A 40 7 .7610 -6 1 .4710- 5




L'estimation à partir des cumulants reste moins efficace . Ce résul-
tat n'est pas suprenant compte tenu que la variance d'estimation
des cumulants est plus importante que celle de l'autocorrélation .
Leur mise en oeuvre nécessite d'avoir plusieurs réalisations du
signal afin d'opérer un moyennage . A partir d'une seule obser-
vation, une estimation basée sur 1' autocorrélation est préférabl e
même lorsque le bruit est coloré .
Les cumulants ont un inconvénient majeur : la génération d'har-
moniques . Considérons une sinusoïde sans bruit :
x(n) = Acos(wn +
	
n = 0, • , N — 1
	
(44)
avec w = 27rf et uniformément répartie sur [0, 27r] . Examinon s
l'estimation du moment d'ordre 4 intervenant dans l'estimateur












x 3 (n+m )
= 4 (3 cos(w(n +m) +
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qui fait apparaître un terme de fréquence 3f . Or il reste un résidu
de ce terme dans 111.1 et par conséquent dans C4 . Ce résultat peut





+ cos(3w(n + m) + 30))
	
(47 )
Intéressons-nous au terme cos(wn + cos(3w(n + m) + 3ç )
générateur d'harmoniques :
cos(wn + cos(3w(n + m) + 3~) =
2 (cos(4wn + 3wm + 4~) + cos(2wn + 3wm + 20) )
La sommation de ce terme donne :
N-m- 1
E cos(2wn + 3wm + 2~) =
n=0
	 1	 [sin(wm + w(2N - 1) + 2~ )2 sin(w )
+ sin(w - 3wm - 20) ]
2 sin(2w )
+sin(2w - 3wm - 40)]
	
(50)
Il reste donc des termes de fréquence 3f et d'amplitude de l'ordre
de	 1
N
	 . On peut mieux s'en rendre compte en observant la
transformée de Fourier discrète des cumulants, FFT(C4) avec
une fenêtre de Hanning :
Figure 2 . — Module de la transformée de Fourier discrète de Co x .
La fréquence de la sinusoïde est f = 0 .2 et le nombre d'échan-
tillons N = 100 . La transformée de Fourier fait apparaître une
sinusoïde de fréquence 0 .4 qui est le repliement de la fréquence
3f = 0 .6 . On notera que le rapport des amplitudes des 2 sinusoïde s
est de l'ordre de N . Malgré sa faible amplitude, l'harmonique 3f
peut être faussement interprétée comme une composante du si-
gnal . Il est donc risqué d'utiliser une technique d'estimation basé e
sur les cumulants dans un problème d'estimation-détection d e
raies spectrales . Cependant si l'on dispose d'un certain nombre de
réalisations du signal (à condition que les phases soient aléatoires) ,
une estimation moyennée des cumulants permet d'éliminer ce
problème .
3.5. autres méthodes
3.5. 1 . maximum de vraisemblance
Considérons le problème de l'estimation du vecteur paramètre B
à partir du signal y . L'estimateur du maximum de vraisemblanc e
(MLE : maximum likelihood estimator) correspond à la valeur d e
B qui maximise la densité de probabilité p(y, B) appelée aussi
fonction de vraisemblance :
BM L (y) = arg max p(y, B )
BE R
où n est la dimension du vecteur B . Sous certaines hypothèses
[Porat, 1994], le MLE possède les propriétés asymptotique s
suivantes :
• il est non biaisé, E [BML ] -> B ,
• il est efficace, var [BML ] - CRB [B] ,
• il converge en loi vers la loi normale .
Pour un nombre modéré d'échantillons, le MLE est un bon esti-
mateur même si les propriétés précédentes ne sont pas vérifiées .
Notons qu'il peut être préférable de mettre en oeuvre une métho -
de d'estimation basée sur les moments (LSMYW par exemple )
en termes de coût de calcul lorsque le nombre d'échantillons d u
signal est important et lorsque le SNR est élevé .
Considérons une somme de K sinusoïdes perturbées par un brui t
additif gaussien de moyenne nulle et de variance al :
K
y(n) = x(n) + w(n) = E A k cos(27rfk n + ~ k) + w(n) (52)
k= 1
n=0,1,•••,N- 1
Ladensité de probabilité dew = [ w (0)
	
w (N - 1) ] T est :
























E cos(4wn + 3wm + 40) =
n=0






\(27r) N det(R,,, )
où R. est la matrice d'autocorrélation du bruit w(n) . Le vecteur
signal x peut s'écrire :
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= EA,
où E est la matrice de Vandermonde et A e le vecteur des ampli-
tudes complexes .
Dans le cas d'un bruit blanc (i .e . Rv , = aLI ), le MLE de














S(0) = S(E, Ae ) _ ( y - x)H(y -1)
= (y - EA e ) H (y - EA,)
	
(57)
MLE est difficile à obtenir analytiquement . On peut alors fair e
appel aux méthodes d'optimisation [Abatzoglou, 1985] [Stoica ,
1989c] [Starer, 1992] . Palmer a utilisé le périodogramme pou r
obtenir une solution approchée, suivie d'une méthode d'optimi-
sation [Palmer, 1974] . Il existe aussi des méthodes itératives qu i
approchent le MLE. L'une de ces méthodes est la suivante . A
























. . . a, a P_ 1
On a alors AHE = 0 , c'est-à-dire que les colonnes de E son t
orthogonales aux colonnes de A . En termes d'opérateurs d e
projection, on a :
I = E(E H E) 1 EH + A(A H A) -1A H
	
(63 )
Ainsi, d'après l'expression (61), leMLE est obtenu en minimisan t
S(A) = yA(A HA) -1AH y H
= IIA(A H A) 1 AHylI 2
par rapport au vecteur paramètre AR . La fonction S(A) est non
linéaire par rapport à a mais une forme itérative peut en être
déduite . Pour cela, remplaçons le terme AH y par Y [ 1 J où
X =
ej2?r f1( N - 1)
	






ej2 7r fK( N-1 ) e- j27rfK (N-1) AK e jo K
AK e -34' K
2















A e = (EH E) -1 EH y
	
(59) y(N - 1)
. . . y(N - 1 - p )d'où
Le MLE de Âe s'obtient en remplaçant dans (59) E par son MLE ,
EML . En remplaçant l'expression (59) dans (57), on obtient :
yH ( y - EA )
= yH y - yHE(EHE ) 1EHy
	
( 60)
Le MLE des fréquences fk est obtenu en maximisant :
L(E ) = yH E(EHE ) -1EH
qui est une fonction non linéaire des fréquences fk .
Dans le cas monofréquentiel complexe ou réel, il est bien conn u
que le MLE de la fréquence est obtenu en recherchant la fréquenc e
pour laquelle le périodogramme est maximum [Kay, 1988] . On
peut montrer de la même façon, que pour une somme de deux ex-
ponentielles, le MLE est obtenu à partir des 2 pics les plus grand s
du périodogramme, à la condition que les fréquences soient es -
pacées de plus de - [Kay, 1988] . Mais d'une façon générale, le
On obtient
A(A H A)-l Y [ 1
Ja
Pour minimiser S(A) de façon itérative, considérons A k le dèm e
itéré de A et ak+i le (k + 1) ieme itéré de a qui minimise
A k (A k A k ) 1 Y f -1
JL a k + 1
Une fois obtenu ak+i on construit Ak + 1 et on itère le processus .
On peut remarquer que (66) se résout simplement car la matric e
Ak est fixée . Dans un même ordre d'idée, on peut citer l'Algo-
rithme du Filtrage Itératif (IFA) [Kay] qui remplace les opéra-
tions matricielles dans (66) par le filtrage du signal par Ak (Z1 )
Cependant, dans le cas de sinusoïdes non amorties, le filtre AR
est proche de l'instabilité ce qui rend difficile la convergence de
l'IFA . D'autres algorithmes ont été développés [Bresler, 1986 ]
[Parker, 1990] [James, 1994] [McWhorter, 1995] [Shaw, 1995 ]
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3.5.2. estimation bayésienne
Dans l' estimation bayésienne, le vecteur paramètre 0 est considér é
aléatoire avec une densité de probabilité donnée (densité d e
probabilité a priori) alors que le MLE suppose 0 inconnu mais
déterministe . Le principe de l'estimation bayésienne consist e
alors à minimiser une fonction coût qui constitue une mesur e
de l'erreur d'estimation (c [0 — BBayes] ) . Johnston a formulé
l'estimateur bayésien du vecteur paramètre AR [Johnston, 1994] .
Il montre que cette méthode dépasse les performances du MLE, en
termes d'erreur quadratique moyenne . Des méthodes d'estimation
bayésienne des fréquences ainsi que du nombre de sinusoïdes
ont été données dans [Djuric, 1993] [Cho, 1995] [Djuric, 1995 ]
[Dublanchet, 1995] .
4. estimation du nombre
de sinusoïdes
L'estimation du nombre de sinusoïdes est un problème déter-
minant lorsque l'on met en oeuvre les méthodes estimant le s
sous-espaces signal et bruit . On pourrait croire que surestimer
la dimension du sous-espace signal est une solution efficac e
pour estimer toutes les composantes du signal mais les pôle s
liés au bruit peuvent perturber l'analyse spectrale . Il existe u n
très grand nombre d'estimateurs dont les plus connus sont le
critère AIC (Akaike Information Criterion) et le critère MDL
(Minimum Description Length) [Djuric, 1996] . Wax a exprimé
ces 2 critères en fonction des valeurs propres de la matrice d' auto-












II A1 /1=k+ 1
1
p — k
+2k(2p — k) ln(N )
où A l sont les valeurs propres ordonnées ( A l > )n l+i) de la matric e
Ry (p x p) . Il est possible de définir ces critères en fonctio n
des valeurs singulières 3- 1 de la matrice Ry (M x p, M > p) en
remplaçant dans les expressions (67) et (68), —A1 par Qi [Haykin ,
1989] . L'augmentation des dimensions de la matrice Ry permet
une amélioration des performances d'estimation . Un estimateu r
basé sur l'analyse statistique des valeurs et des vecteurs propre s
de la matrice d'autocorrélation est donné dans [Fuchs, 1988] .
Nous allons vérifier les performances des critères (67) et (68 )
sur l'exemple suivant. On considère N = 64 échantillons d'un
signal composé de 2 sinusoïdes de fréquences 0 .2 et 0 .21 et
d'amplitudes a et 1 , perturbées par un bruit blanc de puissanc e
0 .5 (SNR = 4
.8 dB) . La valeur de p est fixée a 2 . Le tableau
suivant résume les résultats obtenus à partir de 100 réalisations e t




Les résultats mettent en évidence l'efficacité des critères (67) et
(68) appliqués à un signal présentant des difficultés majeures (u n
écart de fréquence inférieur à N et un niveau de bruit important) .
On notera que AIC à tendance à surestimer l'ordre alors que MDL
tend à le sous-estimer. Cela provient du terme de pénalisation d u
critère MDL (0 .5k(2p — k) ln(N)) qui est plus important que celu i
du critère AIC ((2p — k)k) .
5. comparaiso n
des méthodes
Nous allons analyser à l'aide d'un exemple les performances de s
principales méthodes abordées dans cet article .
Le signal de simulation est le suivant :
y(n) = \/2cos(27rfin+ç 1 ) + cos(27rf2n+c~2) + w(n) (69 )
avec n = 0, • . • , 63, fi = 0 .2, f2 = 0 .21, 01 et 02 uniformément
réparties sur [0, 27r] et indépendantes . w(n) est un bruit blanc de
puissance 0 .15 (SNR = 10dB) .
Nous avons choisi de mettre en oeuvre les méthodes considérée s
comme les plus performantes : LSMYW, TLSMYW, SVD tronquée
MYW. Root-MUSIC, ESPRIT et le MLE. Pour les méthodes
géométriques, la dimension du sous-espace signal est fixée à 4 . L e
MLE est obtenu par minimisation de l'expression (61) à l'aide d e
l'algorithme d'optimisation Simplex [Neider, 1965] . La méthode





Les fréquences estimées fl et f2 sont obtenues à partir des 2 pôle s
les plus proches du cercle unité avec la contrainte d'être dan s
l'intervalle de résolution suivant :
[ fl -4.CRB(fi ) , f2 +4/CRB(f2 ) ] (70)
Les bornes de Cramér-Rao CRB(fi ) et CRB(f2 ) ont été calculée s
à chaque réalisation en fonction des paramètres du signal .
AIC(k) = —N(p — k) ln +k(2p — k) (67)
1=+ 1
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Les tableaux suivants résument les résultats obtenus à partir de
100 réalisations .
p=10
LSMYW ~ TLSMYW SVDMYW
ft , f2 E(70) 51 19 74
MSE(fl ) 1 .02 10 -5 7 .04 10 -6 1 .55 10- 5
MSE(f2 ) 2 .29 10 -5 3 .65 10 -5 2 .41 10-5
p = 2 0
LSMYW TLSMYW 1 SVDMYW
f,f2E(70) 16 12 93
MSE( fr) 4.60 10 -6 4 .03 10 -6 7 .08 10-6
MSE(f2 ) 1 .58 10 -5 2 .23 10 -5 1 .22 10 -5
Root-MUSIC ESPRITI l
MLE (p = l0) MLE (p = 20)
ft > f2 E (70 )
MSE(fl ) 1 .14 10-6 6 .67 10-6
MSE(f2 ) 2.29 10 -6 2 .41 10-5
Ces simulations mettent en évidence les points suivants :
• Résolution (. , f2 E (70) )
Les méthodes SVDMYW (p = 20) et ESPRIT sont les plus ré-
solvantes . On notera que ces 2 techniques utilisent une estimation
du sous-espace signal, éliminant ainsi partiellement le bruit . Dan s
une moindre mesure LSMYW (p = 10) donne de bons résultats .
L'estimateur du maximum de vraisemblance obtient des perfor-
mances indentiques à sa solution initiale LSMYW ce qui montre
l'importance de l'initialisation . L'algorithme Root-MUSIC (qu i
utilise une estimation du sous-espace bruit) atteint des perfor-
mances moyennes . Enfin, la méthode TLSMYW, très sensible au
bruit, est relativement inefficace .
• Précision de l'estimation (MSE)
Le MLE est sans conteste la méthode la plus efficace avec de s
erreurs jusqu'à dix fois plus faibles . Pour les méthodes LSMYW et
TLSMYW, la précision est améliorée lorsque l'ordre est augment é
mais au prix d'une nette dégradation de la résolution . Par contre ,
SVDMYW (p = 20) obtient à la fois une bonne précision et une
excellente résolution . Les algorithmes Root-MUSIC et ESPRIT
ont des résultats comparables et du même ordre que ceux de s
méthodes MYW (p = 10) .
•Tolérance au brui t
L'influence du bruit sur les méthodes LSMYW et TLSMYW est
clairement mise en évidence lorsque l'ordre passe de 10 à 20 .
Ce problème est cependant efficacement éliminé par la techniqu e
SVD tronquée à condition de connaître précisément le nombre d e
sinusoïdes .
Ces différents résultats ont été résumés dans le tableau suivant :
Résolution [ Précision Remarques
L Bonne Bonne Mise en oeuvre simpl e
T Faible Bonne Grande sensibilité au
bruit
S Excellente Très Bonne Détermination de l a
dimension du sous-espace
signal
R Moyenne Bonn e
E Très bonne Bonn e
M (*) Excellente (*) Performances liées à
la solution initiale
L : LSMYW T : TLSMYW S : SVD tronquée (MYW )
R : Root-MUSIC E : ESPRIT M : MLE
Ó. conclusion
L' objectif de cet article était de présenter les principales méthode s
paramétriques d'estimation des fréquences d'une somme de si-
nusoïdes bruitées. Il aurait été difficile de rassembler toutes le s
techniques qui ont pu être développées mais les principales ap-
proches sont décrites : méthodes de minimisation de l'erreur de
prédiction, méthodes basées sur les équations de Yule-Walker,
méthodes basées sur les moments d'ordres supérieurs, métho-
des géométriques, estimateurs dù maximum de vraisemblance
ainsi que les principaux estimateurs du nombre de sinusoïdes .
Dans cette description, nous avons fait apparaître les lim-
ites de certains algorithmes (TLSMYW et cumulants) . A par-
tir d'un signal test composé de deux sinusoïdes de fréquence s
très proches, nous avons analysé les performances des prin-
cipales méthodes en termes de résolution, de précision et de
sensibilité au bruit . La méthode SVD tronquée atteint une ex-
cellente résolution et une bonne précision . C'est aussi le ca s
de l'algorithme ESPRIT. Cependant, ces méthodes demanden t
une charge de calculs importante qui peut être incompatibl e
avec des applications temps réel . La méthode LSMYW, ob-
tient de bons résultats et présente l'avantage de pouvoir être
mise en oeuvre dans un traitement adaptatif. Concernant l e
maximum de vraisemblance, sa précision est excellente mais i l
requiert pour cela une initialisation performante .
Les auteurs tiennent à remercier les experts pour leur lecture
attentive et leurs remarques constructives .
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