For the full range of index 0 < p ≤ ∞, real weight α and real Sobolev order s, two types of weighted Fock-Sobolev spaces over C n , F p α,s and F p α,s , are introduced through fractional differentiation and through fractional integration, respectively. We show that they are the same with equivalent norms and, furthermore, that they are identified with the weighted Fock space F p α−sp,0 for the full range of parameters. So, the study on the weighted Fock-Sobolev spaces is reduced to that on the weighted Fock spaces. We describe explicitly the reproducing kernels for the weighted Fock spaces and then establish the boundedness of integral operators induced by the reproducing kernels. We also identify dual spaces, obtain complex interpolation result and characterize Carleson measures.
INTRODUCTION
The study of the Gaussian Sobolev-type spaces was initiated by the seminal work [13] in 1984 of P. -A. Meyer, who established a deep Sobolev-type inequality with respect to the Wiener measures by means of probabilistic methods. When the setting is specialized to the real n-space R n , P. -A. Meyer's inequality yields the Gaussian Riesz transform inequality (associated with the Ornstein-Uhlenbeck operator), describing the equivalence of the Gaussian L p -norms (1 < p < ∞) of a given function and its Gaussian Riesz transform. Earlier in 1969 B. Muckenhoupt [14] had already considered such an inequality by means of real analysis methods. After those two landmark papers, several other proofs were subsequently obtained in [9] , [10] , [16] , [17] and [21] . Later in [11] , [15] and [21] , P. -A. Meyer's Gaussian Riesz transform inequality was extended to higher-order settings. As a result, it follows that higher-order Sobolev Gaussian L p -norms (1 < p < ∞) of a given function is equivalent to those of its Ornstein-Uhlenbeck derivative of the corresponding order.
More recently, holomorphic Gaussian Sobolev spaces have been studied. B. C. Hall and W. Lewkeeratiyutkul [12] introduced holomorphic Gaussian Sobolev spaces by means of positive integer powers of Laplacian (over the general setting of the complexification of a connected compact Lie group), and showed that the Sobolev orders are converted into certain polynomial weights of even positive integer degrees and vice versa. S. Thangavelu [19] also studied more general (and similar) spaces associated to compact symmetric spaces. In the aforementioned two papers, because of the general setting they have taken, the spaces were restricted to the Hilbert space case and the approach were quite geometric. See also [7] , [8] and references therein for earlier related works in this direction.
Quite recently, Cho and Zhu [6] studied Sobolev spaces of positive integer order associated with the Fock spaces over the multi-dimensional complex spaces; see also [5] . Thanks to the purely analytic approach allowed by the specific setting of the Fock space, their spaces were extended to the case of 0 < p ≤ ∞. The purpose of the current paper is to extend the notion of such Fock-Sobolev spaces to the case of fractional orders allowed to be any real number. Most of our results, even when restricted to the case of positive integer orders, contain the results in [6] as special cases. We refer the reader to [20] and [24] for more recent and systematic treatment of both function theoretic and operator theoretic aspects of Fock spaces.
For the rest of the paper n is a fixed positive integer, reserved for the dimension of the underlying multi-dimensional complex space. We write dV for the volume measure on the complex n-space C n normalized so that C n e −|z| 2 dV (z) = 1. Also, we write z · w for the Hermitian inner product of z, w ∈ C n and let |z| = (z · z) 1 where z j denotes the j-th component of a typical point z ∈ C n so that z = (z 1 , . . . , z n ). It will turn out that polynomially growing/decaying weights quite naturally come into play in the study of our Fock-Sobolev spaces of fractional order. So, we first introduce such weighted Fock spaces. Given α real we put dV α (z) = dV (z) (1 + |z|) α .
(1.1)
Now, for 0 < p < ∞, we denote by L p α = L p α (C n ) the space of Lebesgue measurable functions ψ on C n such that the norm ψ L p α := C n ψ(z)e − 1 2 |z| 2 p dV α (z) 1/p is finite; here, we are abusing the term "norm" for 0 < p < 1 only for convenience. For p = ∞, we denote by L ∞ α = L ∞ α (C n ) the space of Lebesgue measurable functions ψ on C n such that the norm
is finite. Now, for α real and 0 < p ≤ ∞, we define F p α := L p α ∩ H(C n ) where H(C n ) denotes the class of entire functions on C n . Of course, we regard F p α as a subspace of L p α . The space F p α is closed in L p α and thus is a Banach space when 1 ≤ p ≤ ∞. In particular, F 2 α is a Hilbert space. Also, for 0 < p < 1, the space F p α is a complete metric space under the translation-invariant metric (f, g) → f − g p F p α ; see the remark at the end of Section 2. We write f F p α := f L p α for f ∈ H(C n ) in order to emphasize that f is holomorphic. Also, we write F p = F p 0 when α = 0. The space F p is often called under the various different names such as Fock space, Bargmann space, Segal-Bargmann space, and so on. We call it Fock space for no particular reason. Naturally we call the space F p α a weighted Fock space. We now introduce two different types of weighted Fock-Sobolev spaces of fractional order: one in terms of fractional differentiation operator R s and the other in terms of fractional integration operator R s . The precise definitions of R s and R s are given in Section 3. Given any real number α and s, the first type of weighted Fock-Sobolev space F p α,s is defined to be the space of all f ∈ H(C n ) such that R s f ∈ L p α . The second type of weighted Fock-Sobolev space F p α,s is defined similarly with R s in place of R s . The precise norms on these weighted Fock-Sobolev spaces are given in Section 3.
Our result (Theorem 4.2) shows that two notions of weighted Fock-Sobolev spaces coincide and that they can be realized as a weighted Fock space: for any α and s real, with equivalent norms. Section 4 is devoted to the proof of these characterizations. Note that the most natural definition of the weighted Fock-Sobolev space of positive integer order might be the one in terms of full derivatives. That turns out to be actually the case as a consequence of the first equalities in (1.3) and (1.4); see Corollary 4.4. For the unweighted case such a characterization in terms of full derivatives has been already noticed in [5] for p = 2 and [6] for general 0 < p < ∞. Also, the result (1.3) is quite reminiscent of what have been known for the weighted Bergman-Sobolev spaces A p α,s (B n ) over the unit ball B n of C n : A p α,s (B n ) = A p α−sp,0 (B n ) = A p 0,s−α/p (B n ) with equivalent norms. In this ball case, however, the weight (1−|z| 2 ) α is restricted to α > −1, the order s of fractional differentiation is restricted to s ≥ 0 and the index p is restricted to α − sp > −1; see [2] and [22] .
As key preliminary steps towards (1.3) and (1.4), we describe how the fractional differentiation/integration act on the weighted Fock spaces (Theorem 3.13). In the course of the proof we obtain integral representations for fractional differentiation/integration and use them to establish pointwise size estimates of the fractional derivative/integral of the well-known Fock kernel e z·w . These results are proved in Section 3.
Having characterizations (1.3) and (1.4), we may focus on weighted Fock spaces in order to study properties of weighted Fock-Sobolev spaces. As is easily seen in Section 4, the weighted Fock space F 2 α is a reproducing kernel Hilbert space. For example, the aforementioned Fock kernel is the reproducing kernel for the unweighted Fock space F 2 . We obtain an explicit descriptions (Theorem 4.5) of the reproducing kernels.
As applications we derive some fundamental properties of the weighted Fock-Sobolev spaces such as:
• Reproducing operator;
• Dual space;
• Complex interpolation;
• Carleson measure. These results are proved in Section 5.
Constants. In this paper we use the same letter C to denote various positive constants which may vary at each occurrence but do not depend on the essential parameters. Variables indicating the dependency of constants C will be often specified in parenthesis. For nonnegative quantities X and Y the notation X Y or Y X means X ≤ CY for some inessential constant C. Similarly, we write X ≈ Y if both X Y and Y X hold.
SOME BASIC PROPERTIES
In this section we observe two basic properties for the weighted Fock spaces. One is the growth estimate of weighted Fock functions and the other is the density of holomorphic polynomials. Lemma 2.1. Given a, t > 0 and α real, there is a constant C = C(a, t, α) > 0 such that
Proof. We first mention an elementary inequality
valid for any α real and z, w ∈ C n . To see this, note 1 + |z| ≤ 1 + |w| + |z − w| and therefore 1 + |z|
Let a, t > 0 and α be a real number. Let 0 < p < ∞ and f ∈ H(C n ). Fix z ∈ C n . We have by subharmonicity of the function
Note by (2.1)
Combining these observations, we conclude the asserted inequality.
In what follows we use the standard multi-index notation. Namely, given an n-tuple γ = (γ 1 , . . . , γ n ) of nonnegative integers, |γ| = n j=1 γ j and ∂ γ = ∂ γ 1 1 · · · ∂ γn n , etc., where ∂ j = ∂/∂z j . Proposition 2.2. Given 0 < p ≤ ∞, α real and a multi-index γ, there is a constant C = C(p, α, γ) > 0 such that
Proof. Fix α real and consider the case 0 < p < ∞. The case γ = 0 is an immediate consequence of Lemma 2.1 (with a = p/2). Let f ∈ H(C n ) and z ∈ C n . We may assume |z| ≥ 1. Given a multi-index γ, applying the Cauchy estimates on the ball with center z and radius 1/|z|, we have by the maximum modulus theorem and Lemma 2.1
we have e (|z|+1/|z|) 2 /2 = e (|z| 2 +2+1/|z| 2 )/2 ≈ e |z| 2 /2 and |z| |γ| (1 + |z| + 1/|z|)
Thus we conclude the asserted estimate for p finite.
When p = ∞, note that the case γ = 0 holds by definition of F ∞ α . So, we have the asserted estimate by the same argument. The proof is complete.
As one may quite naturally expect, holomorphic polynomials form a dense subset in any weighted Fock space with p finite. To see it we first note a basic fact:
as r → 1 − , which can be easily verified via an elementary change-of-variable and the dominated convergence theorem. Note that (2.2) does not extend to the case p = ∞. In conjunction with this observation, we introduce a subspace of F ∞ α that enjoys the property (2.2). Given
if and only if (2.2) with p = ∞ holds. Before proceeding, we recall the notion of the homogeneous expansion. Namely, note that a function f ∈ H(C n ) admits a series expansion of the form
where each f k ∈ H(C n ) is a polynomial of degree k. This can be obtained by grouping terms of the same degree in the Taylor series expansion of f at the origin; see [18, Section 1.5].
Proposition 2.3. Given α real, the set of all holomorphic polynomials is dense in F ∞,0 α and F p α for any 0 < p < ∞.
Proof. We modify the proof of [24, Proposition 2.9] where the one-variable version of the unweighted case is treated. Fix α real. We first consider the case 0 < p < ∞. Let f ∈ F p α . By (2.2) it suffices to show that the homogeneous expansion of f r converges in F p α for each 0 < r < 1. Namely, using the homogeneous expansion (2.4), it is enough to prove
as N → ∞.
In order to establish (2.5) we need to estimate the size of Taylor coefficients and the norms of monomials. To estimate the size of Taylor coefficients, we note for a given multi-index ν by the Cauchy integral formula over the unit polydisk
for any t = (t 1 , . . . , t n ) where t j > 0 if ν j > 0 and t j = 0 otherwise. Since |(t 1 ζ 1 , . . . , t n ζ n )| = |t|, the above and Proposition 2.2 yield
So, choosing t j = √ ν j when ν j > 0, we have
for |ν| large where ν − ν j 2 j is understood to be 1 when ν j = 0. To estimate the norms of monomials, we note
to see this one may easily modify the proof of [22, Lemma 1.11] where the case p = 2 is proved. Thus, integrating in polar coordinates, we obtain
So far, we have
for |ν| large. Since
by Stirling's formula, we obtain from (2.7)
as N → ∞. This completes the proof of (2.5) and thus the proof for the case 0 < p < ∞. Now, we consider the case p = ∞. We claim that there is a constant C = C(α) > 0 such that
for all multi-indices ν and f ∈ F ∞ α . With this granted, we see that (2.5) with p = ∞ remains valid for f ∈ F ∞ α and hence deduce from (2.2) (with p = ∞ valid for functions in F ∞,0 α ) that holomorphic polynomials forms a dense subset in F ∞,0 α .
It remains to show (2.11 ). Let f ∈ F ∞ α . Note by a trivial modification of the proof of (2.6)
for |ν| large. On the other hand, since
, an elementary calculation yields
for |ν| large. It follows that
as |ν| → ∞. So, (2.11) holds, as required. The proof is complete.
We now close the section with the following remark for 0 < p ≤ ∞ and α real.
Remark.
(1) As a consequence of Proposition 2.2 we see that the convergence in the weighted Fock spaces implies the uniform convergence on compact sets. Accordingly, the space F p α is closed in L p α . (2) When p < ∞, in addition to Proposition 2.2, we also have
for any multi-index γ and f ∈ F p α . This can be easily verified by Proposition 2.2 and (2.2).
(3) We mention an estimate to be used later. Given a nonnegative integer m, there is a constant C = C(p, α, m) > 0 such that
for f ∈ F p α where f m is the Taylor polynomial of f degree m. To see this one may apply Proposition 2.2 together with Taylor's formula.
FRACTIONAL DIFFERENTIATION/INTEGRATION
In this section we define the fractional differentiation/integration and then show how they act on the weighted Fock spaces.
Given s real and f ∈ H(C n ) with homogeneous expansion (2.4), we define the fractional derivative D s f of order s as follows:
We remark that our definition of D s f is slightly different from the usual ones on the unit ball which is defined as k s f k or (n + k) s f k , but they are asymptotically the same in the sense that Γ(n+s+k) Γ(n+k) ∼ k s ∼ (n + k) s as k → ∞ by Stirling's formula.
Next, we define the fractional integral I s f of order s as follows:
It is elementary to check that the series above converge uniformly on compact sets and thus D s f and I s f are again entire functions. Note that D s is essentially the inverse operator of I s , and vice versa. We first establish pointwise size estimates for the fractional derivatives/integrals of the Fock kernel given by K w (z) = K(z, w) := e z·w for z, w ∈ C n . As is well known, this Fock kernel has the reproducing kernel for the space F 2 (C n ). Namely, For an integer k ≥ 0, we denote by e k the k-th "truncated" exponential function given by
It is easy to check that
5)
which immediately yields a useful inequality
for x > 0.
We now proceed to estimate the fractional derivatives of the Fock kernel. We begin with the integral representation for the fractional derivatives. In what follows ∂ t := ∂ ∂t . Lemma 3.1. Let s > 0 and put s = m + r where m is a nonnegative integer and 0 ≤ r < 1. Then the following identities hold for f ∈ H(C n ) and z ∈ C n :
if n = 1 and r = 0
Proof. We provide a proof for D s ; the proof for D −s is simpler. Using the homogeneous expansion of an entire function, we only need to prove the integral representation for homogeneous polynomials. So, assume that f is a homogeneous polynomial of degree k in the rest of the proof. Fix z ∈ C n . When n + r − 1 + k > 0, note
So, multiplying both sides by (1 − t) −r /Γ(1 − r) and then integrating, we obtain
This completes the proof for the case when n ≥ 2 or 0 < r < 1, because n+r−1+ k > 0 for all k ≥ 0. The case when n = 1 and r = 0 is treated similarly, because the above integral representation remains valid for all k ≥ 1 and D m 1 = m!. The proof is complete.
Given δ > 0, put
is the angle between z and w identified as real vectors in R 2n so that Re (z · w) = |z||w| cos θ(z, w). Also, given > 0, put
for z, w ∈ C n where χ denotes the characteristic function of the set specified in the subscript. With these notation we have the following pointwise size estimate for the fractional derivatives of the Fock kernel. 
Proof. Fix 0 < < 1 and s > 0. Put s = m + r where m is a nonnegative integer and 0 ≤ r < 1. Given z, w ∈ C n , put λ = z · w and x = Re λ for short. First, we estimate |D s K w (z)|. Our proof is based on the integral representation given in Lemma 3.1. We provide details only for the case when n ≥ 2 or 0 < r < 1; the remaining case is treated similarly. Since ∂ m+1 t [t n+s−1 e tλ ] is equal to e tλ times a linear combination of t n+j+r−2 λ j with j = 0, 1, . . . , m + 1, we have by Lemma 3.1
So, in case x ≤ 1, we have by (3.9)
which implies the asserted estimate. Now, assume x > 1. The first term of the sum in (3.9) is easily seen to be dominated by some constant times e x . Meanwhile, the other terms are all dominated by some constant times
Note that the integral in the right-hand side of the above is bounded by
It is easily seen from (3.10) that the required estimate holds when
. Note x ≤ |z||w| cos δ for such w. We thus have by our choice of δ This, together with (3.10), yields the asserted estimate for x > 1. This completes the proof for the case s > 0.
Next, we estimate |D −s K w (z)|. In this case we have by Lemma 3.1
Thus we obtain by (3.6)
Note from (3.5) that |e m (tx)| (t|x|) m+1 when x stays bounded above. So, in case x ≤ 2, we have
which implies the asserted estimate. Now, assume x > 2. Note e m (tx) > 0. Denoting by I the integral in the right-hand side of (3.12), we claim
for some constant C > 0 independent of x. In order to prove this claim, we write I as the sum of three pieces I 1 , I 2 and I 3 defined by
and show that each of these pieces satisfies the desired estimate. For the first integral, we note from (3.7) that e m (tx) < (tx) m+1 e for 0 < t < 1/x. Thus we have
For the second integral, we note from the definition of e m that e m (tx) < e tx < e for 0 < t < 1/2. Thus we have
For the third integral, we have
Combining these observations together, we obtain I x m+1 + x s e x 2 + x −s e x for all x, which implies (3.13). Now, having (3.13), we see from (3.12) that
Form this it is easily verified that the asserted estimate for |D −s K w (z)| holds for w ∈ A δ (z), as in the case of |D s K w (z)|. Also, for w ∈ A δ (z), we have as in the argument of (3.11)
which implies the asserted estimate. The proof is complete.
We now estimate the fractional integrals of the Fock kernel. For that purpose we need a couple of lemmas. First, we observe that the fractional integrals also admit integral representations, as in the case of the fractional derivatives. 
Proof. We prove the second part; the proof for the first part is simpler. Let f ∈ H(C n ). As in the proof of Lemma 3.1, we may assume that f is a homogeneous polynomial, say, of degree k. We may further assume k ≥ m + 1 so that f + s = f to avoid triviality. Now, for z ∈ C n , since
as required. The proof is complete.
Next, we need the following information on the derivatives of the truncated exponential functions. Proof. Fix a real number a and an integer m ≥ 1. Let λ ∈ C with x := Re λ > 0. Since e k = e k−1 for integers k ≥ 0 where e −1 is the original exponential function, we see that ∂ m+1 t [t a e m (tλ)] is equal to a linear combination of t a−j λ m+1−j e j−1 (tλ) with j = 0, 1, . . . , m + 1. We thus have by (3.6) and (3.7)
We are now ready to prove the following pointwise size estimate for the fractional integrals of the Fock kernel. 
Proof. Fix 0 < < 1 and s > 0. Put s = m + r where m is a nonnegative integer and 0 ≤ r < 1. Given z, w ∈ C n , we continue using the notation introduced in the proof of Proposition 3.2. So, λ = z · w and x = Re λ. Also, δ ∈ (0, π/2) is chosen so that 2 cos δ = .
First, we estimate |I s K w (z)|. We have by Lemma 3.3
Note that the right-hand side of the above stays bounded for
for x > 1. Now, slightly modifying the argument for the estimate of |D −s K w (z)| in the proof of Proposition 3.2, we see that the asserted estimate holds. Next, we estimate |I −s K w (z)|. Note (K w ) + s (tz) = e m (tλ). Thus we have by Lemmas 3.3 and 3.4
Thus we have
Thus, slightly modifying the argument for the estimate of |D s K w (z)| in the proof of Proposition 3.2, we see that the asserted estimate holds. The proof is complete.
Having seen Propositions 3.2 and 3.5, we now turn to the L p -integral estimates, with respect to weighted Gaussian measures, for the functions Λ ,δ . Note
for any δ, > 0. So, we consider L p -integrals of each term in the right-hand-side of the above separately. First, for the first term of (3.15), we have the following integral estimate.
Lemma 3.6. Given 0 < p, a < ∞ and α real, there is a constant C = C(p, a, α) > 0 such that
Proof. Let 0 < p, a < ∞ and α be a real number. Given z, w ∈ C n , note
Also, note by (2.1)
It follows that the integral under consideration is dominated by some constant times e p 2 4a |z| 2
Now, since the integral above is finite, we conclude the lemma.
Next, for the second term of (3.15), we have the following integral estimate.
Proof. Let 0 < p, a, < ∞ and α be a real number. Given z ∈ C n , denote by I(z) the integral under consideration. Note
an integration in polar coordinates yields
Meanwhile, since |w| − p |z|/2a ≥ |w|/2 for |w| > p |z|/a, we have for the second integral
Combining these observations together, we conclude the lemma. Now, as an immediate consequence of (3.15), Lemmas 3.6 and 3.7, we have the next estimate for the L p -integrals of Λ ,δ against weighted Gaussian measures, when restricted to 0 < < 1. The next estimate turns out to be enough for our purpose, although it is derived from the very rough inequality (3.15) .
We now proceed to investigating how the fractional differentiation/integration acts on the weighted Fock spaces.
To handle the case 1 ≤ p < ∞ and for other purpose later, we introduce an auxiliary class of integral operators. Fix 0 < < 1 and δ > 0. Given s real, we consider an integral operator L s = L s, ,δ defined by
for ψ which makes the above integral well-defined.
Proposition 3.9. Given s real, the operator L s is bounded on L p α for any 1 ≤ p ≤ ∞ and α real.
Proof. Fix a real number α. We first consider the case s = 0. Put Λ := Λ ,δ for short. By Fubini's theorem we have
Since the inner integral of the above is dominated by some constant times e 1 2 |w| 2 (1 + |w|) −α by Proposition 3.8, we see that L 0 is bounded on L 1 α . Next, we have again by Proposition 3.8
This completes the proof for s = 0. Now, we consider general s. Note
Thus, for 1 ≤ p < ∞, we see that L s is bounded on L p α by the boundedness of L 0 on L p α−ps . Also, we see that L s is bounded on L ∞ α by the boundedness of L 0 on L p α−s . The proof is complete.
The following Jensen-type inequality is needed to handle the case 0 < p ≤ 1.
Proof. Let 0 < p ≤ 1, a > 0 and α be a real number. Let f ∈ H(C n ). By Lemma 2.1 there is a constant C = C(p, a, α) > 0
for z ∈ C n . Now, integrating both sides of the above against the measure dV (z), we conclude the proposition.
Given 0 < p < ∞ and α real, it is not hard to see via the subharmonicity and the maximum modulus theorem that sup |w|≤1 |f (w)| is dominated by some constant times f F p α for any f ∈ F p α . This property extends to arbitrary fractional derivatives as in the next lemma. 
We provide a proof only for D s ; the proof for I s is similar. Let 0 < p < ∞ and s, α be real numbers. By Proposition 2.3 it is sufficient to consider only holomorphic polynomials. So, fix an arbitrary holomorphic polynomial f . Applying D s to (3.3), we have
and thus
for z ∈ C n . We now consider the cases 0 < p < 1 and 1 ≤ p < ∞ separately. Assume 0 < p < 1. Applying Proposition 3.10 to the holomorphic function f (w)D s K w (z) with z fixed, we obtain from (3.17 ) 
for |z| ≤ 1. Thus, applying Jensen's inequality with respect to the finite measure dµ(w) := (1 + |w|) s e − |w| 2 2 +|w| dV (w), we obtain
for |z| ≤ 1. This completes the proof.
Lemma 3.12. Given α real and a, b > 0, there is a constant C = C(α, a, b) > 0 such that
for z ∈ C n .
Proof. Denote by I(z) the integral in question. Since I(z) stays bounded for |z| ≤ 1, we may assume |z| ≥ 1.
Decompose I(z) into two pieces
The first integral is easily treated, because I 1 (z)
if α ≥ 0 and
Thus the required estimate holds. The proof is complete.
We are now ready to prove that each fractional differentiation/integration on a weighted Fock space amounts to increasing the weight as in the next theorem. Proof. Fix real numbers s and α. We consider two cases 0 < p < ∞ and p = ∞ separately.
The case 0 < p < ∞: We provide a proof only for D s ; the proof for I −s is similar (with the help of Proposition 3.5 instead of Proposition 3.2 in this case). By Proposition 2.3 and Lemma 3.11, it suffices to produce a constant C = C(p, s, α) > 0 such that
for holomorphic polynomials f . So, fix an arbitrary holomorphic polynomial f and let Λ = Λ ,δ be the function provided by Proposition 3.2 with 0 < < 1 fixed.
We now consider the cases 0 < p ≤ 1 and 1 < p < ∞ separately. Assume 0 < p ≤ 1. In this case we have (3.18) . Let I(z) be the integral defined in (3.18) and decompose
For the first term, we have by (3.19) and Lemma 3.11 (with s = 0)
Meanwhile, note by Proposition 3.2
Since (1 + |z||w|) ≈ (1 + |z|)(1 + |w|) for |z| ≥ 1 and |w| ≥ 1, the above yields
Combining these observations, we have so far
which, together with (3.21), yields
Note that the last integral is equal to
which, in turn, is dominated by some constant times The case p = ∞: In this case we assume s > 0 and provide proofs for D s and I −s ; the proofs for other cases are simpler and the argument below can be easily modified. Write s = m + r where m is a nonnegative integer and 0 ≤ r < 1. Let f ∈ F ∞ α . First, we consider D s . Assume either n ≥ 2 or 0 < r < 1. Given 0 ≤ t ≤ 1 and z ∈ C n , note
for some coefficients c mj . Thus we have by Proposition 2.2 
Now, assume n = 1 and r = 0. Choosing coefficients a m such that (k+m)!
and hence
for all z ∈ C. Thus we have the desired estimate by Proposition 2.2. This completes the proof for D s . Now, we consider I −s . As in (3.22), we note
for 0 ≤ t ≤ 1 and z ∈ C n . In order to estimate the size of the sum in the right-hand side of the above, we first note by Taylor's formula
This, together with Proposition 2.2 and Lemma 3.12 (with b = m + 1), yields
Now, as in the proof for D s , we obtain by Lemmas 3.3 and 3.12
The proof is complete.
Note that fractional derivatives and integrals of holomorphic polynomials are again holomorphic polynomials. Thus, as a consequence of Proposition 2.3 and Theorem 3.13, we also see that the operators
are bounded for any α, s real.
WEIGHTED FOCK-SOBOLEV SPACES
In this section we introduce two types of weighted Fock-Sobolev spaces, one in terms of R s and the other in terms of R s . We first identify those spaces with the weighted Fock spaces. Then we describe explicitly the reproducing kernels.
Based on two notions of fractional differentiation/integration given in the previous section, we now introduce two different types of fractional radial differentiation/integration operators. For any s real, we define the fractional radial differentiation/integration operators R s and R s by
and
for f ∈ H(C n ). The weight factor (1 + |z|) −s may look peculiar at first glance, but it plays an important normalization role in C n . In fact such a weight factor can be ignored on a bounded domain like the unit ball, as far as the growth behavior near boundary is concerned. For 0 < p ≤ ∞ and real numbers α and s, we define the weighted Fock-Sobolev space F p α,s to be the space of all f ∈ H(C n ) such that R s f ∈ L p α where L p α is the space introduced in the Introduction. We define the norm of f ∈ F p α,s by
Similarly, the other type of weighted Fock-Sobolev F p α,s is defined to be the space of all f ∈ H(C n ) such that R s f ∈ L p α whose norm is given by
Recall that f − s is the Taylor polynomial of f of degree less than or equal to |s|. In conjunction with these definitions we note for any parameters p, α and s
for f ∈ H(C n ) with convention F p α+ps = F ∞ α+s for p = ∞. Lemma 4.1. Given 0 < p ≤ ∞, real numbers α, β, s and a positive integer m, there is a constant C = C(p, m, α, β, s) > 0 such that
Let 0 < p ≤ ∞ and α, β, s be real numbers. Let m be a positive integer. First, we note that there is a constant
for all f ∈ H(C n ) by the Cauchy estimate. Now, given f ∈ F p β , we see from the definition of D s and I s that
for some constant C(s, |γ|) > 0 and thus
by (4.4) and Lemma 3.11. Accordingly, we have
as asserted. The proof is complete.
Two types of weighted Fock-Sobolev spaces with the same parameters turn out to be exactly the same, which is not too surprising in view of their definitions. More interesting is the fact that they can be identified with suitable weighted Fock spaces, as in the next theorem. Proof. We need to prove that there is a constant C = C(p, α, s) > 0 such that
for both X = F p α,s and X = F p α,s . Note that the second inequality of the above follows from Lemma 4.1 and Theorem 3.13.
We provide a proof of the first inequality for X = F p α,s ; the proof for X = F p α,s is similar. Let f ∈ H(C n ). First, assume s > 0. Thus, using the relation I s D s f = f , we have by Theorem 3.13 and (4.3) 
This completes the proof.
We now mention a couple of consequences of Theorem 4.2. First, we have the following parameter relation to induce the same weighted Fock-Sobolev space. Corollary 4.3. Let 0 < p < ∞ and s j , α j be real numbers for j = 1, 2. Then the following statements hold:
Next, we observe that the most natural definition of the weighted Fock-Sobolev spaces of positive integer order in terms of full derivatives is actually the same as the one given by fractional derivatives. 
Proof. Let m be a positive integer. Fix f ∈ H(C n ). Note that the several-variable version of (3.23) with z ∂ ∂z replaced by n j=0 z j ∂ j remains valid if coefficients are appropriately adjusted. Thus we have
for z ∈ C n . This yields the first inequality of the corollary. For the second inequality, we note that, given a multi-index γ, there is a constant C γ > 0 such that 
Since f L p α−2mp ≈ f F p α,m by Theorem 4.2, this completes the proof.
We now proceed to the reproducing kernels for the weighted Fock-Sobolev spaces. With Theorem 4.2 granted, we may focus on the weighted Fock spaces. The inner product on F 2 α , inherited from L 2 α , is given by
However, this inner product has some disadvantage in the sense that it is not easy to find reproducing kernels explicitly. We introduce below a modified inner product (4.6), still inducing equivalent norms, which enables us to represent the weighted Fock space kernel explicitly. It turns out that the measure
is an appropriate replacement of dV α (z) to find an explicit formula for the kernel. A trouble in this case is that |z| −α is not locally integrable near the origin when α ≥ 2n and hence some adjustment is required. To do so we introduce the notation
for any α real, whenever the integral is well defined. Now we define an inner product , α on F 2 α by
for f, g ∈ F 2 α . We note from orthogonality of holomorphic monomials that, when α ≥ 2n,
for functions f with vanishing derivatives up to order α at the origin. It is not hard to check that (4.6) induces an equivalent norm on F 2 α in case α < 2n. Also, one may check by (4.4) and Lemma 4.1 that (4.6) induces an equivalent norm on F 2 α in case α ≥ 2n. So, for the rest of the paper, we will consider F 2 α as a Hilbert space endowed with the inner product , α . Also, we write f α = f, f α for f ∈ F 2 α . Note by Proposition 2.2 that each point evaluation is a bounded linear functional on F 2 α . So, to each z ∈ C n there corresponds the reproducing kernel K α z such that
for f ∈ F 2 α . By Proposition 2.3 holomorphic monomials span a dense subset of F 2 α . Also, note that holomorphic monomials are mutually orthogonal in F 2 α .
Accordingly, the set {z γ / z γ α } γ of normalized monomials form an orthonormal basis for F 2 α . So, using the well-known formula
where {φ γ } is any orthonormal basis for F 2 α , we have
(4.8)
By means of this formula, it turns out that the major part of the reproducing kernels are fractional integrals of the Fock kernel, as in the next theorem. For a more explicit formula when α is an even negative integer, see [5] or [6] .
Theorem 4.5. Let α be a real number. Then
where the error term E α (z, w) is the polynomial in z · w given by
for z, w ∈ C n .
Proof. We consider the cases α < 2n and α ≥ 2n separately. First, consider the case α < 2n. In this case an elementary computation yields
for each multi-index γ. Thus, given z, w ∈ C n , a little manipulation with (4.8) yields
which is the formula for α ≤ 0. For 0 < α < 2n one may decompose the above sum into k>α/2 + k≤α/2 to verify the formula. Next, consider the case α ≥ 2n. In this case (4.9) is still valid for |γ| > α/2. Meanwhile, note
Consequently, given z, w ∈ C n , we have
, as asserted. This completes the proof. By Theorem 4.5 and Proposition 3.5, we have the following estimate for the reproducing kernels. 
Note |K α (z, w)|
(1 + |z||w|) α/2 e |z||w| by Corollary 4.6. Thus, an application of the Cauchy estimates on the ball with center z and radius 1/|w| yields the following consequence. Theorem 4.5 yields another consequence concerning the growth rate of the norms of the reproducing kernels. In fact, applying Corollary 4.6 and Proposition 3.8, one may verify that, given 0 < p, a < ∞ and α, β real, there is a constant C = C(p, a, α, β) > 0 such that
for z ∈ C n . This immediately yields the first part of the next proposition. Recall that F ∞,0 α denotes the closed subspace of F ∞ α defined by the condition (2.3). Proposition 4.8. Let 0 < p ≤ ∞ and α, β be real numbers. Then there is a constant C = C(p, α, β) > 0 such that the following estimates hold for all w ∈ C n :
(1) For 0 < p < ∞,
(1 + |w|) α/p−β ;
(2) For p = ∞, K β w ∈ F ∞,0
Proof. We only need to prove (2) . We have K β w ∈ F ∞,0 α for all w ∈ C n by Corollary 4.7. For the norm estimate, setting
we need to show sup z,w∈C n I(z, w) < ∞. 
for all z, w ∈ C n .
To estimate the right hand side of (4.13), we consider two cases β > 0 and β ≤ 0 separately. When β > 0, using the inequality (1 + |z||w|) ≤ (1 + |z|)(1 + |w|), we have by (4.13) and (2.1)
the constants suppressed here are independent of z, w. This yields (4.12) for β > 0. Now, let β ≤ 0. When |z| ≥ |w|, we have 1 + |z||w| ≥ 1 + |w| 2 ≥ (1 + |w|) 2 /2 and thus
Similarly, when |z| ≤ |w|, we have
So, as in the case of β > 0, we conclude (4.12) for β ≤ 0. The proof is complete.
We now close the section by observing that a given reproducing kernel actually reproduces functions in any weighted Fock space.
So, we obtain (4.14). The proof is complete.
The holomorphic Gaussian Sobolev spaces (mentioned in the Introduction) considered by B. Hall, S. Thangavelu and others are closely related to the Laplace-Beltrami operator and the corresponding heat semigroup. In conjunction with this, we now close the section with the following remark.
Remark. As mentioned earlier, one may consider an alternative fractional differentiation/integration defined by One may check that B t f is the solution of the heat-type equation (∂ t + D)u = 0 on C n × (0, ∞) with initial data u(·, 0) = f on C n . Also, this semigroup plays important roles in the integral representations of the operator D s . Namely, for 0 < s < 1 and functions f ∈ H(C n ) with suitable growth condition at ∞, one may check that the fractional derivative D s f and the fractional integral D −s f are respectively given by
see [4] for analogues in the context of other type of Sobolev spaces. Using these integral representations, one may naturally expect results similar to those obtained in this section for the corresponding Sobolev spaces. These will be the subject of forthcoming articles by one of the current authors.
APPLICATIONS
In this section we apply the results obtained in earlier sections to derive some basic properties of the Fock-Sobolev spaces such as projections, dual spaces, complex interpolation spaces and Carleson measures. Those were first studied by Cho and Zhu [6] when the Sobolev order is a positive integer. Here, we extend their results to an arbitrary order. In fact our results, even when restricted to an order of positive integer, contain their results as special cases (except for Carleson measures). For the extension to an arbitrary order, note that Theorem 4.2 allows us to focus on the weighted Fock spaces throughout the section.
In addition to the results we have established so far, we need some additional technical preliminaries. We begin with by recalling the reproducing property f (z) = (f, K α z ) α for α < 2n and for any weighted Fock-function f . Also, introducing the truncated kernel
, we have by (4.7) the reproducing property
and for any weighted Fock-function f . Motivated by these reproducing kernels, we first consider auxiliary integral operators S α and S + α defined by recall that B n denotes the unit ball of C n .
Lemma 5.1. Given β real and 1 ≤ p ≤ ∞ the following statements hold:
We provide the details for α ≥ 2n. In case α < 2n, one may easily modify the proof below, because |w| −α is integrable near the origin.
Fix any real number β and let α ≥ 2n. Given any β real, we have by (2.13) and Proposition 4.8
for some constant C = C(α, β ) > 0. Thus, choosing β = α − β + 2n + 1, we have
This implies that S + α is bounded on L 1 β . Also, choosing β = α − β, we obtain
So, S + α is bounded on L ∞ β . In particular, S + α is bounded on L ∞ 0 . Thus, S + α is also bounded on L p β for any 1 < p < ∞ by the Stein interpolation theorem. The proof is complete.
Next, we introduce a class of auxiliary function spaces and a related integral operator. For r > 0, let Ω r := C n \ rB n . For 0 < p < ∞ and α real, we denote by L p,r α = L p,r α (Ω r ) the space of all Lebesgue measurable functions ψ on Ω r such that the norm Proof. Fix r > 0 and real numbers α, β. First, assume α > 0. Since (1+|z||w|) ≤ (1 + |z|)(1 + |w|), we have
Thus, denoting by ψ denotes the extension of ψ defined to be 0 on rB n , we obtain
where L α/2 is one of the operators considered in Proposition 3.9. Now, since ψ L p β ≈ ψ L p,r β , we conclude by Proposition 3.9 that T r α : L p,r β → L p β is bounded for any 1 ≤ p ≤ ∞.
Next, assume α ≤ 0. In this case, note 1 + |z||w| ≈ |z||w| ≈ (1 + |z|)(1 + |w|) for z, w ∈ Ω r . Thus, the argument above shows that (5.4) remains valid for z ∈ Ω r . On the other hand, note Λ(z, w) ≤ 2e |z||w| ≤ 2e r|w| for z ∈ rB n . Also, note e r|w| belongs to L q,r s for any s real and 1 ≤ q ≤ ∞. Thus, given 1 ≤ p ≤ ∞, we have by Hölder's inequality This implies as before that T r α : L p,r β → L p β is bounded. The proof is complete.
5.1.
Reproducing operator. Assume α ≥ 2n for a moment. Let H α (C n ) be the class of all entire
which is regraded as a closed subspace of F p β . Note from (5.1) that K α,+ z is the reproducing kernel at z for the spaces F p,α+ β under the pairing ( , ) α . We now introduce integral operators induced by the reproducing kernels. Namely, we define (1) If α < 2n, then Q α : L p β → L p β is bounded and P α :
Proof. We provide the details for (2); the proof for (1) is similar. Fix β and
it is easily seen that K α,+ z (w) satisfies the same growth estimate given for the original kernel in Corollaries 4.6. Thus we have
where ψ is the restriction of ψ to Ω 1 . Since ψ L In connection with the reproducing operators considered above, one may naturally consider the integral operators on the spaces L p,r α induced by the reproducing kernel. More explicitly, given α real and r > 0, the integral pairing gives rise to an integral operator P r α ψ(z) := [ψ, K α z ] r α . When α < 2n, note that P α is formally the limiting operator of P r α as r → 0 + . So, in view of Theorem 5.3, one may expect, especially when r is small, some useful property for those operators. Such an intuition is formulated in the next theorem, which is one of the keys to our results on duality and complex interpolation later.
Theorem 5.4. Let 1 ≤ p ≤ ∞, r > 0 and α, β be real numbers. Then the operator P r α : L p,r β → F p β is bounded. Moreover, P r α : F p β → F p β is invertible for all r sufficiently small (depending on α, β and p).
Proof. Note |P r α ψ| T r α |ψ| by Corollary 4.6. Thus P r α : L p,r β → L p,r β is bounded by Lemma 5.2. Also, P r α takes L p,r β into H(C n ), as in the proof of Theorem 5.3. Thus the first part holds by (5.3) .
For the second part, we provide details only for the case α ≥ 0; the case α < 0 is similar and simpler. Let X α be the set of all holomorphic polynomials of degree at most α. Also, let Y p β,α be the closed subspace of F p β consisting of all functions with vanishing derivatives at the origin up to order α. Note that P r α maps a monomial to another monomial of the same multi-degree. Accordingly, P r α : Proof. Put s := (α + β)/2 for short. We provide details for the case s ≥ n; the case s < n is similar and simpler. Let f ∈ F p αp and g ∈ F q βq . Then we have by Hölder's inequality
. Consequently, we see that F q βq is continuously embedded into (F p αp ) * via the given pairing. Conversely, let ν be a bounded linear functional on F p αp . Pick any r > 0, say r = 1. Then, according to the Hahn-Banach extension theorem, ν can be extended (without increasing its norm) to a bounded linear functional on L 
as claimed. In the third equality of the above the applications of Fubini's theorem are justified by Proposition 3.5 and the boundedness of T 1 2s : L q,1 βq → L q βq (Lemma 5.2). The proof is complete.
For the duality when 0 < p ≤ 1, we need the following density property of the reproducing kernels.
Lemma 5.6. Given α and β real, the span of {K α w : w ∈ C n } is dense in F ∞,0 β and F p β for any 0 < p < ∞.
Proof. In the special case when α = β is a negative even integer, this is proved in [6, Lemma 17] . Following the idea of the proof of [6, Lemma 17], we introduce auxiliary Hilbert function spaces t F 2 0 := L 2 (e −t|z| 2 dV ) ∩ H(C n ) for t > 0. Note from Lemma 2.1 that there is a constant C = C(t) > 0 such that
for all f ∈ t F 2 0 . Fix any α real. Note that the kernel functions K α w are all contained in t F 2 0 by Corollary 4.7. We first show that the span of
for all w ∈ C n . Note from Theorem 4.5 that K α (w, z) is a series in w · z with nonzero coefficients. So, differentiating at the origin as many times as needed under the integral sign in the left hand side of the above, which is justified by Corollary 4.7, we see that f is orthogonal to all holomorphic monomials. Since holomorphic monomials span a dense subset of t F 2 0 , we conclude f = 0 and thus that the span of {K α w : w ∈ C n } is dense in t F 2 0 . Fix any β real and 0 < p ≤ ∞. Also, fix 0 < t < 1. Let g ∈ H(C n ) be an arbitrary polynomial. For any function h in the span of {K α w : w ∈ C n }, we have by (5.6) g − h F p β g − h tF 2 0 ; the constant suppressed here is independent of g and h. Since the span of {K α w : w ∈ C n } is dense in t F 2 0 , one can make the right hand side of the above arbitrarily small by choosing suitable h. Now, since the set of all holomorphic polynomials is dense in the space under consideration by Proposition 2.3, we conclude the lemma. Proof. Put s := (α + β)/2 again for short. As in the proof of Theorem 5.5, we provide details only for the case s ≥ n. Let f ∈ F p αp and g ∈ F ∞ β . We have by Hölder's inequality and Proposition 3.10
On the other hand, we have
By (2.13) the first term of the above is dominated by some constant times f F p αp g F ∞ β . The integral in the second term is comparable to
the last estimate comes from Proposition 3.10. Thus we obtain 
By a direct computation via Sterling's formula one can check
Using the inequality |z · w| ≤ |z||w| and the above estimate, one can see that the series (5.9) converges in the norm topology of F p αp whenever w is restricted to a compact subset of C n . Thus the series k>s Γ(n + k) Γ(n + k − s) ν (·) · w k k! converges uniformly on compacta, which clearly implies that g is entire. In addition, since |g(w)| ≤ ν K 2s w F p αp by the boundedness of ν on F p αp , we have by
ν . We also have by the reproducing property
Since this is true for all w ∈ C n , we conclude ν = · , g 2s by Lemma 5.6. This completes the proof. for all w. We now proceed to show
for some constant C > 0 independent of ν and g. For f ∈ F ∞ β and 0 < r < 1, let f r be the dilated function z → f (rz). Then f r ∈ F ∞,0
for all 0 < r < 1. Thus, defining ν r (f ) := ν(f r ), we see that ν r ∈ (F ∞ β ) * with ν r ≤ r −|β| ν . Note from (5.10) that g r ∈ F 1 α . Also, note (K s w ) r = K s rw . Thus we have the constant suppressed here is independent of ψ and r. Since ψ ∈ C c (Ω 1 ) is arbitrary, this, together with (5.3), yields g r 2 F 1 α ≈ g r 2 L 1,1 α ≤ Cr −2|β| ν for some constant C > 0 independent of r. So, we conclude (5.11) by Fatou's lemma. Finally, since g ∈ F 1 α , one may verify ν = · , g s , as before. This completes the proof.
As an immediate consequence of Theorems 4.2, 5.5 and 5.7, we obtain the following duality for the Fock-Sobolev spaces.
Corollary 5.9. Let s, t, α, β be real numbers. Then the following dualities hold with equivalent norms: 
Complex interpolation.
We briefly recall the notion of the complex interpolation. Let X 0 and X 1 be Banach spaces both continuously imbedded in a Hausdorff topological vector space. The space X 0 + X 1 is a Banach space with the standard norm. Writing S for the open strip consisting of complex numbers with real parts between 0 and 1, we denote by F (X 0 , X 1 ) the class of all functions Φ : S → X 0 + X 1 satisfying the following properties:
(a) Φ is holomorphic on S; (b) Φ is continuous and bounded S; (c) For j = 0, 1 the map x → Φ(j + ix) is continuous from R into X j .
Equipped with the norm
the space F (X 0 , X 1 ) is a Banach space. For 0 ≤ θ ≤ 1, define [X 0 , X 1 ] θ to be the space of all u = Φ(θ) for some Φ ∈ F (X 0 , X 1 ). The norm u θ := inf{ Φ F : u = Φ(θ), Φ ∈ F (X 0 , X 1 )} turns [X 0 , X 1 ] θ into a Banach space. As is well known, [X 0 , X 1 ] θ is an interpolation space between X 0 and X 1 . For details we refer to [23, Chapter 2] .
We also recall the well-known result concerning the complex interpolation of weighted L p -spaces. Recall that, given 1 ≤ p ≤ ∞ and a positive weight ω on C n , the ω-weighted Lebesgue space L p ω = L p ω (dV ) is the space consisting of all Lebesgue measurable functions ψ on C n such that ψω ∈ L p (dV ). The norm of ψ ∈ L p ω is given by ψ L p ω := ψω L p (dV ) . For example, for the weight function defined by ω r (z) = e 1 2 |z| 2 |z| −α for |z| ≥ r and ω r (z) = 0 for |z| < r, we have L p ωr = L p,r αp for 1 ≤ p < ∞ but L ∞ ωr = L ∞,r α . In the next lemma, which is a special case of the Stein interpolation theorem, the notation L p,r αp with p = ∞ stands for L ∞,r α . In the next theorem we use the notation F p αp with p = ∞ for the space F ∞ α for a unified statement.
Theorem 5.11. Let α 0 , α 1 be real numbers and 1 ≤ p 0 ≤ p 1 ≤ ∞. Let 0 ≤ θ ≤ 1. Then
with equivalent norms where p and α are as in (5.14) .
Proof. Using Theorem 5.4, fix an r > 0 sufficiently small so that P r α : F p α → F p α is invertible. We see from (5.3), Lemma 5.10 and the definition of complex interpolation that [F p 0 α 0 p 0 , F p 1 α 1 p 1 ] θ is continuously embedded into F p α . Conversely, let f ∈ F p α and pick g ∈ F p α such that P r α g = f . By Lemma 5.10 we can pick some function Φ ∈ F (L p 0 ,r α 0 p 0 , L p 1 ,r α 1 p 1 ) and a constant C > 0 such that Φ(θ) = g and we see that Ψ ∈ F (F p 0 α 0 p 0 , F p 1 α 1 p 1 ). Moreover, we have Ψ(θ) = P r α [Φ(θ)] = P r α g = f . So, we have f ∈ [F p 0 α 0 p 0 , F p 1 α 1 p 1 ] θ with f θ f F p αp . Thus we conclude that F p α is continuously embedded into [F p 0 α 0 p 0 , F p 1 α 1 p 1 ] θ . The proof is complete.
As a consequence of Theorems 4.2 and 5.11, we obtain the following complex interpolation for the Fock-Sobolev spaces. In the next corollary we also use the notation F p αp,s with p = ∞ for the space F ∞ α,s for a unified statement. for every bounded sequence {f j } in F p α that converges to 0 uniformly on compact subsets of C n .
In what follows B(z, r) denotes the Euclidean ball centered at z ∈ C n with radius r > 0.
Theorem 5.13. Let 0 < p < ∞, r > 0, and α be a real number. Let µ be a locally finite positive Borel measure on C n . Then the following statements hold:
(1) µ is a Carleson measure for 
