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ABSTRACT

Author: Wang, Yi. PhD
Institution: Purdue University
Degree Received: May 2018
Title: Low Speed Flap-bounding in Ornithopters and its Inspiration on the Energy Efficient
Flight of Quadrotors.
Major Professor: Xinyan Deng
Flap-bounding, a form of intermittent flight, is often exhibited by small birds over their entire
range of flight speeds. The purpose of flap-bounding is unclear during low to medium speed (2 8 m/s) flight from a mechanical-power perspective: aerodynamic models suggest continuous
flapping would require less power output and lower cost of transport. This thesis works towards
the understanding of the advantages of flap-bounding and tries to employ the underlining
principle to design quadrotor maneuver to improve power efficiency. To explore the functional
significance of flap-bounding at low speeds, I measured body trajectory and kinematics of wings
and tail of zebra finch (Taeniopygia guttata, N=2) during flights in a laboratory between two
perches. The flights consist of three phases: initial, descending and ascending. Zebra finch first
accelerated using continuous flapping, then descended, featuring intermittent bounds. The flight
was completed by ascending using nearly-continuous flapping. When exiting bounds in
descending phase, they achieved higher than pre-bound forward velocity by swinging body
forward similar to pendulum motion with conserved mechanical energy. Takeoffs of blackcapped chickadees (Poecile atricapillus, N=3) in the wild was recorded and I found similar
kinematics. Our modeling of power output indicates finch achieves higher velocity (13%) with
lower cost of transport (9%) when descending, compared with continuous flapping in previouslystudied pigeons. To apply the findings to the design of quadrotor motion, a mimicking maneuver
was developed that consisted of five phases: projectile drop, drop transition, pendulum swing,

xi
rise transition and projectile rise. The quadrotor outputs small amount (4 N) of thrust during
projectile drop phase and ramps up the thrust while increasing body pitch angle during the drop
transition phase until the thrust enables the quadrotor to advance in pendulum-like motion in the
pendulum swing phase. As the quadrotor reaches the symmetric point with respect to the vertical
axis of the pendulum motion, it engages in reducing the thrust and pitch angle during the rise
transition phase until the thrust is lowered to the same level as the beginning of the maneuver
and the body angle of attack minimized (0.2 deg) in the projectile rise phase. The trajectory of
the maneuver was optimized to yield minimum cost of transport. The quadrotor moves forward
by tracking the cycle of the optimized trajectory repeatedly. Due to the aggressive nature of the
maneuver, we developed new algorithms using onboard sensors to determine the estimated
position and attitude. By employing nonlinear controller, we showed that cost of transport of the
flap-bounding inspired maneuver is lower (28%) than conventional constant forward flight,
which makes it the preferable strategy in high speed flight (≥ 15 m/s).

1

1. INTRODUCTION

1.1

Biology Background Overview

Animal locomotion, by definition, is any of a variety of movements among animals that results
in progression from one place to another (Zug, 2017). Energy costs of flapping flight of birds are
one of the highest recorded in vertebrates (Rayner, 1985) and intrigued biologists strive to find
the behavioral traits that reduce the energy consumption of avian flight.

One category of interesting locomotion patterns is intermittent locomotion pattern. It is widely
observed in animals from water, e.g., penguin, flying fish, squid (Rayner, 1981; Blake, 1983),
and from air, e.g., zebra finch, European Starling, White Stork (Csicsáky, 1977; Tobalske, 1995;
Pennycuick, 1972). Intermittent flight, intermittent locomotion in birds, is exhibited in two forms:
flap-gliding (undulating) and flap-bounding. In flap-gliding, wing flapping phase alternates with
rest phase, during which the bird glides with wings stretching out and holding still (Rayner,
1985). Flap-bounding (Fig. 1.1) is characterized by flapping motions interspersed with bounding
motions in which the wings are held fixed against the body (Rayner, 1985; Tobalske, 2001).
Rounded, low-aspect ratio wings and relatively small mass are 7the common traits of flapbounding bird species (Tobalske, 1996, 2001). Marden suggested that lift per unit power output
(mass-specific power) decreases along the mass of the bird (Marden, 1994), which could explain
the upper size limit of species using flap-bounding.

Many mathematical models were developed to quantify the mechanical power of flap-bounding
flight (Rayner, 1977, 1985; Lighthill, 1977; Alexander, 1982; DeJong, 1983; Ward-Smith, 1984a,
b). Alexander proposed that the mean power of one cycle of flap-bounding flight is composed of
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three parts: power that moves the body through air, power that flaps the wing and power that
counters gravity. In furtherance of Alexander’s model, Rayner showed that flap-bounding is
more efficient than continuous flapping only when the flight speed is higher than maximum
range speed that is determined by drag/weight ratio.

Various models suggested that flap-bounding should consume less mechanical power in high
speed flight (Rayner, 1977, 1985; Ward-Smith, 1984a) while flap-gliding is more energy
efficient in low speed flight (Rayner, 1985; Ward-Smith, 1984b). However, birds are frequently
found to engage in flap-bounding even when the speed is lower than the maximum range speed
(Rayner, 1985; Tobalske, 1999). Two hypothesis were proposed to explain the discrepancy:
'fixed-gear' hypothesis and 'body-lift' hypothesis. Several papers proposed that fiber types of the
flight muscles of small birds are limited, which restricts the power output of the muscles to a
single, fixed level per wingbeat (Goldspink, 1977; Rayner, 1977, 1985; Ward-Smith, 1984b).
Moreover, varying wingbeat kinematics for birds that use flap-bounding are inefficient (Rayner,
1985). Due to these limits, the birds are predicted to use a fixed wingbeat 'gear' that is optimized
for the maximum power output scenarios and flap-bounding is a measure that lowers mean
power output while maintaining optimized muscular efficiency when flapping (Rayner, 1985;
Ward-Smith, 1984b). This hypothesis is not supported by the kinematics of wings (Tobalske,
1999) and electromyographic (EMG) data of pectoralis muscles of zebra finch (Tobalske, 2005)
that shows flight muscles change significantly with various flight speed in the wind tunnel while
the bird uses flap-bounding. The other hypothesis attributes the advantage of flap-bounding to
the lift force generated on the body that partially supports body weight (Csicsáky, 1977; Rayner,
1985). Tobalske computed the body lift and drag of zebra finches from the kinematics data
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obtained from wind tunnel experiment (Tobalske, 1999) and derived the body lift and drag from
particle image velocimetry (PIV) results of flap-bounding flights of zebra finch (Tobalske, 2009).
Force measurements from the results are in agreement and shows that the lift generated could
support up to 20% of body weight (Tobalske, 2009). Hence 'body-lift' hypothesis is adequate to
explain why small birds choose flap-bounding flight over continuous flight at moderate to high
speeds. Sachs's analysis of 'body-lift' hypothesis focuses on drag reduction, and he argued that
lift coefficient of the body is greatly reduced during bounds compared with that during flapping
to minimize lift-induced body drag (Sachs, 2011), and suggested that flap-bounding may be an
optimal strategy under wind effect (Sachs, 2013).

The question of why small birds engages in flap-bounding flight at low speed remains
unanswered in the literature. Through flap-bounding experiments of zebra finch, I provided
kinematic, aerodynamic and power analysis and cost of transport (CoT) comparison to
continuous flapping flight (Chapter 2) to reveal that portions of flap-bounding flight at low speed
is more efficient in terms of CoT. From bio-inspiration perspective, Morris proposed a microsized fixed wing and vertical take-off and landing (VTOL) aircraft with stowable wing that
mimics bounding flight and improves the lift-to-drag ratio during high speed cruise (Morris,
1997). I propose the flight pattern investigated in Chapter 2 could provide insight to the design of
Unmanned Aerial Vehicle (UAV) maneuvers.
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Figure 1.1. Schematics of flap-bounding flight. The black line indicates the body trajectory in
flapping phase and the red dash line shows the wingtip trajectory. The yellow line is the body
trajectory in bounding phase without flapping.
1.2

Unmanned Aerial Vehicle Background Overview

An unmanned aerial vehicle is defined as a space-traversing vehicle that flies with no human on
board and that can be remotely controlled or can fly autonomously (Yanushevsky, 2011). Over
the past twenty years, UAVs has been employed extensively in many civil and military fields,
e.g., event filming (Natalizio, 2013), riparian and wetland mapping (Jensen, 2011), high
resolution imagery for agricultural research (Engel, 2008), surveillance (Pahsa, 2011), convoy
protection (Ding, 2010), industrial inspections (Nikolic, 2013), search and rescue (Morse, 2010).
According to Fahlstrom, UAVs are classified by sizes into four categories: very small UAVs,
small UAVs, medium UAVs and large UAVs (Fahlstrom, 2012). In this paper, I will be
discussing very small, micro included, and small UAVs.

Another common method to categorize UAVs is based upon actuation style: helicopter, fixed
wing, lighter-than-air, flapping wing and multirotor (Hoffer, 2014). Helicopter UAV is
essentially a remote control helicopter that could carry more load than small UAVs and tackle
emergency situations where it might be dangerous for human to be present. U C Berkeley team
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developed an autonomous helicopter with vision system for detection and recognition and
employed hierarchical control strategy (Koo, 1998). Haarbrink demonstrated a helicopter UAV
for photogrammetric image acquisition and rapid response operations (Haarbrink, 2006). Fixed
wing UAVs are based upon conventional fixed wing aerodynamic models and more reliable due
to extensive study on fixed wing. Beard presented software and hardware development of a
semi-autonomous fixed wing UAV (Beard, 2005). Lighter-than-air UAV was proposed to
explore extraterrestrial planet TITAN with airborne platform due to extended duration and long
travel distance.

Similar to flapping wing insects that possess superior flight stability, maneuverability (Fry, 2003;
Cheng, 2011; Hedrick, 2009) and robustness in spite of wing damage (Fernandez, 2012; Deora,
2015; Muijres, 2017), flapping wing UAV is capable of generating forces with a large angle of
attack without stalling like fixed wing aircraft and performing more agile maneuvers than
helicopter UAV while responding swiftly to external disturbance. Many efforts in this field have
been focusing on producing sufficient lift to lift off and hover through high frequency wingbeats.
Some examples are the Nano Hummingbird from AeroVironment (Keennon, 2012), the DelFly
from Delft University (Croon, 2012), the RoboBees from Harvard University (Ma, 2013), the
flapping-wing micro aerial vehicles (MAVs) from Carnegie Mellon University (Hines, 2013) and
the four-wing MAV from Wright State University (Shi, 2016). Deng's group from Purdue
University developed motor driven robotic hummingbird (Zhang, 2017) and electromagnetic
actuator driven flapping-wing MAV (Roll, 2016). Nakata et al (Nakata, 2011) presented study on
a flexible flapping wing MAV with four wings through wind tunnel experiments and
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computational fluid dynamic (CFD) simulations. Robo Raven, a raven-inspired flapping wing
MAV developed by Gerdes et al (Gerdes, 2014), was able to independently control each wing.

Rotorcraft UAVs are the most popular research platform on UAV and is still rapidly growing.
According to a survey (Cai, 2014), 70% of the UAV research groups listed in the survey chose
small scale rotorcraft UAV. Multirotor UAV, a subset of rotorcraft UAV, is a very active field of
research due to the attractive features multirotor possess: maneuverability, capability to hover,
medium payload and well-understood aerodynamic principles as opposed to flapping wing UAV.
Bouabdallah et al presented modeling, design and control of an indoor micro quadrotor
(Bouabdallah, 2004). Stanford group developed the Stanford Testbed of Autonomous Rotorcraft
for Multi Agent Control (STARMAC) that could follow a reference waypoint trajectory
(Hoffmann, 2005, 2007). Valenti et al of MIT group developed quadrotor testbed to study single
and multi vehicles performance of long duration flight in the controlled environment (Valenti,
2006). Vijay Kumar’s group demonstrated the controlling of multiple quadrotor robots that
cooperatively grasp and transport payload (Mellinger, 2011, 2013). Ng proposed the design of a
small-scale quadrotor using genetic algorithms to optimize component parameters (Ng, 2006).
Fowers et al developed a quadrotor that uses customized FPGA to process vision data on board
without wireless communication to the ground computer (Fowers, 2007). Fadhil et al presented
multiple quadrotor robots that could conduct circular motion with leader-follower formation
(Fadhil, 2013). Mintchev et al developed a pocket sized quadrotor with origami-style foldable
arm that rapidly deploys (Mintchev, 2015). Oung and D’Andrea demonstrated a modular vertical
take-off and landing vehicle that can be formed into 4 rotors assembly or more to evaluate
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distributed estimation and control algorithms (Oung, 2013). Phung and Morin developed a small
UAV that combines both quadrotor and fixed wing to improve energy efficiency (Phung, 2013).

Recently, there are emerging interests in the field of high speed quadrotor. Paschall and Rose
developed a light weight quadrotor that could travel through unknown indoor/outdoor
environments with speeds up to 20 m/s (Paschall, 2017). Liu et al used commercial quadrotor
(DJI Phantom 4) with top speed of 20 m/s for drone detection (Liu, 2017). The fastest quadrotor
(Mao, 2015), OFM Hyper 330, is reported to reach 35.3 m/s (79 MPH). For more reviews on
UAVs, readers can refer to Cai’s survey (Cai, 2014). In the thesis, the quadrotor model used is
based upon Toruk AP9 quadrotor (AEE Technology Co., Ltd), shown in Fig. 1.2.

Figure 1.2. AP9 quadrotor.
1.3

Quadrotor Working Principle

The quadrotor depends on the thrust from four fixed rotors to propel its motion of the ground.
The rotation direction of each rotor is opposite to the direction of the adjacent one. The thrust
difference between each rotor creates the body rotating torques along roll, pitch and yaw axis.
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Quadrotor has two flying configurations (Valavanis, 2015): ‘+’ configuration and ‘X’
configuration, which is shown in Fig. 1.3. In the ‘+’ configuration, the body 𝑥 and 𝑦 axis are
aligned with the direction of the arms of the quadrotor, whereas the body frame is rotated by 45
deg with respect to the body 𝑧 axis from the ‘+’ configuration to obtain the ‘X’ configuration.
The ‘X’ configuration is more stable (Gupte, 2012) and faster to change yaw and pitch angles.

Figure 1.3. Two configurations of quadrotor.
1.4

Dynamics and Aerodynamics

The dynamics modeling links the input of the quadrotor system, motor throttle, to the output, i.e.,
position, velocity, acceleration, attitude, angular rate. It is comprised of two parts: model
structure and parameter identification (Cai, 2014). For model structure, the prevailing choice is
6-degree-of-freedom (DoF) rigid body dynamics model. As the model is highly nonlinear,
linearization is often employed to simplify the model.

Regarding parameter identification, three methods are generally used: first-principle modeling,
system identification and hybrid identification (Cai, 2014). First-principle modeling means the
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thrust and power models are derived based on the existing helicopter theories, e.g. momentum
theory, blade element analysis. On the other hand, system identification took a practical approach
by conducting propeller tests and matching the response of the tests to a quadratic model. Hybrid
identification, as the name suggests, is the combination of both. First principle modeling is
employed initially to obtain a structure of the model with unknown parameters. Then
experimental data are used to identify the unknown via least square fitting (Phung, 2013).
Hoffmann, Huang and et al discuss the significant aerodynamic effects of quadrotor: blade
flapping, total thrust variation due to the three rotor working state: normal working state, vortex
ring state and windmill brake state (Hoffmann, 2007; Huang, 2009). Bangura and Mahony
expanded the aerodynamic modeling to further include induced drag, translational drag, profile
drag and parasitic drag (Bangura, 2012).

In the thesis, I use hybrid identification that combines momentum theory, blade element analysis
with published propeller experimental data to derive dynamic models in Chapter 3. The
dynamics model is simplified by including only the most significant aerodynamic effect during
high speed flight, parasitic drag, negative lift and the resultant passive torque generated on the
quadrotor body.

1.5

Sensory Feedback

The most basic and crucial sensor of quadrotor is the inertial measurement unit (IMU) sensor
(Dunfied, 2004; Bouabdallah, 2004; Castillo, 2004; Wu, 2005; Kendoul, 2010). The IMU used in
quadrotor consists of 3-axis accelerometer, 3-axis gyroscope and 3 axis magnetometer. The
accelerometer and gyroscope provide attitude information of the quadrotor (Martin, 2010;
Leishman, 2014), while the magnetometer helps the quadrotor maintain its heading. Barometer is
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sometimes used to roughly measure the altitude of the quadrotor. Ultrasonic range sensor,
infrared sensor and laser range finder all utilize the time elapsed between the sending of a signal
and the receiving of the signal to determine the distance from an object, be it an obstacle or the
ground (Hoffmann, 2004; Shim, 2007; Grzonka, 2009). They are usually used in near hover
condition or indoor environment. Another popular sensor is a Global Positioning System (GPS),
which tracks the location of the quadrotor in outdoor environment and then the inertial frame
velocity can be computed (Waslander, 2005; Grzonka, 2009). Various types of cameras, e.g.,
single, stereo, omni-directional and optical flow, are widely used in quadrotor for position
estimation, image recognition and obstacle avoidance (Mejias, 2007; Johnson, 2007; Caballero,
2005, 2009; Achtelik, 2009; Barnhart, 2012; Herisse, 2008, 2010).

In Chapter 5, I develop state estimation algorithm for the quadrotor using sensor fusion of the
accelerometer and the gyroscope.

1.6

Navigation, Guidance and Control

Navigation is defined as the ability to move about and reach the desired location by following the
best feasible trajectory (Gupte, 2012). To be able to navigate through an unknown environment,
the quadrotor must build a map around it and find the relative location within the map, which is
known as localization. If the quadrotor moves, localization process is required to run through
continuously and hence is named simultaneous localization and mapping (SLAM). Navigation is
achieved through two steps: state estimation from sensory feedback, perception from mapping
and object recognition (Cai, 2014).

11
Guidance system, serving as the 'driver' of a quadrotor, takes input from the navigation system
and exercise planning and decision-making functions to attain goals (Kendoul, 2012). Major
components of the guidance system include: (1) trajectory generation, (2) path planning, (3)
mission planning, (4) decision making and (5) reasoning and cognizance. Mellinger and Kumar
proposed a minimum snap trajectory generation algorithm for the quadrotor that could generate
smooth trajectory through several waypoints and remains feasible for thrust requirement
(Mellinger, 2011). Mueller developed a minimum jerk trajectory generation algorithm that is one
order lower than Mellinger's and is computationally efficient (Mueller, 2013). Liu et al presented
a dual range planning horizon method to quickly (4 m/s) navigate quadrotors through unknown
environment to the desired location with limited onboard sensing and computation (Liu, 2016).

In Chapter 4, I present trajectory generation of flap-bounding inspired maneuver and parameters
optimization of the trajectory.

Flight control has been used on quadrotor to stabilize its attitude and follows a prescribed
trajectory, while rejecting external disturbance, e.g. wind gust. Flight control follows the
classical hierarchical flight control structure in the sense that the fastest inner most loop controls
the motor and the medium loop controls attitude, while the outer loop commends the quadrotor
to follow reference position and velocity. According to Kendoul (Kendoul, 2012), the control
algorithms can be formed into three categories: (1) model-based linear control, (2) model-based
nonlinear control and (3) model-free control. As the most prevalent method, model-based linear
control linearizes the dynamic model with respect to an operation condition, usually near
hovering condition, and assumes system parameters are time-invariant. Hence the accuracy only
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holds when model is operating near the linearization condition. Model-based linear control can
be categorized into three groups: (1) proportional-integral-derivative (PID) control (Mahony,
2012), (2) optimal control, e.g., linear-quadratic-Gaussian (LQG) control (Lewis, 2012) and (3)
robust control, e.g., 𝐻∞ control (Chen, 2000). As the quadrotor deviates from the linearization
condition when conducting aggressive maneuver, model-based nonlinear control should be
employed. Notable nonlinear control algorithms are: (1) adaptive control (Sastry, 1994), (2)
backstepping control (Khalil, 2002), (3) composite nonlinear feedback (CNF) control (Chen,
2003), (4) feedback linearization (Khalil, 2002), (5) model predictive control (Garcia, 1989), (6)
gain scheduling (Leithead, 1999) and (7) PD control based on special Euclidean group SE(3)
(Lee, 2010; Mellinger, 2011b). The model-free control utilizes many flight trials to provide

system training. Most common methods are: (1) fuzzy logic (Kendoul, 2012) and (2) learning
control (Sutton, 1998).

In Chapter 5, I present a nonlinear PD controller that successfully commands the quadrotor to
follow the reference trajectory of the flap-bounding inspired maneuver.

1.7

Scope and Outline of Thesis

In the thesis, I present the work on understanding flap-bounding of zebra finch in low speed
flight from dynamics, aerodynamics and energy efficiency perspectives and then apply the
principle of flap-bounding to develop novel quadrotor maneuver that is more energy efficient
than conventional constant forward flight in high speed.

Chapter 2 As mentioned in Section 1.1, the reason why birds exhibit intermittent bounds during
slow and moderate speed flight is still not clear. Through existing theory, it is found inefficient
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compared to continuous flapping because of the high induced-power cost at these speeds (Rayner,
1985). The characteristic of a bound motion is that the bird exerts no effort to flap and lets its
body follow the trajectory of a projectile and accelerates downward. Such a pattern is observed
across low to high speed flight. In this chapter, I propose the hypothesis that the bird utilizes
gravitation to accelerate its body downward during bounds and then changes the flight direction
to forward to achieve higher horizontal velocity regardless of the power cost due to flapping
motion after the bounds.

Stated simply: I hypothesize flap-bounding is a strategy for

maximizing horizontal velocity regardless of cost. This strategy may be particularly important to
small birds that are likely under intense selective pressure from predators (Dial, 2008). To test
this hypothesis, I present the kinematics data of indoor experiments of zebra finch (Taeniopygia
guttata, N=2) and outdoor observations of black-capped chickadees (Poecile atricapillus, N=3)
flap-bounding between two perches. I use computational fluid dynamics (CFD) to calculate body
lift, drag and pitch torque with respect to the center of mass during bounds. I use wing and body
kinematics to model aerodynamic power outputs of the flap-bounding, perch-to-perch flight are
analyzed with respect to three phases, initial, descending and ascending. I compare our estimates
of cost of transport (CoT, J/m) for zebra finch with those of continuously-flapping pigeons
(Columba livia) also flying between perches (Berg. 2010). I find that when exiting bounds in
descending phase, zebra finches achieved higher than pre-bound forward velocity by swinging
body forward similar to pendulum motion with conserved mechanical energy. The takeoffs of
black-capped chickadees in the wild also exhibit similar kinematics. My modeling of power
output indicate finch achieved higher velocity (13%) with lower CoT (9%) when descending,
compared with continuous flapping in pigeons.
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Chapter 3 I present the 6-DoF dynamics model of the quadrotor. Due to the high speed, the lift,
drag and pitch torque on the body become the dominant aerodynamic effects and are included in
the model. Momentum theory and blade element analysis are conducted to link the rotational
speed of rotors to the generated thrusts and the mechanical power required to drive the rotor. The
quadrotor is modeled in Solidworks and the 3D model is imported to ANSYS Fluent for
aerodynamic simulations. By using quasi-steady model, I use CFD to calculate lift, drag and
pitch torque on the body with prescribed body angle of attack. The coefficients of lift, drag and
pitch torque are obtained via least square fitting of a linear or quadratic function of the
corresponding CFD results.

Chapter 4 At the beginning of this chapter, I show that the conventional quadrotor that flies at
constant altitude with constant velocity, constant forward flight, in high speed suffers from the
rapid increase of aerodynamic resistance in the sense that lift, drag and pitch torque are
quadratically related to velocity and frontal area of the quadrotor also increases due to the tilting
of thrust direction forward to counter the increasing drag, which in return further boosts drag.
Then I propose a more energy efficient motion, flap-bounding inspired maneuver, which can be
divided into five phases: projectile drop, drop transition, pendulum swing, rise transition and
projectile rise. In projectile drop and projectile rise phases, the maneuver is mostly trying to
minimize body angle of attack, whereas the maneuver becomes pendulum-like swinging forward
in pendulum swing phase. Minimum jerk trajectory of pitch angle is generated in drop transition
and rise transition phase to enable thrust and body angle of attack transition from projectile phase
to pendulum swing phase and from it to projectile rise phase. Given a prescribed initial velocity,
the geometric parameters of the trajectory are optimized to yield the minimum CoT ratio by
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comparing CoT of the maneuver and that of the constant forward flight with the same average
forward velocity. By searching for motion parameters that yield the optimal cost of transport
ratio, we showed that cost of transport of the flap-bounding inspired maneuver is lower (31%)
than conventional constant forward flight (V = 20 m/s), and is the preferable strategy for high
speed flight (≥ 15 m/s). Comparison with similarly shaped sinusoidal trajectory demonstrated

that cost of transport of flap-bounding inspired maneuver is 61% of the sinusoidal trajectory.
Fitted coefficients of the motion parameters are provided to estimate the range of motion during
high speed maneuver.

Chapter 5 In this chapter, I propose a complementary filter for attitude estimation that combines
gyro rate data filtered through Unscented Kalman filter (UKF) and accelerometer data filtered
through Kalman Filter (KF). With the estimated attitude, the velocity and position of the
quadrotor can be obtained through integration of filtered accelerometer data. Other sensors are
not included because of the aggressive maneuver limits the accuracy of the data that can be
obtained from the sensors.

Next I develop a nonlinear PD controller based upon special

Euclidean group SE(3) (Lee, 2010; Mellinger, 2011b). The control model includes 1st order

approximation of the motors of quadrotor. The resultant trajectory is compared with the
reference trajectory and I find the controller succeed in keeping the true states of the quadrotor to
the estimated states. Estimation error occurs mostly on the estimation of the forward velocity due
to the fact that the only source of velocity information is from the accelerometer, which is
susceptible to vibration and drift. The CoT ratio with the controller shows that the maneuver is
indeed superior to the constant forward flight in terms of energy saving during high speed flight.
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Chapter 6 This chapter summarizes the works presented above and discusses potential research
topics ensued.

1.8

Thesis Contributions

The thesis furthers the understanding of the advantages of flap-bounding during low speed flight
by analyzing the kinematics, aerodynamics and power of zebra finch flap-bounding flight and
finding that the bird swings its body forward like a pendulum during exit-bounding flapping
flight through flapping motion that provides centripetal force. Compared with constant flapping
forward flight of pigeon, the thesis shows that CoT of flap-bounding is lower that constant
flapping during descending phase with higher velocity, which suggests flap-bounding is more
efficient in terms of CoT in low speed flight.

The thesis tries to employ the underlining principle found from general flap-bounding motion
characteristics and features of zebra finch flap-bounding experiment to design quadrotor
maneuver to improve power efficiency. Through CFD modeling of the aerodynamic forces and
torque of quadrotor body and blade element analysis of rotor, a detailed dynamics equation of
motion that is suitable for high speed flight (15 - 20 m/s) is presented. Then flap-bounding
inspired quadrotor maneuver is developed through five phases: projectile drop, drop transition,
pendulum swing, rise transition and projectile rise. Given initial velocity (15 - 20 m/s), maneuver
trajectory is optimized with respect to the ratio of work that compares the work of constant
forward flight with the novel maneuver. Coefficients for fitted equation that describe the motion
range and thrust are provided for designer as a lookup table to estimate the space required by
each cycle of the maneuver, aerodynamics on the body and thrust. The maneuver is compared
with sinusoidal motion of similar trajectory to reveal that it is more efficient in terms of the ratio
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of work as well as the ratio of battery work. To achieve state estimation during high speed flight,
a novel complementary filter is developed, which approximates the current step body
acceleration with previous step acceleration from accelerometer in addition to unscented Kalman
filtering of gyro to estimate the quadrotor attitude. Through testing of a simple PD controller, it
is shown that the ratio of work as well as the ratio of battery work are less than 1, which
indicates that the maneuver is more efficient energy-wise than constant forward flight in high
speed.
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2. FLAP-BOUNDING BIRDS IN LOW SPEED FLIGHT

2.1

Introduction

As mentioned in Chapter 1.1, it is widely observed that relatively small birds engage in flapbounding. Many attempts have been made to formulate mathematical models to elucidate the
advantages of flap-bounding flight relative to continuous-flapping. So far they can offer
convincing explanations for the existence of flap-bounding in medium to high speed flight. It is
enigmatic, however, that birds exhibit intermittent bounds during slow and moderate speed flight,
which is found inefficient compared to continuous flapping due to the high induced-power cost.
The characteristic of a bound motion is that the bird exerts no effort to flap and lets its body
follow the trajectory of a projectile and accelerates downward, which is observed across low to
high speed flight. My hypothesis is that the bird utilizes gravitation to accelerate its body
downward during bounds and then changes the flight direction to forward to achieve higher
horizontal velocity regardless of the power cost due to flapping motion after the bounds. Stated
simply: I hypothesize flap-bounding is a strategy for maximizing horizontal velocity regardless
of cost. This strategy may be particularly important to small birds that are likely under intense
selective pressure from predators.

To test this hypothesis, I present the kinematics data of indoor experiments and outdoor
observations of two different species of birds flap-bounding between two perches. I use
computational fluid dynamics (CFD) to calculate body lift, drag and pitch torque with respect to
the center of mass during bounds. I use wing and body kinematics to model aerodynamic power
outputs of the flap-bounding, perch-to-perch flight are analyzed with respect to three phases,
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initial, descending and ascending. I compare the estimates of CoT (J/m) for zebra finch with
those of continuously-flapping pigeons also flying between perches (Berg, 2008).

2.2
2.2.1

Materials and Method
Indoor Flight Corridor Flap-bounding Experimental Setup

Two zebra finch (Taeniopygia guttata; 13 g) were trained to fly through a netted corridor 5 m x 2
m x 2 m (length x width x height) with two perches 1 meter in height (30 cm in length, 1.3 cm in
diameter) at each end placed so that the distance between perches was 4.5 m (Fig. 2.1A). We
conducted all bird training and experimentation in Missoula, MT, USA (average air density 1.07
kg/m3). We used synchronized high-speed digital video to record lateral-views of wing, tail and
body kinematics through the entire flight (1 Photron SA-3, 2 Photron 1024 PCI, 1024 x 1024
pixels, 500 Hz, 1/7,000 s-1 shutter speed; N = 3 flights per bird). We used dots of non-toxic black
ink to mark the shoulder, tip of wing at the 9th primary, base of tail and distal tip of tail. The
flight trajectory was digitized by using MATLAB software developed by Hedrick (Hedrick,
2008). Each camera recorded one third of the flight trajectory and the adjacent camera views
overlapped to ensure total coverage. To orient the cameras orthogonal to the flight path, we
stretched string from the lens of each camera to the edge of the flight corridor and moved the
camera until a framing square reference indicated the angle was 90 + 5 degrees. Kinematics was
assembled using global coordinates to reveal the complete 2D lateral-view horizontal and
vertical trajectory (Fig. 2.1B).
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Figure 2.1. Flight corridor and kinematic variables. (A) X-axis is the horizontal direction
between two perches, Y-axis is the mediolateral direction and Z-axis is the vertical direction. The
three cameras were perpendicular to the XZ plane. (B) Center of mass of the bird is as assumed
to be the origin of the coordinates with velocity 𝑉. The direction of velocity is 𝛾. The angle
between body longitudinal axis and 𝑉 is body angle of attack 𝛼𝑏 and body pitch angle, 𝜃𝑏 , is the
angle between the body longitudinal axis and X-axis. Tail angle, 𝛽𝑡 , is defined as the angle
between the body longitudinal axis and the frontal plane of tail. Note 𝛼𝑏 and 𝛽𝑡 are negative in
(B). 𝛼′ is the angle between 𝑉 and the actuator disc.

2.2.2

Outdoor Flap-bounding between Perches

We extended our observations to a small sample of wild birds to compare indoor flights of the
zebra finch with normal flight outdoors. We measured 3D wing and body trajectories of blackcapped chickadee (Poecile atricapillus, N = 3; 10.8g; Dunning, 1992), taking off from a bird
feeder. An anemometer DA400 meter with DA40 impeller style probe (Pacer Instruments)
coupled to a 40-cm wind vane with a freely rotating base was installed 1 m from the feeder to
measure the wind velocity, and this wind velocity was incorporated into our measures of flight
velocity. We followed similar procedure to digitize the flight trajectory as we used for the finch,
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although we relied on natural patterns in the feathers for anatomical landmarks. The 3D
kinematics was obtained using two synchronized cameras (Photron SA-3 and Phantom Miro
Ex4); we used the methods of (Theriault, 2014) to obtain direct linear transformation and 3D
coordinates of the 2D views.
2.2.3

Kinematic and Aerodynamic Analyses

After digitizing the flights of both species, kinematic data were low-pass filtered at two times the
wingbeat frequency (~25 Hz) through a sixth-order zero-phase digital Butterworth filter in
MATLAB. The velocity and acceleration of each tracked mark were obtained by differentiating
the filtered position data and divided by time interval between each frame (1/500 s).

To analyze the kinematic data, the flight trajectories of zebra finch were divided into three
phases: initial, descending and ascending phase. During the initial phase, the bird took off from a
perch and accelerated using continuous flapping. The descending phase started with a bound to
drop altitude followed by several wingbeats, which we defined as exit-bound flapping, to
continue to fly forward. Sometimes there was more than one bound in the descending phase. The
bird entered the ascending phase with flapping motion to fly upwards and eventually landed on
the other perch, during which time it occasionally used bounds between flapping. To ensure the
same length of each flight, we selected the landing moment as the end of flight and recorded the
prior 1.3 seconds length of flight, which contains most of initial phase and the entire descending
and ascending phases.
Wingbeat cycles were distinguished by finding the local maxima for the Z coordinate of the
wingtip point with respect to the eye. Within each wingbeat cycle, we determined the stroke
plane by performing least-square regression of the X and Z coordinates of the wingtip relative to
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the eye and then the slope is the stroke plane angle relative to the body frame. The tip reversal
point was determined by finding the extremes of digitized wingbeat point projected to the stroke
plane. The shoulder position was estimated as the averaged intersections between the lines
connecting the eye and the base of tail as well as perpendicular bisectors of the line segment
connecting two adjacent tip-reversal points. Maximum excursion angle between shoulder and
wingtip, 𝜑, was calculated as the angle between shoulder and two adjacent tip reversal points.

The actuator disc was perpendicular to cycle-averaged wingbeat generated lift force, 𝐹𝑓𝑙𝑎𝑝 . The
angle between 𝑉 and the actuator disc was 𝛼′ and 𝛿 was the angle between the stroke plane and
the actuator disc.
2.2.4

Zebra Finch Bounding Computational Fluid Dynamics Simulation Setup

Herein we model the time-averaged lift, drag and pitch torque with respect to the center of mass
on the body for a given posture via computational fluid dynamics CFD software (ANSYS). As a
zebra finch enters a bound, the flow around the body is likely to be unsteady (time varying).
However, as the duration of a typical bound is ~0.1 second, we simplified the flow to be quasisteady and body aerodynamics were thus determined by body angle of attack 𝛼𝑏 , tail angle 𝛽𝑡

and body velocity 𝑉 within duration of the bound. Similarly, for exit-bound flapping motion, we
used quasi-steady model with time-averaged 𝛼𝑏 , 𝛽𝑡 and 𝑉 for each wingbeat cycle.

2.2.4.1 Morphological Data and Modeling
The morphology of a post-mortem zebra finch (obtained independently from our present study)
was measured to construct the 3D model (Table 2.1). The zebra finch model was constructed
using Solidworks. Its posture is defined by 𝛼𝑏 and 𝛽. The ‘Mass properties’ function of the
Solidworks provides the location of the center of the mass and three principle axis of inertia. Our
model was composed of five parts: head, neck, body, tail and under-tail coverts. Each part was
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created such that it replicated the linear dimensions and contours of the corresponding bird
(Table 2.1). Head, neck, body and tail were assigned with the mass according to the
morphological data. Wings were excluded in the body model because wings were folded and
attached close to the body during bounding motions. Under-tail coverts were assigned the same
density as the tail.
Table 2.1. Morphological data for a zebra finch (Taenopygia guttata).
Morphological parameter

Value

Total mass (g)

10.01

Head mass (g)

1.17

Torso and wings mass (g)

8.25

Neck mass (g)

0.47

Tail mass (g)

0.11

Wing span (mm)

165

Wing length (mm)

74

Mean wing chord (mm)

37

Aspect ratio

4.4

Wing loading (Nm-2)

16

Tail area (cm2)

9.9

Tail longitudinal axis length (mm)

36

Total length (mm)

98

2.2.4.2 CFD Simulation Setup
During the flap-bounding motion, the flow around the body is turbulent with the Re above
2 × 104 . Hence we chose unsteady RANS-based SST k-ω turbulence model in ANSYS Fluent.

We acknowledge that this model could not capture all the flow effects. However force
measurement comparison between laminar flow on wing-like rough surface and turbulent flow
on smooth surface showed that surface roughness have limited effects on drag and lift (Bokhorst,
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2015) and hence we used smooth surface and turbulence model for calculating aerodynamics
forces. We modeled the passive time-averaged damping force and torque the bird experienced on
its body during a bounding motion. The model was set up with corresponding average pitch
angle to match the pose of each given instance.

For each case, the body was located at the center of a cube-shaped (200 mm × 200 mm × 200
mm) computational domain. The sagittal plane of the bird coincided with the vertical mid-plane
of the cube, while the center of the mass was placed at the center of the cube. The angle between
the zebra finch body longitudinal axis and the horizontal mid-plane is defined as the pitch angle
𝜃𝑏 of the bird. The cube domain was enclosed at the center of a cuboid-shaped (300 mm × 300

mm × 1000 mm) computational domain. The two square faced boundary conditions (BCs) were

set as velocity inlet with the prescribed velocity and zero gauge pressure outlet condition
respectively. As the velocity direction is parallel to the horizontal mid-plane, we have 𝜃𝑏 equates

𝛼𝑏 . Bird body surface was set as no-slip wall condition. The SIMPLEC method was used for the

pressure-velocity coupling. The time length was picked to ensure the flow surrounding the body
reached a quasi-steady state, i.e., drag, lift and pitch torque coefficients either converged or

manifested in an oscillating state with stable upper and lower boundaries. Combinations of 𝛼𝑏 (10

deg – 30 deg), 𝛽𝑡 (-30 deg – 45 deg) and 𝑉 (4m/s – 8m/s) were used as body posture and
incoming flow initial conditions. See supplementary material for additional detail.

The simulated aerodynamic drag was defined as 𝐷 = 0.5𝐶𝑑 𝜌𝐴𝑉 2 . Let 𝐷𝑚 = 0.5𝐶𝑑 𝜌𝐴 , where

𝐷𝑚 is the modified drag coefficient selected to be independent of velocity. In the same way, we
formulated the modified lift coefficient, 𝐿𝑚 , and the modified pitch torque coefficient, 𝑃𝑚 .
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2.2.5

Flap-bounding Aerodynamic Power Calculations

We defined the kinetic energy of the body, 𝐸𝑘 =

𝑚𝑣 2
2

, which was considered as the total kinetic

energy (KE), and the potential energy (PE), 𝐸𝑝 = 𝑚𝑔ℎ, where 𝑔 is gravitational acceleration.

We neglected rotational KE as it was two orders of magnitude lower than translational KE. At
each moment, we define weight-specific sum of total KE and PE, ℎ𝑒 =

𝐸𝑘 +𝐸𝑝
𝑚𝑔

, to be energy

altitude (EA). Reference EA was defined as the EA at a time taken as the reference, ℎ𝑒𝑟𝑒𝑓 =
𝐸𝑘0 +𝐸𝑝0
𝑚𝑔

. The reference time was the beginning of bounds or exit-bound flapping and the velocity,

altitude, total KE and PE of the bird at the reference time were 𝑣0 , ℎ0 , 𝐸𝑘0 , 𝐸𝑝0 , respectively.
We defined 𝐸𝐴𝑎𝑣𝑔 as the percentile of the mean difference between ℎ𝑒 and ℎ𝑒𝑟𝑒𝑓 divided by

ℎ𝑒𝑟𝑒𝑓 . The flight dynamics of the bird was non-conservative due to the loss of aerodynamic work,

which was path dependent. By comparing ℎ𝑒 and ℎ𝑒𝑟𝑒𝑓 , we were able to describe the change of

mechanical energy of the bird: ℎ𝑒 above ℎ𝑒𝑟𝑒𝑓 suggests that the bird is producing aerodynamic
work to overcome the frictional loss to increase mechanical energy, ℎ𝑒 below ℎ𝑒𝑟𝑒𝑓 indicates that

the mechanical energy was reduced due to friction and braking efforts in flapping.

The aerodynamic power, 𝑃𝑎𝑒𝑟𝑜 , is composed of four parts:
𝑃𝑎𝑒𝑟𝑜 = 𝑃𝑖𝑛𝑑 + 𝑃𝑝𝑎𝑟 + 𝑃𝑝𝑟𝑜 +

𝑑�𝐸𝑝 + 𝐸𝑘 �
𝑑𝑡

(2.1)

where 𝑃𝑖𝑛𝑑 is induced power, 𝑃𝑝𝑎𝑟 is parasitic power that overcomes the drag on the body, 𝑃𝑝𝑟𝑜
is profile power used to overcome the drag on the wings,

𝑑�𝐸𝑝 +𝐸𝑘 �
𝑑𝑡

is the rate change of
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mechanical energy, the sum of potential and kinetic energy, providing thrust to accelerate or
decelerate.

The aerodynamic model was assumed quasi-steady and actuator-disc theory was used to estimate
the induced power 𝑃𝑖𝑛𝑑 (Rayner, 1979; Norberg, 1990; Johnson, 1980; Askew, 2001; Berg, 2008)
𝑃𝑖𝑛𝑑 = 𝐹𝑓𝑙𝑎𝑝 𝑘𝑤 = 𝑀𝑏 𝑘𝑤 �𝐴𝑥 2 + (𝐴𝑧 + 𝑔)2

(2.2)

where 𝑀𝑏 is body mass, 𝑘 is a correction factor for induced velocity, taken as 1.2 (Askew, 2001;

Tobalske, 2003), 𝑤 is induced velocity, 𝐴𝑥 and 𝐴𝑧 are wingbeat cycle-averaged horizontal and

vertical body acceleration respectively. The estimated wingbeat cycle-averaged lift force is
𝐹𝑓𝑙𝑎𝑝 = 𝑀𝑏 �𝐴𝑥 2 + (𝐴𝑧 + 𝑔)2 , neglecting small quantities that are required to counter parasitic

and profile drag (Askew, 2001). The actuator disc is the plane perpendicular to the estimated
wingbeat cycle-averaged aerodynamic force. From the kinematic data, induced velocity 𝑤 was
𝐴𝑥 2 +(𝐴𝑧 +𝑔)2

calculated by solving (Askew, 2001): 𝑤 4 − 2𝑉𝑤 3 𝑠𝑖𝑛𝛼 ′ + 𝑉 2 𝑤 2 − 𝑀𝑏2 �

(2𝜌𝐴𝑑𝑖𝑠𝑐 )2

�=0,

where 𝑉 is body velocity, 𝛼′ is the angle between 𝑉 and the actuator disc. Noted that 𝛼′ is

positive if 𝑉 is tilted below the actuator disc plane. 𝜌 is air density at 15℃ and 𝐴𝑑𝑖𝑠𝑐 is the area

of actuator disc. 𝐴𝑑𝑖𝑠𝑐 was calculated as in Berg (Berg, 2008): 𝐴𝑑𝑖𝑠𝑐 = 2𝜑𝑅𝑤 2 𝑐𝑜𝑠𝛿, where 𝜑 is

the maximum excursion angle between shoulder and wingtip, 𝑅𝑤 is the length of the wing and 𝛿
is the angle between the actuator disc and the stroke plane.

The parasitic power 𝑃𝑝𝑎𝑟 was calculated with time-averaged body pitch angle 𝛼𝑏 , tail angle 𝛽𝑡

within each wingbeat cycle from the kinematic analysis as well as the modified drag coefficient
𝐷𝑚 from CFD analysis
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𝑃𝑝𝑎𝑟 = 𝐷𝑚 𝑉 3

(2.3)

The profile power 𝑃𝑝𝑟𝑜 was estimated by summing products of the profile drag acting on each

wing strip multiplied by relative velocity of corresponding wing strip (Johnson, 1980; Berg,
2008)
20

1
3
𝑃𝑝𝑟𝑜 = 2 �( 𝐶𝐷,𝑝𝑟𝑜 𝜌𝑆𝑖 𝑉𝑅,𝑖
)
2

(2.4)

𝑖=1

where 𝐶𝐷,𝑝𝑟𝑜 is profile drag coefficient, assumed to be 0.02 (Rayner, 1979; Askew, 2001), 𝑆𝑖 is

the i-th wing strip area and 𝑉𝑅,𝑖 is resultant velocity of the i-th wing strip, calculated from

difference between the wing strip velocity and induced air velocity of the corresponding wing
strip.

The rate change of mechanical energy
𝑑(𝐸𝑝 + 𝐸𝑘 )
= 𝑀𝑏 (𝑔𝑉z + 𝐴z 𝑉𝑧 + 𝐴𝑥 𝑉𝑥 )
𝑑𝑡

(2.5)

Total work outputs of flapping motion of each phase was calculated by summing means of all
averaged powers of each wingbeat in the phase. Averaged mass-specific power outputs were
calculated through dividing the sum of work outputs of flapping motion of each phase by its
mass and the duration of each phase, including periods of bounding.

The relationships between flapping force 𝐹𝑓𝑙𝑎𝑝 , drag 𝐷, body lift 𝐿 and the gravitational force
were estimated as follows

𝐹𝑓𝑥̅ + 𝐷 = 0

(2.6)
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2
𝑉𝑒𝑏
𝐹𝑓𝑧̅ − 𝑚𝑔 cos 𝛾 + 𝐿 = 𝑚
𝑅𝑏
2
2
2
𝐹𝑓𝑥̅
+ 𝐹𝑓𝑧̅
= 𝐹𝑓𝑙𝑎𝑝

(2.7)
(2.8)

where 𝐹𝑓𝑥̅ and 𝐹𝑓𝑧̅ are the projections of 𝐹𝑓𝑙𝑎𝑝 on the body velocity reference frame 𝑋� and 𝑍̅ axis
respectively, as shown in Fig. 2.4. 𝑉𝑒𝑏 is the body velocity during exit-bounding flapping motion.

𝑅𝑏 is the radius of curve. 𝐷 is composed of parasitic drag on the body and profile drag on the

wings. Eq. (2.6) suggests that 𝐹𝑓𝑥̅ only counters the effect of 𝐷 and the projection of gravitational

force along the velocity direction 𝑋� axis, 𝑚𝑔 sin 𝛾, provides the acceleration of the body. We
curve fitted the trajectories using MATLAB software.
2.2.6

Comparison of Cost of Transport between Zebra Finch and Pigeon

To test whether flap-bounding offers lower CoT during low to medium flight speed, we
compared CoT of zebra finch flap-bounding in all three phases with Berg and Biewener’s report
(Berg, 2010) of continuous flapping of a level flight with takeoff, mid-flight and landing phases
of pigeons flapping continuously between two perches in a level flight. Note that we only use
mean values from (Berg, 2010) for our calculations. According to (Berg, 2008) and our
calculation of parasitic and profile power for zebra finch, 𝑃𝑝𝑎𝑟 and 𝑃𝑝𝑟𝑜 are neglected from Eq.

(2.1) due to small amplitude when comparing the total CoT. This simplification eliminates the
differences in drag coefficient of the two species and leave us to focus on the comparison of
induce power and rate change of mechanical power caused by the two flight style, flap-bounding

and continuous flapping.

To compare the aerodynamic power of flap-bounding flight of zebra finch and continuous flight
of pigeons, scaling of the differences of induced power between two species under the same
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flight style was required to provide a normalized baseline that adjusted the differences caused by
the wings, i.e. aspect ratio. During initial and takeoff phases of zebra finch and pigeon, both
species used continuous flapping for initial acceleration and we picked one instance where they
have already left the perch from each species with similar velocity and acceleration (differences
within 5%) from the two phases to compare. Ratio of mass-specific induced power is shown as
follows
𝑟𝑖𝑛𝑑 =

𝑃𝑖𝑛𝑑_𝑧𝑓 𝑚𝑝𝑔
∙
𝑃𝑖𝑛𝑑_𝑝𝑔 𝑚𝑧𝑓

(2.9)

where 𝑃𝑖𝑛𝑑_𝑧𝑓 and 𝑃𝑖𝑛𝑑_𝑝𝑔 are induced power of zebra finch and pigeon during initial and takeoff
phases respectively and 𝑚𝑝𝑔 and 𝑚𝑧𝑓 are the mean mass of pigeon and zebra finch. For
comparison,

𝑃𝑖𝑛𝑑_𝑝𝑔 𝑟𝑖𝑛𝑑
𝑚𝑝𝑔

translates the mass specific induced power of pigeon to the same level as

zebra finch and excludes the influence of differences of wing morphology and aerodynamics
between the two species.

The mass specific CoT of both species are

and

CoT𝑧𝑓 =

CoT𝑝𝑔 =

�������������������
𝑑(𝐸
𝑘𝑧𝑓 + 𝐸𝑝𝑧𝑓 )
𝑑𝑡
𝑚𝑧𝑓 𝑉�𝑧𝑓

𝑃�𝑖𝑛𝑑_𝑧𝑓 +

(2.10)

��������������������
𝑑(𝐸𝑘𝑝𝑔 + 𝐸𝑝𝑝𝑔 )
𝑑𝑡
𝑚𝑝𝑔 𝑉�𝑝𝑔

𝑃�𝑖𝑛𝑑_𝑝𝑔 𝑟𝑖𝑛𝑑 +

(2.11)

where 𝑃�𝑖𝑛𝑑_𝑧𝑓 and 𝑃�𝑖𝑛𝑑_𝑝𝑔 are mean induced power of zebra finch and pigeon and 𝐸𝑘𝑝𝑔 , 𝐸𝑝𝑝𝑔 are

the KE and PE of the pigeon respectively.

��������������
𝑑(𝐸
𝑘𝑧𝑓 +𝐸𝑝𝑧𝑓 )
𝑚𝑧𝑓 𝑑𝑡

and

���������������
𝑑(𝐸𝑘𝑝𝑔 +𝐸𝑝𝑝𝑔 )
𝑚𝑝𝑔 𝑑𝑡

are mean value of
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averaged rate change of mechanical energy and 𝑉�𝑧𝑓 and 𝑉�𝑝𝑔 are mean velocity of both species.
We use CoT to indicate mass specific CoT in this thesis.

2.3
2.3.1

Results
Indoor Flight Corridor Flap-bounding Experiment Result

The kinematics of two flights is shown in Figure 2.2. The kinematics data of all runs are
available in the appendix. Since flapping-bounding appeared in both descending and ascending
phases, we will explore the two phases separately. For two example flights (Fig. 2.2), 𝑉𝑧 and 𝑉𝑥

reveals that the bird accelerated downward (𝑉𝑧 decreases) in the bound during descending phase
and accelerated forward and upward (𝑉𝑥 increases and 𝑉𝑧 increases) in exit-bound flapping in
descending phase, KE reached maximum at the middle of the flight, which was also when the
descending phase transits to ascending phase. See Appendix for all other flights data.
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Figure 2.2. Kinematics of the zebra finch indoor flight corridor experiment. (a) vertical
displacement of the eye and wingtip with respect to time for two typical tests (one flight from
each bird). Yellow indicates initial phase, purple is descending phase and green is ascending
phase. Wingtip vertical trajectory fluctuating about the eye depicts flapping motion whereas the
two lines following same trajectory represents bounding motion, the starting point is marked by
an arrow. White indicates the bird’s feet are on a perch. (b) describes the mean, 𝜇𝐾𝐸 , and
standard deviation (S.D.), 𝜎𝐾𝐸 , of KE of all flights.
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2.3.1.1 Initial and Descending Flight
In the initial phase, the bird jumped off the perch and flapped to accelerate. As it exited the initial
phase, body velocity projected on the horizontal plane, 𝑉𝑥 , is 4.4 ± 0.8 m/s and vertical body
velocity, 𝑉𝑧 , is 0.1 ± 0.7 m/s. After the initial phase, zebra finch engaged in bounding flight and

entered the descending phase, during which the percentage of time spent flapping is 48 ± 14 %.
In the bound, the zebra finch lost the aerodynamic lift and thrust generated by the flapping wings
since both wings were adducted to the body. Total forces and torques consisted of gravitational
forces and relatively small body and tail lift and drag; therefore the trajectory of the bird was
approximately a projectile.

Without wing forces, free body motion during bound flight tended to create a pitch-down body
pitch torque with negative tail angle, reducing body pitch angle, 𝜃𝑏 . In the meantime,

gravitational acceleration would reduce the velocity directional angle, 𝛾.The acceleration of 𝛾

due to gravitation is shown in Figure 2.3. From the kinematics data, average 𝜃̈𝑏 due to passive
pitch down torque is 4041 deg/s2 for 𝑉𝑥 ranging from 4 - 8 m/s while 𝛾̈ due to gravitation is

below 300 deg/s2 for bound with duration less than 0.15 s, the longest duration in the experiment.

Collectively, the pitch-down torque and downward acceleration led to a reduction of body angle
of attack 𝛼𝑏 with negative tail angle.
Total bounding period in the descending flight segment is 251 ± 82 ms. Before the bird entered
flapping again, 𝑉𝑥 was reduced by drag while 𝑉𝑧 eventually was rendered negative and its
magnitude increased due to gravitational acceleration.
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Figure 2.3. Angular acceleration 𝛾̈ due to gravitation by the end of bounding. This is based on
initial forward velocity 𝑉𝑥 ,bounding time interval 𝑡, and assumes projectile trajectory,. The
bounding time intervals are selected based on indoor experimental data. 𝛾̈ remains below 1000
deg/s2 for 𝑉𝑥 > 2 m/s. This suggests that the effect of gravitation on 𝛾̈ was small compared with
passive pitch-down torque as 𝑉𝑥 > 2 m/s.

After each bounding, the bird engaged in flapping flight and the magnitude of 𝑉𝑧 decreased while
𝑉𝑥 increased (Fig. 2a). Throughout the flapping motion of descending flight, 𝐸𝐴𝑎𝑣𝑔 is 2.03 ±

6.58 %. Let 𝑉𝑥0 be the forward velocity when entering flapping motion. Maximum 𝑉𝑥 increase

over 𝑉𝑥0 is 20.7 ± 16.5 %. The increase of 𝑉𝑥 could not be mostly attributed to a net thrust

generated by flapping since otherwise 𝐸𝐴𝑎𝑣𝑔 would increase significantly as 𝐸𝐴𝑎𝑣𝑔 ∝ 𝑉 2 .

Therefore, it was the transfer of PE to KE that constituted as the major contributor of the change
of velocity.

Curves with constant radius (𝑅𝑏 = 3.1 ± 0.7 𝑚) per exit-bound flapping flight matched the

trajectories (R2 = 0.9985 ± 0.0014). We observed that larger radius corresponded to higher initial
velocity of exit-bound motion. Neglecting the small effect of net thrust, circular motion indicated
the net forces are a projection of gravitational force on the velocity direction and centripetal
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force. Hence we were able to draw the free body diagram of the bird during the exit-bounding
flapping motion (Fig. 2.4).

Figure 2.4. Free body diagram of the bird during the exit-bounding flapping motion. The bird
enters exit-bounding flapping with initial horizontal and vertical velocity, 𝑉𝑒𝑏0𝑥 and 𝑉𝑒𝑏0𝑧 , and
resumes bounding with only horizontal velocity 𝑉𝑒𝑏1𝑥 . 𝑋�𝑍̅ is body velocity reference frame with
the origin situated at the center of mass, 𝑋�-axis aligns with body velocity vector. 𝛾 is the angle
between gravity and 𝑍̅-axis.

The free-body diagram of body during exit-bound flapping in descending phase resembles a
pendulum, which suggests the body motion is analogous to a swinging simple pendulum motion.
The maximum wingbeat cycle-averaged lift force, 𝐹𝑓𝑙𝑎𝑝𝑀𝐴𝑋 , throughout each run was found

when the finch was close to the bottom of the pendulum motion and is 0.36 ± 0.06 N for all 6
runs in the two birds.
2.3.1.2 Ascending Phase of the Trajectory
The first portion of the ascending flight was flapping, changing 𝑉𝑧 direction from pointing
downwards to upwards (Fig. 2.5). ℎ𝑒 falls below ℎ𝑒𝑟𝑒𝑓 in this portion, indicating the bird was

actively reducing the total velocity. During the ascending phase, bounding appeared less than
descending phase with the percentage of time spent flapping being 81 ± 8 %. Comparing the
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bound interval during ascending and descending phases, body angle of attack 𝛼𝑏 is larger and tail

angle 𝛽𝑡 ranges from 0 deg to -50 deg during ascending while 𝛽𝑡 is close to 0 deg during
descending. For example, tail angle 𝛽𝑡 is -9.0 ± 3.0 deg, 0.7 ± 5.2 deg, -6.2 ± 11.8 deg for the

grey portion of the flight shown in Figure 2.5.

With large 𝛼𝑏 and negative 𝛽𝑡 , the bird projection area to the plane perpendicular to the

incoming flow becomes larger and hence the drag increases. In the following flapping portion,
ℎ𝑒 rolls under ℎ𝑒𝑟𝑒𝑓 faster than the first flapping portion in ascending flight, which further

reduces 𝑉𝑥 and 𝑉𝑧 . 𝛽𝑡 is synchronous with wingbeat motion and 𝛼𝑏 continues to increase during

the ascending phase (Fig. 2.5).

In sync motion of the wings and the tail indicates that at the end of each wingbeat downstroke
the tail deflected towards the incoming flow. The pitch torque created by tail bending could
balance the torque from the wing to prevent oscillation of 𝛼𝑏 in each wingbeat (Su, 2012).
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Figure 2.5. Position, acceleration, body angle of attack and tail angle of a flight. Gray areas are
the bounding motions. Acceleration quickly decreased to negative values during the bound in the
ascending flight, which indicates the bird was using gravity to reduce vertical velocity (𝑉𝑧 ).

2.3.2

Outdoor Flap-bounding between Perches

Among the three chickadees (Fig. 2.6), terminal horizontal velocity 𝑉𝑥𝑦𝑡 changed 56%, -26.1%
and 103% comparing with initial horizontal velocity 𝑉𝑥𝑦0, while 𝐸𝐴𝑎𝑣𝑔 changed -0.6%, -19.2%

and 15.7%. The wind speeds were 0.43 m/s. 0.6 m/s and 0.64 m/s for Chickadee 1, 2 and 3,
respectively.

For chickadee 1, Fig. 2.6 suggests that the motion possessed similar characteristics as zebra finch
flap-bounding flight, i.e., gravitational force accelerated 𝑉𝑧 during bounding and there was only

small variation in 𝐸𝐴𝑎𝑣𝑔 . For chickadee 2, the trajectory shows the bird was utilizing bounding
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to decelerate horizontal velocity 𝑉𝑥𝑦 and 𝑉𝑧 and it further reduced its velocity by the flapping

flight, which is the same pattern exhibited by zebra finch indoors. For chickadee 3, 𝐸𝐴𝑎𝑣𝑔 was

significantly higher. After re-examining the kinematics data of exit-bound motion, we observed
that the chickadee changed from descending to level flight and then accelerated 𝑉𝑥𝑦 during level
flight.

Comparing 𝐸𝐴𝑎𝑣𝑔 of descending and level flight, the change of 𝐸𝐴𝑎𝑣𝑔 occurred during the

descending flight is 4.4% while 𝑉𝑥𝑦𝑡 increased 53.9%. Hence, prior to level flight, the

interpretation that the chickadee employed the same strategy as zebra finch remains valid:
specifically, the total force on the body except gravitational force served as a centripetal force
during exit-bounding flight in the descending phase.
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Figure 2.6. Trajectories of eye, wingtip and velocity of three chickadees. Grey portion indicates
bounding and white portion flapping. Chickadee 1 took off from a platform and descended to
accelerate. Chickadee 2 ascended to prepare for landing on a branch. Chickadee 3 took off from
a branch, ascended before it descended and accelerated. It was observed from the wingtip
location that chickadee engaged in flap-bounding flight style.
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2.3.3

Zebra Finch Bounding Simulation Results

Our simulation results (Table 2.2) match closely to the measured values presented in (Tobalske,
1999). According to the unpublished data of (Tobalske, 1999), the measured pitch acceleration,
𝜃̈𝑚 , is approximately 4.6% higher than the calculated pitch acceleration (Table 2.3), 𝜃̈𝑐 , on
average. The two cases in which 𝜃̈𝑚 deviates from 𝜃̈𝑐 are caused by changes of tail shape. The

agreement above shows that the simulation results can reveal the quantitative trend of force and

torque variation of the body during flap-bounding. The comparison of simulated vorticity with
prior experimental result (Tobalske, 2009) is shown in the appendix.
Table 2.2. Simulated aerodynamic forces and torques of the wind tunnel experiment.
Wind speed (m/s)

Pitch angle (degree)

L (N)

D (N)

M (Nm)

4

40

0.012

0.009

2.43 × 10-4

4

30

0.008

0.005

1.09 × 10-4

6

35

0.023

0.015

4.11 × 10-4

6

30

0.018

0.010

2.54 × 10-4

8

25

0.024

0.013

2.49 × 10-4

The CFD calculated 𝐷𝑚 , 𝐿𝑚 and 𝑃𝑚 were plotted below and fitted to a surface and planes in
Figure 2.7. With the fitted equations, the aerodynamics of the bird during bounds can be
calculated. The 𝑃𝑚 plotted in Figure 2.7 suggests that a finch could maintain a negative tail angle
to generate a pitch down torque during bounding in the descending phase to reduce drag,
whereas a positive tail angle can provide pitch up torque to increase drag to further decelerate.
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Table 2.3. Comparison between measured and calculated pitch acceleration. Pitch angle 𝜃𝑚 was
determined by connecting center of one eye and root of tail and then differentiate 𝜃𝑚 twice to
obtain 𝜃̈𝑚 . 𝜃̈𝑐 was calculated by dividing pitch moment M by principal moments of inertia of
pitch axis 𝐼𝑦𝑦 .
Wind speed (m/s)

Pitch angle (degree)

4

40

𝜽̈𝒎 (deg/s2) 𝜽̈𝒄 (deg/s2)
4105

4068

4

30

1749

1834

6

35

9393

6908

6

30

4046

4273

8

25

4312

4189

8

20

640

944

Figure 2.7. CFD calculated modified coefficients and fitted planes. Here 𝐷𝑚 = (0.0405𝜃 2 −
0.0454𝜃𝛽𝑡 + 0.0213𝛽𝑡 2 + 7.82) × 10−5 ,𝐿𝑚 = (2.098𝜃 − 1.77𝛽𝑡 − 0.982) × 10−5 and
𝑃𝑚 = (5.302𝜃 − 7.28𝛽𝑡 − 2.697) × 10−7.

2.3.4

Aerodynamic Power of Flap-bounding

Minimum total estimated power, total work and CoT were found during the descending phase
(Fig. 2.8), which suggests that the bird used less power output with flap-bounding during
descending phase to achieve higher forward velocity. The averaged rate changes of mechanical
energy during initial and ascending phases take similar absolute values with opposite signs (Fig.
2.8A), suggesting that the mechanical energy gained during initial acceleration from thrust was
largely dissipated during the deceleration process. During the descending phase, forward velocity
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of the bird increased significantly in the exit-bound flapping, whereas the rate change of
mechanical energy, 3.0 ± 4.2 W/kg, is insignificant comparing with the other two phases. Hence
the mechanical energy of the bird during exit-bounding flapping is considered to be conserved. It
suggests that the sum of passive drag and lift, active thrust and lift did not do significant amount
of work along the flight path during exit-bound flapping in descending phase, which confirms
our conclusion that the exit-bound flapping motion is a simple pendulum motion.

For 𝑃𝑝𝑎𝑟 , Fig. 2.8A indicates it increased sequentially for the three phases. During the initial

phase, the bird kept a small body pitch angle and tail angle to minimize parasitic drag on its body.
As it entered exit-bound flapping motion during descending phase, body pitch angle increased,
which led to larger parasitic drag. Throughout the ascending phase, the bird decelerated with

highest parasitic drag by increasing both body pitch angle and tail angle. The total work in the
ascending phase is much higher than rest of the phases (Fig. 2.8C).
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Figure 2.8. Estimated power and comparison of CoT between zebra finch and pigeon. (A)
Minimum total estimated power is obtained during the descending phase. 𝑃𝑝𝑎𝑟 was low during
initial phase 𝑃𝑝𝑟𝑜 was higher during initial phase. Note that dashed block in ascending phase
𝑑�𝐸𝑝 +𝐸𝑘 �

means
is deducted from the total estimated power. (B) The total work of the descending
𝑑𝑡
phase. (C) Mean total mass specific CoT of zebra finch and pigeon are shown by dash and dash
dot lines. Take-off, mid-flight and landing refers to the three phases of pigeon flight.
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2.3.5

Cost of Transport of Zebra Finch Flap-bounding

Ratio of mass-specific induced power 𝑟𝑖𝑛𝑑 = 1.13 (Fig. 2.8C). CoT𝑝𝑔 in take-off phase was

similar to zebra finch initial phase and higher than descending phase, although the contribution
of rate change of mechanical energy to CoT𝑧𝑓 was higher. This suggests that zebra finch used
similar CoT to achieve higher velocity.

For the descending phase and mid-flight phase, CoTzf (4.48 ± 0.69 J/mkg) is slightly lower than
for the pigeon (4.95 J/mkg), whereas the velocity is 4.92 ± 0.86 m/s for zebra finch and mean

velocity is 4.26 m/s for pigeon. These estimates indicate that flap-bounding is more efficient for
descending flight in the sense that flap-bounding facilitated the use of gravity to achieve higher
forward velocity with lower CoT. With similar mean contribution of rate change of mechanical
energy to CoT, induced power during ascending phase is the main cause of higher CoT in the
zebra finch. Overall, CoT𝑧𝑓 (13.48 ± 1.95 J/mkg) is higher than in the pigeon (10.07 J/mkg).
2.4

Conclusions and Implications for Bio-inspired Design

Our results indicate flap-bounding in the zebra finch during short flights between perches is a
strategy for maximizing horizontal velocity, using pendular motion to transfer vertical
acceleration into forward velocity during the descending (middle) phase of the flight. The birds
did not use the pendulum motion for the entire flight since the flapping force required would
increase as a nonlinear function according to Eqs. (2.6) - (2.8) as the bird swings down. Such
behavior might increase the difficulty in sensing of flight states and control of wing motion;
therefore it appeared that the birds only used pendular motion “locally” with relatively short
period of flapping.
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There was a tradeoff for the flap-bounding strategy in the form of a higher (25%) total estimated
CoT and higher velocity compared with continuous flapping between perches. This result is
consistent with prediction from a variety of prior mathematical models (Rayner, 1985, 2001;
Tobalske, 1999). Computational fluid dynamics simulation of various body postures of zebra
finch model in combination with flow velocity show that zebra finch can actively control pitch
motion during bounds by modulating tail angle. Finch use a negative tail angle during bounds to
pitch down and reduce drag, whereas a positive tail angle increases drag and enables overall
deceleration as the bird ascends toward its landing perch.

From the both the indoor and outdoor observations, we observe a common control strategy of
flap-bounding flight. The bird takes off from one perch, accelerates its body to medium speed, 46 m/s and prepares itself for descending flight by engaging in intermittent bounds. In the course
of bounding flight, it utilizes gravitational force to accelerate the vertical velocity. In the
meanwhile, passive aerodynamic pitch torque during bounding flight will adjust the body pitch
angle towards the velocity direction and hence reduce drag. The trajectory of the body during
exit-bound flapping motion follows an arc. As the bird approaches the destination, i.e., another
perch, an intermittent bound still may be exhibited. The body pitch angle is maintained around
50 deg to 70 deg by minimizing the pitch down toque with a zero to positive tail angle.
Comparing with bounding motion in descending flight, the high body pitch angle in ascending
flight ensures higher drag with reduced lift, which contributes to the deceleration process.

Although flap-bounding does not reduce the overall CoT between perches, we found the CoT of
zebra finch in descending phase of flap-bounding flight is slightly lower (9%) than that of pigeon
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in mid-flight phase of continuous flapping level flight and the velocity is higher (13%) than in
the pigeon. This means flap-bounding in descending flight is more efficient in terms of
mechanical work expended while offering faster horizontal speed. Given the differences in size
and wing design between finch and pigeons, this observation should be interpreted with caution,
and future research should explore this pattern in a broader comparative, phylogenetic context
(Garland, 2005).

Maximum lift force, 𝐹𝑓𝑙𝑎𝑝𝑀𝐴𝑋 , occurring near the bottom of the pendulum motion with small

variation (coefficient of variation = S.D./Mean = 16.7%) indicates that the bird planned the
trajectories so as to gain higher velocity and avoid more expense on CoT than pigeon with
continuous flapping, as longer bounds lead to more altitude loss, which contributes to higher
total velocity in the pendulum motion and hence higher lift force and CoT. The increase of radius
of exit-bound pendulum motion together with initial velocity of exit-bound motion also suggests
that the magnitude of centripetal force was limited by adjusting the radius of swing motion
according to initial velocity.

From an evolutionary standpoint, using flap-bounding may reflect selective pressures on small
birds to maximize horizontal velocity to escape from predators (Dial, 2008) or to more quickly
accelerate to cruising flight speeds where the strategy could offer a lower total CoT (Tobalske,
2003). From an engineering perspective, the power limit of unmanned aerial vehicles (UAV’s) is
still a major constraint (Roberts, 2008; Keennon, 2012). It is important to ensure that dynamics
of motor of UAV is fast to perform on the same time scale. We found in (Powers, 2012) that the
time constant of the motor of quadrotor is less than 0.01 sec, which is much faster than quadrotor
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body dynamics and aerodynamics. It suggests the feasibility of implementing flap-bounding on
UAV exists. In the following chapter, I present the dynamics of quadrotor and the design and
optimization of the flap-bounding inspired maneuver.
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3. DYNAMICS AND AERODYNAMICS MODELING OF QUADROTOR

3.1

Kinematics

Let us define a right-hand inertial, east-north-up, earth-fixed reference frame 𝛤𝑖 , 𝑂𝑖 − 𝑥𝑖 𝑦𝑖 𝑧𝑖 . The
other reference frame 𝛤𝑏 , 𝑂𝑏 − 𝑥𝑏 𝑦𝑏 𝑧𝑏 , is fixed to the quadrotor rigid body with the origin, 𝑂𝑏 ,

situated at the center of mass of the quadrotor. We use "X" configuration in the thesis to define
the 𝑥𝑏 , 𝑦𝑏 and 𝑧𝑏 axis, having 𝑥𝑏 axis lying 45 deg between arms of motor 1 and 2, 𝑦𝑏 axis lying

45 deg between arms of motor 2 and 3 and 𝑧𝑏 axis pointing upwards, as shown in Fig. 3.1. Motor

1 and 3 are on the positive 𝑧𝑏 axis and motor 2 and 4 are on the negative in terms of motor
rotation direction.

Let vector 𝑟 = [𝑥 𝑦 𝑧]𝑇 describe the position of the body fixed frame 𝛤𝑏 in the inertial frame 𝛤𝑖 .

We use Z-Y-X Euler angle to model the rotation from the inertial frame to the quadrotor. We

first rotate about 𝑧𝑖 axis by yaw angle 𝜓 to obtain an intermediate frame 𝛤𝑒 , 𝑂𝑒 − 𝑥𝑒 𝑦𝑒 𝑧𝑒 . Then

we rotate about 𝑥𝑒 axis about pitch angle 𝜃 and at last rotate about the new 𝑥𝑏 axis about roll

angle 𝜑 . Following through Z-Y-X sequence yields the rotation matrix that transform
coordinates from 𝛤𝑖 to 𝛤𝑏

c(ψ ) s (θ )
c(θ ) s (ψ )
− s (θ ) 

b

Ri =
c(ψ ) s (φ ) s (θ ) − c(φ ) s (ψ ) c(φ )c(ψ ) + s (φ ) s (ψ ) s (θ ) c(θ ) s (φ ) 


 s(φ ) s (ψ ) + c(φ )c(ψ ) s (θ ) c(φ ) s (ψ ) s (θ ) − c(ψ ) s (φ ) c(φ )c(θ ) 

(3.1)

where 𝑐() and 𝑠() are denoted as cos () and sin (). We define vector 𝜁 = [𝜑 𝜃 𝜓]𝑇 describe the

attitude of the quadrotor. The time derivative of the position vector is defined as 𝑣𝑖 = 𝑟̇ =

[𝑣𝑥 𝑣𝑦 𝑣𝑧 ]𝑇 , which gives the velocity of the quadrotor in 𝛤𝑖 . The rate of change of attitude vector

𝑣
𝜁̇ = [𝜑̇ 𝜃̇ 𝜓̇]𝑇 gives Euler angular velocity. We use velocity pitch angle 𝜃𝑣 = tan−1 𝑣𝑧 to denote
𝑥
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the angle between 𝑥𝑏 and 𝑣𝑖 . Let's define vector 𝑣𝑏 = [𝑈 𝑉 𝑊]𝑇 as linear velocity of 𝑂𝑏 with
respect to 𝑂𝑖 , expressed in 𝛤𝑏 , meaning the quadrotor linear velocity in the body frame.
Following the definition of the rotational matrix, we have
𝑣𝑖 = 𝑅𝑏𝑖 𝑣𝑏

(3.2)

Similarly vector Ω = [𝑝 𝑞 𝑟]𝑇 denotes rotational velocity of 𝛤𝑏 with respect to 𝛤𝑖 , expressed in 𝛤𝑏 .

The relationship between 𝜂̇ and Ω can be expressed by a transform matrix
t (θ )c(φ ) 
1 t (θ ) s(φ )

 H R Ω= 0
− s(φ )  Ω
η=
c(φ )


0 s(φ ) / c(θ ) c(φ ) / c(θ ) 

where 𝐻𝑅 is the angular velocity rotation matrix and 𝑡() are denoted as tan ().

Figure 3.1. Coordinate frames, linear and angular velocity of quadrotor.

(3.3)
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3.2
3.2.1

Dynamics
Body Dynamics

The quadrotor model used in the thesis is based upon AEE Toruk AP9. We model the dynamics
of the quadrotor as a 6 degree-of-freedom (DOF) rigid body. Since the flap-bounding inspired
maneuver becomes more efficient than flying forward at constant height when quadrotor is
flying at high speed (15 - 20 m/s), the effects of body lift and drag are more pronounced than
those from traditional near hover assumption and hence need to be included in the dynamics
model. For simplicity, we do not consider blade flapping effect and induced drag as it is
insignificant comparing with body lift and drag. Also we neglect the effect of rotating blades on
the quadrotor body.
The 6 DOF equations of motion of the quadrotor can be written as
 0 
 s(θ )   − Ls(α b ) + Dc(α b )   qW − rV 
1

 −  rU − pW 
=
vb
0 + g  − c(θ ) s(φ )  + 
0





 

m
Tsum 
 −c(θ )c(φ )   Lc(α b ) + Ds (α b )   pV − qU 

(3.4)

 qr (I yy − I zz )   0  τ 1 
 + τ 
  rp(I − I )  + τ
IΩ
=
zz
xx 

 aeroY   2 
 pq(I xx − I yy )   0  τ 3 



(3.5)

where 𝑚 is the mass of the quadrotor, 𝑇𝑠𝑢𝑚 is the sum of the thrust generated by the four rotors,
𝑇𝑖 , 𝑖 = 1, … ,4, and 𝑔 is the gravitational acceleration. 𝛼𝑏 is the body angle of attack and is
𝑊

defined as 𝛼𝑏 = tan−1 ( 𝑈 ). 𝐿 and 𝐷 are the aerodynamic body lift and drag. The aerodynamic
force vector is 𝑭𝑎𝑒𝑟𝑜 = [−𝐿𝑠(𝛼𝑏 ) + 𝐷𝑐(𝛼𝑏 ) 0

𝐿𝑐(𝛼𝑏 ) + 𝐷𝑠(𝛼𝑏 )]𝑇 . Note that positive 𝐿 and

𝐷 point towards positive 𝑧𝑏 and 𝑥𝑏 directions, respectively. Here we assume no sideway motion

and hence no aerodynamic force appears on the 𝑦𝑏 direction. Let I ∈  3×3 denote the constant

moments of inertia matrix of the quadrotor and Ixx = 𝐈(1,1) , Iyy = 𝐈(2,2) and Izz = 𝐈(3,3) .
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𝝉𝑎𝑒𝑟𝑜 = [0 𝜏𝑎𝑒𝑟𝑜𝑌

0] is the aerodynamic torque experienced by the body given a certain 𝛼𝑏 .

The Coriolis force is 𝑭𝑐𝑜𝑟 = [𝑞𝑟(Iyy − Izz ) 𝑟𝑝(Izz − Ixx ) 𝑝𝑞(Ixx − Iyy )]𝑇 . Due to small
rotation along 𝑥𝑏 and 𝑧𝑏 , we neglect the aerodynamic torque along those two axes. 𝜏1 , 𝜏2 and 𝜏3

are the active control torques, along 𝑥𝑏 , 𝑦𝑏 and 𝑧𝑏 , created by the differences of the thrust of the

four motors.
3.2.2

Propeller Modeling

For our simulation, APC 10 × 4.7 propeller is selected. Let us define 𝑣𝑖𝑛𝑑 as the induced
velocity by the rotor blades. Throughout the flight trajectory, the body angle of attack 𝛼𝑏 is kept

positive such that rotor remains in normal working state (Hoffmann, 2007). Using momentum
theory (Leishman, 2000)
𝑇 = 2𝜌𝐴𝑣𝑖𝑛𝑑 �𝑣𝑐2 + (𝑣𝑠 + 𝑣𝑖𝑛𝑑 )2

(3.6)

where 𝜌 is the air density, 𝐴 = 𝜋𝑅𝐵2 is the area swept by rotor blades, 𝑅𝐵 is the radius of the rotor

blade, 𝑣𝑐 is the projection of flow velocity along propeller disc plane, assuming no wind velocity,
and 𝑣𝑠 is the projection of flow velocity perpendicular to the propeller disc plane, and in the

opposite direction to the thrust, 𝑇. And we have

𝑣𝑐 = 𝑣𝑏 cos 𝛼𝑏

(3.7)

𝑣𝑠 = 𝑣𝑏 sin 𝛼𝑏

We know that 𝑣𝑏 = �𝑣𝑠2 + 𝑣𝑐2 . Substitute into Eq. (3.6) and rearrange
𝑇

3
4
2
𝑣𝑖𝑛𝑑
+ 2𝑣𝑏 sin 𝛼𝑏 𝑣𝑖𝑛𝑑
+ 𝑣𝑏2 𝑣𝑖𝑛𝑑
− (2𝜌𝐴)2=0

(3.8)

Now, given 𝑇 and 𝑣𝑏 , we could calculate the induced velocity of each rotor. Let Π, 𝑂ℎ − 𝒊𝒋𝒌

denote a frame attached to the rotor hub with 𝒊 perpendicular to the flight direction, 𝒋 along the

direction of 𝑣𝑐 and 𝒌 opposite to the thrust direction. Blade element theory is employed to
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develop model for the propeller. Let us define a reference frame Λ, 𝑁 − 𝒊Ψ𝐵 𝒋Ψ𝐵 𝒌Ψ𝐵 , attached to

the blade element at 𝑁 with the origin situated at 𝑟 distance away from the rotor hub. Since Λ is
obtained by rotating Π with respect to 𝒌 by Ψ𝐵 angle, we have
𝒊Ψ𝐵 = cos Ψ𝐵 𝒊 + sin Ψ𝐵 𝒋

𝒋Ψ𝐵 = cos Ψ𝐵 𝒋 − sin Ψ𝐵 𝒊

(3.9)

𝒌Ψ𝐵 = 𝒌

To non-dimensionalize the lift and drag equations, we define the following notations
𝑣̅𝑓 =
𝑣�𝑐 =
𝑣�𝑠 =
𝑣̅𝑠𝑖𝑛𝑑 =

𝑣𝑓
𝑣𝑡

(3.10)

𝑣𝑐
𝑣𝑡

(3.11)

𝑣𝑠
𝑣𝑡

(3.12)

𝑣𝑠 + 𝑣𝑖𝑛𝑑
𝑣𝑡

(3.13)

where 𝑣𝑡 = 𝜔𝑅𝐵 is the rotor tip velocity with 𝜔 the angular velocity of the rotor. The flow
velocity of the blade element at 𝑁 is denoted as 𝑼 = 𝑈𝑡 𝒊Ψ𝐵 + 𝑈𝑝 𝒌Ψ𝐵 and satisfies
𝑈𝑡 = 𝜔𝑟 + 𝑣𝑐 sin Ψ𝐵

𝑟

(3.14)

𝑈𝑝 = 𝑣𝑠 + 𝑣𝑖𝑛𝑑

(3.15)

|𝑼| = �𝑈𝑡2 + 𝑈𝑝2 = 𝑣𝑡 �(𝑟̅ + 𝑣̅𝑐 sin Ψ𝐵 )2 + 𝑣̅𝑠𝑖𝑛𝑑 2

(3.16)

We denote 𝑟̅ = 𝑅 as the non-dimensionalized radius at 𝑁. The norm of 𝑼 is

The angle between 𝑼 and 𝑈𝑡 𝒊Ψ𝐵 , inflow angle, is given by
𝛽 = tan−1

The angle of attack of the blade element at 𝑁 is

𝑈𝑝
𝑈𝑡

(3.17)
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𝛼𝑝 = 𝜃𝑝 − 𝛽

(3.18)

where 𝜃𝑝 is the blade pitch angle at 𝑁. The lift force of the element at 𝑁 is expressed by the

following equation

1
𝑑𝑳 = 𝜌𝑐𝑝 (𝑟̅ )𝐶𝑙𝑝 (𝛼𝑝 , 𝑟̅ )𝑑𝑟|𝑈|𝑼⊥
2

(3.19)

where 𝑐𝑝 (𝑟̅ ) is the chord length of the blade at 𝑁. 𝐶𝑙𝑝 (𝛼𝑝 , 𝑟̅ ) is the lift coefficient of the blade

element and is determined by angle of attack of the blade element, 𝛼𝑝 , and the radius , 𝑟̅ , at 𝑁.
𝑑𝑟 is the width of the blade element and 𝑼⊥ is the vector with the normal of |𝑈| and
perpendicular to 𝑼 with inflow angle of 𝛽 between 𝑼⊥ and 𝑇. The elementary drag force of the
element at 𝑁 is given by

𝑑𝑫 =

1
𝜌𝑐 (𝑟̅ )𝐶𝑑𝑝 (𝛼𝑝 , 𝑟̅ )𝑑𝑟|𝑈|𝑼
2 𝑝

(3.20)

with 𝐶𝑑𝑝 (𝛼𝑝 , 𝑟̅ ) the drag coefficient of the element. There is also a moment effect on the blade

element. For simplicity, we ignored the moment in our blade element model. We decompose
total effect of the lift 𝑑𝑳 and the drag 𝑑𝑫 along the thrust 𝑇 direction and the direction on the
propeller disc plane

𝑑𝑇 = 𝑑𝐿 cos 𝛽 − 𝑑𝐷 sin 𝛽

(3.21)

𝑑𝐻 = 𝑑𝐿 sin 𝛽 +𝑑𝐷 cos 𝛽

with 𝑑𝑇 the elementary thrust force and 𝑑𝐻 the elementary in-plane force. We assume the
rotational velocity of the rotor blade is much higher than 𝑣𝑏 or 𝑣𝑠𝑖𝑛𝑑 . As 𝑟̅ reduces to near root,

the assumption no longer holds, yet no significant lift or power would be generated around this
region. Now Eq. (3.16) can be approximated by
|𝑼| = 𝑈 = 𝑣𝑡 (𝑟̅ + 𝑣̅𝑐 sin Ψ𝐵 )

By the same assumption, we can linearize Eq. (3.17)

(3.22)
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𝛽=

Linearizing Eq. (3.21)

𝑣̅𝑠𝑖𝑛𝑑
𝑟̅ + 𝑣̅𝑐 sin Ψ𝐵
𝑑𝑇 = 𝑑𝐿

(3.23)

(3.24)

𝑑𝐻 = 𝑑𝐿 𝛽 +𝑑𝐷

The chord length 𝑐𝑝 and the blade pitch angle 𝜃𝑝 can be averaged by using their value at 75%

radius of the blade (Newman, 1994). Hence we use 𝑐𝑝 (0.75) and 𝐶𝑙𝑝 (𝛼𝑝 , 0.75) to be 𝑐𝑝 and

𝐶𝑙𝑝 (𝛼𝑝 ) of the blade. We model the lift coefficient 𝐶𝑙𝑝 (𝛼𝑝 ) as a first order function of 𝛼𝑝
(Wagtendonk, 1996; Phung, 2013)

𝐶𝑙𝑝 �𝛼𝑝 � = 𝐶𝑙0 + 𝑎𝑙 𝛼𝑝

(3.25)

with 𝐶𝑙0 the lift coefficient when 𝛼𝑝 = 0 and 𝑎𝑙 the lift curve slope and will be determined later
in this paper. A detail derivation of the thrust 𝑇 is presented in the Appendix.

According to blade element theory, substitute Eqs. (3.24), (3.25) into Eq. (3.19) and integrate
with respect to 𝑟 and Ψ𝐵 (Phung, 2013), the thrust is:
𝑇=

𝜌𝑁𝑝 𝑐𝑝 𝑅𝐵
2
�𝐶𝑙𝑡 � + 𝑣�𝑐 2 � − 𝑎𝑙 𝑣̅𝑠𝑖𝑛𝑑 � 𝑣𝑡2
4
3

(3.26)

where 𝑁𝑝 is the number of blades of one propeller and 𝐶𝑙𝑡 , lift coefficient at the averaged pitch

value, is:

𝐶𝑙𝑡 = 𝐶𝑙0 + 𝑎𝑙 𝜃𝑝

We denote the advance ratio 𝐽𝑎𝑑𝑣 as:

𝐽𝑎𝑑𝑣 =

𝐶𝑙0 and 𝑎𝑙 are modeled as linear functions of 𝜔

𝑣𝑠
𝑣𝑡

(3.27)

(3.28)
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𝐶𝑙0 = 𝑎𝑙1 𝜔 + 𝑏𝑙1

(3.29)

𝑎𝑙 = 𝑎𝑙2 𝜔 + 𝑏𝑙2

where 𝑎𝑙1 , 𝑏𝑙1 , 𝑎𝑙2 and 𝑏𝑙2 are coefficients determined by first calculating 4 sets of
corresponding 𝐶𝑙0 and 𝑎𝑙 with respect to 𝜔 from the published experimental lift coefficient data
(Brandt, 2017) with 𝐽𝑎𝑑𝑣 ranging from 0.09 to 0.47. Then least square fitting of 𝐶𝑙0 and 𝑎𝑙 are

performed to obtain 𝑎𝑙1 , 𝑏𝑙1 , 𝑎𝑙2 and 𝑏𝑙2 .

We ignore the tip loss factor (Bramwell, 2001) due to it contributes insignificant thrust lost (5%).
Substitute Eqs. (3.7), (3.27), (3.29) into (3.26)
2
2
�𝑎𝑙1 + 𝑎𝑙2 𝜃𝑝 �𝑅𝐵2 𝜔3 + � �𝑏𝑙1 + 𝑏𝑙2 𝜃𝑝 �𝑅𝐵 − 𝑎𝑙2 (𝑣𝑏 sin 𝛼𝑏 + 𝑣𝑖𝑛𝑑 )� 𝑅𝐵 𝜔2
3
3
+ ��𝑎𝑙1 + 𝑎𝑙2 𝜃𝑝 �𝑣𝑏2 cos2 𝛼𝑏 − 𝑏𝑙2 (𝑣𝑏 sin 𝛼𝑏 + 𝑣𝑖𝑛𝑑 )𝑅𝐵 �𝜔
+ �𝑏𝑙1 + 𝑏𝑙2 𝜃𝑝 �𝑣𝑏2 cos2 𝛼𝑏 −

(3.30)

4𝑇
=0
𝜌𝑁𝑝 𝑐𝑝 𝑅𝐵

Given 𝑇, 𝑣𝑖𝑛𝑑 , 𝑣𝑏 and 𝛼𝑏 , we can solve for the angular velocity of the rotor 𝜔 for the modeled

propeller.

The drag coefficient 𝐶𝑑𝑝 (𝛼𝑝 ) is formulated as (Wagtendonk, 1996; Phung, 2013)
𝐶𝑑𝑝 �𝛼𝑝 � = 𝑏0 + 𝑏1 𝛼𝑝 + 𝑏2 𝛼𝑝2

(3.31)

where 𝑏0 , 𝑏1 and 𝑏2 are quadratic coefficients determined through experiment data later in the

paper. A detail derivation of the in-plane force 𝐻 is provided in the Appendix. Based upon blade

element theory, we substitute Eqs. (3.24), (3.31) into Eq. (3.20) and integrate with respect to 𝑟
and Ψ𝐵 (Phung, 2015), the in-plane force is
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𝐻=

𝜌𝑁𝑝 𝑐𝑝 𝑅𝐵
𝑣�𝑐 (𝛽1 𝑣̅𝑠𝑖𝑛𝑑 + 𝛽2 )𝑣𝑡2
4

(3.32)

where the coefficients 𝛽1 and 𝛽2 are

𝛽1 = 𝐶𝑙𝑡 − 2𝜃𝑝 𝑏2 − 𝑏1

𝛽2 = 𝑏2 𝜃𝑝2 + 𝑏1 𝜃𝑝 + 𝑏0

(3.33)

The elementary torque on the blade element is

𝑑𝑄 = 𝑟𝑑𝐻

(3.34)

A detail derivation of the torque on the blade 𝑄 is provided in the Appendix. Integrate 𝑑𝑄 with
respect to 𝑟 and Ψ𝐵 (Wagtendonk, 1996; Phung, 2015)

where 𝛽0 is

𝑄=

𝜌𝑁𝑝 𝑐𝑝 𝑅𝐵
2
𝛽2
�𝛽0 𝑣̅𝑠𝑖𝑛𝑑 2 + 𝛽1 𝑣̅𝑠𝑖𝑛𝑑 + (1 + 𝑣�𝑐 2 )� 𝑣𝑡2
4
3
2
𝛽0 = 𝑏2 − 𝑎𝑙

(3.35)

(3.36)

Similar process is employed to obtain 4 sets of 𝑏0 , 𝑏1 and 𝑏2 from the published experimental

torque coefficient data (Brandt, 2017). 𝑏0 , 𝑏1 and 𝑏2 are modeled as follows
𝑏0 = 𝑎𝑞0 𝜔2 + 𝑏𝑞0 𝜔 + 𝑐𝑞0
𝑏1 = 𝑎𝑞1 𝜔 + 𝑏𝑞1

(3.37)

𝑏2 = 𝑎𝑞2 𝜔2 + 𝑏𝑞2 𝜔 + 𝑐𝑞2

with 𝑎𝑞0 , 𝑏𝑞0 , 𝑐𝑞0 , 𝑎𝑞1 , 𝑏𝑞1 , 𝑎𝑞2 , 𝑏𝑞2 and 𝑐𝑞2 determined through least square fitting of 𝑏0 , 𝑏1
and 𝑏2 .

With 𝜔 solved from Eq. (3.30), the mechanical power of the propeller is
𝑃𝑝𝑟𝑜𝑝 = 𝑄𝜔

(3.38)
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Figure 3.2. Incoming flow and blade element.
3.2.3

Body Aerodynamics Modeling

3.2.3.1 Body 3D modeling
The AP9 quadrotor 3D model of is constructed using Solidworks. The model is composed of five
parts: body shell, battery, motor, electronic speed controller (ESC) and electronic circuit. Camera
and camera mount are not included in the model. Each part is created such that it replicates the
linear dimensions and contours of the corresponding actual component.

Each part is assigned with the mass according to its data sheet. Propellers are excluded from the
body model for body CFD simulation purpose. The ‘Mass properties’ function of the Solidworks
provides the location of the center of the mass and three principle axis of inertia. The propellers
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are included in this case and are aligned in both 0 and 90 deg directions to the 𝑥𝑏 𝑧𝑏 plane and the
averaged location of the center of the mass and three principle axis of inertia are used.

Figure 3.3. Quadrotor 3D model.
3.2.3.2 CFD simulation setup
During the flap-bounding inspired maneuver, the flow around the body is turbulent with the Re
above 3 × 105 with flight speed ranging from 15 m/s to 20 m/s. We choose unsteady RANSbased SST k-ω turbulence model in ANSYS Fluent. It is acknowledged that this model could not
capture all the flow effects. We model the quasi-steady aerodynamic force and torque the
quadrotor body experienced during the maneuver.

For each simulation, the body is located at the center of a cuboid-shaped (800 mm × 800 mm ×
400 mm) computational domain. The sagittal plane of the quadrotor body coincides with the
vertical mid-plane of the cuboid, while the center of the mass is placed at the center of the cuboid.
The angle between the quadrotor body longitudinal axis and the horizontal mid-plane is defined
as the body angle of attack 𝛼𝑏 . The model is set up with 𝛼𝑏 varying from 0 deg to 40 deg with 10

deg increment for each case. The cube domain is enclosed at the center of a larger cuboid-shaped
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(1500 mm × 1000 mm × 500 mm) computational domain. The two square faced boundary
conditions (BCs) are defined as velocity inlet with the prescribed velocity and zero gauge
pressure outlet condition respectively. Quadrotor body surface is set as no-slip wall condition.

The SIMPLEC method is used for the pressure-velocity coupling. The time length was picked to
ensure the flow surrounding the body reached a quasi-steady state, i.e., drag, lift and pitch torque
coefficients either converged or manifested in an oscillating state with stable upper and lower
boundaries. 𝑣𝑖 = 15 m/s is used as incoming flow initial conditions.
The simulated aerodynamic force and torque are defined as
1
𝐷 = 𝐶𝑑𝑏 𝜌𝐴𝑓 𝑉 2
2
𝐿=

1
𝐶 𝜌𝐴 𝑉 2
2 𝑙𝑏 𝑓

(3.39)

1
𝜏𝑎𝑒𝑟𝑜𝑌 = 𝐶𝑝𝑏 𝜌𝐴𝑓 𝑉 2
2

where 𝐶𝑑𝑏 , 𝐶𝑙𝑏 and 𝐶𝑝𝑏 are the drag, lift and pitch torque coefficient of the quadrotor body.
Frontal area of the quadrotor, 𝐴𝑓 , is defined as

𝐴𝑓 = 𝐴𝑥𝑦 |sin 𝛼𝑏 | + 𝐴𝑦𝑧 |cos 𝛼𝑏 |

(3.40)

with 𝐴𝑥𝑦 the area of the quadrotor body projected to the 𝑥𝑏 𝑦𝑏 plane and 𝐴𝑦𝑧 the area projected to

the 𝑦𝑏 𝑧𝑏 plane. 𝐴𝑥𝑦 is 3.6 times larger than 𝐴𝑦𝑧 . We denote 𝑉 as the flow velocity and in our

simulation 𝑉 = 𝑣𝑖 .
3.2.4

Motor Modeling

The quadrotor in our model employs brushless DC (BLDC) motors. They can be modeled as a
circuit with resistor, inductor and voltage generator (Bresciani, 2008; Cutler, 2011). We have
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𝜐𝑖𝑛 = 𝜐𝑅 + 𝜐𝐿 + 𝜐𝑏𝐸𝑀𝐹

(3.41)

where 𝜐𝑖𝑛 is the input voltage, 𝜐𝑅 is the voltage drop on the resistor, 𝜐𝐿 the voltage on the

inductor and 𝜐𝑏𝐸𝑀𝐹 the voltage generated by back EMF. The input voltage satisfies 𝜐𝑖𝑛 =

𝜐𝑏𝑎𝑡𝑡𝑒𝑟𝑦 𝑈𝑚 with 𝜐𝑏𝑎𝑡𝑡𝑒𝑟𝑦 the voltage of the battery and 𝑈𝑚 the control throttle of motor. Expand
Eq. (3.41) as

𝜐𝑖𝑛 = 𝑖𝑅 + 𝐿

𝑑𝑖
+ 𝐾𝑏 𝜔
𝑑𝑡

(3.42)

where 𝑖 is the motor current, 𝑅 is the motor resistance, 𝐿 is the motor inductance and 𝐾𝑏 is the
back EMF coefficient. The inductance of the motor used in quadrotor is small and for
simplification the effect of the term is ignored (Bresciani, 2008; Cutler, 2011). The motor torque,
𝜏𝑚 , can be expressed as

𝜏𝑚 = 𝐾𝑡 𝑖

(3.43)

where 𝐾𝑡 is the torque coefficient. The rotational acceleration of the motor and the propeller, 𝜔̇ ,
is

𝐼𝑚𝑏 𝜔̇ = 𝜏𝑚 − 𝑄

(3.44)

where 𝐼𝑚𝑏 is the moment of inertia of the motor and the propeller. From the equations above, the
relationship between control throttle and motor rotational velocity follows
𝑈𝑚 =

1

𝜐𝑏𝑎𝑡𝑡𝑒𝑟𝑦

�

𝑅
(𝐼 𝜔̇ + 𝑄) + 𝐾𝑏 𝜔�
𝐾𝑡 𝑚𝑏

(3.45)

Given the control throttle and torque on the propeller from Eq. (3.35), the propeller velocity can
be obtained by solving Eq. (3.45).
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4. FLAP-BOUNDING INSPIRED MANEUVER

4.1

Introduction

Traditionally, the quadrotor advances forward by tilting the body with a positive 𝛼𝑏 such that the

projection of thrust 𝑇 along the advancing direction can counter the drag of the body and the

projection along the vertical direction lift the body against gravitational force to maintain the
altitude of the body. We denote this flight style as constant forward flight. Eq. (3.4) is reduced to:
 0 
 s (θ )   − Ls (θ ) + Dc(θ ) 
1


0 =  0  + g  0  + 
0

m
Tsum 
 −c(θ )   Lc(θ ) + Ds (θ ) 

(4.1)

where 𝛼𝑏 = 𝜃 holds in this case.
𝐷 and 𝐿 increases quadratically in magnitude with respect to 𝑉. To balance the increased drag,

the quadrotor need to direct 𝑇𝑠𝑢𝑚 forward by increasing 𝜃 so as to provide more projection of

𝑇𝑠𝑢𝑚 along the advancing direction. Coincidentally, the increase of 𝛼𝑏 leads to larger frontal area
via Eq. (3.40), which drives magnitude of 𝐷 and 𝐿 even larger, as shown in Fig. 4.1. It is of
importance to reduce 𝛼𝑏 in order to minimize 𝐷 and 𝐿 and hence the mechanical power required
in high speed forward flight.
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Figure 4.1. The normalized forces on quadrotor in constant forward flight. The forces are
normalized with respect to the gravitational force, 𝑚𝑔. The thrust is the total thrust of all
propellers, 𝑇𝑠𝑢𝑚 . As the velocity 𝑉 increases, the magnitudes of 𝐿 and 𝐷 become significant as
not only they are in quadratic relationship to 𝑉 but also body angle of attack, 𝛼𝑏 , grow
concurrently, which drives the frontal area larger.
4.2

Maneuver Trajectory Design

The flap-bounding inspired maneuver is composed of 5 phases in one cycle: projectile drop, drop
transition, pendulum swing, rise transition and projectile rise. The initial conditions of the
maneuver are that the quadrotor flies forward with prescribed velocity 𝑣𝑖 = [𝑉𝑖𝑛𝑖 0 0]𝑇 in m/s,
𝜂 = [0 0.2 0]𝑇 in deg and Ω = [0 0 0]𝑇 in deg/s with thrust of the four rotors of the quadrotor

𝑇𝑞𝑢𝑎𝑑 = [𝑇1 𝑇2 𝑇3 𝑇4 ]𝑇 = [1 1 1 1]𝑇 in N. Since velocity vector 𝑣𝑖 is aligned with 𝑥𝑖 , it implies
that 𝛼𝑏 = 𝜃 holds. We set 𝜃 and 𝛼𝑏 to be a small positive angle to ensure that 𝑣𝑠 is in the same
direction as 𝑣𝑖𝑛𝑑 so as to maintain normal working state of the propellers instead of vortex ring,

turbulent wake or windmill brake state (Newman, 1994). The positive 𝛼𝑏 condition is kept
throughout the entire maneuver.
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4.2.1

Projectile Drop

In the projectile drop phase, the quadrotor total thrust output 𝑇𝑠𝑢𝑚 is maintained at 4 and 𝛼𝑏 kept

at 0.2 deg and the quadrotor moves forward in a projectile trajectory. Maintaining 𝑇𝑠𝑢𝑚 at low

level contributes to less energy consumption in this phase and also ensures sufficient baseline
thrust for each rotor to generate control torque 𝜏1 , 𝜏2 and 𝜏3 through thrust differential to change

the pitch angle of the velocity 𝜃𝑣 to ensure 𝛼𝑏 = 𝜃 + 𝜃𝑣 maintains at 0.2 deg and to counter

external disturbances, as opposed to set 𝑇𝑠𝑢𝑚 to zero, similar to the bounding phase of zebra

finch. As shown in Chapter 2, it is worth noting that zebra finch utilize tail to navigate its body
pitch angle during bounding to reduce body angle of attack.
4.2.2

Drop Transition

After the altitude of quadrotor reduced by drop height 𝐻𝑑 , it enters the drop transition phase
during which both 𝑇𝑠𝑢𝑚 and 𝜃 rapidly increases until the 𝑇𝑠𝑢𝑚 and 𝛼𝑏 simultaneously satisfies

the condition through trajectory planning that enables the quadrotor body swinging forward in
pendulum-like motion, similar to the flapping phase of zebra finch.

Before moving to discuss trajectory planning, we need to first propose an hypothesis that the
change of thrust in each rotor has much larger effect on the change of rotational angle than
change of velocity, in other words, we can keep the velocity or 𝜃𝑣 changes negligible while
rapidly increase 𝜃 so as to increase 𝛼𝑏 . To examine the validity of the hypothesis, we assume

four rotors has equal thrust output and then rotor 1 and 2 both increase thrust by 0.5 N, which
means the change of total thrust Δ𝑇𝑠𝑢𝑚 = 1 N. The net acceleration change caused by Δ𝑇𝑠𝑢𝑚 is
Δa =

Δ𝑇𝑠𝑢𝑚
𝑚

= 0.74 m/s2, where the mass of the quadrotor we used in our model is 𝑚 = 1.35 kg.

The change of pitch control torque is Δ𝜏2 = Δ𝑇𝑠𝑢𝑚 𝑅𝑞 = 0.169 Nm with moment arm of the

63
rotor with respect to 𝑦𝑏 is 𝑅𝑞 = 0.169 m. Hence the net pitch angular acceleration change is
Δq̇ =

Δ𝜏2
Iyy

= 10.76 rad/s2, which is over one magnitude higher than Δa. Hence it proves our

hypothesis.

Let us denote the pitch angle and angular velocity and acceleration at the beginning of the phase
to be 𝜃𝐷𝑇0 , 𝑞𝐷𝑇0 and 𝑞̇ 𝐷𝑇0. Next step we need to address the radius of the pendulum trajectory
since it is inversely related to the centripetal force, which is the projection of 𝑇𝑠𝑢𝑚 along the

normal direction of the body velocity in addition to the negative lift produced from the quadrotor
body. As an initial guess, we use the velocity 𝑣𝑖𝐷𝑇0 = [𝑣𝑥𝐷𝑇0 0 𝑣𝑧𝐷𝑇0 ] when the quadrotor just

enters the drop transition phase and find the corresponding velocity pitch angle 𝜃𝑣𝐷𝑇0 . The

desired maximum altitude drop of the circular trajectory of the pendulum swing phase is denoted
as 𝐻𝑑𝑃𝑆 . Let the radius of the circular trajectory be 𝑅𝑃𝑆 . Through geometry, it follows that
𝑅𝑃𝑆 =

𝐻𝑑𝑃𝑆
1 − cos 𝜃𝑣𝐷𝑇

(4.2)

where 𝜃𝑣𝐷𝑇 = 𝜃𝑣𝐷𝑇0 . Given prescribed 𝐻𝑑𝑃𝑆 , 𝜃𝑣𝐷𝑇0 and 𝑣𝑖𝐷𝑇0 , it is required that
𝑇𝑠𝑢𝑚 sin 𝛼𝑏 + 𝐷 = 0

𝑣𝑖2
𝑇𝑠𝑢𝑚 cos 𝛼𝑏 − 𝑚𝑔 cos 𝜃 + 𝐿 = 𝑚
𝑅𝑃𝑆

(4.3)

must hold to generate the pendulum swing motion with 𝑇𝑠𝑢𝑚 = ���������
𝑇𝑠𝑢𝑚𝐷𝑇 , 𝛼𝑏 = 𝛼
������,
𝑏𝐷𝑇 𝜃 = 𝜃𝐷𝑇0

���������
and 𝑣𝑖 = 𝑣𝑖𝐷𝑇0 . By solving Eq. (4.3), the desired 𝑇
������
𝑠𝑢𝑚𝐷𝑇 and 𝛼
𝑏𝐷𝑇 are obtained if the quadrotor

were to engage in pendulum swing motion at the beginning of the drop transition phase. Note

that 𝑚𝑔 sin 𝜃 is absent in Eq. (4.3) since it is not countered by ���������
𝑇𝑠𝑢𝑚𝐷𝑇 sin ������
𝛼𝑏𝐷𝑇 and provide the
downward acceleration and upward deceleration by transforming potential energy to kinematic
energy and vice versa.
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Unlike traditional quadrotor trajectory planning problem, our concern is to achieve the desired
𝜃𝐷𝑇𝑓 , 𝑞𝐷𝑇𝑓 and 𝑞̇ 𝐷𝑇𝑓 simultaneously at the end of drop transition phase instead of desired
position or velocity. Assuming 𝜃𝑣 remains the same as 𝜃𝑣𝐷𝑇0 throughout the phase, the pitch

𝑣
������
angle satisfies 𝜃
𝛼𝑏𝐷𝑇0 − 𝜃𝑣𝐷𝑇0 . The pendulum motion implies that ������
𝑞𝐷𝑇𝑓 = 𝑅𝑖𝐷𝑇0 and
𝐷𝑇𝑓 = �������
𝑃𝑆

𝑔 sin 𝜃𝑣𝐷𝑇0
𝑞̇������
must hold.
𝐷𝑇𝑓 =
𝑅
𝑃𝑆

Now we can formulate our trajectory planning problem as the minimization of the cost function 𝐽
in �𝑡0 𝑡𝑓 � (Mellinger, 2011b)

𝑡𝑓

𝐽 = � 𝑞̈ 2 𝑑𝑡

(4.4)

𝑡0

with 𝑡0 the initial time of the phase and 𝑡𝑓 the final time, while meeting the dynamic constraints

(t i ) θ=
0, f
θ DT=

DTi , i
 p
(p)
 d qDT= q=
0,=
f , p 0,1
t = ti
DTi , i
p
 dt

T j ≤ Tmax

T j ≥ Tmin


(4.5)

�����
(𝑝)
where 𝑞𝐷𝑇𝚤 is the p-th derivative of 𝑞
�����
𝐷𝑇𝚤 and 𝑇𝑚𝑎𝑥 = 7 N and 𝑇𝑚𝑖𝑛 = 0.7 N are the upper and
lower bound of the thrust produced by one rotor.
(6)

To satisfy Eq. (4.4), 𝜃𝐷𝑇 = 0 must hold by Euler-Lagrange equation. Hence we want 𝜃𝐷𝑇 to take
the form

𝜃𝐷𝑇 = 𝑐5 𝑡 5 + 𝑐4 𝑡 4 + 𝑐3 𝑡 3 + 𝑐2 𝑡 2 + 𝑐1 𝑡 + 𝑐0

(4.6)

where 𝑐𝑖 , 𝑖 = 0, … ,5, are coefficients to be determined. Substitute Eq. (4.6) into Eq. (4.5) to have
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 t05
t04
 4
4t03
 5t0
 20t03 12t02
 5
t 4f
 tf
 5t 4
4t 3f
f
 3
2
 20t f 12t f

t03
3t02

t02
2t0

t0
1

6t0

2

0

t 3f
3t 2f
6t f

t 2f
2t f
2

tf
1
0

1   c5  θ DT 0 



0  c4   qDT 0 
 
0   c3   q DT 0 
  = 

1  c2  θ DTf 
0   c1   qDTf 
  

0   c0   q DTf 

(4.7)

������
������
with 𝜃𝐷𝑇𝑓 = 𝜃
������
𝐷𝑇𝑓 , 𝑞𝐷𝑇𝑓 = 𝑞
𝐷𝑇𝑓 and 𝑞̇ 𝐷𝑇𝑓 = 𝑞̇ 𝐷𝑇𝑓 . Without lost of generality, we set 𝑡0 = 0 and
through manual tuning we could find a small 𝑡𝑓 , between 0.1 and 0.13 s for various 𝑉𝑖𝑛𝑖 , that
satisfies the thrust bound constraints and hence we can solve of 𝜃𝐷𝑇 , 𝑞𝐷𝑇 and 𝑞̇ 𝐷𝑇 during the
drop transition via Eqs. (4.6) and (4.7).

The pitch control torque 𝜏2 can be calculated through Eq. (3.5). The mapping from the thrust of

each rotor 𝑇𝑞𝑢𝑎𝑑 = [𝑇1 𝑇2 𝑇3 𝑇4 ]𝑇 to the total thrust 𝑇𝑠𝑢𝑚 and the control torque 𝜏1 , 𝜏2 and 𝜏3 are
given by

 1
 −R
 q
 − Rq

 K yaw

1
Rq
− Rq
− K yaw

1
Rq
Rq
K yaw

1   T1  Tsum 
− Rq  T2   τ 1 
  = 

Rq  T3   τ 2 
  

− K yaw  T4   τ 3 

(4.8)

with 𝐾𝑦𝑎𝑤 the coefficient of yaw torque of each rotor. For simplicity, we assume 𝜏1 and 𝜏3 are
zero.

In order to solve thrust of each rotor, we impose the following constraints
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𝑇1 = 𝑇1𝐷𝑇𝑓 + (𝑇1𝐷𝑇0 − 𝑇1𝐷𝑇𝑓 )𝑒

−

𝑡
𝜏𝐷𝑇

𝑇2 = 𝑇1 + 𝑇𝑑𝑖𝑓

(4.9)

𝑇1 = 𝑇4

𝑇2 = 𝑇3

where 𝜏𝐷𝑇 is the time constant of 𝑇1 thrust profile and 𝑇1𝐷𝑇0 and 𝑇1𝐷𝑇𝑓 are the initial and final
𝜏

thrust of rotor 1 and 𝑇𝑑𝑖𝑓 = 2𝑅2 is the difference of thrust of rotor 1 and 2 and 𝑇𝑑𝑖𝑓𝑓 = 𝑇𝑑𝑖𝑓 (𝑡𝑓 ) in
𝑞

1 �������������
𝑇𝑠𝑢𝑚𝐷𝑇0

the drop transition phase. We choose 𝑇1𝐷𝑇𝑓 = 2 (

2

− 𝑇𝑑𝑖𝑓𝑓 ).

The thrust profile of 𝑇1 is chosen similar to the step response of a 1st order system since the
motors of the quadrotor are modeled as 1st order systems (Mahony, 2012; Mellinger, 2012)
𝐺𝑚 (𝑠) =

𝜔
𝐾𝑚
=
𝑈𝑚 𝜏𝑚 𝑠 + 1

(4.10)

with 𝐺𝑚 (𝑠) the transfer function between input, motor control throttle 𝑈𝑚 , and output,

motor/rotor rotational velocity 𝜔, and 𝐾𝑚 the system gain and 𝜏𝑚 the motor time constant. It is

also attributed to the fact that 𝑇1 needs to rapidly increase at the beginning of the phase to avoid

𝑇2 falling below the lower bound 𝑇𝑚𝑖𝑛 as 𝑇𝑑𝑖𝑓 is negative as well as thrust of each rotor is close

to 1 N when the quadrotor starts the transition maneuver. 𝜏𝐷𝑇 is selected to ensure that 𝜏𝐷𝑇 >
2
since the thrust of rotor satisfies 𝑇 ∝ 𝜔𝑚
.

𝜏𝑚
2

With the 𝑇𝑠𝑢𝑚 , 𝜏1 , 𝜏2 and 𝜏3 obtained from the trajectory planning, Eqs. (3.4) and (3.5) provide
the velocity 𝑣𝑖𝐷𝑇𝑓 = [𝑣𝑥𝐷𝑇𝑓 0 𝑣𝑧𝐷𝑇𝑓 ] , 𝜃𝐷𝑇𝑓 and 𝛼𝑏 (𝑡𝑓 ) . 𝑅𝑃𝑆 is updated by Eq. (4.2) with

𝜃𝑣𝐷𝑇 = 𝜃𝑣𝐷𝑇𝑓 . By solving Eq. (4.3) again with 𝜃𝐷𝑇 = 𝜃𝐷𝑇𝑓 and 𝑣𝑖𝐷𝑇 = 𝑣𝑖𝐷𝑇𝑓 , the new desired
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���������
𝑇𝑠𝑢𝑚𝐷𝑇 and 𝛼
������
𝑏𝐷𝑇 are obtained if the quadrotor were to engage in pendulum swing motion at 𝑡𝑓 .

The differences, ∆𝑇𝑠𝑢𝑚𝐷𝑇 = 𝑇𝑠𝑢𝑚 �𝑡𝑓 � − ���������
𝑇𝑠𝑢𝑚𝐷𝑇 , ∆𝛼𝑏𝐷𝑇 = 𝛼𝑏 �𝑡𝑓 � − 𝛼
������,
𝑏𝐷𝑇 ∆𝑞𝐷𝑇 = 𝑞𝐷𝑇 �𝑡𝑓 � −
������
𝑞
������
𝐷𝑇𝑓 and ∆𝑞̇ 𝐷𝑇 = 𝑞̇ 𝐷𝑇 �𝑡𝑓 � − 𝑞̇ 𝐷𝑇𝑓 , are computed.

A negative feedback proportional control loop is utilized in the sense that we run the drop
transition simulation again with ∆𝑇𝑠𝑢𝑚𝐷𝑇 and ∆𝛼𝑏𝐷𝑇 as feedback to update new parameters,

���������
𝑇𝑠𝑢𝑚𝐷𝑇 = ���������
𝑇𝑠𝑢𝑚𝐷𝑇 − 𝐾1 ∆𝑇𝑠𝑢𝑚𝐷𝑇 , as well as 𝜃𝐷𝑇𝑓 = 𝛼
�������
������
𝑏𝐷𝑇0 − 𝜃𝑣𝐷𝑇0 − 𝐾2 ∆𝛼𝑏𝐷𝑇 , 𝑞𝐷𝑇𝑓 = 𝑞
𝐷𝑇𝑓 −
𝐾3 ∆𝑞𝐷𝑇 and 𝑞̇ 𝐷𝑇𝑓 = 𝑞̇������
𝐷𝑇𝑓 − 𝐾4 ∆𝑞̇ 𝐷𝑇 and proceed to Eqs. (3.4), (3.5), (4.7) and (4.9) to generate
new trajectory. The proportional control coefficients, 𝐾1 , 𝐾2 , 𝐾3 and 𝐾4 , are incrementally tuned

to ensure that ∆𝑇𝑠𝑢𝑚𝐷𝑇 ≤ 0.1 N, ∆𝛼𝑏𝐷𝑇 ≤ 0.1 deg, ∆𝑞𝐷𝑇𝑓 ≤ 0.1 deg/s and ∆𝑞̇ 𝐷𝑇𝑓 ≤ 0.1 deg/s2

by the end of the drop transition phase with feedback loop. Due to the inclusion of 𝐷 and 𝐿 in
our model, no explicit solution of solving 𝑇𝑠𝑢𝑚𝐷𝑇𝑓 and 𝛼𝑏𝐷𝑇𝑓 from Eqs. (4.3) and (4.7) can be
found and hence the analytical method of using feedback loop is employed to obtain an
approximate solution to the trajectory planning problem.
4.2.3

Pendulum Swing

As 𝑇𝑠𝑢𝑚𝐷𝑇 �𝑡𝑓 � and 𝛼𝑏𝐷𝑇 (𝑡𝑓 ) satisfies Eq. (4.3), the quadrotor enters the pendulum swing phase.

In our cases, the angular displacement of the pendulum, i.e. the quadrotor, is larger than 5 deg
and hence the solution of angular displacement, 𝜃𝑝𝑒𝑛 (𝑡), is nonlinear. For large amplitude simple
pendulum motion, the exact solution of 𝜃𝑝𝑒𝑛 (𝑡) is given by (Bélendez, 2007)
𝜃𝑝𝑒𝑛 (𝑡) = 2 sin−1 �sin

𝜃𝑝𝑒𝑛0
𝜃𝑝𝑒𝑛0
𝜃𝑝𝑒𝑛0
𝑠𝑛 �𝐾𝑒𝑙𝑙𝑝 �sin2
� − 𝜔𝑝𝑒𝑛 𝑡; sin2
��
2
2
2

where 𝜃𝑝𝑒𝑛0 is the angular displacement of the pendulum when its velocity is 0

(4.11)
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𝜃𝑝𝑒𝑛0 = cos

−1

𝑣𝑖2
(cos 𝜃𝑣𝐷𝑇 �𝑡𝑓 � −
)
2𝑔𝑅𝑃𝑆

(4.12)

and 𝑠𝑛(𝑢𝑗𝑎𝑐 ; 𝑚𝑗𝑎𝑐 ) is the Jacobi elliptic function, defined as follows
𝑢𝑗𝑎𝑐 = �

𝜙𝑗𝑎𝑐

0

𝑑𝜃

�1 − 𝑚𝑗𝑎𝑐 sin2 𝜃

(4.13)

𝑠𝑛�𝑢𝑗𝑎𝑐 ; 𝑚𝑗𝑎𝑐 � = sin 𝜙𝑗𝑎𝑐

with 𝑢𝑗𝑎𝑐 and 𝑚𝑗𝑎𝑐 the input parameters. 𝐾𝑒𝑙𝑙𝑝 (𝑚𝑒𝑙𝑙𝑝 ) is the complete elliptical integral of the

first kind

𝐾𝑒𝑙𝑙𝑝 �𝑚𝑒𝑙𝑙𝑝 � = �

1

0

𝑑𝑧

�(1 − 𝑧 2 )�1 − 𝑚𝑒𝑙𝑙𝑝 𝑧 2 �

with 𝑚𝑒𝑙𝑙𝑝 the input parameter. We define 𝜔𝑝𝑒𝑛 as
𝜔𝑝𝑒𝑛 = �

𝑔
𝑅𝑃𝑆

(4.15)

where 𝑅𝑃𝑆 , the radius of the circular trajectory, is the length of the pendulum.
Through geometry it is found that 𝜃𝑣 (𝑡) = 𝜃𝑝𝑒𝑛 (𝑡) in the pendulum swing phase. The body
angle of attack satisfies 𝛼𝑏 = 𝛼𝑏𝐷𝑇 (𝑡𝑓 ) during the pendulum swing. Substitute 𝜃𝑝𝑒𝑛 (𝑡) and
𝛼𝑏𝐷𝑇 (𝑡𝑓 ) into Eq. (4.3), 𝑇𝑠𝑢𝑚 (𝑡) and 𝑣𝑖 (𝑡) at moment 𝑡 can be solved. With 𝑇𝑠𝑢𝑚 (𝑡), we can

solve for 𝑣𝑏 (𝑡) from Eq. (3.4). The body pitch angular velocity, 𝑞𝑃𝑆 , and acceleration, 𝑞̇ 𝑃𝑆 , in
pendulum swing follows

𝑞𝑃𝑆 =
𝑞̇ 𝑃𝑆

𝑣𝑖
𝑅𝑃𝑆

𝑔 sin 𝜃𝑣
=
𝑅𝑃𝑆

(4.16)

69
Substitute Eq. (4.16) into (3.5) we can solve for 𝜏2 (𝑡). Assuming planetary trajectory, it is
obvious that 𝜏1 = 𝜏3 = 0 and then thrust of each rotor can be calculated from Eq. (4.8).
4.2.4

Rise Transition

The quadrotor initiates rise transition phase with velocity 𝑣𝑖𝑅𝑇0 the moment it rises to the same

altitude at the beginning of pendulum swing phase, after which it starts to decrease 𝑇𝑠𝑢𝑚 to 4 N

and decrease 𝛼𝑏 to 𝛼𝑏𝑅𝑇𝑓 = 0.2 deg. We pick the initial guess of the desired body pitch angle by
the end of rise transition phase to be as follows

������
𝜃
𝑅𝑇𝑓 = 𝛼𝑏𝑅𝑇𝑓 − 𝜃𝑣𝑅𝑇0

(4.17)

and the desired quadrotor acceleration in the inertial frame 𝑎
������
������
𝑥𝑅𝑇 and 𝑎
𝑧𝑅𝑇 follows
𝑎𝑥 =

𝑎𝑧 =

1
������
(𝐷 cos 𝜃𝑣 − 𝐿 sin 𝜃𝑣 + 𝑇𝑠𝑢𝑚 sin 𝜃
𝑅𝑇𝑓 )
𝑚

1
������
(𝐿 cos 𝜃𝑣 + 𝐷 sin 𝜃𝑣 − 𝑔 + 𝑇𝑠𝑢𝑚 cos 𝜃
𝑅𝑇𝑓 )
𝑚

(4.18)

where ������
𝑎𝑥𝑅𝑇 = 𝑎𝑥 , 𝑎
������
𝑧𝑅𝑇 = 𝑎𝑧 , 𝐷 and 𝐿 are calculated based on 𝛼𝑏 = 𝛼𝑏𝑅𝑇𝑓 and 𝑉 = 𝑣𝑖𝑅𝑇0 .
Then the desired pitch angular rate is given by
𝑞𝑅𝑇𝑓 =
������

𝑎
������𝑣
𝑎𝑥𝑅𝑇 𝑧𝑅𝑇0
𝑧𝑅𝑇 𝑥𝑅𝑇0 − ������𝑣
2
𝑣𝑖𝑅𝑇0

(4.19)

where 𝑣𝑥𝑅𝑇0 and 𝑣𝑧𝑅𝑇0 are the projection of 𝑣𝑖𝑅𝑇0 along 𝑥𝑖 and 𝑧𝑖 . The desired pitch acceleration

𝑞̇������
𝑅𝑇𝑓 is obtained by differentiate Eq. (4.19) with respect to time. A small 𝑡�
𝑓 is picked between

������
0.11 and 0.14 s for corresponding 𝑉𝑖𝑛𝑖 and then the initial guess 𝜃
𝑞𝑅𝑇𝑓 and ������
𝑞̇ 𝑅𝑇𝑓 are feed to
𝑅𝑇𝑓 , ������

Eq. (4.17) to generate the trajectory of 𝜃. The constraints used to generate thrust of each rotor is
the same as Eq. (4.19), except for 𝑇1 with the thrust profile of
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𝑇1 = 𝑇1𝑅𝑇0 + �𝑇1𝑅𝑇𝑓 − 𝑇1𝑅𝑇0 �𝑒
+ (𝑇1𝑅𝑇𝑓 − 𝑇1𝑅𝑇0

−

𝑡−𝑡���
𝑓
𝜏𝑅𝑇

���
𝑡𝑓
−
𝜏
)𝑒 𝑅𝑇 ]}

1
+ {𝑇1𝑅𝑇0 + 𝑇2𝑅𝑇0 − 2[𝑇1𝑅𝑇0
2

(4.20)

with 𝜏𝑅𝑇 the time constant of 𝑇1 and 𝜏𝑅𝑇 = 𝜏𝐷𝑇 . The profile of 𝑇1 in rise transition phase is
obtained by taking the mirror of the thrust profile of 𝑇1 in drop transition phase with respect to

axis 𝑡 = 0 and then shifting it to the right by 𝑡 = 𝑡�𝑓 . With thrust of each rotor determined,
𝛼𝑏 �𝑡�𝑓 � is obtained by solving the dynamics of the quadrotor. The difference of the body angle of
attack ∆𝛼𝑏𝑅𝑇 = 𝛼𝑏 �𝑡�𝑓 � − 𝛼𝑏𝑅𝑇𝑓 is provided to the next loop as the feedback, we have
𝜃𝑅𝑇𝑓 = 𝛼𝑏𝑅𝑇𝑓 − 𝜃𝑣𝑅𝑇0 − 𝐾5 ∆𝛼𝑏𝑅𝑇

(4.21)

where 𝜃𝑅𝑇𝑓 is the desired body pitch angle by the end of rise transition phase and 𝐾5 is

proportional control coefficient tuned to ensure the differences satisfy ∆𝛼𝑏𝑅𝑇 ≤ 0.1 deg,
∆𝑞𝑅𝑇𝑓 ≤ 0.1 deg/s and ∆𝑞̇ 𝑅𝑇𝑓 ≤ 0.1 deg/s2 by the end of the rise transition phase with feedback.
4.2.5

Projectile Rise

Once 𝑇𝑠𝑢𝑚 (𝑡�𝑓 ) = 4 N and 𝛼𝑏 (𝑡�𝑓 ) = 0.2 deg are achieved, trajectory of the quadrotor resumes to

projectile and subsequently the quadrotor continues to ascend until 𝑣𝑧 = 0 during the projectile

rise phase, which marks the end of one cycle. Similar to projectile drop phase, 𝛼𝑏 = 0.2 is

maintained through changing 𝜏2 to ensure 𝜃 follows 𝜃𝑣 . Let us denote the time when one cycle

ends to be 𝑡𝑐𝑦𝑐𝑙𝑒 . The quadrotor can undergo through several cycles until the need to compensate

for the loss of velocity and improve the attitude estimation arise, after which it can transition to
forward flight with constant altitude to first accelerate and then maintain a constant velocity to
provide better estimation through on board sensors.
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4.3

Trajectory Parameters Optimization

Throughout the cycle, there are two geometric parameters that need to be specified: 𝐻𝑑 in the
projectile drop phase and 𝐻𝑑𝑃𝑆 in the pendulum swing states. To evaluate the performance of the

flap-bounding inspired maneuver, we define the ratio of work as follows
𝜂=

𝑡

𝑊𝑖𝑛𝑡
𝑊𝑐𝑜𝑛

(4.22)

𝑖𝑛𝑡
with 𝑊𝑖𝑛𝑡 = ∫0 𝑐𝑦𝑐𝑙𝑒 𝑃𝑝𝑟𝑜𝑝
(𝑡)d𝑡 the total mechanical work of one cycle of the maneuver and

𝑐𝑜𝑛
𝑖𝑛𝑡
𝑊𝑐𝑜𝑛 = 𝑃𝑝𝑟𝑜𝑝
𝑡𝑐𝑦𝑐𝑙𝑒 the total mechanical work of the constant forward flight. 𝑃𝑝𝑟𝑜𝑝
(𝑡) is the
𝑐𝑜𝑛
mechanical power of the maneuver at time 𝑡 and 𝑃𝑝𝑟𝑜𝑝
is the mechanical power of the constant

forward flight. Note that the velocity of the constant forward flight is designed to be the same as
the average forward velocity of the maneuver. Also in both cases the quadrotor travels the same
horizontal distance along 𝑥𝑖 direction. Next step we define the ratio of battery work as follows
𝑡

𝜂𝑏𝑎𝑡𝑡𝑒𝑟𝑦 =

𝑊𝑖𝑛𝑡𝑏
𝑊𝑐𝑜𝑛𝑏

(4.23)

𝑖𝑛𝑡𝑏
with 𝑊𝑖𝑛𝑡𝑏 = ∫0 𝑐𝑦𝑐𝑙𝑒 𝑃𝑝𝑟𝑜𝑝
(𝑡)d𝑡 the electrical work of battery of one cycle of the maneuver and

𝑐𝑜𝑛
𝑖𝑛𝑡𝑏
𝑊𝑐𝑜𝑛𝑏 = 𝑃𝑝𝑟𝑜𝑝
𝑡𝑐𝑦𝑐𝑙𝑒 the electrical work of the constant forward flight, while 𝑃𝑝𝑟𝑜𝑝
= 𝜐𝑖𝑛 (𝑡)𝑖(𝑡)
𝑐𝑜𝑛
𝑐𝑜𝑛
𝑐𝑜𝑛
and 𝑃𝑝𝑟𝑜𝑝
= 𝑣𝑖𝑛
𝑖 with 𝑣𝑖𝑛
the input voltage during constant forward flight.

Let us define the normalized drop height of pendulum swing ������
𝐻𝑑𝑃𝑆 =

𝐻𝑑𝑃𝑆
𝐻𝑑

. The goal is to find a

pair of optimized 𝐻𝑑 ∈ [0.1,0.5] and ������
𝐻𝑑𝑃𝑆 ∈ [0.5,2] such that the cost function can be

minimized to obtain the optimal result 𝜂𝑜𝑝𝑡 . For a prescribed initial velocity 𝑉𝑖𝑛𝑖 , we discretize
𝐻𝑑 and �����
𝑅𝑃𝑆 and compute 𝜂 for each combination of them incrementally.
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4.4

Trajectory Optimization Results

The parameters of the quadrotor listed in Table 4.1 are used in the simulation. The least square
fitted drag, lift and pitch torque coefficients are shown in Fig. 4.2. Throughout the maneuver, 𝐿

and 𝐷 of the quadrotor body of the maneuver are less than constant forward flight. Examples of

free body diagram from projectile drop, pendulum swing and projectile rise phases with 𝑉𝑖𝑛𝑖 are
shown in Fig. 4.3.

Figure 4.2. CFD calculated drag, lift and pitch torque coefficients and fitted functions.
The fitted equations are 𝐶𝑑𝑏 = −0.4711𝛼𝑏 − 0.5446, 𝐶𝑙𝑏 = 5.7211𝛼𝑏2 − 5.1618𝛼𝑏 +
0.2003 and 𝐶𝑝𝑏 = −0.1556𝛼𝑏2 + 0.1889𝛼𝑏 − 0.0011.
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Table 4.1. Simulation parameters of the quadrotor.
Simulation parameter

Value

Total mass (kg)

1.35

Air density (kg/m3)

1.225

Radius of rotor blade (m)

0.127

Moment arm of the rotor (m)

0.169

Area swept by one rotor (m2)

0.0507

Mean blade pitch angle (deg)

11.28

Mean chord length (m)

0.025

𝑰𝒙𝒙 (kg∙m2)

0.0108

𝑰𝒛𝒛 (kg∙m2)

0.0219

𝑨𝒚𝒛 (m2)

1.373 × 10−2

𝑰𝒚𝒚 (kg∙m2)

0.0116

𝑨𝒙𝒚 (m2)

4.967 × 10−2

𝝉𝒎 (s)

0.05

𝑵𝒑

2

𝒃𝒍𝟏

0.375

𝒂𝒍𝟏

3.62 × 10−4

𝒂𝒍𝟐

1.32 × 10−3

𝒂𝒒𝟎

−1.12 × 10−7

𝒄𝒒𝟎

0.0142

𝒃𝒍𝟐

𝒃𝒒𝟎

2.406

1.01 × 10−4

𝒂𝒒𝟏

4.02 × 10−4

𝒂𝒒𝟐

1.84 × 10−5

𝒃𝒒𝟏
𝒃𝒒𝟐

4.13 × 10−3
0.018
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Table 4.1. continued
Simulation parameter

Value

𝒄𝒒𝟐

6.23

During the projectile drop and projectile rise phases, 𝑇𝑠𝑢𝑚 = 4 N is kept to mimic the bounding

phase of bird with lowered thrust output than normal forward flight, in which case 𝑇𝑠𝑢𝑚 = 17.5

N, and to generate control torques that keep the desired 𝛼𝑏 = 0.2 deg and 𝜙 = 𝜓 = 0 while
rejecting external disturbances such as wind, which is analogous to bird tilting its tail to generate
pitch torque to minimize 𝛼𝑏 in bounding phase. 𝛼𝑏 is selected to be 0.2 deg in order to

minimized 𝐿 and 𝐷, which reduces the kinematic energy loss in the process.

In the pendulum swing phase, the projection of 𝑇𝑠𝑢𝑚 along 𝑣𝑖⊥ , normal to 𝑣𝑖 , serves as centripetal
force after canceling the effect of the gravity along 𝑣𝑖⊥ , which is similar to the effect of the bird

flapping wings during the flapping phase. By assuming 𝜃𝑣 to be small, the projection of the
gravity along 𝑣𝑖⊥ can be approximated by 𝑚𝑔 . In the case of constant forward flight, the
projection of 𝑇𝑠𝑢𝑚 along 𝑣𝑖⊥ only counters the gravitation as well as 𝐿 and the projection of 𝑇𝑠𝑢𝑚

along 𝑣𝑖 cancels 𝐷. As the quadrotor flies faster, 𝐷 grows and the quadrotor pitches down and

increases 𝑇𝑠𝑢𝑚 to provide more projection of 𝑇𝑠𝑢𝑚 along 𝑣𝑖 . However, the pitching down motion
also introduces a larger 𝛼𝑏 , which leads to a larger 𝐷. We can increase 𝑇𝑠𝑢𝑚 to remedy the

undesired effect. The projection of 𝑇𝑠𝑢𝑚 along 𝑣𝑖⊥ is required to be higher in pendulum swing

than in constant forward flight, which can be achieved by increasing 𝑇𝑠𝑢𝑚 and simultaneously
reducing 𝛼𝑏 . The reduction of 𝛼𝑏 leads to lower 𝐿 and 𝐷 during pendulum swing phase, which is
shown in Fig. 4.3.

75

Figure 4.3. Free body diagram (FBD) of quadrotor body. The four subplots are FBDs during
projectile drop, pendulum swing and projectile rise phases of the flap-bounding inspired
maneuver and constant forward flight with same average forward velocity. The lift and drag on
the quadrotor body of the maneuver are lower than those of the constant forward flight.
Through the exhaustive search optimization of the trajectory, it is shown in Fig. 4.4 that 𝜂𝑜𝑝𝑡 < 1
holds when 𝑉𝑖𝑛𝑖 ≥ 15 m/s. The maneuver becomes more economic when the savings from

reducing drag and lift throughout the maneuver as well as low 𝑇𝑠𝑢𝑚 during the projectile drop

and projectile rise phases outweighs the cost of increasing 𝑇𝑠𝑢𝑚 during the pendulum swing
phase. As lift and drag are quadratic functions of velocity, it suggests that they become dominant

forces during high speed flight, which makes flap-bounding inspired maneuver an appealing
option over conventional constant forward flight by offering higher efficiency through lessen
those forces.
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Figure 4.4. Optimized ratio of work. Optimized ratio of work 𝜂𝑜𝑝𝑡 and ratio of velocity 𝑟𝑉 versus
initial velocity 𝑉𝑖𝑛𝑖 and ratio of work as the result of 𝐻𝑑 and ������
𝐻𝑑𝑃𝑆 with 𝑉𝑖𝑛𝑖 = 20m/s. The
comparison is conducted while the quadrotors using the flap-bounding inspired maneuver and
the constant forward flight travel through the same distance in the forward direction with the
same average forward velocity.
������
From Fig 4.4, it is found that the selection of 𝐻𝑑 = 0.1 m and 𝐻
𝑑𝑃𝑆 = 0.5 yield the optimized

ratio of work 𝜂𝑜𝑝𝑡 < 1. We simulated each optimized case with 𝑉𝑖𝑛𝑖 ∈ {15, … ,20} m/s and found
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the corresponding data points for 𝑋𝑖 position range of motion for each cycle, 𝑥 ∈ [𝑥 𝐿𝐵 , 𝑥 𝑈𝐵 ],
where 𝑥 𝐿𝐵 = 0 denotes the lower bound 𝑋𝑖 position and 𝑥 𝑈𝐵 the upper bound. Similarly we

define 𝑧 ∈ [𝑧 𝐿𝐵 , 𝑧 𝑈𝐵 ] for 𝑍𝑖 position range, 𝑣𝑥 ∈ [𝑣𝑥𝐿𝐵 , 𝑣𝑥𝑈𝐵 ] for 𝑋𝑖 velocity range, 𝑣𝑧 ∈

[𝑣𝑧𝐿𝐵 , 𝑣𝑧𝑈𝐵 ] for 𝑍𝑖 velocity range, 𝜃 ∈ [𝜃 𝐿𝐵 , 𝜃 𝑈𝐵 ] for body pitch angle range, 𝑞 ∈ [𝑞 𝐿𝐵 , 𝑞 𝑈𝐵 ] for

pitch velocity range, 𝑞̇ ∈ [𝑞̇ 𝐿𝐵 , 𝑞̇ 𝑈𝐵 ] for pitch acceleration range, 𝛼𝑏 ∈ [𝛼𝑏𝐿𝐵 , 𝛼𝑏𝑈𝐵 ] for body
angle of attack range and 𝑇 ∈ [𝑇 𝐿𝐵 , 𝑇 𝑈𝐵 ] for thrust range of single propeller. The lower and

upper bound values are least square fitted as 1st order equation 𝑦𝑜𝑢𝑡 (𝑉𝑖𝑛𝑖 ) = 𝐴𝑝𝑎𝑟 𝑉𝑖𝑛𝑖 + 𝐵𝑝𝑎𝑟 ,

where 𝑝𝑎𝑟 represents the motion parameter, 𝑉𝑖𝑛𝑖 is the variable and 𝑦𝑜𝑢𝑡 is the output fitted
parameter.

The parameter fitted equation coefficients, 𝐴𝑝𝑎𝑟 and 𝐵𝑝𝑎𝑟 , are provided in Table 4.2 as a

reference and lookup table to designer to estimate motion spec, i.e., horizontal and vertical space
required by each maneuver cycle, for optimized trajectory given 𝑉𝑖𝑛𝑖 ∈ {15, … ,20} m/s as input
variable when adopting flap-bounding inspired maneuver in the design of quadrotor motion.

From the range of velocity and body angle of attack, bounds of aerodynamic drag and lift on the
body can also be estimated through Eq. (3.39), Eq. (3.40) as well as fitted drag, lift and pitch
torque coefficients shown in Fig. 4.2. Bounds of 𝜃 and 𝑞 can be used as a reference to select
appropriate movement sensors, e.g. gyrometer. Bounds of 𝑇 could be used to select motor and

propellers to satisfy the thrust output requirement, and 𝑞̇ bounds used with Eq. (3.5), Eq. (3.39),
Eq. (4.8) and Eq. (4.9) to estimate bounds for bounds for thrust differences between each motor
and hence we could design appropriate thrust profile such that the lowest thrust of each motor
and the corresponding induced velocity are positive.
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Table 4.2. Fitted upper and lower bound motion parameter coefficients.
𝑨𝒑𝒂𝒓

0.996

𝑩𝒑𝒂𝒓

𝒛𝑳𝑩

0.0014

-0.1963

𝒛𝑼𝑩

0.1062

𝒗𝑳𝑩
𝒙

2.943 × 10−4
0.9442

0.5

𝒗𝑼𝑩
𝒙

0.998

0.0371

𝒗𝑳𝑩
𝒛

0.0149

-1.4872

𝒗𝑼𝑩
𝒛

-0.0116

1.4434

𝜽𝑳𝑩

0.0053

-0.1612

𝜽𝑼𝑩

0.0104

-0.0392

𝒒𝑳𝑩

-0.1831

1.4529

𝒒𝑼𝑩

0.2449

-3.1709

𝒒̇ 𝑳𝑩

-5.0335

50.8401

𝒒̇ 𝑼𝑩

3.9297

-20.4362

𝜶𝑳𝑩
𝒃

0

0.0035

𝜶𝑼𝑩
𝒃

0.0046

0.1147

𝑻𝑳𝑩

0.0272

0.3679

𝑻𝑼𝑩

0.1719

3.5571

Motion parameter coefficient
𝒙𝑼𝑩

-2.661

We pick 𝑉𝑖𝑛𝑖 = 20 m/s to showcase the effect of 𝐻𝑑 and ������
𝐻𝑑𝑃𝑆 upon 𝜂 in Fig. 4.4. 𝜂𝑜𝑝𝑡 = 0.69 is
achieved with 𝐻𝑑 = 0.1 m and ������
𝐻𝑑𝑃𝑆 = 0.5. The corresponding optimized trajectory is shown in
Fig. 4.5.
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Figure 4.5. The optimized quadrotor trajectory. The optimized geometric parameters are
𝐻𝑑 = 0.1 m and ������
𝐻𝑑𝑃𝑆 = 0.5 with 𝑉𝑖𝑛𝑖 = 20 m/s. The trajectory is compartmentalized into 5
phases: projectile drop, drop transition, pendulum swing, rise transition and projectile rise.
4.5

Comparison with Sinusoidal Trajectory

Due to the similarity between the optimized trajectory and a sinusoidal trajectory, it is desirable
to compare the ratio of work between the optimized trajectory with the sinusoidal trajectory of
the same peak-to-peak height variation and the same forward velocity. We use the optimized
trajectory with 𝑉𝑖𝑛𝑖 = 20 m/s, which is shown in Fig. 4.5, as the baseline and prescribe the
sinusoidal trajectory as follows

𝑥 = 𝑣̅𝑖𝑛𝑡𝑥 𝑡

𝑧 = 𝑧0 + 𝐴𝑖𝑛𝑡 cos(

(4.24)
2𝜋
𝑡)
𝑇𝑖𝑛𝑡

(4.25)
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where 𝑣̅𝑖𝑛𝑡𝑥 is the mean velocity in 𝑋𝑖 -axis and 𝑧0 is the mean 𝑍𝑖 position of the optimized
trajectory. 𝐴𝑖𝑛𝑡 is defined as 𝐴𝑖𝑛𝑡 =

max(𝑍𝑖 )−min(𝑍𝑖 )
2

, which ensures the sinusoidal trajectory are

bounded by the same altitude range as the optimized trajectory. 𝑇𝑖𝑛𝑡 is the time period of one
cycle of the optimized trajectory. Differentiating Eqs. (4.24) and (4.25), the velocity profile is

𝑣𝑧 = −

𝑣𝑥 = 𝑣̅𝑖𝑛𝑡𝑥

2𝜋
2𝜋
𝐴𝑖𝑛𝑡 sin(
𝑡)
𝑇𝑖𝑛𝑡
𝑇𝑖𝑛𝑡

(4.26)
(4.27)

and differentiating again to obtain acceleration as

𝑎𝑧 = −(

𝑎𝑥 = 0

2𝜋 2
2𝜋
) 𝐴𝑖𝑛𝑡 cos(
𝑡)
𝑇𝑖𝑛𝑡
𝑇𝑖𝑛𝑡

(4.28)
(4.29)

Then rewrite Eq. (3.4) in inertial frame 𝛤𝑖 as

ma x = Tsum s(θ ) − Ls(θ v ) + Dc(θ v )
ma z = Tsum c(θ ) + Lc(θ v ) + Ds(θ v ) − mg

(4.30)

𝑣

where 𝜃𝑣 = tan−1 𝑣𝑧 . Substitute Eqs. (4.26) - (4.29) into Eq. (4.30), we can obtain the desired
𝑥

𝑇𝑠𝑢𝑚 and 𝜃 and then the thrust of each rotor is calculated from Eqs. (3.5) and (4.8). Eventually
we could solve for the mechanical work of the sinusoidal trajectory 𝑊𝑠𝑖𝑛𝑒 . The comparison of

trajectories and total thrusts are shown in Figure 4.6. Although sinusoidal trajectory profile
closely follows optimized trajectory profile (R2 = 0.9916), total thrusts that correspond to each
trajectory differ substantially. It can be observed that the quadrotor following sinusoidal
trajectory exerts higher total thrust than the optimized one for majority of the time within one
cycle. Through simulation, we found the ratio of work between optimized trajectory and
𝑊

𝑊

𝑏
sinusoidal trajectory is 𝜂𝑠𝑖𝑛𝑒 = 𝑊 𝑖𝑛𝑡 = 0.61, and ratio of electrical work is 𝜂𝑠𝑖𝑛𝑒
= 𝑊 𝑖𝑛𝑡𝑏 =
𝑠𝑖𝑛𝑒

𝑠𝑖𝑛𝑒𝑏

81
0.818, which proves that the sinusoidal trajectory, although similar in appearance, is not as
efficient as the optimized trajectory of the flap-bounding inspired maneuver.

Figure 4.6. Comparison between sinusoidal and optimized trajectories and total thrusts. Both
trajectories have the same mean forward velocity.

82

5. STATE ESTIMATION AND CONTROL

5.1

Aggressive Maneuver State Estimation

Before the implementation of close-loop control, we need to acquire estimations of quadrotor
states, namely, altitude, attitude, linear velocity and angular velocity. The most commonly used
onboard sensor for state estimation is the IMU, which contains a 3-axis accelerometer, a 3-axis
rate gyro and sometimes a 3-axis magnetometer. In application, good state estimation that is
more robust to noise and vibration requires more sensors, e.g. camera, barometer, laser, VICON
system, GPS.

In our case, we will be focusing on accelerometer and gyro readings from IMU for three reasons:
(1) the maneuver is in 𝑥𝑖 𝑧𝑖 plane with no change to the heading, (2) high speed maneuver could

not be fitted into the volume of the VICON system, and (3) the aggressive pitching of the
maneuver limits the effectiveness of camera.
5.1.1

Attitude Estimation

The rate gyro on the quadrotor measures the angular velocity 𝜁𝐺̇ in the body fixed frame 𝛤𝑏 with
respect to the inertial frame 𝛤𝑖

𝜁𝐺̇ = 𝜁̇ + 𝑏𝐺 + 𝑣𝐺

(5.1)

where 𝜁̇ is the true body angular velocity, 𝑏𝐺 is a constant bias and 𝑣𝐺 denotes the zero-mean
Gaussian distributed measurement noise with covariance of 𝑅𝐺 .

The onboard accelerometer measures the linear acceleration 𝑎𝐴 in 𝛤𝑏 due to forces on the
quadrotor except the gravitational force
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𝑎𝐴 = 𝑅𝑖𝑏 (𝑣̇ 𝑖 − 𝑔𝑧��⃗)
𝚤 + 𝑏𝐴 + 𝑣𝐴

(5.2)

with 𝑏𝐴 the constant bias and 𝑣𝐴 the zero-mean Gaussian distributed measurement noise with
covariance of 𝑅𝐴 . Both 𝑏𝐺 and 𝑏𝐴 can be identified by averaging sensor readings for one minutes

with the quadrotor stationary. Later in the maneuver, both biases are assumed to remain constant.

Ideally, integration of 𝜁𝐺̇ with respect to time will yield the attitude of the quadrotor 𝜁. However,

the presence of measurement noise calls for an observer to mitigate the effect of noise. One
popular choice of observer is extended Kalman filter (EKF). EKF employs linearized form of Eq.
(3.3) and provides estimated states 𝜁̂. Since EKF is based upon first order approximation, the
estimation error grows as the quadrotor undergoes aggressive maneuver and deviates away from

the linearized nominal point, where the dropped terms of Eq. (3.3) beyond first order become too
large to ignore. Here we choose unscented Kalman filter (UKF) to estimate 𝜁̂ because UKF

provides estimation with the third order (Taylor series expansion) accuracy (Wan, 2000; Zhang,
2005). The process model of UKF is based upon Eq. (3.3) and discretized by the sampling period
∆𝑡𝐺 of the gyro

𝑥(𝑘 + 1) = 𝑓(𝑥(𝑘), 𝑢𝑘 , 𝑤𝑘 )

(5.3)

where with 𝑥(𝑘) = [𝜑𝑘 𝜃𝑘 𝜓𝑘 ]𝑇 at 𝑘-th step, 𝑤𝑘 is the 3-by-1 process noise vector and 𝑢𝑘 =

Ω = 𝜁𝐺̇ − 𝑏𝐺 is the 3-by-1 exogenous inputs (Kim, 2011).

We can rewrite Eq. (5.3) with state augmentation method as
𝑥 𝑎 (𝑘 + 1) = 𝑓 𝑎 (𝑥 𝑎 (𝑘), 𝑢𝑘 , 𝑤𝑘 )

(5.4)
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where the augmented state vector is 𝑥 𝑎 (𝑘 + 1) = [𝑥(𝑘 + 1)𝑇

𝑤𝑘𝑇

𝑣𝑘𝑇 ]𝑇 (Wan, 2000) and the

augmented transformation is 𝑓 𝑎 (𝑥 𝑎 (𝑘), 𝑢𝑘 , 𝑤𝑘 ) = 𝑓(𝑥𝑘 , 𝑢𝑘 , 𝑤𝑘 ). 𝑣𝑘 is the 3-by-1 measurement

noise vector and the length of 𝑥 𝑎 (𝑘) is 𝐿 = 9. The measurement model is
𝑦𝑘 = ℎ(𝑥𝑘 ) + 𝑣𝑘

(5.5)

𝑦 𝑎 (𝑘) = ℎ𝑎 �𝑥 𝑎 (𝑘)� + 𝑣𝑘

(5.6)

where 𝑦𝑘 is the output vector and ℎ(𝑥𝑘 ) = 𝐼3 𝑥𝑘 with 𝐼3 a 3-by-3 identity matrix. Eq. (5.5) is
reformulated into

where we have ℎ𝑎 �𝑥 𝑎 (𝑘)� + 𝑣𝑘 = ℎ(𝑥𝑘 ) + 𝑣𝑘 . 𝑤 and 𝑣 are assumed to be white noises that are

not correlated with normal probability distribution of 𝑝(𝑤)~𝑁(0, 𝑄𝑈 ) and 𝑝(𝑣)~𝑁(0, 𝑅𝑈 ). The

formulation of UKF is described in detail in the following sections.
5.1.1.1 Initialization

The first step of the UKF algorithm is to set initial value of the state vector 𝑥0𝑎 and covariance
matrix 𝑃𝑥 𝑎 (0) . We define 𝑥0𝑎 = 𝑥�0𝑎 = [𝑥0𝑇

0 0]𝑇 and 𝑥0 = [𝜑𝑖𝑛𝑖 𝜃𝑖𝑛𝑖 𝜓𝑖𝑛𝑖 ]𝑇 , where 𝜑𝑖𝑛𝑖 = 0,

𝜃𝑖𝑛𝑖 = 3.49 × 10−4 in rad (0.02 deg) and 𝜓𝑖𝑛𝑖 = 0 are the true initial attitude state without noise.
The covariance matrix is 𝑃𝑥 𝑎 (0) = I9 .

5.1.1.2 Iteration loop
For time step 𝑘, 2𝐿 + 1 sigma points are generated as follows
𝜒𝑖𝑎 (𝑘) = 𝑥� 𝑎 (𝑘), 𝑖 = 0

⎧
⎪ 𝜒 𝑎 (𝑘) = 𝑥� 𝑎 (𝑘) + (�(𝐿 + 𝜅 𝑎 )𝑃 𝑎 ) , 𝑖 = 1,∙∙∙, 𝐿
𝑥 (𝑘) 𝑖
𝑖
⎨
𝑎
⎪𝜒𝑖+𝐿
(𝑘) = 𝑥� 𝑎 (𝑘) − (�(𝐿 + 𝜅 𝑎 )𝑃𝑥 𝑎(𝑘) )𝑖 , 𝑖 = 1,∙∙∙, 𝐿
⎩

(5.7)

where 𝜒𝑖𝑎 (𝑘) is the 𝑖-th sigma point and 𝑥� 𝑎 (𝑘) is a posteriori state estimate at 𝑘-th step, (√𝑥)𝑖 is

the 𝑖-th column or row of the matrix square root of 𝑥, 𝜅 𝑎 = 𝛼𝑈2 (𝐿 + 𝜆𝑈 ) − 𝐿 is a scaling factor.
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𝛼𝑈 controls the distance of the sigma points towards 𝑥�𝑘𝑎 and we denote 𝛼𝑈 = 0.001 and 𝜆𝑈 = 0
is a secondary scaling factor.

The corresponding weight of point is
⎧
⎪
⎪

𝑊𝑖𝑚 =

𝜅𝑎
,𝑖 = 0
𝐿 + 𝜅𝑎

𝜅𝑎
=
+ (1 − 𝛼𝑈2 + 𝛽𝑈 ), 𝑖 = 0
𝑎
𝐿+𝜅
⎨
1
⎪
⎪ 𝑊𝑚 = 𝑊𝑐 =
, 𝑖 = 1,∙∙∙ ,2𝐿
𝑖
𝑖
⎩
2(𝐿 + 𝜅 𝑎 )
𝑊𝑖𝑐

(5.8)

where 𝑊𝑖𝑚 is the weight associated with sigma point 𝜒𝑖𝑎 and 𝑊𝑖𝑐 associated with the covariance
of 𝜒𝑖𝑎 . Let us denote 𝜒𝑖𝑎 = [(𝜒𝑖𝑥 )𝑇

(𝜒𝑖𝑤 )𝑇

that corresponds to the state 𝑥, 𝑤 and 𝑣.

(𝜒𝑖𝑣 )𝑇 ]𝑇 , where 𝜒𝑖𝑥 , 𝜒𝑖𝑤 and 𝜒𝑖𝑣 are 3-by-1 vectors

The next phase is predicting the state and output as follows
𝜒𝑖𝑥 (𝑘 + 1|𝑘) = 𝑓 𝑎 �𝜒𝑖𝑥 (𝑘), 𝑢𝑘 , 𝜒𝑖𝑤 (𝑘)�,

(5.9)

with 𝜒𝑖𝑥 (𝑘 + 1|𝑘) the predicted a priori estimate of the 𝑖-th sigma points. The augmented a priori
state estimate is

𝑥�

𝑎 (𝑘

2𝐿

+ 1|𝑘) = � 𝑊𝑖𝑚 𝜒𝑖𝑥 (𝑘 + 1|𝑘)

(5.10)

𝑖=0

The covariance of the augmented a priori state estimate is
2𝐿

𝑃𝑥 𝑎 (𝑘+1|𝑘) = � 𝑊𝑖𝑐 (𝜒𝑖𝑥 (𝑘 + 1|𝑘) − 𝑥� 𝑎 (𝑘 + 1|𝑘)) (𝜒𝑖𝑥 (𝑘 + 1|𝑘)
𝑖=0

− 𝑥� 𝑎 (𝑘 + 1|𝑘))𝑇

The output that corresponds to the sigma point state follows

(5.11)
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𝒴𝑖𝑎 (𝑘 + 1) = ℎ𝑎 �𝜒𝑖𝑥 (𝑘 + 1|𝑘)� + 𝜒𝑖𝑣 (𝑘)

(5.12)

The weighted a priori output estimate
𝑦�

𝑎 (𝑘

2𝐿

+ 1|𝑘) = � 𝑊𝑖𝑚 𝒴𝑖𝑎 (𝑘 + 1)

(5.13)

𝑖=0

The covariance of the weighted a priori output estimate can be written as
2𝐿

𝑃𝑌 𝑎 = � 𝑊𝑖𝑐 (𝒴𝑖𝑎 (𝑘 + 1) − 𝑦� 𝑎 (𝑘 + 1|𝑘)) (𝒴𝑖𝑎 (𝑘 + 1) − 𝑦� 𝑎 (𝑘 + 1|𝑘))𝑇

(5.14)

𝑖=0

The final phase is updating equations. The Kalman gain is given below
𝐾 𝑎 (𝑘 + 1) = 𝑃𝑥 𝑎𝑦 𝑎 𝑃𝑦−1
𝑎

(5.15)

𝑥� 𝑎 (𝑘 + 1) = 𝑥� 𝑎 (𝑘 + 1|𝑘) + 𝐾 𝑎 (𝑘 + 1)(𝑦(𝑘 + 1) − 𝑦� 𝑎 (𝑘 + 1|𝑘))

(5.16)

The augmented a posteriori state estimate is

where 𝑦(𝑘 + 1) = 𝑦�(𝑘) + 𝐻𝑅 𝑢𝑘 Δ𝑡𝐺 is the new output based on the gyro measurement and Δ𝑡𝐺

is the sampling period of the gyro. Note that 𝑦�(𝑘) is the 𝑘-th step estimated attitude obtained
through fusing UKF attitude state 𝑥(𝑘) with attitude estimation output 𝑧(𝑘) using accelerometer.
The detail is shown in the following paragraph. The covariance of a posteriori state estimate is
𝑃𝑥 𝑎(𝑘+1) = 𝑃𝑥 𝑎(𝑘+1|𝑘) − 𝐾 𝑎 (𝑘 + 1)𝑃𝑌 𝑎 𝐾 𝑎 (𝑘 + 1)𝑇

(5.17)

5.1.1.3 Sensor fusion
Although gyro is less affected by the vibration of the quadrotor body than the accelerometer, it is
susceptible to drift since the Euler angles of quadrotor 𝜁 are obtained through integration of gyro
signal that contains white noise. The utilization of UKF upon gyro data can reduce drift yet

unable to eliminate it. It suggests that the estimated 𝜁 would deviate from the true 𝜁 substantially

after sufficient amount of time if we were to only use gyro to determine attitude. The prevalent

method to remedy the shortcoming of gyro is to introduce estimated 𝜁𝐴 determined from
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accelerometer data (Mahony, 2012) and use it as the measurement output 𝑦(𝑘) of UKF. Since

the calculation of estimated 𝜁𝐴 does not involve integration, serving as 𝑦(𝑘) will inhibit the drift

from gyro and yield better results.

This method relies upon the assumption that the quadrotor operates near hovering condition,
which no longer holds during aggressive flight. The difficulty lies in the separation of body
acceleration 𝑎𝑏 = 𝑅𝑖𝑏 𝑣̇ 𝑖 and gravitational acceleration 𝑅𝑖𝑏 𝑔𝑧��⃗𝚤 from the signal 𝑎𝐴 since we have no

information on 𝑣̇ 𝑖 . First, we filter the data 𝑢𝐴 = 𝑎𝐴 − 𝑏𝐴 through Kalman filter (KF) to obtain the
𝐹
filtered accelerometer data 𝑎𝑏𝐴
. Now we approximate the ideal accelerometer reading with

𝐹
= 𝑎𝑏 − 𝑅𝑖𝑏 𝑔𝑧��⃗.
𝑎𝑏𝐴
𝚤 At the 𝑘-th step, the acceleration of previous step 𝑎𝑏 (𝑘 − 1) replaces 𝑎𝑏 (𝑘)

as follows

𝐹
𝑅𝑖𝑏 𝑔𝑧��⃗(𝑘)
≅ 𝑎𝑏 (𝑘 − 1) − 𝑎𝑏𝐴
(𝑘)
𝚤

(5.18)

under the assumption that the error Δ𝑎𝑏 (𝑘) = 𝑎𝑏 (𝑘) − 𝑎𝑏 (𝑘 − 1) is insignificant given a
sufficient small sampling period of the accelerometer, i.e., Δ𝑡𝐴 = 0.001 s.
Then projection of 𝑅𝑖𝑏 𝑔𝑧��⃗(𝑘)
along 3-axis, 𝑅𝑖𝑏 𝑔𝑧��⃗(𝑘)
= [𝑎𝑏𝑔𝑥 (𝑘)
𝚤
𝚤
the attitude estimate

𝜙𝐴 (𝑘) = tan−1
𝜃𝐴 (𝑘) = tan

−1

𝑎𝑏𝑔𝑦 (𝑘)
𝑎𝑏𝑔𝑧 (𝑘)

𝑎𝑏𝑔𝑥 (𝑘)

2 (𝑘)
2 (𝑘)
+ 𝑎𝑏𝑔𝑧
�𝑎𝑏𝑔𝑦

𝑎𝑏𝑔𝑦 (𝑘)

𝑎𝑏𝑔𝑧 (𝑘)]𝑇 , yields

(5.19)

where 𝜙𝐴 (𝑘) and 𝜃𝐴 (𝑘) are the estimated roll, pitch angle and we define attitude estimation
output using accelerometer as 𝑧(𝑘) = [𝜙𝐴 (𝑘) 𝜃𝐴 (𝑘) 0]𝑇 .
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The final step is the implementation of the complementary filter to estimate the quadrotor
attitude as follows
𝑦�(𝑘) = 𝑊𝐶 𝑥(𝑘) + (1 − 𝑊𝐶 )𝑧(𝑘)

(5.20)

where 𝑊𝐶 = 0.99 is the weight coefficient of the filter. We mostly rely on 𝑥(𝑘) to find 𝑦�(𝑘) and
use small portions of 𝑧(𝑘) to mitigate the drift in 𝑥(𝑘).
5.1.2

Linear Velocity and Position Estimation

From the attitude estimation process, it is assumed that a sufficiently good estimate 𝑦�(𝑘) is

obtained and then the body to inertial rotation matrix is 𝑅𝑏𝑖 = (𝑅𝑖𝑏 )𝑇 by having 𝑦�(𝑘) = 𝜁 =

𝐹
[𝜑 𝜃 𝜓]𝑇 and solving for 𝑅𝑖𝑏 from Eq. (1). Given the filtered accelerometer data 𝑎𝑏𝐴
(𝑘), the

body acceleration is estimated as follows

𝐹
𝑎𝑏 (𝑘) = 𝑅𝑖𝑏 𝑔𝑧��⃗(𝑘)
+ 𝑎𝑏𝐴
(𝑘)
𝚤

(5.21)

Note that we use the present value 𝑎𝑏 (𝑘) instead of previous value 𝑎𝑏 (𝑘 − 1) as an

approximation. With 𝑣𝑏 (𝑘 + 1) = 𝑣𝑏 (𝑘) + 𝑎𝑏 (𝑘)Δ𝑡𝐴 and 𝑅𝑏𝑖 , the quadrotor velocity in inertial
frame is 𝑣𝑖 (𝑘 + 1) = 𝑅𝑏𝑖 𝑣𝑏 (𝑘 + 1) by Eq. (3.2). Integrating 𝑣𝑖 (𝑘 + 1) again to acquire the
position in the inertial frame 𝑟(𝑘 + 2) = 𝑟(𝑘 + 1) + 𝑣𝑖 (𝑘 + 1)Δ𝑡𝐴 .
5.2

Aggressive Maneuver Control

It is desirable to develop a controller that commands the quadrotor to track the optimized
trajectory, (𝑟 ∗ (𝑡), 𝜁 ∗ (𝑡) ∈ SE(3)), of the flap-bounding inspired maneuver. During the maneuver,
aggressive pitching occurs and calls for nonlinear control algorithm that can handle significant

linear and angular accelerations. Here we follow the algorithm proposed by (Lee, 2010; Mahony,
2012) since it has been demonstrated that the controller could suffice in controlling quadrotor to
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track aggressive maneuvers and the control algorithm is fast to implement in the onboard microprocessor.

The dynamic model of the quadrotor is shown in Eqs. (3.1), (3.2), (3.3), (3.4) and (3.5). The state
𝑇

of the model is denoted as 𝑥𝑄 = �𝑥 𝑦 𝑧 𝑣𝑥 𝑣𝑦 𝑣𝑧 𝜙 𝜃 𝜓 𝑝 𝑞 𝑟� . The motor is modeled as the first

order system with input motor control throttle 𝑈𝑚 and output, motor rotational velocity 𝜔. The
1
2
3
4 ]𝑇
𝑖
input of the model is defined as 𝑢𝑄 = [𝑈𝑚
𝑈𝑚
𝑈𝑚
𝑈𝑚
, where 𝑈𝑚
, 𝑖 = 1,∙∙∙ ,4, is the control

throttle of the 𝑖-th motor.

The controller follows a hierarchical structure that consists of three levels. The lowest level
controller is responsible for controlling the motor speed with the highest loop rate. The middle
level is in control of the attitude and the highest level controls the position of the quadrotor.

Figure 5.1. The control loops for position and attitude control.
5.2.1

Motor Control

Due to the first order model of the motor, a proportional controller as well as a feed forward term
are employed to improve the motor response. The throttle command is
𝑖
𝑈𝑚
=

𝐾𝑃𝑚 ∗
𝑓𝑓
(𝜔𝑖 − 𝜔𝑖 ) + 𝑈𝑚
(𝜔𝑖∗ )
𝐾𝑚

(5.22)
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where 𝜔𝑖∗ and 𝜔𝑖 are the desired and actual motor speeds. 𝐾𝑃𝑚 is the proportional control gain of
𝑓𝑓

the motor and 𝑈𝑚 (𝜔𝑖∗ ) is the feedforward control throttle that corresponds to 𝜔𝑖∗ . The new time

constant of the closed loop motor system is 𝜏𝑃𝑚 = 𝐾

𝜏𝑚

. 𝐾𝑃𝑚 are tuned to yield 𝜏𝑃𝑚 ≪ 𝜏𝑚

𝑚 𝐾𝑃𝑚 +2

and hence provides faster response than open loop motor without often saturating the motor.
5.2.2

Position and Attitude Control

Let us define the position error as 𝑒𝑃 = 𝑟 ∗ − 𝑟 and velocity error as 𝑒𝑣 = 𝑟̇ ∗ − 𝑟̇ . The desired
control force vector is

𝑭𝐶 = 𝐾𝑃𝐴 𝑒𝑃 + 𝐾𝑣𝐴 𝑒𝑣 + 𝑚𝑔𝑧⃗ − 𝑭𝑎𝑒𝑟𝑜 + 𝑚𝑟̈ ∗

(5.23)

where 𝐾𝑃𝐴 and 𝐾𝑣𝐴 are positive definite proportional and derivative control gain matrices. The

term, 𝑚𝑔𝑧⃗ − 𝑭𝑎𝑒𝑟𝑜 + 𝑚𝑟̈ ∗ , is a feedforward term. The desired control total thrust is obtained by

projecting 𝑭𝐶 along the body 𝑧𝑏 axis

𝐶
𝑇𝑠𝑢𝑚
= 𝑭𝐶 ⋅ ���⃗
𝑧𝑏

(5.24)

The desired 𝑧𝑏∗ direction, a unit length vector, must be aligned with the desired control total
thrust vector

𝒛∗𝑏 =

𝑭𝐶
‖𝑭𝐶 ‖

(5.24)

Assuming yaw angle 𝜓 = 0 throughout the flight, we can find the desired pitch angle of 𝒛∗𝑏
𝜃𝑏∗ = tan−1

𝒛∗𝑏 (1)
𝒛∗𝑏 (3)

(5.25)

where 𝒛∗𝑏 (𝑖) is the 𝑖-th element of the vector 𝒛∗𝑏 . The desired 𝑥𝑏∗ and 𝑦𝑏∗ directions are computed
below

𝒙∗𝑏 = [cos 𝜃𝑏∗
𝒚∗𝑏

=

0

𝒛∗𝑏

×

− sin 𝜃𝑏∗ ]𝑇

𝒙∗𝑏

(5.26)

91
And the desired rotational matrix is denoted as 𝑅𝑄∗ = [𝒙∗𝑏

𝒚∗𝑏

𝒛∗𝑏 ].

The error of the orientation is computed through rotational matrices (Lee, 2010):
𝑒𝑅 =

1
∨
�(𝑅𝑄∗ )𝑇 𝑅𝑏𝑖 − (𝑅𝑏𝑖 )𝑇 𝑅𝑄∗ �
2

0
where ∨ is the vee-map, which takes elements of a 3-by-3 matrix � 𝑎3
−𝑎2

it to a 3-by-1 vector [𝑎1

𝑎2

(5.27)
−𝑎3
0
𝑎1

𝑎2
−𝑎1 � and maps
0

𝑎3 ]𝑇 . 𝑅𝑏𝑖 is the actual body to inertial frame rotational matrix. We

define the angular velocity error as 𝑒𝜔 = Ω∗ − Ω with Ω∗ the desired angular velocity in the body
frame.

The desired control torque is
𝜏1𝐶
�𝜏2𝐶 � = 𝐾𝑅𝐴 𝑒𝑅 + 𝐾𝜔𝐴 𝑒𝜔 + 𝐈Ω̇∗ − 𝑭𝑐𝑜𝑟 − 𝝉𝑎𝑒𝑟𝑜
𝜏3𝐶

(5.28)

where 𝐾𝑅𝐴 and 𝐾𝜔𝐴 are positive definite diagonal control gain matrices. Similarly, the term,

𝐈Ω̇∗ − 𝑭𝑐𝑜𝑟 − 𝝉𝑎𝑒𝑟𝑜 , is a feedforward term.

𝐶
The mapping between the desired control terms, 𝑇𝑠𝑢𝑚
, 𝜏1𝐶 , 𝜏2𝐶 , 𝜏3𝐶 and thrust of each individual

rotor 𝑇𝑞𝑢𝑎𝑑 = [𝑇1 𝑇2 𝑇3 𝑇4 ]𝑇 is developed in Eq. (4.8) and through Eq. (3.30) we can compute 𝜔
𝑖
given 𝑇, 𝜔, 𝑣𝑖𝑛𝑑 , 𝑣𝑏 and 𝛼𝑏 . The desired control throttle 𝑈𝑚
can be determined from Eq. (5.22).

5.3

Results

The trajectory shown in Fig. 4.5 is treated as the reference trajectory for the controller. In the
previous chapter, we did not consider the model of the motor for the optimization of the
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trajectory, whereas in this section we will include of the motor model, the estimated states from
IMU and the controller developed in the previous section. The parameters used in the control
simulation is listed in Table 5.1.
Table 5.1. Control simulation parameters.
Simulation parameter

Value

𝑲𝑨𝑷 (𝒙)

216

𝑲𝑨𝒗 (𝒗𝒙 )

64.8

𝑲𝑨𝑹 (𝝓)

21.6

𝑲𝑨𝑹 (𝝍)

0.438

𝑲𝑨𝝎 (𝒒)

2.314

𝑹𝑮

2.75 × 10−6 ∙ I3

𝑲𝒃 (V∙s/rad)

8.33 × 10−3

𝑲𝑨𝑷 (𝒚 and 𝒛)

108

𝑲𝑨𝒗 (𝒗𝒚 and 𝒗𝒛 )

32.4

𝑲𝑨𝑹 (𝜽)

23.14

𝑲𝑨𝝎 (𝒑)

2.16

𝑲𝑨𝝎 (𝒓)

0.0438

𝑹𝑨

7.29 × 10−6 ∙ I3

𝑲𝒕 (N∙m/A)
𝑹 (ohm)

𝑰𝒎𝒃 (kg∙m2)

𝑽𝒃𝒂𝒕𝒕𝒆𝒓𝒚 (V)

8.33 × 10−3
0.166

3.9107 × 10−5
11.1

The simulated control results following the optimized trajectory as the reference are shown in
Fig. 5.2. We find that the quadrotor tracks the estimated and the reference trajectory well. The
position difference between the true trajectory and the reference trajectory can be mostly
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attributed to the error of estimating 𝑣𝑥 in Fig. 5.2. Our explanation of the error is that only one

sensor, the accelerometer, provides information about 𝑣𝑥 , which is susceptible to drift and
vibrations induced by the rotating propellers.

𝑇𝑠𝑢𝑚 , 𝛼𝑏 and rotational speed of each rotor with the controller are shown in Fig. 5.3. It is

observed that 𝛼𝑏 of the maneuver is lower than the constant forward flight throughout the cycle,

which is one of the key reasons that make the maneuver more efficient. 𝑇𝑠𝑢𝑚 of the maneuver is
below the level of 𝑇𝑠𝑢𝑚 of the constant forward flight for 55% of the time. Let us denote the cost

of transport (CoT) to be 𝐶𝑜𝑇 =

𝑊𝑚𝑒
𝐿𝑥

, where 𝑊𝑚𝑒 is the total mechanical power and 𝐿𝑥 is the

distance travelled in the forward direction. According to Eq. (4.22), we have 𝜂 =
𝐶𝑜𝑇𝑖𝑛𝑡

𝐶𝑜𝑇𝑐𝑜𝑛

𝑊𝑖𝑛𝑡
𝐿𝑥

𝐿

∙ 𝑊𝑥 =
𝑐𝑜𝑛

, where 𝐶𝑜𝑇𝑖𝑛𝑡 is the CoT of the maneuver and 𝐶𝑜𝑇𝑐𝑜𝑛 is the CoT of the constant forward

flight. Note that the true ratio of work with the controller is 𝜂 = 0.72, which means CoT of the
maneuver is 28% lower than CoT of the constant forward flight. The ratio of battery work is

𝜂𝑏𝑎𝑡𝑡𝑒𝑟𝑦 = 0.68, indicating that the maneuver saves 32% of the battery power compared to the

constant forward flight.
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Figure 5.2. Kinematics of the quadrotor tracking optimized trajectory. The initial velocity
𝑉𝑖𝑛𝑖 = 20 m/s.
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Figure 5.3. Comparison of total thrust force and body angle of attack. 𝑇𝑠𝑢𝑚 and 𝛼𝑏 of the
quadrotor using flap-bounding maneuver to track the optimized trajectory are compared
to constant forward flight and the rotational speed of the motors while 𝑉𝑖𝑛𝑖 = 20 m/s. The
maximum 𝑇𝑠𝑢𝑚 is 26 N. 𝛼𝑏 of constant forward flight is 12 deg and 𝛼𝑏 of the maneuver
is maintained below 8.5 deg. The speed of motor 3 and 4 follows the profile of a 1st order
system step response in the drop transition and rise transition phases.
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6. CONCLUSIONS AND FUTURE WORKS

6.1

Conclusions

Our results shows that flap-bounding inspired maneuver, as opposed to conventional constant
forward flight, is the preferable strategy in high speed flight (𝑣𝑖 ≥ 15 m/s) in the sense that CoT

of the maneuver is lower (28%) by comparing mechanical work and saves battery power (32%).

Mimicking flap-bounding behavior of small birds in the wild, the quadrotor outputs small
amount (4 N) of thrust during projectile drop phase and ramps up the thrust while increasing
body pitch angle during the drop transition phase until the thrust enables the quadrotor to
advance in pendulum-like motion in the pendulum swing phase. As the quadrotor reaches the
symmetric point with respect to the vertical axis of the pendulum motion, it engages in reducing
the thrust and pitch angle during the rise transition phase until the thrust is lowered to the same
level as the beginning of the maneuver and the body angle of attack minimized (0.2 deg) in the
projectile rise phase. The quadrotor could move forward more efficiently by going through the
cycle of the maneuver repeatedly.

To accommodate the aggressive nature of the maneuver, we developed a complementary filter
that fuses the two sensor data from the IMU, integration of the UKF filtered body angular rates
from the onboard rate gyro and KF filtered body angle from the onboard accelerometer, to
determine the estimated quadrotor attitude. With estimated attitude, we can compute the velocity
and position of the quadrotor through integration of filtered accelerometer data. The drawback of
using accelerometer as the only source to determine velocity is that it is susceptible to drift and
vibrations and hence could deteriorate over time. However, with fast pitch up and down motion
in one cycle (0.87 s), the ability to use other onboard sensor, e.g. laser, camera, to assist to
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estimate the velocity is limited. Other sensor, i.e. VICON system, is not suitable due to the fact
that the volume is too limited to record the entire length of the cycle.

Nonlinear controller that deals with the large angle control of the quadrotor are employed to
track the optimized trajectory. The controller uses rotational matrices rather than Euler angles to
compute the angle error. It is found through simulation that the quadrotor with the controller
tracks the trajectory closely. The position error can be largely attributed to the error of the
estimated forward velocity. Throughout the cycle, the body angle of attack of the maneuver is
lower than the constant forward flight. The true ratio of work with the controller is slightly
higher (𝜂 = 0.72) than the ideal case (𝜂𝑜𝑝𝑡 = 0.69), while it is still advantageous comparing

with constant forward flight, proving the flap-bounding inspired maneuver is theoretically
feasible.

6.2

Future Works

Due to the deterioration of the readings on the IMU sensors, the forward velocity of the
maneuver is reduced to 19 m/s after one cycle with the initial velocity at 20 m/s. There is altitude
loss in the process but is unimportant to our goal. A possible remedy would be to transition from
the maneuver by the end of 3 - 4 cycles to constant forward flight to accelerate the forward
velocity until it resumes the initial level. This is beyond the scope of the current study and will
be pursued as future work. The next step to our current work is to implement field test to show
the effectiveness of the proposed maneuver. In the field test, with the presence of wind, we can
no longer assume the maneuver is planetary and adjustments to the calculation of the error of the
rotation matrices must be made. The flap-bounding inspired maneuver is applicable to UAV in
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high speed out in the field with the need to go fast and saves battery and do not cares about small
change in altitude or taking images/videos during the flight.

6.3

Contributions

The thesis presents the analysis of kinematics, aerodynamics and power of zebra finch flapbounding flight and discovers that the bird follows the pendulum swing trajectory during part of
the flap-bounding flight while the flapping force serves as centripetal force to redirect the body
velocity forward. Compared with constant flapping forward flight of pigeon, the thesis shows
that CoT of flap-bounding is lower than constant flapping during descending phase with higher
velocity, which suggests flap-bounding is more efficient in terms of CoT in low speed flight.
Hence the thesis is able explain why bird chooses flap-bounding during low speed flight

The thesis tries to employ the features such as bounding flight and pendulum swing motion from
flap-bounding flight to design quadrotor maneuver to improve power efficiency. The thesis
presents a more detailed modeling of the dynamics of quadrotor during high speed flight than
conventional modeling by accounting for the aerodynamic force through CFD modeling and
effects on the thrust and rotor torques output by velocity and angle of attack though blade
element analysis of rotor. Then flap-bounding inspired quadrotor maneuver is developed through
five phases: projectile drop, drop transition, pendulum swing, rise transition and projectile rise.
With initial condition of quadrotor forward velocity (15 - 20 m/s), optimized maneuver trajectory
is developed. Coefficients for fitted equation that describe the motion range and thrust are
provided for designer as a lookup table to estimate position bounds of each cycle of the
maneuver, lift, drag and pitch torques on the body and thrust of each motor. The maneuver is
found to be more efficient than sinusoidal motion of similar trajectory in terms of CoT through
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comparing the mechanical power as well as the battery power. A complementary filter that
approximates the current step body acceleration with previous step acceleration from
accelerometer in addition to unscented Kalman filtering of gyro rate to estimate the quadrotor
attitude is presented. By employing a PD controller, the thesis demonstrates that the CoT of the
maneuver is 28% lower than CoT of the constant forward flight by measuring mechanical work
or the maneuver uses 32% less battery power with the same flight velocity and time.
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APPENDIX A. FLAP-BOUNDING EXPERIMENT DATA

Figure A.1. Kinematic data of the zebra finch indoor flight corridor experiment.
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APPENDIX B. DETAILS OF ZEBRA FINCH CFD SIMULATION SETUP
We chose unsteady RANS-based SST k-ω turbulence model from ANSYS Fluent. We modeled
the passive time-averaged damping force and torque the bird experienced on its body during a
bounding phase. The model was set up with corresponding average pitch angle to match the pose
of each given instance. For each case, the body was located at the center of a cube-shaped (200
mm × 200 mm × 200 mm) computational domain. The sagittal plane of the bird coincided with
the vertical mid-plane of the cube, while the center of the mass was placed at the center of the
cube. The angle between the zebra finch body longitudinal axis and the horizontal mid-plane is
defined as the pitch angle θ of the bird. The cube domain was enclosed at the center of a cuboidshaped (300 mm × 300 mm × 1000 mm) computational domain. All the computational domains
were meshed with unstructured tetrahedral meshes in ANSYS mesher. The boundary condition
(BC) on the surfaces of the cube was set as the interface condition, whereas the BC on the 4 side
faces of the outer cuboid BC was set as symmetry condition to mimic the free-slip wall condition.
The two square faced BC were set as velocity inlet with the prescribed velocity and zero gauge
pressure outlet condition respectively. Bird body surface was set as no-slip wall condition. The
inner domains use a dense mesh. For inflation, ‘First Layer thickness’ method was selected and
the Y+ values were between 4 and 7.5 with respect to speed ranging from 4 m/s to 8 m/s. Ten
layers of triangular prism elements with 1.1 growth rate were used to create inflation around the
bird profile. The transient solver was selected. The SIMPLEC method was used for the pressurevelocity coupling. Second order upwind discretization was utilized for momentum, turbulent
kinetic energy and specific dissipation rate. Second order implicit method was used for transient
formulation until residuals reduced to 10-4. Simulation utilized fixed time stepping and the size
of each time step was selected such that the courant number stayed less than 1. The time length
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was picked to ensure the flow surrounding the body reached a quasi-steady state, i.e., drag, lift
and pitch torque coefficients either converged or manifested in an oscillating state with stable
upper and lower boundaries. Combinations of 𝛼𝑏 (10 deg – 30 deg), 𝛽 (-30 deg – 45 deg) and
𝑉(4m/s – 8m/s) were used as body posture and incoming flow initial conditions.
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APPENDIX C. DERIVATION OF LIFT AND TORQUE MODELS

Based on blade element analysis, we have
𝜌𝑁𝑝 𝑅𝐵 1 2𝜋
𝑇=
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Substitute Eqs. (3.22), (3.25) into Eq. (C1) and assume 𝛽 is small
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From Eqs. (3.23) and (3.33), we have
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Substitute Eq. (C3) into Eq. (C1), the in-plane force is
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Similarly, the torque is
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