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Abstract- -Recent ly anidentity relating the combinatorial definition of a supersymmetric S-function 
to a Weyl type formula was proved by Pragacz [1]. In the present paper we show how this identity 
gives rise to a new algorithm for Littlewood-Richardson coefficients, which is easy to implement. We 
discuss the present algorithm, its implementat ion,  and some applications. 
1. INTRODUCTION 
The Littlewood-Richardson rule [2,3,4] gives a method for computing the coefficients in the 
expansion of the product of two Schur functions (or S-functions) as a sum of Schur functions. 
Let p and ~, be two partitions, with s,  and sv the corresponding S-functions, then 
sp sv = ~c~,~ s~, (1.1) 
where e~ are the Littlewood-Richardson coefficients [4]. The Littlewood-Richardson rule gives 
in principal an algorithm to calculate c~ for given ,~, p and v, but is most appropriate to the 
solution of the following problem : given two partitions p and v, determine all nonzero coefficients 
c~,. Often, the problem is the reverse : given a partition ~, determine all nonzero coefficients 
c~v. In Section 6 we shall give some examples of applications where this "reverse problem" arises. 
Although the Littlewood-Richardson rule can be used to solve this reverse problem, the new 
algorithm introduced here seems to be particularly suitable for this question. This new algorithm 
arises from an identity relating the combinatorial definition of a supersymmetric S-function to a 
Weyl type formula. The Weyl type formula was discovered independently by Van der Jeugt et a/ 
[5] and by Serge'ev (see [1]), who communicated the formula to Pragacz. The latter was the first 
to publish a simple combinatorial proof of the identity [1]. 
In the present paper, we shall discuss Pragacz's identity which forms the basis of our new 
algorithm. This cannot be done without a short introduction to supersymmetric S-functions, 
given in Section 2, where the notation for ordinary S-functions is established and some of their 
properties are recalled at the same time. Throughout his section and the rest of the paper, the 
notation for S-functions coincides with that of Macdonald [4]. In Section 3 we give the Pragacz 
identity, and we prove in Section 4 how it gives rise to a method for calculating Littlewood- 
Richardson coefficients. Section 5 describes the actual algorithm and its implementation, and 
Section 6 shows two applications. 
2. S-FUNCTIONS AND SUPERSYMMETRIC  S-FUNCTIONS 
Let A = (A1,... ,~p,0,0, . . . )  be a partition of the non-negative integer N, with A1 >_ ... >_ 
Ap > 0 and )-~i hi = N. The number p = l(A) is called the length of A. The Young diagram F ~ 
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of shape A is the set of left-adjusted rows of squares with Ai squares (or boxes) in the ith row 
(reading from top to bottom). For example, the Young diagram of (5,2, i, 1) is given by : 
I I I I I I  
(2.1) 
The partition A ~ conjugate to A corresponds to the transposed diagram of A, i.e. to the diagram 
obtained by reflecting F x in the main diagonal. For example, the conjugate of (5,2,1,1) is 
(4,2,1,1,1): 
Fx '= (2.2) 
Denote by S(z) the ring of symmetric functions in m independent variables z l , . . .  , zm [4]. The 
S-functions x form a Z-basis of S(z). There are various ways to define the S-functions. Let 
a be an m-tuple of non-negative integers, and denote the monomial z~ 1 ... zr~" by z a. The 
skew-symmetric polynomial aa is defined to be 
aa -- det(z~ #) = E e(w) w(za), (2.3) 
wE$,,, 
where Sm is the symmetric group and e(w) is the signature of w. For the element 6 = 6,n = 
(m-  1,m - 2,... , 1,0), a6 becomes the Vandermonde determinant : 
a6 = a6,, = det(z~ - j)  = H ( z i  - zj). (2.4) 
l<_i<j<_m 
Then the S-function sa is defined to be [4]: 
sa  = sa(x) = sa(zl , . . .  , zm) = aa+~/a6. (2.5) 
It follows from the definition that every S-function s= is equal to :t:sx for some partition A, or 
equal to zero. The definition (2.5) can be called a Weyl type formula, since this is the form of 
Weyl's character formula for the Lie algebra gl(m) [6]. 
Another formula for sx is the determinantal formula [4] in terms of elementary symmetric 
functions er or complete symmetric functions hr (r >_ 0), defined by means of the generating 
functions : 
= 1"I(1 + x,t), (2.6) 
r i 
Ehrt= -- 1-1(1 _ zit)-I" (2.7 /
r i 
Then [4]: 
sx = det(hx,_i+j) = det(ex~_i+j). (2.8) 
Finally, there is a combinatorial definition for s:~ [7]. A generalised Young tableau T of shape 
A is a numbering of the boxes of F x with elements of {1,... , m} such that the numbers increase 
strictly down columns and increase weakly from left to right across rows. For example, let m = 4 : 
l i l 112]214[  
T= ~ (2.9) 
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Then z T = Zl k t . . .  zkm =, where/¢i is the number of entries i in the tableau T, and [4,7] 
• = x T, (2.1o) 
T 
where the summation is over all generalised Young tableaux T of shape A. 
In the definition of supersymmetric S-functions, the notion of skew S-functions :~/~, is required. 
We say p < A if Pi < Ai for every i. For/z _<. A, the skew Young diagram F :~/~' of shape A - / z  
is the diagram F ~ with the boxes corresponding to F~' removed. For example, if A = (5, 3, 2, 1) 
and/t  = (2, 1, 1) then 
I I I I  
- - (2.11) 
A generallsed Young tableau of shape A -~ is a numbering of the boxes of f  Al~' with {1, ... ,m}, 
again such that the numbers are strictly increasing down columns and weakly increasing along 
rows of F Ah'. Then [4], 
axle, = E zT' (2.12) 
T 
where the summation is over all generalised Young tableaux of shape F:q~'. There exists a 
determinantal formula for s:~/, [4,p.40], and an expansion in terms of ordinary S-functions :
A SAlt, = E e~,~sv, (2.13) 
11 
where c~ are the Littlewood-Richardson coefficients appearing in the expansion of the product 
of two S-functions (1.1). 
Let us now introduce some of the notions of sup ersymmetric S-functions [8,9,10,11]. The ring of 
doubly symmetric polynomials in z = (Z l , . . . ,  z,,)  and y = (Y l , . . . ,  Y,,) is S(x, y) = S(z)®zS(y).  
An element p E S(z, y) has the cancellation property [11] if it satisfies the following : when the 
substitution zl = t, Yl = - t  is made in p, the resulting polynomial is independent of t [12]. 
We denote S(x/y) the subring of S(z, y) consisting of the elements atisfying the cancellation 
property. The elements of S(z/y) are called supersymmetric functions. 
Next, we shall introduce a combinatorial definition [8] for supersymmetric S-functions :~(z/y); 
the proof that they are indeed elements of S(z/y)  follows later. Given a partition A, a su- 
pertableau S of shape A is a numbering of the boxes of F ~ with elements from {1,. . .  , m} and 
{1', . . .  , n'} such that the unprimed numbers form a generalised Young tableau T of shape/z 
for some/J  < A, and such that the primed numbers form the conjugate of a generalised Young 
tableau of shape A - / z  [8,10]. For example, for m = n = 3 : 
1 1 2 311'13' 
2 3 3 1'12'[3' 
5' = 3 2' 3' (2.14) 
Let kl be the number of entries i and ij be the number of entries j '  is S. 
z~' . .  • .~,n~'k"~tt' • • • yr, - , and one defines : 
Then (z/V) s = 
= s, 0.15) 
St 
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where the summation isover all supertableaux S of shape A. It follows from this definition, (2.10) 
and (2.12) that 
s~(~ly) = ~ s.(x).cA/t),Cy), (2.16) 
A i . _  C~v : or using (2.13) and %i., 
s~(~/y) =~ cL,,(~),.,(y). (2.17) 
Note that the definition (2.15) implies that the function s~(z/y) is zero unless Am+l < n. 
LEMMA 2.1. The generating function for the polynomials ~(z/y) is given by 
a(~. y, z) = l-I(1 + y,z.) = ~,~(x /y )  s~(z). 
I-[(1 - xizb) 
(2.1s) 
Proo£ Using the well known expansions [4] 
1"I(1 + Y,~a) 
H(1--ZjZb) -1 
sv, (y)s, (z), (2.19) 
v 
~s, (z ) , , ( , ) .  (2.20/ 
and the Littlewood-Richardson product for the S-functions in z, one finds that 
aC=,y,z) = ~ cLs.(=),v, Cy),~Cz), 
A,/~,V 
(2.21) 
which gives rise to (2.18) using (2.17). • 
Note that by splitting up the variables (z) = (Zl,... ,z v) into (z) : (u,v) : (ul,. . .  ,uq, 
Vl,... , re) and using lemma 2.1 twice, one obtains 
II(1 + y~-.) II(1 + y,~.) (2.22) 
G(z, y, z) = l'I(1 - ZiUb ) 1-[(1 -- XjVb) 
= ~ ,.(x/y)s. (.) ~ ,.(x/y)s.(~). (2.23) 
# v 
But s~Cz) - s~(u, v) = ~-,~,v c~,s~Cu)s~Cv) [4,10], hence (2.23) and (2.18) lea~i to:  
,, (zly)s. (z/y) = ~ ~.,~ (~ly), (2.24) 
A 
which means that the supersymmetric S-functions obey the same product rule as ordinary S- 
functions. 
It can he seen from (2.17) that the functions ~(z/y) are doubly symmetric polynomials. The 
fact that they also satisfy the cancellation property follows immediately from the generating 
function (2.18). This justifies the name supersymmetric S-functions. In fact, Stembridge proved 
the following theorem [11]: 
THEOREM 2.2 (STEMBRIDGE).  The set of sA(z/y) form a Z-basis of S(z/y). 
Stembridge's proof made use of the deterrninantal form of supersymmetric S-functions, which 
we shall introduce now. One defines the supersymmetric functions he(z/y) (r >_ O) as follows in 
terms of homogeneous and elementary symmetric functions :
he(z/y) = ~ he-~Cz)~kCy). (2.25) 
k 
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It is easy to verify from (2.15) that st(z/y) = h,(=/y), and one can deduce from (2.6)-(2.7) that 
the generating function for hr(z/y) is given by 
H(1 + =it) 1-[(1 - , j ,t)- '  = h,( lylt (2.26) 
7" 
The following lemma gives a determinantal formula for the supersymrnetric S-function : 
LEMMA 2.3. 
sx (z/y) = det (hx,-i+j (=IY)). (2.27) 
Proof. Since sx(x) = det(hx~_i+j(z)) and the functions hr(z/y) = sr(z/y) satisfy the same 
product rule as hr(z) = st(z) (see (1.1) and (2.24)) the statement follows immediately. = 
So far we have given a combinatorial nd determinantal form of the supersymmetric S-function. 
In the next section we shall study a Weyl type formula for sx(z/y), first proved by Pragacz. 
3. THE PRAGACZ IDENTITY 
It was shown by Berele and Regev [8] that, just as the functions x(z) are the characters of 
simple modules of the Lie algebra g/(m), the supersymmetric S-functions are related to characters 
of simple modules of the Lie superalgebra gl(m/n). In fact, they show that a covariant ensor 
module can be labelled by a partition A with Am+l _< n, and that the character of this module 
is given by sx(z/y). Unfortunately, unlike the Lie algebra case, the covariant ensor modules 
of gl(m/n) do not encompass all finite-dimensional simple modules of gl(m/n). In an effort 
to find characters for all simple gl(m/n) modules, several attempts were made to generalise a
character formula of the Weyl type due to Kac, and appropriate to yet another class of modules, 
the so-called typica] modules of gl(m/n). For a review of these attempts, we refer to [5]. In 
their analysis, Van der Jeugt et a] realised that one particular Weyl type formula was correct 
for the class of covariant tensor modules, and hence should coincide with the expression sx(z/9). 
Independently, Serge'ev discovered the same identity and communicated it to Pragacz, who gave 
a simple combinatorial proof [1]. 
Let us first describe the formula itself. Let A be a partition with Am+t ~ n. Consider the 
Young diagram F x, let F ~ be the part of F x that falls within the m x n rectangle, and let F ~, 
resp. F ~, be the remaining part to the right, resp. underneath this rectangle. This is illustrated, 
fo rm=5,  n=SandA=(12996332211) ,as fo l lows :  
I I I  |1  I l l  I I  I I I  
I I I  I I  I I I  I I  
I I I  I I  I I I  I I  
I Iw l l l J  I ~ = (8 ,8 ,8 ,8 ,3 )  
FA. -  I I I I  hence r = (4,1, 1) (3.1) 
r/ = (3,2,2,1,1) 
Then, the Weyl type formula for sx(z/y) is given by 
s~(=/y) = 1~(=, - xi)  -1 ~(yk  - y , ) - l×  (3.2) 
i<j k<l 
wESmXS,, (i,j)EF" 
where (i, j) E F" if and only if the box with row-index i (read from left to right) and column-index 
j (read from top to bottom) belongs to F ~. 
Note that this is indeed a Weyl type formula, the first part (3.2) being Weyl's denominator 
for the Lie algebra gl(m) ~ gl(n), and the second part (3.3) consisting of a sum over the Weyl 
group ofgl(m)egl(n). It is easy to verify that the right hand side of (3.2)-(3.3) is indeed doubly 
symmetric; the first step in Pragacz's proof is to show that it also satisfies the cancellation 
property. Then Theorem 2.2 implies that the right hand side of (3.2)-(3.3) can be written as a 
Z-linear combination of so(z/y) functions. Next Pragacz shows that the coefficient of sA(z/y) is 
1, and uses an inductive argument to show that there is only one term in the linear combination. 
We shall not rewrite Pragacz's proof here, but refer the reader to his paper [1]. 
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4. THE NEW EXPRESSION FOR C~v 
Let A = (A1,... , Ap) be a given partition. We say that R is a subset of F A, denoted by R C F A, 
if R is a subset of the positions of F A, i.e. if 
R C {(I, 1), (1,2),..., (i, Ai), (2, 1),..., (2, A2),..., (p, Ap)}. (4.1) 
A subset R of F A can be indicated in the Young diagram by marking the positions of F A corre- 
sponding to R. For example: 
Ix[ ''X'',X, 
(4.2) 
R = {(I, 1), (I, 4), (2, 3), (3, 2)} 
L_ J  
Given any R C F ~, we define the row sum PR, resp. the column sum 7R as follows : 
(Pa)k = #{(i , J )  E Rli = k}, resp. (7a)k = #{(i , J )  E RIj = k). (4.3) 
In example (4.2), PR = (2, I, i) and 7R -- (I, I, I, I). 
For the given partition A, choose m and n such that m = A~ and n = AI, in other words, such 
that F A fits exactly inside the m x n box. 
PROPOSITION 4.1. 
sA(x/y) = Z sA-p.(z) S,R(y). (4.4) 
RcF  ~ 
Proof.. We can use (3.2)-(3.3) with ~ = A and r = T/= 0. Then, using the abbreviations 
a ,  and R(v , -v J ) ,  (4.5) 
i<j i<j 
we find: 
wES,,, ×S,, ( i , j )EF ~' 
(4.6) 
wES..xS. (i~j)EF x 
wES,,,XS,~ RcF  x 




Note that the indices for the S-functions in (4.4) are not necessarily partitions, but using 
(2.4)-(2.5) one sees that 
s ,  = c(¢)s¢.a, VCES,  where ¢.  e = ¢(e+ ~) -  6. (4.11) 
Hence either such an S-function vanishes, or else it is equal to dzs~ with p a partition. 
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COROLLARY 4 .2 .  
c~, - ~ e(o')e(r) f~.m-.~,', (4.12) 
oE$,. 
rES~ 
where f~ is the number of ways of removing boxes from F ~ such that the column sum of the 
removal is equal to/3 and such that the row sum is equal to A - 4. 
Proo£ The identity 
Z e~su(z)sv'(Y) = Z s~-'n(z)s'Y"(Y) (4.13) 
tJ,u RCF ~ 
follows from (2.17) and (4.4), and implies the statement. • 
Although at first sight (4.12) does not seem to be a very efficient way to calculate a particular 
c~v, it turns out that using the identity (4.13) is a rather elegant way to calculate the whole list 
of nonzero c~u for all ~ and v. In fact it gives rise to a very straightforward algorithm, easy to 
implement, and relatively fast to run on a computer. 
In the next section we shall discuss this algorithm and its implementation. In Section 6 we 
shall discuss ome problems where the algorithm can be used. 
5. THE ALGORITHM 
Using the above we can now formulate the following algorithm for the computation of the list 
of Littlewood-Richardson coefficients c~ for given A. 
Let A = (hi, . - .  ,,~p) be a partition and let F ~ be the corresponding Young diagram. Let m 
be the number of rows and n the number of columns of F ~. 
Step 1: construction of all possible '~emovals". 
A table of 2 [~[ "terms" is constructed, each term corresponding to a possible "removal"//C F ~ 
as defined in the previous ection. A term consists of an m-tuple a and an n-tuple/3 of non- 
negative integers and is defined in terms of the row sum PR and the column sum 7R (4.3) of the 
corresponding removal//as follows (using (4.4)): 
= - pn ;TR)  
Each term has a "coefficient" associated with it, originally each term has coefficient +1. 
Step 2: transformation f each term in the table. 
The components a and ~ of each term are then transformed to partitions, an operation which 
also affects the coefficient of the term. 
Using (4.11) we obtain the following algorithm for the transformation f a p-tuple (wl , . . . ,  wp) 
to a partition. Each element wi is compared with the next element, if w~ < w~+l then the tuple 
is transformed into (Wl,... ,wi+l - 1,wi + 1,... ,wp) and the sign of the coefficient is changed. 
It is easily seen that if wi - wi+l - 1, the coefficient becomes zero. 
This transformation is performed for each of the 2 components a and/3 of the term, resulting 
in a term with zero coefficient or a term (p; u) with coefficient : :l and with p and v partitions. 
Step 3: combining equal terms (p; ~). 
Terms with equal components p and v need to be put together in the table, the coefficients of 
these terms are added, which can in some cases result in terms with zero coefficient. Terms with 
zero coefficient are not considered further. 
Because of (4.13) the resulting coefficient for each term (p; ~) is then the Littlewood-Richardson 
coefficient ~ C#v, • 
Step 4: computing the conjugate of each second component L,. 
We still have to compute the conjugate partition of the second component v of each term, which 
results in each term (/~; v) in the table having the required Littlewood-Richardson coefficient c~u. 
Implementation details 
Step 1: Generating all possible removals i essentially a problem of generating combinations, i.e. 
we have to generate all possible combinations ofsquares that can be removed from the diagram 
F a. This can be done easily by a recursive back-tracking algorithm. 
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Step 2: This step is performed for each obtained term, at the lowest level of the recursion. Both 
components of the obtained term are transformed to partitions, using the algorithm described 
above, which can be implemented in a straightforward way. 
Step 3: Throughout the algorithm a list of obtained terms has to be maintained and each new 
term has to be "added" to the list. This also happens at the lowest level of the recursion, for 
each term, after it has been transformed in step 2. 
If the term has a zero coefficient, it is discarded. If the term has a non-zero coefficient and it 
is already present in the list, then "adding" the new term is a simple addition of coefficients. If 
the term is not yet present in the list, it has to be added explicitly to the list as a new element. 
For efficiency, to make the search lists shorter, we note that terms can be classified in "levels", 
according to the number of squares removed from the diagram. Therefore separate lists can be 
maintained for different levels. 
Step 4: Finally, for all elements of the complete list, the conjugate of the second component 
v = (;/I,..- , un) has to be constructed. This can be done by "counting" the number of squares 
on each column of v, which gives the number of squares on the corresponding row of u'. The 
counting is done by successive subtractions : in each step j a 1 is subtracted from each non-zero 
vi, the number of ones that can be subtracted in this step is the required v~. 
This algorithm has been implemented in M IKE  [13], a new programming language developed by 
K. Coolsaet as part of the CAGe computer algebra project at the State University of Ghent. The 
language is intended to be a general programming language with a high level of abstraction, in 
particular, but not exclusively, well suited for the implementation of computer algebra algorithms. 
A typical feature of the language which was very useful in our implementation, is the transparent 
memory management, which makes it very easy to work with variable dimension arrays (specifying 
the dimensions at runtime) and with lists without having to worry about pointers. 
6. SOME APPLICATIONS 
We shall give two examples of problems where the whole list of nonzero c~v for given A is 
needed, rather than any particular coefficient. 
The first is a rather obvious example, and can be anticipated from the previous sections. Since 
the characters of simple gl(m) modules are given by ordinary S-functions, it follows from (2.17) 
that the branching rule gl(m/n) --~ gl(m) ~ gl(n) is given by 
-.+ fi A V t }, (6.1) 
#,V 
where {A}, with A a partition satisfying Arn+1 _< n , is the label for a covariant tensor module of 
gl(m/n), and {p}, resp. {u'}, is the label for a simple module of gl(m), resp. gl(n). Note that 
certain modification rules need to be taken into account in the right hand side of (6.1). It is 
obvious that for this purpose Step 4 of the algorithm can simply be omitted. 
The second example does not involve any Lie superalgebras, but deals with the reduction of 
a simple module of the Lie algebra gl(m + n) to the direct sum of simple modules of its Lie 
subalgebra gl(m) ~ gl(n). This time the branching rule is given by [10] 
which is almost identical to (6.1), except hat no conjugation of v is required. In (6.2), {A}, 
{p} and {~,} are the labels of simple modules of gl(m + n), g/(m) and gl(n) respectively. Again, 
modification rules apply. 
Note that the two branchings given here can also be calculated by means of the software package 
SCHUR [14], which uses essentially the Littlewood-Richardson rule to determine the coefficients 
C~V • 
The Pragacz identity and a new algorithm for L|ttlewood-Pdchardson c efficients 47 
REFERENCES 
1. P. Prage~, "Algebro-geometric applic~ions of Schur S- and Q-polynomials", in S&ninaire cl'Al~bre Paul 
Dubrell et Made-Paule Ma//ia~n, Protz,~n~, Lecture Notes in Mathemstics. 
2. D.E. Littlewood and A.R. Richardson, PhiloJ. ~ ,a .  Roy. Soc. Londo, Set. A 233 (Group characters and 
algebra), 49-141 (19~). 
3. D.E. Littlewood, The theorTl o1 Oro~p ¢h~r~cterJ, Oxford University Press, Oxford, (1940). 
4. I.G. Macdonald, S11mmetrlc f~nctlonl ~nd HMI polfnomi~la, Oxford Univm-sity Press, Oxford, (1979). 
5. $. Van der Jeugt, J.W.B. Hughes, R.C. King and J. Thierry-Mieg, J. Ma0~. PhTs. in press (1990), Character 
/o,~ul.e /or irreducible ,nodlle~ o! tl, e I, ie m,Jper.lgebr, al(m/n), O. 
6. H. Weyl, Theorie der Darstellungen konlnuerlicher hsll>-einfscher G uppen du_rf~ ]inexre Tranzfornmtionen 
IT[, M~th. Z. 24, 377-95 (1926). 
7. R.P. Stanley, Theory and applications ofplane partitions I, Stud. AppL M~th. 50, 167-88 (1971). 
8. A. Berele, A. Regev, Hook Young diagrams with applications tocombin~torics and to representations of Lie 
supera]gehras, Ad~. M~fh. 64, 118-75 (1987). 
9. R.C. King, Supersymmetric functions and the Lie supergroup U(m/n), Arc. Comb. 16A, 269--87 (1983). 
10. R.C. King, S-fu~ctio~ d  ch~r~cter~ ofLie ~lgeb~z~ ~d ~uper~lgebr~, i  IMA Volumes in Mathematics 
and igs Applications 19, Springer, Berlin (to be published). 
11. J. Stemhridge, A char~teriz~tlon of supersymmetrlc polynomials, J. AIgebr~ 95,439--44 (1985). 
12. Note that our definition is slightly different from the one given in Ref.[ll], where the substitution z] = t, 
1/1 = t was taken. Our definition has the advantage of giving supersymmetric S-polynomials with positive 
integer coefficients for the monomisl terms. The old supersymmetric S-functions 8~ Id (x/y) is just s~ ld (~/y) = 
• ;~(~ . . . . .  =~/ -  ~ . . . . .  -~ . ) . .  
13. K. Coolsaet, Preliminary report c~ the programming language 
MIKE, R~por~ of ~he CAG~ project State U~i~er~it~ o.~ Ghe,t (1989). 
14. SCHUR version 3.0, SCHUR Software Associates, Christchurch, New Zealand. 
Zl:Z/3-1) 
