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their valuable comments.THE CONTRIBUTtON OF RESEARCH TO U.S. SOYBEAN YIELDS
Recent economic events have refocused attention on agricultural
research, productivity and technical change. Tighter state and federal
budgets, increased export demand, forecasts of increased world food
demand, and energy price increases have brought into question the
direction and durability of agricultural productivity change.
Increasing agricultural productivity requires innovation brought
about by research and development. There have been some indications
that U.S. agricultural productivity growth has been lagging behind that
of other countries. Some scientists have suggested that productivity
limits are being approached. The productivity question has been
approached in many different ways. This study differs from other
agricultural and economic productivity studies in several respects. (1)
A complete model including weather, prices and technology is spec
(2) It uses the indirect production form where factor demands rep
input quantities, leading to a production function in terms of pr





disaggregated yield data, and is crop specific for both production and
research. (See Appendix A for the derivation of the yield model.)
This study addresses several questions. (1) IS a soybean yield
limit being reached? (2) What is the rate of return to soybean




l-overs between states important? (k) Do input and
actuations affect soybean yields? (5) What types of
soybean yields?-2-
THE YIELD FUNCTION
Yield is a partial product
total production is highly sens
vity measure in and of itself while
tive to the land nput. Yield serves as
ng different
are also important
a common denominator which is useful when commpar
locations. Ease of comparison and interpretation
when comparing farm production and experiment station production where
the land area devoted to a crop is drastically different.
If a representative farmer maximizes expected profit over multiple
outputs (corn and soybeans) and inputs, given uncertain output prices,
and if the production function is well behaved, then one can derive
factor demands in terms of the parameters which the farmer faces. These
parameters are input and expected output prices, and technology. One
can then substitute these factor demands into the yield (production)
function to create a yield function in terms of prices and technology
(Takayama, 1974, and Groenewegen 1980) (see Appendix A). To complete




that the expected price is
prices, one can more fully
price cannot be observed, Rather than assume
some arbitrary weighted average of past
use the information avai lable to farmers at
the time of their production decision. Each producer may not have
complete information at hand, but he does have nearly costless access to
the futures prices which embody information from both sides of the-3-
1 _/
market .
In this study factor prices are assumed to be known with certainty,
and to be fixed to the producer. At the
decision, the farmer knows the
virtually any quantity at that
b) TECHNICAL CHANGE
Evenson (1968) introduced
production function by arguing
(1.1) Q =f(X , K)
i
where Q is output, X are
i
unit relevant to the exper
(1.2) K = g(R)
where R is research inputs






time he makes his production
ces he faces and can obtain
change directly into the
nputs and K is the output of a research
ment stat on; and
(expenditures). Then
and one can use the research expenditures to represent technical change
9 f
L J
in the production function .
Then one can write the model generally as:
(1.4) Y= f(EP , EP , P , g(R)) + weather + error
s c i
where Y is yield, EP is the expected price, s is soybeans? c is cornj
P are input prices, and g(R) is technical change or the research
i-4-
component.
In this study research is represented by the constant dollar (1967)
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levels of expenditures directly related to soybean research .
Until recently virtually all soybean breeding research has been at
public experiment stations. Thus station expenditures should be a good
measure of that research effort on soybeans.
Research investments may take many years
Many economic researchers have documented the
to come into fruition.
length of time between the
initiation of research and the impact
Evenson, 1968; Cline, 1975; Evenson,
1979; Lu, Cline and Quance, 1979; Dav
on productivity (Griliches, 1958;
978; Davis, 1979; Lu and Quance,
s and Peterson, 1981; and Norton,
1981). In general these lags extend from about two to eighteen years.
In this study a total lag of up to 17 years is allowed. A second order
polynomial lag structure is used to allow “curvature” of the lagged
4 _/
coefficients .
The question of spil lovers of research effects is addressed by
testing for differences in effectiveness between research carried out
within the state and research carried out in states lying in the same
latitudes. Spill-ins from broader areas are not considered for reasons
of simplicity and manageability. These spil lovers between areas which
grow dissimilar varieties under dissimilar conditions are likely to be
much less important than the other spil lovers.
Private research and development measures are not available
directly. One measure of private research results which is sporadically-5-
available is row spacing. Higher yields associated with planting in
narrower rows have been largely the result of more effective chemical
weed control. Narrow row spacing could represent a response to private
R and D levels which have concentrated in areas other than varietal
improvement, such as machinery and herbicides. (see note 3)
c) WEATHER
Further information on the treatment of weather in the models can
be found in a separate article I am developing for the Journal of
Agricultural Meteorology, I chose to incorporate weather measures such
as precipitation and temperature directly into the models. Other
5 J
methods had flaws which prevented their use .
RESULTS
Pooling the data into one group was not justified on statistical
grounds (see Appendix A). Two groups of states were analyzed
separately. One group is comprised roughly of those states on a line
from Minnesota through Louisiana (the western group).
(the eastern group) is the other six states which are
first group.
The linear regression models for the eastern and
The second group
all east of the
western groups of
states are presented tables A and B, respectively. These results take
into account first order serial correlation via a modified
Cochran-Orcutt procedure, (Beach and McKinnon, 1978) and the possibility
of mult icol linearity.
.-6-
a) WEATHER
Again, note that weather is discussed only briefly here.
There are a few things to note. First there are a number of
significant weather coefficients for eastern group locations (Table A),
while there are relatively few significant weather variables for the
western group
states in the
(Table B). There are no significant differences between
eastern group with respect to weather variables.
Weather variation has a measurable, substantial, and significant
effect on county average soybean yields.
b) PRICES
Factor price (deflated) variat
determining soybean yields. Little
on has played a sma’ 1 role in
fertilizer has been applied to
soybeans so it is not surprising that the fertilizer price coefficient
is indistinguishable from zero. The insignificance of other factor
price coefficients suggests that factor price variation has not been
great enough to affect yields, and perhaps that some production
elasticities of substitution are small.
Futures output prices (deflated) for corn and soybeans have the
expected signs (negative and positive, respectively) and are
significantly different from zero. Higher soybean futures prices are
associated with higher soybean yields, and higher corn futures prices
tend to be associated with lower soybean yields, all other things equal.
The relative magnitudes of the effects differ between the two groups of-7-
states , In Louisiana soybean yields seem to be unaffected by the
variation in corn futures prices. This is not so surprising since corn
is not highly competitive with soybeans in production in Louisiana.
Both groups have quadratic expected corn price terms with negative
coefficients. However, the interpretations are different. For the
western states there is no 1inear term so that the lower the corn
futures price, the higher the soybean yields tend to be. For the
eastern states, however, the linear term is positive and significant.
This indicates that at some price level for corn, any change in that
price will tend to reduce soybean yields. It is difficult to accept
that a lower expected corn price will tend to boost soybean yields.
However, there is no obvious irregularity in the data to account for
this puzzle.
c) RESEARCH
Research expenditures, in 1967 dollars, were combined for up to
seventeen years to form a polynomial lag structure, an Almon type lag.
The estimated lag structure suggests several things. Intuitively, one
might expect the research to have an initial effect after some time, for
that effect to grow as the results become widespread, and then for the
effect to decay (see Figure 1.0). When many types of research overlap,
the total research time shape may be quite different than the shape of
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any one of its constituents .
(1) The research coefficients for eastern and westsern groups of
states are different (see Tables A and B). In eastern states the lag-8-
structure is increasing and linear with respect to time. It suggests
that there is a lag of three years before soybean research begins to








time = lag from initiation of research
aa - research with high maintenance research
requirements - disease resistance for example.
bb - research with low manitenance research requirements
- machinery improvements, for example.
(Note: relative yield magnitudes between aa and
bb are purely arbitrary.)-1o-
Table A
Results of the County Model Estimation - Group I
Using Lagged Research Expenditures
Adjusted for Serial Correlation - Linear Form
(Arkansas, Illinois, Indiana, Kentucky, Ohio, Tennessee)
-2
OLS: R =0.76 p= 0.420 RSS = 1452.6 d.f.= 178
OLS Ridge Regression












































One, two and three asterisks refer to the 5%,
1% and 0.1% significance levels, respectiv~ly.





JUNEP . . . is total rainfall in June in inches.
JULYP . . . is total rainfall in July in inches.
JULYP2 . . l is the square of JULYP.
AUGP . . . is the rainfall in August in inches.
AUGP2 . . . is the square of AUGP.
AUGT . . , is the mean of the daily high and low temperatures for the
the month of August in degrees Fahrenheit.
AUGT2 . l . is the square of AUGT.
SEASON . , . is the length of the growing season in weeks.
LATITUDE . . . is the number of degrees North latitude.
SOY l . l is the April Chicago futures price of soybeans for
September delivery deflated by the prices paid index.
CORN . . . is the April Chicago futures price of corn for December
delivery deflated by the prices paid index.





he square of CORN.
. . is an Almon lag variable composed of the sum of
tures on soybeans in adjacent states deflated by the
ndex (CPI) for the past seventeen years, with endpoint
two and ten year lags.-12-
Table B
Results of the County Model Estimation - Group II
With Lagged Research Expenditures - Linear Form
(Iowa, Louisiana, Minnesota, Mississippi and Missouri)
-2
R =0.72 P=O D-w=2.2 13ss=1591062 d.f.=131
A) Results Common to All States
Variable Coefficient











RESEARCH 1 0.000219(0.000054) >~>~$~
(1968-73) (except Minnesota)
RESEARCH 2 0.000079(0.000025) $<*
(1974-79) (except Minnesota)




Minnesota + 0.000402$;RESEARCH 1 + 0.000262$cRESEARCH 2
(.00005)$r>tfr” (.0000025) f~~o”
+ 7.65$(LAND PRICE INDEX
(2.01)i;fc>t
One, two and three asterisks refer to the 5%,
1% and 0.1% significance levels, respectively.





AUGP . . . is total August rainfall in inches.
JULYT . . . is the average of daily average temperatures for July in
degrees Fahrenheit.
SEASON . . . is the number of weeks from the last killing frost in the
Spring to the first killing frost in the Fall. It is the length of the
potential growing season.
LATITUDE . . . is the latitude of the location in degrees North.
SOY . . . is the futures price of soybeans at Chicago in April for
delivery in September, deflated by the index of prices paid (1967).
ENERGY . . . is the fuel and oils price index (1967) deflated by the
index of prices paid.
CORN2 . , . is the square of the futures price of corn at Chicago in
April for delivery in December, deflated by the index of prices paid.
RESEARCH . . , is the sum of the CPI deflated expenditures over the
past seventeen years on soybean research for the reference state and
for other states growing soybeans of the same maturity group as those
grown at the reference location. RESEARCH 1 refers to the period 1968
to 1973. RESEARCH 2 refers to the period 1974 to 1979.-14-
The lag structure in western states is different. The structure is
invariant with respect to time. It suggests that there is only a lag of
one year between initiation of research and beginning of an effect on
soybean yields in those states. The constant lag coefficients suggest
that the effect of the innovations does not build over time. However,
the research is still effective more than seventeen years after the
research was initiated.
(2) There are strong research spil lovers between states. This
suggests it is of little consequence whether the research occurs in that
state or in adjacent states. As long as the total research effort is
the same in those
the effect on yie
from a state’s po
research.
states, regardless of the distribution between states,
ds should be the same. These positive externalities,
nt of view, are one incentive to underinvest in crop
(3) Continuing productivity growth requires increasing real








no yield increases are indicated.





the research affects the magnitude of the
lag, and the time shape of the lags. One way
cients is to assume equal real expenditures
at the sum of the coefficients. For $250,000
in each of the past nine years for all states growing the
relevant maturity group, between a 1.26 and a 0.7 bushel yield increase
in eastern states is indicated. For $250,000 (1967) spent in each of,.
-15-
the past seventeen years for all states grow
group, there is approximately a 1.1 bushel y
(the Jean Lambert effect), and a 0.34 bushel
ng the relevant maturity
eld increase for Minnesota
increase for the other
western states. Other differences in the research coefficients between
states were tested for but were not found. The seven states (AR, IL,
IN, KY, MN, OH, TN) seem to have a high physical rate of return to
research relative to the four states 1A, LA, MS, and MO.
A structural test for stability of the research coefficient could
not reject the null hypothesis that it was the same for the periods
1968-73 and 1974-79 for eastern states. However, the null hypothesis
was rejected for western states. This is evidence to suggest that
research expenditures became less effective in producing higher yields
for western states. It is not conclusive that biological limits are the
reason. Changes in the direction of research and just plain bad luck
could also account for the
RETURNS TO RESEARCH
decline in the research coefficient.
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By using simplifying assumptions one can convert the
physical return to investment into an approximate monetary internal rate
of return (IRR). Assume that the results of research cause a
proportionate shift in the supply function. Then the benefit
measurement method devised by Hayami and Akino (1977) can be used (see
Table 1.1).
The rate of sh
(1 + E)k, inequil
ft in the supply function, h, can be approximated by
brium, where k is the rate of shift in the-16-
production function, and E is the elasticity of supply. Then the
following approximation of net benefits will hold in equilibrium:
(1.8) ABC = P Q fth2/(2~t(t + n)) net consumer’s surplus
00
(1.9) ACO= P Q ~~h/(1 + ~) net producer’s surplus
00
where ABC, ACO, and P Q are as in Figure 1.1, & is the elasticity
00






mated for each state from the research coefficients
tures for 1968 to 1979. The state k’s were then
state harvested acreage as a proportion of harvested
eleven states. The sum of the weighted k’s was assumed
to represent the national k. Since these 11 states represent over 90%





much by leaving out the other states.
is taken as the value of U.S. soybean production on the
U.S. Agricultural Statistics. & = 0.84, and n = 0.29 from
Houck, Ryan, and Subotnik (1972).
The IRR assumes that the benefits accruing in 1979 will accrue at
the same rate to the year 2000 rather than terminate in 1980. In
practice these two assumptions mean only a 1 or 2 point difference in
the IRR.
Benefits were deflated by the consumer price index (CPI) to 1967
dollars. Costs are measured as the real (1967 CPI deflated) dollar
amounts spent on public soybean research from 1951 to 1978.-17-
The IRR lies between 55 and 56%. The IRR estimate is rather
coarse, but conservative. 1) The IRR does not include returns to
maintenance research or research which does not lead to higtier yields.
2) If the supply shift is not strictly proportionate, but involves a
positive constant as well, then the net change in producers’ surplus
will tend to be understated. 3) Real growth in demand is not reflected
in the benefit estimates.
Although this is not a true marginal rate of return, it indicates
that there has been a substantial return to soybean research, and that
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~~ ‘Soy~~an Quantity
Model of estimating social returns to
soybean research (Hayami and Akino, 1977) .-19-
SUMMARY
1) There is a measurable physical return to research in the way of
improved soybean yields.
2) The research coefficient is stable over time for some states and
has declined for others. There are several potential reasons for the
decline in the coefficient. Among them are a) yields reaching a
biological limit, b) bad luck in research, and c) a change in the
direction of research away from yield improving innovations.
3) Research spill-Ov@rs between states are very important. Taken
at face value, a state typically acquires more than 80% o,f its yield
improving technology from other states. This suggests that a) there may
be substantial benefits to be had from collaboration and coordination of
research between similar states, and b) for soybeans in particular, much
of the yield improvement has been due to the cooperation between state
research institutions.
k) The lag between initiation of research and an effect on county
yields is short. The lag ranges between one and three years before a
measurable inpact occurs.
5) The additional length of time before the research is fully
adopted also varies. In the eastern Soybean Belt states, adoption seems
to be complete after about six years. In western Soybean Belt states,
adoption seems to have been going on for over 15 years after initial
adoption,-20-
6) Factor price fluctuations do not appear to have been large
enough to have had an effect on soybean yields generally. Expected
output prices have had a substantial and significant effect on yields,
and the signs have been as expected - positive for soybean price and
negative for corn price.
7) Weather effects seem to differ between eastern and western
Soybean Belt states. In the eastern states there are indications that
rainfall has been both too high and too low, but too low on average. In
western Soybean Belt states rainfall variation in different growing
season months has not been as important. Potential season length and
the general location (latitude) also seem to have some influence on
soybean yields.-21-
APPENDIX A
DERIVATION’OF THE YIELD MODEL
The production function expresses the technical relation between
inputs and outputs.
. . . the biological nature of the production process, the
time lags involved between planting and harvest, and the
generally extensive use
the separation of total
components. (Houck and
One can write the production
yield function and acreage:
(Al) Q = QIY(I; T) ~’A]
s
Where Q is the output, Y is
s
of land and climate leads naturally to
crop production into acreage and yield
Gallagher, 1976)
function for soybeans as the product of a
the yield function, I represents all
physical inputs, and A is soybean acreage.
I assume that Q is continuous and twice differentiable for all
inputs and technology. Technology is included as a parameter to the
producer. Technology is often embodied within inputs and cannot be
separated from them. For example new varieties and herbicides embody
technology. The producer may have the choice of several substitute
inputs, but he either uses the new technology or he does not. He cannot
affect the level of available technology.-22-
Now assume expected profit maximization where corn is the only crop
competitive in production. For most of the locations in question this
is not a bad assumption. The locations are in the Corn Belt/Soybean
Belt. The assumption of expected profit maximization presumes technical
efficiency.
Form the profit function and apply the expectations operator, E,
(A.2) E(T)=E[P KA *Y (~~)+ P *A ~~Y (~’c) - P (1 + Iis)l or
Sss ccc i ic
(A.3) E(m)=EP $~A f~EY (f{)+ COV(P ,Y )*A + EP >~A fiEY (>?)
Sss Sss ccc
+COV(P ,Y )~cA -P (1 + I )
ccc”ic s
Where Y (~), or Y (~’c) is the yield function in (Al), P is price, Y
s c
is the yield, s represents soybeans, c represents corn, and I represents
the input quantity of input i (including land).
Actual prices and yields are assumed to be random variables. There
is assumed to be no effect across locations producing an effect on the
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national price: COV(P Y)=O for both corn and soybeans. Input
prices and quantities are assumed to be known with certainty. Then
(A.3) is equivalent to (A.4).-23-
(A.4) E(m)= EP ‘~A f’EY (~) + EP ~;A ~~EY (~) - P (1 + I )
Sss ccc i is ic
The expected natural environment is not included in the expected profit
function because the effect of expected (average) weather is assumed to
be zero and independent of the inputs.
Now maximize E(n) with respect to the decision variables I ,
ic
I ,A , and A (treating land separately), The first order
is c s
conditions are:
(A.5) EP Y(A ;~EY’ - P = O
cc c is 1
J
(A.6) Ep XA frEY’ - P = o .
Ss s is
(A.7) EP (EY (:~)+ EY’ ) - P = O
cc c lC 1
















where A is the partial derivative of the i
ij th
with respect to the j decision variable.
The intuition behind the first order cond
expected marginal value product of each factor
rst order condit
ons is that the
on
equal its factor price.
f
t
If not, expected profit could be increased by using more or less of the
factor .
Assume that det [A ] = O, then we can apply directly the implicit
,,
function theorem. Ther~Jexist explicit continuously differentiable
functions of the decision variables expressed as functions of parameters
faced by the producer, i.e. prices and technology (Takayama, 1974) .
These functions are factor demand equations, and satisfy the production
function when substituted into the production function. Thus
(A.1O) EQ = E[Y (P ,P ,P ,PA;T) ~~A] and dividing by A
s Ssc i s s
(All) EY (“C)= EQ /A = E[Y (P ,P ,P ,P ;T)]
s Ss Ssc i A-25-
Expected yields are not observed, however. Actual y
expressed as the sum of the expected yield, plus env
and a random disturbance component. That is,
elds can be
ronmental effects
(A.12) Y = EY (~~)+ Environmental Effects + error
s s
where Y is observed yield. Part of the error is measurement or
estimation error, which is assumed to be random.
Technical Chancje
Technical change on the farm comes about through the adoption of
innovations that the decision maker expects to enhance his net revenue.
Although it is possible
technology on his own,
experiment station and
technology.
for an exceptional farmer to discover new
t is assumed that for the average farmer the
nput supply firms are the sources of new
Evenson (}968) introduced techn
production function by arguing that:
cal change directly into the
(A.13) Q= f(X ,K)
i
Q is output, X are inputs and K is the output of a research unit that
i
is relevant to the experiment station, and
(A.14) K = g(R)-26-
where R is research inputs, expenditures. So that,
(A.15) Q = f(X ,g(R))
i
If R are research expenditures, then K can be thought of as the increase
in yields and improvements in other attributes that are a result of
those expenditures. Thus one model of county yield change could include
research expenditures, and another could include experiment station
yields as independent variables.
The transmission of the innovation from the experiment station to
the farm has been documented to involve a lag. The length of the lag
between discovery and use of innovations on the farm may vary depending
on the type of innovation.
Write the full models:
(A.16) y= EY(ft;g(R)) + Weather effects + error
(A.17) Y= EY(~~;K) + Weather effects + error
or
The specification of the func”
The functional form can be allowed
than imposed, by using a BOX-COX (
approach.
ional form need not be a problem.
to be determined by the data rather
964) flexible functional form-27-
FUNCTIONAL FORM
Economic theory does not suggest a functional form for the direct
yield function, and consequently does not prescribe a specific form for
the indirect yield function. One can allow the data to determine the
functional form by using a combination of BOX-COX transformations on the
variables and a grid-search maximum likelihood estimation technique to
find the right transformation.
A simple BOX-COX transformation for a variable is defined as:
(A) (a)
(A.18) Y = (Y -1)/A forA#/O and
(a)
(A.19) Y = Ln(Y) for A = O (Box and Cox, 1964)
The transformed linear model includes the linear, Generalized Leontief,
and Cobb-Douglas/Trans-Log functional forms when 1 = 1, 0.5, and 0.0,
respectively.
The maximized log-likelihood estimate for a given A is:
N
(A.20) L = N(-O.5) Ln( ~2 )=t(A- 1) X Ln (Y) (Zarembka, 1974)
max 0) i=l i
where Y is untransformed and N is the total number of observations.
An approximate 100(1 - a ) per cent confidence region can be
computed from:-28-
(A.21) Lmax (A ~f) - Lmax (A) < 0.5 X2 (A) (Box and Cox, 1964) “.
where ~ is the number of independent components in A (1 in this case).
2
At the 5% level x/2= 1.92.
For the eastern group (AR, IL, IN, KY, OH, TN) and for the western
group (1A, LA, MN, MS, MO) the log-likelihood value was maximized for A
= 1.0. The 95% confidence interval on Af~ includes the Generalized
Leontief form (A = 0.5) for the eastern group, but is much tighter
around A~~ for the western group. (see Table C) This indicates that the
linear-in-parameters form of the yield model is satisfactory, and that
other forms, such as the Cobb-Douglas/Trans-Log, are unacceptable.-29-
Table C
BOX-COX Transformation and Maximum Likelihood
Estimation of the County Yield Models
Using Lagged Research Expenditures
Lambda Log-Likelihood MS E
Va Iue



































Since there was both time-series and cross-section data, it was
desirable to test whether a pooled model was justified. A test of the
equality of the error variances for the group of Corn Belt vs. Non-Corn
Belt states rejected equality at the 5% level. Separate preliminary
regressions for each state revealed a similarity of parameters and error
variances which led to two groupings of states. The eastern group
contains Arkansas, Illinois, Indiana, Kentucky, Ohio and Tennessee. The
western group contains Iowa, Louisiana~ Minnesota, Mississippi, and
Missouri . Futher tests within these two groups could not reject the
equal ity of the residual error variances.-30-
Seemingly unrelated regression tests for across-location
correlation of the residuals by using an intercept dummy for each year
rejected that possibility for the western group, but found significant
effects for the eastern group. In other words this supported the
hypothesis that E(u u ) = O for location i# j in period t for
it jt
the western group, but that E(u u)+ O for the eastern group.
it jt
Zellner’s (1962) GLS method for more efficient parameter estimation was
used for the eastern group. The results were not more efficient as
measured by a comparison of the diagonal elements of the
variance-covar iance matrices for OLS and Zellner’s GLS. This was
probably the result of a loss of 25% of the observations in order to
obtain equal numbers of observations for each location, and to the
restriction that all locations have the same independent variables. The
significance of the year dummies may also mean that some sort of weather
variable was missing, in which case “When the correlations are due to
common omitted variables, it is not clear whether Zellner’s GLS method
is superior to OLS.” (Maddala, p. 331-2)
Given that the GLS parameter estimates were relatively close to
those of OLS, that they were generally significant in both cases, and
the potential for leaving out a common variable, the cross-sectional
error correlation did not seem to be a severe problem. Consequently
Zellner’s GLS method was not used,
A test of forward lagged corn and soybean futures prices found them
to be insignificant. This tended to confirm the direction of causality
of the model and substantiated the use of a single equation.l
-31-
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If trading volume is adequate and trading positions are
the futures market is efficient in discovering future prices.
who has information that the futures price should be different
a position whereby he can profit from that information. Tomek
(1972) found that the futures prices of corn and soybeans were
y good predictors of the harvest cash price.
One should recognize at this point that there are types of
technical change which are not reflected in higher yields. Changes in
oil and protein content, taste, disease resistance, and managerial
techniques may not increase yields. In some cases they may actual Iy
reduce yields while reducing costs or increasing the useable quantities
of outputs. These types of technical change are not expected to be
captured by this model, and so it is expected to underestimate the
contribution of research to productivity change in this respect.
3. For practical purposes, research expenditures of a generic
nature were not used in computations. That is not to say that the
research results of nonspecific or of other crop research were ignored.
There are severe practical problems with assigning non-specific research
to soybeans. For example, weed control may have a substantial effect on
any crop yield, but what portion, if any, of the reseach cost should be
attributed to soybeans? Research conducted in the private sector
presumably must be recouped in the market price, then the amortized
research cost is already reflected in soybean production costs and
prices. As for private varietal development, it was insignificant
relative to publ ic research over the time in question.
4. The second order polynomial allows the lagged coefficients to
“curve” with respect to time. One might expect the research results to
be small at first, to build and then to decay over an extended period.
This lag structure allows that time shape to emerge from the data.
5. There seem to be three approaches to include weather in
econometric models, One is the method used by Stall ings (1960), the
experimental plot index. In that index the ratio of the actual yield to
the detrended, predicted yield for selected plots is assumed to
represent the net effect of weather.
This type of index assumes that weather is the only source of
deviations from the trend. That may not be the case. Detrending for a
long series to obtain the predicted yields embodies the assumption that
there has been no trend effect due to weather, and that the trend
adequately accounts for technical change, It also assumes no
technical-weather interaction. In essence it says all the variation
about the trend is due to weather.
This method is not practical to use for several reasons. First,
the published indexes are too highly aggregated across space, and less-35-
aggregated indexes could not be found. Second, the collected experiment
plot data could not meet the requirement for constancy of treatment
factors to construct the index. Third, the cost of computing the
indexes for so many locations would be quite high, and the necessary
data was incomplete.
A second approach is written about by Oury (1965). In this method
readily available weather measures (temperature and precipitation) are
nonlinearly combined into “aridity” indexes. Many forms were proposed.
In short, the indexes impose some structure on the weather variables
which may be suitable for wheat or corn, but which may be unsuitable for
soybeans, A few of these indexes were tried in earlier work, but
results were disappointing and difficult to interpret.
The third approach is that of directly including weather variables
as explanatory variables in regression equations.
The fact that precipitation is different from the amount of
available soil moisture does not necessarily mean that it is not a good
proxy for soil moisture. Use of such proxies may be better than none at
all, and may substantially add to the reliability of the other
coefficients.
Aggregation over time, a month for example, may tend to be
misleading vis-a-vis the true relation. The effect of weather is of
secondary importance and it is difficult to justify the enormously
greater task of collecting daily data, constructing crop calendars, etc.
Agronomists, farmers, and others often are willing to characterize
a crop year as good, bad or average. Crop years are frequently
summarized in terms of wet/dry Spring, early/late Fall, and other
aggregated weather characteristics. This suggests that using monthly
data will also be useful statistically even though they may not be
precise.
The model may suffer slightly from geographic aggregation, but the
variables are likely to be representative since they are recorded for a
location within the county.
Finally, the specification of the functional form may tend to be a
problem. For example, quadratic treatment of temperature and
precipitation doubles the number of”weather variables: a loss of degrees
of freedom. However, it al lows changing marginal weather effects:
additional realism. At the same time, the response to low precipitation
may have a different shape than the response to high precipitation,
whi le the quadratic form imposes symmetric effects. Although this may
be a problem, there may also be a solution: the functional form can be
determined by the data rather than imposed a priori.
The problems with the first two methods make them undesirable to
use. The third approach, use of simple weather variables, although it-36-
may not be precise, seems to be a reasonable approach.
6. The intuitive, smoothed time shapes in Figure 1.1 are a very
few of the many possible time shapes for particular types of research.
Curve aa might represent a shape for an innovation which requires a long
period to develop, is disseminated quickly, but which shows rapid
deterioration after some time in use. Breeding for disease resistance
might fall into this category. After generations of selection and
breeding, a new disease resistant variety might be introduced, quickly
adopted in areas where it is needed, but after a few years the disease
may adapt or overcome the disease resistance. The deterioration of the
innovation is distinct, in theory, from the emergence of new and
different problems - e.g. new diseases or pests - but it may be
extremely difficult to separate their effects in practice.
Curve bb might represent an innovation which is developed
relatively repidly, is adopted over an intermediate period, and which
does not deteriorate. New machinery might be such an innovation. The
lag from idea to developed product may be short relative to biological
innovations since development does not depend upon repeated crop
production cycles. Adoption may be somewhat slower due to capital
requirements and the vintage of existing machinery. As long as the
innovation is designed into new equipment, the research effect should
tend to stabilize at some level.
7* Rate of Return Assumptions
i) The percentage change in yield = the percentage change in the
production shift.
ii) Constant elasticity of demand.
iii) Derived demand implies that the compensated demand is
irrelevant for measuring consumers’ surplus. (Ayer and Schuh, 1974)
iv) Equilibrium.
v) No net soybean imports.
vi) Ignore distribution of benefits.
vii) Constant proportionate shift in the supply function relative
to that which would have been without the innovations.
viii) Assume the supply curve is equivalent to the marginal cost
curve.
8. Although Groenewegen (1980) assumed that COV(Y,P) = O, this may
not be a good assumption. County yields may indeed have no effect on
the national or international price. There may be, however, a
wide-spread weather effect which tends to influence all yields, thus-37-
influencing price and making COV(Y,P) not equal to zero.
If experiment station yields respond to year to year weather
variation as county yields do and if COV(Y,P)=O for station yields, then
COV(Y,P) for county yields is also likely to be zero. Several results
of experiment station estimation indicate that COV(Y,P) might be zero.
(1) The current price of soybeans has an insignificant coefficient. The
correlation coefficient of the experiment station yield residuals with
the residuals of the regression of soybean price on the independent
variables is not significant. The correlation coefficient is -0.0256
and is significant at only the 22.5% level. (2) Individual year dummies
were not significant indicating no pan-geographic effect not captured by
the independent variables. With these results for the experiment
station model, it seems that COV(Y,P)=O is not a bad assumption.
The dummy year variables were tested in specially constructed
county yield equations. Variables which had the same value at more than
one location because of lack of detailed data were dropped from the
equation. This left only location specific variabies and insignificant
dummy year variables.
This indicates there is no pan-geographic effect which is not
captured by the independent variables. This also suggests that the
covariance term is zero.
9* In this paper it is hypothesized that extension does not
contribute to technological change. Rather it is important in
determining the length of time from discovery of an innovation to its
adoption on the farm. Soybean/corn producers in Minnesota seem to be
sophisticated in their ability to gather information (Miner, 1981) so
that even without extension per se, new technology would eventually
filter out to farmers. This does not mean that extension is valueless.
Rather, it places the value of extension on the timeliness and extent of
the dissemination of information. In less developed countries,
extension may affect the flow of information in a more critical way.
Some extension may be embodied within experiment station
expenditures, since researchers frequently summarize results and
preliminary results in experiment station reports. Farmers may be able
to draw conclusions and extract valuable information from these reports.
Inputs may embody new technology, in the form of disease and pest
resistance in new varieties, for example. These types of innovations
may be promoted by seed, fertilizer and other companies! reducing the
need for extension per se. The costs of this type of extension are
embodied in prices.
It is not the intention in this paper to test the hypothesis that
extension does not contribute to technological change. The relevant
data one would need to test this hypothesis does not exist to my
knowledge.