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Abstract
We investigate the general class of stick-breaking processes with exchange-
able length variables. These generalize well-known Bayesian non-parametric
priors in an unexplored direction. We give conditions to assure the respec-
tive species sampling process is discrete almost surely and the corresponding
prior has full support. For a rich sub-class we find the probability that the
stick-breaking weights are decreasingly ordered. A general formulae for the dis-
tribution of the latent allocation variables is derived and an MCMC algorithm
is proposed for density estimation purposes.
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1 Introduction
Bayesian non-parametric priors have gained interest mainly due to their great flex-
ibility to adjust to complex data sets, while remaining mathematically tractable.
The Dirichlet process [11] stands as the canonical and most popular non-parametric
prior in the literature. Besides having full support, this random probability measure
enjoys the property of having exchangeable increments with respect to a suitable
measure. These two characteristics influence greatly the fact that the Dirichlet pro-
cess is such a pliable model.
Searching for competitive alternatives to the canonical model, different construc-
tions of random probability measures have been developed. Some of the most no-
table are through the normalization of homogeneous completely random measures
[22, 29, 19, 17], through the prediction rule of exchangeable partitions [5, 28], by
means of the stick-breaking decomposition a sequence of weights [30, 18, 10], and
most recently by virtue of latent random subsets of the natural numbers [31, 12, 7].
All of these, as well as other popular models, fall into the class of species sam-
pling processes [28, 20, 4], which are random probability measures whose atomic
decomposition specialize to the form,
µ =
∑
j≥1
wjδξj +
1−∑
j≥1
wj
µ0, (1)
for some non-negative random variables (wj)j≥1 satisfying
∑
j≥1 wj ≤ 1 almost
surely, independently of the atoms, (ξj)j≥1, that are independent and identically
distributed (i.i.d.) from the diffuse probability measure µ0, called base measure
of µ. Indeed, µ as in (1) has µ0-exchangeable increments [21], and under some
conditions on the weights, (wj)j≥1, as characterized in [3], the corresponding prior
has full support.
In contrast to other constructions, the stick-breaking decomposition is exhaustive
in the class of species sampling processes, in the sense that the weights of every
random probability measure in this class has a stick-breaking decomposition. For
completeness, a proof of this result can be found in Theorem B.1 in the Appendix.
Namely, we can write
w1 = v1, wj = vj
j−1∏
i=1
(1− vi), j ≥ 2, (2)
for some V = (vi)i≥1, taking values in [0, 1], hereinafter referred to as length vari-
ables. Although there are models featuring dependent length variables [12, 10, 9, 15],
most efforts have concentrated in the case where these are mutually independent
[30, 27, 18]. Our proposal here is to study the class of stick-breaking processes
with exchangeable length variables. These not only constitute a rich class of priors
that maintain mathematical tractability, but also establishes a connection between
well-known random probability measures, leading to an unexplored and competitive
method.
The outline of the papers is as follows. Section 2 presents an overview of ex-
changeable sequences driven by species sampling processes. This section is funda-
mental for the proof of our main results. In Section 3 we analyse the most general
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case of stick-breaking processes with exchangeable length variables. We give condi-
tions, on the de Finetti’s measure of the length variables, that assure the correspond-
ing prior has full support with weights summing up to one almost surely. Clustering
probabilities formulae related to this case are also presented. Section 4 addresses the
case where the length variables themselves are driven by another species sampling
processes. Even this subclass is substantially wide as, in particular, it generalizes
Dirichlet and Geometric processes [12]. An important result characterizing the or-
dering of the respective weights is also given. This has important consequences in
mixture modelling, such as controlling the weights identifiability. Specifically we
explain how to tune the probability of the weights being decreasingly ordered by
adjusting a single [0, 1]-valued parameter. For illustration purposes, in Section 5 we
consider the case where the length variables are driven by a Dirichlet process, and
devise an algorithm for mixture modelling applications, exploiting the prediction
rule of the length variables.
2 Exchangeable sequences driven by species sampling
processes
In this section we will go through some concepts that are central for our main re-
sults. The proofs of the statements in this section are deferred to Appendix D. One
of the most influential theoretical results for Bayesian statistics is the representa-
tion theorem for exchangeable sequences, first proved by Bruno de Finetti [8] and
generalized to more general spaces by Hewitt and Savage [16]. The representation
theorem for exchangeable sequences states that a sequence, X = (xi)i≥1, taking val-
ues in a Polish space S with Borel σ-algebra BS , is exchangeable if and only if there
exist a random probability measure µ such that, for n ≥ 1 and B1, . . . , Bn ∈ BS ,
P[x1 ∈ B1, . . . ,xn ∈ Bn | µ] =
n∏
i=1
µ(Bi).
Hence elements in X are conditionally i.i.d. given µ, denoted by {x1,x2, . . . | µ} iid∼
µ. The random measure µ is called the directing random measure of X, it is
unique almost surely and given by the almost sure limit of the empirical distributions
limn→∞ n−1
∑n
i=1 δxi .
A random variable that encloses important information about an exchangeable
sequence is the random partition of {1, . . . , n}, here denoted by Π(x1:n), generated
by the random equivalence relation i ∼ j if and only if xi = xj . Using the terminol-
ogy in [1] and [26], Π(x1:n) is exchangeable, for every n ≥ 1, in the sense that for
any partition of {1, . . . , n}, A = {A1, . . . , Ak}, with block sizes |Ai| = ni,
P[Π(x1:n) = A] = pi(n1, . . . , nk),
for some symmetric function, pi :
⋃
k∈NNk → [0, 1], of its arguments. The function pi
is called exchangeable partition probability function (EPPF). Another key aspect is
that the collection (Π(x1:n))n≥1 is consistent [26, 28] in the sense that the restriction
of Π(x1:n) to {1, . . . ,m} equals Π(x1:m) almost surely, for every n > m. This
translates to the well known addition rule of the EPPF
pi(n1, . . . , nk) = pi(n1, . . . , nk, 1) +
k∑
j=1
pi(n1, . . . , nj−1, nj + 1, nj+1, . . . , nk). (3)
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Indeed, every symmetric function pi :
⋃
k∈NNk → [0, 1], with pi(1) = 1 and that
satisfies (3), defines the EPPF of a consistent family of exchangeable partitions [see
for instance 26]. With this concepts in mind, we can state the following theorem for
exchangeable sequences driven by species sampling process.
Theorem 2.1. Let (xi)i≥1 be an random sequence, taking values in a Polish space
(S,B(S)), and for n ≥ 1, define Π(x1:n) as the random partition of [n] generated
by the random equivalence relation i ∼ j if and only if xi = xj. Let µ0 be a diffuse
probability measure over (S,B(S)) and let pi be an EPPF. The following statements
are equivalent.
I. (xi)i≥1 is exchangeable and directed by a species sampling process µ as in (1),
with base measure µ0, and whose size-biased pseudo-permuted weights (w˜j)j≥1
satisfy
pi(n1, . . . , nk) = E
 k∏
j=1
w˜
nj−1
j
k−1∏
j=1
(
1−
j∑
i=1
w˜j
) .
II. x1 ∼ µ0, and for every n ≥ 1,
P[xn+1 ∈ · | x1, . . . ,xn] =
Kn∑
j=1
pi
(
n(j)
)
pi(n)
δx∗j +
pi
(
n(Kn+1)
)
pi(n)
µ0,
where x∗1, . . . ,x∗Kn are the Kn distinct values in {x1, . . . ,xn}, n =
(n1, . . .nKn), n
(j) = (n1, . . .nj−1,nj + 1,nj+1, . . . ,nKn) and n(Kn+1) =
(n1, . . . ,nKn , 1), with nj = |{i ≤ n : xi = x∗j}|.
III. The law of (Π(x1:n))n≥1 is described by the EPPF pi and for every n ≥ 1 and
B1, . . . , Bn ∈ B(S)
P [x1 ∈ B1, . . . ,xn ∈ Bn | Π(x1:n)] =
Kn∏
i=1
µ0
 ⋂
j∈Πi
Bj
 ,
where Π1, . . . ,ΠKn are the random blocks of Π(x1:n).
IV. For every n ≥ 1, and any x1, . . . , xn ∈ S,
P [x1 ∈ dx1, . . .xn ∈ dxn] = pi(n1, . . . , nk)
k∏
i=1
µ0(dx
∗
j ),
where x∗1, . . . , x∗k are the distinct values in {x1, . . . , xn}, and nj = |{i : xi =
x∗j}|.
The equivalence between I and II is well known in the literature [20]. Point
III reveals that for {x1,x2, . . . | µ} iid∼ µ driven by a species sampling pro-
cess, (Π(x1:n))n≥1 is exchangeable, and that given Π(x1:n), the random vector
(x1, . . . ,xn) is distributed as
(
x∗l1 , . . . ,x
∗
ln
)
, with lr = j if and only if r ∈ Πj . For
example, say that for some realization Π(x1:6) = {{1, 4, 5}, {2, 3}, {6}}, then under
such event, (x1, . . . ,x6) distributes as (x
∗
1,x
∗
2,x
∗
2,x
∗
1,x
∗
1,x
∗
3), where {x∗1,x∗2,x∗3} iid∼ µ0
independently of Π(x1:6). With this in mind, the proof of the following result is
straightforward.
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Theorem 2.2. Let (xi)i≥1 be an exchangeable sequence driven by a species sampling
process, µ, with base measure µ0 and corresponding EPPF pi. Fix n ≥ 1 and let
f : Sn → R be measurable function, then
E [f(x1, . . . ,xn)] (4)
=
∑
{A1,...,Ak}

∫
f(xl1 , . . . , xln)
k∏
j=1
∏
r∈Aj
1{lr=j} µ0(dx1) . . . µ0(dxk)
pi(|A1|, . . . , |Ak|),
whenever the integrals in the right side exist, and where the sum ranges over all
partitions of {1, . . . , n}.
Theorem 2.2 generalizes a result by [32], in which (4) is derived only for sym-
metric functions and for the special case where µ is a Dirichlet process. A very
important quantity that outlines relevant features of the behaviour of a species sam-
pling process, is the tie probability
ρ = pi(2) = P[x1 = x2] = E [P[x1 = x2 | µ]] =
∑
j≥1
E
[
(wj)
2
]
,
for {x1,x2, . . . | µ} iid∼ µ as in Theorem 2.1. We will refer to ρ as the tie probability of
µ. For the case n = 2, and using the exchangeability of the sequence, (4) simplifies
to
E[f(xi,xj)] = E [f(x1,x2)] = ρ
∫
f(x, x)µ0(dx)+(1−ρ)
∫
f(x1, x2)µ0(dx1)µ0(dx2),
for every i 6= j, whenever ∫ f(x, x)µ0(dx) and ∫ f(x1, x2)µ0(dx1)µ0(dx2) exist. An-
other quantity that can be written in terms of the tie probability is the prediction
rule for n = 1,
P[x2 ∈ · | x1] = pi(2)
pi(1)
δx1 +
pi(1, 1)
pi(1)
µ0 = ρ δx1 + (1− ρ)µ0.
Using the fact that (xi,xj) is equal in distribution to (x1,x2) we even have P[xj ∈
· | xi] = ρ δxi + (1− ρ)µ0. From this the following conditional moments are easy to
compute.
Corollary 2.3. Let µ be a species sampling process with base measure µ0 and tie
probability ρ. Consider {x1,x2, . . . | µ} ∼ µ. Then, for every i 6= j
a) E[xj | xi] = ρxi + (1− ρ)E[xi]
b) Var(xj | xi) = (1− ρ)
{
ρ (xi − E[xi])2 + Var(xi)
}
c) Cov(xi,xj) = ρVar(xi)
d) Corr(xi,xj) = ρ.
Notice that for small values of ρ, E[xj | xi] ≈ E[xj ], Var(xj | xi) ≈ Var(xj) and
Cov(xi,xj) ≈ 0, alternatively for values of ρ close to 1, E[xj | xi] ≈ xi, Var(xj | xi) ≈
0 and Cov(xi,xj) ≈ Var(xi). So (xi)i≥1 behaves very similar to an i.i.d. sequence,
whenever ρ is close to 0, and if ρ ≈ 1 the behaviour of (xi)i≥1 is similar to (x,x, . . .)
with x ∼ µ0. Theorem 2.5 below formalizes this intuition, to prove it we use the
following Lemma, which also characterizes some moments of the species sampling
process in terms of its base measure and its tie probability.
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Lemma 2.4. Let S be a Polish space and consider a species sampling process µ as in
(1), with base measure µ0 and with tie probability ρ. Let f, g : S → R be measurable
and bounded functions. Let us denote µ(f) =
∫
f(s)µ(ds) and analogously for µ0
and g. Then,
a) E [µ(f)] = µ0(f).
b) E
[
µ(f)2
]
= ρµ0(f
2) + (1− ρ)µ0(f)2.
c) E [µ(f)µ(g)] = ρµ0(fg) + (1− ρ)µ0(f)µ0(g).
In the context of Lemma 2.4, the particular choices f = 1A and g = 1B for
some A,B ∈ BS , imply E[µ(A)] = µ0(A), Var (µ(A)) = ρµ0(A)(1 − µ0(A)) and
Cov (µ(A),µ(B)) = ρ(µ0(A ∩B)− µ0(A)µ0(B)).
Theorem 2.5. Consider a Polish space S with Borel σ-algebra BS. Let
µ0, µ
(1)
0 , µ
(2)
0 , . . . be diffuse probability measures over (S,BS), such that µ
(n)
0 con-
verges weakly to µ0 as n → ∞. For n ≥ 1 let ρ(n) ∈ (0, 1), and consider{
x
(n)
1 ,x
(n)
2 . . .
∣∣∣µ(n)} iid∼ µ(n) where µ(n) is a species sampling process with base mea-
sure µ
(n)
0 and tie probability ρ
(n).
i) If ρ(n) → 0, as n → ∞, then µ(n) converges weakly in distribution to µ0, and(
x
(n)
i
)
i≥1
converge in distribution to a sequence of i.i.d. random variables
(xi)i≥1
iid∼ µ0 .
ii) If ρ(n) → 1, as n→∞, then µ(n) converges weakly in distribution to δx, where
x ∼ µ0, and
(
x
(n)
i
)
i≥1
converge in distribution to the sequence of identical
random variables (x,x, . . .).
The proof of the aforementioned result appears in [14] for the particular case
of the Dirichlet process. Note that the elements of any exchangeable sequence are
marginally identically distributed, so in terms of their mutual dependence the two
extrema are the case where the random variables are i.i.d. and the case where they
are identical. This are precisely the two limits of exchangeable sequences driven
by a species sampling process, when the tie probability approaches zero or one,
respectively.
3 Stick-breaking processes featuring exchangeable
length variables
The elements we will be studying hereinafter are species sampling processes, µ, as
in (1), where the corresponding collection of weights (wj)j≥1 takes the from (2) for
some exchangeable sequence, V = (vi)i≥1. We name these, the length variables
of W or µ. In other words, we analyze species sampling process whose weights’
distribution remains invariant under permutations of the length variables. Any
random probability measure of this kind will be referred as an exchangeable stick-
breaking process (ESB).
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From a Bayesian perspective, one of the first properties one should analyse is
whether a species sampling process has full support. This property assures that
if the support of the base measure, µ0, is S, then the weak topological support of
the distribution of a species sampling process is the set of all probability measures
over (S,BS), [see 3]. Another property of interest is whether a species sampling
process is discrete almost surely, for instance, if its distribution is to be regarded as
a mixing prior, we require that the weights sum up to one. In this case the almost
surely discrete species sampling process is termed proper. The following result, gives
sufficient conditions on the exchangeable length variables so the respective ESB has
full support and is proper. Recall that the exchangeability of the length variables,
(vi)i≥1, implies that there exist an almost surely unique random probability mea-
sure, ν, over
(
[0, 1],B[0,1]
)
such that {v1,v2, . . . , | ν} iid∼ ν, and where the marginal
distribution of vi is precisely ν0 = E [ν].
Theorem 3.1. Let µ be a species sampling process with weights sequence, (wj)j≥1,
that take the form (2) for some exchangeable sequence, {v1,v2, . . . , | ν} iid∼ ν, with
ν0 = E[ν].
i) If there exist ε > 0 such that (0, ε) is contained in the support of ν0, µ has full
support.
ii) µ is discrete almost surely if and only if ν({0}) < 1 almost surely.
Proof. (i) Following the proof of Proposition 7 in [3], it suffices to show that for
every 0 < ε′ < 1, there exist 0 < δ < ε′ such that P [
⋂n
i=1(δ < vi < ε
′)] > 0, for
every n ≥ 1. Fix 0 < ε′ < 1 and consider ε′′ = min{ε, ε′}, where ε > 0 is such
(0, ε) is contained in the support of ν0. Set δ = ε
′′/2, by the representation theorem
for exchangeable sequences, Jensen’s inequality and the fact that (δ, ε′′) ⊆ (0, ε) is
contained in the support of ν0,
P
[
n⋂
i=1
(δ < vi < ε
′′)
]
≥ E
[
n∏
i=1
ν(δ, ε′′)
]
= E
[{
ν(δ, ε′′)
}n] ≥ {ν0(δ, ε′′)}n > 0,
for every n ≥ 1. As ε′′ ≤ ε′, we conclude P [⋂ni=1(δ < vi < ε′)] ≥
P [
⋂n
i=1(δ < vi < ε
′′)] > 0, for n ≥ 1.
(ii) It can be easily seen that 1 −∑ji=1 wi = ∏ji=1(1 − vi), for every j ≥ 1.
From which is evident that,
∑
j≥1 wj = 1 if and only if
∏j
i=1(1 − vi) → 0,
as j → ∞, almost surely. Since 0 ≤ ∏ji=1(1 − vi) ≤ 1, this is equivalent to
E
[∏j
i=1(1− vi)
]
→ 0. As (vi)i≥1 is exchangeable and directed by ν, we get
E
[∏j
i=1(1− vi)
]
= E
[
(1− E[v1 | ν])j
]
. Now, if ν({0}) < 1 almost surely, then
P [v1 > 0 | ν] > 0, almost surely. Since v1 is non-negative, this shows E[v1 | ν] > 0
almost surely, hence E
[∏j
i=1(1− vi)
]
= E
[
(1− E[v1 | ν])j
]→ 0 as j →∞. Alter-
natively, if P [ν({0}) = 1] > 0, then for every j ≥ 1,
E
[
(1− E[v1 | ν])j
]
= E
[
(1− E[v1 | ν])j1{ν({0})<1}
]
+ P [ν({0}) = 1] .
Which implies
lim
j→∞
E
[
j∏
i=1
(1− vi)
]
= lim
j→∞
E
[
(1− E[v1 | ν])j
] ≥ P [ν({0}) = 1] > 0.
7
In the context of the above theorem, if 0 = ν0({0}) = E[ν({0})], as ν is positive
almost surely, we have that ν({0}) = 0 almost surely. Hence, in terms of ν0, the
marginal distribution of vi, a sufficient condition to assure
∑
j≥1 wj = 1, is that 0 is
not an atom of ν0, that is to say, P[vi = 0] = 0. Putting this together with the first
part of Theorem 3.1, we conclude that if the length variables are arbitrarily small
with positive probability, but distinct than 0 almost surely, the corresponding species
sampling process, µ, is proper and has full support. For example, if ν0 = Be(a, b)
for some a, b > 0, so that marginally vi ∼ Be(a, b), then 0 is not an atom of ν0 and
its support is [0, 1], which means that the conditions given in (i) and (ii) of Theorem
3.1 are satisfied and we have the following Corollary.
Corollary 3.2. Let µ be a species sampling process with weights collection, (wj)j≥1
that take the form (2) for some exchangeable sequence V = (vi)i≥1, such that vi ∼
Be(a, b). Then, µ is proper and it has full support.
Some important quantities that contain relevant information of the model, are
the expectations of power products of length variables, E
[∏k
j=1 v
aj
j (1− vj)bj
]
, for
non-negative integers (aj , bj)
k
j=1. For instance, as shown in [27], for a proper species
sampling process with weights sequence (wj)j≥1, taking the form (2),
pi′(n1, . . . , nk) = E
 k∏
j=1
w
nj−1
j
k−1∏
j=1
(
1−
j∑
i=1
wj
) = E
 k∏
j=1
v
nj−1
j (1− vj)
∑
i>j ni

(5)
is a symmetric function of (n1, . . . , nk) if and only if (wj)j≥1 is invariant under size-
biased permutations. In which case pi = pi′ is precisely the EPPF corresponding
to the model. If the distribution of the size-biased permuted weights is not avail-
able, computing the EPPF can become extremely challenging, unfortunately this is
the case for most ESB’s. However, we can undertake clustering analysis by means
of the so-called latent allocation variables [see for instance 13]. This random vari-
ables contain complete information about the clusters, and despite the ordering of
the weights, the finite dimensional distributions of these variables can be expressed
in terms of expectations of power products of the length variables. Namely, for
{x1,x2, . . . | µ} iid∼ µ where µ =
∑
j≥1 wjδξj is a proper species sampling process,
we define the latent allocation variables d1,d2, . . . through di = j if and only if
xi = ξj , so that
{d1,d2, . . . |W} iid∼
∑
j≥1
wjδj . (6)
The diffuseness of the base measure implies Π(x1:n) is equal almost surely to
Π(d1:n). Furthermore, the conditional distribution of (x1, . . . ,xn) given Π(x1:n)
is that of (x1, . . . ,xn) given (d1, . . . ,dn) (see the proof of Theorem 2.1 in Appendix
D.1). From (6) we can easily compute for every n ≥ 1 and any positive integers
d1, . . . , dn,
P[d1 = d1, . . . ,dn = dn] = E
 k∏
j=1
w
rj
j
 = E
 k∏
j=1
v
rj
j (1− vj)tj
 , (7)
where k = max{d1, . . . , dn}, rj =
∑n
i=1 1{di=j} and tj =
∑n
i=1 1{di>j} =
∑
i>j ri.
In particular, if the length variables are exchangeable, for any non-negative integers
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(aj , bi)
k
j=1, we have that
E
 k∏
j=1
v
aj
j (1− vj)bj
 = ∫

k∏
j=1
∫
vaj (1− v)bjν(dv)
Q(dν) (8)
where Q is the distribution of directing random measure of (vi)i≥1. Let us consider
the following example.
Example 3.3. Let α, β > 0 and let v ∼ Be(α, β). Also fix N ∈ N and let {z | v} ∼
Bin(N,v), so that marginally
P[z = z] =
(α)z(β)N−z
(α+ β)N
,
for every z ∈ {0, . . . , N} and where (x)n =
∏n−1
i=0 (x+ i). Now, let {v1,v2, . . . | z} iid∼
Be(α+ z, β +N − z). Clearly (vi)i≥1 is exchangeable, and from the Beta-Binomial
conjugate model we get that the marginal distribution of vi is precisely a Be(α, β)
distribution. This means, by Corollary 3.2, that any species sampling process with
length variables (vi)i≥1, is proper and has full support. Moreover, by (8) we can
compute for any k ≥ 1 and non-negative integers (aj , bi)kj=1,
E
 k∏
j=1
v
aj
j (1− vj)bj

=
N∑
z=0

k∏
j=1
Γ(α+ β)
Γ(α)Γ(β)
∫
vα+z+aj−1(1− v)β+N−z+bj−1dv
 (α)z(β)N−z(α+ β)N
=
N∑
z=0

k∏
j=1
(α)z+aj (β)N−z+bj
(α+ β)N+aj+bj
 (α)z(β)N−z(α+ β)N .
Hence for the corresponding latent allocation variables we obtain
P[d1 = d1, . . . ,dn = dn] =
N∑
z=0

k∏
j=1
(α)z+rj (β)N−z+tj
(α+ β)N+tj−1
 (α)z(β)N−z(α+ β)N .
where k = max{d1, . . . , dn}, rj =
∑n
i=1 1{di=j} and tj =
∑n
i=1 1{di>j} =
∑
i>j ri.
Furthermore, through (5) we have that the weights corresponding to this model are
not invariant under size-biased permutations.
For general ESB’s the specific ordering of the weights is very challenging to
characterize, as we will see in the following section it can range from a size-biased
order to a decreasing ordering. However, what can be easily determined is that the
expected weights are decreasingly ordered.
Proposition 3.4. Let (wj)j≥1 be a weights sequence taking the form (2) for some
sequence of exchangeable length variables. Then E[wj ] ≥ E[wj+1].
Proof. Let ν be the directing random measure of the length variables (vi)i≥1. Then
E [wj ] = E
[
E
[
vj+1
j∏
i=1
(1− vi)
∣∣∣∣∣ν
]]
= E
[
E [v1 |ν] (1− E [v1 |ν])j−1
]
Given that v1 takes values in [0, 1], 0 ≤ E [v1 |ν] ≤ 1 almost surely, that is
(E [v1 |ν])j ≤ E ([v1 |ν])j−1 almost surely, and we get E[wj+1] ≤ E[wj ].
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4 Exchangeable length variables driven by species sam-
pling process
In this section we analyze the case where the exchangeable length variables, V =
(vi)i≥1, of an ESB, µ, are driven by another species sampling process, ν, themselves.
The first examples of species sampling processes in this class are well-known models
in literature. In fact, if the length variables are identical, vi = v
∗, for i ≥ 1, and
some v∗ ∼ ν0, where ν0 is a diffuse probability measure over
(
[0, 1],B[0,1]
)
, then
(v∗,v∗, . . .) is trivially exchangeable and driven by the species sampling process ν =
δv∗ . In this case the decreasingly ordered Geometric weights, wj = v
∗(1 − v∗)j−1,
for j ≥ 1, are recovered, so that the corresponding ESB becomes a Geometric
process [12]. At the other side of the spectrum, if the length variables satisfy,
(vi)i≥1
iid∼ ν0, we find that this exchangeable sequence is driven by the deterministic
species sampling process ν = ν0, and the respective ESB recovers a stick-breaking
process featuring i.i.d. length variables [see for example 30, 18, 27]. In particular
if ν0 denotes a Be(1, θ) distribution, for some θ > 0, so that (vi)i≥1
iid∼ Be(1, θ),
the ESB is precisely a Dirichlet process [11, 30] with total mass parameter θ. This
stick-breaking representation of the Dirichlet weights is invariant under size-biased
permutations [see for instance 27], hence, through (5), its EPPF is easily seen to be
pi(n1, . . . , nk) =
θk
(θ)n
k∏
j=1
(nj − 1)!, (9)
where (θ)n =
∏n−1
i=0 (θ + i), and n =
∑k
i=1 nj . Moreover if µ is a Dirichlet process
with total mass parameter θ and base measure µ0, the prediction rule of {x1,x2, . . . |
µ} iid∼ µ, becomes
P[xn+1 ∈ · | x1, . . . ,xn] =
Kn∑
j=1
nj
n+ θ
δx∗j +
θ
n+ θ
µ0, (10)
where x∗1, . . . ,x∗Kn and n1, . . . ,nKn are as in Theorem 2.1 II. As to the tie probability
we get ρ = pi(2) = 1/(θ + 1).
To be precise, inhere we will study general ESB’s denoted by µ, with length
variables {v1,v2, . . . | ν} iid∼ ν, for some species sampling process
ν =
∑
j≥1
pjδv∗j +
1−∑
j≥1
pj
 ν0,
over
(
[0, 1],B[0,1]
)
. To avoid confusion we will denote by piν to the EPPF corre-
sponding to ν, by ρν to its tie probability, and evidently by ν0 to the base measure
of ν. By the first part of Theorem 3.1 we know that if (0, ε) belongs to the support
of the base measure, ν0, for some 0 < ε < 1, then µ has full support. Furthermore,
as ν is a species sampling process, by definition its base measure is required to be
diffuse, so that it can not have an atom in 0, thus µ must be proper. This gives the
following Corollary of Theorem 3.1.
Corollary 4.1. Let µ be a ESB with length variables (vi)i≥1 directed by a species
sampling process ν. Then µ is discrete almost surely.
10
Some conditional moments of this type of lenght variables can be computed
through Corollary 2.3. Another interesting result that follows easily from those in
Section 2, is that Dirichlet and Geometric processes are recovered in the weak limits
of ESB’s, as the tie probability of the length variables goes to zero or one. Formally,
we have the following Theorem.
Theorem 4.2. Let (S,BS) be a Polish space. Consider some diffuse probability
measures µ0, µ
(1)
0 , µ
(2)
0 , . . ., over (S,BS), such that µ
(n)
0 converges weakly to µ0 as
n→∞. Also let ν0, ν(1)0 , ν(2)0 , . . ., be diffuse probability measures over
(
[0, 1],B[0,1]
)
,
such that ν
(n)
0 converges weakly to ν0 as n → ∞. For n ≥ 1, let ρ(n)ν ∈ (0, 1), and
consider
{
v
(n)
1 ,v
(n)
2 . . .
∣∣∣ν(n)} iid∼ ν(n) where ν(n) is a species sampling process with
base measure ν
(n)
0 and tie probability ρ
(n)
ν . For n, j ≥ 1, set
w
(n)
j = v
(n)
j
j−1∏
i=1
(
1− v(n)i
)
,
with the convention that the empty product equals one. And define the ESB’s
µ(n) =
∑
j≥1
w
(n)
j δξ(n)j
with atoms collection Ξ(n) =
(
ξ
(n)
j
)
j≥1
iid∼ µ(n)0 , and weights sequence W(n) =(
w
(n)
j
)
j≥1
.
i) If ρ
(n)
ν → 0, as n → ∞, then W(n) converges in distribution to W = (wj)j≥1
where wj = vj
∏j−1
i=1 (1 − vi) for some (vi)i≥1 iid∼ ν0, and µ(n) converges
weakly in distribution to the species sampling process µ =
∑
j≥1 wjδξj , where
(ξj)
iid∼ µ0. Particularly, if ν0 = Be(1, θ), W(n) converges in distribution to the
size-biased permuted Dirichlet weights with total mass parameter θ, and µ(n)
converges weakly in distribution to a Dirichlet process with base measure µ0
and total mass parameter θ, as n→∞.
ii) If ρ
(n)
ν → 1, as n→∞, then W(n) converges in distribution to the decreasingly
ordered Geometric weights
(
wj = v
∗(1− v∗)j−1)
j≥1, with v
∗ ∼ ν0, and µ(n)
converges weakly in distribution to a Geometric process with base measure µ0
and length variable v∗ ∼ ν0.
Proof. First of all note that by Corollary 4.1 µ(n) is well defined, that is, it is a
proper species sampling process. Now, if ρ
(n)
ν → 0 as n → ∞, by the first part of
Theorem 2.5, we obtain that
(
v
(n)
i
)
i≥1
converges in distribution to (vi)i≥1
iid∼ ν0.
Seeing that the mapping
(v1, v2, . . . , vj) 7→
(
v1, v2(1− v1), . . . , vj
j−1∏
i=1
(1− vi)
)
is continuous, and the law of a sequence is characterized by their finite dimen-
sional distributions we get that, as n → ∞, W(n) converges in distribution to
W = (wj)j≥1, where wj = vj
∏j−1
i=1 (1 − vi). By hypothesis we also know that
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µ
(n)
0 converges weakly to µ0, as n→∞, which implies Ξ(n) converges in distribution
to Ξ = (ξj)j≥1
iid∼ µ0. The definition of a species sampling process assures Ξ(n) is
independent of W(n) for every n ≥ 1, hence(
Ξ(n),W(n)
)
d→ (Ξ,W), (11)
as n → ∞, with d→ denoting convergence in distribution. In particular this implies
W and Ξ must be independent, and by Corollary 4.1 we obtain µ =
∑
j≥1 wjδξj
is a proper species sampling process. Now, let us denote by ∆∞ to the infinite
dimensional simplex and by P(S) to the space of all probability measures over
(S,BS). Lemma A.3 states that the mapping
[(s1, s2, . . .), (w1, w2, . . .)] 7→
∑
j≥1
wjδsj
from S∞ ×∆∞ into P(S), is continuous with respect to the weak topology. From
which we get that equation (11) implies µ(n) converges weakly in distribution to µ,
as n→∞. In particular if ν0 = Be(1, θ), µ is a Dirichlet process with base measure
µ0 and total mass parameter θ, and W is invariant under size-biased permutations
[see 27, for a proof]. This concludes the proof of the first part. The proof of (ii) is
completely analogous, with the difference that if ρ
(n)
ν → 1 as n → ∞, the second
part of Theorem 2.5 shows that
(
v
(n)
i
)
i≥1
converges in distribution to (v∗,v∗, . . .),
where v∗ ∼ ν0.
Theorem 4.2 has major consequences when it comes to understand the ordering
of the weights in question. As Proposition 3.4 assures, for this type of ESB the
expected weights are decreasing, so E[wj ] ≥ E[wj+1]. One of the most interesting
features about these weights sequences is that, for a fixed base measure, ν0, the
stochastic ordering of the weights can be smoothly modulated by tuning the tie
probability ρν .
Theorem 4.3. Fix a diffuse probability measure ν0 over
(
[0, 1],B[0,1]
)
. For each
ρν ∈ (0, 1), let
(
v
(ρν)
i
)
i≥1
, be an exchangeable sequence driven by a species sampling
process, ν(ρν), with base measure ν0, and tie probability ρν . Set
w
(ρν)
j = v
(ρν)
j
j−1∏
i=1
(
1− v(ρν)i
)
,
for every ρν ∈ (0, 1) and j ≥ 1, with the convention that the empty product equals
one. Then, for every j ≥ 1,
a) P
[
w
(ρν)
j ≥ w(ρν)j+1
]
= ρν + (1− ρν)E [−→ν0(c(v))], where c(v) = 1 ∧ v(1− v)−1 for
every v ∈ (0, 1), v ∼ ν0, and −→ν0 is the distribution function of v.
b) The mapping ρν 7→ P
[
w
(ρν)
j ≥ w(ρν)j+1
]
is continuous and non-decreasing.
Particularly, if (0, ε) is contained in the support of ν0, for some ε > 0, the
mapping, ρν 7→ P
[
w
(ρν)
j ≥ w(ρν)j+1
]
, is strictly increasing.
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c) As ρν → 1, P
[
w
(ρν)
j ≥ w(ρν)j+1
]
→ 1, and as ρν → 0, P
[
w
(ρν)
j ≥ w(ρν)j+1
]
→
E [−→ν0(c(v))], where c, −→ν0 and v are as in (a).
d) For every ρν ∈ (0, 1), P
[
w
(ρν)
j ≥ w(ρν)j+1
]
≥ E [−→ν0(c(v))], where c, −→ν0 and v are
as in (a).
Proof. Fix j ≥ 1. As ν0 diffuse,
(
1− v(ρν)j
)
> 0 almost surely, for every ρν ∈ (0, 1).
Hence, w
(ρν)
j ≥ w(ρν)j+1 if and only if v(ρν)j
(
1− v(ρν)j
)−1 ≥ v(ρν)j+1 , or equivalently
v
(ρν)
j+1 ≤ c
(
v
(ρν)
j
)
where c = 1 ∧ v(1 − v)−1. By Theorem 2.1, and using the ex-
changeability of
(
v
(ρν)
i
)
i≥1
, we know that under the event
{
v
(ρν)
j 6= v(ρν)j+1
}
, which
occurs with probability 1− ρν , the conditional distribution of
(
v
(ρν)
j ,v
(ρν)
j+1
)
is that
of (v∗,v) iid∼ ν0. Hence we can easily compute
P
[
w
(ρν)
j ≥ w(ρν)j+1
]
= P
[
v
(ρν)
j+1 ≤ c
(
v
(ρν)
j
) ∣∣∣v(ρν)j = v(ρν)j+1] ρν+ (12)
P
[
v
(ρν)
j+1 ≤ c
(
v
(ρν)
j
) ∣∣∣v(ρν)j 6= v(ρν)j+1] (1− ρν)
= ρν + (1− ρν)P [v∗ ≤ c(v)] .
As 0 ≤ P [v∗ ≤ c(v)] ≤ 1, it is clear that ρν 7→ P
[
w
(ρν)
j ≥ w(ρν)j+1
]
is continuous and
non-decreasing. Particularly, if there exist ε > 0 such that (0, ε) is contained in the
support of ν0, then for ε
′ = min{1/2, ε/2} we have that
P
[
v < ε′/2, ε/2 < v∗ < ε
]
= ν0(0, ε
′/2) ν0(ε/2, ε) > 0.
Since {v < ε′/2, ε/2 < v∗} ⊆ {v∗ > c(v)}, we get P [v∗ > c(v)] > 0, that is
P [v∗ ≤ c(v)] < 1. From (12) it is clear that, in this case, the mapping ρν 7→
P
[
w
(ρν)
j ≥ w(ρν)j+1
]
is even decreasing, which proves (b).
The proof of (a) follows from (12) by noting that P [v∗ ≤ c(v)] = E [−→ν0(c(v))],
where −→ν0 is the distribution function of v. Then, by taking limits, as ρν → 1 and
ρν → 0, we obtain (c) and finally lower bound in (d) is immediate from (b) and
(c).
Comparing (b) of Theorem 4.3 and (i) in Theorem 3.1, we found that the re-
quirement over the base measure, ν0, that assures the ESB has full support, also
guarantees the mapping, ρν 7→ P
[
w
(ρν)
j ≥ w(ρν)j+1
]
, is strictly decreasing. This is
the case of ν0 = Be(a, b), in the following section we will specialize to the case
ν0 = Be(1, θ). For now we shall comment that the ordering of the weights has im-
portant consequences when it comes to modelling data. For example if the interest
is in clustering, working with size-biased ordered weights can be advantageous, due
to (5). In contrast, working with decreasingly ordered weights reduces identifiabil-
ity problems that arise from the invariance of the prior under permutations of its
weights [e.g. 24]. Theorem 4.3 explains that when the length variables are driven by
a species sampling process, by simply tuning their tie probability, we can modulate
how likely are the weights to be decreasing, and that the probability that consecutive
weights are decreasing, ranges from a quantity determined by the base measure and
one.
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The last property we will be analysing for this type of species sampling pro-
cesses are finite dimensional distributions of the latent allocation random variables
d1,d2, . . ., as in (7). It is clear that this probabilities can be written in terms of
the expectation of power products of the length variables. Theorem 2.2, explains
how to compute these expectations when the length variables are driven by a species
sampling process. Hence, the following result is a straight-forward consequence of
the aforementioned Theorem and equation (7).
Theorem 4.4. Consider the weights sequence, W = (wj)j≥1, as in (2), with the
length variables {v1,v2, . . . | ν} iid∼ ν, for some species sampling process, ν, with
base measure ν0 and EPPF piν . Then, for {d1,d2, . . . |W} iid∼
∑
j≥1 wjδj, and any
positive integers d1, . . . , dn,
P[d1 = d1, . . . ,dn = dn] =
∑
{A1,...,Am}
piv(|A1|, . . . , |Am|)×
×
m∏
j=1
{∫
[0,1]
(v)
∑
i∈Aj ri(1− v)
∑
i∈Aj ti ν0(dv)
}
,
(13)
where ri =
∑n
l=1 1{dl=i}, ti =
∑n
l=1 1{dl>i}, and where the sum ranges over the set
of all partitions of {1, . . . , k}, for k = max{d1, . . . , dn}.
Remark 4.5. If ν0 denotes a Be(a, b) distribution, the integrals in Theorem 4.4 are
given by∫
[0,1]
(v)
∑
i∈Aj ai(1− v)
∑
i∈Aj bi ν0(dv) =
Γ(a+ b)Γ(a+
∑
i∈Aj ai)Γ(b+
∑
i∈Aj bi)
Γ(a)Γ(b)Γ(a+ b+
∑
i∈Aj (ai + bi))
.
for any non-negative integers (ai, bi)i≥1
5 Dirichlet driven stick-breaking processes
5.1 Main results for Dirichlet driven stick-breaking processes
As mentioned in the introduction, the Dirichlet process is the canonical example of
species sampling process, mainly due to its mathematical tractability. To illustrate
the results of section 4, inhere we concentrate in exchangeable length variables,
V = (vi)i≥1, driven by a Dirichlet process ν with total mass parameters β and
base measure ν0. For the sake of a simpler analysis, and motivated by Corollary 3.2
and by the first part of Theorem 4.2, we will further study the case ν0 = Be(1, θ).
The latter assumption, not only guaranties that the corresponding species sampling
process is proper and has full support, but also allows us to recover Geometric and
Dirichlet processes in the weak limits as β → 0 and β →∞, respectively. Indeed, for
this case, the tie probability of ν is easily seen to be ρν = P[v1 = v2] = 1/(β + 1).
Moreover, for this type of length variables, it is the availability a simple prediction
rule, P [vi+1 ∈ · | v1, . . .vi], for i ≥ 1, what allows us to sample from related random
elements and even derive a MCMC algorithm for density estimation purposes.
This said, we call a Dirichlet driven stick-breaking process (DSB) with param-
eters (β, θ, µ0) to any species sampling process, µ, with base measure µ0, and fea-
turing exchangeable length variables {v1,v2, ... | ν} iid∼ ν, where ν is a Dirichlet
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process with total mass parameter β, and base measure ν0 = Be(1, θ). To the
weights sequence, W = (wj)j≥1, with the same length variables, we call Dirichlet
driven stick-breaking weights sequence (DSBw) with parameters (β, θ). Now, for
illustration purposes we specialize the results of Section 4 to DSB’s.
Corollary 5.1. Let (S,BS) be a Polish space and let µ0, µ
(1)
0 , µ
(2)
0 be diffuse proba-
bility measures over (S,BS) such that µ
(n)
0 converges weakly to µ0, as n→∞. For
each n ≥ 1 let β(n), θ(n) ∈ (0,∞), with θ(n) → θ in (0,∞). Let µ(n) be a DSBp with
parameters
(
β(n), θ(n), µ
(n)
0
)
, and let W(n) the corresponding DSBw with parameters(
β(n), θ(n)
)
.
i) If β(n) → ∞, as n → ∞, then µ(n) converges weakly in distribution to a
Dirichlet process, µ(∞), with total mass parameter θ and base measure µ0, and
W(n) converges in distribution to the size-biased permutation of the weights of
µ(∞).
ii) If β(n) → 0, as n → ∞, then µ(n) converges weakly in distribution to a Ge-
ometric process, µ(0) with base measure µ0 and length variable v
∗ ∼ Be(1, θ),
and W(β) converges in distribution to the decreasingly ordered weights of µ(0).
Corollary 5.1 follows immediately from Theorem 4.2 by substituting ρ
(n)
ν =
1/
(
1 + β(n)
)
. As to the ordering of DSBw’s, we have the following Corollary of
Theorem 4.3.
Corollary 5.2. Fix θ > 0, and for each β > 0, consider a DSBw,
(
w
(β)
j
)
j≥1
, with
parameters (β, θ). Let us denote by 2F1 to the Gauss hypergeometric function. Then,
for every j ≥ 1,
a) P
[
w
(β)
j ≥ w(β)j+1
]
= 1− 2F1(1, 1; θ + 2, 1/2)βθ
2(β + 1)(θ + 1)
, for every β > 0.
b) The mapping β 7→ P
[
w
(β)
j ≥ w(β)j+1
]
is continuous and strictly decreasing.
c) As β →∞, P
[
w
(β)
j ≥ w(β)j+1
]
→ 1− 2F1(1, 1; θ + 2, 1/2)θ
2(θ + 1)
.
d) As β → 0, P
[
w
(β)
j ≥ w(β)j+1
]
→ 1.
e) P
[
w
(β)
j ≥ w(β)j+1
]
≥ 1− 2F1(1, 1; θ + 2, 1/2)θ
2(θ + 1)
, for every β > 0.
Proof. For v ∼ Be(1, θ), its distribution function is given by, −→ν0(x) = 1 − (1 − x)θ,
hence by substituting the tie probability ρν = 1/(β + 1), in Theorem 4.3, we obtain
P
[
w
(β)
j ≥ w(β)j+1
]
= 1− β
β + 1
E
[
(1− c(v))θ
]
.
where c(v) = 1 ∧ v(1− v)−1. Since v ∼ Be(1, θ), we get
E
[
(1− c(v))θ
]
= θ
∫ 1/2
0
(
1− x
1− x
)θ
(1− x)θ−1dx = θ
∫ 1/2
0
(1− 2x)θ
(1− x) dx,
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and by the change of variables y = 2x,
E
[
(1− c(v))θ
]
=
θ
2
∫ 1
0
(1− y)θ
(1− y/2)dy =
2F1(1, 1; θ + 2, 1/2)θ
2(θ + 1)
.
The rest of the proof follows easily by simple substitution and taking the corre-
sponding limits.
Remark 5.3. In the context of Corollary 5.2, if the length variables of the DSBw’s
are marginally Unif(0, 1) distributed, so that θ = 1, we even obtain
1 ≥ P
[
w
(β)
j ≥ w(β)j+1
]
=
1 + β log(2)
1 + β
≥ log(2).
for every β > 0 and j ≥ 1.
For Dirichlet driven length variables as in Theorem 4.4, we have that the EPPF,
piν of Π(v1:k) is given by
P[Π(v1:k) = A] = piν(|A1|, . . . , |Am|) = β
m
(β)k
m∏
i=1
(|Ai| − 1)!
for every partition A = {A1, . . . , Am} of {1, . . . , k}. Thus, using Remark 4.5 and
recalling that Γ(x+ n)/Γ(x) =
∏n−1
i=0 (x+ i) = (x)n, Theorem 4.4 specializes the as
follows.
Corollary 5.4. Let W = (wj)j≥1 be a DSBw with parameters (β, θ), and consider
{d1,d2, . . . |W} iid∼
∑
j≥1 wjδj. Then for n ≥ 1 and any positive integers d1, . . . , dn,
P[d1 = d1, . . . ,dn = dn] =
∑
{A1,...,Am}
(βθ)m
(β)k
m∏
j=1
(|Aj | − 1)! (
∑
i∈Aj ri)!
(θ +
∑
i∈Aj ti)1+
∑
i∈Aj ri
, (14)
for k = max{d1, . . . , dn}, ri =
∑n
l=1 1{dl=i}, ti =
∑n
l=1 1{dl>i}, and where the sum
ranges over the set of all partitions of {1, . . . , k}.
5.2 Numerical illustrations
The objective of this first numerical example is to illustrate Theorem 4.2 and Corol-
lary 5.1 through the distribution of the number of distinct values Kn = |Π(x1:n)|,
that a sample, {x1, . . . ,xn | µ} iid∼ µ. For certain species sampling processes, the
distribution of Kn is analytically available [23, 6]. However, characterizing this dis-
tribution is generally not an easy task to do. Despite, whenever one can sample from
the finite dimensional distributions of the weights, (w1, . . . ,wm), drawing samples
from Kn is relatively simple, as explained here. First sample (uk)
n
k=1
iid∼ Unif(0, 1),
and w1, . . .wm up the first index, m, that satisfies
∑m
j=1 wj > maxk uk. Define
dk = i, if and only if
∑i−1
j=1 wj ≤ uk <
∑i
j=1 wj , with the convention that the empty
sum equals zero. Finally, note that the number of distinct values in {d1, . . . ,dn},
is precisely a sample from Kn. Evidently, to obtain a sample of w1, . . . ,wm, it
suffices to sample the length variables, v1, . . .vm. In general, if {v1,v2, . . . | ν} iid∼ ν
where ν is an arbitrary species sampling process, performing exact sampling from
v1, . . . ,vm can be a challenging task. This due to the fact that drawing samples
from ν is not always possible. Notwithstanding, whenever a simple prediction rule,
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P [vi+1 ∈ · | v1, . . .vi], for i ≥ 1 is available, the exact sampling from v1, . . . ,vm can
be performed easily. Namely, for a DSBw with parameters (β, θ), from (10), we
first sample v1 ∼ Be(1, θ), and recursively for 1 ≤ i ≤ m − 1, we make vi+1 = vk,
with probability 1/(β + i), for k ≤ i, or with the probability β/(β + i) we sample
vi ∼ Be(1, θ) independently of v1, . . . ,vi.
Figure 1: Frequency polygons of samples of size 10000 from the distribution of K20,
corresponding to DSBp’s with parameters β varying in {0, 0.5, 1, 10, 100,∞} (A−F,
respectively), and ν0 = Be(1, θ) varying θ in {0.5, 1, 3, 6, 10}.
Let us denote by K
(β,θ)
n to the random variable, Kn, corresponding to a DSBp
with parameters (β, θ, µ0), for simplicity when β = 0 and β =∞ we refer to a Geo-
metric and Dirichlet process, respectively. In Figure 1, we exhibit the distribution of
K
(β,θ)
n for different choices of β and θ and for n = 20. Inhere we illustrate the asymp-
totic results stated in Theorem 4.2 and Corollary 5.1, by means of K
(β,θ)
n . In fact we
have a graphical representation of how as β → 0 and β → ∞, K(β,θ)n → K(0,θ)n and
K
(β,θ)
n → K(∞,θ)n , in distribution. In the same figure we also observe that an incre-
ment on β contributes to the distribution of K
(β,θ)
n with a smaller mean and variance.
Conversely, decreasing the value of β, impacts the prior distribution of K
(β,θ)
n with
a larger mean and variance, and a heavier right tail, say less informative.
For a second numerical illustration we will estimate the density of a data set
through mixture modelling. In Bayesian non-parametric statistics it is common
to model data, Y = (y1, . . . ,ym), that present no repetitions, as if sampled from
{yk | xk} ∼ G(· | xk) independently for k ≥ 1. Here G denotes a diffuse probability
kernel from the Polish space, S, where xk takes values, into the Polish space, T ,
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where yk takes values. We further assume (x1,x2, . . .) is exchangeable and driven
by a proper species sampling process µ =
∑
j≥1 wjδξj . In terms of the law of Y,
this is equivalent to model the sequence as if it was conditionally i.i.d. sampled from
random mixture
Φ =
∑
j≥1
wj G(· | ξj). (15)
If µ defines a DSBp with parameters (β, θ, µ0), we call Φ as in (15) a Dirichlet driven
stick-breaking mixture (DSBm) with parameters (β, θ, µ0, G). Whenever G(· | sn)
converges weakly to G(· | s), as sn → s in S, the mapping∑
j≥1
wjδsj 7→
∫
G(· | s)dµ(ds) =
∑
j≥1
wjG(· | sj)
is continuous (with respect to the weak topology, see Lemma A.3 in the Appendix).
This means that analogous convergence results to that of Theorem 4.2 and Corollary
5.1 hold for the corresponding mixtures. If we further assume that for each s ∈ S,
G(· | s) has a density, say g(· | s), with respect to a suitable measure, one might
even consider the random density
φ(y) =
∑
j≥1
wj g(y | ξj), y ∈ T
and use it to estimate the density of yk at y, through E[φ(y) | y1, . . . ,ym]. As usual,
this posterior expectation can not be computed analytically so we recur to a Gibbs
sampler to approximate it. The details of the MCMC algorithm for DSBm’s are
provided in Appendix C. In this context, Kn = |Π(x1:n)| represents the number of
mixture components that are significant in the sample, that is the number of elements
in {G(· | ξj)}j≥1 for which there exist k ∈ {1, . . . ,m} such that yk was ultimately
sampled from G(· | ξj). The posterior distribution of Kn gives us information of
how well a model mixes the components. In the sense that if P[Kn = j | y1, ...,yn]
favours small values of j, this means that, overall, few mixture components were
required to provide the estimates.
To test the performance of our model, we simulated observations (yk)
200
k=1 from a
mixture of seven Normal distributions, and estimate the density of the data through
six distinct DSBm’s with parameter β fixed to 0, 0.3, 1, 50, 1000 and ∞. For each
of the six mixtures we fixed θ = 1 and consider a Gaussian kernel with random
location and scale parameters, i.e g(y|ξj) = N(y|mj ,q−1j ). To attain conjugacy for
G and µ0 we assume the latter has a density µ
′
0(ξj) = N(mj |ϑ, τq−1j )Ga(qj |a, b),
where a = b = 0.5, τ = 100 and ϑ = n−1
∑n
k=1 yk. Figure 2 shows the histogram of
the data and the estimated densities, whilst Figure 3 shows the estimated posterior
distribution of Kn, for each model. Comparing Figures 2 and 3 and taking into
account Table 1, we see that for θ = 1 fixed, the models with larger values of β
struggle to recover each of the modes featured in the dataset, and use fewer mixing
components to provide the estimates. The Dirichlet process (β = ∞) is the one
that struggles the most to recover the seven modes and uses the least components.
Conversely, models with a smaller value of β recognize each of the modes in the
histogram, while requiring more mixtures components. In particular, the Geometric
process (β = 0) requires significantly more components than the other models to
estimate the density. In this context, we see that DSBm with β = 50, provides
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an excellent balance between adaptability to the dataset and efficient mixing. This
experiment illustrates how by tuning β, one can modulate how efficiently does the
model mixes the components and how sensible it is to recognize subtle features of
the dataset.
Figure 2: Estimated densities taking into account 5000 iterations of the Gibbs sam-
pler after a burn-in period of 5000, for a Geometric mixture, a Dirichlet mixture and
four DSBm’s with parameter β = 0.3, 1, 50, 1000. In all cases the parameter θ = 1.
Figure 3: Frequency polygons corresponding to the posterior distribution of K200, for
the Geometric mixture, the Dirichlet mixture and the four DSBm’s with parameter
β = 0.3, 1, 50, 1000. In all cases the parameter θ = 1.
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Table 1: Posterior statistics of K200 by model.
β Mean Median Mode Variance
0 19.8474 20 19 7.6768
0.3 9.4636 9 9 2.3443
1 8.7238 8 8 2.6144
50 8.1740 8 8 1.0655
1000 7.5610 7 7 1.3085
∞ 7.2352 7 7 1.0517
A Weak convergence of probability measures
In this Appendix we mention some topological details of measure spaces. For a Polish
space S, with Borel σ-algebra BS , we denote by P(S) to the space of all probability
measures over (S,BS). A well-known metric on P(S) is the Le´vy-Prokhorov metric
given by
dL(µ, µ
′) = inf{ε > 0 : µ(A) ≤ µ′ (Aε) + ε, µ′(A) ≤ µ (Aε) + ε, ∀A ∈ B(S)}, (16)
for any µ, µ′ ∈ P(S), and where Aε = {s ∈ S : d(s,A) < ε}, d(s,A) = inf{d(a, s) :
a ∈ A} and d is some complete metric on S. For probability measures µ, µ(1), µ(2), . . .
it is said that µ(n) converges weakly to µ, denoted by µ(n)
w→ µ, whenever µ(n)(f) =∫
S fdµ
(n) → ∫S fdµ = µ(f) for every continuous bounded function f : S → R.
The Portmanteau theorem states that this condition is equivalent to dL
(
µ(n), µ
)→
0, and to µ(n)(A) → µ(A), for every Borel set such that µ(∂A) = 0, where ∂A
denotes the boundary of A. P(S), equipped with the topology of weak convergence,
is Polish again. Its Borel σ-field, BP(S), can equivalently be defined as the σ-
algebra generated by all the projection maps {µ 7→ µ(B) : B ∈ BS}. In this
sense the random probability measures,
(
µ(n)
)
n≥1, are said to converge weakly, a.s.
to µ, whenever µ(n)(ω)
w→ µ(ω) outside a P-null set. Analogously, we say that(
µ(n)
)
n≥1 converges weakly, in Lp, in probability or in distribution, to µ, denoted
by µ(n)
Lpw→ µ, µ(n) Pw→ µ and µ(n) dw→ µ, respectively, whenever µ(n)(f) → µ(f),
in the corresponding mode of convergence, for every continuous bounded function
f : S → R. Evidently, µ(n) w→ µ a.s. and µ(n) Lpw→ µ are both sufficient conditions
for µ(n)
Pw→ µ, which in turn implies µ(n) dw→ µ. The latter even is equivalent to
µ(n)
d→ µ [for further details see 25, 2, 21]. The following Lemmas will be needed
for the proofs of some of the main results.
Lemma A.1. Let ∆∞ denote the infinite dimensional simplex and consider some
Polish space S. The mapping
[(µ1, µ2, ...), (w1, w2, . . .)] 7→
∑
j≥1
wjµj ,
from P(S)∞ × ∆∞ into P(S) is continuous with respect to the weak and product
topologies.
Proof: Let w = (w1, w2, . . .), w
(n) =
(
w
(n)
1 , w
(n)
2 , . . .
)
n≥1
be elements of ∆∞,
and µ = (µ1, µ2, . . .), µ
(n) =
(
µ
(n)
1 , µ
(n)
2 , . . .
)
n≥1
, be elements of P(S)∞, such that
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w
(n)
j → wj and µ(n)j w→ µj , for every j ≥ 1. Define ν(n) =
∑
j≥1w
(n)
j µ
(n)
j and
ν =
∑
j≥1wjµj . Fix a continuous and bounded function f : S → R. Then, for
j ≥ 1, w(n)j µ(n)j (f) → wjµj(f). Since f is bounded, there exist M such that
|f | ≤ M , hence |w(n)j µ(n)j (f)| ≤ w(n)j µ(n)j (|f |) ≤ w(n)j M , for every n ≥ 1, and j ≥ 1.
Evidently, Mw
(n)
j →Mwj , and
∑
j≥1Mw
(n)
j = M =
∑
j≥1Mwj . Hence, by general
Lebesgue dominated convergence theorem, we obtain
ν(n)(f) =
∑
j≥1
w
(n)
j µ
(n)
j (f)→
∑
j≥1
wjµj(f) = ν(f)
That is ν(n)
w→ ν.
Lemma A.2. Let ∆∞ denote the infinite dimensional simplex and consider some
Polish space S. The mapping
[(s1, s2, ...), (w1, w2, . . .)] 7→
∑
j≥1
wjδsj ,
from S∞×∆∞ into P(S) is continuous with respect to the product and weak topolo-
gies.
Proof: By lemma A.1 if suffices to check that the mapping s→ δs from S into
P(S) is continuous. So fix sn → s in S and fix a continuous and bounded function
f : S → R. Then δsn(f) = f(sn)→ f(s) = δs(f), that is δsn w→ δs.
Lemma A.3. Consider two Polish spaces, S and T , and let G be a probability kernel
from S into T , such that for every sn → s in S, G(·|sn) w→ G(·|s). The mapping
µ =
∑
j≥1
wjδsj 7→
∫
G(· | s)dµ(ds) =
∑
j≥1
wjG(· | sj),
from P(S) into P(T ) is continuous with respect to the product and weak topologies.
Proof: Consider some discrete probability measures(
µ(n) =
∑
j≥1w
(n)
j δs(n)j
)
n≥1
over (S,BS), such that µ
(n) w→ ∑j≥1wjδsj = µ,
and set Φ(n) =
∑
j≥1w
(n)
j G
(
·
∣∣∣ s(n)j ) and Φ = ∑j≥1wjG (· | sj). Let f : T → R be
a continuous and bounded function and define the function h : S → R, by
h(s) =
∫
f(t)G(dt | s).
Evidently h is bounded because f is bounded and G(·|s) is a probability measure.
Furthermore, as G(·|sn) w→ G(·|s), for every sn → s in S, h is also continuous. Thus,∫
f dΦ(n) =
∑
j≥1
w
(n)
j h
(
s
(n)
j
)
=
∫
h dµ(n) →
∫
h dµ =
∑
j≥1
wjh (sj) =
∫
f dΦ.
That is Φ(n)
w→ Φ.
Corollary A.4. Let ∆∞ denote the infinite dimensional simplex. Consider a couple
of Polish spaces, S and T and let G be a probability kernel from S into T , such that
for every sn → s in S, G(·|sn) w→ G(·|s). The mapping
[(s1, s2, ...), (w1, w2, . . .)] 7→
∑
j≥1
wjG(·|sj),
from S∞ ×∆∞ into P(T ) is continuous with respect to the weak topology.
Proof: This is straightforward from Lemmas A.2 and A.3.
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B Stick-breaking decomposition
Theorem B.1. Let W = (wj)j≥1 be a sequence such that 0 ≤ wj ≤ 1, for every
j ≥ 1, and ∑j≥1 wj ≤ 1 almost surely. Then, there exist a sequence V = (vi)i≥1
taking values in [0, 1] such that (2) holds.
Proof. Let (Ω,F ,P) be the probability space over which W is defined, fix
v1 = w1. For k ≥ 2, define Ak,0 =
{
ω ∈ Ω : ∑k−1j=1 wj(ω) < 1} and Ak,1 ={
ω ∈ Ω : ∑k−1j=1 wj(ω) = 1}. Set
vk(ω) =

wk(ω)
1−∑k−1j=1 wj(ω) if ω ∈ Ak,0
0 if ω ∈ Ak,1.
Evidently vk is measurable as w1, ...,wk are, and {Ak,0, Ak,1} is a measurable par-
tition of Ω. Now, as k →∞ we have that Ak,0 ↘ ∅, and Ak,1 ↗ Ω. Hence, for every
k ≥ 2,
wk(ω) =
wk(ω)
1−∑k−1j=1 wj(ω)
k−1∏
j=1
(
1−∑ji=1 wi(ω)
1−∑j−1i=1 wi(ω)
)
= vk(ω)
k−1∏
j=1
(1− vj(ω)),
for ω ∈ Ak,0, and wk(ω) = 0 = vk(ω), for ω ∈ Ak,1. This show that (2) holds, for
the above defined sequence V = (vi)i≥1. Finally, since
∑
j≥1 wj ≤ 1 almost surely,
we have that wk ≤ 1−
∑k−1
j=1 wj almost surely, that is 0 ≤ vk ≤ 1 almost surely.
C Density estimation algorithm for Dirichlet driven
stick-breaking mixtures
Say we model elements in {y1, . . . ,yn} as i.i.d. sampled from a DSBm, Φ =∑
j≥1 wjG(· | ξj) with parameters (β, ν0, µ0, G), where G(· | sn) converges weakly
to G(· | s), as sn → s in S, and for each s ∈ S fixed, G(· | s) has a density g(· | s)
with respect to suitable measure. Let us denote W = (wj)j≥1 and Ξ = (ξj)j≥1 and
consider the random density
φ(y) = pi(y |W,Ξ) =
∑
j≥1
wjg(y | ξj).
For MCMC implementation purposes, and following [31], this random density
can be augmented as
pi(y,u|W,Ξ) =
∑
j≥1
1{u<wj}g(y|ξj),
Given u, the number of components in the mixture is finite, with indexes being the
elements of Au(W) = {j : u < wj}, that is
pi(y|u,W,Ξ) = 1|Au(W)|
∑
j∈Au(W)
g(y|ξj). (17)
This translates the problem of dealing with a mixture that has a infinite number of
components, into working with one that features a random number of components.
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From a numerical perspective, the latter is much more manageable. Furthermore,
introducing the latent allocation variable d, i.e. d = j iff y is sampled from g(·|ξj),
one can further consider the augmented joint density
pi(y,u,d|W,Ξ) = 1{u<wd}g(y|ξd). (18)
The complete data likelihood based on a sample of size n from (18) is easily seen to
be
Lξ,w((yk,uk,dk)nk=1) =
n∏
k=1
1{uk<wdk}g(yk|ξdk).
The full conditional distributions, required for posterior inference via a Gibbs sam-
pler implementation, are given below.
1. Updating the slice variables, U = (uk)
n
k=1
pi(uk| . . .) ∝ 1{uk<wj},
Hence to updated uk, we simply sample it from a Unif (0,wk) distribution.
2. Updating the kernel parameters, Ξ = (ξj)j≥1
pi(ξj | . . .) ∝ µ′0(ξj)
∏
k∈Aj
g(yk|ξj),
where Aj = {k : dk = j}, and µ′0 denotes the density of µ0, under the assumption
that this measure is absolutely continuous with respect to a suitable measure. If µ′0
and g form a conjugate pair, the above is easy to sample from.
3. Updating latent allocation variables, D = (dk)
n
k=1
pi(dk = j| . . .) ∝ g(yk|ξj)1{uk<wj},
which is a discrete distribution with finite support, hence easy to sample from.
4. Updating the length variables, V = (vi)i≥1
Let V−j , denote the vector of (previously updated) vi’s excluding vj , by Remark
C.1 below, V−j is finite at each iteration. Hence, as V is exchangeable and driven
by a Dirichlet process, we have that a priori,
pi(vj | V−j) =
k∑
i=1
ni
n + β
δv∗i (vj) +
β
n + β
ν ′0(vj),
where v∗1, . . . ,v∗k, are the distinct values V−j exhibits, ni = |{vn ∈ V−j : vn = v∗i }|,
n =
∑k
i=1 ni, and ν
′
0 denotes the density of the base measure ν0. Hence
pi(vj | . . .) ∝
[
m∏
k=1
1{uk<wdk}
][
k∑
i=1
niδv∗i (vj) + βν
′
0(vj)
]
.
After some algebra and recalling wdk = vdk
∏dk−1
i=1 (1− vi), it can be seen that
m∏
k=1
1{uk<wdk} ∝ 1{aj<vj<bj}
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where the proportionality sign is with respect to vj and where
aj = max
k∈Aj
{
uk∏
i<dk
(1− vi)
}
and bj = 1−max
k∈Bj
{
uk
vdk
∏
i<dk,i 6=j(1− vi)
}
,
with Aj = {k : dk = j} and Bj = {k : dk > j}, and using the convention that
aj = 0 if Aj = ∅ and bj = 1 when Bj = ∅. Thus
pi(vj | . . .) =
∑
i∈Cj
ni
n̂ + β
δv∗i (vj) +
β
n̂ + β
ν ′0(vj)1{aj<vj<bj}.
where Cj = {i : aj < v∗i < bj}, and n̂ =
∑
i∈Cj ni. Sampling from the above is simple
whenever it is easy to sample from a density proportional to ν ′0(vj)1{aj<vj<bj}, as
is the case of ν0 = Be(1, θ), see for instance p.49 in [31].
Remark C.1 (For the updating of Ξ, V and X). It is not necessary to sample vj
and ξj for infinitely many indexes, it suffices to sample them for j ≤ ϕ, where∑ϕ
j=1 wj ≥ maxk(1 − uk), then it is not possible that wj > uk for any k ≤ m and
j > ϕ.
Given the samples,
{(
ξ
(m)
j
)
j
,
(
w
(m)
j
)
j
,
(
u
(m)
k
)
k
,
(
d
(m)
k
)
k
}M
m=1
, obtained after
M iterations of the Gibbs sampler, we estimate the density of the data at y, by
E
[
φ(y)
∣∣y1, . . .yn] ≈ 1
M
M∑
m=1
1
n
n∑
k=1
1∣∣A(m)k ∣∣
∑
j∈A(m)k
g
(
y
∣∣ξ(m)j ) , (19)
where A
(m)
k =
{
j : u
(m)
k < w
(m)
j
}
. We can also estimate the posterior distribution
of Kn through
P
[
Kn = j
∣∣y1, . . . ,yn] ≈ 1
M
M∑
m=1
1{
K
(m)
n =j
}, (20)
where K
(m)
n is the number of distinct values in
(
d
(m)
k
)
k
.
D Proofs of results from Section 2
D.1 Proof of Theorem 2.1
First we clarify what we mean by a size-biased pseudo-permutation. For a sequence
of weights, W = (wj)j≥1, with wj ≥ 0 and
∑
j≥1 wj = 1 almost surely, we call
W˜ = (w˜1, w˜2, . . .), a size-biased pseudo-permutation of W if
P [w˜1 ∈ · |W] =
∑
j≥1
wjδwj +
1−∑
j≥1
wj
 δ0,
and for every i ≥ 1,
P [wi+1 ∈ · |W, w˜1, . . . , w˜i] =
∑
j≥1 wjδwj −
∑i
j=1 w˜jδw˜j + (1−
∑
wj) δ0(
1−∑i w˜j)
if
(
1−∑i w˜j) > 0, and P [w˜i+1 ∈ · |W, w˜1, . . . w˜i] = δ0, otherwise, where ∑wj =∑
j≥1 wj and
∑i w˜j = ∑ij=1 w˜j . If the weights sum up to one, this definition
coincides with the notion of size-biased permutation of the weights.
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Lemma D.1 (Kingman’s representation theorem). Let Π = (Πn)n≥1 be a consistent
family of exchangeable partitions. For each n ≥ 1, let Kn be the number of blocks of
Πn and let
(
n↓n,1, . . . ,n
↓
n,Kn
)
be the ranked frequencies of the blocks of Πn, and set
n↓n,j = 0 for j > Kn. Then for each j ≥ 1, nn,j/n has an almost sure limit w↓j , as
n→∞. Moreover, the conditional distribution of Π given
(
w↓1,w
↓
2, . . .
)
, is that of
(Π(x1:n))n≥1, where {x1,x2, . . . | µ} iid∼ µ, for some random probability measure, µ,
with ranked sizes of atoms
(
w↓1,w
↓
2, . . .
)
.
The proof of Lemma D.1 can be found in [28].
Remark D.2. Lemma D.1 establishes a bijection between EPPF’s and distributions
over (w1, w2, . . .) ∈ [0, 1]∞ : w1,≥ w2,≥ . . . ,∑
j≥1
wj ≤ 1
 .
This bijection is known in the literature as Kingman’s correspondence. Now, in the
context of Lemma D.1, if we denote by Πn,1, . . . ,Πn,Kn to the blocks of Π(x1:n) ac-
cording to the least element, so that Πn,j = {1 ≤ i ≤ n : xi = x∗j}, where x∗1, . . . ,x∗Kn
are the Kn distinct values that {x1, . . . ,xn} exhibits, in order of appearance. Then,
limn→∞ nn,j/n = w˜j , almost surely, where nn,j = |Πn,j | for j ≤ Kn, nn,j = 0 for
j > Kn, and where (w˜1, w˜2, . . .) is precisely a size-biased pseudo-permutation of(
w↓1,w
↓
2, . . .
)
. This follows from the definition of size-biased pseudo-permutation,
and the fact that the directing random measure of an exchangeable sequence is
unique almost surely. Thus, another way to state Kingman’s correspondence is that
there exist a bijection between distributions of consistent families of exchangeable
partitions, as defined by an EPPF, and distributions of size-biased pseudo-permuted
weights sequences. This said, Corollary 7 in [26], proves the following lemma.
Lemma D.3. Let W = (wj)j≥1 be random sequence of weights. Then
pi(n1, . . . , nk) = E
 k∏
j=1
w˜
nj−1
j
k−1∏
j=1
(
1−
j∑
i=1
w˜j
) .
is the EPPF corresponding to W if and only if (w˜1, w˜2, . . .) distributes as a size-
biased pseudo-permutation of W.
Proof of Theorem 2.1. In this proof we denote [n] = {1, . . . , n}. For any random (or
deterministic) sequence z1, z2, . . . we write Π(z1:n) to the partition of [n] generated
by the equivalence relation i ∼ j if and only if zi = zj . For every random or
deterministic partition, Π = {Π1, . . . ,ΠK}, of [n] and j ≤ K, we denote by Π(j)
to the partition of [n+ 1] with blocks {Π′1, . . . ,Π′K}, where Π′i = Πi for i 6= j and
Π′j = Πj ∪{n+ 1}, also consider Π(K+1) = {Π1, . . . ,Πk, {n+ 1}}. Analogously, for
any random (or deterministic) vector of positive numbers n = (n1, . . . ,nK) set n
(j) =
(n1, . . . ,nj−1,nj + 1,nj+1, . . . ,nK) for 1 ≤ j ≤ K and n(K+1) = (n1, . . . ,nK, 1).
(I. ⇒ III.) Without loss of generality (after possibly enlarging the original prob-
ability space), we may define a sequence (di)i≥1 such that conditionally given W,
(di)i≥1 is independent of the atoms, Ξ = (ξj)j≥1, and with
{d1,d2, . . . |W} iid∼
∑
j≥1
wjδj +
1−∑
j≥1
wj
α0
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where α0 is some diffuse distribution over [0, 1]. That is P[di = j | W] = wj for
every j ∈ N and with probability 1−∑j≥1 wj , di is sampled from α0 independently,
for i ≥ 1. Conditioning on di and Ξ, set zi = ξdi if and only if di ∈ N, or sample zi
independently from µ0 if and only if di < 1, independently for i ≥ 1. Again, without
loss of generality the sequence (zi)i≥1 may be defined and we may further assume
that (zi)i≥1 is conditionally independent of W = (wj)j≥1 given (di)i≥1. Formally
we have that for every n ≥ 1 and any measurable sets B1, . . . , Bn,
P[z1 ∈ B1, . . . , zn ∈ Bn | d1, . . . ,dn,Ξ]
=
n∏
i=1
P[zi ∈ Bi | di,Ξ]
=
n∏
i=1
∑
j≥1
δξj (Bi)1{di=j} + µ(Bi)1{di<1}
 .
(21)
By the tower property of conditional expectation, monotone convergence theorem
and by the assumed conditional independences.
P[z1 ∈ B1, . . . ,zn ∈ Bn |W,Ξ]
= E
 n∏
i=1
∑
j≥1
δξj (Bi)1{di=j} + µ(Bi)1{di<1}

∣∣∣∣∣∣W,Ξ

=
n∏
i=1
∑
j≥1
δξjP[di = j |W] + µ(Bi)P[di < 1 |W]

=
n∏
i=1
∑
j≥1
δξjwj +
1−∑
j≥1
wj
µ0(Bi)

=
n∏
i=1
µ(Bi)
Since µ is (W,Ξ)-measurable, this clearly shows that {z1, z2, . . . | µ} iid∼ µ so that
(xi)i≥1 as in I is identically distributed as (zi)i≥1. Now, if we set Dj = {i : di = j},
for j ∈ N, and D0 = {i : di < 1}, we may rewrite (21) as
P[z1 ∈ B1, . . . , zn ∈ Bn | d1, . . . ,dn,Ξ]
=
∏
j≥1
∏
i∈Dj
δξj (Bi)

∏
i∈D0
µ0(Bi)

=
 ∏{j:Dj 6=∅} δξj
 ⋂
i∈Dj
Bi

∏
i∈D0
µ0(Bi)
 ,
for any n ≥ 1 and any measurable sets B1, . . . , Bn, and using the convention that
the empty product equals one. By the tower property of conditional expectation
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and the fact that (ξj)j≥1
iid∼ µ0, we get
P[z1 ∈ B1, . . . ,zn ∈ Bn | d1:n]
= E
 ∏{j:Dj 6=∅} δξj
 ⋂
i∈Dj
Bi

∏
i∈D0
µ0(Bi)

∣∣∣∣∣∣d1:n

=
 ∏{j:Dj 6=∅}µ0
 ⋂
i∈Dj
Bi

∏
i∈D0
µ0(Bi)

=
Kn∏
j=1
µ0
 ⋂
i∈Π∗j
Bi

where d1:n = (d1, . . . ,dn) and Π(d1:n) = {Π∗1, . . . ,Π∗Kn}. Since µ0 is diffuse we have
that Π(d1:n) = Π(z1:n) almost surely, and as the right side of the above equation is
Π(d1:n)-measurable, and Π(d1:n) is (d1:n)-measurable, we obtain,
P[z1 ∈ B1, . . . , zn ∈ Bn | Π(z1:n)] =
Kn∏
j=1
µ0
 ⋂
i∈Πj
Bi
 .
where Π(z1:n) = {Π1, . . . ,ΠKn}. By Lemmas D.1, D.3 and Remark D.2 we know
that the EPPF of Π(z1:n) which is equal almost surely to Π(d1:n), is given by
pi(n1, . . . , nk) = E
 k∏
j=1
w˜
nj−1
j
k−1∏
j=1
(
1−
j∑
i=1
w˜j
)
where (w˜j)j≥1 is a size-biased pseudo-permutation of (wj)j≥1. Thus III holds for
(zi)i≥1. Finally, recall that we have proven (zi)i≥1 is identically distributed as
(xi)i≥1, hence III must also hold for (xi)i≥1.
(II. ⇒ III.): Without loss of generality, we may define the following random
elements. Let (z∗j )j≥1
iid∼ µ0, and independently, set d1 = 1, and for n ≥ 1,
P[dn+1 = i | d1, . . . ,dn] =
Kn+1∑
j=1
pi
(
n(j)
)
pi(n)
δj(i) (22)
where Kn = max{d1, . . . ,dn} and n = (n1, . . .nKn) is given by nj = |{i : di = j}|.
Define (zi)i≥1 by zi = z∗di , and let us denote Z
∗ = (z∗j )j≥1 and d1:n = (d1, . . . ,dn).
Note that max d1:n ≤ n. Then, for any n ≥ 1 and measurable sets B1, . . . , Bn,
P[z1 ∈ B1, . . . , zn ∈ Bn | d1:n,Z∗] =
n∏
i=1

n∑
j=1
δz∗j (Bi)1{di=j}

=
maxd1:n∏
j=1
δz∗j
 ⋂
i∈Dj
Bi

where Dj = {i : di = j}. By the tower property of conditional expectation, we
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obtain
P[z1 ∈ B1, . . . , zn ∈ Bn | d1:n] = E
maxd1:n∏
j=1
δz∗j
 ⋂
i∈Dj
Bi
∣∣∣∣∣∣d1:n

=
Kn∏
j=1
µ0
 ⋂
i∈Π∗j
Bi

where Π(d1:n) = {Π∗1, . . . ,Π∗Kn}. Clearly the diffuseness of µ0 assures Π(z1:n) =
Π(d1:n) almost surely, and as the right side of the above equation is Π(d1:n)-
measurable, and Π(d1:n) is (d1:n)-measurable, this shows,
P[z1 ∈ B1, . . . , zn ∈ Bn | Π(z1:n)] =
Kn∏
j=1
µ0
 ⋂
i∈Πj
Bi
 .
where Π(z1:n) = {Π1, . . . ,ΠKn}. Next we will prove by induction on n that Π(d1:n)
and Π(z1:n) are exchangeable and that their law is described by pi. Evidently
P[Π(d1) = {1}] = 1 = pi(1), now say that for every, A = {A1, . . . , Ak}, parti-
tion of [n], P[Π(d1:n) = A] = pi(n), where n = (n1, . . . , nk) with ni = |Ai|. Let Aˆ
be any partition of [n + 1] and let A = {A1, . . . , Ak} be the restriction of Aˆ to [n].
Clearly there exist a unique 1 ≤ j ≤ k+ 1, such that Aˆ = A(j), and by (22) we have
that for such j
P
[
Π(d1:n+1) = Aˆ
∣∣∣Π(d1:n) = A] = P [Π(d1:n+1) = A(j) ∣∣∣Π(d1:n) = A] = pi (n(j))
pi(n)
where n = (n1, . . . , nk) and ni = |Ai|. The consistency of (Π(d1:n))n≥1 assures
P
[
Π(d1:n+1) = Aˆ
]
= P
[
Π(d1:n+1) = Aˆ,Π(d1:n) = A
]
=
pi
(
n(j)
)
pi(n)
P [Π(d1:n) = A] ,
which together with the induction hypothesis proves
P
[
Π(d1:n+1) = Aˆ
]
= pi
(
n(j)
)
.
Note that n(j) describes precisely the frequencies of the blocks of Aˆ. Thus, we have
proven that III holds for the constructed sequence (zi)i≥1. The last thing we are
interested in proving is that (zi)i≥1 and (xi)i≥1, as in II, have the same prediction
rule. Since µ0 is diffuse we have that, outside a P-null set, zi = z∗di = z
∗
j if and only
if di = j, for all i ≥ 1. Then, from (22), we get that for every measurable set, B,
P[zn+1 ∈ B | z1:n,Z∗] =
Kn+1∑
j=1
pi
(
n(j)
)
pi(n)
δz∗j (B),
where z1:n = (z1, . . . , zn), Z
∗ = (z∗j )j≥1, and n = (n1, . . . ,nKn) are the frequencies
of the Kn distinct values, z
∗
1, . . . , z
∗
Kn
, that z1, . . . , zn exhibits. By the tower property
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of conditional expectation, we obtain
P[zn+1 ∈ B | z1:n] = E
Kn∑
j=1
pi
(
n(j)
)
pi(n)
δz∗j (B) +
pi
(
n(Kn+1)
)
pi(n)
δz∗Kn+1
(B)
∣∣∣∣∣∣ z1:n

=
Kn∑
j=1
pi
(
n(j)
)
pi(n)
δz∗j (B) +
pi
(
n(Kn+1)
)
pi(n)
E[δz∗Kn+1(B)]
=
Kn∑
j=1
pi
(
n(j)
)
pi(n)
δz∗j (B) +
pi
(
n(Kn+1)
)
pi(n)
µ0(B).
This shows that the prediction rule of (zi)i≥1 coincides with that of (xi)i≥1, as in II,
and as z1 ∼ µ0, just like x1, we get that (zi)i≥1 is equal in distribution to (xi)i≥1.
We have already proven that III holds for (zi)i≥1 hence we must have that it holds
for (xi)i≥1.
(III ⇒ IV): Let A = {A1, . . . , Ak} be a partition of [n] with |Ai| = ni, and
consider some measurable sets B1, . . . , Bn. As Π(x1:n) is a discrete random variable,
by III we have that
P[x1 ∈ B1, . . . ,xn ∈ Bn,Π(x1:n) = A]
= P[x1 ∈ B1, . . .xn ∈ Bn | Π(x1:n) = A]P[Π(x1:n) = A]
=
k∏
j=1
µ0
 ⋂
i∈Aj
Bi
pi(n1, . . . , nk). (23)
Now, fix x1, . . . , xn ∈ S.
P[x1 ∈ dx1, . . . ,xn ∈ dxn] =
∑
A
P[x1 ∈ dx1, . . . ,xn ∈ dxn,Π(x1:n) = A],
where the sum ranges over all partitions of [n]. Now, for i 6= j we have that if
xi ∈ dxi and xj ∈ dxj , then i and j belong to the same block of Π(x1:n) if and only
if xi = xj . Hence,
P[x1 ∈ dx1, . . . ,xn ∈ dxn,Π(x1:n) = A] 6= 0,
if and only if A = Π(x1:n). In which case, by (23),
P[x1 ∈ dx1, . . . ,xn ∈ dxn,Π(x1:n) = A] = pi(n1, . . . , nk)
k∏
i=1
µ0(dx
∗
j ),
where x∗1, . . . , x∗k are the distinct values in {x1, . . . , xn}, and nj = |{i : xi = x∗j}|.
Given that this is the only positive term in the sum we conclude
P[x1 ∈ dx1, . . . ,xn ∈ dxn] = pi(n1, . . . , nk)
k∏
i=1
µ0(dx
∗
j ).
We have proven that I,II ⇒ III ⇒ IV. Insomuch as the prediction rule, the finite
dimensional distributions and the law of directing random measure characterize
completely the law of an exchangeable sequence, we must also have IV ⇒ I, II.
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D.2 Proof of Theorem 2.2
Proof. Let Π1, . . . ,ΠKn denote the blocks of Π(x1:n), and consider (x
∗
j )j≥1
iid∼ µ0
independently. By Theorem 2.1 III, and the tower property of conditional
E [f(x1, . . . ,xn)] = E [E [f(x1, . . . ,xn) | Π(x1:n)]]
= E
f(x∗l1 , . . . ,x∗ln) Kn∏
j=1
∏
r∈Πj
1{lr=j}

=
∑
{A1,...,Ak}

∫
f(xl1 , . . . , xln)
k∏
j=1
∏
r∈Aj
1{lr=j} µ0(dx1) . . . µ0(dxk)
pi(|A1|, . . . , |Ak|),
whenever the integral in the right side exist, and where the sum ranges over all
partitions of {1, . . . , n}.
D.3 Proof of Corollary 2.3
Proof. For any measurable function f : [0, 1]→ R+, and for every i 6= j,
E [f(xj) |xi] = ρ f(xi) + (1− ρ)
∫
f(x)µ0(dx) = ρ f(xi) + (1− ρ)E [f(xi)] ,
noting that xi ∼ µ0. The choice f(x) = x proves (a). To prove (b) note that for
f(x) = x2, we obtain E
[
x2j
∣∣∣xi] = ρx2i + (1− ρ)E [x2i ], this together with (a) show
that
Var(xj | xi) = ρx2i + (1− ρ)E[x2i ]− (ρxi + (1− ρ)E[xi])2
= (1− ρ)
{
ρ (xi − E[xi])2 + Var(xi)
}
.
To prove (c) we first compute, using (a), E [xixj ] = E[xiE [xj |xi]] = ρE
[
x2i
]
+ (1−
ρ)E[xi]2. Thus
Cov(xi,xj) = ρE
[
x2i
]
+ (1− ρ)E[xi]2 − E[xi]2 = ρVar(xi).
Finally, (d) follows by diving the last equation by Var(xi) =
√
Var(xi)Var(xj).
D.4 Proof of Lemma 2.4
Proof. Set w0 = 1−
∑
j≥1 wj , so that
∑
j≥0 wj = 1 almost surely, and by a monotone
convergence argument we also obtain
∑
j≥0 E [wj ] = 1. Note that
µ(f) =
∑
j≥1
wjf(ξj) + w0µ0(f),
and for any bound of f , M , we have that |∑nj=1 wjf(ξj)| < M almost surely for
every n ≥ 1. Hence, by linearity of the expectation, Lebesgue dominated convergence
theorem, and since (ξj)j≥1
iid∼ µ0 independently of the weights, we get
E[µ(f)] =
∑
j≥1
E[wj ]E[f(ξj)] + E [w0]µ0(f) =
∑
j≥0
E [wj ]
µ0(f) = µ0(f).
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This proves the first part. To prove the second and thirds parts, first realize that
1 = E
∑
j≥0
wj
2 = E
∑
j≥1
w2j
+ E
∑
i 6=j
wiwj
+ E [w20] ,
and by a monotone convergence argument we get, 1− ρ = ∑i 6=j E [wiwj ] + E [w20],
where
∑
i 6=j aiaj denotes
∑
i≥0
∑
j≥0 aiaj1{i 6=j}. Secondly, since f and g are bounded
and µ is a random probability measure we have that µ(|f |),µ(|g|) <∞. Then,
µ(f)µ(g) =
∑
j≥1
wjf(ξj) + w0µ0(f)
∑
j≥1
wjg(ξj) + w0µ0(g)

=
∑
j≥1
w2jf(ξj)g(ξj) +
∑
i,j≥1
i 6=j
wiwjf(ξi)g(ξj) +
∑
j≥1
w0wjg(ξj)
µ0(f)
+
∑
j≥1
w0wjf(ξj)
µ0(g) + w20µ0(f)µ0(g).
Now, if M is a bound for f , and N is a bound of g we have that for every n ≥ 1,
|∑nj=1 wjw0f(ξj))| ≤ M , |∑nj=1 wjw0g(ξj))| ≤ N , |∑nj=1 w2jf(ξj)g(ξj)| ≤ MN ,
and |∑ni=1∑nj=1 wiwjf(ξj)g(ξi)1{i 6=j}| ≤ MN . Thus, by linearity of the expecta-
tion, Lebesgue dominated convergence theorem, and as (ξj)j≥1
iid∼ µ0 independently
of the weights, we obtain
E [µ(f)µ(g)]
=
∑
j≥1
E
[
w2j
]
E [f(ξj)g(ξj)] +
∑
i,j≥1
i 6=j
E [wiwj ]E [f(ξi)]E [g(ξj)] + E
[
w20
]
µ0(f)µ0(g)
+
∑
j≥1
E [w0wj ]E [g(ξj)]
µ0(f) +
∑
j≥1
E [w0wj ]E [f(ξj)]
µ0(g).
=
∑
j≥1
E
[
w2j
]
µ0(fg) +
∑
i 6=j
E [wiwj ]µ0(f)µ0(g) + E
[
w20
]
µ0(f)µ0(g)
= ρµ0(fg) + (1− ρ)µ0(f)µ0(g).
This proves the third part of the lemma, and the choice g = f gives the second
part.
D.5 Proof of Theorem 2.5
Proof. We may assume without loss of generality that all the species sampling pro-
cesses are defined on the same probability space. First we prove (i), let f : S → R
be a continuous and bounded function. Since f is continuous it is also measurable,
and by Lemma 2.4 we have that
E
[{
µ(n)(f)− µ0(f)
}2]
= E
[{
µ(n)(f)
}2]− 2E [µ(n)(f)]µ0(f) + {µ0(f)}2
= ρ(n) µ
(n)
0
(
f2
)
+
(
1− ρ(n)
){
µ
(n)
0 (f)
}2 − 2µ(n)0 (f)µ0(f) + {µ0(f)}2 .
(24)
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By hypothesis we know that µ
(n)
0
w→ µ0 and ρn → 0, as n→∞, by taking limits in
(24), we found that
E
[{
µ(n)(f)− µ0(f)
}2]→ 0,
as n→∞. That is, µ(n)(f) converges to µ0(f) in L2, which implies µ(n)(f) d→ µ0(f).
Since f was chosen arbitrarily, this proves (i) for the species sampling processes.
Given that S and P(S) are Polish, we might construct on some probability space(
Ωˆ, Fˆ , Pˆ
)
some exchangeable sequences
{
Xˆ(n) =
(
xˆ
(n)
i
)
i≥1
}
n≥1
, such that Xˆ(n)
is directed by a species sampling process, µˆ(n), with base measure µ
(n)
0 and tie
probability ρ(n), and where µˆ(n) converges weakly almost surely to µ0, as n → ∞.
Fix m ≥ 1 and B1, . . . , Bm ∈ BS . Since µ0 is diffuse, Bi is a µ0-continuity set, and
by the Portmanteau theorem we know µˆ(n)(Bi)→ µ0(Bi) almost surely as n→∞.
This together with the representation theorem for exchangeable sequences imply
Pˆ
[
m⋂
i=1
(
xˆ
(n)
i ∈ Bi
) ∣∣∣∣∣ µˆ(n)
]
=
m∏
i=1
µˆ(n)(Bi)→
m∏
i=1
µ0(Bi),
almost surely, as n→∞, and by taking expectations we obtain
Pˆ
[
m⋂
i=1
(
xˆ
(n)
i ∈ Bi
)]
→ Eˆ
[
m∏
i=1
µ0(Bi)
]
=
m∏
i=1
µ0(Bi) = Pˆ
[
m⋂
i=1
(xˆi ∈ Bi)
]
,
where Xˆ = (xˆi)i≥1
iid∼ µ0. Thus
(
x
(n)
i
)
i≥1
d
= Xˆ(n)
d→ Xˆ as n → ∞, and we have
proven (i).
To prove (ii) let w
(n)
1 ≥ w(n)2 ≥ · · · be the decreasingly ordered weights of µ(n)
and let ξ
(n)
j be the atom corresponding to w
(n)
j . Let us denote w
(n)
0 = 1−
∑
j≥1 w
(n)
j .
Recall that
ρ(n) =
∑
j≥1
E
[(
w
(n)
j
)2]
(25)
and by the proof of Lemma 2.4 we also know
1− ρ(n) = E
[(
w
(n)
0
)2]
+
∑
i 6=j
E
[
w
(n)
j w
(n)
i
]
(26)
for n ≥ 1. Since the weights are decreasing, we must have that for every i ≥ j ≥ 2,
E
[
w
(n)
i w
(n)
j
]
≤ E
[
w
(n)
i w
(n)
j−1
]
, hence
∑
i 6=j
E
[
w
(n)
i w
(n)
j
]
≥
∑
j≥2
∑
i≥j
E
[
w
(n)
i w
(n)
j
]
≥
∑
j≥2
E
[(
w
(n)
j
)2] ≥ 0,
for n ≥ 1. By taking limits, as n → ∞, in (26) we found ∑j≥2 E [(w(n)j )2] → 0,
which together with (25) proves that E
[(
w
(n)
1
)2] → 1. Since 0 ≤ w(n)1 ≤ 1, and∑
j≥0 E
[
w
(n)
j
]
= 1, we obtain
E
[
w
(n)
1
]
→ 1 and
∑
j 6=1
E
[
w
(n)
j
]
→ 0, (27)
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as n → ∞. Seeing that all the corresponding spaces are Polish, and µ(n)0 w→ µ0,
we might construct on a probability space
(
Ωˆ, Fˆ , Pˆ
)
, some independent sequences,(
ξˆ
(n)
j
)
j≥1
iid∼ µ(n)0 , and
(
wˆ
(n)
j
)
j≥1
d
=
(
w
(n)
j
)
j≥1
, such that ξˆ
(n)
j → ξˆj ∼ µ0, almost
surely, as n→∞, independently for j ≥ 1. Define µˆ(n) = ∑j≥1 wˆ(n)j δξˆ(n)j +wˆ(n)0 µ(n)0 ,
where wˆ
(n)
0 = 1−
∑
j≥1 wˆ
(n)
j . Then for any continuous and bounded function, f , by
Lemma 2.4
E
[{
µˆ(n)(f)− δξˆ1(f)
}2]
= E
[{
µˆ(n)(f)
}2]− 2E [µˆ(n)(f) f (ξˆ1)]+ E [{f (ξˆ1)}2]
= ρ(n) µ
(n)
0
(
f2
)
+
(
1− ρ(n)
){
µ
(n)
0 (f)
}2 − 2E [µˆ(n)(f) f (ξˆ1)]+ µ0(f2).
(28)
As f is bounded, we can write
E
[
wˆ
(n)
1
]
E
[
f
(
ξˆ
(n)
1
)
f
(
ξˆ1
)]
−M2
∑
j 6=1
E
[
wˆ
(n)
j
]
≤ E
[
µˆ(n)(f) f(ξˆ1)
]
≤ E
[
wˆ
(n)
1
]
E
[
f
(
ξˆ
(n)
1
)
f
(
ξˆ1
)]
+M2
∑
j 6=1
E
[
wˆ
(n)
j
]
where M is a bound of f . By taking limits as n → ∞ in the last equation and by
(27), we get
E
[
µˆ(n)(f) f
(
ξˆ1
)]
→ E
[{
f
(
ξˆ1
)}2]
= µ0(f
2).
Hence, by making n→∞ in (28), we obtain
E
[{
µˆ(n)(f)− δξˆ1(f)
}2]→ 0.
That is µˆ(n)(f) → δξˆ1(f) in L2, which implies µ(n)(f)
d
= µˆ(n)(f)
d→ δξˆ1(f). As
this holds for every continuous and bounded function, f , we obtain µ(n)
dw→ δξˆ1 , as
n → ∞. Set xˆ = ξˆ1, under analogous arguments as in (i), we may assume without
loss of generality that µˆ(n) converges weakly almost surely to δxˆ as n → ∞, and
consider exchangeable sequences
{
Xˆ(n) =
(
xˆ
(n)
i
)
i≥1
}
n≥1
, such that Xˆ(n) is directed
by µˆ(n). Fixm ≥ 1 andB1, . . . , Bm ∈ BS . The diffuseness of µ0 implies that xˆ 6∈ ∂Bi
almost surely, so that outside a Pˆ-null set, Bi is a δxˆ-continuity set, and using the
Portmanteau theorem we obtain µ(n)(Bi)→ δxˆ(Bi), almost surely, as n→∞. The
representation theorem for exchangeable sequences assures
Pˆ
[
m⋂
i=1
(
xˆ
(n)
i ∈ Bi
) ∣∣∣∣∣ µˆ(n)
]
=
m∏
i=1
µˆ(n)(Bi)→
m∏
i=1
δxˆ(Bi),
almost surely, as n→∞, and by taking expectations we get
Pˆ
[
m⋂
i=1
(
xˆ
(n)
i ∈ Bi
)]
→ Eˆ
[
m∏
i=1
δxˆ(Bi)
]
= Pˆ [xˆ ∈ B1, . . . , xˆ ∈ Bm] .
Hence X(n)
d
= Xˆ(n)
d→ (xˆ, xˆ, . . .) as n→∞.
33
Acknowledgements
The first author was supported by CONACyT PhD scholarship program. Both
authors gratefully acknowledge the support of PAPIIT Grant IG100221.
References
[1] Aldous, D. J. Exchangeability and related topics. In E´cole d’e´te´ de proba-
bilite´s de Saint-Flour, XIII—1983, vol. 1117 of Lecture Notes in Math. Springer,
Berlin, 1985, pp. 1–198.
[2] Billingsley, P. Convergence of Probability Measures. Wiley series in proba-
bility and statistics. John Wiley and Sons Inc., 1968.
[3] Bissiri, P., and Ongaro, A. On the topological support of species sampling
priors. Electron. J. Stat. 8, 1 (2014), 861–882.
[4] Bissiri, P. G., Ongaro, A., and Walker, S. G. Species sampling models:
consistency for the number of species. Biometrika 100, 3 (Apr. 2013), 771–777.
[5] Blackwell, D., and MacQueen, J. Ferguson distributions via Po´lya urn
schemes. Ann. Stat. 1 (1973), 353–355.
[6] Blasi, P. D., Favaro, S., Lijoi, A., Mena, R. H., Prunster, I., and
Ruggiero, M. Are gibbs-type priors the most natural generalization of the
dirichlet process? IEEE Trans. Pattern Anal. Mach. Intell. 37, 2 (Feb. 2015),
212–229.
[7] De Blasi, P., Mart´ınez, A. F., Mena, R., and Pr´’runster, I. On
the inferencial implications of decreasing weights structures in mixture models.
Comput. Stat. Data Anal. 147 (2020).
[8] de Finetti, B. Funzione caratteristica di un fenomeno aleatorio. Atti della R.
Academia Nazionale dei Lincei, Serie 6. Memorie, Classe di Scienze Fisiche,
Mathematice e Naturale 4 (1931), 251–299.
[9] Favaro, S., Lijoi, A., Nava, C., Nipoti, B., Pru¨nster, I., and Teh,
Y. W. On the stick-breaking representation for homogeneous NRMIs. Bayesian
Anal. 11, 3 (Sept. 2016), 697–724.
[10] Favaro, S., Lijoi, A., and Pru¨nster. On the stick-breaking representation
of normalized inverse Gaussian priors. Biometrika 99 (2012), 663–674.
[11] Ferguson, T. A Bayesian analysis of some nonparametric problems. Ann.
Stat. 1, 2 (1973), 209–230.
[12] Fuentes-Garc´ıa, R., Mena, R. H., and Walker, S. G. A new Bayesian
nonparametric mixture model. Commun. Stat. Simul. Comput. 39, 4 (2010),
669–682.
[13] Fuentes-Garc´ıa, R., Mena, R. H., and Walker, S. G. Modal posterior
clustering motivated by hopfield’s networkl. Comput. Stat. Data Anal. 137
(2019), 92–100.
34
[14] Ghosal, S., and van der Vaart, A. Fundamentals of Nonparametric
Bayesian Inference. Cambridge Series in Statistical and Probabilistic Math-
ematics. Cambridge University Press, 2017.
[15] Gil-Leyva, M. F., Mena, R. H., and Nicoleris, T. Beta-Binomial stick-
breaking non-parametric prior. Electron. J. Stat. 14 (2020), 1479–1507.
[16] Hewitt, E., and Savage, L. Symmetric measures on Cartesian products.
Trans. Am. Math. Soc. 80 (1955), 470–501.
[17] Hjort, N., Holmes, C., Mu¨ller, P., and Walker, S. G. Bayesian Non-
parametrics. Cambridge Series in Statistical and Probabilistic Mathematics.
Cambridge University Press, 2010.
[18] Ishwaran, H., and James, L. F. Gibbs sampling methods for stick-breaking
priors. J. Am. Stat. Assoc. 96, 453 (2001), 161–173.
[19] James, L. F., Lijoi, A., and Pru¨nster, I. Posterior analysis for normalized
random measures with independent increments. J. R. Stat. Soc. Series B Stat.
Methodol. 36, 1 (2009), 76–97.
[20] Jang, G. H., Lee, J., and Lee, S. Posterior consistency of species sampling
priors. Stat. Sin. 20 (2010), 581–593.
[21] Kallenberg, O. Random Measures, Theory and Applications, first ed., vol. 77.
Springer, 01 2017.
[22] Kingman, J. F. C. Random discrete distributions (with discussion). J. R.
Stat. Soc. Series B Stat. Methodol. 37, 1 (Sept. 1975), 1–22.
[23] Lijoi, A., Mena, R., and Pru¨nster, I. Bayesian non-parametric estimation
on the probability of discovering a new species. Biometrika 94, 4 (2007), 769–
786.
[24] Mena, R., and Walker, S. G. On the Bayesian mixture model and identi-
fiability. J. Comput. Graph. Stat. 24 (2015), 1155–1169.
[25] Parthasarathy, K. R. Probability measures on metric spaces. Academic
press, New York, 1967.
[26] Pitman, J. Exchangeable and partially exchangeable random partitions.
Probab. Theory Relat. Fields 102 (1995), 145–158.
[27] Pitman, J. Random discrete distributions invariant under size-biased permu-
tation. Adv. Appl. Probab. 28, 2 (1996), 525–539.
[28] Pitman, J. Combinatorial stochastic processes., first ed., vol. 1875 of E´cole
d’e´te´ de probabilite´s de Saint-Flour. Springer-Verlag Berlin Heidelberg, New
York, 2006.
[29] Regazzini, E., Lijoi, A., and Pru¨nster, I. Distributional results for means
of normalized random measures with independent increments. Ann. Stat. 31, 2
(2003), 560–585.
35
[30] Sethuraman, J. A constructive definition of Dirichlet priors. Stat. Sin. 4
(1994), 639–650.
[31] Walker, S. G. Sampling the Dirichlet mixture model with slices. Commun.
Stat. Simul. Comput. 36, 1 (2007), 45–54.
[32] Yamato, H. Expectations of functions of samples from distributions chosen
from dirichlet processes. Fac. Sci. Kagoshima Univ. Math. Phys. Chem. 17
(1984), 1–8.
36
