Definitions and characterizations of pseudospectra are given for rectangular matrix polynomials expressed in homogeneous form:
Introduction
A polynomial matrix (or λ-matrix) has the form
where A k ∈ C m×n , k = 0: d. Associated with P (λ) is the polynomial eigenvalue problem of finding eigenvalues λ and corresponding (right) eigenvectors x / = 0 satisfying P (λ)x = 0. Most often in theory and applications the matrices A i are square, but rectangular polynomial matrices arise in certain cases, including in control theory (see Section 6) and game theory [19] .
Pseudospectra, developed and popularized mainly by Trefethen and his co-workers [6, 24, 25] are a valuable tool for assessing the global sensitivity of matrix eigenvalues to perturbations in the matrix. Most research has focussed on pseudospectra of standard and generalized eigenvalue problems. Pseudospectra for square matrix polynomials were defined and characterized by the present authors in [21] , with the (pseudo)eigenvalues restricted to being finite. For m = n, the scalar polynomial det P (λ) has degree r dn. If r < dn (which can occur only when A d is singular), then P has dn − r infinite eigenvalues, and problems with infinite eigenvalues arise in various applications.
While the polynomial eigenvalue problem is usually written as P (λ)x = 0, this representation has the disadvantage that it gives special emphasis to infinite eigenvalues, which leads to difficulties in characterizing and computing pseudospectra for arbitrary P. An elegant alternative is to rewrite the problem in the homogeneous form 2) in which an eigenvector is represented by the pair (α, β) ∈ C 2 (or by any nonzero multiple of that pair), with (α, β) / = (0, 0) [4] . In the case d = 1 this representation reduces to the well-known βAx = αBx form of the generalized eigenproblem Ax = λBx, which is used to good effect in [18] , for example. Clearly, λ ≡ α/β for β / = 0, and infinite eigenvalues are represented by pairs with β = 0. We now have two ways of regarding eigenvalues (and pseudoeigenvalues) of matrix polynomials: as pairs (α, β) ∈ C 2 or as numbers λ in the extended complex plane C := C ∪ {∞}. In this work we extend the definition and characterization of pseudospectra to rectangular matrix polynomials in the homogeneous form (1.2), thereby accommodating infinite (pseudo)eigenvalues. We show how to visualize these general pseudospectra and we use pseudospectra to gain insight into the nearest nonregular polynomial and the nearest uncontrollable system. Indeed, these nearness problems lead to the questions of whether the -pseudospectrum is empty or whether it is the whole extended complex plane, both of which can be answered in terms of the characterization of the -pseudospectrum given in Theorem 2.1 below.
The outline of the paper is as follows. In Section 2, we present the basic theory. In Section 3, we illustrate the value of pseudospectra for polynomials using Wilkinson's notorious scalar polynomial. The standard techniques for visualizing pseudospectra can give misleading and incomplete information in the presence of infinite (pseudo)-eigenvalues. We show in Section 4, how representing pseudospectra on the Riemann sphere, via stereographic projection, overcomes these difficulties. In Section 5, we show that a lower bound for the distance to the nearest nonregular matrix polynomial can be obtained in terms of pseudospectra, while a pseudospectra-based lower bound for the distance to uncontrollability for a dth order system is obtained in Section 6, this lower bound being an equality in the case of monic linear polynomials (d = 1). In Section 7, we explain why it can be important to incorporate structure in the definition of pseudospectra and illustrate how this can be done for a linearly structured quadratic polynomial arising in a mass-spring problem. Finally, in Section 8 we give concluding remarks.
Pseudospectra for rectangular polynomials
In the following we write
For any subordinate matrix norm we define the -pseudospectrum of P by
The ν k are nonnegative parameters that allow freedom in how perturbations are measured-for example, ν k ≡ 1 gives an absolute measure and ν k = A k a relative measure. By setting ν k = 0 we can force A k = 0 and thus keep A k unperturbed.
The following more general result applies to rectangular P in homogeneous form. Theorem 2.1.
3)
4)
where
Proof. Let S denote the set on the right-hand side of (2.3). If (α, β) ∈ (P ), then P (α, β)x = − P (α, β)x, which implies
We now assume that (α, β) ∈ S and must show that (α, β) ∈ (P ). Let min x =1 P x =: P w , y = P w.
There exists H ∈ C m×n of unit norm such that [10, Lemma 6.3] H w = −y/ y . Let E = y H . Then (P + E)w = y + y H w = 0 and
We now apportion E between the A k by defining
where, for complex z,
and
is a simple rewriting of (2.3) for β / = 0.
Pseudospectra for rectangular P arise in approximating pseudospectra (A) of a square matrix A via the Arnoldi iteration [23, 28] . It is shown in [23] that if A is unitarily similar to a Hessenberg matrix H and
and thus (A) can be approximated by (H k ) for some suitable k. In [23] the H k are generated by the Arnoldi iteration and in [28] by the Arnoldi iteration with implicit restarts, using the ARPACK software [14] . Other applications of pseudospectra for rectangular matrix polynomials are in control theory (see Section 6) and, potentially, in game theory [19] .
We observe that, when m > n, P has no eigenvalues in general, since for λ to be an eigenvalue P (λ) must be rank deficient, which requires a special relationship between the A i defining P. Similarly, (P ) is empty for all sufficiently small , in general. The next result makes this statement more precise, and is an immediate consequence of Theorem 2.1.
Corollary 2.2.
(P ) / = ∅ if and only if
An important special case is square matrices (m = n). The square matrix polynomial P is said to be regular if det P (α, β) ≡ 0, and this condition certainly holds if A d is nonsingular. If P is nonregular, then (P ) = C for all and pseudospectra provide no useful information. Therefore when m = n our interest is in regular polynomials.
The topology of pseudospectra of a matrix polynomial differs in some respects from that for a single matrix, as noted by Lavallée [13] (
, then infinity is not an -pseudoeigenvalue and (P ) is bounded in C.
Suppose A d is singular and let
Then (P ) = C for all * .
Scalar polynomials
When m = n = 1, P is a scalar polynomial, and this case has previously been treated by Mosier [15] and Toh and Trefethen [22] . We give a scalar example that provides an excellent illustration of the utility of pseudospectra for polynomials.
We consider Wilkinson's notorious polynomial [26, pp. 41-43] and [27] q(z)
. Although the polynomial looks innocuous when expressed in factored form, it is well known that the roots are extremely sensitive to perturbations in the coefficients of the expansion q(z) = z 20 − 210z 19 + · · · + 20! Wilkinson showed that a perturbation of just −2 −23 to the z 19 term is enough to make the roots 10, . . . , 19 become complex. From (2.4) we have
where p(|λ|) = ν 20 |λ 20 | + ν 19 |λ 19 | + · · · + ν 0 . We can produce a graphical representation of the pseudospectra by evaluating log 10 |q(λ)|/p(|λ|) on a grid of points λ in the complex plane and using a contour plotter to plot the boundaries of the pseudospectra corresponding to the of interest. Fig. 1 shows the pseudospectra for = 
Visualizing pseudospectra
The standard way to visualize pseudospectra is to evaluate σ min (P (z))/p(|z|) over a finite region of the complex plane and plot level curves, as we did for m = n = 1 in the previous section. Here, σ min denotes the smallest singular value, and throughout this section the norm is the 2-norm. This technique was used in [21] for matrix polynomials with finite eigenvalues, and several efficient numerical methods for the evaluation were developed. In the presence of infinite eigenvalues the resulting plots can be puzzling. Consider the example
The eigenvalues are 0, 0, ∞, ∞. Boundaries of four -pseudospectra are plotted in the region −5 Re(z), Im(z) 5 in Fig. 2 . The plot appears to contradict the nesting property 1 in Theorem 2.3, since the outer 10 −1.25 -pseudospectral curve appears to include the 10 −0.75 -pseudospectrum. The explanation is that it is the points z outside the outer 10 −1.25 curve that are in the 10 −1.25 pseudospectrum, these being "associated" with the eigenvalues at infinity. Clearly, then, standard pseudospectral plots can be hard to interpret when there are infinite eigenvalues, and we need to give up the standard strategy of focusing on a finite region of the complex plane. Instead we will represent pseudospectra on the Riemann sphere using stereographic projection, as done by Lavallée [13] in the case of pencils. Imagine a unit sphere bisected by the complex plane, with the centre of the sphere coinciding with the plane's origin. For any point z ∈ C we construct the line joining it to the north pole of the sphere and map z to the intersection of the line with the sphere. The north pole itself corresponds to z = ∞.
With this approach we impose a grid on the sphere and for each grid point we determine the corresponding z in the complex plane, compute
and assign its value to that grid point. We then either plot just the parts of the sphere that correspond to a particular -pseudospectrum, or plot the whole sphere with contours or colouring to indicate the pseudospectral regions for a range of . There are many ways of generating points on a sphere in an "equidistributed" sense; see [17] , for example. In all the examples we report, we generated the points using MATLAB's sphere function, which generates points on equally spaced great circles passing through the north pole. For the example (4.1), straightforward calculations yield the explicit formula
This formula shows that the -pseudospectrum comprises distinct sets around the eigenvalues at 0 and ∞ that approach each other as increases from 0, until at = 2/3 the sets meet and the pseudospectrum is the whole plane. Fig. 3 shows four of the pseudospectra. Note that in all our plots points z in the -pseudospectrum are shaded according to the value of (4.2), in order to provide more information and to give some texture to the surface plotted. The plots are produced in MATLAB using the surf function, and MATLAB's 3D rotation facilities allow the sphere to be rotated and viewed from any angle.
Nearest nonregular matrix polynomial
Regularity is a nonsingularity property commonly required of square matrix polynomials in applications. The distance from a regular polynomial to the nearest nonregular one is therefore of much interest. However, even in the case of matrix pencils, no formula or computational algorithm for evaluating the distance is known, although numerous upper and lower bounds are obtained in [3] . Pseudospectra provide some insight into this problem, as we now indicate.
The distance from a regular matrix polynomial to the nearest nonregular polynomial can be defined by δ(P ) = min : det(P (α, β) + P (α, β)) ≡ 0 for all α, β and
where P is defined in (2.1). From definition (2.2) of (P ) it is clear that
In general there is strict inequality, because to achieve δ(P ) we need a single perturbation P that makes every z ∈ C an eigenvalue, whereas in the minimum on the right-hand side of (5.2) a different perturbation may be required for each pseudoeigenvalue. From Theorem 2.1, taking the 2-norm, we can rewrite this lower bound as
and we can approximate the lower bound arbitrarily closely by sampling on a subset of the Riemann sphere. We note that for matrix pencils (d = 1) our estimate for δ(P ) is equivalent to that in [3, Section 5.2] , where an example is given for which (5.2) is a strict inequality. Our observation is that for a general d a lower bound can be obtained in terms of pseudospectra and computational tools for pseudospectra can then be exploited.
To illustrate, we consider an example from [3, Example 14], which arises from a two-dimensional, three-link mobile manipulator modelled as a time-invariant linear descriptor control system
with 8 × 8 coefficient matrices of the form
The numerical values of A and E are given in [3] . The pencil P (λ) = A − λE must be regular to guarantee that a unique solution x exists for all sufficiently smooth controls u. The question of interest is how far the system is from being nonregular. We take ν k ≡ 1 in (5.1) and use the 2-norm. Fig. 4 shows the 0.003-pseudospectrum; since it contains holes, this pseudospectrum is clearly not C. This figure is based on 50 2 sample points on the sphere, and taking the maximum value of σ min (P (α, β))/p(|α|, |β|) over the sample points we obtain, from (5.3), δ(P ) 5.394 × 10 −3 . Increasing the number of sample points in steps to 500 2 gives δ(P ) 5.489 × 10 −3 , which appears to agree with the desired lower bound in (5.3) in at least its first two digits. From the bounds computed in [3, Table 2 ] we know that (after accounting for the slightly different way of measuring the perturbations used in [3] ) δ(P ) 1.1 × 10 −2 , which is consistent with our findings. There is more to this example than there first appears, however. More details of the mobile manipulator model are given in [1] , where it is explained that the original model is a second-order system. The form (5.4) is obtained by linearization, which accounts for some of the zero blocks in (5.5). When we apply definition (5.1)-(5.4) we are allowing these zero blocks to be perturbed and thereby underestimating the distance to nonregularity of the original system. The system in its second-order form is
Mẍ(t) + Dẋ(t) + Kx(t) = Bu(t), y(t) = Cx(t),
where the coefficient matrices are 5 × 5 and of the form
By taking P the appropriate quadratic polynomial in (5.1) and again setting ν k ≡ 1, we find the lower bound in (5.3) to be 5.235 × 10 −3 , based on 500 2 sample points. That the lower bound is now smaller is at least partly accounted for by the fact that our normwise measures of the perturbations in (5.1) are not comparable for (5.5) and (5.6), owing to the different mixing of the blocks and the fact that norms of M 0 , D 0 , K 0 and F 0 vary over a couple of orders of magnitude. However, we note that even by treating (5.6) directly we are still not fully respecting the structure, because we are perturbing zero blocks that the derivation of the system shows should remain zero. In this example we really need a "structured distance to the nearest nonregular polynomial" and a lower bound based on the corresponding structured pseudospectrum. We return to the incorporation of structure in Section 7.
Nearest uncontrollable system
We consider dth order continuous dynamical systems of the form
with initial conditions
Usually, such a system is converted to a bigger system of first-order (d = 1) equations and standard techniques for descriptor systems are applied. Here, we treat the system in its original form.
System (6.1) is completely controllable if
(This condition is equivalent to that obtained by converting to a first-order system and applying the definition of controllability of a descriptor system given, for example, in [2] .) The significance of a controllable pair is that for any initial state
, there is an input u(t) and a finite t 1 so that the solution x(t) with
in other words, the system can be "controlled" to arrive at any final state.
In the case of a standard state-space systeṁ
various authors have investigated the distance from a controllable system to the nearest uncontrollable one, first defined by Paige [16] δ(A, B) = min :
We generalize this distance to polynomial systems. We consider the perturbed system where the rectangular polynomials
If the constraint in (6.9) is satisfied, then (α, β) belongs to the -pseudospectrum of Q, where, in (2.2), ν k ≡ 1 and, to account for the transposes, the norm is the dual · D of the norm underlying (6.7). But note that Q is a structured perturbation with repeated B T entries, whereas a perturbation in the definition of (Q) can perturb each occurrence of B T differently. Hence
Using Corollary 2.2 this inequality may be rewritten as
If A d is nonsingular and remains unperturbed, then an alternative choice of f is f (α, β) = β d ; then (6.8) is an equality, since when β = 0 and α / = 0,
In this case, (6.10) holds with ν d = 0 in (2.2) and
For standard state-space systems we have P (α, β) = αI − βA, so A d = I is nonsingular and not subject to perturbation. With f chosen as in the previous paragraph, (6.8) gives
By using Theorem 2.1 and Corollary 2.2 we obtain the equalities
and, recalling that we can exclude β = 0,
For the 2-norm, (6.12) is obtained by Gracia and de Hoyos [7] , while (6.13) becomes
, which is a result of Eising [5] . For efficient computational methods for evaluating δ 2 (A, B) to moderate or high accuracy we refer to Gu [8] and the references therein. Note that it is possible to reduce the dth order system (6.1) to the form (6.3) if A d is nonsingular, after which we have the exact expression (6.13) for δ (A, B) . However, the reduced system has a great deal of structure that is not reflected in the definition of δ(A, B) and so δ(A, B) is a lower bound for the distance δ(A d , . . . , A 0 , B) that is really of interest-one likely to be inferior to (6.11) .
To illustrate, we consider the flow of electric current i(t) in a simple RLC circuit composed of an inductor with inductance L, a resistor with resistance R, a capacitor with capacitance C, and a source with voltage v s , as illustrated in Fig. 5 . The Kirchhoff loop rule requires that the sum of the changes in potential around the circuit must be zero, so
Differentiation of (6.14) gives the second-order differential equation
With some suitable choice of output matrix we obtain a scalar polynomial system of the form (6.1) with
With L = 1.1, C = 10 −4 and R = 2, our calculations using the alternative formula (6.11) indicate that the lower bound is 0.989, showing that the system is far from being uncontrollable.
Structured -pseudospectrum
As we have seen in the previous two sections, the matrix polynomials for which pseudospectra must be computed can be highly structured: meaningful perturbations can be limited to ones having a particular sparsity pattern, and the nonzero elements may depend linearly on a set of parameters. The importance of exploiting structure in the definition of pseudospectra can be illustrated with a damped mass-spring system described in [20] . The vibration of this system is governed by a second-order differential equation that leads to the quadratic matrix polynomial P (α, β) = α 2 M + αβD + β 2 K, where the mass matrix M = diag(m 1 , . . . , m n ) is diagonal and the damping matrix D and stiffness matrix K are symmetric tridiagonal and defined by
, where δ ij is the Kronecker delta. Hence the n × n matrix P (α, β) is symmetric tridiagonal and depends on just 5n − 2 parameters. From Fig. 6 we see that all the eigenvalues are sensitive to normwise perturbations but the most negative eigenvalues are relatively insensitive to componentwise perturbations. However, the componentwise pseudospectrum does not respect the This structured pseudospectrum, which represents the true problem sensitivity to the relative perturbations of size 5 × 10 −2 in the masses and spring and damper constants, differs significantly from the first two. As noted in [21] , the -pseudospectrum of a matrix polynomial can be expressed as the set of approximate eigenvalues whose normwise backward error is less than , for a suitable definition of backward error. This fact was exploited in [21] to obtain an elegant characterization of pseudospectra for n × n matrix polynomials under structured perturbations of the form
are fixed and all the elements of ∈ C s×t are parameters. This class of perturbations arises often in control theory, but it does not represent all possible linearly structured perturbations; in particular, the perturbations for the spring problem cannot be expressed in this form.
Linearly structured backward errors for generalized eigenvalue problems have been defined and investigated by Higham and Higham [9] . The theory in [9] extends in a straightforward manner to matrix polynomials and can be used to obtain an expression for the -pseudospectrum of a matrix polynomial with respect to arbitrary linearly structured perturbations. Rather than present this extension in the general case, we describe here how the theory works for the spring example.
Define the perturbation M = diag( m 1 , . . . , m n ), with D and K defined analogously to D and K in terms of d i and k i . We define the structured -pseudospectrum of P (α, β) = α 2 and
Assuming that the underdetermined system (7.2) is consistent, we want the minimum norm solution, which for the 2-norm is −G + r, where G + is the pseudoinverse. The 2-norm structured pseudospectrum can therefore be expressed as Checking whether (α, β) ∈ (P ) requires solving a global nonlinear minimization problem, and it is not clear how to exploit the special form of the objective function. A similar development can be given for the case of arbitrary linear structure.
Concluding remarks
Most existing work on pseudospectra deals with a single matrix. Here and in [21] we have shown that pseudospectra can be defined, computed and visualized for arbitrary rectangular matrix polynomials. The key to dealing with infinite (pseudo)eigenvalues is to work with the polynomial in homogeneous form.
That pseudospectra play a role in control theory has been known for some time [11, 12] . We considered here the control theory applications of finding the distance to the nearest nonregular matrix polynomial and the distance to the nearest uncontrollable system, and we obtained new lower bounds (that are in some cases exact in the latter problem) with the aid of pseudospectra.
A theme underlying the work here and in [21] is that the -pseudospectrum is much more than a tool for understanding the sensitivity of eigenvalues: it is a fundamental object that arises in a variety of matrix problems, particularly those in control theory. The reason for this central role can be traced to Theorem 2.1, which encapsulates an important equality (2.3) , that is key to the analysis of many problems. We have shown that it is helpful to isolate this equality, express it in terms of pseudospectra, and then use it as a tool in the analysis of other matrix problems whose connection with pseudospectra is not at first sight apparent.
