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There are several competing models trying to explain the physi-
cal processes behind auroral breakup, an event where aurora suddenly
increases in strength during a magnetospheric substorm. A one dimen-
sional (1D) model for thinning of the Earth’s plasma sheet according
to the Current Disruption (CD) scenario of auroral breakup was intro-
duced by Chao et al. [J. K. Chao et al., Planet. Space Sci. 25, 703
(1977)], and the model’s results form the basis for satellite observations
which attempt to determine the CD model’s validity. In this thesis, the
1D model is extended to a simple two dimensional (2D) ideal magne-
tohydrodynamic (MHD) configuration and simulated. In both simpli-
fied models, an initial disturbance launches a rarefaction wave towards
the magnetotail, which is considered a signature component of the CD
model.
In this thesis, overview of the problem and the physical background
of auroral breakup are described in Chapter 1.
The ideal MHD equations, their properties, and their formulation
as a system of conservation laws are introduced in Chapter 2. The
diagonalization procedure based on the theory of characteristics, which
will be used when constructing the simulation scheme, is also described.
The development of the simulation code for the MHD equations
in their conservation law formulation is presented in Chapter 3. The
spatial integration uses the Essentially Non-Oscillatory (ENO) scheme
applied to the diagonalized system of MHD equations, while the time
stepping uses the three-stage third-order Runge–Kutta scheme.
Chapter 4 reproduces Chao’s 1D model, where the plasma sheet
thinning is modeled in two distinct stages. First, a rarefaction wave
propagates tailward at sound velocity, lowering the sheet pressure; sec-
ond, the sheet–lobe boundary is assumed to move inwards, reducing the
thickness of the plasma sheet. The problem is then reformulated it so
it can be extended to 2D.
Chapter 5 is the heart of this thesis; the 1D plasma sheet model
is extended to 2D, where the north and south lobe magnetic fields are
included in the simulation, simulated under a wide range of parameters,
iii
and the results analyzed. In the extended model, due to sheet recom-
pression, the rarefaction wave is weakened almost to the point of disap-
pearance, with a corresponding drastic weakening of the pressure drop
in the plasma sheet. However, the thinning continues to propagate, al-
beit at a slower velocity than the 1D model suggests; this indicates that
the rarefaction wave is not a sole component of plasma sheet thinning.
The propagation velocity is also strongly influenced by the strength of
the lobe magnetic field, which was outside the scope of the 1D model.
Additionally, the thinning front is preceded by a wave train of pulses
with slightly increased pressure.
To analyze the simulation results, they were decomposed into their
component MHD waves to determine the dominant components. The
decomposition confirmed the weakening of the rarefaction wave in the
plasma sheet, and showed that the wave train preceding the thinning
front consists of fast-mode MHD waves (sound waves). The thinning
itself appears to be driven by the slow-mode waves in the magnetic
lobes impacting the sheet–lobe boundary, where the slow magnetosonic
velocity is sharply reduced, which launches fast-mode waves across the
sheet through mode conversion.
Finally, the conclusion is given in Chapter 6, and followed by several
appendices. The results of the simulation hint that the presence or ab-
sence of the rarefaction wave in the plasma sheet may not be sufficient
to determine validity of the CD model. Furthermore, a comparison with
the observational data shows that the propagation velocity of the thin-
ning front and the reduction in sheet thickness are within the plausible
range of values. This indicates that current observational methods may
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Space is big. You just won’t believe how vastly, hugely, mind-
bogglingly big it is. I mean, you may think it’s a long way down the
road to the chemist’s, but that’s just peanuts to space.
—Douglas Adams, The Hitchhiker’s Guide to the Galaxy
As the late-and-great Douglas Adams so artfully describes, space is vast,
and the distances involved are enormous. Unfortunately, this creates some
problems when attempting to decipher the physical workings of events tak-
ing place off-planet. The development of space programs and slow but steady
reductions in launch costs has allowed for deployment of a great many satel-
lites and satellite constellations, whose observational data has been invaluable
in determining, among other things, the structure and behavior of Earth’s
magnetosphere.
However, due to the aforementioned vastness of space, there are countless
mysteries that yet have to be solved. Many of those unsolved problems are
connected to events that happen over a wide area, and/or are very infrequent.
That makes it difficult to capture enough data for a successful analysis, as the
chance that any of the observation satellites might be in the vicinity is fairly
low. What we can do, however, is use the limited data to form models, and
the (even more meteorical) rise in the computational power to simulate them,
checking if and how the model and the observation fit together.
1
1.1 General overview
In this thesis, a simplified model of a certain near-Earth event has been sim-
ulated and the results analyzed. The event in question occurs in the Earth’s
magnetosphere, which is the area around our planet where the Earth’s mag-
netic field dominates the Sun’s magnetic field (see section 1.2.1). The mag-
netosphere (and interplanetary space in general) is filled with (low-density)
plasma, a charged gas where atoms have been dissociated into electrons and
ions. When plasma from the magnetosphere is disturbed, some of it may flow
down the magnetic field lines into the atmosphere, colliding with the neutral
particles, exciting (and often ionizing) them. Photons emitted when the ex-
cited particles return to their ground state can be observed as aurora, which
is normally expressed as a subdued glow visible in the sky at high latitudes.
A sudden increase in auroral strength, called auroral breakup, can occa-
sionally be observed during periods of intense geomagnetic activity [1] (see
figure 1.1). While auroral breakup is a highly visible effect, observable from
the Earth’s surface, the changes in the Earth’s magnetosphere related to the
event are much more difficult to monitor. Due to very large distances and
very low matter densities involved, the magnetosphere conditions—even the
state of the (relatively) high density area called plasma sheet—cannot be ob-
served from the surface of the Earth, and require a direct measurement with
a satellite. As mentioned earlier, the distances involved are large (one might
even say “astronomical”), and since auroral breakups are rare, there is a very
limited amount of observational data. As a consequence, many aspects of the
events leading up to and surrounding the auroral breakup have not yet been
conclusively determined, and there are many competing models attempting to
explain the process [2].
One of the aspects that are not in question is that the auroral breakup oc-
curs due to a sudden influx of plasma from the Earth’s plasma sheet into the
atmosphere (see section 1.2.4), and the related formation of a near-Earth neu-
tral line. However, the ordering of these events is unclear: does the neutral line
form first, pushing plasma towards the Earth and finally into the atmosphere;
or does the near-Earth plasma flow into the atmosphere first, thinning the
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(a) The usual, subdued glow of the
aurora.
(b) Peak of the auroral breakup.
Figure 1.1: Auroral breakup captured in January 1997 by the visible light
camera of the Polar satellite [3]. Public domain images by NASA [4] (the
source also includes an animation of the entire event).
plasma sheet and causing the neutral line to form? The former is the assertion
of the near-Earth neutral line (NENL) model [5], while the latter is what the
current disruption (CD) model [6] states. Currently, most researchers favor
the NENL model; however, this thesis focuses on the CD model, simulating
the predicted behavior of the plasma sheet and attempting to clarify to what
extent the conventional model applies to the observational data. To that end,
we focus on what is considered to be the signature aspect of the CD model:
a rarefaction wave traveling tailward from the location of the titular current
disruption.
In this thesis, we present a simplified two dimensional (2D) magnetohydro-
dynamic (MHD) model of the rarefaction wave in the Earth’s plasma sheet.
The model is an extension of a one dimensional (1D) model introduced by
Chao et al. [7]. Chao’s model employed a piston to generate a rarefaction
wave in a 1D gas tube (which represents the inner plasma sheet); a problem
with an exact solution which was then extrapolated to the entire plasma sheet
(see section 4.1 for details).
While satellite observations of the plasma sheet thinning (for example, the
THEMIS mission [8]) have been conducted, and the data analyzed with the
intent to ascertain the validity of the CD model, a review of available literature
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has not revealed any simulations of the thinning propagation in the plasma
sheet as described by the model. It would appear that the 1D approximation
by Chao et al. has been used as a foundation for comparison between CD
model’s predictions and observations. However, some problems inherent in
the (necessarily rough) approximation can be pointed out. For example, there
is no mechanism in the 1D model to account for the effects that the rest of
the plasma sheet and the magnetic lobes may have on the behavior of the
(magnetically neutral) inner plasma sheet, which may make it deviate from
the shape of a 1D rarefaction wave; therefore, the interaction in the 1D piston
model is strictly one-directional. Additionally, as will be explained in more
detail later on in section 5.8, the propagation velocity of thinning itself is not
explicitly stated in the paper; from the way properties of the post-thinning
sheet are calculated, it can be concluded that thinning may not even propagate
at all.
The 2D MHD model presented in this thesis attempts to improve on the 1D
piston model by extending the modeled area to a cross-section of the plasma
sheet, including parts of the magnetic lobes. (The physical configuration of
the modeled area has been simplified for easier analysis.) By extending the
approximation to include the magnetic lobes, we can directly measure the
properties of plasma sheet thinning if it were to proceed according to the CD
model. Of course, the simulation presented in this thesis is still a simplified
version of the CDmodel, and the results are in no way conclusive. Nevertheless,
it does bring us one step closer, and allows us to determine some potential
inadequacies of the 1D approximation.
The structure of this thesis is as follows. The physical background, in-
cluding a short description of the Earth’s magnetosphere and the two models
(NENL and CD), will be presented later in this chapter. The MHD equa-
tions, their properties, and their formulation as a conservation law will be
introduced in Chapter 2. The simulation scheme and implementation of the
self-developed code used to run the simulations in this thesis will be described
in Chapter 3. The 1D piston model by Chao et al., as well as an alternative
formulation that will be used as a basis of the extension to 2D, will be shown
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in Chapter 4. The aforementioned extension of the plasma sheet model to
2D, as well as the simulation results and their analysis, will be presented in
Chapter 5. The conclusion to this thesis is in Chapter 6. Finally, there are
several appendices. In Appendix A, the order of the three-step Runge-Kutta
method used in the simulation is determined, and in Appendix B the results of
some standard numerical tests are presented. Appendix C shows the validity
of the simulation domain size through running some of the simulations on a
larger domain. Influence of the Kelvin-Helmholtz instability is discussed in
Appendix D. Appendix E shows the results of testing a couple of candidate
wave decomposition methods (used for analysis of simulation results in sec-
tion 5.6) on a linear wave problem. And finally, Appendix F describes some
attempts to analytically derive the relationship between the parameters of the
plasma sheet and the properties of the thinning, although we ended up here
with not much progress.
1.2 Physical background
1.2.1 Earth’s magnetosphere and plasma sheet
The shape and structure [9] of the Earth’s magnetic field is depicted in fig-
ure 1.2, with a more evocative artist’s rendition shown in figure 1.3. The solar
wind, a highly conducting plasma that is emitted by the Sun, carries with
itself the Sun’s coronal magnetic field. As the (supersonic) solar wind flows
outward, it collides with the magnetic fields of other bodies in the solar system,
including Earth, generating a bow shock. As it passes through the bow shock,
the solar wind plasma slows down and heats up, creating the magnetosheath
(the pink-shaded region in figure 1.2), a region between the bow shock and
the Earth’s magnetic field. Since the magnetic field lines cannot interpene-
trate, and solar wind plasma, due to the high conductivity, is frozen-in to the
Sun’s magnetic field it carries with itself, the solar wind has to deflect around
the Earth’s magnetic field. This creates a cavity called magnetosphere (the
blue-shaded region in figure 1.2).













Figure 1.2: Rough schematic of the structure of the Earth’s magnetosphere.
Supersonic solar wind collides with the terrestrial magnetic field and generates
a bow shock. Between the bow shock and the Earth’s magnetic field, which
is bounded by magnetopause, is the magnetosheath. The terrestrial magnetic
field is deformed by the solar wind pressure, and becomes compressed in front
and stretched out in the back (magnetotail). The magnetotail can be further
divided into north and south magnetic lobes, with a plasma sheet separating
the lobes.
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Figure 1.3: Artist’s rendition of the Earth’s magnetosphere. Image taken
from Wikipedia (https://en.wikipedia.org/wiki/File:Magnetosphere_
rendition.jpg); original source NASA (http://sec.gsfc.nasa.gov/
popscise.jpg, no longer available).
netic field generated by the Earth is deformed, with a compressed region in
the front, and a stretched-out region in the back, called magnetotail. The
magnetotail can further be divided into the north and south magnetic lobes.
The magnetic field lines from the north and south lobes are stretched from
the dipole configuration and become almost anti-parallel. As a result, in the
center region the magnetic field is weakened, and to keep the entire config-
uration balanced, the density and kinetic pressure increase. This region of
increased plasma density within a weak magnetic field is called the plasma
sheet, or neutral sheet. The typical thickness of the plasma sheet during ge-
omagnetically calm periods is 1 to 3RE, where RE denotes the radius of the
Earth, with very high plasma beta values, on the order of β ≈ 100, where
plasma beta β = 2µ0p/B
2 is the ratio between kinetic pressure p and mag-
netic pressure B2/(2µ0), where B is the magnetic field strength and µ0 is the
magnetic permeability of vacuum.
Flowing dawn to dusk across the plasma sheet is the cross tail current,
also known as neutral sheet current. It is a diamagnetic current caused by
the gradient in the plasma pressure, and combined with several other currents
forms the large-scale magnetospheric current system.
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The shape of the magnetic field lines and the frozen-in property of the
plasma dictate that many of the interesting magnetospheric phenomena ob-
servable from the Earth’s surface either influence or are influenced by the
state of the plasma sheet. In particular, the plasma particles that enter the
atmosphere and cause aurora typically originate in the plasma sheet. This is
also the reason that the aurora is usually observable only in the far north and
south: the magnetic field lines passing through the plasma sheet map to higher
latitudes.
1.2.2 Reconnection in the magnetotail
Magnetic reconnection [10] is a physical process where the magnetic field lines
rearrange their configuration, releasing the stored magnetic energy. During
reconnection, previously unconnected field lines connect to each other, while
previously connected field lines separate. The simplest magnetic field config-
uration conductive to magnetic reconnection is that of antiparallel magnetic
fields, where a thin current sheet separates the fields. Magnetic field lines
in such a configuration are easily disturbed (through some instability) and
moved closer to each other, dramatically increasing the local gradient of the
magnetic field; a small portion of the magnetic flux can diffuse through the
current sheet, and the magnetic field lines appear to be cut and reconnected
in a different configuration (see figure 1.4). In the new configuration the mag-
netic field lines are under a large amount of tension. As the tension is released,
the magnetic field lines move outward from the point of reconnection (in 3D,
the reconnection can occur along a line, known as an X-line or a neutral line),
carrying plasma in burst flows (jets). (For more details on reconnection see,
e.g., Biskamp [10].)
As mentioned in the previous section, the solar wind plasma, carrying with
itself the solar magnetic field lines, collides with the Earth’s magnetic field
and is deflected around it. The details of the subsequent development have
been described by, e.g., Baumjohann & Treumann [9]; here, we will present an
abridged version.
The interplanetary magnetic field (IMF) is carried with the solar wind, as
8
t < 0 t = 0 t > 0
Figure 1.4: The process of magnetic reconnection; diagram based on figure
5.3 from Baumjohann & Treumann [9]. At time t < 0 (left), the two plasmas
with antiparallel field lines begin moving towards each other. At time t = 0
(center), the plasmas meet. If there is any diffusion across the field lines,
the magnetic field may vanish at a point of contact (“neutral point”), cutting
the field lines which then get reconnected in a different configuration. As the
process continues at time t > 0 (right), the plasma flow carries the magnetic
field towards the neutral point, where the field lines reconnect, expelling the
plasma outwards as the field lines relax into a new configuration.
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it radiates away from the Sun at supersonic and super-Alfvénic velocity. Due
to the Sun’s 27-day rotation, the field lines of the IMF are twisted into a spiral
configuration. Where the solar wind impacts the Earth’s magnetosphere, the
frozen-in IMF field lines it carries can be either north-facing or south-facing.
As the Earth’s magnetic field at the point of contact always faces north, this
means that the IMF magnetic field faces south, the field lines at the point
of contact will be facing opposite directions, and there will be a merging and
reconnection of magnetic field lines on the dayside magnetopause. One side of
the merged field lines stays anchored to the Earth, while the other side keeps
being carried by the solar wind.
After the dayside reconnection, the merged Earth–IMF magnetic field lines
are carried with the solar wind towards the magnetotail. At the far end of the
magnetotail, at a distance of approximately 100–200RE, the connected Earth–
IMF field lines reconnect once more, restoring both the closed Earth field line
and the open IMF field line. The tailwise transport of the Earth field line
stretches out the magnetic field, creating the so-called tail-like configuration
(see figure 1.2). As the newly released field line relaxes its magnetic tension,
it generates an Earthward plasma flow, and eventually returns to the dayside
magnetopause ready for another cycle.
The convection of magnetic field lines from magnetotail back to the dayside
does not occur at a uniform rate. As the field lines are released after distant
tail reconnection, a part of the magnetic flux stays in the magnetotail, building
up and increasing the density of the tail magnetic field lines (i.e., the strength
of the magnetic field). The resulting development of the magnetosphere is de-
picted in figure 1.5. Once the built up flux passes a certain (variable) threshold,
the built up flux suddenly gets released in an explosive reconnection, creating
a temporary near-Earth neutral line (NENL), located at 20–30RE. The near-
Earth reconnection has a strong effect on magnetospheric conditions, including
the auroral strength, and has been dubbed the magnetospheric substorm. 1
The NENL starts moving tailward, and eventually becomes the new distant
1 Occasionally, magnetospheric substorms are precursors to a much stronger disturbance
called the magnetospheric storm, the details of which are outside of scope of this thesis; see,























Figure 1.5: Tail reconnection and change in the plasma sheet configuration
during a magnetospheric substorm; diagram based on figure 5.11 from Baumjo-
hann & Treumann [9]. During the growth phase (top), the reconnection at the
DNL causes a build up of the magnetic flux inside of the plasma sheet. Af-
ter enough flux is transported inwards, the expansion phase (center) starts
and the NENL forms, generating a plasmoid between the two neutral lines.
The NENL is pushed tailwards in the recovery phase (bottom), expelling the
plasmoid into interplanetary space and taking the place as the new DNL.
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neutral line (DNL). After the near-Earth reconnection, the previous DNL is no
longer connected to the Earth and is free to be pushed out and released into
interplanetary space, carrying with it a portion of magnetospheric plasma.
The signature of the near-Earth reconnection and the formation of the
NENL has been observed by the satellites. Figure 1.6 shows the observational
data the Geotail satellite took as it was passing close to the location where
a neutral line formed, presented by Asano et al. [11]. Between times of 11:55
and 12:05, the satellite observed large changes in the plasma sheet properties,
consistent with the behavior during reconnection. The density fell, accompa-
nied by a rise in ion and electron temperatures. There was also a large increase
in plasma flow velocity, with a large difference between ion and electron com-
ponents. The velocity moments were used to determine the structure of the
current sheet (region of strong current in the inner plasma sheet) around the
NENL, with the analysis showing that the thickness of the current sheet is re-
duced to around 500 km, compared to the local ion inertial length of∼ 720 km.
A Hall current system [9], which typically forms around a neutral line, is also
present.
Note that in this thesis, the magnetotail reconnection itself is not modeled,
as it is not possible for it to occur under the ideal MHD model we will be using
(see Chapter 2).
1.2.3 Cross tail current disruption
Around the time of the formation of the NENL at 20–30RE, the near-Earth
cross tail current also experiences a strong disturbance [12] at a distance of
around 10RE down the magnetotail. The cross tail current, which is aligned
with the equatorial plane, forms a so-called substorm current wedge [9]; it is
diverted on the morning side to flow along the magnetic field lines into the
ionosphere, returning back to the plasma sheet on the evening side.
Satellite observations of current disruption are numerous; see, for example,
Takahashi et al. [13], Lui et al. [14], Tang et al. [15]. Figure 1.7 shows a current
disruption event in March 2008 as observed by the satellite P2 of the THEMIS
constellation, reproduced from figure 7 in the paper by Tang et al. [15]. Plotted
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Figure 1.6: Observational data of an NENL event, taken by the Geotail satel-
lite. Plotted values are the total magnetic field BT and it’s components Bx,
By, and Bz (where x points sunward, and z points north); numerical density
N , temperature T , and the three velocity components vx, vy, and vz of the
plasma; the cross tail current density jy; and the total pressure P (black) and
thermal pressure Pp (blue). Where available, separate values for ions (red)
and electrons (blue) are shown. Figure taken from Asano et al. [11]; see the
referenced paper for detailed discussion.
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values are the magnetic field components Bx, By, and Bz (where x points
sunward, and z points north); the elevation of the magnetic field θ (where
0◦ is tail-like, and 90◦ is dipolar); pulses in Bz in the period range of 40–
150 s; ion velocity components vx (black solid line) and vz (red dotted line);
magnetic pressure Pm (black solid line), kinetic (thermal) pressure Pth (blue
dashed line), and total pressure Pt (red dotted line); plasma beta β; energy
spectra of ions and electrons, obtained by two separate instruments. The
vertical solid line denotes the onset of flux pileup, while the vertical dashed
line denotes the onset of current disruption. As the cross-tail current is not
observed directly, the disruption event has to be inferred, mainly from the
behavior of the magnetic field. Here, a sharp decrease in |Bx| around 11:11
marks the start of the current disruption near the satellite’s location. This
sudden drop in |Bx| is accompanied by an equally sudden increase in average
energy of ions and electrons, plasma kinetic pressure, and plasma beta, as well
as plasma density and temperature (not shown). At the same time, there is a
drop in magnetic pressure and total pressure. These changes are taken to be
a clear indicator of current disruption.
Near-Earth magnetotail reconnection and current disruption are connected,
though exact causal relationship is so far unknown, and the mechanism behind
the magnetotail current disruption has not yet been conclusively determined.
One possible explanation [9] is that the magnetic flux carried by the Earthward
plasma flow generated by the formation of the NENL (see the following section)
piles up in the inner magnetosphere, where the magnetic field lines change from
a stretched-out, tail-like configuration, into a dipole configuration. The flux
pileup causes the depolarization of the tail magnetic filed, which also reduces
the cross-tail current in that region; the excess current trying to move through
is forced to divert into the ionosphere as field aligned currents.
Some of the other candidate models for current disruption, which do not
require the NENL to form beforehand, are the magnetosphere–ionosphere cou-
pling (MIC) model and the Ballooning Instability (BI) model [12]. In the MIC
model [16], the dayside reconnection launches an Alfvén wave into the night-
side plasma sheet, where the current in the wave interacts with the cross tail
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Figure 1.7: Observational data of a current disruption event, taken by one of
the THEMIS satellites. Plotted values are described in the main text. Figure
taken from Tang et al. [15]; see the referenced paper for detailed discussion.
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current, reducing it. This interaction bounces the Alfvén wave into ionosphere,
which bounces it right back, further disturbing the current, and so on; the pos-
itive feedback creates an instability and diverts the current into the ionosphere.
According to the BI model [17], the transition in magnetic field configura-
tion from tail-like to dipolar is analogous to a heavy fluid resting on top of a
light fluid; therefore, the configuration is vulnerable to the development of a
Rayleigh–Taylor instability. As the ballooning modes grow due to the insta-
bility, they cause growth of polarization electric fields, resulting in a charge
buildup in the region. Neutralizing the excess charge causes the field aligned
currents to form.
1.2.4 Auroral breakup
During magnetic substorms, periods of intense geomagnetic activity, a sudden
and dramatic increase in auroral strength can sometimes be observed [1]. This
event is called auroral breakup, or auroral explosion, and the mechanism behind
it is not yet entirely understood. There are certain sub-events that are known
to occur during or before auroral breakup [18] (see figure 1.8), namely,
(a) magnetotail reconnection,
(b) cross tail current reduction, and
(c) auroral breakup itself.
However, the exact order of these events, and therefore their precise causal
relationship, has not yet been conclusively determined. The two primary com-
peting models that try to explain these events and how they relate to each
other are the Near-Earth Neutral Line (NENL) model [5] and the Current
Disruption (CD) model [6].
Near-Earth Neutral Line model
In the Near-Earth Neutral Line model, a disturbance in the magnetotail,
caused by the solar wind, induces a reconnection of the stretched-out, an-









Cross Tail Current Reduction
Magnetotail Reconnection
Figure 1.8: Approximate relative locations of the sub-events (marked in blue)
related to auroral breakup. The cross tail current reduction occurs at a dis-
tance of ∼ 6–10RE tailward from the Earth [2] The tail reconnection takes
place at a distance of ∼ 20–30RE. The auroral breakup itself occurs in the
upper regions of the atmosphere.
a high-energy event which creates jets of plasma that flow Earthward and
tailward. The passage of the Earthward jet causes a decrease in the cross tail
current (sub-event (b)), and finally the jet enters the high-latitude atmosphere,
where it causes the auroral breakup (sub-event (c)).
The NENL model has been simulated frequently; for example, a cursory
search of the literature has revealed papers from 1981 by Lyon et al. [19], with
a 2D global MHD simulation, to 1993 by Walker et al. [20] and 2010 by Tanaka
et al. [21], both with a 3D global MHD simulation.
Current Disruption model
In the Current Disruption model, first the cross tail current is reduced (sub-
event (b)) through, as the name indicates, a current disruption instability.
As a result, the balance of the near-Earth magnetotail plasma is broken, and
the resulting plasma flow enters the high-latitude atmosphere and causes the
auroral breakup (sub-event (c)).
On the opposite side, the plasma loss in the magnetotail induces a rar-
efaction wave that starts propagating tailward through the plasma sheet (fig-






Figure 1.9: The process of plasma sheet thinning as described by the CD
model. Image adapted from Chao et al. [7].
to drop, the sheet–lobe boundary moves inward, and plasma sheet thickness
is reduced. As the antiparallel magnetic field lines move closer to each other,
they eventually trigger the magnetotail reconnection (sub-event (a)).
It may be worth pointing out that while there is a strict ordering to the
sub-events in the NENL model, in the CD model the auroral breakup and
magnetotail reconnection are not parts of the same causal chain. While both
sub-events are caused by the same precursor, their relative ordering is not
determinable.
A possible mechanism by which the disruption of the cross-tail current may
generate an Earthward flow of plasma is presented by Shiokawa et al. [22],
based on the analysis of the observational data from the Geotail satellite. The
mechanism is summarized in figure 7 of Shiokawa et al. [22], reproduced here
(with minor edits) in figure 1.10. The steps are as follows. (a) During calm
periods, the extended, tail-like configuration of the magnetic field lines is sup-
ported by the plasma pressure gradient −∇p (pushing the plasma tailward)
acting against the Lorentz force j × B (pushing the plasma Earthward). (b)
The growth phase of the substorm strengthens the cross-tail current, further
enhancing the tail-like nature of the magnetic field in the near-Earth region.
(c) However, the intense effects of a substorm cause an instability, possibly
18
Figure 1.10: A possible mechanism by which an Earthward flow of plasma can
be caused by the disruption of near-Earth cross-tail current; image taken from
Shiokawa [22]. The steps (a) to (f) are explained in the main text.
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by one of the mechanisms introduced above; (d) a localized disruption reduces
the cross-tail current, strengthening the magnetic field on the Earth side of the
disruption, and weakening it on the tail side. (e) The changes in the Lorentz
force break the balance, generating a plasma flow inwards and outwards, away
from the disruption. (f) Finally, the plasma loss due to the Earthward flow
reduces the plasma pressure gradient, which causes the entire plasma to flow
Earthward, initiating the auroral breakup in the upper atmosphere (and, pre-
sumably, the thinning of the plasma sheet in the magnetotail).
Note that, unlike the more popular NENL model, an extended search of
literature has not surfaced any direct simulations of the CD model. The only
relevant paper we were able to find is a 1977 paper by Chao et al. [7], which
uses an extremely simplified 1D model of the plasma sheet.
Observations
The primary difficulty with determining which of the candidate models (if any)
is the correct one is the sheer scale of the problem. While there is observational
data for specific sub-events: the current disruption [12, 14, 22], the plasma
flow, the change in direction of the magnetic field, and what appears to be the
formation of the near-Earth neutral line [11]; the distances involved are such
that the most we can obtain is point data at the location of a satellite that
is by chance passing by. However, both of the above models involve a large-
scale disturbance and reconfiguration of the plasma sheet and the surrounding
magnetic field.
As an example, detecting a thinning of the plasma sheet would require
finding out the location and time evolution of the sheet–lobe boundary over a
distance of 10–20RE during a period of ∼ 10 minutes. However, with a point
observation from a moving platform, we are only able to detect the magnetic
field strength and particle density at a certain location in the magnetotail. If
there is a sudden drop in density and the magnetic field, it may signify that
the thinning front moved over the satellite, albeit whether the propagation is
Earthward or tailward is unknowable without additional points of observation.
On the other hand, as the sheet is not stationary, that particular observation
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may also signify that the entire sheet moved southwards or northwards, without
any thinning at all. We can conclude that the direct observation of thinning
would require wide-area detection instruments far beyond the current tech-
nology level and/or orders of magnitude larger budgets for satellite launches,
neither of which are presently available. The models of plasma sheet thinning
have to build on the fragmentary observations currently obtainable, filling in
the missing pieces with theoretical analysis; the NENL model and the CD
model introduced above are two examples of such analysis.
Nevertheless, the science slowly marches on. About a decade ago, the
THEMIS mission [8] tried to determine which of these two models is the one
explaining the auroral substorms and the related auroral breakup. Satellite
part of the THEMIS mission is composed of five identical satellite probes
distributed and coordinated in the tail of the magnetosphere, which enables us
to observe the disturbances in the magnetotail leading to the auroral substorm.
To support the satellite observations in space, a number of all-sky cameras were
deployed in North America to observe the signature of auroral breakup at the
magnetic footprints of the satellites [23]. By using the data obtained by the
THEMIS mission, Angelopoulos et al. [24] demonstrated an event in which
reconnection took place at −20RE a few minutes earlier than the signature of
current disruption at ∼ −10RE. This observation supports the NENL model,
that is, that auroral substorms are initiated by reconnection in the magnetotail.
Later, however, Lui [25] claimed that multi-satellite observations during the
same interval can be interpreted based on the CD paradigm. Thus, it is still
controversial which of these two models better explains the development of the
magnetotail disturbances before auroral breakups, and can be regarded as the




To describe plasma in a precise, physically correct way would require solving
a kinetic equation for the particle distribution function over the entire phase
space (three spatial and three velocity dimensions). However, this approach is
extremely computationally expensive, and the results are more detailed than
is necessary in many cases. In physical domains such as the plasma sheet, we
are more often interested in large-scale features of the plasma, including its
velocity, density, and pressure.
2.1 Ideal MHD equations
In the magnetohydrodynamic (MHD) model, plasma is treated as an ionized
fluid. The MHD equations are obtained by integrating the Vlasov equation
over the velocity space for each component particle species (multi-fluid theory)
and combining them with the Maxwell’s equations of electrodynamics [9]. To
obtain single-fluid MHD equations, there is a further assumption that there are
only two relevant species, electrons and protons, with equal charge densities
(quasi-neutrality), and the equations can be expressed for the center of mass
of the two fluids [9, 26]. By neglecting the viscosity, thermal conductivity, and
resistivity [27, 28], and assuming slow variations (neglecting the displacement
22
current), we can obtain the ideal MHD equations,
∂ρ
∂t
+∇ · (ρu) = 0, (2.1)
∂u
∂t




(∇×B)×B = 0, (2.2)
∂p
∂t
+ u ·∇p+ γp∇ · u = 0, (2.3)
∂B
∂t
−∇× (u×B) = 0, (2.4)
∇ ·B = 0, (2.5)
where ρ is the density, p is the kinetic pressure, u = (u, v, w) is the velocity
vector, B = (Bx, By, Bz) is the magnetic field vector, γ is the ratio of specific
heats, and µ0 is the magnetic permeability of vacuum.
For the CD model of the auroral breakup in the Earth’s plasma sheet,
we can describe three distinct phases of development. First is the current
disruption phase, which is possibly dominated by the small-scale kinetic effects
outside the scope of the MHD theory [12]. Second is the rarefaction wave
phase, where the spatial scale is long, and temporal variations are slow; the
ideal MHD approximation is justified for this phase. Finally, the third phase is
the reconnection phase; since under the ideal MHD theory the magnetic filed
lines can never cross each other, that theory is, again, inapplicable. Therefore,
the ideal MHD model can be safely used only for the middle phase: after the
current disruption is over, and until the reconnection begins.
2.2 Conservation laws
A conservation law states that some physical quantity does not change with
time; for example, a conservation of mass or conservation of momentum. These
quantities are often called conserved variables (e.g., momentum, energy), in
contrast to primitive or physical variables (e.g., velocity, pressure). It is often
beneficial to form a system of equations in terms of conserved variables, as it
unlocks a wide range of numerical methods and analysis approaches [29].















with state vector U = U(x, y, z, t) and fluxes F = F(U),G = G(U),H =
H(U) in x, y, z directions.
In 1D systems, we assume that physical properties vary only in the x direc-
tion, while being homogeneous in y and z directions. This significantly reduces
the complexity of the problem and allows us to considerably simplify the PDEs























· · · ∂Fk
∂Uk
 , (2.8)








If all of the eigenvalues of the Jacobian matrix A(U) are real and it has a
complete set of right eigenvectors, then we say that the system (2.9) is hyper-
bolic [29].
2.3 Ideal MHD equations as a conservation
law
Formulation in 3D
We use the ideal MHD equations in their formulation as a system of conser-













H(U) = 0, (2.10)
where U is a vector of conserved variables and F(U), G(U), and H(U) are
respectively fluxes in x, y, and z directions. For the ideal MHD system, the
conserved variables are
U = (ρ, ρu, ρv, ρw,Bx, By, Bz, e)
⊺ , (2.11)
where ρ is the density, u = (u, v, w) is the velocity vector, B = (Bx, By, Bz)
is the magnetic field vector, and e is the total energy density. Manipulating






















































v(e+ ptotal)− 1µ0Bz(u ·B)

, (2.14)
where µ0 = 4π × 10−7 H m−1 is the magnetic permeability of vacuum, and





with pressure p defined as









where γ is the ratio of specific heats.
Formulation in 2D









G(U) = 0, (2.17)
where the fluxes F(U) and G(U) are the same as in the formulation in 3D.
Formulation in 1D






F(U) = 0, (2.18)
and the divergence condition (2.5) dictates that Bx must be constant in space.
The component equation for Bx becomes ∂Bx/∂t = 0, and the system can be
reduced to seven variables,
U′ = (ρ, ρu, ρv, ρw,By, Bz, e)
⊺ , (2.19)
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u(e+ ptotal)− 1µ0Bx(u ·B)

(2.20)
in the x direction.
2.4 Normalization
To further simplify the formulation (and ease the implementation), we normal-
ize the equations by scaling all quantities φ by their respective normalization
parameters, φ = φ̂φ̄, where φ̄ are the normalized quantities, and the constants
φ̂ are the normalization parameters. Specifically, the normalization parameters
for the ideal MHD equations are
ρ = ρ̂ρ̄, u = ûū, Bx = B̂xB̄x, x = x̂x̄,
e = êē, v = v̂v̄, By = B̂yB̄y, y = ŷȳ,
p = p̂p̄, w = ŵw̄, Bz = B̂zB̄z, z = ẑz̄,
t = t̂t̄.
(2.21)
Substituting (2.21) into MHD equations, we obtain the constraints that the
parameters must satisfy. First set of constraints,
x̂ = ŷ = ẑ, (2.22)
û = v̂ = ŵ, (2.23)
B̂x = B̂y = B̂z =
√
µ0p̂, (2.24)
p̂ = ê, (2.25)
defines parameter groups, while the second set,
x̂ = ût̂, (2.26)
p̂ = ρ̂û2, (2.27)
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defines relationships between them. The parameter groups are distance, ve-
locity, energy, density, and time. Here, energy is strongly coupled with mag-
netic field (2.24) and pressure (2.25). We can choose three of the parameters
from (2.26)–(2.27) as free parameters, with the other two as dependents.
We define Ū as a vector of normalized conserved variables, and F̄(Ū) and
Ḡ(Ū) as normalized fluxes in x̄ and ȳ normalized directions. With this con-
vention, normalized conserved variables in 2D become
Ū =
(






































v̄(ē+ p̄total)− B̄z(ū · B̄)

, (2.31)




B̄ · B̄ (2.32)
with pressure p̄ defined as









In 1D, the vectors of conserved variables Ū and flux F̄ can be formed by
dropping the B̄x component. For simplicity, we will henceforth drop the bars
and refer exclusively to the normalized version of the MHD equations (2.28)–
(2.33).
2.5 Galilean invariance
Let the inertial frameK ′ be moving with constant relative velocityV, |V| ≪ c,
with respect to the reference frame K. With no loss of generality, we can








Figure 2.1: Coordinate systems of the reference frame K (solid axes) and
inertial frame K ′ (dotted axes). The inertial frame moves with a constant
velocity V = (V, 0, 0) with respect to the reference frame.
parameters of frame K ′ and an MHD plasma in that frame are [31]
t′ = t,
(x′, y′, z′) = (x− V t, y, z),
(u′, v′, w′) = (u− V, y, z),
ρ′ = ρ, (2.34)
p′ = p,
B′ = B.
Expressing t′ = t′(x, y, z, t), x′ = x′(x, y, z, t), y′ = y′(x, y, z, t), and z′ =
z′(x, y, z, t), we can obtain the partial derivatives of all pairs of coordinates,
∂t′/∂t = 1, ∂t′/∂x = 0, ∂t′/∂y = 0, ∂t′/∂z = 0,
∂x′/∂t = −V, ∂x′/∂x = 1, ∂x′/∂y = 0, ∂x′/∂z = 0,
∂y′/∂t = 0, ∂y′/∂x = 0, ∂y′/∂y = 1, ∂y′/∂z = 0,
∂z′/∂t = 0, ∂z′/∂x = 0, ∂z′/∂y = 0, ∂z′/∂z = 1.
(2.35)
Substituting the above into the partial derivatives of a plasma property φ′ in
































































(ρw) = 0, (2.38)












(ρ′w′) = 0. (2.39)


















(ρ′w′) = 0, (2.40)












(ρ′w′) = 0, (2.41)
which is the density component of the MHD system in the inertial frame K ′.
Comparing equation (2.41) with the density component in the reference frame
K from (2.38), it is clear that the density equation is Galilei invariant.
Obtaining the transforms ptotal = p
′
total and e = e
′ + 1
2
ρ′V 2 + ρ′u′V , and
performing equivalent transformations on the other seven MHD equations,
after some simple manipulations it is easily confirmed that all eight MHD
equations are Galilei invariant.
2.6 System of equations
A single-component conservation law, where the vector of conserved variables
U consists of a single element, is relatively easy to discretize (see section 3.1.3).
Properly extending the aforementioned discretization method to a system of
equations (see section 3.1.4) requires the use of the theory of characteristics.
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2.6.1 Characteristics
Characteristics or characteristic curves of a partial differential equation (PDE)
of a scalar variable u(x, t) are curves x = x(t) in the t-x plane along which
the PDE becomes an ordinary differential equation (ODE) [29]. For the 1D























where a is called the characteristic speed, then from the equation (2.43) the
rate of change du/dt along the curve x = x(t) becomes zero; in other words, u
is constant along the said curve.
2.6.2 Diagonalization
Another concept that will be used in section 3.1.4 to discretize a system of
equations is the diagonalization of said system.






 and R = (R1, . . . , Rk), (2.45)
where λj (j = 1, . . . , k) are the eigenvalues, R is a square matrix of order k
whose column vectors of k components Rj are the right eigenvectors of the
system’s Jacobian A, where A is defined by equation (2.8). For a system
with one variable the Jacobian A degenerates into the characteristic speed a
(see 2.6.1). For a hyperbolic system—which we assume our conservation law to
be—all of the right eigenvectors are linearly independent, and consequently the
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where L is a square matrix of order k whose the row vectors of k components
Lj are the left eigenvectors of the Jacobian matrix A. The matrix L is the
inverse of matrix R, L = R−1.
Multiplying the Jacobian A from left and right with L and R, respectively,
we obtain
LAR = Λ. (2.47)
If the matrices A, Λ, R and L are constant, we can use the identity (2.47) to














where W = LU is a state vector of characteristic variables. It is immediately






= 0, (j = 1, . . . , k) (2.49)
with eigenvalues λj as wave speeds (characteristic speeds).
For the 1D normalized ideal MHD equations, with flux (2.20), the wave
speeds λj are, in non-decreasing order (and independent of the value of β),
λ1 = u− cfm, λ2 = u− cA, λ3 = u− csm, λ4 = u, (2.50)
λ5 = u+ csm, λ6 = u+ cA, λ7 = u+ cfm,




































Complete sets of right and left eigenvectors of the 1D MHD system are given,
respectively, by Brio & Wu [32] and Ryu & Jones [27]. The eigenvectors have
been renormalized to remove the singularities.
Note that the eigenvalues of the MHD equations’ Jacobian depend on the
conserved variables U; the same is true for the matrices A, R and L. Thus, it
would appear that the MHD system cannot be decomposed into independent




The simulations in this thesis have been run on a self-developed C++ simu-
lation code, and the results analyzed with an ad-hoc hodge-podge of gnuplot
scripts, Perl scripts, and spreadsheets.
3.1 Simulation scheme
The simulation method is constructed in two steps, using the so-called method








Leaving the time variable in the MHD equations continuous, we discretize only
the spatial derivative,
L(u) ≈ −∂f(u(x, t))
∂x
, (3.2)
where L is an operator denoting a discretized approximation where the time





and the time derivative can now also be discretized independently with a suit-
able time stepping scheme.
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3.1.1 Problem properties
The traditional computational schemes (e.g., central finite difference), when
applied to conservation laws, reconstruct the numerical flux from a stencil fixed
in both space and time. One of the problems with a fixed stencil emerges when
there exists a shock (discontinuity) in the physical variables. In problems that
include shocks, fixed stencils produce solutions with pronounced non-physical
oscillations, known as Gibbs phenomena.
There are several ways of dealing with Gibbs phenomena. Among those,
the Essentially Non-Oscillatory (ENO) schemes for hyperbolic conservation
laws introduced by Harten et al. [33] are among the most robust, with reason-
ably sharp shock resolutions, on the order of several computational cells, and
no discernible accuracy penalty. Conversely, the relative difficulty of imple-
mentation and computational cost of the ENO schemes have to be considered
before deciding on their use. Since the goal of this research is to simulate the
rarefaction wave in the Earth’s plasma sheet, the positive sides of ENO scheme
will be necessary, thus the penalties are acceptable.
3.1.2 TVD schemes
Total Variation Diminishing (TVD)—also sometimes known as Total Variation
Non-Increasing (TVNI)—schemes [34, 35] are a class of numerical schemes




|ui+1 − ui|, (3.4)
satisfies the condition
TV (u(n+1)) ≤ TV (u(n)) (3.5)
where TV (u(n)) is the total variation at time step n.
TVD schemes are convergent and monotonicity preserving. Furthermore,
as the total variation is bounded, oscillations such as the Gibbs phenomena are
unable to develop. The downside is that the accuracy is limited; linear TVD
schemes have first-order accuracy. However, nonlinear TVD schemes such as
ENO can have second-order or higher accuracy.
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3.1.3 Spatial integration
We consider a scalar conservation law in one space dimension, where the state
vectorU(x, t) and its flux F(U) each contain only a single element, respectively
u = u(x, t) and f = f(u). Discretized values of u and f at grid points xi
are denoted with ui and fi. As mentioned earlier, in order to calculate the
evolution of u(x, t) and f(u) with a numerical method we need a discretized
approximation of the spatial derivative L(u) ≈ −∂f/∂x, and we need to obtain
it from the discretized values ui (and, by extension, fi) at grid points xi. In
section 3.1.5, we will use the values of f at half-grid points xi+ 1
2
to obtain the
spatial derivative L(u); in order to obtain these half-grid values, we need to
reconstruct the flux f . Note that a second order accuracy will be sufficient for
the purposes of this thesis.
We first address the general case, and describe the reconstruction proce-
dure [36] for a piecewise polynomial approximation of a scalar function v(x),





) is obtained by approximating v(x) with first order
polynomials.
Fixed stencil methods









(vi + vi+1), (3.6)






(−vi−1 + 3vi), (3.7)






(3vi+1 − vi+2). (3.8)
All three of the above approximations, shown in figure 3.1, have one thing in














Figure 3.1: Finite difference schemes with a fixed stencil. Backward finite
difference (red) approximates vi+ 1
2
with vi−1 and vi, forward finite difference
(blue) approximates it with vi+1 and vi+2, and central finite difference (purple)
approximates it with vi and vi+1.
fixed and do not depend on the value of vi. For example, when using the
central finite difference approximation, the reconstructed value of v(x) at xi+ 1
2
will always be calculated from discretized values of v at grid points xi and
xi+1.
The strong point of the fixed stencil methods shown above is that they are
simple to calculate. Unfortunately, their weak point is that they are stable only
for sufficiently smooth function v(x). If v(x) is too steep or, in the extreme case,
includes shocks, the fixed stencil methods become unstable and the simulation
breaks down. The reconstruction used in this thesis, the Essentially Non-
Oscillatory method, addresses this problem by employing a dynamic stencil.
ENO reconstruction
The general idea behind the ENO scheme [33, 36] is to consider multiple can-
didate stencils and choose the smoothest one. Here, smoothness is usually















Figure 3.2: ENO reconstruction of function v(x). Cell Ii is centered on grid
point xi. Approximation of v(x) at cell boundary xi+ 1
2
is calculated from the









which can be replaced by the undivided differences
Vi+ 1
2
= vi+1 − vi (3.10)
if the grid points xi are equidistant.









In the ENO reconstruction (see figure 3.2), we calculate approximations v−
i+ 1
2




(reconstructed from the right
cell, Ii+1) to the function v(x) at all cell boundaries xi+ 1
2
.
To achieve second-order accuracy, the function v(x) is approximated from
a two-point stencil, somewhat simplifying the procedure presented by Shu [36].




on the left (minus) edge and v−
i+ 1
2
on the right (plus) edge (see figure 3.2).
Similarly to the fixed stencil methods, v(x) in the cell Ii is approximated
with a first degree polynomial. We assume {vi} to be the cell average of v(x)
inside Ii and compute the undivided differences Vi+ 1
2
= vi+1−vi. By comparing














. The blue and red shaded lines inside cell Ii show the reconstruction of
v(x) in Ii as obtained from, respectively, the left and right candidate stencils,




the depicted case, the left (blue) stencil is smoother, so it would be the one
chosen for the reconstruction, and the value of v−
i+ 1
2
would be as shown by the
blue cross.
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smoother and compute the approximations of v(x) at the cell boundaries as
if |Vi− 1
2
| < |Vi+ 1
2






















| ≥ |Vi+ 1
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where coefficients are equivalent to the ones in backward and forward finite
differences, equations (3.7) and (3.8).




tion of v(x) at the minus edge of grid point xi+ 1
2
(i.e., inside cell Ii), is depicted
in figure 3.3. The blue and red dotted lines show, respectively, the linear poly-
nomial obtained from left and right candidate stencils. The sections of said
polynomials that lie inside of the cell Ii are shaded, and represent the segment




each reconstruction is marked with a cross in their respective colors. In the
figure, it is clear that undivided difference |Vi− 1
2
| = |vi − vi−1| is smaller than
|Vi+ 1
2
| = |vi+1−vi|; therefore, the blue segment is proclaimed “smoother”, and
the value of v−
i+ 1
2
is taken to be the blue cross, obtained from the left candidate
stencil.
Finally, the values of v±
i+ 1
2
are used to reconstruct the function v(x) at
the cell boundaries. When v(x) is a flux, for stability of the solution, the
reconstruction has to use upwinding.
ENO-Roe scheme
The simplest way to upwind the numerical flux is the ENO-Roe version of the








which is a discretized approximation to df/du. The full procedure of calcu-
lating the numerical flux is as follows. First, take v(x) = f(u(x, tn)), where tn
is the current time step, as the continuous function we wish to approximate,
and set vi = f(ui) as its discretized values. Then, use the ENO reconstruc-







Next, calculate the Roe speed ai+ 1
2
at all cell boundaries xi+ 1
2
. Finally, the
(upwinded) approximation to the numerical flux f̄i+ 1
2
at cell boundaries xi+ 1
2


















ENO scheme with the Lax-Friedrichs flux splitting
Unfortunately, the ENO-Roe scheme may result in entropy-violating solu-
tions [36]. As a more robust approach, the flux f(u) can be split into a
right-moving and left-moving component, f+(u) and f−(u), so that








(Note that the “+” and “-” superscripts here denote the direction of the flux,
and are not to be confused with the superscripts in v±
i+ 1
2
—shown in figure 3.2—
where they denote the plus or minus edge of a cell boundary. While it may
be slightly confusing, the notation is reproduced verbatim from the reference
paper by Shu [36].) The simplest smooth flux splitting satisfying the above











over the relevant range of u; in this case, the relevant range for calculating the
numerical flux f̄i+ 1
2
are all of the points in its candidate stencils.
The positive component f̄+
i+ 1
2
of the numerical flux f̄i+ 1
2
is obtained by
taking v(x) = f+(u(x, tn)) as the continuous function to approximate, and
setting vi = f

















The negative component f̄−
i+ 1
2
of the numerical flux is obtained in the same
way, by taking v(x) = f−(u(x, tn)) and setting vi = f
−(ui), then using the












Finally, the positive and negative components are combined into the full












This thesis uses the ENO scheme with Lax-Friedrichs flux splitting, which
we will call the ENO-LF scheme. The simulation code also implements the
ENO-Roe scheme, ENO scheme with Roe speed upwinding.
3.1.4 Extension to systems
Systems of equations can sometimes be solved by applying the above scalar
scheme for each component separately, which gives an adequate approximation
in most cases. However, for the ENO schemes to work correctly there has
to be enough points between shocks to construct a smooth stencil. When
shocks in different variables interact with each other, this assumption can be
violated, and this simple extension is no longer adequate [33]. To avoid the
issue, we use the characteristic decomposition to transform the problem into a




If the system’s Jacobian A(U) = ∂F/∂U was constant, the MHD system
could be decomposed into a set of independent advection equations of the
characteristic variables W using the diagonalization procedure described in
section 2.6.2. The ENO schemes described in the previous section can be
applied to the individual advection equations for W = {Wj} to obtain their
numerical fluxes FW = {fW,j}. The physical numerical fluxes F can then be
obtained with
F = R FW . (3.24)
Unfortunately, the Jacobian A(U), as well as Λ(U), R(U), and L(U),
are not constant, which would normally mean the diagonalization procedure
cannot be used. However, those matrices can be locally frozen to their values





















when performing the reconstruction at that boundary. Treating them as con-
stant allows us to perform the decomposition resulting in equation (2.48),
which can then be used in calculations for the numerical flux at xi+ 1
2
.
The half-point values Ui+ 1
2
that are used to locally freeze the matrices can







or with some more complicated expression that has some useful properties.
For example, in the case of Euler equations the Roe average [38] is often
employed. For the MHD equations, this thesis averages the density, velocity,
magnetic field, and total pressure [32].
ENO-Roe scheme for systems
When applying the ENO-Roe scheme to hyperbolic systems of PDEs using





= F(Ui+1)− F(Ui) (3.27)
for all points xi. Then, at each boundary xi+ 1
2
, we calculate the averaged half-
point state Ui+ 1
2
and the corresponding eigenvalues and eigenvectors according
to (3.25). Next, for all l lying in the potential stencils for xi+ 1
2
, we set









With these values we perform the element-wise ENO reconstruction to






. Analogous to the scalar





, . . . , v̄k,i+ 1
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, if λj,i+ 1
2
≥ 0
(j = 1, . . . , k). (3.29)








ENO-LF scheme for systems
The ENO-LF scheme is extended in a similar vein as the ENO-Roe scheme.
We first calculate the numerical fluxes F(Ui) for all points xi, as well as the
averaged half-point states Ui+ 1
2







at each boundary xi+ 1
2
. Next, for all l lying in the
potential stencils for xi+ 1
2
, we decompose the system into the characteristic
variables Wl and their fluxes vl,
Wl = Li+ 1
2
Ul, vl = Li+ 1
2
F(Ul). (3.31)
The ENO-LF scheme can be applied independently to each of the decoupled
components vj,l (j = 1, . . . , k) of the transformed flux vl = (v1,l, · · · , vk,l) to
obtain the right-moving and left-moving partial fluxes. The splitting coefficient





where i is again taken over the relevant range of u. After applying the ENO-
LF scheme and recombining the partial fluxes into the numerical flux v̄i+ 1
2










After applying the ENO-LF (or ENO-Roe) scheme, the discrete approximation











and substituted into the optimal third order TVD Runge-Kutta method [35],





















where Un and Un+1 are the state vectors at time steps n and n+ 1, and U(1)
and U(2) are the state vectors of the intermediate RK steps. The order of the
scheme is shown in Appendix A.
The time step ∆t is calculated from maximum wave speeds at every time
step, halving or doubling the value as required to stay below the desired
Courant-Friedrichs-Lewy (CFL) number [36]. In the simulation code the ex-
act condition is configurable, though for all simulations in this thesis the CFL
number was set to 0.1.
3.1.6 Extension to 2D
In 2D systems, we assume only one direction to be homogeneous. Conservation











with U = U(x, y, t) and two fluxes, F = F(U) in x direction, and G = G(U)











When adapting the ENO-Roe scheme to higher dimensions, there are multi-
ple possible approaches of various levels of complexity. We employ the simplest
approach, where we treat each direction as a separate 1D problem, solving the
fluxes for each direction separately, and generate the total flux by simple addi-




























where i and j are, respectively, the grid indices in the x and y directions.
Divergence cleaning
Using a 1D solver on a 2D MHD system solves one problem, but creates an-
other. As the ∇ · B = 0 condition is not explicitly enforced in the MHD
equations, the independent calculations in x and y direction are likely to in-
troduce an error and the divergence becomes non-zero. This error accumulates
exponentially [39]. To remedy this issue, after every time step we conduct di-
vergence cleaning by solving the Poisson equation
∇2ϕ+∇ ·B = 0 (3.39)
with the SOR (Successive Over-Relaxation) method [40] with relaxation pa-
rameter ω = 1.6, and calculating the corrected magnetic field [30] with
Bcorrected = B+∇ϕ. (3.40)
Discretizing the Poisson equation with central finite differences, we obtain
1
∆x2
(ϕi−2,j − 2ϕi,j + ϕi+2,j) +
1
∆y2







(By,i,j+1 −By,i,j−1) = 0, (3.41)
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where ϕ∗i,j is the value of ϕ calculated from the discretization. Defining
r = ϕ∗i,j − ϕi,j (3.43)
as the residue, we can calculate a more accurate guess ϕnewi,j as
ϕnewi,j = ϕi,j + ωr, (3.44)
and repeat the procedure until the maximum residue max |r| falls below some
desired threshold.
3.2 Implementation
The simulation code has been developed in C++. The only external depen-
dency is the Boost library [41], which is used to read and process the config-
uration file. The numerical simulation code itself is manually written. The
source code is available on GitHub [42]. The latest commit used in this thesis
is 302a641d from March 2019. Although many of the simulations have been
run with earlier versions, later changes are almost exclusively additional test
problems and configuration options, with a few minor bug fixes that shouldn’t
impact the results.
The core algorithm, an implementation of the ENO scheme for systems of
equations with the Lax–Friedrichs flux splitting as described by Shu [36] (sec-
tion 3.1.4), uses a 1D solver and applies it separately to x and y directions to
obtain the numerical fluxes for each grid point. The time is advanced through
the method of lines, where numerical fluxes are applied with the third order
Runge–Kutta scheme (section 3.1.5). Finally, the magnetic field is corrected
by solving the Poisson equation (3.39) with the SOR method and applying the
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Grid density Total grid size Total steps Real time (s) Real time
16 512× 96 5120 1171 ∼ 20 min
32 1024× 192 11247 12395 ∼ 3 h 45 min
64 2048× 384 21747 200982 ∼ 2 d 8 h
Table 3.1: Running time for the simulations under identical conditions, except
for grid density. Simulations were run until tmax = 10. Times shown are for
the personal computer.
correction to the magnetic field. Simulations of several standard test problems
for MHD numerical codes are presented in Appendix B.
Runtime environment
The simulations, including numerical tests, were predominantly run on the
author’s personal computer (CPU: Intel Core i7-4790S, 3.20GHz, 4 physical
cores; memory: 16 GB). Simulations with grid density of 64 points per unit
length (total grid size of 2048×384) were—except for a couple of test runs—run
on the laboratory’s server, as each run took several days to complete. Typical
times for individual simulation runs are shown in table 3.1.
Note that the simulation code is not parallelized. As a large number of
simulations was required, quasy-parallelization was achieved by running two or







In the current disruption model of auroral breakup, the plasma loss in the
near-Earth magnetotail induces a rarefaction wave that propagates tailward.
Chao et al. [7] have used a simplified 1D model to explore the behavior of the
rarefaction wave in the Earth’s plasma sheet. The model is assumed to be
valid in the distant tail region.
In the proposed model, the weakly magnetized (plasma beta β ≫ 1, where
β = 2p/B2) inner plasma sheet is approximated as a 1D tube of isotropic
gas (the horizontal blue line in figure 4.1). An imaginary piston is placed on
the near-Earth side of the tube, and at time t = 0, the piston starts moving
Earthward at constant velocity. The movement causes a pressure drop behind
the piston, which in turn generates a rarefaction wave. The resulting pressure
profile of the inner plasma sheet was used to model the thinning of the entire
sheet.
The time evolution of gas in the 1D piston-bounded tube has an exact
solution [43]. If piston is moving at velocity up < 0, then for 0 < −up <
2cs,0/(γ − 1), where cs,0 =
√
γp0/ρ0 is the sound velocity, p0 and ρ0 are the







Figure 4.1: A simplified structure of the distant tail region of the plasma
sheet. In the piston model, the inner plasma sheet is bounded on the Earth
side by a piston moving at velocity up; the movement launches a rarefaction
wave tailwards. Plasma sheet itself is modeled as unmagnetized 1D slab of
gas, depicted here by a horizontal blue line through the center of the sheet.
Density ρ0 and pressure p0 depict the initial state of the sheet, while density
ρ1 and pressure p1 depict the state after rarefaction.
heats, plasma velocity u(x, t), pressure p(x, t), and density ρ(x, t) are given by
u(x, t) =
















p(x, t) = p0
[






ρ(x, t) = ρ0
[






An example plot is shown in figure 4.2. The exact solution of the 1D piston
model describes the state of the inner plasma sheet as the rarefaction wave
propagates through it.
Chao et al. [7] argue that the plasma sheet changes through three distinct
stages formed by two separate events, the rarefaction wave and the adiabatic
compression (see figure 4.3). Before the rarefaction wave, sheet plasma is in
its initial state, denoted by the subscript “0”, and sheet and lobe are balanced


















Figure 4.2: Exact solution for the 1D piston model of the plasma sheet, for
p0 = ρ0 = 1, up = −1, at time t = 1. Shown are the velocity (solid black line),
pressure (dashed orange line), and density (dotted green line) profiles, with
current piston location at x = −1 marked with a red vertical line.
pressure and density of the lobe plasma are reduced. The properties of the
sheet plasma in this stage are denoted by the subscript “1”. Lowering the sheet
pressure breaks the sheet-lobe balance and induces the sheet-lobe boundary
to move inward, causing plasma sheet thinning, which compresses the sheet
plasma and re-establishes the sheet-lobe balance. The properties of the sheet
plasma in this final stage are denoted by the subscript “2”. The sheet plasma
is assumed to be isotropic in the first two stages, and anisotropic in the last
stage, after the perpendicular compression.
We consider the plasma sheet to consist of a stack of 1D layers to allow
spatial variation across the sheet, and focus on a fluid element of the plasma
sheet initially located at y (see figure 4.3). Then, the actual perpendicular
position of the element can be described as a function of y: y0(y) = y is
the initial position, y1(y) is where the fluid element that started at y is af-
ter the rarefaction wave passed (as there is no perpendicular movement yet,
y1(y) = y0(y) = y), and y2(y) is where the fluid element that started at y
is after thinning (y2(y) ̸= y0(y) due to perpendicular compression). Simi-
larly, a property φ of the fluid element changes from φ0(y0(y)) = φ0(y), to
φ1(y1(y)) = φ1(y), and finally to φ2(y2(y)), where, again, y0(y) = y1(y) = y,




Figure 4.3: Development stages of the plasma sheet in the 1D piston model of
the plasma sheet thinning. The initial state (0) is transformed by the passing
of the rarefaction wave into state (1), which is in turn transformed by thinning
into state (2). The fluid elements are shown in blue.
Using the above definitions, the equations describing the initial state of the
plasma [7] become












where the speed of sound in the sheet cs,0 is assumed constant through all
of the 1D layers in the sheet, and ptotal,0 is the total pressure, which can be
expressed using the magnetic field strength and plasma beta at the sheet side




B2b,0(βb,0 + 1). (4.7)
The boundary between the plasma sheet and magnetic lobes is assumed to
be a tangential discontinuity (see section 5.1 for the reasoning), where the
total pressure has to be balanced across the boundary. Using the exact solu-
tions (4.2) and (4.3), pressure and density behind the rarefaction wave become
p1(y1(y)) = p0(y0(y))
[















where up is the speed of the imaginary piston.
Finally, the sheet undergoes a perpendicular compression, which is assumed
to follow the CGL (Chew-Goldberger-Low) double adiabatic variation. The






















where β⊥,2 is the plasma beta in the direction perpendicular to the ambient
magnetic field, while p⊥,2 and p∥,2 are, respectively, the perpendicular and
parallel components of pressure p2.
We assume that the profile of the magnetic field in the plasma sheet is
B0(y0(y)) = B∞ tanh(y/yb), (4.15)
where yb is the sheet half-thickness (see figure 4.4(a)), and B∞ is determined
from the value of B0 at the inner edge of the sheet-lobe boundary (y → yb−0).
Taking the value of sheet plasma beta at the inner edge of the boundary
as βb,0 = 2.5, piston velocity up = 0.8 cs,0, and sheet half-thickness yb =
3.0 RE, and substituting them into the above equations, we obtain the values
in table 4.1. Comparing with results from Chao et al. [7], shown in table 4.2,
we can see that the values are within 5%; the slight difference in results is most
likely due to rounding.
To calculate the thickness y2(y) of the thinned plasma sheet, we assume
that the magnetic flux is conserved. We take the values of B0(y0(y
(n))) at



















Figure 4.4: Profile of the magnetic field in the 1D plasma sheet model. (a)
shows initial profile and profile after thinning, adapted from Chao et al. [7].
(b) shows the trapezoid approximation used to calculate the thickness of the
plasma sheet after thinning, with ∆y0 = y
(n) − y(n−1) and ∆y2 = y2(y(n)) −
y2(y
(n−1)).




0 p⊥,2/p0 p∥,2/p0 ρ2/ρ0 p∥,2/p⊥,2
0.6 0.6 0.29 51.11 4.40 0.93 0.44 0.83 0.48
1.2 1.2 0.59 13.06 3.73 0.79 0.41 0.76 0.52
1.8 1.8 0.92 6.04 3.09 0.65 0.37 0.69 0.57
2.4 2.4 1.27 3.60 2.61 0.55 0.34 0.64 0.62
3.0 3.0 1.66 2.50 2.29 0.49 0.32 0.60 0.66
Table 4.1: Properties of the plasma sheet after thinning in the 1D piston model.






0 p⊥,2/p0 p∥,2/p0 ρ2/ρ0 p∥,2/p⊥,2
0.6 0.28 4.4 0.93 0.44 0.83 0.48
1.2 0.58 3.7 0.79 0.41 0.76 0.52
1.8 0.92 3.1 0.65 0.37 0.69 0.57
2.4 1.28 2.6 0.55 0.34 0.63 0.62
3.0 1.67 2.3 0.48 0.32 0.59 0.66
Table 4.2: Properties of the plasma sheet after thinning in the 1D piston model,
taken from Chao et al. [7]. Coordinates y0 and y2 are given in units of RE.
with trapezoids (see figure 4.4(b)). Then, y2(y
(n)) can be obtained from
y2(y
(n)) = y2(y





where n = 1, . . . , 5 and B0(y0(y
(0))) = B2(y2(y
(0))) = 0.
To recap, as the rarefaction wave moves tailward, behind it the pressure
in the inner sheet falls. To keep the balance of the total pressure, as required
by the tangential discontinuity, the sheet–lobe boundary has to move inward,
thinning the plasma sheet. The thickness of the plasma sheet after the thinning
is a function of piston velocity, which is estimated to be between 0.25 cs,0 and
1.25 cs,0. At velocity up = 0.8 cs,0, the thickness of the plasma sheet is reduced
to around half of the original value.
It is noted here that Chao et al. [7] argue that plasma sheet thinning takes
place under two separate steps of 1) rarefaction, and 2) adiabatic compression.
As can be seen from the exact solution for the rarefaction wave in (4.1), it
also follows that the right front of the thinned plasma sheet is located at
x ≤ (cs,0 + (γ + 1)up/2)t, which might even move to the left, especially when
|up| is large. In this thesis, I will argue that these two steps proceed at the same
time scale, and the plasma shows more complicated dynamics with propagation
and reflection of various plasma waves.
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4.2 Initial velocity model
While the piston model works well for the 1D model of rarefaction, it becomes
problematic if we attempt to extend the model to two or more dimensions.
Therefore, we replace the 1D piston model with an equivalent model that will
be easier to extend.
From the Galilean invariance of the MHD equations (see section 2.5), the
piston moving with a velocity up in a fixed plasma is equivalent to the fixed
piston (i.e., a wall) in a moving plasma with the velocity −up.
Mirroring the wall system around the wall location, we obtain a combined
system with a wall in the middle, two (mirrored) rarefaction waves moving out-
ward, and stationary plasma behind the rarefaction waves. Since the plasma
around the wall is stationary, the wall can be removed without influencing the
solution. We are left with a system where two lumps of plasmas are moving
apart with the velocity ±up from a fixed point in space. The fixed point may
be regarded as the piston in the 1D piston model by Chao et al. [7]
With a second application of the Galilean invariance, we can make the
system symmetric around up, so that the right half is identical to the piston
model we started with. The initial plasma velocities become 0 and uinit ≡
2up, where uinit is the initial disturbance parameter that will be introduced in
section 5.1.
The equivalence of the piston model and the initial velocity model can
be clearly seen in figure 4.5, where mirror symmetric forward and backward
rarefaction waves of the initial velocity model simulation are shown as the solid
line, and the dashed line denotes the analytic solution to the piston model as
given in equations (4.1)–(4.3).



















initial velocity model, uinit = -1.0
piston model, up = -0.50


















initial velocity model, uinit = -1.0
piston model, up = -0.50
(b) pressure at t = 4.0
Figure 4.5: Results of the numerical simulation of the initial velocity model
(solid line) compared to the exact solution of the equivalent piston model






In the 1D piston model by Chao et al. [7], the rarefaction wave in the inner
plasma sheet depends solely on the initial conditions of said region. Further-
more, while the plasma sheet thinning is assumed to occur as a consequence
of the pressure drop behind the rarefaction wave, the model itself is built as a
two-step process. The first step in the process is the rarefaction wave, where
the initial pressure and density are reduced to the values in equations (4.2)–
(4.3), and the second step is the thinning process itself, where the rarefied
plasma is assumed to be compressed by the inward movement of the bound-
ary. However, there is no mechanism in the model for the changes in the
magnetic field configuration and inner sheet pressure caused by the thinning
process to influence the sheet plasma before or during the rarefaction wave;
those effects are outside the scope of the model.
To further explore the thinning process itself, as well as the effects it may
have on the rarefaction wave, requires extending the model so it includes more
of the relevant plasma sheet configuration. Specifically, we can expect that





























Figure 5.2: Initial configuration of the modeled area, including the plasma
sheet and a section of north and south magnetic lobes.
5.1 Plasma sheet model
Starting with the 1D initial velocity model from section 4.2, we extend it to
2D and include the north and south magnetic lobes, modeling the 2D vertical
cross-section of the plasma sheet.
To simplify the initial setup we take the relatively flat area of the plasma
sheet, with approximately parallel magnetic field lines (figure 5.1). We mark
the x axis so it points from the Earth tailward, and y axis to point north, so
that the x-y plane becomes the cross section. (Note: the usual convention,
where z axis points north, is not used so that we have a more natural notation
for the MHD equations.)
We separate the modeled region into four main sub-regions, as shown in
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figure 5.2. If we take the thickness of the plasma sheet to be hsheet, then
the sub-region where y > hsheet/2 is the northern lobe, the sub-region where
y < hsheet/2 is the southern lobe, and the sub-region where −hsheet/2 < y <
hsheet/2 is the neutral sheet. The neutral sheet is further divided into the left
(x < 0) and right (x > 0) halves, with the right half being in the steady-state
configuration, and the left half being where the initial disturbance occurs.
The steady-state neutral sheet contains weakly magnetized plasma of high
density, Usheet. On the north and south are the magnetic lobes, containing
low density plasmas in strong, antiparallel magnetic fields, UU (where “U”
stands for “Up”) and UD (“Down”). After the initial disturbance is applied,
the right half of the plasma sheet contains the as-of-yet undisturbed plasma
UR = Usheet (“Right”), while the left half contains the disturbed plasma UL
(“Left”).
The profile of the magnetic field in the inner layer of the plasma sheet was
assumed by Chao et al. [7] to be the current sheet profile Bsheet = B∞ tanh(y).
However, simulations have shown that the results are almost identical if the
plasma in the plasma sheet is uniform and has no magnetic field. Since a uni-
form plasma with sharp sheet–lobe transitions is significantly easier to analyze,
the uniform plasma sheet is used for the initial condition in our simulations,
Bsheet = 0. We also assume that initially the plasma sheet and lobes are in a
steady-state configuration.
The plasma state across the sheet–lobe boundary is discontinuous. To
determine which type of the MHD discontinuity applies, we consider that,
across the boundary [7],
(a) the magnitude of the magnetic field changes,
(b) there is no high-speed flow (greater than 100 km/s; the sound speed is
on the order of 400 km/s), and
(c) plasma density falls by an order of magnitude when going from sheet to
lobe.
Comparing the above with the Rankine-Hugoniot jump conditions [9], it fol-
lows that the sheet–lobe boundary is not a shock, as, according to (b), the
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mass flux across the boundary is very low; additionally, in an MHD shock with
γ = 5/3 plasma density can increase at most fourthfold [7], which is ruled out
by (c). In a rotational discontinuity [9], the magnetic field strength across the
boundary is constant; therefore, a rotational discontinuity is ruled out by (a).
The same point rules out the contact discontinuity, in which both strength
and direction of the magnetic field must be exactly equal. That leaves only
the tangential discontinuity. For a tangential discontinuity, the magnetic field
and velocity have no component normal to the boundary; therefore, point (b)
allows it, but only as an approximation. Additional Rankine-Hugoniot jump
condition for a tangential discontinuity [9] is
[ptotal] = 0, (5.1)
where [φ] denotes the jump in φ when crossing the boundary. Under the
model’s assumptions, the plasma sheet magnetic field is uniform, Bsheet = 0,
and the lobe magnetic field is pointing in the x direction, BU,D = ±Blobe =
(±Bx,lobe, 0, 0). Substituting the above into the expression for total pres-
sure (2.32), the jump condition (5.1) becomes




The system is normalized so that psheet = 1.0, ρsheet = 1.0, and the initial
thickness of the plasma sheet is hsheet = 1.0, covering the area −0.5 < y < 0.5.
The normalization parameters are determined by the process introduced in
section 2.4, with the conversion relation for physical quantity φ defined as
φreal = φ̂φsim, where φreal are the physical units, φsim are the normalized units
used in the simulation, and φ̂ are the normalization parameters. The normal-
ization parameters φ̂ are strongly coupled, as they have to satisfy the MHD
equations. Only three of the parameters can be set freely; here, the chosen free
parameters are distance l̂ ≈ 3RE, ion temperature T̂i, and ion number density
n̂i. The normalization has been performed using the realistic values for sheet
and lobe obtained from satellite measurements [9, 44] as the baseline. The
baseline values and the relationship between physical and normalized units
are shown in table 5.1.
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time, length, velocity,
t (s) l (m) u (m/s)
normalization parameter φ̂ 30 1.9× 107 6.5× 105
ion num. dens., ion temp., density,
ni (m
−3) Ti (K) ρ (kg/m
3)
normalization parameter φ̂ 5.0× 105 5.0× 107 8.4× 10−22
realistic, sheet 5.0× 105 5.0× 107 8.4× 10−22
realistic, lobe 1.0× 104 5.0× 106 1.7× 10−23
pressure, mag. field,
p (nPa) B (nT)
normalization parameter φ̂ 0.35 21
realistic, sheet 0.35 10
realistic, lobe 0.00069 30
Table 5.1: Units are normalized with respect to the plasma sheet. Table has
been divided into three groups for space reasons. The first row of each group
are the normalization parameters φ̂. In the second and third rows of the
second and third group are the realistic values for, respectively, plasma sheet
and magnetic lobe, obtained from satellite measurements [9, 44].
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Since the physical quantities are normalized to sheet conditions and the
geometry is fixed, the system has only a few degrees of freedom left to param-
eterize. As a first parameter we take the lobe plasma beta βlobe, where plasma
beta is defined as β = 2p/B2 (note that the usual factor of µ0 is gone due to
normalization).








where the ion temperature Ti is defined through
p = nikBTi (5.4)
ρ = nimp, (5.5)
where ni is the ion number density, kB is the Boltzmann constant, andmp is the
proton mass (it is assumed that plasma consists overwhelmingly of electrons
and hydrogen ions).
Assuming the aforementioned normalization and the fixed geometry, the
steady-state initial condition of the plasma sheet is fully defined by the two
parameters plasma beta βlobe and temperature ratio τ .
The current disruption in the magnetosphere is outside of scope of the MHD
theory [12], therefore we need to approximate the disruption with an initial
disturbance. The piston model which was used by Chao et al. [7] to induce the
rarefaction wave is replaced with a uniform Earthward plasma flow (see sec-
tion 4.2). The flow is created by assigning an initial velocity uinit = (uinit, 0, 0)
to the plasma UL on the Earth side of the plasma sheet (see figure 5.2; x < 0,
−0.5 < y < 0.5 in figures 5.3 and 5.4).
The velocity magnitude uinit, which indicates the strength of the distur-
bance, is the third and final parameter needed to unambiguously define the
stated plasma sheet problem. This parameter is equivalent to the initial ve-
locity in the 1D initial velocity model introduced in section 4.2.
Unfortunately, the discontinuities in the initial conditions were causing
numerical artefacts to appear, displaying a diagonal hatch pattern over the
simulation area. The form of the pattern suggests that the main source of
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error was the divergence cleaning step; as under the SOR implementation it
uses a point (xi, yi) depends only on (xi±2, yi±2); as a consequence, neighboring
grid points are mutually independent. To reduce these numerical artefacts, the
discontinuities—namely, the jump in pressure, density, and the magnetic field
across the tangential discontinuity, as well as the jump in velocity between the
UL region and the other three—have been smeared over two additional grid
points [45].
5.2 Simulation box and boundary conditions
The simulation box length for the results presented in this thesis was (Lx, Ly) =
(32.0, 6.0) units, with −16 ≤ x ≤ 16, −3 ≤ y ≤ 3. The grid density per
unit length in x and y direction is 16, 32, and 64 grid points, for a total of,
respectively, (Nx, Ny) = (512, 96), (1024, 192), and (2048, 384) grid points for
the entire simulation box. A handful of simulation runs have been made with
double the length (and grid points) in the y direction. The results for the
extended simulation area had shown a minor difference in the lobes, as the
slight wave reflection from the boundary is eliminated; however, there was no
effect on the observed behavior of the sheet–lobe boundary, indicating that
the reflection is too weak to influence the results presented in the following
sections.
The boundary conditions for the simulation are Dirichlet at x = −Lx/2
(Earth) and x = Lx/2 (tail), with values being set to their initial values as
defined above,
U(−Lx/2, y, t) =

UU(−Lx/2, y) (hsheet/2 < y)
UL(−Lx/2, y) (−hsheet/2 < y < hsheet/2)
UD(−Lx/2, y) (y < −hsheet/2)
, (5.6)
U(Lx/2, y, t) =

UU(Lx/2, y) (hsheet/2 < y)
UR(Lx/2, y) (−hsheet/2 < y < hsheet/2)
UD(Lx/2, y) (y < −hsheet/2)
. (5.7)
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For the other two boundaries, the boundary conditions are Neumann at y =
−Ly/2 (south) and y = Ly/2 (north), except for the magnetic field component
perpendicular to the boundary, which is calculated from ∇ ·B = 0;
∂
∂y
ρ(x,−Ly/2, t) = 0, (5.8)
∂
∂y
(ρu)(x,−Ly/2, t) = 0, (5.9)
∂
∂y
(ρv)(x,−Ly/2, t) = 0, (5.10)
∂
∂y
(ρw)(x,−Ly/2, t) = 0, (5.11)
∂
∂y
Bx(x,−Ly/2, t) = 0, (5.12)
∂
∂y






Bz(x,−Ly/2, t) = 0, (5.14)
∂
∂y
e(x,−Ly/2, t) = 0 (5.15)
for the south boundary and, analogously,
∂
∂y
ρ(x, Ly/2, t) = 0, (5.16)
∂
∂y
(ρu)(x, Ly/2, t) = 0, (5.17)
∂
∂y
(ρv)(x, Ly/2, t) = 0, (5.18)
∂
∂y
(ρw)(x, Ly/2, t) = 0, (5.19)
∂
∂y
Bx(x, Ly/2, t) = 0, (5.20)
∂
∂y
By(x, Ly/2, t) = −
∂
∂x
Bx(x, Ly/2, t), (5.21)
∂
∂y
Bz(x, Ly/2, t) = 0, (5.22)
∂
∂y
e(x, Ly/2, t) = 0 (5.23)
for the north boundary.
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5.3 Gas simulation
The 1D initial velocity model has been extended to 2D. First, to allow for
a more direct comparison, we set all of the magnetic fields to zero; in other
words, we extend the 1D model by adding unmagnetized north and south
“lobe” regions. This introduces the second parameter, sheet/lobe temperature
ratio τ (since the lobe magnetic field has not been introduced, the lobe beta
parameter is set to infinity and left unused). As there is no magnetic field to
generate the magnetic pressure component, the pressure balance is achieved
by making the initial sheet and lobe pressures equal.
The initial conditions for simulation runs A, B, and C are shown in table 5.2,
where the plasma sheet (UL, UR) quantities are φsheet, and the magnetic lobe
(UD, UU) quantities are φlobe. The magnetic fields are all set to zero, Bsheet =
Blobe = 0. Each of these configurations was simulated with initial disturbance
UL, where velocity uinit = −1.0 (left-facing, Earthward flow).
2D plots of density for run B (τ = 2.0, uinit = −1.0) are given in figure 5.3.
At time t = 0, the left half of the plasma sheet (x < 0, −0.5 < y < 0.5) begins
moving to the left at velocity uinit. This creates a drop in pressure in the
center of the plasma sheet, which starts pulling in the surrounding plasma. As
a result, a rarefaction wave starts spreading in all directions. The plasma from
the right half of the sheet is pulled by the rarefaction wave, lowering pressure
and breaking the balance between sheet and lobes.
As the pressure balance is disturbed, lobe plasma starts pushing at the
sheet plasma, transforming the rarefaction wave into plasma sheet thinning
(figure 5.3(b)). However, due to the inward movement of the lobe plasma,
the sheet plasma is compressed, its pressure rises, and the pressure balance
between sheet and lobes is quickly re-established. While the rarefaction wave
itself continues to propagate in all directions, since the jump between sheet and
lobe pressures is lost, there is no further significant inward movement of the
sheet–lobe boundary on the right-hand side (x > 0) after t ≳ 2.5 (figures 5.3(d)
and (f)).
As can be seen from table 5.2, initial properties of sheet and lobe plasmas
for run A are identical. As a result, the rarefaction wave generated by the initial
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Run τ uinit ρsheet psheet ρlobe plobe cs,sheet cs,lobe
A 1.0 −1.0 1.0 1.0 1.0 1.0 1.29 1.29
B 2.0 −1.0 1.0 1.0 2.0 1.0 1.29 0.91
C 5.0 −1.0 1.0 1.0 5.0 1.0 1.29 0.58
Table 5.2: Initial conditions for the 2D unmagnetized plasma simulations.
velocity spreads evenly in all directions, and since there is no magnetic field in
the lobe, plasma sheet thinning does not propagate to the right (tailward).
In run C, the deformation of the boundary progresses through the identical
sequence as in run B. However, the development is slightly slower, presumably
due to a lower sound velocity in the lobes, in other words, the lower propagation
velocity of the lobe rarefaction wave.
5.4 Overview of the plasma simulation
Finally, we introduce the third parameter, lobe plasma beta βlobe, by adding
a finite lobe magnetic field. Note that a realistic lobe plasma beta would be
on the order of βlobe ≲ 0.01 [46]; however, this is difficult to achieve in a
simulation due to the extremely low kinetic pressure in such a plasma (see
the last row of table 5.3). Specifically, when the lobe pressure is too low,
the simulation code developed for this thesis breaks down and generates non-
physical negative pressure. Therefore, for this paper, we limit the values of
plasma beta to βlobe ≥ 0.2, which may be justified a posteriori in the next
section.
The addition of the magnetic field to the lobe plasma means that, compared
to the gas simulation in section 5.3, the lobe kinetic pressure must be lowered
to keep the total pressure constant and the lobe/sheet pressure balanced. An
overview of the initial conditions is shown in table 5.3.
2D plots of pressure for run E1 are shown on the left side of figure 5.4. The
right side of figure 5.4 shows the profile at y = 0 taken from the 2D plasma
simulation (orange solid line) and compares it with the time evolution of sheet














































































































































(f) density at t = 4.0
Figure 5.3: Plots of pressure and density evolution for run B (τ = 2.0, uinit =
−1.0) of the 2D gas simulation with a grid resolution of 32 points per unit
length. After an initial set-up period, the thinning does not propagate tailward.
Velocity vectors are over-plotted, at a resolution of four vectors per unit length,
with velocities below 0.075 not shown for clarity. The length of the vector is
proportional to the velocity; note that for velocities near the lower limit, the
vector stem is too small to see. Density plots are shown because the shape of
the plasma sheet is not visible in the pressure plots, as the initial pressure is
uniform.
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Run τ βlobe ρlobe plobe Bx,lobe cs,lobe cA,lobe
D1
1.0
0.2 0.155 0.155 1.30
1.29
3.30
D2 0.4 0.280 0.280 1.20 2.27
D3 0.7 0.395 0.395 1.10 1.75
D4 1.0 0.500 0.500 1.00 1.41
D5 2.6 0.719 0.719 0.75 0.88
D6 7.0 0.875 0.875 0.50 0.53
D7 31 0.969 0.969 0.25 0.25
D8 199 0.995 0.995 0.10 0.10
E1
2.0
0.2 0.31 0.155 1.30
0.91
2.33
E2 0.4 0.56 0.280 1.20 1.60
E3 0.7 0.79 0.395 1.10 1.24
E4 1.0 1.00 0.500 1.00 1.00
E5 2.6 1.44 0.719 0.75 0.63
E6 7.0 1.75 0.875 0.50 0.38
E7 31 1.94 0.969 0.25 0.18
F1
5.0
0.2 0.78 0.155 1.30
0.58
1.48
F2 0.4 1.40 0.280 1.20 1.01
F3 0.7 1.98 0.395 1.10 0.78
F4 1.0 2.50 0.500 1.00 0.63
F5 2.6 3.59 0.719 0.75 0.40
F6 7.0 4.38 0.875 0.50 0.24
realistic 10.0 0.002 0.02 0.002 1.413 0.40 10.0
Table 5.3: An overview of the initial conditions for 2D plasma sheet simula-
tions. The last row shows the ideal, realistic values, which couldn’t be used
due to limitations of the simulation program. For all runs, the initial velocity
of the disturbance is uinit = −1.0, sheet density and pressure are ρsheet = 1.0,
psheet = 1.0, and sheet sound velocity is cs,sheet = 1.29.
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length (black dash-dotted line).
At time t = 0, the left half of the plasma sheet begins moving Earthward.
The pressure drop that the disturbance leaves behind pulls in the surrounding
plasma (figure 5.4(a)). For a few moments (t ≲ 0.3), the resulting rarefaction
wave in 2D is similar to the one in the 1D simulation; the remnant of the
similarity can be seen as the slope at 0.2 ≲ x ≲ 0.8 in figure 5.4(b). However,
as the boundaries with the magnetic lobes move inward due to loss of the
pressure balance, the plasma sheet is compressed and the pressure rises; this
increase manifests as a bulge at −0.7 ≲ x ≲ 0.2 in figure 5.4(b). The re-
pressurization of the sheet nullifies the rarefaction wave and generates a wave
train of pulses of increased pressure (figures 5.4(d) and (f)). The waves in the
wave train will be identified as fast-mode MHD waves in section 5.6. Despite
the apparent loss of the rarefaction wave, the Earthward plasma flow and
the accompanying thinning of the plasma sheet continue. After the initial
set-up period at t ≲ 1, the thinning propagates in a self-similar fashion (see
figures 5.4(c) and (e)).
Figure 5.5 shows the equivalent plots for run E4, where plasma beta has
been increased relative to run E1. 2D plots of pressure are shown on the left
side, and the comparison of a profile at y = 0 taken from the 2D plasma
simulation (orange solid line) with the time evolution of sheet pressure taken
from 1D gas simulation (black dash-dotted line) on the right side. General
development of the plasma sheet thinning in run E4 follows the same pattern
as in run E1. There is an initial pressure drop due to the Earthward flow,
generating a rarefaction wave. At t = 0.5 (figure 5.5(a)) the rarefaction wave
is still visible and identical to the one in the 1D simulation, though soon
afterwards it is subsumed in the pressure increase caused by sheet thinning.
The wave train generated by sheet re-pressurization (figures 5.5(d) and (f))
is observable, though drastically weaker than in the run E1. It is also clear
that increasing the lobe beta (i.e., lowering the lobe magnetic field, which also
lowers lobe Alfvén velocity) slowed down the propagation of the thinning front.
Figure 5.6 shows the plots for run F1, where the sheet–lobe temperature










































2D, pressure cut at y = 0.0









































2D, pressure cut at y = 0.0









































2D, pressure cut at y = 0.0
(f) 1D vs 2D at t = 4.0
Figure 5.4: Plots of pressure evolution for run E1 (τ = 2.0, βlobe = 0.2,
uinit = −1.0) of the 2D plasma simulation with a resolution of 32 grid points per
unit length. (a) shows the initial plasma sheet pressure drop and the beginning
of recompression. (c) and (e) show the propagation of the thinning front, with
the detected location of the front marked with a red line. Velocity vectors
are over-plotted, at a resolution of four vectors per unit length, with velocities
below 0.075 not shown for clarity. (b), (d), and (f) show the comparison of
pressure in 1D and 2D simulation, with the detected location of the front again
marked with a red line. The grid density for 1D simulation is 128 points per
unit length. For the 2D simulation, we show the horizontal cut through the
center of the plasma sheet, at y = 0. (Note that it is only a coincidence that the
thinning front and the foot of the 1D rarefaction wave are in approximately the
same location. Since the sheet parameters do not change, the 1D rarefaction
wave—including the foot—is identical in all of the simulation runs, while the










































2D, pressure cut at y = 0.0









































2D, pressure cut at y = 0.0









































2D, pressure cut at y = 0.0
(f) 1D vs 2D at t = 4.0
Figure 5.5: Plots of pressure evolution for run E4 (τ = 2.0, βlobe = 1.0,
uinit = −1.0) of the 2D plasma simulation with a resolution of 32 grid points per
unit length. (a) shows the initial plasma sheet pressure drop and the beginning
of recompression. (c) and (e) show the propagation of the thinning front, with
the detected location of the front marked with a red line. Velocity vectors
are over-plotted, at a resolution of four vectors per unit length, with velocities
below 0.075 not shown for clarity. (b), (d), and (f) show the comparison of
pressure in 1D and 2D simulation, with the detected location of the front again
marked with a red line.
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shown on the left side, and the comparison of a profile at y = 0 taken from
the 2D plasma simulation (orange solid line) with the time evolution of sheet
pressure taken from 1D gas simulation (black dash-dotted line) on the right
side. General development of the plasma sheet thinning in run F1 is unchanged
from the previous two runs shown. In figure 5.6(a), the rarefaction wave is
visible and identical to the one in the 1D simulation, and subsumed soon
afterwards. The wave train generated by sheet re-pressurization (figures 5.6(d)
and (f)) is much stronger than in the run E4, though still somewhat weaker and
slower than in the run E1. The propagation of the thinning front is slightly
slower than in the run E1 as well, showing that increasing the sheet–lobe
temperature ratio (i.e., increasing the lobe density, which lowers lobe sound
and Alfvén velocities) also slows down the propagation of the thinning front.
The other runs listed in table 5.3 follow the same basic sequence of events,
albeit with different propagation velocities and thinning amounts. The prop-
agation velocity of the thinning front decreases as lobe beta and temperature
ratio τ increase. While the propagation velocity appears to be fairly constant
over a single simulation run for sufficiently small βlobe, for lobe plasmas with
βlobe ≫ 1 the measured location of the thinning front may eventually stop ad-
vancing, or even slightly reverse direction. This effect is more pronounced in
runs with higher temperature ratio τ , where sound and Alfvén velocities in the
lobe are lower. Presumably, the physical process that causes the propagation
of the thinning front is on a too slow of a timescale for the current simulation.
As the actual lobe plasma has β ≪ 1, and the high-beta simulations have
been conducted only to determine the overall scaling and confirm it asymp-
totes towards the “infinite-beta” gas simulation from section 5.3, the affected
runs are not required and have been discarded from the overview table and
the following analysis.
It is worth noting that we observed the development of Kelvin-Helmholtz
(KH) instability on the sheet–lobe interface, arising due to the velocity differ-
ence between the two plasmas [47]. However, the instability appears only for
the weak magnetic field (Bx,lobe ≲ 0.5, βlobe ≳ 7), and when it does appear its










































2D, pressure cut at y = 0.0









































2D, pressure cut at y = 0.0









































2D, pressure cut at y = 0.0
(f) 1D vs 2D at t = 4.0
Figure 5.6: Plots of pressure evolution for run F1 (τ = 5.0, βlobe = 0.2,
uinit = −1.0) of the 2D plasma simulation with a resolution of 32 grid points per
unit length. (a) shows the initial plasma sheet pressure drop and the beginning
of recompression. (c) and (e) show the propagation of the thinning front, with
the detected location of the front marked with a red line. Velocity vectors
are over-plotted, at a resolution of four vectors per unit length, with velocities
below 0.075 not shown for clarity. (b), (d), and (f) show the comparison of
pressure in 1D and 2D simulation, with the detected location of the front again
marked with a red line.
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the velocity difference is significantly larger. As we are only interested in the
right side of the domain (x > 0), presence of the instability does not affect the
following discussions. For a more in-depth discussion of the KH instability, see
Appendix D.
Additionally, the flows that can be seen on the sheet–lobe boundary in
the right half (x ≳ 2) of figures 5.4(c) and (e) are due to thin, non-physical
jets in the two-grid-points-wide transition area between sheet and lobe, which
was introduced to increase the numerical stability of the simulation by slightly
smoothing out the initial discontinuity. Increasing the grid density and/or
widening the transition area weakens the jets; however, as widening the tran-
sition area makes the following analysis more difficult, and the evolution of the
plasma sheet shape does not noticeably change, the transition area width was
kept at two grid points.
5.5 Thinning front
For further analysis of the plasma sheet thinning, we measure the propagation
velocity of its front with the following method. First, for each discrete x
coordinate, linearly interpolate the Bx profile to find the location in y where
the magnetic field drops below half of the initial lobe value. Collecting all
the (x, y) values gives a rough profile of the plasma sheet, which can again be
linearly interpolated to obtain the x coordinate of the point where the sheet
thickness is reduced to 80% of the initial value. The interpolation procedure
is repeated to obtain the “80% thinning” locations between t = 2 and t = 10
(skipping the initial period at t < 2.0 where the self-similar shape of the
thinning may not yet be fully developed). Finally, the thinning velocity u80 is
derived from a linear fit on the “80% thinning” locations. The results for grid
density 32 are shown in figure 5.7.
A strong, approximately linear dependence can be observed between the
magnetic field strength in the lobes and the thinning velocity. Furthermore,
all thinning velocities are considerably slower than the sheet sound velocity.
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uA, τ = 1
uA, τ = 2
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u80, τ = 1
u80, τ = 2
u80, τ = 5
(b) thinning velocity vs Bx
Figure 5.7: Front velocity dependence on the temperature ratio τ and the
plasma beta βlobe for 2D simulations with grid density of 32 points, plotted
versus lobe beta (top) and the initial lobe magnetic field strength (bottom)
with Alfvén velocities for the lobe initial conditions shown for comparison. The




taking into the account that, in order to satisfy the pressure balance con-
dition (5.1), it has to hold that Bx,lobe ≤
√
2, we can extrapolate that the
maximum velocity of the 80% thinning is u80 ∼ 0.5, or less than half of the
sheet sound velocity cs,sheet = 1.29.
It may also be illuminating to compare the thinning velocity u80 with the
typical velocities of the plasma sheet and magnetic lobes. Table 5.4 shows the
measured wave velocities and thinning velocity for each of the simulation runs.
Note that the values listed in the table are for the undisturbed medium, and
will change as the disturbances propagate throughout the domain.
It is clear from the table that none of the wave velocities appear to have
a direct relation to the propagation velocity of the thinning front. At first
glance it does seem that the Alfvén velocity may have some proportionality;
however, in the following section we will see that in this configuration the
Alfvén waves do not propagate, which would indicate that the apparent rela-
tionship is simply a consequence of both of the velocities being proportional to
the lobe magnetic field strength. Divining the mechanism of the plasma sheet
thinning will require a more involved analysis.
The fairly smooth dependence of propagation velocity on plasma beta also
provides a degree of justification for running the simulations with a higher
plasma beta than the actual value in the magnetic lobe. If the physics of the
ideal MHD solution was dramatically different depending on the lobe beta,
we would expect the critical point to appear around βlobe = 1, where plasma
behavior typically changes from being dominated by kinetic effects (βlobe > 1)
to being dominated by magnetic effects (βlobe < 1). However, the current
problem changes smoothly over the entire range of tested lobe beta values,
199 ≥ βlobe ≥ 0.2, which suggests that the trend should hold for βlobe < 0.2 as
well. Other parameters that may usually cause a dramatic change in plasma
behavior when a certain threshold is passed—for example, particle Larmor
radius, resistivity, etc.—are not directly used in the ideal MHD equations used
in this thesis, and therefore will not influence the simulation results. They
may, of course, mean that the ideal MHD approximation is no longer valid;
however, the approximation is supposed to hold in the current regime, and if
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D2 0.4 2.27 1.29 2.27 0.46
D3 0.7 1.75 1.29 1.75 0.42
D4 1.0 1.41 1.29 1.41 0.38
D5 2.6 0.88 0.88 1.29 0.30
D6 7.0 0.53 0.53 1.29 0.22
D7 31 0.25 0.25 1.29 0.11








E2 0.4 1.60 0.91 1.60 0.43
E3 0.7 1.24 0.91 1.24 0.40
E4 1.0 1.00 0.91 1.00 0.36
E5 2.6 0.63 0.63 0.91 0.28
E6 7.0 0.38 0.38 0.91 0.19








F2 0.4 1.01 0.58 1.01 0.39
F3 0.7 0.78 0.58 0.78 0.35
F4 1.0 0.63 0.58 0.63 0.31
F5 2.6 0.40 0.40 0.58 0.22
F6 7.0 0.24 0.24 0.58 0.12
Table 5.4: Comparison of wave velocities with the thinning velocity u80 for 2D
plasma sheet simulations. The thinning velocities u80 are the values obtained
with the grid density of 32 points per unit length. The wave velocities shown
are the lobe sound velocity cs,lobe, lobe Alfvén velocity cA,lobe, slow and fast lobe
magnetosonic velocities csm,lobe and cfm,lobe, and finally sheet sound velocity
cs,sheet.
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those ranges of values are present, they’re out of scope of this thesis to begin
with. Therefore, we can conclude that, while the actual lobe beta is βlobe < 0.1,
it is almost certainly valid to base the analysis on the results for the lobe beta
values βlobe ≥ 0.2, extrapolating if needed.
Finally, in order to show numerical convergence, the comparison between
grid densities for temperature ratio τ = 2 is shown in figure 5.8. We can see a
good agreement between grid densities 16 and 32, and an excellent agreement
between grid densities 32 and 64. More specifically, for βlobe ≤ 7 (Bx,lobe >
0.5), the disagreement in thinning velocity between grid densities 16 and 32 is
below 4%, and the disagreement between grid densities 32 and 64 is below 2%.
The convergence worsens for βlobe > 7, as determining the thinning velocity
grows less reliable and requires more grid density as that velocity nears zero.
However, lobe plasma is a low-beta plasma, and the simulations for βlobe > 1
are used only to confirm that the thinning velocity goes to zero as lobe beta
rises (as anticipated from the 2D gas simulation); therefore, somewhat rough
results for high values of lobe beta are acceptable.
5.6 Wave decomposition
One possible approach that can be used to determine the physical process
behind an event in a system of conservation laws is to decompose the distur-
bances into component waves. The decomposition may be obtained by the
same approach as in the simulation code: splitting the 2D problem into mutu-
ally independent collections of 1D problems for each x and y coordinate of the
original system (see section 3.1.6), and diagonalizing the obtained 1D MHD
equations using the procedure described in section 2.6.2.







where L = (L1, · · · ,Lk) is a matrix of left eigenvectors L1, . . . ,Lk of the sys-
tem’s Jacobian, ∂F/∂U. To reiterate, as the left eigenvectors of the MHD





































u80, grid density 16
u80, grid density 32
u80, grid density 64
(b) thinning velocity vs Bx
Figure 5.8: Comparisons between simulation results with different grid densi-
ties. Pressure profiles of the plasma sheet are increasingly smeared out as grid
density falls (top), though the sheet width is consistent. The impact of the






































































































































































































(f) slow-mode wave in the positive y
direction
Figure 5.9: Wave strengths |Sj+ 1
2
,i| at time t = 4.0 for run E1 (τ = 2.0,
βlobe = 0.2, uinit = −1.0) of the 2D plasma simulation with a resolution of 32
grid points per unit length. All plots are scaled to the same value to allow for




















































































































































































































(f) slow-mode wave in the positive y
direction
Figure 5.10: Wave strengths |Sj+ 1
2
,i| at time t = 4.0 for run E1 (τ = 2.0,
βlobe = 0.2, uinit = −1.0) of the 2D plasma simulation with a resolution of 32
grid points per unit length. All plots are scaled to their own maximum value;
see figure 5.9 for a comparison between different wave modes.
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and by extension the wave decomposition described here, is an approximation
obtained by locally freezing the value of L. System (5.24) can be split into a







where wi (i = 1, . . . , k) are components of the transformed vector W = LU,
and λi are the respective eigenvalues corresponding to the left eigenvectors
Li. It follows that an approximate strength of each wave component can be
calculated by discretizing the transformed flux LF from (5.24).
We define the decomposition of wave components Sj+ 1
2
between grid points










) is the discretized, locally frozen value of the matrix of
the left eigenvectors L between grid points j and j + 1, with Uj+ 1
2
calculated
by averaging density, velocity, magnetic field, and total pressure of Uj and
Uj+1 [32], and Fj = F(Uj) is the discretized flux at grid point j. Then,
absolute values Sj+ 1
2




,1, . . . , Sj+ 1
2
,k), can
be interpreted as relative strengths of the k wave components.
Figure 5.9 shows the wave components |Sj+ 1
2
,i| in x and y directions around
the thinning front of the plasma sheet for run E1, with other components
being at most half as large as the maximum of the positive-direction fast-
mode component (≈ 0.025), which is half as large as the peaks of the slow-
mode component (≈ 0.050). Figure 5.10 shows the same components, rescaled
to better show their structure.
A wave train of fast-mode MHD waves (i.e., sound waves) propagating
tailward at sound velocity can be observed inside of the plasma sheet in fig-
ure 5.10(a), with peaks and troughs that roughly align with, respectively,
troughs and peaks of pressure in figure 5.4(f). There also appears to be a
slow-mode MHD wave propagating in the x direction along the sheet–lobe
boundary, visible as a peak at (x, y) ≈ (5.6,±0.5) in figure 5.10(b). How-
ever, the slow-mode peak is not moving at the lobe slow magnetosonic speed
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of 0.91, but instead moves at the sheet fast magnetosonic speed (i.e., sound
speed) of 1.29, advancing together with the dark arc-like structure at the front
of the plasma sheet wave train at x ≈ 5.5. Since there is a sharp change at
the exact point of the sheet–lobe interface when crossing between sheet and
lobe, where the fast-mode component (the dark arc) suddenly weakens and
the slow-mode component (the peaks) grows, it is likely that the slow wave is
generated through mode conversion by the front of the fast-mode wave-train
as it touches the boundary.
From the decomposition in the y direction, in figures 5.10(d) and (f) we can
observe a strong slow-mode component along the sheet-lobe boundary when
crossing from lobe to sheet. As the plasma changes from the strongly magne-
tized lobe plasma into non-magnetized sheet plasma, the slow magnetosonic
speed falls to zero and the slow wave at the boundary is unable to enter the
sheet. Instead, it appears to launch a series of fast-mode waves across the
sheet, clearly visible in figures 5.10(c) and (e). The location of the peak of the
y direction slow-mode wave corresponds to the thinning front of the plasma
sheet, suggesting that the slow-mode wave may be driving the thinning pro-
cess.
Comparing the wave components in figure 5.10 with the pressure plots in
figure 5.4, we can see that, while the x direction wave train moves at the same
velocity as the rarefaction wave in the 1D model, it causes the sheet pressure
to increase instead of decrease, resisting the deformation of the magnetic field
lines. After the pulses of increased pressure associated with the wave train
pass, the sheet–lobe boundary starts moving inward and the thinning begins,
as can be seen from the y-direction slow-mode MHD waves in figures 5.10(d)
and (f). The wave train appears to be influenced by the slow-mode wave at
the sheet-lobe boundary; as the y direction fast-mode waves move across the
sheet, new waves are generated slightly tailwards, giving the appearance of a
right-moving stripe. The first pulse in the wave train is generated during the
initial sheet recompression, as can be seen in figure 5.4(b).
It is worth noting that there were no Alfvén waves detected by the wave









Figure 5.11: Mechanics of the plasma sheet thinning. As the sheet pressure
drops, the balance breaks and the sheet-lobe boundary moves inwards (1).
This compresses the sheet, raising pressure (2) and resisting the thinning (3).
Finally, the pulse of increased pressure is launched tailwards (4), and the
thinning can resume (1).
gests that the y direction slow-mode waves are the primary driver behind the
bending of the magnetic field lines during the thinning process.
5.7 Mechanics of the thinning process
The results of the wave decomposition begin to paint the picture of a possible
process behind plasma sheet thinning in a 2D sheet configuration. The stages
are shown in figure 5.11.
Initially, there is a drop in pressure caused by the Earthward plasma flow,
a disturbance that was assumed to be caused by the near-Earth current dis-
ruption. The sheet-lobe pressure balance is broken, and the boundary moves
inwards, towards the center of the sheet, causing thinning to begin (1). At
the same time, the pressure drop launches a rarefaction wave (fast mode mag-
netosonic wave) in all directions. As the y direction rarefaction wave hits the
sheet-lobe boundary, the fast mode wave partially reflects, partially crosses
over into the lobe, and partially converts into a slow mode magnetosonic wave.
The inward movement of the boundary compresses the sheet plasma, raising
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the sheet pressure (2). The reflected fast mode components propagate back
towards the opposite sheet-lobe boundaries. Increased sheet pressure pushes
back on the boundary, resisting further deformation and slowing down the
thinning (3).
Finally, the area of increased pressure moves tailward (4), the pressure
drops again, and the thinning resumes (1). The tailward flow manifests as a
fast mode magnetosonic wave, and appears to be the combined x components
of fast mode waves reflected from upper and lower sheet-lobe boundaries. The y
components, on the other hand, have similar strengths and opposite directions,
so their effect while propagating through the sheet is minimal. However, once
they hit the boundary, they initiate a mode conversion into the slow wave,
generating a By component of the magnetic field and bending the magnetic
field lines inwards; in other words, causing the sheet-lobe boundary to move
and causing thinning.
5.8 Comparison of 1D and 2D models
In the 1D gas model by Chao et al. [7], the movement of the imaginary piston
generates a rarefaction wave traveling tailward. The thinning proceeds in two
distinct stages. First, due to the propagation of the rarefaction wave, pressure
in the sheet is reduced. Second, due to the broken pressure balance between
sheet and lobes, the sheet-lobe boundary is forced to move inward, causing the
thinning. Since the plasma beta in the sheet is greater than one, the rarefaction
wave moves at the sound velocity, cs,sheet. Chao et al. [7] do not explicitly
state the propagation velocity of the thinning; however, as the compression
is calculated from the plasma state after the rarefaction is completed, we can
deduce that the propagation velocity is at most as large as the propagation
velocity of the rarefaction wave’s foot. From the exact solution (4.1) for the











where cs,0 is the sound velocity of the initial state, and up < 0 is the velocity
of the imaginary piston. Taking γ = 5/3 and up = 0.8cs,0, the representative
value from the reference paper, we obtain ufoot = −cs,0/15; in other words,
the foot of the rarefaction wave slowly moves Earthward. Therefore, it would
appear that—despite the presumed two-stage process—thinning is assumed
to proceed at the same velocity as the rarefaction wave. Furthermore, while
it is discussed how different treatments of the magnetic flux may change the
amount of thinning, from which we can conclude that changes in the lobe
magnetic field may do so as well, there is no mention that the thinning front
velocity may depend on the conditions in the magnetic lobes.
Extending the 1D model to a 2D gas model, we observed that the rarefac-
tion wave generated by the initial disturbance is drastically weakened in the
first moments of the event. Furthermore, even though this weakened form of
the rarefaction wave continues propagating, the thinning ceases to propagate
due to the loss of the sheet–lobe pressure difference (see figure 5.3).
Extending to a 2D plasma model by introducing the magnetic field into
the lobes, the dynamics of the plasma sheet thinning drastically changes.
Firstly, the rarefaction wave is weakened so much that it is no longer clearly
noticeable as an independent entity. It is either subsumed in other, stronger
waves, or almost completely extinguished by compression in the first few mo-
ments of the event. In either case, the significant drop in pressure ceases to
propagate tailward. However, despite the lack of a significant pressure drop,
and in stark contrast to the 2D gas model, the thinning continues to propagate
(figure 5.4). This indicates that the rarefaction wave is not a sole component
of the plasma sheet thinning.
Secondly, the thinning front velocity is lower than the rarefaction wave
velocity. This is another indicator that thinning dynamics have separated
from the rarefaction wave that initially caused them.
Thirdly, the thinning front velocity shows a strong dependence on the con-
ditions in the magnetic lobes (figure 5.7). The thinning front propagates faster
when the lobe magnetic field is stronger, in stark contrast to the 1D model.
As the 2D gas simulation showed, in the limit of no magnetic field there is an
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initial burst after which the thinning front completely stops propagating; this
aligns with the small Bx limit of the 2D plasma simulation.
Fourthly, in the 2D plasma model there is a wave train of slight pressure
increases moving tailward through the plasma sheet at the fast magnetosonic
(i.e., sound) velocity (figure 5.4). The wave train is completely absent in the
1D and 2D gas models.
The above points of comparison clearly show that the dynamics of plasma
sheet thinning seem to be dominated by the sheet–lobe interaction that could
not be accounted for in the 1D model.
As mentioned in section 1.2.4, the CD model employs the rarefaction wave
and the resulting pressure drop to trigger near-Earth reconnection. That is,
the rarefaction wave needs to propagate tailward for a long distance; for ex-
ample, from the site of current disruption (∼ −10RE) to that of reconnection
(∼ −20RE), which are approximately 10RE apart. In the current simulation
study, however, the rarefaction wave and, more importantly, corresponding
pressure drop are damped soon after the occurrence of pressure decrease due
to current disruption. Therefore, the mechanism described in the CD model
may be insufficient to trigger reconnection because of the weakening of pressure
decrease in the central plasma sheet at ∼ −20RE. In this sense, the results of
the numerical simulation suggest that the CD model may need to be carefully
reconsidered to account for magnetic reconnection, as the current form may
not be able to fully explain all the phenomena in the magnetotail during the
episode of auroral substorm.
Finally, returning the normalized values back to real ones according to
table 5.1, we can see that a normalized thinning velocity of ∼ 0.6 translates
into ∼ 400 km/s. To traverse the aforementioned 10RE, which is a distance of
∼ 3.3 in the normalized units, between the site of current disruption to that
of reconnection, the thinning front in the simulation would require ttotal ≈
3.3/0.6 ≈ 5.5 (∼ 2.75 min). At time t = 4 (∼ 2 min), the sheet thickness at
x = 0 is reduced by 50%, from the initial ∼ 3RE to ∼ 1.5RE.
As already mentioned in Chapter 1, observational data of the plasma sheet
during substorm events is relatively scarce—especially considering that deter-
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mining the spatial and temporal relation between the CD, thinning, and recon-
nection requires numerous observations over a distance spanning ∼ 10RE. One
such fortuitous case, with 11 satellites present in the nightside magnetosphere
during a substorm event, occurred in October 2004; a detailed account of the
observations was given by Lui et al. [48]. Data from a couple of satellites,
Double Star 1 (TC-1) and Cluster, is particularly relevant to the present dis-
cussion. A disturbance in the magnetic field that can be interpreted as plasma
sheet thinning was observed first by TC-1, and then 1.5 min later by Cluster,
which was located ∼ 3RE down tail from TC-1. (Note that this is a distance
in the x direction; at the time, TC-1 was ∼ 3RE south of the equatorial plane,
while Cluster was ∼ 5RE north. Nevertheless, the x distance should be a de-
cent approximation to the actual distance covered by the presumed thinning
front.) It is easily calculated that the observed thinning front would cover
a distance of 10RE in ∼ 5 min, moving at a velocity of ∼ 200 km/s. These
values are within a factor of two of the results obtained from the simulation,




There are several competing models attempting to explain the process leading
to auroral breakup. Currently, the preferred model is the Near-Earth Neutral
Line (NENL) model, with the Current Disruption (CD) model a distant second.
However, determining the validity of either model is exceedingly difficult due
to the scale of the physical events involved. While there is some observational
data thanks to a number of satellites moving through the affected region, it
has so far been insufficient to conclusively confirm or deny either of the models.
The main issue is that the auroral breakup appears to be connected to a large-
scale reconfiguration of the Earth’s plasma sheet, where the distances involved
are on the order of 10–100RE, while the most the satellites can provide is data
on specific physical properties at a single point. The overall behavior of the
plasma sheet has to be inferred by interpreting the limited data and building a
self-consistent global picture. Numerical simulations provide a useful tool for
analyzing whether the model is consistent with the available observations.
In this thesis, a one-dimensional (1D) model for thinning of the Earth’s
plasma sheet according to the CD model of auroral breakup introduced by
Chao et al. [7] has been extended to a simple 2D configuration. An initial
disturbance launches a rarefaction wave, which is a signature component of
the CD model. In the original 1D gas model, the rarefaction wave propagates
tailward at sound velocity; the resulting drop in pressure is assumed to cause
plasma sheet thinning. In the extended 2D gas model, the rarefaction wave
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is weakened, and the plasma sheet thinning is absent. In the extended 2D
plasma model, where magnetic field was added into the lobes, the rarefaction
wave is quickly lost in the plasma sheet recompression. However, the plasma
sheet thinning reappears, propagating at a slower velocity than the 1D model
suggests. The thinning is preceded by a wave train of pulses of increased
pressure, generated by the thinning process itself. The stark changes as the
model is expanded suggest that the dynamics of plasma sheet thinning may
be dominated by sheet–lobe interactions that are absent from the 1D model.
In Chapter 1, we gave a brief introduction and an overview of the thesis,
followed by a short description of the Earth’s magnetosphere, geomagnetic
substorms, and the two main models of auroral breakup (NENL and CD). In
Chapter 2, we have introduced the magnetohydrodynamic (MHD) equations,
their properties, and their formulation as a conservation law. In Chapter 3, we
have described the simulation scheme and touched upon the implementation of
the simulation code used in this thesis. In Chapter 4, we have presented the 1D
piston model by Chao et al. [7], and constructed an alternative formulation
that is easier to extend, where the piston is replaced by initial velocity. In
Chapter 5, we have extended the model to a 2D configuration, simulated it,
and analyzed the results.
We have first extended the aforementioned simple 1D model of the plasma
sheet thinning to a 2D configuration by adding unmagnetized north and south
“lobes”. In the 2D gas simulation the rarefaction wave is weakened and thin-
ning ceases to propagate (figure 5.3). After adding a magnetic field to the lobes
and simulating the resulting 2D plasma model, the thinning begins to propa-
gate once more, though this time the rarefaction wave is absent (figure 5.4).
The lack of thinning propagation in the 2D gas simulation means that the
influence of the sheet–lobe configuration on the dynamics can be too strong to
allow extrapolating the behavior from a 1D model. The appearance of thinning
in the 2D plasma simulation indicates that the deformation of the magnetic
field may play a significant role in the plasma sheet thinning. This conclusion
is strengthened by observing that the signature aspect of the CD model of the
auroral breakup, the rarefaction wave, as well as its associated pressure drop,
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are drastically weakened soon after the event begins, and the thinning, which
was supposed to be following behind the—now absent—rarefaction wave, con-
tinues propagating, though at a slower velocity. The thinning is preceded by a
wave train of pulses of increased pressure, propagating tailward as fast-mode
MHD waves. The thinning begins after the wave train passes, and its velocity
is shown to be strongly influenced by the conditions in the magnetic lobes; in
particular, there is an approximately linear dependence on the lobe magnetic
field strength.
Finally, the weakening or outright disappearance of the rarefaction wave
and the presence of the wave train indicate that it is possible that the recon-
nection in the CD model may not be preceded by a significant drop in pressure.
On the contrary, the simplified model used in the simulation suggests that the
reconnection may even be preceded by a slight pressure increase in the center
of the plasma sheet. This creates problems for satellite observations attempt-
ing to determine the validity of the CD model, as the rarefaction wave and the
associated pressure drop were assumed to be the signature of the model. The
simulation results presented here indicate that determining which of the auro-
ral breakup models is correct may instead require reconstructing the wide-area
configuration of the plasma sheet, which in turn would require a large number
of satellites. Additional simulations of candidate models may point at other
unique characteristics that could simplify the search once more; however, what
those may be is currently unknown.
As we have seen, expanding the 1D model to 2D and introducing the rel-
evant structure of the plasma sheet has dramatically changed the results. It
follows that expanding the model once again, to three dimensions, may also
have a dramatic effect on the results. On the other hand, the remaining di-
rection (east-west) is a fair bit more uniform than the one introduced here
(north-south); therefore, we do not expect as much of a divergence. Neverthe-
less, finding local characteristics that could distinguish the candidate models
of auroral breakup may require a global 3D simulation of the CD model, which
currently appear to be lacking, that could be compared to global simulations
of the NENL model.
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It is worth noting that the ideal MHD model employed in the simulation is
unable to reproduce the magnetic reconnection, and therefore does not address
the development of the system after the thinning of the plasma sheet. A more
sophisticated simulation model, e.g., the extended MHD or a kinetic model,
would be required to determine whether the reconnection ultimately does or
does not occur under the simplified geometry used in this paper.
In future research, we hope to more precisely determine the dependence of
the plasma sheet thinning on the parameters of the plasma sheet and magnetic
lobes. We would also like to confirm whether or not the reconnection can




Order of the simulation scheme
In this section, we analyze the order of the numerical schemes used for the sim-
ulations in this thesis. The schemes themselves have already been introduced
in section 3.1; spatial integration was calculated with the ENO-LF scheme,
and time integration with the three-step Runge-Kutta method.
A.1 Order of the three-step TVD Runge-Kutta
method
Taking the optimal three-step TVD Runge-Kutta method [35] (RK3) intro-
duced in section 3.1.5, and rewriting it for a 1D scalar function u(t), we obtain





















where un and un+1 are the discretized values of u at points tn and tn+1, and
u(1) and u(2) are the state vectors of the intermediate steps. We arbitrarily
choose
u(t) = exp(t) (A.2)





















Figure A.1: Error for the RK3 method, with number of steps N on the hor-
izontal axis and error |unmax − u(tmax)| on the vertical axis. A line with the
slope N−3 is shown for comparison.
as the test function, with initial value
u(0) = 1, (A.4)
and apply the scheme in (A.1).
The results of the numerical simulation are shown in figure A.1, with the
error calculated as
err = |uN − u(tmax)|, (A.5)
where uN is the result of the simulation after N steps of ∆t = tmax/N , and
u(tmax) is the exact value of u(t) at tmax = 1.0. Comparing with the line of
slope N−3, we can see that the RK3 method used in the MHD simulation is


























Figure A.2: The L1, L2, and L∞ errors for the ENO-LF scheme, with number
of grid points Nx on the horizontal axis and errors on the vertical axis. Two
lines, with slopes N−1x and N
−2
x , are shown for comparison.
A.2 Order of the ENO-LF scheme
The ENO scheme is highly nonlinear even for linear problems [33], and it is
not possible to analytically obtain the scheme’s convergence rate [49]. There-
fore, the convergence rate is typically obtained empirically, with numerical
experiments.
As the construction of the ENO-LF scheme depends heavily on the equation
it is being applied to, it is significantly more difficult to implement in isolation,
and there is a risk that the resulting scheme will have different properties than
the one used in the simulation itself. Therefore, the order of the ENO-LF
scheme for spatial integration has been tested with the full simulation code, as
used for the plasma sheet simulation in the main text of this thesis. In order
to more effectively measure the numerical error, the scheme is tested on the
linear wave problem, for which the exact solution is available. The problem
itself will be presented later in Appendix E.
The L1, L2, and L∞ errors for the density ρ in the numerical simulation
of the fast magnetosonic wave (propagation velocity cfm = 2 over a periodic
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(ρNi,j − ρ0i,j)2, (A.7)
errL∞ = max
i,j
|ρNi,j − ρ0i,j|, (A.8)
where ρNi,j is the simulation result after N = 8192 steps of ∆t = tmax/N after
one period (tmax = 0.5), and ρ
0
i,j is the initial value at t0 = 0, which coincides
with the exact solution at tmax = 0.5. By comparing the errors with lines of
slopes N−1x and N
−2
x , we can see that the L
∞ error of the ENO-LF scheme used
in the MHD simulation is approximately of the first order. However, from the
L1 and L2 errors, we can see that globally the employed ENO-LF scheme is
approximately of the second order, which is satisfactory for the purposes of
this thesis.
These results agree with the theory of the ENO schemes, which state
that an rth-order accurate ENO scheme may accumulate an O((∆x)r−1) error
around local extremes, becoming (r−1)th order accurate in the maximum norm
L∞ [33]. Note that this does not affect the overall stability of the scheme [36].
A.3 Overall order of the RK3 ENO-LF scheme
To obtain the overall accuracy of the simulation scheme, we plot the depen-
dence of error on both spatial and temporal resolutions. Figures A.3(a) and (b)
show, respectively, the L∞ and the L2 errors of the simulation of the linear
wave problem. It is immediately obvious that the primary bottleneck of the
scheme’s accuracy is the spatial resolution, i.e., the number of grid points. As
long as the CFL condition is satisfied, reducing the time step offers no further






































Figure A.3: Errors for the combined ENO-LF scheme with RK3 time stepping,
with total number of time steps N on the horizontal axis and error on the




In order to determine whether the simulation program described in Chapter 3
can appropriately deal with the MHD problems that include shocks, in addi-
tion to the linear wave problem used for determining the scheme’s order (see
Appendix A), the code is used to simulate a couple of standard test problems.
The first test is the 1D Brio & Wu shock tube problem [32], which shows
whether the code can accurately reproduce MHD shocks and rarefactions.
(Note that the 1D problem can be run as a 2D simulation by making the
medium uniform in the direction perpendicular to the disturbance.) The sec-
ond test is the Orszag-Tang vortex problem [50], which shows how the code
handles shock-shock interactions and the MHD turbulence.
We have found the paper and website of the Athena astrophysical MHD
code to contain a good summary of the various tests for the MHD codes in
general. The paper by Stone et al. [51] includes a wide range of test problems
(including the reasoning behind them) and their solutions. In addition to the
black and white plots in the paper, the full-color plots and animation available,
at the time of writing of this thesis, at https://www.astro.princeton.edu/
~jstone/Athena/tests/, were very helpful for testing the simulation code.
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B.1 Brio & Wu shock tube
A shock tube is a Riemann problem [29], with two distinct initial states UL
and UR separated by a diaphragm. At time t = 0 the diaphragm is removed
and the states begin to interact. In hydrodynamics, commonly used initial
conditions are those from the Sod’s shock tube problem [52]; the Brio & Wu
shock tube [32] is an extension of Sod’s shock tube to MHD.












































with ratio of specific heats γ = 2.
Figure B.1 shows the test results at time t = 0.25 calculated with grid
densities of 16, 32, and 64 points per unit length, in a simulation box of
(Lx, Ly) = (2, 0.5), for a total grid size of, respectively, 32×8, 64×16, and 128×
32. Black solid line is an approximation for the correct solution, calculated with
grid density of 512 points per unit length, in a simulation box of (Lx, Ly) =
(2, 0.015625), for a total grid size of 1024× 8.
It is clear that the shocks and transitions are smeared out over four or five
grid points; however, the overall structure of the solution—size and position of
shocks and rarefactions—is captured fairly well even at very low grid densities.
For the purposes of this thesis a small amount of smearing is acceptable, as
we are mainly interested in large-scale behavior.
B.2 Orszag-Tang vortex
The Orszag-Tang (OT) vortex [50] was designed to explore the evolution of




















































(c) 64 points per unit length
Figure B.1: Pressure plots for the Brio & Wu shock tube problem at time
t = 0.25. Black solid line is the high-precision result, calculated at 512 grid
points per unit length (1024 points total), while orange crosses show the results
for the grid densities used in the main plasma sheet simulation in this thesis
(16, 32, and 64 grid points per unit length).
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turbulence. It has since been used as one of the standard problems for testing
2D MHD simulation code.
The initial conditions for the OT vortex used in this thesis are
ρ = γ2, p = γ,
u = − sin(y), v = sin(x), w = 0,
Bx = − sin(y), By = sin(2x), Bz = 0,
(B.2)
with the ratio of specific heats γ = 5/3, and a periodic area of size (Lx, Ly) =
(2π, 2π).
The results for pressure at times t = 1, 3 and 10 are shown, respectively, in
figures B.2, B.3, and B.4. Each figure shows four results arranged in a 2×2 pat-
tern for easier comparison, with total number of grid points (Nx, Ny) = (64, 64)
(top left), (128, 128) (top right), (256, 256) (bottom left), and (512, 512) (bot-
tom right). In figure B.2 the shock fronts have developed, and started moving
towards each other. Figure B.3 shows the time shortly after the shock fronts
collided in the center of the simulation area. We can see that the interac-
tions of shocks is faithfully captured at all grid sizes, albeit with less detail for
coarser grids. The overall structure is preserved even at 64 grid points. Fi-
nally, figure B.4 depicts the plasma after the turbulence has had some time to
develop. We can see that, while the overall structure is still similar, the results
for different number of grid points have started to diverge. Nevertheless, the
convergence as the number of grid points is increased is still clear, showing that
the simulation code is fairly robust against complicated interaction of MHD
shocks and waves.
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Figure B.2: Pressure plots for the Orszag-Tang vortex problem at time t = 1.
The entire simulation area is shown four times, once for each number of grid
points. Top left: 64× 64 grid points; top right: 128× 128 grid points; bottom
left: 256× 256 grid points; bottom right: 512× 512 grid points.
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Figure B.3: Pressure plots for the Orszag-Tang vortex problem at time t = 3.
Structure of the plot is the same as in figure B.2.
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Figure B.4: Pressure plots for the Orszag-Tang vortex problem at time t = 10.
Structure of the plot is the same as in figure B.2.
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Appendix C
Size of the simulation domain
Results of the 2D plasma sheet problem shown in Chapter 5 were simulated on
a domain size of Lx = 32 and Ly = 6. The domain size in the x direction was
chosen to be large enough that, even if the boundary effect was significant,
waves do not have time to reach the boundary, reflect, and return to the
observed area. The primary reason Lx had to be large is that we need the left
and right sides of the domain to be static; if there is a significant deviation from
the initial conditions at the left or right boundaries, the Dirichlet boundary
conditions that were imposed would no longer be valid, and a non-physical
disturbance may start propagating through the domain.
On the other hand, the top and bottom boundaries are under the Neumann
boundary conditions, so the values of U are not forced. Furthermore, due to
some useful properties of the ENO method [36], coupled with the waves in the
plasma sheet (and on the sheet-lobe boundary) being significantly stronger
than the waves propagating through the lobes, the nonphysical reflections of
waves from the boundary are small enough to have no significant effect on the
results. Therefore, the domain size in the y direction can be kept significantly

















Lx = 6, pressure profile at y = 0.0
Lx = 12, pressure profile at y = 0.0
















Lx = 6, pressure profile at y = 0.0
Lx = 12, pressure profile at y = 0.0
(b) pressure profile at t = 4.0
Figure C.1: Horizontal profiles of pressure evolution for run E1 (τ = 2.0,
βlobe = 0.2, uinit = −1.0) of the 2D plasma simulation with a resolution of
32 grid points per unit length. Black solid line is the pressure profile taken
through y = 0, calculated with domain size (Lx, Ly) = (32, 6), while the orange
dashed line is the same with double-height domain size, (Lx, Ly) = (32, 12).
(a) shows the pressure profiles at time t = 2.5, with the two profiles being
perfectly matched. (b) shows the pressure profiles at time t = 4.0, where they
have started to slightly diverge.
C.1 Domain size in the y direction
To confirm that the effects of the Neumann boundary conditions at the top
and bottom boundaries are not significant, we run several simulations with
doubled size in the y direction, Ly = 12.
Figure C.1 shows the time evolution of pressure, with black solid line and
orange dashed line depicting, respectively, the pressure profiles for Ly = 6
and Ly = 12. In figure C.1(a), the two plots are identical, indicating that
either there is no influence from the boundary, or that the disturbance did
not yet have time to reach the boundary, reflect, and travel back to the sheet.
However, in figure C.1(b), we can observe a slight discrepancy between two
domain sizes at x < 1 and x > 4. This indicates that there is at least some
reflection from the boundary.
Figure C.2 shows the pressure profiles at t = 10, when the reflections from
the boundary have had more time to fully propagate throughout the domain.
Black solid line and orange dashed line again depict, respectively, the pressure

















Lx = 6, pressure profile at y = 0.0
Lx = 12, pressure profile at y = 0.0

















Lx = 6, pressure profile at x = 0.0
Lx = 12, pressure profile at x = 0.0

















Lx = 6, pressure profile at x = 2.0
Lx = 12, pressure profile at x = 2.0

















Lx = 6, pressure profile at x = 4.0
Lx = 12, pressure profile at x = 4.0
(d) pressure profile at t = 10, x = 4
Figure C.2: Horizontal and vertical profiles of pressure at t = 10 for run
E1 (τ = 2.0, βlobe = 0.2, uinit = −1.0) of the 2D plasma simulation with a
resolution of 32 grid points per unit length. Black solid line is the pressure
profile for domain size (Lx, Ly) = (32, 6), while the orange dashed line is the
same for domain size (Lx, Ly) = (32, 12). (a) shows the horizontal pressure
profile through y = 0 (note that the scale of the x axis is larger than in
figure C.1). (b)–(d) show the vertical pressure profiles through x = 0, 2, 4;
sheet shapes are visibly different, but not drastically so.
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shape of the plasma sheet is still fairly limited. In figure C.2(a) we can see
from the horizontal profile through the center of the plasma sheet (y = 0) that
the overall shape of the inner plasma sheet, including the wave train, is kept to
a reasonable degree. Figures C.2(b)–(d) show the vertical profiles at x = 0, 2, 4
at the same point in time. We can see that the change in sheet width is barely
noticeable.
C.2 Domain size in the x direction
Lowering the domain size in the x (horizontal) direction can introduce a dra-
matic inconsistency between the state of the plasma in the simulation area and
the state as defined by the Dirichlet boundary conditions applied on the left
and right edges.
As the simulation results in 2D show (see, e.g., figure 5.4), in the cur-
rent configuration the plasma sheet thinning propagates both tailward and
Earthward. On the other hand, the Dirichlet boundary conditions, defined
in equations (5.6) and (5.7), assume that the width of the plasma sheet at
the respective boundaries is approximately constant and equal to the initial
value. If the thinning reaches the Dirichlet boundary, the assumption of con-
stant width no longer holds. When the discrepancy becomes too large, the
simulation breaks down, no longer able to proceed.
Preliminary testing has shown that for the initial disturbance velocity u0 =
−1, at time t = 10 the thinning front is located at approximately x = −16,
with the wave train of pulses preceding the train. The left half of the domain
for the simulation with a domain width of Lx = 32 is shown in figure C.3,
with the initial width of the plasma sheet marked with a red line. The shape
of the left-moving thinning front can be seen in figure C.3(a), with the wave
train preceding the thinning itself. Around t = 8, the front of the wave train
reaches the left boundary at x = −16 (figure C.3(b)). Finally, the thinning
itself hits the boundary around t = 10 (figure C.3(c)), which is consistent with
the measured thinning velocity (see figure 5.7).



































































(c) pressure at t = 10
Figure C.3: Pressure in the left half of the simulation domain for run E1 (τ =
2.0, βlobe = 0.2, uinit = −1.0) of the 2D plasma simulation with a resolution of
32 grid points per unit length, with the domain size of (Lx, Ly) = (32, 6). The
red lines indicate the initial location of the sheet–lobe boundary. (a) shows
the sheet at time t = 6, (b) at time t = 8, and (c) at time t = 10.
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from the boundary before the thinning front reaches it. Continuing the simu-
lation for t > 10 results in negative pressure and the simulation breaking down
in fairly short order.
C.3 Dependence of thinning velocity on do-
main size
Test simulations for run E1, at grid density of 16 points per unit length, were
run for different domain sizes to check the convergence. The results are shown
in figure C.4.
From figure C.4(a), it is clear that—once the domain size is large enough
for the simulation not to break down—the measured thinning velocity does
shows a slight fluctuation, but it is less than one percent. This suggests that
any disturbances resulting from the reflection from Dirichlet boundary on the
left and right edges are small enough, and/or slow enough, not to influence
results.
Figure C.4(b), on the other hand, shows that, at such low heights, the
effects of the Neumann boundary are still fairly strong. However, the thinning
velocity also displays a clear convergence, and for Ly ≥ 6 the results are
sufficiently stable for the purposes of this thesis. For a larger grid density of 32
points per unit length, this allows us to cut the simulation runtime from∼ 8.3 h
for a domain size (Lx, Ly) = (32, 12) to ∼ 3.4 h for (Lx, Ly) = (32, 6). Notably,
the computational cost would be prohibitive for the largest grid density usid
in this thesis, 64 points per unit length, as even with the reduced domain size









































(b) dependence on Ly
Figure C.4: Thinning velocities for run E1 (τ = 2.0, βlobe = 0.2, uinit = −1.0)
of the 2D plasma simulation with a resolution of 16 grid points per unit length,
measured with various domain sizes. (a) shows the dependence on Lx, with






In the 2D simulation of the plasma sheet, the interface between sheet and lobe
separates two plasmas with dramatically different densities, with one of them
(lobe) being stationary and the other (left half of the sheet) being assigned
a high velocity, on the order of sound speed, in the parallel direction. The
described situation is conductive to the development of the Kelvin-Helmholtz
(KH) instability. On the other hand, it is known that the magnetic field has
a stabilizing influence, preventing the development of the KH instability. In
this chapter, we explore whether the KH instability forms, and if it does, what
influence it has on the result.
D.1 Condition for instability
This analysis follows that of Chandrasekhar for homogeneous field [47]. For
























+ u ·∇B−B ·∇u = 0, (D.3)
∇ · u = 0. (D.4)
We assumed incompressible plasma, since compressibility may not play an
essential role for the KH instability.





B1 (y > 0)0 (y < 0) , (D.5)
where each quantity is homogeneous at each region separated by y = 0. To





We split all the quantities, represented here by ξ, into equilibrium (ξeq) and
perturbed (ξ̃) parts,
ξ(x, y, t) = ξeq(y) + ξ̃(x, y, t), (D.7)
where
ξ̃(x, y, t) = ξ̂(y) exp[i(kx− ωt)]. (D.8)
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ṽ = 0, (D.9)
−iρeq(ω − kueq)ũ+ ρeq
dueq
dy






















B̃y = 0, (D.12)

































where ex and ey are, respectively, the unit vectors in the x and y directions.
Note that, since ueq and Beq are discontinuous, dueq/dy and dBeq/dy contain
Dirac’s delta function δ(y).
From equations (D.13) and (D.12), we can express the perturbed field com-










































































































− ρeq(ω − kueq)
)
v̂ = 0, (D.23)
where the prime denotes the y-derivative of equilibrium quantities, and the
exponential factor in all terms was eliminated.
Because of the continuity of the displacement δy,
∂δy
∂t
+ ueq ·∇δy = ṽ, (D.24)
at y = 0 the boundary condition is the continuity of v̂/(ω−kueq). Additionally,
in each of the two homogeneous regions, y < 0 or y > 0, (D.23) gives[









Therefore, the solution which vanishes as y → ±∞ and gives continuous δy at






−kAωe−ky (y > 0)kA(ω − ku2)eky (y < 0) , (D.26)
where A is an arbitrary constant which satisfies A = limy→0[v̂/(ω − kueq)].


















which, with the use of (D.26), gives
ρ1ω












(Interestingly, the critical flow energy is exactly half of Chandrasekhar’s ex-
ample of the homogeneous magnetic field [47, §106, equation (205)].)
D.2 Instability in the simulation








For the smallest simulated lobe beta (βlobe = 0.2), with temperature ratio
τ = 2, the parameters are
uinit = −1, ρlobe = 0.31, ρsheet = 1, |Bx,lobe| = 1.3, (D.31)
which means that the condition (D.30) is not satisfied in any region of our
simulation. However, for a weaker field, the condition (D.30) may be satisfied
in some regions. For example, for a high beta case with βlobe = 31 and τ = 2,
the parameters are
uinit = −1, ρlobe = 1.9375, ρsheet = 1, |Bx,lobe| = 0.25, (D.32)
and the instability condition (D.30) is satisfied in the left side of the computa-
tional domain. It is important to note that the KH instability is expected to
occur only in the left half of the domain (x ≲ 0) even in the case of notionally
unstable parameters such as (D.32), since the initial condition uinit is applied
only in the left half of the plasma sheet.
Figure D.1 shows the color plot of density at t = 10 in the whole computa-
tional domain for (a) low beta case corresponding to (D.31), and (b) high beta
case corresponding to (D.32). For the low beta, the lobe–sheet boundary forms
















































(b) High beta case, βlobe = 31.
Figure D.1: Density for temperature ratio τ = 2 at time t = 10, with grid den-
sity of 32 points per unit length; plots show the entire computational domain.
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On the other hand, for the high beta, we see a clear evidence of KH insta-
bility at x ≲ −5. However, as can be seen from the lack of the KH instability
in the right half of the domain (x > 0), even though the initial velocity uinit
is given at x < 0, the plasma velocity at x ≳ 0 is small enough over the
entire simulation period. Since the sheet velocity varies nearly linearly on x
in the region uinitt < x < 0 for t > 0, the instability drive becomes weaker
as x approaches the origin from the left. Therefore, the KH instability does
not influence the right side of the domain (x > 0), and is not important for





In order to better understand the physics behind certain developments in a
plasma simulation, it would be useful if we could see how each individual wave
propagates, as well as relative strengths of all waves present. The simulation
scheme used for this thesis, described in Chapter 3, offers a possible approach
as to how this might be achieved. Specifically, during the spatial integration
step described in section 3.1.3, we use the characteristic decomposition to
locally separate the constituent equations of the MHD system into a set of
independent advection equations, each describing the local propagation of a
particular MHD wave.
There are multiple ways to apply the characteristic decomposition on the
simulation results with a goal to obtain the wave decomposition. We have
evaluated two of these methods. The first one, which we will dub the char-
acteristic variable method, will be presented and tested below in section E.2.
The second one, dubbed here the characteristic flux method, has already been
introduced in section 5.6; here we will evaluate it and show the test results
in section E.3. The characteristic variable method, while suitable for analysis
of a 1D problem, will ultimately be shown as insufficient when applied on a
2D one; the characteristic flux method, which was used to analyze the plasma
sheet problem, appears to be adequate in 2D. But first, in order to assess the
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suitability of the candidate wave decomposition methods, we require some kind
of a test problem.
E.1 Linear wave problem
In a nonlinear problem, such as the plasma sheet problem described in the main
body of the thesis, the plasma waves can exhibit complicated interactions and
difficult-to-analyze behavior (which is the reason behind this entire exercise).
Therefore, to properly evaluate the wave decomposition methods a simpler,
easier-to-analyze method is required. We will use the linear wave problem,
where a small-amplitude disturbance corresponding to a particular chosen wave
is added to a uniform background, and propagates at that wave’s velocity.
The initial state U(0) in the 1D MHD linear wave problem, as described by
Gardiner and Stone [53], is of the form
U(0) = Ū+ εR̄l cos(2πx), (E.1)
where Ū is the uniform background, R̄l = Rl(Ū) is the right eigenvector
corresponding to the l-th wave mode of the Jacobian matrix of the flux F(Ū),
and ε is the wave amplitude. The uniform background is taken as
ρ̄ = 1,
p̄ = 1/γ,
(ū, v̄, w̄) = (0, 0, 0), (E.2)
(B̄x, B̄y, B̄z) = (1,
√
2, 1/2),
with the values chosen so that various MHD waves move at different velocities:
fast waves at cfm = 2, Alfvén waves at cA = 1, slow waves at csm = 1/2,
and entropy wave at u = 0. As the entropy wave does not propagate under
these conditions, when testing the entropy component the x component of
the velocity is set to u = 1. The wave amplitude was set to ε = 10−7, and
the length scale has been normalized so that −0.5 < x < 0.5, with periodic
boundary conditions. The values of R̄l for Ū = (ρ̄, ρ̄ū, ρ̄v̄, ρ̄w̄, B̄x, B̄y, B̄z, ē)
⊺
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(2, 2, 0, 0, 0, 0, 0, 1)⊺, (E.6)
with indices l = 1, . . . , 7 being assigned to waves in non-increasing order of
wave velocities (see equation (2.50)). The right eigenvector for the degenerate
wave R8 is set to zero.
The initial conditions of the 1D linear wave problem can be applied as-is to
a 2D grid, with uniform plasma in the y direction, U(0)(x, y) = U(0)(x); we also
take −0.5 < y < 0.5 with periodic boundaries. By simulating the 1D problem
on a 2D grid, we can obtain the wave decomposition in x and y directions;
as the waves are moving strictly in the x direction, a correct decomposition
should recover the dominant component in the x direction and no waves in the
y direction.
E.2 Characteristic variable method
This decomposition method is directly based on the properties of the linear
wave problem introduced above. We assume that the uniform background Ū is





where R̄l, (l = 1, . . . , 8) are the right eigenvectors of the Jacobian matrix of
the flux F(Ū) corresponding to the wave modes l, and εl are their respec-
tive amplitudes. After some simple manipulation, we can express the wave
decomposition q(0)(x) as
q(0)(x) = L̄(U(0)(x)− Ū), (E.8)
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where L̄ is the matrix whose rows are the left eigenvectors of the Jacobian of




εlL̄R̄l cosx = (ε1, ε2, . . . , εk)
⊺ cos(2πx), (E.9)
and it becomes clear that q(0)(x) gives us the relative strengths of the compo-
nent waves of the disturbance at every point x.
However, the plasma sheet simulation that we ultimately want to analyze
is a not a linear problem, and we do not have a uniform background state we
could use to calculate the exact decomposition of the disturbance. We can
approximate the result, however, by using the state at times t1 and t2, with
t1 < t2, treating U
(1)(x) = U(x, t1) as a background state and U
(2)(x) =
U(x, t2) as the disturbed state. By analogy to the linear waves, we define the
wave decomposition Q(2)(x) as
Q(2)(x) = L(1)(x)(U(2)(x)−U(1)(x)), (E.10)
where L(1)(x) is the matrix whose rows are the left eigenvectors of the Jacobian
of the flux F(U(1)). If we let ∆t = t2−t1 go to zero, Q(2)(x) in equation (E.10)
becomes proportional to the first time derivative of the linear wave decompo-
sition q(2) = L̄(U(2)(x)− Ū) at time t2. We should be able to use the absolute








estimate the relative wave strengths, and therefore the dominant wave compo-
nents in an MHD system.
Extending the method to 2D, with U = U(x, y), we can rewrite the wave
component decomposition (E.10) as
Q(2)x (x, y) = L
(1)
x (x, y)(U
(2)(x, y)−U(1)(x, y)), (E.11)
Q(2)y (x, y) = L
(1)
y (x, y)(U
(2)(x, y)−U(1)(x, y)), (E.12)
where L
(1)
x (x, y) is a matrix of left eigenvectors of the Jacobian of the x direction
flux F(U(1)), where L
(1)
y (x, y) is a matrix of left eigenvectors of the Jacobian
of the y direction flux G(U(1)), and Q(2)x (x, y) and Q
(2)
y (x, y) are the wave



























































































































































































































Figure E.1: Strength |Q(2)x,l (x, y)| of the x direction wave components for a
linear wave problem initialized with the right-moving (i.e., positive) fast mag-
netosonic wave. As expected, the positive fast magnetosonic component is



























































































































































































































Figure E.2: Strength |Q(2)y,l (x, y)| of the y direction wave components for a linear
wave problem initialized with the right-moving fast magnetosonic wave. For a
correct decomposition, all of the y direction components should be significantly
weaker than the dominant component in the x direction (see figure E.1).
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We take a linear wave problem initialized with a right-moving fast magne-
tosonic wave (R̄7), and obtain the characteristic variable wave decompositions
at time t2 = 0.03 with respect to time t1 = 0.
Figure E.1 shows plots of the wave component strengths in the x direction,
|Q(2)x,l (x, y)|. It is clear that the decomposition in the x direction was successful
in recovering the dominant wave component, with other components orders of
magnitude weaker (the actual values are on the order of the numerical error,
10−16).
Figure E.2 shows plots of the wave component strengths in the y direction,
|Q(2)y,l (x, y)|. As there is no wave propagating in the y direction in the given
linear wave problem, in a correct decomposition all of the components would be
zero, or at least significantly weaker than the dominant x direction component.
However, as can be seen from the plots, that is not the case; the obtained y
direction wave components are of the same order as the dominant x direction
component.
From the above results, we can surmise that the characteristic variable
decomposition method works correctly only in the direction of wave propa-
gation. To see why this may be the case, consider the wave decompositions
as expressed by equations (E.11) and (E.12), and substitute the linear wave
problem. Then,
U(1)(x, y) = U(0)(x− λt1, y) = Ū+ εR̄x cos(2π(x− λt1)), (E.13)
U(2)(x, y) = U(0)(x− λt2, y) = Ū+ εR̄x cos(2π(x− λt2)), (E.14)
where R̄x is the chosen right eigenvector of the Jacobian of the x direction flux
F(Ū) of the uniform background Ū, and λ is the corresponding eigenvalue.
Substituting into the x direction wave decomposition, we obtain
Q(2)x (x, y) = ϵL
(1)
x (x, y)R̄x(cos(2π(x− λt2))− cos(2π(x− λt1))), (E.15)
which appears to successfully recover the wave amplitude ϵ. On the other
hand, substituting into the y direction wave decomposition, we obtain
Q(2)y (x, y) = ϵL
(1)




y (x, y) and R̄x are eigenvectors of different Jacobians; R̄x is obtained
from the Jacobian of the x direction flux F, while L
(1)
y is obtained from the
Jacobian of the y direction flux G. It becomes clear that the decomposition is
only valid in the direction of wave propagation; in other words, the character-
istic variable method of wave decomposition can be used only on 1D problems.
E.3 Characteristic flux method
In contrast to the characteristic variable method introduced in the previous
section, which was derived from the properties of the 1D linear wave problem,
this method (introduced in section 5.6) is obtained directly from the diagonal-
ization of a conservation law.
We can extend the 1D decomposition to 2D as
Sx,i+ 1
2
,j = Lx,i+ 1
2








,j = Lx(Ui+ 1
2




) are, respectively, locally










are the decompositions of the wave components in x and y direc-
tions, with |Sx,i+ 1
2
,j,l| and |Sy,i,j+ 1
2
,l| being the strengths of l-th wave component
(l = 1, . . . , 7) in x and y directions.
As in the previous section, we take a linear wave problem initialized with
a right-moving fast magnetosonic wave (R̄7), and obtain the characteristic
variable wave decompositions at time t = 0 (i.e., for the initial conditions).
Figure E.3 shows plots of the wave component strengths in the x direction,
|Sx,i+ 1
2
,j,l|. As can be clearly seen from the plots, the x direction fast magne-
tosonic wave component is successfully recovered, and other components are
several degrees of magnitude below it (the actual values are, as before, on the
order of the numerical error, 10−16).
Figure E.4 shows plots of the wave component strengths in the y direction,
|Sy,i,j+ 1
2






































































































































































































Figure E.3: Strength |Sx,i+ 1
2
,j,l| of the x direction wave components for a lin-
ear wave problem initialized with the right-moving (i.e., positive) fast magne-
tosonic wave. The positive fast magnetosonic component is dominant; other






































































































































































































Figure E.4: Strength |Sy,i,j+ 1
2
,l| of the y direction wave components for a linear
wave problem initialized with the right-moving fast magnetosonic wave. All of
the y direction components are equal to zero over the entire domain.
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given linear wave problem, and therefore, there should be no detectable y
direction component. Looking at the plots for individual wave components,
we can confirm that none of the y direction components are visible; indeed,
the actual values are identical to 0 over the entire domain.
Tests for the other six waves gave similar results. Therefore, we can con-
clude that, at least in the case of linear waves, the wave decomposition method




In this appendix, we describe an unsuccessful attempt to analytically determine
the dependence of the thinning front velocity uF on plasma sheet parameters.
The writeup is provided for informational purposes, to perhaps help anyone
else wishing to do the same by providing some ideas and showing a few failed
approaches.
From the simulation results (figure 5.7b), we anticipate that the scaling for
the front velocity uF should be
uF ∼ B0. (F.1)
Or, put another way, the scaling for the front location xF should be
xF ∼ B0t. (F.2)
There is also a minor lobe density (i.e., temperature ratio τ) dependence.
There could be other variables as well, though it appears that there should not
be a dependence on initial velocity.
Assuming constant outflow on the Earth side of the simulated plasma sheet,
the volume flow rate (or rather, area flow rate) for sheet plasma loss is
Q = −hsheetuinit. (F.3)
As plasma is lost from the sheet, the sheet pressure drops and lobe plasma
pushes inward, compressing the sheet plasma, which increases the pressure
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again. Assuming that, after re-compression, the density change of sheet plasma
is negligible, the volume (i.e., cross-sectional area) reduction of the plasma
sheet is
Aloss = hsheetuinitt. (F.4)
However, another consequence of the lobe plasma moving inward is a dis-
tortion of the lobe magnetic field. The magnetic tension thus generated is
another force that needs to be balanced.
F.1 Curved thinning boundary
Assume the disturbed sheet–lobe boundary forms an arc (figure F.1) of radius
R and angle φ, with arc length l, chord length a = 2∆x, circle segment height
∆y, and area A,























We attempt to balance the force that comes from pressure difference with
the force that comes from magnetic tension. As this is a 2D model, all forces
are implicitly assumed to be per unit length along z.
The magnitude of the force generated by pressure difference is
Fp = (ptot,lobe − psheet)l, (F.10)
where ptot,lobe is the total lobe pressure, which we assume is constant even after
the deformation,
ptot,lobe = p0, (F.11)
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Figure F.1: Shape and parameters for a curved disturbance scaling model;
only the upper (north) half of the sheet is shown.











with pmid being the midpoint (minimum) pressure of the plasma sheet from
the exact solution of the 1D model in equation (4.2),










As an example, for γ = 5/3, p = 1, ρ = 1, uinit = 1, we obtain α ≈ 0.501. Then,

















(B ·∇)B dφdr (F.16)
where AD is the deformed area. We place the center of the coordinate system
at the center of the circle, with x coordinate parallel to the plasma sheet, and
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 = −B0eθ, (F.17)








 = −B20r er. (F.18)
The x component will obviously integrate to 0, so it can be dropped. Trans-
forming to Cartesian coordinates and limiting the deformation to the circular









































log(x2 + (R−∆y)2) + 1
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x log(R2) + 2x− x log(x2 +R2 cos2(φ/2))






R sin(φ/2) log(R2) + 2R sin(φ/2)




= B20(2R sin(φ/2)−Rφ cos(φ/2)). (F.26)
Comparing the two forces, we obtain
FT ∼ Fp (F.27)












Taylor expanding the left side for small φ,


























∼ a− uinitt− aα
a− uinitt
. (F.32)
Since the midpoint of the disturbance is moving to the left at the velocity












∼ 2xF − αa
2xF
. (F.34)
From (F.5) and (F.9), for small φ, we obtain






























∼ 2xF − αa
2xF
, (F.39)
which can not be further manipulated.
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Figure F.2: Shape and parameters for a straight disturbance scaling model;
only the upper (north) half of the sheet is shown.
Assumptions from simulation
If we assume that xF/a ∼ const (both fronts travel at the same velocity), then


























However, this implies that the front velocity uF scales like









i.e., uF ∼ t−1/2, while the simulation indicates it should be uF ∼ const. Fur-
thermore, it conflicts with the assumption; a ∼ xF, from (F.33), implies xF ∼ t.
F.2 Straight thinning boundary with static pres-
sure
Assume the disturbed sheet–lobe boundary forms an isosceles triangle, with
height ∆y and base length 2∆x (figure F.2).




A = ∆x∆y. (F.46)
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For the magnetic field, we again assume that only the direction changes and













Bx = rBy (F.50)
from (F.49) and substituting into (F.48) we get












As before, we attempt to balance the force that comes from pressure differ-
ence with the force that comes from magnetic tension. The pressure difference
force is the same as in the curved case, shown in equation (F.15). In Cartesian




(B ·∇)B dxdy, (F.54)
where AD is the deformed area. Taking the deformation area to be the area A
of the shaded triangle in figure F.2, the x-component will again vanish due to






































Comparing the two forces, we get















Dropping the constant, assuming
∆x ≫ ∆y (F.64)








































which, again, can not be further manipulated.
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Assumptions from simulation






















and this again gives us uF ∼ t−1/2 instead of uF ∼ const, with the accompa-
nying violation of implied xF ∼ t.
F.3 Straight thinning boundary with dynamic
pressure
As the above two approaches have failed, we try to add an alternative approach,
where the main force balancing with magnetic tension is not the pressure





Converting the dynamic pressure to a force, and assuming the other side is






Assuming that the density is approximately equal to the initial density ρ0, and
remembering that the initial velocity goes from −uinit to 0 over the relevant
range, we find that the integral is approximately
FD ∼ ρ0u2initl. (F.75)
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Using the same magnetic tension force as in the previous case (and ignoring
the constant coefficients),







































We have at least obtained the scaling for ∆x. However, what is required is
scaling for xF, which cannot be determined without additional assumptions.
Assumptions from simulation








which, as before, gives us uF ∼ t−1/2 instead of uF ∼ const and the violation
of implied xF ∼ t.
Therefore, neither of the three simplified models have been useful in deter-
mining the dependence of thinning velocity on plasma sheet parameters.
141
Acknowledgements
First of all, I would like to thank my advisor, Professor Tomo Tatsuno. It is
not an exaggeration to say that without Prof. Tatsuno, this thesis would likely
never be completed. I have leaned heavily on his knowledge and experience to
point me in the right direction, and most of all, relied on him to push me to
act despite my procrastinating tendencies.
I would also like to thank my secondary advisor, Professor Keisuke Hosokawa,
for providing the idea for the research topic, and frequent discussions about
theory and observations that underpin any simulation worth its salt.
The thesis was dramatically improved thanks to comments by the supervi-
sory committee; my sincere thanks to Professor Nobito Yamamoto, Professor
Yoshinobu Nakatani, and Professor Tadashi Yamazaki.
For useful discussions that helped with solving issues around development
of the simulation, I thank Dr. Takashi Minoshima of the Japan Agency for
Marine-Earth Science and Technology (JAMSTEC) and Professor William
Dorland of the University of Maryland.
I also thank the Japanese Government and the Rotary Club for scholarships
that have supported me through most of my study in Japan.
After the said scholarships ended, I had to find part-time work to finance
myself. My boss, Ms. Hiroko Masuyama, was very supportive of my studies
and allowed me a fairly flexible schedule—especially when a deadline loomed
ahead, for which I am very thankful.
Finally, I thank my family, Tretlers and Kličkovićs, for their emotional and
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