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a b s t r a c t
The kernel regularized least squares (KRLS) method uses the kernel trick to perform non-linear
regression estimation. Its performance depends on proper selection of both a kernel function and a
regularization parameter. In practice, cross-validation along with the Gaussian RBF kernel have been
widely used for carrying out model selection for KRLS. However, when training data is scarce, this
combination often leads to poor regression estimation. In order to mitigate this issue, we follow two
lines of investigation in this paper. First, we explore a new type of kernel function that is less susceptible
to overﬁtting than the RBF kernel. Then, we consider alternative parameter selection methods that have
been shown to perform well for other regression methods. Experiments conducted on real-world
datasets show that an additive spline kernel greatly outperforms both the RBF and a previously proposed
multiplicative spline kernel. We also ﬁnd that the parameter selection procedure Finite Prediction Error
(FPE) is a competitive alternative to cross-validation when using the additive splines kernel.
& 2015 Elsevier B.V. All rights reserved.
1. Introduction
Non-linear regression estimation is an important scientiﬁc
modeling tool. Several methods have been proposed to tackle this
estimation problem, with the most ﬂexible and powerful ones
falling in the category of the so-called kernel methods [1]. Among
those is the kernel regularized least squares (KRLS) method [2–4],
which enjoys good statistical and computational properties.
In a nutshell, the kernel regularized least squares method
works as follows. Using a sequence of training data
ðx1; y1Þ;…; ðxn; ynÞ; xARd; yAR; ð1Þ
drawn i.i.d. from a ﬁxed but unknown probability distribution
Pðx; yÞ, a function f K ;γðxÞ is obtained as the solution of the
minimization problem
f K ;γ ¼ arg min
f AHK
1
n
Xn
i ¼ 1
yi f ðxiÞ
 2þγ J f J2K
" #
; ð2Þ
where γ40 is a real-valued regularization parameter and HK is a
Reproducing Kernel Hilbert Space (RKHS) induced by a kernel K. A
function f AHK with bounded J f JK satisﬁes some regularity
properties (e.g., smoothness), hence the use of the term “regular-
ized” to name the method.
In order to apply KRLS successfully, that is, to use the obtained
f K ;γðxÞ to predict the output y of unseen x, we must ﬁnd such f K ;γ
that (1) ﬁts the training sequence well (i.e., minimizes the squared
loss) and (2) is a reasonably smooth function (i.e., minimizes the
norm J  JK ). As Statistical Learning Theory dictates [5], one can
always minimize the former at the expense of the latter, and vice
versa. Therefore, proper selection of both the kernel K and the
regularization parameter γ is indispensable for the generalization
performance of KRLS.
Formally, the best choice of K and γ is the one that yields in
Expression (2) a function f K;γ that minimizes the risk of prediction
error as measured by the expected squared loss
Rðf Þ ¼
Z
y f ðxÞð Þ2 dPðx; yÞ: ð3Þ
The minimum of the functional Rðf Þ is attained at the regression
function [5, Chapter 1]. Thus, the closer Rðf K ;γÞ is to the minimum
of Rðf Þ, the closer the outputs of f K;γ are to those of the real
regression function.
The choice of suitable K and γ belongs to the category of
problems known as model selection. In contrast to the related
category of model assessment, model selection does not require the
estimation of the value of the prediction error Rðf Þ. It sufﬁces to
indicate the function with the smallest Rðf Þ among a set of
candidate functions f 1; f 2;…; f N .
In practice, the value of Rðf Þ cannot be calculated because
Pðx; yÞ is unknown. A widely employed workaround in this case is
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to use available data in a cross-validation setting, that is, to use
some portion of the data to perform the minimization of Expres-
sion (2) for several candidates of K and γ, and to reserve the other
portion for approximating Rðf Þ and selecting the best K and γ.
Conducting cross-validation in KRLS is relatively inexpensive
compared to other learning methods, and this corresponds to
the most interesting property of the method.
Given the universal approximation properties of the Gaussian
RBF kernel [6]
kðxi; xjÞ ¼ exp 
Jxixj J22
σ2
 !
; ð4Þ
it has become the kernel of choice in much of machine learning
research. However, these nice theoretical properties of the RBF
kernel do not extend very well to practice. When combined with
cross-validation and small training sets, RBF kernels have a great
potential for overﬁtting. Recently, there has been a renewed
interest in developing kernels with less potential for overﬁtting
while retaining a good approximation property [7].
The kernel regularized least squares method is computationally
efﬁcient in small sample situations, although it may be rendered
ineffective by the issues plaguing the popular combination of
cross-validation and RBF kernels. Having that in mind, in this
paper we follow [7] and investigate the use of splines as a safer
choice to compose a multidimensional kernel function. We go one
step further in this work and propose the use of additive spline
kernels instead of multiplicative ones. We have found experimen-
tal evidence that the additive version is more appropriate to
regression estimation in small sample situations.
We then proceed by investigating alternative statistical and
heuristic procedures for the selection of the regularization para-
meter γ. The procedures we consider were shown to perform well
for other regression methods, and, to the best of our knowledge,
have not been applied to KRLS before. Surprisingly, though, most
of these procedures fail to outperform cross-validation in small
sample situations. A notable exception is the Finite Prediction
Error (FPE) method, which has performed as well as cross-
validation when both were used in combination with the additive
spline kernel.
The remainder of this paper is organized as follows. In Section 2
we show how the minimization problem in Expression (2) is
solved for ﬁxed K and γ. In Section 3 we describe the issues
surrounding the choice of a kernel function and present argu-
ments in defense of the additive spline kernel. In Sections 4 and 5
we describe statistical and heuristic procedures used in this work
to perform parameter selection, starting with an explanation on
how to efﬁciently conduct leave-one-out cross-validation in KRLS.
In Section 6 we report experimental evidence in favor of the
additive spline kernel and also the results of the experimental
evaluation of the considered parameter selection procedures. We
conclude and give indications of future work in Section 7.
2. Solving the minimization problem of KRLS
The content in this section is informational and also introduces
some notation used afterwards. To start with, note that KRLS re-
quires the choice of a symmetric, positive deﬁnite kernel function
k : ðRd  RdÞ↦R that spans the set of functions HK under consid-
eration. An example of such function is the well-known Gaussian
RBF kernel—Expression (4). In this section, we assume that a
kernel function kðx0; xÞ has already been chosen, including even-
tual parameters.
By the representer theorem [8], the minimizer in Expression (2)
has an expansion of the form
f ðxÞ ¼
Xn
i ¼ 1
αikðxi; xÞ; αiAR: ð5Þ
Hereafter, we denote by y the n 1 vector y1;…; yn
 > and by K
the n nmatrix with entries kij ¼ kðxi; xjÞ. We also denote by α the
n 1 vector α1;…;αn½ > .
Plugging Expression (5) into Expression (2) yields the following
expression for calculating the squared loss:
1
n
Xn
i ¼ 1
yi f ðxiÞ
 2 ¼ 1
n
α>KKα2
n
α>Kyþconst: ð6Þ
Moreover, by considering the special properties of the norm in an
RKHS, we have that J f J2K ¼α>Kα. Ignoring the constant term in
Expression (6), we arrive at the following quadratic minimization
problem for Expression (2):
αγ ¼ arg min
αARn
1
n
α>KKα2
n
α>Kyþγα>Kα
 
: ð7Þ
A necessary and sufﬁcient condition for the solution of this
minimization problem is obtained by taking the derivative of
Expression (7) with respect to each αi and equating it to zero. By
doing that, we arrive at the following system of linear equations:
2
n
KKαγ
2
n
Kyþ2γKαγ ¼ 0: ð8Þ
Denoting by I the n n identity matrix, extracting 1=n from γ, and
solving for αγ in Expression (8), we arrive at the solution of the
minimization problem in Expression (7):
αγ ¼ ðKþγIÞ1y: ð9Þ
Plugging (9) into Expression (5) yields the closed form expression
for the function minimizing Expression (2).
Most model selection procedures require the calculation of αγ
for a fair number of γ candidates. In order to avoid solving one
system of linear equations for each new γ, one can take advantage
of the eigendecomposition of the kernel matrix: K ¼UΣU> , where
U is the n n matrix formed by the eigenvectors of K and Σ is the
n n diagonal matrix containing the eigenvalues σi of K. Denoting
by Λγ the n n diagonal matrix with entries λii ¼ 1=ðσiþγÞ, αγ can
be calculated by performing only matrix multiplications
αγ ¼ UΛγU>y: ð10Þ
Both the eigendecomposition of a matrix and a typical algorithm
for solving a dense system of linear equations can be carried out in
Oðn3Þ time, with smaller constants for the latter. However, the
eigendecomposition may still be preferable depending on n and
the number of γ candidates considered.
3. Choosing a kernel function for KRLS
The choice of a kernel function for kernel regularized least
squares deﬁnes the set of functions where the minimization of
Expression (2) occurs. For example, if a linear kernel kðxi; xjÞ ¼ x>i xj
is chosen, then the function obtained by KRLS will be a hyperplane
in the input space, which is enough for learning linear regressions.
However, the regression function is not linear in the input space
for a variety of practical problems. This is why we have to choose
between kernel functions that generate non-linear functions in the
input space.
A typical non-linear kernel is the widely used Gaussian Radial
Basis Function (RBF)—Expression (4). In fact, this expression deﬁnes
a family of kernel functions parameterized by σ40, the so-called
width parameter. By controlling σ, it is possible to achieve universal
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approximation of continuous functions [6]. However, at least two
problems occur due to this extra parameter: (1) the need for
selecting it properly for obtaining good generalization and (2) the
potential for overﬁtting in small sample situations, as the set of
induced functions is very ﬂexible. These problems also affect
polynomial kernels, since by choosing to use high-order polyno-
mials (by controlling the degree parameter), one can easily overﬁt
the training data.
The issues plaguing RBF and polynomial kernels have led
researchers to carry out regression estimation based on splines
[2], which are piecewise polynomial functions. The underlying
idea is to approximate a complicated regression locally, using a
low-order polynomial in each segment of the function. By doing
that, we avoid working with higher-order polynomials, decreasing
the risk of overﬁtting, while retaining good approximation
properties.
It is possible to deﬁne a kernel for generating splines in one
dimension [5, Chapter 11]. Denoting
xi4xj ¼minðxi; xjÞ;
the expression
ksðxi; xjÞ ¼ 1þxixjþ12 xixj
 ðxi4xjÞ2þ13 ðxi4xjÞ3 ð11Þ
deﬁnes a spline kernel for positive values of xi and xj. The functions
generated by this kernel in KRLS are twice differentiable at the
training points.
The problem now is how to extend the one-dimensional spline
to the multidimensional case. In Ref. [7], a multidimensional spline
kernel was proposed as the multiplication of one-dimensional
kernels (11) corresponding to each dimension of the data.1 The
authors also propose normalizing it to mitigate (but not avoid)
numerical difﬁculties. The expression for this multiplicative spline
kernel is
kdmulðxi; xjÞ ¼ ∏
d
k ¼ 1
ksðxdi ; xdj Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ksðxdi ; xdi Þksðxdj ; xdj Þ
q : ð12Þ
In Ref. [7], the kernel in Expression (12) was experimentally
evaluated only on SVM classiﬁcation. In this work, we evaluate it
on KRLS regression. We also investigate the additive normalized
spline kernel, which is a sum over the normalized one-
dimensional kernels corresponding to each dimension of the data:
kdaddðxi; xjÞ ¼
Xd
k ¼ 1
ksðxdi ; xdj Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ksðxdi ; xdi Þksðxdj ; xdj Þ
q : ð13Þ
Theoretically, the set of functions spanned by kaddd is less
diverse than kmuld . This fact makes the additive spline kernel
well-suited for small sample regression. As an analogy, consider
both linear and polynomial kernels. The former spans a set of
functions which is less diverse than the latter. This is because the
linear kernel is just the sum of coordinate-wise products, while a
polynomial kernel includes products across coordinates.
Besides the aforementioned advantage, using kaddd instead of
kmul
d is numerically safer. In particular, Expression (13) enables us
to use a spline kernel in high dimensions, whereas Expression (12)
would easily fall out of the precision range of standard ﬂoating-
point arithmetic.
4. Statistical model selection
In this section we focus on statistical procedures of model
selection. These methods can be used to bound or estimate the
value of the prediction error R(f) of a function f(x)
Rðf Þ ¼
Z
y f ðxÞð Þ2 dPðx; yÞ: ð14Þ
Even though these statistical procedures can be used to perform
model assessment, recall that only their model selection capabil-
ities are of interest in this paper.
4.1. Leave-one-out cross-validation
Cross-validation (CV) is one of the earliest model selection/
assessment techniques that appeared in machine learning [9], and
it is still the most frequently used one. The idea is to allow the
same dataset to be used for learning and evaluation.
Here we focus on the special case of leave-one-out cross-
validation, which in its j-th iteration uses all training examples
except the j-th one to learn a function f jðxÞ, and after that
evaluates the prediction error of f jðxÞ on the j-th example. After
iterating over all n training examples, the following estimate of the
prediction error of the learning algorithm is calculated
Rlooðf Þ ¼
1
n
Xn
j ¼ 1
yj f jðxÞ

 2
: ð15Þ
We use the following proposition regardingRlooðf Þ [2,9]: under the
assumption that the functions f jðxÞ are not very different from the
function f ðxÞ learned using all training data (i.e., the learning
algorithm is stable), then Rlooðf Þ is an “almost” unbiased estimate
of Rðf Þ. This way, among a set of candidate functions, the leave-
one-out procedure selects the function which minimizes Rlooðf Þ.
In general, the major drawback of leave-one-out CV is the
requirement to call the learning algorithm as many times as the
number of training examples. Fortunately, the special structure of
the kernel regularized least squares method allows the calculation
of Rlooðf K ;γÞ practically for free after ﬁnding the solution αγ
according to Expression (10) using all training data and the kernel
matrix K.
In order to show this remarkable property, let us consider in
the following that the j-th example is held-out. Let f jγ be the
function obtained by solving Expression (10) using the n1
remaining examples
f jγðxÞ ¼
Xn
i ¼ 1
αjγ;ikðxi; xÞ: ð16Þ
The following proposition regarding f jγ is true [2,4].
Proposition 1. Let f jγ be the minimizer of the KRLS problem
min
f AHK
1
n
Xn
i ¼ 1;ia j
yi f ðxiÞ
 2þγ J f J2K
2
4
3
5:
Then, f jγ is also the minimizer of the KRLS problem
min
f AHK
1
n
Xn
i ¼ 1;ia j
yi f ðxiÞ
 224
þ1
n
f jγðxjÞ f ðxjÞ

 2
þγ J f J2K

: ð17Þ
Denoting by yj the n 1 vector yj1;…; yjn
h i>
in which
yji ¼
yi; ia j
f jγðxjÞ; i¼ j;
(
1 The product of one-dimensional kernels can be shown to be a kernel function
itself.
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and using Expression (17), the coefﬁcients αjγ in (16) would be
calculated by solving
αjγ ¼ ðKþγIÞ1yj:
However, yj is not fully speciﬁed because it depends on the
knowledge of f jγ (and α
j
γ thereof). Fortunately, it is possible to
avoid this circular dependence. For this, let f γðxjÞ be the function
obtained from Expression (10) using all training examples. Denot-
ing G¼ ðKþγIÞ, the following chain of equalities is true:
f jγðxjÞ f γðxjÞ ¼
Xn
i ¼ 1
ðKG1ÞjiðyjiyiÞ
¼ ðKG1Þjjðf jγðxjÞyjÞ: ð18Þ
Solving for f jγðxjÞ in Expression (18) and letting hjj ¼ ðKG1Þjj, the
following expression for f jγðxjÞ is obtained:
f jγðxjÞ ¼
f γðxjÞhjjyj
1hjj
: ð19Þ
Expression (19) tells us how to obtain the leave-one-out
prediction for any xj based on calculations using all training data.
Computationally speaking, the most expensive calculation is that
of G1, which can be carried out either directly or through
eigendecomposition.
Using Expression (19), we arrive at the following form for the
leave-one-out estimator of KRLS
Rlooðf K;γÞ ¼
1
n
Xn
j ¼ 1
f jγðxjÞyj

 2
:
Note that the above expression should be minimized over different
candidate pairs of kernel functions and γ values.
4.2. Complexity penalization
Another direction of research in statistical model selection is
based on the idea of bounding the prediction error in Expression
(14). Let us suppose that a learning algorithm selects from a set of
functions F a function f which minimizes the empirical prediction
error (squared error) over F
Rempðf Þ ¼ 1n
Xn
i ¼ 1
yi f ðxiÞ
 2
:
Moreover, suppose there is a quantity Pðn;pÞ which measures the
degree of complexity (or capacity) of the set of functions F . This
function Pðn; pÞ depends on the size of the training data n and on a
parameter of complexity p. For instance, in polynomial regression,
p would be set to the degree of the polynomial used to ﬁt a set
of data.
In what follows, we consider bounds of the form
Rðf ÞrRempðf ÞPðn; pÞ:
This expression captures the idea that the more complex a set of
functions F is, the less we can trust the empirical prediction error
Rempðf Þ.
In the 1970s, several attempts were made at deﬁning Pðn; pÞ,
resulting in model selection procedures that were proven to work
asymptotically (n-1). In Table 1, the most common deﬁnitions
are listed.2 The parameter p present in all of the deﬁnitions is
meant to quantify the degrees of freedom of the set of functions F
from which f is selected. We will come back to p at the end of this
section.
In the 1990s, a non-asymptotic expression for Pðn; pÞ was
derived based on the results of the VC-Theory [5]. The general
form of this expression is3
Pðn; pÞ ¼ 1c
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p 1þ lnan
p
 
 ln η
n
vuuut
0
BBBB@
1
CCCCA
þ
; ð20Þ
where p corresponds to the VC-dimension of the set of functions F
and c; a;η are constants that need to be set to reﬂect the
particularities of the learning method being used. In Ref. [14],
the assignment c¼ a¼ 1 and η¼ 1= ﬃﬃﬃnp was shown to performwell
in a polynomial regression task.
4.2.1. The effective number of parameters in KRLS
One of the tenets of Statistical Learning Theory [5] is that the
VC-dimension is the characterization of the complexity (capacity)
of a set of functions F . However, in the case of the sets of functions
in KRLS, it is not known how to efﬁciently calculate their VC-
dimension. When F is a set of functions linear in their parameters,
which is the case of KRLS, the heuristic method for calculating the
effective number of parameters [15] can be used as a proxy for the
VC-dimension.
Let σ14σ24⋯4σn be the eigenvalues of the kernel matrix K
used for solving the KRLS problem in (10). The value
pγ ¼
Xn
i ¼ 1
σi
σiþγ
; 0opγrn
quantiﬁes the effective degrees of freedom of the set of functions
from where the solution f K ;γ is selected [5]. Using p¼ pγ in any of
the expressions for Pðn; pÞ shown in this section, we arrive at a
complexity penalization estimator in KRLS
Rcpðf K;γÞ ¼Rempðf K ;γÞPðn; pγÞ:
5. Heuristic model selection
In this section we present two metric-based heuristic proce-
dures that have been found to perform well in certain model
selection tasks. Both procedures, called TRI and ADJ, use geometric
ideas and unlabeled data to perform model selection [16,17]. In
particular, the ADJ heuristic was found to be a state-of-the-art
model selection procedure for selecting the degree parameter in
polynomial regression [18,17].
Since these methods were developed for estimating a contin-
uous generalization parameter, here they apply only to the
Table 1
Classical complexity penalization (as they appear in Ref. [5]).
Name Pðn; pÞ
Final Prediction Error (FPE) [10] 1þp
n
1p
n
Generalized Cross-Validation (GCV) [11] 1
1p
n

 2
Schwartz Criterion (SC) [12]
1þ
p
n
ln n
2 1p
n

 
Shibata's Model Selector (SMS) [13] 1þ2p
n
2 Unlike its name suggests, the GCV criterion is not a cross-validation
procedure, but actually an approximation to the leave-one-out estimator presented
in Expression (15). 3 ðaÞþ ¼maxð0; aÞ.
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selection of the parameter γ of KRLS. That is, in general, these
methods cannot be used for choosing a kernel function.
5.1. TRI
Suppose the real regression function freg(x) is known and
belongs to a metric space. Then, given any two functions f 1ðxÞ
and f 2ðxÞ in the same metric space and the distance (metric) ρð; Þ,
the triangle inequality applies:
ρðf 1; f regÞþρðf 2; f regÞZρðf 1; f 2Þ:
Given a training sequence ðx1; y1Þ;…; ðxn; ynÞ and a large set of
unlabeled data xn1;…; x
n
m which comes from the same distribution
as the training sequence, we can approximately verify the validity
of the triangle inequality using
ρtrðf 1; yÞþρtrðf 2; yÞZρunðf 1; f 2Þ;
where ρtrðf ; yÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃRempðf Þp and ρunðf 1; f 2Þ is the disagreement of
functions f1 and f2 on the unlabeled data:
ρunðf 1; f 2Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
n
Xm
i ¼ 1
f 1ðxni Þ f 2ðxni Þ
 2vuut :
Now, let us use KRLS and a ﬁxed kernel K to obtain two
functions f γ1 ðxÞ and f γ2 ðxÞ such that γ14γ2. Consequently, while
f γ2 ðxÞ will potentially have a smaller empirical error than f γ1 ðxÞ,
there is a risk that its empirical error is a rough estimate of
ρðf 1; f regÞ, and it may happen that
ρtrðf γ1 ; yÞþρtrðf γ2 ; yÞoρunðf γ1 ; f γ2 Þ:
In this situation, the TRI heuristic blames the function f γ2 for the
violation of the triangle inequality. This gives rise to the TRI
procedure for parameter selection: given a sequence of functions
f γ1 ; f γ2 ;… such that γ14γ24⋯, choose the last function in the
sequence that does not violate the triangle inequality along with
any preceding function.
5.2. ADJ
This other heuristic is based on the assumption that as the
training and unlabeled sets come from the same distribution, the
following relation should be observed:
ρunðf 1; f regÞ
ρunðf 1; f 2Þ
 ρtrðf 1; f regÞ
ρtrðf 1; f 2Þ
: ð21Þ
If the functions f1 and f2 are given along with the training and
unlabeled sets, the values ρtrðf 1; f 2Þ and ρunðf 1; f 2Þ can be readily
calculated. The value ρtrðf 1; f regÞ can be estimated using ρtrðf 1; yÞ.
The only remaining unknown in Expression (21) is ρunðf 1; f regÞ.
Thus, it can be estimated using
ρunðf 1; f regÞ ¼ ρtrðf 1; yÞ
ρunðf 1; f 2Þ
ρtrðf 1; f 2Þ
: ð22Þ
This means that, if the assumption in Expression (21) is valid, the
prediction error of function f1 on unseen data, which is a good
approximation to the true prediction error, can be estimated from
its empirical error ρtrðf 1; yÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃRempðf 1Þp and the ratio
ρunðf 1; f 2Þ=ρtrðf 1; f 2Þ.
This gives rise to the ADJ procedure, which for parameter
selection in KRLS reads: given a ﬁxed kernel function k and a
sequence of KRLS functions f γ1 ¼ f k;γ1 ; f γ2 ¼ f k;γ2 ;… such that
γ14γ24⋯, ﬁrst multiply ρtrðf γi ; yÞ by
μðf γi Þ ¼ maxfj:jo ig
ρunðf γi ; f γj Þ
ρtrðf γi ; f γj Þ
;
and then choose the function f γi that has the smallest value of
Radjðf γi Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Rempðf γi Þ
q
μðf γi Þ: ð23Þ
Note from Expression (23) that the ADJ method resembles a
complexity penalization procedure.
6. Experiments
The experiments reported in this section aim at answering the
following questions regarding model selection in kernel regular-
ized least squares:
Q1: The proposed additive spline kernel—Section 3—has potential
advantages over both the multiplicative spline and RBF
kernels. Do these advantages show up experimentally?
Q2: The complexity penalization methods described in Section 4.2
were evaluated mainly for polynomial regression in artiﬁcial
datasets, where they were found to be comparable to cross-
validation [14]. Does this result hold for KRLS in real datasets?
Q3: Can the constants in Expression (20) (VC bound) be improved
for model selection in KRLS?
Q4: The heuristic approach ADJ was demonstrated to give state-
of-the-art results in polynomial regression, even outperform-
ing cross-validation, while TRI has been less successful than
ADJ [17,18]. Do these results hold for KRLS in real datasets?
6.1. Experimental setup
We use 10 regression datasets from two repositories: UCI4 and
Keel5 [19]. A detailed description of the datasets can be found in
their repository websites. A brief description is shown in Table 2.
In what follows we describe a single trial of our experiments for
one dataset. Two-thirds of the training examples were randomly
held-out to form a test set ðx01; y01Þ;…; ðx0ℓ; y0ℓÞ. From the remaining
one-third, n examples are randomly selected to compose the
training set ðx1; y1Þ;…; ðxn; ynÞ. The examples not selected in the
one-third to compose the training set are used without their labels
as the unlabeled set xn1;…; x
n
m for both TRI and ADJ methods.
The training set thus created is used along with a ﬁxed kernel K
and value of γ to obtain a function f K;γðxÞ in accordance with
Expression (10). The root mean squared error (RMSE) of f K ;γðxÞ in
the test set
rmseðf γÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
ℓ
Xℓ
i ¼ 1
f γðx0iÞy0i

 2vuut
is then recorded for evaluation purposes.
In order to try reasonable values of γ, the ﬁrst (larger)
eigenvalue σ1 of the kernel matrix K is taken as a reference. Using
the 50 values v1;…; v50 equally spaced according to the logarith-
mic scale in the range ½106;101, we try the following 50 values:
γ1 ¼ v1σ1;…; γ50 ¼ v50σ1.
Thus, after obtaining f γ1 ;…; f γ50 , and calculating their respective
RMSE on the test set, we ﬁnd the function f γn with the minimum
value of RMSE, which is the gold standard to our model selection
experiments described ahead.
For the RBF kernel, we used only leave-one-out cross-validation
for selecting γ and σ. For selecting a good range of candidates of σ, we
calculated the empirical distribution of the distance between train-
ing points and then considered 11 quantiles of this distribution as
4 http://archive.ics.uci.edu/ml/
5 http://sci2s.ugr.es/keel/datasets.php
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candidates of σ: (0.010, 0.025, 0.125, 0.250, 0.375, 0.500, 0.625, 0.750,
0.875, 0.975, 0.990).
For both the additive and the multiplicative spline kernels, we
implemented and ran the following model selection procedures.
Leave-one-out cross-validation (LOOCV); complexity penalization:
Final Prediction Error (FPE), Generalized Cross-Validation (GCV),
Schwarz Criterion (SC), Shibata's Model Selector (SMS), VC bound
(VC1); and metric-based: TRI and ADJ. Each model selection
procedure had access only to the training set, with the exception
of TRI and ADJ, which had access to the unlabeled set as well.
According to each model selection procedure, one function fchosen
is picked among f γ1 ;…; f γ50 . We evaluate the quality of each
procedure by the ratio:
r¼ rmseðf chosenÞ
rmseðf γn Þ
: ð24Þ
That is, the closer r is to 1, the better the model selection
performance is.
So far, this description refers to a single trial. For a ﬁxed size of
the training set n, we conducted 20 such trials and report the
mean and the standard deviation of each model selection proce-
dure. This experiment was carried out for n¼20 and n¼100 on
each dataset.
In order to address question Q2, the constants c and a in
Expression (20) were experimentally optimized using only one of
the datasets (randomly selected). The resulting constants c¼0.74
and a¼1.35 were used as another model selection procedure with
the VC expression (VC2).
6.2. Results and discussion
We start the analysis of the results by comparing the three
kernel functions considered in this paper: RBF, multiplicative
spline, and additive spline. Table 3 reports (1) the best value of
RMSE achieved on the test set by one of the f γ1 ;…; f γ50 of a ﬁxed
kernel; (2) the value of RMSE achieved on the test set by the best
LOOCV function among the f γ1 ;…; f γ50 of a ﬁxed kernel. For each
dataset and n, we highlight in bold the best value of RMSE across
the three kernels in the LOOCV set of columns, and do the same for
the BEST set of columns.
Note that the additive splines kernel in combination with
LOOCV was the best performing regression estimation method in
8 out of 10 cases when n¼20. When n¼100, it was the best in
7 out of 10 cases. Note also the asymmetry of the results: in the
few cases where the additive kernel provided worse results, the
relative difference to the best result is not large; however, when
the additive kernel is the best performing method, the relative
gain with respect to the other kernels can be substantial. See, for
example, the results for datasets Compactiv (#2), Mortgage (#5),
and Treasury (#7). Interestingly, these three datasets correspond
to the ones with the highest number of dimensions among the 10
datasets considered.
Regarding the best possible selection of γ (columns grouped
under BEST), observe that there are some cases for which the best
possible result for the RBF kernel is the best across the three
kernels. However, when LOOCV is applied, these results may not
hold. Compare, for example, BEST and LOOCV for the datasets
Compactiv (#2) and Mortgage (#6). In the case of the additive
spline kernel, every time its results were the best among the three
kernels in BEST, the same happened for the LOOCV results. In the
case of the multiplicative spline kernel, we see that overﬁtting
with LOOCV is also not an issue. However, the best possible result
is not so good compared to the additive spline kernel. For dataset
Compactiv (#2), we may attribute this result to numerical pro-
blems with the multiplicative spline (given the catastrophical
result in this dataset). For the other datasets, though, we believe
that the better performance of the additive kernel stems from the
fact that the corresponding set of functions has smaller diversity
than the sets of functions spanned by the other kernels.
Regarding the ﬁrst question posed in this section, the results in
Table 3 corroborate the arguments provided in Section 3 in favor of
the additive spline kernel. We now proceed to answering the next
questions. We compare γ selection procedures individually for the
multiplicative spline kernel and then for the additive spline kernel.
Table 4 shows the results for the multiplicative spline kernel.
The best results for each dataset and n are highlighted in bold, and
the second best results (provided they are less than 1.15) are
underlined. Taking into account all the results, the following
distribution can be observed for (〈best〉, 〈2nd best〉): LOO (15, 2);
FPE (2,8 ); SC(2,9 ); GCV(1, 3); SMS(4, 2); VC1(0, 1); VC2(4, 2); TRI
(5, 2); and ADJ (4, 2). According to these criteria, it is clear that
LOO is the best parameter selection procedure when using the
multiplicative spline kernel. However, for the Abalone dataset
(#1), the leave-one-out procedure chose a parameter that per-
forms much worse than the best one, conﬁrming that this
procedure might fail in small sample situations.
Table 5 shows the results for the additive spline kernel. As
previously, taking into account all the results, the following
distribution of (〈best〉, 〈2nd best〉) can be observed, provided that
the second best result is less than 1.15: LOO (7, 9); FPE (9, 4); SC(6,
7); GCV(4, 1); SMS(5, 3); VC1(0, 0); VC2(4, 2); TRI(5, 0); and ADJ
(3, 3). According to these criteria, it is clear that LOO and FPE are
the best parameter selection procedures, followed by SC.
Table 6 summarizes poor results from both experiments
(Tables 4 and 5), in the form (N,r), where N is the number of cases
(maximum of 20) in which the ratio in Expression (24) is greater
than or equal to 1.15, and r is the worst ratio obtained among the N
cases. As can be observed, there is an improvement in LOO when
using the additive kernel. Although it continues showing one bad
result, the value of r decreased from 1.20 to 1.17. For FPE and SC the
improvement is notorious. FPE goes from (3,1.54) down to (1,1.19),
thus showing only one bad case when using the additive kernel.
Similarly, SC goes from (3,1.54) down to (2,1.17). These ﬁgures show
that not only does the additive spline kernel improve upon the
other kernels, but it also helps improve the performance of γ
selection. In what follows we focus on the remaining questions
posed in the beginning of this section.
Q2: Considering the complexity penalization procedures (except
VC2 which will be treated latter), it can be observed that FPE
and SC show similar results, with a slight advantage to the
former. Both are better suited to RLS parameter selection than
GCV, SMS and VC1. FPE is a competitive alternative to LOO
only in conjunction with the additive spline kernel.
Q3: Comparing the results obtained by VC1 and VC2 (the last with
c¼0.74 and a¼1.35) better results are obtained by VC2 in
Table 2
Datasets used in the experiments.
# Dataset Instances Features
1 Abalone 4177 8
2 Compactiv 8192 21
3 Concrete-str 1030 8
4 Friedman 1200 5
5 Mortgage 1049 15
6 Stock 950 9
7 Treasury 1049 15
8 Wankara 321 9
9 Wine-red 1599 11
10 Wine-white 4898 11
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most of the cases considered. Moreover, VC1 shows several
catastrophic performances. Thus, we can conclude that there
is room for improving the constants of the VC expression for
Pðn; pÞ given in Ref. [14].
Q4: Comparing the results obtained by the two heuristic metric-
based approaches, TRI and ADJ, there is no strong pattern of
one heuristic outperforming the other. Thus, these results do
not show, as claimed in polynomial regression [18,17], that
ADJ outperforms TRI. For the additive spline in particular, the
reverse seems to be the case. Comparing TRI and ADJ with
LOO, worse results are obtained by TRI and ADJ in most of the
cases. These results show that both heuristic metric-based
approaches do not outperform the leave-one-out cross-
validation procedure.
7. Conclusion
In this paper we investigated the model selection problem for
small sample regression in the kernel regularized least squares
(KRLS) method, which narrows down to the selection of a kernel
function and a regularization parameter.
As for the selection of the kernel function, we proposed an
additive multidimensional spline kernel that outperformed the
Table 3
Experimental results for the best possible function and the one selected by leave-one-out across different kernel functions.
# n BEST LOOCV
RBF Mul. Spl. Add. Spl. RBF Mul. Spl. Add. Spl.
1 20 2.59 (0.22) 2.56 (0.22) 2.49 (0.17) 3.22 (0.81) 3.07 (1.12) 2.91 (0.70)
100 2.26 (0.05) 2.25 (0.06) 2.24 (0.05) 2.34 (0.17) 2.27 (0.06) 2.27 (0.06)
2 20 10.7 (1.55) 74.4 (0.99) 12.1 (2.91) 17.9 (12.7) 74.4 (0.99) 12.5 (2.76)
100 7.36 (0.47) 54.3 (1.01) 4.07 (0.34) 18.3 (20.0) 54.3 (1.01) 4.27 (0.43)
3 20 11.0 (1.40) 16.0 (3.08) 9.63 (1.15) 12.5 (2.15) 16.1 (3.10) 10.7 (2.42)
100 8.86 (0.42) 8.66 (0.85) 7.17 (0.31) 9.74 (1.75) 8.83 (0.90) 7.29 (0.33)
4 20 2.78 (0.23) 2.90 (0.23) 2.28 (0.24) 3.13 (0.37) 3.20 (0.32) 2.49 (0.32)
100 1.54 (0.11) 1.66 (0.11) 1.84 (0.06) 1.56 (0.11) 1.68 (0.12) 1.88 (0.11)
5 20 0.89 (0.33) 0.65 (0.54) 0.37 (0.25) 1.41 (0.83) 0.67 (0.54) 0.38 (0.26)
100 0.18 (0.03) 0.19 (0.06) 0.15 (0.02) 0.21 (0.04) 0.20 (0.07) 0.16 (0.03)
6 20 2.20 (0.40) 2.28 (0.44) 2.23 (0.41) 2.47 (0.63) 2.38 (0.52) 2.40 (0.42)
100 1.21 (0.10) 1.21 (0.12) 1.45 (0.14) 1.37 (0.30) 1.29 (0.18) 1.49 (0.16)
7 20 1.03 (0.38) 0.79 (0.50) 0.54 (0.25) 1.58 (0.58) 0.82 (0.49) 0.58 (0.30)
100 0.28 (0.03) 0.29 (0.04) 0.26 (0.03) 0.31 (0.06) 0.30 (0.04) 0.27 (0.03)
8 20 2.24 (0.43) 4.16 (0.70) 2.69 (0.51) 2.65 (0.73) 4.20 (0.70) 2.91 (0.67)
100 1.41 (0.09) 2.45 (0.30) 1.62 (0.11) 1.47 (0.11) 2.52 (0.33) 1.66 (0.13)
9 20 0.88 (0.12) 0.89 (0.05) 0.77 (0.04) 1.11 (0.39) 0.93 (0.07) 0.87 (0.16)
100 0.72 (0.03) 0.74 (0.03) 0.69 (0.02) 0.79 (0.14) 0.74 (0.03) 0.69 (0.02)
10 20 0.92 (0.07) 0.94 (0.08) 0.86 (0.04) 1.02 (0.16) 0.98 (0.12) 0.92 (0.11)
100 0.81 (0.01) 0.81 (0.02) 0.78 (0.02) 0.83 (0.03) 0.82 (0.03) 0.80 (0.02)
Avg. 20 3.52 (0.51) 10.55 (0.68) 3.39 (0.59) 4.69 (1.93) 10.67 (0.80) 3.67 (0.81)
100 2.46 (0.13) 7.25 (0.26) 2.03 (0.11) 3.69 (2.28) 7.29 (0.28) 2.08 (0.13)
Table 4
Experimental results for statistical and heuristic parameter selection for the multiplicative spline kernel.
# n LOOCV Complexity penalization Metric-based
FPE SC GCV SMS VC1 VC2 TRI ADJ
1 20 1.20 (0.39) 1.32 (0.74) 1.34 (0.77) 1.09 (0.09) 1.86 (0.75) 1.18 (0.14) 1.86 (0.75) 1.30 (0.21) 1.82 (0.74)
100 1.01 (0.01) 1:02 (0.01) 1.03 (0.02) 1:02 (0.02) 1.24 (0.16) 1.22 (0.04) 1.13 (0.08) 1.34 (0.11) 1.15 (0.19)
2 20 1.00 (0.00) 1:14 (0.01) 1:14 (0.01) 1:14 (0.01) 1.00 (0.00) 1:14 (0.01) 1.00 (0.00) 1.00 (0.00) 1.00 (0.00)
100 1.00 (0.00) 1.54 (0.03) 1.54 (0.03) 1.54 (0.03) 1.00 (0.00) 1.54 (0.03) 1.00 (0.00) 1.00 (0.00) 1.00 (0.00)
3 20 1.01 (0.01) 1.03 (0.04) 1:02 (0.03) 1.37 (0.34) 1.04 (0.13) 2.43 (0.37) 1.04 (0.13) 1.01 (0.02) 1.04 (0.13)
100 1.02 (0.02) 1.11 (0.12) 1.12 (0.11) 1.16 (0.08) 1.20 (0.22) 1.47 (0.18) 1.20 (0.22) 1:06 (0.07) 1.14 (0.12)
4 20 1:11 (0.11) 1.13 (0.15) 1:11 (0.14) 1.21 (0.18) 1.12 (0.12) 1.58 (0.27) 1.12 (0.12) 1.05 (0.05) 1.12 (0.12)
100 1.01 (0.02) 1.08 (0.04) 1.10 (0.04) 1.16 (0.06) 1.21 (0.10) 1.80 (0.14) 1.21 (0.10) 1:07 (0.06) 1.17 (0.10)
5 20 1.04 (0.07) 1:02 (0.03) 1:02 (0.02) 1.17 (0.17) 1.01 (0.02) 1.53 (0.37) 1.01 (0.02) 1.08 (0.18) 1.01 (0.02)
100 1:03 (0.04) 1.02 (0.04) 1.02 (0.04) 1.08 (0.09) 1.02 (0.04) 1.20 (0.15) 1.02 (0.04) 1.73 (1.03) 1.02 (0.04)
6 20 1.04 (0.06) 1:06 (0.13) 1.06 (0.13) 1.32 (0.32) 1.10 (0.16) 2.09 (0.40) 1.10 (0.16) 1.08 (0.09) 1.10 (0.16)
100 1.07 (0.14) 1:06 (0.11) 1:06 (0.10) 1.07 (0.06) 1.13 (0.14) 1.27 (0.12) 1.13 (0.14) 1.05 (0.06) 1.11 (0.10)
7 20 1.05 (0.06) 1.07 (0.08) 1:06 (0.07) 1.13 (0.12) 1:06 (0.11) 1.58 (0.43) 1:06 (0.11) 1.18 (0.26) 1:06 (0.11)
100 1.03 (0.06) 1:06 (0.05) 1:06 (0.06) 1.11 (0.10) 1.10 (0.07) 1.23 (0.14) 1.10 (0.07) 1.32(0.38) 1.09 (0.08)
8 20 1.01 (0.02) 1.04 (0.04) 1.03 (0.04) 1.30 (0.17) 1:02 (0.03) 2.04 (0.33) 1:02 (0.03) 1.10 (0.13) 1:02 (0.03)
100 1.03 (0.03) 1.03 (0.03) 1:04 (0.04) 1.09 (0.06) 1.14 (0.09) 1.23 (0.11) 1.14 (0.09) 1.48 (0.61) 1.14 (0.09)
9 20 1.04 (0.05) 1.08 (0.07) 1:06 (0.06) 1.13 (0.08) 1.16 (0.11) 1.33 (0.14) 1.16 (0.11) 1.09 (0.08) 1.16 (0.11)
100 1.01 (0.01) 1.18 (0.18) 1.18 (0.18) 1:06 (0.02) 1.42 (0.13) 1.20 (0.06) 1.42 (0.13) 1.26 (0.07) 1.42 (0.13)
10 20 1.04 (0.09) 1:05 (0.03) 1.04 (0.03) 1.08 (0.04) 1.17 (0.14) 1.21 (0.10) 1.17 (0.14) 1.11 (0.09) 1.17 (0.14)
100 1.02 (0.04) 1:04 (0.03) 1.05 (0.03) 1.05 (0.03) 1.54 (0.14) 1.16 (0.05) 1.54 (0.14) 1.35 (0.08) 1.54 (0.14)
Avg. 20 1.05 (0.09) 1.09 (0.13) 1.09 (0.13) 1.19 (0.15) 1.15 (0.16) 1.61 (0.26) 1.15 (0.16) 1.10 (0.11) 1.15 (0.16)
100 1.02 (0.04) 1.11 (0.06) 1.12 (0.06) 1.13 (0.05) 1.20 (0.11) 1.33 (0.10) 1.19 (0.10) 1.26 (0.25) 1.18 (0.10)
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traditional RBF kernel, as well as the previously proposed multi-
plicative spline kernel. This perceived advantage stems from the
fact that additive spline kernels span set of functions which are
less diverse than multiplicative ones, making additive spline
kernels well-suited to small sample regression.
As for the regularization parameter γ, alternative statistical and
heuristic model selection procedures were investigated for its
selection. These procedures, six of them based on complexity
penalization (FPE, SC, GCV, SMS, VC1 and VC2) and two of them
based on the geometry of metric spaces (TRI and ADJ), were
experimentally evaluated in real datasets and compared to the
traditional leave-one-out cross-validation procedure (LOO). The
results show that the considered procedures often perform worse
than cross-validation. This outcome is different from previous
ﬁndings in model selection for other regression methods.
Our results corroborated that cross-validation may perform
poorly when data is scarce, mainly when used in conjunction with
RBF kernels. Unfortunately, the best performing alternative
method—FPE—does not provide a large improvement on the
results when cross-validation fails. In future work, we plan to
investigate ways of combining FPE and LOO that may lead to an
improved parameter selection method.
Among the investigated procedures, the only one that lends
itself to further optimization is the VC expression. In future work,
we intend to investigate whether there is an assignment of
constants that may render the VC expression practical.
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