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We review canonical experiments on systems that have pushed the boundary between the quan-
tum and classical worlds towards much larger scales, and discuss their unique features that enable
quantum coherence to survive. Because the types of systems differ so widely, we use a case by
case approach to identifying the different parameters and criteria that capture their behaviour in a
quantum mechanical framework. We find it helpful to categorise systems into three broad classes
defined by mass, spatio-temporal coherence, and number of particles. The classes are not mutually
exclusive and in fact the properties of some systems fit into several classes. We discuss experiments
by turn, starting with interference of massive objects like macromolecules and micro-mechanical
resonators, followed by self-interference of single particles in complex molecules, before examining
the striking advances made with superconducting qubits. Finally, we propose a theoretical basis for
quantifying the macroscopic features of a system to lay the ground for a more systematic comparison
of the quantum properties in disparate systems.
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I. INTRODUCTION
One of the most fascinating questions in quantum
physics is whether large objects, say cats, can show
features of the strange quantum behaviour of atoms
and particles. When Erwin Schro¨dinger thought-up his
Gedanken experiment in 1935 about a cat in a quantum
superposition of states, so that it is dead and alive at the
same time, he wanted to highlight the seeming contradic-
tions – not to say the absurdity – of apprehending large
objects through the framework of quantum mechanics.
Because Planck’s constant is so small, quantum effects
become imperceptible as objects grow in mass and com-
plexity. Yet, there is nothing stopping us, in theory, from
designing experiments where massive objects behave as
if they were atoms in at least one degree of freedom.
The boundary where quantum effects stop and classi-
cal physics takes over is blurry. Determining where that
boundary lies is one of the most fascinating questions in
physics and excites ongoing interest [1–8]. The challenge
is largely technological, and as we will see, astounding
experiments continue to push the quantum limit into the
realm of macroscopic objects previously reserved for clas-
sical treatment.
It is extremely difficult to isolate massive objects from
the environment as they constantly interact by exchang-
ing photons, which leads to heating and therefore deco-
herence (i.e. the disruption of the constant phase re-
lationship required for quantum states). The experi-
menter’s challenge, then, is to find a macroscopic degree
of freedom whose energy levels are separated by more
than kBT , where kB is Boltzmann’s constant and T is the
temperature. To maintain the separation, the system is
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usually cooled to cryogenic temperatures that ensure the
quantum state survives long enough for a measurement
to be made.
We can identify at least two criteria that a macro-
scopic quantum state should meet: first, the state must
be entangled and this entanglement must be verifiable
experimentally, and second, it should be macroscopically
distinguishable [8, 12], i.e. it must have macroscopic ob-
servables that we can use to discriminate different states
that are combined into the overall entangled states. Al-
though a systematic way of comparing the quantum fea-
tures of disparate systems is currently lacking, we review
and make some suggestions as to how this can be tackled
in the section “Discussion and conclusions”.
Let us now explore some recent experiments that have
pushed the quantum limit to ever larger scales. They
cover a wide variety of systems and cannot be easily de-
scribed within a single framework. This imposes a case
by case approach because no two systems can directly be
compared when they are quantised in different degrees of
freedom and use a wide variety of different macroscopic
metrics. This accounts for the current lack of a clear
measure of macroscopic quantumness.
II. MASSIVE OBJECTS
Here, we explore the quantum properties of macro-
scopic bodies with a comparatively high fixed centre of
mass. We look at interference experiments where macro-
molecules undergo diffraction at a grating, and then turn
our attention to micromechanical resonators approaching
the size of a human hair that operate in the quantum
regime.
2A. Molecular interference
Sending molecules one at a time at two slits can pro-
duce an interference pattern on a screen positioned be-
yond the slits. This signature of wave behaviour un-
derpins de Broglie’s theory on the joint wave and par-
ticle character and propagation of massive objects. Since
its inception in 1923, many experiments have success-
fully recovered the interference pattern due to objects
at ever higher masses, starting with electrons, neutrons,
atoms, dimers, and nowadays macromolecules. Some of
the largest molecules to have been interfered are C60
buckminster fullerenes (football-shaped carbon lattices)
called buckyballs.
In the experimental set-up [9, 10], a hot molecular
beam of C60 molecules is produced by sublimation from
an oven. The beam passes through rotating choppers
that select the velocity of the molecules before they un-
dergo collimation. The buckyballs finally impinge on a
diffraction grating with 55 nm-wide slits and periodicity
100 nm. Detection of the interference pattern takes place
not on a traditional screen, but by ionisation detection:
molecules are ionised with a laser and detected in a vac-
uum chamber mounted on a translational scanning stage.
Eventually, an interference pattern builds up showing a
characteristic central peak and up to three higher-order
peaks on both sides of the central maximum (limited by
spectral coherence due to fluctuations in the velocity of
the molecules).
The de Broglie wavelength, λB , associated with a mas-
sive object is λB = h/p, where h is Planck’s constant
and p is the momentum. In the case of C60 under ex-
perimental conditions, λB(C60) ≈ 3 pm, which is more
than 300 times smaller than the diameter of the buckyball
(≈ 10−9 m) [10], and more than 50 times smaller than
the slit width. Single molecules enter the grating one at a
time (given a low flux) such that two separate molecules
can never interfere. That an interference pattern can
build-up under these conditions is deeply surprising be-
cause we are used to thinking of particles and molecules
as point-like objects. In the quantum physical picture,
however, they are treated as a wave during time-of-flight
– which we can in turn think of as a superposition of
position states – becoming point-like again at detection.
Another quantum feature is that the position at arrival
of individual incident molecules is entirely random and
unpredictable.
This raises a fascinating question. Let us imagine that
our senses were so sophisticated that we could resolve
distances on the Planck scale. Would we then perceive
objects, especially macroscopic ones, as behaving quan-
tum mechanically?
Bohr’s complementarity principle tells us that know-
ing which slit a particle enters destroys the interference
pattern. During time-of-flight, hot molecules can emit
thermal photons from the hundreds of mechanical de-
grees of freedom in their structure. They can give away
potential information about their path and the slit they
enter. But, for this to happen, the wavelength of the
photons must be short enough to resolve the separation
between neighbouring slits. So far, this has not been the
case in experiments with C60 due to the long wavelength
attributed to thermal photons [10]. We cannot exclude
the possibility that heavier and more complex molecules
could leak useful information, which would kill the con-
trast in the interference pattern. The question is at what
mass does this happen? Efforts are currently underway
to interfere large proteins with order magnitude heavier
masses than C60, and which require more sophisticated
interferometers [11].
So far our only constraint has been that the molecule
should not give access to which-path information as it
grows in size and complexity. Another constraint is the
sophistication of laboratory equipment. Because massive
objects have very short de Broglie wavelengths, diffrac-
tion gratings must be fabricated to stringent parameters
ranging in the tens of nanometres, which poses a signifi-
cant technical challenge. A historical perspective allows
us to be optimistic that advances in interferometry and
detection technologies will further extend the quantum
limit to larger bodies.
This is a natural point to ask if we can set an objective
limit on the size of a body beyond which quantum super-
positions collapse into classical mixtures. In 1964, Peres
and Rosen [12] took an operational view of the problem
by setting an upper bound on the time it takes interfer-
ence fringes to form when a massive body impinges on
two slits. It can easily be shown (using the Fraunhofer
limit of diffraction and the de Broglie wavelength of a
massive object of momentum mv) that an approximate
value of the time, t, that it takes to build up an interfer-
ence pattern on a screen, is given by
t ≈ ρa4d/h (1)
where ρ is the density of the body, d is the distance be-
tween interference fringes, h is Planck’s constant, and
a is the size of the body (comparable to the separation
between two slits). Assuming that t < 1018 s (the age
of the universe) and ρ ≈ 1 g cm−3 (a universal con-
stant), we can estimate that amax and mmax (the maxi-
mum size and mass of the body) are: amax < 1 cm and
mmax < 1 g . Hence, objects whose mass and size ex-
ceeds those bounds cannot show quantum interference in
a double slit experiment. Below this bound, and in differ-
ent contexts, setting the boundary between the quantum
and classical pictures may remain subjective and limited
by other practical considerations.
B. Micromechanical resonators
Remarkable breakthroughs have been made in the field
of micro-mechanical resonators [13–15] over the last five
years. These devices are currently enabling the study of
quantum mechanics on scales of tens of microns almost
visible to the naked eye.
3Nano- and microresonators are heavy objects that tend
to oscillate with relatively low frequencies (hence ener-
gies). To resolve their vibrational ground state, the fol-
lowing condition must be met: kBT < Evib, where Evib
is the vibrational energy and kB is Boltzmann’s constant.
Hence extremely low temperatures are needed to decou-
ple the slow-moving mechanical modes from phonons in
the environment. This challenging milestone eluded ex-
perimentalists for a long time until laser cooling offered
a viable way of freezing out thermal phonons [13, 17].
More recently, an alternative approach was pre-
sented [14] using a piezoelectric resonator whose the cen-
tre of mass is at rest, but which undergoes periodic vol-
ume increases. The resonator consists of a suspended
piezoelectric blade with length around ≈ 40 µm and
thickness 840 nm. Since the volume-changes in the blade
attain extremely high frequencies (gigahertz) [14], the
resonator needs less cooling than its slow-moving coun-
terparts before its ground state can be resolved (due to a
larger spacing in its energy levels at higher frequencies).
In the actual experiment, the device was cooled to 25mK
in a dilution fridge, at which point it was shown to oc-
cupy the ground state with only 0.07 phonons populating
the mechanical mode.
That same experiment achieved a striking second mile-
stone by successfully demonstrating strong coupling be-
tween the mechanical mode of the resonator and a phase
qubit in a superconducting circuit [14, 16]. Coherent
transfer of energy between the resonator and the su-
perconducting circuit was illustrated by measuring the
phonon population in the mechanical mode, which oscil-
lated with a characteristic Rabi frequency ≈ 130 MHz.
And to show that a state in a quantum superposition
could also be coherently swapped between the two quan-
tum systems, the superconducting qubit was prepared
in a superposition of ground and excited states, |g〉 and
|e〉, respectively, which was then transferred to the me-
chanical mode. The resulting state in the resonator was
thus a superposition of the ground and excited vibra-
tional modes, |n = 0〉 and |n = 1〉, which resulted under
evolution in the entangled state, |g1〉+ |e0〉, between the
resonator and the quantum electrical circuit.
A fascinating experiment that still remains to be done
is one where the resonator exists in a superposition of po-
sition states, so that it is in two places at once [17]. This
poses a significant challenge because such an experiment
would have to use a resonator whose centre of mass un-
dergoes periodic displacements that are large enough to
be measured (unlike those of the piezoelectric resonator).
Hence, it would run at a lower frequency and require ex-
tremely low temperatures – below those accessible in a
standard dilution fridge – to resolve its ground state.
III. SINGLE PARTICLE IN COMPLEX
MOLECULES
Advances in spectroscopic techniques, like microphoto-
luminescence imaging and 2D spectroscopy, have enabled
the observation of the coherent behaviour of individual
quantum particles in a wide variety of ordered and dis-
ordered systems.
A fascinating example comes from photosynthesis.
The protein responsible for harvesting light in photo-
synthetic bacteria, known as the Fenna-Matthews-Olson
complex, has been shown to maintain long-lived spatio-
temporal coherence of a photo-excited exciton [18] even
at room temperature [19]. The implication is that the
wavefunction of the exciton is in a coherent superposi-
tion over different sites throughout the molecule, so that
it optimises the time it takes to propagate towards the
protein’s chemical reaction centre. The protein is ap-
proximately 8 nm in diameter and the particle’s spatial
delocalisation covers a small region within the molecule.
Experiments [18, 19] have shown that coherence persists
for the entire duration of the energy transfer (on fem-
tosecond timescales), which accounts for the fact that
the efficiency of the energy transfer is almost perfect. It
is very suprising that quantum coherence survives for so
long in as highly disordered a system that is as ’hot and
wet’ as a protein. The result suggests that we could do
even better in artifical systems that are engineered to be
highly symmetric.
In a striking demonstration of the spatial coherence
of a quantum particle on very large length scales, the
centre of mass of a single exciton (a bound electron-hole
quasi-particle) was shown to be delocalised along the en-
tire length (≈ 10 µm) of an organic polymer chain [20].
The polymer, a polydiacetylene chain decorated with ure-
thane pending groups, behaved as a quantum wire char-
acterised by long-range order and a highly symmetric
lengthwise confining potential (with only local fluctua-
tions due to build-up of elastic stress).
The experimental demonstration entailed an elegant
adaptation of Young’s double-slit experiment. Fluores-
cence due to the radiative recombination of a single delo-
calised exciton was collected through two slits separated
by 1 µm (both slits selecting emission from two distinct
points along the chain) and interfered. Interference peaks
were generated in the detection apparatus to confirm the
coherence of the light source (i.e. the single exciton).
The contrast between interference fringes remained con-
stant (≈ 75%) along the entire length of the polymer,
over 10 µm, confirming that the exciton’s centre of mass
was delocalised over the entire distance, limited only by
the natural length of the chain. Conventional ballistic
and diffusive transport mechanisms cannot account for
the delocalisation of the particle over tens of microns on
the short timescales involved.
4IV. LARGE NUMBERS OF PARTICLES
A different class of large-scale quantum phenomena is
that which involves the collective behaviour of many par-
ticles. In contrast to microscopic quantum states, which
involve a low number of particles or degrees of freedom
(e.g. [21, 22]), macroscopic states entail the coherent con-
trol and manipulation of some quantum degree of free-
dom of a large number of particles can claim to be macro-
scopic. Examples include Schro¨dinger cat states [23],
high temperature superconductivity [3], and angular mo-
mentum of photons [24]) among others. Many-body
physics is also an important area of study in condensed
matter physics that investigates various exotic quantum
effects in systems with a large number of particles [26, 27].
It is worth noting an absence of consensus on howmany
particles should compose such a system before it is called
macroscopic. Perhaps a more pragmatic approach to the
problem is to consider the value of such a system as a
resource, rather than purely in terms of its size or con-
stituent number of particles (see the section “Discussion
and Conclusions”).
Examples of collective quantum systems with rela-
tively small numbers of entangled particles include ion
traps [25] and ultracold atoms in optical lattices [28].
Bose-Einstein condensates (BEC), where thousands of
atoms can exist in a cat-state — albeit the atoms sit too
far apart to interact — are also good examples. Their
de Broglie wavelength can extend over macroscopic dis-
tances (hundreds of microns), and, by analogy to Young’s
double-slit experiment, two BECs can undergo quantum
interference across a double-well potential (acting as if it
were a double-slit) [29].
Superconductors, which can be thought of as Bose-
Einstein condensates made of coupled electron-pairs in
the ground-state (Cooper pairs), represent the canonical
example of a system showing large-scale quantum be-
haviour [30].
Cooper pairs participating in a supercurrent can be
represented by a single macroscopic wavefunction rather
than by individual wavefunctions for each carrier. Con-
sequently, Cooper pairs can tunnel through a Joseph-
son junction – a nanometer-thick insulating layer sand-
wiched by two superconductors – without any loss of
phase throughout the entire condensate across the junc-
tion. And, if the supercurrent circulates around a circuit
formed by a closed loop, the magnetic flux through the
loop is quantised. A standard quantum mechanical op-
erator representation is given by
[δ,Q] = i2e (2)
where δ is the phase operator associated with the quan-
tised phase difference between two superconductors on
either side of a Josephson junction, and Q is the charge
operator associated with junction capacitance (related
to the number-difference of Cooper pairs across the junc-
tion) [30]. The non-commuting relationship between δ
and Q defines two regimes, where either the supercon-
ducting phase is well defined and charge is fuzzy, or only
charge is well defined and phase is unspecified. This gives
rise to quantisation in different degrees of freedom (phase,
charge, and also flux), which different architerctures of
superconducting circuits seek to optimise. Their striking
property is that the specified degree of freedom can be
macroscopic, i.e. a single wavefunction fully defines the
state of the condensate throughout the macroscopic cir-
cuit. Let us now briefly consider the three main types
of superconducting circuit architectures that give rise to
macroscopic charge, phase, and flux qubits.
Charge qubits [31] can be created on a micron-sized is-
land of superconducting material coupled to a larger su-
perconducting reservoir via a Josephson junction. Cou-
pling is controlled by a gate bias that can be tuned so that
a well-defined number of Cooper pairs (with fuzzy phase)
tunnel one at a time from the reservoir into the island
(called a Cooper pair box). The build-up of charges can
result in a macroscopic quantum superposition of pair
states, |n〉 and |n + 1〉, where n is an integer number of
charges. Charge qubits can comprise large ensembles of
Cooper pairs with coherence times that can be extremely
long (microseconds [32]) when the state is shielded from
the environment.
Phase qubits can be viewed as the conjugate states
of charge qubits. They are formed by a single Joseph-
son junction biased with an external current [33] whose
energy profile follows an anharmonic washboard poten-
tial with a decreasing spacing between successive energy
levels. This has earned the circuit the evocative title of
“macroscopic nucleus with wires” [34]). The particularity
of phase qubits is that the condensates (involving a large
number of Cooper pairs) all share the same macroscopic
phase difference across the junction.
Flux qubits are a striking third example of macroscopic
quantum states in superconductors. They are formed
when a supercurrent circulates around a closed loop inter-
rupted by a series of Josephson junctions [35], which gives
rise to a superposition of clockwise and anti-clockwise
currents in the loop, represented in the flux basis as
|Φ〉 = a| ↑〉+ b| ↓〉 (3)
where |Φ〉 is the wavefunction of the macroscopic flux
qubit consisting of quanta of magnetic flux pointing up,
| ↑〉, and down, | ↓〉, with probability amplitudes a and
b respectively. Because the state can involve very large
number of Cooper pairs (≈ 109), flux qubits are often
described as macroscopic states.
So far, we have established that macroscopic quan-
tum states in superconductors are specified by a single
macroscopic parameter, rather than by individual ones
for different particles. Let us now turn to the question
as to whether we should worry about specifying a min-
imum number of particles participating in a superposi-
tion deemed to be macroscopic. After all, even a small
number of Cooper pairs can give rise to macroscopic ob-
servables with a large magnitude.
5Due to the fermion statistics and indistinguishability
of Cooper pairs, it is easy to overestimate the number of
particles in a state by many orders of magnitude. For flux
qubits, say, we can estimate the difference in Cooper pairs
flowing clockwise and counter-clockwise from the value
of the superconducting current, Is. This can in turn be
written as 2e∆N/∆t ≈ 2e∆NvF/l, where l is the length
of the superconductor (typically hundreds of µm) and
vF , the Fermi velocity (≈ 106 ms−1). Experimentally
measured supercurrents can be on the order of µA, which
leads to estimate of ∆N on the order of thousands (out of
billions of potentially conducting electrons). This leads
the authors of [36] to re-classify flux qubits as mesoscopic
at best, rather than macroscopic.
That said, there is no fundamental upper bound on the
size of superconducting qubits. With optimised circuit
architectures and sophisticated fabrication facilities, we
can be optimistic that superconducting qubits will attain
surprising macroscopic dimensions, driven by the need
for coherent quantum-state control [37–39] in quantum
information processing.
V. DISCUSSION AND CONCLUSIONS
When quantum macroscopicity is analysed theoreti-
cally, the states that undisputedly arise as prime can-
didates are GHZ states for qubits and NOON states
for high-dimensional systems. A physical encoding of
a GHZ states is, for instance, given by a collection of
atoms all of which are localised around a point 0 (de-
noted by the quantum state |0〉) and coherently localised
around a point 1 (denoted by |1〉). This is written as:
|00...0〉 + |11...1〉. In the mode notation it can also be
written as |N, 0〉+ |0, N〉 where the first cat denotes the
mode corresponding to location 0, and the second de-
notes the mode corresponding to location 1. What makes
these states macroscopic is that the two alternatives that
are superposed can easily be discriminated (even if our
measurements are imperfect [8]). This relies on N being
large enough (for a given size of the error in measure-
ment). GHZ states are also fragile with respect to noise:
it is sufficient to trace out one qubit to destroy the coher-
ence in the whole state. In terms of dephasing, the rate
for GHZ states is n times larger than that for individual
qubits, assuming they dephase independently and at the
same rate – likewise for NOON states if we think about
particle loss [6].
It is not difficult to guess a measure of macroscopicity
that will be maximized for the GHZ and NOON states,
since these states achieve the best resolution in quantum
metrology. Resolution is inversely proportional to the
dispersion of the operator of the form
∑
n σn. For GHZ
states this scales as n (c.f. the best product states cannot
do better than
√
n). General quantum states will have
scaling of the form np, where 1/2 ≤ p ≤ 1. Following this
logic, we can use the parameter p to quantify quantum
macroscopicity in the sense that states with p closer to
1 are considered more macroscopic (as proposed in [5]).
This measure also confirms our intuition that W states,
which are symmetric superpositions of n qubits of which
only one is in the state 1 while the rest are 0 (such as the
state |001〉+|010〉+|100〉 for three qubits), are not macro-
scopic regardless of how high n is. The key point is that
the W state is entangled, but different states comprising
the entangled state are not macroscopically distinct. For
continuous variable systems an analogous measure was
discussed in [6].
None of the experiments reviewed here, however, can
be said to be creating GHZ or NOON states with large n.
For the sake of argument, let us consider the diffraction of
an object through n slits. If the transmission amplitude
is the same for all slits, the state ends up being a W state.
A redeeming feature could be thought to be the size of
the object. In this case, we could introduce an extra pa-
rameter m to quantify its complexity (say the number of
atoms, or vibrational modes in the buckyball). Even for
two slits we could now write the state as |m, 0〉+ |0,m〉,
which is a NOON state. We could then argue that mak-
ing m bigger makes the system more macroscopic. How-
ever, here the system with m degrees of freedom comes
as a package and not as a non-interacting collection of
m atoms or other constituents. One could perhaps argue
that in diffraction GHZ states could be realised by all n
objects going through n slits, and simultaneously by not
going through them. This, however, would be a super-
position of different masses that is very hard to envisage
(and, even if allowed, would last for a very short time).
Other experiments described above could be similarly
analysed and shown to fall short of the GHZ ideal. This,
of course, does not necessarily mean that they are not
quantum macroscopic. We do not really understand what
the full class of highly macroscopic quantum states ought
to be (other than the GHZ and NOON states). The
wide variety of systems we considered required us to as-
sess each on its own merits and to take into account its
specific parameters as well as its interaction with the en-
vironment, including the measurement apparatus. This
makes comparison between the different systems chal-
lenging. But it also raises the prospect of codifying a
systematic basis for comparing the different systems. Un-
til we have a well-defined theoretical notion and measure
of quantum macroscopicity, we will most likely need to
rely on our more basic intuition as to what properties
such quantum states should satisfy.
Interestingly, the amount of entanglement, as mea-
sured by some kind of distance to the closest separable
states, is not a good indicator of macroscopicity. By this
measure GHZ states contain only one bit of entangle-
ment (independently of the number of qubits). Likewise,
there are states that are highly entangled in terms of
the distance measure, but fail to show a high degree of
macroscopicity. Perhaps there is as yet an undiscovered
trade-off between the macroscopicity of a state and its
distance to the separable states [40].
In closing, it is worth mentioning that the debate re-
6garding macroscopicity is topical precisely because we are
not in possession of a large scale quantum computer. A
large universal quantum computer would, by definition,
be able to prepare any desired quantum state determin-
istically (with a negligible error). In our quantum exper-
iments, on the other hand, we usually aim at preparing
a specific quantum state, such as that of a superfluid or
the ground state of a micro-mechanical oscillator. Fun-
damental and technology-motivated research, advances
in measurement techniques and micro-fabrication over
the next few years will continue to drive the discovery
of ever more impressive examples of macroscopic quan-
tum behaviour. But the fundamental question as to how
far we can push the quantum limit into the macroscopic
realm is likely to remain unanswered for some time, most
probably until quantum computers capable of coherently
manipulating thousands of qubits are finally built.
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