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Relativistic surface high harmonics have been considered a unique source for the generation of
intense isolated attosecond pulses in the extreme ultra-violet (XUV) and X-ray spectral range.
However, its experimental realization is still a challenging task requiring the identification of the
optimum conditions for the generation of isolated attosecond pulses as well as their temporal char-
acterization. Here, we demonstrate measurements in both directions. Particularly, we have made
a first step towards the temporal characterization of the emitted XUV radiation by adapting the
attosecond streak camera concept to identify the time domain characteristics of relativistic surface
high harmonics. The results, supported by PIC simulations, set the upper limit for the averaged
(over many shots) XUV duration to < 7 fs, even when driven by not CEP controlled relativistic
few-cycle optical pulses. Moreover, by measuring the dependence of the spectrum of the relativistic
surface high harmonics on the carrier envelope phase (CEP) of the driving infrared laser field, we
experimentally determined the optimum conditions for the generation of intense isolated attosecond
pulses.
The invention of sources of attosecond pulses based on
high-order harmonic generation (HHG) [1–3] has opened
the field of attosecond science [4, 5] with a wide range of
potential applications [6]. Nowadays, attosecond science
is mainly based on the HHG in gas media which allows
the generation of isolated attosecond pulses on the nano-
to few-micro Joule energy level with photon energies up
to sub-keV. However, this approach has fundamental lim-
itations determined by the ionization threshold of the gas
medium [4, 7], leading to severe restrictions on the XUV
flux especially at high photon energies.
A way to overcome this limitation is to use relativis-
tic harmonics generated by interaction of intense few-
cycle laser fields with solid surfaces [8–11]. Theoretical
predictions, based on the relativistic oscillating mirror
(ROM) model [9], have suggested that intense isolated
attosecond pulses with up to few keV photon energy can
be generated when using few-cycle near-infrared (NIR)
laser pulses with an intensity of ∼ 1020 W/cm2. There-
fore, ROM harmonics present one of the most promis-
ing attosecond sources for pump-probe studies in the
X-ray spectral range. Yet, experimental obstacles as-
sociated mainly with the stringent requirements on the
temporal contrast of the driving laser pulses have not
yet allowed sufficient progress to realize the potential of
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this approach. However, recent progress in the develop-
ment of laser systems based on optical parametric chirped
pulse amplification (OPCPA) with pump pulse durations
between 1 ps [12] and 80 ps [13] made the required pulse
parameters available. Although the generation of isolated
attosecond pulses from relativistic laser-plasma interac-
tions driven by few-cycle optical pulses has been theo-
retically predicted using one-dimensional particle in cell
(1D-PIC) simulations [11, 14], its experimental realiza-
tion remains open.
Here, using a 10 Hz repetition rate laser system [12],
delivering 7 fs pulses with 25 mJ energy at 900 nm central
wavelength and better than 10−11 temporal contrast on
the few-ps timescale, we experimentally investigate the
dependence of the surface harmonics on the CEP of the
driving field and demonstrate conditions under which iso-
lated attosecond pulses can be generated. We compare
our experimental data with 1D PIC simulations. The re-
sults are consistent with the outcome of the attosecond
streaking measurements.
The experiment (Fig. 1) was performed by focusing p-
polarized optical pulses onto a disk-like BK7 target un-
der an incidence angle of 45° using a f/1.6 gold-coated
90° off-axis parabola. The peak intensity on target was
4×1019 W/cm2 resulting in a normalized vector potential
of a0 = 4.8, where a
2
0 = Iλ
2/(1.37 × 1018) with I being
the laser intensity in W/cm2 and λ the central wave-
length in µm. The value of a0, averaged over the full
width at half maximum (FWHM) beam diameter, was
around 3, therefore a0 = 3 was used in our 1D PIC sim-
ulations. As it was shown in the previous experiments
on relativistic surface HHG, it is most efficient when the
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2FIG. 1. Schematic setup of the SHHG experiment used for
the measurement of the generated XUV spectrum and its
temporal characterization by attosecond streaking. A two-
component spherical mirror of 25 cm focal length was used for
the streaking measurement. The inner part of the mirror with
multilayer coating centered at 38 eV with 3 eV bandwidth and
the outer part with silver coating were adjusted using piezo-
actuators in order to optimize overlap and control the delay
between the XUV and NIR pulses.
pre-plasma has a scale length of Lp ≈ 0.1λ − 0.2λ [15–
17]. For this reason, a pre-pulse with an intensity of
about 1015 W/cm2 and an adjustable delay was intro-
duced before the main pulse [15] to pre-ionize the tar-
get. The experimentally optimized pre-pulse delay was
3 ps which corresponds to Lp ≈ 0.2λ [18]. The spec-
trum of the generated harmonics was registered with a
home-built single-shot XUV flat-field spectrometer after
filtering out the residual fundamental radiation with a
200 nm thick aluminum filter. The maximum acquisition
rate of the spectrometer XUV CCD camera limited the
experimental repetition rate to 0.5 Hz. The CEP of the
driving pulses was measured with a home-built single-
shot f-2f spectral interferometer (Fig. 2(b) in [19]). The
CEP diagnostic provides only relative values, therefore
the absolute CEP was determined by fitting the experi-
mental data to the simulations. In order to exclude the
uncertainty introduced in the f-2f measurements [20] by
the 4% energy instability of the driving pulses, the en-
ergy and the spectrum of the NIR pulses were recorded
in parallel with the harmonic spectra and the f-2f signal
(supplementary material [21]). In this way, we were able
to select the laser shots with energy instability <1% and
ensure that the CEP uncertainty is less than ∼200 mrad
[20].
The measured CEP dependence of the generated har-
monics is shown in Fig. 2(a). The corresponding result
of a 1D PIC simulation [22] is presented in Fig. 2(b).
Both figures show the following features: I) a clear har-
monic shift for positive CEP values (blue dashed lines)
by about one harmonic order; II) the harmonic signal has
a maximum (∼ 4µJ measured in the presented 30–70 eV
spectral range) at ∼ −0.5 rad and drops to a minimum
when the phase changes by about pi/2, i.e. at ∼ +1 rad
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FIG. 2. Dependence of the harmonic spectrum (left panels)
and the integrated harmonic yield (right panels) on the CEP
of the driving field. (a) Measurements (consisting of shots ac-
quired over 20 min and sorted according to their CEP values).
(b–e) PIC simulations for different plasma scale lengths Lp
(simulation parameters: a0 = 3, τ = 7 fs, (b) Lp = 0.2λ, (c)
Lp = 0.15λ, (d) Lp = 0.3λ). CEP=0 corresponds to a cosine
waveform with the maximum of the carrier wave in synchrony
with the intensity envelope.
and ∼ −2 rad; III) around -2 rad, there is a subhar-
monic structure, namely small additional peaks between
main harmonics. The energy was estimated by using the
recorded harmonics spectra, the collection efficiency of
the XUV relay optics, the grating diffraction efficiency,
and the spectral detector response. Note that the har-
monic spectra at −pi and +pi are the same, as they corre-
spond to the same physical case. As expected [13, 23], the
position of the harmonic peak (blue dashed line Fig. 2(a-
b)) moves to the next harmonic order in both experiment
and simulation.
For comparison, the simulation results for slightly dif-
ferent plasma scale lengths are presented in Fig. 2(c-d).
The CEP dependence of the harmonic position shift and
of the integrated harmonic yield for these results obvi-
ously differ both from the experimental data and the
simulations for Lp = 0.2λ that supports our estimation
of the experimental plasma scale length of Lp = 0.2λ.
Therefore this approach can be used as a method to in-
fer the plasma scale length from the CEP dependence
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FIG. 3. XUV spectra for different CEP values: single shot
experimental results (left panels) and line-outs of simulation
(right panels). (a) is the case with the smallest modulation
depth and the best isolation degree (cf. Fig. 4(d) and the main
text for details). (b) shows the case with a pronounced beat-
ing structure (beating nodes are marked with arrows) which
corresponds to the generation of three attosecond pulses with
nearly equal amplitudes.
of the relativistic surface high-order harmonics, which,
although not direct and not single-shot as some other
approaches [15, 18], can be useful for providing informa-
tion on the plasma scale length in similar experiments
without additional experimental effort.
The agreement between experimental data and simu-
lations for Lp = 0.2λ is even more prominently visible in
the single-shot spectra shown in Fig. 3 where the slow
modulation in the harmonic spectral amplitude and the
modulation depth of the harmonic peaks are in fair agree-
ment. Note that harmonics above 33 eV are generated by
relativistic mechanisms [10, 24] because the CWE process
[23, 25] can contribute only to the emission of photons
with energy <33 eV determined by the maximum plasma
frequency when ionizing a BK7 target. Furthermore, the
measured spectra can be used for the evaluation of both
the variation of the pulse spacing averaged over the train
(∆T ) as CEP changes and the value of the uneven spac-
ing between pulses in the train (δT ). The presence of
the last effect is clear from the beating structure in the
measured XUV spectra, which is most pronounced in
the CEP=pi/2 case (Fig. 3(b)) and signifies that there
are about three attosecond pulses with uneven temporal
spacing [23].
The measured CEP dependence (Fig. 2(a)) shows that,
for example, the n=25-th harmonic (35 eV) is shifted by
one harmonic order, namely by 1.4 eV, when scanning the
CEP from −pi to pi. This corresponds to a change ∆T
of the average pulse separation by ∆T = T0/n = 120 as
(see supplementary material for details [21]), where T0 =
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FIG. 4. Temporal structure of the attosecond trace for Lp =
0.2λ from the 1D PIC simulations. (a) CEP dependence of
the temporal structure of the attosecond pulse train (200 nm
thick Al filter is applied). (b) Averaged delay (∆T ) between
attosecond pulses. (c) Energy (blue-dotted line) and intensity
(orange-dotted line) ratio between the main attosecond pulse
and the rest of the train. (d) Quasi-isolated attosecond pulse
for CEP=-0.32 rad, 200 nm thick Al filter (orange line) and
isolated attosecond pulse for the case of CEP=-0.32 rad and
bandpass (BP) filter with 10 eV bandwidth centered at 45 eV
(blue line). In these simulations a0 = 3, τ = 7 fs, Lp = 0.2λ.
3 fs is the period of the carrier. Nearly the same shift
is observed in the simulations where the delay between
attosecond pulses changes by 140 as (Fig. 4(b)).
The period of the beating structure in the measured
spectrum (Fig. 3(b)) is about fbeating = 15 eV which cor-
responds to δT = 1/fbeating = 270 as difference in the
temporal spacing between attosecond pulses in the pulse
train [21]. The last result allows an estimation of the
plasma denting [26], namely the shift of the point of re-
flection from the plasma mirror by δT × c/(2 cos(45°)) =
57 nm [21] during one optical cycle at the peak of the
driving field under our experimental conditions. Thus a
thorough analysis of the CEP harmonics spectra provides
information on the plasma scale length and plasma dy-
namics during the interaction. The temporal structure of
the emitted XUV radiation is discussed in the following.
Applying spectral transmission corresponding to a
200 nm thick Al filter, the temporal structure of the XUV
radiation from the data set of Fig. 2(b) is shown in Fig. 4.
From the energy ratio between the main attosecond pulse
and the rest of the train, it is evident, that within nearly
one half of the CEP range, namely between -2 rad and
0.5 rad, the XUV emission is mostly confined within one
attosecond pulse. Using the intensity ratio between the
main attosecond pulse and the rest of the train as the fig-
ure of merit for the degree of pulse isolation, the optimum
CEP value under our experimental conditions is -0.3 rad.
In this case, 74% of the overall energy of the pulse train
is contained within a quasi-isolated attosecond pulse (or-
4(a) (b)
10 12 14 16 18 20 22 24
0.0
0.2
0.4
0.6
0.8
1.0
kinetic energy (eV)
no NIR field
with NIR field, 28 fs delay
with NIR field, 2 fs delay
e
le
c
tr
o
n
 y
ie
ld
 (
a
.u
.)
(c)
-10 -5 0 5 10
0.0
0.2
0.4
0.6
0.8
1.0
time (fs)
CEP=-0.32
CEP=-1.94
CEP=0.94
X
U
V
 i
n
te
n
s
it
y
 (
a
.u
.)
-30 -20 -10 0 10 20 30 40
2.7
2.8
2.9
3.0
3.1
3.2
3.3
delay (fs)
p
e
a
k
 w
id
th
 (
e
V
)
Experimental data:
streaking data
NIR blocked
Fit with simulated (PIC)
traces for:
CEP=-0.32 (N≈1)
CEP=-1.9 (N≈2)
CEP=0.94 (N≈3)
FIG. 5. Streaking results. (a) Photoelectron (PE) signal
recorded with (green and orange lines) and without (blue
dashed line) streaking NIR field. The blue dashed line shows
the PE signal produced by single photon ionization of Ne
gas after the interaction with the focused XUV beam at the
central photon energy of 38 eV. The green and orange lines
show the PE signal when the XUV/NIR delay is 2 fs and
28 fs, respectively. (b) XUV radiation, used in the streak-
ing simulations and obtained from the PIC simulations for
Lp = 0.2λ after applying the transmission of the beamline
determined by the Al filter and the XUV mirror. (c) Mea-
sured dependence of the PE peak width on the delay between
XUV and NIR fields and simulated streaking traces using the
attosecond trains from PIC simulations (see (b); one attosec-
ond pulse (green solid line), two attosecond pulses (light blue
solid line) and three attosecond pulses (red dashed line)). For
each experimental point 100 shots were accumulated. Error
bars depict one standard deviation from the mean value. The
streaking simulations are averaged over results with random
CEP.
ange line in Fig. 4(d)) which has a contrast of 0.16. The
energy content and the contrast can be improved to 86%
and 4 × 10−2, respectively, using a bandpass XUV fil-
ter with a 10 eV bandwidth centered at 45 eV that infers
the generation of an isolated attosecond pulse (blue line
in Fig. 4(d)). Theoretical discussions of the mechanisms
supporting the generation of isolated attosecond pulses
even with few-cycle driving fields under conditions close
to the ones in the performed experiments can be found
in [14, 24, 27, 28] and in the supplementary material [21].
While our experimental findings are in good agreement
with the description provided by the simulations, a direct
confirmation of the generation of an isolated attosecond
pulse is the temporal characterization of the generated
XUV radiation. In our experiment, we have implemented
the attosecond streaking approach [29–31] (and supple-
mentary material [21]). The XUV and NIR beams were
focused into a Ne gas jet by a two-component focusing
spherical mirror (Fig. 1). The generated photoelectron
(PE) spectrum was recorded by a time-of-flight (TOF)
spectrometer. The duration of the NIR pulse on the gas
jet was 14.5 fs. Although the combination of a low repe-
tition rate and a limited amount of shots (due to limited
target size) did not allow us to record a full streaking
trace, the measured data are sufficient to determine an
upper limit of the XUV pulse duration. Typical recorded
PE spectra are shown in Fig. 5(a). The streaking results
exhibit a broadening of the PE distribution (Fig. 5(c)),
with the FWHM width of the Gaussian fit of the trace
being 19 fs. The experimental data are in agreement
with the calculated streaking traces [32] using attosec-
ond pulse trains consisting of up to 3 pulses (Fig. 5(b)),
resulting in an overall XUV duration of < 7 fs that is
consistent with the expected limit on the XUV train du-
ration determined by the 7 fs driving pulse. Additionally,
streaking traces calculated for more than 3 XUV pulses
in the train significantly deviate from the measured data
(supplementary material [21]). Finally we would like to
note that the above measurement, to our knowledge, con-
stitutes the first experimental demonstration of pump-
probe studies using XUV radiation generated by rela-
tivistic surface high harmonics.
In conclusion, by utilizing a high field few-cycle laser
system, we have demonstrated the generation of intense
relativistic surface high-order harmonics with few-fs av-
eraged (over many shots) duration. The XUV pulse du-
ration was deduced by streaking measurements and the
results found to be in a fair agreement with 1D PIC simu-
lations. The conditions supporting the generation of iso-
lated attosecond XUV pulses are found by measuring the
dependence of the harmonic spectrum on the CEP of the
driving field. Also, the possibility to estimate the plasma
dynamics during the laser-plasma interaction using the
measured harmonics CEP dependence is demonstrated.
The demonstrated XUV pulse energy level of several µJ
in combination with the availability of CEP stable high
intensity few-cycle laser pulses [12, 33] commence a new
era of experimental investigations in ultrafast non-linear
XUV optics [4, 34] using relativistic surface high-order
harmonics.
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I. DATA ACQUISITION AND PROCESSING
FOR CEP DEPENDENCE
In this section we provide the technical details on the
data acquisition and processing leading to the CEP de-
pendence of the measured harmonics. Experimental re-
alization of a CEP scan in a low-repetition-rate system
with not perfectly stable laser pulse parameters is a chal-
lenging but feasible task. The common approach to over-
come such a problem is to log all parameters of the laser
system and select the shots with an acceptable devia-
tion from the mean values in the later analysis. In our
case, the root mean squared (RMS) energy instability of
the driving pulses was 4% which can cause a significant
error in the f-2f measurements. To exclude noise and un-
certainties originating from system instabilities, OPCPA
energy and spectrum were logged in parallel to the har-
monic spectrum and f-2f signal. Afterwards, the shots
for which the OPCPA energy and central wavelength de-
viated by not more than 1% from the mean values were
selected which, in particular, limits the error of the f-2f
interferometer originating from input energy instability
to less than ∼200 mrad [20]. After this sorting procedure
about 20% of the collected data were left for the final
analysis.
Finally, each shot was assigned with a CEP value ac-
cording to the measured f-2f phase data. To average over
the target instabilities and other uncontrolled generation
conditions, the full CEP-range of 0–2pi was divided into
12 intervals of equal size into which the shots were sorted.
The spectra averaged over each interval are shown in
Fig. 2(a) in the main paper.
II. TEMPORAL DELAY VARIATION VERSUS
HARMONIC POSITION SHIFT
In this we will give an estimation of the averaged tem-
poral delay variation of the attosecond pulse train re-
sulting from the shift of the harmonic position in the de-
tected spectrum. A train of pulses separated by a delay
of T in the time domain results in spectral modulations
in the frequency domain with a separation of F = 1/T
between the maxima (which we will call in the follow-
ing “harmonics”). The frequency of the n-th harmonic
is then Fn = n× F . When the delay T changes by ∆T ,
the frequency spacing F between the harmonics changes
accordingly by ∆F = 1/T − 1/(T + ∆T ) ≈ ∆T/T 2.
For the n-th harmonic this results in a spectral shift of
∆Fn = n ×∆F ≈ n ×∆T/T 2. Conversely, a frequency
shift of the harmonics can be related to a change in the
time delay. In the particular case presented in the paper
when the harmonic position is shifted by one harmonic
order, the change of the delay can be derived from the
following relation: n/T = (n+1)/(T +∆T ), which yields
the equation (1) used in the paper
∆T = T/n. (1)
III. DENTING ESTIMATION FROM THE
SPECTRAL BEATING PERIOD
Let us now develop the above scenario further and
consider a pulse train with an uneven spacing between
pulses. In the simplest case with three pulses and a de-
lay of T1 = T between 1
st and 2nd pulses and a delay of
T2 = T + δT between 2
nd and 3rd pulses, the spectral
intensity is given by
I(f) = I0(f)×
∣∣∣1 + ei2pifT1 + ei2pifT2∣∣∣2
= I0(f)×
(
3 + 2 cos
(
2pifT
)
+
+ 2 cos
(
2pif(T + δT )
)
+ 2 cos
(
2pifδT
))
≈ I0(f)×
(
3 + 2 cos
(
2pifT
)
+
+ 2 cos
(
2pifT
)
cos
(
2pifδT
)
+ 2 cos
(
2pifδT
))
= I0(f)×
(
1 + 8 cos2
(
pifT
)
cos2
(
pifδT
))
(2)
with f being the frequency. An identical spectrum
I0(f) is assumed for all three pulses stacked with the
above defined time delays. In this equation the first
cosine-factor can be identified as the previously described
harmonic modulation of the spectrum, while the second
factor further modulates this spectrum with a beating
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2FIG. 1. Sketch illustrating the altered optical path lengths
for a shifted plasma mirror surface (“denting”).
period of fbeating = 1/δT . For a given beating period,
e.g. as extracted from our experimental data, the delay
variation can be determined by
δT = 1/fbeating. (3)
As the next step, we can use this delay variation to
estimate the plasma denting, i.e. the relative shift of the
reflection point from the plasma mirror between the dif-
ferent events of attosecond pulse generation along the
pulse train. As illustrated in Fig. 1, a shift of the mirror
surface by d results in an additional optical path length
∆L which is geometrically determined by
∆L = AB +BC −AD =
= 2d/ cos(α)− 2d tan(α) sin(α) = 2d cos(α),
where α is the angle of incidence. Solving this equation
for d and replacing ∆L with the delay variation δT times
the speed of light c results in the equation (4) used in the
paper for the denting estimation:
d = ∆L/(2 cos(α)) = c× δT/(2 cos(α)). (4)
IV. CEP DEPENDENCE OF THE HARMONIC
SPECTRUM AND COMPARISON WITH
THEORY
Here we give details on the origin of the CEP depen-
dence of the harmonic spectrum and put our experimen-
tal data into perspective with the established models of
relativistic SHHG.
As written in the main text of the paper, there are
several publications that describe the basic mechanisms
underlying the harmonics CEP-shift and the generation
of an isolated attosecond pulse [14, 24, 27, 28] which also
predict the key importance of the plasma scale length
optimization. In order to investigate the influence of the
plasma scale length on the CEP-dependence of spectral
and temporal structures of the generated harmonics, we
performed a PIC simulation for Lp = 0.05λ, i.e. a smaller
scale length compared to the case of Lp = 0.2λ presented
in the main text, at otherwise identical laser parameters.
The result is displayed in Fig. 2 and shows no CEP de-
pendence of the harmonic spectra for Lp = 0.05λ and
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FIG. 2. (a) PIC simulations of the harmonic spectrum (left
panels) and the integrated harmonic yield (right panels) on
the CEP of the driving field for Lp = 0.05λ. (b) CEP de-
pendence of the temporal structure of the attosecond pulse
train for Lp = 0.05λ (200 nm thick Al filter is applied). (c)
Energy (blue-dotted line) and intensity (orange-dotted line)
ratio between the main attosecond pulse and the rest of the
train. In these simulations a0 = 3, τ = 7 fs, Lp = 0.05λ.
the generation of two nearly equal attosecond pulses for
all CEP values. The comparison of these results with
the simulations for Lp = 0.2λ presented in the paper
demonstrates the crucial importance of the plasma scale
length optimization for the generation of isolated attosec-
ond pulses. In particular the analysis of the plasma dy-
namics in PIC simulations reveals clear differences in the
electron plasma density. This is shown in Fig. 3, which
depicts the electron density right before the generation
of the most intense attosecond pulse for two different
plasma scale lengths. While for Lp = 0.2λ an electron
bunch with 5 nm layer thickness is created, no such fea-
ture is present for Lp = 0.05λ. This can be related to
the steeper density gradient in the latter case where elec-
trons at the plasma edge are just pushed into the bulk
rather than bunched into a thin layer. A more detailed
analysis of this effect can be found in [27]. The simula-
tions show that for Lp = 0.2λ the position of the electron
nano-bunch shifts deeper inside the plasma with every
subsequent optical cycle. This effect is known as plasma
denting [26] and causes an increase of the temporal spac-
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FIG. 3. Plasma electron density right before the generation of
the most intense attosecond pulse for CEP=-0.32 rad, Lp =
0.2λ (a) (temporal structure is presented in the paper in Fig.4)
and Lp = 0.05λ (b).
ing between the pulses in the generated attosecond pulse
train. Since the magnitude of each shift is determined
by the field strength of the previous optical cycle which
depends on the CEP, there is a dependence of the at-
tosecond pulse spacing and thus the harmonic spectral
structure on the CEP of the driving field. (The connec-
tion between the pulse temporal spacing and the har-
monic spectral structure was discussed above in section
II).
A further analysis of the results from our PIC sim-
ulation at Lp = 0.2λ reveals that the amplitude of the
reflected field exceeds the incoming one by up to 50% (see
Fig. 4). This effect requires a temporary storage of energy
and cannot be explained within the relativistic oscillat-
ing mirror (ROM) model [10]. However, such a mecha-
nism exists in the coherent synchrotron emission (CSE)
[24] and the relativistic electronic spring (RES) model
[28] in the form of the already mentioned electron nano-
bunch: via the charge separation between the electrons
and the quasi-immobile ion background, energy is accu-
mulated in the plasma and released later. If this occurs
in a proper phase with the driving field and under ultra-
relativistic conditions (a0 ∼ 30), a strong enhancement
of the electric field is observed leading to the generation
of a giant attosecond pulse [24, 28]. At our experimental
conditions (a0 ≈ 3) this enhancement is less pronounced
but still improves the degree of isolation of the strongest
XUV pulse. Relatively low intensity is a probable reason
why our experimental results do not fit the predictions of
the CSE model on the harmonics spectral scaling. One
of the most important differences between the models is
the exponent n in the spectral intensity decay power law
(IXUV ∝ ω−n). The ROM model [10] predicts n = 8/3
whereas in the CSE model [24] it is n = 4/3. A fit to
the experimental data presented in the paper yields an
exponent of n = 2.8 ± 0.3 which fits the predictions of
the ROM model well.
In summary, although the frequency scaling law of the
measured harmonic spectra fits the predictions of the
ROM model well, the detected CEP dependence of the
generated harmonics and the demonstrated possibility to
generate an isolated attosecond pulse using a 3-cycle driv-
ing field are clear indications for a CSE-like behavior.
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FIG. 4. Incoming and reflected from the plasma mirror elec-
tric field. In these simulations a0 = 3, τ = 7 fs, Lp = 0.2λ,
CEP=-0.32 rad.
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FIG. 5. NIR field used in the streaking simulations.
V. TECHNICAL DETAILS ON THE
STREAKING SETUP AND SIMULATIONS
In our streaking setup which is schematically presented
in Fig. 1 in the paper, the beam reflected from the tar-
get is recollimated and sent into an assembly consist-
ing of a split mirror arrangement, a neon gas jet, and
a time-of-flight (TOF) photoelectron (PE) spectrometer.
To record a streaking trace, the NIR and XUV pulses
have to be first separated and then overlapped in space
and time inside the gas jet. This is achieved with a split-
mirror that consists of a stationary annular outer mirror
and a 8-mm-diameter inner mirror on a piezo-electric de-
lay stage. The outer mirror has a standard silver coating
to reflect the NIR beam while the inner mirror is a spe-
cially designed multilayer XUV bandpass reflector with
3 eV bandwidth centered at 38 eV (XUV38BW3 from Ul-
trafast Innovations GmbH). Both mirrors have a focal
length of f=25 cm and are confocally aligned with piezo-
electric actuators. In front of the split-mirror two filters
where mounted: First, a pellicle with an aluminum foil in
the center to block any NIR radiation incident onto the
XUV mirror. The second filter is an RG780 glass with
a hole in the center to block any second harmonic radia-
tion, containing about 30% of the total energy, incident
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FIG. 6. Results of streaking simulation assuming attosecond
train with equal pulses separated by 3.3 fs and using the NIR
field presented in Fig. 5.
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FIG. 7. Goodness-of-fit parameter (coefficient of determina-
tion (R2)) between experimental data and simulated streak
traces for the temporal structure obtained from PIC simula-
tion (blue dots) and for traces consisting of pulses with equal
amplitude and temporal spacing (red square dots). Note that
the result for another XUV pulse train model with a Gaussian
envelope is similar to the presented one (red point) when the
envelope of the train has the FWHM duration of N×T where
N is the number of pulses and T is the pulse separation.
onto the silver mirror. Passing the pellicle (2µm thick-
ness) and the RG780 filter (0.5 mm thickness) resulted
in stretching of the NIR pulse to a FWHM duration of
14.5 fs. Note that this NIR pulse elongation results in a
broadening of the streaking trace but does not affect the
number of generated attosecond pulses as it takes place
after the SHHG process. The temporal structure of the
NIR field is shown in Fig. 5 and is used in the streaking
simulations. It was calculated using the measured spec-
trum after reflection from the target and the dispersion of
the filter provided by the supplier. The streaking traces
were simulated in the strong field approximation [32] as-
suming a laser intensity of 1011 W/cm
2
. The results for
different CEP values of the NIR field were averaged in
order to be able to compare the simulation with the ex-
perimental results obtained under random CEP condi-
tions. The simulations presented in the paper were per-
formed using the attosecond-pulse trains obtained from
the PIC simulations with laser and plasma parameters
corresponding to the experimental conditions. Here we
additionally present (Fig. 6) the comparison with a sim-
ple model of a XUV train consisting of pulses with equal
intensity and constant temporal spacing of 3.3 fs.
In order to identify the number of pulses that corre-
sponds to the most consistent streaking trace with our
experimental data we used the coefficient of determina-
tion (R2) as the ”goodness-of-fit” parameter. R2 is de-
fined as follows:
R2 = 1−
∑
n(yn−fn)2∑
n(yn−y)2 ,
where y is the experimental data points; f corresponds
to fit results and y is the mean value.
The fit accuracy of the simulated streaking traces to
the experimental data for the both the PIC-simulation
case and the model-pulse-train case is shown in Fig. 7.
The best fit accuracy of about 0.99 is provided by the
XUV trains with less than 4 pulses. The simulations for
more than 3 pulses in the train, for example 4 or 6, sig-
nificantly deviate from the measured data and result in a
worse fit accuracy of 0.96 and 0.9 correspondingly which
is outside the few percent uncertainty of the R2 estima-
tion determined by the RMS error bars of the experi-
mental data. Thus, we can conclude that the attosecond
pulse train in our experiment most probably consists of
not more than 3 pulses, resulting in an overall XUV train
duration of < 7 fs.
Compared to common streaking measurements with
gas harmonics and kHz-repetition-rate driving lasers we
were facing several challenges: I) lower repetition rate
of 10 Hz; II) limited total number of continuous shots
due to the limited target size; III) further reduction of
the amount of useful data due to the necessity to se-
lect good shots (with identical performance of the laser
system as described in the first section). However, the
above issues can be solved in future. Namely, the points
I and III can be solved with more stable and high rep-
etition rate sources based on the thin-disc technology,
while other quasi-unlimited target types such as spooling
tapes should be able solve point II. During the experi-
mental campaign, however, the limited number of shots
prevented us from successfully recording a full streaking
trace within the available beam time. Nevertheless the
measured data are sufficient to determine an upper limit
for the XUV pulse duration as described in the analysis
above.
