Abstract -A gate level probabilistic error propagation model is presented which takes as input the Boolean function of the gate, the signal and error probabilities of the gate inputs, and the gate error probability and produces the error probability at the output of the gate. The presented model uses the Boolean difference calculus and can be applied to the problem of calculating the error probability at the primary outputs of a multi-level Boolean circuit with a time complexity which is linear in the number of gates in the circuit. This is done by starting from the primary inputs and moving toward the primary outputs by using a post-order traversal. Experimental results demonstrate the accuracy and efficiency of the proposed approach compared to the other known methods for error calculation in VLSI circuits.
I. INTRODUCTION
As CMOS hits nano-scale regime, reliability is fast becoming a first order design concern. In future, designers will have to build reliable circuits using unreliable gates [1] [2] . Circuit reliability will thus be an important tradeoff factor which has to be taken care of similar to other tradeoff factors such as performance, area, power, etc. Different implementations of the same logic function result in circuits with different reliability factors. Therefore, similar to timing analyzer and power estimator tools, it is important to develop robust tools that are capable of estimating circuit reliability at different design levels. In [3] authors have proposed a probabilistic transfer matrix (PTM) method to calculate the output signal error probability for a circuit; however, in [4] the author has proposed a method based on the probabilistic decision diagrams (PDDs) to perform this task.
In this paper we first introduce a probabilistic gate level error propagation model based on the concept of Boolean difference to propagate errors from inputs to output of a gate. We then apply this model to propagate the error in a given circuit and finally estimate the error probability at the circuit outputs. Note in the proposed model each gate is considered to be a faulty gate whose error (if happens) can sometimes cancel out errors at the gate inputs. This is taken into account by considering the gate's truth-table and how the output can change if some of the gate's inputs and/or the gate itself are erroneous. Note the internal gate error is modeled as an output flipping event. This means that, when a faulty gate makes an error, it basically flips (changes 1 to 0 or vise versa) its output value that it is supposed to generate given the inputs. To our knowledge, this is the first time that Boolean difference calculus is used to calculate the output error probability of a combinational gate in the presence of multiple input signal errors and the internal gate error itself. Reference [5] has used Boolean difference to estimate the switching activity of Boolean circuits when multiple inputs switch, but error estimation using Boolean difference in the presence of multiple faults is more involved due to the fact that certain combinations of faults may cancel each other. In the rest of the paper, we call our circuit error estimation technique the Boolean Difference-based Error Calculator, or BDEC for short. In BDEC we assume that a defective logic gate produces the wrong output value for every input combination. This is a more pessimistic defect model than the stuck-at-fault model.
Authors in [3] use a matrix called PTM for each gate to represent the error propagation from the inputs to the output(s) of a gate. They then define some operations such as matrix multiplication and tensor product to use PTMs for different gates in order to generate and propagate error probability for different nodes in a circuit level-by-level. Despite of its accuracy in calculating signal error probability, PTM technique suffers from the extremely large amount of the computations (regular and tensor matrix products) which makes this technique both very memory-intensive and slow. For larger circuits, size of the PTM matrices at each circuit level becomes very large making PTM an inefficient or even infeasible technique for error rate calculation. References [6] and [7] developed a methodology based on probabilistic model checking (PMC) to evaluate the circuit reliability. The issue of excessive memory requirement of PMC when the circuit size is large was successfully addressed in [8] . However, the time complexity stills remains a problem. In fact, the authors of [8] show that the run time for their more space-efficient approach is even worse than that of the original approach.
Boolean difference calculus was introduced and used for analyzing errors in the circuits by [9] [10] but it was mostly used to analyze single faults. It was then extended by [11] [12] to handle multiple fault situations, however, they only consider stuck-at-faults. In [13] authors use Bayesian networks to calculate the output error probabilities without considering the input signal probabilities.
The author in [4] uses probabilistic decision diagrams (PDD) to calculate the error probabilities at the outputs using probabilistic gates. While PDDs are on average much more efficient than PTM, the worst-case complexity of both PTM and PDD-based error calculators is exponential in the number of inputs in the circuit.
In contrast, we will show that BDEC calculates the circuit error probability much faster than what PTM does while achieving as accurate results as PTM's. We will show that BDEC requires a single pass over the circuit nodes using a post-order (reverse DFS) traversal to calculate the errors probabilities at the output of each gate as we move form the primary inputs to the primary outputs, hence complexity is O (N) where N is the number of the gates in the circuit.
The rest of the paper is organized as follows. In Section II we provide some important notations and definitions used in the rest of the paper. Section III explains the proposed gate error model and develops a technique to calculate the circuit reliability using this model. Section IV discusses the practical considerations. Section IV shows the simulation results and Section VI concludes the paper.
II. PRELIMINARIES
Some key concepts and notation that will be used in the remainder of this paper are discussed in this section.
A. Partial Boolean difference
The partial Boolean difference of function f(x 1 , x 2 , …, x n ) with respect to subsets of its variables [12] is defined as:
where ⊕ represents XOR operator and i x f is the co-factor of f(.) with respect to x i , i.e., 
Higher order co-factors of f(.) can be defined similarly. Partial Boolean difference of the Boolean function f with respect to a single variable, x i , returns the condition (on the rest of the variables) under which function f is sensitive to the input variable x i . More precisely, if values of other input variables, other than x i , are such that ∂f/∂x i =1, then by changing the input value x i , the output value of function f will change. Whereas if values of input variables other than x i are such that ∂f/∂x i =0, changing the input value x i will not affect the output value of the function f.
Note the order-k partial Boolean difference defined in (1) is different from the k th Boolean difference of function f as used in [11] , which is denoted by nd Boolean difference of function f with respect to x i and x j is defined as:
B. Total Boolean difference
Similar to the partial Boolean difference that shows the condition under which a Boolean function is sensitive to change of any of its input variables, we can define total Boolean difference showing the conditions under which the output of the Boolean function f(x 1 , x 2 , …, x n ) is sensitive to the simultaneous changes in all the variables of a subset of input variables. For example, the total Boolean difference of function f with respect to x i x j is defined as:
Note ∂f/∂(x i x j ) describes conditions whereby if we go from x i =x j =1 to x i =x j =0 and vice versa, then the value of function f will be guaranteed to change. In contrast ∆f/∆(x i x j ) describes conditions whereby if x i and x j change simultaneously (we go from x i =x j =1 to x i =x j =0 and vice versa OR we go from x i =1, x j =0 to x i =0, x j =1 and vice versa), then the value of function f will be guaranteed to change.
It can be shown that the total Boolean difference shown in (4) can be written in the following form:
Total Boolean difference with respect to three variables is: 
It is straightforward to verify that:
Higher order total Boolean differences may be defined similarly. In general total Boolean difference of function f with respect to an n-variable subset of its inputs can be written as:
Where m j 's are defined as follows: 
C. Signal and error probabilities
Signal probability is defined as the probability for a signal value to be "1". That is:
Gate error probability is shown by ε g and is defined as the probability that a gate generates an erroneous output, independent of its applied inputs. Signal error probability is defined as the probability of error on a signal line. If the signal line is output of a gate, the error can be either due to input gate error or gate error itself. We show the error probability on signal line x i by ε i .
We are interested in determining the circuit output error rates, given the circuit input error rates under the assumption that each gate in the circuit can fail independently with a probability of ε g . We account for multiple simultaneous gate failures which is the general case.
III. PROPOSED ERROR MODEL
In this section we propose our gate error model based on the Boolean difference calculus. The gate error model is then used to calculate the error probability and reliability at outputs of a circuit. Figure 1 shows a logic gate realizing Boolean function f, with gate error probability of ε g . The signal probabilities at the inputs, i.e., probabilities for input signals being 1, are p 1 , p 2 ,…, p n while the input error probabilities are ε 1 , ε 2 ,…, ε n . The output error probability is ε z .
A. Gate Error Model
First consider the error probability equation for a buffer gate shown in Figure 2 . The error at the output occurs if the input is erroneous and the gate is not or when the gate is erroneous and the input is not. Therefore, assuming independent faults for the input and the gate, the output error probability for buffer can be written as:
(
Where, ε in is the error probability at the buffer input. It can be seen from the equation above that the output error probability for buffer is independent of the input signal probability. Note (12) can also be used to express the output error probability of an inverter gate. Figure 2 . A faulty buffer with erroneous input. Now we model each faulty gate with erroneous inputs as an ideal (no fault) gate with the same functionality and the same inputs in series with a faulty buffer as shown in Figure  3 . Figure 3 . The proposed model for a general faulty gate. Now consider a general two-input gate. Using the fault model discussed above, we can write the output error probability considering all the cases of no error, single error and double errors at the input and the error in the gate itself. We can write the general equation for the error probability at the output, ε z , as:
Where Pr{.} represents the signal probability function and returns the probability of its Boolean argument to be "1". The first and the second terms in ε in account for the error at the output of the ideal gate due to single input errors at the first and the second inputs, respectively. Note error at each input of the ideal gate propagates to the output of this gate only if the other inputs are not masking it. The non-masking probability for each input error is taken into account by calculating the signal probability of the partial Boolean difference of the function f with respect to the corresponding input. The first two terms in ε in only account for the cases when we have single input errors at the input of the ideal gate, however, error can also occur when both inputs are erroneous simultaneously. This is taken into account by multiplying the probability of having simultaneous errors at both inputs, i.e., ε 1 ε 2 , with the probability of this error to be propagated to the output of the ideal gate, i.e., the signal probability of the total Boolean difference of f with respect to x 1 x 2 .
For 2-input AND gate (f=x 1 x 2 ) of Figure 4 we have:
Plugging (14) into (13) and after some simplifications, we obtain: ( Similarly, the error probability for the case of 2-input OR can be calculated as: (17) It is interesting to note that the error probability at the output of the XOR gate is independent of the input signal probabilities. Everything else being equal, the 2-inpout XOR gate exhibits larger output error compared to 2-input OR and AND gates. This is expected since XOR gates show maximum sensitivity to input errors (XOR,
(1 ) Pr 
And a general expression for a 4-input logic gate is:
The general expression for the output error probability for a k-input gate can be easily written in the similar fashion. However, since this general form is too lengthy, we do not provide it in this paper.
B. Circuit Error Model
In this section we use the gate error model proposed in sub-section A to calculate the error probability at the output of a given circuit.
Given a multi-level logic circuit composed of logic gates, we start from the primary inputs and move toward the primary outputs by using a post-order (reverse DFS) traversal. For each gate, we calculate the output error probability using input signal probabilities, input error probabilities, and gate error probability and utilizing the error model proposed in sub-section A. The signal probability for the output of each gate is also calculated based on the input signal probabilities and the gate function. The process of output error and signal probability calculation is continued until all gates are visited. For each node z in the circuit, reliability is defined as:
After processing all the gates in the circuit and calculating error probabilities and reliabilities for all the circuit primary outputs, we can calculate the overall circuit reliability. Assuming that different primary outputs of the circuit are independent, the overall circuit reliability can be calculated as the product of all the primary outputs reliabilities, that is:
The case of dependent primary outputs (which is a more realistic scenario) requires calculation of spatial correlation coefficient as will be outlined further on in the paper. The detailed treatment of spatial correlation coefficient calculation however falls outside the scope of the present work This error propagation algorithm has O(2 k N) complexity where k is the maximum number of inputs to any gate in the circuit (which is small and can be upper bounded a priori in order to give O(N) complexity) and N is the number of gates in the circuit. This complexity should be contrasted to that of the PTM based or the PDD-based approaches, that have a worst case complexity of O (2 N ). The tradeoff is that our proposed approach based on post-order traversal of the circuit netlist and application of Boolean difference operator results in only approximate output error and signal probability values due to the effect of re-convergent fanout structures in the circuit, which create spatial correlations among input signals to a gate. This problem has been addressed in the literature on improving the accuracy of signal probability calculators [14] [15] . Our future implementation of BDEC shall focus on utilizing similar techniques (including efficient calculation of spatial correlation coefficients) to improve the accuracy of proposed Boolean difference-based error calculation engine.
IV. PRACTICAL CONSIDERATIONS

A. Output error expression
In this section we use the error models introduced in previous section to calculate the exact error probability expression at the output of a tree-structured circuit. For the sake of elaboration, we choose a 4-input AND gate implemented as a balanced tree of 2-input AND gates as shown in Figure 5 . We can calculate the output error of this circuit by expressing the error at the output of each gate using (15 Figure 5 . Balanced tree implemenation of 4-input AND gate.
Equation (22) provides the exact output error probability of the circuit shown in Figure 5 in terms of the input signal probabilities and input error probabilities where, similar to [16] , high order exponents of the signal probabilities are reduced to first order exponents (this is called high order exponent suppression and is essential in order to avoid duplicate counting of terms in the final expression). In (22), without loss of generality, we assume ε g=0 in order to reduce the length of the expression. Figure 6 . Balanced tree implemenation of 3-input AND gate.
Local reconvergent fanout like the one depicted in Figure 6 can be handled by collapsing levels of logic. This means that we consider all the three gates in Figure 6 as a single circuit block and then apply the BDEC technique for this circuit block. In this case the BDEC technique only sees a 3-input AND function without having any information about how this 3-input AND function has been implemented. Additionally, the original implementation information can be taken into account by properly calculating the ε g value for this new 3-input AND block. The ε g value for the collapsed gate is calculated assuming that the input error probabilities are zero. Table I shows that BDEC + logic collapsing produces accurate results for the circuit in Figure 6 . If the reconvergent fanout extends over multiple circuit levels, then multiple level collapsing can be used. Note that as the number of collapsed levels gets larger, the computational complexity of computing output error probability of a super gate with many inputs becomes higher and a trade-off between accuracy and complexity will have to be made. 
V. SIMULATION RESULTS
In this section we present some simulation results for the proposed circuit reliability technique and we compare the results of our approach with those of PTM and PGM [17] . For simplicity, but without loss of generality, we assume all gates in a circuit have the same gate error probability ε g . All primary inputs are assumed to be error free and spatiotemporally uncorrelated. Moreover, signal probability for all the inputs were set to 0.5. The gate error probability was set to 0.05.
We implemented the proposed error calculator and algorithm (BDEC) in SIS [18] . We thus present results that show how efficiently BDEC can calculate the output reliability for circuits with high primary input count. Running our MATLAB 7.1-based implementation of PTM on a computer system with 2GBytes of RAM, we observed that typically for circuits with 16 or more inputs, PTM reported out of memory error. BDEC, however, does the calculations much faster and more efficiently than PTM.
TABLE II shows results for reliability calculation in treestructured circuits. Note that "8-Input XOR BT" (BT for Balanced Tree) refers to 8-input XOR function implemented using 2-input XOR gates in three levels of logic whereas "8-Input XOR Chain" refers to the same function realized as a linear chain of seven 2-input XOR gates. We also show results for two 16-input circuits with balanced tree implementation of 2-input gates having layers of 2-input AND, OR or XOR gates. First letter of gate name is used to show the gates used in each level. For example, AOXO means that the circuit consists of four levels of logic with AND, OR, XOR and OR gates at the first thru the fourth logic level.
Since the complexity of the PTM approach increases exponentially with primary input count, all circuits in Another important advantage of the proposed BDEC technique which can be observed from TABLE II is that the complexity of this technique mainly depends on the number of the gates in the circuit; however, the complexity of PTM technique depends on several other factors such as number of the inputs, width and depth of the circuit, number of the wire crossovers, etc. In other words, efficiency (execution time and memory usage) of PTM depends not only on the number of the gates in the circuit, but on the circuit topology. This is a big disadvantage for PTM making it an infeasible solution for large and/or topologically complex circuits.
Although the complexity of Boolean difference equations increases exponentially with the number of the inputs of the function; this does not increase the complexity of the BDEC technique. The reason is the fact that using gates with more than few inputs, say 4, in the actual implementation of any Boolean function is not considered as a good design practice. This makes the complexity of calculating Boolean difference equations small. On the other hand for a fixed library of gates, all the Boolean difference equations can be calculated offline, so, there is no computational overhead due to calculating the Boolean difference equations in BDEC. Table III shows the execution time and reliability calculation for some of synthesized tree-structured circuits with relatively larger number of inputs. Since the complexity of the PTM is really high for these circuits we only show the results for BDEC. Some of the circuits in Table III [17] , and BDEC for some more general circuits. Note that FA1 and FA2 are two different implementations of a full adder circuit. The former is a NAND only realization while the latter is an XOR/AND implementation. COMP is a two-bit comparator circuit. We report the results for our implementation of PTM and BDEC; however, since we were not able to produce the results of PGM, we took the reported results in [17] . As seen from this table, BDEC achieves better accuracy compared to PGM. TABLE V shows the results of running BDEC for somewhat larger benchmark circuits. In the last column, we report the results for some of the circuits that were analyzed in [3] to compare the run times of running PTM with that of BDEC. PTM results were reported for technology independent benchmarks where as BDEC results are for benchmark circuits mapped to a cell library in 65nm CMOS technology. PTM results were generated using a system with 3GHz Pentium 4 processor where as BDEC results are generated from a system with 2.4GHz dual core processor. One can see that BDEC (which has very low memory usage) is orders of magnitude faster than PTM. 
VI. CONCLUSION
As technology scales down circuit reliability is becoming one of the main concerns in VLSI design. In nano-scale CMOS regime circuit reliability have to be considered in the early design phases. This shows the need for fast reliability calculator tools that are accurate enough to estimate overall circuit reliability. The presented error/reliability calculator, BDEC, takes primary input signal and error probabilities and gate error probabilities and computes the reliability of the circuit. BDEC benefits from a linear-time complexity with number of the gates in the circuit. Compared to PTM which generates accurate reliability results, BDEC generates highly accurate results that are very close to PTM ones. We showed that the efficiency, execution time and memory usage, of BDEC is much better than those for PTM.
