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”You cannot solve a problem on
the same level that it was
created. You have to rise above
it to the next level.” A. Einstein
Abstract
This paper focuses on the proof of Serge Lang’s Heights Conjecture
in a form that is completely effective. As a complementary result the
author provides a new proof of Mazur-Merel theorem about a bound
for the torsion of elliptic curves in terms of the degree of the ground
field and improves the known result by providing a small polynomial
bound in terms of this degree.
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1 Introduction
The theory of heights for elliptic curves has been the starting point of the
current theory that is now very developed. Heights of a point or more gener-
ally of a cycle, or still of an abelian variety, are real numbers that are seen as
representing a kind of arithmetic-geometric complexity of the corresponding
object.
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More precisely, on any elliptic curves E/K defined over a number field
K, there is a special function, the canonical height,
hˆ : P ∈ E(K¯)→ R≥0,
which is a semi-definite quadratic form over the algebraic points satisfying
the parallelogram law,
∀ P,Q ∈ E(K), hˆ(P +Q) + hˆ(P −Q) = 2hˆ(P ) + 2hˆ(Q),
so that,
∀ P ∈ E(K), ∀ n ∈ Z, hˆ([n]P ) = n2hˆ(P ).
Moreover the corresponding isotropy subgroup is given by the group of
torsion points,
hˆ(P ) = 0⇔ P is a torsion point of E.
The theory of heights appeared first from the corresponding theory on
algebraic numbers and has been much more developed when it appeared to
have a clear geometrical formulation, shown by Arakelov, that we will use
bellow.
There are various equivalent ways of defining heights, either with the
help of embedings in the projective space, either by intersection theory, either
related to norms of sections of line bundles. Heights are associated to divisors
or line bundles and decompose into the sum of local heights associated to
local places. In our case, the canonical height hˆ is associated to the divisor
corresponding to the neutral element of the curve, (OE).
As elliptic curves are smooth algebraic groups of dimension 1 and genus
0, it doesn’t matter to take the height with respect to the divisor (OE) or
with respect to any other divisor. Divisors of degree 1 are all equivalent.
More precisely, Andre´ Ne´ron has shown that, for each place v ∈MK there
exists a function λˆv : P ∈ E(Kv) \ {OE} → R with suitable properties so
that, after having suitably normalized the absolute values,
∀ P ∈ E(K), hˆ(P ) = 1
[K : Q]
∑
v∈MK
λˆv(P ).
The conjecture discussed in this paper appeared first in one of the many
books of Serge Lang, Elliptic Curves/Diophantine Analysis, dated from 1978
in the following form:
”... We select a point P1 of minimum height 6= 0 (the height is the Ne´ron-
Tate height). We then let P2 be a point linearly independent of P1 of height
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minimum ≥ 0. We continue in this manner to obtain a maximum set of
linearly independent elements P1, . . . , Pr called the successive minima.
We suppose that A is defined by a Weierstrass equation
y2 = x3 + ax+ b,
and we assume for simplicity that K = Q, so that we take a, b ∈ Z....
It seems a reasonable guess that uniformly for all such models of elliptic
curves over Z, one has
hˆ(P1)≫ log |∆|.
It is difficult to guess how the next successive minima may behave. Do the
ratios of the successive heights remain bounded by a similar bound involving
|∆|, or possibly of power of log |∆|, or can they become much larger?...”
Heights provide fundamental diophantine information. They provide
”measurements” of intrinsic arithmetic-geometric complexity that are cru-
cial in any diophantine analysis. The Heights Conjecture says roughly that
the height of a rational point is greater than the Height of the corresponding
curve.
In this paper we prove the following theorem:
Theorem 1 Let d ≥ 1 be an integer, there exist some positive constants Bd,
Cd, C
′
d, effectively computable and depending only on d, such that for any
elliptic curve E/K defined over a number field K of degree d, for hˆ(·) the
associated Ne´ron-Tate height, hF (E/K) the Faltings heights of E/K, and
NK/Q∆E/K the norm on Q of the minimal discriminant ideal of E/K, then:
• For any K-rationnal torsion point, P , of order Ord(P ):
Ord(P ) ≤ Bd.
• For any K-rational point of infinite order we have:
hˆ(P ) ≥ Cd log |NK/Q∆E/K |,
and simultaneously:
hˆ(P ) ≥ C ′dhF (E/K).
Moreover the preceding inequalities are satisfied with the following con-
stants:
Bd = 2 ∗ 1014 ∗ d2.08(log(2d))1.54
Cd =
1
7 ∗ 1045 ∗ d5.24(log(48d))3.08
C ′d =
1
2 ∗ 1046 ∗ d5.24(log(48d))3.08 .
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As a direct corollary of the upper bound on the orders of torsion, we
obtain that for any elliptic curve E/K over a number field of degree d, the
cardinality of the group of torsion points satisfies:
Card(Etors(K)) ≤ 4 ∗ 1028d4.16(log(2d))3.08.
Remark 1 • The author doesn’t know how to find the optimal form of
the bound Bd. Our bound is already a striking improvement of the
bound that was obtained by the method of Mazur and Merel which at
best provides a bound of the form C2d. Recently however an optimal
bound was found for CM elliptic curves by Clarke and Pollack, [6, 8, 7]:
lim sup
d→∞
TCM(d)
d log(log(d))
=
eγπ√
3
,
where :
TCM(d) = sup
[K:Q]=d, E/K of CM type
Card (Etors(K))
We are therefore quite close to a global optimal bound. We know there-
fore that a polynomial bound for the torsion has an exponent between 1
and 4.16.
• It could also be possible that this exponent would be a universal coeffi-
cient, as for example in statistics and dynamics.
• The quite strange exponents with floating points comes from an approx-
imation of 1
e log(2)
≈ 0.54.
1.1 Notations
In all this text, E/K is an elliptic curve over an number field K of degree d,
∆E/K denotes its minimal discriminant ideal and NK/Q∆E/K its norm over
Q.
We denote by MK the set of places of K that we subdivide in the set
of archimedean places M∞K and the set of non-archimedean places M
0
K . We
furthermore denote by M0,smK as the set, possibly empty, of non-archimedean
places of K where E/K has split-multiplicative reduction.
The integer ring of K will be denoted by OK and, for v ∈M0K , the integer
ring of Kv will be denoted by OKv .
We denote by NK/Q the norm function over Q of ideals of OK .
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For v ∈MK we denote by Kv the completion of K at the place v.
For σ ∈M∞K , nσ := [Kσ : R].
For v ∈M0K we denote by ordv(·) the natural valuation on Kv defined by
v and by | · |v the absolute value defined by
|t|v = (NK/Qv)−ordv(t).
We denote the natural complex absolute value as an absolute value with
no subscript: | · |.
For v ∈ M0,smK , we have an isomorphism E(Kv) ∼= K∗v/qZv , moreover qv
is uniquely defined up to a unit by ordv(qv) = ordv(∆E/K). With respect to
this isomorphism we denote by tP,v, for a rational point P , a representative
of P in K∗v such that |qv|v < |tP,v|v ≤ 1.
We denote by N /Spec OK the Ne´ron Model of the fixed elliptic curve
E/K. We will denote also by N ′ = N ×OK N the Ne´ron Model of E ×K E.
Moreover throughout this text, p1 and p2 will denote the projection on the
first factor and, respectively, on the second factor of either E×K E/K or, as
well, of N ′/Spec OK .
In all this text, the neutral element of E(K) will be denoted by OE and
the neutral section of N /Spec OK by ON .
Throughout this text the morphisms denoted by π with possibly some
upper or lower script denotes some structural morphisms.
We define the function log(1) : R+∗ → R by:
x→ max{1, log(x)}.
We moreover define the function ⌈·⌉ : R → Z by ⌈x⌉ being the least
integer greater or equal to x. We also denote by ⌊·⌋ the function that gives
the integral part.
1.2 Some details about this proof
Our proof is based upon previously attempted trials through local heights
decomposition but applied here in geometric terms.
If geometry is quite well known to encapsulate algebraic data, it is used
fundamentally here for being very sharp.
The proof uses local height decomposition in geometric settings and relies
crucially on a proper use of the Slope Method due to Jean-Benoˆıt Bost.
The slope method is analogous to its algebraic counterpart, the Baker’s
Method, but should be sharper as being geometric. Such tools are known as
”transcendence constructions” because they originate from the earliest proof
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of the transcendence of some numbers but in this context they rather provide
sharp algebraic evaluations.
Using geometric tools in this arithmetic context means that we use through
all this text various ingredients from Arakelov Geometry.
1.3 Some remarks about this paper
This paper consists in 4 parts.
1. The first par, chapter 1 and chapter 2, is a reminder of the context and
of some Arakelov Geometry in the context of elliptic curves.
We establish the lemma 1 which is a rather elementary comparison
between the Faltings height and the discriminant.
More importantly we establish the corollary 1 that is a lower bound
for the Arakelov degree of the line bundle we consider through all this
text.
2. The second part, chapter 3 and chapter 4, is rather elementary but is
important. We call chapter 3 ”Reductions” because we make various
estimates in which the Lang Conjecture is true and finally we reduce
the truth of a conjecture to a last situation. Chapter 4 is a summary.
The last estimate of chapter 4 tells us that in the case still to be proven
some important part of the discriminant is rather big and indeed quite
simply comparable to the whole discriminant.
3. The third part, from chapter 5 to chapter 8, is the heart of our work. We
elaborate a transcendence construction thanks to the Slope Method, in
the last case of the reductions of chapter 4.
In chapter 5 we set the basis of the structure we use later in order to
apply the Slope Inequality.
Chapter 6 simply state and prove the crucial ”Zeros Lemma” in this
context. This is an injectivity criterion that is necessary for the Slope
Inequality to be true.
Chapter 7 contains the evaluations of the various terms of the inequal-
ity. This is the core of the proof. Section 7.4 is the hardest part of this
and it contains various things that are completely new.
Especially in section 7.4 we establish a non-archimedean Schwartz Lemma
in the situation of the Slope Method. This ”Schwartz Lemma” is a
non-trivial non-archimedean estimate of the slope morphism. While
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an archimedean estimate was known since the earliest work about the
Slope Method in the 90’s no non-archimedean estimate was known be-
fore our work.
Chapter 8 is the proof of the Height Conjecture in the case of a semi-
stable elliptic curve. It is obtained simply by estimating the various
terms, previously computed, of the Slope Inequality. In order to do
this, we need to fix some free parameters, this is known as ”the extrap-
olation” in transcendence proofs
4. Chapter 9 establish the proof in full generality thanks to the previously
established semi-stable case. This chapter is merely elementary.
2 Preliminaries: Heights and the Lang’s Con-
jecture
In this section we begin by presenting some known formulas for local heights.
We continue in sections 2.2 and section 2.3 by showing where do those
local heights come from, either algebraically of geometrically. In section 2.3
we introduce the line bundle L(D) that is central for us through all this text.
We also establish the lemma 1 which is a special inequality involving the
Faltings height that will be used later.
In section 2.4 we essentially prove the inequality of corollary 1 section 2.4.
For that purpose we have to work deeper about the associated geometry and
we introduction Moret-Bailly models in order to prove Theorem 4 section
2.3.
2.1 Reminder about local heights
The usual definition of local heights is originally algebraic and it implies
that canonical local heights are well defined only up to a constant. As a
consequence the link between the canonical height hˆ and the local heights
(λv(·)))v writes in full generality:
hˆ(P ) = Ccte +
1
[K : Q]
∑
v
λv(P ),
for some constant Ccte.
John Tate in a letter to Jean-Pierre Serre [20] has provided suitable nor-
malized formulas for the local height functions:
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Theorem 2 (Tate, 1968)
Let E/K be an elliptic curve over a number field K of minimal discrim-
inant ideal ∆E/K.
The canonical local heights are given by the following formulas,
• For an archimedean place σ ∈M∞K with by the uniformization theorem
E(Cσ) ∼= C/Λ where Λσ is an R−lattice in C, in which a point P ∈
E(Cσ) corresponds to zP ∈ C, λˆσ : P ∈ E(Cσ) \ {OE} → R is given
by,
λˆσ(P ) = − log
∣∣∣∣exp(−12zPη(zP )
)
Σ(zP )∆(Λσ)
1
12
∣∣∣∣ ,
where Σ is the Weierstrass function, η is its associated etha function
and ∆ is the discriminant function associated to the corresponding lat-
tice.
• For a non-archimedean place v ∈ M0K of K, for all point P ∈ E0,v(K)
of smooth reduction modulo v, λˆv : E(Kv) \ {OE} → R is given by,
λˆv(P ) =
1
2
max{0,− log |x(P )|v}+ 1
12
Nv log(NK/Qv),
for x(P ) representing the corresponding coordinate of P for any given
Weierstrass equation of E,
1. As a first consequence, if v is a place of good reduction,
λˆv(P ) =
1
2
max{0,− log |x(P )|v} ≥ 0,
2. As a second consequence, the theorem of Kodaira-Ne´ron shows that
if v is a place of additive reduction or of non-split multiplicative
reduction [12]P ∈ E0,v(K) for any rational point P of E, so that
λˆv([12]P ) =
1
2
max{0,− log |x([12]P )|v}+ 1
12
Nv log(NK/Qv),
we note therefore that in this case:
λˆv([12]P ) ≥ 1
12
Nv log(NK/Qv).
• For a place v of split multiplicative reduction of K,
λˆv(P ) =
1
2
max{0,− log |x(P )|v}+ 1
2
B2
(
ordv(P )
Nv
)
Nv log(NK/Qv),
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where x(P ) is given as the corresponding coordinate of any Weierstrass
equation, B2(T ) = T
2− T + 1
6
is the second Bernouilly polynomial and
ordv(P ) is defined by the correspondence with the Tate curve as follows.
By a usual Theorem of Tate, we have an isomorphism E(Kv) ∼= K∗v/qZv
for some element qv ∈ Kv such that |qv|v < 1 and ordv(qv) = ordv(∆E/K)
= Nv then if P corresponds to the parameter tP,v chosen so that 0 ≤
ordv(tP,v) < Nv, wee define ordv(P ) = ordv(tP,v).
If the local heights are defined as in the preceding theorem of Tate then
for the canonical height:
hˆ(P ) =
1
[K : Q]
∑
v
λv(P ).
Note that for the case of split multiplicative reduction, we have also the
following formula:
Proposition 1 We note that in general, local heights are defined up to a
constant, for us and later in this article we will use the fact that in the case
of split multiplicative reduction, the local heights can be written up to a real
constant Cctev
λˆv(P ) = − log |θ0(tP,v)|v + ordv(tP,v)(ordv(tP,v)−Nv)
2Nv
log
(
NK/Qv
)
+ CCtev ,
where
θ0(t) = (1− t)
∏
n≥1
(1− qnt)(1− qnt−1),
is the usual theta function, tP,v is the parameter corresponding to P in the
identification with the Tate curve E(Kv) ∼= K∗v/qZv .
We note also that with the previous normalization,
λˆv(P ) ≥ − 1
24
Nv log(NK/Qv).
Proof 1 This is well known, see for example [18], theorem 4.2. p.473
We thus observe that there are two kinds of places that we should deal
especially with for the proof of Lang’s conjecture: the archimedean local
heights and the heights at places of split multiplicative reduction that can
both contribute negatively.
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That’s why we proceed as follows, first we will use the following lemma
3 chapter 3 of Marc Hindry and Joseph Silverman in order to have positive
archimedean contributions, this being complemented by a lemma 4 chapter 3
of Elkies in order to diminish and average the corresponding loss, then once
we will be in a situation where archimedean contributions are positive we
will concentrate on the split multiplicative places, for which we observe that
the contribution given by B2 is negative precisely when the corresponding
points of the Tate curve have high exponent ”modulo Nv” which means that
v−adically they are all close to each others. This remark that allows a proof
by transcendence was communicated to me by Prof. Marc Hindry.
2.2 Heights and the Lang Conjecture
In this section we trace back the canonical height from its algebraic origin to
a more geometric context.
Let K be a number field, of which we denote the set of places by MK ,
then for P = (α0 : α1 : . . . : αn) ∈ P(K) the absolute logarithmic height
associated to P is defined as
h(P ) =
1
[K : Q]
∑
v∈MK
logmax
i
|αi|nvv ,
and as defined is independent of any extension of K.
For an elliptic curve given by a Weierstrass equation, let say for example,
E : y2 = x3 + ax+ b,
the canonical height is the normalized logarithmic height associated to
the following naive height
∀P ∈ E(K, )h(P ) := 1
2
h(x(P )),
it is normalized in the sense that the naive height satisfies
∀m ∈ N, ∀P ∈ E(K), h([m]P ) = m2h(P ) +O(1),
so that by a process due to John Tate, the canonical height is then defined
as,
hˆ(P ) = lim
n→∞
h([n]P )
n2
.
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One can show, in the corresponding theory of heights associated to di-
visors or line bundles that this canonical height corresponds to the divisor
(OE).
For the construction of this, see for example the section B of [15].
Indeed, if h now denotes the above absolute logarithmic heights, to an
hyperplane H of Pn is associated an height
hPn,H(P ) = h(P ) +O(1),
while the theorem B.3.2 of [15] asserts that if φ : V → W is a morphism
of projective varieties and if D is a divisor on W :
hV,φ∗D(P ) = hW,D(P ) +O(1),
therefore if x : E → P1 is the coordinate function,
hE,x∗(∞)(P ) = h(x(P )) +O(1).
Now as x∗(∞) = 2(OE) we find the desired result.
This will allow us to use all the power of the geometry underlying the
theory of heights.
There are some objects of special interest for us, the discriminant of an
elliptic curve, ∆, the j-invariant, j, and the invariant differential, ω. As they
are very classical objects on elliptic curves we refer to [18].
For an elliptic curve E/K over a number field we define classically, ∆E/K
as the minimal discriminant ideal of E/K.
2.3 The Geometric Landscape
Here we continue to present some (Arakelov) geometry naturally associated
to heights.
We have seen that the canonical height is associated to the divisor (OE).
But the relation seems a little bit non-canonical because it follows from a
regularization process. If one consider line bundles which is equivalent to
divisors in our case, there is the well known Arakelov theory.
In this theory one consider an integral model of the abelian variety and
a line bundle on this model. For example one can consider the Ne´ron Model
and a hermitian line bundle on this model.
Once we have an integral model of our abelian variety A/K (i.e. a scheme
over OK of which the generic fiber is our variety) endowed with an hermitian
line bundle (A,L), one can define for any point P ∈ A(K) that extends to a
section P : SpecOK → A an associated height by
12
hA,L(P ) =
1
[K : Q]
d̂eg (P∗L) ,
where d̂eg is the well known Arakelov degree.
The Arakelov degree being defined for any hermitian line bundle over
Spec OK , we also define the slope of an hermitian line bundle H¯ over Spec OK
as the number denoted and defined by:
µˆ(H¯) =
1
[K : Q]rk(H)
d̂eg(
max∧
H¯),
where rk denotes the rank and we define as well the normalized Arakelov
degree
d̂egn(H¯) =
1
[K : Q]
d̂eg(
max∧
H¯)
One can construct directly a quadratic height if one consider integral
hermitian line bundles that are cubist.
The cubist relationship is a well known relation for line bundles over
abelian varieties that are defined over a field.
In the case of integral hermitian line bundles, the cubist relationship is
stated as an isometric isomorphism.⊗
∅6=I⊂{1,2,3}
(
(p∗IL)⊗Card(I)
) ∼= OA3 ,
where the RHS is provided with the trivial metric.
An hermitian integral line bundle that satisfy this relationship is said to
be cubist.
The (Arakelov) height associated to any such hermitian cubist line bundle
is quadratic (especially because the cubist relation kills higher orders), that
is:
hA,L(P +Q) = hA,L(P ) + 2 < P,Q >L +hA,L(Q),
where < P,Q >L is bilinear as soon as L is cubist.
There are a universal integral models for abelian varieties, the Ne´ron
Models N /Spec OK , which is associated to each abelian variety over a num-
ber field, A/K. It is a smooth group scheme such that any rational point
P ∈ A(K) extends to an integral section ǫP : Spec OK → N of generic fiber
P .
Following Moret-Bailly [16], if one consider the divisor (OE) on E/K and
the corresponding line bundle L = OE(OE), this line bundle doesn’t extend
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directly to a cubist line bundle over the Ne´ron model, we have to modify the
coefficients along the components of the special fibers of the Ne´ron model.
Definition 1 Suppose that the elliptic curve E/K is semi-stable, denote by
∆E/K its minimal discriminant ideal, we define:
NE = lcm
{
Nv | ∆E/K =
∏
v
p
Nv
v
}
,
and for such semi-stable elliptic curve define Bad(E/K) as the set of non-
archimedean places dividing ∆E/K.
We suppose here that E/K is semi-stable, we then know from the classical
theory of elliptic curve that for each v ∈ Bad(A/K), the special fiber of the
Ne´ron model of E/K at v is a group that is isomorphic to Gm×Z/NvZ where
Nv is the exponent of v in ∆E/K . Each component of this special fiber can
then be labeled as [Cv,i] for i = 0, . . . , Nv − 1.
Moret-Bailly, in [16] 1.5. page 69, computed the cubist divisor, and so
the cubist line bundle, associated to (OE), for a semi-stable elliptic curve it
is given by:
F = OE +
∑
v∈Bad(A/K)
Nv−1∑
i=1
i(i−Nv)
2Nv
[Cv,i]. (1)
As such, it is a divisor with rational coefficients but then any multiple of
2NEF provides a true cubist divisor over NE/K and therefore a true cubist
line bundle.
Definition 2 In what follows we will consider the line bundle:
L(D) = ONE/K(DF),
for some positive integer D such that 4NE |D.
Remark 2 As a summary of what if h(P ) = 1
2
h(x(P )) is the naive height
and if hˆ(P ) = lim
∞
h([N ]P )
N2
is the associated regularized (i.e. canonical) height,
then:
hˆ(P ) =
1
D
hE,L(D)(P ),
and this height is quadratic.
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We have the following formula for the Faltings height of an elliptic curve, see
for example [9] Ch.X:
hF (E/K) =
1
12[K : Q]
log |NK/Q∆E/K | − ∑
σ∈M∞K
nσ log |(2π)12∆(τσ)(Im τσ)6|
 ,
(2)
where ∆(τσ) is the complex discriminant function applied to the element
τσ of the Poincare´ upper half-plane representing the elliptic curve E ×σ C
isomorphic to C/(Z+ τσZ) via the usual isomorphism.
We take this formula as a definition in this paper as this is almost all what
we will use about the Faltings height but we can remind that the Faltings
height is generally defined for an abelian variety as the (suitably normalized)
Arakelov degree of the bundle of invariant differential forms of the Ne´ron
model of the abelian variety.
Lemma 1 With the previous notations, we have:
hF (E/K) ≤ 1
12[K : Q]
log |NK/Q∆E/K |+ 2π ∑
σ∈M∞K
nσIm(τσ)
− 2.7572
(3)
Proof 2 We have
∆(τσ) = (2π)qσ
∏
n≥1
(1− qnσ)24, with qσ = exp(2πiτσ), (4)
where τ can be chosen in the usual fundamental domain of the Poincare´ upper
half-plane:
τσ ∈ F = {τ ∈ C| |τ | ≥ 1 et |Re(τ)| ≤ 1
2
},
so that using the proof given in lemma 2.2 of [13]:
log
∣∣∣∣∣∏
n≥1
(1− qnσ)24
∣∣∣∣∣ ≥ −0, 104927. (5)
Applying this to the formula 2 then gives:
15
hF (E/K) =
1
12[K : Q]
log |NK/Q∆E/K | − ∑
σ∈M∞k
nσ log |∆(τσ)| − 6
∑
σ∈M∞k
nσ log(Im τσ)

=
1
12[K : Q]
(log |NK/Q∆E/K | − 12[K : Q] log(2π)−
∑
σ∈M∞k
nσ log |qσ| · · ·
+0, 104927[K : Q] + 0, 863046[K : Q]− [K : Q] log(2π)) , (6)
where we have used equations 2, 4, 5 and the following inequality
log(Im τσ) ≥ log(
√
3
2
) ≥ −0, 143841.
Putting |qσ| = exp(−2πIm τσ) we obtain finally:
hF (E/K) ≤ 1
12[K : Q]
log |NK/Q∆E/K |+ 2π ∑
σ∈M∞k
nσIm τσ
− 2, 7572.
2.4 Heights and Cubist Models
The goal of this section is to establish the inequality of corollary 1 section 2.4..
For this purpose we establish the theorem 4 section 2.4. and the necessary
tools to prove it.
In order to prove theorem 4 below we have to introduce a few things, as
for example Moret-Bailly models.
If L is an hermitian line bundle over the Ne´ron model N of an abelian
variety A/K there is a natural way to make of H0(N ,L) an hermitian line
bundle over Spec OK . For this purpose all what we need are norms on
each H0(N ,L) ⊗σ C for σ ∈ M∞K . But L is endowed with metrics for each
σ ∈M∞K therefore if dµσ denotes the Haar measure on Aσ(C), we can define
for s ∈ H0(N ,L)⊗σ C:
‖s‖σ =
√√√√ ∫
Aσ(C)
‖s(x)‖2σdµσ.
In this text all the spaces of sections of hermitian line bundles will be endowed
with such L2-norms at the archimedean places.
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As we have just seen, it is generally necessary to take some power of a line
bundle over an abelian variety A/K in order that the resulting line bundle
extends properly as a cubist hermitian line bundle over the Ne´ron model.
However, after the work of Moret-Bailly, Bost defined integral models
of a symmetrically polarized abelian variety (A/Q¯, L) endowed with a finite
set of rational points F ⊂ A(Q¯) so that on the resulting integral model,
(A/Spec OK) the line bundle L extends properly to a hermitian cubist line
bundle and moreover all elements of F extend to integral sections.
Bost defines Moret-Bailly models in the following way:
Definition 3 (Moret-Bailly models, [4] p.56) Let A be an abelian variety
over Q¯, L be an symmetric ample line bundle over A and F a finite subset
of A(Q¯). We define a Moret-Bailly model of (A,L, F ) over a number field
K as the data of:
• A semi-stable group scheme π : A → Spec OK ;
• An isomorphism i : A ∼= AQ¯ of abelian varieties over Q¯;
• An hermitian cubist line bundle L over A;
• An isomorphism φ : L ∼= i∗LQ¯ of line bundles over A;
• For any P ∈ F , an integral section ǫP : Spec OK → A of π, such that
the generic point ǫP,Q¯ is equal to i(P );
moreover the following technical condition is required: the Mumford group
K(L⊗2) extends to K(L⊗2) which has to be a flat and finite group scheme
over Spec OK.
The main interest for us is in the following concise form of theorem 4.10.
p.56 of [4]:
Theorem 3 (Bost, part of theorem 4.10 page 56 of [4])
For any number fieldK0 and for any (A,L, F ) as in the previous definition
there exists some Moret-Bailly model of (A,L, F ) defined over some number
field K containing K0.
Moreover for any such Moret-Bailly model:
µˆ(π∗L) = 1
[K : Q]rk(H0(A,L))d̂eg(H
0(A,L)) = −1
2
hF (A)+
1
4
log
(
χ(A,L)
(2π)2
)
,
rk denoting the rank, hF the stable Faltings height, and χ(A,L) the Euler-
Poincare´ characteristic.
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Definition 4 (Totally symmetric cubist line bundles)
Following [16] definition 2.3 p. 135, we define a totally symmetric cubist
line bundle L over a group scheme π : G → S defined S as a line bundle
(cubist) that can be written locally for the fppf topology,
L =M⊗ [−1]∗M,
where M is a cubist line bundle.
An equivalent definition is that there exits a dominant and quasi-finite
base change S ′ → S such that the line bundle qu LS′ obtained by this base
change can be written LS′ =M⊗2 where M is a cubist line bundle.
Lemma 2 Let A/K be a semi-stable abelian variety over a number field K,
Λ an amble line bundle over A/K, then there exists a Moret-Bailly Model
(Amb,Lmb) of (A,Λ⊗2) over some finite extension of K such that Lmb is a
totally symmetric cubist hermitian line bundle.
Remark 3 It is useless for us to precise the finite set of rational points that
extend to the Moret-Bailly model, however we can see that given any finite
such set we can, according to [4], obtain such a model with an extension of
each of this rational points.
Proof 3 For the proof we consider the original proof of the existence of
Moret-Bailly Models given by Jean-Benot Bost in [4] (proof of existence [4]
p.58 in the proof of the theorem 4.10 p.56) in the following way:
• First one can choose an extension K1 such that the points of K(Λ⊗4)
be rational over K1 (and therefore also the set of fixed rational points if
needed). One then consider the Ne´ron Model A1/Spec OK1 of A×KK1.
• Moreover, if one consider a field, K2, that is sufficiently ramified over
the primes of bad reduction of A1, applying the proposition 1.2.2 chapitre
II of [16] and 2.1 chapitre II of [16] shows that the line bundle Λ×K2 ex-
tends to a unique (hermitian) cubist line bundle over A1×OK1 Spec OK2.
This provides a Moret-Bailly Model (Amb,Λmb) de (A,Λ) such thatK(Λ⊗4mb)
is flat and finite over its base.
Then we observe directly that in this case (Amb,Lmb := Λ⊗2mb) is a Moret-
Bailly model with a totally symmetric cubist line bundle of (A,Λ⊗2).
Theorem 4 Let A/K be a semi-stable abelian variety defined over a number
field K, let N /Spec OK be its Ne´ron Model and n an integer that kills the
group of components of the special fibers of N , let L be an symmetric ample
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line bundle over A that can be written in the form L = Λ4n where Λ is a
ample line bundle, then L extends to a totally symmetric line bundle L over
N in the preceding sense, and
(Partial Key Formula)
µˆ (π∗L) ≥ −1
2
hF (A) +
1
4
log
(
χ(A,L)
(2π)2
)
(7)
where χ(A,L) is the Euler-Poincare´ characteristic of L, and hF (A) is the
Faltings Height of A.
Proof 4 Let us consider a Moret-Bailly Model (πmb : Amb → S1,Lmb) of
(A,L) in the sense of the preceding definition for a quasi-finite base change
S1 of OK , notice then than the group scheme K(L⊗2mb) is finite over S1, see
for example [4, 16]. This is a semi-stable group-scheme and we know by the
main result of [4] that:
µˆ (πmb∗Lmb) = −1
2
hF (A) +
1
4
log
(
χ(A,L)
(2π)2
)
. (8)
We can moreover suppose that Lmb is totally symmetric thanks to the
preceding lemma 2.
Moreover the proposition 1.2.1 p. 45 of [16], show that Λ2n extends to
a cubist line bundle over N because 2n kills the obstruction for such an
extension to be not possible, hence L extends to a totally symmetric cubist
line bundle over N that we denote by L.
Let us consider the base change π1 : N1 = N ×OK S1 → S1 that we endow
with the line bundle L1 = f ∗1L where f1 : N1 → N is the base change, then
L1 is a cubist line bundle because the cubist structure of L transposes to L1
by f1.
On the other hand, let us consider a Ne´ron Model NS1 of the base change
of A by the generic point of S1 that we denote K1.
The semi-stable reduction theorem [12] IX.3.2 implies that the isomor-
phisms on on the generic fibers, Amb|K1 ∼= NS1|K1 and (N × S1)|K1 ∼= NS1|K1
induce open immersions Amb →֒ NS1 et N × S1 →֒ NS1 that identify Amb
and (N × S1) with open sub-schemes of NS1.
The line bundle thus obtained L1 is then totally symmetric by this base
change.
By the corollary 2.4.1 page 136 of [16], as K(L⊗2mb) is finite, K(Lmb) is
also finite and, as the line bundle is totally symmetric, we have:
H0(Amb,Lmb) = H0(A[1]mb,Lmb), (9)
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where A[1]mb is the smallest open subscheme containing K(Lmb).
Then consider the semi-stable group scheme (following proposition 8.1
page 104 de [16]), obtained by the amalgamation of N1 and of K(Lmb),
N⊛ = N1 ⊛K(Lmb),
such a scheme is obtained by the ”technique de gonflement de Moret-
Bailly” that we can set in this context as:
N⊛ is the cokernel of the following:
0 // N1 ∩K(Lmb) // N1 ×K(Lmb) // N⊛ // 0
h ✤ // (h,−h)
The proof that this scheme has the good properties is given p.104 of [16].
On N⊛ there is naturally a totally symmetric cubist line bundle given by
the following:
We endow N1 × K(Lmb) with the totally symmetric cubist line bundle
(because L1 and Lmb are) p∗1L1 ⊗ p∗2Lmb, where p1 and p2 are the obvious
projections. We then notice that this line bundle is invariant under the action
of the group N1∩K(Lmb) by translation and thus defines a totally symmetric
cubist line bundle over the quotient. In fact, this last group lets L invariant
because K(L) is defined as the group letting this line bundle invariant under
translation but it also lets L1 invariant the same way because N1∩K(Lmb) =
K(L1) ∩K(Lmb).
We denote this line bundle by L⊛
We then deduce still by the corollary 2.4.1 page 136 of [16] that
H0(N⊛,L⊛) = H0(N⊛[1],L⊛) = H0(A[1]mb,Lmb) = H0(Amb,Lmb),
in fact N⊛ is an open subscheme containing K(Lmb) therefore also N⊛[1] =
A[1]mb, because L⊛|A[1]
mb
= L|A[1]
mb
and because of the construction.
Hence,
H0(Amb,Lmb) ⊂ H0(N1,L1) (10)
therefore as those two last modules, that are nothing else than π1∗L1 and
πmb∗Lmb, are are two modules of the same rank, we have for the slopes:
µˆ(πmb∗Lmb) ≤ µˆ(π1∗L1). (11)
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Moreover, as L and L1 are obtained from each other by a finite base
change:
µˆ(π∗L) = µˆ(π1∗L1), (12)
which finally gives
µˆ(π∗L) ≥ µˆ(πmb∗Lmb), (13)
we then conclude the inequality of the theorem thanks to the equation 8.
Corollary 1 Let E/K be a semi-stable elliptic curve, N its Ne´ron model, for
NE the integer defined in section 2.2 definition 1 and for an integer D such
that 4NE|D let L(D) be the line bundle introduced in the section 2.2 definition
2. Let p1 and p2 be the natural projections over the first factor and the second
factor respectively of N ′ = N ×OKN . Consider L(D,D) = p∗1L(D)⊗p∗2L(D) the
corresponding line bundle over π : N×OKN → Spec OK , then the normalized
Arakelov degree satisfies:
d̂egn(π∗L(D,D)) ≥ −D2hF (E) + D
2
2
log
(
D
2π
)
,
where hF (E), which is equal to hF (E/K) in this case, is the stable Faltings
height of E.
Proof 5 We know from the theorem 4, that L(D,D) is a totally symmetric
line bundle over N ×OK N that satisfies:
d̂egn(π∗L(D,D))
≥
−χ(E × E, p∗1LD ⊗ p∗2L)
1
2
hF (E ×E) + . . .
. . .+
χ(E × E, p∗1LD ⊗ p∗2L)
4
log
χ(E × E, p∗1LD ⊗ p∗2L)
(2π)2
On the one hand we know from classical results that:
hF (E × E) = 2hF (E),
on the other hand we have for the self-intersection:
(p∗1L⊗p∗2L)·(p∗1L⊗p∗2L) = ({OE}×E+E×{OE})2 = 2({OE}×E)·(E×{OE}) = 2.
Because:
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• the self-intersections are zero as shown by applying the moving lemma
to the divisor {OE}.
• the intersection is transversal as well by applying the moving lemma.
This shows that:
χ(E ×E, p∗1LD ⊗ p∗2LD) =
c1(p
∗
1L
D ⊗ p∗2LD)2
2!
= D2
(p∗1L
D ⊗ p∗2LD)2
2
= D2,
which concludes.
3 Reductions
The results of this section are summarized in the section 4 theorem 5.
In this chapter we are going to reduce the proof of Lang’s conjecture to
a special case with a very special but suitable hypothesis.
We are going to see in sections 3.1, 3.2 and 3.3 that the conjecture is
already true in various circumstances.
Especially in section 3.1 we prove the lemma 5 which shows how the
proof can be reduced to positive (and controlled) archimedean contributions.
For this we use the lemma 3 of Hindry and Silverman complemented by the
lemma 4 from Elikies that allows us to ”average” the corresponding ” loss ”.
Then in sections 3.2 and 3.3 we distinguish two cases depending on the
the ”relative size” of the discriminant. In section 3.2 we establish a first
case of the conjecture for ”relatively” big discriminant. Proposition 3 section
3.3 provides Lang’s conjecture for ”not too big discriminants. Proposition 4
of section 3.3 finally establish the special situation still to be proven in the
remaining of this document.
The next chapter, chapter 4, provide a whole theorem that sums up all
the results of chapter 3.
3.1 Preliminary
In this subsection we mainly reduce the proof of the conjecture to a situation
where the archimedean local heights are positive (Lemma 5).
Recall that we defined in the notations the function log(1) by:
Definition 5 The function log(1) : R+∗ → R:
x→ max{1, log(x)}.
We moreover define the function ⌈·⌉ : R→ Z by ⌈x⌉ being the least integer
greater or equal to x.
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Lemma 3 (Hindry-Silverman [14] Lemma 1 and [13] Proposition 2.3 p.427)
Let E/C be an elliptic curve over C represented isomorphically by C/Z+τZ,
with τ in the usual fundamental domain of the Poincare´ upper half-plane,
let jE be the j-invariant of E/C, λˆ the corresponding archimedean canonical
local height and let 0 < ǫ < 1 be a real number .
Then for any point P = α + τβ ∈ E(C),
max{|α|, |β|} ≤ ǫ
23
⇒ λˆ(P ) ≥ 1− ǫ
12
log(1) |jE|
Lemma 4 (Elkies’ Lemma)
Let E/C be an elliptic curve with j-invariant jE, λˆ the associated archimedean
local height and let P1, P2, . . . , PN ∈ E(C) be N distinct points.
Then, ∑
1≤i 6=j≤N
λˆ(Pi − Pj) ≥ −N log N
2
− N
12
log(1) |jE | − 16
5
N (14)
Proof 6 This theorem is proven for example in [1], Appendix A. Here we
have simplified the theorem for our own purpose by ignoring the positive con-
tribution of what is called the ”Discrepancy” in this last paper and we have
replaced the log+ by a log(1).
Remark 4 The use of this Lemma is not absolutely necessary for the proof of
the conjecture in some form. However it turns that without Elkies’ Lemma
the various evaluations needed in the main theorem of this paper would be
exponential in the degree whereas thanks to this Lemma the estimates become
polynomial in the degree.
Lemma 5 (Reduction to positive archimedean contributions) Let E/K be an
elliptic curve over a number field K , Let σ0 be an archimedean place of K
such that,
log(1) |jσ0 | = max
σ∈M∞K
{
log(1) |jσ|
}
,
where each jσ is the j-invariant of the elliptic curve E ⊗σ C/C.
Let 0 < ǫ < 1 be a real number and N, n be positive integers such that
N ≥ n
⌈
23
ǫ
⌉2
+ 1,
and
n ≥ 200 d
1− ǫ log
(
d
1− ǫ
)
.
Then for any K−rational point of E/K,
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• either P is a torsion point of order
Ord(P ) ≤ N,
• or there exist integers 1 ≤ m1 < m2 < . . . < mn ≤ N and correspond-
ing points P1 = [m1]P , P2 = [m2]P ,. . . , Pn = [mn]P with Pi 6= Pj for
i 6= j such that
∀1 ≤ k ≤ n, 1
n(n− 1)
∑
σ∈M∞K
∑
1≤i 6=j≤n
λˆσ(Pi − Pj) ≥ 1− ǫ
24
log(1) |jσ0 |
Proof 7 Let σ0 be an archimedean place of K such that,
log(1) |jσ0 | = max
σ∈M∞K
{
log(1) |jσ|
}
.
Let Eσ0(C) be the complex points of E with respect to the embedding σ0, by
the usual isomorphism theorem we know that this can be written isomorphi-
cally as C/Z+ τσ0Z for τσ0 in the usual fundamental domain of the Poincare´
upper half-plane, in such a way that those points can be written as α + τσ0β
with real non-negative numbers 0 ≤ α ≤ 1 and 0 ≤ β ≤ 1.
Considering the square [0, 1] × [0, 1] of the (α, β)’s that we cover with⌈
23
ǫ
⌉2
smaller squares of side ǫ
23
we can apply the pigeon hole principle which
says that among the N ≥ n ⌈23
ǫ
⌉2
+ 1 consecutive multiples of P there are at
least n+1 that are in the same small square. Having n+1 in the same small
square means that either the point is a torsion point of order given, which
gives the torsion case, or that that the points obtained by subtracting by the
smallest multiple are different and are in the square [0, ǫ
23
]× [0, ǫ
23
].
Let us denote those points by Pi = [mi]P with 1 ≤ mi ≤ N for 1 ≤ i ≤ n
those points, now applying lemma 3 to the special place σ0 and the lemma 4
to the other places we obtain:
24
1n(n− 1)
∑
1≤i 6=j≤n
∑
σ∈M∞K
λˆσ(Pi − Pj) = 1
n(n− 1)
∑
1≤i 6=j≤n
λˆσ0(Pi − Pj) + ...
+
1
n(n− 1)
∑
σ0 6=σ∈M∞K
∑
1≤i 6=j≤n
λˆσ(Pi − Pj)
≥ 1− ǫ
12
log(1) |jσ0 | −
d log(n)
2(n− 1) −
1
12(n− 1)
∑
σ∈M∞K
log(1) |jσ| − 16d
5(n− 1)
≥ 1− ǫ
12
log(1) |jσ0 | × · · ·
×
(
1− 6d log(n)
(1− ǫ)(n− 1) −
d
(1− ǫ)(n− 1) −
192d
5(1− ǫ)(n− 1)
)
︸ ︷︷ ︸
≥ 1
2
with our condition on n
, (15)
the inequality ” ≥ 1
2
” is obtained simply by determining a constant C for
which the inequality holds as soon as n ≥ C [K:Q]
1−ǫ log
(
[K:Q]
1−ǫ
)
, which concludes.
Remark 5 Note that the lemma that precedes can be adapted directly to a
multiple of P in spite of P .
Below is an intermediary estimate that we will use according to the next
remark.
Lemma 6 Let N ≥ n be positive integers and define
VN,n = {(m1, m2, . . . , mN) ∈ Nn | ∀ 1 ≤ i 6= j ≤ n, 1 ≤ mi 6= mj ≤ N} ,
then
max
(m1,m2,...mn)∈VN,n
∑
1≤i,j≤n
(mi −mj)2 ≤ (n+ 1)
2(N + 1)2
2
.
Proof 8 Proof given in the appendix
Remark 6 We are going to use this lemma as follows:
We will be given some multiples Pi = [mi]P of a point P with 1 ≤ i ≤ n
and 1 ≤ mi ≤ N and we will have a mean of the form
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1n(n− 1)
∑
1≤i 6=j≤n
hˆ(Pi − Pj) = (16)
1
n(n− 1)
( ∑
1≤i 6=j≤n
(mi −mj)2
)
hˆ(P ) (17)
for which the last lemma provides an upper bound.
The following lemma from Baker and Petsche establishes a comparison
that is going to be useful (Lemma 8).
Lemma 7 (Baker-Petsche)
Let E/K be an elliptic curve over a number fieldK, then for any archimedean
place σ of K,
log(1) |jσ|+ 6 ≥ 2πIm(τσ),
where jσ is the j-invariant of E ×σ C and τσ is the element of the usual
fundamental domain of the Poincare´ upper-half plane representing Eσ(C) ∼=
Z/(Z+ τσZ).
Proof 9 [1] lemma 24 p.28
3.2 Case of relatively small discriminants
Here we establish in proposition 2 a full case of the conjecture for relatively
small discriminants.
Proposition 2 Let E/K be an elliptic curve over a number field K, let
C1 > 1 and 0 < ǫ < 1 be a real numbers,
Suppose that
max
σ
{log(1) |jσ|} ≥ C1
1− ǫ log
∣∣NK/Q∆E/K∣∣ , (18)
where for each archimedean place σ, jσ denotes the j-invariant of E×σC/C,
then we have that for any rational point P of E/K,
• Either P is a torsion point of order
Ord(P ) ≤ 2412
⌈
23
ǫ
⌉2
d
1− ǫ log
(
d
1− ǫ
)
, (19)
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• or
hˆ(P ) ≥ (C1 − 1)(1− ǫ)
3
1536 ∗ 104d3 (log ( d
1−ǫ
))2 ⌈23
ǫ
⌉4 log ∣∣NK/Q∆E/K∣∣ , (20)
and simultaneously
hˆ(P ) ≥
(1− ǫ)3(C1 − 1)
1152 ∗ 104 ∗ d3 (log ( d
1−ǫ
))2
(1− ǫ+ dC1)
⌈
23
ǫ
⌉4hF (E/K). (21)
Proof 10 First we replace the point P by P˜ = [12]P, in such a way that
P˜ has good reduction for each place of additive or non-split multiplicative
reduction, according Ne´ron-Kodaira theorem.
Next choose positive integers N and n such that
N = 201
⌈
23
ǫ
⌉2 ⌊
d
1− ǫ log
(
d
1− ǫ
)⌋
≥
⌈
23
ǫ
⌉2
n+ 1
with
n =
⌈
200
d
1− ǫ log
(
d
1− ǫ
)⌉
.
Applying lemma 5 (slightly adapted) we see that either P˜ is a torsion
point which order ≤ N satisfies the mentioned inequality and therefore P has
order ≤ 12N or there exists 1 ≤ m1 < m2 < · · · < mn ≤ N distinct multiples
defined by P˜i = [mi]P˜ with P˜i 6= P˜j for i 6= j such that
1
n(n− 1)
∑
σ∈M∞K
∑
1≤i 6=j≤n
λˆσ(P˜i − P˜j) ≥ 1− ǫ
24
max
σ∈M∞K
{
log(1) |jσ|
}
.
Using moreover the fact that the non-archimedean local heights satisfy
∀ v ∈M0K , ∀ P ∈ E(K), λˆv([12]P ) ≥ −
1
24
Nv log(NK/Qv),
we deduce that,
1
n(n− 1)
∑
1≤i 6=j≤n
hˆ(P˜i − P˜j) ≥ ... (22)
1
24[K : Q]
(
(1− ǫ) max
σ∈M∞K
{
log(1) |jσ|
}
− log ∣∣NK/Q∆E/K∣∣) (23)
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.
which gives under the hypothesis 18,
1
n(n− 1)
∑
1≤i 6=j≤n
hˆ(P˜i − P˜j) ≥ C1 − 1
24[K : Q]
log
∣∣NK/Q∆E/K∣∣ .
We can now apply lemma 6 gives with P˜ = [12]P ,
hˆ(P ) ≥ n(n− 1)
72(n+ 1)2(N + 1)2
× C1 − 1
24[K : Q]
log
∣∣NK/Q∆E/K∣∣ . (24)
On the other hand the hypothesis 18 gives also
− log ∣∣NK/Q∆E/K∣∣ ≥ −(1 − ǫ)
C1
max
σ
{log(1) |jσ|},
so that,
1
n(n− 1)
∑
1≤i 6=j≤n
hˆ(P˜i − P˜j) ≥ (1− ǫ)(C1 − 1)
24dC1
max
σ
{log(1) |jσ|} (25)
Moreover the proposition 2 gives
log
∣∣NK/Q∆E/K∣∣ + 2π∑
σ
Im(τσ) ≥ 12[K : Q]hF (E/K) + 12[K : Q]C,
where C = 2.7572 is the constant of the referred proposition and with the
hypothesis 18 we obtain
log
∣∣NK/Q∆E/K∣∣+2π∑
σ
Im(τσ) ≤
(
1− ǫ
C1
+ [K : Q]
)
max
σ
{log(1) |jσ|}+6[K : Q],
so that (
1− ǫ
C1
+ [K : Q]
)
max
σ
{log(1) |jσ|} ≥ ... (26)
12[K : Q]hF (E/K) + 12C[k : Q]− 6[k : Q] ≥ 12[K : Q]hF (E/K), (27)
we get therefore with the equation 25,
1
n(n− 1)
∑
1≤i 6=j≤n
hˆ(P˜i − P˜j) ≥ (1− ǫ)(C1 − 1)
2(1− ǫ+ C1[K : Q])hF (E/K).
28
Applying lemma 6 and the remark which follows it with P˜ = [12]P we
get,
hˆ(P ) ≥ 2n(n− 1)
144(n+ 1)2(N + 1)2
(1− ǫ)(C1 − 1)
2(1− ǫ+ C1d) hF (E/K). (28)
Now, one can choose,
n =
⌈
200
d
1− ǫ log
(
d
1− ǫ
)⌉
and
N = n
⌈
23
ǫ
⌉2
+ 1
, which gives after some elementary manipulations,
n(n− 1)
(n+ 1)2(N + 1)2
≥ (1− ǫ)
2
16 ∗ 104 ∗ [K : Q]2 ∗ ⌈23
ǫ
⌉4 ∗ (log ( d
1−ǫ
))2 ,
which once included in equations 24 and 28 gives the result of the proposition.
3.3 Case of relatively big discriminants
In this section subsection we finally reduce the proof to a special case. It
is a situation where the discriminant is relatively big. Proposition 3 estab-
lishes the conjecture when the discriminant is big but not too big whereas
Proposition 4 consider our most important case (case 2.(b) of proposition 4).
After proposition 4 proven we will work with this special case through
the remaining of this document.
Lemma 8 Let E/K be an elliptic curve over a number field K, let C1 > 1
and 0 < ǫ < 1 be a real number then if
max
σ
{log(1) |jσ|} ≤ C1
1− ǫ log
∣∣NK/Q∆E/K∣∣ , (29)
, where as usual for each archimedean place σ, jσ is the j-invariant of E ×σ
C/C,then
hF (E/K) ≤ 1
12d
(
1 +
C1d
1− ǫ
)
log
∣∣NK/Q∆E/K∣∣ (30)
Proof 11 The inequality 30 is a direct consequence of the hypothesis 29 ap-
plied to the inequality 3 using lemma 7.
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Definition 6 We define the integer NE associated to E/K by:
NE = lcm
Nv | ∆E/K = ∏
v|∆E/K
p
Nv
v
 (31)
We then have an easy comparison:
Lemma 9
NE ≤
(|NK/Q∆E/K |)1/e log(2) ≤ (|NK/Q∆E/K |)0.54 .
Proof 12 Proof given in the appendix.
Proposition 3 (Second Reduction, case of relatively small discriminants)
Let E/K be an elliptic curve over a number field K, let C1 > 1 and 0 < ǫ < 1
be real numbers suppose that
max
σ∈M∞K
{
log(1) |jσ|
}
≤ C1
1− ǫ log
∣∣NK/Q∆E/K∣∣ ,
where, as usual, jσ denotes the j-invariant of the elliptic curve E ×σ C/C,
and suppose moreover that for some constant C0(d) depending only on the
degree d of the number field K such that,
|NK/Q∆E/K | ≤ C0(d). (32)
Then,
• either P is a torsion point of order
Ord(P ) ≤ 2412d
⌈
23
ǫ
⌉2
1− ǫ log
(
d
1− ǫ
)
C0(d)
0.54, (33)
• or P is of infinite order and
hˆ(P )
≥
(1− ǫ)2
4068 ∗ 104C0(d)1.08d2 ∗
(
log
(
d
1−ǫ
))2 ⌈23
ǫ
⌉4 log ∣∣NK/Q∆E/K∣∣ (34)
with simultaneously,
30
hˆ(P )
≥
(1− ǫ)3
339 ∗ 104 ∗ C0(d)1.08(1− ǫ+ dC1)d ∗
(
log
(
d
1−ǫ
))2 ⌈23
ǫ
⌉4hF (E/K),
(35)
Proof 13 In the situation of the proposition, applying Kodaira-Ne´ron theo-
rem we obtain that for all K−rational point P of E, of corresponding integral
section on the Ne´ron model , P : Spec OK → N , the section [12NE ]P and
so any multiple of [12NE]P meets only the neutral fibers of N , which means
that it has good reduction at all non-archimedean places.
Let now define Next choose positive integers N and n such that
N = n
⌈
23
ǫ
⌉2
+ 1,
and
n =
⌈
200
d
1− ǫ log
(
d
1− ǫ
)⌉
.
Applying the lemma 5 (slightly adapted), to multiples of [12NE]P , we
obtain directly that
• either P is a torsion point of order
Ord(P ) ≤ 12NNE ≤ 201 ∗ 12
d
⌈
23
ǫ
⌉2
1− ǫ log
(
d
1− ǫ
)
C0(d)
0.54,
• or we obtain n multiples of P , denoted Pi = [12NEmi]P with mi ≤ N
for 1 ≤ i ≤ n,
1
n(n− 1)
∑
1≤i 6=j≤n
∑
σ∈M∞K
λˆσ(Pi − Pj) ≥ 0.
From those two last facts and the theorem 2 we deduce that
1
n(n− 1)
∑
1≤i 6=j≤n
hˆ(Pi − Pj) ≥ 1
12d
log
∣∣NK/Q∆E/K∣∣ .
From this we deduce with lemma 6 that
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hˆ([12NE]P ) ≥ 2n(n− 1)
12(n+ 1)2(N + 1)2
log
∣∣NK/Q∆E/K∣∣ .
and so
hˆ(P ) ≥ 2n(n− 1)
12 ∗ 122(n+ 1)2(N + 1)2N2E
log
∣∣NK/Q∆E/K∣∣ .
finally, from the hypothesis and the lemma 9, we have
NE ≤ C0(d)0.54,
and from the definition of n and of N and elementary manipulations,
n(n− 1)
(n + 1)2(N + 12)
≥ (1− ǫ)
2
16 ∗ 104 ∗ d2 ∗ (log ( d
1−ǫ
))2 ⌈23
ǫ
⌉4 .
Therefore
hˆ(P )
≥
(1− ǫ)2
4068 ∗ 104C0(d)1.08d2 ∗
(
log
(
d
1−ǫ
))2 ⌈23
ǫ
⌉4 log ∣∣NK/Q∆E/K∣∣
and simultaneously, using the comparison of lemma 8 that is valid in our
case,
hˆ(P )
≥
(1− ǫ)3
339 ∗ 104 ∗ C0(d)1.08(1− ǫ+ dC1)d ∗
(
log
(
d
1−ǫ
))2 ⌈23
ǫ
⌉4hF (E/K),
which concludes the proof.
Definition 7 Let us consider an elliptic curve E/K over a number field K
and let v ∈M0,smK be a place of split-multiplicative reduction.
First we know, as the reduction is split-multiplicative, that E(Kv) ∼=
K∗v/q
Z
v then for any rational point P ∈ E(K) we define ordv(P ) := ordv(tP,v)
where tP,v is a representative of P in the disc defined by |qv|v ≤ |t|v < 1.
With this, for any K-rational point P of E/K we define the following
sets:
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S(P ) =
{
v place ofK | v ∈M0,smK and
1
6
≤ ordv(P )
Nv
≤ 5
6
}
,
and
S˜(P ) =
{
v place ofK | v ∈M0,smK and
1
3
≤ ordv(P )
Nv
≤ 2
3
}
.
With those definitions we have the following lemma
Lemma 10 Let E/K be an elliptic curve over the number field K, then for
any K−rational point P ,
S(P ) = S˜(P )
∐
S˜([2]P ) (disjoint union).
Proof 14 We know by definition that S˜(P ) ⊂ S(P ).
On the other hand if v ∈ S(P ) \ S˜(P ), then
• either
1
6
≤ ordv(P )
Nv
≤ 1
3
,
• or
2
3
≤ ordv(P )
Nv
≤ 5
6
,
with the relation ordv([2]P ) = 2ordv(P )modNv this gives that in such a case
v ∈ S˜([2]P ).
On the other hand the preceding relation also shows that, S˜([2]P ) ⊂ S(P )
which concludes, this is clear for all the place v such that Nv 6= 2 and for
Nv = 2 we notice that v ∈ S(P ) if and only if v ∈ S˜(P ).
Lemma 11 (Combinatorial Lemma) Let (rv)v∈S be a sequence of non-negative
real numbers indexed by a set S. Let Si, 1 ≤ i ≤ n be subsets of S and let l
be a positive real number such that
∀1 ≤ i ≤ n,
∑
v∈Si
rv ≥ 1
l
∑
v∈S
rv.
Under the assumption that there exists an integer Z such that n ≥ l(Z+1),
there exists distinct integers i0, i1, . . . , iZ such that:
∀ 1 ≤ j ≤ Z,
∑
Si0∩Sij
rv ≥ 2
l2(l + 1)
∑
v∈S
rv.
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Proof 15 Proof given in the appendix
Proposition 4 Let E/K be an elliptic curve over a number field K. Let
C1 > 1 and 0 < ǫ < 1 be real numbers and let N, n and Z be positive integers
such that,
n ≥ 200 d
1− ǫ log
(
d
1− ǫ
)
,
N ≥ n
⌈
23
ǫ
⌉2
+ 1,
n ≥ 2880(Z + 1).
Suppose that
max
σ∈M∞K
{
log(1) |jσ|
}
≤ C1
1− ǫ log
∣∣NK/Q∆E/K∣∣ ,
where the jσ are defined as usual.
Then
1. Either P is a torsion point of order,
Ord(P ) ≤ 12N,
2. Either P is of infinite order and then
(a) either
hˆ(P ) ≥ n(n− 1)
31104d(n+ 1)2(N + 1)2
log
∣∣NK/Q∆E/K∣∣ , (36)
with simultaneously,
hˆ(P ) ≥ n(n− 1)(1− ǫ)
5184(n+ 1)2(N + 1)2(1 + dC1)
hF (E/K)
(b) Or there exists Z + 1 distinct multiples Pk = [mk]P with
∀ 0 ≤ k ≤ Z, −24(N − 1) ≤ mk ≤ 24(N − 1),
such that
∀ 0 ≤ k ≤ Z,
∑
v∈S˜(P0)∩S˜(Pk)
Nv log
(
NK/Qv
) ≥ 1
550
log
∣∣NK/Q∆E/K∣∣ .
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Proof 16 First we apply lemma 5 (slightly adapted) to the point P˜ = [12]P ,
which gives for N and n as in the settings, that either P˜ is a torsion point
of order less or equal to N and so either
Ord(P ) ≤ 12N,
or P is of infinite order and then there are distinct multiples P˜k =
[12mk]P with 1 ≤ m1 < m2 < · · · < mn ≤ n such that
1
n(n− 1)
∑
1≤i 6=j≤n
∑
σ∈M∞K
λˆσ(P˜i − P˜j) ≥ 0. (37)
Now we define P n−m(E/K) the set of good, additive or non-split multi-
plicative reduction of E/K and for a point P we define Sc(P ) the complement
of S(P ) defined previously in the set of places of split multiplicative reduction
of E/K and
δn−m =
∑
v∈Pn−m(E/K)
Nv log(NK/Qv)
δS(P ) =
∑
v∈S(P )
Nv log(NK/Qv)
δS
c
(P ) =
∑
v∈Sc(P )
Nv log(NK/Qv).
(38)
We have from the theorem 2 giving the local heights, from the relation 37
above and for the possible values of the polynomial B2,
1
n(n−1)
∑
1≤i 6=j≤n
hˆ(P˜i − P˜j)
≥
1
72dn(n−1)
∑
1≤i 6=j≤n
(
6δn−m + δS
c
(P˜i − P˜j)− 3δS(P˜i − P˜j)
)
.
Now, as for any point K−rational point P ,
log
∣∣NK/Q∆E/K∣∣ = δn−m + δSc(P ) + δS(P ),
we deduce that
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1
n(n−1)
∑
1≤i 6=j≤n
hˆ(P˜i − P˜j)
≥
1
72dn(n−1)
∑
1≤i 6=j≤n
(
log
∣∣NK/Q∆E/K∣∣+ 5δn−m − 4δS(P˜i − P˜j))
≥
1
72d
(
log
∣∣NK/Q∆E/K∣∣− 4 1n(n−1) ∑
1≤i 6=j≤n
δS(P˜i − P˜j)
)
.
(39)
Let us now define1
A = Card
{
(i, j) | δS(P˜i − P˜j) ≥ 1
5
log
∣∣NK/Q∆E/K∣∣} ,
and
φ = Card(A),
then we deduce from the inequality 39 and the fact that δS(P˜i − P˜j) ≤
1
5
log
∣∣NK/Q∆E/K∣∣ for (i, j) /∈ A that
1
n(n−1)
∑
1≤i 6=j≤n
hˆ(P˜i − P˜j) ≥
1
72d
(
log
∣∣NK/Q∆E/K∣∣− 4(n(n−1)−φ)5n(n−1) − 4n(n−1) ∑
(i,j)∈A
δS(P˜i − P˜j)
)
.
Now we have the following disjunction2
1. Case I
Either(
log
∣∣NK/Q∆E/K∣∣− 4(n(n−1)−φ)5n(n−1) log ∣∣NK/Q∆E/K∣∣− 4n(n−1) ∑
(i,j)∈A
δS(P˜i − P˜j)
)
≥
1
6
log
∣∣NK/Q∆E/K∣∣
,
1Remark: the value 1
5
in the definition of A is chosen so that 5 is the smallest integer
for which the construction works
2Remark: The value 1
6
in the disjunction is chosen so that 6 is the smallest integer for
which the construction works
36
2. Case II
or
(
log
∣∣NK/Q∆E/K∣∣− 4(n(n−1)−φ)5n(n−1) log ∣∣NK/Q∆E/K∣∣− 4n(n−1) ∑
(i,j)∈A
δS(P˜i − P˜j)
)
≤
1
6
log
∣∣NK/Q∆E/K∣∣
Treatment of Case I
In the case I, we have that
1
n(n− 1)
∑
1≤i 6=j≤n
hˆ(P˜i − P˜j) ≥ 1
6 ∗ 72 ∗ d log
∣∣NK/Q∆E/K∣∣ .
Now, as P˜i = [12mi]P with 1 ≤ mi ≤ N and 1 ≤ i ≤ n we can apply the
lemma 6 which gives
hˆ(P ) ≥ n(n− 1)
144 ∗ 6 ∗ 72d(n+ 1)2(N + 1)2 log
∣∣NK/Q∆E/K∣∣ .
With the lemma 8, which is valid in this case, this gives simultaneously
that
hˆ(P ) ≥ n(n− 1)(1− ǫ)
5184(1 + dC1)(n+ 12)(N + 1)2
hF (E/K).
Treatment of case II:
The inequality of case II can be rewritten as
1
30
log
∣∣NK/Q∆E/K∣∣ ≤ 4φ
5n(n− 1) log
∣∣NK/Q∆E/K∣∣+ 4
n(n− 1)
∑
(i,j)∈A
δS(P˜i−P˜j),
now, as for each (i, j) ∈ A, δS(P˜i − P˜j) ≤ log
∣∣NK/Q∆E/K∣∣ we get:
1
30
log
∣∣NK/Q∆E/K∣∣ ≤ 4φ
5n(n− 1) log
∣∣NK/Q∆E/K∣∣+ 4φ
n(n− 1) log
∣∣NK/Q∆E/K∣∣ ,
hence,
φ ≥ n(n− 1)
144
.
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As fixing i we have in this case (n− 1) distinct points P˜i− P˜j by varying
1 ≤ j ≤ n and j 6= i we deduce from a pigeon hole principle that the relation
given on φ, there exists a integer n¯,
n¯ ≥ n− 1
144
,
of distinct multiples P¯k = [12nk]P with 1−N ≤ nk ≤ N − 1 such that
∀1 ≤ k ≤ n¯,
∑
v∈S(P¯k)
Nv log(NK/Qv) ≥ 1
5
.
for each 1 ≤ k ≤ n¯ this gives using lemma 10,
either ∑
v∈S˜(P¯k)
Nv log(NK/Qv) ≥ 1
10
,
or ∑
v∈S˜([2]P¯k)
Nv log(NK/Qv) ≥ 1
10
,
Now by applying3 the combinatorial lemma (11) to this last situation we
obtain that in this case there exists for n¯ ≥ 10(Z + 1), which is the case for
n > 144 ∗ 10(Z + 1) ∗ 2 = 2880(Z + 1), a sequence of Z + 1 distinct points
P0 = [m¯0]P, P1 = [m¯1]P, . . . , PZ = [m¯Z ]P with with
∀ 0 ≤ k ≤ Z, −2 ∗ 12(N − 1) ≤ m¯k ≤ 2 ∗ 12(N − 1),
such that
∀ 0 ≤ k ≤ Z,
∑
v∈S˜(P0)∩S˜(Pk)
Nv log
(
NK/Qv
) ≥ 1
550
log
∣∣NK/Q∆E/K∣∣ .
which concludes the proof.
Remark 7 This last proposition tells us that in the case 2.(b) and for the
points and local heights that is interesting to us, the contribution to the height
is relatively big with respect to the discriminant.
3Here we have to be careful that we could have for some i 6= j, P¯i = [2]P¯j .
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4 Summary of the Reductions
The following theorem is just a summary of the results of the preceding
section.
Theorem 5 Let E/K be an elliptic curve over a number field K of degree
d. We denote by ∆E/K its minimal discriminant ideal and by NK/Q∆E/K its
norm over Q. We denote by hF (E/K) the Faltings height of E/K.
We choose ǫ ∈]0, 1[ and C1 > 1. We remind that for P a rational point
of E/K we denoted by:
S˜(P ) =
{
v ∈M0,smK |
1
3
≤ ordv(P )
Nv
≤ 2
3
}
,
where ordv(P ) = ordv(tP,v) for a representative tP,v of P in the isomorphism
E(Kv) ∼= K∗v/qZv such that |qv| ≤ |tP,v| < 1.
For σ ∈M∞K we denote jσ the j-invariant of E ×σ C/C.
• Either
max
σ∈M∞K
{
log(1) |jσ|
}
≥ C1
1− ǫ log |NK/Q∆E/K |,
then
– if P is a torsion rational point, its order satisfies:
Ord(P ) ≤ 2412
⌈
23
ǫ
⌉2
d
1− ǫ log
(
d
1− ǫ
)
.
– if P is of infinite order,
hˆ(P ) ≥ (C1 − 1)(1− ǫ)
3
1536 ∗ 104d3 (log ( d
1−ǫ
))2 ⌈23
ǫ
⌉4 log |NK/Q∆E/K |,
and simultaneously:
hˆ(P ) ≥ (C1 − 1)(1− ǫ)
3
1152 ∗ 104d3 (log ( d
1−ǫ
))2
(1− ǫ+ dC1)
⌈
23
ǫ
⌉4hF (E/K).
• Either
max
σ∈M∞K
{
log(1) |jσ|
}
≤ C1
1− ǫ log |NK/Q∆E/K |,
then:
hF (E/K) ≤ 1
12d
(
1 +
C1d
1− ǫ
)
log |NK/Q∆E/K |.
Moreover:
39
1. Either there exists some constant C0(d) depending only on d, such
that:
|NK/Q∆E/K | ≤ C0(d).
Then:
– If P is a torsion point,
Ord(P ) ≤ 2412d
⌈
23
ǫ
⌉2
1− ǫ log
(
d
1− ǫ
)
C0(d)
0.54.
– If P is of infinite order:
hˆ(P ) ≥ (1− ǫ)
2
4068 ∗ 104C0(d)1.08d2
(
log
(
d
1−ǫ
))2 ⌈23
ǫ
⌉4 log |NK/Q∆E/K |,
and simultaneously:
hˆ(P ) ≥ (1− ǫ)
3
339 ∗ 104C0(d)1.08d
(
log
(
d
1−ǫ
))2
(1− ǫ+ dC1)
⌈
23
ǫ
⌉4hF (E/K).
2. or there exists a constant C0(d) depending only on d, such that
|NK/Q∆E/K | ≥ C0(d).
Then we can choose any positive integers Z, n and N such that:
n ≥ 200 d
1− ǫ
(
d
1− ǫ
)
n ≥ 2880(Z + 1)
N ≥ n
⌈
23
ǫ
⌉2
+ 1
then:
– If P is of finite order and:
Ord(P ) ≤ 12N.
– If P is of infinite order and then
∗ Either
hˆ(P ) ≥ n(n− 1)
31104d(n+ 1)2(N + 1)2
log |NK/Q∆E/K |,
and simultaneously:
hˆ(P ) ≥ n(n− 1)(1− ǫ)
5184(n+ 1)2(N + 1)2(1 + dC1)
hF (E/K).
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∗ or, finally, there exist Z+1 distinct integer multiples Pk =
[mk]P , k = 0, . . . , Z with:
−24(N − 1) ≤ mk ≤ 24(N − 1),
such that:∑
v∈S˜(P0)∩S˜(Pk)
Nv log(NK/Qv) ≥ 1
550
log |NK/Q∆E/K |
5 Transcendence construction for the proof
of the semi-stable case with the slope method
This chapter has main goal to state the Slope Inequality that we will use.
The Slope Inequality is in general a quite adaptable inequality that depends
on some geometric objects (sections, infinitesimal neighborhood, module of
sections, evaluation of sections).
for this purpose we remind some differential algebraic geometry in section
5.1.
In section 5.2 we state the objects and their context to be used in the
Slope Inequality of section 5.2.2. It is this final inequality endowed with the
presented structures that we will use for our proof in chapter 6, 7 and 8.
Especially this is that inequality that allow us to tackle the last case of the
theorem of chapter 4.
The Slope Inequality and the underlying structures, the Slope Method,
were already presented in a quite general context by Jean-Benoˆıt Bost in
[3, 5] as a geometric version of Baker’s Method. As such almost everything
in this chapter was already present in the literature, the only difference is
that we adapt it to our context.
The Slope Method by itself is a general framework that can be adapted
in various contexts in order that the Slope Inequality holds.
In our case we are interested in an abelian variety of the form A = E×KE
where E/K is a semi-stable elliptic curve over K. Saying that this elliptic
curve is semi-stable means concretely that all non-archimedean places of bad
reduction are places of multiplicative reduction (split or not). We indeed
know from classical results that any elliptic curve becomes semi-stable after
a controlled finite extension of the ground field and this will give us the
result in full generality in the last section of this paper after we first proved
a semi-stable version.
The reason, not obvious, why we have to consider a construction on E×K
E and not simply on E/K is made more precise at the end of chapter 8,
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remark 15. Said crudely our construction doesn’t apply directly on only
one elliptic curve and already other constructions where known to work on
the square, as for example the use of the ”plongement e´tire´” which has now
become a classic among elliptic curve Diophantine constructions. Professor
Jean-Benoˆıt Bost made me a quite clear heuristic remark that one ”sees”
more of an elliptic curve over its square than working over a single elliptic
curve.
5.1 Reminder
In this section we mainly remind some differential algebraic geometry that
are at the heart of the Slope Method construction
For σ : K →֒ C an embedding representing some archimedean place of
K, the set of complex points of A with respect to σ, Aσ(C), is a complex
Lie group. Denoting by tA the tangent space above the origin of A/K and
tAσ = TA ⊗σ C its complex counterpart we are provided with a natural
morphism of complex analytic groups:
expAσ : tAσ → Aσ(C).
The first Chern class c1(L) of a line bundle L over A, is represented, when
tensorized by σ, in the De Rham cohomology by a unique element which is
translation invariant. This elements thus identifies with a positive element
of
∧1,1 tˇAσ which thus defines an hermitian form ‖ · ‖Lσ on tAσ called the
Riemann form of Lσ.
In our situation, E/K, is a semis-stable elliptic curve over a number field
K of degree d, over which we consider the line bundle:
L = OE(OE).
The line bundle we consider on A = E ×K E is a line bundle of the
form LD1,D2 = p∗1L
D1 ⊗ p∗2LD2 and we then consider over its Ne´ron Model
N ′ = N ×OK N the hermitian cubist line bundle L(D1,D2) = p∗1LD1 ⊗ p∗2LD2
for suitable D1 and D2 where L(D.) is the hemitian cubist line bundle intro-
duced in definition 2 of section 2.3. We then know the degree inequality of
corollary 1 section 2.4 and we know by the work of Moret-Bailly [16] that
the Arakelovian height associated to L is the Ne´ron-Tate height.
According to the book of Mark Hindry and Joseph Silverman [15], the
part about the Riemann forms and the theta functions, the Riemann form
associated to OE(OE)⊗σ C is given by the following hermitian form:
Hσ(z1, z2) =
z1z¯2
Im τσ
,
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where τσ is the element of the usual fundamental domain of the Poincare´
upper-half plane,
{
τ ∈ C | |τ | ≥ 1, Re(τ) ≥ 1
2
}
, representing Eσ in the iso-
morphism E ×σ C ∼= C/(Z+ τσZ).
As the dimension of A/K is 2, we can consider some non-trivial sub-
spaces, W , of tA and thus we can define some infinitesimal neighborhoods at
some orders along W .
More precisely we have some equivalent definitions in the smooth cases
for those infinitesimal neighborhoods.
Definition 8 (Infinitesimal Neighborhoods (General Definition))
Les X be a scheme of structural sheaf OX and Xtop the associated topo-
logical space.
Let j : Y → X a closed immersion and IY the ideal sheaf defining Y.
We denote by InY the n-th power of this ideal sheaf.
The infinitesimal neighborhood at the order n of Y is then defined as the
scheme whose underlying topological space is Y top and whose structural sheaf
is j−1OY,n where OY,n is the cokernel of the natural embedding InY →֒ OX .
The next definition is a general definition of infinitesimal neighborhoods
in the context of Abelian Varieties. It is contained in the book [17] from
David Mumford.
Definition 9 (Infinitesimal neighborhoods I) Let A/K be an abelian variety
over a number field K and let P ∈ A(K), n ≥ 0 an integer, W a sub-vector
space of tA of dimension e and (X1, . . . , Xe) a free family of invariant vector
fields of A and of which the value at OA is in W .
The infinitesimal neighborhood at the order n and in the direction W of
P , denoted V (P,W, n) is defined as the closed sub-scheme of A, of support
P and whose ideal sheaf is defined as:
IV (P,W,n)
={
f ∈ OP | ∀ (j1, . . . , je) ∈ Ne, j1 + · · ·+ je ≤ n =⇒ Xj11 . . .Xjee f(P ) = 0
}
.
The next definition is an equivalent definition that one can find in the
work of Viada [22, 21]. It is somehow the geometric construction that un-
derlies in the previous definition.
Definition 10 (Infinitesimal Neighborhoods II) Let A/K be an abelian va-
riety over a number field K and P ∈ A(K), we moreover consider a tangent
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sub-space W of the tangent space at P , tA,P . The infinitesimal neighborhood
of order 0 of P is defined as being the point P itself.
Now we consider the ideal sheaf of definition, IOA, of the neutral element
of A.
As A is smooth we get an isomorphism OA/I2OA ∼= K⊗IOA/I2OA = K+tˇA,
therefore the embedding W →֒ tA,P induces an embedding OA/I2P →֒ K ⊗ Wˇ
and thus a closed embedding of schemes:
V (OA,W, 1) →֒ A,
called the infinitesimal neighborhood at the order 1 in the direction W of OA.
The infinitesimal neighborhood at the order n in the direction W of OA
is then defined as the schematic image of V (OA,W, 1) × · · · × V (0A,W, 1)
(n-times) by the addition +n : A× · · ·×A→ A and is denoted V (OA,W, n).
The infinitesimal neighborhood at the order n, in the direction W , of P ,
denoted V (P,W, n) is then defined as the translation of V (OA,W, n) by the
morphism of translation by P
For our construction, we will work on a integral model A/Spec OK of an
abelian variety A/K, in our case it will be the Ne´ron model N /Spec O of
E/K or N ′ = N ×OK N of E ×K E.
Definition 11 (Integral infinitesimal neighborhood) According to the pre-
ceding, it is then natural to defined the integral neighborhood of a point
P ∈ A(K), at order n and in a direction W , as the schematic closure in
A of V (P,W, n). We denote it:
V(P,W, n).
Remark 8 • In the case where the sub-space of the tangent space is the
total tangent space of an abelian variety, we can see that the three last
definitions are equivalent(smooth case).
• Moreover taking the schematic closure commutes with the formation of
infinitesimal neighborhoods. In the case where A = N and A = E,
there is only one possible direction, we thus denote the infinitesimal
neighborhoods of a point P by V (P, n) and its integral part as V(P, n).
The previous remark thus shows that the ideal sheaf of definition of
V(P, n) is
IV(P,n) = (IP)n+1,
where IP is the ideal sheaf defining the section P extending P in N .
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Remark 9 (jets)
For function f ∈ Cn(R,R), i.e. for functions from R to R that are n-
times differentiable on R and for a ∈ R, the ideal of functions that are zero
at a, is given by:
Ia = (x− a)Cn(R,R),
Therefore
Ina = (x− a)(n+1)Cn(R,R),
and V(a, n) = Cn(RR)/Ina .
Therefore,
f|V(a,n) =
n∑
k=0
f (k)(a)
k!
(x− a)k.
Hence, f|V(a,n) correspond to the n-th part of the development of Taylor
of f, also known as the n-th jet of f at a.
We keep this analogy for some s ∈ H0(A,L) and for a neighborhood
V (P,W, T ) ou V(P,W, T ), the restriction to such neighborhood being called
the (T -th)”jet” (at P in the direction W ).
We will need to introduce ”integral tangent spaces” corresponding to
tangent spaces of group scheme over Spec OK this is what does the following
definition:
Definition 12 Let G/Spec OK be a group scheme over Spec OK , we denote
by ΩG/Spec OK the sheaf of differential 1-forms of G relatively to Spec OK, we
then define the following OK-module:
tG = (ǫ
∗ΩG/Spec OK)
ˇ,
obtained by taking the dual of the pull-back of ΩG/Spec OK by the neutral section
og G.
tG is an OK-lattice in the tangent space at the origin tG of the generic
fiber G = G×K.
If one considers a sub-vector space W of tG it is then natural to consider
the integral sub-vector space:
W = tG ∩W.
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5.2 Our version of the slope method
In this section, we define the structure underlying our adapted version of
the Slope Inequality we use in chapter 6, 7 and 8 for the proof of Lang’s
conjecture in the last case of the theorem of chapter 4. Section 5.2 reminds
the objects with which we are going to work (sections, modules of sections,
neighborhood, evaluation of sections, filtration of modules of sections.).
Once we got our objects of study, section 5.2.1 introduce metrics and
norms on those objects.
Finally, after all those definitions and constructions, section 5.2.2 state
the corresponding (slope) inequality of interest for us.
For our construction we consider the following abelian variety:
A = E ×K E
where E/K, is an elliptic curve with semi-stable reduction over a number
field K, N /Spec OK is the Ne´ron Model of E/K and we consider the Ne´ron
Model
N ′ = N ×OK N
of A/K over SpecOK and its structural morphism
π : N ′ = N ×OK N → SpecOK .
We now consider the line bundle,
L := OE(OE), (40)
which is ample and symmetric over E.
For,
NE = lcm
{
Nv | ∆E/K =
∏
v
pNvv
}
,
we consider an integer D such that 4NE divides D then the hermitian cubist
extension of LD to N , that we denote L(D) and which is which is a totally
symmetric hermitian cubist line bundle over N after the lemma 2 section
2.4.
We denote by p1 and p2 the projections of E
′ = E ×K E or of N ′ =
N ×OK N over their first and second factors respectively.
For 4NE |D, we then consider the ample symmetric line bundle
LD,D = p∗1L
⊗D ⊗ p∗2L⊗D (41)
and its totally symmetric cubist hermitian extension
L(D,D) = p∗1L(D) ⊗ p∗2L(D) (42)
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endowed with the metrics obtained by by the pullbacks and tensorial product
of those of L.
In this section, the points P ′0, P
′
1, P
′
2, . . . , P
′
Z of E×K E are generic points
that we will specialize later following the preceding reductions of the section
4, and we will work with the integral infinitesimal neighborhoods in N ′ =
N ×N following a direction W of the tangent space to E ′ = E ×K E that
we denote at order i and for the k-th point: V(P ′k,W, i).
We are now going to construct a filtration along the evaluations of global
section of L(D,D) on those neighborhoods.
For this purpose we consider the construction originally due to Jean-
Benoit Bost in [3] but modify it a little bit: we define a filtration in ”two
directions”, which for us means that we filtrate both with respect to the
order of derivation but also point by point. This construction is almost the
same but is more precise.
First we define the modules and the filtration then we will define metrics
on those modules at each place.
H is the OK-module of sections :
H = H0(N ×N ,L(D,D)) = π∗L(D,D),
The OK-module F is obtained by restricting the line bundle over the
integral infinitesimal neighborhoods P ′k in the following way:
F = π∗
(
L(D,D)|V(P ′0,W,T0)
) Z⊕
λ=1
π∗
(
L(D,D)|V(P ′λ,W,T1)
)
= H0
(
V(P ′0,W, T0),L(D,D)|V(P ′0,W,T0)
) Z⊕
λ=1
H0
(
V(P ′λ,W, T1),L(D,D)|V(P ′λ,W,T1)
) ,
T0 and T1 being positive integers and the notation L(D,D)|V(...) signifying L(D,D)⊗N ′
OV(...), where OV(...) is the bundle of functions of the corresponding neighbor-
hood considered as a scheme, in particular:
OV(...) = ON
/
IV(...),
where IV(...) is the corresponding ideal of definition.
The evaluation morphism is
Φ : H → F ,
which is obtained by restricting the sections on the various neighborhoods.
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We now define the filtration with which we are going to work, first we
define,
kmax := T0 + 1 + Z(T1 + 1). (43)
Definition 13 (Filtration) We define
F0 := {0},
then, for k = 0, . . . , T0,
Fk+1 = H0
(
V(P ′0,W, k),L(D,D)|V(P ′0,W,k)
)
,
and then k = T0+1+(λ−1)T1+λ+ l with λ = 1, . . . , Z and l = 0 . . . , T1
Fk+1
=
H0
(
V(P ′k,W, T0),L(D,D)|V(P ′k,W,T0)
)
...
...
λ−1⊕
j=1
H0
(
V(P ′j ,W, T1),L(D,D)|V(P ′j,W,T1)
)
...
...
⊕
H0
(
V(P ′λ,W, l),L(D,D)|V(P ′λ,W,l)
)
continuing this way until
Fkmax+1 = F ,
Remark 10 Remark that in the preceding filtration, λ corresponds to the
λ-th point of filtration and l, to the l-th infinitesimal order.
We can now introduce the following onto morphisms, obtained by restric-
tion,
For k ∈ {0, . . . , kmax},
pk : Fk+1 → Fk (44)
as well as their iterated
For k ∈ {0, . . . , kmax},
qk := pk ◦ · · · ◦ pkmax : F → Fk (45)
and qkmax+1 = IdF .
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The filtration is then defined by the following modules
Fk := ker qk = ker (F → Fk) ,
Fkmax+1 = {0} ⊂ Fkmax ⊂ · · · ⊂ F0 = F .
Of essential interest for us there are the sub-quotients:
Gk = ker(pk) ∼= Fk+1/Fk ∼= Fk/Fk+1,
and we define as well:
Φk = qk ◦ Φ
Hk = Φ−1(Fk) = Φ−1(ker(qk)) = Φ−1(ker(F → Fk))
We can remark that if we define the schemes
V0 := {0},
for, k = 0, . . . , T0,:
Vk+1 = V(P ′0,W, k),
and for k = T0 + 1 + (λ− 1)T1 + λ+ l with λ = 1, . . . , Z and l = 0, . . . , T1
Vk+1 = V(P ′0,W, T0)
λ−1⋃
j=1
V(P ′j ,W, T1)
⋃
V(P ′λ,W, l),
then
Hk = {s ∈ H|s|Vk = 0} .
We have then for the domains of the applications Φk:
Φk : Hk → Gk.
and we have also
Gk ∼= ker (Fk+1 −→ Fk) (46)
said differently, if s ∈ Hk,
Φk(s) =
{
s|V(P ′0,W,k), for k = 0, . . . , T0;
s|V(P ′λ,W,l), for k = T0 + 1 + (λ− 1)T1 + λ+ l comme ci-dessus.
(47)
Moreover, as Gk ∼= Fk+1/Fk we have the following identifications:
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1. For k = 1, . . . , T0,
Gk ∼= H0
(
V(P ′0,W, k),L(D,D)|V(P ′0,W,k)
)/
H0
(
V(P ′0,W, k − 1),L(D,D)|V(P ′0,W,k−1)
)
,
2. For k = T0 + 1 + (λ− 1)T1 + λ+ l with λ = 1, . . . , Z et l = 0, . . . , T1,
• For l = 0
Gk ∼= H0
(
V(P ′λ,W, 0),L(D,D)|V(P ′λ,W,0)
)
,
• or
Gk ∼= H0
(
V(P ′λ,W, l),L(D,D)|V(P ′λ,W,l)
)/
H0
(
V(P ′λ,W, l − 1),L(D,D)|V(P ′λ,W,l−1)
)
,
Gk = ker(pk) ∼= Fk+1/Fk ∼= Fk/Fk+1,
Remark 11 The Slope Method is modeled on Baker’s method that makes
intensive use of differentiation and Schwartz-like lemma. We see this in the
previous construction, for example the module Gk ∼= ker(Fk+1 → F) consists
of sections for which the restriction to the neighborhood is not only the jet
described in the remark 9 but correspond directly to the n-th derivative of the
section the other terms in the jet cancel.
This is precisely the case were it makes sense to speak of derivative of
sections even if a connection is not given.
We now have to endow this various modules with norms at the various
places of K.
5.2.1 Norms
Remark 12 All the metrics we consider in this text are usual metrics, more
precisely this are the same metrics than the ones used by Jean-Benot Bost
in the original paper [3], which construction is made precise in [22] and in
[10]. It is the same for the norms, either archimedean or non-archimedean,
with which we endow the various spaces we are working with. From this
point of view, all what is about the metrics and the norms in this paper is in
[3, 22, 10, 21, 11]. In [22] the explicit construction of the metrics and norms
are in the chapters 1 and 2, in [10] it is in the annexes B and C.
• The archimedean Norms (Algebraic Norms)
Here, σ ∈ M∞K is an archimedean place. First we can notice that we
already now two kinds of norms, the ones coming from the hermitian
cubist line bundle L(D) as well as the associated hermitian forms on
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tAσ coming from c1(L
D
σ ). This is actually all what is basically needed
in order to provide archimedean norms on our various modules.
First on the elements of the module,
H = H0(N ×OK N ,L(D,D)).
The metric on Lσ allows by tensor product to define a metric on
L(D,D) ×σ C = LD,Dσ . We denote this metric by ‖ · ‖σ. Now given
the Haar measure on Aσ, we can define an L
2-norm on Hσ := H⊗σ C
by:
‖s‖σ =
√∫
Aσ(C)
‖s(x)‖2σdµσ.
This norm defines a norm on the elements of the sub-spaces Hk ⊗σ C
of Hσ.
Now we have to endow the modules Gk with an hermitian structure.
They identify with ker pk therefore, as the points that we consider are
smooth over N ′ = N ×N we have the following embedding, which is
explicit in the Thesis of Evelina Viada-Aehle [22] (chapters 4 et 5) and
of E´ric Gaudron [10] as well as in their papers [21] et [11],
Gk →֒ P∗0L(D,D) ⊗ SymkWˇ; for k = 0 . . . , T0
Gk →֒ P∗λL(D,D) ⊗ SymlWˇ , for k = T0 + 1 + (λ− 1)T1 + λ+ l,
(48)
of which the cokernel is killed by l! (respectively k!), where W denotes,
the OK−module obtained as the integral extension of the subspace of
tE×E ∼= tE⊕tE with respect to which we are doing the derivations: W =
tN ′ ∩W which we endow naturally with the structure of an hermitian
line bundle W¯ thanks to the Riemann forms of L(D,D)σ = LD,Dσ .
We can then endow the right member of 48 with an hermitian structure
by taking the dual, tensorial and symmetric power, and direct sum
thanks to those of L(D,D) and of W.
In our situation, we will see that the embedding 48 is in fact an isomor-
phism (see the lemma 15) and therefore we will have natural norms on
Gk.
51
• The non-archimedean norms
Here v ∈ M0K is a non-archimedean place. First we can notice that
given a OKv -module of maximal rank, M, of a Kv-vector space S, there
is a natural v−adic norm on S associated to M defined as follows, for
s ∈ S:
‖s‖M = min
{
|λ|v | λ ∈ Kv \ {0}, s
λ
∈M
}
.
Equivalently, this norm is defined by:
‖s‖M ≤ 1⇔ s ∈M.
This is all what we need to define non-archimedean norms on our
spaces. Such norms as usually called algebraic norms.
With this definition in mind, we define:
– The norm on Hv = H⊗Kv as the algebraic norm defined by the
OKv -module H⊗OKv .
– The norm on Hkv = Hk⊗Kv as the algebraic norm defined by the
OKv -module Hk ⊗OKv .
– The norm on Gkv = Gk ⊗Kv as the algebraic norm defined by the
OKv -module Gk ⊗OKv .
• Triple Norms
Here we just remind the usual definition of the triple norm of a linear
map between two normed vector spaces, either endowed with archimedean
or non archimedean norms, φ : (V1, ‖ · ‖V1)→ (V2, ‖ · ‖V2):
|||φ||| = sup
x∈V1\{0}
‖φ(s)‖V2
‖s‖V1
= sup
‖x‖V1=1
‖φ(s)‖V2.
5.2.2 The slope inequality
Setting V = Vkmax+1 × K and also naturally for an archimedean place σ,
Vσ = V ×σ C, the morphism of C−vector space
Φσ : Hσ → Fσ,
identifies with the application
H0(E ′σ, L
D,D
σ )→ H0(Vσ, LD,D|Vσ )
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therefore the injectivity of Φσ is equivalent to the injectivity of
ΦK : HK → FK
H0(E ′, LD,D) → H0(S, LD,D|V ).
The slope inequality, after Jean-Benoˆıt Bost [5] Ch.4, says that if ΦK is
injective:
d̂egn(H) ≤
kmax∑
k=0
rg(Hk/Hk+1) [µˆmax(Gk) + h(Hk,Gk,Φk)] (49)
where for each k:
h(Hk,Gk,Φk) = 1
[K : Q]
∑
v∈M0K
log |||Φk|||v + 1
[K : Q]
∑
σ∈M∞K
nσ log |||Φk|||σ
(50)
Remark 13 The last inequality will be used as follows:
• The modules Gk contains some evaluations of the sections of the cubist
line bundle over some neighborhood. Its slope, degree, therefore contains
the height at each points, that will be multiples of some point P , plus
some term coming from the differentiation. Therefore it is essentially
a term providing some multiple of the canonical height.
• The term h(Hk,Gk,Φk) is an essential part for us. Apart from the
archimedean part of this ”height”, the non archimedean parts consist of
the evaluation of sections at a point very close to a zero point. Usual
Schwartz-like estimations tells us therefore that those parts are very
small (negative). This is going to provide the balancing term that will
allow to show that the canonical height is bigger than some term com-
parable to the log of the discriminant or the Faltings height.
We note that we succeed in providing some non-trivial estimates of
the norms |||Φ|||k at some non-archimedean places. This is the first
job known to the author in which such non-trivial non-archimedean
estimates are performed.
• Apart from the previous essential terms, various secondary terms ap-
pear that we will control in our estimates of chapter 8.
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6 The Zeros Lemma: Injectivity Criterion for
the Evaluation Morphism
The inequality 50 that we stated previously at the end of chapter 5 is true
if the evaluation morphism Φk is injective.
Therefore in this chapter we elaborate some suitable criterion under which
Φk is injective, i.e. the slope inequality 50 in the context of chapter 5 is true.
The goal of this short chapter is therefore to prove the lemma ?? and its
corollary 2.
The kind of injectivity criterion we set is essentially a ”classical” one: If
Φk(s) is zero at sufficient orders and at sufficiently many points, s is zero.
With respect to this we elaborate a quite simple trick so that we can
reduce the evaluation on the 2-dimensional product E×E/K to an evaluation
on a single curve. This is interesting to do as on the 1-dimensional curve E/K
such injectivity criterion is easy to set and more accurate.
For this purpose we choose strategically the ”plongement e´tire´” P 7→
(P, [M ]P ) and we differentiate accordingly in the direction W = (X1inv +
MX2inv)K where X
1
inv and X
2
inv the intuitively suitable normalized invariant
vector fields.
For our construction, the scheme we consider is
N ′ = N ×OK N ,
that we endow with the preceding totally symmetric cubist hermitian line
bundle
L(D,D) = (p∗1L⊗(D) ⊗ p∗2L⊗(D)) ,
, with 4N2|D, which provides a totally symmetric cubict hermitian Model
(N ′,L(D,D)) of (E×KE,LD,D). The points P ′k are bi-points of the type P ′k =
(Pk, [M ]Pk) where for some integers mk and for a rational point P ∈ E(K),
Pk = [mk]P are multiples of a same point P and M is a positive integer that
we will fix later according to the section 3-4 and to the final extrapolation
in the section 8. This gives the points P ′0, P
′
1, . . . , P
′
Z of E ×K E and the
corresponding sections P ′0,P ′1, . . . ,P ′Z : SpecOK → N ′.
The hyperplane W of the tangent space to E ×E that we consider is:
W = (X1inv +MX
2
inv)K,
where i = 1, 2, X iinv is the vector field coming from E on the i-th factor of
E ×K E as defined below.
The only condition that should be fulfilled in order to apply the slope
inequality is that the evaluation morphism be injective. For this purpose
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there are many zeros lemmas in the literature, for us we will greatly benefit
of the fact that we can do, in the context of this construction, as if we were
only on a single elliptic curve and in the case of dimension 1 the zeros lemmas
are essentially optimal.
Let us be more precise:
Consider the following ”plongement e´tire´”:
φM :
E −→ E ×E
P 7−→ (P, [M ]P ), (51)
as well as the following direction of derivation E × E:
W = (X1inv +MX
2
inv)K (52)
where X1inv and X
2
inv are defined below, definition 14, and M is an integer.
Definition 14 Considering a vector field Xinv over E/K we can push it
forward thanks to the following embeddings
i1 : E // E × E
P // (P,OE),
i2 : E // E × E
P // (OE, P ),
thus we obtain two fields
i1∗(Xinv), et i2∗(Xinv)
defined respectively over
i1(E), and i2(E).
We have then the natural identification,
tE×E ∼= tE ⊕ tE ∼= tE × {OE} ⊕ {OE} × tE ,
thanks to which the vector fields i1∗(Xinv), et i2∗(Xinv) are the identifies nat-
urally with vector fields X1inv and X
2
inv that are each now defined over E×E.
Notice the following lemma, which expresses that we are ”differentiating
in the direction of the embedding” and which explains our choices
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Lemma 12 In the sense of what precedes, if φM : E → E ×K E is the
”plongement e´tire´” φM(P ) = (P, [M ]P ) and if we denote χinv = X
1
inv +
MX2inv, defined in 14, the preceding vector field on E×K E, we then have for
any function f on E × E:
∀ l ≥ 0, χlinvf|φM (P ) = X linv(f ◦ φM)|P . (53)
Proof 17 From the definition we have given of X1inv and X
2
inv, we have that
over the subgroup φM(E)
(φM∗(Xinv))|φM (E) =
(
X1inv +MX
2
inv
)
∗|φM (E) = (χinv)|φM(E) ,
then this formula at the power l implies directly the lemma by the defini-
tion of the pushforward of a vector field.
For Z +1 points of E, that we denote P0, . . . , Pj, . . . , PZ , we consider the
infinitesimal neighborhoods V ((Pj , [M ]Pj),W, Tj), 1 ≤ j ≤ Z. The injec-
tivity condition for the evaluation morphism is a condition over the generic
fiber. If we denote,
S =
Z⋃
j=1
V ((Pj , [M ]Pj),W, Tj),
a sub-scheme of dimension zero of E ×K E and
S0 =
Z⋃
j=1
V (Pj, T ),
a sub-scheme of dimension 0 of E, the injectivity of the evaluation morphism
is the one of
ΦK :
H0(E ×E, p∗1LD ⊗ p∗2LD) −→ H0(S, p∗1LD ⊗ p∗2LD|S)
s 7→ s|S (54)
What allows us to reduce to the dimension 1 is that under the definitions
of φM and of W , allow us to write after the relation 53 of the preceding
lemma 12 and with the definitions of the infinitesimal neighborhood that:
s|S = 0⇐⇒ s ◦ φM |S0 = 0, (55)
this last equivalence will give an almost optimal zero lemma.
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Lemma 13 (Injectivity Criterion, Zeros Lemma)
Let P1, . . . , PZ be distinct points of the elliptic curve E and for 1 ≤ j ≤
Z we define P ′j = φM(Pj) = (Pj, [M ]Pj). Let, T1, . . . , TZ be non-negative
integers and D1, D2 be positive integers. Denoting L = OE(OE) et LD1,D2 =
p∗1L
D1 ⊗ p∗2LD2, if the two following inequalities are satisfied:
•
M2 > D1
•
Z∑
j=1
Tj > D1 +M
2D2
and if we choose the vector fieldW as in the beginning of this section, equation
52, then the following evaluation morphism, obtained by restriction,
Φ : H0
(
E × E,LD1,D2) −→ Z⊕
j=1
H0
(
V (φM(Pj),W, Tj), L
D1,D2
|V (φM (Pj),W,Tj)
)
,
is injective.
Proof 18 We have to provide necessary conditions in order that the fol-
lowing morphism,
H0(E ×E,LD,D)→ H0(S, LD,D|S )
s 7→ s|S be injective. Which is
equivalent to find necessary conditions so that if s|S = 0 then s = 0, the
relation ?? then tells us that it is equivalent to find necessary conditions so
that if s ◦ φM |S0 = 0 then s = 0.
Two situations occurs:
• Either s ◦ φM ≡ 0 (identically).
Then if EM denotes the subgroup φM(E), we have necessarily:
EM ≤ div(s),
because the section should then be zero all over EM .
Which numerically implies,
EM · p∗1L = EM · ({OE} ×E) = 1
EM · p∗2L = EM · (E × {OE}) = M2
so that the condition EM ≤ div(s) gives:
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M2 = EM · p∗2L ≤ div(s) · p∗2L = (p∗1LD1 ⊗ p∗2LD2) · p∗2L = D1 (56)
So if we suppose that M2 > D1 we are certain that s ◦ φM 6= 0
• Or s ◦ φM 6= 0 and s ◦ φM is zero up to order T1 at P1 as well as to
order Tj at the points Pj for 1 ≤ j ≤ Z.
We have,
p2 ◦ φM = [M ]
p1 ◦ φM = [1]
so, as L is symmetric and naturally cubist, we have by the cube formula,
φ∗M(p
∗
2L) = L
M2
φ∗M(p
∗
1L) = L
so that
φ∗M(p
∗
1L
D1 ⊗ p∗2LD2) = LD1+M
2D2 ,
the line bundle L being of degree 1, we have
deg
(
φ∗M(p
∗
1L
D1 ⊗ p∗2LD2)
)
= D1 +M
2D2,
so that if s ◦ φM |S0 = 0 and s ◦ φM 6= 0 we should have a zero order
which is less or equal to the degree of the line bundle, therefore
Z∑
j=1
Tj ≤ D1 +M2D2. (57)
So that by the negation of the inequalities 56 and 57 we obtain the result
of the lemma.
Corollary 2 In the preceding framework of our construction, if
1. If
M2 > D
2. and if
T0 + ZT1 > D +M
2D,
then the morphism
Φ : H → F ,
of the section 5.2.2, is injective, hence the slope inequality of section 5.2.2 is
true.
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7 Evaluation of each Term of the Slope In-
equality
Now that we have stated our version of the Slope Inequality in chapter 5 and
that we have provided a criterion in order that this inequality be true; we
are going to evaluate each term of this inequality.
This will give us Lang’s conjecture in the semi-stable case in chapter 8.
From this we will deduce the full proof of the conjecture in section 9.
We place ourselves in the context of the last case of section 4 and we
suppose that the criterion of section 6 is satisfied. This gives that the slope
inequality of section 5 is true and we then are going to make the corresponding
evaluations.
Let us make the situation more precise, we place ourselves in the difficult
case of Serge Lang’s conjecture (last case of theorem 5 section 4).
We consider for this purpose a semi-stable elliptic curve, E/K, P a ra-
tional point of E, from which we deduce Z +1 rational points P0, P2, . . . , PZ
of the form Pk = [mk]P , 0 ≤ k ≤ Z, where mk is bounded depending on Z
after the reductions made explicit in section 4.
With the notation, for all 0 ≤ k ≤ Z,
S˜(Pk) =
{
v ∈ M0,smK |
1
3
≤ ordv(Pk)
Nv
≤ 2
3
}
,
ordv(Pk) being the v− adic order of the point Pk of E as defined previously.
According to the reduction of section 4, we are in a case where for all 0 ≤
k ≤ Z ∑
v∈S˜(P0)∩S˜(Pk)
Nv logNK/Q(v) ≥ 1
550
logNK/Q∆E/K . (58)
We consider moreover an integer M > 1 and we place ourselves over
E ×E on which we denote for 0 ≤ k ≤ Z,
P ′k = φM(Pk) = (Pk, [M ]Pk).
The points Pk define sections Pk : Spec OK → N and the points P ′k
sections P ′k : Spec OK → N ×N = N ′.
Moreover in the tangent space tE×E we consider the vector line
W = (X1inv +MX
2
inv)K, (59)
where X1inv and X
2
inv are defined in the definition 14 of the preceding section.
Let us sum up the content of this section:
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In section 7.1 we make some preliminary evaluations and we especially
estimate the degree of our line bundle which is the left term of the slope
inequality.
From this we are going to evaluate the slopes and the ranks of the sub-
quotients Gk in section 7.2. From this we evaluate a full part of the slope
inequality as corollary 3 of section 7.2.
It then remains two things to evaluate:
• The archimedean norms
• The non-archimedean norms.
We compute an evaluation of the archimedean norms in the section 7.4
according to the evaluations previously made by Jean-Benoˆıt Bost as lemma
5.8 of [3].
Section 7.5 represent by itself a progress. We make some accurate esti-
mate of the non-archimedean norms. It seems that there were no known such
non-trivial estimates in the literature. Till now only trivial estimates were
known for these norms.
As a summary the slope inequality of section 5, looks like:
d̂egn(H) ≤
kmax∑
k=0
rk
(Hk/Hk+1) [µˆmax(Gk) + h(Hk,Gk,Φk)] ,
where:
h(Hk,Gk,Φk) = 1
[K : Q]
∑
σ∈M∞K
log |||Φk|||σ + 1
[K : Q]
∑
v∈M0K
log |||Φk|||v.
This means that our slope inequality can be written:
(A) ≤ (B) + (C) + (D),
where:
• (A) = d̂egn(H) is estimated in section 7.2 and was indeed estimated in
section 2.
• (B) is given by:
(B) =
kmax∑
k=0
rk
(Hk/Hk+1) [µˆmax(Gk)]
, is estimated in section 7.2.
60
• (C) is given by:
C =
1
[K : Q]
∑
σ∈M∞K
kmax∑
k=0
(Hk/Hk+1)nσ log |||Φk|||σ
and is estimated in section 7.3.
• (D) is given by
(D) =
1
[K : Q]
∑
v∈M0K
kmax∑
k=0
(Hk/Hk+1) log |||Φk|||v,
and is estimated in section 7.4.
7.1 Preliminary Computations
In this section we mainly establish the lemma 15. This lemma 15 will help a
lot computing the slopes of the Gk.
The lemma 16 that follows is a reminder of a computation make in section
2. It is an evaluation of the degree of our line bundle that is a whole part of
the slope inequality.
We have the following lemma, that will help us simplifying the computa-
tions:
Lemma 14 By the lemma 12, W is the tangent space of the subgroup of
E ×E image of E/K by φM .
On the other hand we have also that W =W ∩ tN ′/OK , intersection of W
and of the tangent space at origin of N ′ = N ×N , is equal tφ˜M (N ), i.e; it is
equal to the tangent module at origin of the sub-group φ˜M(N ), image of N
by the embedding defined by P 7−→ (P, [M ]P).
Proof 19 First, the fact that W be the tangent at origin of the sub-group
φM(E) de E ×E follows directly from lemma 12.
The same for W is not so obvious.
We have got,
W = W ∩ tN ′ = tφM (E) ∩ tN ′ ,
but, if one consider the following automorphism of E × E
(A,B) 7−→ (A,B − [M ]A),
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as well as the corresponding integral automorphism over N ′ = N ×N ,
(A,B) 7−→ (A,B − [M ]A),
we are now in a situation were we compare the tangent of the first factor of
E ×E with the tangent of the first factor of N ×N . We deduce that
tφM (E) ∩ tN ′ = tφ˜M (N ),
therefore
W = tφ˜M (N ).
The main consequence of this is the following lemma
Lemma 15 The embedding 48 is indeed an isomorphism
Gk ∼=

P∗0L(D,D) ⊗ SymkWˇ; for, k = 0, . . . , T0;
P∗λL(D,D) ⊗ SymlWˇ, for k = T0 + 1 + (λ− 1)T1 + λ+ l..
(60)
Proof 20 This comes from the corollary 14 because the embedding 48 of
section 5.2.1 is an isomorphism in the case were the considered sub-space is
the tangent of a smooth sub-group. This comes from the fact that a smooth
sub-group is differentially smooth and therefore the divided powers of this field
that appear when we do the restrictions to the infinitesimal neighborhoods do
not alter the integral structures then considered. See [10] annexe C and [21].
Here we just remind the corollary 1 of section 2.3.:
Lemma 16 (The degree)
d̂egn(π∗L(D,D)) ≥ −D2hF (E/K) +
D2
2
log
(
D
2π
)
(61)
Proof 21 See corollary 1 section 2.3. above.
7.2 Ranks and slopes of the subquotients
In this section we mainly compute the slopes µˆ(Gk) which provides then a
estimation of a whole part of the slope method. This is corollary 3. The main
idea is to use the isomorphisms of section 7.1 so that these slopes become
computable.
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We have, after the lemma 15 of the preceding section
Gk ∼=

P ′∗0 L(D,D) ⊗ Symk(Wˇ), for k = 0, . . . , T0,
P ′∗λ L(D,D) ⊗ Syml(Wˇ), for k = T0 + 1 + (λ− 1)T1 + λ+ l.
(62)
but the P ′∗L(D,D) are hermitian line bundles (over Spec OK), therefore:
µˆmax(Gk) (63)
≤ (64)
d̂egn
(P ′∗0 LD,D)+ µˆmax(Symk(Wˇ)), for k = 0, . . . , T0,
d̂egn
(P ′∗λ LD,D)+ µˆmax(Syml(Wˇ)), for k = T0 + 1 + (λ− 1)T1 + λ+ l.
(65)
as we are working on a cubist model, denoting by PM,j the integral section
of N corresponding to a point [M ]Pj , we have:
d̂egn
(P ′∗j L(D,D)) = 1[K:Q]d̂eg (P ′∗j (p∗1L(D) ⊗ p∗2L(D)))
= 1
[K:Q]
d̂eg
(
p∗1P∗jL(D) ⊗ p∗2P∗M,jL(D)
)
= 1
[K:Q]
d̂eg(P∗jL(D)) + 1[K:Q] d̂eg(P∗M,jL(D))
= Dhˆ(Pj) +Dhˆ([M ]Pj)
= D(1 +M2)m2j hˆ(P ).
(66)
We also see that the Gk are line bundles, we deduce that
Lemma 17 If Φ is injective:
rk(Hk/Hk+1) = rk(Φ(Hk/Hk+1)) ≤ rk(Gk) = 1.
Lemma 18 Suppose that the following condition is satisfied:
1.
M2 > D,
2.
T0 + ZT1 > D +M
2D,
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Then there exists integers 0 ≤ k1 < k2 < . . . < kD2 ≤ D(1 +M2) so that
∀ 1 ≤ i ≤ D2, rk(Hki/Hki+1) = 1,
and for the other indexes of the filtration:
rk(Hk/Hk+1) = 0.
Proof 22 We have the following filtration:
H = H0 ⊃ H1 ⊃ · · · ⊃ Hk ⊃ Hk+1 ⊃ · · · ,
and for k > D(1 +M2), the injectivity of the evaluation morphism implies
that Hk = 0.
On the other hand, the Riemann-Roch theorem implies that
rk(H) = D2,
and the lemma 17 which precedes gives
∀ k, rk(Hk/Hk+1) ≤ 1,
said differently, we have a filtration
H ⊃ H1 ⊃ · · · ⊃ Hk ⊃ Hk+1 ⊃ · · · ⊃ HD(1+M2) ⊃ {0},
with rk(H) = D2 and rk(Hk/Hk+1) ≤ 1.
We deduce from this the result of the lemma.
On the other hand we have the following lemma:
Lemma 19 For all k ≥ 0
µˆ(SymlWˇ) = l
2
log(D(1 +M2)) + lhF (E/K)− l
2
log(π).
Proof 23 We want to compute
µˆmax(Sym
lWˇ).
Let us first remark that Wˇ is locally free of rank one, therefore:
SymlWˇ ∼= Wˇ⊗l,
µˆmax(Sym
lWˇ) = µˆmax(Wˇ⊗l) = lµˆmax(Wˇ) = l
[K : Q]
d̂eg(Wˇ).
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We uses the fact (true for any such subspace) that
d̂eg(Wˇ) = −d̂eg(W).
Remark that
φ∗ML
D,D = LD(1+M
2),
in fact
p2 ◦ φM = [M ]
p1 ◦ φM = [1]
therefore, as L is symmetrical and naturally cubist, we have by the cube
formula
φ∗M(p
∗
2L) = L
M2
φ∗M(p
∗
1L) = L
therefore
φ∗M(p
∗
1L
D ⊗ p∗2LD) = LD(1+M
2),
We now use the formula (D.1) of the proposition D.1. de [3] for our
choice on L:
hE,LD(1+M2)(tE) = hF (E/K) +
1
2
log(D(1 +M2))− 1
2
log(π). (67)
And we recall that in [3] this height is defined by:
hE,LD(1+M2)(tE) = −d̂eg(tN , ‖ · ‖LD(1+M2)), (68)
where for any archimedean place σ, ‖ · ‖
L
D(1+M2)
σ
is the Riemann form asso-
ciated to the first Chern class of L
D(1+M2)
σ , which is the associated Riemann
form.
For a section s of tN , we have:
hE,LD(1+M2)(tE) = − log (Card(tN/sOK)) +
∑
σ
log ‖s‖σ,LD(1+M2),
But, from the corollary 14, we have
W = φM∗(tN ), (69)
On the other hand, by the functoriality of the first Chern class:
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φ∗M(c1(L
D,D
σ )) = c1(L
D(1+M2)
σ ),
and therefore for the corresponding Riemann forms that we denote HLD,D
et HLD(1+M2) :
φ∗M(HLD,Dσ ) = HLD(1+M2)σ
.
But on the other hand, by the definition of φ∗M(HLD,Dσ ) we have that for
any section s of tN :
φ∗M(HLD,Dσ )(s, s) = HLD,Dσ |W (φM∗(s), φM∗(s)),
Where |W denotes the restriction to W .
We deduce that
H
L
D(1+M2)
σ
(s, s) = HLD,Dσ |W (φM∗(s), φM∗(s))
hence for the norms that we denote ‖ · ‖
L
D(1+M2)
σ
and ‖ · ‖LD,Dσ we have for
any section s of tN :
‖s‖
L
D(1+M2)
σ
= ‖φM∗(s)‖LD,Dσ |W , (70)
on the other hand, as φM is an embedding:
Card(W/(φM∗s)OK) = Card(tN/sOK). (71)
We deduce from 69, 70 and 71 that
d̂eg(W, ‖ · ‖LD,D) = d̂eg(tN , ‖ · ‖LD(1+M2)), (72)
which, with the equations 67 and 68, finally gives
µˆ(SymlWˇ) = l
2
log(D(1 +M2)) + lhF (E/K)− l
2
log(π).
We deduce the following estimates:
Lemma 20 (Upper bound for the maximal slopes)
With the preceding notations:
For k = 0, . . . , T0,
µˆmax(Gk) ≤ D(1 +M2)m20hˆ(P ) + khF (E/K) + k log
√
D(1 +M2)
π
,
and for k = T0 + 1 + (λ− 1)T1 + λ+ l, with 1 ≤ λ ≤ Z and 0 ≤ l ≤ T1,
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µˆmax(Gk) ≤ D(1 +M2)m2λhˆ(P ) + lhF (E/K) + l log
√
D(1 +M2)
π
.
Proof 24 This results from the evaluation of the degree and of the height
made previously.
We conclude this section by an estimation of the corresponding part of
our inequality:
Corollary 3 If the evaluation morphism Φ is injective,
kmax∑
k=0
rg(Hk/Hk+1)µˆmax(Gk)
≤
D3(1 +M2)m2maxhˆ(P ) + · · ·
+
[
T0(T0+1)
2
+ T1(D
2 − T0 + T1 − 1)
]
hF (E/K) + · · ·
+
[
T0(T0+1)
2
+ T1(D
2 − T0 + T1 − 1)
]
log
√
D(1+M2)
π
.
(73)
Proof 25 By what precedes and with the notations of lemma 18, if Φ is
injective
kmax∑
k=0
rg(Hk/Hk+1)µˆmax(Gk)
≤
D2∑
i=1
µˆmax(G
ki),
and we remark that we can maximize the D2 terms, µˆmax(G
ki), by taking for
each mi the maximal mi and by choosing the (T0 − T1 + 1) zeros order in
between T1 and T0 and the (D
2 − T0 + T1 − 1) being equal to T1.
We deduce that:
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kmax∑
k=0
rg(Hk/Hk+1)µˆmax(Gk)
≤
D3(1 +M2)m2maxhˆ(P ) + · · ·
+
[
T0(T0+1)−T1(T1+1)
2
+ T1(D
2 − T0 + T1 − 1)
]
hF (E/K) + · · ·
+
[
T0(T0+1)−T1(T1+1)
2
+ T1(D
2 − T0 + T1 − 1)
]
log
√
D(1+M2)
π
,
and by canceling the ”−T1(T1+1)
2
” which contributes favorably to the inequality,
we obtain the result.
7.3 The archimedean norms
In this section our goal is to make some estimation of the archimedean terms
of our slope inequality. In order to make the computations we use the lemma
5.8 of [3] from Jean-Benoˆıt Bost and simply apply it to our situation. This
gives the lemma 21 and its corollary 4.
The results of this section are mainly due to an Arakelov form of the
Schwartz lemma due to Jean-Benoit Bost, it appears without any demon-
stration in [3], for a proof see the thesis of Evelina Viada-Aehele [22].
We need to define an injectivity radius ρσ(E×E,L(D,D)) that we can see
as the smallest real number so that the exponential map exp : TE×E → E×E
between the ball of center 0 and of radius ρσ(E × E,L(D,D)) of TE×E is an
homeomorphism on its image for the metric induced by c1(L(D,D)σ ).
On E, the Riemann form associated to Lσ is the standard Riemann form:
H(z1, z2) =
z1z¯2
Im τσ
.
We deduce, see for example [2] 2.6 exercise (2), that
c1(Lσ) =
i
2Im τσ
(dv1 ∧ dv2),
on the other hand, as LD,D = (p∗1L⊗ p∗2L)⊗D et and that the first Chern
class of a tensorial product is the sum of the first Chern class:
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c1(L(D,D)σ ) =
iD
2Im τσ
(dv1 ∧ dv2 + dv′1 ∧ dv′2).
One deduce from this that
ρσ(E × E,LD,D) =
√
D
Im τσ
.
If,
ρ˜σ := max
{
1,
√
D
Im τσ
}
,
which implies that over the usual fundamental domain of the Poincare´
upper half-plane:
1 ≤ ρ˜σ ≤
√
2D√
3
,
we then have after [3] lemme 5.8 with a proof in the thesis Evelina Viada-
Aehle [22],for our metrics :
Lemma 21 (Upper bound for the archimdean norms)(Jean-Benot Bost [3]
lemme 5.8, see also [22] chapter 5)
For k = 0, . . . , T0, ,
|||Φk|||2σ ≤
D2
π2
(k + 2)(k + 1)eπDρ˜
2
σ ρ˜−2(k+2)σ ,
and for k = T0 + 1 + (λ− 1)T1 + λ+ l with λ = 1, . . . , Z et l = 0, . . . , T1:
|||Φk|||2σ ≤
D2
π2
(l + 2)(l + 1)eπDρ˜
2
σ ρ˜−2(l+2)σ ,
Proof 26 This is a direct application of the general formula for such triple
norms given by Jean-Benoˆıt Bost as lemma 5.8. of [3].
We conclude that
Corollary 4 If the evaluation morphism, Φ, is injective
kmax∑
k=0
rg(Hk/Hk+1)
(
1
[K:Q]
∑
σ∈M∞k
nσ log |||Φk|||σ
)
≤
πD4√
3
+ 1
2
log
(
(D(1+M2)+2)!(D(1+M2)+1)!
(D(1+M2)+2−D2)!(D(1+M2)+1−D2)!
)
+D2 log
(
D
π
)
.
(74)
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Proof 27 We have, if Φ is injective, after the lemma 18 and with the cor-
responding notations,
kmax∑
k=0
rg(Hk/Hk+1)
(
1
[K:Q]
∑
σ∈M∞K
log |||Φk|||σ
)
≤
1
[K:Q]
∑
σ∈M∞K
nσ
D2∑
i=1
log |||Φki|||σ.
and with the lemma 21 ,
1. the D2 terms in log
(
D
π
)
give a term in D2 log
(
D
π
)
,
2. the D2 terms in 1
2
log(l + 2)(l + 1) can be bounded by
1
2
log
(
(D(1 +M2) + 2)!(D(1 +M2) + 1)!
(D(1 +M2) + 2−D2)!(D(1 +M2) + 1−D2)!
)
,
3. the D2 terms in πDρ˜
2
σ
2
are bounded by πD
4√
3
after having bounded ρ˜2σ by
2D√
3
.
4. and the next terms contribute favorably to the inequality and can be
ignored.
Which concludes.
7.4 The non-archimedean norms
In this section we mainly establish a ”geometric non-archimedean” Schwartz
lemma in the context of the Slope Inequality.
To the author it seems that such non-trivial non-archimedean estimates
are completely new.
In sub-section 7.4.1 we show that the estimates over the product E×E/K
can be reduced to estimates over a single E/K thanks to our construction.
This is possible thanks to the use of the ”plongement e´tir’e” and to our choice
of the derivation direction W. In order to achieve this a few preliminary
lemma are necessary, lemma 22 and 23. Then we translate the construction
of section 5 of this paper to equivalent settings on a single curve. This allows
to state the main result of sub-section 7.4.1 that say that the triple norm
of the evaluation morphism over the product E × E/K is bounded by the
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corresponding triple norm over a single curve. From then we can simplify the
estimates by working on a single curve. The reader that would be interested
by the reason why we do a construction on a square E × E/K in spite of a
single curve E/K where everything seems to work the same can consult the
remark 15 of section 8.
In sub-section 7.4.2 we make the necessary estimates from which our
Schwartz lemma follows. Lemma 24 consists essentially in showing that an
integral section that is zero at some order at a point ”factorizes” integrally.
This was unexpected but plausible that integral sections can factorize in an
integral way. We conclude this section by the proposition 6 that gives a sharp
estimate of the norm of the integral section by which we ”factorize”.
In sub-section 7.4.3 we will be back in our key settings of section 5 of
this paper. We provide proper estimates for the norms |||Φk||| at a split-
multiplicative non-archimedean place. We conclude this section by the the-
orem 7 that gives a good estimate of the non-archimedean part of the Slope
Inequality.
7.4.1 Reduction to a single curve
In this section, we reduce our evaluations to estimates on only a single curve.
Lemma 22 and lemma 23 are preliminary computations. Definition 15 bring
the construction of section 5 accordingly to a single curve. This sub-section
concludes by proposition 15 that proves that our estimates are bounded by
the corresponding estimates on a single curve.
As always we denote by p1 and p2, the projections over the first factor
and second factor respectively as well for E ×K E as for N ×OK N . In order
to have a good evaluation of the non-archimedean norms we will reduce our
case to the case of one curve.
First remark that by the properties of the Ne´ron model, le ”plongement
e´tire´”
φM :
{
E → E × E
P 7→ (P, [M ]P ),
extends naturally as a morphism:
φ˜M :
{ N → N ×N
P 7→ (P, [M ]P), ,
where [M ] denotes the multiplication byM on the group scheme N /Spec OK
We need the two following lemmas:
Lemma 22 With the preceding notations
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1.
φ˜M(V(P, T )) ⊂ V(φM(P ),W, T ),
2.
p1(V(φM(P ),W, T )) ⊂ V(P, T ),
3.
Id|V(φM(P ),W,T ) = (φ˜M ◦ p1)|V(ΦM(P ),W,T )
= φ˜M |V(P,T ) ◦ p1|V(φM (P ),W,T ).
Proof 28 1. The relation 53 of lemma 12 from the beginning of this sec-
tion gives:
φM(V (P, T )) = V (φM(P ),W, T ),
, then by taking the Zariski closure in N ′ = N ×N
φM(V (P, T ))
N ′ ⊂ V (φM(P ),W, T )N
′
= V(φM(P ),W, T ),
on the other hand we have over the generic fiber E ′ = E ×E of N ′:(
φ˜M(V(P, T ))
)
|K
⊂ φM(V (P, T )),
therefore:
φ˜M(V(P, T )) =
(
φ˜M(V(P, T ))
)
|K
N ′
⊂ φM(V (P, T ))N
′
⊂ V(φM(P ),W, T ).
2. We use still the equality:
V (φM(P ),W, T ) = φM(V (P, T )),
which gives
p1(V (φM(P ),W, T )) = p1 ◦ φM (V (P, T )) = V (P, T ),
because we have obviously p1 ◦ φM = IdE.
Hence,
p1(V (φM(P ),W, T ))
N ′
= V (P, T )N = V(P, T ),
therefore, as over the generic fiber, E × E,
p1(V (φM(P ),W, T ))
N ′
)|K ⊂ p1(V (φM(P ),W, T )),
we deduce by taking the schematic closure the second point.
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3. We have (φ˜M ◦ p1)(P, [M ]P) = (P, [M ]P) but then , the invariance of
the vector field W and the relations 53, shows that,
φ˜M ◦ p1|V(φM (P ),W,T ) = Id|V(φM(P ),W,T ),
then
φ˜M ◦ p1|V(φM (P ),W,T )
= φ˜M |p1|V(φM (P ),W,T ) ◦ p1|V(φM (P ),W,T )
= φ˜M |V(P,T ) ◦ p1|V(φM(P ),W,T ).
where we have used the second point.
Lemma 23 With the preceding notations
1.
φ˜∗ML(D,D) = L(D(1+M
2)).
2.
p∗1
(
L(D(1+M2))|V(P,T )
)
= L(D,D)|V(φM (P ),W,T ).
Proof 29 1. We have simply:
p2 ◦ φ˜M = [M ]·
p1 ◦ φ˜M = IdN ,
hence, as L is cubist and symmetric, Mumford’s formula gives
φ˜∗M(p
∗
2L) = [M ]∗L = LM2·
φ˜∗M(p
∗
1L) = L,
therefore
φ˜∗M(p
∗
1L(D) ⊗ p∗2L(D)) = L(D(1+M
2)),
which is exactly the first point of the lemma.
2. After the point 1,
φ˜∗ML(D,D) = L(D(1+M
2)),
and we also have the relation,
(p∗1φ
∗
M)L(D,D)|V(φM(P ),W,T ) = L
(D,D)
|V(φM(P ),W,T ),
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and after the lemma 22, point 3.,
φM ◦ p1|V(φM (P ),W,T ) = Id|V(φM(P ),W,T ),
as well as thanks to this same lemma 22, point 1.,
φ˜M(V(P, T )) ⊂ V(φM(P ),W, T ),
so:
p∗1
(
L(D(1+M2))|V(P,T )
)
= L(D,D)|V(φM (P ),W,T ),
which concludes.
We are going to pull back the line bundle L(D,D) by φM in order to place
ourselves in the case of one curve. Let us consider in analogy of the preceding
filtration 13 the following:
Definition 15 (Filtration over one curve) We define
F (1)0 := {0},
then, for k = 0, . . . , T0,
F (1)k+1 = H0
(
V(P ′0, k),L(D(1+M
2))
|V(P ′0,k)
)
,
and for k = T0 +1+ (λ− 1)T1+ λ+ l with λ = 1, . . . , Z and l = 0 . . . , T1
F (1)k+1
=
H0
(
V(Pk, T0),L(D(1+M
2))
|V(Pk,T0)
)
...
...
λ−1⊕
j=1
H0
(
V(Pj, T1),L(D(1+M
2))
|V(Pj,T1)
)
...
...
⊕
H0
(
V(Pλ, l),L(D(1+M
2))
|V(Pλ,l)
)
,
by continuing until
F (1)kmax+1 =: F (1),
And then we define in perfect analogy with the filtration over a product:
H(1) = H0
(
N ,L(D(1+M2))
)
,
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F (1) = H0
(
V(P0, T0),L(D(1+M
2)
|V(P0,T0)
) Z⊕
j=1
H0
(
V(Pj , T1),L(D(1+M
2)
|V(Pj,T1)
)
,
Φ(1) : H(1) → F (1),
Fk(1) = ker(F (1) → F (1)k ),
,
Gk(1) = ker(F (1)k → F (1)k+1),
Φ(1) : π∗
(
LD(1+M2)
)
→ F (1)
and
Hk(1) = (Φ(1))−1
(Fk(1)) ,
as well as the maps
Φ
(1)
k : Hk(1) −→ Gk(1),
pour 1 ≤ k ≤ kmax.
The p−adic norms
If one endows naturally
• HkKv = Hk ⊗Kv of the norm defined by the module Hk ⊗OKv
• H(1)kKv = H(1)k ⊗Kv of the norm defined by the module H(1)k ⊗OKv
• GkKv = Gk ⊗Kv of the norm defined by the module Gk ⊗OKv
• as well as:
G
(1)k
Kv
= G(1)k ⊗Kv of the norm defined by the module G(1)k ⊗OKv .
One then remark the following, as seen in 47, for s ∈ Hk,
Φk(s) = s|V(P ′λ,W,l) ∈ π∗
(
LD,DV(P ′λ,W,l)
)
,
with λ and l being defined in what precedes and taking eventually the values
0 for k ≤ T0 + 1.
Then we show the following:
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Proposition 5 With the preceding notations, we have by the lemma 22 and
the lemma 23, the following commutative diagram:
HkOKv
φ∗M
//
Φk

Hk(1)OKv
Φ
(1)
k

GkOKv // Gk(1)OKv
(75)
and so with the preceding natural norms:
|||Φk|||v ≤ |||Φ(1)k |||v (76)
Proof 30 We have, as seen before,
• For l = 0
Gk ∼= H0
(
V(P ′λ,W, 0),L(D,D)|V(P ′λ,W,0)
)
,
• otherwise
Gk ∼= H0
(
V(P ′λ,W, l),L(D,D)|V(P ′λ,W,l)
)/
H0
(
V(P ′λ,W, l − 1),L(D,D)|V(P ′λ,W,l−1)
)
,
And over only one curve:
• For l = 0
Gk(1) ∼= H0
(
V(Pλ, 0),L(D)|V(Pλ,0)
)
,
• otherwise
Gk(1) ∼= H0
(
V(Pλ, l),L(D)|V(Pλ,l)
)/
H0
(
V(Pλ, l − 1),L(D)|V(Pλ,l−1)
)
,
We deduce from this that the inequality 76 is a consequence of the follow-
ing equality that we are going to prove:
For any section s ∈ H0(N ×N ,L(D,D))⊗OKv , for any integer T ≥ 0
‖s|V(φM(P ),W,T )‖•v = ‖s ◦ φM |V(P,T )‖••v (77)
where the norm ”•” of the LHS is defined canonically by the OKv−module
H0(V(φM(P ),W, T ),L(D,D)|V(φM(P ),W,T ))⊗OKv
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whereas the norm ”••” of the RHS is defined canonically by the OKp−module
H0(V(P, T ),L(D(1+M2))|V(P,T ) )⊗OKv .
By use of the lemmas 22 and 23 which precedes, we have,
‖s|V(φM(P ),W,T )‖•v ≤ 1
⇔
s|V(φM (P ),W,T ) ∈ H0(V(φM(P ),W, T ),L(D,D)|V(φM(P ),W,T ))⊗OKv
⇒
s|V(φM (P ),W,T ) ◦ φ˜M |V(P,T ) ∈ H0(V(P, T ),L(D(1+M
2))
|V(P,T ) )⊗OKv , (lemma 23)
⇒
s ◦ φ˜M |V(P,T ) ∈ H0(V(P, T ),L(D(1+M
2))
|V(P,T ) )⊗OKv , (lemma 22, 1.)
⇒
‖s ◦ φ˜M |V(P,T )‖••v ≤ 1.
as well as:
‖s ◦ φ˜M |V(P,T )‖•• ≤ 1
⇔
s ◦ φ˜M ∈ H0(V(P, T ),L(D(1+M
2)
|V(P,T ) ))⊗OKv ,
(and the lemmas 22, 3., et 23, 2., give)
⇒
s ◦ φ˜M |V(P,T ) ◦ p1|V(φM (P ),W,T ) ∈ H0(V(φM(P ),W, T ),L(D,D)|V(φM(P ),W,T ))⊗OKv
⇒
s|V(φM (P ),W,T ) ∈ H0(V(φM(P ),W, T ),L(D,D)|V(φM(P ),W,T ))⊗OKv
⇒
‖s|V(φM(P ),W,T )‖•v ≤ 1.
as moreover ‖φ∗s‖v ≤ ‖s‖v we are done.
This last lemma allows us to work over N in spite of N ×N
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7.4.2 Evaluations on a single curve
In this sub-section we do the necessary computations in order to get proper
estimates. Lemma 5 provides an ”integral factorization” property for integral
sections. We factorize accordingly by an integral section s0 that is a generator
for section that are zero at some point. We conclude by proposition 6 which
computes some estimation of the corresponding norm.
Lemma 24 Let N be the Ne´ron model of an elliptic curve over a number
field E/K, L a line bundle on N , for a rational point P0 of E/K, we denote
P0 the point of N extending P0.
One remarks that by the Riemann-Roch theorem, the module H0(N ,O(P0))
is of rank 1, we denote by s0 a generator.
With those data,and for an integer T ≥ 0, the following morphism is an
isomorphism:
H0(N ,L⊗ON (−(T + 1)(P0))) // Ker
(
H0(N ,L)→ H0(V(P0, T ),L|V(P0,T ))
)
s˜ ✤ // s˜⊗ sT+10
(78)
Said differently:
Ker
(
H0(N ,L)→ H0(V(P0, T ),L|V(P0,T ))
)
= sT+10 ⊗H0(N ,L⊗ON (−(T+1)(P0)))
(79)
Proof 31 Let us consider the cokernel sheaf M of the multiplication by the
section sT+10 , which is defined as:
0 // L⊗ON (−(T + 1)(P0)) ⊗s
T+1
0
// L //M // 0 (80)
From this exact sequence one deduces the cohomology exact sequence:
0 //H0(N ,L⊗ON (−(T + 1)(P0)) ⊗s
T+1
0
// H0(N ,L) // H0(N ,M)
(81)
We have on the other hand that
L|V(P0,T ) = L⊗OV(P0,T ) = L⊗
(
ON
/
IV(P0,V )
)
= L
/(L ⊗ IV(P0,T )) , (82)
where IV(P0,T ) is the defining ideal of V(P0, T ) and we have by construction:
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M = L
/(
sT+10 ⊗ L⊗ON (−(T + 1)(P0))
)
(83)
We are going to show that
IV(P0,T ) = sT+10 ⊗O(−(T + 1)(P0)) (84)
which will conclude.
We have as we have seen in the remark following the construction of the
infinitesimal neighborhoods
IV(P0,T ) = IT+10 , (85)
where I0 is the ideal of functions that are zeros at P0 in N , it suffices to
show that
I0 = s0 ⊗O(−(P0)) (86)
But if one denotes the Cartier divisor
(P0) = div(s0) = {Ui, fi},
denoting by ι0 : P0 →֒ N the morphism defining (P0), we have that for any
open set U of N :
I0(U) = Ker (ON (U)→ ι0∗OP0(U)) . (87)
The section s0 can be then written in local charts {(Ui, si)} which satisfies:
f−1i si = f
−1
j sj , on Ui ∩ Uj,
and:
div(si) = (P0)|Ui.
whereas a section of ON (−P0) writes in local charts {Ui, σi} where:
fiσi = fjσj , on Ui ∩ Uj.
Hence:
siσi = sjσj , on Ui ∩ Uj ,
therefore the chart {(Ui, siσi)} defines a rational function and we have:
div(siσi) ≥ (P0)|Ui.
We first deduce from this that:
s0 ⊗ON (−P0)(U) ⊂ I0(U), (88)
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for any open set U .
Moreover, if j ∈ I0(U), jsi is a function with no pole of the normal scheme
Ui ∩ U and is therefore a regular function on U ∩ Ui. Moreover on Ui ∩ U
fi
j
si
= fj
j
sj
, on Ui ∩ Uj ∩ U
and moreover
div(
j
si
) ≥ 0, on Ui ∩ U.
Therefore:
j
si
∈ ON (−(P0))(Ui ∩ U),
and so
I0(U) ⊂ s0 ⊗ON (−P0)(U) (89)
We have thus proven the equation 86 which by itself prove the equation
84 from which we deduce with 82 and 83 that
M = L|V(P0,T ) (90)
the exact sequence 81 then concludes the proof of this theorem.
From this one can deduce the following:
Corollary 5 Let s0 be a generator of H
0(N ,ON (P0)) then with the nota-
tions of our construction, any section s ∈ Hk(1) for k = T0+1+(λ−1)+λ+ l
with λ = 1, . . . , Z and l = 0, . . . , T1 can be written
s = sT0+10 ⊗ s˜,
with
s˜ ∈
{
s˜ ∈ H0
(
N ,L(D(1+M2)) ⊗ON (−(T0 + 1)(P0))
)
| s˜|V˜k = 0
}
,
and
V˜k+1 =
λ−1⋃
j=1
V(P ′j ,W, T1)
⋃
V(P ′λ,W, l),
Proof 32 This results from the fact that if s ∈ Hk(1) then with the help of
the preceding lemma s appears to be in the corresponding kernel thanks to the
previous isomorphism. One knows moreover that s and therefore s˜ satisfy
zeros conditions over
V˜k+1 =
λ−1⋃
j=1
V(P ′j ,W, T1)
⋃
V(P ′λ,W, l),
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The following lemma will allow to make the evaluations.
Proposition 6 Let s0 be a generator of H
0(N ,ON (P0)), let v ∈M0,smK , the
correspondence with the Tate curve, E/Kv ∼= K∗v/qZv with |qv|v < 1, allows us
to identify a point P ∈ E(Kv) with an element of the fundamental domain
|qv|v < |tP,v|v ≤ 1, in this identification we denote by t0 the representative of
P0, then if |qv|v < |t0|v < 1, |qv|v < |tP,v|v ≤ 1, the norm ‖s0(P )‖v defined
by the fiber ON (P0)⊗OKv over the section P extending P is given by:
‖s0(P )‖v = |tP,v − t0|v
Proof 33 First we notice that thanks to the interpretation of such norms in
terms of intersection multiplicities, something that seems to be due to Faltings
and that is a quite direct interpretation of intersection multiplicities:
− log ‖s0(P )‖v = div(s0) · P = (P0) · P,
as the intersection of the divisor (P0) with the 1-cycle P at v on the Ne´ron
model.
Now, as the divisor is horizontal and the cycle also,
(P0) · P = (P0) · P,
where the intersection is on Kv.
Then we consider the morphism given by Tate:
K∗v
π
// K∗v/q
Z
v
∼=
// E(Kv) .
The section s0 defines the divisor P0 as a Cartier divisor and as such
the space of such sections is of dimension 1 according to Riemman-Roch
theorem. Moreover π is a local isomorphism and, as usual, for s0 a section
of H0(N ,ON ) the pullback π∗s0 is a theta function that vanishes on t0qZv .
Such theta function is commonly known as (a translate by t0 of) the Jacobi
theta function.
It is given by:
θP0(t) = (t− t0)
∏
n≥1
(1− qn t
t0
)(1− qn t
t0
).
As such it has all the good properties to represent the pullback π∗s0 up to
a constant.
This function can be also defined as a rigid analytic function that has
(t0)q
Z
v as divisor, the pullback of P0.
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We deduce from this that π∗s0 is represented on K∗v up to a constant
(dimension 1 by Riemann-Roch) c0 by:
c0θP0(t).
Now, let us denote by:
D1 = {t ∈ K∗v | |qv|v < |t|v < 1} ,
We have the following diagram:
D1 i1 // K∗v π //K∗v/qZv
Where (π ◦ i1) is an isomorphism onto its image.
D1 ∼= (π ◦ i1) (D1)
and we therefore have for some constants c1:
(π ◦ i1)∗(s0) = c1θP0|D1,
From the isomorphism we moreover deduce that there exists a constant c1
such that for P ∈ (π ◦ i1) (D1) : corresponding to tP,v on D1
− log ‖s0(P )‖v = − log |c1θP0(tP,v)|v, (91)
Now, it is well known that such algebraic norms (local heights) and such
absolute values extend respectively to the algebraic closures, to E(K¯v) to D¯1 =
D1 ⊗ K¯v and to (K¯v).
And, on D¯1, we can easily prove that:
|θP0(t)|v = |t− t0|v, (92)
of which the maximum is equal to 1.
On the other hand, as s0 is an integral generator:
sup
P∈E(K¯v)
‖s0(P )‖v = ‖s0‖v = 1. (93)
where the ”sup” is taken over the algebraic closure.
We can deduce from the three last equations, 91, 92, and 93, that for such
s0, |c1|v = 1, then from 91 we deduce easily the result of this proposition.
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Remark 14 The last lemma is the main part of a geometrical proof for the
formula of the canonical local height. This canonical local height is given by
the ”− log” of the norm of a global section of the corresponding cubist line
bundle. The interpretation of this norm in terms of intersection gives for the
intersection P · (ON ) the term − log |1 − tP,v|v = − log |θ0(tP,v)|v as in the
proposition 1 in the introduction of this paper. The remaining term of the
canonical local height is given by intersection with the vertical divisor.
7.4.3 The non-archimedean norms
We begin sub-section 7.4.3 by our ”Key Lemma” that sums up the compu-
tations of section 7.4. Our ”Key Lemma” corresponds to some ”geometric
non-archimedean” form of a Schwartz lemma. This moreover brings suitable
estimates for the norms we consider. We conclude section 7.4 by the theo-
rems 6 and 7 that provide a good estimate for the non-archimedean part of
our slope inequality.
Such sharp estimates for the non-archimedean part of the Slope Inequality
were unknown till now.
Lemma 25 (Key Lemma) Let v be a place of split multiplicative reduction
of a semi-stable elliptic curve over a number field, E/K, if we consider in
the framework of our previous construction the points P0 and Pλ, pour λ =
1, . . . Z, correspond respectively on the fundamental domain |qv|v < |t|v ≤ 1
of the Tate curve K∗v/q
Z
v , the points t0 and tλ , we denote by s0 a generator
of H0(N ,ON (P0)), then for all sections s ∈ Hk(1), and for k = T0 + 1+ (λ−
1)T1 + λ+ l with λ = 1, . . . Z and l = 0, . . . , T1, :
‖Φ(1)k (s)‖v ≤ |t0 − tλ|T0+1v
Proof 34 By the corollary 5, s ∈ Hk(1) writes s = sT0+10 ⊗ s˜ where:
s˜ ∈
{
s˜ ∈ H0
(
N ,L(D(1+M2)) ⊗ON (−(T0 + 1)(P0))
)
| s˜|V˜k = 0
}
,
and
V˜k+1 =
λ−1⋃
j=1
V(P ′j ,W, T1)
⋃
V(P ′λ,W, l).
Then, as we saw that in our construction that for such a section, Φ
(1)
k (s) =
s|V(Pλ,l), and as moreover, by construction sV(Pλ,l−1) = 0 for l ≥ 1 and as s0
is not zero on Pλ as our points are distinct, we get from the Leibniz rule:
Φ
(1)
k (s) = s0(Pλ)
T0+1 ⊗ (s˜|V(Pλ,l)).
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The norm ‖Φ(1)k ‖v is defined by the OKv-module Gk(1) ⊗OK OKv .
Now if one consider the modules:
M1 = H
0(Pλ,ON (P0)|Pλ)
and
M2
=
ker
(
H0(V˜k+1,L(D) ⊗N (−(T0 + 1)(P0)|V˜k+1))→ H0(V˜k,L(D) ⊗N (−(T0 + 1)(P0)|V˜k))
)
,
one notice that M
⊗(T0+1)
1 ⊗M2 ⊂ Gk(1), hence for any s1 ∈ M1 and s2 ∈ M2
we have for the norms defined by the modules in index:
‖s⊗(T0+1)1 ⊗ s2‖v,Gk
(1)
⊗OKv
≤
‖s⊗(T0+1)1 ⊗ s2‖v,M⊗(T0+1)1 ⊗M2⊗OKv
≤(‖s1‖v,M1⊗OKv )(T0+1) ‖s2‖v,M2⊗OKv .
From this, one deduces that:
‖Φ(1)k (s)‖v ≤ ‖s0(Pλ)‖T0+1v ‖s˜|V˜ (Pλ,l)‖v,M2⊗OKv ,
but one sees that s˜V(Pλ,l) ∈M2, therefore:
‖s˜|V˜ (Pλ,l)‖v,M2⊗OKv ≤ 1,
and so:
‖Φ(1)k (s)‖v ≤ ‖s0(Pλ)‖T0+1v ≤ |t0 − tλ|T0+1v .
Theorem 6 In the framework of our construction, for any k = T0+1+(λ−
1)T1+λ+l with λ = 1, . . . , Z and l = 0, . . . , T1 and for any v ∈ S˜(P0)∩S˜(Pλ),
if rg(Hk) ≥ 1:
|||Φk|||v ≤
(
NK/Qv
)− (T0+1)Nv
12 . (94)
Proof 35 In the case where rg(Hk) ≥ 1, we first uses the proposition 5 which
gives:
|||Φk|||v ≤ |||Φ(1)k |||v,
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and then the lemma 25 which gives:
|||Φk|||v ≤ |t0 − tλ|T0+1v , (95)
The points t0 and tλ are chosen so that
v ∈ S˜(P0) ∩ S˜(Pλ) =
{
v|1
3
≤ ordv(t0)
Nv
≤ 2
3
}⋂{
v|1
3
≤ ordv(tλ)
Nv
≤ 2
3
}
,
which means
t0 = uπ
α
v
tλ = uπ
α′
v
where u, u′ are units in Kv, and πv is a uniformizing parameter of Kv and
Nv
3
≤ α, α′ ≤ 2Nv
3
.
This finally gives in the inequality 95:
|||Φk|||v ≤ |uπαv − u′πα
′
v |T0+1v ≤
(
NK/Qv
)− (T0+1)Nv
3 ,
and concludes.
Theorem 7 (Evaluation of the non-archimedean term)
In the framework of our construction, reductions of section 4 and the slope
inequality of section 5.2.2. following our construction of section 5.2, we have
1
[K:Q]
kmax∑
k=0
rg(Hk/Hk+1) ∑
v∈M0K
log |||Φk|||v
≤
− (T0+1)(D2−T0)
1650[K:Q]
log
(
NK/Q∆E/K
)
.
(96)
Proof 36 First we remark that all norms are less or equal to 1, with the
lemma 18 denoting ki = T0 + 1 + (λi − 1)T1 + λ + li, we notice that in the
D2 indexes that contributes at least D2 − T0 correspond to points that are
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different from P0, hence:
1
[K:Q]
kmax∑
k=0
rg(Hk/Hk+1) ∑
v∈M0K
log |||Φk|||v
≤
1
[K:Q]
D2∑
i=T0+1
∑
v∈S˜(P0)∩S˜(Pλi)
log |||Φki|||v|ki=T0+1+(λi−1)T1+λi+li
≤
1
[K:Q]
D2∑
i=T0+1
∑
v∈S˜(P0)∩S˜(Pλi)
(−T0+1
3
Nv log(NK/Qv)
)
≤
− (T0+1)(D2−T0)
1650[K:Q]
log
(
NK/Q∆E
)
.
Because according to the reduction of section 4:∑
v∈S˜(P0)∩S˜(λ)
Nv logNK/Q(v) ≥ 1
550
log
(
NK/Q∆E/K
)
.
8 The proof of Lang Conjecture: semis-stable
case
Here we establish an effective inequality in the last situation of the theorem
5 of section 4 in the case where the elliptic curve is semi-stable. We will
deduce from this the general case in the next section. Our estimates here
are not that bad, and indeed quite sharp, but there are certainly also not
completely optimal yet.
We are thus in a situation where the elliptic curve E/K is semis-stable
over a number field K of degree d = [K : Q] and where for some C0(d),
log
(
NK/Q∆E/K
) ≥ C0(d),
and where
max
σ∈M∞K
{
log(1)|jσ|
} ≤ C1
1− ǫ logNK/Q∆E/K .
We suppose for simplicity that C1 = 2 and ǫ = 1/2, we have thus espe-
cially:
4hF (E/K) < log |NK/Q∆E/K |. (97)
Moreover we have Z + 1 distinct points of the form Pk = [mk]P for
0 ≤ k ≤ Z, and once we will have a proper value for Z, we can take after
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theorem 5 section 4:
n = 2880(Z + 1), with 400d log(2d)
N = 462n+ 1,
and we mill have for the multiples mk:
|mk| ≤ 24(N − 1).
Moreover, we defined the integer NE by
NE = lcm
Nv|∆E/K = ∏
v|∆E/K
p
Nv
v

and we have after lemma 9,
NE ≤
(|NK/Q∆E/K |) 1e log(2) ≤ (|NK/Q∆E/K |)0.54 . (98)
We are endowed with the line bundle L = OE(OE) on E and of with a
totally symmetric cubist line bundle L(D) of LD for some D such that 4NE |D
on the Ne´ron model N /SpecOK of E/K.
We built the line bundle L(D,D) = p∗1L(D)⊗p∗2L(D) on N ′ = N ×OKN and
for each point P ′k = (Pk, [M ]Pk) of E×E we consider the integral infinitesimal
neighborhood V(P ′k,W, l) , definition 11.
Then after the lemma 57, if
1. M2 > D
2. T0 + ZT1 > D +M
2D
then the morphism Φ of section 5.2.2 is injective and the the slope in-
equality of section 5.2 is true:
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d̂egn(H)︸ ︷︷ ︸
(A)
≤
kmax∑
k=0
rg(Hk/Hk+1)µˆmax(Gk)︸ ︷︷ ︸
(B)
+
kmax∑
k=0
rg(Hk/Hk+1) 1
[K : Q]
∑
σ∈M∞K
nσ log |||Φk|||σ︸ ︷︷ ︸
(C)
+
kmax∑
k=0
rg(Hk/Hk+1) 1
[K : Q]
∑
v∈M0K
log |||Φk|||v︸ ︷︷ ︸
(D)
This means
(A) ≤ (B) + (C) + (D), (99)
with,
• according to lemma 16
(A) ≥ −D2hF (E/K) + D
2
2
log
(
D
2π
)
,
• according to corollary 3
(B) ≤ D3(1 +M2)m2maxhˆ(P ) · · ·
+
[
T0(T0+1)
2
+ T1(D
2 − T0 + T1 − 1)
]
hF (E/K) · · ·
+
[
T0(T0+1)
2
+ T1(D
2 − T0 + T1 − 1)
]
log
√
D(1+M2)
π
,
• according to corollary 4,
(C) ≤ πD4√
3
+D2 log
(
D
π
)
+1
2
log
(
(D(1+M2)+2)!(D(1+M2)+1)!
(D(1+M2)+2−D2)!(D(1+M2)+1−D2)!
)
,
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• and according to theorem 7,
(D) ≤ −(T0 + 1)(D
2 − T0)
1650[K : Q]
log
(
NK/Q∆E
)
.
As a consequence, we have the following proposition:
Proposition 7 (The inequality) With the previous conditions, under the
conditions of lemma 57, M2 ≥ D and T0 + ZT1 > D(1 + M2), if, more-
over D is a multiple of 4NE, then the following inequality is true after the
evaluation of the degree, lemma 16, the evaluation of the maximal slopes,
corollary 3, the evaluation of the archimedean norms, corollary 4, and of the
non-archimedean norms, theorem 7:
D3(1 +M2)m2maxhˆ(P )
≥
(T0+1)(D2−T0)
1650[K:Q]
log
(
NK/Q∆E
)
(1− t1 − t2 − t3 − t4 − t5) ,
(100)
where
t1 =
825(T0(T0+1)[K:Q])
(T0+1)(D2−T0) ×
hF (E/K)
log(NK/Q∆E)
,
t2 =
1650D2[K:Q]
(T0+1)(D2−T0) ×
hF (E/K)
log(NK/Q∆E)
t3 =
1650T1(D2−T0+T1−1)[K:Q]
(T0+1)(D2−T0) ×
hF (E/K)
log(NK/Q∆E)
t4 =
1650πD4
(T0+1)(D2−T0) log(NK/Q∆E)
,
t5 =
1650[K:Q]
(T0+1)(D2−T0) log(NK/Q∆E)
×([
(T0+1)(T0+1)
2
+ T1(D
2 − T0 + T1 − 1)
]
log
√
D(1+M2)
π
+
· · ·+D2 log (D(1 +M2)) + · · ·
· · · +D2
2
log
(
D
2π
)
+D2 log
(
D
π
))
.
Proof 37 Here we have simply rewritten the inequality 99 which precedes
and we use the upper bound:
1
2
log
(
(D(1 +M2) + 2)!(D(1 +M2) + 1)!
(D(1 +M2) + 2−D2)!(D(1 +M2) + 1−D2)!
)
≤ D2 log(D(1+M2)).
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Lemma 26 We make the following choice:
(H0) log
(
NK/Q∆E
) ≥ 108[K : Q]3 log(2[K : Q])
(H1) D = 4000NE[K : Q]
2,
(H2) M = ⌊√D⌋+ 1,
(H3) Z = 17100000[K : Q]2,
(H4) T1 =
NED
4000[K:Q]
= N2E
(H5) T0 = 2NED = 8000N
2
Ed
(101)
With this special choice:
1. The morphism Φ of our version of the slope inequality is injective,
therefore the inequality of proposition 7 is true and with the preceding
choice,
2.
t1 < 0.1039
t2 < 0.0516
t3 < 0.0516
t4 < 0.104
t5 < 0.000002
3. thus:
1− t1 − t2 − t3 − t4 − t5 ≥ 1
2
Proof 38 This is quite straightforward and can be done by hand. For the
upper bound on t1, t2 and t3 we use the fact that in our situation
hF (E/K)
log
∣∣NK/Q∆E∣∣ < 14 .
We also use the fact that:
log
(
NK/Q∆E/K
) ≥ logNE
0.54
.
Let us do the verify the computations we the given hypothesis.
For the computations and only for those, we denote by d = [K : Q] and
by ∆ = NK/Q∆E/K
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• Evaluation of t1:
t1 =
825(T0(T0 + 1)d)
(T0 + 1)(D2 − T0) ×
hF (E/K)
log∆
≤
825× T 20 × d× (1 + 1T0 )
T0D2 × (1 + 1T0 )(1− T0D2 )
× 1
4
≤
825T0d
4D2(1− T0
D2
)
=
825× 8000N2Ed2
4× (4000)2N2Ed2
(
1− T0
D2
)
≤
825× 8000
4× (4000)2 × 0.999 ≤ 0.1032...
• Evaluation of t2:
t2 =
1650D2d
(T0 + 1)(D2 − T0) ×
hF (E/K)
log∆
≤
1650D2d
T0D2(1 +
1
T0
)(1− T0
D2
)
× 1
4
≤
1650d
4× T0 × (1 + 1T0 )(1− T0D2 )
≤
1650d
4× 8000N2Ed× 0.999
≤
1650
4× 8000× 0.999 = 0.0516...
• Evaluation of t3:
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t3 =
1650(D2 − T0 + T1 − 1)d
(T0 + 1)(D2 − T0) ×
hF (E/K)
log∆
≤
1650T1D
2(1− T0
T1D2
(1− T1
T0
))d
T0D2(1 +
1
T0
)(1− T0
D2
)
× 1
4
≤
1650
4
× dT1
T0
× (1−
T0
T1D2
(1− T1
T0
))
(1 + 1
T0
)(1− T0
D2
)
≤
1650
4
× 1
8000
× 1
0.999
≤ 0.0516...
• Evaluation of t4
t4 =
1650πD4
(T0 + 1)(D2 − T0) log(∆)
≤
1650πD4
T0D2 log(∆)(1 +
1
T0
)(1− T0
D2
)
≤
1650πD2
T0 log(∆)× 0.999
≤
1650π(4000)2N2Ed
4
8000N2Ed× 108d3 log(2d)
≤
1650π
2× 108 ≤ 0.000...
• Evaluation of t5.
We have:
t5 = (α + β + γ)
where:
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–α =
1650d
(
(T0+1)2
2
+ T1(D
2 − T0 + T1 − 1)
)
(T0 + 1)(D2 − T0) log(Delta) × log
√
D(1 +M2)
π
,
–
β =
1650dD2 log(D(1 +M2))
(T0 + 1)(D2 − T0) log(∆) ,
–
γ =
1650d× 2D2 log(D)
(
1− log(2π)−log(π))
D2 log(D)
)
(T0 + 1)(D2 − T0) log(∆) .
Therefore, let us evaluate the following:
1650d
(
(T0+1)2
2
+ T1(D
2 − T0 + T1 − 1)
)
(T0 + 1)(D2 − T0) log(∆) × log
√
D(1 +M2)
π
≤
1650d
(
T 20
2
+ T0(1− T1) + 12 + T1D2(1− T1−1D2
)
(T0 + 1)(D2 − T0) ×
log(D)
log∆
≤
1650d
(
T 20
2T0D2
+ T1
T0
)
(1 + 1
T0
)(1− T0
D2
)
× log(D)
log(∆)
≤
1650
0.999
×
(
dT0
T0D
+
dT1
T0
)
× log(D)
log(∆)
Now we have:
dT0
D2
=
NED
D2
=
NEd
D
=
1
4000
,
dT1
T0
=
N2Ed
8000NEd
=
1
8000
,
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and:
log(D)
log(∆)
=
log(4000NEd)
log(∆)
≤
log(4000) + log(NE) + log(d)
1
2
(
108d log(2d) + log(NE)
0.54
)
≤
0.275001...
We then deduce that:
α ≤ 1650
0.999
×
(
1
4000
+
1
8000
)
× 0.275001... ≤ 0.1703...
On the other hand:
β ≤ 1650d log(2D
2)
T0D2 × 0.999× log(Delta)
≤
1650d
0.999T0 log(∆)
× log(2D
2)
D2︸ ︷︷ ︸
≤0.00000046...
≤ 0.000000...
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and according to the previous calculations:
γ ≤ 1650dD
2 log(D)× 0.999
T0D2 log(∆)× 0.999
≤
1650d× 2
T0
log(D)
log(∆)
≤
1650× 2× d
8000N2Ed
× 0.275001
≤
0.1134...
Therefore we found:
t5 ≤ 0.1703...+ 0.1134.. ≤ 0.2838
Therefore, from the previous computations, we deduce that:
t1 + t2 + t3 + t4 + t5 ≤ 0.1032 + 0.0516 + 0.0516 + 0.2838 = 0.49... < 1
2
,
this concludes.
Corollary 6 Let E/K be a semi-stable elliptic curve over a number field K
and P a rational points of E/K, if the hypothesis (H0), (H1), (H2), (H3),
(H4) et (H5) are satisfied, then in the last case of the reductions of theorem
5 sections 4, we we suppose ǫ = 1/2 and C1 = 2:
hˆ(P ) ≥ (T0 + 1)(D
2 − T0)
3300[K : Q]D3(1 +M2)(24(N − 1))2 log
∣∣NK/Q∆E∣∣ (102)
and simultaneously:
hˆ(P ) ≥ (T0 + 1)(D
2 − T0)
825[K : Q]D3(1 +M2)(24(N − 1))2hF (E/K). (103)
Now we can rewrite the theorem 5 of section 4 in an effective way accord-
ing to what precedes.
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Theorem 8 Let E/K be a semi-stable elliptic curve over a number field
K of degree d. We denote by ∆E/K its minimal discriminant ideal and by
NK/Q∆E/K its norm over Q. We denote by hF (E/K) the Faltings height of
E/K.
For σ ∈M∞K we denote jσ the j-invariant of E ×σ C/C.
• Either
max
σ∈M∞K
{
log(1) |jσ|
}
≥ 4 log |NK/Q∆E/K |,
then
– if P is a torsion rational point, its order satisfies:
Ord(P ) ≤ 10207584 ∗ d ∗ log (2d) .
– if P is of infinite order,
hˆ(P ) ≥ 1
5.502 ∗ 1014d3 (log(2d))2 log |NK/Q∆E/K |,
and simultaneously:
hˆ(P ) ≥ 1
2.063 ∗ 1014d3 (log(2d))2 (1 + 4d)hF (E/K).
• Either
max
σ∈M∞K
{log (1)|jσ|} ≤ 4 log |NK/Q∆E/K |,
then:
hF (E/K) ≤ 1
12d
(1 + 4d) log |NK/Q∆E/K |.
Moreover:
1. Either:
|NK/Q∆E/K | ≤ 108d3 log(2d).
Then:
– If P is a torsion point,
Ord(P ) ≤ 3 ∗ 1011d2.62(log(2d))1.54.
– If P is of infinite order:
hˆ(P ) ≥ 1
3.18 ∗ 1023 ∗ d5.24(log(2d))3.08 log |NK/Q∆E/K |,
and simultaneously:
hˆ(P ) ≥ (1− ǫ)
3
6 ∗ 1022 ∗ d5.24(log(2d))3.08hF (E/K).
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2. or,
|NK/Q∆E/K | ≥ 108d3 log(2d).
Then the constants of theorem 5 of section 4 can be written:
Z = 171 ∗ 105d2
n = ⌊2880(Z + 1)⌋ ≤ (2880 ∗ 17100001)d2 ≥ 5 ∗ 1010 ∗ d2
N = 11 ∗ 1013 ∗ d2
then:
– If P is of finite order and:
Ord(P ) ≤ 12N ≤ 2 ∗ 1014 ∗ d2
– If P is of infinite order and then
∗ Either
hˆ(P ) ≥ 1
4 ∗ 1032 ∗ d5 log |NK/Q∆E/K |,
and simultaneously:
hˆ(P ) ≥ 1
4 ∗ 1032d5hF (E/K).
∗ or, finally,
hˆ(P ) ≥ 1
1.16 ∗ 1038 ∗ d5 log |NK/Q∆E/K |,
and simultaneously:
hˆ(P ) ≥ 1
5 ∗ 1038d5hF (E/K).
Proof 39 Here we have fixed for simplicity ǫ = 1/2 and C1 = 2 in theorem
5 of section 4, it then just suffices to replace each constant of theorem 5 of
section 4 by their values, previously computed, and to make some approxi-
mations.
Theorem 9 (Semi-stable case) There exist some positive constants C˜d, C˜
′
d
et B˜d, effectively computable, depending only on the degree d, such that for
any semi-stable elliptic curve E/K over a number field K of degree d ,
• For any K-rational point of torsion P ,
ord(P ) ≤ B˜d,
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• For any K-rational point P of infinite order:
hˆ(P ) ≥ C˜d log |NK/Q∆E/K |,
and simultaneously
hˆ(P ) ≥ C˜ ′dhF (E/K).
Moreover the previous inequalities are satisfied by:
B˜d = 2 ∗ 1014 ∗ d2.08(log(2d))1.54
C˜d =
1
2 ∗ 1038 ∗ d5.24(log(2d))3.08
C˜ ′d =
1
5 ∗ 1038 ∗ d5.24(log(2d))3.08 .
Proof 40 This is a direct corollary of the previous theorem where we just
have to make a comparison of the various bounds.
Remark 15 One could reasonably ask if a similar construction on only a
single curve E in spite of E ×E would work. Indeed in most evaluations we
reduced ourselves to the case of a single curve, it could therefore be reasonable
to think that the same would work on a single curve.
A direct answer is ”No” in the current formulation. The problem on only
one curve seems to come from the archimedean evaluations. In fact, most
of the terms of the final slope inequality are essentially the same either on
a single curve or on the square if one replace D2 by D. Notably the non-
archimedean term would be given by
−(T0 + 1)(D − T0)
1650[K : Q]
log
∣∣NK/Q∆E/K∣∣ ,
and almost all the other terms could be controlled proportionally but the
archimedean term that would be proportional to
D ×Dπρ˜2σ
2
≤ πD
3
√
3
,
where now the term D× · · · comes from the fact that we will have on only a
single curve D terms to consider (the dimension of the space of global sections
would be D).
Thus, the comparison of the preceding terms would require to control the
quotient:
D3
(T0 + 1)(D − T0) log
∣∣NK/Q∆E/K∣∣ ,
98
with T0 ≤ D, and one then sees that such a control seems impossible because
even if T0 if of the order of D it will remain to bound a term of the form
D
log
∣∣NK/Q∆E/K∣∣ ,
which for D such that 4NE|D is unbounded.
9 Conclusion: Full Generality
Theorem 10 Let d ≥ 1 be an integer, there exist some positive constants Bd,
Cd, C
′
d, effectively computable, depending only on d, such that for any elliptic
curve E defined on a number field K de degree d and for any K−rational
point P ∈ E(K)
1. either P is a torsion point and its order in the group of rational points
satisfies
Ord(P ) ≤ Bd, (104)
2. or P is not a torsion point and then, denoting NK/Q∆E/K the norm over
Q of the minimal discriminant ideal of E/K and hF (E/K) its Faltings
height over K, the following two inequalities are simultaneously true
hˆ(P ) ≥ Cd log |NK/Q∆E/K |, (105)
and
hˆ(P ) ≥ C ′d hF (E/K). (106)
Moreover the previous inequalities are satisfied with:
Bd = 2 ∗ 1014 ∗ d2.08(log(2d))1.54
Cd =
1
7 ∗ 1045 ∗ d5.24(log(48d))3.08
C ′d =
1
2 ∗ 1046 ∗ d5.24(log(48d))3.08 .
Proof 41 The general case can be deduced from the semi-stable case as fol-
lows.
The semi-stable case was established as theorem 9 of the last section.
The torsion case is quite easy with the literature. If E/K is semi-stable
the bound on torsion was established in theorem 9 but if is not semi-stable
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then for example the theorem 5.2 of the chapter 3 of [19] shows that Bd ≤ 48d.
This provides, in either cases, a bound on the torsion.
On the other hand, one knows that there always exists an extension L/K
of degree [L : K] ≤ 24 such that E/L is semi-stable. Therefore we will have
according to theorem 9:
hˆ(P ) ≥ C˜24d log |NL/Q∆E/L|,
where C˜24d is the constant of theorem 9.
Then, denoting by w a place of L over a place v of K, denoting by e(w|v)
the corresponding relative ramification index, we have according to the theory
of classification of the special fibers of the Ne´ron models of elliptic curves (see
for example [18] Ch. IV)
• ordw∆E/L = e(w|v)ordv∆E/K if E/Kv is semi-stable
• ordw∆E/L = 0 and 2 ≤ ordv∆E/K ≤ 10 if E/Kv has potentially good
reduction
• ordw∆E/L = −ordw(jE) = −e(w|v)ordv(jE) and ordv∆E/K = −ordv(jE)+
6 if E/Kv has potentially multiplicative reduction.
One deduce from this an expression of the form:(
NL/Q∆
inst
E/K
) (·NL/Q∆E/L) = (NK/Q∆E/K)[L:K] ,
where ∆instE/K is obtained by the previous classification by comparing the orders.
There are then two cases:
1. either |NL/Q∆instE/K | ≤
√|NL/Q∆E/L| then the previous relation shows
that
log |NL/Q∆E/L| ≥ 2[L : K]
3
log |NK/Q∆E/K | ≥ 2
3
log |NK/Q∆E/K |,
therefore:
hˆ(P ) ≥ 2
3
C˜24d log |NK/Q∆E/K |.
2. or |NL/Q∆instE/K | ≥
√|NL/Q∆E/L| which implies
log |NL/Q∆instE/K | ≥
2[L : K]
3
log |NK/Q∆E/K | ≥ 2
3
log |NK/Q∆E/K |
.
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Then, after the theorem 2 of section 2, one sees that multiplying a point
point P ∈ E(K), by 12 in order that [12P ] has smooth reduction at the
additive additive places, the previous inequality implies:
hˆ([12]P ) ≥ 1
[K : Q]
(
h∞([12]P ) +
1
12
log |NL/Q∆instE/K | −
1
24
log |NK/Q∆E/K |
)
≥ 1
[K : Q]
(
h∞([12]P ) +
1
72
log |NK/Q∆E/K |
)
.
here h∞(·) denotes the sum of the archimedean local heights.
One can then re-use the reduction of section 3, especially lemma 4 and
lemma 3 and the lemma 5 in order to obtain a positive archimedean con-
tribution. We thus obtain n multiples P1 = [12m1]P, . . . , Pn = [12mn]P
with
n = ⌈400d log(2d)⌉ ,
and
N = 462n + 1,
such that:
1
n(n− 1)
∑
1≤i 6=j≤n
h∞([12mi]P − [12mj]P ) ≥ 0.
This gives, following lemma 6 and remark 6:
144(n+ 1)2(N + 1)2
2n(n− 1) hˆ(P ) ≥
1
72[K : Q]
log |NK/Q∆E/K |,
or:
hˆ(P ) ≥ 1
1.49 ∗ 1016d3 (log(2d))2 log |NK/Q∆E/K |
With the same notations, we have also:
hˆ(P ) ≥ C˜ ′24dhF (E/L),
and the formula 2 of section 2.2 shows that:
hF (E/K) = hF (E/L) +
1
12[K : Q]
log |NL/Q∆instE/K |.
Then, as well, there are two cases:
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1. either
1
12[K : Q]
log |NL/Q∆instE/K | < hF (E/L),
and therefore
hF (E/L) >
1
2
hF (E/K),
so that
hˆ(P ) ≥ 1
2
C˜ ′24dhF (E/K).
2. or
1
12[K : Q]
log |NL/Q∆instE/K | > hF (E/L),
and in this case
h(E/K) ≤ 1
6[K : Q]
log |NL/Q∆instE/K | ≤
1
6[K : Q]
log |NK/Q∆E/K |,
we then can deduce the inequality involving the Faltings height from the
inequality with the discriminant.
10 Appendix
Lemma 27 Let N ≥ n be positive integers and define
VN,n = {(m1, m2, . . . , mN) ∈ Nn | ∀ 1 ≤ i 6= j ≤ n, 1 ≤ mi 6= mj ≤ N} ,
then
max
(m1,m2,...mn)∈VN,n
∑
1≤i,j≤n
(mi −mj)2 ≤ (n+ 1)
2(N + 1)2
2
,
Proof 42 Let us define the two following functions:
F : Rn // R
x¯ := (x1, . . . , xn)
✤
//
∑
1≤i 6=j≤n
(xi − xj)2
,
and
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M : Rn // R
x¯ := (x1, . . . , xn)
✤
// 1
n
∑
1≤i≤n
xi
.
We have then,
∂F
∂xi
(x¯) = 4n(xi −M(x¯)),
moreover we notice that for the following transformations, given h ≥ 0,
i(+h) : x¯ = (x1, . . . , xn)
✤
// x¯(+ih) = (x1, . . . , xi−1, xi + h, xi+1, . . . , xn)
i(−h) : x¯ = (x1, . . . , xn)
✤
// x¯(−ih) = (x1, . . . , xi−1, xi − h, xi+1, . . . , xn),
we have,
xi ≥M(x¯) +3 xi + h ≥M(x¯(+ih))
xi ≤M(x¯) +3 xi − h ≤ M(x¯(−ih))
.
We deduce from this that fixing an integer k such that, the function F
is decreasing in each variable xi ≤ M(x¯) for i ≤ k and increasing for each
variable xi ≥M(x¯), for i ≥ k. Therefore let us fix k such that
x1, x2, . . . xk ≤M(x¯)
xk+1, xk+1, . . . , xn ≥M(x¯)
,
the maximum of F with the x′i different positive integers satisfying the
previous hypothesis will be given for
∀ 1 ≤ i ≤ k, xi = i
∀ k + 1 ≤ i ≤ n, xi+i = N − n+ i.
Denoting, F kmax the corresponding value of F , for n = 2l an elemen-
tary comparison between the terms of F lmax and of F
k
max for k < l show that
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amongst the F kmax the maximum is obtained for k = l. One can also notice
that simply for n = 2l, F kmax = F
n−k
max and that for k < l, F
k+1
max > F
k
max.
Then, an elementary computation of F lmax for n = 2l obtained by expand-
ing the squares gives,
F lmax = 2l
2(N + 1)2
(
1− 2 l + 1
N + 1
+
2(l + 1)(2l + 1)
3(N + 1)2
)
(107)
=
n(N + 1)2
2
(
1− n+ 2
N + 1
+
(n+ 1)(n+ 2)
3(N + 1)2
)
︸ ︷︷ ︸
≤1
. (108)
As the maximum for n = 2l is less or equal than the maximum for n =
2l+1 which is less or equal to the maximum for n = 2l+2, we obtain finally
the inequality given in the proposition just by replacing n by n+1 in the last
equation and inequality.
Lemma 28
NE ≤
(|NK/Q∆E/K |)1/e log(2) ≤ (|NK/Q∆E/K |)0.54 .
Proof 43 We denote here δ the number of distinct prime (ideal) divisors of
∆E/K .
NE ≤
∏
v|∆E/K
Nv,
and
|NK/Q∆E/K | ≥
∏
v|∆E/K
2Nv ≥ 2
∑
v|∆EK
Nv
,
therefore the arithmetic-geometric mean inequality provides:
log |NK/Q∆E/K | ≥
∑
v|∆E
Nv
 log(2) ≥ δ(NE)1/δ log(2).
Moreover, for fixed NE, the function x 7→ x(NE)1/x is minimum for x =
log(NE), from which we deduce that
log |NK/Q∆E/K | ≥ log(NE) (NE)1/ log(NE)︸ ︷︷ ︸
=e
log(2),
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therefore
NE ≤ |NK/Q∆E/K |1/e log(2),
and
1
e log(2)
≈ 0, 5307....
Lemma 29 (Combinatorial Lemma) Let (rv)v∈S be a sequence of non-negative
real numbers indexed by a set S. Let Si, 1 ≤ i ≤ n be subsets of S and let l
be a positive real number such that
∀1 ≤ i ≤ n,
∑
v∈Si
rv ≥ 1
l
∑
v∈S
rv.
Under the assumption that there exists an integer Z such that n ≥ l(Z+1),
there exists distinct integers i0, i1, . . . , iZ such that:
∀ 1 ≤ j ≤ Z,
∑
Si0∩Sij
rv ≥ 2
l2(l + 1)
∑
v∈S
rv.
Proof 44 Let us define,
µ0(S) =
∑
v∈S
rv,
and for any subset T of S,
µ(T ) =
1
µ0(S)
∑
v∈T
rv.
This defines a probability measure µ on S which satisfies the usual rela-
tions,
∀A,B ⊂ S;µ(A ∪B) + µ(A ∩ B) = µ(A) + µ(B),
∀A1, A2, . . . , Ak ⊂ S, µ
(
k⋃
i=1
)
≥
k∑
i=1
µ(Ai)−
∑
1≤i<j≤k
µ(Ai ∩ Aj).
We define
e =
2
l2(l + 1)
,
then, let us choose a set S0:
• either there exists Z subset Si with distincts i 6= 0 such that µ(S0∩Si) ≥
e and then the lemma is true,
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• or for at least (n− Z) subset Si of distinct i 6= 0, µ(S0 ∩ Si) < ǫ.
.
In the second case, we choose a set that we denote S1 amongst the Si,
and then
• either there exists Z subsets Si with distinct i 6= 1, such that µ(S1 ∩
µSi) ≥ e and the lemma is true,
• or there exists at least n−2Z subsets Si with disctinct i 6= 0 and i 6= 1,
such that µ(S0 ∩ Si) < e and µ(S1 ∩ Si) < e.
By iterating this process k times we obtain the following:
• either there are Z + 1 subset Si that solve the proposition,
• or there exists k + 1 subsets that we denote S0, S1, . . . , Sk such that:
∀ 1 ≤ i < j ≤ k, µ(Si ∩ Sj) < e.
For those last sets we deduce that,
µ
(
k⋃
i=0
Si
)
≥ k + 1
l
− k(k + 1)
2
e,
and therefore if we define
S ′ := S \
(
k⋃
i=0
Si
)
,
and for all 0 ≤ j ≤ k,
S ′j = S
′ ∩ Sj ,
then
µ(S ′) ≤ 1− k + 1
l
+ k(k + 1)2e,
and
µ(S ′j) ≥
1
l
− (k + 1)e.
And so for ny of those i’s we have at least n− (k+1)Z sets Sj such that
µ(Si∩Sj) ≥ µ(S ′i∩S ′j) ≥ µ(S ′i)+µ(S ′j)−µ(S ′) ≥
2
l
−2(k+1)e−1+k + 1
l
−k(k + 1)
2
e.
If we choose k + 1 = l − 1 we obtain at least n − (l − 1)Z ≥ Z subsets
S0, S1, . . . , SZ with distinct i
′s such that
∀ 1 ≤ j ≤ Z, µ(S0 ∩ Sj) ≥ e.
Which concludes.
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