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1 SOUCASNY STAV PROBLEMATIKY
V soucasne dobe pro modelovan mikrovlnnych polovodico-
vych prvku existuje mnoho modelu s ruznou slozitost modelu
[35, 34, 17, 28] a take s ruznou presnost tohoto modelu [2, 33, 6,
32, 26], zde je take provedeno kvalitativn porovnan techto mo-
delu [3, 22, 24]. V [32] je provedeno porovnavan dynamicke casti
a staticke casti modelu pro ctyri ruzne modely s namerenymi
hodnotami a v [26] je provedeno porovnan statickych parametru
devti modelu pouzitych pro modelovan tranzistoru GaAs MES-
FET1. Tranzistor MESFET patr k zakladnm aktivnch prvku
mikrovlnnych obvodu, fyzikaln princip cinnosti tohoto tranzis-
toru je stejny jako u JFET tranzistoru, ale hradlo MESFET
tranzistoru je od kanalu izolovano prechodem kov-polovodic [5].
Za presnejs model muze byt povazovan realisticky2 Parker a
Skellernuv model [28], nicmene identikace parametru tohoto
modelu je casto velice komplikovana a tudz prakticky nerealizo-
vatelna [29]. Z tohoto duvodu jsou hledany jine cesty jak zlepsit
klasicke modely pridanm funkce() pro zlepsen parametru(u)
techto modelu [2, 33, 6, 26].
Modelovan mikrovlnnych obvodu za pomoci neuronove ste
obecne (nejen pro polovodicove prvky) jsou popsany v [37].
Ruzne typy modelu polovodicovych prvku pomoc neuronove
ste jsou take popsany v [23, 1, 25, 27, 20, 8] { [23] predstavuje
neuronove ste pro empiricke modelovan v systemech technolo-
gickeho modelovan TCAD, [1] predstavuje postup modelovan
tranzistoru HEMT, [25] predstavuje modelovan tranzistoru rze-
nych polemMOSFET a AC/DC charakteristiky bipolarnch tran-





velke" signaly, [20] predstavuje linearn
1Tranzistory MESFET se nejcasteji vyrab na bazi GaAs { pohyblivost elektronu v
GaAs je mnohem vets nez v Si [5].
2Tento model je nazyvan
"
realisticky" protoze dusledne pouzva fyzikalnch principu
pro vystavby systemu rovnic [5].
1
nelinearn modely tranzistoru pHEMT a Schottky diody a [8]
predstavuje novy prstup v implementaci modelu tranzistoru
MOS pomoc neuronove ste do simulacnho prostred trdy SPICE.
Hlavn duraz bude dale kladen na metody, ktere jsou popsany v
[37] a dale popsany a simulovany na konkretnch prkladech.
Zamerme se zejmena na tranzistory pHEMT, PJFET a D-
NMESFET a dale varaktor a relativne novou perspektivn pa-
sivn soucastku memristor (charakteristika byla zskana z [4]
(Nature) a [36]). Zde uvedeny prklad polovodicove diody je
pouze ilustrativn a ma demonstrovat schopnosti a moznosti
neuronove ste. Tranzistor D-NMESFET zde demonstruje
"
ne-
vhodne" chovan neuronove ste, je-li k dispozici maly poctu
merenych bodu.Nejprve se strucne zmnme o soucasne pouzva-
nych analytickych modelech, o jejich presnosti a moznostech
jejich zpresnen. Dale bylo cerpano z clanku a konferencnch
prspevku [12, 11, 10, 9, 7, 8] dale [6, 15, 5, 15, 13, 3].
2 CIL DISERTACNI PRACE
Tato prace se zabyva Modelovan nelinearnch prvku vyso-
kofrekvencnch obvodu neuronovymi stemi a z toho vyplyvajc
nasledujc dva hlavn cle:
1. Overit zda jsme schopni s vyuzitm neuronove ste a ruznych
metodik modelovan pouzitelny model co do presnosti (rms <
0; 50% pro dals simulace je tato hodnota technicky do-
statecna) a chovan (prubeh identikovanych charakteris-
tik) pro nelinearn vysokofrekvencn prvky.
2. Optimalizovat strukturu zvolene topologie neuronove ste




3.1 ZPRESNENI ANALYTICKYCH MODELU
Mozneho zpresnen analytickych modelu je mozno dosahnout
za pouzit umelych neuronovych st, kterym se zabyva cela
prace.
Nicmene presnost modikovaneho modelu je jak pro staticke
tak i dynamickou cast stale v radu procent. Vets presnosti lze
dosahnout za pouzit neuronove ste, jednak jako prmy neuro3
model (uzit pouze neuronove ste), nebo jako zpresnujc ko-
rekcn neuronovou st', ktera je paralelne pripojena k modiko-
vanemu analytickemu modelu. Tyto resen muzeme povazovat
za efektivn a relativne jednoduchou cestu, ktera ma ale take
sva uskal na ktera je nutno si dat velky pozor, nebot' mohou
vysledny model zcela znehodnotit.
Staticka cast modelu je popsana jako u ostatnch uni-
polarnch tranzistoru nelinearnm zdrojem proudu rzeny napetm
gate-source ugs a drain-source uds, ktery je popsan rovnicemi (1):
i1 =
8<:
0 pro (ugs   UT  0);
(ugs   UT )n2(1 + uds) tanh(uds) pro (ugs   UT > 0);
(1)
kde ugs = ug us a uds = ud us. Schottkyho dioda gate-source se
aproximuje dvojic
"
diod" denovanych Shockleyovymi vztahy
a paralelnm rezistorem k druhe z nich.
3.2 POUZITA NEURONOVA SIT
V prubehu vyvoje neuronovych st se venovala vyznamna po-
zornost tzv. vrstvovym neuronovym stm, disjunktn podmnoziny
3Pod pojmem neuro modelem zde uvazujeme pouzit pouze neuronove ste jako mode
celeho prvku.
3
Obrazek 1: Analyticky model tranzistoru MESFET.
techto neuronovych st jsou tzv. vrstvy . Vzajemne propojen
mezi jednotlivymi neurony vyznamne ovlivnuje vlastnosti neuro-
nove ste. Pro kazdy typ ulohy je vhodne jine propojen neuronu.
Neuronova st' je paraleln distribuovany system vykon-
nych prvku modelujc biologicke neurony, ucelne uspora-
dany tak, aby byly schopny pozadovaneho zpracovan
informac.
Pro modelovan mikrovlnnych soucastek (obvodu4) byla zvo-
lena neuronova st' vyse popsaneho typu MPL (Multilayer Per-
ceptron) jak je uvedeno v [37] a pouzito v experimentech pro
modelovan mikrovlnnych tranzistoru v [30]. V dalsm vykladu
bude uvazovat vzdy neuronovou st' MLP - multilayer per-
4Obecne lze neuronovou st modelovat
"
libovolne" struktury jako napr. cele obvody.
4
Obrazek 2: Neuronova st' MLP -MultiLayer Perceptron.
ceptron .
4 PRIMY MODEL
Prmym prstupem modelujeme vnejs chovan prvku (mo-
delovaneho objektu)
"
prmo" neuronovou st, jak uvad [31].
Pri pouzit teto metody modelovan nen nutne zjist'ovat vnitrn
strukturu tranzistoru (obecne jakehokoli
"
obecneho" modelo-
vaneho prvku) ani nutna znalost ekvivalentnho obvodu s jeho
parametry. Tranzistor je charakterizovan svym vnejsm chovanm
jako jsou stejnosmerne charakteristiky nebo zavislost s-parametru.
Vstupy takovehoto modelu jsou parametry procesu (naprklad
pro tranzistory MESFET napet drain-source uDS a gate-source
uGS, viz prklad s tranzistorem pHEMT, a fyzikaln parametry
tranzistoru (naprklad delka kanalu L, srka kanalu W atd . . . ).
Jde-li o jediny konkretn tranzistor, nen nutno zahrnovat tyto
5
Obrazek 3: Modelovan DC charakteristik tranzistoru MESFET.
fyzikaln parametry do vstupu neuro modelu, parametry jsou
konstanty a neprinasej zadnou informaci pri procesu ucen, bude
vylozene pozdeji. Vystup z neuro modelu je proud protekajc
tranzistorem iD.
5 PARALELNI KOREKCNI NEURONOVA
SIT
Jedna z dalsch metod kombinovaneho modelovon je metoda
zpresnen analytickeho modelu5 korekcn neuronovou st' zapo-
jenou paralelne s analytickym modelem (opet je nutna znalost
analytickeho modelu), jak ukazuje obrazek 4. Princip je jedno-
duchy, k zpresnen vysledneho modelu se pouzije neuronova st',
ktera se nauc kompenzovat nepresnosti analytickeho modelu.
Vstupem neuro modelu jsou vstupn parametry analytickeho
modelu naprklad pro tranzistor pHEMT jde o napet drain-
source uDS a napet gate-source uGS. Jako dalsm vstupem neuro
modelu mohou byt uzity jine vhodne parametry naprklad tech-
nologicke parametry tranzistoru jako ukazuje obrazek 3. Prmemu
modelovan (naucena neuronova st' muze provadet korekce pro
vce tranzistoru teze
"
rodiny" [stejna technologie]). Vystupem je
5muze byt uzito i jinych modelu, ktere se mohou za pouzit neuronove ste zpresnovat
6
Obrazek 4: Pouzit neuronove ste pro zpresnen analytickeho modelu.
pozadovana korekce iD (viz vzorec2), ktery koriguje analy-
ticky model v nami uvedenem prkladu pro tranzistor pHEMT.
6 VYUZITI VICE NEURONOVYCH SITI
V teto metode se vyuzva pro vytvoren celkoveho modelu
propojen vce neuronovych st (pouze neuronovych st), ktere
vytvarej celkovy model.
Tato metoda je vhodna pro modelovan prvku s kompli-
kovanou charakteristikou, jakou je naprklad memris-
tor vyznacujc se hysterez. Metoda byla navrzena au-
torem tohoto textu. Nektere dosazene vysledky byly pu-
blikovany v [13] a [3], charakteristika byla zskana z [4]
(Nature) a [36].
Nen-li mozno k modelovan ulohy vyuzt nekterou z vyse po-
psanych metod, a je-li mozno tuto ulohu rozdelit na vce nezavis-
lych podmnozin. Lze resit tuto ulohu pro kazdou podmnozinu
zvlast', nezavisle na ostatnch dlcch podmnozinach s vyuzitm
7
pouze jedne neuronove ste a vyse popsane
"
prme" metody (ob-
doba superpozice). Pro ilustraci teto metody je uveden prklad
modelu memristoru, kdy tento komplikovany prvek vzhledem k
jeho charakteristikam nelze modelovat pouze jednou neuronovou
st, nebo nekterou zde popsanou kombinovanou metodou.
7 VYSLEDKY
7.1 Tranzistor pHEMT - prma metoda
Nyn se pokusme identikovat tuto zavislost pomoc neuro-
nove ste se snahou o zlepsen prumerne relativn kvadraticke
odchylky rms. Prubeh volt-amperove charakteristiky tranzis-
toru pHEMT pro napet uGS = 0V (kolecka  oznacuj merenou
hodnotu, plna cara oznacuje hodnoty identikovane neurono-
vou st). Pro identikaci tohoto prubehu byla pouzita
"
prma"
metoda s neuronovou st MLP-1-5-12-8-1 . Model obsahuje
jeden vstup (napet gate-source uGS) a jeden vystup (proud dra-
inu iD ), parametr uGS (napet gate-source) je konstanta a nen
zahrnut jako vstupn parametr modelu. Pri tomto prstupu je
nutne mt pro kazdy parametr uGS zvlast' "
naucenou" neurono-
vou st'.
Prumerna kvadraticka relativn odchylka rms = 0:0012%,
tato hodnota rms ukazuje na velice dobry vysledek identikace.
Je zde vsak jeden problem. V teto casti se charakteristika prlis
"
vln" a vykazuje zapornou derivaci. Tento problem lze odstra-
nit jinou volbou neuronove ste treba naprklad MLP-1-5-4-5-
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Obrazek 5: Vysledek identikace charakteristik tranzistoru pHEMT za
pouzit neuronove ste MLP-2-5-4-5-1 (pro vsechny charakteristiky je
spolecne rms = 0:2 %).
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7.2 Varaktor - prma metoda
Tento (jiz dostatecne dobry) vysledek jsme se pokusili zpresnit
za pouzit neuronove ste. Byl zvolen prstup
"
prmeho" mo-
del teto zavislosti. Pro dostatecne mnozstv namerenych bodu
(kterych v tomto prpade je dostatek) vykazuje tento prstup k
modelovan dobre vlastnosti. Byla pouzita neuronova st'MLP-
1-4-5-4-1 se tremi skrytymi vrstvami a s poctem neuronu v
techto skrytych vrstvach 4, 5 a 4. Jako prenosova (aktivacn)
funkce neuronu byla pouzita sigmoida s parametrem strmosti
 = 1, ve vystupn vrstve byla pouzita linearn prenosova funkce
typu x = y, jejz pouzit je v techto prpadech obvykle. Zavislost
kapacity cD varaktoru EG8132 na napet uGD (krouzkem  jsou
oznaceny namerene hodnoty, identikovane hodnoty neuronovou
st jsou oznaceny plnou carou). Dosazena presnost identikace
je pro prumernou relativn kvadratickou odchylku rms = 0; 11%
a pro maximaln relativn odchylku max = 0; 4%. Prubeh re-
lativn odchylky  [%] v zavislosti na  uGD.Identikace po-
moc neuronove ste poskytlo velice dobry vysledek oproti ana-
lytickemu modelu.
Lze rci ze neuronovou st' lze pouzt pro modelovan dyna-
mickych vlastnost vysokofrekvencnch prvku jako naprklad pro
tranzistory MESFET jak ilustruje vyse uvedeny prklad s varak-
torem EG8132.
7.3 Tranzistor pHEMT - korekcn metoda
Veskere vyse popsane prstup k modelovan neuronovou st
v teto casti patrili do kategorie
"
prmeho" modelovon. Nyn se
pokusme predstavit jednu z moznost kombinovaneho prstupu
(kombinace analytickeho modelu a neuronove ste). Tento prstup
vyuzva neuronovoust' k proveden korekce chyb analytickeho
modelu. Na obrazku je uvedena zavislost chyby analytickeho
modelu na napet uDS pro jednotliva napet uGS 2 f 1; 5V ;
10




















Obrazek 6: Vysledna identikace MO457/4 prubehu kapacity za pouzit neu-
ronove ste MLP-1-4-5-4-1, (rms = 0:11 % a max je pouze 0:4 %).
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 1; 0V ;  0; 5V ; 0V ; 0; 5V g. Odchylka analytickeho modelu
a merene hodnoty iD je oznacena krouzkem (). Tento rozdl
muzeme vyjadrit jako vzorec (2):
iD = i
(meas)
D   i(identam)D ; (2)
kde i
(meas)
D je zmereny proud drainem tranzistoru a i
(identam)
D
je proud vypocteny analytickym modelem. O pouzitem analy-
tickem modelu tranzistoru vcetne jeho parametru jsme se zmnili
v uvodu teto casti. Pro identikaci prubehu chyby iD(uDS; uGS)
(naznacujeme, ze jde o funkci dvou promennych uDS a uGS) byla
pouzita neuronova st' MLP-2-8-10-6-1 . Vstup neuronove
ste tvor dvojice hodnot napet uDS a uGS, vystup ste je korekce
proudu iD pouziteho analytickeho modelu. Tento neuro mo-
del dosahl prumerne kvadraticke relativn chyby rms = 7; 56%
pro vsechna merena napet uGS. Hodnoty rms pro jednot-
live napet uGS jsou uvedena v obrazku. Jak je patrno z tohoto
obrazku, nejvets chyba rms je pro napet uGS =  1; 5V, kde
hodnota rms dosahuje hodnoty 37; 24%. Vsechny ostatn chyby
rms jsou pod 0; 4%. Velikost chyby rms = 37; 24% pro napet
uGS =  1; 5V je zpusobena faktem, ze hodnoty odchylek proudu
iD jsou pro toto napet blzke nule (rms analytickeho modelu
pro napet uGS =  1; 5V je pouze 0; 83%). Vysledna hodnota
prumerne kvadraticke relativn chyby korigovaneho analytickeho
modelu neuronovou st MLP-2-8-10-6-1 je rms = 0; 064%.
Souhrn relativnch chyb rms je uveden v tabulce 1.
uGS [V] 0; 5 0  0; 5  1; 0  1; 5 celkem
rms [%]1 3,10 2,34 2,06 1,93 0,83 2,05 *1
rms [%]2 0,07 0,22 0,16 0,26 0,27 0,20 *2
rms 10 3 [%]3 1,86 0,70 2,06 6,96 310,00 64,00 *3































= 0.5V / rms = 0.02%
V
G
= 0V / rms = 0.02% 
V
G
= -0.5V / rms = 0.06%
V
G
= -1.0V / rms = 1.96%
V
G
= -1.5V / rms = 8.48%
Obrazek 7: Vysledek aproximace rozdlu mezi namerenymi daty a (predesle
identikovanym) modikovanym analytickym modelem, tento rozdl je
vystupem korekcn neuronove ste MLP 2-8-10-6-1 (pro naucen ste bylo
pouzito 1000 trenovacch epoch).
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Obrazek 8: Identikovana volt-amperova charakteristika memrisroeu s
pouzitm 4 neuronovych st.
8 Memristor - kombinovana metode
Volt-amperova charakteristika memristoru je dosti kompliko-
vana pro modelovan pouze jednou neuronovou st. Proto byl
zvolen postup, kdy je vyuzito nekolika nezavislych neuronovych
st.
Charakteristika memristoru byla rozdelena na celkem 5 ob-
last. Kazda z techto oblast byla identikovana neuronovou st,
jak je uvedeno na obrazku 8. Oblast 1 a 2 byli identikovany jako
funkcn zavislost y = f(x), oblast 1 neuronovou st MLP-1-2-
3-2-1 a oblast 2 neuronovou st MLP-1-3-4-2-1 . Pro oblasti
3&46 a 5 vzhledem k jejich prubehu, byla zvolena identikace
funkcn zavislosti x = f(y). Oblast 3&4 (z praktickych duvodu
se nakonec oblasti 3 a 4 sdruzili do jedne 3&4) neuronovou st
MLP-1-5-7-3-1 a oblast 5 neuronovou st MLP-1-4-5-3-
6Puvodne rozdelene oblasti 3 a 4 byly identikovany jako jeden celek.
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2-1 .
oblast uzita neuronova st' rms max
1 MLP-1-2-3-2-1 0,50%  1; 50%
2 MLP-1-3-4-2-1 0,86%  2; 00%
3&4 MLP-1-5-7-3-1 1,63%  2; 50%
5 MLP-1-4-5-3-2-1 7,65%  10%
Tabulka 2: Souhrn uzitych neuronovych st pro identikaci volt-amperove
charakteristiky memristoru s pouzitm vce neuronovych st a jejich
prumernych kvadratickych relativnch chyby rms a maximaln relativn
chyby max .
Souhrn prumernych kvadratickych relativnch chyby rms a
maximaln relativn chyby max pro jednotlive oblasti vcetne
uzitych neuronovych st je uvedeno v tabulce 2.
Tato metoda byla navrzena autorem tohoto textu, jak
je uvedeno vyse v 6. Nektere dosazene vysledky byly
publikovany v [13] a [3], charakteristika byla zskana z
[4] (Nature) a [36].
9 ZAVER
Zaverem lze rci, ze provedene experimenty potvrdily, ze pres-
nost analytickeho modelu nemohou byt leps nez cca v radu pro-
cent. Zlepsen presnosti techto analytickych modelu je mozne
a relativne jednoduche za pomoc neuronovych st. Pouzitm
"
prme" neuronove ste poskytuje procentualne desetkrat vets
presnost, nicmene nejpresnejs vysledky ma kombinace paraleln
neuronove ste s modikovanym analytickym modelem. Byly
provedeny ruzne experimenty s nejruznejsmi typy modelu a neu-
ronovych st (prme modely, korekcn a kombinovane) na siroke
trde vysokofrekvencnch prvku jako jsou naprklad mikrovlnny
varaktor, tranzistor pHEMT a memristor. Pro vsechny typy
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st byla spolehlive zvladnut proces jejich ucen pomoc systemu
namerenych dat a sestaven postup jak naucenou st' pouzt pri
analyze elektronickych obvodu. Parametry analytickeho modelu,
tak i hodnoty synaptickych vah neuronove ste je mozno zskat za
pouzit optimalizacnch metod. Na rade experimentu, ktere zde
byly predstaveny se ukazuje, ze optimaln struktura nemus byt
nutne komplikovanou strukturou. Obecne jsou doporucovane dve
vnitrn skryte vrstvy neuronove ste s typicky 4{8 neurony na
vrstvu. Na zaklade realizac mnoha systematicky generovanych
experimentu byl formulovan zaver, podle ktereho lze vetsinu mi-
krovlnnych aktivnch prvku spolehlive identikovat neuronovymi
stemi s dvema skrytymi vrstvami, kazda z techto vrstev obsa-
huje typicky 4-8 neuronu. Tento nami dosazeny vysledek je v
dobre shode s doporucenm denovanym v nejnovejsch publi-
kacch cleny tymu vudc osobnosti v teto oblasti, prof. Q.J.Zhanga.
Byla sestavena poloautomaticka procedura pro nalezen optimal-
nho poctu skrytych vrstev neuronove ste a poctu neuronu v
techto vrstvach. Tato procedura byla overena na tranzistoru
pHEMT a PJEFT. Lze rci ze takto navrzena poloautomaticka
procedura vedla rychleji k vysledne optimaln strukture neuro-
nove ste nez snaha o zautomatizovan experimentalnho prstupu
hledan optimaln (suboptimaln) struktury neuronove ste. Touto
snahou se ulohu ponekud komplikuje, jak bylo uvedeno vyse.
Dale je nutne posuzovat pouzite model z hlediska jeho
"
cel-
koveho" chovan naprklad prubehu charakteristik atd. Dale byla
zpracovana metodika korektivnch st pracujcch jako opravny
prostredek modikovaneho analytickeho modelu s presnost pod
jedno procento. Tento vysledek je zcela dostacujc z hlediska
pozadavku na presnost modelu pro ucely simulace. Byla take
navrzena principialne nova metodika pouzit systemu vce vzajem-
ne spolupracujcch neuronovych st pro identikaci kompliko-
vanych prvku s vyraznou hysterez jakym je Pt   TiO2 x   Pt
memristor.
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Nektere dlc vysledky teto prace byly publikovany za pisate-
lova spolutorstv ve velmi dobre impaktovanem casopise nakla-
datelstv Elsevir Solid-State Electronics (IF=1,494 ve Web of
Science), dale je pisatel spoluautorem clanku v impaktovanem
casopise Radioengineering (IF=0,503) a prvnm spoluautorem
clanku v casopise s dobrym faktorem SNIP (Scopus normalized
impact per paper) 1,061. Dale byly vysledky publikovany na
odbornych konferencch oboru Circuits and Systems, predevsm
MWSCAS (IEEE International Midwest Symposium on Circu-
its and Systems. Nektere obrazky a metody byly publikovany
v knize Modern radioelektronika. Casopis Radioengineering byl
citovan ve spickovem casopise oboru Solid-State Electronics (kde
bylo porovnan pouzvanych modelu MESFET s radou jinych
modelu) a dale na konferenci IEEE International Conference
on Solid-State and Integrated Circuit Technology indexovane v
IEEE Xplore a rovnez v zahranicn disertacn praci.
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SUMMARY
At present, there are many various microwave structures for
which their nonlinear models for CAD are necessary. However,
in the recent SPICE (PSpice) family programs, only a class of
ve types of MESFET model is available. In the thesis, a me-
thod is suggested for modeling miscellaneous microwave structu-
res by exclusive neural networks or by corrective neural ne-
tworks working attached to a modied analytic model. An accu-
racy of the proposed modication of the analytic model is as-
sessed by extracting model parameters of the GaAs MESFET,
AlGaAs/InGaAs/GaAs pHEMT, and GaAs microwave varac-
tors. An accuracy of procedures with neural networks is assessed
by extracting their parameters in static and dynamic domains.
First, an approximation of the AlGaAs/InGaAs/GaAs pHEMT
output characteristics is carried out by means of both exclusive
and corrective articial neural networks; and second, an appro-
ximation of the capacitance function of the SACM InGaAs/InP
avalanche photodiode is performed by the exclusive neural ne-
twork. A systematic sequence of analyses is also performed for
examining an optimal structure of the articial neural network
from the point of view its structure and complexity. The tests
have been performed on both ve- and four-layer articial neu-
ral networks that serve for modeling a P-channel JFET and Al-
GaAs/InGaAs/GaAs pHEMT. Further, the Pt-TiO2 x -Pt me-
mristor characteristic with an extraordinary (but typical) hys-
teresis is approximated by a set of cooperative articial neural
networks, because a single network is unable to characterize this
especial element. Last, a sequence of systematic experiments is
performed, which shows that the optimal structure of the ne-
twork can be found relatively easily, and it should not be too
complicated. Our developed models using articial neural ne-
tworks were compared with existing analytical models (Curtice,
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Statz, Susman, and TOM TOM2 [TriQuint]). In addition, we are
working a model of pHEMT transistor (working up to frequency
110GHz) using only exclusive neural network. The characteris-
tics of this transistor was measured in Bologna, Italy, which is
one of the few centers in Europe (Dr. Svevo Monacovi, MEC,




V soucasne dobe existuje mnoho ruznych mikrovlnnych struk-
tur, pro ktere je potrebne mt jejich nelinearn modely do systemu
CAD. Bohuzel v modernch programech trdy SPICE (PSpice)
je k dispozici pouze pet typu modelu tranzistoru MESFET. V
teto praci je popsana metoda pro modelovan ruznych mikro-
vlnnych struktur s pouzitm neuronove ste, nebo s pouzitm
kombinace analytickeho modelu a korekcn neuronove ste, ktera
tento analyticky model koriguje a take uzit nekolika neuro-
novych st. Presnost navrhovane modikace analytickeho mo-
delu je posuzovana vzhledem k zska-nym parametrum modelu
GaAs MESFET tranzistoru, AlGaAs/InGaAs/GaAs pHEMT
tranzistoru, a GaAs mikrovlnneho varaktoru. Za pouzit neu-
ronove ste bylo provedeno zpresnen analytickeho modelu jak
v jeho staticke tak i dynamicke casti. Nejprve byla provedena
aproximace vystupnch charakteristik AlGaAs/InGaAs/GaAs p-
HEMT tranzistoru za pouzit pouze jedne neuronove ste, pote
byla pouzita i korekcn neuronova st'. Take byla provedena apro-
ximace zavislosti kapacity SACM InGaAs/InP lavinove fotodi-
ody, opet za pouzit pouze jedne neuronove ste. Dale byla ex-
perimentalne provedena systematicka analyza pro zskan op-
timaln struktury neuronove ste a optimalnho poctu neuronu
v jednotlivych vrstvach teto neuronove ste. Experimenty byly
provedeny na neuronovych stch se ctyrmi a peti vrstvami, ktere
modelovaly P-kanalovy tranzistor JFET a AlGaAs/InGaAs/GaAs
pHEMT tranzistor. Dale, charakteristika Pt-TiO2 x -Pt memris-
toru, ktera vykazuje sve typicke hysterez chovan, ktere je pro
ni typicke je aproximovan nekolika neuronovymi stemi, protoze
jedina st' nen schopna charakterizovat tento specialn prvek.
Posledn provedene systematicke experimenty ukazuj, ze op-
timaln strukturu ste lze nalezt pomerne snadno, a nemelo by
to byt prlis slozite. Nami vytvorene modely vyuzvajc umele
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neuronove ste byly porovnany s dosavadnmi analytickymi mo-
dely (Curtice, Statz, Susman, TOM a TOM2 [TriQuint]). Dale
se pracuje na modelu vysokofrekvencnho tranzistoru pHEMT
(pracujc do frekvence 110GHz) s vyuzitm pouze jedne neuro-
nove ste. Charakteristiky k tomuto tranzistoru byly zmereny v
italske Bologni (Dr. Svevo Monacovi, MEC, University of Bo-
logna a University of Ferrara), coz je jedno z mala pracovist' v
Evrope schopno provest meren na takto vysokych frekvencch.
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