A. Parameter Recovery, Hierarchy Selection, and Factor Retention
We conduct a simulation study to ensure that the proposed method recovers the parameter estimates, selects the correct hierarchy, and retains the relevant factors. To this end, we simulated data for the lagged integrated C → A → E model given below: 
We generated 100 data sets, each with 9 mindset metrics and sales for t = 1,…,200
weeks, and the true parameter values as follows:
.9 0 0 .01 . Table T1 (factor loadings) and Table T2 (transition equation) report the average estimated parameter values across 100 data sets. conclude that the proposed method estimates the parameters accurately. Next, we investigate the accuracy of our approach for hierarchy selection and factor retention decisions. Table T3 reports the results hierarchy selection performance using Pr(m|y), Log Bayes Factor, and MAPE. 3) This is exclusively a variable selection problem (fixed factors, only ,,   varies across models). Table T4 reports the results on the factor retention decision across Pr(m|y), Log Bayes Factor, and MAPE. Based on Tables T3 and T4 , Pr(m|y) is more accurate for factor selection (for which it was specifically designed) than for hierarchy selection.
B. Unit Roots Testing
We test sales, GRPs, and 16 mindset metrics for unit roots using the augmented DickeyFuller test. Table T5 presents the parameter estimates. The test statistics across all time-series and for the four lags are greater than the critical absolute value of 2.884. Hence, the unit root hypothesis is rejected uniformly. 
C. Detailed Discovery Process
Step 1: Determining the Operating Hierarchy
For the hierarchical models, we include the classical six sequences from Vaughn (1980) (i.e., E→C→A, C→E→A, E→A→C, C→A→E, A→E→C, and A→C→E). Additionally, we estimate the Vakratsas-Ambler model. Finally, we estimate the six integrated hierarchies (see Equation 4 in the manuscript for the E→C→A hierarchy), which include factor dynamics ( 11 22 33 ,,    ), sales dynamics ( 44  ), purchase reinforcements ( 14 24 34 ,,    ), and advertising effects ( 1 2 3 4 , , ,     ). Because we specify the transition matrix  in a confirmatory manner based on extant literature (see Vakratsas and Ambler 1999) , the above models are grounded in marketing theory. Table 3 in the manuscript presents the results.
Step 2: Lagged or Concurrent Dynamics?
We test both lagged and concurrent specifications of the integrated E→C→A hierarchy model and compare their respective in-and out-of-sample performance. We retain this lagged integrated E→C→A model because it outperforms the concurrent version (see section D for details).
Step 3: Are Intermediate Factors Correlated?
Factors C, A, and E are neither equally important nor all relevant for different brands (Hoch and Ha 1986; Tellis 1988) . May be C is less important than A for low involvement products, where purchase decisions may be habitual and involve minimal forethought. May be E is most important for familiar products, where consumers have learned from prior usage of the product. As noted in the literature review, psychological theories also raise the issue whether all three intermediate factors are sufficiently distinct from each other. Hence we assess the stable correlation matrix amongst the three intermediate factors using DARE in MATLAB. Table T6 presents the estimated factor correlations. Given that some factors are nearly orthogonal in this application, how would an orthogonal version of the model fit the data?
Orthogonal Integrated E→C→A Hierarchy. We estimate the lagged integrated hierarchy with orthogonality constraint. That is, we get   from DARE, transform it to identity via Cholesky decomposition, and run the next iteration of the Kalman filter procedure. Because orthogonality constraint is a strong assumption, data does not support it based on Log Bayes
Factor and MAPE (see Table T7 ). Furthermore, Table T8 and Table T9 present the factor loadings and transition equation estimates, respectively. Note that the main structure of the lagged integrated E→C→A model remains intact, the transition errors are larger compared to those from the non-orthogonal specification retain based on Pr(m|y), which shows the probability a model is selected given the data. We also report Log Bayes Factor and MAPE to maintain consistency across other tables. In our application, MAPE is not sensitive to discriminate among the models. Both Pr(m|y) and Log
Bayes Factor corroborate the rank order amongst the top three models, enhancing our confidence in our factor retention decision. Table T10 presents the results. Substantively, across all three criteria, the integrated three-factor (E→C→A) model outperforms all the integrated two-factor models, including the C→A model of persuasion (Aaker and Day 1974; Batra and Ray 1985) . It also outperforms all the one-factor models, including the affect-only (Aaker and Norris 1982) and cognition-only (Tellis and Fornell 1988) models. Hence, market data reveals that all three intermediate factors operate for this soft drink brand. With this assessment, we conclude step 3 and then test identification restrictions on the lagged integrated E→C→A model.
Step 4: Are the identification restrictions appropriate?
In the original model, we use activation metric to identify the cognition factor, liking for affect, and purchase intention for experience. To test the robustness of factor identification choices, we re-estimate the model with alternative identification restrictions: Brand Recognition for Cognition, Watch for Affect, and Daily Usage for Experience. All the previous results remain the same qualitatively, but the original identification restrictions perform the best on this data (see Table T11 ). Step 5: Comparing the integrated E→C→A hierarchy to the sales response model Finally, we compare the best integrated hierarchy model with the benchmark model, the dynamic advertising-sales response model. Because the advertising-sales response model does not utilize mindset metrics, to make fair comparisons, as an anonymous reviewer suggested, we evaluate Log Bayes Factor for the best retained hierarchy using marginal likelihood of sales given the mindset metrics (rather than marginal likelihood of sales and mindset metrics). Table   T12 presents the results. Specifically, Log Bayes Factor for the sales model exceeds 2; even the out-of-sample forecast accuracy of the sales model is inferior (MAPE = 13.26% compared to 12.74%). Hence, we retain the integrated E→C→A hierarchy model. In sum, the lagged integrated E→C→A model outperforms the dynamic advertising-sales response (Model 1), all the classic hierarchies (Model 2-7), and the Vakratsas-Ambler hierarchy (Model 8). In the retained lagged integrated E→C→A hierarchy (Model 9), advertising drives all three factors and brand sales simultaneously, and the operating sequence is, experience drives cognition, cognition drives affect, and affect drives sales (and vice versa).
D. Concurrent Integrated Hierarchy Models
We first setup the concurrent integrated model and then present the results. Recall the lagged integrated E→C→A hierarchy is given by equation (4) in the manuscript. For the concurrent version, preserving the feedback from sales to experience, equation (4) becomes:
We express (E3) in the matrix form: 
where . ) ( , , ,
Thus, equations (9) in the manuscript and (E5) together define the concurrent version of integrated E→C→A hierarchy model. Table T13 compares the concurrent and lagged integrated E→C→A model based on Log Bayes Factor and MAPE, which shows the lagged version model outperforms the concurrent one. Table T14 and Table T15 present the factor loadings and transition equations estimates, respectively. Empirical results are qualitatively similar. 
E. Orthogonal Factor Rotation
Post hoc rotation is the standard practice in Factor Analysis, which we recommend. We illustrate how to do factor rotation to obtain orthogonal factors using estimation results from nonorthogonal factor models. Using the limit matrix   (see Table T6 ), we find the Cholesky factor and denote it by L so that LL    . Next, transform the loadings and the factors as follows:
. Thus, we have
ensuring that the transformed factors are orthogonal. Finally, other objects are obtained as follows:
F. Identification of the State Vector and Error Covariances
We note that this issue of two error terms is not specific to (i.e., a unique concern about) our proposed model in this manuscript. Rather it applies to all state space models across disciplines, where elaborate treatise is available (e.g., see Gevers and Wertz (1984) , Wall (1987) .
Here, we offer a heuristic explanation by casting it in a familiar regression context. To focus attention on the identification of the two error terms, suppose the initial is given at time t = 0 and let the matrices and be known. By "known" we do not mean we know their values (i.e., estimates) using observed data sample  rather the matrices are known to be identified, i.e., they can be shown to be unique functions of population moments or other knownto-be-identified parameters (Bollen 1989, p. 88) . (Although we don't need it, we note that one can "estimate" the state vector using sample data via the Kalman Smoother algorithm to get
Note that is common to both equations (E6) and (E7); hence it needs to be identified jointly. Conditional on identifying α, the two equations de-couple and then each error term can be identified using its corresponding equation. We first explain the identification of α.
To gain intuition for this state identification, view as some weighting matrix; then the first equality in (E8) reveals that the expected state vector is a linear combination of observed Y.
Hence, it is identified.
For the sake of completeness, we verify the existence of the inverse in (E8). So we do matrix multiplication by hand to get
where the matrix . Note that K is positive definite because of the identity matrix I, non-negative , and non-negative . Also observe that is symmetric and tri-diagonal banded matrix (with -above and below the principal diagonal). Hence, is a positive definite matrix, and thus the matrix exists, i.e., finite and invertible.
Because exists, the unobserved state vector is identified  it depends on a unique function, given by equation (E8), of the observable Y and known-to-be-identified ( , ).
(Identification of and is well established in the theory of structural equation models (see Bollen (1989, pp. 238-253 Thus, the two error terms are mathematically identified and conceptually separated with respect to their roles in state space models.
