Abstract. This paper provides an introduction to dynamical systems and topological dynamics: how a system's configurations change over time, and specifically, how similar initial states grow dissimilar. Here, we focus on symbolic dynamics, a type of dynamical system, and how they can model other systems using Markov partitions. We end with a quantitative measure of complexity: topological entropy.
Introduction
A dynamical system is a system with a set of possible states and a law that determines how the system changes. For example, a deck of cards has 52! possible configurations, and shuffling changes the system to another state. A pendulum can take on different positions and velocities, and Newton's laws determine how the position and velocity change over time. We call the set of all possible states the phase space X, and we can think of the law that governs how the system changes as the time-evolution law f . Here, we consider a more specific group of systems: Definition 0.1. A (discrete-time) dynamical system is a pair (X, f ) where X is a compact metric space, and f is a map from X into itself.
Card shuffling is an example of a discrete-time system; its states change in discrete time steps. In contrast, a swinging pendulum is a continuous-time system. We have required the phase space to be a compact metric so that our space has 'nice' properties, such as the existence of a convergent subsequence.
In this paper, we will first run through some canonical examples of dynamical systems in order to motivate definitions and to help us determine what properties to focus on. Then, we look at a specific type of dynamical system: symbolic dynamics. Finally, we will see how our study in symbolic dynamics help us study a more general class of systems. In order to maintain focus, we either explain unenlightening proofs intuitively or leave references for the curious reader. Date: September 20, 2014. 1. Dynamics 1.1. Preliminary examples. We will use the following dynamical systems to help motivate the definitions such as topological transitivity, mixing, conjugacy, and so on.
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For example, we can look at periodic points of the rotation map R α . When α = p/q is rational, the set of periodic points is P q (R α ) = X. In fact, we can easily check that periodic points exist if and only if α is rational.
If α is irrational, there are no periodic points, and the orbit of any point is infinite. Because X is compact, the orbit of any x must have a convergent subsequence. So, we can find two points R n α x and R m α x within an arbitrarily small distance from each other. Because R α is an isometry, x and R m−n α x is also within from each other. Iterations of R m−n α will tile S 1 with intervals less than . Since no point on S 1 is greater than from a point in the orbit of x, we see that O(x) is dense in S 1 . A dense orbit is related to another concept called topological transitivity: Definition 1.3. A dynamical system (X, f ) is topologically transitive if for all nonempty open subsets U, V ⊆ X, there exists some integer n ≥ 1 such that f n (U ) ∩ V = ∅.
While the existence of a dense orbit and topological transitivity are in general independent, in the case with R α , it is easy to see that since the orbit of any point is dense, every open set will contain a point in the orbit of another open set; hence R α is topologically transitive.
1.1.2. Dense orbits and topological transitivity. We can show conditions of the phase space that make these two equivalent. Proposition 1.4. If X is perfect (i.e., X has no isolated points), and there exists some x such that O(x) is dense on X, then f is topologically transitive.
Proof. Let U, V ⊆ X be open sets. Since O(x) is dense, there is a f n (x) ∈ U . And because X is perfect, the set V {x, . . . , f n (x)} is nonempty and open; therefore, there exists some f m (x) ∈ V , where m > n. Hence,
The examples in Section 1.1 are based off of [HK] and [KH] . Section 1.1.2 is a discussion that results from [AD] , [SI] , and [KS] .
Lemma 1.5 (Baire Category Theorem). Let X be a compact metric space. The intersection of a countable collection of open, dense subsets of X is dense.
The proof of this theorem can be found [AD, p.17] . We use this theorem to show the following: Proposition 1.6. Let X be a compact, second-countable metric space. If f is topologically transitive, then there exists an x ∈ X with a dense orbit.
Proof. Let {U n } n∈N be a basis. Since f is a continuous map,
is an open, dense set in X, as f is continuous and topologically transitive. If we take V n ∩ V m for n = m, we obtain a set of points whose orbit include both U n and U m . This set of points is open and dense. Similarly, the set of points whose orbits are dense is the following:
By the Baire Category theorem, this set is nonempty (in fact, it is dense). ♦ 1.1.3. Expanding maps on the circle. Define the dynamical system (S 1 , F n ) where F n maps:
for n ∈ N. As before, we can define the same system on R/Z with the map E n where we have:
We require n to be a natural number greater than 1 because we have identified the point 0 with 1; we must have E n (0) = E n (1), which holds only if n ∈ N. For example, let n = 3. Working with R/Z, it is easy to see that E 3 has two fixed points: 0 and 1/2. Suppose x is a rational number, p/q. E 3 simply maps p/q to the equivalence class containing 3p/q. Since there are a finite number of equivalence classes with denominator q, all rational numbers are periodic points. On the other hand, if x is irrational, E n 3 (x) can never equal x; otherwise, we can express x as a fraction. So, x is periodic if and only if x is rational.
It also turns out that E 3 is topologically transitive; however, we can state a stronger property:
To distinguish transitivity and mixing, we can think of the two in the following way. If f is topologically transitive, in some sense, it will take a group of points 'close' together and these points will visit every neighborhood of the space. If f is topologically mixing, it will eventually 'spread' these points across the whole space. The following proposition shows that mixing is a stronger criterion than transitivity: Proposition 1.8. If f is topologically mixing, then f is topologically transitive.
The proof is a direct application of the definitions. More interestingly, we can consider why E 3 is topologically mixing. It is telling that E 3 is called an expanding map: for any open interval (a, b) ⊆ [0, 1), the length of the interval is b − a. Every time E 3 is applied, the length of the resulting interval is tripled, until the length exceeds 1. However, when the length reaches 1, the interval covers the whole space. Then, any subsequent iterations of E 3 will continue to cover the whole space. Since every open set contains an open interval, over time, every open set will come to cover the whole space. In fact, all expanding maps E n are topologically mixing.
Under E n , points that are originally close together will not remain close together. We say that the orbits of points under E n exhibit a sensitive dependency on initial conditions, and up to some distance δ, two orbits will diverge exponentially [KH, p.41] . In contrast, the map R α is an isometry, so the distance between two orbits remains constant; R α is not topologically mixing. Proposition 1.9. Isometries are not topologically mixing.
Proof. Intuitively, we let U be some small open interval, and V 1 and V 2 also be open intervals sufficiently small and far apart so that an interval of U 's length cannot intersect both V 1 and V 2 at the same time. Because f is an isometry, for every n, either f n (U )∩V 1 = ∅ or f n (U )∩V 2 = ∅. Therefore, isometries cannot be topologically mixing. ♦ 1.1.4. Hyperbolic toral automorphisms. Expanding maps are noninvertible. Now, we look at a system similar to expanding maps, except that these are invertible.
2 Let A ∈ SL n Z be a matrix with integer entries with det(A) = 1. Define the map F A : T n −→ T n by:
Since the determinant of A is 1, F A is invertible (in fact, the matrix A −1 ∈ SL n Z). We call F A a toral automorphism since it is an automorphism of the group T n = R n /Z n . We say that F A is hyperbolic if the magnitude of the eigenvalues of A are different from 1.
A common example of a hyperbolic toral automorphism on T 2 = R 2 /Z 2 is defined by:
That is, we have the following map: (x, y) Figure 1 . We can calculate the eigenvalues and associated eigenvectors, which turn out to be:
The eigenlines defined by translations of the span of each eigenvector are therefore invariant under the map F L . Notice that λ − < 1 < λ + . The points on the line spanned by v + are expanding away from the origin (in an analogous fashion to the expanding maps). Likewise, the points on the line spanned by v − are contracting toward the origin. Additionally, eigenlines are not the only F L -invariant set; any line parallel to an eigenline is also invariant under F L . Of course, since these lines are projected from the real plane to the 2-torus, the orbits are ostensibly much more complicated on the torus than on the plane. We can think of these lines as linear flow, the path of an object moving in a straight line on the torus. Proof. On the torus, consider only the points (x, y) where x ∼ 0; that is, points on the segment from the origin to the point (0, 1) in Figure 1 . Geometrically, this is a circle, S 1 . A linear flow with slope λ + beginning at the origin will cross S 1 infinitely many times. In Figure 1 , the first time this occurs is at the point a. The map that sends a point on S 1 to the point where this linear flow will next intersect S 1 is exactly a rotation map with α = λ + . Since the orbit of R α is dense on S 1 , translates of the eigenlines are dense on T 2 . ♦ Lemma 1.11. Periodic points of F L are dense.
Proof. The proof is very similar to the above explanation to why rational numbers are periodic points under expanding maps. We look at points (x, y) ∈ T 2 where x, y ∈ Q. We can always express x and y with the same denominator q. Notice that the components of F L (x, y) may also be expressed with the denominator q. Because there are at most q 2 points with shared denominator q, points with rational coordinates are periodic. These points are dense in T 2 . ♦ Proposition 1.12. F L is topologically transitive.
Proof.
Let U and V be two open sets. By Lemma 1.11, periodic points are dense; there are periodic points p ∈ U and q ∈ V . Consider the linear flow through p parallel to v + . By Lemma 1.10, this line is dense; therefore, this line will have a non-empty intersection with V . Similarly, consider the linear flow through q parallel to v − . This line will intersect the first line a Figure 1 . The action of F L on T 2 . We also show the expanding and contracting eigenlines. Adapted from [KH, p.43] .
at some point r ∈ V . If n is a common period of p and q, then under F More specifically, we can consider the point r on both lines:
And because r is also on the second line, we also have:
is topologically mixing. Consider a line parallel to the expanding eigenline. Since this line is dense on T 2 , for all , there is a long enough segment of the line such that every point is within a distance from the line. Let U and V be open sets. Since U is open, it contains a segment of the eigenline. Since V is open, it contains some open -ball. Since the segment of the eigenline expands under every iteration, after some N , it will be sufficiently long so that it will intersect any -ball. Thus, f n (U ) ∩ V = ∅ for all n ≥ N . Furthermore, since L is symmetric, by the spectral theorem, the eigenvectors are orthogonal. This is obvious in Figure 1 . We can also use our orthogonal eigenbasis to change the fundamental region of our geometric picture. That is, instead of thinking of F L acting on the unit square, we can construct a more 'natural' fundamental region. We have done just this in Figure 2 . Then, the action of F L on the two rectangles R 1 and R 2 below is to expand along their lengths and contract along their widths by a factor of λ + and λ − , respectively. This geometric property is one we will later come back to exploit.
1.2. Symbolic dynamics. On these systems, the so-called shift spaces act as phase spaces and the shift maps as time-evolution laws. First, we will provide some necessary terminology before discussing how symbolics can be seen as dynamical systems, and how they can code other systems. Definition 1.13. We call a finite set A an alphabet and its elements symbols or letters. A finite sequence of letters x 0 . . . x k is called a block or word. Infinite sequences x :
over these letters are denoted by x = (x i ) i∈N0 . Similarly, bi-infinite sequences x : Z −→ A by x = (x i ) i∈Z . Often, for compactness of notation, we represent x by:
where the point separates the negative indices from the others. The collection of all bi-infinite (or infinite) sequences is A Z , the full A-shift. As A has N letters, it is isomorphic to:
We call the full shift over this set a full N -shift or a Bernoulli shift, which we denote by Ω N . Similarly, we let Ω R N be the one-sided Bernoulli shift, the set of all infinite sequences. A Bernoulli shift is an example of a shift space, which we will define rigorously later.
We endow Ω N = {0, . . . , N − 1} Z with the product topology, where {0, . . . , N − 1} has the discrete topology. We call sets of sequences with a finite number of fixed coordinates cylinders:
We can verify that cylinders form a basis for the topology on Ω N ; that is, open sets are in general unions of cylinders. We can also define a metric d λ on Ω N that induces the same topology as the product topology for any |λ| > 1 by:
N is defined similarly, but it is not invertible. We consider the pair (Ω N , σ N ) a dynamical system (similarly for the one-sided shift). For example, we can analyze the following dynamical system: (Ω Since a cylinder fixes a finite number of coordinates, pick a block w = w 0 . . . w k such that if the cylinder fixes the ith letter to be α i , then w i = α i . The infinite concatenation of w with itself is an infinite sequence in C α n . Hence, the periodic point:
. 
The one-sided shift transformation acts on x in the following way:
x 1 x 2 . . . . We now look at properties of (Ω 
is topologically mixing, which also implies topological transitivity. ♦ And since σ R 3 is topologically transitive, there exists a point with a dense orbit in Ω R 3 . In fact, we can construct such a point by writing a sequence that contains all possible finite blocks.
Interestingly, our notation utilizing the decimal point is evocative of decimal representation of numbers. In Ω R 3 , the sequences correspond to points in the unit interval in base 3 representation. (In fact, except for rationals of the form p/3 n , there is a one-to-one correspondence from the sequence to the real number). The shift map σ R 3 is then equivalent to multiplying a point by 3 then taking the fractional part. In other words, (Ω R 3 , σ R 3 ) seems equivalent to (R/Z, E 3 ). We can more precisely define equivalence between dynamical systems, called conjugacy, in the following way:
e., the following diagram commutes):
If h is onto, then h is a factor map, and we say that there is a topological semiconjugacy from X to Y . If h is one-to-one, then h is an embedding. If h is both onto and one-to-one, then it is a topological conjugacy.
We can define h : Ω R 3 −→ R/Z to take a sequence to the real number it represents in base 3. Since h is onto and satisfies h • E 3 = σ R 3 • h, it is a factor map; it forms a semiconjugacy from Ω R 3 to R/Z. Figure 3 gives a geometric representation of the semiconjugacy. For example, in Figure 3 , the symbolic representation x of the point r would have x 0 = 0 and x 1 = 2. We might think of the partitions of R/Z as a way to classify points in terms of three different states, and the symbolic representation maps out the path of a point through these three states.
We often use symbolic dynamics to analyze properties of other dynamical systems. For example, consider a set in Ω R 3 that is homeomorphic to the ternary Cantor set:
. This implies that there is a set h(K) in R/Z that is homeomorphic to the Cantor set that is invariant under E 3 . We have: maps to r ∈ R/Z under h, then x k tells us which partition E k 3 r is in.
We have shown that there exists an orbit of a point under E 3 with a closure homeomorphic to the Cantor set. We proved this easily because (semi)conjugacies preserve certain properties we are interested in dynamical systems: Proposition 1.18. Let h be a semiconjugacy from (X, f ) to (Y, g). Fixed and periodic points are preserved under h. Topological transitivity and mixing in (X, f ) imply topological transitivity and mixing in (Y, g), respectively.
Proof. The proof is a simple application of continuity of h and the fact that h commutes:
Clearly, if h is a conjugacy, then properties in (Y, g) extend to (X, f ) as well. ♦ We will now formalize the symbolics a little more before moving on to discuss entropy.
2. Symbolics 2.1. Topological Markov shifts. We often use symbolic systems to model other dynamical systems, as we did in the above example with Ω R 3 and R/Z, where sequences represent the path of a point through different states. However, we might want to work with a more restricted space than the full Bernoulli shift.
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For example, if we want to model a system where state 1 is never followed by another state 1, we want to exclude all sequences containing the block 11. For dynamical systems, the type of restricted shifts we want to look at are called topological Markov shifts.
Definition 2.1. We can define a set of forbidden words F that determines whether certain sequences are admissible or not. That is, a sequence that contains a forbidden block is not admissible. We denote the set of all admissible sequences by X F . A shift space (or shift) is a subset X ⊆ A Z such that X = X F for some set of forbidden blocks F. If X ⊆ Y where Y is a shift, then X is a subshift. If F is finite, then X F is called a subshift of finite type.
An example of a subshift of finite type is the golden-mean shift, a subshift of Ω 2 with F = {11}. Often, we look at a graphical representation of the shift, as in Figure 4 . There are two ways we can represent a subshift of finite type: the edge shift and the vertex shift. In both, admissible sequences are bi-infinite walks on the graph. Based on Figure 4 where we have indicated each edge by a column vector. The analogous walk on the vertex graph looks like 01000. Here, it is obvious how we can convert from one shift to the other. The two types of graphs have different advantages. In an edge-labeled graph, multiple edges may connect two vertices, whereas having multiple edges is redundant on a vertex-labeled graph. On the other hand, vertex shifts are in some sense simpler:
If we walk on the vertex graph, our next step depends only on where we are now. Therefore, we have a memory of 1 step; we can only 'remember' our present state when we move to the next state. Suppose we have a shift where the block 111 is forbidden while the block 11 is not. Then we could not immediately represent the shift as a vertex shift, since this new shift requires a memory of 2 steps. So, vertex shifts are simpler in the sense that we do not need to keep track of very much information to know where we can go.
However, we can find a way to represent the shift with the forbidden block 111 as a vertex shift in the following way: For a subshift of finite type with set of forbidden blocks F, let the length of the longest block be M . There is a finite set of admissible blocks of length M − 1. Let these blocks of length M − 1 form a new alphabet. For example, let y 1 = x 1 . . . x M −1 and y 2 = x 2 . . . x M . We admit the block y 1 y 2 if the block x 1 . . . x M is not forbidden under F. In this way, we let the block y 1 y 2 represent the analogous block x 1 . . . x M . The new shift produced in this way is called the higher block presentation.
This way of turning any subshift of finite type into an equivalent shift of 1-step memory allows us to develop a theory of subshifts that are also vertex shifts. These shifts are closely related to Markov processes, where the probability of the successive event depends only on the prior event.
We also think of these subshifts as topological spaces (the topology is inherited from the full shift). Thus, we call these subshifts topological Markov shifts, and these are the shifts we are mainly interested for symbolic dynamics here.
While we can define a topological Markov shift by a set of forbidden blocks, we can also define it by the transition matrix: Definition 2.2. Let X be a topological Markov shift. The corresponding transition matrix T is the 0-1 matrix where T ij = 1 if the block ij is admissible, and T ij = 0 if ij is forbidden.
For example, the transition matrix associated with the golden mean shift is:
We can also look at the powers of the transition matrix.
Proposition 2.3. Let T be the transition matrix for a topological Markov shift. The ijth entry of T k gives the number of admissible blocks of length k + 1 that begins with i and ends with j.
Proof. Consider the block x 1 . . . x k . The following value can take values of 0 or 1 depending on whether the block forbidden or not:
The ijth entry of T k is the following:
Therefore, every admissible block that begins with i and ends with j contributes 1 to the sum, while forbidden blocks contribute nothing. ♦ Corollary 2.4. The number of periodic points with period n is P n (σ) = tr T n .
Proof. This follows because the diagonal entries of T n give the number of ways that a block of length n + 1 can begin and end on the same number. We can use this to build periodic sequences of period n. ♦ Definition 2.5. A 0-1 matrix T is called transitive if there exists an n such that T n is positive (i.e. T n has all positive entries).
This is not a case of unfortunate nomenclature; we will soon see that if the transition matrix T is transitive, then the shift defined by T is topologically transitive. First, we need the following: Lemma 2.6. Let T be a 0-1 matrix. If T n is positive, then for all m ≥ n, T m is positive.
Proof. Notice that if the entries of the ith row of T are all zero, then the ith entry of any sensible matrix product T A also has an ith row of all zeroes. Thus, every row of a transitive matrix T has at least one nonzero entry. Suppose that T n is positive. Then we have:
since there exists at least one T ij = 1 and T n jk > 0. By induction, T m is positive for m ≥ n. ♦ Proposition 2.7. If T is transitive, then the topological Markov shift Ω T is topologically mixing.
Proof. Recall that the basis for our topology on Ω T are cylinder sets intersected with Ω T . In fact, we can restrict the basis to sets of the following form:
That is, we have restricted our cylinder sets to be centered at the 0th coordinate. Notice that for T transitive, C 
So, T is topologically mixing, and it is topologically transitive. ♦ In a similar way, we can also show that periodic points are dense if T is transitive. Proposition 2.8. If T is transitive, then periodic points in Ω T are dense.
Proof. Consider the cylinder C α k,T . For some n, T n is positive, so there is an admissible block of length n + 1 that begins with α k and ends with α −k . We can clearly construct a periodic point in all basis sets for Ω T . ♦ We alluded to the possibility of topological Markov shifts as modeling other dynamical systems, as in the above example with (R/Z, E 3 ) and (Ω R 3 , σ R 3 ). Specifically, we showed how (semi)conjugacies preserved periodic points, or topological transitivity or mixing, and so on. Now, we will be more explicit in how we might produce these homeomorphisms of systems.
Markov partitions. The main idea of Markov partitions
5 on a dynamical system (X, f ) is to divide the phase space into a finite number of closed subsets, X 0 , X 1 , . . . , X N . Then, we can associate each point x ∈ X with its orbit through the partitions:
where f n (x) ∈ X ωn . Then, we might be able to produce a conjugacy between X and the shift space. However, there are two difficulties: (1) a point might be coded by more than one sequence, and (2) a sequence might code more than one point.
Often, the phase space X is a connected manifold; if the set {X i } covers X, and if X i is closed, overlap of the 'partition' is unavoidable. However, if we require the interior of each X i to be disjoint from each other, then the set of overlapping points has measure zero, and it is unimportant to much of what we want to study on (X, f ). In short, we generally disregard the first difficulty.
However, we would like for each sequence to code for at most one point. That is, the set:
If we can find a partition of the phase space for which this is always true, we can define a continuous map h : Λ ⊆ Ω N −→ X such that h is a factor map.
As an example of how we might do this, we will construct a Markov partition of the torus for our toral automorphism example in section 1.1.4. Recall that the dynamical system we looked at was defined by (T 2 , F L ), where F L maps (x, y) to (2x + y, x + y) (mod 1). Furthermore, recall that while the unit square can function as the fundamental region on which F L acts, we also found another fundamental region defined by the eigenvectors of F L in Figure 2 . In Figure 2 , we have two rectangles: R 1 and R 2 . We can see the action of F L on these two rectangles in Figure 6 . Since F L is invertible, it is clear that the projection of the image of the linear map applied to the rectangles onto its fundamental region is one-to-one. So, we can partition the torus based on this fact, as we have done in Figure 6 .
Based on this figure, we can write the transition matrix associated with F L :
It is simple to check either by calculating T 2 or by examining Figure 6 to see that T is transitive. Thus, we know that Ω T ⊂ Ω 5 is topologically mixing and transitive. The question is whether we can use this information to determine that (T 2 , F L ) is topologically mixing and transitive. In other words, we want to know whether there exists a factor map h : Ω T −→ T 2 . To show that every sequence encodes at most one point, we look to the hyperbolicity of F L . As we apply F L to a partition ∆ i , the region expands in one direction and contracts in another.
Similarly, F −1 L contracts and expands ∆ i in the other way. Consider, for some ω ∈ Ω T , the following set:
which is equivalently the intersection of these two sets:
These two sets are perpendicular line segments-a 'vertical' and 'horizontal' line with respect to the eigendirections-through the partition ∆ ω0 . To clarify, consider the first set. Any point in this set must be within the partition ∆ ω0 . Since we know that this point must end up in ∆ ω1 after one iteration of F L , we can determine the smaller region of ∆ ω0 that maps into ∆ ω1 . By examining Figure 6 , we can see that these successively smaller regions continue to extend along the the whole width of ∆ ω0 , but not its length. The whole intersection is just a single line segment running along the width of ∆ ω0 . Similarly, the second set in Equation 2.2 is a single line segment running along the length of ∆ ω0 . Thus, the intersection of these two sets, equal to the set in Equation 2.1, is a single point.
So, we do have a factor map h from the shift space to the torus. We can use this to determine fixed points, for example. Based on T , there are three fixed points: the sequence of all 0's, 1's, and 4's. It is not difficult to see from Figure 6 that these three points in fact correspond to different corners of the unit square; that is, they are all identified with the origin. Now, we will discuss topological entropy on shifts, which is a measure of the complexity of the shift space.
Topological entropy
Given that we have a notion of equivalency of dynamical systems, we want to determine what properties remain unchanged under conjugacy. Such properties are called invariants. They provide a way to determine quickly whether two dynamical systems could possibly be conjugate. Topological transitivity is an example of an invariant, as we showed in Proposition 1.18. This means that we can immediately tell that two dynamical systems are not conjugate if one is topologically transitive and the other is not. However, just because two systems are both transitive does not mean that they are conjugate. An invariant of a dynamical system that determines precisely when two systems are conjugate is a complete invariant.
While not a complete invariance, topological entropy is an important invariant:
3.1. Entropy on symbolic systems. The complexity of a dynamical system should be preserved by conjugacy. Intuitively, the expanding map is more complex than the rotation map because the orbits of two close points do not remain close for the former, whereas the distance in fact remains constant in the latter. Therefore, suppose we knew the orbit of a point of the rotation map, it is a simple matter to determine the orbit of any other point. However, small errors in expanding maps grow exponentially, as though there are more paths in this system. In symbolic dynamics, a way to measure the complexity is to count the number of admissible words of length n, and see how the number changes as n approaches infinity.
6 For example, the one-sided N -shift has 1 zero-length block, N one-length blocks, and N n n-length blocks. However, a subshift Ω will have fewer. If w n is the number of admissible n-letter blocks of a subshift, then we have:
w n+m ≤ w n · w m . We can take the logarithm to find the following nondecreasing subadditive sequence: log(w n+m ) ≤ log(w n ) + log(w m ).
Lemma 3.1. If (a n ) is a subadditive sequence (that is, a n+m ≤ a n + a m ), then the following limit exists in R ∪ {∞}: lim n→∞ a n n .
The proof may be found in [KH, p.374] . This lemma implies the following limit exists:
This is the topological entropy of a shift. For example, the topological entropy of a full N -shift is log N . However, the calculation of the topological entropy is not so clear in general, so we introduce the following lemma:
Lemma 3.2 (Perron-Frobenius Theorem). Let T be a transitive r × r matrix. Then T has one eigenvector v (up to scalar) with positive coordinates. The eigenvalue λ corresponding to v is positive and is greater than the magnitude of all other eigenvalues.
The proof may be found in [KH, p.52] . We are more interested in its applications: Proposition 3.3. Let T be a transitive r × r matrix for the shift Ω T ⊆ Ω r . Let λ be the greatest eigenvalue of T . Then, the topological entropy is h(Ω T ) = log λ.
Proof. Based on Proposition 2.3, it is clear that the number of admissible (n + 1)-letter words of the shift Ω T is the sum of all the entries of T n . That is,
From the Perron-Frobenius theorem, let v be an eigenvector corresponding to λ, with positive coordinates bounded below by m and above by M . Therefore, we have:
So, we further have:
which allows us to give an upper bound to h(Ω T ):
Similarly, we can bound h(Ω T ) below in the same manner:
.3 is analogous to Equation 3.1. And, we bound h(Ω T ) below also by log λ. Thus, h(Ω T ) = log λ. ♦ For example, we can calculate the topological entropy of Ω T for the symbolic representation of the hyperbolic toral automorphism in section 1.1.4. The maximal eigenvalue for the 5 × 5 transition matrix turns out to be:
The entropy is log λ. To connect the topological entropy on symbolic systems, we look at how topological entropy is defined in general.
3.2. Topological entropy. Imagine we are looking at a dynamical system with finite resolution; points within some > 0 from each other are indistinguishable to us. However, two close points may move away from each other after some time; thus, if we look at the orbits of points, we can tell more points apart. In general, the longer we look, the more orbits we can discern (at least, the number of orbits is nondecreasing). The topological entropy of the system is a measurement of the growth of the number of orbits that we can distinguish given our finite resolution.
Notice that cov(n, ) is nondecreasing with respect to n because d f n is a nondecreasing sequence of metrics. That is, if n > m, then d
To see this, let U and V be minimal covers of X with sets of d f n and d f m -diameters less than , respectively. Let U ∈ U and V ∈ V. Since U and V are both covers of X, sets of the form U ∩ f −n (V ) also cover X. Furthermore, these sets have d f n+m -diameters less than . This new cover has cardinality cov(n, ) · cov(m, ), proving the inequality above. As before, we can take the logarithm to find the following nondecreasing subadditive sequence: log cov(n + m, ) ≤ log cov(n, ) + log cov(m, ).
By the same logic, we define the following quantity, which we call the topological entropy:
It is not obvious that the topological entropy does not depend on the metric on X. However, it is aptly named the topological entropy because two metrics inducing the same topology on X will yield the same topological entropy. Proof. Let (X, f ) and (Y, g) be conjugate with the homeomorphism φ : X −→ Y . Let d be a metric on X. We can define d a metric on Y such that:
Therefore, φ is an isometry. Since topological entropy is independent of metric, h(f ) = h(g). ♦ Proposition 3.8. Let (X, f ) and (Y, g) be semiconjugates by the factor map φ : X −→ Y . Then, h(f ) ≥ h(g).
Proof.
The proof is very similar to that for Proposition 3.6. Since X is compact and φ is continuous, φ is uniformly continuous. Hence, there exists some δ( ) such that
Therefore, if two points are within δ( ) of each other on X, their images under φ are within on Y . This implies: cov X n, δ( ) ≥ cov Y (n, ).
This further implies h(f ) ≥ h(g). ♦ From this proposition, we see that the topological entropy of our hyperbolic toral example h(F L ) must be less than log λ, where λ is the same as in Equation 3.4. Not coincidentally, λ is also the value of the greatest eigenvalue of the matrix L defining the toral automorphism. In fact, the entropy of the toral map and the Markov shift map are equal: Proposition 3.9. If F A is a hyperbolic toral automorphism defined by the 2 × 2 matrix A with eigenvalues λ, λ −1 , where |λ| > 1, then the topological entropy is h(F A ) = log |λ|.
The proof involves finding a minimal cover for T 2 ; the details may be found in [BS, p.41] . Similarly, the topological entropy of a full n-shift tells us that h(E n ) ≤ log n. And in fact, the topological entropy of the expanding maps E n are equal to log n.
On one hand, that the topological entropy of the dynamical systems above and their associated topological Markov shifts are equal is a result of the statistical insignificance of points with multiple shift representations. On the other hand, that the entropy are equal should not be surprising: topological entropy effectively measures local expansions by a map; the map E n locally expands the circle by n. Thus, error terms are essentially expanded exponentially. And so, we should expect the growth of orbits to be on the order of log n.
Similarly, the map F L expands by λ on certain lines and contracts by λ −1 on other lines. The contraction does not add to the topological entropy. However, locally on an expanding line, the system looks like an expanding map. Thus, the topological entropy log |λ| is not unreasonable.
Epilogue
It was the goal of this paper to provide a brief introduction to dynamical systems, with a focus on symbolic dynamics. Of course, there is so much more to be studied.
For more examples of dynamical systems, I suggest [HK] , which gives an accessible introduction to topics discussed in this paper, as well as to topics such as hyperbolic dynamics and variational methods. For a more advanced introduction, [BS] is concise, yet very readable. [KH] is even more comprehensive. The latter two cover topics such as ergodic theory or measure-theoretic entropy that are omitted in the first.
For more theory and applications of symbolics, I suggest [LM] , which, for example, goes into much more detail about conjugacy and codes.
