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Abstract. In this paper we study classical solutions to the zero–flux attraction–
repulsion chemotaxis–system
(♦)


ut = ∆u− χ∇ · (u∇v) + ξ∇ · (u∇w) in Ω× (0, t∗),
0 = ∆v + αu− βv in Ω× (0, t∗),
0 = ∆w + γu− δw in Ω× (0, t∗),
where Ω is a smooth and bounded domain of R2, t∗ is the blow–up time and
α, β, γ, δ, χ, ξ are positive real numbers. From the literature it is known that
under a proper interplay between the above parameters and suitable smallness
assumptions on the initial data u(x, 0) = u0 ∈ C0(Ω¯), system (♦) has a unique
classical solution which becomes unbounded as tր t∗. The main result of this
investigation is to provide an explicit lower bound for t∗ estimated in terms
of
∫
Ω
u2
0
dx and attained by means of well–established techniques based on
ordinary differential inequalities.
1. Introduction and motivations
This paper is dedicated to the following problem
(1)


ut = ∆u − χ∇ · (u∇v) + ξ∇ · (u∇w) in Ω, t > 0,
0 = ∆v + αu − βv in Ω, t > 0,
0 = ∆w + γu− δw in Ω, t > 0,
uν = vν = wν = 0 in ∂Ω, t > 0,
u(x, 0) ≥ 0 x ∈ Ω,
where for the unknown (u, v, w) = (u(x, t), v(x, t), w(x, t)) the vector x = (x1, x2)
belongs, unless differently specified, to a bounded and smooth domain Ω of R2 and
where α, β, γ, δ, χ, ξ > 0. The function u0(x) = u(x, 0) is nonnegative, sufficiently
regular and corresponds to the initial value of u, while the subscription (·)
ν
indicates
the outward normal derivative on ∂Ω.
Like many variants of the well–known models used by Keller and Segel in the
celebrated papers [5, 6, 7] to describe general chemotaxis phenomena, system (1)
represents the situation where the motion in an insulated domain of a certain cell
density u(x, t) at the position x and at the time t, initially distributed according to
the law of u0(x), is influenced by the presence of two chemical signal concentrations,
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v(x, t) and w(x, t), which respectively attracts toward the increasing chemoattrac-
tant and repulses from the increasing chemorepellent the same cells. Moreover, the
parameters χ and ξ measure the strength of the attraction and repulsion, and the
second and third equations idealize that chemoattractant and chemorepellent, v
and w, are released by cells and decay with rates β and δ. Applications of such
a model are met in aggregation phenomena of microglia observed in Alzheimer’s
disease (see [10, 13]).
Strong numerical methods and real experiments indicate that the aforementioned
movement may eventually degenerate into aggregation processes, where an uncon-
trolled gathering of cells at certain spatial locations is perceived as time evolves.
This is the so called chemotactic collapse, appearing when u, in a particular in-
stant of time (the blow-up time t∗), becomes unbounded in one or more points
of its domain. This coalescence phenomena is well understood for the classical
parabolic–elliptic Keller–Segel system, obtained by letting ξ = 0 in (1), and read-
ing in a general bounded domain Ω ⊂ Rn, with n ≥ 1, as:
(2)
{
ut = ∆u− χ∇ · (u∇v) in Ω, t > 0,
0 = ∆v + αu− βv in Ω, t > 0.
As far as known results tied to this system are concerned, no blow–up solution can
be detected in one–dimensional settings, while in [4] for radial solutions and in [12]
for non-radial solutions, the authors prove that for n = 2 a certain threshold value
given by the product between the chemosensitivity χ and the initial mass
∫
Ω
u0dx
decides whether the solution can blow up at some finite time or exists for all time
t > 0.
Unlike (2), the presence of the attraction–repulsion mechanism in system (1)
makes the corresponding analysis more complex. To the best of our knowledge,
these are the most important achievements obtained up the date, most concerning
the planar setting:
• In high dimensions, precisely n ≥ 2, if repulsion prevails over attraction,
in the sense that ξγ − χα > 0 then for any sufficiently smooth initial data
u0, the model possesses globally bounded classical solutions. Conversely,
for n = 2, ξγ − χα < 0 and β = δ there exist appropriate initial data
emanating solutions with blow–up at finite time (see [20]);
• In the bi–dimensional radial case, for ξγ − χα < 0 and any β, δ > 0 there
exist initial data u0 which produce unbounded solutions at finite time ([1]).
• For the general bi–dimensional case (i.e. removing radial symmetries), ξγ−
χα < 0 and any β, δ > 0 finite time blow–up solutions have been also
detected in [23]. (See also [9].)
• In the recent paper [3] it is established that for n = 2 and χα − ξγ > 0,
the value 4pi
χα−ξγ
is the critical mass for the attraction–repulsion chemotaxis
system (1) through which it is possible to identify global boundedness or
possible finite time blow–up of solutions.
Motivated by the above discussion, aim of the present research is expanding the
underpinning theory of the mathematical analysis of problem (1), which, so far
we are aware, is not included in the above cases. In particular, inspired by the
presented state of the art, in this work we estimate a lower bound of t∗ for classical
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and unbounded solutions to (1), so to essentially obtain a safe existence interval
[0, t∗) where such solutions exist.
From the technical point of view, starting from those scenarios where local so-
lutions (u, v, w) to (1) are detected, we associate to the u-component the energy
function E(t) :=
∫
Ω u
2dx and derive in (0, t∗) a first order differential inequality
(ODI); by assuming unboundedness of E(t) in a left neighborhood of t∗, an ex-
plicit integration will infer the desired lower bound. In the context of estimates
of blow–up time to unbounded solutions for evolutive equations, this strategy is
rather classical and widely used; in this sense in our computations we will use some
well–known ideas and inequalities but, being the general construction of the proof
not so straightforward, we take care to make this article self-contained and, fur-
ther, we are also necessarily required to invoke as many other new derivations and
adaptations.
2. Some premises and preparatory tools
From the considerations given above, we continue this paper by presenting the
following proposition, whose second part represents the starting point of our work
and that we claim according to our purposes.
Proposition 1. Let Ω be a bounded and smooth domain of R2. Then, for any
α, β, γ, δχ, ξ > 0, with χα − ξγ > 0, and nonnegative and nontrivial initial data
u0(x) ∈ C0(Ω¯) we have that:
(i1) if
∫
Ω
u0(x)dx <
4pi
χα−ξγ
, problem (1) admits a unique global solution (u, v, w) ∈
(C0(Ω¯× [0,∞))∩C2,1(Ω¯× (0,∞)))3 of nonnegative and bounded functions;
(i2) if for some x∂Ω ∈ ∂Ω and appropriate ρ > 0,
∫
Ω
u0(x)dx >
4pi
χα−ξγ
and∫
Ω
u0(x)|x − x∂Ω|2dx < ρ, problem (1) admits a unique local solution
(u, v, w) ∈ (C0(Ω¯ × [0, t∗)) ∩ C2,1(Ω¯ × (0, t∗)))3 of nonnegative functions
such that for some finite time t∗
(3) lim sup
t→t∗
‖u(·, t)‖L∞(Ω) =∞.
Proof. These results are, respectively, shown in [3, Theorem 1 and Theorem 2]. 
Having in our hands this existence result, we see that the interval I = [0, t∗)
where classical solutions to system (1) are defined can be unbounded (t∗ = ∞
and the solutions are global, as specified in item (i1) of Proposition 1) or bounded
(t∗ is finite and the solutions are local and blow up as explained in (i2)). In our
contribution, we will study the latter case, precisely by developing an analysis
dealing with some estimates for the length of the interval I = [0, t∗).
3. Presentation of the main theorem
After these considerations, we can present our main result. First, we make the
following
Assumption 1. Ω is a bounded domain of R2, star-shaped and convex in two
orthogonal directions, whose geometry for some origin x0, inside Ω, is defined by
m1 :=
3
2ρ0
, m2 := 1 +
d
ρ0
,
with ρ0 := min∂Ω(x− x0) · ν and d := maxΩ |x− x0|.
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Theorem 3.1. Let Ω be a domain satisfying Assumption 1. For α, β, γ, δ, ξ, χ > 0
such that αχ − ξγ > 0 and nonnegative and nontrivial initial data u0(x) ∈ C0(Ω¯)
fulfilling item (i2) of Proposition 1, let
(u, v, w) ∈ (C0(Ω¯× [0, t∗)) ∩ C2,1(Ω¯× (0, t∗)))3
be the local solution to system (1), blowing-up at finite time t∗ in the sense that
lim sup
t→t∗
‖u(·, t)‖L∞(Ω) =∞.
In such circumstances, if for E(t) :=
∫
Ω
u2dx it holds that lim supt→t∗ E(t) = ∞,
then it is possible to find a positive constant c˜ = c˜(δ, γ) such that
(4) t∗ ≥ 2
A
√
E(0)
,
where
A =
[
αχ+
c˜ξδ
3
(3γ
2δ
)
−2]√2
3
m1 +
c˜ξδ
3
(3γ
2δ
)
−2
.
The proof of this theorem involves different general inequalities (see §4), some of
these purely associated to properties of functions belonging to specific spaces and
of domains where they are defined, others also relying on additional facts, as for
instance the type of equation that these functions have to solve. Invoking these
relations and making full use of the overall structure of system (1), in §4.1 we will
derive an energy–type inequality associated to E(t), so that an integration we will
enable us to prove, in §5, Theorem 3.1.
Remark 1. As to the connection between the classical blow-up in the L∞(Ω)-norm
of solutions to (1), i.e. relation (3), and that in the L2(Ω)-norm (and in general in
the Lp(Ω)-norm, p > 1), i.e. in the sense that lim sup
∫
Ω
u2dxր∞ as tց t∗, we
want to observe that once it is assumed that Ω is a bounded domain, we only know
that
‖u(·, t)‖L2(Ω) ≤ |Ω|
1
2 ‖u(·, t)‖L∞(Ω),
so that if a solution blows up in the L2(Ω)-norm, it does in the L∞(Ω)-norm. Con-
versely, if a solution becomes unbounded in the L∞(Ω)-norm at some finite time
t∗, E(t) :=
∫
Ω
u2dx may diverge at t∗ but might also remain bounded in a neigh-
borhood of it (so to be even continuously prolonged up to the boundary t∗). Hence,
the lower bound of t∗ given in (4) can be computed under the blow-up assumption
in the sense of the L2(Ω)-norm. In this regard, particular attention should be paid
to how eliminate (or weaken) this extra hypothesis and to how figure out when the
blow-up scenario in the L∞(Ω)-norm implies that in L2(Ω)-norm. (Apparently the
key to accomplish such purpose is an adaptation to our model of a refined exten-
sibility criterion established in [2, Theorem 2.2].) Nevertheless, since this is not
the objective of this paper, we leave herein this question open, and maintain the
assumption lim supE(t) ր ∞ as t ց t∗, exactly following the classical approach
used in papers concerning unbounded solutions to general evolutive problems (see,
for instance, [8, Theorem 1 and Theorem 2], [11, Theorem 2.4 and Theorem 2.7]
and [18, Theorem 1 and Theorem 2] for contributions in the frame of chemotaxis
models or [14, Theorem 2.1] and [15, Theorem 1 and Theorem 4] for others in
different areas).
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4. Some functional inequalities: toward the ODI
We will invoke these two coming lemmas. The first is valid for general functions,
with sufficient regularity and defined in suitable domains. On the other hand,
since in our computations we will chiefly be concerned with the u–component, it is
desirable to estimate various terms involving the v– and the w–components of the
solution (u, v, w) to problem (1): this is possible by virtue of the second lemma.
Lemma 4.1. Let Ω be a domain satisfying Assumption 1. Then, for any nonneg-
ative function V ∈ C1(Ω¯) we have
(5)
∫
∂Ω
V 2ds ≤ 4m1
3
∫
Ω
V 2dx+ 2(m2 − 1)
∫
Ω
V |∇V |dx.
Moreover, for any c1 > 0 it also holds that∫
Ω
V 3dx ≤
√
2m1
3
( ∫
Ω
V 2dx
) 3
2
+
m22c1
16
(∫
Ω
V 2dx
)2
+
2
c1
∫
Ω
|∇V |2dx.(6)
Proof. As to relation (5), we refer to [16, (A.1)].
On the other hand (as in [21, Lemma 3.2]), let us consider the inequality following
(2.10) in [17] and, fixing the value of the parameter n therein used equal to 2, we
rearrange it as follows:(∫
Ω
V 4dx
) 1
2 ≤
(1
2
∫
∂Ω
V 2|ν1|ds+
∫
Ω
V |Vx1 |dx
) 1
2 ×
(1
2
∫
∂Ω
V 2|ν2|ds+
∫
Ω
V |Vx2 |dx
) 1
2
.
With the identification x = (x1, x2), applications of the Young inequality give( ∫
Ω
V 4dx
) 1
2 ≤ 1
4
(∫
∂Ω
V 2|ν1|ds+
∫
∂Ω
V 2|ν2|ds
)
+
1
2
( ∫
Ω
V |Vx1 |dx+
∫
Ω
V |Vx2 |dx
)
≤ 1
4
( ∫
∂Ω
V 2ds
∫
∂Ω
V 2|ν1|2ds
) 1
2
+
1
4
(∫
∂Ω
V 2ds
∫
∂Ω
V 2|ν2|2ds
) 1
2
+
1
2
( ∫
Ω
V 2dx
∫
Ω
(V )2x1dx
) 1
2
+
1
2
( ∫
Ω
V 2dx
∫
Ω
(V )2x2dx
) 1
2
≤
√
2
4
∫
∂Ω
V 2ds+
√
2
2
( ∫
Ω
V 2dx
) 1
2
(∫
Ω
|∇V |2dx
) 1
2
,
(7)
where in the last step we have also taken into account that a
1
2 + b
1
2 ≤ √2(a+ b) 12
(with a ≥ 0 and b ≥ 0).
Now inserting (7) in this relation∫
Ω
V 3dx ≤
(∫
Ω
V 4dx
∫
Ω
V 2dx
) 1
2
,
naturally coming from the Hölder inequality, and making use of (5) leads to∫
Ω
V 3dx ≤
√
2m1
3
( ∫
Ω
V 2dx
) 3
2
+
√
2(m2 − 1)
2
(∫
Ω
V 2dx
) 1
2
∫
Ω
V |∇V |dx
+
√
2
2
∫
Ω
V 2dx
( ∫
Ω
|∇V |2dx
) 1
2
.
(8)
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Finally, since the Hölder inequality infers(∫
Ω
V 2dx
) 1
2
∫
Ω
V |∇V |dx ≤
(∫
Ω
V 2dx
) 1
2
[(∫
Ω
V 2dx
) 1
2
( ∫
Ω
|∇V |2dx
) 1
2
]
=
∫
Ω
V 2dx
( ∫
Ω
|∇V |2dx
) 1
2
,
by employing this estimate into (8) and using again Young’s inequality with the
support of an arbitrarily positive constant c1, we obtain the claimed relation (6). 
Lemma 4.2. Let δ, γ > 0 and Ω a bounded and smooth domain of Rn, n ≥ 1.
Then there exists c˜ = c˜(δ, γ) > 0 such that whenever f ∈ C2(Ω¯) is nonnegative, the
solution ϕ ∈ C3,κ(Ω¯), for all 0 < κ < 1, of
(9)
{
−∆ϕ+ δϕ = γf in Ω,
ϕν = 0 on ∂Ω,
satisfies ∫
Ω
ϕ3dx ≤ 2γ
3
3δ2
∫
Ω
f3dx+ c˜
( ∫
Ω
f2dx
) 3
2
.
Proof. We reason as in [22, Lemma 2.2]. By testing the first equation of (9) by ϕ2,
we obtain through the integration by parts formula and the Young inequality
2
∫
Ω
ϕ|∇ϕ|2dx+ δ
∫
Ω
ϕ3dx = γ
∫
Ω
ϕ2fdx ≤ δ
2
∫
Ω
ϕ3dx+
γ3
3
(3δ
4
)
−2
∫
Ω
f3dx,
or also
(10)
∫
Ω
|∇ϕ 32 |2dx ≤ 2γ
3
3δ2
∫
Ω
f3dx.
By virtue of the inclusions
W 1,2(Ω) →֒→֒ L2(Ω) →֒ L 23 (Ω),
Ehrling’s Lemma (see [19, Lemma 1.1]) provides for any η > 0 a constant c(η) > 0
such that
‖V ‖2L2(Ω) ≤ η‖V ‖2W 1,2(Ω) + c(η)‖V ‖2
L
2
3 (Ω)
for all V ∈W 1,2(Ω),
so that an application of the Hölder inequality explicitly gives for all V ∈ W 1,2(Ω)
(11)
∫
Ω
V 2dx ≤ η
∫
Ω
V 2dx+ η
∫
Ω
|∇V |2dx+ c(η)|Ω| 32
( ∫
Ω
V
4
3 dx
) 3
2
.
On the other hand, additional standard testing procedures applied again to problem
(9) give ∫
Ω
|∇ϕ|2dx+ γ
∫
Ω
ϕ2dx = δ
∫
Ω
fϕdx,
and with the support of the Young inequality also∫
Ω
ϕ2dx ≤ γ
2
δ2
∫
Ω
f2dx.
Finally, using this last relation and (11) with η = 12 , c˜ = c˜(δ, γ) = 2c(
1
2 )|Ω|
3
2
γ3
δ3
and
V = ϕ
3
2 , we can conclude once (10) is considered. 
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4.1. The energy–type ordinary differential inequality. In preparation to the
final proof, let us now use all the above derivations to obtain an ODI for the energy
function E(t) =
∫
Ω
u2dx. This ODI is satisfied by E(t) on the whole I = [0, t∗),
both if such energy function is associated to a global solution to system (1) than a
local; despite this, we will make use of this ODI to derive an explicit estimate for
the blow-up time of unbounded solutions.
Lemma 4.3. Let Ω be a domain satisfying Assumption 1. Additionally, under
the remaining hypothesis of Proposition 1, let (u, v, w) be the classical solution of
problem (1), with t∗ finite or infinite. Then, for E(t) :=
∫
Ω u
2dx, c˜ = c˜(δ, γ) as in
Lemma 4.2 and
A =
[
αχ+
8γξδ
81
]√2
3
m1 +
4c˜ξδ3
27γ2
and B =
[
αχ+
8γξδ
81
]2m22
16
,
the following is complied:
(12)
dE(t)
dt
≤ AE 32 (t) +BE2(t) for all t ∈ (0, t∗).
Proof. Let us differentiate the functional E(t): we have, using problem (1) and the
divergence theorem
E′(t) = 2
∫
Ω
uutdx = 2
∫
Ω
u[∆u− χ∇ · (u∇v) + ξ∇ · (u∇w)]dx
= −2
∫
Ω
|∇u|2dx+ (αχ− ξγ)
∫
Ω
u3dx+ ξδ
∫
Ω
u2wdx − χβ
∫
Ω
u2vdx
≤ −2
∫
Ω
|∇u|2dx+ (αχ− ξγ)
∫
Ω
u3dx+ ξδ
∫
Ω
u2wdx on (0, t∗),
(13)
where we neglected the nonpositive term −χβ ∫Ω u2vdx. Now, by means of the
Young inequality, we have that for any ε > 0∫
Ω
u2wdx ≤ ε
∫
Ω
u3dx+
1
3
(3ε
2
)
−2
∫
Ω
w3dx on (0, t∗),
so that (13) actually reads
E′(t) ≤ −2
∫
Ω
|∇u|2dx+ (αχ− ξγ + ξδε)
∫
Ω
u3dx
+
ξδ
3
(3ε
2
)
−2
∫
Ω
w3dx for all (0, t∗).
On the other hand, since the w-component solves the third equation of system (1),
it is the solution of problem (9) with f = u. Hence we estimate the term
∫
Ω w
3dx
appearing above by applying Lemma 4.2, so to infer
E′(t) ≤ −2
∫
Ω
|∇u|2dx+ (αχ− ξγ + ξδε)
∫
Ω
u3dx
+
2ξγ3
9δ
(3ε
2
)
−2
∫
Ω
u3dx+
c˜ξδ
3
(3ε
2
)
−2(∫
Ω
u2dx
) 3
2
≤ −2
∫
Ω
|∇u|2dx+ c˜1(ε)
∫
Ω
u3dx+ c˜2(ε)
( ∫
Ω
u2dx
) 3
2
for all (0, t∗),
(14)
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where
c˜1(ε) = αχ− ξγ + ξδε+ 2ξγ
3
9δ
(3ε
2
)
−2
, c˜2(ε) =
c˜ξδ
3
(3ε
2
)
−2
.
Finally, if we set c1 = c˜1(
γ
δ
) > 0, we can absorb the addendum involving the
gradient in (14) by invoking (6) with V = u, so arriving at claim (12). 
5. Proofs of the main result
We are now in the right position to justify our assertion.
Proof of Theorem 3.1. Let t∗ be the finite blow-up time of the local solution (u, v, w)
to system (1). From Lemma 4.3, u satisfies (12) for any 0 < t < t∗ and, additionally,
the assumption lim supt→t∗ E(t) = ∞ ensures the existence of a time t1 ∈ [0, t∗)
such that E(t1) = E(0) and E(t) ≥ E(0), for all t ∈ [t1, t∗). Subsequently, for all
t ∈ (t1, t∗) an integration of (12) provides∫ t
t1
dE(τ)
AE
3
2 (τ) +BE2(τ)
≤
∫ t
t1
dτ,
or explicitly solving the integrals
2
A
( 1√
E(t1)
− 1√
E(t)
)
+
B
A2
log
(E(t1)(A +B√E(t))2
E(t)(A+ B
√
E(t1))2
)
≤ t− t1 ≤ t.
Finally, taking t → t∗ and using lim supt→t∗ E(t) = ∞ and E(t1) = E(0) we
conclude. 
Acknowledgements. The author is member of the Gruppo Nazionale per l’Analisi
Matematica, la Probabilità e le loro Applicazioni (GNAMPA) of the Istituto Nazio-
nale di Alta Matematica (INdAM) and is partially supported by the research project
Integro-differential Equations and Non-Local Problems, funded by Fondazione di
Sardegna (2017).
References
[1] E. Espejo and T. Suzuki. Global existence and blow-up for a system describing the aggregation
of microglia. Appl. Math. Lett., 35:29 – 34, 2014.
[2] M. Freitag. Blow–up profiles and refined extensibility criteria in quasilinear Keller–Segel sys-
tems. J. Math. Anal. Appl., 463(2):964–988, 2018.
[3] Q. Guo, Z. Jiang, and S. Zheng. Critical mass for an attraction–repulsion chemotaxis system.
Appl. Anal., 97(13):2349–2354, 2018.
[4] W. Jäger and S. Luckhaus. On explosions of solutions to a system of partial differential
equations modelling chemotaxis. T. Am. Math. Soc., 329(2):819–824, 1992.
[5] E. F. Keller and L. A. Segel. Initiation of slime mold aggregation viewed as an instability. J.
Theor. Biol., 26(3):399–415, 1970.
[6] E. F. Keller and L. A. Segel. Model for chemotaxis. J. Theor. Biol., 30(2):225–234, 1971.
[7] E. F. Keller and L. A. Segel. Traveling bands of chemotactic bacteria: A theoretical analysis.
J. Theor. Biol., 30(2):235–248, 1971.
[8] J. Li and S. Zheng. A lower bound for blow–up time in a fully parabolic Keller–Segel system.
Appl. Math. Lett., 26(4):510 – 514, 2013.
[9] Y. Li and Y. Li. Blow-up of nonradial solutions to attraction–repulsion chemotaxis system in
two dimensions. Nonlinear Anal. Real. World Appl, 30:170 – 183, 2016.
[10] M. Luca, A. Chavez-Ross, L. Edelstein-Keshet, and A. Mogilner. Chemotactic signaling,
microglia, and Alzheimer’s disease senile plaques: Is there a connection? Bull. Math. Biol.,
2003.
[11] M. Marras, S. Vernier-Piro, and G. Viglialoro. Blow-up phenomena in chemotaxis system
with a source term. Math. Method. Appl. Sci., 39(11):2787–2798, 2016.
ON THE BLOW–UP TIME FOR AN ATTRACTION–REPULSION CHEMOTAXIS SYSTEM 9
[12] T. Nagai. Blowup of nonradial solutions to parabolic–elliptic systems modeling chemotaxis
in two–dimensional domains. J. Inequal. Appl., 6(1):37–55, 2001.
[13] K. Painter and T. Hillen. Volume-filling and quorum-sensing in models for chemosensitive
movement. Can. Appl. Math. Quart., 10(4):501–544, 2002.
[14] L. Payne, G. Philippin, and P. Schaefer. Blow-up phenomena for some nonlinear parabolic
problems. Nonlinear Anal. Real World Appl., 69(10):3495 – 3502, 2008.
[15] L. Payne, G. Philippin, and P. Schaefer. Bounds for blow-up time in nonlinear parabolic
problems. J. Math. Anal. Appl., 338(1):438 – 447, 2008.
[16] L. Payne, G. Philippin, and S. Vernier-Piro. Blow–up phenomena for a semilinear heat equa-
tion with nonlinear boundary condition, II. Nonlinear Anal-Theor., 73(4):971–978, 2010.
[17] L. E. Payne and P. W. Schaefer. Lower bounds for blow-up time in parabolic problems under
neumann conditions. Appl. Anal., 85(10):1301–1311, 2006.
[18] L. E. Payne and J. C. Song. Lower bounds for blow–up in a model of chemotaxis. J. Math.
Anal. Appl., 385(2):672–676, 2012.
[19] R. E. Showalter. Monotone Operators in Banach Space and Nonlinear Partial Differential
Equations. American Mathematical Society, 1997.
[20] Y. Tao and Z.-A. Wang. Competing effects of attraction vs. repulsion in chemotaxis. Math.
Models Methods Appl. Sci., 23(01):1–36, 2013.
[21] G. Viglialoro. Blow-up time of a Keller–Segel–type system with Neumann and Robin bound-
ary conditions. Diff. Int. Eqns., 29(3-4):359–376, 2016.
[22] M. Winkler. How far can chemotactic cross-diffusion enforce exceeding carrying capacities?
J. Nonlinear. Sci., 24(5):809–855, 2014.
[23] H. Yu, Q. Guo, and S. Zheng. Finite time blow-up of nonradial solutions in an attraction–
repulsion chemotaxis system. Nonlinear Anal. Real. World Appl., 34:335–342, 2017.
