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In this paper, we obtain the existence and uniqueness result of
the solutions to backward doubly stochastic differential equations
(BDSDEs for short) with locally monotone coeﬃcients. As an inter-
mediate step, we also obtain an existence and uniqueness result
for the solutions to BDSDEs with one kind of globally monotone
coeﬃcients. And then we give the probabilistic interpretation for
the solutions in Sobolev spaces of quasilinear stochastic partial dif-
ferential equations (SPDEs for short) in terms of these two classes
of BDSDEs.
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1. Introduction
The nonlinear backward stochastic differential equation (BSDE for short) was ﬁrst introduced by
Pardoux and Peng [14]. They obtained the existence and uniqueness result of the solutions to BSDEs
with globally Lipschitz coeﬃcients. Since then many efforts have been done in relaxing the Lipschitz
condition and the growth condition of the coeﬃcient (see [3,9,11–13]). Pardoux [13] studied the BSDE
with a monotone coeﬃcient, and the method of regularization of continuous functions is used in the
proof of the existence of the solutions to that kind of BSDEs. In [3,4] and [5], BSDEs and reﬂected
BSDEs under local conditions are considered. The ideas consist in using a suitable approximation of
the coeﬃcient f by a sequence of fn which satisﬁes global conditions.
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linear partial differential equations (PDEs) (see [17]). Under smooth coeﬃcients assumptions the PDE
has a classical solution, but if the coeﬃcients of the PDE are only Lipschitz continuous, one has to
consider weak solutions. Pardoux and Peng [15] considered the viscosity solution for one kind of
parabolic PDEs via BSDEs. Later, Barles and Lesigne [1] proved that the same probabilistic interpreta-
tion holds for the variational formulation of the PDE.
In order to give a probabilistic representation of certain quasilinear stochastic partial differential
equations (SPDEs), Pardoux and Peng [16] introduced a new class of BSDEs called backward doubly
stochastic differential equations (BDSDEs) and obtained the existence and uniqueness result of the
solutions to this kind of BDSDEs. In the BDSDE, there are two different types of stochastic integrals:
dB is a backward Itô’s integral and dW is the standard forward Itô’s integral, where B and W are
independent standard Brownian motions. In the particular case where the coeﬃcients are smooth
enough, Pardoux and Peng [16] connected the following BDSDE system:
Xt,xs = x+
s∫
t
b
(
Xt,xr
)
dr +
s∫
t
σ
(
Xt,xr
)
dWr,
Y t,xs = h
(
Xt,xT
)+ T∫
s
f
(
r, Xt,xr , Y
t,x
r , Z
t,x
r
)
dr +
T∫
s
g
(
r, Xt,xr , Y
t,x
r , Z
t,x
r
)
dBr −
T∫
s
Zt,xr dWr
with the following quasilinear SPDE:
u(s, x) = h(x) +
T∫
s
{Lu(r, x) + f (r, x,u(r, x), (σ ∗∇u)(r, x))}dr
+
T∫
s
g
(
r, x,u(r, x),
(
σ ∗∇u)(r, x))dBr, t  s T ,
where
L =
d∑
i=1
bi
∂
∂xi
+ 1
2
d∑
i, j=1
ai, j
∂2
∂xi∂x j
, (b1, . . . ,bd)
∗ = b, (ai, j) = σσ ∗.
Since [16], the theory of BDSDEs has been developed in many papers (see [2,18–20]). Similar to
the theory of PDEs, if the coeﬃcients of SPDEs are not smooth enough, one has to consider weak so-
lutions. Bally and Matoussi [2] studied the solutions of quasilinear SPDEs in Sobolev spaces in terms
of BDSDEs with Lipschitz coeﬃcients. Zhang and Zhao [19] considered BDSDEs under Lipschitz con-
ditions in spatial integral form on inﬁnite horizon and related their solutions with the stationary
solutions of certain SPDEs. And then, they [20] studied the same BDSDE but under linear growth and
monotonicity conditions. They also proved that the solution of ﬁnite horizon BDSDE gives the solu-
tion of the initial value problem of the corresponding SPDE in Sobolev space, and the solution of the
inﬁnite horizon BDSDE gives the stationary solution of the SPDE.
In this paper, we focus on BDSDEs with locally monotone assumptions, in which the coeﬃcient
f is assumed to be locally monotone in the variable y and locally Lipschitz in the variable z. This
condition is similar to that of Theorem 3.1 in [5] for BSDEs. To get the desired result, the main
technique is to approximate f by the sequence fn , n = 1,2, . . . , which is globally monotone in y and
globally Lipschitz in z. So, as a preliminary, we need to prove that BDSDE with a globally monotone
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Theorem 1.3 in [13] and the coeﬃcient g enjoys globally Lipschitz condition.
It needs to be pointed out that we also need the coeﬃcient f which satisﬁes the linear growth
assumption, however, the constant in the linear growth condition is replaced by a square integrable
process, which is a generalization of that in [20]. So our method is different from that in [20]. In our
arguments, also different from [13], some important results on Yosida approximations of continuous
functions will be used. Yosida approximations have been used to study stochastic differential equa-
tions in inﬁnite dimensions with dissipative coeﬃcients by Da Prato and Zabczyk in [6] and to study
FBSDEs with monotone and continuous coeﬃcients by Hu in [7].
Finally, we connect these two kinds of BDSDEs under globally monotone and locally monotone
assumptions with the corresponding SPDEs. Using the solutions of BDSDEs we give the Sobolev weak
solutions for SPDEs with non-Lipschitz coeﬃcients.
For the locally monotone condition case, our conclusion is novel which extends that in [20] on
ﬁnite horizon. Our paper also extends the results in [2,16,18].
The organization of our paper is as follows. The results about BDSDEs with globally monotone
coeﬃcient are given in Section 2. And then, the existence and uniqueness result for the solution of
BDSDE with locally monotone assumption will be given in Section 3. In the last section, we study the
Sobolev weak solutions for the SPDEs.
2. BDSDE with globally monotone coeﬃcient
In this section we introduce some basic notations and study one kind of BDSDEs with globally
monotone coeﬃcients, which can also be regarded as a preliminary for the case of locally monotone
coeﬃcient in the next section.
Let (Ω,F ,P) be a probability space, and {Wt , 0  t  T } and {Bt , 0  t  T } be two mutually
independent standard Brownian motions with values in Rd and Rk respectively. For each t ∈ [0, T ],
we deﬁne Ft = FW0,t ∨ F Bt,T , where for any process η, Fηs,t = σ {ηr − ηs, s  r  t} ∨ N and N
is the class of P-null sets of F . Note that the collection {Ft, 0  t  T } is neither increasing nor
decreasing, so it does not constitute a ﬁltration. For any n ∈ N, let M2(0, T ;Rn) denote the set of
n-dimensional measurable processes {φt, 0 t  T } such that φt is Ft measurable for a.e. t ∈ [0, T ]
and E[∫ T0 |φt |2 dt] < ∞. Denote similarly by S2(0, T ;Rn) the set of n-dimensional continuous pro-
cesses {ψt , 0 t  T } such that ψt is Ft measurable for t ∈ [0, T ] and E[sup0tT |ψt |2] < ∞.
Throughout this paper, a · b denotes the inner product of a and b in the Euclidean spaces, and
c stands for a generic constant which can be different from line to line.
Let f : Ω × [0, T ] ×Rm ×Rm×d →Rm and g : Ω × [0, T ] ×Rm ×Rm×d →Rm×k be jointly measur-
able. We also assume
Hypothesis 2.1.
(H1) g(t,0,0) ∈ M2(0, T ;Rm×k), and there exist K > 0 and 0 <  < 1 such that
∣∣g(t, y1, z1) − g(t, y2, z2)∣∣2  K |y1 − y2|2 + |z1 − z2|2, ∀t, y1, y2, z1, z2;
(H2) for any ﬁxed (w, t), f (w, t, · , ·) is continuous;
(H3) there exist a constant K > 0 and a process f¯t ∈ M2(0, T ;R) such that∣∣ f (t, y, z)∣∣ f¯t + K (|y| + |z|), ∀t, y, z;
(H4) there exists μ ∈R such that
(y1 − y2) ·
(
f (t, y1, z) − f (t, y2, z)
)
μ|y1 − y2|2, ∀t, y1, y2, z;
762 Z. Wu, F. Zhang / J. Differential Equations 251 (2011) 759–784(H5) there exists K > 0 such that
∣∣ f (t, y, z1) − f (t, y, z2)∣∣ K |z1 − z2|, ∀t, y, z1, z2.
Given ξ ∈ L2(Ω,FT ,P;Rm), we consider the following BDSDE
Yt = ξ +
T∫
t
f (s, Ys, Zs)ds +
T∫
t
g(s, Ys, Zs)dBs −
T∫
t
Zs dWs, 0 t  T . (1)
A solution of BDSDE (1) is a pair of Ft measurable processes {(Yt , Zt); 0  t  T } in
M2(0, T ;Rm) × M2(0, T ;Rm×d) which satisﬁes Eq. (1). It’s worth noting that, under Hypothesis 2.1, if
(Y , Z) is a solution of BDSDE (1), then Y ∈ S2(0, T ;Rm) and
E
[
sup
0tT
|Yt |2
]
+ E
[ T∫
0
|Zt |2 dt
]
 cE
[
|ξ |2 +
T∫
0
∣∣ f (t,0,0)∣∣2 dt + T∫
0
∣∣g(t,0,0)∣∣2 dt].
The main result of this section is
Theorem 2.2. Under Hypothesis 2.1, BDSDE (1) admits a unique solution.
Proof. We ﬁrst prove the uniqueness. If (Y 1, Z1) and (Y 2, Z2) are two solutions of BDSDE (1), then
by Itô’s formula applied to |Y 1t − Y 2t |2 it follows that, ∀t ∈ [0, T ],
E
[∣∣Y 1t − Y 2t ∣∣2]+ 1− 2 E
[ T∫
t
∣∣Z1s − Z2s ∣∣2 ds
]

(
2μ+ + K + 2K
2
1− 
)
E
[ T∫
t
∣∣Y 1s − Y 2s ∣∣2 ds
]
.
Then the uniqueness can be concluded from Gronwall’s inequality.
We now prove the existence. Our method is due to [13]. Let us admit for a moment
Proposition 2.3. For any V ∈ M2(0, T ;Rm×d), there exists a unique pair of Ft measurable processes
{(Yt , Zt); 0 t  T } in Rm ×Rm×d, such that Z ∈ M2(0, T ;Rm×d) and
Yt = ξ +
T∫
t
f (s, Ys, Vs)ds +
T∫
t
g(s, Ys, Vs)dBs −
T∫
t
Zs dWs, 0 t  T . (2)
It’s easy to check that under Hypothesis 2.1 the solution of BDSDE (2) satisﬁes that Y ∈
S2(0, T ;Rm). Without loss of generality, we will assume subsequently that f and g satisfy Hypothe-
sis 2.1 with μ = 0. If we deﬁne B2 := M2(0, T ;Rm)×M2(0, T ;Rm×d), then by Proposition 2.3 we can
construct a mapping Θ from B2 into itself as follows. For any (U , V ) ∈B2, (Y , Z) = Θ(U , V ) is the
unique solution of BDSDE (2). Let (U , V ), (U ′, V ′) ∈B2, (Y , Z) = Θ(U , V ) and (Y ′, Z ′) = Θ(U ′, V ′).
We will use the notations (U , V ) = (U − U ′, V − V ′), (Y , Z) = (Y − Y ′, Z − Z ′). It follows from Itô’s
formula that ∀γ ∈R, t ∈ [0, T ],
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[
eγ t |Y t |2
]+ E[ T∫
t
eγ s
(
γ |Y s|2 + |Z s|2
)
ds
]
 E
[ T∫
t
eγ s
((
K + 2K
2
1− 
)
|Y s|2 + 1+ 
2
|V s|2
)
ds
]
.
Hence, if we choose γ = K + 2K 21− + 1, then
E
[ T∫
0
eγ s
(|Y s|2 + |Z s|2)ds] 1+ 
2
E
[ T∫
0
eγ s
(|Us|2 + |V s|2)ds].
Consequently, Θ is a strict contraction on B2 equipped with the norm
∥∥(Y , Z)∥∥2
γ
:= E
[ T∫
0
eγ s
(|Ys|2 + |Zs|2)ds],
and it has a unique ﬁxed point, which is the unique solution of BDSDE (1). 
Now we begin to prove Proposition 2.3. Firstly, let us recall some results about the Yosida approx-
imations of monotone and continuous functions (see e.g. [6,7]).
Deﬁnition 2.4. Let F :Rn →Rn be a continuous function such that
(
x1 − x2) · (F (x1)− F (x2)) 0, ∀x1, x2 ∈Rn.
Then for any α > 0 and y ∈ Rn , there exists a unique x = Jα(y) such that x − αF (x) = y. We deﬁne
the Yosida approximations Fα,α > 0, of F , by setting
Fα(x) := F ( Jα(x))= α−1( Jα(x) − x), x ∈Rn.
Lemma 2.5. Let F be a continuous and monotone function, and Fα , α > 0, be its Yosida approximations. Then
we have
(i) ∀α > 0, |Fα(x)| |F (x)|, x ∈Rn;
(ii) ∀α > 0,
(
x1 − x2) · (Fα(x1)− Fα(x2)) 0, ∣∣Fα(x1)− Fα(x2)∣∣ 2α−1∣∣x1 − x2∣∣, x1, x2 ∈Rn;
(iii) ∀α,β > 0,
(
x1 − x2) · (Fα(x1)− F β(x2)) (α + β)(∣∣F (x1)∣∣+ ∣∣F (x2)∣∣)2, x1, x2 ∈Rn;
(iv) ∀{xα} ⊂Rn, α > 0 and x ∈Rn, if limα→0 xα = x, then limα→0 Fα(xα) = F (x).
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istence. For any V ∈ M2(0, T ;Rm×d), set f v (s, y) = f (s, y, Vs) and gv(s, y) = g(s, y, Vs). Then f v is
continuous and globally monotone in y, and gv is globally Lipschitz in y. Let f αv , α > 0, be the Yosida
approximations of f v . Then from Theorem 1.1 in [15] we conclude that, for any α > 0, the following
BDSDE
Y αt = ξ +
T∫
t
f αv
(
s, Y αs
)
ds +
T∫
t
gv
(
s, Y αs
)
dBs −
T∫
t
Zαs dWs, 0 t  T (3)
admits a unique (Y α, Zα) ∈ S2(0, T ;Rm) × M2(0, T ;Rm×d). By Itô’s formula applied to |Y αt |2, from
properties (i), (ii) of Lemma 2.5, Gronwall’s inequality and the B–D–G inequality, we can obtain that
there exists c > 0 which is independent of α, such that ∀α > 0,
E
[
sup
0tT
∣∣Y αt ∣∣2]+ E
[ T∫
0
∣∣Zαt ∣∣2 dt
]
 cE
[
|ξ |2 +
T∫
0
∣∣ f v(t,0)∣∣2 dt + T∫
0
∣∣gv(t,0)∣∣2 dt].
By Itô’s formula applied to |Y αt − Y βt |2, we have
E
[∣∣Y αt − Y βt ∣∣2]+ E
[ T∫
t
∣∣Zαs − Zβs ∣∣2 ds
]
 K E
[ T∫
t
∣∣Y αs − Y βs ∣∣2 ds
]
+ 2(α + β)E
[ T∫
0
(∣∣ f v(s, Y αs )∣∣+ ∣∣ f v(s, Y βs )∣∣)2 ds
]
.
Since
sup
α>0
E
[ T∫
0
∣∣ f v(s, Y αs )∣∣2 ds
]
 cE
[
|ξ |2 +
T∫
0
(| f¯t |2 + ∣∣g(t,0,0)∣∣2 + |Vt |2)dt]< ∞,
applying Gronwall’s inequality and the B–D–G inequality gives
sup
0tT
E
[∣∣Y αt − Y βt ∣∣2]+ E
[ T∫
0
∣∣Zαt − Zβt ∣∣2 dt
]
 c(α + β),
and
E
[
sup
0tT
∣∣Y αt − Y βt ∣∣2] c sup
0tT
E
[∣∣Y αt − Y βt ∣∣2]+ cE
[ T∫
0
∣∣Zαt − Zβt ∣∣2 dt
]
+ c(α + β).
Hence, {(Y α, Zα), α > 0} is a Cauchy sequence in S2(0, T ;Rm) × M2(0, T ;Rm×d), and it has a limit
denoted by (Y , Z). Passing to the limit on α, as α → 0, in (3), from the dominated convergence
theorem we obtain that (Y , Z) satisﬁes BDSDE (2). 
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which can be seen as a generalization of Theorem 3.1 in [18].
Proposition 2.6. Assume Hypothesis 2.1 holds. For ξ1, ξ2 ∈ L2(Ω,FT ,P;R), let (Y i, Z i) ∈ S2(0, T ;R) ×
M2(0, T ;Rd), i = 1,2, be the unique solution of BDSDE
Y it = ξ i +
T∫
t
f i
(
s, Y is, Z
i
s
)
ds +
T∫
t
gi
(
s, Y is, Z
i
s
) · dBs − T∫
t
Z is · dWs, 0 t  T .
If
ξ1  ξ2, f 1
(
s, Y 2s , Z
2
s
)
 f 2
(
s, Y 2s , Z
2
s
)
, g1
(
s, Y 2s , Z
2
s
)= g2(s, Y 2s , Z2s ) a.s., a.e.,
then we have Y 1t  Y 2t a.s., a.e.
Proof. The result is easily concluded by Itô’s formula applied to ((Y 1t − Y 2t )+)2. 
3. BDSDE with locally monotone coeﬃcient
In this section we study BDSDEs with locally monotone coeﬃcients and extend the results in [20]
on ﬁnite horizon. Some proof idea comes from Bahlali et al. [3–5].
We suppose
(H3′) there exist K > 0 and 0 γ < 1 such that | f (t, y, z)| K (1+ |y|γ + |z|γ );
(H4′) ∀N ∈ N, there exists μN ∈ R such that, for any y1, y2, z satisfying |y1|, |y2|, |z|  N it holds
that
(y1 − y2) ·
(
f (t, y1, z) − f (t, y2, z)
)
μN |y1 − y2|2;
(H5′) ∀N ∈N, there exists LN > 0 such that, for any y, z1, z2 satisfying |y|, |z1|, |z2| N it holds that∣∣ f (t, y, z1) − f (t, y, z2)∣∣ LN |z1 − z2|.
Remark 3.1. Since |x|γ  1+ |x|, γ ∈ [0,1), (H3′) implies that | f (t, y, z)| K (3+ |y| + |z|).
The main result of this section is
Theorem 3.2. Let (H1), (H2), (H3′)–(H5′) hold. Assume moreover
(1+ μ+N + L2N )exp(2μ+N T + L2Nθ−1T )
N2(1−γ )
→ 0, N → ∞, (4)
where θ is an arbitrarily ﬁxed constant such that 0 < θ < 1 −  . Then BDSDE (1) admits a unique solution
(Y , Z) ∈ S2(0, T ;Rm) × M2(0, T ;Rm×d).
Before the proof of Theorem 3.2 we ﬁrst give
Lemma 3.3. Under (H2), (H3′)–(H5′) there exists a sequence of { fn}∞n=1 such that
(i) for ﬁxed n, w, t, fn(t, · , ·) is continuous;
(ii) ∀n, | fn(t, y, z)| | f (t, y, z)| K (1+ |y|γ + |z|γ );
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∫ T
0 sup|y|,|z|n | f (t, y, z)|2 dt];
(iv) ∀n, fn is globally monotone in y;moreover, for any n, N with n N, we have
(y1 − y2) ·
(
fn(t, y1, z) − fn(t, y2, z)
)
μN |y1 − y2|2
for any t, y1 , y2 , z satisfying |y1|, |y2|, |z| N;
(v) ∀n, fn is globally Lipschitz in z; moreover, for any n, N with n N, we have
∣∣ fn(t, y, z1) − fn(t, y, z2)∣∣ LN |z1 − z2|
for any t, y, z1 , z2 satisfying |y|, |z1|, |z2| N.
Proof. Let φn : Rm → R+ be a sequence of smooth functions such that 0  φn  1, φn(u) = 1 for
|u|  n, and φn(u) = 0 for |u|  n + 1. Likewise we deﬁne the sequence ϕn : Rm×d → R+ . It’s worth
noting that φn and ϕn are continuously differentiable with bounded derivatives for each n. We deﬁne
fn by
fn(t, y, z) = f (t, y, z)φn(y)ϕn(z).
It’s obvious that fn satisﬁes (i) and (ii). The conclusion (iii) is easily obtained by the dominated
convergence theorem.
Now let us prove (iv). Set Υ = (y1 − y2) · ( fn(t, y1, z) − fn(t, y2, z)). Then
(A1) if |z| n + 1, then it’s easy to check that Υ = 0;
(A2) if |z| < n + 1, |y1| n + 1 and |y2| n + 1, then we also have Υ = 0;
(A3) if |z| < n + 1, |y1| n + 1 and |y2| n + 1, then from (H3′) and (H4′),
Υ = (y1 − y2) ·
(
f (t, y1, z) − f (t, y2, z)
)
φn(y1)ϕn(z)
+ (y1 − y2) · f (t, y2, z)
(
φn(y1) − φn(y2)
)
ϕn(z)
μn+1|y1 − y2|2 + K
(
3+ 2(n + 1)) sup
u
∣∣∇φn(u)∣∣|y1 − y2|2

[
μ+n+1 + K
(
3+ 2(n + 1)) sup
u
∣∣∇φn(u)∣∣]|y1 − y2|2;
(A4) if |z| < n + 1, |y1| n + 1 and |y2| n + 1, then
Υ = (y1 − y2) · f (t, y1, z)
(
φn(y1) − φn(y2)
)
ϕn(z)
 K
(
3+ 2(n + 1)) sup
u
∣∣∇φn(u)∣∣|y1 − y2|2;
(A5) if |z| < n + 1, |y1| n + 1 and |y2| n + 1, then
Υ = (y1 − y2) · f (t, y2, z)
(
φn(y1) − φn(y2)
)
ϕn(z)
 K
(
3+ 2(n + 1)) sup
u
∣∣∇φn(u)∣∣|y1 − y2|2.
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Υ 
[
μ+n+1 + K
(
3+ 2(n + 1)) sup
u
∣∣∇φn(u)∣∣]|y1 − y2|2,
which implies that fn is globally monotone in y. And if n  N , |y1|, |y2|, |z| N , then fn(t, y1, z) =
f (t, y1, z) and fn(t, y2, z) = f (t, y2, z), so the conclusion (iv) can be concluded from (H4′). Similar
arguments lead to (v) with
∣∣ fn(t, y, z1) − fn(t, y, z2)∣∣ [Ln+1 + K (3+ 2(n + 1)) sup
u
∣∣∇ϕ(u)∣∣]|z1 − z2|. 
We also have
Proposition 3.4. Assume ξ1, ξ2 ∈ L2(Ω,FT ,P;Rm), f 1 , f 2 and g satisfy (H1), (H2), (H3′)–(H5′). Suppose
moreover (4) holds. Let (Y i, Z i) ∈ S2(0, T ;Rm) × M2(0, T ;Rm×d), i = 1,2, be the unique solution of the
following BDSDE
Y it = ξ i +
T∫
t
f i
(
s, Y is, Z
i
s
)
ds +
T∫
t
g
(
s, Y is, Z
i
s
)
dBs −
T∫
t
Z is dWs, 0 t  T .
Then we have
E
[
sup
0tT
∣∣Y 1t − Y 2t ∣∣2]+ E
[ T∫
0
∣∣Z1t − Z2t ∣∣2 dt
]
 cΠ1 × Π2, (5)
where
Π1 = E
[∣∣ξ1 − ξ2∣∣2]+ ρ2N( f 1 − f 2)+ N−2(1−γ ),
Π2 = 1+
(
1+ μ+N + L2N
)
exp
(
2μ+N T + L2Nθ−1T
)
,
and θ is an arbitrarily ﬁxed constant such that 0 < θ < 1−  .
Proof. Since | f i(t, y, z)| K (3+ |y| + |z|), by Itô’s formula applied to |Y it |2 we obtain
E
[
sup
0tT
∣∣Y it ∣∣2]+ E
[ T∫
0
∣∣Z it∣∣2 dt
]
 c
[
1+ E|ξ |2 + E
T∫
0
∣∣g(t,0,0)∣∣2 dt],
where c > 0 depends on T , K ,  . Set
A := {(w, s): ∣∣Y 1s ∣∣+ ∣∣Y 2s ∣∣+ ∣∣Z1s ∣∣+ ∣∣Z2s ∣∣ N}, A := Ω \ A.
Using Itô’s formula again, we have
768 Z. Wu, F. Zhang / J. Differential Equations 251 (2011) 759–784E
[∣∣Y 1t − Y 2t ∣∣2]+ E
[ T∫
t
∣∣Z1s − Z2s ∣∣2 ds
]
= E∣∣ξ1 − ξ2∣∣2 + E T∫
t
∣∣g(s, Y 1s , Z1s )− g(s, Y 2s , Z2s )∣∣2 ds
+ 2E
[ T∫
t
(
Y 1s − Y 2s
) · ( f 1(s, Y 1s , Z1s )− f 1(s, Y 2s , Z2s ))ds
]
 E
[∣∣ξ1 − ξ2∣∣2]+ K E[ T∫
t
∣∣Y 1s − Y 2s ∣∣2 ds
]
+ E
[ T∫
t
∣∣Z1s − Z2s ∣∣2 ds
]
+ I1 + I2 + I3 + I4,
where
I1 = 2E
[ T∫
t
(
Y 1s − Y 2s
) · ( f 1(s, Y 1s , Z1s )− f 2(s, Y 2s , Z2s ))1A ds
]
,
I2 = 2E
[ T∫
t
(
Y 1s − Y 2s
) · ( f 1(s, Y 1s , Z1s )− f 1(s, Y 2s , Z1s ))1A ds
]
,
I3 = 2E
[ T∫
t
(
Y 1s − Y 2s
) · ( f 1(s, Y 2s , Z1s )− f 1(s, Y 2s , Z2s ))1A ds
]
,
I4 = 2E
[ T∫
t
(
Y 1s − Y 2s
) · ( f 1(s, Y 2s , Z2s )− f 2(s, Y 2s , Z2s ))1A ds
]
.
We now need to estimate I1, I2, I3 and I4. It follows from Hölder’s inequality and Chebyshev’s in-
equality that
I1  E
[ T∫
t
∣∣Y 1s − Y 2s ∣∣2 ds
]
+ CN−2(1−γ ),
where C > 0 depends on T , K ,  , γ , E|ξ1|2, E|ξ2|2 and E[∫ T0 |g(t,0,0)|2 dt]. The local monotonicity
of f 1 in y yields
I2  2μ+N E
[ T∫
t
∣∣Y 1s − Y 2s ∣∣2 ds
]
.
Due to the local Lipschitz condition of f 1 in z, it’s easy to check that ∀β > 0,
I3  β−1E
[ T∫ ∣∣Y 1s − Y 2s ∣∣2 ds
]
+ βL2N E
[ T∫ ∣∣Z1s − Z2s ∣∣2 ds
]
.t t
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I4  E
[ T∫
t
∣∣Y 1s − Y 2s ∣∣2 ds
]
+ ρ2N
(
f 1 − f 2).
Choose β > 0 such that θ := βL2N < 1−  . Then it follows that
E
[∣∣Y 1t − Y 2t ∣∣2]+ (1−  − θ)E
[ T∫
t
∣∣Z1s − Z2s ∣∣2 ds
]
 E
[∣∣ξ1 − ξ2∣∣2]+ CN−2(1−γ ) + ρ2N( f 1 − f 2)+ (2+ K + 2μ+N + L2Nθ−1)E
[ T∫
t
∣∣Y 1s − Y 2s ∣∣2 ds
]
.
The conclusion can be obtained from Gronwall’s inequality and the B–D–G inequality. 
Proof of Theorem 3.2. By choosing f 1 = f 2 and ξ1 = ξ2 and passing to the limit on N in (5), we can
obtain the uniqueness. We now begin to prove the existence. Let fn be associated to f by Lemma 3.3.
Then fn is globally monotone in y and globally Lipschitz in z for each n. Hence by Theorem 2.2, the
following BDSDE
Ynt = ξ +
T∫
t
fn
(
s, Yns , Z
n
s
)
ds +
T∫
t
g
(
s, Yns , Z
n
s
)
dBs −
T∫
t
Zns dWs, 0 t  T
admits a unique solution (Yn, Zn) ∈ S2(0, T ;Rm) × M2(0, T ;Rm×d) for each n  N . By Itô’s formula
applied to |Ynt |2 we have
E
[∣∣Ynt ∣∣2]+ E
[ T∫
t
∣∣Zns ∣∣2 ds
]
= E[|ξ |2]+ 2E[ T∫
t
Y ns · fn
(
s, Yns , Z
n
s
)
ds
]
+ E
[ T∫
t
∣∣g(s, Yns , Zns )∣∣2 ds
]
,
where
2E
[ T∫
t
Y ns · fn
(
s, Yns , Z
n
s
)
ds
]
 2K
[
E
T∫
t
∣∣Yns ∣∣(3+ ∣∣Yns ∣∣+ ∣∣Zns ∣∣)ds
]
 9T +
(
2K + K 2 + 4K
2
1− 
)
E
[ T∫
t
∣∣Yns ∣∣2ds
]
+ 1− 
4
E
[ T∫
t
∣∣Zns ∣∣2 ds
]
,
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E
[ T∫
t
∣∣g(s, Yns , Zns )∣∣2 ds
]
 1+ 
2
E
[ T∫
t
∣∣g(s, Yns , Zns )− g(s,0,0)∣∣2 ds
]
+ 1+ 
1−  E
[ T∫
t
∣∣g(s,0,0)∣∣2 ds]
 (1+ )K
2
E
[ T∫
t
∣∣Yns ∣∣2 ds
]
+ 1+ 
2
E
[ T∫
t
∣∣Zns ∣∣2 ds
]
+ 1+ 
1−  E
[ T∫
0
∣∣g(s,0,0)∣∣2 ds].
Hence,
E
[∣∣Ynt ∣∣2]+ 1− 4 E
[ T∫
t
∣∣Zns ∣∣2 ds
]
 9T + E[|ξ |2]+ 1+ 
1−  E
[ T∫
0
∣∣g(s,0,0)∣∣2 ds]
+
(
2K + (1+ )K
2
+ K 2 + 4K
2
1− 
)
E
[ T∫
t
∣∣Yns ∣∣2 ds
]
.
Then it follows from Gronwall’s inequality and the B–D–G inequality that
E
[
sup
0tT
∣∣Ynt ∣∣2]+ E
[ T∫
0
∣∣Znt ∣∣2 dt
]
 c
[
1+ E|ξ |2 + E
T∫
0
∣∣g(t,0,0)∣∣2 dt],
where c > 0 is independent of n. Analysis similar to that in the proof of Proposition 3.4 shows that,
for m, n large enough,
E
[
sup
0tT
∣∣Ynt − Ymt ∣∣2]+ E
[ T∫
0
∣∣Znt − Zmt ∣∣2 dt
]
 c
[
ρ2N( fn − fm) + N−2(1−γ )
]× [1+ (1+ μ+N + L2N)exp(2μ+N T + L2Nθ−1T )],
where c > 0 is independent of m, n. Now passing to the limit successively on n, m and N , we conclude
that (Yn, Zn) is a Cauchy sequence in S2(0, T ;Rm) × M2(0, T ;Rm×d). Hence, there exists a pair of
processes (Y , Z) such that
E
[
sup
0tT
∣∣Ynt − Yt∣∣2]+ E
[ T∫
0
∣∣Znt − Zt∣∣2 dt
]
→ 0
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along a subsequence
T∫
t
fn
(
s, Yns , Z
n
s
)
ds →
T∫
t
f (s, Ys, Zs)ds in L
2(Ω) as n → ∞. (6)
Set An = {(w, s): |Yns | + |Ys| + |Zns | + |Zs| N}, An = Ω \ An . Then
E
[ T∫
t
∣∣ fn(s, Yns , Zns )− f (s, Ys, Zs)∣∣2 ds
]
 2I1(n) + 4I2(n) + 4I3(n) + 2I4(n),
where
I1(n) = E
[ T∫
t
∣∣ fn(s, Yns , Zns )− f (s, Yns , Zs)∣∣21An ds
]
,
I2(n) = E
[ T∫
t
∣∣ fn(s, Yns , Zns )− fn(s, Yns , Zs)∣∣21An ds
]
,
I3(n) = E
[ T∫
t
∣∣ fn(s, Yns , Zs)− f (s, Yns , Zs)∣∣21An ds
]
,
I4(n) = E
[ T∫
t
∣∣ f (s, Yns , Zs)− f (s, Ys, Zs)∣∣2 ds
]
.
It’s easy to check that
E
[ T∫
t
∣∣ fn(s, Yns , Zns )− f (s, Ys, Zs)∣∣2 ds
]
 CN−2(1−γ ) + 4ρ2N( fn − f ) + 4L2N E
[ T∫
t
∣∣Zns − Zs∣∣2 ds
]
+ 2E
[ T∫
t
∣∣ f (s, Yns , Zs)− f (s, Ys, Zs)∣∣2 ds
]
, (7)
where C > 0 is independent of n. Since
E
[
sup
0tT
∣∣Ynt − Yt ∣∣2]→ 0, sup
nN
E
[
sup
0tT
∣∣Ynt ∣∣2]< ∞,
there exists a subsequence of Yn , still denoted by Yn , such that Ynt → Yt a.e., a.s. Hence, the domi-
nated convergence theorem and the continuity of f in y yield that
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[ T∫
t
∣∣ f (s, Yns , Zs)− f (s, Ys, Zs)∣∣2 ds
]
→ 0
as n → ∞. Then, passing to the limit in (7) successively on n and N , we show that (6) holds. Thus,
the proof is complete. 
As an immediate consequence of Theorem 3.2, we have the following
Corollary 3.5. Let (H1), (H2), (H3′) hold. Then BDSDE (1) admits a unique solution if one of the following
three additional conditions holds:
(i) (H4), (H5′) hold, and
(1+ L2N)exp(L2Nθ−1T )
N2(1−γ )
→ 0, N → ∞;
(ii) (H4′), (H5) hold, and
(1+ μ+N )exp(2μ+N T )
N2(1−γ )
→ 0, N → ∞;
(iii) (H4), (H5) hold.
4. Sobolev solutions for SPDEs
In this section, we connect two kinds of BDSDEs under globally monotone and locally monotone
coeﬃcients with the corresponding SPDEs, and give the probabilistic interpretation for the Sobolev
weak solutions of the SPDEs.
4.1. Preliminaries
Let us ﬁrst recall some notations. Let Ckl,b denote the set of functions of class C
k , whose partial
derivatives of order less than or equal to k are bounded. Given x ∈ Rd , b ∈ C2l,b(Rd,Rd) and σ ∈
C3l,b(R
d,Rd×d), denote by {Xt,xs , t  s T } the unique strong solution of the following SDE
dXt,xs = b
(
Xt,xs
)
ds + σ (Xt,xs )dWs, Xt,xt = x.
It’s well known that E[suptsT |Xt,xs |p] < ∞ for any p > 1. We recall that the stochastic ﬂow as-
sociated to the diffusion process {Xt,xs , t  s  T } is {Xt,xs , x ∈ Rd, t  s  T }, and the inverse ﬂow
is denoted by X̂t,xs . It’s known from [8] that x → X̂t,xs is differentiable, and we denote by J ( X̂t,xs ) the
determinant of the Jacobian matrix of X̂t,xs , which is positive and satisﬁes J ( X̂
t,x
t ) = 1. For φ ∈ C∞c (Rd)
we deﬁne a process φt : Ω × [0, T ] × Rd → R by φt(s, x) = φ( X̂t,xs ) J ( X̂t,xs ). Following Kunita [10] we
can deﬁne the composition of u ∈ L2(Rd) with the stochastic ﬂow by (u◦ Xt,·s , φ) = (u, φt(s, ·)). Indeed,
by a change of variable, we have
(
u ◦ Xt,·s , φ
)= ∫
Rd
u(y)φ
(
X̂t,ys
)
J
(
X̂t,ys
)
dy =
∫
Rd
u
(
Xt,xs
)
φ(x)dx.
Bally and Matoussi [2] proved that φt(s, x) is a semimartingale and admits the following decom-
position.
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φt(s, x) = φ(x) +
s∫
t
L∗φt(r, x)dr −
d∑
j=1
s∫
t
(
d∑
i=1
∂
∂xi
(
σi j(x)φt(r, x)
))
dW jr ,
where L∗ is the adjoint operator of L.
Let ρ : Rd → R+ be an integrable continuous positive function, and L2(Rd,ρ(x)dx) be the
weighted L2 space with weight ρ(x), endowed with the following norm
‖u‖2ρ :=
∫
Rd
∣∣u(x)∣∣2ρ(x)dx.
Let us take the weight ρ(x) = exp(F (x)), where F : Rd → R is a continuous function. Moreover, we
assume that there exists some R > 0 such that F ∈ C2l,b for |x| > R . We need the following result of
generalized equivalence of norms (see Proposition 5.1 in [2] and Lemma 2.6 in [19]).
Lemma 4.2. There exist two positive constants k1 and K1 which depend on T , ρ , b and σ , such that for any
t  s T and φ ∈ L1(Ω ×Rd,dP⊗ ρ(x)dx) which is independent ofFWt,s ,
k1E
[∫
Rd
∣∣φ(x)∣∣ρ(x)dx] E[∫
Rd
∣∣φ(Xt,xs )∣∣ρ(x)dx] K1E[∫
Rd
∣∣φ(x)∣∣ρ(x)dx].
Moreover, for any Φ ∈ L1(Ω × [0, T ] ×Rd,dP⊗ dt ⊗ ρ(x)dx) such that Φ(s, ·) is independent ofFWt,s ,
k1E
[ ∫
Rd
T∫
t
∣∣Φ(s, x)∣∣dsρ(x)dx] E[ ∫
Rd
T∫
t
∣∣Φ(s, Xt,xs )∣∣dsρ(x)dx
]
 K1E
[ ∫
Rd
T∫
t
∣∣Φ(s, x)∣∣dsρ(x)dx].
Denote by H the set of random ﬁelds {u(t, x), 0 t  T , x ∈Rd} such that u(t, x) is F Bt,T -meas-
urable for any (t, x), and both u and σ ∗∇u belong to L2((0, T )×Rd ×Ω;dt ⊗ρ(x)dx⊗dP). Then H
is a Banach space endowed with the following norm:
‖u‖2H := E
[ ∫
Rd
T∫
0
(∣∣u(t, x)∣∣2 + ∣∣(σ ∗∇u)(t, x)∣∣2)dt ρ(x)dx].
Here and in what follows, as those in [2,19,20], the derivatives are understood in the weak sense.
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u(s, x) = h(x) +
T∫
s
{Lu(r, x) + f (r, x,u(r, x), (σ ∗∇u)(r, x))}dr
+
T∫
s
g
(
r, x,u(r, x),
(
σ ∗∇u)(r, x)) · dBr, t  s T , (8)
where
L =
d∑
i=1
bi
∂
∂xi
+ 1
2
d∑
i, j=1
ai, j
∂2
∂xi∂x j
, (ai, j) = σσ ∗.
Deﬁnition 4.3. We say that u is a Sobolev solution of SPDE (8), if u ∈H and for any ϕ ∈ C1,∞c ([0, T ]×
R
d),
∫
Rd
T∫
t
u(s, x)∂sϕ(s, x)dsdx+
∫
Rd
u(t, x)ϕ(t, x)dx−
∫
Rd
h(x)ϕ(T , x)dx
− 1
2
∫
Rd
T∫
t
(
σ ∗∇u)(s, x) · (σ ∗∇ϕ)(s, x)dsdx − ∫
Rd
T∫
t
u div
(
(b − A)ϕ)(s, x)dsdx
=
∫
Rd
T∫
t
f
(
s, x,u(s, x),
(
σ ∗∇u)(s, x))ϕ(s, x)dsdx
+
∫
Rd
T∫
t
g
(
s, x,u(s, x),
(
σ ∗∇u)(s, x))ϕ(s, x) · dBs dx, (9)
where b = (b1, . . . ,bd)∗ , A = (A1, . . . , Ad)∗ , and A j = 12
∑d
i=1
∂aij
∂xi
, 1 j  d.
In the next two subsections we will study the Sobolev solution of SPDE (8) with globally mono-
tone and locally monotone coeﬃcients, respectively. The main idea is to connect SPDE (8) with the
following BDSDE
Y t,xs = h
(
Xt,xT
)+ T∫
s
f
(
r, Xt,xr , Y
t,x
r , Z
t,x
r
)
dr
+
T∫
s
g
(
r, Xt,xr , Y
t,x
r , Z
t,x
r
) · dBr − T∫
s
Zt,xr · dWr, t  s T . (10)
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In this subsection we study Sobolev solutions of SPDEs with globally monotone coeﬃcients. For
f : [0, T ] ×Rd ×R×Rd →R, g : [0, T ] ×Rd ×R×Rd →Rk and h :Rd →R, assume
Hypothesis 4.4.
(H6) | f (t, x, y, z)| | f (t, x,0,0)| + K (|y| + |z|) and ∫
Rd
∫ T
0 | f (t, x,0,0)|2 dt ρ(x)dx < ∞;
(H7) for ﬁxed (t, x), f (t, x, · , ·) satisﬁes (H2), (H4) and (H5);
(H8) for ﬁxed (t, x), g(t, x, · , ·) satisﬁes (H1) and ∫
Rd
∫ T
0 |g(t, x,0,0)|2 dt ρ(x)dx < ∞;
(H9) h belongs to L2(Rd,ρ(x)dx), i.e.
∫
Rd
|h(x)|2ρ(x)dx < ∞.
Now by Lemma 4.2 and the stochastic Fubini theorem it’s easy to check that for a.e. x ∈Rd ,
E
[ T∫
t
∣∣ f (s, Xt,xs ,0,0)∣∣2 ds + T∫
t
∣∣g(s, Xt,xs ,0,0)∣∣2 ds + ∣∣h(Xt,xT )∣∣2
]
< ∞.
Hence, it follows from Theorem 2.2 that BDSDE (10) admits a unique solution (Y t,x, Zt,x) ∈
S2(t, T ;R) × M2(t, T ;Rd) such that Y t,xs and Zt,xs are FWt,s ∨ F Bs,T -measurable for any s ∈ [t, T ].
Moreover, it’s easy to check that there exists c > 0 which depends on K ,  , such that for a.e. x ∈Rd ,
E
[
sup
tsT
∣∣Y t,xs ∣∣2]+ E
[ T∫
t
∣∣Zt,xs ∣∣2 ds
]
 cE
[∣∣h(Xt,xT )∣∣2 +
T∫
t
∣∣ f (s, Xt,xs ,0,0)∣∣2 ds + T∫
t
∣∣g(s, Xt,xs ,0,0)∣∣2 ds
]
. (11)
We are now in a position to state the main result of this subsection.
Theorem 4.5. Under Hypothesis 4.4, SPDE (8) admits a unique Sobolev solution u. Moreover, u(t, x) = Y t,xt ,
where {(Y t,xs , Zt,xs ), t  s T } is the unique solution of BDSDE (10) and
u
(
s, Xt,xs
)= Y t,xs , (σ ∗∇u)(s, Xt,xs )= Zt,xs , a.s., a.e. s ∈ [t, T ], x ∈Rd. (12)
Proof. We ﬁrst prove the existence. The proof is very similar to that of Theorem 2.11 in [20]. However,
to be self-contained, we intend to give a brief proof. Let us deﬁne
u(t, x) = Y t,xt , v(t, x) = Zt,xt , (t, x) ∈ [0, T ] ×Rd,
where (Y t,x, Zt,x) ∈ S2(t, T ;R) × M2(t, T ;Rd) is the unique solution of BDSDE (10). Then, by the
uniqueness of the solutions to BDSDE (10) it’s easy to check that
u
(
s, Xt,xs
)= Y s,Xt,xss = Y t,xs , v(s, Xt,xs )= Z s,Xt,xss = Zt,xs , a.s., a.e. s ∈ [t, T ], x ∈Rd.
Set
F (s, x) = f (s, x,u(s, x), v(s, x)), G(s, x) = g(s, x,u(s, x), v(s, x)).
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Y t,xs = h
(
Xt,xT
)+ T∫
s
F
(
r, Xt,xr
)
dr +
T∫
s
G
(
r, Xt,xr
) · dBr − T∫
s
Zt,xr · dWr, t  s T .
By Lemma 4.2 and (11),
E
[ ∫
Rd
T∫
t
(∣∣u(s, x)∣∣2 + ∣∣v(s, x)∣∣2)dsρ(x)dx]
 1
k1
E
[ ∫
Rd
T∫
t
(∣∣Y t,xs ∣∣2 + ∣∣Zt,xs ∣∣2)dsρ(x)dx
]
 (T + 1)c
k1
E
[ ∫
Rd
(∣∣h(Xt,xT )∣∣2 +
T∫
t
(∣∣ f (s, Xt,xs ,0,0)∣∣2 + ∣∣g(s, Xt,xs ,0,0)∣∣2)ds
)
ρ(x)dx
]
 (T + 1)K1c
k1
E
[ ∫
Rd
(∣∣h(x)∣∣2 + T∫
t
(∣∣ f (s, x,0,0)∣∣2 + ∣∣g(s, x,0,0)∣∣2)ds)ρ(x)dx].
Thus we obtain
E
[ ∫
Rd
T∫
t
(∣∣u(s, x)∣∣2 + ∣∣v(s, x)∣∣2)dsρ(x)dx]< ∞.
From (H6) and (H8) it’s easy to check that∣∣F (s, x)∣∣2  3∣∣ f (s, x,0,0)∣∣2 + 3K 2∣∣u(s, x)∣∣2 + 3K 2∣∣v(s, x)∣∣2,∣∣G(s, x)∣∣2  2∣∣g(s, x,0,0)∣∣2 + 2K ∣∣u(s, x)∣∣2 + 2∣∣v(s, x)∣∣2.
Hence
E
[ ∫
Rd
T∫
t
(∣∣F (s, x)∣∣2 + ∣∣G(s, x)∣∣2)dsρ(x)dx]< ∞.
Now using some ideas of Theorems 2.1 and 3.1 in [2], similar to the arguments in Section 4 in [19],
we have v(s, x) = (σ ∗∇u)(s, x), and u is the Sobolev solution of the following SPDE
u(s, x) = h(x) +
T∫
s
{Lu(r, x) + F (r, x)}dr + T∫
s
G(r, x) · dBr, t  s T . (13)
Noting the deﬁnition of F , G , and the fact that v = σ ∗∇u, we conclude from (13) that u is the Sobolev
solution of SPDE (8).
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F (s, x) = f (s, x,u(s, x), (σ ∗∇u)(s, x)),
G(s, x) = g(s, x,u(s, x), (σ ∗∇u)(s, x)).
Then it’s obvious that u is also the Sobolev solution of SPDE (13). Since
∣∣F (s, x)∣∣2  3∣∣ f (s, x,0,0)∣∣2 + 3K 2∣∣u(s, x)∣∣2 + 3K 2∣∣(σ ∗∇u)(s, x)∣∣2,∣∣G(s, x)∣∣2  2∣∣g(s, x,0,0)∣∣2 + 2K ∣∣u(s, x)∣∣2 + 2∣∣(σ ∗∇u)(s, x)∣∣2,
E
[ ∫
Rd
T∫
t
(∣∣u(s, x)∣∣2 + ∣∣v(s, x)∣∣2)dsρ(x)dx]< ∞,
from (H6) and (H8) we have
E
[ ∫
Rd
T∫
t
(∣∣F (s, x)∣∣2 + ∣∣G(s, x)∣∣2)dsρ(x)dx]< ∞.
Then, for SPDE (13) it follows from Proposition 2.3 of [2] that, for any φ ∈ C∞c (Rd), a.e. s ∈ [t, T ], a.s.
∫
Rd
T∫
s
u(r, x)dφt(r, x)dx+
∫
Rd
u(s, x)φt(s, x)dx
−
∫
Rd
h(x)φt(T , x)dx−
∫
Rd
T∫
s
u(r, x)L∗φt(r, x)dr dx
=
∫
Rd
T∫
s
F (r, x)φt(r, x)dr dx+
∫
Rd
T∫
s
G(r, x)φt(r, x) · dBr dx.
By a change of variable, integration by parts formula, combined with Lemma 4.1, it’s easy to check
that ∫
Rd
u(s, x)φt(s, x)dx =
∫
Rd
u
(
s, Xt,xs
)
φ(x)dx,
∫
Rd
h(x)φt(T , x)dx =
∫
Rd
h
(
Xt,xT
)
φ(x)dx,
∫
d
T∫
s
F (r, x)φt(r, x)dr dx =
∫
d
T∫
s
F
(
r, Xt,xr
)
φ(x)dr dx,R R
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Rd
T∫
s
G(r, x)φt(r, x) · dBr dx =
∫
Rd
T∫
s
g
(
r, Xt,xr
)
φ(x) · dBr dx,
∫
Rd
T∫
s
u(r, x)dφt(r, x)dx =
∫
Rd
T∫
s
(
σ ∗∇u)(r, Xt,xr )φ(x) · dWr dx+ ∫
Rd
T∫
s
u(r, x)L∗φt(r, x)dr dx.
Hence,
∫
Rd
u
(
s, Xt,xs
)
φ(x)dx =
∫
Rd
h
(
Xt,xT
)
φ(x)dx−
∫
Rd
T∫
s
(
σ ∗∇u)(r, Xt,xr )φ(x) · dWr dx
+
∫
Rd
T∫
s
F
(
r, Xt,xr
)
φ(x)dr dx+
∫
Rd
T∫
s
G
(
r, Xt,xr
)
φ(x) · dBr dx.
From the arbitrariness of φ we know that {(u(s, Xt,xs ), (σ ∗∇u)(s, Xt,xs )), t  s T } is a solution of the
following BDSDE
Y t,xs = h
(
Xt,xT
)+ T∫
s
F
(
r, Xt,xr
)
dr +
T∫
s
G
(
r, Xt,xr
) · dBr − T∫
s
Zt,xr · dWr, t  s T .
Then from the deﬁnitions of F and G it follows that {(u(s, Xt,xs ), (σ ∗∇u)(s, Xt,xs )), t  s  T }
solves BDSDE (10). Now if u1 and u2 are two Sobolev solutions of SPDE (8), then {(ui(s, Xt,xs ),
(σ ∗∇ui)(s, Xt,xs )), t  s  T } solves BDSDE (10) for i = 1,2. Then the uniqueness of solutions to
BDSDE (10) gives
u1
(
s, Xt,xs
)= u2(s, Xt,xs ), a.s., a.e. s ∈ [t, T ], x ∈Rd,
and in particular
u1(t, x) = u2(t, x), a.s., a.e. x ∈Rd.
The proof is complete. 
Remark 4.6. The linear growth condition (H6) in Hypothesis 4.4 can be weakened as∣∣ f (t, x, y, z)∣∣ ∣∣ f (t, x,0,0)∣∣+ K (1+ |y| + |z|).
The same conclusion as Theorem 4.5 can also be obtained by only changing some estimates in the
proof process. Furthermore, if we assume that the weight function ρ satisﬁes∫
Rd
(
1+ |x|p)ρ(x)dx < ∞
for some p > 0, then the linear growth condition can be generalized as follows:∣∣ f (t, x, y, z)∣∣ ∣∣ f (t, x,0,0)∣∣+ K (∣∣l(x)∣∣+ |y| + |z|),
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ρ(x) = exp(−a|x|) for some a > 0, then ∫
Rd
(1+ |x|p)ρ(x)dx < ∞ for any p > 0, and l can be a poly-
nomial of any ﬁnite power.
4.3. Sobolev solutions of SPDEs with local monotone coeﬃcients
In this subsection we study the Sobolev solutions of SPDEs with locally monotone coeﬃcients. For
f : [0, T ] ×Rd ×R×Rd →R, g : [0, T ] ×Rd ×R×Rd →Rk and h :Rd →R, we assume
(H6′) there exist K > 0 and γ ∈ [0,1) such that | f (t, x, y, z)| K (1+ |y|γ + |z|γ ), ∀t, x, y, z;
(H7′) for ﬁxed (t, x), f (t, x, · , ·) satisﬁes (H2), (H4′) and (H5′).
The main result of this subsection is
Theorem 4.7. Assume (H6′), (H7′), (H8), (H9) and (4) hold. Then SPDE (8) admits a unique Sobolev solution.
Proof. It’s easy to check that
∣∣ f (s, x,u(s, x), (σ ∗∇u)(s, x))∣∣2  27K 2 + 3K 2∣∣u(s, x)∣∣2 + 3K 2∣∣(σ ∗∇u)(s, x)∣∣2,∣∣g(s, x,u(s, x), (σ ∗∇u)(s, x))∣∣2  2∣∣g(s, x,0,0)∣∣2 + 2K ∣∣u(s, x)∣∣2 + 2∣∣(σ ∗∇u)(s, x)∣∣2.
Then the proof of the uniqueness is similar to that of Theorem 4.5. We then prove the existence. Let
fn be associated to f by Lemma 3.3. Then fn satisﬁes (H6), (H7) for each n. Hence by Theorem 4.5
the following SPDE
un(s, x) = h(x) +
T∫
s
{Lun(r, x) + fn(r, x,un(r, x), (σ ∗∇un)(r, x))}dr
+
T∫
s
g
(
r, x,un(r, x),
(
σ ∗∇un
)
(r, x)
) · dBr, t  s T
admits a unique Sobolev solution un for each n. That is, un ∈H , and for any ϕ ∈ C1,∞c ([0, T ] ×Rd),
∫
Rd
T∫
t
un(s, x)∂sϕ(s, x)dsdx+
∫
Rd
un(t, x)ϕ(t, x)dx−
∫
Rd
h(x)ϕ(T , x)dx
− 1
2
∫
Rd
T∫
t
(
σ ∗∇un
)
(s, x) · (σ ∗∇ϕ)(s, x)dsdx − ∫
Rd
T∫
t
un div
(
(b − A)ϕ)(s, x)dsdx
=
∫
Rd
T∫
t
fn
(
s, x,un(s, x),
(
σ ∗∇un
)
(s, x)
)
ϕ(s, x)dsdx
+
∫
d
T∫
t
g
(
s, x,un(s, x),
(
σ ∗∇un
)
(s, x)
)
ϕ(s, x) · dBs dx. (14)R
780 Z. Wu, F. Zhang / J. Differential Equations 251 (2011) 759–784Moreover,
un
(
s, Xt,xs
)= Yn,t,xs , (σ ∗∇un)(s, Xt,xs )= Zn,t,xs a.s., a.e. s ∈ [t, T ], x ∈Rd, (15)
where {(Yn,t,xs , Zn,t,xs ), t  s T } is the unique solution of BDSDE
Yn,t,xs = h
(
Xt,xT
)+ T∫
s
fn
(
r, Xt,xr , Y
n,t,x
r , Z
n,t,x
r
)
dr
+
T∫
s
g
(
r, Xt,xr , Y
n,t,x
r , Z
n,t,x
r
) · dBr − T∫
s
Zn,t,xr · dWr .
Moreover, the proof of Theorem 3.2 gives
E
[
sup
tsT
∣∣Yn,t,xs − Y t,xs ∣∣2]+ E
[ T∫
t
∣∣Zn,t,xs − Zt,xs ∣∣2 ds
]
→ 0
as n → ∞, where (Y t,x, Zt,x) is the unique solution of BDSDE (10). We also have
E
[
sup
tsT
∣∣Yn,t,xs ∣∣2 + sup
tsT
∣∣Y t,xs ∣∣2]+ E
[ T∫
t
(∣∣Zn,t,xs ∣∣2 + ∣∣Zt,xs ∣∣2)ds
]
 cE
[
1+ ∣∣h(Xt,xT )∣∣2 +
T∫
t
∣∣g(s, Xt,xs ,0,0)∣∣2 ds
]
,
where c > 0 is independent of n. So Lemma 4.2 and the dominated convergence theorem yield
E
[ ∫
Rd
T∫
t
(∣∣Yn,t,xs − Y t,xs ∣∣2 + ∣∣Zn,t,xs − Zt,xs ∣∣2)dsρ(x)dx
]
→ 0, n → ∞. (16)
Then using (15) and Lemma 4.2 again we can get
E
[ ∫
Rd
T∫
t
(∣∣un(s, x) − um(s, x)∣∣2 + ∣∣(σ ∗∇un)(s, x) − (σ ∗∇um)(s, x)∣∣2)dsρ(x)dx]→ 0
as n,m → ∞, which implies the existence of some u ∈H such that un → u in H . That is,
E
[ ∫
Rd
T∫
t
(∣∣un(s, x) − u(s, x)∣∣2 + ∣∣(σ ∗∇un)(s, x) − (σ ∗∇u)(s, x)∣∣2)dsρ(x)dx]→ 0.
Consequently, by (15), (16) and Lemma 4.2,
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[ ∫
Rd
T∫
t
(∣∣u(s, Xt,xs )− Y t,xs ∣∣2 + ∣∣(σ ∗∇u)(s, Xt,xs )− Zt,xs ∣∣2)dsρ(x)dx
]
 2E
[∫
Rd
T∫
t
(∣∣u(s, Xt,xs )− un(s, Xt,xs )∣∣2 + ∣∣un(s, Xt,xs )− Y t,xs ∣∣2)dsρ(x)dx
]
+ 2E
[ ∫
Rd
T∫
t
(∣∣(σ ∗∇u − σ ∗∇un)(s, Xt,xs )∣∣2 + ∣∣(σ ∗∇un)(s, Xt,xs )− Zt,xs ∣∣2)dsρ(x)dx
]
 2K1E
[ ∫
Rd
T∫
t
(∣∣u(s, x) − un(s, x)∣∣2 + ∣∣(σ ∗∇u)(s, x) − (σ ∗∇un)(s, x)∣∣2)dsρ(x)dx]
+ 2E
[ ∫
Rd
T∫
t
(∣∣Yn,t,xs − Y t,xs ∣∣2 + ∣∣Zn,t,xs − Zt,xs ∣∣2)dsρ(x)dx
]
→ 0
as n → ∞, which implies that
u
(
s, Xt,xs
)= Y t,xs , (σ ∗∇u)(s, Xt,xs )= Zt,xs , a.s., a.e. s ∈ [t, T ], x ∈Rd. (17)
Now in order to conclude that u is the Sobolev solution of (8), it remains to prove that u satisﬁes
(9). In fact, by proving that along a subsequence (14) converges to (9) in L2(Ω), we can obtain that u
satisﬁes (9). Take the fn term in (14) for example. Since ϕ ∈ C1,∞c ([0, T ]×Rd), there exists a constant
c > 0 such that
E
[ ∫
Rd
T∫
t
∣∣ϕ(s, x)∣∣2 dsρ−1(x)dx] c.
Then from (15), (17) and Lemma 4.2, combined with the Cauchy–Schwartz inequality we get
E
[∣∣∣∣∣
∫
Rd
T∫
t
(
fn
(
s, x,un(s, x),
(
σ ∗∇un
)
(s, x)
)− f (s, x,u(s, x), (σ ∗∇u)(s, x)))ϕ(s, x)dsdx∣∣∣∣∣
2]
 cE
[ ∫
Rd
T∫
t
∣∣ fn(s, x,un(s, x), (σ ∗∇un)(s, x))− f (s, x,u(s, x), (σ ∗∇u)(s, x))∣∣2 dsρ(x)dx]
 c
k1
E
[ ∫
Rd
T∫
t
∣∣ fn(s, Xt,xs , Yn,t,xs , Zn,t,xs )− f (s, Xt,xs , Y t,xs , Zt,xs )∣∣2 dsρ(x)dx
]
.
Analysis similar to that in the proof of (6) shows that
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[ ∫
Rd
T∫
t
∣∣ fn(s, Xt,xs , Yn,t,xs , Zn,t,xs )− f (s, Xt,xs , Y t,xs , Zt,xs )∣∣2 dsρ(x)dx
]
 4L2N E
[ ∫
Rd
T∫
t
∣∣Zn,t,xs − Zt,xs ∣∣2 dsρ(x)dx
]
+ c
N2(1−γ )
E
[ ∫
Rd
(
1+ ∣∣h(Xt,xT )∣∣2 +
T∫
t
∣∣g(s, Xt,xs ,0,0)∣∣2 ds
)
ρ(x)dx
]
+ 4E
[ ∫
Rd
T∫
t
sup
|y|,|z|N
∣∣ fn(s, Xt,xs , y, z)− f (s, Xt,xs , y, z)∣∣2 dsρ(x)dx
]
+ 2E
[ ∫
Rd
T∫
t
∣∣ f (s, Xt,xs , Yn,t,xs , Zt,xs )− f (s, Xt,xs , Y t,xs , Zt,xs )∣∣2 dsρ(x)dx
]
=: 4P1 + P2 + 4P3 + 2P4, (18)
where c > 0 is independent of n. It follows immediately from (16) that for ﬁxed N , P1 → 0 as n → ∞.
Since | fn(s, Xt,xs , y, z)|+| f (s, Xt,xs , y, z)| 2K (3+|y|+|z|), it follows from Lemma 3.3 that for ﬁxed N ,
E
[ T∫
t
sup
|y|,|z|N
∣∣ fn(s, Xt,xs , y, z)− f (s, Xt,xs , y, z)∣∣2 ds
]
→ 0
as n → ∞. Since
sup
nN
E
[ T∫
t
sup
|y|,|z|N
∣∣ fn(s, Xt,xs , y, z)− f (s, Xt,xs , y, z)∣∣2 ds
]
 8K 2T
(
9+ 4N2),
the dominated convergence theorem yields P3 → 0 as n → ∞. Note that
E
[
sup
tsT
∣∣Yn,t,xs − Y t,xs ∣∣2]→ 0, sup
nN
E
[
sup
tsT
∣∣Yn,t,xs ∣∣2]< ∞.
Thus, there exists a subsequence of Yn,t,x , still denoted by Yn,t,x , such that
Yn,t,xs → Y t,xs a.e. s ∈ [t, T ], a.s.
Hence, by the dominated convergence theorem and the continuity of f in y we have
E
[ T∫
t
∣∣ f (s, Xt,xs , Yn,t,xs , Zt,xs )− f (s, Xt,xs , Y t,xs , Zt,xs )∣∣2 ds
]
→ 0
as n → ∞. Since
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nN
E
[ T∫
t
∣∣ f (s, Xt,xs , Yn,t,xs , Zt,xs )− f (s, Xt,xs , Y t,xs , Zt,xs )∣∣2 ds
]
 cE
[
1+ ∣∣h(Xt,xT )∣∣2 +
T∫
t
∣∣g(s, Xt,xs ,0,0)∣∣2 ds
]
,
using Lemma 4.2 and the dominated convergence theorem again, we obtain P4 → 0 as n → ∞. Now
passing to the limit in (18) successively on n and N , we conclude that along a subsequence
E
[ ∫
Rd
T∫
t
∣∣ fn(s, Xt,xs , Yn,t,xs , Zn,t,xs )− f (s, Xt,xs , Y t,xs , Zt,xs )∣∣2 dsρ(x)dx
]
→ 0
as n → ∞. The convergence of other terms in (14) can be obtained similarly due to the strong con-
vergence of un to u and Lemma 4.2. The proof is complete. 
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