An implicit algorithm is developed for the twodimensional, compressible, Favre-averaged NavierStokes equations. It incorporates the standard k 0 turbulence model of Launder and Spalding and the low Reynolds number correction of Chien. The equations are solved using an unstructured grid of triangles with the ow variables stored at the centroids of the cells. The inviscid uxes are obtained from Roe's ux dierence split method. Linear reconstruction of the ow variables to the cell faces provides second-order spatial accuracy. Turbulent and viscous stresses as well as heat transfer are obtained from a discrete representation of Gauss's theorem. Interpolation of the ow variables to the nodes is achieved using a second-order accurate method. Temporal discretization employs Euler, Trapezoidal or 3-Point Backward dierencing. An incomplete LU factorization of the Jacobian matrix is implemented as a preconditioning method. Results for three test cases are presented : a supersonic turbulent mixing layer, a supersonic laminar compression corner and a supersonic turbulent compression corner.
Introduction
Common uid mechanics engineering problems involve compressible, viscous and turbulent ows, outside and inside complex geometries. To obtain fast, accurate and reliable simulations, CFD codes must still be improved in areas such as meshing, turbulence models and numerical algorithms.
In the past, methods using unstructured grids have been investigated for they enable to treat complex geometries with locally rened meshes in regions of large gradients, typically near shock waves and boundary layers. For instance, work has been accomplished on adaptive techniques by Rausch et al [14] and by Ilinca et al [8] . The eect of stretched cells near walls is also the subject of several studies [24] [2] . As turbulence has an important eect in terms of forces and heat loads in most of the supersonic and hypersonic ows, it is critical to take it into account in an engineering code. Two-equation models are widely employed. The standard k 0 turbulence model of Launder and Spalding [10] is applicable within free shear ows but requires the use of wall-functions near walls. Thus several low Reynolds number modications have been proposed like the ones of Chien [5] and of Sharma [11] for example. As unstructured methods are known to be computationally expensive, it is necessary to develop fully implicit algorithms to accelerate the convergence toward steady state. Implicit codes generally use an approximate Jacobian which yields rst order time accuracy without aecting the steady state solution. For instance, the Euler equations are solved implicitly by Batina [1] , Walters [20] , and Whittaker et al [22] , and the Navier-Stokes equations by Venkatakrishnan et al [18] [19] . The focus of the present research is the development of a fully implicit two-dimensional, compressible, Navier- Stokes algorithm, incorporating a turbulence model and using an unstructured grid of triangles. Fully means that all the contributions (inviscid, viscous and turbulent) are treated implicitly. The standard k 0 turbulence model of Launder and Spalding [10] and the low Reynolds number correction of Chien [5] have been chosen. This work is part of a larger eort to develop an engineering code for turbulent reactive ows. First, the governing equations and the numerical algorithm are presented. The treatment of the boundary conditions is explained, especially for the`turbulent solid wall' which needs a separate computation. Then, the ability of the code to compute laminar, turbulent, free shear ows and wall-bounded ows is demonstrated on three test cases : a supersonic turbulent mixing layer, a supersonic laminar compression corner with separation and a supersonic turbulent compression corner with separation. The improvement of the computational performance thanks to the preconditioning method is shown for the rst two test cases.
Governing Equations
The governing equations are the two-dimensional compressible Favre-averaged Navier-Stokes equations, incorporating the standard k 0 turbulence model of Launder and Spalding [10] and the low Reynolds number model of Chien [5] .
Time Averaging Techniques
The statistical approach used to deal with turbulence requires time averaging techniques. 
where t ij and ij are respectively the components of the viscous stress tensor and the turbulent stress tensor, q i are the components of the turbulent plus molecular heat ux vector, is the molecular viscosity and t is the turbulent viscosity, k is the turbulence kinetic energy, and s is the solenoidal rate of dissipation of turbulence kinetic energy. The variables are nondimensionalized using the reference density 1 , speed of sound a 1 , static temperature T 1 , length L and dynamic molecular viscosity 1 
The mean static pressure P is normalized by 1 a 2 1 and satises the ideal gas equation
The components of the viscous and turbulent stress tensors are respectively t ij = 
where P r and P r t are respectively the laminar and turbulent Prandtl numbers. The closure equations of the two dierent turbulence models yield dierent expressions for the turbulent eddy viscosity and the dissipation source terms. For both models, the turbulence production term is
The turbulence dissipation term for the Launder and Spalding model is
and for the Chien model
where n is the normal distance to the solid boundary. The production of is for both models
The 
The constants for the two turbulence models are presented in Table 1 . The numerical algorithm is based on a nite volume method. The governing equations (1) to (5) 
The source term denoted E in the governing equation (24) contains the production and dissipation terms for k and . The Green-Ostrogradsky theorem cannot be applied to this contribution so that the summation is done over the volume of each cell and not the surface. 
where 1t is the time increment, and
and P j2? denotes the summation over all cells constituting the numerical domain of dependence (\star") in the application of (35) at cell i with the exception of the cell i. Note that the Einstein summation convention is not employed in (37). The family of algorithms and the associated temporal accuracy is indicated in Table 2 . The contribution to C i in (36) from the inviscid uxes is obtained from ux dierence split method of Roe [15] . The additional equations for k and s do not modify the fundamental nature of Roe's method. 
where 1x and 1y are the x0 and y0 projections of side k of cell i and 1s 2 = 1x 2 +1y 2 . The summation is done over the three sides of cell i. The ux vector is (46) where Q i denotes the value of Q at the cell centroid, r is the vector from the cell centroid to the midpoint on the face, and 8 is a limiter function [22] which is determined by the requirement that the reconstructed value of Q at the cell face is within the range of values of Q for those cells employed in the reconstruction.
The gradient rQ at the cell centroid is obtained from Green's theorem using the dual triangle abc whose vertices are the centroids of the cells adjacent to cell i ( 
where is a small quantity (typically, 0:1).
Turbulent and Viscous Fluxes
The contribution to C i in (36) from the viscous uxes and heat transfer on face k is obtained from application of Gauss's theorem [12] to the quadrilateral dened by the cell centroids of the cells adjacent to face k and the two nodes dening the endpoints respectively a, c and b,d (Fig. 2) . (Fig. 2) . The molecular viscosity is evaluated at the midpoint of face k using the formula 
Production and Dissipation Terms
The production and dissipation terms for the turbulence kinetic energy and the dissipation rate are computed by using again a discrete representation of Gauss's theorem but on a dierent control volume. In order to compute these contributions we need the gradients of the velocity components at the centroids of Fig. 1 ). Note that no interpolation to the nodes or the faces are necessary to compute the dissipation and production terms.
Generalized Jacobian Matrix
The generalized Jacobian matrix is an array of elemental Jacobian matrices @C i =@Q j . The elemental matrices have been derived for the full governing equations. The linear reconstruction, described in section 3.2.1, is employed for all conservative variables necessary to the computation of the uxes, thereby achieving second order spatial accuracy. The contributions from the inviscid, viscous and turbulent source terms are presented separately. The inviscid uxes are approximated by a rst order accurate method (the terms B l and B r are neglected for they are complicated and CPU-intensive) to enhance diagonal dominance and numerical stability. This does not aect the second order spatial accuracy of the steady state solution.
Jacobian of the Viscous Terms
The exact expression for the individual Jacobian matrices of the laminar and turbulent viscous terms in (37) is 
The turbulent viscous terms were derived with the turbulent diusivity treated as locally constant (i.e., the contribution to the elemental Jacobian from the turbulent stress (9) assumes t constant while accounting for the eect of u i and k).
Jacobian of the Source Terms
The exact expression for the elemental Jacobian matrices of the source terms in (37) are 
The contributions to the elemental Jacobian due to the source terms treat the velocity derivatives in (11) as locally constant, while accounting for the eects of the turbulence variables.
Solution of Linear System
There are three methods available to solve the linear system (40). The rst one is a direct method and uses the banded direct solver linpack [7] . The second one is also a direct method which uses the sparse direct solver y12m and requires less memory than linpack. For these two solvers the storage and CPU time depends on the bandwidth of the Jacobian matrix. The bandwidth depends itself partly on the ordering of the cells. The third method is an indirect method employing the bi-cgstab algorithm of Van der Vorst [17] . It is a conjugate gradient type iterative method. This third implicit solver is of greater interest to us since a preconditioning method is derived and implemented to improve its computational eciency. The preconditioner was developed by N. Okong'o. The preconditioning matrix is the incomplete LU factorization of the Jacobian matrix. Incomplete means that the ll elements computed at each stage of the regular LU factorization of the Jacobian matrix are ignored, so that the preconditioning matrix has the same sparsity structure as the original Jacobian matrix. The LU form is then used to solve systems of equations as required in bi-cgstab. The actual decomposition algorithm is a modication of the SLATEC incomplete decomposition routine [13] . Applications are presented in section 5. 4 Boundary Conditions
General
Boundary conditions are incorporated implicitly. The Jacobian matrices of the inviscid terms are directly derived for the cells at the boundary and Roe's method is applied. Fictitious cells are used beyond the boundary in order to compute the uxes at the boundary. At an inow boundary the vector of conservative variables Q is fully specied. At an outow boundary, the ow variables are extrapolated linearly. On a symmetry boundary, the normal component of the velocity and the normal gradients of the other ow variables are set equal to zero. At a solid boundary, the velocity is set to zero, the heat ux is set to zero (adiabatic wall) and the normal derivative of the static pressure is set to zero. A correction to Roe's method is also implemented for a solid wall boundary, to simulate the correct physical pressure condition at a wall.
Turbulent Wall-Bounded Flows
Though achievable, the integration to the wall of the full Navier-Stokes equations with Chien's model is dicult and not necessary for most cases. It would require a very ne grid near the wall with high aspect ratio cells and would be very demanding in terms of memory and computational time. Thus, in a very thin region near the wall (called the sublayer), physical hypothesis are made to simplify the Navier-Stokes equations. The asymptotic form of the Navier-Stokes equations takes into account the convection and diusion terms in the direction normal to the wall only. In the following equations, x and y represent the coordinates of the axis parallel and normal to the wall respectively A typical thickness for the sublayer corresponds to a value of n + between 50 and 100. The upper boundary conditions of the sublayer mesh are derived from the variables of the unstructured mesh. The lower boundary conditions are given by Chien's model : the velocity, the turbulent kinetic energy, the dissipation rate of turbulent kinetic energy and the heat ux (adiabatic wall) are equal to zero. Then, the variables computed in the sublayer are used the next time step to dene the lower boundary condition of the unstructured mesh.
Results
The code was rst validated on several basic test cases. The implementation of the Launder and Spalding turbulence model was tested on the decay of isotropic turbulence and successfully compared against the analytical solution. The no-slip wall boundary condition for laminar ows was validated on a at plate boundary layer test case. The results showed close agreement with Blasius solution. Chien's correction was used to compute a turbulent boundary layer on a at plate. The results were in excellent agreement with a similarity solution obtained with Wilcox's code eddybl [23] . The results now presented, were obtained with the iterative solver bi-cgstab. The computations were performed on a Sun SPARCserver 10 Model 512 MP.
Supersonic Turbulent Mixing Layer
The purpose of this computation is to assess the precision of the code for turbulent free shear ows and to test the computational eciency of the preconditioning algorithm. A spatially developing supersonic turbulent mixing layer (as shown in Fig. 3 ) is computed. The same computation is performed with and without preconditioning. Table 4 . The subscripts 1 and 2 refer to the upper and lower streams, respectively. The ow variables are nondimensionalized using the density, speed of sound and dynamic molecular viscosity of the upper stream. The length scale L is the width of the mixing layer at the inow boundary. The inow prole represents the similarity solution of the governing equations obtained from the mixer prole of Wilcox [23] . The ow is initialized with the same solution but with a 10% perturbation of the turbulent kinetic energy. The computation employs the Launder and Spalding model. Fig. 4 ) is made of a total of 6528 cells, with 80 nodes across the mixing layer (1y = 0:0125 at the upstream boundary). The length of the computational domain is two times the initial width of the mixing layer. The grid is slightly stretched in the streamwise direction. The purpose of this computation is to test the precision and the eciency of the code on a complex application involving shocks, a boundary layer and a ow separation without turbulence. To assess the numerical accuracy, a grid renement study is performed. To evaluate the performances of the preconditioning method, the same case is computed with and without preconditioning.
A laminar boundary layer in a supersonic ow develops itself over a at plate upstream of a compression corner. Two shocks are computed, one at the leading edge of the plate and one at the corner. The ow conditions are shown in Table 5 . All distances are nondimensionalized by the distance between the leading edge of the plate and the corner. The Reynolds number is based on the same distance. A similar case has been computed by Carter [3] . In this previous computation, the wall temperature is equal to the free stream stagnation temperature, whereas in our case it is equal to the adiabatic wall temperature, which corresponds to a dierence of about 10%. The boundaries of the computational domain are identical for both computations, but the mesh renements are dierent. For our purpose, two grids are created : one is called`coarse' and the other is called`ne'. The latter is four times ner (two times in each direction) than the former. The characteristics of the grids are summarized in Table 6 . Constant grid spacing is used in the streamwise and the normal direction for Carter's mesh. For the present computation, a uniform grid spacing is used in the streamwise direction and a geometric progression is used in the normal direction. The number of control volumes in the boundary layer in a direction normal to the wall is given at the bottom of Table 6 and corresponds to the boundary layer thickness located at x=x c = 0:4. A view of the vicinity of the corner for the ne grid is shown in Fig. 10 . Figure 10 : Unstructured grid for compression corner Because of adverse pressure gradient, a ow separation occurs in front of the corner and a recirculation region forms near the corner. The streamlines near the wall are plotted over the velocity vectors in Fig. 11 . The non-dimensional pressure is shown in Fig. 12 for the present computations and for Carter's. The pressure is computed at the boundary nodes by second order accurate interpolation. It is non-dimensionalized by the free stream static pressure. Good agreement is observed between the results of the coarse grid and the ne grid. Again, the rates of convergence are comparable for the computations with and without preconditioning as shown in Fig. 13 . However, the CPU time required is drastically reduced by more than 80% by the preconditioning as shown in Fig. 14 . The results presented below correspond to the coarse grid. The purpose of this computation is to test the ability of the code to treat turbulent wall-bounded ows with Chien's model and the sublayer boundary condition. Computational results with Chien's model have already been obtained by Champney [4] with the geometry and initial conditions of Settle's experimental study [16] . The experimental geometry is a 24 degrees compression corner. To initialize the computation, the turbulent boundary layer code eddybl [23] is used with the Chien model. The inow prole is then extracted from the solution to match the incoming boundary layer thickness and the skin friction coecient of the experimental conditions. A summary of the ow conditions is given in Table 7 . Champney uses the free stream stagnation temperature as wall temperature. The sublayer grid extends from the wall to n + = 60. A geometrical stretching is used in the streamwise and normal directions. Champney uses exponential stretching in both directions. The parameters of the grids are presented in Table 8 . All the distances are non-dimensionalized by the experimental incoming boundary layer thickness. n/a means not available in [4] The color plot of the cover page shows iso-surfaces of nondimensional pressure near the corner with the streamlines. The computed recirculation region is larger than the experimental one. This indicates the limitations and inaccuracy of the turbulence model. Then too, the computation shows a steady behavior of the ow whereas the experiment reveals a low frequency back and forth oscillation of the shock position [6] . The turbulence model fails to predict this important unsteady physical phenomenon.
The dividing streamline is not straight but slightly curved at separation and reattachment. The separation bubble is seen by the main ow as an intermediate compression ramp. Upstream of the separation, an induced shock wave is formed. At reattachment, the wall is seen by the main ow as a second compression ramp and a compression fan is generated. It is the interference of the induced shock and the compression wave that is the origin of the stronger pressure gradient which forms the`S shape' of the iso-surfaces.
The computed and experimental surface pressure are shown in Fig. 15 . The dierence of location for the pressure rise between the present computation and Champney's is still under investigation. Fig. 16 and 17 show the behavior of the turbulent kinetic energy and the dissipation rate predicted by Chien's model. The major change in the behavior of the turbulent kinetic energy and of the dissipation rate is the displacement of the peak value from the sublayer to the mainstream. Further research is in progress to explain the dierences with previous results.
