Abstract. In the present paper, we present some numerical methods for computing approximate solutions to some large differential linear matrix equations. In the first part of this work, we deal with differential generalized Sylvester matrix equations with full rank right-hand sides using a global Galerkin and a normminimization approaches. In the second part, we consider large differential Lyapunov matrix equations with low rank right-hand sides and use the extended global Arnoldi process to produce low rank approximate solutions. We give some theoretical results and present some numerical experiments.
1. Introduction. In this work, we are interested in the numerical solution of two differential linear matrix equations. First, we consider the linear matrix differential equation with a full right-hand side     Ẋ
A i X(t) B i + C,
where A i ∈ R n×n , B i ∈ R p×p , i = 1, . . . , q, C and X ∈ R n×p , and we assume that the right hand term C is full rank. Differential Sylvester and Lyapunov matrix equations are particular cases of (1.1). The second differential matrix equation that will be considered in this paper, is the well known differential Lyapunov matrix equation with a low rank right hand side Ẋ (t) = A X(t) + X(t) A T + BB T ; (DLE) X(t 0 ) = X 0 , t ∈ [t 0 , T f ], (1.2) where the matrix A ∈ R n×n is assumed to be large, sparse and nonsingular and B ∈ R n×p is a full rank matrix, with p ≪ n. The initial condition X 0 = Z 0 Z T 0 is assumed to be a given symmetric and positive low-rank matrix. The differential linear matrix equations (1.1) and (1.2) play an important role in many areas such as control, filter design theory, model reduction problems, differential equations and robust control problems [1, 7] . Notice that the two linear differential matrix equations above can be reformulated aṡ
where x(t) = vec(X(t)), the matrix M is given by M = and b = vev(BB T ) for (1.2) respectively, and vec(C) is the long vector obtained by stacking the columns of the matrix C. So we can use classical solvers for computing solutions of (1.3). The exact solution of (1.3) is given by x(t) = e tM x 0 + t t0 e (t−τ )M b dτ, (1.4) which can also be expressed as
where
However, in the cases for which the matrix M is very large, this approach would not be appropriate.
The rest of the paper is organized as follows. In Section 2, we recall the definitions of the Kronecker and the ⋄ products with some of their properties that will be of use in this work.
In Section 3, we give a numerical method for solving the problem (1.1) by using projections onto matrix Krylov subspaces, based on a Global-Galerkin orthogonality condition. In Section 4, we will be interested in the numerical solution of the Lyapunov differential matrix equation (1.2). The approximate solutions will be obtained via projection onto matrix Krylov subspaces using the extended global Arnoldi algorithm. The last section is devoted to some numerical experiments.
Preliminaries.
2.1. Definitions. We begin by recalling some notations that will be used in the sequel. We define the inner product
where tr(Y T Z) denotes the trace of the matrix Y T Z such that Y, Z ∈ IR n×p . The associated norm is the Frobenius norm denoted by Z F = Z, Z F .
The matrix product A ⊗ B = [a i,j B] denotes the well known Kronecker product of the matrices A and B which satisfies the following properties:
, if A and B are nonsingular square matrices.
We also use the matrix product ⋄ defined in [5] as follows. 
which is equivalent to
The following proposition gives some properties satisfied by the above product.
. Let A and V be n × n and n × p matrices, respectively, then the matrix (also called the global) Krylov subspace K m (A, V ) associated to the pair (A, V ) is the subspace of R n×p generated by V, AV, . . . , A m−1 V , i.e.,
In the next proposition, we recall the global QR (gQR) factorisation of an n × mp matrix Z. The algorithm of such a matrix factorisation is given in [5] .
Proposition 2.3.
[5] Let Z = Z 1 , Z 2 , . . . , Z m be an n × mp matrix with Z i ∈ IR n×p , i = 1, . . . , m. Then, the matrix Z can be factored as
where Q = [Q 1 , . . . , Q m ] is an n × mp F-orthonormal matrix satisfying Q T ⋄ Q = I m and R is an upper triangular matrix of dimension m × m.
The following proposition will be useful later.
] be matrices of sizes m × r and mp × q respectively, where r and q are any integers. Then we have
3. Global-based Krylov subspace methods for the problem (1.1).
3.1. The Global-Galerkin Krylov subspace method for linear matrix differential equations. In this section, we consider the differential linear matrix equation (1.1) and will present an iterative projection method to get numerical approximate solutions. Let A be the linear matrix operator defined as follows
Notice that the transpose of the operator A with respect to the inner product . , . F is defined as the application mapping
Let V be any n × p matrix then we define the matrix Krylov subspace associated to the pair (A, V ) and an integer m defined by
Where
Next, we remind the modified global Arnoldi algorithm [17] that allows us to construct an F-orthonormal basis
where δ i,j denotes the classical Kronecker symbol. The algorithm is described as follows.
The matrix H m denotes the (m + 1) × m upper Hessenberg matrix whose nonzero entries h i,j are defined by Algorithm 1 and H m is the m × m matrix obtained from H m by deleting its last row. The n × mp block matrix V m = [V 1 , V 2 , . . . , V m ] is F-orthonormal which means that the matrices V 1 , . . . , V m are orthonormal with respect to the scalar product ., . F which is equivalent to
For the extended global Arnoldi algorithm, we have the following relations
Starting from an initial guess X 0 (t) ∈ R n×p and the corresponding residual R 0 (t) =Ẋ 0 (t) − A(X 0 (t)) − C, at step m, we define the approximation X m as follows
and
The Galerkin condition (3.5) is equivalent to
The condition (3.4) can be written as
where y m (t) is a vector of R m and y (i) m (t) is the i-th component of y m (t). Therefore, the residual R m (t) can be expressed as
Using the relation (3.2), it follows that
On the other hand, E m+1 can be expressed as E m+1 = h m+1,m V m+1 [0, 0, . . . , I] which can be written as E m+1 = h m+1,m V m+1 ( E ⊗ I p ). Then we get a new expression of the residual given by
Using the properties of the ⋄ product given in Proposition 2.2 and the fact that V T m ⋄ V m+1 = 0, the F-orthogonality condition (3.6) reduces to the low dimensional linear differential system of equationsẏ A simple way to compute approximate solutions x n ≈ x(t n ) is to use Euler's method defined as follows
where t n = nh and h is a stepsize and the function ψ 1 is defined by (1.6).
In the next algorithm, we summarize the main steps of the global-Galerkin 4. Global projection methods for large differential Lyapunov equations with low-rank right-hand sides. In this section, we consider the following large scale differential Lyapunov equation (1.2) . Differential Lyapunov equations play a fundamental role in many topics such as control, model reduction problems, differential equations and robust control problems [1, 7] . We notice that, as the problem is large and square, we cannot apply the methods developed in Section 3. The expression of the exact solution is given by
In this section, we consider low-rank approximate solutions to the exact solution X using the global or the extended global Arnoldi process [9, 12, 13, 22] .
4.1. Projecting and using the extended global Arnoldi process. We will consider extended global Krylov subspaces associated to the pair (A, B) and defined as follows Notice that
where K m (A, B) is the global Krylov subspace associated to the pair (A, B) . To compute an F-orthonormal basis of K m (A, B) , we can use the extended global Arnoldi algorithm defined as follows [12] Algorithm 3 The extended global Arnoldi algorithm 1. Compute the global QR decomposition: [B,
j : the first p columns of V j and V
j : the second p columns of
If the upper triangular 2 × 2 matrices H j+1,j (j = 1, . . . , m) are full rank, then Algorithm 3 computes an F-orthonormal basis of the global extended Krylov subspace K m (A, B), the obtained n × 2mp matrix
Then it can be shown that T m is a 2m × 2m upper block Hessenberg matrix whose elements can be obtained from the matrix-coefficients H i,j computed by the extended global Arnoldi algorithm. Let T m = V T m+1 ⋄ (AV m ), then T m can be obtained from T m by deleting the last 2 rows of T m .
We have the following algebraic relations [12] . Let X m (t) be the desired low-rank approximate solution given as
where Y m (t) ∈ R 2m×2m , satisfies the Petrov-Galerkin orthogonality condition
where R m (t) is the residual R m (t) =Ẋ m (t) − A X m (t) − X m (t) A T − BB T . Then, from (4.5) and (4.6), we obtain the low dimensional differential Lyapunov equatioṅ is the first vector of the canonical basis of R 2m . The low-dimensional differential Lyapunov equation (4.7) will be solved by using some classical linear differential equations solvers. In order to limit the computational effort, we give an upper of the norm of the residual that will allow to stop the iterations without explicitly forming X m (t) which will be given only at the end of the process.
Theorem 4.1. Let R m (t) be the residual obtained at step m, then we have
Proof. Using (4.3) and (4.5), the residual
Therefore, using the fact that Y m is solution of the low dimensional differential problem (4.7), the residual can be expressed as follows
Therefore, applying Proposition 2.4, we get for any t ∈ [t 0 , T f ] the following upper bound
Solving the low dimensional differential Lyapunov equation.
We have now to solve the low dimensional differential Lyapunov equation (4.7) by some integration method such as the well known Backward Differentiation Formula (BDF). We notice that BDF is especially used for the solution of stiff differential equations. At each time t k , let Y m,k denote the approximation of Y m (t k ), where Y m is a solution of (4.7). Then, the new approximation Y m,k+1 of Y m (t k+1 ) obtained at step k + 1 by l-step BDF is defined by the implicit relation
where h k = t k+1 − t k is the step size, α i and β i are the coefficients of the BDF method as listed in Table 4 .1 and F (X) is given by
4/3 -1/3 3 6/11 18/11 -9/11 2/11 The approximate Y m,k+1 solves the following matrix equation
which can be written as the following algebraic Lyapunov matrix equation
(4.12)
We assume that at each time t k , the approximation Y m,k is factorised as a low rank product
In that case, the coefficient matrices appearing in (4.12) are given by
The Lyapunov matrix equation (4.12) can be solved by applying direct methods based on Schur decomposition such as the Bartels-Stewart algorithm [2, 11] .
In the following algorithm, we summarise the main steps of the extended global Arnoldi method for solving the differential Lyapunov matrix equation (1.2). 4.3. Using the approximation of the exponential of a matrix. In this subsection, we will see how to use the expression (4.1) to get low rank approximate solutions. It is known [14, 16] that for any square matrix A, we have the Cauchy's integral representation
where f is an analytic function on and inside a closed contour Γ ⊂ C that encloses the spectrum σ(A). A very important topic consists in approximating see [3, 10, 15, 21] .
On the other hand, using the global Arnoldi algorithm, we can show [17] that
where V m is the F-orthonormal matrix obtained from the global Arnoldi process applied to the pair (A, V ) and
whereẼ 1 = e 1 ⊗ I p and β = B F . Therefore, if the contour Γ contains also the spectrum of H m , (which is the case for example if we choose the countour of field of values of the matrix A) we get 16) which can be written as
Using the fact thatẼ 1 = e 1 ⊗ I p , we get
Notice that using some Kronecker product relations, the expression (4.16) can also be written 19) an then
The two expressions on the right hand sides in (4.18) and (4.20) are the same. Applying these results to the function f (x) = e x , we get the approximation to the exponential appearing in the expression of the exact solution (4.1)
Assuming that X 0 = 0, we consider approximations X m (t) to the solution (4.1) as follows
Hence, from (4.22) and (4.23), we get
with G m (τ ) = βe (t−τ )Hm e 1 . So, to compute the approximation X m (t), we need to compute the integral (4.25) which will be done by using a quadrature formula.
The next theorem states that the matrix function G m is solution of a low dimensional differential Lyapunov equation. 
Proof. The proof can easily be obtained by deriving the expression (4.25). Next, we give a result that allows us the computation of the norm of the residual.
be the approximation obtained at step m by the global Arnoldi method. Then the residual R m (t) satisfies 
and then
where E m,0 = E m (t 0 ).
Proof. The proof of (4.29) is obtained by using the expression (4.24) of the approximate solution X m (t) and the relation (4.26). The expression (4.30) of the error is easily derived by extracting the initial problem (1.2) from the expression of the residual R m (t). where whereḠ m (t) is the last row of G m (t).
Proof. Using the expression (4.30) of E m (t) and the fact that e tA ≤ e µ2(A)t , we get E m (t) ≤ h m+1,mḠm ∞ Therefore, all the relations stated for the global Arnoldi are still valid for the extended block Arnoldi with some variations. From the numerical point of view, the extended global Arnoldi methodis faster than global Arnoldi.
Conclusion.
We presented in the present paper different new approaches for computing approximate solutions to large scale differential differential matrix equations. These approaches are based on projection onto matrix Krylov subspaces using the globlal and the extended global Arnoldi algorithms. For problems with full rank right hand sides, the problem reduces to the computation of solutions of differential linear systems of equations by classical methods. In the second part of this work, we considered a differential Lyapunov matrix equation with a decomposed low rank hand sides. The initial problem was projected onto matrix Krylov subspaces to get low dimensional differential Lyapunov equation that is solved by the classical BDF methods. Numerical experiments will be provided to show that both methods are promising for large-scale problems
