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Re´sume´
Pour la conception des cœurs de re´acteurs de 4e`me ge´ne´ration, une pre´cision
accrue est requise pour les calculs des diffe´rents parame`tres neutroniques.
Les ressources me´moire et le temps de calcul e´tant limite´s, une solution
consiste a` utiliser des me´thodes de raffinement de maillage afin de re´soudre
l’e´quation de transport des neutrons. Le flux neutronique, solution de cette
e´quation, de´pend de l’e´nergie, l’angle et l’espace. Les diffe´rentes variables
sont discre´tise´es de manie`re successive. L’e´nergie avec une approche multi-
groupe, conside´rant les diffe´rentes grandeurs constantes sur chaque groupe,
l’angle par une me´thode de collocation, dite approximation SN . Apre`s discre´-
tisation e´nerge´tique et angulaire, un syste`me d’e´quations hyperboliques
couple´es ne de´pendant plus que de la variable d’espace doit eˆtre re´solu.
Des e´le´ments finis discontinus sont alors utilise´s afin de permettre la mise
en place de me´thodes de raffinement dite hp. La pre´cision de la solution peut
alors eˆtre ame´liore´e via un raffinement en espace (h−raffinement), consis-
tant a` subdiviser une cellule en sous-cellules, ou en ordre (p−raffinement)
en augmentant l’ordre de la base de polynoˆmes utilise´e.
Dans cette the`se, les proprie´te´s de ces me´thodes sont analyse´es et montrent
l’importance de la re´gularite´ de la solution dans le choix du type de raffine-
ment. Ainsi deux estimateurs d’erreurs permettant de mener le raffinement
ont e´te´ utilise´s. Le premier, suppose des hypothe`ses de re´gularite´ tre`s fortes
(solution analytique) alors que le second utilise seulement le fait que la so-
lution est a` variations borne´es. La comparaison de ces deux estimateurs est
faite sur des benchmarks dont on connaˆıt la solution exacte graˆce a` des
me´thodes de solutions manufacture´es. On peut ainsi analyser le comporte-
ment des estimateurs au regard de la re´gularite´ de la solution. Graˆce a` cette
e´tude, une strate´gie de raffinement hp utilisant ces deux estimateurs est
propose´e et compare´e a` d’autres me´thodes rencontre´es dans la litte´rature.
L’ensemble des comparaisons est re´alise´ tant sur des cas simplifie´s ou` l’on
connaˆıt la solution exacte que sur des cas re´alistes issus de la physique des
re´acteurs.
Ces me´thodes adaptatives permettent de re´duire conside´rablement l’em-
preinte me´moire et le temps de calcul. Afin d’essayer d’ame´liorer encore
ces deux aspects, on propose d’utiliser des maillages diffe´rents par groupe
d’e´nergie. En effet, l’allure spatiale du flux e´tant tre`s de´pendante du do-
maine e´nerge´tique, il n’y a a priori aucune raison d’utiliser la meˆme de´composition
spatiale. Une telle approche nous oblige a` modifier les estimateurs initiaux
afin de prendre en compte le couplage entre les diffe´rentes e´nergies. L’e´tude
de ce couplage est re´alise´ de manie`re the´orique et des solutions nume´riques
sont propose´es puis teste´es.
The different neutronic parameters have to be calculated with a higher accu-
racy in order to design the 4th generation reactor cores. As memory storage
and computation time are limited, adaptive methods are a solution to solve
the neutron transport equation. The neutronic flux, solution of this equa-
tion, depends on the energy, angle and space. The different variables are
successively discretized. The energy with a multigroup approach, conside-
ring the different quantities to be constant on each group, the angle by a
collocation method called SN approximation. Once the energy and angle va-
riable are discretized, a system of spatially-dependent hyperbolic equations
has to be solved. Discontinuous finite elements are used to make possible
the development of hp−refinement methods. Thus, the accuracy of the solu-
tion can be improved by spatial refinement (h−refinement), consisting into
subdividing a cell into subcells, or by order refinement (p−refinement), by
increasing the order of the polynomial basis.
In this thesis, the properties of this methods are analyzed showing the im-
portance of the regularity of the solution to choose the type of refinement.
Thus, two error estimators are used to lead the refinement process. Whe-
reas the first one requires high regularity hypothesis (analytical solution),
the second one supposes only the minimal hypothesis required for the so-
lution to exist. The comparison of both estimators is done on benchmarks
where the analytic solution is known by the method of manufactured solu-
tions. Thus, the behaviour of the solution as a regard of the regularity can
be studied. It leads to a hp−refinement method using the two estimators.
Then, a comparison is done with other existing methods on simplified but
also realistic benchmarks coming from nuclear cores.
These adaptive methods considerably reduces the computational cost and
memory footprint. To further improve these two points, an approach with
energy-dependent meshes is proposed. Actually, as the flux behaviour is very
different depending on the energy, there is no reason to use the same spatial
discretization. Such an approach implies to modify the initial estimators in
order to take into account the coupling between groups. This study is done
from a theoretical as well as from a numerical point of view.
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Introduction
Pour les simulations nume´riques, les me´thodes de raffinement de maillage (AMR,
adaptive mesh refinement) sont de plus en plus utilise´es dans des champs d’application
varie´s (67). Elles permettent d’ame´liorer le temps de calcul et l’empreinte me´moire sans
de´grader la pre´cision du re´sultat final. Malgre´ les progre`s constants des ressources in-
formatiques, ces me´thodes sont en vogue pour la re´solution des e´quations aux de´rive´es
partielles (PDE) car elles ame`nent a` des vitesses de convergence extreˆmement rapides.
Les performances des algorithmes adaptatifs sont directement lie´es a` la qualite´ de l’es-
timateur d’erreur. C’est cette quantite´ qui va guider le processus de raffinement. Dans
les zones ou` l’erreur est suppose´e importante, les cellules seront raffine´es afin d’amener
a` davantage de pre´cision. Le principe est pre´sente´ Figure 1.
Dans cette the`se, nous allons mettre en place un tel me´canisme pour l’e´quation de
transport des neutrons en physique des re´acteurs. En effet, dans la cadre de la concep-
tion des cœurs de 4e`me ge´ne´ration, des calculs plus pre´cis sont demande´s afin d’aboutir
a` des concepts de re´acteurs plus performants vis-a`-vis de divers crite`res (e´conomie de
combustible, suˆrete´, production de de´chets). Trois des six prototypes de re´acteurs de
4e`me ge´ne´ration sont des re´acteurs a` neutrons rapides (RNR). Dans ce cadre, le code
principalement utilise´ au CEA est le code ERANOS (79). Dans l’optique de calculs plus
pre´cis, on cherche a` ajouter des fonctionnalite´s de raffinement de maillage a` ce code.
Nous verrons que le proble`me spatial sera discre´tise´ par des e´le´ments finis, le raffine-
ment pourra donc eˆtre effectue´ de manie`re spatiale (h−raffinement) ou en augmentant
l’ordre de la base de polynoˆmes (p−raffinement).
Ce travail consiste a` construire des estimateurs d’erreurs qui soient rapides
et efficaces et a` trouver un crite`re pour choisir entre le h− et le p−raffinement
afin de faire de´croˆıtre l’erreur le plus efficacement possible.








Estimation locale de l’erreur Ei sur chaque cellule
Raffinement des cellules
Nouveau calcul
Estimation de l’erreur E sur tout le domaine
Sinon
STOPSi E > Eutilisateur
∀Ei > criterion (e.g Emax/2)
❄
Figure 1: Principe du raffinement
le proble`me en expliquant les choix de discre´tisation effectue´s pour les diffe´rentes va-
riables de l’e´quation de transport des neutrons et le contexte ge´ne´ral de l’adaptation
de maillage en neutronique. On en de´duit deux mode`les qui seront e´tudie´s dans les par-
ties suivantes. En premier lieu, on travaille sur une e´quation de transport-re´action avec
les hypothe`ses de re´gularite´ traditionnellement rencontre´es dans les cas re´alistes. Des
estimateurs d’erreurs sont de´rive´s dans ce cadre et une me´thodologie pour de´terminer
le type de raffinement est mise en place. Ensuite, on prend en compte le couplage duˆ
a` la variable e´nerge´tique en e´tudiant un syste`me d’e´quations hyperboliques couple´es.
Les estimateurs d’erreurs pre´sente´s pre´ce´demment sont modifie´s pour tenir compte du
couplage et teste´s. Pour les deux mode`les, une partie rappelle les principaux re´sultats
et est suivie des articles complets correspondants, soumis ou accepte´s pour publication.
2
1Contexte d’e´tude
1.1 Pre´sentation du proble`me
Avant de pre´senter comple`tement le proble`me, on montre l’inte´reˆt que peut avoir
l’utilisation de me´thodes de raffinement de maillage a` l’aide d’une ge´ome´trie tre`s simple
pre´sente´e Figure 1.1. Elle repre´sente une zone combustible (en rouge) et du re´flecteur
(en bleu). Une pre´sentation plus comple`te de ce cas est faite Section 1.2.2.1. Meˆme
si cette ge´ome´trie est simple, elle est repre´sentative des interfaces entre les mate´riaux
que l’on retrouvera sur un calcul de cœur complet. On remarque que toute l’erreur
est localise´e a` l’interface entre ces deux mate´riaux. Avoir un maillage si fin dans les
zones e´loigne´es de l’interface pre´sente peu d’inte´reˆt. Ainsi, on pourrait obtenir la meˆme
pre´cision avec un maillage fin au niveau de l’interface et beaucoup plus grossier quand
on s’en e´loigne. Le calcul devient beaucoup plus rapide et utilise moins de me´moire
pour la meˆme pre´cision finale.
Figure 1.1: Description de la ge´ome´trie et erreur en nome L2 associe´e
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Dans ce cadre, l’e´quation de transport des neutrons est une e´quation bilan portant
sur la densite´ de neutrons n dans le re´acteur. Cette quantite´ de´pend de la position ~r,
de l’angle ~Ω et de l’e´nergie E. Elle est calcule´e a` l’aide d’une grandeur φ appele´e flux
neutronique par la relation
φ(~r, ~Ω, E) = n(~r, ~Ω, E)~v(E) (1.1)
ou` ~v(E) repre´sente la vitesse des neutrons a` l’e´nergie E.
De manie`re ge´ne´rale, l’e´quation de Boltzmann de´pend aussi du temps. Si la variable
temporelle est particulie`rement importante dans l’e´tude des transitoires lors des inci-
dents ou accidents, dans les calculs de conception de cœurs, on re´sout l’e´quation de
Boltzmann stationnaire :
Lφ(~r, ~Ω, E) + Rφ(~r, ~Ω, E) = Sφ(~r, ~Ω, E) + Fφ(~r, ~Ω, E) + Sext(~r, ~Ω, E) (1.2)
Eq. 1.2 repre´sente un bilan de neutrons dans un volume e´le´mentaire d3~r d2~Ω dE
(53)
– entrant par fission F ou diffusion S







Σs(~r, ~Ω · ~Ω′, E ← E′)φ(~r, ~Ω′, E′)dΩ′dE′ (1.3)










φ(~r, ~Ω′, E′)dΩ′dE′ (1.4)
– sortant par fuite L ou interaction R
Lφ(~r, ~Ω, E) = ~Ω · ~∇φ(~r, ~Ω, E) (1.5)
Rφ(~r, ~Ω, E) = Σt(~r, E)φ(~r, ~Ω, E) (1.6)
– provenant d’une source externe Sext
Les donne´es du proble`me sont :
– Σt, Σs et Σf respectivement les sections efficaces totale, de diffusion et de fission.
Elles repre´sentent les probabilite´s d’interaction neutrons-noyaux. Σt et Σf ne
de´pendent que de la position et l’e´nergie des neutrons. Par contre, Σs de´pend aussi
de l’angle via le cosinus de l’angle entre la direction ~Ω et ~Ω′. Ainsi, Σs(~r, ~Ω· ~Ω′, E ←
E′) est lie´e a` la probabilite´ qu’un neutron a` la position ~r dans la direction ~Ω′
reparte dans la direction ~Ω et passe de l’e´nergie E′ a` E.
– ν le nombre moyen de neutrons produits par fission
– χ le spectre de fission de´fini de sorte que χ(E)dE repre´sente la proportion de
neutrons e´mis par fission a` l’e´nergie E.
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Afin que le proble`me soit bien pose´, il convient de fermer Eq. 1.2 avec des conditions
aux limites. On impose une condition sur toutes les frontie`res entrantes du domaine
c’est-a`-dire les frontie`res ∂D ou` ~Ω · ~n < 0 (avec ~n normale sortante au domaine spatial








Figure 1.2: Notations utilise´es pour de´crire le domaine spatial
Flux entrant et sortant sont alors relie´s par la relation ge´ne´rale suivante :






















et φBC un flux entrant impose´ comme source.
Dans le cas ou` Sext = 0 et φ
BC = 0, on a a` faire a` un proble`me homoge`ne. On
relaˆche alors le syste`me en re´solvant un proble`me aux valeurs propres afin d’avoir une
solution non nulle. En notant keff la plus grande valeur propre du syste`me (appele´e
facteur de multiplication effectif), Eq. 1.2 se re´e´crit :





















φ(~r, ~Ω′, E′)dΩ′dE′ (1.8)
Le keff permet de mesurer l’e´cart entre la solution stationnaire et l’e´tat courant du
syste`me. Ainsi, si keff > 1 plus de neutrons sont produits que ceux qui sont absorbe´s
ou quittent le syste`me, le syste`me est dit surcritique. Le cas limite keff = 1 correspond
a` l’e´tat d’e´quilibre, le syste`me est dit critique. Il est dit sous-critique quand keff < 1.




Dans la suite, on parlera de proble`me a` source si Sext 6= 0 ou φ
BC 6= 0 et de proble`me
critique dans le cas contraire. On discre´tise nos e´quations dans le cas ou` Sext 6= 0 mais
le traitement est le meˆme pour le proble`me critique.
En neutronique, traditionnellement, les sections de diffusion de´finies dans Eq. 1.13 sont
de´compose´es en se´rie de Legendre






Ll(µ)Σsl(~r, E ← E
′) (1.9)








Σs(~r, ~Ω · ~Ω′, E ← E









Ll(~Ω · ~Ω′)φ(~r, ~Ω′, E
′)d2 ~Ω′ (1.11)










φ(~r, ~Ω′, E′)d2 ~Ω′ (1.12)
On se placera dans ce cadre par la suite et on notera simplement Σs(~r, E ← E
′) le
terme Σs0(~r, E ← E
′). Eq. 1.13 s’e´crit :




















φ(~r, ~Ω′, E′)dΩ′dE′ + Sext(~r, ~Ω, E)
(1.13)
La re´solution de cette e´quation de manie`re de´terministe est re´alise´e par la discre´tisation
successive des 3 variables. L’e´nergie est discre´tise´e par une approche multigroupe,
l’angle par la me´thode des ordonne´es discre`tes (SN ) et l’espace par des e´le´ments fi-
nis discontinus (DGFEM). Ces choix sont pre´sente´s et discute´s Section 1.2. Cependant,
cette the`se se plac¸ant dans le cadre du solver SNATCH (36) du code de calcul ERA-
NOS qui a pour but, en particulier, l’extension du solveur BISTRO (27) (SN 2D) en
3D, certains choix de discre´tisations sont impose´s.
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1.2 Discre´tisation de l’e´quation de Boltzmann
1.2.1 Discre´tisation e´nerge´tique
Le traitement de la variable e´nerge´tique repose invariablement sur une approche
multigroupe. Le domaine e´nerge´tique [E0, EG+1] est de´coupe´ en G mailles, appele´es
groupes. Sur chaque groupe, les sections efficaces sont suppose´es constantes et on




φ(~r, ~Ω, E)dE (1.14)
L’approximation multigroupe d’Eq. 1.13 est alors donne´e par :





























(~r, ~Ω′)dΩ′ + Sgext(~r,
~Ω) (1.15)
Les sections multigroupes sont de´termine´es en amont du calcul de manie`re a` conser-








Cette approche est exacte si la valeur du flux est connue a priori ce qui n’est
e´videmment pas le cas. On effectue alors par une e´tape d’homoge´ne´isation sur un
maillage fin (nombre de groupes e´leve´s) en remplac¸ant le flux par une fonction de
ponde´ration qui l’approche au mieux (flux dans un milieu infini homoge`ne, par exemple
1/E dans le domaine e´pithermique). Ces calculs sont fait lors d’une e´tape de processing
des sections efficaces, par exemple avec le module NJOY (55).
Cependant, cette approche est ge´ne´ralement insuffisante car les variations spatiales
des sections efficaces ne sont pas prises en compte par cette e´tape. On ajoute un calcul
re´seau re´alise´ par exemple avec ECCO (78). Il est ge´ne´ralement re´alise´ en deux e´tapes :
– une e´tape d’autoprotection des re´sonances en utilisant la structure fine du flux
au niveau des re´sonances




On passe ainsi d’une repre´sentation sur un maillage fin (plusieurs centaines de groupes)
en e´nergie a` une repre´sentation plus grossie`re (dizaines de groupes). Ces sections seront
homoge´ne´ise´es spatialement et serviront de base au calcul de re´acteur. Ainsi, les sections
utilise´es dans Eq. 1.15 seront des fonctions constantes par morceaux.
1.2.2 Discre´tisation angulaire et pre´sentation des mode`les d’e´tudes
La me´thode des ordonne´es discre`tes, ou me´thode SN , est une me´thode de colloca-
tion. Elle conside`re que le flux scalaire est obtenu en sommant les flux angulaires dans








ou` les wn sont les poids de la quadrature dans la direction ~Ωn.






































Le principal proble`me de cette me´thode est l’effet de raie. Puisque la propagation
des neutrons se fait le long des directions des ordonne´es discre`tes, certaines zones spa-
tiales ne ”verront” pas les neutrons (50). Une solution pour limiter cet effet est d’affiner
le maillage angulaire par des me´thodes de raffinement sur l’angle (85). Des me´thodes
de sources fictives (46) ou d’ajout de diffusion nume´rique (17, 58) ont e´galement e´te´
propose´es et compare´es dans (18).
D’autres me´thodes existent pour discre´tiser la variable angulaire. On peut utiliser
une de´composition du flux sur les harmoniques sphe´riques ce qui ame`ne a` des me´thodes
dites PN ou simplifie´es PN (SPN ) (53). Elles sont largement utilise´es dans les codes
actuels comme VARIANT (63). Cependant, la me´thode SN est impose´e par le projet
et les erreurs lie´es a` ce choix ne seront pas discute´es dans la suite.
La re´solution de Eq. 1.18 est faite par ite´rations imbrique´es :
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– au niveau le plus externe on fait converger les termes de fission et on re´sout alors :
~Ωn · ~∇φ
g,(l+1)





































– ensuite, les termes de diffusion de g′ dans g :
~Ωn · ~∇φ
g,(l+1),(m+1)




























– enfin, la diffusion du groupe dans lui-meˆme
Dans un premier temps (Chapitre 2), on travaillera sur Eq. 1.20 qui est une e´quation









ou` Qg repre´sente un terme source suppose´ connu.





























En neutronique, on ne s’inte´resse ge´ne´ralement pas aux flux angulaires mais a` son




































On note hgn = ~Ωn·~∇+Σ
g
t . En multipliant par l’inverse de h
g
n de part et d’autre d’Eq. 1.24





















































(Q)g = (Qg)g (1.28)
Eq. 1.25 s’e´crit sous forme matricielle :
Φ = A (CΦ+Q) (1.29)
On peut donc travailler uniquement sur les e´quations scalaires. On e´tudiera dans la
suite, deux proble`mes mode`les :
Proble`me mode`le 1 : Equation de transport{
~Ωn · ~∇φn(~r) + Σt(~r)φn(~r) = Q(~r) surD
φn(~r) = φ
BC
n (~r) sur ∂D
− (1.30)
Proble`me mode`le 2 : Syste`me d’e´quations de transport couple´es{
Φ = A (CΦ+Q) surD
Φ = ΦBC sur ∂D−
(1.31)
Il reste a` pre´ciser les espaces auxquels les diffe´rents parame`tres appartiennent. ~Ωn ∈
Rd est un vecteur constant norme´, Σt est une fonction constante par morceaux. Dans








(avec ǫ > 0). La re´gularite´ de la solution, le flux neutronique φn, est identique a` celle
des termes sources.
Dans la suite, on notera Hs− l’espace de Hilbert Hs−ǫ ∀ǫ > 0.
1.2.2.1 Cas tests utilise´s pour le mode`le 1
Afin d’e´tudier le mode`le 1 avec les bonnes hypothe`ses de re´gularite´, on utilise
des benchmarks tre`s simples sur lesquels on connaˆıt la solution analytique et donc la
10
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re´gularite´. Ils ont e´te´ pre´sente´s pour la premie`re fois dans (54). Le domaine est constitue´
d’un seul milieu avec Σt = 1 et Σs = 0. Deux cas sont particulie`rement inte´ressants :
– Le benchmark MMS0 ge´ne`re des solutions discontinues (∈ H
1
2
−). On l’obtient en
imposant un flux discontinu aux areˆtes entrantes ce qui conduit a` une solution
discontinue le long des lignes caracte´ristiques. On utilisera une quadrature S2 en
angle, ainsi, les lignes caracte´ristiques seront les deux diagonales.




−). On impose un flux continu pour conditions aux limites entrantes.



















Figure 1.3: Cas tests utilise´s pour le mode`le 1 (cas MMS et benchmark de protection)
Ces configurations sont repre´sente´es Figure 1.3 (gauche). Les solutions analytiques
sont explicite´es dans (24). Elles sont de classes C∞ en dehors des lignes caracte´ristiques
et pre´sentent une re´gularite´ plus faible le long de ces lignes (H
1
2





On peut e´galement vouloir se rapprocher un peu de la repre´sentation d’un cœur.
Pour cela, on utilise le benchmark de protection introduit dans (26) et pre´sente´ Fi-
gure 1.3 (droite). On place une source uniforme dans M1 ou` les sections efficaces sont
donne´es par Σt = 1 et Σs = 0.5. M2 est une protection avec Σt = 2 et Σs = 0.025. Ainsi,
la solution pre´sente un fort gradient a` l’interface entre les deux mate´riaux. L’angle est
discre´tise´ selon une quadrature S4.
1.2.2.2 Cas tests utilise´s pour le mode`le 2
Pour prendre en compte le couplage e´nerge´tique du mode`le 2, on utilise la configu-
ration ZONA2B (30) de´crite Figure 1.4 qui donne une repre´sentation simplifie´e d’un
11
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Figure 1.4: Cas d’e´tude re´aliste : le cœur ZONA2B
cœur maquette de re´acteur a` neutrons rapides (RNR). Trois milieux homoge´ne´ise´s ap-
pele´s FUEL, NASS et STEEL sont pre´sents. FUEL contient un me´lange de sodium et
de combustible U/PuO2. NASS est compose´ de 3/4 d’acier et 1/4 de sodium. STEEL
est une protection en acier. Le domaine e´nerge´tique est discre´tise´ en 33 groupes et une
quadrature S4 est utilise´e pour l’angle (12 directions en 2D).
1.2.2.3 Moyens de comparaison des strate´gies
Sur les diffe´rents cas tests, la convergence est regarde´e en norme L2 sur le flux. On







ou` φ repre´sente la solution de re´fe´rence des proble`mes mode`les et φph la solution nume´rique.
La solution de re´fe´rence est la solution analytique lorsqu’elle est connue (cas MMS) ou
une solution obtenue sur un maillage fin. On de´finit de manie`re analogue une norme
locale
∥∥eph∥∥L2(K), erreur L2 sur la cellule K.
Sur le cas re´aliste, on peut aussi regarder la convergence au niveau de la valeur propre
keff (Eq. 1.18)




Cette valeur est ge´ne´ralement donne´e en pcm (pour cent mille).
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Des comparaisons sont e´galement faites sur le temps de calcul. Meˆme s’il est difficile
d’e´valuer the´oriquement les gains en terme de temps, il est toujours inte´ressant de voir
ces aspects notamment sur les cas re´alistes.
1.2.3 Discre´tisation spatiale
La litte´rature offre de multiples possibilite´s pour la discre´tisation spatiale de Eq. 1.30.
La me´thode des caracte´ristique (1) s’est impose´ee pour des calculs a` deux dimensions car
elle permet de traiter des ge´ome´tries quelconques. En effet, elle repose sur l’inte´gration
de l’e´quation de transport le long de lignes obtenues par un lance´ de rayons a` travers le
domaine. Si l’extension de cette me´thode a` trois dimensions est en soi directe, le couˆt as-
socie´ (en termes de me´moire pour stocker les lignes d’inte´grations et de temps de calcul)
est grand et limite pour l’instant son utilisation a` des motifs spatiaux de petite taille
(87). Un des buts du projet e´tant la cre´ation d’un solveur 3D, nous nous sommes penche´s
sur d’autres me´thodes. Elles utilisent un de´coupage du domaine spatial D en cellules
K de sorte que la re´union de ces cellules soit une partition du domaine. Ge´ne´ralement,
ces cellules sont des triangles ou des rectangles (te´trae`dres et paralle´le´pipe`des en 3D).
Sur ce maillage, la solution peut eˆtre repre´sente´e par diverses me´thodes. Les sche´mas
diamants sont les me´thodes les plus re´pandues. Ce sont des me´thodes d’ordre deux
mais elles ne garantissent pas la positivite´ du sche´ma (53). Certaines variations ont e´te´
de´rive´es. Le theˆta-sche´ma (73) garantit la positivite´ mais des oscillations non-physiques
peuvent apparaˆıtre. Pour contrer ces proble`mes, un theˆta-sche´ma directionnel (DTW)
a e´te´ cre´e´ (65) (sche´ma stable et positif) et rendu plus pre´cis par une me´thode dite
theˆta-sche´ma directionnel exponentiel (EDW) (83) ou` le parame`tre theˆta est ajuste´ a`
l’aide d’une approximation du flux angulaire. Ce parame`tre theˆta peut e´galement eˆtre
re´ajuste´ au fil des ite´rations donnant les me´thodes appele´es exponentielles ite´ratives
(EDI). L’une de ces variations est le sche´ma diamant d’ordre quelconque HODD (42).
Les me´thodes d’ordres e´leve´es permettent une repre´sentation de la solution sur une
base de repre´sentation d’ordre quelconque. Elles comprennent aussi les :
– me´thodes nodales d’ordre arbitrairement e´leve´ (AHOT-N (7)) ou aux courtes
caracte´ristiques (AHOT-C (8))
– volumes finis / e´le´ments finis discontinus (DGFEM (36, 52))
Les me´thodes permettant d’augmenter l’ordre des bases de fonctions (HODD, AHOT-
N, AHOT-C, DGFEM) ont e´te´ compare´es sur des cas ou` l’on connaˆıt la solution analy-
tique (80). Aucune diffe´rence significative n’a e´te´ trouve´e sur la vitesse de convergence
au regard du nombre de degre´s de liberte´ (et donc de l’empreinte me´moire) entre les




Pour le solveur SNATCH des e´le´ments finis discontinus ont e´te´ utilise´s. Sur chaque










ou` ΠK(~r) repre´sente la fonction caracte´ristique de la cellule K :{
1 si ~r ∈ K
0 sinon
(1.36)
et fgn,K,j les fonctions de base et α
g
n,K,j les coefficients associe´s. Les fonctions de base
constituent une base hie´rarchique, construite dans (82). Ce choix permettra de mettre
en place facilement des me´thodes de raffinement en ordre pre´sente´es Section 2.1.2.
Une hypothe`se importante qui a fait le succe`s des me´thodes DG est qu’aucune hy-
pothe`se de continuite´ n’est impose´e entre les cellules. Cela permet en particulier de
mettre en place aise´ment des me´thodes de raffinement en espace (cf. Section 2.1.1) car
les modifications engendre´es par un raffinement ne seront que locales. De plus, dans le
cas d’un sche´ma upwind, on peut re´soudre un proble`me local (cellule par cellule) plutoˆt
que d’avoir a` assembler une matrice comple`te. C’est un avantage important quand on se
rappelle que l’e´quation doit eˆtre re´solue pour tous les groupes d’e´nergie et dans toutes
les directions.
Une illustration partielle des discre´tisations possibles pour les trois variables est
pre´sente´ Figure 1.5. Les e´le´ments en gras repre´sentent les me´thodes utilise´es dans le
cadre du solveur SNATCH.
Dans le solveur SNATCH, le domaine spatial D ∈ Rd (d = 2, 3 dimension) est
de´coupe´ en paralle´logrammes (paralle´le´pipe`des en dimension 3)K formant une partition
de D. Notons T cette partition de l’espace telle que
⋃
K∈T K = D. On de´finit l’espace
de Sobolev casse´ H1(D,T) =
{
u ∈ L2(D) t.q. ∀K ∈ T, u K ∈ H
1(K)
}
et pour tout p,
l’espace de Hilbert V ph
V ph =
{
v ∈ L2(D) t.q. ∀K ∈ T v K ∈ Q




1.2 Discre´tisation de l’e´quation de Boltzmann
Figure 1.5: Me´thodes de discre´tisation des diffe´rentes variables
muni du produit scalaire standard dans L2. Qp de´signe l’ensemble des polynoˆmes de












La me´thode de Galerkin discontinue consiste a` multiplier Eq. 1.21 par une fonc-
tion test ψph ∈ V
p
h et a` inte´grer par parties sur l’e´le´ment K. On notera n la nor-
male sortante et ∂D− (resp. ∂D+) le bord entrant (resp. sortant) c’est-a`-dire ∂D− =
{r ∈ D t.q. Ω(r) · n(r) < 0} (resp. ∂D+ = {r ∈ D t.q. Ω(r) · n(r) > 0}). Des notations
analogues seront utilise´es pour les bords des cellules comme pre´sente´ Figure 1.6 en 2D.
Le flux pouvant eˆtre discontinu entre les cellules, on de´finit la trace entrante (resp.
sortante) φ− (resp. φ+) par
φ±(r ∈ ∂K) = lim
ǫ→0±
φ(r + ǫΩ) (1.39)
Avec ces notations et en omettant les indices g et n pour plus de clarte´, la formu-
lation locale d’Eq. 1.30 est donne´e par :∫
K
(−φphΩ · ∇ψph +Σtφhψph) dV + ∫
∂K
(


















Figure 1.6: Notations utilise´es pour de´crire le domaine spatial
ou` F repre´sente le flux nume´rique. Afin d’assurer la stabilite´ du sche´ma, on utilise un









Ωφp,−h sur ∂K\∂D ∪ ∂K
+ ∩ ∂D
(1.41)
La manie`re la plus naturelle consisterait a` prendre comme flux nume´rique la moyenne













(n · Ω) (1.42)
Mais cette approche n’est stable que pour la norme L2 (15). L’utilisation du flux upwind




















En sommant Eq. 1.40 sur tous les e´le´ments, on obtient la formulation globale :




































|n · Ω|φp,BCh ψp,+h ds
)
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|n · Ω|φp,+h ψp,+h ds
)
(1.45)
Le maillage e´tant compose´ de paralle´logrammes (paralle´le´pipe`des en 3D), il est
possible de se ramener a` un e´le´ment de re´fe´rence Kˆ = [−1, 1]d via une transformation
affine. En utilisant la notation chapeau pour les grandeurs de´finies sur la cellule de

























|n · Ω| φˆp,+h ψˆp,+h dsˆ
)
(1.46)
ou` J (resp. J∂K) de´signe la matrice jacobienne de la transformation permettant de
passer de la cellule K (resp. ∂K) a` Kˆ (resp. ˆ∂K).
1.3 Me´thodes de raffinement pour le transport neutro-
nique et objectifs de la the`se
Afin de mettre en place des me´thodes de raffinement de maillage, on a besoin d’une
quantite´ nous indiquant les zones ou` l’erreur vis-a`-vis d’un certain crite`re est la plus
importante. C’est le roˆle des estimateurs d’erreurs. On notera l’erreur eph = φ − φph ou`
φ repre´sente la solution exacte d’Eq. 1.30 et φph la solution calcule´e dans l’espace V
p
h .
Deux grandes classes d’estimateurs doivent eˆtre distingue´es :
– les estimateurs a priori permettent de trouver l’ordre de convergence du sche´ma.
Pour une discre´tisation Galerkin discontinu sur un proble`me hyperbolique du
premier ordre, ce sont les bornes pre´sente´es Section 2.1.1 pour la convergence en
espace (p fixe´ et h tendant vers 0) et dans Section 2.1.2 pour la borne en ordre
(h fixe´ et p tendant vers infini). Ces estimateurs pre´sentent un inte´reˆt the´orique
mais sont inutilisables pour conduire le raffinement car ils de´pendent de la solution
exacte.
– les estimateurs d’erreurs “classiques” (parfois appele´s a posteriori) peuvent eˆtre
e´value´s au cours des ite´rations permettant de re´soudre l’e´quation de transport.
Ils ne de´pendent que de la solution calcule´e et des donne´es du proble`me. Ces
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estimateurs peuvent permettre d’e´valuer la diffe´rence entre la solution exacte et
une solution approche´e mais aussi l’erreur commise sur une quantite´ d’inte´reˆt.
La qualite´ d’un estimateur d’erreur est juge´e sur deux crite`res :
– efficacite´ : il doit approcher l’erreur de manie`re aussi pre´cise que possible. Pour
la mesurer, on de´finit l’indice d’efficacite´ eff comme
eff =
∥∥Eph∥∥L2(D)∥∥eph∥∥L2(D) (1.47)
ou` Eph est l’estimateur d’erreur et e
p
h la vraie erreur. L’indice d’efficacite´ doit
tendre vers 1 quand la taille des mailles tend vers 0 ou l’ordre tend vers l’infini.
Ide´alement, on peut meˆme borner l’estimateur par la vraie erreur i.e. il existe
deux constantes C1 et C2 telles que
C1
∥∥eph∥∥L2(D) ≤ ∥∥Eph∥∥L2(D) ≤ C2 ∥∥eph∥∥L2(D) (1.48)
– rapidite´ : l’estimateur doit aussi eˆtre facile a` calculer, c’est-a`-dire que son temps
de calcul doit eˆtre nettement infe´rieur au temps de re´solution d’Eq. 1.2.




(−Ω · ∇ψph +Σtψph) dV + ∫
∂K+
|n · Ω| ephψphds+
∫
∂K−\∂D





Cette e´quation est a` la base des me´thodes d’estimations d’erreurs. Le but est de la
modifier afin de ne plus faire intervenir la solution exacte φ et d’obtenir une majoration
ne de´pendant que de la solution calcule´e et de certaines grandeurs de´pendantes du
proble`me. On obtiendra alors une estimation de l’erreur Eg(K) par groupe g sur chaque
cellule K qui nous permettra de choisir les cellules a` raffiner. On raffinera une cellule




ou` α est une constante comprise entre 0 et 1. Cette formule sera modifie´e dans les
parties ou` l’on prendra en compte la dimension e´nerge´tique.
De`s que l’on sait les cellules que l’on veut raffiner, deux choix sont encore possibles :
– h−raffinement ou raffinement en espace consiste a` diviser une cellule en sous-
cellules comme pre´sente´ Figure 1.7
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✲ ✲
Figure 1.7: Illustration du h−raffinement
Figure 1.8: Bases de fonctions a` l’ordre deux (gauche) et trois (droite)
– p−raffinement ou raffinement en ordre consiste a` augmenter l’ordre de la base
d’e´le´ments finis. On utilise une base hie´rarchique construite dans (82) ce qui
permet d’e´viter une projection de la solution lorsque l’on passe de l’ordre p a`
(p + 1). Un exemple de fonctions sur les cellules aux ordres deux et trois est
donne´ Figure 1.8.
1.3.1 Me´thodes de raffinement sur l’angle
Avant de nous consacrer au proble`me spatial qui sera le cœur de cette the`se, re-
gardons les me´thodes existantes pour la variable angulaire. Dans le cadre du SN , peu
de choses ont e´te´ faites. Rhoades propose dans les codes DORT (2D) (74) et TORT
(3D) (75) d’ajouter des directions dans certaines portions de la sphe`re mais ce choix
est fait de manie`re a priori selon les spe´cificite´s du proble`mes. Une adaptation automa-
tique a e´te´ propose´e par Stone (85, 86). Partant d’une quadrature initiale, des points
sont ajoute´s dans les directions ou` l’erreur est la plus importante. Pour connaˆıtre cette
erreur, une comparaison est faite avec un calcul sur une quadrature plus fine. Cette ap-




Pour une me´thode PN , Park et Oliveira (64) ont propose´ une discre´tisation couple´e
des variables angulaires et spatiales. Des me´thodes utilisant le dual (pre´sente´s Sec-
tion 1.3.2.2 pour l’espace) sont utilise´es pour de´terminer les zones ou` l’erreur est la
plus importante. Le raffinement a alors lieu en deux e´tapes. Tout d’abord le domaine
spatial est raffine´ a` l’aide d’un estimateur prenant en compte les erreurs angulaires et
spatiales jusqu’a` atteindre la convergence souhaite´e. Au niveau angulaire, le flux cou-
rant est compare´ au flux calcule´ avec une me´thode PN+2 et les zones ou` la diffe´rence
est la plus grande sont raffine´es.
Une me´thode novatrice, base´e sur une repre´sentation angulaire du flux sur une base
d’ondelettes a e´te´ propose´ dans (16). Cette approche est inte´ressante car les ondelettes
offrent un cadre naturel pour trouver des estimateurs d’erreurs graˆce a` leur structure
hie´rarchique et leur proprie´te´ de localisation permet de repre´senter aise´ment des varia-
tions brusques et locales ce qui peut eˆtre le cas lorsque l’anisotropie est importante. Les
re´sultats de convergence ont montre´ l’efficacite´ de la me´thode en particulier lorsque les
variations du flux angulaire e´taient importantes.
Dans cette the`se, on se concentrera sur le raffinement en espace. En effet, pour un
calcul de cœur, la source e´tant re´partie, une me´thode SN avec N faible est ge´ne´ralement
bien adapte´e. Par contre, la description spatiale e´tant faite avec plusieurs milliers de
cellules, les me´thodes adaptatives en espace peuvent apporter un gain important.
1.3.2 Me´thodes de raffinement en espace
1.3.2.1 Estimateur d’erreur
Dans la litte´rature, on trouve quelques papiers lie´s au raffinement pour le transport
en neutronique. Les quantite´s utilise´es pour le raffinement sont ge´ne´ralement des in-
dicateurs d’erreur base´s sur une analyse physique ou des quantite´s inde´pendantes du
proble`me. Le code STYX (6) utilise le libre parcours moyen des neutrons, c’est-a`-dire
la distance moyenne parcourue avant une collision, pour guider le raffinement. Cette
quantite´ n’est toutefois pas un tre`s bon estimateur de l’erreur et conduit a` un raffine-
ment peu efficace.
La me´thode des e´le´ments finis discontinus donne un estimateur assez naturel. Si la
solution est continue, la solution discre`te doit l’eˆtre aussi et donc le saut du flux entre
les cellules doit tendre vers 0. Cette approche a e´te´ utilise´e pour la premie`re fois sur
l’e´quation SN en 1D (96) afin d’effectuer du p−raffinement et plus re´cemment pour
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des dimensions supe´rieures dans (71). Nous donnerons Section 2.2.2 une justification
the´orique de l’utilisation de cet estimateur pour l’e´quation de transport.
Une approche classique, inde´pendante de l’e´quation, est l’utilisation de variations
locales de la solution avec par exemple un gradient discret ou des erreurs d’interpola-
tion (4). Cette me´thode a e´te´ teste´e en 2D sur les e´quations SN (43) amenant a` une
re´duction de l’espace me´moire d’un facteur deux par rapport aux me´thodes uniformes.
Il est e´galement possible d’utiliser la solution sur un maillage plus grossier afin
d’avoir une ide´e de l’erreur. En effet,
φph − φph
2
= φph − φ+ φ− φph
2
= eph − eph
2





La diffe´rence entre les deux flux est donc une approximation de l’erreur. Cette approche
a e´te´ utilise´e dans (94) pour l’e´quation SN mais aussi sur l’e´quation de la diffusion
(90, 91) car elle permet la mise en place de me´thode hp. En effet, de manie`re e´quivalente
a` Eq. 1.52, on peut e´crire :
φph − φp+1h ≈ eph (1.52)
En comparant φph − φh
2
a` φph − φp+1h on peut choisir le raffinement qui fait de´croˆıtre le
plus l’erreur. Le choix est ge´ne´ralement fait au regard d’une fonction couˆt. Pour cela,
on utilise φh/2,p+1 comme solution de re´fe´rence, et on choisit le type de raffinement en
cherchant a` minimiser l’erreur de projection par degre´ de liberte´ :∥∥φh/2,p+1 −Πhpφh/2,p+1∥∥2 − ∥∥φh/2,p+1 −Πhpoptφh/2,p+1∥∥2
dofhpopt − dofhp
(1.53)
ou` Πhpopt repre´sente les diffe´rents types de projection possibles (h → h2 , p → p + 1).
Cette strate´gie a e´te´ introduite dans (69) puis reprise plus re´cemment dans (23). Elle a
e´te´ teste´e sur l’e´quation de transport des neutrons couple´e avec l’e´quation de la chaleur
dans (70).
Cette me´thode ne sera pas retenue car elle entraˆıne un surcout duˆ au calcul du flux
sur les diffe´rents maillages et aux diffe´rents ordres. Toutefois, l’ide´e de la fonction couˆt
de´finie Eq. 1.53 sera reprise Section 2.3.2 et nous permettra de trouver une ide´e simple
afin de choisir entre les deux types de raffinement.
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1.3.2.2 Raffinement suivant une quantite´ d’inte´reˆt
L’inte´reˆt d’un calcul neutronique n’est pas ne´cessairement la solution comple`te de
l’e´quation de Boltzmann. Bien plus que le flux neutronique, les physiciens peuvent eˆtre
inte´resse´s par la convergence sur la valeur propre du syste`me (keff ) ou encore sur des
taux des re´actions (inte´grales sur un domaine e´nerge´tique et spatial du produit de
sections efficaces par le flux). Il parait donc inte´ressant de mener le raffinement non
pas au regard de l’erreur sur le flux mais d’une fonctionnelle J . Dans ce cas, l’analyse
d’erreur utilise des arguments de dualite´ pre´sente´s pour la premie`re fois dans (12).
Conside´rant une fonctionnelle line´aire J , il faut tout d’abord de´finir le proble`me dual :
Trouver φp,⋆h ∈ V
p
h t.q. ∀z ∈ V
p
h
B(z, φp,⋆h ) = J(z) (1.54)
Alors, l’erreur sur la fonctionelle ∆J = J(φph)−J(φ) peut eˆtre exprime´e en fonction
de la solution calcule´e φph et du flux adjoint φ
⋆ :
∆J = J(φph)− J(φ)
= J(φph − φ) par line´arite´ de J
= B(φph − φ, φ⋆) par de´finition du proble`me dual
= B(φph − φ, φ⋆ − φp,⋆h ) par la relation d’orthogonalite´ (Eq. 1.49)
= −L(φ⋆ − φp,⋆h ) +B(φph, φ⋆ − φp,⋆h ) par consistence du sche´ma
= L(ep,⋆h )−B(φph, ep,⋆h ) (1.55)
Il s’agit cette fois d’estimer l’erreur sur le flux adjoint ep,⋆h . Elle peut provenir d’une
des me´thodes pre´sente´es Section 1.3.2.1 pour le proble`me direct. Dans le cadre SN , la
premie`re utilisation des me´thodes duales a e´te´ faite dans (76). Plus tard, Wang (92)
puis Lathouwers (48) proposent d’approcher l’erreur sur le flux adjoint ep,⋆h graˆce au
flux adjoint calcule´ sur un espace plus grand (par exemple V p+1h ) ce qui correspond
aux me´thodes a` deux maillages pre´sente´es Section 1.3.2.1. Meˆme si cette me´thode est
couˆteuse, elles peuvent permettre d’ame´liorer le raffinement et sont parfois indispen-
sable pour mener le raffinement de manie`re correcte. Dans un article plus re´cent (49),
Lathouwers a montre´ l’influence de l’utilisation d’un flux adjoint de´grade´. Une telle
approche permet d’obtenir une convergence inte´ressante sans augmenter le couˆt de
manie`re trop importante. Ces me´thodes ont e´galement e´te´ teste´es sur la forme PN de
l’e´quation de transport (97) et SPN (88). Dans ce dernier cas, ce sont les sauts entre
les cellules qui sont utilise´s pour estimer l’erreur faite sur le calcul du flux adjoint.
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De manie`re ge´ne´rale, l’utilisation d’une quantite´ d’inte´reˆt oblige a` calculer un dual
ce qui est tre`s couˆteux puisque l’on doit re´soudre deux proble`mes au lieu d’un seul.
Ces me´thodes utilisant le dual sont inte´ressantes lorsque l’on ne s’inte´resse qu’a` une
zone pre´cise du domaine comme par exemple pour les proble`mes de protection. En
effet, dans ces cas-la`, l’utilisation d’un estimateur d’erreur classique entraˆıne meˆme
une de´gradation de la convergence. Pour les proble`mes de conception de cœur, de´finir
une quantite´ d’inte´reˆt pre´sente peu d’avantages compare´ au surcout occasionne´ par
le calcul du dual. Notons aussi que les me´thodes utilisant le dual ne´cessitent aussi
une estimation de l’erreur (sur le flux direct et/ou adjoint) et donc que les me´thodes
pre´sente´es ici peuvent servir de base a` un raffinement suivant une quantite´ d’inte´reˆt.
1.3.3 Me´thodes de raffinement hp
1.3.3.1 Utilisation d’informations a priori
Une premie`re fac¸on de choisir entre les deux types de raffinement est l’utilisation
d’informations connues a priori. Elles peuvent concerner les coins et les singularite´s
aux areˆtes (9, 81) ou les couches frontie`res (57, 81). Le calcul commence alors sur un
maillage adapte´ et il s’en suit un raffinement en p. Il est e´galement possible de raffiner
en h dans les zones contenant les singularite´s et en p ailleurs ((89) pour l’e´quation
de Stokes). Si la nature des singularite´s est connue a priori, ces me´thodes sont parti-
culie`rement efficaces et difficiles a` battre.
La situation est e´videmment diffe´rente lorsque la nature des singularite´s n’est pas
connue a priori, c’est pourquoi les me´thodes suivantes ont vu le jour. Commencer avec
un maillage non adapte´ et poursuivre avec du p−raffinement peut conduire a` des taux
de convergence pire que le h−raffinement. Demkowicz et al. (23) pensent que pour une
convergence de l’ordre de 1 a` 5% en norme L2 relative sur la solution, un raffinement en h
avec des e´le´ments quadratiques offrent le meilleur compromis complexite´/convergence.
Cela rejoint nos conclusions (voir par exemple Section 3.5) ainsi que celles de Wang et
Ragusa (93).
Meˆme si dans les cas concrets on peut connaˆıtre certaines zones qui vont poser
proble`mes (interfaces, lignes caracte´ristiques) il est difficile de savoir a` quel point le
maillage doit eˆtre raffine´ et a` partir de quelle distance de l’interface on peut conside´rer
que la solution est assez re´gulie`re de sorte que le p−raffinement soit le plus inte´ressant.
On cherche donc des me´thodes plus automatiques afin de choisir entre h− et p−raffinement.
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1.3.3.2 Pseudo-me´thode hp : “Texas 3-step”
On peut appeler cette me´thode pseudo-hp car les deux types de raffinement sont
fait de manie`re successive et il n’y pas de ve´ritable crite`re pour choisir. Afin de corri-
ger/modifier un maillage initial inadapte´, Oden et al. (61) ont propose´ cet algorithme
en 3 e´tapes. Partant d’un maillage initial, diffe´rents parame`tres sont calcule´s, notam-
ment des tole´rances interme´diaires TOLI et TOLF . Ensuite, le maillage est modifie´ afin
que l’erreur soit infe´rieure a` TOLI puis le maillage est fixe´ et l’ordre des polynoˆmes
est incre´mente´ afin d’assurer une erreur infe´rieure a` TOLF . Il peut eˆtre ne´cessaire de
boucler en modifiant le ratio TOLI/TOLF . L’algorithme complet est de´taille´ dans (60)
(pp. 6-8).
Il est e´vident que cette me´thode n’est pas optimale et qu’il est plus inte´ressant
de pouvoir choisir a` chaque pas de raffinement et pour chaque cellule quel type de
raffinement est le plus efficace.
1.3.3.3 Me´thodes utilisant deux maillages
Les me´thodes pre´sente´es ici utilisent les solutions sur des maillages diffe´rents. Il peut
s’agir de la solution calcule´e sur un maillage plus fin ou un ordre polynoˆmial supe´rieur
comme pre´sente´ Section 1.3.2.1 ou de l’estimateur sur le maillage pre´ce´dent. On parlera
dans ce cas la` de me´thode “type-parameter”. On suppose connue une estimation de
l’erreur ηK(φ
p
h, hK , pK) sur chaque e´le´ment K de´pendant de la solution nume´rique φ
p
h,
de la taille de l’e´le´ment hK et de l’ordre de la base d’e´le´ments finis sur cet e´le´ment pK .
En supposant que ηK(φ
p−1




h, hK , pK)
ηK(φ
p−1
h , hK , pK − 1)
(1.56)
ρmesure la re´gularite´ perc¸ue de la solution (2, 37). On choisit alors γ ∈]0, 1[ (γ = 0.6
dans (2)) et on raffine en h si ρK < γ et en p sinon. γ est appele´ “type-parameter”. Cette
me´thode ne´cessite un calcul initial avec p = 1 et p = 2 pour initialiser l’algorithme.
Une analyse de ce type de me´thode a ensuite e´te´ faite dans (31) pour des e´quations
paraboliques.
Cette me´thode nous parait inte´ressante car elle n’entraˆıne pas de surcout supple´mentaire.
En effet, il suffit de stocker l’estimateur a` l’ite´ration pre´ce´dente et de le comparer a` l’esti-
mateur courant. Seule la premie`re e´tape de raffinement est force´e mais cela ne constitue
pas un ve´ritable proble`me car augmenter p jusqu’a` deux est toujours inte´ressant pour
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ame´liorer la convergence. Cette me´thode sera teste´e et compare´e a` d’autres algorithmes
hp dans la suite.
1.3.3.4 Estimation locale de la re´gularite´
Nous verrons Section 2.1 que la vitesse de convergence est lie´e a` la re´gularite´ de
la solution. Il paraˆıt donc naturel d’essayer d’estimer la re´gularite´ locale de la solution
afin de pouvoir de´terminer la strate´gie optimale de raffinement. Cela fut propose´ dans
(5) pour des proble`mes elliptiques en de´terminant la re´gularite´ locale de Sobolev sK et
en raffinant en p si sK > pK + 1 et en h sinon. sK est de´termine´ a` l’aide d’estimateurs
locaux calcule´s a` des ordres diffe´rents. Cette me´thode a ensuite e´te´ utilise´e pour des
proble`mes hyperboliques (41).
Deux me´thodes combinant la convergence des coefficients de Legendre et estima-
tion de la re´gularite´ ont e´te´ propose´es dans (40) sous le nom “ratio test algorithm” et
“root test algorithm”. La vitesse de convergence des coefficients de Legendre permet de
de´terminer a` quel espace de fonctions appartient la solution et ainsi de choisir le type
de raffinement.
Une autre me´thode utilisant uniquement les coefficients de Legendre a e´te´ propose´e




ou` C et σ sont de´termine´s par la me´thode des moindres carre´s. Dans (56), l’interpola-
tion est re´alise´e a` l’aide des 4 derniers coefficients de Legendre et le raffinement en p est
choisi si σ > 1. Cette strate´gie se ge´ne´ralise pour chaque direction dans les cas 2D et 3D.
Cette me´thode a e´te´ re´utilise´e dans (84) en estimant le rayon de Bernstein 1 de la
se´rie de Legendre.
L’approche “type-parameter” a e´te´ retenue pour effectuer les comparaisons de nos
algorithmes hp avec ceux de´ja` existant. Ces me´thodes d’estimation locale de la re´gularite´
paraissent inte´ressantes et on propose dans la suite une autre approche visant a` “me-
surer” la re´gularite´.
1. le rayon de Bernstein ρ = 2a+b
h
(ou` a (resp. b) est la longueur du grand (resp. petit) axe de l’ellipse)
est le rayon de l’ellipse dans laquelle la se´rie de Legendre converge uniforme´ment et absolument dans
n’importe quel ensemble ferme´
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Figure 1.9: Organisation de la partie Solveur dans SNATCH
1.4 Aspects informatiques
Avant d’e´tudier les diffe´rents mode`les, on pre´sente les outils informatiques qui ont
servi de cadre a` ce travail et les choix de conception associe´s a` ces de´veloppements.
Comme explique´ pre´ce´demment, ce travail s’inscrit dans le cadre du de´veloppement
de me´thodes de raffinement de maillage pour le solveur SNATCH. Ce solveur SN 3D
est de´veloppe´ au sein du CEA Cadarache en langage JAVA. On pre´sente tout d’abord
quelques e´le´ments essentiels du solveur qui nous seront utiles par la suite pour expliquer
les me´thodes ne´cessaires afin de mettre en place des me´thodes d’adaptation de maillage.
1.4.1 Composition du solveur
On a vu que la re´solution de l’e´quation de transport des neutrons s’effectuait a`
l’aide d’ite´rations imbrique´es. On retrouve cette structure au niveau informatique. Le
proble`me aux valeurs propres est re´solu dans la classe SourceFissionLoop, les ite´rations
concernant la source de diffusion hors des groupes dans GroupScatteringLoop et enfin
celle du groupe dans lui-meˆme, c’est-a`-dire la re´solution du proble`me mode`le 1, dans la
classe Solver. Toutes ces classes he´ritent d’une classe ge´ne´rique appele´e SolvingStep. On
peut re´cupe´rer a` partir de ces classes, la solution courante de l’e´quation de transport
aux diffe´rents niveaux d’ite´rations comme pre´sente´ Figure 1.9.
1.4.2 E´le´ments ne´cessaires a` l’adaptation de maillage




– un estimateur d’erreur ErrorEstimator
– un objet qui permet de marquer les cellules ou` l’erreur est importante et qui
doivent donc eˆtre raffine´es CellTagger
– un me´canisme de mise a` jour de tous les containers (flux, sections efficaces, ...) qui
assure la projection sur le nouveau maillage et la nouvelle base de fonctions apre`s
raffinement du maillage. E´tant donne´e la nature des containers utilise´s (des objets
agre´geant maillage, base de fonctions et coefficients du de´veloppement sur cette
base), ce me´canisme a e´te´ imple´mente´ sous la forme d’un objet supple´mentaire
FieldVisitor qui parcourt les divers containers et assure leur mise a` jour.
Cet objet AMR peut eˆtre attache´ au niveau d’ite´ration que l’on souhaite (Fission-
Loop, GroupScatteringLoop, Solver). De`s que le re´sidu est infe´rieur a` une certaine va-
leur, le me´canisme d’adaptation est de´clenche´. AMR demande a` l’objet ErrorEstimator
de lui fournir une estimation de l’erreur sur chaque cellule du maillage. Cette estima-
tion peut eˆtre faite par l’estimateur de Radau (cf. Section 2.2.1, calcul effectue´ par
Eq. 2.17) ou par l’estimateur pre´sente´ Section 2.2.2 avec Eq. 2.21. ErrorEstimator fait
e´videmment appel a` SolvingStep afin de re´cupe´rer toutes les informations ne´cessaires
au calcul de l’erreur. A l’issue de cette e´tape, nous avons donc une estimation locale de
l’erreur E(K) pour toutes les cellules K du domaine spatial.
CellTagger ordonne alors ces erreurs afin de se´lectionner celles a` raffiner. Cela peut
eˆtre soit les N cellules ou` l’erreur est la plus grande, soit les cellules ou` l’erreur est
supe´rieure a` un certain pourcentage de l’erreur maximale. Dans tous les cas, on obtient
alors une liste contenant les nume´ros des cellules a` raffiner.
C’est alors le roˆle du FieldVisitor de pre´parer les diffe´rentes quantite´s afin de pouvoir
continuer le calcul. Pour toutes les cellules donne´es par le CellTagger, le FieldVisitor
doit choisir les cellules pour le h−raffinement et celles pour le p−raffinement selon une
strate´gie donne´e par l’utilisateur comme celles pre´sente´es Section 1.3.3. Avec la liste des
cellules pour le h−raffinement, on met a` jour le maillage en attachant un sous-maillage
a` toutes les cellules raffine´es. Le champ contenant les informations relatives a` l’ordre de
la base d’e´le´ments finis dans les diffe´rentes cellules est lui mis a` jour a` l’aide de la liste
des cellules pour le p−raffinement. Il ne reste alors plus qu’a` projeter les diffe´rentes




Pour traiter le cas de´pendant de l’e´nergie (mode`le 2), il faut modifier un peu cette
proce´dure. Dans ce cas, tous les groupes d’e´nergie qui ont un maillage diffe´rent ont
aussi un objet AMR diffe´rent. Il y a ainsi autant d’objets AMR que de maillages. Un
objet appele´ AMRWrapper englobe tous ces objets. Il en est de meˆme pour le solveur.
Nous avons diffe´rents solveurs englobe´s par un objet SolverWrapper. SolverWrapper
remplace Solver sur la Figure 1.9. Lorsque le SolverWrapper veut de´clencher le raffine-
ment, il le notifie a` tous ces solveurs qui font chacun appel a` leur AMR. Chaque AMR
demande alors une estimation de l’erreur a` l’aide de son ErrorEstimateur et fait remon-
ter l’information a` AMRWrapper. Le wrapper renvoit alors a` chaque AMR, la liste des
cellules qu’il doit modifier. Ainsi, le fonctionnement est similaire au cas inde´pendant
de l’e´nergie. Le seul changement est le remplacement des objets AMR et Solver par
respectivement AMRWrapper et SolverWrapper.
On voit donc que l’on a pu utiliser pleinement les proprie´te´s des langages oriente´s
objet afin de cre´er une classe AMR ge´ne´rique qui peut eˆtre re´utilise´e dans n’importe quel
contexte. Ensuite, les trois grandes e´tapes ne´cessaires au raffinement ont e´te´ de´taille´es
dans des classes de plus en plus spe´cifiques.
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2Mode`le 1 : Equation de transport
spatiale
Dans ce chapitre, on travaille sur le proble`me mode`le 1 que l’on rappelle :
Proble`me mode`le 1 : Equation de transport{
Ω · ∇φ(r) + Σt(r)φ(r) = Q(r) surD
φ(r) = φBC(r) sur ∂D−
(2.1)
avec Ω ∈ Rd constant, Σt fonction constante par morceaux et φ, φBC et Q
appartenant a` Hs (s = 12 − ǫ ou 32 − ǫ).
Remarque 1. La plupart des re´sultats relatifs a` l’e´tude du mode`le 1 ont e´te´ soumis
pour publication : D. Fournier, R. Herbin, R. Le Tellier, “Analysis of hp-Refinement
Methods for the Resolution of the Neutron Transport Equation” (33).
2.1 Estimateurs d’erreur a priori
Afin d’estimer les performances possibles des algorithmes adaptatifs, nous com-
menc¸ons par e´tudier la vitesse de convergence lorsque la taille de la maille diminue
(h−raffinement) ou l’ordre des polynoˆmes augmente (p−raffinement). Rappelons que
les estimateurs d’erreurs a priori ne nous donnent aucune indication sur la marche a`
suivre pour raffiner. Toute cette e´tude est re´alise´e en dimension 2 mais les re´sultats
restent valides en dimension 3.
2.1.1 Convergence du h−raffinement
Dans cette partie, l’ordre de la base de polynoˆmes est fixe´ et on redivise de manie`re
uniforme les cellules du domaine. En supposant que φ appartiennent a` Hs, Lesaint et
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Raviart (52) ont montre´ que pour des maillages rectangulaires
∥∥eph∥∥L2(D) = O(hmin(p+1,s)) (2.2)
Richter (77) et plus re´cemment Cockburn (19) ont montre´ que cette borne e´tait valide
pour des maillages triangulaires si
– chaque e´le´ment du maillage K a une seule frontie`re sortante par rapport a` Ω
– que cette frontie`re sortante est une frontie`re entrante pour un autre e´le´ment du
maillage
Pour une triangulation quelconque, on perd un ordre 12 et on retrouve le re´sultat de
Johnson et Pitka¨ranta (45) :
∥∥eph∥∥L2(D) = O(hmin(p+ 12 ,s)) (2.3)
Eq. 2.2 a e´te´ ve´rifie´ dans (93) pour diffe´rentes variantes des benchmarks de Larsen
sur des maillages triangulaires. Ses auteurs ont montre´ que la convergence e´tait limite´e
par la re´gularite´ sauf si le maillage e´tait aligne´ avec les singularite´s auquel cas une
convergence en hp+1 est observe´e.
Dans les benchmarks MMS0 et MMS1 (en dimension 2), on a toujours s < p+1 ce
qui implique qu’il existe une constante Cp inde´pendante de h telle que
∥∥eph∥∥L2(D) = Cphs = C ′pdofs/2 (2.4)
Ce re´sultat est ve´rifie´ sur Figure 2.1 ou` l’erreur en norme L2 est trace´e en fonction
du nombre de degre´s de liberte´ en e´chelle logarithmique. On retrouve bien la pente en
s quelle que soit la valeur de p. On note toutefois la forte de´pendance de Cp a` l’ordre
de la base de polynoˆmes. Ainsi, meˆme si la re´gularite´ de la solution est limite´e, il peut
y avoir un inte´reˆt a` augmenter l’ordre.
2.1.2 Convergence du p−raffinement
Dans cette section, les benchmarks MMS sont de´crits avec une seule cellule et on
augmente l’ordre. Peu de re´sultats the´oriques sont connus sur ce proble`me dans le cas
hyperbolique. Les premiers travaux (13) utilisaient des me´thodes de stabilisation ou` la






























































Figure 2.1: Erreur en norme L2 pour le benchmark MMS0 (gauche) et MMS1 (droite) en








































































φp,BCh |Ω · n|ψph (2.7)






‖Ω · ∇v‖2L2(K) + ‖v‖2L2(K) +
∫
∂K−\∂D−




|Ω · n| v2









avec ν = min(p+1, s). Ce re´sultat n’est pas optimal pour h fixe´ et p→∞. Cette borne
a ensuite e´te´ ame´liore´e dans (38) en modifiant le parame`tre de stabilisation en utilisant
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hK
pK
au lieu de hK
p2K












































∂K− ∩ Γ |Ω · n|φp,BCh ψph
Les e´le´ments modifie´s ont e´te´ colore´s en rouge dans Eqs. 2.6 and 2.7 pour plus de clarte´.










|Ω · n| (v+ − v−)2 + ∫
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Ce re´sultat est optimal. La stabilisation est ne´cessaire afin de pouvoir obtenir une borne
optimale sur le terme de gradient. Si l’on ne s’inte´resse qu’a` la norme L2, Houston et








|Ω · n| (v+ − v−)2 + ∫
∂K∩∂D
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On obtient donc en particulier le re´sultat suivant pour la norme L2 :
Theore`me 1. Soit φ ∈ Hs solution de Eq. 1.21 et φph de Eq. 1.40 avec 0 < Σ0t ≤ Σt.













avec νK = min(pK + 1, s).
Ce re´sultat a ensuite e´te´ ve´rifie´ sur les benchmarks MMS (Figure 2.2). L’ordre






est observe´. En particulier, il est impossible de faire
converger le cas MMS0 en raffinant uniquement en ordre. Mais, il existe une zone
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2.2 Estimateur d’erreur a posteriori
pre´asymptotique dans laquelle la convergence est en O (p−s). Cela correspond a` la
meilleure interpolation possible d’une fonction dans Hs par un polynoˆme de degre´ p
(10). Cela montre qu’augmenter l’ordre de la base de polynoˆmes s’ave`re inte´ressant
meˆme lorsque la solution n’est pas continue.


























































Figure 2.2: Erreur en norme L2 pour un raffinement uniforme en p pour les benchmarks
MMS0 (gauche) et MMS1 (droite)
2.2 Estimateur d’erreur a posteriori
Apre`s avoir estime´ les vitesses de convergence the´oriques, on cherche un estimateur
d’erreur a posteriori c’est-a`-dire une quantite´ locale repre´sentant l’erreur qui puisse
eˆtre calcule´e au fil des ite´rations. Deux estimateurs sont de´rive´s par la suite. Dans un
premier temps (Section 2.2.1), on de´rive une borne sans prendre en compte le manque
de re´gularite´ dans le cas du transport en physique des re´acteurs puis on propose (Sec-
tion 2.2.2) un estimateur base´ sur des hypothe`ses plus faibles.
2.2.1 Estimateur d’erreur avec des hypothe`ses de re´gularite´ fortes
On suppose que la solution est analytique i.e. qu’elle est de classe C∞ et de´veloppable
en se´rie entie`re. La de´rivation de cette borne utilise les polynoˆmes de Radau de´finis dans
(52).
Definition 1. Le polynoˆme de Radau a` droite de degre´ k est de´fini par{
R0(ξ) = L0(ξ) − 1 ≤ ξ ≤ 1
Rk(ξ) = Lk(ξ)− Lk−1(ξ) k ≥ 1, −1 ≤ ξ ≤ 1
(2.12)
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ou` Lk est le polynoˆme de Legendre d’ordre k.
De meˆme, le polynoˆme de Radau a` gauche de degre´ k est{
R0(ξ) = L0(ξ) − 1 ≤ ξ ≤ 1
Rk(ξ) = Lk(ξ) + Lk−1(ξ) k ≥ 1, −1 ≤ ξ ≤ 1
(2.13)
On suppose tout d’abord que le maillage est conforme avec des cellules carre´es telles
que hx = hy = h et que la base de polynoˆmes est uniforme d’ordre p. Comme de´crit
dans Section 1.2.3, il existe une transformation affine F permettant de passer d’une
cellule quelconque K a` la cellule de re´fe´rence Kˆ = [−1, 1]d. En notant (ξ, η) = F (x, y),
on montre le the´ore`me suivant (35) :





hkQk(ξ, η) avec Qp+1(ξ, η) = βξRp+1(ξ) + βηRp+1(η) (2.14)











Remarque 2. Le choix du type de polynoˆmes de Radau de´pend de la direction du SN .
Par exemple pour la coordonne´e x, si Ωx = Ω · x > 0, on utilise un polynoˆme de Radau
a` droite (a` gauche sinon). Ainsi, on assure que le polynoˆme de Radau s’annule a` la
frontie`re sortante. C’est cette proprie´te´ qui permet de montrer la superconvergence a` la
frontie`re sortante.
Pour utiliser Theore`me 2 comme estimateur d’erreur, la se´rie est tronque´e afin de
garder uniquement le terme dominant i.e
eˆph(ξ, η) ≈ βξRp+1(ξ) + βηRp+1(η) (2.16)
En injectant Eq. 2.16 dans la relation d’orthogonalite´ Eq. 1.49, on obtient un
syste`me ve´rifie´ par les coefficients βξ et βη. Pour un domaine maille´ par des pa-
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2.2 Estimateur d’erreur a posteriori
Le calcul des coefficients βξ et βη est donc rapide. Il suffit d’effectuer une projection
du re´sidu sur une base de polynoˆmes ce qui est peu couˆteux. Il reste maintenant a`
e´tudier l’efficacite´ d’un tel estimateur.
Pour cela, on trace l’indice d’efficacite´ sur les benchmarks MMS (Figure 2.3). Dans
les zones ou` la solution ve´rifie les hypothe`ses du the´ore`me (loin des diagonales), l’esti-
mateur se comporte tre`s bien et l’indice d’efficacite´ est e´gal a` 1. Par contre, le long des
lignes caracte´ristiques, l’erreur est tre`s largement sous-estime´e. La zone affecte´e par le
manque de re´gularite´ est d’autant plus grande que la solution est peu re´gulie`re.
Figure 2.3: Indice d’efficacite´ sur un maillage conforme pour les benchmarks MMS0
(gauche) et MMS1 (droite)
De plus, cet estimateur a e´te´ de´rive´ dans le cas d’un maillage conforme avec un ordre
polynoˆmial uniforme. Or, lors d’une proce´dure de raffinement, le maillage va devenir
non conforme (h−raffinement) ou l’ordre ne sera pas uniforme (p−raffinement). Dans
Section 2.4, on montre l’influence sur l’indice d’efficacite´ d’un maillage non conforme
ou d’une variation d’ordre de la base de polynoˆmes. Pour cela, on modifie l’ordre dans
une cellule (ou on cre´e´ une non-conformite´ en rede´coupant une cellule) et on regarde les
variations de l’indice d’efficacite´. Une de´gradation est observe´e dans la cellule modifie´e
mais aussi dans les cellules avales situe´es dans le prolongement de la cellule modifie´e
le long de la ligne caracte´ristique. Ce phe´nome`ne est repre´sente´ Figure 2.4 lorsque l’on
passe d’une cellule fine aux autres plus grossie`res et inversement. L’indice d’efficacite´
s’e´loigne de 1 mais on note toutefois que cette de´gradation est tre`s infe´rieure a` celle
lie´e aux proble`mes de re´gularite´.
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Figure 2.4: Indice d’efficacite´ pour le benchmark MMS1 dans le cas du raffinement
(gauche) ou de´raffinement (droite) d’une cellule
Il reste a` voir si le fait de sous-estimer l’erreur dans les zones non re´gulie`res va
empeˆcher de raffiner les zones contribuant le plus a` l’erreur. Si la solution n’est pas
continu (cas MMS0), l’estimateur ne localise pas correctement les zones ou` l’erreur
est importante (Figure 2.5). Pour ER, l’erreur est la plus importante au-dessus et en-
dessous des lignes caracte´ristiques et non pas sur ces lignes. Ainsi, si le raffinement est
mene´ avec cet estimateur, on obtient le maillage pre´sente´ Figure 2.5 (droite) qui est
inadapte´.
Figure 2.5: Estimateur de Radau sur le maillage initial (gauche) et maillage obtenu apre`s
raffinement (droite) sur le cas MMS0
Par contre, de`s que la solution est au moins continue, ER peut permettre de me-
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ner le raffinement de manie`re efficace meˆme si l’estimateur a e´te´ de´rive´ dans le cas
C∞. En effet, les valeurs les plus grandes de ER sont bien localise´es sur les diagonales
(Figure 2.6). Si le raffinement est conduit avec ER, on aboutit au maillage pre´sente´
Figure 2.6 (droite) qui est adapte´.
Figure 2.6: Estimateur de Radau sur le maillage initial (gauche) et maillage obtenu apre`s
raffinement (droite) sur le cas MMS1
ER peut donc eˆtre efficace meˆme lorsque la re´gularite´ est peu importante. Toutefois,
si la solution n’est pas continue, il se re´ve`le incapable de localiser les zones ou` l’erreur
est grande conduisant a` un maillage inadapte´ et donc a` une mauvaise convergence. On
cherche donc un estimateur de´rive´ avec des hypothe`ses de re´gularite´ plus faibles.
2.2.2 Estimateur d’erreur avec des hypothe`ses de re´gularite´ faibles




on cherche un estimateur d’erreur avec des hypothe`ses de re´gularite´ plus faibles. On
suppose seulement les hypothe`ses minimales permettant de garantir que le proble`me est
bien pose´ c’est-a`-dire que la solution appartient a` l’espace des fonctions aux variations
borne´es (BV) dans le cadre des volumes finis (VF) et a` W 1,1(K) ∩ L∞(K) en DG.
W 1,1(K) repre´sente l’espace de Sobolev
W 1,1(K) =
{
u ∈ L1(K) t.q. u′ ∈ L1(K)
}
(2.18)
Les premiers estimateurs dans ce cadre ont e´te´ de´rive´s pour sche´mas de type volumes
finis (28) que l’on peut voir comme le cas limite des me´thodes DG (ordre 0). En VF,
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hγn · F (Ω, φh) = hKQh ∀K ∈ T (2.19)
ou` F repre´sente le flux upwind de´fini de manie`re consistante a` Eq. 1.41 en DG.
Theore`me 3 (Estimation d’erreur en VF). Soit φ solution de Eq. 1.21 et φh de
Eq. 2.19. Alors, nous avons une estimation locale de l’erreur autour d’un point x0 :












hγ |Ω · n|
∣∣φ+h − φ−h ∣∣ (2.20)
ou` J repre´sente l’ensemble des cellules telles que K ∩BR(x0) 6= ∅.
De´monstration. Voir Annexe 1 pour l’adaptation de la preuve (28) dans notre cadre.
L’extension de cette preuve au cas DG a e´te´ faite par Dedner et Ohlberger (22)
pour un proble`me de Cauchy. L’adaptation a` notre proble`me est disponible en Annexe
2.
Theore`me 4 (Estimation d’erreur en DG). Soit φ solution de Eq. 1.21 et φph de
Eq. 1.44. Alors : ∥∥φph − φ∥∥L1(BR(x0)) ≤ ηh =√K1η1 +√K2η2
avec ηi =
∑






























∣∣∣φp,+h − φp,−h ∣∣∣
et φph repre´sente la valeur moyenne de φ
p
h sur la cellule K.
De´monstration. Voir Annexe 2 pour l’adaptation de la preuve (22) dans notre cadre.
Cet estimateur d’erreur demande le calcul de 4 termes sur chaque cellule. Nous
allons analyser la vitesse de convergence des diffe´rents termes afin de voir si certains
38
2.2 Estimateur d’erreur a posteriori
sont ne´gligeables et e´ventuellement mettre en place un estimateur simplifie´.
Figure 2.7 repre´sente la convergence des termes η11 et η
2
1 en fonction de h et de p
sur les cas MMS. Inde´pendamment de la re´gularite´, η11 est ne´gligeable par rapport a` η
2
1.
Dans les 2 cas, on a η11 ≈ h
2η21. On peut donc utiliser uniquement les termes calcule´s





































































































Figure 2.7: Comparaison de η11 et η
2
1 en fonction de dof et de p pour les cas MMS0
(gauche) et MMS1 (droite)
Il nous reste a` comparer η21 et η
2




pas alors que dans le cas MMS1, on a
∥∥∥φph − φph∥∥∥
L∞(K)
= O(h) (33). Donc, η21 et η
2
2 sont
e´quivalents si la solution est au moins continue, par contre, η22 domine pour MMS0.






γ |Ω · n|
∣∣∣φp,+h − φp,−h ∣∣∣
comme estimateur d’erreur.
Pour voir l’impact de ces 2 termes, on adapte le maillage sur le cas MMS0 en
utilisant comme estimateur d’erreur :
– η21 (on conserve uniquement le terme le plus simple a` calculer)
– η21 + η
2
2 (en calculant la norme infinie)
La norme L2 en fonction des dof est montre´e Figure 2.8. On remarque tre`s peu
de diffe´rences entre les 2 strate´gies ce qui peut paraˆıtre surprenant a priori. Afin de




2. Les 2 quan-
tite´s nous permettent de bien repe´rer la diagonale et donc de mener le raffinement de
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Figure 2.8: Erreur L2 sur le cas MMS0 suivant les termes conserve´s dans l’estimateur
EDG
manie`re efficace. La norme infinie
∥∥∥φph − φph∥∥∥
L∞(K)





γ |Ω · n|
∣∣∣φp,+h − φp,−h ∣∣∣ et ne modifie pas de manie`re significative la fac¸on
de raffiner.
Afin d’e´viter la complexite´ associe´e au calcul de
∥∥φh − φh∥∥L∞(K), on peut conserver













|Ω · n| ∣∣φ+h − φ−h ∣∣ (2.21)
Figure 2.9: Repre´sentation de η2




2,K (droite) sur le cas MMS0
Notons que cet estimateur correspond a` celui de´fini Theore`me 3 dans le cadre des
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2.3 Strate´gies hp
volumes finis. Cela donne aussi une justification a` l’utilisation du saut entre les cellules
parfois utilise´ de manie`re heuristique pour raffiner. On citera par exemple (71) pour
une utilisation dans le cadre de l’e´quation de transport des neutrons discre´tise´e angu-
lairement par me´thode SN .
Figure 2.10 pre´sente le maillage obtenu en raffinant avec E˜DG. Contrairement a`
ER (Section 2.2.1), les cellules sont bien raffine´es la` ou` l’erreur est la plus importante,
i.e. le long des diagonales. La convergence est e´videmment bien meilleure avec cet esti-
mateur (Figure 2.10 (droite)). Cet estimateur de´rive´ avec des hypothe`ses de re´gularite´
faibles permet donc de raffiner correctement tous nos cas d’applications, meˆme lorsque




























Figure 2.10: Maillage obtenu en raffinant avec E˜DG (gauche) et comparaison de la conver-
gence avec un raffinement suivant ER (droite) sur le cas MMS0
De`s que la solution est au moins continue, les deux estimateurs se comportent de
manie`re similaire (Figure 2.11), le maillage est raffine´ de la meˆme manie`re (le long des
diagonales) et la convergence des deux me´thodes est e´quivalente.
Dans la suite, on utilisera E˜DG pour guider le raffinement car cet estimateur permet
de raffiner de manie`re efficace tous nos cas d’applications.
2.3 Strate´gies hp
Diffe´rentes manie`res de choisir entre h− et p−raffinement ont e´te´ pre´sente´es Sec-
tion 1.3.3. En particulier, la me´thode “type-parameter” a e´te´ retenue afin d’effectuer
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Figure 2.11: Maillage obtenu en raffinant avec E˜DG (gauche) et comparaison de la conver-
gence avec un raffinement suivant ER (droite) sur le cas MMS1
des comparaisons avec les 2 autres me´thodes que nous proposons ci-dessous.
2.3.1 Strate´gie a` 2 estimateurs
Cette strate´gie est dans la ligne´e des me´thodes d’estimation locale de la re´gularite´.
Si les 2 estimateurs pre´sente´s Section 2.2 ont le meˆme comportement cela signifie que la
solution est assez re´gulie`re pour que ER soit correct donc on favorisera le p−raffinement.
Dans le cas contraire, du h−raffinement sera effectue´e. On va dans cette section de´tailler
cette ide´e et la ve´rifier a` l’aide des cas MMS.
Figure 2.12 repre´sente les 2 estimateurs et l’erreur locale en norme L1 sur le cas
MMS0 sur le maillage initial et apre`s quelques e´tapes de raffinement en ayant utilise´
E˜DG. On note que E˜DG pre´sente une allure proche de celle de l’erreur et que son uti-
lisation comme estimateur nous permettra donc de mener efficacement le processus de
raffinement. Par contre, ER localise l’erreur au-dessus et en-dessous des diagonales ce
qui conduit a` un maillage inadapte´ et donc a` une mauvaise convergence comme pre´sente´
Section 2.2.1.
La meˆme analyse est faite sur le cas MMS1 dans (33). Dans le cas ou` la solution est
suffisamment re´gulie`re, ER a le meˆme comportement que E˜DG et on effectuera alors
plutoˆt du p−raffinement. Si une cellule marque´e par E˜DG pour raffinement ne l’est
pas par ER, cela montre une zone peu re´gulie`re et donc le h−raffinement sera utilise´.
En notant tol la valeur au-dela` de laquelle une cellule est raffine´e, cette strate´gie est
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Figure 2.12: Comparaison de E˜DG (gauche), ER (milieu) et ǫL1 (droite) sur le cas MMS0
avec 64 (haut) et 832 (bas) cellules
re´sume´e Table 2.1.
ER > tol ER < tol
E˜DG > tol p−raffinement h−raffinement
Table 2.1: Strate´gie de raffinement a` 2 estimateurs (hp2E)
2.3.2 Utilisation des vitesses de convergence the´oriques
On peut aussi utiliser les vitesses de convergence the´oriques afin de choisir le type
de raffinement. On peut se reporter a` Sections 2.1.1 et 2.1.2 pour cette analyse. On a
montre´ Section 2.1 que ∥∥eph∥∥L2(D) = O(hspα
)
(2.22)
On a ici utilise´ le fait que p + 1 < s dans tous nos cas tests. La valeur α vaut
s− 12 dans le re´gime asymptotique mais on a vu qu’elle pouvait valoir s dans une zone
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Plus cette quantite´ est grande, meilleure est la strate´gie. En particulier, le p−raffinement
est meilleur que le h−raffinement si
Jp→p+1,h > Jp,h→h/2 (2.24)












Dans le cas ou` α = s, Eq. 2.25 est toujours ve´rifie´e et il faudrait donc toujours











Dans nos cas d’e´tudes ou` s = 12 ou
3
2 , cette relation n’est pas ve´rifie´e (de`s que p
est au moins e´gal a` 2), ainsi le h−raffinement est le plus inte´ressant de`s que l’on se
trouve dans le re´gime asymptotique. Une strate´gie simple pour choisir entre les 2 types
de raffinement consiste donc a` raffiner initialement en ordre puis en espace de`s que l’on
entre dans le re´gime asymptotique. Figure 2.2 montrait que le re´gime pre´-asymptotique
e´tait au moins valable tant que p ≤ 4. Une strate´gie que l’on peut appeler basique hpB
est re´sume´e Table 2.2.
p ≤ 4 p > 4
E˜DG > tol p−raffinement h−raffinement
Table 2.2: Strate´gie de raffinement basique (hpB)
Il est e´galement possible de tirer profit du re´gime pre´-asymptotique en favorisant
initialement le p−raffinement puis en utilisant hp2E par la suite. Cette me´thode est
pre´sente´e Table 2.3.
p ≤ 4 p > 4 et ER > tol p > 4 et ER < tol
E˜DG > tol p−raffinement p−raffinement h−raffinement
Table 2.3: Strate´gie de raffinement a` 2 estimateurs (hp2Emod)
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2.3.3 Comparaison des diffe´rentes me´thodes de raffinement hp
Les diffe´rentes strate´gies pre´sente´es ci-dessus sont maintenant compare´es sur les
cas MMS0 et MMS1 (Figure 2.13). On note tout d’abord l’inte´reˆt du p−raffinement
tant que p n’est pas trop important. Tant que dof ≤ 2000, le raffinement en p conduit
a` la meilleure convergence pour les 2 benchmarks. On retrouve l’inte´reˆt d’augmenter
l’ordre initialement. Par contre, faire uniquement du p n’est pas suffisant. Inverse-
ment, faire uniquement du h est peu efficace. En effet, les taux de convergence du
h−raffinement avec p = 1 sont les moins inte´ressants. Par contre, si l’on monte l’ordre
au moins a` 2 avant de faire du h−raffinement on arrive a` des vitesses de convergence tre`s
inte´ressantes, ce qui est en accord avec les constatations faites dans (23). Il reste main-
tenant a` analyser ce qu’il se passe lorsqu’on utilise notre strate´gie a` 2 estimateurs. Dans
le cas MMS0, si l’on utilise la strate´gie hp2E , on effectue toujours du h−raffinement
le long des diagonales (comme par exemple entre les points 0 et 1 de Figure 2.13) et
rarement du p−raffinement (entre 1 et 2) mais uniquement sur des cellules entourant
les caracte´ristiques. Ainsi, la convergence est tre`s proche de ce que l’on observe si l’on
effectue uniquement du h−raffinement. En forc¸ant le p−raffinement tant que p ≤ 4, on
ame´liore la convergence de manie`re significative. Ainsi du p−raffinement est effectue´e
meˆme sur les lignes caracte´ristiques ou` la solution est peu re´gulie`re. Ensuite sur ces
lignes, du h−raffinement est re´alise´ (entre 1 et 2, 3 et 4, 5 et 6) et du p−raffinement est
toujours effectue´ en dehors des diagonales (entre 2 et 3, 4 et 5) ou` la solution est plus
re´gulie`re. Sur le cas MMS1, les re´sultats sont moins marque´s mais les algorithmes hp
sont toujours efficaces. Vu que la solution est plus re´gulie`re, meˆme la strate´gie hp2E va
conduire a` effectuer du p−raffinement le long des diagonales afin de monter l’ordre au
moins a` 2. Ainsi, cette strate´gie se retrouve e´quivalente au h−raffinement avec p = 2
mais aussi au hp2Emod.
Ainsi, quel que soit le degre´ de non-re´gularite´ de la solution, on voit qu’il est fonda-
mental de commencer par monter l’ordre de la base de polynoˆmes au moins jusqu’a` 2.
La strate´gie hp2Emod paraˆıt prometteuse dans tous les cas. Une analyse sur le cas re´aliste
ZONA2B est re´alise´e Section 3.5 et les principaux re´sultats sont rappele´s Section 3.1
apre`s avoir introduit la proble´matique du couplage e´nerge´tique.
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Figure 2.13: Comparaison de diffe´rentes strate´gies de raffinement hp sur les cas MMS0
(gauche) et MMS1 (droite)
Figure 2.14: Notations utilise´es pour la trace dans l’article (gauche) et la the`se (droite)
2.4 Article 1 : Analyse de l’estimateur de Radau
Cette section pre´sente l’article : D. Fournier, R. Le Tellier, C. Suteau, “Analysis
of an a posteriori error estimator for the transport equation with SN and disconti-
nuous Galerkin discretizations”, Annals of Nuclear Energy en 2011 (38, pp.221-231).
Le the´ore`me d’estimation d’erreur (Theore`me 2) pre´sente´ Section 2.2.1 est de´montre´
puis analyse´ sur les cas MMS et un cas de protection (Section 1.2.2.1). On montre en
particulier que meˆme si l’estimateur est de´rive´ avec des hypothe`ses de re´gularite´ forte,
il peut mener le raffinement de manie`re efficace de`s que la solution est au moins continue.
On attire l’attention du lecteur sur le fait que la de´finition de la trace est diffe´rente
de celle utilise´e dans le reste du document. Les notations utilise´es pour les traces φ+
et φ− sont repre´sente´es Figure 2.14.
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2.4.1 Introduction
The solution of the time-independent Boltzmann equation in a deterministic way in-
variably requires to discretize successively the energetic, angular and spatial variables.
In this paper, a discretization based on a multigroup approach considering flux and
cross-sections to be constant within an energy group and a discrete-ordinate discretiza-
tion as described in (53) are performed. It results in a set of coupled space-dependent
linear first-order hyperbolic equations. This paper focuses on the space discretization
and the development of associated adaptiveness capabilities.
Currently, most solvers are based on conforming spatial meshes, generally obtained
by uniformly refining the geometry of the core. This approach is memory and time
consuming. Thanks to adaptive methods, one can start with a coarse mesh and refine
locally according to a given criterion. It leads to non-conforming meshes which can
be dealt with using different strategies. A first class of methods called patch-based
AMR (Adaptive Mesh Refinement) method (43) uses embedded meshes. Starting from
a conforming mesh, the regions marked for refinement are decomposed into submeshes.
When performed recursively, this type of strategy leads to excessive computational re-
quirements because of the induced iterations to solve the multi-level mesh problem.
The block-based AMR method proposed in (11) refines uniformly some blocks of cells
assuming that each block is always a simply connected mesh. Because of this implemen-
tation, a cell already refined can not be splitted if the neighbor cells have not already
been refined. This approach is computationally less expensive than the first one but
offers less flexibility. In this paper, a cell-based AMR method (6) is used. Also called
tree-based AMR because of its dichotomic topology, this method uses level-by-level nes-
ted cells. Each cells can be divided independently into subcells without any constraints
on the neighbor cells. Although the information transmission between grid blocks is
more complex, this algorithm is expected to be faster and less memory consuming than
the two other ones.
With non-conforming meshes, the complexity of the cell interface information can
lead to important difficulties for example if a global matrix assembly is required as in
the standard continuous finite element method. In this paper, the spatial discretization
is ensured by a discontinuous Galerkin method, firstly proposed in (72) and analyzed in
(52). This method does not impose a continuity condition on the cell boundaries so that
the problem can be solved locally. The combination of the cell-based AMR method and
the discontinuous Galerkin (DG) discretization is particularly interesting to deal with
47
2. MODE`LE 1 : EQUATION DE TRANSPORT SPATIALE
refinement. Non conforming capabilities allow h−adaptation and the flexibility given
by the choice of the polynomial basis order in the DG method enables p−refinement.
These two approaches can be combined into hp−refinement strategies. Such a flexibility
explains the success of the DG method and its development in various fields.
Such an approach has already been implemented in two modern transport codes,
XUTHOS (95) and the SNATCH solver of the ERANOS code system (79). For the
first one, interesting results on different benchmarks have been presented in (94). The
SNATCH solver for non-conforming 2D Cartesian meshes has been presented in (36)
and analyzed for hexagonal geometries in (51). Both underline the interest of AMR-
strategies to reduce the computational cost and improve the convergence rate. To drive
the refinement process, an estimation of the error is required. This quantity has to
approximate as precisely as possible the real error but also be easy to compute, i.e. its
calculation time must be negligible compared to the one required to solve the equation.
Two classes of estimators have to be distinguished. Classical error estimates aim
at finding the convergence rate of the approximation scheme. For the DG scheme, first
error bounds were proved in (52) and improved in (45, 77) and finally (19) leading to an
optimal order of convergence O(hp+1) under some hypotheses (h linked to the cell size
and p polynomial basis order). It presents a theoretical interest but is useless for the
adaptation mechanism. On the opposite, a posteriori error estimates can be evaluated
along the transport equation iterations ; they depend on the approximate solution and
some quantities related to the problem but not on the exact solution. The difference
between the exact and approximate solution can be estimated directly in a given norm
(frequently L2) (3, 19, 26). One can also bound another quantity of interest such as
in (39). Error estimations based on mesh-dependent norms have also been tested in (13).
This paper focuses on an a posteriori error estimator derived from (3). A simple
adaptation strategy is used to test the estimator and assess its efficiency. All the deve-
lopments necessary for this study have been done in the context of the SNATCH code.
As adaptation induces non conforming meshes or different polynomial basis orders in
the different cells, the behaviour of the estimator is analyzed in these cases.
The paper is organized as follows. After recalling the principle of discontinuous Ga-
lerkin methods in Section 2.4.2, Section 2.4.3 establishes an error estimator for a confor-
ming mesh. Section 2.4.4 shows the limitations of this estimator for a non-conforming
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mesh and proposes some improvements. Finally, Section 2.4.5 illustrates the properties
of this estimator when used for mesh adaptation.












Figure 2.15: Cell and do-
main notations
Let us consider a bounded polygonal domain D ⊂
R2 with boundary ∂D. In a given direction ~Ωj (a
point of the SN quadrature), we denote ∂D− (resp.
∂D+) the inflow (resp. outflow) boundary i.e the set
∂D− =
{
~r ∈ ∂D s.t. ~Ωj(~r).n(~r) < 0
}
(resp. ∂D+ ={
~r ∈ ∂D s.t. ~Ωj(~r).n(~r) ≥ 0
}
where ~n denotes the out-
going normal vector. Notations are illustrated in Fi-
gure 2.15.
The equation resulting from the multigroup SN discreti-
zation is given for each group g and direction j by{
~Ωj · ~∇φ
g




j (~r) = S
g
j (~r) ∀~r ∈ D
φgj (~r) = φ
BC
j,g (~r) ∀~r ∈ ∂D−
(2.27)
where φgj is the angular flux in group g and along direction
~Ωj , Σ
g
t the total cross-section
in group g and Sgj the source in group g and along direction
~Ωj resulting of outer levels
of iterations that encompasses fission and scattering contributions.
In order to solve Eq. 2.27, the spatial domain has to be discretized : D is divided
into parallelograms in order to constitute a partition of D. Let T be a subdivision
of the space D into disjoint parallelograms κ such that
⋃
κ∈T κ = D. We define the
broken Sobolev space H1(D,T) =
{
u ∈ L2(D) : u κ ∈ H
1(κ) ∀κ ∈ T
}
and for any p,
the Hilbert space V ph
V ph =
{
v ∈ L2(D) s.t. ∀κ ∈ T v κ ∈ Vp
}
⊂ H1(D,T) (2.28)
















associated with the standard L2 scalar product.
A simple a posteriori error estimator can be found within these spaces.
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In the following, the indices g and j are omitted unless necessary for clarity. Howe-
ver, one must bear in mind that the error estimation has to be done for each group,
direction and cell which induces a large number of equations on a realistic benchmark.
It explains the necessity of obtaining a costless estimator.
The discontinuous Galerkin method consists in multiplying Eq. 2.27 by a test func-


























where ~F represents the numerical flux associated to the numerical scheme. In the up-











where φ+h (resp. φ
−
h ) denotes the trace of φh from the inside (resp. outside) of the ele-
ment κ under consideration.
Summing over the whole domain leads to the global formulation
Find φh ∈ V ph s.t. ∀ψh ∈ V ph












































Eq. 2.32 is solved locally (cell by cell) which is the main advantage of the method
invoked in the introductive part. Solving is done by sweeping the mesh cells in a ~Ω-
dependent order. For example, in a Cartesian mesh and for a given direction ~Ω such
that Ωx > 0 and Ωy > 0, the mesh is swept from the bottom left corner to the top right
one. A cell κi is said upstream of κ if Eq. 2.30 is solved for κi before κ. The set of the
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upstream cells of κ is denoted Aκ.
In the following, we will omit the + notation when a quantity is defined on the com-
putational cell.
2.4.3 Error estimator for a conforming mesh
We define the error on each element by eh = Φ− φh where Φ represents the exact


















e−h ψhds = 0
(2.33)
The idea is to modify Eq. 2.33 in order to get rid of the exact solution Φ and obtain
a bound only dependent on the approximate solution and some quantities linked to the
problem.
The derivation uses a basis of polynomial called Radau polynomials (52).
Definition 2. We call right Radau polynomial of order k, the polynomial of order k
defined by {
R0(ξ) = L0(ξ) − 1 ≤ ξ ≤ 1
Rk(ξ) = Lk(ξ)− Lk−1(ξ) k ≥ 1, −1 ≤ ξ ≤ 1
(2.34)
where Lk is the Legendre polynomial of order k.
Similarly, the left Radau polynomial of order k is{
R0(ξ) = L0(ξ) − 1 ≤ ξ ≤ 1
Rk(ξ) = Lk(ξ) + Lk−1(ξ) k ≥ 1, −1 ≤ ξ ≤ 1
(2.35)
Radau polynomials exhibit some interesting properties :
Proposition 1.
– (Rk)k≤p is a basis of the space of polynomials of degree inferior or equal to p
– ∀k ≥ 1, left (resp. right) Rk is equal to 0 at -1 (resp. 1)




As the proof proceeds by induction, we consider a given cell κ and the two other
ones that contribute to the inflow boundary terms. We suppose in this part that the
mesh is conforming and uniform with square cells such that hx = hy = h. Besides, the
finite element basis is assumed to be spatially uniform (cf. Figure 2.16).
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Let us define the reference cell κˆ as the square cell defined on [−1, 1]× [−1, 1] and







































with a conforming mesh and
a uniform basis order
Let us suppose that the source term Q and the flux φ
belong to C∞. Note that this condition is not satisfied in
real applications and a discussion about the regularity is
given in Section 2.4.3.3.
The error on cell κ is estimated by a Taylor-expansion
of the real error (without loss of generality, the bottom







This expansion is written in the reference cell [−1, 1] ×








, with ξ, η ∈ [−1, 1]
































In the following, we will omit the hat notation unless necessary for the sake of clarity.
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In order to prove the main theorem, let us begin by introducing two lemmas.
Lemma 1. Let Qk ∈ V
p
h s.t. ∀ψh ∈ V
p
























Qkψhds = 0 ∀ 1 ≤ k ≤ p (2.42)
Then, ∀k ≤ p Qk = 0
Proof 1. Let us prove this lemma by induction. Green’s formula applied to Eq. 2.41
implies ∫
κ






Q0ψhds = 0 (2.43)
Summing Eq. 2.41 and Eq. 2.43 with ψh = Q0 implies∫
∂κ
∣∣∣~n · ~Ω∣∣∣Q20ds = 0 (2.44)
which leads to Q0 = 0 on ∂κ. As Q0 is a polynomial of order 0, it follows directly
Q0 = 0 on κ.
Let us suppose that Qk−1 = 0 on κ and prove that Qk = 0 on κ. As Qk−1 = 0,
Green’s formula applied to Eq. 2.42 becomes∫
κ






Qkψhds = 0 (2.45)
Summing Eq. 2.42 and Eq. 2.45 with ψh = Qk implies∫
∂κ
∣∣∣~n · ~Ω∣∣∣Q2kds = 0 ∀k ≤ p (2.46)
which leads to Qk = 0 ∀k ≤ p on ∂κ.





dV = 0 (2.47)
and consequently, ~Ω · ~∇Qk = 0 on κ. Combining with Qk = 0 on ∂κ concludes the
proof.
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Lemma 2. Let w ∈ C∞(0, h) and πw a polynomial of degree p that interpolates w at
the roots of the Radau polynomial on (0, h). Then :









– Q−k (ξ) = Rp+1(ξ)rk−p−1(ξ) ∀k > p+ 1
with rk a polynomial of degree k
Proof 2. The interested reader is referred to (3) for the proof.
















Remark 1. The choice of the Radau polynomial type depends on the SN quadrature
direction. If Ωs > 0, a right-Radau polynomial is used for coordinate s (left-Radau
polynomial otherwise). Thus, we ensure that the polynomial is equal to 0 at the cor-
responding outflow boundary (Proposition 1).
Proof 3. Let us suppose that Eqs. 2.48 and 2.49 are satisfied on cells κX− and κ
Y
−.





























































Lemma 4 implies Qk = 0 ∀k ≤ p.
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By reorganizing the terms, Eq. 2.51 can be written
Qp+1(ξ, η) = Q˜p(ξ, η) + Qˇp+1(ξ, η) (2.52)












= βξRp+1(ξ) + βηRp+1(η) (2.53)








































(~n · ~Ω)Q−p+1ψhds = 0 (2.55)
















































Rp+1(η)dη = 0) (2.58)
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(~n · ~Ω)Q−p+1ψ+h ds = 0 (2.61)










Q˜pψhds = 0 (2.62)
Applying Lemma 4 on Eq. 2.62 implies Q˜p = 0.
Finally, Eq. 2.52 leads to Qp+1(ξ, η) = βξRp+1(ξ) + βηRp+1(η).
Let us prove by induction that ∀ψh ∈ V 2p−kh∫
κ
Qkψh = 0 ∀k ∈ Jp+ 1, 2p− 1K (2.63)
At the first step, Qp+1(ξ, η) = βξRp+1(ξ) + βηRp+1(η). Applying Lemma 5 gives
Eq. 2.63.
Let us suppose that
∫
κQk−1ψh = 0 ∀ψh ∈ V 2p+1−kh .





Q−k ψhdσ = 0 ∀ψh ∈ V2p−k k ∈ Jp+ 1, 2p− 1K










Qkψhds = 0 (2.64)














Qk~Ω · ~∇ψhdV = 0 ∀ψh ∈ V 2p+1−kh \ V 0h (2.66)
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QkψhdV = 0 ∀ψh ∈ V 2p−kh (2.67)
which guarantees Eq. 2.63 ∀ψh ∈ V 2p−kh .
Applying Eq. 2.64 with ψh = 1 leads to∫
∂κ+
(~n · ~Ω)Qkds = 0 ∀k ≤ 2p (2.68)
which concludes the proof.
2.4.3.2 Estimator computation
The result given by Theorem 9 is at the basis of the error estimator we propose in
this paper. The Taylor expansion of the error given by Eq. 2.48 is truncated in order




hkQk(ξ, η) ≈ hp+1Qp+1(ξ, η) = βξRp+1(ξ) + βηRp+1(η) (2.69)






By injecting Eq. 2.69 in the orthogonality relation (Eq. 2.33), a system satisfied by
the coefficients βξ and βη on a given cell is obtained. For a domain meshed with paral-
lelograms, this system is even decoupled and the two following equations are satisfied
(






S − ~ΩJ−1~∇φh − Σtφh
)
Rp+1(ξ)dξdη(










where J denotes the jacobian matrix from cell κ to κˆ.
Thereby, the estimator is easy and fast to compute which is the first requirement for
a useable estimator. The second one, its efficiency, is discussed in the following section.
2.4.3.3 Estimator efficiency
Establishing Theorem 9 requires the flux and source term to belong to C∞. Pitka¨ranta
proves (66) that the solution only belongs to H
3
2




regions are present within the domain. This lack of regularity can be due to the pro-
pagation of the interface between two different media across the characteristic lines
(25). To highlight this phenomenon and test our estimator in this case, we consider the
simplified test presented in Figure 2.17.
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Figure 2.17: Simplified test
configuration
The medium is non-scattering with a constant total
cross-section and no sources are imposed in D. A given
constant flux is applied at the inflow boundaries. In this
way, a pure transport problem has to be solved. The solu-
tion along a direction ~Ω is a decreasing exponential that
only depends on the distance between a point and the
boundary along ~Ω. It belongs to C∞ except across the
characteristic line where the first derivative is disconti-
nuous. As a S2 quadrature is used, the characteristic lines
correspond to the diagonals of the domain. The mesh is
decomposed uniformly into 40 × 40 cells. The polynomial basis order is set uniformly
equal to 1.
As the analytical solution of Eq. 2.27 is generally not known, a converged flux Φ
on a reference mesh (with fine cells and high polynomial order) is used as the reference
solution. The error in a given norm (for example L2) is defined as the difference between
the calculated flux φh and this reference solution Φ, i.e
‖e‖L2(D) = ‖Φ− φh‖L2(D) (2.72)
To determine the quality of the estimator we define the effectivity index (eff) as the





Ideally, the ratio should tend to 1 as h is reduced or p increased. Local quantities
‖e‖L2(κ) and effκ, naturally derived from Eqs. 2.72 and 2.73 are used in the following
to represent the error and the effectivity in each cell κ of the domain D.
Figure 2.18 (right) shows the local effectivity index in the whole domain. In regions
where the flux belongs to C∞, the effectivity index is close to 1 ( |eff− 1| ≤ 10−3 in
these regions). On the opposite, the error is largely underestimated near the characte-
ristic line. Actually, the entire proof relies on an important regularity hypothesis which
is not satisfied in this case. The first derivative of the solution is discontinuous due to
the geometry and particularly to the propagation of the corner of the domain along the
characteristic lines.
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Figure 2.18: Effectivity index in the conforming case for the MMS0 (left) and MMS1
(right)
The worst case scenario, with a discontinuous solution, can also be studied (Fi-
gure 2.18 (left)). To generate such a solution, the benchmark presented Figure 2.17 is
modified in order to use different incoming fluxes on the left and the bottom boundaries
(10 and 1 respectively). As in the previous case, the effectivity index is close to 1 where
the flux is regular. The region impacted by the lack of regularity is larger than in the
previous case but the overall behaviour is the same.
In real cases, such irregular regions are localized (interfaces between media, along
the characteristics) and their effects are attenuated thanks to scattering in such a way
that, even if the hypothesis of regularity is not fulfilled everywhere, the use of this
estimator can still be considered to drive an AMR process.
2.4.4 Estimator limitations for non-conforming meshes or different
orders
As recalled in the introduction, the a posteriori error estimation is used to lead the
refinement process. Even if we begin with a conforming mesh and uniform polynomial
basis order, the adaptive algorithm leads to non conforming meshes if h−refinement is
performed or different polynomial basis orders for the p−refinement case. This section
studies the properties that the estimator exhibits in these cases.
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2.4.4.1 Different polynomial basis orders
In the configuration Cp→p+1 given by Figure 2.19 (left), ψh ∈ V
p+1
h on κ but we have





































Figure 2.19: Configuration with a local increase of the basis order Cp→p+1 (left) and
decrease Cp+1→p (right)
In the configuration Cp+1→p given by Figure 2.19 (right), Q
−
p+1 = 0 on ∂κ
X
− and
∂κY− but ψh only belongs to V
p
h . The previous theorem holds but obtaining a higher
order convergence result is not possible because of Qp+1. Actually, the term of order











but Lemma 4 can not be applied because ψh only belongs to V
p
h and not V
p+1
h .
These results can be summarized in the following theorem
Theorem 2. Let us denote pX− (resp. p
Y
−) the polynomial basis order on ∂κ
X
− (resp.
∂κY−) and p the one in cell κ. Then, the error estimator in cell κ is given by





Let us consider the test case presented in Section 2.4.3.3 where the polynomial order
is changed in a given cell (marked with a cross in Figure 2.20 (left)) from 1 to 2.
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If Theorem 9 is used, the effectivity index is about 10−3 in the cell where the order
is equal to 2. Thanks to Theorem 2 the error is “only” underestimated by about a
factor 3. The cells located after the modified one, in the direction of ~Ω are also affected.
Actually, the error is decreased thanks to this upstream 2nd order cell but the estima-
tor is unchanged. It explains why the effectivity index becomes slightly lower than 1
downstream the marked cell.
Figure 2.20: Effectivity index in Cp→p+1 configuration (p + 1 in the cross-marked cell)
(left) and Cp+1→p (right) applying Theorem 9
On the opposite, if the polynomial order is decreased in one cell (2 everywhere
except in the marked cell in Figure 2.20 (right)), the error is largely underestimated
in all the cells located after the modified one along the direction ~Ω as presented in
Figure 2.20 (right). To understand this behaviour, the corresponding local L2(κ)-error
is presented in Figure 2.21 (left). The error in all the cells after the modified one in the
direction ~Ω exhibits the same order of magnitude as the error in the modified cell. The
deterioration of the solution in the marked cell is propagated along the characteristic
line. As stated by Theorem 9, the estimator is local and does not take into account the
modified cell. It explains such an important error in the estimation downstream the
cell with a lower polynomial order along the direction ~Ω.
The result given by Theorem 2 makes use of the polynomial order in the previous
cells to calculate the Radau polynomial order in the current one. It implies to pro-
pagate the Radau order to downstream cells by imposing the order on cell κ by
pκ = minκi∈Aκ pκi (Aκ defined in Section 2.4.2 ). Unfortunately, such a modification
impacts all the cells located after the modified one and not only those along the cha-
racteristic line (Figure 2.21 (right)). It deteriorates the estimator in the whole area Aκ
and is not useable for practical purposes.
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Figure 2.21: Local L2(κ)-Error (left) in Cp+1→p configuration (p in the cross-marked cell)






























Figure 2.22: Configuration with a local mesh coarsening Ch
2




In the configuration Ch
2




p+1 are equal to
0. In this way, there exists a polynomial of order (2p+2) that interpolates the boundary
error. We can neglect Q−p+1 from Qp+1. The previous demonstration holds and the term

















which leads to Qp+1 = βξRp+1(ξ) + βηRp+1(η)
The estimate of Theorem 9 remains valid in this case.
In the configuration Ch→h
2
given by Figure 2.22 (right), Q−p+1 is a Radau polyno-
mial of degree (p + 1) on the whole edge. On half an edge, it possesses only (p/2 + 1)
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roots and is no longer a Radau polynomial (with the variable change from [−1, 1] to
[−1, 0] (or [0, 1])). In this way, we can only assert that Q−k = 0 ∀k ∈ J0, p/2 + 1K and
then deduce thanks to Lemma 4 that Qk = 0 ∀k ∈ J0, p/2 + 1K. Thus, the error is
dominated by a polynomial of order p/2 + 2.
Figure 2.23: Effectivity index in Ch
2
→h (left) and Ch→h
2
configurations (right)
We proceed with the same tests for h−refinement than those done in Section 2.4.4.1
for p−enrichment. On Figure 2.23 (left), one cell is coarser than the other ones and,
on the opposite, on Figure 2.23 (right), one cell has been subdivised into 4 subcells. As
expected, no information is lost when passing from fine to coarse cells. The effectivity
index is still close to 1 in the coarse cell of Figure 2.23 (left). In the other case, the
effectivity index is no longer equal to 1 in the divided cell but also in the cells located
downstream along the direction ~Ω. Note however that this value is not far from 1 and
particularly, the deterioration induced by non-conformities is far less important than
the one induced by the lack of regularity.
Results obtained for h−refinement are similar to the ones presented for p−refinement
in Section 2.4.4.1. Decreasing (resp. increasing) the polynomial order in one cell is equi-
valent (in term of the impact on the effectivity index) to coarsening (resp. refining) one
cell ; the effectivity index is deteriorated similarly along the characteristic line.
2.4.5 Use for Adaptive Mesh Refinement
The shielding benchmark described in Figure 2.24 (left) was taken from (26). It
is a one-group problem with a S4 angular discretization. A unit source is uniformly
distributed in M1 and the cross-sections are given by Σt = 1 and Σs = 0.5. M2 is
a shielding material with Σt = 2 and Σs = 0.025. Concerning boundaries, reflection
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conditions are imposed on the left and bottom boundaries and void on the two other
ones. An important flux gradient is located at the interface between the two materials.
A representation of the angular reference flux in the direction ~Ω1 (diagonal direction







Figure 2.24: Shielding benchmark geometry (left) and Reference angular flux φ(~Ω1)
(right)
To justify the interest of the error estimator, an adaptation algorithm has been
implemented. The interested reader is referred to (51) for further details concerning
the implementation.
Figure 2.25: Refined mesh obtained
for the shielding benchmark (degrees
of freedom = 45801)
The estimator is expected to locate the
material interface and the characteristic lines
as discussed in Section 2.4.3.3 because of
the flux variation and trigger refinement in
these regions. Figure 2.25 shows a mesh
obtained after some refinements. As expec-
ted, the mesh is particularly refined near
the interface and along the characteristic
lines.
Theorem 9 gives an order of convergence
in O(hp+1) in a conforming mesh. In this way,
p−refinement seems better (at least asymptoti-
cally) than h−refinement. We have nevertheless
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to moderate this point when the solution is not regular. Figure 2.26 shows the L2 error


























Figure 2.26: Comparison of different refinement strategies
Obviously, an adaptive refinement strategy is better than the uniform one in any
case. Then, increasing the polynomial order seems more interesting than splitting cells.
In this simplified benchmark, p−enrichment reduces the computational cost more signi-
ficantly than h−refinement even if the flux exhibits a first order derivative discontinuity.






















Figure 2.27: Comparison of h−refinement with the estimated and real error (p = 2)
To estimate the efficiency of our estimator, the same refinement strategy is applied
but the error is no longer calculated with the estimator but with the real error as defined
by Eq. 2.72. Figure 2.27 compares the convergence for a fixed polynomial order equal
to 2. Results are similar except in the range between 1000 and 3000 degrees of freedom
where an interesting difference between the two curves can be noted. To explain this,
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let us compare the real and estimated error in Figure 2.28. Error and estimator are
very close except in the corner between the two media. As the error is underestimated
in this part, some cells are not marked for refinement. In particular, the cell where the
error is the biggest is not refined which explains the gap between the two curves in
Figure 2.27. This is directly related to the limitation of the estimator in region where
the flux is not regular.
Figure 2.28: Estimated (left) and real (error) error (degrees of freedom = 2871)
2.4.6 Conclusions
An error estimator has been derived for the SN neutron transport equation discreti-
zed by a Discontinuous Galerkin method. It is accurate as long as the flux is regular and
the mesh conforming. This work is a first step for the implementation of an adaptive
process in a transport code for production calculations in the framework of fast reactor
analysis.
The impact of non-conforming meshes and a variable polynomial basis order has
been studied theoretically and illustrated with numerical tests. Despite some limita-
tions, the estimator allows to build an efficient adaptation process. Further research
concerning the error estimation for non conforming meshes and, more importantly for
non regular solutions, is in progress.
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3Mode`le 2 : Syste`me hyberbolique
couple´
On a pour l’instant traite´ des mode`les simplifie´s afin de comprendre l’inte´reˆt des
me´thodes de raffinement pour l’e´quation de transport et d’analyser certaines proprie´te´s.
La discre´tisation e´nerge´tique e´tait re´alise´e avec un seul groupe ce qui n’est e´videmment
pas le cas dans les calculs de cœur. En introduisant la dimension e´nerge´tique, on
s’inte´resse au proble`me mode`le 2 :






Φ = ΦBC sur ∂D−
(3.1)
Remarque 3. Les notations “tilde” sont utilise´es afin d’avoir des notations cohe´rentes
avec Section 3.5.
Remarque 4. Notons bien que l’on s’est affranchi de la variable angulaire afin de
de´finir le proble`me mode`le 2. Ainsi, les estimateurs et l’erreur sont des quantite´s inde´pendantes













Les estimateurs d’erreur ont e´te´ de´rive´s sur Eq. 1.21 (mode`le 1) et ne prennent donc
pas en compte le couplage entre les groupes duˆ a` la matrice note´ C. Ils repre´sentent la
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ou` Φ̂ et Φ satisfont
Φ̂ = A˜ (CΦ+Q) (3.5)
Φ = A (CΦ+Q) (3.6)
avec A ope´rateur discret correspondant a` la discre´tisation de l’ope´rateur continu A˜
de´fini par Eq. 1.26.
L’estimateur n’est donc plus directement relie´ a` l’erreur mais on a :
e = Φ˜−Φ







La matrice C contient les diffe´rentes sections efficaces et A˜ la section efficace totale.
Ainsi, la somme des sections efficaces e´tant infe´rieure a` la section totale, on assure que
le rayon spectral de A˜C est infe´rieur a` 1. Alors, Eq. 3.7 implique :(
1− ρ(A˜C)
)




Si l’on raffine de sorte a` faire de´croitre le maximum de l’estimateur sur tous les
groupes graˆce a` Eq. 3.11, on assure la de´croissance de l’erreur et donc la convergence
du syste`me. On peut donc utiliser toutes les me´thodes vues pre´ce´demment afin de
conduire le raffinement sur un cas re´aliste. Cette comparaison est faite Section 3.1
sur le cas ZONA2B pre´sente´ Figure 1.4 avec 33 groupes e´nerge´tiques et 12 directions
spatiales (quadrature S4). On verra ensuite que l’allure de la solution est diffe´rente
suivant l’e´nergie et que l’on peut donc avoir inte´reˆt a` proposer des maillages spatiaux
diffe´rents suivant les groupes e´nerge´tiques. On modifiera alors les estimateurs pre´sente´s
Chapitre 2 afin de prendre en compte le couplage entre les groupes et de proposer une
discre´tisation spatiale diffe´rente suivant l’e´nergie tout en assurant la convergence.
Remarque 5. Toute l’e´tude the´orique est faite pour la re´solution d’un proble`me a`
source (proble`me mode`le 2). Par contre, les re´sultats sur ZONA2B sont extraits du
papier de la confe´rence M&C pre´sente´ en Annexe 3 et concernent donc un proble`me
aux valeurs propres. Meˆme si l’on ne posse`de pas de re´sultats the´oriques sur ce proble`me,
on a effectue´ le raffinement en prenant le maximum sur les groupes sans observer de
proble`me additionnel.
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3.1 Utilisation d’un seul maillage
Dans un premier temps, on utilise le meˆme maillage pour tous les groupes e´nerge´tiques.












Eq. 3.11 est l’e´quivalent d’Eq. 1.50 lorsque la discre´tisation e´nerge´tique comprend plu-
sieurs groupes. Elle nous donne un moyen de mener le raffinement lorsque le de´coupage
e´nerge´tique comprend plusieurs groupes. On peut donc tester les diffe´rentes strate´gies
pre´sente´es Section 2.2 sur un cas re´aliste (ZONA2B) et comparer les re´sultats aux

















Figure 3.1: Erreur sur le flux en norme L2 en
fonction de dof pour les strate´gies adaptatives
et uniformes sur le cas ZONA2B
Figure 3.1 pre´sente la convergence en
norme L2 en fonction des degre´s de li-
berte´ suivant la strate´gie utilise´e. Pour
les strate´gies adaptatives, ER est uti-
lise´ pour raffiner et la constante α
d’Eq. 3.11 est fixe´e a` 0.5.
Remarque 6. Nous avons vu Cha-
pitre 2 que l’estimateur EFV e´tait
plus adapte´ pour mener le raffinement.
L’utilisation de ER ici est due a` la
chronologie de la the`se. Nous avons
tout d’abord de´rive´ l’estimateur ER
pour faire du h− et du p−raffinement
puis l’estimateur EFV est venu plus
tard dans une logique de me´thodes plus
pre´cises dans les cas de faible re´gularite´
puis pour la mise en place de me´thodes
hp.
On note l’inte´reˆt des strate´gies adaptatives en comparaison au raffinement uniforme
ce qui montre que l’estimateur permet de bien localiser les zones ou` l’erreur est impor-
tante. Pour les diffe´rentes strate´gies adaptatives, on note comme dans les cas MMS,
l’inte´reˆt d’augmenter l’ordre au moins jusqu’a` deux avant de faire du h−raffinement et
l’avantage du p−raffinement pour de faibles valeurs de p.
On teste les diffe´rentes strate´gies hp sur ce cas. On repre´sente Figure 3.2 l’er-
reur pour diffe´rentes strate´gies hp. Les strate´gies a` 2 estimateurs pre´sente´es Table 2.1
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Figure 3.2: Erreur sur le flux en norme L2 en fonction de dof (gauche) et du temps
(droite) pour les strate´gies hp sur le cas ZONA2B
and 2.3, la me´thode basique (Table 2.2) et la me´thode type-parameter de´crite Sec-
tion 1.3.3 avec γ = 0.6. Si l’on voit clairement l’inte´reˆt d’augmenter l’ordre pour de
faibles valeurs de p rendant la strate´gie hp2E peu efficace, les autres crite`res permettant
de choisir entre h et p ont des performances proches. Finalement, dans les cas re´alistes,
une strate´gie basique paraˆıt suffisante afin de choisir entre les deux types de raffinement.
On peut aussi utiliser ce cas re´aliste pour mesurer les ame´liorations induites par les
strate´gies hp sur le temps de calcul (Figure 3.2 (droite)). Les conclusions sont assez si-
milaires a` celles faites en fonction de dof . On peut seulement noter que le p−raffinement
devient encore plus de´savantageux au regard du temps lorsque p devient trop grand. En
effet, une augmentation de l’ordre entraˆıne une augmentation de la taille des matrices
a` inverser sur chaque cellule alors qu’un raffinement en espace ne fait qu’augmenter
le nombre de syste`mes a` inverser. Ainsi, la de´pendance entre le temps et les dof est
the´oriquement line´aire pour le h−raffinement contrairement au p−raffinement.
Les conclusions sont identiques lorsque l’on conside`re un cas 3D (Figure 3.3). Le
surcouˆt duˆ au grandes valeurs de p est encore plus important particulie`rement au ni-
veau du temps de calcul. Un phe´nome`ne qui peut paraˆıtre surprenant est que le temps
de calcul du p−raffinement est e´quivalent avec adaptation ou avec un raffinement uni-
forme. Deux phe´nome`nes expliquent cette observation. Le maillage initial comporte
peu de mailles, du coup de nombreuses cellules sont raffine´es ce qui peut conduire a`
un comportement proche d’un raffinement uniforme. Cependant, en terme de degre´s
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de liberte´, le raffinement adaptatif e´tait tout de meˆme meilleur, il existe donc une
autre explication. Un aspect qui engendre un surcouˆt important pour les me´thodes
adaptatives sont les projections entre les cellules. En effet, a` mesure que l’e´cart entre
les ordres des cellules voisines augmente, le couˆt de projection de la trace augmente.
C’est une limite supple´mentaire du p−raffinement : ces performances sont fortement
de´pendantes du maillage et un maillage initial trop grossier induit des pertes de per-
formances en conduisant a` des ordres tre`s e´leve´s dans certains cellules. Pour obtenir le
maillage pre´sente´ Figure 1.4, on a cre´e´ une routine qui transforme le maillage conforme
traditionnellement utilise´ pour de´crire les cœurs (voir Section 3.5) en un maillage non-
conforme. Le maillage ainsi obtenu est le plus grossier possible afin de de´crire encore
la ge´ome´trie. Il est inte´ressant lorsqu’il est utilise´ avec des me´thodes de raffinement en



































Figure 3.3: Erreur sur le flux en norme L2 en fonction de dof (gauche) et du temps
(droite) pour les strate´gies hp sur le cas ZONA2B en 3D
3.2 Inte´reˆt de maillages spatiaux de´pendant de l’e´nergie
Figure 3.4 repre´sente le flux dans 2 zones e´nerge´tiques diffe´rentes pour le cas
ZONA2B. On remarque que l’allure du flux est totalement diffe´rente et qu’il n’y a
donc a priori aucune raison d’utiliser le meˆme maillage spatial. On peut donc penser
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Figure 3.4: Flux dans une zone thermique (gauche) et rapide (droite) pour le cas ZONA2B
On pre´sente Figure 3.5 la convergence sur le flux et la valeur propre keff si l’on raffine
en utilisant Eq. 3.12. Pour le flux, on ne remarque pas d’ame´lioration de la convergence
et c’est encore pire sur le keff ou` la convergence est de´grade´e. Cela est duˆ au fait que l’on
ne prend plus en compte le couplage entre les groupes pre´sente´ Eq. 3.8. Si l’approche
avec un seul maillage permettait de garantir la convergence graˆce au maximum sur les
groupes, ce n’est plus le cas maintenant. On ne peut donc pas utiliser directement nos
estimateurs pour mener un raffinement de´pendant de l’e´nergie.























Figure 3.5: Erreur sur le flux en norme L2 (gauche) et en re´activite´ (en pcm a` droite) en
fonction de dof sur le cas ZONA2B avec des maillages diffe´rents selon l’e´nergie
3.3 Estimateur de Radau sur le syste`me hyperbolique
La de´monstration de l’estimateur de Radau pour un syste`me hyperbolique est en
tout point similaire a` celle faite Section 2.4. Il faut cependant eˆtre vigilant lors du
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traitement de la variable angulaire. En effet, la forme du polynoˆme de Radau de´pend
de l’angle (en modifiant le signe entre Lp+1 et Lp). Ainsi la somme sur les directions
des polynoˆmes de Radau n’est plus un polynoˆme de Radau. On se retrouve donc oblige´
d’exprimer notre estimateur sur les deux coefficients de Legendre Lp+1 et Lp. Si l’esti-
mateur dans le groupe g et la direction n s’e´crit :
Egn(ξ, η) = β
n,g
ξ Rp+1(ξ) + β
n,g
η Rp+1(η) (3.13)
alors l’estimateur scalaire Eg = (Eg)g satisfait



















et des de´finitions analogues pour les βgη . En notation matricielle le Theore`me 9 s’e´crit :
Theore`me 5. Soit Φ solution de Eq. 3.1 et Φph solution du proble`me discret. Alors








Qp+1(ξ, η) = βξ1Lp+1(ξ)− βξ2Lp(ξ) + βη1Lp+1(η)− βη2Lp(η) (3.18)
ou` les βξi et βηi (i = 1, 2) sont des coefficients constants donne´s par Eq. 3.25.
De manie`re similaire au proble`me mode`le 1, on va conserver uniquement le terme
dominant et utiliser comme estimateur d’erreur Eph
E
p
h = βξ1Lp+1(ξ)− βξ2Lp(ξ) + βη1Lp+1(η)− βη2Lp(η) (3.19)
Pour obtenir les coefficients β, le processus est similaire a` celui pre´sente´ Section 2.4.


















n − φgn +AgnCφg)Rnp+1(η)dξdη (3.21)
73
3. MODE`LE 2 : SYSTE`ME HYBERBOLIQUE COUPLE´
On injecte alors la forme de l’estimateur dans ces e´quations pour obtenir :
βn,gξ +
2 |J |C
4 |Ωnx | J
−1




2 − sgn(Ωnx)βξ2 ‖Lp‖2
)
= Inξ (3.22)
et une e´quation similaire en η. On pre´sente ici comment obtenir l’estimateur dans la
direction ξ, le processus est le meˆme pour η. Pour obtenir les coefficients βξ1 et βξ2 ,
on somme Eq. 3.22 pour tous les n et on effectue la somme ponde´re´e par le signe de
Ωnξ . On obtient alors un syste`me d’e´quations couple´es :


















































Les coefficients ve´rifient βξ1 et βξ2 satisfont donc le syste`me :(
IG + 2 |J |D−1C ‖Lp+1‖2 2 |J |D−1s C ‖Lp‖2




































La quadrature utilise´e e´tant syme´trique, D−1s = 0. Ainsi, les coefficients βξ1 et βξ2 ne
sont pas lie´s. Ils ve´rifient :

(
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Remarque 7. Si C = 0, on retrouve le syste`me ve´rifie´ pour le proble`me mode`le 1. Il
n’y a plus de couplage entre les diffe´rents groupes d’e´nergie.
Il faut cependant noter que la me´thode n’est valable que lorsque les maillages sont
les meˆmes dans tous les groupes c’est-a`-dire pour la premie`re ite´ration. Apre`s, il serait
ne´cessaire de projeter les e´le´ments de la matrice de couplage sur les bases de Radau.
Dans Eq. 3.30 nous n’aurions plusC ‖Lp+1‖





−1 Lp+1(x)Lp+1(2x+1)dx. Mais nous avons vu sur le mode`le
1 (Chapitre 2) que l’estimateur de Radau est de´rive´ pour un maillage conforme. Il n’y
a donc pas de sens a` modifier la matrice de couplage vu que l’estimateur sans couplage
n’est plus valide.
Dans un premier temps, on se place dans le cadre exact du the´ore`me i.e. avec
le meˆme maillage dans chaque groupe et des sections inde´pendantes de l’espace. La
ge´ome´trie est identique au benchmark de protection du mode`le 1 (Figure 1.3) avec
une source constante Q = 10 dans M1 mais on travaille maintenant avec deux groupes
e´nerge´tiques. Les mate´riaux M1 et M2 sont identiques avec Σt = (11.5, 1.5) et Σs =
(1, 0; 10, 1) impliquant une forte de´pendance du groupe 2 au groupe 1. Le maillage spa-
tial est uniforme avec un pas h = 110 .
Un premier moyen de ve´rification de l’importance du couplage consiste a` re´e´crire
Eq. 3.7 sous la forme suivante :
e = A˜Ce+E (3.31)
e−E = A˜ (C (e−E) +CE) (3.32)
Ainsi, (e−E) est solution du proble`me initial avec comme terme source l’estimateur
d’erreur multiplie´ par la matrice de couplage CE. On commence donc par re´soudre
notre proble`me de protection
φ = A˜ (Cφ+Q) (3.33)
et a` calculer l’estimateur d’erreur E ainsi que l’erreur e. On re´sout ensuite le proble`me
donne´ par Eq. 3.32 avec l’estimateur d’erreur E du calcul initial servant de base au
calcul du terme source. Figure 3.6 gauche (resp. droite) repre´sente l’indice d’efficacite´
entre l’erreur e du proble`me de protection (Eq. 3.33) et l’erreur calcule´e a` partir de la
re´solution d’Eq. 3.32 (resp. ER obtenu par Eq. 3.30), eR obtenue en additionnant E
































Figure 3.6: Indice d’efficacite´ avec l’erreur estime´ par Eq. 3.32 et par Eq. 3.30
On observe que l’indice d’efficacite´ tend bien vers 1 et donc que eR tend vers e nous
assurant ainsi de la validite´ d’Eq. 3.32 pour estimer l’erreur couple´e.
Lorsque l’erreur est estime´e par Eq. 3.30 l’efficacite´ tend aussi vers 1 mais de manie`re
plus lente. Afin de voir les zones ou` l’erreur est le moins bien estime´e, on repre´sente
Figure 3.7 l’efficacite´ spatiale lorsque l’erreur est estime´e par Eq. 3.30 (la valeur 2 a e´te´
impose´e lorsque l’efficacite´ e´tait supe´rieure a` 2 pour des raisons de visibilite´). On avait
vu Section 2.4.5 que malgre´ les proble`mes lie´s a` la re´gularite´ de la solution, l’estimateur
de Radau permettait de mener efficacement le raffinement dans un cas de protection
a` un groupe. Ici, on remarque que l’indice d’efficacite´ est parfois assez e´loigne´ de 1,
en particulier a` l’interface entre la partie du domaine ou` l’on a impose´ une source et
le reste. Afin de mieux juger de l’inte´reˆt d’Eq. 3.30, Figure 3.8 est la repre´sentation
spatiale de l’erreur L2 et des estimateurs sans couplage E et estime´ par Eq. 3.30 dans
le groupe 2. On peut ainsi voir que la matrice de couplage permet a` l’estimateur de se
rapprocher de l’erreur. Ainsi, meˆme si l’on a vu Figure 3.6 que l’efficacite´ pouvait eˆtre
assez e´loigne´ de 1, l’utilisation d’Eq. 3.30 pour estimer l’erreur permet de se rapprocher
de l’erreur.
Ainsi, Eq. 3.32 est une bonne approximation de l’erreur. Mais bien suˆr cela ne
peut pas nous fournir une estimation viable de l’erreur. En effet, obtenir un estimateur
d’erreur par Eq. 3.32 implique la re´solution d’un proble`me de transport e´quivalent au
proble`me initial ce qui introduit un surcout important. Eq. 3.30 permet de se rappro-
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Figure 3.7: Repre´sentation spatiale de l’efficacite´ avec estimation d’erreur faite par
Eq. 3.30 dans le groupe 2
Figure 3.8: estimateur sans couplage (haut) dans le groupe 1 (gauche) et 2 (droite), erreur
L2 (en bas a` gauche), et erreur estime´e par Eq. 3.30 (en bas a` droite) pour le groupe 2
dans le cas de protection
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Figure 3.9: Convergence sur le cas de protection a` 2 groupes avec un seul mate´riau
(gauche) et deux mate´riaux diffe´rents (droite) avec et sans couplage
cher de l’erreur par rapport a` une me´thode ou` l’on ne prend pas en compte le couplage
mais le re´sultat est encore relativement e´loigne´ de la vraie erreur.
3.4 Adaptation de maillage de´pendante de l’e´nergie
Apre`s avoir vu comment estimer l’erreur dans le cas de la re´solution d’un syste`me
(proble`me mode`le 2), on cherche un moyen de mener efficacement le raffinement. Pour






ou` les matrices Cξ sont de´finies Eq. 3.30.
Dans notre exemple, cette fonction poids va permettre de donner de l’importance
au groupe 2 par rapport au groupe 1. Ainsi l’estimateur qui e´tait initialement plus
faible dans le groupe 2 (Figure 3.8 en haut) va devenir plus important, ce qui devrait




h =Wξ1βξ1Lp+1(ξ)−Wξ2βξ2Lp(ξ) +Wη1βη1Lp+1(η)−Wη2βη2Lp(η) (3.36)
On trace Figure 3.9 (gauche) la norme L2 de l’erreur sur le proble`me de protec-
tion a` deux groupes lorsque le raffinement est mene´ avec l’estimateur sans couplage
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ou avec l’estimateur modifie´ par la fonction poids (Eq. 3.36). Si les deux courbes sont
relativement proches initialement, on remarque que la prise en compte du couplage a`
travers une fonction poids nous permet d’ame´liorer le´ge`rement la convergence. Il reste
maintenant a` adapter ce re´sultat au cas re´aliste ZONA2B. Cela demande de prendre en
compte le fait que la matrice de couplage de´pende de l’espace via les sections efficaces.
On va alors rencontrer le meˆme proble`me que pour le mode`le 1 lorsque l’estimateur
devenait moins efficace de`s que le maillage devenait non conforme ou que l’ordre de
la base de polynoˆme n’e´tait plus uniforme. Apre`s la cellule impacte´e par les modifica-
tions, il s’en suivait une zone le long des lignes caracte´ristiques ou` l’indice d’efficacite´
de l’estimateur s’e´loignait de 1. En effet, la de´monstration de l’estimateur de Radau
e´tant faite par induction sur les cellules, toute modification en amont perturbe toutes
les cellules situe´es apre`s. Ainsi, de`s que les sections sont spatialement de´pendantes, il
faudrait de´river, si possible, un nouvel estimateur qui ferait certainement intervenir
toutes les matrices de couplage en amont. Pour voir ce proble`me, on a tout d’abord
utilise´ le meˆme cas test de protection que pre´ce´demment mais en mettant la matrice
de couplage a` ze´ro dans le mate´riau M2. Figure 3.9 (droite) repre´sente la norme L2 de
l’erreur dans ce cas. On remarque alors que la prise en compte du couplage ne permet
pas d’ame´liorer la convergence. Ainsi, l’approche propose´e est insuffisante pour les cas
he´te´roge`nes. On propose d’utiliser une fonction poids inde´pendante de l’espace.
Vu que l’on s’est affranchi des directions pour obtenir notre estimateur, la notion
de cellules amonts et avals n’a plus de sens. On propose donc une fonction poids qui
repre´sente le poids global d’un groupe sur les autres sans tenir compte des diffe´rences
spatiales. Pour cela, on homoge´ne´ise la matrice de couplage en faisant l’hypothe`se d’un
milieu infini homoge`ne ce qui nous ame`ne a` la matrice de couplage suivante :




et la fonction poids est obtenue comme pre´ce´demment en sommant sur les lignes.
Les nouvelles courbes de convergence en utilisant cette fonction poids sont repre´sente´es
Figure 3.10 en terme d’erreur L2 sur la solution et d’erreur sur la valeur propre du
syste`me. Dans les deux cas, on observe une nette ame´lioration de la convergence et
on voit l’inte´reˆt d’utiliser des maillages diffe´rents par groupes d’e´nergie. En effet, la
strate´gie initiale (sans couplage) amenait a` une convergence e´quivalente au cas a` un
seul maillage voire pire pour le keff . Meˆme si la me´thode propose´e pour prendre en
compte le couplage n’est certainement pas optimale, elle permet au moins de montrer
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Figure 3.10: Erreur L2 (gauche) et sur le keff en pcm (droite) avec ou sans prise en
compte du couplage sur le cas ZONA2B
l’inte´reˆt de l’approche multi-maillages pour la re´solution de l’e´quation de transport des
neutrons avec des gains importants notamment sur la convergence du flux.
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3.5 Article 2 : Adaptation de maillage sur un cas re´aliste
Cette partie est un proceeding de la confe´rence M&C qui s’est de´roule´ a` Rio de
Janeiro du 8 au 12 mai 2011 : D. Fournier, P. Archier, R. Le Tellier, C. Suteau, “Im-
provement of Neutronic Calculations on a MASURCA Core using Adaptive Mesh Re-
finement Capabilities”. Il pre´sente une analyse des diffe´rentes strate´gies de raffinement
sur un cas re´aliste issu d’un programme re´alise´ sur un re´acteur expe´rimental du CEA
Cadarache. L’estimateur de Radau de´fini Section 2.2.1 est utilise´ pour conduire le raf-
finement sur des cas 2D et 3D. Les enjeux lie´s a` un raffinement spatial diffe´rent par
groupe d’e´nergie (Section 3.2) sont e´galement aborde´s.
81
3. MODE`LE 2 : SYSTE`ME HYBERBOLIQUE COUPLE´
3.5.1 Introduction
A better knowledge of neutronic parameters for core calculations is required for the
design of new reactors. Improving the accuracy of the solution of the neutron transport
equation in a deterministic way increases the calculation time and the memory foot-
print. Despite the improvements of computational resources, the accuracy is not always
sufficient. In this paper, we propose to deal with this issue using Adaptive Mesh Refi-
nement (AMR) methods. The main idea is to create an optimal mesh i.e to minimize
the number of unknowns for a given accuracy.
To test such an approach, all numerical tests are done on the ZONA2B experimental
core configuration (30) of the MASURCA mock-up based at CEA Cadarache. Compa-
risons are done on some important neutronic parameters such as the flux, current or
multiplication factor in terms of the improvement in the number of unknowns but also
the calculation time. An exhaustive analysis is performed on the 2D benchmark and
its conclusions are confirmed on the 3D case.
Developments are made in the SNATCH solver (36) of the ERANOS code system
(79). Within this framework, the neutron transport equation is discretized successively
according to energy, angle and space. The treatment of the energy variable consisting
on a multigroup approach is followed by a discretization of the angular variable using
the discrete ordinates method (53). It results in a set of coupled first-order hyperbolic





























where ~Ωn is the direction related to the SN method, φ˜
g
n(~r) is the flux at position ~r in
the direction ~Ωn and the energy group g, Σ
g
t is the total cross-section in group g and
Sg
′→g
n′→n(~r) contains the sources resulting from scattering and fission.
The spatial scheme has been chosen in order to solve a local problem and to make
hp− refinement possible. A Discontinuous Galerkin Finite Element Method (DGFEM)
has been implemented. The domain is decomposed into a Cartesian grid which can be
non conforming in order to perform h−refinement. In each cell, the solution of Eq. 3.38
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is approximated on a hierarchical polynomial basis (82) allowing to perform easily
p−refinement.
This method has also been implemented in the XUTHOS code (71, 94) for unstruc-
tured triangular meshes. It highlights the interest of AMR to improve the calculation
time as well as the rate of convergence. To lead the refinement process, an error estima-
tor is necessary to select the regions to refine. The quality of this estimator determines
the performance of the AMR strategy. In this paper, a method developed in (3) and
applied in our framework in (35) is used. The estimator Egn considers the right hand
side of Eq. 3.39 as independent of the flux in other groups. It measures the distance


































where Hgn is an approximate operator of H˜
g
n (defined in Eq. 3.39).
















where α ∈ [0, 1] is fixed to 0.5 throughout this study and wn are the weights associated
to the angular discretization.
Moreover, in the present paper, we propose and test an AMR strategy depending
on the energy. Indeed, the spatial behavior of the flux on the different energy ranges is
different so that there is no reason to represent the solution on the same mesh in all














This paper is organized as follows. The core configuration used for this study is
presented in Section 3.5.2. Section 3.5.3 details the methodology used to compare the
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Figure 3.11: 2D conforming (left) and non conforming (right) mesh
different strategies of refinement. Results are then compared on various quantities of
interest in Section 3.5.4 for the 2D case and Section 3.5.5 for the 3D one.
3.5.2 The CIRANO ZONA2B Core : Conforming and Non Confor-
ming Description
The CIRANO experimental program was performed from 1994 to 1997 in order to
investigate the performances of steel reflected plutonium burning fast reactors. Several
core configurations were studied at the time (effect of fertile blankets, sodium voiding,
. . .). One of them, the ZONA2B configuration presented in Figure 3.11, is of particular
interest for this study, as the fertile blankets have been replaced by steel reflector. In
this case, the flux variations at the interfaces, especially between fuel and reflector,
are more important than in fast reactor configurations with fertile blankets. Due to
this large gradient term, obtaining a fine solution of Eq. 3.38 is more difficult than in
benchmarks with blankets.
The CIRANO ZONA2B derived benchmarks (the 2D and 3D versions) contain
three homogenized media denoted FUEL, NASS and STEEL in Figure 3.11. They
were obtained from ECCO cell calculations, a module of the ERANOS code system
(79). The FUEL medium is a mix of sodium and U/PuO2 fuel. The NASS is composed
of 3/4 of stainless steel and 1/4 of sodium. The STEEL is a shield made of steel.
Figure 3.11 (left) is the usual representation of the core using a conforming des-
cription of the geometry. Neutronic calculations are generally performed on this mesh
containing 529 cells. A routine has been written to transform Figure 3.11 (left) into
a non conforming description presented in Figure 3.11 (right). This algorithm starts
from the conforming description and gathers the cells containing the same material in
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a recursive way. Thus, it is possible to set the level of non-conformity (6 in Figure 3.11
(right)). Thanks to these non conforming capabilities, it requires no more than 34 cells
to represent the same core. This latter description is the initial mesh used for the
refinement procedures.
3.5.3 Error Calculation
The reference values i.e the converged quantities calculated on a fine mesh with
high polynomial order are denoted with a tilde notation. The different strategies are
compared in terms of the convergence on the different neutronic parameters.
The error in reactivity ǫρ is given by



















The error on the current ǫc is calculated at the interface Γ between two media












) ∣∣∣φ˜gn(~r)− φgn(~r)∣∣∣ d~Ωnds (3.47)
In the following, we use superscript to denote the strategy. For instance, ǫh,2f is the
error on the flux when h−refinement with a polynomial basis order p = 2 is performed.
To compare the different strategies, we monitor the convergence of these neutronic
parameters as a function of the number of degrees of freedom, denoted dof in the
following, and the calculation time. dof represents the number of unknowns induced
by the three discretizations
dof = nbGroups × nbDirections × nbCells × (p+ 1)d (3.48)
where nbGroups, nbDirections, nbCells represent respectively the number of energy
groups, angular directions and spatial cells. (p+1)d is the cell polynomial basis size at
order p in dimension d (d = 2 or 3).
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Three different parameters have been chosen because it allows to test different
aspects of the refinement process. The flux is the most natural one because it is the
quantity controlled by the error estimator with Eq. 3.40. Analyzing the convergence of
the reactivity is also important because this integral quantity is often the main interest
of neutronic calculations. Finally, the current at the core-reflector interface is more
sensitive to the local flux gradient and gives a finer analysis of the strategies.
3.5.4 Comparison of the Different Strategies on the 2D Case
3.5.4.1 Comparison of h− and p− Refinement Methods


















ERANOS Mesh Uniform pRefinement
ERANOS Mesh Uniform hRefinement (p=1)
ERANOS Mesh Uniform hRefinement (p=2)
Figure 3.12: Reactivity error as a function of dof for adaptive refinement strategies and
comparison with ERANOS mesh
Figure 3.12 shows the error on the reactivity as a function of the dof with dif-
ferent strategies. The dotted lines represent uniform refinement on conforming meshes.
Starting from the discretization presented in Figure 3.11 (left), all cells are h− or
p−refined. The other strategy starts from a non conforming mesh as described in Fi-
gure 3.11 (right) and the refinement is done locally using an error estimator on each cell.
Let us firstly note the interest of the initial mesh transformation (Figure 3.11 bet-
ween left and right) and of the AMR process. Obtaining an accuracy of 1 pcm with
h−refinement and p = 1 requires twice more degrees of freedom with the conforming ap-
proach than the non conforming one. It is even more than three times for ǫρ = 0.1 pcm
86
3.5 Article 2 : Adaptation de maillage sur un cas re´aliste
with a p−refinement strategy.
The convergence is slower using h−refinement with p = 1 than the two other stra-
tegies. At a given number of dof , the accuracy is at least one order of magnitude worst
than the same strategy with p = 2. ǫh,2ρ and ǫ
p
ρ have a similar behavior.
This first analysis on the reactivity shows the importance of transforming the ini-
tial mesh of Figure 3.11 (left) into a non conforming one (Figure 3.11 (right)). In the
following, adaptive and uniform strategies will be compared using the non conforming
mesh described in Figure 3.11 (right) as initial mesh.
Analyzing only the convergence of ǫρ is not sufficient to compare the different strate-
gies. The analysis of the flux error convergence is presented in Figure 3.13. Concerning
h−refinement, the interest of the AMR process is indisputable. Actually, it is clear
that some cells have to be more refined than others, particularly at interfaces. Whereas
finely refining the interface is easy with h−refinement, p−refinement strategy implies
the increase of the polynomial basis order in large cells. Most of the cells describing
the domain in the non conforming way have at least one edge located at a material
interface. Thus, adaptive and uniform p−refinements are nearly equivalent. It shows
the limitations of p−refinement starting from very coarse meshes.
The number of degrees of freedom represents the memory storage but is also linked
to the calculation time. As the time is not directly proportional to dof , Figure 3.13
(right) represents ǫf as a function of the time. The additional cost related to AMR
induced by the error estimation and the update of the different quantities between
two refinements represents less than 0.5% of the total time and can be neglected.
Consequently, AMR and uniform strategies can be compared in the same way.
Whereas, for h−refinement, the calculation time varies proportionally with dof ,
the dependency is more complicated for the p−refinement case. Actually, a linear sys-
tem has to be solved on each cell leading to inverse square matrices of size (p + 1)2.
As the complexity to inverse a matrix n × n is O(n3), the cost is O((p + 1)6). With
h−refinement, even if we have more and more cells, the size of the matrix is constant.
On the opposite, when p−refinement is performed, the cost increases as p6. It explains
the slowing down of the convergence when p increases too much.
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Figure 3.13: Flux error as a function of dof (left) and time (right) for adaptive and
uniform refinement strategies
To go further, the convergence of the current at the interface between fuel and
reflector is analyzed in Figure 3.14. In this region, the flux is less regular and an
important gradient is observed between the two materials. The analysis is quite similar
to the one performed on the reactivity but the difference between ǫh,2c and ǫ
p
c is more
pronounced. When the flux is non regular, h−refinement becomes more interesting
than p−refinement. Actually, the approximation of a function with non-continuous
first derivatives is better with a finer mesh than with a higher polynomial order. It
should nevertheless be noted that this analysis is highly-dependent on the initial mesh.
Starting from a finer mesh could improve the convergence of the p−refinement strategy.
The study of this 2D benchmark points out the advantage of the AMR method
and particularly of the h−refinement with p = 2 which exhibits a fast convergence for
various physical quantities. The p−refinement process seems interesting too, at least,
as long as p is not too large.
3.5.4.2 The Energy-dependent AMR
The flux behavior is drastically different depending on the energy. Whereas the fast
neutron flux is high in the FUEL and NASS regions, the thermal one is low. Thus,
there is no reason to use the same spatial discretization to represent the solution of
the transport equation. As the error estimator used to lead the refinement process is
energy-group-dependent, it allows to adapt the spatial meshes differently depending on
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Figure 3.14: Current error as a function of dof for adaptive and uniform refinement
strategies
the energy groups.
The basic idea is to have one spatial mesh per energy group but this strategy induces
an additional cost in memory footprint and calculation time. Actually, when the meshes
between groups are different, a projection of the source is necessary and the equation














where Πg′→g represents the L
2 projector from group g′ to g.
An intermediate option consists in joining some groups that will share the same
spatial mesh. In the following, the convergence has been studied using 1, 2, 6, 15 and
33 different spatial meshes. The gathering of the energy groups into macro-groups is
presented in Table 3.1.
The meshes obtained at the end of the refinement process with 6 different energy
meshes are presented in Figure 3.15. As expected, the FUEL regions and the FUEL-
NASS interface are finely discretized in macro-groups 1 and 2. For groups 3 to 5, FUEL
is less and less refined and, on the contrary, the mesh becomes finer at the NASS-STEEL
interface. In the last group, few neutrons are present and the final mesh is the coarsest.
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2 meshes {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16},
{17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33}
6 meshes {1, 2, 3, 4}, {5, 6, 7}, {8, 9, 10, 11, 12},
{13, 14, 15}, {16, 17, 18, 19, 20, 21}, {22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33}
15 meshes {1, 2}, {3, 4}, {5}, {6, 7}, {8, 9}, {10, 11}, {12, 13}, {14, 15},
{16, 17, 18}, {19, 20, 21}, {22, 23, 24, 25, 26, 27}, {28, 29, 30}, {31}, {32}, {33}
Table 3.1: Energy groups gathering
Figure 3.15: Final meshes obtained for macro-groups 1 to 6
The convergence is now compared depending on the number of different meshes
used. Figure 3.16 represents ǫρ as a function of the dof .
Results are far from the expected ones. At the beginning, as expected, the more
energy meshes, the faster the convergence occured. But after some refinement steps,
the convergence deteriorates and becomes worse than in the energy-independent case.
To explain this phenomenon, we have to detail the error estimator behavior. Using
the notations of Eqs. 3.39, 3.41 and 3.42, the error ǫgn can be written in terms of the
estimator Egn as
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ǫgn = φ˜
g
n − φgn (3.50)













The refinement is lead using the estimator Egn and does not take into account the
coupling terms between groups. If the meshes are the same in all the energy groups, by
using a criterion on the maximum error over all the groups (Eq. 3.44), this additional
error term is implicitely controlled. By considering different meshes per energy group,
the convergence is deteriorated because the coupling terms are not properly controlled.
To avoid this phenomenon, it would be necessary to relate the flux convergence in
groups where the energy mesh is different. This issue is currently under study.













Figure 3.16: Convergence with energy-dependent or independent meshes
3.5.5 Improvements in the 3D Case
The initial mesh of the 3D benchmark is presented in Figure 3.17 (left) with the
same color code as in Figure 3.11. Figure 3.17 (right) represents a mesh obtained after
some refinement steps. As expected, the most refined regions are the ones located at
interfaces and in particular at the FUEL/NASS one. In the STEEL regions, the mesh
is relatively coarse because the neutron density is low and the associated flux is regular.
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Figure 3.17: 3D initial non conforming mesh (left) and refined mesh (right)
This “visual” analysis is confirmed in Figure 3.18 comparing the convergence rate
of the reactivity depending on the dof . As in the 2D case, a first comparison is given
between the strategy based on the ERANOS mesh (extension of Figure 3.11 to 3D)
with uniform refinement to the adaptive strategy with the initial mesh presented in
Figure 3.17. Obtaining an error on the reactivity inferior to 1 pcm requires five times
more degrees of freedom in the uniform case than in the adaptive one for h−refinement
and even ten times for p−refinement. It highlights the importance of transforming




















ERANOS Mesh Uniform pRefinement
ERANOS Mesh Uniform hRefinement (p=2)
Figure 3.18: Reactivity as a function of dof for adaptive and uniform refinement strategies
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Figure 3.19: Flux error as a function of dof (left) and time (right) for adaptive and
uniform refinement strategies
In the following, the initial mesh for the uniform and adaptive strategies is the non
conforming one as depicted in Figure 3.17. Figure 3.19 (left) shows the convergence
of the flux as a regard of dof . Adaptive strategies converge faster than uniform ones
and p−refinement seems better than h−refinement with p = 2. This analysis has to
be completed by comparing the calculation times. Actually, in the 3D case, the cell
polynomial basis size is (p+1)3. The same reasoning as in the 2D case leads to a O(p9)
complexity to inverse a matrix. It can become time consuming to increase p even if the
number of dof remains reasonable.
The representation of the error on the flux as a regard of the calculation time can
be seen in Figure 3.19 (right). As long as p is “small” (less than 4), the size of the pro-
blem to solve stays reasonable and the time is proportional to dof . Beyond this limit,
the time increases rapidly with dof . Another aspect refers to the projections required
to pass from one cell to another if the orders are different. Actually, with the upwind
scheme, if a uniform polynomial basis is used, the incoming flux in a cell is a restric-
tion of the flux in the upstream cells. With different polynomial orders, a projection is
required. It explains why the uniform p−refinement is faster than the adaptive one for
the first refinement steps.
For the h−refinement, the time stays proportional to dof even after several refine-
ment steps. This strategy seems better adapted to obtain highly accurate solutions. On
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the opposite, p−refinement can be faster to obtain a less accurate result or an integral
quantity such as the reactivity.
3.5.6 Conclusions
In this paper, AMR capabilities have been presented on a benchmark derived from
the CIRANO ZONA2B experimental program in the MASURCA facility. Tests have
been performed in two and three dimensional cases in order to compare adaptive and
uniform strategies on different neutronic quantities of interest.
Adaptive algorithms lead to a decrease of the calculation time and memory foot-
print compared to uniform strategies. The benefit can be extremely important : for
example, at a given accuracy, the calculation time is divided by more than five on the
reactivity. However, results can greatly vary depending on the adaptive strategy used.
For the energy-independent approach, the different strategies are not equivalent.
Performing h−refinement with p = 1 is really inferior to the same approach with p = 2
in terms of the number of degrees of freedom or the calculation time. On the other
hand, the comparison between p− and h−refinement with p = 2 is less definitive. For
relatively small p, increasing the polynomial order seems to be the best approach. It
leads rapidly to accurate results, particularly for integral parameters such as the reacti-
vity. If a higher accuracy is required, the p−strategy becomes less interesting than the
h−refinement with p = 2. Even if dof are similar for the two strategies, increasing p
to high values implies to inverse large matrices leading to important calculation time.
On the opposite, the cost of h−refinement is proportional to dof leading to a faster
convergence than for p−refinement.
This analysis underlines the difficulty to find the best strategy in terms of calcula-
tion time or number of degrees of freedom. It explains the interest in the research of
hp−adaptive algorithms to optimize the number of unknowns. Such developments are
in progress (34).
Concerning the energy-dependent approach, results are not as interesting as ex-
pected. The problems due to the convergence of the source term clearly inhibit the
advantages of having a spatial discretization dependent on the energy. This work has





La re´solution de l’e´quation de transport des neutrons de manie`re de´terministe est
connue pour eˆtre couˆteuse en espace me´moire et en temps de calcul. Afin d’ame´liorer
ces aspects, nous avons propose´ de mettre en place des me´thodes d’adaptation hp.
L’inconnue de´pendant des variables e´nerge´tiques, angulaires et spatiales, nous devions
encore choisir le niveau le plus inte´ressant pour conduire l’adaptation. L’e´nergie est
traite´e par une approche multigroupe et l’angle discre´tise´ par une me´thode SN en-
traˆınant quelques dizaines a` quelques centaines de groupes et de directions. Au niveau
spatial, la discre´tisation par e´le´ments finis discontinus entraˆıne ge´ne´ralement de plu-
sieurs milliers a` quelques millions de degre´s de liberte´. Dans le cadre d’un solveur de
cœur avec des assemblages partiellement homoge´ne´ise´es, le maillage fin traditionnelle-
ment utilise´ pour repre´senter la ge´ome´trie peut eˆtre simplifie´. La ge´ome´trie peut ainsi
initialement eˆtre repre´sente´e avec quelques centaines de cellules ce qui laisse espe´rer
des gains importants graˆce aux me´thodes d’adaptation de maillage en espace.
Apre`s discre´tisations des variables e´nerge´tique et angulaire, on est ramene´ a` une
e´quation de transport-re´action. La mode´lisation du proble`me physique nous a permis
de savoir avec quelles hypothe`ses nous devions re´soudre cette e´quation et donc cher-
cher des estimateurs d’erreur pour guider le raffinement. Afin de rester dans le cadre
the´orique, nous avons utilise´ des cas simplifie´s mais repre´sentatifs des re´gularite´s ren-
contre´es dans les cas re´alistes. Ainsi, la the´orie pouvait eˆtre directement confronte´e a`
un cas nume´rique pour validation.
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Un premier estimateur d’erreur ER a e´te´ de´rive´ et teste´ nume´riquement. Il suppo-
sait des hypothe`ses de re´gularite´ supe´rieures a` celle de nos cas tests et nous avons pu
constater ces limites en particulier lorsque la solution n’e´tait pas continue. Nous avons
alors chercher un nouvel estimateur EDG avec des hypothe`ses plus faibles. Les premiers
travaux en ce sens ont e´te´ faits dans le cadre des volumes finis. Dans ce contexte, nous
avons prouve´ un estimateur EFV pour notre e´quation et avons utilise´ des travaux plus
re´cents pour en de´duire un nouveau, EDG, dans le cadre des e´le´ments finis discontinus.
Cet estimateur, avec des hypothe`ses minimales, a e´te´ analyse´ sur nos cas tests. En
comparant les diffe´rents termes le composant, on a pu montrer nume´riquement que son
terme dominant e´tait en fait l’estimateur EFV . EDG a permis de mener efficacement
le raffinement dans l’ensemble de nos cas entrainant des gains importants en terme de
degre´s de liberte´. Les premiers tests montraient l’inte´reˆt d’effectuer du p−raffinement
ou du h−raffinement mais avec un ordre au moins e´gal a` 2. Nous avons alors voulu
trouver un crite`re pour choisir de manie`re syste´matique entre h et p.
En comparant nos estimateurs ER et EDG nous avons trouve´ un crite`re pour choi-
sir entre les deux types de raffinement. Un comportement similaire indique´ une zone
ou` la solution e´tait re´gulie`re et on effectuait du p−raffinement ; dans le cas contraire
du h−raffinement e´tait fait. Cette strate´gie a e´te´ compare´e a` une autre trouve´e dans
la litte´rature mais aussi a` une troisie`me me´thode tre`s simple base´e sur une analyse
des vitesses de convergence. On a ainsi pu montrer que pour une certaine fonction
repre´sentant le couˆt du raffinement en terme de degre´s de liberte´, le p−raffinement e´tait
meilleur dans un re´gime pre´-asymptotique (valable au moins tant que p ≤ 4) alors que
le h−raffinement devenait plus inte´ressant dans la zone asymptotique. Ces 3 me´thodes
pour choisir entre les deux types de raffinement ont e´te´ teste´es sur nos cas simplifie´s
mais aussi sur des exemples plus re´alistes. Les re´sultats sont supe´rieurs aux strate´gies
effectuant uniquement du h− ou du p−raffinement mais les diffe´rentes strate´gies ont
un re´sultat e´quivalent. Ainsi, une me´thode basique effectuant du p−raffinement initia-
lement puis du h−raffinement paraˆıt eˆtre suffisante dans notre cas.
Effectuer des tests sur des cas re´alistes ne´cessitait de prendre en compte une di-
mension supple´mentaire : le proble`me e´nerge´tique. Dans un premier temps, nous avons
montre´ que si l’on voulait utiliser le meˆme maillage pour tous les groupes, il n’e´tait
pas ne´cessaire de prendre en compte le couplage existant entre les diffe´rents groupes
e´nerge´tiques. Cette premie`re approche nous a permis d’utiliser tous les enseignements
des cas simplifie´s pour l’e´tude d’un cœur. On a ainsi pu montrer tout l’inte´reˆt de cette
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proce´dure et les gains importants engendre´s tant en terme de degre´s de liberte´ que de
temps de calcul.
Cependant la solution e´tant tre`s diffe´rente suivant l’e´nergie, nous avons voulu faire
e´voluer diffe´remment le maillage selon les groupes. De`s lors, il est indispensable de
prendre en compte le couplage afin de continuer a` garantir la convergence du syste`me.
On a alors modifie´ nos estimateurs et teste´ diffe´rentes me´thodes sur des cas simplifie´s
et re´alistes. On montre ainsi l’inte´reˆt d’utiliser diffe´rents maillages mais aussi les dif-
ficulte´s associe´es a` cette approche. Une me´thode trop approximative peut conduire a`
de´grader la convergence et devenir moins rapide que la solution a` un seul maillage.
Cette the`se a donc permis d’e´tablir de manie`re rigoureuse des estimateurs d’erreurs
pour l’e´quation de transport en neutronique. Les estimateurs a priori nous ont permis
de connaˆıtre les vitesses de convergence attendues alors que ceux a posteriori servent a`
guider le raffinement. On a pu montrer des gains extreˆmement importants par rapport
aux me´thodes uniformes tant sur le flux que sur la valeur propre du syste`me (keff ).
4.2 Perspectives
Si l’utilisation des me´thodes de raffinement de maillage a permis de nombreuses
ame´liorations pour la re´solution de l’e´quation de transport des neutrons, elle a aussi
ouvert d’autres pistes constituant autant de perspectives a` plus ou moins long terme.
Tout d’abord, les 2 estimateurs que nous avons de´rive´s donnent des indications sur la
direction dans laquelle l’erreur est la plus importante. Nous n’avons pas utilise´ cette
information mais elle pourrait permettre de dire comment de´couper les cellules. La so-
lution e´tant relativement isotrope dans le cœur, le gain risque d’eˆtre limite´.
Les estimations d’erreur pourraient e´galement nous permettre de gagner en temps
de calcul en contraignant les diffe´rents niveaux d’ite´rations. En effet, la re´solution de
l’e´quation de transport des neutrons requiert 3 niveaux imbrique´s d’ite´rations. Pour
l’instant, l’adaptation est de´clenche´e lorsque le syste`me aux valeurs propres a converge´
pour une discre´tisation spatiale donne´e. De la meˆme manie`re que le raffinement est
effectue´ entre les diffe´rentes ite´rations externes, il pourrait eˆtre inte´ressant de ne pas
attendre la convergence comple`te des ite´rations internes avant de lancer le raffinement.
En effet, il est inutile de faire trop converger les ite´rations internes tant que les ex-
ternes n’ont pas converge´ et re´ciproquement une mauvaise convergence en interne peut
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empeˆcher la convergence du syste`me global. Pour controˆler ces deux aspects, il faut
effectuer une analyse d’erreur permettant de borner l’erreur globale compose´e des er-
reurs de discre´tisation et des ite´rations a` l’aide des re´sidus et d’un estimateur d’erreur
permettant d’e´valuer l’erreur de discre´tisation. Cela ne modifierait en rien la conver-
gence en terme de degre´s de liberte´ mais pourrait occasionner des gains de temps tre`s
importants. Dans les codes de neutronique, le temps de calcul est souvent diminue´ a`
l’aide de me´thodes d’acce´le´ration, comme l’acce´le´ration de la diffusion. Ce me´canisme
existe avec un solveur de diffusion DG acceptant des maillages non conformes et des
ordres de base de polynoˆmes diffe´rents (59). Il serait maintenant inte´ressant de voir l’in-
fluence de l’adaptation sur ces me´thodes tant d’un point de vue pratique que the´orique.
Un autre aspect extreˆmement inte´ressant consiste a` renverser le proble`me et a` uti-
liser des maillages e´nerge´tiques diffe´rents par zones d’espace. Une e´tude pre´liminaire
(68) a montre´ l’inte´reˆt que pouvait avoir une telle approche mais a aussi souleve´ de
nombreuses interrogations : types d’algorithmes (avec ou sans recouvrement), si recou-
vrement quelle valeur du flux utiliser dans la zone de recouvrement, comment garantir
la convergence de la me´thode. Le principal proble`me restant comment obtenir les sec-
tions efficaces du proble`me homoge´ne´ise´ avec couplage. Autant de questions dont les
re´ponses ouvriraient la voie vers un raffinement de maillage e´nerge´tique suivant les
zones d’espace.
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5Annexe 1 : Estimateur d’erreur
en discre´tisation volumes finis
Dans cette annexe, on de´montre le the´ore`me d’estimation d’erreur volume fini
(Theore`me 3) pre´sente´ Section 2.2.2. Pour simplifier l’e´criture, on se place en 2D mais
ce re´sultat s’e´tend au cas tridimensionnel. On conside`re tout d’abord l’e´quation de
transport re´solue sur un demi-plan infini :{
Ω · ∇u = 0
u(x, 0) = u0(x)
(5.1)
On peut re´e´crire Eq. 5.1 sous la forme :{
Ωxux +Ωyuy = 0
u(x, 0) = u0(x)
(5.2)
On suppose que :
– u0 ∈ L
∞(R) ∩BV (R× R⋆+)
– ∃Um, UM ∈ R t.q. Um ≤ u0 ≤ UM p.p.
– u ∈ BV (R× R⋆+)
La triangulation est note´e T et h = sup {diam(K),K ∈ T}. Les areˆtes sont note´es hXij
(resp. hYij) pour les areˆtes de la cellule K
j
i dans la direction X (resp. Y ).
La discre´tisation volumes finis (formulation upwind implicite) d’Eq. 5.2 sur la cellule


















La solution approche´e sur la cellule K est note´e uK et de´finie par :
uK(x, y) = u
j
i si (x, y) ∈ Ki,j (5.4)
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|uK(x, y)− κ|Ω∇φ(x, y)dxdy +Ωy
∫
R














|Ωxφx(x, y)| dλτ (x, y)
(5.5)
La mesure µτ est la mesure de la densite´ |u0(.)− uτ,0(.)| relativement a` la mesure
de Lebesgue, ou` uτ,0 est de´fini par uτ,0(x) = u
0
K , x ∈ K. Si u0 ∈ BV (R), alors il existe
D0, de´pendant uniquement de u0 tel que
µτ (R) ≤ D0h (5.6)
Pour tout R > 0 et T > 0, il existe C1 et C2 ne de´pendant que de Ω, u0 et R tels
que
ντ (B(0, R)) ≤ C1hY (5.7)
λτ (B(0, R)) ≤ C2hX (5.8)



















φ(x, y)dxdy = 0





























|uK(x, y)− κ|φy(x, y)dxdy −
∫
R


















∣∣∣uj+1i+1 − κ∣∣∣ ∫
∂KXi,j
(










(∣∣∣uj+1i+1 − κ∣∣∣ ∫
∂KXi,j
φ(x, yj+1)dx−
∣∣∣uji+1 − κ∣∣∣ ∫
∂KXi,j
φ(x, yj)dx+
∣∣∣uji+1 − κ∣∣∣ ∫
∂KXi,j
φ(x, yj)dx−














































(∣∣u0i+1 − κ∣∣− |u0 − κ|)φ(x, 0)dx (5.15)

























(∣∣u0i+1 − κ∣∣− |u0(x)− κ|)φ(x, 0)dx (5.16)






























(∣∣∣uj+1i+1 − κ∣∣∣φ(xi+1, y)− ∣∣∣uj+1i − κ∣∣∣φ(xi, y)
+










(∣∣∣uj+1i+1 − κ∣∣∣− ∣∣∣uj+1i − κ∣∣∣)φ(xi, y)dxdy (5.18)
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En additionnant Eqs. 5.16 et 5.19, on obtient a` l’aide de Lemme 3 :



































































∣∣∣uj+1i+1 − uj+1i ∣∣∣ ∫∫
Ki,j






|Ωyφy(x, y)| dν˜τ (x, y) +
∫
R






|Ωxφx(x, y)| dλ˜τ (x, y) (5.23)
On de´finit les mesures µτ , ντ et λτ par









∣∣∣uj+1i − uji ∣∣∣ ∫∫
Ki,j
ψ(x, y)dxdy (5.25)













|uK(x, y)− κ|Ω∇φ(x, y)dxdy +Ωy
∫
R














|Ωxφx(x, y)| dλτ (x, y)
(5.27)





≤ 4 |u|BV (R) hX by Lemme 1 (5.28)


























∣∣u0i+1 − u0i ∣∣
≤ 4R
∣∣∣∣ΩxΩy
∣∣∣∣ |u0|BV (R) hY car ∑
(i,j)∈τ2R
∣∣u0i+1 − u0i ∣∣ ≤ |u0|BV (R) (5.29)
De meˆme,
λτ,K (B(0, R)) ≤ 4R |u0|BV (R) hX (5.30)
Lemme 1.
‖u− uτ‖L1(R) ≤ 4h |u|BV (R) (5.31)
De´monstration. Voir (29) Lemme 6.8
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∣∣∣uj+1i+1 − κ∣∣∣− ∣∣∣uji+1 − κ∣∣∣
hYi,j
+Ωy
∣∣∣uj+1i+1 − κ∣∣∣− ∣∣∣uj+1i − κ∣∣∣
hXi,j
≤ 0 (5.32)












Notons a⊤b (resp. a⊥b) le maximum (resp. min) entre a and b. En remarquant que









uj+1i+1 − uj+1i ⊤κ
)
(5.34)
Comme κ = κ− ΩxΩy
hYi,j
hXi,j
























(∣∣∣uj+1i+1 − κ∣∣∣− ∣∣∣uj+1i − κ∣∣∣) (5.37)
ce qui termine la de´monstration.
Lemme 2. ∑
i∈Z
∣∣∣uj+1i+1 − uj+1i ∣∣∣ ≤∑
i∈Z
∣∣∣uji+1 − uji ∣∣∣ (5.38)


















































∣∣∣uj+1i − uj+1i−1 ∣∣∣+ hXi,j
hXi,j +
∣∣∣ΩxΩy ∣∣∣hYi,j
∣∣∣uji+1 − uji ∣∣∣ (5.40)
≤ λji
∣∣∣uj+1i − uj+1i−1 ∣∣∣+ (1− λji ) ∣∣∣uji+1 − uji ∣∣∣ avec 0 < λji < 1 (5.41)
Comme il s’agit d’une combinaison convexe, en sommant selon i, on obtient :∑
i∈Z
∣∣∣uj+1i+1 − uj+1i ∣∣∣ ≤∑
i∈Z
∣∣∣uji+1 − uji ∣∣∣ (5.42)
Theore`me 7. Soit u˜ ∈ L∞(R×R⋆+) tel que Um ≤ u˜ ≤ UM satisfaisant Eq. 5.5. Soit u
l’unique solution de Eq. 5.3. Alors, pour tout R > 0, il existe Ce ne de´pendant que de
R, Ω, u0 tel que∫∫
B(0,R)











|u˜(x, y)− κ|Ω∇φ(x, y)dxdy +
∫
R




















∣∣u(x′, y′)− κ∣∣Ω∇φ(x′, y′)dx′dy′ +Ωy ∫
R
∣∣u0(x′)− κ∣∣φ(x′, 0)dx′ ≥ 0 (5.45)
On de´finit alors le mollifier ρr ∈ C∞c (R,R) qui satisfait les proprie´te´s suivantes :
– ρ(x) ≥ 0 ∀x ∈ R
–
∫
R ρ(x)dx = 1
– ρ(x) = 0 ∀x ∈ R+
– r ≥ 1, ρr(x) = rρ(rx)
Soient ψ ∈ C∞c (R× R+,R) et φ : (R× R+)2 7→ R de´finis par :
φ(x, y, x′, y′) = ψ(x, y)ρr(x− x′)ρr(y − y′) (5.46)
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∣∣∣Ωx (ψx(x, y)ρr(x− x′) + ψ(x, y)ρ′r(x− x′)) ρ(y − y′)∣∣∣ dλτ,κ(x, y)dydy′
(5.47)








− ∣∣u(x′, y′)− u˜(x, y)∣∣ψ(x, y)(












∣∣u0(x′)− u˜(x, y)∣∣ψ(x, 0)ρr(x− x′)ρr(y)dxdydx′ ≥ 0 (5.48)
En ajoutant Eqs. 5.47 et 5.48, on obtient :























































∣∣∣Ωx (ψx(x, y)ρr(x− x′) + ψ(x, y)ρ′r(x− x′)) ρr(y − y′)∣∣∣ dλτ,κ(x, y)dx′dy′
= −E20 − E21 − E22 (5.52)
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∣∣∣∣u˜(x, y)− u(x′, y′)∣∣ ρr(y − y′)ρr(x− x′)






∣∣u˜(x, y)− u(x′, y′)∣∣ ρr(y − y′)ρr(x− x′)dxdydx′dy′
≤ (‖Ω∇ψ‖∞) ǫ(r, S) (5.53)
avec S = {(x, y) ∈ R× R+;ψ(x, y) 6= 0} et
ǫ(r, S) = sup
{
‖u− u(.+ η, .+ τ)‖L1(S) , |η| ≤
1
r








ρr(x− x′)ρr(y − y′)dx′dy′ = 1 (5.55)





Etude des termes de E2
– Terme E20
E20 ≤ |Ωy| ‖ψ‖∞ |S0|µ0(S0) (5.57)









∣∣∣Ωy (ψy(x, y)ρr(y − y′) + ψ(x, y)ρ′r(y − y′)) ρr(x− x′)∣∣∣ dντ,κ(x, y)dx′dy′
≤ |Ωy|
(









∣∣∣ψ(x, y)ρ′r(y − y′)ρr(x− x′)∣∣∣ dντ,κ(x, y)dx′dy′)
(5.58)
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De plus,






Et, ∣∣∣ρ′(rx)∣∣∣ ≤ 1
r
ρr(x) (5.60)
Alors, Eq. 5.58 devient
E21 ≤ |Ωy|
(
‖ψy‖∞ |S| ντ,κ(S) + ‖ψ‖∞ rντ,κ(S)
)
(5.61)
– De meˆme, E22 est borne´e par :
E22 ≤ |Ωy| (‖ψx‖∞ |S|λτ,κ(S) + ‖ψ‖∞ rλτ,κ(S)) (5.62)
Pour analyser E10 on conside`re la fonction test φ de´finie par :




En injectant cette fonction test dans Eq. 5.45 avec κ = u0(x) et en inte´grant par rapport
















∣∣u0(x′)− u0(x)∣∣ψ(x, 0)ρr(x− x′) ∫ ∞
0




























∣∣u0(x′)− u0(x)∣∣ dxdsdτ ≥ 0 (5.65)











∣∣u(x′, y′)− u0(x)∣∣ψ(x, 0)ρ′r(x−x′)ρr(−τ)dxdx′dy′dτ (5.67)
108





















∣∣u(x′, y′)− u0(x)∣∣ψx(x, 0)ρr(x− x′)ρr(−τ)dxdx′dy′dτ
(5.69)
≤ |Ωx| ‖ψx‖∞ |u|BV
r
(5.70)















|u0(y)− u0(x)|ψ(x, 0)ρ′r(x− x′)ρr(−τ)dxdx′dy′dτ
(5.72)




avec ǫ0(r, S0) = sup
{∫
S0

















∣∣u0(x′)− u0(x)∣∣ dxdx′dτ (5.75)
≤
|Ωy| ‖ψ‖∞ |u0|BV (R)
r
by Lemme 3 (5.76)















En combinant les bornes pour E11 (Eq. 5.78), E12 (Eq. 5.53), E2 (Eq. 5.57) et E10
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|u˜(x, y)− u(x, y)| dxdy ≤ C20µ0(S0)+ Cr
r
+C21rντ,κ(S)+C22rλτ,κ(S) (5.81)
On conclut en prenant r = 1√
ντ,κ(S)+λτ,κ(S)
.
Lemme 3. Soit u ∈ BVloc(R), p ∈ N⋆, c’est-a`-dire u ∈ L1loc(R) et la restriction de u a`
Ω appartient a` BV (Ω) pour tout sous-ensemble ouvert borne´ Ω de R.
Alors, pour tout sous-ensemble borne´ Ω de R et pour tout a > 0
‖u(., η)− u‖L1(Ω) ≤ |η| |u|BV (Ωa) , ∀η ∈ R, |η| ≤ a (5.82)
ou` Ωa = {x ∈ R; d(x,Ω) < a} et d(x,Ω) = inf {|x− y| , y ∈ Ω} est la distance de x a` Ω
De´monstration. Voir (29) Lemme 6.9
Theore`me 8. Les Theore`mes 6 et 7 impliquent directement :∫∫
B(0,R)
∣∣u(x, y)− u˜(x, y)∣∣ ≤ Ce√hX + hY (5.83)
Remarque 8. Le re´sultat reste valide si l’on rajoute le terme de re´action dans Eq. 5.1.
La de´monstration est identique et l’ajout de ce terme ne pose aucun proble`me supple´mentaire.
Remarque 9. Ce re´sultat a e´te´ de´montre´ dans le cadre d’un milieu semi-infini. Il
s’e´tend a` un domaine rectangulaire. Il suffit pour cela d’appliquer Theore`me 8 avec
comme condition aux limites :
u(x, 0) = uY0 (x− ΩyΩxx) sur ]−∞, 0]
u(x, 0) = uX0 (x) sur [0,∞[
(5.84)
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en discre´tisation Galerkin
discontinu
On de´montre ici le re´sultat d’estimation d’erreur Theore`me 4. On e´tudie l’e´quation
de transport-re´action du proble`me mode`le 1 (Chapitre 2) qui s’e´crit dans le cas du
demi-plan infini en dimension 2 :{
∇ · f(u) + cu = g dans R× R+
u(x, 0) = u0(x) sur R
(6.1)
On e´tudie le transport line´aire donc f = Ωu et on suppose que :
– u0 ∈ L
∞(R) ∩W 1,1(R)
– ∃Um, UM ∈ R t.q. Um ≤ u0 ≤ UM p.p.
– u ∈ L∞(R) ∩W 1,1(R)
– c fonction constante par morceaux
– g ∈ L∞(R) ∩W 1,1(R)
Une solution faible entropique d’Eq. 6.1 est une solution faible d’Eq. 6.1 qui ve´rifie























(u)φ ≤ 0 ∀φ ∈ C10 (R×R+,R+)
(6.2)
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GALERKIN DISCONTINU
L’entropie standard de Kruzkov S est donne´e par S(v) = S(v − k) = |v − k|. Pour




(6v2 − v4)/8 si |v| ≤ 1
|v| − 3/8 sinon













Le maillage est note´ T avec des volumes de controˆle Tj et h = sup {diam(K),K ∈ T}.
L’intersection entre Tj and Tl est note´ Sjl avec une normale oriente´e νjl. L’ensemble des
areˆtes voisines de Tj est note´ N(j). Les areˆtes entrantes (resp. sortantes) sont note´es
∂κ− (resp. ∂κ+).
Sur T, l’espace des polynoˆmes discontinus de degre´ infe´rieur ou e´gal a` p est
V ph =
{
vh ∈ BV (R× R+) s.t. vh Tj ∈ Pp , ∀Tj ∈ T
}
La discre´tisation Galerkin est obtenue en multipliant Eq. 6.1 par une fonction test
















Dans la formulation upwind, F est le flux nume´rique de´fini par (cf. Section 1.2.3) :








ou` uj est la solution a` l’inte´rieur de la cellule Tj et ul la valeur a` l’exte´rieur (provenant
de la cellule Tl).
Dans la suite, on note












Ainsi, Eq. 6.3 s’e´crit :
∑
l∈N(j)
〈fjl(uj , ul), vj〉Sjl − 〈f(uj),∇vj〉Tj + c〈uj , vj〉Tj = 〈gj , vj〉Tj ∀vj ∈ Pp, Tj ∈ T
Dans cette annexe, on prouve le re´sultat suivant inspire´ de (21) :
Theore`me 9. Soit uh solution de Eq. 6.3 et u de Eq. 6.1. On a l’estimation d’erreur
suivante :

















|Ω · νjl| |uj − ul|
η2,j = ‖uj − uj‖L∞(Tj)
∫
Tj






|Ω · νjl| |uj − ul|
Lemme 4. Soient (S, FS) une paire d’entropie re´gulie`re et uh solution de Eq. 6.3.
Alors
Ij = I1,j + I2,j + I3,j + I4,j = −Dj ≤ 0 (6.4)
avec, pour tout φ ∈ C10 (R× R+,R+),




〈Fjl(uj , ul)− FS(uj) · νjl, φj〉Sjl





















(s)ds + νjl · FS(α) un flux entropique
discret consistant avec FS.
De´monstration. On applique Eq. 6.3 avec vh = S
′
(uh)φh et on inte`gre par parties :
0 = 〈∇ · f(uj), S′(uj)φj〉Tj + cj〈uj , S
′






〈fjl(uj , ul), S′(uj)φj〉Sjl −
∑
l∈N(j)
〈f(uj) · νjl, S′(uj)φj〉Sjl (6.5)
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〈fjl(uj , ul)− f(uj) · νjl, S′(uj)φj〉Sjl
+ 〈∇ · f(uj) + cjuj − gj , S′(uj)φj〉Tj︸ ︷︷ ︸
I1,j

























































〈(Fjl(uj , ul)− FS(uj , uj)) · νjl, φj〉Sjl (6.9)
on obtient Eq. 6.4 en remarquant que Dj > 0 car S est convexe et le flux nume´rique
est monotone.
Lemme 5. Soient uh solution d’Eq. 6.3 et u d’Eq. 6.1. Alors, pour tout φ ∈ C10 (R ×
R+,R+),










































〈RS(uh), φ〉 ≥ 〈RS(uh), φ〉+
∑
j∈J












〈FS(uj , uj) · νjl, φ〉+
∑
j∈J
Ij en inte´grant par parties
≥ T1 + T2 + T3 + T4 en utilisant les notations de Lemme 4
Lemme 6. On a les estimations sur le re´sidu suivantes :















ou` les ηi,j sont definis au Theore`me 9.
De´monstration. On analyse les Ti, i = [1, 4] permettant de borner le re´sidu
– Terme T1
























































|Ω · νjl| |uj − ul| (6.20)
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|Ω · νjl| |uj − ul| (6.22)
On conclut en combinant les 4 bornes sur les Ti.
Lemma 4. Soient u ∈ L1loc(R× R+) solution de Eq. 6.1 et uh ∈ L1loc(R× R+). Soient
S(v) = S(v−k) = Sδ(v−k) l’entropie δ−re´gularise´e et FS(v) = FS(v−k) = FS,δ(v−k)
le flux entropique correspondant. Soit Ψ une fonction test non-ne´gative appartenant a`
C∞c (R

























) dx, ∀ k ∈ R (6.23)
ou` β0, β
j
H sont des fonctions dans L
1
loc(R × R+) non-ne´gatives, k−inde´pendante mais
e´ventuellement δ−de´pendante.
Soit ∆ > 0 fixe´, et Th =
⋃
j Tj une de´composition donne´e de R
d en e´le´ments Tj tels
que diam(Tj) ≤ ∆ et pour tout x ∈ Rd




∣∣∣Ψ(x′)∣∣∣ , ∣∣∣∣BjH( ∂Ψ∂xj )(x)






ou` C est une constante inde´pendante de Ψ et de Th.
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On a alors l’estimation suivante : pour tout x0 ∈ Rd, R > 0, avec M = Lip(f), on
a :∫
|x−x0|<R










avec B∆ = B(x0, R+ 2∆).
De´monstration. Soient Φ, ζ ∈ C∞c (Rd) deux fonctions non-ne´gatives et on de´finit :
φ(x, y) = Φ(x)ζ(x− y) (6.26)
On choisit Φ de sorte que toutes les composantes du gradient soient positives.






FS(uh(x), u(y)) · ∇φ(x, y)dydx−
∫
R×R+
(cuh − g)S′(uh, k)φdx ≤












De plus, en utilisant Eq. 6.26 pour φ :
FS(uh(x), u(y)) · ∇φ(x, y) + (c(x)uh(x)− g(x))S′(uh(x), u(y))φ(x, y)
= FS(uh(x), u(y)) · (∇xΦ(x)ζ(x− y) + Φ(x)∇xζ(x− y))
+ (c(x)uh(x)− g(x))S′(uh(x), u(y))Φ(x)ζ(x− y)
= − (FS(uh(x), u(y))− FS(u(y), uh(x))) · ∇yζ(x− y)Φ(x)










− FS(u(y), uh(x)) · ∇yζ(x− y)Φ(x)
− (c(x)uh(x)− g(x))S′(u(y), uh(x))Φ(x)ζ(x− y) (6.27)




















(c(x)uh(x)− g(x))Φ(x)ζ(x− y) (6.30)
= 0 car S
′
est une fonction paire (6.31)
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(v − w)ds =MS(v − w) (6.34)















|u(x)− u(y)| div(Φ(x))ζ(x− y)dydx︸ ︷︷ ︸
Rx
(6.35)




|uh(x)− u(x)| div(Φ(x))ζ(x− y)dydx ≤ Rβ +Rs +Rx (6.36)





|Rx| ≤ CMTV (u0)∆ (6.38)
ce qui termine la de´monstration.
De´monstration du Theore`me 9. Les Lemmes 5 et 6 montrent que uh satisfait les hy-












La de´finition de l’entropie S = Sδ donne
∥∥∥S′′∥∥∥ ≤ KSδ . Alors, Theore`me 9 se de´duit
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7Annexe 3 : Proceeding M&C,
me´thodes de raffinement hp
Cette partie est un proceeding de la confe´rence M&C qui s’est de´roule´ a` Rio de
Janeiro du 8 au 12 mai 2011 : D. Fournier, R. Le Tellier, R. Herbin, C. Suteau, “Analysis
of a hp-Refinement Method for Solving the Neutron Transport Equation using Two
Error Estimators”. On pre´sente ici des e´le´ments afin de choisir entre le raffinement en
espace et en ordre. Une analyse plus comple`te est a` lire dans (33).
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7.1 Introduction
Adaptive Mesh Refinement (AMR) method is increasingly used in various fields
(67) in order to improve convergence and/or reduce the computational efforts. This
is of particular interest for the simulation of cores with homogenized assemblies in
transport theory due to the dimensionality of the problem and embedded iterations
required to solve it. Actually, once this equation has been discretized according to the
energy with a multigroup approach and to the angle by a discrete ordinate method, a
set of coupled transport equations has to be solved. The flux φgn in the group g and















where Σgt is the total cross-section in group g and Q
g′→g
n′→n(~r) is the neutron source
containing the sources resulting from scattering and fission. In the following, the energy
g and angular n indices are omitted unless necessary for the sake of clarity.
To enable hp− refinement process, a Discontinuous Galerkin Finite Element Method
(DGFEM) is implemented. The domain is decomposed into a Cartesian grid which can
be non-conforming, i.e. a node can be located on an edge (or a face in 3D), in order to
perform h−refinement. In each cell, the solution of Eq. 7.1 is approximated on a hie-
rarchical polynomial basis (82) allowing to easily implement p−refinement. A criterion
for the choice between the two types of refinement has to be addressed.
An approach has been proposed in (91) for the multigroup diffusion equations. Wang
and coworkers compared the flux φh,p with the flux φh
2
,p+1 obtained by increasing the
polynomial basis order and dividing the mesh size. This method leads to an exponen-
tial rate of convergence but requires the computation of two numerical solutions. Prior
to this work, Bey proposed hp−methods based on mesh-dependent norms (13) and
Houston used the dual problem in order to perform hp−refinement to minimize a given
functional (41).
In this work, we want to avoid the calculation of additional numerical solutions and
to use the regularity of the solution in order to choose between h− and p−refinement.
In (19), Cockburn shows that the L2−norm of the error converges as O (hmin(p+1,s)),
where h is related to the mesh size, p is the polynomial basis order and s the regularity
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of the solution (φ ∈ Hs). An illustration of this theoretical bound is discussed in Sec-
tion 7.2 in order to study the impact of both types of refinements on the convergence for
analytically discontinuous solutions and continuous solutions with non-continuous first
derivatives. These two cases encompasses the regularity conditions encountered in real
core calculations. As regularity seems important to control the rate of convergence, two
estimators are used in the following. The first one (3), presented in Section 7.3, requires
high regularity hypotheses whereas the finite volume inspired estimator described in
Section 7.4 is derived without any regularity assumptions. Their comparison is done
in Section 7.5 leading to strategies to choose between h− and p−refinement which are
then tested and compared in Section 7.6.
7.2 Analysis of Refinement Strategies
Considering a given group g and angular direction n, the spatial error ep,h is defined
as the difference between the exact solution Φ and the computed one φh in the V
p
h−space
ep,h = Φ− φh with φh ∈ V ph =
{
v ∈ L2(D) s.t. ∀κ, v κ ∈ Qp
}
(7.2)
where Qp denotes the space of polynomial of degree at most p.
The convergence analysis is performed as a function of the number of degrees of
freedom dof . If the spatial mesh is decomposed into parallelograms κ and φh κ ∈ Qp ,






where pκ represents the polynomial basis order on cell κ and D ⊂ Rd (d = 2, 3) is the
complete spatial mesh. We shall also analyze the influence of the refinement strategy
on the computational time for some numerical cases. The relationship between dof and
time is generally not possible to establish in a general framework.
We denote by ǫp,h the L
2−norm of ep,h and analyze its convergence versus dof
when h− or p−refinements are performed. The comparison is done on benchmarks with
solutions of escalating degrees of smoothness obtained in the framework of the Method
of Manufactured Solutions (MMS) (54). The domain contains only one medium with
Σt = 1 and Σs = 0. Two configurations are of particular interest :
– The MMS0 benchmark generates non continuous solutions. It corresponds to the
regularity obtained for cores with embedded void regions. It is obtained by im-
posing a discontinuous flux at incoming boundaries, leading to a discontinuous
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solution along the characteristic lines. As an S2 quadrature is used, the charac-
teristics are the two diagonal lines.
– The MMS1 benchmark generates continuous solutions but with discontinuous
first derivatives by imposing a constant incoming flux. As for the MMS0, the
non-regularity is located on the characteristic lines. This case is of particular
interest because the regularity of the solution is near from the one observed in
real core configurations.
As mentionned in the introduction, assuming that Φ belongs to Hs, Richter (77)






This result was verified in (93) for variants of Larsen’s test case. They showed that
the rate of convergence is limited by the regularity except if the mesh is aligned with
singularities. In this last case, a hp+1 convergence is observed. In this section, an ana-
lysis of the behavior of the error depending on h and p is performed to understand the
results of hp−methods.
In the MMS0 or MMS1 context, as s is respectively equal to 1/2 and 3/2, Eq. 7.4















This result can be verified numerically on the MMS0 and MMS1 benchmarks by
representing ǫp,h(κ) on one diagonal cell as a function of the dof as shown in Figure 7.1.
As the flux minimum regularity is located on the diagonals, it is equivalent to study this
cell or the whole domain. The slope is independent of p and is equal to 14 (resp.
3
4) for
the MMS0 (resp. MMS1) case as expected by Eq. 7.6. As the power of h is limited by s,
one may consider that increasing the polynomial basis order is useless to improve the
accuracy of the solution. However, as the value of the parameter Cp strongly depends
on p, this previous assumption has to be adapted.
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Figure 7.1: L2−error for the MMS0 (left) and MMS1 (right) benchmark with uniform
refinement
To compare the different strategies, we use a quantity of interest representing the










The larger this quantity is, the better the strategy. In particular, p−refinement is
better than h−refinement according to this quantity if
Jp→p+1,h > Jp,h→h/2 (7.8)
Inserting Eq. 7.5 in Eq. 7.8 leads to
|log(Cp+1hs)− log(Cphs)|
log(h−d(p+ 2)d)− log(h−d(p+ 1)d) >
∣∣∣log (Cp (h2 )s)− log (Cphs)∣∣∣














The left and right side of Eq. 7.11 for the MMS0 and MMS1 benchmarks in the
2D-case are represented in Figure 7.2. While p ≤ 4, p−refinement is the best strategy.
Beyond this value, performing h− or p−refinement is quite equivalent. Thus, if the
quality of the strategy is only analysed in terms of dof , p−refinement may always be
selected.
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Figure 7.2: Cp+1 and Cpγp,s coefficients as a function of p for the MMS0 (left) and MMS1
(right) benchmarks
A finer analysis is performed to analyse the relationship between Cp and p. In
Figure 7.3, the logarithm of Cp is plotted against the logarithm of p for the MMS0 and




where β is an h and p independent constant.


















) = f(p) (7.14)
f is an increasing function which rapidly tends to its asymptotic value of 1 (f(5) ≈
0.85). This is consistent with Figure 7.2.
This analysis, performed for uniform refinements, gives a first interesting conclusion
for selecting between h− and p−refinements. Despite the lack of regularity of the solu-
tion, performing p−refinement seems to be a better strategy for small p values. When
p becomes larger (≥ 4), h−refinement may be preferred in regions where the flux is less
regular in particular to limit the increase of the computational cost. To choose the best
strategy, two estimators with a different behavior regarding the solution regularity are
now presented and compared.
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Figure 7.3: Cp versus p curvefitting in the MMS0 benchmark
7.3 Radau Estimator
This estimator was derived in (3) for a conforming mesh with a uniform polynomial
basis order. The proof requires the decomposition of the flux in a Taylor-serie which
implies that the flux is analytical (and in particular belongs to C∞). This estimator is
based on the Radau polynomials Rp+1 defined by
Rp+1(s) = Lp+1(s)− sgn(Ωs)Lp(s) (7.15)
where Lp is the Legendre polynomial of order p and sgn is the sign function.
If Φ is the exact solution of Eq. 7.1 and φ the approximate one, then the local error




hkQk(x, y) with Qp+1(x, y) = βxRp+1(x) + βyRp+1(y) (7.16)
The estimator Er is obtained by neglecting the terms of order greater than (p+ 1)
i.e.
Er = βxRp+1(x) + βyRp+1(y) (7.17)
where βx and βy are the solutions of
(






Qgn − ~Ω · ~∇φ− Σtφ
)
Rp+1(x)dxdy(










Computing such an estimator only requires to project the residual on a given po-
lynomial basis. The calculation is done locally (cell by cell) for each energy group and
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each direction. Thereby, it is easy and fast to compute. Besides, it is efficient, i.e. its
behavior is close to the real error, when the solution is regular (35). This latter reference
also contains an analysis of the impact of non-conformities, non uniform polynomial
basis order and regularity on this estimator.
7.4 Finite Volume Inspired Estimator
Eymard and coworkers (28) proved the existence and uniqueness of the approximate
finite volume solution and derived an error estimate for a general transport equation.
This estimate which only depends on the approximate solution was used to drive a
refinement process in (47) and extended to a Finite Element Method in (62).
It assumes a low regularity on the flux which should only belong to the space of
functions with bounded variation (BV). In our context, the estimator is the overall




|φκ − φbottom| dx+ |Ωx|
∫
∂κy
|φκ − φleft| dy (7.19)







in the FV context
This estimator is also easy and fast to compute and gives a
good indication on the regularity of the solution by measuring
the jump of the solution between two cells.
Finally, note that the extension of the two estimators to
the three dimensional case is straightforward.
7.5 Comparison of the Two Estimators
The main goal of this paper is to find a way to com-
bine the two estimators in order to choose between h− and
p−refinement. If the solution is regular, the two estimators
should exhibit the same behavior and p−refinement is prefer-
red. On the opposite, when the regularity hypotheses required
by Er are not satisfied, differences should appear and h−refinement has certainly to
be performed, at least for large values of p in order to reduce the computational cost
as explained in Section 7.2. To validate these ideas and to find a strategy to choose
between the two types of refinement, the estimators are compared on the MMS0 and
MMS1 benchmarks.
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To make possible the comparison, the two error estimators Er and EFV are normali-
zed to their maximum. In the following, tilde-notation is used for normalized quantities.
Their behaviors are compared with a local L1−error norm between the calculated so-












where wn are the angular quadrature weights. The refinement process is then driven
by such a quantity in order to keep the same spatial mesh for all directions.
Starting from a uniform mesh with a constant polynomial basis order equal to 1,




EFVi with α ∈ [0, 1] (7.22)
For this study, we choose α = 0.9 in order to slowly refine the mesh. In this section,
the polynomial order is fixed to 1. Modifying this order does not change the conclusions
presented in the following. At each step, the estimators and the real error are compared.
7.5.1 Comparison on the MMS0 Benchmark
The behavior of the two estimators and the real error is presented in Figure 7.5 for
the initial mesh and after 6 refinement steps.
As the solution is discontinuous accross the diagonals, its representation is more
difficult in this region. It explains why the error ǫL1 is located along the characteristic
lines. The estimators are expected to have the same behavior and locate the disconti-
nuities in order to refine these parts.
EFV locates the error on the characteristic lines. It begins by refining the corners
(cells with the larger error in Figure 7.5 (top right)) and then progresses along the dia-
gonals (Figure 7.5 (bottom right)). On the opposite, the behavior of Er is not correct.
Figure 7.5 for Er (middle) show that the most important errors are located just above
and below the characteristics but not along these lines. Leading the refinement with
such an estimator for a discontinuous solution gives an unadapted final mesh as shown
in Figure 7.6 (right) contrary to the one obtained with EFV (Figure 7.6 (left)).
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Figure 7.5: Comparaison de E˜DG (gauche), ER (milieu) et ǫL1 (droite) sur le cas MMS0
avec 64 (haut) et 832 (bas) cellules
This first benchmark gives us some indications in order to perform hp−refinement.
In the cells where the solution is discontinuous, cells are tagged to be refined by EFV
but not by Er. In this case, h−refinement has to be done. If cells are only tagged by Er,
e.g. the cells located above and below the diagonals, the relative error (normalized by
the maximum) is probably made high by the maximum that is poorly approximated.
In this case, the cell is not modified at this step.
7.5.2 Comparison on the MMS1 Benchmark
The estimators and the real error are compared in Figure 7.7 for this benchmark
with a non-continuous first derivative solution.
Even if it is only the first derivative of the solution that is discontinuous, the maxi-
mum error is still located along the characteristic lines (Figure 7.7 (right)). The beha-
viors of the two estimators are closer than in the MMS0 benchmark. Particularly for the
conforming mesh, it is difficult to distinguish between the two estimators (Figure 7.7
left and middle). It means that the solution is sufficiently regular to make Er and EFV
equivalent. In this case, p−refinement could be performed.
Figure 7.7 (middle) lead to the same conclusion than MMS0. As Er underestimates
the error in some parts, it could lead to refine some cells where the real error is not
important. Actually, due to non-conformities, the error on the diagonal cells is unde-
restimated, as the error is normalized by the poorly approximated maximum, it leads
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Figure 7.6: Mesh obtained when refining with EFV (left) and Er (right) (724 cells)
Figure 7.7: E˜r, E˜r and ǫ˜L1 with 256 cells and 460 cells
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to an artificial increase of the error in regions where the flux is regular. If the mesh
presented in Figure 7.7 (middle) is refined according to Er, it leads to select many cells
outside the diagonal lines where the real error ǫL1 is low. On the opposite, a refinement
according to EFV chooses the cells on the characteristic lines where ǫL1 is the most
important.
The analysis of these two benchmarks confirms the choice of EFV to lead the re-
finement process. The estimator Er can be used to give additional information about
the regularity of the solution in a given region when compared to EFV . It leads to
two strategies for the hp−refinement summarized in Table 7.1 and 7.2. The first one is
only based on the analysis of the two estimators, the second one takes into account the
remarks made in Section 7.2, that is, to perform p−refinement for p ≤ 4.
Er > criterion Er < criterion
EFV > criterion p−refinement h−refinement
EFV < criterion wait no refinement required
Table 7.1: First refinement strategy (hp1−strategy)
Er > criterion Er < criterion & p ≤ 4 Er < criterion & p > 4
EFV > criterion p−refinement p−refinement h−refinement
EFV < criterion wait no refinement required no refinement required
Table 7.2: Second refinement strategy (hp2−strategy)
7.6 HP-Refinement Strategy
The strategies presented in Table 7.1 and 7.2 are implemented and tested on the
MMS0 and MMS1 benchmarks. The representation of ǫp,h as a function of dof for
the different refinement strategies on the MMS0 (resp. MMS1) benchmark is given in
Figure 7.8 (resp. Figure 7.9). Two regions can be distinguished in these Figures.
While dof ≤ 2000, p−refinement is the best strategy. As explained in Section 7.2,
it is more efficient to increase p and therefore decrease Cp at the beginning than to
split the mesh. Surprisingly, both proposed hp−strategies are less efficient. With the
hp1−strategy, as the solution is discontinuous, h−refinement is often performed. For the
MMS0 benchmark, it is the case from the points 0 to 1 (referring to the numbered points


























































Figure 7.8: L2−error versus dof (left) and time (right) for the MMS0 benchmark with
different refinement strategies
As detailed in Section 7.2, even if the solution is non-regular, p−refinement converges
faster for small values of p. The improvement obtained with the hp2−algorithm is clear.
Up to point 1, only p−refinement is performed, leading to the best convergence rate.
Then the refinement progresses by alternating h−refinement (from 1 to 2, 3 to 4, 5 to
6 with the same convergence slope than the exclusive h−methods) and p−refinement
(from 2 to 3 and 4 to 5), leading to the same accuracy as the exclusive p−refinement
method for dof ≈ 2000. Thus, the order of the polynomial basis and therefore the
computational cost has been limited without damaging the convergence.
The analysis becomes different for dof larger than 2000. p−refinement converges
more slowly, becoming less interesting than all the other strategies. This result is sur-
prising as a regard of Eq. 7.13. For uniform refinement, the logarithm of the error
converges proportionnaly to the logarithm of p and it is no more the case in the adap-
tation process. Actually, the estimator tends to refine more than expected the corner
cells (Figure 7.9 (left)) and not enough the central ones where the error is underesti-
mated. For large values of p, this phenomenon is more important and, at each step,
only corner cells are refined. The choice of α close to 1 exacerbates the effect as only
few cells are selected to be refined : a bad estimation of the maximum error location
can lead to a very poor adaptive process. It is still an open problem to understand the
bad behavior of the estimator for large values of p.
On the opposite of p−methods, h−refinement has a constant convergence rate which
is equal to the regularity of the solution. If such strategies are less interesting for a
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Figure 7.9: L2−error versus dof (left) and time (right) for the MMS1 benchmark with
different refinement strategies
small number of dof because of the decay of Cp with p, they unconditionally ensure
the convergence. A combination of the h and p strategies in the hp2−method is really
efficient. Actually, we combine the advantages of p−refinement at the beginning to
decrease the value of Cp and then ensure a constant rate of decay. This analysis remains
valid regarding the calculation time (Figure 7.8 (left)). Therefore, problems due to
large values of p are enhanced and the performance of hp2 method is confirmed. The
interested reader is referred to (32) for further illustrations of the relationship between
time and dof .
The conclusions are quite similar for the MMS1 benchmark. The behavior of p−refinement
is the same and h−refinement with p = 1 is less efficient compared to other strategies
than for the MMS0 benchmark. The two hp−strategies and the h−refinement with
p = 2 are equivalent. An other interesting aspect is the oscillation in the convergence
of the h−refinement with p = 1 observed in Figure 7.9 (right). This phenomenon is
related to the choice of the constant α in Eq. 7.22. To compare more precisely the
different strategies, α is chosen close to 1 which can cause instabilities. The proper
choice of α is still an open problem not only from the spatial AMR point of view but
also in a larger perspective. Indeed, Eq. 7.1 has to be solved for each energy group and
each direction and the source-flux coupling implies embedded iterations. The choice of
α may be linked to the global convergence of the transport solution and related to the




We have presented different ways to perform hp−adaptive refinement for the neu-
tron transport equation. The first one is solely based on the comparison of the two error
estimators, EFV and Er, in order to choose between h− or p−strategy. This approach
relies on the theoretical order of convergence of the computed solution which is limited
by the regularity of the solution. However, this analysis is partial because it considers
only the asymptotic convergence rate and not the behavior for a small number of dof
which is highly dependent on the polynomial basis order (through the Cp parameter in
Cph
s, the a priori convergence rate). The convergence behavior has been studied lea-
ding to the conclusion that p−refinement is always the best strategy for small values of
p. Taking into account this observation, a second strategy favouring p−refinement while
p is smaller than 4 has been proposed. This strategy has been tested and compared to
other methods on the MMS0 and MMS1 benchmarks giving good convergence results
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