Task scheduling is difficult in federated cloud environments, since there are many cloud providers with distinct capabilities that should be addressed. In bioinformatics, many tools and databases requiring large resources for processing and storing enourmous amounts of data are provided by physically separate institutions. This article treats the problem of task scheduling in BioNimbus, a federated cloud infrastructure for bioinformatics applications. We propose a scheduling algorithm based on the Analytic Hierarchy Process (AHP) to perform an efficient distribution for finding the best resources to execute each required task. We developed experiments with real biological data executing on BioNimbus, formed by three cloud providers executing in Amazon EC2. The obtained results show that DynamicAHP makes a significant improvement in the makespan time of bioinformatics applications executing in BioNimbus, when compared to the Round Robin algorithm.
INTRODUCTION
Cloud computing is a resource delivery and usage model to get resources (hardware, software, applications) through on-demand and at scale network as services in a shared, multi-tenant and elastic environment (Li and Guo, 2010; Buyya and et al., 2009) . Computational capabilities in clouds rely in the concept of virtualization, which is based on several virtual machines providing services to consumers. Cloud computing aims to offer virtually unrestricted pay-per-use computational resources and no needs to manage the underlying infrastructure. Recently, the model of federated cloud (inter-cloud or cross-cloud) was proposed, being generally defined as a set of cloud providers, public and private, connected through the Internet (Bernstein and et al., 2009; Celesti and et al., 2010; Marshall et al., 2010) .
On the other hand, high performance genome sequencing technologies produce large amounts of biological data in hundreds of genome projects around the world. A single genome project generates gigabytes of data, which have to be processed by large and time consuming programs that also generate more gigabytes of data, so requiring terabytes of storage to store all these biological information. Genome projects and related bioinformatics analyses are supported by workflows composed of tools and databases that are usually stored in physically separate centers.
In this context, we previously proposed BioNimbus (Saldanha and et al., 2011) , a cloud architecture for bioinformatics applications, capable of transparently creating a computing environment that supports dynamic expansion of resources (data storage, services, virtual machines, CPUs) so that it can handle variations in the service demands frequently found in genome projects or in bioinformatics analyses.
Optimal use of computational resources should be done according to a user demand, which is particularly difficult in federated clouds, since resources of distinct clouds may frequently be included to or removed from the environment. Then, task scheduling in federated clouds is a big challenge, since many environment variables should be considered to guarantee efficient scheduling. Besides, the problem of task scheduling on heterogeneous systems is NP-hard. In this work, we study the problem of task scheduling in federated clouds. The objective is to propose the dynamic resource allocation algorithm DynamicAHP, based on the Analytic Hierarchy Process (AHP) (Saaty, 1990) , including it in BioNimbus. This paper is organized as follows. Section 2 describes basic concepts of bioinformatics and federated cloud computing, and presents BioNimbus. Section 3 proposes DynamicAHP. Following, Section 4 shows how DynamicAHP was implemented in BioNimbus, describes the experiments, presents the results, and finally discusses related work. In Section 5, we conclude and suggest future work.
BACKGROUND
Sequencing a DNA is the task of obtaining the bases (A, C, G and T) of the so-called short-read sequences (SRS), which are fragments belonging to the chromosomes of one or more organisms in a genome project. DNA sequencing was strongly improved by the new technologies developed by automatic sequencers like Illumina and 454 Roche, among others. These sequencers are capable to produce millions of SRS of one or more genomes in only one sequencing round, each one of the SRS with lengths from 30 to 1,000 bases, depending on the adopted technology.
To evaluate the volume of data to be analyzed in a genome project, we present two examples. Filichkin et al. (Filichkin and et al., 2010) worked with approximately 271 millions SRS sequenced by Illumina, each fragment with 32 bases. These bases were mapped to a relatively short genome of the Arabidopsis thaliana plant (≈ 120 millions of bases), with the objective of identifying alternative splicing. Other research groups (Pan and et al., 2008; Sultan and et al., 2008) had the objective of identifying alternative splicing of about 15 millions SRS, mapping them to the human genome of approximately 3 billions of bases.
In this scenario, many projects were developed for using cloud computing in bioinformatics aplications (Schatz, 2009; Langmead et al., 2010; Wall and et al., 2010; Angiuoli and et al., 2011; Pratt and et al., 2011; Zhang and et al., 2011) . However, working with a single cloud environment can be restrictive, mostly due to execution in private companies, absent of mechanisms to treat failures, and the fact that current clouds are not flexible enough to allow unanticipated usages, which usually appear in bioinformatics.
Federation is a particular research area in cloud computing. Celesti et al. (2010) note that middleware implementations (OpenQRM, 2011; Bresnahan and et al., 2011; Nurmi and et al., 2009 ) lack federation features, and explore general concepts about cross-cloud federation. Cloud computing virtualization allows increasing of computational resources and reducing IT service costs by hiding the underlying infrastructure with a logical layer between the physical infrastructure and the computational processes. In the cross-cloud federation, each cloud provider can enlarge its virtualization resources demanding further computing and storage capabilities to other clouds transparent to users. Celesti et al. also point that the implementation of a cross-cloud federation is not trivial, although its clear advantages, since clouds are heterogeneous and dynamic, federation models are designed for static environments and agreements among the partners are required to create the federation.
In a previous work, we proposed BioNimbus (Saldanha and et al., 2011) , a cloud computing infrastructure for managing bioinformatics tasks, designed to be flexible and fault tolerant. The objective was to offer the illusion that computational resources would be unrestricted or, in other words, computational or storage space demands would be always provided to the users. In order to reach these objectives, we improved BioNimbus using the federated cloud model (Figure 1) . The infrastructure allows to integrate physically separate platforms, each modelled as a cloud, which means that independent, heterogenous, private/public clouds providing bionformatics applications could be integrated into a single federated cloud. In BioNimbus, the resources of each user can be maximally used, but if more are required, other clouds can be requested to participate, in a transparent way, so that BioNimbus virtual resources amount are enlarged by computational and data storage capabilities of all the clouds forming the federation. A plug-in maps the communication between a cloud provider integrating the federation and the management services, so providing a simple and efficient way to include a new cloud provider in BioNimbus.
Management services are implemented in the BioNimbus core, which offers computational resources such as virtual machines, data storage and networks. A web interface was created to facilitate the communication with users. Details of the BioNimbus core main services are:
• Discovery Service: identifies service providers and consolidates information about storage capacity, processing, network latency and resource availability;
• Monitoring Service: verifies if a requested service is available in a cloud provider, searching for another cloud in the federation if it is not; receives the tasks to be executed from the job controller, and sends them to the scheduling service to be distributed, guaranteeing that all the tasks of a process are really executed; informs the job controller when a task successfully executes;
• Storage Service: coordinates the storage strategy of the files consumed and produced by the executed tasks, deciding about distribution, replication and file access control among the services;
• Security Service: guarantees integrity among the distinct tasks executed in the federated clouds;
• Fault Tolerance Service: guarantees that all the core services are always available. For this, messages for all the services are sent, and if some of them do not react, initiates an election algorithm to execute the service again in another machine; • Scheduling Service: dynamically distributes tasks among cloud providers. For this, it maintains the register for the allocated tasks, controls each cloud provider load, and redistributes the tasks when the resources are overloaded.
Heterogeneity of the cloud providers is another important aspect, which means that resources can vary according to available services, storage capacity and processing speed. Then, an efficient scheduler plays a fundamental role in the performance of applications executing in clouds (Ergu and et al., 2011) . This is the focus of this work, the proposal of an efficient dynamic task scheduler for federated clouds.
DynamicAHP

Analytic Hierarchycal Process
The Analytic Hierarchycal Process (AHP) method (Saaty, 1990) aims at helping humans to make decisions. Our algorithm is based on AHP, since a decision making process, in many aspects, resembles a scheduling algorithm. Saaty's method consideres human subjective factors, presenting a fundamental scale to rank the importance of a particular factor relative to another. This ranking generates a matrix (Table 1) containing comparisons among the factors. Table 2 shows an example of how to use the fundamental scale matrix to create a comparison matrix. In line A, the reciprocal values of object A relative to A, If activity i has one of the above of above non zero nonzero numbers assigned to it, when compared to activity j, then j has the reciprocal value when compared to i.
B and C are 1, 3 and 2, respectively. Analogously, in column A, the reciprocal values of object A relative to A, B and C are 1, 1/3 and 1/2, respectively. Priority column is computed as the sum of all the values of a line divided by the sum of all the values of the matrix. Then, Priority(A) = (1 + 3 + 2)/(1 + 3 + 2 + 1/3 + 1 + 1 + 1/2 + 2 + 1) = 0.507. 
DynamicAHP Scheduler
DynamicAHP algorithm aims to minimize the
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makespan of tasks running on a federated cloud platform, and was designed to reach the following characteristics: makes scheduling decisions at runtime so it is dynamic; performs task scheduling without having any prior knowledge about task characteristics; and does load balancing even when new cloud providers are integrated in the federation. Our scheduler creates metrics based on Saaty's (1990) fundamental scale, but instead of limiting the fundamental scale to natural numbers from 1 to 9 and their inverses, we will consider real numbers from 0 to ∞ (represented in a computer by the maximum value of a float number). This scale states that a value v much greater than a value w means that v presents a higher priority when compared to w. In our algorithm, the scheduling choice is based on ordering resources considering their processing power, latency and resource reliability. These parameters were used to simulate the effect of executing a task as fast as possible associated to a cost that should be as low as possible. This strategy infers a "cost" to execute a task considering its size and the available resources provided by each cloud provider. After evaluating these "costs", the tasks are descendingly sorted by their input sizes, and the largest task is attributed to the best resource, and so forth, until all tasks are scheduled.
In BioNimbus, the resources are highly unpredictable. The computers are heterogenous, and the workload is subject to constant changes. Besides, the resources can be available or not at any moment, as they belong to different cloud providers. The only known information is the number of processors (virtualized or not), the latency of the network, the maximum available disk size and the uptime (time that the service is available in BioNimbus). BioNimbus can execute many different bioinformatics applications, such as Bowtie (Langmead and et al., 2009 ), a tool that maps SRS to a reference genome.
In this scenario, the DynamicAHP scheduler should first consider if the service requested by a task is available, seeking a list of available services of the discovery service. If the requested service is in this available service list, the corresponding task will be included in a scheduling list specific for the requested service. If it is not, this task can not be executed, and it is removed from the list, not being considered for the rest of the decision making. All these tasks will be kept in a pending job list until one of the federated clouds provides the required application, or a new cloud provider is integrated in the federation. So far, each service has a list of available tasks and resources.
The next step is to indicate the priority of each task and the importance of each resource. The task is measured by the size of its executable file. The process of defining the importance of each resource is given by three factors: latency, uptime, total number of available processors.
The DynamicAHP scheduler implemented in BioNimbus analyzes the tasks to be executed, dynamically allocates resources to execute them, and sends a message to the monitoring service. The monitoring service sends the job request to the plug-in service and verifies the state of each task in each resource, keeping the scheduler service informed.
The previously mentioned three factors (latency, uptime, number of available processor) are numerically represented. Each factor receives a relative value, obtained considering a Saaty's adapted fundamental scale. In details, DynamicAHP compares each pair V a and V b , composed of factors and resources, and computes the value for the fundamental scale as:
For example, consider three resources, A, B and C, with three factors (latency, uptime, quantity of available processors) influencing the total execution time (Table 3) . These factors should be compared to decide which one is the best resource. Tables 4 and 5 show the comparisons of latency and number of processors. The uptime factor will not be considered since its value is 0 for a cloud provider entering in the federation. To avoid division by zero when there are no busy processors, and taking resA.BP as the number of busy processors (BP) and resA.T P as the total number of processors (TP) of resource A (resA), and analogously for resource B, the number of available processors are computed as:
resA.T P and B ← Lower latency reduces the data transmission time, while a greater number of available processors indicates higher available processing capacity. So, the previous formulas can be used for latency. Similarly, for the uptime factor, a higher value is advantageous, A B C Priority A 1.000 3.000 3.000 0.600 B 0.334 1.000 1.000 0.200 C 0.334 1.000 1.000 0.200 since it indicates that the service is available for a long time and seems to be more reliable. Table 6 shows global values, each one computed by multiplying each factor resource priority (shown in Tables 4 and 5), and indicates the priority ordering as A > B > C. Despite resource A is not the best in terms of latency, it is much better in the number of available processors. Both B and C have the same number of available processors, but resource B has a better latency. If global priority is equal for more than one resource, a mechanism similar to Round Robin algorithm is activated to choose less used resources. 
DISCUSSION
Implementation Details
BioNimbus and the DynamicAHP scheduler were both implemented in Java. As stated earlier, BioNimbus architecture is divided into services. To execute a job, BioNimbus sends a request that activates the scheduling service, which schedules and executes the job. The scheduling service is implemented as a thread, which runs in intervals of 15 seconds and updates the status of all the cloud resources (cloud map). This service is activated by a new job request. Each job is inserted in a pending jobs list used by the scheduling policy to choose the cloud where the job will be executed. The scheduling policy uses the cloud map to get information like latency, uptime, number of busy cores, number of total cores or any other resource information. The policy is defined in a configuration file. A schedule method receives a list containing each job's information, like input and output files, services to run or other job information, and chooses the cloud where this particular job will be executed. In this work, the implemented scheduling policies's were DynamicAHP and Round Robin. The experiments consisted in executing Bowtie. We note that it is straightforward to include other applications, since our algorithm does not consider any characteristic particularly related to an application available in the cloud. In BioNimbus, Bowtie was available as a service on each infrastructure node (cloud provider) through the plug-ins. SRS of the NCBI Mycobacterium tuberculosis genome were mapped to the same organism's genome. SRS were distributed in three different files, with approximately 100, 200 and 300 MB, which were used as input files to the experiments. For each one of these three input files, groups of 20 jobs were created to simulate jobs with different sizes. These jobs were sent to BioNimbus in groups of 5 jobs, in intervals of 60 seconds between successive groups of jobs. This time interval was used to simulate requests normally sent by different users. The first job had an input of 300 MB, the second 200 MB, the third 100 MB, and so forth.
Results
DynamicAHP presented a better makespan when compared to Round Robin scheduler, as shown in Figure 2 . Makespan was measured as the time the user started the job until the time the job is finished. Figure 3 shows that DynamicAHP lowered the scheduling time to execute the jobs, in almost all the cases, when comparing to RoundRobin.
Round Robin overloaded the 4x cloud provider, while DynamicAHP overloaded the 12x cloud provider. Round Robin distributes its jobs evenly, so that the 4x cloud provider becomes overloaded, although the 12x cloud provider is capable of running more jobs and finishes faster. In contrast, DynamicAHP can check the resource status, and then can run the job in the cloud provider with more available processors, sending less jobs to the 4x cloud provider and more jobs to the 12x cloud provider. This way, DynamicAHP led to a more efficient job execution, having executed all the 60 jobs in 19min36sec, while Round Robin executed in 25min37sec.
Tasks are distributed by DynamicAHP in predefined intervals, which includes new submitted tasks. Besides, if new cloud providers enter in the federation, integrated by BioNimbus, the scheduler immediately consider them as new resources.
Related Work
Scheduling on cloud platforms has been extensively studied. The well known Hadoop scheduler distributes scheduled tasks sequentially using FIFO. To achieve data locality, for each idle server, the scheduler makes a greedy search for a data-local task in the head-of-line job, allocating it to the server. This work has one major drawback since it does not consider resource heterogeneity, while the DynamicAHP scheduler takes into account factors such as latency, uptime and number of processors.
Henzinger et al. proposed a environment that exploits scalable static scheduling techniques to provide a flexible pricing model, i.e., a tradeoff among different degrees of execution speed and price at the same time. The authors noted that large scheduling latencies make static scheduling impractical for large clouds (Henzinger and et al., 2011) . In this work, we discuss a dynamic scheduling algorithm.
Some scheduling algorithms are based on stochastic integer programming. Li and Guo (2010) proposed an optimization model based on stochastic integer programming to address the SLA (Service Level Agreement) aware resource composition problem. Chaisiri et al. applied stochastic integer programming for a resource provision optimization problem (Chaisiri et al., 2009) . Their algorithm minimizes the total cost of resource provision in a cloud environment. However, they do not consider the notion of SLA, which is one of the most important business notion in cloud computing. Both scheduling methods consider a single cloud platform, while our scheduler considers federated cloud plataform.
Mehdi et al. devised an algorithm for finding a fast mapping using genetic algorithms with an "exist if satisfy" condition to speed up the mapping process and to ensure that all the task deadlines are regarded (Mehdi and et al., 2011) . In contrast, DynamicAHP makes decisions considering each task, and continuously monitores the federated cloud environment for future decisions.
CONCLUSIONS
In this work, we proposed DynamicAHP, a task scheduling algorithm to federated clouds, using simple parameters simulating "costs" (number of processors, latency and uptime). We realized experiments with real biological data in BioNimbus, a federated cloud architecture to execute bioinformatics applications. Results showed that DynamicAHP made a significant improvement in makespan time without increasing overload, when compared to Round Robin.
We plan to investigate how to include in DynamicAHP more sophisticated methods to predict which cloud provider would be better to execute a specific task using a machine learning approach. Parameters based on SLA associated to each task can also improve our algorithm. A "cost" could be included as one of the scheduling resources in DynamicAHP, as well as weights for the factors (latency, uptime, available processors) that would dynamically change to adapt to the cloud conditions. It is simple to include in BioNimbus more cloud providers that will be automatically considered by our scheduler, and preliminary scalability analysis showed that our algorithm is robust, but more conclusive tests should be done.
