Abstract. We consider a one dimensional infinite chain of harmonic oscillators whose dynamics is perturbed by a stochastic term conserving energy and momentum. We prove that in the unpinned case the macroscopic evolution of the energy fluctuations converges to a fractional diffusion governed by −|∆| 3/4 . For a pinned system we prove that energy evolves diffusively, generalizing some of the results of [4] .
Introduction
Superdiffusion of energy and corresponding anomalous thermal conductivity have been observed numerically in the dynamics of unpinned FPU chains [14, 13] . This is generally attributed to the low scattering rate for low modes, due to momentum conservation. When the interaction has a pinning potential, it is expected that the system diffuses normally. More recently the problem has been studied in models where the Hamiltonian dynamics is perturbed by stochastic terms that conserve energy and momentum, like random exchange of velocity between neareast neighbors particles [1, 2] . In these models, if the interaction is purely harmonic, the Green-Kubo expression of thermal conductivity κ can be studied explicitly. It diverges for one and two dimensional lattices in case of no-pinning, while thermal conductivity stays finite for pinned systems or in dimension 3 and higher. In the cases when the conductivity is finite it is proven in [4] that energy fluctuations evolve diffusively following the heat equation.
The main result of the present article concerns the nature of the superdiffusion in dimension 1 when the chain is unpinned. It has already been proven that in the weak noise limit (where the average number of stochastic collisions is kept finite as in the Grad limit), the Wigner distribution converges to an inhomogeneous phonon Boltzmann equation [5] . Thanks to positivity of the scattering kernel R(k, k ′ ), the resulting Boltzmann equation can be interpreted probabilistically as the evolution of the density for some Markov process: in this limit a phonon of mode k moves with the velocity given by the gradient of the dispersion relation ∇ω(k) and change mode with rate R(k, k ′ ). Under a proper space-time rescaling, this process converges to a Lévy superdiffusion generated by the fractional laplacian −|∆| 3/4 . This is proven in [8, 3] , using probabilistic techniques as coupling and martingale convergence theorems. A completely analytic proof of such a convergence, from a kinetic to a fractional diffusion equation, without the use of the probabilistic representation, has been proposed in [16] . All these results provided a two-step solution to the problem of one dimensional superdiffusion: first a kinetic limit, then a hydrodynamic rescaling of the kinetic equation. A kind of diagonal limit is contained in [10] .
In this article we prove a direct limit to the fractional superdiffusion, just by rescaling space and time, without the weak noise assumption. We also recover the diffusive limit results of [4] in the case of finite diffusivity and study the cases of intermediate weaker noise limits. The detailed results are listed in sections 3 and 4.
In a recent article [18] , Herbert Spohn predicts the same Lévy superdiffusive behavior for the heat mode in the β-FPU at zero pressure. This follows an application of mode coupling approximation procedure to fluctuating hydrodynamic equations. Our present results concern a model, that has also three conserved quantities. They stay in agreement with predictions of [18] , confirming that the harmonic stochastic model is a good approximation of some non-linear models, at least for symmetric interactions.
The strategy of the proof is as follows: we first prove the result for the limit evolution of the Wigner distribution W ǫ (t) of the energy when its initial data are in L 2 . Then, we extend the result to homogeneous initial data, including equilibrium thermal distributions, by a simple duality argument. Note that in our present approach we make no use of the property of the equilibrium dynamics (unlike as in [4] ).
For the proof when initial data are in L 2 , we first study the time evolution of the Wigner distribution of the energy W ǫ (t). As it has been already remarked in [5] , this evolution is not autonomous but involves another distribution Y ǫ (t) that represents the Wigner distribution of the difference between kinetic and potential energy. Due to the high number of random collisions in the time scales considered, both W ǫ (t) and Y ǫ (t) homogenize (except in the case of the kinetic limit considered in [5] ), and their limits will not depend on the fast k-mode variable. This homogenization is proven is section 7. Also because of fast fluctuations, the time integral of the Y ǫ (t) will disappear of the final equation, as in the case of the kinetic limit in [5] . The above implies that the phonon-Boltzmann equation gives a good approximation of the evolution of W ǫ (t), but the presence of the error term, that is of order o(1), as ǫ tends to 0, does not allow for a direct application of the probabilistic approach of [8, 3] . Instead, we use a version of the analytical approach of [16] , based on projections of the product components of the kernel R(k, k ′ ). In our choice of the dynamics a diffusive random exchange takes place between three nearest neighbor particles in such a way that total kinetic energy and momentum are conserved.
This gives a more complex scattering kernel that the one for a simple Poissonian exchange of two nearest neighbor velocities (where
The above shows that our method applies to relatively general scattering rates and the result does not depends on the particular stochastic perturbations, as long it has the right conservation properties.
In a companion article [6] , a similar result is proven, independently and with completely different method than our, for a dynamics with two conserved quantities.
Preliminaries and the dynamics
2.1. Some basic notions. The one dimensional torus T considered here is the interval [−1/2, 1/2] with identified endpoints. Given a sufficiently strongly decaying sequence (j x ) its Fourier transform is a function J : T → C defined as
where
Given a function J : T → C, k ∈ T, p ∈ R and ǫ > 0 we define
Given a set A and two functions f, g : A → R we say that f (x) ≈ g(x), x ∈ A if there exists C > 0 such that
We shall also write that Denote by S the set of functions J : R × T → C that are of C ∞ class and such that for any integers l, m, n we have
Here x := 1 + x 2 . Denote bŷ
For given a ≥ 1 we introduce the norm
and
By A a (resp. A) we denote the completion of S in the norm · Aa (resp. · A ).
Averaged Wigner transform.
Suppose that (µ ǫ ) a family of Borel probability measures on the Hilbert ℓ 2 (Z) made of all complex, square integrable sequences f = (f x ) equipped with the norm
We assume that 4) where · µǫ denotes the expectation with respect to µ ǫ . Define
for any J ∈ A. Note that from (2.4) and Plancherel's identity we conclude that lim sup
′ is called the averaged Wigner transform. By Plancherel's identity we have 
Homogeneous random fields on
Let {ξ y , y ∈ Z} be a sequence of i.i.d. complex Gaussian random variables such that Eξ 0 = 0 and E|ξ 0 | 2 = 1. Define a homogeneous stationary field
is an H −m (T)-valued element, with m > 1/2. Its covariance equals
Denote by µ E 0 the law of the field that corresponds to E(k) ≡ E 0 . It is supported in H −m (T), provided that m > 1/2. In particular {ψ x , x ∈ Z} is a complex valued Gaussian field such that
for all x, x ′ ∈ Z.
2.4.
Infinite chain of interacting harmonic oscillators. Hamiltonian system. The dynamics of the system of oscillators can be written formally as a Hamiltonian system of differential equationsq
Here, p = {p y , y ∈ Z}, q = {q y , y ∈ Z} and the formal Hamiltonian is given by
and we assume also (cf [5] ) that a1) {α y , y ∈ Z} is real valued and there exists C > 0 such that |α y | ≤ Ce −|y|/C for all y ∈ Z, a2)α(k) is also real valued andα(k) > 0 for k = 0 and in casê α(0) = 0 we haveα
Hereα(k), k ∈ T is a Fourier transform of sequence (α x ). The above conditions imply that both functions y → α y and k →α(k) are even. In addition,α ∈ C ∞ (T). Define the dispersion relation as ω(k) :=α 1/2 (k). In case when α(0) > 0 the dispersion relation belongs to C ∞ (T). Ifα(0) = 0 we have 15) where ϕ : [0, +∞) → (0, +∞) is of C 2 class and such that ϕ(0) = 1.
2.4.2.
Chain with momentum and energy conservative noise. We add ot the right hand side of (2.13) the noise that conserves p and p y−1 + p y + p y+1 . Namely we write
Here, the stochastic differential is understood in the Stratonovich sense. The parameter γ > 0 determines the strength of the noise in the system and (Y x ) are vector fields given by
and {w y (t), t ≥ 0}, y ∈ Z are i.i.d. one dimensional, real valued, standard Brownian motions, that are non-anticipative over a filtered probability space (Ω, F , {F t , t ≥ 0}, P). In addition, Using Itô stochastic differential we can rewrite system (2.16) in the following form
with β y = ∆β 
where (p(t), q(t)) satisfies (2.18) and δ ∈ [0, 2] is to be chosen later. Function {ω y , y ∈ Z} is the inverse Fourier transform of the dispersion relation function ω(k) := α(k). The Fourier transform of the wave function is given bŷ
Since (q, p) is real valued we have
Taking the Fourier transform of the (complex valued) wave function given by (2.13) we conclude that process that is the (unique) solution of
The solution of the stochastic equation (3.4) is understood in the mild sense, see the definition contained in Section 6.1 of [7] . Its existence and uniqueness follows from the results of ibid., see in particular Theorem 7.4 of [7] .
3.2. Formulation of the main results. Assume that γ = γ 0 ǫ s for some s ≥ 0. The noise in (2.18) is called weak (resp. strong) if s > 0 (resp. s = 0). Concerning the law µ ǫ of the initial condition in (2.18) we assume a somewhat stronger condition than (2.4). Namely, we require that
We assume that the * -weak limit * − wlim ǫ→0+ W
exists in A ′ . Since the total energy of the system y∈Z |ψ y (t)| 2 is conserved in time, see Section 2 of [5] , we have
Denote by W ǫ (t) the Wigner transform of the law of ψ (ǫ) (t) on ℓ 2 (Z). From (3.8) we immediately conclude the following estimate:
where K is the constant appearing in condition (2.4). As a direct consequence of the above estimate we conclude that the family (W ǫ (t)), ǫ ∈ (0, 1] is * -weakly sequentially compact in any
, where T > 0. To describe the limit suppose that
belongs to A ′ -the completion of S in the norm
and L is the scattering operator, acting on the k-variable and defined by
Hereβ(k) is given by (2.19) and
From the results of [5] , see Theorem 5, it follows that for s = δ = 1 we have
In what follows we assume that s ∈ [0, 1), Our main result is that the exponent δ can be adjusted so that W ǫ (t) is * -weakly convergent. We consider separately the cases of a pinning (when ω(0) > 0) and a non-pinning potential (when ω(0) = 0).
Case of a pinning potential. Suppose that
(3.14)
From (2.19) we conclude thatβ(k) = 0 for k ∈ T \ {0} and
Since (3.14) implies that
we infer that in this casê
Our result dealing with this situation can be formulated as follows.
Theorem 3.1. Assume that (3.7) and (3.14) hold. Then, for any
given by (3.17) and (3.18). In addition, the following are true:
ii) (strong noise) if s = 0 and δ = 2 then, the conclusion of part i) holds, providedĉ
Case of a no pinning potential. Suppose that
Recall that in this case the dispersion relation satisfies (2.15). Therefore,
with W 0 (p) given by (3.16) and
Our result can be formulated as follows.
Theorem 3.2. Assume that (3.7) and (3.21) hold. Then, the convergence assertion made in Theorem 3.1 still holds for any s ∈ [0, 1) and δ = (3 − s)/2. The limit W (t) is given by (3.17) with W (t, p) given by (3.23), whereĉ is defined by (3.19).
The proofs of the above two theorems are presented in Section 8.1.
Fluctuations of Wigner transform in equilibrium
In this section we assume that the initial data (ψ x ) is a homogeneous, complex Gaussian random field that satisfies (2.12). The solution of the stochastic equation (3.4) , understood in the mild sense (see Section 6.1 of [7] ) exists and is unique in C([0, +∞); H −m (T)) for any m > 1/2 in case ω(0) > 0 and for m ∈ (1/2, 3/2), in the unpinned case, see Proposition 2.1 of [9] . It can also be shown, see Section 5.1 of ibid., that the law µ E 0 is invariant in time.
4.1. Random Wigner transform. For a given J ∈ S define the random Wigner transform as
1) where J ∈ S. Note that
In the particular case when t = 0 we obtain
Denote the expression appearing on the utmost right hand side by I ǫ and II ǫ respectively. To calculate the first one we use the Poisson summation formula, see (50) p. 566 of [11] , and obtain
To deal with II ǫ we change variables y 1 := (x 1 +x 2 )/2 and y 2 := x 1 −x 2 . Using formula
we obtain,
Applying again (4.5) we get
We have shown therefore that
Therefore for any
4.2. Statements of the results.
4.2.1.
Case of a pinning potential. Our result dealing with this situation can be formulated as follows.
Theorem 4.1. Suppose thatα(0) > 0 and δ = 2 − s in (3.4). Then, 
Hereĉ given by (3.19).
The proofs Theorems 4.1 and 4.2 are presented in Section 9.
Evolution of the Wigner transform
For a given ǫ > 0 letψ (ǫ) (t) be a solution of (3.4) with the initial conditionψ distributed according to a probability measure µ ǫ on L 2 (T). The Fourier transform of the Wigner transform ofψ (ǫ) (t) is given by
where, E ǫ is the average with respect to the initial condition and the realization of the noise.
In what follows we shall also need the functions
We shall also write W ǫ,+ = W ǫ and Y ǫ,+ = Y ǫ . Define
With the above definition we can write
is the Fourier transform of the momentum. Since the latter is real valued, its Fourier transform is complex even. The last term appearing on the right hand side of (5.4) can be replaced by
Therefore,
In addition,
After straightforward calculations, similar to those performed in (5.4) -(5.7), we conclude that
Then,
From (5.7) and (5.10) we conclude that for any fixed p ∈ R the evolution (
governed by a linear equation with a generator that is a bounded operator in (L r (T))
4 for any r ∈ [1, +∞]. Therefore, in particular under the assumption that the initial distribution of the wave functions satisfies (3.6) the components of ( W ǫ (t), Y ǫ (t), Y ǫ,− (t), W ǫ,− (t)) belong to C([0, +∞); A ′ ).
6. Auxiliary computations 6.1. Some computations concerning the scattering kernel. Directly from (3.5) it follows that
From (5.3) and (6.1) we have
Equality (6.2) allows us to write the following expansion
Here R(k, k ′ ) is given by (3.12). It equals
with e + (k) := 8 3 sin 4 (πk), e − (k) := 2 sin 2 (2πk) (6.6) and
Note that
As a result
From (6.5) and (6.7) we get
Using (2.19) we concludê
Sinceβ ′′ (0) = 48π 2 > 0, see (6.11), we conclude that there exist ǫ 0 > 0 such that
If on the other hand ω(0) > 0 we have
Proof of (6.14). Using (2.15) we obtain
Estimate (6.14) follows from (2.19).
Proof of (6.15). Note that in case ω(0) > 0 we have ω ∈ C 2 (T). Since ω(k) is even we have ω ′ (0) = 0, therefore
Assume that p ≥ 0. The case p < 0 can be handled in a similar fashion. We can write
The absolute value of the right hand side of (6.18) equals
From (6.17)-(6.19) it follows that there exists ǫ 0 > 0 such that
Combining this with (2.19) and (6.9) we conclude (6.15).
Expansion of the dynamics.
We expand the scattering kernel andβ appearing on the right hand side of (5.7), (5.10) into the powers of ǫ, up to the second order. To abbreviate the notation we shall writê β ′ :=β ′ (k) and
We can write then
ǫ , and
where L, Rf are given by (5.8) and (5.11) and
Adopting the convention W ǫ = W ǫ,+ , Y ǫ = Y ǫ,+ , we can write that for any M > 0
(6.27) for i = 1, 2 and all t ≥ 0, ǫ ∈ (0, 1], |p| ≤ M.
From (6.22) and (6.23) we get
ǫ , (6.29)
From (6.27) we conclude that for any M > 0 
for any φ, ψ ∈ L 2 (T). Taking the scalar products of both sides of equations appearing in (6.22) against the respective W ǫ,ι , U ǫ,ι , ι ∈ {−, +} we obtain 1 2
where for any p ∈ R we have
for t ≥ 0 and ǫ ∈ (0, 1]. Using Young's inequality and the fact that (β ′ (k)) 2 R(k) we conclude that there exists a constant C > 0 such that
for t ≥ 0 and ǫ ∈ (0, 1]. From the above, identity (6.31) and Gronwall's inequality we obtain the following.
Proposition 6.2. For any M > 0 there exists C 1 > 0 such that
7. Laplace transform of system 6.22
For any λ > λ
Thanks to Proposition 6.2 the above integrals are well defined as elements of L 2 (T). Moreoverr .2) for i = 1, 2, 3, 4 and ǫ ∈ (0, 1]. From Proposition 6.2 we conclude that for any M > 0, compact interval I ⊂ (λ 0 , +∞)
Taking the Laplace transform of both sides of equations of the system (6.22) we obtain
Taking the real parts of the scalar products in L 2 (T) of the respective equations of the above system with (1/2)w ǫ,± (λ, p, k),ū ǫ,± (λ, p, k) and adding them sideways we get
and, given M > 0 and I ⊂ (λ 0 , +∞) compact, we havē
for all ǫ ∈ (0, 1] and λ ∈ I, |p| ≤ M. Using, again Young's inequality as in (6.33) together with (7.3) we conclude that for any M > 0 and a compact interval I ⊂ (λ 0 , +∞)
From the third equation of the above system we get
In the unpinned case, i.e. ω(k) ≈ | sin(πk)|, we obtain (due to (6.14)) from here that for any p ∈ R
for all ǫ ∈ (0, 1]. On the other hand in the pinned case, i.e. ω(0) > 0, we get
Summarizing the above considerations we have shown the following.
From the above proposition we immediately conclude that 
where f ≡ 1, 
The last estimate follows from (7.9) and the fact that
see (6.5) . This together with (7.3) implies (7.10). The proof of (7.11) is a consequence of (7.3) and (7.9).
Identification of the limit of the Wigner transform
Recall that (W ǫ (t)) is * -weakly sequentially compact in L ∞ ([0, T ], A ′ ) for any T > 0. Suppose therefore that for any ǫ n → 0+, as n → +∞, we can choose a subsequence, denoted in the same way, that * -weakly converges to some
. In light of (3.9) we have
with K the same as in (2.4). Therefore, we can define its Laplace transformw(λ) as an element of A ′ for any λ > 0. In fact thanks to assumption (3.6) and Proposition 6.2 we conclude thatw(λ, p, k) belongs to A ′ 2,M for λ > λ 0 , where
and C 1 is as in (6.34) .
In the present section we show that for any λ > λ 0 and p ∈ R we have either
depending on whether the potential is pinning or not. Coefficientsĉ are as in Theorems 3.1 and 3.2, respectively. In addition,
Since the functions given by either (3.18) or (3.23) have the Laplace transforms that satisfy (8.3) and (8.4), respectively, we conclude from the uniqueness of the transform that the * -weak limit (W ǫn (t)) is given by one of these functions, according to whether we are in the pinned, or unpinned case. This uniquely characterizes any * -weak limit, proving in this way that (W ǫ (t)) indeed * -weakly converges,
′ ) and allows us to conclude in this way the assertions made in Theorems 3.1 and 3.2.
8.1. Derivation of (8.3) and (8.4) . To simplify the notation we assume thatw ǫ converges * -weakly converges, as ǫ → 0+, to somew in
In light of Theorem 7.2 it suffices only to show that any * -weak limit of w
depending on whether the potential is pinning or not.
From the first equation of the system (7.4) we get
where 
ǫ := −γLū ǫ,+ , (8.9)
ǫ .
In addition, r
ǫ (λ, p, k) -the Laplace transforms of R 
(8.10)
Computingw ǫ from (8.7) and then multiplying scalarly both sides of the resulting equation by γe ι , ι ∈ {−, +} we get the following system of equations
Adding sideways the above equations corresponding to both values of ι and then dividing both sides of the resulting equation by ǫ δ we obtain 11) with δw ǫ :=w Proof. Since k → δ ǫ ω(k; p) is an odd function for any fixed p and ǫ ∈ (0, 1], after a straightforward calculation, we conclude that
The conclusion of the lemma follows from the fact that γe + γR so the integrand in the expression above is bounded for ǫ ∈ (0, 1].
As the corollary from the above lemma and Theorem 7.2 we conclude the following. 
(8.14)
Note that 2γR/|D (ǫ) | is bounded and convergent, as ǫ → 0+, to a function identically equal to 1. Using (3.7) we conclude therefore that
uniformly in |p| ≤ M and λ ∈ I. Denote 
Proof. Since |γR|/|D (ǫ) | is bounded the conclusion of the lemma for i = 4 is a simple consequence of (7.11). When i = 3, both k → δ ǫ ω(k; p) and k →β ′ (k) are odd. Since k →ū ǫ,− (λ, p, k) is even, we can write
In case ω(0) > 0 we use (6.15) and conclude that and the lemma follows then by virtue of (7.11).
In the unpinned case we use bound
together with Cauchy-Schwartz inequality and (7.9). We obtain
as ǫ → 0+, uniformly in λ ∈ I and |p| ≤ M. Finally,
Denote the terms appearing on the utmost right hand of (8.19) by I ǫ , II ǫ and III ǫ , respectively. Since T Lf dk = 0 for any f ∈ L 1 (T) we have III ǫ = 0. In addition, Concerning term II ǫ note that, thanks to the fact that k → δ ǫ ω(k, p) is odd and k → Lū ǫ,+ (λ, p, k) is even we have
We conclude therefore that When ω(0) > 0 we use (6.15) and estimate
Therefore, from (7.11), we get
In the unpinned case, we use (7.8) and (8.18) , and get
uniformly in λ ∈ I and |p| ≤ M, as δ < (3 − s)/2 < 2 − s for s ∈ (0, 1].
To estimate |II (2) ǫ | we use Cauchy-Schwartz inequality together with (7.8). Then
in the same sense as in (8.23 ). This ends the proof of (8.16) for i = 2. Concerning Q
ǫ (λ, p) we can write
Since |R|/|D (ǫ) | is bounded the conclusion of the lemma follows easily for δ < 2. If δ = 2, then γ ≡ γ 0 . We can use the Lebesgue dominated convergence theorem and obtain (8.17).
Asymptotics of a (ǫ)
w . From (8.12) we get The limit of I (ǫ)
1 . Suppose that ρ 1 ∈ (δ − 1, 1). According to our assumptions in this case δ ≤ 3/2, so it is possible to find such ρ 1 . Using the fact that |D (ǫ) | as ǫ → 0+.
The limit of I
2 . Suppose also that ρ 2 ∈ (0, 2 − δ − s). We have ρ 2 < 2 − δ − s = δ − 1 < ρ 1 .
In integral appearing in I From (6.9) we conclude that bothR(k) andR ǫ (k) converge uniformly to 6π 2 k 2 when k ∈ I ǫ , |p| ≤ M. Likewise, δ ǫ ω(k, p) converges uniformly to 1 when k ∈ I ǫ and λ ∈ I, |p| ≤ M. Since in additioñ
we obtain as ǫ → 0+, uniformly in λ ∈ I and |p| ≤ M (recall that ρ 2 ∈ (0, 2 − δ − s)). It ends the proof of (8.28), thus finishing the proof of (8.6) . This brings to a close the demonstration of Theorems 3.1 and 3.2. where 
