We analyze the Hermite polynomials H n (x) and their zeros asymptotically, as n → ∞. We obtain asymptotic approximations from the differential-difference equation which they satisfy, using the ray method. We give numerical examples showing the accuracy of our formulas.
Introduction
It would be difficult to find a more ubiquitous polynomial family than the Hermite polynomials H n (x), defined by the Rodrigues formula H n (x) = (−1)
n exp x 2 d n dx n exp −x 2 , n = 0, 1, 2, . . . .
They appear in several problems of mathematical physics [23] , the most important probably being the solution of the Schrödinger equation [6] , [14] .
Being the limiting case of several families of classical orthogonal polynomials [16] , they are of fundamental importance in asymptotic analysis [24] , [33] . The Hermite polynomials satisfy the orthogonality condition
n n!δ mn, the differential-difference equation
and the reflection formula
The zeros of the Hermite polynomials have several applications, notably in Gauss' quadrature formula for numerical integration [13] , [29] , [30] . Several properties and their asymptotic behavior were studied in [1] , [2] , [3] , [4] , [7] , [26] , [28] , [31] and [32] .
The asymptotic behavior of H n (x) was studied by M. Plancherel and W. Rotach in [27] using the method that now bears their name. F. W. J. Olver [25] obtained asymptotic expansions for the Hermite polynomials as a consequence of his WKB analysis of the differential equation satisfied by the Parabolic Cylinder function D ν (z) , related to H n (x) by
A similar analysis using perturbation techniques was carried on by A. Voznyuk in [34] .
As an application of the results from his doctoral thesis on the multiplicationinterpolation method, L. Heflinger [15] established asymptotic series for the Hermite polynomials. In [39] , M. Wyman derived asymptotic formulas for H n (x) based on one of their integral representations.
In this paper we shall take a different approach and analyze the differentialdifference equations that the Hermite polynomials satisfy (1) using the techniques presented in [10] . A similar method (which we may call the discrete WKB method) has been applied to the solution of difference equations [5] , [8] , [12] , [38] and it is currently being extended [11] , [35] , [36] , [37] , to include difference equations with turning points. Another type of analysis, based on perturbation techniques, was considered by C. Lange and R. Miura in [17] , [18] , [19] , [20] , [21] , and [22] .
Asymptotic analysis
We consider the approximation
where
Note that since H 0 (x) = 1, we must have
and g(x, 0) = 0.
Using (3) in (1), we have
where we have used
Simplifying (7) and taking (4) into account we obtain, to leading order,
Using (8) in (7) we get exp 1 2
or, to leading order, 1 2
The ray expansion
To solve (8) we use the method of characteristics, which we briefly review. Given the first order partial differential equation
we search for a solution f (x, n) by solving the system of "characteristic equations"
where we now consider {x, n, f, p, q} to all be functions of the variables t and s.
For (8), we have
and therefore the characteristic equations are
and
Solving (11) subject to the initial conditions
we obtain
From (5) and (13) we have
Thus, A(s) = ln(2s) and (14) becomes
with t ≥ 0 and s > 0. Since s > 0, we shall consider only the region x > 0 for now. Using (16) in (12) and taking (15) into account, we obtain
Solving for t and s in terms of x and n in (16), we get
For σ to be a real number, we shall impose the condition x > √ 2n. Since (for a fixed value of n) we have t → 0 as x → ∞, we consider the solution
Replacing (20) in (17) we obtain
We shall now find g(x, n). Using (21) in (9), we get
Solving (22), we obtain
where C(x) is a function to be determined. Imposing the condition (6), we have
Thus,
We summarize our results in the following theorem.
Theorem 1 In the region x > √ 2n, the Hermite polynomials admit the asymptotic representation
where σ(x, n) was defined in (19) . Using the reflection formula (2) we can extend our result to the region −x > √ 2n and obtain:
Corollary 2 In the region x < − √ 2n, the Hermite polynomials admit the asymptotic representation
To illustrate the accuracy of our results, in Figure 1 we graph H 4 (x) and the asymptotic approximations Φ 1 (x, 4) and Φ 2 (x, 4).
The transition layer
We shall now find an asymptotic approximation for |x| ≈ √ 2n. We will consider the case x ≈ √ 2n and find the corresponding result for x ≈ − √ 2n by using (2) . From (24) we have
We define the function G n (x) by
Using (26) in (1) we get
. We introduce the stretch variable β > 0 defined by
and the function Λ (β) defined by
From (28) we have
Using (28) in (29) we obtain
(n + 1)
, n → ∞,
Using (30), (31) and (32) in (27) we obtain, to leading order, the Airy equation
where Ai (·) and Bi (·) denote the Airy functions and C 1 , C 2 are to be determined. Replacing (28) and (34) in (26) we have
To find C 1 , C 2 we shall match (35) with (24) . Using (28) in (24) we get
as β → 0. Using (28) and the well known asymptotic expansions of the Airy functions
exp − 2 3 β Matching (36) to (37) and (38), we conclude that
This completes the analysis. Combining the results above, we have the following result:
the Hermite polynomials have the asymptotic representation
, n → ∞.
Use of the reflection formula (2) provides the corresponding result for x ≈ − √ 2n.
Corollary 4 For x ≈ − √ 2n, the Hermite polynomials have the asymptotic representation
The oscillatory region
We now study the region bounded by the curve n =
, where the zeros of H n (x) are located. In this region, the solution is a linear combination of (24) and (25) 
with |x| < √ 2n and K 1 ,K 2 are constants to be determined. We shall require Φ 5 (x, n) to match Φ 3 (x, n) asymptotically in the local variable β, i.e., it must satisfy the limiting condition
Writing (40) in terms of β, we have
Using the asymptotic formula
which can be rewritten as , β → −∞.
Using (28) in (24), we have
Similarly, using (28) in (25), we obtain
Comparing (43) with (44) and (45) we conclude that K 1 = 1 = K 2 and therefore
Since − √ 2n < x < √ 2n, we set
Using (47) in (19), we have
Replacing (48) in (24), we get exp
Similarly, replacing (48) in (25), we obtain
Using (49)- (52) in (46), we have
Thus, we have proved the following:
Theorem 5 In the region |x| < √ 2n, the Hermite polynomials have the asymptotic representation
In Figure 2 we graph
with n = 20. We only include the range 0 ≤ θ < π 2
, since both functions are even.
The same results obtained in this section were derived in [9] using a different method, based on the limit relation between the Charlier and Hermite polynomials [16] .
Zeros
We shall now find asymptotic formulas for the zeros of the Hermite polynomials using the results from the previous section. Let's denote by ζ n 1 > ζ n 2 > · · · > ζ n n the zeros of H n (x) , enumerated in decreasing order. Then, it follows from (54) that
where τ n k is a solution of the equation Solving (56) numerically and using (55) we get very good approximations of ζ n k . One could also solve (56) exactly (as we did in [9] ) and obtain a Kapteyn series expansion for τ n k
where N = 2n + 1 and J j (·) denotes the Bessel function of the first kind. However, (57) is difficult to analyze asymptotically. Hence, we will take a different approach and find an approximation for τ n k from (56) trough perturbation techniques.
We will consider two cases: k = O(1) which corresponds to the largest zeros of H n (x) and k = O n 2 , related to the zeros close to x = 0.
Case
in (56) we obtain, as n → ∞ , n → ∞.
Case II:
We now set
where α = frac n 2
(the fractional part of n 2
) and j = 0, 1, 2, . . . . Using (62) and τ
in (56) we obtain, as n → ∞
Using ( , n → ∞.
In Table1 we compare the exact value of the positive zeros of H 20 (x) with the approximations given by solving (56) numerically and formulas (61) and and ξ (j) was defined in (65).
