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ABSTRACT
Relays can be used in wireless communication systems to provide cell coverage extension, reduce
coverage holes and increase throughput. Full duplex (FD) relays, which transmit and receive
in the same time slot, can have a higher transmission rate compared with half duplex (HD)
relays. However, FD relays suffer from self interference (SI) problems, which are caused by the
transmitted relay signal being received by the relay receiver. This can reduce the performance
of FD relays. In the literature, the SI channel is commonly nulled and removed as it simplifies
the problem considerably. In practice, complete nulling is impossible due to channel estimation
errors. Therefore, in this thesis, we consider the leakage of the SI from the FD relay. Our goal
is to reduce the SI and increase the signal to noise ratio (SNR) of the relay system. Hence, we
propose different precoder and weight vector designs. These designs may increase the end to
end (e2e) signal to interference and noise ratio (SINR) at the destination. Here, a precoder is
multiplied to a signal before transmission and a weight vector is multiplied to the received signal
after reception.
Initially, we consider an academic example where it uses a two path FD multiple input and
multiple output (MIMO) system. The analysis of the SINR with the implementation of precoders
and weight vectors shows that the SI component has the same underlying signal as the source
signal when a relay processing delay is not being considered. Hence, to simulate the SI problem
more realistically, we alter our relay design and focus on a one path FD MIMO relay system with
a relay processing delay. For the implementation of precoders and weight vectors, choosing the
optimal scheme is numerically challenging. Thus, we design the precoders and weight vectors
using ad-hoc and near-optimal schemes. The ad-hoc schemes for the precoders are singular
value decomposition (SVD), minimising the signal to leakage plus noise ratio (SLNR) using the
Rayleigh Ritz (RR) method and zero forcing (ZF). The ad-hoc schemes for the weight vectors
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are SVD, minimum mean squared error (MMSE) and ZF. The near-optimal scheme uses an
iterative RR method to compute the source precoder and destination weight vector and the
relay precoder and weight vector are computed using the ad-hoc methods which provide the
best performance.
The average power and the instantaneous power normalisations are the two methods to constrain
the relay precoder power. The average power normalisation method uses a novel closed form
covariance matrix with an optimisation approach to constrain the relay precoder. This closed
form covariance matrix is mathematically derived using matrix vectorization techniques. For
the instantaneous power normalisation method, the constraint process does not require an opti-
misation approach. However, using this method the e2e SINR is difficult to calculate, therefore
we use symbol error rate (SER) as a measure of performance.
The results from the different precoder and weight vector designs suggest that reducing the
SI using the relay weight vector instead of the relay precoder results in a higher e2e SINR.
Consequently, to increase the e2e SINR, performing complicated processing at the relay receiver
is more effective than at the relay transmitter.
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Chapter 1
INTRODUCTION
1.1 COMMUNICATION CHANNEL AND MULTIPLE INPUT AND MULTIPLE OUTPUT
SYSTEMS
Wireless communication is one of the most rapidly growing areas in the communication field
today. This is due to two main factors: firstly, there has been a high demand for wireless
connectivity, such as cellular telephony [1,2]. Secondly, the success of third and fourth generation
digital wireless standards, such as the long term evolution (3GPP LTE) standard, provides a
concrete demonstration that wireless communication theory can have a significant impact in
practice and wireless technology can also be improved further [3].
There are two fundamental aspects of wireless communication that make the problem challenging
and interesting. However, these aspects are not as significant in wired communication. The first
aspect is the phenomenon of the dynamic and variable nature of the wireless channels. This
includes the variations in channel gain due to small scale effects, multipath fading, as well
as large scale effects such as path loss, distance attenuation and shadowing by obstacles [4, 5].
Secondly, unlike wired systems, where each transmitter and receiver pair can often be considered
as an isolated link, wireless transmission between users is propagated over the air and there is
a significant amount of interference between them. Hence, this can cause the received signal
detection to be unreliable at the receiver [5, 6].
One of the most effective techniques to obtain reliable communication over a wireless channel
is spatial diversity. This is achieved by using multiple antennas at the transmitter and/or at
the receiver nodes to detect signals over different paths and improve the signal quality at the
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receiver. The main idea of diversity is that all of the received signal being of poor quality
is unlikely [7]. In this way, the communication can have a higher change of success from the
transmitter to the receiver. With an appropriate system configuration, transmitted signals can
be statistically independent from each other, allowing multiple signals to be detected at the
receiver end [5]. Multiple-Input-Multiple-Output (MIMO) systems use additional antennas to
create extra channel inputs and outputs to transmit signals from the transmitter to the receiver.
Due to its potential for providing large channel capacity and high spectral efficiency [7], MIMO
has become an active area of investigation.
1.2 PROBLEM STATEMENT AND FOCUS
In order to fully utilise the potential of MIMO systems, the channels need to be independent of
each other [8]. This can be illustrated in the two scenarios shown in Figure 1.1. Figure 1.1(a)
shows there are no objects in the transmission path and assuming the transmit and receive
antennas are very close to each other, the four channels are likely to be highly dependent on
each other [7]. In this case, the MIMO communication system may have a poor performance, as
the receiver cannot distinguish between the two transmitted signals from the received signals [9].
Consider a more cluttered environment where objects between the transmitter and receiver
introduce some reflection paths as shown in Figure 1.1(b). With these reflection paths, the
different channels are less likely to be correlated as they are formed from different paths. The
objects that create extra paths for signal transmission are known as scatterers. They enable
MIMO systems to have multiple signal transmission by creating different channels and increasing
the spatial diversity.
The scatterers can be implemented by inserting a relay between the source and destination as
shown in Figure 1.2. Relays are transceivers that receive and retransmit signals with some type
of processing or amplification performed on the received signal. Relays can extend network cov-
erage, combat wireless channel impairments and reduce the transmit power required to transmit
directly from the source node to the destination node [10–12]. Relays can also be useful for
path extension in high frequency systems, as high frequency signals have shorter transmission
paths compared to low frequency systems [13]. Relays can also be used to cooperate with a
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(a)
(b)
Source
Source
Destination
Destination
Object 1
Object 2
Line Of Sight
Figure 1.1 An example MIMO environment scenario with two transmit and two receive antennas a) Lack of
scatterers in MIMO channel b) Scatterers in MIMO channel creating a multipath effect.
Source Relay Destination
Figure 1.2 A relay that is acting like a scatterer.
source node to increase the number of streams that are received at the destination. This type
of diversity is known as cooperative diversity [14–17].
Long range MIMO channels may become rank deficient due to correlated spatial fading. Such
cases are referred to as a “keyhole channels” [18]. One of the methods to restore the rank
of these long range MIMO channels is to deploy a relay between the source and destination.
This relay can restore or increase the rank of the MIMO channels by introducing artificial
scatterers [19]. This is similar to placing objects between the source and destination antenna
as shown in Figure 1.1(b). This technique provides additional diversity and improves the signal
quality at the destination.
There are two main types of relays that are found in the literature, these are known as amplify
and forward (AF) [3, 20–26] and decode and forward (DF) [3, 27]. AF relays simply receive,
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amplify and forward the received analog signal. Although these relays have a low processing
delay, they amplify and transmit the received signal with the received noise [3, 28, 29]. In other
words, the SNR at the output of AF relays will never be higher than their inputs. DF relays
decode and re-encode the received signal before transmitting the signals to the next node [3]. This
decode and re-encode process will not amplify the noise. Therefore in a low SNR environment,
DF relays perform better than AF relays. However, DF relays have a longer processing delay
and larger complexity compared to AF relays.
Relays have two modes of operation, these are known as half duplex (HD) and full duplex
(FD) [30–32]. For HD relays, they operate in two different time slots: one is for transmitting
and another is for receiving. Operating in separate time slots avoids the propagation of feedback
from the relay transmitter to the relay receiver. This feedback is a particular problem because
the relay receiver receives a stronger signal from the relay transmitter compared to the source
transmitter [33,34]. However, using two different time slots to operate is not spectrally efficient
as the relay is only using half of its available time. In contrast to HD relays, FD relays are more
spectrally efficient as they receive and transmit in the same time slot. However, FD relays are
not feasible unless the loop interference between its transmitter and its receiver is mitigated or
removed [25].
Currently, the relays that are most often used in communication systems are usually operating in
HD mode, as the self interference (SI) power is too large to cancel out in FD mode. An example
of this would be the cellular systems [35]. In traditional cellular systems, the transmit power of
the relay needs to be large as the path loss at the destination receiver is high. This will cause
the relay receiver to receive a stronger SI signal [36]. However, [30] shows that when the SNR
at the relay input is higher than 0.75 times the SNR of the relay to destination link, then FD
mode is recommended over HD mode. Furthermore, if SI can be reduced or canceled from the
relays, then FD communication can be viable in practice and has the potential to outperform
HD relay communication systems.
In this thesis, AF FD MIMO systems are investigated along with signal processing to reduce or
remove the relay’s SI and increase the end to end (e2e) signal to interference plus noise ratio
(SINR).
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1.3 LITERATURE REVIEW
Relays are transceivers that receive signals from one node and retransmit them to the next
node with some processing or amplification performed on the received signals. Relays are used
in cooperative communication systems, as they enable promising techniques to provide lower
transmit power, higher throughput and larger coverage in wireless communication systems [11].
For long range MIMO systems, the link quality between the source and the destination in a
wireless system is not always satisfactory. This is due to the “keyhole channel ”, which results
in a degenerate channel [37]. By creating additional links with a relay, the MIMO link quality
can be improved [38].
1.3.1 Types of Relays Studied in Literature
Recently, there has been increased interest in FD relays, this is due to the wireless architectural
progression towards short range systems [36]. For short range systems like WiFi, the path loss
is less compared to traditional cellular systems, making SI reduction easier to perform. This is
due to the fact that the transmit power of the relay can be lower, hence making the SI power
at the relay receiver weaker. Despite the growing interest in FD relays, HD is also extensively
studied in the literature. In some papers, the authors considered using HD relays in MIMO
systems. Since these relays use different time slots for reception and transmission as illustrated
in Figure 1.3a), the SI loop from the relay’s transmitter to its receiver will not occur [38–41].
In these HD relay papers, some authors developed protocols for the case in which the source to
destination link is blocked [38–40] and others exploit the source to destination link as an extra
diversity branch [41]. Although much work has been done in HD relays, they are not efficient in
terms of spectral efficiency and throughput compared to FD relays, which receive and transmit
in the same time slot as shown in Figure 1.3b) [42, 43]. However, the challenge with FD relays
is the SI that occurs from the receiver listening to its own transmitter. Another words, when
a FD relay amplifies the received signal, the large amplified signal transmitted will propagate
back to the relay receiver. If this feedback signal is not reduced or removed, it will distort the
desired signal from the source node [44]. If this occurs, the performance of the MIMO system
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Relay
Half Duplex
Time Slot A Time Slot B
Receive Mode Transmit Mode
(a)
Relay
Full Duplex
Same Time Slot 
Transmit and Receive Mode
(b)
Self Interference Loop
Figure 1.3 Relay schemes a) Half Duplex: receive and transmit antennas operate in different time slots b) Full
Duplex: receive and transmit antennas operate in the same time slot.
degrades dramatically.
1.3.2 Self Interference in Full Duplex Relay
Many researchers have derived alternative methods to reduce the SI of FD MIMO relay systems
in both theory and experimental hardware implementation [35, 45–47]. These techniques can
be classified as either passive or active. The passive suppression is simply achieved by blocking
the transmission path between the transmitter and receiver antenna [48]. Another technique
is to have orthogonal placement of the receive and transmit antennas [35]. This will create
constructive interference to eliminate the SI. The authors in [49] constructed obstacles between
the transmitting and receiving antennas to effectively block the line of sight (LOS) component of
the feedback channel. Furthermore, [44] used directional antennas that are pointed in opposite
directions to increase SI suppression. In [50], antenna isolation is achieved by using two transmit
and one receive antenna at the relay. The two transmit antennas are placed asymmetrically at
l and l + λ/2 distance from the receive antenna. Offsetting the two transmitters by half a
wavelength causes the signals to add destructively and cancel each other out. This creates a
null position where the receiver receives a weaker signal. However, to further reduce SI, active
suppression such as analog and digital cancellation are also required as proposed in [51]. In [51],
they proved that FD relay systems are feasible and can achieve higher rate than that achieved by
HD relay systems if SI is canceled before it reaches the relay receiver. They implemented three
mechanisms for SI cancellation which are shown in Figure 1.4. These cancellation techniques
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(a)
Antenna Separation
node 1 node 2
analog
cancellation
analog
cancellation
(b)
Antenna Separation
node 1 node 2
digital
cancellation
digital
cancellation
(c)
Antenna Separation
node 1 node 2
digital &
analog
cancellation
digital & 
analog
cancellation
Figure 1.4 Relay cancellation techniques a) antenna separation and analog cancellation b) antenna separation
and digital cancellation c)antenna separation, digital and analog cancellation.
are: antenna separation and analog cancellation (Figure 1.4(a)); antenna separation and digital
cancellation (Figure 1.4(b)); and antenna separation, digital and analog cancellation (Figure
1.4(c)). Although the results in [51] demonstrated that SI reduction can be achieved in FD
relays, no e2e overall performance schemes were provided.
SI cancellation work has also been done in the digital domain by other authors. The authors
in [52] and [43] have analytically calculated the achievable isolation with time domain cancella-
tion (TDC) and null space projection (NSP). It is concluded by [43,52] that TDC is sensitive to
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both channel estimation noise and transmit signal noise. On the other hand, NSP requires extra
antennas for efficient mitigation. TDC techniques can suppress SI only up to the effective dy-
namic range of the analogue to digital converter. Hence, [36] suggests that it is more effective to
reduce SI before the signal reaches the analogue to digital converter component. Other authors,
such as [53], used antenna selection schemes that minimise the effect of the interference channel.
They showed that antenna selection has a lower complexity compared with NSP schemes. The
work in [43, 52, 53] mainly focused on reducing the SI feedback of a relay and no techniques for
improving the link between the source to relay and relay to destination link were provided.
In a relay, there is always some signal processing. Since there are processing operations in the
relay, there will be a delay between the transmitted signal and the received signal. However,
depending on the speed and the complexity of this processing, this time delay may be negligible.
Hence, some FD relay papers include the effects of processing delay [31,54] or ignore processing
delay [30] in their work. When a relay design is assumed to have no processing delay, the actual
source signal component in the received signal will be identical to the transmitted signal as
stated in [30]. In this case, the equation for the relay received signal becomes simpler as the SI
only contains extra amplified noise. However, when a relay contains a processing delay effect,
the equation of the relay received signal will be more complicated as SI is not pure amplified
noise. Instead, it contains a noise term as well as a delayed signal term [52].
Most of the SI cancellation work only considers the source to relay then relay to destination link,
and ignores the effect of the direct link (source to destination) in order to reduce the complexity
of the analysis [25, 52, 55]. Some papers make this problem even simpler by only focusing on
signal precoding and decoding at the relay node [44,48,49,51].
One paper uses a two phase scheme to implement a model that considers the direct links with
a FD relay [56]. In a two phase scheme, the destination node uses two time slots to receive
separate information from the source and relay. The first time slot is used to receive information
from the source, while the second time slot is used to receive information from the relay and
the source does not transmit any information. The advantage of using this scheme is that it
avoids SI. The disadvantage of this scheme is that the source is only transmitting for half of its
available time.
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1.3.3 Transmit and Receive Beamforming
Transmit and receive beamforming is used for improving the transmission link between the
transmitter and the receiver. Signals are multiplied with a precoder before transmission and
multiplied again with a weight vector after reception. Linear precoders and weight vectors have
a relatively low complexity so they are used to improve the transmission quality and rate [57–60].
When a relay is operating in HD and SI is not occurring from the relay, precoders and weight
vectors can be designed to maximise the SNR of the channel. One of the well known approaches
to maximise the SNR of the desired channel is the singular value decomposition (SVD). The
channel matrix H can be decomposed by SVD as
H = UΣV †, (1.1)
whereU and V are unitary matrices and Σ is a diagonal matrix. The signal, x, at the transmitter
is multiplied by the V matrix and the received signal at the receiver is multiplied by the U †
matrix [30, 61]. Using this process the channel can be diagonalised and this is given by the
following (in the absence of noise)
transmitter side = V x
receiver side = U †HV x
= U †UΣV †V x (1.2)
= Σx.
Constructing the precoders and weight vector using the SVD of the channel results in parallel
virtual channels, which have SNRs that correspond to the original channel eigenvalues [61].
This parallel channel decomposition helps to reduce and simplify the signal processing at the
receiver, as it only needs to perform scalar decoding, rather than complex decoding [58]. This
idea is feasible only when perfect channel state information is known at the transmitter and
receiver [58,61].
When there is SI at the relay, precoders and weight vectors can be designed to reduce/remove
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SI and to increase the SINR. The difference between a precoder and a weight vector is that
a precoder is multiplied to the signal before transmission and a weight vector is multiplied to
the received signal after reception. These precoder and/or weight vector designs, which are
commonly found in the literature, are: zero forcing (ZF) [62, 63], minimum mean squared error
(MMSE) [64,65] and signal to leakage plus noise ratio (SLNR) [66–70].
1.3.3.1 Precoders
An SVD precoder is often used when there is no interference in the channel as it only boost
the desired channel component and ignores the noise and the interference component. However,
SVD can also be used in the presence of interference to compare with other precoding techniques
that deal with the interference and/or noise.
ZF is a linear precoder that is commonly used in practice [70], because it completely suppress
the interference between users [71–73]. Another advantage of using ZF is its low complexity
compared to other precoders [63, 74–76], as the ZF precoder is generated by simply inverting
the channel matrix at the transmitter side [63]. However, ZF can suffer from high transmission
power, noise inflation and extra antennas maybe required to provide enough degrees of freedom
to operate [71].
Signal to leakage plus noise ratio (SLNR) is an alternative precoding technique to ZF. SLNR
precoding is designed by maximising the power of the signal over the leakage plus noise [77]. This
leakage is a measure of the signal power that is leaked into other users’ receivers [66]. Compared
to ZF, SLNR does not require any limits on the number of transmit and receive antennas [66].
This precoder also considers the influence of noise when the precoder is being designed and like
ZF, there is an analytical closed form solution for the precoding matrix [67]. The SLNR precoder
is obtained by the generalised eigenvalue decomposition of the channel covariance matrix and
the leakage channel plus noise covariance of each user [66,67,69].
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1.3.3.2 Weight Vectors
The SVD weight vector is similar to the SVD precoder, in that it boost the desired channel
component and ignores the interference and noise of the received channel. Hence, SVD weight
vector design can be used to compare with the other weight vector designs that deal with the
interference and/or noise at the receiver.
Weight vectors that are used in practical systems, such as MMSE, are appealing for many appli-
cations, as they can often be implemented with low complexity [78–80]. The MMSE criterion is
designed to minimise the error in MIMO channels [60]. In MIMO systems, MMSE weight vectors
are adopted in some of the standards, e.g. IEEE 802.11n and 802.16e [81]. Therefore, MMSE
designs are widely used in both theoretical and practical implementations. It has been shown
that MMSE receivers can extract the full spatial diversity of the MIMO quasi-static channel at
low data rates [79].
1.3.4 Power Constraint
A power constraint is required for designing precoders and weight vectors. This is due to the
fact that transmitters have a finite power with which to transmit the signals.
One of the power constraint methods is to use an average power constraint and to set the average
power of the source and relay precoder to a particular constant value as shown in [82]. In [83],
they used a maximum per-relay power constraint then a total sum power constraint to find the
optimum solution for the relay precoder and weight vectors. An instantaneous relay gain power
constraint can also used to guarantee finite transmit power and to prevent relay oscillation as
shown in [31]. Most of the literature makes the power constraint problem easier, by suppressing
SI with some form of processing technique (space-time cancellation [84] precoding/decoding [85]
or prenulling [86]). However, when the SI is not completely suppressed, the calculation of average
power for the precoders is difficult. This is due to the fact that the relay transmitted power
expression, the relay precoder and weight vector expressions are linked, leading to complex
iterative equations. These equations are difficult to solve without the use of numerical methods.
Hence, most of the current literature does not explicitly deal with SI in MIMO systems and it
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Figure 1.5 A fundamental MIMO relay design.
makes the MIMO FD relay an interesting and challenging topic to explore.
1.4 RESEARCH OBJECTIVE
Consider the fundamental FD AF relay MIMO system shown in Figure 1.5 [19]. The signal is
transmitted from the source node to the destination and the relay node through channel, HSD,
and channel, HSR, respectively. Before the signal is transmitted from the source node, the signal
is multiplied by a precoder. At the relay node, the received signal is multiplied with a weight
vector and then multiplied with a precoder to give the resultant signal. The relay transmits
this new signal to the destination node through channel, HRD. At the destination node, the
received signal is multiplied by a weight vector. All these nodes have multiple transmit and/or
receive antennas. This two path cooperative design can be used to increase the receive SINR at
the destination or, in the case of [19], to introduce an artificial scatterer in the channel. In [19],
it was shown that SI occurs during FD relay transmission and this problem needs to be resolved
for FD relays to produce a reliable link.
Using the relay design proposed in [19], we implemented a two path FD MIMO relay system
including the effects of relay SI. However, we noticed that when the relays’ delay effects (due
to relay processing) are not considered, the source and the SI signal received by the receiver
contains the same underlying source signal. As a result of this, relay processing to reduce SI
is unimportant, since SI is not interfering with the source signal. Hence, without adding the
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Figure 1.6 The proposed MIMO relay design.
effects of delay in the relay system, an artificial MIMO system is created, which does not model
the important aspects of a real implementation.
We altered our design by constructing a one path MIMO FD AF relay system and added in the
effects of a delay, τ , due to processing at the relay, as shown in Figure 1.6. In this design, we
removed the source to destination link, as the MIMO relay system now includes the effects of
delayed SI. Keeping the source to destination link would make the system too complex for an
initial investigation.
In this relay system, the effects of the delay and SI are being considered. The signals entering
the relay from the source as well as the relay transmitter will not carry the same underlying
source signal, where we consider the latter as interference. In order to constrain the power
of the relay using average normalisation, the power of the processed relay signal needs to be
calculated. We set the power of the transmitted signal from the source to be unity. However,
when the relay receives this signal, the signal power is a combination of the source signal power
plus the SI power. The SI power is dependent on the relay precoder as it determines the
amount of leakage that is being transmitted back to the relay receiver. However, in order to
calculate and constrain the relay precoder, the relay received signal power needs to be known.
This becomes an iterative scenario where one calculation is dependent upon another. A less
complicated alternative method is to cancel out SI using nulling, which has been implemented
in [46]. However, this is impractical, since imperfect channel state information leads to SI as
represented by the HRR in Figure 1.6. Hence, as SI cannot be completely removed, our research
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objective is to calculate the SI signal power such that we can maximise the global e2e SINR link
through different precoder and weight vector designs.
The major part of this thesis is focusing on the one path MIMO relay model. At the relay, the
covariance matrix of the transmitted signal was derived with a novel closed form solution. This
enables us to constrain the relay power to compare different precoder and weight vector designs.
This maximises the e2e signal to interference plus noise ratio (SINR) at the destination. To
the best of the authors knowledge, no such analysis and design has appeared in any literature.
From these different designs, using single stream transmission, an improved e2e performance is
achieved, which suggests that SI reduction at the relay receiver is preferable to pre-cancellation
at the relay transmitter.
1.5 THESIS LAYOUT
This section briefly outlines the content of each chapter in this thesis.
In Chapter 2, the Rician channel model is described, as it is the base for modeling the channels
in the MIMO relay with the effects of SI. This chapter also introduces ad-hoc and optimisation
methods for computing the precoder and weight vector solutions. These increase the signal
power and/or decrease the interference power. The ad-hoc methods include SVD, ZF, MMSE
and SLNR. The optimal method that is used to calculate the source precoder and destination
weight vector is based on an iterative Rayleigh-Ritz (RR) approach. The “pure ad-hoc” method
is used to define all the precoders and weight vectors using only the ad-hoc approach. The “near-
optimal” method is used to define the source precoder and destination weight vector using the
iterative RR method, while the relay precoder and weight vector are designed using the ad-hoc
approach.
Chapter 3 presents a two path MIMO relay model that is illustrated in Figure 1.5. Through
analysis, we show that by ignoring the effects of the processing delay, the relay’s SI effect
disappears as the SI contains the desired signal. Hence, it is concluded that this is an artificial
relay model which does not model the important aspects of SI.
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Chapter 4 shows the performance of different precoding and weight vector designs in a one
path proposed MIMO relay model that incorporates a relay processing delay. In this model, we
use an average power normalisation to normalise the relay precoder. We also show that doing
processing before the relay receiver to remove or reduce SI, has a higher e2e SINR than removing
SI at the relay transmitter.
In Chapter 5, the MIMO relay model is extended to use instantaneous power normalisation at
the relay. Using the precoder and weight vector designs from Chapter 4, which produce the best
results, we present the performance of the MIMO relay model using symbol error rate (SER).
To compare the results of the instantaneous power and average power normalisation models,
we show an initial derivation of the SINR equation for the instantaneous power model. These
derivations for the instantaneous power model are beyond the scope of this thesis and is regarded
as a topic for future work.
Finally, Chapter 6 makes some conclusions and also provides some directions for future work
in this topic. Part of this work has appeared at the IEEE Australian Communications Theory
Workshop (AusCTW 14) [87].

Chapter 2
BACKGROUND
The main purpose of this chapter is to describe the Rician model for MIMO channels that
has been used to describe all the links of a multiple input multiple output (MIMO) relay in full
duplex (FD) mode and operating in amplify and forward (AF) mode. This chapter also describes
the different precoder and weight vector techniques that are used to reduce or remove SI at the
relay. This chapter is organised as follows: Section 2.1 describes the MIMO channel models.
Section 2.2 states the problems that occur in the line of sight (LOS) MIMO channel. Section
2.3 describes the two different schemes for designing the precoder and weight vectors. These
schemes are categorised as ad-hoc and near-optimal schemes which are described in Section 2.3.1
and Section 2.3.2, respectively.
2.1 CHANNEL MODELS
In this work, analytical models of wireless channels are used for comparing the performance
of different precoder and weight vector designs. These models do not specifically incorporate
any physical propagation mechanisms and simply reproduce the statistical properties of the
MIMO matrix channel. Such analytical models are often useful when the system design is in its
evaluation and verification stage. The advantage of these models is that they avoid the complex
and computationally intensive reproduction of a channel’s physical properties.
For our channel model, we consider a narrow band system, where the bandwidth of the signal does
not exceed the coherence bandwidth. Coherence bandwidth is a statistical measure of the range
of frequencies of the channel that can be considered as “flat ”(i.e. all the spectral components
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of the channel have approximately equal gain and linear phase) [1, 5]. The main advantage of
narrowband systems is that they avoid inter symbol interference and they are very common
in orthogonal frequency division multiplexing (OFDM) systems which are prevalent in current
and future standards. Most narrowband analytical models are based on a multivariate complex
Gaussian distribution for the MIMO channel coefficients [88]. This leads to the well known
Rayleigh or Rician fading models, which are widely accepted in many wireless communication
research areas [5].
2.1.1 AWGN Noise
The additive white Gaussian noise (AWGN) model is the simplest noise model for communication
simulation. In this model, the received signal is degraded by thermal noise, n, that may be
associated with the physical channel, as well as with the electronics at the transmitter and
receiver nodes [89].
The noise vector, n, in AWGN is assumed to contain independent complex Gaussian random
variables with a mean of zero and a variance of σ2 [9]. A key property of AWGN is that
the projection of these random vectors onto any other orthogonal vectors are independent and
identically distributed [90].
2.1.2 Frequency Flat Fading Channel
In a frequency flat fading channel, the channel is assumed to have a constant gain and linear phase
response over a bandwidth, which is at least as large as the bandwidth of the transmitted signal
[1]. In this channel, the received signal undergoes flat fading. This is the case for narrowband
systems in which the transmitted signal bandwidth is much smaller than the channel’s coherence
bandwidth [6].
Consider a system where the source is equipped with NS antennas, and the destination has
ND antennas as shown in Figure 2.1. In this situation, we assume that the bandwidth of the
transmitted signal is small enough, such that no inter symbol interference occurs and the channel
is considered as frequency flat. Frequency flat fading corresponds to the case where the delay
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spread is small with respect to the transmit signal symbol period [4]. Hence, the received signal
at antenna m at one instant in time can be represented by
ym =
NS∑
n=1
hm,nxn + nm, (2.1)
where the signal, xn, is being multiplied by a complex channel gain, hm,n, between the n
th
transmitter and mth receiver. An AWGN noise term, nm, is also being added to the received
signal at the receiver. Let x and y be NS × 1 and ND × 1 vectors containing the transmitted
and received data, respectively, then (2.1) can be re-written in matrix/vector format as
y = Hx+ n. (2.2)
The ND×NS channel matrix, H, where each element corresponds to the complex gain between
a transmit and receive antenna pair, is given by
H =

h1,1 · · ·h1,NS
...
. . .
...
hND,1 · · ·hND,NS
 . (2.3)
These channel elements vary for different types of channel environments. Hence, we consider
the two well known channel types, line of sight (LOS) and scattered (SC) [91].
The LOS channel is given by [92]
HLOS = a(θs)
Ta(θd), (2.4)
where a(θs) and a(θd) are the array responses at the transmitter and receiver, respectively. The
array responses corresponding to N-element linear arrays are given by [93]
a(θs) = [1, e
j2pid cos(θs), · · · , ej2pid(N−1) cos(θs)]
a(θd) = [1, e
j2pid cos(θd), · · · , ej2pid(N−1) cos(θd)], (2.5)
where θd and θs are the angle of arrival and departure of the antenna component, respectively.
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Figure 2.1 An example of a MIMO channel.
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Figure 2.2 MIMO system parameters: angle of arrival (θd), angle of departure (θs), antenna spacing (d) and
distance between source and destination (L).
and d is the antenna spacing measured in wavelengths. These parameters are illustrated in
Figure 2.2.
In a LOS environment, when θs and θd are very small and the distance,  LD, between the source
and destination antenna becomes very large, the channel matrix has a low rank. This is due to
signals arriving within a narrow angle at the receiver and d is very small compared to  LD such
that d LD
≈ 0 [94]. When this occurs, the elements in a(θs) and a(θd) become close to unity and
the LOS channel matrix in (2.4) reduces to a matrix of ones given by
HLOS =

1 · · · 1
...
. . .
...
1 · · · 1
 . (2.6)
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To obtain a full rank channel matrix in a LOS channel, the antenna spacing needs to be very
large. However, this is limited by the size of the transmit and receive stations. An alternative
method to restore the rank of the MIMO channel is to employ relays to act as scatterers [94,95].
The channel in the scattered case is denoted by HSC and the elements are statistically indepen-
dent unit variance Gaussian random variables [93]. Hence, HSC contains elements which are
complex normal random variables with a mean of zero and a variance of one. Furthermore, the
variance of the real and imaginary parts are equal [90].
The scattered channel (SC) with sufficiently rich scattering has independent matrix elements
giving a high rank channel and a large channel capacity [96]. Hence, this kind of channel condi-
tion is desired for MIMO transmission. The MIMO channel is often modeled as a combination
of the LOS and SC channel components. Here, the overall channel is given by
H =
√
P
(√
K
1 +K
HLOS +
√
1
1 +K
HSC
)
, (2.7)
where HLOS and HSC are the LOS and SC channel matrices, respectively. We set the power
of the channels (HSC and HLOS), signal and noise to be unity. Hence, the factor P in (2.7) is
the overall SNR of the received signal if and only if E{xi}2 = 1 and E{ni}2 = 1, where xi and
ni are the individual i
th elements of the signal and noise, respectively. The term K in (2.7) is
the Rician K factor that is defined as follows [89]:
K =
power in the LOS path
power in the SC path
. (2.8)
When K = 0, the channel only contains a SC component and when K = ∞, the channel only
contains a LOS component.
2.1.3 Quasi Static Channel
A slow fading channel, as illustrated in Figure 2.3 shows a quantised channel where the channel
gain is assumed to be almost constant for non-negligible periods of time. This is called a quasi
static channel [90]. This model is used for slow fading scenarios, where the delay spread is
22 CHAPTER 2 BACKGROUND
Time
C
h
a
n
n
e
l A
m
p
litu
d
e
Actual Channel
Quantised Channel
Figure 2.3 An example of a quasi static channel.
smaller than the channel coherence time1. The delay spread is a measure of the time it takes
for all of the multiple copies of signals that are transmitted at the source to be received at the
destination [97]. This constant channel period can range from the duration of a single data
frame to the duration of the entire transmission process [98].
2.2 LOS MIMO CHANNEL PROBLEMS
Consider a LOS MIMO system, as shown in Figure 2.4, where the source and destination nodes
experience a full LOS channel while the source and destination are separated by a long distance.
In this condition, the channel is described as the well known keyhole channel as shown in Figure
2.5. In a keyhole channel, the resultant channel matrix does not contain a full rank matrix.
Hence, a keyhole channel decreases the spatial diversity [7].
From this example, the LOS MIMO channel matrix is not full rank, and does not provide
diversity for spatial multiplexing. Factors that will help to create a full rank matrix are:
1Channel coherence time is the time period in which the channel is considered as constant [90].
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Figure 2.4 An example of an ideal LOS MIMO channel.
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Figure 2.5 An example of a keyhole MIMO channel.
• having multipath scatterers;
• having non line of sight (NLOS) components;
• having large antenna spacings and angle spreads.
It is difficult or impossible to change the environment or to build very large antenna arrays.
However, using the idea of relays to create more scatterers can help to solve this problem [19].
2.3 PRECODER AND WEIGHT VECTOR DESIGN
Precoders and weight vectors multiply signals before transmission and at the front end of re-
ceivers, respectively. If x is the data vector to be transmitted, then the transmitted signal is
Mx, where M is the precoder matrix, containing the precoder vectors. If y is the received sig-
nal, then W †y is the output of the linear combiner, where W is the weight matrix, containing
the weight vectors.
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Precoders and weight matrices for the source relay and destination can be designed using different
schemes. These schemes can be classified as fully optimal, near-optimal or pure ad-hoc. The
fully optimal scheme uses optimal methods to design all the precoders and weight vectors that
maximise the SINR of the relay MIMO system. However, the fully optimal scheme is very difficult
to implement as it is usually impractical or even impossible. This is due to large computation
required to compute the different precoder/weight vectors. Hence, we use a near-optimal scheme
that uses optimal methods to compute the source precoder and destination weight vector. For
the relay precoder and weight vector, the near-optimal scheme uses ad-hoc methods. Lastly the
pure ad-hoc scheme uses ad-hoc methods to compute all of the precoders and weight vectors of
the MIMO relay system.
In this thesis, we consider the “pure ad-hoc” and “near-optimal”to design the precoders and
weight vectors.
2.3.1 Ad-hoc Schemes
Use ad-hoc methods. Precoder and weight vector design using ad-hoc approaches, such as
singular value decomposition (SVD); minimum mean squared error (MMSE); signal to leakage
and noise ratio (SLNR); and zero forcing (ZF) have lower computational complexity and are
proven to give reasonable results in single transmit and receive scenario [97]. In our case, we
want to design these different precoders and weight vectors in a relay environment and observe
the overall e2e performance of the FD MIMO relay system.
2.3.1.1 Singular Value Decomposition
The singular value decomposition (SVD) is an important tool for MIMO radio communication.
The SVD of a MIMO channel matrix is used to provide the transmitter and the receiver with
the information to communicate over the available independent parallel channel modes [99].
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Figure 2.6 Diagrammatic interpretation of SVD.
An n×m channel matrix, A, can be factored as [100]
A = UΣV †, (2.9)
where U is an n× n orthogonal matrix and V is an m×m orthogonal matrix. Σ is an n×m
diagonal matrix given by [101,102]
Σ =

σ1 · · · 0
...
. . .
... 0
0 · · · σw
0 0

(2.10)
where σ1, σ2, · · · , σw are the singular values of σ and are ordered as σ1 > σ2 > · · · > σw > 0.
The term w is defined as w = min(n,m).
A diagrammatic interpretation of the SVD is illustrated in Figure 2.6. In this diagram, it is
assumed that the number of rows (n) in the data matrix A is larger than the number of columns
(m) [101].
The precoders and weight vectors are constructed by taking the leading  L columns of the U and
V matrix, respectively, where  L represents the number of streams that are being transmitted.
In this way, the signals are being transmitted through the strongest eigenchannels and this is
the optimal method when there is no interference in the channel.
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2.3.1.2 Zero Forcing Design
Unlike the SVD design, which focuses on transmitting the signals using the strongest links in
the desired channel2, zero forcing (ZF) aims to completely eliminate the interference between
streams. However, ZF does not have any control on the power of the desired channel [7].
ZF in MIMO channels has been promoted not only for its low complexity versus nonlinear
approaches but also for its good performance [62,63,103]. For example, ZF approaches in MIMO
systems have a high performance in large signal to noise ratio (SNR) conditions [76]. However,
ZF designs ignore the additive noise component at the receiver and these methods have antenna
dimension constraints [104]. Another downside to ZF design is that high accuracy in the channel
state information is essential for proper operation [75]. This is due to the numerically sensitive
matrix inverses that are required to construct the ZF precoder and/or weight vectors.
Geometric View of Zero Forcing Precoder
Consider a linear precoder, M , that lies in a signal space that is spanned by the vectors ui where
ui is the incoming signal from the i
th of N users, i.e. i = 1 . . . N . This signal space represents the
desired vector u1 and the interference vectors (ui, i 6= 1) that lie on the interference subspace, S.
If there were no interference vectors, then M is designed to be parallel with u1 to have maximum
transmit channel power. However, in the case where there is interference in the channel, the
ZF precoder is designed to null out these interferers. This is done by making M orthogonal to
the interference subspace, S. To do this, M is chosen to be the projection of u1 orthogonal to
S [105]. This example is illustrated in Figure 2.7.
Zero Forcing Precoder Design
ZF precoding, which is shown in Figure 2.8, can be used to null the interference transmitted over
the other channels (ie. the transmitter to the unwanted receiver, H2) [70]. In this diagram, the
transmitter is equipped with NT antennas and is transmitting signals to the desired receiver but
wants to avoid transmitting signals to the unwanted receiver. The desired receiver and unwanted
receiver have ND and NU receiving antennas, respectively. H1 and H2 are the desired channel
and interference channel, respectively. The precoder, M , is designed using the ZF method.
2The desired channel is the interference free channel that the receiver wants to receive.
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Figure 2.7 A geometric view of ZF precoder design.
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Figure 2.8 A block diagram of ZF at the relay transmitter.
Using SVD, we can decompose the interfering channel, such that we transmit the signals through
the weakest eigenvectors ofH2. In this way, the unwanted transmitter will not receive any signals
that are transmitted from the transmitter. H2 can be decomposed as [106]
H2 = UΣV
†,
= UΣ[V 1V 0]†, (2.11)
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Figure 2.9 A block diagram of ZF at the relay transmitter.
where U , D, V 1 and V 0 have the dimensions ((ND +NU )× (ND +NU )), ((ND +NU )×NT ),
(NT ×ND) and (NT ×NU ), respectively. From the dimensions of the singular vectors, it follows
that the number of transmit antennas, NT , needs to be greater than the sum of the receive
antennas (i.e. ND+NU ). The matrix, V
1, contains the leading ND columns of the right singular
vectors and V 0 contains the last NU columns of the right singular vectors. The matrix, V
0,
forms an orthogonal basis for the null space of H2 [62]. The precoding matrix W is constructed
from taking the last L columns of V 0, where L represents the number of transmitted streams.
Geometric View of Zero Forcing Weight Vector Design
Consider a receiver using ZF to decode a desired transmitter in the presence of an interfering
source. The ZF weight vector design is similar to the ZF precoder design, where it is designed
to be the projection P⊥s0 of s0 that is orthogonal to the interference subspace S, [105]. Here,
si is the received vector from user i, where i = 1, . . . , N . This is illustrated in Figure 2.9.
Zero Forcing Weight Vector Design
The ZF weight vector design can be obtained from the multiuser MIMO systems literature
[71, 72, 107, 108]. The constraint for designing a ZF weight vector, as illustrated in Figure 2.10,
is that the number of receive antennas (NR) must be greater than or equal to the sum of the
desired user’s transmitter antennas (ND) and the unwanted user’s transmitter antennas (NU )
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Figure 2.10 A block diagram of ZF at the receiver.
(i.e. NR ≥ ND +NU ).
Consider Figure 2.10, where there are two transmitters and one receiver. The receiver, R, wants
to receive the signal that is transmitted from the desired transmitter, TD but does not want to
receive any signals that are from the unwanted transmitter, TU . Hence, the ZF weight vector
can be designed such that R only receives the signals that are transmitted from TD. The ZF
weight vector is given by [76]
W ZF = (H
†
THT )
−1H†T , (2.12)
where the total matrix, HT , contains both the TD to R channel, H1, and the TU to R channel,
H2, such that HT = [H1,H2]. The dimensions of H1 and H2 are NR × ND and NR × NU ,
respectively. Hence, HT has the dimension NR × (ND +NU ).
2.3.1.3 Relay Weight Vector Design using MMSE
The ZF design completely removes interference. However, it does not take into account the
noise in the receive signal. An alternative design is the minimum mean squared error (MMSE)
receiver, as it also takes into account the noise of the received signal by minimising the average
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Figure 2.11 A block diagram of MMSE at the relay receiver.
squared error of the detected signals [7].
The MMSE receiver is widely used for its low complexity and its ability to suppress both inter-
ference and noise at the receiver [109]. The MMSE receiver, as shown in Figure 2.11, can be
implemented at the receiver end to increase the error rate performance [24].
The MMSE expression is given by [24]
WMMSE = (H1H
†
1 +H2H
†
2 + I)
−1H1, (2.13)
where matrices H1 and H2 represent the channel from TD to R and the channel from TU to R,
respectively. In (2.13) it is assumed that E{||ni||2 = 1}, where ni is the AWGN at the ith receive
antenna. It is also assumed that the interfering signals have unit power.
The mathematical expression for the MMSE weight vector in (2.13) and the ZF weight vector in
(2.12) are very similar, with the only difference being the extra covariance term in the MMSE
equation. This extra covariance term is due to the fact that the MMSE solution considers the
noise at the receiver as well as the interference, whereas ZF only considers the channel over
which the signals are being transmitted.
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Figure 2.12 A block diagram of MMSE at the relay receiver.
The geometrical representation of the MMSE weight vector is shown in Figure 2.12, where the
desired signal is being distorted by the interference signal [7]. It is clearly seen that the MMSE
solution lies in between the ZF and SVD solutions. This is due to the fact that the MMSE
solution reduces the interference, whereas the ZF solution completely removes the interference.
At the same time, the MMSE solution will also distort the desired signal, which does not happen
with the SVD approach.
2.3.1.4 Relay Precoding using Maximum SLNR
Consider a transmitter using SLNR to precode a signal such that it increases the signal to the
desired user while reducing the transmitted signal to the undesired users. This is shown in the
block diagram in Figure 2.13. The transmitter, T, transmits a signal, x, to the desired receiver,
RD, but at the same time, this signal will also be received by the unwanted receiver, RU . This
received signal at RU is considered as signal leakage [110] and is a measure of how much signal
power leaks into the unwanted receiver [66]. The transmitter precoder, M , will be selected based
on maximising the signal to leakage and noise ratio (SLNR) of T.
The SLNR is defined as the ratio between the power of the desired signal and the power of the
leakage and noise signal and it is defined as [66].
SLNR =
E{‖H1Mx‖2}
ND + E{‖H2Mx‖2}
, (2.14)
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Figure 2.13 A block diagram of the SLNR approach.
where ND is the number of the antennas at RD and the noise (ni at receiver i of RD) is assumed
to satisfy E{|ni|2} = 1. H1 and H2 are the channels from the T to RD and from T to RU ,
respectively. M is the precoder that is designed to maximise the SLNR and x is the signal at
the transmitter. The solution for M is computed using the Rayleigh Ritz (RR) method3. From
(2.14), the SLNR can be written as
SLNR =
trace{H1MIM †H†1}
ND + trace{H2MIM †H†2}
, (2.15)
where I = E{xx†}. Using the properties of trace (trace{ABB†A†} = trace{B†A†AB}), (2.15)
can be written as
SLNR =
trace{M †H†1H1M}
ND + trace{M †H†2H2M}
. (2.16)
To compute the solution for M , the SLNR equation is converted to have a RR structure. Hence,
(2.16) is rewritten as
SLNR =
trace{M †H†1H1M}
ND
trace{M †M}
trace{M †M}
+ trace{M †H†2H2M}
,
=
trace{M †H†1H1M}
trace{M †( ND
trace{M †M}
I +H†2H2)M}
. (2.17)
3The full explanation of RR is in Section 2.3.2.1
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If M is orthogonal then trace{M †M} =  L, where  L is the number of streams, i.e., the number
of columns of M . Hence
SLNR =
trace{M †H†1H1M}
trace{M †(ND L I +H
†
2H2)M}
,
=
trace{M †AM}
trace{M †BM} . (2.18)
The established solution for maximising the SLNR [66] is to use the  L largest eigenvectors of
B−1A = (
ND
 L
I +H†2H2)
−1H†1H1. (2.19)
Hence, M is computed by taking the  L largest eigenvectors of (ND L I +H
†
2H2)
−1H†1H1.
2.3.2 Near-optimal Scheme
Optimisation is when the best solution for a particular problem is used for the parameters given.
This involves using the constraints imposed on the parameters and finding the minimums and
maximums of the objective function [111].
However, the function is so complex with numerous variables, finding the optimum value for
every variable at one time proved to be nearly impossible. One way to solve this problem is to
fix and estimate some variables. This allows the remaining variables to be optimised. Then these
values are fixed and the original variables are optimised. This is an iterative process until the
best overall optimisation is achieved. Initially we used a MATLAB function called “fmincon” to
compute all the precoder and weight vector that maximises the SINR equation. However, when
the results were calculated, we found out that the power of the precoder and weight vectors
needed to be constrained in order to compare with the results from the ad-hoc designs. When
we set the power constrain into the fmincon, the optimisd result is very similar or exactly the
same as the ad-hoc design solutions.
In this work we use the RR method to partly optimise the signal to interference and noise ratio
(SINR) of the MIMO relay system. This is done by using an iterative RR method to optimise
the source precoder and destination weight vector and the relay precoder and weight vector are
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designed using ad-hoc approaches.
2.3.2.1 Rayleigh-Ritz Method in Optimisation
The Rayleigh-Ritz (RR) method, which is also known as the Rayleigh Quotient, is an optimi-
sation scheme that is based on eigenvector decomposition [100]. RR uses the eigenvalues and
eigenvectors of Hermitian matrices. As the eigenvalues of a Hermitian matrix are real, they can
be labeled according to increasing size [112]
λmin = λ1 6 λ2 6 · · · 6 λn−1 6 λn = λmax. (2.20)
The smallest and largest eigenvalues are characterised as the solution to a constrained minimum
and maximum problem [112]. The method of RR considers optimising quadratic functions such
as
Q =
x†Ax
x†x
, (2.21)
where x is the vector that we can select and Q is to be maximised or minimised. Q is then
maximised or minimised by choosing x as the maximum or minimum eigenvector of A [112].
This method is also used to find the solution for SLNR, where it wants to maximise the signal
power over the leakage power.
The RR method can also be extended to matrix quadratic forms of the form
Q =
trace{X†AX}
trace{X†X} , (2.22)
where the matrix X has m 6 n columns and A is an n× n matrix. Here, the solution for Q is
near-optimal. However, it very close to optimal, and is given by the leading m eigenvectors of
A (to increase Q) and the lowest m eigenvectors of A (to decrease Q).
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2.4 POWER CONSTRAINT FOR PRECODERS AND WEIGHT VECTORS USING
FROBENIUS NORMALISATION
In this work, the Frobenius norm, which is also known as the Hilbert Schmidt norm, is widely
used to compute the total power of a vector signal and also to constrain the power of precoder
and weight vectors. In this situation, we have for a vector, v, the norm given by,
||v||F =
√
v†v =
√
trace{vv†}. (2.23)
2.5 SUMMARY
In this chapter, we have explained the structure of the MIMO channel and the two different
schemes (ad-hoc and near-optimal) for designing the precoder and weight vectors. The channel
model is constructed by using the Rician channel model that includes the LOS component and
the NLOS component.
The precoder and weight vectors are designed using near-optimal and ad-hoc schemes. The
near-optimal scheme is built on RR and the ad-hoc schemes consist of SLNR, SVD, MMSE and
ZF. Our aim is to use these different ad-hoc methods and select the solution that gives the best
end to end (e2e) SINR for our relay MIMO model. Then to compare the performance between
the best ad-hoc and near-optimal methods.

Chapter 3
MIMO TRANSMIT AND RECEIVE RELAY MODEL WITH NO
DELAY
In this chapter, we provide an analysis of the SINR of a two path MIMO relay model that
assumes zero processing delay. This is an extension work of [19]. Our analysis shows that the
self interference (SI) from the relay carries a signal that is identical to within a scale factor to
the desired signal that is being transmitted from the source. Hence, any processing to remove
or reduce SI does not seem to be worthwhile, as the SI is not distorting the desired signal. This
motivates the work of Chapter 4 where a more representative MIMO relay model is developed
to incorporate the effect of a delay.
3.1 MIMO RELAY MODEL
Consider the MIMO relay channel system model shown in Figure 3.1. The source, S, is trans-
mitting to the relay, R, through the source to relay channel, HSR, and to the destination, D,
through the source to destination channel HSD. The source is equipped with NS transmit
antennas and the relay is equipped with NRR receiving and NRT transmitting antennas. The
destination receives the transmitted signal from the source and relay with ND antennas through
the channels HSD and HRD, respectively. HRD is the channel from the relay to the destination.
In this model, the relay is receiving and transmitting instantaneously in full duplex (FD) mode
and SI occurs at the relay receiver through the channel HRR. In order to reduce SI and boost
the end to end (e2e) signal to interference plus noise ratio (SINR), source precoders, MS , relay
precoder, MR, relay weight vectors, WR and destination weight vector, WD, are considered in
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Figure 3.1 A block diagram for a relay MIMO wireless communications system.
this MIMO relay system.
3.2 MIMO RELAY MODEL SYSTEM EQUATIONS
Consider the MIMO relay scenario discussed in [19]. In this study, a basic MIMO system was
constructed to simulate the effects of the relay MIMO channel. However, they ignored the effects
of relay SI which is an essential aspect of a FD relay. In our MIMO FD relay system, we used
the same design as in [19] and added the effects of SI at the relay through the channel, HRR,
as shown at the top of Figure 3.1.
The overall received signal at the destination is the sum of the direct path and the relay forwarded
signal. At the destination of the relay MIMO system, the output of the linear combiner is
yD = W
†
D(HSDxS +HRDxR + nD), (3.1)
where WD ∈ CND× L is the destination weight vector. xS ∈ CNS×1 and xR ∈ CNRT×1 are
the signals transmitted from the source and relay, respectively. HSD ∈ CND×NS and HRD ∈
CND×NRT are the source to destination and relay to destination channels, respectively. nD ∈
CND×1 is the destination noise vector.  L represents the number of streams. The transmitted
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source signal is given by
xS = MSdS , (3.2)
where MS ∈ CNS× L is the source precoder. dS ∈ C L×1 is the source signal and it is assumed
to have unit power, i.e. E{||dS ||2} = 1.
At the output of the linear combiner of the relay, the signal is given by
yR = W
†
R(HSRxS +HRRxR + nR), (3.3)
where HRR ∈ CNRR×NRT is the relay to relay channel and nR ∈ CNR×1 is the relay noise vector.
The transmitted signal at the relay is given by
xR = MRyR. (3.4)
Substituting yR from (3.3) in (3.4) gives
xR = MRW
†
R(HSRxS +HRRxR + nR). (3.5)
On separating terms containing xR, the equation is rearranged to
(INRT −MRW †RHRR)xR = MRW †R(HSRxS + nR),
xR = (INRT −MRW †RHRR)−1MRW †R(HSRxS + nR), (3.6)
where INRT is an NRT × NRT identity matrix. Defining FR = MRW †R, xR can be simplified
to give
xR = (INRT − FRHRR)−1FR(HSRxS + nR). (3.7)
Substituting (3.7) into (3.1) gives the total signal after precoding at the destination.
yD = W
†
D{HSDxS +HRD(INRT − FRHRR)−1FR(HSRxS + nR) + nD}. (3.8)
The overall signal can be rearranged to be represented as the sum of the desired signal, and the
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interference plus noise term at the destination. This equation is shown as
yD = W
†
D
{
[HSD +HRD(INRT − FRHRR)−1FRHSR]xS
+HRD(INRT − FRHRR)−1FRnR + nD
}
. (3.9)
By setting HRD(IRT − FRHRR)−1FR = G, (3.9) is simplified to
yD = W
†
D{(HSD +GHSR)xS + (GnR + nD)}. (3.10)
In the final equation of the MIMO relay system shown in (3.10), the effect of SI has essentially
been removed by combining the transmit and receive relay signals as shown in (3.6). As can be
seen in (3.10), the source signal, xS , is received at the destination through the effective channel,
HSD + GHSR, with no interference. The relay does cause noise inflation via the GnR term
but no interference terms are present. This means that relay processing designed at removing
or reducing SI is unnecessary. This MIMO relay scenario is unrealistic for modeling the effects
of SI as it has ingored the effect of the delay introduced at the relay. As a result of this, we
need to include the effect of a relay processing delay into the system model. When there is a
processing delay of τ , as shown in Figure 3.2, the relay receiver will receive two sets of signals
that are defined as
yR(t) = W
†
R(HSRxS(t) + nR(t)), (3.11)
and
y¯R(t) = W
†
RHRRxR(t),
xR(t) = MRW
†
R(HSRxS(t− τ) +HRRxR(t− τ) + nR(t− τ)). (3.12)
As seen from (3.11) and (3.12), there will be a time difference between the signal, xS(t), carried
in yR(t) and xS(t− τ) carried in the SI link. Since there is a time difference between these two
signals, they will interfere with each other, decreasing the performance of the MIMO system.
This is a more appropriate design for simulating the SI effect as now it will degrade the MIMO
relay system in a more realistic fashion. More complex processing techniques would use temporal
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Figure 3.2 The effect of introducing a processing relay delay.
processing and use both xS(t) and xS(t − τ) in the decoding process. However, we consider
simple schemes where the delayed signals are treated as interference.
As a result of this, the destination node will receive two sets of information that are not syn-
chronised. This will increase the complexity of the MIMO relay system as further processing is
required to recover the signal at the destination. Also there is already a complicated SI scenario
at the relay that needs to be solved and extra complexity will make the relay system even harder
to analyse. Hence, the complexity of the MIMO relay system can be reduced by changing from
a two path system to a one path system, where the source to destination link is discarded.
This one path MIMO relay system which includes the effects of a relay processing delay will be
described in more detail in Chapter 4.
3.3 SUMMARY
In this chapter, we showed, through the use of analysis, that SI is non-detrimental when the
relay is receiving and transmitting instantaneously. The reason for this is that the transmitted
signal is the same (within a scaling factor) as the received signal at the relay. This implies that
doing relay processing to remove SI is unlikely to increase the e2e performance. In other words,
this MIMO relay system is an artificial system to model as in practice there will always be a
delay between the receive stage and the transmit stage at the relay node. As a result of this
delay, the signal transmitted from the relay will not be the same as the signal received at any
given instant in time. Hence, these two signals will interfere with each other and reduce the
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quality of the signal at the relay transmitter. In order to model this SI effect, we construct a
one path MIMO relay system with the effects of a relay processing delay which will be proposed
in Chapter 4.
Chapter 4
MIMO TRANSMIT AND RECEIVE MODEL WITH A DELAY AT
THE RELAY
In Chapter 3, we derived the two path MIMO relay model equations and discussed the influence
of SI when the relay processing delay has been ignored. We also proposed a one path MIMO
relay model to simulate the SI at the relay to reduce the complexity of the MIMO relay model.
In this chapter, using the one path MIMO model, the precoder and weight vector designs are
described in Section 4.1, the derivation of the SINR equations is shown in Section 4.2 and
the relay power constraint is shown in Section 4.3. We implement different ad-hoc methods in
Section 4.4.1 as well as a near-optimal method using Rayleigh-Ritz (RR) in Section 4.4.2. At the
end of this chapter, the simulated results from this MIMO relay model are presented in Section
4.5
4.1 MIMO RELAY MODEL
Consider a one path communication MIMO relay system, shown in Figure 4.1, where there is a
delay due to the processing of the relay.
As there is a processing delay between the receive and transmit sides of the relay, the transmitted
signal from the relay will not be identical to the signal that is received from the source. Since
the relay receives two different signals from the source and the feedback channel, we consider
the latter one as interference.
The precoders and weight vectors are designed using near-optimal and ad-hoc schemes as shown
in Table 4.1. The near-optimal scheme is implemented using beamforming methods to calculate
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Figure 4.1 MIMO relay model.
Table 4.1 The different processing schemes for the precoders & weight vectors for the MIMO system
Schemes Relay (R) Source (S) & Destination (D) Methods
Near-optimal Ad-hoc Solution Optimal Solution Beamforming, (RR)
Ad-hoc Ad-hoc Solution Ad-hoc Solution Beamforming
the relay precoder and weight vector, then the source precoder and destination weight vector
are calculated using RR methods. The ad-hoc scheme uses different beamforming methods
to compute the precoders and weight vectors of the source, relay and destination nodes. The
source precoder is computed using singular value decomposition (SVD). The destination weight
vector is computed using minimum-mean-squared-error (MMSE) and SVD. The relay precoder
is designed using signal to leakage and noise ratio (SLNR), zero forcing (ZF) and SVD. The relay
weight vector is designed using MMSE, ZF and SVD. The SVD method is used as it provides
the optimal solution when there is no interference. In the situation, where there is SI, SVD can
be used to provide a lower bound to compare with other precoder and weight vector techniques.
Such precoder and weight vector designs at the relay are the MMSE weight vector and SLNR
precoder as they can be used to increase the signal and also decrease SI. However, these two
techniques will not completely remove SI. Although, ZF precoder and weight vector designs can
completely remove SI, they do not increase the signal component. Hence, by implementing the
different techniques as summarised in Table 4.2, we can determine which of these methods will
provide the largest e2e SINR.
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Table 4.2 The different beamforming methods that are used in the ad-hoc schemes
Source Precoder Relay Weight Vector Relay Precoder Destination Weight Vector
(MS) (WR) (MR) (WD)
SVD SVD SVD SVD
MMSE SLNR MMSE
ZF ZF
4.2 MIMO RELAY MODEL SYSTEM EQUATIONS
Consider the MIMO relay scenario shown in Figure 4.1. At the destination, the received signal
after processing is
yD = W
†
D(HRDxR + nD), (4.1)
where WD ∈ CND× L is the destination weight vector with ||WD||F = 1, xR is the relay signal
with E{||xR||2F } = 1, HRD ∈ CND×NRT is the relay to destination channel, nD ∈ C L×1 is the
destination noise vector and the elements of nD are assumed to be CN (0, 1) without loss of
generality.  L is the number of data streams. The relay input after processing is
yR = W
†
R(HSRxS +HRRx
d
R + nR), (4.2)
where HSR ∈ CNRR×NS and HRR ∈ CNRR×NRT are the source to relay and relay to relay
channels, respectively. The relay noise vector is given by nR ∈ CNRR×1 and the elements
of nR are assumed to be CN (0, 1) without loss of generality. xdR is the delayed relay signal.
WR ∈ CNRR×L is the relay weight vector with ||WR||F = 1 and MS ∈ CNS× L is the source
precoder with E{||xS ||2F } = 1, where xS ∈ CNS× L is the transmitted source signal and is given
by
xS = MSdS , (4.3)
where dS ∈ C L×1 is the source signal.
The transmitted signal at the relay is given by
xR = MRyR,
= MRW
†
R(HSRxS +HRRx
d
R + nR), (4.4)
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where MR ∈ CNRT× L is the relay precoder matrix with E{||MRyR||2F } = 1, where the expec-
tation is taken over the ensemble of the channel realisations.
In (4.2), xdR the delayed version of the signal, xR, transmitted from the relay transmitter to the
relay receiver through channel HRR. The occurrence of the delayed signal, x
d
R, is due to a relay
processing delay of τ . Hence, the relationship between the two signals is xdR(t) = xR(t− τ) and
the delayed signal is considered as relay SI.
To simplify the analysis, we consider this delayed signal as pure interference. Combining (4.2)
with (4.1), the received signal at the destination is given by
yD = W
†
DHRDFRHSRMSdS +W
†
DHRDFRHRRx
d
R
+W †DHRDFRnR +W
†
DnD, (4.5)
where FR = MRW
†
R. The signal power is given by
trace{W †DHRDFRHSRMSM †SH†SRF †RH†RDWD}
 L
, (4.6)
using
E{dSd†S} =
1
 L
IL, (4.7)
and the interference plus noise is given by
trace{W †DHRDFRHRRCH†RRF †RH†RDWD +W †DHRDFRF †RH†RDWD +W †DWD}, (4.8)
using
E{xdRxd†R } = E{xRx†R} = C. (4.9)
4.3 RELAY SIGNAL POWER CONSTRAINT 47
Table 4.3 Precoder, weight and signal vectors power constraint
Precoder & Weight Vector Constraint
Relay Weight Vector (WR) ||WR||F = 1
Destination Weight Vector (WD) ||WD||F = 1
Source Signal Vector (xS) E{||xS ||2F } = 1
Relay Signal Vector (xR) E{||xR||2F } = 1
Delayed Relay Signal Vector (xdR) E{||xdR||2F } = 1
Transmitted Source Signal (Arbitrary MS) E{||MSdS ||2F } = 1
Transmitted Source Signal (MS is Orthogonal) M
†
SMS = IL ⇒ E{||dS ||2F } = 1
Combining (4.6) and (4.8), the SINR is given by
SINR =
1
 Ltrace{W
†
DHRDFRHSRMSM
†
SH
†
SRF
†
RH
†
RDWD}
trace{W †DHRDFRHRRCH†RRF †RH†RDWD +W †DHRDFRF †RH†RDWD +W †DWD}
.
(4.10)
To compare the different precoder and weight vector designs, MS , WR and WD are all nor-
malised to have a unit norm while MR is normalised to E{||MRxR||2} = 1. The normalisation
constraints are all summarised in Table 4.3.
4.3 RELAY SIGNAL POWER CONSTRAINT
The relay signal needs to be constrained to a fixed power in order to simulate the system, as the
relay cannot transmit using an unbounded amount of power. By fixing the relay signal power,
it also allows different precoder and weight vector designs to be compared. Consider the relay
signal in (4.4)
xR = MRW
†
R(HSRMSxS +HRRx
d
R + nR), (4.11)
where we set FR = MRW
†
R, xR can be written as
xR = FRHSRMSxS + FRHRRx
d
R + FRnR. (4.12)
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The power of the transmitted signal needs to be constrained such that
E{||xR||2F } = E{x†RxR} = trace{E{xRx†R}} = 1. (4.13)
Hence, we need to compute the covariance matrix (E{xRx†R}). From (??), we have
E{xRx†R} = E{(FRHSRMSdS + FRHRRxdR + FRnR)
(FRHSRMSdS + FRHRRx
d
R + FRnR)
†}. (4.14)
When (4.14) is expanded, it becomes
E{xRx†R} = E{FRHSRMSdSd†SM †SH†SRF †R
+ FRHRRx
d
Rx
d†
RH
†
RRF
†
R + FRnRn
†
RF
†
R}, (4.15)
where the covariance matrices of dS and nR are given by
E{dSd†S} =
1
 L
IL, (4.16)
E{nRn†R} = INRR .
It is clearly seen that the covariance matrix (C = E{xRx†R}) appears on both sides of (4.15)
under the assumption that the covariance matrix of xR and x
d
R are the same. In order to solve
for C, we simplify (4.15) to
C = ACA† +B, (4.17)
where
A = FRHRR,
B =
1
 L
FRHSRMSM
†
SH
†
SRF
†
R + FRF
†
R. (4.18)
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Using matrix vectorization 1, (4.17) can be expressed as

c1
c2
...
cNRT

=

ACa†1
ACa†2
...
ACa†NRT

+

b1
b2
...
bNRT

, (4.19)
where
A =

a1
a2
...
aNRT

,
B =
[
b1, b2, · · · bNRT
]
, (4.20)
C =
[
c1, c2, · · · cNRT
]
.
The stacked vectors of C and B in (4.19) are denoted by
vC =

c1
c2
...
cNRT

,
vB =

b1
b2
...
bNRT

. (4.21)
1Vectorization of a matrix is a linear transform that converts the matrix into a column vector. This implies
that it is stacking the columns of the matrix on top of one another.
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With this notation, (4.19) can be written as
vC =

A 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 A


Ca†1
...
Ca†NRT
+ vB. (4.22)
The second matrix on the right hand side of (4.22) can be arranged to give

Ca†1
...
Ca†NRT
 = A¯vC . (4.23)
In order to compute A¯, consider one of the vector terms in (4.23). The ith term, Ca†i , can be
expanded as
Ca†i =

c†1a
†
i
...
...
c†NRTa
†
i

. (4.24)
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The jth element of this vector, Ca†i , is given by
c†ja
†
i = a
∗
i c
∗
j =
(
A∗i,1, · · · A∗i,NRT
)
C∗1,j
...
C∗NRT ,j
 ,
=
(
A∗i,1, · · · A∗i,NRT
)
Cj,1
...
Cj,NRT
 ,
=
(
0 A∗i,1, 0, A
∗
i,2, · · ·
)

C1,1
C2,1
...
Cj,1
...
CNRT ,1
...
C1,NRT
...
CNRT ,NRT

, (4.25)
where the 0 term on the left hand side of A∗i,1 is a zero vector of length j − 1 and similarly, the
0 at the right hand side of A∗i,1 is a zero vector of length N − 1. The vector in (4.24) can be
rewritten in matrix form using (4.25) to give
Ca†i =
(
A∗i,1INRT , · · · A∗i,NRT INRT
)
vC . (4.26)
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Stacking these terms for i = 1, . . . , NRT gives

Ca†1
...
...
Ca†NRT

=

A∗1,1INRT · · · A∗1,NRT INRT
...
. . .
...
A∗NRT ,1INRT · · · A∗NRT ,NRT INRT
vC , (4.27)
= (A∗ ⊗ INRT )vC .
Hence, A¯ = (A∗ ⊗ INRT )vC and using (4.24) we have
vC =

A 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 A

(A∗ ⊗ INRT )vC + vB, (4.28)
where ⊗ is the Kronecker product 2. The large matrix containing A in its block diagonal entries
in (4.28) can also be expressed as

A 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 A

= (INRT ⊗A). (4.29)
Substituting (4.29) in (4.28), vC is written as
vC = (INRT ⊗A)(A∗ ⊗ INRT )vC + vB. (4.30)
On separating terms containing vC and rearranging this equation, we have
vC = [IN2RT
− (INRT ⊗A)(A∗ ⊗ INRT )]−1vB. (4.31)
2Given an m× n matrix A and a p× q matrix B, the Kronecker product of matrix A and B is an (mp)× (nq)
matrix.
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Using (4.31), the power of the covariance matrix can be calculated. Since MS and WR have
unit norm, the only variable in (4.17) to control the size of C is MR. Hence, a scaling factor,
α, is used to scale the power of MR such that the power constraint in (4.13) can be satisfied.
The value of α is determined by finding the roots of
trace{C} − 1 = trace{E{xRx†R}} − 1 = 0, (4.32)
where xR is given by
xR = MRW
†
RHSRMSxS +MRW
†
RHRRx
d
R +MRW
†
RnR, (4.33)
and MR is given by
MR = αM
U
R, (4.34)
where MUR is the unnormalised version of MR.
This numerical method of finding α is implemented using the “fzero” function in MATLAB,
which uses a combination of bisection, secant and inverse quadratic interpolation methods. The
fzero function computes α based on (4.31) such that the C in (4.32) is being satisfied.
4.4 NORMALISING THE PRECODER AND WEIGHT VECTOR SOLUTIONS
When the precoders and weight vectors are calculated using the different techniques, they are
initially computed in an unnormalised form which are denoted by MUS , W
U
R and W
U
D with the
full solution given by MS = M
U
S /||MUS ||F , WR = W UR/||W UR||F and WD = W UD/||W UD||F .
Similarly, the value of MR is normalised by computing the scaling factor, α, using the procedure
in Section 4.3.
From (4.17), it is clear that the calculation of C requires FR (FR = MRWR). However, some
of the MR and WR solutions require the value of C in order to compute the answer, such as
the SLNR and MMSE methods. Hence, these calculations tend to become iterative. To make
the precoding and weight vector designs clearer, we summarise the requirements for the different
precoder and weight vector designs in Table 4.4.
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To compute and normalise MR, C is required in all of the designs, as it is essential to find the
scaling factor to normalise MR. Hence, an iteration procedure for calculating C and normalising
MR cannot be avoided.
For the MMSE solution at the relay, we consider two approximations for C to avoid the iterative
process. The first approximation of C is
C ≈ 1
 L
INRT , (4.35)
which is based on assuming that C is white3. The second approximation of C is
C = E{xRx†R} = E{MRyRy†RM †R} ≈
MURM
U†
R
trace{MURMU†R }
. (4.36)
In this case, the yRy
†
R term is assumed to be white rather than the C term, which is used in
the first approximation of C. We use these two approximations to calculate the MMSE relay
weight vector and find which of these approximations provides a better MMSE solution.
For the MMSE solution at the destination, C has been calculated, therefore an iteration is not
required for computing the MMSE destination weight vector.
The SVD method, as shown in Table 4.4, is used for all of the precoder and weight vector designs.
Since this approach only increases the desired signal and ignores the interference, it provides a
useful baseline for comparing other techniques that increase the signal and/or account for the
SI at the relay. As there is no interference at the source, the best method is to increase the
channel power using SVD. At the relay receiver, the antenna receives the desired signal and SI.
Hence, the ZF and MMSE weight vectors are used to null or minimise SI as well as increasing
the desired signal, respectively. At the relay transmitter, ZF and SLNR precoder designs are
being implemented, as ZF can null SI and SLNR can increase the desired signal and can also
decrease the SI that is transmitted to the relay receiver. At the destination receiver, the MMSE
design is used to minimise SI and noise.
3A discrete signal where the samples are regarded as uncorrelated random variables with zero mean and finite
variance.
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Table 4.4 Precoder, weight vector and covariance matrix design requirements.
Precoder /
Weight Vector /
Covariance Matrix
Methods
The values that are used for
computing the precoders or weight vectors
MS SVD HSR
WR SVD HSR
ZF HSR HRR
MMSE HRR HSR MS MR C
MR SVD HRD C
SLNR HRD HRR C
ZF HRR C
WD SVD HRD
MMSE HSR HRR MS MS MR C
C MR WR MS HSR HRR
Table 4.5 Implementation methods to determine the precoders and weights at the relay
Weights (W ) Precoders (M)
Minimum Mean Square Error (MMSE) Signal to Leakage and Noise Ratio (SLNR)
Zero Forcing (ZF) Zero Forcing (ZF)
Singular Value Decomposition (SVD) Singular Value Decomposition (SVD)
4.4.1 Pure Ad-hoc Schemes
We implemented different precoders and weight vectors and compared their effects on the e2e
SINR performance, these designs are categorised in Table 4.5. They are also shown in Table 4.2
for the different source, relay and destination precoder and/or weight vector designs.
4.4.1.1 Precoder and Weight Design using SVD
The SVD designs for the source precoder and relay weight vector are computed by taking the
leading  L (the number of data streams) columns of the left singular vectors of HSR then the
leading  L columns of the right singular vectors ofHSR, respectively. Similarly, the relay precoder
and destination weight vector are computed by taking the leading  L columns of the left singular
vectors of HRD then the leading  L columns of the right singular vectors of HRD, respectively.
These matrices are shown in Table 4.6, where M(:, 1 :  L) denotes the leading  L columns of a
matrix, M .
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Table 4.6 SVD approach for MS , MR, WR and WD
Precoder / Weight Matrix Methods
MS V SR(:, 1 :  L)
WR USR(:, 1 :  L)
MUR V RD(:, 1 :  L)
WD URD(:, 1 :  L)
In Table 4.6, the notation, Hab = UabDabV
†
ab, is used for the SVD design.
4.4.1.2 ZF Weight Vector at Relay
From (2.12), the ZF weight vector is given by
Wˆ ZF = (H¯
†
T H¯T )
−1H¯†T , (4.37)
where H¯T is a composite matrix containing HRR and HSR, defined as
H¯T = [HSRHRR] . (4.38)
The ZF weight vector is constructed by taking the first NS rows of Wˆ ZF , such that W
U
ZF =
Wˆ ZF (:, 1 : NS). The constraint for the ZF weight vector is, the number of antennas for the
relay receiver, NRR, needs to be greater than NS +NT .
4.4.1.3 ZF Precoder at the Relay
The relay ZF precoder is designed to null the interference channel, HRR. Hence, from (2.11),
the ZF precoder is constructed by taking  L-smallest right singular vectors of HRR. This is given
by
W UZF = V RR(:, (NRR −  L) + 1 : NRT ), (4.39)
where V RR contains the right singular vectors of HRR, given by HRR = URRDRRV
†
RR. The
ZF precoder has an antenna requirement that the number of relay transmit antennas, NRT ,
must be greater than or equal to NRR +  L, where  L is the number of data streams that the relay
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transmits.
4.4.1.4 MMSE Equation for Relay Weight Vector
The MMSE solution for the relay weight vector is given by
W UR = (H¯H¯
†
+ C¯)−1H¯, (4.40)
where H¯ is the equivalent channel matrix and C¯ is the noise plus interference covariance matrix,
defined as
C¯ = (INRR +HRRCH
†
RR),
H¯ = HSRMS . (4.41)
The covariance matrix of the relay transmitted signal, C = E{xRx†R}, needs to be approximated,
since the calculation of the MMSE solution for WR requires the values of MR and C, shown in
Table 4.4. However, the calculation of C also requires the value of WR. As a result, using an
approximated C value, the calculation for the MMSE weight vector does not require an iterative
process.
We consider two approximations for C, the first approximation is to assume that C is approxi-
mately an identity matrix with a scaling factor of 1 L, which is given by
C ≈ 1
 L
INRT . (4.42)
The second approximation is computed by observing (4.4) and xR is given by
xR = MRyR. (4.43)
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Hence, C is given by
C = E{xRx†R} = E{MRyRy†RM †R} ≈
MURM
U†
R
trace{MURMU†R }
, (4.44)
where yR is assumed to be white in (4.44) and M
U
R is the unnormalised form of MR which can
be computed from the relay precoder using SVD. Using these approximations, the computation
complexity of the iterative processing for calculating the covariance matrix is avoided.
4.4.1.5 MMSE Equation for Destination Weight Vector
The MMSE solution for the destination weight vector is given by
W UMMSE-D = (H1H
†
1 +H2H
†
2 +B)
−1H1, (4.45)
where H1, H2 and B are given by
H1 = HRDMRW
†
RHSRMS ,
H2 = HRDMRW
†
RHRRC
1/2,
B = HRDMRW
†
RWRM
†
RH
†
RD + IND . (4.46)
In (4.46), C is the covariance matrix that is described and calculated in Section 4.3. The MMSE
solution for the relay weight vector, calculation of the covariance matrix, C, requires an iteration
or an approximation. Here, the MMSE solution at the destination can obtain C from the relay
node, as C has already been calculated at the relay.
From (4.46), it follows that the desired channel, H1, the interference channel, H2, and the noise
covariance, B, all contain the same leading term of HRDMRW
†
R. Hence, this implies that
when the MMSE solution is reducing the interference and noise component, it is also reducing
the desired signal component. Hence, the best approach is likely to be based on a simple boosting
of the desired signal which is the basis of the SVD approach. Therefore the MMSE approach
may have a similar performance as the SVD solution.
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4.4.1.6 SLNR Equation
The SLNR equation for the relay precoder is complicated compared to the standard SLNR
equation, as the leakage is in two directions, i) a delayed version of the desired signal that is
leaked into the relay receiver and ii) the SI signal that is amplified then forwarded onto the
destination. Nevertheless, the signals at the destination can be identified as the total leakage of
the delayed signal to the destination plus SI and noise at the destination. Therefore the SLNR
equation can be formed.
At the relay, the transmitted signal is given by
xR = MRW
†
R(HSRMSdS +HRRx
d
R + nR),
= MRW
†
RHSRMSdS +MRW
†
RHRRx
d
R +MRW
†
RnR. (4.47)
This signal can be decomposed into
Desired signal = MRW
†
RHSRMSdS ,
SI = MRW
†
RHRRx
d
R,
Amplified noise = MRW
†
RnR.
(4.48)
The signal in (4.47) is transmitted through both HRD and HRR. The signal through HRD is
given by
HRDMRW
†
R(HSRMSdS +HRRx
d
R + nR), (4.49)
which can also be decomposed into
Desired signal = HRDMRW
†
RHSRMSdS ,
Interference at destination = HRDMRW
†
RHRRx
d
R,
Extra noise at destination = HRDMRW
†
RnR,
Destination noise = nD.
(4.50)
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The signal4 through HRR is given by
HRR(MRW
†
RHSRMSdS +MRW
†
RHRRx
d
R +MRW
†
RnR),
= HRRMRW
†
R(HSRMSdS +HRRx
d
R + nR). (4.51)
Using the information in (4.50) and (4.51), the SLNR structure can be written in the form of
Signal = HRDMRW
†
RHSRMSdS ,
Leakage = HRDMRW
†
RHRRx
d
R +HRRMRW
†
R(HSRMSxS +HRRx
d
R + nR),
Noise = HRDMRW
†
RnR + nD.
(4.52)
From (4.52), the signal power is given by
E{trace{HRDMRW †RHSRMSdSd†sM †SH†SRWRM †RH†RD}}, (4.53)
and can be simplified to
E{trace{HRDMRAˆM †RHRD)}}, (4.54)
using
Aˆ = W †RHSRMSdSd
†
SM
†
SH
†
SRWR. (4.55)
By setting E{Aˆ} = A, the signal power can be written as
trace{(M †RH†RDHRDMR)A}, (4.56)
where A is given by
A =
1
 L
W †RHSRMSM
†
SH
†
SRWR, (4.57)
assuming E{dSd†S} = 1 LINS .
In the case of one data stream,  L = 1, A is a scalar and the signal power is given by
(M †RH
†
RDHRDMR)A. (4.58)
4This entire signal is considered as SI at the relay receiver.
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For  L > 1, the A matrix in (4.56) complicates the analysis and an SLNR solution appears to be
unattainable.
The noise power from (4.52) is given by
E{trace{(HRDMRW †RnR + nD)(n†RWRM †RH†RD + n†D)}}. (4.59)
By setting E{nDn†D} = IND and E{nRn†R} = INRR , (4.59) can be simplified to
E{trace{HRDMRW †RWRM †RH†RD + IND}},
= trace{(M †RH†RDHRDMR)B}+ trace{IND}, (4.60)
where B is given by
B = W †RWR. (4.61)
In the case of one data stream,  L = 1, B is a scalar and (4.60) simplifies to
(M †RH
†
RDHRDMR)B +ND. (4.62)
The leakage power from (4.52) is given by
E{trace{(HRDMRW †RHRRxdR +HRRxR)(x†RH†RR + xd†RH†RRWRM †RH†RD)}},
= E{trace{HRDMRW †RHRRCH†RRWRM †RH†RD +HRRCH†RR}},
= trace{(M †RH†RDHRDMR)D +E}, (4.63)
where
C = E{xRx†R} = E{xdRxd†R },
D = W †RHRRCH
†
RRWR,
E = HRRCH
†
RR.
(4.64)
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In the case of one data stream,  L = 1, D is a scalar and (4.63) simplifies to
(M †RH
†
RDHRDMR)D + trace{E}. (4.65)
Using the signal power in (4.58) with the noise power in (4.62) and the leakage power in (4.65),
the SLNR equation for  L = 1 can be expressed as
A(M †RH
†
RDHRDMR)
B(M †RH
†
RDHRDMR) +ND +D(M
†
RH
†
RDHRDMR) + trace{E}
. (4.66)
In order to compute the solution for the relay precoder, MR, (4.66) needs to be converted into
the RR form. We rewrite (4.66) as
M †RQ1MR
M †RQ2MR
, (4.67)
where Q1 and Q2 are given by
Q1 = AH
†
RDHRD,
Q2 =
(trace{E}+ND)INRT
(M †RMR)
+H†RDHRD(B +D).
(4.68)
The SLNR precoder, MUR, is constructed by taking the first leading eigenvector of Q
−1
2 Q1.
This can only be done when using  L = 1, as we have simplified the SLNR equation with the
assumption that  L = 1.
Obtaining this SLNR solution for the relay precoder is complicated and this is due to two issues:
Firstly, the solution for the SLNR cannot be computed without the assumption that  L = 1. The
reason is that using  L = 1, some of the matrix constants can be converted to scalars and we can
simplify the SLNR equation as shown in (4.66).
Secondly, the denominator in Q2 as shown in (4.68) contains the M
†
RMR term. This means
that initially, when we compute for the MR using SLNR, we need to set an initial estimate of
MR, i.e. MR = [1, 0, · · · , 0]T. Then update MR using SLNR method, afterwards we update
the M †RMR term in Q2 and compute for the new MR using the SLNR equation. We iterate
this process until MR converges.
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Observing the signal term, Q1, with the noise and interference term, Q2, in (4.68), shows
that they both contain the relay to destination channel, HRD. This means that when the SLNR
wants to increase the signal term, at the same time it wants to increase the noise and interference
term. Therefore the best approach is to increase the signal term only, which is similar to the
SVD approach. Thus, the performance of SLNR is likely to be similar to SVD.
4.4.2 Near-optimal Scheme
In this section, we use a near-optimal scheme that uses RR to compute the source precoder and
destination weight vector. The relay precoder and weight vector are computed using ad-hoc
methods.
4.4.2.1 Iterative Near-optimal Scheme for the Source
The near-optimal scheme to compute the precoder, MS , and weight vector, WD, at the source
and destination, respectively, uses an iterative algorithm based on the SINR in (4.10). The SINR
is given by
1
 Ltrace{W
†
DHRDFRHSRMSM
†
SH
†
SRF
†
RH
†
RDWD}
trace{W †DHRDFRHRRCH†RRF †RH†RDWD +W †DHRDFRF †RH†RDWD +W †DWD}
,
(4.69)
where  L is the number of signal streams from the relay, MS is the source precoder matrix, and
WD is the destination weight vector. FR = MRW
†
R is the product of the relay precoder and
weight vector. Setting
ARR = HRDFRHSR,
BRR = HRDFRHRRCH
†
RRF
†
RH
†
RD +HRDFRF
†
RH
†
RD + INRT , (4.70)
(4.69) can be simplified to
trace{W †DARRMSM †SA†RRWD}
 Ltrace{W †DBRRWD}
. (4.71)
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Table 4.7 Algorithm to compute source precoder (MS) and destination weight (WD)
Step Procedure
1. Create a (ND × L) identity rectangular matrix WD
2. Use (4.73) to update MS
3. Use (4.74) to update WD
4. Compute step 2 and 3 until convergence is reached
Consider the numerator in (4.71). Using the properties of the trace operator, (trace{ABB†A†} =
trace{B†A†AB}), the numerator can be rearranged to
trace{M †SA†RRWDW †DARRMS}. (4.72)
Using the known values of WD,MR and WR with the RR technique in (2.22), MS is calculated
by taking the leading  L (data streams) eigenvectors of
A†RRWDW
†
DARR. (4.73)
The destination weight vector,WD, in (4.71) is calculated (with the known values ofMS ,MR,WR)
using the SLNR equation in (2.14). Then WD is computed by taking the leading  L eigenvectors
of
B−1RRARRMSM
†
SA
†
RR. (4.74)
As this is an iterative process, we initialise MS and WD to a starting value (e.g. an identity
matrix). Then we iterate between (4.73) and (4.74) to compute the values of MS and WD until
both of them converge.
Using (4.73) and (4.74), the source precoder and destination decoder can be calculated using
the algorithm shown in Table 4.7.
4.5 SIMULATION RESULTS
The performances of different precoder and weight vector designs, such as SSSS, SSZS, SMSS,
SSSM and SSLS (See Table 4.8), are simulated over 5,000 different channel realisations. We
set all of the precoders and weight vectors to SVD as a base design then alter each of the
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precoders and weight vectors individually to compare the different design techniques. Therefore,
a character change in each of the design names and the placement of the changed character
shows which precoder or weight vector has been altered. The simulation results are calculated
by computing the source precoder, MS , relay weight vector, WR, relay precoder, MR, and
destination weight vector, WD, then substituting them into the SINR equation (4.10). The
results plotted are the cumulative distribution function (CDF) of rate and the CDF SINR. The
rate (capacity) is calculated using R = log2(1 + SINR) and the SINR is calculated using (4.10).
For comparison purposes, we use the SVD design in both HD and FD modes, labeled as SSSS
(HD) and SSSS, respectively. In HD mode, there is no LI and the optimal approach is to
transmit signals through the strongest eigenchannel using SVD. In FD mode, the SSSS design
does not consider SI, but it is deployed in the presence of SI. Hence, SSSS (HD) and SSSS are
useful benchmarks. Where SSSS (HD) corresponds to a system with no SI effects and SSSS is
a system, which is optimised for the zero SI secnario, but is deployed in the presence of SI. The
rate calculation for the SSSS (HD) design is given by
R =
1
2
log2(1 + SINR) (4.75)
4.5.1 Pure Ad-hoc Solution
4.5.1.1 Individual Design Performance
In this section, we compare the different ad-hoc methods as shown in Table 4.8. These designs
are simulated using single stream transmission (L = 1) in a LOS (K = 10dB for all of the
channels) environment. The SNR at the relay, SNRHSR , and destination, SNRHRD , receiver are
both 10dB and the interference to noise ratio, INR, at the relay receiver, INRHRR , is 5dB. The
antenna number configurations are NS = 2, NRR = 2, NRT = 3, ND = 2 for Figure 4.2 to Figure
4.5 and NS = 2, NRR = 4, NRT = 2, ND = 2 for Figure 4.6. The reason for a different antenna
configuration for Figure 4.6, is to satisfy the antenna constraint for the ZF weight vector. The
SINR results from Figure 4.2 to Figure 4.6 show that the SSSS (HD) design always has a greater
SINR compared to other FD designs due to no interference at the relay. However, in the plots
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Table 4.8 Precoder and weight vector specifications
Design MS WR MR WD
SSSS SVD SVD SVD SVD
SMSS SVD MMSE SVD SVD
SSZS SVD SVD ZF SVD
SSLS SVD SVD SLNR SVD
SSSM SVD SVD SVD MMSE
SZSS SVD ZF SVD SVD
SSSS (HD) SVD SVD SVD SVD
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Figure 4.2 Rate and SINR CDFs for SSSS, SSLS and SSSS (HD) designs. (SNRHSR = 10 dB, INRHRR = 5
dB, SNRHRD = 10 dB, NS = 2, NRR = 2, NRT = 3, ND = 2, KSR = 10 dB, KRR = 10 dB, KRD = 10 dB) .
using rates, the SSSS (HD) design, has a decreased performance compared to the other FD
designs. This is caused by halving the rate for SSSS (HD), since SSSS (HD) requires two time
slots for transmission and reception.
Figure 4.2 shows the CDF plots for the rate using the SSLS design. It is noted that SSLS and
SSSS designs have similar performance. The reason is that in the SLNR precoder design, the
desired term and the noise term both contain the relay to destination channel, HRD
5. Hence,
when the SLNR increases the signal term, it will also increase the noise term. Thus, a better
option is to increase the signal term, which has the same effect as the SVD solution.
Figure 4.3 shows the results of two different MMSE relay weight vector designs, SMSS-I and
SMSS-MR, which are compared to the benchmark SSSS and SSSS (HD) designs. The MMSE
5The full SLNR analysis is described in 4.4.1.6.
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Figure 4.3 Rate and SINR CDFs for SSSS, SMSS-I, SMSS-MR and SSSS (HD) designs. (SNRHSR = 10 dB,
INRHRR = 5 dB, SNRHRD = 10 dB, NS = 2, NRR = 2, NRT = 3, ND = 2, KSR = 10 dB, KRR = 10 dB,
KRD = 10 dB) .
designs are classified by the different approximations used for the covariance matrix, C. The
approximations are given by
C =
1
 L
INRT ,
C = KMRM
†
R, (4.76)
respectively. The constant, K = 1
trace{MRM †R}
is a scaling factor for C which is defined to have
a unit trace.
Figure 4.3, shows that using KMRM
†
R as the approximation for C gives a better performance
compared to using an identity matrix. Using 1 LINRT oversimplifies the approximation and the
results show that the identity matrix is not the best substitute for C.
As the SMSS-MR design has a better performance than SMSS-I, we use SMSS-MR as the SMSS
design throughout this thesis.
Figure 4.4 shows that the SSSM design has a similar performance to the SSSS design. This is
due to the desired channel, interference channel and the covariance noise all containing the same
leading term, HRDMRW
†
R, as shown in (4.46). This shows that when the MMSE destination
weight vector is reducing the interference and noise, it also reduces the desired signal. Hence,
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Figure 4.4 Rate and SINR CDFs for SSSS, SSSM and SSSS (HD) designs. (SNRHSR = 10 dB, INRHRR = 5
dB, SNRHRD = 10 dB, NS = 2, NRR = 2, NRT = 3, ND = 2, KSR = 10 dB, KRR = 10 dB, KRD = 10 dB) .
similar to the SLNR solution, the best approach is to increase the desired signal.
Figure 4.5 and Figure 4.6 show the performance of the ZF relay precoder and weight vector
designs, respectively. These figures show that the ZF precoder, SSZS, has a better performance
than the ZF weight vector, SZSS. The reason for this is, at the relay receiver, the SSZS design
uses SVD to increase the desired channel, which also increases the e2e SINR. However, SZSS
only removes the interference channel. For AF relays, the SNR at the relay’s input will not be
higher than the output. Hence, increasing the desired channel at the relay receiver has a better
overall performance compared to increasing the desired channel at the relay transmitter. Since
SSZS has a better performance than SZSS, we use SSZS for the ZF design to compare with the
other designs.
4.5.1.2 Comparison Between Different Designs in a Rician Fading Channel
In this section, we compare the performance between different designs for a range of INR values,
i.e. INR is set to 0dB (low), 5 dB(medium) and 10dB (high). The results are given in terms of
rate CDFs. The plots shown on the left hand side of Figure 4.7 to Figure 4.9 represent a one
stream scenario ( L = 1) system. The two stream ( L = 2) scenario is shown on the right hand side
of Figure 4.7 to Figure 4.9. The rate for  L = 2 is given by R = log2(1+SINR1)+log2(1+SINR2),
where SINR1 is the SINR for the first stream and SINR2 is the SINR for the second stream. For
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Figure 4.5 Rate and SINR CDFs for SSSS, SZSS and SSSS (HD) designs. (SNRHSR = 10 dB, INRHRR = 5
dB, SNRHRD = 10 dB, NS = 2, NRR = 2, NRT = 3, ND = 2, KSR = 10 dB, KRR = 10 dB, KRD = 10 dB) .
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Figure 4.6 Rate and SINR CDFs for SSSS, SSZS and SSSS (HD) designs. (SNRHSR = 10 dB, INRHRR = 5
dB, SNRHRD = 10 dB, NS = 2, NRR = 3, NRT = 2, ND = 2, KSR = 10 dB, KRR = 10 dB, KRD = 10 dB) .
the SSSS (HD) design, when  L = 2, the rate is given by R = 12 log2(1+SINR1)+
1
2 log2(1+SINR2).
Figure 4.7 to Figure 4.9 show the performance of the SSSS, SMSS, SSZS, SSSS (HD) and SSSM
designs when the INR at the relay is decreased. The SSLS design is only used in the  L = 1
case which is only designed for a one stream system. For a two stream system, the solution of
the SLNR is difficult or impossible to obtain as the constant terms do not reduce to scalars.
From these figures, both SSLS and SSSM have virtually the same performance as SSSS for every
scenario. The reason for this is, in both designs, the interference term contains the same channel,
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Figure 4.7 High SI. Rate CDFs for SSSS, SZSS, SSSM, SMSS, SSLS and SSSS (HD) designs. (SNRHSR = 10
dB, INRHRR = 10 dB, SNRHRD = 10 dB, KSR = 10 dB, KRR = 10 dB, KRD = 10 dB)(NS = 2, NRR = 2,
NRT = 3, ND = 2 for L=1), (NS = 2, NRR = 2, NRT = 4, ND = 2 for L=2) .
the relay to destination channel, as the desired signal. Hence, the best approach is to increase
the desired channel component, which is similar to the process of SVD.
The SMSS design has the best performance. The SSSS design has a better performance than
SZSS when the INR is small (0 dB) but the SZSS has a better performance compared with SSSS
when INR is large (10 dB). Here, when the interference is large, it needs to be removed using
the ZF technique in the SSZS design. In contrast, when the interference is small, the system
can have a higher transmission rate by increasing the signal channel using the SVD technique
in the SSSS design.
Note that the overall performance of  L = 2 is a lower than  L = 1 as the energy of each source is
halved. With  L = 2, the energy is divided between the two streams, where generally one stream
has a greater SNR than the the other. This results in a decrease in the overall received SNR. In
the case of the one stream,  L = 1, all the energy is transmitted only through the channel that
has the highest SNR.
Figure 4.10 shows a comparison between SSSS, SMSS and SSZS designs by adjusting the INR
value at the relay receiver (High: INRHRR=10dB, Mid: INRHRR=5dB and Low: INRHRR=0dB).
The designs that only contain a line in the graph show the simulation when the INR is set 0 dB.
The design that contain both a line and a marker in the graph show that the design is simulated
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Figure 4.8 Medium SI. Rate CDFs for SSSS, SZSS, SSSM, SMSS, SSLS and SSSS (HD) designs (SNRHSR = 10
dB, INRHRR = 5 dB, SNRHRD = 10 dB, KSR = 10 dB, KRR = 10 dB, KRD = 10 dB)(NS = 2, NRR = 2,
NRT = 3, ND = 2 for L=1), (NS = 2, NRR = 2, NRT = 4, ND = 2 for L=2) .
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Figure 4.9 Low SI. Rate CDFs for SSSS, SZSS, SSSM, SMSS, SSLS and SSSS (HD) designs (SNRHSR = 10 dB,
INRHRR = 0 dB, SNRHRD = 10 dB, KSR = 10 dB, KRR = 10 dB, KRD = 10 dB)(NS = 2, NRR = 2, NRT = 3,
ND = 2 for L=1), (NS = 2, NRR = 2, NRT = 4, ND = 2 for L=2) .
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Figure 4.10 Rate CDFs for SSSS, SZSS and SMSS designs (Line: SNRHSR = 10 dB, INRHRR = 0 dB,
SNRHRD = 10 dB ),(Marker: SNRHSR = 10 dB, INRHRR = 10 dB, SNRHRD = 10 dB) (KSR = 10 dB, KRR = 10
dB, KRD = 10 dB)(NS = 2, NRR = 2, NRT = 3, ND = 2 for L=1), (NS = 2, NRR = 2, NRT = 4, ND = 2 for
L=2) .
when the INR is set to 10 dB. This shows that SSSS and SMSS increase their performance when
the INR is reduced. However, the SSZS design remains constant when the INR is being altered.
This is because ZF only removes the interference signal component and does not improve the
desired channel link.
Figure 4.10 shows that it is easier to reduce the interference signal and increase the desired
signal using processing such as MMSE at the front end of the relay receiver. The desired signal
and the interference signal are independent of each other, because they are transmitted from
two different channels. However, processing at the front end of the relay transmitter is difficult
as the signal has already a combination of the desired and interference signal. This is also a
property of AF relays where the SNR of the signal at the relay receiver will be the same or lower
than at the relay transmitter.
4.5.1.3 Comparison Between Different Designs in a Rayleigh Fading Channel
In this section, we use the same precoder and weight vector designs as before but simulate the
relay MIMO system in a Rayleigh fading channel.
Figure 4.11 to Figure 4.13 show the performance of different precoder and weight vector designs
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Figure 4.11 High SI. Rate CDFs for SSSS, SZSS, SSSM, SMSS, SSLS and SSSS (HD) designs (SNRHSR = 10
dB, INRHRR = 10 dB, SNRHRD = 10 dB, KSR = 1e
−8 dB, KRR = 1e−8 dB, KRD = 1e−8 dB)(NS = 2, NRR = 2,
NRT = 3, ND = 2 for L=1), (NS = 2, NRR = 2, NRT = 4, ND = 2 for L=2) .
in a Rayleigh fading channel. The rate of all of the designs are higher in the Rayleigh fading
channel compared with Rician fading channel. This is expected as the Rayleigh fading channel
has rich scattering that increases the rank of the channel and improves the diversity of the
MIMO system.
The different designs, such as SSSS, SLSS, SMSS, SSZS and SSSM, all have the same performance
in the Rician and Rayleigh channel in the one stream case. In  L = 2 case, the SSZS design has
the best performance when compared with all the other designs in the Rayleigh fading channel.
It even outperforms SSZS for the  L = 1 case and its rate is better than SMSS. For the  L = 2
case, SSZS has a higher rate than the  L = 1 case and its rate is better than SMSS. The reason
is that when there are four antennas at the transmitter and only two antennas at the receiver,
the SMSS design lacks enough degrees of freedom to cancel out the interference and noise. In
the Rician channel with  L = 2 scenario, since the channel is a rank deficient, it has a similar
performance when  L = 1.
4.5.1.4 Comparison Between SMSS and SSSS with Various System Sizes
In this section, the e2e SINR is compared by changing the antenna numbers at the source, at
the relay and at the destination. We implement SMSS, which is the best overall design and
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Figure 4.12 Medium SI. Rate CDFs for SSSS, SZSS, SSSM, SMSS, SSLS and SSSS (HD) designs (SNRHSR = 10
dB, INRHRR = 5 dB, SNRHRD = 10 dB, KSR = 1e
−8 dB, KRR = 1e−8 dB, KRD = 1e−8 dB)(NS = 2, NRR = 2,
NRT = 3, ND = 2 for L=1), (NS = 2, NRR = 2, NRT = 4, ND = 2 for L=2) .
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Figure 4.13 Low SI. Rate CDFs for SSSS, SZSS, SSSM, SMSS, SSLS and SSSS (HD) designs (SNRHSR = 10
dB, INRHRR = 0 dB, SNRHRD = 10 dB, KSR = 1e
−8 dB, KRR = 1e−8 dB, KRD = 1e−8 dB),(NS = 2, NRR = 2,
NRT = 3, ND = 2 for L=1), (NS = 2, NRR = 2, NRT = 4, ND = 2 for L=2) .
compare it with the SSSS design.
Figure 4.15 shows the comparison between the rate of SMSS and SSSS with various antenna
combinations. The configuration, NS = 2, NRR = 4, NRT = 4, ND = 2 (circle) gives the best
performance followed by NS = 4, NRR = 2, NRT = 2, ND = 4 (line) and then NS = 2, NRR =
2, NRT = 2, ND = 2 (triangle). The triangle configuration has the least number of antennas so
will be used as a benchmark to compare the other configurations. This configuration also has
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Triangle Configuration (2222)
Line Configuration (4224)
Circle Configuration (2442)
Figure 4.14 Antenna configurations for the compared designs.
the lowest e2e performance when compared to the other designs.
In Figure 4.15, the circle configuration has extra antennas at the relay. This allows more free-
dom to transmit and receive on the highest SNR channel which will reduce the SI. The line
configuration has extra antennas at the source and destination which can only be used to boost
the desired signal component. Therefore the performance is reduced when compared with the
circle configuration.
From Figure 4.15, the best design is SMSS for the  L = 1 case. For  L = 2 case, SSSS has a higher
rate at the 90th percentile. The reason is in a  L = 2 case, SVD is useful as it can diagonalise and
avoid interference between streams in the channel by creating parallel channel decomposition.
4.5.2 Near-optimal Solution
In addition to ad-hoc methods, a near-optimal design is used to improve the MIMO system.
This design is constructed using optimal RR techniques for the source precoder and destination
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Figure 4.15 Rate CDFs for SSSS and SMSS designs. (SNRHSR = 5 dB, INRHRR = 5 dB, SNRHRD = 5
dB. Line: NS = 4, NRR = 2, NRT = 2, ND = 4, Triangle: NS = 2, NRR = 2, NRT = 2, ND = 2, Circle:
NS = 2, NRR = 4, NRT = 4, ND = 2, KSR = 10 dB, KRR = 10 dB, KRD = 10 dB) .
Table 4.9 Precoder and weight vector specifications
Design MS WR MR WD
ITE RR MMSE SVD RR
weight vector that are based on (4.69). The relay precoder and weight vector are implemented
using SVD and MMSE, respectively, shown in Table 4.9. The number of antennas at each node
are NS = 2, NRR = 2, NRT = 3, ND = 2 for  L = 1 and NS = 2, NRR = 2, NRT = 4, ND = 2 for
 L = 2.
From Figure 4.16 and Figure 4.17, the performance of near-optimal design is similar to the
performance of SMSS for both of the scenarios (INRHRR = 0 dB and INRHRR = 10 dB). This is
due to the source node having no interference and the optimal method is transmitting signals
on the strongest link that is similar to the SVD method. At the destination receiver, the relay
to destination channel, HRD carries both the signal and SI. This is shown in (4.5), where the
destination receive weight vector is given by
yD = W
†
DHRDFRHSRMSdS +W
†
DHRDFRHRRx
d
R
+W †DHRDFRnR +W
†
DnD, (4.77)
Therefore, increasing the signal component will also increase the SI component. Hence, the best
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Figure 4.16 Rate CDFs for SSSS and SMSS designs. (Rate CDFs for SSSS, SMSS, SSZS, SSSM, SSSS (HD)
and ITE designs. ((SNRHSR = 10 dB, INRHRR = 0 dB, SNRHRD = 10 dB, KSR = 10 dB, KRR = 10 dB, KRD = 10
dB)(NS = 2, NRR = 2, NRT = 3, ND = 2 for L=1)(NS = 2, NRR = 2, NRT = 4, ND = 2 for L=2) .
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Figure 4.17 Rate CDFs for SSSS and SMSS designs. (Rate CDFs for SSSS, SMSS, SSZS, SSSM, SSSS (HD)
and ITE designs. ((SNRHSR = 10 dB, INRHRR = 10 dB, SNRHRD = 10 dB, KSR = 10 dB, KRR = 10 dB,
KRD = 10 dB)(NS = 2, NRR = 2, NRT = 3, ND = 2 for L=1)(NS = 2, NRR = 2, NRT = 4, ND = 2 for L=2) .
approach is to increase the desired channel component which is similar to SVD.
4.5.3 Precoder and Weight Vector Design Complexity
These ad-hoc designs can increase the performance of the FD MIMO relay system. To compute
these designs, such as the channel information, other precoder and/or weight vector values are
required. Hence, it useful to know the channel information in calculating these precoder and
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weight vector solutions. If these designs require a large amount of information transmitted
between each link, such as channel state information, precoder and weight vector matrices, then
the rate of the system may decrease. We will compare the information exchange required by
SMSS with SSSS, as the SMSS solution gives the overall highest e2e SINR. The SSSS solution
will be used as a benchmark.
For SMSS the:
Source TX requires
• HSR (This is transmitted back from the relay to the source.)
Relay RX & TX require
• HRR (This is obtained from channel estimation.)
• HRD (This is transmitted back from the destination to the relay.)
• HSRMS (This is the equivalent channel and is obtained from channel estimation.)
Destination RX requires
• HRD (This is obtained from channel estimation.)
To compute the precoder and weight vectors of the SMSS design, the only information required
to be transmitted between each of the nodes is HSR and HRD. Therefore, the SMSS design is
as efficient as SSSS.
For the SSSS approach at each node, the processing for computing the precoder or weight vector
only uses eigenvalue decomposition. The SMSS design requires the processing of the eigenvalue
decomposition, matrix multiplication and inverse operation. In general, the computational com-
plexity of eigenvalue decomposition, matrix multiplication and matrix inversion all have O(n3)
complexity [113]. Hence, the overall complexity of SSSS and SMSS are the same, but SMSS
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gives a better performance than SSSS. This is because SMSS considers the noise and interference
at the relay receiver.
4.6 SUMMARY
In this chapter, we used different precoder and weight vector designs (SSSS, SMSS, SSLS, SSSM,
SSZS and SZSS) to increase the SINR of the one path MIMO relay system. We also constrain
the average signal power transmitted from the relay by scaling the power of the relay precoder.
The results show that SMSS has the overall best performance. SSZS or SSSS was next depending
on the level of SI. When SI is large (INR=10dB), then SSZS has a higher SINR and when SI is low
(INR=0dB) then SSSS has a higher SINR. The SSLS and SSSM both have similar performance
to SSSS as the signal and SI are both carried in the same relay to destination channel, HRD.
But has higher complexity in the design.
The one stream case,  L = 1, has a higher SINR than the two stream case,  L = 2. The reason is
that in the two stream case, the signal power of the two streams is shared where one stream has
a higher SNR than the other. This results in a lower overall SNR, whereas for the one stream
case the channel with the highest SNR is selected.
The near-optimal method has a similar performance to the SMSS design. This is due to the
source having no interference and the optimal method will be similar to the SVD method. At
the destination, the channel carries both the signal and SI. Therefore the best approach is to
increase the signal component which is similar to the SVD method.
From the different precoder and weight vector designs, the key finding is that the SMSS is the
best design as it gives the highest overall e2e SINR. This is because for AF relays, the signals and
interference will be combined then amplified at transmitter side, therefore it is more effective to
do processing at the receiver side.

Chapter 5
MIMO RELAY MODEL USING INSTANTANEOUS POWER
NORMALISATION
In Chapter 4, the relay signal was constrained so that the average power of the signal transmitted
from the relay is constant. Using this average power normalisation, there are some difficulties
in setting up the system analysis. Firstly, the calculation of the covariance matrix needs to be
derived as shown in Section 4.3. Secondly, a numerical method is required to find a scaling factor
for the relay precoder, which constrains the relay signal to the correct size.
In this chapter, we consider a different relay power constraint where the relay transmit power is
held constant and the relay signal is normalised by its instantaneous power as shown in Section
5.1. In Section 5.2, we derive the estimated SI signal that the relay receives under this scenario.
In contrast to Chapter 4, we evaluate performance via the symbol error rate (SER) and the AF
FD MIMO relay system is simulated using QPSK transmission. The SER is calculated and the
results are shown in Section 5.3. Afterwards, in Section 5.4, we present an initial derivation for
the rate of the instantaneous power normalisation approach and discuss the difficulties that arise.
This analysis shows why the SER is a more straight forward metric method than calculating the
rate for the instantaneous power normalisation approach.
5.1 SYSTEM MODEL
Consider an AF FD MIMO relay system as shown in Figure 4.1, where the signal is transmitted
from the source to the relay and the relay amplifies the received desired signal plus SI and
noise which then retransmits it to the destination. The power normalisation at the relay for the
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transmitted signal is computed using the instantaneous signal power so that the relay transmits
with constant power. We simulate this FD MIMO relay system as shown in Figure 4.1 by
transmitting QPSK signals and using hard decoding at the destination. We consider the error
performance of this AF FD MIMO relay system with different precoder and weight vector
designs.
At the source, the complex QPSK signal is multiplied by a precoder before transmission. Using
one stream transmission ( L = 1), the transmitted signal is given by
xS = MSdS , (5.1)
where MS is the source precoder and dS is the desired source QPSK signal.
The received signal at the relay, after being multiplied by the relay weight vector, is given by
yR = W
†
R(HSRxS +HRRx
D
R + nR), (5.2)
where HSR and HRR are the source to relay and relay to relay channels, respectively. WR is
the relay weight vector and nR is the receive noise vector. x
D
R is the delayed relay signal that
the relay receives, which is transmitted from the relay transmitter through HRR and this signal
is considered as SI.
At the relay transmitter, the relay received signal is multiplied by a relay precoder, which gives
the output
xR = MRyR, (5.3)
where MR is the relay precoder.
At the destination, the received signal, xD, is multipled by the destination weight vector, WD,
which is given by
xD = W
†
D(HRDxR + nD). (5.4)
Here, HRD and nD are the relay to destination channel and destination noise, respectively.
The SER is calculated by averaging the number of errors that are received at the destination.
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The error is calculated by comparing the decoded signal at the destination, a quantised version
of xD, with the desired signal at the source, dS . This process is also known as hard decision
decoding.
5.2 RELAY DELAYED SIGNAL CALCULATION
The signal, channel and noise can be randomly generated at any instant of time using Monte
Carlo simulation. However, the SI signal is more difficult to generate, as it depends on the
previous transmitted signals and also dependent on the relay precoder and weight vector. Hence,
below we develop a method to generate the SI term required in the simulations.
Consider the relay signal as a function of time is given by
xR(t) = MRW
†
R(HSRMSxS(t) +HRRxR(t− τ) + nR(t))
= MRW
†
RHSRMSxS(t) +MRW
†
RHRRxR(t− τ) +MRW †RnR(t). (5.5)
Using (5.5) at times t− τ and t− 2τ gives
xR(t− τ) = AxS(t− τ) +BxR(t− 2τ) + FnR(t− τ)
xR(t− 2τ) = AxS(t− 2τ) +BxR(t− 3τ) + FnR(t− 2τ), (5.6)
where
A = MRW
†
RHSRMS
B = MRW
†
RHRR
F = MRW
†
R, (5.7)
and we assume that A, B and F are constant over the time period of interest. Substituting
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xR(t− τ) from (5.6) in (5.5) gives
xR(t) = AxS(t) +B[AxS(t− τ) +BxR(t− 2τ) + FnR(t− τ)] + FnR(t)
= AxS(t) +BAxS(t− τ) +BFnR(t− τ) + FnR(t) +B2xR(t− 2τ). (5.8)
Substituting xR(t− 2τ) from (5.6) in (5.8) gives
xR(t) = AxS(t) +BAxS(t− τ) +BFnR(t− τ) + FnR(t)
+B2[AxS(t− 2τ) +BxR(t− 3τ) + FnR(t− 2τ)]
= AxS +BAxS(t− τ) +B2AxS(t− 2τ) + FnR(t)
+BFnR(t− τ) +B2FnR(t− 2τ) +B3xR(t− τ). (5.9)
Assuming Bn → 0 as n→∞, (5.9) can be extended to the general form
xR(t) =
∞∑
j=0
BjAxS(t− j) +
∞∑
k=0
BkFnR(t− kτ). (5.10)
When the SI is computed, yR can be calculated and this enables us to find the scaling factor,
α, to normalise MUR. This is given by
α =
1
||MURyR||2
, (5.11)
and then MR is normalised by
MR = αM
U
R. (5.12)
When the normalised MR has been calculated using (5.12), the xR(t) term in (5.10) requires
to be recalculated with the new normalised MR, as the initial MR that is used to calculate for
xR(t) has not been normalised. Thus, we iterate this process until MR converges to have the
correct normalised power.
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5.3 SIMULATION RESULTS
The precoder and weight vectors are designed using the SSSS and SMSS designs from Table 4.8.
These approaches are considered using the same methods from Chapter 4, SMSS has the best
performance and SSSS is used as a benchmark for the FD designs. This is due to the fact that
SSSS is optimal when there is no SI. Hence, in the presence of SI, the SSSS design can provide
a lower bound for the SMSS design.
The system is simulated by transmitting QPSK symbols from the source to the relay and the
relay retransmits the received signal with SI to the destination. At the destination, the error
rate is calculated using hard decision decoding.
Figure 5.1 to Figure 5.3, show the performance of the three different system antenna combi-
nations (as shown in Figure 4.14): 2222, 2442 and 4224, respectively. The SNR is set to 5dB
and we alter the signal to interference ratio (SIR) at the relay receiver. The figures show the
SER performance of the two proposed schemes (SMSS and SSSS) using Monte Carlo simulations
(number of trials is 100,000). The results show that the SER decreases as the SIR increases and
reaches an error floor when the SIR is high (approximately 25dB). Thus, when the SI is reduced,
the system improves its performance. As the SI reduces to a low threshold, the system is noise
limited and the SER remains constant.
Figure 5.1 to Figure 5.3 show that the SMSS design has a lower SER than the SSSS design.
This is expected from the average relay normalisation results in Chapter 4. However, Figure
5.3 shows that after SIR=10dB, the SMSS and the SSSS design have similar performance. The
reason is with only two antennas at the receiver there are limited degrees of freedom for the
MMSE design to reduce the interference and noise.
For the different system sizes, the best performance for the SMSS design is 2442 followed by
4224 and then 2222. For the SSSS design, it is 4224 followed by 2442 and then 2222. The reason
that the SMSS design obtained a better result in the 2442 system is due to the fact that there
are more degrees of freedom to reduce SI and noise. The increase in degrees of freedom is due
to increasing the number of antennas at the relay which was also observed in Chapter 4. By
having more antennas at the relay, the SMSS design has a higher rate when compared to extra
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Figure 5.1 The SER of the relay with instantaneous power normalisation for the NS = 2, NRR = 2, NRT = 2,
ND = 2 system with a SNR of 5dB.
antennas at the source and destination.
The results show the SER performance of the FD MIMO relay under an instantaneous power
constraint. Hence, the performance cannot be directly compared to the average power normali-
sation approach since these systems were evaluated via the rate.
5.4 RATE CALCULATION FOR INSTANTANEOUS POWER NORMALISATION
In Chapter 4, most of the simulations consider the e2e rate, which is a useful method for compar-
ing FD and HD relays. Hence, it is also useful method to compute the rate for the instantaneous
power normalisation. In this way, the e2e rate results from average power normalisation method
and instantaneous power normalisation method can be compared.
To obtain the rate of the MIMO relay system, the e2e SINR needs to be calculated. The SINR
is given by
SINR =
E{|signal|2}
E{|interference|2}+ E{|noise|2} . (5.13)
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Figure 5.2 The SER of the relay with instantaneous power normalisation for the NS = 2, NRR = 4, NRT = 4,
ND = 2 system with a SNR of 5dB.
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Figure 5.3 The SER of the relay with instantaneous power normalisation for the NS = 4, NRR = 2, NRT = 2,
ND = 4 system with a SNR of 5dB.
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In order to compute (5.13), the received signal at the destination is expanded into terms con-
sisting of signal, interference and noise. From (5.4), the destination received signal is given
by
yD =W
†
DHRDMRW
†
RHSRMSdS +W
†
DHRDMRW
†
RHRRx
D
R (5.14)
+W †DHRDMRW
†
RnR +W
†
DnD,
which can be decomposed to give
signal = W †DHRDMRW
†
RHSRMSdS ,
interference = W †DHRDMRW
†
RHRRx
D
R ,
noise1 = W †DHRDMRW
†
RnR, (5.15)
noise2 = W †DnD.
The signal term is given by
signal = W †DHRDMRW
†
RHSRMSdS ,
E{|signal|2} = E{W †DHRDMRW †RHSRxSx†SH†SRWRM †RH†RDWD},
=
1
 L
E{W †DHRDMRW †RHSRH†SRWRM †RH†RDWD},
=
1
 L
E{v†MRAM †Rv}, (5.16)
=
1
 L
E{α2v†MURAMU†R v},
=
1
 L
E
{
v†MURAM
U†
R v
y†RM
U†
R M
U
RyR
}
.
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where
E{|xS |2} = 1
 L
,
v = H†RDWD,
A = W †RHSRH
†
SRWR, (5.17)
MR = αM
U
R,
yR = W
†
R(HSRxS +HRRx
D
R + nR).
The interference term is given by
interference = W †DHRDMRW
†
RHRRx
D
R ,
E{|interference|2} = E{W †DHRDMRW †RHRRCH†RRWRM †RH†RDWD}, (5.18)
= E{v†MRBM †Rv},
= E{α2v†MURBMU†R v}
= E
{
v†MURAM
U†
R v
y†RM
U†
R M
U
RyR
}
,
where B = W †RHRRCH
†
RRWR and C = E{xRx†R} is the relay covariance matrix. The noise1
term is given by
noise1 = W †DHRDMRW
†
RnR,
E{|noise1|2} = E
{
|W †DHRDMURW †RnR|2
|MURW †R(HSRxS +HRRxDR + nR)|2
}
(5.19)
= E
{ |AnnR|2
|BnxS +CnxDR +DnnR|2
}
,
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where
An = W
†
DHRDM
U
RW
†
R,
Bn = M
U
RW
†
RHSR,
Cn = M
U
RW
†
RHRR, (5.20)
Dn = M
U
RW
†
R.
The second noise term, noise2, is given by
noise2 = W †DnD (5.21)
so that
E{|noise2|2} = E{W †DWD}, (5.22)
where E{nDn†D} = IND .
This makes (5.19) a ratio of quadratic forms with the same Gaussian variables. Furthermore,
the quadratic form in the denominator is non-central. Hence, the exact mean of (5.19) as a
function of nR is unknown. In addition, x
D
R that is in the denominator of (5.19) has a complex
unknown distribution and is also affected by the power normalisation. As a result of this, the
exact distribution of xDR is a very challenging problem. Regrettably, taking the expectation of
(5.19) is an extremely complex problem and is beyond the scope of this thesis.
5.5 SUMMARY
In this chapter, we used an instantaneous power normalisation approach to constrain the signal
and SI that are transmitted from the relay transmitter. In this model, we derived an equation
to model the SI that is received by the relay receiver. We simulated the system using an
QPSK transmission as the SER result is a more straight forward method than the rate for the
instantaneous normalisation approach.
The results from the SMSS and SSSS designs agree with the results in Chapter 4 in the sense
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that SMSS has a higher performance. The relative performance for the different system sizes
also agrees with the results in Chapter 4, where 2442 has the lowest SER plot followed by 4224
and lastly 2222.
Calculation of the rate using instantaneous power normalisation is extremely difficult and this
is a topic for future work.

Chapter 6
CONCLUSIONS AND FUTURE WORK
In this chapter, we conclude our work based on the FD relay designs that are presented in this
thesis and summarise our main contributions. Potential future work is also discussed at the end
of this chapter.
6.1 CONCLUSION
FD relays can have a higher rate compared to HD relays, but FD relays suffers from SI, where the
transmitted signals from the relay are received by the relay receiver which reduce the performance
of the relay system.
In this thesis, we derived an e2e SINR equation in a FD MIMO relay which contains the relay SI
component. With the use of different precoder and weight vector designs, our goal is to increase
the e2e SINR of the MIMO relay system. The precoder designs are SVD, SLNR and ZF. The
SVD design transmits signals using the strongest eigenchannel and it is the optimal approach
when there is no interference. Maximising the SLNR increases the ratio between the signal over
the leakage and noise. ZF completely removes the interference signal, but does not have any
control on the desired signal. The weight vector designs are SVD, ZF and MMSE. Both SVD
and ZF weight vectors have the same design method as their precoders. For the MMSE weight
vector, it increases the signal term while decreasing the interference and noise terms.
In Chapter 3, we construct a two path FD MIMO relay model. This model assumes that the
relay transmits and receives instantaneously. By using this approach, the SI term and the source
signal term, which are received by the relay receiver, contain the same underlying signal from
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the source. This implies that doing processing to remove SI is unlikely to increase the e2e SINR.
Hence, in order to model the SI effect, we include a processing delay into the relay system. In
this way, the underlying signal in the SI term will be delayed as compared to the underlying
signal from the source and is considered as an interference signal.
In Chapter 4, we use a one path FD MIMO relay system with a processing delay at the relay.
In this model, we use an average power normalisation to constrain the precoder and weight
vector for each of the nodes. Here, constraining the relay precoder has evolved into a very
complicated arithmetic problem: Firstly, the relay covariance matrix needs to be solved using
a novel mathematical derivation which involves matrix vectorization techniques. Secondly, a
numerical approach is required to find the correct scaling factor to scale the relay precoder to
have the correct size. Finally, some of the relay precoder and weight vector designs, such as
SSLS and SMSS, require the SI value. However, to compute the SI, it requires the values of
the relay precoder and weight vector. Thus, an iteration between the precoder/weight vector
calculation and the SI calculation is required and this is used in the SSLS design. For the SMSS
design, we use an approximation of SI to compute the weight vector which avoids the iterative
calculation.
The results indicate that the best scheme is SMSS followed by SSSS or SSZS. The SSZS has a
better performance than SSSS when the INR is large (10dB), but not when INR is low (0dB).
This suggests that when SI is large, the system can have a higher SINR by nulling SI. However,
when SI is low, transmitting signals on the strongest eigenchannel is likely to increase the e2e
SINR. Here, the best approach is to decrease SI and increase the desired signal which is given by
the SMSS method. It was found that the SSLS and SSSM designs both have similar performance
compared to the SSSS design. This suggests that it is ineffective to perform processing to reduce
SI at the destination as this channel carries both the SI and the desired signal. The best approach
in relation to the SSLS and SSSM techniques is to transmit through the largest eigenchannel
which is given by the SSSS design.
For the different system sizes, the highest performing system is 2442 compared with 4224 and
2222. This suggests that having more antennas at the relay provides more degrees of freedom
for the relay precoder and weight vector which increases the SINR.
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The one stream system has a higher performance of rate than the two stream system. The two
stream system has the signal power is shared between the streams. In the one stream system,
it uses the highest channel power for transmission. This suggests that for a two stream system,
a power allocation scheme is required in order to achieve higher performance when compared to
the one stream system.
The near-optimal method proposed in Section 4.4.2 has a similar performance to the SMSS
design. This suggests that by using the SVD method to compute the source precoder, with no
interference, the result is close to the near-optimal method of precoding. At the destination, the
results from the near-optimal method suggest that it is very difficult to increase the signal and
decrease SI when they are both carried in the relay to destination channel.
In Chapter 5, we use a one path FD MIMO relay system, which is similar to the model in Chapter
4. However, in this model we use an instantaneous power normalisation instead of an average
power normalisation at the relay. The SER plots show the results from the different designs are
similar with the results in Chapter 4. In the sense that SMSS has a lower SER than the SSSS
design and the best system size performance is 2442. It would be useful to compare the rate
between the instantaneous power normalisation and the average power normalisation. Hence,
we begin an initial derivation of the rate for the instantaneous power normalisation model but
showed that it is extremely difficult. Thus, this is considered beyond the scope of this project
and left for future work.
From the different precoder and weight vector designs, the results show that doing processing
to reduce SI at the relay receiver (i.e. SMSS) has a better performance than doing processing at
the relay transmitter (i.e. SSZS and SSLS). The SMSS design has the best overall performance
for the ad-hoc scheme and its performance is similar to the near-optimal scheme. This suggests
that ad-hoc methods can produce a high e2e rate with a lower complexity requirement for the
precoder and weight vector. In addition, the result from the SMSS design shows that having
more antennas at the relay can further increase the performance of the FD MIMO relay system.
This research is successful at showing the performance difference between each of the precoder
and weight vector designs. Designs like SSLS and SSSM have similar complexity as the SMSS
design, however their performance is less. The SSSS and SSZS designs are less complex, but
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SSZS performance increases only in the presence of a high SI.
6.2 FUTURE WORK
This thesis has provided some insights to the precoder and weight vector designs that can reduce
the SI and/or increase SNR of the MIMO relay. However, there are some aspects to this work
that can be investigated further.
• Derive the SINR for the instantaneous power normalisation model. Therefore, we can
compare the results between the instantaneous power normalisation model with the average
power normalisation model.
• Analyze the effects of different precoder and weight vector designs on the e2e SINR, in
particular, their effectiveness in increasing the signal component and/or decreasing the
interference and noise component.
• Compare the precoding and weight vector techniques with other techniques like antenna
selection.
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