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Kurzfassung (Deutsch)
Hohe Eﬃzienz – deﬁniert als das Verha¨ltnis zwischen dem transportierten Verkehr und den
dafu¨r anfallenden Kosten – und eine wohldeﬁnierte Dienstgu¨te (Quality of Service) sind zwei
sehr wichtige Ziele fu¨r IP Netzwerke. Hieraus ergibt sich die dieser Dissertation zugrunde
liegende Fragestellung, wie man die Eﬃzienz und Dienstgu¨te aus Sicht eines IP Netzwerkbe-
treibers (Internet Service Provider) optimieren kann.
Wie diese Arbeit zeigt, ha¨ngt die Dienstgu¨te und Eﬃzienz stark von der Netzwerkar-
chitektur, den Verkehrs- und Netzwerkanpassungsmaßnahmen (Traﬃc Engineering und Net-
work Engineering), sowie der Anbindung an andere Netzwerke (Interconnections) ab. Aus
diesem Grund verfolgt diese Arbeit einen systemorientierten Ansatz, mit dem die genannten
Bereiche bezu¨glich Eﬃzienz und Dienstgu¨te untersucht, optimiert und ihre gegenseitigen Ab-
ha¨ngigkeiten beru¨cksichtigt werden.
Im Bereich der Netzwerkarchitekturen liegt der Fokus der Untersuchung auf Methoden
zur Dienstgu¨teerbringung. In dieser Arbeit werden analytische Modelle zur Bestimmung und
Untersuchung des U¨berdimensionierungsfaktors von reinen Best-Eﬀort Netzwerken im Ver-
gleich zu Netzwerken, die eine explizite Dienstdiﬀerenzierung erlauben, hergeleitet. Daru¨ber
hinaus werden die verschiedenen Dienstgu¨tearchitekturen der IETF in einer umfangreichen
experimentellen Untersuchung evaluiert und verglichen. In diesem Rahmen wird auch ein
Bandbreitenbroker fu¨r Diﬀerentiated Services Netzwerke entwickelt, der starke Dienstgu¨te-
garantien geben kann und gleichzeitig u¨ber ein U¨berbuchungssystem Eﬃzienzsteigerungen
ermo¨glicht.
Neben der Netzwerkarchitektur wird die Eﬃzienz und Dienstgu¨te eines Netzwerkes auch
von der Interconnection-Struktur beeinﬂußt – also durch die Art und den Umfang der An-
bindung an andere Netzwerke. In dieser Dissertation werden mehrere Ansa¨tze zur Opti-
mierung der Eﬃzienz, Zuverla¨ssigkeit und Dienstgu¨te der Interconnection-Struktur aufgestellt
und evaluiert. Es wird gezeigt, daß sich mit den entwickelten Strategien eine deutliche Kosten-
ersparnis und Dienstgu¨teverbesserung erzielen la¨ßt.
Wie sich die mit der Netzwerkarchitektur und den Interconnections erreichbare Dienstgu¨te
bzw. Eﬃzienz mit Hilfe von Verkehrsanpassungsmaßnahmen (Traﬃc Engineering) weiter
verbessern la¨ßt, wird in dieser Arbeit ebenfalls untersucht. Schwa¨chen existierender Ansa¨tze
werden aufgezeigt und behoben.
Wegen des sta¨ndig wachsenden Verkehrsvolumens sind Kapazita¨tserweiterungen die
wichtigste Netzwerkanpassungsmaßnahme (Network Engineering) eines Netzwerkbetreibers.
Daher werden in dieser Arbeit Kapazita¨tserweiterungsstrategien entworfen und evaluiert,
die unter anderem auch den Einﬂuß der verschiedenen Netzwerkarchitekturen und die
Verkehrsanpassungsmaßnahmen des Betreibers beru¨cksichtigen.
iii
Abstract (English)
A high eﬃciency (i.e., the ratio between the transported traﬃc and the costs for transporting
the traﬃc) and a well-deﬁned quality of service are two very important goals for IP networks.
From this follows the central question of this dissertation: How can an Internet service
provider optimise the eﬃciency and quality of service of its network?
This thesis shows that eﬃciency and quality of service strongly depend on the network
architecture, traﬃc engineering, network engineering, and the interconnections. Therefore, a
system-oriented approach is employed. With this approach, all previously mentioned areas
are analysed and optimised, considering their mutual inﬂuences.
In the context of network architectures, the focus of the research lies on methods for
providing quality of service. Within this thesis, analytical models are developed in order to
determine and analyse the overprovisioning factor of a plain best-eﬀort network compared
to networks that support explicit service diﬀerentiation. Furthermore, the diﬀerent IETF
quality of service architectures are evaluated and compared in an experimental study. In
this context, a bandwidth broker for Diﬀerentiated Services networks is developed. It oﬀers
strong quality of service guarantees and a high eﬃciency by overbooking.
Besides the network architecture, the interconnection structure (i.e., the connections to
other networks) also inﬂuences the eﬃciency and the quality of service of a network. In this
dissertation, diﬀerent approaches to optimise the eﬃciency, reliability, and quality of service
of the interconnection structure are developed and evaluated. The dissertation shows that
with these approaches, signiﬁcant cost savings and quality of service improvements can be
realised.
How the eﬃciency respectively the quality of service obtained with the network archi-
tecture and interconnections can be further improved by traﬃc engineering is also analysed
within this dissertation. Weaknesses of existing approaches are identiﬁed and corrected.
Due to the steadily increasing traﬃc volumes, capacity expansion is the most important
network engineering task of a provider. Therefore, capacity expansion strategies are elabo-
rated and evaluated in this dissertation. They also consider the inﬂuence of diﬀerent network
architectures and traﬃc engineering.
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Chapter 1
Introduction
1.1 Motivation
The Internet is a large network formed out of 30000 autonomous systems (AS); each AS
is again a collection of IP networks sharing a common routing strategy [IAN04]. These
networks are operated by thousands of providers that we call Internet network service
providers (INSPs). On the one hand, these INSPs compete with each other for customers
and traﬃc, on the other, they have to cooperate and exchange traﬃc – otherwise the world-
wide connectivity would be lost. In contrast to the traditional telecommunication markets,
there are almost no central instances in the Internet enforcing cooperation and regulating the
market [FK00, Gol99].
The INSP market is characterised by a deadly competition and is currently in a phase
of consolidation: In the three years after the dot.com crash in 2000, at least 962 substantial
Internet companies have shut down or declared bankruptcy [Acc03]. The 2002 WorldCom –
one of the largest tier 1 INSPs – ﬁled for bankruptcy protection in the largest such ﬁling in
US history. In the US Internet access market, the top ten providers accounted for less than
half of the Internet users a year ago; today, the top ten providers account for almost three
out of four Internet users already [Boa04, i]. The situation is aggravated by peer-to-peer
applications [SW05, CP02] like Napster, Gnutella and Kazaa that lead to extreme traﬃc
growths, causing additional costs for access providers.
These numbers show that it is highly important for INSPs to operate their network ef-
ﬁciently. In addition, they have to strive for successful business practices. Traditional
successful business practices in a competitive environment are cost leadership, market seg-
mentation, and diﬀerentiation [Por80]. Market segmentation and diﬀerentiation depend on
measures to oﬀer diﬀerent products to diﬀerent markets. The central service of INSPs consists
of forwarding IP packets, this service can be diﬀerentiated by price and quality. Therefore –
besides eﬃciency – it is important to investigate quality of service (QoS) for INSPs, too.
The latter is important also for a further reason: Many emerging multimedia applications
[SN04a] such as voice and video communication can greatly beneﬁt from QoS support in a
network [SN04b, CHW99, BC00a]. QoS support in a network therefore opens further possi-
bilities for value-added services with which providers can diﬀerentiate themselves and target
new markets.
To summarise the motivation of this dissertation, eﬃciency, and quality of service are
highly important for Internet network service providers that operate the networks the Internet
consists of.
1
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1.2 Approach
This dissertation takes a system-oriented approach for improving the eﬃciency and quality of
service (QoS) of the networks of Internet network service providers (INSPs). Next, we deﬁne
and discuss the terms INSP, eﬃciency and quality of service. Then, the system-oriented
approach and the motivation behind it are explained.
1.2.1 Internet Network Service Provider
Internet network service providers (INSP) are a subset of Internet service providers (ISPs).
The core service INSPs oﬀer is to forward IP packets towards their destination. There are
three types of INSPs:
• End-user network operators (ENOs) manage end-user networks and the connection of
these networks to an access ISP.
• Access ISPs (AISPs) aggregate and forward the traﬃc from the end-user networks.
• Backbone service providers (BSPs) forward traﬃc without direct contact to the end-user
networks.
We refer to Appendix A for a discussion of deﬁnitions in related work, a broader discussion
of the above deﬁnition based on a role model for Internet service providers and a market
overview. There, examples for real-world ISPs and INSPs are given as well.
In this dissertation, we take the position of an INSP and optimise the eﬃciency and QoS
of its network.
1.2.2 Network Eﬃciency
Merriam-Webster deﬁne eﬃciency (eﬃcient operation) as an eﬀective operation as measured
by a comparison of production with cost (as in energy, time, and money) [Mer04]. In the
context of network services, the “production” of an INSP’s network can be described by the
amount of traﬃc transported by the INSP. Therefore, we deﬁne the eﬃciency of a network
as
Network Eﬃciency =
Transported Traﬃc
Costs
Depending on the level of abstraction the traﬃc can be measured for example by
• the volume of traﬃc carried through the network, or
• the number of ﬂows or sessions transported through the network, or
• the number of customers served.
The network costs can be monetary or non-monetary. Typical monetary cost factors for an
INSP are
• costs for leasing communication lines,
• interconnection fees,
• costs of the network hardware (e.g. routers, switches, and line-cards), and
• costs for the technical and administrative staﬀ.
Examples for non-monetary costs are
• the complexity in computation time or memory of managing and scheduling a packet,
• the amount of state necessary in a network to provide a certain QoS, or
• the technical eﬀort of changing resource allocations.
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In this dissertation, many optimisation problems are presented and solved in order to max-
imise eﬃciency. Many of the objective functions maximise eﬃciency via minimising cost
terms, since for these optimisation problems, we assume that the amount of traﬃc is given
and constant on the timescale of the investigated problem. In these cases the goal of max-
imising eﬃciency is eﬀectively achieved by minimising the costs.
1.2.3 Network Quality of Service
Quality of service (QoS) is deﬁned by Schmitt [Sch01a] as
the well-deﬁned and controllable behaviour of a system with respect to quantitative
parameters.
Typical QoS parameters on the network layer are packet loss, packet delay, jitter (delay
variation), throughput, etc. Diﬀerent applications have diﬀerent QoS requirements: real-
time applications are more sensitive to delay and jitter [Ste96], while elastic bulk transfer
applications are relatively insensitive to the delay and jitter of individual packets but sensitive
to the overall achievable throughput.
For this reason, measuring the QoS of a speciﬁc ﬂow or session directly with technical
parameters like loss or delay can be misleading. Preferably, utility functions should be used;
they transform the technical QoS parameters a traﬃc ﬂow experiences into a utility value
depending on the requirements of that ﬂow’s application. Examples for this can be found
throughout this thesis.
1.2.4 Trade-oﬀ between Eﬃciency and Quality of Service
If we look at certain aspects of an INSP (e.g. the interconnection mix or the QoS system),
a trade-oﬀ between the QoS and the network eﬃciency can be observed. This trade-oﬀ is
depicted in Figure 1.1: The grey area depicts the solution space marking the points where
feasible solutions exist for an INSP. Consider for example interconnections – the connections
of the network of one INSP with other networks. Typically, many diﬀerent possibilities for
a single interconnection exist, resulting in a larger number of possible interconnection mixes.
They diﬀer in their costs respectively eﬃciency and in the QoS they support (see Part II
of this dissertation for details); the solution space is formed by all feasible interconnection
mixes. Oﬀering a very high QoS usually leads to lower network eﬃciency because either less
traﬃc can be supported to provide the QoS or the costs for handling the traﬃc increase. The
same holds true the other way around, leading to the shape of the solution space depicted in
Figure 1.1.
It is important to stress that the solution space only contains feasible solutions. In the
example above, if a speciﬁc interconnection mix violates the requirements of the INSP with
respect to other criteria – e.g. security or reliability – it is not considered feasible and
therefore not part of the solution space. In this dissertation, we take the position of an INSP
and optimise the eﬃciency and QoS of its network, taking the trade-oﬀ between those two
goals into account1.
The optimal performance boundary is marked by the upper-right border of the so-
lution space. As long as an INSP does not operate at the optimal performance boundary, it
can improve either QoS or eﬃciency without having to reduce the other goal.
1If an INSP has further goals like security and reliability, they can be accounted for by removing the
solutions from the solution space that do not satisfy the requirements of these additional criteria.
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Figure 1.1: Trade-oﬀ between Network Eﬃciency and Quality of Service
The goal of every competitive INSP within the scope of this dissertation therefore is to
operate at the optimal performance boundary. A major contribution of this dissertation is
that we investigate how the optimal performance boundary can be found for diﬀerent aspects
from building, operating and managing a network. This is done by identifying, modelling,
and solving a number of optimisation problems.
In this context, the biggest challenge is modelling these problems so that they can be solved
and at the same time comply with reality as much as possible. The optimisation problems
are modelled consistently and in a mathematically exact way; we use the formulation of
optimisation problems as linear programming (LP) respectively mixed integer problems (MIP)
[Sch03, KV02, WN99]. This is a standard way of mathematically describing optimisation
problems. In addition, general solution strategies for solving2 these problems have been
well researched for many years, see e.g. [MM57, WN99, Sch03, KV02]. Alternatives such
as linguistic descriptions lack the mathematical accuracy. An algorithmic description has
the drawback that it presents a problem via the solution method and therefore removes the
focus from modelling the problem itself. Another alternative is Constraint Programming3
[Apt03, Dec03], which is well suited for large complex problems. However, the focus of
constraint programming lies less on ﬁnding the optimal solution and is thus less suited for
identifying the optimal performance boundary. In addition, a MIP or LP problem can be
used relatively easy as the basis for a constraint programming approach.
While methods for ﬁnding the optimal solution for MIP problems are well researched, they
can be computational and memory intensive for certain problem structures. In these cases, we
investigate the use of other exact algorithms and heuristics that exploit the speciﬁc structure
of the problem. Besides that, typical MIP solution strategies such as branch & bound with LP
relaxation give an upper bound on how much better the optimal solution can be, compared
2Several well-researched methods for solving linear programming problems exist. The oldest algorithm is
the simplex algorithm [Dan51]. The Khachiyan ellipsoid method [Kha79] has polynomial running time, but
is often found slow and ineﬃcient in practice [KV02]. Also polynomial in time, but faster in practice is the
interior point method [Kar84]. For mixed integer problems, no general algorithm with polynomial time is
known [KV02, Sch03]. Typical solution strategies use branch & bound (e.g. with LP relaxation), the cutting
plane method, or Lagrangian relaxation.
3Constraint programming is concerned with solving constraint satisfaction problems and has been a subject
of research in Artiﬁcial Intelligence for many years. By transforming the objective function into a constraint, an
optimisation problem can be formulated as a constrained satisfaction problem and then treated with constraint
programming methods [Apt03, Dec03].
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to the best solution found so far. These solution strategies can also be interrupted after
some time while maintaining control over the quality of the solution, especially compared
to meta-heuristic approaches like simulated annealing, tabu search and genetic algorithms
[RSORS96].
As argued above, a competitive provider should operate at the optimal performance
boundary. The question where along that function it should operate is still open. The
Internet is a heterogeneous network of networks [Cla88, Sch01a]; the INSPs that control
these networks diﬀer from very small regional niche providers to huge multinational back-
bone providers. Where along the optimal performance boundary an individual INSP operates,
is basically its own decision respectively depending on the requirements of the market and its
customers. The customer requirements and market structures are constantly developing. We
do not want to make any limiting assumptions in this respect as, for example, only looking at
one point of the performance boundary, because this would make our results only applicable
to a small subset of all INSPs. Even for those INSPs the results would only be valid until
the next change occurs in a fast evolving business like the Internet service provisioning busi-
ness. Instead, we strive for generic solutions, and look at the entire boundary throughout the
thesis and investigate the movement along this boundary. For example, we evaluate a large
variety of diﬀerent QoS systems, each with distinct advantages and disadvantages where none
of the systems is clearly better than another. They rather represent diﬀerent points on the
performance boundary. Which of those systems a provider should employ, depends on the
speciﬁc situation it is in: its customers, its ﬁnancial situation and many factors more that are
out of scope of this dissertation. Instead, we focus on what is scientiﬁcally more interesting
and analyse the trade-oﬀs between the diﬀerent parameters, like for example per-ﬂow versus
per-class scheduling.
1.2.5 System-oriented Approach
Merriam-Webster deﬁne a system as “a regularly interacting or interdependent group of items
forming a uniﬁed whole“ [Mer04]. Based on that, with system-oriented approach we refer to
an approach that is explicitly considering the interactions and interdependencies of the items
forming a system instead of e.g. focusing the research only on individual items.
This dissertation uses a system-oriented approach in two dimensions (see Figure 1.2). In
one dimension, we look at eﬃciency and QoS at the same time and consider the trade-oﬀ as
explained in the previous section. In the other dimension, we analyse the diﬀerent aspects of
building, operating and managing a network and consider again their mutual dependencies.
The latter aspects can be classiﬁed into the following categories:
• Network Architecture
The network architecture deﬁnes the properties of the INSP’s network itself. We dis-
tinguish four sub-architectures:
◦ The quality of service architecture,
◦ the forwarding architecture,
◦ the signalling architecture, and
◦ the security architecture.
For us, the most important part of the network architecture is the QoS architecture as
it directly determines the QoS and considerably aﬀects the other sub-architectures.
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Figure 1.2: Dimensions of the System-oriented Approach
• Interconnection
The network of an INSP has to be connected to other INSPs’ networks; we call the
connection between two INSPs’ networks an interconnection. There are diﬀerent types
of interconnections and typically many possible interconnection partners. The inter-
connection mix strongly inﬂuences the amount of traﬃc an INSP can carry, its costs,
and the achievable QoS, as we will show.
• Traﬃc and Network Engineering
Apart from operating a network based on a selected network architecture and intercon-
necting it with other networks, the INSP constantly has to manage its network: The
INSP can use traﬃc engineering methods, e.g., to avoid bottlenecks by rerouting traﬃc
and on a larger timescale it can use network engineering to update the topology and
upgrade the capacity of the network.
Solutions obtained for one goal or in one category while ignoring the other goals respectively
categories can easily result in a suboptimal overall system: A QoS solution that oﬀers good
QoS but would result in unacceptable (monetary or non-monetary) costs or could not cope
with the required amount of traﬃc would be ineﬃcient and probably useless. Also, if the
network architecture would be highly optimised for eﬃciency respectively QoS, that eﬃciency
respectively QoS advantage would be easily lost if the interconnections are not optimised for
the same goal. Further, it would be lost after a few months if the network engineering process
fails to upgrade the network to increasing traﬃc. To avoid this, a system-oriented view on
building, operating and managing a network is necessary.
The drawback of the system-oriented approach is the resulting complexity; in this disser-
tation, many diﬀerent areas of networking had to be included and a broad mix of methods
was necessary to cope with the challenges.
1.3 Contribution
The main contributions of this dissertation are the new models and methods plus the
systematic evaluation of existing methods for improving the eﬃciency and QoS of IP networks
in the areas of network architecture, interconnection, traﬃc, and network engineering:
• Network Architecture (Part I)
We derive new powerful analytical network models for reasoning about QoS systems in
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Chapter 3. Contrary to existing approaches, they make it possible to consider a mix of
elastic and inelastic traﬃc sharing a network. This is essential for evaluating the service
diﬀerentiation of QoS systems. Using the models, we show that a best-eﬀort system
needs higher overprovisioning than the existing approaches predict.
Further, we implemented a full spectrum of Intserv and Diﬀserv QoS systems in a
packet-level simulator. With simulations we conﬁrm our analytical results for diﬀerent
QoS systems, topologies and traﬃc mixes and extend the comparison of QoS systems
(Chapter 4).
We developed a logically centralised Diﬀserv bandwidth broker that oﬀers an Intserv-
like service but still only needs class-based queueing on the data path. The bandwidth
broker does not require special routing or shaping mechanisms in the network. It
supports overbooking to improve the eﬃciency.
A common belief is that the utilisation in the Diﬀserv expedited forwarding service
class cannot be high; the Charny bound predicts a maximal utilisation of less than 8%
for the basic network of Chapter 4. We demonstrate that this is not necessarily true.
Using our bandwidth broker, the utilisation can be raised to over 27%. This is roughly
the same utilisation as with Intserv.
• Interconnections (Part II)
We model the optimisation problem of ﬁnding the cost minimal mix of peering and
transit partners for an INSP with realistic cost functions. This is the ﬁrst time, that is
problem is tackled. The optimisation problem is solved with exact algorithms. Com-
pared to heuristics as they are used by INSPs today, 5% to over 30% costs can be saved
with our method.
In addition, we extend our optimisation models to consider QoS and derive strategies
for ﬁnding the optimal performance boundary for QoS and eﬃciency. With simulations,
we show that the interconnection mix has signiﬁcant impact on the QoS. We further
consider reliability issues.
• Traﬃc and Network Engineering (Part III)
In Chapter 8, we evaluate and compare traﬃc engineering strategies that can be found
in the literature. In extensive simulations, we provide evidence that the commonly used
approach to minimise the maximum utilisation should be avoided. Although it leads
to a low bottleneck utilisation, it does often not reduce the overall congestion in the
network. We show that as objective function a “congestion cost function” should be
used instead; this approach minimises the network congestion and at the same time
leads to a very low bottleneck utilisation.
In Chapter 9, we present a novel capacity expansion strategy that also takes the in-
ﬂuence of traﬃc engineering into account. In simulations, we compare it with other
approaches and show that it performs best and comes close to the optimum even when
the traﬃc matrix is predicted with uncertainty.
In addition, we introduce elastic traﬃc matrices for capacity expansion. With these, the
eﬀect of long-lived TCP connections on capacity expansion can be taken into account;
this was not possible before.
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1.4 Related Approaches
There is a vast amount of work related to the diﬀerent parts of this thesis, for example to
quality of service architectures, to interconnections and to traﬃc engineering and network
design. Most of these approaches, however, focus on special aspects, e.g. the scalability
of a QoS architecture [Kar00], services [Weh02], availability [On04] or dependable routing
[Hol04] and can thus not be compared directly with the system-oriented approach used in
this dissertation. We give a detailed classiﬁcation and summary of related work in the state-of-
the-art chapters (Chapters 2, 5, and 7). Here, we focus on approaches that follow a somewhat
similar system-oriented method as the one used in this dissertation:
The thesis of Xipeng Xiao [Xia00] presents a framework for providing QoS in the Internet.
This framework combines activities at diﬀerent layers of the protocol stack and can thus be
called a system-oriented approach with respect to the protocol stack. Contrary to it, this
dissertation focuses on the layers that INSPs are concerned with (layer 2 & 3), not on the
higher layers.
In Xipeng Xiao’s thesis, URL redirecting and load balancing mechanisms are proposed at
the application layer to avoid congesting bottleneck networks or servers. Diﬀserv is proposed
as QoS architecture on the network layer for diﬀerential treatment of the diﬀerent traﬃc
classes while MPLS based traﬃc engineering with constraint-based routing is used as data
forwarding architecture for load balancing on the network layer. Fast reroute mechanisms
are proposed to recover from link failures.
Contrary to [Xia00], this dissertation optimises besides QoS also eﬃciency and treats
network engineering, which is identiﬁed to be highly important in [Xia00] but not further
investigated. In addition, this dissertation follows a much more comparative approach than
[Xia00], comparing and evaluating diﬀerent QoS systems, interconnections or traﬃc engineer-
ing strategies. [Xia00] is more concerned with building one complete system for providing
QoS at multiple layers.
The dissertation of Michael Menth [Men04] is investigating how to eﬃciently provide QoS
for next-generation IP networks that have to transport traditional data traﬃc as well as QoS
sensitive multimedia traﬃc (e.g. voice) reliably. In order to do so, it proposes admission
control mechanisms. Several contingent-based4 network admission control mechanisms are
evaluated by their eﬃciency in a simulative study. Methods for assigning the contingents to
the links respectively nodes are described and evaluated. In this dissertation, we evaluate
complete QoS systems (some of them containing admission control mechanisms) analytically
and experimentally.
Also contrary to this dissertation, the special focus of [Men04] lies on the resilience of
networks to link and node failures. One result of [Men04] is an accelerated, eﬃcient, and fair
assignment algorithm for the contingents of network admission control mechanisms that is
focused on network resilience and eﬃciency. Also, several protection switching mechanisms
are evaluated in this context.
The dissertation of Richard Mortier [Mor02] investigates performance optimisation of IP
networks and argues that optimisation is necessary at multiple timescales - this approach can
therefore also be called system-oriented (with respect to timescales). The work distinguishes
three diﬀerent timescales of network control: the data timescale (forwarding of individual
packets), control timescale (handling of microﬂows), and the management timescale (rout-
4In [Men04], these admission control mechanisms are called “budget-based”. In this dissertation, to avoid
confusion with monetary budgets, we use the word contingent-based admission control for this sort of admission
control mechanisms. See Section D.1 for a classiﬁcation of admission control mechanisms.
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ing decisions, handling of macroﬂows). The main contributions of [Mor02] on the control
timescale are implicit admission control mechanisms for TCP that improve the network per-
formance and give the INSP more control. On the management timescale, [Mor02] considers
interdomain routing. Besides this, [Mor02] also considers deployment issues for his proposed
mechanisms.
In this dissertation, we develop an admission control mechanisms (in the form of a band-
width broker) for Diﬀserv networks that is best suited for real-time (non-TCP) ﬂows. In
contrast to [Mor02], the focus of this work lies stronger on evaluating and comparing diﬀer-
ent QoS systems and their overall performance considering all three timescales (Part I and
Chapter 9 of this dissertation). Also, we do not investigate interdomain routing but instead
intradomain routing and (as interdomain aspect) optimising the interconnection structure.
To conclude, the two dissertations are complementary.
The dissertation of Jens Schmitt [Sch01a] also follows a system-oriented approach but
from a diﬀerent viewpoint than this thesis. In [Sch01a], the diﬀerent aspects of QoS systems
are investigated with a system-oriented viewpoint but not complete IP networks. In addition,
the focus lies on the interworking of heterogeneous QoS systems, not on eﬃciency aspects.
For Part I of this thesis, we pick up the classiﬁcation of the diﬀerent aspects of QoS systems
of [Sch01a], see e.g. Section 2.2.1, but we investigate a single network (with a homogeneous
QoS system) instead of the interworking of heterogeneous QoS systems.
The TEQUILA (http://www.ist-tequila.org/) project was a large research project of the
European Union’s Fifth Framework Programme. TEQUILA stands for Traﬃc Engineer-
ing for Quality of Service in the Internet, at Large Scale. The TEQUILA project studied
and implemented service deﬁnitions and traﬃc engineering tools to obtain QoS guarantees
through careful planning, dimensioning, and dynamic control of traﬃc management tech-
niques for Diﬀserv networks. It touches all three areas that are also investigated in this thesis.
TEQUILA investigated deﬁnitions, protocols, and mechanisms for service level speciﬁcations,
which is not done here. In addition, we consider only intradomain and not interdomain traﬃc
engineering. TEQUILA focused purely on QoS in Diﬀserv while we also look at eﬃciency
and consider other QoS architectures besides Diﬀserv.
The books of Geoﬀ Huston [Hus98, Hus00] describe INSP networks, business models and
the relevant technology. Although strictly speaking these books are not scientiﬁc, they have
a system-oriented perspective as they try to capture many (technical and economical) facets
of running a competitive IP network.
1.5 Outline
This dissertation is structured as follows. Part I of this dissertation investigates the network
architecture. Chapter 2 gives an overview and presents the state of the art in network
architectures. As argued above, the focus lies on the QoS architecture as part of the network
architecture. While there is a vast amount of work developing and improving individual QoS
architectures, there is hardly any work that objectively compares diﬀerent QoS architectures
with respect to their costs and QoS. Because of this, in a comparative approach we compare
the QoS and the costs of diﬀerent QoS architectures with analytical methods in Chapter 3.
Simulation experiments in Chapter 4 extend the QoS analysis.
In Part II of this dissertation we look at interconnections: Chapter 5 gives an overview,
deﬁnitions, and presents the state of the art in interconnections. The inﬂuence of intercon-
nections on eﬃciency and QoS is analysed in Chapter 6. Also, algorithms are presented and
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Figure 1.3: The Diﬀerent Parts of this Dissertation
evaluated to optimize the interconnection mix with respect to eﬃciency, QoS and reliability.
Traﬃc and network engineering are discussed in Part III of this thesis. A literature
overview of the state of the art in traﬃc and network engineering is given in Chapter 7. The
inﬂuence of traﬃc engineering strategies on the network eﬃciency and QoS is evaluated in
Chapter 8. Several traﬃc engineering strategies are presented there and evaluated in extensive
simulations.
Network engineering is ﬁnally discussed in Chapter 9. The focus here lies on capacity
expansion of an existing network. Capacity expansion is an important and frequent task
in today’s IP networks because the traﬃc volume roughly doubles every 10 to 14 months
[Odl03]. We ﬁrst analyse the inﬂuence of network capacity on the performance of diﬀerent
QoS architectures. Then, we present and evaluate diﬀerent capacity expansion strategies.
Finally, the eﬀects of long-lived TCP connections on traﬃc matrices and capacity expansion
are discussed.
We conclude with a summary and conclusions in Chapter 10. The appendix contains
supplementary information to the individual chapters of this thesis.
Appendix A discusses Internet service providers, especially INSPs, and introduces a role
model for the classiﬁcation and description of providers. It gives a market overview and
presents some real-world examples.
Throughout this dissertation, the hybrid reference model of the Internet [Tan02] is used
to describe the protocol structure of the Internet. It is presented in Appendix B. The
topologies used in various experiments throughout this thesis are presented in Appendix C.
The properties of the topology graphs are presented there as well.
In Appendix D, admission control works and the technical details of the admission control
mechanisms used for the QoS experiments in Chapter 4 are presented. The simulation results
of these experiments can be found in Appendix E.
Appendix F contains supplementary information to Chapter 5; based on several mathe-
matical models and some realistic costs ﬁgures, diﬀerent interconnection methods are com-
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pared. We generalize the interconnection analysis of Chapter 6 towards the general network
edge with Appendix G. We discovered that the various optimisation problems that allo-
cate resources at a system edge have a similar mathematical form. This is demonstrated by
Appendix G where a framework named Multi-Period Resource Allocation at System Edges
(MPRASE) is introduced. It describes these optimisation problems in a system-oriented way.
It shows in several examples that similarities exist and that they can be exploited for solving
the problems. Among the examples is the problem of selecting the optimal combination of
providers and admission control. Problems that occur in the context of network architecture
can also described by this framework, e.g. token bucket ﬁtting, renegotiable services and the
decoupling of timescales between two diﬀerent QoS systems.
Finally, the network models used in Section 9.3 are presented in Appendix H.
Part I
Network Architecture
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2.1 Introduction
In the rest of this dissertation, we focus on INSPs. As
Network Architecture
QoS Architecture
Forwarding Architecture
Signalling Architecture
Security Architecture
Figure 2.1: Network
Architecture
deﬁned before, INSPs oﬀer layer 3 packet forwarding services
by operating an IP network.
The technical infrastructure of the network provides the
core packet transport service that an INSP bases its business
upon; for the quality and costs of the transport services it thus
plays a vital role. Therefore, in this Part I of the dissertation
we discuss the network architecture which deﬁnes the charac-
teristics of the network infrastructure:
With the term Network Architecture we describe the
technology used for building the network of an INSP. The
properties of a network depend on its network architecture and the conﬁguration of that
architecture. We distinguish the four sub-architectures depicted in Figure 2.1:
• QoS Architecture
The QoS architecture describes the technical measures to provide quality of service. The
nature of the QoS architecture has strict consequences for the forwarding and signalling
architecture. For example, Intserv [BCS94] as QoS architecture makes the use of a
QoS signalling protocol like RSVP [BZB+97] as part of the signalling architecture (see
below) very likely and works well with both a plain IP or a MPLS (multi-protocol label
switching) data forwarding architecture.
We discuss QoS architectures in Section 2.2.
• Data Forwarding Architecture
The data forwarding architecture describes the actual technical packet forwarding tech-
nology. INSPs can use plain IP packet forwarding where every hop on the path of the
packet through the network is an IP router that looks up IP header information in
its routing table to decide how to forward the packet. An alternative data forward-
ing architecture is label switching packets using MPLS (multi-protocol label switching)
[RVC01] technology.
Data Forwarding Architectures are discussed in Section 2.3.
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• Signalling Architecture
The signalling architecture encompasses the diﬀerent signalling and control protocols
to manage the network. This includes interior and exterior routing protocols, QoS
signalling protocols and label distribution protocols. They are discussed in more detail
in Section 2.4.
• Security Architecture
The security of an INSP’s network depends on many factors, for example, the IP-level
security architecture, the quality of its implementation, router operating system security
and the physical security of the network. The IP-level security architecture of an INSP
provides security at the IP packet level. Security issues encompass data encryption,
authentication, conﬁdentiality, and network-level protection against denial of service
attacks.
Security aspects are highly important for Internet service providers. They are, however, not
in the scope of this dissertation and the security architecture is therefore not further discussed
in this dissertation.
The focus of this part of the work will be on the QoS architectures for two reasons:
Because they are directly responsible for providing the QoS we are discussing in this disserta-
tion, and because the QoS architecture also strongly inﬂuences the signalling and forwarding
architecture.
In the remainder of this chapter, we give a detailed overview of the diﬀerent quality
of service architectures discussed in the community. Then, data forwarding and signalling
architectures are presented.
In the next two chapters, we analytically and experimentally compare the diﬀerent QoS
architectures with respect to several aspects to shed light on the advantages and drawbacks
of these architectures.
2.2 Quality of Service Architectures
We use the term QoS architecture to describe the general technology upon which actual
QoS systems are based. The range of technical forwarding services an INSP can oﬀer to his
customers depends on his QoS system. The eﬃciency with which these services are provided
also depends on the QoS system. Therefore, the QoS architectures upon which those QoS
systems can be based are highly important for the purpose of this dissertation and discussed
in detail next. We will start by deﬁning a QoS system and its components (Section 2.2.1)
and then we discuss diﬀerent QoS architectures for IP networks.
• Integrated Services in Section 2.2.2,
• Stateless Core (SCORE) with Dynamic Packet State (DPS) in Section 2.2.3,
• Diﬀerentiated Services in Section 2.2.4,
• several best-eﬀort based approaches in Section 2.2.5 and
• ﬁnally other more exotic approaches in Section 2.2.6.
We conclude the discussion of these architectures with a summarising classiﬁcation in Sec-
tion 2.2.7. Admission control plays an essential role in oﬀering service guarantees and high
quality services. In addition, many admission control works are relatively general and in-
dependent of speciﬁc QoS architectures. For these reasons, we present a separate overview
and classiﬁcation of admission control mechanisms in Appendix D. In that context, we also
present speciﬁc implementations of admission control mechanisms, for example in the form
of a Diﬀserv bandwidth broker.
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2.2.1 Components of a Quality of Service System
The following deﬁnitions are based on [Sch01a]; their interrelation is shown in Figure 2.2.
A QoS system consists of the QoS architecture that describes the technical part of
the QoS system and the QoS strategy that determines how an INSP exploits the technical
features oﬀered by the chosen architecture. The strategy involves the conﬁguration of the
architecture, policy decisions and tariﬃng. While there are only a low number of QoS archi-
tectures under discussion in the community, the amount of QoS systems that can be built
upon these architectures is much larger. This becomes visible e.g. in Chapter 4 where more
than 20 QoS systems based on three QoS architectures are evaluated.
A QoS architecture can be divided into QoS declarations and procedures. The QoS
declarations form the static part of the architecture and contain properties like service classes,
parameters and their speciﬁcation units. QoS procedures constitute the dynamic part of the
QoS architecture and consist of the data and control path mechanisms.
QoS procedures1 on the control path are signalling, admission control and multicast. We
1Contrary to Schmitt [Sch01a] who counts traﬃc engineering and network design/engineering as (mid-term
and long-term) QoS procedures we treat these procedures as part of a separate problem area (see Part III of
this dissertation) because they aﬀect the whole network, not only the QoS system.
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give a detailed classiﬁcation of admission control mechanisms in Appendix D. Some QoS
architectures use a QoS signalling protocol as part of the signalling architecture to signal
user demands, see Section 2.4.2.
QoS procedures on the data path are packet classiﬁcation, packet scheduling, queue man-
agement, policing, shaping, and packet marking. Packet classiﬁcation is necessary to identify
the service class, or ﬂow, the packet belongs to, as that determines the service the packet
receives.
If there are several packets competing for a link, then the scheduling algorithm decides
the order in which these packets are sent. Sending packets on a ﬁrst-come ﬁrst-served (FCFS)
basis is usually not enough to give delay guarantees or to split the bandwidth in a given
proportion among ﬂows or service classes. There are many diﬀerent families of scheduling
algorithms available, e.g.
• Priority schedulers,
• the EDF (Earliest Deadline First) [LL73] scheduler and advanced EDF schedulers like
Rate-Controlled EDF [ZF94],
• Round Robin schedulers like WRR (Weighted Round Robin) and DRR (Deﬁcit Round
Robin) [SV96a],
• the PGPS/WFQ family: PGPS (Packetised General Processor Sharing) respectively
WFQ (Weighted Fair Queueing) [DKS89, Par92], SCFQ (Self-Clocked Fair Queueing)
[DH94], FFQ (Frame-Based Fair Queueing) [SV96b], SFQ (Start Time Fair Queueing)
[GVC97], WF2Q (Worst-Case Weighted Fair Queueing) [BZ96],
• virtual clock schedulers like the original VC (Virtual Clock) [Zha90] and LFVC (Leap
Forward Virtual Clock) [SVC97],
• hierarchical schedulers like CBQ (Class Based Queueing) [FJ95], HPFQ (Hierarchical
Packet Fair Queueing) [BZ97], HFSC (Hierarchical Fair Service Curve) [SZN97],
• and dynamic packet state schedulers like CSFQ (Core-Stateless Fair Queueing) [SSZ98,
SZS02].
• If the parameters of scheduling algorithms are not conﬁgured statically but instead
adapted automatically based on current measurement information, we speak of adaptive
variants of scheduling algorithms, see e.g. [LC01, CLA02, AL03, AL04].
Queue management is typically closely connected to scheduling. While schedulers manage
the access to an outgoing link’s bandwidth, queue management controls the buﬀer space inside
a router that is used to store the packets that have not yet been served by the scheduler. If
buﬀer space is running out, packets have to be dropped. Some queue management schemes
only drop newly arriving packets (FIFO) while others can also drop already buﬀered packets,
for example from the head of the queue. Another decision with respect to buﬀer management
is whether the buﬀer space is split up statically between the diﬀerent queues or not.
Besides that, a router can employ active queue management (AQM) strategies to
actively keep the average queue length small. AQM promises to improve the end-to-end
congestion control, to lower queueing delays, more fairness among the ﬂows and buﬀer re-
serves for absorbing bursts of packets. This is done by actively signalling congestion early.
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Congestion is signalled by dropping packets or – if the sender supports explicit congestion
notiﬁcation (ECN) [RFB01] – by marking packets.
The classical active queue management algorithm is RED (Random Early Detection)
[FJ93]. It maintains an exponentially weighted moving average of the queue length. When the
average queue length exceeds a minimum threshold packets are randomly dropped/marked;
if a maximum threshold is exceeded all packets are dropped/marked.
RED has been improved in a number of ways. The sensitivity of RED to parameter
settings led to proposals like Gentle RED [RBL99], Adaptive RED [FGS01], Stabilised RED
[OLW99] while other works like Flow Random Early Drop [LM97b], RED with Preferential
Dropping [MFW01] and CHOKe [PPP00] aim more at improving the fairness of RED.
Virtual Queue (VQ) approaches like [KS04] maintain a virtual queue whose capacity is
less than the actual link capacity. Packets arriving at the real queue are also accounted for
in the virtual queue. If the virtual queue overﬂows, this is taken as congestion indication and
packets arriving at the real queue are marked respectively dropped.
A control theoretic approach to AQM is the Proportional Integrator (PI) controller
[HMGT01]. It is based control theory applied to a linearised TCP/AQM model. PI reg-
ulates the queue length to a target value (queue reference) using instantaneous samples of
the queue length contrary to the moving average of RED that can be inﬂuenced largely by
past values of the queue length. An improved version of PI is presented in [HBW03].
The Random Exponential Marking (REM) AQM scheme [ALLY01] uses a congestion
measure labelled “price”. This“price”measures the mismatch between packet arrival (demand
rate) and departure rates (service rate) and the mismatch between the actual and target queue
length.
Another approach is called Blue [FKSS02] and is based on buﬀer overﬂow and link idle
events contrary to the average queue length of RED. Several AQM mechanisms are compared
and evaluated e.g. in [LAJS03, BRHM04].
If a QoS architecture uses reservations or service level agreements that specify the amount
of traﬃc a user is entitled to, a mechanism is necessary to control whether an arriving packet
is conforming with the agreed traﬃc speciﬁcation. The mechanism to detect non-conforming
packets is called a policing. The network can react to non-conforming packets by dropping
these packets, by delaying these packets with a shaper until they conform or by downgrading
the service these packets receive (the latter might require a packet marker). A shaper can
also be used at an outgoing link, for example at an interconnection to make the traﬃc
conformant to a service level agreement with the next interconnection partner or just to
smooth out bursts. Packet markers can also be necessary at ingress nodes for example in
Diﬀserv networks to write the Diﬀserv codepoint (DSCP) into the IP header or in routers
that use explicit congestion notiﬁcation (ECN) [RFB01] to mark packets.
We now discuss diﬀerent QoS architectures and then summarise them by the classiﬁcation
of Section 2.2.7.
2.2.2 The Integrated Services Architecture
2.2.2.1 Overview
The term Integrated Services Network was introduced by Scott Shenker. It describes one
network for all kinds of applications, especially real-time multimedia traﬃc like voice, video
conferencing, and TV like applications. In the early 1990’s, the IETF realised that the
Internet’s egalitarian best-eﬀort model is not suited for this kind of real-time multimedia
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traﬃc if the network is signiﬁcantly loaded. The IETF’s ﬁrst answer to this problem was
the Integrated Services architecture. Later, with the Diﬀerentiated Services architecture a
second fundamentally diﬀerent approach was pursued (see below).
The general Integrated Services (Intserv) architecture is speciﬁed in RFC 1633 [BCS94].
It builds upon a QoS signalling protocol. The IETF proposed signalling protocol is RSVP.
The IETF Intserv speciﬁcations can be broken into two parts, the signalling respectively
RSVP part in RFC 2205 [BZB+97] and the integrated service speciﬁcations in RFCs 2211
[Wro97b] and 2212 [SPG97]; because of this the Intserv architecture is often described as
“RSVP/Intserv”.
Guarantees are given for individual ﬂows, for each ﬂow a path is reserved through the
network. A ﬂow is deﬁned as a distinguishable stream of related datagrams that result from a
single user activity and require the same QoS ; it can be seen as a hybrid between the Virtual
Circuit model of ATM and the pure datagram model of IP.
The Intserv service model is based on the distinction between real-time and elastic traﬃc.
Elastic traﬃc is treated as traditional best-eﬀort traﬃc. Contrary to Diﬀserv, no diﬀerenti-
ation of the elastic traﬃc ﬂows is supported. The default service is best-eﬀort; applications
using it do not need any modiﬁcations.
The real-time traﬃc is further categorised by whether it is tolerant to loss or not and
whether it is (rate/delay) adaptive or not. Multicast support was considered vital by the
IETF during the development of Intserv and is widely supported by the architecture.
2.2.2.2 Intserv Control Path
Using RSVP, the applications on the end systems request a speciﬁc end-to-end QoS for
one session from the network. A session in the context of RSVP/Intserv is deﬁned by
the triple destination IP address, protocol ID, and optionally a destination port. As the
destination address can be a multicast address, a session is a data ﬂow from possibly multiple
senders to multiple receivers. The reservation process is described in RFC 1633 and 2205
[BCS94, BZB+97], see also Figure 2.3:
• A sender application announces itself by sending a PATH message to the destination
unicast or multicast address. If multicast is used, each receiver must ﬁrst join the
associated multicast group using a multicast group management protocol like IGMP
(Internet Group Management Protocol, [Fen97, CDK+02]) for IPv4 and MLD (Mul-
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ticast Listener Discovery, [Hab03]) for IPv6. This, however, is not part of the QoS
negotiation process and RSVP.
The PATH message
◦ contains a traﬃc speciﬁcation (TSpec)
◦ establishes path state in the intermediate routers.
This path state is used for propagating back reservation requests on the reverse
path. Unlike more traditional signalling protocols from telecommunication net-
works, RSVP does not set up an explicit route for the data transmission, this task
is left to the routing protocols (see Section 2.4.1).
◦ Optionally, the sender may include an advertisement speciﬁcation (AdSpec) in its
PATH message in order to advertise to receivers the characteristics of the commu-
nication path. On their way downstream, the advertisements accumulate infor-
mation about the hop count, minimum propagation latencies, minimal individual
link bandwidth along the path, the path MTU, service speciﬁc parameters, and
whether all routers along the path support RSVP.
• Each receiver individually determines its QoS requirements. Therefore, the whole
process of QoS negotiation is called receiver-oriented. The decision is obviously
based upon the TSpec and the AdSpec of the PATH message but can be inﬂuenced
by any knowledge about the locally available resources (e.g. maximum resolution of a
video display), application requirements, service prices, etc.
• The receiver then initiates the actual reservation process by responding to the PATH
message with a RESV that is routed along the previously set up path back to the
sender. The RESV message contains:
◦ A ﬂow speciﬁcation (FlowSpec) describing
· the requested service class,
· the speciﬁcation of desired QoS (RSpec), and
· the description of the data ﬂow (TSpec).
◦ A ﬁlter speciﬁcation (FilterSpec) that identiﬁes the packet subset of the session
that has these QoS requirements via the reservation style (see below).
• Along their way to the sender, the RESV messages have to pass an admission control
test in each router along the path.
If admission has to be rejected in one of the intermediate systems, a reservation error
is raised and signalled to the receiver with a RESVERR message. The receiver can try
to initiate another reservation with a less demanding FlowSpec or give up. This QoS
negotiation process is called One-Pass with Advertising [SB95].
• In the multicast case, a distribution tree is created by merging reservations: Multiple
receivers indicating a need to receive from the same sender do not install separate
reservations. Rather, the largest reservation is granted and the rest are assumed to be
using the same resources. Therefore, propagation of a RESV message ends as soon as
the reservation encounters an existing distribution tree with suﬃcient resources.
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Besides having multiple receivers, a multicast group may also have multiple senders.
For some applications, e.g. video conferencing, where it can be expected that only
one person is talking at a time, it is desirable that a resource allocation can be shared
among multiple senders of a multicast group. This is supported by the RSVP reservation
style. The reservation style speciﬁes to which extent intermediate routers may merge
reservation requests from diﬀerent receivers in the same multicast group. RFC 2205
[BZB+97] deﬁnes three reservations styles:
◦ If the wildcard ﬁlter is used, all traﬃc from all senders directed to the receiver
may be merged.
◦ With the shared explicit ﬁlter, the receiver explicitly identiﬁes the list of senders
that share one reservation.
◦ The ﬁxed ﬁlter allows for a ﬁxed set of simultaneously transmitting senders, the
receiver can specify a set of sources and for each of them a certain amount of
resources is reserved.
• The state in the intermediate routers is soft state, i.e., it times out after a certain
period. Therefore, RSVP sends PATH and RESV messages periodically. The PATH
refreshments will set up a new path in the case of node and link failures and RESV
refreshments can also be used to adapt the resource allocations. Also, the soft state
mechanism automatically times out and recovers orphaned reservations.
• In [Mau97] an extension of RSVP is described to improve the support of heterogeneous
receivers. RSPV is not only used to make QoS reservations but also to control so-called
QoS Filters. These ﬁlters can adapt the media ﬂows on their way to the receiver and
are placed at the edge of the network adjacent to the routers.
2.2.2.3 Intserv Data Path
Intserv uses a number of QoS procedures on the data path, see also Figure 2.4:
• Packet Classiﬁcation
For each incoming packet, the ﬂow it belongs to and the reservation state associated
with it has to be identiﬁed from the IP header information at line speeds; multiple ﬁelds
(destination IP, port, etc.) are used in this classiﬁcation.
• Policing
At least at the edge of the network policing is necessary to ensure that a host does not
violate its promised traﬃc characteristics.
• Scheduling & Queue Management
Diﬀerent queues have to be managed and the packets waiting in the queues have to
be scheduled so that the service guarantees are fulﬁlled. Intserv does not assume one
speciﬁc scheduler. A wide variety of schedulers can be used, however, the error terms
of the scheduling algorithm inﬂuence the amount of resources that have to be allocated
to provide a certain QoS and thus the eﬃciency with which a certain service can be
provided; see Section 2.2.2.4 for details.
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• Shaping
If multiple senders are used, reshaping is necessary at all points of the multicast dis-
tribution tree where traﬃc from two diﬀerent sources that share the same reservation
merge. Also, at points where the multicast distribution tree from a source branches to
multiple distinct paths with diﬀering TSpecs, reshaping is necessary on the outgoing
links that have “lower” TSpecs than the upstream link [SPG97].
2.2.2.4 Intserv Guaranteed Service
Because of the importance of the Intserv guaranteed service (GS) as the “strongest” service
in today’s QoS architectures, we discuss GS now in some more details.
GS oﬀers a deterministic service with zero-loss guarantees and delay bound guarantees: if
every router in the ﬂow’s path supports guaranteed service (or adequately mimics guaranteed
service), the ﬂow experiences a delay-bounded service with no queueing loss for all conforming
packets. Please note that it does not aim at minimising the jitter.
The Intserv guaranteed service is speciﬁed in RFC 2212 [SPG97]. Other quality of ser-
vice architectures can be used to provide guaranteed service or at least similar services; see
Section 2.2.3 or the central bandwidth broker we developed for the experiments of Chapter 4.
The ﬂow’s delay bound d consists of a ﬁxed delay (transmission delay, etc.) dt and the
maximum queueing delay dq that is a function of the ﬂow’s arrival curve and the service
function allocated for the ﬂow:
d = dt + dq (2.1)
The mathematical foundation for the guaranteed service is the network calculus, see [LT01]
and Appendix D.1.2 for more information.
The arrival curve is given with the TSpec that consists of a token bucket with rate r
and buﬀer b that speciﬁes the ﬂow plus a peak rate p which speciﬁes the maximal rate at
which the source may inject bursts into the network and the maximum datagram size M
and the minimum policed unit m. The long-term average rate of the ﬂow does not exceed r,
the maximal burst sent into the network within a short period of length T does not exceed
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M + pT , see Figure 2.5. To assure that a ﬂow conforms to these speciﬁcations, policing and
reshaping are used.
The service a ﬂow receives at a router is mathematically described by the service curve;
it is speciﬁed by a service rate R and a latency L; see Figure 2.5. The latency L depends on
the scheduling algorithm. The service rate R is speciﬁed in the RSpec by the receiver and
represents the share of the link’s bandwidth the ﬂow is entitled to. Via the service rate R,
the receiver can inﬂuence the delay bound. If there is a diﬀerence between the desired delay
bound dq and the bound dq = f(R) obtained by the chosen service rate R, this diﬀerence can
be expressed with the slack term S of the RSpec that allows intermediate routers to reduce
their resource reservations accordingly. The buﬀer size B represents the buﬀer space in the
router that the ﬂow may consume.
As the theoretical model behind guaranteed service is a ﬂuid model, the rate dependent
error term Cl and the rate independent error term Dl of a router (respectively outgoing link)
l are used to express the diﬀerence between the ﬂuid model and a real scheduling algorithm
operating on packetised data. For weighted fair queueing (WFQ, [DKS89, Par92]) and other
non-preemptive scheduling algorithms the rate independent error term is given by the delay
caused by a maximum sized packet (size MTUl) blocking the link with bandwidth bwl for a
conforming packet of the ﬂow that arrives shortly after the maximum sized packet:
Dl =
MTUl
bwl
(2.2)
The rate dependent error term Cl expresses the backlog of the queueing/scheduling algo-
rithm against a ﬂuid bit-by-bit service, for WFQ it is equal to the ﬂow’s maximal packet size
M
Cl =M (2.3)
The scheduler error terms are summed up (e.g. in the AdSpec) to the total error terms∑
∀l Cl and
∑
∀lDl for calculating the end-to-end delay. With the maximum burst duration
T =
b−M
p− r (2.4)
the end-to-end delay bound for a given R is given by
dq =
{
T · p−RR +
M+
 
∀l Cl
R +
∑
∀lDl for p > R ≥ r
M+
 
∀l Cl
R +
∑
∀lDl for R ≥ p ≥ r
(2.5)
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Besides allocating the rate R, a router l also has to allocate a buﬀer Bl to ensure no loss.
This buﬀer is
Bl =
⎧⎪⎨⎪⎩
M + T · (p−R) +∑λ Cλ +R∑λDλ for p > R ≥ r, L ≤ T
M + p(
 
λ Cλ
R +
∑
λDλ) for R ≥ p ≥ r, L ≤ T
b+ r(
 
λ Cλ
R +
∑
λDλ) for L > T
(2.6)
with the overall scheduler latency L
L =
∑
λ Cλ
R
+
∑
λ
Dλ (2.7)
where
∑
λ Cλ respectively
∑
λDλ are the error terms summed up from the ﬁrst hop respec-
tively the last reshaping point to link l.
If the peak rate p is unknown, it is assumed to be inﬁnite; the arrival curve becomes a
token bucket (r, b) and the end-to-end delay bound simpliﬁes to
dq =
b
R
+
∑
∀l Cl
R
+
∑
∀l
Dl (2.8)
and the buﬀering required at a router l to
Bl = b+
∑
λ
Cλ +
∑
λ
Dλ · R (2.9)
2.2.2.5 Intserv Controlled Load Service
The controlled load (CL) service is speciﬁed in RFC 2211 [Wro97b]. It provides ﬂows with
approximately the QoS that they would receive using the traditional best-eﬀort service in an
unloaded network. Though CL does not provide strict boundaries of QoS parameters like loss
and delay, it ensures that a very high percentage of the delivered packets will not experience
loss or delay higher than the basic packet error rate respectively the minimum transit delay
along the path. Admission control and policing have to be used to control the amount of
controlled load ﬂows and – obviously – an estimate of the data traﬃc has to be given (in
form of a TSpec).
The controlled load service allows much more freedom in its implementation than the
guaranteed service. The idea is that the service allows for extremely simple implementa-
tions on one side as well as implementations with evolving scheduling and admission control
algorithms for a highly eﬃcient use of network resources on the other side.
2.2.2.6 Complexity and Scalability Discussion of Intserv
Two types of per-ﬂow state are needed in Intserv networks:
• Forwarding state to pin the forwarding path of a ﬂow and
• the FlowSpec/FilterSpec state used by the admission control on the control plane as
well as the packet classiﬁer and scheduler of the data plane.
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Therefore, each Intserv router has to process per-ﬂow signalling messages, maintain the
FlowSpec/ FilterSpec tables per ﬂow and perform per-ﬂow packet classiﬁcation and schedul-
ing. It is obvious that this complexity has its costs, especially in backbone networks with a
large number of ﬂows where it can cause scalability issues.
[Kar00, KSS01] discuss the scalability of the control path: the complexity of the RSVP
daemon and the signalling. These works present and analyse an open-source RSVP imple-
mentation [Kar04] that with some optimisations like fuzzy timer control can handle 50,000
ﬂows on an oﬀ-the-shelf PC with a 450 MHZ Pentium III processor and 128 MB RAM. More
importantly, they show that RSVP scales linearly with the number of ﬂows.
There are also some works to reduce the scheduling complexity including proposals that
require only constant time complexity [DH94, SBZ99, WL97, ZF93], although there is a
natural trade-oﬀ between the complexity of a scheduler and its ﬂexibility [KWLZ95].
Also in packet classiﬁcation there have be recent and very promising advances, see e.g.
[Gup00, SV99a, SBVW03] and the works therein2.
There are proposals to reduce the amount of state via reducing the number of ﬂows by
aggregating microﬂows that follow the same path through the network into one macroﬂow,
see e.g. [BIFD01].
A careful analysis shows that the scalability of an Intserv network is not as critical as
often assumed but still has to be taken seriously. Therefore, we next investigate a number of
proposals that have a focus on reducing the state complexity compared to the Intserv/RSVP
QoS architecture.
2.2.3 Stateless Core Architectures
2.2.3.1 Overview
Because of the scalability concerns with Intserv especially in backbone networks, considerable
research went into analysing stateless core (SCORE) QoS architectures. The general idea is
to have a network were only edge routers have to perform per-ﬂow management while core
routers do not. The IETF QoS architecture Diﬀserv is an example of the SCORE idea.
Besides Diﬀserv, there are some other proposals, the most famous one is based on the work
of Ion Stoica [Sto00] and called Dynamic Packet State (DPS). Because of the importance of
Diﬀserv, we discuss Diﬀserv in a separate section and focus here on DPS.
The basic idea of DPS [SZ99, Sto00] is that the ingress (edge) router inserts information
into the IP header. This information is used and updated by the core routers to provide
deterministic service guarantees like Intserv’s guaranteed service. The core routers are using
a special scheduling mechanism that only depends on the dynamic packet state and does not
require per-ﬂow state on the data path. In addition, the control path is made stateless in the
core as the aggregate reserved rate needed for admission control at one link can be derived
from the packet state, too. We now discuss the data path and the control path of DPS before
addressing related works and applications.
2.2.3.2 SCORE Data Path
[SZ99, Sto00] present the DPS technique and a Core-Jitter-Virtual-Clock scheduling algorithm
that can approximate Intserv GS without requiring per-ﬂow state on the data path; it is a
combination of a delay-jitter rate-controller and a virtual-clock scheduler. The algorithm
works as follows:
2Packet Classiﬁcation is also necessary for IP routing lookups, see Section 2.3.1.1.
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• Each ﬂow is assigned a rate r that is stamped into the packet header and thus does not
have to be stored by the core routers.
• In a router, each packet is assigned an eligible time and a deadline upon arrival. A
packet is not sent before its eligible time; the scheduler is thus not work-conserving.
The next packet to serve is chosen among all eligible packets according to their deadlines
(earliest deadline ﬁrst).
◦ One goal of the algorithm is to send packets close to their deadline but not after
the deadline, thus incurring the maximal allowed delay and reducing jitter. The
amount of time a packet is transmitted before its actual deadline in a node (the
local ﬂuctuation) is stamped into the packet header. In the next node the packet
is not eligible unless that time has passed, thus the local ﬂuctuation of node n is
balanced out at node n+ 1.
◦ The eligible time has to be at least as high as the deadline of the previous packet
belonging to the same ﬂow. Normally, a scheduler would have to keep per-ﬂow
state information to track the deadlines but by introducing a third variable that is
stamped into the packet header at the edge (where per-ﬂow state is allowed) and
that is updated at each hop, this per-ﬂow state can be eliminated, too. The eligible
time at a node n can now be calculated as the sum of the arrival time, the local
ﬂuctuation of the previous node and the new slack variable. The slack variable
eﬀectively introduces an additional delay for a packet at each hop making sure that
a packet is not sent before the deadline of the previous packet. [SZ99, Sto00] show
that this delay does not increase the overall delay compared to the non-SCORE
version of the scheduling algorithm (which does not use the slack variable and
instead keeps per-ﬂow state).
◦ The deadline of a packet is the eligible time plus the time it takes to transmit the
packet with rate r assigned to the packet’s ﬂow (as encoded in the packet header).
[SZ99, Sto00] propose using the IP header to store the dynamic packet state but it is also
imaginable to add a new header between layer 2 and 3 as in MPLS. These works also show that
due to the traﬃc regulation of the scheduling algorithm, the number of packets in the server
at any given time is signiﬁcantly smaller than the number of ﬂows, which further reduces
scheduling complexity. The works further show that DPS can give the same guaranteed
service as a network of routers with a WFQ scheduler – the “typical” Intserv scheduler.
2.2.3.3 SCORE Control Path
The SCORE DPS approach assumes that RSVP messages are only processed by the edge
nodes, inside the network a lightweight signalling protocol is used.
Before admitting a new ﬂow, the admission control module at each node has to check
whether the aggregated reserved rates and the new rate do not exceed the outgoing link’s
capacity. Just counting the aggregated reserved rates for each outgoing link without keeping
track of the ﬂows is no robust solution because ﬂows can stop sending without notice, e.g.,
because the sender crashed, without the system being able to free the resources again. So,
normally per-ﬂow state would be needed to keep track of the rates of the already accepted
ﬂows and to be able to recover from errors.
However, by introducing a fourth variable that is stamped into the packet header by the
ingress node an upper bound of the aggregate reserved rate can be derived; thus the control
CHAPTER 2. NETWORK ARCHITECTURE – STATE OF THE ART 26
path per-ﬂow state can also be eliminated. This variable contains the amount of data that the
ﬂow the packet belongs to was entitled to send according to its reserved rate since the previous
packet. A node can add up these variables of all packets traversing a link for a certain period
to get an estimate of the aggregate reserved rate on that link. The actual mechanism is
more complex because it has to account for jitter, termination and other aspects; it is fully
described in [SZ99, Sto00].
The DPS approach also depends on a route pinning mechanism like MPLS or the label
based one in [Sto00].
2.2.3.4 Related Works
The dynamic packet state approach can also be used to provide stateless ﬂow protection or
relative service diﬀerentiation in a network, see [Sto00, SSZ98] for details. [KV03] describes
a work-conserving core stateless scheduler for throughput guarantees.
A centralised admission control approach contrary to the hop-by-hop approach above
is proposed in [ZDGH00] for SCORE networks with DPS. It relieves core routers from the
admission control functionality. A centralised bandwidth broker is used instead that keeps
track of the QoS reservation states. Besides that, the admission control is generalised with the
virtual time reference system towards other types of schedulers and to class-based guarantees
in [ZDGH00]. A methodology to transform any guaranteed rate per-ﬂow scheduling algorithm
into a stateless core version is presented in [KV01].
In a SCORE architecture based on DPS core routers have to trust the information carried
in the packet headers; a single faulty router can disrupt the service in the entire core, therefore
these solutions are not very robust. In [SZS02] an enhancement of the SCORE fair queueing
algorithm [SSZ98] is presented. Core routers no longer blindly trust the incoming packet
state (the rate estimates). Instead, they statistically verify and contain ﬂows whose packets
are incorrectly labelled.
To summarise, the stateless core (SCORE) approach with dynamic packet state (DPS)
presents an interesting approach to provide guaranteed service or other services without
having to keep per-ﬂow state in core routers. This comes at the cost of additional ﬁelds used
in the IP header or a shim header that have to be updated in each hop. The updates require
relatively complex3 operations, and expensive write access at high-speed routers.
2.2.4 The Diﬀserv Architecture
2.2.4.1 Overview
The Diﬀserv architecture is speciﬁed in RFC 2475 [BBC+98], the Diﬀserv ﬁeld in the IP
header in RFC 2474 [NBBB98]. Diﬀserv can be seen as the IETF’s response to the concerns
about the complexity of Intserv/RSVP. Diﬀserv takes a more abstract and local view on
resource allocation. It is a stateless core approach, the core nodes of a network do not have
to keep per-ﬂow state. Per-ﬂow state is kept at edge nodes only where also operations like
policing and marking are done exclusively.
On the data path, packets of diﬀerent ﬂows are aggregated into behaviour aggregates
(BA) at the edge nodes. A BA is associated with a certain service class; it is identiﬁed by
the six bit Diﬀserv codepoint (DSCP). The DSCP is contained in the Diﬀserv ﬁeld4 of the
3Compared to the standard write operations in IP routers: decreasing the hop count and updating the
checksum, see also Section 2.3.1.
4The Diﬀserv ﬁeld was called type of service byte before Diﬀserv was being standardised.
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IPv4 IP header or the traﬃc class octet of the IPv6 IP header [NBBB98].
The heart of the Diﬀserv architecture are the per-hop behaviours (PHBs) that specify the
forwarding behaviour of one router for packets of a DSCP that is locally mapped to that PHB.
The edge-to-edge behaviour in a network of one service class – called per-domain behaviour
(PDB) in the Diﬀserv terminology – results from the concatenation of PHBs. It is assumed
that useful services can be constructed from the diﬀerent PHBs in the standardisation process.
The service construction process is mostly left to the INSPs.
A Diﬀserv domain is a network over which a consistent set of diﬀerentiated services policies
are administered in a coordinated fashion – typically, this equals the network of a single INSP.
As a ﬂow will typically pass several Diﬀserv domains for end-to-end QoS a coordination of
those is required. This coordination is done on the control path by the use of service level
agreements and potentially bandwidth brokers.
Figure 2.6 shows the main functionality of Diﬀserv edge and core routers. The ingress
edge router of a Diﬀserv domain performs several operations on a packet arriving from outside
the Diﬀserv domain:
• A microﬂow classiﬁcation5 is necessary to identify the ﬂow respectively ﬂow aggregate to
which the packet belongs and to look up the associated traﬃc conditioning speciﬁcation
and the traﬃc proﬁle (see below).
• For most services, further processing by the traﬃc conditioning module is necessary.
Depending on the service, packets are metered, marked, shaped, and/or dropped.
◦ A meter measures the traﬃc stream against the traﬃc proﬁle and can inﬂuence
the following traﬃc conditioning actions.
◦ The marker imprints a DSCP on the packet.
◦ Finally, traﬃc shaping may be applied to bring the microﬂow into compliance
with a traﬃc proﬁle. Alternatively, a dropper may be used to discard some or all
out-of-proﬁle packets.
The exact handling of in-proﬁle and out-of-proﬁle packets is described in the service-
level speciﬁcation (SLS) that is part of the service level agreement (SLA), see below.
• The buﬀer management and scheduling algorithm in the edge node treats the packet
according to its DSCP and the PHB it has locally mapped to that DSCP.
When a packet arrives at a Diﬀserv core router, the operations are of less complexity:
• Only a single-ﬁeld classiﬁer is necessary; it reads the DSCP from the Diﬀserv ﬁeld and
determines the PHB that is locally mapped to that DSCP.
• The buﬀer management and scheduling algorithm treat the packet according to the
PHB.
• Some optional functions like traﬃc shaping or packet remarking may be used at core
routers.
5This is a multi-ﬁeld classiﬁcation based on the value of one or more IP header ﬁelds such as source address,
destination address, etc.
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Figure 2.6: Diﬀserv Edge and Core Routers
2.2.4.2 Diﬀserv Services
As mentioned above, edge-to-edge services (per domain behaviours, PDBs) are built by con-
catenating PHBs (per-hop behaviours). As the number of the PHBs is limited, the queueing
and scheduling complexity can be kept low in a Diﬀserv router. The packet classiﬁcation in
core routers is also relatively simple as the PHB is encoded in the DSCP that is stored in a
single ﬁeld (Diﬀserv ﬁeld) in the IP header.
Per-Hop Behaviours (PHBs) Besides a default PHB that corresponds to traditional
best-eﬀort forwarding, the following PHBs have been speciﬁed so far by the IETF:
Class Selector (CS) The class selector PHB group is speciﬁed in RFC 2474 [NBBB98]
and consists of 8 classes. CS is mainly intended for backward compatibility with the old IPv4
precedence bits contained in the type of service octet that is now used as the Diﬀserv ﬁeld.
Contrary to the assured forwarding PHBs (see below), the CS precedence classes have an
ordering with respect to timely forwarding: CS codepoints with a higher relative order have
an equal or higher probability of timely forwarding than CS codepoints with a lower relative
order.
The CS PHB can be used for relative service diﬀerentiation as it is for example discussed
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in [DR99]. Contrary to an absolute service diﬀerentiation scheme where admission control
is imposed on users and an admitted user receives absolute performance levels in a relative
service diﬀerentiation scheme no admission control is necessary; performance guarantees are
only given relative to the performance of other classes: a higher class will receive the same
or better service than a lower class.
In the proportional diﬀerentiation model of [DR99] the INSP assigns a quality diﬀerenti-
ation parameter ci to each class i of his network. While no absolute performance levels are
given for short-term performance measures pi like the loss rate or the queueing delay, the
ratio between all classes i and j is controlled by pi/pj = cj/ci. To achieve this ratio special
scheduling and queue management algorithms are necessary, see [DR99].
Expedited Forwarding (EF) The EF PHB was originally speciﬁed in RFC 2598
[JNP99] and later reﬁned to a more rigorous deﬁnition in RFC 3246 [DCB+02], see also
[CBB+02, ACC+02]. It can be used to build a low loss, low delay, low jitter, assured band-
width service that is called virtual leased line service or premium service [NJZ99]. To provide
this service, it is necessary that the aggregate traﬃc experiences no or at least only very small
queues. To achieve this, it is necessary to ensure that the service rate R of EF packets on
a given output interface exceeds their aggregate arrival rate A at that interface over long
and short time intervals, independent of the amount of other (non-EF) traﬃc at that inter-
face. It is diﬃcult to deﬁne the appropriate timescale at which to measure the service rate
R because too small timescales may introduce sampling errors and too large timescales may
allow excessive jitter. Also, if there are not enough packets arriving at a queue in a certain
interval – externally this might not be obvious – the service rate R can (obviously) not be
obtained. Because of these reasons the formal deﬁnition of EF calculates the ideal departure
time of an arriving packet by assuming that it is served with rate R either immediately upon
arrival or upon the departure time6 of the previous packet. The deviation of the real depar-
ture time of a packet from the ideal departure time is bounded by an error term E. The
scheduling requirements of the EF PHB are stricter than the service curve of a rate-latency
scheduler7[DCB+02]. A number of scheduling algorithms satisfy the EF requirements but
diﬀer in their error terms, e.g.
• a strict non-preemptive priority scheduler where EF has priority over the other classes;
• worst-case fair weighted fair queueing (WF2Q), start-time fair queueing and self-clocked
fair queueing;
• Deﬁcit Round Robin (DRR).
The EF PHB is intended for low loss services, RFC 3246 [DCB+02] leaves it optional to
specify a region of operation for an EF node where no losses occur. If this is not used it
means that in an RFC conformant operation of an EF node a limited number of EF packets
can be dropped due to limited buﬀers.
For deterministic service guarantees, the worst-case aggregate arrival rate has to be
bounded. However, the aggregate arrival rate depends on the topology and the routing
through the Diﬀserv domain. [CL00] derives a delay bound for general topologies that is
6The real or the ideal departure time of the previous packet, whichever is later.
7If a scheduler satisﬁes the EF requirements it also satisﬁes the rate-latency curve but not necessarily
vice-versa.
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Figure 2.7: Charny Bound
a function of the maximal link utilisation α and the maximal number of hops h of a ﬂow
(respectively the network diameter); it is named Charny Bound after the ﬁrst author:
For the general assumptions, the delay experienced by a single packet does not only
depend on the behaviour of the ﬂows sharing at least one queue with the packet, but also on
the behaviour of ﬂows in the other parts of the network and potentially on past ﬂows [CL00].
It is assumed that the incoming ﬂows are characterised by a leaky bucket and on each link
l of capacity Cl, the aggregate rates are bounded by αCl and the aggregate bucket depths by
τCl. The maximum packet size is MTU . For link l, a bound on the peak rate of all incoming
ﬂows is given by Γl. If no further assumptions about the routing are made, Γl is given by the
bit rates of all incoming links or if they are unknown Γl =∞.
For α < minl
Γl
(Γl−Cl)(h−1)+Cl , a bound on the worst-case end-to-end queueing delay for EF
traﬃc is
dq =
h
1− (h− 1)uα (∆ + uτ) (2.10)
with
u = maxl
Γl − Cl
Γl − αCl (2.11)
∆ = maxl
MTU
Cl
(2.12)
This bound is depicted in Figure 2.7 for diﬀerent maximal hop counts h assuming a
topology with a maximum in-degree of 5, a capacity Cl=155 Mbps, MTU=1500 bytes, EF
ﬂows with an average rate of 64 kbps, and a maximum burst size (bucket depth) of 600 bytes.
As can be seen the delay bound explodes if α approaches minl
Γl
(Γl−Cl)(h−1)+Cl ; this does
not mean that the delay is necessarily unbounded for these cases. It is possible that a better
(lower) delay bound can be derived, yet at the time of writing no other delay bound with
the same general assumptions as the Charny bound is known to the author. Besides that,
it has been shown in [CL00] that for larger α there exists a large enough network such that
the worst-case delay of some packet can exceed any D, even if the maximum hop count never
exceeds h.
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Based on this delay bound a medium sized network could only be utilised little more than
10% with EF traﬃc.
Improvements of the Charny bounds can be obtained if additional mechanisms are added
to the Diﬀserv network; e.g. traﬃc shaping, see for example [Cru98, OK03, Fid03].
Assured Forwarding (AF) The assured forwarding PHB group is speciﬁed in RFC
2597 [HBWW99]. It consists of four independently forwarded AF classes. Within each class,
packets are marked with one of three diﬀerent levels of drop precedences; they are often
called green, yellow and red. The drop precedence determines the relative importance of the
packet within the AF class. More AF classes or levels of drop precedence may be deﬁned by
INSPs for local use. There are no delay or delay variation requirements associated with the
forwarding of AF packets. An active queue management algorithm such as Random Early
Detection (RED) [FJ93] is required, but no details about the algorithm are prescribed by
the RFC except that ﬂows with diﬀerent short-term burst shapes but identical longer-term
packet rates should have packets discarded with essentially equal probability.
There is no speciﬁc order between the AF classes. At each node, a certain amount of for-
warding resources (bandwidth and buﬀer) is assigned to each class. Typical implementations
could use admission control to limit the load in the diﬀerent classes to diﬀerent levels, e.g.
by overbooking the classes with diﬀerent overbooking factors. This, however, is not detailed
by the RFC. An overbooking factor is the ratio of the maximal admitted traﬃc of one class
to the resources assigned to that class.
Within a single class, packets are not reordered. A typical implementation could assign
each class a diﬀerent queue and use diﬀerent RED weights for the diﬀerent drop precedences
within each class.
[HBWW99] describes as an example an Olympic service that can be built with the AF
PHB group in the following way: The Olympic service consists of the three service classes
bronze, silver, and gold that are assigned to the AF classes 1, 2, and 3. Packets in the gold
class experience lighter load and thus have greater probability for timely forwarding than
packets assigned to the silver class. The same kind of relationship holds true for the silver
and the bronze class.
Within each class, all three drop precedences could be used. Packets are marked at the
ingress by the traﬃc conditioner module. Many diﬀerent marking algorithms could be used,
the most common ones designed with the AF PHB in mind are:
• RFC 2697 [HG99a] describes with the Single Rate Three Colour Marker a way to mark
packets according to three traﬃc parameters: Committed Information Rate, Committed
Burst Size, and Excess Burst Size. A packet is marked green if it does not exceed the
committed burst size, yellow if it does exceed the committed but not the excess burst
size, and red otherwise. It is useful for ingress policing of a service, where only the
length, not the peak rate, of the burst determines service eligibility.
• The Two Rate Three Colour Marker of RFC 2698 [HG99b] describes a way to mark
packets based on two rates, the Peak Information Rate and the Committed Information
Rate. A packet is marked red if it exceeds the peak information rate. Otherwise, it
is marked either yellow or green depending on whether it exceeds or does not exceed
committed information rate. It is useful for ingress policing of a service, where a peak
rate needs to be enforced separately from a committed rate.
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• Packet marking based on the running average bandwidth of the traﬃc stream compared
to the Committed Target Rate and the Peak Target Rate is described by RFC 2859
[FSN00], and called Time Sliding Window Three Colour Marker. Packets contributing
to the sending rate below or equal to the committed target rate are marked green, those
contributing to the rate between committed up to peak target rate are marked yellow,
the others red. Because of the sliding window rate estimator, burstiness is taken into
account and smoothed out to approximate the longer-term measured sending rate of
the traﬃc stream.
Achieving service diﬀerentiation with proﬁle-based marking in edge routers is not a straight-
forward task, especially for a mix of responsive (TCP) and non-responsive (e.g. UDP) ﬂows.
Several studies investigate these eﬀects, e.g. [SNT+00, SZ98, CF98, FKSS99, NSP99, YR99].
Per-Domain Behaviours (PDBs) Building services and PDBs out of the PHBs is mainly
left to the INSPs. There are several Internet drafts describing PDBs but few reached RFC
status. The virtual wire PDB [JNP00] can be constructed with the EF PHB plus appropriate
domain ingress policers. As the name says, it is intended to provide a service that behaves
like a dedicated circuit by providing an assured peak rate and bounded jitter. The EF PHB
eﬃciency concerns discussed above lead to eﬃciency concerns about his PDB, too.
The assured rate PDB [SNH00] is intended to provide a rate assurance but no delay or
jitter bounds. It is built with the AF PHBs and suitable policers at the ingress.
A diﬀerent approach is taken with the bulk handling PDB respectively lower eﬀort PDB
[CN01, BNW03] that provides a less-than-best-eﬀort service. This service may be“starved”by
other services (including the standard best-eﬀort service) in times of congestion respectively
high load and is intended for low value traﬃc. The eﬀect the low value traﬃc has on other
traﬃc is limited. The CS or AF PHBs can be used to implement the service, policing at the
ingress is not required.
Service Level Agreements (SLAs) Between a customer (INSP or end-user) and an
INSP operating a Diﬀserv domain, Service Level Agreements (SLAs) are used to specify the
service the customer receives. For more information and a general (non-Diﬀserv) example see
Section 5.2.4.
SLAs contain a Service Level Speciﬁcation (SLS). A SLS is a set of parameters and their
values that together deﬁne the service oﬀered to the traﬃc by a Diﬀserv domain as long as it
adheres to the Traﬃc Conditioning Speciﬁcation (TCS) which is an integral part of the SLS.
The TCS is a set of parameters and their values which together specify a set of classiﬁer rules
and a traﬃc proﬁle.
SLAs can be dynamic and static, see Figure 2.8. Static SLAs remain in existence and
constant on a medium to long timescale; typically, they are set up and maintained manually.
Dynamic SLAs change more frequently and typically are negotiated and set up automatically
by bandwidth brokers (in the Diﬀserv environment) [NJZ99]. With dynamic SLAs, networks
can be used more eﬃciently unless traﬃc patterns are very stable and constant.
Possible SLS formats for Diﬀserv Premium service can be found in [HYIO01, BCS02] and
the works therein. For SLA trading, we refer to [Fan00].
Preferential Treatment of Acknowledgment Packets TCP ﬂows are bidirectional
with data packets being transported on one path and acknowledgement (ACK) packets being
transported back on the opposite path. The TCP throughput suﬀers when either of the two
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Figure 2.8: Diﬀserv Service Level Agreements
paths is congested. Because the packets take diﬀerent paths and enter a Diﬀserv domain
at diﬀerent ingress nodes, they can receive completely diﬀerent services. [PTCD01] analyses
in which ways ACKs have to be marked so that connections can achieve their performance
goal despite congestion on one or both of the paths. In that study, the throughput of AF
ﬂows increased by 20% when the ACKs were sent with the highest service class over the
throughput achieved when ACKs are marked as best-eﬀort. The recommendations of that
study in a nutshell are that acknowledgements should receive the same class of service as
their data packets.
2.2.4.3 Bandwidth Broker
Bandwidth brokers for Diﬀserv were introduced in [NJZ99]. A bandwidth broker (BB) is
a software agent that manages the network resources of a Diﬀserv domain and makes the
admission control decision for it.
A BB needs inter-domain communication with other BBs to negotiate SLAs and intra-
domain communication to allocate resources and e.g. conﬁgure ingress routers according to
the TCS of a new SLA. For intra-domain communication, network management protocols
like SNMP can be used. For inter-domain BB communication (and SLA trading), several
protocols are under discussion: BGP extensions, RSVP extensions, the Internet Open Trading
Protocol (IOTP), the BB transfer protocol, DIAMETER, COPS, and SNMP.
[SNNP99] describes a bandwidth broker implementation that obtains a topological data-
base through the OSPF routing protocol, obtains link bandwidths through SNMP. The perfor-
mance of the admission decision speed is evaluated. Other bandwidth broker implementations
are presented in [SB03, PMDS01, TOT+99].
The Internet2 QBone group [THD+99] was working on a bandwidth broker for an EF
based premium service that was later dropped in favour of a lower than best-eﬀort service,
largely due to deployment and other problems [TS02]; see also Section 2.2.5.3.
In [Fid03], a bandwidth broker is proposed that inﬂuences the routing of the Diﬀserv
domain to give deterministic delay bounds.
In Chapter 4, we present and evaluate the design of a centralised and decentralised band-
width broker with focus on the admission control and eﬃciency.
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2.2.5 Tuned Best-Eﬀort Architectures
In this section, we describe several approaches that we call “tuned” best-eﬀort because they
use the best-eﬀort architecture as a foundation and try to improve QoS or oﬀer service
diﬀerentiation with relatively little changes to it.
2.2.5.1 Overprovisioned Best-Eﬀort
The currently dominating approach to improving QoS is adding bandwidth and buﬀer to a
best-eﬀort network. This approach is called overprovisioned best-eﬀort and is based on the
fact that packets travelling through a relatively lightly loaded network experience little to no
loss and little queueing delay - therefore relatively good QoS. For many applications, this can
be enough.
The advantage of this solution is that the basic QoS architecture does not have to be
changed. A disadvantage is that in the absence of admission control and service diﬀerenti-
ation, an INSP cannot give (absolute or relative) service guarantees. Also, an INSP cannot
oﬀer technically diﬀerent services with that approach. The latter can be necessary, for exam-
ple, to use price discrimination as a mean of increasing proﬁts.
An important question to ask in the context of overprovisioning is how much overpro-
visioning is needed? Except for the work of Breslau and Shenker [BS98], this question is
not well answered in the scientiﬁc literature on an architectural abstraction level. There-
fore, we investigate this question in the next two chapters of this thesis by comparing an
overprovisioned best-eﬀort architecture with other QoS architectures.
2.2.5.2 Price-Controlled Best-Eﬀort
The price-controlled best-eﬀort (PCBE) approach goes back to the works of Frank Kelly
and others [KMT98, Kel00, Kel01a]. PCBE is one possibility to realise congestion pricing
[HCB01]. The basic idea behind congestion pricing is that if congested network resources
are priced, there is an incentive for users to back oﬀ in the case of congestion and thus reduce
the congestion.
Smart Market An economically eﬃcient method to implement congestion pricing is de-
scribed by MacKie-Mason and Varian in [MMV95] and is called smart market:
Sending packets in an uncongested network is free of charge, but packets sent in a con-
gested network are charged on a per-packet basis. Thus, the price to send a packet can
vary minute-by-minute (or on even much shorter time scales) to reﬂect the current degree of
network congestion.
MacKie-Mason and Varian propose an auction mechanism to realize this smart market:
• The sender puts the amount of money he is willing to pay (willingness-to-pay) for the
transmission of the packet in the header of the packet.
• The network then admits all packets with a willingness-to-pay higher than the current
cutoﬀ amount, which is determined by the marginal congestion cost imposed by the next
additional packet. Rejected packets could be bounced back to the user, or be routed to
a slower network. Users then pay the market-clearing price for all transmitted packets,
not their bidding price (second price auction).
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The outcome of this mechanism is the classic supply-equals-demand level of service of eco-
nomic theory that maximises social welfare. Social welfare is the total utility of all end-users
and providers8. MacKie-Mason and Varian [MMV95] also show that the congestion revenues
equal the optimal investment in capacity expansion.
Unfortunately, it is technically impossible to hold auctions on a per packet basis:
• First, the Internet is not and cannot be managed centrally, therefore there cannot be a
central auctioneer realising the auctions.
• A packet normally has to cross several boundaries between providers. If each provider
is implementing an auction mechanism (for example to avoid the point above), there
is another problem: If the auctions along the way are hold in serial order (one after
the other) the end-user might end up winning and paying most auctions along the way
but loosing the auction at the last provider. This could be avoided if the auctions are
hold in parallel order but this again needs a central instance for coordination. Further
discussions of these problems and possible solutions can be found in [CDS01, CW03].
• Hard work is undertaken to make networks faster and faster. Collecting the bids, cal-
culating the clearing price, selecting the packets to be forwarded etc. all add additional
delays to the treatment of a each packet in each router and requires additional buﬀer
memory in the routers. This can be unacceptable for time critical real-time applications
and very expensive for high-bandwidth links.
• The charging and accounting eﬀort of this approach is also extremely high.
Despite these strong concerns about the technical feasibility of auction mechanisms, there is a
long line of works about auctions for packets, microﬂows or higher aggregates in the scientiﬁc
community, see e.g. [CDS01, CW03] and the works therein.
PCBE The smart-market approach above has one appealing property: Resources are allo-
cated according to the willingness-to-pay of the customers, leading to proportional fairness
weighted by the willingness-to-pay. It has been shown in [KMT98] that the additive in-
crease multiplicative decrease rate control of TCP also leads to proportional fairness. If the
TCP congestion control is modiﬁed by introducing a weight resembling the willingness-to-pay,
weighted proportional fairness could be achieved, too. Such a proposal is made and studied
in [CO98], using a TCP implementation called MulTCP; unfortunately, it leads to diﬃculties
in charging, accounting and policing. A to some extend similar approach without some of
these diﬃculties is the price-controlled best-eﬀort approach based on the works of Frank Kelly
et. al. [KMT98, Kel00, Kel01a]. These works describe and model a QoS architecture that
leads to the same results as the smart market approach but that can be implemented techni-
cally more easily and in a distributed way. We call this QoS architecture price-controlled
best-eﬀort (PCBE), it is sometimes also called ECN charging [BDH+03].
Architecture Technically, the PCBE architecture is based on a plain best-eﬀort architec-
ture with the explicit congestion notiﬁcation (ECN) [RFB01] mechanism. If congestion is
building up in a router, it notiﬁes the end systems by randomly marking packets. Marking
is done by setting a single bit9 in the IP header. The receiver can notify the sender of the
8Costs of providers are counted as negative utility.
9the ECN congestion experienced bit
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fact that it received a marked packet e.g. via the TCP ACK. Upon notiﬁcation, the “normal”
reaction of a TCP sender would be to reduce the TCP congestion window in the same way as
if the packet was dropped. If PCBE is used, the sender and/or receiver instead have to pay
a certain (very small) amount of money for each ECN mark generated respectively received.
Thus, a dynamic price for a stream of packets has to be paid. If that price exceeds the
willingness-to-pay of a user, he (or an agent acting on his behalf) will back-oﬀ by reducing
his sending rate. Vice versa, if the willingness-to-pay exceeds the current price, a user will
continue to send or even increase his rate. Obviously, this leads to an economically more
eﬃcient resource distribution than when all users would be forced to back-oﬀ independent of
their willingness-to-pay.
Modelling The PCBE approach has been mathematically modelled in [KMT98, Kel00,
Kel01a]. The system can be modelled as an optimisation problem and it can be shown that
under certain assumptions – e.g. increasing concave and diﬀerentiable utility functions – it
maximises social welfare. [HN00] shows that the resulting system can be treated well with
standard economic theory, the work also analyses the resulting loss in social welfare if a
(realistic) monopolistic control of network resources is assumed.
Discussion Contrary to the“typical”QoS architecture (e.g. Intserv and Diﬀserv) that focus
on managing the available resources and thus the “supply side of QoS”, PCBE inﬂuences the
“demand side” by giving incentives to impose self-admission control. PCBE follows the end-
to-end principle of the Internet which is keeping the network simple by putting the intelligence
into the edges of the network.
PCBE maximises social welfare under the assumptions made. However, a competitive
INSP is more interested in maximising his medium- to long-term proﬁts and not social welfare.
This approach might not be ideal from that point of view.
The above described single-bit marking algorithm is a minimalist approach to QoS that
does not require many changes in routers – most routers support ECN marking anyway.
Signiﬁcant changes, however, are necessary at the end systems and the INSP’s charging and
accounting systems. On the end systems, agents (called dynamic price handlers) are needed
to react to the ﬂuctuating prices on the users’ behalf. Such an agent was developed in
[BDH+03]. In the same work, the feasibility of a per-marked-packet charging and accounting
system was shown.
While PCBE is an innovative lightweight approach to QoS, it also has some signiﬁcant
drawbacks:
• Under the more realistic assumptions of monopolistic control of routers social welfare
is no longer maximised [HN00]. Also, if utility functions are e.g. not concave this goal
is not met.
• The scheme needs a per-marked-packet accounting system that is potentially expensive.
• The price is dynamic and not known in advance to the user. User trials in [EV99] show
that end-users will probably not like this situation although other later trials in the
context of [BDH+03] indicate a certain interest in dynamic pricing.
To avoid dynamic prices for end-users, so-called guaranteed stream providers respec-
tively brokers have been proposed to oﬀer a kind of insurance service against dynamic
prices [Key99, BDH+03].
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• It is not clear whether the sender or receiver of a marked packet should pay. On one
hand, typically the receiver has the beneﬁt of the data transfer. Therefore, it makes
sense that he should pay if the transfer causes congestion. But this gives denial of
service attacks a chance of inﬂicting direct economic damage on a receiver.
• An INSP is earning money with congested routers. The theory behind PCBE assumes
that strong competition between INSPs and a transparent market forces them to up-
grade their equipment where necessary and not to cheat on customers. This is not fully
convincing, especially as there is hardly a possibility for a customer to control whether
a packet was marked correctly or not.
2.2.5.3 Lower than Best-Eﬀort Service
While most QoS architectures and service models aim at introducing additional services that
oﬀer a better service than the traditional best-eﬀort service, an interesting approach is to try
to do the opposite: Oﬀering a lower than best-eﬀort service.
[CGC01] describes an implementation and experiments of this approach realised on a per-
ﬂow basis. Contrary to other approaches such as the above-mentioned Diﬀserv bulk-handling
/ lower-eﬀort PDBs [CN01, BNW03] or the QBone Scavenger Service we discuss below that
introduce a service class below the (default) best-eﬀort class, the approach of [CGC01] aims at
actively degrading the QoS of certain ﬂows and to deny them resources even if those resources
could not be used by other ﬂows. This service is thus intended at punishing certain ﬂows and
discouraging certain behaviour: It is suited for punishing non-TCP-friendly ﬂows, to reduce
the QoS of certain applications – e.g., peer-to-peer applications – or to punish ﬂows suspected
to be part of a denial-of-service attack. In [CGC01], a modiﬁed CBQ scheduling algorithm
and some penalty algorithms are used to degrade the quality of ﬂows by increasing their
dropping probability. Flows that exceed a certain packet count or service rate are punished.
Their experiments show that while it is hard to penalise an individual TCP ﬂow – especially
a short ﬂow – and still maintain a minimum throughput, the concept works well for UDP
ﬂows and aggregates of TCP ﬂows.
The QBone Scavenger Service (QBSS) follows a diﬀerent approach. It creates service class
with a lower priority than the best-eﬀort class. Strict priority queueing is not recommended;
instead a small amount of network capacity is allocated to the QBSS class to avoid starvation
of TCP ﬂows in the QBSS service class during times where the best-eﬀort service class is
signiﬁcantly loaded. Capacity not used by higher services is fully available to the QBSS
service class – contrary to the approach of [CGC01]. QBSS is thus designed not to punish
certain behaviour but for bulk transfers that are currently run voluntarily during periods
of low-utilisation (e.g. large nightly transfers of scientiﬁc datasets, network backups, CDN
content pushing). In addition, it is suited to downgrade the performance of non-critical traﬃc,
such as peer-to-peer ﬁle sharing traﬃc at universities.
2.2.5.4 Alternative Best-Eﬀort
Alternative Best-Eﬀort (ABE) [HKLT01, Hur01] is an enhancement of IP best-eﬀort. The
idea is to have two service classes that provide a delay against throughput trade-oﬀ.
Each IP packet is marked green or blue. The green packets receive a lower delay but via a
possibly higher loss probability lower throughput than the blue packets. [HIK+00] describes
how the ABE colour can be encoded in the IP packet header.
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One important property of the ABE service is that green packets do no hurt blue packets; if
an application marks some or all of its packets green, the service – that is delay and throughput
– received by applications that mark all their packets blue is not degraded. Therefore, if
the ABE service model would be introduced in the Internet, unmarked packets would be
considered to be blue packets and no harm would be done to applications unaware of the
ABE service.
Applications aware of the ABE service would mark their packets blue or green or even mix
both colours by marking some blue and others green. Packet sequence is preserved within the
blue and within the green queues only, therefore when mixing the colours, packet reordering
can be induced.
As green packets receive lower delay but higher loss, they are not strictly “better” than
blue packets and no incentive mechanism like pricing is needed to keep users from sending all
their packets with the “best” service. In addition, no policing mechanism is needed. All this
has the additional advantage that the control and data path can be kept almost as simple as
a traditional single-class best-eﬀort network. The only additional complexity needed is that
the scheduling mechanism has to make sure that green packets do not hurt blue ones. This
requirement can be split into two parts:
1. The ﬁrst part of the requirement is called local transparency to blue. It addresses the
case of non-TCP-friendly sources.
Local transparency to blue is deﬁned over a plain best-eﬀort scenario in which a node
would treat all packets equally regardless of their colour. Local transparency to blue
requires that every blue packet in an ABE node
• does not receive a larger delay than in the ﬁctive plain best-eﬀort scenario
• and that the blue packet is not dropped unless it would also be dropped in the
ﬁctive plain best-eﬀort scenario
A scheduling algorithm called duplicate scheduling with deadlines (DSD) is described in
[HKLT01, Hur01]. DSD has elements from earliest-deadline-ﬁrst (EDF) and ﬁrst-come-
ﬁrst-service (FCFS) schedulers. The packets are tagged with deadlines like in EDF,
but this deadline is only used to determine which of the queues is to be served. Within
each queue, FCFS is used.
Duplicates of all incoming packets are sent through a virtual queue which is served
ﬁrst-come-ﬁrst-service (FCFS) with the rate of the plain best-eﬀort scenario that is
emulated by the virtual queue. The virtual queue is used to assign each blue packet a
tag that holds the time at which it would be served in the virtual queue. This acts as
the deadline for the blue packet; a blue packet is always served at the latest moment
the deadline permits subject to work conservation. This ensures the local transparency
to blue requirement; a blue packet that arrives when virtual queue is full is dropped.
Green packets are served in the meantime unless they have been in the queue for more
than d sec, in the latter case they are dropped. For optimisation purposes a green
packet also has to pass an acceptance test upon arrival to be put into the back of the
green queue, otherwise it is dropped. The acceptance test checks whether the queueing
delay for the green packet exceeds d sec – imagine d to be in the order of magnitude of
20ms. The scheduler events are summarised in Table 2.1.
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Event What is served?
Both queues empty Nothing
Green queue empty, blue queue not empty Head of blue queue
Head of blue queue cannot wait Head of blue queue
Blue queue empty, green queue not empty Head of green queue
Head of blue queue can wait, head of green queue cannot Head of green queue
Head of both queues can wait Randomly
Table 2.1: Duplicate Scheduling with Deadlines Events
It can happen that the deadlines of both the blue and the green packet at the head of
their queues permit them to wait for the other packet to be served ﬁrst. In that case
the packet to be served ﬁrst is selected randomly, the probability that the green packet
is selected is controlled by an additional parameter called the green bias g. The reason
for this parameter becomes clear when looking at the second part of the “green packets
do not hurt blue packets” property.
2. If a TCP-friendly and greedy source is sending, its rate depends on the round-trip time
(RTT) and the loss probability. If that source is sending green packets, it is possible
that because the RTT decreases for green packets, that source would receive a higher
throughput than when it would send blue packets only. This also carries the risk of
hurting blue sources due to the increased rate. This leads to the second part of the
requirement: throughput transparency to blue - a green ﬂow shall receive a less or equal
throughput than if it were blue.
This requirement is much harder to implement than local transparency to blue because
an exact implementation would have to keep track of the exact end-to-end round-trip
times for every ﬂow. The authors of ABE propose to use a controller in each node
that adapts the above-mentioned green bias parameter g of the DSD scheduler so that
the throughput transparency (estimated via a TCP throughput formula) is ensured.
For this, the controller assumes that all ﬂows are greedy and have a total RTT equal
to the queueing delay at this node plus a ﬁxed virtual base value (e.g. 20 ms). This
tends to underestimate the green RTT but that is no problem as the underestimation
is conservative for the blues.
To conclude, the ABE service is a good example for a low overhead tuned best-eﬀort service
that can oﬀer some advantages like lower delay without introducing much overhead. One of
its drawbacks is that it depends on a special scheduling algorithm and has received little IETF
support so far. As blue packets are not harmed, green packets do not receive the same high
QoS premium packets would receive in other QoS systems like Intserv / Diﬀserv – but that
is actually a desired property of ABE because it removes the need of policing and pricing.
2.2.6 Other Architectures
Besides the above discussed QoS architectures, there are a number of other interesting ap-
proaches to the question how and what QoS to provide; we now discuss some of these works.
The above discussed stateless core approaches with dynamic packet state (Section 2.2.3)
and Diﬀserv (Section 2.2.4) can be used to give absolute QoS guarantees without keeping per-
ﬂow state on the data or network path. However, they need per-ﬂow state in the edge routers;
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this can be problematic, too, because also edge routers can be performance bottlenecks. For
example, if many interconnection partners are connected via that router (see Part II of this
thesis for interconnections). They typically have important additional tasks like running
BGP, counting traﬃc volumes to transit partners, etc. Also, it is a common policy with
providers when core routers are replaced with more modern routers because they can no
longer handle the ever-growing traﬃc, that they are moved “towards the edge” and used as
edge routers. If it was considered problematic to keep per-ﬂow states with them in the old
core network then the same is true in their new role as edge routers.
Approaches like PCBE (Section 2.2.5.2) and ABE (Section 2.2.5.4) do not need per-ﬂow
state at the edges but can only give soft relative QoS guarantees. This train of thought
leads to the question whether it is possible to give strong absolute QoS guarantees to ﬂows,
without the need for per-ﬂow state at the edge and core (stateless edge and core). [MSS02]
proposes such a solution that can be used to oﬀer a service like the Diﬀserv premium service
(see Section 2.2.4.2):
• The data plane is simple: For the reserved (premium) traﬃc, a single queue is main-
tained.
• For the admission control, a soft-state protocol is used to reserve a peak per-ﬂow band-
width in the intermediate routers. The reservation is refreshed in a ﬁxed well-known
interval Trefresh. Routers only keep track of the aggregate reserved rate by adding the
reservation refresh messages in one interval Trefresh
10.
• On the control plane, misbehaving ﬂows could send refresh messages without being
admitted. This is countered with router-speciﬁc lightweight certiﬁcates generated by
each router along the path. They are attached to the admission request message if a ﬂow
is admitted by the router. Refresh messages are only accepted with a valid certiﬁcate.
Misbehaving ﬂows could stop sending and resume sending later, without undergoing the
admission control test again using their old certiﬁcate. To avoid this, routers change
the keys for their certiﬁcates in regular intervals.
• Another problem arises if ﬂows send more than one refresh message per Trefresh. This
would allow them to send more than actually admitted by the admission control. This
can be avoided by random sampling. Random packets are chosen and the ﬂows they
belong to are monitored for some time to detect extra refreshes.
• Similarly, ﬂows sending more than allowed could be detected by monitoring a (limited)
number of randomly selected ﬂows. [MSS02] present an alternative called recursive
monitoring that turned out to be superior in simulations. The basic idea is to monitor
aggregates of ﬂows. If the aggregate misbehaves, it is recursively split into smaller
aggregates until the misbehaving ﬂow is detected.
Another interesting approach is Paris Metro Pricing (PMP) [Odl99]. PMP is a minimalist
relative service diﬀerentiation scheme using only the price as diﬀerentiation mechanism. The
idea is to split the bandwidth among several channels, e.g. with Weighted Round Robin
scheduling. The channels diﬀer only in their price. The QoS of each channel only depends on
the load of that channel. Users choose a channel depending on the expected QoS and their
10The actual mechanism is slightly more complicated to take care of refresh messages that arrive delayed
due to jitter, see [MSS02] for details.
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willingness to pay. PMP relies on self-regulation: if an expensive class is too congested, users
can be expected to back oﬀ because for them it is not worth the price. The opposite can be
expected if the expensive class is not congested while the cheaper class is. An economical
analysis of PMP with a single monopolistic provider in [JMH01] indicates that there are proﬁt
incentives for monopolistic providers to adapt PMP compared to oﬀering a single channel only.
2.2.7 Classiﬁcation of Quality of Service Architectures
As a summary we classify and describe the most relevant QoS architectures in Table 2.2 and
2.3 of this chapter with respect to the following points:
• Shortest Timescale of Control
The timescale of a QoS architecture describes the smallest possible timescale that a
QoS system based on that architecture can work and react upon to inﬂuence the QoS.
It ranges
◦ from the per-packet timescale which implies manipulation of individual packets for
a per-packet QoS
◦ over the RTT-timescale (round trip time) that implies a reactiveness of the system
with a delay that is in the RTT order of magnitude
◦ up to network engineering and capacity expansion timescales; they imply that a
reaction is only possible by extending the network capacity.
• Reactiveness
Reactive architectures react to QoS relevant events like congestion while proactive sys-
tems actively try to avoid these events before they occur.
• Services
Diﬀerent architectures allow diﬀerent types of services to be oﬀered.
• Type of Guarantees
One of the key questions of a QoS system is what kind of guarantees it can give. If
architectures allow diﬀerent types of guarantees, we focus on the strongest possible
guarantees.
Service guarantees can be absolute or relative, deterministic or statistical. QoS archi-
tectures also diﬀer in the granularity of the guarantees, i.e., whether guarantees are
given per-ﬂow or per-aggregate.
• Data Path Procedures
The QoS architectures diﬀer in the QoS procedures like marking and policing they need
on the data path. For some architectures, it is important to split this aspect into two:
the procedures applied at edge routers and in the core network. Only the data path
procedures needed in addition to those available in best-eﬀort routers are listed.
• Data Path Complexity
The data path complexity describes on which parameters the complexity of the data
path procedures mainly depends.
• QoS Signalling
Some architectures depend on the use of a QoS signalling protocol like RSVP [BZB+97].
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• Admission Control
Admission control is required in some QoS architectures. For a more detailed classiﬁ-
cation and discussion of admission control mechanisms we refer also to Appendix D.
• Control Path Complexity
The control path complexity describes on which parameters the complexity of the con-
trol path procedures mainly depends.
• Implications for the QoS Strategy
Most QoS architectures have some important implications for the QoS strategy, mainly
for pricing and tariﬃng services. If diﬀerent services are oﬀered and one service is
strictly better than another one, pricing or similar mechanism have to be used to keep
all users from requesting only the better service.
2.3 Data Forwarding Architecture
With the data forwarding architecture, we describe the actual technology used for forwarding
packets at a node. In the core of a network, packets can be routed or label switched:
If they are routed, the router evaluates information from the packet’s IP header, mainly
the “time to live” and “destination address” ﬁeld, and its routing table to decide locally and
upon arrival of the packet with which outgoing interface the packet is forwarded to its next
hop.
If a packet is label switched, it receives a label at the edge of the network and the path
that packets with a certain label take is set up beforehand through the core of the network.
A label switching router forwards arriving packets solely on the information contained in the
label, it does not have to look into the IP or higher-layer headers.
2.3.1 IP Routing
2.3.1.1 Routing Lookup
IP routing occurs at layer 3 of the 5-layer model (Figure B.1). A router uses a routing
protocol (Section 2.4.1) to maintain a routing table that contains the information which next
hop lies on the shortest11 path to which destination. The routing lookup has to be made
upon arrival of a packet and based on the result the packet is put into the outgoing queue
of the interface connected to the next hop router. It is obvious that the routing lookup is a
time critical operation.
Because Classless Inter-Domain Routing (CIDR, [RL93, FLYV93]) routing is used in
today´s IPv4 based Internet, routing tables contain variable-length address preﬁxes. For a
routing lookup, the preﬁx that matches best with the destination IP address of the packet has
to be found. It is the longest match; therefore, the lookup problem is called “Longest-Preﬁx
Matching”.
As an example a part of a routing table is shown in Table 2.4. The IP preﬁx is stored in
dotted-decimal notation, the number after the slash indicates the length of the preﬁx in bits.
The best match for destination 130.83.198.178 in the routing table would be interface #3,
because the ﬁrst 18 bits match with the destination address. The best match for destination
130.83.64.130 would be interface #2 with 16 matching bits.
11with respect to the used routing distance metric
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Destination Address IP Preﬁx Next Hop Output Interface
130/8 145.253.4 #1
130.83/16 145.253.81 #2
130.83.192/18 145.253.183 #3
130.83.192/24 145.253.12 #4
... ... ...
Table 2.4: Section of a Routing Table (Example)
1
111
1001
10
1000
1
1
1
0
0
0
Figure 2.9: Trie Structure
Longest-preﬁx matching algorithms try to optimise the average and worst-case number of
memory accesses for routing lookup (and thereby the lookup time) and the memory require-
ment of the routing table. The routing table size in typical routers has grown exponentially in
the last years from 30.000 to 120.000 entries [NGV03]. According to [BGT02], the reason for
the rapid increase lies mainly in address fragmentation, i.e., the fact that an AS has several
preﬁxes that cannot be aggregated. Multihoming and load balancing are also contributing
to this trend and their contribution is growing faster than that of the address fragmenta-
tion. The preﬁxes of a multihomed AS cannot be aggregated by all of its providers and for
load balancing, an AS can announce diﬀerent preﬁxes via diﬀerent AS paths. Complemen-
tary, [NGV03] analyse the structure of the routing table and the impact of that structure on
routing lookup methods.
The classical solutions for longest preﬁx matching are trie-based schemes. A trie [Fre60]
is a tree-like structure that exploits the fact that various entries share preﬁxes of each other
and stores the shared part in the same location. The bits of preﬁxes are used to direct the
branching, see Figure 2.9. Nodes that correspond with a routing table entry are marked.
Finding the longest preﬁx in a trie is straightforward, the bits of the destination address are
inspected in sequential order, every time a marked node is passed, it is stored as the longest
preﬁx match found so far, until the end of the trie is reached. Obviously, this type of search
can lead to a lot of memory accesses. The binary tree algorithm can be improved in a number
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of ways:
• Path compression [Gwe68] respectively a Patricia tree [Mor68], for example, removes
internal nodes with only one child and thus the size of the data structure. A skip
count has to be stored instead that indicates how many bits have been skipped. The
IP lookup implementation for the BSD Unix kernel by Skowler [Skl93] is based on a
similar mechanism.
• Level compression as another example replaces n complete levels of a binary trie by a
single node of degree 2n, leaving the number of nodes unchanged but shortening the
search path.
[NK99] present a longest-preﬁx matching algorithm that combines path and level com-
pression.
• Some router vendors do IP lookups based on compressed multibit tries / tree bitmaps
[DBP97, SV99a]. These works are based on inspecting multiple bits simultaneously,
therefore, a multibit trie is used – a multibit trie node has 2k children. A comparison
of [DBP97] with [NK99] can be found in [Ken98]. [EDV02] presents a similar work
optimised for implementation in hardware.
Many other routing lookup schemes exist. An overview, taxonomy, and complexity evaluation
is given in [RSBD01]. Also, [Wal00, SV99b, Gup00] give an overview.
As a more novel approach, [DKT03] propose the use of bloom ﬁlters for longest-preﬁx
matching.
Special hardware solutions like Ternary Content Addressable Memories (TCAMs, see
[MF93, SG01]) use parallelism to gain lookup speed. They can store the values 0, 1 and X; X
is a “don’t care” value. TCAMs can compare a given destination address to all stored preﬁxes
in parallel and return the longest match in a single memory access.
2.3.1.2 Other Routing Tasks
Besides the forwarding decision, a router has to perform some other tasks [Bak95]:
• Decrementing the Time-to-Live (TTL) ﬁeld
A router decreases the TTL ﬁeld of the IP header. If it reaches zero, it is assumed that
the packets loops in the network; the packet is discarded and an ICMP error message
is generated.
• Veriﬁcation and update of the IPv4 header checksum.
The checksum veriﬁcation is often omitted for performance reasons because packets
hardly ever are corrupted in transit and end systems will recognise the rare cases of
corruption anyway. Therefore, IPv6 no longer has an IP header checksum [DH98].
If the TTL ﬁeld of an IPv4 packet is decreased, the checksum has to be updated. An
eﬃcient mechanism is described in [MK90, Rij94].
• Fragmentation
In IPv4 packets that are too large for a subnet are fragmented. However, IP fragmenta-
tion rarely occurs on high speed links because these are designed to handle large enough
packets.
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2.3.2 Label Switching
As we have shown in the last section, the routing lookup is a time critical operation. It can be
replaced with a simple index label lookup if a label switching mechanism like MPLS is used.
Multi-Protocol Label Switching (MPLS) is the IETF’s standardised label switching packet
forwarding architecture and has largely replaced prestandard and proprietary solutions like
Ipsilon’s IP Switching, IBM’s ARIS (Aggregate Route-Based IP Switching), Cisco’s early Tag
Switching and Toshiba’s Cell Switch Router technology [Arm00]. With and without explicit
traﬃc engineering, it is growing in popularity for provisioning and managing core networks.
Practically every modern router is able to do plain IP packet forwarding and MPLS. The
early evolution of MPLS is summarised in [VFWC98].
In traditional IP routing, each router analyses the header of the arriving packet and
independently chooses the next hop based on the distributed routing algorithm that uses a
routing protocol (see Section 2.4.1) and the information of the IP header. Using the MPLS
terminology [RVC01], an IP routing lookup partitions IP packets destined to addresses with
the same IP address preﬁx in the routing tables into one forwarding equivalence class (FEC).
Each FEC is mapped to a next hop in a routing table; therefore, diﬀerent packets in the
same FEC are treated equally w.r.t. the forwarding decision. As the IP packet traverses the
network, each hop re-examines the packet and assigns it to a FEC.
Opposite to that, in a network using MPLS as data forwarding architecture [RVC01], the
FEC assignment is done at the MPLS ingress node just once when the packet enters the
MPLS domain. An MPLS domain is a contiguous set of nodes using MPLS as forwarding
architecture. The FEC is encoded into a 4 byte label (so-called shim header) that is attached
to the packet between the layer 2 and layer 3 headers. Subsequent hops no longer have to
examine the IP header of the packet, the label is used as an index into a forwarding table that
speciﬁes the next hop respectively outgoing interface and a new label that replaces the old
(label swapping). Each MPLS node (router/switch) is called LSR (Label Switching Router).
The path for one FEC through on or more LSRs is called LSP (Label Switched Path).
MPLS oﬀers some advantages over the conventional IP forwarding architecture:
• MPLS forwarding could be done by switches that do not have to be capable of analysing
the IP headers. MPLS forwarding is a simpler operation than IP routing and less
expensive to implement for operation at state-of-the-art line speeds.
• The ingress router assigning the label can use any information to assign a label to a
packet. Apart from analysing the destination address of the IP header, the transport
layer ports could be evaluated, or the Diﬀserv codepoint of a packet in a Diﬀserv domain.
• Additionally, the process of determining the label can become more and more sophisti-
cated without any impact at all on the core routers.
• As information about the ingress router does not travel with an IP packet, traditional
IP routing does not allow to diﬀerentiate between packets from two diﬀerent ingress
routers in the core. With MPLS, this can easily be done if each ingress routers assigns
a diﬀerent label.
• For traﬃc engineering or policy reasons, it may be desirable to force packets to follow a
path diﬀerent to the standard shortest path as it is determined by the routing protocol
algorithm. With MPLS traﬃc engineering, the path setup can be controlled centrally
and any path through the network can be used.
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These advantages make it obvious that a network with MPLS based forwarding architecture
is well-suited for traﬃc engineering. We discuss and evaluate traﬃc engineering in Part III
of this thesis; works related to MPLS in the context of traﬃc engineering are discussed in
Chapter 8.
For one LSP, the direction of the traﬃc ﬂow is called downstream. The assignment
of a particular label to an FEC is done by the downstream LSR and has to be signalled
opposite to the traﬃc ﬂow direction to the upstream LSR. The protocols used for signalling
the label bindings and setting up an LSP are called label distribution protocols12. The MPLS
architecture [RVC01] does not assume one speciﬁc protocol; moreover, it does not even assume
that there is only a single protocol used. Label distribution protocols are part of the signalling
architecture of a network and are thus discussed in that context (Section 2.4.3).
2.4 Signalling Architecture
This signalling architecture includes the diﬀerent signalling / control protocols used to manage
the network. We distinguish between routing, QoS signalling, and label distribution protocols.
2.4.1 Routing Protocols
Routing protocols can be distinguished into interior and exterior routing protocols.
2.4.1.1 Interior Routing Protocols
Interior routing protocols are used to exchange routing information inside an INSP’s network,
based on that information the routers are enabled to ﬁll their routing table by calculating
the shortest path through an IP network with respect to a certain composite distance metric
to a destination. The distance metric can be based on hop count, delay, link bandwidth,
utilisation, etc.
Existing routing protocols can be classiﬁed as distance-vector or link-state protocols.
Distance-vector protocols are based on the distributed Bellman-Ford algorithm and ex-
change their distances to all destinations with their neighbours, each node’s calculation of
the shortest path depends on the calculation of the other nodes. With link-state protocols,
a node distributes its connectivity with its direct neighbours to all routers in the network that
can then reconstruct the complete topology and calculate their routing table by constructing
the shortest-path tree. Generally, link-state protocols are more stable and converge faster.
The Routing Information Protocol (RIP, [Hed88]) was the most widely deployed interior
routing protocol for the early Internet. It is a distance-vector protocol. In the mid-1980s
Cisco introduced with IGRP [Rut91] a distance vector protocol that also supports multipath
routing and avoids some performance problems of RIP in large heterogeneous networks. IGRP
was widely replaced by its enhanced version EIGRP [Cis03] in the early 1990s.
The Open Shortest Path First (OSPF [Moy98]) routing protocol was the IETF’s ap-
proach to overcome the limitations of RIP. OSPF is a link state routing protocol using the
shortest path ﬁrst respectively Dijkstra algorithm [Dij59] to derive the shortest path to each
node. Like IGRP, it supports multipath routing. For scalability reasons, OSPF is a hier-
archical protocol and allows a larger network to be split into subnetworks; all nodes of a
12Unfortunately, one of the IETF label distribution protocols is called exactly like the general term: Label
Distribution Protocol LDP. It is discussed below.
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subnetwork have identical topological databases but limited knowledge of the topology of the
other subnetworks.
Another link-state protocol that can be used with TCP/IP networks is OSI’s IS-IS
[ISO90, Cal90] routing protocol.
2.4.1.2 Exterior Routing Protocols
For the route advertisement (see also Section 5.2) between two autonomous systems respec-
tively INSP networks, exterior routing protocols like BGP (Border Gateway Protocol, see
[RL95]) are used. Contrary to the interior routing protocols, exterior routing protocols are
used between two INSPs to exchange reachability information, enforce policy decisions and
hide the details of the internal topology from the interconnection partners. Contrary to inte-
rior routing protocols, routes advertised by BGP consist of autonomous systems (AS) hops
and not individual router hops.
BGP neighbours exchange full routing information after they establish their BGP connec-
tion that uses TCP as transport protocol. When changes to the routing table are detected,
the BGP routers exchange only those routes that have changed; they do not send periodic
routing updates and advertise only the optimal and not all possible paths to a destination
network.
In order to support policy decisions, BGP associates certain properties with the learned
routes. They are used to determine the best route when multiple routes exist to a particular
destination. These properties are referred to as BGP attributes. For example, the local
preference attribute is used to select the exit point for a speciﬁc route if there are multiple
exit points from the AS. Related to that, the multi-exit discriminator attribute is used as a
suggestion to an external AS regarding the preferred route into the AS that is advertising the
attribute. The origin attribute indicates e.g. whether BGP learned about a particular route
via an exterior routing protocol or whether it was injected into BGP based on information
from an interior routing protocol (then the route is local to the originating AS). To simplify
administration, the community attribute allows to group destinations – called communities –
to which routing decisions (such as acceptance, preference, and redistribution) are applied.
Finally, the next-hop attribute is the IP address that is used to reach the advertising router.
2.4.2 Quality of Service Signalling Protocols
Some QoS architectures depend on the use of a QoS signalling protocol. QoS signalling
protocols can be receiver or sender oriented, based on which side initiated the process of
requesting QoS from the network. The most famous signalling protocol for the Internet is
the resource reservation protocol RSVP [BZB+97] that is proposed for use with Intserv but
can also be used for the label distribution in networks with a MPLS [ABG+01] forwarding
architecture. The latter functionality is discussed in Section 2.4.3.1.
2.4.2.1 RSVP
The operation of RSVP in conjunction with the Intserv architecture was described in Sec-
tion 2.2.2.2. The functional speciﬁcation of RSVP is given in RFC 2205 [BZB+97], extensions
to the QoS signalling functionality are given in RFC 2961 (Refresh Reduction) [BGS+01] and
RFC 3175 (RSVP Aggregation) [BIFD01]. For a scalability discussion of RSVP see Sec-
tion 2.2.2.6.
The key functionality of RSVP can be summarised as follows:
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• RSVP uses IP datagrams and alternatively UDP encapsulation for the message ex-
change.
• It supports heterogeneous receivers in large multicast groups by using a receiver-
oriented reservation style based on the argument that the receivers know best about
their QoS requirements.
• Dynamic membership in these large groups is supported with the receiver-oriented
approach, too, and by the fact that the data transfer is handled separately from the
control by RSVP. Receivers can join and leave the distribution tree installed by RSVP
at any time during the data transmission.
• Multiple receivers are supported via the concept of multicast groups. At the same
time RSVP supports multiple senders sharing resources, too. For this, the reservation
styles are used (see Section 2.2.2.2).
• RSVP is independent of and does not interfere with the multicast group management
protocol, the data path procedures or the routing protocols of the network.
• For the case of routing changes or network failures, a recovery mechanism is necessary
to establish new and release old reservations. Because of the soft-state principle of
RSVP reservations are frequently refreshed. In the case of a routing change or network
failure, the new reservations are set up when the refreshing takes place and the old
reservations are released automatically after some time.
2.4.2.2 Other Protocols
While RSVP is the dominant QoS signalling protocol, there are a number of other QoS
signalling protocols for IP networks:
• The Internet Stream Protocol Version 2 (ST-2+) was an experimental IETF QoS sig-
nalling protocol. It is speciﬁed in RFC 1819 [DB95] and diﬀers from RSVP in many
aspects. It is a connection-oriented hard-state protocol. ST-2+ is operating parallel to
IP and not compatible with the datagram service of IP. For a comparison of ST-2/ST-2+
and RSVP we refer to [DHVW93, MESZ94].
• YESSIR (YEt another Sender Session Internet Reservations), [PS99, PS00b]) is a QoS
protocol based on RTP [SCFJ96] that was developed to avoid complexity and scalability
issues that RSVP was believed to have. YESSIR avoids message processing overhead
in the end systems and routers and reduces the bandwidth consumption of the refresh
messages. Reservations are triggered by the sender; the protocol is a soft-state protocol.
• The Boomerang protocol [FNM+99, FNC02] aims at reducing part of the RSVP over-
head by using a sender-oriented approach. The sender generates a reservation message.
Once this reaches the receiver, the reservation is already in place.
2.4.3 Label Distribution Protocols
An MPLS data forwarding architecture implies the use of a label distribution protocol to set
up label switched paths unless each switch would be conﬁgured statically by hand. Within
the IETF, two label distribution protocols that also allow the setup of explicit paths for traﬃc
engineering are under discussion: RSVP-TE and CR-LDP.
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2.4.3.1 RSVP-TE
RSVP-TE stands for RSVP with traﬃc engineering support. RSVP-TE is a set of exten-
sions to the basic RSVP protocol [BZB+97] (see Section 2.4.2). It is speciﬁed in RFC 3209
[ABG+01].
RSVP messages are exchanged directly via raw IP datagrams. The protocol uses soft-state
and refresh reduction allowing it to recover automatically from failure. RFC 3209 [ABG+01]
also describes a means of rapid node failure detection via a new HELLO message.
The label distribution method is downstream-on-demand: If an ingress LSR determines
that a new LSP has to be set up to a certain egress LSR, a PATH message is sent containing
a speciﬁed explicit route. That route can be diﬀerent from the standard hop-by-hop route.
The message also contains the traﬃc parameters for the new route. Each router along the
path receiving the message builds up state. The egress router selects a label and answers with
a RESV message that is routed back towards the ingress, ﬁnishing the setup of the new LSP.
Intermediate routers allocate resources and select a label when the RESV message reaches
them. They update the message and forward it to the ingress routers via the interface by
which the according PATH message was received.
2.4.3.2 CR-LDP
CR-LDP is a set of extensions to the LDP protocol [ADF+01] that are speciﬁed in RFC 3212
[JAC+02]. CR-LDP stands for constraint-based routing support for LDP (label distribution
protocol).
CR-LDP uses TCP connections for a reliable message exchange and is a hard-state pro-
tocol. It does not need to refresh the setup of an LSP. With respect to failure recovery, it
is not as well placed as RSVP-TE. The loss of the according TCP control connections also
results in a failure of all associated LSPs.
The label distribution method is downstream-on-demand as in RSVP-TE. A label request
message is sent by the ingress LSR towards the egress. It contains an explicit route. Contrary
to RSVP-TE, intermediate routers reserve resources immediately when the label request
reaches them. The egress router responds to the label request with a label mapping message
that contains the label and information about the ﬁnal resource reservation. It is routed back
to the ingress nodes.
While RSVP-TE and CR-LDP are quite diﬀerent as pure protocols, they oﬀer similar
functions to the user. For a more detailed comparison of both protocols, we refer to [BF00].
2.5 Outline
In the following two chapters of Part I of this dissertation, diﬀerent QoS systems are evaluated.
Chapter 3 does so on an abstract level using two analytical approaches while Chapter 4 uses
implementations of systems based on the IETF QoS architectures in an experimental study.
Chapter 3
Analytical Comparison of
Quality of Service Systems
In this chapter, we use two analytical approaches to compare diﬀerent QoS systems. We
compare two QoS systems:
1. A QoS system using admission control and a reservation mechanism that can guarantee
bandwidth for ﬂows (Section 3.1) respectively oﬀers service diﬀerentiation based on
priority queueing for two service classes (Section 3.2)
2. and a system with no admission control and a single best-eﬀort service class.
We call the second model best-eﬀort (BE) model/system and the ﬁrst one QoS model/system.
Important for the evaluation in this chapter is the type of traﬃc respectively applica-
tion assumed. We use diﬀerent traﬃc respectively the application models. Inelastic traﬃc
represents multimedia applications that require a certain rate. We speak of strictly inelastic
traﬃc if no loss or delay bound violations are tolerated. Most multimedia applications can
tolerate a certain level of loss or delay bound violations. For example, a typical voice trans-
mission is still understandable – albeit at reduced quality – if some packets are lost or arrive
too late. Therefore, normal inelastic traﬃc tolerates a certain amount of loss respectively
delay bound violations. Adaptive traﬃc is similar to normal inelastic traﬃc but can adapt its
required rate to the network conditions and is thus assumed to be extremely ﬂexible. Elastic
traﬃc represents ﬁle transfer traﬃc like WWW, FTP, or peer-to-peer traﬃc. The utility of
the elastic traﬃc is a concave function of its throughput as the throughput determines when
the transfer is ﬁnished; the loss probability does not directly inﬂuence the utility.
Because of the complexity of the models, the analysis is focused on a single bottleneck.
The next chapter deals with larger topologies, more realistic traﬃc, etc. using simulations.
The ﬁrst set of models (Section 3.1) used is based on [BS98, She95]. As is common and
good practice in sciences, we ﬁrst reproduce the results of Breslau and Shenker [BS98, She95];
then we give some further insights. In these works, a single type of traﬃc (elastic or strict
inelastic or adaptive inelastic) uses the bottleneck. The expected total utility is analysed
by assuming a probability distribution for the number of arriving ﬂows. The main issues
investigated with these models are admission control and bandwidth guarantees.
The second set of models (Section 3.2) is a contribution of this dissertation. Contrary to
the other models, they analyse a given load situation and a traﬃc mix consisting of elastic
and inelastic ﬂows ﬁlling the link at the same time. By using queueing theory and the TCP
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formula, more sophisticated utility functions and more realistic network behaviour can be
modelled than in the ﬁrst set of models. The main eﬀects investigated with these models are
scheduling and service diﬀerentiation.
When we compare the QoS and the best-eﬀort system, it is quite obvious that for the
same capacity (e.g. bandwidth) the QoS system will oﬀer better QoS. But it also has a higher
complexity that leads to higher costs. For judging which of the two systems is “better”, a way
has to be found to put the QoS and the costs in a relationship. For the additional costs of the
QoS system, more bandwidth could be bought for the best-eﬀort system, improving its QoS.
To compare the two systems, we have to make sure that either the costs of the two considered
systems are equal or the QoS. The costs are hard to predict1 while the QoS is measured in
the models anyway. Therefore, we bring the QoS levels in line and use the overprovisioning
factor as metric to compare the systems: A speciﬁc QoS system leads to a certain level of QoS;
its overprovisioning factor is the factor with which the capacity (bandwidth) of the best-eﬀort
system has to be multiplied so that it oﬀers the same level of QoS. A high overprovisioning
factor indicates that QoS system is the preferable choice while an overprovisioning factor
close to one indicates that the QoS system is not worth its additional complexity. The factor
for which the QoS system becomes the preferable choice depends on the exact costs. With
the knowledge of the overprovisioning factor and an estimation of costs for its network, an
INSP can therefore make the correct decision.
3.1 On the Beneﬁt of Admission Control
Shenker and Breslau [BS98, She95] analyse two fundamentally diﬀerent QoS systems in their
works:
1. A best-eﬀort (BE) system without admission control where all ﬂows admitted to the
network receive the same share of the total bandwidth.
2. A reservation based QoS system with admission control, where only the ﬂows are ad-
mitted to the network that optimally (w.r.t. total utility) ﬁlls the network. Their band-
width is guaranteed by the system. This system can be built using the Intserv/RSVP
architecture and to a certain extend using a Diﬀserv/bandwidth broker architecture.
We start with a ﬁxed load model that assumes a given traﬃc load for the network. Next, a
variable load and ﬁnally variable load and capacity are analysed.
3.1.1 Fixed Load
The ﬁxed load model from [She95], also published in [BS98], assumes that there are a number
of identical ﬂows requesting service from a link with capacity C. The utility function u(b) of
a ﬂow is a function of the link bandwidth b assigned for that ﬂow with:
du(b)
db
≥ 0 ∀b > 0 , u(0) = 0 , u(∞) = 1 (3.1)
1The technical costs like memory usage or used CPU cycles could be predicted. However, networking has
seen many technological breakthroughs in the last years, e.g. for packet classiﬁcation (see Section 2.3.1.1) and
scheduling (see Section 2.2.1). The prediction could therefore become insigniﬁcant quickly.
Furthermore, the ﬁnally relevant costs are monetary costs of the systems and they depend among many other
things on business policies and marketing decisions which are – besides being almost impossible to predict –
completely out of scope of this technical work.
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A ﬂow rejected by the admission control is treated as receiving zero bandwidth, resulting
in zero utility. The link capacity is split evenly among the ﬂows so that the total utility U of
k admitted ﬂows is given by
U(k) = k · u(C
k
) (3.2)
If there exists some  > 0 such that the function u(b) is convex but not concave2 in the
neighbourhood [0, ], then there exists some kmax such that
U(kmax) > U(k) ∀k > kmax (3.3)
In this case, the network is overloaded whenever more than kmax ﬂows enter the network;
the system with admission control would yield the higher total utility for because it could
restrict the number of ﬂows to kmax.
If the utility function u(b) is strictly concave, then U(k) is a strictly monotonically in-
creasing function of k. In that case, the total utility is maximised by always allowing ﬂows
to the network and not using admission control.
Elastic applications typically have a strictly concave utility function as additional band-
width aids performance but the marginal improvement decreases with b. Therefore, if all ﬂows
are elastic, the best-eﬀort system without admission control would be the optimal choice.
Looking at the other extreme of the spectrum, there are strictly inelastic applications
like traditional telephony that require their data to arrive within a given delay bound. Their
performance does not improve if data arrives earlier, they need a ﬁxed bandwidth b˜ for the
delay bound (see Section 2.2.2.4). Their utility function is given by
u(b) =
{
0 b < b˜
1 b ≥ b˜ (3.4)
which leads to a total utility of
U(k) =
{
0 k > C/b˜
k k ≤ C/b˜ (3.5)
In this case, admission control is clearly necessary to maximise utility. If no admission
control is used and the number of ﬂows exceeds the threshold C/b˜, the total utility U(k)
drops to zero.
The two extreme cases of elastic and strictly inelastic applications show that the Internet
and telephone network architectures were designed to meet the needs of their original class
of applications.
Another type are the adaptive applications; they are designed to adapt their trans-
mission rate to the currently available bandwidth and reduce to packet delay variations by
buﬀering. Breslau/Shenker propose the S-shaped utility function with parameter κ
u(b) = 1− e− b
2
κ+b (3.6)
to model these applications (see Figure 3.1). For small bandwidths, the utility increases
quadratically (u(b) ≈ b2κ ) and for larger bandwidths it slowly approaches one (u(b) ≈ 1−e−b).
The exact shape is determined by κ.
2This rules out functions simple linear functions u(b) = a0 + a1 · b which would, by the way, also violate
(3.1).
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Figure 3.1: Utility Functions for b˜ = 1, κ = 0.62086
For these ﬂows, the total utility U(k) has a peak at some ﬁnite kmax but the decrease
in total utility for k > kmax is much more gentle than for the strictly inelastic applications.
The reservation based system thus has an advantage over the best-eﬀort system, but two
questions remain: The ﬁrst is whether that advantage is large enough to justify the additional
complexity of the reservation based QoS system and the second is, how likely is the situation
where k > kmax. These questions are addressed in the next section with the variable load
model.
3.1.2 Variable Load
3.1.2.1 Model
The previous section showed that in an overload situation where k > kmax the reservation
based QoS system oﬀers a certain advantage over the plain best-eﬀort system for some utility
functions. Breslau and Shenker [BS98] analyse the likelihood of the overload situation for the
strictly inelastic and adaptive applications (see Figure 3.1) by assuming a given probability
distribution P (k) of the number of ﬂows k. They use two models, a model with a discrete
and one with a continuous number of ﬂows k. We base our following analysis on the discrete
model3 , assuming three diﬀerent load distributions (see Figure 3.2):
Poisson: P (k) =
νke−ν
k!
(3.7)
Exponential: P (k) = (1− e−β) · e−βk (3.8)
Algebraic: P (k) =
ν
λ+ kz
(3.9)
The Poisson load distribution describes a scenario where the load is tightly controlled
within the region around the average ν. Large or small loads are extremely rare. For the
exponential load distribution, the load is not peaked around the average but instead decays at
an exponential rate over a large range. The decay is determined by β; the expected number
of ﬂows for the exponential distribution is E(k) = 1/(eβ − 1). The algebraic load distribution
3That the number of ﬂows increases in discrete steps seems more realistic. However, the continuous model
is easier to solve in many cases and generally leads to similar results, [BS98].
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Figure 3.2: Load Distribution Functions (Continuous)
is similar but decreases slower than the exponential load distribution. It has three parameters
ν, λ and z4. The algebraic distribution is normalised so that
∑∞
k=0 P (k) = 1; we analyse
z ∈ {2, 3, 4}.
Similar to [BS98], for the following analysis we choose the parameters of the probability
distributions so that the expected number of ﬂows E(k) =
∑∞
k=0 k · P (k) is 100. Figure 3.2
depicts the probability density and distribution functions. For the utility functions, b˜ = 1
in (3.4) and κ = 0.62086 in (3.6) as this parameter setting yields kmax = C for both utility
functions.
The two utility functions analysed should be seen as the extremes of a spectrum. The
strictly inelastic utility function does not tolerate any deviation from the requested minimum
bandwidth b˜ at all, while the adaptive utility function embodies fairly large changes in utility
across a wide range of bandwidths above and below C/kmax (the level the reservation based
approach would assign to an adaptive ﬂow).
The expected total utility UBE of the best-eﬀort system is
UBE(C) =
∞∑
k=1
P (k) · U(k) =
∞∑
k=1
P (k) · k · u(C
k
) (3.10)
The QoS system can limit the number of ﬂows to a kmax. The expected utility UQoS of
the QoS system is
UQoS(C) =
kmax(C)∑
k=1
P (k) · k · u(C
k
) +
∞∑
k=kmax(C)+1
P (k) · kmax · u( C
kmax(C)
) (3.11)
To compare the performance of the two QoS systems, the authors of [BS98] propose the
bandwidth gap as a performance metric. The bandwidth gap is the additional bandwidth
∆C necessary for the best-eﬀort system so that the expected total utilities are equal:
UQoS(C) = UBE(C +∆C) (3.12)
4λ is introduced so that the distribution can be normalised for a given asymptotic power law z.
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As argued in the beginning of this chapter, we propose a diﬀerent metric: the unit-
less overprovisioning factor OF . It puts the bandwidth gap in relation to the original
bandwidth
OF =
C +∆C
C
(3.13)
The overprovisioning factor expresses the bandwidth increase necessary for a best-eﬀort
based QoS system to oﬀer the same expected total (respectively average) utility as the reser-
vation based one. The higher the overprovisioning factor, the more attractive the reservation
based approach becomes; if the overprovisioning factor is close to unity, however, the addi-
tional complexity of the reservation-based approach is not justiﬁed.
3.1.2.2 Evaluation
We now determine the overprovisioning factors. The results for the strictly inelastic and
the adaptive utility function and for all three load distributions over a wide range of link
bandwidths C are shown in Figure 3.3. The reader is reminded of the fact that the expected
number of ﬂows E(k) is 100 in all cases.
The Poisson load distribution (Figure 3.3 (a)) describes a situation where the load
is fairly tightly controlled within a region around the average, excursions to large and small
loads are extremely rare. If the link capacity is small compared to the bandwidth required
by the average number of strictly inelastic ﬂows, the overprovisioning factor is very high. It
drops down to 1.2 if the link capacity equals the expected bandwidth demand and for higher
bandwidths, it quickly approximates 1.0.
In contrast to the strictly inelastic application, the overprovisioning factor is much more
controlled and smaller for the adaptive application. It is lower than 3.0 even if the link
bandwidth is only 5% of the expected bandwidth demand and below 1.1 as soon as the
link capacity exceeds 50% of the expected bandwidth demand. This demonstrates that the
adaptive utility function (3.6) allows very large changes in utility across a wide range of
bandwidths.
The results for the exponential load distribution (Figure 3.3 (b)) represent a situation
where the load is not peaked around the average and decays over the whole range at exponen-
tial rate. For the strictly inelastic application, the overprovisioning factor for low capacities
is lower and for higher capacities higher than the factor of the Poisson distribution. It is 2.2
if the capacity equals demand and 1.8 if the capacity is twice the demand.
For adaptive applications, the overprovisioning factor is again close to one (roughly 1.1 if
capacity equals demand).
The algebraic load distribution also decays over the whole range but at a lower rate
than the exponential distribution. The lower z, the slower the decay. The overprovisioning
factor is quite similar to the exponential case but decreases more slowly for higher capacities.
The very slow decay for z = 2 results in a signiﬁcantly higher overprovisioning factor (2.70 if
capacity equals demand and 2.67 if capacity equals twice the demand in the strictly inelastic
case). For adaptive applications, the overprovisioning factor is again close to one (between
1.05 and 1.14 if capacity equals demand).
The results show that the overprovisioning factor is close to unity for adaptive applica-
tions and signiﬁcantly higher than unity for the inelastic applications. The link capacity
signiﬁcantly inﬂuences the performance of both QoS systems and the overprovisioning factor.
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Figure 3.3: Results of the Variable Load Model
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The capacity of the network is determined by the network design respectively engineering
process of the INSP. Therefore, these results are another indication that it is important to
look at the QoS problem from a system-oriented point of view.
The reservation based QoS system can provide signiﬁcant advantages over the pure best-
eﬀort system in a well dimensioned network for strictly inelastic applications. For adaptive
applications, the advantage is rather low in a well dimensioned network.
3.1.3 Variable Capacity
3.1.3.1 Model
The results above depended strongly on the relationship of the link capacity to the average
number of ﬂows and the ﬂow/load distribution. One can further analyse the capacity level
Copt that maximises social welfare for both QoS systems. The social welfare W is the total
utility minus the costs of the capacity C that are assumed a linear function here:
WQoS(C, pR) = UQoS(C)− pQoS · C (3.14)
WBE(C, pBE) = UBE(C)− pBE · C (3.15)
If the provider uses a tariﬃng scheme that allows him to charge the users full utility then
the capacity maximising social welfare also maximises the provider’s proﬁt.
The bandwidth price of the reservation based QoS system can be assumed to be a factor ρ
higher than that of the plain best-eﬀort system because of the additional complexity involved:
pQoS = ρ · pBE , ρ ≥ 1 (3.16)
Now, the equalising price factor ρ′ can be analysed as a function of the best-eﬀort band-
width price pBE for the following situation: The reservation based system is operated at the
capacity CmaxQoS that maximises social welfare WQoS. It yields the same social welfare as the
best-eﬀort system that is operated at the (diﬀerent) capacity CmaxBE which maximises social
welfare WBE in the best-eﬀort case:
WQoS(C
max
QoS , ρ
′ · pB) =WBE(CmaxBE , pBE) (3.17)
If the real price factor for reservation based capacity is higher than ρ′, then the best-eﬀort
system oﬀers higher social welfare (respectively proﬁt for the provider) than the reservation
based system and vice versa.
3.1.3.2 Evaluation
The equalising price factors for strictly inelastic and adaptive applications and the three
diﬀerent load distributions are depicted in Figure 3.4. If a certain best-eﬀort price pBE is
exceeded, the social welfare respectively proﬁt becomes negative. In that case, not investing
in network capacity is the optimal choice. The x-axis of Figure 3.4 only contains values of
pBE that lead to a positive proﬁt.
Similar to the overprovisioning factor, the equalising price factor is signiﬁcantly higher
for the strictly inelastic application than for the adaptive application. This holds true for all
load distributions. For the adaptive applications, the equalising price ratio is below 1.25 for
all distributions and pBE . Thus, if the price for providing bandwidth with the reservation
based system is more than 25% higher than that of the best-eﬀort system, it is in no case
worth it.
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Figure 3.4: Equalising Price Factors
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The cheaper the bandwidth is absolutely (pBE), the lower the equalising price factor for
all load distributions. The conclusion from that is that the cheaper bandwidth gets, the more
attractive the best-eﬀort system becomes.
In the Poisson load distribution case, the equalising price factor is below 1.25 over a
wide range of prices for both application types. For the strictly inelastic application and the
exponential load distribution, the equalising price ratio is signiﬁcant higher than unity unless
the best-eﬀort price approaches zero. In the latter case, the equalising price ratio converges
to one. For the algebraic load distribution, the equalizing price ratio does not converge to
one. This is shown analytically in [BS98]. In these cases, the reservation based system is
preferable even if it is signiﬁcantly more expensive than the best-eﬀort system.
3.1.4 Summary and Conclusions
The models presented in this section help understanding whether a reservation based or
a pure best-eﬀort QoS system is better. The overprovisioning factors express the amount
of additional bandwidth necessary for the best-eﬀort QoS system to oﬀer the same utility
as the reservation based system. The costs of the additional bandwidth – expressed by the
overprovisioning factor – have to be weighted against the costs of the additional complexity of
the reservation based system. For linear bandwidth costs, we have seen that the bandwidth
price of the reservation based system can be twice the price of the best-eﬀort system and
still the reservation based system would be the preferable choice for the strictly inelastic
applications in many cases. However, as the price for bandwidth drops, the best-eﬀort system
generally becomes more attractive even for these types of applications.
The results indicate that for strictly inelastic applications the reservation based approach
is probably more eﬃcient while this is very doubtful for the discussed adaptive applications.
The analysis above respectively in [BS98] gives valuable insights but can also be criticised
in some points:
• It assumes that only a single type of application utilises the network. If diﬀerent ap-
plications with diﬀerent requirements utilise a network at the same time (Multiservice
network), QoS systems that know the QoS requirements of the ﬂows and can diﬀeren-
tiate between them – e.g. by protecting loss sensitive ﬂows or by giving delay sensitive
ﬂows a higher scheduling priority – oﬀer a further advantage over the best-eﬀort system.
This advantage is not included in the overprovisioning factors obtained with the models
above.
• The load distributions (Poisson, exponential, algebraic) used in the models above to
derive the expected utility for a given bandwidth are not based on empirical studies.
• In addition, it is doubtful whether this expected utility really represents the satisfaction
of the customers with the network performance:
If the network performance is very good most of the time but regularly bad at certain
times (e.g. when important football games are transmitted), this might be unacceptable
for customers despite a good average utility.
Instead of assuming a load distribution and optimising for the whole range of the
distribution, a provider would probably base its decision on the performance of the
network in a high-load situation.
In the next section, we use a novel approach to avoid these drawbacks and shed more light
on the comparison of the two QoS systems.
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3.2 On the Beneﬁt of Service Diﬀerentiation
When analysing a mix of diﬀerent traﬃc types competing for bandwidth, it is not trivial
to determine the amount of bandwidth the individual ﬂows will receive and the delay it
experiences. In this section, we present an analytical approach that – contrary to the previous
approach – uses queueing theory and the TCP formula as a foundation to calculate the
overprovisioning factor for a traﬃc mix of elastic TCP-like traﬃc ﬂows and inelastic traﬃc
ﬂows.
3.2.1 Traﬃc Types
We assume that two types of traﬃc – elastic and inelastic – share a bottleneck link of capacity
C. For inelastic traﬃc, we use index 1 and assume that there are a number of inelastic
ﬂows sending with a total rate r1. The strictly inelastic traﬃc analysed in Section 3.1 did not
tolerate any loss. Most multimedia applications, however, can tolerate a certain level of loss.
For example, a typical voice transmission is still understandable if some packets are lost –
albeit at reduced quality. We model this behaviour here by making the utility of the inelastic
traﬃc degrading with the packet loss5 and with excessive delay.
For the elastic traﬃc, we use index 2; it represents ﬁle transfer traﬃc with the charac-
teristic TCP “sawtooth” behaviour: the rate is increased proportional to the round-trip time
and halved whenever a loss occurs. We use a TCP formula to model this behaviour; the two
main parameters that inﬂuence the TCP sending rate are the loss probability p2 and the RTT
respectively the delay q2. We assume there are a number of greedy elastic ﬂows sending as
fast as the TCP congestion control is allowing them to send; their total rate is r2 = f(p2, d2).
The utility of the elastic traﬃc is a function of its throughput.
3.2.2 Best-Eﬀort Network Model
A best-eﬀort network cannot diﬀerentiate between packets of the elastic and inelastic traﬃc
ﬂows and treats both types of packets the same way. The loss and the delay for the two
traﬃc types is therefore equal:
pBE = p1 = p2 (3.18)
qBE = q1 = q2 (3.19)
Let µ1 be the average service rate of the inelastic ﬂows, µ2 the one for elastic ﬂows, λ1
the arrival rate of the inelastic traﬃc and λ2 accordingly the arrival rate of the elastic traﬃc.
The total utilisation ρ is then given by
ρ = ρ1 + ρ2 =
λ1
µ1
+
λ2
µ2
(3.20)
and the average service rate µ by
µ =
ρ1µ1 + ρ2µ2
ρ1 + ρ2
=
λ1 + λ2
ρ1 + ρ2
(3.21)
5It can be seen as an intermediate application between the strictly inelastic and the adaptive traﬃc of
Section 3.1.
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In the best-eﬀort model, the loss probability pBE is the same for both traﬃc types and
can be estimated with the well-known M/M/1/B loss formula for a given maximal queue
length of B packets assuming Markovian arrival and service processes [Kle75]:
pBE =
1− ρ
1− ρB+1 · ρ
B (3.22)
For the queueing delay qBE of the bottleneck link, the M/M/1/B delay formula [Kle75,
AR01] is used:
qBE =
1/µ
1− ρ ·
1 +BρB+1 − (B + 1)ρB
1− ρB (3.23)
The arrival rate λ1 of the inelastic traﬃc is given by the sending rates r1 of the inelastic
ﬂows (3.32) while the arrival rate λ2 of the elastic traﬃc depends on the TCP algorithm
and the network condition. There works like [Flo91, MSMO97, PFTK98, CSA00] describe
methods for predicting the average long-term TCP throughput, depending on the loss and
delay properties of a ﬂow. For our high-level analysis, we are not interested in details like the
duration of the connection establishment etc. Therefore, we use the plain square-root formula
of [Flo91, LM97a] for this analysis; it allows us to keep the complexity of the resulting model
low:
throughput =
MSS
RTT ·√2/3 · √p2 (3.24)
with MSS as maximum segment size and RTT as the round trip time. RTT is assumed to be
dominated by the queueing delay q2. The throughput of the queue can also be expressed as
a function of the arrival process λ2 and the loss probability p2:
throughput = λ2(1− p2) (3.25)
Introducing parameter t that we call ﬂow size factor, (3.24) and (3.25) can be simpliﬁed to
λ2 =
t
qBE · √pBE ·
1
1− pBE (3.26)
t encompasses the MSS/
√
2/3 part of (3.24) and part of the round-trip-time and is used to
put the TCP ﬂows in correct dimension to the inelastic ﬂows which are dimensioned by their
ﬁxed sending rate r1.
As λ2 is a function of pBE and qBE and at the same time inﬂuences pBE and qBE , the
network model is a non-linear equation system. It can be solved with numerical methods. For
individual equations, methods like the ﬁxed point iteration method, the bisection or secant
method, regula falsi, the Newton, or the Newton-Raphson method can be used [PFTV92].
For whole equation systems, the Gauss-Newton and the modiﬁed Newton-Raphson method
can be used [PFTV92]. Mathematical libraries like JMSL [Vis04], Matlab [Mat04] and Maple
[Map04] oﬀer sophisticated non-linear equation solvers. We use the Maple 9 tool fsolve to
solve the equation system [Map04].
3.2.3 QoS Network Model
To model a QoS system that diﬀerentiates between the inelastic and elastic traﬃc, we use
priority queueing. The inelastic traﬃc receives strict non-preemptive priority in time and
(buﬀer) space over the elastic traﬃc.
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Model 3.1 Best-Eﬀort Network Model
Parameters
r1 Total sending rate of the inelastic ﬂows [pkts/s]
t Flow size factor of the elastic ﬂows [pkts]
µ1 Service rate of the inelastic traﬃc [pkts/s]
µ2 Service rate of the elastic traﬃc [pkts/s]
B Queue length [pkts]
Variables
pBE Loss probability
qBE Queueing delay [s]
λ1 Arrival rate of the inelastic traﬃc at the bottleneck [pkts/s]
λ2 Arrival rate of the elastic traﬃc at the bottleneck [pkts/s]
ρ Utilisation of the queue
µ Average service rate [pkts/s] (3.27)
Equations
µ =
λ1 + λ2
ρ
(3.28)
ρ =
λ1
µ1
+
λ2
µ2
(3.29)
pBE =
1− ρ
1− ρB+1 · ρ
B (3.30)
qBE =
1/µ
1− ρ ·
1 +BρB+1 − (B + 1)ρB
1− ρB (3.31)
λ1 = r1 (3.32)
λ2 =
t
qBE · √pBE ·
1
1− pBE (3.33)
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Model 3.2 QoS Network Model
Parameters
r1 Total sending rate of the inelastic ﬂows [pkts/s]
t Flow size factor for the elastic ﬂows [pkts]
µ1 Service rate for the inelastic traﬃc [pkts/s]
µ2 Service rate for the elastic traﬃc [pkts/s]
B Queue length [pkts]
Variables
p1 Loss probability of the inelastic ﬂows
q1 Queueing delay of the inelastic ﬂows [s]
λ1 Arrival rate of the aggregate of inelastic ﬂows at the bottleneck [pkts/s]
p2 Loss probability of the elastic ﬂows
q2 Queueing delay of the elastic ﬂows [s]
λ2 Arrival rate of the aggregate of elastic ﬂows at the bottleneck [pkts/s]
ρ1 Utilisation of the queue with inelastic ﬂows
ρ2 Utilisation of the queue with elastic ﬂows
Equations
ρ1 = λ1/µ1 (3.34)
ρ2 = λ2/µ2 (3.35)
q1 =
1/µ1 + ρ2/µ2
1− ρ1 (3.36)
q2 =
(1 + ρ1)
∑2
i=1 ρi
1
µi
(1− ρ1 − ρ1ρ2)(1 − ρ1) +
1
µ2
(3.37)
p1 =
(1− ρ1)
1− ρB+11
· ρB1 ≈ 0 (3.38)
p2 =
(1− ρ1 − ρ2)
1− (ρ1 + ρ2)B+1 · (ρ1 + ρ2)
B · λ1 + λ2
λ2
(3.39)
λ1 = r1 (3.40)
λ2 =
t
q2 · √p2 ·
1
1− p2 (3.41)
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Using the M/M/1 queueing model the expected waiting time E(W1) for a packet of an
inelastic ﬂow depends on the expected number of packets waiting to be served E(L1) and the
residual service time of the packet currently in the queue [AR01]. Because non-preemptive
queueing is used, the latter can be a type 1 (inelastic ﬂow) or type 2 (elastic ﬂow) packet;
because the exponential service time distribution is memoryless, the expected residual service
time is
∑2
i=1 ρi
1
µi
:
E(W1) = E(L1)
1
µ1
+
2∑
i=1
ρi
1
µi
(3.42)
By applying Little’s Law [Lit61]
E(Li) = λiE(Wi) (3.43)
we get
E(W1) =
∑2
i=1 ρi
1
µi
1− ρ1 (3.44)
To determine the average queueing delay q1, we need the expected sojourn time E(S1) =
E(W1) + 1/µ1
q1 = E(S1) =
1/µ1 + ρ2/µ2
1− ρ1 (3.45)
For the second queue, the determination of the expected sojourn time is more complicated.
The expected waiting time E(W2) and the sojourn time E(S2) = q2 for a packet of type 2 is
the sum of
• the residual service time T0 =
∑2
i=1 ρi
1
µi
of the packet currently in the queue because
the queue is non-preemptive,
• the service times T1 = E(L1)/µ1 for all packets of priority 1
• and the service times T2 = E(L2)/µ2 for all packets of priority 2 that are already
present waiting in the queue at the point of arrival of the new packet of type 2 and are
therefore served before it
• plus the service times T3 = ρ1(T0 + T1 + T2) for all packets of priority 1 that arrive
during T0+ T1+ T2 and that are served before the packet of type 2 because they are of
higher priority.
The waiting time is E(W2) = T0 + T1 + T2 + T3, for the sojourn time respectively queueing
delay the service time has to be added q2 = E(S2) = E(W2) + 1/µ2. By applying (3.42) and
(3.43) we get
q2 = E(S2) =
(1 + ρ1)
∑2
i=1 ρi
1
µi
(1− ρ1 − ρ1ρ2)(1− ρ1) +
1
µ2
(3.46)
A packet of type 1 is not dropped as long as there are packets of type 2 waiting in the
queue that could be dropped instead. With respect to loss, the arrival process 1 with arrival
rate λ1 thus experiences a normal M/M/1/B queue with a loss probability for a packet of
type 1 of
p1 =
1− ρ1
1− ρB+11
· ρB1 (3.47)
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We make the simplifying assumption that λ1 is small enough so the loss for queue 1 is
negligible p1 ≈ 0. For the low priority queue, the loss probability is then given by
p2 =
(1− ρ1 − ρ2)
1− (ρ1 + ρ2)B+1 · (ρ1 + ρ2)
B · λ1 + λ2
λ2
(3.48)
The ﬁrst part of (3.48) represents the total loss of the queueing system; the second part λ1+λ2λ2
is necessary because the packets of type 2 experience the complete loss.
The priority queueing based QoS network model is summarised in Model 3.2. Like the
best-eﬀort network model, it is a non-linear equation system.
3.2.4 Utility Functions
Before we compare the performance of the best-eﬀort and QoS network models, we have to
address the question which performance metrics to use. From the Models 3.1 and 3.2 follows
that the loss probability and queueing delay for inelastic ﬂows are strictly smaller in the QoS
model while for the elastic ﬂows they are smaller in the best-eﬀort model.
We now introduce utility functions for both types of traﬃc that transform the technical
parameters loss and delay into a utility value.
3.2.4.1 Inelastic Traﬃc
The inelastic traﬃc represents multimedia or other real-time traﬃc that is sensitive to loss
and delay. Therefore, the utility u1 of the inelastic ﬂows is modelled as strictly decreasing
function of the loss probability p1 and the deviation of the delay q1 from a reference queueing
delay qref :
u1 = 1− αpp1 − αq q1 − qref
qref
(3.49)
As a reference queueing delay qref we use the queueing delay (3.36) of the QoS network
model as that is the minimum queueing delay achievable for this traﬃc under the given
circumstances (number of ﬂows, link capacity, non-preemptive service discipline, etc).
Please note that because p1 ≈ 0 for the QoS model, u1 = 1 when the QoS model is used.
3.2.4.2 Elastic Traﬃc
The elastic traﬃc represents ﬁle transfer traﬃc. The utility of this traﬃc depends mostly
on the throughput as that determines duration of the transfer. The utility u2 is therefore
modelled as function of the throughput d2:
u2 = β · d2 = β · t
q2 · √p2 (3.50)
We determine the parameter β so that u2 = 1 for the maximum throughput that can be
reached if λ1 = 0; both network models lead to the same β if there is no inelastic traﬃc.
3.2.5 Evaluation
The default parameter values we use for the following evaluation are depicted in Table 3.1.
The eﬀect of parameter variation is analysed later. The motivation behind the utility para-
meter αp is that that the utility of the inelastic ﬂows should be zero for 10% losses (if there is
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no additional delay); for the parameter αq the motivation is that the utility should be zero if
the delay doubles compared to the minimal delay of the QoS system. β is chosen so that the
utility of the elastic ﬂow is 1 for the maximum throughput as explained in Section 3.2.4.2.
During the evaluation we vary w1, r1 and t. For the choice of w1, we assume that for the
total utility evaluation, the inelastic ﬂows are more important than the elastic ﬂows because
they are given priority over the elastic ﬂows and it seems reasonable to expect users to also
have a higher utility evaluation for one real-time multimedia ﬂow (e.g. a phone call) than for
a ﬁle transfer. An indication for that is the fact that the price per minute for a phone call
nowadays is typically much higher than the price per minute for a dial-up Internet connection
used for a ﬁle transfer.
To derive an anchor point for t, we arbitrarily determine a t0 that leads to ρ1 = 20% and
to ρ2 = 60% using the QoS network model. This represents a working point with λ1 = 0.2 ·µ1
with a total utilisation of 80%. Every fourth packet is a multimedia packet, creating a typical
situation where a QoS system would be considered. If t is increased to t = 5t0 and λ1 kept
constant, then the proportion of of multimedia packet to ﬁle transfer packet drops to 1 : 3.4
and for t = 10t0 it drops to 1 : 3.8. At the same time, the aggressiveness of TCP against
the inelastic ﬂows increases in the best-eﬀort network model as can be seen in the evaluation
results below (e.g. Figure 3.5).
Parameter Value
µ1 1Mbps/(1500 Byte/pkt) = 83.3 pkts/s
µ2 same as µ1
αq 1
αp 10
β see Section 3.2.4.2
B 10 pkts
t t0, 5t0, 10t0
r1 [0, ..., 40] pkts/s
w1 [1, 2, 5]
w2 1
Table 3.1: Default Parameter Values for the Evaluation
As evaluation metric we again use the overprovisioning factor; it is determined as
follows:
• For a given r1 and t, we determine the solution vector (p1, q1, p2, q2) of the QoS network
Model 3.2.
• The utility values u1 = f(p1, q1) and u2 = f(p2, q2) and the weighted average utility
Uref are derived from the solution vector with w1 , w2 > 0
Uref =
w1u1(p1, q1) + w2u2(p2, q2)
w1 + w2
(3.51)
• For the best-eﬀort Model 3.1, we can now also derive the solution vector (p1, q1, p2, q2)
and calculate the according weighted average utility UBE . Unless the parameters
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αp,αq,w1,w2 are set to extreme values
6, the utility of the best-eﬀort system is smaller
than that of the QoS system ceteris paribus: UBE < Uref .
◦ The best-eﬀort system based on Model 3.1 is overprovisioned by a factor OF . The
bandwidth respectively service rates µ1 and µ2 are increased by that factor OF .
Additionally, the buﬀer space B is increased by the same factor:
µi = OF · µoriginali (3.52)
B = OF · Boriginal (3.53)
◦ Uref is used as a reference value and OF is increased by a linear search algorithm
until UBE(OF
∗) = Uref .
◦ OF ∗ is the overprovisioning factor and represents the resource increase in band-
width and buﬀer space necessary for the best-eﬀort system to perform as good as
the QoS system w.r.t. the total utility U .
3.2.5.1 Basic Results
The overprovisioning factors OF for diﬀerent ﬂow size factors t and for diﬀerent weight ratios
w1 : w2 are depicted on the y-axis in the graphs of Figure 3.5. The total sending rate r1 of
the inelastic ﬂows is shown on the x-axis.
As can be seen from all three graphs, the higher the ratio w1 : w2 is – that is, the
more important the inelastic ﬂows are for the overall utility evaluation – the higher the
overprovisioning factor becomes. This can be expected, because for small overprovisioning
factors the utility u1 of the inelastic ﬂows is smaller in the best-eﬀort system than the QoS
system where they are protected from the elastic ﬂows because they experience more loss and
delay. Thus, the higher u1 is weighted in the total utility function U , the more bandwidth is
needed in the best-eﬀort system to compensate this eﬀect.
Comparing the three graphs, it can be seen that as the ﬂow size factor is increased more
overprovisioning is needed. Increasing the ﬂow size factor represents increasing the number
of elastic (TCP) senders and the aggressiveness of the elastic ﬂows. In the best-eﬀort system
where the inelastic ﬂows are not protected, a higher ﬂow size factor increases the sending rate
of the elastic ﬂows on cost of additional loss and delay for the inelastic ﬂows that in return
has to be compensated by more capacity leading to a higher overprovisioning factor.
Keeping the ﬂow size factor constant, with an increase of the sending rate r1 the over-
provisioning factor decreases; the decrease is stronger the higher the ﬂow size factor is. For
a weight ratio of w1 : w2 = 2 : 1 for example the overprovisioning factor drops from r1 = 2 to
40 by 12.0% for t = t0, 14.9% for t = 5t0 and 15.6% for t = 10t0. This phenomenon can be
explained the following way: When comparing the resulting utility values u1 and u2 of the
QoS system with the best-eﬀort system (OF = 1), the utility value of the inelastic ﬂows u1
drops because they are no longer protected. At the same time, the utility value of the elastic
ﬂows u2 increases because they no longer suﬀer the full loss. The increase of u2 is stronger
than the decrease of u1 the higher r1 is, therefore for higher r1 less overprovisioning is needed.
6Assuming λ1 = 10, UBE < Uref no longer holds true for example if w2 > 4.58 · w1 using the default αi
values or for w1 : w2 = 2 : 1 if the αi are αp < 0.05 ∧ αq < 0.005. These values, however, are unrealistic and
therefore not considered in our approach.
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(a) Flow Size Factor t = t0
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(b) t = 5t0
 0
 1
 2
 3
 4
 5
 6
 5  10  15  20  25  30  35  40
O
ve
rp
ro
vi
sio
ni
ng
 F
ac
to
r O
F
Sending Rate of the Inelastic Flows r1 [pkts/s]
w1:w2 = 1:1
w1:w2 = 2:1
w1:w2 = 5:1
(c) t = 10t0
Figure 3.5: Overprovisioning Factors for the Conﬁguration of Table 3.1
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3.2.5.2 Modiﬁcation of the Utility Functions
The following graphs – unless stated otherwise – are based on a weight ratio w1 : w2 = 2 : 1
and a ﬂow size factor of t = 5t0.
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Figure 3.6: Overprovisioning Factors for Diﬀerent Utility Parameters
If we increase respectively decrease the utility function parameters αp and αq of the
inelastic traﬃc, the overprovisioning factor changes as shown in Figure 3.6.
A decrease of αp respectively αq represents more loss respectively delay tolerance of the
inelastic ﬂows as their utility is decreasing more slowly if the loss respectively delay increases.
The lower the utility decrease is, the less additional bandwidth is needed for the best-eﬀort
system as compensation; therefore, the overprovisioning factor is lower.
Arguing vice versa, a higher αi leads to a higher overprovisioning factor.
3.2.5.3 Diﬀerent Bottleneck Resources
Figure 3.7 shows the overprovisioning factors if the reference buﬀer space B of the systems
is increased from B = 10 to B = 20 while the bandwidth is kept constant (w1 : w2 = 2 : 1,
t = 5t0, and αp = 10 respectively αq = 1).
Increasing the buﬀer space B has two adverse eﬀects; it decreases the loss rate and
increases the potential queueing delay. As can be seen from the ﬁgure, an increase of B
results in an increase of the overprovisioning factor OF . This is an indication that for the
utility calculation, the queueing delay has a stronger eﬀect than the loss rate. This is not
surprising because for the M/M/1/B formulas, the loss becomes quickly negligible for larger
B.
To conﬁrm this, we reduced the queueing delay eﬀects by setting αq = 0.05 and repeated
the experiment. Now, with an increase of B from 10 over 15 to 20 the adverse eﬀect can be
observed: the overprovisioning factor drops from 1.76 over 1.68 to 1.66 for r1 = 10.
To conclude, the eﬀect of the buﬀer size depends on the ratio of αp to αq in the utility
function.
Next, the reference buﬀer space B and at the same time the bandwidth (respectively the
service rates µ1 and µ2) are doubled; r1 was increased accordingly. Figure 3.8 shows the
results.
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Figure 3.7: Overprovisioning Factors for Diﬀerent Buﬀer Spaces
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Figure 3.8: Overprovisioning Factors for an Increase in Bandwidth and Buﬀer Space
Compared to Figure 3.7, the overprovisioning factors only increased insigniﬁcantly for
t = 5t0. In the best-eﬀort system – as can be seen from (3.31) – for large B, the queueing
delay qBE becomes inverse proportional to the service rate µ and therefore the bandwidth.
For large B, the loss pBE exponentially approaches zero as can be seen from (3.30). Via
(3.33), this leads to a massive increase the elastic rate λ2 and overall utilisation ρ. This
explains why the buﬀer space has a larger inﬂuence than the service rate. Similar arguments
hold true for the QoS system.
3.2.5.4 Diﬀerent Packet Sizes
Real-time multimedia traﬃc like voice or video traﬃc usually has signiﬁcantly smaller packet
sizes than ﬁle transfer traﬃc that are mostly MTU sized. The eﬀect of the smaller packet
size can be represented in the models by increasing the average service rate µ1 of the inelastic
ﬂows. Figure 3.9 shows the results for an decrease of a factor of 10 in the packet size for
the inelastic ﬂows compared to the default experiment of Figure 3.5. In this experiment,
the sending rate r1 was also increased by a factor of 10 to keep the average traﬃc volume
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constant.
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Figure 3.9: Overprovisioning Factors for Diﬀerent Packet Sizes
As one can see, the diﬀerence in service rate increases the overprovisioning factors. This
eﬀect can be explained by the fact that the queueing theory based approach chosen in our
models cannot handle diﬀerent space requirements of the packets. The buﬀer space is limited
to B packets irrespective of their type respectively size in our models. As the number of
inelastic packets now signiﬁcantly increases, the loss increases, too, and is compensated only
by a further increase in bandwidth and buﬀer space that leads to higher overprovisioning
factors. In the basic experiment of Section 3.5, the loss rate p2 for λ1 = 10 was 2.79%. In
this experiment, for a comparable value of λ1 = 100 the loss rate p2 is 5.25% which conﬁrms
our explanation.
3.2.5.5 Isolation of the Service Rate Eﬀect
In the experiments so far, the bandwidth of the bottleneck link and the buﬀer space were
overprovisioned equally. We now try to answer the question, which eﬀect overprovisioning
bandwidth alone has. Figure 3.10 depicts relative increase of the overprovisioning factor if
for the best-eﬀort system only the bandwidth – represented by the service rates µ1 and µ2 –
but not the buﬀer space B is multiplied with the overprovisioning factor OF .
As we can see from the results, 60 to 200% additional bandwidth is needed to compen-
sate the now missing buﬀer space. As a result, when overprovisioning a network the buﬀer
space should be overprovisioned, too, unless it is signiﬁcantly more expensive than additional
bandwidth.
3.2.6 Summary and Conclusions
The experiments of this section evaluated the performance advantage of a priority based QoS
system over plain best-eﬀort system. The systems have two resources: Buﬀer and bandwidth.
We used two types of traﬃc – elastic and inelastic traﬃc – that share a bottleneck link.
The evaluation is based on the aggregated utility function. Our results are overprovisioning
factors. They show how much the resources of the best-eﬀort system that cannot diﬀerentiate
between the traﬃc classes have to be increased to oﬀer the same total utility that the QoS
system provides.
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Figure 3.10: Isolation of the Service Rate Eﬀect
Compared to the approach in the previous Section 3.1, the overprovisioning factors of the
models in this section are generally higher. This is explained by the fact that the models of
Section 3.1 do not consider diﬀerent traﬃc types sharing the bottleneck resources. Therefore,
they miss one very important aspect of QoS systems: the service diﬀerentiation between
traﬃc classes.
In today’s Internet, the overwhelming part of the traﬃc is TCP based ﬁle transfer traﬃc,
especially peer-to-peer and web traﬃc [AG03]. In the beginning, when real-time multimedia
applications spread, their initial share of traﬃc will be low. In our models this can be
represented by rather low sending rates r1 (few inelastic ﬂows) and a high ﬂow size factor
t (many elastic ﬂows). Unfortunately, our results show that especially for this combination,
the overprovisioning factors are the highest. Therefore, to support the emerging real-time
traﬃc applications, QoS architectures have their greatest advantages.
The two approaches in this chapter have their limitations because they are based on
analytical models that by nature only allow a certain degree of complexity to be still solvable.
Our analysis is based on a single bottleneck link; the inﬂuence of the network topology has
been neglected so far. We turn to simulations in the next chapter to shed more light on the
question, how diﬀerent QoS approaches perform. The simulations allow us to analyse more
complex topologies and to employ more sophisticated traﬃc models.
Chapter 4
Experimental Comparison of
Quality of Service Systems
In the previous chapter, we investigated the potential beneﬁt of a QoS system over a plain
best-eﬀort system with analytical methods. In the analytical approaches a single bottleneck
was assumed. Also, the QoS systems are modelled in an abstract way (e.g. with strict priority
queueing in Section 3.2). To work out the diﬀerences between real QoS systems (e.g. Intserv
and diﬀerent Diﬀserv systems) that use more sophisticated admission control and scheduling
algorithms, actual implementations of the systems should be used. We do so in this chapter
using packet-level event-based simulations. The following QoS systems based on the main
IETF architectures were implemented and used for these simulations:
• Integrated Services (Intserv)
The Intserv QoS architecture was presented and discussed in Section 2.2.2. Intserv
guaranteed service allows to give deterministic loss and delay guarantees. In that sense,
it is the “strongest” service we are investigating.
The SCORE architecture with dynamic packet state (see Section 2.2.3) can be used to
oﬀer a scalable guaranteed service; it therefore yield leads to very similar results than
Intserv and can be evaluated based on the Intserv results in this chapter.
• “Standard” Diﬀerentiated Services (Diﬀserv)
The Diﬀserv QoS architecture was discussed in Section 2.2.4. We name the Diﬀserv
systems that use the expedited and assured forwarding behaviour from RFC 2597
[HBWW99] and RFC 2598 [JNP99] “standard” Diﬀserv.
For resource management and admission control in the Diﬀserv systems, we consider
three diﬀerent types of bandwidth brokers:
◦ Centralised Bandwidth Broker
The centralised bandwidth broker has full knowledge of the routing by keeping
track of the paths that the diﬀerent ﬂows take through the network. We designed
and implemented a very sophisticated centralised bandwidth broker that can also
guarantee the delay bounds for admitted ﬂows, thus mimicking the Intserv guaran-
teed service behaviour while still maintaining the low Diﬀserv per-class scheduling
complexity. To increase the eﬃciency of the Diﬀserv system, we allow relaxing
the service guarantees to stochastic guarantees and investigate overbooking of the
service classes.
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◦ Decentralised Bandwidth Broker
The decentralised bandwidth broker is a simpliﬁed version of the central one. It
uses a decentralised admission control algorithm that is based upon information
locally available at the ingress node. Thus, it is easier to implement and maintain
than the centralised broker, but loses eﬃciency. In addition, it cannot give delay
bound guarantees along a path.
◦ No Bandwidth Broker / No Admission Control
A Diﬀserv network can also be operated without admission control if it is well di-
mensioned and relying on mid-term and long-term traﬃc and network engineering.
These methods are discussed in Part III of this dissertation. In our experiments,
a system without bandwidth broker and other admission control mechanism is
therefore included as reference.
• Olympic Diﬀerentiated Services
Contrary to the “standard” Diﬀserv systems, Olympic Diﬀserv systems are based on
a very low number PHBs (in our case three) that are diﬀerentiated by strict priority
queueing. The three services built on these PHBs are called gold, silver, and bronze,
hence the name “Olympic”1.
We use the same bandwidth broker types that we use for standard Diﬀserv with adap-
tation to the Olympic service scheme.
• Overprovisioned Best-Eﬀort
As the QoS of a system can be expected to be satisfying if it is dimensioned well
enough, we use plain best-eﬀort networks that are overprovisioned with diﬀerent over-
provisioning factors (similar to the previous chapter) as reference. This allows us to
determine overprovisioning factors and compare the results with the analytical results
of the previous chapter.
As deﬁned in Section 2.2, a QoS system consists of the QoS architecture that describes the
general technical foundation of the QoS system and the QoS strategy that determines how an
INSP exploits the technical features oﬀered by the chosen architecture. The strategy includes
the conﬁguration of the architecture.
In the experiments of this chapter, we show how diﬀerent QoS systems perform when
facing a certain traﬃc mix and a certain network topology. The performance is evaluated by
technical criteria like the dropping probability or the throughput and by application speciﬁc
utility functions. Utility functions are important, because diﬀerent applications of the traﬃc
mix have diﬀerent QoS requirements. For TCP based ﬁle transfer applications, the utility
largely depends on the overall throughput as they can recover from losses and delay variations
(jitter) to a certain extend. For multimedia applications which are – at the timescale of the
experiment – not rate adaptive, the loss and the delay will typically be more important.
Utility functions are therefore necessary to evaluate the beneﬁt a user has if a certain QoS
system is used.
We developed and implemented a experimentation environment on top of the packet-
level network simulator NS2 [NS204]. NS2 is commonly used for QoS experiments. For an
experiment a certain traﬃc mix plus a network topology is used as input. The experiment
is conducted in several steps, in each step a diﬀerent QoS system is used and a complete
1Please note that the term “Olympic” in the context of Diﬀserv services is in other works sometimes used
for a cascade of AF services [HBWW99].
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packet-level simulation is performed. All steps use the exactly same traﬃc allowing us to
directly compare their results.
We consider diﬀerent traﬃc mixes that consist of diﬀerent types of traﬃc, e.g. constant
bit-rate and variable bit-rate traﬃc. For our experiments we considered using traﬃc sessions
or directly individual ﬂows as traﬃc input. A session consists of a number of closely related
and interdependent ﬂows. For example, a WWW session could represent a series of webpages2
a user is reading with short variable reading times after each page is downloaded. It can be
represented a series of TCP/HTTP ﬂows each transferring a potentially diﬀerent amount of
data. For this example, in an experiment that uses traﬃc session semantic as traﬃc input,
a ﬂow would not start until the previous ﬂow of the same session was ﬁnished plus possibly
a certain variable “reading” time. Because the starting times of ﬂows depend on the network
condition, it is not possible to generate the traﬃc ﬂows oﬄine. If traﬃc is modelled on
the session layer, the application behaviour can be modelled more realistically. The traﬃc
emulator3 GenSyn [Hee00] is an example for a session based traﬃc emulator. It models user
behaviour with diﬀerent state machines for diﬀerent application types (WWW, FTP, video
streaming, voice over IP, etc).
Alternatively, the individual ﬂows could be speciﬁed directly and used as traﬃc input.
They can be generated oﬄine from session models. However, as the network conditions
(loss rates, delays, etc.) are not known in advance, certain aspects of the application/user
behaviour will then not be modelled as nicely as when using sessions as input with online
ﬂow generation.
For the purpose of our experiments, however, using ﬂows instead of sessions has one crucial
advantage, it allows a direct comparison: If ﬂows are speciﬁed and used as input, the amount
of load “oﬀered” to the network remains constant in each step of an experiment – that means
for each evaluated QoS system. If sessions would be used where a second ﬂow is only started
once the ﬁrst is ﬁnished, a QoS system oﬀering poor throughput performance for the ﬁrst
ﬂow would in fact be “rewarded” with less traﬃc as the second ﬂow would start delayed or
not at all. This would not only seem unfair, it also makes the direct comparison of technical
parameters like loss and throughput impossible because large variations in the network load
would occur. The overall evaluation would then only be possible based upon “session” utility
functions that evaluate the overall utility of a session. We want to avoid this for the following
reasons: Utility functions that evaluate the performance of a single ﬂow can be based directly
upon the technical parameters like loss and delay of the ﬂow. Few assumptions have to be
made for these “ﬂow” utility functions (see Section 4.1.3.2). For the higher-level “session”
utility functions, however, more assumptions are necessary and therefore more subjectivity
would be introduced.
Because of these reasons, we chose to use the session concept for oﬄine ﬂow generation
and use ﬂows as input for the simulations and as a basis for the evaluation; the evaluation can
thus be based upon ﬂow utility functions backed up by the technical parameters as “hard”
facts.
For exact technical details about the admission control mechanisms and implementation
details for the QoS systems, we refer to Appendix D.2. The remainder of this chapter is
structured as follows: Section 4.1 sheds light on the experiment setup. A fairly sophisticated
experimentation environment is used to run the experiment with the same traﬃc ﬂows us-
2Each consisting of a HTML ﬁle plus possibly some graphics.
3We use the term traﬃc emulator for software/hardware that generates artiﬁcial traﬃc for a physical
network and traﬃc simulator for software that generates traﬃc for simulations.
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ing diﬀerent QoS systems; this approach allows us to directly compare the results obtained
from the simulations. Section 4.1 also describes the experimentation and evaluation para-
meters, e.g. the chosen topologies, traﬃc mixes, and utility functions. Finally, the diﬀerent
experiments and their results are presented:
• In the ﬁrst set of experiments (Section 4.2) the QoS systems that can give loss and delay
bound guarantees are compared: the Intserv system using per-ﬂow scheduling and the
Diﬀserv systems with the centralised bandwidth broker and per-class scheduling.
The experiments shed light on the trade-oﬀ between additional data-path complexity
and more eﬃcient resource allocations. In addition, it sheds light on the overbooking
potential of the EF service class when using the central bandwidth broker for stochastic
service guarantees.
• For Diﬀserv systems, a decentralised admission control decision promises less compu-
tational complexity and communication overhead. However, as it has no control of
the interior of the network, the risk of service disruptions (packet drops, delay bound
violations) increases. This eﬀect is investigated in Section 4.3.
• In the direct comparison experiments of Section 4.4, the QoS systems that performed
best in the previous experiments are pitted against each other directly. Diﬀerent traf-
ﬁc mixes and topologies are evaluated. These experiments display and quantify the
individual strengths and weaknesses of the QoS systems. In addition, we determine
the range of overprovisioning factors for the QoS systems and compare them with the
analytical results of the previous chapter.
The chapter concludes with a summary and conclusion.
4.1 Experiment Setup
For the experiments presented in this chapter we used a fairly sophisticated experimentation
environment [HPSS03a]. Among other things, it contains a load generation module that
allows repeating an experiment in diﬀerent contexts – in our case with diﬀerent QoS systems.
For one experiment, traﬃc ﬂows are generated oﬄine and the experiment is then repeated
with the diﬀerent QoS systems and evaluated. The results like loss rate, acceptance rates, and
utility can therefore be compared directly. The NS2 simulator [NS204] is used to conduct the
packet-level simulations. For more details about the experimentation environment we refer
to [HPSS03a] and describe the basic setup for the experiments next.
4.1.1 Traﬃc
4.1.1.1 Traﬃc Types
For the experiments, we use diﬀerent traﬃc mixes consisting of two types of elastic and two
types of inelastic sessions. Elastic sessions produce elastic TCP based traﬃc ﬂows that react
to congestion in the network experienced as packet loss4 by reducing their rate. We use the
following two elastic traﬃc types:
4We do not use explicit congestion notiﬁcation to signal congestion by packet marking [DBC+00].
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Parameter Trace L Trace M Trace H
Average Rate 83.46 kbps 171.99 kbps 456.54 kbps
Average Packet Size 929.8 bytes 871.9 bytes 782.2
Average Number of Packets per Second 11.2 24.6 73.0
Token Bucket Parameter r 128 kbps 320 kbps 640 kbps
Token Bucket Parameter b 3980 bytes 12520 bytes 14610 bytes
Table 4.1: Trace File Parameters
• Short-lived TCP ﬂows (“s TCP”) resemble small ﬁle transfers like most WWW traﬃc.
Short-lived TCP ﬂows rarely spend much time in the TCP congestion avoidance phase.
• Long-lived TCP ﬂows (“l TCP”) resemble larger ﬁle transfers, e.g. peer-to-peer traﬃc.
Long-lived TCP ﬂows spend much time in the TCP congestion avoidance phase. Due
to the relatively small duration of our individual experiments (a couple of minutes
simulation time at most), the size of the long-lived TCP ﬂows can be kept relatively
small, too.
Inelastic sessions consist of inelastic ﬂows that do not adjust their rate to the network con-
dition. We use constant and variable bit-rate ﬂows as inelastic ﬂows and assume that these
types of ﬂows represent real-time multimedia traﬃc:
• Constant bit-rate ﬂows (“CBR”) resemble VoIP, Game and similar real-time traﬃc.
Our CBR traﬃc is not perfect constant bit-rate as that is unlikely to occur in reality.
The sending times of the individual packets are randomised. The arrival curve of the
randomised CBR traﬃc can be described by a token bucket with bucket depth b = 600
bytes and a rate r = 78688 kbps.
• Variable bit-rate ﬂows (“VBR”) represent video conferences and similar applications.
We generated three diﬀerent traceﬁles (called L, M, H ) in a loss-less testbed environ-
ment without interfering background traﬃc using Microsoft NetMeeting Version 3.015.
After initialising the connection 180 seconds of video were recorded. Three diﬀerent
setups (L, M, H ) were considered:
◦ M is a normal video-conference, i.e. a talking head with an average amount of
voice traﬃc.
◦ L is a still picture with hardly any voice.
◦ H consists of constant talking and an always moving camera.
The trace ﬁle statistics are listed in Table 4.1, the parameters of the traﬃc types are sum-
marised in Table 4.2.
5The traces for video-conferences were recorded using Ethereal Version 0.9.12. The bandwidth settings
were set to “Local Area Network”. The image size was set to medium and the quality controller which allows
a step-less adjustment for ”Faster video” vs. ”Better Quality” was set fully to ”Better Quality”.
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Table 4.2: Session and Flow Parameters
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Traﬃc Mix short TCP long TCP CBR VBR
A 100 50 40 5
B 100 50 80 10
C 50 50 10 2
Table 4.3: Traﬃc Mix – Number of Started Flows in a Time Window of One Minute
Traﬃc Mix short TCP long TCP CBR VBR
A 37.46 40.27 10.02 12.24
B 28.18 31.96 17.89 21.95
C 25.87 63.10 3.61 7.41
Table 4.4: Traﬃc Mix – Percentage of Transfer Volume
4.1.1.2 Traﬃc Mix
We use three diﬀerent traﬃc mixes A, B, and C. A and B contain a relatively large amount of
inelastic ﬂows with B containing twice the amount of inelastic ﬂows than A. Mix C contains a
low amount of inelastic ﬂow and a lower amount of short elastic ﬂows than A and B. Table 4.3
lists the number of ﬂows that are started on average in each edge node of a topology within a
time window of one minute of simulation time. These numbers are scaled with the available
bandwidth in our experiments to adjust the point of operation to the type of experiment.
The amount of sent or received packets and the transfer volume for these two traﬃc mixes
strongly depend on the bandwidth and the used QoS system. QoS systems protecting e.g.
the inelastic ﬂows obviously increase the transfer volume of these ﬂows at cost of the TCP
throughput. Table 4.4 lists the transfer volume obtained with the two traﬃc ﬂows in a best-
eﬀort network6; this bandwidth led to an average dropping probability of 2-4%. For each
traﬃc type, its average percentage of the total amount of received bytes over 5 simulation
runs is depicted. The 95% conﬁdence interval for every value is below +/- 2%.
4.1.1.3 Token Bucket Parameters for Admission Control
For the admission control in Intserv / Diﬀserv, a token bucket traﬃc speciﬁcation is used.
The token bucket parameters for the VBR traces are listed in Table 4.1. For the VBR traces
the number of possible token bucket parameters is inﬁnite as there is a trade-oﬀ between the
rate r and the bucket depth b, as also discussed in Appendix G.4.2 of this dissertation. We
chose the smallest possible parameter combination (r, b) so that all packets of the 3 minute
trace conﬁrm to the token bucket. The rate r was chosen as a whole-numbered multiple of
64 kbps and set to the lowest possible value that keeps the buﬀer size below 15 KByte.
The token bucket parameters r for the CBR ﬂows were set to the average rate of the ﬂows
which leads to a buﬀer depth b of 4 packets respectively 600 Bytes as the smallest possible
value.
For the TCP ﬂows we set the token bucket parameter r to 100 kbps which is slightly
below the maximal throughput assumed for TCP in the utility function (see below) and the
bucket depth b to the default receiver window size of the NS2 TCP implementation of 20
packets respectively 30 KByte.
6DFN topology with a bandwidth of 30 Mbps
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4.1.2 Topologies
4.1.2.1 Used Network Topologies
For our experiments we used the following topologies, they are depicted in Appendix C. Their
basic graph properties are presented there, too.
Star The star topology has a single node in the center where all cross-traﬃc will occur, see
Figure C.3. The analysis of cross-traﬃc is important for investigating overbooking for
Diﬀserv, see Section 4.2.
Cross The cross topology is depicted in Figure C.3, it is a variation of the star topology
where cross-traﬃc will occur not only in a single node but in all three central nodes.
For the star and the cross topology the edge nodes that are marked grey in Figure C.3
are the only nodes sending and receiving traﬃc ﬂows.
DFN For most of the experiments, we use a real-world topology as the basic topology. We
chose the DFN GWiN backbone topology as it is a medium sized real-world topology.
The DFN GWiN backbone is the backbone network of the German research network
that is connecting most universities and research labs in Germany. The topology is
depicted in Figure C.1.
For the DFN topology we assumed that every node is a source of traﬃc ﬂows and can
act as traﬃc sink for any traﬃc ﬂow.
Artificial-3 In addition, an artiﬁcially created topology is used, see Figure C.2. The topol-
ogy generator Tiers [Tie04] was used with the parameters listed in Table C.2 to generate
that artiﬁcial topology. It is roughly 50% bigger than the DFN topology and has dif-
ferent graph properties (as shown in Table C.1).
4.1.2.2 Bandwidth and Buﬀer Dimensioning
For the experiments, it is important to adapt the link bandwidth to the conﬁguration and
purpose of the experiment. Because of restrictions of our simulation environment and for the
ease of implementation, we assumed equal link bandwidths in the network. For the same
reasons, the buﬀer space resources are assigned statically to the outgoing links of a router.
The bandwidth setting are shown in Table 4.5. The low bandwidth setting create a
scenario with high load in the network and is used e.g. in the experiments of Section 4.2
where it is very important that the amount of inelastic ﬂows is very high so that the system
can be massively overbooked without the acceptance rate reaching 100%.
The high bandwidth setting was set to 1.5 times the low bandwidth value which creates a
congested but not extremely overloaded network (see e.g. Section E.14). Please note that for
the best-eﬀort reference architecture we further increased the bandwidth by up to a factor of
8 on top of that.
The buﬀer space bfl of one link is set proportional to the link bandwidth bwl so the given
maximum queueing delay dq,maxl for that link l is ﬁx. A maximum queueing delay of 50ms is
used as default value.
Please note that the number of ﬂows (Section 4.1.1.2), the bandwidth and the buﬀer space
is rather low compared to e.g. the actual DFN GWiN network. This is necessary because we
are using packet level simulations. They allow us on one side to obtain realistic ﬂow, delay
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Low Bandwidth High Bandwidth Av. Path Length
Cross 20 Mbps - 4
Star 20 Mbps - 5.07
DFN 10 Mbps 15 Mbps 2.6
Artiﬁcial-3 10 Mbps 15 Mbps 4.2
Table 4.5: Bandwidth Settings and Average Path Length
and dropping behaviour but on the other side are not scalable enough to simulate much larger
networks with more ﬂows in reasonable time. This is the reason why packet level simulations
with a halfway realistic amount of traﬃc ﬂows are practically never found in literature. The
experiments already took much longer than two weeks on 2.2 GHZ Pentium 4 machines with
1 GB RAM.
Individual experiments were repeated with a higher bandwidth setting and an according
increase in the number ﬂows; they did not lead to fundamentally diﬀerent results.
4.1.2.3 Mapping of Sessions to Network Nodes
We distinguish between edge nodes and core nodes in Weight Probability
0.5 25%
1.0 50%
2.0 25%
Table 4.6: Traﬃc Weight
Distribution
a topology. Only edge nodes are sources and sinks for the
traﬃc sessions respectively ﬂows. For each edge node, a
weight is selected as shown in Table 4.6. The amount of
sessions instantiated in a node is multiplied by the weight
of that node. The probability for a node being selected as
the communication partner of a session starting in another
node is also proportional to the node’s weight.
4.1.3 Utility
4.1.3.1 Delay Bounds
Real-time multimedia applications are typically delay sensitive. We model this by giving
each inelastic ﬂow a delay bound. Packets that are exceeding the delay bound are treated
the same as dropped packets for the purpose of calculating the utility function (see below).
For the experiments we varied the delay bound for these ﬂows. In an experiment, each
inelastic ﬂow is assigned the same end-to-end queueing delay bound. Because the size of the
topology inﬂuences the average path length, the inﬂuence of the topology has to be accounted
for when setting the delay bound. Therefore, the end-to-end queueing delay bound of all ﬂows
is set to λ · de where λ is the average path length of the topology and de is the average per
hop delay bound speciﬁed by the experimenter for a certain experiment. The default value
of de is 20ms.
4.1.3.2 Utility Functions
Figure 4.1 shows the utility functions for the diﬀerent traﬃc types. With respect to utility,
each ﬂow is evaluated individually. Later on in our experiments, we evaluate the average
utility of each traﬃc type; each ﬂow is weighted the same.
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Figure 4.1: Utility Functions
Elastic Flows The elastic ﬂows represent data transfer applications. The utility of data
transfer applications mostly depends on the transmission time: the time it takes from the
start to the end of the data transfer. The start of the data transfer is the time the sender
sends the ﬁrst packet to open the TCP connection using the three-phase handshake. As the
end of the data transfer we count the time the receiver has received all bytes of the data
transfer. The time until the last packets are acknowledged and the sender disconnects is not
counted, because the receiver can use the data before that time.
In the experiments, not all elastic ﬂows ﬁnish during the experiment time. Therefore, the
transmission time is not known for all ﬂows and approximated via the goodput instead. As the
amount of data a ﬂow is transmitting is given, the transmission time is inverse proportional
to the goodput gf of the ﬂow f . The goodput is deﬁned as:
gf =
number of correctly received packets
elapsed time
(4.1)
The goodput can be determined if a data transfer is not complete. For the elastic ﬂows,
we use the utility function (a) of Figure 4.1. The utility is a linear function of the goodput
gf up to a certain maximal goodput g
max. We assume that once the maximal goodput is
reached, the application respectively the user no longer beneﬁts from a shorter transmission
time. We chose a default maximal goodput of 10 pkts/s respectively 120 kbps which lies in
the same order of magnitude as the transmission rate of the inelastic applications. The utility
function is normalised to 1.0.
Inelastic Flows For the inelastic multimedia applications, the loss probability inﬂuences
the perceived utility. The utility function (b) of Figure 4.1 is used for the inelastic ﬂows. We
count packets that are dropped (because of congestion) and packets that are not dropped but
arrive later than their delay bound (delayed) both as lost packets. A certain amount of loss
can be tolerated (lower threshold plow), then the utility decreases and reaches zero for the
upper loss threshold pupper.
As default values we chose plow = 1% and pupper = 10%. The utility function is normalised
to 1.0.
If an admission control rejects a ﬂow, the information that there are not enough network
resources available to transport the ﬂow can be deemed worth a certain amount of utility
especially when compared to a ﬂow that is accepted at ﬁrst but receives such a high loss
probability that its utility is reduced to zero. Therefore, ﬂows that were rejected by the
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admission control and did not transmit data a utility value urejected ≥ 0; the default value
for urejected is 0.05.
4.1.3.3 Assignment of Flows to Services
We assign the delay sensitive inelastic ﬂows to the “best” service a QoS system can oﬀer. The
elastic applications are assigned to the other services. If there are several alternatives, the
short-lived ﬂows are assigned to the higher-quality service. The motivation behind that is
that the short-lived ﬂows represent interactive traﬃc (e.g. web traﬃc) while the longer ﬂows
stand for ﬁle sharing (e.g. peer-to-peer traﬃc) that is supposed to be less time-critical.
Intserv For the Intserv QoS system, all inelastic ﬂows use guaranteed service. If they
are rejected by the admission control, they are not transmitted. The rate R of the Intserv
FlowSpec is set the assigned rate necessary for guaranteeing the delay bound of the inelastic
ﬂow, the slack term S is set to zero.
All elastic ﬂows use the best-eﬀort service without admission control.
Standard Diﬀserv All inelastic ﬂows use the premium service using the EF PHB. EF
ﬂows rejected by the admission control are not transmitted.
Short-lived TCP ﬂows are assigned the AF-1 class if there are resources available, other-
wise they are downgraded to AF-2 respectively AF-3. As there is no admission control for
AF-3, they will always be transmitted.
One third of the long-lived TCP ﬂows are assigned to AF-2 and downgraded to AF-3 if
the resources are not available. The rest is assigned to AF-3 from the beginning.
Olympic Diﬀserv The inelastic ﬂows use the gold service or – if rejected – do not transmit
at all. Short-lived TCP ﬂows are assigned to the standard best-eﬀort class while the long-lived
ﬂows are assigned to the low-priority bulk transfer class. Admission control is only imposed
on the gold service.
Overprovisioned Best-Eﬀort In the overprovisioned best-eﬀort QoS system, all ﬂows
use the best-eﬀort service. There is no admission control that would stop any sources from
sending.
4.1.4 Evaluation Metrics
In order to evaluate the QoS systems, the utility and other performance criteria can be
measured. Throughout the experiments the following evaluation metrics are used:
• Average Utility
The average utility for each ﬂow of a traﬃc type.
All ﬂows of the same type have equal weights irrespective of their actual size.
• Average Utility of the Accepted Flows Only
If admission control is used, only ﬂows that have not been rejected by the admission
control are counted for determining this second utility average.
If no admission control is imposed upon a traﬃc type, this criterion yields the same
result as the pure “Average Utility” criterion above.
Note: Flows that are downgraded to a lower service class nevertheless count as accepted.
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QoS System Abbrev. Parameters
Intserv IS − αGS αGS = Maximum proportion of the
link resources available for the
guaranteed service class
Standard Diﬀserv sDS − bb− p bb = Bandwidth broker type
(c=central, d=decentral, n=none)
p = Bandwidth broker parameters
for the central BB: p = overbooking
factor ob
for the decentral BB: p = overbook-
ing factor times scaling factor (ob · γ)
Olympic Diﬀserv oDS − bb− p bb=Bandwidth broker type
(c=central, d=decentral, n=none)
p = Bandwidth broker parameters,
see above
Best-Eﬀort BE −OF OF = Overprovisioning factor
Table 4.7: Abbreviations for the Diﬀerent Quality of Service Systems
• Acceptance Rate
The percentage of the ﬂows that were accepted by the admission control.
If no admission control is imposed upon a traﬃc type, the acceptance rate is automat-
ically 100%.
• Dropping Probability
The probability that a packet of a certain traﬃc type gets dropped due to a full queue
before it reaches its destination.
• Delay Bound Violation Probability
The number of packets arriving later than their delay bound permits relative to the
total number of received packets.
• Throughput
The average per-ﬂow throughput of a traﬃc type in kbps.
• Traﬃc Volume
The amount of volume of correctly received traﬃc of one traﬃc type divided by the
total received traﬃc volume of all traﬃc types.
The graphs depicting the results also always contain the 95% conﬁdence intervals for the
diﬀerent metrics; because of their size, the results are presented in Appendix E. Each exper-
iment was repeated a number of times with new ﬂows but the same bandwidth and topology.
The number of repetitions was dynamically increased until the conﬁdence intervals were sat-
isfactory low by visual inspection. The typical number of repetitions is between 5 and 15.
For ease of presentation, abbreviations were assigned to the diﬀerent QoS systems, see
Table 4.7.
CHAPTER 4. QOS – EXPERIMENTAL COMPARISON 87
4.2 Per-Flow versus Per-Class Scheduling
In the ﬁrst experiment, we compare the strongest QoS systems of our complete evaluation:
The systems using Intserv/RSVP to oﬀer guaranteed-service and the Diﬀserv systems with
EF PHB and a central bandwidth broker. Both systems use per-ﬂow admission control and
allocate resources along the path – in the Diﬀserv case, resources are only allocated within
the Diﬀserv domain. To make sure there are no bottlenecks outside the Diﬀserv domain, the
bandwidth of the links outside the Diﬀserv domain is set to 10 times the bandwidth of the
links inside the domain.
There are two central diﬀerences between Intserv and the Diﬀserv approaches:
1. The ﬁrst diﬀerence between the two approaches is that Intserv uses a per-ﬂow scheduler
while Diﬀserv schedules per-class. This also inﬂuences the admission control decision
as discussed in Section D.2.1.
2. The second diﬀerence between the two approaches is that the Diﬀserv QoS system also
diﬀerentiates the non-EF ﬂows into three service classes while the Intserv system treats
them all as best-eﬀort traﬃc. This diﬀerence will only inﬂuence the performance of the
elastic ﬂows.
The bandwidth for the experiment was set to the lower values of Table 4.5 to allow for massive
overbooking of the Diﬀserv premium respectively gold service class. The results are depicted
in Figures E.2 to E.4 for the DFN topology.
We ﬁrst focus on the performance of Intserv. Conﬁgurations with a diﬀerent parameter
αgs are shown. αgs is the maximum proportion of the total link resources available for the
guaranteed service ﬂows (the inelastic ﬂows). The following things can be noticed:
• The utility of all the accepted inelastic guaranteed service ﬂows (CBR and VBR) is 1.0
– the maximum possible value (see Figure E.1) as can be expected from the fact that
Intserv oﬀers strict loss and delay guarantees.
• The utility of the elastic ﬂows increases slightly (Figure E.1) if the parameter αgs is
decreased; in that case more ﬂows requesting guaranteed service are rejected as can be
seen in Figure E.3.
We now look at the performance of the Diﬀserv systems (sDS, oDS). The ﬁgures show the
performance metrics for overbooking factors ob from 1 to 8:
• The admission control decision for Diﬀserv has to be more conservative than that of
Intserv because the ﬂows within one service class are not protected against each other.
The conservativeness of the decision is visible when comparing the acceptance rates
(Figure E.3) of Diﬀserv with an overbooking factor ob of up to 3 (sDS-c-3) with those
of Intserv IS-0.9:
Despite the fact that the bandwidth and buﬀer assumed available for the admission
control decision is signiﬁcantly higher for sDS-c-3 than for IS-0.9, IS-0.9 can still admit
slightly more ﬂows to the network than Diﬀserv because of the ﬂow protection. Based
on the worst-case assumption in the admission control decision, the Intserv approach
has to allocate fewer resources than the Diﬀserv system to guarantee the same delay
bound. To quantify this, Intserv has to allocate only about 44% of the resources that
the standard Diﬀserv system needs in this experiment.
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• The same conclusion holds true for the Olympic Diﬀserv (oDS). The only diﬀerence is
that the Olympic Diﬀserv admission control decision can admit slightly more ﬂows than
sDS if everything else is the same because of the smaller error terms of the scheduling
algorithm (priority versus Weighted Round Robin); see Figure E.3. Intserv has to
allocate about 47% of the resources that the Olympic Diﬀserv system needs in this
experiment.
Because of the conservativeness of the sDS and oDS admission control decision, an important
question to ask is: how much can the EF based (premium respectively gold) service class be
overbooked?
• As can be seen from Figure E.4 (also reﬂected in the utility values of Figure E.1) for the
DFN topology, the sDS/oDS systems can be massively overbooked. The ﬁrst packet
drops and delay bound violations occur at an overbooking factor ob = 4 but only on a
very small scale (signiﬁcantly less than 1 per 106 packets and therefore hardly noticeable
in the ﬁgures).
However, even for an overbooking factor ob = 8, the dropping and delay bound violation
probabilities are still very small and for most applications acceptable. For the oDS
systems, they are lower than for the sDS systems which is explained by the stricter
priority scheduling discipline.
Based on the results discussed so far, an overbooking factor ob = 4 to 8 can be rec-
ommended for the DFN topology when using a central bandwidth broker for statistical
guarantees, or ob = 3 if the EF traﬃc is extremely sensitive to loss respectively delay.
• The Charny bound (see Section 2.7) for this experiment setup and traﬃc predicts a
maximal utilisation of 7.98%. The centralised bandwidth broker can raise the utilisation
in the experiment to 13.13% without overbooking and with an overbooking factor of 4
to over 27%.
• The overbooking potential is not as high as demonstrated above for all types of topolo-
gies. We repeated the same experiment for the artiﬁcial Cross and Star topologies.
The resulting dropping and delay probabilities are summarised in Table 4.8.
For the star topology, an overbooking factor ob = 3 already leads to some dropped
respectively delayed packets for Olympic Diﬀserv. For an overbooking factor ob = 6,
the loss is already higher than 5.67% for both Diﬀserv ﬂavours, surely unacceptable for
a premium service.
Comparing the standard Diﬀserv with the Olympic Diﬀserv, the latter has a generally
lower loss ratio despite the fact that it is accepting more CBR respectively VBR ﬂows
because of the smaller error terms. This can be explained with the strict priority
scheduler that empties the EF queues quicker than the WRR based pseudo-priority
scheduler leading to less loss for small overbooking factors. The additional amount of
admitted ﬂows in the oDS systems, however, is noticeable by the fact that for oDS-c-3
the losses are higher than for sDS-c-3, where in fact no loss was observed.
For the cross topology, similar arguments hold true. However, the dropping and delay
bound violation probabilities are generally lower than for the star topology. At the
central node of the star topology, all ﬂows cross paths; this creates a lot of cross-traﬃc
within the EF service class on the outgoing links of that node. For the cross topology,
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the cross-traﬃc is distributed among the three central nodes where the paths of the ﬂows
cross. For the DFN topology, there are no clear bottlenecks. The cross-traﬃc creates
additional delay and in an overbooked system increases the dropping probability.
Looking back generally at the dropping probabilities shown in Figure E.4, one can notice two
phenomena:
• The dropping probabilities for the elastic ﬂows are extremely high (>10%) for all QoS
systems. There are several reasons contributing to this:
◦ First of all, in this experiment the system is extremely loaded and thus bandwidth
and buﬀer are very scarce. This is necessary to analyse overbooking because not
all inelastic ﬂows shall be accepted even with an overbooking factor ob = 8.
As the number of elastic ﬂows is proportional to the number of inelastic ﬂows,
their number is extremely high contributing to the high losses.
◦ Second, the elastic ﬂows are treated with lower priority by the Diﬀserv systems
and receive only a small share of the bandwidth than in the fully loaded Intserv
systems.
◦ The third reason is the experiment setup itself. In reality, some users would back
oﬀ in a network loaded as highly as assumed in this experiment. Throughout our
experiments, we do not model this type of user behaviour because we want to
maximise the comparability of the results for diﬀerent QoS systems. If a system
providing poor QoS would be “rewarded” with less traﬃc after some time (by
users backing oﬀ), this would seem “unfair” and the comparability would not be
warranted.
These three reasons explain the high dropping probability that would probably not be
observed in reality. As ECN is not used in the experiments, the elastic TCP ﬂows rely
on packet drops as congestion indication, therefore even for very high bandwidths the
dropping probability is signiﬁcantly above zero, this can be seen for example for the
BE-8 results in Figures E.16, see also Section 4.4.
• Another phenomenon that can be observed throughout the experiments is that the drop-
ping probability is usually orders of magnitude higher than the delay bound violation
probability.
This is explained by the relationship between the delay bound and the available buﬀer
space. The star topology has an average path length of 4 hops. In the experiments, we
set the delay bound of the ﬂows proportional to the average number of hops which lead
to a end-to-end queueing delay bound of 80ms. The cross topology has an average path
length of 5.07 hops, leading to a queueing delay bound of slightly more than 100ms.
For the DFN topology every node acts as source and sink which leads to a rather short
average path length of 2.6 hops and a queueing delay bound of 52ms for the ﬂows.
The available buﬀer space of an sDS EF queue allows a maximum queueing delay of
25ms for a conforming packet in a single EF queue before the packet is dropped.
Comparing these numbers, for a delay bound violation an EF packet has to traverse
several congested queues in a row. When it does so, it automatically has a high dropping
probability. For the cross and start topology, the number of congested queues is mostly
limited to the central links, so that delay bound violations are unlikely.
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Cross Topology Star Topology
QoS System Overbooking CBR VBR CBR VBR
sDS-c 1 0 0 0 0
2 0 0 0 0
3 0 0 0 0
4 0.012 0.010 0.194 0.115
6 4.34 3.58 8.26 7.24
8 17.16 16.41 20.86 20.85
oDS-c 1 0 0 0 0
2 0 0 0 0
3 0 0.0004 0.0003 0
4 0.020 0.006 0.097 0.052
6 3.646 2.97 6.80 5.67
8 16.16 15.23 19.55 19.41
Table 4.8: Per-Flow vs. Per-Class Scheduling, Cross and Star Topology, Dropped or
Delayed Packets [%], Summary
Next, we analyse the eﬀect of changing the delay bound from 20ms to 10ms respectively
40ms per average number of hops. The eﬀect on the acceptance rate is depicted in Figures E.5
and E.6:
• Decreasing the delay bound increases the amount of bandwidth and buﬀer resources
allocated to a ﬂow by the Intserv admission control, see (D.1) and (D.2). The resource
allocations are largely inﬂuenced by the token bucket depth b, this explains why the
eﬀect is stronger for the VBR ﬂows.
• For Diﬀserv, the acceptance rate for sDS and oDS drops by around 20% for the CBR
ﬂows and 40% for the VBR ﬂows because the delay bound check (D.12) more often fails
for the lower delay bound. As the delay bound (D.11) depends on the burstiness of the
ﬂow, the eﬀect is again stronger for the more bursty VBR ﬂows.
• As the acceptance rate for 10ms is really low, the dropping probability drops to zero
for sDS and oDS even for an overbooking factor ob = 8. Delay bound violations can be
observed at ob = 6 and 8 but are less than 4 per 106 packets.
• If the delay bound is increased, the opposite eﬀects can be observed (Figure E.6).
To conclude, our analysis of per-ﬂow and per-class scheduling showed the following things:
Our central Diﬀserv bandwidth broker can give Intserv-like deterministic loss and delay guar-
antees for individual ﬂows despite the fact that these ﬂows are aggregated into classes when
routed through the Diﬀserv domain. However, Intserv-like per-ﬂow scheduling is more eﬃ-
cient than the per-class scheduling.
Because of this and the worst-case decision made by the central Diﬀserv bandwidth broker,
the Diﬀserv system can be overbooked. The overbooking factor depends on the topology,
especially on the amount of cross traﬃc. A well-connected topology like the DFN topology
can be safely overbooked by a factor of three or four.
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4.3 Central versus Decentral Admission Control
The central bandwidth broker in the Diﬀserv systems can become a bottleneck itself. If
resource allocations are made on a small timescale (e.g. per ﬂow) centrally managing a larger
network can quickly become an impossible task. We have already argued that there is some
optimisation potential for the bandwidth broker that could be used. Reservation thresholds
could be introduced as described in Appendix G.3.3.
Another solution to this problem is to decentralise the admission control completely and
base the admission control decision purely on local information at the edge. In this section,
we evaluate this approach. A contingent based admission control algorithm is used; each edge
node is assigned a contingent of resources (bandwidth and buﬀer) for each ingress link. As
link bandwidths and buﬀer spaces are equal within the Diﬀserv domain in the experiments,
we made the contingent proportional to the link bandwidth respectively buﬀer of the ingress
link. This also allows for a better comparison with the central bandwidth broker approach,
where the admission control decision is also based on the link bandwidth respectively buﬀer
(just in that case on that of all Diﬀserv domain links on the path).
The eﬃciency of the decentral algorithm will strongly depend on the correct setting of
the contingents. If the contingent assigned to an edge node is too low, too many ﬂows will
be rejected or degraded. If it is too high, too many ﬂows are admitted and the QoS suﬀers.
On a medium timescale7, the INSP can react and reassign the contingents. This, however,
does not guarantee a good performance for the future as the traﬃc patterns can change.
We evaluate two situations:
• Situation A represents a situation where the contingents match the traﬃc patterns very
well.
For situation A, the traﬃc sources and sinks are distributed evenly among all edge nodes
by assigning each node the node weight 1.0 (see Section 4.1.2.3). Equal contingents are
also assigned to all Diﬀserv ingress links.
• Situation B emulates the case where the traﬃc prognosis and contingent assignment
are not matched with the distribution of the traﬃc sources and sinks.
For situation B, we distribute the traﬃc sources and sinks non-uniformly with the
method described in Section 4.1.2.3, while we assign equal contingents to the ingress
links. Thus, a mismatch is created.
The results are shown in Figure E.7 to Figure E.12 of the Appendix. We start by analysing
situation A. Several eﬀects can be noticed:
• The acceptance rate increases massively from the central bandwidth broker / admission
control (sDS-c and oDS-c) to the decentral one (sDS-d, oDS-d). Two reasons can be
given for that:
◦ First, the delay bound check is not performed by the decentral but by the central
bandwidth broker (BB). The central BB thus performs a stricter admission control
per se.
7outside the scope of a single simulation run
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◦ The second reason is that the decentral BB only checks a single ingress link. The
central BB checks the complete path through the Diﬀserv domain which – for the
DFN topology – consists of 2.4 links on average. As even in situation A the ﬂows
arrive in random order, the used link resources diﬀer from link to link. Thus, a
check for available resources fails the more likely the more links are part of the
check.
• The acceptance rate of the CBR and especially of the VBR ﬂows increases, the higher
the parameter ob · γ of the decentral BB becomes – that is, the more the decentral
bandwidth broker overbooks.
This is obvious because overbooking increases the assumed amount of available resources
for the inelastic ﬂows.
• Evaluating the dropping and delay bound violation probability for the inelastic ﬂows,
one notices that even for a small overbooking factor (ob · γ = 1.5), loss occurs and the
utility drops below one because the inelastic ﬂows experience packet drops and delay
bound violations. Please note that for ob · γ = 3, the losses would be even higher had
the acceptance rate not already reached 100%.
These losses are interesting, because our previous experiments of Section 4.2 show that
the central bandwidth broker can be overbooked for the DFN topology by more than a
factor of ob = 3 until this occurs.
For the decentral bandwidth broker approach, this obviously no longer holds true. The
missing delay bound check and the fact that only the resources of the ingress links and
not the core links are managed leads to a more generous and less controlled admission
of ﬂows. The chance of failures increases, thus the network cannot be overbooked so
much.
• Evaluating the loss of the elastic ﬂows, it drops with an increase of inelastic acceptance
rate and therefore traﬃc volume as can be expected. Also, the utility of the short TCP
ﬂows is generally higher than that of the long TCP ﬂows because they are preferably
assigned to better service classes in sDS.
• Comparing the loss probabilities of sDS and oDS, those of oDS are generally slightly
smaller for the higher overbooking factors. This is the same behaviour as observed in
Section 4.2 and can be explained by the strict priority scheduler.
Next, we compare the eﬀect of a mismatch of the assigned link contingents of the decentral
bandwidth broker algorithm (situation B):
• The acceptance rate eﬀects visible for situation A are also visible for situation B. The
general acceptance rate in situation B is similar to situation A, only for high ob · γ the
acceptance rate is slightly lower. This is explained by random inﬂuence of the scenario
generation method.
• The dropping respectively delay violation probabilities are larger by roughly a factor of
ﬁve in situation B than in situation A. The mismatch of situation B increases the risk
of dropped respectively delayed packets.
This behaviour shows the additional risk of the decentral bandwidth broker when the
contingents are not well matched with the arriving ﬂows at the edge of the network.
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To conclude, using the decentral bandwidth broker, the admission control decision becomes
inexact. The risk of loosing EF packets increases. The system should no longer be overbooked.
If the system is not overbooked (for ob · γ = 1), we did not observe any packet drops or delay
bound violations.
4.4 Direct Comparison
We next compare the diﬀerent QoS systems directly. With the previous two experiments,
we have already narrowed down the choice of sensible Diﬀserv conﬁgurations. Based on the
results of these experiments, we evaluate all mentioned QoS systems by comparing their
performance for diﬀerent traﬃc mixes and diﬀerent topologies in this experiment. Also, the
overprovisioning factors are determined now. First, the DFN topology and later an artiﬁcial
topology are analysed.
DFN Topology
The results for traﬃc mix A are depicted in Figures E.14 to E.18, for traﬃc mix B and C the
main results are summarised in Tables E.2 and E.3 in Appendix E. As many of the eﬀects
visible in these graphs have already been discussed in the previous sections, we focus on the
general performance evaluation here.
The traﬃc situation analysed in this section is a high-load situation where the network is
signiﬁcantly congested. But still, in the analysed situations, the available bandwidth is not
by far too small. The network is more or less well dimensioned (when a QoS system is used).
This reﬂects itself in the results for sDS-n respectively oDS-n, where all inelastic ﬂows are
admitted to the network (as there is no admission control) and still experience practically no
drops or delay bound violations.
We start by looking at the average throughput of the diﬀerent types of traﬃc ﬂows as
shown in Figure E.18.
• The throughput of the inelastic ﬂows equals their sending rate very closely for the Intserv
and Diﬀserv systems. This results from their low dropping probability (Figure E.16).
• The average throughput of the elastic ﬂows exceeds that of the inelastic ﬂows, as there
are a number of paths through the network which are only lightly loaded at least for
a period of the simulation time. The elastic ﬂows adapt their transmission window to
make use of the available bandwidth.
A throughput of 120 kbps yields a utility of 1.0 for both elastic ﬂow types. As can be
seen from the utility results (Figure E.14) a signiﬁcant number of elastic ﬂows do not
reach this throughput because they are on a congested path through the network.
We now analyse the inelastic ﬂows admitted to the network. Figure E.13 shows that they
achieve maximum utility in all Intserv (IS) and Diﬀserv (sDS, oDS) conﬁgurations. The
acceptance rates between these systems, however, diﬀer greatly (Figure E.15), and thus also
the overall utility of the admitted and rejected inelastic ﬂows (Figure E.14).
• For the given load situation and with respect to the overall utility of the inelastic ﬂows,
the sDS and oDS systems without admission control (sDS-n, oDS-n) perform best. The
reason is that they admit all inelastic ﬂows to the network and the network just has
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enough resources to serve them. Also, these systems are the QoS systems that have the
lowest implementation complexity as they require no signalling and admission control
and only rely on long-term network engineering.
It has to be mentioned that using these systems, however, leads to a certain risk. If the
number of inelastic ﬂows increases, the inelastic ﬂows experience a service degradation
that all the other QoS systems can avoid because they are using admission control (see
the results for traﬃc mix B below and the results of Section 9.1).
• Deterministic service guarantees (with delay bound guarantees) can only be given by the
IS and the non-overbooked sDS-c respectively oDS-c systems. Looking at Figure E.14,
IS-0.9 performs best. It oﬀers the highest utility of the mentioned systems for the
inelastic ﬂows and only a slightly lower utility for the elastic ﬂows than IS-0.6.
Next, we evaluate the performance of the elastic ﬂows.
• The oDS systems assign higher priority to the short-lived elastic ﬂows than the long-
lived ones. This is clearly visible from the dropping probability and utility.
• The sDS systems also give preferential treatment to the short-lived ﬂows. The short-
lived ﬂows are assigned preferably to service classes that are not (respectively not so
much) overbooked. Therefore, for the sDS system, the short-lived ﬂows receive better
performance than the long-lived ones. The diﬀerence between both ﬂow types is smaller
than for the oDS systems.
It must be pointed out that the performance diﬀerence for the elastic ﬂows is much
more controlled for the sDS system than for the oDS system. A provider has much
more adaptation possibilities for sDS by assigning ﬂows to a number of service classes
and assigning the weights and overbooking factors to these classes than he has for oDS
where strict priority scheduling is used. This advantage of sDS over oDS, however,
also depends on whether the provider can explain and sell its customers the more
complicated sDS diﬀerentiated services.
In addition, it should be stressed that when not using a bandwidth broker respectively
admission control (sDS-n, oDS-n), the service degradation of the elastic ﬂows is not
controlled because the higher-priority ﬂows are uncontrolled. This eﬀect is partly visible
for sDS-n respectively oDS-n that oﬀer the lowest utility for the elastic ﬂows.
• The IS systems do not support diﬀerentiation of the elastic ﬂows. The long-lived ﬂows
receive a slightly higher throughput and fewer packet drops within the same service
class as the short-lived ones. The same holds true for the BE systems where also both
types of TCP ﬂows are treated equally.
◦ The explanation for the higher throughput is that because the ﬂows are long-lived,
they are dominated by the congestion avoidance phase. If a short-lived and a long-
lived ﬂow have the same path through the network and that path is only lowly
congested for a certain time, both ﬂows will increase their rate. The short-lived
ﬂow ﬁnishes after transmitting a low number of packets and stops. The long-lived
ﬂow continues increasing its rate so that the average rate of the long-lived ﬂows
can be expected to be higher.
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◦ The short-lived ﬂows are dominated by the slow start phase during which they dou-
ble their congestion window while the long-lived ﬂows are more likely dominated by
the congestion-avoidance phase during which they linearly increase the congestion
window. Additionally, long-lived ﬂows are typically more aware of the congestion
situation along their path than short-lived ones because the latter rarely transmit
long enough – as their name implies – to experience loss, go through slow start
again and switch to congestion avoidance mode to slowly approach to congestion
point of the network path. This explains not only why the dropping probability
of the short-lived ﬂows is higher but also why it does only drop insigniﬁcantly for
the extremely overprovisioned networks BE-4, BE-8, see Figure E.16.
Next, we evaluate how much a best-eﬀort network has to be overprovisioned to oﬀer the same
performance as a network using a QoS system.
• The results for BE-1 show that without a QoS architecture and without overprovi-
sioning, it is mainly the inelastic ﬂows that suﬀer (see Figure E.14). The reason is
not so much the dropping probability as the delay bound violations (see Figures E.17
and E.16). The performance increases when the best-eﬀort system is overprovisioned.
The dropping probability is always signiﬁcantly higher than zero because TCP is using
packet drops as congestion indication and increases its rate until it experiences packet
loss.
• Evaluating the performance of the inelastic ﬂows, massive overprovisioning by a factor
of 4 to 8 is necessary to compete with the best QoS systems. Only for an overprovi-
sioning factor of 6 in our experiments, the exactly same utility is reached. For that
overprovisioning factor, however, the elastic ﬂows show a much better performance in
the overprovisioned best-eﬀort system than in any of the other (non-overprovisioned)
QoS systems. The performance is probably acceptable for most inelastic applications
with an overprovisioning factor of 4. This result is consistent with the analytical results
of the previous chapter.
• The performance of the elastic ﬂows is generally better for the best-eﬀort systems than
for the QoS systems because the latter systems degrade the service of the elastic ﬂows
for protecting the inelastic ones. The utility of the elastic ﬂows in the BE-1 system
is worse than in most QoS systems; for an overprovisioning factor of 1.5, however, the
utility is already better than for most QoS systems (this depends on how the long- and
short-lived ﬂows are weighted).
The reader should not get the idea from these observations that TCP performance is
generally bad in the QoS systems. It is just that ﬁrst, in our experiments, we assigned
purely non-TCP ﬂows to the premium service classes (GS, EF, Gold) and second, the
load in the premium classes is very high.
The impact of the traﬃc mix on the performance can be seen by comparing the results for
traﬃc mix B and C (summarised in Table E.2 and E.3) with the results for traﬃc mix A
as discussed above:
• In traﬃc mix B, the number of inelastic ﬂows is doubled compared to traﬃc mix A
while the amount of elastic ﬂows remains equal. The utility of all types of accepted
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ﬂows remains roughly the same for the systems with admission control (IS, sDS-c, oDS-
c) while it drops signiﬁcantly for the Diﬀserv system without bandwidth broker (sDS-n,
oDS-n) and the best-eﬀort systems. This eﬀect is caused by the increased amount of
traﬃc against which the systems without admission oﬀer no protection.
• The acceptance rate of the admission controlled systems decreases as can be expected by
the increased number of ﬂows upon which admission control is exerted. However, it does
not halve as one might expect from the fact that the number of inelastic ﬂows doubles.
This eﬀect is explained by the facts that the diﬀerent ﬂows diﬀer in their starting times,
duration, their target nodes and (for VBR) in their size. With an increasing number
of oﬀered ﬂows it is more likely that the admission control can ﬁt in a ﬂow on a path
where a certain amount of resources is left. Therefore, more ﬂows ﬁt into the same
network when more ﬂows are oﬀered and the acceptance rate does not drop fully by
50%.
• For traﬃc mix C, the number of inelastic ﬂows are drastically reduced (see Table 4.3).
The number of short TCP transfers is halved. As can be expected the acceptance
rate of the inelastic ﬂows increases because less ﬂows are competing for the resources.
The performance of the elastic ﬂows generally improves which can be attributed to the
fact that there are less short-lived elastic ﬂows. Short-lived ﬂows are less reactive to
congestion than the long-lived ﬂows due to their short lifetime; their reduced number
therefore leads to signiﬁcantly less congestion and better performance of the elastic
ﬂows.
• The recommended overprovisioning factor for the best-eﬀort architectures remains four
relatively independent of the traﬃc mix which is again consistent with the analytical
results of the previous chapter.
The resulting overprovisioning factor of four for the diﬀerent traﬃc mixes already indicates
that the Intserv and Diﬀserv QoS systems can oﬀer a signiﬁcant advantage over best-eﬀort
systems. That advantage, however, comes at the costs of increased complexity. After the
best-eﬀort systems, the least complex QoS system is the Olympic Diﬀserv system without
bandwidth broker (oDS-n). It uses simple priority queueing that is implemented in practically
all modern router operating systems; no bandwidth broker or admission control is required.
The only requirement is that packets are marked at the ingress nodes. If the marking is based
purely on packet header information8, not even SLAs have to be negotiated and managed.
This QoS system can – despite its simplicity – oﬀer a tremendous advantage over a best-eﬀort
system with the same bandwidth and therefore similar costs in times of a high utilisation;
this can be seen very clearly in Figure E.15 and Table E.2. The utility9 of the inelastic
(multimedia) ﬂows and the short-lived TCP ﬂows (representing e.g. web traﬃc) is much
higher for oDS-n than for BE-1. This comes at the cost of a reduced performance of the
long-lived TCP ﬂows in the experiments that were assumed to be representing e.g. P2P
traﬃc. Considering the fact that the willingness-to-pay of a customer for the high-quality
transmission of a multimedia ﬂow is probably signiﬁcantly higher than that of a P2P ﬂow, the
simple oDS-n QoS system can be expected to improve the proﬁtability of a network massively.
It has to be kept in mind, however, that it still shares one disadvantage with the best-eﬀort
8The application a packet belongs to can be guessed by looking at the protocol number and port numbers
of the TCP/IP respectively UDP/IP headers.
9As there is no admission control, the overall utility and the utility of the accepted ﬂows only is equivalent.
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systems – the lack of admission control – and thus depends on traﬃc and network engineering
measures. This is further elaborated in Part III of this dissertation, especially Section 9.1.
Artiﬁcial Topology
We next analyse the inﬂuence of the topology. The DFN topology has a relatively low diam-
eter and a low node-degree (see Table C.1). The average path length through the topology
is 2.6. For comparison, we chose a topology which is quite diﬀerent, the Artiﬁcial-3 topology
of Appendix C. First of all, it is created artiﬁcially with the topology generator Tiers (see
Appendix C for details). The average path length is 4.2; a ﬂow needs signiﬁcantly more hops
through the topology as for the DFN (or a similar) topology. The average node-degree is
much higher and much more unevenly distributed which reﬂects itself in the much higher
standard deviation of the node degree (see Table C.1). By visual comparison, the DFN and
Artiﬁcial-3 topology are also quite diﬀerent (see Figure C.1 respectively C.2). The artiﬁcial
topology has more distinctive star-shaped connections than the DFN topology. As our ex-
periments for the Star and Cross topology in Section 4.2 showed, the cross-traﬃc occurring
at these nodes is more challenging for the admission control and reduces the overbooking
potential. This also is reﬂected in the results for the Artiﬁcial-3 topology. They are depicted
in Figures E.20 to E.26:
• First of all, one notices the increased dropping probability (Figure E.23 compared to
E.16) for the elastic ﬂows. There is more congestion in this network. One explanation
for this follows: The absolute number of ﬂows in our experiments is proportional to
the number of edge nodes which are almost 50% higher for the artiﬁcial topology than
for the DFN topology. At the same time, the average path length increases by more
than 60%. The traﬃc is distributed among an increased number of links. The number
of links increases by 85%. So, the average number of ﬂows passing through a single
link increases by roughly 30%. This leads to increased congestion, visible for the elastic
ﬂows in all architectures.
• The QoS systems with a non-overbooked exact admission control (IS, sDS-c, oDS-c)
lead to zero dropped or delayed packets for the inelastic ﬂows due to their admission
control and resource management. The overbooked central bandwidth broker systems
(sDS-c-3, oDS-c-3) lead to very few packet drops (1 per 105 packets). Compared to
the DFN topology, the dropping probability is increased which can be explained by
the cross-traﬃc eﬀects that were also observed for the Star and Cross topologies (see
Section 4.2).
• The decentral bandwidth broker (sDS-d, oDS-d) and the Diﬀserv systems without band-
width broker (sDS-n, oDS-n) fail and lead to extreme losses for elastic and inelastic
ﬂows. The similar performance of these systems is explained with Figure E.22, the
acceptance rate of all these systems is very similar and close to 100% which explains
the small diﬀerences.
Obviously, the decentral bandwidth broker is not well suited for this topology. From
the structure of the artiﬁcial topology, it can be expected that the load of the individual
nodes respectively links varies a lot. Links connecting two star-shaped subnetworks can
be expected to be loaded much higher than the average link. As the decentral band-
width broker bases its decision purely on the situation of the ingress links it admits too
many ﬂows to the network. This becomes well visible when comparing the acceptance
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rates of sDS-c-3 and sDS-d; sDS-c-3 checks every link along the path. For the DFN
topology, the sDS-d acceptance rates are only 5-10% higher than the sDS-c-3 ones (Fig-
ure E.15) while for the artiﬁcial topology they are around 35% higher (Figure E.22),
clearly an indication that most bottlenecks are not at the ingress link.
The performance of the decentral bandwidth broker improves signiﬁcantly if the thresh-
old of the decentral bandwidth broker is reduced to 0.5 instead of 1 respectively 3. Still,
this result stresses the advantages of the central bandwidth broker approach.
• The delay bound violation probability for the best-eﬀort systems shows a diﬀerent be-
haviour for the artiﬁcial topology than for the DFN topology. While it continuously
drops for the DFN topology (Figure E.17), it ﬁrst increases with an increased over-
provisioning factor and only later decreases for the artiﬁcial topology (Figure E.24).
We already argued above why the artiﬁcial topology is more congested. Therefore, it
shows the same behaviour as the less congested DFN topology once the bandwidth was
increased enough to compensate for the additional congestion. The seemingly illogical
increase of the delay bound violations when the bandwidth is increased by the over-
provisioning factor is explained as follows: the overprovisioning factor is applied to the
bandwidth and the buﬀer space of the routers. As the buﬀers increase, the possible
queueing delay and thus the chance of a delay bound violation increases, too. Only
if the additional increase in bandwidth is enough to empty the queues and reduce the
congestion, the queueing delay and with it the delay bound violation probability are
reduced.
• For the artiﬁcial topology, an overprovisioning factor of two is necessary for the elastic
ﬂows to show the same average utility as for the sDS-c/oDS-c. For the inelastic delay
sensitive ﬂows, the situation is dramatically diﬀerent. Even an overprovisioning factor
of 8 is not enough to oﬀer the inelastic ﬂows the same utility in the best-eﬀort systems
as in the best QoS systems.
4.5 Summary and Conclusions
In this chapter, QoS systems based on the Intserv, Diﬀserv and a plain best-eﬀort architecture
were evaluated in a series of experiments. Also, a central bandwidth broker for Diﬀserv was
developed. It can give Intserv guaranteed service-like guarantees for individual ﬂows without
needing per-ﬂow complexity in the core network. Our experiments demonstrate that while
it can oﬀer the same QoS as Intserv, it is not eﬃcient without overbooking. Generally, our
experiments show that the diﬀerent Diﬀserv systems with central bandwidth brokers can be
overbooked signiﬁcantly. The exact amount of overbooking depends on the topology.
If a decentral admission control is used instead of a central one, signiﬁcant control over
the network is lost, resulting e.g. in the loss of overbooking potential.
The overprovisioning factors determined in our experiments are similar to those found
in our analytical study of Section 3.2. The experiments also demonstrate that the best-
eﬀort systems perform generally bad for ﬂows with the delay requirements – even with high
overprovisioning factors – due to their inability to diﬀerentiate between the diﬀerent service
classes.
The performance of the lightweight Diﬀserv QoS systems without any admission control
was generally very good, especially as their implementation and administration costs can be
expected to be relatively low. Because of the absence of admission control, however, they –
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and the best-eﬀort systems – rely on in-time capacity expansion and other traﬃc and network
engineering measures. This is the being further investigated in Part III of this dissertation,
especially in Chapter 9.
Part II
Interconnections
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Chapter 5
State of the Art
The community believes that the goal is connectivity
RFC 1958 [Car96]
The Internet consists of a variety of interconnected heterogeneous networks (autonomous
systems, AS1), managed by multiple independent INSPs. Despite the competitive INSP
market, each INSP must interoperate with its neighbouring Internet networks in order to
provide eﬃcient connectivity and end-to-end service. No INSP can operate in complete
isolation from others; therefore every INSP must not only coexist with other INSPs but also
cooperate with others. Contrary to the situation in most telecommunication markets, there
is no central authority in the Internet that enforces cooperation.
Both the number of networks respectively ASes as well as the average number of ASes a
given AS is connected to is increasing at a fairly high rate. The number of ASes rose from
909 in 9/95 to 4427 in 12/98, 7563 in 10/00 and to over 30000 in 2004 [FP99, CAI04, IAN04].
Similarly, the average interconnection degree, i.e., the number of providers a certain provider
has interconnection agreements with, rose from 2.99 in 9/95 to 4.12 in 12/98. It is also very
notable that a single provider may interconnect with up to 1000 other providers [FP99].
Considering this and the fact that the highest cost factors of ISPs are typically intercon-
nection costs and line costs [Hus98], it is obviously important to study the eﬀect of intercon-
nections on the network eﬃciency and QoS of an INSP.
In this dissertation, we deﬁne a network edge as a connection between two diﬀerent
networks; there are two types of network edges:
• Homing describes the connection of an end-user respectively ENO to an AISP network.
• An interconnection is the connection between the networks of two diﬀerent AISPs /
BSPs.
In this and the next chapter we focus on the latter type of network edges: interconnections.
Please note that the analysis is generalised towards the network edge in Appendix G.
There are two diﬀerent ways of looking at interconnections as shown in Figure 5.1. The
macroscopic view focuses on the large-scale connection structure of many networks as a whole
while the microscopic view analyses a single network edge.
1An autonomous system (AS) is a group of IP networks operated by one or more INSP(s) which has a
single and clearly deﬁned exterior routing policy (see [APN04]).
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Figure 5.1: Macroscopic and Microscopic View on Interconnections
We start with a macroscopic view on interconnections in Section 5.1. Then in Section 5.2
we look at individual interconnections (microscopic view). Peering and transit interconnec-
tions are elaborated in that context; they form the basis of the analysis in the next chapter.
One important aspect of an interconnection is the interconnection method. Diﬀerent
methods are discussed in Section 5.3.
Real INSPs almost always use a mix of diﬀerent (peering and transit) interconnections as
discussed in Section 5.4 and further analysed in the following chapter.
5.1 A Macroscopic View on Interconnections
There are many diﬀerent ways to connect a given set of networks with each other. Two
extreme structures are the strictly hierarchical and the fully meshed structure as shown in
Figure 5.2. The Internet is a heterogeneous network of networks and follows neither of these
two structures. However, as aspects of both structures can be found in real connection
structures [Hus99a] and as they are often referenced in literature, we investigate them next.
Towards the end of this section, we look at empirical results about the real interconnection
structure.
5.1.1 Strictly Hierarchical Structure
A strictly hierarchical structure, also called tier structure, consists of a small number of global
INSPs at the “top” that are referenced as tier 1 INSPs. [Ken00] speciﬁes ﬁve tier 1 provider
in 2000, also called the Big Five: Cable&Wireless, WorldCom, Sprint, AT&T, and Genuity2.
These few large backbones interconnect solely by peering and do not need to purchase transit
from any other backbone; they incorporate a pure BSP role. The tier 2 consists of national
INSPs, they have a smaller presence than tier 1 INSPs and may lease part of the network
structure of tier 1 INSPs. The INSPs which are considered tier 2 can be big AISPs like AOL
as well as national BSPs like DFN. Local AISPs are considered as tier 3 INSPs. At each tier,
the INSPs are clients of the tier above, see Figure 5.2 (a) [Hus99a].
2Genuity is now a member of Level 3. WorldCom ﬁled the largest bankruptcy in the US history in 2002.
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The microscopic interconnection relation between two INSPs of diﬀerent tiers in that
structure is typically the classical transit relation that we describe and analyse below.
If the hierarchical model is strictly enforced, the traﬃc between two local INSPs may need
to transit all the way via a tier 1 provider. Such extended paths are ineﬃcient, because they
generate extended transfer delays and increased costs. In a competitive market like the INSP
market, there is strong pressure to reduce costs which explains why the reality does not match
the strictly hierarchical structure. A typical modiﬁcation is a local interconnection between
two neighbouring tier 3 or tier 2 INSPs. However, a beneﬁt of the hierarchical structure is
the relatively small number of interconnections needed for each INSP to establish end-to-end
connectivity.
Tier-1 Tier-1
Tier-2 Tier-2 Tier-2
Tier-3 Tier-3 Tier-3 Tier-3
(a) Hierarchical Structure (b) Fully Meshed Structure
Figure 5.2: Archetypical Structures
5.1.2 Fully Meshed Structure
The other extreme is a fully meshed structure of Figure 5.2 (b) which shortens the path
length compared to the hierarchical structure. The transmission in such an environment is
fast, because the distance is always one hop.
However, the fully meshed structure does have obvious scaling issues if the number N of
providers interconnected that way becomes large, because the total number of interconnec-
tions is N · (N − 1)/2.
The microscopic type of interconnection in the fully meshed structure is typically a clas-
sical peering relation as we deﬁne and analyse it below.
5.1.3 Realistic Structures
The two structures above are archetypical structures that do not represent the true structure
of the Internet as is shown by a number of works discussing the properties of the Internet
structure, e.g., [FFF99, MMB00, CCG+02, TGS+01, BT02, ACL01, ZCD97, PS00a, SMW02,
CAI04].
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In [FFF99], powerlaw relationships are found in three inter-domain (AS-level) topologies
of the Internet which were constructed from BGP data. This paper started a discussion
about powerlaw AS-level topologies: [MMB00] investigate based on the work of Barabasi and
Albert [BA99] possible origins of these power laws using topology generators to create artiﬁcial
topologies. More works [ACL01, BT02, PS00a] are based on the powerlaw relationship.
[CCG+02] show that during the process of constructing the topologies of [FFF99] from
BGP data, 20% to 50% of the physical links are missed and that more exact topology graphs
do not follow the powerlaw relationship found in [FFF99]. The authors also show that works
based on [BA99], e.g. [MMB00], are not supported by the more exact topologies.
A nice macroscopic visualisation of the Internet based on measurements by CAIDA is
shown in [CAI03].
Besides that, there are a number of diﬀerent topology generators, e.g. [BRI04], [Tie04],
[Geo04], [INE04] that can be used to generate artiﬁcial topologies that are deemed realistic
by their authors. An evaluation of topology generators with respect to power law AS level
graphs is presented in [TGS+01]. A node in an AS level graph represents one AS and a link
an interconnection. The AS level graph is thus a graph representing what we are calling the
macroscopic view in interconnections in this dissertation, see Figure 5.1. A similar study
but for the topologies of INSP networks (one node representing a POP) is presented in
[HPSS03b]. [LAWD04] presents an innovative new approach to understanding the structure
of INSP networks. Contrary to the previous works that focus mainly on graph theoretic
properties of topologies (e.g. the node-degree distribution), [LAWD04] take into account in
their study the basic technological and economical trade-oﬀs3 that network designers face.
The authors show that topologies which have the same graph theoretic properties (e.g. node
degree distribution) can have very diﬀerent throughput performance. They further show that
high-performance topologies are not likely obtained by any random graph generation method.
[SMW02] presents the tool “Rocketfuel” for measuring router-level topologies based on
traceroutes, BGP and DNS data: Using publicly available traceroute servers, the topology
of a network can be revealed. Rocketfuel uses BGP data to calculate those traceroutes that
most likely traverse the target network, at the same time redundant traceroutes are discarded.
DNS information is ﬁnally used to cluster the IP addresses of the router interfaces to routers.
5.2 A Microscopic View on Interconnections
For our interest of investigating interconnections from the point of view of a single INSP, the
microscopic structure of the interconnections is very important because it directly inﬂuences
the QoS, cost structure, and transmission capacity of an INSP. Also, the microscopic structure
of these interconnections – the mix of diﬀerent interconnection types – is the decision of the
INSP.
The literature typically only distinguishes two types of interconnections; see e.g. [Ken00,
Son01, McG02, WS02]. The Internet service market is the outcome of business and technology
interaction, rather than a planned outcome of some regulatory process. This lead to the
appearance of a wide and diverse variety of interconnections types. Therefore, we start by
deriving a more detailed deﬁnition and classiﬁcation of interconnections.
3A technological constraint is for example the bandwidth over degree function of actual switches/routers
as it is determined by the cross-connection fabric. Economical considerations show that the costs of wiring
can dominate the infrastructure costs, which gives a practical incentive to wiring networks such that they can
support traﬃc using the fewest number of links.
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5.2.1 Taxonomy and Classiﬁcation of Interconnections
Huston [Hus99a, Hus99b] distinguishes interconnections into physical and ﬁnancial interac-
tion. He describes the diﬀerent possible connections. The routing entries that are exchanged
at interconnections are called “the currency of interconnection”. Also, diﬀerent ﬁnancial set-
tlement options of the telephony industry (bilateral settlement, sender keeps all and transit
fees) and possible options for the Internet industry (e.g. per packet or session accounting)
are discussed. Section 5.3 of this chapter is orientated on Huston’s physical interaction.
A more economical focused point of view can be found at Bailey’s work [Bai97]. It analyses
the diﬀerent economic incentives associated with diﬀerent types of Internet interconnection
arrangements; it does not consider regulatory issues. Friedman and Mills-Scoﬁeld [FMS97],
from a purely economic perspective, examine the optimal settlement pricing strategies for
INSPs.
Kende [Ken00] gives insights into the market development of interconnection and the two
most dominant interconnection forms: classical peering and transit. [Ken00] examines also
interconnection policies and regulatory issues as well as international interconnection.
Looking at the interconnections observed in the real world and learning from the works
cited above, we ﬁnd that the following three aspects comprehensively classify the variety of
existing interconnections:
• Route Advertisement
The route advertisement can be symmetrical or asymmetrical. Symmetrical in this
context means that both clients exchange their own and their direct customers’ routes.
Asymmetrical in this context means that one INSP (the upstream provider) oﬀers the
other INSP (the downstream provider) access to all destinations in its routing table
and advertises the downstream provider’s network entries in its routing table, while the
downstream provider only advertises its own and its direct customer’s networks.
• Settlement
The settlement aspect of an interconnection is concerned with whether one INSP com-
pensates the other for the exchanged traﬃc. In settlement-free interconnections, the
providers might share the costs for the connection method but do not pay each other for
the traﬃc itself, while in interconnections with settlement, one provider pays the other
for the exchanged traﬃc. The price usually depends on the volume of the exchanged
traﬃc and typically decreases with the volume (concave cost function) [Nor02].
• Interconnection Method
The interconnection method describes how the physical interconnection between the
two providers is realised: Either through one or more direct connections between the
two providers’ networks (direct line method), or through an Internet exchange point
(IXP). An Internet exchange point is typically used by a larger number of INSPs that
are connected to
◦ a central router (exchange router structure),
◦ a central switch (exchange switch structure) – also called exchange LAN – or
◦ a MAN (exchange MAN structure, distributed exchange).
The exchange switch and exchange MAN (distributed exchange) methods are typically
found in large IXPs (like LINX, DE-CIX, Parix). The exchange router method is not
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Figure 5.3: Network Edges and Interconnection Types
very common because the routing between the INSPs is performed by the central router
and managed by a central instance, leaving the INSPs with too little inﬂuence on routing
and exchange policies.
The settlement, route advertisement, and interconnection method can be freely combined
to 23 = 8 combinations4. Two out of these eight combinations make up most of the intercon-
nections currently found in the Internet. We call them classical peering and classical transit
interconnections.
5.2.2 Peering
At the beginning of the commercial Internet, interconnection agreements evolved from the
informal interactions that characterised the Internet at the time the NSF was running the
backbone. The commercial backbones developed a system of interconnections known as
peering. Although the term “peering” is used frequently, it rarely has a uniform meaning.
There is no set deﬁnition for it in the IETF. RFC 1983 [Mal96], which provides deﬁnitions
to important Internet-related terms, has no entry for “peering” or “interconnection”.
We use the term classical peering for the most common form of an interconnection rela-
tionship that treats both INSPs more or less equally:
In classical peering, two INSPs use settlement-free symmetrical route adver-
tisement and interconnect at an IXP.
Therefore, classical peering has the following distinctive characteristics:
1. Peering INSPs exchange traﬃc on a settlement-free basis; they do not charge each other
for the transfer volume between them as in a transit relationship.
4If we ignore for the moment that there are diﬀerent realisations of IXPs. They are discussed in Section 5.3
and Appendix F.
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2. Peering INSPs use symmetrical route advertisement. They exchange traﬃc that orig-
inates with the customer of one INSP and terminates with the customer of the other
peered INSP. To enable this, they exchange their own and their direct customer’s routes.
As part of the classical peering arrangement, an INSP would not, however, act as an
intermediary and accept the traﬃc of a peering INSP and transit that to another con-
nected INSP.
3. The classical peering interconnection exchanges traﬃc via an IXP. The peering INSPs
have to own or lease lines to the access point of the IXP. The connection to the IXP
gives the connecting INSP also access to a wide number of other possible peering and
transit partners.
Initially, most peering traﬃc took place at Internet exchange points (IXPs) as it was eﬃcient
for each INSP to interconnect with as many INSPs as possible at the same location. The rapid
growth in the Internet traﬃc caused the IXPs to eventually become congested [Rob97]. This
lead to the situation that some INSPs avoided IXPs and peered directly with each other. This
kind of peering diﬀers from classical peering by using a direct-line interconnection method
instead of an IXP and is known as private peering.
Badasyan and Chakrabarti [BC03] describe a game-theoretic model in which INSPs de-
cide on private versus classical peering agreements as a multistage game, their result is that
a mixed approach of connection via private peering and classical peering has the most ad-
vantages.
Nowadays, the congestion problem at IXPs seems to be solved. There are recent indica-
tions that a large proportion of the Internet traﬃc is again exchanged via classical peering
interconnections. For example, [Boa03, viii] states that 90% of UK Internet traﬃc is routed
through the IXP LINX in London and that LINX provides access through its memberships
to around 50 percent of the world’s Internet networks.
Another atypical peering interconnection type is peering with settlement. It has all
properties of the classical peering arrangement as described above with the sole exception
that one INSP receives a ﬁnancial compensation from the other INSP, usually because the
peered traﬃc is unbalanced in favour of the second INSP.
5.2.3 Transit
Because each peering arrangement only allows INSPs to exchange traﬃc destined for each
other’s customers, INSPs would need to peer to a signiﬁcant number of other INSPs in order
to gain access to the full Internet. One alternative to classical peering is the classical transit
interconnection:
In a classical transit interconnection, the two INSPs can be clearly distinguished
into a customer INSP and a transit INSP. They are sometimes also called down-
stream and upstream INSP. Asymmetrical route advertisement is used, the cus-
tomer INSP pays the transit INSP for the exchanged traﬃc (settlement) and a
direct line connection is used.
There main diﬀerences between classical transit and classical peering are thus:
• In a transit interconnection, one INSP pays another INSP for the exchanged traﬃc; the
amount of settlement typically depends on the exchanged traﬃc volume.
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• The transit INSP advertises the customer INSP’s routing table entries and routes its
traﬃc to all his peering and transit partners, thus connecting the customer INSP to
“the rest of the world”.
• The customer INSP, on the other hand, only advertises his own routes and thus only
receives traﬃc from the transit INSP that ends in its own network.
• Transit agreements often include service level agreements (SLAs), see below.
There are several non-classical transit-like interconnections imaginable. Sometimes, for
example, an IXP could be used instead of direct-line. However, not all IXPs allow these type
of agreements over their infrastructure.
5.2.4 Service Level Agreements
Service Level Agreements (SLAs) are bilateral contracts at a network edge between an INSP
and a customer that can be either an end-user or another INSP. RFC 3198 deﬁnes a SLA
as the documented result of a negotiation between a customer/consumer and a provider of a
service, that speciﬁes the levels of availability, serviceability, performance, operation or other
attributes of the service [WSS+01]. SLAs are typically used in transit-like interconnections
agreements. They contain a Service Level Speciﬁcation (SLS). A SLS is a set of parameters
and their values which together deﬁne the service oﬀered to the customer. Besides the SLS
a SLA can contain pricing, contractual and other information.
An example for a SLA is the one MCI/UUNET is oﬀering for Internet services [MCI04]:
• A 100% network availability is promised. For each cumulative hour of network unavail-
ability or fraction thereof, the customer is credited one day of charges.
• Within the US, latency guarantees of 55 ms between MCI’s inter-regional transit back-
bone routers (hubs) are guaranteed; transatlantic latency guarantees of 95 ms are guar-
anteed. Also speciﬁed in the SLA is how the latency is measured: by averaging sample
measurements taken during a calendar month.
• Packet delivery guarantees of at least 99.5% are given between hub routers. Again, this
is a monthly average. The credit is one day of the MCI monthly fee.
• MCI notiﬁes customers by email or pager within 15 minutes after it is determined
that their service is unavailable. Unavailability is assumed if the edge router does not
respond after two consecutive ﬁve-minute ping cycles.
• A scheduled maintenance notiﬁcation is speciﬁed to reach the customer 48 hours in
advance; maintenance is performed during a standard maintenance window as also
speciﬁed by the SLA.
• A response time of maximal 15 minutes is guaranteed for denial of service attacks.
• If acts of God, embargoes, terrorism, ﬁres, sabotage, etc. are responsible for the breach
of the SLA no credit has to be given.
Several commercial SLA management solutions exist and are deployed, e.g. CiscoWorks2000
Service Management Solution [Cis04] and Lucent’s VitalSuite [Luc04].
SLAs are also an integral part of the Diﬀerentiated Services QoS architecture [BBC+98].
In that context they are discussed in Section 2.2.4.2.
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5.3 Interconnection Method
5.3.1 Internet Exchange Points
Since the introduction of the four original Network Access Points (NAPs), aka Internet Ex-
change Points (IXPs), in the NSF-proposed post-NSFNET architecture in 1995, the IXP
market has developed signiﬁcantly. More IXPs have emerged all over the world, enabling
local as well as global interconnection.
Europe’s leading IXPs have set up the European Internet Exchange (EURO-IX) Associ-
ation with LINX in London, UK, and AMS-IX in Amsterdam, Netherlands, as the biggest
members [EUR04]. As mentioned above, more than 90% of UK’s Internet traﬃc is routed
through the LINX exchange, Europe’s largest IXP, which provides access through its mem-
berships to around 50% of the world’s Internet networks [Boa03, viii].
INSPs (especially AISPs) may connect to more than one IXP to ensure better connec-
tivity and gain access to more peering partners. 47% of the INSPs connected to an IXP in
the EURO-IX Association are also connected to at least one other IXP within the EURO-IX
Association [EUR04]. Besides connecting via IXPs, AISPs typically also have direct intercon-
nections with other INSPs [Hus98, p. 570]. The resulting network structure evolving around
IXPs is depicted in Figure 5.4.
IXP
INSP
Interconnection
Figure 5.4: IXP Network Structure
A problem w.r.t. IXPs is that small regional provider that join an IXP will have the
same reach as large INSPs that have invested in national backbones. However, small regional
networks will have smaller sunk costs what might lead to lower prices than the national
providers. Cost recovery may become a signiﬁcant issue for the larger providers. However, if
the national backbones cannot recover cost and go out of business, the small regional INSPs
lose the connectivity their customers want.
Because of this problem, membership to IXPs is sometimes restricted to national back-
bones, or small regional INSPs are required to have settlements with the larger INSPs. Both
approaches can be found in the IXP market. All IXPs in the EURO-IX Association have the
prerequisite that candidates for membership shall have an ASN (Autonomous System Num-
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ber) [AMS04, Ger04, LIN03]. The DE-CIX IXP in Frankfurt, Germany, requires its members
to peer with at least 10 other DE-CIX members after 6 months of membership [Ger04].
5.3.2 Evaluation
If we analyse connection structures that are dominated by peering-like interconnections, it is
quite intuitive that using IXPs can save costs compared to a connection structure that purely
relies on a larger number of direct connections as e.g. shown in Figure 5.2 (b). A simple
analytical model in Appendix F sheds some light on this intuition and shows that already for
a very few number of providers within a city, a central exchange point is more cost eﬃcient
than direct connections.
There are diﬀerent types of IXP structures. Our classiﬁcation of Figure 5.3 and [Hus98]
distinguish between the exchange router, exchange LAN and exchange MAN (distributed ex-
change) structure. The ﬁrst IXPs were built using the exchange router structure. Nowadays,
this structure is not used anymore due to its technical limitations. A simple analytical com-
parison of the exchange MAN and LAN structure is also given in Appendix F and suggests
that the LAN structure is more cost eﬃcient with a relatively small number of connected
INSPs. The MAN structure gains cost advantages with a rising number of INSPs. However,
these are just theoretical structures and in reality the distinction between MAN and LAN
structures is ﬂuid. The most dominant structure for bigger IXPs like LINX and DE-CIX
is combination of both structures; they use multiple colocation facilities containing a LAN
(exchange switch) that are connected via a MAN.
5.4 Interconnection Mix
Almost all providers use a combination of diﬀerent interconnection types [Hus99a, Hus99b,
Nor02]. Most INSPs make use of an interconnection mix as they peer with other local INSPs
and transit with at least one BSP to ensure global connectivity.
5.4.1 Negotiation Process
An interconnection arrangement is based on a negotiation process that results in the general
framework for the interconnection. Usually all parties want to act as transit INSP, as it is
preferable to be paid for an interconnection. The decision which party takes on the role of a
transit INSP and which one the role of a customer INSP is not easy to make. Generally, the
closer the INSPs are considering their size, their customer base, and their infrastructure, the
more diﬃcult is the negotiation process and the more likely is a peering arrangement. The
negotiation over being the transit/customer INSP is often based on the greater geographical
coverage criterion. However, this factor is not the only possible criterion, as one INSP may
host valuable content and argue that the access to this content adds value to the other INSPs
network. Also, an INSP with a very large client population with a limited geographical
coverage may argue that this large client base oﬀsets other possible criteria.
Huston [Hus99b] describes this negotiation as “two animals meeting in the jungle. Each
animal sees only the eyes of the other, and from this limited input, they must determine which
animal should attempt to eat the other!”. After deciding upon which one will be the upstream
INSPs, the remaining parts of the contract have to be deﬁned. The fees have to be decided
upon as well as the location and number of exchange points.
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If the INSPs cannot solve the problem, the INSP may settle on a peering arrangement.
Peering has some appeal to the INSPs as they do not need to track the exchanged traﬃc
volume constantly, like in a transit relationship where the payment is typically based on the
exchanged traﬃc volume. The tracking generates cost and the parties have to consider if
transit is worth the eﬀort or not. Concluding, it can be said that peering is sustainable under
the assumption of costly, unnecessary traﬃc measuring and mutual beneﬁts.
There are several approaches in literature to model and solve the interconnection decision.
For example, Giovannetti et. al. [GNS03] identiﬁed some criteria for whether to peer or not
in an empirical study of the INSPs connected to the Milan IXP:
1. Size. The established peering points, either an IXP or private peering, entail ﬁxed and
variable technological costs. The result is that a suﬃciently intense traﬃc ﬂow between
the customers of the two INSPs is needed for peering to be economically viable. The
larger the two networks are, the more intense the traﬃc ﬂow will be. WorldCom5, for
instance, published their criteria for peering in 2001. One criterion is that the traﬃc
volume at the peering points is at least 150 Mbps.
2. Symmetry. Since the cost for the peering points are usually shared equally by the
two peering INSPs, unbalanced traﬃc implies unbalanced gain from peering against a
balanced distribution of costs. Such unbalanced situations have led to discontinuation
of peering agreements and to its replacement with a transit interconnection. One of
the criteria published by WorldCom is that the peering network has the geographical
scope of at least 50% of its own. Other criterion is that the exchanged traﬃc volume
at peering points does not exceed 1:1.5.
3. Quality of Service. The quality of a connection between two end-users depends
crucially on the most congested network on the connection path. To ensure a certain
degree of quality and to curb a potential free-riding6 on infrastructure investments, the
last criteria WorldCom sets forth is that most of the peering network has a capacity of
622 Mbps.
The study also shows that the peering decision is inﬂuenced, for example, by the proximity
of the INSP’s headquarters respectively their distance to the IXP. Other types of works for
determining the interconnection mix are discussed next.
5.4.2 Determining the Interconnection Mix
There are two basic types of work that model the decision of an INSP, which interconnection
type or mix to choose: game theoretic and decision theoretic works. In decision theoretic
works, the optimal decision of one INSP is analysed under a ceteris paribus constraint, which
eﬀectively means that possible reactions of the other parties involved are not anticipated.
Game theoretic works focus on the anticipation of possible reactions of competing INSPs and
typically model the optimisation problem itself in less detail.
5Since 2003 WorldCom is known as MCI (www.mci.com).
6There is a potential free-riding on infrastructure investments [GNS03] as the quality of a connection
between two end-users depends crucially on the most congested network in the path. When two networks
peer with each other and one of them is congested, the quality of the connection does not improve when
the non-congested network upgrades its infrastructure. If the congested network chooses not to upgrade its
infrastructure, it would have the full cost savings, and would share the reduced performance with all the
networks it peers with.
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Game theoretic works are [BW98, DFG99, DFG00, Gio02, BC03, Nor04].
The rationales behind peering decisions for commercial INSPs and for academic research
networks are analysed in [BW98]; the focus lies on analysing competition and business stealing
eﬀects.
[DFG00] and [DFG99] concentrate on the economics of direct line interconnections, as-
suming that IXPs are congested and there are thus incentives to move away from them.
INSPs diﬀer on the basis of connected content providers. [DFG00] discusses direct line inter-
connection agreements between INSPs that compete for customers in the same area, while
[DFG99] discusses the same approach for INSPs that do not compete for customers in the
same area. However, as the congestion problem at most IXPs seems to be solved, the results
are of less interest today.
[Gio02] presents a game theoretic analysis of the eﬀect that oﬀering transit for other
providers (including direct competitors) has on a provider who monopolistically controls a
bottleneck and on its competitors.
The work of Badasyan and Chakrabarti [BC03] in which INSPs decide on private peering is
also relevant. INSPs compete by setting capacities for their networks, capacities on the private
peering links, if they choose to peer privately, and access prices. The model is formulated as
a multistage game and examined from two alternative modelling perspectives – a purely non-
cooperative game, where the subgame perfect Nash equilibrium is solved through backward
induction, and a network theoretic perspective, where pair wise stable and eﬃcient networks
are examined. The INSPs in this model compare the beneﬁts of private peering relative
to being connected through an IXP. The result of [BC03] was that a mixed approach of
connection via private peering and IXP has the most advantages.
An interesting work related to the game theoretic works is the Peering Simulation Game
[Nor04], where the participants play providers and negotiate interconnections.
Decision theoretic works are [AAM98, LGM98, HW00, WS02].
[HW00] presents an interconnection problem for a future QoS supporting Internet, where
Diﬀserv [BBC+98] is used as QoS architecture. The authors investigate how the cost of
quality for diﬀerent QoS networks characterises the optimal resource allocation strategies of
the Diﬀserv bandwidth broker.
[AAM98] presents a mixed integer programming model for ﬁnding the cost-minimal place-
ment of a given number of interconnection points within the topology of an INSP, once the
decision to interconnect is made. [LGM98] takes a similar approach, but additionally consid-
ers the switch/router placement (network design problem).
Weiss and Shin [WS02] model the decision of two AISPs whether to use a classical peering
or a transit interconnection. They model one BSP as the upstream (transit) provider and
two AISPs as downstream providers with diﬀerent market shares. The traﬃc is a function of
the market shares of the two AISPs. The potential settlement for the transit interconnection
is calculated as a function of the maximum inbound or outbound traﬃc volume. End-users
pay a certain price for their traﬃc. Weiss and Shin determine the break-even price depending
on the market share of the AISPs.
However, their study is fundamentally ﬂawed in two points. First, they assume that
as long as the AISPs in the model can make any proﬁt with the transit agreement, they
prefer it over peering – ignoring that peering might be more cost eﬃcient. For an economical
study this is not convincing, more convincing would be to assume that the AISPs prefer the
interconnection type that oﬀers them most proﬁt. Second, in [WS02] service requests and
traﬃc volume are assumed to ﬂow in the same direction which they do not in reality for the
dominant applications (WWW, P2P ﬁle transfer).
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Also, the next chapter of this thesis can be classiﬁed as a decision theoretic work.
5.5 Outline
In the next chapter, the inﬂuence of the interconnection mix on eﬃciency and QoS is studied.
Several strategies are derived for optimising the interconnection mix with respect to diﬀerent
goals. The analyses of interconnections is extended towards the general network edge in
Appendix G, where general resource allocation problems at an edge between two networks
are studied. There, we show that seemingly diﬀerent problems such as admission control and
provisioning of VPNs are in fact part of a single family of optimisation problems.
Chapter 6
Optimising the Interconnection Mix
In this chapter, we use decision theory and mathematical programming methods to model the
problem of ﬁnding the optimal set of peering and transit providers for an INSP. We consider
costs, reliability issues, quality of service and the fact that traﬃc and tariﬀs are changing over
time or that new providers enter the market. We present heuristics and exact algorithms and
evaluate their performance in extensive simulations. Related works were discussed in the
previous chapter.
For the ease of presentation, in this chapter we assume that only the classical peering
and transit interconnections are used (see Section 5.2.2 and 5.2.3). However, the models can
easily be extended for non-classical interconnection types.
We start with the presentation of an optimisation model for minimising the interconnec-
tion related costs in Section 6.1. An exact method for solving the problem is presented, it can
be used to ﬁnd the optimal set of peering and transit partners for one INSP. It is compared
with some heuristics in a performance evaluation. The evaluation shows that the intercon-
nection mix signiﬁcantly inﬂuences the cost structure and overall eﬃciency of the network of
an INSP.
Minimising the interconnection related costs, however, is not the only important goal of
an INSP with respect to interconnections. The interconnection reliability and the inﬂuence of
the interconnections on the QoS are important aspects, too. Therefore, we show and analyse
how the original model of Section 6.1 can be extended to also consider reliability aspects in
Section 6.2 and QoS requirements in Section 6.3. We evaluate the diﬀerent reliability and
QoS policies by simulations.
In Section 6.4, we show how previous strategies can be extended for the dynamic problem
situation which is evaluating whether a given set of peering and transit partners is still
optimal considering changes in the traﬃc mix or the cost structure of the other providers.
The administrative costs of changing peering and transit partners or IXPs are also considered.
Again, the models are evaluated using simulation.
6.1 Costs
First, a mathematical programming model for ﬁnding the optimal set of peering and transit
partners for one INSP is presented. It is important to model cost functions for peering and
transit partners and for IXPs realistically. We interviewed diﬀerent INSPs and IXPs and
model the cost functions based on these interviews and on [Nor02].
We show how the model can be solved exactly and present some heuristics that closely
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resemble what providers do today. The heuristics are evaluated against the optimal solution
that can be obtained by our model.
6.1.1 Description
Finding the optimal transit and peering partners as well as the necessary IXPs for one INSP
is modelled by the following optimisation model. We assume that there are R diﬀerent routes,
and that the provider can predict the traﬃc for each route1. There are J transit providers
oﬀering transit service for all routes. The transit providers can be connected via a direct line.
There are I peering providers oﬀering peering only for some speciﬁc routes. Each peering
provider is connected to at least one IXP and can be reached only via an IXP it is connected
to.
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Figure 6.1: Cost Functions
The optimisation model tries to minimise the total costs that consist of the costs for
connecting to IXPs, the additional peering costs for peering with a provider at an IXP, and
the transit costs, including the direct line costs for connecting to the transit provider’s closest
POP (point of presence).
The costs for connecting to an IXP are largely ﬁxed costs (leased line and backup line to
the IXP, rent for rack space, costs of the exchange router, ﬁxed IXP fees, etc.) that increase
if the volume transferred via the IXP exceeds certain thresholds (representing upgrades to
the leased lines and the exchange router, additional IXP fees, etc.); see Figure 6.1 (a).
A peering interconnection with provider i can only be made if there is a connection to
an IXP where the peering provider i is present. The costs for peering are largely volume-
independent ﬁxed costs (transactional costs for the peering agreement, engineering costs).
Some low volume dependent costs for peering2 can also occur as some IXPs – e.g. LINX –
also charge per volume of peering traﬃc, see Figure 6.1 (b). [GNS03] presents interesting
results from an empirical study of peering via the IXP in Milan. The peering decision is
inﬂuenced, for example, by the proximity of the INSP’s headquarters; a factor we model via
the provider speciﬁc ﬁxed peering costs.
The costs for transit consist of ﬁxed costs plus volume dependent variable costs that de-
crease when certain volume thresholds are reached (see Figure 6.1 (c) ). We assume that each
1Please note that a route in the context of this dissertation can be individual BGP routes. For performance
improvement, non-overlapping BGP routes can be aggregated to a single route in the optimisation problem.
2The variable costs for peering could also be accounted for in the IXPs cost function but to add them to
the peering costs is more eﬃcient from a modelling point of view and more ﬂexible.
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transit and peering provider and each IXP can only accept traﬃc up to a certain maximum
capacity.
Model 6.1 Cost Minimising Interconnection Model
Indices
i = 1, ..., I Peering provider i
j = 1, ..., J Transit provider j
r = 1, ..., R Route r
m = 1, ..., Mj Part m of the cost function of transit provider j
n = 1, ..., N IXP n
s = 1, ..., Sn Step s of the cost function of IXP n
Parameters
x̂r Traﬃc prognosis for route r
lPi Fixed costs for an interconnection with peering provider i
kPi Price per unit of volume for an interconnection with peering provider i
cPi Capacity of peering provider i
	i Set of routes oﬀered by peering provider i
lTj Fixed costs for an interconnection with transit provider j
Mj Number of steps in the cost function of transit provider j
cTj = ej (Mj+1) Capacity of transit provider j
ejm Lower volume limit of step m of the cost function of transit provider j,
see Figure 6.1 (c)
kTjm Price per volume in step m of the cost function of transit provider j
Sn Number of steps in the cost function of IXP n
Ψn Set of peering providers that are connected to IXP n
fns Upper volume limit of step s of the cost function of IXP n,
see Figure 6.1 (a)
fnSn Capacity of IXP n
lIXPns Costs for IXP n if it is used and the traﬃc volume via IXP n is in step s
of the cost function of IXP n
Inf Large number (resembling inﬁnity)
Variables
xPir∀r ∈ 	i Amount of traﬃc for route r passed through peering provider i
yPi Binary variable, set to 1 if an interconnection with peering prov. i is made
xTjr Amount of traﬃc for route r passed through transit provider j
x˜Tjm Traﬃc volume in segment m of the cost function of transit provider j
yTjm Binary variable, set to 1 if cost function segment m of transit provider j
is used
yIXPns Binary variable, set to 1 if IXP n is used and the traﬃc volume
via IXP n is in step s of the cost function
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x˜Tj m ≤ (ej m+1 − ej m) · yTj m ∀j ∀m (6.5)
x˜Tj m ≥ (ej m+1 − ej m) · yTj m+1 ∀j ∀m = 1, ..., Mj − 1 (6.6)∑
r∈i
xPir ≤ cPi · yPi ∀i (6.7)∑
s
yIXPns ≤ 1 ∀n (6.8)
∑
i∈Ψn
xPi ≤ fns · yIXPns + Inf ·
Sn∑
t=1, t=s
yIXPnt ∀n ∀s (6.9)
xPir ≥ 0 ∀i ∀r ∈ 	i (6.10)
xTjr ≥ 0 ∀j ∀r (6.11)
x˜Tj m ≥ 0 ∀j ∀m (6.12)
yPi ∈ {0, 1} ∀i (6.13)
yTjm ∈ {0, 1} ∀j ∀m ∈Mj (6.14)
yIXPns ∈ {0, 1} ∀n ∀s (6.15)
The problem is formally described by the mixed integer programming model given with
Model 6.1. The target function (6.1) minimises the total costs (IXP, peering, and transit).
We use the variables x˜Tjm to keep track of how much of the traﬃc of provider j is in segment
m of its cost function. Constraint (6.2) connects the variables x˜Tjm to the routing variables
xTjr of the same transit provider j: the total amount of traﬃc that is divided among all routes
has to be equal to the traﬃc in all segments of the cost function. Constraint (6.4) ensures
that the entire traﬃc demand for one route is satisﬁed by the combination of peering and
transit interconnections.
Constraints (6.5) and (6.6) ensure that the transit cost function segments are “ﬁlled”
correctly: (6.5) limits the amount of traﬃc in one segment to the segment size. For the
highest segment, (6.5) forms the capacity constraint of the transit provider. For concave
cost functions, the higher segments would be ﬁlled ﬁrst because of their lower volume costs.
Therefore (6.6) is necessary, a higher segment of a cost function can only be used once the
lower segment is completely full.
Constraint (6.7) is the capacity constraint for the peering providers. The other constraints
are the non-negativity and binary constraints of the variables. Constraints (6.5), (6.6) and
(6.7) also connect the binary y variables to the corresponding x variables and make sure that
traﬃc can only be routed (indicated by the x variables) through providers with which an
interconnection exists (indicated by the y variables).
Constraints (6.8) and (6.9) are needed for the IXP cost function: if all yIXPns for one
speciﬁc n are zero, that IXP n is not used. Otherwise, exactly one variable yIXPns will be 1
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indicating in which step of the cost function the total traﬃc volume via this IXP n lies. This
is ensured by constraints (6.8) and (6.9).
The exact solution for this problem can be found using standard MIP solving techniques,
such as branch & bound with LP relaxation in combination with the simplex algorithm
[Dan51] or interior point methods [Kar84].
6.1.2 Evaluation
Now, the exact solution of our model and the solutions obtained with some heuristics are
evaluated in a series of simulations.
For validating the models and for meaningful results, it is important to use realistic data as
input. However, providers are very reluctant to reveal information about their cost structure
and explicitly do not allow to publish this information. The input data in the following
experiments is based on actual but randomised data of a real (medium-sized) INSP. To cover
a wider space, speciﬁc parameters are varied systematically (see below). The transit costs
are chosen relatively low because they have fallen steadily over the last years and we would
like to look one or two years into the future from the time of writing.
6.1.2.1 Simulation Setup
We evaluate diﬀerent scenarios. A scenario is speciﬁed by a given number of peering providers,
transit providers, IXPs, routes, and an interval from which traﬃc and costs for these providers
or routes are drawn. A scenario instance is created by randomly creating cost functions and
traﬃc demand vectors from the scenario-speciﬁc parameter intervals. Per scenario, n=100
instances are created and solved. The averages of all instances as well as the 95% conﬁdence
interval are computed and form the basis of the following evaluation.
The parameter intervals for the basic set of scenarios are given in Table 6.1 and 6.2. For
the simulations, we assume that each peering provider oﬀers one route and always has enough
capacity for that route. The traﬃc demand for one route is drawn uniformly distributed from
the Traﬃc Demand for a Peering Provider’s Route interval. The BGP routes not covered by
the peering providers´ routes are modelled with one additional larger route. The traﬃc for
that route is determined by the Traﬃc Demand for Rest of the World parameter.
The ﬁxed costs for the peering providers are calculated as speciﬁed in the Fixed Peering
Costs interval in Table 6.1. We added a small amount per volume to give the ﬁxed costs
of larger peering providers the tendency to be higher than those of smaller providers. The
variable peering costs are set uniformly low. The transit costs are calculated as speciﬁed in
the tables; the transit capacity is drawn from the Capacity of a Transit Provider interval and
divided evenly across the diﬀerent segments of the cost function.
The diﬀerent steps of the cost function for an IXP are calculated as speciﬁed in Table 6.1.
We assume that all steps are of the same size and the costs for the later steps are signiﬁcantly
less than for the lower ones.
Table 6.2 lists the four scenario dependent parameter ranges; all 16 possible combinations
are evaluated. Each scenario has a number from 0 to 15. In scenario s the ﬁrst parameter
from Table 6.2 is used if the corresponding bit in s is not set, otherwise the second parameter
is used. For scenario s = 7, the second parameter intervals will be used for the number of
peering and transit providers and the traﬃc demand for the rest of the world (bits #1, #2,
#3); the ﬁrst parameter interval will be used for the variable transit costs (bit #4).
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Parameter Description Parameter Value respectively Interval
Traﬃc Demand for a Peering Provider’s Route [50, 1000]
Fixed Transit Costs [10000, 50000]
Capacity of a Transit Provider [50%, 150%] of total traﬃc
Fixed Peering Costs (not including the costs to
connect to the IXP)
[3000, 6000] + [0, 4] times traﬃc demand of
peering provider’s route
Variable Peering Costs 4
Number of Steps of the Transit Cost Function 5
Number of IXPs 4
Number of Steps in the Cost Function of an
IXP
4
Basic Costs for Connection to an IXP [25000, 60000]
Costs for Additional Volume Transferred to
IXP
[9000, 18000] and reduced by 10% each step
Volume that can be Transferred to an IXP in
one Step of its Cost Function
Total traﬃc demand / 16
Table 6.1: Constant Parameter Intervals
Bit Parameter
Description
Value/Range
if Bit = 0
Value/Range
if Bit = 1
#1 Number of Peering
Providers
100 200
#2 Number of Transit
Providers
10 20
#3 Traﬃc Demand for
Rest of the World
20x av. traﬃc demand
of peering provider’s
route
60x av. traﬃc demand
of peering provider’s
route
#4 Variable Transit Costs [20, 80], decreasing by
[5%, 20%] each step
75% of the costs for
bit #4 = 0
Table 6.2: Scenario Dependent Parameter Intervals
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The commercial MIP solver CPLEX [ILO04] is used to calculate the exact solution for the
optimal interconnection Model 6.1 (OPT). We compare the solution we obtain with several
heuristics.
6.1.2.2 Description of the Heuristics
Our comparison includes heuristics that can mimic the behaviour of some real-world providers:
• Transit Heuristic (H TR)
The transit heuristic uses the cheapest transit provider or, if the capacity of the cheapest
is not suﬃcient, the cheapest set of transit providers. It does not use peering.
• Peer-With-All Heuristic (H PA)
The peer-with-all heuristic connects to all available IXPs and peers with every peering
provider available. For the remaining traﬃc, it chooses the cheapest transit provider
(or set of transit providers).
• Peer-At-Selected-IXPs Heuristic (H PS)
The peer-at-selected-IXPs heuristic is similar but more careful in the selection of IXPs.
If connected to an IXP, it peers with all available peering providers3 at that IXP. In
order to decide which IXPs to choose, it starts with the cheapest transit provider (or
set of transit providers).
It then evaluates all IXPs, starting with the one that has the highest ratio of traﬃc
volume of the peering providers at that IXP to the costs for connecting to that IXP.
Connecting to a new IXP will reduce transit costs; if the saved transit costs are greater
than the additional costs required to connect to the IXP and peer with the peering
providers, it connects to that IXP, otherwise it does not.
• Evolution Heuristic (H EV)
The evolution heuristic describes an evolutionary approach that could describe how a
real INSP has found its interconnection partners over its lifetime:
Go with the cheapest transit provider (or set of transit providers) ﬁrst and connect to the
best IXP – the one with the highest volume to cost ratio (see H PS). Then, successively
evaluate the peering providers available at that IXP. Peer with a new peering provider
if the saved transit costs are higher than the additional peering costs.
In the second part of the heuristic, the other IXPs are evaluated with the following
method: the INSP assumes it is connected to the new IXP and chooses its peering
partners at that IXP in the same way as in the ﬁrst part of the algorithm. Then, the
INSP compares the total costs after connecting to this IXP with the total costs when
not connecting and connects only if that reduces the costs.
6.1.2.3 Performance Evaluation
We ﬁrst compare the solution obtained by our model with the solution obtained by the
heuristics. The results are summarised in Figure 6.2 for n=100 instances per scenario. Each
of the algorithms solved the same 100 instances per scenario. The averages over the instances
and the corresponding 95% conﬁdence intervals are shown in the ﬁgures.
3This heuristic mimics a behaviour that is used by some INSPs. They sometimes call themselves “peering-
sluts” because they have peering relationships with a lot of other providers at selected IXPs.
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Figure 6.2: Performance Evaluation
The costs of the heuristics are measured relative to the total interconnection costs of the
OPT algorithm – that is, the optimal costs. The H TR and H PA heuristics clearly perform
worst and lead to up to 35% higher costs than the OPT algorithm. Choosing no or too many
peering providers is obviously not a good idea: H PA performs systematically better than
H TR for the higher transit costs (scenario 0-7) and vice versa. The best heuristics are H EV
and H PS, with H PS performing most of the times better than H EV, but they still lead to
5-9% higher costs than the OPT algorithm. The explanation is shown in the other diagrams4
of Figure 6.2. In many cases, H PS chooses nearly the same number of IXPs as OPT. H EV
systematically chooses too few for the higher transit costs (scenario 0-7) and thus misses some
chances of saving costs by peering. It chooses too many for the lower transit costs (scenario
8-15) and thus misses out cheap transit opportunities in that case. When looking at the ratio
of peering to transit providers (Figure 6.2 (c)) and peering to transit traﬃc (Figure 6.2 (d)),
H EV systematically has too few and H PS has too many peering relationships.
The results show that the OPT algorithm presented in this chapter can save signiﬁcant
amounts of interconnection costs for all the diﬀerent scenarios when compared with heuristics
4The number of IXPs and the peering to transit ratio for H TR are zero; therefore H TR is not included
in the other diagrams.
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actually used in the real world. Remember: the interconnection costs are typically the largest
cost factor for an INSP. The best real-world heuristic is the so-called peer-at-selected-IXPs
heuristic (H PS); it peers with every possible partner at a number of carefully selected IXPs.
The next question we investigate is whether the computational complexity of the OPT
algorithm might be an obstacle for using it rather than the heuristics.
6.1.2.4 Evaluation of Computational Complexity
If we deﬁne M = 1J ·
∑
j Mj , R =
1
I ·
∑
i Size(	i), and S = 1N ·
∑
n Sn, then Model 6.1 needs
I(R+ 1) + J(2M +R) +NS variables and I + J + 2JM +R+N(1 + S) constraints.
The time it took to solve one problem instance of scenario 0 on a machine with a 700 MHz
Pentium 3 and 256 MB RAM is depicted in Figure 6.3. The numbers of peering providers I
and transit providers J were increased (x-axis) to increase the complexity of the problem. As
Figure 6.3 shows, OPT can be solved in less than 10 minutes for large problems with 1100
providers. Given the fact that in the real world the problem has to be solved only rarely, the
computational complexity is not an obstacle for using OPT.
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Figure 6.3: Evaluation of the Computational Complexity, Time to Solve for OPT
A further advantage of OPT is that it is based upon a MIP model that can be further
extended in diﬀerent ways, as shown in the next sections. Some of these changes would be
everything else but straightforward to incorporate into the heuristics.
6.2 Reliability
Reliability is an important issue for INSPs. Model 6.1 can be extended in several ways to
include reliability. With reliability in this context we mean protection against the failure
of one or more interconnections. For example, in all 100 solved problem instances above
for the OPT algorithm, if the biggest provider selected from that strategy fails, there is not
enough free capacity available from the other interconnected transit providers to compensate
the failure by rerouting the traﬃc destined for the failed provider. We therefore suggest and
discuss several policies for extending the OPT strategy.
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6.2.1 Policies
6.2.1.1 Minimum Number of Transit Providers Policy (MT)
One easy reliability policy is to interconnect with a minimum number of transit providers Y
to reduce the dependency on each of them. This policy can be easily incorporated into the
basic model (see Model 6.2). The advantage of this policy is its ease of use; the disadvantage
is that it does not provide any guarantees and ﬁne-grained control.
Model 6.2 Minimum Number of Transit Providers Policy (MT)
The following parameter and constraint are added to the otherwise unchanged Model 6.1:
Parameter
Y Minimum number of providers
Constraint∑
j
yTj1 ≥ Y (6.16)
6.2.1.2 Minimum Free Capacity Policy (MC)
Another reliability policy is to make sure that there is a minimum amount of free transit
capacity available, e.g. a percentage of the total traﬃc. The free transit capacity is the
sum of all capacities of the transit providers minus the capacities of these providers that are
already being used; see Model 6.3.
Model 6.3 Minimum Free Capacity Policy (MC)
The following new parameter, variables and constraints are added to Model 6.1. Also, we
now explicitly have to assume positive ﬁxed costs for transit providers: lTj > 0.
Parameter
Γ Required amount of free capacity
as fraction of the total traﬃc
Variables
fTj Free capacity of transit provider j
Constraints
fTj ≤ cTj −
∑
m∈Mj
x˜Tjm ∀j (6.17)
fTj ≤ cTj · yTj1 ∀j (6.18)∑
j
fTj ≥ Γ ·
∑
xˆr (6.19)
fTj ≥ 0 ∀j (6.20)
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Constraint (6.17) limits variable fTj to the free capacity of transit provider j, (6.18) forces
fTj to zero if there is no interconnection with transit provider j, (6.19) enforces the minimum
amount of free capacity, (6.20) is the non-negativity constraint for the new variables.
This policy gives the decision maker ﬁne-grained control over the free capacity. Its draw-
back is that if one interconnected provider who carries more than the fraction Γ of the traﬃc
fails, there is not enough spare capacity. This is avoided by the next policy.
6.2.1.3 Anticipating Failure Policy (AF)
Another approach would be to make sure that there is enough spare transit capacity if a
single transit or peering provider fails completely. This policy is modelled in Model 6.4.
Model 6.4 Anticipating Failure Policy (AF)
The following new variables and constraints are added to Model 6.1:
Variables
fTj Free capacity of transit provider j
Constraints (6.17), (6.18), (6.20) and∑
k | k =j
fTk ≥
∑
m
x˜Tjm ∀j (6.21)∑
j
fTj ≥
∑
r∈i
xPir ∀i (6.22)
Constraint (6.21) anticipates the failure of each transit provider j, (6.22) does the same
for each peering provider i.
6.2.1.4 Combined MC and AF Policy (MCAF)
The MC and the AF policy can be combined as they use the same variables fTj ; we name
this approach MCAF.
6.2.2 Evaluation
In order to evaluate the reliability policies above we use again simulations. The results pre-
sented here are based on scenario zero of Section 6.1 but there was no fundamental diﬀerence
observed for the other scenarios.
In order to evaluate the reliability performance, we calculate the free transit capacity of
the solutions obtained by the diﬀerent policies as a percentage of the total traﬃc. The higher
the free capacity, the more safety buﬀer remains if – for example – one provider fails. For
each solution, we also determine whether there would be enough free capacity to carry the
traﬃc of the biggest (peering or transit) provider, if it fails; we call this measure robustness.
The average results and the 95% conﬁdence intervals are depicted in Figure 6.4, as are the
average costs of the solutions obtained by the diﬀerent policies. The graphs also contain the
reference reliability and cost measures of the solutions obtained for the same problems by the
unmodiﬁed OPT algorithm above (0% robustness, 32% free capacity).
CHAPTER 6. OPTIMISING THE INTERCONNECTION MIX 125
-5
 0
 5
 10
 15
 20
 0  2  4  6  8  10
A
dd
iti
on
al
 C
os
ts 
[%
]
Minimum Number of Transit Providers
MT
Reference
(a) MT – Costs
 0
 50
 100
 150
 200
 250
 300
 0  2  4  6  8  10
 0
 20
 40
 60
 80
 100
Fr
ee
 C
ap
ac
ity
 [%
 of
 T
ota
l T
raf
fic
]
R
ob
us
tn
es
s [
%
]
Minimum Number of Transit Providers
MT Free Cap.
Reference free cap.
MT Robust.
Reference Robust.
(b) MT – Reliability
-5
 0
 5
 10
 15
 20
 0  20  40  60  80  100  120  140
A
dd
iti
on
al
 C
os
ts 
[%
]
Minimum Free Capacity [% of Total Traffic]
MC
MCAF
Reference
(c) MC, MCAF – Costs
 0
 50
 100
 150
 200
 250
 300
 0  20  40  60  80  100  120  140
 0
 20
 40
 60
 80
 100
Fr
ee
 C
ap
ac
ity
 [%
 of
 T
ota
l T
raf
fic
]
R
ob
us
tn
es
s [
%
]
Minimum Free Capacity [% of Total Traffic]
MC Free Cap
Reference free cap.
MC Robust.
Reference Robust.
(d) MC – Reliability
 0
 50
 100
 150
 200
 250
 300
 0  20  40  60  80  100  120  140
 0
 20
 40
 60
 80
 100
Fr
ee
 C
ap
ac
ity
 [%
 of
 T
ota
l T
raf
fic
]
R
ob
us
tn
es
s [
%
]
Minimum Free Capacity [% of Total Traffic]
MCAF Free Cap.
Reference free cap.
MCAF Robust.
Reference Robust.
(e) MCAF – Reliability
Figure 6.4: Evaluation of the Reliability Policies
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Again, we generated n=100 instances that were solved by the MinimumNumber of Transit
Providers Policy (MT), the Minimum Free Capacity Policy (MC), and by the combination of
the Minimum Free Capacity Policy and the Anticipating Failure Policy (MCAF). The results
for the Anticipating Failure Policy (AF) alone are included in the results for MCAF when
the minimum free capacity is 0%.
If we look at MT, which has a parameter that can only be increased in integer steps, it
can be seen that the costs increase very quickly if the minimum number of transit providers
is increased. It is important to remember that the reference costs (100%) refer to the total
interconnection costs, and not only the transit costs; they are therefore very high in absolute
terms. The cost increases of the MC and MCAF policies are much smoother and more
controlled.
If we analyse the reliability measures, the robustness increases quickly for MT and more
slowly for MC; MCAF automatically leads to full robustness because of the AF constraints.
The free capacity explodes for the MT policy while it is obviously more controlled with the
MC policy, because the minimal free capacity is a parameter of that policy. Because of the
AF constraints in MCAF, the free capacity does not decrease for lower values of the minimum
free capacity parameter.
The MT policy represents an easy rule of thumb (using a minimum number of transit
providers) as it can be expected to be used by some INSPs. It can be used to increase the
reliability. However, costs can explode, especially as the parameter (the number of transit
providers) cannot be increased smoothly but only in steps of one. Since the policy parameter
only indirectly inﬂuences reliability metrics such as free capacity and robustness, the MT
policy cannot be recommended. The more sophisticated approaches developed here (MC and
MCAF) perform better compared to MT. Contrary to MT, which increases free capacity by
adding new transit providers, MC and MCAF can also increase the free capacity by choosing
more peering providers and bigger providers instead of just more transit providers.
The MCAF policy is clearly the best choice: it oﬀers full robustness and full control over
the free capacity. Its parameter is the minimal free capacity, which can be easily estimated
by the decision maker. If the failure of the biggest provider is unlikely, MC can also be used.
It can save some costs compared to MCAF, but only for low values of free capacity.
6.3 Quality of Service
One of the typical parameters that an INSP would like to optimise is the QoS achievable with
its interconnections. In the context of interconnections and with the information available
at that abstraction level5, the QoS can be mainly inﬂuenced by selecting interconnections so
that the length of routes in terms of AS (autonomous systems) hops is kept low. In addition,
peering or transit providers could be rated in some fashion with respect to the QoS they
usually oﬀer, and the solution could take those ratings into account. We will focus on the
more objective measure of route lengths and show several possibilities for extending the basic
model (Model 6.1) to include the QoS that is achieved by the interconnection policy chosen.
These extensions can be directly combined with those discussed in Section 6.2.
5e.g. obtained from BGP data
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6.3.1 Policies
The typical QoS metric used on the time scale of interconnections is the average number of
AS (autonomous system) hops for a route from the provider’s network to the end-point. A
lower number of hops correlate with lower delay and a lower loss probability for the packets,
and thus a higher utility for the end-user. This is especially important for routes carrying
traﬃc from real-time multimedia applications and network games. Peering interconnections
usually oﬀer a lower hop count than transit interconnections, because the traﬃc ends in the
peering network. This is, in fact, the main reason why some larger INSPs accept peering
with signiﬁcantly smaller INSPs [Nor02].
6.3.1.1 Peering Bonus (PB)
The easiest way of taking the lower hop count of peering providers into account is giving
peering providers with QoS sensitive routes a bonus bi that reduces their ﬁxed peering costs
and thus makes peering with them more attractive, see Model 6.5.
Model 6.5 Peering Bonus (PB)
The parameter lPi of the basic Model 6.1 is replaced with the new parameter l˜
P
i = l
P
i − bi.
The advantage of this approach is its ease of use; the disadvantage is that the parameter
bi can be diﬃcult to estimate, and only indirectly inﬂuences the QoS.
6.3.1.2 Hop Constraint (HC)
Another approach that gives the decision maker more control of the QoS parameter hop count
is to add an additional constraint for the average hop count of the traﬃc; see Model 6.6.
Parameter qr is used as a weight when determining the average hop count of the traﬃc.
Routes known to carry delay-sensitive traﬃc (e.g. to gaming sites) should obtain a higher
than average qr. Using the parameters of Model 6.6, the weighted average AS hop count is
H =
1∑
r qrxˆr
(
∑
i
hPi ·
∑
r∈i
qrx
P
ir +
∑
j
hTj ·
∑
r
qrx
T
jr) (6.23)
It is limited to H by constraint (6.24) of Model 6.6. Not only the AS hop count, but also
any other QoS metric can be modelled with this approach. Instead of looking at the entire
traﬃc, this approach can be easily modiﬁed to take into account only a subset of the routes.
For more ﬁne-grained prediction of the hop count for transit providers, hTj could be replaced
by a route-dependent prediction hTjr for route r through the network of transit provider j.
The advantage of the HC approach is that it gives the decision maker a ﬁner control and,
with the maximum hop count, an easy to understand design parameter. The disadvantages
are the higher number of parameters and the slightly higher complexity of the optimisation
model with the additional constraint.
6.3.1.3 Hop Count Penalty Costs Policy (HP)
Decreasing the hop count can quickly lead to increasing costs (as shown below). The hop
constraint policy HC enforces a maximal hop count without considering costs. The hop count
penalty costs policy HP (Model 6.7) is similar but does not enforce a maximum hop count
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Model 6.6 Hop Constraint (HC)
The following parameters and constraint are added to Model 6.1:
Parameters
hPi Average hop count for traﬃc through peering
provider i (typical value is one)
hTj Estimation of the expected hop count for traﬃc
through transit provider j
qr Delay sensitivity of the traﬃc on route r
used as weight for the average hop count
H Allowed maximal average hop count allowed
Constraints
∑
i
hPi ·
∑
r∈i
qrx
P
ir +
∑
j
hTj ·
∑
r
qrx
T
jr ≤ H ·
∑
r
qrxˆr (6.24)
with a constraint. Instead, it adds the hop count, weighted with some penalty costs, to the
target function. This allows a trade-oﬀ between decreasing the hop count (which typically
leads to increasing costs, as we will see in the evaluation below) and decreasing the costs.
Model 6.7 Hop Count Penalty Costs Policy (HP)
Using the parameters hPi , h
T
j , qr from Model 6.6, (6.23) is added to the target function (6.1)
of the otherwise unchanged Model 6.1 weighted with penalty costs ψ:
Minimise (6.1) +
ψ∑
r qrxˆr
(
∑
i
hPi ·
∑
r∈i
qrx
P
ir +
∑
j
hTj ·
∑
r
qrx
T
jr) (6.25)
6.3.2 Evaluation
In order to evaluate the QoS approaches, we use simulations based on scenario 0 again; the
results observed for the other scenarios were not fundamentally diﬀerent. The hop count for
peering providers is set to 1, and for the transit providers it is drawn uniformly distributed
from the interval [3.0, 6.0].
The averages of n=100 problem instances and the 95% conﬁdence intervals are shown for
the Peering Bonus (PB), Hop Constraint (HC), and Hop Count Penalty Costs (HP) policies
in Figure 6.5. For reference purposes, the costs and the hop count from the plain Model 6.1,
without any QoS features, are also depicted (labelled “Reference”).
Figure 6.5 shows that all policies can decrease the hop count. At the same time, the
costs increase. The costs for a low hop count are higher when using the PB policy than
either of the other two. This occurs because the PB policy distorts the costs of the providers
with the peering bonus and minimises the distorted rather than the real costs. Also, the
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decision maker cannot easily guess the optimal parameter of the PB policy, therefore this
policy cannot be recommended.
The HC constraint oﬀers direct control over the hop count, which the other policies do
not. Its parameter is therefore easy to set – if the decision maker has an indication of what
the hop count should be. The costs increase more quickly for lower hop counts. The HP
policy does not enforce a certain hop count but, instead, evaluates the value of the decreased
hop count (expressed by the penalty costs) against the hop count. This avoids the danger of
exploding costs in case the maximum hop count of HC has been set too low.
If a certain maximum hop count is absolutely necessary, the HC policy has to be used.
Otherwise, if there is ﬂexibility on the hop count, HP oﬀers the best way of modelling this
trade-oﬀ. HC and HP can also be combined: HC could be used to ensure that a certain
(higher) hop count is not exceeded while HP could be used to further decrease the hop count,
without ignoring the cost-increase.
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Figure 6.5: Evaluation of the QoS Strategies
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6.4 Environment Changes
The models of Sections 6.1 to 6.3 can be used to calculate the optimal set of peering and transit
providers for one INSP at one point in time. This is useful for a new INSP entering the market.
An INSP that already has interconnections with a number of peering and transit providers
faces a slightly diﬀerent problem: is the current set of peering and transit providers still
optimal or is it worth changing interconnections, considering the technical and administrative
costs for establishing a new or cancelling an existing interconnection?
We call this the dynamic problem and now show that the previous models can be easily
extended for the dynamic case. Again, the models are evaluated by simulations.
6.4.1 Adjusting the Basic Models
For the dynamic case, we now assume that there are interconnections to a set Θ of the I
peering providers, to a set θ of the J transit providers and to a set ϑ of the N IXPs. As the
traﬃc requirements and the cost functions of the providers change, the dynamic problem is
solved every period in order to ﬁnd the new optimal set of providers.
Typically some technical and administrative eﬀort is necessary to establish a new inter-
connection that can be expressed by a cost term (transaction costs). Cancelling an existing
interconnection also typically involves some eﬀort that can be expressed by a cost term.
6.4.1.1 Penalty Costs Policy (PC)
The costs for establishing a new interconnection can be expressed as penalty costs per period
by dividing them by the number of periods an interconnection is expected to last, or by a
typical amortisation or planning horizon. These penalty costs can be added to the ﬁxed costs
of the providers that are not in set Θ respectively θ. Similarly, the costs for cancelling an
existing interconnection can be transformed into bonus costs per period that are subtracted
from the ﬁxed costs for the providers in set Θ respectively θ. The same can be done for the
IXPs. This provides an incentive to stick with the current set of providers and IXPs; we call
this the penalty costs policy, see Model 6.8.
The advantage of this policy is that the basic models are easily extended this way and
the cost terms involved can typically be estimated quickly and easily.
6.4.1.2 Limiting Change Policy (LC)
Another policy for dealing with the dynamic problem would be to limit the amount of change
(new interconnections and cancelled interconnections) per period, reﬂecting the limited tech-
nical capacities for these changes in a period, or the risk of change the provider is ready to
take. We call this policy limiting change policy; see Model 6.9.
Constraint (6.29) limits the permissible number of changes. The left hand side of con-
straint (6.29) counts the binary y-variables that are 1 if an interconnection to provider i/j
is made for all providers i/j with which no previous interconnection agreement existed. It
adds all cancellations of interconnection agreements by counting the zeroes in the binary
y-variables of the providers i/j with which an interconnection agreement existed during the
last period.
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Model 6.8 Penalty Costs Policy (PC)
Model 6.1 is extended as follows:
Parameters
Θ Set of peering providers that an interconnection exists with at the
beginning of the current period
sPi ∀i /∈ Θ (Per period) penalty costs for establishing a new interconnection
with peering provider i
bPi ∀i ∈ Θ (Per period) bonus for not cancelling an existing interconnection
with peering provider i
θ Set of transit providers that an interconnection exists with at the
beginning of the current period
sTj ∀j /∈ θ (Per period) penalty costs for establishing a new interconnection
with transit provider j
bTj ∀j ∈ θ (Per period) bonus for not cancelling an existing interconnection
with transit provider j
ϑ Set of IXPs connected with at the beginning of the current period
sIXPn ∀n /∈ ϑ (Per period) penalty costs for connecting to the new IXP n
bIXPn ∀n ∈ ϑ (Per period) bonus for disconnecting from IXP n
Parameters lPi , l
T
j and l
IXP
ns are replaced by l˜
P
i , l˜
T
j and l˜
IXP
ns which are deﬁned as follows:
l˜Pi = l
P
i + s
P
i ∀i /∈ Θ and l˜Pi = lPi − bPi ∀i ∈ Θ (6.26)
l˜Tj = l
T
j + s
T
j ∀j /∈ θ and l˜Tj = lTj − bTj ∀j ∈ θ (6.27)
l˜IXPns = l
IXP
ns + s
IXP
n ∀s ∀n /∈ ϑ and l˜IXPns = lIXPns − bIXPn ∀s ∀n ∈ Θ (6.28)
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Model 6.9 Limiting Change Policy (LC)
The following parameters and constraints are added to Model 6.1:
Parameters
Θ, θ See above
W Maximum allowed number of new and
cancelled interconnections per period
Additional Constraint
∑
j∈θ
(1− yTj 1) +
∑
i∈Θ
(1− yPi ) +
∑
j /∈θ
yTj 1 +
∑
i/∈Θ
yPi ≤W (6.29)
6.4.2 Evaluation
For the simulative evaluation, we create n=25 problem instances. To simulate the dynamic
environment we simulate p periods per instance. At the beginning of each period, the amount
of traﬃc, the capacity of the providers and the ﬁxed and variable costs vary. The range of the
changes is shown in Tables 6.3 and 6.4. As in Section 6.1, we analyse diﬀerent scenarios where
either the ﬁrst or second option from Table 6.4 is used. If option All Providers Available at
Beginning is used, all the providers are available for an interconnection agreement at period
0; the only change in this simulation is the traﬃc, capacity, and cost change. If this option
is not chosen, 25% of the providers are not available in period 0 and become available in a
random period of the simulation (each period having the same probability).
Parameter Description Interval
Growth of Traﬃc per Route per Period [15%, 25%]
Growth of Capacity per Period [15%, 25%]
Table 6.3: Constant Parameters
Bit Parameter Description Bit = 0 Bit = 1
1 Number of Periods p 20 10
2
Change of each of the following Cost
Terms per Period:
Fixed Peering Costs, Fixed Transit
Costs, Variable Costs, IXP Costs
[-20%, +5%] [-10%, 0%]
3 All Providers Available at Beginning Yes No
Table 6.4: Scenario Dependent Parameters
We now ﬁrst evaluate the dependency of the results of each policy on the parameters of
the policy for scenario 7 and then compare all of the policies for each scenario.
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Figure 6.6: Evaluation of the Dynamic Strategies, Dependency on the Policy Parameters
6.4.2.1 Dependency on Policy Parameters
We start by analysing the average number of changed interconnections and the probability of a
period without any changes. These change metrics are depicted in Figure 6.6 (b) for diﬀerent
parametersW that limit the number of permissible changes per period for the limiting change
policy (LC). The average of n=25 problem instances and the 95% conﬁdence interval are
shown. We can see that the probability that no change occurs in a period remains low,
independent of W. The LC policy allows a number of changes each period and thus uniformly
distributes the amount of change over all periods. This leads to the low probability evident
in the ﬁgure. The number of changed interconnections per period obviously decreases with
W. The additional costs of LC relative to the results for W =∞ are shown in Figure 6.6 (a).
They increase by only 6% if W is decreased from 6 to 1.
For the penalty cost policy (PC), the penalty costs were calculated as a constant percentage
of the ﬁxed peering respectively transit costs for establishing a new or cancelling an existing
interconnection. The same procedure was followed for the IXPs. For penalty costs of up to
100%, the probability that no change occurs increases while, at the same time, the number
of changes per period decrease. At the same time, the costs increase slightly. This is a good
result; the PC policy can inﬂuence the amount of change better than the LC. However, for
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very high penalty costs past 100% the amount of change is only slightly decreased. This is
reasonable since the amount of change seen for very high penalty costs is the change that is
absolutely necessary such as choosing a new transit provider because traﬃc demand exceeds
the capacity of the existing interconnections. The PC approach is reasonable and practical.
If there are technical limitations restricting the amount of change, LC can be used in addition
to PC. We now compare the approaches for the range of scenarios.
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(c) Number of Changed Interconnections
Figure 6.7: Evaluation of the Dynamic Strategies, Dependency on the Scenario
6.4.2.2 Evaluation of the Diﬀerent Scenarios
The results for the diﬀerent scenarios are shown in Figure 6.7 for the unmodiﬁed OPT Model
6.1, the PC policy with 50% penalty costs, the LC policy with W=2 and the combination of
PC and LC. The costs can diﬀer by up to 32% between the policies. No one policy leads to
clearly lower or higher costs than any other in all scenarios. The combined policy and LC lead
to the fewest number of changes. The unmodiﬁed algorithm does not control change and thus
leads to the highest change rate. PC and the combined policies lead to the highest probability
of not having to change an interconnection in one period. To conclude, we can recommend
using the combination of PC and LC, as it provides the most robust policy. However, the
results also show that the policy and the parameter of the chosen policy strongly depend on
CHAPTER 6. OPTIMISING THE INTERCONNECTION MIX 135
the scenario.
6.5 Summary and Conclusions
The interconnection related costs form one of the highest cost factors for an INSP and are
therefore highly important for the eﬃciency of a network. In this chapter, the optimisation
potential with respect to interconnection related costs was evaluated. Several optimisation
models for interconnections between providers were presented. We have shown how to ﬁnd
the most eﬃcient set of peering and transit partners for a provider. Simulations show that
our approach is superior to typical real-world heuristic approaches. They also show, that, of
the real-world heuristics, the one performs best that connects to all possible peering partners
at an Internet exchange point (IXP) and chooses the optimal set of IXPs. However, our exact
algorithm can still save 5% more total interconnection costs. Furthermore, it can be easily
extended to take other issues like reliability and QoS into account.
Besides eﬃciency, the interconnection mix can signiﬁcantly inﬂuence the achievable QoS,
for example via the AS hop count. We derived and analysed strategies for optimising the
QoS respectively both QoS and eﬃciency. We have also presented and discussed several
ways of extending our basic strategies to take reliability issues into account. In the last
part of the chapter, we have shown how to extend the basic models to the dynamic problem
situation by evaluating whether a given set of peering and transit partners is still optimal,
considering changes in the traﬃc mix or cost structure of the involved providers. We have also
considered the administrative costs of changing peering and transit partners and evaluated
diﬀerent approaches in simulations.
Part III
Traﬃc and Network Engineering
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Chapter 7
State of the Art
So far in this dissertation, the inﬂuence of the network architecture and the interconnections
on QoS and eﬃciency were analysed. Apart from choosing and tuning a network architecture
and connecting its network with selected other INSPs, an INSP also has to engineer its
network: Nodes (POPs and routers) have to be connected by links, these links have to be
dimensioned and upgraded in regular intervals. Furthermore, with traﬃc engineering the
routing of traﬃc ﬂows through the network can be inﬂuenced to increase the performance of
the network. In this part of the thesis, we investigate these engineering measures. We call
the long-term engineering measures that inﬂuence the topology – e.g. the link bandwidth –
network engineering. State of the art in network engineering is discussed in Section 7.1. The
medium-term engineering measures that assume the topology to be ﬁxed and instead inﬂuence
the routing of the ﬂows through the network are called traﬃc engineering and discussed in
Section 7.2. Traﬃc engineering and network engineering algorithms use traﬃc predictions
between node pairs as input in the form of a traﬃc matrix. Because of their relevance to
both topics, traﬃc matrices are discussed separately in Section 7.3.
7.1 Network Design and Network Engineering
In works related to network and traﬃc engineering, the term commodity is often found in the
literature. With respect to IP networks, a commodity is a traﬃc ﬂow between a speciﬁc
pair of nodes. To be consistent in terminology with the rest of this dissertation the term ﬂow
is preferred to commodity here. The size of that ﬂow is normally given as an entry in a traﬃc
matrix.
With respect to routing, these works typically distinguish between non-bifurcated and
bifurcated routing. Non-bifurcated routing (also called singlepath routing) implies that a
ﬂow respectively commodity is routed over a single path and cannot be split up to be routed
over multiple paths. The latter is allowed if bifurcated respectively multipath routing is
used.
7.1.1 Network Design
We distinguish between network design and network engineering. Network design (see
Figure 7.1) is concerned with synthesising a new network topology. Network design consists
of three parts: node placement, link placement, and capacity assignment (to nodes respec-
tively links). The node placement subproblem is about geographically placing the nodes of
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CHAPTER 7. TRAFFIC & NETWORK ENGINEERING – STATE OF THE ART 138
the topology that resemble the POPs (points of presence) of the INSP. The link placement
subproblem deals with connecting the nodes with each other while the capacity assignment
problem assigns capacities (bandwidth, buﬀer, etc.) to the nodes and links. For designing a
completely new topology, all three of these subproblems have to be solved. Existing works
often treat only a subset of these optimisation problems. Especially the node placement is
often assumed to be given and ﬁxed.
[BKW04] describe how the GWiN backbone of the German Re-
Network Design
Node Placement
Link Placement
Capacity Assignment
Node Capacity
Link Capacity
Figure 7.1: Network
Design
search Network DFN (see Figure C.1) was designed with a 2-level
hierarchical approach. The set of nodes is given, so no node place-
ment problem has to be solved. Each node becomes either an access
node that is connected to a single backbone node or it becomes a
backbone node that can be connected to any other nodes. For the
capacity assignment process, a discrete lists of node respectively
link conﬁgurations are used.
Plain (non-bifurcated) shortest-path routing is used in that net-
work. This fact can be exploited to simplify the mathematical
programming model that results from link placement and capac-
ity assignment. Using a Lagrangian relaxation, the optimisation
problem can be split into two subproblems: One is ﬁnding a valid
network structure and hardware installation; it can be formulated
as a mixed integer programming problem and solved with standard
methods. The second one is the routing problem that can be solved eﬃciently by any shortest
path algorithm. With this approach, the design resulting optimisation problem was solved
for the size of the GWiN topology in 15 minutes on a standard PC with an optimality gap
of less than 0.6%.
A classic network design paper is [Gav92]. That work contains a general overview of
network design. In addition, an approach to simultaneously solve all three network design
subproblems for given end-user locations and a given traﬃc matrix is presented. For node
placement, a set of possible candidates for the backbone node locations is assumed to be
given; the chosen nodes are connected by links that lead to ﬁxed and traﬃc dependent
costs. Besides that, a static singlepath routing scheme for the ﬂows is derived. QoS is
accounted for by including the delay between end-user nodes into the objective function.
This, however, makes the resulting combinatorial optimisation problem non-linear. With a
Lagrangian approach, the optimisation problem can be split into subproblems that can be
solved more easily and lead to a lower bound of the overall optimisation problem. This bound
can be used to calculate to optimality gap for feasible solutions, which can be obtained by
simple heuristics described in the paper.
There is a vast amount of other works regarding network design. [HMS00] present an
approach with a more realistic cost function for the links; that function is sequence of steps
as function of the link capacity (similar to the IXP cost function used for the interconnection
optimisation problem in Chapter 6, see Figure 6.1). The authors show that the optimisation
problem can be reformulated into a simpler optimisation problem where each link is replaced
by multiple links with constant costs and a capacity limit. Genetic algorithms have been
successfully used to solve network design problems e.g. in [PK95, BMM+98]; a combined
genetic algorithm and linear programming approach is presented in [BMM+99]. Simulated
annealing is used in [RMS00] and tabu search in [GL98]. For more works, we refer to the
related work cited in the references above and to the standard network design book [Ker93].
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7.1.2 Network Engineering
Contrary to network design problems that are about the syn-
Network Engineering
Structural Engineering
Capacity Expansion
Node Capacity
Node
Link Capacity
Link
Figure 7.2: Network
Engineering
thesis of a new topology, network engineering is about improving
an existing network topology either by changing nodes and/or links
(structural engineering) or by expanding the capacity of an existing
and otherwise unchanged network (capacity expansion).
New networks have to be designed only rarely as practically all
INSPs already have existing networks. Therefore, network engineer-
ing is a more frequent and important challenge for INSPs. Traﬃc
volumes are growing by 70-150% per year [Odl03]. The bandwidth
of a network has to be doubled roughly every year to keep pace with
these rates. This leads to the conclusion that capacity expansion
– especially link capacity expansion – is the most important of all
network engineering challenges. Later in this part, we will therefore
place the focus on link capacity expansion.
Hasslinger and Schnitter [HS04] investigate link capacity ex-
pansion and traﬃc engineering for IP networks. Based on their
experience with the IP backbone to Deutsche Telekom, they report capacity increase factors
ranging to beyond a factor of two per year. They present a capacity expansion heuristic that
takes into account the inﬂuence of traﬃc engineering on the network utilisation. Their work
is similar to our experiments in Section 9.2 and discussed in that context.
Optimally expanding telecommunication network facilities has been studied in a number
of works, for an overview see [CG93, CG95, DL92]. Chang and Gavish [CG93, CG95] present
a Lagrangian decomposition approach for a rather complex network engineering problem
for telecommunication networks. The approach is well suited to derive a development plan
towards a given target network in a certain number of periods. The solved optimisation
problem is a combined structural engineering and capacity expansion problem; nodes are
considered to be given and ﬁx but links can be placed and upgraded. The objective is to
minimise the net present worth of total invested costs for the given number of periods. This
is contrary to our approach in Section 9.2, where the interest costs for the capacity expansion
and ﬁctive congestion costs are evaluated.
[CG93, CG95] considers the ﬁxed costs for installing a conduit for a bidirectional link
between two nodes, ﬁxed costs for upgrading the capacity of a link, and the capacity costs
themselves. This leads to possible cost savings by installing excess capacity in a current period
to avoid the ﬁxed costs of later periods. Capacity is modelled by a continuous variable. The
cost model and the continuous capacities are tailored for telecommunication providers and
carriers but they are not suited for INSPs that typically lease the lines for their links from
carriers at discrete capacities.
[DL92] studies the installation of transmission capacity over time in a communication
network where the nodes and the possible links are given; new nodes can be added over time
but the decision which nodes to add is not modelled. The optimisation problem is thus a
combined link structural engineering and link capacity expansion problem (see Figure 7.2).
Considered costs are the one-time installation costs and the per-period operation costs for
links. The latter cost terms are assumed to exhibit economies of scale. The objective is to
minimise the net present worth of total costs. Discrete capacities are modelled. A perfor-
mance constraint based on the delay of a M/M/1 queue is also included in the model. The
CHAPTER 7. TRAFFIC & NETWORK ENGINEERING – STATE OF THE ART 140
model is ﬁnally solved with a Lagrangian approach.
An interesting comparison of the bandwidth market and the ﬁnancial market is made
in [dHFV02]. In that paper, capacity expansion under demand uncertainty is studied with
modern ﬁnancial option pricing methods. The perspective is that of a carrier that faces
extremely volatile future revenues. The paper can help in explaining the current overcapacity
in available bandwidth but cannot directly be transferred to the capacity expansion of INSPs
that typically to satisfy a relative constant increase in traﬃc volumes.
7.2 Traﬃc Engineering
The IETF Traﬃc Engineering Working Group gives the following deﬁnition of traﬃc engi-
neering1: Internet traﬃc engineering is deﬁned as that aspect of Internet network engineering
concerned with the performance optimization of traﬃc handling in operational networks, with
the focus of the optimization being minimizing over-utilization of capacity when other capacity
is available in the network.
Traﬃc engineering inﬂuences the forwarding decision of the routers with a speciﬁc goal in
mind; it could e.g. reroute ﬂows so that they avoid a known bottleneck. Traﬃc engineering is
basically an optimisation problem; the traﬃc engineering goal reﬂects itself in the objective
function. In Chapter 8 of this thesis, diﬀerent traﬃc engineering algorithms and diﬀerent
objective functions are discussed and evaluated.
If a plain IP forwarding architecture (see Section 2.3.1) is used, traﬃc engineering can
be done by inﬂuencing the link weights of the routing protocol (see Section 2.4.1). MPLS
as forwarding architecture (see Section 2.3.2) directly supports traﬃc engineering because it
allows to create label switched paths independent of the routing protocol. It is therefore the
preferred choice for traﬃc engineering.
The most straightforward online algorithms for routing traﬃc ﬂows are based on
shortest-path algorithms such as [Dij59]: The routing of ﬂows is determined sequentially
for all ﬂows; a ﬂow is routed on its shortest-path where only links are considered that have
suﬃcient residual (remaining) capacity. This type of algorithm can create bottlenecks and
lead to underutilisation [SWBW03].
A variant of the shortest-path algorithm called widest-shortest path is presented in
[GOW97]. Here, the smallest residual link capacity if a path is maximised. The impact
on other ﬂows is neglected and still, bottlenecks can occur [SWBW03].
The minimum interference routing algorithm of [KL00] takes the impact that the decision
to route a ﬂow on a certain path has on the maximum ﬂow routable between other node pairs
into account; this is called interference. An advanced version of this algorithm is presented
in [SWBW03]; they use the solution of an oﬄine multicommodity ﬂow problem (see below)
based on an estimated traﬃc matrix as guidance for the online routing algorithm.
The term multicommodity ﬂow problem designates a class of optimisation problems
[AMO93, GM84, LMP+95, McB98, Ste92] that is used as the basis for many oﬄine traﬃc
engineering algorithms. In a capacitated graph, multiple commodities (demand, traﬃc ﬂows)
have to be routed. A commodity is deﬁned by a source and destination node, a size, and in
some cases a revenue. The multicommodity ﬂow problem is therefore a generalisation of the
well-known maximum ﬂow problem [FF56].
For the typical type of of multicommodity ﬂow problems, the objective is to ﬁnd the rout-
ing for a subset of all commodities that obeys to the capacity of the network and maximises
1see http://www.ietf.org/html.charters/tewg-charter.html
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the revenue obtained from the routed commodities. Solution algorithms thus route traﬃc
and impose admission control on the ﬂows. We call this class of problems the revenue max-
imising multicommodity ﬂow problems or traditional multicommodity ﬂow problems.
However, INSPs will often have a network of suﬃcient capacity or will not have the possibility
of admission control, e.g. because they use an overprovisioned best-eﬀort network. In that
case, the optimisation problem is diﬀerent: Route the traﬃc ﬂows through the network so
that the general QoS is maximised. We name this type of problem the QoS maximising
multicommodity ﬂow problem.
In the path selection formulation of multicommodity ﬂow problems, the possible paths
for a commodity/ﬂow are given; typically they are determined in a preprocessing step before
the actual optimisation. In a multiservice network, for ﬂows with strict delay requirements
typically only very short paths are considered while for ﬂows with less strict delay more
and longer path can also be considered. In the explicit routing formulation, sometimes
also called link-based formulation, no paths are precalculated, they are calculated during the
optimisation process. We present an experimental evaluation of these two formulations in
Section 8.4.
In the singlepath formulation of a multicommodity ﬂow problem, a commodity/ﬂow
must be routed along a single path (non-bifurcated respectively singlepath routing); this
formulation is also often called integer formulation because as a combinatorial optimisation
problem it can be modelled as a MIP. Another formulation is the multipath formulation;
here, a commodity can be split up along multiple paths (bifurcated respectively multipath
routing). This problem can be formulated as a linear programming model and can thus be
solved in polynomial time.
In Chapter 8, the range of QoS maximising multicommodity ﬂow problems are mod-
elled and evaluated as LP/MIP optimisation problems in path selection and explicit routing
formulation as well as singlepath and multipath formulation.
[MR01] is based on the revenue maximising multicommodity ﬂow problem. Two service
classes are considered (QoS and best-eﬀort). The revenue is modelled linear to the amount of
carried data. For the QoS traﬃc, possible paths are precalculated while the best-eﬀort ﬂows
can be routed freely through the network. The QoS traﬃc is routed through the network
ﬁrst, the best-eﬀort traﬃc is then routed based on the remaining bandwidth. This complex
combined optimisation problem is decomposed into three layered subproblems and a scalable
solution algorithm is presented in [MR01].
Bessler [Bes02] extends the multicommodity ﬂow problem to multiple periods by consid-
ering the changes to the existing LSPs of the previous period. The idea is to reduce the
number of changes by penalising them in the objective function as they lead to signalling
overhead and a risk of service disruptions. Another work considering the trade-oﬀ between
the network utilisation and the signalling/processing overhead is [SdOAU01].
The multicommodity ﬂow problem is extended with an auction based mechanism in
[BR03]. Here, a bid is associated with each commodity/ﬂow and bandwidth is distributed
according to the bid order.
For the QoS maximising multicommodity ﬂow problems, there are diﬀerent approaches to
formulate the objective function. A typical approach is to minimise the bottleneck utilisation
of the network [HS02a, HS02b, PdBdLVP+00, LW93, RTZ03]. The motivation behind that is
the fact that the QoS a ﬂow receives is mostly inﬂuenced by the bottleneck it passes through;
the utilisation of the bottleneck of a network thus determines the worst performance ﬂows can
receive. In the next chapter, we evaluate diﬀerent objective functions for the traﬃc routing
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problem and show that a congestion cost function should be preferred as objective function;
for OSPF routing such a congestion cost function is used in [FT02].
Hasslinger and Schnitter [HS02a, HS02b] investigate the QoS maximising multicommodity
ﬂow problem, minimising the bottleneck utilisation. Besides solving the optimisation problem
with LP/MIP methods or applying the max-ﬂow-min-cut principle, the authors present a
heuristic for the singlepath formulation of the problem based on simulated annealing. In
simulations, the authors show that the maximum utilisation can be decreased by up to 42.4%
compared to the utilisation with shortest-path routing. Also, the simulations indicate that the
beneﬁt of multipath routing over singlepath routing is rather low; this can also be observed
in our experiments in the next chapter.
In [PdBdLVP+00], traﬃc engineering for a network with Diﬀserv expedited forwarding
(EF) traﬃc and best-eﬀort traﬃc is studied. Two traﬃc engineering optimisation problems
are solved for the diﬀerent traﬃc classes. For the EF traﬃc, the maximum utilisation is
minimised as primary objective and the average load as secondary. An equivalent traﬃc
model is also included in our experiments in the next chapter. For the best-eﬀort traﬃc,
fairness is maximised as primary objective and the throughput as secondary one. It can be
argued how important fairness is for a proﬁt-maximising INSP.
The results of the paper are that traﬃc engineering can signiﬁcantly improve the traﬃc
handling capabilities of a network. The ﬁndings of that paper are also, that the results
improve only little if multipath routing is used instead of singlepath routing and that in the
multipath case only very few ﬂows are actually split up and routed among multiple paths.
These results are consistent with our ﬁndings in the next chapter.
The oﬄine traﬃc engineering methods use a traﬃc matrix as input to determine the rout-
ing. In some cases, the traﬃc matrix can be known exactly; for example in Diﬀserv networks,
when only ﬂows are considered for which SLAs exist (see Section 2.2.4.2) or in networks with
reservation in advance. Normally, however, the traﬃc matrix is not known exactly and has
to be estimated based on measurements. Traﬃc matrix estimation is a challenge for INSPs
and discussed in detail in the next section. [RTZ03] asks the important question: If traﬃc
engineering is done based on the estimated traﬃc matrix, how well does it perform on the
real traﬃc matrix? They use the maximum utilisation as objective function for the traﬃc
engineering algorithm, optimise the routing based on an estimated traﬃc matrix and verify
the performance based on the real traﬃc matrix. The results indicate that OSPF weight
optimisation combined with tomographic traﬃc matrix estimation (see below) performs very
well; mainly because OSPF optimisation was robust to the errors found in the traﬃc matrix
estimation. MPLS style optimisation can determine better routing schemes but is also less
robust according to [RTZ03].
7.3 Traﬃc Matrix Estimation
A traﬃc matrix M describes the average rate rij for a given time interval between the ingress
nodes i and egress nodes j of a network.
M =
⎡⎢⎢⎣
... ... ... ...
... ri j−1 ... ...
... rij ri+1 j ...
... ... ... ...
⎤⎥⎥⎦
Traﬃc matrices form the input for network design and traﬃc engineering optimisation prob-
lems. Therefore, it is important to determine traﬃc matrices in real networks. However,
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measuring a traﬃc matrix is not a trivial task. [BR02] gives an overview over the two distinct
approaches to measure a traﬃc matrix: The direct measurement approach as advocated
by [FGL+00] uses e.g. NetFlow [Net04] to collect ﬂow information. This information is eval-
uated oﬄine to derive the traﬃc matrix using the routing tables active at the measurement
time that also have to be recorded. This approach is storage space and router-CPU intensive
and requires all routers to support NetFlow (or a similar product) but contrary to other
approaches allows to derive the point-to-multipoint traﬃc matrix. A point-to-point traﬃc
matrixM models the traﬃc between ingress node i and egress j while the point-to-multipoint
traﬃc matrix M˜ models the traﬃc and ingress node i and captures the fact that this traﬃc
can exit at more than one egress j.
Another direct measurement approach that is less resource intensive is described by
Schnitter and Horneﬀer [SH04]; it works for networks that employ label switching (MPLS).
Every LSP has a byte-counter measuring the traﬃc using this LSP. Thus, if a MPLS net-
work is built as a full mesh of LSPs, the traﬃc matrix can be measured directly. However,
due to scalability and load balancing reasons, a full mesh of LSPs is not often used. The
technique introduced in [SH04] can measure the traﬃc matrix directly if the router has a
byte-counter for each FEC2. It does not depend on the routing method (explicit LSPs with
traﬃc engineering or plain shortest path routing).
Most of the other works favour deriving the traﬃc matrix from link measurements,
as they are more readily available for all router interfaces via SNMP (simple network manage-
ment protocol) in production networks. The problem with this approach is that estimating
the traﬃc matrix is an ill-posed inverse linear problem: In a network with N ingress/egress
nodes the traﬃc matrix size is O(N2) while there are only O(N) link measurements – the
problem becomes massively under-constrained for large N . To solve this problem, additional
assumptions e.g. about the traﬃc and the routing have to be made. Approaches to this prob-
lem can be classiﬁed into statistical tomographic methods, optimisation-based tomographic
methods and other methods:
• Statistical tomographic methods use higher order statistics of the link load data like the
covariance between two loads to create additional constraints. Examples are [Var96,
TW98, CDWY00]. [Var96] and [TW98] assume a Poisson traﬃc model; [CDWY00]
assumes a Gaussian traﬃc model.
• Optimisation-based tomographic methods select a solution out of the solution space of the
under-constrained problem that optimises a certain objective function using methods
like linear or quadratic programming. [Gol00] is a simple example for this approach.
• Classiﬁed as other methods are approaches that combine the tomographic methods with
other methods like gravity or choice models. [MTS+02] that use a logit choice model
that captures the choices of users (where to download from) and network designers (how
to interconnect the point of presences/POPs). The decision process is modelled as a
utility maximisation problem.
[ZRDG03] combines a optimisation-based tomographic methods with a generalised grav-
ity model. A gravity model can for example be used to estimate the traﬃc between
edge links by assuming that the traﬃc between i and j is proportional to the total
traﬃc entering at i multiplied with the total traﬃc exiting at j.
2The exact requirements are that the statistics include each LSP through a router, incoming and outgoing
labels, the FEC, the outgoing interface, and the byte counter. These requirements are fulﬁlled by the most
common router operation systems like Cisco’s IOS and Juniper’s JUNOS [SH04].
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[ZRLD03] uses an information theoretic approach that chooses the traﬃc matrix con-
sistent with the measured data so that it is as close as possible to a model in which the
source and destination pairs are independent and therefore the conditional probability
p(j|i) that source i sends traﬃc to j is equal to the probability p(j) that the whole
network sends traﬃc to j.
The rest of this part is structured as follows. In the next chapter the inﬂuence of traﬃc
engineering on the QoS of a network and the costs respectively eﬃciency of that network
are analysed. Traﬃc engineering strategies and performance metrics are discussed and then
evaluated in a series of simulation experiments.
7.4 Outline
In Chapter 9 network engineering is discussed. The focus of that chapter lies on capacity
expansion because providers have to expand the capacity of their network regularly – the
Internet traﬃc has been growing exponentially in the last years [Odl03] and there is no indi-
cation why this should not continue for the future. The capacity expansion problem therefore
has to be solved much more often than the general design of a new network topology. Accord-
ing to the system-oriented approach of this dissertation, we start by showing how network
engineering and the network architecture in the form of QoS systems interact. Then we
present and evaluate diﬀerent strategies for capacity expansion. After that, we investigate
the interaction between traﬃc engineering and capacity expansion strategies in further ex-
periments. Finally, we investigate the elasticity of traﬃc matrices resulting from the elastic
behaviour of TCP and the impact on capacity expansion in an analytical study.
Chapter 8
Evaluation of Traﬃc Engineering
Traﬃc Engineering is concerned with minimising over-utilisation of capacity when other ca-
pacity is available in the network by rerouting traﬃc ﬂows. A traﬃc ﬂow in the context of
this chapter is a macroﬂow consisting of all packets entering the network at the same ingress
and exiting at the same egress node. The traﬃc ﬂows of all ingress-egress node pairs are
speciﬁed in the traﬃc matrix. Throughout this chapter, we assume that the traﬃc matrix is
given. For MPLS networks, the traﬃc matrix can be measured online and exactly with the
method described in [SH04]; for a general discussion of traﬃc matrix estimation techniques
we refer to Section 7.3.
In this chapter, we investigate how traﬃc engineering inﬂuences the eﬃciency and the
QoS of a network and explore the optimisation potential with an evaluation of diﬀerent
traﬃc engineering strategies.
We assume MPLS or an equivalent forwarding architecture (see Section 2.3) is used which
allows to explicitly establish the path on which a ﬂow is routed through the network. Diﬀerent
traﬃc engineering strategies that diﬀer in their objective function, their constraints, and
whether they can split up a macroﬂow to be routed along multiple paths (multipath routing)
or not are investigated. Their performance with respect to diﬀerent performance metrics
is evaluated. In addition, the performance gain of the best traﬃc engineering strategies
compared to a plain shortest path routing solution is evaluated. It measures the additional
QoS achievable with traﬃc engineering and is a measure of the possible eﬃciency gain of
traﬃc engineering.
As the currently dominant QoS architecture is an overprovisioned best-eﬀort architec-
ture; this architecture is assumed for the experiments in this work. Works evaluating traﬃc
engineering in the context of other architectures, e.g. Diﬀserv, are discussed in Section 7.2.
For an evaluation of traﬃc engineering performance of a network for a given traﬃc matrix,
the routing determined by the traﬃc engineering algorithm has to be measured. The routing
in this context consists of the paths chosen for the diﬀerent macroﬂows speciﬁed in traﬃc
matrix. Therefore, we start by discussing diﬀerent performance metrics for evaluating the
routing. The average path length is an obvious performance metric. Besides it, several
other performance metrics are possible, for example the bottleneck utilisation. They are
discussed in Section 8.1. In Section 8.2, diﬀerent strategies for solving the QoS maximising
multicommodity ﬂow problem are introduced; they are evaluated in a series of experiments
in the rest of the chapter. The experiment setup is described in Section 8.3. After that, the
experiment results are presented and discussed:
• In the ﬁrst experiment (Section 8.4), we compare the path selection and explicit routing
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formulation of the optimisation problem.
• A general performance evaluation of a large number of traﬃc engineering strategies
is presented in Section 8.5. We start with a detailed evaluation of the strategies and
all performance metrics in a basic experiment and then vary several parameters of the
basic experiment – e.g. the used topology – to evaluate their inﬂuence.
• In Section 8.6, the performance loss of singlepath algorithms compared to multipath
algorithms is evaluated.
• The most successful strategies need a number of precalculated paths. In Section 8.7, the
inﬂuence of the precalculated paths on the performance of these strategies is evaluated.
Finally in Section 8.8, the conclusions are drawn and we give recommendations whether, and
how to use traﬃc engineering.
8.1 Traﬃc Engineering Performance Metrics
For the evaluation of traﬃc engineering, the performance of how the traﬃc ﬂows are routed
through the network has to be evaluated. In this section, we discuss several metrics that can
be used to evaluate the performance of the routing.
8.1.1 Path Length
Minimising the average path length between two nodes is an obvious and straightforward
traﬃc engineering goal: With respect to diﬀerent length metrics, minimising the path length
is the objective of most standard interior routing protocols like OSPF (see Section 2.4.1).
The motivation behind the path length as performance metric is that the longer the path
becomes, the more network resources are consumed and the higher the propagation delay
becomes. As in a congested network the queueing delay can easily exceed the propagation
delay of a hop, rerouting a ﬂow so that it takes more hops through the network can still lead
to improved overall delay besides a reduced loss probability. This observation is the basic
motivation for doing traﬃc engineering instead of plain shortest path routing. Nevertheless,
the path length remains an important performance metric for traﬃc engineering solutions.
8.1.2 Maximal respectively Bottleneck Utilisation
The utilisation ul of a link l is deﬁned as the load ll per capacity (bandwidth) cl
ul =
ll
cl
(8.1)
The utilisation of a link is an average over a certain period1, typical utilisation metrics
measured in IP networks are based on 5 minute, 15 minute, 2 hour and 24 hour averages.
The maximum utilisation maxl{ul} describes how loaded the bottleneck link of the topol-
ogy is. QoS parameters such as delay and loss are a (non-linear) function of the util-
isation of a link. Because of the bursty nature of network traﬃc [PF95], losses occur
1On a very short timescale a link is either 100% utilised (data is currently being transmitted) or 0% (no
data is currently being transmitted).
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long before an average utilisation of 100% is reached. Minimising the maximum utilisa-
tion therefore indirectly improves the QoS on the bottleneck link – the most critical link
– and creates a zone of security against unpredicted traﬃc increases. Therefore, minimis-
ing this metric is often the dominating traﬃc engineering goal in related works, see e.g.
[HS02a, HS02b, PdBdLVP+00, LW93, RTZ03].
One disadvantage of this metric is that it only focuses on the bottleneck link respectively
bottleneck links, the other links are ignored.
8.1.3 Average Utilisation
Instead of evaluating the maximum utilisation – that is the utilisation of the bottleneck link
– one could also evaluate the average utilisation of the network. This has the advantage that
no link is ignored. However, a network with some highly loaded and some lightly loaded links
could show the same average utilisation as a network with only medium loaded links. As the
QoS a ﬂow experiences – for example the loss probability – is largely determined by the most
utilised link on its path and not by the average utilisation along its path this metric can be
misleading. This is shown in some of the experiments below.
8.1.4 Average Load
The average utilisation metric does not take into account that there might be large diﬀerences
in the capacity cl of the links in the topology. The average utilisation is inﬂuenced by low
capacity links the same way as by high capacity links. High capacity links, however, typically
carry more traﬃc ﬂows and can therefore be expected to inﬂuence more ﬂows respectively
users than smaller links. If the utilisation metric is weighted with the link capacity, the
average load is calculated.
This metric has the same disadvantages as the previous one. It is used in [PdBdLVP+00]
as secondary objective.
8.1.5 Congestion Costs
The high-level primary goal of traﬃc engineering should be to maximise the overall utility
of the customers given the available network resources. This is a special form of the network
eﬃciency as we used it throughout this thesis. The utility depends on the application, on the
traﬃc mix and on network parameters like the loss or the queueing delay (see Chapter 4).
On the timescale of traﬃc engineering, it is the average of the network parameters like loss
and delay that can be inﬂuenced. The network parameters are a non-linear function of the
utilisation respectively load situation on a link. Assume for example a M/M/1/B queue
[Kle75, Kle76]. The M/M/1/B queue is not the most realistic representation of an Internet
link but is probably the most commonly used one because it can be mathematically handled
very well. For more realistic queueing models see the queueing models of Appendix H. They,
however, show a similar basic behaviour. For the M/M/1/B model with an average utilisation
ρ that is given by the arrival rate λ and the service rate µ
ρ =
λ
µ
(8.2)
the loss probability p is
p =
(1− ρ)ρB
1− ρB+1 (8.3)
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and the queueing delay is proportional to the queue length l which is
l =
ρ
1− ρ −
(B + 1)ρB+1
1− ρB+1 (8.4)
Loss and queue length are depicted in Figure 8.1. As one can see, the loss and delay
are non-linear convex functions of the utilisation. In Section 9.1, we present a more detailed
analysis based on the utility for various QoS systems using packet-level simulations instead
of the M/M/1/B formulas. The results there also point out a convex relationship.
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Figure 8.1: Loss and Queue Length of an M/M/1/B Queue with B = 20
The convex relationship between the utilisation and network congestion indicators like loss
and delay has an important implication for traﬃc engineering. If the load of one highly utilised
link is reduced by a certain amount due to a routing change, the overall performance can
improve even if the load on multiple other (but not so highly utilised) links is increased because
of the routing change. The lower the utilisation becomes, the less can be gained by rerouting.
This behaviour is not correctly expressed by any of the above-mentioned metrics. Therefore
we propose to use the following metric called congestion costs2 that captures this non-linear
behaviour. Figure 8.2 presents three diﬀerent step-wise linear convex congestion cost functions
px(u) that we use throughout this chapter to model how the congestion situation of a link
depends on the utilisation of the link. [FT02] use a very similar metric to evaluate OSPF based
traﬃc engineering. The parameters of the congestion cost functions are arbitrarily chosen
but roughly oriented at Figure 8.1 and the results of Section 9.1. The default congestion cost
function is labelled (1) and used in the following experiments by default if nothing else is
mentioned, it is varied in Section 8.5.2.
The congestion costs are calculated for every link and can be summed up for the complete
topology in the following two ways:
• Weighted congestion costs: ∑l ll · px(ul)
The motivation behind weighting the congestion costs with the load ll follows the same
argument as for the average load versus average utilisation metric above.
2The reason for calling this congestion measure “costs” becomes more visible in Chapter 9 where it has to
be added to the costs for expanding the capacity of the network and therefore has to have the same unit as
true monetary costs. For the experiments of this chapter, the scale and unit of this congestion measure do not
matter and do not inﬂuence the results.
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Figure 8.2: Congestion Functions
• Unweighted congestion level: ∑l px(ul)
For comparison reasons we will also investigate the unweighted congestion costs metric
in this chapter.
8.2 Traﬃc Engineering Strategies
We use optimisation models to describe diﬀerent traﬃc engineering strategies mathematically,
using the following notation:
A network (η, ζ) consists of a set of nodes η and a set of directed links lij ∈ ζ with link
lij connecting node i to j. A link lij has a capacity cij .
A subset ηe of the nodes is marked as edge nodes. Customers and interconnection partners
are connected to these nodes, the edge nodes therefore are potential sources and sinks for the
traﬃc ﬂows while the other nodes n ∈ (η\ηe) only forward traﬃc (core nodes).
There are F traﬃc ﬂows f that have to be routed through the network. A traﬃc ﬂow f
is characterised by its ingress node if ∈ ηe and egress node ef ∈ ηe and its size rf ; the size
of the ﬂow is its traﬃc volume or – if we assume time periods of a ﬁxed duration as a basis
– its average transmission rate.
The ingress and egress nodes (if , ef ) of ﬂow f are connected by a set of diﬀerent paths
ρf . Each path p ∈ ρf is an ordered set of links φp = {lif j1 , lj1j2 , ..., ljkef } from the ingress
if to the egress node ef . For our analysis, we assume that the length lp of a path p is the
number of links it contains; for a real network other factors could also be taken into account
as path length metric, for example the propagation delay.
8.2.1 Traﬃc Engineering Objectives
The overall goal of traﬃc engineering is to optimise the routing of the given ﬂows through
a network of given and ﬁxed capacity; traﬃc engineering is thus an optimisation problem.
Several speciﬁc objectives can be formulated as objective function of the traﬃc engineering
problem. As several objectives can be optimised at the same time, the optimisation prob-
lem can be a multi-objective optimisation problem [EKO90, SM95]. The diﬀerent objective
functions can be combined, either as prioritised objectives (multilevel programming) or as
weighted summed objectives. In the ﬁrst case, the problem is ﬁrst optimised with the pri-
mary objective function only in mind and among all the solutions that optimise the primary
objective function the one that optimises the secondary objective function is selected. In
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the latter case, both objective functions are added with certain weights to a single objective
function and the resulting problem is then optimised for the aggregate objective function.
Prioritised objective functions can be approximated with the weighted ones by giving the
primary objective function a much larger weight than the secondary one; because of that, we
restrict ourselves to the second approach with weighted objective functions in the optimisation
problems that we present and discuss below.
In Section 8.1, metrics for evaluating the performance of traﬃc engineering strategies were
presented and discussed. Obviously, they can be used as objective functions for the traﬃc
engineering problems, too. We do so by integrating them into the more sophisticated traﬃc
engineering strategies below.
8.2.2 Shortest Path Routing
The shortest path routing strategy is straightforward: Each traﬃc ﬂow f is routed along its
shortest path p∗ with lp∗ = minp∈ρf {lp}. The shortest path can, for example, be determined
with the Dijkstra algorithm [Dij59]. Each ﬂow is routed along a single path only, multipath
routing is never used. The shortest path routing algorithm minimises the average path length
metric only, other target functions are not considered. This strategy is used as a reference
because it is the default strategy of a network with a standard routing protocol and no traﬃc
engineering functionality.
8.2.3 Equal Cost Multipath
As another reference strategy, we include an equal cost multipath algorithm. It splits a ﬂow
evenly among a given number of paths. The equal cost multipath algorithm we use has two
parameters n and ∆l. n denotes the maximum number of paths considered. For a ﬂow f , the
n shortest paths are determined with a modiﬁed Dijkstra algorithm. The shortest of these
paths is denoted p∗. All paths that are more than ∆l hops longer than p∗ are discarded. If
there are more than n shortest paths left within ∆l hops, those that have the most overlapping
(same links) with the shortest path are discarded until only n paths are left. The traﬃc is
split up evenly among the remaining paths. This algorithm does not explicitly minimise any
of the metrics of Section 8.1; it is included for reference purposes only.
8.2.4 Explicit Routing
The explicit routing strategy is based on the explicit routing form of the multicommodity
ﬂow problem (see Section 7.2). The network’s topology is modelled by the set In respectively
On that contains the ingoing respectively outgoing links l of node n. The explicit routing
optimisation problem is given with Model 8.1 as a singlepath model and Model 8.2 as multi-
path model, both with the weighted maximum utilisation and average utilisation criteria as
objective function (8.5).
Variable rlf describes which proportion of ﬂow f is routed via link l. Constraint (8.6)
is the ﬂow conservation constraint: for all nodes that are not the ingress respectively egress
node of ﬂow f , the amount of traﬃc from ﬂow f that ﬂows into node n also has to leave node
n. Constraint (8.7) speciﬁes that 100% of a ﬂow f are inserted into the network at the ingress
node if . Because of (8.6) and (8.7) no extra constraint for the egress node ef is necessary.
(8.8) forces variable ξ to the maximum utilisation of all links l and in combination with (8.9)
ensures that the capacity cl of a link l is not exceeded.
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The multipath explicit routing problem can be solved e.g. with the simplex algorithm
[Dan51], the singlepath version is harder to solve because of the binary constraint (8.10).
It has to be solved with MIP solving techniques like for example branch & bound with LP
relaxation. Let F denote the number of ﬂows, N the number of nodes and L the number
of links. As O(L) = O(N) and O(F ) = O(N2) the number of constraints and therefore the
complexity of the explicit routing LP/MIP models is O(N3). The number of (computationally
expensive) binary variables in the singlepath model are O(N3). As this is a rather high
complexity, we next present a more eﬃcient model for traﬃc engineering.
8.2.5 Path Selection
As mentioned above, the explicit routing model is of high complexity. The main reason for
this is that it explicitly models the topology and thus the solution algorithm searches for
paths through the network at the same time as assigning the ﬂows to these paths so that the
traﬃc engineering goals are optimised. Especially for computing paths through the network,
there exist much better specialised algorithms like the Dijkstra algorithm [Dij59] than the
general LP/MIP solving algorithms.
Therefore, the optimisation problem can be simpliﬁed by precomputing the possible paths
for all ﬂows in a ﬁrst step. Then in a second step, the path(s) for each ﬂow are selected in
a way that optimises the objective function. Precomputing the paths can for example be
done with the modiﬁed Dijkstra algorithm in polynomial time. The optimisation models for
selecting one or more paths for each ﬂow among the precomputed ones are discussed below
and called path selection models.
If all possible paths for all ﬂows f are precomputed and used as input in the path selection
models, the path selection models yield the same optimal solution as the according explicit
routing model. However, as for a large topology the number of possible paths is extremely
high, only the shortest n paths for each ﬂow can typically be considered in the path selection
model, making the solution space of the path selection smaller than that of the explicit routing
problem. In that case, it is possible that the path selection model does not ﬁnd the globally
optimal solution. We investigate this experimentally in Section 8.4. At ﬁrst glance, this might
seem as a drawback but actually the fact that the path selection models use precomputed
paths gives the decision maker more control over the possible paths. The explicit routing
models could route a ﬂow over a path that are much longer than the shortest path. For the
path selection models, the decision maker can limit the paths for example so that they do
not have more than ∆l additional hops than the shortest path between two nodes.
The basic path selection model is mathematically speciﬁed as a mixed integer program-
ming (MIP) model in Model 8.3. It is a singlepath model. The multipath version of Model 8.3
is given by Model 8.5.
Model 8.3 accounts for four of the ﬁve traﬃc engineering goals discussed in Section 8.1. To
account for the congestion costs, additional parameters and variables are necessary. Model 8.4
is an extension of Model 8.3 that also accounts for the congestion costs in the objective
function.
The path selection models can be solved with the same methods as the explicit routing
models. Their complexity is reduced to O(N2).
The objective function (8.12) of Model 8.3 minimises the maximum utilisation, the average
utilisation, the average load, and the average path length. Each of these criteria is weighted
with a special parameter w, if a parameter w is set to zero, the according criterion is ignored
when searching for the optimal solution.
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Model 8.1 Explicit Routing (Singlepath)
Indices
f = 1, ..., F Flow f
n = 1, ..., N Node n
l = 1, ..., L Link l
Parameters
rf Size of ﬂow f
In Set of incoming links of node n
On Set of outgoing links of node n
if Ingress (start) node of ﬂow f
ef Egress (end) node of ﬂow f
wξ Weight for the maximum utilisation objective
wu Weight for the average utilisation objective
cl Capacity of link l
Variables
ξ Maximal link utilisation
alf Routing variable, ﬂow f is routed by this proportion on link l
Minimise wξξ + wu
1
L
∑
l
∑
f
rfalf
cl
(8.5)
subject to∑
l∈On
alf =
∑
l∈In
alf ∀f ∀n 
= if , ef (8.6)∑
l∈Oif
alf = 1 +
∑
l∈Iif
alf ∀f (8.7)
∑
f
rfalf ≤ clξ ∀l (8.8)
0 ≤ ξ ≤ 1 (8.9)
alf ∈ {0, 1} ∀l ∀f (8.10)
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Model 8.2 Explicit Routing (Multipath)
Constraint 8.10 is replaced with the following constraint in the otherwise unchanged
Model 8.1:
0 ≤ alf ≤ 1 ∀l ∀f (8.11)
Constraint (8.13) is the routing constraint and makes sure that every ﬂow is routed along
one path. Please note that in the basic model variable afp is a binary variable. If the binary
condition (8.18) is relaxed towards (8.22) multipath routing is allowed and a ﬂow can be split
up.
Constraint (8.14) sets the utilisation ul of a link l in relation to the amount of traﬃc routed
through that link and its capacity. Constraint (8.15) forces ξ to the maximum utilisation.
(8.16) to (8.18) form the non-negativity respectively binary constraints of Model 8.3.
In Model 8.4, the congestion costs are additionally added to the objective function (8.19).
They are measured with variable xsl that is set in (8.20) to the value by which the lower
threshold of step s of the congestion cost function is exceeded on link l. The congestion are
added weighted with capacity high capacity links are likely to be used by more users than low
capacity links; therefore, they should be weighted higher. The unweighted congestion costs
(the last term in the objective function) are included for reference only.
Please note that any algorithms could be used to calculate the paths that are used as
input for the path selection models. Throughout our experiments we use the same method
described above in Section 8.2.3 to the n shortest paths with minimal overlappings that have
no more than ∆l additional hops than the shortest path. How to choose the parameters n
and ∆l is discussed in Section 8.7.
8.3 Experiment Setup
In the rest of the chapter, the above presented traﬃc engineering strategies are evaluated
in a number of experiments. Each experiment is repeated N times. The average of the
performance metrics of Section 8.1 and the 95% conﬁdence intervals are derived from the
results. They are presented and discussed in the following sections.
For each experiment, a topology is selected; we use the DFN topology as default topology
for the all experiments. For some experiments, we also vary the topology. The topology is
modelled as a directed graph, the capacity of opposing links is assumed equal in all experi-
ments of this section.
A traﬃc matrix3 is necessary to evaluate the strategies. Unfortunately, measured traﬃc
matrices are not available as providers are reluctant to reveal information about their topology
and traﬃc characteristics or prohibit publication. Therefore, we have to generate artiﬁcial
traﬃc matrices based on information known about the characteristics of traﬃc matrices. We
generate multiple traﬃc matrices per experiment and vary the generation method during
the experiments – our experiments below show that the results are stable for diﬀerent traﬃc
matrices and generation methods.
3More exactly: the structural relationship between the traﬃc matrix and the link capacities of the topology
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Model 8.3 Path Selection (Singlepath)
Indices
f = 1, ..., F Flow f
p ∈ ρf Path p for ﬂow f
l = 1, ..., L Link l
Parameters
rf Size of ﬂow f
ρf Set of available paths for ﬂow f
lp Length of path p
cl Capacity of link l
φp Set of links belonging to path p
wξ Weight for the maximum utilisation objective
wu Weight for the average utilisation objective
wl Weight for the average load objective
wp Weight for the average pathlength objective
Variables
ξ Maximal link utilisation
ul Utilisation of link l
afp Routing variable, ﬂow f is routed via path p by the amount denoted with afp
Minimise wξξ + wu
1
L
∑
l
ul +w
l 1
L
∑
l
clul + w
p 1
F
∑
f
∑
p∈ρf
lpafp (8.12)
subject to∑
p∈ρf
afp = 1 ∀f (8.13)∑
f
∑
p | l∈φp
rfafp = clul ∀l (8.14)
ul ≤ ξ ∀l (8.15)
ξ ≥ 0 (8.16)
0 ≤ ul ≤ 1 ∀l (8.17)
afp ∈ {0, 1} ∀f ∀p ∈ ρf (8.18)
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Model 8.4 Path Selection with Congestion Costs (Singlepath)
Model 8.3 is extended as follows:
Index
s = 1, ..., S Step s of the congestion costs function, see Figure 8.2
Parameters
pxs Additional congestion costs in step s of the congestion costs function
qs Lower threshold of step s of the congestion costs function
wx Weight for the congestion costs objective (weighted with capacity)
w˜x Weight for the congestion costs objective (not weighted with capacity)
Variables
xsl Congestion costs variable, denotes by how much the threshold of step s of the
congestion cost function has been exceeded on link l
Minimise (8.12) + wx
∑
l
cl
∑
s
pxsxsl + w˜
x
∑
l
∑
s
pxsxsl (8.19)
subject to (8.13)-(8.18) and
xsl ≥ ul − qs ∀s ∀l (8.20)
xsl ≥ 0 ∀s ∀l (8.21)
Model 8.5 Path Selection (Multipath)
Constraint (8.18) of the otherwise unchanged Model 8.3 is replaced with
0 ≤ afp ≤ 1 ∀f ∀p ∈ ρf (8.22)
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8.3.1 Traﬃc Creation
Traﬃc ﬂows are created between all node pairs. [BDJT01] shows that traﬃc ﬂows diﬀer
drastically in their size (hence often named mice and elephants) and that POPs respectively
nodes in a POP level topology show large diﬀerences in throughput. We model this behaviour
with node weights; the node weight of the source and sink node massively inﬂuence the ﬂow
size. The node weight can be imagined to represent the size of the customer base served by
this node. Prior to the traﬃc generation, for each node n a node weight wn is randomly
selected from the list (1, 2, 3, 4) with the probabilities (60%, 20%, 10%, 10%).
Then, the size rf of traﬃc ﬂow f between ingress node if and egress node ef is drawn
from a uniform distribution in interval [0.6 · wif · wef , 3.0 · wif · wef ].
8.3.2 Capacity Assignment
Finally, the capacities of the links have to be determined. As the link capacities very strongly
inﬂuence the performance (see e.g. Section 9.1), it is very important to set them to “realistic”
values. Similar to a QoS system, also the traﬃc engineering method has the most impact in
times when the network is highly loaded. Therefore, for our evaluation a high-load as they
typically occur in the late morning or early evening hours [Rob01] situation is assumed.
In a real network, traﬃc volumes increase over times and link capacities are upgraded
in regular intervals and discrete steps by adding new or upgraded line cards to the routers.
A typical approach is to double the capacity of a link once a certain utilisation threshold
is exceeded. How large this threshold is strongly depends on the timescale used for the
utilisation. For our evaluation of traﬃc engineering, we assume that the evaluation is based
on a rather short timescale and a busy period.
SDH SONET Line Rate
STM-1 OC-3 155.520 Mbps
STM-4 OC-12 622.080 Mbps
STM-16 OC-48 2488.320 Mbps
STM-64 OC-192 9953.280 Mbps
STM-256 OC-768 39813.120 Mbps
Table 8.1: SDH/SONET Data Rates
We use the following algorithm to set the link capacities (bandwidths) in order to reﬂect
that the network has a history and has grown to satisfy the traﬃc patterns:
1. Each link is assigned an arbitrary starting bandwidth of 155. This value is motivated
by the bandwidth provided by STM-1/OC-3 links, see Table 8.1.
2. The utilisation of all links is determined based on the assumption that the ﬂows are
routed on their shortest path through the network.
3. If the utilisation of a link exceeds 80%, the bandwidth of the link is doubled successively
until the utilisation is below 80%. This represents the “history” of the network and that
it has grown to accommodate the traﬃc.
The drawback of this approach is that the network capacities will be optimised to a
certain extent for the shortest path routing algorithm which can give it a slight edge
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compared to the other algorithms. In Section 8.5.4, the generation method is therefore
varied and diﬀerent traﬃc distributions are analysed.
4. As the next step, each traﬃc ﬂow is increased randomly by 1% to 10% to introduce
more variation and to make sure that the capacities are not fully optimised for shortest
path routing. One can imagine that this represents traﬃc growth since the network
was expanded the last time.
5. If the bandwidths of two opposite links are not equal, they are set to the maximum of
the two bandwidths so that the bandwidth between two nodes is symmetrical.
8.4 Explicit Routing versus Path Selection
As mentioned above, the path selection strategies oﬀer a reduced computational complexity
over the explicit routing strategies at the costs of a reduced solutions space because the choice
of paths is restricted. The reduced solution space can lead to sub-optimal results with respect
to the selected objective function. To evaluate how likely sub-optimal results are we run an
experiment with N = 50 repetitions with the singlepath and multipath strategies for the
DFN topology (see Figure C.1). For the path selection algorithm we chose two diﬀerent sets
of paths, one with a maximum number of n = 5 paths between each node pair and maximal
∆l = 2 additional hops and one with the shortest n = 10 paths and any number of additional
hops allowed (∆l = ∞). The maximum utilisation was chosen as objective function with
a weight of 1000 and the average utilisation with a weight of 1. As can be seen from the
results in Tables 8.2 and 8.3, the 10/∞ path selection and the explicit routing strategy came
to the same solution for all 50 diﬀerent problem incarnations. However, the explicit routing
strategy needed considerably more time4. The 5/2 path selection strategy leads to the same
results for the primary objective function and due to the reduced solution space to slightly
worse results for the secondary objective function. It is, however, very fast to solve.
Because of their better computational performance, their increased ﬂexibility, and the
insigniﬁcant diﬀerence in the results we focus on the path selection strategies in the rest of
the chapter.
Strategy Time to Solve [s] Maximum Utilisation Average
Utilisation
Shortest-Path 0.289 88.906% 53.7%
Path Selection 5/2 1.748 82.329% 52.34%
Path Selection 10/∞ 5.296 82.329% 52.21%
Explicit Routing 18.553 82.329% 52.21%
Table 8.2: Explicit Routing versus Path Selection, Multipath
8.5 Performance Evaluation
In this section, the performance of diﬀerent traﬃc engineering strategies is evaluated. The
shortest path strategy is used as a reference and several path selection strategies with diﬀerent
4The time to solve in Tables 8.2 and 8.3 was measured on a 2GHz Mobile Pentium with 512MB RAM using
the MIP solver CPlex [ILO04].
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Strategy Time to Solve [s] Maximum Utilisation Average
Utilisation
Shortest-Path 0.289 88.906% 53.7%
Path Selection 5/2 9.383 85.376% 53.63%
Path Selection 10/∞ 17.282 85.376% 53.18%
Explicit Routing 33.695 85.376% 53.18%
Table 8.3: Explicit Routing versus Path Selection, Singlepath
objective functions are evaluated. Their parameters n and ∆l are set to n = 5 and ∆l = 2.
The eﬀect of changing these parameters is analysed in Section 8.7. The ﬁrst experiments are
based on the DFN topology, other topologies are evaluated in Section 8.5.3. We start with
multipath routing. The discussion of the singlepath variant of the strategies will be subject
of Section 8.6. Table 8.4 lists the selected strategies and their abbreviations.
Strategy Denotation
SP Shortest Path Routing
CC Path Selection: Minimise (Weighted) Congestion Costs
CCuw Path Selection: Minimise Unweighted Congestion Costs
Umax Path Selection: Minimise Maximum Utilisation
UmaxLav Path Selection: Minimise Maximum Utilisation with
wξ = 1000 and Average Load with wl = lSP
lSP is the average load of the SP strategy
UmaxPav Path Selection: Minimise Maximum Utilisation with w
ξ = 1000 and
Average Path Length with wp = 1
UmaxUav Path Selection: Minimise Maximum Utilisation with w
ξ = 1000 and
Average Utilisation with wu = 1
Uav Path Selection: Minimise Average Utilisation
UavPav Path Selection: Minimise Average Utilisation with w
u = 1000 and
Average Path Length with wp = 1
PavLav Path Selection: Minimise Average Path Length with w
p = 1000 and
Average Load with wl = 1
Lav Path Selection: Minimise Average Load
Table 8.4: Abbreviations of the Traﬃc Engineering Strategies
We evaluate the performance of the strategy based on all metrics discussed in Section 8.1.
Our focus, however, will be on the congestion costs because it captures the overall performance
of a network best. The absolute value of the congestion costs respectively link load bears no
deeper meaning, therefore these values are normalised relative to those yielded by the SP
strategy.
8.5.1 Basic Experiment
The average and 95% conﬁdence intervals over all N = 20 diﬀerent randomly created proble
incarnations are summarised in Table 8.5 and shown in Figure 8.3.
The congestion costs are evaluated ﬁrst. As the CC respectively CCuw strategies directly
optimise the congestion costs, they yield the minimal congestion costs respectively unweighted
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Table 8.5: Results of the Basic Experiment
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Figure 8.3: Basic Results
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congestion costs. All other strategies show a bad performance with respect to congestion.
Only a few of them (Umax, UmaxLav, Lav) perform a little better than the shortest path (SP )
reference strategy. Compared to SP , they can reduce the overall congestion of the network
only by 1% or 2%. The other strategies perform worse than the shortest path strategy with
respect to the congestion. Of all, the Uav strategy leads to the worst performance. Part of
theses results can be attributed to the fact that due to our method of generating the traﬃc
and the link capacities the network capacities are relatively well adapted for the shortest path
strategy. The extent of this eﬀect is analysed in Section 8.5.4. Also, for other topologies the
performance of the traﬃc engineering strategies compared to SP improves, see Section 8.5.3.
Comparing the results for the unweighted congestion costs with those of the weighted (de-
fault) congestion costs, some interesting eﬀects can be observed. To explain them, one has to
keep in mind that the diﬀerence between the utilisation of a link and the load of a link is the
factor link capacity. The link capacities are also the diﬀerence between the weighted and un-
weighted congestion costs – the link capacity inﬂuences the weighted but not the unweighted
congestion costs. This explains why the strategies that consider the average load (UmaxLav,
PavLav , Lav) and therefore (indirectly) the link capacities perform relatively better for the
weighted congestion costs than for the unweighted ones. Vice versa, the strategies that con-
sider the average utilisation (UmaxUav, Uav, UavPav) and therefore ignore the link capacities
when calculating the average perform relatively better for the unweighted congestion costs.
Next, the maximum utilisation performance metric is evaluated for all strategies. The
maximum utilisation of a network shows how loaded the bottleneck link respectively links
of that network are. As can be seen from Table 8.5, all Umax strategies lead to the lowest
maximum utilisation as the maximum utilisation is their objective function. Besides these
strategies, the CC and CCuw strategies – despite having a diﬀerent objective function – also
lead to the lowest maximum utilisation. This is also not surprising, considering the convex
shape of the congestion cost function that gives strong incentives to keep the utilisation low.
The Uav and PavLav strategies lead to an unacceptably high maximum utilisation and
thus create at least one bottleneck that is higher utilised than the bottleneck in the shortest
path routed network. This behaviour should be avoided by traﬃc engineering strategies.
These strategies can therefore not be recommended.
Looking at the average utilisation as performance metric one can notice that all strategies
except UmaxPav and PavLav lead to an average utilisation very close to that of the SP
reference strategy. The strategies minimising the average utilisation – especially UmaxUav
and Uav – lead to a slightly lower average utilisation. There is a trade-oﬀ between optimising
average load and average utilisation. This can be seen also in the results for the average load
performance metric. There, all strategies except UmaxUav and Uav lead to almost the same
average load5 as the SP reference strategy while UmaxUav and Uav lead to signiﬁcantly higher
average loads. There is no potential for reducing the average load compared to SP , as the
average load is automatically minimised if ﬂows are routed along their shortest path. Only if
ﬂows are routed on a path that is longer than the shortest path the average load is increased
– and besides that obviously also the average path length. This is also visible for the average
path length, only UmaxUav and Uav show a signiﬁcant increase in the average path length
compared to the reference strategy, the increase of the path length for the other strategies
is very small. This result shows that there is no reason to worry about the increase of the
propagation delay for the traﬃc engineering strategies. Also, for all path selection strategies
the maximum increase of the propagation delay is controlled by the parameter ∆l.
5Most diﬀerences are smaller than 10−2.
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Next, the performance for the individual strategies is summarised. CC performs very well
for all criteria and can therefore be recommended without doubt. Also, it shows the best
performance with respect to the congestion cost metric which we deem the most important
metric. CC also performs signiﬁcantly better than the SP strategy. It reduces the overall
congestion by 14%.
The excellent performance of CC reﬂects itself also in the performance of the related CCuw
strategy. Here, the congestion costs are not weighted in the objective functions, congestion
on a low bandwidth link is therefore treated the same as congestion on a high bandwidth
link. As explained before, we do not recommend doing this, nevertheless, the performance of
the CCuw strategy is very good.
The Umax strategy and the derivatives of that strategy that minimise the average load,
utilisation or path length as secondary objective show obviously the best performance for
the maximum utilisation metric. Also they perform well for the average utilisation (except
UmaxPav), path length (except UmaxUav) and load (except UmaxUav). However, for the con-
gestion costs they do not perform well. UmaxPav and UmaxUav perform especially badly
and cannot be recommended. If a Umax strategy has to be used, UmaxLav should be used.
However, the CC strategies perform signiﬁcantly better and should be favoured.
Uav minimises the average utilisation only and cannot be recommended. The performance
improves considerably if the objective function is combined with a second objective function
as in UavPav . However, UmaxLav and especially CC then still perform better. Similarly,
PavLav and Lav perform worse than these two mentioned strategies.
8.5.2 Variation of the Congestion Cost Function
We argued above that the congestion cost function is the best and most important traﬃc
engineering performance metric. While it is clear that the congestion cost function is of
a convex shape, the question remains how the exact shape of the function inﬂuences the
results. In this section, we evaluate this inﬂuence by repeating the above experiments for
the three diﬀerent congestion cost function of Figure 8.2. The resulting congestion costs are
summarised in Table 8.6. The evaluation of other criteria like the average utilisation, the
average load and the average path length was never aﬀected more than 1%.
As one can see, the strategies that perform exceptionally bad with respect to congestion
costs (Uav, PavLav) are inﬂuenced to a great extent by the exact shape of the congestion
cost function. Nevertheless independent of the shape, they remain the worst strategies with
respect to congestion costs.
The other strategies are inﬂuenced only slightly by the congestion cost function. The exact
shape of the congestion function does not inﬂuence the ranking of the strategies. However,
advantage of the CC strategies compared to the SP strategy depends on the shape of the
congestion cost function. In the experiment, this advantage varies between 5% and 14%. The
relatively small advantage for congestion cost function (3) can be explained by the relatively
small steepness of the function for high values of utilisation. By rerouting ﬂows highly utilised
links are relieved by the CC strategy. The higher the steepness of the function the higher
the lowered utilisation reﬂects itself in the results.
The results of this experiment show that for the choice of the strategy the exact shape
of the congestion cost function is not important. This is important for the application of
the congestion cost strategies because it cannot be expected that a single function can be
speciﬁed for a network that exactly represents the inﬂuence of the link utilisation on the
congestion for all traﬃc types and users (see also Section 9.1). Congestion cost functions will
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Original (1) Function (2) Function (3)
av conf av conf av conf
SP 1.00 - 1.00 - 1.00 -
CC 0.86 0.02 0.91 0.02 0.95 0.01
CCuw 0.89 0.02 0.94 0.02 0.98 0.02
Umax 0.99 0.01 0.99 0.01 0.98 0.01
UmaxLav 0.98 0.01 0.98 0.01 0.98 0.01
UmaxPav 1.04 0.05 1.03 0.05 1.05 0.04
UmaxUav 1.27 0.09 1.23 0.08 1.16 0.07
Uav 2.59 0.44 2.03 0.27 3.40 0.84
UavPav 1.02 0.03 1.01 0.02 1.02 0.03
PavLav 1.83 0.26 1.49 0.15 2.52 0.49
Lav 0.98 0.01 1.00 0.00 1.00 0.00
See Figure 8.2 for the shape of the congestion cost functions.
Table 8.6: Congestion Cost Metric for the Strategies Diﬀerent Congestion Cost Functions
always be approximations and estimates. Due to the relatively small inﬂuence of the exact
shape, however, this does not matter much.
8.5.3 Inﬂuence of the Topologies
The previous experiments were based on the DFN topology. In this section, the inﬂuence
of the topology network graph on the performance of the traﬃc engineering strategies is
evaluated. The diﬀerent analysed topologies and their basic connectivity properties like the
diameter and the out-degree distribution are presented in Appendix C.
Because of the little inﬂuence of the other metrics in the previous experiments the evalua-
tion is restricted here to the congestion cost metric (Table 8.7) and the maximum utilisation
metric (Table 8.8).
As one can see from the results, the topology signiﬁcantly inﬂuences the performance of
all traﬃc engineering strategies. We ﬁrst address the question of how the topology inﬂuences
the ranking of the strategies and next, how the topology inﬂuences the overall beneﬁt of
traﬃc engineering compared to shortest path routing.
The ranking of the strategies depends on the topology. While most strategies show similar
behaviour for all topologies, the performance and ranking of UmaxUav , Uav, and PavLav with
respect to congestion costs depend strongly on the topology. UmaxUav becomes the best
strategy of all Umax based strategies for topologies like Colt and Artiﬁcial-2/3 and the worst
of them for topologies like the DFN and C&W. The diﬀerent parameters of the topologies
(Table C.1) oﬀer no clear explanation for that. Uav and PavLav show the same trend for the
same topologies as UmaxUav. Looking at the maximum utilisation, the Deutsche Telekom
topology shows a very low overall utilisation because its very small size (see Table C.1) leads
to suﬃcient bandwidth on most links in the ﬁrst step of the bandwidth assignment, see
Section 8.3. This stresses that – as in every experiment based on randomly generated traﬃc
– it is important to vary the generation method. We do so in the next section.
Besides that, the maximum utilisation results also show that diﬀerent topologies have
a diﬀerent potential for optimisations. The SP strategy has a maximum utilisation closely
to 80% in all topologies (except Deutsche Telekom). The Umax strategies can reduce the
CHAPTER 8. EVALUATION OF TRAFFIC ENGINEERING 164
DFN Dt. Telekom Colt C&W
av conf av conf av conf av conf
SP 1.00 - 1.00 - 1.00 - 1.00 -
CC 0.86 0.02 0.94 0.05 0.87 0.02 0.85 0.01
CCuw 0.89 0.02 0.94 0.05 0.89 0.02 0.88 0.02
Umax 0.99 0.01 0.97 0.05 0.99 0.01 1.00 0.01
UmaxLav 0.98 0.01 0.95 0.05 1.00 0.01 1.00 0.02
UmaxPav 1.04 0.05 0.94 0.05 0.99 0.1 1.02 0.04
UmaxUav 1.27 0.09 0.94 0.05 0.96 0.02 1.20 0.06
Uav 2.59 0.04 0.99 0.06 1.09 0.05 2.14 0.19
UavPav 1.02 0.03 0.99 0.07 1.05 0.03 1.36 0.10
PavLav 1.83 0.03 0.97 0.06 1.30 0.07 1.67 0.14
Lav 1.00 0.00 0.96 0.06 1.14 0.06 1.11 0.07
SWITCH Artiﬁcial-1 Artiﬁcial-2 Artiﬁcial-3
av conf av conf av conf av conf
SP 1.00 - 1.00 - 1.00 - 1.00 -
CC 0.91 0.02 0.91 0.02 0.79 0.02 0.78 0.02
CCuw 0.94 0.02 0.94 0.02 0.82 0.02 0.79 0.02
Umax 1.07 0.07 1.01 0.03 0.94 0.08 0.89 0.03
UmaxLav 0.99 0.01 0.97 0.02 0.94 0.03 0.91 0.02
UmaxPav 0.98 0.01 0.96 0.02 0.96 0.02 0.83 0.02
UmaxUav 1.16 0.03 1.00 0.02 0.90 0.03 0.87 0.02
Uav 1.67 0.13 1.08 0.05 1.00 0.10 0.94 0.03
UavPav 1.07 0.07 1.01 0.03 0.94 0.08 0.89 0.03
Lav 1.00 0.00 1.23 0.08 1.37 0.10 1.07 0.06
PavLav 1.05 0.03 1.31 0.07 1.47 0.11 1.06 0.04
Table 8.7: Normalised Congestion Costs for Diﬀerent Topologies
CHAPTER 8. EVALUATION OF TRAFFIC ENGINEERING 165
DFN Dt. Telekom Colt C&W
av conf av conf av conf av conf
SP 0.80 0.02 0.53 0.07 0.80 0.01 0.80 0.01
CC 0.76 0.03 0.40 0.05 0.79 0.01 0.78 0.02
CCuw 0.76 0.03 0.41 0.05 0.78 0.01 0.78 0.02
Umax 0.76 0.02 0.42 0.07 0.79 0.01 0.77 0.02
UmaxLav 0.76 0.02 0.39 0.07 0.77 0.01 0.76 0.02
UmaxPav 0.76 0.03 0.39 0.05 0.75 0.02 0.76 0.02
UmaxUav 0.76 0.03 0.39 0.05 0.75 0.02 0.76 0.02
Uav 0.95 0.03 0.44 0.08 0.89 0.03 0.98 0.02
UavPav 0.80 0.02 0.45 0.08 0.82 0.01 0.93 0.03
PavLav 0.94 0.03 0.44 0.07 0.98 0.01 0.97 0.02
Lav 0.94 0.03 0.44 0.07 0.98 0.01 0.97 0.02
SWITCH Artiﬁcial-1 Artiﬁcial-2 Artiﬁcial-3
av conf av conf av conf av conf
SP 0.79 0.01 0.79 0.01 0.80 0.01 0.79 0.01
CC 0.78 0.01 0.77 0.02 0.76 0.02 0.73 0.03
CCuw 0.78 0.01 0.77 0.02 0.76 0.02 0.73 0.03
Umax 0.78 0.02 0.76 0.02 0.76 0.02 0.73 0.03
UmaxLav 0.78 0.02 0.76 0.02 0.76 0.02 0.73 0.03
UmaxPav 0.78 0.02 0.76 0.02 0.76 0.02 0.73 0.03
UmaxUav 0.78 0.02 0.76 0.02 0.76 0.02 0.73 0.03
Uav 0.96 0.02 0.85 0.04 0.81 0.04 0.83 0.04
UavPav 0.82 0.03 0.83 0.04 0.80 0.03 0.81 0.04
PavLav 0.87 0.04 0.99 0.01 0.97 0.01 0.93 0.03
Lav 0.79 0.01 0.96 0.03 0.95 0.02 0.92 0.04
Table 8.8: Maximum Utilisation for Diﬀerent Topologies
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maximum utilisation by 2% to 7% depending on the topology.
CC remains the best overall strategy for all topologies, it reduces congestion by 6% to
22%. For some of the topologies, it also leads to the optimal maximal utilisations and in that
respect is always better than SP .
8.5.4 Variation of the Traﬃc Distribution
As has been pointed out before, the inﬂuence of the traﬃc generation process has to be
evaluated, too. The following variations to the procedure described in Section 8.3 were
evaluated to a subset of all traﬃc engineering strategies:
1. Assignment of equal node weights for all nodes in the network.
If equal node weights are assigned to all nodes, the traﬃc is spread more evenly among
the topology than in the basic setup.
Table 8.9 depicts the results (Experiment Setup 1). The beneﬁt of traﬃc engineering
improves a lot if the traﬃc is spread more evenly among the topology. In that case,
all strategies show far better performance than shortest path routing. The maximum
utilisation is now almost half of that of the shortest path routing.
The behaviour is explained by the fact that if node weights diﬀer, ﬂows between two
diﬀerent node pairs can diﬀer by a great amount. If that is the case, the bandwidths
of the links of the network are likely to also diﬀer to some extents as we assumed the
network to be roughly adapted to the traﬃc. The diﬀering ﬂows and link bandwidths
limit the rerouting of ﬂows as large ﬂows can only be rerouted to a great extent on
other high-bandwidth links. This limits the traﬃc engineering potential in the case of
diﬀerent node weights and explains the observed behaviour.
2. Assignment of equal bandwidth to all links.
In a diﬀerent setup, we assign all links equal bandwidth. This removes possible advan-
tages for the SP strategy because the bandwidth assignment process in the basic setup
used the shortest paths to derive reasonable bandwidth settings.
The results are shown in Table 8.9 (Experiment Setup 2). All traﬃc engineering strate-
gies show now very similar performance, the congestion can be reduced by 10%, the
maximum utilisation by 5%. The now smaller advantages of the CC strategies com-
pared to the others with respect to the congestion is explained by the fact that due to
the diﬀerent setting of bandwidth the network is now less utilised on average. This is
also visible from the maximum utilisation values of the SP strategy. Because of the
lower overall utilisation and the exponential shape of the congestion cost function CC
has less advantages and the performance diﬀerences between the strategies are smaller.
3. Bandwidth assignment based on the EQMP (equal cost multipath) strategy instead of
the SP strategy.
A possible bias towards SP can be analysed by replacing SP in the creation process
with a diﬀerent strategy, in this case EQMP .
The results for EQMP with n = 3 paths are shown in Table 8.9 (Experiment Setup
3). A behaviour similar to that in experiment setup 1 can be observed, albeit not
as extreme. The explanation is similar; ﬂows are now assumed to be spread over the
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Congestion Costs
Experiment Setup Default 1 2 3
Strategy av conf av conf av conf av conf
SP 1.00 - 1.00 - 1.00 - 1.00 -
CC 0.86 0.02 0.81 0.01 0.90 0.04 0.90 0.04
CCuw 0.89 0.02 0.81 0.02 0.90 0.04 0.90 0.04
Umax 0.99 0.01 0.84 0.01 0.97 0.03 0.98 0.01
UmaxLav 0.98 0.01 0.81 0.01 0.91 0.03 0.92 0.03
UmaxPav 1.04 0.05 0.81 0.01 0.91 0.04 0.90 0.04
UmaxUav 1.27 0.09 0.81 0.01 0.92 0.04 0.92 0.03
UavPav 1.02 0.03 0.81 0.01 0.91 0.04 0.91 0.04
Maximum Utilisation
Experiment Setup Default 1 2 3
Strategy av conf av conf av conf av conf
SP 0.80 0.01 0.75 0.01 0.70 0.05 0.68 0.06
CC 0.76 0.03 0.42 0.01 0.65 0.06 0.62 0.08
CCuw 0.76 0.03 0.42 0.01 0.65 0.06 0.62 0.08
Umax 0.76 0.03 0.42 0.01 0.65 0.05 0.62 0.08
UmaxLav 0.76 0.02 0.42 0.01 0.65 0.06 0.62 0.08
UmaxPav 0.76 0.03 0.42 0.01 0.65 0.06 0.62 0.08
UmaxUav 0.76 0.03 0.42 0.01 0.65 0.06 0.62 0.08
UavPav 0.80 0.02 0.49 0.01 0.65 0.05 0.63 0.07
Table 8.9: Variation of the Traﬃc Distribution
three shortest paths for the bandwidth calculation which creates a more even traﬃc
distribution leading to the eﬀects observed and explained above.
8.5.5 Conclusions
As a conclusion of the performance evaluation we recommend the CC strategy for traﬃc
engineering as its overall performance is better than that of the other strategies under all
evaluated circumstances. It optimises the congestion costs that we deem the most important
metric. The congestion costs consider all links but – because of the convex shape – higher
utilised links inﬂuence the routing decision more. Also, we recommend use of the weighted
congestion costs with the link bandwidth because high-bandwidth links are likely to be used
by more users and should thus have more inﬂuence on the routing decision. Therefore, the
weighted congestion costs were used in this section as default. Other strategies try minimising
the maximum or average utilisation, the average load or the path length or a combination of
these objectives did not perform well in all experiments.
8.6 Singlepath versus Multipath
So far, the evaluation was focused on the multipath strategies that were allowed to split
a ﬂow in order to be routed on multiple diﬀerent paths through the network. Contrary
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to that, singlepath strategies route one traﬃc ﬂow on a single path through the network.
As the solution space of the singlepath strategies is restricted, they cannot show a better
performance with respect to the objective function than the according multipath strategy.
In this section, we evaluate the performance loss for the traﬃc engineering strategies. We
focus on the congestion costs and maximum utilisation, as the other metrics did not show a
signiﬁcant diﬀerence.
The relative diﬀerence in congestion costs respectively maximum utilisation of the sin-
glepath variants of the previously discussed traﬃc engineering compared to the multipath
solution is presented in Table 8.10 for diﬀerent topologies.
Congestion Costs
Strategy DFN Deutsche Telekom Colt Telekom Cable & Wireless Artiﬁcial-2
CC 0.03% 0.46% 0.01% 0.06% 0.01%
CCuw 0.34% 0.52% 0.11% 0.36% 0.14%
Umax 7.61% 7.19% 2.03% 9.76% -12.39%
UmaxLav 1.03% 0.27% -0.62% -0.31% -3.51%
UmaxPav -6.88% 2.22% -0.84% -6.14% 9.80%
UmaxUav -1.23% 1.69% -0.16% -1.39% -0.66%
Maximum Utilisation
Strategy DFN Deutsche Telekom Colt Telekom Cable & Wireless Artiﬁcial-2
CC 0.01% 0.03% 0.00% 0.00% 0.00%
CCuw 0.01% 0.03% 0.00% 0.00% 0.00%
Umax 0.00% 0.00% 0.00% 0.00% 0.00%
UmaxLav 0.00% 0.00% 0.00% 0.00% 0.00%
UmaxPav 0.00% 0.00% 0.00% 0.00% 0.00%
UmaxUav 0.00% 0.00% 0.00% 0.00% 0.00%
Table 8.10: Relative Diﬀerence in Congestion Costs and Maximum Utilisation of the
Single-Path Strategy Compared to the Multi-Path Strategies for Diﬀerent Topologies
The singlepath CC strategy shows a very small and almost negligible performance loss
compared to the multipath CC strategy. The largest performance loss is 0.46%, occurring
at the relatively small Telekom topology. For the larger topologies, the performance loss is
below 0.06%.
The performance loss of CCuw lies in the same order of magnitude. For the Umax strategies
the maximum utilisation only increases by less than 0.01%, that performance loss is negligible.
However, if the congestion costs are evaluated for these strategies, it becomes obvious that
the singlepath and multipath solutions diﬀer in their routing. The congestion costs are
inﬂuenced randomly by the singlepath routing variant, because they are not optimised by
the Umax strategies directly. Depending on the strategy and topology, they can signiﬁcantly
improve the congestion situation. Despite this eﬀect, the CC strategies still always perform
signiﬁcantly better than the Umax strategies.
To summarise, the performance loss of singlepath strategies compared to multipath strate-
gies is negligible. The only drawback of the singlepath strategies is therefore the fact that
they need more time to solve (see Table 8.2 and 8.3), as the singlepath MIP models use binary
variables.
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8.7 Inﬂuence of the Set of Paths
The path selection strategies use a precomputed set of paths for their optimisation. In this
section the inﬂuence of this set of paths on the performance of the path selection strategies
is evaluated.
Two parameters (n and ∆l) are used to precompute the paths for each node pair. Para-
meter n is the upper bound on the number of paths that are taken into account. Parameter
∆l denotes the maximum number of additional hops compared to the shortest path that are
allowed for paths in the set.
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Figure 8.4: Inﬂuence of n on the Performance
The results are depicted in Figure 8.4 and 8.5. Figure 8.4 shows the congestion costs for
the DFN topology and for diﬀerent traﬃc engineering strategy. The maximum number of
paths n is shown on the x-axis. It can be seen that the CC strategy clearly improves if n is
increased. This can be expected. The largest performance increase occurs if n is increased
from 1 – where all path selection strategies are eﬀectively identical to the SP strategy – to
2. After that, the performance increase is signiﬁcantly smaller.
Figure 8.5 shows the performance change if ∆l is increased (for n = 5). The performance
gain of CC is very small. This can be expected, as the previous experiments have already
shown that the CC strategy does not tend to increase the average path length very much -
therefore it does not make much use of the additional (longer) paths.
An important question to answer is what the optimal settings are for n and ∆l. As the
performance increase for values of n > 5 and ∆l > 2 is negligible for CC, the recommend 5
and 2 for n and ∆l. Higher values only lead to more computational complexity.
8.8 Summary and Conclusions
In this chapter, diﬀerent traﬃc engineering strategies were discussed. They can be distin-
guished into path selection and explicit routing models. Explicit routing models show a very
small performance advantage at the cost of computational complexity that prohibits their
use for large networks. Path selection strategies can be computed much faster, are also more
ﬂexible, and oﬀer the decision maker more control as they use a set of precomputed paths.
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Figure 8.5: Inﬂuence of ∆l on the Performance
Traﬃc engineering strategies can also be distinguished into singlepath and multipath
strategies, depending on whether they can split a ﬂow into subﬂows and route them over
diﬀerent paths through the network. Multipath strategies have a theoretical performance
advantage. In our experiments, it turned out that this advantage is extremely small for
realistic topologies.
We introduced diﬀerent metrics for measuring the performance of traﬃc engineering.
Naturally, it makes sense to use these metrics as objective functions for the traﬃc engineering
strategies. We did so for the path selection strategies. We argued that the congestions costs
are the best performance metric. The strategies were evaluated in extensive simulations
during which we investigated diﬀerent topologies, diﬀerent congestion cost functions, and
traﬃc distributions. Throughout all of these experiments, the CC strategy showed the best
overall performance. Contrary to most other strategies, it performed well for practically all
performance metrics. It can therefore be recommended without doubt. The other strategies
showed ﬂaws and bad performance in some or many cases and can therefore not generally be
recommended.
Using the correct strategy, traﬃc engineering can reduce the congestion of a highly loaded
network and therefore directly improve the QoS. This advantage can also be used to increase
the eﬃciency because more traﬃc can be served with the same capacity respectively capacity
expansions can be delayed and costs saved. This eﬀect is also visible in the next chapter
where capacity expansion is discussed. However, for several topologies and traﬃc distri-
butions the advantages were rather small compared to the much simpler (and expectedly
cheaper) solution of simply using shortest path routing. Therefore, traﬃc engineering cannot
be recommended generally, an INSP has to carefully weigh the beneﬁt of the increased QoS
against the additional costs for the traﬃc management equipment, costs for staﬀ and training,
etc.
Chapter 9
Network Engineering
In this chapter, the inﬂuence of network engineering on the eﬃciency and QoS of a network
is investigated. As argued in Section 7.1, capacity expansion is the most frequent network
engineering task of an INSP. Therefore we focus on capacity expansion. We start by evalu-
ating the inﬂuence of capacity on the performance of diﬀerent QoS systems in Section 9.1.
Diﬀerent capacity expansion strategies are evaluated in Section 9.2. We base this analysis
on the results of the previous chapter by incorporating the previously found best traﬃc engi-
neering algorithms into our analyses. The mutual inﬂuence of capacity expansion and traﬃc
engineering is also analysed in that section. Finally in Section 9.3, we investigate the eﬀect
of elastic traﬃc on traﬃc matrices in the context of capacity expansions.
9.1 Quality of Service Systems and Network Engineering
Capacity Expansion deals with increasing the network capacity of a network. Internet traﬃc
volumes are growing very fast. Numbers presented in [Odl03] indicate that the traﬃc volume
is increasing by 70-150% per year. Therefore, the capacity of a network has to be adapted
regularly to the growing needs.
The eﬀect of capacity expansion on the performance of diﬀerent QoS systems is analysed
by the following experiment. It is based on the packet simulations that are in detail described
in Chapter 4, especially Section 4.4. We repeat the experiments of Section 4.41 with varying
levels of capacity (bandwidth and buﬀer), starting with half the capacity used in Section 4.4;
the capacity multiplicator is depicted on the x-axis of the following graphs.
The utility of the accepted ﬂows is used as performance measure of the overall network
performance. It is depicted in Figures 9.1 and 9.2 for the four diﬀerent types of traﬃc. Please
note, that the maximum possible utility is 1.0.
As one can see for all QoS systems, the overall utility obviously increases with the amount
of available capacity. There are, however, great diﬀerences between the diﬀerent QoS systems.
The utility of all QoS systems without admission control2 breaks down quickly if the
capacity of the network is too low. For the QoS systems with admission control, the utility
of the accepted CBR and VBR ﬂows does not break down as these ﬂows are protected by
the QoS system. However, the number of rejected customers increases: For Intserv and CBR
traﬃc, the rejection rate is 48.1% for a capacity factor of 1 and 3.4% for one of 4.
1DFN topology, traﬃc mix A
2Best-Eﬀort, Diﬀserv without Bandwidth Broker
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Figure 9.1: Utility of the TCP Flows for Diﬀerent QoS Systems as a Function of the
Capacity
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Figure 9.2: Utility of the Accepted Inelastic Flows for Diﬀerent QoS Systems as a Function
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For the experiment, the CBR and VBR ﬂows were assumed to be of higher importance
than the short-lived TCP ﬂows. The long-lived TCP ﬂows were assumed to resemble peer-to-
peer or similar traﬃc with the lowest importance. The strongest diﬀerentiation between the
ﬂows is visible for the Olympic Diﬀserv QoS systems, where the performance of the long-lived
TCP ﬂows breaks down long before that of the CBR/VBR ﬂows.
Figures 9.1 and 9.2 also show that in order to support CBR/VBR (multimedia) ﬂows
with a plain best-eﬀort architecture suﬃcient capacity is even more important than for the
other QoS systems.
On the other side, the experiment also shows that if capacity is available in abundance,
there is no signiﬁcant diﬀerence between the various QoS systems.
9.2 Capacity Expansion
Because Internet traﬃc is continuously increasing, capacity expansion is extremely important
to maintain QoS. While QoS systems diﬀer in their ability to maintain a high QoS in the
face of scarce capacities, the performance of all system breaks down if the capacity is too
low, as was shown in the previous section. On the other hand, if capacity is expanded too
early, the additional capacity remains largely unused for some time and the eﬃciency of the
network suﬀers. In interviews with INSPs and a report in [HS04], we found that most INSPs
use rules of thumb as link capacity expansion strategy in a continuous planning process. The
typical rule of thumb is to trigger the expansion of a link once a certain utilisation threshold
is exceeded.
In this section, the capacity expansion problem is modelled as an optimisation problem.
The mutual inﬂuence of capacity expansion and traﬃc engineering is also considered. Diﬀer-
ent strategies are compared with the mentioned rule of thumb and some variations of it in
a series of experiments in order to analyse the inﬂuence of the strategies and to identify the
best strategy.
Capacity expansion is based on predictions of future traﬃc that typically are uncertain
– contrary to the traﬃc engineering experiments in the previous chapter that is based on
actual (measurable) traﬃc. Therefore, and contrary to almost all of the related works (see
Section 7.1), we now also consider the uncertainty involved in predicting future traﬃc demand
in our experiments.
9.2.1 Capacity Expansion Process
The typical capacity expansion process is depicted in Figure 9.3. Multiple periods t are
investigated, the traﬃc changes from period to period. In every period, the traﬃc is routed
through the network. If traﬃc engineering is used, the routing can change from period to
period, adapting to changed capacities and ﬂow sizes.
An INSP decides over capacity expansions every ∆p periods (e.g. once per quarter).
It takes ∆e periods from the decision to expand the capacity of a link until the expansion
actually takes eﬀect and the capacity is increased. ∆e can be larger or smaller than ∆p.
At the point in time when the decision is made, the link utilisations of the current period
are known exactly as they can be measured. We assume that there are predictions available
for at least the next ∆T periods. The predictions, however, are subject to uncertainty. ∆T
is called the planning horizon. ∆T has to be at least ∆p + ∆e − 1 so that all periods are
covered by the capacity expansion process.
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Figure 9.3: Capacity Expansion Process
9.2.2 Capacity Expansion Strategies
To describe the capacity expansion strategies, the same modelling parameters and simulation
environment are used as for the traﬃc engineering strategies in the previous chapter (see
Section 8.2).
The traﬃc volume is increasing in the long run so that the link capacities have to be
expanded sooner or later. Based on our interviews with INSPs, we assume that the capacity
expansion of a link results in a doubling of the available link bandwidth. This represents
adding either a second line card for one link to a router doubling the available bandwidth or
– if two line cards are already present – switching to the next higher SONET/SDH data rate
which also results in eﬀectively doubling the bandwidth (see Table 8.1).
The topology is modelled as a directed graph to be consistent with the models of the
previous chapter; however, in a network the connection between two routers typically has the
same bandwidth in both directions. Therefore, we assume that two opposing links between
the same node pair always have the same capacity.
There are two types of costs involved: the costs for the capacity expansion and the
increased congestion if capacity is expanded too late.
Assuming that the Internet traﬃc continues growing in the long run, the costs for ca-
pacity expansion are not the absolute costs for the equipment as that equipment has to
be bought anyway sooner or later. Also, the question answered by the capacity expansion
strategies in the long run is not whether to expand or not but rather when to expand. The
true costs of the capacity expansion in period ta are the opportunity costs representing the
missed earnings that could be realised if the expansion was delayed until a later period tb.
These opportunity costs consist of the interest for the invested money plus the savings if
the prices for the equipment (line cards, leased lines) falls until period tb
3. We accumulate
all these costs with the interest cost factor pi and assume that they are proportional to the
capacity.
Obviously, a capacity expansion cannot be delayed forever because the congestion would
rise to an unbearable level. In the previous chapter, the congestion was modelled with a
congestion cost function px(ul) that increases exponentially with the utilisation ul of a
link l (see Section 8.1 and Figure 8.2). The same approach is used in this chapter to model
the ﬁctive costs resulting from the congestion of the network. These costs result from the
3Prices for line-cards seem to be relatively stable and therefore their price development should not inﬂu-
ence interest costs. Contrary to that, the price of pure transmission rates dropped signiﬁcantly in the past.
[dHFV02] lists some numbers for OC-48 links between 1999 and 2002. The prices declines between 5% and
43% per year which corresponds to 0.4% and 3% per period assuming that a period equals a month.
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decreased QoS the network oﬀers and the risk of e.g. loosing proﬁt and customers due to that.
This cost term can be hard to quantify exactly in reality as it depends on many variables
and on market conditions. The more important network QoS is for a provider the higher this
cost factor will be.
While this second cost factor is inﬂuenced by the network QoS, the ﬁrst cost factor leads
directly to monetary expenses and therefore directly inﬂuences the overall network eﬃciency.
Solving the capacity expansion problem means ﬁnding a compromise between these two goals.
Therefore, we introduce a parameter c that measures how these two goals are weighted
with each other. c measures the ratio between the interest cost factor and the congestion
cost function. c describes where along the optimal performance boundary (see Figure 1.1)
a provider wants to operate. Because the congestion costs depend on the utilisation, we
arbitrarily deﬁne a reference point for a utilisation of 60% to quantify c
c =
pi
px(60%)
(9.1)
In the experiments below, we evaluate the inﬂuence of c on the results.
Throughout this section, we assume that the traﬃc volume respectively rates rtf are
inﬂuenced by the capacity expansion itself. This is the typical approach in almost all traﬃc
engineering and network design problems (see Chapter 7). In Section 9.3, we drop this
assumption and analyse the eﬀect of elastic traﬃc – e.g. TCP – on capacity expansion.
9.2.2.1 Threshold-Based Capacity Expansion Strategy (T)
The threshold-based capacity expansion strategy (T laut or short T) is a simple heuristic with
two parameters la and ut. la is called the look-ahead time and ut the utilisation threshold.
The heuristic works as follows: t0 is the current period; if the utilisation threshold ut of
a link is reached or exceeded in period t0 + la, a capacity expansion is triggered.
For la > 0, a prediction of the rtf for future periods is necessary. For la = 0, the measured
utilisation of the current period is used. This heuristic with la = 0 resembles the rules of
thumb often used by INSPs. The experiments below will show if the performance can be
improved by basing the decision on predicted traﬃc demands.
This strategy without a look-ahead time is also the basic strategy in the paper of Has-
slinger and Schnitter [HS04].
9.2.2.2 Capacity Expansion Strategy (CE)
Strategy The basic capacity expansion strategy (CE) uses the solution of the optimisation
problem that is speciﬁed in Model 9.1 in mixed integer programming (MIP) form:
The objective function (9.2) consists of the interest costs for capacity expansion and the
congestion costs. The capacity doubling is modelled with constraints (9.3) to (9.6). As two
opposing links have to have the same capacity constraints, (9.7) and (9.8) are necessary. To
account for the congestion costs, constraint (9.9) is necessary. Finally, constraints (9.10) to
(9.12) are the non-negativity respectively binary constraints of the variables.
The optimal solution of Model 9.1 can be obtained with standard MIP solving methods
or with the faster algorithm that is presented below. It shows the optimal capacity expansion
plan, the variables etl indicate the periods when the expansion of link l should be ﬁnished.
The expansion of that link has to be triggered ∆e periods before that. Please note that if
∆e is rather long, it is possible that the optimal solution indicates that the expansion should
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Model 9.1 Capacity Expansion (CE)
Indices
t = t0, ..., (t0 +∆T ) Period t
s = 1, ..., S Step s of the congestion costs function, see Figure 8.2
l = 1, ..., L Link l
Parameters
t0 Current period
∆T Planning horizon
vtl Prognosed load of link l in period t
c(t0−1) l Initial capacity of link l
pi Interest costs for link capacity
pxs Additional costs in step s of the congestion costs function
qs Lower threshold of step s of the congestion costs function
M Suﬃciently large number, M ≥ maxl(2∆T−1c0l)
Ω Set of link pairs (l1, l2) with opposite directions
Variables
xstl Congestion costs variable, denotes by how much traﬃc the
threshold of step s of the congestion cost function has been
exceeded on link l
ctl Capacity of link l in period t
etl Binary variable, 1 if the capacity of link l was doubled at the
beginning of period t and 1 otherwise
Minimise
∑
t
∑
l
pictl +
∑
t
∑
s
∑
l
pxsxstl (9.2)
subject to
ctl ≥ ct−1 l ∀t ∀l (9.3)
ctl ≤ 2 · ct−1 l ∀t ∀l (9.4)
ctl ≤ ct−1 l +M · etl ∀t ∀l (9.5)
ctl ≥ 2 · ct−1 l +M · (1− etl) ∀t ∀l (9.6)
etl1 = etl2 ∀t ∀(l1, l2) ∈ Ω (9.7)
ctl1 = ctl2 ∀t ∀(l1, l2) ∈ Ω (9.8)
xstl + qsctl ≥ vtl ∀s ∀t ∀l (9.9)
ctl ≥ 0 ∀t ∀l (9.10)
xstl ≥ 0 ∀s ∀t ∀l (9.11)
etl ∈ {0, 1} ∀t ∀l (9.12)
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have already been triggered before the current planning period t0. In that case, the strategy
triggers the expansion immediately in period t0. Because of the uncertainty involved in the
traﬃc predictions, this situation can be expected to occur for higher ∆p.
Model 9.1 uses the predicted link loads vtl as input. If the link loads are predicted
correctly, it leads to the optimal capacity expansion plan. In a network with shortest-path
or any static routing, the link loads can be calculated directly from the predicted ﬂow sizes
respectively the predicted traﬃc matrix. In a network that is using traﬃc engineering to
optimise the routing, however, the routing can change from period to period. Flows are more
likely to be routed over links that have just been expanded. Therefore, there is a mutual
inﬂuence of the traﬃc engineering and the capacity expansion that cannot be accounted for
with the above model as the capacity exact routing is not known in advance. The TMCE
strategy below extends Model 9.1 and takes this mutual inﬂuence into account by optimising
the routing and the capacity expansion at the same time.
Faster Algorithm Model 9.1 models the capacity expansion problem assuming that the
load of individual links can be predicted. In the resulting problem, the links between diﬀerent
node pairs are unconnected in the objective function (9.2) and in all constraints (9.3) to (9.12).
Therefore, the problem can be split up into smaller subproblems (one for every connected
node pair). They can be solved independent from each other, resulting in the same optimal
solution as Model 9.1. The subproblems can be solved eﬃciently with the following break-even
algorithm:
For links l1 and l2 with (l1, l2) ∈ Ω, the optimal period for the capacity to be doubled
is when the additional congestion costs ∆C that would be incurred if the capacity is not
expanded exceed the interest costs ∆I that can be saved by further delaying the capacity
expansion. With the congestion costs function px(u) the additional congestion costs ∆C in
period t are
∆C = px(
vt l1
ct l1
) + px(
vt l2
ct l2
)− px( vt l1
2 · ct l1
)− px( vt l2
2 · ct l2
) (9.13)
while the saved costs of delaying the capacity expansion one period ∆I are
∆I = pictl1 + p
ictl2 (9.14)
Let t∗ be the smallest period with ∆C > ∆I. The capacity should be expanded in that
period. As the expansion takes ∆e periods, it has to be triggered in period t∗ −∆e.
9.2.2.3 Combined Traﬃc Engineering and Capacity Expansion (TMCE)
The combined traﬃc engineering and capacity expansion strategy (TMCE) is similar to the
CE strategy except that it is based on Model 9.2. Routing and the capacity expansion are
considered at the same time. The model accounts for the fact that the routing in a subsequent
period can be adapted to exploit the increased capacities of the links that were upgraded.
The model is a combination of the CC traﬃc engineering strategy4 described by Model 8.4
and the capacity expansion strategy of Model 9.1.
The objective function (9.15) consists of the total interest costs for capacity expansion
and the total congestion costs. Constraint (9.17) is the routing constraint and constraint
(9.18) is used to calculate the true load based on the expanded capacities.
4Any of the other strategies could also be easily used, but CC was the best traﬃc engineering strategy in
Chapter 8.
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The capacity increase to twice the previous capacity is modelled with constraints (9.19)
to (9.22); opposing links are forced to the same capacity by constraints (9.23) and (9.24).
The congestion costs are accounted for by constraint (9.25). Finally, constraints (9.26) to
(9.30) are the non-negativity respectively binary constraints of the variables.
Please note that Model 9.2 cannot be divided into subproblems as Model 9.1; therefore
the fast algorithm presented for the CE strategy cannot be used here. Instead, the MIP
model has to be solved directly.
[HS04] present a heuristic for capacity expansion that takes into account the fact that
traﬃc engineering can exploit the expanded capacity. They assume a traﬃc engineering
strategy that minimises the maximum link utilisation and aim at maximising the average
utilisation of the network. Based on these goals, their heuristic preferably upgrades links
on a cut through the network. Their approach does not consider cost terms and the traﬃc
engineering objectives are diﬀerent from those in this section respectively TMCE: The TMCE
strategy works with any of the path selection traﬃc engineering strategies discussed in the
previous chapter and explicitly considers the trade-oﬀ between capacity costs and QoS. In
Model 9.2, the path selection algorithm that minimises congestion costs was selected because
it showed the best performance in the previous chapter. It explicitly showed better perfor-
mance than strategies that minimise the maximum utilisation. In addition, TMCE is not a
heuristic; it calculates the optimal capacity expansion plan and leads to the optimal solution
in the absence of uncertain demands. It might be of higher computational complexity5 but
that should be relatively unimportant for a problem that only has to be solved once a month
or once every three months. Because of the diﬀerent goals and assumptions, it does not make
sense to include that heuristic in this evaluation.
5On a 2 GHz Pentium III with 512MB RAM the TMCE strategy rarely needed more than one hour for
the problems presented in this section.
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Model 9.2 Combined Traﬃc Engineering and Capacity Expansion (TMCE)
Indices
t = t0, ..., (t0 +∆T ) Period t
s = 1, ..., S Step s of the congestion costs function, see Figure 8.2
l = 1, ..., L Link l
f = 1, ..., F Flow f
p ∈ ρf Path p
Parameters
∆T Planning horizon
rtf Size of ﬂow f in period t
ρf Set of paths for ﬂow f
φp Set of links belonging to path p
c(t0−1) l Initial capacity of link l
pi Interest costs for link capacity
pc Price for new link capacity
pxs Additional congestion costs in step s of the congestion costs function
qs Lower threshold of step s of the congestion costs function
M Suﬃciently large number, M ≥ maxl(2∆T−1c0l)
Ω Set of link pairs (l1, l2) with opposite directions
Variables
vtl Load of link l in period t
atfp Routing variable, ﬂow f is routed via path p by this proportion
xstl Congestion costs variable, denotes by how much traﬃc the threshold
of step s of the congestion cost function has been exceeded on link l
ctl Capacity of link l in period t
etl Binary variable, 1 if the capacity of link l was doubled at the
beginning of period t and 1 otherwise
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Minimise
∑
t
∑
l
pictl +
∑
t
∑
s
∑
l
pxsxstl (9.15)
subject to (9.16)∑
p∈ρf
atfp = 1 ∀t ∀f (9.17)∑
f
∑
p | l∈φp
rtfatfp = vtl ∀t ∀l (9.18)
ctl ≥ ct−1 l ∀t ∀l (9.19)
ctl ≤ 2 · ct−1 l ∀t ∀l (9.20)
ctl ≤ ct−1 l +M · etl ∀t ∀l (9.21)
ctl ≥ 2 · ct−1 l +M · (1− etl) ∀t ∀l (9.22)
etl1 = etl2 ∀t ∀(l1, l2) ∈ Ω (9.23)
ctl1 = ctl2 ∀t ∀(l1, l2) ∈ Ω (9.24)
xstl + qsctl ≥ vtl ∀s ∀t ∀l (9.25)
ctl ≥ 0 ∀t ∀l (9.26)
xstl ≥ 0 ∀s ∀t ∀l (9.27)
vtl ≥ 0 ∀t ∀l (9.28)
atfp ∈ {0, 1} ∀t ∀f ∀p ∈ ρf (9.29)
etl ∈ {0, 1} ∀t ∀l (9.30)
9.2.3 Performance Evaluation
9.2.3.1 Experiment Setup
The same simulation environment and problem generation method as in Chapter 8 are used to
evaluate the performance of the diﬀerent capacity expansion strategies. Contrary to the single
period evaluation of Chapter 8, 24 periods are considered here with one period representing
one month. The size of the traﬃc ﬂows rtf is increased with a certain growth rate; the growth
rate of the ﬁrst period is drawn randomly from the interval [4%, 8%] and changed randomly
by [-2, 2] percent points per period. The average growth rate of 6% leads to an average
increase of roughly 100% per 12 periods; this expected increase is consistent with [Odl03] and
[HS04].
In a period t0, the size of the traﬃc ﬂows rtf can be predicted with a maximal error
+/-10% for the following period, the maximal error increases by 3% per period t > t0 + 1.
The expansion time ∆e is set to ∆e = 3 in the beginning, it will also be varied below.
The decision which links to upgrade is felled every ∆p = 3 periods; that means we analyse a
situation where the INSP is making the decision of when to expand his network every three
periods.
As traﬃc engineering strategy, the CC strategy is used a maximum number of n = 5
paths between each node pair and maximal ∆l = 2 additional hops. This strategy showed
very good performance in the previous chapter.
The default congestion cost function from the previous chapter is used here (Function 1
from Figure 8.2). For evaluating the strategies, the absolute interest and congestion costs are
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irrelevant as the results only depend on the relationship between those costs. The relationship
between the interest for the network equipment and the congestion costs c = p
i
pc(60%) is set to
1 in the beginning, it is varied later.
The threshold strategy T lath is evaluated with look-ahead la values of 0, 3, and 6 as well
as various thresholds th that are depicted on the x-axis of the graphs in this section. The
absolute cost-minimal capacity expansion plan for the network can be calculated with the
TMCE strategy if the uncertainty is switched oﬀ and ∆p is set to 1; that is if capacity
expansion is planned every period based on the real future traﬃc. We call this the reference
strategy (REF)6.
9.2.3.2 Basic Results
The average congestion costs, the interest costs and the sum of both are shown in Figure 9.4.
The 95% conﬁdence intervals are also shown. Each experiment was repeated 20 times for
diﬀerent problem instances, all strategies and all diﬀerent experiment setups solved the same
20 problems so the results are directly comparable. Because of the computational complexity,
the experiment was restricted to the Telekom topology (see Appendix C). Selected exper-
iments were repeated for the DFN topology and lead to very similar results. All costs are
normalised relative to the costs of the REF strategy.
• The TMCE strategy that is executed only every ∆p = 3 periods on the uncertain
traﬃc predictions leads to only less than 1% higher total costs than when it is executed
every period without uncertainty (REF). This strategy is obviously robust against the
uncertainty and performs very well even if run only every third period.
• Comparing the CE with the TMCE strategy, there is a signiﬁcant diﬀerence in costs. CE
leads to more than 6.5% higher total costs than TMCE. With respect to the individual
cost terms, CE leads to only slightly higher congestion costs than TMCE but much
higher interest costs. This results from CE not accounting for the fact that the traﬃc
engineering algorithm can use the additional capacity of an expanded link to decrease
the overall congestion in the subsequent periods. Therefore, CE overestimates the true
congestion and invests too much in capacity leading to the relatively high interest costs
and relative low congestion.
• Looking at the T strategies, one can ﬁrst notice that all of these strategies reach the
performance of the CE strategy if the threshold value th is set correctly. If it is set
too high, the congestion costs explode and ruin the performance because capacity is
expanded too late. This explosion becomes smaller for high look-ahead periods.
If the threshold is set too low, too much capacity is bought and the interest costs
increase. At the same time, the congestion costs decrease but that decrease becomes
smaller and smaller because of the convex shape of the congestion cost function (see
Figure 8.2). For decreasing values of th the congestion costs in Figure 9.4 approach
a linear function with a small steepness corresponding to the lowest segment of the
congestion cost function (1) in Figure 8.2.
• Comparing the diﬀerent look-ahead values la for the T strategies, the lower the look-
ahead value, the lower the optimal capacity expansion threshold. For la = 0 – that is
6The optimal expansion plan can also be calculated by running TMCE once with ∆T encompassing all 24
periods. This, however, leads to a much higher overall computational complexity then solving TMCE with
smaller ∆T every period.
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(c) Interest Costs
Figure 9.4: Costs of the Diﬀerent Capacity Expansion Strategies for c = 1, ∆e = 3, ∆p = 3
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if the capacity expansion is based purely on measurements of the current period and
no traﬃc predictions – the optimal threshold is around 60% while it is close to 70% for
la = 3 and 80-85% for la = 6. Obviously, as the traﬃc volume is generally increasing
from period to period, higher look-ahead values lead to higher predicted utilisations
and therefore higher optimal thresholds ceteris paribus.
For a given threshold, the threshold strategy with the highest look-ahead time la leads to
the lowest congestion costs and the highest interest costs because it triggers expansions
signiﬁcantly earlier due to the higher la value. Due to that, this strategy leads to the
highest total costs for low thresholds because the interest costs dominate in that region
and to the lowest total costs for high thresholds because the congestion costs dominate
in that region.
9.2.3.3 Variation of the Cost Ratio
Next, the eﬀect of changing the cost ratio c is analysed. c measures the ratio between the
interest costs for the equipment and the congestion costs. The interest costs are determined
by the prices for the network hardware and the interest rate of the ﬁnancial market. The
congestion costs, however, are largely determined by the provider itself depending how im-
portant QoS (low congestion) is for its network, its business model, and its customers. In
Figure 9.4, the results for a cost ratio of c = 1 are depicted, Figure 9.5 shows the results for
lower and higher cost ratios:
• The general shapes of the congestion and interest cost functions remain the same but as
they are added in diﬀerent ratios to the total cost function now, the total cost function
is distorted compared to the original one in Figure 9.4.
• If c is set to 0.2, the congestion costs are judged 5 times higher than before. This
resembles a provider for which QoS is highly important. The congestion costs dominate
the overall performance and the total costs more closely resemble the congestion cost
function. The optimal threshold for the T strategies is signiﬁcantly lower now as can
be expected. The TMCE strategy oﬀers a 3% cost advantage compared to the best T
strategies and the CE strategy; it leads to only 0.35% higher costs than the optimum.
• If c is increased to 5, the inﬂuence of the congestion costs is 5 times smaller than before.
The general shape of the total cost function is now strongly inﬂuenced by the shape of
the interest cost function. The optimal expansion threshold of the T strategies is higher
than before. The TMCE strategy oﬀers an 16% cost advantage compared to CE and
a 12% advantage compared to the best T strategies. It comes as close as 2.2% to the
optimum.
9.2.3.4 On the Capacity Expansion Process
Next, the parameters of the capacity planning process are changed. So far, every ∆p = 3
periods the capacity planning strategies were run and a single expansion took ∆e = 3 periods
to take eﬀect. Figure 9.6 shows the resulting total costs for diﬀerent values of ∆e and for
diﬀerent values of ∆p.
• If the expansion time ∆e increases, the thresholds when an expansion should be trig-
gered obviously decrease as visible on the left hand-side of Figure 9.6. The performance
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(a) Total Costs for c = 0.2
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(b) Total Costs for c = 5
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(c) Congestion Costs for c = 0.2
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(d) Congestion Costs for c = 5
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(e) Interest Costs for c = 0.2
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(f) Interest Costs for c = 5
Figure 9.5: Costs of the Diﬀerent Capacity Expansion Strategies for Diﬀerent Cost Ratios c;
∆e = 3, ∆p = 3
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(a) ∆e = 1,∆p = 3
 100
 150
 200
 250
 300
 0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
R
el
at
iv
e 
Co
sts
 [%
]
Threshold
T with la=0
T with la=3
T with la=6
CE
TMCE
REF
(b) ∆e = 3,∆p = 1
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(c) ∆e = 3,∆p = 3
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(d) ∆e = 6,∆p = 3
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(e) ∆e = 3,∆p = 6
Figure 9.6: Total Costs for Variation of the Parameters ∆e and ∆p of the Capacity
Expansion Process; c = 1
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of CE and TMCE is not inﬂuenced signiﬁcantly. The same holds true for the respective
optimal values of the T strategies.
• On the right hand-side of Figure 9.6, the eﬀect of an increasing time between two
planning periods ∆p is visible. An increase in ∆p leads to a higher planning uncertainty
that should be countered by decreasing the expansion threshold of the T strategies. The
overall performance of all strategies decreases with an increasing ∆p. TMCE for ∆p = 1
leads to the optimal performance in almost all cases uninﬂuenced by the uncertainty
while for ∆p = 6 it loses 5% performance. CE loses 13% while the T strategies lose 6%.
For high ∆p, the T strategies perform signiﬁcantly better than CE.
9.2.4 Recommendations
In the face of traﬃc volumes that are growing in the medium and long run, the capacity
expansion decision is not about whether to upgrade capacity but rather when to upgrade
capacity. This decision is directly inﬂuenced by the trade-oﬀ between the costs of the network
(therefore the network eﬃciency) and the QoS. This trade-oﬀ was modelled by the price ratio
c.
We evaluated diﬀerent capacity expansion strategies with respect to their total costs. The
total costs are the interest costs for the networking equipment and the congestion costs, a
ﬁctive cost term describing the ill-eﬀects of a congested network. We now summarise the
conclusions for the diﬀerent strategies:
• The CE strategy bases its decision on the solution of an optimisation problem that
assumes ﬁxed routing for the network. This strategy leads to signiﬁcantly worse per-
formance than the TMCE strategy and in some cases than the T strategies. It cannot
be recommended for networks that use traﬃc engineering. For networks with a ﬁxed
routing (e.g. plain shortest-path routing), this strategy is equivalent to the TMCE
strategy and can be recommended.
• The TMCE strategy takes the mutual inﬂuence of the capacity expansion and the traﬃc
engineering strategy into account. It led to the best performance in all experiments.
Depending on the settings, comes as close as 0% to 5% to the optimal solution. This
strategy can be clearly recommended. In the absence of uncertainty and for ∆p = 1 it
yields the optimal solution.
• The threshold strategies (T) are simple rules of thumb used by today’s INSPs that
expand a link once a certain utilisation threshold is reached in the current period or
predicted to be reached in a certain future period. These strategies can lead to good
performance if the threshold parameter is set to the correct value. The performance
degrades rapidly if it is set too high, especially when using current and not predicted
future link utilisations. These strategies can be recommended only if the threshold
value is set correctly.
If the T strategy is used with predicted demands, the overall performance does not
increase signiﬁcantly, therefore it is probably not worth the eﬀort for predicting the
future demands. However, if a provider is unsure about the correct setting of the
threshold parameter, it is worth considering a higher look-ahead time because it can
signiﬁcantly reduce the ill-eﬀects of a too high threshold value.
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With respect to the overall capacity expansion process, the expansion time ∆e for a link has
no massive inﬂuence on the overall performance but the time interval between two planning
periods ∆p (when capacity expansions are considered) has. For the given parameter settings,
a capacity expansion planning every 3 months yielded satisfactory results that were improved
by only 1% if reduced to every month.
9.3 On the Inﬂuence of Elastic Traﬃc
As argued before, traﬃc matrices are fundamental for network design and traﬃc engineering
problems. Normally, the traﬃc matrix entry rij is expressed statically as a scalar – we call
a traﬃc matrix with static predictions rij a static traﬃc matrix. However, Internet traﬃc
is dominantly TCP traﬃc that adapts to changing network conditions like routing or the
link capacity. This eﬀect is systematically neglected when using static traﬃc matrices. The
eﬀect of capacity changes was probably negligible in times when the Internet was dominated
by web traﬃc that consisted of huge numbers of short-lived TCP connections dominated by
the slow start and not the elastic congestion avoidance phase. Traﬃc matrix entries at these
times mainly increased if the customer base or browsing behaviour changed.
Nowadays, however, most of the traﬃc is generated by peer-to-peer (P2P) applications
[San03, FML+03, AG03]. First, these applications are more bandwidth greedy and second
they generate more long-lived and therefore reactive TCP connections over which the dom-
inating part of traﬃc is exchanged. To support this claim, we did some measurements in
the eDonkey network. It is with 52% of the generated ﬁlesharing traﬃc [San03] the most
successful P2P ﬁlesharing network in Germany. Our measurements [HBMS04] show that an
average eDonkey user is sharing 57.8 ﬁles with an average size of 217 MB, a large proportion
of those ﬁles being movies. An average active TCP connection between two clients is with
a duration of almost 30 minutes deﬁnitely long-lived. During this time on average 4 MB
are transferred; this volume is mostly limited by the ADSL upload capacity that is typically
almost fully used by the P2P application. This supports the assumption of this chapter that
long-lived reactive TCP connections start dominating the Internet traﬃc.
Besides P2P traﬃc, future multimedia Internet traﬃc like streaming videos can also be
expected to be TCP friendly and therefore show similar reactive eﬀects as long-lived TCP
connections that we are looking at in this section [HFPW03].
Because of this, it is important to investigate the eﬀect of the elasticity of long-lived TCP
connections in their congestion avoidance phase on traﬃc matrices used as input for network
design and network engineering problems. Normally, these problems are based on a static
traﬃc matrix and ignore the eﬀect that the new capacity (or capacity change) has on the
amount of traﬃc matrix itself. We use the term elastic traﬃc matrix for a traﬃc matrix M
with entries rij = f(...) that capture the elasticity of the TCP traﬃc and investigate the use
of these elastic matrices in this section.
We developed three diﬀerent network models to analyse this eﬀect. They consist of a
combination of the TCP formula and queueing theory. They are presented in Appendix H
and form the analytical foundation for the further analysis. We ﬁrst generally analyse the
elasticity of traﬃc matrices and then determine the impact on capacity expansion.
9.3.1 Elasticity of Traﬃc Matrices
The inﬂuence of the elasticity of a traﬃc matrix when the capacity of the network changes
while all other conditions remain the same (ceteris paribus) is being analysed in this section.
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The eﬀects described here are neglected when static traﬃc matrices are used.
We base our analysis on the diﬀerent network models derived and described in Appen-
dix H.
9.3.1.1 Single Link Experiments
We start our analysis with an extensive series of experiments on a single link. Figure 9.7
shows the rate increase
rnewij −roldij
roldij
of the symmetrical macroﬂows over the single link topology
for diﬀerent queue lengths B (measured in packets) and diﬀerent values for the external loss
p˜ and delay q˜ when the link capacity µl is doubled µ
new
l = 2 · µoldl . Figure 9.7 (a) lists the
results for the basic model of Section H.1, (b) shows the results for the model with discrete
service times of Section H.2. We used two diﬀerent service time distributions. Distribution
A consists of 50% packets with a size of 40 bytes and 50% packets with a size of 1500 bytes.
Distribution B consists of packets of size 1000 bytes only. We assumed a line rate of 1 Mbps
and had to use a rather low queue length of B = 10 packets because the loss probability
formula gets too complicated for larger values of B to be handled analytically.
Figure 9.7 (c) shows the results obtained if we apply the model for self-similar traﬃc
from Section H.3. A Hurst parameter of H = 0.75, a line rate of 1 Mbps, an average service
packets size of 1000 Bytes and the according average service time were used.
Looking at the results, one notices that for all three diﬀerent network models and most
parameters the general behaviour of the traﬃc is the same. Up to a certain utilisation
threshold of the analysed link, the traﬃc is aﬀected by the increase in capacity only slightly.
Then, the traﬃc increases very quickly. If the initial utilisation of the link is high enough,
the analysed link forms a strong bottleneck and all additional capacity is used up completely
by a rate increase of 100%.
The step is steeper for the M/M/1/B network model than for the other two models that
can be deemed more realistic.
9.3.1.2 Diﬀerent Topologies
We now analyse the elasticity in form of the rate increase for more complex topologies than
the single link topology of the previous experiments. Figure 9.8 summarises the results
for three diﬀerent topologies, the backbone of the Deutsche Telekom [Hec04], a dumbbell
topology with a single bottleneck link and three nodes on each side of the bottleneck and a
simple star-shaped topology with one internal and 4 external nodes. The value of tij is varied
between 10−1 and 102. The network capacity for each tij is doubled and the rate increase
recorded. As one can see, the diﬀerent topologies lead to similar results. While most of the
rate increases are very small (more than 50% of the times the rate increase was below 10%),
there are a signiﬁcant number of times where the rate increase was very high. Because of the
diﬀerent paths the diﬀerent ﬂows take through the topology, the rate increase can be higher
than 100% if a series of links is doubled in capacity for a ﬂow.
If a traﬃc matrix is used in the context of network design or capacity expansion, the
elasticity of the traﬃc can be neglected up to a certain utilisation of a link. Once that
threshold is passed, the error can be signiﬁcant.
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(a) Results for the Basic Network Model
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(b) Results for Discrete Service Times
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Figure 9.7: Single Link Experiment Results
9.3.2 Impact on Capacity Expansion
We now address the question how the elasticity of the traﬃc matrix aﬀects capacity expansion
and how the capacity expansion strategies of Section 9.2 can be adapted.
If the network models of Appendix H are combined with the MIP model of the CE or
TMCE strategy of Section 9.2, the resulting optimisation problem becomes non-linear and can
no longer be solved easily. For these strategies, an iterative approach could be used to take the
elasticity of the traﬃc matrix into account. The threshold heuristic T of Section 9.2, however,
can be combined directly with the network models of Appendix H. We do so exemplarily
for the threshold heuristic T with a look-ahead value of la = 0. Using that heuristic, we can
evaluate the impact of the elastic traﬃc matrices on capacity expansion: If the utilisation ρl
exceeds a certain threshold th on a link l, the capacity expansion for that link is triggered.
For this analysis, we assume that the link capacity is eﬀectively doubled to the beginning of
the next period after the one that triggered the expansion.
Traﬃc is given in form of the parameter tij of equation Chapter 9. The actual traﬃc
volume passed through the network is elastic and thus reacts to changes in capacity.
In “classical” network design and capacity expansion algorithms, the elasticity of the
traﬃc is ignored. The problem is that by increasing the capacity of a link, the traﬃc ﬂows
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Figure 9.8: Rate Increase for Diﬀerent Topologies
through that link will increase their rate and therefore the utilisation also of the other links
they are ﬂowing through. This can lead to the situation (a) that immediately after the
expansion the threshold th on other links is exceeded and not predicted by the classical
model with static traﬃc matrices. It will take an additional period until these links too can
be expanded. Furthermore, if a link is an extreme bottleneck for some ﬂows, it is possible
that the utilisation will not signiﬁcantly decrease if the link is doubled. This eﬀect (b) can
also not be predicted with static matrices. This eﬀect was for example observed when the
UK ISP Rednet quadrupled their DSL access link capacity, as reported to the author.
Using the models of Appendix H, we can predict the traﬃc increase respectively utilisation
change of a planned network expansion and avoid the eﬀects (a) and (b). We use the following
simulation as a proof of concept:
Using the backbone topology of the Deutsche Telekom again, we generate a traﬃc matrix
with random entries rij between 1.0 and 5.0. We use this for the initial parameters tij . A
starting line-rate of 1 Mbps is used for all links; it is doubled for each link before the actual
simulation until all link utilisations are below 70%. We then simulate 10 periods; at the
beginning of each period each traﬃc matrix entry is increased randomly between 5 and 20%.
The basic model of Appendix H is used to calculate the link utilisations – we assume that
the result of these initial calculations represents the SNMP data collected by the provider.
An external loss of 2% and delay of 100ms is assumed; this results in a not too aggressive
behaviour of TCP. In the experiment, the expansion of a link l is triggered if it has a utilisation
of ρl ≥ th = 0.75.
In order to capture the elasticity of the traﬃc matrix, we can again use our basic model
to predict the eﬀect of the triggered capacity expansions in order to avoid the eﬀects (a) and
(b) described above. We do so and measure how often these eﬀects occur. Eﬀect (b) was
not observed.Because we increase the rates only in moderate steps and allow to increase the
capacity in each period eﬀect, (b) does not occur in our simulations and can therefore not be
avoided by the model. Eﬀect (a), however, occured 12 times (in 23% of all expansions) in the
experiment and can be avoided by using our prediction of the elastic traﬃc. This example
demonstrates that our concept works and helps in capacity expansion decisions.
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9.4 Summary and Conclusions
Capacity expansion is an important and frequent task in today’s IP networks because the
traﬃc volume is increasing steadily. In this chapter, the inﬂuence of capacity expansion on
the performance of the diﬀerent QoS architectures of Chapter 4 was analysed ﬁrst. If capacity
is abundant, the diﬀerences between the QoS architectures vanish. However, if capacity is
scarce, the systems with a strict admission control manage to maintain QoS while the other
systems suﬀer to diﬀerent extents.
Diﬀerent capacity expansion algorithms were presented and evaluated. One of the in-
troduced algorithms considers the eﬀect of traﬃc engineering and capacity expansion at the
same time. It leads to the best performance and is very robust against uncertain demand
predictions. The simple heuristics that are often used by actual INSPs show also good per-
formance – but only if their parameters are set correctly. The eﬀects of several parameters
on these parameters were also studied in this chapter.
Finally, the eﬀects of elastic TCP traﬃc on traﬃc matrices and capacity expansion were
discussed with some analytical models. It inﬂuences the capacity expansion measures if
the network was highly utilised before the expansion. It was shown how this eﬀect can be
predicted and reacted upon accordingly.
Part IV
Finale
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Chapter 10
Summary, Conclusions and Outlook
10.1 Summary and Conclusions
Internet network service providers provide IP packet forwarding services by operating
an IP network. In this thesis, the eﬃciency and quality of service (QoS) of Internet
network service providers are analysed and optimised.
For a wide range of solutions, there is a trade-oﬀ between the eﬃciency and the QoS
as they become conﬂicting goals. The aim of this dissertation is to shed light on how to
operate a network at the optimal performance boundary (see Figure 1.1) where neither QoS
nor eﬃciency can be increased any further without decreasing the other goal.
To analyse how to operate a network on the optimal performance boundary, a system-
oriented approach (see Figure 1.2) is used. We evaluate QoS and eﬃciency as well as their
mutual dependencies. In addition, we consider the diﬀerent aspects of building, operating,
and managing a network and their mutual inﬂuences. Therefore, the work is structured
along the three problem areas: network architecture, interconnection, and traﬃc & network
engineering. The work shows that every single problem area has a large inﬂuence on the
overall QoS and eﬃciency of the provider. From this follows that considering only one aspect
– e.g. the network architecture – is not enough because the gain of, e.g., QoS by carefully
optimising the network architecture is immediately lost if the interconnection mix is not
adapted to support this level of QoS. Also, it is lost soon if the capacity expansion process
(part of the traﬃc & network engineering problem area) fails.
Part I investigates the network architecture starting with a discussion of the state of
the art in Chapter 2. The focus in this part lies on the QoS architecture as it is the foun-
dation for the QoS achievable in a network but also because it largely inﬂuences the other
aspects of the network architecture and thus indirectly the architectural costs and eﬃciency.
Using analytical methods, two aspects of QoS architectures (admission control and service
diﬀerentiation) are investigated in Chapter 3. For both aspects, the overprovisioning factors
are derived with diﬀerent analytical methods. An overprovisioning factor is the relation of
capacity (mainly bandwidth) between a plain best-eﬀort system and a QoS system at the
point where both systems oﬀer the same QoS. It captures the beneﬁt of the QoS system.
The beneﬁt of admission control largely depends on the adaptivity of the application and
the load distribution. In a well dimensioned network, the overprovisioning factor is usually
less than 300%, for adaptive applications it is typically even signiﬁcantly smaller than 150%.
We derive a novel network model that – contrary to the existing approaches – allows us
to analyse service diﬀerentiation. The overprovisioning factors resulting from service diﬀer-
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entiation are signiﬁcantly higher, typically between 200% and 500% depending on the traﬃc
assumptions.
Diﬀerent QoS systems based on the QoS architectures that are in the standardisation
process of the IETF are analysed in a simulative study (Chapter 4). For the purpose of this
study, a Diﬀserv bandwidth broker was developed to create an Intserv guaranteed service-like
service. The study sheds light on the quantitative trade-oﬀs of the diﬀerent approaches to
QoS, e.g. per-ﬂow versus per-class scheduling and central versus decentral admission control.
One of the conclusions of this chapter is that Diﬀserv networks can be overbooked by at
least a factor of three to increase eﬃciency. The overprovisioning factors determined in this
chapter are similar to those determined with our novel analytical models for the service
diﬀerentiation in the previous chapter. We also show that contrary to common belief, the
utilisation of a network with EF traﬃc can be higher than a few percent. For the basic
experiment in Chapter 4, the Charny bound predicts a maximal utilisation of 7.98%. Our
bandwidth broker can raise the utilisation to over 27%.
In Part II, interconnections are investigated starting with an overview and the discussion
of the state of the art in Chapter 5. Chapter 6 shows that the interconnection mix has
signiﬁcant impact on the eﬃciency and QoS. Reliability is important in that context, too,
and therefore also discussed. Diﬀerent strategies for optimising the interconnection mix with
respect to eﬃciency are presented and evaluated by a series of simulations.
Interconnection related costs are one of the highest cost factors of an Internet network
service provider. The results show that our strategies can save from 5% to more than 30%
interconnection related costs compared to other approaches. Our strategies can be easily ex-
tended to control reliability and QoS, too. We present strategies that allow to explicitly adjust
the desired trade-oﬀ between QoS and eﬃciency. The result is the optimal interconnection
mix for an Internet network service provider.
Traﬃc and network engineering is discussed in Part III of this thesis, starting with the
discussion of the state of the art in Chapter 7. Several traﬃc engineering strategies are
presented in Chapter 8. We show that the maximum utilisation criterion which is typically
used in related work is not a good objective function for traﬃc engineering. We derive a
congestion function that should be used instead as objective function. The impact of traﬃc
engineering on the network eﬃciency and QoS is evaluated in a series of experiments. The
results show that traﬃc engineering can decrease the congestion in a network during times of
high load. A traﬃc engineered network can therefore oﬀer higher QoS and/or higher eﬃciency
(because more traﬃc could be carried than a network without traﬃc engineering). The
absolute beneﬁt of traﬃc engineering, however, strongly depends on the traﬃc engineering
strategy. Based on our experiments, we give recommendations of which strategies to use
and how to use them. However, for certain topologies and traﬃc distributions, the beneﬁt
of traﬃc engineering can be rather small. In this case, it is very doubtful whether a traﬃc
engineering solution can amortise its costs.
Network engineering with focus on capacity expansion is ﬁnally discussed in Chapter 9.
Capacity expansion is an important and frequent task in today’s IP networks because the
traﬃc volume is increasing steadily. First, the inﬂuence of capacity expansion on the perfor-
mance of the diﬀerent QoS architectures of Chapter 4 is discussed. If capacity is abundant,
the diﬀerences between the QoS architectures diminish. If capacity is scarce, the systems with
a strict admission control manage to maintain QoS while the other systems suﬀer to diﬀerent
extents. The best-eﬀort systems are the ones most sensible to in-time capacity expansions.
Besides that, diﬀerent capacity expansion algorithms are presented and evaluated in Chap-
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ter 9. The best strategy takes the mutual inﬂuences of traﬃc engineering and capacity ex-
pansion into account. The rules of thumb often used by today’s Internet network service
providers show acceptable performance only if their parameters are set correctly; our strat-
egy performs signiﬁcantly better and is robust against uncertain traﬃc predictions.
Finally in that chapter, the eﬀects of elastic TCP traﬃc on traﬃc matrices and capacity
expansion are discussed with some analytical models. The elasticity of the traﬃc inﬂuences
the capacity expansion measures if the network was highly utilised before the expansion. The
presented models can be used to predict this eﬀect and react accordingly.
In the appendix, several technical details for the other chapters are presented. In ad-
dition, Appendix A contains a role model, classiﬁcation, and market overview of Internet
network service providers. The interconnection analysis from Part II is generalised towards
the general network edge in Appendix G where the MPRASE (multi-period resource allo-
cation at system edges) framework is presented. It deals with resource allocation problems
at system edges in a system-oriented way, exploiting similarities between diﬀerent resource
allocation problems. Among those problems are the provider selection and admission control
problems. Other optimisation problems that occur in the context of the QoS architecture are
also described by this framework such as token bucket ﬁtting and the decoupling of timescales
between two diﬀerent QoS systems. Furthermore, approaches to increase eﬃciency like rene-
gotiable services are treated within this framework, too.
To conclude, this dissertation deals with many diﬀerent technical challenges of Internet
network service providers and shows how to increase the eﬃciency and quality of service of
IP networks in various ways. It also shows that these challenges are interrelated and that it
is important to consider their mutual inﬂuences.
10.2 Outlook
In this thesis, many new insights and solutions are derived. However, providing well con-
ceived Internet networking services is a complex and broad topic that oﬀers many research
challenges. Therefore, this dissertation should be seen as one (important) step towards that.
It demonstrates in various ways that the network architecture, the interconnections and the
traﬃc and network engineering process have to be optimised in a consistent way. It also shows
how this can be done for several examples. Further studies can extend this dissertation.
The approach of this dissertation was to maximise eﬃciency and QoS taking the trade-oﬀ
between those two goals into account. Further possible goals like security and reliability were
not maximised, instead we assumed that a provider would remove those solutions that are not
secure or reliable enough from the solution space and then maximises the eﬃciency and QoS
of the remaining solutions. The approach can be extended by adding security, reliability and
possibly other goals to the objective functions. How this could be done was demonstrated
in Chapter 6 for reliability in the context of interconnections. The same could be done for
the other parts. For traﬃc engineering and network design, there are already related works
investigating e.g. reliability and QoS, see e.g. [Men04] and the related work therein.
In the context of network architectures, further studies could try to further quantify the
actual costs of the diﬀerent components of QoS architectures. Also, additional Diﬀserv service
models and more variations of the existing ones could be analysed.
For the interconnection mix, it would be interesting to further investigate how the inter-
connection mix, the routing and the announced BGP routes can be further optimised. For
this task, the close cooperation of an Internet network service provider would be important.
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In the context of network engineering, it would be interesting to extend the investigated
link capacity expansion problems towards also taking node capacities into account. Further-
more it would be promising to expand the investigated capacity expansion problems towards
structural engineering as deﬁned in Section 7.1, e.g. by analysing when it is worth installing
a new link between two nodes.
With respect to the scientiﬁc method mix for studying networks, the author experienced
that there is a lack of truly scalable methods for analysing networks in detail. Analytical
methods like queueing theory and network calculus can be extended to larger non-trivial
topologies only under very limiting assumptions. Packet-level simulations can be used to
investigate larger networks but they also become very cumbersome for networks with thousand
and more nodes. That, however, is the preferred size of studies with realistic traﬃc mixes
that produce realistic cross-traﬃc and a realistic number of hops per connection. Also, there
is a lack of works investigating systematically in which ways the results of smaller simulation
studies diﬀer from those with a more realistic size.
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Appendix A
Internet Service Providers –
Deﬁnitions, Role Model, and
Market Overview
Today, the Internet service provider (ISP) market is characterised by a huge diversity of
oﬀered services and business connections, thus diﬀering signiﬁcantly from the traditional
telecommunications market. The further progression of Internet technologies, business inno-
vations and regulatory and policy factors are adding to the complexity. The diversity of ISP
market services and interactions is also reﬂected by the companies involved, ranging from
niche market ISPs to Global Players. Their business portfolios vary from one to multiple
services.
In this chapter, we investigate the Internet service market, the diﬀerent types of ISPs
that exist, and identify a subset of the ISPs that we focus on in this dissertation. We call
this subset Internet network service provider (INSP); it contains all ISPs that provide packet
forwarding services and operate IP networks.
A clear deﬁnition of the term Internet service provider (ISP) is needed. The existing
deﬁnitions in the literature are discussed in Section A.1. It is hard to ﬁnd a comprehensive
deﬁnition that on one side clearly describes the technical services oﬀered by the providers
and on the other side captures the real world – that is, the business portfolio of real-world
ISP companies. In Section A.2, we derive a deﬁnition of the term ISP and of specialised
forms of ISPs like the Internet Network Service Provider (INSP). This deﬁnition is based on
a role model that models the provisioning of a set of closely related services by a role. Apart
from forming the basis of our deﬁnition, the role model can be used as a classiﬁcation and
description mechanism for real-world ISPs. As a proof of concept, the role model is used to
classify a number of selected real-world ISPs in Section A.3.
A.1 Related Work
The term Internet Service Provider, or ISP for short, is commonly found in literature, with a
lot of diﬀerent deﬁnitions. However, most of the classiﬁcation models discussed in literature
are not detailed enough for technical analysis or they cover only a limited sub-market of the
whole Internet Service market as we understand it:
A common perception of the Internet Service Provider is that of “an organisation that
sells access to the Internet” [Nor02]. Also, Huston [Hus98, p. 30] deﬁnes the ISP as an access
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provider that may also ”provide various value-added services, such as email, bulletin board
services, and others”.
This notion can be found in the work of Greenstein [Gre99] as well. According to his study
ISPs are selling basic (smallband) Internet access and some optional services. The services
provided by ISPs fall into ﬁve broad categories: basic access, frontier access, networking,
hosting and Web page design; see Table A.1 for the results of the survey in [Gre99].
Service No. of Companies
Basic (Smallband) Access 3816 (100%)
Frontier (High Speed / Broadband) Access 1059 (27,8%)
Networking 789 (20,6%)
Web Hosting 792 (20,7%)
Web Design 1385 (36,3%)
Table A.1: ISP Services as in [Gre99]
A general classiﬁcation of service providers from an industry point of view shows, for
example, the service provider initiative from Sun Microsystems [Sun00] (summarised in Ta-
ble A.2). This is a more complete approach but is quite unstructured for technical analysis as
it is mixing Internet access and hosting which are technically very diﬀerent. Also, it basically
ignores that many companies act in many diﬀerent roles.
Role Services Companies
Internet Service Provider
(ISP)
Access, Hosting, Email AOL, Mindspring, @Home
Network Service Provider High Bandwidth, Backbone
Services, VoIP, VPN
Level (3), Concentric,
Qwest, UUNet
Application Service
Provider
Storefront, Help Desks,
Enterprise Resource
Planning, ...
Digex, GTE, Savvis, Van-
tive, Siebel, Oracle, Corio
Full Service Provider Turnkey Enterprise
Services, Supply Chain, IT
Services
EDS, AT&T Worldnet, Ex-
odus
Portals Aggregate Content,
Destination
Yahoo, Excite@Home, AOL
Table A.2: Service Provider as in [Sun00]
Lakelin, Martin and Sherwood [LMS99] give a diﬀerent classiﬁcation of ISPs and their
services (see Table A.3). Theirs is based on the size of the company and its business model.
The approaches shown above are not comprehensive and structured enough to express
the variety of the diverse ISP business – from access providers over content delivery networks
to communication service providers – and the same time the technical functions of the ISPs.
Most of them focus too strongly on the Internet access market neglecting other important
Internet services, for example caching and hosting services.
Also, their problem is that they try to capture the behaviour of actual ISPs in the real-
world (like oﬀering Internet access plus web hosting) at the same time as they try to provide
clear deﬁnitions.
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By Business Model
Online Service Providers Cable Operators
Incumbent Telecoms IT companies
New-entrant Telecoms Brand driven ISPs
By Size
Local ISPs
National ISPs
International ISPs
Table A.3: Service Providers as in [LMS99]
Therefore, we propose a role model that describes the diﬀerent technical roles that can
be found in the business portfolio of actual ISP companies. Each role is used to provide a
well deﬁned set of services; therefore, the individual roles and their relationship form a solid
basis for scientiﬁc, technical, or economical studies. Real-world ISPs typically act in more
than one role of the role model. The role model can therefore also be used to classify existing
ISPs, to describe the diﬀerences between two ISPs or to describe and analyse market trends.
A.2 A Role Model for Internet Service Providers
With reference to [Alt00], we will now describe the relationship between a (real-world) com-
pany with its services and/or support functions and a role model. It is essential to separate
between a role and a (real-world) company. A company is deﬁned as an real-world entity
that is taking on one or more roles. A role represents a group of functions to provide a
set of services to customers (see Figure A.1). Functions can be divided into internal func-
tions, which do not directly aﬀect the customers, and services (external functions) which
are oﬀered to the customers.
Service Provider Role
Internal Function
Service
1 FunctionN 1 N
Customer
either
or
Figure A.1: General Role Model
Example: Real-world ISPs like AOL (America Online) are often engaged in more then
one role. AOL, for example, provides Internet access to its subscribers. This is its core
role. However, AOL also oﬀers web space, email, online games, and a marketplace for other
companies to sell their products.
One role, e.g. that of oﬀering Internet access, consists of several services, e.g. Internet
dial-up access by modem, ISDN, cable or DSL. Internal functions in that context involve
authentication and accounting actions by the provider or the operation of a routing protocol;
they are transparent to the customer.
The role model is used for a detailed classiﬁcation of real-world service providers in Ap-
pendix A.3.
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Using the role model and the work of Altmann and Constantiou [Alt00, CA03] as basis,
we derive the following detailed role model. The role models of [Alt00, CA03] group storage
service providers (there called data center providers) together with access and backbone
providers which we ﬁnd not useful because providing storage facilities and providing packet
forwarding services has technically very diﬀerent challenges. Also, we extend the model by
support provider roles like carriers and Internet exchange points that are fundamental for
INSPs.
A.2.1 Deﬁnition of Internet Service Providers
The term Internet service provider (ISP) is used as an umbrella term for information
providers, server service providers, Internet network service providers (INSP):
• An ISP is a company whose core business consists of at least one of the ISP roles of
Figure A.2.
Similarly, an information service provider is deﬁned as a company whose core
business consists mainly of one or more of the information provider roles of Figure A.2.
Server service providers and Internet Network Service Providers (INSPs) are
deﬁned accordingly.
• Information service provider roles provide services that oﬀer diﬀerent kinds of
information via the Internet. Storage service provider roles provide basic and
sophisticated services for storing and distributing this information. INSP roles provide
services to forward this information via IP packets towards their target.
Examples:
• AOL is an ISP because by oﬀering content and communication services, it acts in the
information provider role. By oﬀering access service, it acts at the same time in the
Internet network service provider role.
• Deutsche Bank oﬀers online banking service and is therefore acting as content provider
which is a role of information providers. But as the core business of Deutsche Bank
includes diﬀerent roles (banking and brokering roles), Deutsche Bank is not an ISP. For
more examples see Section A.3.
Next, a detailed description and a short analysis of the diﬀerent roles found in Figure A.2
is presented.
A.2.2 Internet Service Provider Roles
The ISP roles can be classiﬁed as follows (see Figure A.2):
• The Internet network service providers (INSPs) are responsible for the Internet
connectivity; they operate a network and oﬀer packet forwarding services. There are
three types of INSPs:
◦ The ENOs (end-user network operators) operate end-user network edges,
◦ the AISPs (Access ISP) aggregate and forward the traﬃc of network edges and
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Internet Service Provider (ISP) End-User
AISP
End User
Network
Operator
Information
SP
Storage
SP
Internet Network
Service Provider (INSP)
Business
End-User
Private
End-User
Support Provider
BSP
Hosting
SP
Content
Delivery
Network
SP
Hosting
SP
Retail
Provider
Content
SP
ASP
Comm.
SP
Colocation
Provider
Consulting
SP
Financial
SP
Network
Component
SP
OLO
Carrier
(incl. ILEC)
Internet Exchange Point
Abbreviations
SP Service Provider
AISP Access Internet Service Provider
BSP Backbone Service Provider
OLO Other Local Operator
ASP Application Service Provider
ILEC Incumbent Local Exchange Carrier
Figure A.2: ISP Role Model
APPENDIX A. ISP 204
◦ the BSPs (Backbone Service Providers) forward traﬃc without direct contact
to end-user network edges (see Figure A.3).
• The Storage Service Providers oﬀer server and storage space in the Internet. Other
ISPs might depend on this to be able to oﬀer their own service or employ the storage
services (e.g. caching) to improve the performance of their own services.
• Information Service Providers oﬀer information. They cover the higher Internet
layers. Their information is carried by INSPs to the end-user.
AISP
BSP
Network Edge
Connection to other AISPs and BSPs
End-User Network
operated by ENO
BSP
AISP
End-User
Network
End-User
Network
Figure A.3: INSP Roles
The information ﬂow how it is aﬀected by diﬀerent ISPs is described exemplarily by
Figure A.4:
• End-users for example, access the access provider’s network via a modem or DSL con-
nection to a point-of-presence (POP) or a virtual point-of-presence (VPOP) of the
access provider.
A POP can be described as a node in the INSP’s network topology. The routers,
switches, servers, and other equipment of an INSP are located at its POPs. Typically,
these POPs are geographically distributed to keep the distances to customers and in-
terconnection partners short. The size of an INSP is often measured by the number of
POPs it is operating.
The diﬀerence between a POP and VPOP is that the latter does not actually belong
to the ISP; it is only a leased access to another company’s POP.
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Source Destination
Transport
(and Caching)
(V)POP
wired
access
wireless
access
aggregation
End-User
or ENO
ILEC
ENO = End-User Network Operator
ILEC = Incumbent Local Exchange Carrier
OLO = Other Local Operator
SP = Service Provider
OLO Backbone SP
Storage SP
End-User or
Information SP
Access
Internet SP
Figure A.4: Information Flow from Source to Destination (Example)
• The access medium (e.g. voice line, cable, radio transmission) from end-user to the
(V)POP is usually owned by an Incumbent Local Exchange Carrier (ILEC).
• The AISP aggregates the data from many end-users and transports it via its own
network and that of other connected AISPs’ and BSPs’ networks to the destination.
The destination can be other end-users or information service providers.
• Depending on the type of the application used, Storage Service Providers (SSPs) may
provide caching space.
A.2.2.1 Internet Network Service Provider (INSP)
End-user Network Operator (ENO)
An End-user Network Operator (ENO) manages the network of an end-user and
the network edge1.
The services include forwarding the packets within the business end-user’s network to the
access point of the access ISP (AISP) as well as administration and support services. In
the layer reference model (Figure B.1) most of these services would be considered as layer
3 services. Supplementary services include the administration of an IP address pool, the
operation of DNS servers and web caches as well as managing security issues.
The role of the ENO is usually ﬁlled out by a department of the business user’s company
or by a facility within a university.
Access Internet Service Provider (AISP)
The Access Internet Service Provider (AISP)2 connects end-user networks with
the Internet and forwards their IP packets toward their destination.
1The network edge is a connection between two networks. For a detailed deﬁnition see Section 5.
2As shown above, in related works, the term ISP is often used as a synonym to AISP, to the combined
portfolios of AISPs, OLOs, ILECs, or sometimes to application service providers. In this dissertation, we
distinguish between the AISP role and the generic term ISP.
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AISPs aggregate traﬃc from network edges and forward it directly to the destination host, if
that host is reachable from within their network. Otherwise, the traﬃc is forwarded to other
AISPs and BSPs (see ﬁgure A.4).
The ownership of local infrastructure is not a prerequisite to accomplish this as they can
lease the needed infrastructure from OLOs and ILECs. This has been the case, particularly
in the past, and for small AISPs. As the tendency of today’s AISPs is to build up their
own local networks to minimise costs and increase proﬁt (see [LW00]), the OLO support role
becomes more and more irrelevant.
The AISP market is going through a consolidation phase, in which business failure, merg-
ers and acquisitions have all been important factors. Today, the top ten AISPs in the US
account for almost three out of four Internet users. Only a year before, the top ten accounted
for less then half of them (see [Boa04, i]). The stiﬀ competition in the market forces the
AISPs to search for possibilities to stand out from the crowd, by acting in other roles as a
content provider, for example.
Backbone Service Provider (BSP)
A Backbone Service Provider (BSPs) provides packet forwarding services without
direct contact to the end-user networks; typically across long distance.
BSPs operate large Internet backbone networks, aggregate the traﬃc from AISPs and trans-
port them over their networks. A backbone network is supposed to have large capacities
while concurrently spanning large geographical areas. There are only few BSPs that oper-
ate worldwide, but almost every country with former state monopolies has at least one big
national backbone provider (e.g. Deutsche Telekom AG in Germany).
The diﬀerence between AISPs and BSPs is that BSPs do not oﬀer services directly to
end-users. The most clearly deﬁned BSPs, in the sense of our deﬁnition, are the tier 1 BSPs.
They operate large backbones that interconnect solely by peering (see Section 5.2.2) and do
not need to purchase transit (see Section 5.2.3) from any other backbones [Ken00]. We will
further discuss these thoughts in Chapter 5. Major worldwide BSPs include MCI3, AOL,
Qwest and Sprint.
A.2.2.2 Storage Service Providers
Content Delivery Networks
A Content Delivery Network (CDN) provides a platform based on overlay net-
works operating on top of the actual IP infrastructure. This allows information
service providers to distribute their content without having to manage infrastruc-
ture.
CDNs use specialised web-caches or video-caches to push replicated content close to the end-
users. This service can be important for information providers if their services depend on
very short retrieval times. For example, content providers who have to transfer large data
volumes like videos to their customer in short time could use this type of service.
CDNs get their revenue in most cases directly by charging the information provider that
produces the data, not the end-user. A famous example for company oﬀering CDN services
is Akamai Technologies [Aka04].
3Previously called WorldCom respectively MCI WorldCom.
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As new services are oﬀered in the CDN role, the market is further developing; one new
service is enterprise CDN (eCDN). Diﬀerent from content delivery or basic caching in that it
goes beyond the traditional methods, eCDN allows enterprises to preposition speciﬁc content
in certain caches for speciﬁc users and user groups. Akamai, Sprint, Qwest, Equant and IBM
oﬀer eCDN services [Boa03, iii], [Aka02].
Hosting Service Provider
The Hosting Service Provider oﬀers housing, serving and maintaining storage
space and ﬁles for customers. The services range from maintaining pure storage
space over oﬀering shared ﬁle systems to hosting Web sites and maintaining FTP
servers. The services typically use layer 5 protocols.
The services also include periodic backup and archiving as well as consolidation of data
from multiple customer company locations. This enables eﬃcient data sharing. To realize
the oﬀered services, most hosting service providers use server farms4 and the services of
colocation providers (see below).
The hosting services can be divided into virtual and dedicated hosting. Often, “hosting”
and“virtual hosting”are used as synonyms. Virtual hosting is the provision of hosting services
so that a company does not have to buy servers with permanent connection to the Internet.
Some virtual hosting service providers make it possible for customers to have more control
of their ﬁles and Internet connection by providing a virtual server. Dedicated Hosting on the
other hand provides customers with a dedicated server. The dedicated server can be rented at
the provider’s location or a customer can place his own equipment at the provider’s location.
The spectrum of the oﬀered services ranges from subscriber free space (as value added
service of AISPs like AOL for private Web pages) to extensive business solutions for other
ISPs and business customers. For a complete hosting service, fast connections to the web
pages are needed. Therefore, more and more hosting service providers engage in the CDN
business ﬁeld [Boa03, iv].
A.2.2.3 Information Service Provider
Application Service Provider
The Application Service Provider oﬀers access over the Internet to applications
and related services that would otherwise have to be executed and managed lo-
cally.
The applications are normally accessed via a Web browser interface. The service of an appli-
cation service provider5 enables companies to move applications from desktops to dedicated
application servers, having now only a centralised server to maintain instead of a larger
number of workstations. The applications oﬀered range from high-end enterprise resource
planning and supply-chain management systems (such as those oﬀered by Oracle and Peo-
pleSoft) to simpler groupware and oﬃceware applications. Service level agreements, covering
bandwidth availability, software mechanisms and technical support, are also typically oﬀered
[LW00].
4A server farm is a group of computers acting as servers and housed together in a single location, often
under the control of a colocation provider. Server farms need a huge amount of power, typical 10 to 20
megawatt of power, to keep their servers running and cooled [Abr01].
5A list of the top 25 application service providers from January 2004 can be found at [ASP04].
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Essentially, the application service provider business model works by reducing infrastruc-
ture and management costs (using economies of scale) as it aggregates the infrastructure of
multiple IT companies.
Retail Provider
The Retail Provider can be seen as a merchant that oﬀers its products or provides
a marketplace for other companies’ products over the Internet.
Often, retail providers simply use their Internet presence to increase the sale of their regular
business. This method is often referred to as multi-channel retailing. However, there are a
lot of companies that are only engaged in the retail provider role (e.g. Amazon or Ebay).
Internet marketplaces can be classiﬁed by deﬁning whether the two involved parties are
of the business type (B) or of the customer type (C) (see Table A.4).
Demand
B (=business) C (=consumer)
Supply B (=business) B2B B2C
C (=consumer) C2B C2C
Table A.4: Classiﬁcation of Internet Markets
Content Provider
The Content Provider creates or augments content. That content can be news,
audio and video content, etc.
Usually, content providers operate a central server to store their content or use the service of
storage service providers. The services of this role range from oﬀering company and product
information on web pages to oﬀering video-on-demand. Another type of content providers is
comprised of information services like search engines (e.g. Google) and encyclopaedias (e.g.
WhatIs?com) that are published on the Internet. Typically, content providers either charge
the end-user directly or more commonly try to ﬁnance themselves by advertising.
Communication Service Provider
The Communication Service Provider oﬀers Internet based communication service
like email, chat, e-cards and voice over IP (VoIP).
For example, Companies such as GMX are oﬀering uniﬁed messaging services to enable their
customers to combine the vast communication options in one service; a customer can thus
combine non-Internet-based services like fax or SMS with the Internet service platform.
Communication service providers currently expand their oﬀered services to gain a higher
market share and to increase their per user proﬁt. Some of the added services are spam
protection and anti-virus applications. Most of the companies are performing in more than
just the pure communication service provider role; typically they are also engaged in the
application and hosting service provider roles.
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A.2.3 Support Provider Roles
The support provider roles oﬀer services that support and keep the Internet service provider
roles running. The services include layer 2 connectivity services, ﬁnancial transactions and
the supply, maintenance and service of technical equipment.
A.2.3.1 Carriers
Incumbent Local Exchange Carrier (ILEC)
The Incumbent Local Exchange Carrier (ILEC) closes the local loop to the end-
user by oﬀering layer 2 connectivity between the edge router of the end-user to a
POP of the AISP.
The ILECs are telecommunication providers with their own circuit-switched local-loop net-
works. Originally, many ILECs did not have any IP infrastructure and therefore no possibility
to connect directly to the Internet; they needed OLOs (see below) to do so (see Figure A.4).
The oﬀered services are layer 2 and layer 1 services (see Figure B.1). In most countries, ILECs
are aﬀected by telecommunication regulations, as they normally use voice lines that underlie
additional regulation. An exception are modern broadband connections like ADSL which are
only used for data transportation. This has a big inﬂuence on the number of players in this
segment. In the past, there was normally only one big state-owned monopolist per country.
This was especially true in Europe. With a growing deregulation of the telecommunications
markets in Europe, this type of service is oﬀered by a growing number of companies.
The ILECs used to play a very important role in the Internet Service Market, for without
the local-loop infrastructure of the ILECs, Internet access would not have been possible for
so many people, and the prices would have been higher. In the future, it will probably be
diﬃcult to ﬁnd companies oﬀering ILEC-only services, as they will tend to enhance their
portfolio to act as a combined ILEC/OLO/AISP role [LW00].
The trend in the ILEC market goes towards broadband access, thus replacing the Plain
Old Telephone Service as the access medium. However, the revenue is mostly gained by
POTS and not by broadband service. This is not expected to change in the near future, thus
making ILECs depend on POTS in the short to medium term [Boa04, ii]. Deutsche Telekom
AG in Germany and the Regional Bell Companies in the US provide the services of the ILEC
role.
Long-Distance Carrier
Long-Distance Carriers provide INSPs with layer 1 and 2 connectivity, e.g. leased
lines, between two POPs.
This service is needed as not all INSPs can aﬀord or want to buy the infrastructure for their
own networks. In some countries the telecommunication sector is still regulated and INSPs
are not allowed to own the layer 2 infrastructure for their networks. Leased lines range
from POTS telephone cables to optical lines. The players in this segment are generally the
former telephone monopolists who also provide the ILEC service like Deutsche Telekom AG
in Germany and the Regional Bell Companies in the US as well as new players providing high
bandwidth infrastructure.
High bandwidth services also include dark ﬁbre services, see e.g. [Dom04]. The dark ﬁbre
service oﬀers customers ﬁber strands to which they can apply their own optronics to light
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the ﬁber. Today, dark ﬁber services are usually available in MAN markets, as only 5%-10%
of oﬃce buildings have ﬁber access. Nevertheless, the dark ﬁber market is expanding due to
the dramatic price reductions and the increasing ﬂexibility of dark ﬁber contracts.
A.2.3.2 Other Local Operator
Other Local Operators (OLOs) typically oﬀer translation services from the ILEC’s
telecommunication layer 2 networks to the AISPs layer 3 (IP) networks.
The OLO service portfolio includes services like termination of calls, indirect access and num-
ber translation. The reason for the existence of the OLOs lies within the oﬀered portfolio of
the ILECs. At the beginning of the Internet, a lot of telecommunication-based ILECs were
very slow in investing in IP technology. This opened a market segment for the OLOs which
connected the ILECs to the Internet by providing the modem banks to translate between the
circuit-switched Plain Old Telephone Systems (POTS) and the IP backbone infrastructure.
With increasing competence in IP technology in the telecommunication companies, the im-
portance of pure OLO services has decreased rapidly. The OLO role will instead be part of
the ILEC or AISP service portfolio (like i.e. Deutsche Telekom AG, which provides switching
services for small ISPs) [LW00]. The trend toward broadband access in particular makes
OLOs pointless, as the medium itself is digital and therefore does not need any translation
services.
A.2.3.3 Internet Exchange Points
The Internet Exchange Point (IXP) provides an exchange point where ISPs can
connect with one another in interconnection arrangements.
The structure of the exchange point can range from one exchange facility to several exchange
facilities, connected with each other. The IXPs are a key component of the Internet back-
bone as they oﬀer the possibility of global connectivity. Typically, an INSP is connected
to a number of IXPs and these IXPs to a large number of peering partners. The IXP and
interconnection topic will be discussed in more detail in Part II of this dissertation.
A.2.3.4 Colocation Provider
A Colocation Provider provides carrier-neutral data center services as well as
management services.
The data center, also called colocation facility, is a network-connected secure commercial
facility for the housing of carrier and IT infrastructure. Colocation providers also oﬀer services
such as equipment housing, on-site engineering and maintenance. The carrier-neutral data
centers enable ISPs to manage their own connectivity by negotiating directly with underlying
carriers. Two players of this role are Telehouse Europe and Interaxion.
A.2.3.5 Financial Service Provider
A Financial Service Provider provides services around the money transfer between
the provider and the customer.
The most typical form of the ﬁnancial service provider role is that of a service provider who
takes over the billing for his customers. An example of such a provider is the billing specialist
Aurora UK Ltd. [Boa03, vi].
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A.2.3.6 Consulting Service Provider
The Consulting Service Provider oﬀers consultant services to their customers. Its
services cover help on how to run a ISP through all of the company life phases.
Network speciﬁc consulting services are especially appealing for small ISPs that often cannot
aﬀord to build up the specialised know-how needed to run their business.
There are two kinds of companies performing the consulting service provider role in the
Internet market. The ﬁrst one are independent companies, like Accenture, that specialise in
the consulting business. The other ones belong to companies oﬀering a product in a diﬀerent
segment. SAP for example has their own consulting department to implement their products.
A.2.3.7 Network Component Service Provider
The Network Component Service Provider oﬀers and maintains hardware and
software components that are necessary to operate the Internet infrastructure.
They can be diﬀerentiated by the type of components they sell into hardware component ser-
vice providers (e.g. Cisco) and software component service providers (e.g. Oracle). Examples
of the oﬀered components are routers, line cards, and web servers. Providers that provide
installation and maintenance services for these components are also classiﬁed as network
component service providers.
A.2.4 End-users
Another key part of the Internet market, besides support providers and ISPs, are the end-users
who consume the oﬀered Internet services. End-users are classiﬁed into business end-users
and private end-users.
The business end-users are business entities that use Internet services to generate
revenue. The oﬀered services posses the character of investments. The private end-users,
on the other hand, consume the oﬀered Internet services while using the Internet for private
purposes.
A.3 Classiﬁcation of Selected Providers
Today, the top ten AISPs in the US account for almost three out of four Internet users.
AOL and MSN, the top two ISPs, alone account for 41% of the Internet users [Boa04, i].
The stiﬀ competition in the market, mainly on the DSL and ﬂat rate markets, forces the
AISPs to search for possibilities to stand out from the crowd. The trend goes to generating
more revenue from e-commerce transactions and advertising. AOL, for example, oﬀers among
other services a news portal, online gaming, online shopping and services for mobile phones
(SMS), additionally to their access service [Ame04]. So AISP companies rarely act solely in
the AISP role, they tend to add services to their business portfolio to gain a better market
position [LW00]. This expansion trend of AISPs tends towards the information provider roles
at the moment and can be found throughout the market. Cooperations between AISPs and
other ISPs are common as well, e.g. AOL has Google’s search service embedded within their
homepage.
This is just an example from the AISP market and can be found in most of the other
markets as well. The tense economic climate in the world forces the competition in almost
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all of the ISP markets to heat up, thus forcing the companies to ﬁnd new revenues by diﬀer-
entiating themselves from others. A common possibility to accomplish this is by providing
additional respectively value-added services. As can be seen in the following Table A.5, most
companies act in more than one role. To show that the described role model complies with
reality, actual companies and their services in the Internet market are classiﬁed using the role
model derived above.
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Akamai • ◦ SSP
Amazon / Ebay • InfoP
AOL • ◦ ◦ ◦ ◦ ◦ INSP
Cable&Wireless ◦ • ◦ ◦ INSP
T-Online • ◦ ◦ ◦ ◦ ◦ ◦ INSP
DFN ◦ • INSP
GMX ◦ ◦ ◦ • InfoP
Google/What?Is • InfoP
HRZ • INSP
MSN • ◦ ◦ ◦ ◦ INSP
Oracle / SAP • ◦ ◦ InfoP
Sprint • ◦ ◦ ◦ ◦ ◦ INSP
WorldCom ◦ • ◦ INSP
Aurora UK Ltd. •
Cisco •
T-Mobile ◦
T-Com ◦ • ◦
Interaxion •
LINX, DE-CIX •
Abbr Kind of Role
• Core Role
◦ Additional Role
Table A.5: Classiﬁcation of Selected Providers
Akamai
Akamai Technologies oﬀers software and services to enable companies and government agen-
cies to deliver Web content and applications (including video and other high-bandwidth con-
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tent). Through its network of more than 14,000 servers in 70 countries, Akamai services
analyse and manage Web traﬃc, transmitting content from the server geographically clos-
est to the end-user using Akamai’s EdgeSuite product. The company also oﬀers audio and
video streaming services, content targeting applications and consulting services. According
to the introduced role model, Akamai’s main role is that of a content delivery network service
provider.
America Online
America Online (AOL), the Internet division of Time Warner, is the world’s largest access
Internet service provider with more than 30 million subscribers using its services. AOL
customers are mainly private end-users. The revenue mix of subscription, advertising, e-
commerce services and Internet sales reﬂects also the ISP roles involved. According to the
introduced role model, AOL is an AISP company which incorporates the following roles:
• Access ISP: This is the core role. AOL oﬀers dial-up service as well as broadband to
end-users.
• Hosting Service Provider: AOL oﬀers web space and hosting services on its servers for
end-user homepages.
• Application Service Provider: Online gaming is one example for the application services
oﬀered by AOL.
• Internet Retailer: AOL oﬀers on its homepage a marketplace for other Internet retailers
to sell their products. AOL gets a commission on total sales revenue.
• Content Provider: Videos, news and various other content are oﬀered mainly for AOL
subscribers, but some content is oﬀered for the public as well.
• Communication Service Provider: AOL oﬀers email services as well as mobile services
such as sending mobile messages.
Amazon and Ebay
Amazon oﬀers millions of books, CDs, DVDs and videos, as well as toys, tools and electronics.
It has a large market share especially in the Internet book sales market. According to the
introduced role model, Amazon is a classical Internet retailer.
Ebay oﬀers a marketplace for all kinds of used and new products. As a marketplace
provider, it is also classiﬁed as Internet retailer according to the introduced role model.
Deutsche Telekom and T-Online
Deutsche Telekom is the biggest telecom company in Europe and one of the largest in the
world. It is divided into four subsidiaries. Its T-Mobile International division serves
wireless phone customers. The T-Com unit is one of the largest carriers in Europe with
about 58 Million connections. The company’s T-System division is specialised in IT services.
And ﬁnally, the T-Online subsidiary, with 13.1 million customers, is one of the leading ISPs
in Europe:
T-Online has a diverse business model with both access and non-access businesses in its
portfolio. According to the introduced role model, T-Online is like AOL an Access ISP which
incorporates the following roles:
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• Access ISP: This is the core role. T-Online oﬀers dial-up service as well as broadband
to end-users.
• Hosting Service Provider: T-Online oﬀers web space and hosting services on its servers
for end-users homepages.
• Application Service Provider: The web based organiser is one example for the applica-
tion services oﬀered by T-Online.
• Content Provider: T-Online oﬀers videos, news and various other content to its sub-
scribers. Part of the content is also publicly available.
• Communication Service Provider: Email services as well as international roaming access
are oﬀered by T-Online in its role as communication service provider.
DFN
DFN – Deutsches Forschungsnetz – is Germany’s National Research and Education Network.
The main tasks are to provide backbone infrastructure to the German research and education
community and to create a testbed for science and development of new techniques. According
to the introduced role model, DFN is a backbone service provider company which incorporates
the following roles:
• Backbone Service Provider: This is the core role. DFN operates a backbone network
the G-WiN. Considering the size and geographical spread of the G-WiN, DFN can be
considered as a national BSP.
• Access ISP: DFN oﬀers the DFN@home service for students and scientists who want to
access the network of their institution from their home computers.
GMX
GMX oﬀers paid and free email services. To diﬀerentiate itself from other companies and
to gain more revenues it added new services like Internet access, online virus scans and an
online organiser. GMX is one of the top 5 email service providers in Germany [ECI03, ii].
According to the introduced role model, GMX is a communication service provider company
which incorporates the following roles:
• Communication Service Provider: This is the core role. GMX’s main services are the
diﬀerent email services. Included in their ProMail service are additional Communication
Service Provider services like fax and voice messages.
• Access ISP: GMX oﬀers access to Internet, using diﬀerent price schemes like ﬂat rate,
volume based and time based pricing.
• Application Service Provider: The applications provided by GMX are e.g. an online
organiser.
• Content Provider: News and Information about sports, entertainment, lifestyle and
much more are provided on the GMX portal.
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Google
Google oﬀers a targeted search engine that indexes and ranks Web sites according to the
number of links leading to that site. Google is the most-used site in the world for Web
searches, it serves more than 80 million users per month6. Other Google oﬀerings include
news and groups sites, and it also licenses its technology to other companies like America
Online. According to the role model, Google is a content service provider.
University Network Centers
University Network Centers like for example the “Hochschul-Rechenzentrum” of the Darm-
stadt University of Technology operate university networks and manage the network edge
(connection) to the universities’ AISPs. According to the role model, these network centers
are end-user network operators.
Sprint
Sprint is a global communications company which operates a tier 1 Internet backbone. Sprint
is one of the largest BSPs serving 26 million business and end-users in more than 100 countries.
According to the introduced role model, Sprint is an backbone service provider company which
incorporates the following roles:
• Backbone Service Provider: The core role. Sprint operates a Tier 1 Internet backbone
network.
• Content Delivery Network / Hosting Service Provider / Colocation Provider: Spring
also provides global voice, video, data and Internet communications services, web host-
ing, and colocation services.
• Carrier / ILEC: The company’s telecommunications operation provides local telephone
service through over 8 million access lines in 18 states.
A.4 Summary and Conclusions
The Internet Service Provider (ISP) business is a complex, relatively new and quickly evolving
business. This dissertation deals with Internet network service providers (INSP) which are
ISPs that oﬀer packet forwarding services. The diﬀerent types of INSPs were discussed in
this chapter, also supporting providers like Internet exchange points and carriers that are
relevant e.g. for interconnections (see Part II) were discussed here.
For the discussion, a role model for ISPs was introduced. The contribution of this model
is that it reﬂects the real world and can thus be used to classify and compare actual ISP
companies with each other. At the same time, the individual roles it contains describe exact
sets of closely related technical services and can be used for analysis of individual services,
e.g. in scientiﬁc works.
6According to Nielsen/NetRatings 06/03 cited at www.google.com/corporate/facts.html.
Appendix B
Five Layer Reference Model of the
Internet
Throughout this dissertation when protocol stack layers are mentioned, the ﬁve layer reference
model of the Internet is used as it is described e.g. by Tanenbaum [Tan02]. It is a hybrid
between the OSI reference model [Zim80] and the TCP/IP reference model [LCPM85, Cla88].
Each layer consists of a set of protocols for communication with another entity on the same
layer, and of communication services that are oﬀered to the next higher layer. The layers
can be distinguished as follows:
5 Application Layer
4 Transport Layer
3 Network Layer
2 Data link Layer
1 Physical Layer
Figure B.1: Hybrid 5 Layer Reference Model of the Internet
• The physical layer deﬁnes the mechanical, electrical, and timing interfaces to the
network.
• Data link layer’s main task is to transform the raw layer 1 transmission facility into
a line free of undetected transmission errors between two directly connected systems,
typically by using the concept of data frames.
• Network layer is concerned with forwarding and routing of packets from sender to
receiver end systems. The basic network layer protocol of the Internet is IP (Internet
Protocol), it oﬀers a connection-less datagram forwarding service.
• Transport layer uses the network layer to provide sender to receiver application
communication. The most important transport layer protocols of the Internet are
the connection-oriented virtual error-free TCP (Transmission Control Protocol) and
connection-less UDP (User Datagram Protocol).
• Application layer contains the high-level protocols like e.g. HTTP. It handles issues
like network transparency, resource allocation, and problem partitioning for an applica-
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tion. The application layer is not the application itself; it is a service layer that provides
connection services.
Appendix C
Topologies Used in the Experiments
Throughout various experiments in this thesis, diﬀerent network topologies are used. As the
properties of the topology inﬂuence the outcome of the experiments, we base most experiments
on real-world topologies of INSP networks.
In this section, these topologies are graphically depicted (see Figures C.1 to C.3). More
important than the shape of these properties are the properties of the underlying graphs.
Their basic graph properties are listed in Table C.1.
• The number of nodes and links are listed.
• Dia. denotes the diameter of the graph; the diameter is the length of the longest path
of the set of all the shortest paths between all nodes.
• The hop-plot is the proportion of all nodes that can be reached within a certain number
of hops. For example, for the DFN topology on average from a node 97% of all other
nodes can be reached within 4 or less hops. The diameter and the hop-plot are a
measure for the connectivity properties of the graph and the lengths of the shortest
paths between node pairs.
• The outgoing node-degree of a node is the number of outgoing links connected to that
node. The average outgoing node-degree and the standard deviation of the outgoing
node-degree distribution are also listed in the table.
We tried to include many real-world topologies; as providers are reluctant to reveal their
true network topology in every detail, some of the topologies had to be altered slightly
compared to the true topology. However, this mostly aﬀects the node placement and not the
connectivity properties of the topologies needed for the experiments. Also, some artiﬁcially
created topologies are included (Artiﬁcial-1 to 3). They were created using Tiers V1.2 with the
parameters listed in Table C.2. The setting of these parameters was based on the ﬁndings
of [HPSS03b]. Finally, the star and cross topologies were added for the QoS experiments
because they allow to create a lot of cross traﬃc at well-deﬁned points.
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Table C.1: Properties of the Topology Graphs
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Figure C.1: Topologies (1)
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Abbreviation Function Artiﬁcial-1 Artiﬁcial-2 Artiﬁcial-3
NW Number of WANs* 1 1 1
NM Number of MANs per WAN 1 2 2
NL Number of LANs per MAN 2 3 2
SW Number of nodes per WAN 9 6 7
SM Number of nodes per MAN 4 4 4
SL Number of nodes per LAN 17 4 8
RW Redundancy of the links
within a WAN
3 6 5
RM Redundancy of the links
within a MAN
2 3 3
RL Redundancy of the links
within a LAN*
1 1 1
RMW Redundancy of the links
between MANs and WANs
4 9 7
RLM Redundancy of the links
between LANs and MANs
1 6 6
* in Tiers V1.2 only NW = 1 and RL = 1 is supported
Table C.2: Tiers Parameters Used for the Generation of the Artiﬁcial Topologies
Appendix D
Admission Control Mechanisms
Admission control is a very important aspect of the control path of each QoS system and is
thus related to Part I. There is a vast amount of general work on admission control and the
diﬀerent proposed admission control systems and schemes vary enormously. Many of them are
independent of a speciﬁc QoS architecture. Besides that, admission control occurs at the edge
of a network and thus also relates as Part II of this dissertation. Admission control problems
are also part of the resource allocation framework presented in Appendix G. Because of these
reasons, we give a separate overview and classiﬁcation of admission control in the ﬁrst part of
this chapter. In the second part, we describe the exact admission control mechanisms used for
Intserv and Diﬀserv in the QoS experiments of Chapter 4 and Chapter 9 (Section 9.1). While
the design space of admission control mechanisms for Intserv is limited by the according
RFCs, there almost no restrictions for admission control in Diﬀserv. The central bandwidth
broker we specify below for Diﬀserv is able to give very strong guarantees on one side and
allows for overbooking and eﬃcient network usage on the other side; see Chapter 4 for an
evaluation.
D.1 Classiﬁcation
An actual admission control system is characterised by a number of properties, the most im-
portant ones are shown in Figure D.1. It is important to stress that the individual properties
inﬂuence each other signiﬁcantly. For example, the type of guarantees a system can support
strongly depends on the ﬂow and network behaviour assumptions and the location of the
system.
The individual objects for which admission control decisions are made are called ﬂow
throughout this chapter; this shall neither imply that they are necessarily microﬂows such
as individual TCP ﬂows nor that they are unidirectional. They could also be macroﬂows
consisting of an aggregate of microﬂows, such as the complete traﬃc of one customer.
We now present a structured overview of diﬀerent admission control systems.
D.1.1 Location
One important property of each admission control system is the location where the admission
control decisions are made.
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Figure D.1: Admission Control Systems
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D.1.1.1 Endpoint Admission Control
In endpoint admission control schemes, the end-to-end admission control decision is made at
the end systems themselves. No admission control instance and therefore less “intelligence”
is required in the network itself. As the endpoints have no control and no further infor-
mation about the traﬃc of other endpoints, the decision is typically based on probing and
measurement information like packet marking.
Pioneering work in the direction of endpoint based distributed admission control has
been done by Kelly, Gibbens et. al. [KMT98, GK99, Kel00]. Their analysis shows the
basic stability of distributed admission control based on marking at resources even in the
case of feedback delays [Kel00]. Building on these results, some works shed light on the
inﬂuence of delayed system reaction on stability, which presents bounds for the reaction
delay [JT01, Mas00]. [KKZ00] presents a model for an Internet exclusively managed by the
end systems and analyses the stability of this system.
As endpoint admission control systems assume no admission control instances in the
network that could actually hinder non-admitted ﬂows from sending, a mechanism is needed
that forces or gives incentives to the end systems to perform the admission control algorithm
and to behave according to its decision. In the works of [Kel00, KKZ00], pricing per ECN
mark is used as incentive mechanism.
A simulative comparison of the basic design options for endpoint admission control is
presented in [BKS+00].
D.1.1.2 Network-based Admission Control
Network-based admission control schemes decide to admit or reject ﬂows to one network.
As a ﬂow can pass through several networks, several sequential admission control decisions
might be necessary. Network-based admission control schemes can be further distinguished
into centralised and decentralised systems:
• In centralised systems, the decision is made at a central instance of the network
that can have global knowledge of the networks current state. Bandwidth brokers
(see Section 2.2.4.3) typically include a centralised admission control system. The
bandwidth broker concept goes back to [Sch98, NJZ99], examples are given e.g. in
[TWOZ99, ZDGH00, KB00, Kha03, ZDH01]. Also, the centralised bandwidth broker
developed in this dissertation (Chapter 4) is of this type.
• Decentralised systems can be further divided into whether each link/hop or only the
network edges are involved into the decision:
◦ A typical example for a hop-by-hop admission control decision is the
Intserv/RSVP admission control mechanism for guaranteed service and controlled
load service as described in RFC 2212 [SPG97] respectively RFC 2211 [Wro97b].
Each router along the path of the ﬂow through the network checks its resource
availability before a new ﬂow is actually admitted to the network, see Section 2.2.2
for more details.
◦ For edge-based admission control, the admission control decision is based on
information locally available at the edge node of the network.
The admission control decision can be made
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· exclusively at the ingress node (ingress-based) (see the decentral bandwidth
broker of Chapter 4),
· exclusively at the egress node (egress-based) [CK00] or
· at both nodes (ingress-egress-based) [BV01, BN03].
Edge-based admission control mechanisms can also be distinguished by the nature
of the local information they are using:
· The information can be local traﬃc measurements that can be constantly
updated.
[CK00] presents for example egress-based admission control architecture. It
treats the core network as a black box and is based on monitoring the aggregate
traﬃc characteristics of one service class per path at the egress nodes. One-way
per-packet delay measurements are used; these are, however, all but trivial to
make. Based on these measurements, statistical traﬃc envelopes are derived
and used as decision basis for admitting new ﬂows.
In [KS02], ECN marks are counted and constantly updated at the egress at a
per-ingress basis and used as estimation for the congestion level of the network.
· The information can also be the status information of the whole network that
is stored in a distributed database at the edge nodes. This allows each edge
to base its decisions on the same type of information that is available to a
centralised admission control system. However, contrary to the centralised
system, for the decentralised one a synchronisation and update mechanism
is needed for the distributed database. The distributed database has to be
updated on a relatively small timescale or the system will not work eﬃcient.
Systems implementing a decentral admission control algorithm based on a
distributed database are described in [BV01, BN03]. They use token passing.
[BV01] speciﬁes a mechanism to provide bandwidth guarantees that requires
only edge routers to implement the admission control scheme. No assumptions
about the behaviour of the core routers on the data or control path are made,
especially core routers do not have to be able to diﬀerentiate between diﬀerent
ﬂows and not even between best-eﬀort and reserved ﬂows. The approach
further assumes that the edge nodes have up-to-date information about the
topology of the network and that there is a route pinning mechanism for the
network; this can for example be MPLS or IP source routing. RSVP is used as
signalling mechanism but only interacts with the ingress- and egress-router of
a network. Based on the RSVP message exchange, the route between ingress
and egress node is pinned.
The admission control mechanism uses a distributed database. Each ingress
router has knowledge of the network’s topology and a more or less up-to-date
knowledge about the reservation state of the network. For synchronisation,
a token passing mechanism is used. A router is only allowed to change the
reservation state of the network if it possesses a token that is passed around
the edge routers. A reservation for a new ﬂow does not become eﬀective until
the ingress router has fully circulated the updated token once among all edge
routers. This prevents several edge routers from over-allocating bandwidth by
simultaneously reserving bandwidth on a single link and it gives edge routers
the opportunity to reduce the rates of best-eﬀort ﬂows sharing the same links
as the new reserved ﬂow. The latter is necessary because core routers cannot
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diﬀerentiate between reserved and best-eﬀort ﬂows.
[BN03] adapts the mechanism of [BV01] to support guaranteed service in core-
stateless networks (see Section 2.2.3) and improves the eﬃciency in several
ways, e.g. by marking potentially congested links and only requires a full
token circulation before admitting a new ﬂow when marked links are involved.
The drawback of these approaches is that compared to a central mechanism
they introduce additional delay (token circulation time) that can become big
for large networks before admitting a new ﬂow. In addition, they require each
edge router to have the computational resources for managing and updating
the database and add additional complexity to protect against lost tokens
etc. Therefore, in most cases a specialised centralised system would seem the
better choice.
· Finally, the local information used as a basis for an edge-based admission con-
trol decision can be a contingent respectively resource budget that is assigned
oﬄine to the edge node. While measurement information respectively the
distributed database is updated in rather small intervals, the contingents are
updated only on much larger timescales and typically by a central instance
based on the past performance of the system.
We call the latter mechanism contingent-based admission control. Among
other things it is investigated in Chapter 4. Contingent-based admission control
systems can be further distinguished by the contingent assignment:
· The contingent is assigned to the edge node; all ﬂows entering the network
through this node share this contingent.
· The contingent can also be assigned to each ingress respectively egress link of
the edge node. Only ﬂows with the same ﬁrst respectively last hop through
the network share a contingent.
The problem of the ﬁrst two contingent assignments is that they are very inef-
ﬁcient for deterministic guarantees as all – also pathological – traﬃc patterns
through the network have to be taken into account when assigning the con-
tingents. This results in very low contingents for deterministic services. A
famous example is the Charny bound [CL00], see Figure 2.7.
· The contingents can also be assigned to tunnels or MPLS label switched paths
through the network if information about the traﬃc patterns is available.
More state has to be kept in this case and it might be necessary to update the
contingents more regularly than for the ﬁrst two cases for this mechanism to
be eﬃcient. However, it promises higher possible contingents for deterministic
guarantees as the information about the traﬃc patterns can be exploited in
the contingent assignment process.
· A further alternative of contingent-based admission control schemes is as-
signing each ingress respectively egress node contingents for all links of the
complete network. This approach decentrally controls ﬂows from the edge but
can take the whole path through the network into account. The admission
control test for a new ﬂow predicts the path of that ﬂow through the network
– not a trivial task. Along the links of that path, the node checks for every
link whether there are still contingents that were assigned to it available for
that link. This approach necessarily loses eﬃciency compared to a centralised
admission control, as an edge node cannot use the contingents assigned to
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another edge node for the same link. For this approach to be eﬃcient, the
contingent assignment process is of great importance. This approach is dis-
cussed in more detail in [Men04].
A comparative study of diﬀerent contingent-based admission control schemes (and
other admission control schemes) and a discussion of contingent assignment algo-
rithms is presented in [MKC03, Men04].
D.1.2 Flow and Network Behaviour
For the admission control test, certain assumptions about the ﬂow and network behaviour
have to be made.
D.1.2.1 Worst-Case Assumptions
If worst-case behaviour of the ﬂow and network elements is assumed, a conservative admission
control test is performed.
For decisions based on worst-case assumptions, the traditional network calculus oﬀers
a mathematical framework. It is a theory for deterministic queueing models. It is based on
min-plus algebra [BCOQ93], hence an algebra in which the operations + and * of conventional
algebra are substituted by the calculation of the minimum and +. The beginnings of this
theory can be traced back to [Cru91]. It was further developed and described in detail by Le
Boudec and Chang, among others, in [LT01] and [Cha00]. Chang elaborates mainly on the
ﬁlter theory.
In the analysis of network behaviour, the network calculus focuses on the contemplation
of worst-case characteristics of a data ﬂow and thus delivers deterministically applicable
statements. This is usually based on the assumption that guarantees can be given using
traﬃc description and access control. Here, the details of the traﬃc description are abstracted
with the help of so-called arrival curves. These arrival curves indicate the maximum amount
of traﬃc permitted over all possible time intervals. Other basic elements are service curves
which describe the scheduling behaviour of the nodes on an abstract level. For an example
of an arrival curve (TSpec) and a service curve (rate-latency), see Figure 2.5.
A crucial result of the network calculus is that the service curve of two serial nodes is the
min-plus convolution of the two service curves of the single nodes. While this operation is
non-linear in conventional algebra, it is linear for the min-plus algebra. This is the core notion
for a further development of the network calculus in the direction of a min-plus linear system
theory [CCLT02]. A method for the eﬃcient calculation of the convolution is described in
[PKSS04].
Concluding, the network calculus is an analytical approach that provides a model for the
explanation of worst-case behaviour of data ﬂows and can be called upon for forecasts and
decisions. Since it is assumed that the traﬃc meets a certain limit feedback is not normally
taken into account. Dynamics in terms of interaction with other data ﬂows are limited.
D.1.2.2 Statistically Relaxed Assumptions
The admission control test can also be performed with statistically relaxed assumptions.
They promise a higher resource usage at the cost of an increased but controlled risk of wrong
decisions that will manifest themselves in violations of the (loss and delay) guarantees.
Among other methods, the stochastic network calculus and the queueing theory oﬀer
mathematical foundations for statistically relaxed ﬂow and network behaviour assumptions:
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As mentioned above, the traditional network calculus is based on worst-case assumptions.
If all of the calculations are done using the maximum traﬃc possible, one faces the risk of
allocating the resources too conservatively and therefore causing a bad utilisation ratio. This
eﬀect ampliﬁes with the aggregation of data ﬂows. Therefore, one trend in network calculus
research is the development of a statistical network calculus that could help at least partly
to handle this problem.
Statistical network calculus [BBLO00] is based on the assumption that an arrival curve
– here called eﬀective envelope – will be met only with a certain probability. In a follow-up
paper [BLP02], an eﬀective service curve is introduced, which allows for the calculation of
an output envelope with the convolution of eﬀective envelope and eﬀective service curve.
Unfortunately, this result cannot be extended to multiple nodes so far.
Queueing theory still is the main method for the analysis of networks. There is a large
amount of literature about queueing theory, also because it can be applied to more areas than
just computer networks. The canonical reference for queueing theory is still [Kle75, Kle76],
a current overview can be found in [BGDT98].
As opposed to the network calculus, queueing theory deals with stochastic queueing sys-
tems. The behaviour of the system in its equilibrium state is in the foreground of the analysis,
since results of systems in transient states are relatively hard to get. The stochastic of the
system lies in the arrival and service processes. For analytical reasons, it is mostly assumed
that distributions for arrival and/or service processes are memoryless, even though there are
some results for general distributions. In the last couple of years, progress has been made
in the direction of more realistic arrival processes. Nonetheless, the core results of queueing
theory are still heavily based on the memorylessness of the underlying distributions – an
assumption that is very much in question for Internet traﬃc [PF95].
Let us cite one example for a recent work that is based on queueing models [BGRZ03].
Here, a heavy-tailed M/G/1-PS (processor sharing) queue is being analysed under certain
given assumptions. Heavy-tailed refers to the service times, which decline slower than expo-
nential. The most important constraint here is that impatient users are considered as well.
This is justiﬁed by the assumption that the rates of single users decrease when many users are
active at the same time, and some will get impatient and cancel their transfer. The analysis
of this queue is used to make the connection between access control of elastic data ﬂows and
the number of the impatient users.
The modelling of entire networks of queueing systems is very complex compared to the
single queueing systems discussed above. Based on highly simpliﬁed assumptions, such as
the memorylessness of all underlying stochastic systems, a relatively simple form for the
probability for the state of the whole systems arises. It results as the product of marginal
distributions of the single queueing systems; hence, one gets a so-called network in product
form. Yet, a loosening of the strict assumptions, for example the introduction of priorities
or a departure from the memoryless service times, will quickly lead to systems that are
analytically not manageable anymore. Then, only numerical methods can help calculating the
probabilities for the states of the systems. Numerical methods provide only approximations,
however, and quickly reach calculation limits because of their recursive nature. Here, we refer
to [Whi95] and [KD94]. An expansion of queueing networks results from the introduction of
negative packets [Gel93]. With the arrival of a negative packet at a queue, a positive packet
is being erased, hence both the negative and positive packet disappear from the system. This
expansion is relevant for the Internet, as for example RED (Random Early Detection) can
be modelled with it. Besides the other more general references mentioned above, [Rob00]
provides an overview of queueing networks.
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To conclude, queueing theory is thus also solely an analytical approach and it has a
more locally oriented scope. Although there are queueing systems with feedback, they are
typically not used in the context of communication networks. Queueing theory is a model for
explanation and is less suitable for forecasts and decisions than the network calculus, because
it usually works with mean values. In interesting approach in that context is sketched in
[PSS04]; the authors analyse by simulation the beneﬁt of bringing network calculus and
queueing theory together, i.e., bounding the stochastic processes of a queue with methods
from network calculus.
D.1.2.3 Measurements
Admission control systems that use the two above-mentioned assumptions (worst-case and
statistically relaxed) are based on mathematical models for predicting ﬂow and network be-
haviour and maintain state information about the currently active ﬂows. Contrary to that,
predictions about the ﬂow and network behaviour can also be based on measurements. In
this case, we speak of measurement based admission control. There is a vast amount
of works on that topic; the works can be divided into admission control schemes with active
and with passive measurements. Active measurements actively probe the network by sending
special probe packets while the passive measurements passively monitor the performance of
normal data packets.
In addition, measurement based admission control schemes can be classiﬁed by whether
they measure the properties of individual ﬂows [Kar98, MK01, MFK03] or of traﬃc aggregates
[JDSZ97, QK01].
The probe-based admission control scheme developed in [Kar98, MK01, MFK03] for a
loss-predictive unicast service and in [MFK02] for multicast is a typical example for an active
measurement based admission control scheme. A controlled-load [Wro97b] type of service
is oﬀered. Before a new ﬂow is accepted, a loss measurement is done by actively sending
constant-bit rate probe packets at the maximum rate of the new ﬂow for a suﬃcient time
from the network ingress to the egress node. At the egress, the loss can be measured and
reported back. The core network diﬀerentiates data packets from already admitted active
ﬂows and the probe packets so that probes do not disturb the active ﬂows. A 0.5 to 2
second probing interval is recommended. [MK01] contains a simulative study of this scheme;
[MFK03] uses queueing theory to analytically evaluate the scheme for a single link and a
single probing process. The comparison study of several endpoint and measurement based
admission control schemes [BKS+00] also reports probing durations in the order of several
seconds, whereas recent simulative work [Kel01b] argues for much lower values for the initial
probing phase.
Instead of using the measured packet loss as basis for the decision, measured delay re-
spectively delay variations are used in [BCP00, BBCP02]. [KKZ00, Kel01b] propose using
ECN marks [RFB01] for a distributed measurement based admission control system. [KS02]
also uses ECN marks as congestion indication. So-called load control gateways running at a
backbone network edge use the amount of measured ECN marks that data packets experience
to estimate the current congestion level of the network.
The works of Gibbens et. al. [GKK95, GK97] explicitly maximise the expected proﬁt
of an admission control that is deﬁned by the reward of utilisation minus the penalty of
packet-losses by calculating acceptance bounds for a speciﬁc set of ﬂow types.
[JDSZ97] present an algorithm that uses the measured queueing delay of individual packets
and the utilisation of the diﬀerent service classes as input to derive an aggregate token bucket
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descriptor for each class. This measured token bucket is typically much smaller than the
sum of the individual worst-case token buckets that describe the individual ﬂows. Before
admitting a new ﬂow, the available bandwidth and the delay bounds are checked based on
these measured aggregate token bucket descriptors.
In [BFOBR02], a measurement based admission control mechanism is evaluated that
explicitly considers elastic (TCP) ﬂows besides real-time multimedia ﬂows. In most other
admission control schemes, the special characteristics of elastic ﬂows are ignored or they are
assumed to be in a low-priority best-eﬀort upon which no admission control is applied.
The rate a new elastic ﬂow would acquire is estimated either with a TCP phantom connection
(an emulated TCP connection over the considered path) or by measuring the loss rate and
applying the TCP formula. A new ﬂow (elastic or not) is only accepted if it does not reduce
the throughput of ongoing elastic ﬂows below a certain threshold.
D.1.3 Guarantees
Three types of guarantees can be given to newly admitted ﬂows that their transmission or
QoS requirements will be fulﬁlled by the network. The guarantees very strongly depend on
the ﬂow and network behaviour assumptions.
D.1.3.1 Deterministic Guarantees
Deterministic guarantees are based on worst-case assumptions.
The Intserv guaranteed service of RFC 2212 [SPG97] is the typical example for a service
with deterministic loss and delay-bound guarantees, see Section 2.2.2.4. Other works with
deterministic service guarantees are for example [EMW95, RRR98, KWLZ95, CXL+00].
For example, [CXL+00] oﬀer delay guarantees by an oﬄine worst-case delay calculation
for QoS systems like Diﬀserv with aggregate scheduling.
D.1.3.2 Statistical Guarantees
Statistical guarantees are based on the statistically relaxed assumptions of ﬂow and network-
ing behaviour.
There is a broad set of admission control algorithms for stochastic service guarantees;
most of them ﬁt into one of the following ﬁve classes [KS99]:
• Average and Peak Rate Combinatorics
[LLD96] uses the peak rate and long-term average rate to predict the loss probability
assuming a buﬀerless multiplexer. The loss rate is used as basis for the admission
control decision. Ferrari et. al. [FV90] use the delay-bound violation probability as
basis for the decision and use the peak rates and worst-case average rates of the ﬂows
as input.
• Additive Eﬀective Bandwidths
The eﬀective bandwidth is the bandwidth bwf that has to be provided for a ﬂow f
to fulﬁl its service guarantees. It is a function of the ﬂow’s required loss probability
and stochastic properties like the peak- and average rate or the mean burst duration.
Overviews of the eﬀective bandwidth concept can be found in [Kel96, BC00b, GT99].
There are diﬀerent ways of computing the eﬀective bandwidth, see e.g. [CW95, EM93,
GAN91, KWC93]. A simple admission control decision based on eﬀective bandwidths
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makes sure that the added eﬀective bandwidths bwf do not exceed the link’s capacity
C:
∑
f bwf ≤ C.
• Reﬁned Eﬀective Bandwidths
The additive eﬀective bandwidth approach above has two shortcomings. First, the
result is not applicable to traﬃc sources that show long-range dependency. Second, the
economies of scale respectively the multiplexing gain from adding a large number of
sources are not exploited by adding the eﬀective bandwidths, resulting in an ineﬃcient
admission control mechanism [KS99]. More advanced eﬀective bandwidth approaches
are not additive and incorporate the interdependences of the traﬃc ﬂows on each other
when calculating the eﬀective bandwidth, see e.g. [CSS98, DO95, Kel96].
• Loss Curve Engineering
A loss curve models the loss probability as a function of the buﬀer size. It can be used
as the basis for an admission control scheme. Assuming additive eﬀective bandwidths
(see above), the loss curve is an exponential function of the buﬀer size. For the reasons
mentioned above, the additive eﬀective bandwidths and therefore the exponential loss
curves are ineﬃcient. Various techniques have been proposed which seek to engineer
the shape of the loss curve to better reﬂect empirical relationships, see e.g. [BML+91,
CLW96, EHL+95, SS98].
• Maximum Variance Approaches
Maximum variance approaches are based on estimating the loss probability via the tail
probability of an inﬁnite queue based on a Gaussian aggregate arrival process. The
Gaussian characterisation of the traﬃc allows for diﬀerent correlation structures as any
function can be a valid autocovariance function, hence it can capture the temporal
correlation of the traﬃc. Some maximum variation based admission control schemes
are [CS98, KS01, Kni97].
[KS99] evaluates typical admission control schemes from these ﬁve categories in a set
of experiments using MPEG video traces and Markov modulated on-oﬀ traﬃc sources.
Among other things, they show that the assumption of buﬀerless network elements
signiﬁcantly reduces the admission control eﬃciency and network utilisation and that
the accuracy of an admission control algorithm for one type of traﬃc does not assure
accuracy for another type of traﬃc.
D.1.3.3 Empirical Guarantees
If measurement based admission control scheme is used, only empirical guarantees based on
the past networking behaviour can be given.
In [JSD97] and [BJS00], an extensive comparison of measurement-based admission control
schemes ﬁnally results in the conclusion that all schemes perform fairly similar with respect
to the utilisation they yield.
D.1.4 Other Properties
Most admission control systems need an explicit traﬃc description for new ﬂows. At least
for deterministic guarantees, usually a policer or shaper is used to force ﬂows to comply with
their traﬃc description. A wide variety of traﬃc descriptors can be imagined, e.g.:
APPENDIX D. ADMISSION CONTROL MECHANISMS 234
• Peak rate.
• Average rate and maximum burst size, e.g., a token bucket or if extended by peak rate
and maximum packet size a TSpec [SPG97].
• Eﬀective bandwidth.
• General arrival curve for network calculus.
• Elastic ﬂows could be characterised by their transfer volume alone, see e.g. [BFOBR02]
• Peak rate and long-term average rate as e.g. in [LLD96].
• Peak rate and short-term average rate as e.g. in [FV90].
Another characteristic is whether multicast ﬂows are supported as e.g. in [SPG97, MFK02]
or not.
The above-mentioned criteria are in most cases suﬃcient to roughly classify the vast
amount of works on admission control. However, real admission control systems can also be
distinguished by a number of further criteria, e.g., by whether they are preemptive or not:
• Non-preemptive admission control systems do not interrupt ﬂows once they have been
admitted while
• preemptive systems can interrupt an admitted ﬂow in order to free resources for another
ﬂow [YPG00].
Access to diﬀerent network resources can be managed by the admission control system:
• Link bandwidth is practically always used as the central resource.
• Additionally, some systems also check the availability of buﬀer space, e.g. [SPG97].
The granularity of the system describes which type of ﬂows form the decision objects of the
system, ranging from
• individual microﬂows (speciﬁed by the source and sink IP address, port and the protocol
number) over
• sessions that can consist of multiple ﬂows, senders, and/or receivers (e.g.
Intserv/RSVP)
• up to large aggregated macroﬂows identiﬁed by other means.
The timing behaviour of the system describes whether the ﬂows also specify their (ex-
pected) duration or not and whether this information is used for the admission control test.
This is especially important if the system also supports reservation in advance [KBWS99].
Reservation in advance allows customers to request resources long before the actual transmis-
sion is started. As we argue in Section G.3.2, reservation in advance can have a signiﬁcant
inﬂuence on the eﬃciency of service provisioning and resource allocations.
After this overview and classiﬁcation of admission control mechanisms it is also important
to stress that besides testing the availability of resources before admitting a new ﬂow – which
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the above-mentioned works do in a wide variety of diﬀerent ways – it is also important for an
INSP to apply certain policies to the admission control decision. With policy, we describe
all kinds of non-technical rules that are applied besides technical rules to a certain decision.
For the admission control decision, the technical rules are the ones that check the resource
availability (see above) while non-technical rules - policies – in that context can for example
check the identity of the user, his contract, and his solvency. Based on the policies a ﬂow
might be rejected despite resources being available. We do not further investigate the support
of policies here but instead refer to [YPG00, DBC+00, Her00].
D.2 Admission Control for Speciﬁc QoS Systems
Speciﬁc admission control algorithms were implemented in this dissertation for the experi-
ments in Chapter 4 and Chapter 9 (Section 9.1). In these experiments, the performance of
various Intserv and Diﬀserv QoS systems is evaluated. In this section, we present the techni-
cal details and design decisions for the admission control mechanisms of these QoS systems as
well as the other technical properties that inﬂuence the admission control (e.g. scheduling).
For the sake of completeness, we also address the conﬁguration of the QoS systems without
admission control shortly.
D.2.1 Intserv/RSVP QoS Systems
For our experiments, we use the traditional Intserv/RSVP QoS architecture as discussed in
Section 2.2.2. We use Intserv/RSVP as reference for the “strongest” service, the guaranteed
service (GS), as it is a deterministic service with per-ﬂow guarantees; therefore, we focus on
guaranteed service within the Intserv/RSVP architecture. The controlled load service is not
evaluated, as it does not promise signiﬁcant advantages over the various Diﬀserv services.
As it is also possible to provide the same GS service guarantees with a core stateless
architecture, the performance of a core stateless architecture like DPS (see Section 2.2.3) can
be evaluated based on our results for Intserv/RSVP.
D.2.1.1 Admission Control
The Intserv/RSVP admission control is to a large extent speciﬁed in RFCs (e.g. RFC 2212
[SPG97] for guaranteed service). In terms of the classiﬁcation above, it is a hop-by-hop
network-based admission control system with deterministic guarantees based on worst-case
descriptions of the ﬂow and networking behaviour. The traﬃc description uses a TSpec;
the allocated network resources are buﬀer and bandwidth. The basic granularity is ﬁne
(microﬂows) although approaches exist for aggregation of ﬂows. Intserv/RSVP has explicit
support for multicast. Our implementation is non-preemptive, does not support reservation
in advance and no end-time is speciﬁed by a ﬂow during the reservation as these points are
also not mentioned in RFC 2212.
The Intserv per-ﬂow admission control is used for guaranteed service ﬂows based on the
token bucket descriptor (rf , bf ) of the arrival curve
1. The Intserv/RSVP reservation process
allows the explicit declaration of a queueing delay bound; it inﬂuences the amount of resources
that have to be allocated for a ﬂow. Our admission control manages two resources for an
1We simpliﬁed the TSpec to a token bucket. A small additional eﬃciency gain can be achieved by using
the TSpec as basis for the admission control algorithm, see Section 2.2.2.4.
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outgoing link l at a router: the available bandwidth bwl and the buﬀer space bfl. For all our
analysed QoS systems, these resources were set to equal values to allow a fair comparison.
For a guaranteed service ﬂow f with a queueing delay bound dqf , the admission control
has to allocate the rate Rf and the buﬀer space Bf for each link l along the path P (see
Section 2.2.2.4):
Rf = max {
bf +
∑
l∈P Cfl
dqf −
∑
l∈P Dl
, rf} (D.1)
Bf = bf +
∑
l∈P
Cfl +
∑
l∈P
Dl ·Rf (D.2)
We do not need to make use of the slack term S of RFC 2212 [SPG97]. Cfl and Dl are
the scheduling error terms of ﬂow f on link l. Set ϑl contains all other currently accepted
and active guaranteed service ﬂows passing through link l. A ﬂow f is only admitted if Rf
and Bf can be allocated for each link l of the path P and do not exceed a given maximal
share αGS of that link’s bandwidth bwl and buﬀer resources bfl:
Rf +
∑
g∈ϑl
Rg ≤ αGS · bwl ∀l ∈ P (D.3)
Bf +
∑
g∈ϑl
Bg ≤ αGS · bfl ∀l ∈ P (D.4)
As mentioned above, we do not use the Intserv Controlled Load service class [Wro97b].
Best-eﬀort ﬂows are not admission controlled at all in the Intserv system.
D.2.1.2 Scheduling
Weighted Fair Queueing (WFQ, [DKS89]) is used for the scheduling of the ﬂows. WFQ has
the following scheduling error terms
Cfl = maximum packet size of ﬂow f (D.5)
Dl =
MTU
bwl
(D.6)
In Intserv, per-ﬂow scheduling is used for all guaranteed service ﬂows (contrary to the Diﬀserv
per service class scheduling); the WFQ weight wfl assigned to a guaranteed service ﬂow f on
link l is
wfl = Rf/bwl (D.7)
All best-eﬀort ﬂows share a single queue that is assigned the remaining weight
wBE l = 1−
∑
g∈ϑl
Rg/bwl (D.8)
D.2.2 Standard Diﬀserv QoS Systems
We name the Diﬀserv approach with EF/AF PHB “standard” Diﬀserv. As described in
Section 2.2.4, Diﬀserv is more of a QoS system framework than an exact speciﬁcation of a
certain QoS system, so there cannot be a real “standard” Diﬀserv. However, the EF/AF
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PHBs are up to now the only PHBs in the standardisation process of the IETF and the ones
most commonly found in Diﬀserv related works, which justiﬁes our choice of name.
In this setup we proceed according to the RFCs; they prescribe two PHBs:
• Expedited Forwarding (EF) and
• Assured Forwarding (AF).
The EF PHB is intended for traﬃc with low delay requirements. We resent from using all
three drop precedences from [HBWW99] to keep the complexity of the experiments low.
Further, preliminary experiments showed that their inﬂuence on the results of the entire
system is negligible for the purpose of our evaluation.
A key issue is whether and what type of admission control is conducted. We evaluate three
diﬀerent types of “standard” Diﬀserv QoS systems that diﬀer in their admission control
respectively, bandwidth broker. A bandwidth broker (BB) is an entity that manages and
conﬁgures the network devices of a Diﬀserv domain and keeps state in terms of how loaded
the network is and whether a new ﬂow is admissible. The three diﬀerent types are:
• Centralised (global) bandwidth broker
Please note that the goal of the bandwidth broker is to show the “best-you-can-do”
approach, this is why it checks and guarantees the delay bounds for individual ﬂows
throughout their complete network path.
The global bandwidth broker checks the entire path throughout the network before
admitting a ﬂow. Consequently, it has to keep state about the routes of the network
as well as the load throughout of the network. It has to ﬁnd out which routes the new
ﬂow will take through the network and check resource availability along each hop.
Additionally, the global bandwidth broker keeps track of the resource allocations of the
individual ﬂows that make up one forwarding class. This allows the bandwidth broker
to check whether the delay bounds of the ﬂows can be guaranteed as we demonstrate
below. As our experiments will show, it is possible to reduce the amount of state of
this bandwidth broker on the control path without disrupting the service.
In terms of the classiﬁcation above, the central bandwidth broker has a centralised
network-based admission control system based on worst-case descriptions of the ﬂow
and network behaviour that gives deterministic respectively stochastic guarantees.
• Decentralised (local) bandwidth broker
We deﬁne a local bandwidth broker as one that operates on each edge node and checks
only whether this edge node has the capacity to admit the ﬂows. This is a low complex
operation, not much state has to be kept.
In terms of the classiﬁcation above, the decentral bandwidth broker is also network-
based but located at the edge; more speciﬁc: at the ingress node. It uses a contingent-
based algorithm based on worst-case behaviour. It cannot give better than stochastic
guarantees.
• No bandwidth broker and no admission control
The easiest solution is of course to resent from using a bandwidth broker and admission
control and rely on a well-dimensioned network.
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D.2.2.1 Centralised Bandwidth Broker
Admission Control We assume that the centralised bandwidth broker has perfect knowl-
edge of the network state at each point in time: it knows all routes through the Diﬀserv
domain and keeps track of the aggregate bandwidth respectively buﬀer allocations of each
link. It knows which route a newly arriving ﬂow will take through the Diﬀserv domain.
Such a central bandwidth broker is complex to develop and maintain for a large network but
represents the “best-you-can-do” approach in a Diﬀserv network.
The knowledge of the Diﬀserv central bandwidth broker allows it to also check whether
it is possible to guarantee delay bounds for EF ﬂows and in this aspect mimic the service
guarantees of Intserv guaranteed service.
Because the individual ﬂows that are merged into a single Diﬀserv class are not protected
against each other inside that class, the resource management in the Diﬀserv network is less
eﬃcient than for Intserv. However, this leads to less complexity on the data path, which
usually is more important.
Before a new ﬂow f can be admitted, the bandwidth broker has to check the availability of
bandwidth and buﬀer space along the path Pf of the ﬂow through the network. In addition,
the bandwidth broker has to check whether the delay bound of that ﬂow can be guaranteed
or not.
Because the ﬂows inside a class are not protected against each other, admitting a new
ﬂow to a Diﬀserv service class C can degrade the quality of the other ﬂows in that class.
Therefore, before admitting a new ﬂow f it has to be checked whether the delay bound of all
ﬂows already admitted to the Diﬀserv service class C that share at least one hop with the new
ﬂow f can still be guaranteed after admitting the new ﬂow. The advantage of our bandwidth
broker approach is that it keeps track of the path a ﬂow takes through the network and that
it can thus determine easily which other ﬂows the admittance of the new ﬂow would aﬀect.
Without the path information, a worst-case assumption would have to be made about how
the ﬂows aﬀect each other, leading to a lower admittance quota.
In order to fulﬁl these tasks, the admission control of the central bandwidth broker works
in three steps when a new ﬂow with token bucket arrival curve (rf , bf ) and path P through
the Diﬀserv domain requests admittance to service class C:
1. For service class C, a proportion αC of the link bandwidth bwl of each link l is assigned
oﬀ-line. Service class C is overbooked with an overbooking factor obC (see below). Let
ϑl be the set of all currently active ﬂows passing through link l. The new ﬂow f is
only admitted to the network if the bandwidth limit on each link along its path is not
exceeded:
rf +
∑
g∈ϑl∧g∈C
rg ≤ αC · obC · bwl ∀ l ∈ P (D.9)
2. Similarly, the availability of buﬀer space bfl has to be checked. The new ﬂow f is only
admitted to the network if the buﬀer limit on each link along its path is not exceeded:
β · (bf +
∑
g∈ϑl∧g∈C
bg) ≤ αC · obC · bfl ∀ l ∈ P (D.10)
The problem with the buﬀer space management is that ﬂows entering the network can
become more bursty as they share transmission capacities with other ﬂows. The same
holds true for protected Intserv ﬂows (see RFC 2212 [SPG97]) and is expressed by the
error terms in (D.2).
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For the Diﬀserv central admission control, we have to take into account that – contrary
to Intserv – the burstiness of the ﬂows sharing a class mutually inﬂuences each other.
We introduce the error factor β that captures the increase in burstiness of the ﬂows.
For feed-forward networks the burstiness can be calculated exactly [LT01] but not for
arbitrary network topologies. Feed-forward networks are networks where routes do
not create cycles of interdependent packet ﬂows. A typical example for feed-forward
networks are access networks, for these networks the central bandwidth broker can thus
directly give the same deterministic service guarantees that Intserv/RSVP or stateless
core architectures with dynamic packet state can give.
For arbitrary non-feed-forward networks, the Charny bound (see Section 2.2.4.2) could
be used as a delay bound. However, it does not use the full information that is available
to our central bandwidth broker (e.g. the paths of the microﬂows through the network)
and is therefore not eﬃcient in our context. It leads to very low link utilisations for
networks of medium to large diameters, as shown in Figure 2.7.
Exploiting the knowledge about the routing of microﬂows for non-feed-forward topolo-
gies is generally very complex, see e.g. [SKZ02, CL00] and the works therein. One
possible approach is to use the turn-prohibition algorithm from [SKZ02] to change the
routing in an arbitrary topology to avoid cycles so that the feed-forward properties hold
true for that network and the traﬃc ﬂows in the network. In that case, deterministic
guarantees can be given, see above. A similar approach is used in [Fid03]. The draw-
back of that approach is that it inﬂuences the routing by extending the length of some
paths (causing additional delay), depends on an explicit routing mechanism and limits
as well as complicates traﬃc engineering and load balancing. For the purpose of these
experiments, it also would introduce a bias towards Diﬀserv because the routing would
be either optimised speciﬁcally for Diﬀserv in all experiments or diﬀerent in the Diﬀserv
experiments.
The goal of the turn-prohibition routing is to make the network calculus apply to general
topologies. This makes it possible to give relatively eﬃcient deterministic guarantees
for general topologies with aggregate scheduling. However, these guarantees are only
deterministic within the mathematical models themselves and do not take possible
failure reasons outside these models like link failures, router misconﬁgurations, or packet
losses respectively delays caused by routing changes into account. Because of that, a
provider would normally be allowed a limited amount of guarantee violations in a service
level agreement anyway; even the oﬀered service is a “deterministic” one.
Additionally, our experiments in Section 4.2 show that the EF service can be overbooked
quite massively, especially for realistic topologies. Therefore, it can be assumed that
most providers overbook the EF class to a certain extent to eﬃciently use their network.
Then, there is no need to determine the worst-case burstiness exactly, especially if it
complicates routing and traﬃc engineering. In these cases, we make the simplifying
feed-forward assumption to determine a base value for the error term β. If delay bound
violations or packet drops are observed if the class is not overbooked, we increase β until
they disappear. Throughout all experiments in Chapter 4 this was necessary only in
very extreme experiment setups. β is never set to a value below the feed-forward value.
Concluding, we adjust the error introduced by applying the feed-forward formulas to
non-feed-forward networks with the error term β. This leads to the admission control
being based on a statistically relaxed deterministic model controlled by measurements.
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3. The delay bounds are only checked for the premium service class based on the EF
PHB. A ﬂow is only admitted if its delay bounds can be guaranteed.
The delay bounds of the new ﬂow f and all already admitted ﬂows of service class C
that share at least one hop with ﬂow f have to be checked:
The maximum queueing delay dqflfor ﬂow f on link l is
dqfl =
∑
g∈ϑl∧g∈C β · bg
Rl
+
Cfl
Rl
+Dl (D.11)
whereRl is the link bandwidthRl = bwl and Cfl respectivelyDl are the scheduling error
terms of link l; the rate dependent term Cfl typically also depends on the maximum
packet size of ﬂow f .
For each ﬂow, the maximum queueing delays dqfl along the path have to be added, the
propagation delay dpl has to be taken into account, and the result has to be compared
with the absolute delay bound Df of that ﬂow:∑
l∈P
dqfl +
∑
l∈P
dpl ≤ Df (D.12)
Please note that the “pay-burst only once” property holds true in networks where ﬂows
are protected against each other (e.g. Intserv) but it does not hold true in Diﬀserv net-
works. Therefore, the delay bound check in a Diﬀserv network is much more conserva-
tive than in a comparable Intserv network. Our experiments in Section 4.2 demonstrate
that.
Implementation Issues From the complexity with respect to control / admission control
information, the Diﬀserv central bandwidth broker is roughly as complex as an Intserv/RSVP
implementation. This, however, is not surprising as the Diﬀserv central bandwidth broker
represents the “best-you-can-do” approach. The advantage of the Diﬀserv central bandwidth
broker implementation over an Intserv implementation is that the complexity is located at
one point and not distributed amongst the routers. It can thus be handled by a dedicated
machine that – contrary to a router – does not have to perform other time-critical tasks as well.
Moreover, a provider oﬀering premium services will typically have to use a centralised system
for authentication and accounting anyway which also has to be involved in the admission
control process.
The third step of the admission control decision above is the most problematic operation
the central bandwidth broker has to make: For one arriving ﬂow a possibly large number of
other ﬂows have to be analysed w.r.t. their delay bound. The actual implementation of this
mechanism, however, oﬀers a great deal of optimisation potential. For each ﬂow, for example,
it could be noted by how much slack ∆bg the ﬂow has until its delay bound is violated. For
each newly admitted ﬂow it is sharing a link with, that slack would be reduced accordingly.
New ﬂows that would make the slack negative have to be rejected.
In addition, our experiments Chapter 4 show that the Diﬀserv QoS systems can be over-
booked signiﬁcantly before anything goes wrong. Because of that potential, it is not necessary
to perform the exact admission control mechanism above. It could, for example, be replaced
in many cases with simpler heuristics because the risk of wrong decisions is very small.
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PHB EF AF-1 AF-2 AF-3
WRR Weight wC 1500 1 1 1
Admission Control Parameter αC 0.5 0.25 0.25 n.a.
Overbooking Factor obC varies 1.0 2.0 n.a.
Table D.1: Default Scheduling and Conﬁguration
Scheduling Pseudo-priority queueing is used as ﬁrst scheduling discipline with Weighted
Round Robin (WRR) as the implementing scheduler: The EF packets obtain a higher non-
preemptive priority than the AF packets by assigning the EF queue in each hop a very large
weight wEF . Because the error terms of WRR depend on the number of service classes,
WRR is generally not the most preferable scheduler. In our case, however, this drawback
does not weigh very much because the number of service classes is very small for the Diﬀserv
QoS systems (four classes). Moreover, NS2 contains a working and tested Diﬀserv WRR
implementation. Another reason is that WRR is also used in related experiments, e.g. those
in the original EF PHB RFC (RFC 2598, [JNP99]). TheWRR weights are shown in Table D.1.
We used three AF service classes (AF-1 to AF-3), AF-3 being used as a best-eﬀort service
class upon which no admission control is exerted. The bandwidth remaining after the pseudo-
prioritised EF traﬃc is served is by default split up 1:1:1 among the AF service classes.
The parameter αEF for EF traﬃc of 0.5 was based on prior calibration experiments; be-
cause EF traﬃc is treated with priority, we limited its basic resources to 50% of the available
resources to avoid starvation of the other classes. aC is kept constant throughout the exper-
iments but the resources allocatable to EF traﬃc are varied through the experiments using
the EF overbooking factor obEF .
The scheduling error term Cfl for our WRR implementation is the maximum packet size
of the ﬂow f and, with nl denoting the number of queues of link l (nl = 4), the error term
Dl = (nl − 1) MTUbwl .
Overbooking To diﬀerentiate the quality of service in the diﬀerent AF classes, the over-
booking factor obC is introduced for each class C. The AF-1 class is not overbooked while
the AF-2 class is overbooked by 100%. Therefore, more traﬃc is admitted to the AF-2 class
than it can theoretically handle. The quality of AF-2 therefore should be lower than that of
AF-1.
The EF class if overbooked with varying overbooking factors.
Random Early Detection Active queue management algorithms like Random Early De-
tection (RED, [FJ93]) are often used in conjunction with the three diﬀerent levels of drop
precedences of the AF services. In our experiments we did not activate RED or a similar
algorithm (see Section 2.2) for the Diﬀserv queues, as we do not use active queue manage-
ment and diﬀerent levels of drop precedences for the other QoS systems. We do not want
to give Diﬀserv an unfair advantage and we do not want to mix the eﬀect of active queue
management with our comparison of QoS systems.
Policing For the EF traﬃc, we police strictly at the ingress nodes dropping out-of-proﬁle
packets. As there are no misbehaving ﬂows in our experiments and as the token buckets in our
traﬃc speciﬁcation are dimensioned large enough (see Table 4.1), there were no out-of-proﬁle
EF packets.
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For the AF-1 and AF-2 traﬃc, out-of-proﬁle packets are put into the same physical queue
as in-proﬁle packets to avoid packet reordering. However, out-of-proﬁle packets are dropped
with a higher probability than in-proﬁle packets. Out-of-proﬁle packets are always dropped if
the queue is ﬁlled by 80% or more while in-proﬁle packets are only dropped when the queue
is completely full.
AF-3 packets are not policed.
D.2.2.2 Decentral Bandwidth Broker
The diﬀerence to the central bandwidth broker approach is that the decentral bandwidth
broker does not need complete knowledge of the network. The admission control decision
is based only on local knowledge at the ingress node and not on knowledge about traﬃc in
the whole domain. Each ingress link l is assigned a certain contingent of bandwidth ΓbwlC
and buﬀer ΓbflC . This assignment is done prior to the experiment. The BB admits EF, AF-1
respectively AF-2 ﬂows only up to this limit. The decentral algorithm does not keep track of
the state in the network, therefore the delay bound constraint (D.12) cannot be checked for
the ﬂows.
For comparison reasons we set the contingent proportional to the maximum admissible
amount of bandwidth respectively buﬀer for that link l in the central bandwidth broker
approach multiplied with a scaling factor γ ≤ 1:
ΓbwlC = γ · αC · obC · bwl (D.13)
ΓbflC = γ · αC · obC · bfl (D.14)
D.2.2.3 No Admission Control
In Chapter 4, the performance of a Diﬀserv network that does not use per-ﬂow admission con-
trol is also evaluated. It relies on other methods to (roughly) control the traﬃc to bandwidth
ratio, e.g., on long-term service level agreements or on network engineering methods. For
the purpose of these experiments, all ﬂows are accepted and assigned their initially requested
DSCP. Policing is not used.
D.2.3 Olympic Diﬀserv
The Olympic service Diﬀserv approach uses strict priority queueing with three priority classes
implemented by a simple non-preemptive priority scheduler. The same bandwidth broker /
admission control approaches (central, decentral, none) as in Section D.2.2 are used. Admis-
sion control is imposed on the gold service in the same way as for the premium service (EF
PHB) of the standard Diﬀserv approach described in Section D.2.2. Policing for gold service
is also the same as in the standard Diﬀserv approach.
All ﬂows requesting silver or bronze service are admitted to the network without admission
control and policing.
D.2.4 Overprovisioned Best-Eﬀort
Overprovisioned best-eﬀort networks with diﬀerent overprovisioning factors are used. The
overprovisioning factor OF describes how the bandwidth bwl of each link l is increased
bwBEl = OF · bwl ∀l (D.15)
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All links of a network are increased by the same overprovisioning factor OF in the experi-
ments.
Appendix E
Experimental Comparison of
Quality of Service Systems
The following ﬁgures depict the results obtained for the various experiments of Chapter 4. The
average and the 95% conﬁdence interval are marked in the ﬁgures. “s TCP” stands for short-
lived TCP ﬂows, “l TCP” for long-lived TCP connections respectively. The abbreviations for
the diﬀerent QoS systems are listed in Table E.1.
QoS System Abbrev. Parameters
Intserv IS − αGS αGS = Maximum proportion of the
link resources available for the
guaranteed service class
Standard Diﬀserv sDS − bb− p bb = Bandwidth broker type
(c=central, d=decentral, n=none)
p = Bandwidth broker parameters
for the central BB: p = overbooking
factor ob
for the decentral BB: p = overbook-
ing factor times scaling factor (ob · γ)
Olympic Diﬀserv oDS − bb− p bb = Bandwidth broker type
(c=central, d=decentral, n=none)
p = Bandwidth broker parameters,
see above
Best-Eﬀort BE −OF OF = Overprovisioning factor
Table E.1: Abbreviations for the Diﬀerent Quality of Service Systems
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Figure E.1: Per-Flow vs. Per-Class Scheduling, DFN Topology, Utility of the Accepted
Flows
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Figure E.2: Per-Flow vs. Per-Class Scheduling, DFN Topology, Overall Utility
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Figure E.3: Per-Flow vs. Per-Class Scheduling, DFN Topology, Acceptance Rate
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Figure E.4: Per-Flow vs. Per-Class Scheduling, DFN Topology,
Dropping and Delay Bound Violation Probability
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Figure E.5: Per-Flow vs. Per-Class Scheduling, DFN Topology,
Change of the Acceptance Rate when Decreasing the Delay Bound to 10ms/hop
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Figure E.6: Per-Flow vs. Per-Class Scheduling, DFN Topology,
Change of the Acceptance Rate when Increasing the Delay Bound to 40ms/hop
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Figure E.7: Central vs. Decentral Admission Control, DFN Topology,
Acceptance Rate in Situation A (Contingents Match Flow Distribution)
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Figure E.8: Central vs. Decentral Admission Control, DFN Topology,
Acceptance Rate in Situation B (Contingents do not Match Flow Distribution)
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Figure E.9: Central vs. Decentral Admission Control, DFN Topology,
Utility of the Accepted Flows in Situation A (Contingents Match Flow Distribution)
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Figure E.10: Central vs. Decentral Admission Control, DFN Topology,
Utility of the Accepted Flows in Situation B (Contingents do not Match Flow Distribution)
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Figure E.11: Central vs. Decentral Admission Control, DFN Topology,
Dropping and Delay Bound Violation Probability in Situation A (Contingents Match Flow
Distribution)
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Figure E.12: Central vs. Decentral Admission Control, DFN Topology,
Dropping and Delay Bound Violation Probability in Situation B (Contingents do not Match
Flow Distribution)
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Figure E.13: Direct Comparison, DFN Topology, Traﬃc Mix A, Utility of the Accepted
Flows
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Figure E.14: Direct Comparison, DFN Topology, Traﬃc Mix A, Overall Utility
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Figure E.15: Direct Comparison, DFN Topology, Traﬃc Mix A, Acceptance Rate
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Figure E.16: Direct Comparison, DFN Topology, Traﬃc Mix A, Dropped Packets
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Figure E.17: Direct Comparison, DFN Topology, Traﬃc Mix A, Delayed Packets
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Figure E.18: Direct Comparison, DFN Topology, Traﬃc Mix A, Throughput
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Figure E.19: Direct Comparison, DFN Topology, Traﬃc Mix A, Share of Traﬃc Volume
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Utility of Accepted Flows
Traﬃc Mix B Traﬃc Mix C
System s TCP l TCP CBR VBR s TCP l TCP CBR VBR
IS 0.8 0.87 0.95 1.00 1.00 0.93 0.97 1.00 1.00
sDS c 0.98 0.94 1.00 1.00 1.00 0.95 1.00 1.00
c-3 0.97 0.91 1.00 1.00 0.99 0.94 1.00 1.00
n 0.67 0.61 0.94 0.94 0.99 0.94 1.00 1.00
oDS c 0.96 0.71 1.00 1.00 0.99 0.81 1.00 1.00
c-3 0.94 0.76 1.00 1.00 0.99 0.78 1.00 1.00
n 0.73 0.51 0.95 0.95 0.99 0.78 1.00 1.00
BE 1 0.66 0.75 0.31 0.26 0.92 0.97 0.35 0.30
1.5 0.86 0.95 0.47 0.42 0.98 0.99 0.58 0.51
2 0.95 0.98 0.61 0.57 1.00 1.00 0.67 0.70
3 1.00 1.00 0.86 0.84 1.00 1.00 0.78 0.97
4 1.00 1.00 0.97 0.97 1.00 1.00 1.00 1.00
5 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
6 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
8 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Overall Utility
Traﬃc Mix B Traﬃc Mix C
System s TCP l TCP CBR VBR s TCP l TCP CBR VBR
IS 0.8 0.87 0.95 0.59 0.45 0.93 0.97 0.99 0.93
sDS c 0.98 0.94 0.36 0.22 1.00 0.95 0.76 0.56
c-3 0.97 0.91 0.55 0.42 0.99 0.94 0.98 0.98
n 0.66 0.61 0.94 0.94 0.99 0.94 1.00 1.00
oDS c 0.96 0.71 0.38 0.23 0.99 0.81 0.77 0.61
c-3 0.92 0.67 0.56 0.44 0.99 0.78 0.98 0.98
n 0.73 0.51 0.95 0.95 0.99 0.78 1.00 1.00
BE 1 0.66 0.75 0.31 0.26 0.92 0.97 0.35 0.30
1.5 0.86 0.95 0.47 0.42 0.98 0.99 0.58 0.51
2 0.95 0.98 0.61 0.57 1.00 1.00 0.78 0.70
3 1.00 1.00 0.86 0.84 1.00 1.00 0.97 0.97
4 1.00 1.00 0.97 0.97 1.00 1.00 1.00 1.00
5 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
6 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
8 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Table E.2: Direct Comparison, DFN Topology, Traﬃc Mix B and C
Utility of the Accepted Flows and Overall Utility
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Acceptance Rate [%]
Traﬃc Mix B Traﬃc Mix C
System s TCP l TCP CBR VBR s TCP l TCP CBR VBR
IS 0.8 100 100 57 42 100 100 99 93
sDS c 100 100 32 18 100 100 75 54
c-3 100 100 53 39 100 100 98 98
n 100 100 100 100 100 100 100 100
oDS c 100 100 35 19 100 100 76 58
c-3 100 100 53 41 100 100 98 98
n 100 100 100 100 100 100 100 100
BE 1 100 100 100 100 100 100 100 100
1.5 100 100 100 100 100 100 100 100
2 100 100 100 100 100 100 100 100
3 100 100 100 100 100 100 100 100
4 100 100 100 100 100 100 100 100
5 100 100 100 100 100 100 100 100
6 100 100 100 100 100 100 100 100
8 100 100 100 100 100 100 100 100
Dropping and Delay Bound Violation Probability [%]
Traﬃc Mix B Traﬃc Mix C
System s TCP l TCP CBR VBR s TCP l TCP CBR VBR
IS 0.8 9.99 6.89 0.00 0.00 6.76 4.29 0.00 0.00
sDS c 7.52 9.05 0.00 0.00 5.06 7.87 0.00 0.00
c-3 8.55 10.85 0.00 0.00 5.23 8.42 0.00 0.00
n 22.96 23.59 0.87 0.89 5.65 8.44 0.00 0.00
oDS c 6.71 16.84 0.00 0.00 4.31 12.46 0.00 0.00
c-3 7.83 18.68 0.00 0.00 4.39 13.32 0.00 0.00
n 18.74 28.11 0.76 0.78 4.41 13.26 0.00 0.00
BE 1 21.56 17.06 29.88 32.69 7.16 4.59 30.09 32.97
1.5 10.19 6.34 21.42 22.77 4.18 1.62 16.21 17.25
2 5.88 2.65 13.87 14.52 3.58 0.76 7.05 6.72
3 3.66 0.67 3.76 3.75 3.46 0.47 0.63 0.47
4 3.48 0.47 0.55 0.56 3.46 0.46 0.06 0.05
5 3.48 0.46 0.04 0.04 3.46 0.46 0.01 0.01
6 3.48 0.46 0.01 0.01 3.46 0.46 0.00 0.00
8 3.47 0.46 0.00 0.00 3.46 0.46 0.00 0.00
Table E.3: Direct Comparison, DFN Topology, Traﬃc Mix B and C
Acceptance Rate and Dropping respectively Delay Bound Violation Probability
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Figure E.20: Direct Comparison, Artiﬁcial-3 Topology, Traﬃc Mix A, Utility of the
Accepted Flows
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Figure E.21: Direct Comparison, Artiﬁcial-3 Topology, Traﬃc Mix A, Overall Utility
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Figure E.22: Direct Comparison, Artiﬁcial-3 Topology, Traﬃc Mix A, Acceptance Rate
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Figure E.23: Direct Comparison, Artiﬁcial-3 Topology, Traﬃc Mix A, Dropped Packets
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Figure E.24: Direct Comparison, Artiﬁcial-3 Topology, Traﬃc Mix A, Delayed Packets
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Figure E.25: Direct Comparison, Artiﬁcial-3 Topology, Traﬃc Mix A, Throughput
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Figure E.26: Direct Comparison, Artiﬁcial-3 Topology, Traﬃc Mix A, Share of Traﬃc
Volume
Appendix F
Analytical Comparison of
Interconnection Methods
In this chapter, we shed some light on the costs of the diﬀerent interconnection methods. As
elaborated in Chapter 5 (Section 5.2), there are two basic interconnection methods [Hus99a,
Hus99b]:
• A direct line to connect two interconnection partners directly.
• An Internet Exchange Point (IXP) that a larger number of providers are connected to.
Via a single IXP, a large number of interconnections can be realised. Three theoretical
types of IXPs can be distinguished by whether they are based on
◦ an exchange router,
◦ an exchange LAN (switch), or
◦ an exchange MAN.
We use some lightweight analytical models to investigate the cost structure of the diﬀerent
IXP types (Section F.1), to investigate when the use of an IXP is cost eﬃcient (Section F.2)
and which type of IXP is more cost eﬃcient depending on the number of connected parties
(Section F.3).
F.1 Internet Exchange Point Cost Models
In this section, simple cost models for the diﬀerent IXP structures are elaborated. Table F.2
lists the variables and parameters used in these models.
F.1.1 Exchange Router
If an IXP uses an exchange router, each INSP has to spend the full costs for the lease of the
connection line (cL) to the IXP and part of the costs for the central exchange router (cER)
at the IXP location. The cost function for the exchange router model shown in Figure F.1 is
cExchRouterINSP = cL +
1
N
· cER (F.1)
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N Number of INSPs
cINSP Total costs of one INSP within an existing set of N INSPs.
cER Cost for one exchange router.
cL Cost for a connection line.
cEN Costs of the exchange network.
cSW Costs for a switch in the exchange network.
Table F.2: Variables and Parameters of the Cost Models
INSP 1 INSP N
cL cER
(a) Exchange Router
INSP 1 INSP N
cL cER cSW
(b) Exchange LAN
INSP 1 INSP N
cL
cEN
(c) Exchange MAN
Figure F.1: Internet Exchange Point Costs Models
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Exchange Router selects preferred
path to destination
Figure F.2: Exchange Router Structure
The exchange router model is the most cost eﬃcient structure for IXP interconnection, but
is vulnerable to congestion and additionally has some structural drawbacks. It has insuﬃcient
support for QoS as well as individual peering and routing policies. For example, the IXP
managing the exchange router selects a single route to one destination that then has to be
used by all connected providers (as seen in Figure F.2). This is a huge drawback for INSPs
and therefore the exchange router is practically not used nowadays.
F.1.2 Exchange LAN
For the exchange LAN structure, N lines are needed in total to connect the N INSPs to the
IXP LAN. Additionally, one edge router per INSP is necessary. The edge router is owned
by each INSP. It enables the INSP to choose its own routing and QoS policies and to decide
with which INSP to cooperate with.
The IXP has to operate one central network switch (cSW ). This results in the following
cost function, see also Figure F.1:
cLANINSP = cL + cER +
1
N
· cSW (F.2)
This model of exchange colocation enables connection with diverse access media, as the
provider’s colocated router undertakes the media translation between access link protocol
and the common exchange protocol (usually BGP [RL95]). A drawback of this model is that
of imposed traﬃc1.
1In the absence of a defensive mechanism a router accepts all traﬃc forwarded to it, even if there are no
interconnection agreements between the two parties. Therefore, exchange router require careful conﬁguration
management to ensure that the traﬃc matches the interconnection agreements [Hus99a].
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Bilateral agreements allow each INSP to
select an individual routing path to the destination
Figure F.3: The Exchange LAN Structure
F.1.3 Exchange MAN
The costs of an exchange MAN IXP consist of the line costs to connect the IXP to the next
entry point of the MAN. These line costs cL are typically smaller than those in the exchange
LAN model because the geographical distance to the next access point of the distributed
MAN will typically be smaller than to the central LAN. This is a cost shift from the INSP to
the IXP which results in lower line costs for the ISP but higher access costs for connecting
to the IXP network.
The resulting cost function for the exchange MAN model follows, see also Figure F.2:
cMANINSP = cL +
1
N
· cEN (F.3)
Exchange MAN structures enforce the use of a uniform access technology [Hus99a].
F.2 Cost Eﬃciency of an Internet Exchange Point
It is quite intuitive that for a larger number of INSPs a fully meshed interconnection structure
where every INSP is directly connected with all others (see Figure 5.2 (b)) is not as cost
eﬀective as a structure where all INSPs are connected with each other indirectly via an IXP.
With a simple analytical model, we show now that an IXP is already cost eﬀective for a very
small number of INSPs.
We compare the costs of a fully meshed structure without an IXP (F.4) with those of a
structure using an IXP. The IXP is modelled as exchange LAN in (F.5).
cFMINSP = c
FM
L ·
N − 1
2
(F.4)
cLANINSP = c
LAN
L + cER +
1
N
· cSW (F.5)
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Peering Virtual Circuit
MAN
Figure F.4: The Exchange MAN Structure
The terms cL express the average line costs. We assume that they are proportional to the
Euclidean distance d between the connecting parties:
cL = pc · d (F.6)
pc is the price per distance, it is assumed to be identical for the fully meshed and the IXP
LAN model. The distance d will be diﬀerent for the two models, we elaborate the distance
assuming that the INSPs are uniformly distributed over a quadratic respectively circular area,
see Figure F.5:
1. Let the positions of the INSPs be distributed uniformly in a quadratic area with the
dimension 2R, as illustrated in Figure F.5. It is assumed that the IXP is located in the
middle of the distribution.
(a) The expected Euclidean distance between two INSPs i and j is deﬁned as
dFMq =
√
(xi − xj)2 + (yi − yj)2 =
√
(∆x)2 + (∆y)2 (F.7)
The expected distance between two uniformly distributed independent random
variables x, y on interval [0,1] is∫ 1
0
(x · x
2
+ (1− x) · 1− x
2
)dx = 1/3 (F.8)
therefore, ∆x = ∆y = 23R and the average distance d
FM
q between two INSPs in
the quadratic model is
dFMq =
√
2 · 2R
3
(F.9)
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Figure F.5: Quadratic and Circular Distribution
(b) The expected Euclidean distance dLANq between one INSP i and the IXP is
deﬁned accordingly as
dLANq =
√
(xi − xIXP )2 + (yi − yIXP )2 =
√
(∆x′)2 + (∆y′)2 (F.10)
The expected distance between an on interval [-1, 1] uniformly distributed random
variable and the origin is ∫ 0
−1
−x
2
dx+
∫ 1
0
x
2
dx = 1/2 (F.11)
therefore, ∆x′ = ∆y′ = 12 ·R and the average distance dLANq between an INSP and
the IXP in the quadratic model is
dLANq =
R√
2
(F.12)
2. Let the positions of the INSPs be distributed uniformly in a circular area with diam-
eter 2R, as illustrated in Figure F.5. Again, it is assumed that the IXP is located in
the middle of the distribution.
(a) The expected Euclidean distance dFMc between INSPs i and j is deﬁned as
dFMc =
√
(xi − xj)2 + (yi − yj)2 with pi = (xi, yi) and pj = (xj , yj)(F.13)
Let C = {p = (x, y) | x2 + y2 ≤ R} denote the set of points in a circle with radius
R. The expected distance between two INSPs in the circular model is [San04]
dFMc =
(
1
π
)2 ∫
C
∫
C
dij(pi, pj)dpidpj =
128
45π
R = 0.9054 · R (F.14)
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(b) The expected Euclidean distance dLANc between an INSP and the IXP is
dLANc =
∫ R
0 2πr · r dr∫ R
0 2πr dr
=
2
3
R (F.15)
Now the equations (F.4) and (F.5) can be confronted with each other to calculate the value of
N at which the exchange LAN structure is more cost eﬀective than the fully meshed structure:
cFMINSP ≥ cLANINSP (F.16)
(N − 1) · c
FM
L
2
≥ cLANL + cER +
1
N
· cSW (F.17)
N · (N − 1) · c
FM
L
2
+N(−cLANL − cER)− cSW ≥ 0 (F.18)
N2 · c
FM
L
2
+N(−c
FM
L
2
− cLANL − cER)− cSW ≥ 0 (F.19)
with
cFML
2 ≥ 0 (F.19) is an open parable f(N) = aN2+ bN+ c with the minimal N = − b2a
N ≥ −−
cFML
2 − cLANL − cER
2 · cFML2
(F.20)
N ≥ 1
2
+
cLANL
cFML
+
cER
cFML
(F.21)
With ctypeL = pc · dtype
N ≥ 1
2
+
dLAN
dFM
+
cER
pcdFM
(F.22)
For the quadratic distribution
Nq ≥ 5
4
+
cER√
2·2R
3 · pc
(F.23)
For the circular distribution
Nc ≥ 1
2
+
15
64
· π + cER128
45πR · pc
(F.24)
Assuming that the exchange router is a Cisco Catalyst 7206 with an approximate value of
cER =20,000 EUR and the ﬁber price per km and year of approximate pc =1,000 EUR/km.
Assuming further the connecting INSPs are within the boundaries of a city the size Frank-
furt/Main, the value of R is approximately 7 km. These assumptions lead to the value of N
at which the exchange LAN structure is more cost eﬃcient.
Nq ≥ 4.28 (F.25)
Nc ≥ 4.39 (F.26)
With at least ﬁve connecting INSPs the exchange LAN structure is already more cost
eﬃcient than the fully meshed structure. While this result is based on a lot of assumptions
and the result varies depending on the chosen R and the assumed costs, it still nicely points
out that using an IXP is cost eﬃcient already for a very small number of providers within a
city’s boundary. With an increasing R the number of providers N becomes even smaller.
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F.3 LAN versus MAN IXP Structure
Next, we compare the exchange LAN and MAN structure for a single IXP. For simpliﬁcation
purposes, it is assumed that the exchange MAN forms a circle with radius R′ through the
circular area of the previous section so that the expected distance dMANc between an INSP
and the MAN is R/4.
cLANINSP = pc ·
2R
3
+ cER +
1
N
· cSW (F.27)
cMANINSP = pc ·
R
4
+
1
N
· cEN (F.28)
Combining equations (F.27) and (F.28) leads to the value of N at which the exchange
MAN structure is more cost eﬀective than the exchange LAN:
cLANINSP ≥ cMANINSP (F.29)
pc · 2R
3
+ cER +
1
N
· cSW ≥ 1
N
· cEN + pc · R
4
(F.30)
with cEN  cSW
N ≥ cEN5
12 · pc · R+ cER
(F.31)
Let’s assume that the exchange MAN has roughly similar costs than the DE-CIX IXP in
Frankfurt. DE-CIX has three main locations with redundant switches the approximate value
of 300,000 EUR and about 20km ﬁber lines connecting the locations with each other. For a
city the size of Frankfurt, the value of R is 7 km. These assumptions lead to the value of N
at which the exchange MAN structure is more cost eﬃcient.
N ≥ 3 · 2 · 300, 000 + 1, 000 · 205
12 · 1, 000 · 7 + 20, 000
≥ 79.42
≥ 80
When 80 or more INSPs use the IXP, the exchange MAN structure is more cost eﬃcient
than the exchange LAN structure. For a comparison: the real DE-CIX is mostly a MAN
and has currently 128 connected customers [Ger04], which is for this simple model more than
enough to make exchange MAN cost eﬃcient.
Next, we assume that the exchange MAN has similar costs to the LINX IXP in London.
LINX has four main locations with redundant switches and ﬁve smaller locations with small
redundant switches with approximately 100km ﬁber lines connecting the locations with each
other. The costs of small switches are approximately 100,000 EUR and the costs of bigger
switches are approximately 300,000 EUR. For a city the size of London, the value of R is 25
km. These assumptions lead to the value of N at which the exchange MAN structure is more
cost eﬃcient.
Nq ≥ 4 · 2 · 300, 000 + 5 · 2 · 100, 000 + 1, 000 · 1005
12 · 1, 000 · 25 + 20, 000
≥ 115.07
≥ 116
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The diﬀerence to the DE-CIX arithmetic are greater network costs which are been partly
oﬀset by the greater area covered with the exchange MAN structure. The LINX is mostly
a MAN and has currently 143 connected customers [LIN03] and is within the limitations of
this simple model cost eﬃcient.
Appendix G
Multi-Period Resource Allocation
at System Edges
As we have shown in Chapter 6 of this dissertation, interconnections between the networks of
two INSPs are of high importance for our analysis of the QoS and eﬃciency. For the increasing
number of interconnection agreements, resources have to be provisioned. In particular, an
optimisation of resource allocations becomes a competitive factor for INSPs. In this chapter,
we generalise our analysis that was concentrated on interconnections in Chapter 6 towards
the general network edge as deﬁned in Chapter 5:
We deal with a general optimisation problem class called multi-period resource allocation
at system edges (MPRASE) for which the edge between two INSPs has been the motiva-
tion. Some other areas – for example network optimisation problems in the area of network
architectures – also ﬁt into this problem class, as we will discuss later on.
We develop a taxonomy for the MPRASE optimisation problems that can be used to
eﬃciently identify, classify, and mathematically describe a resource allocation problem at a
system edge.
MPRASE includes optimisation problems in the area of admission control, reservation
in advance, renegotiable services, token bucket ﬁtting, provider selection, and RSVP/Intserv
over Diﬀserv/Bandwidth-Broker challenges. The optimisation problems discussed in Section 6
are also part of MPRASE. We present a number of them. During the discussion of the more
complex optimisation problems, we show that they can be simpliﬁed towards simpler one of
the MPRASE framework. Also, the algorithms for the simpler optimisation problems can be
reused or adapted. Therefore, it is very useful to treat these kind of optimisation problems
in an integrated manner as algorithms.
In Section G.1 of this chapter in the appendix, we present the MPRASE framework and
its taxonomy. In Section G.2 two selected abstract optimisation problems from the framework
are presented; the ﬁrst is very complex and is a kind of “superproblem”of all the optimisation
problems discussed later in this chapter. The second is the smallest non-trivial MPRASE
optimisation problem that is discussed in detail, as it is the basis for many of the other
optimisation problems discussed in this chapter.
Section G.3 then presents some MPRASE optimisation problems that operate on un-
certain data while in Section G.4 several ones with deterministic data are presented. We
conclude with a summary and outlook.
282
APPENDIX G. MPRASE 283
G.1 Framework and Taxonomy
In this section, we introduce a general structural model, which tries to capture all the diﬀerent
facets of MPRASE. This model allows us to derive a taxonomy along its components.
G.1.1 Generalised Problem Structure
Figure G.1 shows the overall structural model of the general class of MPRASE optimisa-
tion problems. At one side, there are customers that have a certain demand for network
resources. These network resources are provided by the opposite side, which we call the
providers. Note that the customers can be end-users or themselves providers for other
customers (at another edge).
There is a third party involved, the intermediary instance that is located at the edge.
The intermediary tries to mediate between the two, e.g. by selecting providers on one side
and enforcing admission control of the customers on the other side. Note that the logical
separation of the intermediary instance from customer and provider does not necessarily imply
that it may not belong to either customer or provider premises; in fact, this will usually be
the case. If the intermediary is, e.g., imposing admission control; he will usually belong to
the provider’s premises.
Allocating the resources to satisfy the customers demand incurs certain costs, which need
to be accounted for by the customers. These costs can be real (monetary) costs, computational
costs, purely ﬁctive / calculatory costs or a mix of those.
The demand changes over the time so that resources might be reallocated. Let us now
look at the diﬀerent components / models that make up an MPRASE optimisation problem.
Customer Provider
Intermediary
Cost Compensation
Time
Edge
Admission Control Provider Selection
Resource Allocation
Figure G.1: MPRASE Problem Structure
G.1.2 The 6 Models
G.1.2.1 Customer Model
The customer model of the MPRASE model captures the number of customers, i.e., whether
a single or multiple customers are considered, and the ﬂexibility of the demand, i.e., whether
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demand may be dissatisﬁed or be served with a degraded quality. In the case that multiple
customers exist the total demand D is the sum of the individual customers’ demand that is
D =
∑n
i=1 di. With an admission control mechanism the number of served customers n is
becoming variable while with degraded quality the amount of the demand di of a customer i
that is satisﬁed by the provider becomes ﬂexible itself.
Parameter Value Abbrev.
Number of Customers Single Customer 1
Multiple Customers N
Flexibility of Demand Inﬂexible
(demand has to be satisﬁed to 100%)
-
Dissatisﬁed respectively Admission
Control
(demand has to be satisﬁed either to
0% or to 100%)
AC
Degraded Quality
(demand can be satisﬁed between 0%
and 100%)
DQ
Table G.1: Customer Model
The taxonomy for the customer model is displayed in Table G.1. We describe the cus-
tomer model by specifying both parameters of Table G.1. The abbreviation “-” in that table
indicates the default model, it is assumed if nothing else is speciﬁed. A simple customer
model consisting of a single customer with inﬂexible demand would therefore be expressed by
“1” while a model containing multiple customers that accept degraded quality are identiﬁed
with “NDQ”.
G.1.2.2 Provider Model
The provider model encompasses the number of providers and whether they are modelled as
having limited or unlimited capacity. While the latter is unrealistic it can be a simplifying,
yet valid assumption for the case where supply exceeds demand with very high probability.
Parameter Value Abbrev.
Number of Providers Single Provider 1
Multiple Providers N
Capacity Unlimited -
Limited Cap
Table G.2: Provider Model
The taxonomy for the provider model is displayed in Table G.2. A simple provider model
with a single provider that has unlimited capacity would therefore be expressed by “1” while
a model containing multiple customers with limited resources are identiﬁed with “NCap”.
G.1.2.3 Resource Model
This component models the resources, i.e., whether they are one- or multidimensional or
whether they are provided on a deterministic or statistical basis.
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Parameter Value Abbrev.
Dimensions One-Dimensional Resource 1
Multi-Dimensional Resource NType
Stochastic Behaviour Deterministic -
Statistical Stat
Table G.3: Resource Model
Parameter Value Abbrev.
Buﬀer + Rate Token Bucket TB
n-Level Token-Bucket (n=2 equals a
TSpec [Wro97a])
n-TB
Leaky Bucket LB
Table G.4: Some Multi-Dimensional Resource Models
A one-dimensional deterministic resource like guaranteed bandwidth is expressed by “1”,
a token bucket would be described by “NTB”. The taxonomy is summarised in Table G.3, we
specify abbreviations for some well-known multi-dimensional resource models in Table G.4.
G.1.2.4 Cost Model
The cost model seizes the cost structure for allocation requests, i.e., whether these incur
certain setup or transactional costs or whether the number of requests is bounded and how
variable costs for resource allocations are modelled, e.g., linearly or non-linearly. Please
note that costs do not have to be monetary costs, they can also reﬂect imputed or ﬁctive/
calculatory costs. Please note, too, that proﬁt is eﬀectively negative costs and can thus be
described by the cost model. The term “cost” is also used if we refer to purely technical
constraints.1 Table G.5 speciﬁes the diﬀerent types of costs that can be used, Table G.6
speciﬁes the properties of those cost types. Please note that proﬁt can be interpreted as
negative costs which is the reason why proﬁt is listed in the cost model (under P in Table G.5).
Table G.5 also mentions “inﬁnite” setup costs F∞ explicitly as an option. This term
stands for ﬁnite setup costs for the ﬁrst period and inﬁnite setup costs for all other periods.
This eﬀectively prohibits reallocations and thus simpliﬁes the resulting optimisation problem.
We introduce this special notation because this simpliﬁcation will be used quite often in the
MPRASE problems discussed below.
A budget constraint means the following: Only a limited budget is available for the related
cost term. It cannot be exceeded. This can also be used in a plain technical context: If all
setup costs are 1 and the budget is N we only allow a maximum of N allocations/reallocations.
With a time constraint, we describe that – using the setup costs as example again – there
has to be a certain time interval between two reallocations.
To specify the cost model in the taxonomy we list all existent cost terms plus the necessary
additions for each cost term. Linear ﬁxed and variable allocation costs are described by “FV”
while “F=Vnl” would denote linear ﬁxed setup costs that are equal for all periods and non-
linear changing variable costs.
1This is because if we model the problem mathematically we need the same kind of variable to measure
the number of reallocations independent of whether we use it for calculating real ﬁxed costs or as a technical
constraint; see e.g. Section G.2.1.
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Parameter Value Abbrev.
Fixed Costs per Non-Existent -
(Re)Allocation Existent F
(= Setup Costs) “Inﬁnite” Setup Costs F∞
Variable Costs per Amount Non-Existent -
of Allocated Resources
per Time
Existent V
Variable Costs per Amount Non-Existent -
of Used Resources per
Time
Existent U
Variable Costs per Amount Non-Existent -
of Requested but not
Satisﬁed Resources per
Time
Existent R
Variable Costs respectively
Proﬁt
Non-Existent -
per Served Customer Existent C
Table G.5: Cost Model Elements
Parameter Value Addition
Linearity Linear -
Non-Linear and Convex cx
Non-Linear and Concave cv
Otherwise Non-Linear nl
Time dependent costs Costs Vary between Diﬀerent
Periods
-
Costs Equal for all Periods =
Cost-Constraint Costs are Unconstrained -
Budget Constraint budg
Time Constraint time
Table G.6: Cost Model Additions
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G.1.2.5 Intermediary Model
Note that the intermediary is the component where solution techniques for the MPRASE
optimisation problems are conceptually located. Mathematically speaking, it captures the
objective function of the optimisation problem that is described by the taxonomy.
Parameter Value Abbrev.
Part of the Objective
Function
All Cost Terms *
Individual Cost Terms of the Cost
Model
F, V, U,
R, C, ...
Table G.7: Intermediary Model
If all cost terms of the cost model are to be optimised (minimised) this is indicated by
“*”. A combination of the cost model “FbudgV ”with intermediary model “V”means that only
the variable costs are to be minimised, the ﬁxed setup costs only have to remain below their
budget constraint.
G.1.2.6 Edge Model
The edge model encompasses the nature of knowledge about the problem parameters at the
system edge. Deterministic knowledge expresses that the exact values of the parameters are
known for all periods. If the knowledge is stochastic, the exact value of the parameters for
the future periods is unsure but the decision maker (intermediary) has some knowledge of
statistical nature about it, e.g., the probability distribution. Discrete stochastic means that
the parameter set is chosen from a number of known scenarios. In addition, we speak of
total uncertainty if no assumptions about the parameter can be made. Also, we refer to
Section G.3 for more details.
Parameter Value Abbrev.
Parameter All *
Cost Term F,V,U,R,C...
Demand D
Budget / Technical Constraint(s) Budg or Tech
Provider’s capacity Cap
...
Uncertainty Deterministic -
Stochastic S
Discrete Stochastic D
Total Uncertainty T
Table G.8: Edge Model
For the taxonomy, we specify the parameters that are not deterministic and describe
their uncertainty with a small index (S, D or T ); see Table G.8. So if every parameters
is deterministic apart from the future demand which is totally uncertain the edge model is
described by “DT ”. If all parameters are deterministic, it is “*”.
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G.1.3 The Complete Taxonomy
We can now describe each MPRASE optimisation problem by describing all of the six com-
ponents as follows:
Customer | Provider | Resource | Cost | Intermediary | Edge
1|1|1|FV|*|* thus describes the MPRASE problem with one customer, one provider,
a one-dimensional resource, linear ﬁxed setup and variable allocation costs that are to be
minimised under deterministic knowledge.
G.2 Selected Abstract Problems
In this section, two abstract optimisation problems from the MPRASE framework are pre-
sented. The ﬁrst is very complex and encompasses all optimisation problems discussed later
in this chapter while the second is the smallest non-trivial optimisation problem of the frame-
work. We concentrate on the discussion of the second optimisation problem as the results
come in handy later for the other MPRASE problems.
G.2.1 General Model: Maximising Social Welfare at the Edge
G.2.1.1 Problem Formulation
Let us ﬁrst look at a very general but rather complex MPRASE optimisation problem, which
models an edge between a number of customers and a number of providers where the inter-
mediary’s goal is to maximise social welfare.
We assume that there are a considerable number of customers and the intermediary
performs admission control on them. Additionally the providers are allowed to dissatisfy a
part of the customers’ demand (degraded quality), although doing this imposes penalty costs.
Thus, the customer model is NAC,DQ.
There are multiple providers with limited capacity; the provider model is therefore NCap.
A token bucket is used as resource model: NTB .
There are ﬁxed setup costs for each (re)allocation. As a technical limit for the real-
locations, there is a minimum time that has to pass between two reallocations at the same
provider. There are variable costs imposed for the token bucket parameters; degraded quality
leads to costs and rejecting customers leads to lost proﬁt. The cost model is thus FFtimeV RC.
The intermediary tries to maximise social welfare and thus embraces all costs (“*”) and
for ease of description we look at the deterministic version of the problem, leading to “*” as
edge model.
In terms of our taxonomy the optimisation problem is described by
NAC,DQ |NCap |NTB |FFtimeVRC | ∗ | ∗.
It can be formulated as the following MIP (Mixed Integer Programming) problem:
APPENDIX G. MPRASE 289
Model G.1 General MPRASE Model
Indices
i = 1, ..., I Customer i
j = 1, ..., J Provider j
t = 1, ..., T Period t
Parameters
bit Demand of customer i in period t
csjt Setup costs of provider j in period t
crjt Costs per allocated rate (of the token bucket) of provider j in period t
cdjt Costs per allocated buﬀer depth (of the token bucket) of prov. j in period t
cuit Costs per unsatisﬁed demand (degraded quality) of customer i in period t
Crjt Available rate (of token bucket) of provider j in period t
Cdjt Available buﬀer depth (of token bucket) of provider j in period t
pi Utility respectively proﬁt for serving customer i
rij0 = 0 Rate (of token bucket) for customer i at provider j before period 1
dij0 = 0 Buﬀer depth (of token bucket) for customer i at provider j before period 1
lij0 = 0 Number of tokens in the bucket of customer i at provider j before period 1
M Suﬃciently large number, (e.g. maxi,t{bit})
∆T Time interval that has to pass between two (re)allocations
Variables
rijt Rate (of token bucket) allocated for customer i by provider j in period t
dijt Bucket depth allocated for customer i by provider j in period t
lijt Tokens leftover at the end of period t for customer i at provider j
sijt Auxiliary binary variable for accounting the setup costs;
set to 1 if customer i reallocates resources (rate or depth) at provider j
in period t, set to 0 otherwise
ai Auxiliary binary variable, set to 0 if customer i is rejected by the admission
control and not served, set to 1 otherwise
vijt Amount of demand of customer i that is satisﬁed by provider j in period t
uit Unsatisﬁed demand of customer i in period t
Maximise
∑
i
piai −
∑
i
∑
j
∑
t
csjtsijt−
∑
i
∑
j
∑
t
(crjtrijt + c
d
jtdijt)−
∑
i
∑
t
cuituit (G.1)
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subject to
rijt − rij t−1 ≤M · sijt ∀i∀j ∀t (G.2)
rij t−1 − rijt ≤M · sijt ∀i∀j ∀t (G.3)
dijt − dij t−1 ≤M · sijt ∀i∀j ∀t (G.4)
dij t−1 − dijt ≤M · sijt ∀i∀j ∀t (G.5)
uit ≥ aibit −
∑
j
vijt ∀i∀t (G.6)
lijt ≤ lij t−1 + rijt − vijt ∀i∀t (G.7)
lijt ≤ dijt ∀i∀j ∀t (G.8)∑
i
rijt ≤ Crjt ∀j ∀t (G.9)∑
i
dijt ≤ Cdjt ∀j ∀t (G.10)
t+∆T∑
τ=t
sijτ ≤ 1 ∀i∀j ∀t = 1, ..., T −∆T (G.11)
rijt ≥ 0 ∀i∀j ∀t (G.12)
dijt ≥ 0 ∀i∀j ∀t (G.13)
sijt ∈ {0, 1} ∀i∀j ∀t (G.14)
lijt ≥ 0 ∀i∀j ∀t (G.15)
uit ≥ 0 ∀i∀t (G.16)
vijt ≥ 0 ∀i∀j ∀t (G.17)
ai ∈ {0, 1} ∀i (G.18)
For Model G.1, we assume that all the cost terms are non-negative and that
pi <
∑
t
cuitbit (G.19)
so that there is an incentive to impose admission control.
The social welfare is the total utility of the providers and the customers. It is maximised
in (G.1) and consists of the proﬁt for accepting customer i minus the costs for the resource
allocation, consisting of the ﬁxed setup costs and the variable costs for the token bucket rate
and depth, minus the costs for degraded quality.
In Model G.1, the constraints (G.2) to (G.5) force sijt to 1 whenever a reallocation is
made, indicated by a change in rijt and/or dijt. Constraint (G.6) sets the variable uit to
the unsatisﬁed demand. (G.7) updates lijt, the tokens in the bucket at the end of period
t are the ones left from last period plus the current rate minus the tokens used to satisfy
demand as expressed by vijt. (G.8) makes sure that there are never more tokens in the
bucket than the bucket depth at the end of the period. The provider’s maximum rate and
bucket depth is accounted for by (G.9) and (G.10). (G.11) is the technical constraint that
makes sure that reallocations can only occur once every ∆T + 1 periods. (G.12) to (G.18)
are the non-negativity respectively binary constraints for the variables.
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G.2.1.2 Solution
As Model G.1 is a MIP problem it can be solved with standard MIP solving techniques like,
e.g., branch & bound with LP relaxation. This is however not necessary. A huge system edge
between customers and providers as assumed in Model G.1 cannot be solved centrally in the
Internet because of the scalability issues involved. There is no central intermediary in the
Internet that could ever manage all requests from the customers. Proposals like [MMV95]
that rely on a central intermediary (there called broker) are generally regarded as unrealistic
approaches.
The goal of Model G.1 must be aimed at with distributed algorithms. Therefore, we do
not intend to look for algorithms that solve this model, instead, we use it to show that a
number of optimisation problems in the literature are actually subproblems of this general
MPRASE model. Thus, we prove the generality of the MPRASE framework and show that it
is sensible to look at these optimisation problems at systems edges in an integrated fashion.
G.2.1.3 Modelling Subproblems
To change the customer model to “1” parameter I in Model G.1 has to be set to 1. Dropping
the “AC” (admission control) in the customer model is reﬂected by forcing all ai to 1. The
“DQ” (degraded quality) property can be dropped by setting all cuit to inﬁnity.
Changing the provider model to providers with unlimited capacity is done by setting all
Crjt and C
d
jt to inﬁnity. To change the provider model to “1”, J has to be set to 1.
If the one-dimensional resource model “1” shall be used instead of a token bucket model
all Cdjt have to be set to zero.
To drop “Ftime” from the cost model ∆T has to be set to zero. If we only allow one
allocation in the ﬁrst period and forbid all reallocations “F” in the cost model has to be
replaced with “F∞”. This is done by setting the setup costs csjt to inﬁnity for all but the ﬁrst
period.
Many of the possible subproblems of Model G.1 are modelled and solved in the following
parts of this chapter.
G.2.2 The Single Provider Problem
G.2.2.1 Problem Formulation
While Model G.1 is the most complex and comprehensive MPRASE optimisation problem
discussed here, the single provider problem is the smallest non-trivial MPRASE optimisation
problem. In terms of the MPRASE taxonomy, it is identiﬁed by 1|1|1|FV|*|*.
There is one customer that has one-dimensional capacity demands bt that must be fully
satisﬁed at every discrete time interval t = 1, ..., T . The edge is deterministic. Capacity
is requested from a single provider who is charging a ﬁxed setup cost cst for each allocation
and variable allocation costs crt per reserved capacity unit and period. A new allocation is
constituted by a change in the allocated capacity. Allocated capacity is available in the period
the allocation is made and in all subsequent periods until the next allocation is made. Note,
that the allocated capacity and not the actually used capacity causes the costs.
The SPP is mathematically described by Model G.2. The objective function (G.20)
minimises the ﬁxed setup costs and the costs for the allocation level. Constraint (G.21)
guarantees that the demand is satisﬁed each period. If the allocated capacity rt changes, the
auxiliary variable st that is necessary to account for the setup costs has to be set to one. This
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Model G.2 Single Provider Problem
Index
t = 1, ..., T Period t
Parameters
bt > 0 Demanded capacity in period t
cst > 0 Setup costs in period t
crt Costs per allocated capacity (rate) in period t
r0 = 0 Allocation level before period 0
M Suﬃciently large number, (e.g. maxt{bt})
Variables
rt Capacity (rate) allocated in period t
st Auxiliary binary variable for accounting the setup costs;
set to 1 if a (re)allocation is made at the beginning of period t
set to 0 otherwise
Minimise
T∑
t=1
cstst +
T∑
t=1
crt rt (G.20)
subject to
rt ≥ bt ∀t (G.21)
rt − rt−1 ≤M · st ∀t (G.22)
rt−1 − rt ≤M · st ∀t (G.23)
st ∈ {0, 1} ∀t (G.24)
Model G.3 LP Relaxation of Model G.2
The binary condition (G.24) of Model G.2 is replaced with the following constraint:
0 ≤ st ≤ 1 ∀t (G.25)
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is ensured by constraints (G.22) and (G.23). If rt does not change, the according st will be
automatically set to zero in the optimal solution because of its non-negative coeﬃcient cst in
the objective function. Constraint (G.24) forms the binary condition for st.
G.2.2.2 Exact Solution Algorithm
At ﬁrst, we want to look at techniques that guarantee to produce an optimal solution for the
SPP.
Branch and Bound with Linear Programming (LP) Relaxation A standard ap-
proach to solve the single provider problem SPP is to use a mixed integer problem solver
in order to solve Model G.2. A typical algorithm for solving a mixed integer LP model is a
branch and bound (B&B) algorithm that uses the LP relaxed problem G.3 of G.2.
The resulting optimisation problem can be easily solved with the simplex algorithm
[Dan51]. The solution is a lower bound to the optimal solution of the SPP. Branching can be
done by ﬁxing the highest not yet ﬁxed st to 1 in the ﬁrst and to 0 in the second subproblem.
Even for this very simple MPRASE optimisation problem, an example with only 50 peri-
ods took already 33 minutes to be solved2. Problems with more than 100 periods took more
than a day3. The reason is that the structure of the optimisation problem does not make
it very amenable to branch and bound algorithms since st are often set to very low values
 > 0 resulting in a vast underestimation of ﬁxed costs which leads to very loose bounds.
Therefore, we strived for more eﬃcient, yet still exact algorithms for the SPP.
Dynamic Programming (DP) Let (ta, tb) be two periods with 1 ≤ ta ≤ tb ≤ T . The
costs of one allocation for the interval [ta, tb] are deﬁned as
C(ta, tb) = c
s
ta +
tb∑
τ=ta
crτ ·maxt=ta,...,tb(bt) (G.26)
One property of the cost function (G.26) is
C(ta, tb) ≤ C(ta, tb+1) ∀1 ≤ ta ≤ tb ≤ T (G.27)
This property is exploited by the algorithm of Figure G.2 which is based on the dynamic
programming paradigm [BD62] and therefore called Dynamic Programming algorithm in
this chapter (DP). It has a complexity of O(T 2) compared to the NP complexity of the
branch & bound mechanism and other algorithms based on the LP relaxation and the simplex
algorithm.
Assessment of Execution Times Table G.9 shows the execution times for all of the exact
algorithms for two diﬀerently sized problem instances. It shows that the DP algorithm can
eﬃciently provide the optimal solution even for large SPPs.
2The experiments have been performed on a 400 MHz Pentium II processor using the above described
branch & bound algorithm.
3Even when using the commercial MIP solver CPLEX [ILO04].
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Preparation:
Prepare an empty array cMin and an empty array pred ,
each with T entries
Start:
cMin(1) = C (t1, t1)
pred(1) = 1
Iteration t = 2, ..., T:
cMin(t) = min{C(i, t) + cMin(i-1) | i = 1, ..., t}
pred(t) = argmin{C(i, t) + cMin(i-1) | i = 1, ..., t}
Result:
cMin(T+1) contains the minimal costs
while array pred stores the hops towards that solution
Figure G.2: Dynamic Programming (DP) Algorithm for the SPP
Algorithm Branch & Bound [s] Dynamic Programming [s]
T=50 1920.7 0.0026
T=1000 n.a. 9.0
Table G.9: Execution Times of the Exact SPP Algorithms
G.2.2.3 Heuristic Solution Algorithms
The last section introduced exact solutions for the SPP. While they provided fairly good
performance, they still required a certain computational eﬀort that might be prohibitive in
scenarios where there is either a large number of periods to be planned for or where there is
only an extremely limited amount of time available for computation. An example scenario is
one where the resource allocation is done in response to signalling messages and thus aﬀects
setup latencies. Therefore, now heuristic techniques are evaluated, which do not guarantee an
optimal solution but allow very fast allocation decisions. A further reason for investigating
heuristics becomes obvious when we extend the SPP techniques towards other MPRASE
optimisation problems later in this chapter. Here, we sometimes end up having to solve a
huge number of SPPs.
LP Heuristic (LH) The LP heuristic is solving the LP relaxation G.3 of Model G.2 to
determine the amount of allocated capacity. After solving it (using the simplex algorithm),
any st 
= 0 is set to 1 wherever necessary (that is, where rt and rt−1 diﬀer). Compared to the
optimal solution, the ﬁxed costs are systematically underestimated by allowing continuous
st. This leads to a relatively high number of allocations.
Merge Heuristic (MH) The merge heuristic starts with a separate allocation for each
period and then tries to merge two successive allocations into one if the saved ﬁxed costs of
the second allocation are less than the newly introduced waste of resources (measured via the
variable costs crt ); see Figure G.3 for an illustration .
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Figure G.3: Wasted Resources
Split Heuristic (SH) The split heuristic starts with a single allocation and then tries for
all periods to split existing allocations if the ﬁxed costs for the new allocation are less than
the saved waste of variable costs.
Combined Heuristics (CH[x,y]) The merge and split heuristics can be sequentially com-
bined to further improve the results of other heuristics. We name this approach combined
heuristic. For the simulations we sequentially iterated through merge and split until no fur-
ther improvement could be achieved by neither of them, this approach is labelled CH[MH,
SH]. Moreover, we also tried the combination of merge and split based on the result of the
LP heuristic, labelled CH[LP,MH,SH].
G.2.2.4 Evaluation
Experiment Setup. In order to evaluate the performance of the heuristics we ran a simu-
lation over 100 random problem instances, each with T=1000, ﬁxed costs cst drawn randomly
from a uniform distribution in the interval [200,800] once and then set equal for all T periods.
Variable costs crt are repeatedly drawn from the interval [3,5] and remain equal for p periods
with p being drawn from the interval [10,20] each time.
The demand bt is calculated by superposing a number of requests (for example representing
individual requests from several users) with their interarrival time modelled by a Poisson
distribution (λ = 4) and their duration modelled by an exponential distribution (µ = 20)4.
For calculating the requests’ capacity demand we draw from a uniform random distri-
bution from one out of three possible intervals [2,8], [10,20] and [35,50] representing small,
medium and high capacity requests. The interval itself is selected for each request with
a probability of 40%, 30%, and 30%. Figure G.4 shows the capacity demand of a sample
problem generated in this way.
Results. Table G.10 shows the simulation results. The allocation length denotes the average
duration of a single allocation and waste denotes the total waste of resources for a single SPP
4We have to admit that parameter choice is rather arbitrary (albeit sensible) due to lack of empirical data.
However, we have experimented with other values without changing the results in a signiﬁcant manner.
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Figure G.4: Capacity Demand, Example
instance, deﬁned as the sum of the unused resources over all periods, see Figure G.3.
Algorithm Costs Relative Devia-
tion from Optimal
Costs
Alloc.
Length
Waste Time to
Solve [s]
av av stddev av av av
DP (Optimum) 452304 n.a. n.a. 9.43 36515 9.000
PH 1010199 123.81% 32.96% 1000.00 645804 <0.001
MH 474027 4.79% 1.07% 10.65 64257 0.002
SH 568759 25.93% 10.43% 3.72 63295 0.010
LP 554317 22.34% 8.37% 2.62 424 0.452
CH [MH, SH] 469723 3.85% 0.74% 9.81 56064 0.005
CH [LP, MH, SH] 460404 1.77% 0.70% 8.93 41918 0.452
Table G.10: SPP Simulation Results
As a very simple alternative heuristic and to have a reference value, we also used the
“peak heuristic” (PH). It makes a single allocation with the highest capacity demand over all
periods. Expectedly, PH performed very poorly compared to the other techniques. A much
better performance at very low execution time is achieved by the merge heuristic (MH):
on average it imposes less than 5% additional costs relative to the optimum and reduces
execution time by a factor of 4500. The conceptually very similar split heuristic (SH) is
considerably less eﬀective. Looking at the allocation length shows the reason: it overdoes its
job by splitting too often, resulting in too short allocation lengths and thus incurring ﬁxed
costs more often although waste of variable costs is roughly equal to MH.
The LP heuristic performs only marginally better than SH, although it consumes consid-
erably more time. This is due to its characteristic of underestimating ﬁxed costs, which is
also expressed in a very low waste and small allocation lengths.
These results may be improved by the combination of heuristics. The combination of MH
and SH leads expectedly to better results than the techniques in isolation. Yet, even better
results can be achieved by integrating LP with MH and SH.
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In conclusion, the best results are achieved by CH[LP,MH,SH], yet the most attractive
trade-oﬀ between cost performance and execution time is probably achieved by MH or
CH[MH,SH].
G.2.2.5 Related Work
The deterministic single provider problem is treated in more detail in [HSS01] and [HS00].
The algorithms for the single provider problem are extremely useful for many other MPRASE
optimisation problems and are reused several times in this chapter.
G.3 Selected Uncertain Problems
G.3.1 Background on Uncertain Optimisation Models
Many decisions and optimisations in the areas of network design, traﬃc engineering, and other
resource allocation optimisation problems are based on uncertain data due to the relatively
long timescales on which these mechanisms operate. In this section, we derive several general
strategies for dealing with uncertain optimisation problems of the MPRASE framework.
G.3.1.1 Stochastic Programming
We will use methods from stochastic programming in this section. Stochastic programming
deals with optimisation under uncertainty and was introduced in 1955 by Dantzig [Dan55].
Overviews on stochastic programming are given in [WK94], [Sch01b], [VZW95], [HvdV99].
Many economical problems are solved using stochastic programming; e.g., a case study that
uses stochastic programming for capacity planning in the semiconductor industry can be
found in [KW99].
G.3.1.2 Modelling Uncertainty
If there is no uncertainty with respect to a parameter, the value of that parameter is known
exactly at the time the decision is made. That parameter is then called deterministic. Model
G.2 was an example for a model which has only deterministic parameters.
Types of Uncertainty Parameters like future bandwidth demand which form the basis
for a decision or optimisation process can be and in practice often are uncertain. Several
degrees of uncertainty can be distinguished for a parameter:
• Total uncertainty : Nothing is known about which values the parameter will take. The
best thing one can do in this case is to try to react ﬂexibly and learn from past values the
parameter took. Section G.3.3 gives an example for an MPRASE optimisation problem
under total uncertainty and presents an eﬃcient and ﬂexible self-learning algorithm.
• Stochastic uncertainty : The exact value the parameter will take is not known but the
decision maker knows the probability distribution of the parameter and can thus make
some predictions about the parameter. [FDL99] and [PGK+01] are typical works that
deal with stochastic uncertainty for bandwidth allocation problems from a provider’s
point of view by assuming sources with on-oﬀ traﬃc.
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• Discrete stochastic uncertainty : The parameter is drawn from a discrete set of values;
each value has a certain probability. The set is typically modelled as a number of
scenarios. This approach is discussed below in more detail as it is the approach taken
in Section G.3.2.
Modelling Uncertainty with Scenarios The idea of modelling uncertainty with sce-
narios has its roots in scenario analysis [NS79], [MR72]. Scenario analysis is a method for
long-range planning under uncertainty. Conformant and plausible combinations of the real-
izations of all uncertain parameters yield a number of scenarios. These scenarios form the
basis for the following decision process (e.g., a production plan is based on the assumption
that one of the three scenarios will occur: “prices and demand go up”, “prices fall slightly and
demand remains equal”, “demand goes back and prices fall heavily”). An application example
and literature overview is given in [KW99].
However, describing uncertainty with a range of scenarios also makes sense for short- and
mid-range planning and is often used for stochastic programming [WK94, Dan55, Sch01b] as
it has some crucial advantages over using a parameterised probability distribution:
• It is easy and intuitive for the decision maker to create the scenarios; they could also
be created automatically [GH68].
• Scenarios are easy to analyse, their plausibility can often be approved easier than by
ﬁtting a mathematical probability distribution to empirical data.
• Scenarios are ﬂexible, every kind and number of possible events can be easily accounted
for in the scenarios.
• Finally, scenarios can be used as a discretisation of probability distributions for nu-
merical algorithms. This allows approximating stochastically uncertain problems with
discrete stochastic methods.
G.3.1.3 Robustness
The notion of robust plans stems from decision theory [Sch01b]. Decision makers are typically
evaluated ex post by how good their proposed plan performed in reality (i.e., in the scenario
that actually occurred). The possible consequences when their plan performs badly in the
occurring scenario typically outweigh the reward if the plan performs well. Typical decision
makers are therefore risk-averse to a certain degree and biased towards robust plans5. A
robust plan is a plan that is judged positively in most of the scenarios and does not perform
too badly in any of the scenarios.
In the following two sections, we examine two MPRASE optimisation problems that
act under varying degree of uncertainty to demonstrate various strategies that deal with
uncertainty.
G.3.2 Flexible Provisioning of Virtual Private Networks
G.3.2.1 Problem Formulation
In this section, we look at a customer that needs a considerable, varying amount of network
resources (e.g., bandwidth) over long timescales, for example for a provider provisioned virtual
5Avoiding the risk of loosing the job or going bankrupt is generally deemed more important than increasing
the chance of an extra bonus or additional proﬁt [Sch01b].
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private network [GLH+00], potentially in support of business-critical applications. The traﬃc
demand ﬂuctuates heavily over the course of a day with peaks in the late morning and
afternoon hours and far lower demand in the night hours as well as over the course of the
week with ups on the weekdays and downs on the weekend.
Previous research work [GKT95, KZ96, ZK97] and our analysis in Section G.4.3 shows
that it is generally favourable for both customer and provider to allow renegotiation of
bandwidth allocations. The customer saves costs during phases of low demand and the
provider can make better use of the network capacity. Among other ﬁndings, the simulations
in this section conﬁrm that without renegotiation the costs increase considerably (at least by
a factor of three in our settings). A lot of research in the area of virtual private networks
is done to increase the ﬂexibility of VPNs [DGG+99, KB00, IL01, Isa00, RMM98], a trend
which will make renegotiations easy and common.
On the downside, for business critical applications renegotiation can be a dangerous mech-
anism because customers are given no guarantees that they obtain the higher amount of
bandwidth they need for their peak demands as the provider could run out of resources in
such times leading to a rejection of the request.
This problem can be avoided if renegotiation is combined with reservation in advance.
Customers can now request their increased bandwidth ahead of time. They can thus avoid
the risk of running out of bandwidth for business critical applications. We show in this section
that they will usually still save costs. Therefore, there are strong arguments for customers to
use reservation in advance.
On the other hand with reservation in advance the provider has a better prognosis of the
utilisation of the network in advance which may allow him in turn to potentially allocate
bandwidth more eﬃciently at further providers, yet the latter recursion is not in the scope
of this dissertation. We assume that if there is not enough bandwidth for a reservation in
advance that either the provider allocates the missing bandwidth at another provider or the
customer changes providers.
In the VPN provisioning problem we take the viewpoint of a (e.g., VPN) customer that
reserves bandwidth (e.g., for one of the trunks of his VPN) in advance at a provider (e.g.,
oﬀering a bandwidth-assured VPN service). The problem for the customer is its necessarily
uncertain demand forecast.
The VPN provisioning problem is the MPRASE optimisation problem 1|1|1|FV|*|DD
as it deals with an uncertain edge (discrete stochastic demand) between one customer and
one provider, uses a one-dimensional resource model and a linear cost model with ﬁxed setup
and variable allocation costs.
Our prior discussion of the SPP (Model G.2) comes in handy now, as the VPN provisioning
problem is quite similar to it. The diﬀerence is the uncertain parameter bt for period t =
1, ..., T . Using the scenario technique from G.3.1.2 we assume that we have a number S
of scenarios with the demand forecast bts for period t and scenario s. Each scenario has a
probability ps with
S∑
s=1
ps = 1 (G.28)
G.3.2.2 Strategies for Dealing with Uncertainty
Because the demand bt is now uncertain, we can no longer use the algorithms of the SPP.
We now derive strategies that can deal with the uncertain parameters bts and evaluate their
robustness later in simulations.
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In general, uncertain parameters can occur in the objective function and the constraints
of an optimisation problem. If the objective function is aﬀected the decision maker runs the
risk of not achieving optimal results because of the uncertainty. If, however, the constraints
are aﬀected the decision maker then risks creating plans that are not valid or realizable
in reality. Dealing with uncertainty in the constraints is usually harder and more complex
yet more important than dealing with uncertainty in the objective function [Sch01b]. In our
optimisation problem, constraint (G.21) of Model G.2 is aﬀected by the uncertain parameters
bts. We now present some general strategies how to deal with optimisation problems that
have uncertain constraints.
Deterministic Substitution Strategies (DED, DSU, DWC) The deterministic sub-
stitution strategies substitute the uncertain (scenario dependent) parameter bts with a deter-
ministic (scenario independent) parameter bˆt and then solve the resulting deterministic SPP
(Model G.2) with one of the algorithms presented in Section G.2.2.
Several substitutions can be used. An obvious one is to use the expected value
bˆt =
1
S
·
S∑
s=1
psbts (G.29)
as substitute, we name this strategy DED (deterministic with expected demand). To
avoid underestimating the demand a surcharge a can be added to the substitute. We call this
strategy deterministic surcharge strategy with parameter α (DSUα):
bˆt = (1 + α) · 1
S
·
S∑
s=1
psbts (G.30)
For the deterministic worst-case strategy (DWC) the maximum value bts of all scenarios
s is used as substitute:
bˆt = max{bts|∀s = 1, ..., S} (G.31)
A plan based on the worst-case values yields a solution that satisﬁes all constraints for all
scenarios, this is why such a strategy is also called fat solution strategy [WK94, Sch01b].
Chance Constrained Strategies (CCα, SCCα) The deterministic strategies have no
real control over the chance that their plan violates the uncertain constraints with the ex-
ception of DWC, which makes sure that the plan is valid for 100% of the scenarios. The
chance constrained strategy (CCα) allows ﬁner control over the chance that a plan is valid
by introducing the factor α and forcing the uncertain constraint to be satisﬁed in at least α
percent of the scenarios.
The chance constrained strategy is much harder to implement than the deterministic
substitution strategies as can be seen from the complexity of Model G.4 where it is formulated
as mixed integer programming (MIP) problem.
It can be solved with MIP solving techniques but we present a more eﬃcient algorithm to
solve the chance constrained strategy CC in [HSS02]. There, also a simpliﬁed version of the
CC strategy is presented in more detail, the so-called separated chance constrained strategy
SCCα. Instead of requiring that a plan is valid with a chance α for all periods (as CC) SCC
requires a plan to just account for the demand of α percent of the scenarios in each period.
It is in fact a deterministic substitution strategy and can thus be eﬃciently solved with the
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SPP algorithms from Section G.2.2. Let b′tζ be the parameters bts sorted over all scenarios
by increasing values and let p′ζ be the respective probabilities. For the SCC strategy the
deterministic substitute for bts is given as
b̂t = b
′
tζ | ζ = min{ζ |
ζ∑
ν=1
p′ν ≥ α} (G.32)
Model G.4 Chance Constrained Strategy
Model G.2 is extended as follows:
Indices
s = 1, ..., S Scenario s
Parameters
α The probability that the plan is valid
bts Amount of demanded capacity in scenario s in period t
ps Probability of scenario s
Variables
ζs Binary variable, set to 1 if all demand is satisﬁed in scenario s
and to 0 otherwise
Minimise (G.20) (G.33)
subject to (G.22) - (G.24) and
rt +M · (1− ζs) ≥ bts ∀t ∀s (G.34)∑
s
psζs ≥ α (G.35)
ζs ∈ {0, 1} ∀s (G.36)
Recourse Strategies (RER
cft
) The CC strategy controls the risk that a solution is invalid
via its parameter α. Recourse strategies control the risk in a diﬀerent way. They punish the
risk and extend of the risk – that is the amount of unsatisﬁed demand in one scenario – via
the objective function.
In G.5 a recourse strategy with expected recourse (RER
cft
) is given, it calculates the
expected recourse and adds it weighted with the recourse costs cft to the objective function.
In constraint (G.38) the new variable fts measures by what amount the demand remains
unsatisﬁed in scenario s for the resulting planned allocation in period t, rt. The CC strategy
only takes into account that demand is unsatisﬁed or not, the recourse strategy also takes
into account how much demand is unsatisﬁed in a given scenario.
The recourse fts has to be penalised in the objective function. The RER strategy does
this by weighting fts with c
f
t and adding the expected value over all scenarios to the objective
function (G.37).
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Model G.5 Bandwidth Allocation with Expected Recourses
Model G.2 is extended as follows:
Indices
s = 1, ..., S Scenario s
Parameters
cft Recourse costs for scenario s and period t
bts Amount of demanded capacity in scenario s in period t
ps Probability of scenario s
Variables
fts Recourse for scenario s and period t
Minimise
∑
t
cstst +
∑
t
crt rt +
∑
t
∑
s
psc
f
t fts (G.37)
subject to (G.22) - (G.24) and
rt + fts ≥ bts ∀t ∀s (G.38)
fts ≥ 0 ∀t ∀s (G.39)
In order to implement the recourse strategy the DP algorithm of Figure G.2 can be
reapplied with some modiﬁcations, this results in a worst-case complexity of O(T 2log(TS)).
We present the algorithm and the proof in [HSS02].
G.3.2.3 Evaluation
Experiment Setup A simulative comparison is used to assess the merits of the diﬀerent
strategies. It is presented in [HSS02] in more detail. A day is divided into 48 periods of
30 minutes each, realistic demand patterns with peaks in the late morning and afternoon
and downs during the night in accordance with [Rob01] and [ITA04] are used to describe
empirically found traﬃc patterns for the periods. Traﬃc for one week and 20 scenarios is
generated the following way:
Based on the above-mentioned traﬃc curve, ﬂuctuations of up to +/-20% are generated
for all periods for all days of the week. Traﬃc on Saturdays is decreased by 60% and traﬃc
on Sundays is decreased by 80% to reﬂect decreased business activity during those days. The
result is a basic demand pattern, which is then mutated to create the diﬀerent scenarios for
one problem instance. The following mutations are made independently for each generated
scenario: With a probability of 80%, the demand of one to four whole days is scaled up or
down by up to 20% representing busy or calm days. The same is done for the whole week
with a chance of 75%. In addition, 15% to 35% of the demand of 8 to 12 periods is shifted one
period earlier or later, representing a slight shift in working schedules (e.g. a video-conference
starting half an hour later than usual). Each scenario is assigned the same probability. The
ﬁxed setup costs cst are drawn from a uniform distribution in interval [700, 1000] and are
equal for all periods, the variable allocations costs crt are set to 5 for all periods.
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The possible demand of one scenario is depicted in G.5 together with the allocation made
by the RER strategy for that traﬃc pattern. As can be seen, it is possible that a plan does
not allocate suﬃcient bandwidth for the demand of some periods for the given scenario.
Time
Bandwidth Allocation
Demand
A
ll
o
ca
ti
o
n
L
ev
el
Figure G.5: Demand in One Scenario For One Week and the Allocations Made by the RER
Strategy
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Figure G.6: Relative Deviation from the Minimal Costs (Minimum, Average, Maximum)
To account for such failures of the bandwidth allocation strategies for the evaluation
below the unsatisﬁed demand is penalised with penalty costs that are 10 times as high as
the variable costs crt . For comparison reasons we calculate the deterministic problem without
uncertainty based on the actual demand.
Results We summarise the results of our study [HSS02] here. The minimal, average and
maximum relative deviation from the optimal costs are depicted in G.6:
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• The robustness can be evaluated based on the worst-case performance of the strategies.
The RER strategies show the best worst-case behaviour, followed by SCC and DSU0.2.
The RER and SCC strategies are more robust than DSU concerning the variation of
their parameters α respectively c.
DED and DSU with lower or higher surplus perform very badly, as does DWC and CC.
Those strategies cannot be considered robust. This is remarkable and surprising for the
DWC strategy that is based on the worst-case demands and thus never leads to penalty
costs. However, its basic plan is still much more expensive than the combination of
penalty and the planned costs of the other strategies. Only when the penalty costs are
set higher than 100 times the variable costs the DWC strategy performs satisfactorily.
Thus, the DWC strategy cannot be recommended for a wide range of parameter sets of
the bandwidth allocation problem.
DED and DSU with low surplus factor are also not robust. Only if the surplus factor of
DSU is set correctly its performance is acceptable; it can thus not really be considered
robust.
SCC and RER can be considered robust. SCC bases its calculations on quantiles of
the demand distribution and thus uses more information from the demand distribution
than the surplus strategies DSU which explains the better performance. RER performs
very well, obviously the ﬁne-grained control over the risk makes it more robust than
the deterministic strategies.
• Next, the general performance is evaluated based on the average performance over
a number of simulation runs with higher uncertainty. The ranking in performance is
quite similar to the ranking regarding robustness above. The RER and SCC strategies
perform best and can be recommended.
DSU again only performs well if the surplus factor is set correctly. DED and DWC as
well as CC perform relatively badly and cannot be recommended.
The conclusions from the experiments are that the RER strategy should be used. The recourse
costs should be set similar to the calculatory penalty costs of unsatisﬁed demand for best
performance. However, the strategy is robust against a wrong setting of the recourse costs.
It still performs very well as long as the recourse costs are in the same order of magnitude as
the estimated penalty costs.
If the computational complexity of RER is too high, SCC can alternatively be used; it
performs a little worse but still better than all other strategies and is easy to compute.
The experiments allocating resources once per week without renegotiation lead to about
three times higher costs than those yielded by RER or SCC. This shows again that renego-
tiation can save a considerable amount of costs.
We have explained why reservation in advance is vital to avoid the risk of not getting
enough bandwidth in peak periods. Even if that should not be the case, reservation in
advance can be better than short-term reservations: short-term reservations will typically be
priced higher because they leave the provider with a much higher planning uncertainty and
the risk of underutilising his resources. The results show that if short-term allocations are
priced only 15 to 20% higher than long-term reservations the latter combined with a robust
algorithm are cheaper than the optimal short-term allocations.
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G.3.2.4 Related Work
In [TDW+97], service provisioning for distributed communication networks with uncertain
data is studied. Several service provisioning models are presented that account for several
types of uncertainty. However, no eﬃcient solution algorithms are presented and no simula-
tions are carried out.
Another related work is [DST02], here a service provider oﬀers computational services and
tries to maximise proﬁts. In our work, we consider a network service and take the perspective
of the customer.
G.3.3 Decoupling of Time Scales
While the last optimisation problem was an example for an optimisation problem with (dis-
crete) stochastic uncertainty, we now discuss one with total uncertainty. We present a frame-
work to solve such problems that is useful beyond MPRASE.
G.3.3.1 Problem Formulation
Diﬀerent time scales of QoS systems may arise due to diﬀerent QoS architectures like Intserv
[BCS94], Diﬀserv [BBC+98], or ATM [Bla95] being used but may also be due to diﬀerent
QoS strategies followed by providers even if they employ the same QoS architecture (see
Section 2.2). Choosing diﬀerent QoS architectures as well as diﬀerent strategies results from
serving diﬀerent needs, e.g., for an access ISP (AISP) and a backbone ISP (BSP). An AISP
that has a comparatively moderate load and directly connects to end systems may favour a fast
time scale system responding immediately to the end systems requests. A BSP that connects
access providers respectively oﬀers transit services is generally faced with a drastically higher
load of individual transmissions, so that reaction on the time scale of individual requests is
usually not possible. Accordingly, a slower time scale system needs to be enforced.
When diﬀerent time scales are in operation in heterogeneous network QoS systems, it
is simply not possible to query the underlying QoS system each time an overlaid system is
altering its state. Here, the system operating on a faster time scale needs to be smoothed
when overlaying it onto a system that operates only on slow time scales.
A realistic conﬁguration for access and backbone providers may be, e.g., that AISPs use
Intserv to suit their customers’ needs while a BSP uses Diﬀserv with a Bandwidth Broker
(BB) to allow for some dynamics but on a slower time scale. This scenario is shown in
Figure G.7.
Here, it is also obvious why a BB is generally not able to react to individual RSVP requests
that are arriving at edge devices between access and backbone provider. Because if it did, the
BB would need to operate at a request throughput that is proportional to the square of the
number of access providers it serves – that is not scalable. Here a decoupling of the diﬀerent
time scales is necessary. The decoupling can be achieved by building “depots” of capacity
which stabilise the ﬂuctuations of the “nervous” demand curve for backbone capacity by
individual requests. From another perspective, the decoupling technique can also be viewed
as introducing a combined local and global admission control for the Diﬀserv/BB network.
Global admission control is only invoked whenever local admission control at an edge device
runs out of resources in its capacity depot. In such a case, local admission control on an
edge device tries to obtain more resources from the global admission control represented by
the BB. This scheme allows to trade oﬀ resource eﬃciency for a more stable and long-term
capacity demand presented to the BB.
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Figure G.7: Combined Local and Global Admission Control
This problem of decoupling diﬀerent timescales is the MPRASE optimisation problem
1|1|1|FV|*|DD. It is similar to the SPP (Model G.2) but acts under total uncertainty.
Acting under total uncertainty, we propose the use of an adaptive heuristic as a way to learn
the statistical properties of the system in an on-line fashion. Schmitt et. al. [SHKS02]
present such an adaptive online heuristic that adapts its parameter in regular intervals based
on the results of an optimal algorithm that is solved for the past (and therefore not uncertain)
periods.
G.3.3.2 Related Work
For an overview on bandwidth brokers we refer to Section 2.2.4.3. In Chapter 4, a centralised
and a decentralised bandwidth broker are described and evaluated.
[TWOZ99] deals with a two-tier model, which consists of an intra- and interdomain re-
source management. BBs are representing each administrative domain in the interdomain
resource management. Based on measurements, a watermark heuristic at edge devices is used
to trigger inter-domain signalling. A similar work based on measurement of the current usage
is [ASU03].
One piece of work that explicitly deals with diﬀerent time scales of access and backbone
networks on the control paths is [PHS00]. Here, a backbone QoS signalling protocol is
proposed which integrates mechanisms in order to dampen the faster time scales of access
networks. This mechanism is based on hysteresis and quantisation for traﬃc aggregates,
which are based on sink trees towards destinations. The applied algorithm is to always
reserve capacity in multiples of a certain quantity Q. Whenever the reserved capacity level
of k × Q is no more suﬃcient, it is increased to (k + 1) × Q and the new quantum is only
relinquished when the reserved capacity falls below (k − 1) ×Q. This is very similar to one
strategy from [SHKS02].
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G.3.4 Admission Control Problems
Admission control is a widely recognised optimisation problem at system edges; it deals with
the diﬃculty of ﬁnding eﬃcient mechanisms that allow admitting many customers to achieve
a high network utilisation while at the same time satisfy the transmission demand of the
accepted customers. The basic admission control problem is NAC,DQ|1Cap|1|P|*|D or with
an n-dimensional resource model (e.g., bandwidth and buﬀer space)NAC,DQ|1Cap|N|P|*|D.
The overall goal of admission control from a provider’s point of view consists of maximising
the proﬁt (obtained the accepted and satisﬁed customers) respectively maximising the total
utility from a user’s point of view. Admission control is a diﬃcult problem, mainly because of
the uncertainty about the traﬃc. The MPRASE framework can be used to describe diﬀerent
types of admission control problems and can be helpful for ﬁnding central solution algorithms.
We discuss admission control and the related works in more detail in Appendix D.
G.4 Selected Deterministic Problems
In this section, we discuss several selected deterministic MPRASE optimisation problems.
G.4.1 Provider Selection
The basic provider selection problem (PSP) 1|N|1|FV|*|* and 1|NCap|1|FV|*|* can be
regarded as the “dual” problem of the basic admission control problem (see Section G.3.4).
Unlike the latter, it is not treated broadly in literature. Thus, it is discussed now in more
detail.
The interconnection optimisation problems of Chapter F can be generalised towards a
MPRASE provider selection problem, too, especially if the interconnection mix for multiple
periods is investigated. The generalised interconnection optimisation problem of Section 6.4
is the 1 | NCap | 1 | FnlVnlUnl | * | *MPRASE optimisation problem. As can be seen from
the that classiﬁcation, the main complexity of that optimisation problem lies in the complex
cost functions needed to model the costs via IXPs correctly.
In the rest of this section, we deal with the basic provider selection problem (PSP).
G.4.1.1 Problem Formulation
Let us assume that there are J diﬀerent providers oﬀering capacity to a single customer. The
customer has to decide which provider or which combination of providers to select and if and
when to change providers. Model G.6 describes this problem mathematically.
This model mainly diﬀers from the SPP (Model G.2) in the additional index j. Further-
more, we now have to model the case that in a certain period no capacity is allocated at a
certain provider. This is captured by the introduction of demand defect variables, djt, and
the constraints (G.44) and (G.45).
Model G.7 extends the PSP Model G.6 with the additional parameter kjt to model that
each provider j can oﬀer only a limited amount of resources kjt in period t. We call this the
capacitated Provider Selection Problem (cPSP).
G.4.1.2 Solution Algorithms
The uncapacitated PSP represents a situation where a customer’s demand is relatively small
compared to the provider’s supply such that the resulting optimisation problem consists
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Model G.6 Provider Selection
Indices
t = 1, ..., T Period t
j = 1, ..., J Provider j
Parameters
L Large enough number, L ≥ 1/mint{bt}
M Large enough number (numerically representing inﬁnity), M ≥ maxt{bt}
 Small enough positive number,  ≤ 1/maxt{bt}
bt > 0 Demanded capacity in period t, must be fully satisﬁed each period
csjt ≥ 0 Setup costs for allocating resources from provider j in period t
crjt Variable costs, costs for the amount of allocated resources per period
rj0 Allocation level before the beginning of the ﬁrst planning period
Variables
rjt Amount of allocated capacity in interval t from provider j
sjt Auxiliary binary variable for accounting the setup costs;
set to 1 if an allocation for provider j is made at the beginning of period t,
set to 0 otherwise
djt Demand defect variable, set to 1 if an allocation for provider j
drops to 0 in period t; set to 0 otherwise
Minimise
∑
j
∑
t
csjt(sjt − djt) +
∑
j
∑
t
crjtrjt (G.40)
subject to∑
j
rjt ≥ bt ∀t (G.41)
rjt − rj(t−1) ≤M · sjt ∀j ∀t (G.42)
rj(t−1) − rjt ≤M · sjt ∀j ∀t (G.43)
djt +  · rjt ≤ 1 ∀j ∀t (G.44)
L · (rjt + rj(t−1)) ≥ djt ∀j ∀t (G.45)
djt ∈ {0, 1} ∀j ∀t (G.46)
sjt ∈ {0, 1} ∀j ∀t (G.47)
rjt ≥ 0 ∀j ∀t (G.48)
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Model G.7 Capacitated Provider Selection
Model G.6 is extended as follows:
Additional Parameter
Cjt Capacity of provider j in period t
Minimise (G.40) subject to (G.41) - (G.48) and
rjt ≤ Cjt ∀j ∀t (G.49)
mainly in the selection of the cheapest provider. The capacitated PSP (cPSP), on the other
hand, rather deals with a good mixing of providers to achieve low total costs.
Note, that the problem complexity of PSP is much higher than that of SPP (see G.2.2).
First, the demand of each period can be satisﬁed by 2J−1 diﬀerent combinations of providers.
Second, if two or more providers are selected to satisfy the demand of one period there is a
high number of sensible shares between these. This higher complexity is also illustrated by
the execution times of applying the standard branch and bound solver to Model G.6: A small
PSP with T = 20 and J = 4 already took 1920.8 seconds to solve while the corresponding
SPP with T = 20 took only 1.2 seconds. For any larger PSPs execution times were no longer
reasonable. With this complexity in mind, we go directly for heuristics and try to exploit our
knowledge about the SPP.
Static Cheapest Provider Heuristic (SCPH) A rather straightforward approach to
tackle the uncapacitated PSP is to transform it into J SPPs, one for each provider and each
with the full demand. The SPPs can then be solved by any of the SPP algorithms presented
in Section G.2.2. After solving the J SPPs the provider of the SPP with the least costs is
selected. That leads to a solution where one provider is used for all periods.
Dynamic Cheapest Provider Heuristic (DCPH) One drawback of SCPH is that it
does not allow provider changes. Using a technique similar to the DP algorithm from Fig-
ure G.2 we can eliminate this characteristic of the SCPH. The resulting algorithm is called
dynamic cheapest provider heuristic (DCPH). This is also illustrated in Figure G.8.
We use the DP algorithm from Figure G.2, but the minimal costs C(t1, t2) for satisfying
the demand between two periods t1 and t2 are now obtained by solving J independent SPPs
for the interval [t1, t2] and choosing the cheapest provider. Unlike the DP algorithm from
Figure G.2, this algorithm does not necessarily lead to the optimal result as it does not allow
for a constellation as depicted for the optimal solution in Figure G.8 (a). Again, we have the
freedom of selecting any of the SPP algorithms for solving the sub-SPPs.
Adaptation of the Heuristics for the Capacitated PSP If the capacity of one provider
is not enough to satisfy the whole demand we can no longer simply select a single provider
in SCPH and DCPH but have to combine several providers. We do this by ﬁrst cropping
the demands in each SPP to the capacity of the according provider. We then solve the SPPs
for all J providers and select the provider that has the minimum costs per satisﬁed demand.
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Figure G.8: Example Provider Selection by Diﬀerent Algorithms
The overall demand is then reduced by the capacity served by the selected provider and the
procedure is repeated until no more demand remains unsatisﬁed. Example allocations are
shown in Figure G.8 (b).
Other Heuristics for the PSP/cPSP Of course, we can again use the results of the LP
relaxation for Model G.6 and G.7 to obtain a solution for PSP/cPSP.
We also adapted the merge heuristic to the multi-provider case and to the capacity con-
straints and combined it with DCPH and LP in order to investigate whether it can improve
their solutions.
G.4.1.3 Evaluation
Experiment Setup In order to evaluate the PSP heuristics described above we ran a
simulation over 50 PSP instances similar to the simulations in G.2.2 with 100 periods. We
used 10 providers and diﬀerent levels of capacity. The average costs of the used strategies
are depicted in Figure G.9 for an uncapacitated and a capacitated PSP as a performance
measure; the conﬁdence intervals are below 1% and therefore not depicted. In the latter
optimisation problem, 2.58 providers were used on average at the same time. The optimal
DP algorithm from Figure G.2 was used to solve the SPP subproblems.
Results The results for the uncapacitated PSP show that DCPH is expectedly signiﬁcantly
better than SCPH. This, however, comes at a drastically increased execution time (243 s
versus 0.4 s per instance). While the LP heuristic alone does not perform well, it performs
well if combined with the merge heuristic (roughly 2.3 s execution time). Please note that
running merge on the solution of DCPH was ineﬀective because within its range (i.e., only
one provider at a time) the DCPH solution is already optimal.
In the capacitated case, the results are similar but SCPH comes closer to the results yielded
by DCPH. This can be explained by the fact that now because of the limited capacities also
the modiﬁed SCPH can and has to use more than one provider.
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Figure G.9: Evaluation Results for the Provider Selection Problems
Summarising, DCPH leads to good results if the execution time does not matter, otherwise
SCPH and the combination of LP and MH can be recommended. The results from the SPP
came in handy and the good heuristics for the SPP could be adapted and perform well here
again.
G.4.1.4 Related Work
The provider selection problem is discussed in more detail in [HSS01]. As mentioned, there
are not many works about the provider selection problem. [SLCL00] analyses dynamic pro-
visioning in a multi-provider environment and gives very interesting insights into the global
behaviour of such a system by game-theoretic observations.
G.4.2 Token Bucket Dimensioning
G.4.2.1 Problem Formulation
For any kind of QoS guarantees traﬃc has to be regulated. Traﬃc shapers and policers are
common elements in both Intserv [BCS94] and Diﬀserv [BBC+98]. Token buckets are the
most popular traﬃc regulating mechanism, especially as they are easy to implement, see, e.g.,
[IN98, HG99a, SA01, SNT+00] for the role of token buckets in a Diﬀserv environment. A
token bucket is speciﬁed by two parameters, the rate r and the bucket depth B. The sender
accumulates tokens in the bucket with a rate of r. Unused tokens are stored in the bucket,
there can never be more than B tokens in the bucket, surplus tokens are lost. In order to
send data, tokens are spent (e.g. per byte or per packet). The bucket starts with δ ·B tokens
(0 ≤ δ ≤ 1). We assume that this parameter δ is ﬁxed.
Consider the following optimisation problem: A single token bucket (r, B) has to be
dimensioned for a ﬂow with rate xt (t = 1, ..., T ) which is known in advance as when streaming
a pre-recorded video from a server towards a client. We assume that the allocation of r and B
imposes certain (real or ﬁctive) costs Cr and CB, the relation between those two coeﬃcients
expresses the trade-oﬀ between rate r and buﬀer B. Our aim is to ﬁnd the optimal token
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bucket (ropt, Bopt).
We call this optimisation problem the single token bucket dimensioning problem (STBD),
it is the MPRASE optimisation problem 1|1|NTB|F∞V|*|*. To some extent, this optimisa-
tion problem has already been discussed in literature:
According to [TT99] the ﬁrst work to eﬃciently calculate the minimal bucket depth of
a token bucket for a given token rate – and that is a subproblem of the STBD - was done
by Partridge and Garrett in 1994 [Par94]; their algorithm “Send-Now” is also described in
[TT99]. An algorithm for the same problem which is more ﬂexible as it does not rely on a full
bucket in the ﬁrst period is also derived in [TT99]. Both papers also deal with calculating the
minimal bucket depth for a given rate when a certain queue is added before the token bucket
in which the stream can be hold while it is waiting for enough tokens to be accumulated.
However, these works look at the optimal B for a given r but do not calculate the optimal
r respectively combination (ropt, Bopt).
Keshav [Kes97] proposes as a heuristic for token bucket dimensioning to choose the “knee
area” that the Bopt(r) curve shows. Outside that area small changes in r respectively B
can only be compensated by greater changes in the other parameter. However, Keshav does
not propose a trade-oﬀ function with which the preference of r and B can be weighted and
inﬂuenced and he proposes no algorithm to ﬁnd the area. Other works [PGK+01] show that
this “knee area” is not straightforward to ﬁnd for long-range dependent traﬃc.
G.4.2.2 Exact Algorithm
We now derive an exact algorithm for calculating the optimal token bucket (ropt, Bopt) for a
given stream. We ﬁrst show how to calculate the optimal bucket depth B for a given r and
then search for the optimal r.
Optimal B for a given r
Theorem 1: The minimal B for a given rate r ∈ [0, max(xt)] and δ 
= 0 is:
Bopt = max{Bopt1, Bopt2} (G.50)
Bopt1 =
1
δ
·max1≤ν≤T {
ν∑
i=1
xi − rν} (G.51)
Bopt2 = max2≤u≤ν≤T {
ν∑
i=u
xi − r · (ν − u+ 1)} (G.52)
For r > max(xt) Bopt = 0.
Theorem 2: For δ = 0 the minimal B for a given rate r ∈ [max1≤v≤T (
 v
i=1 xi
v ), max(xt)] is
(G.52). For δ = 0 and r > max(xt) Bopt = 0, for r < max1≤v≤T (
 v
i=1 xi
v ) no solution
can be found.
Proof: Let yt(r,B) or short yt describe the tokens in the bucket (r,B) at the beginning of
period t = 1, ...., T . From the token bucket algorithm it follows that
y1(r,B) = δB (G.53)
yt(r,B) = min( (yt−1(r,B) + r − xt−1), B ) ∀t = 2, ..., T (G.54)
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A set of necessary and suﬃcient conditions for the token bucket parameters to allow
the transmission of all data xt is
yt + r ≥ xt ∀t = 1, ..., T (G.55)
(G.55) form a system of T conditions, the last of them can be rewritten as
yT−1 ≥ xT + xT−1 − 2r (G.56)
and
B ≥ xT − r (G.57)
Combining (G.56) with (G.55) for t = T − 1, we get
yT−1 ≥ {xT−1 − r, xT + xT−1 − 2r} (G.58)
Hence, we obtain from (G.54)
B ≥ {xT−1 − r, xT + xT−1 − 2r} (G.59)
yT−2 ≥ {xT−1 + xT−2 − 2r, xT + xT−1 + xT−2 − 3r} (G.60)
With (G.55)
yT−2 ≥ {xT−2 − r, xT−1 + xT−2 − 2r, xT + xT−1 + xT−2 − 3r} (G.61)
Continuing this process inductively for t = T − 2, ..., 1, we obtain the explicit solution
for (G.55)
B ≥
v∑
i=u
xi − r(v − u+ 1) for 2 ≤ u ≤ v ≤ T (G.62)
For u = 1 and (G.53)
δB ≥
v∑
i=1
xi − rv for 1 ≤ v ≤ T (G.63)
Theorem 1 follows from (G.62) and (G.63). Theorem 2 follows from (G.62); (G.63)
doesn’t restrict B for δ = 0 but implies the minimum rate
r ≥ max1≤v≤T (
∑v
i=1 xi
v
) (G.64)
Bopt1 can be easily calculated within O(T ). Bopt2 is the maximum of T (T −1)/2 expressions;
in [TT99] a straightforward algorithm is described which can calculate Bopt2 in just O(T ).
Therefore, the optimal B for a given r can now be calculated in O(T ).
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Optimal r
Next, the optimal r has to be found. We operate along the curve Bopt(r) and use a linear
cost function to describe the trade-oﬀ between rate and bucket depth.
Popt(r) = cr · r + cB ·Bopt(r) (G.65)
Theorem 3: The curve Bopt(r) is piecewise linear and convex.
Proof: From theorem 1 follows
Bopt(r) = max2≤u≤v≤T (
v∑
i=u
xi − r(v − u+ 1)) (G.66)
or
Bopt(r) = max1≤v≤T (
1
δ
v∑
i=1
xi − rv)
Let fu,v(r) =
∑v
i=u xi − r(v − u + 1) for 2 ≤ u ≤ v ≤ T and f1,v(r) = 1δ
∑v
i=1 xi − rv
for 1 ≤ v ≤ T . Bopt(r) is the maximum of the T (T + 1)/2 linear functions. Therefore,
Bopt(r) is piecewise linear.
A function f : Ω → R is convex on Ω if for any x, y ∈ Ω, x 
= y and any λ ∈ (0, 1) we
have
f(λx+ (1− λy) ≤ λf(x) + (1− λ)f(y) (G.67)
and concave accordingly if
f(λx+ (1− λy) ≥ λf(x) + (1− λ)f(y) (G.68)
Depending on the value of r, Bopt(r) is deﬁned by one or another of these T (T + 1)/2
linear functions. As there are at most T diﬀerent slopes for these functions, some of
the functions fu,v(r) never inﬂuence Bopt(r) as for them another function f
′
u,v(r) has
a higher value and the same slope. Therefore, Bopt(r) can be described by the subset
Ψ with maximal size T of the T (T + 1)/2 functions. It is clear that for increasing r
function Bopt(r) is deﬁned by a function fu,v(r) ∈ Ψ with a higher slope. In other
words, the higher the value of r, the smaller the value of k. As the slope of Bopt(r)
increases with r, Bopt(r) is convex.
Theorem 4: The curve Popt(r) is piecewise linear and convex.
Proof: From (G.67) and (G.68) follows that a linear function on R is convex and concave
at the same time. Because of (G.65) Popt(r) is the sum of two (piecewise) linear and
convex functions. From (G.67) follows that also the sum of two convex functions is
convex. Therefore, Popt(r) is also piecewise linear and convex.
We can ﬁnd the minimal costs of Popt(r) knowing that the minimum is in a point where
Popt changes its slope using a search algorithm similar to regula falsi in O(T log(T )). It is
described in more detail in [HRS01].
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G.4.2.3 Related Work
On ﬁrst view, the static token bucket dimensioning problem resembles lot sizing, lot schedul-
ing and related problems [HL01]. Unfortunately, the nature of the resources involved is fun-
damentally diﬀerent and the mathematical structure is diﬀerent enough that the algorithms
and methods do not ﬁt.
Apart from the works mentioned above in G.4.2.1 there are some works in the area of
Quality of Service (QoS) dealing with 1|1|NTB|F∞V|*|DS and 1|1|NTB|FV|*|*:
Glasmann et. al. present in [GCR00] a simple heuristic for guessing the token bucket
parameters for video conferencing ﬂows. The heuristic consists of setting r to the mean
transmission rate of the video and B to the number of tokens that are then required to avoid
packet drop. This dissertation does not consider the potential trade-oﬀ between r and B but
shows some realistic values for video streams.
Dovrolis et. al. [DVR98] analytically derive from the empirical envelope the optimal
token bucket parameters. It considers the trade-oﬀ between r and B and tries to minimise the
reserved rate R of an Intserv guaranteed service ﬂow given a delay bound. This optimisation
problem can be seen as a subproblem of the STBD problem in this chapter with a ﬁxed
trade-oﬀ which minimises R.
Falkner et. al. [FDL99] use a cost function for token bucket dimensioning with minimum
costs from the perspective of a single user. However, they assume an ATM network and on-
oﬀ traﬃc, which is not known in advance. They solve the resulting non-linear optimisation
problem with the Lagrangian method.
Bruno et. al. [BGG00] study token bucket dimensioning for aggregate VoIP sources for
the Diﬀserv Expedited Forwarding (EF) service class. Their arrival process is an aggregation
of independent ﬂuid on-oﬀ sources. They analyse the eﬀect of token bucket parameters on the
non-conformance probability. They, however, do not use a cost function or something similar
and do not present an algorithm to derive the optimal pair of token bucket parameters.
Kulkarni and Gautam study in [KG96] the sizing of K token buckets with admission
control respectively network utilisation in mind. They also formulate and solve token bucket
dimensioning as an explicit optimisation problem but their perspective is fundamentally dif-
ferent to ours. While we consider minimising the costs of one customer and expect the
customer to choose his/her token bucket parameters they do not look at costs but try min-
imising the sum of the rates of K customer’s token buckets at the same time, taking the
network’s point of view.
Procissi et. al. analyse in [PGK+01] the inﬂuence of long-range dependence in traﬃc on
the dimensioning of token buckets. They use two cost models, one of them similar to the
one used in this dissertation, to derive an analytical model for estimating the token bucket
parameters. This model explicitly takes into account the long-range dependency of traﬃc,
the Bopt(r) curve is obtained for traﬃc modelled as a Fractional Brownian Motion process.
As a result, they can quite well estimate good token bucket parameters for Internet traﬃc.
They, however, show no algorithm for calculating the optimal parameters for a given trace
as we did.
Naudts [Nau00] describes an eﬃcient algorithm for calculating the optimal cell rate ropt(τ)
for a given τ for the ATM generic cell rate algorithm (GCRA). As the GCRA can also be
described as a continuous-state leaky bucket this is equivalent to calculating the bucket rate
for a given bucket depth.
In [SNT+00] a token bucket marker is used for TCP streams and the eﬀect of the token
bucket parameters on the achieved sending rate are analysed. That paper operates with
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diﬀerent assumptions (TCP instead of real-time traﬃc) and is thus complementary to the
algorithms in G.4.2.2.
G.4.3 Renegotiable Services
G.4.3.1 Problem Formulation
In G.4.2 we have shown how to calculate the optimal token bucket (ropt, Bopt) for a given ﬂow
of length T . Video streams often have longer scenes with a relatively high or low transmission
rate. Fitting a single token bucket usually leads to a high resource waste during the times
with a rather low transmission rate. For example, the cost minimal single token bucket for
the Asterix movie of [Ros95] with cr = 1, cB = 0.1 leads to a solution where the bucket is
only used in 89 of 40000 periods6!
Thus, for a longer video stream it makes sense to allocate a series of token buckets instead
of a single token bucket. But we have to assume that there is a certain reservation overhead
involved for the setup of each new token bucket and we want to avoid that a token bucket is
used for a too short time period. We account for this again by introducing setup costs, which
are applied whenever a new token bucket is used. Another possibility would have been to
allow a new token bucket only every n periods. The latter, however, is less ﬂexible and can
usually be achieved by choosing setup costs adequately, as our results show.
Please note again that we do not necessarily mean real costs. They can also be ﬁctive /
calculatory:
• For each allocation, independent of its duration, ﬁxed setup costs cs are incurred.
• The token rate r induces costs proportional to height r and duration τi:
pr(r, τi) = cr · r · τi (G.69)
• The costs per bucket depth B are similar:
pB(B, τi) = cB · B · τi (G.70)
• The δ · B tokens in the bucket at the beginning of an allocation induce the following
costs:
pδ(δ ·B) = cδ · δ · B (G.71)
The DTBD can be formulated as a quadratic optimisation problem (see Model G.8) and is
thus generally extremely hard to solve exactly with standard optimisation techniques [HL01].
Objective function (G.72) of Model G.8 minimises all costs consisting of the setup costs,
the costs for the rate, the bucket depth and the tokens the bucket is ﬁlled with after redi-
mensioning.
Constraint (G.73) makes sure there are enough tokens available each period. (G.74) makes
sure there are no more tokens in the bucket than the bucket depth (if no redimensioning was
performed that period – indicated by st = 0) respectively the bucket starting factor (after
redimenioning indicated by st = 1). Similarly, (G.75) accounts for the new and used tokens
no redimensioning was performed (st = 0) in that period. (G.76) to (G.79) force st to one if
the bucket was redimensioned.
6For higher cB the number of periods increases but still remains on a very low level. For cB = cr the
number of periods only increases to 203 periods.
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Model G.8 Dynamic Token Bucket Dimensioning
Indices
t = 1, ..., T Period t
Variables
rt Allocated rate in period t
Bt Allocated bucket depth in period t
yt Number of tokens in the bucket at the beginning of period t
st Auxiliary binary variable for accounting the setup costs;
set to 1 if the token bucket parameters (rt, Bt) are changed at
the beginning of period t, set to 0 otherwise
Parameters
xt Amount of data to be sent in period t
cr Cost coeﬃcient for the rate rt
cB Cost coeﬃcient for the bucket depth Br
cδ Cost coeﬃcient for each token in the bucket at the beginning
of a new allocation period
δ ∈ [0, 1] Bucket starting factor
M Large enough constant (numerically resembling inﬁnity), M ≥
∑
t
xt
Minimise
∑
t
(csst + c
rrt + c
BBt + c
δδ · Bt · st) (G.72)
subject to
rt + yt ≥ xt ∀t (G.73)
yt ≤ (1− st)Bt + stδBt ∀t (G.74)
yt ≤ (1− st) · (yt−1 + rt−1 − xt−1) + stM ∀t = 2, ..., T (G.75)
Bt −Bt−1 ≤M · st ∀t (G.76)
Bt−1 −Bt ≤M · st ∀t (G.77)
rt − rt−1 ≤M · st ∀t (G.78)
rt−1 − rt ≤M · st ∀t (G.79)
rt ≥ 0 ∀t (G.80)
bt ≥ 0 ∀t (G.81)
yt ≥ 0 ∀t (G.82)
st ∈ {0, 1} ∀t (G.83)
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G.4.3.2 Solution Algorithms
The DP algorithms from Figure G.2 can again be adapted to also solve this optimisation
problem. The solution is a series of token buckets, which are themselves again the result of
a STBD process. The diﬀerent buckets are decoupled. We can solve the single token bucket
dimensioning STBD problems (see Section G.4.2) between each couple of periods u, v with
1 ≤ u ≤ v ≤ T and store the optimal token bucket parameters (r(u, v), B(u, v)) and related
costs C(u, v) for these T (T + 1)/2 problems. We then have to ﬁnd the optimal combination
of those token buckets with a modiﬁed DP algorithm7.
Because of the relatively high complexity of the modiﬁed DP algorithm, we also strive
for heuristics. A possible heuristic is to use the exact algorithm above and change it so that
before the STBD is solved between periods u and v, we have a look at the previous solution
found for u and v−1: If the rate r(u, v−1), the token bucket size B(u, v−1) and the number
of tokens remaining at the end of the period v − 1 are high enough to satisfy the demand
of the new period v, then we extend the previous solution by one period to include v. This
way, the parameters are not always optimal but we do not have to solve the STBD for each
subproblem. We only solve the STBD for (u, v) if the previous parameters and tokens left
are not suﬃcient.
We name this heuristic the dynamic programming heuristic DPH. We also adaptedMH,
SH and CH[SH+MH]8 from Section G.2.2.3 to this optimisation problem.
G.4.3.3 Evaluation
MPEG Traces Our basic simulation9 uses the video traces patterns of [Ros95]. These 21
traces are from MPEG versions of diﬀerent types of video sequences (movies, cartoons, TV,
sport, ...). One period represents one group of pictures (12 frames, 0.5 seconds), 2000 periods
equal little more than 15 minutes of a movie. The average bit rate of the movies is 0.536
Mbps, the average peak rate of the movies is 3.54 Mbps. The cost coeﬃcients are cr = cδ = 1;
cB = 0.1 and cs = 10
5, the bucket starting factor is set to δ = 0.5.10
The DTBD was solved for diﬀerent values of T ranging between 50 and 2000. We tested
the exact algorithm DP and the heuristic DPH, MH, SH and CH. As a reference, we also
ﬁtted a single token bucket (STB) instead of a token bucket series using the exact algorithm
from Section G.4.2. We measured the CPU time, the numbers of allocations and the relative
diﬀerence between the calculated cost C and the optimal costs Copt (yielded by the exact
algorithm)
∆ =
C − Copt
Copt
(G.84)
Figure G.10 shows the average over the results from each of the 21 traces. The exact DP
algorithm takes by far the longest computation time to solve. This was expected because it
has the highest computational complexity. The DPH heuristic is much faster than the DP
algorithm and scales a little better. This indicates that in practice it can avoid solving many
STBDs because it can extend the previous token bucket by just one period in most of the
cases. The fastest way of course is to solve the DTBD without renegotiation as a STBD.
MH, SH and CH are slower than DPH for small T but scale better and are thus faster than
7The algorithm is described in more detail in [HRS01]
8Test experiments showed that starting with SH yielded slightly better results than starting with MH.
9The simulation was done on a PC with a 700MHz Pentium III Processor and a 256 MB RAM.
10Variation of these parameters showed no signiﬁcant inﬂuence on the basic results, see [HRS01].
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Figure G.10: Evaluation of the Algorithms for the Dynamic Token Bucket Dimensioning
Problem using MPEG Traces
DPH for higher T . CH can never be faster than SH as the ﬁrst step of CH is to execute SH.
MH always takes longer than SH and most of the times even longer than CH.
Presumably more important than the execution time is the quality of the results. It can
be measured by the relative diﬀerence in costs compared to the optimal costs returned by
the exact algorithm. For a single token bucket, the additional costs are far higher than for
a series of token buckets. The diﬀerence increases with the number of periods T which is
obvious as the potential beneﬁt of being able to change token bucket parameters increases
with T . This also clearly shows that generally, it makes sense to use a series of buckets and
to look at the token bucket redimensioning problem DTBD. It can signiﬁcantly reduce costs
by a factor of 2 and more.
The DPH algorithm on the other hand is always extremely close to the optimal solution,
resulting in less than 0.25% higher costs. SH performs quite badly, MH is better, but CH is
better than SH and MH as can be expected. It is roughly 2% away from the optimal solution.
When increasing the setup costs by a factor of 10 the number of allocations goes down by
a factor of roughly 3 to 5. This is shown in Figure G.10. The higher setup costs are marked
with “high” in that ﬁgure. This demonstrates that the setup costs are an eﬀective way of
inﬂuencing the number of used token buckets. Even with 10 times higher setup costs, using a
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series of token buckets instead of a single one the total costs can still be reduced by a factor
of 2, the ranking of the algorithms in computation time and performance remains the same,
for more details see [HRS01].
Generated Self-Similar Traﬃc Instead of using the MPEG traces, we now use randomly
generated traﬃc using the ﬀt traﬃc generator [Pax95, Sch96] generating three patterns fol-
lowing a fractional Brownian motion process. The ﬁrst pattern is a pure Brownian motion
pattern (Hurst parameter H = 0.5), the second a fractional Brownian motion pattern with
a low autocorrelation of the values (Hurst parameter H = 0.7) and the third is one with a
strong autocorrelation of the values (Hurst parameter H = 0.9).
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Figure G.11: Evaluation of the Algorithms for the Dynamic Token Bucket Dimensioning
Problem using Generated Self-Similar Traﬃc
The performance of CH and DPH is depicted in Figure G.11. First, one notices that the
performance of the algorithms degrades the lower the Hurst parameter is. The performance
drop is higher for DPH than for MH. If there is no autocorrelation in the traﬃc (H = 0.5)
CH even yields better results than the DPH heuristic. This can be explained as follows:
DPH extends the token bucket of a previous calculation by one period t+ 1 if the bucket is
big enough. This extension is the better the more the traﬃc of t+ 1 depends on the values
t, t− 1, ... that is the higher the autocorrelation is.
In summary, DPH has the most attractive trade-oﬀ between computation time and the
quality of the solution. As it is extremely close to the optimum for long-range dependent
traﬃc and orders of magnitudes faster than the exact algorithm, it can be used instead of
the exact algorithm.
For very high T CH might be attractive, too, as it scales better than DPH. For short-range
dependent traﬃc, it is better than DPH, too.
G.4.3.4 Related Work
Renegotiable services are also popular in literature.
• The 1|1|NTB|FV|*|* problem is discussed broadly in [HRS01].
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• There are some works, e.g. [LV00], [TLW01], and [STZD02], that consider optimal
smoothing for guaranteed service streams. These works are diﬀerent from this disser-
tation in that in principle they smooth a given stream to ﬁt into a token bucket by
adding a playback delay and using buﬀers while this dissertation tries to ﬁt a single
respectively multiple serial token buckets to a given stream.
• While this section tries to ﬁt a series of token buckets to a given stream, [Ram97] tries
to ﬁt a multi-level token bucket (multiple token buckets starting at the same moment)
to a video stream.
• There are also a number of works on renegotiable services [GKT95, ZK97, KZ96]. Gross-
glauer et. al. [GKT95] propose the renegotiable constant bit rate service and show how
it can be used to increase total network utilisation. Knightly and Zhang [ZK97, KZ96]
extend this dissertation to the renegotiable variable bit rate service (RED-VBR). They
also consider sending an MPEG movie known in advance. They show that without rene-
gotiation for certain MPEG streams only an average utilisation of 25% can be achieved.
They propose a heuristic called oﬀ-line algorithm to calculate a series of token buckets
for the ATM VBR service that achieve a far higher average utilisation. This heuristic
needs an input parameter that controls how often to segment the stream. This para-
meter is diﬃcult to set. Our work presents an exact algorithm and an extremely close
yet much faster heuristic instead. Knightly and Zhang also present a second heuristic
(on-line algorithm) that does not require the traﬃc to be known in advance and they
propose an admission control scheme for renegotiable VBR services.
G.5 Summary and Conclusions
In this chapter of the appendix, a framework and taxonomy for a family of optimisation
problems related to resource allocation at system edges over multiple periods (MPRASE)
were described. The taxonomy consists of six models describing the individual facets of
the diﬀerent MPRASE optimisation problems: customer, provider, resource, cost, edge and
intermediary. Each model can be described by a short abbreviation, the combination of them
then identiﬁes the optimisation problem exactly.
First, we have presented two abstract MPRASE optimisation problems including the
single provider problem (SPP) – the smallest non-trivial MPRASE problem.
After that, we presented two uncertain and three deterministic MPRASE optimisation
problems and showed that MPRASE optimisation problems occur often – although yet un-
recognised – in literature; this becomes visible by the lot of related work presented for the
individual optimisation problems. We also showed that it makes sense to look at these opti-
misation problems in an system-oriented way as they have many similarities, allow the reuse
of algorithms and the simpliﬁcation towards easier already solved MPRASE optimisation
problems.
Appendix H
Elasticity of Traﬃc Matrices –
Network Models
Here, we present the analytical foundation for the analysis of elastic traﬃc matrices in Sec-
tion 9.3. Several network models of increasing complexity that describe the behaviour of the
traﬃc ﬂows through a network with respect to the capacity of the links and nodes of that
network are described.
H.1 Basic Model
We model a subnetwork Λ of the Internet consisting of N nodes and L directed links. The
traﬃc through the network consists of long-lived greedy TCP connections and is represented
by TCP macroﬂows. A TCP macroﬂow represents a number of TCP connections that have
the same ingress node i and egress node j of Λ. We assume that the connections of a macroﬂow
experience on average the same loss p˜ and delay q˜ when traversing the other networks that are
not modelled in detail with this model. The macroﬂows are assumed to be small compared
to the other ﬂows ﬂowing through the external networks; therefore, the external loss p˜ and
delay q˜ are independent of the rate of the macroﬂows. The macroﬂows are elastic traﬃc;
their rate is described by a TCP-Formula and adapts to the network conditions of Λ. There
are a number of works about predicting the average TCP throughput depending on the loss
and delay properties of a ﬂow [Flo91, LM97a, MSMO97, PFTK98, CSA00]. As we are not
interested in details like the duration of the connection establishment etc. we use the rather
simple square-root formula ([Flo91]) in this dissertation.
An output queue is attached to each link. In the basic model, we describe the queues as
M/M/1/B queues [Kle75, Coo81]. This is not the most realistic approach: First, because
Internet traﬃc is not described very well by a Poisson arrival process [PF95]. Second, because
packet sizes are not exponentially distributed, an exponential service rate is also not realistic
[CMT98, NAS00]. However, the M/M/1/B model is one of the simplest queueing models and
used in related works like [GSE+00, GCMM01]. We will investigate more realistic queueing
models later in this section.
The basic network model with elastic traﬃc is described by the non-linear equation system
in Model H.9.
The total loss probability of a macroﬂow ij can be approximated by
pij = p˜+
∑
l∈ψij
pl (H.5)
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Model H.9 Basic Network Model for Elastic Traﬃc Matrices
Indices:
i, j = 1, ..., N Node i respectively j
l = 1, ..., L Link respectively output queue l
Parameters:
ψij Path from node i to node j and back (set of links)
tij Size of macroﬂow between node pair i, j [pkts]
µl Service rate of link respectively queue l [pkts/s]
B Buﬀer size [pkts]
q˜ Av. external queueing and total prop. delay [s]
p˜ Av. external loss probability
Variables:
rij Rate of macroﬂow between node pair i, j [pkts/s]
ρl Utilisation of link respectively queue l
pl Loss probability of link respectively queue l
ql Queueing delay of link respectively queue l [s]
rij =
tij
[(
∑
l∈ψij
ql) + q˜] ·
√
2
3 ·
√
1− [ ∏
l∈ψij
(1− pl)] · (1− p˜)
∀ i, j |i 
= j (H.1)
ρl = (
∑
(i,j) | l∈ψij
rij)· 1
1− pl ·
1
µl
∀ l (H.2)
pl = (1− ρl) · ρ
B
l
1− ρB+1l
∀ l (H.3)
ql =
1 +BρB+1 − (B + 1)ρB
µl(1− ρl)(1 − ρBl )
∀ l (H.4)
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Approximation Maximal Error [%]
for pij 0.0004795
for ρl 0.0009097
Table H.1: Assessment of the Approximations
for small loss probabilities. Similarly, for small loss probabilities at a link l the utilisation
(H.2) can be approximated by
ρl = (
∑
(i,j) | l∈ψij
rij)· 1
µl
(H.6)
These simpliﬁcations can reduce the computational eﬀort to solve the resulting non-linear
equation system by up to 25%. In order to assess the systematic error of these approxi-
mations we ran a number of experiments on the Deutsche Telekom backbone topology (see
Appendix C) with diﬀerent parameters of tij, B and µl. We solve the non-linear equation
system from Fig. H.9 using MAPLE [Map04] and compare the diﬀerence in ρl. The maxi-
mum errors of 25 diﬀerent settings are listed in Table H.1. They are extremely small and can
be neglected.
Next we discuss the possible extensions of the basic model.
H.2 Discrete Service Times
We ﬁrst investigate how the basic model from Section H.1 can be extended to account for
more realistic service times. IP packets can diﬀer drastically in their size (40 to 1500 Bytes)
[CMT98, NAS00]. We assume a service time proportional to the packet size and use a discrete
distribution with c = 1, ..., C classes of diﬀerently sized packets to model the service time;
sic is the packet size of class c and hc the relative frequency of class c with
∑
c hc = 1. Using
spl as the line speed of link l, the probability density function of the service time distribution
is given as
pdf(x) =
∑
c
hc · δ(x− sic
spl
) (H.7)
where δ(x) is the Dirac impulse δ(x) = 1 for x = 0 and 0 otherwise. The probability
distribution function is
PDF (x) =
∑
c
hc · u(x− sic
spl
) (H.8)
where u(x) is the unit function u(x) = 1 for x ≥ 0 and 0 otherwise. In order to model the
queueing delay, we use the Pollaczek-Khinchin formula for the queueing delay of an M/G/1
queue
ql = E(x) · (1 + 1 + C
2
v
2
ρl
1− ρl ) (H.9)
with the expected service time1
E(x) =
1
µ
=
∫ ∞
−∞
x · pdf(x) dx =
∑
c
hc · sic
spl
(H.10)
1We keep using µ for the inverse of the expected service time as we did with the M/M/1/B queue.
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and the square of the coeﬃcient of variation
C2v =
V ar(x)
E(x)2
=
∫∞
−∞(x− E(x))2 · pdf(x) dx
E(x)2
(H.11)
For the loss probability pl we turn to the M/G/1/B queue. There is no general closed
form for the loss probability of the M/G/1/B or the queue length distribution of the M/G/1
queue. We can derive the loss probability of the M/G/1/B queue exactly if we know the
state probabilities π
(∞)
lk for queue length k of the according M/G/1 queue l.
[Coo81, Vir03] list an iterative algorithm based on Markov chains that can be used to
numerically derive π
(∞)
lk . We do not want to use this Markov chain algorithm; ﬁrst, because
it does not give us a closed form for the loss probability that we need for our equation system
and, second, because for that approach we would have to solve several complex integrals
numerically while we are interested in an analytical form. Therefore, we use a diﬀerent way
to derive the state probabilities π
(∞)
lk of the M/G/1 queue: The Laplace transform of the
service time distribution pdf(x) is
b∗l (s) =
∑
c
hc · e−s
sic
spl (H.12)
[Kle75, Vir03] show that the transformed state probabilities follow the Pollaczek-Khinchin
transform formula for the queue length
Ql(z) = (1− ρl) b
∗
l (λ− λz)
b∗l (λ− λz)− z
(1− z) (H.13)
With the inverse Z-transformation on Ql(z), we can derive the state probabilities π
(∞)
lk
analytically. We can use the Taylor series expansion to analytically transform the quite
complex term Ql(z) back:
π
(∞)
lk =
1
k!
dk
dzn
Ql(z) | z=0 (H.14)
The loss probability of the related M/G/1/B queue is now given as
pl = 1− 1
ρl + π
(B)
l0
(H.15)
using the state probability π
(B)
l0 of the ﬁnite queue [Vir03]
π
(B)
l0 =
π
(∞)
l0∑B−1
j=0 π
(∞)
lj
(H.16)
This leaves us with closed form non-linear equations for loss and delay of theM/G/1/B queue
with a discrete service time distribution.
H.3 Self-Similar Traﬃc
Internet traﬃc measurements show self-similar, heavy-tailed and long-range dependent prop-
erties [PF95]. The burstiness of Internet traﬃc on larger timescales can signiﬁcantly inﬂuence
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the loss probability. To take this eﬀect into account we use the Gaussian approximation of
aggregate traﬃc and the following loss formula based on [MN02, AMN02]:
pl =
C
B−λtˆ
σ2
tˆ
√
2πσ2
tˆ
· e
− inf
t∈+
(B + (µ − λ) · t)2
2 · σ2t (H.17)
tˆ is the optimiser from the inﬁmum condition, t is the timescale, B is the buﬀer size, λ
and µ are the arrival respectively service rate. For a given Hurst parameter, σ2t is given as
σ2t = σ
2 · t2H .
H.4 Related Work
Some works use network models similar to our models. The performance models of
[MBJMD99, GSK+99, GSE+00] are used to analyse quality of service (QoS) in Diﬀserv
[BBC+98] IP networks with two service classes. They assume a Poisson arrival process and
exponential service times (M/M/1/B). The ﬁxed point model of [GSE+00] combines the Diﬀ-
serv resource models with the TCP formula. We are using a similar approach but we also
investigate non-exponential service times and non-Poisson arrivals. Also, we investigate per-
formance in the context of network design and capacity expansion and do not use diﬀerent
service classes.
[GCMM01] presents an analytical TCP model for multiple ﬂows and veriﬁes it against
NS2 simulations. Similar to our model, they combine a TCP and a network model and
calculate the ﬁxed point of the two models. Their TCP model however, is more ﬁne-grained
and complex than our TCP formula based TCP model. This, however, comes at the cost
of loosing a closed form formulation of the whole model. The authors investigate diﬀerent
network models and ﬁnd that the simple M/M/1/B gives suﬃciently accurate results.
[Sch01c] introduces a queueing model that is based on multiple ON/OFF arrival processes;
this allows accounting for long-range dependency. It is extended to be reactive to congestion
by slowing down the rate similar to the way TCP is reacting and can thus be used for
performance analysis of TCP generated bursty traﬃc. Contrary to this approach, we combine
the TCP formula with standard queueing theory.
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