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ABSTRACT
The dynamics of the Rhine outflow plume in the proximity of the river mouth is investigated by using remote
sensing data and numerical simulations. The remote sensing data consist of 41 synthetic aperture radar (SAR)
images acquired by the First and Second European Remote Sensing satellites ERS-1 and ERS-2 over the outflow
region of the river Rhine. Most of them show sea surface signatures of oceanic phenomena, for example, surface
current and wind variations, ship wakes, and oil slicks. In particular, in 36 of these images pronounced frontal
features are visible as narrow zones of mainly enhanced, sometimes enhanced/reduced radar backscatter that
can be associated with the Rhine surface front. Within the area enclosed by the frontal line, large zones char-
acterized by a lower radar backscatter than in the outer area are often visible. The analysis of the ERS SAR
images suggests that the form and the location of the frontal features are mainly linked to the semidiurnal tidal
phase in the outflow region, although their variability suggests also that they weakly depend on river discharge,
residual currents, and neap-spring tidal cycle. In order to test this observational hypothesis, the results obtained
from the analysis of the ERS SAR images are compared with the results obtained from the numerical simulation
of the hydrodynamics of the Rhine outflow region carried out using a two-layer, frontal model, which is based
on the nonlinear, hydrostatic shallow-water equations on an f plane. The model is forced by prescribing tidal
and residual currents and river discharge at the open boundaries. Several simulations are performed by varying
the values of these forcing parameters. The numerical results corroborate the observational conjecture: It is
found that the form and the location of the simulated interface outcropping lines in the proximity of the river
mouth are mainly determined by the semidiurnal tidal phase in the outflow region and that river discharge,
residual currents, and neap-spring tidal cycle contribute only secondarily to their determination. Inserting the
simulated surface velocity field into a simple radar-imaging model that relates the modulation of the backscattered
radar power to the surface velocity convergence in radar look direction, narrow, elongated bands of enhanced
radar backscatter emerge near the model frontal line while patches of low radar backscatter appear within the
simulated Rhine plume area. The consistency of the model results with the results obtained from the analysis
of the SAR images enables one to infer a mean spatial and temporal evolution of the Rhine outflow plume over
a semidiurnal tidal cycle from the analysis of spaceborne SAR images acquired during different tidal cycles
over the Rhine outflow area and suggests the possibility of using numerical modeling, in conjunction with the
analysis of spaceborne measurements, for monitoring the oceanic variability in the Rhine outflow area.
1. Introduction
Oceanic surface fronts can be defined as regions
where a maximum in the horizontal gradient of one or
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more physical, chemical, or biological characteristics of
the surface water exists (McClimans 1988). The exis-
tence of these surface features, which seem to be ubiq-
uitous in the world ocean, can be caused by a great
variety of physical processes like, for example, differ-
ential tidal mixing in shelf areas, variability of wind
stress, coastal upwelling, or freshwater injections on the
top of a heavier ambient ocean (Fedorov 1986).
Different reasons contribute to determine the impor-
tance of studying oceanic surface fronts: Often their
presence reveals regions where two different water mas-
ses meet. Moreover, they can contribute to the deter-
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mination of the ecological equilibrium of large oceanic
regions, as they are often linked to an increased con-
centration of phytoplankton or pollutants (Tyler et al.
1982; Otto et al. 1990).
As oceanic surface fronts can be linked to different
phenomena occurring at the sea surface—like, for ex-
ample, variations in water velocity, salinity, tempera-
ture, passive tracers, or color, accumulation of floating
debris, or breaking of surface waves—different mea-
surement techniques can be employed for their detection
(Joyce 1984; Evans et al. 1985; de Ruijter et al. 1992;
Miller et al. 1998). Among them, remote sensing has
proved to be a powerful tool for the study of oceanic
surface fronts because detecting their signatures syn-
optically, it can deliver a detailed description of their
temporal and spatial evolution often contributing sig-
nificantly to the understanding of their dynamics
achieved using in situ measurement techniques. Perhaps
the most widely used remote sensing sensors for the
observation of sea surface manifestations of oceanic sur-
face fronts are radiometers and radars (Friede et al.
1991; Johannessen et al. 1991, 1996; Askari et al. 1993;
Graber et al. 1996; Vogelzang et al. 1997; Sletten et al.
1999). While using radiometric measurements (radi-
ometers are passive sensors which, in general, are
strongly weather-dependent) a classification of different
water masses can be achieved by determining their sea
surface temperature, their concentrations in phytoplank-
ton, gelbstoff, or suspended matter, radar measurements
provide a nearly weather-independent view of the sea
surface roughness that depends, among other things, on
surface flow divergence and shear and surfactants con-
centration. Through the analysis of remote sensing data
showing sea surface manifestations of oceanic flow fea-
tures in general, and oceanic surface frontal features in
particular, information can be obtained on their spatial
and temporal variability that can lead to the formulation
of conjectures about different aspects of their dynamical
structure. Often the information retrieved from these
data can be corroborated by carrying out numerical sim-
ulations and/or laboratory experiments. In particular, the
numerical simulation of river plumes has a long history.
One of the major sources of difficulty in such a task is
the numerical treatment of the surface front separating
fluvial and marine water. One could thus consider three-
dimensional primitive equation models as the most ad-
equate tools for the simulation of these fronts. However,
a detailed description of the entire complexity of the
surface frontal dynamics in a river outflow region is
largely inhibited by its often unsustainedly high com-
putational effort (O’Donnell 1993; Esenkov and Cush-
man-Roisin 1999), as well as by the sensitivity of the
obtained solutions to the parametrizations adopted for
taking into account turbulent processes (Ruddick et al.
1995). For these reasons, more efficient ‘‘process mod-
eling’’ strategies have been developed in the last three
decades, which are still considered among the most valid
tools for the description of oceanic flow features in-
cluding frontal processes. In this context Garvine
(1974a, 1987, 1996) developed different steady-state
layered models while, for example, O’Donnell and Gar-
vine (1983), O’Donnell (1990), and McCreary et al.
(1997) developed time-dependent layered models, both
enabling the assessment of the potential implications of
plume fronts on the larger-scale dynamics. The advan-
tage of using these layered models lies in their dynam-
ical simplicity, which allows processes at work in them
to be readily diagnosed. At the same time, they are
complex enough to permit realistic simulations of sev-
eral aspects of oceanic phenomena ranging from large-
scale circulations to small-scale frontal processes
(McCreary et al. 1997). Indeed aspects of the dynamics
of different mesoscale oceanic frontal features can be
also described accurately using even more simplified
frontal models that neglect the influence of mixing pro-
cesses near the surface front on the interior dynamics
as they refer to an immiscible (or only weakly miscible)
case and simulate surface fronts by simply including
techniques for the treatment of movable lateral bound-
aries (Pavia and Cushman-Roisin 1988, 1990; Sun et
al. 1993; Pavia and Lo´pez 1994; Esenkov and Cushman-
Roisin 1999; Rubino et al. 2001, hereafter RHB). In the
last two decades the number of investigations reporting
observations of small-scale surface fronts in coastal ar-
eas has dramatically increased. Following O’Donnell
(1993), who presented a review of what is known on
surface fronts in estuaries, these oceanic features can
be classified in three broad (and intersecting) categories,
according to the different physical mechanisms respon-
sible for their formation and maintenance: 1) plume and
tidal intrusion fronts, 2) tidal mixing fronts, and 3) shear
fronts. In particular, plume and tidal intrusion fronts
have been widely observed (see, e.g., Wright and Cole-
man 1971; Garvine 1974b; Stronach 1977; Ingram
1981; Lewis 1984; Luketina and Imberger 1987). These
oceanic features mark the boundary between a large,
thin surface layer of buoyant water and the heavier,
ambient marine water in the proximity of the river
mouth, and are generally associated with narrow zones
of large horizontal density gradients at the sea surface
that may be linked to a strong variation in color, tur-
bidity, or to regions of foam and detritus accumulation.
Garvine (1987) and O’Donnell (1990) have distin-
guished between ‘‘large’’ and ‘‘small’’ plume and tidal
intrusion fronts on the basis of the importance of the
Coriolis acceleration in the momentum balance near the
river outflow (O’Donnell 1993). To this respect, the river
Rhine, located in the southern part of the European
North Sea, which is the subject of our investigation,
presents similarities to the Great Whale and the Con-
necticut River (O’Donnell 1993). The latter, in partic-
ular, has been one of the first locations of the World
Ocean where detailed observations of the dynamics of
a river plume have been performed. In a series of papers,
Garvine (1974a,b, 1977) discovered several general
characteristics of the structure and evolution of a river
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FIG. 1. Geographical map of the southern part of the European
North Sea showing the Rhine outflow area. The dark gray area marks
the location of the ERS SAR images depicted in Figs. 2, 4, and 5.
The arrow marks the position of Hoek van Holland, to which wind
speed and direction as well as tidal amplitude and phase refer.
plume subjected to the action of strong tidal currents.
Among them is the fact that spatial patterns associated
with the river plume are mainly linked to the phase of
the tide in the outflow area, and hence repeatable (Gar-
vine 1974a). A similar behavior can be thus expected
in the Rhine outflow area (van Alphen et al. 1988). In
fact, in this location of the European North Sea (Fig.
1) the presence of an outflow plume, whose surface
boundaries are often marked by sharp frontal zones is
well documented by in situ as well as remote sensing
data (de Loor 1981; van Alphen et al. 1988; de Kok
1997; de Ruijter et al. 1997). Near the Rhine mouth,
the interaction of the fluvial currents of the Rhine with
the predominantly semidiurnal tide of the North Sea is
responsible for the existence of a discontinuous river
outflow, which causes a periodic generation of fresh-
water plumes (van Alphen et al. 1988; van der Giessen
et al. 1990; Simpson and Souza 1995; de Ruijter et al.
1997). Their boundaries are usually associated with sur-
face frontal zones that are often visible as narrow, elon-
gated areas of enhanced and/or enhanced/reduced radar
backscatter in synthetic aperature radar (SAR) images
(Ruddick et al. 1994; Vogelzang et al. 1997).
In this paper we study the dynamics of the Rhine
surface front in order to infer characteristics of the dy-
namics of the Rhine outflow plume. The study is based
on an analysis of SAR data acquired by the European
Remote Sensing satellites (ERS-1 and ERS-2) over the
Rhine outflow area and on an analysis of the results of
numerical simulations of the hydrodynamics of the
Rhine outflow region carried out with a two-layer frontal
model. The analysis of the SAR data consists in the
recognition and interpretation of sea surface patterns
associated with the Rhine surface front and with other
oceanic phenomena like, for example, surface current
and wind variations, ship wakes, and oil slicks. The
analysis of the results of the numerical simulations,
which are performed by using a two-layer frontal nu-
merical model capable of describing the dynamics of a
localized layer with an outcropping interface in a dy-
namically active environment (RHB) consists mainly in
the determination of the temporal and spatial evolution
of the Rhine surface front for different river discharges,
semidiurnal tidal amplitudes, and residual currents. In
order to perform such determination, the Rhine surface
front is identified by recognizing and interpreting sur-
face patterns obtained by inserting the simulated surface
velocity field into a simple radar-imaging model, which
relates the modulation of the backscattered radar power
to the surface velocity convergence in radar look di-
rection.
The paper is organized as follows: In section 2 the
results of our SAR data analysis are presented. In section
3, using a two-layer frontal numerical model, the Rhine
outflow plume dynamics and the surface signatures of
the simulated Rhine surface front are studied. Finally,
in section 4, in a discussion about possible implications
suggested by the analysis of remote sensing data in con-
junction with numerical modeling, an attempt is made
to infer a mean evolution of the Rhine outflow plume
in the Rhine outflow region during a semidiurnal tidal
cycle.
2. ERS SAR images
a. Radar imaging
Different oceanic and atmospheric processes that de-
termine the complex structure of the sea surface and its
complex interactions with the emitted electromagnetic
waves contribute to the radar imaging of oceanic phe-
nomena. This complexity is due to the complexity of
the particular oceanic phenomenon considered and of
the environmental conditions influencing its dynamics;
to the complexity of the surface wave dynamics (in
particular surface wave breaking, effects of surfactants);
to the complexity of the wind field (local variability
induced by the presence of coastal orography, atmo-
spheric fronts, and other small-scale atmospheric fea-
tures); and to the complexity of the radar imaging of
the sea surface (e.g., Bragg scattering versus specular
re flection; Brandt et al. 1999).
Among the different theories applied to determine the
structure of the sea surface, the wave–current interaction
theory has been proved to represent a useful tool in the
description of the radar imaging of different oceanic
features like, for example, bottom topography in the
presence of strong tidal currents (Alpers and Hennings
1984), internal waves (Alpers 1985), or surface fronts
(Lyzenga 1991). According to this theory, such features
become visible because they are associated with spa-
tially varying surface currents that modulate the sea
surface roughness.
Wave–current interaction is a complex mechanism
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FIG. 2. ERS SAR image acquired at 2146 13 Oct 1993 over the Rhine outflow area. The white
arrow marks the position of the river mouth. The grayscale is proportional to the NRCS. The
Rhine surface front is imaged as an almost semicircular line. Along the line AB inserted into
this image the variation of the NRCS was determined.
that include the effect of very different physical pro-
cesses, as, in principle, the full ocean wave spectrum is
modulated by a surface current associated with an oce-
anic phenomenon. This modulation, on its way, results
in complex long wave–short wave interactions (see, e.g.,
Romeiser et al. 1994, 1997a,b). In the presence of oil
slicks, additional modulation occurs due to enhanced
damping of surface waves induced in regions where
these accumulate (see, e.g., da Silva et al. 1998; Er-
makov et al. 1998 and references therein). Moreover,
foam and detritus at the sea surface (their presence, as
well as the presence of oil slicks can be considerable
in river outflow areas due to anthropogenic inputs as
well as to natural production by biological organisms)
can contribute directly to determine the sea surface
roughness. Frontal zones characterized by strong surface
temperature gradients can separate oceanic regions with
different stability in the atmospheric boundary layer
above them. The sea surface wind and thus the sea sur-
face roughness will be then stronger/weaker in the oce-
anic region where the atmospheric boundary layer sta-
bility is lower/higher (Keller et al. 1989; Askari et al.
1993). In the following we will assume that wave–cur-
rent interaction is the dominant mechanism for the radar
imaging of surface fronts in river outflow regions. This
assumption seems to us the most appropriate one, as far
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FIG. 3. Profile of the NRCS calculated along the line AB depicts
in Fig. 2. The curve represents a mean NRCS obtained by averaging
over 40 pixel (500 m) perpendicular to the line AB. The gray area
marks the region of enhanced NRCS corresponding to the Rhine
surface front.
as the dynamics of surface fronts in river outflow regions
is concerned, as these oceanic features are mainly char-
acterized by areas of strong surface convergence (Gar-
vine and Monk 1974). In the frame of the wave–current
interaction theory, the simplest radar-imaging model is
that presented by Alpers and Hennings (1984). In this
model the relative variation of the normalized radar
cross section (NRCS) Ds/s0 can be related to the hor-
izontal surface velocity as follows:
s 2 sDs ]uf 0 r[ 5 2A . (1)
s s ]x0 0 r
Here, s0 denotes the undisturbed NRCS and s f the max-
imum modulation of the NRCS within the frontal area,
while ur denotes the horizontal velocity component
along the radar look direction xr. In general, A represents
a complex function depending, among other things, on
radar wavelength, radar incidence angle, and wind speed
and direction. In recent years, advanced radar-imaging
models for the simulation of synthetic aperture radar
signatures of oceanic and atmospheric features over the
ocean have been proposed (e.g., Lyzenga and Bennett
1988; Romeiser et al. 1994, 1997a,b). In particular, the
model of Romeiser et al. (1997a,b) accounts for con-
tributions of the full ocean wave spectrum to the radar
backscatter from the ocean surface including, for ex-
ample, hydrodynamic long wave–short wave interaction
terms accounting thus for the asymmetric distribution
of scatterers along intermediate-scale surface waves as
well as for upwind/downwind differences of the back-
scattered signal. Using this model, Brandt et al. (1999)
were able to reproduce accurately the modulation of the
NRCS associated with an internal solitary wave ob-
served simultaneously by in situ and remote observa-
tions in the Strait of Messina. This result was possible
because, in that case, the presence of surfactants (whose
effect is not included in the advanced radar model) was
not important. Moreover, wind speed and direction, on
which the simulated modulation of the NRCS crucially
depends (Brandt et al. 1999), were known accurately.
But, in general, the distribution of surfactants, as well
as wind speed and direction, are not known over the
ocean with the required accuracy. In this case the results
obtained using an advanced radar-imaging model would
not be substantially more reliable than those obtained
by using a simple radar model (Brandt et al. 1999). On
the basis of these arguments we will use in our inves-
tigation the simple model described by Eq. (1) in which
the function A is constant and positive (Alpers 1985).
b. ERS SAR observations
In the following we present an analysis of 41 pre-
cision-processed ERS SAR images acquired over the
Rhine outflow area from 1992 to 1998. This analysis
consists in the recognition and interpretation of sea sur-
face patterns visible on the SAR images. For each of
the 41 SAR images analyzed, we determined acquisition
time, semidiurnal and neap-spring tidal phases, wind
speed and direction, and mean water discharge of the
Rhine. On these images we could detect roughness pat-
terns referring to different oceanic and atmospheric phe-
nomena that influence the sea surface roughness. Among
them, the most common ones refer to surface current
and wind variations, ship wakes, and oil slicks. In par-
ticular, in 36 images of our dataset, roughness patterns
were recognized that can be interpreted as sea surface
manifestations of the Rhine surface front, while in 5
images, due to the presence of very strong winds, which
induced a sea surface roughness masking the signal pro-
duced by the above mentioned phenomena, this was not
possible. Our analysis of the ERS SAR images gives
no indication that the occurrence of the Rhine surface
front varies significantly with season.
An example illustrating typical sea surface patterns
visible on SAR images of the Rhine outflow area is
shown in Fig. 2. This image was acquired by ERS-1 at
2146 UTC 13 October 1993. The imaged area is 25 km
3 25 km. In the lower-right corner of this image part
of the Dutch coast including the Rhine mouth (white
arrow) is visible. In the center of the image, a sea surface
pattern associated with the Rhine surface front can be
delineated as a narrow, elongated region (frontal line)
enclosing a large surface area in which patches of slight-
ly reduced NRCS (with respect to the outer region) dom-
inate. The frontal line is generally characterized by en-
hanced NRCS, their maximum values occurring at its
northeastern edge. However, we note that the enhance-
ment of the NRCS is smaller in the southern and es-
pecially in the western part, where the line seems partly
imaged as a zone of enhanced/reduced NRCS.
Figure 3 shows the NRCS profile calculated along
the line AB inserted in Fig. 2. In order to reduce the
NRCS variations due to speckle noise, this profile was
calculated by averaging the individual NRCS values
over 40 pixels (500 m, as the ERS-1 and -2 SAR pixel
size is 12.5 m) perpendicular to the line AB. In the
profile, the sea surface manifestation of the Rhine sur-
face front is visible as a region of enhanced NRCS
starting at about 1.2 km from point A, which has a width
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FIG. 4. Two ERS SAR images of the same area as the image
depicted in Fig. 2, which were acquired between 4.5 and 5 h before
high water. The SAR image of Fig. 4a was taken at 2146 UTC 15
Jul 1992, the SAR image of Fig. 4b at 2146 UTC 2 Aug 1997. In
both images the Rhine surface front is imaged, near the coast, as an
almost straight line perpendicular to the coastline, while it is imaged,
about 10 km offshore, as an almost strait line parallel to the coastline.
FIG. 5. Two ERS SAR images of the same area as the image
depicted in Fig. 2, which were acquired between 1.5 and 2.5 h before
high water. The SAR image of Fig. 5a was taken at 2146 UTC 12
Jul 1996, the SAR image of Fig. 5b at 2146 UTC 30 Mar 1996. In
both images the Rhine surface front is imaged as an almost semi-
circular line (cf. Fig. 2).
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FIG. 6. Time series of the surface and interface displacements at
the points A (a) and B (b) (see text) as calculated by our numerical
model using typical values of the forcing parameters (see Table 1).
of about 100 m (Fig. 3, gray area). The relative NRCS
variation is approximately 3 dB.
The analysis of the 36 SAR images showing sea sur-
face manifestations of the Rhine surface front yields
that, independently of tidal state, wind condition, river
discharge, and residual currents, the frontal lines man-
ifest themselves on ERS SAR images as bands domi-
nated by an enhancement of the NRCS. However, in
some cases, small portions of the frontal lines are im-
aged as narrow zones of enhanced/reduced radar back-
scatter. The observed variability in the structure of the
NRCS of the frontal lines may be due to a variable
surface convergence or shear near the front (Johannesen
et al. 1991), to the variable spatial orientation of the
front with respect to the radar look direction and/or to
the wind direction (Brandt et al. 1999), and to the pres-
ence in the frontal area of natural or anthropogenic sur-
factants. The large surface areas in which patches of
slightly reduced NRCS (with respect to the outer region)
dominate could be theoretically interpreted as regions
of low wind due to a larger stability of the atmospheric
boundary layer above the river plume than above the
ambient North Sea water caused by the presence of
riverine water colder than ambient water (Askari et al.
1993). However, as the Rhine water is colder than the
North Sea water during winter and warmer during sum-
mer, a reverse of the above mentioned phenomenon
should occur during the year, which is not supported by
the analysis of our ERS SAR images.
The form and the location of the radar signatures of
the Rhine surface front vary significantly. Among the
different processes responsible for the variation of their
spatial distribution, semidiurnal tidal currents with their
neap-spring modulation, river discharge, and wind-in-
duced currents could be supposed to exert a significant
role as a result of our analysis. Their combined effect
may explain the large variability observed in the radar
signatures of the Rhine surface front. However, from
the analysis of our dataset it emerges also that different
recurrent radar signatures of the Rhine surface front
exist, the most frequent ones being 1) almost straight
lines located near the river mouth, 2) nearly semicircular
lines located several km off the coast, and 3) slightly
curved lines located farther offshore. The recurrence of
these patterns appears to be mainly linked to the semi-
diurnal tidal phase in the Rhine outflow region.
Figure 4 shows two ERS SAR images from the same
area as the image depicted in Fig. 2. Both were acquired
during spring tide between 4.5 and 5 h before high water.
Figure 4a was taken at 2146 UTC 15 July 1992 while
the wind was blowing from east at about 5 m s21 and
the mean river discharge was about 1810 m3 s21. Figure
4b was taken at 2146 UTC 2 August 1997 while the
wind was blowing from north at about 6 m s21 and the
mean river discharge was about 2590 m3 s21. Both im-
ages show similar form and location of the frontal lines.
In spite of the different environmental conditions (e.g.,
wind direction and water discharge) on both images this
line is visible, near the coast, as an almost straight line
of enhanced NRCS perpendicular to the coastline, while
it is visible, about 10 km offshore, as an almost straight
line of enhanced NRCS parallel to the coastline.
Figure 5 shows two ERS SAR images again of the
same area, which were acquired between 1.5 and 2.5 h
before high water. Figure 5a was taken about 5 days
before spring tide at 2146 UTC 12 July 1996 while the
wind was blowing from west at about 3 m s21 and the
mean river discharge was about 1510 m3 s21. Figure 5b
was taken at about spring tide at 2146 UTC 30 March
1996 while the wind was blowing from north at about
9 m s21 and the mean river discharge was about 1830
m3 s21. Both images show similar form and location of
the frontal lines. Also in this case, in spite of the dif-
ferent environmental conditions (e.g., wind speed and
direction, neap-spring tidal phase, and water discharge)
in both images these lines are visible as almost semi-
circular lines. In particular, in Fig. 5b the frontal line
encloses a region where large zones characterized by a
lower NRCS than in the outer surrounding area can be
observed. In Fig. 5a this phenomenon is less evident.
Still, especially near the northern edge of the frontal
line, a contrast between the NRCS values within and
outside the plume can be observed. In the five images
presented above and, in general, in the whole set of ERS
SAR images, additionally to the frontal lines associated
with the Rhine plume, several other phenomena can be
detected. Note, however, that their interpretation is often
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FIG. 7. Rhine plume thickness and horizontal surface velocity field of the composite plume-
ambient sea system as calculated by our numerical model using typical values of the forcing
parameters (see Table 1) for six selected times. The symbol NN indicates the mean sea level.
uncertain and remains obscure if further information is
not provided. The difficulty in distinguishing these dif-
ferent surface patterns from the Rhine plume front may
be at least partly overcome by intercomparing different
remote sensing or in situ data and/or by interpreting
these surface patterns with the help of numerical sim-
ulations aimed at describing the gross characteristics of
the Rhine outflow plume.
3. Numerical simulation of the Rhine outflow
plume and of the radar signatures of the Rhine
surface front
In the present section we carry out numerical simu-
lations of the hydrodynamics of the Rhine outflow re-
gion area in order to produce surface frontal features
associated with the Rhine outflow plume. Using the sim-
ple radar-imaging model described in section 2 the sim-
ulated surface velocity field is used to obtain theoretical
radar signatures of the Rhine outflow front. The nu-
merical model used in our study is a frontal two-layer
model. Its details and the model setup are given in the
appendix. Obviously, using such a simplified numerical
model it is not possible to address the whole complexity
characterizing the hydrodynamics of a region of fresh-
water influence like the Rhine outflow area, but it is
nevertheless possible to elucidate aspects of the evo-
lution of the Rhine surface front near the river mouth.
a. Hydrodynamics of the Rhine outflow for typical
values of the forcing parameters
The model response to typical values of the river
discharge Q, of the amplitude of the semidiurnal tide
UT0, and of the tidal residual transport UR, (see Table
1) is illustrated in Figs. 6 and 7. In Fig. 6 time series
of the surface and interface displacements at a point
located upriver approximately 6 km far from the mouth
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FIG. 8. Surface velocity convergence in the direction coinciding with the radar look direction
of the SAR images shown in Figs. 2, 4, and 5 as calculated by our numerical model using typical
values of the forcing parameters (see Table 1) for high water minus two hours (see Fig. 7b).
(Fig. 6a) and at a point located approximately 7 km
offshore the river mouth (Fig. 6b) are presented. In the
following we will refer to these points as to point A
and point B, respectively. Their positions are also
marked in Fig. A2 of the appendix. From this response
it is evident that an almost periodic pulsation of the
river outflow exists. At point A the water column is
stratified throughout the tidal cycle. The thickness of
the upper layer is maximum shortly after low water and
minimum shortly after high water. On the contrary, the
time series calculated at the point B shows that the water
column is not stratified throughout the whole tidal cycle.
The Rhine plume reaches this point about 4 h after high
water, thus giving rise to a stratified water column,
which lasts about 6 h.
The Rhine plume thickness and the horizontal surface
velocity field of the composite plume-ambient sea sys-
tem as calculated by the numerical model for six se-
lected times of a tidal cycle are presented in Fig. 7. Due
to the joint effect of tidal current advection and Coriolis
force the plume is shifted to the right of the river mouth.
In general, if one excludes the upriver region, the largest
plumes thicknesses are encountered near the coast,
northeastward of the river mouth.
b. Simulated radar signatures of the Rhine outflow
front for different forcing parameters
Figure 8 shows the surface velocity convergence in
the direction coinciding with the radar look direction of
the SAR images depicted in Figs. 2, 4, and 5 as sim-
ulated by our numerical model for high water minus 2
h. The northeastern edge of the simulated Rhine plume
is linked to a narrow band of enhanced surface velocity
convergence which, according to the radar-imaging the-
ory used in our investigation [Eq. (1)], results in a nar-
row band of enhanced NRCS in a theoretical radar im-
age. Note that such band is located near the model fron-
tal line (see Figs. 7b and 8). The proximity of these two
regions is a characteristic that we observed in all nu-
merical simulations carried out using our numerical
model. In a large portion of the plume area, which is
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FIG. 9. Form and location of the Rhine surface front for four dif-
ferent river discharges (a), four different amplitudes of the semidi-
urnal tidal transport (b), and four different residual transports (c). In
the three sets of simulations we varied the value of one forcing pa-
rameter, while the remaining two forcing parameters were assumed
to be constant. Their values are UT0 5 24 m2 s21 and UR 5 5 m2 s21
(a), Q 5 2500 m3 s21 and UR 5 5 m2 s21 (b), and Q 5 2500 m3 s21
and UT0 5 16 m2 s21 (c). The curves refer always to high water minus
2 h.
enclosed by the Rhine surface front, the surface velocity
field is slightly divergent, which according to Eq. (1),
yields a region of reduced NRCS in a theoretical radar
image.
In order to elucidate the dependence of the form and
of the location of the Rhine surface front on river dis-
charge, amplitude of the semidiurnal tidal transport, and
residual transport, we performed several numerical sim-
ulations by varying the values of these forcing param-
eters. In Fig. 9 three sets of curves are shown, which
represent the Rhine surface front as simulated by our
numerical model for high water minus 2 h. The curves
calculated for four different river discharges (Fig. 9a),
for four different tidal amplitudes (Fig. 9b), and for four
different residual transports (Fig. 9c) indicate that, in
the region near the river mouth, the form and the lo-
cation of the Rhine surface front do not strongly depend
on these forcing parameters. This result appears to be
also independent on the phase of the semidiurnal tide.
In particular we note that, for large values of the water
discharged by the Rhine into the North Sea, the surface
area of the plume does not increase appreciably by in-
creasing discharge (Fig. 9a). This result is in good agree-
ment with previous observations carried out in the Con-
necticut River outflow area, which suggest a deepening
of the river plume at the expense of its area at high
discharge levels (Garvine 1974b).
4. Discussion
In this paper a study on the dynamics of the Rhine
outflow plume in the proximity of the river mouth was
presented. The study is based on the analysis of 41 SAR
images acquired over the Rhine outflow region and on
numerical simulations carried out by using a two-layer
frontal numerical model. From the analysis of the SAR
data it could be conjectured that the form and the lo-
cation of the Rhine surface front mainly depend on the
phase of the semidiurnal tide in the outflow area. In
order to test the validity of this observational hypoth-
esis, we implemented a numerical model, which, due to
a special technique for the treatment of movable lateral
boundaries, is capable of describing the temporal and
spatial evolution of a localized layer with an outcrop-
ping interface in a dynamically active environment. Us-
ing this model, which obviously is not intended for ad-
dressing the whole complexity connected to a realistic
description of a region of freshwater influence, we could
concentrate on the recognition and the interpretation of
specific surface patterns that emerge in this area when
the simulated convergence field is inserted into a simple
radar model. In particular, using this approach we were
able to produce sea surface patterns resembling patterns
observed on ERS SAR images of the Rhine outflow
area: 1) narrow zones characterized by an enhanced sur-
face velocity convergence in radar look direction as-
sociated with the Rhine plume front, and 2) large patch-
es of weak surface velocity divergence within the plume
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FIG. 10. Schematic plot of the form and of the location of the Rhine surface front as inferred
from eight ERS SAR images acquired during different phases of different tidal cycles. The white
lines refer to the surface manifestations of the Rhine surface front, which can be associated with
the evolution of the Rhine plume within a single semidiurnal tidal cycle. The gray lines refer to
the surface manifestations of the Rhine surface front, which can be associated with the evolution
of the Rhine plume generated during the previous tidal cycle.
TABLE 1. Typical values of the forcing parameters used in the
numerical simulations.
River discharge
Amplitude of the tidal transport
Residual transport
Q
UTO
UR
2000 m3 s21
24 m2 s21
1.0 m2 s21
area. The latter result indicates that the presence of sim-
ilar dark patches visible on ERS SAR images is due to
the specific dynamics of the Rhine plume rather than to
variations in the air–sea temperature differences be-
tween plume and ambient sea.
Our sensitivity experiments indicate that, as sug-
gested by the analysis of the SAR data, the form and
the location of the Rhine surface front are mainly linked
to the phase of the semidiurnal tidal cycle in the outflow
region and that they only weakly depend on river dis-
charge, residual currents, and neap-spring tidal cycle.
This situation is typical of the behavior of a river plume
subjected to strong tidal forcing, firstly investigated in
detail in the Connecticut River outflow area (Garvine
1974b).
On this basis an attempt can be made to infer, from
SAR images showing sea surface manifestations of the
Rhine surface front, which were acquired during dif-
ferent tidal cycles over the Rhine outflow area, a mean
spatial and temporal evolution of the Rhine outflow
plume. Figure 10 schematizes the form and the location
of the Rhine surface front as inferred from eight ERS
SAR images acquired during different phases of dif-
ferent tidal cycles. Shortly after high water the Rhine
outflow gradually starts and a buoyant plume begins to
develop. At this time the tidal current is about maximum
and is directed northeastward, along the coast. At the
Rhine mouth a nearly straight front is visible which is
aligned with the direction of the tidal current (line 1a).
About 8 km northeast of the river mouth a second front
is visible (line 1b), which is associated with the plume
generated during the previous tidal cycle. About 2 h
after high water the front located in the vicinity of the
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FIG. A1. Schematic plot illustrating the two-layer frontal model.
Here D represents the mean water depth; h1 and h2 the thicknesses
of the upper and lower layer, respectively; and h1 and h2 the surface
and interface displacements relative to the mean sea surface, respec-
tively. The transports in the upper and lower layer, whose densities
are r1 and r2 denoted by U1 and U2, respectively. The vertical shear
stresses at the interface and at the bottom are denoted by ti and tb,
respectively.
river mouth has moved about 1 km offshore and its
curvature has increased (line 2a). The front associated
with the plume generated during the previous tidal cycle
has moved northeastward, advected by the tidal current,
and is now located approximately 12 km off the Rhine
mouth (line 2b). About 4 h after high water, the tidal
current turns from northeast to southwest. The buoyant
plume has spread farther offshore. Its front is now lo-
cated about 4 km off the river mouth (line 3). Around
low water the outflow at the river mouth is about max-
imum. The front is now visible as an almost semicircular
line located in the vicinity of the river mouth (line 4).
Note that a northeastward spreading of the buoyant
plume is now inhibited by the presence of a south-
westward tidal current. About half an hour after low
water the buoyant plume has spread farther offshore. At
this time only its northwestern and coastal edges are
visible as frontal lines (line 5). About 3 h after low
water, only the part of the front located near the New
Waterway quay is visible (line 6). Note that the form
and the location of this portion of the Rhine surface
front have not changed substantially during the previous
3 h. About 2 h before high water, the tidal current turns
again northeastward. Now the riverine water is free to
spread northeastward and the front is visible as a nearly
semicircular line (line 7). About one hour before high
water, the front has moved farther northeastward, ad-
vected by the northeastward tidal current (line 8).
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APPENDIX
Numerical Model and Model Setup
a. Numerical model
The model that we employ for describing the Rhine
outflow dynamics is a two-layer frontal model as sche-
matically depicted in Fig. A1. In this figure, D denotes
the water depth; h1 and h2 the thicknesses of the upper
and lower layer, respectively; and h1 and h2 the surface
and interface displacements relative to the mean sea
surface, respectively. The equations that constitute our
model are the nonlinear, hydrostatic, shallow-water
equations for a two-layer system on an f plane. They
include horizontal momentum diffusion as well as ver-
tical shear stress terms at the bottom and at the interface
between the two water layers. In the following we de-
note the vertically averaged velocity and transport vec-
tors by ui and Ui 5 uihi, respectively. The subscripts i
5 1 and i 5 2 refer to the upper and lower layer, re-
spectively. For the upper layer, the momentum and the
continuity equations read
]U t1 i1 = · (u 3 U ) 1 F · U 5 2gh = h 2hh 1 1 1 1 h 1]t r
21 A ¹ U , (A1)h h 1
]h1 1 = · U 5 0, (A2)h 1]t
while for the lower layer they read
]U2 1 = · (u 3 U ) 1 F · Uhh 2 2 2]t
r t1 i5 2 gh = h 2 g9h = h 12 h 1 2 h 2r r
tb 22 1 A ¹ U ,h h 2r
(A3)
]h2 1 = · U 5 0. (A4)h 2]t
Here =h denotes the horizontal Nabla operator, · the sca-
lar product, and 3 the tensor product. The two-dimen-
sional Coriolis matrix Fh is defined as
0 2 f
F 5 , (A5)h 1 2f 0
where f is the Coriolis parameter. The water densities
in the upper and lower layer are r1 and r2, respectively;
5 (r2 1 r1)/2 is the mean water density; g9 5 g(r2r
2 r1)/ is the reduced gravity, where g denotes ther
acceleration of gravity; and Ah is the horizontal eddy
diffusion coefficient. The vertical shear stresses at the
interface, ti, and at the bottom, tb, are assumed to de-
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FIG. A2. Bathymetry used in the numerical simulations. The solid-line square marks the area
of the SAR images depicted in Figs. 2, 4, and 5. The dashed-line rectangle as well as the points
A and B, marks location to which model results refer.
pend on the current velocity in the upper and lower
layers in the following way:
ti 5 c (u 2 u )|u 2 u |, (A6)di 1 2 1 2r
tb 5 c u |u |, (A7)db 2 2r
where cdi and cdb denote the nondimensional drag co-
efficients at the interface and at the bottom, respectively.
Note that in our model the densities r1 and r2, as well
as the coefficients Ah, cdi, and cdb are assumed to be
constant.
The equations are discretized on a staggered Arakawa
C grid. The numerical scheme for the integration of the
Eqs. (A1)–(A4) uses forward differences in time and
central differences in space. The advective terms are
solved by means of a directional upstream algorithm.
The model is a frontal model. In fact in this model a
special technique for the numerical treatment of mov-
able lateral boundaries allows for the description of the
temporal and spatial evolution of a localized layer with
an outcropping interface in a dynamically active envi-
ronment. For further details about this numerical tech-
nique and about the numerical tests (which were per-
formed by comparing nonstationary analytical solutions
of the nonlinear reduced-gravity shallow-water equa-
tions on an f plane that describe frontal surface vortices
with the results obtained numerically) used to validate
the numerical model the reader is referred to RHB. The
model results, due particularly to the absence, in our
formulation, of parameterizations describing frontal
mixing processes, and due to a limited spatial resolution
(500 m), cannot provide quantitative information on sur-
face convergence near the river Rhine front. However,
our goal is to show that the numerical results are in
good qualitative agreement with observations, espe-
cially as far as the variability of the form and the location
of the surface front is concerned.
b. Model setup
The domain, on which the numerical simulations car-
ried out in the present investigation were performed, is
composed of an interior region, which includes the
Rhine outflow area and of an outer region, in which a
grid zooming (Roed and Cooper 1986) was imple-
mented. The extension and orientation of the interior
region are shown in Fig. A2, where the bathymetry used
in the simulations, the boundaries along which the mod-
el was forced, and the area corresponding to the ERS
SAR images presented in Figs. 2, 4, and 5 are also
illustrated. Within the interior region, which covers an
area of 80 km 3 50 km, the spatial resolution is 500
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TABLE A1. Values of the model parameters used in the numerical
simulations.
Time step
Grid step
Coriolis parameter
Barotropic Rossby radius
Bottom friction coefficient
Interfacial friction coefficient
Horizontal eddy diffusion
coefficient
Reduced gravity
Dt
Dx, Dy
f
RD
cdb
cdi
Ah
g9
20 s
500 m
1.14 3 1024 s21
123 km
3.5 3 1023
1.0 3 1023
50.0 m2 s21
0.15 m s22
m in both directions. This resolution was reduced in the
outer region, which starts at x 5 x* and y 5 y* by
successively increasing the grid step by a factor 1.05 in
both directions. The model was forced by imposing in
the upper water layer of its southeastern open boundary
the river transport UD 5 Q/L, where Q represents the
river discharge and L 5 2 Dx the river width, and by
imposing in the lower water layer of its southwestern
open boundary a transport UTR which represents the sum
of the tidal transport UT and of the residual transport
UR. While in each simulation the transports UD and UR
remains unchanged as time elapses, UT varies in time
as it represents a northeastward propagating barotropic,
inviscid Kelvin wave, whose time evolution can be writ-
ten as
y
U 5 U exp 2 cos(s t). (A8)T T0 t1 2RD
Here UT0 denotes the (constant) amplitude of the tidal
transport, RD the barotropic Rossby radius of defor-
mation, and st 5 1.405 3 1024 s21 the angular fre-
quency of semidiurnal lunar tide.
In our model the mixing between marine and riverine
water was neglected. In general this physical process
plays an important role, especially in the frontal dy-
namics of the Rhine outflow region. However, as we
restrict our investigation to the hydrodynamics of the
near-mouth area where sea surface manifestations of the
Rhine surface front are observed in ERS SAR images,
we feel confident that this simplification does not affect
significantly our results. The densities of the water mas-
ses in the two water layers were thus taken to be constant
in our investigation. The chosen value of g9 corresponds
to a characteristic value for the two-layer stratification
typical of the near-field Rhine outflow area (van Alphen
et al. 1988). A complete list of the model parameters
used in our simulations is given in Table A1.
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