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Abstract
This paper proposes a fine-grained flexible analysis methodology to reveal the residual difficulties of a high-quality Statistical Machine
Translation (SMT) system. This proposal is motivated by the fact that the traditional automated metrics are not enough informative to
indicate the nature and reasons of those residual difficulties. Their resolution is however a key point towards improving the high-quality
output. The novelty of our approach consists in diagnosing Machine Translation (MT) performance by making a connection between
errors, the characteristics of source sentences and some internal parameters of the system, using traces of Post-Edition (PE) operations
as well as Quality Estimation (QE) techniques. Our methodology is illustrated on a SMT system adapted to the medical domain, based
on a high quality English-French parallel corpus of Cochrane systematic review abstracts. Our experimental results show that the
main difficulties that the system faces are in the domains of term precision and source language syntactic and stylistic peculiarities.
We furthermore provide general information regarding the corpus structure and its specificities, including internal stylistic varieties
characteristic of this sub-genre.
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1. Introduction
Nowadays, narrowly-specialized MT systems are able
to produce very high quality translations, as mea-
sured by automated metrics. In most cases, though,
the final output still requires manual improvements to
reach a publishable quality. However, standard au-
tomated metrics such as (H)BLEU (Papineni et al.,
2002), (H)METEOR (Denkowski and Lavie, 2014)
or (H)TER (Snover et al., 2006)1 provide little clues regard-
ing the remaining errors, and are of little help to suggest
fixes or improvements.
The same can be said of automated error analysis
techniques, which are often based on similar princi-
ples (Popovic and Ney, 2011; Bojar, 2011): In particular,
they often consider the system as a black-box and tend to
ignore the characteristics of the source text.
In this study, we propose an alternative fine-grained
methodology that helps indicate translation difficulties in
connection to the peculiarities of the source document, and
also provide some hints as to the reasons of those difficul-
ties in relation to the original corpus and the internal scoring
procedures. Such a methodology proves especially useful
in the context of high-quality MT, which requires more tar-
geted and sophisticated solutions for further improvement.
Our approach is illustrated using a medical SMT system
built from a corpus of Cochrane medical systematic review
abstracts. An English-French parallel corpus of such ab-
stracts, including human and post-edited automatic transla-
tions, will be described.
The rest of this paper is organized as follows: in Section 2.,
we will present the main characteristics of the Cochrane
corpus used. In Section 3., we will describe the chal-
1Hereinafter, ’H’ will be added to refer to the automated met-
rics applied to the references created by post-editing the evaluated
MT output.
lenges of the medical translation task in the context of the
Cochrane Collaboration, before introducing our MT sys-
tem analysis methodology in Section 4. We will finally
present the results of the analysis applied to the Cochrane
SMT system in Section 5., and conclude and discuss further
prospects for MT evaluation and diagnosis in Section 6.
2. The Cochrane Bilingual Parallel Corpus
Cochrane France is part of the international non-profit
Cochrane Collaboration2 whose main mission is to globally
spread high-quality evidence-based research in medicine.
To this end, the Cochrane Collaboration publishes high-
standard research reviews in English and selective trans-
lation of their abstracts into (as of now) 12 languages in-
cluding French, Spanish, Japanese, and traditional Chinese.
The review abstracts are publicly available online 3. Full
research reviews are openly accessible only for the low-
income and middle-income countries.
Each Cochrane review abstract is made up of the following
parts: (a) a plain language summary (PLS, 40% of the ab-
stract, written in popular scientific style), focused on patient
comprehension; (b) a scientific abstract (ABS, 60% of the
open access abstract, written in scientific technical style),
targeting medical experts.
The English-French Cochrane parallel corpus used in this
study consists of the following:4
• Cochrane Reference Corpus: a high-quality corpus
consisting of review abstracts translated by agencies
and reviewed by domain professionals over a three-
year period (2011-2013).
2http://www.cochrane.org
3http://www.cochranelibrary.com
4The corpus consisting of source text, machine transla-
tion output and PE output is available at http://www.
translatecochrane.fr/corpus.
• Cochrane Post-editing (PE) Corpus: a lower qual-
ity corpus consisting of machine-translated review ab-
stracts post-edited mainly by volunteer domain profes-
sionals over a 6-month period (Oct. 2013-May 2014).
The MT was performed by different versions of the
Cochrane SMT.
• Cochrane Google Post-editing (PE) Corpus: a lower
quality corpus consisting of machine-translated re-
view abstracts by the Google online system5 post-
edited by both professional translators and volunteer
domain professionals over a 1-year period (Aug. 2014-
Sep. 2015).
Table 1 provides statistics about each part of the corpus.
Corpus # Lines # Tokens, en (src) # Tokens, fr (trg)
Cochrane Reference ≈ 130 K ≈ 2.9 M ≈ 3.6 M
Cochrane PE ≈ 21 K ≈ 500 K ≈ 600 K
Cochrane Google PE ≈ 31 K ≈ 740 K ≈ 890 K
Table 1: Corpora sizes
3. Automatic Translation of Cochrane
Systematic Review Abstracts: Challenges
and Solutions
The translation of English medical texts, in particular that
of Cochrane systematic review abstracts, presents a series
of challenges regarding:
1. the translation of the terminology and the professional
jargon (e.g. abbreviations);
2. the translation of complex syntactic structures and com-
pounds;
3. the adaptation to variations within the scientific style
(this is particularly important in the Cochrane context,
where different language styles are in use in the PLS
and ABS sections).
We manually inspected the paraphrase tables extracted
from PLS and ABS parts of the Cochrane Reference and
PE Corpora to reveal the following stylistic differences be-
tween the registers (Denkowski and Lavie, 2014; Bannard
and Callison-Burch, 2005):
1. terminology register (e.g., Source: ”cycling”, ABS: ”cy-
clisme” ’cycling’6, PLS: ”ve´lo” ’bicycle’; Source: ”sur-
gical fixation”, ABS: ”oste´osynthe`se chirurgicale” ’sur-
gical osteosynthesis’, PLS: ”fixation chirurgicale” ’sur-
gical fixation’);
2. professional jargon (e.g., Source: ”once-daily”, ABS:
”une administration quotidienne” ’a daily administra-
tion’, PLS: ”une fois par jour” ’once a day’; Source:
”viral”, ABS: ”viral” ’viral’, PLS: ”par des virus” ’by
viruses’);
3. selective translation of names (e.g., Source: ”Cochrane
Library”, ABS: ”Cochrane Library”, PLS: ”Bib-
liothe`que Cochrane” ’Cochrane Library’; Source:
”Cochrane Review”, ABS: ”Cochrane Review”, PLS:
”revue Cochrane” ’Cochrane review’);
5https://translate.google.com
6Hereinafter, literal translations are provided by the first au-
thor.
4. general language (e.g., Source: ”to”, ABS: ”afin de” ’so
that’, PLS: ”pour” ’to’; Source: ”flexible”, ABS: ”flexi-
ble” ’flexible’, PLS: ”souple” ’soft’).
The use of domain adaptation techniques, as well as more
ad-hoc solutions, can help to obtain a better performance
in medical MT (Costa-jussa` et al., 2012; Wang et al., 2014;
Boguraev et al., 2015). In any case, high-quality translation
in specialized domains requires training data that closely
match the test data.
The Cochrane SMT system for translating the system-
atic review abstracts is an example of such a narrowly-
specialized system. In its current form, our system uses
the Moses toolkit (Koehn et al., 2007). The Cochrane Ref-
erence corpus is used to train the main model (phrase ta-
ble and reordering model msd-bidirectional-fe).
Cochrane PE and additional corpora (WMT’14 medical
task parallel data 7) models (same components as for the
main model) were used only for n-grams (up to n = 4)
when no translation is found by the first model. The mono-
lingual parts of the corpora mentioned above, as well as
general domain data (WMT’13 news data 8) were used to
train the corresponding language models.
The system was tuned using post-edited data, which is in
line with the final quality requirements of producing com-
prehensible texts with minimum corrections to the MT out-
put.
An automatic evaluation of this system was performed us-
ing a test set comprising 713 sentences for the PLS part
and 949 sentences for the ABS part. Those sentences were
extracted from the corresponding machine-translated and
post-edited review abstracts.
Results, presented in Table 2, reveal a high level of transla-
tion performance according to the automatic metrics used,
with a slightly better performance for the ABS section.
We also report a comparison with translations produced by
the online Google system 9, as well as with the translations
of the target test set produced by a lower performance sys-
tem trained only on the WMT’14 medical task parallel data
(WMT’14 SMT). This system uses the language models
built with the monolingual parts of the WMT’14 medical
data and WMT’13 news data. It was tuned using the same
post-edited Cochrane data as the Cochrane SMT.
The linear lattice BLEU oracle (LB-4g) was used to esti-
mate the system potential (Sokolov et al., 2012). The atyp-
ically low oracle improvements in terms of the automatic
metrics scores (+6 H-BLEU, +4 H-METEOR) suggest that
the system produces translations that are close to the best
translations it can produce given its training data.
Analysis of the HTERp traces confirmed the system per-
formance differences for the PLS and ABS parts (see Ta-
ble 3). For our experiments, we used the HTERpA con-
figuration (Snover et al., 2009), optimized for human ade-
quacy judgments, with the following components for pro-
cessing French: the Snowball stemmer (Porter, 2001), and
a paraphrase table extracted from the concatenation of
7http://statmt.org/wmt14/medical-task
8http://statmt.org/wmt13/
translation-task.html
9the version publicly available in Sep. 2015
Metric Cochrane SMT WMT’14 SMT Google SMT
ALL PLS ABS ALL PLS ABS ALL PLS ABS
H-BLEU↑ 57 55 58 29 30 28 49 50 48
Oracle H-BLEU↑ 63 62 64 40 41 39 NA NA NA
H-METEOR↑ 73 72 74 56 55 56 67 67 66
Oracle H-METEOR↑ 77 75 78 59 59 58 NA NA NA
H-TER↓ 30 32 28 58 54 62 36 37 35
Oracle H-TER↓ 30 32 28 55 50 59 NA NA NA
Table 2: Automatic evaluation results
the Cochrane Reference and PE corpora (Denkowski and
Lavie, 2014; Bannard and Callison-Burch, 2005).
PLS ABS
HTERp Score ↓ 25 25
# Hyp. Tokens 18534 31872
# Ref. Tokens 18502 32438
Operation % Hyp. Tokens Edited
Shift 4 5
Match 74 78
Stem match 3 3
Paraphrase 7 6
Substitution 8 7
Deletion 8 6
Edition % Ref. Tokens Edited
Insertion 7 7
Table 3: Number of hypothesis/reference tokens (words)
aligned by an HTERp operation or a match
The post-edition operations performed to the output transla-
tion tend to be non-repetitive: only about 11% of edited to-
kens/pairs of tokens per operation are unique, but the most
frequent post-edition operations (see Table 4) do not exceed
11% of all the changes per operation.
PLS ABS
Operation Tokens % Tokens %
Stem Match de→ des 11 de→ des 11
Paraphrase les pansements→
pansements a` base
1 de la meˆme fratrie→
fre`res et sœurs
1
Substitution les→ des 2 ,→ ; 8
Deletion de 6 les 5
Insertion , 4 de 4
Table 4: Most frequent token changes per operation
As shown in Table 5, the most common Part-of-Speech
(POS) substitution patterns reveal frequent modifications
to nouns (NC) and to POS’s that cooccur with them
(DET, P, ADJ), potentially forming terms and terminologi-
cal constructions, as well as grammatical changes to verbs
(V (gram)) (Toutanova et al., 2003; Schmid, 1995).
PLS ABS
Pattern % Pattern %
P→ P 10 P→ P 9
NC→ NC 7 NC→ NC 8
DET→ DET 7 PUNC→ PUNC 8
DET→ P 5 DET→ P 6
P→ DET 4 DET→ DET 4
V→ V (gram) 3 ADJ→ ADJ 4
ADJ→ ADJ 3 P→ DET 4
ADJ→ NC 3 ADJ→ NC 3
VPP→ VPP 2 V→ V (gram) 2
V→ V 2 NC→ P 2
Table 5: Most common POS substitution patterns
Such unusually high translation quality scores do not al-
low us, however, to dispense with a final post-edition step
before publication. Also, improving the system to reduce
the post-editor burden remains an important goal. To this
end, a fine-grained performance analysis is needed to de-
tect the remaining translation difficulties and to guide future
improvements to the system. Further, while analyzing the
high-performance MT, we will talk about ”residual” errors
and difficulties.
4. Diagnosing MT Performance
Since most human evaluation procedures are very costly,
MT quality is traditionally measured using reference-based
automatic metrics that compute a similarity score between
the machine output and one or several human translations
(or post-editions) (e.g., (H)BLEU (Papineni et al., 2002),
(H)TER (Snover et al., 2006), (H)TER-plus (Snover et al.,
2009), (H)METEOR (Denkowski and Lavie, 2014) etc.),
which are based on an automatic alignment between words
from the machine translation and words from the reference
translation. Such alignments are often taken as the basis for
an automated error analysis (e.g., (Popovic and Ney, 2011;
Berka et al., 2012)). These methods, however, regard the
system as a black-box and analyze only its output without
any connection to the source text or to the system’s speci-
ficities.
The trend to take more insight into system internals is ob-
served for Quality Estimation (QE) of MT (Specia et al.,
2010; Specia and Gime´nez, 2010), where most approaches
based on Machine Learning techniques take into account
both the output, its alignment to the source text, and addi-
tional systems scores (Wisniewski et al., 2014; Specia et
al., 2015). Irvine et al. (2013) go one step further, trying
to investigate the interconnection between the source, tar-
get and system-dependent characteristics in an attempt to
detect domain adaptation errors. An approach of analyz-
ing MT performance in a contrastive manner per linguistic
phenomena (e.g., POS) is proposed by Max et al. (2010).
Inspired by these latter studies, we propose a new method-
ology for diagnosing MT performance that should help us
to answer the following questions: Which kind of trans-
lation difficulties does a system face? Are those difficul-
ties related to a greater extent to the initial corpus quality
or to the system scoring procedure? To the best of our
knowledge, this is the first attempt to analyze high-quality
SMT by associating residual errors, detected during PE,
with source characteristics and system parameters.
Taking into account the observations presented in Table 5,
we decided to focus on the translation quality of certain
syntactic constituents and POS, in particular noun phrases,
as potential complex terminological structures, verbs and
nouns (Klein and Manning, 2003).
We extracted the following groups of unique source
n-grams (units): the ones corresponding to longest noun
phrases (NP), then from the rest of the sentence we
extracted units corresponding to the neighboring/single
verbs (V) and nouns (N). The residual sentence spans of
varying length, not covered so far, were put in a separate
group (Rest). A sketch of our protocol is provided in Fig-
ure 1.
Further, we distinguished the following subordinate groups:
the units that are present in the system’s phrase table (PT)
and also present in the 1-best hypothesis segmentation in
>= 80% of their occurrences (k1−best); the ones that are
present in PT but are absent from the 1-best segmentation
in >= 80% of their occurrences (kpres); and the units that
are absent from the PT (kabs).
.    
Le  volume  LO  n’  était  pas  significatif  .
MS
LE    volume    was    not   significant    .
M M
Le  volume   érythémateux   n’   était  pas  significative  .
1−best hypothesis
Post−edited
reference
Source
RestNP V
MM
TERp alignment
TERp operations
T
Word alignments
Figure 1: Illustration of our analysis strategy
Using the output word alignments, as well the hypoth-
esis → post-edited reference alignments produced by
HTERp, we compute for each unit (ki) the averaged transla-
tion quality statistics for all its occurrences (tj), by compar-
ing the aligned hypothesis segment (hs) to its aligned ref-
erence segment (rm). Hypothesis→ oracle hypothesis and
oracle hypothesis → post-edited reference HTERp align-
ments were used to calculate the averaged oracle translation
quality statistics. More precisely, we estimate the following
parameters:
1. unit frequency (fr);
2. unit length in words (#wk);
3. average per occurrence tj percentage of the unit hy-
pothesis segment words wh aligned to reference seg-
ment words wr with each TERp operation or a match
(e.g., match (M ), substitution (S), stem match (T ), para-
phrase (P ) etc.), and correspondingly for the oracle hy-
pothesis segment (MO, SO etc.):
M =
#Mwh
#wh
(1)
To trace the connection between the system performance
and source peculiarities, we calculate the unit term rate:
term rate =
#wtk
#wk
(2)
where wtk is the words of a unit marked as terms or parts of
complex terms.
The term mapping was performed with the Metamap tool
for medical texts (UMLS, 2009). Metamap searches were
parametrized to avoid mapping to general concepts. A cor-
pus statistics filter was used to further exclude highly fre-
quent words.
Our methodology extends the approach described in (Irvine
et al., 2013) and associates target errors with occurrences
in the original training corpus. We do so by computing
the prior translation entropy (Hprior) of the distribution of
the phrase translation probabilities p(t¯|s¯) of all the possible
target bi-phrases t¯ with s¯ equal to the unit, taken from the
PT with lemmatized t¯:
Hprior = −
n∑
k=1
pk(t¯|s¯) log pk(t¯|s¯) (3)
We attempt to correlate the errors with the scoring proce-
dure by measuring the presence of the reference transla-
tion in the oracle hypothesis. We extend the analysis of
this correlation by computing the average posterior entropy
(Hpost) of the normalized distribution of the 1-gram path
posterior probabilities P (u|ε), composing a unit.
Hpost = −
n∑
k=1
Pk(u|ε) logPk(u|ε) (4)
We calculate 1-gram posterior probabilities P (u|ε) from
the estimation of path posterior probabilities as defined
in (de Gispert et al., 2013):
P (u|ε) =
∑
E∈εu exp(αH(E,F ))∑
E′∈ε exp(αH(E′, F ))
(5)
where ε is the space of translation hypotheses (a 10K-best
list was chosen), and H(E,F ) is the score assigned by the
model to the sentence pair (E,F ).
The probabilities of the target bi-phrases t¯ and path poste-
rior probabilities of 1-grams sharing the same lemma were
added.
5. Evaluation Results
The proposed methodology was applied to the test set
presented in Section 3. to analyze the functioning of the
Cochrane SMT, as well as the functioning of the less com-
petitive WMT’14 SMT. Examples of the test set sentences
demonstrating the translation challenge are provided in Ta-
ble 6.
During our analysis of residual translation difficulties of the
Cochrane SMT, we attempted to find answers to the follow-
ing questions:
1. What are the “worst” translated unit groups for the
high-performance system?
We took the average percentage of matches per groupM as
an indicator of translation quality (see Figure 2a). We ex-
plored the group characteristics by analyzing their general
statistics (see Table 7) and the term rate (see Figure 2c).
From Figure 2a we can see that the system faces difficul-
ties translating the units of the V group (lowest average
M ≈ 53%), although the majority of those units are known
to the model (97%, 1-best+Pres, see Table 7).
For the NP group, Figure 2a shows the “worst” translation
quality of the units that are absent from the PT (M=74%,
Abs), which need to be translated by composition.
Figure 2c detects the high term concentration for the
N group units (average term rate=30%). Thus, the “worst”
translated units of the N group (M=24%, Abs) are mainly
terms unknown to the model. The high rate of N units that
are present in the 1-best segmentation (25%, 1-best, see Ta-
ble 7) suggests frequent term translation inconsistency due
to lack of context information.
PLS
Source A lack of growth and poor nutrition are common in children with chronic diseases like cystic fibrosis and paediatric cancer.
Cochrane SMT Un manque de la croissance et une mauvaise nutrition sont fre´quents chez les enfants atteints de maladies chroniques comme la mucoviscidose et le cancer pe´diatrique.
’A lack of growth and bad nutrition are common in children suffering from chronic diseases like cystic fibrosis and paediatric cancer.’
Oracle Un manque de la croissance et une mauvaise nutrition sont fre´quents chez les enfants atteints de maladies chroniques comme la mucoviscidose et les cancers. chez les enfants
’A lack of growth and bad nutrition are common in children suffering from chronic diseases like cystic fibrosis and cancers. in children’
PE Une croissance re´duite et une mauvaise nutrition sont fre´quentes chez les enfants atteints de maladies chroniques comme la mucoviscidose et les cancers pe´diatriques.
’A reduced growth and bad nutrition are common in children suffering from chronic diseases like cystic fibrosis and the paediatric cancers.’
ABS
Source Poor growth and nutritional status are common in children with chronic diseases.
Cochrane SMT Une mauvaise croissance et le statut nutritionnel sont fre´quents chez les enfants atteints de maladies chroniques.
’A bad growth and the nutritional status are common in children suffering from chronic diseases.’
Oracle Une mauvaise croissance et le statut nutritionnel sont fre´quents chez l’enfant de
’A bad growth and the nutritional status are common in the child of’
PE Une croissance re´duite et un mauvais statut nutritionnel sont fre´quents chez l’enfant atteint de maladie chronique.
’A reduced growth and a bad nutritional status are common in the child suffering from a chronic disease.’
Table 6: Examples of PLS and ABS test set sentences
The same difficulties are observed for the less compet-
itive WMT’14 SMT: the V group units are the “worst”
translated (lowest average M ≈ 36%); translation of the
NP group units absent from PT is of a low quality (M=61%,
Abs); translation of the term N units present in the 1-best
segmentation is often inconsistent (M=44%, 1-best, term
rate=34%, see Figure 3a, Figure 3c).
NP total : 3528
Cochrane SMT WMT’14 SMT
1-best Pres Abs 1-best Pres Abs
% 10 27 63 9 10 81
#wk 2 3 10 2 2 9
fr 1 1 1 1 1 1
N total : 336
Cochrane SMT WMT’14 SMT
1-best Pres Abs 1-best Pres Abs
% 25 71 4 41 47 12
#wk 1 1 1 1 1 1
fr 1 2 1 1 3 1
V total : 982
Cochrane SMT WMT’14 SMT
1-best Pres Abs 1-best Pres Abs
% 18 79 3 32 62 6
#wk 1 1 2 1 1 2
fr 1 3 1 1 4 1
Rest total : 931
Cochrane SMT WMT’14 SMT
1-best Pres Abs 1-best Pres Abs
% 13 75 12 21 57 22
#wk 2 2 2 1 1 2
fr 1 6 1 1 8 1
Table 7: General statistics per unit group
2. To which extent the high-performance system scoring
procedure is responsible for the residual errors?
To answer this question we analyzed the per-group differ-
ences between system hypotheses and oracle hypotheses
match percentage values ∆M (see Figures 2a, 2b).
Additionally, to evaluate the scoring procedure we stud-
ied the correlation between the low/high match percentage
zones (see Figure 2a) and the prior/posterior entropy values
(see Figures 4a, 4b). E.g., we can see that the present in the
PT (1-best+Pres) N group units with the high match per-
centage (averageM ≈ 73%) and the V group units with the
low match percentage (averageM ≈ 57%) both correspond
to the same average prior entropy value (Hprior ≈ 2), as
well as to the absence of significant difference between
the average posterior entropy values (Hpost ≈ 0.4 and
Hpost = 0.3 correspondingly).
With the average ∆M of about 5%, we can conclude that in
the majority of cases the system is unable to produce “cor-
rect” translations. The absence of correlation between the
match percentage and prior/posterior entropy values con-
firms that the scoring procedure is not responsible for most
of the errors.
In comparison, the scoring procedure of the WMT’14 SMT
can be improved more efficiently. The oracle changes to the
WMT’14 SMT output (∆M of about 4%) are more signifi-
cant since they are performed for more units. From Table 7
and Figures 3a, 3b, we see that the translation of 41% of the
1-best N group units is improved with ∆M=1% (compare
to 25% of N 1-best units with ∆M=1% for the Cochrane
SMT, see Figures 2a, 2b).
For the WMT’14 SMT we should also notice the presence
of a more distinct correlation between the translation qual-
ity indicator and entropy values: e.g., the high posterior
entropy value (Hpost = 0.5) for the 1-best N units cor-
responds to the low match percentage (M=44%, see Fig-
ures 4c, 3a).
3. What is the nature of the per-group residual errors?
The manual analysis of the “worst” (M <= 20%) and
“best” (M >= 80%) translated unit occurrences for the
Cochrane SMT within the target groups provides some in-
sight as to the nature of the residual errors (see Table 8).
Confirming our previous observations, the remaining errors
of the N and NP groups concern mainly terms unknown
to the model (out-of-vocabulary (OOV)), as well as er-
rors in term and professional jargon precision (e.g., Source:
”cardiotoxicity”, MT: ”cardiotoxicite´” ’cardiotoxicity’, PE:
”toxicite´ cardiaque” ’cardiac toxicity’, absent from the or-
acle hypothesis; Source: ”IDA”, MT: ”une ane´mie fer-
riprive” ’iron deficiency anemia’, PE: ”l’IDA” ’IDA’, ab-
sent from the oracle hypothesis).
In the NP group we often face complex terminological con-
structions translated by composition (e.g., Source: ”peo-
ple with functioning kidney transplants”, MT: ”les person-
nes atteintes de fonctionnement de greffes de rein” ’people
suffering from functioning of kidney transplants’, PE: ”des
receveurs de greffe re´nale fonctionnelle” ’functional renal
transplant recipients’, absent from the oracle hypothesis).
The residual translation errors related to the V group are
mostly caused by the specificities of the source language:
1. source syntactic/stylistic peculiarities (very often exple-
tive constructions), requiring restructuring on the target
language side (see Table 9);
2. tense and modality (e.g., Source: ”may reduce”, MT:
”peut re´duire”, Oracle: ”peut re´duire” ’can reduce’, PE:
”pourrait re´duire” ’could reduce’).
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Figure 2: Translation quality statistics for Cochrane SMT
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Figure 3: Translation quality statistics for WMT’14 SMT
NP N V
PLS ABS PLS ABS PLS ABS
Worst Best Worst Best Worst Best Worst Best Worst Best Worst Best
# total 1641 2495 304 365 1206 1604
% 5 57 4 64 21 66 16 73 33 58 31 61
#wk 2 5 3 7 1 1 1 1 1 1 1 1
fr 3 2 2 2 2 4 3 7 15 23 26 30
M ,% 0 100 0 100 0 100 0 100 0 100 0 100
MO,% 34 100 30 100 27 100 25 100 18 100 16 100
term rate,% 11 10 15 10 44 18 28 20 6 6 14 10
Hpost 0.5 0.3 0.4 0.2 0.3 0.3 0.4 0.2 0.4 0.4 0.4 0.4
Table 8: Statistics about the “worst” and “best” translated
unit occurrences
We should also notice an increased quantity of paraphras-
ing corrections performed to the V group (e.g., Source:
”we searched all databases”, MT: ”nous avons effectue´ des
recherches dans toutes les bases de donne´es” ’we have per-
formed searches in all the databases’, PE: ”nous avons in-
terroge´ toutes les bases de donne´es” ’we have questioned
all the databases’, oracle output corresponds to MT). Those
rephrasings have a negative impact on the automatic evalu-
ation metrics. The semantic and stylistic necessity of those
changes need further investigations.
In comparison, stylistic changes within NP and N groups
are quite rare (e.g., Source PLS: ”the Canadian Institutes of
Health Research”, MT: ”la Canadian Institutes of Health
Research” ’the Canadian Institutes of Health Research’,
Oracle: ”la Canadian Institutes de recherche en sante´ de
recherche” ’The Canadian Institutes of research in health
of research’, PE: ”les instituts de recherche en sante´ du
Canada” ’the institutes of research in health of Canada’).
4. Which kinds of residual errors could be potentially
resolved by the high-performance system given its train-
ing data?
We also performed a manual analysis of the oracle improve-
ments to the “worst” translated unit occurrences within the
target groups (∆M of about 25%, see Table 8). They
mostly concern:
1. grammatical errors (change of article or preposition for
the N and NP groups, e.g., Source: ”with taxanes”,
MT: ”avec taxane” ’with taxane’, PE: ”avec les tax-
anes” ’with the taxanes’, oracle output corresponds to
PE; tense changes for the V group, e.g., Source: ”were
excluded”, MT: ”ont e´te´ exclues” ’have been excluded’,
PE: ”e´taient exclues” ’were excluded’, oracle output
corresponds to PE);
2. certain reformulations (e.g., Source: ”the trial ...
showed a clear benefit”, MT: ”l’essai ... a montre´ un
be´ne´fice clair” ’the trial ... has shown a clear evidence’,
PE: ”l’essai ... a mis en e´vidence un be´ne´fice clair” ’the
trial ... has highlighted a clear evidence’, oracle output
corresponds to PE);
3. some terminological precision errors, including termi-
nological construction translated by composition (e.g.,
Source: ”alternative treatments”, MT: ”d’autres traite-
ments” ’other treatements’, PE: ”des traitements alter-
natifs” ’alternative treatements’, oracle output corre-
sponds to PE; Source: ”wound management properties”,
MT: ”la prise en charge de la plaie proprie´te´s” ’the
management of the wound any properties’, PE: ”les pro-
prie´te´s” ’the properties’, oracle output corresponds to
PE);
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Figure 4: Entropy Estimations
Source However, the evidence for survival improvement is still lacking.
MT Cependant, les preuves d’ame´lioration de la survie est encore manquantes. ’However, the proofs of the improvement of survival is still missing.’
Oracle Cependant, les preuves d’ame´lioration de la survie, il manque toujours de la. ’However, the proofs of the improvement of survival, it misses still the.’
PE Cependant, il manque toujours de donne´es probantes sur l’ame´lioration de la survie. ’However, it still misses the proving data on the improvement of survival.’
Table 9: Sentence restructuring example
4. minor (rarely major) reformulations and restructurings
(e.g., Source: ”a one-day training course on how to re-
suscitate newborn babies”, MT: ”un sche´ma d’e´volution
de formation sur la fac¸on de re´animer des nouveau-
ne´s” ’a scheme of development of training on the way to
resuscitate newborns’, Oracle: ”un sche´ma d’e´volution
de formation sur la re´animation des nouveau-ne´s” ’a
scheme of development of training on the resuscita-
tion of newborns’, PE: ”une formation d’un jour sur la
re´animation des nouveau-ne´s” ’a training of one day on
the resuscitation of newborns’).
As a summary, we can enumerate the following main trans-
lation difficulties faced by our Cochrane MT system:
1. term and professional jargon translation precision;
2. translation of complex terminological constructions;
3. translation of source-specific syntactic/stylistic con-
structions requiring target-side reformulation;
4. translation of verbs (grammatical/stylistic variant).
We tend to relate those difficulties to the nature of the med-
ical translation task, since they are not specific to the high-
performance system. They are caused by the original cor-
pus limitations (absence of the ”correct” translation in the
training data), as well as to the limitations of SMT in gen-
eral. Those limitations include the inability to resolve struc-
tural differences between languages or to take the more dis-
tant context into account.
The indicated issues can be partially solved by ad hoc so-
lutions (fine-tuning of the system parameters to improve
scoring, model separation to resolve stylistic differences,
rewriting of source sentences, etc.), though their final reso-
lution requires professional human knowledge.
6. Conclusion
In this article, we have introduced a fine-grained analysis
methodology for high-quality narrow-domain SMT, which
are typical situations where automatic error metrics prove
not informative enough to guide the improvement of sys-
tems. Such levels of high performance, however, require
adapted solutions.
The novelty of the proposed approach consists in diagnos-
ing high-performance MT by finding an interconnection be-
tween residual errors, source phenomena and system pa-
rameters, such as original corpus quality and system scor-
ing procedure, and using post-editing traces and Quality
Estimation techniques. Thus, this approach provides some
necessary hints to better detect translation difficulties and
identify their reasons.
It can be used as an effective means to explore a system’s
potential with the perspective of improving it further.
We have demonstrated the usefulness of such an analy-
sis on the example of the high-quality medical Cochrane
SMT system. We found that its residual errors most signifi-
cantly concern terminology and professional jargon, which
are caused by the original corpus limitations, as shown by
oracle estimations. The other main difficulty is the syntactic
and stylistic peculiarities of the source language, often re-
quiring reformulations on the target side. Those difficulties
are related to the nature of the medical translation task and
are not specific to the high-performance MT, as confirmed
by our comparative study.
The described analysis procedure can be further extended
by introducing an algorithm that will make a decision on
the translation difficulty of a text given a system. This final
decision can be provided as a difficulty score.
We also presented a high-quality English-French parallel
corpus of Cochrane systematic review abstracts, which can
be used for a variety of NLP tasks. We provided a descrip-
tion of the corpus (human translated and PE parts), as well
as the translation challenges related to the genre of medical
reviews with its internal stylistic variety (popular scientific
vs. scientific style).
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