Collective Dynamics of Large Scale Multiagent Systems with Nonlocal Interactions by Kruk, Nikita
Collective Dynamics of Large Scale Multiagent Systems with
Nonlocal Interactions
Kruk, Nikita
(2020)
DOI (TUprints): https://doi.org/10.25534/tuprints-00017368
License:
CC-BY-SA 4.0 International - Creative Commons, Attribution Share-alike
Publication type: Ph.D. Thesis
Division: 18 Department of Electrical Engineering and Information Technology
Original source: https://tuprints.ulb.tu-darmstadt.de/17368
C O L L E C T I V E D Y N A M I C S O F L A R G E S C A L E
M U LT I A G E N T S Y S T E M S W I T H N O N L O C A L
I N T E R A C T I O N S
vom Fachbereich Elektrotechnik und Informationstechnik der
T E C H N I S C H E N U N I V E R S I TÄT DA R M S TA D T
zur Erlangung des Grades
Doktor rerum naturalium (Dr. rer. nat.)
Dissertation
von
N I K I TA K R U K , M . S C.
Erstgutachter: Prof. Dr. techn. Heinz Köppl
Zweitgutachter: Prof. José A. Carrillo
Darmstadt 2020
Kruk, Nikita : Collective Dynamics of Large Scale Multiagent Systems with Nonlocal Interactions
Darmstadt, Technische Universität Darmstadt
Jahr der Veröffentlichung der Dissertation auf TUprints: 2020
Tag der mündlichen Prüfung: 01.12.2020
Veröffentlicht unter CC BY-SA 4.0 International
https://creativecommons.org/licenses/by-sa/4.0/
Dedicated to my grandmother.

A B S T R A C T
The thesis investigates the emergence of collective behavior in large scale multiagent systems.
Examples of such dynamics are ample. The most familiar of them are such macroscale phenomena
as flocking of birds, schooling of fish, and swarming of insects. The other common macroscale
manifestations of collective dynamics include herds of sheep, human crowds, and robotic swarms
etc. On the microscale, we often find ordered motion in such living systems as bacterial suspensions
and cell layers as well as in such nonliving systems as shaken granular rods and colloidal particles.
One of the fascinating features of all the aforementioned systems is that they consist of constituents
of completely different nature but still do produce qualitatively similar behavior as the whole.
However, those constituents have one common characteristic, namely, they are able to propel
themselves either by using an intrinsic source of energy or by consuming it from the surrounding
environment. Such systems are generically referred to as active matter. Our approach to the study of
active matter is primarily based on theories of nonlinear dynamical systems and statistical physics.
In our research, we put particular emphasis on nonlocality of interactions. Namely, these are the
interactions that are defined on intermediate ranges with respect to the system size, in contrast to
closest-neighbor and all-to-all interactions.
The first part of the thesis is concerned with the analysis of active matter systems in terms of
finite size particle models. Each particle serves as an abstraction for an underlying constituent, e.g.,
one of those described above, and it can be imagined as a collection of variables that describe the
relevant information about it, e.g., a position, velocity, orientation etc. Then, the motion of a particle
is described with nonlinear differential equations. At this point, the distinction should be made.
First, the resulting collective behavior may be a consequence of intrinsic deterministic nonlinear
dynamics themselves. In this case, particle’s motion is described with ordinary differential equations
and we employ the tools of nonlinear dynamical systems to characterize the resulting motion. It
involves the description of fixed points, periodic orbits, and attractors, each of which corresponds
to a specific collective motion pattern, as well as bifurcations that provide us with their stability.
Second, collective phenomena in natural environment are inevitably subject to various internal and
external perturbations. To take that into account, equations of particle motion are generalized to
include stochastic forces. This way, particles are modeled as stochastic processes and their temporal
evolution is described with stochastic differential equations. The important question in the theory
of active matter is the stability of collective motion against noise and phase transitions between
various collective motion patterns.
The second part of the thesis discusses the continuum description of large scale interacting
multiparticle systems. Namely, when the number of particles becomes large, the description of their
dynamics in terms of finite size particle models becomes inefficient. To find a more efficient system
description in such cases, we observe that when the number of particles grows, they cover the domain
of interest finer and under an appropriate scaling, they will cover all of it in the limit of infinite
population size. We realize this by assuming a statistical approach according to which we determine
the probability to find a particle at a particular point of the phase space at a particular time. In such
a limit, the collective motion of interacting multiparticle systems is described with (probability)
density functions or, more generally, with (probability) measures. Their temporal evolution is
described with partial differential equations, which, in the context of interacting multiparticle
systems, involve nonlinear integral terms. There are two types of continuum descriptions of active
matter that we employ. The first one is the kinetic one. It is concerned with the description of a
system in terms of a density function that depends on all phase space variables. The second type
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of continuum description is the hydrodynamic one. This theory describes an active matter system
with a set of a small number of fields that depend on spatial information only, in contrast to the
kinetic theory. For example, one often considers fields that describe spatial distribution of particles,
momenta, polar, or nematic orders.
The third part of the thesis is about the development of numerical schemes, dedicated to con-
tinuum limit equations of interacting multiparticle systems. These are nonlinear partial integro-
differential equations that require dedicated analysis due to their complexity. The numerical schemes,
we developed, consider such properties of the approximate solution as positivity preservation, physi-
cal conservations, and free energy dissipation. With such a numerical scheme at hand, we study true
continuum limit behavior of original finite size particle models as well as related phase transitions
without finite size effects.
The fourth part of the thesis covers the experimental work on the swarming of B. subtilis
as a controlled system of in vitro active matter. This part includes preparation and execution of
experiments, image processing, multitarget tracking, and mathematical modeling of a kind described
above. We establish protocols for the swarming of B. subtilis in microfluidic polydimethylsiloxane
channels as well as on agar plates, which are straightforward to reproduce. This results in a sequence
of images per experiment, which we afterwards expose to multitarget tracking algorithms to retrieve
each bacterium’s trajectory. This knowledge allows us to construct models that provide collective
behavior closer to the natural setup. Unlike the standard active matter models, the description of
bacterial swarming in a confined environment requires the consideration of bacterium’s physical
shape. This is often achieved by modeling a bacterium as a self-propelled rod.
Z U S A M M E N F A S S U N G
Die Dissertation untersucht das Entstehen von kollektivem Verhalten in großzahligen Multiagen-
tensystemen. Beispiele für solche Dynamik sind ubiquitär. Die bekanntesten darunter sind makro-
skopische Phänomene wie Vogelschwärme, Fischschwärme und Insektenschwärme. Zu anderen
verbreiteten Manifestationen kollektiver Dynamik auf der Makroskala gehören Schafherden, Men-
schenmassen, Roboterschwärme usw. Auf der Mikroskala finden wir häufig geordnete Bewegung
in biologischen Systemen wie etwa Bakteriensuspensionen und Zellschichten, sowie in nicht-
biologischen Systemen wie etwa geschüttelte granulierte Stäbe und kolloidale Partikel. Eines der
faszinierenden Merkmale aller genannten Systeme ist, dass sie aus Bestandteilen völlig unter-
schiedlicher Natur bestehen, aber dennoch ein qualitativ ähnliches Verhalten als Ganzes erzeugen.
Diese Bestandteile haben eine gemeinsame Eigenschaft, nämlich dass sie in der Lage sind, sich
selbst anzutreiben, indem sie entweder eine intrinsische Energiequelle nutzen oder diese aus der
Umgebung verbrauchen. Solche Systeme werden allgemein als aktive Materie bezeichnet. Un-
sere Vorgehensweise zur Untersuchung von aktiven Materie basiert in erster Linie auf Theorien
nichtlinearer dynamischer Systeme und der statistischen Physik. In unserer Forschung legen wir
besonderen Wert auf die Nonlokalität der Interaktionen. Das sind nämlich die Interaktionen, die auf
Zwischenbereichen in Bezug auf die Systemgröße definiert sind, im Gegensatz zu engsten Nachbar-
und All-to-All-Interaktionen.
Der erste Teil dieser Dissertation befasst sich mit der Analyse von Aktive-Materie-Systemen
im Hinblick auf Partikelmodelle finiter Größe. Jedes Teilchen dient als Abstraktion für einen zu-
grundeliegenden Bestandteil, z.B. einen der oben beschriebenen, und kann als eine Sammlung von
Variablen verstanden werden, die die relevanten Informationen des Teilchen beschreiben, z.B. seine
Position, Geschwindigkeit, Orientierung usw. Anschließend wird die Bewegung eines Teilchens
mit nichtlinearen Differentialgleichungen beschrieben. An diesem Punkt wird eine Unterscheidung
getroffen. Zunächst kann das resultierende kollektive Verhalten eine Folge der intrinsischen, deter-
ministischen nichtlinearen Dynamik selbst sein. In diesem Fall wird die Bewegung eines Teilchens
mit gewöhnlichen Differentialgleichungen beschrieben, und wir verwenden die Werkzeuge nicht-
linearer dynamischer Systeme, um die resultierende Bewegung zu charakterisieren. Dazu gehört
die Beschreibung von Fixpunkten, periodischen Bahnen und Attraktoren, von denen jeder einem
bestimmten kollektiven Bewegungsmuster entspricht, sowie von Bifurkationen, die uns Einsicht
in ihre Stabilität verleihen. Zweitens sind kollektive Phänomene in der natürlichen Umgebung
zwangsläufig verschiedenen internen und externen Störungen unterworfen. Um dies zu berück-
sichtigen, werden Gleichungen der Teilchenbewegung verallgemeinert, um stochastische Kräfte
einzubeziehen. Auf diese Weise werden die Teilchen als stochastische Prozesse modelliert und ihre
zeitliche Entwicklung wird mit stochastischen Differentialgleichungen beschrieben. Die wichtige
Frage in der Theorie von aktiven Materie ist die Stabilität der kollektiven Bewegung gegenüber
Rauschen und Phasenübergänge zwischen verschiedenen kollektiven Bewegungsmustern.
Im zweiten Teil der Dissertation wird die Kontinuumsbeschreibung großskaliger interagierender
Mehrteilchensysteme diskutiert. Wenn die Anzahl der Partikel groß wird, wird die Beschreibung
ihrer Dynamik in Form von Partikelmodellen finiter Größe ineffizient. Um in solchen Fällen eine
effizientere Systembeschreibung zu finden, beobachten wir, dass, wenn die Anzahl der Partikel
zunimmt, sie die interessierende Domäne feiner abdecken und unter einer geeigneten Skalierung
das gesamte Gebiet im Grenzfall der unendlichen Populationsgröße abdecken. Wir realisieren
dies, indem wir von einem statistischen Ansatz ausgehen, in dem wir die Wahrscheinlichkeit
bestimmen, ein Teilchen an einem bestimmten Punkt des Phasenraums zu einem bestimmten
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Zeitpunkt zu finden. In einem solchen Grenzfall wird die kollektive Bewegung von wechselwirken-
den Mehrteilchensystemen durch (Wahrscheinlichkeits-)Dichtefunktionen oder allgemeiner durch
(Wahrscheinlichkeits-)Maße beschrieben. Ihre zeitliche Entwicklung wird durch partiellen Differen-
tialgleichungen beschrieben, die im Zusammenhang mit wechselwirkenden Mehrteilchensystemen
nichtlineare Integralterme beinhalten. Es existieren zwei Arten von Kontinuumsbeschreibungen der
aktiver Materie, die wir verwenden. Die erste ist die kinetische. Sie befasst sich mit der Beschrei-
bung eines Systems in Form einer Dichtefunktion, die von allen Phasenraumvariablen abhängt. Die
zweite Art der Kontinuumsbeschreibung ist die hydrodynamische. Diese Theorie beschreibt ein
Aktive-Materie-System mit einer Menge von einer kleinen Anzahl von Feldern, die im Gegensatz
zur kinetischen Theorie nur von räumlichen Informationen abhängen. Beispielsweise berücksichtigt
man oft Felder, die die räumliche Verteilung von Teilchen, Momenta, polaren oder nematischen
Ordnungen beschreiben.
Der dritte Teil der Dissertation befasst sich mit der Entwicklung numerischer Schemata, die sich
mit Kontinuum-Grenzgleichungen interagierender Mehrteilchensysteme befassen. Dabei handelt es
sich um nichtlineare partielle Integro-Differentialgleichungen, die aufgrund ihrer Komplexität eine
dedizierte Analyse erfordern. Die von uns entwickelten numerischen Schemata berücksichtigen
Eigenschaften der Näherungslösung wie etwa Positivitätserhaltung, physikalische Erhaltungsgrößen
und freie Energiedissipation. Mit einem solchen numerischen Schema untersuchen wir das wahre
Kontinuum-Grenzverhalten der ursprünglichen Partikelmodelle endlicher Größe sowie die damit
verbundenen Phasenübergänge ohne endliche Größeneffekte.
Der vierte Teil der Dissertation umfasst die experimentellen Arbeiten zum Schwärmen von B.
subtilis als kontrolliertes System von in vitro aktiven Materie. Dieser Teil umfasst die Vorbereitung
und Durchführung von Experimenten, Bildverarbeitung, Multitarget Tracking und mathematische
Modellierung der oben beschriebenen Art. Wir erstellen Protokolle für das Schwärmen von B.
subtilis in mikrofluidischen Polydimethylsiloxankanälen sowie auf Agarplatten, die einfach zu
reproduzieren sind. Daraus ergibt sich eine Sequenz von Bildern pro Experiment, die wir anschlie-
ßend Multitarget Tracking-Algorithmen aussetzen, um die Flugbahn jedes Bakteriums zu ermitteln.
Dieses Wissen erlaubt es uns, Modelle zu konstruieren, die ein kollektives Verhalten ermöglichen,
das dem natürlichen Aufbau näher kommt. Im Gegensatz zu den Standardmodellen für aktive
Materie erfordert die Beschreibung von Bakterienschwärmen in einer begrenzten Umgebung die
Berücksichtigung der physischen Form des Bakteriums. Dies wird oft durch die Modellierung eines
Bakteriums als selbstangetriebener Stab erreicht.
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1I N T R O D U C T I O N
1.1 T H E S I S OV E RV I E W A N D C O N T R I B U T I O N S
In this thesis, we investigate collective motion of nonlocally interacting active particle systems.
We need to clarify several points of this statement. First, a particle can generally be any living or
nonliving entity that changes its states over time but we are primarily concerned with particles whose
description involves physical coordinates in two or three dimensions, such as birds, fish, robots,
bacteria, or colloids. This allows us to consider interactions between particles on qualitatively
different scales, i.e., global, local, or nonlocal, by introducing a relevant distance measure. Note
that we usually call interactions on intermediate scales ’nonlocal’ but one might come across the
formulation ’nonglobal’ when it should be contrasted to the global ones. Second, active matter
theory considers any particles that convert some energy source into motion but we will consider only
those particles that are able to perform self-propulsion, i.e., correlated directed motion. The class of
such models is known as self-propelled particle (SPP) models. As a last remark, collective motion
itself encompasses many qualitatively different types of spatio-temporal behavior in SPP systems.
This includes spatially homogeneous polar or nematic motion as well as spatially inhomogeneous
traveling bands, vortical arrays, number density fluctuations, and so on. Therefore, by collective
motion, we generally mean any correlated motion of a subset of particles in space or time.
The key moment in the development of active matter was the introduction of the Vicsek model
(VM). It is a simplistic discrete-time SPP model that captures the emergence of polar order.
According to this model, each particle moves with a constant speed and adjusts its orientation to
the one averaged across its neighborhood. Later, it was shown that under an appropriate scaling,
this model was able to be written in a time-continuous form. We have noticed that by writing the
differential equations for the velocity direction and omitting particle coordinates (which can be
done without loss of generality for spatially homogeneous configurations), one obtains a model that
is well-known in the theory of oscillatory networks as the Kuramoto model (KM). One of the recent
achievements for this model was the discovery of novel kind of spatio-temporal dynamics that was
called chimera states. This dynamics is characterized by simultaneous existence of synchronized
and chaotic subpopulations of oscillators despite their identical nature. In order to observe such
chimera states, one has to introduce a phase lag into the coupling between oscillators as well as
consider only nonlocal interactions. By following this idea, we have generalized a time-continuous
version of the VM and obtained a model capable of yielding the novel types of SPP motion which
we call self-propelled chimera states due to their qualitative resemblance to chimera states from
the KM if considering only particle’s direction of motion. The detailed description of this class of
collective motion from the point of view of the nonlinear dynamics theory is presented in Chapter 2.
Until recent times, the study of active matter primarily considered the motion of linear swimmers,
i.e., particles that exhibit self-propulsion without rotations. For such models, many spatially
inhomogeneous collective motion have been found, e.g., traveling bands, high-density clouds,
vortex arrays, to name a few. One of the recent activity in the theory of active matter has been
towards similar development for chiral particles, i.e., the ones that are able to self-rotate. However,
the amount of spatially inhomogeneous dynamics, exhibited in such models, was not as rich as for
the linear active matter. This gave us an idea that if we consider our aforementioned model as an
active particle model, it would be of chiral type due to implicit rotations that particles undertake
1
2 I N T RO D U C T I O N
upon interactions influenced by the phase lag. Indeed, this formulation eventually allowed us to
discover a wide range of new spatially inhomogeneous chiral active matter patterns such as traveling
bands, clouds, and vortices that consist of constantly rotating particles. Unlike the previous work
on self-propelled chimera states, here we investigated the finite size particle model in a purely
stochastic setup, which is discussed in Chapter 2. However, in order to reveal all those patterns in
the first place, we needed to consider the continuum limit formulation of interacting particle systems.
Its derivation from a particle model as well as related spatially homogeneous analytic solutions
are presented in Chapter 3 from the point of view of the kinetic theory and in Chapter 4 from the
point of view of the hydrodynamic theory. Based on the knowledge of such analytic solutions, we
were able to perform linear stability analyses against spatially inhomogeneous perturbations that
allowed us to find parameter domains where spatially inhomogeneous patterns arise. We discuss
such an analysis in Chapter 5. The hydrodynamic theory, resulted from applying a large diffusion
approximation, did not yield much insight into pattern formation mechanisms for the particle system
under consideration. As such, we turned to an alternative approach to formulate the hydrodynamic
equation by applying the Ott-Antonsen (OA) ansatz, which proved useful in the investigation of
oscillatory dynamics in the Kuramoto model. Formulation of hydrodynamic description using the
OA reduction can be found in Chapter 5.
Recent developments in the theory of network oscillators revealed yet another interesting phe-
nomenon. Under second order rules of motion, some oscillators might detach from a completely
synchronized group and assemble in a new group, which is internally also synchronized. This
kind of dynamics became known as a solitary state. Continuing our work on chimera states, we
generalize our self-propelled particle model to the second order for orientation and investigate
the resulting dynamics. As a first step in that direction, we primarily concentrate on a regime of
spatially homogeneous distribution of particles. Thereby, we combine theories of active matter and
network oscillators. Our analysis shows how solitary states with arbitrary numbers of particles arise,
how they behave under the influence of noise, and how they manifest themselves in the mean-field
limit, i.e., with interactions kept global. We discuss these matters in Chapter 2.
The continuum limit of interacting active particles is described in terms of nonlinear partial
integro-differential equations. The efficient numerical analysis of such equations requires integration
schemes specifically dedicated to the problem at hand. Therefore, in order to be able to proceed
with the investigation of our active matter models, we derived particular finite volume methods
(FVMs) that allowed us to observe the aforementioned particle dynamics in the continuum limit
without finite size effects. The main ideas behind these methods were positivity preservation of
solutions, conservation of mass, and the dissipation of free energy. The details on our FVMs are
presented in Chapter 6.
As part of this thesis, we conducted experiments with bacterial swarming in microfluidic environ-
ments. Our end goal is to apply the developed theories of interacting particles to a system of natural
origin. We established a protocol to observe the swarming of B. subtilis in polydimethylsiloxane
channels of 1µm height. This setup was chosen to restrict bacteria to two-dimensional motion
in order to perform meaningful image acquisition with positions of all bacteria observable. The
experiments provide us with sequences of images representing bacterial cultures in consecutive
time points. By developing a multitarget tracking procedure with data association, we can extract
trajectories of each single bacterium during the run of an experiment. For modeling of bacterial
swarming, we formulated a self-propelled rods model, commonly applied to such systems. This
part belongs to the ongoing research and its discussion is presented in Chapter 7.
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1.3 P R E L I M I N A R I E S
1.3.1 Nonlinear Dynamical Systems
When we describe motion of interacting particles, we prescribe a specific rule according to which
every particle moves. In general, in the theory of nonlinear dynamics, dynamical systems can be
divided in two classes. The first one considers ordinary differential equations (ODEs) where time
is continuous and the second one considers discrete maps where time is discrete. For a beautiful
introduction to this theory please refer to (S. Strogatz 2007) and for more advanced topics see
(Coddington and Levinson 1955; Guckenheimer and Holmes 2002; Hale 2009; Izhikevich 2007;
Jordan et al. 1999; Katok and Hasselblatt 1997; Kuznetsov 1998; Robert L. Devaney et al. 2004;
Wiggins 2003). In this thesis, we will discuss interacting particle systems that evolve in continuous
time.
Let us proceed by an example. We consider a system with N particles, each of which is described
as an S-dimensional function of time. For example, we will regularly consider particles moving
in two dimensions with constant velocity magnitude but varying orientation. Therefore, it is
sufficient to describe a particle as a S = 3-dimensional vector pi ∈ Ω, i = 1, . . . , N whose
components denote two spatial coordinates and one angular coordinate and where Ω denotes some
three-dimensional space. Temporal evolution of such a particle system is defined by
d
dt
pi = qi(p1, . . . , pN ), i = 1, . . . , N, (1.3.1)
where qi : ΩN → Ω, i = 1, . . . , N are velocities, together with an initial condition
pi(0) = pi,0, i = 1, . . . , N, (1.3.2)
where values pi,0, i = 1, . . . , N are known. The problem of solving Eq. (1.3.1) with a given initial
condition Eq. (1.3.2) is called an initial value problem or a Cauchy problem for (1.3.1). The space Ω
constitutes the phase space of one particle whereas the space ΩN constitutes the phase space of the
whole particle ensemble. Note that for an interacting particle system, each function qi, i = 1, . . . , N
depends on the information about other particles which makes the ODE coupled. In general, the
right hand side of Eq. (1.3.1) may depend on time but our discussion will not consider such cases.
In the theory of differential equations, the existence and uniqueness of solutions for (1.3.1) is
guaranteed if the velocity functions qi, i = 1, . . . , N are continuously differentiable, i.e., they are
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continuous and their partial derivatives with respect to all particles’ state variables are continuous
on some open connected set D ⊂ ΩN . There are other existence and uniqueness theorems
(Guckenheimer and Holmes 2002; Robert L. Devaney et al. 2004) that are less restrictive than
continuous differentiability but for our purposes, this is sufficient. In most cases, interacting particle
systems such as (1.3.1) are nonlinear and we cannot find its analytical solutions. Instead, a lot of
our knowledge of how particles behave comes from numerical analysis. The most common scheme
that we will use is the Runge-Kutta method (E. Wanner et al. 2002).
From the practical point of view, particles in natural environments are always subject to external
perturbations. To account for that we consider particles to be stochastic processes and reformulate
the interacting particle system (1.3.1) as a system of stochastic differential equation (SDE)
dpi = qi(p1, . . . , pN ) dt+DdWi, i = 1, . . . , N, (1.3.3)
where stochastic forces are accounted for by a family of independent Wiener processes (Wi(t))t≥0
and D is a matrix that accounts for noise strength acting in different phase space domains. Note
that Wi, i = 1, . . . , N are vector-valued quantities since they generate perturbations that generally
act on all components of pi, i = 1, . . . , N . For an introduction to the theory of stochastic processes,
please refer to (Øksendal 2003; Särkkä and Solin 2019). However, our interest in this theory is
practical. The reader interested in numerical analysis of such systems may refer to (Platen and
Bruti-Liberati 2010).
1.3.2 Partial Differential Equations
Let us consider a function f that depends of several variables, which we will denote as an N -
dimensional vector p ∈ RN . If this function changes with respect to at least two of them, we deal
with partial differential equations (PDEs). PDEs are equations that involve partial derivative terms
and the order of the highest derivative n is the order of the PDE. In this thesis, we will consider
PDEs of first and second orders. For the comprehensive theory on general PDEs, please refer to
(G. Evans, Blackledge, and Yardley 1999; L. Evans and Society 1998; Zauderer 2011). Therefore,
let us first consider the first-order case, i.e., n = 1. For simplicity, let us also set the number of
independent variables N = 3 + 1 so that we can expand p = (x1, x2, x3, t) ∈ R3 × R+. Note that
we often separate the time variable from the rest of the independent variables and this covers most
of the cases covered in this thesis. Thereby, we consider a first-order PDE of four variables that in a
general form reads
A0∂tf(x1, x2, x3, t) +
3∑
i=1
Ai∂xif(x1, x2, x3, t) +A4 = 0,
where functions Ai, i = 0, . . . , 4 are given and we assume that they are nonzero. Note that if all
these coefficients do not depend on the function f and its partial derivatives, such a PDE is called
linear. Otherwise, we will call it nonlinear. It is not convenient to have a multiplier in front of the
time derivative so that we eliminate it to obtain
∂tf(x1, x2, x3, t) +
3∑
i=1
ai∂xif(x1, x2, x3, t) + a4 = 0, (1.3.4)
where ai = Ai/A0, i = 1, . . . , 4. In this thesis, we will prefer the vector notation for the above
summation. Namely, let x := (x1, x2, x3), a := (a1, a2, a3), and ∇x := (∂x1 , ∂x2 , ∂x3). Thus, we
can write Eq. (1.3.4) as
∂tf(x1, x2, x3, t) + a · ∇xf(x1, x2, x3) + a4 = 0, (1.3.5)
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This equation is called the transport equation. The coefficients in front of the partial derivative
terms function as vector components in respective dimensions. One can show that with a4 = 0, the
transport Eq. (1.3.5) has a solution of the form
f(x, t) = f0(x− at), (1.3.6)
where f0 is a known initial condition. Solutions of this type are called traveling waves solutions
where the velocity vector a defines its propagation front. They will be encountered during our
analysis of continuum limit equations for spatially homogeneous particle configurations.
Now let us consider a second-order PDE which in a general form reads
3∑
i=0
3∑
j=0
Aij∂xixjf(x1, x2, x3, x0) +
3∑
i=0
Bi∂xif(x1, x2, x3, x0) + C = 0, (1.3.7)
where Aij , i, j = 0, . . . , 3, Bi, i = 0, . . . , 3 and C are given. Note that for the sake of notation,
we have denoted time as x0 := t. The classification of second-order PDEs considers equations
of elliptic, parabolic, and hyperbolic types. Depending on the type, the qualitative behavior of
resulting solutions is different and this behavior is dependent on the higher-order derivative terms.
In order to establish the type of a given PDE, one considers a matrix composed of the coefficients
Aij in front of the second-order partial derivatives. Namely, let the matrix read A = (Aij)i,j=0,...,3.
We compute its eigenvalues λi, i = 0, . . . , 3. If all eigenvalues are of the same sign, i.e., ∀i λi > 0
or ∀i λi < 0, Eq. (1.3.7) is of elliptic type. If at least one of the eigenvalues is zero, i.e., ∃i λi = 0,
Eq. (1.3.7) is of parabolic type. If one of the eigenvalues differs in sign from the rest, i.e., ∃i λ < 0
or λ < 0 with λj > 0 or λj < 0, j ̸= i, respectively, then Eq. (1.3.7) is of hyperbolic type. Note that
for high-dimensional systems, it is possible that several eigenvalue have the opposite sign from the
rest. In such cases, one often refers to Eq. (1.3.7) as of ultrahyperbolic type (Zauderer 2011). The
distinctive feature of hyperbolic equations is that their solution can experience shocks even though
the equation itself does not contain discontinuous terms. On the opposite, elliptic and parabolic
equations are more regular so that given sufficiently regular conditions on Aij , i, j = 0, . . . , 3,
Bi, i = 0, . . . , 3 and C, their solutions will also be regular, except at the initial time (Zauderer 2011).
All of this can be shown using the theory of characteristic which are defined as the lines across
which shocks can propagate. However, in this thesis, we do not consider it in any detail and the
interested reader may refer to (L. Evans and Society 1998; Zauderer 2011) for sufficient discussion.
Note that in general, the matrix coefficients are not constant but depend on xi, i = 1, . . . , 3. This
results in that a PDE can be of different type in different domains. The continuum limit equations
discussed in this thesis are of parabolic type.
It is not convenient to have multipliers in front of the highest order time derivative. Moreover, we
do not encounter PDEs with mixed partial derivatives of time and space. Therefore, we normalize
the above equation by A0 and put Ai,0 = A0,i = 0, i = 1, . . . , 3. This leads to
∂x0x0f(x1, x2, x3, x0) +
3∑
i=1
3∑
j=1
aij∂xixjf(x1, x2, x3, x0) +
3∑
i=0
bi∂xif(x1, x2, x3, x0) + c = 0,
where aij = Aij/A00, i, j = 1, . . . , 3, bi = Bi/A00, i = 0, . . . , 3, and c = C/A00. Let us consider
several canonical examples. First, if we disregard all temporal information and put aij = 0, i ̸= j,
aii = 1, i = 1, . . . , 3, bi = 0, i = 0, . . . , 3, and c = 0, we obtain the Laplace equation
∆f(x1, x2, x3) :=
3∑
i=1
∂xixif(x1, x2, x3) = 0,
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which is an equation of elliptic type and where ∆ is known as the Laplace operator. Second, if we
omit the first term and put aij = 0, i ̸= j, aii = −1, i = 1, . . . , 3, b0 = 1, bi = 0, i = 1, . . . , 3 and
c = 0, we obtain the heat (or diffusion) equation
−∆f(x1, x2, x3, x0) + ∂x0f(x1, x2, x3, x0) = 0,
which is an equation of parabolic type. Third, if we put aij = 0, i ̸= j, aii = −1, bi = 0, i =
0, . . . , 3, and c = 0, we obtain the wave equation
∂x0x0f(x1, x2, x3, x0)−∆f(x1, x2, x3, x4) = 0,
which is an equation of hyperbolic type.
In this thesis, we discuss systems that consist of interacting particles. Each particle is described
with a position and an orientation. These are the variables that determine xi, i = 1, . . . , 3, described
above. Namely, it will often be the case that x1 and x2 denote coordinates from a spatial domain and
x3 denotes orientational (sometimes also called directional, angular) domain. We will mostly treat
the unknown function f as a probability density function. Thereby, f will quantify the probability
to encounter a particle at position (x1, x2) moving in the direction x3 at time t. In a general form,
it is governed by
a33∂x3x3f(x1, x2, x3, x0) +
3∑
i=0
bi∂xif(x1, x2, x3, x0) + c = 0,
which is an equation of parabolic type.
Nonlinear PDEs rarely have analytic solutions in the domain of interest. Therefore, for the
most interesting dynamics, we perform their numerical integration. For the purposes of this thesis,
we developed dedicated finite volume methods for the continuum limit equations discussed in
Chapter 6. For the reader interested in the theory on numerical analysis for PDEs, please refer to
(Anderson 1995; C. Hirsch 2006; Laney 1998; Moukalled, Mangani, and Darwish 2015; Schäfer
2006).
2A C T I V E PA R T I C L E D Y N A M I C S
2.1 R E P R E S E N TAT I O N O F AC T I V E M AT T E R A S S E L F - P RO P E L L E D PA RT I C L E S Y S -
T E M S
Synchronized motion of collectives of agents is a widespread phenomenon that can be encountered
both in nature and in artificially manufactured systems. The most remarkable examples include
bacterial swarming, flocking of birds, schooling of fish, human crowds, and robotic swarms
(Gompper et al. 2020; Vicsek and Zafeiris 2012). It is remarkable that all these systems can exhibit
similar synchronized behavior despite the inherent diversity of the constituent agents. In order
to understand what defines such behavior, we study minimal models of collective motion. Such
models often describe systems that are far from equilibrium and are referred to as active matter.
It has become a standard approach to analyze such systems with the Vicsek model (VM) (Vicsek,
Czirók, et al. 1995) in discrete time or ABP models in continuous time (Romanczuk et al. 2012).
Models of this type have been extensively analyzed and a number of spatially nonhomogeneous
structures like large scale traveling bands or irregular high density clouds have been reported (Chaté
et al. 2008; Farrell et al. 2012; Mishra, Baskaran, and Marchetti 2010; Nagai et al. 2015; O’Keeffe,
Hong, and S. H. Strogatz 2017; Solon, Chaté, and Tailleur 2015).
In this section, we start our discussion with the Vicsek model as the most simple model for
collective motion of active matter. However, we are interested in the study of time continuous
processes and, thus, derive a time continuous version of the Vicsek model. By constraining particle
motion to two dimensions, we obtain a model known as the Kuramoto-Vicsek model. That will be
the starting point for our generalizations.
2.1.1 The Vicsek model
The intensive study of active matter started after the introduction of the standard Vicsek model. It is
the model for polar particles interacting via polar alignment. It reads
ri(t+∆t) = ri(t) + v0vi(t)∆t (2.1.1a)
vi(t+∆t) = v̄i(t) +
√
2D∆tηi(t), (2.1.1b)
where v̄i(t) =
∑
j∈Biϱ
vj(t)
∥
∑
j∈Biϱ
vj(t)∥ is the mean velocity field generated by a neighborhood of radius ϱ,
which we define as
Biρ(t) := {j ∈ {1, . . . , N}\i | ∥rj(t)− ri(t)∥ ≤ ρ}.
Generally, the neighborhood of each particle is time dependent but we write Biϱ = B
i
ϱ(t) for brevity.
By the formulation of the model, we have |vi(t)| = |vi(t+∆t)|, which implies
(vi(t+∆t)− vi(t)) · (vi(t+∆t) + vi(t)) = 0.
Let us consider a projection operator P (v) = I − v ⊗ v based on any v ∈ Rd, where I is the
identity matrix and ⊗ denotes an outer product of two vectors. It’s application to another vector can
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be written as P (v)w = w − (w · v)v for any v, w ∈ Rd. Using this identity and subtracting vi(t)
from Eq. (2.1.1b), one obtains
vi(t+∆t)− vi(t) = P
(
vi
(
t+
∆t
2
))(
v̄i(t) +
√
2D∆tηi(t)
)
,
where vi(t + ∆t2 ) =
1
2 (vi(t) + vi(t + ∆t)). By dividing both sides by ∆t and taking the limit
∆t → 0, the left hand side converges to ∂vi(t)∂t . However, the right hand side does not seem to have
a well-defined limit. This is due to the fact that the time scale in the Vicsek model Eq. (2.1.1) is not
set. In fact, if one considers a two times smaller time step, particles would interact two times more
often; as a result, if one directs ∆t → 0, particles would interact infinite number of times. This
gives us an idea that we must replace the frequency factor ∆t−1 in front of the interaction term
with an appropriate one, which would stay finite in the limit. Let us denote it with σ. Thus, we
formally obtain in the limit
dri(t) = v0vi(t) dt
dvi(t) = P (vi(t))
(
σv̄i(t) dt+
√
2DdWi(t)
)
,
where Wi is the family of independent d-dimensional Wiener processes. In this formulation,
if the system of particles becomes less synchronized, the denominator of v̄i(t) decreases and
particles begin to interact faster in order to preserve the synchrony. However, we are interested
in the dynamics where particles influence equally one another. We can do that by changing
σ
∑
j∈Biϱ
vj(t)
∥
∑
j∈Biϱ
vj(t)∥ by σ
1
|Biϱ|
∑
j∈Biϱ
vj(t). As a result, we obtain the following time continuous
version of the Vicsek model Eq. (2.1.1):
dri(t) = v0vi(t) dt (2.1.2a)
dvi(t) = P (vi(t))
 σ
| Biϱ |
∑
j∈Biϱ
vj(t) dt+
√
2DdWi(t)
 . (2.1.2b)
If one considers a general particle interaction rule instead of the alignment in Eq. (2.1.2b) and
possibly relieves the restriction of constant particle speed, one usually refers to such a model as an
ABP one.
2.1.2 The Kuramoto-Vicsek model
The development of the previous section is valid for particles in a d-dimensional space. In the
theory of active matter, two- and three-dimensional problems are the ones with most importance.
First, we are going to concentrate on two-dimensional systems. Under the assumption that particle
velocities change only in direction, we can write vi(t) = (cosφi(t), sinφi(t)) ∈ S1 ⊂ R2, where
φi ∈ T is particle’s orientation. The description of particle dynamics in terms of Eq. (2.1.2) is
therefore redundant and we will seek for its representation in terms of φi. We note the following.
Since each particle changes its velocity only in direction, at each time point, its velocity vector vi
rotates around some axis ωi in the direction of dvi
ωi(t) = vi(t)× dvi(t).
If we multiply Eq. (2.1.2b) by vi from the left using a vector product and use P (v)w = w−(w ·v)v,
we find
ωi(t) =
σ
| Biϱ |
∑
j∈Biϱ
vi(t)× vj(t) +
√
2Dvi(t)× dWi(t).
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Since we constrain particles to move on a two-dimensional plane, ωi = (0, 0,dφi). By taking the
absolute value of the above expression, we obtain
dri(t) = v0vi(t) dt
dφi(t) =
σ
| Biϱ |
∑
j∈Biϱ
sin(φj − φi) dt+
√
2DdWi(t), (2.1.3)
where Wi, i = 1, . . . , N now denotes the family of 1-dimensional Wiener processes. This model is
known in the literature as the Kuramoto-Vicsek model due to the fact that the second equation in
Eq. (2.1.3) defines the well-known Kuramoto model for networks of phase oscillators (Kuramoto
1984).
According to this model, the system either converges to complete alignment or remains in a
disordered state. However, many of experimentally observed collective dynamics do not fall into
these two categories. More specifically, regular coherent and irregular disordered dynamics are seen
to be present simultaneously. Such coexistence of two disparate dynamical regimes is indicated, for
instance, in the milling of a small group of fish within a large school (Calovi et al. 2014) or in the
vortexing of microtubuli within a large collection of meandering microtubuli (Sumino et al. 2012)
or in the rotation of energized ferromagnetic colloids (Geyer, Morin, and Bartolo 2018; Kaiser,
Snezhko, and Aranson 2017). Related complex dynamics, such as rotating chains or moving bands
(Chaté et al. 2008), can only be reproduced in SPP models in the presence of a strong stochastic
driving term. A genuine coexistence of dynamical regimes in the absence of any stochastic forcing
has recently been found in networks of nonlocally coupled oscillators and termed chimera states. In
such a chimera state, groups of oscillators are synchronized while other oscillators undergo chaotic
dynamics. This regime was first observed in the Kuramoto-Sakaguchi model (Abrams and S. H.
Strogatz 2004; Kuramoto and Battogtokh 2002) of coupled phase oscillators that can be derived
from the complex Ginzburg-Landau equation (Kuramoto 1984). The existence of chimera states
has also been experimentally confirmed in optical (Hagerstrom et al. 2012; Larger, Penkovsky, and
Maistrenko 2015), chemical (Schmidt et al. 2014; Tinsley, Nkomo, and Showalter 2012; Totz et al.
2020) and mechanical (Kapitaniak et al. 2014; Martens et al. 2013) systems. In the next section, we
present how to obtain such states in the framework of two-dimensional SPP systems, starting from
Eq. (2.1.3).
2.2 S E L F - P RO P E L L E D C H I M E R A S TAT E S
ABP models usually describe the motion of linear swimmers. This implies that particles prefer to
move in a straightforward way rather than perform circular motion. Due to the lack of possibility
for a particle to deliberately undertake circular motion in such models, there has recently been an
increase of interest in a new class of models now known as chiral active matter (Bäuerle, Löffler,
and Bechinger 2020; Chen et al. 2017; Degond, Dimarco, and Mac 2014; Denk et al. 2016; Han
et al. 2017; Lei, Ciamarra, and Ni 2019; Levis, Pagonabarraga, and Liebchen 2019; Liebchen and
Levis 2017; Narinder, Bechinger, and Gomez-Solano 2018; Nourhani, Crespi, and Lammert 2015;
Souslov et al. 2017; Tociu et al. 2019). The most prominent examples of such motion are bacterial
swarming close to boundaries of a substrate (Lauga et al. 2006; Lemelle et al. 2010), irregular
vortex structures in dense suspensions of swimming bacteria (Sumino et al. 2012), swarming of
magnetotactic bacteria in a rotating magnetic field (Ērglis et al. 2007), swimming of sperm cells
(Friedrich and Jülicher 2007; Riedel, Kruse, and Howard 2005), and shimmering behavior of giant
honeybees against predatory wasps (Kastberger, Schmelzer, and Kranner 2008).
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2.2.1 Model
That said, we consider the following minimal extension of the Kuramoto-Vicsek model Eq. (2.1.3)
that allows us to generate chimera states. As before, we consider a system of N particles moving
with a constant speed in a unit square domain with periodic boundary conditions, according to the
equations of motion given by
ṙi = v(φi), φ̇i =
σ∣∣Biρ∣∣
∑
j∈Biρ
sin(φj − φi − α) (2.2.4)
with ri = (xi, yi) and v(φi) = (cosφi, sinφi), and the particles are assumed to have unit mass
and unit speed, without loss of generality. Each particle i interacts with all of its neighbors j within
a finite interaction range ρ, i.e., with all particles falling in the disk
Biρ := {j | (xi − xj)2 + (yi − yj)2 ≤ ρ2}.
The alignment is controlled by the coupling coefficient σ and the size of neighborhood
∣∣Biρ∣∣. We
can consider equation Eq. (2.2.4) as a generalization of the Kuramoto model in the sense that
oscillators are augmented to be motile (Leonard et al. 2012; O’Keeffe, Hong, and S. H. Strogatz
2017). Following this idea, we introduce the additional phase lag parameter α that originally
allowed to observe chimera states in the Kuramoto-Sakaguchi model. In the context of SPPs, this
parameter eventually induces a circular motion for the aligned group of particles. When α = 0, the
dynamics reduces to the Vicsek model in polar coordinates (A. A. Chepizhko and V. L. Kulinskii
2009; Degond and Motsch 2008). As mentioned earlier, the uniqueness of our model is that it
admits the coexistence of aligned and nonaligned collectives of particles. We call such a behavior a
self-propelled chimera state.
It has been shown that in the presence of noise the standard Vicsek model exhibits the formation
of localized, traveling, high-density, and high-order structures, such as bands and sheets, or even
blobs due to hydrodynamic interactions but at sufficiently large noise amplitudes (Chaté et al. 2008;
Nagai et al. 2015). We emphasize that our situation is different: coherent localized structures due to
Eq. (2.2.4) arise solely because of internal nonlinear interactions imposed by nonlocal coupling
in the complete absence of noise. It should be mentioned that interesting patterns such as traffic
jams, gliders, and static bands can be found for a simple swarming model with ferromagnetic
alignment mechanism and volume exclusion (Peruani et al. 2011); however, these patterns do not
constitute chimera states since such a model does not introduce phase synchronization. Moreover,
if the alignment and antialignment are controlled depending on the range of interaction, coherent
structures such as periodic vortex arrays may be produced (Großmann, Romanczuk, et al. 2014).
2.2.2 Behavior
Results of direct numerical simulation in the two-parameter plane of coupling radius ϱ and phase lag
α are presented in the phase diagram in Fig. 2.1 obtained with the help of the continuation method
(see the details of its implementation in (Kruk, Maistrenko, and Koeppl 2018)). The diagram
reveals the existence of different chimera states in a considerable domain at intermediate radii ϱ
and at phase lags α close to π/2. For smaller α or larger ϱ (the top left region), complete phase
synchronization occurs, which is an analog to the standard Vicsek model. On the contrary, for α
close to π/2 and very small ϱ, as well as for α ≥ π/2 the behavior of the system is chaotic (the
region on the right).
We observe two types of chimera states (see videos S1 and S2 under (https://www.
youtube.com/playlist?list=PLjL7stT6PH4x1qpj_fFa2Rx5bI6EygOuw n.d.)
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Figure 2.1: Phase diagram for model Eq. (2.2.4) in the (α, ϱ) parameter plane. Localized (LC) and nonlo-
calized (NLC) chimeras exist in yellow (light gray) and blue (dark gray) regions, respectively. Snapshots
demonstrate typical chimera regimes, i.e., A*=(1.54, 0.3), B*=(1.5, 0.03), respectively. Particles are colored
with respect to averaged phase velocity ⟨φ̇⟩ (cf. Fig. 2.2(a) and (c); averaging time is t = 5 time units; see
videos S1 and S2 under (https://www.youtube.com/playlist?list=PLjL7stT6PH4x1qpj_
fFa2Rx5bI6EygOuw n.d.)) subject to binary thresholding. Intermittent behavior is characteristic for the
neighboring region (oblique hatching). The region to the left leads to complete phase synchronization (SYNC)
and the region to the right leads to full disorder (CHAOS). The lines A1-A2 and B1-B2 are used in Fig. 2.5 for
order parameter description. Other parameters are σ = 1.0, N = 1000.
for their temporal dynamics). Both types are classified as chimeras since they possess the partial
synchronization property with respect to the direction of motion φ ∈ T. This property is similar
to phase synchronization of the Kuramoto-Sakaguchi model. However, the addition of the spatial
equations reveals new possibilities for the group behavior. The first chimera type is characterized
by the formation of a peculiar coherent and localized group. We call it a localized chimera (see
the inset A* in Fig. 2.1 and Fig. 2.2(a),(b)). Notably, this regime exists for a parameter region of
only an intermediate interaction range ϱ (Fig. 2.1, yellow (light gray) region). The second type
of chimeras is characterized by partial phase synchronization but without any spatial localization.
We call it a nonlocalized chimera (see the inset B* in Fig. 2.1 and Fig. 2.2(c)). It can be obtained
for a distinct parameter domain of relatively larger size (blue (dark gray) region). In addition to
the above two, the oblique hatched region corresponds to an intermittent system behavior between
other states. Interestingly, at the center of this domain, multiheaded chimeras, which comprise
two or more separate coherent groups, can be found. However, such multiclustered structures are
unstable and always disintegrate in the current setup. Thus, we do not focus on them further.
In all the simulations, the initial positions and directions of particles were drawn from uniform
distribution if not mentioned otherwise. First, we describe the evolution scenario for the localized
chimera case. In the initial stage (Fig. 2.2(a),(b) at t1), while the system tries to synchronize,
none of the particles show any considerable increase in phase velocity (a flat ⟨φ̇⟩ profile), there
is no visible group having the same traveling direction (a scattered ⟨φ⟩ profile), and there is no a
priori benchmark point to calculate the localization measure (a profile in Fig. 2.2(b)). Meanwhile,
particles gradually polarize and when the polarization is sufficiently large, the particles try to form
a huge disk-shaped group, whose radius corresponds to the radius of interaction ϱ. That group
consists of the majority of particles. The profiles in Fig. 2.2(a) at t2 reveal its emergence. All
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Figure 2.2: Emergence of chimeras. (a) Space-time plot for a localized chimera, based on the averaged
phase velocity. Along with it, profiles of averaged phase velocity ⟨φ̇⟩ and averaged phase ⟨φ⟩ are provided
for time points from characteristic periods of formation. (b) Space-time plot for a localized chimera, based
on the averaged value of distance from a particle position to a point of maximum density. Along with it, the
corresponding profiles are provided at the same times as in (a). (c) Space-time plot for a nonlocalized chimera
in the same manner as in (a). Particles are reordered identically at every time step with respect to the value of
averaged angular velocity from (a) or (c), (b) is ordered according to (a). Temporal averaging is t = 10. Time
points for (a) and (b) are t1 = 50, t2 = 255, and t3 = 1500; time points for (c) are t1 = 50, t2 = 210, and
t3 = 1500. Parameters: (a),(b) σ = 1.0, ϱ = 0.3, α = 1.54; (c) σ = 1.0, ϱ = 0.03, α = 1.5.
particles in that group are directed similarly and are synchronized (flattened regions in the middle
of the profiles). It appears that the group can not be maintained for a long time and many particles
leave it until a smaller highly dense spot remains. That spot is stable and it is well distinguished
from the other particles by the plateaus in each profile of Fig. 2.2(a),(b) at t3.
The evolution of a nonlocalized chimera is qualitatively similar till the so-called point of max-
imum synchronization (see the definition in the next section). After that point (Fig. 2.2(c) at
t2), the dense disk-shaped group does not emerge. The system stalls in such a situation and the
synchronized but scattered group remains.
In the case of the scenario with localization, when the dense spot of synchronized particles
appears, particles from that spot follow a quasicircular trajectory while others fill the rest of the
space uniformly (cf. Fig. 2.3(a),(b)). In such a setup, the phase dynamics in that synchronized
group can be approximated as a combination of coherent and incoherent terms. A coherent term is
imposed by all the particles which constitute the group. An incoherent term is imposed by all other
desynchronized particles. Thus, we have
φ̇i = −σγi sinα+
σ
| Biϱ |
∑
j∈Biϱ\Nc
sin(φj − φi − α),
where γi =| N ic | / | Biϱ | is the fraction of coherent particles N ic in the neighborhood Biϱ of the
particle i. Since every synchronized particle moves approximately along a circular trajectory, its
velocity vector can be assumed to have only a tangential component. The tangential component
of a particle on a circle is equal to ξiφ̇i, where ξi is the radius of rotation of that particle. Thus,
∥vi∥ = ξiφ̇i.
Throughout the paper, we assume that particles have unit speed. Therefore, the radius for the
coherent group can be estimated approximately as
ξ(σ) ≈ (σγ sinα)−1 , (2.2.5)
where γ = ⟨γ⟩Nc,t is the average of γi with respect to the group of coherent particles Nc and
with respect to one rotational cycle of that group. The dependence of ξ on σ can be seen from
Fig. 2.3(c) obtained directly from simulations and also obtained by the given approximation. We
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Figure 2.3: Localization traits of a localized chimera. (a) Traces of all particles over time (t = 100). Light
circular trajectories indicate the motion of particles from a synchronized group whilst the dark background of
considerable nonzero mass indicates the uniform spreading of the rest of chaotic particles. The color code
corresponds to the number of particles at a particular position, normalized by the number of particles N and
by the averaging time. Coupling strength is σ = 4 in order to keep the whole circular trajectory inside a
simulation box. (b) Image of trajectories for one particle from a localized cluster (black circle in the middle)
and for five different particles from the chaotic cluster (here σ = 1) for unrolled periodic boundary conditions.
The tracking time is t = 100. (c) Radius of rotation ξ for particles from a localized group as a function of the
coupling strength σ. (d) Number of particles, which leave and join the synchronized cluster, per cluster cycle
(≈ 10 time units) per population size. Other parameters are ϱ = 0.3, α = 1.54, N = 1000.
see an agreement of both these methods, which supports the validity of the approximation. It should
be indicated that the averaged parameter γ is not a constant in Eq. (2.2.5) but depends on σ itself.
It is because the coupling strength σ influences the shape and size of the localized group, thus,
controlling N ic and γi of each particle.
Particles that are not in the coherent group are uniformly distributed over the whole space
(Fig. 2.3(a), dark uniform background) exhibiting a kind of chaotic itinerancy (Fig. 2.3(b)). Such
particles periodically try to follow the circular rotations of the coherent group but generally fall
off after some time and continue wandering around. It appears that the synchronized group does
not consist of the same set of particles all the time. Chaotic particles influence that group in
a destabilizing manner (its explanation can be found in (Kruk, Maistrenko, and Koeppl 2018)),
forcing some particles to leave it. But in addition, the chaotic cluster as a whole tries to synchronize,
thus introducing new particles into the coherent group. As a result, over time, there are particles
that leave and join that group (Fig. 2.3(d)). This behavior leads to small fluctuations in the group
size. The fine balance between escape and capture phenomena enables existence of chimeras for an
indefinite time.
We computed the local Lyapunov spectra Λx,Λy, and Λφ for both chimera types (Fig. 2.4(a)
for a localized chimera, Fig. 2.4(b) for a nonlocalized chimera) to confirm that such dynamics are
truly chaotic. Particles’ indexes are ordered with respect to ⟨φ̇⟩ in accordance with Fig. 2.2(a),(c),
respectively. In case of the localized chimera, the values of Λx and Λy for the synchronized particles
remain around 0 and the values of Λφ are slightly negative. For the rest of the particles, first two
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Figure 2.4: Local Lyapunov exponents. (a) Local Lyapunov spectra Λx,Λy , and Λφ in a localized chimera
case for all particles for x,y,φ variables, respectively. The exponents were computed after 100 time units
after the chimera has been formed. Particles are ordered with respect to ⟨φ̇⟩ in the same manner as in
Fig. 2.2(a). Other parameters are σ = 1.0, ϱ = 0.3, α = 1.54. (b) Local Lyapunov spectra Λx,Λy , and Λφ in
a nonlocalized chimera case for all particles for x,y,φ variables, respectively. The exponents were computed
after 10 time units after the chimera has been formed. Particles are ordered with respect to ⟨φ̇⟩ in the same
manner as in Fig. 2.2(c). Other parameters are σ = 1.0, ϱ = 0.03, α = 1.5.
spectra are negative while the third one is mostly positive. Thus, since the spectrum contains
positive exponents, the nature of the system is chaotic. In case of the nonlocalized chimera, Λx and
Λy hardly show any distinction between synchronized and desynchronized groups of particles. The
directional spectrum Λφ clearly shows negative values for the synchronized cluster and positive
values for the chaotic cluster but it has a high variation. Such a high variation can be explained by
the fact that both clusters occupy all the space and influence mutual dynamics to a great extent. By
the same reasoning, the system is chaotic in this regime too.
2.2.3 Summary statistics
One of the important characteristics to describe collective motion in coupled systems is the complex
order parameter (Pikovsky, Rosenblum, and Kurths 2003a)
Z(t) = R(t)eiΘ(t) =
1
N
N∑
j=1
eiφj(t),
where R(t) and Θ(t) can be considered to represent the magnitude and phase of the averaged
particle velocity, respectively. The magnitude allows to learn the extent of polarization in the
system.
Starting from random initial conditions, particles always begin to synchronize. This behavior is
well observable from the evolution of R(t) (cf. Fig. 2.5(a),(b)). The polarization of the system con-
tinues till a certain point after which it either decreases or remains at the same level approximately.
The time point when it occurs is called the point of maximum synchronization tmax. The stages of
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Figure 2.5: Summary statistics for chimera states. Evolution of the order parameter magnitude R over time
for (a) localized and (b) nonlocalized chimeras. Temporal averaging of t = 10 is applied. Insets indicate
changes in the synchronization level along the lines A1-A2 and B1-B2 from Fig. 2.1. (c) The time of maximum
synchronization quantified through R versus phase lag α, for different radii ϱ ∈ {0.1, 0.3, 0.5}. (d),(e) Pair
distribution functions for the localized and nonlocalized chimeras, respectively. Other parameters are the same
as in Fig. 2.2.
the system evolution for both chimera types, described in the previous section, can be observed
here additionally, with t2 = tmax.
The qualitative difference of the order parameter dynamics between the two scenarios is the
following. For a localized chimera, there is always a pronounced peak at tmax. But shortly afterwards,
it drops. This happens when the big disk-shaped group shrinks into a dense spot. It can be seen that
it is not the case with a nonlocalized chimera where the maximum synchronization is preserved
at the same level approximately. It is also worthwhile to notice that when either chimera reaches
its stationarity, it is subsequently impossible to differentiate them just by considering the order
parameter Z(t) (the insets of Fig. 2.5(a),(b) additionally show that the ranges of order parameter
magnitudes at stationarity for both chimera types intersect).
A more detailed description to resolve this problem would be to introduce a local complex mean
field (Xie, Knobloch, and Kao 2014)
Zk(t) = Rk(t)e
iΘk(t) =
1
| Bkϱ |
∑
j∈Bkϱ
eiφj(t),
which is now space-dependent (cf. Fig. 2.6). To distinguish the dynamics is now easy. The local
complex mean field for a localized chimera shows explicitly that a synchronized group exists
and its presence gives the extreme polarization around itself (the plateau in Fig. 2.6(a)). Since a
nonlocalized chimera does not possess any localization properties by definition, such a plateau is
not possible by considering Zk(t) in this case. The drawback of the local complex mean field as
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Figure 2.6: Local complex mean field Zk(t) = Rk(t) exp(iΘk(t)) at t = 1000 for (a) localized and (b)
nonlocalized chimeras. The ordering of particles is the same as in Fig. 2.2(a),(c), respectively. Parameters: (a)
σ = 1.0, ϱ = 0.3, α = 1.54; (b) σ = 1.0, ϱ = 0.03, α = 1.5.
a summary statistic is that it contains information about all particle positions and, thus, does not
effectively reduce the state space of the problem.
Now, we want to delve deeper into what role each parameter in the model Eq. (2.2.4) plays. First,
as it has been seen, the coupling strength σ regulates the speed of particle rotations and consequently
the radius of such rotations (cf. Eq. (2.2.5)). Its increase facilitates faster system polarization and,
thus, smaller tmax. Second, an increase in the radius of interaction ϱ leads to an amplification of
polarization as more and more particles are engaged into a synchronous group. It is noticeable
that for different chimeras the functional dependence R(ϱ) differs (see insets in Fig. 2.5(a),(b)).
We did not observe a considerable influence of ϱ upon tmax. Third, an increase of the phase lag α
prolongs tmax in an exponential way independently of ϱ (Fig. 2.5(c)), with tmax → ∞ as α → π/2.
Not surprisingly, its increase also decreases system polarization. This looks natural if we look at
both chimeras as transient phenomena between complete synchronization (Fig. 2.1, region on the
left) and chaos (region on the right).
From the definition of both chimera types, the basic difference between localized and nonlocalized
chimeras is the degree of homogeneity of the system on a small scale. An appropriate function that
captures the spatial structure of a system is the pair distribution function g(r) for r ∈ U. It is a
measure of local spatial ordering. It is defined as
g(r) =
1
πr2ρ
〈
N∑
j=1
j ̸=i
δ(r − rij)
〉
i
,
where r is the distance at which the density is to be computed, rij is the distance between particles i
and j, ρ = N/L2 is the average number density of N particles in the system, ⟨. . . ⟩i denotes taking
average over all particles. In Fig. 2.5(d),(e), we show the shape of g(r) for both chimeras. For
the localized one, it has a very high peak at small r which reflects the fact that there is a localized
dense group of particles. For the nonlocalized one, the peak is absent implying the lack of any
localization.
2.2.4 Generalizations
The presented chimera states obtained from integrating Eq. (2.2.4) are not restricted only to that
model. To show this, we have also investigated extended versions of the model.
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Figure 2.7: Summary statistics for chimera states under noise. (a) Values of global order parameter magnitude
R versus noise intensity Dφ for solutions of equation Eq. (2.3.13). Different colors (line styles) correspond
to different coupling coefficients σ; (b) Localization measure H versus noise intensity Dφ. A shaded region
shows the standard deviation along a curve. Other parameters are ϱ = 0.3, α = 1.54, N = 1000.
The first important generalization of the chimera model in the context of SPP systems is to
introduce noise (Yates et al. 2009). Let the particles obey the Langevin equation
dri(t) = vi(t) dt (2.2.6a)
dφi(t) =
σ
| Biϱ |
∑
j∈Biϱ
sin(φj(t)− φi(t)− α) dt+
√
2DφdWi(t), (2.2.6b)
where the last additional term represents the noise; Wi and Wj are independent Wiener processes
for i ̸= j, i, j ∈ {1, ..., N}, and Dφ is the noise intensity.
The summary of system’s dynamics is presented in Fig. 2.7 through the magnitude R of the order
parameter as a measure of polarization and through H =
∫
|g(r)− 1|dr as a global measure of
localization. The addition of noise prevents particles from gathering into dense formations for small
σ (cf. Fig. 2.7, σ = 1) but does not prevent the partial synchronization (i.e., a localized chimera
turns into a nonlocalized one). As σ is increased, we recover again localized chimera states (σ = 5,
intermediate R and high H). There is another interesting phenomenon. If Dφ increases, the order
parameter magnitude R initially grows. This occurs because the higher the value of Dφ is, the
more spacious the localized group becomes. The process continues till the point at which the order
parameter is maximized and the localization measure reaches a minimal possible value. At this
point, the system can again be described as a nonlocalized chimera. Further increase of Dφ merely
destroys the remaining phase synchronization.
In order to confirm that the reported self-propelled chimera states are not the result of applying
only the piecewise constant interaction kernel in Eq. (2.2.4), we have considered two other types of
couplings commonly applied for the Kuramoto model, i.e., the cosine and exponential couplings.
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Figure 2.8: Chimera states due to the generalized model Eq. (2.2.7) with the cosine kernel Eq. (2.2.8). (a) A
localized chimera state with parameters σ = 1.0, α = 1.53, A = 1.0; (b) A nonlocalized chimera state with
parameters σ = 1.0, α = 1.56, A = 1.0.
However, in order to embed such a coupling function into our system, we need to rewrite it the
following way:
ṙi(t) = vi(t)
φ̇i(t) =
σ
| Biϱ |
∑
j∈Biϱ
sin(φj(t)− φi(t)− α)
= σ
N∑
j=1
H(ϱ− ∥rj(t)− ri(t)∥) sin(φj(t)− φi(t)− α)
N∑
j=1
H(ϱ− ∥rj(t)− ri(t)∥)
,
where H is a Heaviside step function such that H(x) =
{
0, x < 0
1, x ≥ 0 for x ∈ R. This model is an
equivalent representation of Eq. (2.2.4). Now we replace the piecewise constant Heaviside step
function with a general kernel function which leads to the following model:
ṙi(t) = vi(t)
φ̇i(t) = σ
∑N
j=1 G(∥rj(t)− ri(t)∥) sin(φj(t)− φi(t)− α)∑N
j=1 G(∥rj(t)− ri(t)∥)
,
(2.2.7)
where G is a distance-dependent kernel function that provides nonlocal coupling between particles.
One common choice for the kernel function in the systems of coupled oscillators is
G(r) = 1 +A cos(2πr), (2.2.8)
where 0 ≤ A ≤ 1 (Abrams and S. H. Strogatz 2004) is a tunable parameter.
It appears that the modified system Eq. (2.2.7) also produces various chimeric patterns (cf.
Fig. 2.8). We have found that in a localized chimera case, synchronized particles form a localized
structure but it has a form of a ball rather than a spot. The dynamics in a nonlocalized chimera case
is qualitatively similar to the corresponding behavior due to equation Eq. (2.2.4).
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Figure 2.9: Chimera states due to the generalized model Eq. (2.2.7) with the exponential kernel Eq. (2.2.9).
(a) A localized chimera state with parameters σ = 1.0, α = 1.54, k = 4.0; (b) A nonlocalized chimera state
with parameters σ = 1.0, α = 1.54, k = 20.0.
Another common choice for the kernel function is
G(r) =
k
2
e−kr, (2.2.9)
where k is a tunable parameter (Kuramoto and Battogtokh 2002). Considering the inclusion of the
exponential coupling into the extended system Eq. (2.2.7), two different states of chimeras can again
be observed (cf. Fig. 2.9). Remarkably, due to the global connection of the particles, a localized
chimera state gains additional peculiarity. As soon as the localized group has appeared, it also
synchronizes particles outside of the group, thus creating a subsequently synchronized scattered
group. The resulting coherent cluster consists of both localized and nonlocalized particles. The
change of α leads to the alteration of the shape of the localized group, e.g., the higher it is the less
concentrated and convex-shaped the group becomes. With increase of the tuning parameter k, the
size of the localized cluster decreases and as a result, the number of scattered but synchronized
particles grows. Again, the dynamics in a nonlocalized chimera case is qualitatively similar to the
corresponding behavior due to Eq. (2.2.4).
2.2.5 Continuum limit
In this section we discuss the continuum limit for the Langevin equation Eq. (2.3.13) and show by
numerical integration of the resulting 3+1-dimensional PDE that chimeras discussed so far are also
preserved in this limit.
In this subsection, we follow the approach of (Dean 1996), which was also used in (Großmann,
Romanczuk, et al. 2014) for the derivation of the Fokker-Planck equation from a system of self-
propelled particles and which is alternative to the approach presented in Section 3. For the details
of this approach, we refer the reader to (Kruk, Maistrenko, and Koeppl 2018). We define the
microscopic density function for N particles fN (r, φ, t) = 1/N
∑N
i=1 δ(ri(t)− r)δ(φi(t)− φ),
which includes all the particle state variables. Using Ito’s calculus, we obtain the following
closed-form equation for the time evolution of the density function
∂tf
N (r, φ, t) = −∇r · (fN (r, φ, t)ṙ(φ, t))−
∂φ(f
N (r, φ, t)φ̇(r, φ, t)) +Dφ∂φφf
N (r, φ, t),
(2.2.10)
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Figure 2.10: Solution for the 3+1-dimensional density function from the continuum limit Eq. (2.2.11), pro-
jected into spatial coordinates (x, y). The projection was done so as to ensure f(x, y, t) =
∫ 2π
0
f(x, y, φ, t)dφ.
The color corresponds to the density value, normalized per each frame, so that all dynamical variations are
captured. The solution here is shown as a sequence of characteristic phases that the system passes (see their
description in the text).
where fN ṙ is the flux due to the motion of particles and fN φ̇ is the angular flux resulting from
the alignment mechanism. Since fN contains the information of all the particles’ state variables,
equation (2.2.10) is of the Klimontovich type (Nicholson 1983).
Under the molecular chaos assumption (Spohn 1991), which corresponds to neglecting all pre-
collisional particle correlations, we arrive at the mean-field limit (O. Chepizhko and V. Kulinskii
2014) as the number of particles N goes to infinity. In this limit, the microscopic density function
converges to a one-particle density function f = f(r, φ, t) = limN→∞ fN (r, φ, t) (J. A. Carrillo,
Choi, and Hauray 2014a; Spohn 1991), which is finally independent of the explicit particle
information. If we express variables x, y, φ explicitly, we finally proceed to the following Fokker-
Planck equation with non-local coupling term
∂tf = −∂x(f cosφ)− ∂y(f sinφ)−
∂φ
f σ|Bρ|
∫∫
Bρ
2π∫
0
f ′ sin (φ′ − φ− α) dx′dy′dφ′
+Dφ∂φφf, (2.2.11)
where |Bρ| represents the normalization term in the form of the neighborhood mass and f ′ =
f(x′, y′, φ′).
Despite the fact that the dynamics of Eq. (2.2.11) depends on x, y, and φ, here we present
only the projections of the solution into (x, y) because it allows simpler representation while still
keeping the key aspects of the dynamics (the corresponding complete dynamics is described in
Appendix C; see videos S4 and S5 under https://www.youtube.com/playlist?list=
PLjL7stT6PH4x1qpj_fFa2Rx5bI6EygOuw n.d. for the temporal dynamics). Although our
emphasis is primarily on the most fascinating regime that is equivalent to the LC state of the model
Eq. (2.2.4), the other regimes also exist in the continuum limit.
At the beginning of a simulation, each grid point is initialized uniformly with small perturbation
and then rescaled so as to keep the overall system density normalized (cf. Fig. 2.10(a)). As the
system starts to move, many patches of high density appear and propagate according to the given
velocity field (cf. Fig. 2.10(b)). Those patches first merge into tubes of high density, which, in
turn, agglomerate into a thick layer, uniform in (x, y). The layer moves along the φ direction for
a considerable amount of time, slowly shrinking. At some point, the layer shrinks rapidly and
wavy structures appear in front of it (cf. Fig. 2.10(c)). Soon, those structures become irregular (cf.
Fig. 2.10(d)) and the layer transforms into an elongated object of high density (cf. Fig. 2.10(e)).
Eventually the object condenses into a small ellipsoidal shape that moves along a helical trajectory
(cf. Fig. 2.10(f)). Also note that the final localized high-density shape coexists with the surrounding
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Figure 2.11: Comparison of the dynamics in the case of the nonlocalized chimera state from different models:
(i) yellow histogram of particles’ directions is given by the solution of a finite-size particle model Eq. (2.3.13)
with the number of particles N = 5 · 104; (ii) solid blue curve represents the projection of the solution
for a 3+1-dimensional partial differential equation Eq. (2.2.11) into φ coordinates; (iii) dashed red curve
represents the solution of a reduced partial differential equation Eq. (2.2.12). Parameters for the three models
are σ = 1.0, ρ = 0.03, α = 1.5, Dφ = 0.01.
of non-zero mass. Because of that, the system state resembles the motion of a coherent group of
particles through an incoherent surrounding, i.e., the LC.
If we consider the NLC behavior, the final solution consists of a thin layer, which moves along
the φ direction and which is uniform in x, y. In this case, we can employ the spatial homogeneity
that is expressed as f(x, y, φ, t) = f̂(φ, t) for the considered unit square domain. Since f̂ does
not depend on x, y anymore, we can drop the first two terms on the right hand side of Eq. (2.2.11).
Integration of the remaining equation over the unit square domain yields
∂tf̂(φ, t) = −∂φ
f̂(φ, t) σ|Bρ|
2π∫
0
f̂(φ′, t) sin(φ′ − φ− α)dφ′
+Dφ∂φφf̂(φ, t), (2.2.12)
where the normalization term reads
|Bρ| =
2π∫
0
f̂(φ′, t)dφ′.
The solution to this equation exhibits a pronounced peak for a certain phase and significant non-
zero mass at other phases (cf. Fig. 2.11, the dashed red curve). Such a form corresponds to the
NLC solution of the finite-size particle model Eq. (2.3.13) in such a way that there is a cluster of
synchronized particles but at the same time there is still a cluster of chaotically moving particles.
Moreover, as it has been assumed, both clusters are uniformly distributed in space.
Even though the reduced equation does recover the partial synchronization property needed
for the system to be described as a chimera, the form of the solution to this reduced equation is
not entirely similar than that one from the original 3+1-dimensional continuum limit Eq. (2.2.11),
projected into the φ-coordinates (cf. Fig. 2.11, the solid blue curve). The figure shows that the
solution to Eq. (2.2.11) fits well the phase histogram, which is obtained from particles’ directions
due to the Langevin equation Eq. (2.3.13). At the same time, the solution to (2.2.12) smooths out
the pronounced peak to a higher extent than the original continuum limit density function. It can be
explained by the fact that in this case we ignore all the spatial inhomogeneity during the formation
of the chimera.
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2.3 OT H E R S PAT I A L LY N O N H O M O G E N E O U S DY N A M I C S
Despite rich diversity of patterns in linear swimmer models, their chiral counterparts have not yet
been shown to possess the same variety of nonequilibrium dynamics. Inspired by results on the
Kuramoto-Sakaguchi model (Abrams and S. H. Strogatz 2004; Kuramoto and Battogtokh 2002;
Omel’chenko 2018; Omel’chenko, Wolfrum, et al. 2012) for networks of phase oscillators, which
we might regard as stationary particles, we generalized it to a self-propelled particle model and
reported the existence of chimeric structures, i.e., the coexistence of synchronized and chaotic
interacting particle groups even for a zero noise level (Kruk, Maistrenko, and Koeppl 2018).
However, we believe that as an ABP model, it might exhibit a much wider class of nonequilibrium
behavior (Kruk, J. A. Carrillo, and Koeppl 2020).
Let U := R/(LZ) and T := R/(2πZ) be one-dimensional spaces with periodic boundaries
extending from [0, L] and [0, 2π], respectively. We again consider a system of N particles moving
in a two-dimensional space U2 of fixed size L with periodic boundaries such that the coordinates of
a particle i = 1, . . . , N are given by ri = (xi, yi) ∈ U2. Unlike the previous discussion, the speed
of each particle is now assumed to be an arbitrary constant v0 ∈ R+ and its velocity is determined
by its directional phase φi ∈ T. Particles interact with each other within a radius ϱ. Therefore, the
set of all neighbors for a particle i is defined as
Biϱ := {j | j ∈ {1, . . . , N}\i, (xi − xj)2 + (yi − yj)2 ≤ ϱ2}.
Particles evolve according to the following system of coupled stochastic differential equations
(SDEs):
dxi = v0 cosφi dt
dyi = v0 sinφi dt
dφi =
σ
|Biϱ|
∑
j∈Biϱ
sin(φj − φi − α) dt+
√
2Dφ dWi.
(2.3.13)
According to the third equation, each particle adjusts its direction of motion to the average one over
its nonlocal neighborhood Biϱ, with |Biϱ| denoting the cardinality of the set of all neighbors. Particle
interaction is controlled by a coupling strength parameter σ ∈ R+ and is additionally generalized
by adding a phase lag parameter α ∈ T, which allows for rotation upon particle interaction. Note
that this implicitly defines Eq. (2.3.13) as a chiral active particle model as long as α ̸= 0. Particles
are subject to the external source of randomness with intensity Dφ ∈ R+, modeled by a family of
independent Wiener processes. Our interest is to investigate the stochastic dynamics in the large N
limit by preserving nonlocality of particle interactions.
To reduce the number of independent parameters, we choose time and space units as 1/σ and L,
respectively. Thus, the model has four control parameters, e.g., the particle velocity v̂0 = v0/(Lσ),
the radius of interaction ϱ, the phase lag α, and the rotational diffusion rate relative to the coupling
strength D̂φ = Dφ/σ. We will study a continuum limit of Eq. (2.3.13), where each particle is
considered to be a point mass. In this case, we can find a limit with N → ∞ with the system
size fixed L = const. Therefore, we put L = 1 without loss of generality. Similar limits for
weakly interacting particle systems with a large radius of interaction are known in kinetic theory
as Vlasov limits (Dobrushin 1979; Lancellotti 2005). Note that a particle density, usually defined
as ρ0 = N/L2, which plays an important role in the standard VM (Vicsek, Czirók, et al. 1995),
does not arise here as an independent parameter due to the probabilistic interpretation of the density
function in this setup (therefore, it is now fixed as ρ0 ≡ 1). It should be treated as the average
number of particles per unit length in the system of fixed size L × L = 1 (Kipnis and Landim
1998a) divided into
√
N ×
√
N units in two dimensions.
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Figure 2.12: Particle dynamics according to Eq. (2.3.13) (see (https : / / www . youtube . com /
playlist?list=PLjL7stT6PH4xdc4X5Ee7xAr2vm49uIHvW n.d.) for corresponding movies).
Abbreviations stand for a dense cloud (DC), a traveling band (TB), a multiheaded chimera (MHC), a stationary
vortex (SV), a dynamic vortex (DV), a momentum wave (MW), and a spatially nonhomogeneous momentum
(SNM). Color indicates the direction of motion in the HSV color map. Each particle is represented as an
elongated object over several time points. Parameter values correspond to those marked on the phase diagrams
in Fig. 2.1. Parameters: N = 5 · 104, L = 1, ϱ̃ = 1, v̂0 = 0.01, (a) ϱ = 0.01, α = 0.78, D̂φ = 0.2075, (b)
ϱ = 0.01, α = 0.9, D̂φ = 0.18, (c) ϱ = 0.01, α = 1.3, D̂φ = 0.06, (d) ϱ = 0.01, α = 1.45, D̂φ = 0.01, (e)
ϱ = 0.4, α = 1.45, D̂φ = 0.005, (f) ϱ = 0.2, α = 1.36, D̂φ = 0.005, (g) ϱ = 0.01, α = 1.3, D̂φ = 0.02,
(h) ϱ = 0.01, α = 1.0, D̂φ = 0.0375, (i) ϱ = 0.01, α = 1.0, D̂φ = 0.0575, and (j) ϱ = 0.01, α =
1.07, D̂φ = 0.145.
Exemplary particle dynamics can be found in Fig. 2.12 and respective movies can be found
in (https : / / figshare . com / projects / Traveling _ Bands _ Clouds _ and _
Vortices_of_Chiral_Active_Matter/82163 n.d.; https://www.youtube.
com/playlist?list=PLjL7stT6PH4xdc4X5Ee7xAr2vm49uIHvW n.d.). We do not
go into the details of analyzing each of those states because it extends beyond the scope of the
paper. We only comment on their key features. One of the states is a cloud of high density (DC1
and DC2). In both cases, particles self-organize into circular shapes of high density (cf. Fig. 2.13),
which we call clouds. While a momentum field is quite homogeneous for DC1, it has a clear
radial structure for DC2. The same holds true for traveling bands TB1 and TB2. The dense part
of TB1 is characterized with a uniform momentum field while TB2 has points with the radial
change of a momentum field. Moreover, we have found a traveling band of low density TB3 for
large ϱ̃ values only. The other dynamics include (i) a multiheaded chimera state (cf. Fig. 2.12(f))
characterized by the formation of several synchronized and spatially localized groups that rotate
with constant frequency. This state is the generalization of a localized chimera state reported in
(Kruk, Maistrenko, and Koeppl 2018). By decreasing ϱ̃, one increases the number of chimeric
heads. By increasing α, the chaotic background becomes more pronounced until the heads become
unstable and one observes giant number fluctuations in the density field. (ii) There are vortical
structures where each one is either static (cf. Fig. 2.12(g)) in shape or periodically expands and
shrinks (cf. Fig. 2.12(h)). By changing ϱ̃, one can control the number of vortices appearing. (iv)
Particles may organize in structures of uniform density but with the direction of a momentum field
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Figure 2.13: Coarse grained marginal density function ρ(r, t) (the upper row) and the direction of a momentum
field w(r, t) (the lower row). Parameters: N = 5 · 104, ϱ̃ = 1, v0 = 0.01, (a) ϱ = 0.01, α = 0.78, Dφ =
0.2075, (b) ϱ = 0.01, α = 0.9, Dφ = 0.18, (c) ϱ = 0.01, α = 1.3, Dφ = 0.06, (d) ϱ = 0.01, α =
1.45, Dφ = 0.01, and (e) ϱ = 0.4, α = 1.45, Dφ = 0.005.
uniformly distributed horizontally or vertically (cf. Fig. 2.12(i)). (v) We also find a configuration
with a spatially homogeneous density but a nonhomogeneous momentum field (cf. Fig. 2.12(j)).
Let us describe in more detail the differences in collective behavior for pairs of solutions
having qualitatively similar macroscopic structure by looking at their coarse grained hydrodynamic
description in terms of ρ(r, t) and w(r, t).
First, we find two types of solutions where particles accumulate into clouds of high density (DC1
and DC2 in Fig. 2.12(a) and (c), respectively). Inside both such clouds, particles are distributed
quite uniformly with respect to r but the momentum fields structurally differ (cf. Fig. 2.13(a) and
(c), respectively). For DC1, the mean direction arg(w(r, t)) is also quite uniform. Therefore, on
average, particles inside the cloud are oriented similarly but due to the small microscopic velocity
v0 they stay in the cloud for a long time. For DC2, the momentum field clearly possesses a radial
structure. During such motion, central particles first define the orientation which later (in time) is
assumed by particles further away from the center.
Second, we observe three types of traveling bands (TB1, TB2, and TB3 in Fig. 2.12(b),(d), and (e),
respectively). TB1 and TB2 are characterized by the formation of bands of high density, which align
horizontally or vertically depending on initial conditions. The hydrodynamic structure inside these
bands follows the description of DC1 and DC2 with the hydrodynamic field illustrated in Fig. 2.13(b)
and (d), respectively. We also observe TB3 where particles, which become synchronized, form a
band that does not comprise most of the population. However, the other particles not inside this
band do not become completely disordered. Due to the large interaction radius ϱ = 0.4, they are
significantly influenced by the synchronized group and follow their orientation with some lag in
time (cf. Fig. 2.13(e)).
Third, we find two vortical structures (SV and DV in Fig. 2.12(g) and (h), respectively). For
SV, when particles are entrained into one of the vortexes, they begin to rotate on average around a
common center and do not deviate from it much. For DV, particles periodically approach the center
of a vortex but then rotate away from it. Thus, these vortexes remind a ’breathing’ shape.
Last, we would like to comment on localized (self-propelled) chimera structures, introduced in
(Kruk, Maistrenko, and Koeppl 2018), and generalized here to multiple ’heads’ (cf. Fig. 2.12(f)).
A localized chimera state is a solution of Eq. (2.3.13) in which a particle system splits into two
distinct populations. Particles in the first population synchronize and additionally gather into a
compact rotating cloud (sometimes called a ’head’). The rest of the particles remain disordered
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and are uniformly distributed across the domain. In (Kruk, Maistrenko, and Koeppl 2018), we
reported the existence of a localized chimera state with one ’head’. In Fig. 2.12(f), one can observe
a four-headed localized chimera state. Moreover, by changing ϱ̃, one can obtain such chimera states
with a different number of compact clouds.
The integration of the SDEs Eq. (2.3.13) was performed using the strong order 1.5 Taylor scheme
(Platen and Bruti-Liberati 2010). The movies representing these exemplary particle dynamics can
be found in https://figshare.com/projects/Traveling_Bands_Clouds_and_
Vortices_of_Chiral_Active_Matter/82163 n.d.; https://www.youtube.
com/playlist?list=PLjL7stT6PH4xdc4X5Ee7xAr2vm49uIHvW n.d.
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We have shown that under an appropriate scaling, the Vicsek model can be recast into a continuous
time form, where the temporal update for the direction of motion is effectively the same as the
Kuramoto model for networks of coupled oscillators (Kuramoto 1984). As a result, in situations
where the spatial information about collective dynamics is negligible, the study of a particle model
coincides with the study of an oscillator model. In the view of recent increase of attention to the
Kuramoto model with inertia, we are interested in analyzing how a similar modification would
influence self-propelled particle motion (Kruk, Maistrenko, and Koeppl 2020).
To be more precise, let us consider a system of N particles moving in a two-dimensional space
with periodic boundaries of size L with constant velocity magnitude v0 ∈ R. The state of a particle
is given by a position ri ∈ U2,U := R/(LZ), orientation φi ∈ T,T := R/(2πZ), and angular
velocity ωi ∈ R. We describe particles’ motion with the following system of ordinary differential
equations (ODEs):
ṙi(t) = v0ei(t),
φ̇i(t) = ωi(t),
ω̇i(t) = −ξωi(t) +
σ
|Biϱ|
∑
j∈Biϱ
sin(φj(t)− φi(t)− α),
(2.4.14)
where ei = (cosφi, sinφi) denotes particle’s orientation; ξ ∈ R+ is a rotational friction coefficient;
σ ∈ R+ controls the strength of alignment within a neighborhood
Biϱ := {j = 1, . . . , N | ∥ri − rj∥ ≤ ϱ}
of radius ϱ ∈ U; α ∈ T is a phase lag. By nondimensionalization, we find that ξBA ≫ 1, where
A and B are time and phase scales, respectively, defines the overdamped limit for orientational
dynamics. In this limit, which implies ω̇i ≈ 0, with symmetric interaction potential, i.e., α = 0,
Eq. 2.4.14 becomes the known continuous time formulation of the Vicsek model (Degond and
Motsch 2008). We remark that it has been shown that an alternative second order model in phase
proves relevant in explaining oscillations in bacterial swarming (Chen et al. 2017).
Eq. (2.4.14) becomes the Kuramoto model with inertia in situations where the dynamics of
position variables ri become negligible. Namely, in the context of active matter theory, this arises
in the following situations. First, if we consider global interactions between particles, i.e., ϱ ≥ L2 ,
spatial inhomogeneity of the last term in Eq. (2.4.14) becomes irrelevant. Second, it is a common
phenomenon for active matter systems that in the hydrodynamic limit ϱ → 0+, particle dynamics
may become spatially homogeneous. Therefore, as the first step towards understanding general
dynamics of Eq. (2.4.14), we will restrict ourselves to its spatially homogeneous formulation.
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Figure 2.14: Examples of spatially homogeneous particle dynamics generated by Eq. (2.4.14) with
N = 103 (see corresponding movies in (https : / / www . youtube . com / playlist ? list =
PLjL7stT6PH4z3MFm3uyJFBfduO_yqHLbx n.d.)) where particles self-organize into (a) two and (b)
three frequency groups. Particle color denotes instantaneous angular velocity. Background is shown in black.
Particles are represented as stripes with transparency increasing backward in time. Other parameters are the
same as in Fig. 2.15(a) and (d), respectively.
Examples of such particle motion, which results from second-order angular dynamics only, are
presented in Fig. 2.14.
The Kuramoto model (Kuramoto 1984) has gained a lot of attention in the last two decades due
to the discovery of the striking coexistence of synchronized and desynchronized groups in networks
of coupled oscillators, which became known as chimera states (Abrams and S. H. Strogatz 2004;
Kuramoto and Battogtokh 2002). Since that, chimera states where obtained in very different fields
(see recent review papers (Omel’chenko and Knobloch 2019; Panaggio and Abrams 2015; Schöll
2016)) including self-propelled systems (Kruk, Maistrenko, and Koeppl 2018). Subsequent studies
on the Kuramoto model with inertia have revealed the appearance of yet another collective oscillatory
motion termed solitary states (Berner et al. 2019; Jaros, Brezetsky, et al. 2018; Jaros, Maistrenko,
and Kapitaniak 2015; Maistrenko, Penkovsky, and Rosenblum 2014). They satisfy the definition of
weak chimera states (Ashwin and Burylko 2015) but, nevertheless, reflect a qualitatively distinct
situation where only a single oscillator or a relatively small group of oscillators splits off from the
main synchronized cluster and starts to rotate with a different averaged frequency, i.e., Poincaré
rotation number (cf. Fig. 2.14 and movies in (https://www.youtube.com/playlist?
list=PLjL7stT6PH4z3MFm3uyJFBfduO_yqHLbx n.d.) for examples of such motion in a
self-propelled particle context Eq. (2.4.14)). An importance of this kind of behavior follows from
the fact that solitary states naturally arise in realistic networks with inertia, such as coupled pendula
(Kapitaniak et al. 2014) and power grids (Hellmann et al. 2020; Taher, Olmi, and Schöll 2019) but
they are not possible in the paradigmatic standard Kuramoto model without inertia.
2.4.1 Solitary phenomena
Let us consider a spatially homogeneous formulation of particle dynamics Eq. (2.4.14), which we
now refer to as oscillators. The state of each oscillator is given by a phase φi ∈ T and a frequency
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Figure 2.15: Temporal evolution towards a solitary state with (a) one frequency cluster (α = 0.3) and (d) two
frequency clusters (α = 0.8) starting from random initial conditions as space-time plots. Color corresponds
to instantaneous frequency ω. (b,c) and (e,f) Respective profiles of instantaneous phase φ and instantaneous
frequency ω. Frequency profiles correspond to respective horizontal intersections of space-time plots at
t = 200. Oscillators are reordered according to the value of instantaneous frequency at t = 200 from (c) and
(f), respectively. Other parameters are ξ = 0.1, σ = 1, N = 104.
ωi ∈ R. To study oscillatory dynamics without the influence of spatial distribution, we assume that
oscillators are globally coupled and obey the following system of ODEs:
φ̇i(t) = ωi(t),
ω̇i(t) = −ξωi(t) +
σ
N
N∑
j=1
sin(φj(t)− φi(t)− α),
(2.4.15)
where ξ ∈ R+ is a friction coefficient, σ ∈ R+ controls the strength of coupling, and α ∈ T is a
phase lag. The last term in Eq. (2.4.15) favors synchronization between oscillators. The presence of
the phase lag α induces additional rotation of the oscillators with respect to the average orientation
of all neighbors. Eq. (2.4.15) contains three parameters ξ, σ, and α, one of which can be eliminated
by appropriate time scaling. For convenience, we put ξ = 0.1 (Jaros, Brezetsky, et al. 2018) for the
rest of the paper and consider α ≥ 0.
Numerical investigation of Eq. 2.4.15 reveals the following. First, in the absence of the phase
lag, i.e., when α = 0, all oscillators are stationary and completely synchronized. For small α > 0,
the oscillators remain synchronized but rotating with the angular frequency ω∗ = −σξ sinα. Upon
a further increase of α (cf. Fig. 2.16(a)) (and as long as ξ < 2
√
σ cosα, see Appendix B in (Kruk,
Maistrenko, and Koeppl 2020) and subsequent discussion), a group of oscillators split off from the
majority and begins to rotate with a separate frequency. This type of dynamics has been termed as a
solitary state (Jaros, Brezetsky, et al. 2018).
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Figure 2.16: (a) Phase diagram of oscillatory dynamics due to 2.4.15. The synchronized motion (SYNC)
is stable in all of the displayed domain. SS1 and SS2 denote regions where one and two groups of solitary
oscillators emerge, respectively. Oblique hatching denotes a region where three and more solitary groups as
well as chimeras appear. The phase diagram has been obtained with a continuation method for N = 103. (b)
Fraction of oscillators from different groups versus the phase lag α out of 200 experiments per parameter
tuple. Error bar indicates standard deviation with respect to different initial configurations. The inset shows
the fraction of solitary oscillators in SS1 versus different population sizes (α = 0.3). Other parameters are
ξ = 0.1, σ = 1.
The formation of solitary states starting from random initial conditions is illustrated in Fig. 2.15(a)).
At the beginning, the oscillators are disordered each pointing in its own direction and with its own
frequency. Soon after, they gradually synchronize with respect to both phase φ and frequency ω (cf.
Fig. 2.15(a), t ⪅ 50). At this point, one can already observe the formation of the second group of
oscillators that are not in sync with the majority. Subsequently, the division between two groups
becomes more pronounced and the variations of φ and ω inside each of them tend to minimize (cf.
Fig. 2.15(b,c)).
Our simulations confirm that at further increase of the coupling strength σ or the phase lag α, the
second solitary cluster emerges (cf. Fig. 2.15(d-f) and Fig. 2.16(a)). The temporal evolution of a
system towards such a state starting from random initial conditions is initially the same as described
above for the solitary state with the only one frequency cluster. As it can be seen from Fig. 2.15(d),
during the initial stage, the first solitary cluster develops and soon after, at some point (t ≈ 50),
the second smaller solitary group starts to rotate with their own distinctive frequencies. As time
advances, this latter group synchronizes and rotates with a frequency different from frequencies of
the other two clusters (cf. Fig. 2.15(e,f)). Continuing in this way, we observe a cascade of solitary
states with an increasing number of frequency clusters (cf. Fig. 2.16(b)). For N = 103, we observe
up to four additional such frequency clusters. Upon the further increase of the phase lag (α ⪆ 1.3
for σ = 1), all solitary clusters merge and their averaged frequencies are continuously distributed
over some range. In this paper, we primarily concentrate on the solitary states with one solitary
group and will not discuss the rest of the cascade.
The number of solitary oscillators in frequency clusters depends essentially on initial conditions
(cf. the inset in Fig. 2.16(b)). For small population sizes N ∼ 102, this dependence is strong.
However, upon the increase of the system size N , these fluctuations decrease and the total fraction
of oscillators in a solitary group tends to a certain limit. One can see that for population sizes
N ∼ 103 and larger, the variance in the size drops drastically.
It has been shown (Jaros, Brezetsky, et al. 2018) that the mechanism for one solitary oscillator to
emerge is a homoclinic bifurcation of a saddle at some α = α1(σ). After the bifurcation, oscillators
are separated into two populations, each with their own phase and frequency (φ0, ω0) and (φ1, ω1),
respectively. System’s dynamics evolves on a two-dimensional cylinder Ω2, Ω := T× R. It can
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easily be reduced to a one-dimensional cylinder for the difference variables ∆φ = φ1 − φ0 and
∆ω = ω1 − ω0. Analyzing the dynamics of these difference variables (Maistrenko, Popovych,
et al. 2004) (see the details in Appendix B in (Kruk, Maistrenko, and Koeppl 2020)), we find two
equilibria: a sink O = (0, 0) and a saddle S = (π − 2β, 0) with β = arctan[(1 − 2/N) tanα].
The origin O corresponds to complete synchronization and is a stable focus for ξ < 2
√
σ cosα
(otherwise, it is a stable node). The second equilibrium S is a saddle. At α = α1, a homoclinic
orbit γ1 is created in the moment when the unstable manifold of S spans the phase space and comes
back to S as its stable manifold. It signifies the appearance of a solitary oscillator in Eq. (2.4.15).
For α > α1 the phase portrait contains a stable limit cycle that coexists with the stable focus O.
Note that if the coupling strength σ is kept constant and the friction coefficient is considerably
increased, i.e, ξ > 2
√
σ cosα, O becomes a stable node and solitary oscillators do not emerge.
As the next step, we want to understand how two solitary oscillators appear given the afore-
mentioned mechanism for the emergence of one such oscillator. Suppose that the system consists
of N − 2 synchronized oscillators and two solitary ones. The fraction of each of the solitary
oscillators equals w = 1/N of the whole population. Let (φ0, ω0) denote phase and frequency of
each synchronized oscillator and (φ1, ω1) and (φ2, ω2) denote the same variables of two solitary
oscillators. In terms of difference variables (Maistrenko, Popovych, et al. 2004) ∆φ1,2 = φ1,2−φ0
and ∆ω1,2 = ω1,2 − ω0, system’s dynamics are completely governed by (see Appendix C in (Kruk,
Maistrenko, and Koeppl 2020))
∆φ̇1 = ∆ω1,
∆ω̇1 = −ξ∆ω1 − σR sin(∆φ1 + β) + σB
+ σw sin(∆φ2 −∆φ1 − α)− σw sin(∆φ2 − α),
∆φ̇2 = ∆ω2,
∆ω̇2 = −ξ∆ω2 − σR sin(∆φ2 + β) + σB
+ σw sin(∆φ1 −∆φ2 − α)− σw sin(∆φ1 − α),
(2.4.16)
where A = (1 − w) cosα, B = (1 − 3w) sinα, R =
√
A2 +B2, and β = arctan(B/A). This
system defines a flow on a two-dimensional cylinder Ω2. Note that Eq. (2.4.16) are symmetric with
respect to the diagonal plane
D :=
{
(∆φ1,∆ω1,∆φ2,∆ω2) ∈ Ω2 | ∆φ1 = ∆φ2,∆ω1 = ∆ω2
}
. (2.4.17)
The system Eq. (2.4.16) has four equilibria O = (0, 0, 0, 0), S1 = (π − 2β′, 0, 0, 0), S2 =
(0, 0, π − 2β′, 0), and S12 = (π − 2β′′, 0, π − 2β′′, 0), where we have denoted A′ = cosα, B′ =
(1− 2w) sinα, R′ =
√
A′2 +B′2, and β′ = arctan(B′/A′); A′′ = cosα, B′′ = (1− 4w) sinα,
R′′ =
√
A′′2 +B′′2, and β′′ = arctan(B′′/A′′). O is a stable focus as long as ξ < 2
√
σ cosα;
otherwise, it is a stable node. It corresponds to the synchronization of both oscillators with the main
group. The fixed points S1 and S2 are of a saddle type. Two of their eigenvalues λ1 > 0 and λ2 < 0
are the same as in the previously discussed one-dimensional case; two remaining eigenvalues are
equal λ3,4 = 12 (−ξ ±
√
ξ2 − 4σ cosα(1− 2w)/R′2). Since we keep w = 1/N , with N → ∞,
λ3,4 ∈ C with Re λ3,4 < 0 so that S1 and S2 are saddle-foci. The last fixed point S12, which lies
on the diagonal plane D, has two eigenvalues λ1 > 0 and λ2 < 0, as well. The other two read
λ3,4 =
1
2 (−ξ ±
√
ξ2 + 4σ(1− 4w) cosα/R′′2). With N → ∞, we have λ3 > 0 and λ4 < 0.
Therefore, S12 is a saddle with two stable and two unstable manifolds.
The homoclinic bifurcation discussed previously leads to the creation of two periodic orbits γ1
and γ2 which lie in the respective two-dimensional subspaces
P1 :=
{
(∆φ1,∆ω1,∆φ2,∆ω2) ∈ Ω2 | ∆φ2 = 0,∆ω2 = 0
}
(2.4.18)
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Figure 2.17: Subspaces of phase portraits of Eq. (2.4.16) for different values of the phase lag α. (a) The plane
P1 Eq. (2.4.18) and (b) the diagonal plane D Eq. (2.4.17) of the first solitary oscillator, respectively, after
appearance of a periodic orbit γ1 ⊂ P1, i.e., α1 < α < α2. (c) The plane P1 and (d) the diagonal plane
D of the first solitary oscillator, respectively, after appearance of a periodic orbit γ12 ⊂ D, i.e., α > α2.
Black arrows around saddle points indicate their respective stable and unstable manifolds. Black arrows along
periodic orbits indicate the direction of motion along them.
and P2 :=
{
(∆φ1,∆ω1,∆φ2,∆ω2) ∈ Ω2 | ∆φ1 = 0,∆ω1 = 0
}
. The phase portrait in P1 is
shown in Fig. 2.17(a) (in P2, it is similar due the symmetry of Eq. (2.4.16)). At this point, all
trajectories on the diagonal plane D, where the saddle point S12 exists, converge to the focus O
(except for the saddle itself and its stable manifolds) (cf. Fig. 2.17(b)). With a subsequent increase
of the phase lag till some α = α2, the next homoclinic orbit γ12 is created, belonging to the diagonal
plane D. It occurs in the moment when the unstable manifold of the saddle S12 merges with its
stable manifold. With α > α2, the phase portrait on the diagonal plane contains two equilibria O
and S12 and a limit cycle (cf. Fig. 2.17(d)) that signifies existence of two solitary oscillators, which
rotate in-phase and with the same frequency.
With a subsequent increase of α, we observe a cascade of homoclinic bifurcations appearing on
diagonals defined by (∆φ1,∆ω1) = (∆φ2,∆ω2), (∆φ1,∆ω1) = (∆φ2,∆ω2) = (∆φ3,∆ω3),
and so on. This behavior depends on the fraction w of solitary oscillators. Therefore, with the
increase of the population size, the maximum allowed size of a solitary group increases linearly.
However, in the large population size limit N → ∞, the probability to observe any finite number of
solitary oscillators out of the whole population tends to zero and we become interested in observing
a finite fraction of solitary oscillators, which will consist of an infinite subpopulation. In this limit,
since w → 0+, all homoclinic bifurcation boundaries, described above, collapse into one that
signifies the appearance of the whole solitary group (cf. Fig. 2.16(a)).
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Figure 2.18: Snapshots of coarse-grained representation Eq. (2.4.22) of oscillatory dynamics, obtained by
integrating Eq. (2.4.15), that evolve towards a solitary state with one frequency cluster for the large but finite
population size. Color represents the value of a coarse-grained density function Eq. (2.4.22). The discretization
in (φ, ω) is 256 × 200 for (a)-(i) and 32 × 30 for (j) for better visibility. Other parameters are ξ = 0.1,
σ = 1.0, α = 0.3, N = 105.
2.4.2 Langevin dynamics
In the context of active matter and in general in systems where global polar order emerges, it
is convenient to introduce a respective order parameter that characterizes large scale oscillatory
ensembles in low dimension. The classical macroscopic characteristic for such systems is a global
polar order parameter defined as a complex valued function as
R(t)eiΘ(t) =
1
N
N∑
j=1
eiφj(t), (2.4.19)
where eiφj(t) can be interpreted as an active rotor on the unit circle S1 (J. A. Carrillo, Choi,
and Pareschi 2019) and this operation evolves computing the average orientation among them.
If we consider phases as orientations of self-propelled particles, this operation is equivalent to
computing the average direction of motion of all population. The magnitude shows how strongly
the system is synchronized. If R = 0, it is disordered, and if R = 1, it is completely synchronized.
Otherwise, R ∈ (0, 1) indicates a partial level of orientational order. Note that one can rewrite the
interaction term in Eq. (2.4.15) in terms of this order parameter, i.e., 1N
∑N
j=1 sin(φj − φi − α) =
Ri sin(Θi − φi − α), i = 1, . . . , N . Namely, the dynamics of one oscillator are defined in terms
of a mean field. This mean field is in turn generated by the whole population of oscillators. This
formulation will prove useful for our subsequent study of the mean-field limit behavior.
From the natural and application point of view, we must take into account that oscillators are
generally subject to some external perturbations which we consider to be of stochastic origins.
Therefore, we now regard oscillators as interacting stochastic processes and reformulate ODEs
Eq. (2.4.15) as stochastic differential equations (SDEs)
dφi(t) = ωi(t) dt,
dωi(t) = −ξωi(t) dt+ σRi(t) sin(Θi(t)− φi(t)− α) dt+
√
2Dφ dWi(t),
(2.4.20)
where interactions between oscillators are expressed in terms of the mean field as previously dis-
cussed. Oscillators are subject to external stochastic forces accounted for by families of independent
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Figure 2.19: Coarse-grained PDFs for stochastic dynamics Eq. (2.4.20) manifesting a solitary state with one
frequency cluster for different noise levels: (a) Dφ = 0.001, (b) Dφ = 0.01, (c) Dφ = 0.02, (d) Dφ = 0.04,
and Dφ = 0.05, which are taken along the order-disorder phase transition route in Fig. 7(b) in the main text.
Color denotes values of the density function. The number of particles used for coarse graining is N = 105.
The discretization in (φ, ω) is 256× 200. Other parameters are ξ = 0.1, σ = 1.0, α = 0.3.
Wiener processes (Wi(t))t≥0, i = 1, . . . , N with Dφ > 0 as the noise strength. The resulting
dynamics under noise are determined through the interplay of alignment and stochastic forces.
Namely, if the first one prevails, we observe the emergence of ordered motion; otherwise, the
motion remains disordered. All our Langevin simulations of Eq. (2.4.20) are performed using the
strong order 1.5 Taylor scheme (Platen and Bruti-Liberati 2010).
The temporal evolution of a network of oscillators towards a solitary state with one frequency
cluster under noise is qualitatively similar as in a deterministic setup (cf. Fig. 2.15). Starting
from random initial conditions (with compact support for frequencies), oscillators synchronize
in frequency first with phases remaining disordered. At some later point, oscillators start to
synchronize in phases. However, each frequency cluster is no longer characterized with a single
averaged value. Instead, each cluster is now characterized with a distribution over ω. For partial
synchronization, this distribution is skewed and unimodal. For solitary states, it is multimodal,
where the number of peaks corresponds to the number of frequency clusters with the highest peak
representing the largest synchronized group. For small Dφ, averaged frequencies of all groups are
less than zero (for α > 0). With the increase of Dφ, they shift towards zero until all modes coalesce
and the distribution for the whole population becomes Gaussian for ω and uniform for φ (compare
to Eq. (2.4.26)).
2.4.3 Coarse-grained representation of an oscillatory ensemble with large population size
To better understand the dynamics of a large (but finite) population of oscillators governed by the
system of ODEs Eq. (2.4.14) we assume a probabilistic approach and describe it in terms of an
appropriate probability density function (PDF). Thereby, we introduce an empirical PDF
f [N ](φ, ω, t) =
1
N
N∑
i=1
δ[φ− φi(t)]δ[ω − ωi(t)], (2.4.21)
where the superscript N indicates the implicit dependence of the function on all of oscillators’
states and δ is the generalized Dirac delta function. This function gives the fraction of oscillators
that have phase φ and frequency ω at time t. If the number of oscillators were infinite, it would
have a nonzero value anywhere in its support. However, since Eq. (2.4.21) is an approximation to
such a continuum description, it is nonzero only on the points (φ, ω) where oscillators are located.
Since N is finite, this set is of measure zero with respect to the Lebesgue measure. In order to make
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use of this approximation, we consider a coarse-grained formulation of the density function defined
as a convolution between Eq. (2.4.21) and a suitable piecewise constant kernel function K as
f̄ [N ](φ, ω, t) =
∫
Ω
f [N ](φ′, ω′, t)K(φ− φ′, ω − ω′) dφ′dω′, (2.4.22)
where K(φ, ω) = H(hφ/2 − |φ|)H(hω/2 − |ω|) is a product of two Heaviside step functions,
with the support {(φ, ω) ∈ Ω | |φ| < hφ/2, |ω| < hω/2}. In other words, f̄ [N ] gives the fraction
of oscillators whose states fall into the differential area of size hφhω around (φ, ω) at time t.
The typical evolution of a large scale system of oscillators towards a solitary state with one
additional frequency cluster starting from random initial conditions is depicted in Fig. 2.18. To
facilitate the compact support of the PDF, we draw phases φi ∼ U(0, 2π) and ωi ∼ U(−σ/ξ, σ/ξ)
for each i = 1, . . . , N (cf. Fig. 2.18(a)). We have solved Eq. (2.4.15) with a Runge-Kutta method
with adaptive step size and absolute and relative tolerances set to 10−10. Since the interactions in
Eq. (2.4.15) between oscillators are defined for frequencies, they begin to gradually synchronize
in frequency first, with phases remaining uniformly distributed (cf. Fig. 2.18(b)-(d)). When the
synchronization with respect to frequency is large enough, oscillators have approached a respective
higher-order diagonal in the phase space (see the main text for the description of phase portrait
dynamics) and start to follow an unstable manifold that leads to solitary behavior along a periodic
orbit for a smaller group and for synchronized behavior towards a stable focus O for the majority (cf.
Fig. 2.18(e)-(h)). After the oscillators have separated into two distinct groups (cf. Fig. 2.18(i)), each
of them gradually contracts to a point mass that exhibits oscillatory motion itself (cf. Fig. 2.18(j)).
When oscillators are subject to noise, their motion is governed by the system of SDEs Eq. (2.4.20).
The temporal evolution of a network of oscillators towards a solitary state with one frequency
cluster is qualitatively similar to the deterministic setup described above. Starting from random
initial conditions (with compact support for frequencies), oscillators synchronize in frequency
first with phases remaining disordered. In terms of a PDF, this continues until the ω-marginal
of the corresponding PDF shrinks to a Gaussian density. Afterwards, oscillators’ phases start to
synchronize and one observes similar spiral-like behavior of high-density stripes (cf. Fig. 2.18(e-h))
until the formation of two high-density regions. The difference from the deterministic motion is
that here, it is eventually described by a bimodal PDF with the highest peak representing the largest
synchronized group and with solitary oscillators being distributed along closed orbits they follow
(cf. Fig. 2.19(a)). Examples of solitary states with one frequency cluster for different noise levels
are represented in Fig. 2.19. For small Dφ, averaged frequencies of both groups are less than zero
(for α > 0). We observe that with the increase of Dφ, they shift towards zero until both modes
coalesce and the PDF becomes Gaussian for ω and uniform for φ (cf. Fig. 2.19(e)).
2.4.4 Mean-field limit
To understand the dynamics of solitary states without finite size effects, we turn to the mean-
field description of interacting particle systems, i.e., the limit N → ∞ (Cañizo, J. A. Carrillo,
and Rosado 2011; J. Carrillo et al. 2014; Kipnis and Landim 1998b; Lancellotti 2005; Neunzert
1984). This description is commonly provided by a one-particle probability density function
(PDF) f(φ, ω, t) : Ω × R+ → R+ with Ω = T × R, which quantifies the probability to find
an oscillator having phase φ and rotating with frequency ω at time t. Our first goal in this
section is to find a partial differential equation (PDE) that governs its evolution. We start by
considering an empirical PDF Eq. (2.4.21) as a particle approximation to the mean-field PDF.
This function gives the fraction of oscillators that have phase φ and frequency ω at time t. Using
the framework of Fokker-Planck equations (Risken and Frank 1996), we look for an ensemble-
averaged representation of the empirical PDF Eq. (2.4.21) (Archer and Rauscher 2004a). This
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Figure 2.20: Temporal evolution of a PDF as a solution to the continuum Kuramoto model with inertia
Eq. (2.4.23) towards a solitary state with one frequency cluster starting from irregular initial conditions.
Snapshots are taken at (a) t = 25, (b) t = 46, (c) t = 48, (d) t = 50, (e) t = 60, and (f) t = 200. Color
denotes values of the PDF. The discretization in (φ, ω) is 128× 1000. Other parameters are ξ = 0.1, σ = 1.0,
α = 0.3, Dφ = 0.001.
way, one obtains an infinite hierarchy of n-particle density functions and assumes a mean-field
approximation f(φ1, ω1, φ2, ω2, t) ≈ f(φ1, ω1, t)f(φ2, ω2, t) in order to close the hierarchy at the
first order. As a result, we obtain a nonlinear Fokker-Planck-Kolmogorov PDE for a one-particle
PDF f = f(φ, ω, t)
∂tf = −ω∂φf − ∂ω {f [−ξω + σR sin(Θ− φ− α)]}+Dφ∂ωωf, (2.4.23)
where the polar order parameter Eq. (2.4.19) becomes
R(t)eiΘ(t) =
∫
Ω
eiφf(φ, ω, t) dφdω. (2.4.24)
An example of how the mean-field dynamics evolves towards a solitary state with one frequency
cluster is presented in Fig. 2.20 (see a corresponding movie in (https://www.youtube.com/
playlist?list=PLjL7stT6PH4z3MFm3uyJFBfduO_yqHLbx n.d.)). One observes
qualitatively similar evolution of a PDF f(φ, ω, t) and a finite-size oscillator ensemble represented
in terms of a coarse-grained PDF (cf. Fig. 2.20 and Appendix D in (Kruk, Maistrenko, and Koeppl
2020)). Namely, starting from a sufficiently irregular initial condition with compact support, the
solution rapidly becomes uniform in φ and unimodal in ω. This signifies the tendency of oscillators
to synchronize via frequency (cf. Fig. 2.20(a)). When such synchronization is large enough, the
high-density stripe starts to bend and rotate (cf. Fig. 2.20(b-d)). This means that oscillators begin
to synchronize in phase, which is updated via frequency. Therefore, the probability mass that lies
above the ω = 0 line, warps one way while the lower part warps the opposite way. The direction of
rotation depends on the sign of α. Such rotational motion is also contracting. If α is large enough,
a part of probability mass separates and follows its own oscillating trajectory (cf. Fig. 2.20(e)).
Eventually, both peaks become more compact (cf. Fig. 2.20(f)), the level of which depends on
a diffusion constant Dφ. By varying α, one observes partial synchronization or a solitary state
with two frequency clusters, respectively (cf. Fig. 2.21 and (https://www.youtube.com/
playlist?list=PLjL7stT6PH4z3MFm3uyJFBfduO_yqHLbx n.d.) for corresponding
movies). For all numerical studies of Eq. (2.4.23), we have implemented a finite volume method
(Kruk, J. A. Carrillo, and Koeppl preprint) with boundary conditions being periodic for φ and zero
flux for ω.
From the stochastic dynamics Eq. (2.4.20), we know that oscillators can synchronize in one
group or in several groups, i.e., a solitary state, or remain disordered, i.e., R = 0. The latter case is
described with a stationary distribution in the mean-field limit. To find its analytical expression, we
first note that due to periodic boundaries, the PDF in terms of φ is uniform. Therefore, it should
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Figure 2.21: Snapshots of solutions of the continuum Kuramoto model with inertia Eq. (2.4.23) representing
(a) nonstationary partial synchronization (α = 0.1, Dφ = 0.001) and (b) a solitary state with two frequency
clusters (α = 0.8, Dφ = 0.0001). Color denotes values of a density function f(φ, ω, t). Grid discretization
in (φ, ω) is 128 by 1000. Other parameters are ξ = 0.1, σ = 1.0.
only depend on frequency ω, over which it has unbounded support. Second, we require that the PDF
is sufficiently regular, i.e., f(ω) → 0 and f ′(ω) → 0 as ω → ±∞. Under such assumptions, one
can show that disordered oscillatory motion in the mean-field limit is described by (cf. Fig. 2.22,
the right insets)
f(φ, ω) =
1
2π
ΦG(ω), (2.4.25)
where a prefactor 1/(2π) arises due to normalization with respect to φ and ΦG is a Gaussian PDF
ΦG(ω) =
1√
2πs2
e−
ω2
2s2 (2.4.26)
with zero mean and standard deviation s =
√
Dφ/ξ. Note that this solution is valid for any phase
lag value α.
In the absence of the phase lag and for sufficiently small noise, oscillators exhibit partial
synchronization. A PDF that corresponds to this behavior is symmetric with respect to both φ
and ω. In fact, the ω-marginal has qualitatively the same form as Eq. Eq. (2.4.26). Therefore, we
look for a stationary solution of the form f(φ, ω) = Φ(φ)ΦG(ω), where Φ is to be determined.
Substituting f into Eq. Eq. (2.4.23), we find
f(φ, ω) = ΦVM (φ)ΦG(ω), (2.4.27)
where ΦVM is a von Mises PDF
ΦVM (φ) =
1
2πI0(γ)
eγ cos(φ−Θ)
with γ = σξR/Dφ denoting system’s relative synchronization level and I0 is the modified Bessel
function of the first kind. This PDF depends on R which in turn depends on the PDF itself. Thereby,
we can determine R implicitly from
R =
I1[γ(R)]
I0[γ(R)]
and put Θ ≡ 0 without loss of generality due to the translation invariance of Eq. (2.4.23). Analyzing
this expression around the onset of orientational order at R = 0 (Kruk, J. A. Carrillo, and Koeppl
2020), we find the order-disorder transition line
Dφ =
σξ
2
. (2.4.28)
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Figure 2.22: Phase transitions between disordered motion (D) and (a) partial synchronization (SYNC) and
(b) a solitary state with one frequency cluster (SS1). The transitions are quantified in terms of a polar order
parameter magnitude R Eq. (2.4.24). Routes from SYNC and SS1 towards D are depicted with blue circles.
Routes from D to SYNC and SS1 are depicted with red stars. Black dashed lines denote order-disorder
transition points Dφ = 12σξ cos(
1
2
α) Eq. (2.4.29). Insets show PDFs at respective endpoints of bifurcation
curves. Colored arrows indicate directions of bifurcation paths. Other parameters are ξ = 0.1, σ = 1, (a)
α = 0.1, (b) α = 0.3.
For noise levels higher than this critical value, oscillatory motion remains disordered, i.e., R = 0
for all t, while for lower values of Dφ, one observes the emergence of polar order described by
Eq. (2.4.27). The transition across this line is of second order and it corresponds to supercritical
pitchfork bifurcation in terms of R. This is reminiscent of the continuum Kuramoto model with
noise (J. A. Carrillo, Choi, and Pareschi 2019).
For the more interesting collective motion of polar order with rotation, i.e., α > 0, and solitary
states, we cannot find analytical solutions to Eq. (2.4.23). These are composed of one or several
skewed bivariate peaks (cf. Figs. 2.20 and 2.21). But since we know the representation of disordered
motion for any α, we perform linear stability analysis of it against perturbations in Fourier space
(see the details in Appendix E in (Kruk, Maistrenko, and Koeppl 2020)). As a result, we obtain
stability diagrams for Eq. (2.4.25) in the parameter domain of Dφ and α. We find that the transition
line where this solution becomes unstable is well described by
Dφ =
σξ
2
cos
(α
2
)
, (2.4.29)
which is consistent with Eq. (2.4.28). In particular, we see that in the deterministic case Dφ → 0+,
oscillators never stay disordered, as mentioned before. The knowledge of the general order-disorder
transition line Eq. (2.4.29) allows us to study phase transitions between disordered motion and
partial synchronization or solitary states. We find that in both cases, the transition is of second
order (cf. Fig. 2.22) which is similar to the results for the continuum Kuramoto model with
noise for identical oscillators (J. A. Carrillo, Choi, and Pareschi 2019; Kruk, J. A. Carrillo, and
Koeppl preprint). We note that for the continuum Kuramoto model with inertia for nonidentical
oscillators (cf. Appendix F in (Kruk, Maistrenko, and Koeppl 2020)) and in the absence of the
phase lag (Munyaev et al. 2020; Olmi et al. 2014; Tanaka, Lichtenberg, and Oishi 1997a,b) first
order transitions accompanied by hysteresis effects were reported.
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3.1 T R A N S I T I O N F RO M PA RT I C L E T O C O N T I N U U M D E S C R I P T I O N
In this section, we present how to obtain the equations that describe the dynamics of an ensemble
of particles in the continuum limit N → ∞ within the framework of FPEs. The continuum limit
is understood in such a way that for each fixed N , a two-dimensional system domain is divided
into
√
N units (Kipnis and Landim 1998a) Fig. 3.1. The approach we follow here is different from
the one discussed in (Kruk, Maistrenko, and Koeppl 2018), and it eventually provides us with a
hierarchy of evolution equations for density functions that incorporate inter-particle interactions
of any order. For two-dimensional systems in Section 2.2, we nondimensionalized the particle
model by introducing dimensionless quantities such as a particle velocity v̂0 and a phase diffusion
intensity D̂φ. In this section, we use the same variables but omit theˆsymbol hereafter for the sake
of simplicity.
In Section 2.2, the system size L is assumed to be equal to one, but throughout this section we
keep it arbitrary but constant. We will denote a three-dimensional state space of each particle by
Ω = U× U× T. We introduce new variables to keep notation more compact. We will denote a
spatial position of each particle with index i ∈ {1, . . . , N} by ri = (xi, yi) ∈ U2. We will also
denote a state of each particle by pi = (xi, yi, φi) ∈ Ω. First, let’s define a empirical probability
density function as
f̂(p, t; p1, . . . , pN ) =
1
N
N∑
i=1
δ(pi(t)− p)
=
1
N
N∑
i=1
δ(xi(t)− x)δ(yi(t)− y)δ(φi(t)− φ).
(3.1.1)
This function should be treated the following way. For a given solution of the particle SDE, we
compute the value of an integral of f̂ against some sufficiently smooth test function ϕ. As the
Figure 3.1: Limiting procedure N → ∞ with the volume of the domain kept fixed.
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next step, we consider a probability of finding particles with coordinates {pi}i=1,...,N at time t,
and denote its probability density function by w = w(p1, . . . , pN , t). The time evolution of such a
probability density function is given by the FPE (Risken and Frank 1996) and it reads
∂tw = −
N∑
i=1
(
v0 cosφi∂xiw + v0 sinφi∂yiw
+ ∂φi
(
1
|Biϱ|
∑
j∈Biϱ
sin(φj − φi − α)w
)
−Dφ∂φiφiw
)
.
(3.1.2)
This equation requires information about each particle, the fact of which is prohibitive in prac-
tice. Therefore, we define an ensemble averaged probability density function f = f(p, t) as the
microscopic density f̂ averaged with respect to the configuration probability w:
f(p, t) =
∫
ΩN
f̂(p, t; p1, . . . , pN )w(p1, . . . , pN , t) dp1 . . . dpN ,
where dpi = dxidyidφi is a three dimensional volume element in Ω. Since the particles are
considered to be identical, the probability of the system configuration w is symmetric with respect
to permutations of particles. We can rewrite the ensemble averaged microscopic density as (Archer
and Rauscher 2004b)
f(p, t) =
∫
ΩN−1
w(p, p2, . . . , pN ) dp2 . . . dpN .
We can now use the FPE Eq. (3.1.2) to obtain the time evolution for the one-particle density
function. Namely, we integrate out N − 1 particles in Eq. (3.1.2). The first terms are transformed
as follows ∫
ΩN−1
∂tw dp2 . . . dpN = ∂tf(p1, t),
∫
ΩN−1
N∑
i=1
v0 cosφi∂xiw dp2 . . . dpN = v0 cosφ1∂x1f(p1, t),
∫
ΩN−1
N∑
i=1
v0 sinφi∂yiw dp2 . . . dpN = v0 sinφ1∂y1f(p1, t).
We have used the fact that surface terms, which appear in integrals with partial derivatives, vanish
due to periodic boundary conditions. For the interaction term, we have∫
ΩN−1
N∑
i=1
∂φi
(
1
|Biϱ|
∑
j∈Biϱ
sin(φj − φi − α)w
)
dp2 . . . dpN
=
∫
ΩN−1
N∑
i=1
∂φi
(
1∑N
j=1
j ̸=i
H(ϱ− ∥rji∥)
N∑
j=1
j ̸=i
sin(φj − φi − α)H(ϱ− ∥rji∥)w
)
dp2 . . . dpN ,
(3.1.3)
where H is a Heaviside step function. We have rewritten the summation term and the neighborhood
cardinality using the definition of particle’s neighborhood Biϱ, defined for the particle model. The
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interparticle distance is computed with respect to L2(U2)-norm. All the integrand terms except for
the first particle cancel out because of periodic boundaries, and we write Eq. (3.1.3) as
∂φ1
∫
ΩN−1
1∑N
j=2 H(ϱ− ∥rj1∥)
N∑
j=2
sin(φj − φ1 − α)H(ϱ− ∥rj1∥)w dp2 . . . dpN
= (N − 1)∂φ1
∫
Ω
sin(φ2 − φ1 − α)H(ϱ− ∥r21∥)
(∫
ΩN−2
w dp3 . . . dpN∑N
j=2 H(ϱ− ∥rj1∥)
)
dp2.
(3.1.4)
The denominator in the last expression does not allow to integrate w out straightforwardly. However,
we are interested in the continuum limit N → ∞. In this limit, by the law of large numbers
lim
N→∞
1
N − 1
N∑
j=2
H(ϱ− ∥rj1∥) =
∫∫
U2
H(ϱ− ∥r2 − r1∥)f̃(x2, y2, t)dx2dy2
=
∫∫∫
Ω
H(ϱ− ∥r2 − r1∥)f(x2, y2, φ2, t)dx2dy2dφ2,
where in the intermediate step, f̃ denotes a marginal density function of spatial variables. We use
this fact to rewrite the right hand side of Eq. (3.1.4) further as
∂φ1
∫
Ω
sin(φ2 − φ1 − α)H(ϱ− ∥r2 − r1∥)
(
f (2)(p1, p2, t)∫
Ω
H(ϱ− ∥r2 − r1∥)f(p2, t) dp2
)
dp2, (3.1.5)
where f (2)(p1, p2, t) = lim
N→∞
∫
ΩN−2
w dp3 . . . dpN is a two-particle density function. Similarly to
how we expressed the one-particle density function by averaging the microscopic density function,
we can obtain the two-particle density function in the limit of infinitely many particles (Gupta,
Campa, and Ruffo 2014b) in the following way:
lim
N→∞
∫
ΩN
f̂(p, t; p1, . . . , pN )f̂(p
′, t; p1, . . . , pN )w(p1, . . . , pN , t) dp1 . . . dpN
= lim
N→∞
N − 1
N
∫
ΩN−2
w(p, p′, p3, . . . , pN )dp3 . . . dpN +
1
N
δ(p−p′)f(p, t) = f (2)(p, p′, t),
where the first transition has been performed using the definition Eq. (3.1.1) and the symmetry of w
under permutations.
Lastly, we integrate the diffusion term in the FPE Eq. (3.1.2) and obtain∫
ΩN−1
Dφ
N∑
i=1
∂φiφiw dp2 . . . dpN = Dφ∂φ1φ1f(p1, t).
As a result, the time evolution of the one-particle density function f = f(p1, t) = f(r1, φ1, t)
reads
∂tf = −v0e(φ1) · ∇r1f +Dφ∂φ1φ1f
− 1| C(r1; ϱ) |
∂φ1
∫
C(r1;ϱ)
sin(φ2 − φ1 − α)f (2)(p1, p2, t) dp2,
where e(φ1) = (cosφ1, sinφ1) ∈ S1 ⊂ R2 is a unit velocity vector, ∇r1 = (∂x1 , ∂y1) is a spatial
gradient, and
| C(r1; ϱ) |=
∫
C(r1;ϱ)
f(p2, t) dp2 =
∫
Ω
f(r2, φ2, t)H(ϱ− ∥r2 − r1∥) dr2dφ2
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is a neighborhood mass. The neighborhood domain C(r; ϱ) is itself defined as
C(r; ϱ) =
{
(r′, φ′) ∈ U2 × T | ∥r′ − r∥ ≤ ϱ
}
. (3.1.6)
We hereafter use C(r) instead of C(r; ϱ) for shorter notation. We see that for an interacting particle
system, the time evolution of a one-particle density function is not a closed equation since it depends
on a two-particle density function. In order to obtain a closure, one often admits the simplest mean
field approximation known as a molecular chaos assumption (Laney 1998). It postulates that particle
correlations are negligible and the following factorization of the two-particle density function is
possible:
f (2)(p1, p2, t) ≈ f(p1, t)f(p2, t).
Under that assumption, the time evolution of f is given by
∂tf = −v0e(φ1) · ∇r1f +Dφ∂φ1φ1f
− 1| C(r1) |
∂φ1
(
f
∫
C(r1)
sin(φ2−φ1−α)f(p2, t) dp2
)
.
(3.1.7)
This is the main equation that we will work with in the next sections.
3.1.1 Two-particle Density Function
In the case that the closure at the first order is not sufficient, we may proceed in the same manner
and next define a three-particle density function. In the limit of infinitely many particles, we have
f (3)(p, p′, p′′, t) = lim
N→∞
∫
ΩN−3
w(p, p′, p′′, p4, . . . , pN , t) dp4 . . . dpN .
If we integrate out N − 2 particles from the FPE Eq. (3.1.2), we derive the equation for the time
evolution of the two-particle density function f (2) = f (2)(p1, p2, t) = f (2)(r1, φ1, r2, φ2, t). It
reads
∂tf
(2) = −v0e(φ1) · ∇r1f (2) +Dφ∂φ1φ1f (2)
− 1| C(r1) |
∂φ1
∫
C(r1)
sin(φ3−φ1−α)f (3)(p1, p2, p3, t) dp3
− v0e(φ2) · ∇r2f (2) +Dφ∂φ2φ2f (2)
− 1| C(r2) |
∂φ2
∫
C(r2)
sin(φ3−φ2−α)f (3)(p1, p2, p3, t) dp3,
where the neighborhood domain C(r) is defined in Eq. (3.1.6). The time evolution of the two-
particle density function f (2) now depends on the three-particle density function f (3). If we
continue further, we can derive a corresponding equation for an n-particle density function which
will further depend on an n + 1-particle density function. This infinite hierarchy of integro-
differential equations is similar to the Born-Bogolubov-Green-Kirkwood-Yvon (BBGKY) or Vlasov
hierarchies in statistical physics (Braun and Hepp 1977; Spohn 1991). We could theoretically close
the hierarchy at any level provided that we have a required closure. Besides the molecular chaos
assumption that closes it at the first order, the so-called Kirkwood superposition approximation can
be used to obtain the second order closure. It assumes that the three-particle density function is
factorized as a product of two-particle density functions as
f (3)(p1, p2, p3, t) ≈
f (2)(p1, p2, t)f
(2)(p1, p3, t)f
(2)(p2, p3, t)
f(p1, t)f(p2, t)f(p3, t)
.
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The time evolution of the two-particle density function under this approximation reads
∂tf
(2) = −v0e(φ1) · ∇r1f (2) − v0e(φ2) · ∇r2f (2) +Dφ∂φ1φ1f (2) +Dφ∂φ2φ2f (2)
− 1| C(r1) |
∂φ1
[
f (2)(p1, p2, t)
f(p1, t)f(p2, t)
∫
C(r1)
sin(φ3 − φ1 − α)
f (2)(p1, p3, t)f
(2)(p2, p3, t)
f(p3, t)
dp3
]
− 1| C(r2) |
∂φ2
[
f (2)(p1, p2, t)
f(p1, t)f(p2, t)
∫
C(r2)
sin(φ3 − φ2 − α)
f (2)(p1, p3, t)f
(2)(p2, p3, t)
f(p3, t)
dp3
]
.
The approximation is usually required when the dynamics due to a self-propelled particle system
involves hard-core repulsion interactions (Marconi and Tarazona 1999). Since our model does not
contain such terms, we limit ourselves to subsequently work with the one particle density function,
whose dynamics is described by Eq. (3.1.7).
3.2 A N A LY T I C S O L U T I O N S T O C O N T I N U U M L I M I T E Q UAT I O N S
From now on, we do not use p as particle’s state variable. Instead, we split it up into position
r = (x, y) ∈ U2 and phase φ variables. The easiest solution to Eq. (3.1.7) (and to all of its
variations) is the uniform probability density function, i.e.,
f(r, φ, t) =
1
2π
.
It corresponds to the chaotic behavior of the particle system, for which the continuum limit has
been derived. One also says that this solution represents a globally disordered state.
The model Eq. (3.1.7) admits a major simplification if we assume that solutions are spatially
homogeneous. Based on the results from (Kruk, Maistrenko, and Koeppl 2018), we know that a
subset of chimeric solutions are of such a form. Under such an assumption of spatial homogeneity,
we obtain a 1 + 1-dimensional PDE, which we can also consider as the continuum Kuramoto-
Sakaguchi model:
∂tf(φ, t) = Dφ∂φφf(φ, t)− ∂φ
(
f(φ, t)
∫
T f(φ
′, t) sin(φ′ − φ− α)dφ′∫
T f(φ
′, t)dφ′
)
.
Since we treat the function f(φ, t) as a probability density function, we have that
∫
T f(φ, t)dφ = 1.
The time evolution of the density function then becomes
∂tf(φ, t) = Dφ∂φφf(φ, t)− ∂φ
(
f(φ, t)
∫
T
f(φ′, t) sin(φ′ − φ− α)dφ′
)
. (3.2.8)
This model have certain symmetries. Generally, we could rescale f(φ, t) 7→ cf(φ, t), c ∈ R but
since we treat f as a probability density function, this symmetry is of no importance to us. The
equation is also invariant under the phase translation f(φ, t) 7→ f(φ + φ0, t) ∀φ0 ∈ T. This
means that we can shift the distribution by any φ0 and obtain another solution. This is particularly
important in the stability analysis conducted later. The third symmetry is due to the invariance
under the reflection of phase f(φ, t) 7→ f(−φ, t) if α 7→ −α. Thus, we see that we can obtain
another solution by flipping the signs of phases and the parameter α simultaneously. Given that, we
will subsequently consider α ∈ [0, π/2] only. We also see that the solution will be symmetric with
respect to some φ0 only if α = 0. Thus, we will first look for solutions of Eq. (3.2.8) without a
phase lag.
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3.2.1 Stationary Solutions
To find a nontrivial stationary solution to Eq. (3.2.8), we put ∂tf(φ, t) = 0. This gives us a second
order ordinary differential equation (ODE) of the form:
Dφ
d2f(φ)
dφ2
− d
dφ
(
f(φ)
∫
T
f(φ′) sin(φ′ − φ− α)dφ′
)
= 0.
In terms of the order parameter, we can write it as
Dφ
d2f(φ)
dφ2
− d
dφ
[f(φ)R sin(Θ− φ− α)] = 0.
To solve this equation, we integrate it once and then look for the solution of the form
f(φ) = c(φ)eγ cos(Θ−φ−α),
where the function c(φ) is to be determined from the ODE, and γ = R/Dφ. It can be shown that
eventually the solution is of the form
f(φ) = c1e
γ cos(Θ−φ−α)
(
1 + c2
∫
e−γ cos(Θ−φ−α)dφ
)
,
where c1, c2 are the constants to be determined. We are interested in smooth solutions to Eq. (3.2.8),
so we require that f ∈ C(T). This implies that f(0) = f(2π), which can be shown to hold if
and only if c2 = 0. From the normalization condition, we find that c1 = (2πI0(γ))−1, where
I0(γ) = 1/(2π)
∫
T exp(γ cosφ)dφ denotes the modified Bessel function of the first kind (Olver
et al. 2010). As a result, we have the nontrivial stationary solution of the form:
f(φ) =
eγ cos(Θ−φ−α)
2πI0(γ)
.
Due to the translational invariance of Eq. (3.2.8) with respect to the phase φ, we can put Θ = 0
without loss of generality. This simplifies the solution to
f(φ) =
eγ cos(φ+α)
2πI0(γ)
. (3.2.9)
In this form, the solution is not particularly useful since the density function is recursively contained
in the definition of the order parameter. However, we are able to determine the latter the other way.
If we multiply Eq. (3.2.9) by cosφ and integrate over the domain T, we find that
R =
1
2πI0(γ)
∫
T
eγ cos(φ+α)eiφdφ = e−iα
I1(γ)
I0(γ)
.
From the equation for the imaginary part, we have that either α = 0 or I1(γ) = 0. The latter case
is true for γ = R/Dφ = 0. But if the order parameter magnitude is zero, the density function
Eq. (3.2.9) becomes just a constant and the phase lag α does not play any role. Therefore, we
conclude that the system Eq. (3.2.8) is solved by Eq. (3.2.9) only when α = 0:
f(φ) =
eγ cosφ
2πI0(γ)
, (3.2.10)
for which the order parameter magnitude is determined from
R =
I1
(
R
Dφ
)
I0
(
R
Dφ
) . (3.2.11)
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3.2.1.1 The Onset of Orientational Order
Even though we do not have a closed form solution for the density function f that solves Eq. (3.2.8),
we can extract the information on what relation the model parameters should satisfy in order to
allow the existence of this nontrivial solution. It was shown in (Pearce 1981) that for positive values
of R, the relation Eq. (3.2.11) has a unique solution. That solution allows us to find a condition
where the nonconstant density function of the form Eq. (3.2.10) appears. We should search for
parameters for which the slope on the right hand side of Eq. (3.2.11) is greater than the slope
on the left hand side at R = 0. Namely, we consider ddR [I1(γ)/I0(γ)] ≥ 1, where we denote
γ = R/Dφ. Using the properties (Olver et al. 2010) of the Bessel function ddRI0(γ) =
σ
Dφ
I1(γ)
and ddRI1(γ) =
σ
2Dφ
[I0(γ) + I2(γ)], we rewrite the above inequality as
1
2Dφ
+
1
2Dφ
I2(γ)
I0(γ)
− 1
Dφ
I21 (γ)
I20 (γ)
≥ 1.
Using the property (Joshi and Bissu 1991) I0(γ)−I2(γ) = 2γ I1(γ), we obtain the desired inequality
for the order parameter magnitude
1
Dφ
R2 − 1
Dφ
+ 2 ≤ 0.
Since we are interested in the value of the slope at R = 0, we derive the following condition for the
existence of the nontrivial stationary solution to Eq. (3.2.8):
Dφ ≤
1
2
. (3.2.12)
We also see from Eq. (3.2.10) and Eq. (3.2.11) that when Dφ → 0, the order parameter approaches
1 and we have the completely synchronous stationary state, namely,
f(φ, t) = δ(φ− φ0),
where the phase φ0 is determined from the initial condition.
3.2.2 Traveling Wave Solutions
Our next step is to investigate the solution to Eq. (3.2.8) in the presence of a nonzero phase lag α.
We know, when α ̸= 0 the density f(φ, t) is no longer a symmetric function. It moves to the left
if α > 0 and to the right if α < 0 with some constant speed v. This fact allows us to look for a
solution in the form of a traveling wave. Thus, we introduce an ansatz f(φ, t) = g(φ− vt) = g(ω),
where v is the speed of the traveling wave, which is also to be determined. After the substitution,
we obtain the following second order ODE:
Dφ
d2
dω2
g(ω) +
d
dω
{[v −R sin(Θ− ω − α)] g(ω)} = 0, (3.2.13)
where R and Θ are now constants. We trivially integrate it with respect to ω and get
Dφ
d
dω
g(ω) + [v −R sin(Θ− ω − α)] g(ω) = c1,
where c1 ∈ R is some constant. The method to solve such an equation is again to look for a solution
of the form
g(ω) = c(ω) exp
(
−
∫ [
v
Dφ
− R
Dφ
sin(Θ− ω − α)
]
dω
)
,
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where the function c(ω) is to be determined. After we substitute the function of this form into the
above differential equation, we find the following solution:
g(ω) = E1(ω)
(
c1
∫
E−11 (ω
′)dω′ + c2
)
,
where we have denoted E1(ω) = exp
[
− vDφω +
R
Dφ
cos(Θ− ω − α)
]
and c2 ∈ R is some
constant. One of the constants can be found by recalling that we are looking for a periodic and
continuous solution, i.e., g(0) = g(2π). The other constant is determined from the normalization
condition of the probability density function. Eventually, we arrive at the following solution
(compare to the form of the solution in the case of the Kuramoto model with frequency distribution
and zero phase lag (Gupta, Campa, and Ruffo 2014a)):
g(ω) = c0E1(ω)
(
1 + c1
∫ ω
0
E−11 (ω
′)dω′∫
T E
−1
1 (ω
′)dω′
)
,
where c0 ∈ R is a normalization constant and c1 =
(
e
2π vDφ − 1
)
comes form a periodicity
constraint.
One may notice that due to the translational invariance of Eq. (3.2.8), by the suitable shift
of ω − Θ 7→ ω, we have the system where the order parameter phase can be put equal to zero
without loss of generality. In other words, we could initially have introduced an ansatz f(φ, t) =
g(φ − vt − Θ0) = g(ω), with v to be determined and where Θ0 = Θ(0). The density function,
expressed in terms of new ω, can be shown to read
g(ω) = c0E2(ω)
(
1 + c1
∫ ω
0
E−12 (ω
′)dω′∫
T E
−1
2 (ω
′)dω′
)
, (3.2.14)
where the exponential function is redefined as E2(ω) = exp
[
− vDφω +
R
Dφ
cos(ω + α)
]
.
The above solution Eq. (3.2.14) is expressed in terms of the traveling wave variable ω, and we
now want to return to the original variables φ and t. Inserting them back, we find the solution of
the traveling wave form to be
f(φ, t) = c0E(φ, t)
(
1 + c1
∫ φ0+vt
vt
E−1(φ′, t)dφ′∫ 2π+vt
vt
E−1(φ′, t)dφ′
)
with φ ∈ [vt, 2π+vt), E(φ, t) = exp
[
− vDφφ+
R
Dφ
cos(φ− vt+ α)
]
, and φ0 = φ|t=0 = φ−vt
is the initial reference frame. For the computational purposes, it is better to perform the change of
variables φ0 = φ− vt in the integrals so that they are independent of time, giving
f(φ, t) = c0E(φ, t)
(
1 + c1
∫ φ0
0
E−1(φ0, 0)dφ0∫
T E
−1(φ0, 0)dφ0
)
with φ ∈ [vt, 2π + vt).
(3.2.15)
3.2.2.1 The Onset of Orientational Order
To learn the behavior of the order parameter, corresponding to Eq. (3.2.15), it is enough to study its
profile g(ω). The global order parameter is defined as
R =
∫
T
eiωg(ω)dω, (3.2.16)
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where the average direction is shifted to the origin so that Θ ≡ 0 without loss of generality. Thus,
the order parameter must satisfy the following set of self-consistency equations:
R =
∫
T
g(ω) cosωdω, (3.2.17a)
0 =
∫
T
g(ω) sinωdω, (3.2.17b)
where g is given by Eq. (3.2.14). This system does not have an analytical solution but can be solved
numerically for R and v, assuming that Θ ≡ 0. Note that in order to obtain them, one has to use
multiprecision arithmetic. For parameter values away from the order-disorder transition line, the
exponents in Eq. (3.2.14) assume values not valid for the double precision format.
As before, we can use the set of self-consistent equations to determine conditions on the model
parameters that lead to the existence of the nontrivial solution g. If we substitute Eq. (3.2.14) into
Eq. (3.2.17a), expand the right hand side of Eq. (3.2.17a) in powers of γ := R/Dφ, and take the
limit γ → 0 + 0 (Gupta, Campa, and Ruffo 2014a), we find the following equality:
R = −cosα
2
γ
v2
D2φ
+ 1
v2
D2φ
− sinα
2
γ
v2
D2φ
+ 1
v
Dφ
+
cosα
2
γ +O
(
γ2
)
.
If we divide both sides by the order parameter magnitude R, we obtain the relation between the
critical coupling strength, the diffusion constant Dφ, and the phase lag α expressed as
1 =
2(D2φ + v
2)
Dφ cosα− v sinα
.
The drawback is that it also involves the unknown parameter v. But fortunately as we have
mentioned, we must simultaneously satisfy Eq. (3.2.17b). Thus, we substitute Eq. (3.2.14) into
Eq. (3.2.17b) and perform the expansion again. We find the condition for the critical velocity as
v = −Dφ tanα. Combining it with the last expression, we obtain the value for the critical coupling
strength in terms of the known system parameters as
1
2
cosα = Dφ.
We thus deduce that the condition to completely desynchronize the system is Dφ ≥ 12 cosα. Note
that if we let α → 0, we obtain the same condition as given by Eq. (3.2.12) for the case of zero
phase lag.

4H Y D R O D Y N A M I C T H E O R Y F O R I N T E R A C T I N G PA R T I C L E
S Y S T E M S
4.1 L A R G E D I F F U S I O N A P P ROX I M AT I O N A N D R E L AT E D S O L U T I O N S
The stability analysis from the point of view of the kinetic theory is effective when using the
numerical methods, thus, providing us with the quantitative information about the instability
mechanisms that act on a solution. If we want to have the qualitative description of the system
behavior with respect to the microscopic parameters of the model, we must restrict the consideration
of the infinite hierarchy of the Fourier modes Eq. (5.1.4) to the first several ones. The common
strategy to pursue is the following. The expansion of the density function that solves the original
spatially nonhomogeneous PDE Eq. (5.1.1) into Fourier series transforms the problem of solving
the temporal dynamics of the 3 + 1-dimensional density function into the problem of solving the
temporal dynamics of the infinite system of 2 + 1-dimensional density functions. The first modes
from that hierarchy can be given a reasonable interpretation. Namely, the integration of f(r, φ, t)
over the phase variable gives a marginal density function of spatial coordinates r = (x, y) ∈ U2:
ρ(r, t) =
∫
T
f(r, φ, t)dφ = 2πf0(r, t).
This definition also establishes the connection of the marginal density function to the zeroth
Fourier mode defined in Eq. (5.1.2). Furthermore, we consider an arbitrary unit velocity vector
e(φ) = (cosφ, sinφ) ∈ S1 ⊂ R2 and find its expectation with respect to the one-particle density
function f(r, φ, t). The result of this operation is known to be a momentum field w(r, t) =
(wx(r, t), wy(r, t)) ∈ R2, which is defined in the relation to the Fourier modes as
wx(r, t) =
∫
T
cosφf(r, φ, t)dφ = π[f1(r, t) + f−1(r, t)],
wy(r, t) =
∫
T
sinφf(r, φ, t)dφ = −iπ[f1(r, t)− f−1(r, t)].
The marginal density function and the momentum field constitute a hydrodynamic description of a
system of interacting particles.
The momentum field, divided by the marginal density function, is isomorphic to the order
parameter we introduced earlier Eq. (3.2.16), i.e., we could associate
wx(r, t)
ρ(r, t)
= R(r, t) cosΘ(r, t)
and
wy(r, t)
ρ(r, t)
= R(r, t) sinΘ(r, t). Thus, the knowledge of the hydrodynamic variables ρ(r, t) and
w(r, t) automatically allows us to evaluate the degree of polarization in the particle flow.
4.1.1 Stationary Solutions
We are interested in the time evolution of the marginal density function and the momenta. They are
obtained directly from the above definitions using the differential equations of the respective Fourier
coefficients. Since the temporal dynamics of each Fourier mode is coupled to the neighboring
modes, we cannot derive the required equations immediately. Namely, we see that the first Fourier
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mode couples to the second one through the convective terms and through the nonlinear interaction
terms Eq. (5.1.4). In order to obtain the closure, we adopt the approach of (Bertin, Droz, and
Grégoire 2009). We assume that the temporal evolution of the nematic order field, which is related
to the second Fourier modes, is a small quantity, giving ∂tf±2 ≈ 0. Furthermore, we assume that
the higher order fields are negligible fn ≈ 0, |n| ≥ 3. This is appropriate for sufficiently high
diffusion levels since ∂tfn ∝ −n2Dφ. As a result, the second Fourier mode is approximated by
f2(r, t) ≈ −
v0
8Dφ
[∂xf1(r, t) + i∂yf1(r, t)] +
f1(r, t)
4Dφ
∫∫
B(r)
f1(r
′, t)dr′∫∫
B(r)
f0(r′, t)dr′
e−iα. (4.1.1)
Using the closure relation Eq. (4.1.1), we find the following system of differential equations for the
marginal density ρ = ρ(r, t) and the momentum field w = w(r, t):
∂tρ = −v0∇ · w,
∂tw = −
v0
2
∇ρ−Dφw +
v20
16Dφ
∆w +
ρ
2
Q−αW
+
1
8Dφ
{
v0
2
Qα [(W · ∇)w + (W⊥ · ∇)w⊥]
− w∥W∥2 + v0Q−α
[
∇(w ·W )− (W · ∇)w
− (∇ ·W )w −W (∇ · w)− (w · ∇)W
]}
.
(4.1.2)
where w⊥ = (−wy, wx)T and W⊥ = (−Wy,Wx)T . We have denoted the spatially averaged
momentum field as
W = W (r, t) =
∫∫
B(r)
w(r′, t)dr′∫∫
B(r)
ρ(r′, t)dr′
by analogy with the interaction terms in Eq. (3.1.7). Note that the neighborhood domain B(r)
implicitly depends on the radius of interaction ϱ, as defined previously by Eq. (5.1.5). The matrix
Qα =
(
cosα − sinα
sinα cosα
)
represents anticlockwise rotation by α radians.
We begin our analysis by looking for the solutions of Eq. (4.1.2). As usual for such models,
Eq. (4.1.2) has two stationary spatially homogeneous solutions. The first one (ρ, w) = (1, 0, 0)
represents a spatially uniform disordered state of the system. The second one is best found using
the polar representation for the momentum field. Note that due to the approach we used to derive
the continuum limit, the particle density ρ0 ≡ 1 since we are bound to work only with PDFs, and as
a result the marginal density function ρ = 1. Assuming the temporal and spatial independence of
the solutions, we have W = (πϱ2wx, πϱ2wy)T . We find the second solution, which represents the
partially synchronized flocking, to be (ρ, w) = (1, ∥w∗∥ cosφ0, ∥w∗∥ sinφ0), where the degree of
polarization is
∥w∗∥ = 2
√
Dφ(cosα− 2Dφ) (4.1.3)
and φ0 ∈ T is an arbitrary direction subject to initial conditions. One of the assumptions that we
have used to obtain the closure relation Eq. (4.1.1) is that the diffusion level is high enough to justify
the negligence of the higher order Fourier modes. We can now see from Eq. (4.1.3) the limitations of
those assumptions. Namely, it shows that the polarization level goes to zero with the diffusion value
going to zero which is definitely not correct. From our previous study we know that the polarization
level goes up to one with the decrease of Dφ. But at the onset of the flocking Dφ = 1/2, the answer
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is correct. By analyzing Eq. (4.1.3), we find that the maximum polarization level could be
√
2
2 cosα
and it is attained at Dφ = 14 cosα. Thus, the hydrodynamic equations Eq. (4.1.2) are correct for
the range 14 cosα ≤ Dφ ≤ 12 cosα, the later of which is the order-disorder transition line as we
already know and it is also the existence condition for Eq. (4.1.3).
4.1.2 The Traveling Wave Solution
As it was the case for the kinetic theory, the stability analysis of the traveling wave solutions
cannot be carried out using Eq. (4.1.2) because it has been developed under the assumption of
the stationarity of the solutions. Therefore, we need to rederive the corresponding hydrodynamic
equations for the traveling wave solutions anew, starting from the Fourier modes Eq. (5.1.16). Since
the most of the derivations are straightforward generalizations of the ones from the previous section,
we provide only the key steps here.
The assumptions made to obtain the closure relation Eq. (4.1.1) are the same as for the stationary
solutions, except that we additionally assume that the spatial variation of the nematic order field
is negligible ∇h±2 ≈ 0. This is appropriate for sufficiently high diffusion levels, which we have
also assumed previously in the context of the hydrodynamic theory. The hydrodynamic equations
describing the evolution of the marginal density function ρ = ρ(r, t) and the momentum field
w = w(r, t) read
∂tρ = −v0∇ · w + v(r ×∇)ρ,
∂tw = −
v0
2
∇ρ− C1w + v(r ×∇)w +
v20
8
C2∆w
+
ρ
2
Q−αW +
1
4
C2
{
v0
2
Qα [(W · ∇)w + (W⊥ · ∇)w⊥]
− w∥W∥2 + v0Q−α
[
∇(w ·W )− (W · ∇)w
− (∇ ·W )w −W (∇ · w)− (w · ∇)W
]}
,
(4.1.4)
where the matrix Qα =
(
cosα − sinα
sinα cosα
)
represents anticlockwise rotation by α radians; the
matrix C1 =
(
Dφ −v
v Dφ
)
arises due to the coupling between the longitudinal and transversal
length scales; the matrix C2 =
1
4D2φ + v
2
(
2Dφ v
−v 2Dφ
)
arises due to the coupling between the
first and second Fourier modes.
The system has two stationary spatially homogeneous solutions. The first one (ρ, w) = (1, 0, 0)
represents a spatially homogeneous disordered state of the system. The second one, which represents
the partially synchronized flocking, is (ρ, w) = (1, ∥w∗∥ cosφ0, ∥w∗∥ sinφ0), where the degree
of polarization is
∥w∗∥ =
√
1
Dφ
(4D2φ + v
2)(cosα− 2Dφ) (4.1.5)
and φ0 ∈ T is an arbitrary direction subject to initial conditions. The group velocity v is not a
parameter of choice here but implicitly depends on other microscopic parameters of the Langevin
dynamics. Generally, it can be estimated from the self-consistent system of equations Eq. (3.2.17a).
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But we have shown that near the order-disorder transition line the group velocity is equal v =
− 12 sinα. Thus, the degree of polarization Eq. (4.1.5) next to that transition line is
∥w∗∥ =
√(
4Dφ +
sin2 α
4Dφ
)
(cosα− 2Dφ).
4.2 OT T- A N T O N S E N R E D U C T I O N
4.2.1 General derivation for particles with persistent rotation and noise
Let us formulate equations of self-propelled particle motion with the orientational dynamics
rewritten in a different formulation suited for our subsequent purpose. The equations of motion read
dxi = cosφi dt,
dyi = sinφi dt,
dφi = ω +
1
2i
(Hie
−iφi −H∗i eiφi) dt+DφdWi(t),
where ω denotes particle’s internal orientational frequency and we denote the nonlocal polar order
parameter as a complex-valued variable as
Hi(t) = Ri(t)e
iΘi(t) =
1
|Biϱ|
∑
j∈Biϱ
eiφi .
Here, we put the velocity of particles to be 1, which fixes one relation between the spatial and
temporal scales. Each particle experiences stochastic perturbations, accounted for by families of
independent Wiener processes (Wi(t))t≥0, i = 1, . . . , N .
By following the same procedure for the derivation of continuum limit equations Section 3.1, we
find the Fokker-Planck equation that describes temporal evolution for the PDF
∂
∂t
f +
∂
∂x
(cosφf) +
∂
∂y
(sinφf)
+
∂
∂φ
([
ω +
1
2i
(He−iφ −H∗eiφ)
]
f
)
−Dφ
∂2
∂φ2
f = 0.
(4.2.6)
This equation constitutes the kinetic description for the interacting particle system Section 4.2.1.
In order to apply the Ott-Antonsen reduction procedure, we need to find a respective hydrody-
namic description. First, we set a Fourier transform in φ:
f(x, y, φ, , ω, t) = F0(t, x, y, ω) +
∞∑
n=1
Fn(t, x, y, ω)e
−inφ +
∞∑
n=1
F ∗n(t, x, y, ω)e
inφ
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We apply the transform to each term in Eq. (4.2.6). For the first one, we have
∂
∂x
(cosφf) =
eiφ + e−iφ
2
[
∂
∂x
F0 +
∞∑
n=1
∂
∂x
Fne
−inφ +
∞∑
n=1
∂
∂x
F ∗ne
inφ
]
=
=
1
2
[
∂
∂x
F0e
iφ +
∞∑
k=2
∂
∂x
Fk+1e
−ikφ +
∂
∂x
F1 +
∂
∂x
F2e
−iφ +
∞∑
k=2
∂
∂x
F ∗k−1e
ikφ
]
+
+
1
2
[
∂
∂x
F0e
−iφ +
∞∑
k=2
∂
∂x
Fk−1e
−ikφ +
∞∑
k=2
∂
∂x
F ∗k+1e
ikφ +
∂
∂x
F ∗1 +
∂
∂x
F ∗2 e
iφ
]
.
The second terms is transformed as
∂
∂y
(sinφf) =
eiφ − e−iφ
2i
[
∂
∂y
F0 +
∞∑
n=1
∂
∂y
Fne
−inφ +
∞∑
n=1
∂
∂y
F ∗ne
inφ
]
=
=
1
2i
[
∂
∂y
F0e
iφ +
∞∑
k=2
∂
∂y
Fk+1e
−ikφ +
∂
∂y
F1 +
∂
∂y
F2e
−iφ +
∞∑
k=2
∂
∂y
F ∗k−1e
ikφ
]
−
− 1
2i
[
∂
∂y
F0e
−iφ +
∞∑
k=2
∂
∂y
Fk−1e
−ikφ +
∂
∂y
F ∗1 +
∂
∂y
F ∗2 e
iφ +
∞∑
k=2
∂
∂y
F ∗k+1e
ikφ
]
.
The terms with particle interaction can be shown to transform as
∂
∂φ
(ω +
1
2i
(He−iφ −H∗eiφ)f) =
= −iω
∞∑
k=1
kFke
−ikφ + iω
∞∑
k=1
kF ∗k e
ikφ+
+
H
2i
(
−iF0e−iφ +
∞∑
k=2
Fk−1(−ik)e−ikφ +
∞∑
k=2
F ∗k+1(ik)e
ikφ + iF ∗2 e
iφ
)
−
−H
∗
2i
(
F0ie
iφ +
∞∑
k=2
Fk+1(−ik)e−ikφ − iF2e−iφ +
∞∑
k=2
F ∗k−1(ik)e
ikφ
)
.
The last diffusion term becomes
Dφ
∂2
∂φ2
f = Dφ
( ∞∑
k=1
(−k2)Fke−ikφ +
∞∑
k=1
(−k2)F ∗k eikφ
)
.
The Fourier-transformed version of Eq. (4.2.6) results into an infinite hierarchy of PDEs for
the Fourier modes, as before. In practice, we are interested in the evolution of the zeroth and the
first modes. By substituting all above transformed terms into Eq. (4.2.6), we gather the resulting
equation with respect to the powers of the complex exponent. The resulting equation for the zeroth
order reads
∂
∂t
F0 +
1
2
∂
∂x
F1 +
1
2
∂
∂x
F ∗1 +
1
2i
[
∂
∂y
F1 −
∂
∂y
F ∗1 ] =
∂
∂t
F0 +
∂
∂x
Re(F1) +
∂
∂y
Im(F1) = 0
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The equation for the first order in front of e−iφ reads
∂
∂t
F1 +
1
2
[
∂
∂x
F0 +
∂
∂x
F2
]
− 1
2i
[
∂
∂y
F0 −
∂
∂y
F2
]
− iωF1 +
H
2i
(−iF0) +
H∗
2i
(iF2) +DφF1
∂
∂t
F1 +
1
2
∂
∂x
[F0 + F2]−
1
2i
∂
∂y
[F0 − F2]− iωF1 −
H
2
(F0) +
H∗
2
(F2) +DφF1 = 0.
One finds the rest of the equations with e−ikφ, k ≥ 2 to be
∂
∂t
Fk +
1
2
[
∂
∂x
Fk+1 +
∂
∂x
Fk−1] +
1
2i
[
∂
∂y
Fk+1 −
∂
∂y
Fk−1]− iωkFk+
+
H
2i
(−ik)Fk−1 −
H∗
2i
(−ik)Fk+1 +Dφk2Fk =
∂
∂t
Fk +
1
2
∂
∂x
[Fk+1 + Fk−1] +
1
2i
∂
∂y
[Fk+1 − Fk−1]− iωkFk−
−H
2
kFk−1 +
H∗
2
kFk+1 +Dφk
2Fk = 0,
where Fk = Fk(t, x, y, ω). Note that equations for the modes with negative indices are conjugate
to these equations.
4.2.2 Identical oscillators with noise: OA ansatz
For simplicity, we now assume no distribution of “frequencies” ω for particles and set ω = 0. The
Ott-Antonsen ansatz (Ott and Antonsen 2008) reads Fk = ρZk. By applying it to the PDEs for
Fourier modes, we have for the equation of zeroth order
∂
∂t
ρ+
∂
∂x
[ρRe(Z)] +
∂
∂y
[ρIm(Z)] = 0.
The equation for the first order wit e−iφ becomes
∂
∂t
[ρZ] +
1
2
∂
∂x
[
ρ+ ρZ2
]
− 1
2i
∂
∂y
[
ρ− ρZ2
]
− H
2
(ρ) +
H∗
2
(ρZ2) +DφρZ = 0,
which can be rewritten using the previously obtained zeroth order equation as
ρ
∂
∂t
Z +
1
2
∂
∂x
[
ρ+ ρZ2
]
− 1
2i
∂
∂y
[
ρ− ρZ2
]
−
−H
2
(ρ) +
H∗
2
(ρZ2) +DφρZ − Z
(
∂
∂x
[ρRe(Z)] +
∂
∂y
[ρIm(Z)]
)
= 0.
The rest of the hierarchy with e−ikφ, k ≥ 2 are transformed as
∂
∂t
[
ρZk
]
+
1
2
∂
∂x
ρ
[
Zk+1 + Zk−1
]
+
1
2i
∂
∂y
ρ
[
Zk+1 − Zk−1
]
−
−H
2
kρZk−1 +
H∗
2
kρZk+1 +Dφk
2ρZk = 0,
which can also be rewritten using the zeroth order equation as
ρ
∂
∂t
Zk +
1
2
∂
∂x
ρ
[
Zk+1 + Zk−1
]
+
1
2i
∂
∂y
ρ
[
Zk+1 − Zk−1
]
−
−H
2
kρZk−1 +
H∗
2
kρZk+1 +Dφk
2ρZk − Zk
(
∂
∂x
[ρRe(Z)] +
∂
∂y
[ρIm(Z)]
)
= 0.
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This equation can further be simplified into
kρ
∂
∂t
Z +
1
2Zk−1
∂
∂x
ρ
[
Zk+1 + Zk−1
]
+
1
2iZk−1
∂
∂y
ρ
[
Zk+1 − Zk−1
]
−
−H
2
kρ+
H∗
2
kρZ2 +Dφk
2ρZ − Z
(
∂
∂x
[ρRe(Z)] +
∂
∂y
[ρIm(Z)]
)
= 0.
The equation for the zeroth term imposes conservation of probability mass in the system. By
comparing equations in orders 1 and k, we observe
ρ
∂
∂t
Z +
1
2
∂
∂x
[
ρ+ ρZ2
]
− 1
2i
∂
∂y
[
ρ− ρZ2
]
−
−H
2
(ρ) +
H∗
2
(ρZ2) +DφρZ − Z
(
∂
∂x
[ρRe(Z)] +
∂
∂y
[ρIm(Z)]
)
= 0;
ρ
∂
∂t
Z +
1
2kZk−1
∂
∂x
ρ
[
Zk+1 + Zk−1
]
+
1
2ikZk−1
∂
∂y
ρ
[
Zk+1 − Zk−1
]
−
−H
2
ρ+
H∗
2
ρZ2 +DφkρZ −
Z
k
(
∂
∂x
[ρRe(Z)] +
∂
∂y
[ρIm(Z)]
)
= 0.
One can see that the OA ansatz gives correct equations only for a homogeneous field without noise.
The above procedure allowed us to formulate another hydrodynamic description of interacting
particle systems that includes the scalar density field ρ(t, x, y) : R+ × R2 → R, i.e., the local
density of the particles, and the complex field Z(t, x, y) : R+ × R2 → C which accounts for the
local mean velocity of the particles. The equation for the density is
∂
∂t
ρ+ ρ
∂
∂x
Re(Z) + ρ
∂
∂y
Im(Z) + Re(Z)
∂
∂x
ρ+ Im(Z)
∂
∂y
ρ = 0.
Potentially, to include local collisions of the particles, one can impose a diffusion term ∼ Dr for
spatial distribution
∂
∂t
ρ+ ρ
∂
∂x
Re(Z) + ρ
∂
∂y
Im(Z) + Re(Z)
∂
∂x
ρ+ Im(Z)
∂
∂y
ρ = Dr
(
∂2
∂x2
ρ+
∂2
∂y2
ρ
)
.
The equation for the mean velocity can be written as
ρ
∂
∂t
Z +
ρ
2
∂
∂x
[
1 + Z2
]
− ρ
2i
∂
∂y
[
1− Z2
]
+
1 + Z2
2
∂
∂x
ρ− 1− Z
2
2i
∂
∂y
ρ−
−Zρ
(
∂
∂x
Re(Z) +
∂
∂y
Im(Z)
)
− ZRe(Z) ∂
∂x
ρ− ZIm(Z) ∂
∂y
ρ =
=
H
2
(ρ)− H
∗
2
(ρZ2)−DφρZ.
Dividing by the density field ρ, we obtain
∂
∂t
Z +
1
2
∂
∂x
[
1 + Z2
]
− 1
2i
∂
∂y
[
1− Z2
]
+
1 + Z2
2ρ
∂
∂x
ρ− 1− Z
2
2iρ
∂
∂y
ρ−
−Z
(
∂
∂x
Re(Z) +
∂
∂y
Im(Z)
)
− ZRe(Z)1
ρ
∂
∂x
ρ− ZIm(Z)1
ρ
∂
∂y
ρ =
=
H
2
− H
∗
2
Z2 −DφZ.
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Alternative way to define nonlocal coupling is to write an extra PDE for the field H(t, x, y)
τ
∂
∂t
H = κ2
(
∂2
∂x2
+
∂2
∂y2
)
H −H + σeiαZ
Here α is the Kuramoto-Sakaguchi phase shift, σ is the strength of interactions, and κ defines the
spatial scale of coupling, and the parameter τ defines inertia in the coupling. In the limit τ → 0+,
we have
0 = κ2
(
∂2
∂x2
+
∂2
∂y2
)
H −H + σeiαZ,
which in an infinite medium has a solution (Shima and Kuramoto 2004)
H(t, r) =
σeiα
2πκ2
∫∫
K0(κ
−1|r− r′|)Z(t, r′) d2r′,
where K0 is the Bessel function of the second kind. Asymptotically, for large arguments K0(r) ∼
exp(−rκ−1) so one could cut this function for finite domains. As an alternative, one could use a
two-dimensional Gaussian function.
One has still a freedom to fix one scale (spatial or temporal) in the system. It might be convenient
to fix the system size L to one. Then the coupling strength σ will be a relevant parameter, together
with κ, Dφ, and Dr. Another way could be to fix κ = 1 and to use the system size L as a
parameter.
5L I N E A R S TA B I L I T Y A N A LY S I S O F I N T E R A C T I N G PA R T I C L E
S Y S T E M S
5.1 K I N E T I C T H E O RY A P P RO AC H
Now that we have derived several spatially homogeneous solutions for the original problem
Eq. (3.1.7), we want to know parameter regions, where these solutions become unstable and
spatially nonhomogeneous structures appear. In order to do that, we perform linear stability analysis
of the solutions in Fourier space from the point of view of the kinetic theory first.
5.1.1 Stationary Solutions
First, let us provide the version of the nonhomogeneous continuum limit PDE, we will build our
further analysis upon. We start with Eq. (3.1.7) for a one-particle density function f = f(p, t) =
f(r, φ, t), which we state here one more time for the easier reference:
∂tf = −v0e(φ) · ∇rf − ∂φ
(
f
∫
C(r)
f(r′, φ′, t) sin(φ′−φ−α)dr′dφ′∫
C(r)
f(r′, φ′, t)dr′dφ′
)
+Dφ∂φφf, (5.1.1)
where we have explicitly separated the combined variable p into the position vector r and the
phase φ. Note that the neighborhood domain C(r) implicitly depends on the radius of interaction ϱ
according to Eq. (3.1.6). We are interested in the solutions that are periodic in spatial and phase
variables. We can generally represent it in a Fourier series as
f(r, φ, t) =
∑
k∈Z2
∑
n∈Z
fn,k(t)e
−inφ−i 2πL k·r.
Since spatial and phase scales have different periodicities, we will perform the two corresponding
transforms separately.
Our first step is to transform Eq. (5.1.1) into the Fourier space with respect to the phase variable
φ. The density function can be represented as
f(r, φ, t) =
∑
n∈Z
fne
−inφ, (5.1.2)
where each Fourier mode is defined as
fn(r, t) =
1
2π
∫
T
f(r, φ, t)einφdφ. (5.1.3)
Using the above decomposition, each term of Eq. (5.1.1) can be rewritten as
∂tf(r, φ, t) =
∑
n∈Z
∂tfn(r, t)e
−inφ,
v0e(φ) · ∇rf(r, φ, t) = −
v0∂x
2
∑
n∈Z
(fne
−i(n−1)φ + fne
−i(n+1)φ)
+
iv0∂y
2
∑
n∈Z
(fne
−i(n−1)φ − fne−i(n+1)φ),
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∂φ
(
f(r, φ, t)
∫∫∫
C(r)
f(r′, φ′, t) sin(φ′ − φ− α)dr′dφ′∫∫∫
C(r)
f(r′, φ′, t)dr′dφ′
)
=
1
2
∑
n∈Z
fn
[
(n− 1)e−i(n−1)φ
∫∫
B(r)
f−1(r
′, t)dr′∫∫
B(r)
f0(r′, t)dr′
eiα
−(n+ 1)e−i(n+1)φ
∫∫
B(r)
f1(r
′, t)dr′∫∫
B(r)
f0(r′, t)dr′
e−iα
]
,
∂φφf(r, φ, t) = −
∑
n∈Z
n2fne
−inφ.
Gathering the terms corresponding to each Fourier mode e−inφ, the evolution equation for each
mode fn = fn(r, t), n ∈ Z becomes
∂tfn = −n2Dφfn −
v0
2
∂x(fn+1 + fn−1) +
iv0
2
∂y(fn+1 − fn−1)
+
n
2
(
fn−1
∫∫
B(r)
f1(r
′, t)dr′∫∫
B(r)
f0(r′, t)dr′
e−iα − fn+1
∫∫
B(r)
f−1(r
′, t)dr′∫∫
B(r)
f0(r′, t)dr′
eiα
)
.
(5.1.4)
The integration over the cylinder C(r) = C(r; ϱ) becomes the integration over the disk B(r) =
B(r; ϱ), which is defined as
B(r; ϱ) =
{
r′ ∈ U2 | ∥r′ − r∥ ≤ ϱ
}
. (5.1.5)
As before, we usually suppress the explicit dependence of the circular neighborhood B(r) on the
parameter ϱ for the sake of brevity.
Next, we perform the Fourier transform of Eq. (5.1.4) with respect to spatial coordinates r. Each
Fourier mode fn(r, t) can be decomposed into a series as
fn(r, t) =
∑
k∈Z2
gn(k, t)e
−i 2πL k·r,
where its coefficients are defined as
gn(k, t) = F{fn(r, t)}(k, t) =
1
L2
∫∫
U2
fn(r, t)e
i 2πL k·rdr. (5.1.6)
Our next goal is to obtain the differential equations for each mode gn(k, t) in the Fourier
space with respect to the spatial variables, with the subsequent goal of deriving its linearized
dynamics. With that regard, all terms in Eq. (5.1.4) except for the nonlinear interaction one are
easily transformed as
F {∂tfn(r, t)} (k, t) = ∂tgn(k, t),
F {∂x[fn+1(r, t) + fn−1(r, t)]} (k, t) = −i
2π
L
kx[gn+1(k, t) + gn−1(k, t)],
F {∂y[fn+1(r, t)− fn−1(r, t)]} (k, t) = −i
2π
L
ky[gn+1(k, t)− gn−1(k, t)].
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As to the interaction terms (the ones with the integrals), we will consider the derivation only for the
first one of them. In order to find its transformation, we first represent it as
1
L2
∫∫
U2
fn−1(r, t)
∫∫
B(r)
f1(r
′, t)dr′∫∫
B(r)
f0(r′, t)dr′
ei
2π
L k·rdr
=
∑
q∈Z2
gn−1(q, t)
1
L2
∫∫
U2
∫∫
B(r)
f1(r
′, t)dr′∫∫
B(r)
f0(r′, t)dr′
ei
2π
L (k−q)·rdr =
∑
q∈Z2
gn−1(q, t)K1(k − q, t),
where K1 denotes the Fourier transform Eq. (5.1.6) of one of the interaction force terms. The other
appears as K−1 and inherently depends on f−1. To obtain the representation of the interaction
kernel K1 in the Fourier space solely, i.e., via the wave vectors, we need to transform the integrals
involving the primed variables (Großmann, Schimansky-Geier, and Romanczuk 2013). Generally,
we consider ∫∫
B(r)
fn(r
′, t)dr′ =
∑
k∈Z2
∫∫
B(r)
gn(k, t)e
−i 2πL k·r
′
dr′
=
∑
k∈Z2
gn(k, t)e
−i 2πL k·r
∫∫
B(0)
e−i
2π
L k·zdz
=
∑
k∈Z2
gn(k, t)e
−i 2πL k·r
∫ ϱ
0
∫
T
∥z∥e−i 2πL ∥z∥∥k∥ cos(ζ−χ)d∥z∥dζ
= 2π
∑
k∈Z2
gn(k, t)e
−i 2πL k·r
∫ ϱ
0
∥z∥J0
(
2π
L
∥z∥∥k∥
)
d∥z∥
= Lϱ
∑
k∈Z2
gn(k, t)e
−i 2πL k·r
J1
(
2π
L ϱ∥k∥
)
∥k∥ .
In the above derivation, we have made use of the polar representation of z = ∥z∥(cos ζ, sin ζ)T and
k = ∥k∥(cosχ, sinχ)T . The functions J0 and J1 denote the Bessel functions of the first kind. The
transition between these functions was performed using the identity
∫ R
0
sJ0(s)ds = RJ1(R), R ∈
R+. Note that the last transition of the above chain is valid as long as k ̸= (0, 0)T . Otherwise, in
the zero wave number regime, one has
∫ ϱ
0
∥z∥J0(0)d∥z∥ = ϱ2/2.
The last sum of the above chain of equations is the Fourier series with the coefficients containing
the Bessel function. To simplify the further notation, we will denote
jϱ(k) =
J1
(
2π
L ϱ∥k∥
)
∥k∥ .
Note that despite of the division by the norm of a wave vector, it is possible to consider the dynamics
in the hydrodynamic limit, since lim
x→0+0
1
xJ1(x) =
1
2 . With the new notation, we can write the
interaction kernel as
K±1(k − q, t) = F
{∑
p∈Z2 g±1(p, t)jϱ(p)e
−i 2πL p·r∑
p∈Z2 g0(p, t)jϱ(p)e
−i 2πL p·r
}
(k − q, t). (5.1.7)
The kernel in this representation still depends on the Fourier coefficients in a nonlinear way but
further decomposition of the kernel in a linear combination requires the knowledge of gn.
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We see that after the Fourier transform with respect to spatial variables, the coefficient 2πL
exclusively appears in front of v0 and ϱ. Thus, we introduce v∗0 =
2π
L v0 and ϱ
∗ = 2πL ϱ to shorten
the further notation. The auxiliary function jϱ(k) becomes jϱ(k) =
J1(ϱ
∗∥k∥)
∥k∥ .
With the current representation of the interaction kernels, the time evolution of the Fourier
coefficients gn = gn(k, t) reads
∂tgn(k, t) = −n2Dφgn +
iv∗0
2
kx(gn+1 + gn−1) +
v∗0
2
ky(gn+1 − gn−1)
+
n
2
(
e−iα
∑
q∈Z2
gn−1(q, t)K1(k − q, t)− eiα
∑
q∈Z2
gn+1(q, t)K−1(k − q, t)
)
,
(5.1.8)
where the Fourier transforms K±1 of the interaction kernels are defined in Eq. (5.1.7). As an
outline, we mention that since we are going to test only the spatially homogeneous solutions on
the matter of stability, their Fourier transforms with respect to x, y will contain Kronecker delta
functions. Upon the substitution of such transforms into the above expression, the sums over the
wave numbers q will be resolved.
For convenience, we denote
L[g0, g±1, gn∓1](q, k, t) = gn∓1(q, t)K±1(k − q, t),
where the dependence on g0 and g±1 comes through K±1. We will use this expression in the
linearization procedure described next.
Let the stationary spatially homogeneous solution of Eq. (5.1.1), transformed to the Fourier space
with respect to the spatial variables, be g∗n(k). We denote the components of a small perturbation to
the solution as
δgn(k, t) = gn(k, t)− g∗n(k). (5.1.9)
To see how those perturbations behave over time, we need to derive differential equations for δgn.
To do that, we linearize Eq. (5.1.8) around g∗n(k). Since the right hand side of Eq. (5.1.8) depends
on several δgn, by Taylor series expansion we find
∂tδgn(k, t) =
iv∗0
2
kx[δgn+1(k, t)
+ δgn−1(k, t)] +
v∗0
2
ky[δgn+1(k, t)− δgn−1(k, t)]− n2Dφδgn(k, t)
+
n
2
e−iα
∑
m∈{0,1,n−1}
∑
q∈Z2
∂L[g0, g1, gn−1]
∂gm
(q, k, t)
∣∣∣∣∣
g∗0 ,g
∗
1 ,g
∗
n−1
δgm(q, t)
− n
2
eiα
∑
m∈{0,−1,n+1}
∑
q∈Z2
∂L[g0, g−1, gn+1]
∂gm
(q, k, t)
∣∣∣∣∣
g∗0 ,g
∗
−1,g
∗
n+1
δgm(q, t).
(5.1.10)
One can show that the derivatives of the functional L are
∂L[g0, g1, gn−1]
∂g0
(q, k, t) = −jϱ(q)
∑
p∈Z2
gn−1(p, t)×
×F
{ ∑
s∈Z2 g1(s, t)jϱ(s)e
−i 2πL s·r
[
∑
s∈Z2 g0(s, t)jϱ(s)e
−i 2πL s·r]2
}
(k − p− q),
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∂L[g0, g1, gn−1]
∂g1
(q, k, t) = jϱ(q)
∑
p∈Z2
gn−1(p, t)×
×F
{
1∑
s∈Z2 g0(s, t)jϱ(s)e
−i 2πL s·r
}
(k − p− q),
∂L[g0, g1, gn−1]
∂gn−1
(q, k, t) = K1(k − q, t),
and the other three derivatives are determined similarly. In the derivation of the above derivatives,
one needs to take particular care so as to ensure that the perturbed variables depend on the same
variables as the functions, with respect to which the differentiation is performed.
As we have already mentioned, we are interested here in stationary spatially homogeneous
solutions of Eq. (5.1.1), i.e., f∗(r, φ, t) = f∗(φ). This property results in the fact that its Fourier
coefficients f∗n in Fourier space with respect to the spatial variables are factorized as g
∗
n(k) =
δk,0f
∗
n with δk,0 = δkx,0δky,0 as a product of two Kronecker delta functions. Plugging the found
expressions for all the functional derivatives into Eq. (5.1.10) and evaluating them at the fixed points
by using the factorization property, we obtain
∂tδgn(k, t) = −n2Dφδgn(k, t)
+
iv∗0
2
kx[δgn+1(k, t) + δgn−1(k, t)] +
v∗0
2
ky[δgn+1(k, t)− δgn−1(k, t)]
− n
2f∗0
[
f∗1 f
∗
n−1
f∗0
j1(k)δg0(k, t)− f∗n−1j1(k)δg1(k, t)− f∗1 δgn−1(k, t)
]
e−iα
+
n
2f∗0
[
f∗−1f
∗
n+1
f∗0
j1(k)δg0(k, t)− f∗n+1j1(k)δg−1(k, t)− f∗−1δgn+1(k, t)
]
eiα,
where we have denoted j1(k) = jϱ(k)/jϱ(0) = 2J1 (ϱ∗∥k∥) / (ϱ∗∥k∥).
Since n ∈ Z, we have obtained an infinite linear system of ODEs, which we can write more
compactly as
∂tδgn(k, t) =
∞∑
m=−∞
Mn,m(k)δgm(k, t), (5.1.11)
where the matrix coefficients are given by
Mn,m = −n2Dφδn,m +
v∗0
2
(ikx − ky)δn−1,m +
v∗0
2
(ikx + ky)δn+1,m
− n
2f∗0
(
f∗1 f
∗
n−1
f∗0
j1(k)δ0,m − f∗n−1j1(k)δ1,m − f∗1 δn−1,m
)
e−iα
+
n
2f∗0
(
f∗−1f
∗
n+1
f∗0
j1(k)δ0,m − f∗n+1j1(k)δ−1,m − f∗−1δn+1,m
)
eiα,
(5.1.12)
where δn,m is the Kronecker delta symbol for n,m ∈ Z. This system is the linearization of
Eq. (5.1.8) around a stationary spatially homogeneous solution as postulated by Eq. (5.1.9).
The further stability analysis for the spatially homogeneous solutions proceeds as follows. One
needs to calculate the eigenvalues λ of the stability matrix M = (Mn,m)n,m∈Z, each of which is a
function of the wave vector k, from the characteristic equation
det(M − λ(k)I) = 0,
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where I is the identity matrix. The relationship λ = λ(k) is known as a dispersion relation and
it defines the stability of a solution with respect to a given wave vector k. If the real part of all
eigenvalues λn, n ∈ Z for all values of the wave vector is negative, then the solution is stable. If
there exists an eigenvalue such that for a range of k its real part becomes positive, the solution is
unstable. Additionally, in the latter case, if the imaginary part of the eigenvalue is zero, we should
expect another stationary pattern for that parameter set. Otherwise, we expect a nonstationary
behavior of the system.
In the following, we apply the developed stability analysis framework to the known stationary
spatially homogeneous solutions. Namely, a uniform density function and a von Misés density
function Eq. (3.2.10).
5.1.1.1 The Uniform Solution
We are first interested in the stability analysis of the simplest solution that satisfies Eq. (3.1.7),
i.e., a uniform density function f∗(r, φ, t) = 12π . Its Fourier transform with respect to the phase
variable is f∗n =
1
2π δn,0. Subsequently, its Fourier transform with respect to spatial r and angular φ
variables is gn(k, t) = δn,0δk,0. We have constructed everything we need for the linear stability
analysis of this solution so far. We substitute the Fourier modes of this fixed point into Eq. (5.1.12)
and obtain the linearized system of ODEs described by the following matrix:
Mn,m = −n2Dφδn,m +
v∗0
2
(ikx − ky)δn−1,m +
v∗0
2
(ikx + ky)δn+1,m
+
n
2
j1(k)
(
δn,1e
−iα − δn,−1eiα
)
δn,m.
If we consider the spatially homogeneous system Eq. (3.2.8), the above matrix simplifies by
setting k = (0, 0)T :
Mn,m = −n2Dφδn,m +
n
2
(
δn,1e
−iα − δn,−1eiα
)
δn,m.
Since this is a diagonal matrix, we find the eigenvalues straightforwardly. They are
λ0 = 0, λ±1 =
1
2
cosα−Dφ ∓
i
2
sinα, λn = −n2Dφ, |n| ≥ 2.
The zeroth eigenvalue is always neutrally stable and the eigenvalues with |n| ≥ 2 are always stable
since Re(λn) < 0. The only instability may arise for λ±1. The uniform solution f(r, φ, t) = 12π is
stable, if Re(λ±1) < 0, i.e., if Dφ > 12 cosα. As a result, the line
Dφ =
1
2
cosα
is the transition line for the onset of polar order. This is in accordance with the result that we had
when we analyzed the traveling wave solution Eq. (3.2.14). The numerical investigations of this
solution against both the parallel and transversal perturbations does not reveal any new instability
mechanisms for Dφ > 12 cosα.
5.1.1.2 The Zero Phase Lag Case
We have showed that the other stationary solution to the spatially homogeneous system Eq. (3.2.8)
in the absence of phase lag α is
f∗(φ) =
eγ cosφ
2πI0(γ)
,
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where γ = R/Dφ. The Fourier modes in the series expansion of this solution with respect to the
phase variable φ read
f∗n =
In(γ)
2πI0(γ)
.
For completeness, we here provide the stability matrix Eq. (5.1.12) for the linearized dynamics of
the perturbations to this solution:
Mn,m = −n2Dφδn,m +
v∗0
2
(ikx − ky)δn−1,m +
v∗0
2
(ikx + ky)δn+1,m
− n
2
(
j1(k)
I1(γ)In−1(γ)
I20 (γ)
δ0,m − j1(k)
In−1(γ)
I0(γ)
δ1,m −
I1(γ)
I0(γ)
δn−1,m
)
+
n
2
(
j1(k)
I−1(γ)In+1(γ)
I20 (γ)
δ0,m − j1(k)
In+1(γ)
I0(γ)
δ−1,m −
I−1(γ)
I0(γ)
δn+1,m
)
.
Because of its form, we cannot solve an eigenvalue problem for this stability matrix in the spatially
nonhomogeneous case analytically. Thus, we solve it numerically. As a result, it appears that the
von Misés density function is always stable for Dφ < 12 (see its further analysis in the next section
on the hydrodynamic theory approach).
5.1.2 Traveling Wave Solutions
Inside the region of partial polar order, we have shown that the solution to Eq. (3.2.8) in the presence
of the phase lag is given by Eq. (3.2.14). If we use the ansatz ω = φ− vt, we find that Eq. (3.2.15)
solves Eq. (3.2.8) as well as Eq. (5.1.1). The stability analysis framework, developed so far, is
valid only for the stationary solutions of Eq. (5.1.1), which was stated by Eq. (5.1.9). In order to
make the same framework be applicable to Eq. (3.2.15), we introduce the following ansatz being an
extension to the traveling wave ansatz used before:
ξ = cos(vt)x+ sin(vt)y,
η = − sin(vt)x+ cos(vt)y,
ω = φ− vt,
h(ξ, η, ω, t) = f(x, y, φ, t).
(5.1.13)
Leaving alone the spatial variables for the moment, the previous substitution of the form f(φ, t) =
g(ω) transforms the PDE of two variables into the ODE. Instead, if we consider the substitution
like f(φ, t) = h(ω, t), we transform the PDE to the moving frame φ− vt, which has the solution
Eq. (3.2.14) as its stationary solution. Now, in order to perform the stability analysis of Eq. (5.1.1)
instead of Eq. (3.2.8), one also needs to take into account that with the substitution ω = φ− vt, the
spatial advection terms become dependent on time and the stability analysis is again not applicable.
In order to circumvent that, we introduce the ansatz Eq. (5.1.13). After its application, the PDE
becomes
∂th = −(v0 cosω+vη)∂ξh− (v0 sinω−vξ)∂ηh
+Dφ∂ωωh+ v∂ωh− ∂ω
(
h
∫
C(r)
h(r′, ω′, t) sin(ω′−ω−α)dr′dω′∫
C(r)
h(r′, ω′, t)dr′dω′
)
,
(5.1.14)
where we now denote the spatial vector as r = (ξ, η) ∈ U2.
This equation admits the profile of the spatially homogeneous traveling wave solution Eq. (3.2.14)
as its stationary solution:
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h(ω) = c0E(ω)
(
1 + c1
∫ ω
0
E−1(ω′)dω′∫
T E
−1(ω′)dω′
)
. (5.1.15)
where E(ω) = exp
[
− vDφω +
R
Dφ
cos(ω + α)
]
, c0 is a normalization constant, and
c1 = (exp(2πv/Dφ)− 1) comes from a periodicity constraint.
Due to that fact, we can proceed in the same manner as we did for the stationary solutions. First,
we expand the new density function h into a Fourier series with respect to the phase ω and substitute
the expansion into Eq. (5.1.14). If we gather the terms of each Fourier mode together, we obtain
∂thn(r, t) = v(r ×∇)hn −
v0
2
∂ξ(hn+1 + hn−1) +
iv0
2
∂η(hn+1 − hn−1)
− n2Dφhn − invhn
+
n
2
(
hn−1
∫∫
B(r)
h1(r
′, t)dr′∫∫
B(r)
h0(r′, t)dr′
e−iα − hn+1
∫∫
B(r)
h−1(r
′, t)dr′∫∫
B(r)
h0(r′, t)dr′
eiα
)
,
(5.1.16)
where × denotes the third component of a cross product, i.e., r ×∇ = ξ∂η − η∂ξ.
Next, we need to transform this hierarchy of position dependent Fourier modes into the Fourier
space with respect to the spatial variables using Eq. (5.1.6). Most of the terms are transformed as
described in the previous section, except for
F{v(r ×∇)hn}(k, t) = iv
2π
L
F {(k × r)hn(r, t)} (k, t)
= ivπ(kx − ky)gn(kx, ky, t) +
∑
qy∈Z
ky ̸=qy
vkx
ky − qy
gn(kx, qy, t)−
∑
qx∈Z
kx ̸=qx
vky
kx − qx
gn(qx, ky, t).
The appearance of the couplings between gn(k) and gn(k′) with k ̸= k′, i.e., to the function values
at the wave vectors other than k, makes the subsequent linear stability analysis convoluted and
computationally unfeasible. We could map three Fourier indices n, kx, and ky into one index and
perform the stability analysis of all the perturbations together but the solution to the eigenvalue
problem would lose the spatial dependence, and we would not be able to obtain the dispersion
relations and draw necessary conclusions. But note that if we rescale the spatial dimension in
Eq. (5.1.17) as k′ = v0k (see the detailed example about the rescaling of the marginal density
function in the section S4.4), we see that the above Fourier transform is mainly determined by the
first term in the limit of small particle velocities v0 so that we may assume
F{v(r ×∇)hn}(k, t) ≈ ivπ(kx − ky)gn(kx, ky, t).
As a result, the PDE Eq. (5.1.16) for the Fourier modes of the traveling wave solution in the
Fourier space with respect to the spatial variables becomes
∂tgn(k, t) = −(n2Dφ + inv)gn + ivπ(kx − ky)gn(k, t)
+
iv∗0
2
kx(gn+1 + gn−1) +
v∗0
2
ky(gn+1 − gn−1)
+
n
2
[
e−iα
∑
q∈Z2
gn−1(q, t)K1(k − q, t)− eiα
∑
q∈Z2
gn+1(q, t)K−1(k − q, t)
]
,
(5.1.17)
5.1 K I N E T I C T H E O RY A P P RO AC H 63
where we have again denoted v∗0 =
2π
L v0 and we will also use ϱ
∗ = 2πL ϱ.
At this point, we postulate again that in order to proceed further in the derivation of the linearized
differential equations for the perturbations, we use the fact that the solutions, we are interested
in, are stationary solutions of Eq. (5.1.14), i.e., their Fourier transforms with respect to the spatial
variables are g∗n(k) = δk,0h
∗
n. Under such assumptions, the perturbations have the form Eq. (5.1.9)
and we need to linearize Eq. (5.1.17) around g∗n, n ∈ Z.
Following the same procedure as for the stationary solutions, we find the time evolution of the
linearized dynamics of small spatially dependent perturbations to be
∂tδgn(k, t) = −(n2Dφ + inv)δgn + ivπ(kx − ky)δgn
+
iv∗0
2
kx(δgn+1 + δgn−1) +
v∗0
2
ky(δgn+1 − δgn−1)
− n
2h∗0
[
h∗1h
∗
n−1
h∗0
j1(k)δg0(k, t)− h∗n−1j1(k)δg1(k, t)− h∗1δgn−1(k, t)
]
e−iα
+
n
2h∗0
[
h∗−1h
∗
n+1
h∗0
j1(k)δg0(k, t)− h∗n+1j1(k)δg−1(k, t)− h∗−1δgn+1(k, t)
]
eiα.
(5.1.18)
The corresponding stability matrix coefficients Eq. (5.1.11) read
Mn,m = −(n2Dφ + inv)δn,m + ivπ(kx − ky)δn,m
+
v∗0
2
(ikx − ky)δn−1,m +
v∗0
2
(ikx + ky)δn+1,m
− n
2h∗0
(
h∗1h
∗
n−1
h∗0
j1(k)δ0,m − h∗n−1j1(k)δ1,m − h∗1δn−1,m
)
e−iα
+
n
2h∗0
(
h∗−1h
∗
n+1
h∗0
j1(k)δ0,m − h∗n+1j1(k)δ−1,m − h∗−1δn+1,m
)
eiα.
(5.1.19)
5.1.2.1 The Nonzero Phase Lag Case
In order to perform the stability analysis of the traveling wave solution, we need to transform it first
into the Fourier space with respect to the phase variable φ. However, one cannot straightforwardly
integrate it using Eq. (5.1.3) as required by the definition of Fourier modes. We first make use of
the following decomposition of an exponential function into a series containing the modified Bessel
functions of the first kind:
eγ cosφ = I0(γ) + 2
∞∑
ν=1
Iν(γ) cos(νφ), γ ∈ R, φ ∈ T.
in order to rewrite the corresponding terms in the density function. Such a decomposition makes it
possible to integrate Eq. (5.1.15) when applying Eq. (5.1.3). Performing the lengthy integration,
one can show that the Fourier modes take the following form:
fn(t) = c0
{
c1(n)I0(γ)In(−γ)
+
∞∑
ν=1
Iν(γ)
[
c1(n+ ν)In+ν(−γ) + c1(n− ν)In−ν(−γ)
]}
e−inα,
(5.1.20)
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where as previous γ = R/Dφ and the normalization constant can be shown to be
c0 =
1
2π
{
c1(0)I
2
0 (γ) +
∞∑
ν=1
Iν(γ)Iν(−γ) [c1(ν) + c̄1(ν)]
}−1
,
where c̄1 denotes a complex conjugate. We have also denoted for brevity
c1(ν) =
v/Dφ + iν
(v/Dφ)2 + ν2
.
Given such a representation of the solution Eq. (5.1.15) and even more complicated form of the
stability matrix than it was for the zero phase lag case, the only way to study stability properties here
is using the numerical methods. For spatially homogeneous perturbations, we find that Eq. (5.1.15)
is always stable for Dφ < 12 cosα. However, we are interested in the development of small
spatially dependent perturbations to the solution Eq. (5.1.15). The dynamics of such perturbations
is governed by the linearized system Eq. (5.1.18). It depends on the Fourier modes fn, n ∈ Z of the
solution, which are given by Eq. (5.1.20).
5.2 H Y D RO DY N A M I C T H E O RY A P P RO AC H
5.2.1 Stationary Solutions
Now that we have the solutions of the model, we proceed with the analysis of their stability. As
previously, we first transform the equations to the Fourier space with respect to the spatial variables.
Since we work in the space with periodic boundaries, we may expand the marginal density function
as
ρ(r, t) =
∑
k∈Z2
ρ̂(k, t)e−i
2π
L k·r,
where the coefficients of each mode are defined as
ρ̂(k, t) = F{ρ(r, t)}(k, t) = 1
L2
∫∫
U2
ρ(r, t)ei
2π
L k·rdr.
The expansion for the momentum field is defined similarly.
The transformation of Eq. (4.1.2) into the Fourier space with respect to the spatial variables is
then performed the same way as we did it in the kinetic theory. Thus, we do not delve into all the
details here but mention several key points. Namely, the transforms of all functionally different
terms can be found to be
F{∇ · w(r, t)}(k, t) = −i2π
L
(ŵ(k, t) · k),
F{∇ρ(r, t)}(k, t) = −i2π
L
ρ̂(k, t)k,
F{∆w(r, t)}(k, t) = −
(
2π
L
)2
|k|2ŵ(k, t),
F{ρ(r, t)W (r, t)}(k, t) =
∑
q∈Z2
ρ̂(q, t)K1(k − q, t),
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F{∇[w(r, t) ·W (r, t)]}(k, t) = −i2π
L
k
∑
q∈Z2
[ŵ(q, t) ·K1(k − q, t)],
F{w(r, t)[∇ ·W (r, t)]}(k, t) = −i2π
L
∑
q∈Z2
ŵ(q, t)[(k − q) ·K1(k − q, t)],
F{[w(r, t) · ∇]W (r, t)}(k, t) = −i2π
L
∑
q∈Z2
[(k − q) · ŵ(q, t)]K1(k − q, t),
F{W (r, t)[∇ · w(r, t)]}(k, t) = −i2π
L
∑
q∈Z2
[q · ŵ(q, t)]K1(k − q, t),
F{[W (r, t) · ∇]w(r, t)}(k, t) = −i2π
L
∑
q∈Z2
ŵ(q, t)[q ·K1(k − q, t)],
F{w(r, t)∥W (r, t)∥2}(k, t) =
∑
q∈Z2
ŵ(q, t)K2(k − q, t),
where we have introduced two kernel functions in comparison with the ones from the previous
chapter:
K1(k − q, t) =
1
L2
∫∫
U2
W (r, t)ei
2π
L (k−q)·rdr,
K2(k − q, t) =
1
L2
∫∫
U2
∥W (r, t)∥2ei 2πL (k−q)·rdr.
Note that the spatially averaged momentum field can be written in terms of the wave vectors as
W (r, t) =
∑
p∈Z2 ŵ(p, t)jϱ(p)e
−i 2πL p·r∑
p∈Z2 ρ̂(p)jϱ(p)e
−i 2πL p·r
,
where jϱ(p) = J1
(
2π
L ϱ∥p∥
)
/∥p∥ as before.
The hydrodynamic equations in the Fourier space with respect to the spatial variables read
∂tρ̂(k) = iv
∗
0 [k · ŵ(k)],
∂tŵ(k) =
iv∗0
2
kρ̂(k)−Dφŵ(k)−
(v∗0)
2
16Dφ
|k|2ŵ(k)
+
∑
q∈Z2
{
1
2
Q−αρ̂(q)K1(k−q)−
1
8Dφ
ŵ(q)K2(k−q)
− iv
∗
0
16Dφ
Qα {ŵ(q)[q ·K1(k−q)] + ŵ⊥(q)[q ·K1,⊥(k−q)]}
− iv
∗
0
8Dφ
Q−α{k[ŵ(q)·K1(k−q)]− ŵ(q)[k ·K1(k−q)]− [k ·ŵ(q)]K1(k−q)}
}
,
(5.2.21)
where K1,⊥ = (−K1,y,K1,x)T and we use v∗0 = 2πL v0 and ϱ∗ = 2πL ϱ as before. Note that we
suppressed the explicit time dependence of ρ̂, ŵ, K1, and K2 for compactness.
Let a stationary spatially homogeneous solution to Eq. (4.1.2) be ρ(r, t) = 1 (since we are allowed
to work only with probability density functions) and w(r, t) = w∗. Due to its spatial homogeneity,
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the Fourier transform of such a solution is ρ̂(k, t) = ρ̂∗(k) = δk,0, ŵ(k, t) = ŵ∗(k) = w∗δk,0
with δk,0 = δkx,0δky,0. We consider the infinitesimal deviations from such a solution as
δρ̂(k, t) = ρ̂(k, t)− ρ̂∗(k),
δŵ(k, t) = ŵ(k, t)− ŵ∗(k)
and we want to derive the linearized dynamics for these perturbations if they evolve according
to Eq. (5.2.21). Note that the kernels K1,2 implicitly depend on the marginal density ρ̂ and the
momentum field ŵ.
The complete procedure how the linearization is done is the same as it was previously for the
kinetic equations. For that reason, we do not go into the details here. One can show that the
linearized dynamics of the perturbations around a stationary solution follow
∂tδρ̂(k, t) = iv
∗
0 [k · δŵ(k, t)],
∂tδŵ(k, t) =
{
iv∗0
2
k +
1
2
[1− j1(k)]Q−αw∗ +
1
4Dφ
j1(k)∥w∗∥2w∗
+
iv∗0
8Dφ
Q−αj1(k)
(
∥w∗∥2k − 2(k · w∗)w∗
)}
δρ̂(k, t)
+
{
−Dφ −
(v∗0)
2
16Dφ
|k|2 + 1
2
j1(k)Q−α −
1
8Dφ
∥w∗∥2I − 1
4Dφ
j1(k)(w
∗ ⊗ w∗)
− iv
∗
0
16Dφ
Qα
[
(k · w∗)I + (k · w∗⊥)Qπ2
]
− iv
∗
0
8Dφ
[1 + j1(k)]Q−α [(k ⊗ w∗)− (w∗ ⊗ k)− (k · w∗)I]
}
δŵ(k, t),
where ⊗ denotes the outer product. As before, we have denoted j1(k) = 2J1 (ϱ∗|k|) / (ϱ∗|k|).
For the further analysis, it would be helpful to rewrite this linearized system in a matrix form as
∂t
 δρ̂δŵx
δŵy
 = M
 δρ̂δŵx
δŵy
 ,
where M = (Mn,m)n,m=1,2,3 is the stability matrix with the coefficients
M11 = 0, M12 = iv
∗
0kx, M13 = iv
∗
0ky,
M21 =
iv∗0
2
kx +
1
2
[1− j1(k)](w∗ · nα) +
1
4Dφ
j1(k)∥w∗∥2w∗x
+
iv∗0
8Dφ
j1(k)
[
∥w∗∥2(k · nα)− 2(k · w∗)(w∗ · nα)
]
,
M22 =
iv∗0
8Dφ
{
[1+j1(k)][(w
∗ ·nα)kx − w∗x(k ·nα)] +
[
1
2
+j1(k)
]
(k ·w∗) cosα
+
1
2
(k ·w∗⊥) sinα
}
−Dφ −
(v∗0)
2
16Dφ
|k|2 + 1
2
j1(k)
(
cosα− (w
∗
x)
2
2Dφ
)
− ∥w
∗∥2
8Dφ
,
M23 =
iv∗0
8Dφ
{
[1 + j1(k)][(w
∗ · nα)ky − w∗y(k · nα)] +
[
3
2
+ j1(k)
]
(k · w∗) sinα
+
1
2
(k · w∗⊥) cosα
}
+
1
2
j1(k)
(
sinα− w
∗
xw
∗
y
2Dφ
)
,
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M31 =
iv∗0ky
2
− 1
2
[1− j1(k)](nα · w∗⊥) +
1
4Dφ
j1(k)∥w∗∥2w∗y
+
iv∗0
8Dφ
j1(k)
[
2(k · w∗)(nα · w∗⊥)− ∥w∗∥2(nα · k⊥)
]
,
M32 =
iv∗0
8Dφ
{
[1 + j1(k)][w
∗
x(k⊥ · nα)− (w∗⊥ · nα)kx]−
[
3
2
+ j1(k)
]
(k · w∗) sinα
− 1
2
(k · w∗⊥) cosα
}
− 1
2
j1(k)
(
sinα+
w∗xw
∗
y
2Dφ
)
,
M33 =
iv∗0
8Dφ
{
[1 + j1(k)][w
∗
y(k⊥ · nα)− (w∗⊥ · nα)ky] +
[
1
2
+ j1(k)
]
(k · w∗) cosα
+
1
2
(k · w∗⊥) sinα
}
−Dφ −
(v∗0)
2
16Dφ
|k|2 + 1
2
j1(k)
(
cosα− (w
∗
y)
2
2Dφ
)
− ∥w
∗∥2
8Dφ
,
where nα = (cosα, sinα)T and k⊥ = (−ky, kx)T .
The general form of the linearized matrix is not particularly informative and we need to instantiate
the solutions to Eq. (4.1.2) as well as impose various assumptions on the parameters in order to
simplify the above expressions and draw any conclusions. Still, there are some useful observations
from the form of the linearized dynamics. First, the phase lag α and the noise strength Dφ appear
nontrivially in most of the matrix coefficients, so they are definitely the parameters that determine
the linear stability of the system. Second, the particle velocity v0 and the interaction range ϱ both
appear only as multipliers of the wave vector k. Thus, they both influence the spatial scale of the
perturbations. But they do so separately, i.e., ϱ only appears inside j1(k). As a result, by rescaling
k̃ = v∗0k, we have j1(k) = 2J1
(
ϱ∗
v∗0
|k̃|
)
/
(
ϱ∗
v∗0
|k̃|
)
, which signifies that the third independent
parameter that is important for the stability of the solutions is ϱ∗/v∗0 ratio. For this reason, the
length scale of the patterns that result from the instability of the partially synchronized solution,
scales proportionally to ϱ∗/v∗0 . However, since the radius of interaction is restricted to be in [0,
1
2 ]
range, we will keep these two parameters separately in the subsequent derivations. Note also that in
the view of the fact that the wave numbers are integers, v∗0 and ϱ
∗ would determine whether the
instabilities are detected at all.
5.2.2 The Uniform Solution
The uniform solution, which signifies the disordered motion of particles, is
(ρ, wx, wy) = (1, 0, 0).
The stability matrix M for this solution simplifies to 0 iv
∗
0kx iv
∗
0ky
iv∗0
2 kx
1
2j1(k) cosα−Dφ −
(v∗0 )
2
16Dφ
|k|2 12j1(k) sinα
iv∗0
2 ky − 12j1(k) sinα 12j1(k) cosα−Dφ −
(v∗0 )
2
16Dφ
|k|2

In the presence of a phase lag, the characteristic equation to the above matrix is a third degree
polynomial and the explicit solutions of it are not particularly informative. In order to gain insight
whether the long wavelength instability is possible for this solution, we expand the eigenvalues up
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to the second order both in the wave number kx around kx = 0 and in the diffusion constant around
the order-disorder transition line Dφ = 12 . The resulting expansions read
λ1(|k|, Dφ) ≈ −
4
√
3
9| sinα|
(
Dφ −
1
2
cosα
)2
,
λ2,3(|k|, Dφ) ≈ ±
i
2
| sinα| − 4
3
(
Dφ−
1
2
cosα
)
− 1
2
(
(v∗0)
2
4 cosα
+
(ϱ∗)2 cosα
8
∓ i(v
∗
0)
2
| sinα|
)
|k|2 + 1| sinα|
(
2
√
3
9
±6i
)(
Dφ−
1
2
cosα
)2
.
The first eigenvalue is negative for all the parameters and wave numbers. The other two eigenvalues
are oscillating quantities for α ̸= 0 and they are stable for Dφ > 12 cosα which is the order-disorder
transition line we have encountered earlier. As a result, along a transition line that characterizes the
onset of the synchronized motion, there are no long wavelength instability mechanisms leading to
the formation of a new behavior. The scanning of the regions farther from the transition line with
the help of numerical methods shows that there are no other instabilities for this solution too.
5.2.3 The Synchronized Solution in the Zero Phase Lag Case
The solution that signifies the onset of collective motion may point to an arbitrary direction. Thus,
we write it as w∗ = ∥w∗∥e(φ), where as previous e(φ) = (cosφ, sinφ) ∈ S1 ⊂ R2 is a unit vector
in the direction of φ ∈ T. Without loss of generality, we put e(φ) = (1, 0) henceforth.
5.2.3.1 Longitudinal Perturbations
We consider the longitudinal perturbations of the form k = (kx, 0)T , δŵ = (δŵx, δŵy)T . The
matrix coefficients thus read
M11 = 0,M12 = iv
∗
0kx,M13 = 0,
M21 = ∥w∗∥
(
1
2
[1 + j1(k)] cosα− 2j1(k)Dφ
)
+
iv∗0
2
kx [1− j1(k)(cosα− 2Dφ) cosα] ,
M22 = −
(v∗0)
2
16Dφ
k2x −
(
1
2
[1 + j1(k)] cosα− 2j1(k)Dφ
)
+
iv∗0
8Dφ
kx
[
1
2
+ j1(k)
]
∥w∥ cosα,
M23 =
1
2
j1(k) sinα+
iv∗0
8Dφ
kx
[
3
2
+ j1(k)
]
∥w∥ sinα,
M31 = −
1
2
[1− j1(k)]∥w∗∥ sinα+
iv∗0
2
kxj1(k)(cosα− 2Dφ) sinα,
M32 = −M23,
M33 = −
(v∗0)
2
16Dφ
k2x +
1
2
(j1(k)− 1) cosα+
iv∗0
8Dφ
kx
[
1
2
+ j1(k)
]
∥w∗∥ cosα.
The general form of the dispersion relations given by solving the third order polynomial of the
characteristic equation is a complex and uninformative expression. In order to get the insights about
the behavior of the perturbations near the order-disorder transition, we consider some simplified
cases (Mishra, Baskaran, and Marchetti 2010).
5.2 H Y D RO DY N A M I C T H E O RY A P P RO AC H 69
We first analyze the Vicsek model, which is obtained by setting α = 0. We see that the dynamics
of the perturbations towards the marginal density function decouples from the one towards the
momenta, and we have
λ1(k) = M33, λ2,3(k) =
1
2
(
M22 ±
√
M222 + 4M12M21
)
.
In the long wavelength limit kx → 0 + 0, two of the above dispersion relations tend to zero and the
third one is always negative. The first one up to the fourth order in kx reads
λ1(kx) =
3iv∗0
16Dφ
∥w∗∥kx −
(
(v∗0)
2
Dφ
+ (ϱ∗)2
)
k2x
16
− iv
∗
0(ϱ
∗)2
64Dφ
∥w∗∥k3x +
(ϱ∗)4
384
k4x +O(k5x).
The real part of the dispersion relation is negative for small kx. One could find the condition for the
instability as k2x >
24
(ϱ∗)4
(
(v∗0 )
2
Dφ
+ (ϱ∗)2
)
. This condition is satisfied provided kx ≫ 0, which is
however out of the validity of the approximation. The expansion of the other hydrodynamic mode
reads
λ2(kx) = iv
∗
0∥w∗∥kx −
(v∗0)
2
2
(
9
128Dφ
+
1
1− 2Dφ
− 1− Dφ
2
(
4− 3
8Dφ
)2)
k2x +O(k3x).
One can show that the real part of this dispersion relation is always negative for Dφ < 1/2. Thus,
the second dispersion relation is always stable. As a result, for the Vicsek model with α = 0, the
synchronized homogeneous solution is always stable against long wavelength perturbations.
This result appears as a contradiction to the one obtained for the classical Vicsek model that was
shown to exhibit longitudinal long wavelength instability leading to the emergence of the traveling
waves. The explanation for this is the type of the continuum limit we derived and the subsequent
requirement to have a normalization in the alignment term. In the limit NL2 = const for N,L → ∞,
they do not use the normalization by the number of particles in time continuous modifications for
the Vicsek model. This is not required during the derivation of the continuum limit because of the
assumption NL2 = const, which allows to handle the alignment term. In our case, we do not use
such an assumption. Therefore, in order to keep the alignment term finite in the transition N → ∞,
we introduce the normalization by the number of particles.
5.2.3.2 Transversal Perturbations
We consider the transversal perturbations of the form k = (0, ky)T , δŵ = (0, δŵy), i.e., orthogonal
to the direction of collective motion. The matrix coefficients the read
M11 = 0,M12 = 0,M13 = iv
∗
0ky,
M21 = ∥w∗∥
(
1
2
[1 + j1(k)] cosα− 2j1(k)Dφ
)
+
iv∗0
2
kyj1(k)(cosα− 2Dφ) sinα,
M22 = −
(v∗0)
2
16Dφ
k2y −
(
1
2
(j1(k) + 1) cosα− 2j1(k)Dφ
)
− iv
∗
0
8Dφ
ky
[
1
2
+ j1(k)
]
∥w∗∥ sinα,
M23 =
1
2
j1(k) sinα+
iv∗0
8Dφ
ky
[
3
2
+ j1(k)
]
∥w∗∥ cosα,
M31 =
iv∗0
2
ky −
1
2
[1− j1(k)]∥w∗∥ sinα+
iv∗0
2
kyj1(k)(cosα− 2Dφ) cosα,
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M32 = −M23,
M33 = −
(v∗0)
2
16Dφ
k2y +
1
2
[j1(k)− 1] cosα−
iv∗0
8Dφ
ky
[
1
2
+ j1(k)
]
∥w∗∥ sinα.
First, we consider the simplified case of the zero phase lag α = 0, which is again equivalent to
the linear Vicsek regime.
The two dispersion relations are then given by
λ1,2(ky) =
1
2
(
M33 ±
√
M233 + 4M13M31
)
.
Expanding them to the second order in ky around ky = 0 reveals
λ1,2(ky) = ±iv∗0
√
1−Dφky −
(
(v∗0)
2
Dφ
+ (ϱ∗)2
)
k2y
32
+O(k3y).
We see that their real part is always negative. Thus, the solution is also stable against transversal
perturbations in the linear Vicsek regime α = 0.
5.2.4 The Traveling Wave Solution
Next, we are going to test the solutions on the matter of stability. We transform Eq. (4.1.4) into
the Fourier space with respect to the spatial variables. Most of the terms are transformed as it was
described in the previous section, except for the following term arising after the application of the
ansatz Eq. (5.1.13):
F{v(r ×∇)ρ}(k, t) = iv 2π
L
F {(k × r)ρ(r, t)} (k, t)
= ivπ(kx − ky)ρ̂(kx, ky, t) +
∑
qy∈Z
ky ̸=qy
vkx
ky − qy
ρ̂(kx, qy, t)−
∑
qx∈Z
kx ̸=qx
vky
kx − qx
ρ̂(qx, ky, t).
The corresponding term of the momentum equation is treated similarly.
The appearance of the couplings to the function values at other wave vectors except for k
hinders the subsequent linear stability analysis we have been developing so far. We will not be
able to represent the linearized dynamics of the perturbations using the stability matrix M =
(Mn,m)n,m=1,2,3 because the time dynamics of ρ̂(k) and ŵ(k) is not a closed system anymore.
Theoretically, we could map three Fourier indices n, kx, and ky into one index and write down the
linearized dynamics of all the perturbations with respect to n, kx, and ky together. By doing so,
first, we would end up with an infinite hierarchy equations again, which we wanted to circumvent
on the first place by using the hydrodynamic theory. Second, the solution of the eigenvalue problem
would lose the spatial dependence and we would not be able to obtain the results in the form of
the dispersion relations. The hydrodynamic equation for the marginal density function would then
become
∂tρ̂(k) = iv0
2π
L
[k · ŵ(k)] + ivπ(kx − ky)ρ̂(kx, ky)
+
∑
qy∈Z
ky ̸=qy
vkx
ky − qy
ρ̂(kx, qy)−
∑
qx∈Z
kx ̸=qx
vky
kx − qx
ρ̂(qx, ky).
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We see that the spatial scale is influenced by v0. If we introduce the change of variables k′ = v0k,
ρ̂′(k′, t) = ρ̂(k, t), ŵ′(k′, t) = ŵ(k, t), we rewrite the equation for the marginal density function
as
∂tρ̂
′(k′) = i
2π
L
[k′ · ŵ′(k′)] + ivπ
v0
(k′x − k′y)ρ̂′(k′x, k′y)
+
∑
qy∈Z
k′y ̸=v0qy
vk′x
k′y − v0qy
ρ̂′(k′x, v0qy)−
∑
qx∈Z
k′x ̸=v0qx
vk′y
k′x − v0qx
ρ̂′(v0qx, k
′
y).
If we restrict ourselves only to small values of the particle velocity v0 ≪ 1, we see that the first
term of the Fourier transform of v(r ×∇)ρ would make the major impact. Therefore, we assume
that in the limit of small v0, that Fourier transform is approximated by
F{v(r ×∇)ρ}(k, t) ≈ ivπ(kx − ky)ρ̂(kx, ky, t) (5.2.22)
and the respective Fourier transform for the momentum field is approximated similarly. In the rest
of the discussion, we follow this assumption.
Finally, the hydrodynamic equations Eq. (4.1.4) in the Fourier space with respect to the spatial
variables read
∂tρ̂(k) = iv
∗
0 [k · ŵ(k)] + ivπ(kx − ky)ρ̂(kx, ky),
∂tŵ(k) =
iv∗0
2
kρ̂(k)− C1ŵ(k)−
(v∗0)
2
8
C2|k|2ŵ(k) + ivπ(kx − ky)ŵ(kx, ky)
+
∑
q∈Z2
{
ρ̂(q)
2
Q−αK1(k − q)
− 1
4
C2
[
ŵ(q)K2(k − q) +
iv∗0
2
Qα
{
ŵ(q)[q ·K1(k − q)] + ŵ⊥(q)[q ·K1,⊥(k − q)]
}
+ iv∗0Q−α
{
k[ŵ(q) ·K1(k − q)]− ŵ(q)[k ·K1(k − q)]− [k · ŵ(q)]K1(k − q)
}]}
,
where K1,⊥ = (−K1,y,K1,x)T and we denote v∗0 = 2πL v0 and ϱ∗ = 2πL ϱ as previous. Note that
we suppressed the explicit time dependence of ρ̂, ŵ, K1, and K2 for compactness.
If we consider the infinitesimal deviations from a stationary (here, in a moving reference frame)
spatially homogeneous solution as
δρ̂(k, t) = ρ̂(k, t)− ρ̂∗(k),
δŵ(k, t) = ŵ(k, t)− ŵ∗(k),
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their linearized dynamics read
∂tδρ̂(k) = ivπ(kx − ky)δρ̂(k) + iv∗0 [k · δŵ(k)],
∂tδŵ(k) =
{
iv∗0
2
k +
1
2
[1− j1(k)]Q−αw∗
+
1
4
j1(k)C2
[
2∥w∗∥2w∗ + iv∗0Q−α
(
∥w∗∥2k − 2(k · w∗)w∗
)]}
δρ̂(k)
+
{
−C1 −
(v∗0)
2
8
C2|k|2 +
1
2
j1(k)Q−α + ivπ(kx − ky)I
− 1
4
C2
[
∥w∗∥2I + 2j1(k)(w∗ ⊗ w∗) +
iv∗0
2
Qα
[
(k · w∗)I + (k · w∗⊥)Qπ2
]
+ iv∗0 [1 + j1(k)]Q−α [(k ⊗ w∗)− (w∗ ⊗ k)− (k · w∗)I]
]}
δŵ(k),
(5.2.23)
where ⊗ denotes the outer product, I is the identity matrix, Qπ
2
=
(
0 −1
1 0
)
, and j1(k) =
2J1 (ϱ
∗|k|) / (ϱ∗|k|).
Since the direction of collective motion may be arbitrary, we put φ0 = 0 without the loss of
generality. To solve the eigenvalue problem for the linearized dynamics, we first need to rewrite
these equations in the matrix form:
∂t
 δρ̂δŵx
δŵy
 = M
 δρ̂δŵx
δŵy
 .
The matrix coefficients are found to be
M11 = ivπ(kx − ky), M12 = iv∗0kx, M13 = iv∗0ky,
M21 =
iv∗0
2
kx +
1
2
[1− j1(k)]∥w∗∥ cosα+ (cosα− 2Dφ)j1(k)∥w∗∥
+
iv∗0
4Dφ
j1(k)(cosα− 2Dφ)
[
kx(2Dφ cosα− v sinα) + ky(2Dφ sinα+ v cosα)
]
− iv
∗
0
2Dφ
(cosα− 2Dφ)j1(k)kx(2Dφ cosα− v sinα),
M22 = −Dφ −
(v∗0)
2
4(4D2φ + v
2)
|k|2Dφ +
1
2
j1(k) cosα+ ivπ(kx − ky)
− cosα− 2Dφ
2
− j1(k)
2(4D2φ + v
2)
(2Dφw
2
x + vwxwy)
− iv
∗
0
8(4D2φ + v
2)
[
(2Dφ cosα+ v sinα)(k · w∗) + (−2Dφ sinα+ v cosα)(k · w∗⊥)
]
+
iv∗0 [1 + j1(k)]
4(4D2φ + v
2)
[
(2Dφ cosα− v sinα)(k · w∗)− (2Dφ sinα+ v cosα)(k · w∗⊥)
]
,
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M23 = v −
(v∗0)
2
8(4D2φ + v
2)
|k|2v + 1
2
j1(k) sinα
− cosα− 2Dφ
4Dφ
v − j1(k)
2(4D2φ + v
2)
(2Dφwxwy + vw
2
y)
+
iv∗0
8(4D2φ + v
2)
[
(2Dφ cosα+ v sinα)(k · w∗⊥)− (−2Dφ sinα+ v cosα)(k · w∗)
]
+
iv∗0 [1 + j1(k)]
4(4D2φ + v
2)
[
(2Dφ cosα− v sinα)(k · w∗⊥) + (2Dφ sinα+ v cosα)(k · w∗)
]
,
M31 =
iv∗0
2
ky −
1
2
[1− j1(k)]∥w∗∥ sinα−
cosα− 2Dφ
2Dφ
vj1(k)∥w∗∥
− iv
∗
0
4Dφ
j1(k)(cosα− 2Dφ)
[
kx(v cosα+ 2Dφ sinα) + ky(v sinα− 2Dφ cosα)
]
+
iv∗0
2Dφ
(cosα− 2Dφ)j1(k)kx(v cosα+ 2Dφ sinα),
M32 = −v +
(v∗0)
2
8(4D2φ + v
2)
|k|2v − 1
2
j1(k) sinα
+
cosα− 2Dφ
4Dφ
v − j1(k)
2(4D2φ + v
2)
(−vw2x + 2Dφwxwy)
− iv
∗
0
8(4D2φ + v
2)
[
(−v cosα+ 2Dφ sinα)(k · w∗) + (v sinα+ 2Dφ cosα)(k · w∗⊥)
]
− iv
∗
0 [1 + j1(k)]
4(4D2φ + v
2)
[
(v cosα+ 2Dφ sinα)(k · w∗) + (−v sinα+ 2Dφ cosα)(k · w∗⊥)
]
,
M33 = −Dφ −
(v∗0)
2
4(4D2φ + v
2)
|k|2Dφ +
1
2
j1(k) cosα+ ivπ(kx − ky)
− cosα− 2Dφ
2
− j1(k)
2(4D2φ + v
2)
(−vwxwy + 2Dφw2y)
+
iv∗0
8(4D2φ + v
2)
[
(−v cosα+ 2Dφ sinα)(k · w∗⊥)− (v sinα+ 2Dφ cosα)(k · w∗)]
− iv
∗
0 [1 + j1(k)]
4(4D2φ + v
2)
[
(v cosα+ 2Dφ sinα)(k · w∗⊥)− (−v sinα+ 2Dφ cosα)(k · w∗)
]
.
For the subsequent analysis, we consider two simplified cases. Namely, we investigate the
longitudinal and transversal perturbations with respect to the direction of collective motion.
5.2.4.1 Longitudinal Perturbations
We consider the longitudinal perturbations of the form k = (kx, 0)T , δŵ = (δŵx, 0)T for the flow
with the momentum field w∗ = (w∗x, 0). The eigenvalues of the resulting eigenvalue problem are
λ± =
M11 +M22 ±
√
D
2
,
where the discriminant is D = (M11+M22)2−4(M11M22−M12M21) and the required coefficients
of the stability matrix read
M11 = ivπkx, M12 = iv
∗
0kx,
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Figure 5.1: Instability regions given by the analysis of the hydrodynamic equations Eq. (4.1.4). The gray
line denotes the order-disorder transition line Dφ = 12 cosα. The colored lines are found analytically by
restricting the analysis to longitudinal perturbations solely. They enclose a line, below which long wavelength
perturbations acting on the traveling wave solution appear. The blue (yellow) line is defined by Eq. (5.2.24)
with v = − sinα (v = − 1
2
sinα). The violet and yellow regions are obtained by numerically solving an
eigenvalue problem for Eq. (5.2.23). The violet region includes parameters for which at most one Fourier
mode becomes unstable for each wave vector. The yellow region includes parameters for which there are at
most two Fourier modes that become unstable for each wave vector. Other parameters are ϱ̃ = 1, ϱ = 0.01,
v0 = 0.01.
M21 =
iv∗0
2
kx +
1
2
(1− j1)∥w∗∥ cosα
+
cosα− 2Dφ
4Dφ
j1(k)
[
4Dφ∥w∗∥ − iv∗0kx(2Dφ cosα− v sinα)
]
,
M22 = −Dφ −
(v∗0)
2k2xDφ
4(4D2φ + v
2)
+
1
2
j1(k) cosα−
[
1
2
+ j1(k)
]
(cosα− 2Dφ) + ivπkx
− iv
∗
0kx∥w∗∥
4(4D2φ + v
2)
[
1
2
(2Dφ cosα+ v sinα)− [1 + j1(k)](2Dφ cosα− v sinα)
]
.
One can show that the eigenvalue λ+ is a hydrodynamic mode since it becomes zero in the limit
of small wave numbers, while the other eigenvalue λ− = −(cosα− 2Dφ) is always negative since
the condition Dφ < 12 cosα is the existence condition for the given solution. The presence of a
hydrodynamic mode might lead to the long wave number instability of the traveling wave solution.
It is what we investigate in the following.
Expanding the eigenvalue of the hydrodynamic mode to the second order in kx around kx = 0,
we find
λ+(kx) = i(vπ + v
∗
0∥w∗∥)kx
+
(v∗0)
2
2
[
1
4Dφ
(
32D2φ +Dφ cosα+ 8v
2 +
1
2
v sinα
)
− 1
cosα− 2Dφ
]
k2x +O(k3x).
If the long wave length perturbations act on the solution, it is signified by Reλ+(kx) > 0. Since the
group velocity v enters the expression, we cannot draw conclusions about instabilities in the system
as such because this parameter is not independent but implicitly depends upon the system parameters.
However, we know from the analysis of self-consistent equations Eq. (3.2.17a),Eq. (3.2.17b) that
next to the order-disorder transition line the critical group velocity attained along that line is
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Figure 5.2: Dispersion relations λ(kx, ky) = max
n∈Z
λn(kx, ky) obtained by solving an eigenvalue problem
for Eq. (5.1.19). Grey markers indicate wave vectors, at which there is a Fourier mode with a positive
real part. Parameters: N = 5 · 104, ϱ̃ = 1, v0 = 0.01, (a) ϱ = 0.01, α = 0.78, Dφ = 0.2075, (b)
ϱ = 0.01, α = 0.9, Dφ = 0.18, (c) ϱ = 0.01, α = 1.3, Dφ = 0.06, (d) ϱ = 0.01, α = 1.45, Dφ = 0.01, (e)
ϱ = 0.4, α = 1.45, Dφ = 0.005, (f) ϱ = 0.2, α = 1.36, Dφ = 0.005, (g) ϱ = 0.01, α = 1.3, Dφ = 0.02,
(h) ϱ = 0.01, α = 1.0, Dφ = 0.0375, (i) ϱ = 0.01, α = 1.0, Dφ = 0.0575, and (j) ϱ = 0.01, α =
1.07, Dφ = 0.145.
v = − 12 sinα. Moreover, we know from the analysis of the particle model (see the main text) that
the lower bound for the group velocity may be assumed v = − sinα, which is the rate of change of
each particles’ direction of motion in the case of complete phase synchronization when Dφ → 0.
Knowing those two bounds, we could guess an approximate boundary of the parameter region,
where spatial nonhomogeneities should occur (cf. Fig. 5.1, blue and yellow lines).
The condition for the emergence of the long wave length perturbations in the longitudinal
direction (with respect to the direction of collective motion) is given by
(cosα− 2Dφ)
(
32D2φ +Dφ cosα+ 8v
2 +
v
2
sinα
)
− 4Dφ > 0, (5.2.24)
where the group velocity is bounded by − sinα < v < − 12 sinα (cf. Fig. 5.1). Recall that the
hydrodynamic equations, we are working with, are valid for sufficiently high diffusion levels, i.e.,
close to the order-disorder transition line. Thus, we see from Fig. 5.1 that the long wavelength
perturbations are expected to be observed only for high enough values of α. Moreover, we conclude
that the long wavelength perturbations do not arise at the order-disorder transition line.
The last result tells us that there might be the following scenarios for the system behavior. First,
at the order-disorder transition line, the traveling wave solution might be stable. Second, at that
line, short wavelength perturbations might appear. Third, at that line, long wavelength perturbations
transversal to the direction of collective motion might appear. We discard the first case because
we know from the kinetic theory that the traveling wave solution is unstable for high enough α at
the order-disorder transition line. The analytic confirmation of the existence of short wavelength
perturbations seems to be unfeasible since at Dφ = 12 cosα, the magnitude of the momentum field,
given by Eq. (4.1.5), is proportional ∥w∗∥ ∝ D1/2φ and we cannot perform the respective expansion.
Thus, we next look whether we could gain some insight about perturbations transversal to the
direction of collective motion.
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Figure 5.3: Positive real parts of each dispersion relation from Fig. 5.2. Parameters are the same as in Fig. 5.2.
5.2.4.2 Transversal Perturbations
We consider the transversal perturbations of the form k = (0, ky)T , δŵ = (0, δŵy), i.e., orthogonal
to the direction of collective motion. The coefficients of the matrix read
M11 = −ivπky, M13 = iv∗0ky,
M31 =
i
2
v∗0ky −
1
2
[1− j1(k)]∥w∗∥ sinα
+
cosα− 2Dφ
4Dφ
j1(k)
[
−2v∥w∗∥+ iv∗0ky(−v sinα+ 2Dφ cosα)
]
,
M33 = −Dφ −
(v∗0)
2k2yDφ
4(4D2φ + v
2)
+
1
2
j1(k) cosα−
1
2
(cosα− 2Dφ)− ivπky
+
iv∗0ky∥w∗∥
4(4D2φ + v
2)
[
1
2
(−v cosα+ 2Dφ sinα)− [1 + j1(k)](v cosα+ 2Dφ sinα)
]
.
The restriction to consider only the perturbations transversal to the direction of collective motion
reveals that the dispersion relations are then proportional to the square root of the wave number
∝
√
ky in the limit ky → 0. This fact does not allow us to consider the expansion of the dispersion
relations near small wave numbers.
As found previously, close to the order-disorder transition line, we do not observe any instabilities
if we restrict ourselves to consider only longitudinal perturbations. However, further away from
that line, we have proved that longitudinal perturbations do arise. Because the insight on instability
mechanisms of a traveling wave solution is quite limited analytically using the hydrodynamic
equations Eq. (4.1.4), we need to solve an eigenvalue problem for the complete system Eq. (5.2.23)
numerically. The results of previous analytical studies as well as such a numerical integration
can be found in Fig. 5.1. According to the approximation Eq. (5.2.22), we must restrict ourselves
to consider small particle velocities. We thus fix v0 = 0.01 and assume ϱ̃ = 1 for simplicity.
By solving the eigenvalue problem for Eq. (5.2.23) numerically, we obtain dispersion relations
λn(kx, ky) ∈ C, n, kx, ky ∈ Z. We have considered wave vectors as kx, ky ∈ [−30, 30] without
restricting their direction. As a result, in Fig. 5.1, we see that there are indeed spatially nonhomoge-
neous perturbations acting on Eq. (4.1.5) close to the order-disorder transition line for α sufficiently
high. We also see that close to that line, there are two unstable modes. Still, this is quite a limited
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insight on the structure of the phase diagram. Therefore, at this point, we proceed to the solution of
an eigenvalue problem from the kinetic theory, to have a clearer picture of the phase diagram.
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In this section, we will derive a Fourier transformed version of Eq. (2.4.23) to be used for the linear
stability analysis. First, we introduce the transform with respect to the phase φ. Since it is a periodic
variable, i.e., φ ∈ T, this is done via Fourier series
f(φ, ω, t) =
∑
n∈Z
fn(ω, t)e
−inφ,
where
fn(ω, t) =
1
2π
∫
T
f(φ, ω, t)einφ dφ.
By introducing this transform into Eq. (2.4.23) and grouping terms with equivalent exponents, we
obtain an infinite hierarchy of evolution equations for Fourier harmonics with respect to phase φ
∂tfn(ω, t) = inωfn(ω, t) +Dφ∂ωωfn(ω, t)
+ ∂ω
[
ξωfn(ω, t) + iσπe
−iα
∫
R
f1(ω
′, t) dω′fn−1(ω, t)
− iσπeiα
∫
R
f−1(ω
′, t) dω′fn+1(ω, t)
]
.
(5.3.25)
Our next step is to perform Fourier transform with respect to angular velocity ω, which is real
valued. We introduce the forward transform
fn(k, t) =
1√
2π
∫
R
e−iωkfn(ω, t) dω.
By applying the forward transform to Eq. (5.3.25), we find the complete Fourier transformed
hierarchy of equations to be
∂tfn(k, t) = −(n+ ξk)∂kfn(k, t)− k2Dφfn(k, t)
− kσπ
√
2π
[
e−iαf1(0, t)fn−1(k, t)− eiαf−1(0, t)fn+1(k, t)
]
.
(5.3.26)
The presence of the derivative on the right hand side does not allow to proceed with the linear
stability analysis. From now on, we proceed with the goal to perform this analysis numerically.
Let us now discretize the Fourier frequency domain as ki = i∆k, i ∈ Z with ∆k as a small
discretization step. By denoting fn(ki, t) = fn,i(t), Eq. (5.3.26) reads
d
dt
fn,i(t) = −
n+ ξki
2∆k
[fn,i+1(t)− fn,i−1(t)]− k2iDφfn,i(t)
− kiσπ
√
2π
[
e−iαf1,0(t)fn−1,i(t)− eiαf−1,0(t)fn+1,i(t)
]
.
(5.3.27)
Provided that we know a stationary solution f∗n,i to Eq. (5.3.27), we are interested in the behavior
of small perturbations towards it. Let δfn,i(t) = fn,i(t) − f∗n,i denote such a perturbation.
By linearizing Eq. (5.3.27) around the stationary solution f∗n,i, we find equations of motion for
perturbations to be
d
dt
δfn,i(t) ≈ −
n+ ξki
2∆k
[δfn,i+1(t)− δfn,i−1(t)]− k2iDφδfn,i(t)
− kiσπ
√
2π
{
e−iα
[
f∗n−1,iδf1,0(t) + f
∗
1,0δfn−1,i(t)
]
−eiα
[
f∗n+1,iδf−1,0(t) + f
∗
−1,0δfn+1,i(t)
]}
.
(5.3.28)
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Figure 5.4: Results of the linear stability analysis for the disordered motion Eq. (5.3.29) as a stationary
solution to the mean-field PDE. Stability diagrams in the parameter space of the noise strength Dφ and phase
lag α show the value of the maximal real part of the strongest unstable mode for (a) σ = 0.5, (b) σ = 1, (c)
σ = 1.5, and (d) σ = 2. The black line denotes the order-disorder transition line Dφ = 12σξ cos(
α
2
) found
empirically. Other parameters are ξ = 0.1, σ = 1.
5.3.1 Stability of disordered motion
For the further analysis, we instantiate stationary solutions. The disordered motion is given by a
scaled Gaussian density (see the main text)
f(φ, ω) =
1
(2π)3/2s
e−
ω2
2s2 . (5.3.29)
Its Fourier transform with respect to both φ and ω is
f∗n,i = f
∗
n(ki) =
1
(2π)3/2
δn,0e
− s
2k2i
2 .
Substituting it into Eq. (5.3.28), we observe that both sides of the resulting equations depend on the
same Fourier harmonics with respect to the phase, i.e., on the same n ∈ Z. For example, for n = 1
we have
d
dt
δf1,i(t) ≈ −
1 + ξki
2∆k
[δf1,i+1(t)− δf1,i−1(t)]
− k2iDφδf1,i(t)−
1
2
kiσe
−iαe−
s2k2i
2 .
We can write this system more compactly as
d
dt
δf1,i(t) ≈
∑
j∈Z
Mi,jδf1,j(t),
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where matrix coefficients are
Mi,j = −
1 + ξki
2∆k
(δi+1,j − δi−1,j)
− k2iDφδi,j −
1
2
kiσe
−iαe−
s2k2i
2 δ0,j ,
where δi,j is the Kronecker delta symbol for a, b ∈ Z. Similarly, for n = −1, the matrix coefficients
read
Mi,j = −
−1 + ξki
2∆k
(δi+1,j − δi−1,j)
− k2iDφδi,j +
1
2
kiσe
iαe−
s2k2i
2 δ0,j
and for n ̸= ±1 they read
Mi,j = −
n+ ξki
2∆k
(δi+1,j − δi−1,j)− k2iDφδi,j .
Now, we have to solve the eigenvalue problem for the matrix M = M(n) for each mode n ∈ Z.
In practice, we find that the only unstable modes arise for n = ±1 but for numerical analysis
purposes, we take n = −10, . . . , 10. The matrix M is an infinite dimensional matrix and we solve
the eigenvalue problem numerically. We restrict the Fourier domain for frequencies to be equal
[−100, 100] and take its discretization step ∆k = 0.1. The results can be found in Fig. 5.4 for
different values of the coupling strength σ.

6F I N I T E V O L U M E S C H E M E S F O R C O N T I N U U M L I M I T E Q U AT I O N S
First approaches for the continuum description of active matter were based on symmetry arguments
and conservation laws (Bertin, Droz, and Grégoire 2006; Toner, Tu, and Ramaswamy 2005) and
described the evolution of hydrodynamic variables, e.g., a marginal density function and a polar
order field. This approach allowed to reproduce some of the behavior given by an agent-based
description but the resulting equations were not linked to the microscopic parameters, thus, not
allowing for the respective analysis of the agent-based behavior. As an alternative, the kinetic theory
presents a systematic way to construct a continuum description of an agent system via density
functions of agent’s positions and velocities (Archer and Rauscher 2004b; Cañizo, J. A. Carrillo,
and Rosado 2011; J. A. Carrillo, D’Orsogna, and Panferov 2009; J. A. Carrillo, Fornasier, et al.
2010; J. A. Carrillo, Choi, and Hauray 2014b; J. Carrillo et al. 2014; Lancellotti 2005; Neunzert
1984). Mostly, one is interested in a time evolution of a density function of one agent, which is
governed by a nonlinear PDE. As a result, the terms in such a PDE do depend on microscopic
parameters from the agent-based model, thus, allowing one to study the continuum limit behavior
of a particle system in terms of those parameters.
In this chapter, we are interested in the construction of effective FVMs for numerical integration
of PDEs derived as the continuum limit of nonlocally interacting self-propelled particle systems in
two dimensions in an overdamped limit (Kruk, J. A. Carrillo, and Koeppl preprint) that takes the
following form:
∂tf(r, φ, t) = −v0e(φ) · ∇rf(r, φ, t)− ∂φ[w[f ](r, φ, t)f(r, φ, t)] +Dφ∂φφf(r, φ, t), (6.0.1)
where r ∈ R2 is a position vector, e(φ) ∈ S1 is a unit velocity vector that depends on particle’s
orientation φ ∈ R/(2πZ) =: T, t ∈ R+ is time, Dφ ∈ R+ is a rotational diffusion coefficient,
f : R2×T×R+ → R+ is a one-particle probability density function which quantifies the probability
to find a particle with a position r, orientation φ at time t, w is some functional that represents
nonlocal interaction between particles. Besides the high dimensionality of the problem, the presence
of the nonlocal interaction requires particular attention to the performance of constructed numerical
schemes. Numerical integration of such continuum limit kinetic equations for active matter systems
is an ongoing research (Barbaro et al. 2016; J. A. Carrillo, Chertock, and Huang 2015; J. A. Carrillo,
Ranetbauer, and Wolfram 2016; Ihle 2013; Pöschel and Schwager 2005; Thüroff, Weber, and Frey
2014). For numerical treatment of general kinetic equations, we refer the reader to (Dimarco and
Pareschi 2014).
An important problem in active matter systems is the study of related phase transitions versus
model parameters. Its knowledge allows one to analyze, predict, control, and design particle systems
with experimentally desirable properties. Depending on the context, one might consider particles of
different origins, which in the continuum limit frequently assume polar or nematic representation
with polar or nematic interactions (Barbaro et al. 2016; Bertin, Droz, and Grégoire 2009; J. A.
Carrillo, Choi, and Pareschi 2019; Degond, Frouvelle, and Liu 2015; Levis, Pagonabarraga, and
Liebchen 2019; Nagai et al. 2015; Patelli et al. 2019; Peshkov, Bertin, et al. 2014; Peshkov, Aranson,
et al. 2012). Phase transitions are commonly quantified in terms of a polar order parameter. It has
been shown that depending on different regimes, one might observe first as well as second order
transitions. In the present work, one of our goals is to establish the nature of phase transitions
between different states of a model of interest.
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6.1 OV E RV I E W O F T H E C O N T I N U U M L I M I T F O R A T W O - D I M E N S I O N A L PA RT I C L E
S Y S T E M
When the number of particles becomes large, we look for a continuum description of a particle
system. We expect that such a description is more efficient compared to the finite size particle
system. The dynamical density functional theory provides a number of ways to derive density
functions of particle state variables starting from the Langevin dynamics like Eq. (2.3.13). Even
though it is possible to derive continuum limit equations in terms of a joint many-particle density
functions, one usually restricts oneself to consider a one-particle density function. For Eq. (2.3.13),
we have shown (Kruk, J. A. Carrillo, and Koeppl 2020) using the framework of the FPE (Archer and
Rauscher 2004b) that the continuum description of Eq. (2.3.13) with macroscopic scaling (Kipnis
and Landim 1998a) is given by a one-particle probability density function evolving according to the
Vlasov-Fokker-Planck (Dobrushin 1979; Risken and Frank 1996) equation
∂tf(r, φ, t) = −v0e(φ) · ∇rf(r, φ, t)− ∂φ [w[f ](r, φ, t)f(r, φ, t)] +Dφ∂φφf(r, φ, t) (6.1.2)
subject to an initial condition:
f(r, φ, 0) = f0(r, φ), f0(r, φ) ≥ 0,
∫
Ω
f0(r, φ) drdφ = 1. (6.1.3)
The density function f(r, φ, t) quantifies the probability to find a particle at a given position r ∈ U2
with a given orientation φ ∈ T at time t. As before, e(φ) = (cosφ, sinφ) ∈ S1 is a unit vector
in the direction of self-propulsion φ. Note that ∇r = (∂x, ∂y) denotes a spatial gradient. The
rotational velocity or torque exerted by a nonlocal neighborhood is found to be
w[f ](r, φ, t) =
σ
|C(r; ϱ)|
∫
C(r;ϱ)
f(r′, φ′, t) sin(φ′ − φ− α) dr′dφ′. (6.1.4)
The region of nonlocal interaction is now defined as a cylinder
C(r; ϱ) =
{
(r′, φ′) ∈ U2 × T | ∥r − r′∥ ≤ ϱ
}
⊂ Ω.
The size of the nonlocal neighborhood, which is quantified via |Biϱ| in (2.3.13), is now measured as
|C(r; ϱ)| =
∫
C(r;ϱ)
f(r′, φ′, t) dr′dφ′. (6.1.5)
One should keep in mind that in general this neighborhood mass is time-dependent but we usually
omit this dependence for the sake of compactness.
Eq. (6.1.4) determines the polarization of a particle flow around a given point (up to a phase
shift α). This can be formulated by introducing an interaction kernel K(r, φ) = Hϱ(r) sin(φ+ α),
which is a product of a Heaviside step function Hϱ(r) = H(ϱ − ∥r∥), which ensures that only
a particle flow within the distance ϱ is accounted for, and a shifted alignment function. We can
therefore express the rotational velocity functional in a more general form as
w[f ](r, φ, t) = − σ|C(r; ϱ)| [K(r, φ) ∗ f(r, φ, t)] (r, φ, t).
Whereas this functional form of the angular velocity w[f ](r, φ, t) does not change the dynamics of
the one-particle density function, the convolutional form of the alignment interaction allows for
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a substantial decrease of temporal complexity of numerical algorithms by means of the discrete
Fourier transform (Press et al. 2002).
We observe that by writing the diffusion term as ∂φφf = ∂φ(f∂φ log f), we can combine the
last two terms in Eq. (6.1.2) in the form of a gradient flow as
− ∂φ{[w[f ](r, φ, t)−Dφ∂φ ln f(r, φ, t)]f(r, φ, t)} =: ∂φ[∂φξ[f ](r, φ, t)f(r, φ, t)]. (6.1.6)
The new functional ξ denotes the potential function of the flow in the angular direction. However,
we cannot extend this form to all the right hand side of Eq. (6.1.2) unless we design a system to be
spatially homogeneous. For the latter case, we use a gradient flow structure in the construction of a
numerical scheme.
One of the transitions we are interested to investigate is the one in terms of the polarization of a
particle flow. This is commonly measured using the global polar order parameter defined as
R(t)eiΘ(t) =
∫
Ω
eiφf(r, φ, t) drdφ. (6.1.7)
Here, the absolute value R gives the aforementioned measure while the phase Θ can be interpreted
as a mean direction of the particle flow. If the flow is completely synchronized so that a φ-marginal
of f is a point mass density, the magnitude equals its maximal value R = 1. If the flow is
uniformly distributed so that f = const, the magnitude equals its minimal value R = 0. For
any partially synchronized solution with respect to the angular variable φ, the order parameter
magnitude assumes intermediate values R ∈ (0, 1). Note that in general the right hand side of
(6.1.7) must be normalized but since we consider f as a probability density, the normalization
term equals one. In the following, when referring to the order parameter, we will often refer to its
magnitude R since it provides the main structural information about the particle flow.
The global polar order parameter Eq. (6.1.7) provides a global information about the momentum
field, which is not enough in a spatially nonhomogeneous context. From the continuum PDE
Eq. (6.1.2), we see that it is worthwhile to consider a nonlocalized version of Eq. (6.1.7) as
R(r, t)eiΘ(r,t) =
1
|C(r; ϱ)|
∫
C(r;ϱ)
eiφf(r, φ, t) drdφ. (6.1.8)
One can show that in terms of such a nonlocal polar order field, the PDE Eq. (6.1.2) becomes
∂tf(r, φ, t) = −v0e(φ) · ∇rf(r, φ, t)
− σR(r, t)∂φ [sin(Θ(r, t)− φ− α)f(r, φ, t)] +Dφ∂φφf(r, φ, t).
The presence of the magnitude R in front of the angular flux emphasizes that the rotational rate of
change of a particle flow is proportional to the polarization at that point.
6.1.1 Spatially homogeneous formulation
It is straightforward to check that any constant function satisfies Eq. (6.1.2). But since we are
interested in probability density functions in Ω as its solutions, we find
f(r, φ, t) =
1
2π
. (6.1.9)
In terms of a particle system, this uniform density function corresponds to the chaotic behavior of
the system with particles uniformly distributed in U2 having orientations uniformly distributed in T.
One also says that this solution represents a globally disordered or incoherent state.
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In order to find solutions except for the trivial one, we note that the model Eq. (6.1.2) admits a
major simplification if we assume that the solutions are spatially homogeneous, i.e., f(r, φ, t) =
f(φ, t). Under that assumption, equation Eq. (6.1.2) simplifies to a (1+1)-dimensional PDE, which
we can also consider as the continuum Kuramoto-Sakaguchi model (Sakaguchi and Kuramoto
1986) with diffusion:
∂tf(φ, t) = −∂φ [w[f ](φ, t)f(φ, t)] +Dφ∂φφf(φ, t), (6.1.10)
where the nonlocal interaction term Eq. (6.1.4) becomes a global one
w[f ](φ, t) = σ
∫
T
f(φ′, t) sin(φ′ − φ− α) dφ′
with the neighborhood mass omitted since |C| =
∫
T f(φ, t) dφ = 1. We shall consider Eq. (6.1.10)
with an initial condition:
f(φ, 0) = f0(φ), f0(φ) ≥ 0,
∫
T
f0(φ) dφ = 1. (6.1.11)
Note that this equation is of a gradient form ∂tf = ∂φ(f∂φξ) with the potential ξ[f ](φ, t) =
−σ
∫
T cos(φ
′ − φ− α)f(φ′, t) dφ′ +Dφ ln f(φ, t). In the absence of rotations, i.e., α = 0, the
free energy associated to equation Eq. (6.1.10) is given by (Villani 2003)
E[f ](t) = −σ
2
∫
T
(cos ∗f)(φ, t)f(φ, t) dφ+Dφ
∫
T
f(φ, t) ln f(φ, t) dφ.
We can therefore represent Eq. (6.1.10) in a general gradient flow structure ∂tf = ∂φ
(
f∂φ
δE[f ]
δf
)
.
Moreover, one can show that this energy functional decays along solutions of Eq. (6.1.10) according
to
dE
dt
[f ](t) = −
∫
T
(∂φξ)
2f(φ, t) dφ.
However, for chiral interactions with |α| > 0, the interaction potential is not symmetric and we
cannot write down a respective Liapunov functional. Therefore, we will not consider the free energy
dissipation of the constructed numerical schemes as in (J. A. Carrillo, Choi, and Pareschi 2019).
The Kuramoto model is well-known nowadays and it is often used to model synchronization
phenomena in various systems (Acebrón et al. 2005; J. A. Carrillo, Gvalani, et al. 2020; Kuramoto
1984; Pikovsky, Rosenblum, and Kurths 2003b). It was discovered in (Kuramoto and Battogtokh
2002) that the addition of a phase lag parameter α to the model allows one to obtain a new type
of solutions, termed chimera states (Abrams and S. H. Strogatz 2004), where both synchronized
and disordered populations of oscillators coexist. We showed in (Kruk, Maistrenko, and Koeppl
2018) that by extending an oscillator model to a self-propelled particle model, we can obtain such
chimera states with and without spatial homogeneity. It appears that for spatially homogeneous
states in the continuum limit with noise, we can find a closed form expression for a corresponding
density function.
We note that for spatially homogeneous systems nonlocal Eq. (6.1.8) and global Eq. (6.1.7) polar
order parameters become equal
R(t)eiΘ(t) =
∫
T
eiφf(φ, t) dφ (6.1.12)
and one can write the rotational velocity functional Eq. (6.1.4) in terms of this polar order parameter
as
w[f ](φ, t) = σR(t) sin(Θ(t)− φ− α).
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First, we look for stationary solutions of Eq. (6.1.10). Noting that this equation is invariant
under phase translations f(φ, t) 7→ f(φ + φ0, t) ∀φ0 ∈ T, we may put Θ = 0 without loss of
generality. Therefore, we find the following condition for stationary solutions
Dφ
d2f(φ)
dφ2
= −σR d
dφ
[sin(φ+ α)f(φ)] . (6.1.13)
To solve this equation, we integrate it once and look for a solution in the form
f(φ) = c(φ) exp[γ cos(φ+ α)],
where the function c(φ) is to be determined from the ODE and γ = σR/Dφ. We find that the
solution is
f(φ) = c1 exp[γ cos(φ+ α)]
(
1 + c2
∫
exp[−γ cos(φ+ α)]dφ
)
,
where c1, c2 are constants to be determined. The first constant is given by the periodicity f(0) =
f(2π), which can be shown to hold if and only if c2 = 0. Next, from the normalization condition∫
T f(φ, t) dφ = 1, we find that c1 = (2πI0(γ))
−1, where I0(γ) = 1/(2π)
∫
T exp(γ cosφ)dφ
denotes the modified Bessel function of the first kind (Olver et al. 2010). As a result, we have found
a nontrivial stationary solution of the form
f(φ) =
exp[γ cos(φ+ α)]
2πI0(γ)
. (6.1.14)
In such a form, the solution is not particularly useful since the density function is recursively
contained in the definition of the order parameter Eq. (6.1.12). However, we are able to determine
the latter the other way. If we multiply Eq. (6.1.14) by cosφ and integrate over the domain T, we
find that
R =
1
2πI0(γ)
∫
T
eγ cos(φ+α)eiφdφ = e−iα
I1(γ)
I0(γ)
.
Since we are looking for a nontrivial solution with R ̸= 0, we conclude that α = 0 and the
stationary solution is
f(φ) =
exp[γ cosφ]
2πI0(γ)
, (6.1.15)
for which the order parameter magnitude satisfies
R =
I1
(
σR
Dφ
)
I0
(
σR
Dφ
) . (6.1.16)
This result tells us that stationary states are possible only in the absence of the phase lag, i.e., in the
form of irrotational motion. We refer to (J. A. Carrillo, Choi, and Pareschi 2019) for the detailed
analysis of such states.
Our next step is to investigate solutions to Eq. (6.1.3) in the presence of a nonzero phase lag
α. By noting that in this case the particle flow moves uniformly either to the left or to the right
depending on the sign of α, we are looking for solutions in the form of a traveling wave. We
introduce an ansatz f(φ, t) = g(φ− vt) = g(ω), where v is the speed of the traveling wave, which
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is unknown. After this substitution, the compatibility condition Eq. (6.1.13) for stationary solutions
becomes
Dφ
d2
dω2
g(ω) = − d
dω
{[v + σR sin(ω + α)] g(ω)} = 0, (6.1.17)
Integrating it with respect to ω yields
Dφ
d
dω
g(ω) + [v + σR sin(ω + α)] g(ω) = c1,
where c1 ∈ R is some constant. Solving this equation, we find the solution to be
g(ω) = exp
[
− v
Dφ
ω +
σR
Dφ
cos(ω + α)
](
c1
∫
exp
[
v
Dφ
ω′ − σR
Dφ
cos(ω′ + α)
]
dω′ + c2
)
,
where c2 ∈ R is some constant. One of the constants is fixed due to the periodicity constraint, i.e.,
g(0) = g(2π). Namely, this implies
c2 = exp
(
− v
Dφ
2π
)(
c1
∫
T
exp
[
v
Dφ
ω′ − σR
Dφ
cos(ω′ + α)
]
dω′ + c2
)
.
This subsequently implies
c1 =
c2
(
exp
(
v
Dφ
2π
)
− 1
)
∫
T exp
[
v
Dφ
ω′ − σRDφ cos(ω′ + α)
]
dω′
.
Next, due to the normalization condition
∫
T g(ω) dω = 1, we put c2 = c0 as a normalization
constant and find (Gupta, Campa, and Ruffo 2014a)
g(ω) = c0 exp
[
− v
Dφ
ω +
σR
Dφ
cos(ω + α)
]
×
×
1 + (e2π vDφ − 1) ∫ ω0 exp
[
v
Dφ
ω′ − σRDφ cos(ω
′ + α)
]
dω′∫
T exp
[
v
Dφ
ω′ − σRDφ cos(ω′ + α)
]
dω′
 . (6.1.18)
This defines a profile of the traveling wave solution f(φ, t) = g(φ− vt) = g(ω). One may apply
the ansatz backwards in order to obtain the complete form f(φ, t) of the solution of Eq. (6.1.10) but
for the subsequent numerical analysis, we will use its profile solely. We refer to (Kruk, J. A. Carrillo,
and Koeppl 2020) for other forms of this traveling wave solution.
Lemma 6.1.1. Let f be a smooth solution to Eqs. (6.1.10) to (6.1.11). Then we have
Ṙ(t) = σR(t)
(
cosα
∫
T
sin2(Θ(t)− φ)f(φ, t) dφ
− 1
2
sinα
∫
T
sin(2(Θ(t)− φ))f(φ, t) dφ
)
−DφR(t).
In particular, if diffusion is higher than a threshold value Dφ ≥ D∗φ = σ(cosα + 12 sin |α|) for
|α| ≤ π2 , then Ṙ ≤ 0 for all t ≥ 0.
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Proof. From the definition of the spatially homogeneous polar order parameter (6.1.12), we can
write
R(t) =
∫
T
cos(φ−Θ(t))f(φ, t) dφ,
∫
T
sin(φ−Θ(t))f(φ, t) dφ = 0.
By differentiating the first equation, we find
Ṙ(t) = Θ̇(t)
∫
T
sin(φ−Θ(t))f(φ, t) dφ+
∫
T
cos(φ−Θ(t))∂tf(φ, t) dφ
= σR(t)
∫
T
sin(Θ(t)− φ) sin(Θ(t)− φ− α)f(φ, t) dφ−DφR(t)
= σR(t)
(
cosα
∫
T
sin2(Θ(t)− φ)f(φ, t) dφ
− 1
2
sinα
∫
T
sin(2(Θ(t)− φ))f(φ, t) dφ
)
−DφR(t).
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Our main goal is to develop a finite volume scheme that reproduces a correct behavior of nonlocally
interacting particle flow governed by a 3+1 dimensional integro-differential PDE Eq. (6.1.2). Given
that we have much more background on a spatially homogeneous system Eq. (6.1.10), we first
introduce a one-dimensional finite volume scheme, i.e., for density functions of an angular variable.
We next proceed to the description of a complete three-dimensional scheme that is applied to density
functions of spatial and angular variables. For both proposed methods, we prove mass and positivity
preservation as well as derive CFL conditions on their stability.
The approach we are going to pursue is the following. First, we perform a phase-space dis-
cretization of a PDE of interest, thereby deriving a semidiscrete system of ODE for finite volume
cells. We derive the set of equations on uniform meshes but the generalization to nonuniform
ones is straightforward. Afterwards, by noting that the dynamics of a velocity field in spatial and
angular directions qualitatively differs, we attempt a dimensionality splitting technique in order to
effectively cope with the dynamics changes due to spatial and angular fluxes. As a result, we obtain
a FVM that is second order accurate both in time and in phase-space variables.
6.2.1 One-dimensional scheme for spatially homogeneous PDEs
In this section, we develop a finite volume scheme for continuum limit PDEs under the assumption
of spatial homogeneity, i.e., for equation of the form Eq. (6.1.10). Let TL = {0, . . . , L − 1}
denote a discreet one-dimensional torus with L points. We divide a domain T into finite volume
cells Ck = [φk− 12 , φk+ 12 ], k ∈ TL of a uniform length ∆φ = 2π/L with the center of a cell
φk = k∆φ, which correspond to a site k in the torus TL. Note that since the space is periodic, we
have φk = φk+L, k ∈ TL.
We define the cell averages (J. A. Carrillo, Chertock, and Huang 2015) fk : TL × R+ → R of a
solution to a PDE to be
fk(t) =
1
∆φ
∫
Ck
f(φ, t)dφ.
The cell averages fk are functions of time but for the sake of compactness, we will henceforth omit
the explicit time dependence of the computed quantities.
88 F I N I T E VO L U M E S C H E M E S F O R C O N T I N U U M L I M I T E Q UAT I O N S
The semidiscrete finite volume scheme is obtained by integrating the PDE Eq. (6.1.10) over
each cell Ck, k ∈ TL. It is consequently formulated as the following system of ODEs for the cell
averages:
d
dt
fk = −
Fφ
k+ 12
− Fφ
k− 12
∆φ
, (6.2.19)
where Fφ
k± 12
denote angular fluxes. Note that the right hand side of this expression is a second order
centered difference of an original flux. In order to find the numerical approximations of the above
fluxes at cell interfaces, we need to be able to compute the corresponding values of a solution itself
as well as a velocity field. In this paper, we adopt a piecewise linear reconstruction of the numerical
solution f(φ, t) at each time point. Saying that, we represent a density function in each cell as a
first order polynomial as
f̃(φ, t) = fk(t) + (∂φf)k(φ− φk), φ ∈ Ck, (6.2.20)
where (∂φf)k is a cell average of a partial derivative with respect to φ, which is to be determined
for this reconstruction to work. The knowledge of values of a solution at neighboring cell centers
allows us to approximate the slopes (∂φf)k using a second order centered difference method:
(∂φf)k =
fk+1 − fk−1
2∆φ
.
Unfortunately, it might occur that this slope approximation might lead to negative values of a
reconstructed numerical solution Eq. (6.2.20), which we intent to circumvent. For such cases, we
recalculate the slope by imposing a slope limiter that keeps reconstructed values nonnegative. In
this paper, we chose to use a generalized minmod limiter
(∂φf)k = minmod
(
θ
fk+1 − fk
∆φ
,
fk+1 − fk−1
2∆φ
, θ
fk − fk−1
∆φ
)
,
defined as follows
minmod(a, b, c) :=

min(a, b, c) a > 0, b > 0, c > 0,
max(a, b, c) a < 0, b < 0, c < 0,
0 otherwise.
(6.2.21)
Note that the values, which are corrected with this slope limiter, are generally of first order. However,
in all numerical tests we present in this paper, it is practically not imposed and the numerical scheme
stays effectively of second order in ∆φ.
At this point, the piecewise linear reconstruction is defined and we can apply Eq. (6.2.20) in the
calculation of numerical fluxes, required in Eq. (6.2.19). First, we need to know the values of a
solution at each cell interface. They are computed as
fTk = f̃(φk+ 12 −0) = fk +
∆φ
2
(∂φf)k, f
B
k = f̃(φk− 12 +0) = fk −
∆φ
2
(∂φf)k, (6.2.22)
where f(φk+ 12−0) and f(φk− 12+0) denote function values at cell interfaces φk+ 12 and φk− 12 from
inside a cell Ck, respectively. We use the cell interface values to define the numerical fluxes in
Eq. (6.2.19) as upwind fluxes as
Fφ
k+ 12
= w+
k+ 12
fTk + w
−
k+ 12
fBk+1, (6.2.23)
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where positive and negative parts of angular velocities are denoted by
w+
k+ 12
= max(wk+ 12 , 0), w
−
k+ 12
= min(wk+ 12 , 0). (6.2.24)
The exact velocities themselves are given in the PDE Eq. (6.1.10) but need to be numerically
approximated at cell interfaces. We note that the PDE is of a gradient flow structure, i.e., we can
write w[f ](φ, t) = −∂φξ[f ](φ, t) for some potential function ξ, as we showed in Eq. (6.1.6), and
we use this fact to define velocities at cell interfaces using a second order centered difference
method as
wk+ 12 = −
ξk+1 − ξk
∆φ
. (6.2.25)
The velocity potential for a homogeneous system is defined as
ξ[f ](φ, t) = −σ
∫
T
f(φ′, t) cos(φ′ − φ− α)dφ′ +Dφ ln, f(φ, t),
therefore, it’s numerical approximation proceeds as follows∫
T
f(φ′) cos(φ′ − φ− α)dφ′
=
∑
n∈TL
∫
Cn
[fn + (∂φf)n(φ
′ − φn)] cos(φ′ − φk − α)dφ′
=
∑
n∈TL
fn
∫ φ
n+1
2
φ
n− 1
2
cos(φ′ − φk − α)dφ′
+
∑
n∈TL
(∂φf)n
∫ φ
n+1
2
φ
n− 1
2
(φ′ − φn) cos(φ′ − φk − α)dφ′
=
∑
n∈TL
fn
(
2 sin
∆φ
2
)
cos(φn − φk − α)
+
∑
n∈TL
(∂φf)n
(
∆φ cos
∆φ
2
− 2 sin ∆φ
2
)
sin(φn − φk − α).
As a result, we have obtained the following representation of an approximated velocity potential,
which is to be used in Eq. (6.2.25), as
ξk = −
σ∑
n∈TL fn
∑
n∈TL
[
fn
(
sin ∆φ2
∆φ
2
)
cos(φn − φk − α)
+(∂φf)n sin(φn − φk − α)
(
cos
∆φ
2
− sin
∆φ
2
∆φ
2
)]
+Dφ ln fk,
where we have used the fact that since f is a probability density function, its piecewise linear
reconstruction yields
∫
T f̃(φ, t)dφ =
∑
n∈TL fn∆φ. We note that the above approximation of the
velocity potential is exact in ∆φ given a piecewise linear reconstruction of a density function.
Theorem 6.2.1. Consider the IVP Eqs. (6.1.10) to (6.1.11) with periodic boundaries and the
semidiscrete FVM Eq. (6.2.19) with a positivity-preserving piecewise linear reconstruction Eq. (6.2.20).
Assume that the system of ODEs Eq. (6.2.19) is discretized by the forward Euler method or by
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a higher-order strong stability preserving (SSP) ODE solver, whose time step can be expressed
as a convex combination of several forward Euler steps. Then, computed cell averages remain
nonnegative fk(t) ≥ 0 ∀k ∈ TL ∀t > 0, provided that the following CFL condition is satisfied:
∆t ≤ ∆φ
2c
,
where c = max
k∈TL
{
w+
k+ 12
,−w−
k+ 12
}
and the velocities at cell interfaces are defined in Eq. (6.2.25).
Proof. According to the forward Euler method, we discretize Eq. (6.2.19) as
fk(t+∆t) = fk(t)−
∆t
∆φ
(
Fφ
k+ 12
− Fφ
k− 12
)
.
We note that we can express cell averages of a solution as a linear combination of corresponding
values at cell interfaces, defined in Eq. (6.2.22), as
fk =
1
2
(
fTk + f
B
k
)
.
Using this fact and expressing numerical fluxes as upwind fluxes introduced in Section 6.2.1, we
have
fk(t+∆t) =
1
2
(
fTk + f
B
k
)
− ∆t
∆φ
(
w+
k+ 12
fTk + w
−
k+ 12
fBk+1 − w+k− 12 f
T
k−1 − w−k− 12 f
B
k
)
.
Now we group the terms according to cell interface values and find
fk(t+∆t) =
(
1
2
− ∆t
∆φ
w+
k+ 12
)
fTk +
(
1
2
+
∆t
∆φ
w−
k− 12
)
fBk +
∆t
∆φ
w+
k− 12
fTk−1−
∆t
∆φ
w−
k+ 12
fBk+1.
The last two terms are always nonnegative. To guarantee positivity preservation of fk(t+∆t), we
must require that the values in parentheses of the first two terms remain nonnegative. This yields
the following conditions:
∆t
∆φ
w+
k+ 12
≤ 1
2
,
∆t
∆φ
w−
k− 12
≥ −1
2
,
the combination of which gives the desired CFL condition.
Theorem 6.2.2. Consider the IVP Eqs. (6.1.10) to (6.1.11) with periodic boundaries. Given the
semidiscrete FVM Eq. (6.2.19) with a piecewise linear reconstruction Eq. (6.2.20), the mass of the
discretized system is conserved, i.e.,
d
dt
∫
T
f(φ, t)dφ = 0.
Proof. By the piecewise linear reconstruction Eq. (6.2.20), we have
d
dt
∫
T
f(φ, t) dφ =
d
dt
∑
k∈TL
∫
Ck
f̃(φ, t) d̊φ =
d
dt
∑
k∈TL
∫
Ck
fk + (∂φf)k(φ− φk) dφ
=
d
dt
∑
k∈TL
∫
Ck
fk dφ =
d
dt
∑
k∈TL
fk∆φ = −
∑
k∈TL
(
Fφ
k+ 12
− Fφ
k− 12
)
.
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Due to the periodicity of the domain, we have
∑
k∈TL
Fφ
k− 12
=
L−1∑
k=0
Fφ
k− 12
=
L∑
k=1
Fφ
k+ 12
=
L−1∑
k=0
Fφ
k+ 12
=
∑
k∈TL
Fφ
k+ 12
.
As a direct consequence, we obtain ddt
∫
T f(φ, t)dφ = 0 so that the mass of the numerical system
is conserved.
Numerical studies of spatially homogeneous PDEs Eq. (6.1.10) using the finite volume scheme
of this section are conducted in Sections 6.4.2-6.4.5. In the following, we generalize the scheme for
general spatially nonhomogeneous three-dimensional PDEs Eq. (6.1.2).
6.2.2 Three-dimensional scheme for spatially nonhomogeneous PDEs
We start from the discretization of a phase space Ω into finite volume cells. Dimensions correspond-
ing to x, y, and φ variables are divided into N , M , and L cells, respectively. Linear sizes of cells are
∆x = 1/N , ∆y = 1/M , and ∆φ = 2π/L. Let UN , UM , and TL denote discreet one-dimensional
tori with N,M,L ∈ N points, respectively, i.e., UN = {0, . . . , N − 1}, UM = {0, . . . ,M − 1},
TL = {0, . . . , L− 1}. We define a uniform grid consisting of cells Ci,j,k = [xi− 12 , xi+ 12 ] ×
[yj− 12 , yj+
1
2
] × [φk− 12 , φk+ 12 ] with cell centers (xi, yj , φk) = (i∆x, j∆y, k∆φ), i ∈ UN , j ∈
UM , k ∈ TL. Due to the periodic boundaries, we have xN+i = xi, yM+j = yj , and φL+k = φk.
The discretization of Ω consists of three-dimensional cells which can be enumerated with a
three-dimensional torus as
ΩN,M,L = {(i, j, k) | i ∈ UN , j ∈ UM , k ∈ TL} .
Sites of the torus (i, j, k) ∈ ΩN,M,L correspond to the points (xi, yj , φk) = (i∆x, j∆y, k∆φ) ∈
Ω of the original space. Points of the original space (x, y, φ) ∈ Ω correspond to the sites
([x/∆x], [y/∆y], [φ/∆φ]) ∈ ΩN,M,L of the torus, where [] stands for the integer part.
We define cell averages (J. A. Carrillo, Chertock, and Huang 2015) fi,j,k : ΩN,M,L × R+ → R
of solutions to PDEs Eq. (6.1.2) to be
fi,j,k(t) =
1
∆x∆y∆φ
∫∫∫
Ci,j,k
f(x, y, φ, t)dxdydφ.
As before, for the sake of compactness, we will omit the dependence of most computed quantities
on time t henceforth.
The semidiscrete finite volume scheme for a three-dimensional system is obtained by integrating
the PDE Eq. (6.1.2) over each cell Ci,j,k, (i, j, k) ∈ ΩN,M,L and is formulated by the following
system of ODEs for fi,j,k
d
dt
fi,j,k = −
F x
i+ 12 ,j,k
− F x
i− 12 ,j,k
∆x
−
F y
i,j+ 12 ,k
− F y
i,j− 12 ,k
∆y
−
Fφ
i,j,k+ 12
− Fφ
i,j,k− 12
∆φ
,
for i ∈ UN , j ∈ UM , and k ∈ TL.
In order to define the above fluxes, we extend the same piecewise linear reconstruction method
from the previous section. The numerical solution in each cell Ci,j,k is thus approximated as a
polynomial
f̃(x, y, φ) = fi,j,k+(∂xf)i,j,k(x−xi)+(∂yf)i,j,k(y−yj)+(∂φf)i,j,k(φ−φk), (x, y, φ) ∈ Ci,j,k.
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To be able to use this representation, we need to find each slope (∂xf)i,j,k, (∂yf)i,j,k, and (∂φ)i,j,k.
To ensure that the solution is second-order accurate, we define the slopes using the centered
difference approximations
(∂xf)i,j,k =
fi+1,j,k − fi−1,j,k
2∆x
, (∂yf)i,j,k =
fi,j+1,k − fi,j−1,k
2∆y
,
(∂φf)i,j,k =
fi,j,k+1 − fi,j,k−1
2∆φ
.
It might occur that a reconstructed solution becomes negative in some cell Ci,j,k. In such cases, we
recalculate a corresponding slope using a slope limiter. In this paper, we use a generalized minmod
limiter Eq. (6.2.21), whose application yields
(∂xf)i,j,k = minmod
(
θ
fi+1,j,k − fi,j,k
∆x
,
fi+1,j,k − fi−1,j,k
2∆x
, θ
fi,j,k − fi−1,j,k
∆x
)
,
(∂yf)i,j,k = minmod
(
θ
fi,j+1,k − fi,j,k
∆y
,
fi,j+1,k − fi,j−1,k
2∆y
, θ
fi,j,k − fi,j−1,k
∆y
)
,
(∂φf)i,j,k = minmod
(
θ
fi,j,k+1 − fi,j,k
∆φ
,
fi,j,k+1 − fi,j,k−1
2∆φ
, θ
fi,j,k − fi,j,k−1
∆φ
)
,
We note again that the values, which are corrected with such a limiter, become of first order in
a corresponding dimension. But since the number of such points is usually small compared to
the total number of grid points, the overall order of the scheme is effectively not reduced. In the
numerical tests of this paper, these slope limiters have practically not been triggered.
Now that the piecewise linear reconstruction Section 6.2.2 is completely determined, we are able
to compute solution values at each cell interface the following way:
fEi,j,k = f̃(xi+ 12 −0, yj , φk) = fi,j,k +
∆x
2
(∂xf)i,j,k,
fWi,j,k = f̃(xi− 12 +0, yj , φk) = fi,j,k −
∆x
2
(∂xf)i,j,k,
fNi,j,k = f̃(xi, yj+ 12 −0, φk) = fi,j,k +
∆y
2
(∂yf)i,j,k,
fSi,j,k = f̃(xi, yj− 12 +0, φk) = fi,j,k −
∆y
2
(∂yf)i,j,k,
fTi,j,k = f̃(xi, yj , φk+ 12 −0) = fi,j,k +
∆φ
2
(∂φf)i,j,k,
fBi,j,k = f̃(xi, yj , φk− 12 +0) = fi,j,k −
∆φ
2
(∂φf)i,j,k,
(6.2.26)
where f̃(xi± 12 ± 0, yj , φk), f̃(xi, yj± 12 ± 0, φk), and f̃(xi, yj , φk± 12 ± 0) denote reconstructed
solution values at cell interfaces from inside the current cell.
We compute all fluxes in the semidiscrete system of ODEs Section 6.2.2 as upwind fluxes as
F xi+ 12 ,j,k
= u+
i+ 12 ,j,k
fEi,j,k + u
−
i+ 12 ,j,k
fWi+1,j,k,
F y
i,j+ 12 ,k
= v+
i,j+ 12 ,k
fNi,j,k + v
−
i,j+ 12 ,k
fSi,j+1,k,
Fφ
i,j,k+ 12
= w+
i,j,k+ 12
fTi,j,k + w
−
i,j,k+ 12
fBi,j,k+1,
(6.2.27)
where u±
i+ 12 ,j,k
, v±
i,j+ 12 ,k
, and w±
i,j,k+ 12
denote positive and negative parts of velocities defined
as before according to Eq. (6.2.24). The definition of upwind fluxes required the knowledge of
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velocities at cell interfaces. For advection in spatial directions, they are directly obtained from the
PDE Eq. (6.1.2) by direct substitution of grid points:
ui+ 12 ,j,k = u(xi+
1
2
, yj , φk) = cosφk, vi,j+ 12 ,k = v(xi, yj+
1
2
, φk) = sinφk. (6.2.28)
For the angular direction, we again use the gradient flow structure of the angular subflow and
consider the last two terms in the PDE Eq. (6.1.2) as defined by a velocity potential ξ[f ](r, φ, t)
Eq. (6.1.6). One can show, that for a spatially nonhomogenous system, it reads
ξ[f ](r, φ, t) = −σ
∫∫∫
C(r;ϱ)
f(r′, φ′, t) cos(φ′ − φ− α)dr′dφ′∫∫∫
C(r;ϱ)
f(r′, φ′, t)dr′dφ′
+Dφ ln f(r, φ, t). (6.2.29)
We thus determine the angular velocity at cell interfaces from its potential using a second order
centered difference scheme
wi,j,k+ 12 = −
ξi,j,k+1 − ξi,j,k
∆φ
. (6.2.30)
Now, we need to perform the discretization of the potential Eq. (6.2.29) using the piecewise
linear reconstruction of the solution (6.2.2). First, the numerator for ξi,j,k is calculated as∫∫∫
C(ri,j ;ϱ)
f̃(r′, φ′) cos(φ′ − φk − α)dr′dφ′ =
=
∑
(l,m,n)∈CN,M,L(ri,j ;ϱ)
∫∫∫
Cl,m,n
[fl,m,n + (∂xf)l,m,n(x
′ − xl) + (∂yf)l,m,n(y′ − ym)
+ (∂φf)l,m,n(φ
′ − φn)] cos(φ′ − φk − α)dx′dy′dφ′
=
∑
(l,m,n)∈CN,M,L(ri,j ;ϱ)
fl,m,n∆x∆y
∫ φ
n+1
2
φ
n− 1
2
cos(φ′ − φk − α)dφ′
+
∑
(l,m,n)∈CN,M,L(ri,j ;ϱ)
(∂φf)l,m,n∆x∆y
∫ φ
n+1
2
φ
n− 1
2
(φ′ − φn) cos(φ′ − φk − α)dφ′
=
∑
(l,m,n)∈CN,M,L(ri,j ;ϱ)
fl,m,n∆x∆y
(
2 sin
∆φ
2
)
cos(φn − φk − α)
+
∑
(l,m,n)∈CN,M,L(ri,j ;ϱ)
(∂φf)l,m,n∆x∆y
(
∆φ cos
∆φ
2
− 2 sin ∆φ
2
)
sin(φn − φk − α),
where ri,j = (xi, yj) and summations run over CN,M,L(ri,j ; ϱ) = {(l,m, n) ∈ ΩN,M,L | (xi −
xl)
2 + (yj − ym)2 ≤ ϱ2}. Second, the denominator takes the form∫∫∫
C(ri,j ;ϱ)
f(r′, φ′)dr′dφ′ =
∑
(l,m,n)∈CN,M,L(ri,j ;ϱ)
∫∫∫
Cl,m,n
f(r′, φ′)dr′dφ′
=
∑
(l,m,n)∈CN,M,L(ri,j ;ϱ)
fl,m,n∆x∆y∆φ.
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As a result, we find the discretized velocity potential ξi,j,k, which is to be used in Eq. (6.2.30), to
read
ξi,j,k = −
σ∑
(l,m,n)∈CN,M,L(ri,j ;ϱ) fl,m,n
×
×
∑
(l,m,n)∈CN,M,L(ri,j ;ϱ)
[
fl,m,n
(
sin ∆φ2
∆φ
2
)
cos(φn − φk − α)
+ (∂φf)l,m,n sin(φn − φk − α)
(
cos
∆φ
2
− sin
∆φ
2
∆φ
2
)]
+Dφ ln fi,j,k,
which is exact in ∆x, ∆y, and ∆φ.
Theorem 6.2.3. Consider the IVP Eqs. (6.1.2) to (6.1.3) with periodic boundaries and the
semidiscrete FVM Section 6.2.2 with a positivity-preserving piecewise linear reconstruction Sec-
tion 6.2.2. Assume that the system of ODEs Section 6.2.2 is discretized by the forward Euler
method or by a higher-order SSP ODE solver, whose time step can be expressed as a convex
combination of several forward Euler steps. Then, computed cell averages remain nonnegative
fi,j,k ≥ 0 ∀i ∈ UN ,∀j ∈ UM ,∀k ∈ TL,∀t > 0, provided that the following CFL condition is
satisfied:
∆t ≤ min
{
∆x
6a
,
∆y
6b
,
∆φ
6c
}
with the coefficients a = max
(i,j,k)∈ΩN,M,L
{
u+
i+ 12 ,j,k
,−u−
i+ 12 ,j,k
}
,
b = max
(i,j,k)∈ΩN,M,L
{
v+
i,j+ 12 ,k
,−v−
i,j+ 12 ,k
}
, c = max
(i,j,k)∈ΩN,M,L
{
w+
i,j,k+ 12
,−w−
i,j,k+ 12
}
and the ve-
locities at cell interfaces are defined in Eqs. (6.2.28) to (6.2.30).
Proof. The proof of this theorem follows the same lines as in Theorem 6.2.1. We only comment
that in this case, one should express cell averages of a solution fi,j,k as a linear combination of
corresponding values at cell interfaces, defined in Eq. (6.2.26), as
fi,j,k =
1
6
(
fEi,j,k + f
W
i,j,k + f
N
i,j,k + f
S
i,j,k + f
T
i,j,k + f
B
i,j,k
)
.
Theorem 6.2.4. Consider the IVP Eq. (6.1.2)-Eq. (6.1.3) with periodic boundaries. Given the
semidiscrete FVM Section 6.2.2 with a piecewise linear reconstruction Section 6.2.2, the mass of
the discretized system is conserved, i.e.,
d
dt
∫
Ω
f(r, φ, t) drdφ = 0.
Proof. By the periodicity of the domain in all directions, the proof of this theorem follows the same
lines as in Theorem 6.2.2.
Numerical studies of spatially nonhomogeneous PDEs Eq. (6.1.2) using the finite volume scheme
of this section are conducted in Sections 6.4.7-6.4.8. Up to now, we have presented the second
order discretization of the phase space of the problem keeping the time domain continuous. This
way, we have formulated the problems of solving PDEs Eq. (6.1.2) and Eq. (6.1.10) as the problems
of solving systems of ODEs Section 6.2.2 and Eq. (6.2.19), respectively. In the next section, we
consider approaches to perform time discretization so as to keep the FVM of second order in time
as well.
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This section considers further discretization approaches for three-dimensional PDEs only. As a
result of the phase space discretization from the previous section, we reformulate the IVP for PDEs
Eq. (6.1.2)-Eq. (6.1.3) as the IVP for the system of ODEs Section 6.2.2, which we state here for
convenience:
d
dt
fi,j,k(t) = −
F x
i+ 12 ,j,k
− F x
i− 12 ,j,k
∆x
−
F y
i,j+ 12 ,k
− F y
i,j− 12 ,k
∆y
−
Fφ
i,j,k+ 12
− Fφ
i,j,k− 12
∆φ
(6.3.31)
with fi,j,k(0) = (f0)i,j,k for (i, j, k) ∈ ΩN,M,L and the fluxes are as defined in the previous
section. From the PDE Eq. (6.1.2) itself and from the derivation of the system of ODEs Eq. (6.3.31),
we have seen that the fluxes qualitatively differ for spatial and angular dimensions. Therefore, it
might become unreasonable to tackle all of them at once. We will employ this fact in the further
construction of our FVM.
The class of methods that allow us to separate dynamics of an autonomous system of ODEs into
several subsystems is known as splitting methods (Hairer, Lubich, and G. Wanner 2002). In this
paper, we are interested in such splitting methods that lead to the second order accuracy in time.
First, we note the following. We can reenumerate the three-dimensional grid of the problem, which
is enumerated with three-dimensional indices from ΩN,M,L, with one-dimensional indices ranging
from 0 to NML. In other words, the three-dimensional set of indices ΩN,M,L can be bijectively
mapped into a one-dimensional set with NML indices. This allows us to express the above model
shortly as
d
dt
f̄(t) = F (f̄), f̄(0) = f̄0, (6.3.32)
where f̄ = (f0, . . . , fNML−1) ∈ RNML+ . We note that we can separate the vector field on the right
hand side as
d
dt
f̄(t) = F [1](f̄) + F [2](f̄), (6.3.33)
where F [1] and F [2] are defined by spatial and angular fluxes from Eq. (6.3.31), respectively.
Now, according to the splitting procedure, instead of the problem Eq. (6.3.33), we consider two
subproblems:
d
dt
f̄ = F [1](f̄) and
d
dt
f̄ = F [2](f̄). (6.3.34)
Let ϕ[i]t : RNML+ → RNML+ , i = 1, 2 be dynamical flows generated by vector fields F [i], i = 1, 2
(Guckenheimer and Holmes 1990; M. Hirsch, Smale, and Devaney 2004), respectively. If we know
exact flows with respect to F [1] and F [2], we could attempt to construct a numerical scheme of
the form Φ∆t = ϕ
[1]
∆t ◦ ϕ
[2]
∆t, which is known as the Lie-Trotter splitting. However, this formula
is only first order accurate. If we also consider the adjoint of the previous method given by
Φ∗∆t = ϕ
[2]
∆t ◦ ϕ
[1]
∆t and build the composition of Φ and Φ
∗ with halved step sizes, we obtain by the
theorem of the composition of methods (Hairer, Lubich, and G. Wanner 2002), a new method
Φ∆t = ϕ
[1]
∆t/2 ◦ ϕ
[2]
∆t ◦ ϕ
[1]
∆t/2,
which is known as the Strang (Marchuk) splitting. The Strang splitting formula is of order 2.
However, for that technique to work, we must be able to integrate two subproblems Eq. (6.3.34)
exactly, which is usually not the case. Therefore, our aim is to obtain a second order method which
consists of the composition of approximate direct methods only.
To start with, we consider the case, where one of the flows can be computed exactly, let’s say
ϕ
[1]
∆t, and the other one is computed with some p-th order scheme Φ
[2]
∆t. We can state the following
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Proposition 6.3.1. Consider the splitting method and its adjoint defined as
Φ∆t = ϕ
[1]
∆t ◦ Φ
[2]
∆t, Φ
∗
∆t = Φ
[2]∗
∆t ◦ ϕ
[1]
∆t, (6.3.35)
where ϕ[1]∆t is an exact flow and Φ
[2]
∆t is an approximate numerical flow of order p ≥ 1. For every
p ≥ 1, the splitting methods Φ and Φ∗ are first order accurate.
Proof. Consider the splitting method Φ∆t. Let us denote approximate and exact solutions to
subproblems Eq. (6.3.34) using respective dynamical flows as f̄1(∆t) = Φ
[2]
∆t(f̄1(0)) if f̄1(0) = f̄0
and f̄2(∆t) = ϕ
[1]
∆t(f̄2(0)) if f̄2(0) = f̄1(∆t). On one hand, by Taylor decomposition of the
numerical flow around ∆t = 0, we have
f̄1(∆t) = f̄0 + F
[2](f̄0)∆t+
1
2
F [2]
′
F [2](f̄0)∆t
2 +O(∆t3),
where F [2]
′
is the Jacobian and O(∆t3) contains higher order terms. Similarly, we find for the
exact flow
f̄2(∆t) = f̄1(∆t) + F
[1](f̄1(∆t))∆t+
1
2
F [1]
′
F [1](f̄1(∆t))∆t
2 +O(∆t3)
= f̄0 +
(
F [1](f0) + F
[2](f̄0)
)
∆t
+
1
2
(
F [1]
′
F [1](f̄0) + 2F
[1]′F [2](f̄0) + F
[2]′F [2](f̄0)
)
∆t2 +O(∆t3).
On the other hand, let ϕ∆t be a flow generated by the exact solution to the original system
Eq. (6.3.32) so that f̄(∆t) = ϕ∆t(f̄0) if f̄(0) = f̄0. The Taylor decomposition of the exact solution
gives
f̄(∆t) = f̄0 + F (f̄0)∆t+
1
2
F ′F (f̄0)∆t
2 +O(∆t3)
= f̄0 +
(
F [1](f̄0) + F
[2](f̄0)
)
∆t
+
1
2
(
F [1]
′
F [1](f̄0) + F
[1]′F [2](f̄0)
+ F [2]
′
F [1](f̄0) + F
[2]′F [2](f̄0)
)
∆t2 +O(∆t3).
(6.3.36)
The comparison of two series shows that the splitting method Φ∆t can be of second order if
F [1]
′
F [2](f̄0) = F
[2]′F [1](f̄0), which is generally not true. Therefore, this method is only of first
order. The same first order accuracy for the adjoint method Φ∗∆t follows from the fact that adjoint
methods always have the same order as their direct counterparts (Hairer, Lubich, and G. Wanner
2002).
The choice of any integrator of order greater than one does not affect the overall accuracy of a
resulting composite scheme of the above form from Proposition 6.3.1. The simplest way to turn
any consistent one step method of order one into a second order method is to make the composition
with its adjoint with halved step sizes
Ψ∆t = Φ
∗
∆t/2 ◦ Φ∆t/2 = Φ
[2]∗
∆t/2 ◦ ϕ
[1]
∆t ◦ Φ
[2]
∆t/2. (6.3.37)
By the result of Proposition 6.3.1, there is no benefit of making time discretizations of orders
≥ 2. Therefore, already by using Euler methods in Eq. (6.3.37), we achieve the second order
6.3 D I M E N S I O N A L I T Y S P L I T T I N G 97
approximation in time. However, since the implicit Euler method is adjoint to the explicit one, Ψ∆t
requires the usage of both of them which is not convenient in practice. Moreover, we want to have
a scheme which does not require exact solutions for any of subproblems Eq. (6.3.34). That said,
if we consider the composition of only approximate methods without their adjoints, we have the
following result
Proposition 6.3.2. Consider the composition of numerical methods
Ψ∆t = Φ
[2]
∆t/2 ◦ Φ
[1]
∆t ◦ Φ
[2]
∆t/2. (6.3.38)
If the methods Φ[1] and Φ[2] are of second order at least, the resulting composition method Ψ is of
second order.
Proof. Let us denote approximate solutions to subproblems Eq. (6.3.34) using numerical flows
as f̄1(∆t/2) = Φ
[2]
∆t/2(f̄1(0)) if f̄1(0) = f̄0, f̄2(∆t) = Φ
[1]
∆t(f̄2(0)) if f̄2(0) = f̄1(∆t/2), and
f̄3(∆t/2) = Φ
[2]
∆t/2(f̄3(0)) if f̄3(0) = f̄2(∆t). Since the methods Φ
[1] and Φ[2] are of second
order, we perform Taylor decomposition of each solution up to second order around ∆t = 0, and
express them in terms of a respective previous solution. We have
f̄1
(
∆t
2
)
= f̄0 +
1
2
F [2](f̄0) +
1
8
F [2]
′
F [2](f̄0)∆t
2 +O(∆t3),
f̄2(∆t) = f̄0 +
(
F [1](f̄0) +
1
2
F [2](f̄0)
)
∆t
+
1
2
(
F [1]
′
F [1](f̄0) + F
[1]′F [2](f̄0) +
1
4
F [2]
′
F [2](f̄0)
)
∆t2 +O(∆t3),
f̄3
(
∆t
2
)
= f̄0 +
(
F [1](f̄0) + F
[2](f̄0)
)
∆t
+
1
2
(
F [1]
′
F [1](f̄0) + F
[1]′F [2](f̄0) + F
[2]′F [1](f̄0) + F
[2]′F [2](f̄0)
)
∆t2 +O(∆t3),
where F [i]
′
, i = 1, 2 are the Jacobians. The comparison of the last expansion to the Taylor expansion
of the exact solution Eq. (6.3.36) shows that Ψ∆t is of second order provided that each of the
submethods is of second order too.
Corollary 6.3.1. Consider the composition of numerical methods
Ψ∆t = Φ
[2]
∆t/2 ◦ ϕ
[1]
∆t ◦ Φ
[2]
∆t/2.
If the method Φ[2] is of second order at least and ϕ[1] is the exact solution, the resulting composition
method Ψ is of second order.
The splitting methods Eq. (6.3.35) from Proposition 6.3.1 were obtained by solving one of
subproblems Eq. (6.3.34) with an exact solver and the other one with an approximate method. We
now consider the case when both phase space flows cannot be computed exactly so that we use
approximations of order p for both of them. We have the following result
Proposition 6.3.3. Consider the splitting method and its adjoint defined as
Φ∆t = Φ
[1]
∆t ◦ Φ
[2]
∆t, Φ
∗
∆t = Φ
[2]∗
∆t ◦ Φ
[1]∗
∆t , (6.3.39)
where Φ[1] and Φ[2] are approximate numerical flows of order p ≥ 1. For every p ≥ 1, the resulting
composition methods Φ and Φ∗ are first order accurate.
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Proof. The proof is analogous to the one in Proposition 6.3.1.
As before, by the theorem of the composition of methods (Hairer, Lubich, and G. Wanner 2002),
a second order scheme is obtained as the composition of a method Φ and its adjoint Φ∗ as
Ψ∆t = Φ∆t/2 ◦ Φ∗∆t/2.
In terms of the splitting methods Eq. (6.3.39), it is expressed as
Ψ∆t = Φ
[1]
∆t/2 ◦ Φ
[2]
∆t/2 ◦ Φ
[2]∗
∆t/2 ◦ Φ
[1]∗
∆t/2. (6.3.40)
Note that because in general the numerical flow Φ[2] does not possess the group property, we cannot
combine the middle terms to the form of Eq. (6.3.37). Again, we would like to have a method which
does not require the usage of both direct and adjoint steppers as in Eq. (6.3.40). By considering
only direct steppers, we have the following result
Proposition 6.3.4. Consider a composition of numerical methods
Ψ∆t = Φ
[1]
∆t/2 ◦ Φ
[2]
∆t/2 ◦ Φ
[2]
∆t/2 ◦ Φ
[1]
∆t/2.
If the methods Φ[1] and Φ[2] are of second order at least, the resulting composition method Ψ is of
second order.
Proof. Let us denote approximate solutions to subproblems Eq. (6.3.34) using numerical flows
as f̄1(∆t/2) = Φ
[1]
∆t/2(f̄1(0)) if f̄1(0) = f̄0, f̄2(∆t/2) = Φ
[2]
∆t/2(f̄2(0)) if f̄2(0) = f̄1(∆t/2),
f̄3(∆t/2) = Φ
[2]
∆t/2(f̄3(0)) if f̄3(0) = f̄2(∆t/2), and f̄4(∆t/2) = Φ
[1]
∆t/2(f̄4(0)) if f̄4(0) =
f̄3(∆t/2). Since the methods Φ[1] and Φ[2] are of second order, we perform Taylor decomposition
of each solution up to second order around ∆t = 0, and express them in terms of a respective
previous solution. We have
f̄1
(
∆t
2
)
= f̄0 +
1
2
F [2](f̄0)∆t+
1
8
F [2]
′
F [2](f̄0)∆t
2 +O(∆t3),
f̄2
(
∆t
2
)
= f̄0 +
1
2
(
F [1](f̄0) + F
[2](f̄0)
)
∆t
+
1
8
(
F [1]
′
F [1](f̄0) + 2F
[1]′F [2](f̄0) + F
[2]′F [2](f̄0)
)
∆t2 +O(∆t3),
f̄3
(
∆t
2
)
= f̄0 +
1
2
(
2F [1](f̄0) + F
[2](f̄0)
)
∆t
+
1
8
(
4F [1]
′
F [1](f̄0) + 4F
[1]′F [2](f̄0) + F
[2]′F [2](f̄0)
)
∆t2 +O(∆t3),
f̄4
(
∆t
2
)
= f̄0 +
(
F [1](f̄0) + F
[2](f̄0)
)
∆t
+
1
2
(
F [1]
′
F [1](f̄0) + F
[1]′F [2](f̄0) + F
[2]′F [1](f̄0) + F
[2]′F [2](f̄0)
)
∆t2 +O(∆t3),
where F [i]
′
, i = 1, 2 are the Jacobians. The comparison of the last expansion to the Taylor expansion
of the exact solution Eq. (6.3.36) shows that Ψ∆t is of second order provided that each of the
submethods is of second order too.
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To sum the results up, we have derived several dimensionality splitting methods that allow us to
decompose system state updates due to velocity fields along different dimensions. Namely, we have
represented the system with a total velocity flow Eq. (6.3.32) as the system with two qualitatively
different velocity flows Eq. (6.3.33). Performing the splitting, we have considered two subproblems
Eq. (6.3.34), each of which deals with only one flow. The main question afterwards is how to
combine the solutions to both subproblems in order to preserve the desired order of accuracy of
the full solution. Assuming we solve each subproblem Eq. (6.3.34) numerically, we can use the
methods of Proposition 6.3.2 or Proposition 6.3.4 in order to achieve the second order in time.
However, since Eq. (6.3.38) requires fewer time steppers, we choose it for all the subsequently
reported results. For such an FVM, we state similar results about positivity preservation and mass
conservation, as in previous sections.
Theorem 6.3.1. Consider the IVP Eqs. (6.1.2) to (6.1.3) with periodic boundaries and the semidis-
crete FVM Eq. (6.3.31) with dimensionality splitting Eq. (6.3.34),Eq. (6.3.38) with
F
[1]
i,j,k = −
Fφ
i,j,k+ 12
− Fφ
i,j,k− 12
∆φ
, (6.3.41)
F
[2]
i,j,k = −
F x
i+ 12 ,j,k
− F x
i− 12 ,j,k
∆x
−
F y
i,j+ 12 ,k
− F y
i,j− 12 ,k
∆y
, (6.3.42)
where the numerical fluxes F x
i± 12 ,j,k
, F y
i,j± 12 ,k
, Fφ
i,j,k± 12
are defined as in Eq. (6.2.27) using a
positivity-preserving piecewise linear reconstruction Section 6.2.2. Assume that each system of
ODEs Eq. (6.3.34) is discretized by a second order method whose time step can be expressed as
a convex combination of several forward Euler steps. Then, the computed cell averages remain
nonnegative fi,j,k ≥ 0, (i, j, k) ∈ ΩN,M,L for all t ≥ 0, provided that the following CFL condition
is satisfied:
∆t ≤ min
{
∆x
4a
,
∆y
4b
,
∆φ
2c
}
,
where a = max
i,j,k
{
u+
i+ 12 ,j,k
,−u−
i+ 12 ,j,k
}
, b = max
i,j,k
{
v+
i,j+ 12 ,k
,−v−
i,j+ 12 ,k
}
, and
c = max
i,j,k
{
w+
i,j,k+ 12
,−w−
i,j,k+ 12
}
and the velocities at cell interfaces are defined in Eq. (6.2.28),
Eq. (6.2.30).
Proof. The proof of this theorem follows the same lines as in Theorem 6.2.1 but it should be applied
to each subsystem Eq. (6.3.34) separately. By expressing cell averages of a solution fi,j,k of the first
subsystem as a linear combination of corresponding values at cell interfaces in angular direction,
defined in Eq. (6.2.26), as
fi,j,k =
1
2
(
fTi,j,k + f
B
i,j,k
)
and a solution of the second subsytem as a linear combination of corresponding values at cell
interfaces in spatial directions as
fi,j,k =
1
4
(
fEi,j,k + f
W
i,j,k + f
N
i,j,k + f
S
i,j,k
)
,
the result follows.
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Theorem 6.3.2. Consider the IVP Eq. (6.1.2)-Eq. (6.1.3) with periodic boundaries and the semidis-
crete FVM with dimensionality splitting as in Theorem 6.3.1. Then, the mass of the discretized
system is conserved, i.e.,
d
dt
∫
Ω
f(r, φ, t) drdφ = 0.
Proof. By the periodicity of the domain in all directions, the proof of this theorem follows the same
lines as in Theorem 6.2.2.
We implemented the presented finite volume schemes in C++. To be able to perform numerical
analysis of the schemes with meaningful phase space discretizations, we parallelized algorithms
using the message passing interface (MPI) standard (Gropp, Lusk, and Skjellum 2014). Our
implementation can be found under (https://github.com/raven91 n.d.).
6.4 N U M E R I C A L T E S T S
In this section, we demonstrate the performance of the developed numerical scheme. As it has been
mentioned, the assumption of spatial homogeneity of solutions allows us to greatly simplify the
analysis of the system of interest as well as gain theoretical insight on the behavior of its solutions.
Therefore, we first conduct numerical experiments under the assumption of spatial homogeneity
in Sections 6.4.2-6.4.6, including the study of phase transitions of traveling wave solutions in
particular. The phase transitions are quantified with respect to the global polar order parameter
that measures the degree of polarization in a particle flow. Next, we test the numerical scheme in
a general setup, where nonstationary spatially nonhomogeneous solutions are expected to exist,
including the study of related phase transitions as well. These studies are presented in Sections
6.4.7-6.4.8.
6.4.1 Error norms
In the following, we will examine the accuracy of numerical schemes in both spatially homogeneous
and nonhomogeneous setups. In the former, analytic solutions are known while in the latter, they
are not. Therefore, we introduce different norms for different cases. If we know an exact solution,
we will use the following norms to quantify convergence errors (Sun, J. A. Carrillo, and Shu 2018):
eL1 =
∑
(i,j,k)∈ΩN,M,L
∫∫∫
Ci,j,k
∣∣∣f̃h(x, y, φ, t)− f(x, y, φ, t)∣∣∣dxdydφ,
eL2 =
 ∑
(i,j,k)∈ΩN,M,L
∫∫∫
Ci,j,k
∣∣∣f̃h(x, y, φ, t)− f(x, y, φ, t)∣∣∣2 dxdydφ
 12 ,
eL∞ = max
(i,j,k)∈ΩN,M,L
∣∣∣f̃h(xi, yj , φk, t)− f(xi, yj , φk, t)∣∣∣ ,
(6.4.43)
where f̃h is a numerical solution with the reconstruction defined by Eq. (6.2.20) or Section 6.2.2
and phase space discretization h, f is an exact solution, Ci,j,k = [xi− 12 , xi+ 12 ]× [yj− 12 , yj+ 12 ]×
[φk− 12 , φk+
1
2
], i = 0, . . . , N − 1, j = 0, . . . ,M − 1, k = 0, . . . , L− 1 is a cell on a uniform grid
with NML points as defined previously. The integrals in the above expressions are computed
using Gauss-Legendre quadrature (Press et al. 2002). Note that in case we use quasiuniform initial
conditions, we need to align both solutions in a proper way. In the reported results, we shift an exact
solution such that its first moment coincides with the first moment of the reconstructed solution.
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In cases where we do not have an exact solution, which is the case when we retrieve spatially
nonhomogeneous patterns, we first compute a reference solution with the finest discretization h1
and compare the rest of the solutions with cruder discretizations h2 to it using
eL1 =
∑
(i,j,k)∈ΩN,M,L
∫∫∫
Ci,j,k
∣∣∣f̃h1(x, y, φ, t)− f̃h2(x, y, φ, t)∣∣∣dxdydφ,
eL2 =
 ∑
(i,j,k)∈ΩN,M,L
∫∫∫
Ci,j,k
∣∣∣f̃h1(x, y, φ, t)− f̃h2(x, y, φ, t)∣∣∣2 dxdydφ
 12 ,
eL∞ = max
(i,j,k)∈ΩN,M,L
∣∣∣f̃h1(xi, yj , φk, t)− f̃h2(xi, yj , φk, t)∣∣∣ ,
(6.4.44)
where the grid size is chosen as a least common denominator in each dimension, i.e. Ci,j,k, i =
0, . . . , lcd(N1, N2)− 1, j = 0, . . . , lcd(M1,M2)− 1, k = 0, . . . , lcd(L1, L2)− 1. If one needs to
compute an error for one and two dimensional domains, it is done straightforwardly by omitting
two or one dimensions, respectively, in the above definitions.
6.4.2 Stationary phase synchronization (1D)
We start the inspection of performance of constructed numerical schemes by first analyzing the
simpler spatially homogeneous systems, whose time evolution is governed by PDEs Eq. (6.1.10).
It is known that for sufficiently high diffusion levels Dφ (or equivalently for small coupling
coefficients σ), the asymptotic solution consists of chaotically moving particles, whose distribution
is given by a uniform density function Eq. (6.1.9). For sufficiently low diffusion levels (or large
coupling coefficients), particles self-organize into spatially homogeneous polar groups, which are
stationary in the absence of a phase lag, i.e., for α = 0, or rotate with constant frequency for α ̸= 0.
In this section, we investigate how the numerical scheme performs in the former case. Namely, we
consider a spatially homogeneous version of the continuum limit equation with α = 0, also known
as the continuum Kuramoto model (J. A. Carrillo, Choi, and Pareschi 2019) with diffusion:
∂tf(φ, t) = −∂φ [w[f ](φ, t)f(φ, t)] +Dφ∂φφf(φ, t) in T× (0,∞)
f(φ, 0) = a0 +
K∑
k=1
[ak cos(kφ) + bk sin(kφ)] on T× {t = 0} ,
(6.4.45)
where the angular velocity induced by particles’ interactions is w[f ](φ, t) = σ
∫
T f(φ
′, t) sin(φ′ −
φ)dφ′. The initial condition f(φ, 0) in the form of a trigonometric series is used to model an
irregular but sufficiently smooth function, which is required by the numerical scheme. We shall
refer to such initial conditions as quasirandom initial conditions in subsequent discussions. The
series coefficients are chosen in such a way that f(φ, 0) is nonnegative and properly normalized,
i.e. a0 = 12π , ak, bk ∼ U(−ε, ε), k = 1, . . . ,K, K ∈ N. Note that we cannot use a uniform
probability density function Eq. (6.1.9) as an initial condition since it is already a solution to the
problem Eq. (6.4.45). We also remark that the normalization of the density function is not generally
required by the scheme but continuum limit PDEs, we consider in this paper, describe the behavior
of probability density functions.
It is well known that the problem Eq. (6.4.45), i.e. the continuum Kuramoto model for identical
oscillators with diffusion, exhibits a second-order phase transition with respect to either coupling
strength σ or diffusion level Dφ. The phase transition if of second order and occurs at Dφ = σ2 . Its
numerical investigation was already described in detail in (J. A. Carrillo, Choi, and Pareschi 2019),
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Figure 6.1: (a) Numerical stationary solutions of (1+1)-dimensional Eq. Eq. (6.4.45) with L = 256 grid
points, compared to respective exact solutions (black lines) in the form of the von Misés density function
Eq. (6.4.46). All solutions are centered such that their means coincide. (b) The convergence of error for the
same problem Eq. (6.4.45) in L1, L2, and L∞ norms at t = 100. The points correspond to grids with 32, 64,
128, 256, 512, and 1024 points. Model parameters are σ = 1, Dφ = 0.1.
therefore, we do not consider it here. Instead, we only test how our finite volume scheme performs
on the solutions of Eq. (6.4.45) for parameters from the region of stability of a polar order solution.
In this case, this solution is a von Misés density function
f(φ, t) =
exp
[
σR
Dφ
cos(φ−Θ)
]
2πI0 (γ)
, (6.4.46)
where Θ ∈ T is the average direction of a particle flow, whose value depends on initial conditions,
and I0 is the modified Bessel function of the first kind. Fig. 6.1(a) illustrates that a numerical
solution approximates the exact one very well. Note that since the numerical solution was obtained
from quasiuniform initial conditions according to Eq. (6.4.45), it is manually centered so that
Θ = π, for comparison reasons. The numerical solutions are taken at t = 200, when all of them has
converged to steady states. However, such a long time is not required for all presented solutions. The
time the system takes to converge to a steady state depends on the value of a diffusion coefficient
Dφ (or reversely the coupling strength σ). The closer the value to the order-disorder transition point
Dφ =
σ
2 , the longer the time is. This is a well known bottleneck effect near bifurcation points. For
the solution with Dφ = 0.4σ, it takes around t = 200 simulation time units to converge.
The results of error convergence are presented in Fig. 6.1(b). One can see that in the current
setup, the scheme is second order accurate as is guaranteed by its construction. Numerical solutions
were compared to the aforementioned von Misés density function Eq. (6.4.46) using error norms
defined by Eq. (6.4.43). Initial conditions were again quasiuniform, the time step was ∆t = 10−5,
and the errors were computed at t = 100, when the steady state has been reached.
6.4.3 Nonstationary phase synchronization (1D)
Next, we keep the assumption of spatial homogeneity but assume α ̸= 0. If the phase lag is added to
the particle alignment interaction, a particle flow starts to rotate. Its continuum description in terms
of a probability density function becomes skewed and assumes a traveling wave form. A slight
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Figure 6.2: (a) Profiles of numerical traveling wave solutions of (1+1)-dimensional Eq. (6.4.47) with L = 256
grid points, compared to the respective exact solutions in the form of the skewed circular one-peaked density
function Eq. (6.4.48). All solutions are centered such that their means coincide. The black arrow indicates the
direction of motion of traveling waves. (b) The convergence of error for the problem Eq. (6.4.47) in L1, L2,
and L∞ norms at t = 100. The points correspond to grids with 32, 64, 128, 256, 512, and 1024 points. Other
parameters are σ = 1, α = 1, Dφ = 0.1.
generalization to the previous example leads to the following continuum Kuramoto-Sakaguchi
model (Sakaguchi and Kuramoto 1986) with diffusion:
∂tf(φ, t) = −∂φ [w[f ](φ, t)f(φ, t)] +Dφ∂φφf(φ, t) in T× (0,∞)
f(φ, 0) = a0 +
K∑
k=1
[ak cos(kφ) + bk sin(kφ)] on T× {t = 0} ,
(6.4.47)
where w[f ](φ, t) = σ
∫
T f(φ
′, t) sin(φ′ −φ−α)dφ′ and the choice of an initial condition follows
the same considerations as in the previous example. This problem has again two solutions, a
uniform density function Eq. (6.1.9) and a skewed unimodal density function Eq. (6.1.18)
f(φ, t) = c0 exp
[
− v
Dφ
φ+
σR
Dφ
cos(φ− vt+ α)
]
×
×
1 + (e2π vDφ − 1) ∫ φ−vt0 exp
[
v
Dφ
φ′ − σRDφ cos(φ
′ + α)
]
dφ′∫
T exp
[
v
Dφ
φ′ − σRDφ cos(φ′ + α)
]
dφ′
 , φ ∈ [vt, 2π + vt)
(6.4.48)
where c0 ∈ R is a normalization constant. The stability of solutions to the problem Eq. (6.4.47)
now depends on the values of a phase lag parameter α, diffusion level Dφ, and coupling strength
σ. With respect to these parameters, the system exhibits a second order phase transition, which
we will investigate later (see Section 6.4.6). The phase transition occurs at Dφ = σ2 cosα. Here,
we illustrate the performance of the scheme for parameter values from the region of stability of
the skewed density function Eq. (6.4.48), i.e. for Dφ < σ2 cosα. Fig. 6.2(a) illustrates that the
numerical solution approximates the exact one well. Note that Fig. 6.2(a) shows profiles of actual
solutions which have been manually centered for comparison reasons. The numerical solutions
were taken at t = 1000, which is the time the solution with α = 1, Dφ = 0.25, σ = 1 takes to
converge to the traveling wave form Eq. (6.4.48). This is again because of the critical slowing-down
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Figure 6.3: (a) Numerical stationary solution of (3+1)-dimensional Eq. Eq. (6.4.49) with N ×M × L =
40 × 40 × 256 grid points, whose projection onto φ-axis has the same shape as in Fig. 6.1(a). (b) The
convergence of error for the problem Eq. (6.4.49) in L1, L2, and L∞ norms at t = 100. The points correspond
to grids with 32, 64, 128, 256, and 512 points in φ. The grid contains 40× 40 points in spatial variables. Other
parameters are σ = 1, ϱ = 0.05, Dφ = 0.1.
close to the phase transition line (see the discussion in the previous section). In contrast to the zero
phase lag case, the phase transition occurs for smaller diffusion levels for fixed α. Moreover, the
time the system takes to converge increases exponentially with α even when diffusion is absent
(Kruk, Maistrenko, and Koeppl 2018).
We illustrate the error convergence for parameters from the same stability region (cf. Fig. 6.2(b)).
One can see that the errors are again of second order as expected. The norms were computed
according to Eqs. Eq. (6.4.43) with Eq. Eq. (6.4.48) as a reference solution. The time step was
chosen ∆t = 10−5. The norms were computed at t = 100, when the system had converged to a
traveling wave solution.
6.4.4 Stationary phase synchronization (3D)
Spatially homogeneous PDE Eq. (6.1.10) was obtained from the original one Eq. (6.1.2) under the
assumption of spatial homogeneity of the system. On one hand, it allowed us to derive analytical
results to understand model’s behavior but on the other hand, this does not correspond to the original
particle flow. We next consider the complete (3+1)-dimensional equation Eq. (6.1.2) but start from
the analysis in a parameter region where spatially homogeneous solutions are stable. Again, we
first assume a simpler case where the phase lag is not taken into account, i.e. α = 0 and consider
the following IVP

∂tf(r, φ, t) = −∇r · [v0e(φ)f(r, φ, t)]
− ∂φ [w[f ](r, φ, t)f(r, φ, t)] +Dφ∂φφf(r, φ, t)
in Ω× (0,∞)
f(r, φ, 0) = c0+
K∑
n,m,l=1
cnml sin(2πnx− αnml) sin(2πmy − βnml)×
× sin(lφ− γnml)
on Ω× {t = 0} ,
(6.4.49)
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where e(φ) = (cosφ, sinφ) ∈ S1 is a unit velocity vector and the angular torque is defined as
w[f ](r, φ, t) =
σ
|C(r)|
∫∫∫
C(r)
f(r′, φ′, t) sin(φ′ − φ)dr′dφ′. Coefficients c0, cnml ∈ R in the
initial condition are chosen such that the density function f(r, φ, 0) is nonnegative and normalized,
and the normalization term |C(r)| is defined by Eq. Eq. (6.1.5). The shifts of the arguments are
chosen at random αnml, βnml, γnml ∼ U(0, 2π) in order to approximate a fluctuating density field.
One can consider such an initial condition as a generalization of initial conditions from spatially
homogeneous examples Eq. (6.4.45),Eq. (6.4.47) to the three-dimensional case.
From the linear stability analysis (Kruk, J. A. Carrillo, and Koeppl 2020), we know that for
α = 0 the problem Eq. (6.4.49) has the same set of solutions as the spatially homogeneous
problem Eq. (6.4.45), i.e. a uniform density function Eq. (6.1.9) and the von Misés density
function Eq. (6.4.46). It appears that these solutions are stable against spatially nonhomogeneous
perturbations in the absence of phase lag. The reason why spatial patterns, such as traveling
bands, do not develop for parameter values close to the order-disorder transition line is because the
alignment interaction is normalized in w[f ](r, φ, t). We remark that in case the normalization term
|C| is removed, one actually observes the emergence of such spatial patterns, as is well known for
active matter systems with polar interactions (Levis, Pagonabarraga, and Liebchen 2019; Nagai
et al. 2015). An exemplary solution to the problem Eq. (6.4.49) is presented in Fig. 6.3(a). One can
see that the solution is indeed homogeneous with respect to x and y but has a unimodal symmetric
profile in φ. Its projection onto the φ-axis is qualitatively similar to the one in Fig. 6.1(a).
The analysis of solutions for different grid sizes shows the second order convergence in terms of
∆φ (cf. Fig. 6.3(b)). Since the steady state is eventually spatially homogeneous, we cannot test
the error convergence in terms of ∆x and ∆y. The errors were computed using Eq. (6.4.43) with
Eq. (6.4.46) as a spatially homogeneous reference solution. The time step was chosen ∆t = 5·10−4.
The errors were computed at t = 100, when the numerical solution had converged to the steady
state. The model parameters were taken from the region of stability of partially synchronized
motion.
6.4.5 Nonstationary phase synchronization (3D)
We now proceed by allowing nonzero phase lag α ̸= 0 in a general three-dimensional system
Eq. (6.1.2). We know that in addition to a uniform disordered Eq. (6.1.9) and spatially homogeneous
ordered motion Eq. (6.4.48), spatially nonhomogeneous solutions emerge for sufficiently high
values of α. Before we proceed to the analysis of such solutions, we would look into performance
of our numerical scheme in a parameter region, where a spatially homogeneous skewed unimodal
density function Eq. (6.4.48) is stable against spatially nonhomogeneous perturbations in order to
be consistent with the previous development. We consider the following IVP
∂tf(r, φ, t) = −∇r · [v0e(φ)f(r, φ, t)]
− ∂φ [w[f ](r, φ, t)f(r, φ, t)] +Dφ∂φφf(r, φ, t)
in Ω× (0,∞)
f(r, φ, 0) = c0 +
K∑
n,m,l=1
cnml sin(2πnx− αnml) sin(2πmy − βnml)×
× sin(lφ− γnml)
on Ω× {t = 0} ,
(6.4.50)
with w[f ](r, φ, t) =
σ
|C(r)|
∫∫∫
C(r)
f(r′, φ′, t) sin(φ′ − φ − α)dr′dφ′. For α sufficiently small
so as to guarantee the stability of spatially homogeneous densities Eq. (6.4.48), an exemplary
numerical solution is illustrated in Fig. 6.4(a). One can see that it is indeed homogeneous in x
106 F I N I T E VO L U M E S C H E M E S F O R C O N T I N U U M L I M I T E Q UAT I O N S
Figure 6.4: (a) Numerical plane wave solution of (3+1)-dimensional Eq. Eq. (6.4.50) with N ×M × L =
40× 40× 256 grid points, whose projection onto φ-axis has the same shape as in Fig. 6.2(a). The white arrow
indicates the direction of motion of the plane wave. (b) The convergence of error for the problem Eq. (6.4.50)
in L1, L2, and L∞ norms at t = 200. The points correspond to grids with 32, 64, 128, 256, and 512 points in
φ. The grid has 40× 40 points in spatial variables. Other parameters are σ = 1, ϱ = 0.05, α = 1, Dφ = 0.1.
and y but has a characteristic skewed shape in φ (the blue region is more pronounced above the
plane than below). Its projection onto the φ-axis gives a qualitatively similar solitary wave as the
one in Fig. 6.2(a). The wave moves transversal to the φ axis with some constant velocity v, the
sign of which depends conversely on α. Thus, it has the form of a plane wave in Ω. Such a form
of the solution corresponds to a partially synchronized steadily rotating particle flow, which was
investigated and termed a nonlocalized self-propelled chimera state in (Kruk, Maistrenko, and
Koeppl 2018).
As in the previous example, because of spatial homogeneity of the solution, we are able to
determine the order of error convergence versus ∆φ only (cf. Fig. 6.4(b)). The errors were
computed with respect to a spatially homogeneous plane wave solution whose φ-profile is given
by Eq. (6.4.48) using Eq. (6.4.43). The time step was chosen ∆t = 5 · 10−4. The errors were
computed at t = 200, when numerical solutions converged to the plane wave form.
6.4.6 Phase transitions of spatially homogeneous solutions
In this section, we analyze how phase transitions of spatially homogeneous solutions are captured
by the finite volume scheme. Moreover, we concentrate on the nonstationary case with nonzero
phase lag and refer the reader to (J. A. Carrillo, Choi, and Pareschi 2019) for the numerical studies
of phase transitions of steady states in the continuum Kuramoto model. The phase transitions
between spatially homogeneous polar order and disordered motion are commonly quantified with
respect to the polar order parameter defined in Eq. (6.1.12), i.e., it is an average orientation on the
unit circle with respect to a given density function. Since we know that the continuum Kuramoto-
Sakaguchi equation Eq. (6.1.10) has a solution of the traveling wave form, it is enough to study its
profile g(ω) = f(φ− vt, 0) = f(φ, t) in the analysis of related phase transitions. The polar order
parameter can thus be expressed as
ReiΘ =
∫
T
eiωg(ω) dω,
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Figure 6.5: (a),(b) Solution of the system of SCEs Eq. (6.4.51) comprising a density function as a traveling
wave solution Eq. (6.4.48) and a complex order parameter defined by that solution. The system determines
(a) magnitude of the order parameter R and (b) a group velocity v of the traveling wave versus the phase
lag α and diffusion coefficient Dφ. The gray line indicates the order-disorder transition line Dφ = σ2 cosα.
The critical group velocity along that line is v = −σ
2
sinα. The colored lines show intervals of parameter
values used in (c)-(f). The marks r1,2,3, and d1,2,3 denote corresponding lines. (c),(d) Evolution of the order
parameter magnitude R and the group velocity v, respectively, versus the diffusion coefficient Dφ for different
phase lag values α. (e),(f) Evolution of R and v, respectively, versus α for different diffusion coefficients Dφ.
The dots denote values found by solving the system of SCEs Eq. (6.4.51) whereas the circles denote values
produced by the FVM with the grid of L = 256 points. The black lines show the exact form of R next to the
order-disorder transition line, as predicted by the hydrodynamic theory.
where the average direction Θ can be shifted to the origin without loss of generality due to the
translation invariance of Eq. Eq. (6.1.10), i.e. Θ ≡ 0. By expanding the above system into the real
and imaginary parts, we see that the order parameter must satisfy the following set of self-consistent
equations (SCEs)
R =
∫
T
g(ω) cosω dω, 0 =
∫
T
g(ω) sinω dω. (6.4.51)
This system does not have an analytical solution but we can solve it numerically for polarization R
and velocity v. The numerical solution of this system in terms of the model parameters α and Dφ
is presented in Figs. 6.5(a) and (b).
Given the above result, we are able to investigate phase transitions related to a spatially homoge-
neous rotating system Eq. (6.4.50). For each parameter set, we solve it starting from quasiuniform
initial conditions, described earlier. We discretize the domain T into L = 256 points and perform
all computations of this section with the time step ∆t = 10−4 until t = 104. The results are
presented in Figs. 6.5(c) and (e) for the order parameter magnitude R, and in Figs. 6.5(d) and (f)
for the group velocity v. Because either the coupling strength σ or the diffusion coefficient Dφ
may be eliminated by an appropriate rescaling of time in Eq. (6.4.50), we fix σ = 1 without loss
of generality and investigate the behavior in terms of α and Dφ. Since a phase transition may
108 F I N I T E VO L U M E S C H E M E S F O R C O N T I N U U M L I M I T E Q UAT I O N S
happen by changing either the diffusion level Dφ or the phase lag α, we look into both possibilities.
First, we fix α = 0.5, 1.0, 1.5 and investigate the behavior of R = R(Dφ) (cf. Fig. 6.5(c)) and
v = v(Dφ) (cf. Fig. 6.5(d)). As we expect, the phase transition occurs at Dφ = σ2 cosα. The black
line additionally shows how the order parameter behaves next to the transition line, according to
R ≈
√
4D2φ + v
2
Dφ
(cosα− 2Dφ),
which is known from the hydrodynamic description of the particle model Eq. (2.3.13) and derived in
(Kruk, J. A. Carrillo, and Koeppl 2020). The grid size for Dφ was chosen 0.0025. For comparison
reasons, we show the results obtained with the FVM and those of SCEs Eq. (6.4.51). Next, we
fix Dφ = 0.1, 0.25, 0.4 and investigate the behavior of R = R(α) (cf. Fig. 6.5(e)) and v = v(α)
(cf. Fig. 6.5(f)). Again, as expected, the phase transition occurs at α = arccos
(
2Dφ
σ
)
. The grid
size for α was chosen 0.01. The black line and the results of the SCEs Eq. (6.4.51) are obtained as
before.
A few remarks on phase transitions between spatially homogeneous states are in order. We
quantify them in terms of a polar order parameter magnitude R. Therefore, under the assumption of
spatial homogeneity, we observe a second order transition from partially synchronized to disordered
state (cf. Fig. 6.5(c) and (e)). However, it is known that for polar active matter systems, the transition
from uniform disordered to ordered motion is separated by a region with density-segregated patterns
such as traveling bands. It has been established that for the Boltzmann equation for self-propelled
particle systems, the respective transitions may be of first and second order depending on a system
size (Thüroff, Weber, and Frey 2014). As we mentioned earlier, we do not observe such a spatially
nonhomogeneous regime close to the order-disorder transition line because nonlocal alignment
interactions in Eq. (6.1.2) are normalized, which makes spatially homogeneous solutions more
stable against spatially nonhomogeneous perturbations (Kruk, J. A. Carrillo, and Koeppl 2020).
6.4.7 Spatially nonhomogeneous solutions
We have seen that the presented finite volume scheme is capable of reproducing correct behavior
under the assumption of spatial homogeneity. Therefore, we proceed to the general PDE Eq. (6.1.2)
in a parameter region where spatially nonhomogeneous patterns occur. We consider the same IVP
Eq. (6.4.50) from the previous section. From the linear stability analysis of this PDE from the point
of view of kinetic theory (Kruk, J. A. Carrillo, and Koeppl 2020), we know that there exists a region
in the parameter space of ϱ/v0, α, and Dφ where the spatially homogeneous skewed unimodal
density function Eq. (6.1.18) becomes unstable against spatially dependent perturbations and one
observes numerous spatially nonhomogeneous patterns.
In this paper, we would like to concentrate on the analysis of one of such patterns, which we
refer to as a localized chimera state (Kruk, Maistrenko, and Koeppl 2018). From the point of view
of the particle model Eq. (2.3.13), such a state simultaneously consists of two rather distinct groups
of particles. The first group forms a subset of particles that gather into a circular polarized cloud,
which rotates in the background of the rest of chaotically moving particles. In the continuum limit,
this state is characterized by the formation of a high density skewed ellipsoidal region in Ω (cf.
Fig. 6.6(a)) that follows a helical path. We can obtain the aforementioned high density circular
cloud as a projection of such a solution into spatial coordinates (cf. Fig. 6.6(b))
f(r, t) =
∫
T
f(r, φ, t) dφ. (6.4.52)
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Figure 6.6: (a) Spatially nonhomogeneous solution of Eq. (6.4.50) in the form of localized chimera state. The
grid contains N ×M × L = 160× 160× 128 points. (b) Its projection Eq. (6.4.52) into spatial coordinates.
White arrows indicate the momentum field Eq. (6.4.53) generated by the solution. The dashed white line
Eq. (6.4.54) passes through the center of maximal density of the projection and is aligned with the momentum
field at this point. (c,d) Convergence of error for the same problem and parameter region in L1, L2, and L∞
norms at t = 1. The points correspond to grids (c) in φ with 32, 64, 128, 256, and 512 points, and (d) in x, y
with 20× 20, 40× 40, 80× 80, 100× 100, 120× 120, and 140× 140 points. Here ∆r =
√
∆x2 +∆y2.
The grid also contains (c) 40× 40 points in x, y, (d) 128 points in φ. Other parameters are v0 = 1, σ = 4,
ϱ = 0.3, α = 1.54, Dφ = 0.01.
The spatial profile has a form of a bivariate solitary wave which possesses a characteristic front-end
asymmetry. This can be observed if we look at the solution profile along the line (cf. Fig. 6.7(b), a
white dashed line), centered at the point of maximal density and directed according to the velocity
field at this point. We look for the point of maximal spatial density as
rmax = argmax
r∈U2
f(r, t).
The velocity field can be retrieved from the momentum field, in turn, obtained as
u(r, t) =
∫
T
e(φ)f(r, φ, t) dφ (6.4.53)
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where e(φ) = (cosφ, sinφ) ∈ S1. Note that the momentum field such defied is isomorphic to the
global polar order parameter, we used earlier Eq. (6.1.7). As a result, the line can be parameterized
as
r(s) = rmax + e(φmax)s, s ∈
[
−1
2
,
1
2
]
, (6.4.54)
where φmax = arg(u(rmax)). Using the piecewise linear reconstruction of the density function
Section 6.2.2, we can find the approximate values of the density function at any point on the line
(cf. Fig. 6.7(b)). Moreover, for solutions, where the radius of rotation of the localized cluster is
sufficiently large so that the cluster does not rotate around a fixed point, the transverse profile of the
spatial projection f(r, t) has a symmetric form.
We remark that Eq. (6.4.52),Eq. (6.4.53) constitute a hydrodynamic description of the kinetic
PDE Eq. (6.1.2) where polar order is expected to emerge, and is often used to get analytical insights
into the dynamics. However, the known drawback of this approach is that it is limited to the regimes
close to equilibrium. As opposed to that, our FVMs are applicable to any region in the parameter
space, which we will employ in the next following.
In a general spatially nonhomogeneous setup, we are able to calculate error convergence in
both angular and spatial variables. Because we do not know any exact solution with spatial
dependence, we use Eq. (6.4.44) to compute the norms. The reference solution was the one with
N×M×L = 40×40×1024 grid points. First, we fix N = 40, M = 40 and vary the angular grid
size ∆φ. We observe the second order convergence for ∆φ sufficiently small whereas it approaches
the first order for largest grid sizes (cf. Fig. 6.6(c)). The reason for the first order behavior is
that such discretizations cannot capture high density gradients in φ so that the numerical error is
accumulated rather fast. Subsequently, since the dynamics in angular and spatial dimensions are
coupled, this results in solutions, diffused away from the correct dynamics. The time step was
chosen ∆t = 5 · 10−4. Next, we fix L = 128 and vary the spatial grid size ∆x,∆y. We again
observe the second order error convergence versus ∆r =
√
(∆x)2 + (∆y)2 even for quite small
grid sizes with N × M = 20 × 20 points (cf. Fig. 6.6(d)). We explain such robustness of the
results by the fact that the solutions were computed for quite large ϱ = 0.3, resulting in long range
interactions. The time step was chosen ∆t = 5 · 10−4. The reference solution was the one with
N ×M × L = 160× 160× 128 grid points.
6.4.8 Phase transitions of spatially nonhomogeneous solutions
In Section 6.4.6, we found that in spatially homogeneous systems, the transition between polar
order and disorder is of second order. Now that we have an established protocol to generate spatially
nonhomogeneous solutions, we are interested to learn about their related phase transitions. By
choosing an appropriate scale for the microscopic particle velocity v0 and interparticle interaction
radius ϱ, we find a phase diagram in the (α,Dφ)-parameter space where three distinct solutions
are observed, i.e., a spatially homogeneous disordered motion (SHDM), a spatially homogeneous
ordered motion (SHOM), and a spatially nonhomogeneous motion (SNM) in the form of a localized
chimera state (cf. Fig. 6.7(a)). The figure was obtained from the kinetic linear stability analysis
of Eq. (6.1.18), performed in detail in (Kruk, J. A. Carrillo, and Koeppl 2020). We fix v0 = 0.25,
σ = 1, ϱ = 0.3. Phase transitions discussed earlier correspond to the transition between SHDM
and SHOM, with the bifurcation occurring at Dφ = σ2 cosα (a black solid line). In the gray region,
starting from quasirandom initial conditions, one observes the formation of spatial structures. The
formation happens in two stages. First, the system smooths out initial spatial perturbations but
gradually polarizes until the occurrence of a skewed angular profile similar to the one in Fig. 6.2(a).
Second, the remaining spatial perturbations start to act on the solution and accumulate eventually
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Figure 6.7: Bifurcations scenarios for SNM, represented by localized chimera states. (a) Phase diagram in the
parameter space of diffusion Dφ and phase lag α; color shows the maximal real part of the strongest unstable
Fourier mode (Kruk, J. A. Carrillo, and Koeppl 2020); the black solid line is the order-disorder transition line
Dφ =
σ
2
cosα. Black star indicates the initial value O = (α,Dφ) = (1.45, 0.0075) used as a starting point
for the continuation method (see the text). Purple dashed lines show continuation paths presented in (c,d,e,f).
(b) Spatial profiles along the line of nonlocal collective motion in Fig. 6.6(b) for different values of the phase
lag taken along the branch of stability of SNM in (e). Solid lines represent averaged densities over 10 time
units and shaded regions denote respective standard deviations. (c,d) Localization P Eq. (6.4.55) and polar R
Eq. (6.1.7) order parameters versus Dφ, respectively. One observes a second order phase transition between
SNM and SHOM with bifurcation at Dφ ≈ 0.0125. Black dashed lines denote unstable branches and have
been computed from the system of SCEs Eq. (6.4.51). (e,f) Localization P and polar R order parameters
versus α, respectively. One observes two types of phase transitions, namely, the first order one, accompanied
with a hysteresis loop, on the path OA1 with bifurcation points α ≈ 1.33, 1.44 and the second order one on
the path OA2 with bifurcation at α ≈ 1.515. Black dashed lines denote unstable branches and have been
obtained from Eq. (6.4.51). Black dotted lines are drawn "by hand" in place of unknown unstable branches.
Colored lines in (c,d,e,f) indicate directions of bifurcation paths.
into a bivariate unimodal shape. We remark that due to finite numerical precision, the second step
might not be triggered for any quasirandom initial conditions given that spatial variations become
of order of round-off error O(10−18). To circumvent that, one might either look for such initial
conditions that preserve enough spatial perturbations at the time point of maximal synchronization
or use multiprecision arithmetic libraries, like the one we used in our implementation.
As one can see in Fig. 6.7(a), the new phase transitions should occur between SHOM and SNM
by varying either the diffusion coefficient Dφ or the phase lag parameter α. We inspect each route
separately. Before we do that, we need to establish an appropriate order parameter to measure the
level of spatial localization induced by a PDE solution as well as be able to detect changes in spatial
variation of solutions upon varying model parameters. First, in a similar way as we might consider
the global polar order parameter R(t) Eq. (6.1.7) as a measure of angular localization of orientation
vectors e(φ) belonging to S1, manifested in a momentum field definition Eq. (6.4.53), we define an
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order parameter that measures the level of spatial localization of elements belonging to S1 × S1 in
the following way:
P (t)eiΨ(t) =
∫
Ω
f(r, φ, t)ei2π(x+y) drdφ. (6.4.55)
This parameter provides the following information. For systems with all the probability mass
compressed in one point, i.e., for point measures, the spatial localization is most pronounced and the
magnitude of the order parameter attains its maximal value P = 1. In the opposite case, for systems
with uniform distribution of matter, no spatial localization is observed and the order parameter
magnitude attains its minimal value P = 0. For partial localization inside a particle flow, we
therefore have P ∈ (0, 1). The phase Ψ is irrelevant to our purposes. Second, to detect changes
in spatial structure of solutions while changing model parameters, we introduce the following
maximum absolute spatial deviation measure (Thüroff, Weber, and Frey 2014):
δr(t) = max
(i,j,k)∈ΩN,M,L
{|fi,j,k(t)− fk(t)|} , (6.4.56)
where spatially averaged solutions are computed as
fk(t) =
1
NM
∑
(i,j)∈UN×UM
fi,j,k(t), k ∈ TL.
For SHOM, this measure attains values of order O(10−14), when the magnitude of spatial variations
is of a round-off error for double precision floating point values.
We now describe the transitions between SNM and SHOM. We start with a parameter point well
inside a region where SNM is a stable solution, i.e. O = (α,Dφ) = (1.45, 0.0075) (cf. Fig. 6.8(b)),
and proceed in a continuation-like manner. First, we fix the phase lag parameter α and increase the
diffusion level Dφ ∈ [0.0075, 0.02] with a parameter step size ∆Dφ = 0.000625 (cf. Fig. 6.7(a), a
vertical path OB2). Starting from quasirandom initial conditions Eq. (6.4.50), we let the system
to converge to a solitary wave form of a localized chimera state and take this solution as an initial
condition for a subsequent computation. Then, we change the diffusion level, take as a new initial
condition the final solution from a previous parameter, and let the system equilibrate for T = 100
time units with ∆t = 5 ·10−3. Afterwards, we accumulate values of δr(t) Eq. (6.4.56) and continue
integration until spatial deviations cease to fluctuate with dδr(t)/dt < 5 · 10−5. We quantified
the rate of change dδr(t)/dt as a linear fit to a set of values δr(t) over the last 50 time units. The
result of this procedure is shown in Fig. 6.7(c). As we see, the spatial order parameter P assumes a
continuous path versus the diffusion constant Dφ. We then start from a point B2 = (1.45, 0.02)
and go in the reverse direction gradually decreasing Dφ with the same step size as before. For
each new parameter, we take as an initial condition the final state of the system from a previous
parameter and impose small spatial perturbations of the same form as in Eq. (6.4.50) in order to
allow spatial perturbations to grow provided that SHOM is unstable. We note that for spatially
homogeneous systems, spatial variations are of order of a round-off error, and without such initial
spatial perturbations, spatial deviations never grow even for parameter values where SHOM is
indeed unstable. During this reverse round of continuation simulations, we integrate the system until
dδr(t)/dt < 10
−6. As a result, by varying the diffusion constant Dφ, we observe a supercritical
transition between SNM and SHOM on the path OB2 at Dφ ≈ 0.0125. Additionally, we provide
the results of the continuation procedure in terms of the polar order parameter R Eq. (6.1.7) (cf.
Fig. 6.7(d)) to make the comparison with SHOM transitions.
As the next step, we study phase transitions between SNM and SHOM versus the phase lag α.
There are two ways, they can occur. To begin with, let us follow the right path OA2 in Fig. 6.7(a).
As an initial parameter point, we again set O = (1.45, 0.0075), keep Dφ constant, and vary
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Figure 6.8: Evolution of SNM, represented by localized chimera states, along the bifurcation path A1A2 (cf.
Fig. 6.7(a)). Snapshots of solutions (a) next to the first order transition at α = 1.335, (b) in the middle of the
path at α = 1.45, and (c) before the second order transition at α = 1.51. Other parameters are v0 = 0.25,
σ = 1, ϱ = 0.3, Dφ = 0.0075, N = 40, M = 40, L = 256.
α ∈ [1.45, 1.54] with a parameter step size ∆α = 0.005. We follow the same continuation protocol
as before and report the results in Fig. 6.7(e,f). We see that the transition between SNM and SHOM
versus α on this path follows the similar scenario as the previously described transition along OB2.
That is, it is of second order with the bifurcation point α ≈ 1.515. This comes as no surprise as
both bifurcations occur close to the order-disorder transition line Dφ = σ2 cosα, where the effect
of diffusion is substantial. Here, the increase of Dφ is qualitatively similar to the decrease of α. By
doing so, a spatially localized region gradually smooths around.
The second way, the transition between SNM and SHOM occurs, is along the left path OA1 in
Fig. 6.7(a). By performing the same continuation procedure for the parameter values α ∈ [1.3, 1.45],
we observe a hysteresis loop (cf. Figs. 6.7(e,f)), characteristic to first order transitions. Along the
SNM→SHOM path, we come across a bifurcation point α ≈ 1.33 of a saddle-node type. Along
the SHOM→SNM path, we find a bifurcation point α ≈ 1.44 of a subcritical type. Apart from the
results of the linear stability analysis, which showed us where SNM is observable starting from
any initial conditions (except for unstable solutions), we discover the existence of a bistability
region where both SHOM and SNM are stable solutions, i.e., α ∈ (1.33, 1.44) with Dφ = 0.0075.
Moreover, we observe some discrepancy between the results of the linear stability analysis and
the continuation method. According to the stability analysis, starting from α ≈ 1.38, SHOM
should become unstable against spatially dependent perturbations while the continuation method
provides α ≈ 1.44. This is because the stability analysis was performed under the assumption
of small microscopic particle velocities v0 in a region of small diffusion, which is not the case
here. Therefore, the numerical analysis of the PDE provides us with a better understanding of how
solutions behave far from the order-disorder transition line.
Along bifurcation paths with respect to both parameters, SNM undergoes qualitatively similar
transformations. Starting from second order transition points (Dφ ≈ 0.0125 in Fig. 6.7(c) and
α ≈ 1.515 in Fig. 6.7(e)), an ellipsoidal shape forms inside a high density layer (cf. Fig. 6.8(c))
but the layer itself does not disappear completely. In Fig. 6.8(b), one can observe coexistence of a
localized cluster with such a layer for a parameter point even in the middle of a bifurcation path.
By decreasing parameters to minimal values with SNM being stable, the localized cluster is most
clearly pronounced and the secondary layer dissolves (cf. Fig. 6.8(a)). The figure demonstrates
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qualitative changes in SNM with respect to the phase lag α but one obtains similar results by
decreasing the diffusion level Dφ towards zero.
7B A C T E R I A L S U S P E N S I O N S A S A C T I V E M AT T E R S Y S T E M S
7.1 E X P E R I M E N T S O N B AC T E R I A L S WA R M I N G I N M I C RO F L U I D I C E N V I RO N M E N T
One of our goals is to apply active matter theory tools, discussed throughout this thesis, to a genuine
system of living agents. One of such systems that are relatively easy to maintain and control
are bacterial suspensions (Zhang et al. 2010). We have primarily conducted experiments with
B. subtilis; however, the same procedures with E. coli have also been tested. General bacterial
swarming is highly irregular so that in order to observe and extract information of constituent
trajectories, we must restrict bacteria to two-dimensional environments. One common way to
impose that is to consider the motion in microfluidic channels residing in Polydimethylsiloxane
(PDMS) chips Fig. 7.1. We produce such channels with 1µm height which is enough to prohibit
B. subtilis from swimming vertically considerably because they are approximately 0.5− 1µm in
diameter. The width of channels is 200µm, 300µm, and 600µm. Another common approach to
observe bacterial swarming in two-dimensions is using agar plates. Even though, bacteria grow
considerably larges in lengths on agar plates, their swimming speed is significantly lower compared
to microfluidic environments.
We established the protocol to observe the swarming of bacteria in microfluidic environment.
Wild type B. subtilis is stored in a tip at −80 °C. At the beginning, we scratch a bit of bacterial mass
and place it into a reaction tube with yeast extract peptone dextrose (YEPD) medium, prepared
in advance. The recipe for this medium is 1% yeast extract, 2% of peptone, and 4% of glucose
in distilled water. Additionally, we tested Luria broth and Terrific Broth σ but the motility of B.
subtilis inside them was considerably lower. The mean for bacterial length with our protocol with
YEPD is approximately 3 − 4µm. We tried to control it by adding Ficoll PM 70, polyethylene
glycol 4000, and cefalexin, all of which did not prove successful. Next, we take the reaction tube
with bacterial suspension into an incubator room with 37 °C and place it on a shaker overnight.
In one day, we take the tube and perform a dilution of 1µl of bacterial suspension and 1600µl of
fresh YEPD. We then take the new culture back to the shaker for the next night. In the morning,
after around 14 hours, we take the culture and extract 1ml of it into a tip. The tip is then left in a
centrifuge for ten minutes with acceleration 1.5g. Afterwards, 80% of the liquid is removed and
the rest of the culture is shaken with a vortex mixer in order to distribute bacteria evenly. At this
stage, the culture is ready for experimental observation. We extract the remaining suspension with
a syringe and inject it into one of the inlets of a microfluidic channel. Then, bacteria take 0.5− 1
hours to pour into the channel depending on its width and required number density. We record the
resulting swarming with magnification 100× using oil immersion as a sequence of images taken
every 1ms during 10 seconds.
7.2 M U LT I TA R G E T T R AC K I N G
At this stage, we known the information such as positions, velocities, and orientations of each
bacterium at each time point independently. For the analysis of bacterial swarming as a system of
interacting particles, we need to know reconstruct trajectories of each bacterium continuously over
time. Taking into account that each frame contains several hundreds of bacteria, we would keep the
tracking algorithm itself simple. One of the popular choices is the Kalman filter.
115
116 B AC T E R I A L S U S P E N S I O N S A S AC T I V E M AT T E R S Y S T E M S
Figure 7.1: The design of a microfluidic chip used for experiments with bacterial swarming.
Let the state of each bacterium be described with two-dimensional position ri ∈ R2 and velocity
vi ∈ R2, which we compactly combine into a composite vector pi = (ri, vi) ∈ R4. We assume a
simple linear update for the state vector
pi(t+ 1) = Api(t) + wi(t), (7.2.1)
where the state update matrix is
A =

1 0 ∆t 0
0 1 0 ∆t
0 0 1 0
0 0 0 1

and uncertainty in the state update is accounted for by wi(t) ∼ N (0,W ), i = 1, . . . , N with the
covariance matrix W given. These stochastic variables are independent for all i and all time points.
When a new image is recorded (cf. Section 7.2(a)), we obtain an updated version of the system
domain. This must be used to correct the states of all bacteria since they are updated according to
simplistic approximated rules. Since by inspecting only one image per time, we can extract only
a position of each bacterium, we introduce a measurement variable z ∈ R2 that represents our
observation over the state of them. We relate state variables introduced above with measurement
variables as
zi(t) = Hpi(t) + qi(t), (7.2.2)
where
H =
(
1 0 0 0
0 1 0 0
)
(7.2.3)
and uncertainty in our measurement procedure is accounted for by qi(t) ∼ N (0, Q), i = 1, . . . , N
with the covariance matrix Q given.
The above procedure assumes that the state pi is Gaussian distributed. Therefore, it is sufficient
to infer how the mean pi itself and its covariance Pi are updated when new measurements become
available. This is solved by applying the Kalman filter (Reich and Cotter 2015). First, we
compute prior mean p̂i = Api and prior covariance P̂i = APiAT +W . Afterwards, we compute
posterior mean pi = p̂i + Ki(zi − Hp̂i) and posterior covariance Pi = (I − KiH)P̂i where
Ki = P̂ih
T (HP̂iH
T + Q)−1 is the Kalman gain. The major issue is that this method can be
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Figure 7.2: A snapshot of swarming of B. subtilis in a microfluidic channel. (a) A raw image obtained directly
from the microscope. (b) Result of multitarget tracking procedure providing us with positions, velocities, and
orientations of most bacteria.
applied for each bacterium separately, i.e., for each i, we must know its position before ri(t) and
after ri(t+ 1) the update. However, image segmentation procedures allow us to retrieve positions
of the whole group at each next frame irrespective of previous identities. The problem of matching
information for each bacterium at current time step to the information for the same bacterium at
the next time step is known as the data association. A common approach to solve it is using the
Hungarian algorithm, also known as the Kuhn–Munkres algorithm, which solves the maximum
weighted matching problem. For the weights between bacterial identities in two consecutive time
steps, we used values of the Euclidean distance. The result of the procedure is demonstrated in
Fig. 7.2(b), where positions, velocities, and orientation of most bacteria are identified.
7.3 S E L F - P RO P E L L E D RO D S M O D E L
In this section, we introduce a self-propelled rods model with the aim to formalize the observed
dynamics of bacterial suspensions in a two-dimensional environment in computationally and
mathematically convenient way. We are going to regard each bacterium as a sequence of n
connected beads and write down equations of motion for each bead (Kirchhoff, Löwen, and Klein
1996). We assume that every bacterium is able to propel itself. Such models are known as a
self-propelled rods (SPR) models (Wensink et al. 2012).
Let us consider a system of N rods that move in a two-dimensional domain of size L with
periodic boundaries, which we denote Ω := U2,U := R/(LZ). A rod is described with a position
rα ∈ U2 and a velocity uα ∈ R2 (cf. Fig. 7.3). It is common to consider rods as having the same
magnitude of the velocity, i.e., ∥uα∥ ≡ const, α = 1, . . . , N , but being able to only change their
orientation. However, for our purposes, we will assume that rods’ velocity magnitudes are constant
but nonidentical and sampled from some prior distribution, i.e., ∥uα∥ ∼ πu. From experimental
work, we know that the temperature of the microfluidic environment is set T = 30 °C = 303.15K.
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ûα
ûβ
r ijαβ
rα
rβr iα
r jβ
Figure 7.3: Representation of bacteria as self-propelled rods. A rod α is described with a position of the
center of mass rα and unit velocity ûα. Positions riα of other constituent beads are calculated using the
properties of the rods.
We postulate SPRs to obey the following system of SDEs:
drα = uα dt−
1
kBT
DαT∇rαU dt+
√
2D∥ ûα,∥ dW
α
1 +
√
2D⊥ ûα,⊥ dW
α
2
dûα = −
1
kBT
DR∇ûαU dt+
√
2DR ûα,⊥ dW
α
3 ,
(7.3.4)
where kB is Boltzmann’s constant, DαT is the diffusion tensor, ûα =
uα
∥uα∥ denotes a unit velocity
vector, ûα,∥ and ûα,⊥ are its longitudinal and transversal components, respectively.
In order to account for the fluctuating environment and for variations in internal structure
of bacteria, rods are subject to several stochastic forces modeled with families of independent
Wiener processes, i.e., (Wα1 (t))t≥0, (W
α
2 (t))t≥0, and (W
α
3 (t))t≥0, α = 1, . . . , N , accounting for
longitudinal and transversal perturbations to rods’ positions and rotational perturbations to rods’
orientations, respectively. Noise strengths for each family are D∥, D⊥, and DR, respectively. The
diffusion tensor is defined in terms of longitudinal and transversal noise strengths as
DαT =
[
D⊥(I − ûα ⊗ ûα) +D∥ûα ⊗ ûα
]
,
where I is the identity matrix and ⊗ denotes the outer vector product. It has been established
(Tirado, Martínez, and Torre 1984) that translational and orientational short-time self-diffusion
coefficients for bacterial suspensions can be approximated as
D∥ =
D0
2π
(
ln a− 0.207 + 0.980
a
− 0.133
a2
)
,
D⊥ =
D0
4π
(
ln a+ 0.839 +
0.185
a
+
0.233
a2
)
,
DR =
3D0
πl2
(
ln p− 0.662 + 0.917
a
− 0.050
a2
)
,
where D0 =
kBT
ηSl
, ηS is a viscosity coefficient, l is rod’s length, and a is rod’s aspect ratio. The
effective volume fraction of the system is
ϕ =
N
A
[
λ(l − λ) + πλ
2
4
]
,
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Figure 7.4: Exemplary SPR dynamics due to Eq. (7.3.4) with Yukawa potential for N = 1000 rods. (a)
Diluted phase with ϕ = 0.17, a = 6, U0 = 3e−20; (b) swarming phase with ϕ = 0.25, a = 15, U0 = 1e−19;
(c) bionematic phase with ϕ = 0.5, a = 10, U0 = 1e−19; (d) laning phase with ϕ = 0.75, a = 15,
U0 = 3e
−20; (e) turbulence phase with ϕ = 0.75, a = 5, U0 = 3e−20; (f) jamming phase with ϕ = 0.6,
a = 3, U0 = 1e−20. Rods are displayed as red ellipses with black tips denoting the direction of motion.
where A = L2 denotes the area of the domain.
Interactions between rods are accounted for by an interaction potential U that considers every
pairwise bead interaction
U =
∑
α,β
α>β
Uαβ .
One of the common potentials for systems of SPRs is the Yukawa potential
Uαβ =
U0
n2
n∑
i=1
n∑
j=1
 e
−rij
αβ
/λ
rijαβ
if rijαβ ≤ λ
0 if rijαβ > λ
, (7.3.5)
where U0 is the interaction strength, λ is maximal interaction radius, r
ij
αβ is the distance between
ith bead of a rod α and jth bead of a rod j, i.e.,
rijαβ = ∥(rβ + lj ûβ)− (rα + liûα)∥ ,
where
li = −
l − λ
2
+ i
l − λ
n− 1 , i = 0, . . . , n− 1
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denotes the distance the center rα of a rod to the centers of each of its beads.
In order to use Eq. (7.3.4), we need to know spatial gradients of the interaction potential with
respect to both position and velocity vectors. For the Yukawa potential, they read
∇rαU = −
U0
n2
∑
β
n∑
i,j=1
λ+ rijαβ
λ
1
(rijαβ)
2
e−r
ij
αβ/λ∇rαrijαβ ,
∇ûαU = −
U0
n2
∑
β
n∑
i,j=1
λ+ rijαβ
λ
1
(rijαβ)
2
e−r
ij
αβ/λ∇ûαrijαβ ,
(7.3.6)
where spatial gradients of interbead distances are
∇rαrijαβ = −
1
rijαβ
rijαβ ,
∇ûαrijαβ = −
li
rijαβ
rijαβ .
(7.3.7)
By substituting Eq. (7.3.7) into Eq. (7.3.6), we obtain
∇rαU =
U0
n2
∑
β
n∑
i,j=1
λ+ rijαβ
λ
1
(rijαβ)
3
e−r
ij
αβ/λrijαβ ,
∇uαU =
U0
n2
∑
β
n∑
i,j=1
λ+ rijαβ
λ
li
(rijαβ)
3
e−r
ij
αβ/λrijαβ .
With this, Eq. (7.3.4) is prepared for numerical analysis. Exemplary SPR dynamics resulting from
this model is presented in Fig. 7.4.
8C O N C L U S I O N S A N D O U T L O O K
8.1 S U M M A RY O F O U R C O N T R I B U T I O N S
In this thesis, we concentrated on the analysis of self-organization in systems of SPPs with nonlocal
interactions. These are the particles that are able to perform self-propulsion. The interest to study
them came from an observation that macroscopic dynamics they exhibit as a whole is different
from the dynamics of each constituent particle. Common examples of related self-organization
include swarming of bacteria, flocking of birds, schooling of fish, and ensembles of robots, to
name a few. Our analysis was two-sided. On one hand, we described particle motion in terms of
ODEs or SDEs. This allowed us to design the principles according to which each particle moves
and subsequently to investigate how changes in microscale influence the collective behavior. On
the other hand, in order to efficiently investigate self-organization phenomena on the large scale,
i.e., with N → ∞, we developed continuum descriptions for each SPP model we presented. We
considered two different formulations of it, i.e., kinetic and hydrodynamic. The first one describes
the distribution of particles over the full phase space while the second one is formulated as a system
of conservation laws for the fields that depend on spatial variables only, e.g., particle number
densities and momenta.
First, we developed a new SPP model that were able to generate such a novel collective phe-
nomenon as a self-propelled chimera state. In general, chimera states had previously been discovered
in systems of network oscillators that were described by the Kuramoto model. There, chimera states
signify the separation of an oscillatory ensemble into two groups, one completely synchronized and
one chaotic. We found that in an SPP context, there were two such states possible. The first one
was spatially homogeneous, i.e., without any localization of particles while the second one was
spatially inhomogeneous, i.e., where synchronized particles were additionally able to contract into
a high-density cloud. These results held in particle and continuum formulations.
Second, we considered a generalization of the aforementioned model to the active matter setup,
i.e., where stochastic perturbations upon the particles are unavoidable. Due to alignment interaction
rules subject to a phase lag, our new model was implicitly characterized as chiral. For this model,
we rigorously developed the continuum limit description, formalized by a certain PDE. We were
able to find new analytical solutions of it which subsequently allowed us to perform linear stability
analysis towards them against spatially inhomogeneous perturbations. Such analysis revealed the
existence of a large variety of chiral counterparts of such celebrated linear active matter patters
as traveling bands, clouds, and vortexes as well as ‘multiheaded’ versions of the aforementioned
self-propelled chimera states.
Third, we formulated a new SPP model where orientational dynamics of underlying particles
obeyed second order equations. In that work, we primarily concentrated on spatially homogeneous
particle configurations, which allowed us to combine theories of active matter and oscillatory
networks. We found that an SPP system could also self-organize into a solitary state, where a subset
of particles formed a separate frequency-synchronized group. Moreover, we found a cascade of
solitary states with different numbers of frequency clusters. In the view of the global coupling
imposed in that model, we derived a mean-field limit for spatially homogeneously distributed SPPs
and oscillators. The analysis of the mean-field equation confirmed the existence of solitary states in
the limit of N → ∞.
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Fourth, all aforementioned continuum and mean-field limit descriptions were formalized in terms
of nonlinear PDEs with nonlocal integral terms that corresponded to respective nonlocal particle
interactions from finite size models. The integration of those equations were not straightforward and
in order to able to proceed with such analysis, we put effort in the development of dedicated FVMs.
They were constructed with the consideration of positivity preservation of solutions, conservation
of mass, and energy dissipation. They were used for the analysis of most of the aforementioned
models.
8.2 F U T U R E W O R K
In Section 4.2, by following the OA reduction procedure, we developed an alternative formulation
for hydrodynamic equations for interacting particles that exhibited chimeric motion. This procedure
had proved to be useful in the description of the dynamics in oscillatory networks. The resulting
equations described particle motion in terms of a system of PDEs for density and polar order fields.
The polar order equation appeared to be different from a momentum equation we obtained in
Section 4.1. The subsequent analysis of this difference as well as of new equations themselves must
be carried out.
The chimera states discussed in this thesis were characteristic for two-dimensional systems.
In order to observe them in three dimensions, a new formulation with orientational degrees of
freedom must be employed in order to introduce a phase lag into particle alignment interactions.
We developed such a model and numerical simulations did reveal three-dimensional analogues of
self-propelled chimera states. These results must be analyzed from the point of view of the theory
of network oscillators, from where chimera states originate, and from the point of view of the active
matter theory.
The chimera states that we reported existed for phase lag values |α| ≤ π2 , i.e., in the so-called
in-phase region. It is known for the Kuramoto model that in the opposite case of out-of-phase
interactions, other oscillatory collective phenomena arise such as chaotic, rotating, or antiphase
chimera states. The latter reminds the nematic order if interpreted from the point of view of the
active matter theory. Considering the current attention to active nematics, the further investigation
in that direction might prove rewarding.
Our work on solitary states for SPP systems was restricted to spatially homogeneous particle
configurations. As the next step to understanding complete dynamics of that second-order system,
a similar analysis as the one we performed for chiral active matter should be carried out. It is often
the case that one observes nontrivial pattern formation in large scale nonlinear interacting particle
systems.
We established a protocol to observe the swarming of B. subtilis in microfluidic chips. Afterwards,
we were able to extract trajectories of each single bacterium per experimental run by implementing
a dedicated multitarget tracking procedure that included image processing and data association.
We introduced an SPR model whose variation is in common use for the description of bacterial
swarming. As a result, we found that the model did not account for the swarming of B. subtilis that
we observed. Moreover, such a particle formulation did not allow us to apply the continuum limit
studies we developed for the other systems. Therefore, subsequent analysis should first concentrate
on the construction of alternative models for bacterial motion. One potential candidate is an SPP
model where particles are nematic by construction as well as obey nematic alignment rules. Another
promising model is the one where particle’s surface is defined by an ellipsoid.
N O TAT I O N
S Y M B O L D E S C R I P T I O N
N The set of natural numbers.
Z The set of integer numbers.
R The set of real numbers.
R+ The set of positive real numbers.
C The set of complex numbers.
T The one dimensional space with periodic boundaries extending from 0 to 2π, i.e.,
R/(2πZ).
U The one dimensional space with periodic boundaries extending from 0 to L > 0,
i.e., R/(LZ).
Sd−1 A unit d− 1-dimensional sphere in Rd, i.e., {x ∈ Rd | ∥x∥ = 1}.
| A | The cardinality of a set A.
O() Big o notation.
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A C R O N Y M S
ABC Approximate Bayesian Computation
ABP Active Brownian Particle
BBGKY Born-Bogolubov-Green-Kirkwood-Yvon
CFL Courant–Friedrichs–Lewy
CL Continuum Limit
FVM Finite Volume Method
IVP Initial Value Problem
MPI Message Passing Interface
OA Ott-Antonsen
ODE Ordinary Differential Equation
PDE Partial Differential Equation
PDF Probability Density Function
PDMS Polydimethylsiloxane
SDE Stochastic Differential Equation
SPP Self-propelled Particle
SPR Self-propelled Rod
YEPD Yeast Extract Peptone Dextrose
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