This paper proposes an equivalent circuit parameters measurement and estimation method for proton exchange membrane fuel cell (PEMFC). The parameters measurement method is based on current loading technique; in current loading test a no load PEMFC is suddenly turned on to obtain the waveform of the transient terminal voltage. After the equivalent circuit parameters were measured, a hybrid method that combines a radial basis function (RBF) neural network and enhanced particle swarm optimization (EPSO) algorithm is further employed for the equivalent circuit parameters estimation. The RBF neural network is adopted such that the estimation problem can be effectively processed when the considered data have different features and ranges. In the hybrid method, EPSO algorithm is used to tune the connection weights, the centers, and the widths of RBF neural network. Together with the current loading technique, the proposed hybrid estimation method can effectively estimate the equivalent circuit parameters of PEMFC. To verify the proposed approach, experiments were conducted to demonstrate the equivalent circuit parameters estimation of PEMFC. A practical PEMFC stack was purposely created to produce the common current loading activities of PEMFC for the experiments. The practical results of the proposed method were studied in accordance with the conditions for different loading conditions.
Introduction
Soaring crude oil price and exacerbating influence of emission on environment are leading to the exploitation of renewable energy technologies. The fuel cell is one of the most appealing energy conversion devices in renewable energy systems because of its high potential commercial applications [1] . The fuel cell system is an electrochemical system converting chemical energy to electricity and thermal energy. The advantages of fuel cells can be summarized as follows: simplicity, minimal environmental impact, efficiency, and silence. Promising applications for fuel cells include portable power for electronics appliances, electric vehicles, building cogeneration systems, hybrid energy system, and distributed power generation systems for utilities.
There are several kinds of fuel cells currently being investigated for use in industry: PEMFC [2] , solid oxide fuel cell, direct methanol fuel cell, phosphoric acid fuel cell, molten carbonate fuel cell, and aqueous alkaline fuel cell. In these kinds of fuel cells, PEMFC is being rapidly developed as the primary power source in electric vehicles and distributed power generation systems, because of its firm and simple structure, high energy density, and low working temperature.
Because the interest in PEMFC grows, the urge for accurate simulation models grows as well. Since PEMFC system is a multi-input, multioutput electrochemical system, the exact electrochemical processes of PEMFC can be described by mathematical models. Mathematical models can improve the design of the flow fields, membranes, and catalysts, as well as it can determine the optimal operating conditions such as humidity, temperature, and fuel flow rates [3] . However, such mathematical models are not well suited for describing the electrical behavior of the fuel cell or how it will interact with power electronics circuits such as inverters.
Therefore, equivalent circuit models of PEMFC are widely used to describe its macroscopic behavior, which has real importance in the exploitation phase of PEMFC. If parameters estimation is used for monitoring purposes during exploitation, then useful information can be obtained about behavior of PEMFC. Equivalent circuit model of PEMFC is necessary to simulate the behavior of more complex power conversion systems such as electric vehicles and distributed power generation systems, in which PEMFC is integrated as a source of power [4] .
Recently, RBF neural network methods have received a great deal of attention and were proposed as powerful computational tools to solve the parameter estimation problem. RBF neural network is applied to estimate the equivalent circuit parameters of PEMFC in this paper. The RBF neural network provides a universal approximation, and basis functions in the hidden layer of RBF neural network are utilized. The RBF neural network can determine implicit nonlinear relationships between input variables by learning from training data.
In this paper, the EPSO algorithm is applied to the RBF neural network in the training phase, to obtain a set of weights, centers, and widths that will minimize the error function in competitive time. Weights, centers, and widths are progressively updated until the convergence criterion is satisfied. The objective function to be minimized by the EPSO algorithm is the estimated error function. The most prominent merit of EPSO algorithm is its fast convergence speed. In addition, EPSO algorithm can be computationally inexpensive and easily implemented and does not require gradient information of an objective function but only its values.
This paper deals with equivalent circuit parameters estimation of PEMFC and is divided in to nine sections. After a brief introduction, Section 2 discusses the equivalent circuit models of PEMFC. Section 3 is entirely dedicated to the parameters measurement method. Section 4 introduces the principle of RBF neural network. Section 5 describes the principle of EPSO algorithm. Section 6 describes EPSO based RBF neural network training procedure. Section 7 discusses the RBF neural network based parameters estimation method. Experimental results are described in Section 8. The conclusions of the paper are summarized in Section 9.
Equivalent Circuit Models of PEMFC
Equivalent circuit models of PEMFC would aid in the design and control of the interfacing electronics and designing and analyzing reliability tests. The equivalent circuit models of PEMFC can be generally categorized into two types: dynamic models and passive models [5] . The dynamic equivalent circuit model represents the operating behavior of PEMFC under the output electric power state. The dynamic models must include a voltage source and the inherent losses of PEMFC. These kinds of models can be used to optimize the performance, transient response, and efficiency of power conversion systems using PEMFC as the power source of systems. The passive equivalent circuit model represents the operating behavior of PEMFC in the stand-by state. The passive models can be employed to determine the potential performance and degradation of the PEMFC while it is in a stand-by mode [3] .
This paper examines the dynamic equivalent circuit models of PEMFC. In this paper we choose the simplified equivalent circuit shown in Figure 1 to model the PEMFC [6] . In the simplified equivalent circuit model, the dynamic behavior of a PEMFC can be represented by a simple firstorder equivalent circuit. Considering the main losses of PEMFC, the activation and ohmic losses, an equivalent circuit model of PEMFC can be derived.
The components of equivalent circuit are described as follows. The ohmic losses are represented through the resistor ( ) which expresses the internal resistance of the PEMFC, such as the resistance of electrodes, the resistance of conductive plates, and the resistance of proton which is transferring through the membrane. The activation losses are represented through the parallel connection of a resistor ( ) with a capacitor ( ) that models the double layer of charge at the interfaces between the membrane and the electrodes. The dc voltage source ( ) is the theoretical open circuit voltage of the PEMFC. In this paper the current loading technique is used for obtaining PEMFC parameters mentioned above. The current loading technique is introduced in the next section.
Current Loading Technique for Parameters Measurement
The current loading technique is easy to perform with a single PEMFC and small PEMFC stack, but even for a larger PEMFC stack, switching higher current is not problematic.
The principle of the current loading technique is described as follow [5] . The test circuit needed to perform the current loading technique is shown in Figure 2 . During the current loading test, a no load PEMFC is suddenly turned on and the terminal voltage of PEMFC will gradually reach the steady state. The main properties that can be obtained using current loading technique are the ohmic resistance obtained from the instantaneous change in terminal voltage and activation loss At time = 0 the switch S is closed. Figure 3 (a) shows the terminal voltage corresponding to time < 0 can be expressed as
The terminal voltage corresponding to time > 0 can be obtained from the following equation:
where is the time constant of the test circuit, = ( + )/( + + ). The terminal voltage corresponding to time = + 0 , where + 0 is the time immediately after , is given as follows:
The steady state terminal voltage after the switch is closed can be calculated by
Comparing (3) with (1) gives
Solving (5) for the ohmic losses resistor gives the following expression:
Comparing (4) with (1) yields
Solving (7), the activation losses resistor can be derived from the following expression:
Using (2), the terminal voltage corresponding to time = 0 + can be calculated by
Once the values of 0 , , , and are known, the value of V( 0 + ) can be calculated from (9) . Then the four terminal voltage values V( = + 0 ), V( < 0 ), V( = 0 + ), and V ss and time interval can be easily read from the waveform of the terminal voltage of PEMFC, as shown in Figure 3(a) .
Once the value of the time constant is known, the activation losses capacitor can be derived from the time constant
After the current loading test, a hybrid parameters estimation method that combines an RBF neural network and EPSO algorithm is further employed for the equivalent circuit parameters estimation. The principles of RBF neural network and EPSO algorithm are described in the following sections.
Principle of RBF Neural Network
TheRBF neural network is a useful methodology for systems with incomplete information. It can be used to analyze the relationships between one major (reference) sequence and the other comparative ones in a given set [7] . The RBF neural network is a forward networks model with good performance and global approximation [8] . In order to reduce the local minima problem of RBF neural network, the EPSO algorithm is used to train the RBF neural network. In this section, the principle of RBF neural network is described.
It is a multi-input, multioutput system consisting of an input layer, a hidden layer, and an output layer. During data processing, the hidden layer performs nonlinear transforms for the feature extraction and the output layer gives a linear combination of output weights [9] . The structure is shown in Figure 4 .
The network actually performs a nonlinear mapping from the input space to the output space . The mapping relationship between input vector and output vector of RBF neural networks is based on the following function: where input vector = { , for = 1, 2, . . . , } and output vector = { , for = 1, 2, . . . , }.
Each hidden neuron computes a Gaussian function in the following equation:
where and are the center and the width of the Gaussian potential function of the th neuron in the hidden layer, respectively.
Each output neuron of the RBF neural network computes a linear function in the following form:
where is output of the th node in the output layer, is weight between th node in the hidden layer and th node in the output layer, ℎ ( ) is output from the th node in the hidden layer, and is bias of the th node in the output layer.
Principle of EPSO Algorithm
The particle swarm optimization (PSO) algorithm is a heuristic approach developed for dealing with the optimization of continuous and discontinuous function decision making [10] . The PSO performs global search for objective function space to achieve a preliminary solution specifying a local potential space [11] . The PSO simulates the behavior of a swarm as a simplified social system. In a PSO system, each particle adjusts its position in light of its own experience and the experiences of swarm [12] . The social sharing of information among the particles of a population may provide an evolutionary advantage [13] .
In standard PSO algorithm, particles are manipulated according to (14) and (15) where each particle tries to adjust its velocity according to the best previous position that is stored in its memory called personal best (denoted by pbest) and according to the best previous position attained by any particle in swarm called global best (denoted by gbest) trying to search for a better position [14] . The movement equation of th particle is as follows:
where V ( ) and V ( +1) are current and modified velocities for each iteration, respectively. 1 and 2 are positive numbers, used to control the particle's movement at each iteration. They represent cognitive and social components, respectively. 1 and 2 are uniform distribution numbers in the range [0, 1].
( ) and ( + 1) are the current and modified positions for each iteration, respectively. is the number of particles. denotes the inertial weight, which is set according to the following [10] :
where max is the maximum number of iterations and is the current number of iterations. Equation (16) restricts the value to the range [ max , min ]. Equation (14) reveals that the search procedure by PSO heavily depends on pbest and gbest. If the initial population of particles cannot effectively cover the whole region, the particles will converge usually on a local optimal solution not a global optimal solution. To avoid these limitations, in this paper a mutation mechanism of evolutionary computation is then incorporated into PSO algorithm called enhanced particle swarm optimization (EPSO) algorithm [12] . In general, the particles with poor individuals are selected for mutation from a subset of the swarm.
The next position of the th particle selected for mutation will be modified by
where (0, 2 ) is a vector of Gaussian random variables with mean zero and standard deviation , = 1, 2, . . . , , in which is the number of particles selected for mutation. Generally, is set at 10% of population. In addition, in (17) is set according to the following:
where ‖ -( )‖ denotes the Euclidean distance between ( ) and gbest. is the scaling factor and represents an offset.
As given in (17) and (18), the next position of the th particle selected for mutation is attained according to the distance between ( ) and gbest. If the distance is relatively large, the next position of th selected particle will be searched over a wider range.
An EPSO algorithm is used to train the RBF neural network by tuning the position of RBF centers, the widths of RBFs, and the connection weights. The training procedure will be introduced in the following section.
EPSO Based RBF Neural Network Training Procedure
The EPSO based RBF neural network training procedure is described as follows [12] .
Step 1 (initialization). Initialize the positions and velocities of a group of particles. Randomly generate the initial trial vectors ( (0) = 1, 2, . . . , , is the number of particles), which indicate the possible solutions for the position of RBF centers, the widths of RBFs, and the weights between hidden and output layers. The element in vector (0) is randomly generated as follows: Step 2 (evaluation of fitness value). Evaluate each particle's fitness value; for each trial vector ( ), a fitness value should be assigned and evaluated. The criterion of mean squared error function defined below is adopted to stand for the fitness value of the RBF network
wherêis the computed output of the RBF network by using (13) , is the corresponding actual output, and is the number of network output nodes.
Step 3 (selection and memorization). Each particle memorizes its own fitness value and chooses the minimum one that has been better so far as . Then we have pbest = [ 1 , 2 , . . . , ] in the population. Besides, each particle also memorizes the other particles' fitness values to know their experiences. The particle with the best fitness value among pbest is denoted by gbest. Note that in the first iteration, each particle is set directly to and the particle with the best fitness value among pbest is set to gbest.
Step 4 (modification of the velocity and position). Using (14) and (15), the positions and velocities of all the particles are modified.
Step 5 (mutation). In Steps 3 to 4, the particles are ranked in a descending order of their corresponding fitness value. The particles with bad fitness values are selected for mutation from swarm subset by using (17) and (18).
Step 6 (stopping rule). Repeat Steps 2 to 5 until the best fitness value (gbest) can satisfy the minimum requirement or the given count of total generations is reached. The solution with the lowest fitness value is chosen as the best parameter in the RBF network that shall further be applied to equivalent circuit parameters estimation.
RBF Neural Network Based Parameters Estimation Method
The proposed RBF neural network based equivalent circuit parameters estimation method has been successfully implemented for the PEMFC parameters estimation. The architecture of the proposed RBF neural network is shown in Figure 5 . The architecture of RBF neural network used in this study contains an input layer, an output layer, and a hidden layer. The input layer has 2 neurons for and V ss , the hidden layer has 7 neurons, and the output layer has 3 neurons for , , and . The proposed equivalent circuit parameters estimation method is described briefly in the following steps:
Step 1. Creating database of the equivalent circuit parameters of PEMFC by using current loading technique. Step 2. Normalize all of the equivalent circuit parameters data.
Step 3. Prepare the training set for RBF neural network.
Step 4. Using the EPSO algorithm to train the RBF neural network for equivalent circuit parameters estimation.
Step 5. Save the Gaussian functions centers and widthsand connection weights between the hidden and output layers of trained RBF neural network, as the EPSO based training procedure is finished.
Step 6. Use trained RBF neural network to estimate the equivalent circuit parameters of PEMFC.
To verify the proposed parameters measurement and estimation method, experiments were conducted to demonstrate its effectiveness. The experiment results are discussed in the following section.
Experiment Results
The experimental parameters measurement results were detected from a PEMFC test system, which was set up in our laboratory. The PEMFC test system is composed of an auxiliary system for cell condition regulation and a PEMFC stack. The block diagram and actual hardware structure of the PEMFC test system are shown in Figures 6 and 7 . The PEMFC stack is a series of 12 membrane electrode assemblies comprising a Nafion 112 membrane with a thickness of 50 m. The active area of the electrodes is 50 cm 2 . The system has a Parameters measurement test using current loading technique has been performed for 15 different levels of load current (set from 0.8 A to 12 A), and each load current level has 20 different types of load current. These different types of load current have 300 load current events data.
A typical current loading testing result is demonstrated below [15] . The voltage variation of the PEMFC during and after the loading is shown in Figure 8 , which corresponds to the operating point obtained for = 10.4Ω. In Figure 8 , Channel 1 denotes the waveform of terminal voltage (2 V/div), Channel 2 indicates the waveform of load current (1 A/div, the transfer rate of current probe is 1 A/100 mV), and time base is 500 ms/div. As shown in Figure 8 , V( = + 0 ) = 10.800 V, V( < 0 ) = 11.302 V, V ss = 9.234 V, and = 0.8879 A. Using (6), (8) , and (10), the parameters of the equivalent circuit were obtained as follows: = 0.4833Ω, = 1.8454Ω, and = 0.06654 F. The simulated results of the obtained equivalent circuit model using ISPICE simulation software are shown in Figure 9 . Comparing Figure 8 with Figure 9 , there is a good agreement between the simulated and experimental results by using current loading technique.
After current loading tests for parameters measurement, associated with their load current events, there are a total of 300 sample data for different load current events. Each load current level contains 20 load current vectors of sample data. For each load current level the training data consist of 12 load current vectors, which are randomly chosen from the 20 vectors of sample data. The rest of 8 load current vectors were used as the testing data. After setting up the sample sets, the EPSO based training procedure of RBF neural network is started. The training data consist of 180 load current vectors, and the rest of 120 load current vectors were used as the testing data.
To verify the training results of RBF neural network, the training data were applied to the trained RBF neural network again. The data show that the proposed method has 100% accuracy rate for the 180 training vectors. Table 1 demonstrates the promising performance when 120 testing vectors were tested. A good accuracy of the proposed RBF neural network approach was ascertained. The average accuracy rate of 120 testing vectors is 95.5%. Moreover, the average accuracy rates of 14 levels of load current are higher than 94%, and there is only 1 level of load current that is lower than 94%. The lowest accuracy rate of 15 levels of load current is 93.7%. The effectiveness of the proposed method has been validated in the experiments. The testing results show that the proposed RBF neural network based method can estimate the parameters of PEMFC easily and accurately.
Conclusions
Based on the hybrid estimation method of RBF neural network and EPSO algorithm, this paper has proposed a method to accurately and reliably estimate the parameters of PEMFC. To demonstrate the effectiveness of the proposed parameters measurement and estimation method, the method has been tested on a practical PEMFC stack. Good accuracy of the proposed hybrid equivalent circuit parameters estimation method was obtained.
