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Abstract
Federated learning is a method of training models on private data distributed over multiple devices. To
keep device data private, the global model is trained by only communicating parameters and updates which
poses scalability challenges for large models. To this end, we propose a new federated learning algorithm
that jointly learns compact local representations on each device and a global model across all devices.
As a result, the global model can be smaller since it only operates on local representations, reducing the
number of communicated parameters. Theoretically, we provide a generalization analysis which shows
that a combination of local and global models reduces both variance in the data as well as variance across
device distributions. Empirically, we demonstrate that local models enable communication-efficient training
while retaining performance. We also evaluate on the task of personalized mood prediction from real-world
mobile data where privacy is key. Finally, local models handle heterogeneous data from new devices, and
learn fair representations that obfuscate protected attributes such as race, age, and gender.
1 Introduction
Federated learning is an emerging research paradigm to train machine learning models on private data
distributed in a potentially non-i.i.d. setting over multiple devices [38]. A key challenge involves keeping
private all the data on each device by training a global model only via communication of parameter updates to
each device. This relies on the global model being sufficiently compact so that the parameters and updates
can be sent efficiently over existing communication channels such as wireless networks [44]. However, the
recent demands in larger models pose a challenge for deploying federated learning on real-world tasks. In this
paper, we propose a new federated learning algorithm, Local Global Federated Averaging (LG-FEDAVG),
which jointly learns compact local representations on each device and a global model across all devices.
We perform a generalization analysis of federated learning which shows that a combination of local and∗first two authors contributed equally.
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<latexit sha1_base64="hEdHZ3c6gAf3lvolCtN+7ijcrIo=">AAACA3 icbVDLSsNAFL2pr1pfUXe6GSxCF1ISFXRZcOOygn1IG8pkOmmHTiZhZiKUUHDjr7hxoYhbf8Kdf+OkjaCtBwbOPede5t7jx5wp7ThfVmFpeWV1rbhe2t jc2t6xd/eaKkokoQ0S8Ui2fawoZ4I2NNOctmNJcehz2vJHV5nfuqdSsUjc6nFMvRAPBAsYwdpIPfugG2I99IO0PemFJ+inujNVzy47VWcKtEjcnJQhR 71nf3b7EUlCKjThWKmO68TaS7HUjHA6KXUTRWNMRnhAO4YKHFLlpdMbJujYKH0URNI8odFU/T2R4lCpceibzmxHNe9l4n9eJ9HBpZcyESeaCjL7KEg40 hHKAkF9JinRfGwIJpKZXREZYomJNrGVTAju/MmLpHladc+qzs15uVbJ4yjCIRxBBVy4gBpcQx0aQOABnuAFXq1H69l6s95nrQUrn9mHP7A+vgEX7pe4 </latexit>
Xm,Ym
<latexit sha1_base64="hEdHZ3c6gAf3lvolCtN+7ijcrIo=">AAACA3 icbVDLSsNAFL2pr1pfUXe6GSxCF1ISFXRZcOOygn1IG8pkOmmHTiZhZiKUUHDjr7hxoYhbf8Kdf+OkjaCtBwbOPede5t7jx5wp7ThfVmFpeWV1rbhe2t jc2t6xd/eaKkokoQ0S8Ui2fawoZ4I2NNOctmNJcehz2vJHV5nfuqdSsUjc6nFMvRAPBAsYwdpIPfugG2I99IO0PemFJ+inujNVzy47VWcKtEjcnJQhR 71nf3b7EUlCKjThWKmO68TaS7HUjHA6KXUTRWNMRnhAO4YKHFLlpdMbJujYKH0URNI8odFU/T2R4lCpceibzmxHNe9l4n9eJ9HBpZcyESeaCjL7KEg40 hHKAkF9JinRfGwIJpKZXREZYomJNrGVTAju/MmLpHladc+qzs15uVbJ4yjCIRxBBVy4gBpcQx0aQOABnuAFXq1H69l6s95nrQUrn9mHP7A+vgEX7pe4 </latexit>
YˆM
<latexit sha1_base64="qOYV4Ki kFaTo6/0ciE0Owm2Dr8k=">AAAB+3icbVDLSsNAFJ3UV62vWJduBovQVUl U0GXBjRuhgn1IE8JkOmmHTh7M3Igl5FfcuFDErT/izr9x0mahrQcGDufcy z1z/ERwBZb1bVTW1jc2t6rbtZ3dvf0D87DeU3EqKevSWMRy4BPFBI9YFzg INkgkI6EvWN+fXhd+/5FJxePoHmYJc0MyjnjAKQEteWbdmRDInJDAxA+y hzz3bj2zYbWsOfAqsUvSQCU6nvnljGKahiwCKohSQ9tKwM2IBE4Fy2tOql hC6JSM2VDTiIRMudk8e45PtTLCQSz1iwDP1d8bGQmVmoW+nixCqmWvEP/z hikEV27GoyQFFtHFoSAVGGJcFIFHXDIKYqYJoZLrrJhOiCQUdF01XYK9/O VV0jtr2ect6+6i0W6WdVTRMTpBTWSjS9RGN6iDuoiiJ/SMXtGbkRsvxrvx sRitGOXOEfoD4/MHfGWUow==</latexit>
XM ,YM
<latexit sha1_base64="Gx5wwP+ aRNcdHUi80Ib9CS8vFP8=">AAACA3icbVDLSsNAFL3xWesr6k43g0XoQkq igi4LbtwIFexD2lAm00k7dDIJMxOhhIIbf8WNC0Xc+hPu/BsnbQRtPTBw7 jn3MvceP+ZMacf5shYWl5ZXVgtrxfWNza1te2e3oaJEElonEY9ky8eKciZ oXTPNaSuWFIc+p01/eJn5zXsqFYvErR7F1AtxX7CAEayN1LX3OyHWAz9I W+Pu9TH6qe5M1bVLTsWZAM0TNyclyFHr2p+dXkSSkApNOFaq7Tqx9lIsNS OcjoudRNEYkyHu07ahAodUeenkhjE6MkoPBZE0T2g0UX9PpDhUahT6pjPb Uc16mfif1050cOGlTMSJpoJMPwoSjnSEskBQj0lKNB8ZgolkZldEBlhiok 1sRROCO3vyPGmcVNzTinNzVqqW8zgKcACHUAYXzqEKV1CDOhB4gCd4gVfr 0Xq23qz3aeuClc/swR9YH9+1H5d4</latexit>
HM
<latexit sha1_base64="gUgkUGV GFvpE1saVxJKMvG8ma18=">AAAB83icbVDLSgMxFL1TX7W+qi7dBIvQVZl RQZcFN90IFewDOkPJpJk2NJMMSUYoQ3/DjQtF3Poz7vwbM+0stPVA4HDOv dyTEyacaeO6305pY3Nre6e8W9nbPzg8qh6fdLVMFaEdIrlU/RBrypmgHcM Mp/1EURyHnPbC6V3u956o0kyKRzNLaBDjsWARI9hYyfdjbCZhlLXmw/th teY23AXQOvEKUoMC7WH1yx9JksZUGMKx1gPPTUyQYWUY4XRe8VNNE0ymeE wHlgocUx1ki8xzdGGVEYqksk8YtFB/b2Q41noWh3Yyz6hXvVz8zxukJroN MiaS1FBBloeilCMjUV4AGjFFieEzSzBRzGZFZIIVJsbWVLEleKtfXifdy4 Z31XAfrmvNelFHGc7gHOrgwQ00oQVt6ACBBJ7hFd6c1Hlx3p2P5WjJKXZO 4Q+czx8EWJGU</latexit>
Hm
<latexit sha1_base64="25hmwWeubrftWqb+r2T0zbSAvuM=">AAAB83 icbVDLSgMxFL1TX7W+qi7dBIvQVZnRgi4LbrqsYB/QGUomzbShSWZIMkIZ+htuXCji1p9x59+YaWehrQcCh3Pu5Z6cMOFMG9f9dkpb2zu7e+X9ysHh0f FJ9fSsp+NUEdolMY/VIMSaciZp1zDD6SBRFIuQ0344u8/9/hNVmsXy0cwTGgg8kSxiBBsr+b7AZhpGWXsxEqNqzW24S6BN4hWkBgU6o+qXP45JKqg0h GOth56bmCDDyjDC6aLip5ommMzwhA4tlVhQHWTLzAt0ZZUximJlnzRoqf7eyLDQei5CO5ln1OteLv7nDVMT3QUZk0lqqCSrQ1HKkYlRXgAaM0WJ4XNLM FHMZkVkihUmxtZUsSV461/eJL3rhnfTcB+atVa9qKMMF3AJdfDgFlrQhg50gUACz/AKb07qvDjvzsdqtOQUO+fwB87nDzTYkbQ=</latexit>
Hm
<latexit sha1_base64="25hmwWeubrftWqb+r2T0zbSAvuM=">AAAB83 icbVDLSgMxFL1TX7W+qi7dBIvQVZnRgi4LbrqsYB/QGUomzbShSWZIMkIZ+htuXCji1p9x59+YaWehrQcCh3Pu5Z6cMOFMG9f9dkpb2zu7e+X9ysHh0f FJ9fSsp+NUEdolMY/VIMSaciZp1zDD6SBRFIuQ0344u8/9/hNVmsXy0cwTGgg8kSxiBBsr+b7AZhpGWXsxEqNqzW24S6BN4hWkBgU6o+qXP45JKqg0h GOth56bmCDDyjDC6aLip5ommMzwhA4tlVhQHWTLzAt0ZZUximJlnzRoqf7eyLDQei5CO5ln1OteLv7nDVMT3QUZk0lqqCSrQ1HKkYlRXgAaM0WJ4XNLM FHMZkVkihUmxtZUsSV461/eJL3rhnfTcB+atVa9qKMMF3AJdfDgFlrQhg50gUACz/AKb07qvDjvzsdqtOQUO+fwB87nDzTYkbQ=</latexit>
Hm
<latexit sha1_base64="25hmwWeubrftWqb+r2T0zbSAvuM=">AAAB83 icbVDLSgMxFL1TX7W+qi7dBIvQVZnRgi4LbrqsYB/QGUomzbShSWZIMkIZ+htuXCji1p9x59+YaWehrQcCh3Pu5Z6cMOFMG9f9dkpb2zu7e+X9ysHh0f FJ9fSsp+NUEdolMY/VIMSaciZp1zDD6SBRFIuQ0344u8/9/hNVmsXy0cwTGgg8kSxiBBsr+b7AZhpGWXsxEqNqzW24S6BN4hWkBgU6o+qXP45JKqg0h GOth56bmCDDyjDC6aLip5ommMzwhA4tlVhQHWTLzAt0ZZUximJlnzRoqf7eyLDQei5CO5ln1OteLv7nDVMT3QUZk0lqqCSrQ1HKkYlRXgAaM0WJ4XNLM FHMZkVkihUmxtZUsSV461/eJL3rhnfTcB+atVa9qKMMF3AJdfDgFlrQhg50gUACz/AKb07qvDjvzsdqtOQUO+fwB87nDzTYkbQ=</latexit>
Zˆm
<latexit sha1_base64="2hwX24awA9bW7zioKBFxCTMEjZ0=">AAAB+3 icbVDLSsNAFJ34rPUV69LNYBG6KokKuiy4cVnBPrAJZTKdtEMnkzBzI5aQX3HjQhG3/og7/8ZJm4W2Hhg4nHMv98wJEsE1OM63tba+sbm1Xdmp7u7tHx zaR7WujlNFWYfGIlb9gGgmuGQd4CBYP1GMRIFgvWB6U/i9R6Y0j+U9zBLmR2QsecgpASMN7Zo3IZB5EYFJEGYPeT6MhnbdaTpz4FXilqSOSrSH9pc3i mkaMQlUEK0HrpOAnxEFnAqWV71Us4TQKRmzgaGSREz72Tx7js+MMsJhrMyTgOfq742MRFrPosBMFiH1sleI/3mDFMJrP+MySYFJujgUpgJDjIsi8IgrR kHMDCFUcZMV0wlRhIKpq2pKcJe/vEq65033ouncXdZbjbKOCjpBp6iBXHSFWugWtVEHUfSEntErerNy68V6tz4Wo2tWuXOM/sD6/AGubZTE</latexi t>
Pˆm
<latexit sha1_base64="Nuqvnzx10C0PlhNe7ZgLQbZurmM=">AAAB+3 icbVDLSsNAFJ3UV62vWJduBovQVUlU0GXBjcsK9gFNCJPppB06k4SZG7GE/IobF4q49Ufc+TdO2yy09cDA4Zx7uWdOmAquwXG+rcrG5tb2TnW3trd/cH hkH9d7OskUZV2aiEQNQqKZ4DHrAgfBBqliRIaC9cPp7dzvPzKleRI/wCxlviTjmEecEjBSYNe9CYHckwQmYZR3iiKQgd1wWs4CeJ24JWmgEp3A/vJGC c0ki4EKovXQdVLwc6KAU8GKmpdplhI6JWM2NDQmkmk/X2Qv8LlRRjhKlHkx4IX6eyMnUuuZDM3kPKRe9ebif94wg+jGz3mcZsBiujwUZQJDgudF4BFXj IKYGUKo4iYrphOiCAVTV82U4K5+eZ30LlruZcu5v2q0m2UdVXSKzlATuegatdEd6qAuougJPaNX9GYV1ov1bn0sRytWuXOC/sD6/AGfHZS6</latexi t>
`M ( · ; ✓`M )
<latexit sha1_base64="jKCuf00 AAUnYqQMhmGcPuTTH2eo=">AAACCnicbVDJSgNBEO2JW4xb1KOX1iDES5h RQcFLwIuXQASzQCYOPZ2apEnPQneNEELOXvwVLx4U8eoXePNv7CwHTXxQ8 Hiviqp6fiKFRtv+tjJLyyura9n13Mbm1vZOfnevruNUcajxWMaq6TMNUkR QQ4ESmokCFvoSGn7/euw3HkBpEUd3OEigHbJuJALBGRrJyx+6IKVXKbrU 5Z0YqUuvqIs9QOZV7sfeiZcv2CV7ArpInBkpkBmqXv7L7cQ8DSFCLpnWLc dOsD1kCgWXMMq5qYaE8T7rQsvQiIWg28PJKyN6bJQODWJlKkI6UX9PDFmo 9SD0TWfIsKfnvbH4n9dKMbhsD0WUpAgRny4KUkkxpuNcaEco4CgHhjCuhL mV8h5TjKNJL2dCcOZfXiT105JzVrJvzwvl4iyOLDkgR6RIHHJByuSGVEmN cPJInskrebOerBfr3fqYtmas2cw++QPr8wfYEZkB</latexit>
`m( · ; ✓`m)
<latexit sha1_base64="wyTZVTFKq8nlnhflXtKaJYVaA9U=">AAACCn icbVA9SwNBEN2LXzF+RS1tVoMQm3CngoJNwMYygvmAXDz2NpNkye7dsTsnhJDaxr9iY6GIrb/Azn/j5qPQxAcDj/dmmJkXJlIYdN1vJ7O0vLK6ll3PbW xube/kd/dqJk41hyqPZawbITMgRQRVFCihkWhgKpRQD/vXY7/+ANqIOLrDQQItxbqR6AjO0EpB/tAHKQNV9KnP2zFSn15RH3uALFD3Y+8kyBfckjsBX STejBTIDJUg/+W3Y54qiJBLZkzTcxNsDZlGwSWMcn5qIGG8z7rQtDRiCkxrOHllRI+t0qadWNuKkE7U3xNDpowZqNB2KoY9M++Nxf+8Zoqdy9ZQREmKE PHpok4qKcZ0nAttCw0c5cASxrWwt1LeY5pxtOnlbAje/MuLpHZa8s5K7u15oVycxZElB+SIFIlHLkiZ3JAKqRJOHskzeSVvzpPz4rw7H9PWjDOb2Sd/ 4Hz+AD1AmUE=</latexit>
`1( · ; ✓`1)
<latexit sha1_b ase64="QKzAMMnJcYrrHvBA3vzhd2 yRmio=">AAACCnicbVA9SwNBEN2LX zF+RS1tVoMQm3CngoJNwMYygvmA3H nsbSbJkr0PdueEEFLb+FdsLBSx9R fY+W/cJFdo4oOBx3szzMwLEik02va 3lVtaXlldy68XNja3tneKu3sNHaeK Q53HMlatgGmQIoI6CpTQShSwMJDQD AbXE7/5AEqLOLrDYQJeyHqR6ArO0E h+8dAFKX2n7FKXd2KkLr2iLvYBme/ cT7wTv1iyK/YUdJE4GSmRDDW/+OV2 Yp6GECGXTOu2YyfojZhCwSWMC26qI WF8wHrQNjRiIWhvNH1lTI+N0qHdWJ mKkE7V3xMjFmo9DAPTGTLs63lvIv 7ntVPsXnojESUpQsRni7qppBjTSS6 0IxRwlENDGFfC3Ep5nynG0aRXMCE4 8y8vksZpxTmr2LfnpWo5iyNPDsgRK ROHXJAquSE1UiecPJJn8krerCfrxX q3PmatOSub2Sd/YH3+AH+VmMk=</l atexit>
`m( · ; ✓`m)
<latexit sha1_base64="wyTZVTF Kq8nlnhflXtKaJYVaA9U=">AAACCnicbVA9SwNBEN2LXzF+RS1tVoMQm3C ngoJNwMYygvmAXDz2NpNkye7dsTsnhJDaxr9iY6GIrb/Azn/j5qPQxAcDj /dmmJkXJlIYdN1vJ7O0vLK6ll3PbWxube/kd/dqJk41hyqPZawbITMgRQR VFCihkWhgKpRQD/vXY7/+ANqIOLrDQQItxbqR6AjO0EpB/tAHKQNV9KnP 2zFSn15RH3uALFD3Y+8kyBfckjsBXSTejBTIDJUg/+W3Y54qiJBLZkzTcx NsDZlGwSWMcn5qIGG8z7rQtDRiCkxrOHllRI+t0qadWNuKkE7U3xNDpowZ qNB2KoY9M++Nxf+8Zoqdy9ZQREmKEPHpok4qKcZ0nAttCw0c5cASxrWwt1 LeY5pxtOnlbAje/MuLpHZa8s5K7u15oVycxZElB+SIFIlHLkiZ3JAKqRJO HskzeSVvzpPz4rw7H9PWjDOb2Sd/4Hz+AD1AmUE=</latexit>
`m( · ; ✓`m)
<latexit sha1_base64="wyTZVTFKq8nlnhflXtKaJYVaA9U=">AAACCn icbVA9SwNBEN2LXzF+RS1tVoMQm3CngoJNwMYygvmAXDz2NpNkye7dsTsnhJDaxr9iY6GIrb/Azn/j5qPQxAcDj/dmmJkXJlIYdN1vJ7O0vLK6ll3PbW xube/kd/dqJk41hyqPZawbITMgRQRVFCihkWhgKpRQD/vXY7/+ANqIOLrDQQItxbqR6AjO0EpB/tAHKQNV9KnP2zFSn15RH3uALFD3Y+8kyBfckjsBX STejBTIDJUg/+W3Y54qiJBLZkzTcxNsDZlGwSWMcn5qIGG8z7rQtDRiCkxrOHllRI+t0qadWNuKkE7U3xNDpowZqNB2KoY9M++Nxf+8Zoqdy9ZQREmKE PHpok4qKcZ0nAttCw0c5cASxrWwt1LeY5pxtOnlbAje/MuLpHZa8s5K7u15oVycxZElB+SIFIlHLkiZ3JAKqRJOHskzeSVvzpPz4rw7H9PWjDOb2Sd/ 4Hz+AD1AmUE=</latexit>
`m( · ; ✓`m)
<latexit sha1_base64="wyTZVTFKq8nlnhflXtKaJYVaA9U=">AAACCn icbVA9SwNBEN2LXzF+RS1tVoMQm3CngoJNwMYygvmAXDz2NpNkye7dsTsnhJDaxr9iY6GIrb/Azn/j5qPQxAcDj/dmmJkXJlIYdN1vJ7O0vLK6ll3PbW xube/kd/dqJk41hyqPZawbITMgRQRVFCihkWhgKpRQD/vXY7/+ANqIOLrDQQItxbqR6AjO0EpB/tAHKQNV9KnP2zFSn15RH3uALFD3Y+8kyBfckjsBX STejBTIDJUg/+W3Y54qiJBLZkzTcxNsDZlGwSWMcn5qIGG8z7rQtDRiCkxrOHllRI+t0qadWNuKkE7U3xNDpowZqNB2KoY9M++Nxf+8Zoqdy9ZQREmKE PHpok4qKcZ0nAttCw0c5cASxrWwt1LeY5pxtOnlbAje/MuLpHZa8s5K7u15oVycxZElB+SIFIlHLkiZ3JAKqRJOHskzeSVvzpPz4rw7H9PWjDOb2Sd/ 4Hz+AD1AmUE=</latexit>
Autoencoding
<latexit sha1_base64="2ZG15FPm/nfwGpgxG+rx46WNHzU=">AAAB/n icbVBNSwMxEM3Wr1q/VsWTl2ARPEjZVUGPFS8eK9gPaJeSzaZtaDZZklmxLAX/ihcPinj1d3jz35i2e9DWBwOP92aYmRcmghvwvG+nsLS8srpWXC9tbG 5t77i7ew2jUk1ZnSqhdCskhgkuWR04CNZKNCNxKFgzHN5M/OYD04YreQ+jhAUx6Uve45SAlbruQQfYI+g4u05BMUlVxGV/3HXLXsWbAi8SPydllKPWd b86kaJpzCRQQYxp+14CQUY0cCrYuNRJDUsIHZI+a1sqScxMkE3PH+Njq0S4p7QtCXiq/p7ISGzMKA5tZ0xgYOa9ifif106hdxVkXCYp2Ndmi3qpwKDwJ Asccc0oiJElhGpub8V0QDShYBMr2RD8+ZcXSeOs4p9XvLuLcvU0j6OIDtEROkE+ukRVdItqqI4oytAzekVvzpPz4rw7H7PWgpPP7KM/cD5/AEa3lkE= </latexit>
Prediction
<latexit sha1_base64="UQzYYUBazBz/nKShSUg0t9ofWqc=">AAAB/H icbVBNS8NAEN34WetXtEcvwSJ4kJKooMeCF48V7Ae0oWw2k3bp5oPdiRhC/StePCji1R/izX/jps1BWx8MPN6bYWaelwiu0La/jZXVtfWNzcpWdXtnd2 /fPDjsqDiVDNosFrHseVSB4BG0kaOAXiKBhp6Arje5KfzuA0jF4+geswTckI4iHnBGUUtDszZAeEQZ5i0JPmeFOB2adbthz2AtE6ckdVKiNTS/Bn7M0 hAiZIIq1XfsBN2cSuRMwLQ6SBUklE3oCPqaRjQE5eaz46fWiVZ8K4ilrgitmfp7IqehUlno6c6Q4lgteoX4n9dPMbh2cx4lKULE5ouCVFgYW0USls8lM BSZJpRJrm+12JhKylDnVdUhOIsvL5POecO5aNh3l/XmWRlHhRyRY3JKHHJFmuSWtEibMJKRZ/JK3own48V4Nz7mrStGOVMjf2B8/gCyIpVe</latexi t>
(c) Local Self-supervised
<latexit sha1_base64="1aEcXsgAFWoNtmWa8qB8nx0TsC4=">AAACC3 icbVDJSgNBEO2JW4xb1KOXJkGIoGFGBT0GvHjwENEskITQ06lJmvQsdNcEw5C7F3/FiwdFvPoD3vwbO8tBEx8UPN6roqqeG0mh0ba/rdTS8srqWno9s7 G5tb2T3d2r6jBWHCo8lKGqu0yDFAFUUKCEeqSA+a6Emtu/Gvu1ASgtwuAehxG0fNYNhCc4QyO1s7kmwgMqPynwI3oTcibpHUjvRMcRqIHQ0Bm1s3m7a E9AF4kzI3kyQ7md/Wp2Qh77ECCXTOuGY0fYSphCwSWMMs1YQ8R4n3WhYWjAfNCtZPLLiB4apUO9UJkKkE7U3xMJ87Ue+q7p9Bn29Lw3Fv/zGjF6l61EB FGMEPDpIi+WFEM6DoZ2hAKOcmgI40qYWynvMcU4mvgyJgRn/uVFUj0tOmdF+/Y8XzqexZEmByRHCsQhF6RErkmZVAgnj+SZvJI368l6sd6tj2lryprN 7JM/sD5/ALF5msM=</latexit>
Prediction
<latexit sha1_base64="UQzYYUBazBz/nKShSUg0t9ofWqc=">AAAB/H icbVBNS8NAEN34WetXtEcvwSJ4kJKooMeCF48V7Ae0oWw2k3bp5oPdiRhC/StePCji1R/izX/jps1BWx8MPN6bYWaelwiu0La/jZXVtfWNzcpWdXtnd2 /fPDjsqDiVDNosFrHseVSB4BG0kaOAXiKBhp6Arje5KfzuA0jF4+geswTckI4iHnBGUUtDszZAeEQZ5i0JPmeFOB2adbthz2AtE6ckdVKiNTS/Bn7M0 hAiZIIq1XfsBN2cSuRMwLQ6SBUklE3oCPqaRjQE5eaz46fWiVZ8K4ilrgitmfp7IqehUlno6c6Q4lgteoX4n9dPMbh2cx4lKULE5ouCVFgYW0USls8lM BSZJpRJrm+12JhKylDnVdUhOIsvL5POecO5aNh3l/XmWRlHhRyRY3JKHHJFmuSWtEibMJKRZ/JK3own48V4Nz7mrStGOVMjf2B8/gCyIpVe</latexi t>
(d) Local Fair
<latexit sha1_base64="L8VNGk4HHTMpeTyutYTg1gkLfhQ=">AAACAH icbVBNS8NAEN3Ur1q/oh48eFksQgUpiQp6LAjiwUMF+wFtKJvNtl26yYbdiVhCLv4VLx4U8erP8Oa/cdvmoNUHA4/3ZpiZ58eCa3CcL6uwsLi0vFJcLa 2tb2xu2ds7TS0TRVmDSiFV2yeaCR6xBnAQrB0rRkJfsJY/upz4rXumNJfRHYxj5oVkEPE+pwSM1LP3usAeQIVpJTjCN5ISga8IV1nPLjtVZwr8l7g5K aMc9Z792Q0kTUIWARVE647rxOClRAGngmWlbqJZTOiIDFjH0IiETHvp9IEMHxolwH2pTEWAp+rPiZSEWo9D33SGBIZ63puI/3mdBPoXXsqjOAEW0dmif iIwSDxJAwdcMQpibAihiptbMR0SRSiYzEomBHf+5b+keVJ1T6vO7Vm5dpzHUUT76ABVkIvOUQ1dozpqIIoy9IRe0Kv1aD1bb9b7rLVg5TO76Besj2/X nJXX</latexit>
Representation Learning
<latexit sha1_base64="v8iwQtcZrlRvaKcftXCpE+3xuB4=">AAACCX icbVC7SgNBFJ31GeMramkzGAQLCbsqaBmwsbCIYh6QLGF2cpMMmZ1dZu6KYUlr46/YWChi6x/Y+TdOki008cDA4Zx7ZuaeIJbCoOt+OwuLS8srq7m1/P rG5tZ2YWe3ZqJEc6jySEa6ETADUiiookAJjVgDCwMJ9WBwOfbr96CNiNQdDmPwQ9ZTois4Qyu1C7SF8IA6TG/B5gwonBj0GphWQvVG7ULRLbkT0HniZ aRIMlTaha9WJ+JJaK/ikhnT9NwY/ZRpFFzCKN9KDMSMD1gPmpYqFoLx08kmI3polQ7tRtoehXSi/k6kLDRmGAZ2MmTYN7PeWPzPaybYvfBToeIEQfHpQ 91EUozouBbaERo4yqEljGth/0p5n2nG0ZaXtyV4syvPk9pJyTstuTdnxfJxVkeO7JMDckQ8ck7K5IpUSJVw8kieySt5c56cF+fd+ZiOLjhZZo/8gfP5 A8tWmvI=</latexit>
Global model training + Local representation learning
<latexit sha1_base64="Qw6F6EetKa7xY4eXcELg50aUA7U=">AAACJ3icbVBNSxxBEO1RE83ma9R jLo1LIBBYZmJAD0EED/HgQcH9gN1lqemtXRv7Y+iukSzD/hsv/hUvAQ3BHPNP7P046K4FDY/36lV1vSxX0lOS/ItWVtdevV7feFN5++79h4/x5lbD28IJrAurrGtl4FFJg3WSpLCVOwSdKWxml0cTvXmFzkt rzmmUY1fD0MiBFECB6sUHHcJf5HT5U9kMFNe2j4qTA2mkGfKv/MSKQDsMUz0amtq4QnATfdyLq0ktmRZfBukcVNm8TnvxXadvRaHDKKHA+3aa5NQtwZEUCseVTuExB3EJQ2wHaECj75bTO8f8c2D6fGBdeIb 4lH3qKEF7P9JZ6NRAF35Rm5Avae2CBvvdUpq8IDRitmhQhBwsn4TG+9KhIDUKAIST4a9cXIADQSHaSgghXTx5GTS+1dLdWnL2vXr4Yx7HBvvEdtgXlrI9dsiO2SmrM8Gu2S27Z3+im+h39Dd6mLWuRHPPNnt W0f9HcJ2m4g==</latexit>
am( · ; ✓am)
<latexit sha1_base64="gzK/A24La0FpYZv0a0HDBlXkNc8=">AAACBH icbVDLSsNAFJ3UV62vqMtuBotQNyVRQcFNwY3LCvYBTQyTyaQdOnkwcyOU0IUbf8WNC0Xc+hHu/BunbRbaeuDC4Zx7ufcePxVcgWV9G6WV1bX1jfJmZW t7Z3fP3D/oqCSTlLVpIhLZ84ligsesDRwE66WSkcgXrOuPrqd+94FJxZP4DsYpcyMyiHnIKQEteWaVeFHdwQ4NEsAOvsIODBlo8Z6ceGbNalgz4GViF 6SGCrQ888sJEppFLAYqiFJ920rBzYkETgWbVJxMsZTQERmwvqYxiZhy89kTE3yslQCHidQVA56pvydyEik1jnzdGREYqkVvKv7n9TMIL92cx2kGLKbzR WEmMCR4mggOuGQUxFgTQiXXt2I6JJJQ0LlVdAj24svLpHPasM8a1u15rVkv4iijKjpCdWSjC9REN6iF2oiiR/SMXtGb8WS8GO/Gx7y1ZBQzh+gPjM8f aWuWlQ==</latexit>
dog cat
<latexit sha1_base6 4="xuM2dZUBXbV1xxjRoQtOf9tbzR4=">AAAB 83icbVDLSgMxFL3js9ZX1aWbYBG6KjMq6LLgxm UF+4DOUDLpnTY0kxmSjFiG/oYbF4q49Wfc+Te m7Sy09UDg5Jx7yM0JU8G1cd1vZ219Y3Nru7RT 3t3bPzisHB23dZIphi2WiER1Q6pRcIktw43Ab qqQxqHATji+nfmdR1SaJ/LBTFIMYjqUPOKMGi v5vsEnm8rtddqvVN26OwdZJV5BqlCg2a98+YOE ZTFKwwTVuue5qQlyqgxnAqdlP9OYUjamQ+xZK mmMOsjnO0/JuVUGJEqUPdKQufo7kdNY60kc2s mYmpFe9mbif14vM9FNkHOZZgYlWzwUZYKYhMw KIAOukBkxsYQyxe2uhI2ooszYmsq2BG/5y6ukf VH3Luvu/VW1USvqKMEpnEENPLiGBtxBE1rAII VneIU3J3NenHfnYzG65hSZE/gD5/MHtaSSCA= =</latexit>
(a) Local Supervised
<latexit sha1_base64="bvwGL4w m/vWkLshwRGsKy2zmrwQ=">AAACBnicbVDJSgNBEO2JW4zbqEcRGoMQQcK MCnoMePHgIaJZIBlCT6eSNOlZ6K4JhiEnL/6KFw+KePUbvPk3dpaDRh8UP N6roqqeH0uh0XG+rMzC4tLySnY1t7a+sbllb+9UdZQoDhUeyUjVfaZBihA qKFBCPVbAAl9Cze9fjv3aAJQWUXiHwxi8gHVD0RGcoZFa9n4T4R5VkBbY Eb2OOJP0NolBDYSG9qhl552iMwH9S9wZyZMZyi37s9mOeBJAiFwyrRuuE6 OXMoWCSxjlmomGmPE+60LD0JAFoL108saIHhqlTTuRMhUinag/J1IWaD0M fNMZMOzpeW8s/uc1EuxceKkI4wQh5NNFnURSjOg4E9oWCjjKoSGMK2Fupb zHFONoksuZENz5l/+S6knRPS06N2f50vEsjizZIwekQFxyTkrkipRJhXDy QJ7IC3m1Hq1n6816n7ZmrNnMLvkF6+Mb8mCYuA==</latexit>
(b) Local Unsupervised
<latexit sha1_base64="xbqF+GbLLLov0JPl17vjmV1Fe4w=">AAACCH icbVA9SwNBEN2LXzF+RS0tXAxCBAl3KmgZsLGwiGA+IAlhbzNJluztHbtzwXCktPGv2FgoYutPsPPfuPkoNPHBwOO9GWbm+ZEUBl3320ktLa+srqXXMx ubW9s72d29igljzaHMQxnqms8MSKGgjAIl1CINLPAlVP3+9divDkAbEap7HEbQDFhXiY7gDK3Uyh42EB5QB0neP6G3IWeSlpWJI9ADYaA9amVzbsGdg C4Sb0ZyZIZSK/vVaIc8DkAhl8yYuudG2EyYRsEljDKN2EDEeJ91oW6pYgGYZjJ5ZESPrdKmnVDbUkgn6u+JhAXGDAPfdgYMe2beG4v/efUYO1fNRKgoR lB8uqgTS4ohHadC20IDRzm0hHEt7K2U95hmHG12GRuCN//yIqmcFbzzgnt3kSuezuJIkwNyRPLEI5ekSG5IiZQJJ4/kmbySN+fJeXHenY9pa8qZzeyT P3A+fwCtQZmw</latexit>
(LG-FedAvg, our proposed method)
<latexit sha1_b ase64="H5HVHe4wm1l/Xkx9LfLmBe e5BVU=">AAACEnicbVDLSgMxFM34t r6qLt0Ei9CClhkVdKkI6sKFgrWFtp RM5rYNJpMhuSOWod/gxl9x40IRt6 7c+TemtQtfBwKHc+4j94SJFBZ9/8M bG5+YnJqemc3NzS8sLuWXV66sTg2H CtdSm1rILEgRQwUFSqglBpgKJVTD6 6OBX70BY4WOL7GXQFOxTizagjN0Ui tfaiDcolFZ8exk6xiiw5vOJnXDaWJ 0oi1EVAF2dVTqt/IFv+wPQf+SYEQK ZITzVv69EWmeKoiRS2ZtPfATbGbMo OAS+rlGaiFh/Jp1oO5ozBTYZjY8qU 830sHutjbuxUiH6veOjClreyp0lY ph1/72BuJ/Xj3F9n4zE3GSIsT8a1E 7lRQ1HeRDI2GAo+w5wrgR7q+Ud5lh HF2KORdC8Pvkv+RquxzslP2L3cKBP 4pjhqyRdVIkAdkjB+SUnJMK4eSOPJ An8uzde4/ei/f6VTrmjXpWyQ94b59 gTJ06</latexit>
Local Global Federated Averaging
<latexit sha1_b ase64="2k6oqkXghvDPU60isf38JR XxMus=">AAACEnicbVBNTxsxFPQCL Wn6QYAjF4uoUnuJdgtSe6RCAg4cUo mQSMkqeut9Gyy89sp+ixqt8hu48F e4cAAhrpy49d/UCTnwNZLl0cwb2W+ SQklHYfgvWFhcevd+ufah/vHT5y8r jdW1Y2dKK7AjjDK2l4BDJTV2SJLCX mER8kRhNzndnfrdM7ROGn1E4wLjHE ZaZlIAeWnY+D4g/Es2rw6NAMX3lUn 8tYcpWiBM+W8fhpHUo8mw0Qxb4Qz8 NYnmpMnmaA8bD4PUiDJHTUKBc/0oL CiuwJIUCif1QemwAHEKI+x7qiFHF1 ezlSb8q1dSnhnrjyY+U58mKsidG+ eJn8yBTtxLbyq+5fVLyn7FldRFSaj F40NZqTgZPu2Hp9KiIDX2BISV/q9c nIAFQb7Fui8hernya3L8oxVttcI/2 82dcF5HjW2wTfaNRewn22EHrM06TL Bzdsmu2U1wEVwFt8Hd4+hCMM+ss2c I7v8DbXud4Q==</latexit>
local
<latexit sha1_b ase64="eMrOYurzh6eITZg092KjAy VQmuI=">AAAB9XicbVDLSgNBEJz1G eMr6tHLYBA8hd0o6DHgxWME84BkDb OT2WTIPJaZXjUs+Q8vHhTx6r9482 +cJHvQxIKGoqqb7q4oEdyC7397K6t r6xubha3i9s7u3n7p4LBpdWooa1At tGlHxDLBFWsAB8HaiWFERoK1otH11 G89MGO5VncwTlgoyUDxmFMCTrrvAn sCIzOhKRGTXqnsV/wZ8DIJclJGOeq 90le3r2kqmQIqiLWdwE8gzIgBTgWb FLupZQmhIzJgHUcVkcyG2ezqCT51S h/H2rhSgGfq74mMSGvHMnKdksDQLn pT8T+vk0J8FWZcJSkwReeL4lRg0H gaAe5zwyiIsSOEGu5uxXRIDKHggiq 6EILFl5dJs1oJziv+7UW5Vs3jKKBj dILOUIAuUQ3doDpqIIoMekav6M179 F68d+9j3rri5TNH6A+8zx9QZ5L7</ latexit>
local
<latexit sha1_base64="eMrOYur zh6eITZg092KjAyVQmuI=">AAAB9XicbVDLSgNBEJz1GeMr6tHLYBA8hd0 o6DHgxWME84BkDbOT2WTIPJaZXjUs+Q8vHhTx6r9482+cJHvQxIKGoqqb7 q4oEdyC7397K6tr6xubha3i9s7u3n7p4LBpdWooa1AttGlHxDLBFWsAB8H aiWFERoK1otH11G89MGO5VncwTlgoyUDxmFMCTrrvAnsCIzOhKRGTXqns V/wZ8DIJclJGOeq90le3r2kqmQIqiLWdwE8gzIgBTgWbFLupZQmhIzJgHU cVkcyG2ezqCT51Sh/H2rhSgGfq74mMSGvHMnKdksDQLnpT8T+vk0J8FWZc JSkwReeL4lRg0HgaAe5zwyiIsSOEGu5uxXRIDKHggiq6EILFl5dJs1oJzi v+7UW5Vs3jKKBjdILOUIAuUQ3doDpqIIoMekav6M179F68d+9j3rri5TNH 6A+8zx9QZ5L7</latexit>
4 di↵erent local representation learning paradigms
<latexit sha1_base64="teArShFp7heBKI5N3pPo9xwFFfA=">AAACJX icbVDLSsNAFJ34rPUVdelmsAiuSlILunBRcOOygn1AG8pkctMOnUzCzEQsoT/jxl9x48Iigit/xWmahbYeGDj33Mfce/yEM6Ud58taW9/Y3Nou7ZR39/ YPDu2j47aKU0mhRWMey65PFHAmoKWZ5tBNJJDI59Dxx7fzfOcRpGKxeNCTBLyIDAULGSXaSAP7pq/hSfthVscBC0OQIDTmMSUcSzCTlInzUsyBSMHEE CdEkoANIzUd2BWn6uTAq8QtSAUVaA7sWT+IaRqZoZQTpXquk2gvI1IzymFa7qcKEkLHZAg9QwWJQHlZfuUUnxslwGEszTNL5urvjoxESk0i31RGRI/Uc m4u/pfrpTq89jImklSDoIuPwpRjHeO5ZcYYCVTziSGESmZ2xXRkTKDaGFs2JrjLJ6+Sdq3qXlad+3qlUSvsKKFTdIYukIuuUAPdoSZqIYqe0St6RzPr xXqzPqzPRemaVfScoD+wvn8AbsKmZw==</latexit>
Figure 1: (a) Local Global Federated Averaging (LG-FEDAVG) allows for efficient global parameter updates (smaller
number of global parameters 휃푔), flexibility in design across local and global models, the ability to handle heterogeneous
data, and fair representation learning. (a) through (c) show various approaches of training local models including
supervised, unsupervised, and self-supervised learning (e.g. jigsaw solving [45]). (d) shows adversarial training against
protected attributes 퐏푚. Blue represents the global server and purple represents the local devices. (퐗푚 ,퐘푚) represents data
on device 푚, 퐇푚 are learned local representations via local models 퓁푚( ⋅ ; 휃 퓁푚) ∶ 퐱→ 퐡 and (optionally) auxiliary models푎푚( ⋅ ; 휃푎푚) ∶ 퐡 → 퐳. 푔( ⋅ ; 휃푔 ) ∶ 퐡 → 퐲 is the global model. AGG is an aggregation function over local updates to the
global model (e.g. FEDAVG).
global models reduces both variance in the data as well as variance across device distributions, which is more
optimal than either extreme. To support our theoretical analysis, we perform a wide range of experiments that
suggest local representation learning is beneficial for the following reasons:
1) Efficiency: Having local models extract useful, lower-dimensional representations means that the global
model now requires fewer number of parameters, thereby reducing the number of parameters and updates that
need to be communicated to and from the global model as well as the bottleneck in terms of communication
cost. Our proposed method also maintains performance on publicly available datasets spanning image
recognition (MNIST, CIFAR) and multimodal learning (VQA).
2) Heterogeneity: Real-world data is often heterogeneous (coming from different sources). A new device
could contain sources of data that have never been observed before during training, such as images of a
different domain or different texting styles on personalized mobile devices. Local representations allow us
to process new device data using specialized encoders depending on their source modalities [2] instead of
using a single global model that might not generalize to new modalities and distributions [41]. We show that
our model learns personalized mood predictors from real-world private mobile data and better deals with
heterogeneous data never seen during training.
3) Fairness: Real-world data often contains sensitive attributes and recent work has shown that it is possible
to recover these attributes from data representations without access to the data itself [4]. We show that local
models can be modified to learn fair representations that obfuscate protected attributes such as race, age, and
gender, a feature crucial to preserving the privacy of on-device data.
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2 Related Work
Federated Learning aims to train models in massively distributed networks [38] at a large scale [5], over
multiple sources of heterogeneous data [30], and over multiple learning objectives [50]. Recent methods
aim to improve the efficiency of federated learning [7], perform learning in a one-shot setting [20], propose
realistic benchmarks [8], and reduce the data mismatch between local and global data distributions [41].
While several specific algorithms have been proposed for heterogeneous data, LG-FEDAVG is a more general
framework that can handle heterogeneous data from new devices, reduce communication complexity, and
ensure fair representation learning. We compare with these existing baselines and show that LG-FEDAVG
outperforms them in heterogeneous settings.
Distributed Learning is a related field with similarities and key differences: while both study the theory and
practice involving the partition of data and aggregation of updates [3, 52], federated learning is additionally
concerned with data that is private and distributed in a non-i.i.d. fashion. Recent work has improved
communication efficiency by sparsifying the data and model [54], developing efficient gradient methods [55,
12], and compressing the updates [53]. These compression techniques are complementary to our approach
and can be applied to our local and global models.
Representation Learning involves learning features from data for generative and discriminative tasks. A
recent focus has been on learning fair representations [57], including using adversarial training [19] to learn
representations that are not informative of private attributes [17, 9] such as demographics [15] and gender [56].
A related line of research is differential privacy which constraints statistical databases to limit the privacy
impact on individuals whose information is in the database [13, 14]. Our approach extends recent advances
in adapting federated learning for heterogeneous data and fairness. LG-FEDAVG is a general framework
that can handle heterogeneous data from new devices, reduce communication complexity, and ensure fair
representation learning.
3 Local Global Federated Averaging
At a high level, LG-FEDAVG combines local representation learning with global model learning in an end-to-
end manner. Each local device learns to extract higher-level representations from raw data before a global
model operates on the representations (rather than raw data) from all devices. An overview of LG-FEDAVG
is shown in Figure 1. The local and global learning procedures are designed to be complementary: local
representation learning aims to extract high level, compact features important for prediction, thereby allowing
the global model to save parameters by operating only on lower dimensional representations. At the same
time, the global model objective ensures that the global model must be able to classify data from all devices,
thereby ensuring that the local representations are general enough instead of overfitting to the subset of data
on each device. We begin by describing how local (§3.1) and global (§3.2) learning is performed. We then
detail one example of adversarial local learning to learn fair local representations (Appendix B.1).
Notation: We use uppercase letters 푋 to denote random variables and lowercase letters 푥 to denote their
values. Upper case boldface letters 퐗 denote datasets consisting of multiple vector data points 퐱 which
we represent by lowercase boldface letters. In the standard federated learning setting, we assume that we
have data 퐗푚 ∈ ℝ푁푚×푑 , 푚 ∈ [푀] and their corresponding labels 퐘푚 ∈ ℝ푁푚×푐 , 푚 ∈ [푀] across 푀 devices.푁푚 denotes the number of data points on device 푚, 푁 = ∑푚 푁푚 is the total number of data points, 푑
represents the input dimension and 푐 represents the number of classes for classification (푐 = 1 for regression).
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Algorithm 1 LG-FEDAVG. The 푀 clients are indexed by 푚, 휂 is the learning rate.
Server executes:
1: initialize global model with weights 휃푔 ; initialize 푀 local models with weights 휃퓁푚.
2: for each round 푡 = 1, 2,… do
3: 푚 ← max(퐶 ⋅푀, 1); 푆푡 ← (random set of 푚 clients)
4: for each client 푚 ∈ 푆푡 in parallel do
5: 휃푔(푡+1)푚 ← ClientUpdate(푚, 휃푔(푡))
6: 휃푔(푡+1) ← ∑푀푚=1 푁푚푁 휃푔(푡+1)푚 // aggregate updates
ClientUpdate (푚, 휃푔푚): // run on client 푚
7: ← (split local data (퐗푚 ,퐘푚) into batches)
8: for each local epoch do
9: for batch (퐗,퐘) ∈  do
10: 퐇 = 퓁푚(퐗; 휃퓁푚), 퐘̂ = 푔(퐇; 휃푔푚) // inference steps
11: 휃퓁푚 ← 휃퓁푚 − 휂휃퓁푚푔푚(휃퓁푚 , 휃푔푚) // update local model wrt global loss
12: 휃푔푚 ← 휃푔푚 − 휂휃푔푚푔푚(휃퓁푚 , 휃푔푚) // update (local copy of) global model wrt global loss
13: return global parameters 휃푔푚 to server
Intuitively, each source of data captures a different view 푝(푋푚 , 푌푚) of the global data distribution 푝(푋, 푌 ). In
our experiments, we consider settings where the individual data points in 퐗푚 ,퐘푚 are sampled both i.i.d. and
non i.i.d. with respect to 푝(푋, 푌 ). During training, we use parenthesized superscripts (e.g. 휃 (푡)) to represent
iteration 푡 .
3.1 Local Representation Learning
For each source of data (퐗푚 ,퐘푚), we learn a representation 퐇푚 which should: 1) be low-dimensional as
compared to raw data 퐗푚, 2) capture important features in 퐗푚 that are useful towards the global model, and
3) not overfit to device data which may not align to the global data distribution. To be more concrete, we
define features 퐳 ∈  that should be captured using a good representation 퐡. In Figure 1(a) through 1(c) we
summarize these local learning methods according to the choice of 퐳: (a) the labels 퐲 (supervised learning), (b)
the data itself 퐱 (unsupervised autoencoder learning), or (c) some auxiliary labels 퐳 (self-supervised learning).
For simplicity, we focus the description on supervised learning but describe extensions to local adversarial
learning of fair representations (Figure 1(d)) and unsupervised learning in Appendix B.1.
Each device consists of a local model 퓁푚 ∶ 퐱 → 퐡 with parameters 휃퓁푚 which allow us to infer features퐇푚 = 퓁푚(퐗푚; 휃퓁푚) from local device data. These features should be useful in predicting the labels using a
joint global model 푔 ∶ 퐡→ 퐲 with parameters 휃푔 over the features from all devices {퐇1, ...,퐇푀}. The key
difference is that the global model 푔 ∶ 퐡→ 퐲 now operates on lower-dimensional local representations 퐇푚.
Therefore, 푔 can be a much smaller model which we will show in our experiments (§5.2).
3.2 Global Aggregation
Learning this joint global model 푔 across all devices requires the aggregation of global parameter updates
from each device. At each iteration 푡 of global model training, the server sends a copy of the global model
parameters 휃푔(푡) to each device which we now label as 휃푔(푡)푚 to represent the asynchronous updates made to
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each local copy. Each device runs their local model 퐇푚 = 퓁푚(퐗푚; 휃퓁푚) to obtain local features and the global
model 퐘̂푚 = 푔(퐇푚; 휃푔(푡)푚 ) to obtain predictions. We can compute the overall loss on device 푚:
푔푚(휃 퓁푚 , 휃푔푚) = 피 퐱∼푋푚퐲∼푌푚 |퐱 [− log∑퐡 (푝휃푔푚 (퐲|퐡) 푝휃 퓁푚 (퐡|퐱))] . (1)
The loss is a function of both the local and global model parameters (휃퓁푚 and 휃푔푚 respectively) so both can be
updated in an end-to-end manner. We argue that this synchronizes the training of the local models: while
local models can flexibly fit the small amounts of data on their device, objective 1 acts as a regularizer to
synchronize the local representations learned from all devices. Each local model cannot overfit to local
data because otherwise, the joint global model would not be able to simultaneously predict from all local
representations and the value of objective 1 would be high.
The local model parameters 휃퓁푚 are updated by gradient-based methods in a straightforward manner. The
global model parameters on device 푚, 휃푔(푡)푚 , are also asynchronously updated to 휃푔(푡+1)푚 using gradient-based
methods. After these local updates, each device now returns the updated global parameters 휃푔(푡+1)푚 back to the
server which aggregates these updates using a weighted average of the fraction of data points in each device,휃푔(푡+1) = ∑푀푚=1 푁푚푁 휃푔(푡+1)푚 [38]. The overall training procedure is shown in Algorithm 1. Communication
only happens when training the global model, which as we will show in our experiments, can be small given
good local representations.
3.3 Inference at Test Time
Given a new test sample 퐱′, how do we know which trained local model 퓁 ∗푚 fits 퐱′ best? We consider two
settings: (1) Local Test where we know which device the test data belongs to (e.g. training a personalized
text completer). Using that local model works best for best match between train and test distributions. (2)
New Test where it is possible to have a new device during testing with new data distributions. To address the
new device, we view each local model as trained on a different view of the global data distribution. We pass퐱′ through all trained local models 퓁 ∗푚 and ensemble the outputs.
4 Theoretical Analysis
In this section, we provide a theoretical analysis of using local and global models for federated learning. We
show that 1) purely local models do not suffer from device variance but suffer from data variance, 2) the
opposite holds true for purely global models, and 3) having both local and global models achieves a balance
between both desiderata. All detailed proofs can be found in Appendix A. The link between the analysis
and LG-FEDAVG for deep networks is discussed at the end of the section and verified via comprehensive
experiments in § 5.1.
We assume a student-teacher setting [25, 21], where the goal is to train a network 푓퐮̂ with weights 퐮̂ ∈ ℝ푑 on a
task whose target is produced by a teacher network 푓퐮 (i.e. the realizability assumption). We assume that the
targets are generated from a linear model. While simple in setup, its behavior is rich and has proved insightful
in the understanding of nonlinear models as well [40, 39, 21]. To adapt this setting for federated learning,
we assume that all device share some underlying structure (e.g. natural syntactic and semantic structures in
text) while also displaying personalization across users (e.g. personalized vocabularies and writing styles).
Mathematically, this involves a global feature vector 퐯 that represents shared features across devices as well
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as local features 퐫푚 that represent differences across devices. The labels on device 푚 are generated by a local
teacher with weights 퐮푚 = 퐯 + 퐫푚 ∈ ℝ푑 . We assume that each local feature 퐫푚 ∼  (0, 휌2퐼 ) is a different
independent draw from a 푑-dimensional Gaussian with diagonal covariances of 휌2. 휌2 represents device
variance: with higher 휌2, the local features differ more representing more personalized targets across devices.
We also assume that the training targets are corrupted by noise 휖 ∼ (0, 휎2) to account for naturally-occurring
data variance [42]. Under this model, the training targets on model 푚 are given by 푓̃퐮푚 (퐱) = 푓퐮푚 (퐱) + 휖. For
simplicity, we assume each device contains 푁 data points.
Given 푁 datapoints {퐱푖}푖=1,...,푁 , learning local and global parameters 퐮̂푚 , 퐯̂ involve optimizing the following
training objectives:퐮̂푚 = argmin퐰 1푁 푁∑푖=1 (푓퐰(퐱푖) − 푓̃퐮푚 (퐱푖))2 , 퐯̂ = argmin퐰 1푁 푀∑푚=1 푁∑푖=1 (푓퐰(퐱푖) − 푓̃퐮푚 (퐱푖))2 . (2)
We denote the overall model as 푓 (퐱; 퐯̂, 퐮̂푚) using both local and global models. The local empirical general-
ization error on device 푚 is defined as
̂푚 = 1푁 푁∑푖=1 (푓 (퐱푖 ; 퐯̂, 퐮̂푚) − 푓퐮푚 (퐱푖))2 . (3)
The total empirical generalization error is defined as the mean of all local errors ̂ = 1푀 ∑푀푚=1 ̂푚 and the true
generalization error is defined as the expectation taken over the randomness present in the data, devices, and
noise:
 = 피퐱,퐫푚 ,휖[̂푚] = 피퐱,퐫푚 ,휖 [(푓 (퐱; 퐯̂, 퐮̂푚) − 푓̃퐮푚 (퐱))2] (4)
which can further be manipulated to obtain a bias-variance decomposition for federated learning.
Theorem 1. The generalization loss for federated learning can be decomposed as
 = 피퐱,퐫푚 ,휖[̂푚] = Var[푓̂ ] + 푏2 (5)
with variance Var[푓̂ ] = 피퐱,퐫푚 [Var휖[푓̂ |퐱, 퐫푚]] and bias 푏2 = 피 [(푓퐮푚 − 피휖 푓 (퐯̂, 퐮̂푚))2].
Using only local models results in an unbiased estimator of 퐮푚. The bias term arises when learning global
parameters since federated learning couples the estimation of both local and global parameters. The variance
term comes from both the variance of both local and global parameter estimates.
As a simplified version, LG-FEDAVG can be seen as a ensemble of local and global models, i.e. 푓 (퐱; 퐯̂, 퐮̂푚) =훼푓퐮̂푚 (퐱) + (1 − 훼)푓퐯̂(퐱). In this case, one can show that:
Proposition 1. Let 피퐫푚 ,휖[푓퐯̂] = 푓퐯, 피휖[푓퐮̂푚 ] = 푓퐮푚 , and let 푓 (퐱; 퐯̂, 퐮̂푚) = 훼푓퐮̂푚 (퐱)+ (1−훼)푓퐯̂(퐱), then equation 5
can be written as  = (1 − 훼)2훿2 + Var[푓̂ ], (6)
where 훿2 = 피퐱,퐫푚 [(푓퐮 − 피휖[푓퐯])2|퐫푚]] measures the discrepancy between the local and global features as a
result of local variations across devices.
For the linear setting we are considering, the above result can be further expanded as:
 = (1 − 훼)2 (푀 − 1푀 ) 휌2 + Var[푓̂ ]. (7)
Analysis of local and global baselines: We first analyze two baselines for federated learning. The first
method learns local models on each device [50]: 푓퓁 (퐱; 퐯̂, 퐮̂푚) = 푓 (퐱; 퐮̂푚) = 퐮̂⊤푚퐱.
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Proposition 2. The generalization error (푓퓁 ) of local model 푓퓁 (퐱; 퐯̂, 퐮̂푚) is 푑푁 휎2.
This shows that local models only control data variance at a rate of 푑/푁 since they are only updated using
local device data which may be limited in number and vary highly (both in quality and quantity) across
devices. However, local models do not suffer from device variance.
The second method updates a joint global model (i.e. vanilla federated learning; [38]), which is equivalent to
setting 훼 = 0, i.e. 푓푔 (퐱; 퐯̂, 퐮̂푚) = 푓 (퐱; 퐯̂) = 퐯̂⊤퐱. Its generalization error (푓푔 ) is:
Proposition 3. The generalization error (푓푔 ) of the global model 푓푔 (퐱; 퐯̂, 퐮̂푚) is 푀−1푀 휌2 + 푑푀푁 휎2.
Global models can control for data variance (휎2) at a rate of 푑/(푀푁 ), decreasing with the total number of
datapoints across all devices (since global parameters are updated using data across all devices), which is
better than the rate for local models. However, it suffers from an extra 푂(휌2) term representing device variance
so one global model is unable to account for very different devices.
Analysis of LG-FEDAVG: Given that the above baselines achieve different generalization errors, one should
be able to interpolate between the two methods to find the optimal tradeoff point. Therefore, our method
defines an 훼−interpolation between the global and local models, 푓훼 (퐱; 퐯̂, 퐮̂푚) = 훼푓퓁 (퐱; 퐮̂푚) + (1 − 훼)푓푔 (퐱; 퐯̂),
where 훼 ∈ [0, 1]. The generalization error, (푓훼 ) is:
Theorem 2. The generalization error (푓훼 ) is 훼2 푑푁 휎2 + (1 − 훼)2푀−1푀 휌2 + (1 − 훼2) 푑푀푁 휎2.
Corollary 1. The optimal 훼 ∗ minimizing (푓훼 ) is 훼 ∗ = 휌2휌2+ 푑푁 휎2 . When 휌2, 휎2 > 0, we have that (푓훼 ∗ ) < (푓퓁 )
and (푓훼 ∗ ) < (푓푔 ), a generalization error better than local or global extremes.
This shows that using an ensemble of local and global models reduces both data variance and device variance.
When 휌2 is large (high device variance), one should prioritize local models that better model the local data
distributions (larger 훼 ∗). Conversely, when 휎2 is large (high data variance), one should prioritize a global
model (smaller 훼 ∗).
While our theory holds true for linear models, we believe that it provides accurate insight into the practical
generalization abilities of LG-FEDAVG, where we use deep networks and treat 훼 as the split of the layers of
between the local and global models. Empirically, we compare Figure 2(a)-(b) (test error for linear models
using 훼-interpolation on synthetic data) with Figure 2(d) (test accuracy for deep networks using 훼-split
on real-world mobile data). The close similarity implies that our theoretical analysis captures the correct
relationship between local and global models.
5 Experiments
We evaluate how our method 1) verifies our theory under different data and device variances, 2) efficiently
reduces parameters while retaining performance, 3) learns personalized models and handles data from hetero-
geneous sources, two settings with particularly high device variance, and 4) learns fair local representations
that obfuscate private attributes. Code is included in the supplementary. Implementation details and sensitivity
reports across hyperparameters are provided in Appendix C.
5.1 Verifying Theoretical Analysis
Synthetic Data: We first experiment on synthetic data to verify our theoretical analysis on ensembling local
and global models. Data on device 푚 is generated by 퐱 ∼  [−1.0, 1.0] and teacher weights 퐮푚 = 퐯 + 퐫푚 are
sampled as 퐯 ∼  [0.0, 1.0], 퐫푚 ∼ (ퟎ푑 , 휌2퐈푑 ), where 휌2 represents device variance. Labels are observed with
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Figure 2: Test error (with shaded std dev) on synthetic data when local models perform better (plot (a): 휎 = 1.5, 휌 = 0.1)
and when global models perform better (plot (b): 휎 = 1.5, 휌 = 0.06). For both settings, using an 훼-interpolation of local
and global models performs better than either extremes. (c): We also verify these theoretical findings on increasing device
variance when splitting CIFAR-10 (fewer classes per device), where LG-FEDAVG consistently outperforms local only
and FEDAVG. (d): On predicting personalized moods from real-world private mobile data, an 훼-split across local and
global models outperforms either extremes.
Table 1: Comparison of federated learning methods on CIFAR-10 with non-iid split over devices. We report accuracy
under both local test and new test settings as well as the total number of parameters communicated across training
iterations. Best results in bold. LG-FEDAVG outperforms FEDAVG and MTL under local test and achieves similar
performance under new test while using around 50% of the total parameters, and outperforms all using the same number
of parameters. Mean and standard deviation are computed over 10 runs.
Data Method Local Test Acc. (↑) New Test Acc. (↑) FedAvg Rounds LG Rounds Params Comm. (↓)
C
IF
A
R
-1
0 FEDAVG [38] 58.99 ± 1.50 58.99 ± 1.50 1800 0 12.7 × 109
Local only [50] 87.93 ± 2.14 10.03 ± 0.06 0 0 0
MTL [50] 89.68 ± 0.75 10.06 ± 0.11 1800 0 12.0 × 109
LG-FEDAVG (ours) ퟗퟏ.ퟎퟕ ± ퟎ.ퟓퟎ 57.95 ± 1.48 1200 100 ퟖ.ퟓ × ퟏퟎퟗ
LG-FEDAVG (ours) ퟗퟏ.ퟕퟕ ± ퟎ.ퟓퟔ ퟔퟎ.ퟕퟗ ± ퟏ.ퟒퟓ 1800 100 12.7 × 109
noise, 푦 = 퐮⊤푚퐱 + 휖, 휖 ∼  (0, 휎2), where 휎2 represents data variance. We plot the average test error when
local models perform better due to higher device variance (Figure 2(a), 휎 = 1.5, 휌 = 0.1) and when global
models perform better due to lower device variance (Figure 2(b), 휎 = 1.5, 휌 = 0.06). In Appendix C.1, we
discuss the performance of LG-FEDAVG under several other variance settings. For all settings, using an훼-interpolation of both local and global models performs either close to the optimal extremes or better than
either extreme.
CIFAR-10: Next, we verify our theory on deep networks over complex image classification problems using
CIFAR-10. We focus on a highly non-i.i.d. setting and follow the experimental design in [38] by assigning
examples from at most 푠 ∈ {2, 3, 4, 5, 10} classes to each device. The value of 푠 simulates device variance:푠 = 2 represents highest device variance while 푠 = 10 represents an i.i.d. split of labels to devices. From
Figure 2(c), we observe that LG-FEDAVG consistently outperforms local only and FEDAVG. The performance
gap is higher as device variance increases, which supports our theory that local models deal with high device
variance.
5.2 Model Performance & Communication Efficiency
CIFAR-10: We compare our approach with existing federated learning methods with respect to model
performance and communication. We randomly assign each device to examples of two classes (highly
unbalanced). We consider two settings during testing: 1) Local Test, where we know which device the data
belongs to (i.e. new predictions on an existing device) and choose that particular trained local model. For this
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Table 2: Comparison of FEDAVG and LG-FEDAVG methods on VQA on non-i.i.d. device split setting. LG-FEDAVG
achieves strong performance while using fewer communicated parameters.
Data Method Local Test Acc. (↑) FedAvg Rounds LG Rounds Params Communicated (↓)
VQA
FEDAVG [38] 40.02 47 0 13.97 × 1010
LG-FEDAVG (ours) ퟒퟎ.ퟗퟒ 32 17 ퟗ.ퟗퟗ × ퟏퟎퟏퟎ
setting, we split each device’s data into train, validation, and test data, similar to [50]. 2) New Test, in which
we do not know which device the data belongs to (i.e. new predictions on new devices) [38], so we use an
ensemble approach by averaging all trained local model logits before choosing the most likely class [6]. For
ensembling, all local model weights are sent to the server only once and averaged. We include this parameter
exchange step and still show substantial communication improvement. We find that averaging model weights
performs similarly (0.5% for CIFAR) to averaging model outputs since deep ReLU nets are mostly linear). We
choose LeNet-5 [28] as our base model and we compare 4 methods: 1) FEDAVG [38] which is the traditional
federated learning approach, 2) Local only [50] as an extreme setting with only local models, 3) MTL [50]
which trains local models with parameter sharing in a multi-task fashion, and 4) LG-FEDAVG which is our
proposed method with local and global models.
The results in Table 1 show that LG-FEDAVG gives strong performance with low communication cost.
For CIFAR local test, LG-FEDAVG significantly outperforms FEDAVG since local models allow us to better
model the local device data distribution. For new test, LG-FEDAVG achieves similar performance to FEDAVG
while using around 50% of the total parameters, and better performance with the same number of parameters.
LG-FEDAVG also outperforms using local models only and local models trained with multitask learning
(MTL). This shows that our end-to-end training strategy for local and global models is particularly suitable
for large neural networks. We show MNIST results and sensitivity analysis wrt data and model splits in
Appendix C.2 and find similar observations.
Visual Question Answering (VQA): VQA is a large-scale multimodal benchmark with 0.25M images,0.76M questions, and 10M answers [1]. We split the dataset in a non-i.i.d. manner and evaluate the accuracy
under the local test setting. We use LSTM [23] and ResNet-18 [22] unimodal encoders as our local models
and a global model which performs early fusion [32] of text and image features for answer prediction. In
Table 2, we observe that LG-FEDAVG reaches a goal accuracy of 40% while requiring lower communication
costs (more VQA results and details in Appendix C.2.3).
5.3 Learning Personalized Mood Predictors from Mobile Data
Data: We designed and collected a new dataset, Mobile Assessment for the Prediction of Suicide (MAPS),
to determine real-time indicators of suicide risk in adolescents aged 13 − 18 years. This study monitors 100
adolescents including individuals who have recently attempted suicide, individuals who experience suicidal
ideation, and psychiatric controls. Across a duration of 6 months, data was collected from each participant’s
smartphone using a keyboard logger which tracks all typed words. Participants were asked to rate their
mood for the previous day on a scale ranging from 1 − 100, with higher scores indicating a better mood.
All users have given consent for their mobile device data to be collected and shared with us for research
purposes. MAPS is a realistic federated learning benchmark since it contains real-world data with privacy
concerns and high device variance due to highly personalized use of mobile phones. We used a preliminary
preprocessed version containing 572 samples across 14 participants. We discretize the scores into 5 bins for5-way classification. We use a random 80/10/10 split for training/validation/testing, conduct all experiments10 times, and report the average accuracy and standard deviation (details in Appendix C.3).
Models: To assess how mobile text data can be used to make personalized mood predictions, we train a MLP
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Table 3: What happens when FEDAVG trained on 100 devices of normal MNIST sees a device with rotated MNIST?
Catastrophic forgetting, unless one fine-tunes again on training devices and incur high communication cost. LG-FEDAVG
relieves catastrophic forgetting by using local models to perform well on both online rotated and regular MNIST, with(퐶 = 0.1) and without (퐶 = 0.0) fine-tuning.
Data Method 퐶 i.i.d. device data non-i.i.d. device data
Normal (↑) Rotated (↑) Normal (↑) Rotated (↑)
MNIST
FEDAVG [38] 0.0 32.0 ± 6.2 91.8 ± 3.0 35.7 ± 4.3 93.6 ± 0.3
LG-FEDAVG (ours) 0.0 ퟗퟔ.ퟔ ± ퟎ.ퟗ ퟗퟐ.ퟗ ± ퟐ.ퟕ ퟗퟔ.ퟑ ± ퟎ.ퟑ ퟗퟒ.ퟏ ± ퟎ.ퟕ
MNIST
FEDAVG [38] 0.1 97.4 ± 0.3 89.3 ± 0.8 96.9 ± 0.5 89.6 ± 0.6
FEDPROX [30] 0.1 94.8 ± 1.1 87.2 ± 0.7 97.9 ± 0.1 91.6 ± 0.2
LG-FEDAVG (ours) 0.1 ퟗퟕ.ퟕ ± ퟎ.ퟖ ퟗퟑ.ퟐ ± ퟏ.ퟑ ퟗퟖ.ퟐ ± ퟎ.ퟕ ퟗퟑ.ퟗ ± ퟏ.ퟒ
classifier on top of a Bi-LSTM encoder on word embeddings. In addition to local only and FEDAVG, we
test LG-FEDAVG across different splits of local and global model layers (i.e. 훼 ∈ {0.2, 0.4, 0.6, 0.8}) while
keeping the total parameter count constant.
Results: From Figure 2(d), consistent with our theoretical findings, an 훼-split across local and global models
leverages both personalized representations per devices as well as statistical strength sharing through data
across all devices, outperforming either local or global extremes.
5.4 Heterogeneous Data in an Online Setting
Data: We test whether LG-FEDAVG can handle heterogeneous data from a new source introduced during
testing. We split MNIST across 100 devices in both an i.i.d. and non-i.i.d. setting, then introduce a new
device with 3, 000 training and 500 test MNIST examples but rotated 90 degrees. This simulates a drastic
change in the data distribution.
Models: We consider 3 methods: 1) FEDAVG, 2) FEDPROX [30]: a method designed specifically for
heterogeneous data by regularizing the local updates to reduce overfitting to local devices, and 3) LG-
FEDAVG: train on the original 100 devices, and when a new device comes, learn local representations before
fine-tuning the global model. We hypothesize that good local models can “unrotate” images from the new
device to better match the data distribution seen by the global model. When learning on the new device, we
also retrain on a fraction 퐶 of the original devices: 퐶 = 0.0 implies no fine-tuning and 퐶 = 0.1 implies some
fine-tuning (퐶 = 1.0 implies retraining on all data which is impractical).
Results: We report results in Table 3 and observe that: 1) FEDAVG suffers from catastrophic forget-
ting [48] without fine-tuning (퐶 = 0.0), in which the global model can perform well on the new device’s
rotated MNIST (92%) but completely forgets how to classify regular MNIST (32%). Only after fine-tuning
(퐶 = 0.1) does the performance on both regular and rotated MNIST improve, but this requires more com-
munication over the 100 devices. 2) LG-FEDAVG with local models relieves catastrophic forgetting.
Augmenting local models indeed helps to improve online performance on rotated MNIST (93%) while al-
lowing the global model to retain performance on regular MNIST (97%), outperforming both FEDAVG and
FEDPROX. We believe LG-FEDAVG achieves these results by learning a strong local representation that
requires fewer updates from the trained global model.
5.5 Learning Fair Representations
Data: We examine whether local models can be trained to protect private attributes from the global model.
We use the UCI adult dataset [24] to predict whether an individual makes more than 50K per year based on
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Table 4: Enforcing independence with respect to protected attributes race and gender on income prediction with the UCI
dataset. LG-FEDAVG+Adv uses local models with adversarial (adv) training to remove information about protected
attributes, at the expense of a small drop in classifier (class) accuracy of around 2 − 4%.
Data Method
i.i.d. device data non-i.i.d. device data
Class Acc (↑) Class AUC (↑) Adv AUC (↓) Class Acc (↑) Class AUC (↑) Adv AUC (↓)
UCI
FEDAVG [38] 83.7 ± 3.1 89.4 ± 1.9 65.5 ± 1.6 83.7 ± 1.8 88.7 ± 1.2 64.1 ± 2.1
LG-FEDAVG 84.3 ± 2.4 89.0 ± 2.2 63.3 ± 3.7 81.1 ± 1.6 84.4 ± 2.4 62.7 ± 2.5
LG-FEDAVG+Adv 82.1 ± 1.0 85.7 ± 1.7 ퟓퟎ.ퟏ ± ퟏ.ퟑ 80.1 ± 2.0 84.1 ± 2.3 49.8 ± 2.2
their personal attributes. However, we want our models to be invariant to the sensitive attributes of race and
gender instead of picking up on correlations that could exacerbate biases.
Models: We adapt adversarial learning to remove protected attributes from local models (see Appendix B.1.
Specifically, we aim to learn fair local representations from which a fully trained adversarial network should
not be able to predict the protected attributes. We report three methods: 1) FEDAVG with only a global model
and global adversary both updated using FEDAVG. The global model is not trained with the adversarial loss
since it is simply not possible: once local device data passes through the global model, privacy is potentially
violated. 2) LG-FEDAVG without penalizing the adversarial network, and 3) LG-FEDAVG+Adv which jointly
trains local, global, and adversary models to learn fair local representations before global prediction.
Results: We report results according to: 1) classifier binary accuracy, 2) classifier ROC AUC score, and 3)
adversary ROC AUC score. The classifier metrics should be as close to 100% as possible while the adversary
should be as close to 50% as possible. From Table 4, LG-FEDAVG+Adv learns fair local representations
that are unable to predict protected attributes (∼ 50% adversary AUC) with only a small drop in global
accuracy (∼ 4%). In order to ensure that poor adversary AUC was indeed due to fair representations instead
of a poorly trained adversary, we train a post-fit classifier from local representations to protected attributes
and achieve similar random results.
6 Conclusion
We proposed LG-FEDAVG combining local representation learning with federated training of global models.
Our theoretical analysis shows that an ensemble of local and global models reduces both data variance and
device variance. On a suite of real-world datasets, LG-FEDAVG achieves strong performance while reducing
communication costs, learns personalized models, better deals with heterogeneous data, and effectively learns
fair representations that obfuscate protected attributes.
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Broader Impacts
Federated learning provides tools for large-scale distributed training at unprecedented scales but at the same
time requires more research on its implications to society and policy.
Broader applications: By 2025, it is estimated that there will be more than to 75 billion IoT (Internet of
Things) devices all connected to the internet and sharing data with each other [51]. Organizing, processing,
and learning from device data will use federated learning techniques. It has already been shown to be
a promising approach for applications such as learning the social activities of mobile phone users, early
forecasting of health events like heart attack risks from wearable devices, and localization of pedestrians
for autonomous vehicles [29]. The societal impacts revolving around more invasive federated learning
technologies have to be taken into account as we design future systems that increasingly leverage distributed
mobile data.
Applications in mental health: Suicide is the second leading cause of death among adolescents. In addition
to deaths, 16% of high school students report seriously considering suicide each year, and 8% make one or
more suicide attempts (CDC, 2015). Despite these alarming statistics, there is little consensus concerning
imminent risk for suicide [18, 26]. Given the impact of suicide on society, there is an urgent need to better
understand the behavior markers related to suicidal ideation.
“Just-in-time” adaptive interventions delivered via mobile health applications provide a platform of exciting
developments in low-intensity, high-impact interventions [43]. The ability to intervene precisely during an
acute risk for suicide could dramatically reduce the loss of life. To realize this goal, we need accurate and
timely methods that predict when interventions are most needed. Federated learning is particularly useful in
monitoring (with participants’ permission) mobile data to assess mental health and provide early interventions.
Our data collection, experimental study, and computational approaches provide a step towards data intensive
longitudinal monitoring of human behavior. However, one must take care to summarize behaviors from
mobile data without identifying the user through personal (e.g., personally identifiable information) or
protected attributes (e.g., race, gender). This form of anonymity is critical when implementing these suicide
detection technologies in real-world scenarios. Our goal is to be highly predictive of STBs while remaining
as privacy-preserving as possible. We outline some of the potential privacy and security concerns below and
show some possibilities brought about from the flexibility of our local models.
Privacy: There are privacy risks associated with making predictions from mobile data. Although federated
learning only keeps data private on each device without sending it to other locations, the presence of one’s
data during distributed model training will likely affect model predictions. Therefore it is crucial to obtain
user consent before collecting device data. In our experiments with real-world mobile data, all participants
have given consent for their mobile device data to be collected and shared with us for research purposes. All
data was anonymized and stripped of all personal (e.g., personally identifiable information) and protected
attributes (e.g., race, gender).
Security: Communicating model updates throughout the training process could possibly reveal sensitive
information, either to a third-party, or to the central server. Federated learning is also particularly sensitive
to external security attacks from adversaries [36]. Recent methods to increase the security of federated
learning systems come at the cost of reduced performance or efficiency. We believe that our proposed
local-global models make federated learning more interpretable and flexible since local models can be
appropriately adjusted to be more secure. However, there is a lot more work to be done in these directions,
starting by accurately quantifying the trade-offs between security, privacy and performance in federated
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learning [29].
Social biases: We acknowledge that there is a risk of exposure bias due to imbalanced datasets, especially
when personal mobile data is involved. Models trained on biased data have been shown to amplify the
underlying social biases especially when they correlate with the prediction targets [34]. Our experiment
showcased one example of maintaining fairness via adversarial training, but leaves room for future work
in exploring other methods tailored for specific scenarios (e.g. debiasing words [4], sentences [31], and
images [46]). These methods can be easily applied to local representations before input into the global model.
Future research should also focus on quantifying the trade-offs between bias and performance [58].
Overall, we believe that our proposed approach can help quantify the tradeoffs between local and global
models regarding performance, communication, privacy, security, and fairness. Its flexibility also offers
several exciting directions of future work in ensuring privacy and fairness of local representations. We hope
that this brings about future opportunities for large-scale real-time analytics in healthcare and transportation
using federated learning.
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Appendix
A Theoretical Analysis
In this section, we restate our main results and provide details proofs for them. We start with the short
comment that, for the federated linear regression problem we are solving, gradient descent converges to the
same solution as the commonly used ridgeless linear regression solution, as is shown in [21]. This means that퐮̂ converges to 퐮 and 퐯̂ converges to 퐯 in expectation. We also assume in our analysis that 푑푁 is small and can
be summarized in the big-푂 notation; however, this does not mean that the term 푑푁 휎2 is small because the
noise present in the dataset might be a function of 푁 . For example, in the well-studied label noise literature,
the noise rate 휎2 is often proportional to 푁 , cancelling out the 푁 term in the denominator [61]. In practice,
this happens when the dataset has a fixed probability of wrong labels.
Theorem 1. The generalization loss for federated learning can be decomposed as
 = 피퐱,퐫푚 ,휖[̂푚] = Var[푓̂ ] + 푏2 (8)
where Var[푓̂ ] = 피퐱,퐫푚 [Var휖[푓̂ |퐱, 퐫푚]] is the variance, and 푏2 = 피 [(푓퐮푚 − 피휖 푓 (퐯̂, 퐮̂푚))2] is the bias.
Proof. The generalization error can be derived by taking expectation over the random variables:
 = 피퐱,퐫푚 ,휖[̂푚] = 피퐱,퐫푚 ,휖 [(푓 (퐱; 퐯̂, 퐮̂푚) − 푓̃퐮푚 (퐱))2] . (9)
which can further be manipulated to obtain a bias-variance decomposition for federated learning:
 = 피퐱,퐫푚 ,휖[̂푚] (10)= 피퐱,퐫푚 ,휖 [(푓 (퐱; 퐯̂, 퐮̂푚) − 푓퐮푚 (퐱))2] (11)= 피 [(푓 (퐯̂, 퐮̂푚) − 피푓 (퐯̂, 퐮̂푚) − [푓퐮푚 − 피푓 (퐯̂, 퐮̂푚)])2] (12)= 피 [(푓 (퐯̂, 퐮̂푚) − 피푓 (퐯̂, 퐮̂푚))2] + 피 [(푓퐮푚 − 피푓 (퐯̂, 퐮̂푚))2] (13)= 피퐱,퐫푚 [Var휖[푓̂ |퐱, 퐫푚]]⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Var[푓̂ ]: variance of model +피 [(푓퐮푚 − 피휖 푓 (퐯̂, 퐮̂푚))2]⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟푏2: bias of model + 0⏟ ⏟cross term (14)
where we have omitted 퐱푖 in the input to 푓 (⋅) for notational conciseness. Using only local models results in
an unbiased estimator of 퐮푚. The bias term arises when learning global model parameters since federated
learning couples the estimation of both local and global parameters. The variance term comes from both the
variance of both local and global parameter estimates.
As a simplified version, LG-FEDAVG can be seen as a ensemble of local and global models, i.e. 푓 (퐱; 퐯̂, 퐮̂푚) =훼푓퐮̂푚 (퐱) + (1 − 훼)푓퐯̂(퐱). In this case, one can show that:
Proposition 0. Let 피퐫푚 ,휖[푓퐯̂] = 푓퐯, 피휖[푓퐮̂푚 ] = 푓퐮푚 , and let 푓 (퐱; 퐯̂, 퐮̂푚) = 훼푓퐮̂푚 (퐱)+ (1−훼)푓퐯̂(퐱), then equation 8
can be written as  = (1 − 훼)2훿2 + Var[푓̂ ] (15)
where 훿2 = 피퐱,퐫푚 [(푓퐮 − 피휖[푓퐯])2|퐫푚]] measures the discrepancy between the local features and the global
features, and thus measures the local variations across devices.
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Proof. We plug in to get피퐱,퐫푚 [(푓퐮푚 − 피휖 푓 (퐯̂, 퐮̂푚))2] = 피퐱,퐫푚 [(푓퐮푚 − 훼푓퐮푚 − 피휖[(1 − 훼)푓퐯̂])2] (16)= (1 − 훼)2피퐱,퐫푚 [(푓퐮푚 − 피휖[푓퐯̂|퐫푚])2] (17)
When using linear models, we can further expand this result as follows:
Corollary 0. Let 푓퐯̂(퐱) = 퐯̂⊤퐱, 푓퐮̂푚 (퐱) = ̂퐮푚⊤퐱 be learned through gradient descent algorithm, then 훿2 =(푀−1푀 )휌2, and Var[푓̂ ] can be expanded as follows:
 = (1 − 훼)2 (푀 − 1푀 ) 휌2 + (1 − 훼)2 Var[푓퐯̂] + 훼2 Var[푓퐮̂] + 2훼(1 − 훼) Cov[푓퐯̂, 푓퐮̂] (18)
Proof. We first show that 피퐱,퐫푚 [(푓퐮푚 − 피휖[푓퐯̂|퐫푚])2] = (푀 − 1푀 ) 휌2.
We expand to get:피퐱,퐫푚 [(푓퐮푚 − 피휖[푓퐯̂|퐫푚])2] = 피퐱,퐫푚 [(퐮⊤푚퐱 − 피휖[퐯̂⊤퐱|퐫푚])2] (19)= 피퐱,퐫푚 [(퐮⊤푚퐱 − 피휖[ 1푀 푀∑푗=1 퐮̂⊤푗 퐱|퐫푚])2] (20)= 피퐱,퐫푚 [(퐮⊤푚퐱 − 1푀 푀∑푗=1 퐮⊤푗 퐱)2] (21)= 피퐱,퐫푚 [ 1푀2 ( 푀∑푗≠푚 퐮⊤푚퐱 − 퐮⊤푗 퐱)2] (22)= 피퐱,퐫푚 [ 1푀2 ( 푀∑푗≠푚 퐫⊤푚퐱 − 퐫⊤푗 퐱)2] (23)= 피퐱,퐫푚 [ 1푀2 ( 푀∑푗≠푚 퐫⊤푚퐱 − 퐫⊤푗 퐱)2] (24)= Tr{[ 1푀2피퐫푚 ( 푀∑푗≠푚 퐫⊤푚 − 퐫⊤푗 )2]피퐱[퐱퐱⊤]} (25)= 푀(푀 − 1)푀2 휌2 (26)= (푀 − 1푀 ) 휌2 (27)
where we have used the fact that the expectation over squared 퐱, 피퐱[퐱퐱⊤], is the identity matrix.
Furthermore, by using the fact that 푓 (퐱; 퐯̂, 퐮̂푚) = (1 − 훼)푓퐮̂푚 (퐱) + 훼푓퐯̂(퐱), we have that
Var[푓̂ ] = (1 − 훼)2 Var[푓퐯̂] + 훼2 Var[푓퐮̂] + 2훼(1 − 훼) Cov[푓퐯̂, 푓퐮̂] (28)
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Using these results, we can compute the generalization error of several federated learning baselines as well as
LG-FEDAVG.
A.1 Analysis of Federated Learning Baselines
We begin by analyzing two baselines for federated learning.
The first method learns local models on each device [50]: 푓퓁 (퐱; 퐯̂, 퐮̂푚) = 푓 (퐱; 퐮̂푚) = 퐮̂⊤푚퐱.
Proposition 1. The generalization error (푓퓁 ) of local model 푓퓁 (퐱; 퐯̂, 퐮̂푚) is 푑푁 휎2.
Proof. Similarly, set 훼 = 1 in equation 18 of corollary 0 and we obtain that (푓퓁 ) = Var[푓퐮̂] = 푑푁 휎2.
This shows that local models only control data variance at a rate of 푑/푁 since they are only updated using
local device data which may be limited in number and vary highly (both in quality and quantity) across
devices. However, local models do not suffer from device variance.
The second method updates a joint global model [38], which is equivalent to setting 훼 = 0 in our previous
analysis, i.e. 푓푔 (퐱; 퐯̂, 퐮̂푚) = 푓 (퐱; 퐯̂) = 퐯̂⊤퐱. We can compute its generalization error:
Proposition 2. The generalization error (푓푔 ) of the global model 푓푔 (퐱; 퐯̂, 퐮̂푚) is 푀−1푀 휌2 + 푑푀푁 휎2.
Proof. Set 훼 = 0 in equation 18 of corollary 0, we obtain (푓푔 ) = 푀−1푀 휌2 + Var[푓퐯̂] = 푀−1푀 휌2 + 푑푀푁 휎2.
Therefore, global models are able to control for data variance (휎2) at a rate of 푑/(푀푁 ), decreasing with
the total number of datapoints across all devices (since global parameters are updated using data across
all devices), which is better than the rate for local models. However, it suffers from an extra 푂(휌2) term
representing device variance so one global model is unable to account for very different devices.
A.2 Analysis of LG-FEDAVG
Given that the above baselines achieve different generalization errors, one should be able to interpolate
between the two methods to find the optimal tradeoff point. Our method therefore defines an 훼−interpolation
between the local and global models:푓훼 (퐱; 퐯̂, 퐮̂푚) = 훼푓퓁 (퐱; 퐮̂푚) + (1 − 훼)푓푔 (퐱; 퐯̂). (29)
where 훼 ∈ [0, 1]. The following theorem gives the generalization of this model.
Theorem 2. The generalization error of 푓훼 (퐱; 퐯̂, 퐮̂푚) is 훼2 푑푁 휎2 + (1 − 훼)2푀−1푀 휌2 + (1 − 훼2) 푑푀푁 휎2.
Proof. The proof follows by computing each term in equation 18 of corollary 0
(푓훼 ) = (1 − 훼)2 (푀 − 1푀 ) 휌2 + (1 − 훼)2 Var[푓퐯̂] + 훼2 Var[푓퐮̂] + 2훼(1 − 훼) Cov[푓퐯̂, 푓퐮̂] (30)
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We need to find Cov[푓퐯̂, 푓퐮̂]:
Cov[푓퐯̂, 푓퐮̂] = 피 [(푓퐯̂ − 피푓퐯̂)(푓퐮̂ − 피푓퐮̂)] (31)= 피 [( 1푀 푀∑푗=1 퐮̂푗 − 퐯)⊤ (퐮̂푚 − 퐮푚)] (32)= 피 [ 1푀 푀∑푗=1 퐫̂⊤푗 퐫̂푚] (33)= 푑푀푁 휎2 (34)
where, as in the previous theorem, the expectation over squared 퐱, 피퐱[퐱퐱⊤], is the identity matrix. Likewise,
we obtain Var[푓퐮̂] = 푑푁 휎2, and Var[푓퐯̂] = 푑푀푁 휎2. Combining everything above, we get that the generalization
error is
(푓훼 ) = 훼2 푑푁 휎2 + (1 − 훼)2푀 − 1푀 휌2 + (1 − 훼)2 푑푀푁 휎2 + 2훼(1 − 훼) 푑푀푁 휎2 (35)= 훼2 푑푁 휎2 + (1 − 훼)2푀 − 1푀 휌2 + (1 − 훼2) 푑푀푁 휎2 (36)
This can be solved to find the optimal 훼 ∗ that minimizes 푓훼 (퐱; 퐯̂, 퐮̂푚).
Corollary 1. The optimal 훼 ∗ that minimizes (푓훼 ) is훼 ∗ = 휌2휌2 + 푑푁 휎2 . (37)
Moreover, when 휎2, 휌2 ≠ 0, we have that (푓훼 ∗ ) < (푓퓁 ) and (푓훼 ∗ ) < (푓푔 ).
Proof. Taking derivative w.r.t to 훼 , and setting to 0 gives an exact expression for 훼 ∗:훼 ∗ = 푀−1푀 휌2푀−1푀 휌2 + 푀−1푀 푑푁 휎2 = 휌2휌2 + 푑푁 휎2 . (38)
This shows that using an ensemble of local and global models reduces both data variance and device variance.
When 휌2 is large (high device variance), one should lean towards using local models that better model the
local data distributions (larger 훼 ∗). Conversely, when 휎2 is large (high data variance), one should lean towards
using a global model whose parameters are updated using more data across all devices (smaller 훼 ∗).
B Fair Representation Learning
B.1 Fair Training of Local Models
In this section we detail one extension of local representation learning to remove information that might
be indicative of protected attributes. The data on each device is now a triple (퐗푚 ,퐘푚 , 퐏푚) drawn non-i.i.d.
from a joint distribution 푝(푋, 푌 , 푃 ) where 퐩 ∈  are some protected attributes which the model should not
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predict. For example, although there exist correlations between race and income [27] which could help in
income prediction [10], it would be undesirable for our models to rely on these correlations since these would
exacerbate racial biases.
To learn fair local representations, we use adversarial training [35] to remove protected attributes (Figure 1
(d)). More formally, we aim to learn a local model 퓁푚 such that the distribution of 퓁푚(퐱; 휃퓁푚) conditional on 퐡
is invariant with respect to protected attributes 퐩:푝(퓁푚(퐱; 휃퓁푚) = 퐡|퐩) = 푝(퓁푚(퐱; 휃퓁푚) = 퐡|퐩′) (39)
for all 퐩, 퐩′ ∈  and outputs 퐡 ∈  of 퓁푚( ⋅ ; 휃퓁푚), thereby implying that 퓁푚(퐱; 휃퓁푚) and 퐩 are independent. [35]
showed that we can use adversarial networks in order to constrain model 퓁푚 to satisfy Equation (39). 퓁푚 is
pit against an auxiliary adversarial model 푎푚 = 푝휃푎푚 (퐩|푓 (퐱; 휃퓁푚) = 퐡) with parameters 휃푎푚 and loss 푎푚(휃퓁푚 , 휃푎푚).
The adversarial network 푎푚 is trained to predict 퐩 as much as possible given local representations 퐡. If푝(퓁푚(퐱; 휃퓁푚) = 퐡|퐩) varies with 퐩, then the corresponding correlation can be captured by adversary 푎푚. On
the other hand, if 푝(퓁푚(퐱; 휃퓁푚) = 퐡|퐩) is indeed invariant with respect to 퐩, then adversary 푎푚 should perform
randomly. Therefore, we train 퓁푚 to both minimize the global prediction loss 푔푚(휃퓁푚 , 휃푎푚) and to maximize
the adversarial loss 푎푚(휃퓁푚 , 휃푎푚). In practice, the local model 퓁푚, (local copy of the) global model 푔, and
adversarial model 푎푚 are updated by solving for the minimax solution:휃̂ 퓁푚 , 휃̂푔푚 , 휃̂푎푚 = arg min{휃 퓁푚 ,휃푔푚}max휃푎푚 [푔푚(휃 퓁푚 , 휃푔푚) − 푎푚(휃 퓁푚 , 휃푎푚)] . (40)
푔푚 and 푎푚 are computed using the expected value of the log-likelihood through inference networks 퓁푚, 푔,
and 푎푚. We optimize equation (40) by treating it as a coordinate descent problem and alternately solving for휃̂퓁푚 , 휃̂푔푚 , 휃̂푎푚 using gradient-based methods (details in Appendix A). Proposition 3 in Appendix A further shows
that adversarial training learns an optimal local model 퓁푚 that is invariant with respect to 퐩 under local device
data distribution 푝(푋푚 , 푌푚 , 푃푚). To the best of our knowledge, we are the first to extend this analysis, both
theoretically and empirically, to the federated learning setting. Key to this analysis is the separation of local
and global models which allows learning of fair intermediate representations 퐡.
In Figure 1, we also illustrate several other choices of local representation learning using auxiliary local models푎푚 for (b) unsupervised autoencoding training, where 푎푚 reconstructs 퐱 given 퐡, and (c) self-supervised
learning (e.g. jigsaw solving [45]), where 푎푚 predicts auxiliary features 퐳 given 퐡. However, when using
local supervised learning, 푎푚 and 푔 are similar classification branches (Figure 1 (a)) both supervised by the
target labels. LG-FEDAVG can therefore be trained without 푎푚 to directly learn local representations 퐡 for
the global model 푔 to make predictions (equation 1). Thus, LG-FEDAVG for supervised learning does not
incur additional computational complexity while reducing communicated global parameters.
B.2 Theoretical Analysis of Local Fair Representation Learning
In this section we provide some details of the theoretical proofs and implementation of fair representation
learning in our federated learning framework. The setting is adapted from [35]. First recall our dual objective
across the local model 퓁푚, (local copy of the) global model 푔 and auxiliary adversarial model 푎푚:퐸(휃퓁푚 , 휃푔푚 , 휃푎푚) = 푔푚(휃퓁푚 , 휃푔푚) − 푎푚(휃퓁푚 , 휃푎푚). (41)
This implies that the global models should be trained in an adversarial manner since the path of inference
when training the (local copy) of the global model also involves the local representation 퐡 and protected
attributes 퐩 (refer to Figure 3). When training the global model we optimize for the dual objective across
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the local model 퓁푚, global model 푔, and adversarial model 푎푚 by finding the minimax solution 휃̂퓁푚 , 휃̂푔푚 , 휃̂푔푚,
defined as 휃̂퓁푚 , 휃̂푔푚 , 휃̂푎푚 = arg min{휃퓁푚 ,휃푔푚}max휃푎푚 퐸(휃퓁푚 , 휃푔푚 , 휃푎푚). (42)
To do so, we can iteratively solve for 휃̂퓁푚 , 휃̂푔푚 , 휃̂푎푚 in an alternating fashion. In other words, initialize휃̂퓁 (0)푚 , 휃̂푔(0)푚 , 휃̂푎(0)푚 and repeat until convergence:휃̂퓁 (푡+1)푚 = argmin휃퓁푚 퐸(휃퓁푚 , 휃푔(푡)푚 , 휃푎(푡)푚 ), (43)휃̂푔(푡+1)푚 = argmin휃푔푚 퐸(휃퓁 (푡+1)푚 , 휃푔푚 , 휃푎(푡)푚 ), (44)휃̂푎(푡+1)푚 = argmax휃푎푚 퐸(휃퓁 (푡+1)푚 , 휃푔(푡+1)푚 , 휃푎푚). (45)
푔푚 and 푎푚 are computed using the expected value of the log likelihood through the inference networks 퓁푚, 푔,
and 푎푚 and the optimization procedure involves using gradient descent and iteratively solving for 휃̂퓁푚 , 휃̂푔푚 , 휃̂푎푚
until convergence. Suppose we define the local data distribution 푝(푋푚 , 푌푚 , 푃푚), then Proposition 3 shows that
this adversarial training procedure learns an optimal local model 퓁푚 that is at the same time pivotal (invariant)
with respect to 퐩 under 푝(푋푚 , 푌푚 , 푃푚).
Proposition 3 (Optimality of 퓁푚, adapted from Proposition 1 in [35]). Suppose we compute losses 푔푚 and푎푚 using the expected log likelihood through the inference networks 퓁푚, 푔, and 푎푚,
푔푚(휃퓁푚 , 휃푔푚) = 피퐱∼푋푚피퐲∼푌푚 |퐱 [− log(∑퐡 푝휃푔푚 (퐲|퐡) 푝휃퓁푚 (퐡|퐱))] , (46)
푎푚(휃퓁푚 , 휃푎푚) = 피퐡∼푓 (푋푚 ;휃퓁푚)피퐩∼푃푚 |퐡[− log 푝휃푎푚 (퐩|퐡)]. (47)
Then, if there is a minimax solution (휃̂퓁푚 , 휃̂푔푚 , 휃̂푎푚) for equation (42) such that 퐸(휃̂퓁푚 , 휃̂푔푚 , 휃̂푎푚) = 퐻 (푌푚 |푋푚) −퐻 (푃푚), then 퓁푚( ⋅ ; 휃̂퓁푚) is both an optimal classifier and a pivotal quantity.
Proof. For fixed 휃퓁푚, the adversary 푎푚 is optimal at휃̂퐫푚 = argmax휃푎푚 퐸(휃퓁푚 , 휃푔푚 , 휃푎푚) = argmin휃푎푚 푎푚(휃퓁푚 , 휃푎푚), (48)
in which case 푝휃̂푎푚 (퐩|푓 (푋푚; 휃퓁푚) = 퐡) = 푝(퐩|퓁푚(푋푚; 휃퓁푚) = 퐡) for all 퐩 and all 퐡, and푎푚 reduces to the expected
entropy 피퐡∼퓁푚(푋푚 ;휃퓁푚) [퐻 (푃푚 |퓁푚(푋푚; 휃퓁푚) = 퐡)] of the conditional distribution of the protected variables 퐩.
This expectation corresponds to the conditional entropy of the random variables 푃푚 and 푓 (푋푚; 휃퓁푚) and can be
written as 퐻 (푃푚 |퓁푚(푋푚; 휃퓁푚)). Accordingly, the value function 퐸 can be restated as a function depending only
on 휃퓁푚 and 휃푔푚: 퐸′(휃퓁푚 , 휃푔푚) = 푔푚(휃퓁푚 , 휃푔푚) − 퐻 (푃푚 |퓁푚(푋푚; 휃퓁푚)). (49)
By our choice of the objective function we know that
푔푚(휃퓁푚 , 휃푔푚) = 피퐱∼푋푚피퐲∼푌푚 |퐱 [− log 푝(퐲|퐱)] ≥ 퐻 (푌푚 |푋푚) (50)
which implies that we have the lower bound퐻 (푌푚 |푋푚) − 퐻 (푃푚) ≤ 푔푚(휃퓁푚 , 휃푔푚) − 퐻 (푃푚 |퓁푚(푋푚; 휃퓁푚)) (51)
where the equality holds at 휃̂퓁푚 , 휃̂푔푚 = argmin{휃퓁푚 ,휃푔푚} 퐸′(휃퓁푚 , 휃푔푚) when:
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Figure 3: A closer look at the inference paths involved in adversarial training. The local models 퓁푚, (local copy of
the) global model 푔 and adversarial model 푎푚 are trained jointly for the global prediction objective and adversarial
objective. Refer to equation (42) for the dual optimization objective over local and global model and adversary parameters
respectively.
1. 피퐱∼푋푚피퐲∼푌푚 |퐱 [− log 푝(퐲|퐱)] ≥ 퐻 (푌푚 |푋푚), which implies that 휃̂퓁푚 and 휃̂푔푚 perfectly minimize the
negative log-likelihood of 푌푚 |푋푚 under 퓁푚, which happens when 휃̂퓁푚 and 휃̂푔푚 are the parameters of an
optimal classifier from 푋푚 to 푌푚 (through an intermediate representation 퐻 ). In this case, 푔푚 reduces
to its minimum value 퐻 (푌푚 |푋푚).
2. 휃̂퓁푚 maximizes the conditional entropy 퐻 (푃푚 |퓁푚(푋푚; 휃퓁푚)), since 퐻 (푃푚 |퓁푚(푋푚; 휃퓁푚)) ≤ 퐻 (푃푚) from the
properties of entropy.
By assumption, the lower bound is active which implies that 퐻 (푃푚 |퓁푚(푋푚; 휃퓁푚)) = 퐻 (푃푚) because of the
second condition. This in turn implies that 푃푚 and 퓁푚(푋푚; 휃퓁푚) are independent variables by the properties of
(conditional) entropy. Therefore, the optimal classifier 퓁푚( ⋅ ; 휃̂퓁푚) is also a pivotal quantity with respect to the
protected attributes 퐩 under local data distribution 푝(푋푚 , 푌푚 , 푃푚).
In practice, we optimize for the following dual objectives over local models 퓁푚, (local copy of the) global
model 푔, and adversarial model 푎푚 respectively:퐸(휃퓁푚 , 휃푔푚 , 휃푎푚) = 푔푚(휃퓁푚 , 휃푔푚) − 휆푎푚(휃퓁푚 , 휃푎푚). (52)
where 휆 is a hyperparameter that controls the tradeoff between the prediction model and the adversary
model.
C Experimental Details and Extra Results
Here we provide all the details regarding experimental setup, dataset preprocessing, model architectures,
model training, and performance evaluation. Our anonymized code is attached in the supplementary material.
All experiments are conducted on a single machine with 4 GeForce GTX TITAN X GPUs.
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<latexit sha1_base64="vJ0DjKp/7H4i62d8sCAN4zbogsQ=">AAAB7XicbVDLSgNBEOz1GeMr6tHLYBA8hV0V9Bj04jGCeUCyhN7JbDJmdmaZmRVC yD948aCIV//Hm3/jJNmDJhY0FFXddHdFqeDG+v63t7K6tr6xWdgqbu/s7u2XDg4bRmWasjpVQulWhIYJLlndcitYK9UMk0iwZjS8nfrNJ6YNV/LBjlIWJtiXPOYUrZMaHRTpALulsl/xZyDLJMhJGXLUuqWvTk/RLGHSUoHGtAM/teEYteVUsEmxkxmWIh1in7UdlZgwE45n107IqVN6JFbalbRkpv6eGGNizCi JXGeCdmAWvan4n9fObHwdjrlMM8sknS+KM0GsItPXSY9rRq0YOYJUc3croQPUSK0LqOhCCBZfXiaN80pwUfHvL8vVmzyOAhzDCZxBAFdQhTuoQR0oPMIzvMKbp7wX7937mLeuePnMEfyB9/kDjCuPGg==</latexit>
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<latexit sha1_base64="o3WBQHniumzdTzFgM/4a/LzWaDQ=">AAACBHicbVC7SgNBFJ2Nrxhfq5ZpBoNgFXZV0DJoYxnBPCBZwuzkbjJk9sHMXTEsKWz8FRsLRWz9CDv/xkmyhSYeGDiccy537vETKTQ6zrdVWFldW98obpa2tnd29+z9g6aOU8WhwWMZq7bPNEgRQQMFSmgnCljoS2j5o+up37oHpUUc3eE4AS9kg0gEgjM0Us8udxEeUIUZMyk2AIqgkYJSsZr07IpTdWagy8TNSYXkqPfsr24/5mkIEXLJtO64ToJexhQKLmFS6qYaEsZHZk/H0IiFoL1sdsSEHhulT4NYmRchnam/JzIWaj0OfZMMGQ71ojcV//M6KQaXXiaiJEWI+HxRkEqKMZ02QvtCAUc5NoRxJcxfKR8yxTia3kqmBHfx5GXSPK26Z1Xn9rxSu8rrKJIyOSInxCUXpEZuSJ00CCeP5Jm8kjfryXqx3q2PebRg5TOH5A+szx+ku5i4</latexit>
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<latexit sha1_base64="vJ0DjKp/7H4i62d8sCAN4zbogsQ=">AAAB7XicbVDLSgNBEOz1GeMr6tHLYBA8hV0V9Bj04jGCeUCyhN7JbDJmdmaZmRVC yD948aCIV//Hm3/jJNmDJhY0FFXddHdFqeDG+v63t7K6tr6xWdgqbu/s7u2XDg4bRmWasjpVQulWhIYJLlndcitYK9UMk0iwZjS8nfrNJ6YNV/LBjlIWJtiXPOYUrZMaHRTpALulsl/xZyDLJMhJGXLUuqWvTk/RLGHSUoHGtAM/teEYteVUsEmxkxmWIh1in7UdlZgwE45n107IqVN6JFbalbRkpv6eGGNizCi JXGeCdmAWvan4n9fObHwdjrlMM8sknS+KM0GsItPXSY9rRq0YOYJUc3croQPUSK0LqOhCCBZfXiaN80pwUfHvL8vVmzyOAhzDCZxBAFdQhTuoQR0oPMIzvMKbp7wX7937mLeuePnMEfyB9/kDjCuPGg==</latexit>
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<latexit sha1_base64="o3WBQHniumzdTzFgM/4a/LzWaDQ=">AAACBHicbVC7SgNBFJ2Nrxhfq5ZpBoNgFXZV0DJoYxnBPCBZwuzkbjJk9sHMXTEsKWz8FRsLRWz9CDv/xkmyhSYeGDiccy537vETKTQ6zrdVWFldW98obpa2tnd29+z9g6aOU8WhwWMZq7bPNEgRQQMFSmgnCljoS2j5o+up37oHpUUc3eE4AS9kg0gEgjM0Us8udxEeUIUZMyk2AIqgkYJSsZr07IpTdWagy8TNSYXkqPfsr24/5mkIEXLJtO64ToJexhQKLmFS6qYaEsZHZk/H0IiFoL1sdsSEHhulT4NYmRchnam/JzIWaj0OfZMMGQ71ojcV//M6KQaXXiaiJEWI+HxRkEqKMZ02QvtCAUc5NoRxJcxfKR8yxTia3kqmBHfx5GXSPK26Z1Xn9rxSu8rrKJIyOSInxCUXpEZuSJ00CCeP5Jm8kjfryXqx3q2PebRg5TOH5A+szx+ku5i4</latexit>
  = 1.5, ⇢ = 0.1
<latexit sha1_base64="OK8brK8APn8Ra53d29MXustoPBo=">AAAB/H icbVDLSsNAFJ3UV62vaJduBovgQkLiA90Uim5cVrAPaEKZTCft0MlMmJkIIdRfceNCEbd+iDv/xmmbhbYeuHA4517uvSdMGFXadb+t0srq2vpGebOytb 2zu2fvH7SVSCUmLSyYkN0QKcIoJy1NNSPdRBIUh4x0wvHt1O88Eqmo4A86S0gQoyGnEcVIG6lvV31FhzGqe87lqS9Hou46Xt+uuY47A1wmXkFqoECzb 3/5A4HTmHCNGVKq57mJDnIkNcWMTCp+qkiC8BgNSc9QjmKignx2/AQeG2UAIyFNcQ1n6u+JHMVKZXFoOmOkR2rRm4r/eb1UR9dBTnmSasLxfFGUMqgFn CYBB1QSrFlmCMKSmlshHiGJsDZ5VUwI3uLLy6R95njnjnt/UWvcFHGUwSE4AifAA1egAe5AE7QABhl4Bq/gzXqyXqx362PeWrKKmSr4A+vzB1zek0Y= </latexit>
  = 1.5, ⇢ = 0.06
<latexit sha1_base64="zKAfwxFYS4xWDFkbkclwPx4fEzI=">AAAB/XicbVDLSgMxFM3UV62v8bFzEyyCCxlmfG8KRTcuK9gHdIaSSTNtaDIZkoxQ h+KvuHGhiFv/w51/Y9rOQlsPXO7hnHvJzQkTRpV23W+rsLC4tLxSXC2trW9sbtnbOw0lUolJHQsmZCtEijAak7qmmpFWIgniISPNcHAz9psPRCoq4ns9TEjAUS+mEcVIG6lj7/mK9jiqeM75sS/7ouI67kXHLps2AZwnXk7KIEetY3/5XYFTTmKNGVKq7bmJDjIkNcWMjEp+qkiC8AD1SNvQGHGigmxy/QgeGqU LIyFNxRpO1N8bGeJKDXloJjnSfTXrjcX/vHaqo6sgo3GSahLj6UNRyqAWcBwF7FJJsGZDQxCW1NwKcR9JhLUJrGRC8Ga/PE8aJ4536rh3Z+XqdR5HEeyDA3AEPHAJquAW1EAdYPAInsEreLOerBfr3fqYjhasfGcX/IH1+QPYM5OF</latexit>
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<latexit sha1_base64="vJ0DjKp/7H4i62d8sCAN4zbogsQ=">AAAB7X icbVDLSgNBEOz1GeMr6tHLYBA8hV0V9Bj04jGCeUCyhN7JbDJmdmaZmRVCyD948aCIV//Hm3/jJNmDJhY0FFXddHdFqeDG+v63t7K6tr6xWdgqbu/s7u 2XDg4bRmWasjpVQulWhIYJLlndcitYK9UMk0iwZjS8nfrNJ6YNV/LBjlIWJtiXPOYUrZMaHRTpALulsl/xZyDLJMhJGXLUuqWvTk/RLGHSUoHGtAM/t eEYteVUsEmxkxmWIh1in7UdlZgwE45n107IqVN6JFbalbRkpv6eGGNizCiJXGeCdmAWvan4n9fObHwdjrlMM8sknS+KM0GsItPXSY9rRq0YOYJUc3cro QPUSK0LqOhCCBZfXiaN80pwUfHvL8vVmzyOAhzDCZxBAFdQhTuoQR0oPMIzvMKbp7wX7937mLeuePnMEfyB9/kDjCuPGg==</latexit>
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<latexit sha1_base64="o3WBQHniumzdTzFgM/4a/LzWaDQ=">AAACBHicbVC7SgNBFJ2Nrxhfq5ZpBoNgFXZV0DJoYxnBPCBZwuzkbjJk9sHMXTEsKWz8FRsLRWz9CDv/xkmyhSYeGDiccy537vETKTQ6zrdVWFldW98obpa2tnd29+z9g6aOU8WhwWMZq7bPNEgRQQMFSmgnCljoS2j5o+up37oHpUUc3eE4AS9kg0gEgjM0Us8udxEeUIUZMyk2AIqgkYJSsZr07IpTdWagy8TNSYXkqPfsr24/5mkIEXLJtO64ToJexhQKLmFS6qYaEsZHZk/H0IiFoL1sdsSEHhulT4NYmRchnam/JzIWaj0OfZMMGQ71ojcV//M6KQaXXiaiJEWI+HxRkEqKMZ02QvtCAUc5NoRxJcxfKR8yxTia3kqmBHfx5GXSPK26Z1Xn9rxSu8rrKJIyOSInxCUXpEZuSJ00CCeP5Jm8kjfryXqx3q2PebRg5TOH5A+szx+ku5i4</latexit>
↵
<latexit sha1_base64="vJ0DjKp/7H4i62d8sCAN4zbogsQ=">AAAB7XicbVDLSgNBEOz1GeMr6tHLYBA8hV0V9Bj04jGCeUCyhN7JbDJmdmaZmRVC yD948aCIV//Hm3/jJNmDJhY0FFXddHdFqeDG+v63t7K6tr6xWdgqbu/s7u2XDg4bRmWasjpVQulWhIYJLlndcitYK9UMk0iwZjS8nfrNJ6YNV/LBjlIWJtiXPOYUrZMaHRTpALulsl/xZyDLJMhJGXLUuqWvTk/RLGHSUoHGtAM/teEYteVUsEmxkxmWIh1in7UdlZgwE45n107IqVN6JFbalbRkpv6eGGNizCi JXGeCdmAWvan4n9fObHwdjrlMM8sknS+KM0GsItPXSY9rRq0YOYJUc3croQPUSK0LqOhCCBZfXiaN80pwUfHvL8vVmzyOAhzDCZxBAFdQhTuoQR0oPMIzvMKbp7wX7937mLeuePnMEfyB9/kDjCuPGg==</latexit>
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<latexit sha1_base64="o3WBQHniumzdTzFgM/4a/LzWaDQ=">AAACBHicbVC7SgNBFJ2Nrxhfq5ZpBoNgFXZV0DJoYxnBPCBZwuzkbjJk9sHMXTEsKWz8FRsLRWz9CDv/xkmyhSYeGDiccy537vETKTQ6zrdVWFldW98obpa2tnd29+z9g6aOU8WhwWMZq7bPNEgRQQMFSmgnCljoS2j5o+up37oHpUUc3eE4AS9kg0gEgjM0Us8udxEeUIUZMyk2AIqgkYJSsZr07IpTdWagy8TNSYXkqPfsr24/5mkIEXLJtO64ToJexhQKLmFS6qYaEsZHZk/H0IiFoL1sdsSEHhulT4NYmRchnam/JzIWaj0OfZMMGQ71ojcV//M6KQaXXiaiJEWI+HxRkEqKMZ02QvtCAUc5NoRxJcxfKR8yxTia3kqmBHfx5GXSPK26Z1Xn9rxSu8rrKJIyOSInxCUXpEZuSJ00CCeP5Jm8kjfryXqx3q2PebRg5TOH5A+szx+ku5i4</latexit>
  = 1.5, ⇢ = 0.5
<latexit sha1_base64="+ZI9Xq/ Ev4JabDwHZMGL8CJj8HA=">AAAB/HicbVDLSsNAFJ34rPUV7dJNsAguJCR q0U2h6MZlBfuAJpTJdNIOnUeYmQgh1F9x40IRt36IO//GaZuFth64cDjnX u69J0ooUdrzvq2V1bX1jc3SVnl7Z3dv3z44bCuRSoRbSFAhuxFUmBKOW5p oiruJxJBFFHei8e3U7zxiqYjgDzpLcMjgkJOYIKiN1LcrgSJDBuu+WzsL 5EjUPbfWt6ue683gLBO/IFVQoNm3v4KBQCnDXCMKler5XqLDHEpNEMWTcp AqnEA0hkPcM5RDhlWYz46fOCdGGTixkKa4dmbq74kcMqUyFplOBvVILXpT 8T+vl+r4OswJT1KNOZovilPqaOFMk3AGRGKkaWYIRJKYWx00ghIibfIqmx D8xZeXSfvc9S9c7/6y2rgp4iiBI3AMToEPrkAD3IEmaAEEMvAMXsGb9WS 9WO/Wx7x1xSpmKuAPrM8fYu6TSg==</latexit>
  = 1.5, ⇢ = 0.02
<latexit sha1_base64="EU1XbqppEZnbih5ZZsJtMFq81Kg=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5CRbBhYSkKropFN24rGAf0IQymU7aofMIMxOh huKvuHGhiFv/w51/47TNQlsPXO7hnHuZOydKKFHa876twtLyyupacb20sbm1vWPv7jWVSCXCDSSokO0IKkwJxw1NNMXtRGLIIopb0fBm4rcesFRE8Hs9SnDIYJ+TmCCojdS1DwJF+gxWfffiNJADUfVcr9K1y6ZN4SwSPydlkKPetb+CnkApw1wjCpXq+F6iwwxKTRDF41KQKpxANIR93DGUQ4ZVmE2vHzvHRuk 5sZCmuHam6u+NDDKlRiwykwzqgZr3JuJ/XifV8VWYEZ6kGnM0eyhOqaOFM4nC6RGJkaYjQyCSxNzqoAGUEGkTWMmE4M9/eZE0K65/5np35+XadR5HERyCI3ACfHAJauAW1EEDIPAInsEreLOerBfr3fqYjRasfGcf/IH1+QPSI5OB</latexit>
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<latexit sha1_base64="vJ0DjKp/7H4i62d8sCAN4zbogsQ=">AAAB7XicbVDLSgNBEOz1GeMr6tHLYBA8hV0V9Bj04jGCeUCyhN7JbDJmdmaZmRVC yD948aCIV//Hm3/jJNmDJhY0FFXddHdFqeDG+v63t7K6tr6xWdgqbu/s7u2XDg4bRmWasjpVQulWhIYJLlndcitYK9UMk0iwZjS8nfrNJ6YNV/LBjlIWJtiXPOYUrZMaHRTpALulsl/xZyDLJMhJGXLUuqWvTk/RLGHSUoHGtAM/teEYteVUsEmxkxmWIh1in7UdlZgwE45n107IqVN6JFbalbRkpv6eGGNizCi JXGeCdmAWvan4n9fObHwdjrlMM8sknS+KM0GsItPXSY9rRq0YOYJUc3croQPUSK0LqOhCCBZfXiaN80pwUfHvL8vVmzyOAhzDCZxBAFdQhTuoQR0oPMIzvMKbp7wX7937mLeuePnMEfyB9/kDjCuPGg==</latexit>
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<latexit sha1_base64="o3WBQHniumzdTzFgM/4a/LzWaDQ=">AAACBHicbVC7SgNBFJ2Nrxhfq5ZpBoNgFXZV0DJoYxnBPCBZwuzkbjJk9sHMXTEsKWz8FRsLRWz9CDv/xkmyhSYeGDiccy537vETKTQ6zrdVWFldW98obpa2tnd29+z9g6aOU8WhwWMZq7bPNEgRQQMFSmgnCljoS2j5o+up37oHpUUc3eE4AS9kg0gEgjM0Us8udxEeUIUZMyk2AIqgkYJSsZr07IpTdWagy8TNSYXkqPfsr24/5mkIEXLJtO64ToJexhQKLmFS6qYaEsZHZk/H0IiFoL1sdsSEHhulT4NYmRchnam/JzIWaj0OfZMMGQ71ojcV//M6KQaXXiaiJEWI+HxRkEqKMZ02QvtCAUc5NoRxJcxfKR8yxTia3kqmBHfx5GXSPK26Z1Xn9rxSu8rrKJIyOSInxCUXpEZuSJ00CCeP5Jm8kjfryXqx3q2PebRg5TOH5A+szx+ku5i4</latexit>
↵
<latexit sha1_base64="vJ0DjKp/7H4i62d8sCAN4zbogsQ=">AAAB7XicbVDLSgNBEOz1GeMr6tHLYBA8hV0V9Bj04jGCeUCyhN7JbDJmdmaZmRVC yD948aCIV//Hm3/jJNmDJhY0FFXddHdFqeDG+v63t7K6tr6xWdgqbu/s7u2XDg4bRmWasjpVQulWhIYJLlndcitYK9UMk0iwZjS8nfrNJ6YNV/LBjlIWJtiXPOYUrZMaHRTpALulsl/xZyDLJMhJGXLUuqWvTk/RLGHSUoHGtAM/teEYteVUsEmxkxmWIh1in7UdlZgwE45n107IqVN6JFbalbRkpv6eGGNizCi JXGeCdmAWvan4n9fObHwdjrlMM8sknS+KM0GsItPXSY9rRq0YOYJUc3croQPUSK0LqOhCCBZfXiaN80pwUfHvL8vVmzyOAhzDCZxBAFdQhTuoQR0oPMIzvMKbp7wX7937mLeuePnMEfyB9/kDjCuPGg==</latexit>
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<latexit sha1_base64="o3WBQHniumzdTzFgM/4a/LzWaDQ=">AAACBHicbVC7SgNBFJ2Nrxhfq5ZpBoNgFXZV0DJoYxnBPCBZwuzkbjJk9sHMXTEsKWz8FRsLRWz9CDv/xkmyhSYeGDiccy537vETKTQ6zrdVWFldW98obpa2tnd29+z9g6aOU8WhwWMZq7bPNEgRQQMFSmgnCljoS2j5o+up37oHpUUc3eE4AS9kg0gEgjM0Us8udxEeUIUZMyk2AIqgkYJSsZr07IpTdWagy8TNSYXkqPfsr24/5mkIEXLJtO64ToJexhQKLmFS6qYaEsZHZk/H0IiFoL1sdsSEHhulT4NYmRchnam/JzIWaj0OfZMMGQ71ojcV//M6KQaXXiaiJEWI+HxRkEqKMZ02QvtCAUc5NoRxJcxfKR8yxTia3kqmBHfx5GXSPK26Z1Xn9rxSu8rrKJIyOSInxCUXpEZuSJ00CCeP5Jm8kjfryXqx3q2PebRg5TOH5A+szx+ku5i4</latexit>
  = 1.5, ⇢ = 0.1
<latexit sha1_base64="OK8brK8APn8Ra53d29MXustoPBo=">AAAB/H icbVDLSsNAFJ3UV62vaJduBovgQkLiA90Uim5cVrAPaEKZTCft0MlMmJkIIdRfceNCEbd+iDv/xmmbhbYeuHA4517uvSdMGFXadb+t0srq2vpGebOytb 2zu2fvH7SVSCUmLSyYkN0QKcIoJy1NNSPdRBIUh4x0wvHt1O88Eqmo4A86S0gQoyGnEcVIG6lvV31FhzGqe87lqS9Hou46Xt+uuY47A1wmXkFqoECzb 3/5A4HTmHCNGVKq57mJDnIkNcWMTCp+qkiC8BgNSc9QjmKignx2/AQeG2UAIyFNcQ1n6u+JHMVKZXFoOmOkR2rRm4r/eb1UR9dBTnmSasLxfFGUMqgFn CYBB1QSrFlmCMKSmlshHiGJsDZ5VUwI3uLLy6R95njnjnt/UWvcFHGUwSE4AifAA1egAe5AE7QABhl4Bq/gzXqyXqx362PeWrKKmSr4A+vzB1zek0Y= </latexit>
  = 1.5, ⇢ = 0.06
<latexit sha1_base64="zKAfwxFYS4xWDFkbkclwPx4fEzI=">AAAB/XicbVDLSgMxFM3UV62v8bFzEyyCCxlmfG8KRTcuK9gHdIaSSTNtaDIZkoxQ h+KvuHGhiFv/w51/Y9rOQlsPXO7hnHvJzQkTRpV23W+rsLC4tLxSXC2trW9sbtnbOw0lUolJHQsmZCtEijAak7qmmpFWIgniISPNcHAz9psPRCoq4ns9TEjAUS+mEcVIG6lj7/mK9jiqeM75sS/7ouI67kXHLps2AZwnXk7KIEetY3/5XYFTTmKNGVKq7bmJDjIkNcWMjEp+qkiC8AD1SNvQGHGigmxy/QgeGqU LIyFNxRpO1N8bGeJKDXloJjnSfTXrjcX/vHaqo6sgo3GSahLj6UNRyqAWcBwF7FJJsGZDQxCW1NwKcR9JhLUJrGRC8Ga/PE8aJ4536rh3Z+XqdR5HEeyDA3AEPHAJquAW1EAdYPAInsEreLOerBfr3fqYjhasfGcX/IH1+QPYM5OF</latexit>
Figure 4: Average test error under four settings: 1) when local models perform close to optimal (far left, 휎 = 1.5, 휌 = 0.5),
2) when local models perform better (middle left, 휎 = 1.5, 휌 = 0.1), 3) when global models perform better (middle right,휎 = 1.5, 휌 = 0.06), and 4) when global models perform close to optimal (far right, 휎 = 1.5, 휌 = 0.02). For all settings, using
an 훼-interpolation of both local and global models performs either close to the optimal extremes (cases 1 and 4) or better
than either extremes (cases 2 and 3).
A note on hyperparameters used: For MNIST and CIFAR experiments, we would like to emphasize that
our initial set of hyperparameters were taken directly from the default set of hyperparamters in https:
//github.com/shaoxiongji/federated-learning for fair comparison across all baselines and
our approach. They were NOT manually tuned for LG-FEDAVG to perform better.
For synthetic data, there are no hyperparamters involved.
For experiments on mobile data, since it is a new dataset, we start by training the best vanilla federated
learning model using FEDAVG and use the exact same set of hyperparameters for LG-FEDAVG.
For experiments on fairness, we again use all the default hyperparameters as obtained from the tutorial https:
//blog.godatadriven.com/fairness-in-ml and associated code https://github.com/
equialgo/fairness-in-ml.
C.1 Synthetic Data
We set 푑 = 20, 푀 = 100, number of train samples per device as 2000 and the number of test samples per
device as 1000. Data on device 푚 is generated by 퐱 ∼  [−1.0, 1.0] and teacher weights 퐮푚 = 퐯 + 퐫푚 are
sampled as 퐯 ∼  [0.0, 1.0], 퐫푚 ∼ (ퟎ푑 , 휌2퐈푑 ), where 휌2 represents device variance. Labels are observed with
noise, 푦 = 퐮⊤푚퐱 + 휖, 휖 ∼  (0, 휎2), where 휎2 represents data variance. We plot the average test error when
local models perform better due to higher device variance (Figure 2 left, 휎 = 1.5, 휌 = 0.1) and when global
models perform better due to lower device variance (Figure 2 right, 휎 = 1.5, 휌 = 0.06). For both settings,
using an interpolation of local and global models performs better than either extremes, which supports our
analysis.
We also provide several other results demonstrating the effects of data and device variance on the performance
local and/or global models. In particular, we fix data variance 휎 = 1.5 and gradually decrease device variance휌 ∈ {0.5, 0.1, 0.06, 0.02}. This results in 4 cases: 1) when local models perform close to optimal (Figure 4 far
left, 휎 = 1.5, 휌 = 0.5), 2) when local models perform better (Figure 4 middle left, 휎 = 1.5, 휌 = 0.1), 3) when
global models perform better (Figure 4 middle right, 휎 = 1.5, 휌 = 0.06), and 4) when global models perform
close to optimal (Figure 4 far right, 휎 = 1.5, 휌 = 0.02). For all settings, using an 훼-interpolation of both local
and global models performs either close to the optimal extremes (cases 1 and 4) or better than either extremes
(cases 2 and 3).
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C.2 Model Performance and Communication Efficiency
C.2.1 MNIST
Details: In all our experiments, we train with number of local epochs 퐸 = 1 and local minibatch size 퐵 = 10.
We set 퐶 = 0.1. Images were normalized prior to training and testing. In our experiments, we take the last
two layers to form our global model, reducing the number of parameters to 15.79% (99, 978/633, 226). Table 5
shows the of hyperparameters used. The dataset can be found here: http://yann.lecun.com/exdb/
mnist/. We train LG-FEDAVG with global updates until we reach a goal accuracy (97.5% for MNIST)
before training for additional rounds to jointly update local and global models. Our results are averaged over
10 runs. # FedAvg and LG Rounds are rounded to the nearest multiple of 5, which we use to calculate the
number of parameters communicated. Standard deviations are also reported.
Extra results: In this section we provide results on MNIST in comparison with the baselines, see Table 6.
Although MNIST is a slightly smaller dataset, we find that both local and global models help in maintaining
performance while using fewer communication parameters.
C.2.2 CIFAR10
Details: We train with number of local epochs 퐸 = 1 and local minibatch size 퐵 = 50. We set 퐶 = 0.1. Images
are randomly cropped to size 32, randomly flipped horizontally with probability 푝 = 0.5, resized to 224 × 224,
and normalized. For our model architecture, we chose Lenet-5. We use the two convolutional layers for
the global model in our LG-FEDAVG method to minimize the number of parameters. We therefore reduce
the number of parameters to 4.48% (2872/64102). Table 5 shows a table of additional hyperparameters used.
The dataset can be found here: https://www.cs.toronto.edu/~kriz/cifar.html. We train
LG-FEDAVG with global updates until we reach a goal accuracy (57% for CIFAR-10) before training for
additional rounds to jointly update local and global models. Our results are averaged over 10 runs and we
report standard deviations. # FedAvg and LG Rounds are rounded to the nearest multiple of 5, which we use
to calculate the number of parameters communicated.
Extra results: In this section we provide more results and also show a sensitivity analysis to various
hyperparameters especially regarding the data splits across devices and the local-global model split in our
method. See Table 8. Our results are especially strong here: across different data splits (different number
of users per device), LG-FEDAVG consistently performs better on local test and new test while using fewer
parameters.
C.2.3 VQA
Details: We adapt the baseline model from [1] without norm I image channel embeddings. We also
substitute the VGGNet [49] used in the original baseline model with a pre-trained ResNet-18 [22]. Finally
we use the deep LSTM [23] embedding, which is an LSTM that consists of two hidden layers. For the
LG-FEDAVG method, the global model uses the two final fully connected layers of the image and question
channels, as well as the the additional two fully connected layers following the fusion via element-wise
multiplication. The global model reduces the number of parameters to 9.53% (5149200/54042572). We
use 50 devices and set number of local epochs 퐸 = 1, local minibatch size 퐵 = 100, fraction of devices
sampled per round 퐶 = 0.1. To train and evaluate our models, we use the data from the following: https:
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Figure 5: Test accuracy on VQA across 20 rounds (dotted green line marks the goal accuracy of 40% used in Table 2).
LG-FEDAVG reaches an accuracy of 41.30% compared to 40.22% for FEDAVG while using only 9.53% of the parameters.
//visualqa.org/download.html. Table 10 shows a table of hyperparameters used, which strictly
follows the baseline model from [1]. We first trained the best FEDAVG model and used the exact same
hyperparamters to train LG-FEDAVG as well.
Extra results: In Figure 5, we plot the convergence of test accuracy across communication rounds. LG-
FEDAVG outperforms FEDAVG after 20 rounds while requiring only 9.53% of parameters in FEDAVG and
continues to improve.
C.2.4 Other Baselines
The MTL baseline [50] is implemented by training local models each with parameters 퐰푚 and adding
a joint regularization term (퐖,훀) = 휆1tr(퐖훀퐖⊤) + 휆2‖퐖‖2퐹 where 휆1 and 휆2 are hyperparmeters, and퐖 = [퐰1, ...,퐰푀 ] is a matrix whose 푚-th column is the weight vector for the 푚-th device. We choose훀 = (퐈푀 − 1푀 ퟏퟏ⊤)2 which implements mean-regularized multitask learning [16], which assumes that all the
tasks form one cluster, and that the weight vectors are close to their mean. For CIFAR-10, computing the
full 퐖 requires storing a matrix of size 푝 ×푀 . Optimizing and storing this matrix becomes infeasible as the
number of users or model size increases. Even for our experimental setting, where 푀 = 100 and 푝 ≈ 64, 000
(number of parameters in each local model), running MTL require the following relaxations. First, we reduce푀 to 10, reducing the size of 퐖 and therefore the number of parameters communicated per round.
C.3 Learning Personalized Mood Predictors from Mobile Data
Dataset details: We designed and collected a new dataset called Mobile Assessment for the Prediction of
Suicide (MAPS). MAPS was designed to elucidate real-time indicators of suicide risk in adolescents ages13 − 18 years. Current adolescent suicide ideators and recent suicide attempters along with aged-matched
psychiatric controls with no lifetime suicidal thoughts and behaviors completed baseline clinical assessments
(i.e., lifetime mental disorders, current psychiatric symptoms). Following the baseline clinical characterization,
a smartphone app, the Effortless Assessment of Risk States (EARS), was installed onto adolescents’ phones,
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Figure 6: Sample MNIST images used for training (top) and their rotated counterparts used to test the impact of
heterogeneous data on a trained federated model in an online setting (bottom).
and passive sensor data were acquired for 6-months. Notably, during EARS installation, a keyboard logger is
configured on adolescents’ phones, which then tracks all words typed into the phone as well as they app used
during this period. Each day during the 6-month follow-up, participants also were asked to rate their mood on
the previous day on a scale ranging from 1 − 100, with higher scores indicating a better mood.
All users have given consent for their mobile device data to be collected and shared with us for research
purposes.
MAPS is a realistic federated learning benchmark since it contains real-world data with privacy concerns and
high device variance due to highly personalized use of mobile phones. We used a preliminary preprocessed
version containing 572 samples across 14 participants. We discretize the scores into 5 bins for 5-way
classification. We use a random 80/10/10 split for training/validation/testing, conduct all experiments 10
times, and report the average accuracy and standard deviation.
Model details: To assess how mobile text data can be used to make personalized mood predictions, we train a
MLP classifier on top of a Bi-LSTM encoder. The Bi-LSTM has 128 hidden units and the MLP has two hidden
layers, each with size 512. We conduct our experiments over 10 iterations. Within each iteration, we use a
random 80/10/10 split for training/validation/testing. We train and validate our model 5 times on this split
and select the model that performs best on the validation set. We use the test accuracy of this best-performing
model as the test accuracy for the iteration. We report the average accuracy and standard deviation over
all 10 iterations in Figure 2(d). In addition to local only and FEDAVG results, we plot the performance of
LG-FEDAVG across different splits of local and global models (i.e. 훼 ∈ {0.2, 0.4, 0.6, 0.8}). Consistent with
our theoretical findings, an 훼-split across local and global models leverages both personalized representations
per devices as well as statistical strength sharing through data across all devices, outperforming either local or
global extremes.
C.4 Heterogeneous Data in an Online Setting
Details: Our experiments for the rotated MNIST follow the same settings and hyperparameter selection as
our normal MNIST experiments (section C.2). However, we include an additional device, which randomly
samples 3000 and 500 images from the train and test sets respectively and rotates them by a fixed 90 degrees.
We show some samples of the rotated MNIST images we used in Figure 6, where the top row shows the
normal MNIST images used during training and the bottom row shows the rotated MNIST images on the new
test device.
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C.5 Learning Fair Representations
Details: For method 1, FEDAVG, we train the global model and global adversary for 50 outer epochs,
within which the number of local epochs 퐸 = 10. For methods 2 and 3 involving local models, we begin by
pre-training the local models and local adversaries for 10 epochs before joint local and global training for 10
epochs. Table 11 shows the table of all hyperparameters used. Experiments were run 10 times with the same
hyperparameters but different random seeds. We aimed to keep the local, global, and adversary models as
similar as possible between the three baselines for fair comparison. Apart from the number of local and global
epochs all hyperparameters were kept the same from the tutorial https://blog.godatadriven.com/
fairness-in-ml and associated code https://github.com/equialgo/fairness-in-ml.
The data can be found at https://archive.ics.uci.edu/ml/datasets/Adult.
D Discussion and Future Work
We believe that LG-FEDAVG is a general approach that offers several extensions for future work.
Firstly, combining LG-FEDAVG with existing work on compressing the number of parameters and gradient
updates could further improve the efficiency of federated learning. For example, existing work in sparsi-
fying the data and model [54], developing efficient gradient-based methods [55, 12], and compressing the
updates [53, 60, 33] can all be applied to our local and global models. In particular, sparsifying the model
through techniques such as distillation [47] and hashing [11] could help to store the local models on devices
with small memory and computational power.
Secondly, depending on the test time scenario (i.e. local test vs new test), there is a trade off between the ideal
size of local models and the global model. If we know which device the test data belongs to, then having a
more accurate local model would allow us to perform better prediction at test time. However, if we do not
know which device the test data belongs to, it is important to use a more accurate global model to learn the
true data distribution across all devices. Therefore, another step for future work would be dynamically learn
the number of layers spread across the local and the global models, in a manner similar to learning dynamic
computation steps in neural networks [5]. Different devices which contain different data distributions could
use different local models which are dynamically learnt rather than hand-designed by the user. Techniques in
neural architecture search could also be helpful for this purpose.
Finally, learning fair representations is of utmost importance as our machine learning systems are deployed in
real-life settings such as healthcare, law, and policy-making. In addition to the adversarial training method
we described in this paper, there are a variety of methods for learning fair representations that can also be
incorporated into our flexible local models. For example, recent work has shown that pre-trained word and
sentence representations encode and exacerbate gender, race, and religious biases [4, 37, 59]. Incorporating
these debiasing methods for text data would be an important step towards learning fair and unbiased local
representations in federated learning.
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Table 5: Table of hyperparameters for MNIST experiments.
Model Parameter Value
FEDAVG
Input dim 784
Layers [512, 256, 256, 128]
Output dim 10
Loss cross entropy
Batchsize 10
Activation ReLU
Optimizer SGD
Learning rate 0.05
Momentum 0.5
Global epochs 800
LOCAL ONLY
Input dim 784
Layers [512, 256, 256, 128]
Output dim 10
Loss cross entropy
Batchsize 10
Activation ReLU
Optimizer SGD
Learning rate 0.05
Momentum 0.5
Global epochs 200
LG-FEDAVG, Local model
Input dim 784
Layers [512, 256, 256, 128]
Output dim 10
Loss cross entropy
Batchsize 10
Activation ReLU
Optimizer SGD
Learning rate 0.05
Momentum 0.5
Global epochs 100
LG-FEDAVG, Global model
Layers kept 2
Input dim 256
Layers [128]
Output dim 10
Loss cross entropy
Batchsize 10
Activation ReLU
Optimizer SGD
Learning rate 0.05
Momentum 0.5
Global epochs 400
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Table 6: Comparison of federated learning methods on MNIST with non-iid splits over devices. We report accuracy under
both local test and new test settings as well as the total number of parameters communicated across training iterations.
Best results in bold. LG-FEDAVG outperforms FEDAVG under local test and achieves similar performance under new test
while using around 50% of the total communicated parameters, across different device splits (2 − 10 classes per device).
Mean and standard deviation are computed over 10 runs.
Data Method Local Test Acc. (↑) New Test Acc. (↑) FedAvg Rounds LG Rounds Params Comm. (↓)
2
cl
as
se
s/
de
vi
ce
FEDAVG [38] 98.20 ± 0.05 ퟗퟖ.ퟐퟎ ± ퟎ.ퟎퟓ 800 0 5.6 × 1010
Local only [50] 98.72 ± 0.35 30.41 ± 7.88 0 0 0
LG-FEDAVG (ours) ퟗퟖ.ퟕퟕ ± ퟎ.ퟎퟗ 97.72 ± 0.08 400 100 ퟐ.ퟗ × ퟏퟎퟏퟎ
LG-FEDAVG (ours) 98.71 ± 0.08 97.94 ± 0.06 500 100 3.6 × 1010
LG-FEDAVG (ours) 98.70 ± 0.01 98.03 ± 0.05 600 100 4.3 × 1010
LG-FEDAVG (ours) 98.63 ± 0.09 98.07 ± 0.03 700 100 5.0 × 1010
LG-FEDAVG (ours) 98.54 ± 0.05 ퟗퟖ.ퟏퟕ ± ퟎ.ퟎퟓ 800 100 5.7 × 1010
Data Method Local Test Acc. (↑) New Test Acc. (↑) FedAvg Rounds LG Rounds Params Comm. (↓)
3
cl
as
se
s/
de
vi
ce
FEDAVG [38] 98.20 ± 0.02 ퟗퟖ.ퟐퟎ ± ퟎ.ퟎퟐ 800 0 5.6 × 1010
Local only [50] 97.55 ± 0.30 36.11 ± 10.13 0 0 0
LG-FEDAVG (ours) ퟗퟖ.ퟓퟓ ± ퟎ.ퟎퟗ 97.92 ± 0.08 400 100 ퟐ.ퟗ × ퟏퟎퟏퟎ
LG-FEDAVG (ours) 98.38 ± 0.04 98.03 ± 0.08 500 100 3.6 × 1010
LG-FEDAVG (ours) 98.44 ± 0.06 98.10 ± 0.03 600 100 4.3 × 1010
LG-FEDAVG (ours) 98.37 ± 0.08 98.14 ± 0.02 700 100 5.0 × 1010
LG-FEDAVG (ours) 98.34 ± 0.10 ퟗퟖ.ퟏퟖ ± ퟎ.ퟎퟓ 800 100 5.7 × 1010
Data Method Local Test Acc. (↑) New Test Acc. (↑) FedAvg Rounds LG Rounds Params Comm. (↓)
4
cl
as
se
s/
de
vi
ce
FEDAVG [38] 98.21 ± 0.05 ퟗퟖ.ퟐퟏ ± ퟎ.ퟎퟓ 800 0 5.6 × 1010
Local only [50] 96.53 ± 0.41 43.15 ± 16.41 0 0 0
LG-FEDAVG (ours) 98.32 ± 0.08 97.98 ± 0.08 400 100 ퟐ.ퟗ × ퟏퟎퟏퟎ
LG-FEDAVG (ours) 98.28 ± 0.07 98.00 ± 0.05 500 100 3.6 × 1010
LG-FEDAVG (ours) 98.33 ± 0.05 98.12 ± 0.05 600 100 4.3 × 1010
LG-FEDAVG (ours) 98.30 ± 0.06 98.12 ± 0.03 700 100 5.0 × 1010
LG-FEDAVG (ours) ퟗퟖ.ퟑퟒ ± ퟎ.ퟎퟔ ퟗퟖ.ퟐퟎ ± ퟎ.ퟎퟔ 800 100 5.7 × 1010
Data Method Local Test Acc. (↑) New Test Acc. (↑) FedAvg Rounds LG Rounds Params Comm. (↓)
5
cl
as
se
s/
de
vi
ce
FEDAVG [38] 98.13 ± 0.05 ퟗퟖ.ퟏퟑ ± ퟎ.ퟎퟓ 800 0 5.6 × 1010
Local only [50] 95.47 ± 0.31 58.69 ± 4.11 0 0 0
LG-FEDAVG (ours) 98.18 ± 0.06 97.82 ± 0.10 400 100 ퟐ.ퟗ × ퟏퟎퟏퟎ
LG-FEDAVG (ours) ퟗퟖ.ퟐퟔ ± ퟎ.ퟎퟕ 98.01 ± 0.07 500 100 3.6 × 1010
LG-FEDAVG (ours) 98.23 ± 0.04 98.06 ± 0.05 600 100 4.3 × 1010
LG-FEDAVG (ours) 98.23 ± 0.04 98.10 ± 0.05 700 100 5.0 × 1010
LG-FEDAVG (ours) 98.21 ± 0.07 ퟗퟖ.ퟏퟐ ± ퟎ.ퟎퟕ 800 100 5.7 × 1010
Data Method Local Test Acc. (↑) New Test Acc. (↑) FedAvg Rounds LG Rounds Params Comm. (↓)
10
cl
as
se
s/
de
vi
ce
(i
id
) FEDAVG [38] 97.93 ± 0.08 ퟗퟕ.ퟗퟑ ± ퟎ.ퟎퟖ 800 0 5.6 × 1010
Local only [50] 88.03 ± 0.37 86.24 ± 0.87 0 0 0
LG-FEDAVG (ours) 97.59 ± 0.08 97.61 ± 0.08 400 100 ퟐ.ퟗ × ퟏퟎퟏퟎ
LG-FEDAVG (ours) 97.78 ± 0.13 97.82 ± 0.14 500 100 3.6 × 1010
LG-FEDAVG (ours) 97.84 ± 0.10 97.86 ± 0.08 600 100 4.3 × 1010
LG-FEDAVG (ours) 97.85 ± 0.09 97.88 ± 0.09 700 100 5.0 × 1010
LG-FEDAVG (ours) ퟗퟕ.ퟗퟏ ± ퟎ.ퟏퟎ ퟗퟕ.ퟗퟑ ± ퟎ.ퟎퟕ 800 100 5.7 × 1010
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Table 7: Table of hyperparameters for CIFAR-10 experiments.
Model Parameter Value
FEDAVG
Loss cross entropy
Batchsize 50
Optimizer SGD
Learning rate 0.1
Momentum 0.5
Learning rate decay 0.005
Global epochs 1800
LOCAL ONLY
Loss cross entropy
Batchsize 50
Optimizer SGD
Learning rate 0.1
Momentum 0.5
Learning rate decay 0.005
Global epochs 200
LG-FEDAVG, Local model
Loss cross entropy
Batchsize 50
Optimizer SGD
Learning rate 0.1
Momentum 0.5
Learning rate decay 0.005
Global epochs 100
LG-FEDAVG, Global model
Loss cross entropy
Batchsize 50
Optimizer SGD
Learning rate 0.1
Momentum 0.5
Learning rate decay 0.005
Global epochs 1200
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Table 8: Comparison of federated learning methods on CIFAR-10 with non-iid split over devices. We report accuracy
under both local test and new test settings as well as the total number of parameters communicated across training
iterations. Best results in bold. LG-FEDAVG outperforms FEDAVG and under local test and achieves similar performance
under new test while using around 50% of the total communicated parameters, across different device splits (2 − 10 classes
per device). Mean and standard deviation are computed over 10 runs.
Data Method Local Test Acc. (↑) New Test Acc. (↑) FedAvg Rounds LG Rounds Params Comm. (↓)
2
cl
as
se
s/
de
vi
ce
FEDAVG [38] 58.99 ± 1.50 58.99 ± 1.50 1800 0 12.7 × 109
Local only [50] 87.93 ± 2.14 10.03 ± 0.06 0 0 0
LG-FEDAVG (ours) 90.20 ± 0.79 56.52 ± 1.59 1000 100 ퟕ.ퟏ × ퟏퟎퟗ
LG-FEDAVG (ours) 90.77 ± 0.50 57.95 ± 1.48 1200 100 8.5 × 109
LG-FEDAVG (ours) 91.07 ± 0.62 59.28 ± 1.70 1400 100 9.9 × 109
LG-FEDAVG (ours) 91.45 ± 0.77 59.96 ± 1.61 1600 100 11.3 × 109
LG-FEDAVG (ours) ퟗퟏ.ퟕퟕ ± ퟎ.ퟓퟔ ퟔퟎ.ퟕퟗ ± ퟏ.ퟒퟓ 1800 100 12.7 × 109
Data Method Local Test Acc. (↑) New Test Acc. (↑) FedAvg Rounds LG Rounds Params Comm. (↓)
3
cl
as
se
s/
de
vi
ce
FEDAVG [38] 63.68 ± 0.35 63.68 ± 0.350 1800 0 12.7 × 109
Local only [50] 79.79 ± 1.05 10.00 ± 0.00 0 0 0
LG-FEDAVG (ours) 86.01 ± 0.55 61.78 ± 0.61 1000 100 ퟕ.ퟏ × ퟏퟎퟗ
LG-FEDAVG (ours) 85.13 ± 0.76 63.01 ± 0.58 1200 100 8.5 × 109
LG-FEDAVG (ours) 86.69 ± 0.58 63.57 ± 0.31 1400 100 9.9 × 109
LG-FEDAVG (ours) 86.70 ± 0.49 63.39 ± 1.68 1600 100 11.3 × 109
LG-FEDAVG (ours) ퟖퟕ.ퟐퟔ ± ퟎ.ퟔퟑ ퟔퟒ.ퟕퟗ ± ퟎ.ퟓퟓ 1800 100 12.7 × 109
Data Method Local Test Acc. (↑) New Test Acc. (↑) FedAvg Rounds LG Rounds Params Comm. (↓)
4
cl
as
se
s/
de
vi
ce
FEDAVG [38] 65.54 ± 0.66 65.54 ± 0.66 1800 0 12.7 × 109
Local only [50] 78.01 ± 0.46 10.22 ± 0.29 0 0 0
LG-FEDAVG (ours) 82.56 ± 0.54 63.62 ± 0.64 1000 100 ퟕ.ퟏ × ퟏퟎퟗ
LG-FEDAVG (ours) 83.02 ± 0.47 64.40 ± 0.45 1200 100 8.5 × 109
LG-FEDAVG (ours) 83.61 ± 0.26 65.41 ± 0.71 1400 100 9.9 × 109
LG-FEDAVG (ours) 83.78 ± 0.56 65.99 ± 0.55 1600 100 11.3 × 109
LG-FEDAVG (ours) ퟖퟒ.ퟏퟒ ± ퟎ.ퟒퟐ ퟔퟔ.ퟒퟖ ± ퟎ.ퟕퟒ 1800 100 12.7 × 109
Data Method Local Test Acc. (↑) New Test Acc. (↑) FedAvg Rounds LG Rounds Params Comm. (↓)
5
cl
as
se
s/
de
vi
ce
FEDAVG [38] 67.21 ± 0.45 67.21 ± 0.45 1800 0 12.7 × 109
Local only [50] 73.42 ± 0.56 10.51 ± 0.49 0 0 0
LG-FEDAVG (ours) 80.97 ± 0.62 65.34 ± 1.00 1000 100 ퟕ.ퟏ × ퟏퟎퟗ
LG-FEDAVG (ours) 81.50 ± 0.52 66.32 ± 0.48 1200 100 8.5 × 109
LG-FEDAVG (ours) 81.92 ± 0.55 67.26 ± 0.44 1400 100 9.9 × 109
LG-FEDAVG (ours) 82.29 ± 0.38 67.61 ± 0.61 1600 100 11.3 × 109
LG-FEDAVG (ours) ퟖퟐ.ퟓퟏ ± ퟎ.ퟓퟎ ퟔퟖ.ퟑퟐ ± ퟎ.ퟓퟔ 1800 100 12.7 × 109
Data Method Local Test Acc. (↑) New Test Acc. (↑) FedAvg Rounds LG Rounds Params Comm. (↓)
10
cl
as
se
s/
de
vi
ce
(i
id
) FEDAVG [38] 67.74 ± 0.45 67.74 ± 0.45 1800 0 12.7 × 109
Local only [50] 45.54 ± 0.31 16.90 ± 3.09 0 0 0
LG-FEDAVG (ours) 68.09 ± 0.66 67.93 ± 0.61 1000 100 ퟕ.ퟏ × ퟏퟎퟗ
LG-FEDAVG (ours) 68.97 ± 0.55 68.90 ± 0.54 1200 100 8.5 × 109
LG-FEDAVG (ours) 69.36 ± 0.37 69.16 ± 0.30 1400 100 9.9 × 109
LG-FEDAVG (ours) 69.64 ± 0.38 69.52 ± 0.44 1600 100 11.3 × 109
LG-FEDAVG (ours) ퟔퟗ.ퟖퟗ ± ퟎ.ퟒퟖ ퟔퟗ.ퟕퟔ ± ퟎ.ퟒퟗ 1800 100 12.7 × 109
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Table 9: Table of hyperparameters for VQA experiments.
Model Parameter Value
FEDAVG
Loss cross entropy
Batchsize 100
Optimizer SGD
Learning rate 0.01
Momentum 0.9
Learning rate decay 0.0005
Global epochs 100
LG-FEDAVG, Local model
Loss cross entropy
Batchsize 100
Optimizer SGD
Learning rate 0.01
Momentum 0.9
Learning rate decay 0.0005
Global epochs 100
LG-FEDAVG, Global model
Loss cross entropy
Batchsize 100
Optimizer SGD
Learning rate 0.01
Momentum 0.9
Learning rate decay 0.0005
Global epochs 100
Table 10: Table of hyperparameters for MAPS experiments.
Model Parameter Value
FEDAVG
BiLSTM encoder hidden units 128
MLP hidden layers [512, 512]
Loss cross entropy
Max tokens per batch 2000
Optimizer adam
Learning rate 5e-3
Learning rate shrink 0.5
Local only
BiLSTM encoder hidden units 128
MLP hidden layers [512, 512]
Loss cross entropy
Max tokens per batch 2000
Optimizer adam
Learning rate 5e-3
Learning rate shrink 0.5
Global
BiLSTM encoder hidden units 128
MLP hidden layers [512, 512]
Loss cross entropy
Max tokens per batch 2000
Optimizer adam
Learning rate 5e-3
Learning rate shrink 0.5
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Table 11: Table of hyperparameters for experiments on learning fair representations on the UCI adult dataset.
Model Parameter Value
FEDAVG, Global model
Input dim 93
Layers [32,32,32]
Output dim 1
Loss cross entropy
Dropout 0.2
Batchsize 32
Activation ReLU
Optimizer SGD
Learning rate 0.1
Momentum 0.5
Global epochs 50
FEDAVG, Global Adversary
Input dim 32
Layers [32,32,32]
Output dim 2
Loss cross entropy
Dropout 0.2
Batchsize 32
Activation ReLU
Optimizer SGD
Learning rate 0.1
Momentum 0.5
Global epochs 50
LG-FEDAVG, Local model
LG-FEDAVG + Ave, Local model
Input dim 93
Layers [32,32,32]
Output dim 1
Loss cross entropy
Dropout 0.2
Batchsize 32
Activation ReLU
Optimizer SGD
Learning rate 0.1
Momentum 0.5
Local epochs 10
LG-FEDAVG + Ave, Local adversary
Input dim 93
Layers [32,32,32]
Output dim 2
Loss cross entropy
Dropout 0.2
Batchsize 32
Activation ReLU
Optimizer SGD
Learning rate 0.1
Momentum 0.5
Local epochs 10
LG-FEDAVG, Global model
LG-FEDAVG + Ave, Global model
Input dim 93
Layers [32,32,32]
Output dim 2
Loss cross entropy
Dropout 0.2
Batchsize 32
Activation ReLU
Optimizer SGD
Learning rate 0.1
Momentum 0.5
Global epochs 10
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