most often is 1.1 s (see Fig. 15 .3), with an average value of 1.4 s. If drivers complied with the legally stipulated specifications, traffic on many roads would come to a standstill much earlier than is currently the case. This paper builds on the papers by Friedrich [2] and Pavone [3] in this book. While [2] describes the general effects of autonomous vehicles on the transportation system, this paper addresses the modeling of autonomous and human-driven vehicles as well as the effects of autonomous vehicles on traffic management. Paper [3] , by contrast, largely ignores questions of traffic flow and traffic control and focuses primarily on the optimal allocation of supply in relation to demand based on the premise that vehicles can be shared. We can quite rightly conclude at this point that a combination of these approaches, together with a correct description of the share of travelers who would opt for transportation via a robotic "mobility-on-demand" system, allows the best possible appraisal of the potential of autonomous vehicles.
The paper also does not consider effects that would result from a fundamentally different organization of transportation. One example of this would be the EU's CityMobil project, in which such scenarios are discussed and examined in greater detail [4] . This paper will examine how autonomous vehicles affect typical traffic management applications by looking at a few examples which have not been developed in all specifics. These examples, in order of increasing complexity, are the simulation of a single traffic signal system (Sect. 15.4), simulation of an intersection controlled by an adaptive traffic signal system (Sect. 15.5), simulation of a green wave (Sect. 15.6) and the simulation of an entire city (Sect. 15.7).
Some of the questions to be considered here can draw on the effects of the introduction of intelligent speed control (autonomous intelligent speed control-AIC) on traffic flow on highways in particular [5] . There is a great deal of literature on this subject; the dissertation [5] and parts of the book [10] provide a more in-depth overview than is possible in this chapter.
One such AIC scenario is highly similar to Use Case #1 "Interstate Pilot Using Driver for Extended Availability", which in turn (from a traffic-flow standpoint) is a special variant of Use Case #3, "Full Automation Using Driver for Extended Availability". This is also the use case that plays the most important role in this chapter, notwithstanding the fact that it is rather irrelevant from the traffic-flow standpoint whether the driver is available or not. The availability of the driver could be important if the impact of failures on traffic flow was being examined, but this topic will not be addressed in this book. This would require detailed statistics regarding how frequently something of this sort occurs and under what circumstances-information which is not available at the current stage of technology of autonomous vehicles. The Use Cases #2 (Autonomous Valet Parking) and #4 (Vehicle on Demand) play only a minor role in this chapter, although Use Case #4 should be treated like Use Case #3 from a traffic-flow standpoint. Use Case #2 would be interesting because it has an influence on parking search traffic and thus indirectly on traffic demand and thereby also traffic control, but on the traffic management level it would require a significantly more complex approach than can be achieved here-it would require, for example, a precise quantification of the parking search traffic in a city. Even the simulation of the city of Braunschweig described in Sect. 15.7 assumes that vehicles that have reached their destinations always immediately find a parking spot.
A Model of Driving
Models that describe how a human drives a vehicle have been around for a long time [6] . Very many of these models (for an overview see [7] [8] [9] [10] )-since 1950 more than 100 models have been described solely for the process of following a vehicle driving aheadcan also without further ado be applied as models for autonomous vehicles, albeit with differing parameters for humans and machines as mentioned in Sect. 15.1. It is thus conceptually quite simple to model mixed traffic and quantify its effects on the transportation system as a whole.
In the following, the focus will be on the process of following a vehicle, which is the most important, but not the only relevant process that determines the development of traffic flow on roads.
Every vehicle is described by its position x(t), which depends on the time t and is defined in relation to some reference (e.g. the beginning of the current section of road), by its velocity v(t) and its acceleration a(t); see also Fig. 15.1 . In multi-lane traffic, the lane in which the vehicle is driving-the lateral coordinate, or distance of the vehicle from the edge of the road-comes in as a variable as well. Ideally each vehicle should also be indexed; this is circumvented in the following by describing the vehicle driving ahead with uppercase letters X t ð Þ; V t ð Þ; A t ð Þ. With the additional variables gap g t ð Þ ¼ X t ð Þ À x t ð Þ À ' and difference in velocity Dv t ð Þ ¼ V t ð Þ À v t ð Þ (see also Fig. 15.1 ), the reaction of the following vehicle can then be defined as the acceleration that the vehicle applies in a particular situation: Fig. 15.1 Visualization of the applied dynamic variables using a SUMO [19] screenshot. The traffic direction is from right to left. Image rights: copyright resides with author frequently show that the acceleration of a following vehicle lags approximately 2 s behind the acceleration of the vehicle driving ahead, there are also cases in which the following vehicle starts braking approximately 1 s before the leading vehicle-for example when approaching a traffic signal (traffic light). In the following, we will examine the abstract Eq. (15.1) with greater specificity. For example, one important question for the following observations is how precisely an autonomous vehicle moves. Surprisingly, many of the current adaptive cruise control systems and also published control algorithms work for automatic vehicles [11] [12] [13] as linear control systems:
Typical parameters for the two time constants are represented by a ¼ 1=20 1/s 2 and b ¼ 1=1:5 1/s; with these values, cruise control systems are configured in a way that is perceived by drivers as agreeable and natural [14] . For the preferred gap g Ã v ð Þ ¼ vs, as a rule the legal regulation is applied, albeit with a somewhat smaller value for the preferred time gap s, e.g. s ¼ 1:5 s, which is also used in the rest of this chapter. The model in Eq. (15.2) was originally introduced in Helly 1959 [15] as a model describing a human driver. This underscores the assertion that many driver models and the models for autonomous driving are mathematically very similar. Where they differ will be discussed in greater detail in Sect. 15.3.
The model in Eq. (15.2) has limits. For example, it is crash-free only for particular parameters ða; bÞ, and is only string stable for a small subset of parameters. String stability is the ability of a chain of vehicles driving behind each other not to succumb to the "slinky effect" and jam up: for instance, when minor braking by the first vehicle in the chain leads to an amplified effect along the chain, in extreme cases actually causing a vehicle in the chain to come to a standstill. Or causing a traffic accident. To date, this behavior has only been found in very specific situations (see [21] for an example)-it does not appear to be the normal case.
However, the parameters with string stability are not perceived as very agreeable by human drivers, so AIC systems generally apply a compromise solution that results in a weak string instability [14] .
For that reason, this paper looks at a different approach in the tradition of the models in [16] [17] [18] . A first step considers that an important condition for safe driving is fulfilled when the following applies:
In this equation, D V ð Þ; d v ð Þ are the braking distances of the leading and following vehicles. Obviously this model is predicated on the following driver having an idea of whether and how the leading vehicle will drive or brake. That is certainly not entirely adequate; and yet driving does work in many cases on the assumption that the other drivers will behave more or less as one does oneself.
However, that also means that the approach flowing from this and the following equation can be tricked by "strange" behavior on the part of the leading vehicle. If the leading vehicle has an autonomous emergency braking system that allows deceleration values of up to 12 m/s 2 , it violates the assumption of similar behavior to the following vehicle-typical deceleration values for a human driver are in the range of up to max. 4 m/s 2 -leading to a much shorter braking distance. This can be compensated for to some extent, as the following simulation results also show, because the equations resulting from this approach in the case of strong braking by the leading vehicle can exceed their own deceleration. At the same time, this approach is one that could find further application in the development of driver models for traffic safety. The above model can be developed further by stipulating that the safety condition be fulfilled not at the current time t, but also for a certain time t + T in the future. The time T is the anticipation time, i.e. the length of the planning horizon of the driver. With the notation x′ as a short-hand for the value of the variable x at the time t + T, the safety equation becomes:
But this equation can now be reformulated according to acceleration a. Thus
and together with an approach for the braking distances dðvÞ ¼ v 2 =ð2bÞ, the safety equation can be solved for a. There are various approaches for this; here primarily the following exact approach is pursued:
Interestingly, this approach for T ! 0 leads back to the one used in SUMO [19] . Another possibility, following [17] , is a Taylor expansion of dðv 0 Þ ¼ dðv þ aTÞ % dðvÞ þ aTv=bðvÞ, which, interestingly, leads to a linear equation for a which is simpler to solve and numerically less complex:
Although these equations look complicated, and it is rather unlikely that people can actually extract a root from a complex expression while driving, graphically it does strongly resemble the Helly model. This is interesting because it is indeed quite easy to imagine that a human driver is capable of carrying out a linear consideration along the lines of "I'm moving somewhat faster than the person in front of me, but the gap is large, so there is no immediate need to change anything." An idea of how this acceleration function looks for realistically selected parameters is provided by Fig. 15 .2.
In this context it is also interesting to know whether this approach is indeed free of collisions. The simple answer is no. Under some circumstances, the dynamic that follows from Eq. (15.3) can indeed be fooled. This can be demonstrated by a chain of vehicles following a leading vehicle that is driving according to a specific protocol a 0 t ð Þ. The salient parameters in the dynamics of the leading vehicle are primarily the maximum accelerations. Of particular interest here are the maximum decelerations and the question as to whether it is possible to produce a collision with the model.
Of course, no procedure can really test all eventualities. But the following approach does at least allow an estimation of how secure the models are. In a simulation, n = 50 vehicles follow a leading vehicle that selects its acceleration according to a specific protocol. Among other things, it repeatedly decelerates to a standstill, in some cases with decelerations at the limits of current driving dynamics capabilities. Studies on this set-up very quickly revealed that collisions can only be avoided in the models when the anticipation time T during braking is set to a lower value. In the following the models are always operated with T = 2 s in normal driving, and with T = 0.5 s when braking.
The respective simulations then show that, under these conditions, no accidents occur with the model in Eq. (15.3), at least not with the selected protocol a 0 t ð Þ. The Helly model, however, is not so tolerant with the selected parameters and occasionally produces rear-end collisions. 
Man Versus Machine
At this point the question arises as to what actually distinguishes a human driver from an autonomous vehicle. Heretofore just one significant difference has been established, and that is the time gap s with which the two drive. Humans should not drive with a gap of less than s ¼ 0:9 s, and the legal recommendation is actually s ¼ 2 s; in principle, a machine can drive with a s ¼ 0:3. . .0:5 s gap [1] . An example analysis of the actually maintained gaps (see Fig. 15 .3) on a German autobahn (with speed around 100 km/h, where the greatest traffic volumes are achieved) shows that (very) few human drivers approach this "ideal", whereas the overwhelming majority demonstrates legally compliant behavior. Figure 15 .3 also shows that human behavior covers a broad spectrum which stands in contrast to autonomous vehicles: they would all drive with a small and very similar value of s. This spectrum can be characterized [20] and quantified in greater detail. In general it can be said that s not only varies between different drivers, but indeed is not even consistent for the same driver. Unfortunately s is not precisely observable, in particular when the leading vehicle itself constantly changes speed, so it is only possible to posit assumptions as to how s varies over time. This then leads to 2D models [20, 21] , in which s varies in each time step. A simple scenario that leads to such a dynamic is the driver misjudging the gap. However, this error is time-correlated, i.e. when the estimated gap at a certain point in time is smaller than the actual gap, this will continue to be the case for a certain period thereafter as well. And there is a reasonable probability that the error will be asymmetrical: Gaps are frequently estimated to be significantly smaller than they actually are. Such a modeling approach does in any case lead to a very broad spectrum of s values, just as is observed empirically.
A second point in which a human differs from a machine is what is known as the action point mechanism [22] . Strictly speaking, a human driver cannot be described by a differential Eq. (15.1). Rather, a vehicle is controlled through correction of the acceleration (accelerator-pedal position) at irregular time intervals, as shown in the example Fig. 15 .4. The time gaps between successive action points also demonstrate a very broad distribution, with values between 0.5 and 1.5 s. Here there is evidently another modeling approach for traffic safety questions-if the time between two action points becomes very long, a critical situation can arise. In normal cases that does not occur, however, and there are only minor variances between a model based on Eq. (15.1) and a model in which the action points are explicitly used [23] . In particular, the action point mechanism alone does not lead to a wide distribution of gaps between the vehicles.
This too is demonstrated in the example used in Sect. 15.2 of the chain of vehicles following a leading vehicle. An evaluation of the gap measured (in the simulation), here as a function of the number of the following vehicle, shows that in most cases an autonomous vehicle follows the leading vehicle with significantly less variance-in spite of the sometimes extremely volatile behavior. A representation of this is found in Fig. 15 .5. Fig. 15.4 Acceleration as a function of time with a human driver. It can be seen that the acceleration changes erratically at the action points. Between the action points, it remains nearly constant. The data was recorded in a "drive" by the author with a driving simulator; similar images can be found in all data records with sufficiently accurate measurement of the acceleration or accelerator and brake pedal. Image rights: copyright resides with author Thus the models used in this chapter have been specified, and the difference between the human and the autonomous driving style has been characterized. The rest of this chapter will utilize various applications to illustrate what that means for typical traffic management applications.
Approaching a Traffic Signal
This process is one of the candidates in which autonomous vehicles promise significant benefits. In an approach to a traffic signal, the following examines the delay d per vehicle for a random combination of normal and autonomous vehicles. Here, g describes the share of autonomously driving vehicles, whereas s ¼ 0:5 s is assumed for autonomous and s ¼ 1:5 s for normal vehicles. The simulation results are also supported by a theoretical consideration. There is a theory for the described situation which was developed in [24] . Interestingly, the theory can be applied to a situation with a mix of autonomous and normal vehicles. Then the respective expression is:
In Eq. (15.4), q is the demand, s 0 the capacity of a flow of human-guided vehicles, s 1 the capacity of a flow of automated vehicles, g the green time and c the cycle time of the traffic signal. The cycle time is the time it takes for the traffic signal to regain the same state it had at the beginning. The simulation results for selected variations in demand (q) and the share of autonomous vehicles η is shown in Fig. 15 Fig. 15.6 . In principle, the entire distribution of delays can be used to characterize the results, which for reasons of space is omitted here, although it would be interesting. The fluctuations in the delays are a measure of the reliability of such a system. However, the example presented here shows that the delay fluctuations are only very weakly correlated with the proportion of autonomously guided vehicles; the major source of stochasticity in this system is generated by the demand and not the dynamics of the vehicles.
Two results in Fig. 15 .6 stand out. For one thing, the description from the theory does not always correspond to the simulation results. A considerable amount of research is still needed here, because it's not at all simple to translate the assumptions on which the theory is based into the simulated reality. This will undoubtedly be even more difficult in comparison with real measured values. To achieve agreement, the values for the saturation-traffic volume determined in the simulation had to be used-with the theoretical values, i.e. the τ values defined in Sect. 15.3, the agreement is not compelling.
Second, autonomous vehicles "only" change the capacity; otherwise there are no or only very small gains. As long as the demand stays away from the respective capacity, there are only minor differences between the various scenarios, at least on the level of the description selected here.
A change in the capacity does have one very positive effect, however: it means that the required green times at a traffic signal can be shorter, leaving more time for other modes of transport.
Adaptive Traffic Signals
Section 15.4 looked at a traffic signal with a fixed-time control system. Many modern systems, however, utilize an adaptive control system. That means that the traffic signal attempts to coordinate its green times with the current demand. When demand is low, the green times are short, and when demand is high, the system responds with long green times. The details are somewhat more complex, because the delay regarded as a function of the demand has a minimum with a certain optimal cycle time. An adaptive system is able to choose the optimal cycle time for itself, and makes very clever use of the fluctuations that occur in the traffic flow.
In this case as well, the aim is to examine how such an adaptive system handles a mix of autonomous and normal vehicles. To this purpose, simulation of a two-armed intersection controlled with an adaptive method was set up [27] . The two arms are 600 m long, and the delay per vehicle at intersection is measured. In contrast to Sect. 15.4, however, a demand was selected that depends on the time and thus replicates a peak hour group in which at the time of maximum demand the system is saturated in spite of its adaptivity. The demand function selected here is:
where q 0 is a basic load, q 1 is the amplitude of the demand fluctuation and T is the entire time period of the simulation. Both arms are subjected to the same demand, which represents a relatively unfavorable case. Beyond the delays, in this case it is primarily the green times that are of interest. Since the system adapts the times to the demand, they fluctuate within typical ranges. In many countries, the green time cannot fluctuate freely: for instance, the green time for a normal traffic signal cannot sink below 5 s, and in the following simulations, the maximum green time is set to 40 s. Such a simulation is also an interesting case in the evaluation of the simulation data. A single simulation of such a peak hour shows major fluctuations in terms of delays as well as green time and cycle times. Although the delays were averaged over a cycle of the system, that in itself is not sufficient because the cycles are themselves stochastic variables whose average values and statistics can only be determined through a sufficient number of repetitions of the same scenario with slightly different details-just as in reality when successive days are examined. To obtain statistically valid results, in this case the peak hour was repeated 50 times. At 5-min intervals, the averages of the delays over the last cycle and the corresponding green times set by the system were collected. The results in Fig. 15 .7 were composed from this data.
With maximum demand, the system extends the green times up to the limit of 40 s and thereby demonstrates that it has reached its saturation level. However, this only applies for a flow of normal vehicles. As soon as autonomous vehicles are added to the mix, the top delay value for sinks and with an equipment rate of 50 %, the maximum green time is not even reached. This lines up with the observation in Sect. 15.4 that autonomous vehicles not only increase the capacity, but also contribute to a reduction in green times-an effect that is rather clear in this example, namely that even a small proportion of autonomously guided vehicles can make a noticeable impact.
Green Wave with Autonomous Vehicles
The previous scenarios examined a single intersection. Much more interesting is the case of a stretch of road with multiple intersections in succession which are all controlled by a traffic signal system. In this case the coordination between the traffic signals, known colloquially as the green wave, plays an important role. Here again, a simulation is used to investigate how great an impact the introduction of autonomous vehicles has. Analogous to the procedure in [28] , a section of road with 10 intersections is simulated with varying coordination configurations. The demand, which is constant, the green times and the cycle times remain unchanged. The only change is to the offset, i.e. the point in time at which the traffic signal turns green for the vehicle flow in a particular direction. If this offset between two signals is precisely equal to the travel time between the two signals, the system is in its optimal state: the delay for the vehicles at the downstream signal is exactly zero when the green times are equal. In that case, just as many vehicles can cross the intersection as left the upstream traffic signal.
The expectation is clear: In this case, no improvements will be achieved with an autonomous vehicle; and that is precisely what the simulation results in Fig. 15 .8 demonstrate. However, autonomous vehicles do indeed improve the delay times in the case of sub-optimal coordination. The reason is that the bunch of vehicles that leaves a traffic signal is more compressed than with human drivers.
Simulation of a City
This final section will examine how the introduction of autonomous vehicles might impact an entire city. To this purpose, an existing SUMO simulation [19 25 ] of the city of Braunschweig is used to simulate the impact of autonomous vehicles on the traffic flow of a transportation system. However, the model introduced in Sect. 15.2 is not implemented in SUMO, so the simulation has to be carried out with the models that are available in SUMO. The simulation therefore uses the standard model integrated in SUMO, which in terms of describing the fluctuations of the drivers is not as refined as the model introduced here. To set up the model, a modified network by the NavTeq company is used; an extract of the transportation network is seen in Fig. 15.9 . The full simulation comprises the entire area of the city of Braunschweig, including the autobahns in the area. The simulation network comprises approximately 129,000 edges.
The required traffic demand comes from a start/destination matrix from the PTV company, which is available for different days of the week in 24 time slices of one hour each for each of those days. This demand was used to calculate a user equilibrium, which in this case required some 100 iteration steps. At the end of this process, for each vehicle simulated in SUMO there is an optimal route in the sense that every other route through the network would take longer. A total of 647,000 vehicles were simulated. Initial comparisons with real data from Braunschweig suggest that the matrix significantly underestimates the demand. This undoubtedly affects the results discussed here, but it was not possible to carry out such corrections in the context of this project.
To simulate autonomous vehicles, a new vehicle type is introduced which has similar parameters to the models in Sect. 15.2: the autonomous vehicles in SUMO drive with τ = 0.5 s, all others with τ = 1 and σ = 0.5. σ is the noise parameter in SUMO, i.e. it indicates by how much a vehicle deviates from the optimal driving style. The selection of τ = 0.5 s means that the time-step size in SUMO also has to be set to 0.5 s to ensure that the vehicles can continue to drive without colliding. This extends the simulation time from around 50 min to 90 min for the simulation of an entire day in Braunschweig.
Only the passenger vehicles were simulated as autonomous vehicles; the approximately 44,000 trucks remained unchanged. The traffic signals were likewise not entirely correctly represented in the simulation. It may therefore be assumed that on this end as well, further corrections to the simulation results below can be expected.
Nevertheless, this simulation delivers significant preliminary results, as seen in Fig. 15 .10. Even without further measures, the autonomous system is more efficient in the sense that it reduces delays between 5 and 80 %, with an average value of around 40 %. With the selected parameters, however, the variance in travel times changes relatively little; the system, in other words, becomes faster, but not necessarily more reliable. That could change if the traffic management system were also realistically simulated. Such studies are currently in the works.
Conclusion
This paper presents some initial considerations regarding how traffic management needs to respond to the opportunities presented by autonomous driving. The case studies presented here demonstrate that, depending on the scenario, very different improvements can be achieved in the flow of traffic through the introduction of autonomous vehicles.
Unfortunately, the improvements that could be achieved are difficult to summarize with a single number. It was demonstrated in Sect. 15.4, for example, that the capacity of a traffic signal can certainly be doubled. If the demand is low at the corresponding signal, this doubling is scarcely noticeable. But if the signal is working at the limits of its capacity, by contrast, even a minor increase in its capacity can lead to a dramatic improvement.
This can be observed quite clearly in the scenario in Sect. 15.5: here the demand runs the values from very low to (temporary) over-saturation. Although the introduction of autonomous vehicles has little impact on green times and delays when demand is low, it yields major improvements when the system is operating beyond capacity. Nevertheless, the magnitude of these improvements does depend on the details of the scenario being examined. If the peak value for demand were just a bit lower, the benefit would also be significantly diminished.
That notwithstanding, it may be asserted with confidence that at least in the urban context, the introduction of autonomous vehicles has the potential to generate substantial time gains at traffic signals which would then be available for other road users-if the introduction of these vehicles does not lead to an increase in demand for automotive transportation.
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