In this paper, we consider the longitudinal and transversal vibrations of the transmission Euler-Bernoulli beam with Kelvin-Voigt damping distributed locally on any subinterval of the region occupied by the beam and only in one side of the transmission point. We prove that the semigroup associated with the equation for the transversal motion of the beam is exponentially stable, although the semigroup associated with the equation for the longitudinal motion of the beam is polynomially stable. Due to the locally distributed and unbounded nature of the damping, we use a frequency domain method and combine a contradiction argument with the multiplier technique to carry out a special analysis for the resolvent.
Introduction
The theories of viscoelasticity, which include the Maxwell model, the Kelvin-Voigt model, and the standard linear solid model, are used to predict a material's response under different loading conditions. One of the simplest mathematical models constructed to describe the viscoelastic effects is the classical Kelvin-Voigt model. The basic idea concerning this model is that the stress is dependent on the deformation tensor and deformation-rate tensor. This model consists of a Newtonian damper and Hooke's elastic spring connected in parallel.
Recent advances in material science have provided new means for the suppression of vibrations of elastic structures. One approach is to bond or embed patches made of "smart material" to the underlying structure as passive or active damper. Due to the presence of the patches, the material properties of the structure, such as the density, Young's moduli, and damping coefficients, are changed. In particular, jump discontinuities at the location of the edges of the patch are usually introduced into these properties.
Consider a clamped elastic beam of length L. One segment of the beam is made of a viscoelastic material with Kelvin-Voigt constitutive relation in which a transmission effect has been established such a way that the damping is locally effective in only one side the transmission boundary. By the Kirchhoff hypothesis and neglecting the rotatory inertia, the longitudinal and transversal vibration of the beam can be described by the following transmission equations and boundary-initial conditions:
(1.1)
for t ∈ (0, +∞) w ′ 1 (l, t) = w ′ 2 (l, t) for t ∈ (0, +∞) q 1 .w ′′ 1 (l, t) = q 2 .w ′′ 2 (l, t) for t ∈ (0, +∞) q 1 .w ′′′ 1 (l, t) = q 2 .w ′′′ 2 (l, t) for t ∈ (0, +∞) w 1 (0, t) = w ′ 1 (0, t) = w 2 (L, t) = w ′ 2 (L, t) = 0 for t ∈ (0, +∞) w 1 (x, 0) = w 0 1 (x), w ′ 1 (x, 0) = w 1 1 (x) on (0, l) w 2 (x, 0) = w 0 2 (x), w ′ 2 (x, 0) = w 1 2 (x) on (l, L),
where u 1 .χ (0,l) + u 2 .χ (l,L) and w 1 .χ (0,l) + w 2 .χ (l,L) represent the longitudinal and transversal displacement of the beam in the interval (0, L) respectively, with χ (l 1 ,l 2 ) being the characteristic function of the interval (l 1 , l 2 ). The coefficient functions p 1 , q 1 , D a , D b are in L ∞ (0, l), p 2 , q 2 are in L ∞ (l, L) such that p 1 , p 2 , q 1 , q 2 ≥ c 0 > 0 and D a = a(x)χ (α,β) , D b = b(x)χ (α,β) , 0 ≤ α < β ≤ l < L and a(x), b(x) ≥ c 0 > 0. The energy of a solution of (1.1) and (1.2) at the time t ≥ 0 are defined respectively by
and E 2 (t) = 1 2 l 0 |ẇ 1 (x, t)| 2 + q 1 |w ′′ 1 (x, t)| 2 dx + L l |ẇ 2 (x, t)| 2 + q 2 |w ′′ 2 (x, t)| 2 dx .
By Green's formula we can prove that for all t 1 , t 2 > 0 we have
and
this mean that the energy is decreasing over the time. In [LL98] longitudinal and transversal vibrations of a clamped elastic beam were studied as problems with locally distributed damping.
It was shown that when viscoelastic damping is distributed only on a subinterval in the interior of the domain, the exponential stability holds for the transversal but not for the longitudinal motion. Then it was proved in [LR05] that we have exactly a polynomial stability for the longitudinal motion. At this point our main concern is the following question: Is the locally distributed Kelvin-Voigt damping (on any subinterval of (0, l)) strong enough to cause uniform exponential decay of the energy of the beam for transversal and longitudinal motion in the case of transmission problem given respectively by (1.2) and (1.1)?
An exponential stability of transmission problem for waves with frictional damping was treated in [BR07] , for the Timoshenko system it was treated in [Rap08] , the general decay of solution for the transmission problem of viscoelastic waves with memory was treated in [Rap09] and in [LR06] uniform stability is proved for the wave equation with smooth viscoelastic damping applied just around the boundary and more recently in [RBA11] in which the viscosity is distributed uniformly in the whole beam (0, l) and in [ARSV11] in which we consider a model of a material composed by three components, one of them is a Kelvin-Voigt viscoelastic material, the second is an elastic material (no dissipation) and the third is an elastic material inserted with a frictional damping mechanism.
Our main tool to prove the exponential stability is a result due to Prüss [Prü84] and to show the polynomial decay and the optimality of the decay rate we use a result due to Borichev and Tomilov [BT10] .
The remaining part of this paper is organized as follows. In section 2 under some assumptions in the coefficients we prove that the energy decay of problem (1.2) is exponentially stable and in section 3 we interested to the longitudinal motion given by (1.1) for which we prove that the corresponding semigroup is polynomially stable and not exponentially stable.
Transversal motion
with the norm
Then H 1 is a Hilbert space in which we define
. Thus, (1.2) can rewritten as an abstract evolution equation on H 1 ,
Proposition 2.1 The linear operator A 1 generates a C 0 -semigroup of contractions e tA 1 on H 1 , in particular there exists a unique solution of (1.2) which can be expressed by means of a semigroup on H 1 having the following regularity of the solution
if (w 0 1 , w 0 2 , w 1 1 , w 1 2 ) ∈ H 1 . In addition the imaginary axis iR is a subset of the resolvent set ρ(A 1 ).
Proof :
The well-posedness problem follow easily from [CLL98, section 2] in which we have only to verify a simple conditions named (H1), (H2) and (H3), to prove the dissipative character of the operator, which is the case for our problem. It is easy to show that there is no point spectrum of A 1 on the imaginary axis, i.e. iR∩σ p (A 1 ) = ∅. Further, V 1 ֒→ H with a compact embedding then the result of the resolvent set follow from [CLL98, Lemma 4.1].
We assume that q 1 is constant in each of the interval (0, α), (β, l) and q 2 is also constant in (l, L) and b, q 1 ∈ C([α, β]), and we suppose that we have
Theorem 2.1 Under the above assumptions on the coefficients of (1.2), the semigroup e A 1 t is exponentially stable, i.e., there exist µ > 0 and C µ > 0 such that
We need only to verify the condition for a C 0 -semigroup of contractions on a Hilbert space being exponentially stable (see [Hua85] , [Prü84] or [Gea78] ) i.e.,
Suppose that (2.2) is not true. By the continuity of the resolvent and the resonance theorem, there exist λ n ∈ R, (w n , v n ) = ((w 1,n , w 2,n ), (v 1,n , v 2,n )) ∈ D(A 1 ), for all n ∈ N such that
This implies Comparing (2.9) and (2.10) we have (2.11) y ′′ n = v 1,n .
The rest of the proof depends on the following two lemmas. Let ω n = |λ n |.
Lemma 2.1 The function y n defined above has the following properties:
Therefore, from (2.5) we have
Equations (2.7), (2.16) and (2.17) imply that
Applying the interpolation theorem involving compact subdomain [Ada75, Theorem 4.23] we find that (2.15) and (2.18) imply
Thus, (2.11) yields
In the other hand, (2.13) follow from
Since |λ n | −→ +∞, we obtain that y n −→ 0 in L 2 (α, β). This combined with (2.20) yields (2.12). From the interpolation inequality [Ada75, Theorem 4.17], we also have (2.14).
Lemma 2.2
The functions w 1,n ∈ H 4 (0, α) ∩ H 4 (β, l), for all n ∈ N have the following properties:
Since w 1,n , v 1,n ∈ H 2 (0, l), Sobolev's embedding theorem implies that they are also in C 1 (0, l). By (2.5) and (2.19) we have
Thus, λ n .w 1,n converges to zero in C 1 ([α, β]), which immediately leads to (2.22). Note that M n = −q 1 w ′′ 1,n on (0, α) ∪ (β, l), where q 1 ≡ q 1 (0) on [0, α) and q 1 ≡ q 1 (l) on (β, l]. From the definition of the domain of A 1 , we know w 1,n ∈ H 4 (0, α) and w 1,n ∈ H 4 (β, l). It follows from (2.10) that
Dividing (2.27) by ω n we obtain (2.24) by using (2.14) in the previous lemma.
In order to prove (2.23), we substitute (2.5) into (2.7) and (2.6) into (2.8) to get
We multiply the above equations by w 1,n and w 2,n respectively, then integrate by parts on (0, L). This leads to
Here we have used (2.3), (2.5), (2.6), (2.7), (2.8) and (2.16). Since w n 2 V 1 + v n 2 H = 1 and iλ n .w n − v n also converges to zero in L 2 (0, L), (2.29) implies that both λ n .w n 2 H and w n 2 V 1 must converge to 1 2 as n −→ +∞. This further leads to
On the intervals (0, α), (β, l) and (l, L), (2.28) becomes
(2.31) −λ 2 n .w 1,n + q 1 .w ′′′′ 1,n = g 1,n + iλ n .f 1,n in (0, α) ∪ (β, l) −λ 2 n .w 2,n + q 2 .w ′′′′ 2,n = g 2,n + iλ n .f 2,n in (l, L).
We multiply the first equation of (2.31) respectively by xw ′ 1,n and (L − x)w ′ 1,n and integrate on (0, α) and (β, l) respectively. Hence,
(2.33)
It is easy to see that the terms on the right hand side of (2.32) and (2.33) converges to zero. After a straightforward calculation (integration by parts), the two terms on the left hand side of (2.32) and (2.33) become
(2.37)
After substituting these terms into the real part of (2.32) and (2.33) and applying (2.22), (2.24) and (2.25), we obtain
(2.39)
Similarly, we can multiply the second equation of (2.31) by (L − x)w ′ 2,n and integrate on (l, L) to get
(2.40)
Then by summing (2.38), (2.39) and (2.40) and using (2.30) and the transmission conditions we find that
Finally, by using again the transmission conditions we obtain (2.23) easly.
In what follows, we will show that
to obtain a contradiction by the assumption (2.1) with (2.23). Denote by
Then (2.31) can be writen as
where we denoted by D = d dx .
The main idea consist to solve the equation (2.42) in each of the intervals (0, α), (β, l) and (l, L) in several steps, then using the boundary and transmission conditions we obtain informations about the traces of w 1,n in x = α and x = β which will not be compatible with those of Lemma 2.2.
On the interval (0, α), by solving the first linear equation of (2.42) we get
and (2.45)
We still resolves again (2.43) and using the boundary conditions w 1,n (0) = w ′ 1,n (0) = 0 to get
(2.46) Multiplying (2.46) by 2φ 1,n and taking x = α, we have 2φ 1,n w ′ 1,n (α) − 2φ 2 1,n w 1,n (α) = (1 + i)C ′ 2 (1 − e −αφ 1,n e iαφ 1,n ) + C ′ 1 φ 1,n (e −αφ 1,n (sin(αφ 1,n ) + cos(αφ 1,n )) − 1) +2 α 0 τ α e −φ 1,n (α−τ ) sin(φ 1,n (τ − s))F 1,n (s) ds dτ.
(2.47)
We substitute (2.44) and (2.45) into (2.47) and let n −→ +∞, then (2.22) and (2.24) yields
We argue that the above limit is zero by the following estimates
where we have used the fact that g n −→ 0 in H, f n −→ 0 in V 1 ֒→ C 1 ([0, l]), and φ 1,n −→ +∞. Thus we have proved the first identity of (2.41).
On the interval (l, L), by solving the first linear equation (2.42) we get
(D 2 − φ 2 2,n )w 2,n = K 2 e −iφ 2,n (x−l) + K 1 φ 2,n sin(φ 2,n (x − l)) + 1 φ 2,n x l sin(φ 2,n (x − s))F 2,n (s) ds, where K 1 = w ′′′ 2,n (l) + iφ 2,n w ′′ 2,n (l) − φ 2 2,n w ′ 2,n (l) − iφ 3 2,n w 2,n (l), (2.48) (2.49) K 2 = w ′′ 2,n (l) − φ 2 2,n w 2,n (l) and using the boundary conditions w 2,n (L) = w ′ 2,n (L) = 0 as previously then we get
(2.50)
On the interval (β, l) similary as previously we have (2.51) (D + iφ 1,n )(D 2 − φ 2 1,n )w 1,n = C 1 e iφ 1,n (x−β) +
x β e iφ 1,n (x−s) F 1,n (s) ds,
We resolve the first order equation of (2.55) then we obtain
Multiplying the relation (2.57) by e −φ 1,n (x−β) , taking x = l and using the transmission condition w 1,n (l) = w 2,n (l) then we get e −φ 1,n (l−β) w 2,n (l) = e −φ 1,n (l−β) w 1,n (l) = C 2 (1 − i) 4φ 2 1,n 1 + ie −2φ 1,n (l−β) − (1 + i)e −φ 1,n (1+i)(l−β) + C 1 2φ 3 1,n e −φ 1,n (l−β) − sin(φ 1,n (l − β))e −φ 1,n (l−β) − e −2φ 1,n (l−β) + C 3 2φ 1,n 1 − e −2φ 1,n (l−β) + C 4 e −2φ 1,n (l−β) where we argue this by the fact that
|f 1,n (s)| + max [β,l] |f ′ 1,n (s)| −→ 0, l β e −φ 1,n (2l−β−s) λ n f 1,n (s) ds ≤ C|λ n |e −φ 1,n (l−β) max [β,l] |f 1,n (s)| −→ 0,
We multiply the relation (2.55) by e −φ 1,n (x−β) and we take x = l and we use the transmission conditions w 1,n (l) = w 2,n (l) and w ′ 1,n (l) = w ′ 2,n (l), we have
(2.64)
Since, The expression (2.52) multipied by e −φ 1,n (x−β) and taken at the point x = l leads by the transmission conditions w 1,n (l) = w 2,n (l) and q 1 (l)w ′′ 1,n (l) = q 2 (l)w ′′ 2,n (l) to e −φ 1,n (l−β) w ′′ 2,n (l) = e −φ 1,n (l−β) q 1 (l) q 2 (l) w ′′ 1,n (l) = q 1 (l) q 2 (l) φ 2 1,n e −φ 1,n (l−β) w 2,n (l)
(2.66)
where as done in (2.63), the last right hand side term of (2.66) verify (2.67) e −φ 1,n (l−β) l β sin(φ 1,n (l − s))F 1,n (s) ds −→ 0.
Using the transmission conditions w ′ 1,n (l) = w ′ 2,n (l) and q 1 (l)w ′′ 1,n (l) = q 2 (l)w ′′ 2,n (l) to substitute (2.64) and (2.66) into (2.51) which multiplied by e −φ 1,n (x−β) and taken in the point x = l, we find using w 1,n (l) = w 2,n (l) and q 1 (l)w ′′′ 1,n (l) = q 2 (l)w ′′′ 2,n (l) that
l β e iφ 1,n (l−s) F 1,n (s) ds.
(2.68)
where similarly to (2.63), the last term of (2.68) verify
We substitute (2.64), (2.66) and (2.68) into (2.48) multiplied by e −φ 1,n (l−β) , we obtain
(2.70)
We substitute (2.66) into (2.49) multiplied by e −φ 1,n (l−β) then we obtain
(2.71) Equation (2.64) can be written as follow (w ′ 2,n (l) + φ 2,n w 2,n (l))e −φ 1,n (l−β) = [φ 2,n − φ 1,n ] w 2,n (l)e −φ 1,n (l−β)
(2.72) Multiplying (2.50) by 2φ 2,n e −φ 1,n (l−β) and taking x = l, we get
where the last term verify for the same arguments as previously that
We substitute (2.59), (2.70), (2.71) and (2.72) into the relation (2.73) then a straightforward calculations leads to
(1 − i) 4 q 1 (l) q 2 (l) (1 + φ 1/2 ) + φ 2/1 (1 + φ 2/1 ) w ′′ 1,n (β + ) = O(1)φ 1,n w 1,n (β) +O(1)e −φ 1,n (l−β) C 1 + C 2 + e −φ 1,n (l−β) ω 2 n C 4 + O(1)ω n C 3 + O(1)e −φ 1,n (l−β) +O(1)e −φ 1,n (l−β) 1 φ 2,n l β e iφ 1,n (l−s) F 1,n (s) ds + ω −1 n l β sin(φ 1,n (l − s))F 1,n (s) ds +O(1) l β τ β e φ 1,n (2β−l−τ ) sin(φ 1,n (τ − s))F 1,n (s) ds dτ +2 e −φ 1,n (l−β) l L τ l e φ 2,n (l−τ ) sin(φ 2,n (τ − s))F 2,n (s) ds dτ +O(1) 1 φ 1,n l β e −φ 1,n (s−β) F 1,n (s) ds + l β e −φ 1,n (2l−β−s) F 1,n (s) ds −2 e −φ 1,n (l−β) l β cos(φ 1,n (l − s))F 1,n (s) ds .
(2.75) Using (2.61), (2.62), (2.63), (2.65), (2.67), (2.69) and (2.74) and substituting the expressions of C 1 , C 2 , C 3 and C 4 respectively in (2.53), (2.54), (2.56) and (2.58) into (2.75) it follows that (2.76)
(1 + o(1))w ′′ 1,n (β + ) = (ω 2 n w 1,n (β) + ω 2 n w ′ 1,n (β) + ω −1 n w ′′′ 1,n (β + ) + 1)o(1).
From Lemma 2.2 the right hand side of (2.76) converge to zero therefore w ′′ 1,n (β + ) −→ 0. Thus we have proved the second identity of (2.41). Hence we proved the promised contradiction.
Longitudinal motion
Let H be as defined in the previous section and we define V 2 by
Then H 2 is a Hilbert space in which we define the operator A 2 by
Then (1.1) can be rewritten as an abstract evolution equation on H 2 , (u(t),v(t)) = A 2 (u(t), v(t)), (u 1 (0), u 2 (0), v 1 (0), v 2 (0)) = (u 0 1 , u 0 2 , u 1 1 , u 1 2 ).
By the same way as Proposition 2.1 we can prove the following Proposition 3.1 The linear operator A 2 generates a C 0 -semigroup of contractions e tA 2 on H 2 , in particular there exists a unique solution of (1.1) which can be expressed by means of a semigroup on H 2 having the following regularity of the solution
if (u 0 1 , u 0 2 , u 1 1 , u 1 2 ) ∈ D(A 2 ) and a mild solution
if (u 0 1 , u 0 2 , u 1 1 , u 1 2 ) ∈ H 2 . In addition the imaginary axis iR is a subset of the resolvent set ρ(A 2 ).
Assume that p 1 and p 2 are strictly positive real functions such that p 1 is constant in each of the interval [0, α) and (β, l] and p 2 is constant in (l, L]. We suppose also that a ∈ C(α, β).
Theorem 3.1 Under the above assumptions on the coefficients of (1.1) the semigroup e A 2 t is polynomially stable and in particular, there exist M > 0 such that
Proof :
We need only to verify the condition for a semigroup of contraction on a Hilbert space being polynomially stable (see [BT10] ), i.e.,
Suppose that (3.1) is not true. By the continuity of the resolvent and the Hahn Banach theorem, there exist λ n ∈ R + , ((u 1,n , u 2,n ), (v 1,n , v 2,n )) ∈ D(A 2 ), n = 1, 2, . . ., such that (3.2) ((u 1,n , u 2,n ), (v 1,n , v 2,n )) H 2 = 1, λ n −→ +∞ and (3.3) λ 1 2 n (iλ n − A 2 )((u 1,n , u 2,n ), (v 1,n , v 2,n )) = ((f 1,n , f 2,n ), (g 1,n , g 2,n )) −→ 0 in H 2 , which mean
where T n = p 1 u ′ 1,n + D a v ′ 1,n . Our goal is to find a contradiction with (3.2).
We first consider (3.4) and (3.6) on the interval (α, β). From (3.3), we obtain (3.8) λ 1 2 n β α a|v ′ 1,n | 2 dx = Re λ 1 2 n (iλ n − A 2 )(u 1,n , u 2,n , v 1,n , v 2,n ), (u 1,n , u 2,n , v 1,n , v 2,n )
Thus we also have (3.10) λ 1 4 n T n L 2 (α,β) −→ 0.
The rest of the proof depend on the following lemma.
Lemma 3.1 The functions u 1,n and T n have the following properties:
Equations (3.6), (3.10) and (3.13) imply that
Applying the interpolation theorem involving subdomains [Ada75, Theorem 4.23] we find that (3.9) and (3.14) imply
We take the inner product of (3.6) with v 1,n in L 2 (α, β) to obtain n v ′ 1,n dx +λ 1 2
(3.16)
Using (3.6), (3.10), (3.15) and the interpolation inequality we obtain for the third term in the right hand side of (3.16) that n v 1,n L 2 (α,β) −→ 0.
We multiply (3.6) by λ n v 1,n , λ 1 4 Using the continuity conditions at x = α and x = β, we arrive form (3.11) and (3.12) at
We consider now (3.4)-(3.7) on the intervals (0, α), (β, l) and (l, L), then by replacing (3.4) and (3.5) respectively into (3.6) and (3.7) we obtain
Take the inner product of (3.24) with κ(x)u ′ 1,n in L 2 (0, α) where κ ∈ H 1 (0, α) and κ(0) = 0, then with κ 1 (x)u ′ 1,n in L 2 (β, l) where κ 1 ∈ H 1 (β, l) , and the inner product of (3.25) with κ 2 (x)u ′ 2,n in L 2 (l, L) where κ 2 ∈ H 1 (l, L) and κ 2 (L) = 0. A straightforward calculation shows that the real part of this inner products leads to the following
(3.27) and (3.28) 
Moreover we can let
Then by (3.29) we show that
Hence, it follows from (3.4) and (3.5) that
(3.30)
Finally, we combine (3.30), (3.15) and (3.9) we obtain the promised contradiction.
Next we show that the polynomial decay rate given in Theorem 3.1 is sharp. The main idea of the proof is to show that the resolvent λ ǫ− 1 2 (iλ − A 2 ) −1 is not uniformly bounded with respect to λ ∈ R where 0 < ǫ ≤ 1 2 . Let λ = λ n = 2nπ √ p 2 (L − l)
, n = 1, 2, . . . ,. We take α = l − β = (L − l) √ p 1 √ p 2 , p 1 , p 2 and a constants in (0, l), (l, L) and (α, β) respectively and we We set f 1,n , f 2,n the restriction of f n over the intervals (0, l) and (l, L) respectively and g 1,n , g 2,n the restriction of g n over the intervals (0, l) and (l, L) respectively. In the intervals (0, α), (α, β), (β, l) and (l, L) we solve the resolvent equation Furthermore, since iλu(l + ) = f (l + ) + v(l + ) = v(l + ) then we find that
Similarly, using √ p 2 u ′ (x) = z + (x) − z − (x) then we get p 2 u ′ (l + ) = 2 √ p 2 z + (L) + L − l 2 λ ǫ− 1 2 .
Using the transmission conditions u(l − ) = u(l + ) p 1 u ′ (l − ) = p 2 u ′ (l + )
we can solve c 1 and we find that
It follows from the definition of λ and ω that λ −→ +∞, |ω| −→ +∞ and coth(ω(β − α)) −→ 1, hence we get |z + (L)| −→ +∞ as n −→ +∞.
Referring to (3.32) this leads to
Since (f n , g n ) 2 H 2 = (L − l) and λ ǫ− 1 2 (iλ n − A 2 ) −1 (f n , g n ) 2 H 2 = (u n , v n ) 2 H 2 ≥ L l |v 2,n (x)| 2 dx −→ +∞ as n −→ +∞, we conclude that sup λ∈R λ ǫ− 1 2 (iλ − A 2 ) −1 L(H 2 ) = +∞, thus we get the optimality of the polynomial decay rate.
