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a b s t r a c t
This work concerns the numerical finite element computation, in the frequency domain, of
the diffracted wave produced by a defect (crack, inclusion, perturbation of the boundaries,
etc.) located in a 3D infinite elasticwaveguide. The objective is to usemodal representations
to build transparent conditions on some artificial boundaries of the computational domain.
This cannot be achieved in a classical way, due to non-standard properties of elastic
modes. However, a biorthogonality relation allows us to build an operator, relating
hybrid displacement/stress vectors. An original mixed formulation is then derived and
implemented, whose unknowns are the displacement field in the bounded domain and
the normal component of the normal stresses on the artificial boundaries. Numerical
validations are presented in the 2D case.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The potentiality of guided ultrasonic waves in Non-Destructive Testing is currently investigated. Indeed, guided waves
can allow a rapid inspection of large areas in particular structures like plates or pipes, compared to conventional techniques.
They can also be useful for the inspection of non-accessible parts of the structure. In this context, the numerical simulation
of the interaction of an elastic guided wave with a defect is of great interest. By using a finite element method, very general
perturbations can be considered: cracks, heterogeneities, discontinuities, local bends, etc.To obtain the scattering properties
of the defect, we suppose that it is located in a infinite uniformwaveguide. The computational domain is chosen as a portion
of the waveguide, containing the perturbation; the difficulty is to build conditions on the artificial boundaries which are
transparent for the scattered wave.
Similar questions are well studied in the scalar case, modeling acoustic waves in a duct or SH waves in an elastic plate
(see for instance [1]). A classical approach consists in using the modal decomposition of the field in the safe part of the
waveguide to derive an explicit expression of the Dirichlet-to-Neumann operator on the artificial boundaries. Another way
is to use perfectly matched layers (PML) which do not require the knowledge of the modes.
Extending thesemethods to the elastic vector case is not straightforward,mainly due to non-standardproperties of elastic
modes. These modes are well known in the particular cases of a 2D plate (Lambmodes) and a circular 3D rod (Pochhammer
modes). The corresponding dispersion relations can be calculated analytically and have been intensively studied [2]. At a
given frequency, there exist infinitely many modes, that we can classify into two categories: a finite number of propagative
modeswith an axialwavenumberβ ∈ R and an infinity of evanescentmodeswithβ 6∈ R, which are generally also oscillating
(Reβ 6= 0).
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Dispersion curves of propagative modes present some strange particularities, like a possible sign-shift of the group
velocity. When such inverse modes exist, PMLs do not work, due to a wrong selection of outgoing modes.
On the other hand, the extension of the ‘‘Dirichlet-to-Neumann’’ approach requires someorthogonality and completeness
properties of the modes, which are not obvious since the related spectral problem is not self-adjoint. However there is a
biorthogonality relation, mixing displacement and stress components, which has been derived first by Fraser in 2D [3] and
then extended to the 3D case [4]. Here using the formalism as in [5–7] for the 2D case,we give a formulation of the general 3D
modal problem in a suitable mathematical framework, with the biorthogonality relation as a straightforward consequence.
Then, assuming the completeness of themodes (see [8,9] in the 2D case),wederive a transparent boundary condition relating
hybrid displacement/stress vectors. To take into account this condition in a displacement variational formulation, we have
to introduce additional unknowns on the artificial boundaries.
The question of well-posedness of the final formulation is still open: it requires first to overcome several difficult
questions of spectral theory concerning the elastic modes. But the efficiency of the 2D numerical experiments leads to be
confident.
2. The elastic waveguide
2.1. Elastodynamic system
We consider a homogeneous isotropic elastic waveguide of section S in xS = (x1, x2) plane (S is a bounded domain ofR2)
and of axis x3, with a density ρ and Lamé’s coefficients λ and µ which may depend on xS, and with a stress-free boundary.
The domain is denoted by Ω (Ω = S × R) and the propagation is modeled by the following classical equations (ω > 0
denotes the pulsation and u = (u1, u2, u3)T the displacement field):{−divσ(u)− ω2ρu = 0 inΩ,
σ (u)n = 0 on ∂Ω, (1)
where σ(u), the stress tensor, is related to the strain tensor ε(u) = 1/2(∇u+ ∇Tu) by Hooke’s law: σ(u) = λ div(u)Id+
2µε(u), and n denotes the outward unitary normal to ∂Ω .
Because of the cylindrical geometry of the waveguide it is convenient to introduce new notations. So we denote by uS, tS,
σS and εS the transverse part of the displacement field u, of the normal stress σ(u)e3, of the stress tensor and of the strain
tensor:
uS =
(
u1
u2
)
, tS =
(
σ31
σ32
)
, σS =
(
σ11 σ12
σ21 σ22
)
and εS =
(
ε11 ε12
ε21 ε22
)
.
Finally we set t3 = −σ33, and we define the two vectors
X =
(
tS
u3
)
and Y =
(
uS
t3
)
, (2)
which are hybrid in the sense that they have both displacement field and stress field components. Then it is possible to show
that the elastodynamic system can be written in a generic form as an evolution problem (with respect to the coordinate x3
of the waveguide) on X and Y.
First using Hooke’s law we notice that the stress tensor σS can be expressed as a function of Y:
σS(Y) = (δ divSuS − α t3)Id+ 2µεS(uS) (3)
with δ = 2λµ
λ+2µ , α = λλ+2µ and divSuS = ∂x1u1 + ∂x2u2. It follows that system (1) can be written as:
∂
∂x3
(
X
Y
)
=
(
0 F
G 0
)(
X
Y
)
(4)
where the operators F and G are defined by
FY =
(−divSσS(Y)− ω2ρuS
−α divS uS − α
λ
t3
)
and GX =
 tSµ −∇Su3
divStS + ω2ρu3
 (5)
with∇Sφ = ∂x1φ e1 + ∂x2φ e2. As the outward unitary normal n = (n1, n2, 0)T to the free surface ∂Ω depends only on the
transverse variable xS, defining the normal nS = (n1, n2), we can write the boundary conditions in terms of two uncoupled
boundary conditions on X and Y.
σ(u)n = 0 on ∂Ω ⇔
{
σS(Y)nS = 0
tSnS = X1n1 + X2n2 = 0 on ∂S. (6)
Eqs. (4)–(6) extend to the general 3D case the formulation of [6,7]. The biorthogonality is then a straightforward consequence
of self-adjointness of operators F and G, which is established in the next section.
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2.2. Self-adjointness of operators F and G
We consider here F and G as unbounded operators on L2(S)3 and we introduce the following spaces:
VX = L2(S)2 × H1(S) and VY = H1(S)2 × L2(S). (7)
According to the definition (5) and the boundary conditions (6) we define the domain D(F) of the operator F by:
D(F) =
{
Y = (uS, t3) ∈ VY | divSσS(Y) ∈
(
L2(S)
)2
, σS(Y)nS = 0 on ∂S
}
,
and the domain D(G) of the operator G by:
D(G) = {X = (tS, u3) ∈ VX | divStS ∈ L2(S), tS.nS = 0 on ∂S} .
For X, Y ∈ (L2(S))3, let us set:
(X|Y)S =
∫
S
(X1Y1 + X2Y2 + X3Y3) dS =
∫
S
(tS.uS + u3t3) dS.
For complex-valued functions, this does not define an inner product of (L2(S))3. Nevertheless, as the operators F and G have
real coefficients, this notation will be more convenient in the following.
Lemma 1. The operators F and G are symmetric.
Proof. Let us consider the case of the operator F. Taking Y = (uS, t3)T and Y˜ =
(
u˜S, t˜3
)T and using the definition (5) we can
show that:(
F Y˜|Y
)
S
= −
∫
S
(
divSσS(Y˜)+ ω2ρu˜S
)
.uS dS −
∫
S
(
α divS u˜S + α
λ
t˜3
)
t3 dS.
By using the following Stokes formula on surface S:∫
S
(
divSσS(Y˜).uS + σS(Y˜) : εS(uS)
)
dS =
∫
S
divS(σS(Y˜)uS)dS
=
∫
∂S
(σS(Y˜)nS).uSdl
and noting that (using (3))
σS(Y˜) : εS(uS)+ α (divS uS)t˜3 = σS(Y) : εS(u˜S)+ α (divS u˜S)t3
= 2µεS(uS) : εS(u˜S)+ δ divSuSdivS u˜S
we obtain
(
F Y˜|Y
)
S
−
(
Y˜|FY
)
S
= ∫
∂S
(
(σS(Y)nS).u˜S − (σS(Y˜)nS).uS
)
dl. Similarly, taking X = (tS, u3)T and X˜ =
(
t˜S, u˜3
)T,
we deduce from (5) that:(
GX˜|X
)
S
=
∫
S
(
t˜S
µ
−∇S u˜3
)
.tS dS +
∫
S
(
divS t˜S + ω2ρu˜3
)
u3 dS
and using now the following Stokes formula:∫
S
(
divS t˜S u3 + t˜S .∇Su3
)
dS =
∫
S
divS(t˜Su3)dS =
∫
∂S
(t˜S .nS)u3dl
we obtain
(
GX˜|X
)
S
−
(
X˜|GX
)
S
= ∫
∂S
(
(t˜S .nS)u3 − (tS.nS)u˜3
)
dl. The symmetry of F and G finally results from the boundary
conditions (6). 
Lemma 2. Except maybe for a countable set of frequencies ω, the operators F and G are self-adjoint.
Proof. Since F and G are symmetric, it is sufficient to prove that, except maybe for a countable set of frequenciesω, they are
invertible. To invert G, we notice that finding X ∈ D(G) such that GX = B, for B ∈ L2(S)3, is equivalent to finding u3 solution
of the following variational problem:u3 ∈ H
1(S), ∀u˜3 ∈ H1(S)∫
S
(
µ∇Su3 · ∇S u˜3 − ω2ρu3 u˜3
) = − ∫
S
(
b3 u˜3 + µbS · ∇S u˜3
)
.
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This problem iswell-posed, except for a sequence of eigenfrequenciesωGn ∈ R+ withωGn →+∞. Then tS is deduced from u3
by the following identity tS = µ(∇Su3+bS).One can check easily that X ∈ D(G) and that for some constant CG independent
of B (and VX defined by (7)) ‖X‖VX ≤ CG‖B‖L2(S)3 . In the same way, finding Y ∈ D(F) such that FY = B is equivalent to
finding uS, solution of the following variational problem (well-posed except for a sequence of eigenfrequencies ωFn ∈ R+
with ωFn →+∞):uS ∈ H
1(S)2, ∀u˜S ∈ H1(S)∫
S
(
2µεS(uS) : εS(u˜S)+ λdivSuSdivS u˜S − ω2ρuS u˜S
) = ∫
S
(
bS · u˜S − λ b3divS u˜S
)
.
(8)
Then t3 is deduced from uS by the following identity t3 = −λ
(
divSuS + 1α b3
)
. Again one can check that Y ∈ D(F) and that
for some constant CF independent of B, ‖Y‖VY ≤ CF‖B‖L2(S)3 . 
2.3. Elastic modes and biorthogonality
The modes are the solutions of (1) of the form: u(x) = U(xS)eiβx3 , β ∈ C, or equivalently, the solutions of (4) of the
forms:(
X(x)
Y(x)
)
=
(
X (xS)
Y(xS)
)
eiβx3 , β ∈ C.
This leads to solve the following eigenvalue problem,
iβ
(
X
Y
)
=
(
0 F
G 0
)(
X
Y
)
(9)
with X ∈ D(F) and Y ∈ D(G). One can easily check that the spectrum is symmetric with respect to Reβ = 0 and
=mβ = 0. In particular, if the eigenvalue iβ is associated to the eigenvector (X ,Y)T, −iβ is associated to (−X ,Y)T and
−iβ¯ associated to (X¯ , Y¯)T.
Taking the square of the operator, problem (9) is clearly equivalent to the following one:
− β2
(
X
Y
)
=
(
FG 0
0 GF
)(
X
Y
)
. (10)
This expression shows that vectorsX are the eigenvectors of the operator FG while vectors Y are the eigenvectors of its
adjoint GF and allows us to show that the spectrum is discrete:
Lemma 3. Except maybe for a countable set of frequencies ω, the operators FG and GF have compact resolvent.
Proof. By the proof of Lemma 2, F and G, and therefore GF and FG, are invertible, except maybe for a countable set of
frequenciesω. To prove the compactness of (GF)−1, consider a bounded sequence Bn in L2(S)3. ThenXn = G−1Bn is bounded
in VX , so that un3 has a subsequencewhich converges in L
2(S), and Yn = F−1Xn is bounded in VY , so that unS has a subsequence
which converges in L2(S)2. Finally, considering the variational problem satisfied by unS (similar to (8)) and using the L
2
convergence of un3, we deduce that u
n
S converges in H
1(S)2, so that tn3 converges in L
2(S). This proves the convergence of
Yn = (GF)−1Bn in L2(S)3. The compactness of (FG)−1 can be established similarly. 
Let us point out that, as mentioned in the introduction, spectral problem (10) is not self-adjoint although F and G are, so
that theX (resp.Y) family is not orthogonal. However, as they are dual families, we can derive classically a biorthogonality
relation between two eigensolutions
(
β,X ,Y
)
and
(
β˜, X˜, Y˜
)
:(
FGX |Y˜)S = (X |GFY˜)S ⇔ (β˜2 − β2) (X |Y˜)S = 0. (11)
This relation implies that the eigensolution
(
β,X ,Y
)
is ‘‘orthogonal’’ to any other mode
(
β˜, X˜, Y˜
)
, except if β˜ = −β .
Notice that the two corresponding modes propagate in opposite directions.
2.4. Rightgoing and leftgoing modes
Weassume in the following that the pulsationω is such that the group velocity of propagativemodes does not vanish. For
a propagative mode β,X ,Y this proves that (X |Y) does not vanish. Indeed this is a consequence of the following lemma:
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Lemma 4. Suppose that a mode (β,X ,Y) is a regular function of ω. Then we have the following identity:
dβ
dω
(X |Y) = iω
∫
S
ρ (u2S − u23)dS.
Remark 1. One can check easily that for a propagative mode, the integral does not vanish.
Proof. Deriving the first equation of (9) with respect to ω, multiplying byY and using the self-adjointness of F , we get:(
dF
dω
Y|Y
)
= i dβ
dω
(X |Y)+ iβ
((
dX
dω
|Y
)
−
(
dY
dω
|X
))
.
Doing the same for the second equation of (9) and summing, we get:(
dF
dω
Y|Y
)
+
(
dG
dω
X |X
)
= 2i dβ
dω
(X |Y)
which gives the desired result by definition of operators F and G. 
To go further, we have to split the modes in two families corresponding respectively to the rightgoing and leftgoing
modes:
• An evanescent mode is rightgoing (resp. leftgoing) if =mβ > 0 (resp. =mβ < 0).
• A propagative mode is rightgoing (resp. leftgoing) if its group velocity ∂ω/∂β is positive (resp. negative).
Let us denote by (βn,Xn,Yn), for n ∈ N the eigenelements corresponding to rightgoingmodes (so that (−βn,−Xn,Yn),
for n ∈ N, is the family of leftgoing modes).
By hypothesis
(
Xn|Yn
)
S does not vanish (∀n) so that after a suitable normalization:(
Xn|Ym
)
S = δnm. (12)
By setting
∫
S f (xS)g(xS)dS = (f , g)S , this can be written:(
T nS ,U
m
S
)
S +
(
Un3, T
m
3
)
S = δnm. (13)
Assumption 1. We suppose now that we can expand any Y ∈ (H1/2(S))2 × H−1/2(S) on the family (Yn)n∈N:
Y =
∑
n∈N
(
Y|Xn
)
S Yn.
In particular (taking Y = ( uS 0 )Tor Y = ( 0 t3 )T)
∀uS ∈
(
H1/2(S)
)2 uS =∑
n∈N
(
uS,T nS
)
S U
n
S
∀t3 ∈ H−1/2(S) t3 =
∑
n∈N
(
t3,Un3
)
S T
n
3
and there exists a constant C (which depends only on the geometry and the elastic constants) such that:∑
n∈N
∣∣(uS,T nS )S∣∣2 ≤ C ‖uS‖2H1/2(S) and ∑
n∈N
∣∣(t3, Un3)S∣∣2 ≤ C ‖t3‖2H−1/2(S) .
3. The diffraction problem
Let us consider now a perturbed waveguide, with a localized defect, a crack Γ ⊂ Ω for instance, with Γ ⊂ {|x3| < R}.
Our purpose is the computation of the wave diffracted by the crack, when the incident wave is supposed to be a rightgoing
propagative mode uinc(x) = Un0(xS)eiβn0 x3 , : βn0 ∈ R. The total displacement field u then satisfies:{−divσ(u)− ω2ρu = 0 inΩ \ Γ ,
σ (u)n = 0 on ∂Ω ∪ ∂Γ , (14)
where the diffracted wave defined as udif = u − uinc has to satisfy an outgoing radiation condition. Remember that we
aim to build a variational formulation for the displacement field: the previous results in the (X, Y) formalism will be used
in order to exhibit some transparent conditions on the artificial boundaries Σ±R = S × {|x3| = ±R} of the computational
domainΩR = S × {|x3| < R}.
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Suppose that Ydif is known on the artificial boundaries Σ±R with Ydif|±R ∈ H1/2(Σ±R)2 × H−1/2(Σ±R), then Ydif has the
following expression for |x3| > R:
Ydif(xS, x3) =
∑
n∈N∗
(
Ydif|±R|Xn
)
S
Yn(xS)e
±iβn(x3∓R)
which means that the diffracted wave is a superposition of outgoing modes. Then Xdif can be recovered thanks to the
following expansion:
Xdif(xS, x3) = ±
∑
n∈N∗
(
Ydif|±R|Xn
)
S
Xn(xS)e
±iβn(x3∓R).
Summing up, we can build a generalized Dirichlet-to-Neumann map T such that:
T
(
Ydif|±R
) = ±Xdif|±R with T =

∑
n∈N∗
(∗,T nS )S T nS ∑
n∈N∗
(∗,Un3)S T nS∑
n∈N∗
(∗,T nS )S Un3 ∑
n∈N∗
(∗, Un3)S Un3

which is a continuous operator from H1/2(Σ±R)2 × H−1/2(Σ±R) to H−1/2(Σ±R)2 × H1/2(Σ±R) regarding the Assumption 1.
Using the previous boundarymap, the original diffraction problemhas the following equivalent formulation on the bounded
domainΩR = S × {|x3| < R} (the free surface is denoted by ΓS = ∂S × {|x3| < R}):−divσ(u)− ω
2ρu = 0 inΩR \ Γ ,
σ (u) · n = 0 on ΓS ∪ Γ ,
Xdif|±R ∓ T (Ydif|±R) = 0 onΣ±R.
(15)
To take into account the transparent boundary conditions onΣ±R in a variational formulation, we introduce the additional
unknowns t3 = (t−3 , t+3 ), defined only onΣ±R and we get the following mixed formulation:
Find u ∈ V = H1(ΩR \ Γ ), t3 ∈ W = H−1/2(Σ−R)× H−1/2(ΣR) such that{
a(u, u˜)+ b(t3, u˜) = l1(u˜) ∀u˜ ∈ V
b(t˜3,u)− c(t3, t˜3) = l2(t˜3) ∀t˜3 ∈ W (16)
where
a(u, u˜) = aΩR(u, u˜)+ aS(uS|R, u˜S|R)+ aS(uS|−R, u˜S|−R)
b(t3, u˜) = bS(t−3 , u˜S|−R)+ bS(t+3 , u˜S|R)−
(
t−3 , u˜3|−R
)
S +
(
t+3 , u˜3|R
)
S
c(t3, t˜3) = cS(t−3 , t˜−3 )+ cS(t+3 , t˜+3 )
l1(u˜) = −
(
tincS|−R, u˜S|−R
)
S
+ aS(uincS|−R, u˜S|−R)+ bS(t inc3|−R, u˜S|−R)
l2(t˜3) = −
(
uinc3|−R, t˜3
)
S
+ bS(t˜3,uincS|−R)− cS(t˜3, t inc3|−R)
with
aΩR(u, u˜) =
∫
ΩR
(
λ divu divu˜+ 2µε(u) : ε(u˜)) dΩ − ∫
ΩR
ω2ρu.u˜ dΩ
aS(uS, u˜S) = −
∑
n∈N∗
(
uS,T nS
)
S
(
u˜S,T nS
)
S
bS(t3, u˜S) = −
∑
n∈N∗
(
t3,U
n
3
)
S
(
u˜S,T nS
)
S
cS(t3, t˜3) =
∑
n∈N∗
(
t3,U
n
3
)
S
(
t˜3,U
n
3
)
S .
The first equation of (16) is derived from the elastodynamic equation by a Green formula; the stresses appearing in the
boundary terms are replaced by either the new unknown or their expression resulting from the transparent conditions. The
second equation is the weak form of the relation between u3 and Y, also coming from the transparent conditions. A similar
approach in the scalar case leads to a coercive + compact formulation. We conjecture that problem (16) is also of Fredholm
type. This variational framework is well suited for a finite element approximation. As it is (probably) of Fredholm type, no
inf-sup condition is required and any conformal discretization of V andW are allowed. Notice that the bilinear forms involve
infinite modal series expansions which have to be truncated in practice.
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Fig. 1. Computed u3 component – Mode S0 – 60% – F = 1 MHz – H = 1 mm.
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Fig. 2. Reflection coefficients of the modes S0 and A0 .
Fig. 3. Total and scattered u3 components – Mode S0 – F = 2 MHz – H = 2 mm.
4. 2D numerical results
The method has been implemented in the 2D case using the code MELINA [10]. All the numerical results concern a steel
plate for which the velocities of longitudinal and transversal waves are given by cL = 6020 ms−1 and cT = 3220 ms−1. We
use P2 Lagrange finite elements for both unknowns u and t3. For all numerical experiments presented below, we used 35
terms in the modal expansions which gives a sufficient accuracy. The method has been first validated in the case of a safe
plate (no crack) and the efficiency of the boundary conditions has been observed.
The extension to the 3D case is in progress: in the case of a general section S, it requires a preliminary numerical
determination of the modes, contrary to the 2D case where Lamb modes are known analytically.
4.1. Validation in the case of a vertical crack
The case of a vertical crack has been extensively studied in the literature (see e.g [11,12]), because the solution can be
obtained bymatchingmodal decompositions of the field on each side of the crack. The Fig. 1 represents the numerical results
obtained by our method in the case of crack length of 60% of the thickness plate (1 mm) at the frequency of 1 MHz, for the
S0 mode as incident wave, the other propagative mode being A0. An advantage of our method (compared to the PML’s one),
is to produce in a simple way the reflection and transmission coefficients. The abacus of the reflection coefficients of the
modes S0 and A0 for an incident S0mode is presented in the Fig. 2 for crack lengths of 20%, 40%, 60% and 80% of the thickness
plate (1 mm), in the frequency range [0.1–1 MHz]. Results are in good agreement with those obtained by [11,12].
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4.2. Diffraction by an oblique crack
To deal with a non-trivial case, we consider an oblique planar crack of length 1.4 mm in a steel plate of thickness 2 mm.
The computations are made for a frequency f = ω/2pi = 2 MHz. At this frequency, it can be shown that exactly 5 Lamb
modes can propagate in the plate: the two symmetric modes S0 and S1, and the three skewsymmetric A0, A1 and A2. As an
illustration we show in Fig. 3 the isovalues of the real part of u3 for the total and the diffracted fields obtained.
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