Avatars, representations of people in virtual environments, are subject to human control. However, for most applications, it is impractical for a person to directly control each joint in a complex avatar. Rather, people must be allowed to specify complex behaviours with simple instructions and the avatar permitted to select the correct movements in sequence to execute the instruction. This requires a variety of technologies that are currently available. Human behaviour must be captured and stored it so that it can be retrieved at a later time for use by the avatar. This has been done successfully with a variety of haptic interfaces, with visual observation of human head movements, and with verbal behaviour in natural language applications. The behaviour must be broken into atomic actions that can be sequenced with a regular grammar, and an appropriate grammar developed. Finally, a user interface must be developed so that a person can deliver instructions to the avatar.
INTRODUCTION T HE INHABITANTS OF VIRTUAL ENVIRONMENTS can be classified as bots and avatars.
A bot is an autonomous agent that pursues its own goals. In contrast, an avatar-a representation of a human being-is under the direct control of that human being. For example, virtual meetings may consist of a representation of a conference room inhabited by humanoid figures that represent the participants. It may also contain a humanoid bot that performs secretarial tasks, such as fetching documents from a file cabinet as required.
In practice, the distinction between bots and avatars is not as clear-cut as it might appear. On one hand, bots are designed by people and are given both overall goals and the means to achieve those goals at the time that they are designed. In a sense, they remain under the general control of their designers, though at a distant remove. On the other hand, it is not practical to control an avatar in real time at the most detailed level. Avatars consist of a number of pieces (segments) that are connected at joints. All movement consists of the rotation of a segment about an axis through the joint. A typical humanoid avatar like those defined by the H-Anim Standard 1 contains more than four dozen joints (not including the additional joints in the spine which have limited mobility). A person cannot specify the rotation of each of forty-eight joints in real time except by wearing a full-body sensory suit and acting out the motions. This is practical for computeranimated movies but not for most other applications of virtual reality.
Instead, avatars borrow some of the technology of bots so that the person controlling an avatar need only specify high-level behaviours ("sit in the chair," "move closer to Bob," "turn on the projector") and allows the avatar to generate the necessary low-level joint movements in the correct sequence to execute the instruction.
From this perspective, the distinction between the bot and the avatar fades to a trivial difference in timing-consider the difference between telling an avatar to "turn on the projector now" and telling a bot to "turn on the projector whenever someone asks to see a slide." The bot and the avatar do the same thing in response to almost the same instruction.
Thus, the problem of controlling an avatar becomes a problem of interpreting high-level instructions and generating the low-level joint movements.
The typical solution is to manually design a set of behaviours and develop a script language which allows those behaviours to be evoked with highlevel instructions. [2] [3] [4] [5] [6] [7] This produces a cascade of the instructions through three levels, the script level, behaviour level, and joint levels of control, as shown in Figure 1 .
There is another alternative that has been considered more recently. Rather than designing artificial behaviours, it can be more efficient to capture natural behaviours. 8 Capturing the natural behaviour of a human being requires less skill to achieve a more realistic result. However, capturing behaviours will require the development of new technology.
CAPTURING BEHAVIOUR
The idea that behaviours can be captured is not new. Low-level joint movements have been captured by full-body sensory suits for computer-animated films for a decade. The first computer-animated films were created by animators who were skilled at describing the joint rotations necessary for realistic movement. However, this was labour intensive. As computer animation became more commonplace, it was realized that it is less expensive to hire actors, fit them with body suits, and have them act out the play. Their movements are captured and piped to the animation software so that the animation is generated in real time.
On a smaller scale, a variety of haptic interfaces have been used to capture movements of parts of the body, especially the hands, to control real objects at a distance, or virtual objects in virtual environments. 9 A well-researched example of captured behaviour with a haptic input device is signature recognition, capturing the unique motions that a person makes while writing their name on a tablet. While intended for security applications, the technology to reduce the writing behaviour to a list of coordinates and vectors is well developed-there are over a hundred patents issued in the United States on this topic so far.
Recently, technology has been developed to capture head movements with a camera and use these head movements to control a virtual head. 10 Capturing natural behaviour is not new, but the idea that atomic behaviours can be extracted, stored, and re-combined at a later time to produce more complex composite behaviours for an avatar, is.
The simplest approach would be to simply capture whole sequences of behaviour, store them, and retrieve the most appropriate one when necessary; for example, storing the complete hand and finger movements for a signature and feeding them to an avatar whenever it is required to write its name. This works for a signature. It does not work for writing in general. It is not possible to store the hand movements for every possible sentence that could be written. But it would be possible to store the hand movements for several thousand words, as well as the hand movements for moving across a space between words, from the end of a line to the beginning of the next line, and from the end of a page to the beginning of the next page and execute these in sequence to produce a faithful representation of handwriting. It would be more efficient yet to simply store the hand movements for each of the upper and lower-case letters and punctuation and string those together. Even this level of complexity may be unnecessary to represent the behaviour of writing. It may be sufficient to move the hand across the page while the fingers twitch up and down-the behaviour of a hand writing a scribble executed repetitively during the time that the avatar is "writing."
This example serves to demonstrate that the avatar's behaviour need only represent the human behaviour to a certain resolution.
It is impossible in practice for any representation to be exact-perfect fidelity is not possible-but at any level of fidelity, a closer approximation could always be obtained by expending more effort. There is no absolute criterion; one must choose the level of fidelity that is most cost-effective to satisfy the need imposed by each application. If an avatar needs to be seen writing during a simulated meeting, a crude representation of the behaviour will be sufficient because the writing behaviour of the avatar will not be subject to close scrutiny. A different application, for example, training calligraphy in a virtual environment, would require a very high resolution capture of the human's handwriting behaviour.
It should be noted, though, that it remains more efficient to capture natural behaviour than to create artifical behaviour even if the requirement is for a very low level of fidelity. For example, a human hand can write a scribble in a few seconds, whereas an animator would to spend much more time manually specifying the movement of every joint in the avatar's hand. There is a savings in capturing the behaviour at a low level of resolution rather than at a higher level because less complex instrumentation of the hand would be required and the resultant data will be more compact for efficient storage. In the example, a scribble may be described with only the location of the centre of the hand and the tips of the fore-finger and thumb whereas a sufficiently accurate representation of the calligrapher may require precise representation of every joint in the fore-finger and thumb, the position of the tips of the other three fingers, the rotation of the wrist about two axes and the rotation of the forearm joints about three axes.
TECHNOLOGY FOR CAPTURING BEHAVIOUR
There are several different technologies available for capturing behaviour. Physical movements can be captured by garments-body suits and gloves are most common-that measure the deflection of joints by sensors of various types. The most common flexion sensor is an optical fiber that loses light when it is bent.
As well, reflectors can be attached to the face or body so that two cameras can triangulate the position of the reflector in three dimensions.
A more advanced technology has been developed whereby a single camera can identify features on a human face and track movement of the features. 10, 11 This technology generates a continuous path by using Extended Kalman Filtering to recursively predict the location of the head, then correct the prediction when further data is available. [12] [13] [14] If three features are tracked, then the plane defined by those three points can be located in all three dimensions, allowing all six parameters (translation and rotation in each of the three orthogonal dimensions) of head motion to be tracked. with an un-calibrated camera, unknown lighting conditions and background-the conditions that are found in a typical office or classroom. It is expected that the technology will be extended to track other parts of the body as well, once two problems are solved. The problem with the torso is that the features will be dependent upon the clothing that the person is wearing-the algorithm must adapt itself to whatever features are present. The problem with the fingers is that they are small and have fewer features than the face.
An alternative that is more obtrusive, but simpler, is to ask the person to manipulate some device and then infer the movement of the avatar from the movement of the device. For example, a person can be asked to write his name with a "pen" that reports its position with either mechanical or electro-magnetic sensors. From this data, the reverse kinematics can be derived to determine how the fingers, hand, arm, and body must have been moving. Even if the reverse kinematics yields multiple solutions, any reasonable solution will produce acceptable behaviour in the avatar. It is possible to imagine some special purpose haptic device that will capture any specific behaviour with as much precision as is required. The weakness of this approach, apart from its obtrusiveness, is that there is no general haptic device that will capture the same full range of behaviour that an instrumented garment or visual movement tracking system can capture.
STORING BEHAVIOUR
As implied by the discussion of handwriting above, it is not sufficient to merely capture assorted behaviours from a person and store the data away for later use. Decisions about which behaviour to capture and how to store it are driven by the intended use of the behaviour by the avatar. In principle, one could ask a person to perform a large number of behaviours, capture and store these behaviours in their entirety, and then feed the complete sequences to the avatar as required. In practice, this will not work because a large number of similar behaviours would need to be captured. Why ask a person to take one step forward and turn right; one step forward and turn left; two steps forward and turn right; two steps forward and turn left; three steps forward and turn right; etc.? Even the most naïve and tolerant person, by the time you are asking them to take five steps forward and turn right, is going to ask why you do not take the sequence with four steps and repeat one of the steps in the middle to get five steps. It is obvious that there is an underlying grammar to walking about a virtual environment: <movement> := <move> | <move> <turn> | <move> <turn> <move> | <turn> <move> := "right step" "left step" <move> | "right step" "left step" <turn> := "right turn" | "left turn"
Rather than capturing hundreds of possible movements, they can be generated by capturing four movements-a right step, left step, right turn, and left turn-and then sending them to the avatar in a sequence determined by this regular grammar (it is regular because the first rule can be broken into two rules to make it a right linear grammar at the cost of introducing another non-terminal). A complete grammar for walking would be more complex because the first step from a standing position and the last step to return to a standing position are different from a step in the middle of a sequence, as are the steps that begin and end a turn; that turns can have different radii; and that hurried steps are different in form from leisurely steps. However, the principle remains that a grammar of behaviour that has a small number of rules and terminals can generate a large number of realistic movements.
COMPARISON WITH BOT SCRIPTING
Contrast this with the recent development of a script language for animating avatars. 6, 7 The script language consists of a hierarchy of three levels.
At the lowest level, joint control, each segment and its children (because, for example, an elbow rotation moves the forearm, but also displaces the hand and fingers because they are connected to the forearm) are rotated about the axis of the joint, subject to constraints on the degree of rotation of that joint (e.g., an elbow cannot rotate the forearm past 180 degrees or less than about 20 degrees, the latter to ensure that the forearm does not intersect with the upper arm).
At the next level, behavioural control, the joint rotations are combined into sequences to form basic behaviours, such as walking, sitting, or shaking hands. At this level, there are two classes of behaviours, independent and interactive. 7 Independent behaviours, such as waving a hand, are performed by the avatar alone; they do not depend on other objects in the environment. Interactive behaviours, like picking up a pen or shaking hands, require that the avatar locate other objects, possibly objects moving unpredictably in the environment, and move relative to those objects. This is an exercise in inverse kinematics, similar to the problem of inferring the avatar's movements from a person's manipulation of a haptic input device.
At the third level, the highest level, script language, the behaviours are combined into sequences to perform complex, goal-oriented actions. These are described with sentences in a simplified English that consists of subjects, verbs, direct and indirect objects. The verbs can be qualified with adverbs and the nouns with adjectives. Terminals-nouns, verbs, adjectives, and adverbs-are drawn from a restricted vocabulary and given single definitions to avoid ambiguity.
JOINT LEVEL OF CONTROL
Animating an avatar with captured behaviour differs from this hierarchical script language primarily by eliminating the need for the joint control level of scripting. Instead, the joints are controlled by mapping the stored movements onto the avatar. Mapping a human's movements onto a humanoid avatar can be straightforward; a flexion of the human's elbow through thirty degrees is translated into a thirty degree flexion of the avatar's elbow. Or the mapping can be modified to create distorted movements if desired. If the angles of flexion of all of the joint movements in the mapping are increased by a moderate percentage, the avatar will walk like Groucho Marx; if decreased but modified by the inverse kinematics derived from the requirement that the avatar have a normal length stride and the feet not slide over the ground, it will have a stiff posture that will resemble a military-style march.
Mapping human behaviours to a non-human avatar can be more challenging. If the avatar is another vertebrate, it is tempting to simply map hind limbs to legs and forelimbs to arms. This does not allow most non-human vertebrates to walk because most use both fore and hind limbs to walk and grasp with their mouth. It would be more accurate to map the human's legs to all four limbs and map both the human mouth and hand to the avatar's mouth. The right forelimb and left hind limb would be mapped to the human's right leg and the opposite for the left leg; the hand mapped to the mouth, but only when the human hand is used to grasp something, not when it is swinging freely as when the person is walking. There are some things-e.g., threading a needle-that a non-human vertebrate avatar would be incapable of doing, because there is no possible mapping of 10 fingers onto a single mouth.
Mapping human behaviours onto radically nonhuman avatars, like a worm, would require considerable imagination. Leg movements would have to be mapped onto contractions and extensions of the worm's body, for example. Thus, the joint control level is reduced to a mapping function because the elements of the second level of the script language, the behavioural control level, are replaced directly with the captured behaviours. This can be successful only if a sufficient range of behaviours is captured to ensure that all required movements can be produced. This includes navigating through the environment (e.g., walking, flying, swimming); manipulating objects (e.g., picking up a ball, shaking hands, opening a box); and communicating (e.g., writing a document, conversing with another avatar).
BEHAVIOUR LEVEL OF CONTROL
Using the captured behaviour at the behaviour level of control requires that the captured behaviour be broken into atomic actions-basic behaviours that can act as "building blocks" for more complex behaviours. The behaviour of an organism is not a series of discrete responses-rather it is a continuous stream of activity. The response set that a psychologist measures is a structure imposed upon this stream by theory or practice-a necessity to make behaviour measurable as part of the process that psychologists call "operationalization." An observer must make a (sometimes arbitrary) decision about what portion of the behavioural stream to call a response. In a Skinner box, any part of the rat's behaviour that causes a microswitch to close may be called the "lever press response" whether it is with paw, nose, or tail; in a Freudian psychotherapist's office, any statement that the therapist interprets as an indication of attraction to one's mother may be called an "Oedipal response" even if it is phrased in obscure symbolic terms.
In the same way, the behaviour that is captured for use by an avatar will have to be divided according to some criterion. Atomic actions will be useful only if they can be used as terminals in a behavioural grammar. These are actions that are invariant across situations. In the same way that a word stays (approximately) the same no matter the sentence in which it appears, so atomic behaviours should stay (approximately) the same no matter the sequence in which they appear. A right foot stride is a right foot stride, whether you are walking across your office or across the country; reaching is the same whether you are reaching for a pencil or reaching to shake someone's hand. This is an empirical issue. If a behaviour is different in one
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context than another, if reaching for a pencil is different than reaching for a handshake, then they should be captured as two different atomic behaviours and stored separately.
The other part of the behavioural level of avatar control is the grammar that organizes the atomic behaviours into sequences. The "art" of using captured behaviour rests in the construction of this grammar. It is possible to have a trivial single-rule grammar:
<behaviour> := <atom 1> | <atom 2> | <atom 3> | . . . | <atom N> in which the "atoms" are all of the captured behaviour, which are used in their entireties.
At the other end of the spectrum, it is theoretically possible to have a grammar that is equivalent to the finite state machine of the human brain (or for those who are skeptical of the possibility of strong AI, a finite state machine that resembles the human brain to some approximation, depending on the depth of your skepticism).
In practice, the grammar that is used will lie between these two extremes, undoubtedly closer to the trivial end of the spectrum than the artificially intelligent end. A reasonable process for creating the grammar is to capture a broad range of atomic behaviours, produce a trivial grammar that can utter all of them, then start "tuning-up" the grammar by creating the obvious rules for movement and object manipulation. The grammar can continue to be improved by empirical observationwhen people are observed to be using the same sequences of atoms to accomplish a task, the grammar should be enhanced to generate those sequences. For example, if people are often seen to be extending their hand for a file folder, placing the file folder on the desk in front of them, and opening the folder, then it would be useful to define a sequence, "get folder," that does these actions in order.
In addition to the terminals that refer to atomic behaviours, grammars for interactive behaviours require terminals that act as referents for the objects in the environment. As well, the grammar will require terminals that modify the behaviours in various ways, such as the speed, frequency, direction, and magnitude of a behaviour.
If it seems like the most critical part of the art of controlling an avatar with captured behaviour lies in the construction of a grammar to sequence the behaviours, the perception is correct. But it must be noted that this is also the most critical part of controlling an avatar with animated behaviours. If there is no savings to be found by using captured behaviours instead of animated behaviours at this stage, there is also no additional cost.
USER INTERFACE LEVEL OF CONTROL
The highest level of the script language is the script that will be executed. Controlling the behaviour of an avatar in real time can use a similar mechanism, with the difference that, rather than executing the instructions from a file, the person controlling the avatar sends the instructions one at a time.
The nature of these instructions will depend on the user interface that is used to control the avatar. Currently, either mouse-or text-based user interfaces are most common. Mouse-based user interfaces are most suitable for simple navigation and manipulation of objects. Adventure-style computer games use mouse-based interfaces, sometimes augmented with or modified by key presses on a keyboard. For this style of interface to work in a complex environment, the underlying behavioural grammar must be aware of the characteristics of the objects in the environment-if the user clicks on a box, the avatar must know to open it; if a rock, to throw it; or a dragon, to attack it.
More complex environments, such as those used for business applications may require the power of a text-based interface that allows the user to type complex instructions to the avatar. Text-based interfaces are not yet commonly used for controlling avatars but business-oriented virtual environments are still in their infancy. As they become more complex over the next few years, there will be increasing need for more powerful interfaces.
To give some idea of the variety of instructions that may be needed to control an avatar with a high level of accuracy using verbal instructions, stage directions in a movie script (Good Will Hunting) were analyzed. The script for this standard-length movie contained 858 stage directions. There was less redundancy in these directions than one might expect. The characters' names were removed from the beginning of the directions (as many were imperatives, they began with the subject), then redundant directions were eliminated. This left 712 unique stage directions. Clearly it is possible to give an actor, or an avatar, a very large number of different instructions. Providing a user with a dozen different instructions will not provide the same breadth of behaviour that a human actor is expected to display on screen.
WHALEN ET AL.
The difference between controlling a bot or avatar with designed versus captured behaviours is summarized in Figure 3 .
NATURAL LANGUAGE
In business applications there will be a particular need for avatars to communicate both verbally and in writing.
The obvious solution, which is widely implemented, is to have the user speak into a microphone or type on a keyboard and let the avatar speak or display exactly those words. In effect, the avatars act like telephones for the participants. This will remain the basic method for most avatars to communicate with each other (i.e., for the people controlling the avatars to communicate with each other) for the foreseeable future. However, it is not the only possibility. It is also possible to treat verbal behaviour like any other behaviour. If the avatars often use stereotyped speeches, they may be captured from the person and stored until a command triggers them. Virtual salesmen, help desk assistants, or service professionals often say the same thing to a large number of people. In a virtual environment, when your virtual doctor lectures you about your real cholesterol, it will be impossible to know if the live doctor behind the avatar is actually speaking in real time, or if he triggered his favorite speech with the appropriate parameters for your particular situation and is currently reading the latest journal.
CONCLUSION
It is feasible and desirable to animate avatars with behaviours captured by cameras or haptic devices rather than having a human animator design a full range of behaviour for the avatar. All of the basic technologies are in place to some degree. Capturing behaviour will require less labour and will allow avatars to behave more realistically. Both the need for greater realism and the potential savings will be greater as applications for virtual environments become more sophisticated and complex.
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FIG. 3.
Comparing control of a bot with animated behaviours to control of an avatar with captured behaviours, it is clear that the primary difference is the use of behavioural data in the later case. The bot could also be controlled with captured behaviour by replacing the Designed Behaviours box with a Captured Behaviours box.
