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We study the properties of s-wave superconductivity induced around a nematic quantum critical
point in two-dimensional metals. The strong Landau damping and the Cooper pairing between
incoherent fermions have dramatic mutual influence on each other, and hence should be treated on an
equal footing. This problem is addressed by analyzing the self-consistent Dyson-Schwinger equations
for the superconducting gap and Landau damping rate. We solve the equations at zero temperature
without making any linearization, and show that the superconducting gap is maximized at the
quantum critical point and decreases rapidly as the system departs from this point. The interplay
between nematic fluctuation and an additional pairing interaction, caused by phonon or other boson
mode, is also investigated. The total superconducting gap generated by such interplay can be several
times larger than the direct sum of the gaps separately induced by these two pairing interactions.
This provides a promising way to achieve remarkable enhancement of superconductivity.
PACS numbers: 71.10.Hf, 74.20.Mn, 74.25.Dw, 74.40.Kb
I. INTRODUCTION
Conventional superconductors are well described by
the Bardeen-Cooper-Schieffer (BCS) theory [1], which
gives a microscopic mechanism for the superconducting
(SC) transition and a reliable quantitative estimate for
the SC gap ∆ and critical temperature Tc when the
electron-phonon coupling is not strong. BCS theory and
its later extension by Eliashberg [2] are firmly based on
the validity of Fermi liquid (FL) theory [3] that is known
to be perfectly applicable to normal metals. When a net
attraction is achieved, Cooper pairing is realized, driving
the SC phase transition.
The discovery of superconductivity in heavy fermion
materials [4], cuprates [5–7], and iron pnictides [8–12]
has stimulated intensive research activities in the past
four decades. Many of these superconductors exhibit two
salient universal features: the existence of a SC dome
with a maximal Tc; the emergence of non-FL behavior in
the non-SC phase. A great challenge of condensed matter
physics is to develop a unified framework to account for
these two features [4–11]. Based on existing experiments,
it is broadly expected that the observed NFL behavior
and dome-shaped SC boundary might be caused by cer-
tain quantum critical point (QCP). However, although
this scenario seems very promising, it proves very difficult
to determine the intrinsic correlation among the quantum
criticality, NFL behavior, and SC dome. Another un-
usual, but less universal, feature is that, Tc can be much
higher in some cuprates and iron-based superconductors
than ordinary phonon-mediated superconductors. While
in principle Cooper pairing could be induced by several
possible bosonic modes, such as phonon, magnetic fluc-
tuation, and nematic fluctuation, none of them is able to
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account for all the basic features observed in experiments.
In this paper, we study the fate of superconductivity
formed in a two-dimensional (2D) metal that is tuned
close to a nematic quantum phase transition [13–29].
Such model system has wide applications since electronic
nematicity has already been observed in some cuprates
[6, 7] and almost all iron-based superconductors [8–12].
A special material is FeSe [12, 30–32]: it exhibits a clear
nematic order; no magnetic order is observed; the non-SC
state is a NFL; Tc is below 9K but significantly enhanced
via K intercalation to reach 40-60K; there is a SC dome
with Tc being maximal near nematic QCP. It is natural
to expect that nematic order plays an essential role in
the formation of superconductivity in this material.
For a 2D metal, the quantum nematic fluctuation can
lead to both strong NFL behavior and Cooper pairing.
There is a complicated mutual influence between NFL
behavior and Cooper pairing: strong Landau damping
shortens the fermion lifetime and accordingly may affect
the possibility of Cooper pairing; nonzero SC gap reduces
the space of final states into which fermions are scattered
and hence weakens the NFL behavior. It is hard to judge
whether NFL behavior favors superconductivity without
doing concrete calculations. Since the BCS-Eliashberg
method become invalid in the NFL regime, it is necessary
to employ a generalized framework so that NFL behavior
and Cooper pairing can be treated on an equal footing.
We will address the above issue by using the Dyson-
Schwinger (DS) integral equation approach, which is
more general than BCS-Eliashberg method. We first con-
struct a set of self-consistently coupled DS equations for
the wave renormalization function and the SC gap, and
then solve them in an unbiased way. We are especially in-
terested in the magnitude of the SC gap, which could be
measured by experiments, including angle-resolved pho-
toemission spectroscopy and scanning tunneling micro-
scope. For this purpose, we do not make the linearizing
approximation, which is valid only when T ≈ Tc, but
2FIG. 1: Schematic phase diagram on the x-T plane. We use
r = x − xc to denote the tuning parameter. The non-SC
ground state is a normal FL at large r, and a NFL at small
r. SC gap is strongly peaked at QCP.
directly solve the nonlinear DS equations. Based on the
solutions, the damping rate, SC gap, and their mutual
influence can be simultaneously determined. The vertex
correction is simply neglected in BCS-Eliashberg treat-
ment. In our DS equation calculation, we introduce a
suitable ansatz of the vertex correction, and demonstrate
that it can lead to substantial influence on the gap size.
Moreover, we also incorporate the feedback of SC gap on
the effective nematic propagator. The gap strongly sup-
presses the low-energy DOS and strengthens the nematic
fluctuation, which enhances superconductivity.
After performing extensive calculations, we find that,
the SC gap is strongly peaked at the nematic QCP and
rapidly suppressed as the system moves away from the
QCP into the disordered phase. There is a clear dome-
shaped curve of the SC gap, which is schematically shown
in Fig. 1. Near the QCP, the NFL behavior is hidden
at energy scales below the SC gap, but may show its
existence at intermediate energy scales. We thus obtain
a quantitative description of the complicated correlation
among nematic QCP, NFL behavior, SC dome, and high
Tc, which might be applicable to doped FeSe and some
cuprates.
Another crucial issue is to obtain a high, substantially
enhanced Tc. This can be naturally realized if we could
find an efficient way to promote the SC gap ∆. We will
study the interplay between the nematic fluctuation and
an additional pairing interaction, which might arise from
phonon or other type of bosonic mode. A remarkable
result is that the total gap generated by this interplay
is several times larger than the direct sum of the gaps
induced by two pairing mechanisms separately. Conse-
quently, the corresponding Tc would be much larger than
that produced by one single pairing mechanism.
The rest of the paper is structures as follows. The
model is given in Sec. II, and the self-consistent DS
equations are derived in Sec. III. The solutions of DS
equations are presented and systematically analyzed in
Sec. IV. The main results are summarized in Sec. V.
II. MODEL HAMILTONIAN
We consider a 2D metal at the border of nematic tran-
sition. The low-energy effective model for a 2D metal
close to a nematic QCP is given by [16, 19, 20, 33–38]
Lψ = ψ
†
+α
(
∂τ − iv∂x − 1
2m
∂2y
)
ψ+α
+ψ†−α
(
∂τ + iv∂x − 1
2m
∂2y
)
ψ−α, (1)
Lφ =
N
2e2
(∂yφ)
2
+
Nfr
2
φ2, (2)
Lψφ = φ
(
ψ†+αψ+α + ψ
†
−αψ−α
)
, (3)
L4f = −λψ†ψ†ψψ. (4)
Here, Lψ and Lφ are the Lagrangian densities for the
fermion field ψ and the Ising-type nematic order param-
eter φ, respectively. The Yukawa coupling between ψ
and φ is described by Lψφ. There is an additional short-
ranged BCS coupling term, given by L4f , which might
be induced by exchanging phonons. We use v to denote
the Fermi velocity and m the fermion mass. The + and
− signs appearing in the fermion field ψ+,− stand for
the fermion excitations around two patches near ±kF
[16, 19, 20, 33–38]. Moreover, α = 1, 2, ..., N represents
the fermion flavor. The physical fermion flavor is N = 2,
corresponding to the two spin components.
To make this paper self-contained, we first sketch
the computation of the polarization function. The free
fermion propagator is given by
Gs(ω,k) =
1
−iω + ξsk
, (5)
where ξsk =
k2
2m with m being the fermion mass. At the
Fermi surface, ξsk can be simplified to
ξsk = svkx +
k2y
2m
, (6)
where kx is the tangential component of momentum and
ky the perpendicular component. To the leading order of
perturbative expansion, the polarization is defined as
Π(Ω,q) = N
∑
s=±1
∫
dω
2pi
d2k
(2pi)2
Gs(ω,k)
×Gs (ω +Ω,k+ q) . (7)
This integral has already been computed in previous
works, and it is well-known that [16, 19, 20, 33–38]
Π(Ω,q) = − N
2pi2
m
v|qy|2piisgn(Ω)iΩ = Nγ
|Ω|
|qy| , (8)
where γ = mpiv . The dressed propagator of nematic field
φ has the form
D(ω,q) =
1
N
(
q2
y
e2 + γ
|Ω|
|qy|
+ r
) , (9)
3which is independent of qx. We have introduced a tuning
parameter r to measure the distance of the system from
the nematic QCP. Depending on the material, r could
be doping concentration, pressure, or external field. The
nematic QCP is defined as r = 0. Here, we approach to
the QCP from the disordered phase, with r decreasing
from certain finite value down to zero continuously. The
ordered phase of nematic transition is more complicated,
and thus we leave for future work.
III. SELF-CONSISTENT DYSON-SCHWINGER
EQUATIONS
The Yukawa interaction between gapless fermions and
nematic fluctuation can give rise to both strong Landau
damping and Cooper pairing. To study this problem, it
is most convenient to define a standard Nambu spinor:
Ψ(ω,k) =
(
ψ↑(ω,k)
ψ†↓(−ω,−k)
)
. (10)
Its conjugate is
Ψ†(ω,k) =
(
ψ†↑(ω,k) ψ↓(−ω,−k)
)
. (11)
For an ordinary FL (good) metal, one can write down
the following mean-field Lagrangian
L = Ψ†
(
iωn − ξk ∆
∆∗ iωn + ξk
)
Ψ, (12)
where ∆ ∝ 〈ψ↑ψ↓〉 is an s-wave SC gap. It is then easy
to have a normal and an anomalous Green’s function:
G(ωn,k) = iωn + ξk
ω2n + ξ
2
k +∆
2
, (13)
F(ωn,k) = ∆
ω2n + ξ
2
k +∆
2
. (14)
The corresponding SC gap equation has the form
∆ = λT
∑
ωn
∫
ddk
(2pi)d
F(ωn,k). (15)
= λT
∑
ωn
∫
ddk
(2pi)d
∆
ω2n + ξ
2
k +∆
2
, (16)
with λ being the strength parameter for the attractive
force. We here focus on the case of d = 2 spatial dimen-
sion, but the extension to d = 3 is straightforward. The
SC gap can be easily obtained by solving this equation.
When a 2D metal is tuned on the border of long-range
nematic order, it becomes a bad metal due to the cou-
pling of gapless fermions with quantum critical nematic
fluctuation. As the tuning parameter r grows, driving the
system to depart from nematic QCP, the NFL behavior
is gradually weakened. At finite r, the system exhibits
normal FL behavior at energy scales well below r and un-
usual NFL behavior at energy scale well above r. When
the energy scale becomes sufficiently large, the quantum
nematic fluctuation disappears. Thus, for finite r, NFL
behavior actually emerges within an intermediate range
of energy scale. For very large r, the range for NFL be-
havior to show up becomes extremely narrow, and thus
can be neglected. In this case, the mean-field Hamilto-
nian (12) is definitely no longer sufficient to capture the
complicated mutual influence between FL behavior, NFL
behavior, and Cooper pairing. However, it is possible to
properly generalize (12) so as to describe the SC pairing
in both the FL and NFL regimes. For this purpose, we
write the normal and anomalous Green’s functions in the
following generic forms:
G′(ωn,k) = A1(ωn,k)ωn +A2(ωn,k)ξk
Ξ(ωn,k)
, (17)
F ′(ωn,k) = ∆(ωn,k)
Ξ(ωn,k)
. (18)
where
Ξ(ωn,k) = A
2
1(ωn,k)ω
2
n +A
2
2(ωn,k)ξ
2
k +∆
2(ωn,k).
Here, A1,2(ωn,k) are two renormalization functions.
The interaction-induced Landau damping is encoded in
the wave renormalization function A1(ωn,k). It is inter-
esting that A1(ωn,k) exhibits distinct behaviors in NFL,
FL, and fully gapped SC phases. For a NFL, A1(ωn,k)
increases rapidly as the energy is lowered, and eventually
diverges in the zero-energy limit. For a FL, A1(ωn,k) is
convergent at low energies. When superconductivity is
induced in a NFL metal, A1(ωn,k) approaches a finite
value at energies below the SC gap, but can still display
NFL-like behaviors in an intermediate range of energies.
The fermion mass renormalization can be obtained from
A1(ωn,k) and A2(ωn,k). Apparently, now G′(ωn,k) and
F ′(ωn,k) contain three important interaction-induced ef-
fects: strong Landau damping, mass renormalization,
and SC gap generation. The functions A1,2(ωn,k) and
∆(ωn,k) satisfy the following self-consistent DS integral
equations:
A1(εn,p)εn = εn +
∫
ωn,k
A1(ωn,k)ωnF (εn,p, ωn,k),
A2(εn,p)ξp = ξp +
∫
ωn,k
A2(ωn,k)ξkF (εn,p, ωn,k),
∆(εn,p) =
∫
ωn,k
∆(ωn,k)F (εn,p, ωn,k)
+λ
∫
ωn,k
∆(ωn,k)
Ξ(Ωn,k)
, (19)
where
∫
ωn,k
≡ T∑ωn ∫ d2k(2pi)2 and
F (εn,p, ωn,k) =
Γ (εn,p;ωn,k)
Ξ(ωn,k)
D(εn − ωn,p− k).(20)
4From these equations, we can see that the nematic fluc-
tuation contributes to both A1,2(ωn,k) and ∆(ωn,k),
whereas the BCS attraction makes no contribution to
A1,2(ωn,k). In traditional BCS-Eliashberg scheme for
strongly coupled superconductors, the vertex corrections
are unimportant due to Migdal theorem. The validity
of this theorem relies on the fact that the fermion mass
is much smaller than the lattice mass. In the present
case, there is no guarantee that the vertex correction to
the Yukawa coupling is unimportant. In order not to
underestimate the importance of vertex correction, we
have introduced a vertex function Γ (εn,p;ωn,k). In the
most generic case, the vertex Γ (ε,p;ω,k) also satisfies
an integral equation that couples consistently to those
of A1,2(ε,p) and ∆(ε,p). This would make the analysis
practically impossible. We will alternatively introduce
some suitable Ansatz for the vertex function.
The three DS equations are intimately coupled to each
other, reflecting the fact that Landau damping effect,
fermion mass renormalization, and Cooper pairing have
significant mutual influence. It is thus difficult to perform
numerical evaluations. In the following, we will employ
several further approximations. The first approximation
is to take the zero temperature limit by employing the re-
placement T
∑
ωn
→ ∫ +∞
−∞
dω
2pi . Since the dressed nematic
propagator D(ε,p) does not depend on qx, the functions
A1,2(ω,k) are independent of kx and thus can be writ-
ten as A1,2(ω, ky). Accordingly, the vertex function is
expressed in the form Γ (εn, py;ωn, ky). Now the above
self-consistent equations can be simplified to
A1(ε, py)ε = ε+
∫
ω,kx,ky
A1(ω, ky)ωF (ε, py, ω, ky),
A2(ε, py)ξp = ξp +
∫
ω,kx,ky
A2(ω, ky)vkxF (ε, py, ω, ky),
A3(ε, py)∆ =
∫
ω,kx,ky
∆(ω, ky)F (ε, py, ω, ky)
+λ
∫
ω,kx,ky
∆(ω, ky)
Ξ(ω, ky)
, (21)
where
F (ε, py, ω, ky) =
Γ (ε, py;ω, ky)
Ξ(ω, ky)
D(ε− ω, py − ky),
and
Ξ(ω, ky) = A
2
1(ω, ky)ω
2 +A22(ω, ky)v
2k2x +∆
2(ω, ky).
Here, we use the notation
∫
ω,kx,ky
≡ ∫ dω2pi dkx2pi dky2pi . A
transformation vkx +
1
2mk
2
y → vkx has been utilized. It
is now easy to verify that
A2(ε, py) = 1. (22)
After performing the integration of kx, we obtain
A1(ε, py)ε = ε+
1
2v
∫
dω
2pi
dky
2pi
A1(ω, ky)ωF1(ε, py, ω, ky),
∆(ε, py) =
1
2v
∫
dω
2pi
dky
2pi
∆(ω, ky)F1(ε, py, ω, ky)
+
λ
2v
∫
dω
2pi
dky
2pi
∆(ω, ky)
J1(ω, ky)
, (23)
where
F1(ε, py, ω, ky) =
Γ (ε, py;ω, ky)
J1(ω, ky)
D(ε− ω, py − ky),
J1(ω, ky) =
√
A21(ω, ky)ω
2 +∆2(ω, ky).
The vertex function needs to be specified at this stage.
The simplest choice is to adopt the bare vertex, i.e.,
Γ (ε, py;ω, ky) = 1. (24)
This approximation is widely used in the BCS-Eliashberg
treatment of superconducting pairing [13, 20], but is ap-
parently oversimplified. Here, we choose to consider the
following Ansatz :
Γ (ε, py;ω, ky) =
1
2
[A1(ε, py) +A1(ω, ky)] , (25)
which is symmetric under the exchange of energy-
momentum variables.
We further suppose that the dependence of A1 and ∆
on component py is weak, namely
A1(ε, py)→ A1(ε), ∆(ε, py)→ ∆(ε) . (26)
Here, we use the Fermi momentum kF to serve as the
cutoff for ky. Now, the integration over ky appearing in
the first term of the gap equation in Eq. (23) is convergent
and can be carried out directly. For the rest terms of
Eq. (23), we define |ky| = (e2γ|ε− ω|)1/3x and then find
that
A1(ε)ε = ε+
gω
1/3
c
N
∫ ωc
0
dωA1(ω)ω
× [F3(ε− ω)− F3(ε+ ω)] , (27)
∆(ε) =
gω
1/3
c
N
∫ ωc
0
dω∆(ω) [F3(ε− ω) + F3(ε+ ω)]
+λ′
∫ ωc
0
dω
∆(ω)
J2(ω)
, (28)
where
F3(ε± ω) = Γ (ε;ω)
J2(ω)
1
|ε± ω|1/3
3
√
3
2pi
×
∫ +∞
0
dx
x
x3 + 1 +
(
e
γ|ε±ω|
)2/3
rx
,(29)
5with J2(ω) =
√
A21(ω)ω
2 +∆2(ω). We have used the
relations A1(ω) = A1(−ω) and ∆(ω) = ∆(−ω), and de-
fined new parameters
λ′ =
λkF
2pi2v
, g =
e4/3
6
√
3pivγ1/3ω
1/3
c
. (30)
The upper limit of x is taken to be infinity, which is jus-
tified because the integration over x is free of divergence.
From Eqs. (27) and (28), we can see that 1/N can serve as
an effective expanding parameter for the fermion-nematic
interaction.
The equations (27) and (28) are applicable to both the
FL regime and NFL regime, and also can capture the
FL-to-NFL crossover tuned by changing the energy scale,
which allows us to examine the mutual influence between
Landau damping and Cooper pairing as the system is
approaching the nematic QCP. At exactly the nematic
QCP, r = 0 and we have
A1(ε)ε = ε+
gω
1/3
c
N
∫ ωc
0
dωA1(ω)ωK−(ε, ω), (31)
∆(ε) =
gω
1/3
c
N
∫ ωc
0
dω∆(ω)K+(ε, ω)
+λ′
∫ ωc
0
dω
∆(ω)
J2(ω)
, (32)
where
K±(ε, ω) =
Γ (ε;ω)
J2(ω)
(
1
|ε− ω|1/3 −
1
|ε+ ω|1/3
)
. (33)
By solving the two equations self-consistently, we can get
the Landau damping rate, from A1(ε), and SC gap.
Our DS equations are quite general, and contain all the
essential information for Landau damping and Cooper
pairing. They should recover the results obtained previ-
ously in limiting cases. If the nematic QCP is removed,
A1 ≡ 1, the DS equations are simply reduced to the well-
known BCS gap equation. An opposite limit is reached
by taking ∆ = 0, corresponding to the non-SC ground
state. In this case, the quantum nematic fluctuation leads
to strong fermion damping effect. After neglecting the
vertex correction, we obtain
A1(ε)ε ≈ ε+ 6gω
1/3
c
N
ε2/3 (34)
in the low-energy region ε ≪ ωc. This is a typical NFL
behavior, and well consistent with the results reported
previously [33–38].
IV. SOLUTIONS OF COUPLED EQUATIONS
In the limiting case with ∆ = 0, the system exhibits
well-known NFL behavior (A1 − 1) ε ∝ ε2/3 at r = 0. At
nonzero r, there is a crossover from NFL regime to nomal
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FIG. 2: Dependence of zero-energy SC gap on tuning param-
eter r′. The energy scale is given by ωc = µF . (a) r
′ = 0; (b)
r′ = 1; (c) r′ = 10; (d) r′ = 100. The re-scaled parameter
r′ = e2/3r/(γωc)
2/3 represents an effective mass of nematic
order parameter. The QCP is located at r′ = 0.
FL regime as r or the energy scale is varied. Cooper
pairing is formed on the basis of the NFL metal near
nematic QCP.
To obtain a quantitatively precise relation between the
Landau damping rate and SC gap at T = 0, the coupled
DS equations in (21) cannot be linearized. The lineariz-
ing approximation is valid only in the close vicinity of
Tc. Moreover, it is not appropriate to first perturbatively
compute A1(ε, p) and then to use the perturbative result
to solve the gap equation, because this would miss the
important suppressing effect of SC gap on the Landau
damping. In this work, we have solved the equations in
(21) in a self-consistent and entirely unbiased way, and
determine A1(ε, p) and ∆(ε, p) simultaneously. To make
numerical calculation simpler, we temporarily ignore the
dependence of these function on momenta, and compute
A1(ε) and ∆(ε). The influence of momentum-dependence
will be examined below.
Currently, we concentrate on the nematic QCP and
the disordered phase, corresponding to the parameter
range r ≥ 0. In the region with r < 0, the SC and
nematic orders are expected to coexist. These two or-
ders might compete, which makes theoretical treatment
more involved than the case of r ≥ 0. This problem will
be considered in future work.
A. Superconducting dome
In Fig. 2, we present the zero-energy SC gap obtained
at various values of g, λ′, and r′. At r′ = 0, the SC gap
∆(0) obtained at λ′ = 0.1 and g = 0.2 is roughly one
hundred times larger than that obtained at λ′ = 0.1 and
g = 0. As g grows, the gap ∆(0) further increases. At
r′ = 1, the enhancement is still dramatic. As r′ contin-
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FIG. 3: Scaled zero-energy SC gap ∆′(ω) = ∆(ω)/A1(ω) is
maximized at r = 0 and is strongly suppressed by growing r.
We take λ = 0 in (a) and λ = 0.1 in (b). The presence of a
small λ greatly amplifies the gap size.
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FIG. 4: Dependence of A1(ω) and ∆(ω) on ω are shown in
(a) and (b), respectively.
ues growing, the enhancement is rapidly weakened, and
finally nearly disappears when r′ is large enough. It is
therefore clear that the nematic-induced enhancement of
SC gap is most significant at the QCP.
The quantum nematic fluctuation itself can trigger
Cooper pairing even though there is no net attraction in-
duced by other scenarios, consistent with previous works
[13, 16]. As can be seen from Fig. 2, a finite SC gap is
opened at λ′ = 0, and ∆(0) is an increasing function of g,
the Yukawa coupling. This gap is strongly peaked at the
QCP with r′ = 0, and decreases rapidly as r′ grows. In
case a net attraction with strength λ′ already develops,
presumably due to commonly existing phonons, the SC
gap is significantly enhanced. Normally, λ′ only has weak
dependence on r′, thus the gap is still peaked at the QCP.
All these results are summarized in Fig. 3. An apparent
conclusion is that there emerges a dome-shaped bound-
ary of the SC phase with the maximal gap appearing at
nematic QCP.
The energy dependence of A1(ω) and ∆(ω) is shown in
Fig. 4. In the low-energy region, corresponding to small
values of ω, A1(ω) is nearly a constant. The reason for
this feature is that the SC gap substantially reduces the
space of final states into which the fermions are scat-
tered by the nematic fluctuation. The SC gap can be
considered as an infrared cutoff, and the original singu-
lar increasing of A1 is prevented in the energy scale lower
than the SC gap. It is easy to observe from Fig. 4 that
A1(ω) is dramatically suppressed when ω/ωc exceeds cer-
tain threshold, implying the emergence of strong Landau
damping effect and, accordingly, unusual NFL behavior.
Above Tc, the gap is closed due to thermal fluctuations,
and the system enters from SC phase into a finite-T NFL
phase. If r′ takes an intermediate value, the system is in
a mixed FL/NFL regime: the NL and NFL behaviors
show up at different energy scales. All these complicated
properties can be quantitatively reproduced from the self-
consistent solutions of DS equations.
B. Importance of vertex correction
We now consider the impact of the vertex correction
to Yukawa coupling between fermion and nematic order.
The DS equations are solved with and without vertex
correction respectively, with the results being given in
Fig. 5. Comparing Fig. 5 to Fig. 2, we find that includ-
ing the vertex correction does not change the qualitative
results obtained by adopting the bare vertex. However,
the vertex correction leads to considerable enhancement
of superconductivity. If the vertex correction is ignored,
the magnitude of SC gap would be underestimated. Our
results indicate that the vertex correction is important
only at small values of r′, namely in the close vicinity of
nematic QCP where the Yukawa coupling is singular. If
the system is far from the nematic QCP, it is valid to
ignore the vertex correction, and the SC transition could
be described by the BCS-Eliashberg method.
C. Including gap in the polarization
The SC gap size replies sensitively on the effective
strength of Yukawa coupling. The free propagator of
nematic fluctuation is ∝ q−2 at QCP. Such interaction
is effectively long-ranged. The collective particle-hole
excitations weakens such singular interaction, which is
reflected by the polarization Π(Ω,q). In the above cal-
culations, we have used the expression of D(Ω,q) given
by Eq. (9). The feedback effect of SC gap on D(Ω,q)
needs to be carefully examined. Intuitively, the SC gap
suppresses the low-energy DOS of fermions, which is ex-
pected to weaken the screening effect and increase the
effective strength of nematic fluctuation.
Now assume a finite SC gap ∆(ω) is generated. In-
cluding ∆ into the polarization function yields
Π(Ω,q) = 2N
∑
s=±1
∫
dω
2pi
∫
d2k
(2pi)2
−A1(ω)A1(ω +Ω)ω(ω +Ω) + ξskξsk+q −∆(ω)∆(ω +Ω)[
A21(ω)ω
2 + (ξsk)
2 +∆2(ω)
] [
A21(ω +Ω) (ω +Ω)
2 +
(
ξsk+q
)2
+∆2(ω +Ω)
] . (35)
7In principle, the polarization should also be coupled self-
consistently to the DS equations for A1 and ∆. This is
in practice difficult to accomplish. Here, our strategy is
to obtain an approximate analytical expression for the
polarization. According to Appendix B, the exact polar-
ization Π(Ω,q) can be perfectly replaced by the following
simple function
Π(Ω,q) = Nγ
|Ω|
|qy|
|Ω|
|Ω|+ 2.5∆′(0) , (36)
which reduces to Eq. (9) in the limit ∆′(0) = 0. It is easy
to observe that the above polarization is considerably
smaller than Eq. (8). This indicates that the effective
nematic fluctuation is strengthened once the SC gap is
included in the polarization, which, as just mentioned, is
due to the gap-induced suppression of fermion DOS.
The SC gap obtained by utilizing different approxima-
tions are presented in Fig. 6. It clearly shows that the
magnitude of SC gap is visibly enhanced once the feed-
back effect of SC gap on the polarization is included.
D. Strong enhancement of superconductivity
We now analyze the interplay of two different pairing
mechanisms. After long-term exploration, it has become
clear that one single pairing interaction can hardly pro-
duce the observed high Tc of some cuprate and iron-based
superconductors. Recently, there is a growing interest in
the study of the cooperative effect of two distinct pairing
interactions [24, 29, 39, 40]. However, the physical influ-
ence of such cooperation remains unclear due to the lack
of a well-controlled framework to properly deal with the
interplay of two pairing interactions.
We will apply the DS equation approach to compute
the SC gap induced by the interplay between nematic
fluctuation and additional short-ranged BCS coupling.
Before carrying out calculations, it is useful to first make
a qualitative analysis. As demonstrated in the last three
subsections, the Yukawa coupling between fermions and
nematic fluctuation is strongest at the QCP, and can
lead to the largest SC gap. The Yukawa coupling could
be made stronger if the polarization Π(Ω,q) is reduced.
Now imagine a finite SC gap is already opened by weak
BCS coupling, which might be mediated by the exchange
of ordinary phonons. This gap can lower the low-energy
fermion DOS. When the nematic fluctuation is intro-
duced to the system, the effective strength of Yukawa
coupling will be larger than the case in which no addi-
tional BCS coupling exists. Such scenario is similar to the
feedback effect discussed in the last subsection. In actual
materials, the interplay between quantum nematic fluc-
tuation and electron-phonon interaction could combine
to generate a greatly enhanced superconductivity that
can never be realized by one single pairing interaction.
Here, we would like to mention that an analogous
phenomenon occurs in graphene. It is known that the
Coulomb interaction remains long-ranged despite the
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FIG. 5: Zero-energy SC gap ∆(0) obtained after including
vertex correction: (a) r′ = 0; (b) r′ = 1. The results for
r′ = 10 and r′ = 100 are nearly the same as those given in
Fig. 2(c) and Fig. 2(d), and thus are not shown here.
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FIG. 6: Scaled gap obtained under various approximations.
Blue: Vertex and feedback effect are neglected. Red: Vertex
is included. Green: Feedback effect is included. Black: Both
vertex and feedback effect are included.
presence of dynamical screening due to particle-hole ex-
citations in graphene. When the Coulomb interaction is
sufficiently strong, it can drive an excitonic pairing and
open a finite dynamical gap, which turns the semimetal
into an excitonic insulator [41–45]. For strictly gapless
graphene, a dynamical excitonic gap is generated only
when the Coulomb interaction strength α is larger than
a critical value αc [42–45]. Remarkably, if a bare gap is
already opened for some reason, αc is reduced to an ar-
bitrarily small value [46] and the dynamical gap is also
drastically amplified to a much larger value. The strong
enhancement of excitonic pairing originates from the fact
that the bare gap weakens the dynamical screening and
increase the effective strength of Coulomb interaction.
The significant gap enhancement is firmly based on
an important fact that the superposition of the gaps
produced by two pairing interactions is highly nonlin-
ear. Such nonlinear superposition plays an important
role even when the feedback of SC gap to the Yukawa cou-
pling is neglected. To precisely evaluate the total SC gap,
the quantum nematic fluctuation and short-ranged BCS
coupling should be treated in a self-consistent way. The
DS equation offers a perfect framework for this study.
After solving the DS equations, we find that the total
gap can be much larger than the direct sum of the gap
∆n generated by nematic fluctuation and the gap ∆p
generated by additional BCS coupling. We present the
ratio ∆B(0)/∆A in Fig. 7, where ∆B(0) denotes the to-
tal gap and ∆A(0) = ∆n + ∆p. We see that the ratio
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FIG. 7: Ratio ∆′B(0)/∆
′
A(0), where ∆
′
B(0) = ∆
′(0)|λ′,g and
∆′A(0) = ∆
′(0)|λ′,g=0 + ∆
′(0)|λ′=0,g . (a) Vertex correction
and feedback effect of finite SC gap on the polarization are ne-
glected; (b) Vertex correction is included; (c) Feedback effect
is included; (d) Both vertex correction and feedback effect are
considered.
∆B/∆A ranges from unity to 10, depending on the val-
ues of model parameters and the approximation adopted
to do the calculation. This ratio is computed under four
different approximations, shown in Fig. 7(a)-(d). Com-
paring (a) to (d), we find that the ratio becomes smaller
when both the vertex correction and feedback to polar-
ization are incorporated. However, it is necessary to em-
phasize that the total gap ∆B(0) obtained in the case of
(d) is indeed much larger than that of case (a).
E. Impact of momentum dependence
In the above analysis, we entirely ignore the momen-
tum dependence of A1(ε, py) and ∆(ε, , py). In Appendix
A, we show how to properly incorporate the momentum
dependence in the coupled DS equations. After perform-
ing extensive numerical calculation, we confirm that our
results are only slightly modified when the momentum
dependence of A1(ε, py) and ∆(ε, , py) is considered.
V. SUMMARY AND DISCUSSION
To summarize, our work presents a quantitative and
self-consistent determination of the Landau damping rate
and the s-wave SC gap in a 2D quantum critical NFL
metal. This model system has potential applications
to realistic unconventional superconductors, including
cuprates, iron pnictides and FeSe. We demonstrate that
the interplay of nematic fluctuation and a weak net at-
traction mediated leads to a significant enhancement of
s-wave SC gap, which offers an efficient way to promote
superconductivity. Since the magnitude of zero-T SC gap
is directly related to the SC transition temperature, the
gap enhancement could lead to a remarkably increased
Tc. This motivates us to conjecture that the observed
high Tc of some cuprate and iron-based superconductors
might originate from the mutual promotion of two dis-
tinct pairing mechanisms. Moreover, the total SC gap
reaches its maximal value at the nematic QCP and is
strongly suppressed as the system is tuned away from the
QCP, hence a dome-shaped curve of Tc could be naturally
produced, which appears to be in general agreement with
experiments.
Our approach can be regarded as an extension of the
BCS-Eliashberg theory to quantum critical metals in
which the Landau damping is strong enough to inval-
idate the FL theory. Depending on the value of tun-
ing parameter r, the non-SC system might stay in NFL
regime, FL regime, or mixed FL/NFL regime that dis-
plays ordinary FL behavior at low energies and strong
NFL behavior at high energies. Once Cooper pairing of
(in)coherent fermions is realized, the system is in the SC
state at low temperatures. Nevertheless, NFL behavior
can still emerge in the intermediate energy range. Our
approach thus provides a unified framework for the the-
oretic analysis of Cooper pairing in FL, NFL, and mixed
FL/NFL metals.
The present work is restricted to zero temperature.
The next step is to study the influence of finite temper-
ature, and to accurately compute Tc(r). This is not an
easy problem because the quantum critical nematic fluc-
tuation might lead to severe infrared divergence in the
DS equations at nonzero temperature [28, 47]. It is also
necessary to investigate the case in which the nematic or-
der parameter has a finite mean value. The coexistence of
nematic and SC orders might cause unusual effects that
cannot occur in the disordered side of nematic QCP.
Another interesting future work is to apply the DS
equation method to study the fate of superconductivity
in correlated electron systems close to magnetic quantum
phase transition. Such systems have direct applications
to iron-based superconductors [8–10]. The magnetic or-
der parameter is more complicated than nematic order
parameter [48, 49] and the SC gap induced by magnetic
fluctuation may have a d-wave symmetry, which makes
DS equation analysis more involved. In some supercon-
ductors, the magnetic and nematic long-range orders are
both important and indeed intrinsically connected [9, 50].
Despite such complications, one can always construct a
set of coupled DS equations for the SC gap function and
the renormalization factors, analyze the structure of the
gap, determine the correlation between NFL behavior
and Cooper pairing, and also examine whether the inter-
play of distinct pairing mechanisms lead to significantly
enhanced superconductivity.
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by the National Natural Science Foundation of China
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Appendix A: Influence of momentum dependence of
Here we examine whether the momentum dependence of A1 and ∆ play an important role. It is in principle to
solve the self-consistent equations (23) and (23) numerically. Nevertheless, this is technically hard and extremely
time-consuming. We choose to factorize the functions A1(ε, py) and ∆(ε, py) as follows:
A1(ε, py) = A
a
1(ε)F1(py), (A1)
∆(ε, py) = ∆
a(ε)F2(py), (A2)
where F1 and F2 satisfy
F1(0) ≡ 1, (A3)
F2(0) ≡ 1. (A4)
Accordingly, the self-consistent equations can be re-written as
Aa1(ε)ε = ε+
1
2v
∫
dω
2pi
dky
2pi
Γ (ε, 0;ω, ky)A
a
1(ω)F1(ky)ω√
(Aa1(ω))
2
F 21 (ky)ω
2 + (∆a(ω))
2
F 22 (ky)
D(ε− ω, ky), (A5)
Aa1(ωc)F1(py)ωc = ωc +
1
2v
∫
dω
2pi
dky
2pi
Γ (ωc, py;ω, ky)A
a
1(ω)F1(ky)ω√
(Aa1(ω))
2 F 21 (ky)ω
2 + (∆a(ω))2 F 22 (ky)
D(ωc − ω, py − ky), (A6)
∆a(ε) =
λ
2v
∫
dω
2pi
dky
2pi
∆a(ω)F2(ky)√
(Aa1(ω))
2
F 21 (ky)ω
2 + (∆a(ω))
2
F 22 (ky)
+
1
2v
∫
dω
2pi
dky
2pi
Γ (ε, 0;ω, ky)∆
a(ω)F2(ky)√
(Aa1(ω))
2
F 21 (ky)ω
2 + (∆a(ω))
2
F 22 (ky)
D(ε− ω, ky), (A7)
∆a(ωc)F2(py) =
λ
2v
∫
dω
2pi
dky
2pi
∆a(ω)F2(ky)√
(Aa1(ω))
2
F 21 (ky)ω
2 + (∆a(ω))
2
F 22 (ky)
+
1
2v
∫
dω
2pi
dky
2pi
Γ (ωc, py;ω, ky)∆
a(ω)F2(ky)√
(Aa1(ω))
2 F 21 (ky)ω
2 + (∆a(ω))2 F 22 (ky)
D(ωc − ω, py − ky). (A8)
By solving these equations, we have confirmed that the momentum dependence of A1 and ∆ can only play a minor
role. The zero-energy gap ∆′(0) obtained in the presence and absence of such momentum dependence are nearly the
same.
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Appendix B: Including gap in the polarization
Including the feedback effect of finite SC gap, the polarization takes the following form
Π(Ω,q) = 2N
∑
s=±1
∫
dω
2pi
∫
d2k
(2pi)2
× −A1(ω)A1(ω +Ω)ω(ω +Ω) + ξ
s
kξ
s
k+q −∆(ω)∆(ω +Ω)[
A21(ω)ω
2 + (ξsk)
2
+∆2(ω)
] [
A21(ω +Ω) (ω +Ω)
2
+
(
ξsk+q
)2
+∆2(ω +Ω)
] . (B1)
Performing the integration of momentum, we obtain
Π(Ω,q) =
Nγ
2|qy|
∫
dω
−A1(ω)A1(ω +Ω)ω(ω + Ω)−∆(ω)∆(ω +Ω)√
A21(ω)ω
2 +∆2(ω)
√
A21(ω +Ω) (ω +Ω)
2
+∆2(ω +Ω)
. (B2)
In the limit of Ω = 0 and ∆ = 0, the polarization is simplified to
Π(Ω = 0,q,∆ = 0) = Nγ
1
2|qy|
∫
dω(−1). (B3)
For the polarization to satisfy the condition Π(Ω = 0,q,∆ = 0) = 0, we employ the redefinition
Π(Ω,q) −Π(Ω = 0,q,∆ = 0)→ Π(Ω,q), (B4)
and then obtain
Π(Ω,q) = Nγ
1
2|qy|
∫
dω

1− A1(ω)A1(ω +Ω)ω(ω +Ω) +∆(ω)∆(ω +Ω)√
A21(ω)ω
2 +∆2(ω)
√
A21(ω +Ω) (ω +Ω)
2
+∆2(ω +Ω)

 . (B5)
It can be further written as
Π(Ω,q) = Nγ
|Ω|
|qy|F (|Ω|), (B6)
where
F (|Ω|) = 1|Ω|
∫ +∞
0
dω
[
1− A1(ω)A1(ω + |Ω|)ω(ω + |Ω|) + ∆(ω)∆(ω + |Ω|)√
A21(ω)ω
2 +∆2(ω)
√
A21(ω + |Ω|)(ω + |Ω|)2 +∆2(ω + |Ω|)
]
+
1
2|Ω|
∫ |Ω|
0
dω

1− −A1(ω)A1(ω − |Ω|)ω(−ω + |Ω|) + ∆(ω)∆(−ω + |Ω|)√
A21(ω)ω
2 +∆2(ω)
√
A21(ω − |Ω|) (ω − |Ω|)2 +∆2(ω − |Ω|)

 .
Under the approximation A1(ω) ≈ A1(0) and ∆(ω) ≈ ∆(0), we get
F (|Ω|) = 1|Ω|
∫ +∞
0
dω
[
1− ω(ω + |Ω|) + ∆
′2(0)√
ω2 +∆′2(0)
√
(ω + |Ω|)2 +∆′2(0)
]
+
1
2|Ω|
∫ |Ω|
0
dω

1− −ω(−ω + |Ω|) + ∆′2(0)√
ω2 +∆′2(0)
√
(−ω + |Ω|)2 +∆′2(0)

 , (B7)
where ∆′(0) = ∆(0)A1(0) . The numerical result is shown in Fig. 8, which indicates that F (|Ω|) can be accurately
approximated by the expression
F (|Ω|) = |Ω||Ω|+ 2.5∆′(0) . (B8)
