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Abstract 
An investigation is conducted of the Vapnik-Chervonenkis dimensions (VC-dimensions) of 
finite automata having k letters and n states. It is shown for a fixed positive integer k( 22) that 
(1) the VC-dimension of DFAk(n) := {Lc{1,2,...,k}* : some deterministic finite automaton 
with at most n states accepts L} is n + log, n - O(log log n) for k = 1 and (k - 1 + o( 1))n log, n 
for k>2, and (2) the VC-dimension of CDFAk(n) := {L E DFAk(n) : L is commutative} is 
n + o(n). 
1. Introduction 
An investigation is conducted of the Vapnik-Chervonenkis dimensions (VC-dimen- 
sions) of deterministic finite automata (dfas) and commutative deterministic finite au- 
tomata (cdfas). 
The term DFAk(n) denotes the class of languages accepted by a dfa with n states and 
k letters. It is known that the VC-dimension of a concept class yields a lower bound 
of the computational complexity of learning (see [6, 7, 10, 111). Maass and Turan [12] 
reported that T. Gaizer independently showed that VC-dim(DFAz(n)) = O(n log n) in 
his unpublished work. Also, Champamaud and Pin [8] studied a maxmin problem of 
finite automata, whose solution yields VC-dim(DFAz(n)) = O(nlogn). In the present 
paper the asymptotic behavior of VC-dim(DFAk(n)) is studied. 
The term CDFAk(n) denotes the class of commutative languages accepted by dfas 
with k letters and n states (regarding commutative dfa, see [13]). For a constant integer 
k, Abe [l] presented a learning algorithm for CDFAk(n) and determined that VC- 
dim(CDFAk(n)) = 0(n) and VC-dim(CDFAk(n)) = O(n log n) to obtain a lower bound 
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for a learning complexity of CDFA. Presently, it is shown that VC-dim(CDFAk(n)) 
= (1 + o( l))n for a constant k. The cardinality of the alphabet contributes to the VC- 
dimension of dfas, but does not appear to contribute to the VC-dimension of cdfas. 
2. Definitions 
Let N be the set of nonnegative integers {0,1,2,. . .}, and [n] the set { 1,2,. . . ,n} 
for 12 E N. For a real number Y, LrJ, and [~j denote the greatest integer not exceeding 
Y and the least integer not less than r respectively. In the present paper the standard 
definitions and notations are followed in the formal language theory. The reader can 
find the definitions in standard textbooks (for example, [9]). 
2.1. DFA and commutative DFA 
For an integer k > 1, a set 2 = ck of k elements is fixed. The set C, a member of the 
set, and the cardinality k = I.Z/ are called the alphabet, a letter, and the alphabet-size, 
respectively. A string of letters w = ~1~2 . . . w, is a word (of length m), while the 
empty word II is the word of length 0. The set of words is denoted by C*, and each 
subset of C* is called a language. For words x, y E C*, x. y denotes the concatenation 
of x and y. For example, if C = (0, l},x = 0011, and y = 1010, then x.y = 00111010. 
Let Q = Qn be a set of n elements, where a member of Q is termed a state. For a 
function 6 : Q x C --+ Q, a state qo E Q, and a subset F c Q, M = (Q, C, 6, qo, F) is a 
deterministicJinite state automaton (dfa). Here, 6, qo, and F are called the transition 
function, the initial state and the set ofJinal states of M, respectively. For a state q E Q 
and a word w = wiwz . . w, E C*, define 6(q, w) := 6(. . .6(&q, WI), w2), . . . , w,). The 
dfa M = (Q, Z, S,qo,F) accepts the word w, if and only if 6(qo, w) E F. Let L(M) 
denote the language accepted by M, i.e. the set of words accepted by the dfa M. Next, 
define 
DF&(n) := {L(M) : kf 1s a dfa with states Qn and alphabet ck}. 
Here the indexes k and n are the alphabet-size and the number of states, respectively. 
For any word w = wiwz...w, of length m and two integers i, j (1 <i < j <m), 
w[i, j] is defined as w[i, j] := ~1~2.. . Wi_lwiwi+l . wi_lwiwi+l . . . w,. A language 
L E DFAk(n) is commutative when “w E L if and only if w[i, j] E L” for any word w 
of any length m, and any two integers i, j (1 <i < j <m). The cdfa is then stated as 
CDFAk(n) := {L E DFAk(n) : L is commutative}. 
The dfa M is a cdfa when L(A4) is commutative. 
2.2. Vapnik-Chervonenkis dimension 
Let 9 c 2x(:= {S : S cX}) be a family of sets over the universe X. 
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Definition 1. Set S c X is shattered by F-, if and only if {S n F : F E 9} = 2’. The 
Vapnik-Chervonenkis dimension (VC-dimension) of a family of sets F-, denoted as 
VC-dim(F), is the maximum size of a set shattered by P (this value is defined as 
infinite if no such maximum exists). 
It is a well known fact that 
VC-dim(J) < log, 191 (1) 
for any family of sets 9. This inequality can be quickly proven and is very useful. 
3. Deterministic finite automata DFAk(n) 
First, we consider the case of alphabet-size 1. 
Theorem 1. 
VC-dim(DFAi(n)) = n + log, n - O(log log n) 
Proof. (i) Let M,(p,F) := ([O,n), {l}, 6p,n, 0,F) for p E [n] and F c [O,n) := 
(0, 1,.  f > n - 1) be a dfa of alphabet-size 1, such that 6&i, 1) = i + 1 for every 
i (O<i<n-2), and6p,n(n-1,1)=n-p. Foranintegerm~O,~ll.~.ll~isdenoted 
m times 
by m for brevity. 
Two dfas are considered, M,,(p, F) and Mh(p, F’), where n > h, p E [h], F c [0, n), 
and F’ c [0, h). It can be easily shown that L(M,,(p, F)) = L(Mh(p, F’)) if F = (F’ n 
[O,h-p))U{i+jpE {h-p,...,n-1) : i E F’ n {h - p, . . . , h}, j E N}. Therefore, 
if a one-letter language L is accepted by a dfa having less than n states that can be 
reached from the initial state, then there exists a dfa M,(p,F) that accepts L. Therefore. 
IDFAi( < I{M,(p,F) : p E [n],F c [O,n)}j = n2”. By (1) it follows that 
VC-dim(DFAi(n)) d log, (DFAi(n)l bn + log, n. 
(ii) First, VC-dim(DFAi( 13)) > 15 is illustrated prior to assigning the upper bound 
for a general n. 
When setting K13 := {0,1,2,3,. . . , 11,7382,11946,21747} and ~%‘13 := {A413(p,F) :
p= 1,2,3,5,7,11, or 13,Fc{O,l,..., 12}}, Table 1 lists the values of 6,~3(0,m). 
For any subset K’ c K13, p and F ~(0, l,..., 12} can be chosen such that {m E 
K13 : 6,1j(O,m) E F} = K’. Therefore, it can be seen that J2i3 shatters Ki3 and 
VC-dim(DFAi(13))a IK13( = 15. 
Next, it is proven that VC-dim(DFAi (n)) >n + log, n - log, log, n + 0( 1). It should 
be noted that when L>n - p, 
ts,,(O,m) = e if and only if m s e mod p, 
and when 0 -$e < n - p, s,.(O,m) = L, if and only if L = m. 
(2) 
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Table 1 
6,,13(0,m) for km) 
0 1 2 3 4 5 6 7 8 9 10 11 7382 11946 21747 
1 0 1 2 3 4 5 6 7 8 9 10 11 12 12 12 
2 0 1 2 3 4 5 6 7 8 9 10 11 12 12 11 
3 0 1 2 3 4 5 6 7 8 9 10 11 11 12 12 
5 0 1 2 3 4 5 6 7 8 9 10 11 12 11 12 
7 0 1 2 3 4 5 6 7 8 9 10 11 11 11 12 
11 0 1 2 3 4 5 6 7 8 9 10 11 12 11 11 
13 0 1 2 3 4 5 6 7 8 9 10 11 11 12 11 
Generally for n, a subset K,, = (0, 1,2,3,. . . , n - 2, ml, m2, . . . , m,} is defined such 
that every subset K’ c K, has p E P(n) U {l}, F c [0, n) that satisfies {6& 1, m) : 
m E K,} = K’. Here, P(n) := {p : p is a prime number and 0 <p <n} and rc(n) := 
IP(n 
For 
7c(n)~2= - 2, (3) 
a two-variable function f : P(n) x {ml, m2,. . . , m,} -+ {n - 2, IZ - 1) exists with the 
property that {{m; : l<ida, f(p,mi) = n - 1) : p E P(n)} = 2{ml,..~,m~I - (8 U 
{ml,..., m,}). For any i( Q a), mi( 2 n - 1) is defined by an integer m that satisfies 
m E f (p, m) mod p for any p E P(n). 
It should be noted that every mi is well-defined by the Chinese Remainder Theorem. 
Consider dfas A,, := {L(M,(p,F)) : p E P(n)U{ l},F c [O,n)}. According to Eq. (2), 
it can be easily seen that J%‘, shatters K,. As a result of (3) and the Prime Number 
Theorem, a = [log,(n(n) + 2)] can be chosen such that 
IK,]=n-l+a 
= Iz - 1 + jlog,(rr(n) + 2)] 
=n-1+ log, 
i ( 
(1+0(l))& 
e >J 
2 n + log, n - log, log2 n - 2-log,log,e+o(l). 0 
Next, the case of alphabet having at least 2 letters is considered. 
Proposition 1. For a jixed integer k > 2, 
IDFA~(~)( <2(k--l+o(l))nl%n .
Proof. In this proof, we use [k] as a k-letter alphabet. 
For every language L E DFAk(n), we can give a dfa M(L) = ([no], [k],6L, ~,FL) 
which has the minimum number no of states among the dfas that accept L, where 
is not a normal dfa of L’. Moreover, when considering the labeling of states, every 
L E DFAk(n) has (n - l)! normal dfas of L. Hence, the Stirling formula yields 
]DFA~(~)( d I{M : M IS a normal dfa of some L E DFAk(n)}j/(n 
6 1{(6,F) : 6 : [nl x [kl + [n],F c [n]}\/(n - l)! 
= nkn2nn/rl! 
- l)! 
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Fig. I. The dfa Mv for n=31,k=3,V:={12311,1232,2223,22231,3121}. It can he seen that L!T = 2, 
ny = 25,C~ = 1,~ = 6, IRrl = 17. 
jjL : [nJ x [k] + [EL], and FC [n& Define the dfa M’(L) := ([n],[k],6,1,FL) where 
for i E [k], 
6(q, i) := &(q, i) 
for 4 E [d, 
min{q + l,n} for no + 1 <q<n. 
This type is called a normal dfa of L. It should noted that every L E DFAk(n) has 
a normal dfa of L, and if L,L’ E DF&(n), and L # L’, then a normal dfa of L 
n2”nk”e” 
= (1 + o(l)) &---& 
= 2’k- 1)n log n+O(n) 0 
Theorem 2. For a fixed integer k 2 2, 
VC-dim(DFAk(n)) = (k - 1 + o( 1))n log n . 
Proof. For the upper bound, Proposition 1 and (1) yield VC-dim(DFAk(n)) <(k - 1 + 
o( 1 ))n log, n. 
For the lower bound, we construct a language L of size (k- 1 +o( 1 ))n log, n shattered 
by DFAk(n). It may help readers to see Fig. 1 in this proof. 
LetkB:= ~log,(n/log,n+2)J-2=(1+o(l))log,nandn~:=2(1+2i-22+.~.+ 
2’8) = 2cB+2 - 2 = O(n/log2n). For QB := lJIGjdla+l{(~)~ : w E {O,l}‘}, we define 
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bit : (QB - {(O)B, (1)~)) x { 1) -+ QE by 
6B((ala2~. . am)/?, 1) := (4 . .&-I )E, (4) 
and FB := ((~~1~22.. .um)8 E QB : u, = 11. 
Let n T := n - nB = (1 + o(l))n and 8, := Llog,((k - l)/k)nr + l/k)] . For a word 
w=wiw2... W, E [k]*, put G I= 1 + Ci 4igrn WikMWi, which introduces a linear order 
in [k]*. For example, if k = 3 then j = 1, 1 = 2,2 = 3,3 = 4,fi = 5,r2 = ~$13 = 
7,2i ,..., %= 13,111= 14 ,..., 333 = 13+33 =40, and 1111 =41,... Define PT := 
{(w)T : w E [k]*} and Qr := {(w)r : w E [k]*,G<nr}. Also, 6r : PT x [k] + PT is 
defined by 
&((UjU2.. .Um)T,U) := (qu2.. .U&)T. (5) 
For example, &((123),,2) = (1232)~. When we define RT := {q E QT : &(%a) $Zf 
@ for all a E [k]}, and wr := {w E [k]* : &((w)~,u) @ QT for all a E [k]}, it can 
be seen that 
IwTl = l[klL'I + I{w E [kleT+’ : %?<flT}l 
= ker + (nT - (1 + k + . . -i-k”))- [(l +k+...+k17)/kl 
k-l 
B TnT + l/k - 1 . 
It is sufficient to show that the language 
W := (wul’ : w E Wr,a E [k],O<iG,j 
can be shatterd by DFAk(n), since IWJ = IWTIk(LB+ l)>((k- l)/k)(l +o(l))n.k. 
(l+o(l))log,n=(k- l+o(l))nlog,~. 
Now let V be an arbitrary subset of W. Presently, the final purpose is to construct a 
function 6~ : (QrUQ~)x[kl + (QrU&) with a dfaMY := (QrUQ~,[k],6~,(Il)r,Fg) 
that satisfies L(Mv) n W = V. Here, by is defined as follows: 
l For any q E QT - RT and u E [k], dV(q,u) :== &(q,u). 
l For any q = (w)~ E RT and a E [k], Gv((w)r,u) := (~1~2 . ..E~.+I)B E {O,l}e+’ such 
that 
E, .= 0 if w.a. 1”’ 6 V, 
I . 
1 1 ifw.u.l”‘E V. 
l For any q E QB, b(q, 1) := Mq, 1). 
l Otherwise, Sv(q,u) := q. 
It can be easily observed that L(Mv) n W = V. Therefore, W is shattered by 
DFAk(n). Cl 
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4. Commutative deterministic finite automata 
In this section, the VC-dimension of commutative dfas is considered. Commutative 
dfas accept only commutative regular languages (see [ 131). Since each l-letter language 
is commutative, then 
CDFA,(n) = DFAt(n). 
Theorem 3. For a constant k = 1,2,. . , ]CDFAk(n)( <2n+o(n). 
The main purpose of this section is to prove the above theorem. The following 
corollary is obtained from Theorem 1, Theorem 3, and (1). 
Corollary 1. For a constant k = 1,2,3,. . . , 
VC-dim(CDFAl;(n)) = (1 + o( 1))~. 
Next, the upper bound of (CDFAk(n)l is examined. For any x E Nk, x; denotes 
the ith coordinate. For any x, y E Nk, x + y denotes (x1 + yt , . ,xk + yk ). For any 
integers k,n, a set Ak(n) of functions from Nk to [n] is defined by &(n) := {A(: N” + 
[n]) : For any x,y E Nk, if A(x) = A(y) then A(x + z) = A(y + z) for all z E Nk}. 
For A,A’ E Ak(n), formula A E A’ means that there exists a bijection cr : [n] + [n] 
such that A(x) = a(A’(x)) for any x E N ‘. Note that the relation E is an equivalence 
relation. Here, set the following: 
[[A]], := {A’ E Ak(n) : A = A’} 
for A E Ak(n) and 
.dk(n) := {[[A]], : A E Ak(n)}. 
Lemma 1. Let k,n be integers. Then 
Proof. Consider a language L E CDFAk(n) c 2ck]*. For this L, we fix a cdfa ML = 
([n], [k], 61., 1, FL) with L(k4~) = L, and define a function g(xt,xl, . . . ,xk) := 6~( 1, l”‘2”’ 
. kX’ ). Here, g(xr,xz,. . . , xk) denotes the state reached by the automaton on a string 
with a given k-tuple of letters. 
To prove that g E Ak(n), suppose that gL(x) = gL(y) for x,y E Nk. Since L is 
commutative, when z E Nk, it can be written that 
yL(x +z) = 6L(l, 1X’+z’2X’+z’ . ..kx”+=“) 
= &(&(l, 1X’2X2.. Fk), l”2” . ..k”“) 
= &,(.yL(X), l”2” . . . k”” ) 
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= &(g&), l”‘2Q . . .k”k) 
= &(BL(l, lY’2YZ. ../P), l”2” . ..k’k) 
= SL.(Y + z>. 
Thus, gr E Ak(n). Next, define y(L) := [[g&. 
It is sufficient to show that for any L E CDFAk(n), ]{L’ E CDFAk(n) : y(L) = 
y(L’)}j 62”. This is clear, however, when considering how to choose FLc[n] 
in ML. 0 
A standard partial order d and a lexicographic order <ilex on Nk are introduced as 
x<y if and only if x;dyi for all i (1 didk), and 
x<iexy if and only if x = y or for i := min (j(l <jdk) : Xj # yj},xi < yi, 
respectively. For any ~,a’ E Nk, the following apply: 
It 
(i) a alexa’ denotes a <lexa’, 
(ii) a <lex a’ means that ad lexa’ and a # a’, and 
(iii) a > lex a’ if and only if a > lexa’ and a # a’. 
can be easily seen that for any a, a’ E Nk, a da’ implies a< lexa’. 
For A E Ak(n), define A” c Nk by 
A” := {a E Nk : If a >lex a’ E Nk then A(a) # A(a’)}. 
The set 2 contains the lexicographically first occurrence of each color. We use a result 
of the high-dimensional Young Tableau in Section 5 (see Fig. 2). 
Definition 2. Y c Nk is a k-dimensional Young Tableau of n if: 
l JYI<n and 
l Nk 3x6~ E Y implies x E Y. 
11 2 3 41 5 6) 7 8 1’1.5 6 7 8 5 
91 10 11 12[1.1 121 II 12 I1 12 I1 12 11 
A 14 1s 14 14 15 
Fig. 2. A three-dimensional Young Tableau of 32, with 1 I maximal elements. 
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Here, ?VU,(~) is defined as 
Z/k(n) := {Y c Nk : Y is a k-dimensional Young Tableau of n}, 
with setting pk(n) := (94,(n)\. 
Lemma 2. k E ZV,(n)fov A E Ak(n). 
Proof. It is clear that (21 < 12. Suppose that Nk 3 a < a’ E 2. When considering the 
case that a >iex b E Nk, it will be shown that A(u) = A(b) yields a contradiction. 
When a < LZ’ and a’-a E Nk, define a” := a’-u+b E Nk. Since A(u+x) = A(b+x) 
for all x E N” by the definition of Ak(n), then 
A(u’) = A(u + (a’ - a)) = A(b + (a’ - a)) = A(u”). (6) 
Because a’ - u” = a - b and a >tex b, a’ >lex a”. The fact and Eq. (6) yield a 
contradiction. 
Therefore a E A. It means d E CVk(n). Cl 
For Y E gk(n), denote {x E Y : If x<x’ E Y then x = x’} by Y,,,,,. The next 
lemma gives an upper bound on the number of non-equivalent members of Ak(n) (see 
Fig. 3). 
Lemma 3. Idk(n)l d IF-‘” pk(n), where ck is u constant und independent of n. 
Proof. It is sufficient to count A E Ak(n) having the property that the lexicographically 
first colors are increasing, that is 
if a, a’ E A” and a < iex a’ then A(u) < A(u’) . 
Next, define for Y E gl,(n), 
Y hoiiow := {u E Nk : a @ Y and, if a 3 a’ E Nk(u # a’) then a’ E Y} . 
(7) 
Fig. 3. A E Ak(n) for k = 2.n = 21 
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It is noted that B := d U jh,,llow is a Young Tableau and B,,, > &,~~ow. It can be 
easily seen that 
< c’nl-l/k 
’ k (8) 
by using Theorem 4. Instead of the above argument, Eq. (8) can also be shown directly 
by a method similar to the proof of Theorem 4. 
When A E &(n) satisfies (7), A(a) E [ n is uniquely determined for every a E 2. ] 
Next, we try to show that for any Y E gk(n) and any f : Yhollow -+ [n], 
]{A E&(n) :A satisfies (7) Y =A” and f=AI~h,,,,,}(<l. (9) 
We show inequality (9) by induction on the linear order < lex. First, let b E Nk - (2 U 
&oll,,w). Suppose that A(b’) is given if b’ E Nk(b’ <lex b) or 6’ E A” U&,llow. 
Since b $zi A” U &,l&, there exists some i (1 < i < k) with b(‘) := (bl, . , bi_1, bi - 
l,bi+l, . . . , bk) E Nk - A”. Also, b(‘) has some b’ E Nk such that b(‘) >lex b’ and 
A(b(‘)) = A(b’). Here, we have A(b) = A((b’, ,..., bi_,,bj + I,bj+,,. ..,bi)), by the 
property of A. Therefore, every b E Nk has at most one as A(b), and one could obtain 
inequality (9). 
Thus it holds that 
I&k(n)1 6 Pk(n)n 
Ch max{l&dhv : AEAl@)} < pk(n)nckn’-’ i 3 
that is, the desired inequality. 0 
Here, it is easy to prove Theorem 3. 
Proof of Theorem 3. From Theorem 5, Lemma 1, and Lemma 3, it is straightforward 
to derive 
log (CDF&(n)l = (1 + O(n-‘ik 1ogn))n 
This completes the proof. 0 
5. High-dimensional Young Tableau 
The previous section required asymptotic results of the high-dimensional Young 
Tableau. Many studies have been conducted concerning about 2- or 3-dimensional 
Young Tableaux (see [2]). In these studies, no references were mentioned of bounds 
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of high-dimensional Young Tableaux. In this section, these bounds are proven for com- 
pleteness of this paper. The following means that the number of maximal elements of 
a k-dimensional Young Tableau of n is at most c&~-‘)!~. 
Theorem 4. rf’A c Nk sutisfies the following, 
l 1(x E N” : there is a E A such that x d a}\ Q n, and 
l a $a’ for any distinct a,a’ E A, 
then 
/A/ <ckn’-“k , 
where ck is u positive constant, independent of n 
Proof. We prove it by induction on k. If b E A and b, 2 n’!k(for all i), then 1(x E 
Nk:thereisana~Asuchthatx<a}(>/{x E Nk:x<b}l = (bj+l)k > n, a 
contradiction. Since any b t A has some i (1 < i < k) satisfying 
b; < n”k , 
there are k subsets A’,A2,. ,Ak (Ai C Nk for all i) such that A’ U A2 U . . U Ak = A, 
Ai n Aj = a) (i < j), and for any i (1 < i d k), if a E A,, ai < n’lk. When we define 
Ai(r):={a~Ai:a,=r-l}forl<i<kandl<r<n lik, it can be easily seen that: 
l 1 {x E Nk : x, = r - 1, and there is an a E Ai such that x <u} 1 <n/r, and 
l a $a’ for any distinct a,a’ E Ai( 
By applying the induction hypothesis to Ai( it holds that 
IA,(r)1 
n '-'/(k-l) 
dck-I - 0 Y 
Therefore, it can be written that 
n I-'/(k-l) 
<c xck-I; 
I~l<k'<r<n'" 0 
= kck_‘n I-lj(k-I) c r 
-I+l/(k-I) 
I<r<n'" 
( .i 
n’ i 
< kck_‘n I-'/'(k-l) 1 + r-‘+‘/(k-‘) dr 
I 
< k(k _ l)Ck_ln’-‘l(k-‘)(n’ik)‘/(k-‘) 
= k(k - l)ck_lnl-l’k. 0 
In the previous section, we set pk(n) := ({Y: Y is a k-dimensional Young Tableau 
of n}\. 
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Theorem 5. pk(n) d 2Ckn’-‘“, where ck is a positive constant, independent of n. 
Proof. The proof of Theorem 5 is similar to the proof of Theorem 4. 
We prove pk(n) < 2’““‘-” by induction on k. We have 
pk(n> d n II Pk--l@/Y) 
lQi<k lQr<n’” 
k 
< 
( 
n 2ck_,(p)‘-“~~‘) 
1 Grin’” 
k~ci_,(n/r)‘-‘+” 
=2 r 
< 2k(k-l)ck_,n’-‘” q 
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