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経済研究における相関分析法
の学説史的考察（2）
井 浩岩
3． 経験的時系列相関法から「推測統計学」
的相関法への展開一第3期
（1920年代中期～1930年代初期）
ピアソンーユールの相関計算法の経済時系列への経験的，機械的適用は「無
意味な相関」(,,NonsenceCorrelation")または「にせの相関」(,,SpuriousCorrela-
tion4l)の問題としてユールによって自己批判されたが，しかしユールによって
新たに提起された手法（自己相関とコレログラムによって原系列を分類し，相関計算
の対象領域をランダム系列に限定する手法）はあくまでもピアソンーユールの相関
計算法を前提とし，その対象となる時系列の形式的な（時系列の背後にある資本
主義経済の諸性質と運動諸法則が無視された）調整， 加工の方法の域を出るもので
はなかった。特に1920年代流行のミッチェル(Mitchel)=パーソンズ(W.M.
Persons)流の「理論なき統計的実証」論が1929年恐慌という歴史的実践によっ
て，その非科学性が暴露され崩壊せざるを得なかったことは従来の経験的手法
の反省を促した。
新たな相関研究の胎動は1924年頃からアメリカの経済学者たちによって始め
られた。まず， ミルズ(Mills)とエゼキエール(Ezekiel)は相関の一般的尺度
と推定(estimate)の問題を研究した。それは，相関比'）の修正による曲線相関
の尺度一相関指数(indexofcorrelation)一今日の「決定係数」(coefficientof
determination)一の提起であり,相関計算の精密化の試みであった。 また回帰
方程式に基づく推定，予測の問題が重視されるようになり，相関の中心は回帰
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分析に置かれるようになった。
また，相関計算を確率計算論の体系の中に位置づけたチュプロフ(A.A.
Tschuprow)の相関論2)がドイツ数理統計学派のO・アンダーソン(Oskar
Anderson)によって時系列解析に導入され，経済時系列の確率過程化が試みら
れた。
さらに, 1920年代末から30年代にかけて,R.A.フィッシヤー流の「推測統
計学」的概念，手法（仮説検定，推定論）が，経済統計の相関分析に導入される
ようになった3)､。それはワーキング(H.Working),ホテリング(HHotteling),
スミス(B.B・Smith),エゼキエール，バートレット(M.S.Bartllett)などによ
って押し進められた。 この時期ではその導入も未だ「推測統計学」的概念（母
集団と標本，小標本理論)，手法（仮説検定，推定論）の部分的な，形式的，技術的類
推適用にすぎないものであったが，後の「計量経済学」の展開に伴う全面的導
入の下地をなすものであった。しかし， この期の導入において農事試験の分野
で発達した統計的推論の概念，手法が既に無批判的に社会経済統計の数理解析
に導入されていたという事実に注意しなければならない｡それは農事試験など
の自然現象と歴史的な社会経済現象の同一視に基づくものであり， 「推測統計
学」の媒介による数理統計学の普遍科学的方法論化の徹底をもたらすことにな
った。これ以後英米派統計学における推測統計学の比重は増大し，その数理的
形式主義化は急速に進行するのである4)。
(1)曲線回帰と相関比(CorrelationRatio)の計算方法は1905年のピアソンの論文「非
対称相関と非直線回帰の一般理論について」 ("OntheGeneraltheoryofSkew-
correlationandNon-LinearRegression"DrapherﾉsCompanyResearchMemoirs.
BiometricSeriesn,1905,EarlyStatisticalPapers所収)．において初めて明ら
かにされた。
ピアソンは現実の統計値の分布がしばしば正規分布から離れた非対称分布を形成す
ることから，正規分布にも非正規分布にも妥当する相関(skewcorrelation)の解明
に努力し，相関係数より更に一般的な相関尺度である相関比を考え出したのである。
ピアソンはこの相関比を導出するに当り，相関概念の一般的規定を与える； 「二つ
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の変数， または特性値A,Bが与えられており,Aのさまざまな値苑とBの同一の値
〃が同じように連関しているのを見い出せない時,AとBは相関しているという。…
……Aの所与の値力と連関している諸々のBの値の分布はBの妬配列（カーarray)と
呼ばれるoN対のAとBがとられ，このうちの〃難個の対が特性値A=力をとるなら
ば， これらの〃蕪個はBの苑配列を形成する。 この配列は他の度数分布と同様に，兎
であらわされる平均とび"鰯であらわされる標準偏差をもつ｡-特性値B全体の平均はy
であり，それらの変化性は標準偏差ぴyで与えられる。同様に房,OyはAの値の平均
と標準偏差を' "J''ア",0"yはAの〃配列の個数，平均，標準偏差を示めす。すると
明らかに，みと0"灘を知っていることは所与の値Aと連関しているBの値を固定させ
るのでなく，確率的なB,またはありうるBの限界(limit)を規定するであろう｡」
(ibid,EarlyStatisticalPapers,pp.483-484)この相関概念の一般的規定に基づ
いて， ピアソンは次のように相関比を導出する(ibid.pp.484-485);i)j'の平均y鰯
が妬について描かれる曲線を回帰曲線と呼び， この曲線のまわりの配列のちらばりを
測定する曲線一全体の標準偏差oyと特定の標準偏差o"”との比が苑について描かれる
曲線一をScedasticcurveと名付ける。ii)このScedasticCurveの平均縦座標は
2変数間の相関度の一般的尺度の一種（相関比）である。
上のことをピアソンは数式で次のように説明している；
帰曲線
甑軍 |；
回帰直線上の点（力，此）
yの総平均(",y)
妬配列の平均点(",y")
帰直線Z三二三????
X
Aのy配列の標準偏差の平方平均をoay2であらわすと，
oaj,2=S("おび""2)/JV
=s{"苑("-")2}/Ⅳ….．…..……….….……･･･(1)
y配列の平均の分散をぴ"2y2であらわすと，
o,"y2=S{"苑("一J)2}/ZV･………….……..….……･(2)
すると変数yの総平均に対する分散o2yは
(1)＋(2)，すなわち,02y=oaj,2+o"2J….…………･･(3)
となる。 (3)の両辺をoy2で割ると
壁一筆半唾 唾-‘-唾5yz'従って，OyZ Oy2 Oy2
この弛一を記号〃（イータ）であらわすと，
0y
I
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’=/』一筆一等………………仙
この〃が相関比と呼ばれ，相関比〃はo加j,(J'配列の平均についての標準偏差）とびy
(yの総平均についての標準偏差）との比であらわされることになる。相関比〃は一
般にy(")の値の変化性に対するy(")配列の平均の変化性の比であると言えよう。
相関比'畑帰線が直線をなす場合に臓相関係数'(=ゾ』一茅,ただL,
Sy='/z(Y-Y')/")に等しくなる。従って，相関係数は相関比の特定の場合の
尺度であるといえよう。
(2)A.A.Tschuprowの相関論の吟味，批判については，拙稿「相関計算法の吟味と批
判」 （『北大経済学』第6号， 1964.11）72ページ以下参照。
(3)“ステューデンド"("Student",本名ゴセットGosset)からR.A.フイッシャーに
至る「推測統計学」の相関理論の吟味，批判については，拙稿「いわゆる『推測統計
学」における相関分析法について」（関大「経済論集」第52巻第2号，昭和40年6月，
69ページ）参照。
(4) アメリカ統計学の理論的発展過程とその普偏科学的方法論化の徹底による数理的形
式主義の進行については， 大橋隆憲（野村良樹共著） 『統計学総論， 上』第1篇第
2， 3章参照。
（1） 曲線相関と相関指数
ユールの「ナンセンス相関」の問題が論議される時期を前後して，相関研究
の新たな胎動がアメリカの経済統計学者によって展開された。それは相関の一
般的尺度と推定の問題の研究である。
1924年にミルズとエゼキエールは前後してこの課題にとり組んだ。それは従
来の相関係数（直線回帰に限定）の限界を打破し， より一般的な相関の尺度を求
めたものであった。 ミルズは1924年の論文｢相関測定と推定の問題1)」と著書
『統計的方法』2)において，ピアソン流の相関尺度一相関係数と相関比の限界
を明らかにし，いかなる回帰関係にも妥当する一般的相関尺度一相関指数(the
indexofcorrelation)P(ロー）を定式化する3),
′'一』-祭(または,2=1-差:)
|妻繋競榊童言晶哨“
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この相関指数はいかなる回帰線一直線，曲線のいづれの場合にも有効な相関
尺度とされ，現在では決定係数(coefficientofde ermination)と呼ばれて広く
利用されている4)。
ミルズは相関研究の主要課題を「精密な」回帰方程式の算定とそれに基づく
未知数の推定(estimate)(将来の予測）に置く。前者については回帰線へあては
める曲線を三つの曲線族一自然数，対数，逆数に分け，それぞれの場合につい
て相関指数と推定の誤差の信頼性をも研究している5)。また，当てはめられた
回帰線の適合度の検定法も工夫している。彼は特に，後者の問題一推定問題を
重視し，相関研究における推定の意義を強調している6)。回帰方程式による未
知数(将来値)の推定の信頼性は推定値の標準誤差公式;Sy=､/丞壽y')2
(yは観測値，y'は計算値または推定値）によって測定される。ミルズはこの公式に
よる推定問題の研究において，推定に含まれている若干の仮定一推定の標準
誤差公式の背後にある正規分布の仮定等一を指摘し，経済統計における推定
(estimate)の難しさを述べている。しかし彼は経済現象におけるこの仮定の
意味を理論的に解明しようとはせずに，専ら既述の如き三つの曲線族における
夫々の推定の誤差の「精密な」算定という技術問題に終始している。所与の回
帰方程式(所与のデータ間の平均関係を記述する式)の延長による予測の非科学性は
何ら問題にされていない（いわゆる「統計法則の未来性の問題)。結局， 多くの矛
盾を含みながら，経済研究への相関分析法の適用は便宜的に押し進められて行
くのである。
ミルズの明らかにした手法は， エゼキエールも指摘している様に7)，従来の
直線回帰（相関係数）中心の相関分析法に加えて，経済現象の曲線的相関関係の
測定法であり， ピアソンの相関比の経済現象への適用（相関指数として定式化さ
れる）といえるものである。特に回帰曲線を三つの曲線族に分け，夫々の相関
の尺度（相関指数）と推定の信頼性の尺度（推定の標準誤差）を明らかにし，経済
現象の相関測定法を数理的に厳密なものにし，推定技術とともに回帰分析法を
精密なものにしたことが特徴である。
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エゼキエールも同じ年に論文「多変数についての曲線相関の処理方法｣8）に
おいて，同様な曲線相関の手法（相関指数）を明らかにしている。エゼキエール
にあっては，特に相関指数による重回帰分析，重相関分析の方法が研究されて
いる9)｡
それは前述の論文と共に， ，922年の論文「重相関問題の処理方法｣10),1925
年の論文「重回帰方程式に含まれた仮定｣11)，1926年の論文「他の諸変数を前
にしての曲線回帰“曲面”の決定｣'2)などにおいて研究されている。
彼は相関指数の多変数相関への拡張を試みる。単純相関における最小自乗法
の原理は多変数相関にも適用され，重回帰線の計算にそのまま利用される；
重直線相関 苑1＝妬2＋63力3＋64％4
重曲線相関， 2次の拠物線
妬,＝(62”2＋6'2妬22)＋(63苑3＋6'3苑23)＋(64力4＋6'4妬24）
重曲線相関， 3次の拠物線
力,＝(62苑2＋6,2r22＋6"2苑32)＋(63兆3＋6'3苑23＋6"3苑33)＋(6“4＋6'4”24＋6"4"34）
等の回帰方程式が計算される。
そして「この方法は従属変数妬1に対する各々の独立変数の純関数関係と重
“拡物線”相関の尺度を与える。この尺度として’ 2変数の曲線相関の使用と
相応して，用語，重相関指数(indexofMultitplecorrelation)が示される。大
文字ロー,Pがそれを示めすのに使用される｣13)。
重相関指数は相関指数の延長であり，例えば一つの従属変数Yと多数の独立
変数W,,W2,WS,W4の式は脚仙,"2,Z"3,z"4=-1茅であ
るが，変形して，一般的に
P2y･"',z"2z"3,z"4,……
一αZ(W'Y)+6Z(W2Y)+cZ(W3Y)+dZ(W4Y)+……一Ⅳb3"
－
Z(Y2)－Ⅳ℃2y
(ただし，回帰方程式Yb="W1+6W2+cW3+dW4+…．．）
と定式化される。当時の重相関研究についてのエゼキエールの問題意識は生
物現象（自然現象）と相違して，有機的に結合している経済諸現象の数量的諸関
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係の研究手法として重相関分析法（相互独立なランダム的現象を対象）をいかに適
用するかという点にあった。彼によると，重相関分析法は「従属変数が単に数
種の異った独立の力の和とみなされるところの一般的な型(type)のいづれの場
合にも有用である。だが他の多くの場合一おそらく大多数の経済的諸問題にお
いて－の関係はそれほど単純ではない｡｣'4）「多くの諸関係はそれらが多数の
個々の活動によるものとして扱われるのでははなく，それらのすべての結合さ
れた活動によるものと考えられなければならないような型である｡｣15),すなわ
ち， 経済現象においては， 多数の独立変数， 例えば,Yb="W,+6W2+cW3
+dW4+……におけるW,,W2,W3,W4……が相互に依存し合っており,相関
分析の前定条件である個々の変数の相互独立性の条件を満さないわけである。
重相関分析は単純相関以上にその前提条件と適用対象の性質との矛盾を拡大し
ているのである。しかるに， エゼキエールはこの経済理論の問題をあくまでも
計算技術の工夫によって解決しようとする。遂次近似法(SuccessiveApproxima-
tion)16)による重回帰曲線の決定法の研究がそれである。しかし, この手法は
計算手続が非常に繁雑で時間も多くかかるので余り利用されなかった。
歴史的，社会的集団（大量）の数量的反映である社会経済統計はその質的規
定性と不可分の関係にあり，相互に深く依存し合っている。重相関分析の前提
条件である比較する諸現象の相互独立性の仮定は人為的に管理し，再構成する
こと（｢実験｣）の不可能な社会経済現象においては満たされることはないであ
ろう。
(1)F.C.Mills;"TheMeasurementofCorrelationandtheProblemofEstimation",
J.A.S.A.vol.19.1924.
(2)F.C・Mills;StatisticalMethods,AppliedtoEconomicsandBusiness,First
Ed.1924｡
（3） 「二つの標準的な相関の尺度であるピアソンの相関係数と相関比は実質的にそれら
の有用性を制限する明白な限界を持っている。前者は2変数の間の関係が直線によっ
て記述される場合に限定される。後者は1次関数に限定されないけれども，如何なる
回帰方程式もその計算から引き出されないので，一つの変数の値を他の一定値から推
定する根拠を与えない。しかも非常に多数の測定に基づく時のみ有用である。関数関
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係がどんな意味をもつかにかかわらず,関係の明確な方程式によっていかなる場合に
も附随する一般的尺度が必要である｡」
("TheMeasurement……...…",J.A.S A.vol.19.p.273)
'4'二つの変数の関係"程伽､…,相関鯉尺度-ゾ』-茅で決定される楜
関係数rはSyが回帰直線のまわりの標準偏差を示めす場合の尺度であり，相関指数
βは同様な形式の一般的尺度である。相関比〃はこれと同種の尺度であるが, Syは
相関表の各欄の平均を通る線（曲線）のまわりの標準偏差を表わす。相関指数βの値
臆一般に相関比'一ゾ】一琴ﾕ'も小さ《,相関係数『…大雪い。
(5)三つの曲線族とそれぞれの場合の相関指数と推定の誤差の公式は以下の如くであ
る；
1． 従属変数に自然数が使用される当てはめの曲線。 Y=/(")型。
β2"＝，一塁_'ZZ(Y)+6Z(XY)+CZ(X2Y)_Ⅳ"2Oy2 Z(Y2)－Ⅳby2
Sy=ゾ零重(zjixYの各々の測定値と回帰方程式から計算された値②間の偏差）
2． 従属変数に対数が使用される当てはめの曲線。 /OgY=八郡）の型。例えば，
Y="X6の型の回帰線に関しては，
/og'zZ(/ogY)+6Z(ﾉogX･ﾉogY)－Ⅳb2ﾉogY
p2/ogy・ノ09尤一 Z(/og2Y)一Ⅳb2/ogY
si｡"-/z('ogzr)-'｡g'z('噸)-6Z(/ogX･/ogY)Ⅳ
a従属変数に逆数が使用される当てほめの曲線｡÷=f(")｡例えば,Y=-L_="+6X
の型の回帰方程式に関しては，
??｜? ，? ??．｜??
??
?
?????
sﾅｰ／亘豆)電【豆珊
Ⅳ
("Measurement……",J.A.S.A.voll9.pp.291-292.StatisticalMethods.First
Ed.pp.453-471)
(6) ｢相関技術の価値は大部分推定の問題と関連して， その実践的有用性から引き出さ
れる。経済統計学者，景気統計学者にとって回帰方程式，推定の標準誤差の尺度，相
関係数はそれらが第1に確実な生産，価格，景気変動を決定する問題に関連している
ので非常に興味深い。又， 推定をなすことは未来の変動を予測する試みを制限しな
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い。我々は多数の異った測定から最も確実な値を決定しようとする時，又は2変数ま
たそれ以上の変数の間の平均的関係を記述する方程式を使用する時，何時でも推定に
従事している。その様な全ての推定が含まれている確率誤差の適当な尺度によって伴
われていることは本質的である。相関の測定は推定の誤差の測定と関連しているこの
中心的問題から離れて討論され得ない｡」 ("Meusurement……"J.A.S.A.vol.19.
p.283)
(7) エゼキエールは相関指数について次のように規定している； 「本質的に配列の平均
によって与えられるyの値に基づく代わりに，使用された”の函数によって与られた
yの値に直接に基づく修正された相関比である｡」(Ezekiel;"AMethodofHandling
CurvilinearCorrelationforanyNumberofVariable".J.A.S､A.Vol.19.1924.
p.434)
(8)Ezekiel,前掲の引用論文一註(7)｡
(9)経済研究における重相関分析の意義について， エゼキエールは次のように述べてい
る； 「多数の異った変数によって影響される結果の分析において偏相関(PartialCor-
relation)の方法はほぼたしかな，明確な量的結果を与える一般的使用の唯一の方法
である。この方法は…･･一方の変数が他方の変数の一定の変化と如何に連関している
かを示めす。ただしこの場合に他のすべての変数の影響は一定とされる。自然科学や
生物学では， この目的は一般に一つの因果的要因以外のすべての要因を不変なものと
し，研究する単一の要因を変化させる実験的方法によって連成される。一連の経済条
件が一組の変数を除く他のすべての変数に関して静態的であるのをみいだすことは実
際不可能であるにもかかわらず， ごく稀に実験的研究が経済研究に使用されうる。こ
のため，経済研究は実際にいつも現実の経済生活の条件の観察と測定から成立してお
り，種々の変数の数量的影響を決定する統計的方法に依拠している。従って，偏相関
の方法は経済研究者に非常に重要な手段を与えるのであるd｣(Ezekiel; @$AMethod
ofHandlingMultipleCorrelationProblems."J､A.S.A.vol.18.1922.p.993.)
(10)Ezekiel; "AMethodofHandlingMultipleCorrelationProblem"J.A.S,A.
vol、18.1922.
(11)Ezekiel; "TheAssumptionimpliedintheMultipleRegressionEquation"
J.A.S.A.vol、20.1925．
(12)Ezekiel; "TheDeterminationofCurvilinearRegression"Surface"the
PresenceofotherVariable"J.A.S.A.vol.21.1926.
(13)Ezekiel,前掲の24年論文,pp.436-437.
(14Ezekiel,前掲の25年論文，p､405．
(15)Ezekiel,前掲の26年論文,p.310.
(16） 遂次近似法(SucessiveApproximation)は,1924年の論文"AMethod.ofHandl-
ingCurvilinarCorrelationforanyNumberofVariable"において詳論されてい
る。 この方法は「二つの関連ある要因がいづれも第3の要因に影響を与えていると
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き，従属変数と独立変数の一方のものとの関連の度合を測定するにはそれともう一つ
の独立変数との関連を考慮することなしには測定が難かしい。 （そこで）それぞれの
要因の効果を順次消去することを繰り返えすことによって純連関(netassociation)
を決める」方法である(EzekielandFox,MethodsofCorrelationandRegression
Analysis.THIRDEdition.p.169.)
遂次近似法による重回帰線の決定方法の数理的説明については，前掲のエゼキエー
ルとフオックスの共著「相関．回帰分析法」の第10章(Determiningmultiplelinear
regressions:(1)bysuccessiveelimination)参照。
（2） 時系列相関法の確率化-O．アンダーソンの相関法
ユールの「無意味な相関」の問題が大きな波紋を呼んで， 旧来の経験的時系
列相関法への不信感が高まっている中で， 1929年ウドイツ数理統計学派の代表
であるオスカー・アンダーソン(OskarAnderson)は『景気研究における相関
計算」 ’)において時系列への相関の適用上の諸問題を検討し，新たな時系列相
関法を提起した。それは確率計算に基づくチュプロフの相関法2)の経済時系列
への適用であり，階差相関法として定式化された。
O.アンダーソンは， まずゴールトン, K.ピアソン，ポーレ，ユールと連
なる近代相関理論の系譜に触れ，次の様に述べている， 「カール．ピアソンは
異った器官の個々の系列の測定等の様に， 時で系統だてられない統計系列間
の連関に初めて注目した。だが，個々の系列の部分がいわゆるガウスの誤差法
則視される場合とか， ピアソンによって記述された公式の使用にはその分布
が「正規」であった場合とかの分析で満足してしまった。それ以来『ピアソン
学派』が形成され， ピアソンの影響は経済統計に興味をもつ研究者（ポーレ，ユ
ール等の如く）において有効なものとなり，社会科学，特に経済統計学へ新しい
方法を付与することに成功した｡｣3）しかし，このピアソンーユールの相関法の
時系列への機械的適用がユールのいわゆる「無意味な相関」の問題となって現
われ， 「その上，少くとも系列がその個々の成分に分けられない限り，時系列
の相関分析の可能性は一般に否定される傾向にある｡｣4)従って「現在の研究課
題は時系列への通用可能性を考慮して相関理論の方法を根本から検討すること
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にある」5)とする。そして従来，相関係数は2重の意味で使用されたとある’
｢一つは，二つ及びそれ以上の任意の統計系列間の連関の平均的『強度」を表現
すべき（かなり不明確な計算法によって得られる）統計的比例数として,又他方， こ
の種の総比例数がいわば，種の『塁壁』として根底にすえられる『先験的大い
さ』として，である｡｣6)，両概念は論理的に厳密に区別されなければならない
とし，前の相関係数は「個性記述的」 ("idiographisch''),後のは 「法則定立
的」 ("nomothetische"ヴインデルバント,"nomographische"チュプロフ）は研究手
段であるとする。この「個性記述的」 ， 「法則定立的」という用語は新カント
派の概念であり， 西南ドイツ学派の創始者であるヴィンデルバント (Windel-
band)が科学を法則定立の学である自然科学と個性記述の学である歴史学とに
分類したことから生じた概念である。アンダーソンはピアソン，ユールのイギ
リス学派の現在の矛盾はその経験確率に基づく手法の「個性記述的」性格にあ
るとし,その解決はレキシス(Lexis),ポルトキヴィッツ(Bortkiwiewicz)等の先
験確率に基づくチュプロフの相関計算法（経験的相関係数から先験的相関係数の推
定）によって行われ得るとする7)o ･
従って, O.アンダーソンは新カント派の統計学者チュプロフの相関論に完
全に立脚し，時系列の相関計算を展開する。
O.アンダーソンは相関係数と時系列との関係について次の様に述べる’「相
関係数の理論は本来，系列を考慮して形成されたものである。それは変数の相
互関係(相関）の同時的測定数とみなされ得る｡｣8）しかるに経済統計系列の多く
は「時の継起でしっかりと結合されている｣9）し，「それが表現する現象は時の
経過で組織的に変化する，その結果いづれの場合も個々の「試行｣("Versuche")
は決して相互に独立的であるとみなされ得ない｡｣'0)従来，「時で組織された系
列を極く簡単に「時の函数」を解釈することによって’ この困難を回避しうる
と信じられたo｣''しかし，ユールが否定した様に「時系列は「時の函数」であ
るということは全く見捨てられなければならない12)」とし，「経験的，又は先
験的相関係数は偶然変数間の確率的結合の研究にとって一つの道具であり，手
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段であることにとどまる，そしてその際,それによってのみ一般的な非函数的
な連関－それは測定誤差によってあいまいにされるかもしれないが－の基礎に
据えられ得る｡｣'3）
そして従来のピアソン流の相関計算法が何らの反省もなく時系列に適用され
たこの非科学性を指摘し，次の様に述べる， 「代数学的総和の数値は被加数の
順序に依存していない。経験的相関係数， 又先験的相関係数は， 三つの数値
(分子一つと分母二つ）の函数である。結局両系列のいづれの項の結果の値も完全
に独立している。……その数値は相互に相応する系列対の値が不変である限り
において完全に等しい｡｣'4)ところが時系列はこの様な不変の条件を満たさな
い。そして，時系列に相関計算を適用するのに「我々はいわば暗黙の中に測定
の経過中の変数の確率的連関が不変とされていることを認めている。我々は無
言の中にその時系列の他の分布法則を仮定し，更に大量現象の周囲で時代と共
に生ずる大きな変動，技術革新，社会的推移，経済的発展等々を忘れる｡｣'5）
従って，時系列において「偶然事項の時の継起」 ("ZeitfolgederEreignisse")
を考慮に入れないことは非科学的な時系列相関法であり，ユールの指摘した様
な「無意味な相関」の原因にもなると批判する。
そこで彼は時系列解析には一定の仮説が必要であるとする。 「統計学の確率
的観点は分析される系列間の内部構造と相互関係に関し， ある仮定が必要であ
る｡｣'6）その仮定は三つの条件を備えなければならないとする，「第一にそれ
は我々の認識を深め，且つ我々の学問上の労働を軽減させること，第二にそれ
が周知の事実と矛盾しないこと，第三にその仮定そのもの，又は少くともそれ
からの一定の演鐸は所与の事実によって検証されること｡｣'7）
そして彼はこの条件を満たす時系列解析の基礎たる仮定として「時系列の各
項は言葉の厳密な意味において偶然変数であること，即ち異った数学的確率を
伴う異った値を取りうること，更に叉系列の各項の数学的期待値は無限の大い
さであること｣'8)の二つの仮説を提起している。そして，この仮説の設定によ
って生ずる長所（利点）は次の4点にあるとする'9)，
84
経済研究における相関分析法の学説史的考察(2)（岩井） 779
①時系列の数理的分析の際の列系の各項の「標準値」(,,normalenwert")として，そ
れに相応した数学的期待値をその標準値とみなすことができる；何故なら，それはま
さしく偶然的影響を除外される算術平均の「典型「(,,ldeal@@)であり，又更に系列に
基礎に横たわる数学的確率の函数であるからである。②我々の仮説はそれからある関
係が演鐸され得るので－それは数学的公式の著しい単純化を可能にするのだが－時系
列の確率的分析を可能にする。即ち，時系列のj項を班， その数学的期待値を城，
逓一”の偏差を鰯で示めすと，同一性(ldentitat)をを得る；班=Tzz+",wzjカミ
有限である限り， 一般的に次の関係の存在を証明するのは簡単である;E"=O,
E""=O,EWﾊゾ=O等々。③我々の仮説は広い範囲に一般的妥当性をもっている。
所与の時系列がそれを構成する個々の成分の非常に複雑な結合（和，積，幾何平均，
商等々）をあらわす場合，又時系列の個々の項が偶然変数でない場合にも上の仮説は
妥当する。④我々の仮説と事実との一致は各種の方法で検証される。
この様にO.アンダーソンは従来の相関計算法の時系列への経験的，機械的適
● ● ● ● ● ● ｡ ● ● ● ●
用を批判し，仮説による時系列解析法を提起する。その仮説は一口で言うと，
時系列を確率的現象とみなし，数学的確率概念に代置することである。この仮
説の導入によって数学的確率計算に基づくチュフ。ロブの相関計算法が時系列解
析に全面的に導入され，時系列の確率的処理への道が開かれたのである。この
時系列への確率的仮説の導入によって，階差法(DieDifferenzenmethode)==変
差法(VariateDifference-Method)による時系列解析が可能となり，階差相関法
が展開されるのである20)。アンダーソンの階差相関法の基本的目的は時系列
から数学的期待値(mi)の部分を除去し，残りの不規則部分(残差部分”)の相
関計算を行うことにある。そこで使用される相関計算法はチュプロ流の経験的
資料からの先験的相関パラナーターの推定法である。
アンダーソンの階差相関法の基礎は上述の如く，彼の導入した仮説による。
しかし，彼の諸仮説の客観的実在性は何ら証明されていない。彼の言う「事実
による検証」は数学的確率手法による技術的検証にすぎない。客観的実在によ
る検証は何ら行われない。従って「時系列の確率的現象性，系列の全項の数学
的期待値の無限大性」の仮説と，それにもとづく時系列の二つのグループへの
分割（班＝'"′＋鰯）の仮説の経済学的意味（如何なる経済現象の反映か）は不明であ
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り，仮説の科学性は何ら証明されていないのである。しかし， このアンダーソ
ンの時系列の確率的処理の試みは後の「計量経済学」者の研究に受けつがれて
行くのである。
(1)Anderson,O;DieKorrelationsrechnunginderKonjunkturforschung,Bonn.
1929．本書の紹介と批評については，水谷一雄「OskarAndersonの景気統計理論と
その批判」 ， 「「日本統計学会年報｣第8年，1939年所収）参照。
(2)Tschuprow,A.A;GrundbegriffeundGrundproblemederKorrelationstheorie,
Leipzig.Berlin.1925｡チュプロフの相関理論の我国への妓初の紹介は， 中川友長，
「相関係数論の問題｣， （｢統計集誌』538，大正15年（1925年)）にみられる。チュプ
ロの相関論の吟味，批判は拙稿「相関計算法の吟味と批判」 （｢北大経済学｣第6号，
1964.11.）参照。
(3)Anderson;a.a.o,S.10.
(4)Anderson;a.a.o,S.11.
(5)Anderson;a.a.o,S.11.
(6)Anderson;a.a.o,S､11．
(7) 「私の課題は私の先生であるチュプロフの二つの基本的研究に依存することによっ
て本質的に容易となる。すなわち論文「相関理論の基本概念を基本問題」……と論文
『統計理論の確率的基礎の目的と方法』においてである｡」(Anderson;a・a.o,S.13)
(8)Anderson;a・a.o,S.37.
(9)Anderson;a.a.o,S.37.
(10Anderson;a.a.o,S.37&
(11)Anderson;a.a.o,S.37.
(12)Anderson;a・a.o,S.39.
(13)Anderson;a.a.o,SS､39-40.
(14Anderson;a.a.o,S.40.
(15)Anderson;a.a.o,S.41.
(16)Anderson;a.a.o,S､44．
(17)Anderson;a.a.o,S.44.
(13Anderson;a.a.o,S.44
(19)Anderson;a.a.o,SS 44-45.
(20 アンダーソンの階差法の学説史的位置については，近昭夫「オスカー・アンダーソ
ンの時系列分解論一階差法の基礎理論に関する学説史的一考察」 （｢北大経済学』,第
7号， 1965.4）参照。またアンダーソンの階差法の数理的手続については， 水谷一
一雄，前掲論文，参照。
アンダーソンは階差法を展開するにあたって次の様に述べている； 「この方法の基
一
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本概念は200年以上も前からすべての数学者によって研究されてきた補間法(Inter-
polationstheorie)から転用されてきた。それはいわゆる「有限階差』に際し，有理
整函数が消滅し，異った他の函数は平均により小さな値をとるという考えに基づいて
いる｡」 (Anderson;a.a.o,S.48),アンダーソンの階差法の基本手続は次の二つの
過程から成っている；第1に，時系列を規則的部分と偶然的部分に分け （班＝”＋
蝿)， その第K階差によって（△〃班＝△た”＋△陀塊)，規則的部分△ん”が非常に小
さな値となるのでこれを消略し， △たXI=△ん”とおく。第2に，何番目の階差Kに
おいて△た班＝△た”の関係が成立するかを明らかにするため，第K階差の分散
(Streuung)に注目し，理論的分散〃2と各定差につき計算された経験的分散のびん2
との差が標準偏差（公式の表が与えられている）の3倍を越えるか否かによって検定
する。この階差法の手法はテイントナーによって大標本理論の手法と特徴づけられて
いる。
（3） 時系列相関への「推測統計学」的手法の導入。
1926年のユールの「無意味な相関」の問題を前後して，曲線相関と相関比が
｢相関指数」の形態をとって経済時系列の解析に導入され，またチュプロフの確
率的相関法が「階差相関法」の形態をとって時系列解析に適用されたりしたの
であるが， この時期は又，圃場試験を地盤として“ステューデント"JPR.A.
フィッシャー等によって生成された「推測統計学」の手法が時系列の相関分
析，回帰分析に導入され始めた時期でもあった。特に， 1925年のフイッシヤー
の「研究者の為の統計的方法」 ’)の出版は経済時系列の統計解析に多大の影響
を与えた。
経済時系列解析への統計的推論の最初の適用は， 1929年のワーキング(H.
Working)とホテリング(H.Hotteling)の共同論文「トレ･ンド解釈への誤差理
論の適用」 2)にみられる。それはトレンドの確率誤差の推定と解釈へのフィッ
シャー流の推定法の初めての適用であった。彼らは「最小自乗法であってはめ
られた1次のトンドは回帰線である」3)とし，その回帰線の適合度の尺度とし
て回帰線の標準誤差が使用されることに関して，その標準誤差の公式が有効で
あるための条件として， 次の三つをあげる。 「第1に観察値が多数であるこ
と，第2に真の回帰線からの偏差は正規分すること，第3に真の回帰線からの
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偏差は相互に独立であること」4)そして，夫々の条件の経済時系列に於ける妥
当性を含味している。先ず第一の条件は経済時系列においてはなかなかの満た
されない。従って，限定されたデータに回帰直線をあてはめたときに，その標
準誤差（推定の標準誤差）はかなり大きくなることは避けられない。従って，伝
統的な確率誤差(観察値数大の場合）は大きな弱点をもっており， しかも「真の標
準誤差が未知であり，データからだけ推定され得るという事実から生ずる困難
がある」5)とする。我々は，ここで母集団と標本，大標本と小標本の問題が明
らかに意識されていることを知る。そこで， ワーキングとホテリングは時系列
解析におけるデータの少ないことから生ずる困難はフィッシャー流の小標本に
おける回帰係数の有意性検定,推定法によって解決されるとする。しかし,これ
らの手法は先の第2，第3の条件を仮定した手法である。だが第2の条件に関
しては「度数分布が正規から大きく離れ，観測値数が非常に小さい時でさえ，
平均と回帰係数の標本分布は未だ正規に近似していることが示めされた」6)と
して，専ら問題を第3の条件に向ける，即ち時系列の観測値の相互依存性の問
題をとりあげるのである。 トレンドからの偏差は相互に独立していない。それ
は，ユールの「無意味は相関」にみられた様なランダムな系列ではないので，
かなりの系列相関（自己相関）を示めす。そこで，その解決法として， 「原デー
タを小さな系列相関だけを示めすグループの平均を与える組織的平面(systema-
ticplane)についてグループ分けする方法」7）が提起される。それは「独立グ
ループ法」 ("methodofindependentgroups")と呼ばれ，この方法によって計算
されたグループ平均に回帰直線（トレンド）をあてはめるとき推定された回帰直
線の標準偏差は厳密に推定されると彼らは考え， “ステューデント”のt分布
による回帰係数の信頼区間の推定を試みている。
更に， 1929年のエゼキエールの論文「誤差論の重相関，曲線相関への適用に
ついて8)」において，経済研究の相関計算への「推測統計学」的手法の導入が
試みられた。
エゼキエールは第1に小標本（標本数30以下）の場合の重相関係数，回帰係数
88
経済研究におけが相関分析法の学説史的考察(2)（岩井） 783
の信頼性の問題について, R.A.フィッシャーの修正公式の導入を試みる。重
相関係数の公式としてB.B・スミス(Smith)とR.A.フィッシャーの修正公
式を経済現象の重相関分析に適用すべきことを説く。スミスとフィッシャーの
修正公式は次の様に定式化されている；
P=1_1-R2???
?
?
鬮た相"､母重相関係数…
この修正公式によって標本重相関係数から母重相関係数が直接に計算される
としている。エゼキエールは， 「かくして，重相関係数の信頼性の判断のため
に，我々はそれに含まれている定数の数に合わせなければならない。そして
『自由度』が30よりも小さいならば，フィッシャーの修正式を使って，真の相
関の結果的推定の意義を判断しなければならないo｣9)と述べている。
さらに彼は， ピアソン，ユールの回帰係数の標準偏差(S"=0"'/I二扉,または
Sy=oj''/I=7z7,偏回帰係数の標準偏差(一般に,01.23...n=1/01(1-R21.23…n))に
代えて， フィッシャーの修正公式を使用している。偏回帰係数の標準偏差のフ
ィッシャーの修正公式は，
02,(1-R2,.234……K)
g2612.34……K="o25(1-R262.34……K)
|溌三簑 涛識籔驚彗他州立変数､Ⅷ
であり， これによって小標本の場合の回帰係数の信頼性の判断はより厳密と
なったとエゼキエールは考えている。
時系列に関してはエゼキエールもランダム・サンフ。リングの仮定がそのまま
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妥当しないことは意識している。しかし，実際の適用上「時系列データから計
算された統計的定数の信頼性は， ランダム・サンプリングの仮定が適用する場
合よりも大きくないと仮定しても安全である｣'0)として，時系列相関へのラン
ダム・サンプリングの手法の導入を示唆している。だが， この論文についての
討論(Disscussion)の中で,M.H.イングラハム(Ingraham)がエゼキエール
の時系列解析へのサンプリン論の導入の見解に対して批判しているのは興味深
い。 「若干の場合に，困難はシュロの木の高さを測る我々のルールが貧弱なこ
とではなく， シュロの木が塵気楼であることであると思われる。私にはしばし
ば困難は，確率誤差の正確な公式を発見することにあるのではなく，我々の標
本が確率誤差の概念を内容あるようにするような方法で母集団から抽出された
ものと考えられ得ないことにあるように思われる｡｣'2）
エゼキエールは更に翌年の論文「直線回帰と曲線回帰のサンプリングの変化
性｣13)において，経済統計の相関計算の全領域へのランダム・サンフ。リングの
手法の導入を試みているが,基本的には前の29年の論文の域を出ていない。
以上の様に1920年代後半から30年代にかけて，主としてエゼキエールによっ
て経済研究における相関・回帰分析法への小標理論（推測統計学的手法）の導入
が試みられた。 しかし， それは母集団と標本の概念，大標本と小標本の概念の
導入によって,真の相関パラメーメー（母相関係数，母回帰係数等）を近似公式(修
正公式）で推定する方法であり，サンプリング論の部分的導入と言えるものであ
った。経済研究における相関回帰分析法への「推測統計学」の全面的導入は，
仮説検定論（ネイマン. J.Neyman,ピアソン. E.S.Pearson)自体の発展と共に19
30年代後半以後となる。特に1935年のバートレットの論文「有意性検定に関す
る時相関の問題についての若干の考察｣'4)は注目すべき点が多い。しかし，こ
れら経済研究への推測統計学的手法の導入期の諸研究をこれらの手法の原型た
るフィッシャー理論及び後の「計量経済学」の手法との関連において更に詳し
く検討することは今後の問題とて残されている。
(1)Fisher,R.A;StatisticalMethodsforResearchWorkers.1925｡
90
経済研究における相関分析法の学説史的考察(2)（岩井） 785
(2)Working・HandHotteling.H;"ApplicationsoftheTheoryofErrortothe
InterpretationofTrend",J.A.S.A.vol.24.1929.
(3)WorkingandHotteling;ibid.p､76．
(4)WorkingandHotteling;ibid.p.76.
(51WorkingandHotteling,ibid.p.76.
(6)WorkingandHotteling,ibid.p.77.
(7)WorkingandHotteling,ibid.p.78.
(8)EzekielM;TheApplicationoftheTheory Errort MultipleandCur-
vilinearCorrelation",J.A.S.A・vol.24.1929
(9)Ezekiel; ibid,p.101.
(10Ezekiel; ibid.p.104.
(12)Ingraham,Mark,H;DiscussionJ.A.S､A.vol.24.p､107．
(13)Ezekiel; "TheSamplingVariabilityofLinearandcurvilinearRegression",
Ann・Math．Stat.vol、1.1930．
(14)Bartlett,M.S;"SomeAspectsoftheTime-CorrelationProbleminRegard
toTestsofSignificance",J.R.S.S.vol.98.1935.
あ とがき
経済研究における相関・回帰分析法の歴史的考察から帰結されることは次の
諸点に要約されうる；
（1） 経済研究の相関分析法は基本的には生物統計の領域の手法の形式的な類
推適用といえる。カール･ピアソン流の「記述統計学」の相関法,R､A・フィッ
シャー流の「推測統計学」の相関法が形式的に導入され，経済統計学の1解析
法として定着した。そこでは，相関分析法自体の限定された対象と諸仮定一例
えば比較する統計系列のランダム性（相互独立性)， 正規法則性等一と適用対象
である経済現象との関係の理論的解明は無視ないしは軽視され，専ら相関計算
の形式的，技術的導入が試みられている。経済研究における相関分析法の対象
と手法(手段）との矛盾はユールの「無意味相関」にみられるように，時系列の
形式的分類と新たな数理的解析法の工夫という技術的問題として処理されてい
る。推測統計学の相関分析法（標本相関パラナーターからの母相関パラナーターの推
定，検定法）の導入に際しても， 推測統計学自体の諸仮定一例えば単一特定標
91
786 關西大學『經濟論集」第16巻第6号
識の要素からなる母集団（｢集合的集団｣＝｢純解解析的集団｣，「コレクティフ｣）と標
本（手もとの試料）の関係の設定一の経済現象における実質的意味を考慮するこ
となしに，専らその手法の技術的導入のみが試みられているのである。
（2） だが経済現象の諸性質の認識につれて，経済統計に個有な手法として時
系列相関法(methodoftime-correlation)が工夫された。しかし， 生物現象
(自然現象）と経済現象の相違が主として， 非時系列か，時系列かとしてしか認
識されておらず， しかも時系列の「時の要因」は全く形式的な規定しか与えら
れていない。ここから移動平均法や階差法等の「時の要因」の形式的除去法が
研究され，時系列の非時系列化）確率過程化が試みられた。
（3） さらに，経済研究においては，経済理論（法則）の統計的検証や景気予
測の手法として回帰分析が重視され， 相関分析（相関係数）は副次的位置にお
かれるようになった。均衡理論を背景にして，経済理論関係を一定の数量関係
(｢経済諸量の相互依存関係」＝「関数関係｣）として把握し，回帰式の算定によっ
て経済理論（｢因果法則｣）を統計的に検証し，予測の数量的根拠となすムーア
(Moore)の研究は「計量経済学」的研究の先駆をなすものであった。しかし，
既述の如く，回帰式は比較する数量間の平均的対応関係（それが因果関係を反映
しているか否かは回帰式自体は何も物語らない）を表現するものであり，比較する
経済数量間の理論（因果）関係の検証を意味するものではない。 ここに， 「計
量経済学」的研究の科学としての脆弱性がみられる。
（4） ユールの提起した「無意味な相関」 (,,Nonsence-Correlation@@)の問題は統
計的相関理論の基本問題の一つであるが未解明のまま残されている。 「ニセの
相関」(,,SpurionsCorrelation")の問題は統計解析の技術的問題ではなく，経済
理論的問題である。比較する統計の信頼性，正確性の吟味とともに，比較統計
が反映する経済関係の理論上の概念との対応関係において相関分析法が利用さ
れなければならない。いかに相関計算の技術的精密化を試みても，経済理論と
の結合なしには「数字の演算」の域を出ないだろう。事実， ケインズの批判'）
にみられる如く，近代経済学者の間でさえ，相関に対する不信は根強く残って
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いる。しかし，依然としてウォルト(H・Wold)やサイモン(HerbertA#Simon)等
によって相関，回帰分析法は因果分析の有効な手法として重用されている2)。
一一へ～
統計利用論からみると，相関分析法は統計比較の一つの形式的，数理的手法
にすぎない。しかるに，統計比較＝相関とおくところに数理統計学並びに1部
の経済統計学の「数学主義」 （＝現代｢ピタゴラス主義｣）がある。 我々はマイヤ
(Mayer),ジージェック(Zizek)以来のドイツ社会統計学で展開された統計利
用論並びにその我国における一つの到達点である蜷川統計理論（｢統計解析法｣）
という豊かな歴史的遺産を有している。我々はこれらの歴史的遺産を正しく継
承するとともに，現代資本主義分析のための統計利用論の観点から統計比較論
の積極的展開が必要だと考えている。本稿はこの課題の解明のための一つの予
備的研究をなすものである。
（1） ケインズ(J.M.Keynes)は，テインバーケン(J.Tinbergen)の「景気循環理論
の統計的検証』第1部「方法と投資活動へのその適用」 (StatisticalTestingof
Business-CycleTheoriesl.A.MethodanditsApplicationtolnvestmentActivity.)
への書評の中で，相関分析への批判として「我々が必ずしも完全に（相互に）独立で
ない要因を使用するならば，われわれは『にせの』相関という非常に難しい， ごまか
されやすい混乱にまきこまれる」と述べ，経済現象の相互独立性に対して強い疑問を
表明している。 「簡単にいえば，実際は同一である要因が異った仮面の下で何度もあ
らわれるならば， 回帰係数の自由な選択（計算）は奇妙な結果に導く｡」 (Economic
Journal,Sept.1939.pp.561-562)
(2)H.WoldandJureen,DemandAnalysis・NewYork.1939.邦訳「需要分析』,39
ページ｡ HerbertA・Simon;"SpuriousCorrelation:ACausallnterpretation",
J.A.S.A.vol、49.1954.
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