Abstract. Topic Detection and Tracking (TDT) is a research initiative that aims at techniques to organize news documents in terms of news events. We propose a method that incorporates simple semantics into TDT by splitting the term space into groups of terms that have the meaning of the same type. Such a group can be associated with an external ontology. This ontology is used to determine the similarity of two terms in the given group. We extract proper names, locations, temporal expressions and normal terms into distinct sub-vectors of the document representation. Measuring the similarity of two documents is conducted by comparing a pair of their corresponding sub-vectors at a time. We use a simple perceptron to optimize the relative emphasis of each semantic class in the tracking and detection decisions. The results suggest that the spatial and the temporal similarity measures need to be improved. Especially the vagueness of spatial and temporal terms needs to be addressed.
Introduction
Topic detection and tracking (TDT) is a research initiative concerned with techniques to organize news documents. In contrast to the more traditional information retrieval problems, the focus in TDT is on news events: in breaking the text into cohesive stories, spotting something previously unreported, tracing the development of the event, and grouping together news that discuss the same event. The problem area has also been called event-based information organization (Allan 2002a) . The user of this kind of system could be, for example, an information worker, a specialist or a reporter who needs to keep up with several sources of news: radio and television broadcasts and on-line Internet news. The user might wish to follow the course of events regarding forest fires in Portugal, the development of the presidential elections in Lithuania, or just be informed if anything new takes place in Africa or in the metal industry, for example.
Focusing on news events influences the nature of the retrieval problems. A TDT system runs on-line and has absolutely no knowledge of the coming events in advance. This makes the application of machine learning methods difficult. Often, an event involves only a few documents that appear within a short period of time, and because the events evolve, the essential vocabulary describing an event may change considerably in short time. Detecting when a story discusses a news event for the first time has been a particularly difficult task. Spotting something 'new' requires a highly effective representation of 'old', i.e., what has already been seen. The results by Allan et al. (2000) suggest that it is highly unlikely that a technology based on a full-text similarity will yield such a representation.
We present an approach for TDT that employs semantic classes, i.e., groups consisting terms that have similar kind of meaning: locations, proper names, temporal expressions and general terms. This split in term-space enables us to use class-wise similarity measures. By mapping the terms of a given class onto an ontology, we are able to establish a semantical similarity between the terms instead of using just a binary string matching. Especially with intensional data, such as temporal expressions, this kind of mapping is needed in order to have any means of comparison.
The comparison of two documents is carried out class-wise: the names in the one document are compared to the names in other, the locations in one against the locations in the other, and so on. As a result, we have vector of similarity values that we turn into a single yes/no decision by a weighted sum. The weights are optimized with a linear perceptron.
This paper is organized as follows. Section 2 gives a concise view of topic detection and tracking by presenting event and topic definitions, problems inherent to TDT and the previous work. In Section 3 we bring forward a document representation using semantic classes, and present methods for comparing documents class-wise, and particularly comparing the spatial and the temporal information. Section 4 describes the TDT algorithms that utilize perceptrons. Section 5 illustrates our experiments with the TDT2 corpus and Section 6 is a conclusion.
Topic detection and tracking
The news-stream in topic detection and tracking is a compilation of on-line news and transcribed radio and TV broadcasts from one or more sources and possibly in one or more languages. The topic detection and tracking is considered to comprise five tasks (Allan 2002a) : (1) topic tracking monitors news stream for stories discussing given target topic, (2) first story detection (FSD, also new event detection) makes binary judgment on each document whether it discusses a new, previously unreported topic or not, (3) topic detection (also cluster detection or just detection) forms topic-based clusters of documents, (4) link detection determines whether two given documents are about the same topic, and (5) story segmentation finds the boundaries for cohesive text fragments.
Some of these tasks have been approached with traditional information retrieval techniques. For example, the topic tracking can be understood as an information filtering task in which the system is given a small number of sample documents and is expected to spot all further documents discussing the topic of the samples. The topic detection involves text clustering. The story segmentation shares its rationale and motivation with text and discourse segmentation. Nevertheless, the setting of TDT presents unusual problems that complicate the use of traditional techniques. The topics are unknown in beforehand. The systems run on-line and can make very few assumptions on the incoming data. The topics often involve only a small number of documents that are encountered in a burst, and the essential vocabulary describing a topic may change drastically in a short time.
In Section 2.1 we first present the definition of an event and a topic. Then, in Section 2.2 we make an effort in formalizing some of the problems in TDT. The previous approaches that have tried to overcome these problems are presented in Section 2.3.
Topic definition
There are events taking place in the world, and some of them are acknowledged in the news. Naturally, a TDT system does not perceive the events themselves, but rather makes an effort in deducing them from the news-stream. News are written by humans and published and distributed by agencies and companies. Although the concept of event may seem intuitively clear and self-explanatory, formulating a sound definition is difficult. Predating TDT research, numerous historians and researchers of political science have wrestled with the definitions (see e.g., Falk 1989 , Gerner et al. 1994 . What seems to be somewhat agreed upon is that an event is some form of activity carried out by some agent or agents somewhere at some time. In topic detection and tracking, an event is defined as follows (Allan et al. 1998a ): Definition 1. An event is a unique thing that happens at some specific time and place. This definition is intuitively quite sound. There are, however, events of different scales, and this definition seems to neglect events which either have a long-lasting nature (Intifada, Kosovo-Macedonia, struggle in Columbia), escalate to several directions (September 11, war in Iraq), or are not tightly spatio-temporally constrained (global warming, SARS-and BSE-epidemics). Some of these problematic events would classify as activities (Papka 1999) , but when encountering a piece of news, we do not know a priori whether it is a short term event or long term activity, just a simple incident or the start for a complex chain of actions.
A topic is considered a set of documents that relate strongly to each other via a seminal event, an event that triggers the topic. For example, the first story reporting a victim of a deadly virus produces a new topic, and any further stories on the development and spreading of the virus, the issued quarantines, the quest for a remedy, the economical effects, for example, are part of this topic. The de facto definition of topic along which the 'official' TDT2 and TDT3 corpora are produced is as follows (Cieri et al. 2002) :
Definition 2. A topic is an event or an activity, along with all related events and activities.
The terms 'event' and 'topic' have been used interchangeably in TDT for historical reasons, which makes the distinction slightly difficult. Initially, the focus was confined on identifying news events, and later the scope was broadened to involve topics as defined above. However, the topics are defined in terms of events.
Problems in event-based information retrieval
The different TDT tasks can all be considered to be some sort of detection: given an input and a hypothesis about the data, a TDT system makes a decision, whether that hypothesis holds (Fiscus and Doddington 2002) . In information retrieval there are plenty of detection tasks, but in TDT the tasks are intimately related to time. The nature of TDT detection tasks is probably best portrayed by comparing them to another tasks of information retrieval, text categorization, for example.
Automatic text categorization is usually carried out using some machine learning system (see e.g., Sebastiani 2002, Yang and . Such a system is taught to recognize the difference between two or more predefined classes or categories by providing a number of pre-labeled samples to learn from. As to classes and word frequencies, this training material is assumed to lend itself to the same underlying distribution as the material that is to be categorized. More formally, the documents D = {d 1 , d 2 , . . . , d |D| } and their labels C = {c 1 , c 2 , . . . , c |C| } are seen to be governed by an unknown distribution. This distribution is expressed as a functionȟ that assigns to each document-label pair
The task of classification is to come up with a hypothesis
that representsȟ, practically, with the 'highest' accuracy. This accuracy is evaluated with a pre-labeled testing material that contains the same classes C as the training material. Now, with TDT the problem is different. Let us assume that the documents and events yield to an unknown distribution represented by the functioň
that assigns each document d i ∈ D a boolean value indicating whether it discusses event e j ∈ E or not. The problem is that domain of E = {e 1 , e 2 , . . . , e |E| } is time-dependent. This means that the hypothesis
cannot be evaluated similarly to text categorization, because the test set does not contain the same events as the testing set. In fact, we have no a priori knowledge of the domain E. What we are left with is a pair-wise similarity of documents. By examining the pair-wise comparisons in the training set, we can formulate a hypothesis
, if the documents discuss the same event, −1 otherwise. Any two documents about the same event are (ideally) similar in a similar way. This somewhat trivial observation has some implications worth mentioning.
Firstly, the detection and tracking are based on pair-wise comparisons of documents, which requires exhaustive computation. An event can be represented by a centroid vector or by some compilation of on-topic documents, but the number of one-document events is very high, as unlabeled documents are considered singleton events. The detection and tracking algorithms have to take these into account and make sure, they do not miss anything relevant.
Secondly, the system's knowledge of events E relies on the first-story detection. FSD has been characterized as 'queryless retrieval' as we do not know what to look for exactly. 'New' is something unexpected that is sufficiently different from the old. Hence, one has to run tracking with just one document in order to determine its novelty, and if none of the old documents match to the new one, the document is considered a first-story. Allan et al. (2000) showed that the performance of this kind of tracking-based FSD is highly unlikely to attain a reasonably effective level, if tracking relies on full-text similarity.
In addition, as the events evolve the vocabulary of the relevant documents can change quite considerably over time. For instance, there is no mentioning of Timothy McVeigh until the 61st document reporting the Oklahoma City bombing, but then he was arrested, convicted and later executed (Allan et al. 1998c ). This change in the vocabulary complicates the construction of event representation as it would have to address this degradation. The event evolution is one of the major challenges of TDT.
Related work
There have been many attempts to overcome the problems discussed in the previous section. The methods applied in TDT cover a good portion of the prevailing techniques information extraction, retrieval and filtering, text clustering and text categorization and natural language processing. Fundamentally, a TDT system runs on-line and does not have any knowledge of the unseen documents, which makes it a case for clustering. There has been, however, research on retrospective topic detection and tracking, where the system is shown all of the data at once (Allan et al. 1998a , but the focus is mainly on the on-line setting. Allan et al. (1998c) considered each incoming document a query that was made on the previous documents. If the returned answer was not similar enough, the story was considered a first-story. The terms were weighted with a modification of TFIDF and by its surprisingness. A term was seen as surprising if it had not occurred recently. The need for exhaustive pair-wise comparisons of documents was avoided by the use of an inverted index. Motivated by this computational efficiency, we employ the inverted index as well. employed a group-average and a single-pass clustering in topic detection. Typically, the group-average clustering (GAC) iterates over the data, starting from one-document singletons and at each step merging the closest clusters until given number of clusters is found or the clusters are too distant to be merged. The computational complexity of GAC is typically quadratic to the number of documents. The efficiency was increased by dividing the clusters into evenly-sized buckets (Cutting et al. 1992 ) and applying GAC locally to a bucket before removing bucket boundaries. The single-pass approach constructs clusters in one go. A document is associated with an event, if the similarity exceeds a pre-set threshold. This approach was accompanied by a time penalty: events tend to be temporally proximate and thus older documents are less likely to discuss the same event.
In topic tracking Yang et al. ( , 2000 have favored k-nearest neighbor, kNN, with some modifications. The advantage of kNN over many other classifiers is that being instancebased it makes fewer assumptions on the data. The centroid (or centroids) representing a topic can easily be changed, unlike in Rocchio, for instance. However, Rocchio has been combined with topic-type categories that on one hand reduced the number of computation as the search-space was confined to the topic-type and on the other hand enabled a topictype-based term-weighting . Yang et al. (2002a) have also experimented a multi-strategy approach that combines Rocchio, kNN and language modeling into a TDT system with some success.
Since the analysis of the performance of first-story detection by Allan et al. (2000) , there has been more work on utilizing information external to the system or produced by natural language processing techniques. Carthy (2002) , for instance, used WordNet (Miller 1995) in building lexical chains, i.e., sequences of related words in the text, which were then used in combination with keywords in topic tracking. Intuitively, it would seem that proper names and other named entities (NE) would benefit the differentiating of events. Both Allan et al. (1999) and extracted seven types of NE's for the purposes of FSD: locations, names of individuals and organizations, time and date references, and sums of money and percentages. Pons et al. (2002) used temporal references in building a hierarchy of topics and events. Makkonen et al. (2002) split the term space into four classes of semantically similar words, names, locations, temporal expression and general terms, and conducted the comparisons of documents class-wise. Later, this comparison was augmented with two class-based ontologies: time-axis and geographical taxonomy . We develop this approach further by applying the techniques on English and introducing a proper optimization for the weights of the semantic classes.
Enhanced document representation
It has been difficult to detect two distinct train accidents and bombings, for instance, as different events (Allan et al. 1998a ). The terms occurring in the two documents are so similar that a term space and a weighting-scheme in use fail to represent the required distinction. Allan et al. (1998b) suspect that only a small number of terms is adequate to make the distinction between different news events. The problem is, of course, to know which ones. Intuitively speaking, when news report two different train accidents, intuitively it would seem that the location and the time, possibly some names of people, are the terms that make up the difference. Papka observes that when increasing the weights of noun phrases and dates, the classification accuracy improves and when decreasing them, the accuracy declines (Papka 1999) .
Our approach is based on this observation. We extract four types of terms: locations, temporal expressions, names and general terms. The exploitation of named entities is by no means a novel technique (see e.g., Allan et al. 1999 ), but since we store the terms in distinct vectors and conduct the comparison of two documents vector-wise, we are able to assign each term-type a similarity measure. Because all the temporal expressions, for example, have a relation to all other temporal expressions via this dedicated similarity measure, we are in fact introducing simple semantics. 
Event vector
A news document reporting an event states at the very barest what happened, where it happened, when it happened, and who was involved. The automatic extraction of these facts for natural language understanding can be troublesome and time-consuming. Many of the previous detection and tracking approaches have to encapsulated all the content in a single vector. To be able to differentiate topics of the same type while maintaining robustness, we assign each of the questions a semantic class, i.e., groups of semantically related words, as we have previously reported (Makkonen et al. 2002) . The semantic class of LOCATIONS contains all the places mentioned in the document, and thus gives an idea, where the event took place. Similarly, TEMPORALS, i.e., the temporal expressions denote a point or an interval of time, and bind the text onto the time-axis. NAMES are proper noun phrases that represent the people or organizations involved in the news story. What happened is represented by 'normal' words which we call TERMS.
The representation of the document using semantic classes is illustrated in figure 1 . This event vector comprises four sub-vectors that reside in distinct spaces due to the semantical dissimilarity. If two documents coincide as to temporal expressions and locations, for example, it would serve as an evidence for them to discuss the same event. Of course, the on-line news stream reports events as they are fresh, and thus the temporal similarity would be quite high for the news published on the same day.
Comparing event vectors
By dividing the term space into semantic classes we are able to compare the documents class-wise. This means that we examine the corresponding sub-vectors of two event representations at a time: LOCATIONS in the one document against the LOCATIONS in the other, NAMES in the first document against NAMES in the other and so on. Within each class we can choose the measure of similarity independent of another class. For example, the similarity of two LOCATION terms can be based on a geographical proximity and thus the terms London and Thames would be highly relevant. Similarly, the utterances "next week" and "the last week of March 2003" differ on the surface, but when evaluated with respect to the utterance time they could denote the same temporal interval.
Thus, instead of having just a binary similarity based on a string matching, we can map the terms onto an ontology, where their relation can be more fine-grained than match-mismatch. The result of class-wise comparisons is a vector v = (v 1 , v 2 , v 3 , v 4 ) ∈ R 4 comprising the class-based similarities.
In the following, we present the class-wise similarity functions: the common TERMS and NAMES in Section 3. 
where function f : T × D → N represents the number of occurrences of term t in document d, |D| is the total number of documents, and function g : T → N is the number of documents in which term t occurs, i.e., the document frequency of term t. The similarity σ of two sub-vectors X k and Y k of semantic class k is based on the cosine of the two,
where |k| is the number of terms in the semantic class of k.
Temporal similarity.
There are three problems one has to deal with before temporal expressions can be used automatically in the TDT tasks: recognition, formalization and comparison. First, the expressions have to be extracted from the text. Second, the expressions need a formal interpretation, an interval on a linearly ordered global time-line, for example. In addition to the expression, one often needs some context information, such as the utterance time and the tense of the relevant verb, to map the natural language expression on to the timeline. And finally, there has to be a suitable method of employing the formalized expressions.
In recognizing temporal expressions, we employ functional dependency parsing (see, e.g., Järvinen and Tapanainen 1997) and finite-state automata. Once an expression is recognized, the terms it contains are converted to operations that move the utterance time back or forth on the time with respect to the utterance time. We define these operations on top of a calendar (Goralwalla et al. 2001 ) that defines a global time-line, granularities of time units and conversion functions between the granularities. The granularity Year would consist of 365 units of days, with the exception of leap years. The granularity March would equal to every twelfth element of granularity Month. A Month contains from 28 to 31 Days, and so on. For example, in figure 2 there are four temporal utterances mapped onto a timeline. The expression "during last week" first shifts the utterance time (Tuesday May 27, 2003) to the beginning of the previous element of granularity Week and then spans the duration from the Monday to the next Sunday. Similarly, the expression "last Wednesday" finds the previous element of granularity Wednesday. However, if the expression was "on Wednesday", the mapping would require the verb tense. Otherwise, it is not clear, which Wednesday is the expression refers to. In sentences like "The meeting was scheduled for Wednesday" the ambiguity cannot be resolved with just the verb tense.
Many of the expressions can be formalized in a straight-forward manner. We are, however, able to deal with more complex expressions, such as 'The strike started on the 15th of May 1919. It lasted until the end of June, although there was still turmoil in late January next year". Further details can be found in .
The temporal similarity of two documents is a result of a pair-wise comparison of the expressions: each start-end pair of one document is compared to each of the start-end pairs of the other. Krippendorff (1995) has carried out various investigations with intervals and motivated by his work we propose a cross-tabulation illustrated in figure 3 . The diagonal represents the synchronous points between the time-axis of document A and time-axis of document B. The shaded areas correspond to the intersections between the intervals
If the two sets contain the same intervals, they cover each other completely. In such case, all of the intervals would be shaded completely along the diagonal in figure 3. In case there are the intervals are not equal, the larger intervals provide weaker coverage than shorter ones. For example, consider comparing a day and a year versus a day and a weekend. We base the temporal similarity on how well the two sets of intervals cover each other. The more the intervals overlap with respect to their lengths, the higher the similarity.
Let T stand for a global time-line. An interval x ⊆ T on this time-line is defined simply as a pair of a start and an end points, x s , x e ∈ T such that x = [x s , x e ]. To determine the similarity of two intervals, we measure the portion of overlap with respect to the lengths of the intervals. The similarity of two temporal intervals x ⊆ T and y ⊆ T is defined by a function where : T × T → R, (x s , x s ) = 1 is the duration (in days) of the given interval. If the interval x is completely covered by the interval y, then µ t (x, y) = 1. If they are distinct, then µ t (x, y) = 0. In the example of figure 3, the intersections A 3 ∩ B 4 and A 2 ∩ B 3 would result in a higher µ t -value than any of the intersections A 1 ∩ B 1 , A 1 ∩ B 3 , and A 1 ∩ B 2 , because the sizes of the intersections A 3 ∩ B 4 and A 2 ∩ B 3 are closer to the sums |A 3 | + |B 4 | and |A 2 | + |B 3 |. In measuring the temporal similarity of two documents, we calculate µ t (x i , y j ) for each pair of intervals of TEMPORAL sub-vectors X = {x 1 , x 2 , . . . , x n } and Y = {y 1 , y 2 , . . . , y m }. The results are stored in a cover matrix illustrated in figure 4. From these pair-wise similarities we select the maxima for each interval x i denoted by max(x i , Y ). The similarity of two TEMPORAL sub-vectors X and Y is the average of these maxima. Hence, the temporal similarity σ t (X, Y ) of the two sets of intervals determined by a function The values of µ t (x, y) vary between 0 and 1, and naturally the average of their maxima vary in the same range.
Spatial similarity.
When reporting floods in Siberia, the news might use geographical terms such as Russia, Lena, Vilyuy, Lensk and Yakutsk. Clearly, these terms have nothing in common on the surface; their relevance cannot be understood without a geographical ontology. Thus, each term would have to be mapped onto a structure, where the meaning of a term is its relation to other terms. We employ a 5-level hierarchy in our knowledge of the world as portrayed in Table 1 . The levels involved depend on the type of the location. As to land, the levels are continent, region, country, administrative region (e.g., province, state, commune, municipality, municipio, gemeente, kommun), and city. In addition to administrative region, level 4 can also be mountains, seas, lakes and (larger) rivers that include or connect to mountain peaks and (smaller) rivers. Figure 5 shows a simplified hierarchy containing a number of places. Each node in the tree stands for a location. In case we want to measure the similarity of two such locations x and y, we divide the length of the common path x ∩ y with the sum of the paths to the elements
where λ(x) is the length of the path from the root of the ontology to the element x. We assign µ s (x, x) = 1. Comparing France and Germany in the simplified ontology of figure 5 yields 1/(2 + 2) = 1/4. Similarly, China and Paris yield 0/(2 + 3) = 0. Paris and France have similarity of 2/(2 + 3) = 2/5. All the spatial references of one document are to be compared with all the spatial references of another. For this, we employ the cover matrix presented in Section 3.2.2. For each term in one sub-vector we calculate the maximum similarity among the terms of the other. The spatial similarity σ s (X, Y ) of two LOCATIONS vectors X = {x 1 , x 2 , . . . , x n } and Y = {y 1 , y 2 , . . . , y m } is the average of these maxima, i.e.,
Topic detection and tracking algorithms
The class-wise comparison of two event vectors results in a vector v = (v 1 , v 2 , v 3 , v 4 ) ∈ R 4 . The question remains, how to go about turning this vector into a decision, whether two documents discuss the same topic or not. In our previous work, in addition to the traditional similarity coefficients, we presented a heuristic weighted sum that also turned out to give the best results .
Weighted sum
The similarity of two event vectors X and Y is based on a weighted sum δ(X, Y) of the class-wise similarities
in which w i ∈ R is the weight for the semantic class i, σ i is the similarity measure of semantic class i, X i and Y i are the sub-vectors of the semantic class i, and w · v is the inner-product of the weight vector and the class-wise similarity vector. The of approach of was heuristic for two reasons: Firstly, the weights representing the relative emphasis of the semantic classes were a result of trial-and-error, instead of proper optimization. Secondly, we rewarded for the co-occurrence of non-zero values in similarities of TERMS, LOCATIONS and NAMES and punished for the lack of the similarity of TERMS. In the following we address both of these inadequacies.
One way to transform the vector v into a decision is to divide the space of class-wise similarities into two sub-spaces by a hyperplane. A positive distance indicates that the documents are about the same topic, and negative distance that they are not. The hyperplane is defined by a linear equation
where w ∈ R 4 is orthogonal to the hyperplane and b ∈ R is the bias. One very simple solution for finding w and b would be a Rosenblatt's perceptron (see e.g. Mitchell 1997 ). Provided with both positive and negative examples the perceptron iterates several times over the data, and adjusts the weight vector each time it makes a misclassification until no mistakes are made. If the data is linearly separable, the perceptron is guaranteed to converge to the optimal set of weights.
One of the problems we have had was that the data is not linearly separable and it was very difficult to build a reliable classifier with four dimensional vectors. To circumvent this and to address the second heuristic aspect we had earlier, we define a function φ :
that expands the vector v with the powerset of its dimensions. In other words, the initial
Now, the linear equation of the hyperplane is expressed as
where w ∈ R 15 is a 15-dimensional weight vector. The φ-mapping increased the learnability of the data considerably, although it is still not linear. We used the delta rule in adjusting the weights which ensures the asymptotical converge towards the optimal weight vector. The powerset expansion can lead to redundant dimensions, but the perceptron would attribute them with weights close to 0.
Topic tracking
According to the topic tracking task definition, each topic is trained and tracked independently of the others, and at encountering a new document the system has to make just one binary decision: is this document discussing the topic or not . The given topic is defined in terms of sample documents, usually from one to four. We do not update the document representation.
A straight-forward topic tracking algorithm is shown in Table 2 . In the beginning, we construct the event vector for the given topic from the sample documents. Then, we go through the incoming documents one-by-one, build the event vector and compare it classwise against the topic vector. The judgment on rows 8-10 is based on the inner product between the class-wise similarities and the pre-calculated weight vector w. 
First story detection
The first-story detection makes a decision whether the incoming document discusses a new topic or not, i.e., when to start a new topic cluster. Unlike topic tracking, first-story detection considers all the previous data before making its judgment. The first-story detection algorithm is described in Table 3 . Initially, the set of found topics is empty. Naturally, the first document in the system is also a first-story. For each incoming document, we try to find the closest match from the previous documents. If the closest match is similar enough, i.e., if the decision function yields a value large enough, the documents are considered to discuss the same topic. If the similarity is below a threshold, the document is considered to be a first-story.
Experiments

Corpus and ontology
One of the participants in the TDT programme has been the Linguistic Data Consortium. It has been responsible for the construction and maintenance of several corpora designed for the purposes of evaluating TDT systems. We run our experiments on TDT2 corpus that spans from January 4 to June 30, 1998 consisting of over 60,000 documents. The news are from six sources of three different types: two on-line newspapers (the New York Times News Service and the Associated Press Worldstream News Service), two TV broadcasts (CNN "Headline News" and ABC "World News Tonight") and two radio broadcasts (Public Radio International's "The World" and the Voice of America). Table 4 presents the number of documents and the average size of a document per source. We do not include the three Asian sources in Mandarin Chinese in the experiments.
The corpus is text, and roughly two thirds of it is transcribed from speech to text by automatic speech recognition (ASR), and that the broadcasts are considerably shorter than the newswire documents. The ASR is prone to spelling mistakes, especially on non-English names.
There are about 10,000 documents with topic labels of 100 events distributed over the length of the corpus, 35 of which are in the training set comprised by the first two months. The validation set contains 25 and the testing set 34 events. A more detailed anatomy of TDT2 can be found in Cieri et al. (2002) . 1 Our ontology is a combination of the data from Statistics Finland (Tilastokeskus), World Factbook (CIA 2003) , and a list of geographic feature names (NIMA). The amount of different kinds of geographic names can be seen in Table 5 . 
Term extraction in TDT2
Most of our term extraction relies on the Connexor Functional Dependency Grammar parser for English (EN-FDG) 2 that is capable of syntactical, morphological and dependency functional parsing. As TERMS we pass subjects, objects, attributive nominals, prepositional complements and main verbs. If a term is recognized as NAME or a LOCATION, it is not passed as a TERM. Although the prepositions, particles and other functional words were filtered by the selection criteria, we applied a stoplist to filter the very common and content-poor verbs (e.g., see, believe, think, and so on).
The recognition of NAMES and LOCATIONS was based on Connexor's Term Extractor (EN-BRACKETS). However, the majority of the data is automatically recognized speech and some portion of it lacks capital letters that are crucial for the efficient term extraction. We were able to fill in some of the upper-case letters with a set of simple syntax-based automata and a gazetteer, a list of names of people, organizations and geographical locations. This operation increased the average of LOCATIONS from 0.000 to 2.485 and the average of NAMES from 2.470 to 3.253 in the CNN material. Table 6 presents the expectation of the number of elements of semantic classes in a document originating from different sources. Clearly, the on-line news of NYT and APW contain most terms in all semantic classes. The ratio of LOCATIONS and NAMES is very high in the the radio broadcasts compared to the rest. This may be due to the habit of reporters introducing themselves and the name of the station and its whereabouts at every turn. The frequencies of terms in CNN material are decreased by numerous empty or very short documents that contain only brief references of what are the topics in during the next half an hour. 
Evaluation
Traditionally in IR, the effectiveness of a system is assessed in terms of correct judgments with respect to number of judgments made (precision) and the number of all possible correct judgments (recall). The tasks of TDT are fundamentally detection tasks and therefore, instead of using precision and recall, the evaluation is based on error-rates, the number of false-alarms and misses (Fiscus and Doddington 2002) . The matrix for system responses for TDT is shown in Table 7 .
We also report the precision p, recall r and F 1 measures:
In order to enable cross-system comparisons, the error-rates are combined into one a single detection cost by the following formula:
where C miss and C fa are the costs of a miss and a false-alarm, P miss and P fa are the probabilities of a miss and false-alarm which are determined in the evaluation, and P target is the prior target probability that represents the portion of labeled documents with respect to all the documents in the corpus. Following a convention in the TDT evaluations (see e.g. , we assign C miss = 1.0, C fa = 0.1 and P target = 0.2. The scores of C det are often normalized onto a more meaningful range by dividing the score by the cost of answering YES or NO consistently. Thus, we get the normalized detection cost
A cost (C det ) norm of zero would mean that the system is infallible, but the score of one would mean that it is doing no better than saying YES or NO to all documents.
Results
We trained the perceptron with 2000 positive and 2000 negative samples and evaluated it with a set of the same size. The data was not linearly separable, and in the training set there were a little over a hundred documents that could not be classified correctly despite increasing the epochs and adjusting the learning rate. We also tested nonlinear models with Radial Basis Function of SVM light (Joachims 2002 ) with a number of cost models (stressing the high recall/low miss-rate) and data samples, but none of the classifiers was substantially better than the linear perceptron.
Our baseline is a simple cosine classifier with TFIDF term weights (see Eqs. (1) and (2)). The features were selected on the basis of the part-of-speech; we chose verbs, nouns, and adjectives that were not in a stop-list. The IDF-weights were calculated from the training and validation sets of the TDT2 corpus. Neither tracking nor first story detection deferred their decision and in all the tracking experiments the number of samples defining the topic N t = 1.
The topic tracking micro-average (story-weighted) results are presented in Table 8 . In the 'best' column (C det ) norm means that the row was obtained by minimizing the normalized detection cost. Similarly, the row with F 1 was the result of the best F 1 -measure.
The baseline results are highly similar to those of Schultz and Liberman (2002) , who had a similar kind of monolingual tracking approach based on TFIDF-weighted cosine. They found that the simple tracking method performed equally well or better than the more sophisticated methods. Here, the semantical augmentation degraded the results.
An obvious reason is that the similarity measures of TEMPORALS and LOCATIONS increase the similarity too much with distantly relevant terms, as neither of them has a vagueness function that would account for the inherent indefiniteness of the term. The matching terms 'Asia' yield the same similarity value as the terms 'Washington', although the former covers approximately one third of the land mass of Earth and contains about half of the population. On the other hand, as the name of the capital 'Washington' occurs often in the context of international or national politics in the form "Washington says so-and-so", for example.
Similarly, two temporal expressions denoting the year 1997, for example, overlap each other completely and would thus give a similarity value of one, just as two matching definate dates would. Then again, in the corpus year 1979 refers typically to either Pol Pot or to Iranian revolution. Things in distant past are not associated with exact dates very often. It is not straight-forward to establish a vagueness function that would take both the duration and the distance into account. In addition, it is difficult to determine, what interval "three years ago" really refers to. The micro-averaged results of first story detection are shown in Table 9 . Unlike in tracking, the detection methods go through all the previous documents before making a decision. This has benefitted the weighted sum more that the baseline. It seems that by choosing the most similar document from the previous ones and making a decision based on that, both methods were able to decrease the misses down to zero. Of course, the tasks are not the same, but in the tracking results, it is particularly the number of misses that degrade the weighted sum performance. Allan et al. (2000) see the "reasonable" performance as missing less than 10% of the first stories while generating only 0.05% false alarms . Although both of the first-story detection approaches meet the first criterion, the number of false alarms is still too high.
Although the performance of the semantic class approach in tracking is low and considerably worse than the baseline, there is a slight consolation in that the F 1 -measures of the semantic class approach are actually better than what we had earlier in spite of that the TDT2 corpus is ten times larger and far more heterogeneous than the Finnish single-source collection. Clearly, the proper optimization and the expansion of the class-wise similarity vector were beneficial.
What is there to be done to improve the performance? Firstly, the spatial and temporal similarities need to be re-thought. Better similarity functions would have an impact on the learnability of the similarity vectors and thus on the perceptron weights and thus on the results. As discussed above, the vagueness should be taken into account, but it is not at all clear, in what way the geographical or the semantical features and corpus-based statistical measures should be combined. We are thinking of representing temporal intervals as probability distributions, which would account for vagueness in expressions such as "three years ago". Also, the recognition of TEMPORALS, LOCATIONS and NAMES should be improved.
Secondly, there is work to be done on term selection techniques and term weighting. Currently, the feature selection uses only syntactical characteristics and a stop-list. By building a posteriori approaches that are shown all the data and the labels, we plan to examine what kind of terms undermine or reinforce the tasks and can they be detected automatically. In the same way, we plan to investigate the temporal and spatial cohesion of an event: how many and what kind of terms appear as the event evolves? Are the new terms semantically relevant to the old.
Conclusions
We presented an approach on a topic detection and tracking approach that employs semantic classes in event representation. We split the term space into four semantic classes: places, names, temporal expressions and general terms. This makes it possible to compare two documents class-wise, and assigning each class a dedicated similarity measure that can utilize an external ontology. We have built a geographical and temporal ontologies the use of which relies on extensive use of natural language processing techniques.
We built an optimizer for the weights of the semantic classes. A simple perceptron was trained with samples of pair-wise comparisons of documents to distinguish, when two documents discuss the same event and when they do not.
The results showed the efficiency of cosine based similarity with TFIDF term weights, which has been a difficult baseline to surpass. The semantical augmentation seemed to degrade the performance, especially in topic tracking. We suspect that this is at least partially due to the inadequate spatial and temporal similarity functions. In the future, we will work on similarity functions for spatial and temporal terms that would take vagueness into account and would reduce the noise. We will also work on term selection and term weighting.
Notes
