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Abstract
The paper deals with an entire matrix-valued function of a complex argument (an entire matrix pencil) f
of order ρ(f ) < ∞. Identities for the following sums of the characteristic values zk(f ) (k = 1, 2, . . .) of f
are established:∞∑
k=1
1
zm
k
(f )
(m > ρ(f ))
and ∞∑
k=1
(
Im
1
zk(f )
)2
(ρ(f ) < 2).
The suggested results are new even for polynomial pencils.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction and statement of the main result
Entire matrix-valued functions of a complex argument (entire matrix pencils) arise in various
applications, see for instance [1,10,13] and references therein. The spectrum of matrix pencils
was investigated in many works. Mainly polynomial matrix pencils were explored, cf. [6,8,11,12],
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etc. In the very interesting paper [9], upper and lower bounds are derived for the absolute values
of characteristic values of polynomial matrix pencils.
On the other hand, relations for sums of the roots of entire functions are very important for
the theory of these functions and its applications. In [3] bounds for sums of the roots of entire
functions are generalized to entire matrix pencils.
Our main object in this paper is the entire matrix pencil
f (λ) =
∞∑
k=0
ckλ
k (c0 = In) (1.1)
with complex in generaln × n-matrices ck, k = 1, 2, . . ., In is the unitn × n-matrix. PutMf (r) :=
max|z|=r ‖f (z)‖ (r > 0) where ‖.‖ is an arbitrary norm in the n-dimensional space. The limit
ρ(f ) := lim
r→∞
ln ln Mf (r)
ln r
is the order of f . A zero zk(f ) of det f (z) is called a characteristic value of f . Everywhere
in the present paper it is assumed that the set {zk(f )} of all the characteristic values of f is
infinite. Note that if f has a finite number l of the characteristic values, we can put z−1k (f ) = 0
for k = l, l + 1, . . . and apply our arguments below. Besides, z−1k (f ) means 1zk(f ) .
In this paper we derive new identities for sums
sm(f ) =
∞∑
k=1
1
zmk (f )
(m > ρ(f ))
and
J (f ) :=
∞∑
k=1
(
Im
1
zk(f )
)2
(ρ(f ) < 2).
These identities generalize the main results from the papers [4,5] on relations for sums of zeros of
entire scalar functions. It should be noted that the generalization requires additional mathematical
tools.
To formulate the result, for an integer m, introduce the mn × mn-block matrix
Am =
⎛
⎜⎜⎜⎜⎝
−c1 −c2 . . . −cm−1 −cm
In 0 . . . 0 0
0 In . . . 0 0
. . . . . . .
0 0 . . . In 0
⎞
⎟⎟⎟⎟⎠ (m > 1) and A1 = −c1. (1.2)
Theorem 1.1. Let ρ(f ) < ∞. Then for any integer m > ρ(f ), we have
sm(f ) = Trace Amm. (1.3)
The proof of this theorem is presented in the next section.
In particular,
Trace A1 = −Trace c1 and Trace A22 = Trace (c21 − 2c2). (1.4)
Example 1.2. Consider the pencil f (λ) = ebλ where b is a square matrix.
Obviously, ρ(f ) = 1, c1 = b, c2 = b2/2. Due to Theorem 1.1 and (1.4)
s2(f ) = Trace (c21 − 2c2) = 0.
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Example 1.3. Let b be a square matrix again. Consider the pencil
f (λ) = sin(bλ)
λ
.
Clearly, ρ(f ) = 1, c1 = 0, c2 = −b3/3!. Due to Theorem 1.1 and (1.4), s2(f ) = Trace b3/3.
2. Polynomial pencils and proof of Theorem 1.1
Consider the polynomial pencil
Pν(z) =
ν∑
k=0
ckλ
ν−k.
Lemma 2.1. For any m  ν, one has
νn∑
k=1
zmk (Pν) = Trace Amm. (2.1)
This lemma is proved in the present section below.
Take the matrix (1.2) with ν instead of m. To prove Lemma 2.1 we need the following result.
Lemma 2.2. For any natural m  ν, we have the equality Trace Amν = Trace Amm.
Proof. Consider the nν × nν-block matrix
Bν,m =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
b11 b12 . . . b1,ν−m . . . b1,ν−1 b1,ν
b21 b22 . . . b2,ν−m . . . b2,ν−1 b2,ν
. . . . . . . . . . .
bm1 bm2 . . . bm,ν−m . . . bm,ν−1 bm,ν
In 0 . . . 0 . . . 0 0
0 In . . . 0 . . . 0 0
. . . . . . . . . . .
0 0 . . . In . . . 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(2.2)
with some n × n matrices bjk . Direct calculations show that the matrix Dν,m+1 ≡ Bν,mAν has
the form
Dν,m+1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
d11 d12 . . . d1,ν−m−1 . . . d1,ν−1 d1,ν
d21 d22 . . . d2,ν−m−1 . . . d2,ν−1 d2,ν
. . . . . . . . . . .
dm1 dm2 . . . dm,ν−m−1 . . . dm,ν−1 dm,ν
dm+1,1 dm+1,2 . . . dm+1,ν−m−1 . . . dm+1,ν−1 dm+1,ν
In 0 . . . 0 . . .. 0 0
0 In . . . 0 . . . 0 0
. . . . . . . . . . .
0 0 . . . In . . . 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where
djk = −bj1ck + bj,k+1 (1  j  m, k < ν),
djν = −bj1cν (1  j  m), dm+1,k = −ck (1  k  ν). (2.3)
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Hence
Trace Dν,m+1 =
m+1∑
k=1
Trace dkk = Trace
(
−cm+1 +
m∑
k=1
−bk1ck + bk,k+1
)
. (2.4)
According to (2.2) Aν has the form Bν,1, A2ν has the form Bν,2, etc. Take Bν,m = Amν . Then
Dν,m+1 = Am+1ν . Let c(m)jk be the entries of Amν . Then according to (2.3) and (2.4),
c
(m+1)
jk = −c(m)j1 ck + c(m)j,k+1 (k < ν);
c
(m+1)
jν = −c(m)j1 cν (1  j  m); c(m+1)m+1,k = −ck.
Thus
Trace Am+1ν = Trace
(
−cm+1 +
m∑
k=1
−c(m)k1 ck + c(m)k,k+1
)
.
Taking m = 2, 3, . . ., we can assert that Trace Amν contains c1, . . ., cm, only. This proves the
required result. 
Proof of Lemma 2.1. As it is well known, cf. [11],
zk(Pν) = λk(Aν) (k = 1, . . ., mν), (2.5)
where λk(A) denote the eigenvalues of matrix Aν with their multiplicities and numerated in the
decreasing way. Now the required result is due to Lemma 2.2. 
Note that from Lemmas 2.1. and 2.2 it follows that
nl∑
k=1
zmk (Pl) =
νn∑
k=1
zmk (Pν) (m  l  ν).
Since Re z2 = (Re z)2 − (Im z)2 and Im z2 = 2Re zIm z (z ∈ C), from Lemma 2.1 we get that
νn∑
k=1
(Re zk(Pν))2 − (Im zk(Pν))2 = Re Trace (c21 − 2c2)
and
2
νn∑
k=1
(Re zk(Pν))(Im zk(Pν)) = Im Trace (c21 − 2c2).
Proof of Theorem 1.1. Consider the polynomial pencil
Qν(λ) =
ν∑
k=0
ckλ
k.
Clearly, λνQν(1/λ) = Pν(λ). Thus zk(Pν) = 1/zk(Qν). Thanks to Lemma 2.1,
νn∑
k=1
1
zmk (Qν)
= Trace Amm (ν > m).
Since the characteristic values continuously depend on the coefficients, letting ν → ∞ in the
latter relation, we get the required result. 
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3. Imaginary parts of characteristic values of polynomial pencils
Again consider the polynomial pencil Pν(λ) defined in the previous section and denote
τ(Pν) :=
ν∑
k=1
N22 (ck) + n(ν − 1),
whereN2(A) is the Hilbert–Schmidt norm of a matrixA:N22 (A) = Trace (A∗A),A∗ is the adjoint.
In addition, for a t ∈ [0, 2π) put
ψ(Pν, t) := τ(Pν) + Re Trace [e2it (c21 − 2c2)].
Below we will check that τ(Pν) = N22 (Aν) and ψ(Pν, t) = N22 (eitAν + e−itA∗ν)/2. Recall that
Aν is the linearization of Pν .
Theorem 3.1. For any t ∈ [0, 2π), the relations
τ(Pν) −
νn∑
k=1
|zk(Pν)|2 = ψ(Pν, t) − 2
νn∑
k=1
(Re eit zk(Pν))2  0
are true.
To prove this theorem we need the following two results.
Lemma 3.2. Let B = (bjk)mj,k=1 be a block matrix whose entries are matrices bjk. Then
N22 (B) =
m∑
j,k=1
N22 (bjk).
Proof. We have
Trace B∗B = Trace
m∑
j,k=1
b∗jkbkj =
m∑
j,k=1
N22 (bkj ).
This proves the lemma. 
Lemma 3.3. For any n × n-matrix A we have
N22 (A) −
n∑
k=1
|λk(A)|2 = 2N22 (AI ) − 2
n∑
k=1
|Im λk(A)|2,
where AI = (A − A∗)/2i.
For the proof see Lemma 2.3.1 from [2].
Proof of Theorem 3.1. We use Lemma 3.3 with A = ieitAν , then
N22 (Aν) −
νn∑
k=1
|λk(Aν)|2 = 12N
2
2 (e
itAν + e−itA∗ν)
−1
2
νn∑
k=1
|eit λk(Aν) + e−it λ¯k(Aν)|2. (3.1)
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In addition,
eitAν + A∗νe−it =
⎛
⎜⎜⎜⎜⎝
−c1eit − e−it c∗1 Ine−it − c2eit . . . −cν−1eit −cνeit
Ine
it − c∗2e−it 0 . . . 0 0−c∗3e−it eit In . . . 0 0
. . . . . . .
−c∗νe−it 0 . . . eit In 0
⎞
⎟⎟⎟⎟⎠ .
Simple calculations and the previous lemma show that N22 (Aν) = τ(Pν) and
N22 (e
itAν + e−itA∗ν)/2 = N22 (c1eit + c∗1e−it ) + N22 (In − c2e2it )
+
ν∑
k=3
N22 (ck) + (ν − 2)n.
So
N22 (e
itAν + e−itA∗ν)/2 = N22 (c1) + Trace (c21e2it + (c∗1)2e−2it )/2 + n + N22 (c2)
− Trace (c2e2it + c∗2e−2it ) +
ν∑
k=3
N22 (ck) + n(ν − 2)
= ψ(Pν, t).
Hence (3.1) and (2.5) imply the required result. 
Note that ψ(Pν, π/2) = −Re Trace (c21 − 2c2) + τ(Pν) and
ψ(Pν, 0) = Re Trace (c21 − 2c2) + τ(Pν).
Now Theorem 3.1 yields
Corollary 3.4. The following relations are valid:
τ(Pν) −
νn∑
k=1
|zk(Pν)|2 = ψ(Pν, π/2) − 2
νn∑
k=1
(Im zk(Pν))2
= ψ(Pν, 0) − 2
νn∑
k=1
(Re zk(Pν))2  0.
From this corollary it follows that
νn∑
k=1
|zk(Pν)|2  τ(Pν) (3.2)
and
2
νn∑
k=1
(Im zk(Pν))2  ψ(Pν, π/2) and 2
νn∑
k=1
(Re zk(Pν))2  ψ(Pν, 0). (3.3)
Inequalities (3.2) and (3.3) directly follow from the well-known inequalities for the linearization,
cf. [7, Corollary II.3.1 and Lemma II.6.1], but Theorem 3.1 gives us the new proof.
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Furthermore, take into account that
|z|2 + Im z2 = (Re z + Im z)2 and |z|2 − Im z2 = (Re z − Im z)2 (z ∈ C). (3.4)
Now Theorem 3.1 and Lemma 2.1 imply
Corollary 3.5. The relations
νn∑
k=1
(Re zk(Pν) + Im zk(Pν))2  τ(Pν) + Im Trace (c21 − 2c2)
and
νn∑
k=1
(Re zk(Pν) − Im zk(Pν))2  τ(Pν) − Im Trace (c21 − 2c2)
are true.
4. Imaginary parts of characteristic values of entire pencils
Now consider the entire matrix pencil
f (λ) =
∞∑
k=0
akλ
k
(k!)γ (γ ∈ (1/2, 1]; a0 = In) (4.1)
with n × n-matrices ak . Assume that
∞∑
k=1
N22 (ak) < ∞. (4.2)
So ρ(f )  1/γ < 2. It is not hard to show that any entire matrix pencil f of order less than two
can be written in the form (4.1) under (4.2), provided f (0) = In.
Denote
τγ (f ) :=
∞∑
k=1
N22 (ak) + (ζ(2γ ) − 1)n
and
ψγ (f, t) := τγ (f ) + Re Trace [e2it (a21 − 21−γ a2)] (t ∈ [0, 2π)),
where ζ(.) is the Riemann zeta function. The meanings of τγ (f, t) and ψγ (f, t) are similar to the
meanings of τγ (Pν, t) and ψγ (Pν, t), respectively.
Theorem 4.1. Let f be defined by (4.1) and condition (4.2) hold. Then for any t ∈ [0, 2π) the
relations
τγ (f ) −
∞∑
k=1
1
|zk(f )|2 = ψγ (f, t) − 2
∞∑
k=1
(
Re
eit
zk(f )
)2
 0
are valid.
This theorem is proved in the next section.
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Note that ψγ (f, π/2) = τγ (f ) − Re Trace (c21 − 21−γ c2) and
ψγ (f, 0) = τγ (f ) + Re Trace (c21 − 21−γ c2).
Now Theorem 4.1 yields
Corollary 4.2. If f is defined by (4.1) and (4.2) holds, then
τγ (f ) −
∞∑
k=1
1
|zk(f )|2 = ψγ (f, π/2) − 2
∞∑
k=1
(
Im
1
zk(f )
)2
= ψγ (f, 0) − 2
∞∑
k=1
(
Re
1
zk(f )
)2
 0.
Consequently,
∞∑
k=1
1
|zk(f )|2  τγ (f ), 2
∞∑
k=1
(
Im
1
zk(f )
)2
 ψγ (f, π/2)
and
2
∞∑
k=1
(
Re
1
zk(f )
)2
 ψγ (f, 0).
Furthermore, take into account relations (3.4). Then Theorems 1.1 and 4.1 imply
Corollary 4.3. If f is defined by (4.1) and (4.2) holds, then
∞∑
k=1
(Re zk(f ) + Im zk(f ))2  τγ (f ) + Im Trace (a21 − 21−γ a2)
and
∞∑
k=1
(
Re
1
zk(f )
− Im 1
zk(f )
)2
 τγ (f ) − Im Trace (a21 − 21−γ a2).
5. Proof of Theorem 4.1
Consider the polynomial matrix pencil
F(λ) =
m∑
k=0
λm−k
(k!)γ ak (a0 = In). (5.1)
Introduce the block matrix
B =
⎛
⎜⎜⎜⎜⎝
−a1 −a2 . . . −am−1 −am
1
2γ In 0 . . . 0 0
0 13γ In . . . 0 0
. . . . . . .
0 0 . . . 1
mγ
In 0
⎞
⎟⎟⎟⎟⎠ .
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Lemma 5.1. The relation det F(λ) = det (λImn − B) is true.
For the proof see [3, Lemma 2.1]. Denote
τγ (F ) :=
m∑
k=1
N22 (ak) + n
m∑
k=2
k−2γ
and for a t ∈ [0, 2π) put
ψγ (F, t) := Re Trace e2it (a21 − 21−γ a2) + τγ (F ).
Lemma 5.2. For any t ∈ [0, 2π) we have the relations
τγ (F ) −
mn∑
k=1
|zk(F )|2 = ψγ (F, t) − 2
mn∑
k=1
(Re eit zk(F ))2  0.
Proof. Let us apply Lemma 3.3 to matrix ieitB. Then
N22 (B) −
mn∑
k=1
|λk(B)|2 = N22 (eitB + e−itB∗)/2 −
1
2
mn∑
k=1
|eit λk(B) + e−it λ¯k(B)|2.
Simple calculations and Lemma 3.3 show that N22 (B) = τγ (F ) and
N22 (e
itB + e−itB∗)/2 = N22 (a1eit + a∗1 e−it )/2 + N22 (In/2γ − a2e2it )
+
m∑
k=3
(N22 (ak) + nk−2γ ).
So
N22 (e
itB + e−itB∗)/2
= N22 (a1) + Trace (a21e2it + (a∗1)2e−2it )/2 + n2−2γ − Trace 2−γ [e2it a2 + (e2it a2)∗]
+ N2(a2) +
m∑
k=3
(N22 (ak) + nk−2γ ) = ψγ (F, t).
Hence (3.1) and (2.5) imply the required result. 
Proof of Theorem 4.1. Consider the polynomial matrix pencil
vm(λ) =
m∑
k=0
λk
(k!)γ ak (a0 = In).
Clearly, λνvm(1/λ) = F(λ). Thus zk(F ) = 1/zk(vm). Thanks to Lemma 5.1,
τγ (F ) −
mn∑
k=1
1
|zk(vm)|2 = ψγ (F, t) − 2
mn∑
k=1
(
Re
eit
zk(vm)
)2
 0.
Since the characteristic values continuously depend on the coefficients, letting m → ∞ in the
latter relation, we get the required result. 
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