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ABSTRACT
The encoder-decoder based methods for semi-supervised
video object segmentation (Semi-VOS) have received exten-
sive attention due to their superior performances. However,
most of them have complex intermediate networks which gen-
erate strong specifiers to be robust against challenging sce-
narios, and this is quite inefficient when dealing with rela-
tively simple scenarios. To solve this problem, we propose a
real-time network, Clue Refining Network for Video Object
Segmentation (CRVOS), that does not have any intermediate
network to efficiently deal with these scenarios. In this work,
we propose a simple specifier, referred to as the Clue, which
consists of the previous frames coarse mask and coordinates
information. We also propose a novel refine module which
shows the better performance compared with the general ones
by using a deconvolution layer instead of a bilinear upsam-
pling layer. Our proposed method shows the fastest speed
among the existing methods with a competitive accuracy. On
DAVIS 2016 [1] validation set, CRVOS achieves 63.5 fps and
J&F score of 81.6%.
Index Terms— Video object segmentation, Real-time
tracker, Encoder-decoder architecture
1. INTRODUCTION
Semi-supervised video object segmentation (Semi-VOS)
is a task to find the labels of every pixel in video with the given
mask, i.e. the initial frame’s mask. Semi-VOS can be divided
into two categories, with and without online fine-tuning. The
methods with online fine-tuning [2, 3, 4, 5] generally show
better accuracy compared to the ones without since they can
prepare the most suitable environment for the given condi-
tion. However, they usually show slower speed due to the
high computational cost of the fine-tuning process. On the
other hand, the methods without online fine-tuning [6, 7, 8, 9]
are generally faster than with the ones, but the accuracy is not
comparable to them.
Until recently, accuracy of the methods with and without
online fine-tuning differed greatly due to the aforementioned
reason. The accuracy gap between these methods was nar-
rowed by RGMP [10], which achieved satisfactory accuracy
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Fig. 1: Comparison of quantitative methods on DAVIS 2016
validation set. We visualize J&F score with respect to fps.
Note that fps axis is in the log scale.
without online fine-tuning. Since it succeeded with encoder-
decoder based architecture, many recent methods [11, 12, 13,
14, 15] were designed based on encoder-decoder architecture
and most of them showed competitive performances. It can
be observed that they share the following algorithm. Encoder
extracts the features from the current frame’s input image.
These features are connected to decoder with skip connec-
tions. The decoder predicts the current frame’s mask with the
features and some additional information.
Semi-VOS deals with an arbitrary target given in the ini-
tial frame, making it hard to specify the given target only with
encoder and decoder. Therefore, the encoder-decoder based
method has the intermediate network between its encoder and
decoder to generate some additional information about the
target. We call the additional information as a specifier since
it is used for specifying the given target. For example, RGMP
[10] uses Siamese encoder with Global Convolution Block,
STM [14] uses Space-Time Memory Networks, and RANet
[15] uses Ranking Attention Module as the intermediate net-
work to generate the specifier. The problem arises because,
these intermediate networks are generally complex and quite
computationally expensive, but are only effective when deal-
ing with challenging scenarios. In other words, the existing
encoder-decoder based methods designed to have strong spec-
ifiers are not efficient in most of relatively simple scenarios.
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Fig. 2: Network architecture of CRVOS, which consists of an encoder, a decoder, and the Clue. Decoder is composed of three
refine modules which refine the Clue. Ii, M i, and M i−1 indicate the current frame’s input image, the current frame’s mask,
and the previous frame’s mask respectively.
In this work, we suggest a novel approach to Semi-VOS to
effectively deal with the simple scenarios. Our method runs
in real-time while maintaining a competitive accuracy. In Fig.
1, we compare quantitative methods on DAVIS 2016 [1] vali-
dation set. Our contributions can be summarized as follows.
• We suggest a novel way to generate a simple yet ef-
fective specifier. Our specifier, the Clue, enables our
network to be competitive with real-time performance.
• We propose a novel refine module for Semi-VOS. It is
more effective than general ones, since it uses a decon-
volution layer instead of a bilinear upsampling layer.
2. METHOD
2.1. Overview
The goal of Semi-VOS is to segment the given target in
video, when the initial frame’s mask is given. When the cur-
rent frame’s input image is received, the network should infer
the current frame’s mask with the accumulated information,
e.g. the initial frame’s input image, the previous frame’s in-
put image, and the previous frame’s mask. In Fig. 2, we
show network architecture of CRVOS, which consists of an
encoder, a decoder, and the Clue. The encoder is based on
ResNet-50 [16], pretrained on ImageNet [17]. It extracts the
features from the current frame’s input image and these fea-
tures are connected to refine modules with skip connections.
The size of the last features is 1/16 of the input image size.
The Clue is composed of the previous frame’s coarse mask
with coordinates information, and also has the size of 1/16
of the input image. The decoder predicts the current frame’s
mask by refining the Clue with three refine modules.
2.2. Specifier
Most of the current encoder-decoder based methods have
complex intermediate networks to generate strong specifiers.
However as mentioned earlier, these methods are not efficient
in relatively simple scenarios. Therefore, to efficiently deal
with these scenarios, we focus on finding a simple specifier
that does not need any intermediate network, but still can
specify the given target. We assume that the previous frame’s
coarse mask can be the solution. Since positional changes
of the target between adjacent frames are generally small,
the previous frame’s mask has enough positional information
about the current frame’s target, and more so at the coarse
level. In addition, we add three Coord [18] layers to explic-
itly reinforce the positional information of the coarse mask.
The layers consist of the values in range [-1,1] sorted by the
height, the width, and the distance from the center. In conclu-
sion, the specifier that we use in CRVOS has two channels for
the previous frame’s coarse mask and three channels for the
coordinates information. We call our specifier the Clue, since
it is simple but plays a key role.
2.3. Refine Module
The general refine modules for Semi-VOS upscale the
features with bilinear upsampling layers. However, a bilin-
ear upsampling layer is not able to generate detailed spatial
information since it is not trainable. Therefore, we use a de-
convolution layer instead of a bilinear upsampling layer to
generate more detailed spatial information. Since a deconvo-
lution layer is usually time-consuming, we reduce the output
channel size to 2 to avoid the speed decrement. Furthermore,
we connect our refine modules with skip connections to fully
exploit the features from each refine module. Our decoder
O-FT fps J ↑ F ↑
MaskTrack [4] X 0.08 79.7% 75.4%
OSVOS [2] X 0.11 79.8% 80.6%
OSVOS-S [19] X 0.22 85.6% 87.5%
OnAVOS [3] X 0.08 86.1% 84.9%
OSMN [9] 7.14 74.0% 72.9%
VideoMatch [20] 3.13 81.0% -
FAVOS [8] 0.56 82.4% 79.5%
RGMP [10] 7.69 81.5% 82.0%
FEELVOS [21] 2.22 81.1% 82.2%
A-GAME [11] 14.3 81.5% 82.2%
SiamMask [22] 55.0 71.7% 67.8%
CRVOS(Ours) 63.5 82.2% 81.0%
Table 1: Quantitative methods evaluated on DAVIS 2016 val-
idation set by using fps, J , and F .
O-FT fps J ↑ F ↑
OSVOS [2] X 0.06 56.6% 63.9%
OSVOS-S [19] X 0.11 64.7% 71.3%
OnAVOS [3] X 0.04 64.5% 71.2%
OSMN [9] 3.57 52.5% 57.1%
FAVOS [8] 0.28 54.6% 61.8%
RGMP [10] 3.85 64.8% 68.6%
SiamMask [22] 55.0 54.3% 58.5%
CRVOS(Ours) 53.0 53.5% 55.1%
Table 2: Quantitative methods evaluated on DAVIS 2017 val-
idation set by using fps, J , and F .
can predict the current frame’s mask more accurately by us-
ing multiple outputs from three refine modules. The mask
is composed of two channels, one is the probabilities of the
foreground, and the other the background.
2.4. Training Strategy
We use the two-step training strategy. First we pre-train
the network on Youtube-VOS [23] train set, and then fine-tune
the network on DAVIS 2016 [1] train set. For pre-training and
fine-tuning, we use randomly chosen 8 and 16 image frames
as the input of the network respectively.
2.5. Implementation Details
We use negative log-likelihood (NLL) loss function and
Adam optimizer. In pre-training stage, each input image is
resized to 240×432, and the network is trained for 100 epochs
with the learning rate of 1e-4. In fine-tuning stage, each input
image has its original size, 480 × 864, and the network is
trained for 500 epochs with the learning rate of 1e-5. To train
the network with sufficient amount of data, we use horizontal
filp, rotation(−30◦∼30◦), shearing (−30◦∼30◦), and scaling
RM PM Clue J&F ↑ J ↑ F ↑
I X 72.1% 72.3% 71.9%
II X X 78.6% 78.7% 78.4%
III X X 81.6% 82.2% 81.0%
IV X 79.1% 79.3% 78.8%
Table 3: Ablation studies on DAVIS 2016 validation set. RM
indicates using our novel refine modules instead of general
ones. PM indicates using previous frame’s coarse mask as a
specifier, and Clue indicates using the Clue as a specifier.
(0.75∼1.25) for data augmentation in fine-tuning stage. If
there are multiple targets in the training process, one is chosen
and dealt with at random. Whereas during the test, the masks
of the entire targets are generated, and then overlapped.
3. EXPERIMENTS
3.1. Evaluation
DAVIS 2016 [1] is the most popular dataset which only
deals with single-target scenarios. In Table 1, we show quan-
titative evaluations on DAVIS 2016 validation set. Our pro-
posed method is the most efficient method with 63.5 fps and
J&F score of 81.6%. DAVIS 2017 [24] is an extended ver-
sion of DAVIS 2016, also including multi-target scenarios. In
Table 2, we show the evaluations on DAVIS 2017 validation
set. Our method shows 53.0 fps and J&F score of 54.3%.
The speed of our proposed method is calculated on a single
GeForce RTX 2080 Ti GPU.
3.2. Ablation Studies
We conduct ablation studies to demonstrate our work. In
Table 3, we compare the accuracy of the four networks with
different specifiers and refine modules.
Specifier: We show the effect of using different specifiers
by comparing I, II and III. I is the network with no specifier.
Since it is hard to specify the given target, it shows the worst
accuracy, J&F score of 72.1%. II uses the previous frame’s
coarse mask as a specifier. It shows J&F score of 78.6%
which is a lot better than I. III uses the Clue, i.e. the previous
frame’s coarse mask with coordinates information as a spec-
ifier. Since coordinates information can reinforce positional
information of the coarse mask, III shows the best accuracy,
J&F score of 81.6%.
Refine module: We show the effect of using different refine
modules by comparing III and IV. III uses our refine module
that is composed of a convolution layer, a deconvolution layer,
and a skip connection that connects three refine modules. On
the other hand, IV uses a general refine module instead of our
refine module. A deconvolution layer is replaced by a convo-
lution layer that reduces the feature dimension, and a bilinear
upsampling layer that increases the feature size. Also, there
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Fig. 3: Qualitative results of CRVOS on DAVIS 2016 validation set and DAVIS 2017 validation set. The numbers below the
figure indicate the ratio of past frames to total frames. 0% indicates the initial frame and 100% indicates the last frame. As seen
in the figure, CRVOS consistently produces high quality segmentations in relatively simple scenarios.
is no skip connection that connects multiple refine modules.
It can be seen that IV shows the lower accuracy compared to
III, J&F score of 79.1%.
3.3. Qualitative Results
Fig. 3 shows the qualitative results of CRVOS. The upper
four rows are the results on DAVIS 2016 [1] validation set
which deals with single-target scenarios, and the rest are the
results on DAVIS 2017 [24] validation set which deals with
multi-target scenarios.
DAVIS 2016: In the first scenario, the target moves fast and
the scale of the target rapidly changes. In this case, the net-
work generates poor quality segmentations since the Clue
provides inaccurate information about the target. The sec-
ond, the third, and the fourth scenarios are comparatively
simple scenarios, because they have single targets with small
movements. It can be observed that the network can produce
precise segmentations in theses cases.
DAVIS 2017: In the fifth and the last scenarios, there are mul-
tiple targets with small movements. The results show that if
positional changes of the targets between adjacent frames are
not large, the network is able to generate the accurate target
masks in multi-target scenarios as well.
4. CONCLUSION
In this work, we have proposed a novel real-time net-
work for Semi-VOS. By using the Clue as a specifier with-
out any intermediate network, our proposed method achieves
the fastest speed among the existing methods. The results
on the benchmark datasets also demonstrate that our method
shows comparable accuracy to the state-of-the-art methods
when dealing with relatively simple scenarios.
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