This paper presents a technique and experimental validation for anonymous outdoor location tracking of all users residing on a mobile cellular network. The proposed technique does not require any intervention or cooperation on the mobile side but runs completely on the network side, which is useful to automatically monitor traffic, estimate population movements, or detect criminal activity. The proposed technique exploits the topology of a mobile cellular network, enriched open map data, mode of transportation, and advanced route filtering. Current tracking algorithms for cellular networks are validated in optimal or controlled environments on a small dataset or are merely validated by simulations. In this work, validation data consisting of millions of parallel location estimations from over a million users are collected and processed in real time, in cooperation with a major network operator in Belgium. Experiments are conducted in urban and rural environments near Ghent and Antwerp, with trajectories on foot, by bike, and by car, in the months May and September 2017. It is shown that the mode of transportation, smartphone usage, and environment impact the accuracy and that the proposed AMT location tracking algorithm is more robust and outperforms existing techniques with relative improvements up to 88%. Best performances were obtained in urban environments with median accuracies up to 112 m.
Introduction
Network-based positioning algorithms locate a mobile user based on measured radio signals from base stations in its vicinity. The growing amount of available positioning data has led to many location-based services (LBS). These are a collection of applications that use geographical location data of mobile devices provided by Wi-Fi, Bluetooth Low Energy (BLE), Global Positioning System (GPS), or cellular networks [1] . They provide services for end users, e.g., wayfinding in large shopping centers or hospitals, personal navigation, and location-based gaming. This is also important for businesses and government, e.g., asset tracking, fleet management, optimizing productivity in manufacturing or distribution, analyzing traffic patterns, transportation planning, security, and surveillance [2, 3] . A more specific example is the estimation of population *Correspondence: jens.trogh@ugent.be 1 Department of Information Technology, IMEC -Ghent University, Ghent Belgium Full list of author information is available at the end of the article movements during disasters or outbreaks. These require timely and accurate location data which large-scale surveys cannot provide, whereas network operators manage data which can potentially be used to calculate location data in real time [4] .
The main contribution of this paper is the novel positioning algorithm: AMT (antenna, map, and timing information-based tracking) to accurately locate all mobile users in a cellular network without any required modifications at the mobile side (client) or network side (server). The latter is useful for applications where there is typically no cooperation at the mobile side, e.g., traffic monitoring, population movement estimation, or criminal activity detection. The proposed location tracking algorithm exploits enriched open map data [5] , a mode of transportation estimator, and advanced route filtering on top of the mobile cellular topology and measurements to track the movement and locations of mobile devices. Furthermore, it does not depend on additional or custom software, forced messages, dedicated infrastructures,
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direct communication between mobile users, or prior training data. An extensive experimental validation was conducted that included trajectories on foot, by bike, and by car, in urban and rural environments while a person was actively using his or her smartphone, but also in standby mode. In this mode, all applications that use the mobile network are blocked (e.g., email and messaging services) and as such, standby mode represents a worst case scenario in terms of the number of location updates. The latter shows measurement gaps of up to 6 min while a user was on the move, i.e., time periods where no measurement data is available, which mainly occur in rural areas. Current existing location tracking algorithms for mobile cellular networks are not able to cope with large measurement gaps but instead are deployed in optimal or controlled environments with a high base station density, regularly available measurement updates, large training sets, or are merely validated by simulations with a fixed location update rate. The novel contributions of this paper are:
• An immediately applicable location tracking algorithm that does not require any modifications to the client or network side • The algorithm does not depend upon any prior training via, e.g., offline fingerprinting, drive-testing, or crowd-sourced measurement campaigns • Confirmed to work for a large set of users, nationwide, and in real time based on an experimental validation instead of merely relying on simulations
The paper is structured as follows. Section 2 describes the related work. Section 3 outlines the mobile network and grid configuration, type of measurements, and trajectories for the experimental validation. Section 4 discusses the proposed location tracking algorithm in detail, and Section 5 presents the results. Finally, in Section 6, conclusions are provided.
Related work

GPS enabled
The Global Positioning System (GPS) is a satellitebased navigation technique that is ubiquitous due to its widespread use and worldwide coverage. It can be used to track mobile devices but only if the GPS receiver is enabled, the location data is transmitted to a central server, and there are no GPS outages. The latter refers to the unavailability of GPS signals from sufficient satellites due to, e.g., mountains, tall buildings, or multi-level overpasses. Possible solutions are geometry-based location techniques [6] . A system that utilizes mathematical geometry to estimate vehicle location focusing on road trajectory and vehicle dynamics is presented in [7] .
Infrastructure enabled
The most widely used approach to locate a mobile device with telecommunication data from a network infrastructure is cell-ID based [1] . The mobile user is mapped to the location of its serving base station, i.e., the cell to which a mobile device is currently connected. It has a low cost and a short response time and is easy to implement and applicable in all places with cellular coverage but has a low accuracy for high cell ranges.
The most common signal parameters used for networkbased location tracking are angle of arrival (AoA) [8] , time of arrival (ToA) [9] , time difference of arrival (TDoA) [10] , and amplitude (signal strength) [11] . AoA techniques determine the direction of propagation of a radio frequency wave and require an antenna array at the side of the incoming wave (network side). This technique performs especially well in line-of-sight (LoS) conditions. ToA techniques measure the time the radio signals travel between a single transmitter (mobile user) and multiple receivers (base stations), and requires two-way ranging or synchronization between transmitter and receiver [12] . In TDoA techniques, time differences between the time of flight of multiple radio signals are measured at the receiving base stations; this is used in, e.g., LoRa [13] . Amplitude-based techniques convert the received signal strength to a distance based upon a path loss (PL) model for distance conversion; however, it is required that an accurate PL model is known for the considered environment. Knowledge of the network topology to estimate the distances between a mobile user and a set of base stations reduces the positioning for all signal parameters to a triangulation or multilateration problem [14] . Sensor fusion techniques combine two or more of these signal parameters to estimate the location [15] .
Alternatively for the amplitude-based technique, the location can be estimated by searching for the closest match in a fingerprint database or coverage map. This look-up table maps possible positions with a vector of associated signal strength values or cell-IDs from a set of base stations [16] . The signal strength values are collected in an offline phase and can be measurement-based by testdriving the area of interest [17] [18] [19] , simulation-based by using a propagation model [20] [21] [22] , ray tracing [23] , or a hybrid approach [24] . Drive-testing is labor intensive and needs to be redone each time the mobile network or even the environment undergoes changes. Also, possible locations for the mobile user are limited to places where a car can pass, meaning no indoor, pedestrian, or off-road locations will be estimated. The simulationbased approach is much faster but will generally lead to less accurate location estimations. Alternatively, a crowdsourced measurement campaign can be used instead of drive-testing. Network-based location tracking poses several problems due to multipath and non-line-of-sight (NLoS) conditions, small-scale and large-scale fading, low signalto-noise ratios, and interference by other mobile users. These affect the radio signal parameters used as input data to location tracking algorithms. To process the noisy signal parameters and improve the accuracy, location tracking algorithms use additional intelligence and information. NLoS mitigation techniques use more robust estimators or simply discard the NLoS component [9] . Map-based algorithms use information about the environment to limit possible locations and transitions between two location updates; this can be done in combination with Kalman filters [25] , particle filters [18] , hidden Markov models (HMM) [26] , data fusion [27] , or least squares estimator [28] . A database correlation technique over Received Signal Strength Indication (RSSI) data that is based on advanced map-and mobility-based filtering is presented in [29] . The algorithm is validated in a field environment with trips by car, a location update rate forced to 2 Hz, and an electromagnetic field simulator. A cooperative positioning technique for cellular systems using RF pattern matching is presented in [30] . It is shown in simulations that leveraging the deviceto-device (D2D) communication protocol can improve positioning performance if insufficient base stations are visible to a user entity. A crowd-sourced measurement campaign to develop radio frequency (RF) coverage maps and a similarity-based location algorithm is presented in [31] . A proprietary application, installed on the smartphone of a sample set of users in the network, periodically reports the RF channel measurement along with the GPS tag to a central server, which are then processed into the RF coverage map. This resulted in accuracies up to 50 m and 300 m, depending on the cell's coverage range. A semi-and unsupervised learning technique that minimizes the effort to label signal strength measurements for the network-side cellular localization problem is presented in [32] . This technique uses Gaussian mixture models to model the signal strength vectors and an expectation maximization approach to learn the distributions. Accuracies up to 30 m are reported as long as enough training data is available and the base station density is high. A machine learning technique for indoor-outdoor classification and particle filter with HMM for cellular localization is presented in [18] . The trajectory of a moving user was synthesized and reconstructed based on a data training set of around 129000 drive test data points and a fixed location update interval of 10 s, which led to accuracies up to 20 m in urban environments. Note that the latter accuracies are only achieved with large (crowdsourced) training sets, synthesized data, and high location update rates, which our approach does not require. Furthermore, the proposed location tracking algorithm is confirmed to execute in real time for more than a million users in parallel and outperforms state-of-the-art particle filters [18] .
A topic which currently attracts a lot of attention is user anonymity. Mobile network operators ensure anonymity between their mobile users by providing a temporary identifier (TMSI) instead of constantly using the longterm unique identifiers (IMSI). Lately, also anonymized location data has become a subject of concern [33, 34] . Countermeasures to tackle these exposed vulnerabilities are proposed in [35, 36] . In [37] , simulations are used to calculate the number of devices necessary to locate non-participant individuals in urban environments. They prove that it is possible to track the movement of a significant portion of the population with a high granularity over long periods of time when a small part of the population is part of a (malicious) sensor network.
Methods
Network
The mobile network, which is used in the experimental validation, consists of more than 2500 NodeBs (September 2017), distributed over Belgium's territory (30528 km 2 ). In a 3G network, the base stations are referred to as NodeBs. Figure 1 shows the NodeB locations in a representative urban and rural environment on the same scale (i.e., Ghent and Melsele respectively). It is clear that the environment will have a major influence on the positioning accuracy, because of the difference in NodeB density on the one hand and in urban planning on the other: a sparser road network can limit plausible locations, and the type and height of buildings can affect the signal parameters used as input to location tracking algorithms (e.g., apartments vs. stand-alone houses vs. office buildings). There are more than 50 NodeBs in an area of approximately 45 km 2 for the experiments in an urban environment, whereas for the rural environment there are roughly 10 NodeBs in an area of the same size. The comparison and influence on the performance are discussed in Section 5.
A NodeB has multiple antennas with unique cell-IDs, oriented towards different directions (Fig. 2 ). Antenna configurations with one up to six distinct orientations occur in the mobile network, which is used in the experimental validation, the most common ones are with three (92%), one (4%), and two (3%) different antenna directions. Usually, a mobile user will connect to the NodeB antenna that is directed towards him. Likewise, a user for which measurements are available from antennas with different orientations but from the same NodeB has a large chance to be located between both zones. The aforementioned observations provide information that is exploited in the proposed location tracking algorithm (Section 4). 
Grid
The grid represents a collection of points in the area of interest where a mobile user can be located. In a regular Cartesian grid, all elements are unit squares. It is a simplistic approach where all areas are equally important and take the same resources in both database size and processing time. Alternatively, a map-based grid can be used to limit possible points along the major (motorway, freeway, primary, secondary, and tertiary) and minor (local and residential) roads from the area of interest. The grid size determines the number and density of these points. Our grid is based on OpenStreetMap data, which consists of straight line segments enriched with metadata about the type of road, information about one-way traffic, relative layering, street name, and maximum allowed speed. Every start point and endpoint of a straight road segment is automatically included in the grid, and road segments are further divided into pieces equal to the grid size. The dots in Fig. 3 represent such a grid with grid size 50 m. For Belgium, this results in 3.2 million grid points for the mapbased technique instead of 12.2 million for a Cartesian grid.
Experiments
Experimental data is collected in cooperation with a major network operator in Belgium. The experiments are conducted in and around the city center of Ghent and in a smaller town near Antwerp (Melsele), to represent urban and rural environments, and on the highway between both cities. The mobile network collects 3G data for more than a million mobile subscribers but to quantify the location errors (accuracy), the real position or ground truth needs to be known, for which permission and cooperation of a mobile user are needed. The experimental validation encompasses trajectories on foot, by bike, and by car. A smartphone with a GPS logging application is carried in all scenarios by a mobile user. It was put in the dashboard holder for the car rides and carried in the pocket for the trajectories on foot and by bike. The smartphone was forced on 3G to make the experiments independent of having 4G coverage and to ensure a fair comparison between urban and rural environments. Figures 4 and 5 show the GPS trajectories as black lines, and the sample rate of the GPS logging application was set to 1 location per second. The NodeB locations are indicated with gray triangles. The GPS trajectories are post-processed with a map matching algorithm [38] to increase the accuracy; this is especially useful in urban areas near tall buildings (urban canyoning). Section 4 describes the location tracking algorithm, and Section 5 discusses the performance and accuracy for all trajectories in detail. The total distance, duration, and average speed for all trajectories are summarized in Table 1 .
Measurement data format
3G measurements are made by the mobile network, i.e., by the radio network controller that controls the NodeBs. The input data for our location tracking algorithm are timing information and received signal strength values from a set of NodeBs. Both are reported on regular time periods but independently from each other. The timing information comes in the form of a propagation delay and is reported only by the serving NodeB. The signal strength values originate from the measurement reports and are reported for all NodeBs that a mobile device currently sees (i.e., from which it receives a broadcast message). Timing information to these other NodeBs would require network changes and increases the load in the mobile network and, hence, is not used in our approach.
Propagation delay
The propagation delay parameter can be used to estimate the distance between a mobile device and its serving cell. This delay is used by the radio network controller to make communication possible. It checks and adjusts this delay to allow transmission and reception synchronization. The propagation delay has a time granularity of 780 ns, which corresponds to 234 m [39] . A value of 1 means the mobile user is located in the interval between 234 and 468 m from the NodeB, from which we derive the following formula to convert propagation delays to distances: Figure 6 shows a plot of the real distance (between mobile user and NodeBs) as a function of the observed propagation delay parameter, during a walk of 8 km in the city center of Ghent, Belgium (Fig. 3b) . For this test, a radio application was installed on the mobile device and was permanently streaming audio to ensure regular network updates and measurement data. The walk took 84 min during which 234 propagation delay measurements with 49 different cell-IDs from 15 NodeBs were recorded (one physical NodeB can have multiple cellIDs depending on the number of supported frequencies and different orientations of its antennas). The maximum measured propagation delay during this walk in the city center of Ghent was 6, which corresponds to 1521 m. In rural areas, propagation delays up to 22 (≈ 5 km) were recorded with the same mobile device, which is to be expected due to the sparser base station density. The measured propagation delays fall in the correct interval in 69% of the observations. They are one, two, and three units apart in 27%, 3%, and 0.4% of the cases, respectively. The mean and standard deviation of the absolute differences between the real and calculated distance are 94 m and 82 m. These values are to be expected with a distance granularity of 234 m (i.e., the calculated distances, based on the 3G propagation delays, are in steps of 234 m). Note that the proposed technique can also be applied on 4G and 5G measurements, which have a higher base station density and more accurate timing information, and therefore, will yield a higher location precision (e.g., 4G has a time granularity of 260 ns, corresponding to 78 m).
Measurement report
Measurement reports contain information about channel quality and are reported by a user entity (mobile device) to a NodeB. They assist the network in making handover and power control decisions. The received signal code power (RSCP) denotes the power measured by a mobile user on a particular physical communication channel, also known as common pilot channel. It continuously broadcasts the scrambling code from the NodeBs and carries no other information. These broadcast messages are transmitted with a constant transmit power and gain but can differ per NodeB (information available in network topology). The measurement reports contain measured signal strength values from all NodeBs the mobile user currently sees. As such, the RSCP values can be converted to a path loss value:
where PL [dB] denotes the total path loss, P TX [dB] and G TX [dB] are the transmit power and gain of a NodeB, respectively, and RSCP is the received signal strength code power measured by a mobile device. Figure 7 shows these path loss values on the y-axis and associated distances between mobile user and NodeBs on the x-axis (the measurement reports are collected in the same experiment as the propagation delays from Section 3.4.1). During the experiment, 578 measurement reports were collected with 4106 RSCP values to 136 different cell-IDs from 32 NodeBs. The fitted one-slope path loss model (red line) has the following form:
where These location errors are much higher compared to those derived from the propagation delay, suggesting that many received path loss measurements contain no additional information and can worsen the accuracy when used together with the timing information as input to a location tracking algorithm. Note that these path loss measurements can be useful in combination with fingerprint maps based on test-driving or crowd-sourced measurement campaigns but these are labor intensive or require modifications on the client side [16, 18, 19] . Also, these crowd-sourced measurement campaigns will be heavily influenced by, e.g., passing cars, new buildings, or other infrastructure changes.
Cellular network data
The problem with cellular network data is the limited amount of available data, which determines the number of possible updates. Mobile devices can support a range of different wireless technologies, e.g., infrared, Bluetooth, Wi-Fi, GPS, Universal Mobile Telecommunications System (UMTS) in 3G networks, and Long-Term Evolution (LTE) in 4G systems, but not all data are available to the network operator and this also depends on the usage of a mobile user. Figure 8 shows the average number of measurement reports and propagation delays, per user, per hour, during one week, measured on a 3G mobile network in Belgium for more than a million distinct active users. It is immediately clear that every day exhibits a similar pattern for both the measurement reports and propagation delays with the difference that there are about twice as many measurement reports. The least and most active hours are 3 a.m. and 6 p.m. respectively (x-axis ticks are set every 12 h and the labels are set at 12 p.m.). Saturdays and Sundays show a flatter and lower curve than weekdays because more people are staying at home, which translates into fewer measurements per user on the mobile network during the day. On Friday and Saturday between 11 p.m. and 5 a.m., there is an average increase of 20% in number of measurements for a similar amount of people compared to weekdays, indicating that there is more movement or usage of mobile devices (whether or not outdoors). There are more than a million distinct active users during the whole week, but the maximum number of active users in 1 h is only 700k. This is because not all users send updates to their mobile network when he or she is not moving, has WiFi coverage, or is on a different mobile network (2G or 4G). Current time-series or map-based tracking algorithms assume regular measurement updates to filter outliers and improve the accuracy [25, 29] . This assumption does not hold for many mobile users, making the aforementioned algorithms not generally applicable. The proposed location tracking algorithm can cope with this and consists of multiple phases, depending on the amount of available measurements. Also, it is successfully validated, in cooperation with a major network operator in Belgium, to work in real time on more than a million subscribers with an Apache Spark implementation to support fast cluster computing. The used cluster consists of nine nodes with a total memory of 1.58 TB and 408 physical cores.
Location tracking algorithms
The performance of the proposed location tracking algorithm will be compared with two reference algorithms: cell-ID (Section 4.1) and centroid based (Section 4.2). The new tracking algorithm is presented in Section 4.3.
Cell-ID
The first reference algorithm is the most simplistic, where a mobile user is mapped to the NodeB to which it is currently connected (also known as serving NodeB or serving cell-ID). This approach is easy to implement and has a low cost and short response time but usually has the lowest accuracy [40] .
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Centroid
The second reference algorithm takes all different NodeBs from the measurement reports into account and calculates the centroid. In case there is only one NodeB with measurements, this approach results in the same location as the cell-ID technique. Alternatively, a weighted centroid algorithm can be used, where NodeBs get a weight assigned based on their measurement frequency or received signal strength information [41] . Figure 9 shows a flow graph of our proposed location tracking algorithm, which uses the orientation of NodeB antennas, map, and timing information as input (AMT). Phase I processes the data measured by the radio network controllers and calculates the temporary estimations (TEs). Phase II further refines these estimated locations with a route mapping filter that uses OpenStreetMap (meta)data, measurements from a recent past (user history), and an estimated mode of transportation as input.
AMT: antenna, map, and timing information-based tracking
Phase I: temporary estimation
The pseudo-code to calculate the temporary estimation of a user, residing on the mobile cellular network, is shown in Algorithm 1 and the variables and steps are discussed with an example in the text below. Consider the example in Fig. 10 : a mobile user is located in the center (yellow square), its serving NodeB (cell sc ) is indicated with a green star (loc sc ), and there are three A window of 5 s is used to link measurement reports with propagation delays since they are not reported at the exact same time instances. Because the calculated distances based on the reported signal strengths from the measurement reports are not reliable (Section 3.4.2), only the orientation (α nb ) and opening angle (β nb ) of the antennas corresponding to these measurements are used. These are retrieved by looking up the reported cell-ID in the network topology, resulting in three additional circle sectors (CS nb ), indicated in transparent blue. The opening angle of the sectors depends on the number of antennas and different orientations the NodeBs have and is equally divided between all orientations. The most common case of three distinct and equally spread antenna orientations corresponds to an opening angle of 120°(similar to the different gray zones in Fig. 2a) . If there are multiple measurements to one NodeB and the reported cell-IDs correspond to antennas with different orientation, then both measurements are merged (JoinedMeasReport) and a new circle sector is used instead, i.e., the smallest area between both orientations. For example, if there are measurements received on the antennas with directions 0°and 90°, then the new circle sector would be the first quadrant (0 to 90°) instead of the area from − 45 to 135°(see Fig. 2 )b. Because users that are located just outside a circle sector could be picked up by the antenna, as is visible in Fig. 10 for the antenna on the bottom center, a margin of 10°is added to the left and right side of a sector.
The coloring of the grid points corresponds to the number of NodeBs (cell-IDs) that are visible from this grid point (it is visible if a grid point falls within the sector areas defined above). In this case, there are only 6 locations that satisfy all measurements, i.e., inside the propagation delay area and in all three circle sectors (green and blue areas). The median location of this set (GPMO) is the temporary estimation, indicated with a black plus sign (+) in Fig. 10 .
If there is no overlap between the propagation delay area and the circle sectors (green and blue areas respectively), then the median location of the propagation delay area is used as temporary estimation. The latter happens in only 2% of all location updates in our experimental validation (Section 5). Using this approach results, for the depicted example, in an error of 132 m, whereas the cell-ID approach would map the mobile user to the serving NodeB (indicated with a green star), resulting in an error of 1103 m, and the centroid approach results in an error of 490 m (indicated with a black cross ×).
Phase II: route mapping filter
These temporary estimations can be improved with a route mapping filter if there are location updates available from a recent past (user history). For example, a user on foot will travel far less than a user by bike or by car, given a certain time interval. Furthermore, the most likely trajectory over a certain time period can be reconstructed by making use of OpenStreetMap (meta)data: road infrastructure (ways); maximum speed limits; one-way street information; type of road, e.g., sidewalk, bike path, or highway; and the user's measurement history. To take into account cars that are speeding and to avoid that location estimations are lagging behind, the allowed speed limit (for the reconstructed trajectory) can be increased by, e.g., 10% for each road segment. The proposed route mapping filter is based on the Viterbi path, a technique related to hidden Markov models [21, 22] . By processing all available data at once, previous estimated locations can be corrected by future measurements (similar to backward belief propagation). Naturally, this is only possible if the intended application tolerates a certain delay. A differentiation between real time and non-time critical will be made in the route mapping filter's output. Figure 11 shows a flow graph of our proposed route mapping filter which ensures realistic and physically possible paths.
The pseudo-code of the route mapping filter is shown in Algorithm 2, and the variables and steps are discussed in the text below. For the first positioning update or if there is no location history available from a recent past, the temporary estimation is taken as the current position (TE 0 ). Then, a predefined number of other locations are selected around this position and their cost is initialized to 0, e.g., the 1000 closest grid points to the current position (MP). This ensures that the route mapping filter can recover from faulty first estimations, i.e., 1000 grid points and a grid size of 50 m result in a covered surface of roughly 2.5 km 2 (the exact area depends on the road density). The initialization forms the starting point of all possible paths that are kept in the memory of the location tracking algorithm (pathsInMem). Next, when the mobile network reports new measurements, a new TE is calculated as described in Section 4.3.1. After that, for all paths in memory, all reachable positions (RGP) starting from the path's current last grid point (PGP: parent grid point) are determined by making use of the surrounding road network, the time elapsed since last location update ( t), estimated mode of transportation (MoT), and OpenStreetMap metadata (maximum speed, type of road, and one-way information). These reachable positions, which are also grid points, are the candidate positions for the next location update. Each candidate position (CP) retains a link to the parent grid point (PGP) and a cost that represents this new branch along the road network (pathsTemp). For time-critical applications, the path which currently has the lowest cost is used as real-time location estimation (AMT-RT). In this case, previous estimated locations will not be corrected by future measurements, only the user's current history is taken into account. Lastly, the MP paths with lowest cost are retained to serve as input for the next iteration when the mobile network reports new measurements. At the end of an experiment or measurement interval, all parent grid points from the path with lowest cost are visited in backwards order; this results in the final estimated trajectory: AMT-NTC (nontime critical). Figure 12 shows a detail of the locations before and after the route mapping filter for the trajectory on foot in Ghent (Fig. 3b) . The temporary estimations are indicated with green crosses, and the final estimated trajectory with blue dots. The maximum allowed speed used by the route mapping filter can be refined if the mode of transportation is correctly estimated, e.g., pedestrians or cyclists will usually not move faster than 6 km/h or 30 km/h respectively. In our approach, the mode of transportation is estimated based on the rate and distance between serving cell handover zones, i.e., when a new NodeB becomes the serving cell. When a handover takes place, the middle between both NodeBs (estimated handover location) is saved together with the timestamp the handover took place. The average speed between all estimated handover locations that took place during a certain moving window is used to label the mode of transportation. A moving window of 10 min (5 min before and after the location update) could be used for the non-time-critical route mapping filter, but this is not possible for real-time applications (as no future measurements are available). For this reason, only the last 5 min (counting backwards from the location update that is being calculated) is considered to estimate the average speed. It is labeled as walking if it is below 10 km/h, as cycling if it is between 10 and 25 km/h, and otherwise as driving a motorized vehicle. In the latter case, the route mapping filter will continue to use the maximum allowed road speed for each segment. Although, the location updates (TEs) are more frequent and accurate than the estimated handover locations, they show more fluctuations which results in an overestimation of the average speed (see Fig. 12 ). For example, during the walk in the city center of Ghent (Fig. 3b) , there are 232 location updates whereas there are only 48 handovers, which result in an average estimated speed of 25 km/h based on the location updates and 7 km/h based on the estimated handover locations with a moving window of 5 min.
Results and discussion
General
Figures 4 and 5 show the estimated positions with the proposed location tracking algorithm as blue dots. The errors between the GPS ground truth and estimated positions are indicated with a blue line. The ground truth is defined as the GPS position which is closest in time to the timestamp from when the network received measurements that initiated the location update. The GPS logging application takes 1 sample per second and is mapped to the road network (which includes footpaths, paths for cycling, and service roads), ensuring a sufficient time synchronization and accuracy between the estimated positions and their ground truth. Table 2 summarizes the mean, standard deviation, median, and 95th percentile value of the accuracy for all scenarios (walking, cycling, and driving in urban and rural environments with a user's smartphone in standby and streaming mode).
The two basic algorithms are referred to as cell-ID (Section 4.1) and centroid (Section 4.2). The first phase of the proposed location tracking algorithm (without the route mapping filter) is referred to as TE (temporary estimation). The location tracking algorithm with route mapping filter, road speed limits, and mode of transportation estimation is referred to as AMT, named after the used inputs: antenna orientation, map, and timing information (phase II). To differentiate between the estimated locations that are available in real time and those that are TE temporary estimation (phase I), AMT-RT real-time route mapping filter (phase II), AMT-NTC non-time-critical route mapping filter (phase II), PF particle filter corrected by future measurements, AMT-RT (real time) and AMT-NTC (non-time critical) are used. An existing location tracking algorithm [18] based on a particle filter and map information was implemented to validate our proposed route mapping filter. These results are included in Table 2 and referred to as PF. They used regression on drive test data to estimate the probability distribution of an observation. Since drive test data is generally not available for a nationwide mobile network, the likelihood function for the particles is modified to work with the temporary estimations as input (similar to the proposed route mapping filter, ensuring a fair comparison). This particle filter is configured with 2000 particles, and the mean μ and variance σ 2 of the initial speed distribution are based on the mode of transportation and the maximum allowed speed of the road segments under consideration. Likewise, at each time step with measurements, our proposed route mapping filter retains the 1000 paths with the lowest associated costs in memory (MP in Algorithm 2). The latitude and longitude coordinates from all NodeBs in the mobile network, data from the GPS logging application, and OpenStreetMap data are projected to the Belgian Lambert 72 coordinate system. Hence, the grid points and estimated locations are in the same plane coordinate reference system. This enables the use of the Euclidean distance between the estimated and actual position to define the accuracy. The total number of location updates and the average time and distance between two consecutive location updates are also included in Table 2 . Figure 13 shows the median accuracy per scenario with the TE, PF, AMT-RT, and AMT-NTC techniques. The cell-ID and centroid approach are omitted to enhance clarity.
Comparison with other algorithms
It is immediately clear that the proposed location tracking algorithms outperform the classic cell-ID and centroid approach in all ten scenarios. The particle filter [18] performs slightly worse than our proposed route mapping filter (real-time and non-time-critical version) in scenarios 1-4 and is outperformed in scenarios 5-10. The main reason for this is that the time between two location updates is variable and can be rather large (it ranges from 5 s to 6 min). In the update step of the particle filter, a new state is sampled for all particles, based on the previous state, current time, and a new random sample, and is then mapped on the road network. This can cause large deviations if the user's real speed or direction changes in this time period, which can happen multiple times during a sizeable measurement gap. The trajectories done by car and the ones in rural areas are most affected by this. In our approach, all possible locations that can be reached along the road network in this time period are considered as candidate positions for the next location update (given the previous states, i.e., user measurement history and paths in memory, estimated mode of transportation, maximum [31] ), but these are achieved with synthesized data, large training sets, optimal environments, crowd-sourced measurement campaigns, and forced location update rates. However, applying the same processing technique [18] on our validation data resulted in worse accuracies but gives a realistic idea of the achievable performance without crowdsourcing or modifications on the network or mobile side (PF in Table 2 ).
Non-time critical vs. real time
The non-time-critical version of the route mapping filter (AMT-NTC), which takes into account all measurements at once, can also work with a smaller delay (instead of at the end of a trajectory). Previously predicted locations can be corrected by multiple future measurements, but the impact tends to decrease as more time has passed between the previous update and those future measurements. For our experimental validation, this time period is 8 min; taking into account additional future measurements does not further improve the overall accuracy. Even with only 2 min of future measurement data, the mean and median overall accuracy are already 200 m and 174 m (compared to 192 m and 165 m if all future measurements are taken into account). This means that if a time delay of 2 min is allowed for the intended application, the overall mean accuracy can already be improved by 19% compared to the real-time algorithm (AMT-RT).
Impact of environment
The highest accuracies are achieved for the scenarios in an urban environment with trajectories on foot or by bike (scenarios 1-4). For example, the trajectory by bike in the city center of Ghent with a smartphone in streaming mode (scenario 4) has a mean, standard deviation, median, and 95th percentile value of 122 m, 80 m, 112 m, and 301 m, respectively. These higher accuracies are mainly due to the higher base station density, which is typical in urban environments. This ensures that the serving base stations have smaller separations, and hence, this limits the possible grid points because of the lower propagation delays, i.e., the green sector in Fig. 10 will cover a smaller area. When driving a car, the absolute accuracy in urban environments is worse than that in rural scenarios. For example, the improvements between two trajectories by car in an urban (scenario 5) and rural environment (scenario 9) are 63% (306 to 188 m), 56% (291 to 186 m), 71% (220 to 129 m), and 72% (1012 to 589 m), for the mean, standard deviation, median, and 95th percentile value, respectively. This is due to the sparser road network in rural areas, which increases the chance that the route mapping filter selects the correct road segments as most likely. The trajectory on the highway (scenario 10) is accurately reconstructed because the roads surrounding the highway have lower speed limits which causes these (incorrect) candidate paths to lag behind and eventually be discarded in the route mapping algorithm. Note that this is only true if there is no traffic congestion.
Impact of smartphone usage
The shortest location update time or highest update rate happens when a user is walking in an urban environment while actively using his or her smartphone, i.e., through an application that sends or receives data over the mobile network on a regular basis (scenario 2). In this case, there are 234 updates during the entire trajectory, which corresponds to a location update every 21 s or every 32 m on average. Note that the update rate for this best case scenario is not as high as most localization algorithms for cellular networks are validated on. Location update rates of 0.5 s [29] and 10 s [18] are reported in related work, by using forced messages or synthesized validation data. Three trajectories are done for both smartphone usage modes (scenarios 1-6). The trajectories in an urban environment on foot and by bike are identical and yield similar performances for the streaming and standby mode (scenarios 1-4). The higher location update rate has a negligible impact due to the limited speed for these modes of transportation. The trajectory by car shows a significant improvement for higher location update rates (standby vs. streaming). The accuracy increases with 41% (306 to 217 m), 106% (291 to 141 m), 10% (220 to 200 m), and 117% (1012 to 467 m), for the mean, standard deviation, median, and 95th percentile value, respectively.
Impact of MoT
The trajectories done on foot and by bike yield similar accuracies as long as the environment is the same. The trajectories done by car perform worse in urban environments but better in rural environment as discussed in Section 5.4. It is to be noted that the proposed MoT estimator achieved an accuracy of 78% when a moving window of the last 5 min was used. Although this accuracy could be improved on our validation data by using a longer window, this will not always be the case, e.g., if the MoT changes during a scenario from walking to biking, a shorter window is recommended to detect the changes more quickly. Furthermore, the overall mean and median accuracy remained similar (192 m and 165 m vs. 183 m and 164 m) if the route mapping filter was provided with the correct MoT at each location update. This is because a wrong MoT estimation for a location update does not automatically result in a worse accuracy, e.g., when it is erroneously labeled as cycling while the user was actually driving at a slow speed due to traffic congestion.
Conclusions
In this paper, a technique for outdoor location tracking of all users residing on a mobile cellular network is presented. The proposed approach does not depend on prior training data and does not require any cooperation on the mobile side or changes on the network side. The topology and available measurements of a mobile cellular network are used as input for the proposed AMT algorithm (named after antenna, map, and timing information). An additional route mapping filter is applied to ensure realistic, physically possible, trajectories. The inputs for this route mapping filter are the user's measurement history, enriched open map data (road infrastructure, maximum speed limits, type of road, and one-way street information), and a mode of transportation estimator to improve the corresponding maximum speed. The novel AMT location tracking algorithm is implemented in Apache Spark to support fast cluster computing, runs completely on the network side, is confirmed to execute in real time for more than a million users in parallel, and outperforms state-of-the-art particle filters. The experimental validation is done in urban and rural environments, near Ghent and Antwerp, with experiments on foot, by bike, and by car, while a user's smartphone was used in standby and streaming mode. Improvements of up to 88%, 85%, and 57% were achieved compared to a cell-ID, a centroid, and a particle filter with map information-based location tracking technique, respectively. Future work will adapt and
