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2 Elo˝szo´
Elo˝szo´
Ez a jegyzet a programtervezo˝ informatikus MSC-s hallgato´knak szo´lo´ Funkciona´lanal´ızis az al-
kalmazott matematika´ban c´ımu˝ ta´rgy elo˝ada´sainak az anyaga´t o¨leli fel. Ba´r ebbo˝l a ta´rgybo´l gyakor-
latok nincsenek, a jegyzet utolso´ fejezete egy 118 feladatbo´l a´llo´ feladatgyu˝jteme´ny, ami mo´dot ad
(ku¨lo¨no¨sen a tanultak ira´nt az elo˝´ırtakon tu´l is e´rdeklo˝do˝ hallgato´knak) az elme´leti ismeretek me´lyebb
elsaja´t´ıta´sa´ra. Maga a jegyzet va´logata´st tartalmaz a funkciona´lanal´ızis azon fejezeteibo˝l, amelyek
a matematikai alkalmaza´sok (elso˝sorban a numerikus mo´dszerek, a Fourier-anal´ızis, stb.) szem-
pontja´bo´l ku¨lo¨no¨sen fontos szerepet ja´tszanak. Az itt ta´rgyalt anyag nagyban ta´maszkodik a szer-
zo˝ a´ltal az osztatlan ke´pze´sben a programtervezo˝ matematikus hallgato´knak ebben a te´mako¨rben
e´veken a´t tartott funkciona´lanal´ızis-ta´ma´ju´ elo˝ada´sokra. A ta´rgyala´s sora´n a szoka´sos bevezeto˝
anal´ızis e´s linea´ris algebrai elo˝ada´sok anyaga´nak az ismerete´t te´telezzu¨k fel, azaz, hogy az Olvaso´
elsaja´t´ıtotta ma´r a vektorterekre, ill. az egy- e´s to¨bbva´ltozo´s fu¨ggve´nyekre vonatkozo´ eleminek
nevezheto˝ anal´ızisbeli ismereteket. Ez uto´bbival kapcsolatban mind tartalmilag, terminolo´giailag,
mind pedig az alkalmazott (e´s nem u´jonnan bevezetett) jelo¨le´sekkel kapcsolatban az elo˝bb eml´ıtett
ke´pze´sben re´szt vett hallgato´knak (re´szben a szerzo˝ a´ltal) ı´rt anal´ızis jegyzetsorozat ko¨teteire utalunk.
Kitu˝no˝ - to¨bbnyire idegen nyelvu˝ - szakko¨nyvek, monogra´fia´k a´llnak azok rendelkeze´se´re, akik
bizonyos fejezetek uta´n me´lyebben e´rdeklo˝dnek, vagy esetleg csupa´n ma´s aspektusbo´l k´ıva´nja´k az
itt ta´rgyaltakat a´ttekinteni. A teljesse´g ige´nye ne´lku¨l eze´rt a´lljon itt a mondottaknak (ill. a hi-
vatkoza´soknak) messzemeno˝en megfelelo˝ ne´ha´ny mu˝:
• R. E. Edwards, Functional Analysis, Holt, Rinehart and Winston, New York-Chicago-San
Francisco-Toronto-London, 1965.
• L. V. Kantorovich - G. P. Akhilov, Functional Analysis, Pergamon Press, Oxford-Elmsford, N.
Y., 1982.
• Ke´rchy La´szlo´, Valo´s- e´s funkciona´lanal´ızis, Polygon Jegyzetta´r, Szegedi Egyetemi Kiado´, 2008.
• A. N. Kolmogorov–Sz. V. Fomin, A fu¨ggve´nyelme´let e´s a funkciona´lanal´ızis elemei, Mu˝szaki
Ko¨nyvkiado´, Budapest, 1981.
• K. Maurin, Analysis I-II, PWN-Polish Scientific Publishers, Warszawa, 1976-1980.
• Riesz Frigyes - Szo˝kefalvi-Nagy Be´la, Funkciona´lanal´ızis, Tanko¨nyvkiado´, Budapest, 1988.
• W. Rudin, Functional Analysis, Mc-Graw Hill, New York, 1973.
• Simon Pe´ter, Anal´ızis V, egyetemi jegyzet, ELTE Eo¨tvo¨s Kiado´, Budapest, 1996.
• Szili La´szlo´, Funkciona´lanal´ızis - a jelfeldolgoza´s e´s a szimula´cio´ matematikai alapjai, egyetemi
jegyzet, ELTE IK Kari Digita´lis Ko¨nyvta´r, 2007.
• Szo˝kefalvi-Nagy Be´la, Valo´s fu¨ggve´nyek e´s fu¨ggve´nysorok, Tanko¨nyvkiado´, Budapest, 1965.
• K. Yosida, Functional Analysis, Springer-Verlag, Berlin, 1966.
Budapest, 2010. a´prilis.
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1. Absztrakt terek
1.1. Az absztrakcio´ lehetse´ges u´tjai.
Ro¨viden emle´keztetu¨nk a to¨bbva´ltozo´s vektorfu¨ggve´nyek anal´ızise´nek az alapja´t ke´pezo˝ u´n.
topologiai ha´tte´rre. Legyen ehhez 0 < n ∈ N, x = (x1, ..., xn), y = (y1, ..., yn) ∈ Kn, ekkor az
x, y vektorok ta´volsa´ga´t a ρ2(x, y) :=
√∑n
k=1 |xk − yk|2 kifejeze´ssel e´rtelmeztu¨k. Specia´lisan R-ben
ke´t sza´m, x, y ∈ R ta´volsa´ga´n az |x− y| (nem)negat´ıv sza´mot e´rtettu¨k.
Ennek a ta´volsa´gfogalomnak a seg´ıtse´ge´vel azta´n e´rtelmezheto˝ve´ va´ltak az olyan, az elemi
anal´ızisben megismert fogalmak to¨bbva´ltozo´s megfelelo˝i, mint a ny´ılt, za´rt, kompakt halmazok, kon-
vergencia, hata´re´rte´k, folytonossa´g, stb. Eze´rt az a´ltala´nos´ıta´s egyik lehetse´ges u´tja lehet ennek a
ta´volsa´gfogalomnak az absztrakcio´ja: a fenti, a vektorok ta´volsa´ga´t meghata´rozo´ fogalom le´nyeges
jegyeit megragadva eljutunk a ta´volsa´g, ill. a metrikus te´r absztrakt fogalma´hoz.
Az elo˝bb felide´zett Kn-beli ta´volsa´g valo´ja´ban a Kn-beli vektorok hossza´nak a fogalma´n alapult:
ha a fenti x ∈ Kn vektor (euklideszi) hossza´n a
‖x‖2 :=
√√√√ n∑
k=1
|xk|2
kifejeze´st e´rtju¨k, akkor x, y ∈ Kn ta´volsa´ga nem ma´s, mint az x− y vektor hossza:
ρ2(x, y) = ‖x− y‖2.
Ez az e´szreve´tel leheto˝se´get k´ına´l az absztrakcio´ egy ma´sik lehetse´ges u´tja´ra, a vektorhosszu´sa´g fo-
galma´nak az absztrakcio´ja re´ve´n, amelynek az eredme´nyeke´nt kapjuk az absztrakt norma´lt tereket.
Ma´r az elemi anal´ızisbo˝l is jo´l tudjuk, hogy a vektorok euklideszi hossza szoros kapcsolatban van
a Kn-beli vektorok ko¨zo¨tti skala´ris szorza´ssal: ha x, y ∈ Kn a fenti ke´t vektor, akkor
〈x, y〉2 :=
n∑
k=1
xkyk
az x, y u´n. skala´ris szorzata e´s
√〈x, x〉2 az x vektor ‖x‖2 euklideszi hossza. Ez az e´szreve´tel k´ına´lja
az absztrakcio´ harmadik lehetse´ges kiindulo´ pontja´t, a fenti skala´ris szorza´s fogalma´t absztraha´lva.
Ennek a ve´geredme´nye az absztrakt skala´ris szorzat te´r vagy euklideszi te´r.
A fentiekben va´zolt absztrakcio´s utak egyre szu˝kebb teret engedtek az a´ltala´nos´ıta´snak. Elin-
dulhatunk azonban az ellente´tes ira´nyban is, emle´kezve arra, hogy a to¨bbva´ltozo´s anal´ızisben sza´mos
alapveto˝ fontossa´gu´ fogalom (ilyen pl. a folytonossa´g) megfogalmazhato´ puszta´n pl. a ny´ılt halma-
zok seg´ıtse´ge´vel. Ez uto´bbi fogalom le´nyeges jegyeit kiragadva is eljuthatunk egy, az eddigi terek
mindegyike´t maga´ba foglalo´ absztrakt te´rt´ıpushoz, az u´n. topologikus te´r fogalma´hoz. Ez uto´bbiak a
ke´so˝bbi vizsga´lo´da´sainkban csak bizonyos fogalmak bevezete´se´ig, ill. ne´ha´ny azokkal kapcsolatos alap-
tulajdonsa´g tiszta´za´sa´ig ja´tszanak szerepet. A kicsit is me´lyebb meggondola´sokat ige´nylo˝ fogalmak,
te´telek sza´ma´ra a legta´gabb keretet azta´n a metrikus terek fogja´k jelenteni.
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1.2. Euklideszi terek.
Ide´zzu¨k fel ro¨viden a skala´ris szorza´s, ill. az euklideszi te´r fogalma´t. Legyen ehhez X linea´ris te´r
(a tova´bbiakban is mindig a valo´s vagy komplex K testre vonatkozo´an) e´s tekintsu¨nk egy olyan
X2 ∋ (x, y) 7→ 〈x, y〉 ∈ K
leke´peze´st, amelyre ba´rmely x, y, z ∈ X e´s λ ∈ K mellett az ala´bbi tulajdonsa´gok igazak:
1o 〈x, x〉 ≥ 0,
2o 〈x, x〉 = 0 ⇐⇒ x = 0 (∈ X),
3o 〈x, y〉 = 〈y, x〉,
4o 〈λx, y〉 = λ〈x, y〉,
5o 〈x+ y, z〉 = 〈x, z〉+ 〈y, z〉
(ahol z a z = a+ ıb ∈ K (a, b ∈ R, ı := √−1) sza´m komplex konjuga´ltja´t jelo¨li: z = a− ıb). Ekkor
〈, 〉-t skala´ris szorza´snak, az 〈x, y〉 (valo´s vagy komplex) sza´mot az x, y elemek skala´ris szorzata´nak,
az (X, 〈, 〉) pa´rt pedig skala´ris szorzat te´rnek (vagy euklideszi te´rnek) nevezzu¨k. Valo´s vagy komplex
euklideszi te´rro˝l besze´lu¨nk, ha K = R vagy K = C.
A 3o, 4o tulajdonsa´gokbo´l ro¨gto¨n ko¨vetkezik, hogy 〈x, λy〉 = λ〈x, y〉 (x, y ∈ X, λ ∈ K). Valo´s
esetben a 3o tulajdonsa´g a skala´ris szorza´s szimmetrikus volta´t fejezi ki: 〈x, y〉 = 〈y, x〉 (x, y ∈ X).
A most mondottak szerint 〈λx, λy〉 = |λ|2〈x, y〉 (x, y ∈ X, λ ∈ K). Ha 4o-ben λ helye´be 0-t ı´runk,
akkor az elo˝bbieket is figyelembe ve´ve (az X vektorte´r nulleleme´t is 0-val jelo¨lve) 〈0, x〉 = 〈x, 0〉 = 0
(x ∈ X) ado´dik. Specia´lisan 〈0, 0〉 = 0 (ld. 2o). Vila´gos, hogy 3o e´s 5o alapja´n 〈x, y+z〉 = 〈y + z, x〉 =
〈y, x〉+ 〈z, x〉 = 〈x, y〉+ 〈x, z〉 (x, y, z ∈ X), azaz a skala´ris szorza´s disztribut´ıv az o¨sszeada´sra ne´zve.
Emle´keztetu¨nk az euklideszi terek vizsga´lata´ban alapveto˝ szerepet ja´tszo´ Cauchy-Bunyakovszkij-
egyenlo˝tlense´gre:
|〈x, y〉|2 ≤ 〈x, x〉〈y, y〉 (x, y ∈ X).
A teljesse´g kedve´e´rt bizony´ıtsuk is be itt ezt az egyenlo˝tlense´get. Ehhez nyilva´n felteheto˝,
hogy (pl.) x 6= 0 (azaz 1o e´s 2o szerint 〈x, x〉 > 0), ku¨lo¨nben (ld. az elo˝bbi megjegyze´seket is)
az egyenlo˝tlense´g mindke´t oldala´n nulla a´ll. Legyen ekkor
P (λ) := 〈λx+ y, λx+ y〉 = |λ|2〈x, x〉+ λ〈x, y〉+ λ〈y, x〉+ 〈y, y〉 (λ ∈ K).
Mivel 1o szerint P nem-negat´ıv fu¨ggve´ny, eze´rt a λ0 := −〈y, x〉〈x, x〉 = −
〈x, y〉
〈x, x〉 va´laszta´ssal
0 ≤ P (λ0) = |〈x, y〉|
2
〈x, x〉 −
|〈x, y〉|2
〈x, x〉 −
|〈x, y〉|2
〈x, x〉 + 〈y, y〉 = 〈y, y〉 −
|〈x, y〉|2
〈x, x〉 ,
amibo˝l a Cauchy-Bunyakovszkij-egyenlo˝tlense´g ma´r nyilva´n ko¨vetkezik. E´rdemes megjegyezni, hogy
a K = R (valo´s) esetben
P (λ) = λ2〈x, x〉+ 2λ〈x, y〉+ 〈y, y〉 (λ ∈ R),
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azaz P egy nem-negat´ıv valo´s egyu¨tthato´s ma´sodfoku´ polinom. Ko¨vetkeze´ske´ppen a
d := 4〈x, y〉2 − 4〈x, x〉〈y, y〉
diszkrimina´nsa´ra d ≤ 0 ado´dik, amibo˝l a (valo´s) Cauchy-Bunyakovszkij-egyenlo˝tlense´g ma´r
ko¨vetkezik.
Pe´lda´ul az 1.1. pontban szereplo˝ Kn te´rben e´rtelmezett 〈, 〉2 fu¨ggve´ny skala´ris szorza´s, azaz
(Kn, 〈, 〉2) euklideszi te´r. Hasonlo´an, ha valamilyen (X ,Ω, µ) me´rte´kte´r esete´n
〈f, g〉 :=
∫
fg dµ (f, g ∈ L2),
akkor (L2, 〈, 〉) euklideszi te´r (ami - megfelelo˝en va´lasztva az (X ,Ω, µ) me´rte´kteret - megegyezik
(Kn, 〈, 〉2)-vel). Specia´lisan legyen [a, b] kompakt intervallum, µ := dx az [a, b]-beli Lebesgue-me´rte´k,
ekkor
〈f, g〉 :=
∫ b
a
f(x)g(x)dx (f, g ∈ L2[a, b]),
ill. (L2[a, b], 〈, 〉) a Lebesgue-fe´le euklideszi te´r. Ha C[a, b] a folytonos f : [a, b] → R fu¨ggve´nyek
alkotta (az R testre vonatkozo´an a
”
szoka´sos” fu¨ggve´nymu˝veletekre ne´zve nyilva´n) linea´ris te´r, akkor
az
〈f, g〉 :=
∫ b
a
f(x)g(x) dx (f, g ∈ C[a, b])
skala´ris szorza´ssal (C[a, b], 〈, 〉) (valo´s) euklideszi te´r, ami (a K := R esetben) az elo˝bbi (L2[a, b], 〈, 〉)
te´rnek altere.
Vila´gos, hogy ba´rmely (X, 〈, 〉) euklideszi te´r e´s Y ⊂ X alte´r esete´n a 〈, 〉 : X2 → K fu¨ggve´ny
Y 2-re valo´ 〈, 〉|Y 2 leszu˝k´ıte´se is skala´ris szorza´s (az Y alte´ren), azaz (Y, 〈, 〉|Y 2 ) is euklideszi te´r (az
(X, 〈, 〉) te´r altere).
1.3. Norma´lt terek.
Legyen X isme´t egy linea´ris te´r K-ra vonatkozo´an e´s tegyu¨k fel, hogy adott a
X ∋ x 7→ ‖x‖ ∈ R
leke´peze´s, amelyre minden x, y ∈ X e´s λ ∈ K esete´n a ko¨vetkezo˝ kiko¨te´sek teljesu¨lnek:
1o ‖x‖ ≥ 0,
2o ‖x‖ = 0 ⇐⇒ x = 0 (∈ X),
3o ‖λx‖ = |λ| · ‖x‖,
4o ‖x+ y‖ ≤ ‖x‖+ ‖y‖.
Ekkor ‖.‖-t norma´nak, ‖x‖-t az x elem norma´ja´nak (vagy hossza´nak), az (X, ‖.‖) pa´rt pedig norma´lt
te´rnek nevezzu¨k. 3o-bo´l ‖0‖ = 0 (ld. 2o), ill. ‖ − x‖ = ‖x‖ (x ∈ X) ro¨gto¨n ko¨vetkezik. A 4o egyen-
lo˝tlense´get ha´romszo¨g-egyenlo˝tlense´gke´nt szoka´s eml´ıteni. Ennek egy a´tfogalmaza´sa a ko¨vetkezo˝:
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4oo |‖x‖ − ‖y‖| ≤ ‖x− y‖ (x, y ∈ X).
Ui. az x = (x − y) + y felbonta´sbo´l 4o alapja´n ‖x‖ ≤ ‖x − y‖+ ‖y‖, azaz ‖x‖ − ‖y‖ ≤ ‖x − y‖. Az
x↔ y szerepcsere uta´n ‖y‖ − ‖x‖ ≤ ‖y − x‖ = ‖x− y‖ ado´dik. Ford´ıtva, ha 4oo igaz, akkor 4oo-ben
x helyett (x+ y)-t ı´rva ‖x+ y‖− ‖y‖ ≤ ‖x‖, azaz 4o ko¨vetkezik. Specia´lisan (y = −x) kapjuk, hogy
2‖x‖ ≥ 0, azaz ‖x‖ ≥ 0 (x ∈ X) (ld. 1o).
Az 1.1. pontban ma´r ta´rgyalt Kn te´rben pl. ‖.‖2 norma. Ennek a´ltala´nos´ıta´sake´nt megmu-
tathato´, hogy ba´rmely 1 ≤ p ≤ +∞ mellett
‖x‖p :=
 (
∑n
k=1 |xk|p)1/p (p < +∞)
max{|xk| : k = 1, ..., n} (p = +∞)
norma, azaz (Kn, ‖.‖p) norma´lt te´r. Vila´gos, hogy n = 1 esete´n ba´rmely 1 ≤ p ≤ +∞ va´laszta´ssal
‖x‖p = |x| (x ∈K), ill. kapjuk a (K, |.|) norma´lt teret. So˝t, az 1.2.-ben eml´ıtett (X ,Ω, µ) me´rte´kte´r
e´s 1 ≤ p ≤ +∞ esete´n
‖f‖p :=

(∫ |f |p dµ)1/p (p < +∞)
inf{α ≥ 0 : |f(x)| ≤ α (m.m. x ∈ X )} (p = +∞)
(f ∈ Lp)
norma, ı´gy (Lp, ‖.‖p) norma´lt te´r (ami alkalmas (X ,Ω, µ) me´rte´kte´r mellett megegyezik az elo˝zo˝
(Kn, ‖.‖p) te´rrel). Specia´lis esetke´nt kapjuk (ld. 1.2.) az (Lp[a, b], ‖.‖p) tereket, ill. valo´s esetben
ezek (C[a, b], ‖.‖p) altereit:
‖f‖p :=

(∫ b
a
|f(x)|p dx
)1/p
(p < +∞)
inf{α ≥ 0 : |f(x)| ≤ α (m.m. x ∈ [a, b])} (p = +∞)
(f ∈ Lp[a, b]),
ill.
‖f‖p :=

(∫ b
a |f(x)|p dx
)1/p
(p < +∞)
max{|f(x)| : x ∈ [a, b]} (p = +∞)
(f ∈ C[a, b]).
Ha valamely (X, ‖.‖) norma´lt te´r esete´n adott az Y ⊂ X alte´r, akkor nyilva´n ‖.‖|Y is norma,
azaz (Y, ‖.‖|Y ) is norma´lt te´r (az (X, ‖.‖) te´r altere).
A Cauchy-Bunyakovszkij-egyenlo˝tlense´get is felhaszna´lva ko¨nnyen bela´thato´, hogy ha (X, 〈, 〉)
euklideszi te´r e´s
‖x‖ :=
√
〈x, x〉 (x ∈ X),
akkor (X, ‖.‖) norma´lt te´r. Ezt ı´gy fogjuk ro¨viden jelo¨lni: (X, ‖.‖) ≡ (X, 〈, 〉). (Megjegyezzu¨k, hogy
ekkor a Cauchy-Bunyakovszkij-egyenlo˝tlense´g alakja a ko¨vetkezo˝:
|〈x, y〉| ≤ ‖x‖ · ‖y‖ (x, y ∈ X)).
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Specia´lisan (ld. 1.2.) az (L2, 〈, 〉) vagy az (L2[a, b], 〈, 〉) te´rbo˝l, ill. az uto´bbi (C[a, b], 〈, 〉) (valo´s)
altere´bo˝l kiindulva a fenti (ld. p = 2 eset) (L2, ‖.‖2), (L2[a, b], ‖.‖2), (C[a, b], ‖.‖2) tereket kapjuk.
1.3.1. Megjegyze´sek.
i) Tegyu¨k fel, hogy (X, ‖.‖) ≡ (X, 〈, 〉), azaz ‖x‖ =√〈x, x〉 (x ∈ X). Ekkor ba´rmely x, y ∈ X
esete´n
‖x+ y‖2 = 〈x+ y, x+ y〉 = ‖x‖2 + ‖y‖2 + 〈x, y〉+ 〈y, x〉
e´s
‖x− y‖2 = 〈x− y, x− y〉 = ‖x‖2 + ‖y‖2 − 〈x, y〉 − 〈y, x〉.
Ezt a ke´t egyenlo˝se´get kivonva egyma´sbo´l azt kapjuk, hogy
‖x+ y‖2 − ‖x− y‖2 = 2 (〈x, y〉+ 〈y, x〉) =
 4〈x, y〉 (K = R)
4Re 〈x, y〉 (K = C),
azaz
1
4
(‖x+ y‖2 − ‖x− y‖2) =
 〈x, y〉 (K = R)
Re 〈x, y〉 (K = C).
ii) Ha K := C, akkor az elo˝bbiekben y helyett ıy-t ı´rva (ı :=
√−1) azt mondhatjuk, hogy
1
4
(‖x+ ıy‖2 − ‖x− ıy‖2) = Re 〈x, ıy〉 = Re (−ı〈x, y〉) = Im 〈x, y〉.
Teha´t
〈x, y〉 = 1
4
(‖x+ y‖2 − ‖x− y‖2 + ı(‖x+ ıy‖2 − ‖x− ıy‖2)) .
1.3.1. Te´tel (Neumann-Jordan-paralelogramma-szaba´ly). Legyen (X, ‖ · ‖) norma´lt te´r a K
testre vonatkozo´an e´s tegyu¨k fel, hogy
(∗) ‖x+ y‖2 + ‖x− y‖2 = 2 (‖x‖2 + ‖y‖2) (x, y ∈ X).
Ekkor megadhato´ olyan X2 ∋ (x, y) 7→ 〈x, y〉 ∈ K skala´ris szorza´s, amelyre
‖x‖ =
√
〈x, x〉 (x ∈ X).
Bizony´ıta´s. Az elo˝zo˝ megjegyze´seket szem elo˝tt tartva tekintsu¨k a
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p(x, y) :=
1
4
(‖x+ y‖2 − ‖x− y‖2) (x, y ∈ X)
elo˝´ıra´ssal definia´lt p : X2 → R leke´peze´st. Azt fogjuk bela´tni, hogy tetszo˝leges x, y, z ∈ X e´s λ ∈ R
esete´n
i) p(x, x) ≥ 0 e´s p(x, x) = 0 ⇐⇒ x = 0; ii) p(x, y) = p(y, x);
iii) p(x+ y, z) = p(x, z) + p(y, z); iv) p(λx, y) = λp(x, y).
Ugyanis
i) 4p(x, x) = ‖x+x‖2−‖x−x‖2 = ‖2x‖2 = 4‖x‖2 ≥ 0, ill. p(x, x) = 0 ⇐⇒ ‖x‖ = 0 ⇐⇒ x = 0.
ii) 4p(y, x) = ‖y+ x‖2−‖y− x‖2 = ‖x+ y‖2−‖− (x− y)‖2 = ‖x+ y‖2−‖x− y‖2 = 4p(x, y), azaz
p(x, y) = p(y, x).
iii) Megmutatjuk, hogy minden x, y, z ∈ X mellett
ϕ(x, y, z) := 4 (p(x+ y, z)− p(x, z)− p(y, z)) = 0.
Valo´ban, a p defin´ıcio´ja alapja´n ϕ(x, y, z) =
(∗∗) ‖x+ y + z‖2 − ‖x+ y − z‖2 − ‖x+ z‖2 + ‖x− z‖2 − ‖y + z‖2 + ‖y − z‖2,
ahol a (∗) felte´tel miatt
‖x+ y + z‖2 = ‖(x+ z) + y‖2 = 2 (‖x+ z‖2 + ‖y‖2)− ‖x+ z − y‖2,
‖x+ y − z‖2 = ‖(x− z) + y‖2 = 2 (‖x− z‖2 + ‖y‖2)− ‖x− z − y‖2.
Innen teha´t azt kapjuk, hogy ϕ(x, y, z) =
‖x− z − y‖2 − ‖x+ z − y‖2 +2 (‖x+ z‖2 − ‖x− z‖2)− ‖x+ z‖2 + ‖x− z‖2 − ‖y+ z‖2 + ‖y− z‖2 =
(∗ ∗ ∗) ‖x− z − y‖2 − ‖x+ z − y‖2 + ‖x+ z‖2 − ‖x− z‖2 − ‖y + z‖2 + ‖y − z‖2.
A (∗∗), (∗ ∗ ∗) egyenlo˝se´geket o¨sszeadva az ado´dik, hogy 2ϕ(x, y, z) =
(‖x+ y + z‖2 + ‖x− z − y‖2)− (‖x+ y − z‖2 + ‖x+ z − y‖2)− 2 (‖y + z‖2 − ‖y − z‖2) .
Itt a (∗) kiko¨te´st alkalmazva azt mondhatjuk, hogy
‖x+ y + z‖2 + ‖x− z − y‖2 = ‖(y + z) + x‖2 + ‖(y + z)− x‖2 = 2 (‖y + z‖2 + ‖x‖2)
e´s
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‖x+ y − z‖2 + ‖x+ z − y‖2 = ‖(y − z) + x‖2 + ‖(y − z)− x‖2 = 2 (‖y − z‖2 + ‖x‖2) .
Az uto´bbi ke´t egyenlo˝se´gbo˝l oda jutunk, hogy
2ϕ(x, y, z) = 2
(‖y + z‖2 − ‖y − z‖2)− 2 (‖y + z‖2 − ‖y − z‖2) = 0,
teha´t valo´ban ϕ(x, y, z) = 0.
iv) Valamely x, y ∈ X esete´n legyen
Φx,y(t) := 4p(tx, y) = ‖tx+ y‖2 − ‖tx− y‖2 (t ∈ R).
Ekkor egyre´szt a Φx,y : R→ R fu¨ggve´ny folytonos, ui.
|Φx,y(t)− Φx,y(τ)| ≤
∣∣‖tx+ y‖2 − ‖τx+ y‖2∣∣+ ∣∣‖tx− y‖2 − ‖τx− y‖2∣∣ =
|‖tx+ y‖ − ‖τx+ y‖| (‖tx+ y‖+ ‖τx+ y‖) + |‖tx− y‖ − ‖τx− y‖| (‖tx− y‖+ ‖τx− y‖) ≤
2|t− τ |· ‖x‖ ((|t|+ |τ |)‖x‖+ 2‖y‖)→ 0 (t→ τ).
Ma´sre´szt Φx,y(0) = ‖y‖2 − ‖ − y‖2 = 0 e´s ha t ∈ R, akkor
Φx,y(−t) = ‖ − tx+ y‖2 − ‖ − tx− y‖2 = ‖tx− y‖2 − ‖tx+ y‖2 = −4p(tx, y) = −Φx,y(t).
Teljes indukcio´val megmutatjuk, hogy ba´rmely n ∈N esete´n
Φx,y(n) = nΦx,y(1).
Ezt n = 0-ra az ime´nt la´ttuk, ha viszont valamilyen N ∋ n-re igaz, akkor iii) miatt
Φx,y(n+ 1) = 4p(nx+ x, y) = 4p(nx, y) + 4p(x, y) = Φx,y(n) + Φx,y(1) =
nΦx,y(1) + Φx,y(1) = (n+ 1)Φx,y(1).
Most la´ssuk be azt, hogy tetszo˝leges negat´ıv k ∈ Z ege´sz sza´mra
Φx,y(k) = kΦx,y(1).
Ugyanis −k ∈ N, eze´rt az elo˝bbiek alapja´n Φx,y(k) = Φx,y (−(−k)) = −Φx,y(−k) = −(−k)Φx,y(1) =
kΦx,y(1).
Teha´t minden x, y ∈ X, j ∈ Z mellett
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Φx,y(j) = jΦx,y(1).
Legyen j, k ∈ Z, k 6= 0. Ekkor az elo˝bb bela´tottakat felhaszna´lva
Φx,y
(
j
k
)
= 4p
(
j
x
k
, y
)
= Φx/k,y(j) = jΦx/k,y(1) =
j
k
(
kΦx/k,y(1)
)
=
j
k
Φx/k,y(k) =
j
k
4p
(
k
x
k
, y
)
=
j
k
4p(x, y) =
j
k
Φx,y(1).
Ezzel megmutattuk, hogy ba´rmely x, y ∈ X, r ∈ Q esete´n
Φx,y(r) = rΦx,y(1).
Ha ve´gu¨l t ∈ R e´s tn ∈ Q (n ∈ N) olyan sorozat, amelyre lim(tn) = t, akkor Φx,y folytonossa´ga
miatt
Φx,y(t) = lim (Φx,y(tn)) = lim (tnΦx,y(1)) = tΦx,y(1).
Ma´s szo´val
p(tx, y) = tp(x, y) (x, y ∈ X, t ∈ R).
A fentiek alapja´n nyilva´nvalo´, hogy a K=R esetben
〈x, y〉 := p(x, y) (x, y ∈ X)
olyan skala´ris szorza´s, amelyro˝l a te´telben szo´ van.
Legyen most K = C e´s
〈x, y〉 := p(x, y) + ıp(x, ıy) (x, y ∈ X).
Megmutatjuk, hogy 〈, 〉 eleget tesz a te´telbeli k´ıva´nalmaknak. Ehhez azt kell bela´tnunk, hogy ba´rmely
x, y, z ∈ X e´s λ ∈ C esete´n
v) 〈x+ y, z〉 = 〈x, z〉+ 〈y, z〉; vi) 〈x, y〉 = 〈y, x〉;
vii) 〈λx, y〉 = λ〈x, y〉; viii) 〈x, x〉 ≥ 0 e´s 〈x, x〉 = 0 ⇐⇒ x = 0.
Bizony´ıta´ske´ppen a ko¨vetkezo˝ket tudjuk mondani:
v) Ez a p-re fentebb igazolt iii) o¨sszefu¨gge´s nyilva´nvalo´ ko¨vetkezme´nye.
vi) 4〈x, y〉 = ‖x+ y‖2 − ‖x− y‖2 + ı (‖x+ ıy‖2 − ‖x− ıy‖2) =
‖y + x‖2 − ‖y − x‖2 + ı (‖ı(−ıx+ y)‖2 − ‖ı(−ıx− y)‖2) =
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‖y + x‖2 − ‖y − x‖2 + ı (‖y − ıx‖2 − ‖ıx+ y‖2) =
‖y + x‖2 − ‖y − x‖2 − ı (‖y + ıx‖2 − ‖y − ıx‖2) = 4〈y, x〉.
vii) Mutassuk meg elo˝szo¨r, hogy 〈ıx, y〉 = ı〈x, y〉 (x, y ∈ X). Valo´ban,
4〈ıx, y〉 = ‖ıx+ y‖2 − ‖ıx− y‖2 + ı (‖ıx+ ıy‖2 − ‖ıx− ıy‖2) =
‖ıx+ y‖2 − ‖ıx− y‖2 + ı (‖ı(x+ y)‖2 − ‖ı(x− y)‖2) =
‖ıx+ y‖2 − ‖ıx− y‖2 + ı (‖x+ y‖2 − ‖x− y‖2) =
ı
(−ı (‖ıx+ y‖2 − ‖ıx− y‖2)+ ‖x+ y‖2 − ‖x− y‖2) =
ı
(−ı (‖ı(x− ıy)‖2 − ‖ı(x+ ıy)‖2)+ ‖x+ y‖2 − ‖x− y‖2) =
ı
(−ı (‖x− ıy‖2 − ‖x+ ıy)‖2)+ ‖x+ y‖2 − ‖x− y‖2) =
ı
(
ı
(‖x+ ıy‖2 − ‖x− ıy)‖2)+ ‖x+ y‖2 − ‖x− y‖2) = 4ı〈x, y〉.
Legyen most λ = a + ıb ∈ C (a, b ∈ R). Ekkor ba´rmely x, y ∈ X mellett a most mondottak e´s iv),
ill. v) alapja´n
〈λx, y〉 = 〈(a+ ıb)x, y〉 = 〈ax+ b(ıx), y〉 = 〈ax, y〉+ 〈b(ıx), y〉 =
a〈x, y〉+ b〈ıx, y〉 = a〈x, y〉+ bı〈x, y〉 = λ〈x, y〉.
viii) Az elo˝bb bela´tott vii) a´ll´ıta´st felhaszna´lva tetszo˝leges x ∈ X esete´n
4〈x, x〉 = ‖2x‖2 − ‖x− x‖2 + ı (‖(1 + ı)x‖2 − ‖(1− ı)x‖2) =
4‖x‖2 + ı (|1 + ı|2‖x‖2 − |1− ı|2‖x‖2) = 4‖x‖2 + ı (2‖x‖2 − 2‖x‖2) = 4‖x‖2,
azaz 〈x, x〉 = ‖x‖2 ≥ 0 e´s 〈x, x〉 = 0 ⇐⇒ x = 0.
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1.3.2. Megjegyze´sek.
i) Egyszeru˝ sza´mola´ssal elleno˝rizheto˝, hogy tetszo˝leges (X, 〈, 〉) euklideszi te´r esete´n az
‖x‖ := √〈x, x〉 (x ∈ X) norma´ra (∗) igaz. Eze´rt a (∗) felte´tel szu¨kse´ges e´s ele´gse´ges
ahhoz, hogy egy norma skala´ris szorza´sbo´l sza´rmazzon.
ii) Pl. legyen X := {f : [0, 1] → R : f folytonos } e´s ‖f‖ := maxR|f | (f ∈ X), ekkor (∗)
nem igaz. Tekintsu¨k ui. az F (t) := t, G(t) := 1 − t (t ∈ [0, 1]) fu¨ggve´nyeket, amelyekre
‖F +G‖2+‖F −G‖2 = 2, de 2(‖F‖2+‖G‖2) = 4. Eze´rt ‖·‖-t nem skala´ris szorza´s genera´lja.
iii) Ha az elo˝bbi megjegyze´sben ‖f‖ := ‖f‖p :=
(∫ 1
0 |f |p
)1/p
(f ∈ X) valamilyen ro¨gz´ıtett
1 ≤ p < +∞ mellett, akkor ‖F +G‖2 + ‖F − G‖2 = 1 + (p + 1)−2/p = 2(‖F‖2 + ‖G‖2) =
4(p + 1)−2/p ⇐⇒ (p + 1)2 = 3p ⇐⇒ p = 2. Ko¨nnyen meggyo˝zo˝dhetu¨nk arro´l, hogy
〈f, g〉 := ∫ 10 fg (f, g ∈ X) skala´ris szorza´s e´s ‖f‖2 =√〈f, f〉 (f ∈ X).
iv) Legyen 2 ≤ n ∈ N, X :=Kn, 1 ≤ p ≤ +∞ (ld. 1.3.) e´s
‖x‖ := ‖x‖p :=
 (
∑n
i=1 |xi|p)1/p (p < +∞)
max{|xi| : i = 1, 2, ..., n} (p = +∞)
(x = (x1, ..., xn) ∈ X) .
Ekkor az x := (1, 0, ..., 0), y := (0, 1, 0, ..., 0) ∈ X elemekre
‖x+ y‖2 + ‖x− y‖2 =
 2 · 2
2/p (p < +∞)
2 (p = +∞)
, 2(‖x‖2 + ‖y‖2) = 4,
teha´t ‖x + y‖2 + ‖x − y‖2 = 2(‖x‖2 + ‖y‖2) ⇐⇒ p < +∞ e´s 22/p = 2 ⇐⇒ p = 2. Ha
(ld. 1.2.)
〈x, y〉 := 〈x, y〉2 =
n∑
i=1
xiyi (x, y ∈ X),
akkor 〈, 〉 nyilva´n skala´ris szorza´s e´s ‖x‖2 =
√〈x, x〉 (x ∈ X).
v) Legyen az elo˝bbi megjegyze´sben K := R, n := p := 2, ekkor x, y ∈ R2 esete´n
‖x+y‖22+‖x−y‖22 az x, y vektorok a´ltal kifesz´ıtett paralelogramma a´tlo´inak a ne´gyzeto¨sszege,
2(‖x‖2 + ‖y‖2) pedig az oldalak ne´gyzeto¨sszege. Ismert elemi geometriai te´ny, hogy ezek az
o¨sszegek egyenlo˝k. (Eze´rt nevezik az 1.3.1. Te´telt paralelogramma-szaba´lynak.)
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1.4. Metrikus terek.
Tekintsu¨nk egy X 6= ∅ halmazt e´s egy olyan ρ : X2 → R fu¨ggve´nyt, amelyre ba´rmely x, y, z ∈ X
esete´n az ala´bbiak teljesu¨lnek:
1o ρ(x, y) ≥ 0,
2o ρ(x, y) = 0 ⇐⇒ x = y,
3o ρ(x, y) = ρ(y, x),
4o ρ(x, y) ≤ ρ(x, z) + ρ(z, y).
Ekkor a ρ fu¨ggve´nyt metrika´nak, a ρ(x, y) sza´mot az x, y elemek ta´volsa´ga´nak, az (X, ρ) pa´rt pedig
metrikus te´rnek nevezzu¨k. (Ko¨nnyu˝ meggondolni, hogy az 1o − 4o ko¨vetelme´nyek sem fu¨ggetlenek.)
A 4o axio´ma az u´n. ha´romszo¨g-egyenlo˝tlense´g. Az 1.3. pont 4oo egyenlo˝tlense´ghez hasonlo´an la´ssuk
be, hogy
4oo |ρ(x, y)− ρ(x, z)| ≤ ρ(y, z) (x, y, z ∈ X).
Valo´ban, 4o szerint ρ(x, y)− ρ(x, z) ≤ ρ(y, z), ill. ugyan´ıgy −(ρ(x, y)− ρ(x, z)) = ρ(x, z)− ρ(x, y) ≤
ρ(y, z), amibo˝l 4oo ma´r trivia´lisan ko¨vetkezik.
Ba´rmely X 6= ∅ halmaz esete´n megadhato´ ρ : X2 → R metrika. Legyen ui.
ρ(x, y) :=
 0 (x = y)
1 (x 6= y)
(x, y ∈ X).
Egyszeru˝ meggondola´s mutatja, hogy ρ metrika, (X, ρ) az u´n. diszkre´t metrikus te´r.
Ba´rmely (X, ρ) metrikus te´r e´s ∅ 6= Y ⊂ X esete´n ρ|Y 2 is metrika, azaz (Y, ρ|Y 2 ) is metrikus te´r
(az (X, ρ) te´r (metrikus) altere).
Ha pl. (X, ‖.‖) norma´lt te´r e´s ρ(x, y) := ‖x − y‖ (x, y ∈ X), akkor ρ metrika. Ezt a szitua´cio´t
ro¨viden az ala´bbi mo´don fogjuk jelo¨lni: (X, ρ) ≡ (X, ‖.‖).
Tekintsu¨k pl. a fenti Kn teret e´s az ott eml´ıtett x, y ∈ Kn vektorokra
ρ(x, y) := ρ2(x, y) = ‖x− y‖2 =
√√√√ n∑
k=1
|xk − yk|2,
akkor ko¨nnyen bela´thato´an egy (Kn, ρ2) metrikus te´rhez jutunk. (Szoka´s a most bevezetett ρ2
metrika´t euklideszi metrika´nak is nevezni.) Ugyan´ıgy metrika lesz a valamely 1 ≤ p ≤ +∞ mel-
lett definia´lt
ρp(x, y) := ‖x− y‖p =
 (
∑n
k=1 |xk − yk|p)1/p (p < +∞)
max{|xk − yk| : k = 1, ..., n} (p = +∞)
(x, y ∈ Kn)
fu¨ggve´ny (n = 1 esete´n ρp(x, y) = |x− y| (x, y ∈ K, 1 ≤ p ≤ +∞), ill. ennek a´ltala´nos´ıta´sake´nt (ld.
1.3.) a
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ρp(f, g) :=

(∫ |f − g|p dµ)1/p (p < +∞)
inf{α ≥ 0 : |f(x)− g(x)| ≤ α m.m. x ∈ X} (p = +∞)
(f, g ∈ Lp)
fu¨ggve´ny is. Specia´lisan (ld. 1.3.)
ρp(f, g) :=

(∫ b
a
|f(x)− g(x)|p dx
)1/p
(p < +∞)
inf{α ≥ 0 : |f(x)− g(x)| ≤ α m.m. x ∈ [a, b]} (p = +∞)
(f, g ∈ Lp[a, b]),
ill.
ρp(f, g) :=

(∫ b
a
|f(x)− g(x)|p dx
)1/p
(p < +∞)
max{|f(x)− g(x)| : x ∈ [a, b]} (p = +∞)
(f, g ∈ C[a, b]).
Adott (X, ρ) metrikus te´r esete´n egy a ∈ X elem (r > 0 sugaru´) ko¨rnyezete´n a
K(a) := Kr(a) := {x ∈ X : ρ(x, a) < r}
halmazt e´rtju¨k. Vila´gos, hogy minden esetben a ∈ Kr(a). Ko¨nnyu˝ elleno˝rizni, hogy pl. az (R2, ρp)
metrikus terekben a p = 1, 2,+∞ va´laszta´ssal a Kr(a) (a ∈ R2, r > 0) ko¨rnyezetek geometri-
ailag a Descartes-fe´le koordina´tas´ıkon rendre egy a ko¨zepu˝, a koordina´tatengelyekkel pa´rhuzamos
oldalu´ e´s 2r oldalhosszu´sa´gu´ ne´gyzettel, egy a ko¨ze´ppontu´, r sugaru´ ko¨rrel, ill. egy a ko¨ze´ppontu´,
a koordina´tatengelyekkel pa´rhuzamos a´tlo´ju´ e´s r
√
2 oldalhosszu´sa´gu´ rombusszal szemle´ltetheto˝k. Ha
(X, ρ) a diszkre´t metrikus te´r (ld. fent), akkor nyilva´n ba´rmely a ∈ X esete´n Kr(a) = X, ha r > 1,
ku¨lo¨nben Kr(a) = {a}.
Egy A ⊂ X halmazt ny´ıltnak nevezu¨nk, ha A = ∅ vagy tetszo˝leges a ∈ A elemnek van olyan
K(a) ko¨rnyezete, amelyre K(a) ⊂ A teljesu¨l. Legyen
Tρ := {A ⊂ X : A ny´ılt}.
Ekkor az ala´bbi a´ll´ıta´sok trivia´lisan teljesu¨lnek:
1o X, ∅ ∈ Tρ,
2o ha Γ 6= ∅ e´s minden γ ∈ Γ esete´n Aγ ∈ Tρ, akkor
⋃
γ∈ΓAγ ∈ Tρ,
3o ha Γ 6= ∅ ve´ges e´s minden γ ∈ Γ esete´n Bγ ∈ Tρ, akkor
⋂
γ∈ΓBγ ∈ Tρ.
1.5. Topologikus terek.
Az 1.4. pont ve´ge´n a metrikus terek ny´ılt halmazaival kapcsolatban tett 1o − 3o kijelente´sek
mo´dot adnak arra, hogy a ny´ılt halmaz fogalma´nak az absztrakcio´ja re´ve´n egy, a metrikus terekne´l
a´ltala´nosabb te´rt´ıpushoz jussunk. Legyen ehhez X halmaz, T ⊂ P(X) pedig olyan halmazrendszer,
amelyre fenna´llnak a ko¨vetkezo˝k:
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1o X, ∅ ∈ T ,
2o ha Γ 6= ∅ e´s minden γ ∈ Γ esete´n Aγ ∈ T , akkor
⋃
γ∈ΓAγ ∈ T ,
3o ha Γ 6= ∅ ve´ges e´s minden γ ∈ Γ esete´n Bγ ∈ T , akkor
⋂
γ∈ΓBγ ∈ T .
Ekkor T -t topolo´gia´nak, (X, T )-t pedig topologikus te´rnek nevezzu¨k. Az X (alap)halmaz valamely
A ⊂ X re´szhalmaza´t ny´ıltnak nevezzu¨k ezuta´n, ha A ∈ T . Vila´gos, hogy ba´rmely (X, ρ) metrikus te´r
esete´n Tρ topolo´gia, ill. (X, Tρ) topologikus te´r. Mindezt ı´gy fogjuk jelo¨lni: (X, T ) ≡(X, ρ).
Ba´rmely X halmaz esete´n T := {∅, X}, ill. T := P(X) nyilva´n topolo´gia, azaz (X, {∅, X}) e´s
(X,P(X)) egy-egy topologikus te´r. Tova´bba´ egy (X, T ) topologikus te´r e´s az X tetszo˝leges Y ⊂ X
re´szhalmaza´val TY := {A ∩ Y ∈ P(Y ) : A ∈ T } nyilva´n topolo´gia, azaz (Y, TY ) topologikus te´r
(az (X, T ) te´r (topologikus) altere). A TY topolo´gia elemeit az X halmaz (Y -ra ne´zve) relat´ıv ny´ılt
halmazainak nevezzu¨k.
A ke´so˝bbiekben to¨bbszo¨r szerepel majd pe´ldake´nt az ({a, b}, {∅, {a}, {a, b}}) (nyilva´n)
topologikus te´r, ahol a 6= b.
A ny´ılt halmaz absztrakt fogalma´nak a seg´ıtse´ge´vel ku¨lo¨nbo¨zo˝, az elemi anal´ızisben fontos sze-
repet ja´tszo´ pont-, ill. halmazt´ıpusok absztrakt megfelelo˝it e´rtelmezhetju¨k topologikus terekben.
i) Valamely A ⊂ X halmaz belseje´t (ro¨viden: intA) mindazon T ∈ T halmazok egyes´ıte´seke´nt
definia´ljuk, amelyekre T ⊂ A igaz. Vila´gos, hogy int ∅ = ∅, intX = X, intA ⊂ A, intA ∈ T , ill.
ha T ∈ T e´s T ⊂ A, akkor T ⊂ intA. (Az uto´bbi tulajdonsa´g miatt mondjuk azt, hogy intA az
A halmaz legbo˝vebb ny´ılt re´szhalmaza.) Tova´bba´ A pontosan akkor ny´ılt, ha A = intA.
ii) Legyen x ∈ X. Az x elem ko¨rnyezete´nek nevezu¨nk minden olyan A ⊂ X halmazt, amelyre
x ∈ intA. A ko¨rnyezetek jelo¨le´se´re a´ltala´ban a K(x) jelo¨le´st fogjuk haszna´lni. Nyilva´n intK(x)
is ko¨rnyezete x-nek e´s intK(x) ⊂ K(x), azaz x ∈ K(x). Vila´gos, hogy ha (X, T ) ≡(X, ρ), akkor
ba´rmely r > 0 esete´n Kr(x) (ny´ılt) ko¨rnyezete x-nek.
iii) Egy ∅ 6= A ⊂ halmaz belso˝ pontja´nak nevezzu¨k az a ∈ X elemet, ha van olyan K(a), amelyre
K(a) ⊂ A. Az eddigieket egybevetve azt kapjuk, hogy ∅ 6= A ∈ T akkor e´s csak akkor igaz, ha A
minden pontja belso˝ pontja A-nak.
iv) A B ⊂ X halmaz legyen za´rt, ha X \ B ∈ T . Jelo¨lju¨k C-vel az X za´rt re´szhalmazainak a
rendszere´t, ekkor egyszeru˝en kapjuk az ala´bbiakat:
1o X, ∅ ∈ C,
2o ha Γ 6= ∅ e´s minden γ ∈ Γ esete´n Aγ ∈ C, akkor
⋂
γ∈ΓAγ ∈ C,
3o ha Γ 6= ∅ ve´ges e´s minden γ ∈ Γ esete´n Bγ ∈ C, akkor
⋃
γ∈ΓBγ ∈ C.
Nyilva´nvalo´, hogy valamely A ⊂ X halmazra A ∈ T azzal ekvivalens, hogy X \A ∈ C.
v) Valamely A ⊂ X halmaz leza´ra´sa´t (ro¨viden: A) mindazon B ∈ C halmazok metszeteke´nt
definia´ljuk, amelyekre A ⊂ B igaz. Vila´gos, hogy ∅ = ∅, X = X, A ⊂ A, A ∈ C, ill. ha
B ∈ C e´s A ⊂ B, akkor A ⊂ B. (Az uto´bbi tulajdonsa´g miatt mondjuk azt, hogy A az A halmazt
lefedo˝ legszu˝kebb za´rt re´szhalmaza X-nek.) Tova´bba´ A pontosan akkor za´rt, ha A = A. Azt
mondjuk, hogy A mindenu¨tt su˝ru˝ (X-ben), ha A = X.
vi) Legyen A ⊂ X, x ∈ X. Azt mondjuk, hogy az x elem e´rintkeze´si pontja A-nak, ha ba´rmely K(x)
ko¨rnyezet esete´n A∩K(x) 6= ∅. Nyilva´nvalo´, hogy az A halmaz minden pontja e´rintkeze´si pontja
is A-nak.
vii) Az x ∈ X elem torlo´da´si pontja az A ⊂ X halmaznak, ha tetszo˝leges K(x) ko¨rnyezetre
A ∩ (K(x) \ {x}) 6= ∅. Legyen A′ az A halmaz torlo´da´si pontjainak a halmaza. Vila´gos, hogy ha
x ∈ X \A e´rintkeze´si pontja A-nak, akkor x ∈ A′.
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1.5.1. A´ll´ıta´s. Legyen A ⊂ X, x ∈ X. Ekkor x ∈ A akkor e´s csak akkor igaz, ha x e´rintkeze´si
pontja A-nak.
Bizony´ıta´s. Tegyu¨k fel elo˝szo¨r, hogy x ∈ A e´s (indirekt mo´don okoskodva) x nem e´rintkeze´si
pontja A-nak. Ez azt jelenti, hogy egy alkalmas K(x) ko¨rnyezettel A ∩ K(x) = ∅. Felteheto˝, hogy
K(x) ∈ T , ku¨lo¨nben csere´lju¨k ki K(x)-et intK(x)-re. I´gy X \K(x) ∈ C, azaz A ⊂ X \K(x) miatt
A ⊂ X \ K(x). Mivel x ∈ A, eze´rt x /∈ K(x). Uto´bbi viszont ellentmond x ∈ K(x)-nek, eze´rt x
valo´ban e´rintkeze´si pontja A-nak.
Ford´ıtva, most azt tegyu¨k fel, hogy x e´rintkeze´si pontja A-nak e´s (isme´t indirekt okoskodva)
x /∈ A. Teha´t x ∈ X \A ∈ T . Van teha´t olyan (felteheto˝, hogy ny´ılt) K(x) ko¨rnyezete x-nek, amelyre
K(x) ⊂ X \ A ∈ T . Teha´t K(x) ∩ A = ∅. Mivel A ⊂ A, eze´rt K(x) ∩ A = ∅ is igaz, ami ellentmond
annak, hogy x e´rintkeze´si pontja A-nak. Teha´t x ∈ A.
Tekintsu¨k a ko¨vetkezo˝ pe´lda´t: tegyu¨k fel, hogy a 6= b e´s legyen
X := {a, b} , T := {∅, X, {a}}.
Ekkor az (X, T ) topologikus te´rben (ld. fent) b-nek egyetlen ko¨rnyezete le´tezik: K(b) = X.
Ko¨vetkeze´ske´ppen X ∩ (K(b) \ {b}) = {a} 6= ∅, azaz b ∈ X ′. Nem igaz teha´t az az elemi anal´ızisbo˝l
megszokott jellemze´se a torlo´da´si pontoknak, hogy ti. egy halmaz valamely torlo´da´si pontja´nak
ba´rmely ko¨rnyezete´ben ve´gtelen sok pontja van az illeto˝ halmaznak.
Nevezzu¨k a szo´ban forgo´ topologikus teret T1-te´rnek, ha igaz az ala´bbi kijelente´s: tetszo˝leges
x, y ∈ X, x 6= y esete´n megadhato´k olyan K(x), K(y) ko¨rnyezetek, hogy x /∈ K(y) e´s y /∈ K(x). Azt
is mondjuk, hogy az (X, T ) topologikus te´rre teljesu¨l a T1-axio´ma.
1.5.2. A´ll´ıta´s. Tegyu¨k fel, hogy az (X, T ) topologikus te´r T1-te´r e´s legyen A ⊂ X, x ∈ X. Ekkor
x ∈ A′ azzal ekvivalens, hogy tetszo˝leges K(x) ko¨rnyezetre az A ∩K(x) halmaz ve´gtelen.
Bizony´ıta´s. Nyilva´nvalo´, hogy ha tetszo˝leges K(x) ko¨rnyezetre az A ∩K(x) halmaz ve´gtelen,
akkor x torlo´da´si pontja A-nak.
Tegyu¨k fel eze´rt most azt, hogy x ∈ A′, de (indirekt mo´don) van olyan K(x) ko¨rnyezete x-nek,
amelyre az A∩K(x) metszethalmaz ve´ges. Mivel x torlo´da´si pontja A-nak, eze´rt ∅ 6= A∩(K(x)\{x})
ve´ges halmaz. Legyen valamilyen n ∈ N esete´n
(∗) A ∩ (K(x) \ {x}) = {a0, ..., an}.
A T1-axio´ma miatt ba´rmely i = 0, ..., n mellett van olyan K
(i)(x) ko¨rnyezet, amelyre ai /∈ K(i)(x).
Ha K˜(x) :=
⋂n
i=0K
(i)(x), akkor ko¨nnyen bela´thato´an K˜(x) is ko¨rnyezete x-nek e´s ai /∈ K˜(x)
(i = 0, ..., n). Innen (∗) alapja´n ro¨gto¨n ado´dik, hogy A ∩ (K˜(x) \ {x}) = ∅, ami ellentmond annak,
hogy x ∈ A′.
1.5.1. Megjegyze´sek.
i) Ko¨nnyu˝ meggondolni, hogy ba´rmely A ⊂ X esete´n az ala´bbi ekvivalencia´k igazak: A za´rt
⇐⇒ A′ ⊂ A, ill. A = X ⇐⇒ tetszo˝leges ∅ 6= K ∈ T halmazra K ∩A 6= ∅.
ii) Ha (X, T ) ≡ (X, ρ), akkor teljesu¨l a T1-axio´ma. Valo´ban, legyen x, y ∈ X e´s x 6= y. Ha
d := ρ(x, y) (> 0), akkor y /∈ Kd/2(x), x /∈ Kd/2(y). Ugyanakkor a fentebb ma´r eml´ıtett
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({a, b}, {∅, {a}, {a, b}}) (a 6= b) topologikus te´r esete´n nincs olyan ρ : {a, b}2 → [0,+∞)
metrika, amellyel ({a, b}, {∅, {a}, {a, b}}) ≡ ({a, b}, ρ) lenne. Ui. a szo´ban forgo´ topologikus
te´rben nem igaz a T1-axio´ma: K(b) = {a, b} miatt a ∈ K(b).
iii) Az elo˝bbi megjegyze´s szerint teha´t egy topolo´gia
”
metriza´lhato´sa´ga´nak” szu¨kse´ges felte´tele
az, hogy az illeto˝ topologikus te´r T1-te´r legyen. (A metriza´lhato´sa´g ke´rde´se´vel bo˝vebben
nem foglalkozunk.)
2. Konvergencia, teljes terek
2.1. Konvergencia.
Valamely (X, T ) topologikus te´r esete´n tekintsu¨nk egy xn ∈ X (n ∈ N) sorozatot. Egy
α ∈ X elemet a szo´ban forgo´ sorozat limeszpontja´nak nevezu¨nk, ha ba´rmely K(α) esete´n xn ∈ K(α)
majdnem minden n-re igaz. (Teha´t van olyan N ∈ N, amellyel xn ∈ K(α) (N ∋ n > N).) Az (xn)
sorozat limeszpontjainak a halmaza´t ı´gy jelo¨lju¨k: Lim (xn).
2.1.1. A´ll´ıta´s. Tegyu¨k fel, hogy az A ⊂ X halmaz za´rt. Ekkor ba´rmely xn ∈ A (n ∈ N)
sorozatra Lim (xn) ⊂ A.
Bizony´ıta´s. Indirekt u´ton okoskodva tegyu¨k fel, hogy egy alkalmas xn ∈ A (n ∈ N) sorozatra
e´s α ∈Lim (xn) elemre α /∈ A. Teha´t α ∈ X \ A ∈ T , ı´gy van olyan K(α) ko¨rnyezet, amelyre
K(α) ⊂ X \ A. Ugyanakkor α ∈Lim (xn) miatt xn ∈ K(α) majdnem minden n ∈ N esete´n, azaz
ilyen n-ekre xn ∈ A∩ (X \A) = ∅. Uto´bbi nyilva´n nem lehetse´ges, eze´rt ilyen α nincs: Lim (xn) ⊂ A.
Tekintsu¨k az 1.5.2. A´ll´ıta´s elo˝tt mondott pe´lda´t: a 6= b, X := {a, b}, T := {∅, X, {a}} e´s legyen
xn := a (n ∈ N). Ekkor Lim (xn) = X. Ui. az a ∈Lim (xn) tartalmaza´s nem szorul magyara´zatra.
De b ∈Lim (xn) is igaz, ti. (ld. fent) b-nek egyetlen ko¨rnyezete le´tezik: K(b) = X, ı´gy xn ∈ K(b)
(n ∈N).
Ez az egyszeru˝ pe´lda is azt mutatja, hogy egy sorozatnak lehetnek ku¨lo¨nbo¨zo˝ limeszpontjai,
szemben az elemi anal´ızisben (persze specia´lis esetekben)
”
megszokottakkal.” Az illeto˝ topologikus
teret T2-te´rnek (vagy Hausdorff-te´rnek) nevezzu¨k, ha teljesu¨l a ko¨vetkezo˝ u´n. T2-axio´ma: tetszo˝leges
x, y ∈ X, x 6= y esete´n alkalmas K(x), K(y) ko¨rnyezetekre K(x) ∩ K(y) = ∅. Vila´gos, hogy a most
mondott T2-axio´ma ”
ero˝sebb” a T1-axio´ma´na´l: minden T2-te´r egyu´ttal T1-te´r is. Ford´ıtva ugyanez
nem igaz: ha pl. X := [0, 1] e´s A ∈ T akkor e´s csak akkor, ha A = ∅ vagy A = [0, 1] \ B valamilyen
B ⊂ [0, 1] legfeljebb megsza´mla´lhato´ halmazzal, akkor vila´gos, hogy T topolo´gia. Ha x, y ∈ X e´s
x 6= y, akkor K(x) := [0, 1] \ {y}, K(y) := [0, 1] \ {x} olyan ko¨rnyezetek, amelyekre y /∈ K(x),
x /∈ K(y), azaz igaz a T1-axio´ma. Ugyanakkor nem teljesu¨l a T2-axio´ma, ui. a, b ∈ X, a 6= b
esete´n ba´rmely K(a), K(b) ko¨rnyezetre intK(a) = [0, 1] \ U, intK(b) = [0, 1] \ V alkalmas, legfeljebb
megsza´mla´lhato´ U, V ⊂ [0, 1] halmazokkal. Mivel
([0, 1] \ U) ∩ ([0, 1] \ V ) = [0, 1] \ (U ∪ V )
e´s U∪V legfeljebb megsza´mla´lhato´, eze´rt [0, 1]\(U∪V ) 6= ∅.Ko¨vetkeze´ske´ppen intK(a)∩ intK(b) 6= ∅,
ı´gy K(a) ∩K(b) 6= ∅.
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Specia´lisan az (X, ρ) metrikus terek T2-terek is, hiszen (ld. fent) x, y ∈ X, x 6= y esete´n
Kd/2(x) ∩Kd/2(y) = ∅ (ahol d := ρ(x, y)).
2.1.2. A´ll´ıta´s. Tegyu¨k fel, hogy (X, T ) Hausdorff-te´r. Ekkor ba´rmely xn ∈ X (n ∈ N)
sorozatra a Lim (xn) halmaz legfeljebb egy elemu˝.
Bizony´ıta´s. Tegyu¨k fel az a´ll´ıta´ssal ellente´tben, hogy α, β ∈Lim (xn), α 6= β e´s legyenek a
K(α), K(β) ko¨rnyezetek diszjunktak. Ekkor alkalmas N,M ∈ N
”
ku¨szo¨bindexekkel” xn ∈ K(α)
(N ∋ n > N), xn ∈ K(β) (N ∋ n > M) teljesu¨l. Ha P := max{N,M}, akkor minden N ∋ n > P
esete´n xn ∈ K(α) ∩K(β), ami K(α) ∩K(β) = ∅ miatt nem lehetse´ges.
Legyen most (X, T ) ≡ (X, ρ), xn ∈ X (n ∈ N) pedig olyan sorozat, amelyre Lim (xn) 6= ∅. Az
elo˝bbi a´ll´ıta´s miatt ekkor egye´rtelmu˝en van olyan α ∈ X elem, hogy Lim (xn) = {α}. Ezt az α elemet
az x := (xn) sorozat limesze´nek (vagy hata´re´rte´ke´nek,) maga´t az (xn) sorozatot pedig konvergensnek
nevezzu¨k. Az elemi anal´ızisbo˝l ma´r jo´l ismert jelo¨le´seket fogjuk absztrakt szitua´cio´ban is haszna´lni:
limx := lim(xn) := limn→∞ xn := α. Ido˝nke´nt azt is ı´rjuk, hogy xn → α (n → ∞). Vila´gos, hogy
α = lim(xn) azzal ekvivalens, hogy
(2.1.1) ρ(xn, α)→ 0 (n→∞).
Ma´s szo´val teha´t: minden ε > 0 esete´n van olyan N ∈ N, hogy ρ(xn, α) < ε (N < n ∈ N).
2.1.3. A´ll´ıta´s. Legyen adott egy tetszo˝leges (X, ρ) metrikus te´r. Ekkor ba´rmely ∅ 6= A ⊂ X
halmazra igaz a ko¨vetkezo˝ ekvivalencia: A akkor e´s csak akkor za´rt, ha minden A-beli konvergens
sorozat hata´re´rte´ke eleme A-nak
Bizony´ıta´s. A 2.1.1. A´ll´ıta´s miatt elegendo˝ ma´r csak a ko¨vetkezo˝t megmutatni: ha minden
konvergens xn ∈ A (n ∈ N) sorozatra lim(xn) ∈ A, akkor A za´rt. Tegyu¨k fel ui. indirekt mo´don,
hogy A nem za´rt, azaz A 6= A. Van teha´t olyan α ∈ A elem, amelyre α /∈ A. Mivel (ld. 1.5.1.
A´ll´ıta´s) α e´rintkeze´si pontja A-nak, eze´rt tetszo˝leges n ∈ N esete´n le´tezik xn ∈ A ∩ K1/(n+1)(α).
Ko¨vetkeze´ske´ppen az ı´gy definia´lt (xn) sorozat A-beli e´s ρ(xn, α) < 1/(n + 1) (n ∈ N). Teha´t
ρ(xn, α) → 0 (n → ∞), ı´gy α = lim(xn). A felte´telek miatt eze´rt α ∈ A, szemben az indirekt
felteve´ssel.
2.2. Teljes terek.
Tekintsu¨k az (X, ρ) metrikus teret e´s benne egy xn ∈ X (n ∈N) konvergens sorozatot. Legyen
α := lim(xn), ekkor tetszo˝leges ε > 0 sza´mhoz van olyan N ∈ N, hogy ρ(xn, α) < ε/2 (N < n ∈ N).
A ha´romszo¨g-egyenlo˝tlense´g szerint
ρ(xn, xm) ≤ ρ(xn, α) + ρ(xm, α) (n,m ∈ N),
azaz
(2.2.1) ρ(xn, xm) < ε (N < n,m ∈ N).
ko¨vetkezik.
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A konvergens sorozatokra most kapott (2.2.1) tulajdonsa´ggal nem konvergens sorozatok is ren-
delkezhetnek. Az egyik legyegyszeru˝bb elemi pe´lda erre a ko¨vetkezo˝: legyen X := Q, ρ(x, y) := |x−y|
(x, y ∈ X), ill. vegyu¨k az
x0 := 2 , xn+1 :=
xn
2
+
1
xn
(n ∈ N)
rekurzio´val megadott sorozatot. Jo´l ismert, hogy xn ∈ Q (n ∈ N) e´s ba´rmely ε > 0 esete´n
|xn −
√
2| < ε, hacsak (egy alkalmas N ∋ N -nel) az n indexre n > N. Innen a fentiek szerint
(2.2.1) ko¨vetkezik. Ha az (xn) sorozat konvergens lenne, akkor a hata´re´rte´ke csak
√
2 lehetne, ami
viszont nem raciona´lis sza´m:
√
2 /∈ Q.Ko¨vetkeze´ske´ppen nincs aQ halmaznak olyan α eleme, amellyel
(2.1.1) teljesu¨lne, azaz az (xn) sorozat nem konvergens.
A (2.2.1) tulajdonsa´ggal rendelkezo˝ sorozatokat Cauchy-sorozatoknak fogjuk nevezni, maga´t a
(2.2.1) tulajdonsa´got Cauchy-tulajdonsa´gnak (vagy Cauchy-krite´riumnak). Teha´t minden konvergens
sorozat Cauchy-sorozat, de ez ford´ıtva nem minden metrikus te´rben igaz. Nevezzu¨k eze´rt a szo´ban
forgo´ metrikus teret teljes metrikus te´rnek, ha benne minden Cauchy-sorozat konvergens.
Pl. a diszkte´r metrikus te´r (ld. 1.4.) teljes, ui. egy (xn) sorozat (ko¨nnyen elleno˝rizheto˝en) akkor
e´s csak akkor Cauchy-sorozat ebben a te´rben, ha kva´zikonstans: van olyan N ∈ N, hogy xn = xN
(N ≤ n ∈ N). Vila´gos ugyanakkor, hogy minden kva´zikonstans sorozat (ba´rmely metrikus te´rben)
konvergens.
Tekintsu¨k viszont a [−1, 1] intervallumon folytonos valo´s e´rte´ku˝ fu¨ggve´nyek C[−1, 1] halmaza´t e´s
legyen (ld. 1.4.)
ρ(f, g) :=
∫ 1
−1
|f − g| (f, g ∈ C[−1, 1]).
Ekkor (a Riemann-integra´l elemei tulajdonsa´gai alapja´n) ρ metrika, de (C[−1, 1], ρ) nem teljes.
Legyen ui.
fn(x) :=

0 (−1 ≤ x ≤ 0)
1
(
1
n+ 1 ≤ x ≤ 1
)
nx
(
0 ≤ x ≤ 1n+ 1
) (n ∈ N).
Egyszeru˝ sza´mola´s mutatja, hogy n,m ∈ N, n ≤ m esete´n
ρ(fn, fm) =
∫ 1
−1
|fn − fm| =
∫ 1/n
0
|fn − fm| → 0 (n,m→∞),
azaz (fn) Cauchy-sorozat. Tegyu¨k fel indirekt mo´don, hogy valamilyen f ∈ C[−1, 1] fu¨ggve´nnyel
ρ(fn, f) → 0 (n → ∞). Ekkor tetszo˝leges −1 ≤ x < 0 esete´n f(x) = 0. Ku¨lo¨nben lenne olyan
x ∈ [−1, 0), hogy (pl.) f(x) > 0. Mivel f folytonos, eze´rt egy alkalmas 0 < δ < |x| mellett
f(t) > f(x)/2 (t ∈ [x− δ, x+ δ]) is igaz lenne. Ekkor viszont minden n ∈ N indexre
ρ(fn, f) =
∫ 1
−1
|fn − f | ≥
∫ x+δ
x−δ
|fn − f | =
∫ x+δ
x−δ
|f | ≥ 2δ f(x)
2
= f(x)δ,
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ami nyilva´n ellentmond a ρ(fn, f) → 0 (n → ∞) felte´telnek. Ugyan´ıgy kapjuk, hogy f(t) = 1
(0 < t ≤ 1), amibo˝l viszont f /∈ C{0} ko¨vetkezik, szemben f felte´telezett folytonossa´ga´val.
Tudjuk az elemi anal´ızisbeli tanulma´nyokbo´l, hogy ba´rmely 1 ≤ p ≤ +∞ e´s 0 < n ∈ N esete´n
(ld. 1.4.) a (Kn, ρp) metrikus te´r teljes. Hasonlo´an teljesek a (ld. 1.4.) valamely (X ,Ω, µ) me´rte´kte´r
esete´n kapott (Lp, ‖.‖p) terek, specia´lisan az (Lp[a, b], ‖.‖p), (C[a, b], ‖.‖∞) terek is. Jegyezzu¨k meg,
hogy a (C[a, b], ‖.‖∞) te´rben az fn ∈ C[a, b] (n ∈ N) fu¨ggve´nyekbo˝l a´llo´ sorozat konvergencia´ja a
szo´ban forgo´ (fn) fu¨ggve´nysorozat egyenletes konvergencia´ja´t jelenti: tetszo˝leges ε > 0 sza´mhoz van
olyan N ∈ N
”
ku¨szo¨bindex”, hogy |fn(x)−fm(x)| < ε, hacsak N < n,m ∈ N e´s x ∈ [a, b] tetszo˝leges.
Ha (X, ρ) ≡ (X, ‖.‖) e´s (X, ρ) teljes, akkor az (X, ‖.‖) teret teljes norma´lt te´rnek (vagy Banach-
te´rnek) nevezzu¨k. Ha (X, ‖.‖) ≡ (X, 〈, 〉) e´s (X, ‖.‖) Banach-te´r, akkor (X, 〈, 〉) egy u´n. Hilbert-te´r.
Vezessu¨k be a ko¨vetkezo˝ jelo¨le´st: valamely (X, ρ) metrikus te´r, a ∈ X e´s r > 0 esete´n legyen
Gr(a) := {x ∈ X : ρ(x, a) ≤ r}.
Ko¨nnyu˝ meggondolni, hogy Gr(a) za´rt halmaz. Vila´gos, hogy Kr(a) ⊂ Gr(a) so˝t, az is nyilva´nvalo´,
hogy Kr(a) ⊂ Gr(a).
2.2.1. Te´tel. Az (X, ρ) metrikus te´r akkor e´s csak akkor teljes, ha
⋂∞
n=0Grn(an) 6= ∅ minden
olyan an ∈ X (n ∈ N) elemsorozat e´s rn > 0 (n ∈ N) sza´msorozat esete´n, amelyekkel
Grn+1(an+1) ⊂ Grn(an) (n ∈ N) e´s lim(rn) = 0 teljesu¨l.
Bizony´ıta´s. La´ssuk be elo˝szo¨r azt, hogy a te´telben szereplo˝ Gn := Grn(an) (n ∈ N) ”za´rt
go¨mbo¨kkel” megfogalmazott felte´tel szu¨kse´ges a te´r teljesse´ge´hez. Tegyu¨k fel teha´t, hogy (X, ρ) teljes
e´s (Gn) a te´telben szereplo˝ go¨mbsorozat. Ekkor ba´rmely n,m ∈ N, n ≤ m esete´n Gm ⊂ Gn, azaz
ρ(an, am) ≤ rn → 0 (n→∞).
Ez e´ppen azt jelenti, hogy az (an) sorozat Cauchy-sorozat, ko¨vetkeze´ske´ppen a te´r felte´telezett tel-
jesse´ge miatt le´tezik az α := lim(an) hata´re´rte´k. Gondoljuk meg, hogy α ∈ Gn minden N ∋ n-re
igaz. Ha ui. lenne olyan N ∈ N, amelyre α /∈ GN , akkor α ∈ X \GN ∈ Tρ miatt egy alkalmas K(α)
ko¨rnyezettel K(α) ⊂ X \ GN . A (Gn) sorozatra tett felte´tel miatt ekkor egyu´ttal minden n ∈ N,
N ≤ n-re is
K(α) ⊂ X \Gn.
Mivel α = lim(an), eze´rt egy alkalmas M ∈ N index mellett an ∈ K(α) teljesu¨l, hacsak n ∈ N e´s
n > M. Teha´t n ∈ N, n > max{N,M} esete´n an ∈ Gn ∩ (X \ Gn), ami nyilva´nvalo´ ke´ptelense´g.
Teha´t α ∈ ⋂∞n=0Gn, ı´gy valo´ban ⋂∞n=0Gn 6= ∅.
Most la´ssuk be a te´tel ele´gse´gesse´g-re´sze´t. Tegyu¨k fel ehhez, hogy a (Gn) go¨mbsorozatra
fenna´llnak a te´telben megfogalmazott felte´telek, e´s mutassuk meg a te´r teljesse´ge´t. Legyen ehhez
(xn) egy X-beli Cauchy-sorozat. A (2.2.1) Cauchy-krite´rium miatt van olyan n0 ∈ N index, amellyel
ρ(xn0 , xk) < 1 (k ∈ N, k > n0).
Legyen r0 := 2 e´s G0 := Gr0(xn0). Megint csak (2.2.1) alapja´n tala´lunk olyan n0 < n1 ∈ N indexet
is, amellyel
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ρ(xn1 , xk) <
1
2
(k ∈ N, k > n1).
Ha r1 := 1 e´s G1 := Gr1(xn1), akkor G1 ⊂ G0. Valo´ban, legyen t ∈ G1, azaz ρ(t, xn1) ≤ 1. Ekkor
ρ(t, xn0) ≤ ρ(t, xn1) + ρ(xn1 , xn0) < 1 + 1 = r0,
azaz t ∈ G0.
Teljes indukcio´val okoskodva ı´gy megadhatunk egy olyan (Gk) = (Grk(xnk)) go¨mbsorozatot,
amelyre
Gk+1 ⊂ Gk , rk+1 = rk
2
(k ∈N)
igaz. Mivel az (rk) sorozatra mondott rekurz´ıv o¨sszefu¨gge´s alapja´n nyilva´n rk = r0/2
k → 0 (k →∞),
eze´rt egyu´ttal lim(rk) = 0 is teljesu¨l. A felte´telek miatt eze´rt van olyan α ∈ X, hogy α ∈ Gk minden
N ∋ k-ra. Ma´s szo´val teha´t
ρ(xnk , α) ≤ rk → 0 (k →∞).
Ez nem ma´st jelent mint azt, hogy α = lim(xnk), azaz, hogy az (xn) sorozat (xnk) re´szsorozata
konvergens. Vegyu¨k figyelembe, hogy az (xn) sorozat Cauchy-sorozat, azaz (2.2.1) teljesu¨l: ba´rmely
ε > 0 sza´mhoz van olyan N ∈ N, amellyel ρ(xn, xm) < ε/2, hacsak N < n,m ∈ N. Ugyanakkor
α = lim(xnk) miatt meg van olyan M ∈ N, hogy
ρ(xnk , α) < ε/2 (M < k ∈ N).
A ha´romszo¨g-egyeno˝tlense´g alapja´n viszont m, k ∈ N,m, k > max{N,M} esete´n (figyelembe ve´ve,
hogy nk ≥ k)
ρ(xm, α) ≤ ρ(xm, xnk) + ρ(xnk , α) < 2ε/2 = ε.
Eze´rt az (xn) sorozat konvergens (e´s lim(xn) = α).
2.2.1. Megjegyze´sek.
i) Ko¨nnyu˝ meggondolni, hogy a 2.2.1. Te´telben szereplo˝ (Gn) sorozatra a
⋂∞
n=0Gn metszethal-
maz egy elemu˝.
ii) Legyen ∅ 6= A ⊂ X e´s d(A) := sup{ρ(x, y) : x, y ∈ A} (az A halmaz a´tme´ro˝je). A fentiekkel
analo´g mo´don la´thato´ be az ala´bbi a´ll´ıta´s: tegyu¨k fel, hogy ∅ 6= An+1 ⊂ An ⊂ X (n ∈ N)
olyan za´rt halmazokbo´l a´llo´ sorozat, amelyre lim(d(An)) = 0 e´s az (X, ρ) te´r teljes. Ekkor⋂∞
n=0An 6= ∅. (A most mondott a´ll´ıta´sban szereplo˝ (An) halmazsorozatro´l azt is szoktuk
mondani, hogy egyma´sbaskatulya´zott.)
iii) Vila´gos, hogy ba´rmely a ∈ X e´s r > 0 esete´n d(Gr(a)) ≤ 2r, azaz a a 2.2.1. Te´telben
szereplo˝ lim(rn) = 0 felte´telbo˝l lim(d(Gn)) = 0 ko¨vetkezik. Tova´bba´ az eml´ıtett te´tel a ii)
megjegyze´snek az a specia´lis esete, amikor An := Gn (n ∈ N).
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iv) Emle´keztetu¨nk a valo´s sza´mok axio´marendszere kapcsa´n megismert Cantor-axio´ma´ra: legyen
(In) egyma´sbaskatulya´zott za´rt intervallumoknak a sorozata. Ekkor
⋂∞
n=0 In 6= ∅. Ez nyilva´n
a ii) megjegyze´s azon specia´lis esete, amikor An := In (n ∈ N), azzal a ku¨lo¨nbse´ggel, hogy
ekkor nincs szu¨kse´g a lim(d(In)) = 0 felte´telre. (Vila´gos, hogy most d(I) = d([a, b]) = b−a.)
v) A 2.2.1. Te´tel a´ltala´ban nem igaz a lim(rn) = 0 felte´tel ne´lku¨l.
vi) Ha (X, ‖.‖) Banach-te´r, xn ∈ X (n ∈ N) e´s
∑∞
n=0 ‖xn‖ < +∞, akkor le´tezik a∑∞
n=0 xn ∈ X soro¨sszeg. Ui. a felte´tel miatt
∥∥∥∥∥
m∑
k=n
xk
∥∥∥∥∥ ≤
m∑
k=n
‖xk‖ → 0 (n,m→∞),
azaz az (
∑n
k=0 xk) re´szleto¨sszegek sorozata Cauchy-sorozat, ı´gy a te´r felte´telezett teljesse´ge
miatt konvergens. Nem nehe´z bela´tni, hogy az elo˝bbiek meg is ford´ıthato´k: az (X, ‖.‖)
norma´lt te´r akkor e´s csak akkor teljes, ha a
∑∞
n=0 xn sor minden olyan esetben konvergens,
amikor az xn ∈ X (n ∈ N) elemekre
∑∞
n=0 ‖xn‖ < +∞ igaz. Ti. az ele´gse´gesse´ghez legyen
yn ∈ X (n ∈ N) Cauchy-sorozat e´s va´lasszuk az (nk) indexsorozatot u´gy, hogy
‖ynk+1 − ynk‖ <
1
2k
(k ∈ N)
teljesu¨ljo¨n. Vila´gos, hogy az xk := ynk+1 − ynk (k ∈ N) sorozatra
∑∞
k=0 ‖xk‖ < +∞ igaz.
Eze´rt a
m∑
k=0
xk = ynm+1 − yn0 (m ∈ N)
sorozat, ko¨vetkeze´ske´ppen az (ynm) sorozat is konvergens. Mivel (yn) Cauchy-sorozat, eze´rt
innen ma´r trivia´lisan ado´dik, hogy (yn) is konvergens.
2.2.2. Te´tel (Baire). Tegyu¨k fel, hogy az (X, ρ) metrikus te´r teljes e´s za´rt halmazoknak egy (Fn)
sorozata´val X =
⋃∞
n=0 Fn. Ekkor van olyan n ∈ N, amellyel intFn 6= ∅.
Bizony´ıta´s. Indirekt u´ton fogjuk az a´ll´ıta´st bebizony´ıtani: tegyu¨k fel, hogy tetszo˝leges n ∈ N
esete´n intFn = ∅. Ekkor F0 6= X, azaz van olyan a0 ∈ X, amelyre a0 /∈ F0. Ko¨vetkeze´ske´ppen
a0 ∈ X \F0 ∈ Tρ, ı´gy egy alkalmas r0 > 0 sza´mmal Kr0(a0) ⊂ X \F0. Nem nehe´z meggondolni (esetleg
r0-t kicsere´lve r0/2-re), hogy egyu´ttal az is felteheto˝: G0 := Gr0(a0) ⊂ X \ F0, azaz G0 ∩ F0 = ∅.
Az indirekt felte´tel miatt a Kr0(a0) ko¨rnyezet nem lehet re´szhalmaza F1-nek, azaz
Kr0(a0) \ F1 6= ∅. Legyen a1 ∈ Kr0(a0) \ F1 ∈ Tρ e´s r1 > 0 olyan, hogy Kr1(a1) ⊂ Kr0(a0) \ F1.
Felteheto˝, hogy egyu´ttal G1 := Gr1(a1) ⊂ Kr0(a0) \ F1, azaz G1 ∩ F1 = ∅, G1 ⊂ G0 e´s r1 ≤ r0/2 is
igaz.
Teljes indukcio´val ı´gy kapunk egy egyma´sbaskatulya´zott (Gn) := (Grn(an)) go¨mbsorozatot,
amelyre rn+1 ≤ rn/2 e´s Gn ∩ Fn = ∅ (n ∈ N) teljesu¨l. Vila´gos, hogy lim(rn) = 0, eze´rt a
2.2.1. Te´tel miatt
⋂∞
n=0Gn 6= ∅. Legyen α ∈
⋂∞
n=0Gn. Az X-re tett fele´telbo˝l α ∈ Fn ko¨vetkezik
valamilyen N ∋ n-re. Teha´t α ∈ Gn ∩ Fn = ∅, ami nem lehet.
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2.2.2. Megjegyze´sek.
i) Azt mondjuk, hogy az A ⊂ X halmaz
• sehol sem su˝ru˝, ha intA = ∅;
• elso˝ katego´ria´ju´, ha A = ⋃∞n=0An, ahol An (n ∈ N) sehol sem su˝ru˝;
• ma´sodik katego´ria´ju´, ha nem elso˝ katego´ria´ju´.
ii) Legyen az (X, ρ) te´r teljes, X =
⋃∞
n=0An. Ekkor egyu´ttal X =
⋃∞
n=0An is igaz, eze´rt a
2.2.2. Te´tel miatt valamilyen n ∈ N mellett intAn 6= ∅. Az X halmaz teha´t nem lehet
elso˝ katego´rıa´ju´, ma´s szo´val ma´sodik katego´rıa´ju´. Eze´rt szokta´k a 2.2.2. Te´telt Baire-fe´le
katego´ria-te´telke´nt is emlegetni.
iii) Ha A sehol sem su˝ru˝, akkor X \A mindenu¨tt su˝ru˝, azaz ba´rmely ∅ 6= K ⊂ X ny´ılt halmazra
K ∩ (X \ A) 6= ∅ (ku¨lo¨nben ui. egy alkalmas ny´ılt K-ra K ⊂ A lenne). Ha teha´t X elso˝
katego´ria´ju´, azaz X =
⋃∞
n=0An e´s intAn = ∅ (n ∈ N), akkor ∅ =
⋂∞
n=0(X \ An). Itt
minden N ∋ n-re X \An ny´ılt mindenu¨tt su˝ru˝ halmaz.
iv) A 2.2.2. Te´telhez hasonlo´an la´thato´ be, hogy ha (X, ρ) teljes metrikus te´r, Ki ⊂ X (i ∈N)
ny´ılt e´s mindenu¨tt su˝ru˝ X-ben, akkor a
⋂∞
i=0Ki metszethalmaz is mindenu¨tt su˝ru˝ X-ben.
Az elo˝bbi megjegyze´s szerint ez uto´bbi a´ll´ıta´sbo´l a 2.2.2. Te´tel ko¨vetkezik.
Induljunk ki most egy tetszo˝leges (X, ρ) metrikus te´rbo˝l e´s legyen C az x : N → X Cauchy-
sorozatok halmaza.
2.2.1. Lemma Ba´rmely x = (xn), y = (yn) ∈ C esete´n le´tezik e´s ve´ges a lim(ρ(xn, yn))
hata´re´rte´k.
Bizony´ıta´s. A ha´romszo¨g-egyenlo˝tlense´g alapja´n
ρ(xn, yn) ≤ ρ(xn, xm) + ρ(xm, ym) + ρ(ym, yn) (n,m ∈ N),
azaz ρ(xn, yn) − ρ(xm, ym) ≤ ρ(xn, xm) + ρ(yn, ym). Ha itt ve´grahajtjuk az n ↔ m csere´t, akkor a
jobb oldal nem va´ltozik, a bal oldal pedig (-1)-gyel szorzo´dik, ı´gy
|ρ(xn, yn)− ρ(xm, ym)| ≤ ρ(xn, xm) + ρ(yn, ym)→ 0 (n,m→∞).
Ez azt jelenti, hogy a (valo´s) (ρ(xn, yn)) sorozat Cauchy-sorozat (az R halmaz ”
szoka´sos” metrika´ja´ra
ne´zve), teha´t valo´ban konvergens.
Nevezzu¨k az x = (xn), y = (yn) ∈ C sorozatokat ekvivalenseknek (jelo¨le´sben: x ∼ y), ha
lim(ρ(xn, yn)) = 0.
2.2.2. Lemma. Az elo˝bb e´rtelmezett ∼ rela´cio´ ekvivalencia.
Bizony´ıta´s. Az Olvaso´ra b´ızzuk az a´ll´ıta´s elleno˝rze´se´t.
Jelo¨lju¨k Cˆ-val az elo˝bbi ekvivalencia a´ltal meghata´rozott ekvivalencia-oszta´lyok halmaza´t. Ha
x ∈ C, akkor legyen xˆ ∈ Cˆ az x sorozat a´ltal meghata´rozott ekvivalencia-oszta´ly.
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2.2.3. Lemma. Legyen x, y ∈ C, u ∈ xˆ, v ∈ yˆ. Ekkor lim(ρ(xn, yn)) = lim(ρ(un, vn)).
Bizony´ıta´s. Mivel (ld. ha´romszo¨g-egyenlo˝tlense´g)
ρ(xn, yn) ≤ ρ(xn, un) + ρ(un, vn) + ρ(vn, yn) (n ∈ N),
eze´rt (az x↔ u, ill. y ↔ v csere uta´n) az x ∼ u e´s y ∼ v ekvivalencia´t felhaszna´lva
|ρ(xn, yn)− ρ(un, vn)| ≤ ρ(xn, un) + ρ(vn, yn)→ 0 (n→∞).
Innen valo´ban ko¨vetkezik ma´r, hogy lim(ρ(xn, yn)) = lim(ρ(un, vn)).
A 2.2.3. Lemma alapja´n korrekt az ala´bbi defin´ıcio´:
ρˆ(xˆ, yˆ) := lim(ρ(xn, yn)) (xˆ, yˆ ∈ Cˆ).
2.2.4. Lemma. (Cˆ, ρˆ) metrikus te´r.
Bizony´ıta´s. Legyen xˆ, yˆ, zˆ ∈ Cˆ. Ha ρˆ(xˆ, yˆ) = 0, akkor lim(ρ(xn, yn)) = 0. Ez azt jelenti, hogy
x ∼ y, ko¨vetkeze´ske´ppen y ∈ xˆ. Eze´rt xˆ = yˆ.
A ρˆ(xˆ, xˆ) = 0 ≤ ρˆ(xˆ, yˆ) = ρˆ(yˆ, xˆ) rela´cio´k nyilva´nvalo´ak.
Ve´gu¨l ρ(xn, yn) ≤ ρ(xn, zn) + ρ(zn, yn) (n ∈ N) miatt
ρˆ(xˆ, yˆ) = lim(ρ(xn, yn)) ≤ lim(ρ(xn, zn)) + lim(ρ(zn, yn)) = ρˆ(xˆ, zˆ) + ρˆ(zˆ, yˆ).
2.2.3. Megjegyze´sek.
i) Legyen σ(x, y) := lim(ρ(xn, yn) (x = (xn), y = (yn) ∈ C), ekkor σ egy u´n. fe´lmetrika, azaz a
”
σ(x, y) = 0 =⇒ x = y” ko¨vetkeztete´sto˝l eltekintve rendelkezik a metrika tulajdonsa´gaival.
ii) Legyen valamely Y 6= ∅ esete´n σ : Y 2 → R fe´lmetrika, ekkor (Y, σ) egy u´n. fe´lmetrikus te´r.
Ko¨nnyu˝ meggondolni, hogy az x ∼ y ⇐⇒ σ(x, y) = 0 (x, y ∈ Y ) rela´cio´ ekvivalencia. Ha
xˆ, yˆ az x, y ∈ Y elemek a´ltal meghata´rozott ekvivalencia-oszta´lyokat jelentik, akkor ba´rmely
z ∈ xˆ, s ∈ yˆ esete´n σ(z, s) = σ(x, y). Innen azt kapjuk, hogy az ekvivalencia-oszta´lyok Ŷ
halmaza´ban σˆ(xˆ, yˆ) := σ(x, y) (xˆ, yˆ ∈ Ŷ ) metrika, azaz (Ŷ , σˆ) metrikus te´r.
iii) Legyen pl. [a, b] egy kompakt intervallum, Y pedig az [a, b]-n Riemann-integra´lhato´ fu¨gg-
ve´nyek halmaza. Ekkor σ(f, g) :=
∫ b
a |f − g| (f, g ∈ Y ) fe´lmetrika.
iv) A 2.2.4. Lemma a ii) megjegyze´s specia´lis esete.
Ha α ∈ X, akkor a konstans (α) sorozat nyilva´n C-beli. Legyen αˆ := (̂α) ∈ Cˆ. Vila´gos, hogy
(xn) ∈ αˆ azzal ekvivalens, hogy az (xn) sorozat konvergens e´s lim(xn) = α. Tova´bba´ ba´rmely α, β ∈ X
esete´n ρ(α, β) = ρˆ(αˆ, βˆ).
Vezessu¨k be a ko¨vetkezo˝ jelo¨le´st: X̂ := {αˆ ∈ Cˆ : α ∈ X}, ekkor az X ∋ α 7→ αˆ ∈ X̂ megfeleltete´s
izometria, azaz bijekcio´ e´s ta´volsa´gtarto´ leke´peze´s.
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2.2.5. Lemma. Ba´rmely x = (xn) ∈ C esete´n lim(ρˆ(x̂n, xˆ)) = 0.
Bizony´ıta´s. A ρˆ metrika defin´ıcio´ja szerint tetszo˝leges n ∈ N esete´n
ρˆ(x̂n, xˆ) = lim
k→∞
ρ(xn, xk).
Legyen ε > 0. Az x sorozat Cauchy-sorozat, eze´rt alkalmas N ∋ N -et va´lasztva ρ(xn, xk) < ε
(N < n, k ∈N). Ha teha´t N < n ∈ N (ro¨gz´ıtett), akkor
lim
k→∞
ρ(xn, xk) ≤ ε.
Ko¨vetkeze´ske´ppen ρˆ(x̂n, xˆ)) ≤ ε (N < n ∈ N). Ez e´ppen a bizony´ıtando´ a´ll´ıta´st jelenti.
2.2.4. Megjegyze´s.
Az elo˝bbi lemma alapja´n szokta´k (fo˝leg idegen nyelvu˝ terminolo´gia´ban) a Cauchy-
sorozatokat o¨nmagukban konvergens sorozatoknak is nevezni.
2.2.6. Lemma. Az X̂ halmaz mindenu¨tt su˝ru˝ Cˆ-ben.
Bizony´ıta´s. A 2.2.5. Lemma alapja´n az a´ll´ıta´s nyilva´nvalo´.
2.2.7. Lemma. A (Cˆ, ρˆ) te´r teljes.
Bizony´ıta´s. Legyen ξn = (̂xnk) ∈ Cˆ (n ∈ N) Cauchy-sorozat Cˆ-ben, azaz
ρˆ(ξn, ξm)→ 0 (n,m→∞).
A 2.2.5. Lemma miatt minden n ∈ N esete´n van olyan kn ∈ N, amellyel
ρˆ(x̂nkn , ξn) <
1
n+ 1
.
Mutassuk meg, hogy x := (xnkn) ∈ C. Valo´ban, ha n,m ∈ N, akkor
ρ(xnkn , xmkm) = ρˆ(x̂nkn , x̂mkm) ≤ ρˆ(x̂nkn , ξn) + ρˆ(ξn, ξm) + ρˆ(ξm, x̂mkm) <
1
n+ 1
+
1
m+ 1
+ ρˆ(ξn, ξm)→ 0 (n,m→∞).
Legyen ξ := xˆ ∈ Cˆ e´s la´ssuk be, hogy ρˆ(ξn, ξ)→ 0 (n→∞). Legyen ehhez n ∈ N, ekkor
ρˆ(ξn, ξ) ≤ ρˆ(ξn, x̂nkn) + ρˆ(x̂nkn , ξ) <
1
n+ 1
+ ρˆ(x̂nkn , ξ),
ahol a 2.2.5. Lemma szerint ρˆ(x̂nkn , ξ)→ 0 (n→∞). Teha´t valo´ban ρˆ(ξn, ξ)→ 0 (n→∞).
26 2. Konvergencia, teljes terek
Foglaljuk o¨ssze egyetlen te´telben a fent mondottakat.
2.2.3. Te´tel (Hausdorff). Tetszo˝leges (X, ρ) metrikus te´rhez megadhato´ olyan (X, σ) teljes
metrikus te´r e´s olyan X ⊂ X halmaz, hogy X mindenu¨tt su˝ru˝ X-ben e´s X izometrikus X -szel.
2.2.5. Megjegyze´sek.
i) Szoka´s a 2.2.3. Te´telt Hausdorff-fe´le bea´gyaza´si te´telnek is nevezni.
ii) Bela´thato´, hogy egyfajta egye´rtelmu˝se´g is igaz az ala´bbi e´rtelemben: ha (X, σ), ill. X helyett
(X∗, σ∗), ill. X ∗ is eleget tesz a te´tel felte´teleinek, akkor X e´s X∗ izometrikus.
iii) Ha X := Q, ρ(x, y) := |x−y| (x, y ∈ Q), akkor X a valo´s sza´mok halmaza´nak egy modellje.
2.2.4. Te´tel (Banach-Tyihonov-Cacciopoli). Legyen (X, ρ) teljes metrikus te´r, f : X → X egy
u´n. kontrakcio´ (azaz alkalmas 0 ≤ q < 1 sza´mmal ρ(f(u), f(v)) ≤ q· ρ(u, v) (u, v ∈ X)). Ekkor
• egye´rtelmu˝en le´tezik olyan α ∈ X elem, amelyre f(α) = α;
• ba´rmely x0 ∈ X mellett az xn+1 := f(xn) (n ∈ N) rekurzio´val definia´lt (xn) sorozat
konvergens e´s lim(xn) = α;
• ρ(xn, α) ≤ q
n
1− q · ρ(x0, x1) (n ∈ N).
Bizony´ıta´s. A te´telben megadott (xn) sorozatro´l a ko¨vetkezo˝t mondhatjuk: tetszo˝leges
0 < k ∈N esete´n
ρ(xk+1, xk) = ρ(f(xk), f(xk−1)) ≤ q· ρ(xk, xk−1).
Innen teljes indukcio´val ro¨gto¨n kapjuk az ala´bbi becsle´st:
ρ(xk+1, xk) ≤ qk· ρ(x0, x1).
Legyen most n,m ∈ N e´s n < m, ekkor a ha´romszo¨g-egyenlo˝tlense´g alapja´n
(∗) ρ(xn, xm) ≤
m−1∑
k=n
ρ(xk+1, xk) ≤ ρ(x0, x1)·
m−1∑
k=n
qk ≤ ρ(x0, x1)·
∞∑
k=n
qk =
qn
1− q · ρ(x0, x1).
Mivel 0 ≤ q < 1, eze´rt qn → 0 (n → ∞), azaz az elo˝zo˝ becsle´s miatt ρ(xn, xm) → 0 (n,m → ∞).
Teha´t az (xn) sorozat Cauchy-sorozat, ı´gy a te´r teljesse´ge ko¨vetkezte´ben konvergens.
Legyen α := lim(xn) e´s mutassuk meg, hogy f(α) = α. Valo´ban, egyre´szt α = lim(xn+1) =
lim(f(xn)), ma´s szo´val ρ(f(xn), α)→ 0 (n→∞). Ma´sre´szt
ρ(f(α), α) ≤ ρ(f(α), f(xn)) + ρ(f(xn), α) ≤ q· ρ(α, xn) + ρ(f(xn), α)→ 0 (n→∞),
azaz ρ(f(α), α) = 0. Teha´t f(α) = α.
La´ssuk be, hogy tetszo˝leges n ∈ N mellett
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ρ(xn, xm)→ ρ(xn, α) (m→∞).
Valo´ban, ρ(xn, xm) ≤ ρ(xn, α) + ρ(α, xm), ill. ρ(xn, α) ≤ ρ(xn, xm) + ρ(α, xm), azaz
|ρ(xn, xm)− ρ(xn, α)| ≤ ρ(α, xm)→ 0 (m→∞).
Innen az a´ll´ıta´sunk ma´r nyilva´nvalo´. Ezt felhaszna´lva a (∗) becsle´sbo˝l (az m →∞ hata´ra´tmenettel)
ρ(xn, α) ≤ q
n
1− q · ρ(x0, x1) (n ∈N) ado´dik.
Azt kell me´g megmutatnunk, hogy ha α, β ∈ X e´s f(α) = α, f(β) = β, akkor α = β. Viszont
ρ(α, β) = ρ(f(α), f(β)) ≤ q· ρ(α, β),
amibo˝l 0 ≤ q < 1 miatt ρ(α, β) = 0, azaz α = β valo´ban ko¨vetkezik.
2.2.6. Megjegyze´sek.
i) A te´telben szereplo˝ α-t (e´rtheto˝en) az f kontrakcio´ fixpontja´nak nevezzu¨k. Eze´rt a 2.2.4.
Te´telt fixpont-te´telke´nt is szokta´k emlegetni.
ii) Tekintsu¨k a fenti te´telben szereplo˝ (xn) sorozatot, legyen n ∈ N e´s y0 := xn, yk+1 := f(yk)
(k ∈N). Nyilva´nvalo´, hogy yk = xn+k (k ∈ N). A te´tel hibabecslo˝ formula´ja szerint
ρ(yk, α) ≤ q
k
1− q · ρ(y0, y1) (k ∈ N),
azaz
ρ(xn+k, α) ≤ q
k
1− q · ρ(xn, xn+1) (n, k ∈ N).
iii) Legyen pl. X := [1,+∞) , ρ(x, y) := |x− y| (x, y ∈ X). Ekkor (X, ρ) teljes metrikus te´r, az
f(t) :=
t
2
+
1
t
(t ∈ X)
fu¨ggve´ny pedig kontrakcio´: az elemi u´ton elleno˝rizheto˝ t2 +
1
t ≥ 1 (t ≥ 1) egyenlo˝tlense´g
miatt f : X → X, ill.
|f(t)− f(x)| =
∣∣∣∣ t− x2 + x− ttx
∣∣∣∣ = |t− x|· ∣∣∣∣12 − 1tx
∣∣∣∣ ≤ 12 |t− x| (t, x ∈ X).
A q := 12 egyu¨tthato´ teha´t kiele´g´ıti a te´telben szereplo˝ felte´telt. I´gy ba´rmely x0 ≥ 1 esete´n
az
xn+1 :=
xn
2
+
1
xn
(n ∈ N)
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sorozat konvergens, az α := lim(xn) ≥ 1 hata´re´rte´kre pedig teljesu¨l az
α = f(α) =
α
2
+
1
α
egyenlo˝se´g. Innen vila´gos, hogy α =
√
2. Eze´rt pl. x0 := 2 esete´n x1 = 3/2, azaz
∣∣∣xn −√2∣∣∣ ≤ 1
2n
(n ∈N).
iv) Az elo˝bbi megjegyze´sben szereplo˝ (xn) sorozatra kapott |xn −
√
2| ≤ 1
2n
(n ∈ N)
”
hibabecsle´sne´l” jo´val
”
ero˝sebb” hibabecsle´s is adhato´. Ui. (ld. iii)) xn ≥ 1 (n ∈ N)
miatt
|xn+1 −
√
2| = |x
2
n − 2
√
2xn + 2|
2xn
=
(xn −
√
2)2
2xn
≤ (xn −
√
2)2
2
(n ∈ N),
azaz a δn := |xn −
√
2| (n ∈ N) jelo¨le´ssel
δn+1
2
≤
(
δn
2
)2
(n ∈ N).
Innen teljes indukcio´val kapjuk a
δn
2
≤ δ0
22n
(n ∈ N),
azaz az |xn −
√
2| ≤ 2|x0 −
√
2|2−2n (n ∈ N) hibabecsle´st. Pl. a iii)-ban szereplo˝ x0 := 2
”
kezdo˝” e´rte´kkel |xn −
√
2| ≤ 2−2n+1 (n ∈ N). Teha´t |x10 −
√
2| ≤ 2−1023, mı´g iii)-bo´l
csak |x10 −
√
2| ≤ 2−9 ko¨vetkezik. Ez a pe´lda is mutatja azt a terme´szetesnek mondhato´
ko¨ru¨lme´nyt, hogy a konkre´t esetekben az aktua´lis modell esetleg kihaszna´lhato´ specialita´sai
az absztrakt te´telben kapott hibabecsle´sne´l jobb becsle´st is eredme´nyezhetnek.
3. Szepara´bilis terek, ba´zisok
3.1. Szepara´bilis terek.
Tekintsu¨k az (X, T ) topologikus teret. A B ⊂ T halmazrendszert topologikus ba´zisnak nevezzu¨k,
ha ba´rmely A ∈ T ny´ılt halmaz elo˝a´ll´ıthato´ B-beli halmazok egyes´ıte´seke´nt. Nyilva´nvalo´, hogy pl.
T egyu´ttal topologikus ba´zis is. Mivel ∅ ∈ T , eze´rt ∅ ∈ B. Az elemi anal´ızisbo˝l jo´l ismert, hogy (a
sza´megyenes
”
szoka´sos” topolo´gia´ja´ra ne´zve) ba´rmely A ⊂ R ny´ılt halmaz elo˝a´ll ny´ılt intervallumok
unio´jake´nt. Ko¨vetkeze´ske´ppen a ny´ılt intervallumok rendszere (az u¨res halmazzal egyu¨tt) topologikus
ba´zis ebben a te´rben.
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3.1.1. Te´tel. Legyen B az (X, T ) te´rben topologikus ba´zis e´s va´lasszunk ki minden ∅ 6= A ∈ B
halmazbo´l egy elemet: xA ∈ A. Ekkor az Y := {xA ∈ X : A ∈ B} halmaz mindenu¨tt su˝ru˝, azaz
Y = X.
Bizony´ıta´s. Tegyu¨k fel indirekt mo´don, hogy ∅ 6= X \ Y . Mivel X \ Y ∈ T , eze´rt alkalmas
B0 ⊂ B halmazzal
X \ Y =
⋃
A∈B0
A.
Ha itt ∅ 6= A ∈ B0, akkor xA ∈ A miatt xA ∈ X \ Y . Viszont az Y halmaz defin´ıcio´ja szerint
xA ∈ Y ⊂ Y . I´gy xA ∈ (X \ Y ) ∩ Y , ami nyilva´n nem lehet.
3.1.1. Megjegyze´sek.
i) Ha X = ∅, akkor T = B = {∅}, azaz Y = ∅. Mivel ∅ = ∅, eze´rt a te´tel ebben a sze´lso˝se´ges
esetben is igaz.
ii) Az 1.5.1. A´ll´ıta´s szerint Y = X azt jelenti, hogy X minden x pontja e´rintkeze´si pontja
Y -nak, azaz tetszo˝leges K(x) ko¨rnyezetre Y ∩K(x) 6= ∅.
Az (X, T ) topologikus teret szepara´bilisnek nevezzu¨k, ha van olyan legfeljebb megsza´mla´lhato´
Y ⊂ X halmaz, amely mindenu¨tt su˝ru˝ X-ben: Y = X. A 3.1.1. Te´tel szerint teha´t igaz a ko¨vetkezo˝:
ha van a te´rnek legfeljebb megsza´mla´lhato´ topologikus ba´zisa, akkor a te´r szepara´bilis.
Az ala´bbi szellemes pe´lda azt mutatja, hogy ez a kijelente´s nem megford´ıthato´. Legyen ui.
X := R, a T topolo´gia´t pedig definia´ljuk a ko¨vetkezo˝ke´ppen: legyen az A ⊂ R halmaz ny´ılt, ha
A = ∅ vagy minden a ∈ A esete´n van olyan r > 0, hogy [a, a + r) ⊂ A. Egyszeru˝en meggondolhato´,
hogy valo´ban topolo´gia´t definia´ltunk e´s Q = R, azaz (R, T ) szepara´bilis. Mutassuk meg, hogy
ebben a te´rben minden topologikus ba´zis sza´mossa´ga legala´bb kontinuum. Legyen ehhez B ⊂ T
topologikus ba´zis. Ekkor tetszo˝leges a ∈ R esete´n [a, a + 1) ∈ T , azaz alkalmas B0 ⊂ B halmazzal
[a, a + 1) =
⋃
B∈B0 B. I´gy van olyan Ba ∈ B0, amellyel a ∈ Ba. Mivel Ba ⊂ [a, a + 1), eze´rt a Ba
halmaznak van minimuma: minBa = a. Vila´gos, hogy a, c ∈ R, a 6= c esete´n Ba 6= Bc. Teha´t B-
ben
”
legala´bb” annyi halmaznak kell lenni, mint aha´ny valo´s sza´m van, azaz B sza´mossa´ga legala´bb
kontinuum.
3.1.2. Te´tel. Az (X, T )≡ (X, ρ) metrikus te´r akkor e´s csak akkor szepara´bilis, ha van a te´rben
legfeljebb megsza´mla´lhato´ topologikus ba´zis.
Bizony´ıta´s. Az elo˝zme´nyek miatt elegendo˝ ma´r csak azt bela´tni, hogy ha (X, ρ) szepara´bilis,
akkor van a te´rben legfeljebb megsza´mla´lhato´ topologikus ba´zis. Legyen teha´t Y ⊂ X legfeljebb
megsza´mla´lhato´, Y = X e´s
B := {Kr(y) : y ∈ Y , 0 < r ∈ Q} ∪ {∅}.
Vila´gos, hogy B legfeljebb megsza´mla´lhato´. Ha ∅ 6= A ⊂ X ny´ılt, akkor tetszo˝leges a ∈ A pont-
hoz van olyan δ > 0, hogy Kδ(a) ⊂ A. Az Y = X felte´tel miatt ugyanakkor tetszo˝leges σ > 0
sza´mhoz megadhato´ az y ∈ Y elem u´gy, hogy ρ(a, y) < σ. Teha´t a ∈ Kσ(y). Ha itt σ < δ/2, akkor
Kσ(y) ⊂ Kδ(a). Valo´ban, legyen t ∈ Kσ(y), ekkor
ρ(t, a) ≤ ρ(t, y) + ρ(y, a) < 2σ < δ.
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I´gy a ∈ Kσ(y) ⊂ Kδ(a) ⊂ A. A σ ”suga´rro´l” felteheto˝, hogy raciona´lis, ku¨lo¨nben va´lasszunk helyette
egy tetszo˝leges raciona´lis sza´mot a (σ, δ/2) intervallumbo´l. Ko¨vetkeze´ske´ppen K(a) := Kσ(y) ∈ B.
A konstrukcio´bo´l nyilva´nvalo´, hogy A =
⋃
a∈AK
(a), azaz B valo´ban topologikus ba´zis.
3.1.2. Megjegyze´sek.
i) E´rdemes ku¨lo¨n is megfogalmazni, hogy mit is jelent egy (X, ρ) metrikus te´r szepara´bilita´sa
(ld. 3.1.1. ii) megjegyze´s): van olyan N ⊂ N (azaz legfeljebb megsza´mla´lhato´)
”
indexhalmaz” e´s X-nek olyan Y := {yn ∈ X : n ∈ N} re´szhalmaza, hogy ba´rmely x ∈ X
e´s ε > 0 esete´n egy alkalmas N ∋ n-nel ρ(x, yn) < ε.
ii) Ha pl. a szo´ban forgo´ te´r a valo´s sza´mok tere a
”
szoka´sos” metrika´val, akkor Q = R
miatt a
”
sza´megyenes” szepara´bilis. Innen ro¨gto¨n ko¨vetkezik, hogy ba´rmely 0 < n ∈ N e´s
1 ≤ p ≤ +∞ esete´n a (Kn, ρp) te´r is szepara´bilis (ld. 1.4.).
iii) Legyen
X := {x = (xn) : N→ K : sup
n∈N
|xn| < +∞},
ρ(x, y) := sup
n∈N
|xn − yn| (x = (xn), y = (yn) ∈ X).
Ko¨nnyen bela´thato´, hogy (X, ρ) metrikus te´r. Mutassuk meg, hogy ez a te´r nem szepara´bilis.
Ha ui.
S := {x = (xn) ∈ X : xn ∈ {0, 1} (n ∈ N)},
akkor pl. a [0, 1]-beli valo´s sza´mok diadikus kifejte´se´re gondolva ro¨gto¨n ado´dik, hogy S
kontinuum sza´mossa´gu´. Ti. az S0 := {x ∈ S : limx = 1} jelo¨le´ssel az
S \ S0 ∋ x 7→
∞∑
n=0
xn
2n+1
∈ [0, 1)
megfeleltete´s bijekcio´. Tova´bba´ nyilva´nvalo´, hogy az x, z ∈ S, x 6= z sorozatokra ρ(x, z) = 1.
Ha teha´t Y ⊂ X e´s Y = X, akkor minden S ∋ x-hez kell lennie olyan yx ∈ Y elemnek,
amellyel ρ(x, yx) < 1/2. Legyen x, z ∈ S, x 6= z, ekkor yx 6= yz, ku¨lo¨nben (az u := yx = yz
jelo¨le´ssel)
1 = ρ(x, z) ≤ ρ(x, u) + ρ(u, z) < 2· 1
2
= 1,
ami nem lehet. Az {yx ∈ Y : x ∈ S} halmaz teha´t kontinuum sza´mossa´gu´, eze´rt Y is
legala´bb kontinuum sza´mossa´gu´.
3.2. Za´rt rendszerek, ba´zisok.
A tova´bbiakban legyen (X, ρ) ≡ (X, ‖.‖). Ha Y ⊂ X, akkor jelo¨lju¨k L(Y )-nal az Y halmaz
linea´ris burka´t, azaz az Y elemeibo˝l alkotott ve´ges linea´ris kombina´cio´k halmaza´t. Nyilva´n L(Y )
altere X-nek, ill. Y ⊂ L(Y ). Ha Y mindenu¨tt su˝ru˝, azaz Y = X, akkor Y ⊂ L(Y ) miatt L(Y ) is
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mindenu¨tt su˝ru˝ X-ben. Teha´t L(Y ) = X, azaz ba´rmely x ∈ X e´s ε > 0 esete´n van olyan z ∈ L(Y ),
hogy ‖x− z‖ < ε.
Azt mondjuk, hogy X ⊂ X za´rt rendszer, ha L(X ) mindenu¨tt su˝ru˝ X-ben: L(X ) = X. Ha teha´t
(X, ‖.‖) szepara´bilis, akkor van benne egy legfeljebb megsza´mla´lhato´ za´rt rendszer. Megmutatjuk,
hogy ez ford´ıtva is igaz.
3.2.1. Te´tel Az (X, ‖.‖) norma´lt te´r akkor e´s csak akkor szepara´bilis, ha van benne egy legfeljebb
megsza´mla´lhato´ za´rt rendszer.
Bizony´ıta´s. Tegyu¨k fel, hogy valamilyen N ⊂ N indexhalmazzal Y = {yn ∈ X : n ∈ N} za´rt
rendszer e´s legyen Lr(Y ) az Y halmaz raciona´lis burka, azaz az Y elemeibo˝l alkotott olyan ve´ges∑
k αkyk linea´ris kombina´cio´k halmaza, amelyekben minden αk egyu¨tthato´ra Reαk, Imαk raciona´lis
sza´mok. Vila´gos, hogy Lr(Y ) legfeljebb megsza´mla´lhato´. La´ssuk be, hogy Lr(Y ) = X. Legyen ehhez
x ∈ X, ε > 0 e´s y := ∑k αkyk ∈ L(Y ) olyan linea´ris kombina´cio´, amelyre ‖x − y‖ < ε/2. Ha
z :=
∑
k βkyk ∈ Lr(Y ), akkor
‖x− z‖ ≤ ‖x− y‖+ ‖y − z‖ < ε/2 +
∑
k
|αk − βk|‖yk‖.
Ha δ > 0 e´s az itt szereplo˝ valamennyi (ve´ges sok) k indexre a βk ”
raciona´lis” egyu¨tthato´k olyanok,
hogy |αk − βk| < δ, akkor
‖x− z‖ < ε/2 + δ
∑
k
‖yk‖ =: ε/2 +Mδ.
Va´lasszuk a δ sza´mot u´gy, hogy Mδ < ε/2, ekkor ‖x− z‖ < ε. Mivel ε > 0 tetszo˝leges volt, ez e´ppen
azt jelenti, hogy Lr(Y ) = X. Teha´t a te´r valo´ban szepara´bilis.
3.2.1. Megjegyze´sek.
i) Legyen (a fenti bizony´ıta´sban haszna´lt jelo¨le´sekkel) Y = {yn ∈ X : n ∈ N} za´rt rendszer,
x ∈ X e´s ε > 0, ∑k αkyk ∈ L(Y ) pedig olyan, hogy∥∥∥∥∥x−∑
k
αkyk ∈ L(Y )
∥∥∥∥∥ < ε.
Ha 0 < ε˜ < ε e´s
∑
j α˜j y˜j ∈ L(Y ) olyan, hogy ‖x−
∑
j α˜j y˜j‖ < ε˜, akkor a
∑
k αkyk,
∑
j α˜j y˜j
kombina´cio´knak a´ltala´ban
”
semmi ko¨zu¨k egyma´shoz”.
ii) Tegyu¨k fel, hogy x ∈ X e´s en ∈ X (n ∈ N) olyan sorozat, hogy alkalmas αk ∈ K (k ∈N)
egyu¨tthato´kkal x =
∑∞
k=0 αkek. Teha´t ba´rmely ε > 0 esete´n van olyan n ∈ N, amellyel az
Sn :=
∑n
k=0 αkek ∈ L({ek ∈ X : k ∈ N}) linea´ris kombina´cio´ra ‖x − Sn‖ < ε. Mivel a
felte´teleze´s szerint Sn → x (n → ∞), eze´rt tetszo˝leges 0 < ε˜ < ε sza´mot megadva van
olyan k ∈ N, amellyel ‖x − Sn+k‖ < ε˜. A ko¨zel´ıte´s k´ıva´nt ”pontossa´ga´t” jav´ıtva, azaz ε-t
ε˜-ra csere´lve az
Sn+k = Sn +
n+k∑
j=n+1
αjej
32 3. Szepara´bilis terek, ba´zisok
ko¨zel´ıte´s meghata´roza´sakor a
”
re´gi” adatokat (teha´t az α0, ..., αn egyu¨tthato´kat) fel tudtuk
haszna´lni.
Az utolso´ megjegyze´sbo˝l kiindulva nevezzu¨k az ek ∈ X (k ∈ N , ahol N := {0, ..., N} valamilyen
N ∈ N esete´n vagy N := N) elemek rendszere´t Schauder-ba´zisnak (a tova´bbiakban ro¨viden ba´zisnak),
ha ba´rmely x ∈ X elem egye´rtelmu˝en a´ll´ıthato´ elo˝
x =
N∑
k=0
αkek (ha N = {0, ..., N}) vagy x =
∞∑
k=0
αkek (ha N = N)
alakban alkalmas αk ∈ K (k ∈ N vagy k ∈ N) egyu¨tthato´kkal (ld. 6.6.2. viii) megjegyze´s).
(Az N = N esetben teha´t x egy konvergens sor o¨sszege: ‖x−∑nk=0 αkek‖ → 0 (n→∞).)
Ha N = {0, ..., N}, akkor az X ∋ x 7→ α := (α0, ..., αN) ∈ KN+1 megfeleltete´s nyilva´n izomorfia
((X, ‖.‖) ve´ges dimenzio´s), ill.
‖x‖ ≤
N∑
k=0
|αk|‖ek‖ ≤ max
k=0,...,N
|αk|
N∑
k=0
‖ek‖ =:M · max
k=0,...,N
|αk| =M‖α‖∞.
Legyen ‖x‖∞ := ‖α‖∞, ekkor ko¨nnyen meggondolhato´an X ∋ x 7→ ‖x‖∞ norma. Teha´t minden
x ∈ X esete´n ‖x‖ ≤M‖x‖∞.
3.2.1. Lemma. Van olyan m > 0 sza´m, amellyel m‖x‖∞ ≤ ‖x‖ (x ∈ X).
Bizony´ıta´s. Definia´ljuk az f : KN+1 → [0,+∞) fu¨ggve´nyt a ko¨vetkezo˝ke´ppen:
f(α) := ‖x‖
(
α = (α0, ..., αN) ∈ KN+1 , x :=
N∑
k=0
αkek
)
.
Az f fu¨ggve´ny folytonos, ui. α, β ∈ KN+1 esete´n az x :=∑Nk=0 αkek , y :=∑Nk=0 βkek jelo¨le´sekkel
|f(α)− f(β)| = |‖x‖ − ‖y‖| ≤ ‖x− y‖ =
∥∥∥∥∥
N∑
k=0
(αk − βk)ek
∥∥∥∥∥ ≤M‖α− β‖∞.
Az E := {α ∈ KN+1 : ‖α‖∞ = 1} halmaz korla´tos e´s za´rt, eze´rt a jo´l ismert Weierstrass-te´tel alapja´n
le´tezik az
(0 ≤)m := min{f(α) : α ∈ E}
minimum. Ha γ ∈ E olyan, hogy f(γ) = m, akkor m =
∥∥∥∑Nk=0 γkek∥∥∥ miatt m > 0, ku¨lo¨nben∑N
k=0 γkek = 0, azaz γ = (0, ..., 0). Ekkor viszont ‖γ‖∞ = 0 lenne, ami ellentmond annak, hogy
γ ∈ E.
Legyen 0 6= x = ∑Nk=0 αkek ∈ X, ekkor 0 6= α = (α0, ..., αN) ∈ KN+1 e´s α/‖α‖∞ ∈ E.
Ko¨vetkeze´ske´ppen
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m ≤ f(α/‖α‖∞) = f(α)‖α‖∞ =
‖x‖
‖x‖∞ ,
amibo˝l ‖x‖ ≥ m‖x‖∞ ma´r ko¨vetkezik (e´s az uto´bbi egyenlo˝tlense´g az x = 0 esetben is trivia´lisan
igaz).
3.2.2. Megjegyze´sek.
i) Tegyu¨k fel, hogy az X vektorte´ren ‖.‖, ill. ‖.‖∗ egyara´nt norma. Azt mondjuk, hogy ‖.‖, ‖.‖∗
ekvivalensek (‖.‖ ∼ ‖.‖∗), ha alkalmas M,m > 0 konstansokkal
m‖x‖∗ ≤ ‖x‖ ≤M‖x‖∗ (x ∈ X).
ii) Ha 0 < n ∈ N, X := Kn e´s 1 ≤ p, q ≤ +∞ (ld. 1.3.), akkor ‖.‖p ∼ ‖.‖q (ami egyszeru˝
sza´mola´ssal elleno˝rizheto˝).
iii) Legyen
X :=
{
x = (xn) : N→ K :
∞∑
n=0
|xn| < +∞
}
,
‖x‖ :=
∞∑
n=0
|xn| , ‖x‖∗ := sup
n∈N
|xn| (x ∈ X).
Vila´gos, hogy ‖.‖ e´s ‖.‖∗ norma X-en, ill. ‖x‖∗ ≤ ‖x‖ (x ∈ X). Ugyanakkor az
x
(n)
k :=
 1 (k = 0, ..., n)
0 (k > n)
(n, k ∈ N)
(nyilva´n X-beli) x(n) =
(
x
(n)
k
)
sorozatokra ‖x(n)‖ = n+ 1 e´s ‖x(n)‖∗ = 1 igaz. A fenti tu-
lajdonsa´gu´ M konstans teha´t ebben az esetben nem le´tezik, azaz ‖.‖, ‖.‖∗ nem ekvivalensek.
iv) Ekvivalens ‖.‖, ‖.‖∗ norma´k esete´n az (X, ‖.‖), (X, ‖.‖∗) norma´lt terek topologiailag
azonosak: ha (X, ρ) ≡ (X, ‖.‖) e´s (X, ρ∗) ≡ (X, ‖.‖∗), akkor Tρ = Tρ∗ .
Ha (X, ‖.‖) ve´ges dimenzio´s, akkor a 3.2.1. Lemma, ill. az elo˝tte mondottak szerint ‖.‖ ∼ ‖.‖∗.
Mivel (az X feletti norma´k ko¨zo¨tt) ∼ nyilva´n ekvivalencia, eze´rt innen ro¨gto¨n ko¨vetkezik a
3.2.2. Te´tel. Tegyu¨k fel, hogy (X, ‖.‖) ve´ges dimenzio´s. Ekkor tetszo˝leges X ∋ x 7→ ‖x‖∗
norma´ra igaz, hogy ‖.‖ ∼ ‖.‖∗.
Tekintsu¨k valamely korla´tos e´s za´rt [a, b] ⊂ R intervallum esete´n az
X := C[a, b] := {f : [a, b]→ R : f folytonos}
(R-re vonatkozo´an nyilva´n) linea´ris teret e´s az ‖f‖∞ := maxx∈[a,b] |f(x)| (f ∈ X) norma´t
(ami szinte´n ko¨nnyen elleno˝rizheto˝en valo´ban norma). Tegyu¨k fel, hogy a tn ∈ [a, b] (n ∈ N)
”
alappontokra” igaz a ko¨vetkezo˝: t0 := a, t1 := b, tn 6= tm (n 6= m ∈ N) e´s
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{tn ∈ [a, b] : n ∈ N} = [a, b]
(ahol az uto´bbi {...} leza´ra´s a sza´megyenes
”
szoka´sos” topolo´gia´ja szerint e´rtendo˝). Definia´ljuk a
ϕn ∈ X (n ∈ N) fu¨ggve´nyeket a ko¨vetkezo˝ke´ppen: ϕ0(a) := ϕ1(b) := 1, ϕ0(b) := ϕ1(a) := 0 e´s
ϕ0, ill. ϕ1 grafikonja egy-egy szakasz. Ha 2 ≤ n ∈ N, akkor jelo¨lju¨k u-val, ill. v-vel a t0, ..., tn−1
pontok ko¨zu¨l a tn pont ke´t ”
szomsze´dja´t” (u < tn < v) e´s legyen ϕn az ala´bbi fu¨ggve´ny: ϕn(x) := 0
(x ∈ [a, u]∪ [v, b]), ϕn(tn) := 1, az [u, tn], [tn, v] intervallumokon pedig legyen a ϕn grafikonja egy-egy
szakasz. Az ı´gy definia´lt (folytonos to¨ro¨ttvonalakbo´l a´llo´) (ϕn) fu¨ggve´nysorozatot Schauder-szeru˝
rendszernek nevezzu¨k.
3.2.3. Te´tel. A (ϕn) Schauder-szeru˝ rendszer ba´zis a (C[a, b], ‖.‖∞) te´rben.
Bizony´ıta´s. Azt kell bela´tnunk, hogy tetszo˝leges f ∈ C[a, b] fu¨ggve´nyhez egye´rtelmu˝en adhato´k
meg az αk ∈ R (k ∈ N) egyu¨tthato´k u´gy, hogy
f =
∞∑
k=0
αkϕk
(ahol teha´t az
Sn :=
n∑
k=0
αkϕk (n ∈ N)
re´szleto¨sszegek egyenletesen konverga´lnak f -hez). Ha ilyen elo˝a´ll´ıta´s egya´ltala´n le´tezik, akkor egyszeru˝
behelyettes´ıte´ssel kapjuk a ϕk (k ∈N) fu¨ggve´nyek defin´ıcio´ja alapja´n, hogy
(∗) α0 = f(a) , α1 = f(b) , αn = f(tn)−
n−1∑
k=0
αkϕk(tn) (2 ≤ n ∈ N).
Vegyu¨k e´szre, hogy ezzel egyre´szt
”
elinte´ztu¨k” a keresett egyu¨tthato´k egye´rtelmu˝se´ge´t, ma´sre´szt (∗)
egy rekurz´ıv o¨sszefu¨gge´st hata´roz meg αk-kra.
Tekintsu¨k most ma´r a (∗) egyu¨tthato´kkal definia´lt fenti Sn (n ∈ N) re´szleto¨sszegeket (a t0, ..., tn
pontokra ne´zve linea´ris spline-okat). A (∗) rekurzio´bo´l ro¨gto¨n ko¨vetkezik, hogy Sn ”interpola´l”:
Sn(x) = f(x) (x ∈ {t0, ..., tn}).
Legyen ε > 0 tetszo˝leges, δ > 0 pedig az f fu¨ggve´ny egyenletes folytonossa´ga szerint ε/2-ho¨z le´tezo˝
olyan sza´m, hogy
|f(x)− f(y)| < ε/2 (x, y ∈ [a, b], |x− y| < δ).
Az alappontok su˝ru˝n vannak [a, b]-ben, eze´rt megadhato´ olyan N ∈ N, amellyel minden N ∋ n > N
esete´n az [a, b] intervallumnak a t0, ..., tn pontok a´ltal meghata´rozott τn := {t0, ..., tn} feloszta´sa ma´r
δ-na´l finomabb: ha x, y ∈ τn szomsze´dosak ebben a feloszta´sban, akkor |x− y| < δ.
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Legyen t ∈ [a, b], n ∈ N, n > N, x, y ∈ τn pedig olyan szomsze´dos alappontok a τn feloszta´sban,
hogy x ≤ t ≤ y. Ekkor
|f(t)− Sn(t)| ≤ |f(t)− f(x)|+ |f(x)− Sn(t)| = |f(t)− f(x)|+ |Sn(x)− Sn(t)| ≤
|f(t)− f(x)|+ |Sn(x)− Sn(y)| = |f(t)− f(x)|+ |f(y)− f(x)| < ε.
Teha´t ‖f − Sn‖∞ < ε (N ∋ n > N), ami e´ppen a bizony´ıtando´ a´ll´ıta´st jelenti.
3.2.3. Megjegyze´sek.
i) Ko¨nnyu˝ meggondolni, hogy ha ϕ0-t kicsere´lju¨k a ϕ0 ≡ 1 fu¨ggve´nyre, akkor a 3.2.2. Te´tel
tova´bbra is igaz marad.
ii) (Haar Alfre´d (1910).) Legyen hn : [0, 1]→ R (n ∈ N) az ala´bbi fu¨ggve´nyrendszer: h0 ≡ 1,
az N ∋ n = 2k + j (k ∈ N, j = 0, ..., 2k − 1) esetben pedig
hn(x) :=

√
2k (j/2k ≤ x < (2j + 1)/2k+1)
−
√
2k ((2j + 1)/2k+1 ≤ x < (j + 1)/2k)
0 (x ∈ [0, 1) \ [j/2k, (j + 1)/2k))
,
ill. legyen hn(1) := limx→1−0 hn(x). Ha f ∈ C[0, 1], fˆ(n) :=
∫ 1
0 fhn (n ∈ N), akkor a∑n
k=0 fˆ(k)hk (n ∈ N) Haar-Fourier-re´szleto¨sszegek egyenletesen konverga´lnak f -hez.
iii) A (hn) Haar-rendszer terme´szetesen nem Schauder-ba´zis (C[0, 1], ‖.‖∞)-ben, hiszen
hn /∈ C[0, 1] (1 ≤ n ∈ N).
iv) (J. Schauder (1927).) Tekintsu¨k az (sn) Schauder-rendszert, ahol s0 ≡ 1 e´s sn(x) :=
∫ x
0 hn
(x ∈ [0, 1], 1 ≤ n ∈ N). Vila´gos, hogy (sn) egyu´ttal Schauder-szeru˝ rendszer, azaz a 3.2.2.
Te´tel (ld. az i) megjegyze´st is) szerint (sn) Schauder-ba´zis (C[0, 1], ‖.‖∞)-ben.
v) Vila´gos, hogy ha egy (X, ‖.‖) norma´lt te´rben van ba´zis, akkor az illeto˝ te´r szepara´bilis.
Hosszu´ ideig megoldatlan volt az u´n. ba´zisproble´ma: igaz-e mindez ford´ıtva? A nemleges
va´laszt 1973-ban P. Enflo adta meg.
3.3. Ortogona´lis rendszerek, Fourier-sorok.
Tegyu¨k fel, hogy (X, ‖.‖) ≡ (X, 〈, 〉) e´s az (X, ‖.‖) te´r szepara´bilis. Ekkor a 3.2.1. Te´tel szerint
van olyan N := {0, ..., N} (valamilyen N ∈ N mellett) vagy N := N indexhalmaz e´s elemeknek
olyan ek ∈ X (k ∈ N ) rendszere, hogy (ek, k ∈ N ) za´rt rendszer. A Schmidt-fe´le ortogonaliza´cio´s
elja´ra´st alkalmazva (ek, k ∈ N )-re alkalmas αjk ∈ K (k ∈ N , j = 0, ..., k) egyu¨tthato´kkal az
fk :=
∑k
j=0 αjkej (k ∈ N ) elemek (fk, k ∈ N ) rendszere ortonorma´lt:
〈fk, fj〉 =
 0 (k 6= j)
1 (k = j)
(k, j ∈ N ).
Nyilva´nvalo´, hogy
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L({ek ∈ X : k ∈ N}) = L({fk ∈ X : k ∈ N}),
so˝t tetszo˝leges n ∈ N esete´n
L({ek ∈ X : k = 0, ..., n}) = L({fk ∈ X : k = 0, ..., n}).
Specia´lisan az (fk, k ∈ N ) rendszer is za´rt rendszer. Eze´rt a tova´bbiakban feltesszu¨k, hogy a za´rt
(ek, k ∈ N ) rendszer egyu´ttal ortonorma´lt rendszer: ONR.
Valamely x ∈ X e´s k, n ∈ N esete´n legyen xˆ(k) := 〈x, ek〉 az x elem k-adik Fourier-egyu¨tthato´ja,
Sn(x) :=
n∑
k=0
xˆ(k)ek
az n-edik Fourier-re´szleto¨sszege.
3.3.1. Lemma (Bessel). Tetszo˝leges x ∈ X, n ∈ N mellett igaz, hogy
‖x− Sn(x)‖ = min
{∥∥∥∥∥x−
n∑
k=0
αkek
∥∥∥∥∥ : α0, ..., αn ∈ K
}
=
√√√√‖x‖2 − n∑
k=0
|xˆ(k)|2.
Bizony´ıta´s. Egyszeru˝ sza´mola´ssal elleno˝rizheto˝, hogy ba´rmely α0, ..., αn ∈ K va´laszta´ssal
∥∥∥∥∥x−
n∑
k=0
αkek
∥∥∥∥∥
2
= ‖x− Sn(x)‖2 +
n∑
k=0
|αk − xˆ(k)|2,
amibo˝l a lemmabeli elso˝ egyenlo˝se´g ma´r nyilva´nvalo´.
A ma´sodik egyenlo˝se´ghez hasonlo´an jutunk:
‖x− Sn(x)‖2 = 〈x− Sn(x), x− Sn(x)〉 =
〈x, x〉+
n∑
k,j=0
〈xˆ(k)ek, xˆ(j)ej〉 −
n∑
k=0
〈x, xˆ(k)ek〉 −
n∑
k=0
〈xˆ(k)ek, x〉 =
‖x‖2 +
n∑
k,j=0
xˆ(k)xˆ(j)〈ek, ej〉 −
n∑
k=0
xˆ(k)xˆ(k)−
n∑
k=0
xˆ(k)xˆ(k) = ‖x‖2 −
n∑
k=0
|xˆ(k)|2.
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3.3.1. Megjegyze´sek.
i) Mivel 0 ≤ ‖x − Sn(x)‖2 = ‖x‖2 −
∑n
k=0 |xˆ(k)|2, eze´rt innen ro¨gto¨n ado´dik a Bessel-
egyenlo˝tlense´g:
n∑
k=0
|xˆ(k)|2 ≤ ‖x‖2 (x ∈ X, k ∈ N ).
Ha itt N = N, akkor n→∞ hata´ra´tmenet uta´n
∞∑
k=0
|xˆ(k)|2 ≤ ‖x‖2 (x ∈ X).
ii) Vila´gos, hogy a 3.3.1. Lemma bizony´ıta´sa´ban, ill. az elo˝zo˝ megjegyze´sben sehol sem hi-
vatkoztunk az (ek, k ∈ N ) rendszer za´rtsa´ga´ra, eze´rt mindezek tetszo˝leges ONR esete´n
igazak.
iii) Legyen n ∈ N e´s
δn := min
{∥∥∥∥∥x−
n∑
k=0
αkek
∥∥∥∥∥ : α0, ..., αn ∈ K
}
.
Ha az (ek, k ∈ N ) rendszer za´rt, akkor tetszo˝leges ε > 0 sza´mhoz van olyan M ∈ N e´s∑M
k=0 αkek linea´ris kombina´cio´, hogy ‖x −
∑M
k=0 αkek‖ < ε. Nyilva´nvalo´, hogy ba´rmely
n ∈ N , n ≥M esete´n
‖x− Sn(x)‖ = δn ≤ δM ≤
∥∥∥∥∥x−
M∑
k=0
αkek
∥∥∥∥∥ < ε.
Ha N := {0, ..., N} valamilyen N ∋ N -nel, akkor egyu´ttal
‖x− SN (x)‖ = δN ≤ δM < ε.
Mivel itt ε > 0 tetszo˝leges, eze´rt ‖x − SN (x)‖ = 0, ko¨vetkeze´ske´ppen x = SN (x). Ekkor
teha´t ba´rmely x ∈ X elemre x =∑Nk=0 xˆ(k)ek.
Ha viszont N = N, akkor az elo˝zo˝zekben kapott ‖x − Sn(x)‖ = δn < ε (N ∋ n ≥ M)
becsle´s e´ppen azt jelenti, hogy δn → 0 (n→∞). I´gy Sn(x)→ x (n→∞), azaz
x =
∞∑
k=0
xˆ(k)ek.
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3.3.1. Te´tel. Tegyu¨k fel, hogy az (X, 〈, 〉) euklideszi te´rben az ek ∈ X (k ∈ N ) ONR za´rt.
Ekkor (ek, k ∈ N ) ba´zis.
Bizony´ıta´s. A 3.3.1. iii) megjegyze´s alapja´n azt kell ma´r csak bela´tni, hogy ha valamely x ∈ X
esete´n x =
∑N
k=0 αˆkek (ha N = {0, ..., N} valamilyen N ∈ N esete´n) vagy x =
∑∞
k=0 xˆ(k)ek (ha
N =N), akkor αk = xˆ(k) (k ∈ N ).
Legyen ehhez n ∈ N , j = 0, ..., n. Ekkor
〈x−
n∑
k=0
αkek, ej〉 = xˆ(j)−
n∑
k=0
αk〈ek, ej〉 = xˆ(j)− αj .
Az N = {0, ..., N} esetben n = N -et ı´rva x −∑Nk=0 αkek = 0 miatt xˆ(j) − αj = 0, azaz xˆ(j) =
αj (j = 0, ..., N) ado´dik. Ha N = N, akkor a Cauchy-Bunyakovszkij-egyenlo˝tlense´get (ld. 1.2.)
felhaszna´lva
|xˆ(j)− αj | =
∣∣∣∣∣〈x−
n∑
k=0
αkek, ej〉
∣∣∣∣∣ ≤
∥∥∥∥∥x−
n∑
k=0
αkek
∥∥∥∥∥→ 0 (n→∞)
miatt xˆ(j)− αj = 0, azaz xˆ(j) = αj (j ∈ N).
3.3.2. Megjegyze´sek.
i) A 3.3. pont bevezeto˝je´ben mondottakra is utalva teha´t ba´rmely szepara´bilis euklideszi te´rben
van za´rt ONR, ami a 3.3.1. Te´tel szerint ba´zis.
ii) Ha (az eddigi jelo¨le´seket haszna´lva) az (ek, k ∈ N ) ONR ba´zis az (X, 〈, 〉) te´rben, akkor a
3.3.1. Bessel-azonossa´got alkalmazva n := N -re (ha N = {0, ..., N}), ill. n → ∞ hata´ra´t-
menet uta´n (ha N =N) kapjuk az u´n. Parseval-egyenlo˝se´get:
N∑
k=0
|xˆ(k)|2 = ‖x‖2, ill.
∞∑
k=0
|xˆ(k)|2 = ‖x‖2 (x ∈ X).
Az ∅ 6= Y ⊂ X halmazt (
”
rendszert”) teljes rendszernek nevezzu¨k, ha egye´rtelmu˝en van olyan
x ∈ X elem, hogy 〈x, y〉 = 0 (y ∈ Y ). Ha 〈x, y〉 = 0, akkor azt mondjuk, hogy x ortogona´lis
(mero˝leges) y-ra. Vila´gos, hogy minden (nem u¨res) Y esete´n 〈0, y〉 = 0 (y ∈ Y ), eze´rt ma´s szo´val:
Y akkor e´s csak akkor teljes rendszer, ha egyedu¨l a nulla elem ortogona´lis az Y halmaz minden
eleme´re.
3.3.2. Lemma. Tetszo˝leges (X, 〈, 〉) euklideszi te´rben ba´rmely (ek, k ∈ N ) za´rt ONR teljes
rendszer. Ha az (X, 〈, 〉) te´r Hilbert-te´r, akkor minden teljes ONR za´rt rendszer.
Bizony´ıta´s. Tegyu¨k fel elo˝szo¨r, hogy (ek, k ∈ N ) za´rt ONR. Ha x ∈ X e´s xˆ(k) = 〈x, ek〉 = 0
(k ∈ N ), akkor a 3.3.1. Te´tel miatt x = ∑Nk=0 xˆ(k)ek = 0 (ha N = {0, ..., N}), ill. x =∑∞
k=0 xˆ(k)ek = 0 (ha N = N). Teha´t (ek, k ∈ N ) teljes rendszer.
Most azt tegyu¨k fel, hogy (X, 〈, 〉) Hilbert-te´r e´s az (ek, k ∈ N ) ONR teljes rendszer. Ha N =
{0, ..., N}, akkor tetszo˝leges x ∈ X elemre legyen y := ∑Nk=0 xˆ(k)ek. Legyen tova´bba´ j = 0, ..., N,
ekkor
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〈x− y, ej〉 = xˆ(j)−
N∑
k=0
xˆ(k)〈ek, ej〉 = xˆ(j)− xˆ(j) = 0.
Az (ek, k ∈ N ) rendszer felte´telezett teljesse´ge miatt innen x − y = 0, azaz x = y ko¨vetkezik. Teha´t
ba´rmely x ∈ X elem elo˝a´ll´ıthato´ x =∑Nk=0 xˆ(k)ek alakban, ı´gy a rendszer valo´ban za´rt.
Legyen most N = N, x ∈ X e´s m,n ∈ N, n ≤ m. Ekkor
∥∥∥∥∥
m∑
k=n
xˆ(k)ek
∥∥∥∥∥
2
=
〈
m∑
k=n
xˆ(k)ek,
m∑
k=n
xˆ(k)ek
〉
=
m∑
k=n
|xˆ(k)|2.
A Bessel-egyenlo˝tlense´g (ld. 3.3.1. i) megjegyze´s) szerint
∑∞
k=0 |xˆ(k)|2 < +∞, eze´rt
m∑
k=n
|xˆ(k)|2 → 0 (n,m→∞).
I´gy ‖∑mk=n xˆ(k)ek‖ → 0 (n,m → ∞) is igaz. Az (X, 〈, 〉) te´r teljesse´ge miatt teha´t a ∑nk=0 xˆ(k)ek
(n ∈N) re´szleto¨sszegek konverga´lnak, legyen z :=∑∞k=0 xˆ(k)ek. Ha j ∈ N, akkor
〈x− z, ej〉 = xˆ(j)−
∞∑
k=0
xˆ(k)〈ek, ej〉 = xˆ(j)− xˆ(j) = 0.
Az (ek, k ∈ N) rendszer felte´telezett teljesse´ge miatt innen x − z = 0, azaz x = z ko¨vetkezik. Teha´t
ba´rmely x ∈ X elem elo˝a´ll´ıthato´ x =∑∞k=0 xˆ(k)ek alakban, azaz a rendszer valo´ban za´rt.
3.3.3. Megjegyze´sek.
i) A bizony´ıta´s ve´ge´n az ala´bbi egyszeru˝en bela´thato´ te´nyt haszna´ltuk fel: ha alkalmas xk ∈ X
elemekkel
∑∞
k=0 xk ∈ X, akkor tetszo˝leges y ∈ X elemre〈 ∞∑
k=0
xk, y
〉
=
∞∑
k=0
〈xk, y〉.
Ui. a Cauchy-Bunyakovszkij-egyenlo˝tlense´get (ld. 1.2.) alkalmazva
〈 ∞∑
k=0
xk, y
〉
=
〈
n−1∑
k=0
xk +
∞∑
k=n
xk, y
〉
=
n−1∑
k=0
〈xk, y〉+
〈 ∞∑
k=n
xk, y
〉
(n ∈ N)
e´s ‖∑∞k=n xk‖ → 0 (n→∞) alapja´n∣∣∣∣∣
〈 ∞∑
k=0
xk, y
〉
−
n−1∑
k=0
〈xk, y〉
∣∣∣∣∣ =
∣∣∣∣∣
〈 ∞∑
k=n
xk, y
〉∣∣∣∣∣ ≤
∥∥∥∥∥
∞∑
k=n
xk
∥∥∥∥∥ · ‖y‖ → 0 (n→∞).
I´gy valo´ban
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∞∑
k=0
〈xk, y〉 = lim
n→∞
n−1∑
k=0
〈xk, y〉 =
〈 ∞∑
k=0
xk, y
〉
.
ii) Az ortonorma´ltsa´g fogalma is kiterjesztheto˝ ba´rmilyen ∅ 6= Y ⊂ X
”
rendszerre”: Y ONR,
ha
〈y, z〉 =
 0 (y 6= z)
1 (y = z)
(y, z ∈ Y ).
Ugyanakkor igaz a ko¨vetkezo˝ a´ll´ıta´s: ba´rmely x ∈ X esete´n az
Y0 := {y ∈ Y : 〈x, y〉 6= 0}
halmaz legfeljebb megsza´mla´lhato´. Ehhez ui. nyilva´n elegendo˝ azt megmutatni, hogy
tetszo˝leges δ > 0 mellett
Yδ := {y ∈ Y : |〈x, y〉| ≥ δ}
legfeljebb ve´ges, hiszen Y0 =
⋃∞
n=1 Y1/n. Indirekt mo´don okoskodva legyen δ > 0 olyan,
hogy Yδ legala´bb megsza´mla´lhato´. Ekkor va´laszthatunk Yδ-ban egy en ∈ Yδ (n ∈ N)
ortonorma´lt rendszert. A Bessel-egyenlo˝tlense´g (ld. 3.3.1. i) megjegyze´s) szerint viszont
+∞ > ‖x‖2 ≥
∞∑
n=0
|〈x, en〉|2 ≥
∞∑
n=0
δ2 = +∞,
ami nyilva´n nem lehet.
iii) E´rdemes ku¨lo¨n is kiemelni a 3.3.2. Lemma bizony´ıta´sa´bo´l, hogy∥∥∥∥∥
m∑
k=n
xˆ(k)ek
∥∥∥∥∥→ 0 (n,m→∞).
Vila´gos, hogy itt csak a ko¨vetkezo˝t haszna´ltuk ki: en ∈ X (n ∈ N) ortonorma´lt rendszer
e´s
∑∞
n=0 |xˆ(n)|2 < +∞. Ma´s szo´val teha´t ba´rmely (xn) ONR e´s αn ∈ K (n ∈ N,∑∞
n=0 |αn|2 < +∞) egyu¨tthato´sorozat esete´n∥∥∥∥∥
m∑
k=n
αkek
∥∥∥∥∥→ 0 (n,m→∞),
azaz a
∑n
k=0 αkek (n ∈ N) re´szleto¨sszegek Cauchy-sorozatot alkotnak. Ha a szo´ban forgo´
(X, 〈, 〉) te´r Hilbert-te´r, akkor teha´t a (∑nk=0 αkek) sorozat konvergens. Specia´lisan, ekkor
tetszo˝leges x ∈ X elem ∑(xˆ(n)en) Fourier-sora konvergens.
iv) Nem nehe´z meggondolni, hogy a 3.3.2. Lemma akkor is igaz, ha az (ek, k ∈ N ) rendszer
nem ortonorma´lt.
Foglaljuk o¨ssze a 3.3. pontban mondottakat az ala´bbi te´telben.
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3.3.2. Te´tel (Riesz-Fischer). Legyen (X, 〈, 〉) szepara´bilis Hilbert-te´r, ek ∈ X (k ∈ N ) za´rt
ONR. Ekkor
• tetszo˝leges x ∈ X esete´n x =∑Nk=0 xˆ(k)ek (ha N = {0, ..., N}) vagy x =∑∞k=0 xˆ(k)ek (ha
N = N);
• minden X ∋ x-re ∑Nk=0 |xˆ(k)|2 = ‖x‖2 (ha N = {0, ..., N}) vagy ∑∞k=0 |xˆ(k)|2 = ‖x‖2 (ha
N = N);
• ba´rmely αk ∈ K (k = 0, ..., N), ill. βk ∈ K (k ∈ N,
∑∞
k=0 |βk|2 < +∞) esete´n
egye´rtelmu˝en van olyan x ∈ X elem, amelyre xˆ(k) = αk (k = 0, ..., N) (ha N = {0, ..., N})
vagy xˆ(k) = βk (k ∈ N) (ha N = N).
3.3.4. Megjegyze´sek.
i) A 3.3.2. Lemma alapja´n a Riesz-Fischer-te´telben za´rt rendszer helyett teljes rendszert is
felte´telezhetu¨nk.
ii) Legyen N = N e´s
ℓ2 :=
{
x = (xn) : N→ K :
∞∑
n=0
|xn|2 < +∞
}
,
‖x‖2 :=
√√√√ ∞∑
n=0
|xn|2 (x ∈ ℓ2).
Ezzel egy (ℓ2, ‖.‖2) Banach-teret definia´ltunk. Ha a skala´ris szorza´st a ko¨vetkezo˝ke´ppen
e´rtelmezzu¨k:
〈x, y〉2 :=
∞∑
n=0
xnyn (x, y ∈ ℓ2),
akkor (ℓ2, ‖.‖2) ≡ (ℓ2, 〈, 〉2) Hilbert-te´r. Tekintsu¨nk egy (en, n ∈ N) za´rt ONR-t X-ben,
ekkor ba´rmely x ∈ X esete´n
xˆ := (xˆ(n)) ∈ ℓ2, ‖xˆ‖2 = ‖x‖,
ill. tetszo˝leges α = (αn) ∈ ℓ2 sorozathoz egye´rtelmu˝en van olyan x ∈ X, amellyel α = xˆ.
Ko¨nnyu˝ meggondolni, hogy az
X ∋ x 7→ xˆ ∈ ℓ2
megfeleltete´s izomorfia is, azaz (X, 〈, 〉) izomorf e´s izometrikus (ℓ2, 〈, 〉2)-vel. Tova´bba´ igaz
az a´ltala´nos´ıtott Parseval-egyenlo˝se´g is: tetszo˝leges x, y ∈ X esete´n 〈x, y〉 = 〈xˆ, yˆ〉2, azaz
〈x, y〉 =
∞∑
n=0
xˆ(n)yˆ(n) (x, y ∈ X).
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4. Kompaktsa´g
4.1. A kompaktsa´g fogalma.
Adott (X, T ) topologikus te´r esete´n egy A ⊂ X halmaz ny´ılt lefede´se´n olyan Tγ ∈ T
(γ ∈ Γ) ny´ılt halmazokbo´l a´llo´ halmazrendszert e´rtu¨nk (jelo¨le´sben (Tγ , γ ∈ Γ) valamilyen ∅ 6= Γ
”
indexhalmazzal”), amelyre A ⊂ ⋃γ∈Γ Tγ teljesu¨l. Azt mondjuk, hogy ebbo˝l a lefede´sbo˝l kiva´laszthato´
ve´ges lefede´s, ha Γ-nak van olyan ve´ges Γ0 ⊂ Γ re´szhalmaza, hogy A ⊂
⋃
γ∈Γ0 Tγ igaz.
4.1.1. Lemma (Lindelo¨f). Tegyu¨k fel, hogy B ⊂ T topologikus ba´zis, legyen κ a B halmazrendszer
sza´mossa´ga. Ekkor tetszo˝leges A ⊂ X halmaz ba´rmely (Tγ , γ ∈ Γ) ny´ılt lefede´se esete´n van a Γ
halmaznak olyan Γ˜ ⊂ Γ re´szhalmaza, amelynek a sza´mossa´ga legfeljebb κ e´s A ⊂ ⋃
γ∈Γ˜ Tγ .
Bizony´ıta´s. Legyen ui. valamely A ⊂ X halmaz esete´n (Tγ , γ ∈ Γ) ny´ılt lefede´se A-nak. Ekkor
ba´rmely γ ∈ Γ indexre Tγ =
⋃
ν∈Γγ Bνγ , ahol Γγ 6= ∅ e´s Bνγ ∈ B (ν ∈ Γγ). Teha´t
A ⊂
⋃
γ∈Γ
⋃
ν∈Γγ
Bνγ .
Legyen
B0 := {Bνγ ∈ B : γ ∈ Γ, ν ∈ Γγ}.
Vila´gos, hogy B0 sza´mossa´ga legfeljebb κ. Minden B ∈ B0 halmazhoz legyen γB ∈ Γ egy olyan
index, amelyre B ⊂ TγB e´s Γ˜ az ı´gy definia´lt γB (B ∈ B0) indexek halmaza. Ekkor Γ˜ legfeljebb
κ-sza´mossa´gu´ e´s nyilva´n A ⊂ ⋃
γ∈Γ˜ Tγ .
4.1.1. Megjegyze´sek.
i) Legyen (X, T ) ≡ (X, ρ) e´s tegyu¨k fel, hogy (X, ρ) szepara´bilis. Ekkor a 4.1.1. Lemma,
ill. a 3.1.2. Te´tel alapja´n ba´rmely A ⊂ X halmaz tetszo˝leges (Tγ , γ ∈ Γ) ny´ılt lefede´se´bo˝l
kiva´laszthato´ egy legfeljebb megsza´mla´lhato´ lefede´s: van olyan legfeljebb megsza´mla´lhato´
Γ˜ ⊂ Γ, amellyel A ⊂ ⋃
γ∈Γ˜ Tγ .
ii) Az elo˝zo˝ megjegyze´s alkalmazhato´ a (Kn, ρp) terekre ba´rmely 0 < n ∈ N, 1 ≤ p ≤ +∞
esete´n (ld. 1.3., ill. 3.1.2. ii) megjegyze´s).
iii) Vila´gos, hogy minden ve´ges A ⊂ X halmaz kompakt. Ha a T topolo´gia ve´ges, akkor nyilva´n
ba´rmely A ⊂ X halmaz kompakt.
4.1.2. Lemma. Tegyu¨k fel, hogy A ⊂ X kompakt, B ⊂ A pedig za´rt re´szhalmaza A-nak. Ekkor
B kompakt.
Bizony´ıta´s. Legyen ui. (Tγ , γ ∈ Γ) ny´ılt lefede´se B-nek. Ekkor X \ B ∈ T miatt
(X \ B, Tγ , γ ∈ Γ)
nyilva´n ny´ılt lefede´se A-nak. Eze´rt ebbo˝l kiva´laszthato´ ve´ges lefede´s, azaz van olyan ve´ges Γ0 ⊂ Γ
re´szhalmaza Γ-nak, hogy
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A ⊂
 ⋃
γ∈Γ0
Tγ
⋃ (X \B) .
Mivel B
⋂
(X \B) = ∅, eze´rt nyilva´n igaz egyu´ttal az is, hogy B ⊂ ⋃γ∈Γ0 Tγ .
4.1.2. Megjegyze´s.
Egy kompakt halmaz nem felte´tlenu¨l za´rt. Tekintsu¨k ui. valamely a 6= b esete´n az
X := {a, b} halmazt e´s a T := {∅, X, {a}} topolo´gia´t (ld. 1.5.). Ekkor pl. az {a} hal-
maz kompakt, de nem za´rt, ui. X \ {a} = {b} /∈ T .
4.1.3. Lemma. Ha az (X, T ) te´r T2-te´r, akkor tetszo˝leges A ⊂ X kompakt halmaz za´rt.
Bizony´ıta´s. Indirekt mo´don tegyu¨k fel ui., hogy valamilyen A ⊂ X kompakt halmazra A 6= A
e´s legyen x ∈ A \A. Ekkor ba´rmely a ∈ A esete´n a T2-tulajdonsa´g (ld. 2.1.) miatt vannak olyan (fel-
teheto˝, hogy ny´ılt) K(a), K(a)(x) ko¨rnyezetek, amelyek diszjunktak. Mivel A ⊂ ⋃a∈AK(a) nyilva´n
igaz, eze´rt (K(a), a ∈ A) ny´ılt lefede´se A-nak. Teha´t van olyan ve´ges A0 ⊂ A re´szhalmaz, amellyel
A ⊂ ⋃a∈A0 K(a). Ha
K(x) :=
⋂
a∈A0
K(a)(x),
akkor K(x) is ko¨rnyezete x-nek e´s nyilva´n K(x)
⋂
K(a) = ∅ (a ∈ A0). Ko¨vetkeze´ske´ppen
A ∩K(x) ⊂
⋃
a∈A0
(K(a) ∩K(x)) = ∅
miatt A
⋂
K(x) = ∅, ami ellentmond annak, hogy x ∈ A, azaz annak (ld. 1.5.1. A´ll´ıta´s), hogy x
e´rintkeze´si pontja A-nak.
4.1.4. Lemma. Tegyu¨k fel, hogy az A ⊂ X halmaz kompakt. Ekkor ba´rmely B ⊂ A ve´gtelen
halmaznak van A-beli torlo´da´si pontja.
Bizony´ıta´s. Az a´ll´ıta´ssal ellente´tben tegyu¨k fel, hogy valamely kompakt A ⊂ X halmaz e´s
ve´gtelen B ⊂ A re´szhalmaz esete´n A⋂B′ = ∅. Teha´t ba´rmely a ∈ A esete´n a /∈ B′, azaz van olyan
K(a) ko¨rnyezet, hogy
(K(a) \ {a}) ∩B = ∅.
Nyilva´n felteheto˝, hogy az itt szereplo˝ K(a) ko¨rnyezetek valamennyien ny´ıltak. Vila´gos tova´bba´, hogy
(K(a), a ∈ A) ny´ılt lefede´se A-nak, ı´gy A kompaktsa´ga miatt egy alkalmas ve´ges A0 ⊂ A halmazzal
A ⊂ ⋃a∈A0 K(a). Egyu´ttal persze
B = B ∩A =
⋃
a∈A0
(K(a) ∩B).
Mivel K(a)
⋂
B (a ∈ A0) legfeljebb ve´ges (ti. K(a) ∩ B = ∅ vagy K(a) ∩ B = {a}), eze´rt innen B
ve´gesse´ge ko¨vetkezne, szemben a felte´teleze´ssel.
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4.2. Kompaktsa´g metrikus terekben.
A tova´bbiakban tegyu¨k fel, hogy (X, T ) ≡ (X, ρ). Nevezzu¨nk egy A ⊂ X halmazt korla´tosnak, ha
van olyan z ∈ X elem e´s K(z) ko¨rnyezet, hogy A ⊂ K(z). Ko¨nnyu˝ meggondolni, hogy ez ekvivalens
az ala´bbiakkal: az A halmaz akkor e´s csak akkor korla´tos, ha lefedheto˝ ve´ges sok ko¨rnyezettel.
4.2.1. Lemma. Tegyu¨k fel, hogy A ⊂ X kompakt. Ekkor A korla´tos e´s za´rt.
Bizony´ıta´s. A 4.1.3. Lemma miatt elegendo˝ ma´r csak a korla´tossa´gra vonatkozo´ a´ll´ıta´st bela´tni.
Mivel (K1(a), a ∈ A) nyilva´n ny´ılt lefede´se A-nak, eze´rt egy alkalmas ve´ges A0 ⊂ A halmazzal
A ⊂ ⋃a∈A0 K1(a), azaz A korla´tos.
4.2.1. Megjegyze´s.
Az elo˝zo˝ lemmabeli a´ll´ıta´s nem megford´ıthato´. Legyen ui. (ld. 3.3.4. ii) megjegyze´s)
(X, ρ) ≡ (ℓ2, ‖.‖2), azaz
X :=
{
x = (xn) : N→ K :
∞∑
n=0
|xn|2 < +∞
}
,
ρ(x, y) :=
√√√√ ∞∑
n=0
|xn − yn|2 (x, y ∈ X).
Ha Y := {(δnk) ∈ X : n ∈ N} (ahol δnk a jo´l ismert Kronecker-szimbo´lum), akkor Y nyilva´n
korla´tos, ve´gtelen halmaz. Tova´bba´ ba´rmely x, y ∈ Y, x 6= y esete´n ρ(x, y) = √2, eze´rt
Y ′ = ∅, azaz Y za´rt is. Mivel az elo˝bbi x 6= y ∈ Y elemekre
K√2/2(x) ∩K√2/2(y) = ∅,
eze´rt az Y -t nyilva´n lefedo˝ K√2/2(z) (z ∈ Y ) ny´ılt halmazok ko¨zu¨l nem va´laszthato´ ki
ve´ges sok Y -t lefedo˝ halmaz. I´gy Y nem kompakt.
Metrikus terekben kompakt halmazokra vonatkozo´an a korla´tossa´gna´l ero˝sebb tulajdonsa´g is
igaz. Legyen ui. A ⊂ X kompakt e´s egy tetszo˝leges ε > 0 sza´m mellett tekintsu¨k az A halmaz ala´bbi
ny´ılt lefede´se´t:
A ⊂
⋃
x∈X
Kε(x).
Ekkor az A kompaktsa´ga miatt van olyan ve´ges X0 ⊂ X halmaz, amellyel
A ⊂
⋃
x∈X0
Kε(x).
Ko¨vetkeze´ske´ppen A lefedheto˝ ve´ges sok ε-sugaru´ go¨mbbel.
Ez uto´bbi tulajdonsa´got mintegy
”
kiemelve” nevezzu¨k az Y ⊂ X halmazt teljesen korla´tosnak,
ha tetszo˝leges ε > 0 esete´n van olyan ve´ges X0 ⊂ X halmaz, hogy Y ⊂
⋃
x∈X0 Kε(x). Azt mondjuk,
hogy az (X, ρ) metrikus te´r teljesen korla´tos, ha X teljesen korla´tos.
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4.2.2. Megjegyze´sek.
i) A teljesen korla´tossa´g teha´t szu¨kse´ges felte´tele a kompaktsa´gnak.
ii) Vila´gos, hogy minden teljesen korla´tos halmaz egyu´ttal korla´tos is. A 4.2.1. megjegyze´sbeli
pe´lda mutatja, hogy ez ford´ıtva nem igaz.
iii) Ko¨nnyu˝ bela´tni, hogy ba´rmely A ⊂ X esete´n A akkor e´s csak akkor teljesen korla´tos, ha A
is az.
iv) Egyszeru˝en ado´dik az is, hogy a (Kn, ρp) (0 < n ∈ N, 1 ≤ p ≤ +∞) te´rben (ld. 1.4.) a
korla´tossa´g e´s a teljesen korla´tossa´g fogalma ugyanazt jelenti.
4.2.1. Te´tel. Az ∅ 6= Y ⊂ X halmaz akkor e´s csak akkor teljesen korla´tos, ha tetszo˝leges xn ∈ Y
(n ∈ N) sorozatnak van olyan (xνn) re´szsorozata, amely Cauchy-tulajdonsa´gu´.
Bizony´ıta´s. La´ssuk be elo˝szo¨r a te´telben jelzett tulajdonsa´g ele´gse´gesse´ge´t. Tegyu¨k fel teha´t,
hogy ba´rmely xn ∈ Y (n ∈ N) sorozatbo´l kiva´laszthatunk egy Cauchy-tulajdonsa´gu´ re´szsorozatot.
Indirekt gondolkodva tegyu¨k fel tova´bba´, hogy Y nem teljesen korla´tos, azaz valamilyen ε > 0 esete´n
Y nem fedheto˝ le ve´ges sok ε-sugaru´ ko¨rnyezettel. Legyen x0 ∈ A. Ekkor Y nem lehet re´szhalmaza
Kε(x0)-nak, azaz A\Kε(x0) 6= ∅. Ha x1 ∈ A\Kε(x0), akkor ρ(x0, x1) ≥ ε.Mivel Y aKε(x0)
⋃
Kε(x1)
halmaznak sem lehet re´szhalmaza, eze´rt van olyan x2 ∈ Y elem is, amelyre ρ(x0, x2) ≥ ε, ρ(x1, x2) ≥ ε.
Teljes indukcio´val ı´gy kapunk egy olyan xn ∈ Y (n ∈N) sorozatot, amelyre
ρ(xn, xm) ≥ ε (n,m ∈ N, n 6= m)
igaz. Ekkor ba´rmely (νn) indexsorozattal is fenna´ll, hogy ρ(xνn, xνm) ≥ ε (n,m ∈ N, n 6= m).
Ko¨vetkeze´ske´ppen (xνn) egyetlen (νn) indexsorozatra sem Cauchy-sorozat, szemben a kiindulo´
felte´telu¨nkkel.
Most a te´tel szu¨kse´gesse´ge´hez azt tegyu¨k fel, hogy Y teljesen korla´tos e´s xn ∈ Y (n ∈ N). Azt
kell bela´tnunk, hogy alkalmas (νn) indexsorozattal (xνn) Cauchy-sorozat. Mivel ez trivia´lis akkor, ha
valamilyen N ∈ N esete´n ve´gtelen sok N ∋ m-re xm = xN , eze´rt mindja´rt feltehetju¨k azt is, hogy
xn 6= xm (n,m ∈ N, n 6= m). Ekkor egyu´ttal az x := (xn) sorozat Rx e´rte´kke´szlete ve´gtelen halmaz.
Tekintsu¨k az Y halmaz Y ⊂ ⋃y∈X0 K1(y) lefede´se´t, ahol X0 ⊂ X ve´ges halmaz. Mivel
Rx ⊂
⋃
y∈X0
(K1(y) ∩Rx),
eze´rt alkalmas y0 ∈ X elemmel K1(y0) ∩ Rx ve´gtelen halmaz. Van teha´t olyan ν(0) indexsorozat,
amelyre
Rx◦ν(0) ⊂ K1(y0).
Hasonlo´an, ve´ve az Y halmaz Y ⊂ ⋃y∈X1 K1/2(y) lefede´se´t valamilyen X1 ⊂ X ve´ges halmazzal,
kapunk olyan y1 ∈ X elemet e´s olyan ν(1) indexsorozatot, amelyekkel
Rx◦ν(0)◦ν(1) ⊂ K1/2(y1).
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Az elja´ra´st teljes indukcio´val folytatva konstrua´lhatunk minden n ∈ N esete´n olyan yn ∈ X elemet
e´s olyan ν(n) indexsorozatot, amelyekkel
Rx◦ν(0)◦...◦ν(n) ⊂ K1/2n (yn) (n ∈ N).
Legyen n ∈ N e´s νn := ν(0) ◦ . . . ◦ ν(n)(n). Ko¨nnyu˝ meggondolni, hogy ν := (νn) indexsorozat.
Tova´bba´ ba´rmely n,m ∈ N, n < m esete´n
xνm = x ◦ ν(0) ◦ . . . ◦ ν(n) ◦ ν(n+1) ◦ . . . ◦ ν(m)(m),
azaz xνm ∈ Rx◦ν(0)◦...◦ν(n) , ı´gy
xνm ∈ K1/2n (yn).
Eze´rt
ρ(xνn , xνm) ≤ ρ(xνn , yn) + ρ(yn, xνm) <
1
2n
+
1
2n
=
1
2n−1
→ 0 (n→∞),
teha´t x ◦ ν Cauchy-sorozat.
4.2.3. Megjegyze´sek.
i) Ha teha´t az (X, ρ) te´r teljes, akkor ∅ 6= A ⊂ X teljesen korla´tossa´ga azzal ekvivalens, hogy
ba´rmely A-beli sorozatnak van konvergens re´szsorozata.
ii) Ha az elo˝bbi megjegyze´sben A me´g za´rt is, akkor a teljesen korla´tossa´ga azt jelenti, hogy
tetszo˝leges A-beli sorozatnak van olyan konvergens re´szsorozata, amelynek a hata´re´rte´ke
A-ban van.
iii) Specia´lisan, ha (X, ρ) teljes, az ∅ 6= A ⊂ X halmaz pedig kompakt, akkor (le´ve´n A teljesen
korla´tos e´s za´rt) minden A-beli sorozatnak van olyan konvergens re´szsorozata, amelynek a
hata´re´rte´ke A-ban van.
Megmutatjuk, hogy az elo˝bbi iii) megjegyze´s ve´gko¨vetkeztete´se szempontja´bo´l a te´r teljesse´ge
nem le´nyeges, so˝t igaz a
4.2.2. Te´tel. Legyen (X, ρ) tetszo˝leges metrikus te´r, ∅ 6= A ⊂ X. Ekkor A kompaktsa´ga´nak
szu¨kse´ges e´s ele´gse´ges felte´tele az, hogy ba´rmely A-beli sorozatnak legyen olyan konvergens
re´szsorozata, amelynek a hata´re´rte´ke A-ban van.
Bizony´ıta´s. Tegyu¨k fel elo˝szo¨r, hogy a szo´ban forgo´ halmaz kompakt e´s legyen xn ∈ A (n ∈N)
tetszo˝leges. Ha az R(xn) e´rte´kke´szlethalmaz ve´ges, akkor van az (xn) sorozatnak olyan re´szsorozata,
amely konstans sorozat, ko¨vetkeze´ske´ppen konvergens e´s a hata´re´rte´ke A-ban van.
Felteheto˝ teha´t, hogy R(xn) nem ve´ges. Ekkor a 4.1.4. Lemma miatt van az R(xn) halmaznak
A-beli torlo´da´si pontja: a ∈ R′(xn)
⋂
A. Teha´t ba´rmely n ∈ N esete´n le´tezik olyan xνn ∈ A, hogy
ρ(xνn , a) < 1/(n + 1). Nyilva´n feltehetju¨k, hogy νn < νn+1 (n ∈ N), azaz, hogy (νn) indexsorozat.
Vila´gos, hogy lim(xνn) = a ∈ A.
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Most azt tegyu¨k fel, hogy ba´rmely A-beli sorozatnak van olyan konvergens re´szsorozata, amelynek
a hata´re´rte´ke A-ban van e´s legyen A ⊂ ⋃γ∈Γ Tγ az A halmaz egy ny´ılt lefede´se. Mutassuk meg elo˝szo¨r,
hogy
alkalmas r > 0 sza´mmal minden a ∈ A elemhez van olyan γ ∈ Γ, hogy Kr(a) ⊂ Tγ .
Ha ui. ez nem lenne igaz, akkor ba´rmely n ∈ N esete´n valamilyen A ∋ xn-re a K1/(n+1)(xn)
ko¨rnyezet egyetlen Tγ halmaznak sem lenne re´szhalmaza. Legyen (νn) olyan indexsorozat, amellyel
(xνn) konvergens e´s a := lim(xνn) ∈ A. Mivel A ⊂
⋃
γ∈Γ Tγ , eze´rt valamilyen γ ∈ Γ mellett a ∈ Tγ . A
Tγ halmaz ny´ıltsa´ga miatt viszont le´tezik olyan σ > 0, hogy Kσ(a) ⊂ Tγ .
La´ssuk be, hogy alkalmas n ∈ N indexre K1/(νn+1)(xνn) ⊂ Kσ(a). Legyen ehhez n ∈ N egyelo˝re
tetszo˝leges, t ∈ K1/(νn+1)(xνn). Ekkor
ρ(t, a) ≤ ρ(t, xνn) + ρ(xνn , a) <
1
νn + 1
+ ρ(xνn , a).
Mivel 1νn + 1
+ ρ(xνn, a) → 0 (n → ∞), eze´rt valamilyen n ∈ N esete´n 1νn + 1 + ρ(xνn, a) < σ,
azaz ekkor ρ(t, a) < σ. I´gy valo´ban K1/(νn+1)(xνn) ⊂ Kσ(a). Ko¨vetkeze´ske´ppen K1/(νn+1)(xνn) ⊂ Tγ ,
szemben az (xn) sorozatra vonatkozo´ felte´teleze´ssel.
A most bela´tott e´szreve´telt szem elo˝tt tartva tegyu¨k fel indirekt mo´don, hogy az A ⊂ ⋃γ∈Γ Tγ
ny´ılt lefede´sbo˝l nem va´laszthato´ ki ve´ges lefede´s. Ha x0 ∈ A tetszo˝leges, akkor az A halmaz nem lehet
re´szhalmaza Kr(x0)-nak, ku¨lo¨nben az elo˝bb bela´tott e´szreve´tel alapja´n lenne olyan γ ∈ Γ, amellyel
A ⊂ Tγ . Le´tezik eze´rt A-nak olyan x1 pontja, amely nem eleme Kr(x0)-nak: ρ(x0, x1) ≥ r. Viszont
ugyanilyen okokna´l fogva A ⊂ Kr(x0)
⋃
Kr(x1) sem teljesu¨lhet, azaz alkalmas x2 ∈ A esete´n
ρ(x0, x2) ≥ r, ρ(x1, x2) ≥ r.
Teljes indukcio´val ı´gy eljutunk egy olyan xn ∈ A (n ∈ N) sorozathoz, amelyre
ρ(xn, xm) ≥ r (n,m ∈ N, n 6= m)
igaz. A 4.2.1. Te´tel bizony´ıta´sa´nak az eleje´n mondottaknak megfelelo˝en teha´t az (xn) sorozatnak
nincs olyan re´szsorozata, amely Cauchy-sorozat lenne. Eze´rt konvergens re´szsorozata sincs (xn)-nek,
ami ellentmond a felte´teleze´su¨nknek.
4.2.2. Lemma. Tegyu¨k fel, hogy az A ⊂ X halmaz minden ve´gtelen re´szhalmaza´nak van A-beli
torlo´da´si pontja. Ekkor A kompakt.
Bizony´ıta´s. A 4.2.2. Te´tel alapja´n elegendo˝ azt bela´tnunk, hogy ba´rmely xn ∈ A (n ∈ N)
sorozatnak van A-ban konvergens re´szsorozata. Ezt viszont a 4.2.2. Te´tel bizony´ıta´sa´nak az eleje´n
ma´r valo´ja´ban megmutattuk.
Foglaljuk o¨ssze egyetlen a´ll´ıta´sban a metrikus terekbeli kompaktsa´ggal kapcsolatban eddig mon-
dottakat.
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4.2.3. Te´tel. Legyen (X, ρ) tetszo˝leges metrikus te´r, ∅ 6= A ⊂ X. Ekkor az ala´bbi kijelente´sek
egyma´ssal ekvivalensek:
• az A halmaz kompakt;
• az A halmaz minden ve´gtelen re´szhalmaza´nak van A-beli torlo´da´si pontja;
• tetszo˝leges A-beli sorozatnak van A-ban konvergens re´szsorozata.
Ha az (X, ρ) te´r teljes, akkor az eddig mondottak ekvivalensek a ko¨vetkezo˝vel:
• az A halmaz teljesen korla´tos e´s za´rt.
4.2.4. Megjegyze´sek.
i) Ha az (X, ρ) metrikus te´rben X kompakt (nevezzu¨k ekkor maga´t a teret kompakt metrikus
te´rnek), akkor a szo´ban forgo´ te´r teljes. Ui. (ld. 4.2.2. Te´tel) ba´rmely (xn) Cauchy-
sorozatnak van konvergens re´szsorozata, amibo˝l (xn) konvergens volta ma´r ko¨vetkezik (ld.
2.2.1. Te´tel bizony´ıta´sa).
ii) Ba´rmely kompakt (X, ρ) metrikus te´r szepara´bilis. Ui. (ld. 4.2.2. i) megjegyze´s) tetszo˝leges
n ∈ N esete´n van olyan ve´ges Xn ⊂ X halmaz, hogy
X =
⋃
x∈Xn
K1/(n+1)(x).
Az Y :=
⋃∞
n=0Xn (legfeljebb megsza´mla´lhato´) halmazro´l viszont nem nehe´z bela´tni, hogy
mindenu¨tt su˝ru˝.
iii) Fogalmazzuk meg a 4.2.3. Te´telt arra az esetre, amikor A = X. Ekkor
az (X, ρ) te´r kompaktsa´ga ekvivalens az ala´bbi kijelente´sek ba´rmelyike´vel:
• tetszo˝leges Y ⊂ X ve´gtelen halmaznak van torlo´da´si pontja;
• ba´rmely sorozatnak van konvergens re´szsorozata;
• (X, ρ) teljes e´s teljesen korla´tos.
4.3. Kompaktsa´g norma´lt terekben.
Tegyu¨k fel a tova´bbiakban, hogy (X, ρ) ≡ (X, ‖.‖). Ha (X, ‖.‖) ve´ges dimenzio´s, akkor a 3.2.2.
Te´tel alapja´n X-en ba´rmely ke´t norma ekvivalens. Specia´lisan (ld. 3.2.) ‖.‖ ∼ ‖.‖∞. Ha teha´t
valamilyen 0 < n ∈ N esete´n e1, ..., en ba´zis (X, ‖.‖)-ben, akkor (X, ‖.‖) topologiailag azonos´ıthato´ a
(Kn, ‖.‖∞) te´rrel. Mivel az uto´bbi te´rben a kompaktsa´g ekvivalens a korla´tossa´g+za´rtsa´ggal, eze´rt
igaz a
4.3.1. Te´tel. Tegyu¨k fel, hogy (X, ‖.‖) ve´ges dimenzio´s. Ekkor egy A ⊂ X halmaz kompaktsa´ga
ekvivalens azzal, hogy A korla´tos e´s za´rt.
La´ttuk (ld. 4.2.1. megjegyze´s), hogy ebben az a´ll´ıta´sban a dimenzio´ra vonatkozo´ felte´tel
a´ltala´ban nem hagyhato´ el. A ko¨vetkezo˝ te´telben megmutatjuk, hogy enne´l ero˝sebb a viszony a
kompaktsa´g e´s a dimenzio´ ko¨zo¨tt.
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4.3.2. Te´tel (Riesz). Ha az (X, ‖.‖) te´r nem ve´ges dimenzio´s, akkor le´tezik olyan A ⊂ X
halmaz, amely korla´tos e´s za´rt, de nem kompakt.
A bizony´ıta´shoz szu¨kse´gu¨nk lesz az ala´bbi lemma´ra.
4.3.1. Lemma (Riesz). Ba´rmely (X, ‖.‖) norma´lt te´r, L ⊂ X valo´di za´rt alte´r e´s 0 < ε < 1
esete´n van olyan x ∈ X, amelyre ‖x‖ = 1 e´s ρ(x, L) := inf{‖x− a‖ : a ∈ L} > 1− ε.
Bizony´ıta´s. Legyen z ∈ X \ L, ekkor ρ(z, L) > 0. Ku¨lo¨nben lenne olyan (an) : N→ L sorozat,
amelyre ‖x− an‖ < 1n+ 1 (n ∈ N) teljesu¨l. Ekkor viszont lim(an) = x, amibo˝l az L za´rtsa´ga miatt
x ∈ L ko¨vetkezne, ami nem igaz.
Az infimum defin´ıcio´ja miatt ba´rmely δ > 0 mellett van olyan lδ ∈ L, amelyre ‖z−lδ‖ < ρ(z, L)+δ.
Mivel z /∈ L, eze´rt ‖z − lδ‖ > 0. Tekintsu¨k az xδ := z − lδ‖z − lδ‖ elemet, ekkor ‖xδ‖ = 1 e´s tetszo˝leges
l ∈ L mellett
‖xδ − l‖ =
∥∥∥∥z − lδ − ‖z − lδ‖l‖z − lδ‖
∥∥∥∥ = 1‖z − lδ‖‖z − (lδ + ‖z − lδ‖l) ‖ ≥ ρ(z, L)‖z − lδ‖ ,
hiszen L alte´r volta miatt lδ + ‖z − lδ‖l ∈ L. Teha´t
‖xδ − l‖ ≥ ρ(z, L)
ρ(z, L) + δ
> 1− ε,
hacsak δ <
ρ(z, L)ε
1− ε . Innen
ρ(xδ, L) ≥ ρ(z, L)
ρ(z, L) + δ
> 1− ε
ado´dik, ı´gy ezzel a δ-val x := xδ megfelelo˝.
A 4.3.2. Te´tel bizony´ıta´sa. Legyen e0 ∈ X, ‖e0‖ = 1. A felte´tel szerint X 6= L({e0}).
Mivel L({e0}) ve´ges dimenzio´s, ı´gy za´rt altere X-nek, azaz a Riesz-lemma miatt egy alkalmas
e1 ∈ X, ‖e1‖ = 1 elemre ρ(e1,L({e0})) > 1/2. De X 6= L({e0, e1}), eze´rt megint csak a Riesz-lemma
alapja´n egy e2 ∈ X, ‖e2‖ = 1 elemmel ρ(e2,L({e0, e1})) > 1/2. Az elja´ra´st folytatva kapunk egy
e := (es) : N→ X, ‖es‖ = 1 (s ∈ N) sorozatot, amelyre
ρ(ek+1,L({e0, ..., ek}) > 1/2 (k ∈ N)
igaz. Teha´t to¨bbek ko¨zo¨tt az is teljesu¨l, hogy ‖ek − ej‖ > 1/2 (j, k ∈ N, j 6= k). Ez azt is jelenti,
hogy e-bo˝l nem va´laszthato´ ki olyan re´szsorozat, amely Cauchy-tulajdonsa´gu´, eze´rt e-nek konvergens
re´szsorozata sincs. Ugyanakkor az A := {ek ∈ X : k ∈ N} halmaz nyilva´n korla´tos e´s za´rt (hiszen
ba´rmely a, b ∈ A, a 6= b esete´n ‖a− b‖ > 1/2 miatt A-nak nincs torlo´da´si pontja). Az e-ro˝l mondottak
miatt viszont a 4.2.3. Te´tel alapja´n az A halmaz nem kompakt.
Legyen a, b ∈ R, a < b e´s tekintsu¨k a (C[a, b], ‖ · ‖∞) Banach-teret (ld. 1.3.). Mit jelent az,
hogy ebben a te´rben egy ∅ 6= F ⊂ C[a, b] fu¨ggve´nyhalmaz kompakt? Tudjuk (ld. 4.2.3. Te´tel), hogy
mindez ekvivalens azzal, hogy az F halmaz za´rt e´s teljesen korla´tos.
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Tegyu¨k fel a tova´bbiakban, hogy F za´rt, ekkor F akkor e´s csak akkor kompakt, ha F telje-
sen korla´tos. Teha´t egyre´szt F korla´tos, azaz van olyan K > 0, hogy ba´rmely f ∈ F fu¨ggve´nyre
‖f‖∞ < K. Ez uto´bbi ma´s szo´val azt jelenti, hogy alkalmas K > 0 sza´mmal minden f ∈ F , x ∈ [a, b]
esete´n
(1) |f(x)| < K.
Az (1) felte´tel teljesu¨le´sekor ro¨viden azt fogjuk mondani, hogy az F elemei egyenletesen korla´tosak.
Az F teljesen korla´tos volta miatt ma´sre´szt minden ε > 0 esete´n van olyan ve´ges F0 ⊂ C[a, b]
halmaz, hogy tetszo˝leges f ∈ F fu¨ggve´nyhez megadhato´ egy f0 ∈ F0, amellyel
‖f − f0‖∞ < ε.
Mivel minden F0-beli fu¨ggve´ny egyenletesen folytonos, eze´rt ba´rmely g ∈ F0 fu¨ggve´nyre egy alkalmas
0 < δg-vel teljesu¨l a ko¨vetkezo˝ egyenlo˝tlense´g:
|g(x)− g(t)| < ε (x, t ∈ [a, b], |x− t| < δg).
Ha δ := min {δg : g ∈ F0}, akkor tetszo˝leges f ∈ F , x, t ∈ [a, b] e´s |x− t| < δ mellett a fenti f0-val
|f(x)− f(t)| ≤ |f(x)− f0(x)|+ |f0(x)− f0(t)|+ |f0(t)− f(t)| ≤
2‖f − f0‖∞ + |f0(x)− f0(t)| < 3ε,
hiszen |x− t| < δ ≤ δf0 , azaz |f0(x)− f0(t)| < ε.
O¨sszefoglalva azt kaptuk, hogy aka´rmilyen σ > 0 esete´n van olyan δ > 0, hogy minden F ∋ f -re
(2) |f(x)− f(t)| < σ (x, t ∈ [a, b], |x− t| < δ).
Azt mondjuk, hogy az F halmaz elemei egyenlo˝ me´rte´kben egyenletesen folytonosak, ha (2) igaz.
4.3.3. Te´tel (Arzela`). A za´rt ∅ 6= F ⊂ C[a, b] halmaz akkor e´s csak akkor kompakt, ha az F
elemei egyenletesen korla´tosak e´s egyenlo˝ me´rte´kben egyenletesen folytonosak.
Bizony´ıta´s. A szu¨kse´gesse´get a te´tel kimonda´sa elo˝tt ma´r bela´ttuk.
Tegyu¨k most fel, hogy a szo´ban forgo´ za´rt F halmazra (1) e´s (2) igaz. Legyen σ > 0 e´s K > 0
az (1)-nek, δ > 0 pedig a (2)-nek eleget tevo˝ egy-egy sza´m. Va´lasszuk az n,m ∈ N pozit´ıv sza´mokat
u´gy, hogy b− an < δ e´s 2Km < σ teljesu¨ljo¨n, ill. vezessu¨k be a ko¨vetkezo˝ jelo¨le´seket:
xk := a+ k · b− a
n
(k = 0, ..., n) , yj := −K + j · 2K
m
(j = 0, ...,m).
Jelentse tova´bba´ L ⊂ C[a, b] az o¨sszes olyan L to¨ro¨ttvonal (linea´ris spline) a´ltal meghata´rozott hal-
mazt, amelynek a to¨re´spontjai (legfeljebb) az xk (k = 0, ..., n) pontok e´s ba´rmely k = 0, ..., n esete´n
valamilyen j = 0, ...,m indexre
4. Kompaktsa´g 51
L(xk) = yj .
Vila´gos, hogy L ve´ges halmaz.
Ha f ∈ F , akkor minden k = 0, ..., n indexhez egye´rtelmu˝en van olyan jk = 0, ...,m− 1, amellyel
yjk ≤ f(xk) < yjk+1.
Legyen L ∈ L olyan, hogy L(xk) := yjk (k = 0, ..., n). Ekkor tetszo˝leges k = 0, ..., n − 1 e´s
x ∈ [xk, xk+1] esete´n
|f(x)− L(x)| ≤ |f(x)− f(xk)|+ |f(xk)− yjk |+ |L(xk)− L(x)| ≤
|f(x)− f(xk)|+ |f(xk)− yjk |+ |L(xk)− L(xk+1)| ≤ |f(x)− f(xk)|+ |f(xk)− yjk |+
|L(xk)− f(xk)|+ |f(xk)− f(xk+1)|+ |f(xk+1)− L(xk+1)| =
|f(x)− f(xk)|+ 2|f(xk)− yjk |+ |f(xk)− f(xk+1)|+ |f(xk+1)− yjk+1 | ≤ 5σ,
hiszen |x− xk|, |xk − xk+1| < δ, |f(xk)− yjk |, |f(xk+1)− yjk+1 | < σ.
Azt la´ttuk teha´t be, hogy ha ε > 0 e´s f ∈ F , akkor (az elo˝bbiekben a 0 < σ < ε/5 va´laszta´ssal)
alkalmas L ∈ L fu¨ggve´nnyel ‖f − L‖∞ < ε. Ez e´ppen azt jelenti, hogy F teljesen korla´tos.
4.3.1. Megjegyze´sek.
i) Nyilva´n ba´rmely ve´ges ∅ 6= F ⊂ C[a, b] halmaz elemei egyenlo˝ me´rte´kben egyenletesen
folytonosak.
ii) Legyen 0 < n ∈ N,
fn(x) :=

2nx (0 ≤ x ≤ 12n )
2n
(
1
n − x
) (
1
2n ≤ x ≤ 1n
)
0
(
1
n < x ≤ 1
)
e´s F := {fn ∈ C[0, 1] : 0 < n ∈ N}. Ekkor F -re (2) nem a´ll fenn, azaz van olyan σ > 0,
hogy minden δ > 0 mellett egy-egy megfelelo˝ 0 < n ∈ N e´s x, t ∈ [0, 1], |x− t| < δ esete´n
|fn(x)− f(t)| ≥ σ.
Ugyanis
fn(1/(2n))− fn(0)| = 1 =: σ (0 < n ∈N),
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de ba´rmely δ > 0 esete´n 1/(2n)→ 0 (n→∞) miatt alkalmasN ∋ n-re a t := 0, x := 1/(2n)
va´laszta´ssal |x− t| < δ.
iii) Valamely f ∈ C[a, b], δ > 0 esete´n legyen
ω(f, δ) := sup{|f(x)− f(t)| : x, t ∈ [a, b], |x− t| < δ}
(az f fu¨ggve´ny folytonossa´gi modulusa). Mivel f egyenletesen folytonos, eze´rt
limδ→0 ω(f, δ) = 0. Tova´bba´ a (2) felte´tel pontosan azt jelenti, hogy ez a limδ→0 ω(f, δ) = 0
egyenlo˝se´g az f ∈ F fu¨ggve´nyekre egyenletesen teljesu¨l: ba´rmely ε > 0 sza´mhoz megadhato´
a δ0 > 0 u´gy, hogy ha 0 < δ < δ0, akkor ω(f, δ) < ε (f ∈ F).
5. Az approxima´cio´elme´let alapjai
5.1. Halmazok ta´volsa´ga.
Legyen (X, ρ) metrikus te´r, ∅ 6= A,B ⊂ X e´s
ρ(A,B) := inf{ρ(x, y) : x ∈ A, y ∈ B}.
Azt mondjuk, hogy a ∈ A, b ∈ B extrema´lis pontok, ha ρ(a, b) = ρ(A,B). Specia´lisan, ha z ∈ X, akkor
legyen
ρ(z, B) := ρ({z}, B) = inf{ρ(z, y) : y ∈ B},
ill. nevezzu¨k a b ∈ B pontot extrema´lisnak, ha ρ(z, b) = ρ(z, B). Nyilva´nvalo´, hogy z ∈ B esete´n
b := z extrema´lis, ρ(z, B) = 0 e´s ekkor ez az egyetlen extrema´lis elem. So˝t, ha ρ(z, B) = 0 e´s van
extrema´lis elem (b ∈ B), akkor 0 = ρ(z, B) = ρ(z, b) miatt z = b ∈ B.
Azt a ke´rde´st vizsga´ljuk a tova´bbiakban, hogy milyen felte´telekkel lehet garanta´lni extrema´lis
pontok le´teze´se´t? Ehhez azt fogjuk mondani, hogy a B halmaz kva´zikompakt, ha tetszo˝leges xn ∈ B
(n ∈ N) korla´tos sorozatnak van olyan (xνn) konvergens re´szsorozata, hogy lim(xνn) ∈ B. Vila´gos,
hogy
• minden kva´zikompakt halmaz za´rt;
• (ld. 4.2.3. Te´tel) minden kompakt halmaz kva´zikompakt.
Az uto´bbi e´szreve´tel nyilva´n nem megford´ıthato´: ha ui. (X, ρ) ≡ (R, |.|), akkor pl. R
kva´zikompakt (ld. a klasszikus Bolzano-Weierstrass-fe´le kiva´laszta´si te´telt), de nem kompakt, hiszen
nem korla´tos.
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5.1.1. Te´tel. Tegyu¨k fel, hogy a fenti A halmaz kompakt, B pedig kva´zikompakt. Ekkor le´teznek
a ∈ A, b ∈ B extrema´lis pontok: ρ(a, b) = ρ(A,B).
Bizony´ıta´s. Az infimum tulajdonsa´gai miatt minden n ∈ N esete´n vannak olyan an ∈ A, bn ∈ B
elemek, amelyekkel
ρ(A,B) ≤ ρ(an, bn) < ρ(A,B) + 1
n+ 1
.
Ko¨vetkeze´ske´ppen lim(ρ(an, bn)) = ρ(A,B).
Az A halmaz kompaktsa´ga miatt egy alkalmas (νn) re´szsorozattal (ld. 4.3.2. Te´tel) (aνn) kon-
vergens e´s a := lim(aνn) ∈ A. Mutassuk meg, hogy a (bνn) sorozat korla´tos. Ui.
ρ(bνn , a) ≤ ρ(bνn , aνn) + ρ(aνn , a) <
1
νn + 1
+ ρ(aνn , a)→ 0 (n→∞),
azaz alkalmas M > 0 sza´mmal ρ(bνn , a) ≤M (n ∈ N).
A B halmaz kva´zikompaktsa´ga miatt van teha´t olyan (µn) indexsorozat, amellyel (bνµn ) konver-
gens e´s b := lim(bνµn ) ∈ B. Tova´bba´ minden N ∋ n-re
ρ(a, b) ≤ ρ(a, aνµn ) + ρ(aνµn , bνµn ) + ρ(bνµn , b),
azaz (megfelelo˝ szerepcsere´t is alkalmazva)
|ρ(a, b)− ρ(aνµn , bνµn )| ≤ ρ(a, aνµn ) + ρ(bνµn , b)→ 0 (n→∞).
I´gy
ρ(a, b) = lim(ρ(aνµn , bνµn )) = lim(ρ(an, bn)) = ρ(A,B),
azaz a, b extrema´lisak.
Mivel tetszo˝leges z ∈ X esete´n a {z} halmaz kompakt, eze´rt az elo˝bbi te´telbo˝l specia´lis esetke´nt
ro¨gto¨n ado´dik az
5.1.2. Te´tel. Tegyu¨k fel, hogy a B halmaz kva´zikompakt. Ekkor minden z ∈ X elemhez le´tezik
b ∈ B extrema´lis pont: ρ(z, b) = ρ(z, B).
5.2. Approxima´cio´ norma´lt terekben.
Legyen a tova´bbiakban (X, ρ) ≡ (X, ‖.‖), L ⊂ X ve´ges dimenzio´s alte´r. Ekkor a 3.2.2. Te´tel
szerint az (L, ‖.‖|L) te´r topologiailag azonos´ıthato´ (alkalmas 0 < n ∈ N mellett) a (Kn, ‖.‖∞) te´rrel.
Ebbo˝l ro¨gto¨n ko¨vetkezik, hogy L za´rt e´s
”
mu˝ko¨dik” benne a Bolzano-Weierstrass-fe´le kiva´laszta´si
te´tel: ba´rmely xn ∈ L (n ∈ N) korla´tos sorozatnak van L-ben konvergens re´szsorozata. Ma´s szo´val
L kva´zikompakt. Az 5.1.2. Te´tel alapja´n teha´t igaz az
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5.2.1. Te´tel. Ba´rmely ve´ges dimenzio´s L ⊂ X alte´r e´s x ∈ X elem esete´n van olyan l ∈ L,
amely extrema´lis: ‖l − x‖ = ρ(x, L).
5.2.1. Megjegyze´s.
Igen tanulsa´gos az 5.2.1. Te´tel ala´bbi bizony´ıta´sa is. Legyen e1, ..., en ∈ L (valamilyen
0 < n ∈ N mellett) ba´zis L-ben e´s ro¨gz´ıtett x ∈ L esete´n
f(α) :=
∥∥∥∥∥x−
n∑
k=1
αkek
∥∥∥∥∥ (α = (α1, ..., αn) ∈ Kn).
Ekkor az M :=
∑n
k=1 ‖ek‖ jelo¨le´ssel
|f(α)− f(β)| ≤
n∑
k=1
|αk − βk|· ‖ek‖ ≤M‖α− β‖∞ (α, β ∈ Kn),
amibo˝l az f fu¨ggve´ny (egyenletes) folytonossa´ga ro¨gto¨n ko¨vetkezik. Mivel
f(α) ≥
∥∥∥∥∥
n∑
k=1
αkek
∥∥∥∥∥− ‖x‖ = ‖α‖∞·
∥∥∥∥∥
n∑
k=1
αk
‖α‖∞ ek
∥∥∥∥∥− ‖x‖ =
‖α‖∞· f(α/‖α‖∞)− ‖x‖ (0 6= α ∈ Kn),
eze´rt m-mel jelo¨lve az f fu¨ggve´ny minimuma´t a (Kn-ben kompakt)
{β ∈ Kn : ‖β‖∞ = 1}
halmazon azt kapjuk, hogy f(α) ≥ m‖α‖∞ − ‖x‖. Vila´gos, hogy m > 0, ı´gy az
‖α‖∞ > 2‖x‖/m vektorokra f(α) > ‖x‖. Ko¨vetkeze´ske´ppen a
ρ(x, L) = inf{f(α) : α ∈ Kn} ≤ f(0) = ‖x‖
becsle´s miatt
ρ(x, L) = inf{f(α) : α ∈ Kn, ‖α‖∞ ≤ 2‖x‖/m}.
Az E := {α ∈ Kn : ‖α‖∞ ≤ 2‖x‖/m} halmaz is (Kn-ben) kompakt, teha´t az f fu¨ggve´ny
folytonossa´ga miatt le´tezik a
ρ(x, L) = min{f(α) : α ∈ E} = f(α˜)
minimum valamilyen α˜ ∈ E vektorral. Ez azt jelenti, hogy a∑nk=1 α˜kek ∈ L elem extrema´lis.
Az elo˝bbi te´tel alkalmaza´sa´t illeto˝en tekintsu¨k a ko¨vetkezo˝ pe´lda´kat.
1o Legyen ∅ 6= U ⊂ R kompakt halmaz (a sza´megyenes
”
szoka´sos” topolo´gia´ja´ra ne´zve),
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X := {f : U → R : f folytonos} , ‖f‖ := max
x∈U
|f(x)| (f ∈ X).
Legyenek tova´bba´ valamely 0 < n ∈ N esete´n adottak a g1, ..., gn ∈ X fu¨ggve´nyek e´s definia´ljuk az
L ⊂ X alteret u´gy, mint a g1, ..., gn fu¨ggve´nyek linea´ris burka´t:
L := L ({g1, ..., gn}) .
Vila´gos, hogy L ve´ges dimenzio´s, eze´rt az 5.2.1. Te´tel alapja´n tetszo˝leges f ∈ X fu¨ggve´nyhez vannak
olyan a1, ..., an ∈ R egyu¨tthato´k, hogy a g :=
∑n
k=1 akgk ∈ L fu¨ggve´ny extrema´lis: ‖f −g‖ = ρ(f, L),
azaz
max
x∈U
∣∣∣∣∣f(x)−
n∑
k=1
akgk(x)
∣∣∣∣∣ = minα1,...,αn∈Rmaxx∈U
∣∣∣∣∣f(x)−
n∑
k=1
αkgk(x)
∣∣∣∣∣ .
2o Tegyu¨k fel, hogy az elo˝bbi pe´lda´ban az U halmaz ve´ges: U = {x1, ..., xm} (valamilyen
0 < m ∈N mellett). Ekkor az elo˝bbi feladat a ko¨vetkezo˝ alakot o¨lti (min-max-feladat):
max
i=1,...,m
∣∣∣∣∣f(xi)−
n∑
k=1
akgk(xi)
∣∣∣∣∣ = minα1,...,αn∈R maxi=1,...,m
∣∣∣∣∣f(xi)−
n∑
k=1
αkgk(xi)
∣∣∣∣∣ .
Ha
y := (f(x1), ..., f(xm)) ∈ Rm , a := (a1, ..., an) ∈ Rn,
A := (gk(xi))
m,n
i=1,k=1 ∈ Rm×n , α := (α1, ..., αn) ∈ Rn,
akkor a min-max-feladat a ko¨vetkezo˝ke´ppen ı´rhato´:
‖y −Aa‖∞ = min
α∈Rn
‖y −Aα‖∞.
Nyilva´n ba´rmely y ∈ Rm vektor e´s A ∈ Rm×n ma´trix fel´ırhato´ ilyen alakban alkalmas g1, ..., gn
fu¨ggve´nyekkel e´s x1, ..., xm ”
alappontokkal”. Vila´gos tova´bba´, hogy ha az Az = y linea´ris egyenlet-
rendszernek van megolda´sa, azaz valamilyen zˆ ∈ Rn esete´n Azˆ = y, akkor a fenti min-max-feladatban
a = zˆ ı´rhato´. Ha ilyen zˆ nincs, akkor nevezzu¨k a min-max-feladat ba´rmely a ∈ Rn megolda´sa´t a
szo´ban forgo´ linea´ris egyenletrendszer approximat´ıv megolda´sa´nak.
Tekintsu¨k pl. a (klasszikus e´rtelemben nem megoldhato´)
2x = 3
3x = 4
egyenletrendszert. A min-max-feladat most az ala´bbi elemi feladatot jelenti: hata´rozzunk meg olyan
R ∋ a-t, amellyel
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min
x∈R
max{|2x− 3|, |3x− 4|} = max{|2a − 3|, |3a− 4|}.
A ϕ(x) := max{|2x− 3|, |3x− 4|} (x ∈ R) fu¨ggve´ny vizsga´lata´bo´l ro¨vid meggondola´s uta´n ado´dik az
a = 7/5 megolda´s.
3o Ha az 1o pe´lda´ban gk(x) := x
k−1 (x ∈ U, k = 1, ..., n), akkor legyen (az ottani jelo¨le´sekkel)
P (x) :=
n∑
k=1
akx
k−1 (x ∈ R).
Ekkor P legfeljebb (n − 1)-edfoku´ polinom, ill. g = P|U . A P polinomot az f -et (az U halmazon)
egyenletesen legjobban ko¨zel´ıto˝ legfeljebb (n − 1)-edfoku´ polinomnak nevezzu¨k. Ennek a feladatnak a
klasszikus esete az, amikor U egy kompakt intervallum. Ha a most vizsga´lt polinomapproxima´cio´t a 2o
pe´lda´ban tekintju¨k, akkor m = n esete´n P nem ma´s, mint az f fu¨ggve´ny Lagrange-fe´le interpola´cio´s
polinomja az x1, ..., xn alappontokon. Ekkor a 2
o min-max-feladat megolda´sa egye´rtelmu˝. (Ham < n,
akkor szinte´n tudunk interpola´lni, de a feladat megolda´sa ma´r nem egye´rtelmu˝.)
4o I´rjunk a 2o feladatban szereplo˝ Rm-beli ‖.‖∞ vektornorma helyett ‖.‖2-t:
‖z‖2 :=
√√√√ m∑
k=1
|zk|2 (z = (z1, ..., zm) ∈ Rm).
Ekkor az
‖y −Aa‖2 = min
α∈Rn
‖y −Aα‖2
feladatra jutunk, azaz
√√√√ m∑
i=1
∣∣∣∣∣f(xi)−
n∑
k=1
akgk(xi)
∣∣∣∣∣
2
= min
α1,...,αn∈R
√√√√ m∑
i=1
∣∣∣∣∣f(xi)−
n∑
k=1
αkgk(xi)
∣∣∣∣∣
2
.
Ez nem ma´s, mint a legkisebb ne´gyzetek mo´dszere ne´ven jo´l ismert feladat.
Azt mondjuk, hogy az (X, ‖.‖) norma´lt te´r szigoru´an norma´lt, ha az ‖x + y‖ = ‖x‖ + ‖y‖
egyenlo˝se´g valamely x, y ∈ X esete´n akkor e´s csak akkor a´ll fenn, ha alkalmas λ ≥ 0 sza´mmal y = λx
vagy x = λy. Ko¨nnyen la´thato´, hogy pl. az (R2, ‖.‖∞) te´r nem szigoru´an norma´lt. Ui. az x := (1, 0),
y := (1, 1) ∈ R2 vektorokkal ‖x‖ = ‖y‖ = 1, x+y = (2, 1), azaz ‖x+y‖ = 2 = ‖x‖+‖y‖. Ugyanakkor
ba´rmely λ ≥ 0 sza´mmal x 6= λy e´s y 6= λx.
Megmutatjuk azonban, hogy igaz az
5.2.1. Lemma. Legyen (X, ‖.‖) ≡ (X, 〈, 〉). Ekkor (X, ‖.‖) szigoru´an norma´lt.
Bizony´ıta´s. Ha x, y ∈ X, ‖x + y‖ = ‖x‖ + ‖y‖ e´s y = 0, akkor a λ := 0 va´laszta´ssal y = λx.
Felteheto˝ eze´rt, hogy y 6= 0. Tekintsu¨k ebben az esetben a
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h(t) := ‖x− ty‖2 (t ∈ R)
fu¨ggve´nyt:
h(t) = 〈x− ty, x− ty〉 = ‖x‖2 − 2tRe 〈x, y〉+ t2‖y‖2.
Mivel az ‖x+ y‖ = ‖x‖+ ‖y‖ felte´teleze´s szerint
‖x+ y‖2 = 〈x+ y, x+ y〉 = ‖x‖2 + 2Re 〈x, y〉+ ‖y‖2 = ‖x‖2 + ‖y‖2 + 2‖x‖· ‖y‖,
eze´rt Re 〈x, y〉 = ‖x‖· ‖y‖. Ko¨vetkeze´ske´ppen
h(t) = ‖x‖2 − 2t‖x‖· ‖y‖+ t2‖y‖2 = (‖x‖ − t‖y‖)2.
Ez azt jelenti, hogy a λ :=
‖x‖
‖y‖ (≥ 0) jelo¨le´ssel
0 = h(λ) = ‖x− λy‖2,
azaz x = λy.
5.2.2. Te´tel. Tegyu¨k fel, hogy az (X, ‖.‖) te´r szigoru´an norma´lt. Ekkor ba´rmely L ⊂ X alte´r
e´s x ∈ X esete´n legfeljebb egy olyan l ∈ L le´tezik, amelyre ‖x− l‖ = ρ(x, L).
Bizony´ıta´s. Tegyu¨k fel, hogy valamely x ∈ X, l1, l2 ∈ L esete´n
‖x− l1‖ = ‖x− l2‖ = ρ(x, L)
e´s legyen l := l1 + l22 . Mivel L alte´r, eze´rt l ∈ L, ko¨vetkeze´ske´ppen
ρ(x, L) ≤ ‖x− l‖ =
∥∥∥∥x− l1 + l22
∥∥∥∥ = 12‖(x− l1) + (x− l2)‖ ≤
1
2
(‖x− l1‖+ ‖x− l2‖) = ρ(x, L).
Innen azt kapjuk, hogy
‖(x− l1) + (x− l2)‖ = ‖x− l1‖+ ‖x− l2‖,
azaz a szigoru´ norma´ltsa´g miatt van olyan λ ≥ 0, amellyel (pl.) x− l1 = λ(x− l2).
Ha itt λ = 1, akkor l1 = l2 ro¨gto¨n ko¨vetkezik. Ha viszont λ 6= 1, akkor
x =
l1 − λl2
1− λ ∈ L.
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Vila´gos (ahogyan azt ma´r kora´bban is megjegyeztu¨k), hogy tetszo˝leges y ∈ L esete´n az egyetlen
extrema´lis elem is y, azaz ekkor x = l1 = l2.
5.2.2. Megjegyze´sek.
i) Tekintsu¨k az (X, ‖.‖) := (C[0, 1], ‖.‖∞) teret e´s az L := {f ∈ X : f(0) = 0} (nyilva´n) alteret,
valamint az f ∈ X, f ≡ 1 fu¨ggve´nyt. Ko¨nnyu˝ meggondolni, hogy ha g ∈ L olyan fu¨ggve´ny,
amelyre Rg ⊂ [0, 1], akkor g extrema´lis. Legyen ui. g ilyen, x ∈ [0, 1], ekkor
1 = |f(0)− g(0)| ≤ max
x∈[0,1]
|f(x)− g(x)| = ‖f − g‖ = max
x∈[0,1]
|1− g(x)| ≤ 1,
azaz ‖f − g‖ = 1. Ugyanakkor tetszo˝leges h ∈ L esete´n
1 = |f(0)− h(0)| ≤ max
x∈[0,1]
|f(x)− h(x)| = ‖f − h‖.
Egybevetve a fentieket ρ(f, L) = 1 = ‖f−g‖ ko¨vetkezik. Vila´gos, hogy a jelzett tulajdonsa´gu´
g fu¨ggve´nybo˝l (azaz egyu´ttal extrema´lis elembo˝l is) ve´gtelen sok van.
ii) Az 5.2.2. Te´tel alapja´n teha´t az i) megjegyze´sbeli te´r nem szigoru´an norma´lt, ami a hivatko-
zott te´tel ne´lku¨l is ko¨nnyen bela´thato´: az elo˝bbi f e´s a g(x) := x (x ∈ [0, 1]) fu¨ggve´nyre
‖f + g‖ = 2 = ‖f‖+ ‖g‖,
de nyilva´n nem le´tezik olyan λ ∈ R, amellyel f = λg vagy g = λf teljesu¨lne.
5.3. Approxima´cio´ euklideszi terekben.
Legyen az (X, 〈, 〉) euklideszi te´rben L ⊂ X alte´r. Azt fogjuk mondani, hogy L teljes alte´r, ha
ba´rmely xn ∈ L (n ∈ N) Cauchy-sorozat konvergens e´s lim(xn) ∈ L. Nyilva´nvalo´, hogy
• minden teljes alte´r za´rt;
• ha (X, 〈, 〉) Hilbert-te´r, akkor az L ⊂ X alte´r akkor e´s csak akkor teljes alte´r, ha za´rt.
5.3.1. Te´tel. Tegyu¨k fel, hogy L ⊂ X teljes alte´r az (X, 〈, 〉) euklideszi te´rben. Ekkor ba´rmely
x ∈ X esete´n egye´rtelmu˝en le´tezik olyan l ∈ L, amely extrema´lis, azaz ‖x− l‖ = ρ(x, L).
Bizony´ıta´s. Az egye´rtelmu˝se´g az 5.2.1. Lemma, ill. az 5.2.2. Te´tel alapja´n ma´r ko¨vetkezik.
Legyen ln ∈ L (n ∈ N) olyan elem, amelyre
ρ(x, L) ≤ ‖x− ln‖ < ρ(x, L) + 1
n+ 1
.
Ekkor lim(‖x− ln‖) = ρ(x, L). A paralelogramma-szaba´ly (ld. 1.3.1. Te´tel) alapja´n minden n,m ∈ N
esete´n a ko¨vetkezo˝t mondhatjuk:
‖ln − lm‖2 = ‖(x− ln)− (x− lm)‖2 = 2(‖x− ln‖2 + ‖x− lm‖2)− ‖2x− (ln + lm)‖2.
Az ln, lm elemek konstrukcio´ja miatt
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2(‖x− ln‖2 + ‖x− lm‖2)→ 4ρ2(x, L) (n,m→∞).
Megmutatjuk, hogy
‖2x− (ln + lm)‖2 → 4ρ2(x, L) (n,m→∞)
is igaz. Valo´ban,
‖2x− (ln + lm)‖2 = 4
∥∥∥∥x− ln + lm2
∥∥∥∥2 ,
ahol ln + lm2 ∈ L miatt
4
∥∥∥∥x− ln + lm2
∥∥∥∥2 ≥ 4ρ2(x, L).
Mivel
‖2x− (ln + lm)‖2 = ‖(x− ln) + (x− lm)‖2 ≤
(‖x− ln‖+ ‖x− lm‖)2 → 4ρ2(x, L) (n,m→∞),
eze´rt ‖2x − (ln + lm)‖2 → 4ρ2(x, L) (n,m→∞) ma´r valo´ban ko¨vetkezik.
Azt kaptuk teha´t, hogy ‖ln − lm‖ → 0 (n,m → ∞). Az L alte´r teljesse´ge miatt ı´gy le´tezik az
l := lim(ln) hata´re´rte´k e´s l ∈ L. Az
|‖x− l‖ − ‖x− ln‖| ≤ ‖l − ln‖ → 0 (n→∞)
becsle´s miatt azonban ‖x− l‖ = lim(‖x− ln‖) = ρ(x, L), azaz l extrema´lis.
5.3.1. Megjegyze´sek.
i) Ha az (X, 〈, 〉) te´r Hilbert-te´r, akkor az 5.3.1. Te´tel az ala´bbi alakot o¨lti: ba´rmely L ⊂ X
za´rt alte´r e´s x ∈ X esete´n egye´rtelmu˝en le´tezik olyan l ∈ L, amely extrema´lis, azaz ‖x− l‖ =
ρ(x, L).
ii) Az elo˝bbi megjegyze´sben az L alte´r za´rtsa´ga, ill. az 5.3.1. Te´telben az illeto˝ alte´r teljesse´ge
nem hagyhato´ el. Legyen ui. (ld. 3.3.4. ii) megjegyze´s) (X, 〈, 〉) := (ℓ2, 〈, 〉2) ≡ (ℓ2, ‖.‖2),
L := ℓ1, azaz
L :=
{
(xn) ∈ ℓ2 :
∞∑
n=0
|xn| < +∞
}
.
Ha x := (1/(n+ 1)) ∈ ℓ2, akkor tetszo˝leges n ∈ N esete´n az
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x
(n)
k :=
xk (k = 0, ..., n)
0 (k > n)
(n ∈ N)
elo˝´ıra´ssal definia´lt nyilva´n L-beli x(n) sorozatokra
‖x− x(n)‖22 =
∞∑
k=n+1
|xk|2 → 0 (n→∞).
Eze´rt ba´rmely ε > 0 mellett vehetu¨nk olyan n-et, amellyel ρ(x, L) ≤ ‖x− x(n)‖2 < ε. Teha´t
ρ(x, L) = 0. Mivel x /∈ L, eze´rt nincs extrema´lis elem, hiszen ha l ∈ L ilyen volna, akkor
0 = ρ(x, L) = ‖x− l‖2 miatt x = l ∈ L lenne.
5.3.2. Te´tel. Legyen (X, 〈, 〉) tetszo˝leges euklideszi te´r, L ⊂ X alte´r, x ∈ X, l ∈ L. Az l elem
akkor e´s csak akkor extrema´lis, ha ba´rmely y ∈ L esete´n 〈x− l, y〉 = 0.
Bizony´ıta´s. Tegyu¨k fel elo˝szo¨r, hogy ‖x − l‖ = ρ(x, L) e´s (indirekt mo´don) valamilyen y ∈ L
elemre 〈x − l, y〉 6= 0, pl. α :=Re 〈x − l, y〉 > 0. (A to¨bbi eset hasonlo´an kezelheto˝.) Ekkor minden
λ > 0 esete´n
‖x− (l + λy)‖2 = 〈(x− l)− λy, (x− l)− λy〉 =
‖x− l‖2 + λ2‖y‖2 − 2αλ = ‖x− l‖2 + λ(λ‖y‖2 − 2α).
Mivel λ‖y‖2 → 0 (λ→ +0), eze´rt alkalmas λ-ra λ‖y‖2 − 2α < 0, azaz ‖x− (l+ λy)‖2 < ‖x− l‖2. Ez
azt jelentene´, hogy az l + λy ∈ L elemre ρ(x, L) = ‖x− l‖ < ‖x− (l + λy)‖, ami nem lehet.
Most azt tegyu¨k fel, hogy ba´rmely y ∈ L esete´n 〈x− l, y〉 = 0 e´s legyen z ∈ L. Ekkor
‖x− (z + l)‖2 = 〈(x− l)− z, (x− l)− z〉 = ‖x− l‖2 + ‖z‖2,
ui. a felte´tel szerint 〈x − l, z〉 = 〈z, x − l〉 = 0. Teha´t ‖x − (z + l)‖ ≥ ‖x − l‖. Vila´gos, hogy az L
alte´r minden eleme fel´ırhato´ alkalmas L ∋ z-vel z + l alakban, ı´gy az elo˝bbi eredme´ny ma´ske´ppen
fogalmazva azt jelenti, hogy ‖x− l‖ ≤ ‖x− s‖ (s ∈ L). Eze´rt l extrema´lis elem.
5.3.2. Megjegyze´sek.
i) Geometriai hasonlattal e´lve az 〈u, v〉 = 0 esetben azt mondjuk, hogy az u, v ∈ X elemek
ortogona´lisak (vagy mero˝legesek), e´s mindezt az u ⊥ v szimbo´lummal jelo¨lju¨k.
ii) Valamely ∅ 6= A ⊂ X esete´n legyen A⊥ := {x ∈ X : x ⊥ a (a ∈ A)}. Vila´gos, hogy A⊥
alte´r. Azt sem nehe´z bela´tni, hogy A⊥ za´rt. Ha ui. xn ∈ A⊥ (n ∈ N) konvergens e´s
x := lim(xn), akkor tetszo˝leges a ∈ A e´s n ∈ N esete´n
|〈x, a〉| = |〈x, a〉 − 〈xn, a〉| = |〈x− xn, a〉| ≤ ‖x− xn‖· ‖a‖ → 0 (n→∞),
azaz 〈x, a〉 = 0. Teha´t x ∈ A⊥, ı´gy A⊥ valo´ban za´rt. Az A⊥ za´rt alteret az A halmaz
ortogona´lis kiege´sz´ıto˝ altere´nek nevezzu¨k.
5. Az approxima´cio´elme´let alapjai 61
iii) Legyen pl. (X, 〈, 〉) ≡ (R2, 〈, 〉2) e´s (pl.) L ”egy origo´n a´tmeno˝ egyenes”. Ekkor az 5.3.2.
Te´tel az elemi matematika´bo´l jo´l ismert te´nyt jelenti: valamely x ∈ R2 vektor esete´n x e´s L
(euklideszi) ta´volsa´ga´t u´gy kapjuk meg, hogy x-bo˝l mero˝legest bocsa´tunk L-re e´s ha ennek
a talppontja az l ∈ L vektor, akkor a keresett ta´volsa´g ‖x− l‖2.
iv) A most bevezetett terminolo´gia´val e´lve teha´t az 5.3.2. Te´tel a ko¨vetkezo˝ke´ppen fogalmazhato´
meg: ‖x− l‖ = ρ(x, L) akkor e´s csak akkor igaz, ha x− l ∈ L⊥.
Az utolso´ megjegyze´sbo˝l kiindulva legyen valamely L ⊂ X teljes alte´r e´s x ∈ X esete´n l ∈ L
extrema´lis elem: ‖x−l‖ = ρ(x, L) e´s x1 := l, x2 := x−l. Ekkor x1 ∈ L, x2 ∈ L⊥ e´s nyilva´n x = x1+x2.
Nem nehe´z bela´tni, hogy az x elem elo˝bbi tulajdonsa´gu´ felbonta´sa egye´rtelmu˝: ha valamely u1 ∈ L,
u2 ∈ L⊥ elemekkel is igaz az x = u1 + u2 elo˝a´ll´ıta´s, akkor
L ∋ x1 − u1 = u2 − x2 ∈ L⊥
miatt x1 − u1 ∈ L ∩ L⊥, azaz ‖x1 − u1‖2 = 〈x1 − u1, x1 − u1〉 = 0. Ko¨vetkeze´ske´ppen x1 = u1 e´s
hasonlo´an x2 = u2.
Ezzel bela´ttuk az ala´bbi a´ll´ıta´st:
5.3.3. Te´tel (Riesz). Legyen L ⊂ X teljes alte´r az (X, 〈, 〉) euklideszi te´rben. Ekkor ba´rmely
x ∈ X esete´n egye´rtelmu˝en le´teznek olyan x1 ∈ L, x2 ∈ L⊥ elemek, amelyekkel x = x1 + x2.
5.3.3. Megjegyze´sek.
i) A fenti te´tel alapja´n azt mondjuk, hogy az X te´r az L,L⊥ alterek ortogona´lis direkt o¨sszege:
X = L⊕ L⊥.
ii) Ha x = x1 + x2 az x ∈ X elemnek az 5.3.3. Te´tel szerinti felbonta´sa, akkor igaz az
‖x‖2 = ‖x1‖2 + ‖x2‖2 Pitagoraszi-o¨sszefu¨gge´s. Ui. 〈x2, x1〉 = 〈x1, x2〉 = 0 miatt
‖x‖2 = 〈x1 + x2, x1 + x2〉 = 〈x1, x1〉+ 〈x2, x2〉 = ‖x1‖2 + ‖x2‖2.
iii) Specia´lisan ba´rmely (X, 〈, 〉) Hilbert-te´r e´s za´rt L ⊂ X alte´r esete´n X = L⊕ L⊥.
iv) Legyen valamely (X, 〈, 〉) euklideszi te´r e´s teljes L ⊂ X alte´r mellett PL : X → L az
a leke´peze´s, amelyre PL(x) := x1 (x ∈ X), ha x = x1 + x2 az x elem elo˝bbi felbonta´sa:
x1 ∈ L, x2 ∈ L⊥. A PL leke´peze´st (opera´tort) az L alte´rre valo´ projekcio´nak (vagy vet´ıte´snek)
nevezzu¨k. Az eddigiek alapja´n ma´r ele´gge´ nyilva´nvalo´, hogy PL linea´ris, azaz
PL(µx+ λy) = µPL(x) + λPL(y) (x, y ∈ X,µ, λ ∈ K).
Tova´bba´ ‖PL(x)‖ ≤ ‖x‖ (x ∈ X), azaz (ld. 6.2.) PL korla´tos linea´ris opera´tor. Ha x ∈ L,
akkor az x = x+ 0 felbonta´sbo´l az 5.3.3. Te´telbeli egye´rtelmu˝se´g alapja´n PLx = x ado´dik.
Ez azt is jelenti egyu´ttal, hogyRPL = L. A P projekcio´ idempotens, azaz P 2 := P ◦P = P, ui.
ba´rmely x ∈ X esete´n PLx ∈ L le´ve´n az elo˝bb mondottak szerint P 2Lx = PL(PLx) = PLx.
Az L⊥ alte´r a PL projekcio´ magtere: L⊥ = {x ∈ X : PLx = 0}. Valo´ban, ha x ∈ L⊥,
akkor x = x + 0 az x elem ortogona´lis felbonta´sa: 0 ∈ L, x ∈ L⊥, eze´rt PLx = 0. Teha´t
L⊥ ⊂ {x ∈ X : PLx = 0}. Ford´ıtva, ha x ∈ X e´s PLx = 0, akkor az
x = x1 + x2 = PLx+ x2 = x2 (x2 ∈ L⊥)
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felbonta´sbo´l x = x2, azaz x ∈ L⊥ ko¨vetkezik. I´gy {x ∈ X : PLx = 0} ⊂ L⊥ is igaz. Ko¨nnyu˝
meggondolni, hogy a most kapott ko¨vetkezme´nyek jellemzik is a projekcio´kat: a P : X → X
linea´ris leke´peze´s akkor e´s csak akkor projekcio´ az L teljes alte´rre, ha P idempotens, RP = L
e´s L⊥ = {x ∈ X : Px = 0}. Ha ui. P ilyen, akkor ba´rmely X ∋ x-re Px ∈ L, ill.
P (x − Px) = Px − P 2x = Px − Px = 0 miatt x− Px ∈ L⊥. Eze´rt x = Px + (x − Px) az
(L alte´rre vonatkozo´) ortogona´lis felbonta´sa x-nek. Ko¨vetkeze´ske´ppen Px = PLx.
v) Tegyu¨k fel, hogy az elo˝bbi megjegyze´sben ek ∈ X (k ∈ N ) ONR (ld. 3.3.) e´s legyen
valamely n ∈ N esete´n L := L({e0, ..., en}). Ekkor a 3.3.1. Lemma szerint ba´rmely x ∈ X
esete´n igaz, hogy ‖x− Sn(x)‖ = ρ(x, L), azaz
x = Sn(x) + (x− Sn(x))
az x elem ortogona´lis felbonta´sa. (Emle´keztetu¨nk az Sn(x) Fourier-re´szleto¨sszeg defin´ıcio´ja´-
ra: Sn(x) =
∑n
k=0 xˆ(k)ek ∈ L, ahol xˆ(k) = 〈x, ek〉 (k ∈ N ).) Ma´s szo´val teha´t PL = Sn
(Fourier-projekcio´).
vi) Ha az v) megjegyze´sben (X, 〈, 〉) Hilbert-te´r e´s N =N, akkor legyen
L := L({en ∈ X : n ∈N}).
Ekkor L za´rt (azaz teljes) alte´r. A 3.3.3. iii) megjegyze´s szerint ba´rmely x ∈ X elemre
le´tezik az S(x) :=
∑∞
n=0 xˆ(n)en Fourier-o¨sszeg. Ha k, n ∈ N e´s k ≤ n, akkor
0 ≤ |〈x− S(x), ek〉| = |xˆ(k)− 〈S(x), ek〉| =
|xˆ(k)− 〈S(x)− Sn(x), ek〉 − 〈Sn(x), ek〉| =
|〈S(x)− Sn(x), ek〉| ≤ ‖S(x)− Sn(x)‖ → 0 (n→∞).
Ko¨vetkeze´ske´ppen 〈x− S(x), ek〉 = 0, azaz x− S(x) ⊥ ek (k ∈ N). Vila´gos, hogy innen
x− S(x) ⊥ L({en ∈ X : n ∈ N})
is ro¨gto¨n ado´dik. Ha viszont z ∈ L, akkor alkalmas zn ∈ L({en ∈ X : n ∈ N}) (n ∈ N)
sorozattal ‖z − zn‖ → 0 (n→∞), azaz 〈x− S(x), zn〉 = 0 (n ∈ N) miatt
|〈x− S(x), z〉| = |〈x− S(x), z − zn〉+ 〈x− S(x), zn〉| =
|〈x− S(x), z − zn〉| ≤ ‖x− S(x)‖· ‖z − zn‖ → 0 (n→∞).
Teha´t 〈x−S(x), z〉 = 0, ı´gy x−S(x) ⊥ L is teljesu¨l. Mivel Sn(x) ∈ L (n ∈ N) e´s L za´rtsa´ga
alapja´n
S(x) = lim(Sn(x)) ∈ L
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nyilva´n igaz, eze´rt (ld. 5.3.2. Te´tel) ρ(x, L) = ‖x− S(x)‖, ill. az
x = S(x) + (x− S(x))
felbonta´s miatt PL = S.
vii) Tudjuk (ld. 3.3.2. Te´tel), hogy ha az v) megjegyze´sbeli (en) ONR za´rt (vagy ami ugyanaz:
teljes) rendszer, akkor S(x) = x. Ekkor teha´t ρ(x, L) = 0 minden x ∈ X elemre igaz, azaz
x ∈ L = X e´s PL = PX = id.
viii) Legyen (X, 〈, 〉) tetszo˝leges euklideszi te´r, x0, ..., xn ∈ X (n ∈ N) linea´risan fu¨ggetlen
rendszer, L := L({x0, ..., xn}). Ekkor (ld. 5.2.1., 5.2.2. Te´telek) ba´rmely x ∈ X esete´n
egye´rtelmu˝en megadhato´k olyan α0, ..., αn ∈ K egyu¨tthato´k, amelyekkel az l :=
∑n
k=0 αkxk
jelo¨le´ssel ρ(x, L) = ‖x− l‖. Az 5.3.2. Te´tel alapja´n azt mondhatjuk, hogy
0 = 〈x− l, xj〉 = 〈x, xj〉 −
n∑
k=0
αk〈xk, xj〉 (j = 0, ..., n),
azaz
(∗)
n∑
k=0
〈xk, xj〉αk = 〈x, xj〉 (j = 0, ..., n).
Tova´bba´ 〈x− l, l〉 = 0 miatt
ρ2(x, L) = ‖x− l‖2 = 〈x− l, x− l〉 = 〈x− l, x〉 = ‖x‖2 −
n∑
k=0
αk〈xk, x〉,
amibo˝l
(∗∗) ρ2(x, L) +
n∑
k=0
〈xk, x〉αk = 〈x, x〉
ko¨vetkezik. Vegyu¨k e´szre, hogy (∗), (∗∗) egyu¨tt egy (n+2)×(n+2)-es linea´ris egyenletrend-
szer a ρ2(x, L), α0, ..., αn ismeretlenekre:
1· ρ2(x, L) + 〈x0, x〉α0 + ...+ 〈xn, x〉αn = 〈x, x〉
0· ρ2(x, L) + 〈x0, x0〉α0 + ...+ 〈xn, x0〉αn = 〈x, x0〉
............................
0· ρ2(x, L) + 〈x0, xn〉α0 + ...+ 〈xn, xn〉αn = 〈x, xn〉.
Ennek az egyenletrendszernek a determina´nsa nem ma´s, mint az x0, ..., xn elemrendszer
Gram-determina´nsa: Γ(x0, ..., xn) (> 0). A Cramer-szaba´ly szerint kisza´mı´tva ρ
2(x, L)-et
azt kapjuk, hogy
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ρ2(x, L) =
Γ(x, x0, ..., xn)
Γ(x0, ..., xn)
,
ahol e´rtelemszeru˝en Γ(x, x0, ..., xn) az x, x0, ..., xn elemrendszer a´ltal meghata´rozott Gram-
determina´ns. Ko¨vetkeze´ske´ppen
ρ(x, L) =
√
Γ(x, x0, ..., xn)
Γ(x0, ..., xn)
.
ix) Ha viii)-ban x0, ..., xn ONR, akkor (ko¨nnyen elleno˝rizheto˝en)
Γ(x0, ..., xn) = 1 , Γ(x, x0, ..., xn) = ‖x‖2 −
n∑
k=0
|xˆ(k)|2,
ahol most xˆ(k) := 〈x, xk〉 (k = 0, ..., n). Teha´t
ρ(x, L) =
√√√√‖x‖2 − n∑
k=0
|xˆ(k)|2,
ami nem ma´s, mint a Bessel-azonossa´g (ld. 3.3.1. Lemma).
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6.1. Folytonos leke´peze´sek.
Legyen (X, ρ) e´s (Y, σ) egy-egy metrikus te´r, f ∈ X → Y, a ∈ Df . Azt mondjuk, hogy f
folytonos a-ban, ha minden ε > 0 sza´mhoz van olyan δ > 0, hogy tetszo˝leges x ∈ Df , ρ(x, a) < δ
esete´n σ(f(x), f(a)) < ε.Mindezt az f ∈ C{a} szimbo´lummal fogjuk jelo¨lni. Ha az elo˝bbi defin´ıcio´ban
megko¨vetelt tulajdonsa´g ba´rmely a ∈ Df helyen igaz, akkor ro¨viden azt mondjuk, hogy f folytonos
e´s erre az f ∈ C jelo¨le´st haszna´ljuk.
Vila´gos, hogy a leke´peze´sek folytonossa´ga´nak ez a defin´ıcio´ja az elemi anal´ızisben
”
megszokott”
folytonossa´g kiterjeszte´se absztrakt fu¨ggve´nyekre. A pontbeli folytonossa´g egy ekvivalens megfogal-
maza´sa a ko¨vetkezo˝: f ∈ C{a} akkor e´s csak akkor igaz, ha ba´rmely K(f(a)) ko¨rnyezethez megadhato´
olyan k(a) ko¨rnyezet, hogy
f [k(a) ∩ Df ] ⊂ K(f(a)).
6.1.1. Megjegyze´sek.
i) Tegyu¨k fel, hogy f : X → Y (azaz Df = X) e´s f ∈ C. Ha ∅ 6= Z ⊂ Y ny´ılt e´s valamely a ∈ X
esete´n f(a) ∈ Z, akkor egy alkalmas K(f(a)) ko¨rnyezettel K(f(a)) ⊂ Z. Mivel f ∈ C{a},
eze´rt van olyan k(a) ko¨rnyezet, amellyel f [k(a)] ⊂ K(f(a)).Vila´gos, hogy az A := ⋃a∈X k(a)
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halmaz ny´ılt e´s f−1[Z] = A. Ford´ıtva, ha azt tudjuk, hogy tetszo˝leges Z ⊂ Y ny´ılt halmazra
f−1[Z] ny´ılt, akkor ba´rmely a ∈ Df e´s K(f(a)) esete´n f−1[K(f(a))] ny´ılt. Van teha´t olyan
k(a) ko¨rnyezet, amelyre k(a) ⊂ f−1[K(f(a))], azaz f [k(a)] ⊂ K(f(a)). Ez e´ppen azt jelenti,
hogy f ∈ C{a}. Mivel itt a ∈ Df tetszo˝leges volt, eze´rt f ∈ C.
ii) Az i) megjegyze´sben teha´t a folytonossa´g ala´bbi ekvivalens megfogalmaza´sa´t kaptuk: az
f : X → Y fu¨ggve´ny akkor e´s csak akkor folytonos, ha ba´rmely Z ⊂ Y ny´ılt halmaz esete´n
az f−1[Z] o˝ske´p is ny´ılt.
iii) Nem nehe´z bela´tni, hogy ha f ∈ X → Y (azaz f nem felte´tlenu¨l az ege´sz X-en van
e´rtelmezve), akkor a ii)-beli ekvivalencia a ko¨vetkezo˝ke´ppen mo´dosul: f ∈ C akkor e´s csak
akkor, ha tetszo˝leges Z ⊂ Y ny´ılt halmaz esete´n f−1[Z] = A⋂Df alkalmas A ⊂ X ny´ılt
halmazzal.
iv) Legyen ∅ 6= U ⊂ X. Nevezzu¨k a V ⊂ U halmazt (U -ra ne´zve) relat´ıv ny´ıltnak (ld. 1.5.), ha
van olyan A ⊂ X ny´ılt halmaz, hogy V = A ∩ U. Ha ρU (x, y) := ρ(x, y) (x, y ∈ U), akkor
(U, ρU) metrikus te´r e´s ebben a te´rben a ny´ılt halmazok pontosan az U -ra ne´zve relat´ıv ny´ılt
halmazok:
TρU = {A ∩ U ∈ P(U) : A ∈ Tρ}.
Az U ∈ Tρ esetben TρU = {V ∈ P(U) : V ∈ Tρ}. Legyen pl. (X, ρ) ≡ (R, |.|), U := [0, 1],
ekkor V := [0, 1/2) relat´ıv ny´ılt, ui. V = U ∩ (−1, 1/2) e´s A := (−1, 1/2) ny´ılt.
v) Nyilva´nvalo´, hogy ha iv)-ben U = X, akkor a ny´ılt e´s a relat´ıv ny´ılt halmazok egybeesnek.
vi) A fenti termionolo´gia´val e´lve eze´rt egy f ∈ X → Y leke´peze´s folytonossa´ga´nak szu¨kse´ges e´s
ele´gse´ges felte´tele az, hogy ba´rmely Z ⊂ Y ny´ılt halmaz f−1[Z] o˝ske´pe (Df -re ne´zve) relat´ıv
ny´ılt egyen. Ha itt Df ny´ılt, akkor a ”(Df -re ne´zve) relat´ıv” jelzo˝ elhagyhato´.
vii) Legyen f ∈ X → Y e´s α ∈ D′f . Azt mondjuk, hogy f -nek az α torlo´da´si pontban van
hata´re´rte´ke, ha alkalmas y ∈ Y mellett tetszo˝leges ε > 0 esete´n megadhato´ olyan δ > 0,
hogy σ(f(x), y) < ε, hacsak x ∈ Df e´s 0 < ρ(x, α) < δ. Az elemi anal´ızisben la´tottakkal
analo´g mo´don ko¨vetkezik, hogy mindez legfeljebb egyetlen y ∈ Y esete´n teljesu¨lhet, amikor
is y-t az f leke´peze´s α-beli hata´re´rte´ke´nek nevezzu¨k: limα f := y. (Ido˝nke´nt haszna´latos
minderre az f(x)→ y (x→ α) vagy a limx→α f(x) = y jelo¨le´s is.)
viii) Vila´gos, hogy a ∈ Df ∩ D′f esete´n f ∈ C{a} azzal ekvivalens, hogy f -nek a-ban van
hata´re´rte´ke e´s lima f = f(a).
ix) Legyen pl. a ∈ X e´s f(x) := ρ(x, a) (x ∈ X). Ekkor f ∈ C. Valo´ban, ha x, z ∈ X, akkor
f(z) = ρ(z, a) ≤ ρ(z, x) + ρ(x, a) = ρ(z, x) + f(x),
amibo˝l (a z ↔ x szerepcsere uta´n) |f(x) − f(z)| ≤ ρ(x, z) ko¨vetkezik. Ha teha´t ε > 0,
akkor (pl.) a δ := ε va´laszta´ssal ρ(x, z) < δ esete´n σ(f(x), f(z)) := |f(x)− f(z)| < ε, azaz
f ∈ C{z}.
x) Ha (X, ρ) ≡ (X, ‖.‖) e´s f(x) := ‖x‖ (x ∈ X), akkor f ∈ C. Ui. tetszo˝leges a, x ∈ X esete´n
|f(x)− f(a)| = |‖x‖ − ‖a‖| ≤ ‖x− a‖,
amibo˝l az a´ll´ıta´sunk ma´r nyilva´nvalo´.
66 6. Linea´ris opera´torok
xi) Legyen most (X, ρ) ≡ (X, 〈, 〉) e´s valamely a ∈ X esete´n f(x) := 〈x, a〉 (x ∈ X). Ekkor
tetszo˝leges x, z ∈ X elemekre
|f(x)− f(z)| = |〈x− z, a〉| ≤ ‖a‖· ‖x− z‖ → 0 (x→ z),
amibo˝l f ∈ C{z}, azaz f ∈ C ma´r ko¨vetkezik.
Az ala´bbiakban felsorolunk ne´ha´ny olyan a´ll´ıta´st leke´peze´sekkel kapcsolatban, amelyek (a bi-
zony´ıta´saikkal egyu¨tt) pontos megfelelo˝i az egy-e´s to¨bbva´ltozo´s fu¨ggve´nyekkel kapcsolatban kora´bban
tanult te´teleknek.
• (A´tviteli elv.) Az f ∈ X → Y fu¨ggve´ny valamely a ∈ Df helyen akkor e´s csak akkor
folytonos, ha lim(f(xn)) = f(a) teljesu¨l minden olyan xn ∈ Df (n ∈ N) sorozatra, amelyre
lim(xn) = a.
• (A´tviteli elv.) Az f ∈ X → Y fu¨ggve´nynek valamely α ∈ D′f helyen akkor e´s csak akkor van
hata´re´rte´ke (ami y ∈ Y ), ha lim(f(xn)) = y teljesu¨l minden olyan α 6= xn ∈ Df (n ∈ N)
sorozatra, amelyre lim(xn) = α.
• (Weierstrass-te´tel.) Ha az f ∈ X → Y leke´peze´s folytonos e´s Df kompakt, akkor Rf is
kompakt. Specia´lisan, ha (Y, σ) ≡ (R, |.|), akkor le´teznek a maxRf minRf , sze´lso˝e´rte´kek.
• (Heine-te´tel.) Ha az f ∈ X → Y leke´peze´s folytonos e´s Df kompakt, akkor f egyenletesen
folytonos, azaz tetszo˝leges ε > 0 sza´mhoz van olyan δ > 0, amellyel minden x, y ∈ Df ,
ρ(x, y) < δ esete´n σ(f(x), f(y)) < ε.
• Tegyu¨k fel, hogy f ∈ X → Y folytonos, inverta´lhato´ e´s Df kompakt. Ekkor az f−1 in-
verzfu¨ggve´ny is folytonos.
A klasszikus Bolzano-te´tel absztrakt megfelelo˝je´nek a megfogalmaza´sa´hoz vezessu¨k be a
ko¨vetkezo˝ fogalmat. Az (X, ρ) metrikus te´r valamely ∅ 6= A ⊂ X re´szhalmaza´t nem o¨sszefu¨ggo˝nek
nevezzu¨k, ha A = B ∪ C, ahol B ∩ C = ∅, B 6= ∅, C 6= ∅ e´s a B,C halmazok (az A halmazra
ne´zve) relat´ıv ny´ıltak. Ma´s szo´val teha´t B = A ∩ B, C = A ∩ C, ahol a B, C ⊂ X halmazok ny´ıltak.
Ha az elo˝bbi A halmazra mindez nem igaz, akkor A-t o¨sszefu¨ggo˝nek nevezzu¨k. Ny´ılt halmaz nem
o¨sszefu¨ggo˝se´ge´nek a defin´ıcio´ja´ban a B,C halmazok is ny´ıltak.
Nem nehe´z bela´tni, hogy ha (X, ρ) ≡ (R, |.|), akkor egy A ⊂ R halmaz pontosan akkor o¨sszefu¨ggo˝,
ha A intervallum.
• (Bolzano-te´tel.) Tegyu¨k fel, hogy az f ∈ X → Y fu¨ggve´ny folytonos e´s Df o¨sszefu¨ggo˝.
Ekkor Rf is o¨sszefu¨ggo˝. Specia´lisan, ha (Y, σ) ≡ (R, |.|) e´s valamilyen a, b ∈ Df esete´n
f(a) < 0 < f(b), akkor alkalmas c ∈ Df helyen f(c) = 0.
Mivel a klasszikus Bolzano-te´tel
”
szoka´sos” igazola´sa nem viheto˝ a´t erre az absztrakt esetre,
eze´rt ro¨viden va´zoljuk a fenti te´tel egy bizony´ıta´sa´t. Tegyu¨k fel ehhez indirekt mo´don, hogy Rf nem
o¨sszefu¨ggo˝: Rf = B ∪C, ahol B ∩C = ∅, B 6= ∅, C 6= ∅ e´s a B,C halmazok (az Rf halmazra ne´zve)
relat´ıv ny´ıltak. Teha´t B = Rf ∩ B, C = Rf ∩ C, ahol a B, C ⊂ Y halmazok ny´ıltak. Vila´gos, hogy
Df = f−1[Rf ] = f−1[B ∪ C] = f−1[(Rf ∩ B) ∪ (Rf ∩ C)] = f−1[B] ∪ f−1[C],
6. Linea´ris opera´torok 67
ahol (ld. 6.1.1. iii) megjegyze´s) f−1[B] = U ∩ Df , f−1[C] = V ∩ Df alkalmas U, V ⊂ X ny´ılt
halmazokkal. Nyilva´n igaz, hogy U ∩ Df , V ∩ Df egyike sem az u¨res halmaz, ill. U ∩ Df , V ∩ Df
diszjunktak. Mivel
Df = (U ∩ Df ) ∪ (V ∩ Df),
eze´rt Df nem o¨sszefu¨ggo˝, szemben a felte´tellel. Ha f valo´s e´rte´ku˝, akkor Rf intervallum. Ha ez
tartalmaz negat´ıv sza´mot is (f(a)) meg pozit´ıv sza´most is (f(b)), akkor tartalmazza a nulla´t is, azaz
valamilyen c ∈ Df helyen f(c) = 0.
6.2. Linea´ris opera´torok.
Tegyu¨k fel, hogy X1, X2 linea´ris terek K felett, A : X1 → X2. Azt mondjuk, hogy A linea´ris, ha
• addit´ıv, azaz ba´rmely x, y ∈ X1 esete´n A(x+ y) = A(x) +A(y)
e´s
• homoge´n, azaz tetszo˝leges λ ∈ K e´s x ∈ X va´laszta´ssal A(λx) = λA(x).
Teha´t A(µx+λy) = µA(x)+λA(y) (x, y ∈ X1, µ, λ ∈ K). Az X1 → X2 linea´ris opera´torok halmaza´t
L(X1, X2)-vel fogjuk jelo¨lni. Vila´gos, hogy L(X1, X2) vektorte´r K felett, ill. ba´rmely A ∈ L(X1, X2)
esete´n A(0) = 0 (ahol az
”
elso˝” nulla az X1 te´r, a ”
ma´sodik” nulla az X2 te´r nulleleme).
A´llapodjunk meg a ko¨vetkezo˝ jelo¨le´sben: A ∈ L(X1, X2), x ∈ X1 esete´n (hacsak nem
okoz fe´lree´rte´st) A(x) helyett Ax-et ı´runk. Jegyezzu¨k meg, hogy az A ∈ L(X1, X2) opera´tor
{x ∈ X1 : Ax = 0} magtere, ill. {Ax ∈ X2 : x ∈ X1} ke´ptere (ko¨nnyen bela´thato´an) egyara´nt
linea´ris te´r, X1-nek, ill. X2-nek altere.
Az ala´bbi pe´lda´kban a szo´ban forgo´ (nyilva´n linea´ris) opera´torok defin´ıcio´ja´bo´l vila´gos, hogy
milyen X1, X2 terekro˝l van szo´:
1o Hf := f(0) (f ∈ C[0, 1]) ; 2o If := ∫ 1
0
f (f ∈ C[0, 1]) ; 3o Df := f ′ (f ∈ C1[0, 1]);
4o Lf :=
∑n
k=0 f(xk)gk (f ∈ C[a, b]), ahol n ∈ N, a ≤ x0 < ... < xn ≤ b e´s g0, ..., gn ∈ C[a, b];
5o Qf :=
∑n
k=0 αkf(xk) (f ∈ C[a, b]), ahol n ∈N, a ≤ x0 < ... < xn ≤ b e´s α0, ..., αn ∈ R;
6o Tf(x) :=
∫ b
a f(t)K(t, x) dt (f ∈ C[a, b], x ∈ [c, d]), ahol K : [a, b] × [c, d] → R folytonos
magfu¨ggve´ny;
7o Rax := 〈x, a〉 (x ∈ X), ahol (X, 〈, 〉) euklideszi te´r, a ∈ X ;
8o (X, 〈, 〉) euklideszi te´r, L ⊂ X teljes alte´r, PL : X → L (ld. 5.3.3. iv) megjegyze´s).
Specia´lisan, ha 4o-ben a g0, ..., gn fu¨ggve´nyek az x0, ..., xn ”
alappontokra” vonatkozo´ Lagrange-
fe´le alappolinomok, akkor az L opera´tor nem ma´s, mint a Lagrange-fe´le interpola´cio´s opera´tor. Eze´rt
a 4o-beli L linea´ris opera´tort a´ltala´nos´ıtott interpola´cio´s opera´tornak nevezzu¨k.
Vila´gos, hogy a 4o-beli pe´lda´bo´l kiindulva a
Qf :=
∫ b
a
Lf =
n∑
k=0
(∫ b
a
gk
)
f(xk) (f ∈ C[a, b])
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defin´ıcio´val e´rtelmezett opera´tor egy 5o-t´ıpusu´ linea´ris opera´tor: αk :=
∫ b
a
gk (k = 0, ..., n). Ha itt
Lf egy Lagrange-polinom (ld. az elo˝bbi e´szreve´telt), akkor Qf a megfelelo˝ Newton-Cotes-formula.
Ennek alapja´n nevezzu¨k az 5o-beli linea´ris opera´tort kvadratu´ra opera´tornak.
A 6o-beli folytonos magu´ integra´lopera´tort a ke´so˝bbiekben me´g re´szletesebben is vizsga´lni fogjuk.
Azt mondjuk, hogy az A : X1 → X2 leke´peze´s korla´tos linea´ris opera´tor, ha A ∈ L(X1, X2) e´s
megadhato´ olyan M ≥ 0 konstans, amellyel
‖Ax‖2 ≤M‖x‖1 (x ∈ X1).
Jelo¨lju¨k az X1 → X2 korla´tos linea´ris opera´torok halmaza´t L(X1, X2)-vel. Vila´gos, hogy L(X1, X2)
altere L(X1, X2)-nek.
Emle´keztetu¨nk a korla´tos halmaz fogalma´ra (ld. 4.2.): valamely (X, ρ) metrikus te´r esete´n az
Y ⊂ X halmaz korla´tos, ha van olyan K(z) ko¨rnyezet, hogy Y ⊂ K(z). Ko¨nnyu˝ meggondolni, hogy
mindez norma´lt terek esete´n (teha´t, amikor (X, ρ) ≡ (X, ‖.‖)) azzal ekvivalens, hogy le´tezik olyan
r > 0, amellyel Y ⊂ Kr(0) = {x ∈ X : ‖x‖ < r}. Ha A ∈ L(X1, X2) e´s Kr(0) ⊃ Y ⊂ X1, akkor
(a fenti M -mel) ‖Ax‖2 ≤ M‖x‖1 ≤ Mr (x ∈ Y ). Ma´s szo´val {Ax ∈ X2 : x ∈ Y } ⊂ Kδ(0)
(ahol Mr < δ tetszo˝leges), azaz az A[Y ] halmaz korla´tos. So˝t, ha A ∈ L(X1, X2) e´s ba´rmely
korla´tos Y ⊂ X1 halmazra A[Y ] korla´tos, akkor A ∈ L(X1, X2). Ekkor ui. A[K1(0)] korla´tos, azaz
alkalmas r > 0 mellett ‖At‖2 ≤ r (t ∈ K1(0)). Ha 0 6= x ∈ X1, akkor nyilva´n igaz, hogy (pl.)
x/(2‖x‖1) ∈ K1(0), eze´rt
‖A(x/(2‖x‖1))‖2 = ‖Ax‖2
2‖x‖1 ≤ r.
Innen ‖Ax‖2 ≤ 2r‖x‖1 ko¨vetkezik (ami nyilva´n igaz x = 0 esete´n is), azaz A ∈ L(X1, X2).
Emelju¨k ki ku¨lo¨n is a most mondottakat: egy A ∈ L(X1, X2) opera´tor akkor e´s csak akkor
korla´tos linea´ris opera´tor, ha tetszo˝leges korla´tos Y ⊂ X1 halmazra az A[Y ] ke´phalmaz korla´tos. Az
indokla´sbo´l vila´gos, hogy itt
”
tetszo˝leges korla´tos Y ⊂ X1” helyett K1(0) (vagy: ba´rmely r > 0 esete´n
Kr(0) ı´rhato´).
Legyen pl. a fenti 3o pe´lda´ban definia´lt D differencia´lopera´tor esete´n
X1 := C
1[0, 1] , X2 := C[0, 1],
az Xi (i = 1, 2) tereken egyara´nt az
‖f‖i := max
x∈[0,1]
|f(x)| (f ∈ Xi, i = 1, 2)
norma´t vezetve be. Ekkor D /∈ L(X1, X2). Valo´ban, ha n ∈ N e´s fn(x) := sin (nx) (0 ≤ x ≤ 1),
akkor ‖fn‖1 ≤ 1, ill.
‖Dfn‖2 = max
x∈[0,1]
|f ′n(x)| = n max
x∈[0,1]
| cos (nx)| ≥ n.
Innen nyilva´nvalo´, hogy nem le´tezik olyan M ≥ 0 konstans, amellyel
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n ≤ ‖Dfn‖2 ≤M‖fn‖1 ≤M (n ∈ N)
teljesu¨lne.
Ugyanakkor pl. az 5o-beli Q kvadratu´ra opera´tor az
X1 := C[a, b] , X2 := R , ‖f‖1 := max
x∈[a,b]
|f(x)| (f ∈ X1) , ‖α‖2 := |α| (α ∈ R)
szereposzta´ssal korla´tos linea´ris opera´tor: Q ∈ L(X1, X2). Ui. ba´rmely f ∈ X1 esete´n
‖Qf‖2 = |Qf | ≤
n∑
k=0
|αk|· |f(xk)| ≤
(
n∑
k=0
|αk|
)
· ‖f‖1,
azaz pl. az M :=
∑n
k=0 |αk| konstanssal ‖Qf‖2 ≤M‖f‖1 (f ∈ X1) igaz.
Ugyan´ıgy kapjuk a 4o-ben definia´lt a´ltala´nos´ıtott interpola´cio´s opera´torra, hogy L ∈ L(X1, X2),
ha (X1, ‖.‖1) ugyanaz, mint az elo˝bb e´s (X2, ‖.‖2) := (X1, ‖.‖1). Ti. ha f ∈ X1, akkor
‖Lf‖2 ≤
∥∥∥∥∥
n∑
k=0
|f(xk)||gk|
∥∥∥∥∥
∞
≤
∥∥∥∥∥
n∑
k=0
|gk|
∥∥∥∥∥
∞
· ‖f‖1,
azaz most pl. az M := ‖∑nk=0 |gk|‖∞ konstanssal ‖Lf‖2 ≤M‖f‖1 (f ∈ X1) teljesu¨l.
A 6o-beli folytonos magu´ integra´lopera´torral kapcsolatban legyen isme´t (X1, ‖.‖1) az elo˝bbi te´r,
X2 := C[c, d] , ‖f‖2 := max
x∈[c,d]
|f(x)| (f ∈ X2).
Ekkor elo˝szo¨r is jegyezzu¨k meg, hogy a parame´teres integra´lokro´l tanultak szerint minden f ∈ X1
esete´n valo´ban igaz, hogy Tf ∈ X2. Tova´bba´
‖Tf‖2 ≤ max
x∈[c,d]
∫ b
a
|f(t)||K(t, x)| dt ≤
(
max
x∈[c,d]
∫ b
a
|K(t, x)| dt
)
‖f‖1 (f ∈ X1).
Ko¨vetkeze´ske´ppen az
M := max
x∈[c,d]
∫ b
a
|K(t, x)| dt
konstanssal ‖Tf‖2 ≤M‖f‖1 (f ∈ X1), azaz T korla´tos linea´ris opera´tor: T ∈ L(X1, X2).
Specia´lis esetke´nt kapjuk a T := Sn (n ∈ N) trigonometrikus Fourier-re´szleto¨sszeg-opera´torokat:
Snf(x) =
∫ 2π
0
f(t)Dn(x− t) dt (x ∈ R),
ahol teha´t K(t, x) := Dn(x− t) e´s
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Dn(z) :=
1
π
(
1
2
+
n∑
k=1
cos (kz)
)
(z ∈ R)
a Dirichlet-fe´le magfu¨ggve´ny. Mivel Dn periodikus 2π-szerint, eze´rt
Ln := max
x∈R
∫ 2π
0
|Dn(x− t)| dt =
∫ 2π
0
|Dn|.
I´gy
‖Snf‖ := max
x∈R
|Snf(x)| ≤ Lnmax
x∈R
|f(x)| = Ln‖f‖ (f ∈ C2π),
ahol C2π a 2π-szerint periodikus f : R→ R fu¨ggve´nyek halmaza´t jelenti. Mutassuk meg, hogy az Ln
u´n. Lebesgue-konstansokra Ln ∼ ln n, azaz alkalmas c1, c2 > 0 a´llando´kkal
c1 ln n ≤ Ln ≤ c2 ln n (2 ≤ n ∈ N)
igaz. Legyen ehhez elo˝szo¨r 0 < t < 2π, ekkor
πDn(t) sin (t/2) =
sin (t/2)
2
+
n∑
k=1
sin (t/2) cos (kt) =
sin (t/2)
2
+
1
2
n∑
k=1
[sin ((k + 1/2)t)− sin ((k − 1/2)t)] =
sin (t/2)
2
+
1
2
(sin ((n+ 1/2)t)− sin (t/2)) = sin ((n+ 1/2)t)
2
,
azaz
Dn(t) =
sin ((n+ 1/2)t)
2π sin (t/2)
.
Vila´gos, hogy
Dn(0) = lim
t→0
Dn(t) =
n+ 1/2
π
=:
sin ((n+ 1/2)t)
2π sin (t/2)
∣∣∣
t=0
.
Eze´rt
Ln =
1
2π
∫ 2π
0
| sin ((n+ 1/2)t)|
sin (t/2)
dt ≥ 1
2π
∫ π
0
| sin ((n+ 1/2)t)|
sin (t/2)
dt =
6. Linea´ris opera´torok 71
1
π
∫ π/2
0
| sin ((2n+ 1)t)|
sin t
dt ≥ 1
π
n−1∑
k=0
∫
Ink
| sin ((2n+ 1)t)|
t
dt,
ahol
Ink :=
[
π/4 + kπ
2n+ 1
,
3π/4 + kπ
2n+ 1
]
=: [ank, bnk] (k = 0, ..., n− 1).
Innen | sin ((2n+ 1)t)| ≥ √2/2 (t ∈ Ink) (k = 0, ..., n− 1) alapja´n
Ln ≥ 1
π
n−1∑
k=0
√
2/2
bnk
· π
2(2n+ 1)
=
√
2
4π
n−1∑
k=0
1
3/4 + k
≥
√
2
4π
n∑
k=1
1
k
≥
√
2
4π
∫ n
1
dx
x
=
√
2
4π
ln n.
Az Ln ≤ c2 ln n (2 ≤ n ∈ N) felso˝ becsle´s hasonlo´an kaphato´ meg. Ui.
Ln =
1
2π
∫ 2π
0
| sin ((n+ 1/2)t)|
sin (t/2)
dt =
1
π
∫ π
0
| sin ((2n+ 1)t)|
sin t
dt =
2
π
∫ π/2
0
| sin ((2n+ 1)t)|
sin t
dt =
2
π
∫ 1/n
0
| sin ((2n+ 1)t)|
sin t
dt+
2
π
∫ π/2
1/n
| sin ((2n+ 1)t)|
sin t
dt.
A sin fu¨ggve´ny [0, π] feletti konka´vita´sa miatt sin z ≥ 2z/π (0 < z ≤ π/2), eze´rt
Ln ≤
∫ 1/n
0
(2n+ 1)t
t
dt+
∫ π/2
1/n
1
t
dt =
2n+ 1
n
+ ln (π/2) + ln n ≤ 3 + ln (π/2) + ln n,
amibo˝l az Ln ≤ c2 ln n felso˝ becsle´s ma´r nyilva´nvalo´an teljesu¨l alkalmas c2 (abszolu´t) konstanssal.
Tekintsu¨k az (X, 〈, 〉) euklideszi te´ren 7o-ben definia´lt Ra linea´ris opera´tort:
Rax = 〈x, a〉 (x ∈ X1),
ahol X1 := X, ‖x‖1 :=
√〈x, x〉 (x ∈ X1), (X2, ‖.‖2) ≡ (K, |.|) e´s a ∈ X1 ro¨gz´ıtett. A Cauchy-
Bunyakovszkij-egyenlo˝tlense´g alapja´n
‖Rax‖2 = |Rax| = |〈x, a〉| ≤ ‖a‖· ‖x‖1 (x ∈ X1),
azaz az M := ‖a‖ konstanssal ‖Rax‖2 ≤M‖x‖1 (x ∈ X1). I´gy R ∈ L(X1,K).
A 8o-beli PL projekcio´ra la´ttuk (5.3.3. iv) megjegyze´s), hogy ‖PLx‖ ≤ ‖x‖ (x ∈ X), azaz PL is
korla´tos linea´ris opera´tor: PL ∈ L(X,X).
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6.3. Az (L(X1, X2), ‖.‖) opera´tor-te´r.
Tetszo˝leges (Xi, ‖.‖i) (i = 1, 2) norma´lt terek esete´n igaz a
6.3.1. Te´tel. Legyen A ∈ L(X1, X2). Ekkor az ala´bbi felte´telek egyma´ssal ekvivalensek:
i) A ∈ L(X1, X2) ; ii) A folytonos ; iii) A ∈ C{0}.
Bizony´ıta´s. Tegyu¨k fel elo˝szo¨r, hogy A ∈ L(X1, X2). Ekkor ba´rmely x, y ∈ X1 esete´n
‖Ax−Ay‖2 = ‖A(x− y)‖2 ≤M‖x− y‖1,
ahol M olyan konstans, amellyel ‖At‖2 ≤ M‖t‖1 (t ∈ X1). Ko¨vetkeze´ske´ppen ‖Ax − Ay‖2 → 0
(x → y), azaz Ax → Ay (x → y). Ez azt jelenti, hogy A ∈ C{y}. Mivel y ∈ X1 tetszo˝leges volt,
eze´rt A ∈ C.
Ford´ıtva, legyen most A ∈ C e´s indirekt mo´don tegyu¨k fel (az indirekt felteve´st mindja´rt
ce´lszeru˝en alkalmazva), hogy ba´rmely n ∈ N esete´n van olyan xn ∈ X1, amellyel ‖Axn‖2 > n‖xn‖1.
Mivel xn = 0 esete´n Axn = 0, azaz ‖Axn‖2 = 0, eze´rt a nyilva´n nem igaz 0 > 0 a´llna fenn. I´gy
xn 6= 0 (n ∈ N). A´talak´ıta´s uta´n (az A opera´tor homogenita´sa alapja´n) azt kapjuk, hogy∥∥∥∥A( xnn‖xn‖1
)∥∥∥∥
2
> 1 (0 < n ∈ N).
Mivel
∥∥∥∥ xnn‖xn‖1
∥∥∥∥
1
= 1n → 0 (n → ∞), eze´rt az A opera´tor felte´telezett folytonossa´ga szerint (ld.
6.1.1. x) megjegyze´st is)
∥∥∥∥A( xnn‖xn‖1
)∥∥∥∥
2
→ ‖A0‖2 = 0 (n→∞).
Ez nyilva´n ellentmond annak, hogy
∥∥∥∥A( xnn‖xn‖1
)∥∥∥∥
2
> 1 (0 < n ∈ N). Teha´t A ∈ L(X1, X2).
Ha A ∈ C, akkor nyilva´n A ∈ C{0} is igaz. Ford´ıtva, ha A ∈ C{0}, akkor tetszo˝leges x ∈ X1
esete´n legyen xn ∈ X1 (n ∈ N) olyan sorozat, amelyre lim(xn) = x. Ekkor lim(x − xn) = 0, azaz
A ∈ C{0} miatt (ld. a´tviteli elv)
A(x− xn) = Ax−Axn → A0 = 0 (n→∞),
azaz Axn → Ax (n → ∞). Ez azt jelenti, hogy A ∈ C{x}. Mivel x ∈ X1 tetszo˝leges volt, eze´rt
A ∈ C.
6.3.1. Megjegyze´sek.
i) A bizony´ıta´s nyilva´nvalo´ mo´dos´ıta´sa´val a iii) felte´tel a ko¨vetkezo˝re csere´lheto˝: van olyan
z ∈ X1, hogy A ∈ C{z}.
ii) Az 5.3.3. iv) megjegyze´sben mondottakra utalva legyen (X, 〈, 〉) Hilbert-te´r, P ∈ L(X,X)
idempontens e´s az L := RP jelo¨le´ssel tegyu¨k fel, hogy L⊥ = {x ∈ X : Px = 0}. Ekkor
P az L za´rt alte´rre valo´ projekcio´. Ehhez ui. az ide´zett megjegyze´s szerint elegendo˝ azt
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meggondolni, hogy L za´rt (azaz teljes) alte´r. Mivel L nyilva´n alte´r, eze´rt csak a za´rtsa´got
kell megindokolnunk. Legyen ehhez yn ∈ L (n ∈ N) konvergens sorozat: y := lim(yn). Ha
xn ∈ X e´s yn = Pxn (n ∈ N), akkor P folytonossa´ga miatt Py = lim(Pyn) = lim(P 2xn) =
lim(Pxn) = lim(yn) = y, azaz y ∈ L. Teha´t L valo´ban za´rt.
Legyen A ∈ L(X1, X2) e´s MA := {M ∈ R : ‖Ax‖2 ≤M‖x‖1 (x ∈ X1)}.
6.3.2. Te´tel. Tetszo˝leges A ∈ L(X1, X2) esete´n az MA halmaznak van minimuma e´s az
L(X1, X2) ∋ A 7→ ‖A‖ := minMA
megfeleltete´s norma.
Bizony´ıta´s. Legyen mA := infMA. Azt kell megmutatnunk, hogy mA ∈ MA, azaz ba´rmely
x ∈ X1 elemre ‖Ax‖2 ≤ mA‖x‖1. Tegyu¨k fel ehhez indirekt mo´don, hogy valamilyen x ∈ X1 esete´n
‖Ax‖2 > mA‖x‖1. Ekkor egyre´szt x 6= 0 (ku¨lo¨nben ‖Ax‖2 = ‖0‖2 = 0 > mA‖x‖1 = 0 lenne, ami nem
igaz), ma´sre´szt alkalmas ε > 0 sza´mmal
‖Ax‖2 > (mA + ε)‖x‖1
is teljesu¨l. Az mA infimum defin´ıcio´ja alapja´n viszont van olyan M ∈ MA, M < mA + ε, amellyel
‖Az‖2 ≤M‖z‖1 (z ∈ X1). Teha´t a z := x va´laszta´ssal
(mA + ε)‖x‖1 < ‖Ax‖2 ≤M‖x‖1,
azaz mA + ε < M < mA + ε, ami nyilva´n nem igaz. Eze´rt mA ∈ MA, ı´gy valo´ban van az MA
halmaznak minimuma: ‖A‖ := mA = minMA. Ez azt is jelenti egyu´ttal, hogy
‖Ax‖2 ≤ ‖A‖‖x‖1 (x ∈ X1).
Mutassuk meg, hogy L(X1, X2) ∋ A 7→ mA = ‖A‖ norma. Ha A ≡ 0, akkor ‖Ax‖2 = ‖0‖2 =
0 ≤ 0· ‖x‖1 (x ∈ X1) miatt 0 ∈MA, azaz mA = ‖A‖ = 0.
Ford´ıtva, ha mA = ‖A‖ = 0, akkor 0 ∈ MA, azaz tetszo˝leges x ∈ X1 elemre ‖Ax‖2 ≤ 0· ‖x‖1.
Eze´rt ‖Ax‖2 = 0, teha´t Ax = 0. Ko¨vetkeze´ske´ppen A ≡ 0.
Ha λ ∈ K, akkor
‖(λA)x‖2 = ‖λAx‖2 = |λ|· ‖Ax‖2 ≤ |λ|· ‖A‖· ‖x‖1 (x ∈ X1),
azaz |λ|· ‖A‖ ∈ MλA. Eze´rt ‖λA‖ ≤ |λ|· ‖A‖. Ha λ = 0, akkor λA ≡ 0, ı´gy ‖λA‖ = 0 = λ· ‖A‖
trivia´lisan igaz. A λ 6= 0 esetben
‖Ax‖2 = ‖(λA)x‖2|λ| ≤
‖λA‖
|λ| ‖x‖1 (x ∈ X1)
miatt
‖λA‖
|λ| ∈ MA. Innen ‖A‖ ≤
‖λA‖
|λ| , azaz |λ|· ‖A‖ ≤ ‖λA‖ ko¨vetkezik. Uto´bbi egyenlo˝tlense´g
ford´ıtottja´t az elo˝bb kaptuk, eze´rt ‖λA‖ = |λ|· ‖A‖.
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Ve´gu¨l, ha A,B ∈ L(X1, X2), akkor ba´rmely x ∈ X1 esete´n
‖(A+B)x‖2 = ‖Ax+Bx‖2 ≤ ‖Ax‖2 + ‖Bx‖2 ≤ (‖A‖+ ‖B‖)‖x‖1.
Ez azt jelenti, hogy ‖A‖+ ‖B‖ ∈ MA+B, azaz ‖A+B‖ ≤ ‖A‖+ ‖B‖.
6.3.2. Megjegyze´sek.
i) Emelju¨k ki ku¨lo¨n is azt, hogy minden A ∈ L(X1, X2) korla´tos linea´ris opera´tor esete´n
‖Ax‖2 ≤ ‖A‖· ‖x‖1 (x ∈ X1).
ii) Ha A ∈ L(X1, X2), akkor tetszo˝leges M ∈ MA ”korla´tra” ‖A‖ ≤ M. Vila´gos, hogy ha
valamilyen M ∈ MA e´s 0 6= x ∈ X1 mellett ‖Ax‖2 = M‖x‖1, akkor ‖A‖ = M. Ui.
M‖x‖1 ≤ ‖A‖· ‖x‖1 miatt ekkor (‖A‖ ≤ )M ≤ ‖A‖. Nem nehe´z bela´tni, hogy
‖A‖ = sup{‖Ax‖2 : x ∈ X1, ‖x‖1 = 1} = sup{‖Ax‖2 : x ∈ X1, ‖x‖1 ≤ 1}
(de itt
”
sup” helyett a´ltala´ban nem ı´rhato´
”
max”).
iii) Pl. a 6.2. pontban mondottakat figyelembe ve´ve (az ottani jelo¨le´sekkel)
‖Q‖ ≤
n∑
k=0
|αk| ; ‖L‖ ≤
∥∥∥∥∥
n∑
k=0
|gk|
∥∥∥∥∥
∞
;
‖T‖ ≤ max
x∈[c,d]
∫ b
a
|K(t, x)| dt ; ‖Ra‖ ≤ ‖a‖ ; ‖PL‖ ≤ 1.
iv) Mutassuk meg pl., hogy ‖Q‖ = ∑nk=0 |αk|. Legyen ehhez f ∈ C[a, b] ”to¨ro¨ttvonal” az
a, x0, ..., xn, b ”
to¨re´spontokra” ne´zve, ahol f(xk) := signαk (k = 0, ..., n) e´s f(a) := f(x0),
f(b) := f(xn). Ekkor ‖f‖1 = ‖f‖∞ ≤ 1, ill.
Qf =
n∑
k=0
αkf(xk) =
n∑
k=0
|αk| ≤ ‖Q‖· ‖f‖∞ ≤ ‖Q‖.
Teha´t
∑n
k=0 |αk| ≤ ‖Q‖, amibo˝l iii) miatt ma´r ko¨vetkezik a ‖Q‖ =
∑n
k=0 |αk| egyenlo˝se´g.
Hasonlo´an kapjuk, hogy ‖L‖ = ‖∑nk=0 |gk|‖∞ . Legyen ui. z ∈ [a, b] olyan (ld. Weiertstrass-
te´tel), hogy
∥∥∥∥∥
n∑
k=0
|gk|
∥∥∥∥∥
∞
=
n∑
k=0
|gk(z)|,
ill. legyen f ∈ C[a, b]
”
to¨ro¨ttvonal” az a, x0, ..., xn, b ”
to¨re´spontokra” ne´zve, ahol
f(xk) := sign gk(z) (k = 0, ..., n) e´s f(a) := f(x0), f(b) := f(xn). Ekkor ‖f‖1 = ‖f‖∞ ≤ 1
e´s
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Lf(z) =
n∑
k=0
f(xk)gk(z) =
n∑
k=0
|gk(z)| =
∥∥∥∥∥
n∑
k=0
|gk|
∥∥∥∥∥
∞
≤
‖Lf‖∞ ≤ ‖L‖· ‖f‖∞ ≤ ‖L‖,
amibo˝l a iii) megjegyze´s alapja´n a mondott a´ll´ıta´sunk ma´r nyilva´n ko¨vetkezik.
v) Egy A ∈ L(X1, X2) opera´tor ‖A‖ norma´ja´nak az alkalmaza´sok szempontja´bo´l is fontos
szerepe van. Pl. a Q kvadratu´ra´k esete´n (ld. 6.2.) megvila´g´ıtva mindezt tegyu¨k fel, hogy
Qf =
∑n
k=0 αkf(xk) kisza´mı´ta´sakor valamilyen f ∈ C[a, b] fu¨ggve´nyre csak az
yk ∼ f(xk) (k = 0, ..., n)
ko¨zel´ıto˝ e´rte´kek a´llnak a rendelkeze´su¨nkre. Ha az eml´ıtett ko¨zel´ıte´sekre az
|f(xk)− yk| ≤ ε (k = 0, ..., n)
hibabecsle´s ismert (valamilyen ε > 0 mellett), akkor Qf helyett csak a q :=
∑n
k=0 αkyk
ko¨zel´ıto˝ e´rte´ket tudjuk kisza´mı´tani. (A sza´mola´s ko¨zben felle´po˝ kerek´ıte´si hiba´kto´l most
eltekintu¨nk.) Ekkor
|Qf − q| =
∣∣∣∣∣
n∑
k=0
αk(f(xk)− yk)
∣∣∣∣∣ ≤
n∑
k=0
|αk||f(xk)− yk| ≤ ε
n∑
k=0
|αk| = ‖Q‖ε.
A |Qf − q|
”
o¨ro¨klo¨tt” hiba az ε
”
me´re´si” hiba´hoz ke´pest eze´rt (a
”
legrosszabb” esetben)
‖Q‖-szorozo´dik.
vi) Legyen 0 < n,m ∈ N, (X1, ‖.‖1) := (Kn, ‖.‖1), (X2, ‖.‖2) := (Km, ‖.‖2) valamilyen Kn
feletti ‖.‖1-, ill. Km feletti ‖.‖2-vektornorma´val. Ha A ∈Km×n, akkor az
Ax := Ax (x ∈ X1)
defin´ıcio´val e´rtelmezett A : Kn → Km opera´torra A ∈ L(X1, X2) igaz. Ui. A ∈ L(X1, X2)
a ma´trix-vektor-szorza´s szaba´lyai alapja´n trivia´lis. Ugyanakkor a 3.2.2. Te´tel miatt
‖.‖1 ∼ ‖.‖ , ‖.‖2 ∼ ‖.‖∗,
ahol
‖x‖ := max
k
|xk| (x = (x1, ..., xn) ∈ X1),
‖y‖∗ := max
j
|yj | (y = (y1, ..., ym) ∈ X2).
Legyen A = (ail)
m,n
i=1,l, ekkor alkalmas c1 > 0, c2 > 0 konstansokkal az elo˝bbi x vektorokra
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‖Ax‖2 ≤ c1‖Ax‖∗ ≤ c1max
j
∣∣∣∣∣
n∑
k=1
ajkxk
∣∣∣∣∣ ≤ c1‖x‖maxj
n∑
k=1
|ajk| ≤
c1c2‖x‖1max
j
n∑
k=1
|ajk| =: M‖x‖1,
azaz valo´ban A ∈ L(X1, X2). Nem nehe´z bela´tni, hogy az
Km×n ∋ A 7→ A ∈ L(X1, X2)
megfeleltete´s izomorfia. Ha itt ‖A‖ := ‖A‖, akkor a Km×n ∋ A 7→ ‖A‖ ma´trixnorma´ra
ne´zve az elo˝bbi Km×n ∋ A 7→ A ∈ L(X1, X2) leke´peze´s izometria is.
6.3.3. Te´tel. Tekintsu¨k az [a, b], [c, d] kompakt intervallumok e´s a K : [a, b] × [c, d] → R
folytonos magfu¨ggve´ny esete´n a Tf(x) :=
∫ b
a f(t)K(t, x) dt (f ∈ C[a, b], x ∈ [c, d]) folytonos
magu´ integra´lopera´tort. Legyen (X1, ‖.‖1) ≡ (C[a, b], ‖.‖∞), (X2, ‖.‖2) ≡ (C[c, d], ‖.‖∞). Ekkor
T ∈ L(X1, X2) e´s ‖T‖ = maxx∈[c,d]
∫ b
a
|K(t, x)| dt.
Bizony´ıta´s. A 6.2., 6.3. pontokban eddig mondottak szerint azt kell ma´r csak bela´tnunk, hogy
az
M := max
x∈[c,d]
∫ b
a
|K(t, x)| dt
jelo¨le´ssel M ≤ ‖T‖. Legyen ehhez (a Weierstrass-te´tel szerint le´tezo˝) x0 ∈ [c, d] olyan, hogy
M =
∫ b
a
|K(t, x0)| dt e´s
g(t) := sign
∫ b
a
K(t, x0) dt (t ∈ [a, b]).
Ekkor ba´rmely f ∈ X1, ‖f‖∞ ≤ 1 esete´n
M =
∫ b
a
g(t)K(t, x0) dt =
∫ b
a
(g(t)− f(t))K(t, x0) dt+
∫ b
a
f(t)K(t, x0) dt =
∫ b
a
(g(t)− f(t))K(t, x0) dt+ Tf(x0).
Innen azt kapjuk, hogy
M ≤
∫ b
a
|g(t)− f(t)||K(t, x0)| dt+ |Tf(x0)| ≤
∫ b
a
|g(t)− f(t)||K(t, x0)| dt+ ‖Tf‖∞ ≤
∫ b
a
|g(t)− f(t)||K(t, x0)| dt+ ‖T‖· ‖f‖∞ ≤
∫ b
a
|g(t)− f(t)||K(t, x0)| dt+ ‖T‖.
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Mivel a [a, b] ∋ t 7→ ϕ(t) := K(t, x0) fu¨ggve´ny folytonos, eze´rt a Heine-te´tel miatt tetszo˝leges ε > 0
esete´n megadhato´ olyan δ > 0, hogy
|K(t, x0)−K(τ, x0)| < ε,
hacsak a t, τ ∈ [a, b] pontokra |t− τ | < δ teljesu¨l. Va´lasszuk az [a, b] intervallum
a = x0 < x1 < ... < xn = b
feloszta´sa´t (valamilyen n ∈ N mellett) u´gy, hogy xi+1 − xi < δ (i = 0, ..., n − 1) igaz legyen. Ha
I = [xk, xk+1] (k = 0, ..., n− 1) egy oszta´sintervallum ebben a feloszta´sban, akkor legyen I ′ := I,
ha az I intervallumon ϕ nem va´lt elo˝jelet. Ku¨lo¨nben legyen I ′′ := I. Az uto´bbi esetben a ϕ fu¨ggve´ny
folytonossa´ga e´s a Bolzano-te´tel alapja´n egy alkalmas c ∈ I ′′ helyen ϕ(c) = 0. Ko¨vetkeze´ske´ppen
ba´rmely t ∈ I ′′ esete´n
|ϕ(t)| = |ϕ(t)− ϕ(c)| < ε,
ui. |t− c| < δ.
A fentieket figyelembe ve´ve legyen f ∈ C[a, b] olyan to¨ro¨ttvonal az x0, ..., xn ”to¨re´spontokra”
ne´zve, amelyre minden I ′ oszta´sintervallum esete´n f(t) := g(t) = signϕ(t) (t ∈ I ′) e´s ‖f‖∞ ≤ 1. Az
elo˝bbiek szerint
M ≤ ‖T‖+
n−1∑
k=0
∫ xk+1
xk
|g(t)− f(t)|· |K(t, x0)| dt =
‖T‖+
∑
I′′
∫
I′′
|g(t)− f(t)|· |K(t, x0)| dt ≤ ‖T‖+ 2ε
∑
I′′
|I ′′| ≤ ‖T‖+ 2(b− a)ε.
Mivel ez a becsle´s minden ε > 0 mellett teljesu¨l, eze´rt M ≤ ‖T‖, azaz M = ‖T‖.
6.3.4. Te´tel. Tegyu¨k fel, hogy az (Xi, ‖.‖i) (i = 1, 2) norma´lt terek ko¨zu¨l (X2, ‖.‖2) Banach-te´r.
Ekkor az (L(X1, X2), ‖.‖) opera´tor-te´r is Banach-te´r.
Bizony´ıta´s. Azt kell teha´t bela´tnunk, hogy ha az An ∈ L(X1, X2) (n ∈ N) sorozatra
‖An − Am‖ → 0 (n,m → ∞), akkor alkalmas A ∈ L(X1, X2) mellett ‖An − A‖ → 0 (n → ∞).
Jegyezzu¨k meg, hogy supn ‖An‖ < +∞. Ui. valamilyen N ∈ N mellett ‖AN − Am‖ < 1
(m ∈ N, N ≤ m), azaz
‖Am‖ = ‖AN + (Am −AN )‖ ≤ ‖AN‖+ ‖AN −Am‖ < ‖AN‖+ 1 (m ∈N, N ≤ m).
Eze´rt supn ‖An‖ ≤ max{‖A0‖, ..., ‖AN−1‖, ‖AN‖+ 1}.
Legyen x ∈ X1, n,m ∈ N tetszo˝leges. Ekkor
‖Anx−Amx‖2 = ‖(An −Am)x‖2 ≤ ‖An −Am‖‖x‖1 → 0 (n,m→∞),
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eze´rt (az X2-beli) (Anx) sorozat Cauchy-sorozat. Az (X2, ‖.‖2) te´r telesse´ge miatt ı´gy le´tezik a
lim(Anx) hata´re´rte´k.
Vila´gos, hogy az Ax := lim(Anx) (x ∈ X1) mo´don definia´lt A : X1 → X2 opera´torra
A ∈ L(X1, X2) igaz. Mivel (ld. 6.1.1. x) megjegyze´s) ‖Ax‖2 = lim(‖Anx‖2), eze´rt
‖Ax‖2 ≤ lim sup(‖An‖· ‖x‖1) ≤ sup
n
‖An‖· ‖x‖1.
Ezzel bela´ttuk, hogy A ∈ L(X1, X2).
Legyen ε > 0, M ∈ N pedig olyan, hogy ‖An −Am‖ < ε (M < n,m ∈ N). Ekkor a ma´r elo˝bb
is alkalmazott ‖Anx−Amx‖2 ≤ ‖An −Am‖· ‖x‖1 becsle´s miatt
‖Anx−Amx‖2 ≤ ε‖x‖1 (M < n,m ∈ N).
Ha itt ro¨gz´ıtett M < n ∈ N mellett m→∞, akkor
‖(An −A)x‖2 = ‖Anx−Ax‖2 = lim
m→∞ ‖Anx−Amx‖2 ≤ ε‖x‖1 (M < m ∈ N).
Ko¨vetkeze´ske´ppen ‖An − A‖ ≤ ε (M < n ∈ N). Ez pontosan azt jelenti, hogy ‖An − A‖ → 0
(n→∞).
6.4. Dua´lis terek.
Legyen (X, ‖.‖) norma´lt te´r, ekkor a (K, |.|) te´r teljesse´ge e´s a 6.3.4. Te´tel miatt az (L(X,K), ‖.‖)
te´r Banach-te´r. (Az X vektorte´r feletti norma´t e´s az L(X,K) te´r feletti norma´t ugyanazzal a ‖.‖
szimbo´lummal jelo¨lve.) Az X∗ := (L(X,K), ‖.‖) Banach-teret az (X, ‖.‖) te´r dua´lisa´nak (dua´lis
tere´nek vagy konjuga´lt tere´nek), az X∗ dua´lis elemeit korla´tos linea´ris funkciona´loknak nevezzu¨k.
Ha pl. (X, ‖.‖) ≡ (X, 〈, 〉) e´s a ∈ X, akkor (ld. 6.2.) ba´rmely a ∈ X esete´n az Rax := 〈x, a〉
(x ∈ X) funkciona´l X∗-beli e´s ‖Ra‖ ≤ ‖a‖. Ha itt x := a, akkor
Raa = 〈a, a〉 = ‖a‖2 ≤ ‖Ra‖· ‖a‖
miatt ‖a‖ ≤ ‖Ra‖, azaz ‖Ra‖ = ‖a‖ ado´dik. So˝t, igaz a
6.4.1. Te´tel (Riesz). Tegyu¨k fel, hogy (X, 〈, 〉) Hilbert-te´r. Ekkor ba´rmely R ∈ X∗ funkciona´lhoz
egye´rtelmu˝en le´tezik olyan a ∈ X, hogy R = Ra e´s ‖R‖ = ‖a‖.
Bizony´ıta´s. Legyen R ∈ X∗ e´s Y := {x ∈ X : Rx = 0} az R funkciona´l magtere. Ekkor Y
alte´r (ld. 6.2.), so˝t za´rt alte´r: ha xn ∈ Y (n ∈ N) e´s le´tezik az x := lim(xn) hata´re´rte´k, akkor R
folytonossa´ga e´s az a´tviteli elv miatt (ld. 6.3.1. Te´tel, ill. 6.1.) Rx = lim(Rxn) = lim(0) = 0 miatt
x ∈ Y.
Ke´t eset lehetse´ges:
1o Y = X, amikor is R ≡ 0. Ekkor az a := 0 elem nyilva´n megfelelo˝.
2o Y 6= X. Legyen (ld. 5.3.1. i) megjegyze´s) u ∈ X \ Y e´s y ∈ Y extrema´lis: ‖u − y‖ = ρ(u, Y ).
Ekkor az 5.3.2. Te´tel miatt a b := u − y 6= 0 elemre b ∈ Y ⊥, azaz 〈z, b〉 = 0 minden z ∈ Y mellett
igaz. Vegyu¨k e´szre, hogy
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bRx− xRb ∈ Y (x ∈ X).
Eze´rt tetszo˝leges x ∈ X esete´n
0 = 〈bRx− xRb, b〉 = 〈bRx, b〉 − 〈xRb, b〉 = Rx〈b, b〉 − 〈x, bRb〉 = ‖b‖2Rx− 〈x, bRb〉.
Innen Rx =
〈x, bRb〉
‖b‖2 =
〈
x, bRb‖b‖2
〉
, ma´s szo´val az a := bRb‖b‖2 elem megfelelo˝.
Ezzel a te´telben szereplo˝ a elem egzisztencia´ja´t bela´ttuk. Ha c ∈ X is olyan, hogy Rx = 〈x, c〉
(x ∈ X), akkor 〈x, a − c〉 = 0 (x ∈ X), specia´lisan az x := a − c va´laszta´ssal innen ‖a − c‖ = 0
ado´dik. Teha´t a = c, amivel az a elem unicita´sa´t is megmutattuk.
Az ‖R‖ = ‖Ra‖ = ‖a‖ egyenlo˝se´get ma´r a te´tel kimonda´sa elo˝tt megindokoltuk.
6.4.1. Megjegyze´sek.
i) Vila´gos, hogy a, b ∈ X esete´n Ra+b = Ra +Rb. Ha λ ∈ K, akkor
Rλax = 〈x, λa〉 = λ〈x, a〉 = λRax (x ∈ X)
miatt Rλa = λRa.
ii) A´llapodjunk meg abban, hogy ba´rmely (X, ‖.‖) norma´lt te´r esete´n az A ∈ X∗ funkciona´l e´s
a λ ∈ K sza´m szorzata´n azt a λA ∈ X∗ funkciona´lt e´rtju¨k, amelyre (λA)x := λAx (x ∈ X).
Vila´gos, hogy mindez nem va´ltoztat azon a te´nyen, hogy X∗ Banach-te´r.
iii) Az elo˝bbi megjegyze´seket is figyelembe ve´ve most ma´r azt mondhatjuk, hogy ba´rmely
(X, 〈, 〉) Hilbert-te´r esete´n az X ∋ a 7→ Ra ∈ X∗ megfeleltete´s izomorfia e´s izometria.
iv) Jelo¨le´stechnikailag is gyakran kiemelju¨k, ha egy dua´lis te´r elemeiro˝l van szo´: ezeket a´ltala´ban
kis betu˝kkel jelo¨lju¨k, ill. a linea´ris opera´torokra bevezetett Ax ı´ra´smo´d helyett f ∈ X∗,
x ∈ X esete´n a hagyoma´nyos f(x) szimbo´lumot haszna´ljuk.
v) Legyen (X, ‖.‖) tetszo˝leges norma´lt te´r, f ∈ L(X,K),
X0 := X
f
0 := {x ∈ X : f(x) = 0}
pedig legyen az f linea´ris funkciona´l magtere. Ekkor f ∈ X∗ azzal ekvivalens, hogy X0
za´rt. Ha ui. f ∈ X∗, akkor X0 za´rtsa´ga ugyanu´gy ado´dik, mint azt la´ttuk a 6.4.1. Te´tel
bizony´ıta´sa´ban. Ford´ıtva, ha X0 za´rt, akkor ke´t eset lehetse´ges: X0 = X, ekkor f ≡ 0,
azaz nyilva´n f ∈ X∗. Ha viszont X0 6= X, akkor ba´rmely a ∈ X \ X0 esete´n alkalmas
r > 0 mellett Kr(a) ∩ X0 = ∅. Mivel f(a) 6= 0, eze´rt (legfeljebb a-t a/f(a)-ra csere´lve)
felteheto˝, hogy f(a) = 1. Legyen x ∈ X \ X0, ekkor f(x) 6= 0 e´s a − x/f(x) ∈ X0. I´gy
a− x/f(x) /∈ Kr(a), azaz ‖(a − x/f(x))− a‖ ≥ r. Ez azt jelenti, hogy ‖x‖/|f(x)| ≥ r, azaz
|f(x)| ≤ ‖x‖/r. Ez uto´bbi becsle´s nyilva´n igaz x ∈ X0 esete´n is, teha´t f ∈ X∗.
vi) Az elo˝zo˝ megjegyze´sbeli f ∈ L(X,K) funkciona´lra f /∈ X∗ akkor e´s csak akkor igaz, ha
(ld. v)) X0 6= X e´s X0 = X. Valo´ban, ha X0 = X e´s f ∈ X∗, azaz f folytonos, akkor
tetszo˝leges x ∈ X esete´n egy alkalmas xn ∈ X0 (n ∈ N) sorozattal lim(xn) = x. Innen
f(x) = lim(f(xn)) = lim(0) = 0 ado´dik, azaz f ≡ 0. Ha teha´t X 6= X0 mindenu¨tt su˝ru˝
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X-ben, akkor f nem lehet folytonos, ı´gy f /∈ X∗. Ha viszont X0 6= X, akkor van olyan
a ∈ X \ X0 e´s r > 0, hogy Kr(a) ∩ X0 = ∅. Innen az v)-ben la´tottak szerint f ∈ X∗
ko¨vetkezik. Eze´rt f /∈ X∗ esete´n X0 = X. Vila´gos, hogy ekkor X0 6= X is szu¨kse´gszeru˝en
igaz, hiszen X0 = X esete´n az f ≡ 0 funkciona´l nyilva´n X∗-ban lenne.
vii) A linea´ris funkciona´lok magtere´nek a szerepe´re vila´g´ıt ra´ az ala´bbi megjegyze´s is. Legyen
ui. (ld. v)) f, g ∈ L(X,K). Ekkor Xf0 = Xg0 azzal ekvivalens, hogy alkalmas α ∈ K
konstanssal f = αg. Ha ui. a ke´t funkciona´l ko¨zu¨l az egyik a ma´siknak konstansszorosa,
akkor az Xf0 = X
g
0 egyenlo˝se´g megleheto˝sen nyilva´nvalo´. Ford´ıtva, legyen X0 := X
f
0 = X
g
0 .
Felteheto˝, hogy X0 6= X, ku¨lo¨nben f ≡ g ≡ 0, azaz (pl.) az α := 1 va´laszta´s megfelelo˝.
Teha´t legyen X0 6= X, a ∈ X \X0 e´s x ∈ X esete´n
z := x− f(x)
f(a)
a.
Ekkor egy egyszeru˝ behelyettes´ıte´s uta´n azt kapjuk, hogy z ∈ Xf0 , azaz z ∈ Xg0 . Eze´rt
g(x) =
f(x)
f(a)
g(a) + g(z) =
f(x)
f(a)
g(a),
ı´gy az α :=
g(a)
f(a)
konstans megfelelo˝.
Emle´keztetu¨nk az (ℓp, ‖.‖p) (1 ≤ p ≤ +∞) Banach-terek defin´ıcio´ja´ra:
ℓp :=

{
x = (xn) : N→ K : ‖x‖p := (
∑∞
n=0 |xn|p)1/p < +∞
}
(p < +∞)
{x = (xn) : N→ K : ‖x‖∞ := supn |xn| < +∞} (p = +∞).
6.4.2. Te´tel. Legyen 1 ≤ p, q ≤ +∞, 1p + 1q = 1. Ekkor
i) ba´rmely a ∈ ℓq esete´n az fa(x) :=
∑∞
n=0 xnan (x ∈ ℓp) elo˝´ıra´s egy fa ∈ ℓ∗p funkciona´lt
hata´roz meg, amelyre ‖fa‖ = ‖a‖q ;
ii) ha p < +∞, akkor minden f ∈ ℓ∗p funkciona´lhoz egye´rtelmu˝en le´tezik olyan a ∈ ℓq sorozat,
hogy f = fa.
Bizony´ıta´s. Elo¨lja´ro´ban a jo´l ismert Ho¨lder-egyenlo˝tlense´gre hivatkozva azt mondhatjuk, hogy
a te´telben jelzett a ∈ ℓq, x ∈ ℓp sorozatok esete´n
|fa(x)| ≤
∞∑
n=0
|xnan| ≤ ‖a‖q‖x‖p < +∞,
azaz fa : ℓp → K. Vila´gos, hogy fa linea´ris, ill. az elo˝zo˝ becsle´s miatt fa ∈ ℓ∗p e´s ‖fa‖ ≤ ‖a‖q .
Tegyu¨k fel, hogy 1 < p < +∞, ekkor 1 < q < +∞ is nyilva´n igaz. Legyen (xn) a ko¨vetkezo˝
sorozat:
xn :=

0 (an = 0)
|an|q
an
(an 6= 0)
(n ∈ N).
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Ko¨nnyen ado´dik, hogy x := (xn) ∈ ℓp. Ui.
‖x‖pp =
∞∑
n=0
|xn|p =
∞∑
n=0
|an|p(q−1) =
∞∑
n=0
|an|q = ‖a‖qq < +∞.
Az is kideru¨lt, hogy ‖x‖p = (‖a‖q)q/p . Mindezt egybevetve a fentiekkel azt mondhatjuk, hogy
fa(x) =
∞∑
n=0
|an|q = ‖a‖qq ≤ ‖fa‖· ‖x‖p = ‖fa‖ (‖a‖q)q/p ,
amibo˝l ‖fa‖ ≥ (‖a‖q)q−q/p = ‖a‖q ko¨vetkezik. Eze´rt ‖fa‖ = ‖a‖q .
Ha p = +∞, akkor q = 1. Legyen ekkor
xn :=

0 (an = 0)
|an|
an
(an 6= 0)
(n ∈ N).
Mivel |xn| ≤ 1 (n ∈ N), eze´rt x := (xn) ∈ ℓ∞ e´s ‖x‖∞ ≤ 1. Tova´bba´ fa(x) =
∑∞
n=0 |an| = ‖a‖1
miatt
fa(x) = ‖a‖1 ≤ ‖fa‖· ‖x‖∞ ≤ ‖fa‖
alapja´n ‖a‖1 ≤ ‖fa‖, azaz ‖fa‖ = ‖a‖1.
Ha p = 1, akkor q = +∞. Ebben az esetben (a δnk (n, k ∈ N) Kronecker-szimbo´lummal)
tekintsu¨k az
e(n) := (δnk, k ∈ N) (n ∈ N)
(nyilva´n ℓ1-beli) sorozatokat. Ha n ∈ N, akkor
|fa(e(n))| = |an| ≤ ‖fa‖· ‖e(n)‖1 = ‖fa‖
alapja´n ‖a‖∞ = supn |an| ≤ ‖fa‖, azaz ‖fa‖ = ‖a‖∞.
Ezzel a te´tel i) a´ll´ıta´sa´t bela´ttuk. A ii) bizony´ıta´sa´hoz vegyu¨k figyelembe, hogy p < +∞ esete´n
az elo˝bb definina´lt e(n) (n ∈ N) sorozatok Schauder-ba´zist alkotnak ℓp-ben: x = (xn) ∈ ℓp esete´n
x =
∑∞
n=0 xne
(n), hiszen
∥∥∥∥∥x−
n∑
k=0
xke
(k)
∥∥∥∥∥
p
p
=
∞∑
k=n+1
|xk|p → 0 (n→∞).
Ha teha´t f ∈ ℓ∗p, akkor f folytonossa´ga (ld. 6.3.1. Te´tel) alapja´n
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f(x) =
∞∑
n=0
xnf(e
(n)) =
∞∑
n=0
xnan,
ahol teha´t an := f(e(n)) (n ∈ N). Mutassuk meg, hogy az a := (an) sorozat ℓq-beli, azaz f = fa.
Legyen ehhez elo˝szo¨r 1 < p. Ekkor tekintsu¨k valamely N ∈ N mellett azt az x = (xn) sorozatot,
amelyre
xn :=

0 (an = 0 vagy n > N)
|an|q
an
(n ≤ N, an 6= 0)
(n ∈ N).
Nyilva´n x ∈ ℓp e´s
f(x) = sN :=
N∑
n=0
|an|q ≤ ‖f‖· ‖x‖p = ‖f‖
(
N∑
n=0
|an|p(q−1)
)1/p
=
‖f‖
(
N∑
n=0
|an|q
)1/p
= ‖f‖s1/pN .
Ko¨vetkeze´ske´ppen sN ≤ ‖f‖q , azaz
‖a‖qq =
∞∑
n=0
|an|q = lim
N→∞
sN ≤ ‖f‖q < +∞,
ı´gy a ∈ ℓq.
Ha p = 1, akkor
|an| = |f(e(n))| ≤ ‖f‖· ‖e(n)‖1 = ‖f‖ (n ∈N),
amibo˝l
‖a‖∞ = sup
n
|an| ≤ ‖f‖ < +∞,
teha´t a ∈ ℓ∞ ko¨vetkezik.
Ha ii)-ben b = (bn) ∈ ℓq is olyan sorozat, hogy f = fb, akkor minden x = (xn) ∈ ℓp esete´n
fa(x) = fb(x), azaz
fa(x)− fb(x) =
∞∑
k=0
xkak − bk = 0.
Legyen n ∈ N e´s x := e(n), akkor fa(x) − fb(x) = an − bn = 0, amibo˝l an = bn ko¨vetkezik. Teha´t
a = b.
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6.4.2. Megjegyze´sek.
i) Az elo˝zo˝ te´tel ii) a´ll´ıta´sa a p = +∞ esetben nem igaz. Teha´t van olyan f ∈ ℓ∗∞ funkciona´l,
amely egyetlen a ∈ ℓ1 esete´n sem a´ll´ıthato´ elo˝ f = fa alakban. Legyen ui.
c := {x ∈ ℓ∞ : x konvergens}
e´s g(x) := limx (x ∈ c). Vila´gos, hogy c altere ℓ∞-nek, g linea´ris funkciona´l ezen az alte´ren
e´s |g(x)| ≤ ‖x‖∞ (x ∈ c) miatt g ∈ c∗. Az is megleheto˝sen nyilva´nvalo´, hogy nincs olyan
a = (an) ∈ ℓ1 sorozat, amellyel
g(x) = limx =
∞∑
n=0
xnan (x ∈ c)
igaz lenne. Ke´so˝bb megmutatjuk (ld. 6.5.1. Hahn-Banach-te´tel), hogy van olyan f ∈ ℓ∗∞
funkciona´l, amelyre f(x) = g(x) (x ∈ c).
ii) Teha´t {fa ∈ ℓ∗∞ : a ∈ ℓ1} valo´di altere ℓ∗∞-nak.
iii) Ro¨viden va´zoljuk az ℓ∗∞ dua´lis te´r szerkezete´t. Legyen ehhez f ∈ ℓ∗∞ e´s valamely A ⊂ N
esete´n µ(A) := f(χA), ahol χA ∈ ℓ∞ az A halmaz karakterisztikus sorozata:
χA(n) :=
 1 (n ∈ A)
0 (n /∈ A)
(n ∈ N).
Az ı´gy definia´lt µ : P(N)→ K fu¨ggve´nyro˝l nem nehe´z megmutatni, hogy µ(∅) = 0 e´s µ
• addit´ıv, azaz µ(A ∪B) = µ(A) + µ(B) (A,B ⊂ N, A ∩B = ∅);
• korla´tos va´ltoza´su´, azaz
[µ] := sup
n∑
k=0
|µ(Ak)| < +∞,
so˝t, [µ] ≤ ‖f‖, ahol a szupre´mum a pa´ronke´nt diszjunkt halmazokbo´l a´llo´
N =
⋃n
k=0Ak (n ∈ N) felbonta´sokra vonatkozik.
Ha ℓ := {x ∈ ℓ∞ : Rx ve´ges }, akkor ba´rmely x ∈ ℓ sorozatra
|f(x)| =
∣∣∣∣∣f
( ∑
α∈Rx
αχ{xk=α}
)∣∣∣∣∣ =
∣∣∣∣∣ ∑
α∈Rx
αf
(
χ{xk=α}
)∣∣∣∣∣ ≤
∑
α∈Rx
|α|µ ({xk = α}) ≤ [µ]· ‖x‖∞.
Mivel (ko¨nnyen bela´thato´an) ℓ mindenu¨tt su˝ru˝ ℓ∞-ben, eze´rt tetszo˝leges x ∈ ℓ∞ elemhez
van olyan x(n) ∈ ℓ (n ∈ N) sorozat, hogy ‖x − x(n)‖∞ → 0 (n → ∞). I´gy az elo˝bbiek
alapja´n
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|f(x)| = | lim(f(x(n)))| ≤ lim([µ]· ‖x(n)‖∞) = [µ]· ‖x‖∞,
amibo˝l ‖f‖ ≤ [µ] ko¨vetkezik. Mindezt egybevetve a fentiekkel azt mondhatjuk, hogy
‖f‖ = [µ]. LegyenM a (fenti e´rtelemben) korla´tos va´ltoza´su´ addit´ıv µ : P(N)→ K komplex
me´rte´kek halmaza e´s µ ∈M esete´n
fµ(x) :=
∑
α∈Rx
αµ({xk = α}) (x ∈ ℓ).
Ekkor fµ ∈ ℓ∗, ill. x ∈ ℓ∞ esete´n az elo˝bbi x(n) ∈ ℓ (n ∈ N), lim(x(n)) = x sorozattal
|fµ(x(n))− fµ(x(m))| = |fµ(x(n) − x(m))| ≤ [µ]· ‖x(n) − x(m)‖∞ → 0 (n,m→∞)
miatt le´tezik a lim(fµ(x
(n))) ∈ K hata´re´rte´k. Nem nehe´z bela´tni, hogy ez csak x-to˝l fu¨gg,
eze´rt
”
e´rtelmes” az f(x) := lim(fµ(x
(n))) defin´ıcio´. Az f funkciona´l nyilva´n linea´ris, ill.
|fµ(x)| = lim(|fµ(x(n))|) ≤ [µ] lim(‖x(n)‖∞) = [µ]· ‖x‖∞
alapja´n fµ ∈ ℓ∗∞ e´s (az elo˝zo˝ek szerint) ‖fµ‖ = [µ].
iv) Megmutathato´, hogy M∋ µ 7→ [µ] norma, ill. (M, [.]) Banach-te´r e´s (ld. iii))
M∋ µ 7→ fµ ∈ ℓ∗∞
izomorfia e´s izometria.
v) Specia´lisan ba´rmely a = (an) ∈ ℓ1 sorozat esete´n a
µa(A) :=
∑
k∈A
ak (A ∈ P(N))
defin´ıcio´val e´rtelmezett µa fu¨ggve´ny M-beli e´s [µ] = ‖a‖1. Nyilva´n fµa = fa.
vi) Legyen c0 := {x ∈ c : limx = 0}, a ∈ ℓ1 e´s fa(x) := fa(x) (x ∈ c0). Mutassuk meg, hogy
c∗0 = {fa : a ∈ ℓ1} e´s a ∈ ℓ1 esete´n ‖fa‖ = ‖a‖1. Valo´ban, ha a ∈ ℓ1, akkor az fa ∈ c∗0,
‖fa‖ = ‖a‖1 a´ll´ıta´sok ugyanu´gy la´thato´k be, mint a 6.4.2. Te´tel i) a´ll´ıta´sa´nak a p = +∞-re
vonatkozo´ re´sze: ‖fa‖ ≤ ‖a‖1, ill. legyen N ∈ N e´s
x(N)n :=

0 (an = 0 vagy n > N)
|an|
an
(n ≤ N , an 6= 0)
(n ∈ N).
Mivel limn→∞ x
(N)
n = 0, eze´rt x(N) := (x
(N)
n ) ∈ c0 e´s ‖x(N)‖∞ ≤ 1. Tova´bba´
fa(x) =
N∑
n=0
|an| ≤ ‖fa‖· ‖x(N)‖∞ ≤ ‖fa‖
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alapja´n ‖a‖1 = limN→∞
∑N
n=0 |an| ≤ ‖fa‖, azaz ‖fa‖ = ‖a‖1.
Ford´ıtva, legyen f ∈ c∗0, ekkor a 6.4.2. Te´tel bizony´ıta´sa´ban bevezetett e(n) ∈ c0 (n ∈ N)
sorozatok seg´ıtse´ge´vel
f(x) =
∞∑
n=0
xnf(e
(n)) =:
∞∑
n=0
xnan,
ahol teha´t an := f(e(n)) (n ∈ N). Ha itt N ∈ N e´s (a most definia´lt an-ekkel) x(N) az
elo˝bbi sorozat, akkor
f(x(N)) =
N∑
n=0
|an| ≤ ‖f‖‖x(N)‖∞ ≤ ‖f‖,
teha´t ‖a‖1 = limN→∞
∑N
n=0 |an| ≤ ‖f‖. Ez azt jelenti, hogy a ∈ ℓ1 e´s
f(x) =
∞∑
n=0
xnan = fa(x) (x ∈ c0),
azaz f = fa.
vii) A vi) megjegyze´sben e´rtelmezett fa (a ∈ ℓ1) funkciona´lok c0 helyett a konvergens sorozatok
c tere´n is nyilva´n e´rtelmezheto˝k. So˝t, ha q ∈ K, akkor (az elo˝bbi ℓ1 ∋ a-val) az
fq,a(x) := q limx+
∞∑
n=0
xnan (x = (xn) ∈ c)
defin´ıcio´val e´rtelmezett fq,a : c→ K funkciona´l nyilva´n linea´ris, ill. a trivia´lis
|fq,a(x)| ≤ (|q|+ ‖a‖1)‖x‖∞ (x ∈ c)
becsle´s miatt fq,a ∈ c∗ e´s ‖fq,a‖ ≤ |q|+ ‖a‖1. Nem nehe´z meggondolni, hogy
‖fq,a‖ = |q|+ ‖a‖1.
Ez q = 0-ra ugyanu´gy
”
mehet”, mint fent az fa funkciona´lokra. Ha q 6= 0, akkor legyen
N ∈ N e´s
y(N)n :=
 s(an) (n ≤ N)
s(q) (n > N)
(n ∈ N),
ahol valamely v ∈ K esete´n s(v) := 0, ha v = 0 e´s s(v) := |v|/v, ha v 6= 0. Ekkor y(N) ∈ c,
lim y(N) = s(q) e´s
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∣∣∣fq,a(y(N))∣∣∣ = |q|+ N∑
n=0
|an| ≤ ‖fq,a‖· ‖y(N)‖∞ ≤ ‖fq,a‖,
amibo˝l ‖fq,a‖ ≥ |q|+ ‖a‖1 ko¨vetkezik.
Legyen most f ∈ c∗ tetszo˝leges e´s mutassuk meg, hogy egye´rtelmu˝en megadhato´ olyan q ∈ K
sza´m e´s olyan a ∈ ℓ1 sorozat, hogy f = fq,a. Valo´ban, ha x = (xn) ∈ c, akkor az e := (1)
(azaz e ∈ c a konstans 1 sorozat), α := limx jelo¨le´sekkel x− αe = (xn − α) ∈ c0, teha´t
x− αe =
∞∑
n=0
(xn − α)e(n).
Ko¨vetkeze´ske´ppen
f(x− αe) = f(x)− αf(e) =
∞∑
n=0
(xn − α)f
(
e(n)
)
.
Az
(
f
(
(e(n))
))
sorozatro´l a fentiekhez hasonlo´an la´thato´ be, hogy ℓ1-beli, ı´gy
f(x) = α
(
f(e) +
∞∑
n=0
f
(
e(n)
))
+
∞∑
n=0
xnf(e
(n)) =:
q limx+
∞∑
n=0
xnan = fq,a(x),
ahol e´rtelemszeru˝en q := f(e) +
∑∞
n=0 f(e
(n)) e´s an := f(e
(n)) (n ∈ N).
Ha q˜ ∈K, a˜ ∈ ℓ1 e´s fq,a = fq˜,a˜, azaz
q limx+
∞∑
n=0
xnan = q˜ limx+
∞∑
n=0
xna˜n (x = (xn) ∈ c),
akkor
(q − q˜) limx+
∞∑
n=0
xn(an − a˜n) = 0 (x = (xn) ∈ c).
Ha itt x helye´be rendre az e(n) (n ∈ N), e sorozatokat ı´rjuk, akkor az an− a˜n = 0 (n ∈ N),
azaz az a = a˜ e´s a q − q˜ = 0, azaz a q = q˜ egyenlo˝se´geket kapjuk.
viii) Mivel p = 2 esete´n q = 2 e´s (ℓ2, ‖.‖2) ≡ (ℓ2, 〈, 〉2) Hilbert-te´r, eze´rt ekkor a 6.4.2. Te´tel a
6.4.1. Te´tel specia´lis esete.
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6.5. Funkciona´lok kiterjeszte´se.
Legyen a tova´bbiakban (X, ‖.‖) norma´lt te´r a K testre vonatkozo´an (K = R vagy K = C),
Y ⊂ X alte´r e´s f ∈ Y ∗. Ha Z ⊂ X is alte´r, Y ⊂ Z, tova´bba´ van olyan F ∈ Z∗ funkciona´l,
amely kiterjeszte´se f -nek (azaz F (x) = f(x) (x ∈ Y )) e´s ‖F‖ = ‖f‖, akkor mindezt az f ⊂ F
szimbo´lummal juttatjuk kifejeze´sre. Vila´gos, hogy ha f ⊂ F e´s F ⊂ V, akkor f ⊂ V.
Nyilva´n minden olyan Φ ∈ Z∗ funkciona´lra, amelyre Φ|Y = f igaz, egyu´ttal
|f(x)| = |Φ(x)| ≤ ‖Φ‖· ‖x‖ (x ∈ Y ),
azaz ‖f‖ ≤ ‖Φ‖ is fenna´ll. Eze´rt ahhoz, hogy f ⊂ F teljesu¨ljo¨n, ke´t dolgot kell megmutatni: F|Y = f
e´s ‖F‖ ≤ ‖f‖.
6.5.1. Te´tel (Hahn-Banach). Ba´rmely (X, ‖.‖) norma´lt te´r e´s tetszo˝leges Y ⊂ X alte´r, f ∈ Y ∗
funkciona´l esete´n van olyan F ∈ X∗, amelyre f ⊂ F.
Csak szepara´bilis (X, ‖.‖) te´r esete´n fogjuk marade´ktalanul bebizony´ıtani a te´telt. Ebbo˝l a
szempontbo´l (is) alapveto˝ az ala´bbi
6.5.1. Lemma. Tegyu¨k fel, hogy a fentiekben szereplo˝ Y alte´r mindenu¨tt su˝ru˝ X-ben e´s f ∈ Y ∗.
Ekkor megadhato´ olyan F ∈ X∗, amelyre f ⊂ F.
Az 6.5.1. Lemma bizony´ıta´sa. A felte´tel miatt minden X ∋ x-hez van olyan yn ∈ Y (n ∈N)
sorozat, amely konverga´l x-hez. Ha m,n ∈ N, akkor
|f(yn)− f(ym)| = |f(yn − ym)| ≤ ‖f‖· ‖yn − ym‖,
azaz ‖yn − ym‖ → 0 (n,m → ∞) miatt (f(yn)) egy (K-beli) Cauchy-sorozat. Le´tezik teha´t a
lim(f(yn)) ∈ K hata´re´rte´k. Ko¨nnyu˝ bela´tni, hogy ez uto´bbi csak x-to˝l fu¨gg. Ha ui. zn ∈ Y (n ∈N)
is egy olyan sorozat, amelyre lim(zn) = x, akkor
|f(yn)− f(zn)| = |f(yn − zn)| ≤ ‖f‖· ‖yn − zn‖ → 0 (n→∞),
azaz valo´ban lim(f(yn)) = lim(f(zn)).
E´rtelmes teha´t (a fenti szereplo˝kkel) az
F (x) := lim(f(yn))
defin´ıcio´. Az ı´gy definia´lt F : X → K funkciona´l egyre´szt linea´ris, hiszen z ∈ X, z = lim(tn) (tn ∈ Y
(n ∈N)) e´s µ, λ ∈ K esete´n µx+ λz = lim(µyn + λtn), eze´rt
F (µx+ λz) = lim(f(µyn + λtn)) = lim(µf(yn) + λf(tn)) =
µ lim(f(yn)) + λ lim(f(tn)) = µF (x) + λF (z).
Ma´sre´szt |F (x)| = | lim(f(yn))| = lim(|f(yn)|) e´s |f(yn)| ≤ ‖f‖· ‖yn‖ (n ∈ N) miatt
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|F (x)| ≤ ‖f‖ lim(‖yn‖) = ‖f‖· ‖x‖.
Eze´rt F ∈ X∗ e´s ‖F‖ ≤ ‖f‖. Ha x ∈ Y, akkor az yn := x (n ∈ N) va´laszta´ssal lim(yn) = x, ı´gy
F (x) = lim(f(yn)) = f(x). Ez azt jelenti, hogy F|Y = f, azaz f ⊂ F.
6.5.2. Lemma. Legyen K = R, z ∈ X \ Y, Y1 := {y + λz ∈ X : y ∈ Y, λ ∈ R} (az Y alte´r
egydimenzio´s bo˝v´ıte´se). Ekkor minden f ∈ Y ∗ esete´n van olyan F1 ∈ Y ∗1 , amelyre f ⊂ F1.
A 6.5.2. Lemma bizony´ıta´sa. Ha F1 ∈ Y ∗1 e´s f ⊂ F1, akkor
F1(y + λz) = F1(y) + λF1(z) = f(y) +mλ (y ∈ Y, λ ∈ R),
ahol m := F1(z) ∈ R. Jegyezzu¨k meg, hogy ba´rmely ξ ∈ Y1 esete´n egye´rtelmu˝en van olyan y ∈ Y e´s
λ ∈ R, hogy ξ = y + λz. Ha ui. y˜ ∈ Y, λ˜ ∈ R is olyan, hogy ξ = y˜ + λ˜z, akkor y − y˜ = (λ˜ − λ)z.
Ha λ˜ 6= λ lenne, akkor z = y − y˜
λ˜− λ ∈ Y teljesu¨lne, ami nem igaz. Teha´t λ˜ = λ e´s ı´gy y − y˜ = 0.
Ko¨vetkeze´ske´ppen ba´rmely q ∈ R mellett a
h(ξ) = h(y + λz) := f(y) + qλ (ξ = y + λz ∈ Y1 (y ∈ Y, λ ∈ R))
funkciona´l defin´ıcio´ja korrekt, h : Y1 → R linea´ris e´s
h(y) = h(y + 0· z) = f(y) (y ∈ Y )
teljesu¨l. I´gy h|Y = f.
Eze´rt f ⊂ F1 e´rdeke´ben a fenti m-et kell csupa´n u´gy megva´lasztani, hogy ‖F1‖ ≤ ‖f‖, azaz
|f(y) +mλ| ≤ ‖f‖· ‖y + λz‖ (y ∈ Y, λ ∈ R)
igaz legyen. Mivel f : X → R, eze´rt az uto´bbi egyenlo˝tlense´g azzal ekvivalens, hogy
(1) −‖f‖· ‖y + λz‖ ≤ f(y) +mλ ≤ ‖f‖· ‖y + λz‖ (y ∈ Y, λ ∈ R).
Az itteni bal oldali egyenlo˝tlense´g azt jelenti, hogy
−f(y)−mλ = f(−y) +m(−λ) ≤ ‖f‖· ‖y + λz‖ = ‖f‖· ‖(−y) + (−λ)z‖ (y ∈ Y, λ ∈ R),
ami (−y) + (−λ)z ∈ Y1 miatt persze ko¨vetkezik az (1)-beli jobb oldali becsle´sbo˝l. Elegendo˝ teha´t
(1)-ben a jobb oldali egyenlo˝tense´get biztos´ıtani az m alkalmas megva´laszta´sa´val.
Ez λ = 0-ra a trivia´lisan igaz f(y) ≤ ‖f‖· ‖y‖ (y ∈ Y ) egyenlo˝tlense´get jelenti. Ha (1)-ben
λ > 0, akkor az elo˝bb eml´ıtett jobb oldali egyenlo˝tlense´get ekvivalens mo´don a´talak´ıtva azt kapjuk,
hogy
(2) m ≤ −f(y)
λ
+
1
λ
‖f‖· ‖y + λz‖ = −f
(y
λ
)
+ ‖f‖·
∥∥∥ y
λ
+ z
∥∥∥ (y ∈ Y, λ > 0).
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Vila´gos, hogy
{
y
λ
∈ X : y ∈ Y, λ > 0
}
= Y, azaz (2) azt jelenti, hogy
(3) m ≤ −f(t) + ‖f‖· ‖t + z‖ (t ∈ Y ).
Ha viszont (1)-ben λ < 0, akkor az ekvivalens a´talak´ıta´s (1) jobb oldala´n azt eredme´nyezi, hogy a
µ := −λ jelo¨le´ssel
m ≥ f(y)
µ
− 1
µ
‖f‖· ‖y − µz‖ = f
(
y
µ
)
− ‖f‖·
∥∥∥∥ yµ − z
∥∥∥∥ (y ∈ Y, µ > 0),
azaz (a (3)-hoz vezeto˝ meggondola´ssal analo´g mo´don)
(4) m ≥ f(x)− ‖f‖· ‖x− z‖ (x ∈ Y ).
A Dedekind-axio´ma´ra hivatkozva (3) e´s (4) egyu¨ttes teljesu¨le´se´hez elegendo˝ ma´r csak azt meg-
gondolni, hogy
f(x)− ‖f‖· ‖x − z‖ ≤ −f(t) + ‖f‖· ‖t + z‖ (x, t ∈ Y ).
Ez viszont azzal ekvivalens, hogy f(t) + f(x) = f(t+ x) ≤ ‖f‖(‖t+ z‖+ ‖x− z‖) (t, x ∈ Y ), ami a
ha´romszo¨g-egyenlo˝tlense´g miatt fenna´llo´
‖t+ z‖+ ‖x− z‖ ≥ ‖(t+ z) + (x− z)‖ = ‖t+ x‖
becsle´st e´s a nyilva´n teljesu¨lo˝ f(t+ x) ≤ ‖f‖· ‖t + x‖ (t, x ∈ Y ) egyenlo˝tlense´get is figyelembe ve´ve
igaz.
6.5.3. Lemma. A Hahn-Banach-te´tel K = C (komplex) esete ko¨vetkezik a K = R (valo´s)
esetbo˝l.
A 6.5.3. Lemma bizony´ıta´sa. Legyen K = C e´s f ∈ Y ∗, ekkor ba´rmely x ∈ Y esete´n
f(x) = f1(x) + ıf2(x),
ahol ı :=
√−1, f1(x) az f(x) valo´s re´sze´t, f2(x) pedig a ke´pzetes re´sze´t jelo¨li. E´rtelmeztu¨k ezzel az
fj : Y → R (j = 1, 2) funkciona´lokat. Az f = f1 + ıf2 felbonta´s alapja´n
ıf1(x)− f2(x) = ıf(x) = f(ıx) = f1(ıx) + ıf2(ıx) (x ∈ Y ).
Eze´rt f2(x) = −f1(ıx) (x ∈ Y ), azaz
f(x) = f1(x)− ıf1(ıx) (x ∈ X).
Tova´bba´ az f linearita´sa´t figyelembe ve´ve
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f1(y + λx) + ıf2(y + λx) = f(y + λx) = f(y) + λf(x) =
f1(y) + λf1(x) + ı(f2(y) + λf2(x)) (λ ∈ C, x, y ∈ Y ),
amibo˝l λ ∈ R esete´n
fj(y + λx) = fj(y) + λfj(x) (x, y ∈ Y, j = 1, 2)
ko¨vetkezik. Ha teha´t az (X, ‖.‖) teret, ill. az Y alteret mint R feletti norma´lt teret, ill. alteret
tekintju¨k, akkor az fj : Y → R (j = 1, 2) funkciona´lok linea´risak. Korla´tosak is, hiszen
|fj(x)| ≤
√
f21 (x) + f
2
2 (x) = |f(x)| ≤ ‖f‖· ‖x‖ (x ∈ Y, j = 1, 2).
Ez azt is jelenti egyu´ttal, hogy pl. ‖f1‖ ≤ ‖f‖. So˝t, ‖f1‖ = ‖f‖, ui. ba´rmely x ∈ Y,
f(x) 6= 0 esete´n f(x) = reıα (alkalmas r > 0, α ∈ (−π, π] parame´terekkel). Ko¨vetkeze´ske´ppen
|f(x)| = r = e−ıαf(x) = f(e−ıαx) = f1(e−ıαx) ≤ ‖f1‖· ‖e−ıαx‖ = ‖f1‖· ‖x‖,
azaz ‖f‖ ≤ ‖f1‖ is igaz, ı´gy valo´ban ‖f‖ = ‖f1‖.
Eze´rt, ha a Hahn-Banach-te´tel igaz a K = R esetben, akkor van olyan F1 : X → R, F1 ∈ X∗
funkciona´l, amelyre f1 ⊂ F1. Ma´s szo´val F1-re a ko¨vetkezo˝k teljesu¨lnek:
F1(x+ λy) = F1(x) + λF1(y) , F1(t) = f1(t) (x, y ∈ X, t ∈ Y, λ ∈ R)
e´s |F1(x)| ≤ ‖f1‖· ‖x‖ (x ∈ X).
Legyen
F (x) := F1(x)− ıF1(ıx) (x ∈ X).
Ekkor F1 (R feletti) linearita´sa miatt
F (x+ λy) = F1(x+ λy)− ıF1 (ı(x+ λy)) = F1(x) + λF1(y)− ıF1(ıx)− λıF1(ıy) =
(F1(x)− ıF1(ıx)) + λ (F1(y)− ıF1(ıy)) = F (x) + λF (y) (x, y ∈ X, λ ∈ R).
Ezt felhaszna´lva viszont λ = a+ ıb ∈ C (a, b ∈ R), x, y ∈ Y esete´n azt mondhatjuk, hogy
F (x+ λy) = F (x+ ay + ıby) = F (x) + aF (y) + bF (ıy) =
F (x) + aF (y) + bF1(ıy)− ıbF1(−y) = F (x) + aF (y) + bF1(ıy) + ıbF1(y) =
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F (x) + aF (y) + ıb (F1(y)− ıF1(ıy)) = F (x) + aF (y) + ıbF (y) = F (x) + λF (y).
Ezzel bela´ttuk, hogy F : X → C linea´ris. Ha y ∈ Y, akkor ıy ∈ Y e´s
F (y) = F1(y)− ıF1(ıy) = f1(y)− ıf1(ıy) = f(y),
azaz F|Y = f. Az F funkciona´l korla´tos is, ui.
|F (x)| ≤ |F1(x)|+ |F1(ıx)| ≤ ‖F1‖(‖x‖+ ‖ıx‖) = 2‖F1‖· ‖x‖ (x ∈ X).
Az ‖F‖ = ‖F1‖ egyenlo˝se´get ugyanazzal a gondolatmenettel kapjuk, amivel ‖f‖ = ‖f1‖-hoz
jutottunk. I´gy
‖F‖ = ‖F1‖ = ‖f1‖ = ‖f‖,
azaz f ⊂ F.
A Hahn-Banach-te´tel bizony´ıta´sa. Tegyu¨k fel, hogy (X, ‖.‖) szepara´bilis e´s K = R. Ekkor
megadhato´ egy en ∈ X (n ∈ N ) za´rt rendszer, ahol N = N vagy egy alkalmas N ∈ N mellett
N = {1, ..., N}. Ha en ∈ Y (n ∈ N ), akkor Y nyilva´n su˝ru˝ X-ben e´s alkalmazhato´ az 6.5.1. Lemma.
Egye´bke´nt valamilyen N ∋ n-re en /∈ Y0 := Y. I´rjunk ekkor a 6.5.2. Lemma´ban z helye´be en-et e´s
legyen ugyanott F0 := f. I´gy a jelzett lemma szerint kapunk egy Y1 alteret e´s egy F1 ∈ Y ∗1 funkciona´lt
u´gy, hogy Y0 ⊂ Y1 e´s F0 ⊂ F1. Ha van olyan n ∈ N , hogy en /∈ Y1, akkor a 6.5.2. Lemma´bo´l az
elo˝zo˝ekhez hasonlo´an ado´dik Y2, F2 ∈ Y ∗2 u´gy, hogy Y1 ⊂ Y2 e´s F1 ⊂ F2. Az elja´ra´st folytatva az vagy
ve´ges sok le´pe´s uta´n befejezo˝dik, amikor is egy X∞ ⊂ X alteret e´s egy F∞ ∈ X∗∞ funkciona´lt kapunk
u´gy, hogy f ⊂ F∞, vagy elo˝a´ll egy Yn alte´r- e´s egy Fn ∈ Y ∗n (n ∈ N) funkciona´lsorozat, amelyekre
Yn ⊂ Yn+1, Fn ⊂ Fn+1 (n ∈ N) teljesu¨l. Legyen az uto´bbi esetben X∞ :=
⋃∞
n=0 Yn (ami nyilva´n
alte´r) e´s F∞ : X∞ → R az a funkciona´l, amelyre
F∞(x) := Fn(x) (x ∈ Xn, n ∈ N).
Az F∞ funkciona´l e´rtelmeze´se korrekt, mert n,m ∈ N, n < m esete´n Xn ⊂ Xm, Fn ⊂ Fm, azaz
x ∈ Xn mellett x ∈ Xm e´s Fn(x) = Fm(x). Az F∞ funkciona´l nyilva´n linea´ris, ill. f = F0 ⊂ Fn
(n ∈N) miatt ‖f‖ = ‖Fn‖, azaz
|F∞(x)| ≤ ‖Fn‖· ‖x‖ = ‖f‖· ‖x‖ (x ∈ Xn, n ∈ N).
I´gy ‖F∞‖ ≤ ‖f‖. Tova´bba´ x ∈ Y esete´n F∞(x) = F0(x) = f(x), teha´t f ⊂ F∞.
Vila´gos, hogy en ∈ X∞ (n ∈ N ), eze´rt X∞ su˝ru˝ alte´r X-ben. Az 6.5.1. Lemma szerint van
teha´t olyan F ∈ X∗, amelyre F∞ ⊂ F, azaz ‖F‖ = ‖F∞‖ = ‖f‖ e´s F (x) = F∞(x) = f(x) (x ∈ Y ).
Mindez azt jelenti, hogy f ⊂ F. A 6.5.3. Lemma´t is figyelembe ve´ve, ezzel a szepara´bilis esetben a
te´telt bebizony´ıtottuk.
6.5.1. Megjegyze´sek.
i) Ha a szo´ban forgo´ norma´lt te´rro˝l nem tudjuk, hogy szepara´bilis, akkor a Hahn-Banach-te´tel
bizony´ıta´sa´ban az u´n. Zorn-lemma alkalmazhato´:
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tegyu¨k fel, hogy A 6= ∅, ≤ pedig rendeze´s A-ban. Ha az A minden teljesen rendezett
re´szhalmaza felu¨lro˝l korla´tos, akkor A-nak van maximuma.
ii) Legyen pl. A := {(U, g) : U ⊂ X alte´r, g ∈ U∗, f ⊂ g} e´s definia´ljuk az ala´bbi (nyilva´n)
rendeze´st A-ban: ha (U, g), (V, h) ∈ A, akkor
(U, g) ≤ (V, h) ⇐⇒ U ⊂ V e´s g ⊂ h.
Ha B ⊂ A a most definia´lt e´rtelemben teljesen rendezett, akkor ba´rmely B-beli (U, g),
(V, h) esete´n vagy U ⊂ V e´s g ⊂ h, vagy pedig V ⊂ U e´s h ⊂ g. Ez azt jelenti, hogy
az A :=
⋃
(U,g)∈B U halmaz alte´r, az s(x) := g(x) (x ∈ U, (U, g) ∈ B) defin´ıcio´ pedig
korrekt mo´don e´rtelmez egy s : A → K funkciona´lt. Az s-ro˝l a Hahn-Banach-te´tel fenti
bizony´ıta´sa´ban szereplo˝ F∞-ro˝l mondottakhoz hasonlo´an la´thato´ be, hogy s ∈ A∗ e´s ba´rmely
(U, g) ∈ B va´laszta´ssal g ⊂ s. Mivel minden, az elo˝bb eml´ıtett (U, g) esete´n nyilva´n U ⊂ A,
eze´rt (U, g) ≤ (A, s). Teha´t (A, s) felso˝ korla´tja B-nek. Eze´rt a Zorn-lemma szerint le´tezik
A-nak maximuma, azaz olyan (Z, F ) ∈ A, hogy ha (U, g) ∈ A e´s (Z, F ) a ≤ rendeze´s
e´rtelme´ben o¨sszehasonl´ıthato´ (U, g)-vel, akkor (U, g) ≤ (Z, F ). Mutassuk meg, hogy Z = X.
Ku¨lo¨nben ui. lenne olyan z ∈ X elem, amelyre z /∈ Z igaz. A 6.5.2. Lemma alapja´n viszont
ekkor a Z alte´r egydimenzio´s Y1 bo˝v´ıte´se´hez megadhato´ lenne egy F1 ∈ Y ∗1 funkciona´l u´gy,
hogy F ⊂ F1.Mivel f ⊂ F, eze´rt f ⊂ F1, azaz (Y1, F1) ∈ A e´s (Z, F ) ≤ (Y1, F1). Ugyanakkor
Z valo´di altere Y1-nek, eze´rt (Z, F ) 6= (Y1, F1), azaz nem lehet igaz, hogy (Y, F1) ≤ (Z, F ).
Mindez viszont ellentmond annak, hogy (Z, F ) maxima´lis elem A-ban. I´gy Z = X, teha´t
F ∈ X∗ e´s f ⊂ F.
iii) Megeml´ıtju¨k a Hahn-Banach-te´tel egy a´ltala´nos´ıta´sa´t: legyen X linea´ris te´r K felett, Y ⊂ X
alte´r, f : Y → K pedig olyan linea´ris leke´peze´s, amelyre |f(t)| ≤ p(t) (t ∈ Y ) igaz, ahol
a p : X → [0,+∞) fu¨ggve´nyre p(x + y) ≤ p(x) + p(y) (x, y ∈ X) e´s p(λx) = |λ|p(x)
(x ∈ X, λ ∈ K) teljesu¨l. Ekkor van olyan F : X → K linea´ris leke´peze´s, hogy F (t) = f(t)
(t ∈ Y ) e´s |F (x)| ≤ p(x) (x ∈ X).
iv) Vila´gos, hogy ha iii)-ban ‖.‖ norma X-en, akkor tetszo˝leges α ≥ 0 sza´mmal a
p(x) := α‖x‖ (x ∈ X) fu¨ggve´ny rendelkezik az elo˝bb eml´ıtett tulajdonsa´gokkal. Ha ezzel a
p-vel |f(t)| ≤ p(t) (t ∈ Y ) is fenna´ll, akkor nyilva´n ‖f‖ ≤ α, azaz a iii)-beli F kiterjeszte´sre
is ‖F‖ ≤ α. Specia´lisan az α := ‖f‖ va´laszta´ssal ‖F‖ ≤ ‖f‖, azaz ‖F‖ = ‖f‖ : f ⊂ F.
v) Az f ⊂ F kiterjeszte´s egye´rtelmu˝se´ge´t illeto˝en a ko¨vetkezo˝ket mondhatjuk. A 6.5.1. Lemma
bizony´ıta´sa´bo´l az is kideru¨l, hogy ha a szo´ban forgo´ Y ⊂ X alte´r mindenu¨tt su˝ru˝ X-ben,
akkor egye´rtelmu˝en le´tezik olyan F ∈ X∗, hogy f ⊂ F. Hasonlo´an, ha a 6.5.2. Lemma
bizony´ıta´sa´ban jelzett (3), (4) egyenlo˝tlense´geknek egyetlen m sza´m tesz eleget, azaz (az
ottani jelo¨le´sekkel)
m0 := sup{f(x)− ‖f‖· ‖x − z‖ : x ∈ Y } =
m1 := inf{−f(t) + ‖f‖· ‖t + z‖ : t ∈ Y },
akkor a kiterjeszte´s egye´rtelmu˝, egye´bke´nt ve´gtelen sok F ∈ X∗ funkciona´llal (minden
m ∈ [m0,m1] mellett) lesz f ⊂ F.
Az ala´bbiakban a Hahn-Banach-te´tel ne´ha´ny ko¨vetkezme´nye´t ta´rgyaljuk.
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6.5.1. Ko¨vetkezme´ny. Legyen (X, ‖.‖) norma´lt te´r. Ekkor ba´rmely 0 6= x ∈ X elemhez van
olyan F ∈ X∗ funkciona´l, amelyre ‖F‖ = 1 e´s F (x) = ‖x‖ igaz.
Bizony´ıta´s. Tekintsu¨k az Y := {cx ∈ X : c ∈ K} (nyilva´n) alteret e´s az
f(cx) := c‖x‖ (c ∈ K)
funkciona´lt. Vila´gos, hogy f ∈ Y ∗ e´s |f(cx)| = |c|· ‖x‖ = ‖cx‖ (c ∈ K) miatt ‖f‖ = 1, ill.
f(x) = f(1· x) = ‖x‖. Ko¨vetkeze´ske´ppen minden olyan F ∈ X∗ megfelelo˝, amelyre f ⊂ F.
6.5.2. Ko¨vetkezme´ny. Az (Xi, ‖.‖i) (i = 1, 2) norma´lt terekro˝l tegyu¨k fel, hogy X1 6= {0} e´s
az (L(X1, X2), ‖.‖) opera´tor-te´r teljes. Ekkor az (X2, ‖.‖2) te´r is teljes.
Bizony´ıta´s. Az elo˝bbi megjegyze´s szerint van olyan f ∈ X∗ funkciona´l, amely nem azonosan
nulla. Tekintsu¨k valamely y ∈ X2 elemmel az Ayx := f(x)y (x ∈ X1) opera´tort. Az f linearita´sa
miatt Ay nyilva´n linea´ris. Tova´bba´
‖Ayx‖2 = ‖f(x)y‖2 = |f(x)|· ‖y‖2 ≤ ‖f‖· ‖y‖2· ‖x‖1 (x ∈ X1).
Ez azt jelenti, hogy Ay ∈ L(X1, X2) e´s ‖Ay‖ ≤ ‖f‖· ‖y‖2.
Tegyu¨k fel, hogy az yn ∈ X2 (n ∈ N) sorozat Cauchy-sorozat, azaz
‖yn − ym‖2 → 0 (n,m→∞).
Ekkor
‖Ayn −Aym‖ = ‖Ayn−ym‖ ≤ ‖f‖· ‖yn − ym‖2 → 0 (n,m→∞),
teha´t (Ayn) Cauchy-sorozat az (L(X1, X2).‖.‖) opera´tor-te´rben. A felte´tel miatt eze´rt van olyan
A ∈ L(X1, X2) opera´tor, amellyel ‖Ayn − A‖ → 0 (n →∞). Ekkor viszont ba´rmely x ∈ X1 elemre
Aynx→ Ax (n→∞) is igaz. Ha itt x olyan, amelyre f(x) 6= 0, akkor az
yn =
1
f(x)
f(x)yn =
1
f(x)
Aynx (n ∈ N)
egyenlo˝se´g alapja´n az (yn) sorozat is konvergens.
6.5.2. Megjegyze´sek.
i) Ha teha´t X 6= {0}, akkor a 6.5.1. Ko¨vetkezme´ny miatt van olyan X∗-beli funkciona´l, amely
nem azonosan nulla. Ugyanez ma´s megfogalmaza´sban: ba´rmely x, y ∈ X, x 6= y esete´n van
olyan F ∈ X∗, amelyre F (x) 6= F (y). Valo´ban, a 6.5.1. Ko¨vetkezme´nyt az x− y 6= 0 elemre
alkalmazva kapunk olyan X∗ ∋ F -et, amelyre F (x− y) = F (x)− F (y) = ‖x− ‖y‖ > 0.
ii) Emle´keztetu¨nk a 6.3.4. Te´telre: ha (X2, ‖.‖2) Banach-te´r, akkor az (L(X1, X2), ‖.‖)
opera´tor-te´r teljes. A 6.5.2. Ko¨vetkezme´ny szerint (egy partikula´ris esetto˝l eltekintve) ez a
te´tel meg is ford´ıthato´: (L(X1, X2), ‖.‖) akkor e´s csak akkor teljes, ha (X2, ‖.‖) Banach-te´r.
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6.5.3. Ko¨vetkezme´ny. Legyen (X, ‖.‖) norma´lt te´r, Y ⊂ X valo´di za´rt alte´r, z ∈ X \Y. Ekkor
van olyan F ∈ X∗ funkciona´l, amelyre az ala´bbiak teljesu¨lnek: F (y) = 0 (y ∈ Y ), F (z) = 1 e´s
‖F‖ = 1/ρ(z, Y ).
Bizony´ıta´s. Tudjuk, hogy ρ(z, Y ) > 0. Legyen
L := {cz + y ∈ X : y ∈ Y, c ∈ K}.
Ekkor L ⊂ X alte´r, minden l ∈ L egye´rtelmu˝en a´ll´ıthato´ elo˝ l = cz+y alakban alkalmas y ∈ Y, c ∈ K
elemekkel, az f(cz + y) := c (cz + y ∈ L) funkciona´l pedig linea´ris. Korla´tos is, ui.
|f(cz + y)| = |c| ≤ 1
ρ(z, Y )
‖cz + y‖ (cz + y ∈ Y ).
Ez uto´bbi indokla´sa´hoz nyilva´n felteheto˝, hogy c 6= 0. Ekkor
‖cz + y‖ = |c|· ‖z + y/c‖ = |c|· ‖z − (−y/c)‖
alapja´n azt kell meggondolni, hogy ρ(z, Y ) ≤ ‖z−(−y/c)‖, ami −y/c ∈ Y (y ∈ Y ) miatt nyilva´nvalo´.
Eze´rt ‖f‖ ≤ 1/ρ(z, Y ).
La´ssuk be, hogy ‖f‖ = 1/ρ(z, Y ). Valo´ban, ha yn ∈ Y (n ∈ N) olyan sorozat, amelyre
lim(‖z − yn‖) = ρ(z, Y ), akkor
|f(−z + yn)| = 1 ≤ ‖f‖· ‖z − yn‖ → ‖f‖· ρ(z, Y ) (n→∞),
azaz ‖f‖ ≥ 1/ρ(z, Y ).
Mivel f(z) = f(1· z + 0) = 1, f(y) = f(0· z + y) = 0 (y ∈ Y ), eze´rt ba´rmely F ∈ X∗, f ⊂ F
olyan funkciona´l, amely a szo´ban forgo´ a´ll´ıta´sban szerepel.
6.5.3. Megjegyze´s.
Emelju¨k ki ku¨lo¨n is, hogy ba´rmely valo´di za´rt Y ⊂ X alte´r esete´n van olyan F ∈ X∗
funkciona´l, amely nem azonosan nulla e´s F (y) = 0 (y ∈ Y ).
Tegyu¨k fel, hogy adott (Xi, ‖.‖i) (i = 1, 2) norma´lt terek esete´n A ∈ L(X1, X2) e´s legyen f ∈ X∗2 .
Ekkor
A∗f := f ◦ A ∈ X∗1 .
Valo´ban, A e´s f linearita´sa miatt A∗f ∈ L(X1,K) nyilva´nvalo´. Ha x ∈ X1, akkor
|A∗f(x)| = |f(Ax)| ≤ ‖f‖· ‖Ax‖2 ≤ ‖f‖· ‖A‖· ‖x‖1,
amibo˝l A∗f ∈ X∗1 e´s egyu´ttal ‖A∗f‖ ≤ ‖A‖· ‖f‖ ko¨vetkezik. (Felh´ıvjuk a figyelmet arra, hogy az
utolso´ becsle´sben ha´romfe´le norma szerepel, mindegyiket ‖.‖-val jelo¨ltu¨k.)
Ha f, g ∈ X∗2 , µ, λ ∈ K, akkor nyilva´n A∗(µf + λg) = µA∗f + λA∗g, azaz az
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X∗2 ∋ f 7→ A∗f ∈ X∗1
leke´peze´s linea´ris: A∗ ∈ L(X∗2 , X∗1 ). So˝t, az elo˝zo˝ becsle´s miatt A∗ ∈ L(X∗2 , X∗1 ) e´s ‖A∗‖ ≤ ‖A‖.
6.5.4. Ko¨vetkezme´ny. Tetszo˝leges (Xi, ‖.‖i) (i = 1, 2) norma´lt terek e´s A ∈ L(X1, X2) esete´n
A∗ ∈ L(X∗2 , X∗1 ) e´s ‖A∗‖ = ‖A‖.
Bizony´ıta´s. Azt kell ma´r csak bela´tnunk, hogy ‖A‖ ≤ ‖A∗‖. Legyen ehhez x ∈ X1 olyan, hogy
0 6= Ax ∈ X2 (nyilva´n felteheto˝, hogy A nem az azonosan nulla opera´tor, ku¨lo¨nben az a´ll´ıta´sunk
trivia´lis) e´s f ∈ X∗2 olyan funkciona´l (ld. 6.5.1. Ko¨vetkezme´ny), amelyre ‖f‖ = 1, f(Ax) = ‖Ax‖2.
Ekkor
‖Ax‖2 = |f(Ax)| = |A∗f(x)| ≤ ‖A∗f‖· ‖x‖1 ≤ ‖A∗‖· ‖f‖· ‖x‖1 = ‖A∗‖· ‖x‖1 (x ∈ X1),
azaz valo´ban ‖A‖ ≤ ‖A∗‖.
Az A∗ ∈ L(X∗2 , X∗1 ) korla´tos linea´ris opera´tort az A ∈ L(X1, X2) opera´tor adjunga´ltja´nak
nevezzu¨k. Vizsga´ljuk meg az ala´bbi specia´lis eseteket.
1o Legyen 0 < n,m ∈ N, (X1, ‖.‖1) := (Kn, ‖.‖1), (X2, ‖.‖2) := (Km, ‖.‖2) valamilyen Kn-beli
‖.‖1, ill. Km-beli ‖.‖2 vektornorma´val. Ha A = (aik)m,ni=1,k=1 ∈ Km×n, akkor tekintsu¨k az
Ax := Ax (x ∈ X1)
defin´ıcio´val e´rtelmezett A : X1 → X2 opera´tort, amelyre A ∈ L(X1, X2) (ld. 6.3.2. vi) megjegyze´s).
A most ide´zett 6.3.2. vi) megjegyze´st az m := 1, ill. az n := 1 esetben alkalmazva azt kapjuk,
hogy X∗1 izomorf X1-gyel, X
∗
2 pedig izomorf X2-vel. Ennek alapja´n ko¨nnyu˝ meggondolni, hogy
L(X∗2 , X
∗
1 ) izomorf L(X2, X1)-gyel e´s ebben az e´rtelemben az elo˝bbi A opera´tor esete´n A
∗ azonos´ıthato´
az A∗ := (aki)
n,m
k=1,i=1 ∈ Kn×m adjunga´lt ma´trixszal.
2o Ha (X, 〈, 〉) Hilbert-te´r, akkor (ld. 6.4.1. iii) megjegyze´s) X∗ izomorf e´s izometrikus X-szel.
Legyen A ∈ L(X,X), ekkor A∗ ∈ L(X∗, X∗), ahol teha´t f ∈ X∗ esete´n A∗f ∈ X∗. A 6.4.1. Te´tel
szerint egye´rtelmu˝en megadhato´k olyan a, b ∈ X elemek, amelyekkel f(x) = 〈x, a〉, A∗f(x) = 〈x, b〉
(x ∈ X). Viszont az A∗f funkciona´l e´rtelmeze´se alapja´n
A∗f(x) = f(Ax) = 〈Ax, a〉 (x ∈ X),
azaz 〈Ax, a〉 = 〈x, b〉 (x ∈ X). Legyen BA(a) := b, ezzel definia´ltunk egy BA : X → X (nyilva´n
linea´ris) opera´tort, amellyel az elo˝bbiek a ko¨vetkezo˝ke´ppen ı´rhato´k:
A∗f(x) = 〈Ax, a〉 = 〈x,BAa〉 (x ∈ X).
Mivel a 6.4.1. Te´tel alapja´n
‖BAa‖ = ‖b‖ = ‖A∗f‖ ≤ ‖A∗‖· ‖f‖ = ‖A∗‖· ‖a‖ (a ∈ X),
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eze´rt BA ∈ L(X,X) e´s ‖BA‖ ≤ ‖A∗‖. Az
|A∗f(x)| = |〈x,BAa〉| ≤ ‖x‖· ‖BAa‖ ≤ ‖BA‖· ‖a‖· ‖x‖ = ‖BA‖· ‖f‖· ‖x‖ (x ∈ X, f ∈ X∗)
becsle´sbo˝l viszont az ko¨vetkezik, hogy ‖A∗f‖ ≤ ‖BA‖· ‖f‖, azaz ‖A∗‖ ≤ ‖BA‖. Azt kaptuk teha´t,
hogy ‖A∗‖ = ‖BA‖.
A fentiek alapja´n vila´gos, hogy az L(X∗, X∗) ∋ A∗ 7→ BA ∈ L(X,X) megfeleltete´s izomorfia e´s
izometria. Ebben az e´rtelemben A∗-ot azonos´ıthatjuk BA-val: A∗ ≡ BA, az L(X∗, X∗) teret pedig
L(X,X)-szel: L(X∗, X∗) ≡ L(X,X). Ezt figyelembe ve´ve azt ı´rhatjuk, hogy
〈Ax, y〉 = 〈x,A∗y〉 (x, y ∈ X,A ∈ L(X,X)),
ill. azt mondjuk, hogy az A ∈ L(X,X) opera´tor o¨nadjunga´lt, ha A∗ = A. Ez uto´bbi esetben teha´t
ba´rmely x, y ∈ X esete´n 〈Ax, y〉 = 〈x,Ay〉.
Legyen pl. L ⊂ X za´rt alte´r, ekkor a PL projekcio´ (ld. 5.3.3. iv) megjegyze´s) o¨nadjunga´lt. Ui.
ba´rmely x, y ∈ X esete´n az x = PLx + x˜, y = PLy + y˜ (x˜, y˜ ∈ L⊥) felbonta´s (ld. 5.3.3. Te´tel)
alapja´n
〈PLx, y〉 = 〈PLx, PLy + y˜〉 = 〈PLx, PLy〉 = 〈x− x˜, PLy〉 = 〈x, PLy〉,
hiszen PLx, PLy ∈ L miatt 〈PLx, y˜〉 = 〈x˜, PLy〉 = 0. Tova´bba´ L 6= {0} esete´n ‖PL‖ = 1, mivel
ba´rmely 0 6= x ∈ L elemre ‖PLx‖ = ‖x‖ ≤ ‖PL‖· ‖x‖ miatt egyre´szt ‖PL‖ ≥ 1, ma´sre´szt (ld. 6.3.2.
iii) megjegyze´s) ‖PL‖ ≤ 1. (Ha L = {0}, akkor PL ≡ 0 miatt nyilva´n ‖PL‖ = 0.)
3o Egy (X, ‖.‖) norma´lt te´r X∗∗ ma´sodik dua´lisa´t e´rtelemszeru˝en az X∗∗ := (X∗)∗ defin´ıcio´val
e´rtelmezzu¨k. Ha x ∈ X, akkor a
Φx(f) := f(x) (f ∈ X∗)
elo˝´ıra´ssal e´rtelmezett Φx : X
∗ → K leke´peze´s (funkciona´l) nyilva´n linea´ris: Φx ∈ L(X∗,K). Mivel
|Φx(f)| = |f(x)| ≤ ‖f‖· ‖x‖ (f ∈ X∗, x ∈ X),
eze´rt Φx ∈ L(X∗,K) = X∗∗ is igaz, ill. ‖Φx‖ ≤ ‖x‖.
6.5.5. Ko¨vetkezme´ny. Ba´rmely x ∈ X esete´n ‖Φx‖ = ‖x‖.
Bizony´ıta´s. Azt kell megmutatnunk, hogy ‖x‖ ≤ ‖Φx‖ (x ∈ X). Mivel ez x = 0 esete´n
trivia´lis, eze´rt felteheto˝, hogy x 6= 0. Legyen (ld. 6.5.1. Ko¨vetkezme´ny) f ∈ X∗ olyan, hogy ‖f‖ = 1
e´s f(x) = ‖x‖. Ekkor
Φx(f) = f(x) = ‖x‖ ≤ ‖Φx‖· ‖f‖ = ‖Φx‖,
azaz valo´ban ‖x‖ ≤ ‖Φx‖.
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6.5.4. Megjegyze´sek.
i) Az elo˝bbieket szem elo˝tt tartva legyen
X := {Φx ∈ X∗∗ : x ∈ X}.
Nyilva´nvalo´, hogy X altere X∗∗-nak, ill. az X ∋ x 7→ ϕ(x) := Φx ∈ X megfeleltete´s
izomorfia e´s izometria. Azt mondjuk, hogy az (X, ‖.‖) te´r reflex´ıv, ha X = X∗∗.
ii) Az eddigiek szerint azt kapjuk, hogy ba´rmely Hilbert-te´r, ill. tetszo˝leges 1 < p < +∞ esete´n
az (ℓp, ‖.‖p) terek reflex´ıvek (ld. 6.4.1. iii) megjegyze´s, ill. 6.4.2. Te´tel). Ugyanakkor (ld.
6.4.2. i) megjegyze´s) az (ℓ1, ‖.‖1), (ℓ∞, ‖.‖∞) terek nem reflex´ıvek.
iii) Reflex´ıv (X, ‖.‖) te´r esete´n teha´t X∗∗ izomorf e´s izometrikus X-szel, ebben az e´rtelemben
X = X∗∗. Mivel a dua´lis terek Banach-terek, eze´rt minden reflex´ıv te´r egyu´ttal Banach-te´r.
Felh´ıvjuk azonban a figyelmet arra, hogy a most mondottakban az is
”
benne van”, hogy az
eml´ıtett izomorfia´t e´s izometria´t az i) megjegyze´sben e´rtelmezett ϕ leke´peze´s valo´s´ıtja meg.
Konstrua´ltak ui. olyan (X, ‖.‖) teret, hogy X∗∗ ugyan izomorf e´s izometrikus X-szel, de ϕ
nem izomorfia e´s izometria. Ko¨vetkeze´ske´ppen (X, ‖.‖) nem reflex´ıv.
iv) Norma´lt terek X∗∗∗, X∗∗∗∗, ... harmadik, negyedik, ... dua´lisa is e´rtelemszeru˝en definia´lhato´,
ill. felvetheto˝ ezek egyma´shoz valo´ viszonya. Pl. mutassuk meg, hogy az (X, ‖.‖) Banach-te´r
akkor e´s csak akkor reflex´ıv, ha a dua´lisa is reflex´ıv. Ha ui. g ∈ X∗ esete´n Ψg ∈ X∗∗∗ az a
funkciona´l, amelyre
Ψg(F ) := F (g) (F ∈ X∗∗)
e´s ψ(g) := Ψg, akkor azt kell megmutatnunk (ld. i)), hogy
Rϕ = X∗∗ ⇐⇒ Rψ = X∗∗∗.
Ehhez tegyu¨k fel elo˝szo¨r, hogy Rϕ = X∗∗ e´s legyen Ψ ∈ X∗∗∗. Ha g := Ψ ◦ ϕ, azaz
g(x) := Ψ(ϕ(x)) (x ∈ X), akkor g nyilva´n linea´ris e´s
|g(x)| ≤ ‖Ψ‖· ‖ϕ(x)‖ = ‖Ψ‖· ‖x‖ (x ∈ X)
miatt g ∈ X∗. Ugyanakkor Ψg(F ) = F (g), ahol F ∈ X∗∗, azaz alkalmas x ∈ X esete´n
(ld. i)) F = ϕ(x) = Φx. Teha´t
Ψg(F ) = Φx(g) = g(x) = Ψ(ϕ(x)) = Ψ(F ),
amibo˝l Ψg = Ψ ma´r ko¨vetkezik. Eze´rt Rψ = X∗∗∗, ı´gy a dua´lis te´r valo´ban reflex´ıv.
Ford´ıtva, ha a dua´lis te´r reflex´ıv: Rψ = X∗∗∗, akkor indirekt mo´don gondolkodva tegyu¨k
fel, hogy Rϕ 6= X∗∗. La´ssuk be elo˝szo¨r, hogy X = Rϕ za´rt. Ha ui. Φxn ∈ X (n ∈ N)
konvergens sorozat: ‖Φxn −Φ‖ → 0 (n→∞) valamilyen Φ ∈ X∗∗ funkciona´llal, akkor
‖xn − xm‖ = ‖Φxn − Φxm‖ → 0 (n,m→∞)
alapja´n az xn ∈ X (n ∈ N) sorozat Cauchy-sorozat, ı´gy az (X, ‖.‖) te´r teljesse´ge miatt
konvergens: x := lim(xn). Innen viszont
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‖Φxn − Φx‖ = ‖xn − x‖ → 0 (n→∞),
azaz Φx = lim(Φxn) = Φ, teha´t Φ ∈ X ko¨vetkezik. Azt kaptuk, hogy X valo´di za´rt altere
X∗∗-nak. A 6.5.3. Megjegyze´s szerint eze´rt van olyan 0 6= Θ ∈ X∗∗∗, amelyre Θ|X ≡ 0.
Az Rψ = X∗∗∗ felte´tel miatt alkalmas g ∈ X∗ esete´n Θ = Ψg, ı´gy
0 = Θ(Φx) = Ψg(Φx) = Φx(g) = g(x) (x ∈ X).
Eze´rt g ≡ 0, amibo˝l Θ = Ψg ≡ 0 ko¨vetkezik, ami nem igaz. Ko¨vetkeze´ske´ppen Rϕ = X∗∗,
azaz az (X, ‖.‖) te´r reflex´ıv.
v) Az elo˝bbi megjegyze´sbo˝l ma´r egyszeru˝en ko¨vetkezik, hogy ha az (X, ‖.‖) Banach-te´r nem
reflex´ıv, akkor (izomorfia e´s izometria e´rtelme´ben) az
X ⊂ X∗∗ ⊂ X∗∗∗∗ ⊂ ..., ill. X∗ ⊂ X∗∗∗ ⊂ X∗∗∗∗∗ ⊂ ...
tartalmaza´sok valamennyien szigoru´ tartalmaza´sok:
X 6= X∗∗ 6= X∗∗∗∗ 6= ..., ill. X∗ 6= X∗∗∗ 6= X∗∗∗∗∗ 6= ...
Ha ui. pl. X∗∗∗ = X∗∗∗∗∗, akkor ez azt jelentene´, hogy X∗∗∗ reflex´ıv, azaz X∗∗ is az. Innen
viszont X∗ e´s ı´gy X reflexivita´sa is ko¨vetkezne (A. E. Plessner).
6.5.6. Ko¨vetkezme´ny. Ba´rmely (X, ‖.‖) norma´lt te´r e´s S ⊂ X re´szhalmaz esete´n S akkor
e´s csak akkor za´rt rendszer, ha az ala´bbi ekvivalencia igaz: tetszo˝leges f ∈ X∗ funkciona´lra
f = 0 ⇐⇒ f|S = 0.
Bizony´ıta´s. Tegyu¨k fel elo˝szo¨r, hogy S za´rt rendszer e´s f|S = 0. Ekkor f linearita´sa miatt
nyilva´n f|L[S] = 0 is igaz. Innen viszont f folytonossa´ga´t is figyelembe ve´ve f|
L[S]
= 0, azaz L[S] = X
szerint f = 0 ko¨vetkezik.
Ha S nem za´rt rendszer, akkor az Y := L[S] ( 6= X) va´laszta´ssal a 6.5.3. Megjegyze´s miatt egy
alkalmas f ∈ X∗ funkciona´llal f|Y = 0, de f 6= 0. Mivel f|S = 0, eze´rt - felte´ve a te´telben eml´ıtett
ekvivalencia fenna´lla´sa´t - f = 0 ko¨vetkezik, ellente´tben az elo˝bbi f 6= 0 tulajdonsa´ggal. Eze´rt S za´rt
rendszer.
6.6. Ero˝s konvergencia.
Tekintsu¨k valamely (Xi, ‖.‖i) (i = 1, 2) norma´lt terek esete´n korla´tos linea´ris opera´toroknak egy
(Tn) sorozata´t: Tn ∈ L(X1, X2) (n ∈ N). Azt mondjuk, hogy a (Tn) sorozat ero˝sen konvergens, ha
minden x ∈ X1 esete´n a helyettes´ıte´si e´rte´kek (Tnx) sorozata konvergens. Vila´gos, hogy ekkor minden
X1 ∋ x-re supn ‖Tnx‖2 < +∞. Megmutatjuk, hogy (bizonyos felte´telek mellett) ekkor az ”ero˝sebb”
supn ‖Tn‖ < +∞ korla´tossa´g is teljesu¨l. So˝t, igaz a
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6.6.1. Te´tel (az egyenletes korla´tossa´g elve). Legyenek adottak az (X1, ‖.‖1) , (X2, ‖.‖2) norma´lt
terek e´s a Tα ∈ L(X1, X2) (α ∈ Γ) linea´ris opera´torok valamely Γ 6= ∅ (index)halmaz esete´n. Ha
az
{x ∈ X1 : sup
α
‖Tαx‖2 < +∞}
halmaz ma´sodik katego´ria´ju´, akkor supα ‖Tα‖ < +∞.
Bizony´ıta´s. Legyen x ∈ X1, k ∈ N esete´n p(x) := supα ‖Tαx‖2 e´s
{p ≤ k} := {x ∈ X1 : p(x) ≤ k}.
Ekkor minden k ∈ N terme´szetes sza´mra {p ≤ k} za´rt halmaz. Valo´ban, ha
z ∈ {p > k} := X1 \ {p ≤ k},
akkor p(z) = supα ‖Tαz‖2 > k. Eze´rt van olyan α ∈ Γ, hogy ‖Tαz‖2 > k. Mivel Tα, ‖.‖2 folytonos
leke´peze´sek, eze´rt egyu´ttal a z pont egy alkalmas K(z) ko¨rnyezete´nek minden t ∈ K(z) pontja´ra is
teljesu¨l a ‖Tαt‖2 > k egyenlo˝tlense´g. Ez ma´s szo´val azt jelenti, hogy K(z) ⊂ {p > k}, azaz {p > k}
ny´ılt halmaz.
A felte´tel szerint a
{p <∞} := {x ∈ X1 : sup
α
‖Tαx‖2 < +∞} =
∞⋃
k=1
{p ≤ k}
halmaz ma´sodik katego´ria´ju´ (ld. 2.2.2. i) megjegyze´s) eze´rt egy alkalmas 0 < k ∈ N terme´szetes
sza´mra a {p ≤ k} halmaz belseje nem u¨res. Le´tezik teha´t olyan y ∈ {p ≤ k} elem e´s olyan δ > 0
sza´m, hogy a Kδ(y) ko¨rnyezetre Kδ(y) ⊂ {p ≤ k} igaz. I´gy tetszo˝leges t ∈ X1, ‖t − y‖1 < δ esete´n
minden α ∈ Γ indexre ‖Tαt‖2 ≤ k.
Legyen most ma´r x ∈ X1 tetszo˝leges, ekkor nyilva´n van olyan r > 0, amellyel y + rx ∈ Kδ(y),
azaz
‖Tα(y + rx)‖2 = ‖Tαy + rTαx‖2 ≤ k (α ∈ Γ).
A ha´romszo¨g-egyenlo˝tlense´g miatt
‖Tαy + rTαx‖2 ≥ r‖Tαx‖2 − ‖Tαy‖2,
amibo˝l r‖Tαx‖2 ≤ k + ‖Tαy‖2 ≤ 2k ko¨vetkezik. Ha x 6= 0, akkor az
r :=
δ
2‖x‖1
va´laszta´s megfelelo˝, amikor is
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‖Tαx‖2 ≤ 4k
δ
‖x‖1.
Ez uto´bbi egyenlo˝tlense´g nyilva´n igaz x = 0-ra is, hiszen ekkor Tαx = Tα0 = 0 (α ∈ Γ). Teha´t
‖Tα‖ ≤ 4k/δ (α ∈ Γ), ami az a´ll´ıta´sunk bizony´ıta´sa´t jelenti.
Vila´gos, hogy a {p <∞} halmaz ma´sodik katego´ria´ju´, ha valamilyen ma´sodik katego´ria´ju´ X ⊂ X1
halmazra X ⊂ {p <∞}. Ma´s szo´val teha´t az elo˝bbi te´tel alkalmaza´sa´hoz nem kell a
”
teljes” {p <∞}
halmazt
”
felder´ıtenu¨nk”, elegendo˝ a pontonke´nti korla´tossa´got egy ma´sodik katego´ria´ju´ X halmazon
elleno˝rizni.
A 2.2.2. Baire-fe´le katego´ria-te´tel alapja´n az ala´bbi specia´lis esethez jutunk:
6.6.2. Te´tel (Banach-Steinhaus I). Tegyu¨k fel, hogy az (Xi, ‖.‖i) (i = 1, 2) norma´lt terek ko¨zu¨l
(X1, ‖.‖1) Banach-te´r, a Tn ∈ L(X1, X2) (n ∈ N) opera´tor-sorozat pedig ero˝sen konvergens.
Ekkor a Tn (n ∈ N) opera´torok egyenletesen korla´tosak, azaz supn ‖Tn‖ < +∞ e´s a Tx :=
limn Tnx (x ∈ X1) (pontonke´nti) limesz-opera´torra T ∈ L(X1, X2), ‖T‖ ≤ lim infn ‖Tn‖ teljesu¨l.
Bizony´ıta´s. Valo´ban, a felte´tel szerint ba´rmely x ∈ X1 esete´n a (Tnx, n ∈ N) (helyettes´ıte´si
e´rte´kekbo˝l a´llo´) sorozat konvergens, ı´gy supn ‖Tnx‖2 < +∞. Ez azt jelenti, hogy {p <∞} = X1, ami
(ld. Baire-te´tel) ma´sodik katego´ria´ju´. I´gy a 6.6.1. Te´tel ko¨vetkezte´ben supn ‖Tn‖ < +∞. Specia´lisan
M := lim infn ‖Tn‖ < +∞.
A T leke´peze´s nyilva´n linea´ris, ill. ‖Tx‖2 = limn ‖Tnx‖2 (x ∈ X1). Mivel ‖Tnx‖2 ≤ ‖Tn‖‖x‖1
(n ∈N), eze´rt ‖Tx‖2 ≤M‖x‖1 (x ∈ X1), azaz az a´ll´ıta´sunk ma´sodik fele is ko¨vetkezik.
6.6.1. Megjegyze´sek.
i) Legyen pl. (X, ‖.‖) szepara´bilis Banach-te´r, fn ∈ X∗ (n ∈ N) e´s tegyu¨k fel, hogy az (fn)
sorozat korla´tos: q := supn ‖fn‖ < +∞. Ekkor van olyan (νn) indexsorozat e´s olyan f ∈ X∗
funkciona´l, hogy f(x) = lim(fνn(x)) (x ∈ X).
Valo´ban, legyen {xn ∈ X :∈ N} mindenu¨tt su˝ru˝ X-ben. Ekkor
|fn(x0)| ≤ ‖fn‖· ‖x0‖ ≤ q‖x0‖ (n ∈ N)
miatt az (fn(x0)) sza´msorozat korla´tos. A Bolzano-Weierstrass-te´tel miatt eze´rt van olyan
ν(0) indexsorozat, amellyel az (f
ν
(0)
n
(x0)) re´szsorozat konvergens. Hasonlo´an, az (fν(0)n
(x1))
sorozat korla´tossa´ga alapja´n van olyan ν(1) indexsorozat, hogy az (f
ν(0)◦ν(1)n (x1)) re´szsorozat
konvergens. Teljes indukcio´val folytatva a konstrukcio´t minden N ∋ i-re kapunk olyan ν(i)
indexsorozatot, amellyel (f
ν(0)◦···◦ν(i)n (xi)) konvergens. Legyen most ma´r
νn := ν
(0) ◦ · · · ◦ ν(n)n (n ∈ N).
Ekkor ν nyilva´n indexsorozat e´s ba´rmely n, i ∈ N, i ≤ n esete´n
fνn(xi) = fν(0)◦···◦ν(i)
µi(n)
(xi),
ahol µi(n) := ν
(i+1)◦···◦ν(n)n . Eze´rt (fν(0)◦···◦ν(i)n (xi)) konvergencia´ja miatt tetszo˝leges i ∈ N
esete´n
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fνn(xi)− fνm(xi)→ 0 (n,m→∞).
Ha x ∈ X, ε > 0, akkor legyen i ∈N olyan, hogy ‖x−xi‖ < ε. Legyen tova´bba´ N ∈ N olyan
ku¨szo¨bindex, amellyel |fνn(xi)− fνm(xi)| < ε (N < n,m ∈ N), ı´gy ilyen n,m esete´n
|fνn(x)− fνm(x)| ≤
|fνn(x)− fνm(xi)|+ |fνn(xi)− fνm(xi)|+ |fνm(xi)− fνm(x)| ≤ (2q + 1)ε.
Az (fνn(x)) sza´msorozat teha´t Cauchy-sorozat, azaz konvergens. Definia´ljuk az f funkciona´lt
a ko¨vetkezo˝ke´ppen: f(x) := lim(fνn(x)) (x ∈ X). A 6.6.2. Te´tel alapja´n f ∈ X∗.
ii) Az i) megjegyze´sben szereplo˝ a´ll´ıta´s nem ma´s, mint (a bizony´ıta´s ko¨zben is ide´zett) Bolzano-
Weierstrass-te´tel absztrakt va´ltozata funkciona´lok sorozata´ra.
iii) Bela´thato´, hogy a most eml´ıtett absztrakt Bolzano-Weierstrass-te´tel akkor is igaz, ha az
(X, ‖.‖) te´r nem szepara´bilis, de reflex´ıv.
A tova´bbiakban a bevezeto˝ben megfogalmazott ero˝s konvergencia-ke´rde´sre adunk va´laszt.
6.6.3. Te´tel (Banach-Steinhaus II). Ha az (Xi, ‖.‖i) (i = 1, 2) terek mindegyike Banach-te´r,
Tn ∈ L(X1, X2) (n ∈ N), akkor a (Tn) sorozat ero˝s konvergencia´ja´nak szu¨kse´ges e´s ele´gse´ges
felte´tele az, hogy ez a konvergencia az X1 te´r egy Y za´rt rendszere´n fenna´lljon e´s supn ‖Tn‖ < +∞
legyen.
Bizony´ıta´s. A te´telben megfogalmazott felte´tel szu¨kse´gesse´ge re´szben trivia´lis, re´szben pedig
az egyenletes korla´tossa´g ime´nt bebizony´ıtott specia´lis esete´bo˝l ko¨vetkezik (ld. 6.6.2. Te´tel).
Az ele´gse´gesse´g igazola´sa´hoz elo˝szo¨r is jegyezzu¨k meg, hogy a Tn (n ∈ N) opera´torok linearita´sa
miatt a (Tnx) sorozat az Y rendszer L(Y ) linea´ris burka´nak minden eleme´re is konverga´l. Mivel az
L(Y ) linea´ris burok mindenu¨tt su˝ru˝ X1-ben, eze´rt tetszo˝leges x ∈ X1 e´s ε > 0 esete´n van olyan
z ∈ L(Y ), amellyel ‖x − z‖1 < ε. Tova´bba´, a ha´romszo¨g-egyenlo˝tlense´get felhaszna´lva minden
n,m ∈ N terme´szetes sza´mra az ado´dik, hogy
‖Tnx− Tmx‖2 ≤ ‖Tnx− Tnz‖2 + ‖Tnz − Tmz‖2 + ‖Tmz − Tmx‖2 ≤
2q‖x− z‖1 + ‖Tnz − Tmz‖2 ≤ 2qε+ ‖Tnz − Tmz‖2,
ahol q := supn ‖Tn‖. A (Tkz) sorozat konvergens, eze´rt egy alkalmas N ∈ N ”ku¨szo¨bbel”‖Tnz − Tmz‖2 < ε, hacsak n,m > N. Ilyen n,m-ekre teha´t ‖Tnx − Tmx‖2 ≤ (2q + 1)ε, azaz a
(Tnx) sorozat Cauchy-sorozat, ı´gy az (X1, ‖.‖1) te´r teljesse´ge miatt (Tnx) konvergens is.
Egy Tn ∈ L(X1, X2) (n ∈ N) opera´torsorozat konvergenciahalmaza´n e´rtsu¨k az o¨sszes olyan
x ∈ X1 pont a´ltal meghata´rozott X ⊂ X1 halmazt, amelyre a (Tnx) sorozat konvergens. Ekkor az
ala´bbi a´ll´ıta´s igaz:
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6.6.4. Te´tel. Ha az (Xi, ‖.‖i) (i = 1, 2) terek Banach-terek, akkor az X halmaz vagy elso˝
katego´ria´ju´, vagy pedig X = X1.
Bizony´ıta´s. Ui. a Tn-ek (n ∈ N) linearita´sa miatt X nyilva´n altere az X1 te´rnek. Ha X
ma´sodik katego´ria´ju´, akkor (ld. az egyenletes korla´tossa´g elve´t) supn ‖Tn‖ < +∞. Megmutatjuk,
hogy ekkor X = X1. Valo´ban, mivel X ma´sodik katego´ria´ju´, eze´rt van olyan a ∈ X e´s δ > 0, hogy
Kδ(a) ⊂ X. Ha z ∈ X1 tetszo˝leges, akkor egy alkalmas r > 0 sza´mmal y := a + rz ∈ Kδ(a), amibo˝l
y ∈ X e´s ı´gy (X alte´r volta miatt)
z = (y − a)/r ∈ X
ko¨vetkezik. Teha´t X = X1, azaz X za´rt rendszer, eze´rt a Banach-Steinhaus II-te´tel miatt X = X1.
6.6.2. Megjegyze´sek.
i) Vila´gos, hogy az elo˝bbi okoskoda´s alapja´n egy ma´sodik katego´ria´ju´ alte´r mindig su˝ru˝ alte´r.
ii) Ha teha´t (X1, ‖.‖1) Banach-te´r, (X2, ‖.‖2) norma´lt te´r e´s a Tn ∈ L(X1, X2) (n ∈ N)
opera´torsorozatra supn ‖Tn‖ = +∞ teljesu¨l, akkor (ld. 6.6.1. Te´tel) van olyan x ∈ X1,
amelyre a (Tnx) sorozat nem konvergens, so˝t, supn ‖Tnx‖2 = +∞.
iii) E´rdemes kiemelni a 6.6.3. Te´tel ala´bbi va´ltozata´t is: ha (X1, ‖.‖1) Banach-te´r, (X2, ‖.‖2)
norma´lt te´r, T, Tn ∈ L(X1, X2) (n ∈ N), akkor a lim(Tn(x)) = Tx (x ∈ X1) konver-
gencia´nak szu¨kse´ges e´s ele´gse´ges felte´tele az, hogy ez a konvergencia az X1 te´r egy Y za´rt
rendszere´n fenna´lljon e´s supn ‖Tn‖ < +∞ legyen. Valo´ban, a 6.6.3. Te´tel bizony´ıta´sa´ban
ı´rjunk Tm helye´be T -t, ekkor (az ottani jelo¨le´sekkel) ‖Tnx − Tx‖2 ≤ (q + ‖T‖ + 1)ε
(N ∋ n > N), azaz lim(‖Tnx− Tx‖2) = 0 ado´dik.
iv) A 6.6.1. Te´tel a´ltala´nos´ıta´sake´nt ro¨viden ta´rgyaljuk az I. M. Gelfandto´l sza´rmazo´ ala´bbi
va´ltozatot. Ehhez vezessu¨k be a ko¨vetkezo˝ fogalmat: valamely (X, ‖.‖) Banach-te´ren e´r-
telmezett φ : X → [0,+∞) funkciona´lt konvexnek nevezu¨nk (ld. 6.5.1. iii) megjegyze´s),
ha
i) φ(x+ y) ≤ φ(x) + φ(y) (x, y ∈ X) e´s
ii) φ(α· x) = |α|·φ(x) (α ∈ R, x ∈ X).
Ha a Φ konvex funkciona´l folytonos (X ∋) 0-ban, akkor korla´tos is, azaz van olyan M > 0
konstans, amellyel Φ(x) ≤M‖x‖ (x ∈ X) (ld. 6.3.1. Te´tel bizony´ıta´sa).
A most mondottak seg´ıtse´ge´vel az eml´ıtett Gelfand-te´tel ı´gy fogalmazhato´ meg:
legyen φn : X → K (n ∈ N) konvex, folytonos funkciona´loknak egy sorozata. Ha ba´rmely
x ∈ X esete´n sup{φn(x) : n ∈ N} < +∞, akkor az X ∋ x 7→ sup{φn(x) : n ∈ N} funkciona´l
is konvex e´s folytonos.
v) Ha (X1, ‖.‖1) Banach-te´r, (X2, ‖.‖2) norma´lt te´r e´s T ∈ L(X1, X2) , akkor az
X1 ∋ x 7→ ‖Tx‖2
funkciona´l nyilva´n konvex e´s folytonos. Legyen Tn ∈ L(X1, X2) (n ∈ N) egy adott opera´-
tor-sorozat, amelyre
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sup{‖Tnx‖2 : n ∈ N} < +∞ (x ∈ X1).
A iv)-ben mondottak szerint ekkor az
X1 ∋ x 7→ sup{‖Tnx‖2 : n ∈ N}
funkciona´l konvex e´s folytonos, ı´gy korla´tos is. Eze´rt alkalmas M > 0 konstanssal
sup{‖Tnx‖2 : n ∈ N} ≤M‖x‖1 (x ∈ X1) is igaz, amibo˝l supn ‖Tn‖ ≤M ma´r ko¨vetkezik.
vi) A Gelfand-te´tel egyik fontos ko¨vetkezme´nyeke´nt tekintsu¨k az (X, ‖.‖) Banach-te´ren
e´rtelmezett fn ∈ X∗ (n ∈ N) korla´tos, linea´ris funkciona´lok sorozata´t. Ha n ∈ N, 1 ≤ p,
akkor az
X ∋ x 7→
(
n∑
i=0
|fi(x)|p
)1/p
funkciona´l nyilva´n konvex, folytonos. Eze´rt
∑∞
i=0 |fi(x)|p < +∞ (x ∈ X) esete´n az
X ∋ x 7→
( ∞∑
i=0
|fi(x)|p
)1/p
leke´peze´s is egy konvex e´s folytonos funkciona´l, azaz valamely M > 0 konstanssal
( ∞∑
i=0
|fi(x)|p
)1/p
≤M · ‖x‖ (x ∈ X).
vii) Emle´keztetu¨nk a ba´zis fogalma´ra (ld. 3.2.): legyen (X, ‖.‖) Banach-te´r, ekkor a zn ∈ X
(n ∈ N ) rendszer ba´zis, ha ba´rmely x ∈ X esete´n egye´rtelmu˝en megadhato´ egy x-et elo˝a´ll´ıto´∑
n∈N αnzn (= x) ve´gtelen sor (vagy o¨sszeg). Jelo¨lju¨k z
∗
n(x)-szel az elo˝bbi elo˝a´ll´ıta´sban
szereplo˝ αn egyu¨tthato´t, Sn(x)-szel a sor (o¨sszeg) n-edik re´szleto¨sszege´t:
z∗n(x) := αn , Sn(x) :=
n∑
k=0
z∗k(x)zk (n ∈ N ).
Az ı´gy definia´lt z∗n : X → K koordina´ta-funkciona´lok mindegyike nyilva´n linea´ris. Ugyanez
a´ll az Sn : X → X re´szleto¨sszeg-opera´torokra is. Igaz tova´bba´ a ko¨vetkezo˝ ke´t (ekvivalens)
a´ll´ıta´s: ba´rmely n ∈ N esete´n z∗n ∈ X∗, ill. Sn ∈ L(X,X).
viii) A tova´bbiakban feltesszu¨k, hogy N = N. Mivel ba´rmely x ∈ X esete´n x = limn Sn(x) (azaz
az (Sn) opera´tor-sorozat ero˝sen konvergens), eze´rt a Banach-Steinhaus II-te´tel (ld. 6.6.3.
Te´tel) miatt
C := sup{‖Sn‖ : n ∈ N} < +∞
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e´s ‖z∗n‖ ≤ 2C/‖zn‖ (n ∈ N). Legyen z∗ := (z∗n, n ∈ N). Mivel z ba´zis, eze´rt z∗n(zk) =
δnk (n, k ∈ N), azaz a z, z∗ rendszerek ”egyu¨tt” egyfajta ortogonalita´si rela´cio´nak tesznek
eleget. Ennek fe´nye´ben vezessu¨k be a ko¨vetkezo˝ defin´ıcio´t:
az xn ∈ X , ϕn ∈ X∗ (n ∈ N) rendszerek biortogona´lisak, ha ϕn(xk) = δnk (n, k ∈ N).
A
∑∞
n=0 ϕn(x)xn (x ∈ X) sort az x elem biortogona´lis sora´nak nevezzu¨k.
Amennyiben teha´t z ba´zis X-ben, u´gy z, z∗ biortogona´lisak. (Valo´ja´ban ekkor mondja´k,
hogy z Schauder-ba´zis.)
ix) Tegyu¨k fel, hogy az xn ∈ X, ϕn ∈ X∗ (n ∈ N) rendszerek biortogona´lisak e´s legyen
Xn := L({xk ∈ X : N ∋ k 6= n}) (n ∈N).
Mivel ϕn(x) = 0 (x ∈ Xn) e´s ϕn(xn) = 1, eze´rt xn 6∈ Xn (n ∈ N). Azt mondjuk, hogy az
yn ∈ X (n ∈ N) rendszer minima´lis, ha ba´rmely n ∈ N esete´n
yn 6∈ L({yk ∈ X : N ∋ k 6= n}).
Az elo˝bbiek szerint teha´t, ha egy X-beli rendszernek van biortogona´lis ta´rsa, akkor a szo´ban
forgo´ rendszer minima´lis. A Hahn-Banach-te´tel (ld. 6.5.1. Te´tel) 6.5.3. Ko¨vetkezme´nye
alapja´n ko¨nnyu˝ megmutatni, hogy ez ford´ıtva is igaz. Hasonlo´an la´thato´ be, hogy ha az
(xn, n ∈ N) rendszer za´rt X-ben, akkor legfeljebb egy, vele biortogona´lis X∗-beli rendszer
le´tezik, ill. minden minima´lis rendszer egyu´ttal fu¨ggetlen is.
Ha teha´t egy X-beli elemekbo˝l a´llo´ z = (zn, n ∈ N) rendszer ba´zis X-ben, akkor
(∗)

i) z za´rt rendszer;
ii) z minima´lis rendszer;
iii) sup{‖Sn‖ : n ∈ N} <∞,
ahol Sn(x) =
∑n
k=0 z
∗
k(x)zk (x ∈ X, n ∈ N) e´s z∗ = (z∗n, n ∈ N) a z-vel biortogona´lis
rendszer. A 6.6.3. Te´telt felhaszna´lva megmutathato´, hogy a most felsorolt (szu¨kse´ges)
felte´telek ele´gse´gesek is ahhoz, hogy a z rendszer ba´zis legyen, nevezetesen igaz az ala´bbi
a´ll´ıta´s (
”
alapte´tel”):
az X-beli z = (zn, n ∈ N) rendszer akkor e´s csak akkor ba´zis X-ben, ha teljesu¨lnek a (∗)
felte´telek.
x) A ix) megjegyze´sbeli (∗) felte´telekben szerepel egy, a rendszeren
”
k´ıvu¨li” eszko¨z is, ti. (az Sn-
ek defin´ıcio´ja´ban) a z∗ (z-vel) biortogona´lis rendszer. Hogyan lehet kiza´ro´lag a z rendszer
seg´ıtse´ge´vel eldo¨nteni, hogy az ba´zis-e vagy sem? Ezzel kapcsolatos a ko¨vetkezo˝ (a Hahn-
Banach-te´tel (ld. 6.5.1. Te´tel), ill. a Banach-Steinhaus II-te´tel (ld. 6.6.3. Te´tel) alapja´n
bela´thato´) a´ll´ıta´s:
legyen adott egy (a nullelemet nem tartalmazo´) z = (zn, n ∈ N) rendszer az (X.‖.‖) Banach-
te´rben. Ekkor z pontosan abban az esetben ba´zis L(z)-ban, ha
(∗∗)

van olyan B > 0 konstans, hogy ba´rmely n ∈ N e´s
x =
∑∞
k=0 βkzk ∈ L(z) esete´n ‖
∑n
k=0 βkzk‖ ≤ B‖x‖.
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xi) Az elo˝bbi (∗∗) tulajdonsa´gbo´l kiindulva vezessu¨k be a ko¨vetkezo˝ fogalmat: valamely
X-beli z = (zn, n ∈ N) linea´risan fu¨ggetlen rendszer e´s x =
∑∞
k=0 βkzk ∈ L(z) esete´n
legyen ρ(x) := sup{‖∑nk=0 βkzk‖ : n ∈ N}. A
Bz := sup{ρ(x) : x ∈ L(z), ‖x‖ ≤ 1}
sza´mot (vagy +∞-t) a z rendszer Banach-konstansa´nak nevezzu¨k. A ix) megjegyze´s alapja´n
azt mondhatjuk, hogy amennyiben z za´rt rendszer X-ben, akkor
z ba´zis X−ben ⇐⇒ Bz < +∞.
Mivel ba´rmely x ∈ L(z) elemre ρ(x) ≥ ‖x‖, eze´rt Bz ≥ 1. Ha pl. (X, 〈, 〉) Hilbert-te´r e´s z
ONR X-ben, akkor ρ(x) = ‖x‖ (x ∈ L(z)), azaz Bz = 1.
xii) Legyen z = (zn, n ∈ N) ba´zis X-ben, z∗ = (z∗n, n ∈ N) a z-vel biortogona´lis koordina´ta-
funkciona´lok rendszere. Ekkor ba´rmely x ∈ L(z) esete´n
|z∗n(x)|· ‖zn‖ = ‖z∗n(x)zn‖ =
∥∥∥∥∥
n∑
k=0
z∗k(x)zk −
n−1∑
k=0
z∗k(x)zk
∥∥∥∥∥ ≤ 2ρ(x),
azaz ‖z∗n‖ ≤ 2Bz/‖zn‖ (n ∈ N). Ha teha´t z norma´lt (‖zn‖ = 1 (n ∈ N)), akkor ba´rmely
n ∈ N esete´n ‖z∗n‖ ≤ 2Bz.
A Banach-Steinhaus I, II-te´telek alkalmaza´sake´nt tekintsu¨k elo˝szo¨r az Sn (n ∈ N) trigonomet-
rikus Fourier-re´szleto¨sszeg-opera´torokat (ld. 6.2. pont):
Snf(x) =
∫ 2π
0
f(t)Dn(x− t) dt (f ∈ C2π , x ∈ R),
ahol tova´bbra is C2π-vel jelo¨ltu¨k a 2π-szerint periodikus f : R → R fu¨ggve´nyek halmaza´t. Legyen
f ∈ C2π esete´n ‖f‖∞ := maxx∈R |f(x)|. Ekkor (C2π , ‖.‖∞) Banach-te´r, ebben a te´rben a konvergencia
a fu¨ggve´nysorozatok egyenletes konvergencia´ja´t jelenti, ill. Sn ∈ L(C2π , C2π) e´s (ld. 6.3.3. Te´tel)
‖Sn‖ = max
x∈R
∫ 2π
0
|Dn(x− t)| dt =
∫ 2π
0
|Dn| (n ∈ N).
Mivel (ld. 6.2.) alkalmas c2 > 0 konstanssal
∫ 2π
0
|Dn| ≥ c2 ln (n+2) (n ∈ N), ı´gy supn ‖Sn‖ = +∞.
Eze´rt a 6.6.1., 6.6.2. Te´telek ko¨vetkezme´nyeke´nt (ld. 6.6.2. ii) megjegyze´s) kapjuk az ala´bbi a´ll´ıta´st:
6.6.5. Te´tel. Van olyan f ∈ C2π fu¨ggve´ny, amelyre az (Snf) sorozat nem konverga´l egyenlete-
sen, so˝t, supn ‖Snf‖∞ = +∞.
Legyen z ∈ R e´s definia´ljuk a
(
Φ
(z)
n
)
Fourier-funkciona´lok sorozata´t a ko¨vetkezo˝ke´ppen:
Φ(z)n (f) := Snf(z) (n ∈ N, f ∈ C2π).
Vila´gos, hogy Φ
(z)
n ∈ L(C2π ,R), ill.
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|Φ(z)n (f)| ≤ ‖Snf‖∞ ≤ ‖Sn‖· ‖f‖∞
miatt Φ
(z)
n ∈ C∗2π e´s ‖Φ(z)n ‖ ≤ ‖Sn‖ (n ∈ N). A 6.3.3. Te´tel bizony´ıta´sa´val analo´g mo´don nem nehe´z
bela´tni, hogy ba´rmely z ∈ R e´s n ∈ N esete´n ‖Φ(z)n ‖ = ‖Sn‖. Ko¨vetkeze´ske´ppen supn ‖Φ(z)n ‖ = +∞,
eze´rt a 6.6.1., 6.6.2. Te´telek alapja´n (ld. 6.6.2. ii) megjegyze´s) igaz a
6.6.6. Te´tel (Feje´r). Ba´rmely z ∈ R esete´n van olyan f ∈ C2π fu¨ggve´ny, amelyre az
(Snf(z)) sorozat nem konvergens (az f fu¨ggve´ny trigonometrikus Fourier-sora z-ben divergens),
so˝t, supn |Snf(z)| = +∞.
Az elo˝bbi Sn (n ∈ N) re´szleto¨sszeg-opera´torok helyett tekintsu¨k a
σnf :=
1
n+ 1
n∑
k=0
Skf (f ∈ C2π , n ∈N)
Feje´r-fe´le-opera´torokat. Ha
Kn :=
1
n+ 1
n∑
k=0
Dk (n ∈ N)
az n-edik Feje´r-fe´le magfu¨ggve´ny, akkor
σnf(x) =
∫ 2π
0
f(t)Kn(x− t) dt (f ∈ C2π , n ∈ N, x ∈ R).
Ko¨vetkeze´ske´ppen a σn (n ∈ N) opera´torok is specia´lis folytonos magu´ integra´lopera´torok (ld. 6.2.).
Eze´rt σn ∈ L(C2π , C2π) e´s a 6.3.3. Te´tel miatt
‖σn‖ = max
x∈R
∫ 2π
0
|Kn(x− t)| dt =
∫ 2π
0
|Kn| dt (n ∈ N).
Nem nehe´z elleno˝rizni, hogy Kn ≥ 0 (n ∈ N), ı´gy
∫ 2π
0
|Kn| dt =
∫ 2π
0
Kn dt = 1 (n ∈ N).
Ui. (ld. 6.2.) 0 < t < 2π esete´n
2π(n+ 1)Kn(t) = 1 +
n∑
k=1
sin ((k + 1/2)t)
sin (t/2)
= 1 +
1
sin2 (t/2)
n∑
k=1
sin (t/2) sin ((k + 1/2)t) =
1 +
1
2 sin2 (t/2)
n∑
k=1
[cos (kt)− cos ((k+ 1)t)] = 1 + cos t− cos ((n+ 1)t)
2 sin2(t/2)
=
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2 sin2(t/2) + 1− 2 sin2(t/2)− cos ((n+ 1)t)
2 sin2(t/2)
=
sin2 ((n+ 1)t/2)
sin2(t/2)
.
Teha´t
Kn(t) =
sin2 ((n+ 1)t/2)
2π(n+ 1) sin2(t/2)
.
Mivel Kn(0) =
n+ 1
2 , eze´rt innen Kn ≥ 0, ill.
∫ 2π
0
|Kn| =
∫ 2π
0
Kn =
1
π(n+ 1)
n∑
k=0
∫ 2π
0
1
2
+
k∑
j=1
cos (jt)
 dt = 1
π(n+ 1)
n∑
k=0
π = 1
ro¨gto¨n ko¨vetkezik. Ez azt is jelenti, hogy supn ‖σn‖ < +∞. Mivel a trigonometrikus polinomok
halmaza (‖.‖∞-ban) mindenu¨tt su˝ru˝ C2π-ben e´s tetszo˝leges ilyen T ”polinomra” ‖σnT − T‖∞ → 0
(n→∞) trivia´lisan igaz, eze´rt a 6.6.3. Te´tel egyenes ko¨vetkezme´nye a
6.6.7. Te´tel (Feje´r). Minden f ∈ C2π fu¨ggve´ny esete´n a σnf (n ∈ N) Feje´r-ko¨zepek egyen-
letesen konverga´lnak f-hez.
Valamely kompakt [a, b] ⊂ R intervallum esete´n legyenek adottak az a ≤ xn0 < ... < xnn ≤ b
”
alappontok” e´s a gn0, ..., gnn ∈ C[a, b] (n ∈ N) ”alapfu¨ggve´nyek”, ill. f ∈ C[a, b] esete´n legyen (ld.
6.2.)
Lnf :=
n∑
k=0
f(xnk)gnk.
Vezessu¨k be C[a, b]-ben az ‖f‖∞ := maxx∈[a,b] |f(x)| (f ∈ C[a, b]) norma´t, ekkor (C[a, b], ‖.‖∞)
Banach-te´r, ebben a te´rben a konvergencia a fu¨ggve´nysorozatok egyenletes konvergencia´ja´t jelenti,
ill. (ld. 6.2.) Ln ∈ L(C[a, b], C[a, b]) e´s (ld. 6.3.2. iv) megjegyze´s)
‖Ln‖ =
∥∥∥∥∥
n∑
k=0
|gnk|
∥∥∥∥∥
∞
(n ∈ N).
Ha itt gnk := lnk-k (n ∈ N, k = 0, ..., n) a Lagrange-fe´le alappolinomokat jelentik, azaz
lnk(x) :=
n∏
k 6=j=0
x− xnj
xnk − xnj (x ∈ [a, b]),
akkor Lnf -ek (f ∈ C[a, b], n ∈ N) az f fu¨ggve´ny Lagrange-fe´le interpola´cio´s polinomjai az [a, b]
intervallumon a megadott alappontrendszerre ne´zve. Ismert (ld. 6.6.18. Te´tel), hogy ebben az
esetben is valamilyen c > 0 abszolu´t konstanssal
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‖Ln‖ =
∥∥∥∥∥
n∑
k=0
|lnk|
∥∥∥∥∥
∞
≥ c ln (n+ 2) (n ∈ N).
Eze´rt supn ‖Ln‖ = +∞, azaz a 6.6.2., 6.6.3. Te´telekbo˝l (ld. 6.6.2. ii) megjegyze´s) ado´dik a
6.6.8. Te´tel (Bernstein). Ba´rmely kompakt [a, b] intervallum e´s xnk ∈ [a, b] (n ∈ N,
k = 0, ..., n) alappontrendszer esete´n van olyan f ∈ C[a, b] fu¨ggve´ny, amelyre az (Lnf) Lagrange-
fe´le interpola´cio´s polinomok sorozata nem konverga´l egyenletesen, so˝t, supn ‖Lnf‖∞ = +∞.
6.6.3. Megjegyze´sek.
i) Mivel
∑n
k=0 lnk = Lnf0 (n ∈ N), ahol f0(x) := 1 (x ∈ [a, b]), eze´rt - le´ve´n f0 (az [a, b]-n)
0-adfoku´ polinom - Lnf0 = f0, azaz
∑n
k=0 lnk = f0. I´gy∥∥∥∥∥
n∑
k=0
lnk
∥∥∥∥∥
∞
= ‖f0‖∞ = 1 (n ∈ N),
ko¨vetkeze´ske´ppen az elo˝bb ide´zett Faber-Bernstein-fe´le logaritmikus becsle´s miatt az lnk
(l = 0, ..., n) alappolinomok nem lehetnek ve´gtelen sok N ∋ n-re a´llando´ elo˝jelu˝ek. Ti.
minden ilyen n esete´n ‖∑nk=0 |lnk|‖∞ = ‖∑nk=0 lnk‖∞ , azaz ha ez ve´gtelen sok n-re fenna´llna
(mondjuk egy (nj) indexsorozat tagjaira), akkor a lehetetlen
c ln (nj + 2) ≤ ‖Lnj‖ =
∥∥∥∥∥
nj∑
k=0
lnjk
∥∥∥∥∥
∞
= 1 (j ∈ N)
egyenlo˝se´gre jutna´nk.
ii) Kora´bban ma´r eml´ıtettu¨k, hogy linea´ris opera´torok norma´ja´nak komoly szerep jut az
o¨ro¨klo¨tt hiba szempontja´bo´l is. Ha pl. a fenti Lnf Lagrange-polinom kisza´mı´ta´sa´hoz csak
az ynk ∼ f(xnk) ko¨zel´ıte´sek a´llnak rendelkeze´sre az
|ynk − f(xnk)| < ε (k = 0, ..., n ∈ N)
hibabecsle´ssel (valamilyen ε > 0 mellett), akkor az
L˜nf :=
n∑
k=0
ynklnk
”
ko¨zel´ıto˝ Lagrange-polinomro´l” a ko¨vetkezo˝t mondhatjuk:
|L˜nf − Lnf | ≤ ‖Ln‖ε.
Terme´szetes k´ıva´nsa´g az xn0, ..., xnn alappontok megva´laszta´sa´t illeto˝en, hogy az ‖Ln‖ =
‖∑nk=0 |lnk|‖∞ norma a leheto˝ legkisebb legyen. Az ilyen e´rtelemben optima´lis alappontok
ma´ig nem ismertek, de pl. az [a, b] := [−1, 1] intervallum e´s az
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xnk := cos ((2k + 1)π/(2n+ 2)) (k = 0, ..., n)
u´n. Csebisev-fe´le alappontok esete´n bela´thato´, hogy alkalmas (abszolu´t) c˜ > 0 konstanssal
‖Ln‖ ≤ c˜ ln (n+ 2) (n ∈ N) igaz. (Ugyanakkor pl. n = 1-re ko¨nnyen elleno˝rizheto˝, hogy a
Csebisev-alappontok nem optima´lisak a most mondott e´rtelemben.)
iii) Legyen az elo˝zo˝ megjegyze´sben z ∈ [a, b] ro¨gz´ıtett e´s
L(z)n f := Lnf(z) =
n∑
k=0
f(xnk)lnk(z) (f ∈ X := C[a, b], n ∈N)
(Lagrange-funkciona´l). Vila´gos, hogy L
(z)
n ∈ X∗ e´s ‖L(z)n ‖ ≤ ‖Ln‖ (n ∈ N), de a´ltala´ban
‖L(z)n ‖ 6= ‖Ln‖. Pl. adapt´ıv alappontrendszer esete´n - teha´t, amikor {xn0, ..., xnn} ⊂
{xn+10, ..., xn+1n+1} (n ∈ N) -, akkor tetszo˝leges z ∈
⋃∞
n=0{xn0, ..., xnn} ponthoz van
olyan N ∈ N, amellyel
L(z)n f = L
(z)
N f = f(z) (N ≤ n ∈N, f ∈ X).
Ko¨vetkeze´ske´ppen L
(z)
n f → f(z) (n → ∞), eze´rt supn ‖L(z)n ‖ < +∞. I´gy az ‖Ln‖ ≥
c ln (n + 2) (n ∈ N) becsle´s miatt az ‖L(z)n ‖ = ‖Ln‖ egyenlo˝se´g nem a´llhat fenn ve´gtelen
sok n-re.
A valamely kompakt [a, b] ⊂ R intervallum esete´n bevezetett a ≤ xn0 < ... < xnn ≤ b
(n ∈ N, k = 0, ..., n) alappontok mellett legyenek adottak az αn0, ..., αnn ∈ R (n ∈ N, k = 0, ..., n)
”
su´lyok” is, ill. (ld. 6.2.) tekintsu¨k a
Qnf :=
n∑
k=0
αnkf(xnk) (f ∈ C[a, b], n ∈ N)
kvadratu´ra-sorozatot. A C[a, b] te´ren tova´bbra is a ‖.‖∞ norma´t tartva meg la´ttuk (ld. 6.3.2. iv)
megjegyze´s), hogy
‖Qn‖ =
n∑
k=0
|αnk| (n ∈ N).
Emle´keztetu¨nk arra, hogy a polinomok ([a, b]-re leszu˝k´ıtett rendszere := P) mindenu¨tt su˝ru˝ (a ‖.‖∞
norma´ra ne´zve) C[a, b]-ben, eze´rt a 6.6.3. Te´tel specia´lis esete a
6.6.9. Te´tel (Po´lya-Szego˝). Legyen [a, b] egy tetszo˝leges kompakt intervallum, s egy su´lyfu¨ggve´ny
[a, b]-n e´s tegyu¨k fel, hogy adott az alappontoknak egy a ≤ xn0 < ... < xnn ≤ b (n ∈ N) e´s a
su´lyoknak egy αn0, ..., αnn ∈ R (n ∈ N) rendszere. Ekkor a Qnf →
∫ b
a
fs (n→∞, f ∈ C[a, b])
konvergencia´nak szu¨kse´ges e´s ele´gse´ges felte´tele az, hogy supn
∑n
k=0 |αnk| < +∞ e´s ba´rmely
P ∈ P polinomra QnP →
∫ b
a
Ps (n→∞) teljesu¨ljo¨n.
Vila´gos, hogy αnk ≥ 0 (n ∈ N, k = 0, ..., n) esete´n
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n∑
k=0
|αnk| =
n∑
k=0
αnk = Qnf0 (n ∈ N),
ahol f0(x) := 1 (x ∈ [a, b]).Mivel f0 ∈ P, ı´gy ebben az esetben a supn
∑n
k=0 |αnk| < +∞ korla´tossa´g
ko¨vetkezik a P ∈ P polinomokra megko¨vetelt QnP →
∫ b
a Ps (n →∞) konvergencia´bo´l, azaz ekkor
a Po´lya-Szego˝-te´telben ele´g ez uto´bbit feltenni:
6.6.10. Te´tel (Sztyeklov). Legyen [a, b] egy tetszo˝leges kompakt intervallum, s egy su´lyfu¨ggve´ny
[a, b]-n e´s tegyu¨k fel, hogy adott az alappontoknak egy a ≤ xn0 < ... < xnn ≤ b (n ∈ N)
e´s a su´lyoknak egy αn0 ≥ 0, ..., αnn ≥ 0 ∈ R (n ∈ N) rendszere. Ekkor a Qnf →
∫ b
a
fs
(n → ∞, f ∈ C[a, b]) konvergencia´nak szu¨kse´ges e´s ele´gse´ges felte´tele az, hogy ba´rmely P ∈ P
polinomra QnP →
∫ b
a Ps (n→∞) teljesu¨ljo¨n.
Ha itt me´g ra´ada´sul
Qnf :=
∫ b
a
sLnf (n ∈ N, f ∈ C[a, b]),
ahol Lnf (n ∈N) a szo´ban forgo´ alappontokra vonatkozo´ Lagrange-fe´le interpola´cio´s polinomja f -nek
(teha´t Qn (n ∈ N) egy u´n. interpola´cio´s kvadratu´ra vagy Newton-Cotes-formula), akkor a ba´rmely
P ∈ P esete´n az
”
ele´g nagy”N ∋ n-ekre fenna´llo´ LnP = P egyenlo˝se´g alapja´n a limn→∞QnP =
∫ b
a Ps
felte´tel automatikusan teljesu¨l. I´gy a 6.6.10. Te´tel miatt P helyett minden f ∈ C[a, b] fu¨ggve´nyre
is igaz az elo˝bbi konvergencia. Specia´lis esetke´nt megkapjuk a Gauss-kvadratu´ra´k konvergencia´ja´ra
vonatkozo´ ala´bbi te´telt:
6.6.11. Te´tel (Stieltjes). Tegyu¨k fel, hogy a Qn (n ∈ N) interpola´cio´s kvadratu´ra-elja´ra´s
alappontjai az s su´lyra ortogona´lis Pn (n ∈ N) polinomrendszer gyo¨kei: Pn(xnk) = 0
(k = 0, ..., n). Ekkor ba´rmely f ∈ C[a, b] fu¨ggve´nyre a (Qn, n ∈ N) kvadratu´ra-sorozat konvergens,
azaz
∫ b
a
fs = limn(Qnf).
Legyenek adottak az αnk ∈ K (n, k ∈ N) (valo´s vagy komplex) sza´mok. Azt mondjuk, hogy
az (xn, n ∈ N) sza´msorozat szumma´bilis, ha minden n ∈ N esete´n le´tezik az
yn :=
∞∑
k=0
αnkxk
soro¨sszeg, yn ∈ K e´s az (yn, n ∈ N) sorozat konvergens. Ha mindezek tetszo˝leges konvergens
(xn, n ∈ N) mellett igazak e´s me´g ra´ada´sul lim(xn) = lim(yn), akkor αnk-k egy u´n. permanens
(vagy Toeplitz-t´ıpusu´) szumma´cio´t hata´roznak meg.
Legyen pl.
αnk :=

1
n+ 1 (k = 0, ..., n)
0 (k > n)
(n ∈ N).
Ekkor ba´rmely x = (xn) sza´msorozatra
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yn =
1
n+ 1
n∑
k=0
xk (n ∈ N),
azaz (yn) az (xn) sorozat sza´mtani ko¨ze´p sorozata. Jo´l ismert, hogy ha x konvergens, akkor y is az
e´s limx = lim y. Ma´s szo´val teha´t a most definia´lt (C, 1)-szumma´cio´ permanens.
6.6.12. Te´tel (Toeplitz). A fenti αnk-k akkor e´s csak akkor hata´roznak meg permanens
szumma´cio´t, ha az ala´bbi felte´telek teljesu¨lnek:
i) limn→∞(αnk) = 0 (k ∈ N);
ii) sup{∑∞k=0 |αnk| : n ∈N} < +∞;
iii) limn→∞ (
∑∞
k=0 αnk) = 1.
Bizony´ıta´s. 1o Legyen αn ∈ K (n ∈ N) e´s tegyu¨k fel, hogy minden konvergens (xn, n ∈ N)
sorozatra le´tezik a
∑∞
n=0 αnxn ∈ K soro¨sszeg. Ekkor
∑∞
n=0 |αn| < +∞.
Valo´ban, ha ez nem lenne igaz, akkor egy alkalmas (nk, k ∈ N), n0 = 0 indexsorozattal
nk+1−1∑
j=nk
|αj | > k + 1 (k ∈ N)
teljesu¨lne. Viszont az
xj :=

0 (αj = 0)
|αj|
(k + 1)αj
(αj 6= 0)
(nk ≤ j < nk+1 , j, k ∈ N)
(nyilva´n) nulla-sorozatra
∞∑
n=0
αnxn =
∞∑
k=0
nk+1−1∑
j=nk
αjxj =
∞∑
k=0
1
k + 1
nk+1−1∑
j=nk
|αj | ≥
∞∑
k=0
1 = +∞
lenne, ami ellentmond a felte´teleze´snek. (Mellesleg az is kideru¨lt, hogy elegendo˝ a ko¨vetkezo˝t feltenni:
minden (xn, n ∈ N) nulla-sorozat esete´n a
∑n
k=0 αkxk (n ∈ N) o¨sszegek korla´tosak.)
2o Emle´keztetu¨nk arra (ld. 6.4.2. vii) megjegyze´s), hogy a konvergens sza´msorozatok c tere´ben
az ‖x‖∞ = supn |xn| (x = (xn) ∈ c) norma´ra ne´zve az
e := (1, 1, ..., 1, ...) , e(n) := (0, ..., 0, 1, 0, ..., 0, ...) (n ∈ N)
sorozatok za´rt rendszert alkotnak (ahol e(n)-ben az (n+ 1)-edik tag 1).
3o Mutassuk meg, hogy c za´rt altere (ℓ∞, ‖.‖∞)-nak. Legyen ehhez ξn, ξ ∈ c (n ∈ N) e´s tegyu¨k
fel, hogy a (ξn) sorozat konverga´l ξ-hez: ‖ξn − ξ‖∞ → 0 (n→∞). Ha ξn = (xnk, k ∈ N) (n ∈ N),
ξ = (xk, k ∈ N), akkor teha´t ba´rmely ε > 0 esete´n van olyan N ∈ N, hogy
sup
k
|xnk − xk| < ε (N < n ∈ N).
Legyen k, j ∈ N, ekkor
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|xk − xj | ≤ |xk − xnk|+ |xnk − xnj |+ |xnj − xj | < 2ε+ |xnk − xnj |,
ahol n ∈ N e´s n > N. I´gy va´lasztva n-et vegyu¨k figyelembe, hogy a ξn = (xnk, k ∈ N) sorozat c-beli,
azaz konvergens. Eze´rt le´tezik olyan M ∈N ku¨szo¨bindex, amellyel |xnk − xnj | < ε (M < k, j ∈ N).
Ko¨vetkeze´ske´ppen ilyen k, j-k esete´n
|xk − xj | < 3ε,
azaz a ξ = (xk, k ∈ N) sorozat Cauchy-sorozat. Teha´t ξ ∈ c, ami c za´rtsa´ga´t jelenti.
4o Tegyu¨k most fel, hogy αnk-k permanens szumma´cio´t hata´roznak meg. Ekkor 1
o szerint minden
N ∋ n-re
δn :=
∞∑
k=0
|αnk| < +∞,
ko¨vetkeze´ske´ppen a
Tnx :=
∞∑
k=0
αnkxk (x = (xj) ∈ c)
elo˝´ıra´ssal egy Tn : c → K korla´tos linea´ris funkciona´lt hata´roztunk meg, amelynek a norma´ja (ld.
6.4.2. vii) megjegyze´s) δn. Mivel most permanens szumma´cio´ro´l van szo´, eze´rt a (Tnx) sorozat
konvergens e´s limn→∞(Tnx) = limx. (Ma´s szo´val teha´t a (Tn) sorozat ero˝sen konverga´l a limesz-
funkciona´lhoz.) De e, e(n) ∈ c (n ∈ N), eze´rt egyu´ttal
lim(Tne) = lim
n→∞
( ∞∑
k=0
αnk
)
= lim e = 1,
lim
n→∞
(
Tne
(k)
)
= lim
n→∞(αnk) = lim e
(k) = 0 (k ∈ N).
Tudjuk (ld. 3o), hogy c za´rt ℓ∞-ben, azaz a (c, ‖.‖∞) te´r Banach-te´r. Eze´rt a Banach-Steinhaus
II-te´tel (6.6.3. Te´tel) miatt
sup{‖Tn‖ : n ∈ N} = sup{δn : n ∈ N} < +∞,
amit (me´g) be kellett la´tni.
5o Ford´ıtva, ha a te´telben mondott i), ii), iii) felte´telek teljesu¨lnek, akkor a 4o-ben definia´lt
Tn (n ∈ N) funkciona´lok le´teznek, ii) szerint egyenletesen korla´tosak, i) e´s iii) szerint pedig az
Y := {e, e(n) : n ∈ N} c-beli za´rt rendszeren ero˝sen konverga´lnak a limesz-funkciona´lhoz:
lim
n→∞
(Tnx) = limx (x ∈ Y ).
Eze´rt isme´t a Banach-Steinhaus II-te´telt alkalmazva azt kapjuk, hogy minden x ∈ c (azaz konvergens)
sorozatra is limn→∞(Tnx) = limx.
6.6.4. Megjegyze´sek.
i) Legyen (yn) egy sza´msorozat e´s tegyu¨k fel, hogy az a´ltala genera´lt
∑
(yn) ve´gtelen sor
konvergens. Ekkor
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∞∑
k=0
ykr
k →
∞∑
k=0
yk (r→ 1− 0)
(Abel-fe´le folytonossa´gi te´tel). Valo´ban, legyen xm :=
∑m
k=0 yk (m ∈ N), akkor
y0 = x0 , yk = xk − xk−1 (1 ≤ k ∈N),
ill. lim(xm) =
∑∞
k=0 yk. Ha 0 ≤ rn < 1 (n ∈ N) olyan sorozat, amelyre lim(rn) = 1, akkor
azt kell megmutatnunk, hogy
∞∑
k=0
ykr
k
n = x0 +
∞∑
k=1
(xk − xk−1)rkn =
x0(1− rn) +
∞∑
k=1
(rkn − rk+1n )xk → lim(xm) (n→∞).
Legyen ehhez αnk := r
k
n(1− rn) (n, k ∈ N). Ekkor
∞∑
k=0
ykr
k
n =
∞∑
k=0
αnkxk (n ∈ N).
Tova´bba´ minden k ∈ N esete´n αnk → 0 (n→∞), ill. tetszo˝leges N ∋ n-re
∞∑
k=0
αnk =
∞∑
k=0
|αnk| = (1− rn)
∞∑
k=0
rkn = 1.
Teljesu¨lnek teha´t a 6.6.12. Te´tel felte´telei, ı´gy a fentiek szerint az Abel-te´tel is ko¨vetkezik.
ii) Azt mondjuk, hogy a
∑
(zn) ve´gtelen sza´msor Abel-szumma´bilis, ha le´tezik e´s ve´ges a
lim
r→1−0
∞∑
k=0
zkr
k
hata´re´rte´k. Az i) megjegyze´s azt mutatja, hogy a most e´rtelmezett Abel-szumma´cio´ is per-
manens: ha a
∑
(zn) sor konvergens, akkor Abel-szumma´bilis is e´s
∞∑
k=0
zk = lim
r→1−0
∞∑
k=0
zkr
k.
iii) Legyen ii)-ben zn := (−1)n (n ∈ N), ekkor
∞∑
k=0
zkr
k =
∞∑
k=0
(−r)k = 1
1 + r
,
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azaz
lim
r→1−0
∞∑
k=0
zkr
k = lim
r→1−0
1
1 + r
=
1
2
.
Teha´t a
∑
((−1)n) (Cauchy-e´rtelemben divergens) sor Abel-szumma´bilis e´s az Abel-
szumma´ja:= limr→1−0
∑∞
k=0 zkr
k = 1/2.
iv) Mutassuk meg, hogy ha a
∑
(zn) sza´msor (C,1)-szumma´bilis, azaz az
sk :=
k∑
j=0
zj (k ∈ N) , σn := 1
n+ 1
n∑
k=0
sk (n ∈ N)
jelo¨le´sekkel le´tezik e´s ve´ges az s := lim(σn) hata´re´rte´k, akkor a
∑
(zn) sor Abel-szumma´bilis
is e´s limr→1−0
∑∞
k=0 zkr
k = s (Frobenius-te´tel).
Ui. az
sn = (n+ 1)σn − nσn−1 , sn−1 = nσn−1 − (n− 1)σn−2 (n ∈ N)
(ahol legyen σ−2 := σ−1 := s−1 := 0) egyenlo˝se´gekbo˝l
zn = sn − sn−1 = (n+ 1)σn − 2nσn−1 + (n− 1)σn−2 (n ∈ N),
azaz
∞∑
n=0
znr
n =
∞∑
n=0
(n+ 1)σnr
n − 2
∞∑
n=0
nσn−1rn +
∞∑
n=0
(n− 1)σn−2rn =
∞∑
k=0
(
(k + 1)rk − 2(k + 1)rk+1 + (k + 1)rk+2)σk.
Legyen 0 ≤ rn < 1 (n ∈ N) e´s lim(rn) = 1. Ekkor
∞∑
k=0
zkr
k
n =
∞∑
k=0
(
(k + 1)rkn − 2(k + 1)rk+1n + (k + 1)rk+2n
)
σk =
∞∑
k=0
(k + 1)rkn(1− rn)2σk =:
∞∑
k=0
αnkσk,
ahol teha´t αnk := (k+1)r
k
n(1−rn)2 (n, k ∈ N).Mivel limn→∞ αnk = 0 (k ∈ N) trivia´lisan
igaz, ill. tetszo˝leges n ∈ N esete´n
∞∑
k=0
αnk =
∞∑
k=0
|αnk| = (1− rn)2
∞∑
k=0
(k + 1)rkn = 1,
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eze´rt teljesu¨lnek a 6.6.12. Te´tel felte´telei. Ko¨vetkeze´ske´ppen
lim
n→∞
∞∑
k=0
zkr
k
n = limn→∞
∞∑
k=0
αnkσk = lim(σn) = s.
v) Tekintsu¨k a zn := (−1)n(n+ 1) (n ∈ N) sorozat a´ltal genera´lt
∑
(zn) ve´gtelen sort. Ekkor
a iv)-beli jelo¨le´sekkel s2n = n+ 1, s2n+1 = −n− 1, azaz σ2n = (n+ 1)/(2n+ 1), σ2n+1 = 0
(n ∈ N). I´gy a (σn) sorozat divergens. Ugyanakkor ba´rmely 0 ≤ r < 1 esete´n
∞∑
n=0
znr
n =
∞∑
n=0
(−1)n(n+ 1)rn =
∞∑
n=0
(n+ 1)(−r)n = 1
(1 + r)2
→ 1
4
(r → 1− 0),
azaz a
∑
(zn) sor Abel-szumma´bilis e´s az Abel-szumma´ja 1/4.
vi) Jo´l ismert az elemi anal´ızisbo˝l, hogy ha egy
∑
(zn) sza´msor konvergens, akkor (ld. iv))
(C, 1)-szumma´bilis is e´s lim(σn) =
∑∞
n=0 zn. A iv)-beli Frobenius-te´tel teha´t kiterjeszte´se az
i)-beli Abel-te´telnek (C, 1)-szumma´bilis sorokra.
A 6.6.5., 6.6.8. Te´telekben szereplo˝ Sn (n ∈ N) trigonometrikus Fourier-re´szleto¨sszeg-opera´-
torok, ill. Ln (n ∈ N) Lagrange-interpola´cio´s opera´torok ko¨zo¨s tulajdonsa´ga, hogy mindegyiku¨k
projekcio´ az ala´bbi e´rtelemben: ha (X, ‖.‖) egy norma´lt te´r, akkor a 0 6= T ∈ L(X,X) korla´tos
linea´ris opera´tort projekcio´nak nevezzu¨k, ha T idempotens, azaz T 2 = T. Ha Y := T [X ] a T opera´tor
ke´ptere, akkor Y alte´r, Tx ∈ Y (x ∈ X) e´s Ty = y ba´rmely y ∈ Y esete´n.
Vila´gos, hogy ez uto´bbi ha´rom tulajdonsa´g egyu´ttal jellemzi is a projekcio´kat. Valo´ban, ha T
projekcio´, akkor (mint minden linea´ris opera´tor esete´n) Y := T [X ] alte´r X-ben e´s az e´rtelmeze´se
miatt Tx ∈ Y (x ∈ X). Tova´bba´ ba´rmely y ∈ Y esete´n van olyan x ∈ X, amellyel y = Tx, teha´t
Ty = T 2x = Tx = y. Ford´ıtva, ha T korla´tos linea´ris opera´tor e´s valamely Y ⊂ X alte´rrel T : X → Y
e´s Ty = y (y ∈ Y ), akkor ez uto´bbi tulajdonsa´g miatt nyilva´n Y = T [X ]. Ha x ∈ X, akkor teha´t
Tx ∈ Y e´s eze´rt T (Tx) = T 2x = Tx, azaz T 2 = T.
Az is nyilva´nvalo´, hogy T norma´ja legala´bb 1, hiszen ‖Ty‖ = ‖y‖ ≤ ‖T‖· ‖y‖ (y ∈ Y ).
Legyen pl. (X, ‖.‖) := (C2π , ‖.‖∞) e´s valamely n ∈ N mellett jelo¨lju¨k Tn-nel a legfeljebb n-ed-
rendu˝ trigonometrikus polinomok halmaza´t:
Tn :=
{
n∑
k=0
(akck + bksk) : ak, bk ∈ R
}
,
ahol ck(t) := cos (kt), sk(t) := sin (kt) (k ∈ N, t ∈ R). Ekkor Tn alte´r C2π-ben, Sn : C2π → Tn pedig
projekcio´.
Hasonlo´an, ha [a, b] egy kompakt intervallum, akkor legyen (X, ‖.‖) := (C[a, b], ‖.‖∞) e´s adott
n ∈ N esete´n jelo¨lju¨k Pn-nel a legfeljebb n-edfoku´ polinomok [a, b]-re valo´ leszu˝k´ıte´seinek a halmaza´t.
Tegyu¨k fel, hogy kijelo¨ltu¨k [a, b]-ben az a ≤ x0 < ... < xn ≤ b alappontokat, ekkor az ezekre vonatkozo´
Ln : C[a, b]→ Pn Lagrange-fe´le interpola´cio´s opera´tor nyilva´n projekcio´.
Vizsga´ljuk elo˝szo¨r a trigonometrikus esetet. Legyen ehhez valamely f ∈ C2π fu¨ggve´ny e´s t ∈ R
sza´m esete´n ft az a fu¨ggve´ny, amelyre
ft(x) := f(x+ t) (x ∈ R).
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Vila´gos, hogy ba´rmely f ∈ C2π e´s t ∈ R esete´n ft ∈ C2π . Tova´bba´ az f egyenletes folytonossa´ga
miatt
‖ft − fa‖∞ → 0 (a ∈ R, t→ a).
Mutassuk meg, hogy igaz a ko¨vetkezo˝ a´ll´ıta´s:
6.6.1. Lemma. Ba´rmely A ∈ L(C2π , C2π) opera´tor, f ∈ C2π fu¨ggve´ny e´s x ∈ R sza´m esete´n a
R ∋ t 7→ (Aft)(x− t) ∈ R
leke´peze´s folytonos.
Bizony´ıta´s. Valo´ban, ha a ∈ R, akkor tetszo˝leges t ∈ R esete´n
∣∣(Aft)(x− t)− (Afa)(x− a)∣∣ ≤
∣∣(Aft)(x− t)− (Afa)(x− t)∣∣+ ∣∣(Afa)(x− t)− (Afa)(x− a)∣∣ =
∣∣(A(ft − fa))(x− t)∣∣+ ∣∣(Afa)(x− t)− (Afa)(x− a)∣∣ ≤
‖A‖· ‖ft − fa‖∞ +
∣∣(Afa)(x− t)− (Afa)(x− a)∣∣.
Mivel |x− t− (x− a)| = |t− a| → 0 (t→ a) e´s Afa folytonos fu¨ggve´ny, eze´rt
∣∣(Afa)(x− t)− (Afa)(x− a)∣∣→ 0 (t→ a),
ill. ‖ft − fa‖∞ → 0 (t→ a) miatt (Aft
)
(x− t)− (Afa)(x− a)→ 0 (t→ a). Ez e´ppen azt jelenti,
hogy az a´ll´ıta´sban szereplo˝ leke´peze´s folytonos a-ban.
A tova´bbiak szempontja´bo´l alapveto˝ fontossa´gu´ az ala´bbi, egy Marcinkiewicz-to˝l (e´s re´szben
Faberto˝l) sza´rmazo´ formula Berman-fe´le a´ltala´nos´ıta´sa:
6.6.13. Te´tel. Legyen n ∈ N, T : C2π → Tn pedig projekcio´. Ekkor ba´rmely f ∈ C2π fu¨ggve´nyre
igaz az ala´bbi egyenlo˝se´g:
1
2π
∫ 2π
0
(
Tft
)
(x− t) dt = Snf(x) (x ∈ R).
Bizony´ıta´s. Elo¨lja´ro´ban jegyezzu¨k meg, hogy a 6.6.1. Lemma alapja´n a te´telben szereplo˝
integra´lban az integrandus folytonos fu¨ggve´ny, eze´rt a szo´ban forgo´ integra´l minden x ∈ R esete´n
le´tezik. Elo˝szo¨r azt mutatjuk meg, hogy a bizony´ıtando´ egyenlo˝se´g minden trigonometrikus polinomra
igaz. Legyen ehhez U : C2π → C2π az az opera´tor, amelyet az
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Uf(x) :=
1
2π
∫ 2π
0
(
Tft
)
(x− t) dt (f ∈ C2π , x ∈ R)
egyenlo˝se´g definia´l. Tekintettel arra, hogy az Sn opera´tor is, meg az U leke´peze´s is linea´ris, eze´rt a
most mondott a´ll´ıta´st elegendo˝ a ck, sk (k ∈ N) fu¨ggve´nyekre bela´tni. Csak ck-ra re´szletezzu¨k a
bizony´ıta´st, sk-ra analo´g mo´don ve´gezheto˝.
Legyen teha´t k ∈ N e´s f := ck. Ha k ≤ n, akkor Snf = f e´s ft ∈ Tn, eze´rt Tft = ft (t ∈ R).
Teha´t
(
Tft
)
(x− t) = ft(x− t) = f(x), amibo˝l
Snf(x) = f(x) =
1
2π
∫ 2π
0
(
Tft
)
(x− t) dt (x ∈ R)
nyilva´n ko¨vetkezik. Ha viszont k > n, akkor
ft(z) = cos(kz + kt) = ck(t)ck(z)− sk(t)sk(z) (z, t ∈ R),
ı´gy ft = ck(t)ck − sk(t)sk (t ∈ R). A T linearita´sa miatt eze´rt
Tft = ck(t)Tck − sk(t)Tsk (t ∈ R).
A bizony´ıtando´ a´ll´ıta´sban szereplo˝ integrandus teha´t a ko¨vetkezo˝ alaku´:
(
Tft
)
(x− t) = ck(t)
(
Tck
)
(x− t)− sk(t)
(
Tsk
)
(x− t) =
ck(t)Φ1(t)− sk(t)Φ2(t) (t ∈ R),
ahol
Φ1(t) :=
(
Tck
)
(x− t) , Φ2(t) :=
(
Tsk
)
(x− t) (t ∈ R).
Mivel Tck, T sk ∈ Tn, eze´rt nyilva´n Φ1,Φ2 ∈ Tn. A trigonometrikus rendszer ortogonalita´sa miatt
teha´t
∫ 2π
0
ck(t)Φ1(t) dt =
∫ 2π
0
ck(t)Φ2(t) dt = 0,
azaz
1
2π
∫ 2π
0
(
Tft
)
(x− t) dt =
1
2π
(∫ 2π
0
ck(t)Φ1(t) dt−
∫ 2π
0
ck(t)Φ2(t) dt
)
= 0 = Snf(x).
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Ezzel a Berman-formula´t trigonometrikus polinomokra bela´ttuk. A tetszo˝leges C2π-beli fu¨gg-
ve´nyre valo´ igazola´sa´hoz emle´keztetu¨nk arra, hogy U linea´ris opera´tor C2π-ro˝l C2π-be. Ko¨nnyen
bela´thato´, hogy korla´tos is, ui.
∣∣Uf(x)∣∣ ≤ 1
2π
∫ 2π
0
∣∣(Tft)(x− t)∣∣ dt ≤ 1
2π
∫ 2π
0
‖Tft‖∞ dt ≤
1
2π
∫ 2π
0
‖T‖· ‖ft‖∞ dt = 1
2π
∫ 2π
0
‖T‖· ‖f‖∞ dt = ‖T‖· ‖f‖∞ (f ∈ C2π , x ∈ R),
azaz ‖Uf‖∞ ≤ ‖T‖· ‖f‖∞ (f ∈ C2π).
Azt kaptuk teha´t, hogy az Sn−U ∈ L(C2π , C2π) opera´tor a trigonometrikus polinomok halmaza´ra
leszu˝k´ıtve az azonosan nulla leke´peze´s. Mivel Sn−U folytonos is, a trigonometrikus polinomok pedig
mindenu¨tt su˝ru˝n vannak C2π-ben, eze´rt tetszo˝leges f ∈ C2π fu¨ggve´nyre (Sn − U)f = 0. Ez e´ppen a
Berman-formula igazola´sa´t jelenti.
Vegyu¨k e´szre, hogy a fenti bizony´ıta´s ve´ge´n a ko¨vetkezo˝ egyenlo˝tlense´g deru¨lt ki:
‖Snf‖∞ = ‖Uf‖∞ ≤ ‖T‖‖f‖∞ (f ∈ C2π),
azaz ‖Sn‖ ≤ ‖T‖. Ez to¨bbek ko¨zo¨tt azt is jelenti, hogy igaz a
6.6.14. Te´tel. A T : C2π → Tn (n ∈ N) projekcio´k ko¨zo¨tt van legkisebb norma´ju´ e´s ez az Sn
trigonometrikus Fourier-re´szleto¨sszeg-opera´tor.
Mivel (ld. 6.6.2. ii) megjegyze´s) ‖Sn‖ ≥ c ln (n+2) (n ∈ N) (ahol c > 0 egy abszolu´t konstans),
eze´rt egyu´ttal ‖T‖ ≥ c ln (n+ 2) (n ∈ N) is igaz. A 6.6.2. Banach-Steinhaus-te´telt alkalmazva ma´r
egyszeru˝en kapjuk a Lozinszkij-Harsiladze-te´telt:
6.6.15. Te´tel. Tetszo˝leges Tn : C2π → Tn (n ∈ N) projekcio´-sorozat esete´n van olyan f ∈ C2π
fu¨ggve´ny, amelyre a (Tnf) sorozat nem konverga´l egyenletesen, so˝t supn ‖Tnf‖∞ = +∞.
A Tn := Sn (n ∈ N) specia´lis esetben a trigonometrikus Fourier-sorokra vonatkozo´ 6.6.5.
(divergencia) Te´telhez jutunk.
6.6.5. Megjegyze´sek.
i) Nem ismert viszont a Feje´r-fe´le 6.6.6. Te´tel megfelelo˝je, nevezetesen, hogy tetszo˝leges
Tn : C2π → Tn (n ∈ N) projekcio´-sorozat esete´n van-e olyan f ∈ C2π fu¨ggve´ny e´s olyan
x ∈ R pont, hogy a (Tnf(x)) sorozat diverga´l.
ii) A 6.6.15. Te´tel szerint teha´t egy Tn : C2π → Tn (n ∈ N) opera´tor-sorozat esete´n a
Tn-ek projekcio´s tulajdonsa´ga e´s a (Tn) sorozat ero˝s konvergencia´ja ”
nem o¨ssszefe´rheto˝”
tulajdonsa´gok.
iii) Emle´keztetu¨nk (ld. a 6.6.7. Te´tel elo˝tti fejtegete´seket) a trigonometrikus Fourier-sorok u´n.
Feje´r-fe´le (C,1)-ko¨zepeit megado´ σn (n ∈ N) opera´torokra:
σnf :=
1
n+ 1
n∑
k=0
Skf (f ∈ C2π).
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A σn : C2π → Tn opera´torok nem projekcio´k, mivel (pl.)
σn(sin) =
n
n+ 1
sin 6= sin (0 < n ∈ N),
pedig sin ∈ Tn. Ugyanakkor legyen valamely 0 < n ∈N e´s f ∈ C2π esete´n
Vnf :=
(2n+ 1)σ2nf − nσn−1f
n+ 1
.
Mivel
(2n+ 1)σ2nf − nσn−1f =
2n∑
k=n
Skf,
eze´rt ba´rmely f ∈ Tn trigonometrikus polinomra Vnf = f. A Vn : C2π → T2n u´n.
De la Valle`e Poussin-opera´torok eze´rt
”
majdnem” projekcio´k (ti. Vn nem Tn-be, hanem
T2n-be ke´pez). A 6.6.7. Te´tel alapja´n minden f ∈ C2π esete´n ‖σnf − f‖∞ → 0 (n→∞),
ko¨vetkeze´ske´ppen
‖Vnf − f‖∞ =
∥∥∥∥ (2n+ 1)(σ2nf − f)− n(σn−1f − f)n+ 1
∥∥∥∥
∞
≤
2n+ 1
n+ 1
‖σ2nf − f‖∞ + n
n+ 1
‖σn−1f − f‖∞ → 0 (n→∞),
azaz ‖Vnf − f‖∞ → 0 (n→∞).
Az algebrai eset vizsga´lata´hoz jelo¨lju¨k C∗2π-gal a C2π-beli pa´ros fu¨ggve´nyek halmaza´t, T ∗n -gal
(n ∈ N) pedig a legfeljebb n-edrendu˝ pa´ros trigonometrikus polinomok halmaza´t. Legyen tova´bba´
S∗n (n ∈ N) az Sn re´szleto¨sszeg-opera´tornak a C∗2π-ra valo´ leszu˝k´ıte´se. Ebben az esetben a fenti
Berman-fe´le formula megfelelo˝je a ko¨vetkezo˝:
6.6.16. Te´tel. Legyen n ∈ N, U : C∗2π → T ∗n pedig projekcio´. Ekkor ba´rmely f ∈ C∗2π fu¨ggve´nyre
igaz az ala´bbi egyenlo˝se´g:
1
2π
∫ 2π
0
((
I∗ − U)(ft + f−t)) (x− t) dt = f(x)− S∗nf(x) (x ∈ R),
ahol I∗g := g (g ∈ C∗2π).
A most mondott a´ll´ıta´s bizony´ıta´sa´t nem re´szletezzu¨k, hiszen az a fentiekkel analo´g mo´don
ve´gezheto˝. Ehhez annyit jegyzu¨nk meg csupa´n, hogy ko¨nnyen bela´thato´ mo´don a pa´ros trigonometri-
kus polinomok halmaza mindenu¨tt su˝ru˝ a C∗2π te´rben. Valo´ban, ha f ∈ C∗2π e´s ε > 0 egy tetszo˝legesen
adott sza´m, akkor (le´ve´n a trigonometrikus polinomok halmaza mindenu¨tt su˝ru˝ C2π-ben) van olyan
F trigonometrikus polinom, amelyre ‖f − F‖∞ < ε. Az
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F o(x) :=
F (x) + F (−x)
2
(x ∈ R)
fu¨ggve´ny nyilva´n pa´ros trigonometrikus polinom e´s (egyszeru˝en elleno˝rizheto˝en) ‖f − F o‖∞ < ε.
Az elo˝bbi mo´dos´ıtott Berman-formula ro¨gto¨n elvezet az
‖I∗ − S∗n‖ ≤ 2‖I∗ − U‖
becsle´shez, amibo˝l az ala´bbi a´ll´ıta´st kapjuk:
6.6.17. Te´tel. Legyen n ∈ N, P : C[−1, 1]→ Pn pedig projekcio´. Ekkor 2‖I −P‖ ≥ ‖I∗−S∗n‖,
ahol Ih := h (h ∈ C[−1, 1]).
Bizony´ıta´s. Ha n ∈N, f ∈ C∗2π , akkor f◦ arccos∈ C[−1, 1]. I´gy P (f◦ arccos) ∈ Pn, amibo˝l
Uf :=
(
P (f ◦ arccos )) ◦ cos ∈ T ∗n
ko¨vetkezik. Ha itt f ∈ T ∗n , akkor f◦ arccos∈ Pn, azaz P (f◦ arccos) = f◦ arccos. Eze´rt Uf = f.
A fent definia´lt U opera´tor nyilva´n linea´ris e´s
‖Uf‖∞ = ‖P (f ◦ arccos)‖∞ ≤ ‖P‖· ‖f ◦ arccos‖∞ = ‖P‖· ‖f‖∞ (f ∈ C∗2π).
Ma´s szo´val U korla´tos is, azaz U : C∗2π → T ∗n projekcio´ e´s ‖U‖ ≤ ‖P‖. Mivel ba´rmely g ∈ C[−1, 1]
fu¨ggve´nyre nyilva´n
Pg =
(
U(g ◦ cos)) ◦ arccos,
eze´rt ‖P‖ ≤ ‖U‖. Teha´t ‖P‖ = ‖U‖. Ha mindezt P helyett I−P -re alkalmazzuk, akkor a mo´dos´ıtott
Berman-formula alapja´n kapjuk a bizony´ıtando´ a´ll´ıta´st.
Mivel ‖S∗n‖ ∼ ‖Sn‖ ∼ ln (n+ 2), eze´rt egy alkalmas β > 0 abszolu´t konstanssal
‖P‖ ≥ β ln (n+ 2) (n ∈ N).
Vila´gos, hogy ebben az a´ll´ıta´sban nincs jelento˝se´ge annak, hogy azt e´ppen a [−1, 1] intervallumra
mondtuk ki, egy egyszeru˝ transzforma´cio´val kapjuk az analo´g te´telt ba´rmely (kompakt) [a, b]-re. A
P := Ln specia´lis esetben a Faber-Bernstein-te´tel ko¨vetkezik:
6.6.18. Te´tel. Ba´rmely [a, b] kompakt intervallum, n ∈ N e´s a ≤ xn0 < ... < xnn ≤ b alappontok
esete´n ‖Ln‖ ≥ c ln (n+ 2), ahol c > 0 egy abszolu´t konstans.
Megjegyezzu¨k, hogy az algebrai esetben nincs szo´ a P : C[a, b] → Pn projekcio´k norma szerinti
minimaliza´la´sa´ro´l. Viszont isme´t csak a 6.6.2. Banach-Steinhaus-te´tel alkalmaza´sa´val ado´dik a fenti
Lozinszkij-Harsiladze-te´tel algebrai va´ltozata:
6.6.19. Te´tel. Tetszo˝leges Pn : C[a, b] → Pn (n ∈ N) projekcio´-sorozat esete´n van olyan
f ∈ C[a, b] fu¨ggve´ny, amelyre (Pnf) nem konverga´l egyenletesen, so˝t supn ‖Pnf‖∞ = +∞.
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A Pn := Ln (n ∈ N) va´laszta´ssal a Lagrange-interpola´cio´val kapcsolatos 6.6.8. Te´telt kapjuk.
A 6.6.7. Te´tel megfogalmaza´sa elo˝tt megmutattuk a Feje´r-fe´le σn (n ∈ N) opera´torok egy
karakterisztikus tulajdonsa´ga´t: C2π ∋ f ≥ 0 esete´n σnf ≥ 0 (n ∈N).
Ezzel a pozitivita´si tulajdonsa´ggal ma´s fontos opera´torok is rendelkeznek. Tekintsu¨k pl. az ala´bbi
Bn (n ∈ N) Bernstein-fe´le opera´torokat:
Bnf(x) :=
n∑
k=0
(
n
k
)
f
(
k
n
)
xk(1− x)k (x ∈ [0, 1], f ∈ C[0, 1]).
Vila´gos, hogy minden f ≥ 0 fu¨ggve´nyre Bnf ≥ 0 (n ∈N).
Hasonlo´an, ha
Hnf(x) :=
n∑
k=0
f(xnk)
1− xxnk
1− x2nk
l2nk(x) (x ∈ [−1, 1], f ∈ C[−1, 1])
(ahol az
xnk := cos
(
(2k + 1)π
2n+ 2
)
(k = 0, ..., n)
pontok a Csebisev-fe´le alappontok, lnk-k (k = 0, ..., n) az ezekre vonatkozo´ Lagrange-fe´le alappoli-
nomok), akkor a Hn (n ∈ N) Hermite-Feje´r-fe´le interpola´cio´s opera´torok szinte´n pozit´ıv opera´torok
a fenti e´rtelemben: Hnf ≥ 0 (n ∈ N) minden 0 ≤ f ∈ C[−1, 1] fu¨ggve´nyre.
Ezeknek a korla´tos linea´ris opera´toroknak teha´t egy ko¨zo¨s tulajdonsa´ga a pozitivita´s. Ez uto´bbi
megfogalmaza´sa´hoz legyen az (X, ‖.‖) norma´lt te´r vagy a (C2π , ‖.‖∞) te´r, vagy pedig a (C[a, b], ‖.‖∞)
te´r (valamely kompakt [a, b] intervallum mellett). A T : X → X leke´peze´st pozit´ıv opera´tornak
nevezzu¨k, ha ba´rmely X ∋ f ≥ 0 esete´n Tf ≥ 0.
Vila´gos, hogy ha T linea´ris is, akkor monoton is, azaz tetszo˝leges f, g ∈ X, f ≤ g va´laszta´ssal
Tf ≤ Tg, ill. a linea´ris opera´torokat illeto˝en a pozitivita´s ekvivalens a monotonita´ssal.
Jelo¨lju¨k a T : X → X pozit´ıv linea´ris opera´torok halmaza´t L+(X)-szel.
A ko¨vetkezo˝ jelo¨le´seket fogjuk me´g haszna´lni:
a) az X = C[a, b] esetben legyen
f0(x) := 1 , f1(x) := x , f2(x) := x
2 (x ∈ [a, b]),
ill. valamely t ∈ [a, b] mellett
Φt(x) := (x− t)2 (x ∈ [a, b]);
122 6. Linea´ris opera´torok
b) ha X = C2π , akkor legyen
f0(x) := 1 , f1(x) := cos x , f2(x) := sin x (x ∈ R),
ill. valamely t ∈ R mellett
Φt(x) := sin
2
(
x− t
2
)
(x ∈ R).
Mivel (ko¨nnyen bela´thato´ mo´don) ba´rmely f, g ∈ X, |f | ≤ g e´s T ∈ L+(X) esete´n |Tf | ≤ Tg,
eze´rt (a trivia´lis |f | ≤ ‖f‖∞· f0 (f ∈ X) egyenlo˝tlense´g alapja´n)
‖Tf‖∞ ≤ ‖Tf0‖∞· ‖f‖∞ (f ∈ X).
Ez azt jelenti, hogy L+(X) ⊂ L(X,X), azaz ba´rmely T : X → X pozit´ıv linea´ris opera´tor egyu´ttal
korla´tos is e´s ‖T‖ ≤ ‖Tf0‖∞. Ha itt me´g ra´ada´sul Tf0 = f0 is igaz, akkor ‖T‖ = 1.
A tova´bbiakban a Tn ∈ L+(X) (n ∈ N) opera´tor-sorozatok ero˝s konvergencia´ja´t vizsga´ljuk.
Ehhez elo˝szo¨r is bebizony´ıtjuk az ala´bbi, Bohman-Korovkin-te´telt:
6.6.20. Te´tel. Ba´rmely Tn ∈ L+(X) (n ∈ N) sorozat esete´n az ala´bbi ha´rom kijelente´s
egyene´rte´ku˝ egyma´ssal:
i) tetszo˝leges f ∈ X fu¨ggve´nyre ‖Tnf − f‖∞ → 0 (n→∞);
ii) az i)-beli konvergencia teljesu¨l az f = f0, f1, f2 fu¨ggve´nyekre;
iii) ‖Tnf0 − f0‖∞ → 0 (n→∞) e´s maxt(TnΦt)(t)→ 0 (n→∞).
Bizony´ıta´s. Csak az algebrai esettel foglalkozunk, az erre adott bizony´ıta´s alapja´n a trigono-
metrikus va´ltozat analo´g mo´don igazolhato´.
Mivel a ii) a´ll´ıta´s az i)-bo˝l trivia´lis mo´don ko¨vetkezik, eze´rt az eml´ıtett ekvivalencia´hoz elegendo˝
azt megmutatni, hogy a ii)-bo˝l a iii), ill. a iii)-bo´l az i) levezetheto˝.
La´ssuk elo˝szo¨r a ii) =⇒ iii) ko¨vetkeztete´s bizony´ıta´sa´t. Legyen ehhez n ∈ N, t ∈ [a, b], ekkor a
Tn linearita´sa e´s Φt = t
2f0 − 2tf1 + f2 miatt TnΦt = t2Tnf0 − 2tTnf1 + Tnf2, azaz
(TnΦt) (t) = t
2Tnf0(t)− 2tTnf1(t) + Tnf2(t) =
t2
[
Tnf0(t)− 1
]− 2t[Tnf1(t)− t]+ [Tnf2(t)− t2].
Ha a C valo´s sza´mot u´gy va´lasztjuk, hogy ba´rmely t ∈ [a, b] mellett max{t2, 2|t|} ≤ C igaz legyen,
akkor
max
t∈[a,b]
(TnΦt)(t) ≤ C (‖Tnf0 − f0‖∞ + ‖Tnf1 − f1‖∞ + ‖Tnf2 − f2‖∞) .
Mivel a felte´teleze´su¨nk szerint most a ii) a´ll´ıta´s igaz, eze´rt maxt∈[a,b](TnΦt)(t)→ 0 (n → ∞), azaz
a iii) kijelente´s ro¨gto¨n ado´dik.
6. Linea´ris opera´torok 123
La´ssuk be most a iii) =⇒ i) ko¨vetkeztete´st. Ehhez elo˝szo¨r is emle´keztetu¨nk arra, hogy a Heine-
te´tel (ld. 6.6.1.) miatt f egyenletesen folytonos. Eze´rt tetszo˝leges ε > 0 sza´mhoz van olyan pozit´ıv δ
sza´m, hogy |f(x)−f(t)| < ε, hacsak az x, t ∈ [a, b] argumentumokra |x− t| < δ teljesu¨l. Ha ez uto´bbi
nem igaz, azaz |x− t| ≥ δ, akkor Φt(x) ≥ δ2 e´s nyilva´n
|f(x)− f(t)| ≤ 2‖f‖∞ ≤ 2‖f‖∞· Φt(x)
δ2
= γΦt(x),
ahol teha´t γ := 2‖f‖∞/δ2.
A most mondottakbo´l trivia´lisan ko¨vetkeznek az ala´bbi becsle´sek, me´gpedig az x, t ∈ [a, b] elemek
ba´rmely megva´laszta´sa mellett:
−ε− γΦt(x) ≤ f(t)− f(x) ≤ ε+ γΦt(x),
azaz ugyanezt fu¨ggve´nyek ko¨zo¨tti egyenlo˝tlense´gekke´nt fel´ırva
−εf0 − γΦt ≤ f(t)f0 − f ≤ εf0 + γΦt.
Innen a Tn (n ∈ N) opera´tor monotonita´sa´t kihaszna´lva tetszo˝leges [a, b] ∋ t-re azt kapjuk, hogy
−εTnf0 − γTnΦt ≤ f(t)Tnf0 − Tnf ≤ εTnf0 + γTnΦt.
Ugyanezt egyetlen egyenlo˝tlense´gbe a´t´ırva
|f(t)Tnf0(x)− Tnf(x)| ≤ εTnf0(x) + γ(TnΦt)(x) (t, x ∈ [a, b]).
Specia´lisan az x = t va´laszta´ssal az
|f(t)Tnf0(t)− Tnf(t)| ≤ εTnf0(t) + γ(TnΦt)(t) (t ∈ [a, b])
becsle´shez jutunk. Ezt e´s a ha´romszo¨g-egyenlo˝tlense´get felhaszna´lva azt kapjuk, hogy
|Tnf(t)− f(t)| ≤ |Tnf(t)− f(t)Tnf0(t)|+ |f(t)Tnf0(t)− f(t)| ≤
εTnf0(t) + γ(TnΦt)(t) + |f(t)|· |Tnf0(t)− 1| (t ∈ [a, b]).
Eze´rt
‖Tnf − f‖∞ ≤ ε‖Tnf0‖∞ + γ max
t∈[a,b]
(TnΦt)(t) + ‖f‖∞· ‖Tnf0 − f0‖∞.
A iii) a´ll´ıta´s szerint a fenti ε-hoz van olyan N ∈ N, hogy tetszo˝leges n ∈ N, n > N esete´n
max
t∈[a,b]
(TnΦt)(t) < ε , ‖Tnf0 − f0‖∞ < ε.
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A ‖Tnf0−f0‖∞ →∞ felte´telbo˝l az is ko¨vetkezik, hogy β := supn ‖Tnf0‖∞ < +∞, ı´gy n ∈N, n > N
mellett
‖Tnf − f‖∞ ≤ (β + γ + ‖f‖∞)ε.
Ez pontosan azt jelenti, hogy ‖Tnf − f‖∞ → 0 (n→∞).
Ezzel a Bohman-Korovkin-te´telt bebizony´ıtottuk.
A te´tel kimonda´sa elo˝tt tett megjegyze´su¨nkbo˝l ro¨gto¨n ko¨vetkezik, hogy amennyiben a (Tnf0)
sorozat konvergens, akkor supn ‖Tn‖ < ∞. Ez azt jelenti, hogy ha pl. ii) igaz, akkor a Banach-
Steinhaus-fe´le 6.6.3. Te´tel egyik felte´tele, a Tn (n ∈ N) opera´torok egyenletes korla´tossa´ga au-
tomatikusan teljesu¨l. Az eml´ıtett te´tel ma´sik felte´tele viszont azt ko¨vetelne´ meg, hogy a (Tn)
sorozat ero˝sen konverga´ljon (jelen esetben az identikus leke´peze´shez) egy alkalmas za´rt rendszer va-
lamennyi eleme´re. Ezzel szemben ii)-ben ez a ko¨vetelme´ny mindo¨ssze ha´rom fu¨ggve´nyre szu˝ku¨l, ami
jo´l szemle´leteti azt a te´nyt, hogy egy opera´tor-sorozatot illeto˝en a pozitivita´s mennyivel ero˝sebb
tulajdonsa´g a sorozat korla´tossa´ga´na´l.
Mutassuk meg, hogy ha Tnf0 = f0 (n ∈N), δn := maxt(TnΦt)(t) (n ∈ N), akkor
‖Tnf − f‖∞ ≤ Cω(f,
√
δn) (f ∈ X,n ∈N),
ahol
ω(f, δ) := sup{|f(x)− f(t)| : x, t ∈ Df , |x− t| ≤ δ} (δ ≥ 0)
az f fu¨ggve´ny (szoka´sos) folytonossa´gi modulusa, C pedig a trigonometrikus esetben 1+π, az algebrai
esetben 2.
A bizony´ıta´st isme´t csak az algebrai esetre re´szletezve induljunk ki a trivia´lis
|f(t)− f(x)| ≤ ω(f, |t− x|)
becsle´sbo˝l, ami az ω e´rtelmeze´se miatt nyilva´n minden f ∈ C[a, b] e´s t, x ∈ [a, b] mellett fenna´ll. Az
ω(f, λδ) ≤ (λ + 1)ω(f, δ) (λ, δ > 0) egyenlo˝tlense´get, ill. a ne´gyzetes e´s a me´rtani ko¨ze´p ko¨zti
o¨sszefu¨gge´st kihaszna´lva ba´rmely δ > 0 mellett a ko¨vetkezo˝t ı´rhatjuk:
|f(t)− f(x)| ≤
( |t− x|
δ
+ 1
)
ω (f, δ) ≤
( |t− x|2
2δ2
+
3
2
)
ω (f, δ) =
(
Φt(x)
2δ2
+
3
2
)
ω (f, δ) .
Innen a 6.6.20. Te´tel bizony´ıta´sa´ban la´tottakkal megegyezo˝ mo´don jutunk a
‖Tnf − f‖∞ ≤ ‖f‖∞· ‖Tnf0 − f0‖∞ + 1
2
(
δn
δ2
+ 3
)
ω (f, δ)
becsle´shez. Kihaszna´lva a Tnf0 = f0 (n ∈ N) felte´telt azt kapjuk, hogy
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‖Tnf − f‖∞ ≤ 1
2
(
δn
δ2
+ 3
)
ω(f, δ) (n ∈ N).
Ha itt valamilyen n ∈ N esete´n δn = 0, akkor ba´rmely δ > 0 sza´mra
‖Tnf − f‖∞ ≤ 3
2
ω (f, δ) .
Mivel az f egyenletes folytonossa´ga miatt ω
(
f, δ
) → 0 (δ → +0), eze´rt ekkor Tnf = f. Ha viszont
δn > 0, akkor δ helye´be ı´rhatunk
√
δn-et, e´s kapjuk a
‖Tnf − f‖∞ ≤ 2ω
(
f,
√
δn
)
becsle´st.
A Tnf0 = f0 (n ∈ N) felte´tel trivia´lisan teljesu¨l pl. a Tn ∈ {σn, Bn, Hn} specia´lis esetekben.
Egyszeru˝en megmutathato´ tova´bba´, hogy
δn =

1
4n (Tn = Bn)
1
2n+ 2 (Tn = σn)
1
n+ 1 (Tn = Hn)
(0 < n ∈ N).
Valo´ban, a binomia´lis te´telre hivatkozva ba´rmely f ∈ C[0, 1], x ∈ [0, 1] esete´n
Bnf0(x) =
n∑
k=0
(
n
k
)
xk(1− x)n−k = 1 (n ∈ N),
Bnf1(x) =
n∑
k=0
(
n
k
)
k
n
xk(1− x)n−k =
x
n∑
k=1
(n− 1)!
(k − 1)!(n− k)!x
k−1(1− x)(n−1)−(k−1) =
x
n∑
k=1
(
n− 1
k − 1
)
xk−1(1− x)(n−1)−(k−1) = x (1 ≤ n ∈ N),
ill.
Bnf2(x) =
n∑
k=0
(
n
k
)
k2
n2
xk(1− x)n−k =
n∑
k=1
(n− 1)!
(k − 1)!(n− k)!
(k − 1) + 1
n
xk(1− x)n−k =
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x2
n− 1
n
n∑
k=2
(n− 2)!
(k − 2)!(n− k)!x
k−2(1− x)n−k + x
n
n∑
k=1
(n− 1)!
(k − 1)!(n− k)!x
k−1(1− x)n−k =
x2
n− 1
n
n∑
k=2
(
n− 2
k − 2
)
xk−2(1− x)(n−2)−(k−2) + x
n
n∑
k=1
(
n− 1
k − 1
)
xk−1(1− x)(n−1)−(k−1) =
n− 1
n
x2 +
x
n
(2 ≤ n ∈ N).
(Ko¨nnyen elleno˝rizheto˝, hogy az uto´bbi egyenlo˝se´g n = 1 esete´n is igaz.) Innen
(BnΦt)(t) = Bnf2(t)− 2tBnf1(t) + t2Bnf0(t) =
n− 1
n
t2 +
t
n
− 2t2 + t2 = t− t
2
n
=
t(1− t)
n
,
azaz
δn = max
0≤t≤1
(BnΦt)(t) = max
0≤t≤1
t(1− t)
n
=
1
4n
(0 < n ∈ N)
ado´dik.
Hasonlo´an kapjuk, hogy ba´rmely N ∋ n-re
σnf0 =
1
n+ 1
n∑
k=0
Skf0 =
1
n+ 1
n∑
k=0
f0 = f0,
σnf1 = σn(cos) =
1
n+ 1
n∑
k=0
Sk(cos) =
1
n+ 1
n∑
k=1
Sk(cos) =
1
n+ 1
n∑
k=1
cos =
n
n+ 1
cos,
ill. ugyan´ıgy σn(sin) =
n
n+ 1 sin . Mivel
Φt(x) = sin
2 x− t
2
=
1− cos (x− t)
2
=
1− cos t cos x− sin t sin x
2
(x, t ∈ R),
eze´rt
Φt =
f0 − f1 cos t− f2 sin t
2
.
I´gy
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δn = max
t∈R
(σnΦt)(t) = max
t∈R
1
2
(
1− n
n+ 1
cos2 t− n
n+ 1
sin2 t
)
=
1
2
(
1− n
n+ 1
)
=
1
2n+ 2
.
A Tn = Hn (n ∈ N) eset vizsga´lata´hoz emle´keztetu¨nk arra, hogy
Hnf(x) =
22n
(n+ 1)2
n∑
k=0
f(xnk)
ω2n(x)
(x− xnk)2 (1− xxnk) (x ∈ [−1, 1]),
ahol
ωn(x) :=
n∏
j=0
(x− xnj) = 1
2n
cos ((n+ 1) arc cos x) (x ∈ [−1, 1])
e´s az
ω2n(x)
(x− xnk)2 ha´nyados az x = xnk helyen a
lim
x→xnk
ω2n(x)
(x− xnk)2
=
n∏
k 6=j=0
(xnk − xnj)2
hata´re´rte´kke´nt van e´rtelmezve. Ko¨vetkeze´ske´ppen
(HnΦt)(t) =
1
(n+ 1)2
n∑
k=0
(t− xnk)2 ω
2
n(t)
(t− xnk)2 (1− txnk) =
ω2n(t)
(n+ 1)2
n∑
k=0
(1− txnk) = ω
2
n(t)
(n+ 1)2
(
n∑
k=0
1− t
n∑
k=0
xnk
)
=
ω2n(t)
n+ 1
,
hiszen
∑n
k=0 xnk = 0. Teha´t
δn = max−1≤t≤1
ω2n(t)
n+ 1
= max
−1≤t≤1
cos2((n+ 1) arc cos t)
n+ 1
=
1
n+ 1
.
A fentiekbo˝l a
‖σnf − f‖∞ ≤ (1 + π)ω(f, 1/
√
2n+ 2) (f ∈ C2π),
‖Bnf − f‖∞ ≤ 2ω(f, 1/2
√
n) (f ∈ C[0, 1]),
‖Hnf − f‖∞ ≤ 2ω(f, 1/
√
n+ 1) (f ∈ C[−1, 1])
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becsle´sek, ill. a σn, Bn, Hn (n ∈ N) opera´torok ero˝s konvergencia´ja´t kifejezo˝
‖σnf − f‖∞ → 0 (n→∞) (f ∈ C2π),
‖Bnf − f‖∞ → 0 (n→∞) (f ∈ C[0, 1]),
‖Hnf − f‖∞ → 0 (n→∞) (f ∈ C[−1, 1])
a´ll´ıta´sok azonnal ko¨vetkeznek. Ez uto´bbiak egyu´ttal igazola´sul szolga´lnak a Weierstrass-fe´le approxi-
ma´cio´s te´telekekre is:
ba´rmely f ∈ C2π (g ∈ C[a, b]) fu¨ggve´nyhez e´s tetszo˝leges ε > 0 sza´mhoz van olyan F trigonomet-
rikus (G algebrai) polinom, amellyel ‖f − F‖∞ < ε (‖g −G‖∞ < ε) teljesu¨l.
6.6.6. Megjegyze´sek.
i) A Bohman-Korovkin-te´tel fenti alakja messzemeno˝en a´ltala´nos´ıthato´. I´gy pl. legyen A
egy legala´bb ke´t pontbo´l a´llo´ Hausdorff-fe´le kompakt topologikus te´r (ld. 1.5., ill. 4.1.)
e´s tekintsu¨k a (C(A), ‖.‖∞) Banach-teret. (Teha´t C(A) := {f : A → R : f folytonos},
‖f‖∞ := max{|f(x)| : x ∈ A} (f ∈ C(A)). Tegyu¨k fel, hogy valamely m ∈ N mel-
lett a0, f0, ..., am, fm ∈ C(A) olyan fu¨ggve´nyek, amelyek rendelkeznek a ko¨vetkezo˝ tulaj-
donsa´gokkal:
P (x, y) :=
∑m
k=0 ak(y)fk(x) ≥ 0 (x, y ∈ A), ill. a P (x, y) = 0 egyenlo˝se´g akkor e´s
csak akkor teljesu¨l, ha x = y.
Ekkor a ko¨vetkezo˝ a´ll´ıta´s igaz:
ha Tn : C(A) → C(A) (n ∈ N) pozit´ıv linea´ris opera´toroknak egy sorozata, akkor a
‖Tnf − f‖∞ → 0 (n → ∞; f ∈ C(A)) ero˝s konvergencia ekvivalens azzal, hogy minden
k = 0, ...,m esete´n ‖Tnfk − fk‖∞ → 0 (n→∞).
ii) Vila´gos, hogy az A = [a, b] (algebrai) esetben pl. a P (x, y) := (x − y)2 (x, y ∈ [a, b])
fu¨ggve´ny eleget tesz a fentieknek, amikor is m = 2 e´s
a2(y) := f0(x) := 1 , f1(x) := x,
a1(y) := −2y , f2(x) := x2 , a0(y) := y2 (x, y ∈ [a, b]).
Hasonlo´an, az A = R (mod 2π) (trigonometrikus) esetben a P (x, y) := 1 − cos (x − y)
(x, y ∈ R) ilyen fu¨ggve´ny. Ekkor teha´t megint csak m = 2 e´s x, y ∈ R esete´n
a0(y) := f0(x) := 1 , f1(x) := cos x,
a1(y) := − cos y , f2(x) := sin x , a2(y) := − sin y.
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6.7. Kompakt opera´torok.
Legyenek adottak az (Xi, ‖.‖i) (i = 1, 2) norma´lt terek e´s egy f ∈ X1 → X2 leke´peze´s. Azt
mondjuk, hogy f kompakt opera´tor, ha ba´rmely Y ⊂ X1, Y korla´tos halmaz esete´n az f [Y ] halmaz
kompakt. Ha me´g f folytonos is, akkor f -et teljesen folytonosnak nevezzu¨k.
Tegyu¨k fel, hogy f ∈ L(X1, X2). Ekkor nem nehe´z bela´tni, hogy az f kompaktsa´ga a ko¨vetkezo˝vel
ekvivalens: van olyan r > 0, hogy f [Kr(0)] kompakt.
Valo´ban, a mondott ekvivalencia egyik ira´nya trivia´lis. Ford´ıtva, ha Y ⊂ X1 korla´tos, akkor
alkalmas s > 0 sza´mmal Y ⊂ Ks(0), azaz f [A] ⊂ f [Ks(0)]. Ele´g teha´t azt meggondolni, hogy
f [Ks(0)] kompakt, ami a felte´telbo˝l e´s az
f [Ks(0)] =
s
r
f [Kr(0)]
egyenlo˝se´gbo˝l ro¨gto¨n ko¨vetkezik. (Ez azt is mutatja, hogy az elo˝bbi ekvivalens felte´telben a
”
van
olyan r > 0” helyett
”
minden r > 0” is ı´rhato´.)
A most mondottakbo´l azonnal ado´dik, hogy ha f ∈ L(X1, X2) e´s f kompakt, akkor
f ∈ L(X1, X2).
Ha X2 ve´ges dimenzio´s, akkor tetszo˝leges f ∈ L(X1, X2) kompakt. Ui. ekkor ba´rmely Y ⊂ X1
korla´tos halmaz esete´n f [Y ] ⊂ X2 korla´tos e´s za´rt, azaz (ld. 4.3.1. Te´tel) f [Y ] kompakt. I´gy ba´rmely
(X, ‖.‖) norma´lt te´r esete´n az X∗ dua´lis te´r minden eleme kompakt opera´tor. Ha viszont az elo˝bbi
X nem ve´ges dimenzio´s, akkor az I ∈ L(X,X), Ix := x (x ∈ X) leke´peze´s nem kompakt opera´tor.
Tudjuk ui. (ld. 4.3.2. Te´tel), hogy ebben az esetben van korla´tos e´s za´rt, de nem kompakt Y ⊂ X
halmaz. Viszont I[Y ] = Y.
Mutassuk meg, hogy tetszo˝leges folytonos magu´ integra´lopera´tor (ld. 6.2.) kompakt, azaz igaz a
6.7.1. Te´tel. Legyen [a, b] e´s [c, d] egy-egy kompakt intervallum, K az [a, b]× [c, d]
”
te´glalapon”
e´rtelmezett folytonos valo´s fu¨ggve´ny, (X1, ‖.‖1) := (C[a, b], ‖.‖∞), (X2, ‖.‖2) := (C[c, d], ‖.‖∞) e´s
Tf(x) :=
∫ b
a f(t)K(t, x) dt (f ∈ X1, x ∈ [c, d]). Ekkor T ∈ L(X1, X2) kompakt opera´tor.
Bizony´ıta´s. Az (X2, ‖.‖2) te´rbeli kompaktsa´gra vonatkozo´ Arzela`-te´tel (ld. 4.3.3. Te´tel) miatt
azt kell megmutatnunk, hogy ba´rmely F ⊂ X1 korla´tos halmaz esete´n a T [F ] halmaz elemei egyen-
letesen korla´tosak e´s egyenlo˝ me´rte´kben egyenletesen folytonosak. Legyen teha´t f ∈ F, x ∈ [c, d],
ekkor
|Tf(x)| ≤ ‖Tf‖∞ ≤ ‖T‖· ‖f‖∞,
azaz ‖Tf‖∞ ≤ ‖T‖· sup{‖g‖∞ : g ∈ F}. Innen a T [F ] halmaz elemeinek az egyenletes korla´tossa´ga
ma´r nyilva´nvalo´. Tova´bba´ tetszo˝leges x, y ∈ [c, d] mellett
|Tf(x)− Tf(y)| ≤ ‖f‖∞·
∫ b
a
|K(t, x)−K(t, y)| dt ≤
sup{‖g‖∞ : g ∈ F}·
∫ b
a
|K(t, x)−K(t, y)| dt.
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Mivel K egyenletesen folytonos (ui. [a, b]× [c, d] kompakt R2-ben a
”
szoka´sos” (pl. az ‖.‖ euklideszi)
norma´ra ne´zve), eze´rt ba´rmely ε > 0 sza´mhoz van olyan δ > 0, hogy
|K(t, x)−K(t, y)| < ε ((t, x), (t, y) ∈ [a, b]× [c, d], ‖(t, x)− (t, y)‖ = |x− y| < δ) .
Ha teha´t |x− y| < δ, akkor |Tf(x)− Tf(y)| ≤ Cε, ahol
C := sup{‖g‖∞ : g ∈ F}.
I´gy T [F ] elemei valo´ban egyenlo˝ me´rte´kben egyenletesen folytonosak.
A tova´bbiakban kompakt linea´ris opera´torokkal foglalkozunk. Legyen (a bevezeto˝ben jelzett
(Xi, ‖.‖i) (i = 1, 2) norma´lt terek esete´n)
K(X1, X2) := {U ∈ L(X1, X2) : U kompakt}.
6.7.2. Te´tel. Tegyu¨k fel, hogy U, V ∈ L(X1, X2), α, β ∈ K. Ekkor
i) U, V ∈ K(X1, X2) esete´n αU + βV ∈ K(X1, X2);
ii) ha (X3, ‖.‖3) is norma´lt te´r, W ∈ L(X2, X3) e´s U,W ko¨zu¨l legala´bb az egyik kompakt
opera´tor, akkor WU :=W ◦ U ∈ K(X1, X3).
Bizony´ıta´s. Ha U, V ∈ K(X1, X2), A ⊂ X1 korla´tos, akkor ba´rmely
yn = (αU + βV )(xn) ∈ (αU + βV )[A] (xn ∈ A, n ∈ N)
sorozat esete´n az U [A], V [A] halmazok kompaktsa´ga miatt alkalmas (νn), (µn) indexsorozatokkal az
(Uxνn), (V xνµn ) sorozatok konvergensek. Teha´t a γn := νµn (n ∈ N) jelo¨le´ssel az (yγn) sorozat
konvergens. Mivel ba´rmely (X, ρ) metrikus te´r e´s ∅ 6= Y ⊂ X halmaz esete´n az Y halmaz pontosan
akkor kompakt, ha tetszo˝leges Y -beli sorozatnak van konvergens re´szsorozata (ld. 4.2.2. Te´tel), eze´rt
a fentiek alapja´n (αU + βV )[A] kompakt.
Tegyu¨k most fel, hogy W kompakt e´s legyen A ⊂ X1 korla´tos. Ekkor U [A] korla´tos, ı´gy
W [U [A]] =W ◦ U [A]
kompakt. Teha´t W ◦ U kompakt opera´tor.
Ha viszont U kompakt, akkor az elo˝bbi korla´tos A ⊂ X1 halmazra U [A] kompakt. Eze´rt ba´rmely
xn ∈ A (n ∈ N) sorozathoz van olyan (νn) indexsorozat, amellyel (Uxνn) konvergens. Ugyanakkor
W folytonos, ı´gy (ld. a´tviteli elv) a W (Uxνn) sorozat is konvergens. Ez azt jelenti, hogy a W ◦ U [A]
halmaz kompakt.
Mutassuk meg, hogy a kompakt linea´ris opera´torok K(X1, X2) tere za´rt az L(X1, X2)
opera´torte´rben (az (L(X1, X2)-beli ‖.‖ opera´tornorma´ra ne´zve). Ezt fejezi ki a
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6.7.3. Te´tel. Tegyu¨k fel, hogy (X2, ‖.‖2) Banach-te´r, Un ∈ K(X1, X2) (n ∈ N), U ∈ L(X1, X2)
e´s lim(‖Un − U‖) = 0. Ekkor U ∈ K(X1, X2).
Bizony´ıta´s. Elegendo˝ azt bela´tni, hogy U [K1(0)] kompakt. Mivel (X2, ‖.‖2) Banach-te´r, eze´rt
azt kell bebizony´ıtanunk (ld. 4.2.3. Te´tel), hogy U [K1(0)] teljesen korla´tos. Ez uto´bbi azzal ekvi-
valens, hogy U [K1(0)] teljesen korla´tos, azaz, hogy ba´rmely ε > 0 sza´mhoz megadhato´ olyan Y ⊂ X2
ve´ges halmaz, hogy
U [K1(0)] ⊂
⋃
y∈Y
Kε(y).
A felte´telek miatt az elo˝bbi ε-hoz van olyan n ∈ N e´s Yn ⊂ X2 ve´ges halmaz, amelyekkel
‖Un − U‖ < ε
2
, Un[K1(0)] ⊂
⋃
y∈Y
Kε/2(y).
Legyen x ∈ K1(0). Ekkor ‖Unx− Ux‖2 ≤ ‖Un − U‖· ‖x‖1 < ε/2. Tova´bba´ alkalmas y ∈ Yn elemmel
‖Unx− y‖2 < ε/2, azaz
‖Ux− y‖2 ≤ ‖Ux− Unx‖2 + ‖Unx− y‖2 < ε.
Ez e´ppen azt jelenti, hogy U [K1(0)] ⊂
⋃
y∈Yn Kε(y).
6.7.1. Megjegyze´sek.
i) Legyen (Xi, ‖.‖i) := (ℓ1, ‖.‖1) (i = 1, 2) (ld. 6.4.) e´s
Ukx := (x0, ..., xk, 0, 0, ...) (x = (xn) ∈ ℓ1, n ∈ N).
Ekkor szinte nyilva´nvalo´, hogy Uk ∈ K(X1, X2) (k ∈ N), lim(Ukx) = x (x ∈ ℓ1), de az
Ux := x (x ∈ ℓ1) opera´tor nem kompakt , ui. ℓ1 nem ve´ges dimenzio´s. Ez a pe´lda azt
mutatja, hogy az 6.7.3. Te´telben nem elegendo˝ az (Un) opera´torsorozat ero˝s konvergencia´ja´t
felte´telezni.
ii) Mutassuk meg ko¨zvetlen sza´mola´ssal is, hogy i)-ben az (‖Un−U‖) sorozat nem nullasorozat.
iii) Bebizony´ıthato´, hogy ha az (Xi, ‖.‖i) (i = 1, 2) terek ko¨zu¨l (X2, ‖.‖2) Banach-te´r, akkor
ba´rmely U ∈ L(X1, X2) esete´n az ala´bbi ekvivalencia igaz: U akkor e´s csak akkor kompakt,
ha az adjunga´ltja (U∗) is az (Schauder-te´tel).
iv) Re´szben az elo˝bbi megjegyze´sbo˝l ko¨vetkezik opera´torok kompaktsa´ga´nak az ala´bbi
jellemze´se: ha az (Xi, ‖.‖i) (i = 1, 2) norma´lt terek ko¨zu¨l (X2, ‖.‖2) szepara´bilis Banach-te´r,
U ∈ L(X1, X2), akkor U ∈ K(X1, X2) azzal ekvivalens, hogy ba´rmely gn ∈ X∗2 (n ∈ N),
lim(gn(x)) = 0 (x ∈ X2) esete´n lim (‖U∗gn‖) = 0 (ahol ‖.‖ az X∗1 -beli norma´t jelo¨li).
v) Az is igaz, hogy az elo˝bbi megjegyze´sben a
”
szepara´bilis” jelzo˝ kicsere´lheto˝
”
reflex´ıv” -re.
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vi) Tegyu¨k fel, hogy a 6.7.2. Te´telben (Xi, ‖.‖i) = (X, ‖.‖) (i = 1, 2, 3).Mivel L(X,X) a ◦ kom-
poz´ıcio´-ke´pze´sre, mint szorza´sra ne´zve (ko¨nnyen bela´thato´an) gyu˝ru˝, ill. ezzel a szorza´ssal
algebra, eze´rt az eml´ıtett te´tel algebrai jelente´se a ko¨vetkezo˝: K(X,X) az L(X,X) al-
gebra´ban ke´toldali idea´l.
vii) Tekintsu¨k a vi) megjegyze´sbeli (X, ‖.‖) Banach-teret. Ekkor tetszo˝leges {0} 6= Y ⊂ X
kompakt re´szhalmaz egy fe´lnorma´t induka´l L(X,X)-ben az ala´bbiak szerint:
‖A‖Y := sup{‖Ax‖ : x ∈ Y } (A ∈ L(X,X)).
Ha z = (zn, n ∈ N) ba´zis X-ben (ld. 3.2.) e´s Sn (n ∈ N) a 6.6.2. vi) megjegyze´sbeli
re´szleto¨sszeg-opera´tor, akkor egyszeru˝en ado´dik, hogy a fenti Y halmazon az (Sn, n ∈ N)
sorozat egyenletesen konvergens. Mivel ba´rmely N ∋ n-re Sn ∈ K(X,X) (ui. RSn ve´ges
dimenzio´s), eze´rt minden A ∈ L(X,X) opera´torra A ◦ Sn ∈ K(X,X) (ld. 6.7.2. Te´tel). I´gy
minden ε > 0 mellett van olyan n ∈ N, hogy
‖A ◦ Sn −A‖Y < ε.
Ezzel bela´ttuk, hogy tetszo˝legesen adott {0} 6= Y ⊂ X kompakt re´szhalmaz e´s ba´rmely
A ∈ L(X,X) , ε > 0 esete´n van olyan B ∈ K(X,X), hogy ‖B − A‖Y < ε. Teha´t ez azt
jelenti, hogy a ‖.‖Y fe´lnorma´ra ne´zve K(X,X) mindenu¨tt su˝ru˝ L(X,X)-ben. Ezt ro¨viden
u´gy mondjuk, hogy teljesu¨l a kompakt approxima´cio´s tulajdonsa´g (compact approximation
property – CAP). Ha teha´t egy Banach-te´r nem rendelkezik a CAP-pal, akkor nincs benne
ba´zis.
A tova´bbiakban kompakt o¨nadjunga´lt opera´torokkal foglalkozunk (ld. 6.5.). Legyen ehhez
(X, 〈, 〉) Hilbert-te´r, X 6= {0}, ‖x‖ :=√〈x, x〉 (x ∈ X), U ∈ L(X,X). Ha λ ∈ K, akkor
Xλ := {x ∈ X : Ux = λx}
za´rt altere X-nek (az U opera´tor saja´taltere). Minden olyan λ-t, amelyre Xλ 6= {0}, az U opera´tor
saja´te´rte´ke´nek nevezu¨nk. Ez teha´t azzal ekvivalens, hogy alkalmas 0 6= x ∈ X elemmel Ux = λx
(az ilyen x elemeket az U opera´tor λ-hoz tartozo´ saja´tvektorainak nevezzu¨k). Vila´gos, hogy ekkor
|λ|· ‖x‖ = ‖Ux‖ ≤ ‖U‖· ‖x‖, azaz
|λ| ≤ ‖U‖.
Az U opera´tor U∗ adjunga´ltja (ld. 6.5.) az az egye´rtelmu˝en le´tezo˝ U∗ ∈ L(X,X) opera´tor,
amelyre
〈Ux, y〉 = 〈x, U∗y〉 (x, y ∈ X)
teljesu¨l. Azt mondjuk, hogy U o¨nadjunga´lt, ha U = U∗. Legyen
S(X,X) := {U ∈ L(X,X) : U = U∗}.
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6.7.4. Te´tel. Legyen U ∈ S(X,X). Ekkor
i) 〈Ux, x〉 ∈ R (x ∈ X);
ii) ‖U‖ = sup{|〈Ux, x〉| : x ∈ X, ‖x‖ = 1};
iii) ha λ az U saja´te´rte´ke, akkor λ ∈ R;
iv) ha λ, µ ∈ K e´s λ 6= µ, akkor az Xλ, Xµ saja´talterek egyma´sra ortogona´lisak, azaz 〈x, y〉 = 0
(x ∈ Xλ, y ∈ Xµ).
Bizony´ıta´s. Mivel
〈Ux, x〉 = 〈x, U∗x〉 = 〈x, Ux〉 = 〈Ux, x〉 (x ∈ X),
ı´gy az i) a´ll´ıta´s igaz. Ha x ∈ X, ‖x‖ = 1, akkor
|〈Ux, x〉| ≤ ‖Ux‖· ‖x‖ ≤ ‖U‖· ‖x‖2 = ‖U‖.
Eze´rt a ii) a´ll´ıta´sban szereplo˝ szupre´mumot p-vel jelo¨lve, p ≤ ‖U‖. Tova´bba´ tetszo˝leges x, y ∈ X
esete´n i)-t figyelembe ve´ve (ld. 1.3.1. Te´tel)
Re〈Ux, y〉 = 1
4
(
〈U(x+ y), x+ y〉 − 〈U(x− y), x− y〉
)
≤
1
4
p
(‖x+ y‖2 + ‖x− y‖2) = 1
2
p
(‖x‖2 + ‖y‖2)
ado´dik. Legyen itt ‖x‖ = 1 olyan, hogy Ux 6= 0, ill. y := Ux/‖Ux‖. Ekkor
Re〈Ux, y〉 = ‖Ux‖ ≤ p,
azaz ‖U‖ ≤ p, amibo˝l ii) ma´r ko¨vetkezik.
Legyen most λ saja´te´rte´ke U -nak, 0 6= x ∈ X pedig egy saja´tvektor: Ux = λx. Ekkor i) szerint
λ =
〈Ux, x〉
〈x, x〉 ∈ R,
ami iii) igazola´sa´t jelenti.
Ve´gu¨l, ha a iv)-beli felte´telek mellett x ∈ Xλ, y ∈ Xµ, akkor x = 0 vagy y = 0 mellett iv)
trivia´lis, ku¨lo¨nben iii) szerint λ, µ ∈ R e´s (pl.) λ 6= 0 esete´n (ami λ 6= µ miatt felteheto˝)
〈x, y〉 = 1
λ
〈Ux, y〉 = 1
λ
〈x, Uy〉 = µ
λ
〈x, y〉,
amibo˝l λ 6= µ miatt 〈x, y〉 = 0 ko¨vetkezik. Ezzel iv)-et, azaz a 6.7.4. Te´telt bela´ttuk.
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6.7.5. Te´tel. Ba´rmely U ∈ S(X,X) ∩K(X,X) opera´tornak van saja´te´rte´ke.
Bizony´ıta´s. Nyilva´n felteheto˝, hogy U 6= 0. Legyen
m := inf {〈Ux, x〉 : x ∈ X, ‖x‖ = 1} , M := sup {〈Ux, x〉 : x ∈ X, ‖x‖ = 1} .
Ekkor a 6.7.4. Te´tel szerint
‖U‖ = max{|m|,M}.
Megmutatjuk, hogy
λ :=
m (‖U‖ = |m|)
M (‖U‖ =M)
saja´te´rte´k. Csak az ‖U‖ = M (> 0) esetre re´szletezve az okoskoda´st (‖U‖ = m esete´n analo´g a
bizony´ıta´s), legyen xn ∈ X, ‖xn‖ = 1 (n ∈ N) olyan sorozat, amelyre
M = lim (〈Uxn, xn〉) .
Mivel U kompakt, eze´rt egy alkalmas (nk) indexsorozattal az (Uxnk) sorozat is konvergens. Tova´bba´
‖Uxnk −Mxnk‖2 = ‖Uxnk‖2 − 2M〈Uxnk , xnk〉+M2 ≤
‖U‖2 +M2 − 2M〈Uxnk , xnk〉 = 2M(M − 〈Uxnk, xnk〉)→ 0 (k →∞).
Innen viszont az ko¨vetkezik, hogy lim(Uxnk −Mxnk) = 0, azaz, hogy
xnk =
1
M
(
Uxnk −
(
Uxnk −Mxnk
))→ z (k →∞)
egy alkalmas z ∈ X elemmel. Az U folytonossa´ga miatt teha´t
0 = lim(Uxnk −Mxnk) = Uz −Mz,
azaz Uz =Mz. Mivel ‖z‖ = lim(‖xnk‖) = 1, eze´rt z 6= 0, ı´gy M valo´ban saja´te´rte´ke U -nak.
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6.7.2. Megjegyze´sek.
i) Ha teha´t az U ∈ S(X,X) ∩ K(X,X) opera´tornak egyetlen saja´te´rte´ke van e´s ez a nulla,
akkor U = 0.
ii) Mivel a 6.7.5. Te´telben szereplo˝ U opera´tor ba´rmely µ saja´te´rte´ke´re |µ| ≤ ‖U‖ igaz, eze´rt a
6.7.5. Te´tel bizony´ıta´sa ma´s olvasatban a ko¨vetkezo˝t jelenti:
max{|µ| : µ saja´te´rte´ke U -nak} = ‖U‖.
iii) Legyen 0 < n ∈ N, 〈x, y〉 := ∑nk=1 xkyk (x = (x1, ..., xn), y = (y1, ..., yn) ∈ Cn). Ekkor
‖x‖ = ‖x‖2 =
√∑n
k=1 |xk|2 (x = (x1, ..., xn) ∈ Cn) e´s
S(X,X) ∩K(X,X) = S(X,X) ∩ L(X,X) =
S(X,X) = {A ∈ Cn×n : A = A∗},
ahol A = (ajk) ∈ Cn×n esete´n A∗ = (akj) ∈ Cn×n az A ma´trix adjunga´ltja. Ha teha´t
A = A∗ (ro¨viden: A hermitikus), akkor
‖A‖ = sup{‖Ax‖2 : x ∈ Cn, ‖x‖2 = 1} = max{|λ| : λ saja´te´rte´ke A-nak}.
iv) Az elo˝bbi megjegyze´sben szereplo˝ jelo¨le´sekkel legyen A ∈ Cn×n. Vila´gos, hogy
A∗A ∈ S(X,X). Ha λ saja´te´rte´ke A∗A-nak, akkor valamilyen x ∈ Cn, ‖x‖2 = 1 vektorral
A∗Ax = λx, azaz
λ = 〈A∗Ax, x〉 = 〈Ax,Ax〉 = ‖Ax‖22,
teha´t 0 ≤ λ ∈ R. Tova´bba´ (ld. 6.7.4. Te´tel, ill. 6.3.2. ii) megjegyze´s)
‖A‖2 = sup {‖Ax‖22 : x ∈ Cn, ‖x‖2 = 1} =
sup {〈Ax,Ax〉 : x ∈ Cn, ‖x‖2 = 1} =
sup {〈x,A∗Ax〉 : x ∈ Cn, ‖x‖2 = 1} =
sup {|〈A∗Ax, x〉| : x ∈ Cn, ‖x‖2 = 1} = ‖A∗A‖.
Innen a ii) megjegyze´st figyelembe ve´ve azt kapjuk, hogy
‖A‖ =√‖A∗A‖ = max{√λ : λ saja´te´rte´ke A∗A-nak}
(az A ma´trix u´n. spektra´lnorma´ja.)
Az ala´bbi jelo¨le´seket fogjuk haszna´lni: ha U ∈ L(X,X), λ ∈ C, akkor Pλ : X → Xλ jelenti az
Xλ alte´rre valo´ projekcio´t (ld. 5.3.3. iv) megjegyze´s). Teha´t ba´rmely x ∈ X esete´n Pλx ∈ Xλ e´s
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tetszo˝leges y ∈ Xλ esete´n Pλy = y. Legyen tova´bba´ I : X → X az identikus opera´tor, azaz Ix := x
(x ∈ X).
6.7.6. Te´tel (Hilbert-Schmidt). Ba´rmely U ∈ S(X,X) ∩ K(X,X) opera´tornak legfeljebb meg-
sza´mla´lhato´ sok saja´te´rte´ke van, U pedig elo˝a´l l´ıthato´ (az ‖.‖ opera´tornorma szerint konvergens)∑N
k=1 λkPλk alakban, ahol N ∈ N vagy N = +∞ e´s λ1, λ2, ... az U o¨sszes, pa´ronke´nt ku¨lo¨nbo¨zo˝,
nem nulla saja´te´rte´ke´t jelenti.
Bizony´ıta´s. Nyilva´n felteheto˝, hogy U 6= 0. Legyen λ egy saja´te´rte´ke U -nak. Ekkor a 6.7.4.
Te´tel miatt λ ∈ R e´s
λPλ = UPλ = PλU.
Valo´ban, ba´rmely x ∈ X esete´n Pλx ∈ Xλ, eze´rt U(Pλx) = λPλx, azaz UPλ = λPλ. Tova´bba´ (ko¨nnyen
elleno˝rizheto˝en) Pλ, λPλ ∈ S(X,X), eze´rt az elo˝bbiek szerint UPλ o¨nadjunga´lt. Ko¨vetkeze´ske´ppen
UPλ = (UPλ)
∗ = P ∗λU
∗ = PλU
is igaz.
Legyen (ld. 6.7.4. Te´tel e´s 6.7.2. ii) megjegyze´s) U1 := U e´s λ1 ∈ R olyan saja´te´rte´ke U1-nek,
amelyre |λ1| = ‖U1‖ > 0. Ha
U2 := U1 − λ1Pλ1 ,
akkor az elo˝bbiek, ill. az 6.7.2. Te´tel alapja´n
U2 = U1(I − Pλ1) =: U1P˜λ1 ∈ S(X,X) ∩K(X,X).
Vila´gos, hogy ‖U2‖ ≤ ‖P˜λ1‖· ‖U1‖ ≤ ‖U1‖, hiszen
‖P˜λ1x‖ = ‖x− Pλ1x‖ ≤ ‖x‖ (x ∈ X),
azaz ‖P˜λ1‖ ≤ 1. (Itt felhaszna´ltuk azt, hogy a pitagoraszi-o¨sszefu¨gge´s szerint (ld. 1.3.1. Te´tel)
‖x‖2 = ‖Pλ1x‖2 + ‖x− Pλ1x‖2.)
A fentiekhez hasonlo´an van olyan λ2 ∈ R saja´te´rte´ke U2-nek, amelyre |λ2| = ‖U2‖. Ekkor
|λ2| ≤ |λ1|. Bela´tjuk tova´bba´, hogy λ1 nem saja´te´rte´ke U2-nek. Ku¨lo¨nben lenne olyan 0 6= x ∈ X,
amelyre U2x = λ1x, azaz
U1x− λ1Pλ1x = λ1x.
Uto´bbibo´l az ko¨vetkezne, hogy
Pλ1 (U1x− λ1Pλ1x) = Pλ1(λ1x) = λ1Pλ1x.
A bizony´ıta´s eleje´n mondottakat is figyelembe ve´ve itt
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Pλ1 (U1x− λ1Pλ1x) = Pλ1U1x− λ1P 2λ1x = λ1Pλ1x− λ1Pλ1x = 0,
teha´t λ1Pλ1x = 0. Mivel λ1 6= 0, eze´rt Pλ1x = 0, tova´bba´ U1x = λ1x, amibo˝l meg x ∈ Xλ1 ado´dna.
Ez uto´bbibo´l azonban azt kapna´nk, hogy x = Pλ1x = 0, ami nem igaz.
Legyen most λ 6= 0 saja´te´rte´ke U2-nek e´s la´ssuk be, hogy λ saja´te´rte´ke U1-nek is e´s
{x ∈ X : U1x = λx} = {x ∈ X : U2x = λx}.
Ui. legyen 0 6= x ∈ X egy λ-hoz tartozo´ saja´tvektora U2-nek: U2x = λx, azaz
U1x− λ1Pλ1x = λx.
Ekkor
Pλ1 (U1x− λ1Pλ1x) = Pλ1U1x− λ1Pλ1x = λPλ1x.
De tudjuk, hogy Pλ1U1 = λ1Pλ1 , eze´rt λPλ1x = 0. Mivel λ 6= 0, ı´gy Pλ1x = 0, azaz U1x = λx. Teha´t
λ valo´ban saja´te´rte´ke U1-nek. Ezzel egyu´ttal azt is bela´ttuk, hogy
{x ∈ X : U2x = λx} ⊂ {x ∈ X : U1x = λx}.
Ha viszont z ∈ X e´s U1z = λz, akkor az (elo˝bbiek szerinti) λ 6= λ1 egyenlo˝tlense´g e´s a 6.7.4. Te´tel
alapja´n Xλ1 e´s Xλ ortogona´lis egyma´sra, azaz
〈Pλ1z, y〉 = 〈z, Pλ1y〉 = 0 (y ∈ X).
Ez azonban csak u´gy lehetse´ges, ha Pλ1z = 0, amibo˝l U2z = λz ko¨vetkezik. Teha´t
{x ∈ X : U1x = λx} ⊂ {x ∈ X : U2x = λx}
is fenna´ll.
Ha U2 6= 0, akkor az elo˝bbi elja´ra´st megisme´telve legyen U3 := U2−λ2Pλ2 e´s i.t. Teljes indukcio´val
okoskodva, tegyu¨k fel, hogy
1 ≤ n ∈ N, U1 := U,U2, ..., Un ∈ S(X,X) ∩K(X,X),
λ1, ..., λn a megfelelo˝ saja´te´rte´kek e´s
i) |λ1| ≥ |λ2| ≥ ... ≥ |λn|;
ii) ‖Uk‖ = |λk| (k = 1, ..., n);
iii) Uk+1 = Uk − λkPλk = U −
∑k
j=1 λjPλj (k = 1, ..., n− 1).
Ekkor a λk-k pa´ronke´nt ku¨lo¨nbo¨zo˝ saja´te´rte´kei U -nak. Ke´t eset lehetse´ges:
1o van olyan 1 ≤ n ∈ N, hogy Un = 0, amikor is U =
∑n−1
j=1 λjPλj ;
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2o minden 1 ≤ n ∈ N esete´n Un 6= 0. Mutassuk meg, hogy ekkor lim(λn) = 0. Valo´ban, ku¨lo¨nben
lenne olyan δ > 0, amellyel |λn| ≥ δ (n = 1, 2, ...). Legyen xn ∈ Xλn , ‖xn‖ = 1 (n = 1, 2, ...), ekkor
ba´rmely ke´t ku¨lo¨nbo¨zo˝ n,m = 1, 2, ... esete´n az Xλn , Xλm alterek ortogonalita´sa miatt
‖Uxm − Uxn‖2 = ‖λmxm − λnxn‖2 = |λm|2 + |λn|2 ≥ 2δ2.
Innen persze az is ado´dna, hogy az (Uxn) sorozattal egyu¨tt annak ba´rmely re´szsorozata is diver-
gens, ami ellentmond az U kompaktsa´ga miatt annak, hogy az (Uxn) sorozatnak van konvergens
re´szsorozata.
Teha´t
lim(|λn|) = lim(‖Un‖) = lim
∥∥∥∥∥∥U −
n−1∑
j=1
λjPλj
∥∥∥∥∥∥
 = 0,
azaz U =
∑∞
j=1 λjPλj .
Ve´gu¨l megmutatjuk, hogy U minden λ saja´te´rte´ke vagy nulla vagy alkalmas k = 1, 2, ... mellett
λ = λk. Ha ui. minden k = 1, 2, ... esete´n λ 6= λk e´s 0 6= x ∈ X olyan, hogy Ux = λx, akkor az U -ra
ma´r bebizony´ıtott elo˝a´ll´ıta´s alapja´n
λx = Ux =
∞∑
j=1
λjPλjx.
Innen ba´rmely n = 1, 2, ... mellett azt kapjuk, hogy
λPλnx =
∞∑
j=1
λjPλn
(
Pλjx
)
= λnPλnx,
ui. Xλn , Xλj (j 6= n) ortogonalita´sa miatt Pλn
(
Pλjx
)
= 0. Teha´t λPλnx = λnPλnx, eze´rt Pλnx = 0
(n = 1, 2, ...). I´gy λx = 0, amibo˝l λ = 0.
6.7.3. Megjegyze´sek.
i) Ha a fenti te´telben λ 6= 0 saja´te´rte´ke U -nak, akkor az Xλ saja´talte´r ve´ges dimenzio´s. Ui.
legyen E ⊂ Xλ za´rt e´s korla´tos halmaz. Ekkor
E∗ :=
{x
λ
∈ X : x ∈ E
}
korla´tos, eze´rt U kompaktsa´ga miatt U [E∗] kompakt. De U [E∗] = E, azaz U [E∗] = E = E,
ami azt jelenti, hogy az Xλ alte´r minden korla´tos e´s za´rt re´szhalmaza kompakt. A norma´lt
terekbeli kompaktsa´gra vonatkozo´ Riesz-te´tel (ld. 4.3.2. Te´tel) alapja´n tudjuk, hogy ekkor
Xλ szu¨kse´gke´ppen ve´ges dimenzio´s.
ii) Megmutathato´, hogy RU nem ma´s, mint az X0 := {x ∈ X : Ux = 0} alte´r ortogona´lis
kiege´sz´ıto˝ altere: X = X0 ⊕RU (ld. 5.3.3. i) megjegyze´s).
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iii) Legyen a Hilbert-Schmidt-te´telben k = 1, 2, ... e´s va´lasszunk Xλk -ban egy Φk teljes or-
tonorma´lt rendszert. (Ez i) szerint ve´ges.) Ha az ı´gy kapott Φk rendszereket egyetlen
Φ = {x1, x2, ...} rendszerben egyes´ıtju¨k, akkor Φ teljes ortonorma´lt rendszer RU -ban (e´s
ko¨nnyen bela´thato´ mo´don RU -ban is), minden eleme az U saja´tvektora: Uxk = µkxk
(k = 1, 2, ...). A ii) megjegyze´s e´s a Riesz-felbonta´si te´tel (ld. 5.3.3. Te´tel) miatt ba´rmely
x ∈ X egye´rtelmu˝en ı´rhato´ fel x = x∗ + x˜ alakban, ahol x∗ ∈ X0, x˜ ∈ RU . Az x˜ elemet
Fourier-sorba fejtve a Φ rendszer szerint azt kapjuk, hogy
x˜ =
∑
k
αkxk (αk = 〈x˜, xk〉 (k = 1, 2, ...)).
Teha´t Ux∗ = 0 miatt Ux =
∑
k αkµkxk.
iv) Tegyu¨k fel, hogy az elo˝bbi megjegyze´sben (X, 〈, 〉) szepara´bilis is. Ekkor X0-ban is
va´laszthatunk egy ortonorma´lt ba´zist, amit a iii)-beli Φ-vel egyes´ıtve egy (tova´bbra is)
xk-val (k = 1, 2, ...) jelo¨lt ortonorma´lt ba´zist kapunk X-ben. Itt minden xk saja´tvektora
U -nak (a megfelelo˝ saja´te´rte´keket is µk-val jelo¨lve ez uto´bbiak ko¨zo¨tt ma´r lehetnek nulla´k
is). Ekkor teha´t ba´rmely x ∈ X elo˝a´ll´ıthato´ a saja´tvektorba´zis szerint x =∑k αkxk alakban
e´s Ux =
∑
k αkµkxk.
v) Ha iv)-ben X ve´ges dimenzio´s, azaz U = A ∈ Cn×n (n = 1, 2, ...) egy hermitikus ma´trix,
akkor x1, ..., xn ∈ Cn az A ortonorma´lt saja´tvektoraibo´l a´llo´ ba´zisa Cn-nek, µ1, ..., µn a
megfelelo˝ (valo´s) saja´te´rte´kek e´s ba´rmely x ∈ Cn esete´n
Ax =
n∑
j=1
αkµkxk.
Ha a T ∈ Cn×n ma´trix oszlopvektorai rendre az x1, ..., xn vektorok, akkor T nem szingula´ris,
a T−1AT ma´trix diagona´lis, amelynek a fo˝a´tlo´ja´ban a µ1, ..., µn saja´te´rte´kek vannak.
vi) Vila´gos, hogy iv)-ben
〈Ux, x〉 =
∑
k
µk|αk|2 (x ∈ X).
Ha X ve´ges dimenzio´s, azaz (ld. v)) U = A ∈ Cn×n (n = 1, 2, ...) egy hermitikus ma´trix,
akkor
〈Ax, x〉 =
n∑
k=1
µk|αk|2 (x ∈ Cn)
(ld. kvadratikus alakok fo˝tengelytranszforma´cio´ja).
vii) Legyen (X, ‖.‖) tetszo˝leges norma´lt te´r, Ix := x (x ∈ X), Y ⊂ X alte´r e´s A ∈ L(Y,X).
Ekkor ba´rmely λ ∈ K esete´n ha´rom eset lehetse´ges:
1o A− λI nem inverta´lhato´;
2o (A− λI)-nek van inverze e´s (A− λI)−1 ∈ L(X, Y );
3o (A− λI)-nek van inverze, de (A− λI)−1 /∈ L(X, Y ).
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Az 1o eset nyilva´n azzal ekvivalens, hogy alkalmas 0 6= x ∈ Y elemre Ax = λx. Ekkor λ-t
az A saja´te´rte´ke´nek, x-et pedig az A (λ-hoz tartozo´) saja´tvektora´nak nevezzu¨k. A λ sza´m
regula´ris, ha a 2o eset a´ll fenn. (´Igy minden saja´te´rte´k nem regula´ris.) Legyen SpA a nem
regula´ris e´rte´kek halmaza (az A opera´tor spektruma). Ha (X, ‖.‖) Banach-te´r, A ∈ L(X,X),
akkor (a Banach-fe´le inverz-te´tel (ld. 6.8.5. Te´tel) miatt) ba´rmely λ ∈ K akkor e´s csak akkor
regula´ris, ha tetszo˝leges y ∈ X elemhez egye´rtelmu˝en van olyan x ∈ X, hogy Ax− λx = y.
viii) Tekintsu¨nk most egy A ∈ L(X,X) korla´tos linea´ris opera´tort. Megmutathato´, hogy le´tezik
αA := lim
(
n
√
‖An‖
)
= inf{ n
√
‖An‖ : 0 < n ∈ N}
(A spektra´lsugara), SpA ⊂ {λ ∈ K : |λ| ≤ αA}, ill. az, hogy SpA za´rt halmaz. Ha
A ∈ K(X,X) e´s X nem ve´ges dimenzio´s, akkor 0 ∈SpA. Ku¨lo¨nben ui. A−1 ∈ L(X,X) len-
ne, amibo˝l a 6.7.2. Te´tel szerint I = A−1A ∈ K(X,X) ko¨vetkezne, ami tudjuk, hogy nem
igaz. So˝t (egy nem trivia´lis te´tel szerint), ha K := C, akkor ba´rmely (X, ‖.‖) Banach-te´r e´s
A ∈ L(X,X) esete´n SpA 6= ∅ e´s
αA = max{|λ| : λ ∈ SpA}.
Tova´bba´ tetszo˝leges (X, ‖.‖) Banach-te´rre e´s A ∈ L(X,X) opera´torra igaz, hogy
SpA∗ = SpA := {λ ∈ K : λ ∈ SpA}
(ahol A∗ ∈ L(X∗, X∗) az A opera´tor adjunga´ltja).
ix) Ha (X, 〈, 〉) (komplex) Hilbert-te´r, A ∈ S(X,X),
m := inf{〈Ax, x〉 : x ∈ X, ‖x‖ = 1} , M := sup{〈Ax, x〉 : x ∈ X, ‖x‖ = 1},
akkor az ala´bbiak la´thato´k be:
m,M ∈ SpA , SpA ⊂ [m,M ].
Ha itt A me´g kompakt is, akkor SpA legfeljebb megsza´mla´lhato´, minden eleme vagy nulla
vagy az A saja´te´rte´ke e´s a SpA halmaznak legfeljebb a nulla lehet torlo´da´si pontja.
6.8. Ny´ılt leke´peze´sek.
Legyenek adottak az (Xi, ‖.‖i) (i = 1, 2) norma´lt terek e´s az A ∈ L(X1, X2) linea´ris leke´peze´s.
Tegyu¨k fel, hogy A : X1 → X2 szu¨rjekt´ıv e´s inverta´lhato´, ekkor nyilva´n A−1 ∈ L(X2, X1). A tova´bbi-
akban azt a ke´rde´st vizsga´ljuk, hogy ha az A leke´peze´s folytonos, akkor igaz-e ugyanez A−1-re, azaz
(ld. 6.3.1. Te´tel) ko¨vetkezik-e A ∈ L(X1, X2)-bo˝l A−1 ∈ L(X2, X1).
Ko¨nnyu˝ pe´lda´t adni arra, hogy a fenti ke´rde´sre a va´lasz a´ltala´ban az, hogy nem. Legyen ui.
Xi := {f ∈ C∞[0, 1] : f(0) = 0} , ‖.‖i := ‖.‖∞ (i = 1, 2)
e´s If :=
∫
0
f (f ∈ X1). Ekkor egyszeru˝en elleno˝rizheto˝, hogy I : X1 → X2 bijekcio´, I ∈ L(X1, X2),
‖I‖ = 1 e´s I−1f = f ′ (f ∈ X2). Tudjuk (ld. 6.2.), hogy D := I−1 /∈ L(X2, X1).
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Mit jelent az, hogy A−1 ∈ L(X2, X1)? Egyre´szt azt, hogy A−1 : X2 → X1 linea´ris leke´peze´s
(ami az A-ra tett felte´telek mellett mindig igaz), ma´sre´szt azt, hogy A−1 folytonos is. Ez uto´bbi azt
ko¨veteli meg (ld. 6.1.1. ii) megjegyze´s), hogy
ba´rmely Y ⊂ X1, Y ny´ılt :
(
A−1
)−1
[Y ] = A[Y ] ny´ılt.
Nevezzu¨nk egy f : X1 → X2 leke´peze´st ny´ıltnak, ha
minden Y ⊂ X1, Y ny´ılt: f [Y ] ny´ılt.
6.8.1. Te´tel. Az A ∈ L(X1, X2) linea´ris opera´tor akkor e´s csak akkor ny´ılt, ha az X1 te´rbeli
nulla ba´rmely ko¨rnyezete´t az A olyan halmazra ke´pezi le, amelynek az X2 te´r nulleleme belso˝
pontja, azaz: tetszo˝leges r > 0 sza´mhoz van olyan ρ > 0 sza´m, hogy Kρ(0) ⊂ A[Kr(0)].
Bizony´ıta´s. A szu¨kse´gesse´g nyilva´nvalo´: ha ui. A ny´ılt, akkor Kr(0) ny´ılt halmaz le´ve´n, az
A[Kr(0)] ke´phalmaz is ny´ılt. De A linea´ris, eze´rt A0 = 0, azaz 0 ∈ A[Kr(0)], teha´t 0 ∈ X2 belso˝
pontja A[Kr(0)]-nak.
Az ele´gse´gesse´ghez legyen Y ⊂ X1 ny´ılt halmaz (nyilva´n felteheto˝, hogy Y 6= ∅) e´s z ∈ A[Y ].
Ekkor van olyan y ∈ Y, amellyel z = Ay. Mivel Y ny´ılt, eze´rt egy alkalmas r > 0 suga´rral Kr(y) ⊂ Y,
ı´gy A[Kr(y)] ⊂ A[Y ]. De Kr(y) = y +Kr(0), azaz
A[Kr(y)] = Ay +A[Kr(0)] = z +A[Kr(0)] ⊂ A[Y ].
A felte´tel szerint most van olyan ρ > 0, amelyre Kρ(0) ⊂ A[Kr(0)]. I´gy
Kρ(z) = z +Kρ(0) ⊂ z +A[Kr(0)] ⊂ A[Y ].
Ma´s szo´val z belso˝ pontja A[Y ]-nak, azaz A[Y ] ny´ılt halmaz. Ezzel a 6.8.1. Te´telt bela´ttuk.
6.8.2. Te´tel. Tegyu¨k fel, hogy az A ∈ L(X1, X2) linea´ris opera´tor RA e´rte´kke´szlete ma´sodik
katego´ria´ju´. Ekkor van olyan q > 0 sza´m, hogy ba´rmely r > 0 esete´n Kr(0) ⊂ A[Kqr(0)].
Bizony´ıta´s. Vila´gos, hogy RA =
⋃∞
n=1A[Kn(0)]. A felte´tel szerint RA ma´sodik katego´ria´ju´
(ld. 2.2.2. i) megjegyze´s), teha´t le´tezik olyan 1 ≤ n ∈ N, y ∈ A[Kn(0)], ρ > 0, hogy
Kρ(y) ⊂ A[Kn(0)].
La´ssuk be elo˝szo¨r is, hogy Kρ(0) ⊂ A[Kn(0)]. Valo´ban, ha x ∈ Kρ(0), akkor nyilva´n x + y ∈ Kρ(y),
x− y ∈ Kρ(−y). Ko¨nnyen ado´dik, hogy
Kρ(−y) ⊂ A[Kn(0)]
is igaz. Ha ui. z ∈ Kρ(−y) (azaz ‖z+y‖2 < ρ), akkor −z ∈ Kρ(y), ı´gy −z ∈ A[Kn(0)]. Eze´rt alkalmas
zs ∈ Kn(0) (s ∈ N) sorozattal −z = lim(Azs). Innen
z = − lim(Azs) = lim(−Azs) = lim(A(−zs))
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ko¨vetkezik. Mivel −zs ∈ Kn(0) (s ∈ N), eze´rt valo´ban z ∈ A[Kn(0)].
I´gy ba´rmely x ∈ Kρ(0) esete´n x±y ∈ A[Kn(0)].Megadhato´k teha´t olyan us, vs ∈ Kn(0) (s ∈N)
sorozatok, amelyekre x+ y = lim(Aus), x− y = lim(Avs). Eze´rt
x =
x+ y
2
+
x− y
2
= lim
(
A
(us
2
)
+A
(vs
2
))
= lim
(
A
(
us + vs
2
))
∈ A[Kn(0)],
hiszen us + vs2 ∈ Kn(0) (s ∈ N).
Legyen most ma´r
q :=
n
ρ
.
Ekkor ba´rmely r > 0, x ∈ Kr(0) esete´n ρx/r ∈ Kρ(0), amibo˝l a fentiek szerint ρx/r ∈ A[Kn(0)], azaz
x ∈ r
ρ
A[Kn(0)] = A[Krn/ρ(0)] = A[Kqr(0)]
ko¨vetkezik.
6.8.3. Te´tel. Tegyu¨k fel, hogy az (Xi, ‖.‖i) (i = 1, 2) norma´lt terek ko¨zu¨l (X1, ‖.‖1) Banach-te´r,
A ∈ L(X1, X2) e´s RA ma´sodik katego´ria´ju´. Ekkor tetszo˝leges r > 0 esete´n Kr(0) ⊂ A[K2qr(0)]
(ahol q-t a 6.8.2. Te´telben kaptuk).
Bizony´ıta´s. Legyen r > 0, y ∈ Kr(0). Azt kell bela´tnunk, hogy egy alkalmas x ∈ K2qr(0)
elemmel y = Ax. A 6.8.2. Te´tel szerint y ∈ A[Kqr(0)], azaz van olyan y1 ∈ A[Kqr(0)], amellyel
‖y−y1‖2 < r/2. Mivel y−y1 ∈ Kr/2(0), eze´rt y−y1 ∈ A[Kqr/2(0)], ı´gy egy alkalmas y2 ∈ A[Kqr/2(0)]
elemmel ‖y − y1 − y2‖2 < r/4.
Az elo˝bbieket folytatva teljes indukcio´val azt kapjuk, hogy minden 0 < i ∈ N mellett egy
yi ∈ A[Kqr/2i−1(0)] elemmel
∥∥∥y − n∑
i=1
yi
∥∥∥
2
<
r
2n
(0 < n ∈ N).
Ez r/2n → 0 (n → ∞) miatt egyu´ttal azt is jelenti, hogy y = ∑∞i=1 yi. Legyen xn ∈ Kqr/2n−1(0)
(0 < n ∈ N) olyan, hogy yn = Axn. Ekkor ba´rmely 0 < n,m ∈ N, n < m esete´n∥∥∥∥∥
m∑
k=n
xk
∥∥∥∥∥
1
≤
m∑
k=n
‖xk‖1 < qr
m∑
k=n
1
2k−1
<
qr
2n−2
→ 0 (n,m→∞),
azaz
∑
(xn) Cauchy-sor. Mivel az (X1, ‖.‖1) te´r teljes, eze´rt le´tezik az x :=
∑∞
n=1 xn soro¨sszeg e´s
‖x‖1 ≤
∞∑
k=1
‖xk‖1 < qr
∞∑
k=1
1
2k−1
= 2qr.
Teha´t x ∈ K2qr(0) e´s az A folytonossa´ga miatt
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Ax =
∞∑
k=1
Axk =
∞∑
k=1
yk = y.
6.8.1. Megjegyze´sek.
i) Azt kaptuk, hogy ba´rmely r > 0 mellett (az X2-beli) Kr(0) ko¨rnyezet minden z pontja
A[K2qr(0)]-beli, azaz z ∈ RA. Innen vila´gos, hogyRA = X2. Ha teha´t az (Xi, ‖.‖i) (i = 1, 2)
norma´lt terek ko¨zu¨l (X1, ‖.‖1) Banach-te´r, A ∈ L(X1, X2), akkor az RA e´rte´kke´szlet vagy
elso˝ katego´ria´ju´ vagy pedig RA = X2.
ii) A Baire-fe´le katego´ria-te´telre (ld. 2.2.2. Te´tel) gondolva a 6.8.2. Te´tel felte´telei nyilva´n
teljesu¨lnek, ha RA = X2 e´s (X2, ‖.‖2) Banach-te´r.
iii) Az elo˝bbi megjegyze´shez hasonlo´an az 6.8.3. Te´tel alkalmazhato´, ha abban (X2, ‖.‖2) is
Banach-te´r e´s RA = X2.
6.8.4. Te´tel (a ny´ılt leke´peze´sek te´tele). Legyenek az (Xi, ‖.‖i) (i = 1, 2) norma´lt terek
Banach-terek, A ∈ L(X1, X2), A : X1 → X2 szu¨rjekt´ıv. Ekkor A ny´ılt leke´peze´s.
Bizony´ıta´s. Legyen ui. r > 0, amikor is a 6.8.3. Te´tel (e´s az elo˝bbi megjegyze´sek) szerint
Kr/(2q)(0) ⊂ A[Kr(0)].
A 6.8.1. Te´telt alkalmazva innen valo´ban azt kapjuk, hogy A ny´ılt.
Figyelembe ve´ve a ny´ılt leke´peze´sek e´s az inverta´lhato´ linea´ris opera´torok inverze´nek a
korla´tossa´ga (folytonossa´ga) ko¨zo¨tti, a bevezeto˝ben eml´ıtett viszonyt, a 6.8.4. Te´telbo˝l ko¨vetkezik a
6.8.5. Te´tel (Banach). Tegyu¨k fel, hogy az A ∈ L(X1, X2) opera´tor egy A : X1 → X2 bijekcio´
az (Xi, ‖.‖i) (i = 1, 2) Banach-terek ko¨zo¨tt. Ekkor A−1 ∈ L(X2, X1).
Ma´s szo´val teha´t az 6.8.5. Te´tel felte´telei esete´n az (Xi, ‖.‖i) (i = 1, 2) terek homeomorfak.
6.8.6. Te´tel. Legyen X linea´ris te´r, ‖.‖, ‖.‖∗ egy-egy olyan norma X-en, hogy az
(X, ‖.‖), (X, ‖.‖∗) terek Banach-terek. Tegyu¨k fel tova´bba´, hogy egy alkalmas m > 0 sza´mmal
‖x‖ ≥ m‖x‖∗ teljesu¨l minden X ∋ x-re. Ekkor ‖.‖ e´s ‖.‖∗ ekvivalens, azaz van olyan M > 0
konstans is, hogy
m‖x‖∗ ≤ ‖x‖ ≤M‖x‖∗ (x ∈ X).
Bizony´ıta´s. Legyen Ax := x (x ∈ X). Ekkor A : X → X bijekcio´ e´s
‖Ax‖2 = ‖x‖∗ ≤ 1
m
‖x‖1 = 1
m
‖x‖ (x ∈ X),
teha´t A ∈ L(X1, X2), ahol (X1, ‖.‖1) := (X, ‖.‖), (X2, ‖.‖2) := (X, ‖.‖∗) Banach-terek. Az 6.8.5.
Te´tel szerint teha´t A−1 = A ∈ L(X2, X1), ı´gy egy alkalmas M > 0 konstanssal
‖A−1x‖1 = ‖x‖ ≤M‖x‖∗ (x ∈ X).
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Ha az elo˝bbi te´telben X ve´ges dimenzio´s, x1, ..., xn ∈ X ba´zis (valamilyen 0 < n ∈ N mellett),
akkor ba´rmely x ∈ X egye´rtelmu˝en elo˝a´ll´ıthato´ x =∑ni=1 αixi alakban alkalmas αi ∈ K (i = 1, ..., n)
egyu¨tthato´kkal. Vila´gos, hogy
‖x‖∞ := max{|αi| : i = 1, ..., n} (x ∈ X)
norma X-en e´s (X, ‖.‖∞) Banach-te´r (ld. 3.2.). Ha ‖.‖ is norma X-en e´s (X, ‖.‖) is Banach-te´r, akkor
a nyilva´n fenna´llo´
‖x‖ ≤ ‖x‖∞·
n∑
i=1
‖xi‖ (x ∈ X)
egyenlo˝tlense´g e´s az 1.6. Te´tel miatt ‖.‖ ∼ ‖.‖∞.
Legyenek adottak az (Xi, ρi) (i = 1, 2) metrikus terek e´s egy f ∈ X1 → X2 fu¨ggve´ny. Azt
fogjuk mondani, hogy f za´rt leke´peze´s, ha ba´rmely
x ∈ X1 , y ∈ X2 , xn ∈ Df (n ∈ N) , lim(xn) = x , lim(f(xn)) = y
esete´n x ∈ Df e´s y = f(x). Ko¨nnyu˝ meggondolni, hogy ha
X := X1 ×X2 , ρ(x, y) := ρ1(x1, y1) + ρ2(x2, y2) (x = (x1, x2), y = (y1, y2) ∈ X) ,
akkor f za´rtsa´ga pontosan azt jelenti, hogy az f grafikonja za´rt halmaz az (X, ρ) metrikus
(szorzat)te´rben.
6.8.2. Megjegyze´sek.
i) Ha Df za´rt e´s f folytonos, akkor f za´rt (ami a folytonossa´gra vonatkozo´ a´tviteli elv
(ld. 6.1.) alapja´n megleheto˝sen trivia´lis). I´gy pl. ba´rmilyen (Xi, ‖.‖i) (i = 1, 2) norma´lt
terek e´s A ∈ L(X1, X2) esete´n A za´rt.
ii) Az f(x) := 1 (0 < x < 1) egyva´ltozo´s valo´s fu¨ggve´ny folytonos, de nem za´rt.
iii) Ha f : [0,+∞)→ R, f(0) := 0 e´s f(x) := 1/x (x > 0), akkor f za´rt, de f /∈ C{0}.
iv) Ha (X1, ‖.‖1) := (C1[0, 1], ‖.‖∞), (X2, ‖.‖2) := (C[0, 1], ‖.‖∞), akkor a 6.2.-ben definia´lt
Df := f ′ (f ∈ X1) (differencia´l)opera´tor linea´ris (D ∈ L(X1, X2)), D za´rt, de D
nem folytonos (azaz D /∈ L(X1, X2)). (Emle´keztetu¨nk a fu¨ggve´nysorozatok tagonke´nti de-
riva´la´sa´val kapcsolatos a´ll´ıta´sra: ha a korla´tos I intervallumon differencia´lhato´ fn : I → R
(n ∈ N) fu¨ggve´nysorozat az I intervallum legala´bb egy pontja´ban konvergens e´s az (f ′n)
(deriva´lt)sorozat egyenletesen konvergens, akkor az (fn) sorozat is egyenletesen konvergens,
az f := lim(fn) hata´rfu¨ggve´ny differencia´lhato´ e´s f
′ = lim(f ′n).)
v) Gondoljuk meg, hogy ha f za´rt e´s injekt´ıv, akkor az f−1 inverz is za´rt.
6.8.7. Te´tel (za´rt gra´f te´tel). Legyenek az (Xi, ‖.‖i) (i = 1, 2) norma´lt terek Banach-terek, az
A ∈ L(X1, X2) linea´ris opera´tor pedig legyen za´rt. Ekkor A folytonos, azaz A ∈ L(X1, X2).
Bizony´ıta´s. Vezessu¨k be X1-en az ala´bbi norma´t:
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‖x‖ := ‖x‖1 + ‖Ax‖2 (x ∈ X1).
Ez valo´ban norma, hiszen ‖x‖ ≥ 0 (x ∈ X1) trivia´lis, ‖x‖ = 0 ⇐⇒ ‖x‖1 = ‖Ax‖2 = 0 e´s ‖x‖1 = 0
⇐⇒ x = 0. Tova´bba´
‖λx‖ = ‖λx‖1 + ‖A(λx)‖2 = |λ|· ‖x‖1 + ‖λAx‖2 =
|λ|· ‖x‖1 + |λ|· ‖Ax‖2 = |λ|· ‖x‖ (x ∈ X1),
ill.
‖x+ y‖ = ‖x+ y‖1 + ‖A(x+ y)‖2 = ‖x+ y‖1 + ‖Ax+Ay‖2 ≤
‖x‖1 + ‖y‖1 + ‖Ax‖2 + ‖Ay‖2 = ‖x‖+ ‖y‖ (x, y ∈ X1).
Ha xn ∈ X1 (n ∈ N) e´s ‖xn − xm‖ → 0 (n,m → ∞), akkor ‖xn − xm‖1 → 0 (n,m → ∞) e´s
‖Axn − Axm‖2 → 0 (n,m → ∞). Eze´rt az (Xi, ‖.‖i) (i = 1, 2) terek teljesse´ge miatt van olyan
x ∈ X1 e´s y ∈ X2, amelyekkel
lim(‖x− xn‖1) = lim(‖Axn − y‖2) = 0.
Innen viszont az A za´rtsa´ga alapja´n az ko¨vetkezik, hogy y = Ax, teha´t
‖x− xn‖ = ‖x− xn‖1 + ‖Ax−Axn‖2 = ‖x− xn‖1 + ‖y −Axn‖2 → 0 (n→∞).
Ezzel megmutattuk, hogy (X1, ‖.‖) is Banach-te´r. Mivel az ‖x‖ ≥ ‖x‖1 (x ∈ X1) egyenlo˝tlense´g
nyilva´n igaz, eze´rt a 6.8.6. Te´tel alapja´n van olyan M > 0 konstans, hogy
‖x‖ = ‖x‖1 + ‖Ax‖2 ≤M‖x‖1 (x ∈ X1).
Vila´gos, hogy M ≥ 1, ı´gy ‖Ax‖2 ≤ (M − 1)‖x‖1 (x ∈ X1).
6.8.3. Megjegyze´sek.
i) Teha´t a 6.8.7. Te´telt u´gy is felfoghatjuk, mint a Banach-fe´le inverz-te´tel (ld. 6.8.5. Te´tel)
ko¨vetkezme´nye.
ii) Nem nehe´z meggondolni, hogy az elo˝bbi megjegyze´s ford´ıtva is igaz, azaz, hogy a 6.8.7. Te´tel
ekvivalens a Banach-fe´le inverz-te´tellel. A 6.8.5. Te´tel felte´telei mellett ui. az A opera´tor
za´rt, eze´rt A−1 is za´rt, ahol A−1 ∈ L(X2, X1). Teha´t a za´rt gra´f te´tel miatt A−1 ∈ L(X2, X1).
iii) Legyen pl. (X, 〈, 〉)Hilbert-te´r, A ∈ L(X,X) pedig olyan linea´ris opera´tor, amelyre 〈x,Ay〉 =
〈Ax, y〉 (x, y ∈ X). Ekkor A ∈ L(X,X). Ha ui. xn ∈ X (n ∈ N) e´s az (xn), (Axn)
sorozatok konvergensek: x := lim(xn), y := lim(Axn), akkor tetszo˝leges z ∈ X esete´n
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〈z, y〉 = lim(〈z, Axn〉) = lim(〈Az, xn〉) = 〈Az, x〉 = 〈z, Ax〉.
Teha´t 0 = 〈z, Ax−y〉 (z ∈ X), amibo˝l y = Ax ko¨vetezik. Ez azt jelenti, hogy az A opera´tor
za´rt, eze´rt a 6.8.7. Te´tel miatt A ∈ L(X,X).
iv) Legyen z = (zn, n ∈ N) ba´zis az (X, ‖.‖) Banach-te´rben (ld. 3.2.), (z∗n, n ∈ N) a vele
biortogona´lis rendszer (ld. 6.6.2. vi), vii) megjegyze´sek) e´s
X̂z :=
{
(an) : N→ K :
∞∑
n=0
anzn ∈ X
}
.
A szoka´sos mu˝veletekre ne´zve X̂z nyilva´n vektorte´r K-ra vonatkozo´an, az
|a|z := sup
{∥∥∥∥∥
n∑
k=0
akzk
∥∥∥∥∥ : n ∈ N
}
(a = (an) ∈ X̂z)
mo´don definia´lt |.|z leke´peze´s pedig norma X̂z-n. Egyszeru˝en megmutathato´, hogy X̂z a
|.|z norma´ra ne´zve Banach-te´r. Vila´gos, hogy X̂z = {(z∗n(x), n ∈ N) : x ∈ X}. Legyen
‖x‖∗ := |(z∗n(x), n ∈ N)|z (x ∈ X), akkor ‖.‖ e´s ‖.‖∗ ekvivalens norma´k X-en (ld. ld. 3.2.2.
i) megjegyze´s).
v) Az elo˝bbi megjegyze´st folytatva jelo¨lju¨k Φ-vel azt az X̂z → X-beli leke´peze´st, amelyre
Φ(a) :=
∞∑
n=0
anzn (a = (an) ∈ X̂z).
Nyilva´nvalo´, hogy Φ : X̂z → X inverta´lhato´, linea´ris opera´tor. Mivel
‖Φ(a)‖ = lim
n
∥∥∥∥∥
n∑
k=0
akzk
∥∥∥∥∥ ,
eze´rt ‖Φ(a)‖ ≤ |a|z (a ∈ X̂z), azaz Φ korla´tos. I´gy a Banach-fe´le inverz-te´tel (ld. 6.8.5.
Te´tel) miatt Φ−1 : X → X̂z is korla´tos (linea´ris) opera´tor. Teha´t van olyanM > 0 konstans,
amellyel
|Φ−1(x)|z = sup
{∥∥∥∥∥
n∑
k=0
z∗k(x)zk
∥∥∥∥∥ : n ∈ N
}
≤M‖x‖ (x ∈ X)
teljesu¨l. Ezzel bela´ttuk azt a kora´bban ma´r eml´ıtett te´nyt (ld. 6.6.2. vi) megjegyze´s),
miszerint minden n ∈ N mellett Sn ∈ L(X,X).
Ha pl. (X, 〈.〉) szepara´bilis Hilbert-te´r, z pedig ortonorma´lt ba´zis X-ben, akkor a Riesz-
Fischer-te´tel (ld. 3.3.2. Te´tel) miatt X̂z = ℓ2 , |a|z = ‖a‖ℓ2 (a ∈ X̂z) e´s a Φ : X̂z → X
leke´peze´s izomorfia e´s izometria.
vi) Legyenek a z = (zn, n ∈ N), y = (yn, n ∈ N) rendszerek ba´zisok az (X, ‖.‖) Banach-te´rben.
Azt mondjuk, hogy z, y ekvivalens ba´zisok, ha X̂z = Ŷy. Az v) megjegyze´s ve´ge´n mondottak
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alapja´n pl. egy szepara´bilis Hilbert-te´rben ba´rmely ke´t ortonorma´lt ba´zis ekvivalens. A
Banach-Steinhaus II-te´tel (ld. 6.6.3. Te´tel) miatt ez azt jelenti, hogy vannak olyan A,B > 0
konstansok, amelyekkel minden v =
∑∞
k=0 βkzk ∈ L(z) elemre
A‖v‖ ≤
∥∥∥∥∥
∞∑
k=0
βkyk
∥∥∥∥∥ ≤ B‖v‖
teljesu¨l. Legyen (z∗n, n ∈ N) a z-vel biortogona´lis rendszer. Megmutathato´, hogy ha xn ∈ X
(n ∈ N) e´s
∞∑
n=0
‖zn − xn‖· ‖z∗n‖ < 1,
akkor (xn, n ∈N) ba´zis X-ben e´s ekvivalens z-vel. Innen vila´gos, hogy ha az (X, ‖.‖) Banach-
te´rben van ba´zis, akkor ba´rmely, az X-ben mindenu¨tt su˝ru˝ halmaz elemeibo˝l is kiva´laszthato´
X-beli ba´zis. Legyen pl. szo´ a (C[0, 1], ‖.‖∞) te´rro˝l. La´ttuk (ld. 3.2.3. Te´tel), hogy ebben
minden Schauder-szeru˝ rendszer ba´zis. Mivel a polinomok halmaza su˝ru˝ C[0, 1]-ben, eze´rt
C[0, 1]-ben van polinomokbo´l a´llo´ ba´zis.
vii) A vi) megjegyze´ssel kapcsolatos a ko¨vetkezo˝ e´rdekes proble´ma. Legyen P = (Pn, n ∈ N)
egy polinomokbo´l a´llo´ ba´zis a (C[0, 1], ‖.‖∞) Banach-te´rben e´s jelo¨lju¨k ϑn-nel a Pn polinom
foksza´ma´t (n ∈ N). Ha
qn := max{ϑ0, ..., ϑn} (n ∈ N),
akkor – le´ve´n a P0, ..., Pn polinomok legfeljebb qn-edfoku´ak e´s linea´risan fu¨ggetlenek – qn ≥ n
e´s a P ba´zis szerinti n-edik re´szleto¨sszeg-opera´tor (Sn) a C[0, 1] teret a legfeljebb qn-edfoku´
polinomok (Pqn) altere´be ke´pezi. Amennyiben valamely n ∈ N esete´n qn = n, akkor ba´rmely
R ∈ Pn polinomra SnR = R teljesu¨l, azaz ekkor Sn : C[0, 1]→ Pn projekcio´. A 6.6.14. Te´tel,
ill. a 6.6.2. ii) megjegyze´s szerint ebben az esetben (egy alkalmas C > 0 abszolu´t konstanssal)
‖Sn‖ ≥ C· ln (n+ 2). Mivel sup{‖Sn‖ : n ∈ N} < +∞, eze´rt az {n ∈ N : qn = n} halmaz
legfeljebb ve´ges. A ke´rde´s most ma´r az, hogy mit lehet mondani a (qn/n, 0 < n ∈ N)
sorozatro´l. A re´szletek mello˝ze´se´vel csupa´n annyit jegyzu¨nk meg, hogy megleheto˝sen bo˝ az
ideva´go´ irodalom.
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1. Tegyu¨k fel: (X, T1), (X, T2) topologikus terek. Igaz-e, hogy (X, T1 ∪ T2), (X, T1 ∩ T2) is az?
(U´tm.: T1 ∩ T2 topolo´gia, ill. legyen X := {1, 2, 3}, T1 := {∅, X, {1}} , T2 := {∅, X, {2}} . Ekkor
T1 ∪ T2 = {∅, X, {1}, {2}} nem topolo´gia, mivel {1} ∪ {2} /∈ T1 ∪ T2.)
2. Legyen ∅ 6= X,G ⊂ X. Ekkor G pontosan akkor ba´zisa egy (X, T ) topologikus te´rnek, ha
∀x ∈ X ∃A ∈ G : x ∈ A e´s ∀A,B ∈ G ∀x ∈ A ∩B ∃Q ∈ G : x ∈ Q ⊂ A ∩B.
3. Ha a 6= b,X := {a, b} e´s T := {∅, X, {a}}, akkor (X, T ) topologikus te´r, de nem le´tezik olyan
ρ : X2 → [0,+∞) metrika, amely szerinti ny´ılt halmazok rendszere megegyezne T -vel.
(U´tm.: ha lenne ilyen metrika, akkor δ := ρ(a, b) > 0.Mivel a ρ szerintKδ(b) = {b} ny´ılt halmaz,
eze´rt {b} ∈ T kellene, ami nem igaz.)
4. Az (X, T ) topologikus te´rben valamely A ⊂ X halmaz leza´rtja legyen A. Mutassuk meg, hogy
A ∪B = A ∪B ; A ⊂ A ; A = A ; ∅ = ∅.
5. Valamely X halmaz esete´n legyen adott a P(X) ∋ A 7→ A ∈ P(X) leke´peze´s e´s tegyu¨k fel, hogy
erre a leke´peze´sre teljesu¨lnek a 4. feladatbeli a´ll´ıta´sok. Ha C := {A ∈ P(X) : A = A}, akkor
la´ssuk be, hogy T := {A ∈ P(X) : X \A ∈ C} topolo´gia X-en.
6. Az (X1, T1), (X2, T2) topologikus terek esete´n legyen
X := X1 ×X2 , G := {A×B : A ∈ T1, B ∈ T2} , T := {∪X : X ⊂ G}.
Ekkor T topolo´gia X-en (szorzattopolo´gia), amelynek G ba´zisa.
7. Ha (X, T ) topologikus te´r, x ∈ X, akkor legyen
Tx := {A ∈ P(X) : A ko¨rnyezete x nek}
(az x ko¨rnyezetrendszere). Bizony´ıtsuk be, hogy ∀A ∈ Tx : x ∈ A ; X ∈ Tx ; ∀A ∈ Tx, ∀A ⊂ B :
B ∈ Tx ; ∀A,B ∈ Tx : A ∩B ∈ Tx ; ∀A ∈ Tx ∃B ∈ Tx ∀y ∈ B : A ∈ Ty.
(U´tm.: ha A ∈ Tx, akkor B := intA ∈ Tx e´s ba´rmely y ∈ B esete´n A ∈ Ty.)
8. Tegyu¨k fel, hogy valamely ∅ 6= X halmaz esete´n minden x ∈ X elemhez kijelo¨ltu¨nk egy olyan
Tx ⊂ P(X) halmazrendszert, amelyre az elo˝bbi feladat a´ll´ıta´sai igazak. Definia´ljuk ezek uta´n a
T ⊂ P(X) halmazrendszert u´gy, hogy A ∈ T ⇐⇒ A = ∅ vagy ∀x ∈ A ∃B ∈ Tx : B ⊂ A.
Igazoljuk, hogy T topolo´gia X-en e´s ba´rmely x ∈ X elem ko¨rnyezetrendszere e´ppen Tx.
9. Legyen X 6= ∅, K ⊂ XN ×X e´s
i) ∀ (x, α) ∈ K ∀ ν indexsorozat: (x ◦ ν, α) ∈ K;
ii) ∀α ∈ X : ((α), α) ∈ K (ahol az (α) sorozat minden tagja α).
Azt mondjuk, hogy (X,K) egy Frechet-te´r. Nevezzu¨nk egy A ⊂ X halmazt za´rtnak, ha A = ∅
vagy ∀ (x, α) ∈ K, x ∈ AN : α ∈ A. Ekkor T := {Y ∈ P(X) : X \ Y za´rt} topolo´gia X-en.
Bizony´ıtsuk be tova´bba´, hogy minden topologikus te´r Frechet-te´r.
(U´tm.: legyen K := {(x, α) ∈ XN ×X : α limeszpontja x-nek}.)
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10. Mutassunk olyan K-ra vonatkozo´ X vektorteret e´s ρ : X2 → [0,+∞) metrika´t, amelyre
X ∋ x 7→ ρ(x, 0) nem norma.
(U´tm.: pl. R-en a diszkre´t metrika.)
11. Tekintsu¨k az (X, ρ) metrikus teret, ahol X vektorte´r K-ra vonatkozo´an. La´ssuk be, hogy akkor
e´s csak akkor van olyan ‖.‖ : X → [0,+∞) norma, amelyre ρ(x, y) = ‖x − y‖ (x, y ∈ X), ha
ρ(x+ z, y + z) = ρ(x, y) e´s ρ(λx, λy) = |λ|ρ(x, y) (x, y, z ∈ X, λ ∈ K).
12. Adjunk pe´lda´t olyan (X, ρ) metrikus te´rre e´s ‖.‖ : X → [0,+∞) norma´ra, hogy ‖x‖ = ρ(x, 0)
(x ∈ X), de alkalmas x, y ∈ X elemekkel ρ(x, y) 6= ‖x− y‖.
(U´tm.: legyen (X, ‖ · ‖) norma´lt te´r, ρ(x, y) := ‖x−y‖+|‖x‖−‖y‖|2 (x, y ∈ x). Ekkor ρ metrika,
ρ(x, 0) = ‖x‖ (x ∈ X), de ρ(x, y) = ‖x− y‖ ⇐⇒ ‖x− y‖ = |‖x‖ − ‖y‖| .)
13. Igazoljuk, hogy ha az (X, ρ) metrikus te´r szepara´bilis, akkor ba´rmely ∅ 6= Y ⊂ X esete´n az
(Y, ρ|
Y 2
) alte´r is az.
14. Egy (X,Ω, µ) me´rte´kte´r e´s 1 ≤ p < +∞ esete´n la´ssuk be, hogy (Lp, ‖.‖p) akkor e´s csak akkor
szepara´bilis, ha a µ me´rte´k szepara´bilis, azaz van olyan An ∈ Ω, µ(An) < +∞ (n ∈ N)
sorozat, hogy minden A ∈ Ω, µ(A) < +∞ e´s ε > 0 esete´n egy alkalmas N ∋ n-nel
µ ((A \ An) ∪ (An \A)) < ε.
(U´tm.: ld. Simon: Anal´ızis V.)
15. Az elo˝bbi feladat alapja´n mutassuk meg, hogy (ℓp, ‖.‖p) (1 ≤ p < +∞) szepara´bilis. La´ssuk be
ugyanezt a defin´ıcio´ alapja´n is, azaz adjunk meg olyan ℓ ⊂ ℓp legfeljebb megsza´mla´lhato´ halmazt,
amely mindenu¨tt su˝ru˝ ℓp-ben.
16. Gondoljuk meg, hogy {x ∈ ℓ∞ : Rx ve´ges} su˝ru˝ (alte´r) ℓ∞-ben, de 15. nem igaz, ha p = +∞.
17. Adjunk pe´lda´t olyan (X, ρ) metrikus te´rre e´s olyan a, b ∈ X elemekre, ill. R > r > 0 sza´mokra,
hogy KR(a) valo´di re´szhalmaza legyen Kr(b)-nek.
(U´tm.: X := {1, 2, 3}, ρ(x, x) := 0 (x ∈ X), ρ(1, 2) := ρ(2, 1) := 2, ρ(x, y) := 1 (egye´b
x, y ∈ X, x 6= y) esete´n. Ekkor K3/2(3) = X e´s K7/4(2) = {2, 3}.)
18. Legyen ρ(n,m) :=
{
0 (n = m)
1 + (n+m)−1 (n 6= m) (n,m ∈ N). Ekkor (N, ρ) teljes metrikus te´r,
amelyben van olyan xn ∈ N (n ∈ N) elemsorozat, hogy alkalmas rn > 0 (n ∈ N) sza´mokkal
a Kn := {k ∈ N : ρ(k, xn) ≤ rn} (n ∈ N) halmazokra Kn+1 ⊂ Kn (n ∈ N) e´s ∩∞n=0Kn = ∅
teljesu¨l.
(U´tm.: la´ssuk be, hogy a te´rben egy sorozat akkor e´s csak akkor Cauchy-sorozat, ha
kva´zikonstans. Tova´bba´ legyen xn := n, rn := 1 + 1/(2n+ 1) (n ∈ N).)
19. Ha (X, ‖.‖) Banach-te´r, xn ∈ X, rn > 0 (n ∈ N) e´s a Kn := {x ∈ X : ‖x− xn‖ ≤ rn} (n ∈N)
halmazokra Kn+1 ⊂ Kn (n ∈ N) igaz, akkor ∩∞n=0Kn 6= ∅.
(U´tm.: Elo˝szo¨r gondoljuk meg, hogy az (rn) sorozat monoton fogyo´. Ui. ha valamilyen
N ∋ n-re rn+1 > rn volna, akkor xn+1+ rn+1(xn+1−xn)‖xn+1−xn‖ ∈ Kn+1\Kn lenne, ami Kn+1\Kn = ∅ mi-
att nem lehet. Ha most ma´r lim(rn) = 0, akkor a feladatbeli a´ll´ıta´s a megfelelo˝ te´telbo˝l ko¨vetkezik
(ld. Banach-terek Cantor-szeru˝ jellemze´se (2.2.1. Te´tel)). Ha viszont r := lim(rn) 6= 0, akkor
tekintsu¨k a K˜n := {x ∈ X : ‖x− xn‖ ≤ rn − r} (n ∈ N) sorozatot.)
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20. Mutassuk meg, hogy tetszo˝leges (X, ρ) metrikus te´rben Kr(a) ⊂ {x ∈ X : ρ(x, a) ≤ r}
(a ∈ X, r > 0). Adjunk pe´lda´t olyan esetre, amikor az elo˝bbi ⊂-ban 6= van. Ve´gu¨l la´ssuk
be, hogy norma´lt te´rben Kr(a) = {x ∈ X : ρ(x, a) ≤ r} (a ∈ X, r > 0).
(Eml.: Kr(a) a Kr(a) halmaz (topologikus) leza´ra´sa´t jelenti.)
(U´tm.: diszkre´t te´r!)
21. Tekintsu¨k az (X, ‖.‖) norma´lt teret, legyen a ∈ X, r > 0 e´s ∅ 6= A ⊂ X. Ekkor
i) d(A) := sup{ρ(x, y) : x, y ∈ A} = d(A) (az A halmaz a´tme´ro˝je);
ii) d (Kr(a)) = 2r.
Igaz-e mindez metrikus terekben is?
22. Tegyu¨k fel, hogy az (Xi, Ti) (i = 1, 2) topologikus terek kompaktak (azaz Xi (i = 1, 2) kom-
pakt) e´s legyen X := X1 × X2, T pedig a szorzattopolo´gia (ld. 6.). Bizony´ıtsuk be, hogy az
(X, T ) szorzatte´r is kompakt (Tyihonov-te´tel).
23. Igazoljuk, hogy a (Kn, ρp) (0 < n ∈ N, 1 ≤ p ≤ +∞) metrikus te´rben egy A ⊂ Kn halmaz
teljesen korla´tos volta ekvivalens azzal, hogy A korla´tos.
24. Ha (X, ρ) tetszo˝leges metrikus te´r, A ⊂ X, akkor A teljesen korla´tos ⇐⇒ A teljesen korla´tos.
25. Legyen (X, ‖·‖) ve´ges dimenzio´s norma´lt te´r, L ⊂ X valo´di (za´rt) alte´r. La´ssuk be, hogy alkalmas
e ∈ X, ‖e‖ = 1 elemmel ρ(e, L) := inf{ρ(x, e) : x ∈ L} = 1.
(U´tm.: a Riesz-lemma (ld. 4.3.1. Lemma) miatt van olyan en ∈ X, ‖en‖ = 1 (n ∈ N) sorozat,
amellyel 1 ≥ ρ(en, L) > 1− 1/(n+ 1). A ve´ges dimenzio´s felte´tel, ill. a Bolzano-Weierstrass-fe´le
kiva´laszta´si te´tel miatt felteheto˝, hogy az (en) sorozat konvergens, legyen e := lim(en).)
26. Az X := ℓ1, ‖x‖ :=
√∑∞
k=0 |xk|2 (x ∈ X) norma´lt te´rben
L :=
{
(xk) ∈ X :
∞∑
k=0
xk
k + 1
= 0
}
za´rt alte´r, de ba´rmely e ∈ X, ‖e‖ = 1 esete´n ρ(e, L) < 1.
(U´tm.: (pl. valo´s testre vonatkozo´ terekre.) Az L za´rtsa´ga´hoz vegyu¨k e´szre, hogy ha
h := (1/(n + 1), n ∈ N), akkor h ∈ ℓ2 e´s L = {x ∈ ℓ1 : 〈x, h〉 = 0} (ahol 〈, 〉 az ℓ2-beli
szoka´sos skala´ris szorza´st jelenti). Legyen tova´bba´ e = (en) ∈ X, ‖e‖ = 1 esete´n pl. e0 > 0. Ha
n ∈ N, l0 ∈ R, akkor
l := (l0, 0, ..., 0, ln, 0, ...) ∈ L ⇐⇒ l0 + ln/(n+ 1) = 0,
amibo˝l
‖e− l‖2 = (e0 − l0)2 + (en − ln)2 +
∞∑
n 6=k=1
e2k =
1 + l20 + l
2
n − 2(e0l0 + enln) = 1 + l20 + (n+ 1)2l20 − 2 (e0l0 − (n+ 1)enl0) =
1 + l0
(
(n2 + 2n+ 2)l0 − 2(e0 − (n+ 1)en
)
ko¨vetkezik. Mivel e ∈ ℓ1, eze´rt e0 − (n + 1)en > 0 ve´gtelen sok n-re igaz. Ha n ilyen, akkor
0 < l0 <
2(e0−(n+1)en)
n2+2n+2 esete´n ‖e− l‖2 < 1.)
7. Feladatok 151
27. Az (X, 〈·〉) euklideszi te´rben egy xn ∈ X (n ∈ N) ONR (ortonorma´lt rendszer) akkor e´s csak
akkor za´rt, ha ∀x ∈ X : ‖x‖2 =∑∞k=0 |xˆ(k)|2 (ahol xˆ(k) := 〈x, xk〉 (k ∈ N)).
28. (A´ltala´nos´ıtott Parseval-egyenlo˝se´g.) Az elo˝bbi feladatban szereplo˝ ba´rmely za´rt ONR esete´n
∀x, y ∈ X : 〈x, y〉 = ∑∞k=0 xˆ(k)yˆ(k) (= 〈xˆ, yˆ〉ℓ2).
29. Adjunk pe´lda´t olyan (X, 〈, 〉) euklideszi te´rre e´s benne olyan xn ∈ X (n ∈ N) teljes ONR-re,
amely nem za´rt.
(U´tm.: tekintsu¨k a 26. feladatbeli norma´lt teret e´s L alteret. A
h := (1/(n+ 1), n ∈ N)
jelo¨le´ssel e´lve, ha valamely x ∈ X esete´n 〈x, l〉 = 0 (l ∈ L), akkor x = x0h. Ku¨lo¨nben ui. lenne
olyan k ∈ N, amellyel xk 6= x1/(k + 1). Legyen ekkor
z := (−1/(k + 1), 0, ..., 0, 1, 0, 0, ...)
(ahol teha´t zk = 1). Nyilva´n z ∈ L, azaz
〈x, z〉 = 0 = −x0/(k + 1) + xk,
ami nem igaz. Mivel ∀0 6= λ ∈ R : λh /∈ ℓ1, eze´rt x1 = 0, azaz x = 0. Az L szepara´bilis le´ve´n,
van benne za´rt ONR, ami a fentiek szerint teljes, viszont nem za´rt X-ben, ui. L 6= ℓ1.)
30. Az (X, ρ) metrikus te´rben adottak az A,B ⊂ X nem u¨res, diszjunkt halmazok e´s tegyu¨k fel,
hogy A za´rt, B pedig kompakt. Bizony´ıtsuk be, hogy ekkor
ρ(A,B) := inf{ρ(x, y) : x ∈ A, y ∈ B} > 0.
Mutassuk meg egy pe´lda´val, hogy ebbo˝l a szempontbo´l a B za´rtsa´ga nem ele´g. Specia´lisan az is
ado´dik, hogy ba´rmely ∅ 6= A ⊂ X za´rt halmaz e´s z ∈ X esete´n ρ(z, A) = 0 ⇐⇒ z ∈ A.
(U´tm.: X := R2, ρ := ρ2, A := {(x, 0) ∈ X : x ∈ R}, B := {(x, 1/x) ∈ X : x > 0}.)
31. Legyen (X, ρ) egy tetszo˝leges metrikus te´r, ∅ 6= A ⊂ X egy kompakt halmaz. Ekkor ∀x ∈ X
∃a ∈ A : ρ(x, a) = ρ(x,A). Le´nyeges-e itt, hogy A kompakt? Mutassuk meg, hogy ha (X, ρ)
helyett egy ve´ges dimenzio´s norma´lt te´rro˝l van szo´, akkor az a´ll´ıta´sban elegendo˝ azt feltenni,
hogy A za´rt.
(U´tm.: pl. az (ℓ2, ‖.‖2) te´rben legyen B := {en := (0, 0, ..., 0, 1, 0, ...) ∈ ℓ2 : n ∈ N} (teha´t
en-ben az (n+ 1)-edik poz´ıcio´ban van 1-es). Ha x := (−1/(n+ 1)), akkor ρ(x,B) =
√
1 + ‖x‖22,
de ∀b ∈ B : ρ(x, b) >√1 + ‖x‖22.)
32. Tekintsu¨k a (C[−1, 1], ‖ · ‖∞) norma´lt teret e´s legyen f(x) := x2 − 1, g(x) := x (|x| ≤ 1),
L1 := {αg ∈ C[−1, 1] : α ∈ R}, L2 := {αg + β ∈ C[−1, 1] : α, β ∈ R}. Sza´mı´tsuk ki ρ(f, Li)-t
(i = 1, 2).
33. Bizony´ıtsuk be, hogy ba´rmely (X, ρ) metrikus te´r e´s tetszo˝leges ∅ 6= A,B ⊂ X esete´n ρ(A,B) > 0
=⇒ A ∩B = ∅. Igaz-e az a´ll´ıta´s megford´ıta´sa?
34. Mutassuk meg a torlo´da´si pontokra vonatkozo´ ko¨vetkezo˝ jellemze´st: ha (X, ρ) tetszo˝leges
metrikus te´r, ∅ 6= A ⊂ X, akkor x ∈ A′ ⇐⇒ ρ(x,A \ {x}) = 0. Specia´lisan x ∈ A ⇐⇒
ρ(x,A) = 0.
35. Ba´rmely (X, ρ) metrikus te´r e´s tetszo˝leges kompakt ∅ 6= A ⊂ X halmaz esete´n megadhato´k olyan
a, b ∈ A elemek, amelyekkel ρ(a, b) = d(A).
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36. Tudjuk (ld. 5.1.1. Te´tel), hogy egy (X, ρ) metrikus te´rben valamely kompakt ∅ 6= A ⊂ X
e´s ∅ 6= B ⊂ X kva´zikompakt halmaz esete´n megadhato´k olyan a ∈ A, b ∈ B elemek, hogy
ρ(a, b) = ρ(A,B). Adjunk pe´lda´t annak az illusztra´la´sa´ra, hogy ebbo˝l a szempontbo´l a B za´rtsa´ga
nem ele´g.
(U´tm.: ld. 31. u´tm.)
37. Valamely (X, ρ) metrikus te´r esete´n legyen K(X) := {A ∈ P(X) : ∅ 6= A kompakt}. La´ssuk be,
hogy tetszo˝leges A,B ∈ K(X) halmazokra le´tezik a d(A,B) := max{ρ(x,A) : x ∈ B} maximum.
(U´tm.: |ρ(x,A)− ρ(y, A)| ≤ ρ(x, y) (x, y ∈ X) e´s alkalmazzuk a Weierstrass-te´telt (ld. 6.1.)
az X ∋ x 7→ ρ(x,A) (az elo˝bbiek szerint (egyenletesen) folytonos) fu¨ggve´nyre.)
38. A 37. feladatbeli jelo¨le´seket alkalmazva bizony´ıtsuk be, hogy a σ : K(X)2 → [0,+∞),
σ(A,B) := max{d(A,B), d(B,A)} (A,B ∈ K(X))
fu¨ggve´ny metrika.
Megjegyze´s. σ(A,B) az A,B halmazok u´n. Hausdorff-ta´volsa´ga.
39. Egy metrikus te´r A ⊂ X re´szhalmaza´nak a ko¨rnyezeteit e´rtelmezzu¨k az ala´bbiak szerint:
Kr(A) :=
⋃
a∈AKr(a) (r > 0). Gondoljuk meg, hogy Kr(A) = {x ∈ X : ρ(x,A) < r}.
40. A 37 - 39. feladatokat figyelembe ve´ve legyen az (X, ρ) metrikus te´r A,B ∈ K(X) re´szhalmazaira
[A,B] := inf{r > 0 : A ⊂ Kr(B)}
e´s mutassuk meg, hogy σ(A,B) = max{[A,B], [B,A]}.
(U´tm.: elo˝szo¨r la´ssuk be, hogy 0 < r < [A,B] esete´n r ≤ σ(A,B). Ha pedig r > [A,B], akkor
r ≥ d(B,A).)
41. A 37 - 40. feladatokbo´l kiindulva bizony´ıtsuk be, hogy tetszo˝leges (X, ρ) teljes metrikus te´r
esete´n (K(X), σ) is teljes metrikus te´r.
(U´tm.: gondoljuk meg, hogy ha A,An ∈ K(X) (n ∈ N) e´s σ(An, A) → 0 (n → ∞), ak-
kor A =
⋂∞
n=0
⋃∞
k=nAk (=: B). Ha ui. a ∈ A, akkor minden N ∋ n-re van olyan an ∈ An,
hogy ρ(a,An) = ρ(a, an). Eze´rt ρ(a, an) ≤ σ(A,An) → 0 (n → ∞) miatt ba´rmely K(a)-ra
K(a)
⋂
(
⋃∞
k=nAk) 6= ∅ (n ∈ N). I´gy a ∈ B, azaz A ⊂ B.
Ford´ıtva, ha b ∈ B, akkor alkalmas (νn) indexsorozattal aνn ∈ Aνn (n ∈ N) e´s ρ(aνn , b) → 0
(n → ∞), ill. 0 ≤ ρ(B,A) ≤ ρ(b, Aνn) + σ(A,Aνn) → 0 (n → ∞) miatt ρ(b, A) = 0. Eze´rt
b ∈ A, azaz B ⊂ A is igaz. Mutassuk meg, hogy A teljesen korla´tos, teha´t (ld. 4.2.3. Te´tel)
kompakt.
Ha ma´r most Cn ∈ K(X) (n ∈ N) e´s σ(Cn, Cm) → 0 (n,m → ∞), akkor legyen C :=⋂∞
n=0
⋃∞
k=nCk e´s la´ssuk be, hogy σ(Cn, C) → 0 (n → ∞) : ba´rmely ε > 0 mellett van olyan
N ∈ N, amellyel d(Cn, C) < ε, d(C,Cn) < ε (N ∋ n > N).)
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42. Legyen f(x) := x2, g(x) := x (0 ≤ x ≤ 1) e´s L := {ag + b ∈ C[0, 1] : a, b ∈ R}. Sza´mı´tsuk ki a
ρ(f, L) = inf{‖f − h‖∞ : h ∈ L} = min{‖f − h‖∞ : h ∈ L}
ta´volsa´got, azaz oldjuk meg a min{max{|x2 − (ax + b)| : x ∈ [0, 1]} : a, b ∈ R} =? min-max
feladatot.
43. A´ltala´nos´ıtsuk az elo˝bbi feladatot a ko¨vetkezo˝ e´rtelemben: az ottani f helyett legyen f ∈ D2[a, b],
f ′ ≥ 0, f ′′ ≥ 0.
(U´tm.: tekintsu¨k az (a, f(a))-t a (b, f(b))-vel o¨sszeko¨to˝ hu´r e´s a vele pa´rhuzamos e´rinto˝ ko¨ze´p-
pa´rhuzamosa´t.)
44. Mi az approximat´ıv megolda´sa a
2x = 3
x = 1
4x = 7
egyenletrendszernek? Keressu¨k meg teha´t azt az x ∈ R sza´mot, amelyre
max{|2x− 3|, |x− 1|, |4x− 7|} = min{max{|2t − 3|, |t− 1|, |4t− 7|} : t ∈ R}.
45. Hata´rozzuk meg az a, b ∈ R egyu¨tthato´kat u´gy, hogy az l(x) := ax+ b (x ∈ R) jelo¨le´ssel az
|l(0)|2 + |l(1/2)− 2|2 + |l(1)− 1|2
o¨sszeg minima´lis legyen. A´gyazzuk be a feladatot a pont e´s halmaz ta´volsa´ga feladatko¨rbe
(legkisebb ne´gyzetek mo´dszere).
46. Legyen (X,Ω, µ) me´rte´kte´r, 1 < p < +∞. Bizony´ıtsuk be, hogy (Lp, ‖ · ‖p) szigoru´an norma´lt.
(U´tm.: ha f, g ∈ Lp e´s ‖f + g‖p = ‖f‖p + ‖g‖p, akkor
‖f + g‖pp =
∫
|f + g||f + g|p−1 ≤
∫
|f ||f + g|p−1 +
∫
|g||f + g|p−1 ≤((∫
|f |p
)1/p
+
(∫
|g|p
)1/p)(∫
|f + g|(p−1)s
)1/s
,
ahol 1/p+ 1/s = 1 (ld. Ho¨lder-egyenlo˝tlense´g). Teha´t
‖f + g‖pp ≤ (‖f‖p + ‖g‖p)
(∫
|f + g|p
)1/s
= (‖f‖p + ‖g‖p) ‖f + g‖p−1p = ‖f + g‖pp.
Ez azt jelenti, hogy a fenti becsle´sekben mindenu¨tt
”
=” van. Eze´rt∫
|f + g|p−1 (|f |+ |g| − |f + g|) = 0,
amibo˝l |f |+ |g| − |f + g| ≥ 0, |f + g|p−1 ≥ 0 miatt
|f + g|p−1 (|f |+ |g| − |f + g|) = 0
m.m. ko¨vetkezik. Ha A := {f+g = 0}, akkor B-vel jelo¨lve az A komplementere´t azt kapjuk, hogy
‖f + g‖p =
(∫
B |f + g|p
)1/p ≤ (ld. Minkowski-egyenlo˝tlense´g) ≤ (∫B |f |p)1/p+ (∫B |g|p)1/p ≤
‖f‖p + ‖g‖p, azaz a felte´telek miatt ezekben a becsle´sekben is mindenu¨tt ”=” van. I´gy
∫
A
|f |p =∫
A
|g|p = 0, teha´t f(x) = g(x) = 0 (m.m. x ∈ A). Mindezt figyelembe ve´ve az elo˝bbiek
alapja´n |f + g| = |f | + |g| m.m. ado´dik, amibo˝l meg sign f =sign g m.m. ko¨vetkezik. Tova´bba´
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a Ho¨lder-egyenlo˝tlense´g azon mu´lik, hogy ab ≤ ap/p + bs/s (a, b ≥ 0) e´s itt
”
=” akkor e´s csak
akkor van, ha ap = bs. Most
a :=
|f |
‖f‖p , ill. a :=
|g|
‖g‖p , valamint b :=
|f + g|p−1
‖|f + g|p−1‖s .
Eze´rt
|f |p
‖f‖pp =
|f + g|(p−1)s
‖|f + g|p−1‖ss
=
|f + g|p
‖f + g‖pp
m.m., ma´s szo´val
|f |
‖f‖p =
|f + g|
‖f + g‖p
m.m. e´s u. ez f helyett g-vel, amibo˝l azt kapjuk, hogy |f |/‖f‖p = |g|/‖g‖p. Teha´t mindent
figyelembe ve´ve
f =
‖f‖p
‖g‖p · g
m.m. (Nyilva´n felteheto˝, hogy ‖f‖p, ‖g‖p mindegyike pozit´ıv.))
47. Gondoljuk meg, hogy az (ℓ1, ‖.‖1), (ℓ∞, ‖.‖∞), (C[a, b], ‖.‖∞) terek nem szigoru´an norma´ltak.
48. Legyen (X, ρ) kompakt metrikus te´r, fn : X → R, fn ∈ C, fn ≤ fn+1 (n ∈ N) (vagy
fn ≥ fn+1 (n ∈ N)). Tegyu¨k fel, hogy az (fn) fu¨ggve´nysorozat pontonke´nt konverga´l egy
folytonos fu¨ggve´nyhez. Bizony´ıtsuk be, hogy a konvergencia egyenletes (Dini-te´tel).
(U´tm.: ld. Szo˝kefalvi-Nagy B.: Valo´s fu¨ggve´nyek e´s fu¨ggve´nysorok.)
49. Mutassuk meg, hogy ba´rmely ε > 0 sza´mhoz van olyan P polinom, amelyre |P (x)− |x|| < ε
(x ∈ [−1, 1]).
(U´tm.: ld. Szo˝kefalvi-Nagy B.: Valo´s fu¨ggve´nyek e´s fu¨ggve´nysorok.)
50. Bizony´ıtsuk be, hogy ha −∞ < a < b < +∞, f ∈ C[a, b] e´s ε > 0, akkor le´tezik olyan P polinom,
hogy |f(x)− P (x)| < ε (x ∈ [a, b]). (Weierstrass-fe´le approxima´cio´s te´tel).
(U´tm.: ld. Szo˝kefalvi-Nagy B.: Valo´s fu¨ggve´nyek e´s fu¨ggve´nysorok.)
51. Valamely (Xi, ‖.‖i) (i = 1, 2) norma´lt terek e´s A ∈ L(X1, X2) linea´ris opera´tor esete´n
A ∈ L(X1, X2) ⇐⇒ ∀Y ⊂ X1, Y korla´tos: A[Y ] korla´tos.
52. Adottak az (Xi, ‖.‖i) (i = 1, 2) norma´lt terek e´s az A ∈ L(X1, X2) opera´tor. La´ssuk be, hogy
‖A‖ = sup{‖Ax‖2 : x ∈ X1, ‖x‖1 ≤ 1}. Adjunk pe´lda´t arra az esetre, amikor a ”sup” helyett nem
ı´rhato´
”
max”. Mi a helyzet akkor, ha X1 ve´ges dimenzio´s?
53. Bizony´ıtsuk be, hogy ha (X, 〈, 〉) euklideszi te´r, A ∈ L(X,X), akkor
‖A‖ = sup
{ |〈Ax, y〉|
‖x‖· ‖y‖ : x, y ∈ X \ {0}
}
.
54. Tekintsu¨k az X1 := X2 := C[−1, 1] tereket, az ‖f‖1 := ‖f‖∞, ‖f‖2 :=
∫ 1
−1 |f | norma´kat e´s
az Af := f(0) (f ∈ C[−1, 1]) opera´tort. Mutassuk meg, hogy A ∈ L(Xi,R) (i = 1, 2),
A ∈ L(X1,R), de A /∈ L(X2,R). Mennyi az A ∈ L(X1,R) opera´tor norma´ja?
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55. Ha (X, ‖.‖) := (C[0, 1], ‖.‖∞) e´s
Bnf(x) :=
n∑
k=0
(
n
k
)
f
(
k
n
)
xk(1− x)n−k (f ∈ C[0, 1], n ∈ N, x ∈ [0, 1])
(Bernstein-opera´tor), akkor Bn ∈ L(X,X) e´s ‖Bn‖ = 1.
56. Valamely −∞ < a < b < +∞, a ≤ xn0 < xn1 < ... < xnn ≤ b (n ∈N) esete´n legyen
Lnf :=
n∑
k=0
f(xnk)lnk (f ∈ C[a, b], n ∈ N),
ahol lnj (n ∈ N, j = 0, ..., n) az xnk-kra vonatkozo´ j-edik Lagrange-fe´le alappolinom. Milyen
xnk-k esete´n lesz ‖Li‖ (i = 0, 1, 2) (ld. 6.3.2. iv) megjegyze´s) a legkisebb?
57. Legyen X1 := C
1[0, 1], X2 := C[0, 1], ‖f‖1 := ‖f‖∞, ‖g‖2 := ‖g‖∞ (f ∈ X1, g ∈ X2). La´ssuk
be, hogy ha Df := f ′ (f ∈ X1), akkor D ∈ L(X1, X2) \L(X1, X2). Mo´dos´ıtsuk a ‖.‖1 norma´t a
ko¨vetkezo˝ke´ppen: ‖f‖1 := ‖f‖∞ + ‖f ′‖∞ (f ∈ X1). Ekkor D ∈ L(X1, X2) e´s ‖D‖ = 1.
58. Tekintsu¨k az X1 := X2 := C[0, 1], ‖f‖1 := ‖f‖∞, ‖f‖2 :=
∫ 1
0
|f | (f ∈ C[0, 1]) defin´ıcio´val e´rtel-
mezett (Xi, ‖.‖i) (i = 1, 2) norma´lt tereket. Legyen 0 ≤ a < b ≤ 1 e´s Aif :=
∫ b
a
f (f ∈ Xi)
(i = 1, 2). Igazoljuk, hogy Ai ∈ L(Xi,R) (i = 1, 2) e´s ‖A1‖ = b− a, ‖A2‖ = 1.
59. Tegyu¨k fel, hogy az (X, 〈, 〉) euklideszi te´rben adott egy ve´ges ∅ 6= Y ⊂ X ONR e´s legyen
Ax :=
∑
y∈Y 〈x, y〉· y (x ∈ X). Mutassuk meg, hogy A ∈ L(X,X) e´s ‖A‖ = 1.
60. Adott −∞ < a < b < +∞ mellett legyen (X, ‖.‖) := (C[a, b], ‖.‖∞) e´s tegyu¨k fel, hogy az
A ∈ L(X,X) opera´tor pozit´ıv, azaz ba´rmely 0 ≤ f ∈ X esete´n Af ≥ 0. Bizony´ıtsuk be, hogy ha
e(x) := 1 (x ∈ [a, b]), akkor ‖A‖ = ‖Ae‖∞.
(U´tm.: f ∈ X =⇒ |f | ≤ ‖f‖∞· e, azaz ‖f‖∞· e − |f | ≥ 0 =⇒ 0 ≤ A (‖f‖∞· e− |f |) =
‖f‖∞·Ae− A(|f |) =⇒ A(|f |) ≤ ‖f‖∞·Ae. De −|f | ≤ f ≤ |f | =⇒ −A(|f |) ≤ Af ≤ A(|f |),
azaz |Af | ≤ A(|f |) =⇒ |Af | ≤ ‖f‖∞·Ae, teha´t ‖Af‖∞ ≤ ‖f‖∞· ‖Ae‖∞ e´s itt f := e-re
egyenlo˝se´g van.)
61. A Bn (n ∈ N) Bernstein-opera´torokro´l (ld. 55. feladat) mutassuk meg, hogy lim(‖Bnf−f‖∞) =
0, ha f legfeljebb ma´sodfoku´ polinom.
62. Az 60. feladatban e´rtelmezett A ∈ L(X,X) pozit´ıv opera´torro´l la´ssuk be, hogy |A(fg)| ≤√
A(f2)·√A(g2) (f, g ∈ X).
(U´tm.: (f + λg)2 ≥ 0 (λ ∈ R) =⇒ 0 ≤ A ((f + λg)2) = λ2A(g2) + 2λA(fg) + A(f2), azaz
minden x ∈ [a, b] esete´n λ2A(g2)(x)+2λA(fg)(x)+A(f2)(x) ≥ 0, ill. u. ez f e´s g felcsere´le´se´vel.
Ha pl. A(g2)(x) > 0, akkor az elo˝bbi (λ-ra ne´zve) ma´sodfoku´ polinom diszkrimina´nsa nem lehet
pozit´ıv, stb.)
63. Legyen (X1, ‖.‖1) Banach-te´r, (X2, ‖.‖2) norma´lt te´r, A ∈ L(X1, X2) e´s ‖x‖ := ‖x‖1 + ‖Ax‖2
(x ∈ X1). Mutassuk meg, hogy X1 ∋ x 7→ ‖x‖ norma e´s (X1, ‖.‖) Banach-te´r.
64. Bizony´ıtsuk be, hogy az ({x ∈ ℓ∞ : limx = 0}, ‖ · ‖∞) te´rben van (Schauder-) ba´zis.
65. Valamely (X, ‖.‖) norma´lt te´r esete´n la´ssuk be, hogy ∀A ∈ L(K, X) ∃| a ∈ X : Ax = xa
(x ∈ K) e´s ‖A‖ = ‖a‖.
(U´tm.: ∀x ∈ K : x = 1 · x =⇒ Ax = x · A1, stb.)
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66. Terjesszu¨k ki a 65. feladatbeli a´ll´ıta´st: 0 < n ∈ N e´s jellemezzu¨k az L(Kn, X) teret (Kn-en a
”
szoka´sos” ‖.‖i (i = 1, 2,∞) norma´kat vezetve be).
67. Tekintsu¨k az (X, ‖.‖) norma´lt te´r e´s az f ∈ X∗ korla´tos linea´ris funkciona´l esete´n az
L := {x ∈ X : f(x) = 0} magteret. Bizony´ıtsuk be, hogy ∀x ∈ X : ‖f‖ · ρ(x, L) = |f(x)|.
(U´tm.: f = 0 esete´n a dolog trivia´lis, ku¨lo¨nben
∀ l ∈ L : |f(x)| = |f(x− l)| ≤ ‖f‖· ‖x − l‖,
azaz |f(x)| ≤ ‖f‖· ρ(x, L). Tova´bba´ ∀ z ∈ X, ‖z‖ = 1, f(z) 6= 0 : x − f(x)z/f(z) ∈ L, ı´gy
ρ(x, L) ≤ ‖f(x)z/f(z)‖ = |f(x)/|f(z)| =⇒ |f(z)| ≤ |f(x)|/ρ(x, L), eze´rt ‖f‖ ≤ |f(x)|/ρ(x, L).)
68. Az (X, ‖.‖) := (C[0, 1], ‖ · ‖∞) norma´lt te´r esete´n tekintsu¨k az ala´bbi leke´peze´seket: A1f(t) :=
t· f(t), A2f(t) := f(0) + t· f(1), A3f(t) := f(t2), A4f(t) :=
∫ t
0 f, A5f(t) :=
∫ 1
0 e
txf(x) dx
(f ∈ X, t ∈ [0, 1]). Mutassuk meg, hogy Ai ∈ L(X) (i = 1, 2, 3, 4, 5), e´s sza´mı´tsuk ki a
szo´ban forgo´ opera´torok norma´it.
69. Egy (X, ‖.‖) norma´lt te´r e´s f ∈ X∗ esete´n legyen L az f magtere (ld. 67. feladat). Tegyu¨k fel,
hogy X \ L 6= ∅ e´s x ∈ X \ L olyan, hogy egy alkalmas y ∈ L elemmel ρ(x, L) = ‖x− y‖. La´ssuk
be, hogy ekkor van olyan z ∈ X, ‖z‖ = 1 elem, amellyel |f(z)| = ‖f‖.
(U´tm.: ld. 67. feladat.)
70. Az elo˝zo˝ feladatbeli norma´lt te´r e´s 0 6= f ∈ X∗ funkciona´l mellett legyen most L :=
{x ∈ X : f(x) = 1}. Bizony´ıtsuk be, hogy ha m := inf{‖x‖ : x ∈ L}, akkor m· ‖f‖ = 1.
(U´tm.: ∀x ∈ L : 1 = f(x) ≤ ‖f‖· ‖x‖, azaz 1/‖f‖ ≤ m. De ∀ z ∈ X, f(z) 6= 0 : z/f(z) ∈ L,
azaz m ≤ ‖z/f(z)‖ = ‖z‖∗/|f(z)|, eze´rt |f(z)| ≤ ‖z‖/m, amibo˝l ma´r ‖f‖ ≤ 1/m ko¨vetkezik.)
71. Legyen X := {x = (xn) ∈ ℓ∞ : limx = 0}, ‖.‖ := ‖.‖∞ e´s f(x) :=
∑∞
k=0 xk2
−k (x ∈ X).
Bizony´ıtsuk be, hogy f ∈ X∗ e´s ha L az f magtere, akkor ba´rmilyen x ∈ X \ L elemet is adunk
meg, ehhez nem le´tezik olyan y ∈ L, amellyel ρ(x, L) = ‖x−y‖ igaz lenne. Mennyi az f norma´ja?
(U´tm.: a 64. feladatra hivatkozva okoskodhatunk indirekt mo´don. Legyen teha´t x ∈ X \ L
olyan, hogy egy alkalmas y ∈ L elemmel ρ(x, L) = ‖x − y‖. Ekkor lenne olyan z ∈ X, ‖z‖ = 1,
hogy |f(z)| = ‖f‖. De ‖f‖ = 2 (ui. egyre´szt |f(t)| ≤ ‖t‖∞·
∑∞
k=0 2
−k = 2‖t‖∞ (t ∈ X),
ma´sre´szt f ((1, 1, ..., 1, 0, 0, ...)) =
∑n
k=0 2
−k ≤ ‖f‖ (n ∈ N)) e´s ∀ z = (zn) ∈ X, ‖z‖ = 1
∃n ∈ N : |zn| < 1 =⇒ |f(z)| <
∑∞
k=0 2
−k = 2.)
72. Az (ℓ2, ‖.‖2) norma´lt te´r e´s valamely λn ∈ K (n ∈ N) egyu¨tthato´k esete´n tekintsu¨k az Ax :=
(λnxn) ∈ KN (x = (xn) ∈ ℓ2) leke´peze´st. Ekkor A ∈ L(ℓ2,KN).Mikor igaz, hogy A ∈ L(ℓ2, ℓ2)?
Milyen esetben lesz A ∈ L(ℓ2, ℓ2) e´s ekkor mennyi az A norma´ja?
73. Mutassuk meg, hogy ha az (ℓ1, ‖.‖1) te´r esete´n fn(x) := xn (n ∈ N, x = (xk) ∈ ℓ1), ak-
kor fn ∈ ℓ∗1 (n ∈ N). Sza´mı´tsuk ki az fn (n ∈ N) funkciona´l norma´ja´t. Igazoljuk, hogy
∀x ∈ ℓ1 : (fn(x)) konvergens, de nincs olyan f ∈ ℓ∗1, amelyre lim(‖f − fn‖) = 0 lenne.
74. Az 56. feladat jelo¨le´seit megtartva tekintsu¨k az Ln (n ∈ N) Lagrange-fe´le interpola´cio´s opera´-
torokat e´s legyen
Pn := {P|[a,b] ∈ C[a, b] : P legfeljebb n−edfoku´ polinom} (n ∈N).
Bizony´ıtsuk be, hogy ha f ∈ C[a, b] e´s f -re teljesu¨l a lim (ρ(f,Pn)· ‖Ln‖) = 0 felte´tel, akkor
lim(‖f − Lnf‖∞) = 0.
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(U´tm.: ∀P ∈ Pn : ‖f − Lnf‖∞ ≤ ‖f − P‖∞ + ‖P − Lnf‖∞ = ‖f − P‖∞+ ‖Ln(f − P )‖∞ ≤
(1 + ‖Ln‖)· ‖f − P‖∞, amibo˝l ‖f − Lnf‖∞ ≤ (1 + ‖Ln‖)· ρ(f,Pn) (n ∈ N) ko¨vetkezik.)
Megjegyze´sek.
i) Van olyan C > 0 konstans, hogy ‖Ln‖ ≥ C ln (n+ 2) (n ∈ N) (ld. Faber-Bernstein-te´tel).
Eze´rt a lim (ρ(f,Pn)· ‖Ln‖) = 0 egyenlo˝se´ghez szu¨kse´ges, hogy lim (ρ(f,Pn)· ln (n+ 2)) = 0,
azaz ρ(f,Pn) = o(1/ ln (n+ 2)) (n→∞) legyen (azaz ρ(f,Pn)· ln (n+ 2)→ 0 (n→∞)).
ii) Ismert (ld. Jackson-te´tel), hogy egy alkalmas c > 0 konstanssal ρ(f,Pn) ≤ cω(f, 1/n)
(0 < n ∈ N) (ahol ω(f, δ) := sup{|f(x)− f(y)| : x, y ∈ [a, b], |x− y| ≤ δ} (δ ≥ 0) az f foly-
tonossa´gi modulusa). Teha´t ω(f, δ) = o (1/ ln (1/δ)) (δ → +0) (azaz ω(f, δ)· ln (1/δ) → 0
(δ → +0)) elegendo˝ ahhoz, hogy lim(‖f − Lnf‖∞) = 0 legyen (Dini-Lipschitz-felte´tel).
75. Tova´bbra is az 56. feladatra hivatkozva gondoljuk meg, hogy ha x ∈ [a, b], akkor ∀ f ∈ C[a, b] :
f(x) = lim (Lnf(x)) ⇐⇒ sup{
∑n
k=0 |lnk(x)| : n ∈N} < +∞ (Hahn-te´tel).
(U´tm.: sza´mı´tsuk ki az C[a, b] ∋ f 7→ Lnf(x) (n ∈ N) Lagrange-funkciona´l norma´ja´t, e´s
alkalmazzuk a Banach-Steinhaus-te´telt (ld. 6.6.3. Te´tel).)
Megjegyze´sek.
i) Az u´tmutato´ban szereplo˝ funkciona´l egy kvadratu´ra (ld. 6.2.), amelynek a su´lyai lnk(x)-ek
(k = 0, ..., n ∈ N).
ii) Ba´rmely xnk (k = 0, ..., n ∈ N) alappontrendszer esete´n van olyan x ∈ [a, b] e´s f ∈ C[a, b],
hogy az (Lnf(x)) sorozat diverga´l (Bernstein). So˝t, f u´gy is megva´laszthato´, hogy az
(Lnf(x)) sorozat az [a, b] intervallum majdnem minden pontja´ban diverga´l (Erdo˝s-Ve´rtesi).
76. Tegyu¨k fel, hogy az 56. feladatban szereplo˝ xnk (k = 0, ..., n ∈ N) alappontok egy, az
[a, b]-n e´rtelmezett r su´lyfu¨ggve´nyre ortogona´lis (Pn) polinomsorozat gyo¨kei, azaz
∫ b
a
PnPmr = 0
(n 6= m ∈ N) e´s Pn(xnk) = 0 (k = 0, ..., n ∈ N). Mutassuk meg, hogy ∀ f ∈ C[a, b] :
lim
(∫ b
a
r(f − Lnf)2
)
= 0 (Tura´n-Erdo˝s).
(U´tm.: mivel
∫ b
a
lnklnjr = 0 (j 6= k = 0, ..., n ∈ N), eze´rt minden olyan Qn ∈ Pn (n ∈ N)
sorozatra, amelyre lim(‖f −Qn‖∞) = 0, igaz az, hogy∫ b
a
r(f − Lnf)2 =
∫ b
a
r (f −Qn + Ln(Qn − f))2 ≤
2
(∫ b
a
r(f −Qn)2 +
∫ b
a
r (Ln(Qn − f))2
)
,
ahol ∀ g ∈ C[a, b] :∫ b
a
r(Lng)
2 =
∫ b
a
r
(
n∑
k=0
g(xnk)lnk
)2
=
∫ b
a
r·
n∑
k=0
g2(xnk)l
2
nk ≤ ‖g‖2∞·
∫ b
a
r·
n∑
k=0
l2nk =
‖g‖2∞·
∫ b
a
r
(
n∑
k=0
lnk
)2
= ‖g‖2∞·
∫ b
a
r,
teha´t
∫ b
a r(f − Lnf)2 ≤ 4‖f −Qn‖2∞·
∫ b
a r → 0 (n→∞).)
Megjegyze´s. Ha infRr > 0, akkor ko¨nnyen bela´thato´ mo´don az is igaz, hogy
lim
(∫ b
a (f − Lnf)2
)
= lim
(∫ b
a |f − Lnf |
)
= 0.
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77. Legyenek adottak az (Xi, ‖.‖i) (i = 1, 2) Banach-terek e´s tegyu¨k fel, hogy valamely ∅ 6= N ⊂ N
indexhalmazzal Unk ∈ L(X1, X2) (k ∈ N , n ∈ N). Bizony´ıtsuk be, hogy ha minden N ∋ k-ra
sup{‖Unk‖ : n ∈ N} = +∞, akkor ∃x ∈ X1 ∀ k ∈ N : sup{‖Unkx‖2 : n ∈ N} = +∞.
(U´tm.: Yk := {x ∈ X1 : sup{‖Unkx‖2 : n ∈ N} < +∞} (k ∈ N ) elso˝ katego´ria´ju´ halmaz (ld.
6.6.1. Te´tel)), eze´rt Y := ∪k∈NYk is az, de X1 nem ilyen (ld. Baire-te´tel (2.2.2. Te´tel).)
78. Legyen (X, ‖.‖∗) := (C2π , ‖.‖∞), x ∈ R e´s Φ(x)n f := Snf(x) (n ∈ N, f ∈ C2π), ahol Snf az f
fu¨ggve´ny Fourier-sora´nak az n-edik re´szleto¨sszege. La´ssuk be, hogy a Φ
(x)
n (n ∈ N) Fourier-
funkciona´lra az ala´bbiak igazak: Φ
(x)
n ∈ X∗, ‖Φ(x)n ‖ =
∫ 2π
0 |Dn| (n ∈ N) (itt Dn jelo¨li az n-edik
Dirichlet-fe´le magfu¨ggve´nyt, azaz Snf(x) =
∫ 2π
0 f(t)Dn(x− t) dt).
79. Bizony´ıtsuk be, hogy ba´rmely ∅ 6= D ⊂ R legfeljebb megsza´mla´lhato´ halmazhoz van olyan
f ∈ C2π fu¨ggve´ny, amelynek a Fourier-sora minden D-beli pontban diverga´l (Feje´r-te´tel).
(U´tm.: gondoljuk meg (ld. 78.), hogy alkalmas C > 0 konstanssal ‖Φ(x)n ‖ ≥ C ln (n + 2)
(n ∈ N). Legyen D = {xk ∈ R : k ∈ N}, ahol N ⊂ N egy legfeljebb megsza´mla´lhato´ halmaz.
I´rjunk ezek uta´n 77.-ben X1 := C2π-t, X2 := R-et, ‖.‖1 := ‖.‖∞-t, ‖.‖2 := |.|-et, Unk := Φ(xk)n -t
(n ∈ N, k ∈ N ).)
80. A Bn (n ∈ N) Bernstein-opera´torokro´l (ld. 55.) mutassuk meg, hogy ha hj(x) := xj (x ∈ [0, 1],
j = 0, 1, 2), akkor lim(‖Bnhj − hj‖∞) = 0.
81. Legyen (X, 〈, 〉) euklideszi te´r, Li ⊂ X teljes alte´r, Pi : X → Li projekcio´ (i = 1, 2) (ld. 5.3.3.
iv) megjegyze´s) e´s tegyu¨k fel, hogy ∀x ∈ X : 〈P1x, P2x〉 = 0.Mutassuk meg, hogy ekkor P1P2 :=
P1 ◦ P2 = 0 (azaz ∀x ∈ X : P1(P2x) = 0.)
(U´tm.: ∀x ∈ L2 : 0 = 〈P1x, P2x〉 = 〈P1x, x〉, eze´rt ‖P1x‖2 = 〈P1x, x〉 = 0, ı´gy ∀x ∈ X :
P1(P2x) = 0.)
82. Az elo˝bbi feladat jelo¨le´seit haszna´lva la´ssuk be, hogy L1⊥L2 ⇐⇒ ∀x ∈ X : 〈P1x, P2x〉 = 0.
(U´tm.: a szu¨kse´gesse´g nyilva´nvalo´, az ele´gse´gesse´ghez pedig vegyu¨k figyelembe, hogy
∀x ∈ L1, y ∈ L2 : 〈x, y〉 = 〈P1x, P2x〉 = 0.)
83. Adott egy (X, 〈, 〉)Hilbert-te´r e´s benne egy za´rt L ⊂ X alte´r. Jelo¨lju¨k P -vel az L-re valo´ projekcio´t
e´s legyen A ∈ L(X,X). Bizony´ıtsuk be, hogy
i) AP = A =⇒ L⊥ ⊂ {x ∈ X : Ax = 0};
ii) PA = A =⇒ RA ⊂ L;
iii) AP = PA =⇒ A[L] ⊂ L e´s A[L⊥] ⊂ L⊥;
iv) ı´rhatunk-e az elo˝bbiekben
”
⊂” helyett egyenlo˝se´get?
84. A 81. feladatbeli jelo¨le´sekre hivatkozva gondoljuk meg, hogy ‖P1 − P2‖ ≤ 1, ill. L2⊥L1 ⇐⇒
P1 + P2 projekcio´ =⇒ ‖P1 − P2‖ = 1. Szemle´ltessu¨k a feladatot R2-ben.
(U´tm.: ba´rmely P : X → X projekcio´ e´s x ∈ X esete´n
‖P (2x)− x‖2 = ‖(Px− x) + Px‖2 = ‖Px− x‖2 + ‖Px‖2 = ‖x‖2,
eze´rt
‖P1x− P2x‖ = ‖P1x− x/2 + x/2− P2x‖ ≤ (‖P1(2x)− x‖+ ‖x− P2(2x)‖) /2 = ‖x‖.)
7. Feladatok 159
85. Az (X, 〈, 〉) euklideszi te´rben tekintsu¨k az L ⊂ X alteret, e´s mutassuk meg, hogy L ⊂ (L⊥)⊥ ,
ill., ha L teljes, akkor
(
L⊥
)⊥
= L. Igaz-e az uto´bbi egyenlo˝se´g akkor is, ha L nem teljes?
(U´tm.: x ∈ (L⊥)⊥ ⇐⇒ ∀ y ∈ L⊥ : 〈x, y〉 = 0, ami minden x ∈ L esete´n igaz =⇒
L ⊂ (L⊥)⊥ . Ford´ıtva, ha L teljes, akkor ∀ x ∈ (L⊥)⊥ : x = x1 + x2, ahol x1 ∈ L, x2 ∈ L⊥.
Teha´t ‖x‖2 = 〈x, x〉 = 〈x, x1〉 ≤ ‖x‖· ‖x1‖, azaz ‖x1‖ ≥ ‖x‖. Ugyanakkor ‖x‖2 = ‖x1‖2 + ‖x2‖2,
amibo˝l ‖x2‖ = 0, ı´gy x = x1 ∈ L ko¨vetkezik. Eze´rt
(
L⊥
)⊥ ⊂ L. Legyen X := ℓ2, L := ℓ1, ekkor
ℓ⊥1 =
(
ℓ1
)⊥
= ℓ⊥2 = {0} =⇒
(
ℓ⊥1
)⊥
= {0}⊥ = ℓ2 6= ℓ1.)
86. Legyen (X, 〈, 〉) Hilbert-te´r, L ⊂ X za´rt alte´r e´s f ∈ L∗ (azaz f korla´tos linea´ris funkciona´l L-en).
Bizony´ıtsuk be, hogy ekkor egye´rtelmu˝en adhato´ meg a Hahn-Banach-te´telben (ld. 6.5.1. Te´tel)
szereplo˝ kiterjeszte´s, teha´t olyan F ∈ X∗ funkciona´l, amelyre F|L = f e´s ‖F‖ = ‖f‖.
(U´tm.: az ide´zett te´tel alapja´n tudjuk, hogy van ilyen F. Viszont a Riesz-reprezenta´cio´s te´tel (ld.
6.4.1. Te´tel) miatt ∃| b ∈ X, a ∈ L : f(x) = 〈x, a〉 (x ∈ L), ill. F (z) = 〈z, b〉 (z ∈ X). Eze´rt
∀x ∈ L : 〈x, a−b〉 = 0. A Riesz-felbonta´s (ld. 5.3.3. Te´tel) miatt b = b1+b2, ahol b1 ∈ L, b2 ∈ L⊥,
ı´gy az elo˝bbiek szerint ∀x ∈ L : 〈x, a − b1 − b2〉 = 0. Eze´rt az x := a − b1 va´laszta´ssal
〈a − b1, a − b1〉 = 0, azaz a = b1. Tova´bba´ ‖F‖ = ‖b‖ =
√‖b1‖2 + ‖b2‖2 = √‖a‖2 + ‖b2‖2 =
‖f‖ = ‖a‖, amibo˝l b2 = 0 ko¨vetkezik. Ve´gu¨l teha´t a = b.)
87. Az (X, 〈, 〉) Hilbert-te´rben tekintsu¨k az L ⊂ X za´rt alteret. Elleno˝rizzu¨k, hogy ∀x ∈ X :
ρ(x, L) = max{|〈x, y〉| : y ∈ L⊥, ‖y‖ = 1}.
(U´tm.: |〈x, y〉| = |〈x − Px, y〉| ≤ ‖x − Px‖ = ρ(x, L), ahol P az L-re valo´ projekcio´. Tova´bba´
x /∈ L esete´n y := x−Px‖x−Px‖ ∈ L⊥, ‖y‖ = 1, azaz |〈x, y〉| = |〈x− Px, y〉| = ‖x− Px‖ = ρ(x, L).)
88. Az X := R2, ‖(x, y)‖∗ := |x| + |y| ((x, y) ∈ X) norma´lt te´r esete´n tekintsu¨k az
Y := {(x, 0) ∈ X : x ∈ R} alteret e´s az f(x, 0) := x ((x, 0) ∈ Y ) funkciona´lt. La´ssuk be,
hogy f ∈ Y ∗, ‖f‖ = 1. Hata´rozzuk meg az o¨sszes olyan F ∈ X∗ funkciona´lt, amelyre F|Y = f e´s
‖F‖ = ‖f‖ (ro¨viden: f ⊂ F ) teljesu¨l.
(U´tm.: tudjuk, hogy F ∈ X∗ ⇐⇒ ∃ a, b ∈ R ∀ (x, y) ∈ R2 : F (x, y) = ax + by. Eze´rt
F (x, 0) = ax = f(x, 0) = x (x ∈ R) miatt a = 1. Tova´bba´ |F (x, y)| = |x+ by| ≤ |x|+ |b|· |y| ≤
max{1, |b|}· ‖(x, y)‖∗ ((x, y) ∈ X) , azaz ‖F‖ ≤ max{1, |b|}. De |F (x, 0)| = |x| = ‖(x, 0)‖∗,
ı´gy ‖F‖ ≥ 1, ill. |F (0, y)| = |b|· |y| = |b|· ‖(0, y)‖∗, amibo˝l meg ‖F‖ ≥ |b| ado´dik. Teha´t
‖F‖ = max{1, |b|} = ‖f‖ = 1 ⇐⇒ |b| ≤ 1.)
89. Mi van akkor, ha az elo˝zo˝ feladatban ‖(x, y)‖∗ := max{|x|, |y|} (x, y) ∈ X)?
90. Legyen (X, ‖.‖∗) := (R3, ‖·‖2), Y := {(x, y, z) ∈ X : x = y = z} e´s f(x, y, z) := x ((x, y, z) ∈ Y ).
Igazoljuk az ala´bbiakat: f ∈ Y ∗, ‖f‖ = 1√
3
. Adjuk meg az o¨sszes olyan F ∈ X∗ funkciona´lt,
amelyre f ⊂ F.
91. Mo´dos´ıtsuk az elo˝zo˝ feladatot a ko¨vetkezo˝ke´ppen: Y := {(x, y, z) ∈ X : x + y + z = 0},
f(x, y, z) := x + y ((x, y, z) ∈ Y ) . Ekkor ‖f‖ =
√
2
3 . Adjuk meg most is az o¨sszes F ∈ X∗,
f ⊂ F funkciona´lt.
92. Legyen (X, ‖.‖) norma´lt te´r, xn, x ∈ X (n ∈ N) e´s tegyu¨k fel, hogy ∀ f ∈ X∗ : f(x) = lim(f(xn))
(azaz az (xn) sorozat gyenge´n konverga´l x-hez: LIM (xn) := x). Igazoljuk az ala´bbi a´ll´ıta´sokat:
i) lim(xn) = x =⇒ LIM(xn) = x;
ii) az elo˝bbi ko¨vetkeztete´s ford´ıtva nem igaz;
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iii) a LIM (xn) gyenge limesz egye´rtelmu˝en le´tezik;
iv) ha LIM (yn) is le´tezik, akkor ∀α ∈ R : LIM (αxn + yn) = α·LIM(xn)+LIM (yn).
93. Tegyu¨k fel, hogy 87.-ben (X, ‖.‖) ve´ges dimenzio´s. Ekkor LIM (xn) = x ⇐⇒ lim(xn) = x.
94. A 92.-beli jelo¨le´seket haszna´lva mutassuk meg, hogy a gyenge´n konvergens (xn) sorozat korla´tos
e´s ‖x‖ ≤ lim inf(‖xn‖).
(U´tm.: legyen Φn(f) := f(xn),Φ(f) := f(x) (n ∈ N, f ∈ X∗), ekkor Φn, Φ ∈ X∗∗ e´s
lim(Φn(f)) = Φ(f). Alkalmazzuk a Banach-Steinhaus-te´telt (ld. 6.6.3. Te´tel).)
95. Legyen 92.-ben L := L({xn ∈ X : n ∈ N}) e´s gondoljuk meg, hogy x ∈ L.
(U´tm.: indirekt okoskodva tegyu¨k fel, hogy x /∈ L. Ekkor - le´ve´n L za´rt alte´r - lenne olyan f ∈ X∗
funkciona´l, amelyre f(x) = 1 e´s f(t) = 0 (t ∈ L). Teha´t erre az f -re lim(f(xn)) = 0 6= f(x) = 1
lenne, ami nem igaz.)
96. Tekintsu¨k az (X, ‖.‖) := (ℓ2, ‖.‖2) norma´lt teret e´s legyen xn = (xnk, k ∈ N), x = (xk) ∈ X
(n ∈ N). Bizony´ıtsuk be, hogy LIM (xn) = x ⇐⇒ (xn) korla´tos e´s ∀ k ∈ N : lim(xnk) = xk.
(U´tm.: ld. Kolmogorov-Fomin-ko¨nyv.)
Megjegyze´s. Bela´thato´, hogy (ℓ1, ‖.‖1)-ben a gyenge konvergencia ekvivalens a konvergencia´val
(Schur-te´tel).
97. Tegyu¨k fel, hogy az (X, ‖.‖) Banach-te´r reflex´ıv (ld. 6.5.4. i) megjegyze´s) e´s fn, f ∈ X∗ (n ∈ N).
La´ssuk be, hogy ekkor LIM (fn) = f ⇐⇒ ∀x ∈ X : lim (fn(x)) = f(x).
98. Igazoljuk a gyenge konvergencia ala´bbi jellemze´se´t tetszo˝leges (X, ‖.‖) norma´lt te´r esete´n:
LIM (xn) = x ⇐⇒ (xn) korla´tos e´s ∃Y ⊂ X∗ za´rt rendszer, hogy lim(f(xn)) = f(x)
(f ∈ Y ).
99. Legyen (X, 〈, 〉) Hilbert-te´r. Ekkor:
i) LIM (xn) = x e´s lim(‖xn‖) = ‖x‖ =⇒ lim(xn) = x;
ii) LIM (xn) = x e´s lim(‖xn‖) ≤ ‖x‖ =⇒ lim(xn) = x;
iii) LIM (xn) = x e´s ‖xn‖ ≤ ‖x‖ (n ∈ N) =⇒ lim(xn) = x.
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100. Egy (X, ‖.‖) norma´lt te´r, ∅ 6= A ⊂ X∗ ve´ges halmaz e´s ε > 0 sza´m esete´n legyen
KAε := {x ∈ X : |f(x)| < ε (f ∈ A)}.
La´ssuk be a ko¨vetkezo˝ket:
i) minden KAε halmaz ny´ılt e´s 0 ∈ KAε ;
ii) a KAε (z) := z + K
A
ε (z ∈ X, ∅ 6= A ⊂ X∗ ve´ges) halmazok (gyenge ko¨rnyezetek) eleget
tesznek a ko¨rnyezetrendszerrel kapcsolatos k´ıva´nalmaknak (ld. 7. feladat);
iii) KAε (z) = {x ∈ X : |f(z)− f(x)| < ε (f ∈ A)} (z ∈ X, ∅ 6= A ⊂ X∗ ve´ges);
iv) legyen z ∈ X,
T ∗z := {KAε (z) ∈ P(X) : ε > 0, ∅ 6= A ⊂ X∗, A ve´ges}
e´s T ∗ a T ∗z (z ∈ X) ko¨rnyezetrendszer a´ltal induka´lt topolo´gia X-ben (ld. 8. feladat)
(az X gyenge topolo´gia´ja). Ekkor (X, T ∗) T2-te´r e´s ha T jelo¨li az (X, ‖.‖) te´r topolo´gia´ja´t,
akkor T ∗ ⊂ T (azaz T ∗ gyenge´bb, mint T );
v) legyen xn, x ∈ X (n ∈ N), akkor LIM (xn) = x ⇐⇒ ∀K ∈ T ∗x : xn ∈ K m.m. n ∈ N.
Megjegyze´s. Ha ε > 0, ∅ 6= Y ⊂ X, Y ve´ges, akkor legyen
KYε := {f ∈ X∗ : |f(x)| < ε (x ∈ Y )},
ill. g ∈ X∗ esete´n KYε (g) := g+KYε (a g gyenge ko¨rnyezete). A fentiekhez hasonlo´an la´thato´ be,
hogy T ∗∗g := {KYε (g) ∈ P(X∗) : ε > 0, ∅ 6= Y ⊂ X, Y ve´ges} is eleget tesz a ko¨rnyezetrendszerrel
szembeni k´ıva´nalmaknak. A T ∗∗g (g ∈ X∗) a´ltal (X∗-ban) induka´lt T ∗∗ topolo´gia´t az X∗ gyenge
topolo´gia´ja´nak nevezzu¨k. Nem nehe´z bela´tni, hogy ez re´szhalmaza az X∗ gyenge topolo´gia´ja´nak
(azaz anna´l gyenge´bb), ill. reflex´ıv te´r esete´n a ketto˝ megegyezik.
101. Legyen (X, ‖.‖) reflex´ıv Banach-te´r, xn ∈ X (n ∈ N) e´s tegyu¨k fel, hogy ba´rmely f ∈ X∗ esete´n
az (f(xn)) sorozat konvergens. La´ssuk be, hogy ekkor az (xn) sorozat gyenge´n konvergens.
Megjegyze´s. Egy (X, ‖.‖) norma´lt te´r gyenge´n teljes, ha ba´rmely xn ∈ X (n ∈ N) esete´n igaz
a ko¨vetkezo˝ ekvivalencia: (xn) gyenge´n konvergens ⇐⇒ ∀ f ∈ X∗ : (f(xn)) konvergens. A
feladat szerint teha´t minden reflex´ıv Banach-te´r gyenge´n teljes. I´gy pl. minden Hilbert-te´r vagy
ba´rmely (Lp, ‖.‖p) (1 < p < +∞) te´r gyenge´n teljes. Megmutathato´, hogy (ℓ1, ‖.‖1) gyenge´n
teljes, ba´r nem reflex´ıv.
102. Igazoljuk, hogy az ℓ0∞ := {x ∈ ℓ∞ : limx = 0}, ‖x‖ := ‖x‖∞ (x ∈ ℓ0∞) defin´ıcio´val e´rtelmezett
(ℓ0∞, ‖ · ‖) te´r nem gyenge´n teljes.
103. Tegyu¨k fel, hogy az (Xi, ‖.‖i) norma´lt terek esete´n az An ∈ L(X1, X2) (n ∈N) opera´torsorozat
olyan, hogy egy alkalmas A : X1 → X2 opera´torral LIM (Anx) = Ax (x ∈ X1). Gondoljuk meg,
hogy ekkor A ∈ L(X1, X2), so˝t, ha An ∈ L(X1, X2) (n ∈ N) e´s (X1, ‖.‖1) Banach-te´r, akkor
A ∈ L(X1, X2).
104. Adottak az (Xi, ‖.‖i) norma´lt terek e´s az xn ∈ X1 (n ∈ N) sorozat gyenge´n tart valamely
X1-beli x elemhez. La´ssuk be, hogy ekkor ba´rmely A ∈ L(X1, X2) opera´torra LIM (Axn) = Ax.
105. Tegyu¨k fel, hogy a 104. feladatban szereplo˝ A opera´tor egyben kompakt is (ld. 6.7.), e´s bi-
zony´ıtsuk be, hogy ekkor LIM (xn) = x =⇒ lim(Axn) = Ax.
(U´tm.: felteheto˝, hogy x = 0 e´s okoskodjunk indirekt mo´don: (Axn) nem tart
0-hoz. Ekkor van olyanm > 0 konstans e´s olyan (νn) indexsorozat, hogy ‖Axνn‖2 ≥ m (n ∈ N).
Felteheto˝ teha´t ro¨gto¨n az is, hogy ‖Axn‖2 ≥ m (n ∈ N). Mivel (xn) korla´tos e´s A kom-
pakt, az is felteheto˝, hogy (Axn) konvergens, legyen z := lim(Axn)(∈ X2). Teha´t ∀ f ∈ X∗2 :
f(z) = lim(f(Axn)) = lim(f
∗(xn)) = 0 (ahol f∗ ∈ X∗1 ), ami nyilva´n ellentmond ‖z‖2 ≥ m-nek.)
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106. A 68. feladatban szereplo˝ opera´torok ko¨zu¨l melyik kompakt?
107. Valamely (X, ‖.‖) norma´lt esete´n egy A ⊂ X halmazt nevezzu¨nk gyenge´n kompaktnak, ha ba´rmely
x : N → A sorozathoz van olyan ν indexsorozat, amellyel x ◦ ν gyenge´n konvergens. Mutassuk
meg, hogy ekkor A korla´tos. Igaz-e mindez ford´ıtva?
(U´tm.: tekintsu¨k ℓ1-ben a (0, 0, ..., 0, 1, 0, ...) alaku´ elemek sorozata´t.)
108. Nyilva´n minden kompakt halmaz gyenge´n kompakt. Mutassuk meg, hogy ez ford´ıtva nem igaz.
(U´tm.: tekintsu¨k ℓ2-ben a (0, 0, ..., 0, 1, 0, ...) alaku´ elemek halmaza´t.)
109. Legyen (Xi, ‖.‖i) (i = 1, 2) norma´lt te´r, A ∈ L(X1, X2). Ekkor igaz az ala´bbi ekvivalencia:
∃A−1 e´s A−1 ∈ L(X2, X1) ⇐⇒ A szu¨rjekt´ıv e´s alkalmas m > 0 sza´mmal ‖Ax‖2 ≥ m‖x‖1
(x ∈ X1).
110. Tegyu¨k fel, hogy (X, ‖.‖∗) Banach-te´r, A ∈ L(X,X) e´s ‖A‖ < 1. Legyen Ix := x (x ∈ X) e´s
mutassuk meg, hogy I −A inverta´lhato´, (I −A)−1 ∈ L(X,X) e´s ‖(I −A)−1‖ ≤ (1− ‖A‖)−1.
(U´tm.: ∀ x ∈ X : V x := ∑∞n=0Anx ∈ X, ui. ‖∑∞n=0Anx‖ ≤ ∑∞n=0 ‖A‖n· ‖x‖ =
(1− ‖A‖)−1· ‖x‖ < +∞. Eze´rt V ∈ L(X,X), ‖V ‖ ≤ (1− ‖A‖)−1. De ∀x ∈ X : V (x−Ax) =
V x− V (Ax) =∑∞n=0Anx−∑∞n=1Anx = x, azaz V szu¨rjekt´ıv. A most mondottak miatt y ∈ X
esete´n (I −A)(V y) = y, amibo˝l V injektivita´sa is nyilva´n ko¨vetkezik. Eze´rt V −1 = I −A.)
111. Bizony´ıtsuk be, hogy ha (Xi, ‖.‖i) (i = 1, 2) Banach-te´r, akkor
L0(X1, X2) := {A ∈ L(X1, X2) : A−1 ∈ L(X2, X1)}
ny´ılt halmaz L(X1, X2)-ben (az ‖.‖ opera´tornorma´ra ne´zve). Nevezetesen, la´ssuk be, hogy ha
A ∈ L0(X1, X2), B ∈ L(X1, X2) e´s ‖B‖ < ‖A−1‖−1, akkor A+B ∈ L0(X1, X2) e´s ‖(A+B)−1‖ ≤
‖A−1‖(1− ‖A−1B‖)−1 ≤ ‖A−1‖· (1− ‖A−1‖· ‖B‖)−1.
(U´tm.: alkalmazzuk az elo˝zo˝ ke´t feladatot.)
112. Valamely (X, ‖.‖) Banach-te´r e´s A ∈ L(X,X) esete´n igazak az ala´bbiak:
i) ∃αA := lim( n
√‖An‖) e´s αA = inf{ n√‖An‖ : 0 < n ∈ N};
ii) αA < 1 esete´n a
∑
(An) opera´torsor konvergens;
iii) αA ≥ 1 esete´n a ii)-beli opera´torsor divergens;
iv) a
∑
(An) opera´torsor konvergens ⇐⇒ ∃n ∈ N : ‖An‖ < 1.
(U´tm.: legyen a := inf{ n√‖An‖ : 0 < n ∈ N}. Ekkor ∀ε > 0 ∃ 2 < m ∈ N : m√‖Am‖ < a+ε. Le-
gyenM := max{1, ‖A‖, ..., ‖Am−1‖}. Ha n ∈ N, akkor ∃|kn ∈ N, ln = 0, ...,m−1 : n = knm+ln,
azaz n
√‖An‖ = n√‖Aln(Am)kn‖ ≤ n√‖Aln‖Am‖kn ≤ M1/n‖Am‖kn/n < M1/n(a + ε)1−ln/n. De
lim(M1/n(a + ε)1−ln/n) = a + ε, eze´rt alkalmas N ∈ N mellett minden N < n ∈ N esete´n
M1/n(a+ ε)1−ln/n < a+ 2ε. Innen (a ≤) n√‖An‖ < a+ 2ε ma´r ko¨vetkezik.)
113. Legyen adott a (valo´s) (X, ‖.‖) := (C[a, b], ‖.‖∞) norma´lt te´r, Af(x) := x· f(x) (f ∈ X,
x ∈ [a, b]) (ahol −∞ < a < b < +∞). Bizony´ıtsuk be, hogy A ∈ L(X,X) (ld. kvantummechani-
ka helyzetopera´tora), A-nak nincs saja´te´rte´ke, so˝t, az A spektruma=: SpA = [a, b] (ld. 6.7.3. vii)
megjegyze´s).
(U´tm.: igazoljuk, hogy ∀λ ∈ R : ∃ (A − λI)−1 e´s λ /∈ [a, b] esete´n (A − λI)−1 ∈ L(X,X),
azaz SpA ⊂ [a, b]. Tova´bba´, ha λ ∈ [a, b], akkor D(A−λI)−1 6= X, teha´t SpA = [a, b]. Nyilva´n
∀λ ∈ [a, b] : x· f(x) = λf(x) (x ∈ [a, b]) ⇐⇒ f = 0, azaz λ nem saja´te´rte´k.)
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114. Legyen A ∈ L(ℓ2, ℓ2), Ax := (0, x0, x1, ...) (x ∈ ℓ2). Hata´rozzuk meg SpA-t.
115. Az X := C[−1, 1], ‖.‖ := ‖.‖∞ (valo´s) norma´lt te´r esete´n tekintsu¨k az
Af(x) := f(−x) (f ∈ X, |x| ≤ 1)
mo´don e´rtelmezett (nyilva´n) L(X,X)-beli A opera´tort. Sza´mı´tsuk ki az A saja´te´rte´keit, ill. a
megfelelo˝ saja´tvektorait (ld. 6.7.3. vii) megjegyze´s). Mutassuk meg, hogy SpA = {−1, 1}.
116. Az (X, ‖.‖) := (C[0, 2π], ‖.‖∞) (komplex) norma´lt te´r e´s az Af(x) := eıx· f(x) (0 ≤ x ≤ 2π,
f ∈ X) opera´tor esete´n mutassuk meg, hogy SpA = {λ ∈ C : |λ| = 1}. Van-e saja´te´rte´ke A-nak?
117. Definia´ljuk az A : C[0, 1]→ C[0, 1] opera´tort a ko¨vetkezo˝ke´ppen:
Af(x) := f(0) + f(1)x (f ∈ X, x ∈ [0, 1]).
Hata´rozzuk meg αA-t e´s SpA-t, ha a (valo´s) C[0, 1] te´ren a ‖.‖∞ norma´t tekintju¨k.
118. Legyen X := C[0, 1], ‖.‖ := ‖.‖∞,
X0 := {f ∈ X : f ∈ C1[0, 1], f(0) = 0} , X1 := {f ∈ X : f ∈ C1[0, 1]},
X2 := {f ∈ X : f ∈ C1[0, 1], f(0) = f(1)}
e´s Di ∈ L(Xi, X), Dif := f ′ (f ∈ Xi, i = 0, 1, 2) (D2-t illeto˝en ld. kvantummechanika impulzus-
opera´tora). Bizony´ıtsuk be, hogy SpD0 = ∅, SpD1 = K e´s itt SpD1 minden eleme saja´te´rte´k,
SpD2 = {2πın : n ∈ Z} e´s itt is minden SpD2-beli elem saja´te´rte´k.
