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SOME ASYMPTOTIC PROPERTIES OF
THE REES POWERS OF A MODULE
ANA L. BRANCO CORREIA AND SANTIAGO ZARZUELA
Abstract. Let R be a commutative ring and let G be a free R-module with
finite rank e > 0. For any R-submodule E ⊂ G one may consider the image of
the symmetric algebra of E by the natural map to the symmetric algebra of G,
and then the graded components En, n ≥ 0, of the image, that we shall call the
n-th Rees powers of E (with respect to the embedding E ⊂ G). In this work we
prove some asymptotic properties of the R-modules En, n ≥ 0, which extend well
known similar ones for the case of ideals, among them Burch’s inequality for the
analytic spread.
1. Introduction
Let R be a commutative ring and let G ≃ Re be a free R-module of finite rank
e > 0. For any R-submodule E of G we may consider the natural graded morphism
from the symmetric algebra of E to the symmetric algebra of G induced by the
embedding of E in G, that we shall denote by φ : SR(E) → SR(G). As in the
case of ideals, it is natural in this situation to define the Rees algebra of E (with
respect to the given embedding E ⊂ G) as the image of the morphism φ, namely
RG(E) := φ(SR(E)) ⊂ SR(G). Note that the symmetric algebra of G is isomorphic
to the polynomial ring R[t1, . . . , te] and that, by definition, RG(G) = SR(G). We
may now consider the graded components [RG(E)]n, for n ≥ 0, of RG(E) that we
shall call the n-th Rees powers of E (with respect to the given embedding E ⊂ G)
and denote by En, for n ≥ 0. In this way we may simply write RG(E) = ⊕n≥0En.
Observe that, by definition, we have that En ⊂ Gn ≃ Rg, with g =
(
n+e−1
e−1
)
for
n ≥ 0.
Some general properties of the modules En, extending similar ones for ideals, have
been proved for instance by D. Katz and C. Naude [12] and in the two dimensional
case by D. Katz and V. Kodiyalam [11], V. Kodiyalam [13] and R. Mohan [16]. In
particular, it is shown in [12] that if R is a Noetherian ring then the sets of associated
primes Ass(Gn/En) stabilize for n≫ 0, that is, Ass(Gn/En) = Ass(Gn+1/En+1) for
n≫ 0, the corresponding result for ideals having been proved by M. Brodmann [1].
One of the most basic asymptotic properties of the powers of an ideal is given by
the well known Burch’s inequality relating the analytic spread of an ideal I ⊂ R with
the depths of the R-modules R/In, for n ≥ 0. Recall that if (R,m) is a local ring of
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dimension d, then the analytic spread ℓ(I) of I may be defined as the dimension of
the ring F(I) = R(I)/mR(I), the fiber cone (or special fiber) of I. It is well known
that ht(I) ≤ ℓ(I) ≤ d, and L. Burch [4] proved that ℓ(I) ≤ d − infn≥1 depthR/In.
It is also known that this inequality becomes equality when the associated graded
ring of I is Cohen-Macaulay, see for instance D. Eisenbud and C. Huneke [8].
Our main result in this paper is a natural extension to the case of modules of the
Burch’s inequality. Namely, we shall be able to prove the following result.
Theorem 1.1. Let (R,m) be a local ring and let G ≃ Re be a free R-module of finite
rank e > 0. Assume that dimR = d > 0. Let E ⊂ G be an R-submodule of G such
that E 6= G and denote by ℓG(E) the dimension of the graded ring RG(E)/mRG(E).
Then
ℓG(E) ≤ d+ e− 1− inf
n≥1
depthGn/En.
We may also prove that the above inequality becomes equality if the ring R and
the Rees algebra RG(E) are both Cohen-Macaulay. In the case of modules, there
is a lack of a similar object as the associated graded ring of an ideal, but it is well
known that if R is Cohen-Macaulay and I ⊂ R is an ideal whose Rees algebra R(I)
is Cohen-Macaulay, then the associated graded ring of I is Cohen-Macaulay too.
In order to prove Burch’s inequality for modules we follow the approach by M.
Brodmann [2] in the ideal case, which is based on the stable behavior of the depths
of R/In, for n > 0. Roughly speaking, by using the result proven by D. Katz and
C. Naude on the stability of the sets of associated primes of the R-modules Gn/En,
for n≫ 0, we can first extend to the case of modules the result by M. Brodmann on
the stable behavior of the depths of Gn/En, for n ≫ 0, and then to prove Burch’s
inequality for modules.
Although in the case of ideals one can quickly prove Burch’s inequality by using
the associated graded ring, we are forced to follow this more complicated approach
due to the lack of such a similar object in the theory of Rees algebras of modules.
As a final application we also extend to modules a famous criteria proved by R.
C. Cowsik and M. V. Nori [7] for an ideal to be a complete intersection. A special
case of complete intersection modules was already considered by D. A. Buchsbaum
and D. Rim in [5] under the name of parameter matrices, playing the same role as
system of parameters in their theory of multiplicities for modules of finite length
(nowadays called Buchsbaum-Rim multiplicities). Other authors like D. Katz and
C. Naude [12] have also studied the properties of complete intersection modules (or
modules of the principal class).
Throughout this paper we shall always assume that (R,m) is a local ring of di-
mension d with maximal ideal m and that G ≃ Re is a free R-module with finite
rank e > 0. For a given R-submodule E ⊂ G of G we shall understand that an em-
bedding of E in G has been fixed. Consequently, the Rees algebra RG(E) of E, and
so the n-th Rees powers of E, will always be with respect to this fixed embedding.
One should note that, for a given R-module E and different embeddings of E into
free R-modules, we can get non isomorphic Rees algebras of E, see for instance A.
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Micali [15, Chapitre III, 2. Un example] or the more recent D. Eisenbud, C. Huneke
and B. Ulrich [9, Example 1.1]. See also these papers for a discussion about the
uniqueness of the definition of the Rees algebra of a module. In particular, it is
known that if an R-module E has rank, that is, E ⊗R Q is free with positive rank,
where Q is the total ring of fractions of R, then for any embedding E ⊂ G ≃ Re
of E into a free R-module of positive rank, the Rees algebra of E (with respect to
this embedding) is isomorphic to SR(E)/TR(SR(E)), the symmetric algebra of E
modulo its R-torsion, see [9].
We close this introduction with the following observation. Given E ⊂ G ≃ Re an
R-module with E 6= G, the ideal of RG(G) generated by E is the graded ideal
ERG(G) = E ⊕ E ·G⊕E ·G2 ⊕ · · · =
⊕
i≥0
E ·Gi.
For each n ≥ 1,
(1) (ERG(G))n =
⊕
i≥0
En ·Gi = EnRG(G)
and so, in particular, [EnRG(G)]n = En.
2. The analytic spread of a module
Let E ⊂ G be an R-submodule of G. If E has rank e > 0 there is an explicit
formula for the dimension of the Rees algebra of E, namely dimRG(E) = d + e,
see for instance A. Simis, B. Ulrich and W. V. Vasconcelos [17, Proposition 2.2].
In the general case, there is not such an explicit formula, but one can prove that
dimRG(E) ≤ d+e. For this we follow similar steps as in the proof of [17, Proposition
2.2]. First, we determine the set of minimal primes of the Rees algebra of E.
Lemma 2.1. Let E ⊂ G ≃ Re, e > 0, be an R-module. Then
MinRG(E) = {P = pRG(G) ∩ RG(E) | p ∈ MinR}.
Proof. For any R-ideal J , we set J = JRG(G) ∩RG(E). It is easy to prove that if
(0) = q1∩ . . .∩ qs is a shortest primary decomposition in R then (0) = Q1∩ . . .∩Qs
is a shortest primary decomposition in RG(E). Hence
AssRG(E) = {
√
Q1, . . . ,
√
Qs} ⊇ MinRG(E).
Now, if P ∈ MinRG(E), P =
√Qi for some 1 ≤ i ≤ s. But√
Qi =
√
qiRG(G) ∩ RG(E) = √qiRG(G) ∩ RG(E)
(since RG(G) is a polynomial ring) and, by minimality of
√Qi, √qi ∈ Min(AssR) =
MinR. For the other inclusion, let P = pRG(G) ∩ RG(E) with p ∈ MinR. Then
p =
√
qi for some 1 ≤ i ≤ s and we have P =
√Qi =
√
qiRG(G) ∩ RG(E) ∈
MinRG(E). The equality follows. 
Lemma 2.2. Let E ⊂ G ≃ Re, e > 0, be an R-module. Let p ∈ Spec(R) and set
P = pRG(G) ∩ RG(E). Then
RG(E)/P ≃ RG(E),
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where R = R/p, G = G/pG ≃ G⊗
R
R, E = (E + pG)/pG ⊂ G.
Proof. Let π : G→ G be the canonical epimorphism. Since π(E) = (E + pG)/pG =
E, the map π′ : E → E defined by π′(z) = π(z) for every z ∈ E is an epimorphism.
Hence S(π′) : SR(E) → SR(E) is also an epimorphism. Therefore there exists an
R-epimorphism ρ : RG(E)→ RG(E). Moreover, if ι : RG(E) →֒ RG(G) denotes the
natural inclusion and λ : RG(G)→RG(G)/pRG(G) ≃ SR(G) = RG(G) denotes the
canonical epimorphism, then
λ|RG(E) = ι ◦ ρ.
It follows that
P = pRG(G) ∩ RG(E) = ker λ|RG(E) = ker(ι ◦ ρ) = ρ−1(ker ι) = ker ρ
and so
RG(E)/P ≃ RG(E)
as claimed. 
Our bound for the analytic spread of a module will be a consequence of the
following expression of the dimension of the Rees algebra.
Proposition 2.3. Let E ⊂ G ≃ Re, e > 0, be an R-module. Then
dimRG(E) = max{dimR/p+ rank(E + pG/pG) | p ∈ MinR} ≤ d+ e.
Proof. We have, by the previous lemmas,
dimRG(E) = max{dimRG(E)/P | P ∈ MinRG(E)}
= max{dimRG/pG(E + pG/pG) | p ∈ MinR}.
On the other hand, for each p ∈ MinR, R = R/p is a domain and so E = E +
pG/pG ⊆ G/pG = G ≃ Re is a finitely generated torsionfree R-module having rank
r ≤ e. Hence, in this case we have
dimRG/pG(E + pG/pG) = dimR + rankE ≤ d+ e
and the result follows. 
Remark 2.4. Observe that the above result and its proof are also valid for any
Noetherian ring R, not necessarily local.
As in the ideal case, we may define the fiber cone (or special fiber) of E as
FG(E) := RG(E)/mRG(E), and the analytic spread of E as ℓG(E) := dimFG(E).
From the above proposition we get the following bound for the analytic spread.
Corollary 2.5. Let E ⊂ G ≃ Re, e > 0, be an R-module. Assume d > 0. Then
ℓG(E) ≤ d+ e− 1.
Proof. By definition
ℓG(E) = dimFG(E) = dimRG(E)/mRG(E).
If mRG(E) ⊆ P for some P ∈ MinRG(E), then
m = mRG(E) ∩R ⊆ P ∩R = pRG(G) ∩ RG(E) ∩ R = pRG(G) ∩ R = p
REES POWERS OF A MODULE 5
where p ∈ MinR (by Lemma 2.1). But dimR > 0, that is m 6∈ MinR, and
so mRG(E) is not contained in any minimal prime of RG(E). It follows that
htmRG(E) > 0 and so
ℓG(E) = dimRG(E)/mRG(E) < dimRG(E) ≤ d+ e,
proving the asserted inequality. 
Although in this paper we are not going to use the theory of reductions of modules,
it is worthwhile to point out that, under suitable conditions similar to the ideal case,
the analytic spread of an R-module E ⊂ G coincides with the minimal number of
generators of any minimal reduction of E. In particular, and if E has rank, it also
holds that rankE ≤ ℓG(E), see [17, Propositon 2.2].
3. The asymptotic behavior of depthGn/En
Our aim in this section is to prove that depthGn/En takes a constant value for
large n. For that we shall need the following technical lemma.
Lemma 3.1. Let E  G ≃ Re, e > 0, be an R-module and let a ∈ m. Then, for
every n ≥ 1,
(1) En ≃ (En + aGn)/aGn;
(2) (Gn/En)/a(Gn/En) ≃ Gn/En;
(3) [FG(E)]n ≃ En/mEn + (aGn ∩ En);
where E = E + aG/aG ⊂ G = G/aG.
Proof. Clearly, E 6= G (by Nakayama’s Lemma) since E 6= G and a ∈ m. Moreover,
for each n ≥ 1, we have the commutative diagram
S(E)n −→ S(G)n = Gn
≃ ≃
S(E)n ⊗R R/(a) −→ S(G)n ⊗R R/(a) = Gn ⊗R R/(a)
≃ ≃
S(E)n/aS(E)n −→ S(G)n/aS(G)n = Gn/aGn
.
Hence, by the definition of the n-th Rees powers, it follows that
En ≃ (En + aGn)/aGn,
and (1) is proved. Moreover,
(Gn/En)/a(Gn/En) ≃ Gn/(En + aGn)
≃ (Gn/aGn)/((En + aGn)/aGn)
≃ Gn/En
and (2) is proved. As for (3) we have
[FG(E)]n = En/mEn ≃ ((En + aGn)/aGn)/m((En + aGn)/aGn)
≃ (En + aGn)/(mEn + aGn) ≃ En/((mEn + aGn) ∩ En)
≃ En/(mEn + (aGn ∩ En))
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- the last isomorphism by the modular law. 
Remark 3.2. The lemma above still holds if a ∈ m is replaced by an R-ideal I ⊆ m.
For each n ≥ 1, we denote the associated prime ideals of Gn/En by A(n). By [12,
Theorem 2.1], A(n) is stable for large n.
Theorem 3.3. Let E  G ≃ Re, e > 0, be an R-module. Then depth Gn/En takes
a constant value for large n.
Proof. We use induction on the inferior limit (1)
α = lim inf
n→∞
depth Gn/En.
If α = 0 then there exits m ≫ 0 such that depth Gm/Em = 0. Hence m ∈
AssGm/Em = A(m). But A(n) is stable by large n. Hence m ∈ A(n) for all
n ≥ m, and so depth Gn/En = 0 for all n ≥ m.
Now suppose that α > 0. Hence there exists m ≥ 1 such that depth Gn/En 6= 0
for all n ≥ m, that is m 6∈ A(n) for all n ≥ m. Therefore, there exists a ∈ m such
that a 6∈ ⋃
p∈A(n) p for sufficiently large n. It follows that
a 6∈ ZR(Gn/En) =
⋃
p∈A(n)
p
and we have
depth (Gn/En)/a(Gn/En) = depth Gn/En − 1 (n≫ 0).
On the other hand, by the previous lemma,
(Gn/En)/a(Gn/En) ≃R/(a) Gn/En
and so
β = lim inf
n→∞
depth Gn/En < lim inf
n→∞
depth Gn/En = α.
By induction hypothesis, depth Gn/En takes a constant value for n≫ 0. Hence the
result follows by induction. 
In the following, we shall denote by depth (G,E) this asymptotic constant value
of depth Gn/En.
4. The asymptotic behavior of the analytic spread of a module
In this section we prove our result extending to modules the Burch’s inequality,
see [4]. To do this, we need the following lemmas.
Lemma 4.1. Let E  G ≃ Re, e > 0, be an R-module, and assume d > 0. Then,
for all n,⊕
i≥1
[√
annRG(E)(FG(E))
]
i
=
⊕
i≥1
[√
annRG(E)(⊕m≥nEm/mEm)
]
i
.
1The inferior limite is by definition the smallest of the sublimits.
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Proof. The inclusion ⊆ is clear. For the other one it suffices to see that for any
homogeneous element a ∈ Eh (h > 0) such that aEm ⊆ mEhm for any m ≥ n,
there exists s > 0 with as ∈ mRG(E). Let s > 0 such that (s − 1)h ≥ n. Then,
as = aas−1 ⊆ aE(s−1)h ⊆ mEsh. Hence as ∈ mRG(E) and the lemma follows. 
Remark 4.2. Let E  G ≃ Re, e > 0, be an R-module. Suppose that d > 0 and
depth (G,E) > 0. Then there exists a ∈ m such that a 6∈ ZR(Gn/En) for all n≫ 0
and a 6∈ p for all p ∈ MinR.
Proof. Since depth (G,E) > 0, then α = lim infn→∞ depth Gn/En > 0 and, as in
the proof of Theorem 3.3, m 6∈ A(n) for all n ≫ 0. Moreover, m 6∈ MinR, since
dimR > 0. Hence
m 6∈
(⋃
n≫0
A(n)
)
∪MinR,
It follows that there exists a ∈ m such that a 6∈ ZR(Gn/En) for all n≫ 0 and a 6∈ p
for all p ∈ MinR, as asserted. 
Lemma 4.3. Let E  G ≃ Re, e > 0, be an R-module. Suppose that d > 0 and
depth (G,E) > 0. Then
ℓG(E) = ℓG(E),
where E = E + aG/aG, G = G/aG and a ∈ m \⋃n≫0 ZR(Gn/En).
Proof. Since depth (G,E) > 0, we may choose an a ∈ m \ ⋃n≫0 ZR(Gn/En). By
Lemma 3.1, we have, for each n,
[FG(E)]n ≃ En/(mEn + (aGn ∩ En)).
Now, since a ∈ m and a is regular with respect to Gn/En for all sufficiently large n
(En :Gn a) = {z ∈ Gn | az ∈ En} = En
for all n≫ 0. Hence, for n≫ 0, aGn∩En = aEn ⊆ mEn, and so mEn+(aGn∩En) =
mEn. It follows that
[FG(E)]n ≃ [FG(E)]n
for n≫ 0. Therefore, by the Lemma 4.1, we have for n≫ 0⊕
i≥1
[√
annRG(E)FG(E)
]
i
=
⊕
i≥1
[√
annRG(E)(⊕m≥nFG(E)m)
]
i
=
⊕
i≥1
[√
annRG(E)(⊕m≥n[FG(E)]m)
]
i
=
⊕
i≥1
[√
annR
G
(E)(⊕m≥n[FG(E)]m)
]
i
=
⊕
i≥1
[√
annR
G
(E)FG(E)
]
i
.
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Moreover, since a ∈ m,
[annRG(E)FG(E)]0 = annRR/m = annR/(a)(R/(a))/m(R/(a))
= [annR
G
(E) FG(E)]0.
Now, since
ℓG(E) = dimFG(E) = dim(RG(E)/ annRG(E)FG(E))
= dim
(
RG(E)/
√
annRG(E)FG(E)
)
,
the result follows. 
As in the case of ideals, by using the asymptotic value of depth Gn/En one can
obtain a slightly better bound than the original one in Burch’s inequality. Namely,
Theorem 4.4. Let E  G ≃ Re, e > 0, be an R-module. Assume d > 0. Then
ℓG(E) ≤ d+ e− 1− depth (G,E) ≤ d+ e− 1− inf
n≥1
depth Gn/En.
Proof. We use induction on β = depth (G,E) to prove the first inequality. If β = 0,
we apply Corollary 2.5. Now, suppose that β > 0. Let a ∈ m such that a 6∈
ZR(Gn/En) for all n≫ 0 and a 6∈ p for all p ∈ MinR, which exists by Remark 4.2.
By the lemma above
ℓG(E) = ℓG(E),
where E, G are as in Lemma 3.1. Moreover, since a 6∈ ZR(Gn/En) for all n≫ 0,
depth Gn/En = depth (Gn/En)/a(Gn/En) + 1 = depth Gn/En + 1,
for n≫ 0. Hence
depth (G,E) = depth (G,E)− 1.
Moreover, G ≃ (R/(a))e. Further, since a 6∈ p for all p ∈ MinR
dimR/(a) = dimR − 1 = d− 1.
Now by induction,
ℓG(E) ≤ (d− 1) + e− 1− depth (G,E).
It follows that
ℓG(E) = ℓG(E) ≤ d+ e− 1− depth (G,E)
as asserted. Finally, since
depth (G,E) ≥ inf
n≥1
depth Gn/En
the result follows. 
In the case of ideals, it is easy to prove that if if a 6∈ ⋃n≥1 ZR(R/In) then
R(I/aI) ≃ R((I + aR)/aR) ≃ R(I)⊗
R
R/aR ≃ R(I)/aR(I).
Furthermore, if a ∈ m \⋃n≥1 ZR(R/In) then
F(I/aI) ≃ R(I)⊗
R
R/aR⊗
R
R/m ≃ R(I)⊗
R
R/m = F(I).
For modules we can deduce the following.
REES POWERS OF A MODULE 9
Proposition 4.5. Let E  G ≃ Re, e > 0, be an R-module. Assume d > 0. If
a ∈ m \⋃n≥1 ZR(Gn/En) then
(1) aGn ∩ En = aEn ⊆ mEn for all n ≥ 1;
(2) RG(E) ≃ RG(E)⊗R R/aR ≃ RG(E)/aRG(E);
(3) FG(E) ≃ FG(E).
Proof. Let a ∈ m \⋃n≥1 ZR(Gn/En). Hence, as in the proof of Lemma 4.3, we have
aGn ∩ En = aEn ⊆ mEn for all n ≥ 1. In particular, aG ∩ E = aE. It follows that
E/aE = E/(aG ∩ E) ≃ (E + aG)/aG ≃ E.
For the assertions (2) and (3), we use Lemma 3.1. In fact, for all n ≥ 1
En = (En + aGn)/aGn ≃ En/(aGn ∩ En) ≃ En/aEn = [RG(E)/aRG(E)]n
and, since a ∈ m,
[FG(E)]n = [FG(E)]n ≃ En/(mEn + (aGn ∩ En))
≃ En/(mEn + aEn) = En/mEn = [FG(E)]n.
The result follows. 
5. The case RG(E) being Cohen-Macaulay
Next we shall prove that, in the case where the Rees algebra of a finitely generated
torsionfree R-module having rank is Cohen-Macaulay, the Burch’s inequality is in
fact an equality.
Given a finitely generated module E over a Noetherian ring R and an R-ideal I
such that IE 6= E
(2) depthI E = inf{i ∈ N0|HiI(E) 6= 0},
where HiI(E) denotes the i-th local cohomology module of E with respect to I (cf.
[3, Theorem 6.2.7]). Moreover, if ϕ : R → S is a homomorphism of Noetherian
(graded) rings and I is a (homogeneous) ideal of R and E is a finitely generated
S-module
(3) HiI(E) ≃ HiIS(E),
(cf. [10, Corollary 35.20]).
Lemma 5.1. Let E  G ≃ Re, e > 0, be an R-module. Then
grade mRG(E) = inf
n≥0
depth En.
Proof. We have, by (2)
grade mRG(E) = depthmRG(E)(RG(E)) = inf{i ∈ N0|HimRG(E)(RG(E)) 6= 0}
since RG(E) is a Noetherian ring. Moreover, since RG(E) is an R-module, by (3)
HimRG(E)(RG(E)) = Him(RG(E)) = Him(
⊕
n≥0En) =
⊕
n≥0
Him(En)
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by [3, Theorem 3.4.10]. Therefore
Hi
mRG(E)
(RG(E)) 6= 0 ⇐⇒ ∃m ≥ 0 : Him(Em) 6= 0.
Now, suppose that grade mRG(E) = j. Then there exists an m ≥ 0 such that
Hj
m
(Em) 6= 0, and so
inf
n≥0
depth En ≤ depth Em ≤ j = grade mRG(E).
On the other hand, suppose that depth Es = infn≥0 depth En and suppose that
depth Es = j. Then H
j
m
(Es) 6= 0, and so HjmRG(E)(RG(E)) 6= 0. It follows that
grade mRG(E) ≤ j = depth Es = inf
n≥0
depth En,
and the equality follows. 
We have the following bound for the depth of the Rees algebra of a module.
Proposition 5.2. Let E  G ≃ Re, e > 0, be an R-module. Then
depth RG(E) ≤ inf
n≥0
depth En + ℓG(E).
Proof. By the lemma above we have
inf
n≥0
depth En = grade mRG(E)
≥ depth RG(E)− dimRG(E)/mRG(E)
= depth RG(E)− ℓG(E)
by [14, Th. 17.1], proving the inequality. 
The next result was originally proved by D. Eisenbud and C. Huneke [8] in the
ideal case.
Corollary 5.3. Assume that R is Cohen-Macaulay and d > 0. Let E ⊂ G ≃ Re,
e > 0, be an R-module with rank but not free. If RG(E) is Cohen-Macaulay then
ℓG(E) = d+ e− 1− inf
n≥1
depth Gn/En.
Proof. By Theorem 4.4
ℓG(E) ≤ d+ e− 1− inf
n≥1
depth Gn/En.
By the proposition above, and since R and RG(E) are both Cohen-Macaulay, we
have
ℓG(E) ≥ depth RG(E)− inf
n≥0
depth En
= dimRG(E)− (inf
n≥0
depth Gn/En + 1)
= d+ e− 1− inf
n≥0
depth Gn/En.
The equality follows. 
Our final result in this section may be useful for induction arguments.
REES POWERS OF A MODULE 11
Corollary 5.4. Assume that R is Cohen-Macaulay and d > 0. Let E ⊂ G ≃ Re,
e > 0, be an R-module with rank but not free. If RG(E) is Cohen-Macaulay and
ℓG(E) < d+ e− 1 then there exists a ∈ m such that
(1) aGn ∩ En = aEn ⊆ mEn for all n ≥ 1;
(2) RG(E) ≃ RG(E)⊗R R/aR ≃ RG(E)/aRG(E);
(3) FG(E) ≃ FG(E).
Proof. Since ℓG(E) < d+e−1 we have by Corollary 5.3 that infn≥1 depth Gn/En > 0.
Therefore, m /∈ A(n) = Ass(Gn/En) for every n ≥ 1, and so there exists a ∈
m \⋃n≥1 ZR(Gn/En). Now apply Corollary 4.5. 
6. A criteria for complete intersection
Let E  G ≃ Re, e > 0, be an R-submodule of G, with rank e but not free.
Following A. Simis, B. Ulrich, and W. V. Vasconcelos [17] we say that E is an ideal
module if the double dual E∗∗ is free. Ideal modules provide a natural extension
of several notions in analogy to the case of ideals. Namely, if E is an ideal module
we define the deviation of E by d(E) = µ(E) − e + 1 − htFe(E) and the analytic
deviation of E by ad(E) = ℓG(E)−e+1−htFe(E), where µ( · ) denotes de minimal
number of generators and Fe(E) is the e-th Fitting invariant of E. Similarly to
the ideal case, one has that the inequalities d(E) ≥ ad(E) ≥ 0 hold for any ideal
module E, see [6, Proposition 4.2.1]. We then say that an ideal module E is a
complete intesection if d(E) = 0 and equimultiple if ad(E) = 0. Obviously, complete
intersection ideal modules are equimultiple. We also say that an ideal module E is
generically a complete intersection if µ(Ep) = htFe(E)+ e−1 for all minimal prime
ideals p ∈ MinR/Fe(E).
Remark 6.1. Our definitions of deviation and analytic deviation slightly differ from
those in [17] since there it is used gradeFe(E) instead of htFe(E). Of course, they
coincide if R is Cohen-Macaulay.
Our aim in this section is to extend to ideal modules the famous criteria by R. C.
Cowsik and M. V. Nori [7] for an ideal to be a complete intersection. First, and as
a consequence of the Burch’s inequality, we have the following criteria for an ideal
module E to be equimultiple in terms of the behaviour of depths of its Rees powers.
Corollary 6.2. Let E  G ≃ Re, e > 0, be an an ideal module. If depthGn/En =
d− htFe(E) for infinitely many n, then E is equimultiple.
Proof. By assumption, depth(G,E) = d − htFe(E). Applying Burch’s inequality,
we obtain
ℓG(E) ≤ d+ e− 1− depth(G,E) = htFe(E) + e− 1 ≤ ℓG(E)
proving that E is equimultiple. 
The following lemma extends to ideal modules a result which has been very fruitful
in the ideal case. We refer to [6, Proposition 4.2.14] for its proof. It follows the same
lines as in the case of ideals by using the theory of reductions of modules.
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Lemma 6.3. Assume that R is Cohen-Macaulay and let E be an ideal module. Sup-
pose that E is generically a complete intersection. Then E is a complete intersection
if and only if E is equimultiple.
Now we are ready to prove for ideal modules the extension of the criteria by R.
C. Cowsik and M. V. Nori. We obtain it as consequence of our version for modules
of the Burch’s inequality. In this way, we even get a slightly better version of the
criteria, in the same way as M. Brodmann [2] did for ideals.
Theorem 6.4. Let R be a cohen-Macaulay local ring, dimR = d > 0, and let
E ( G ≃ Re be an ideal module having rank e > 0. If E is generically a complete
intersecttion then the following are all equivalent:
(1) E is a complete intersection;
(2) Gn/En are Cohen-Macaulay for all n > 0;
(3) Gn/En are Cohen-Macaulay for inifinetly many n.
Proof. (1)⇒ (2) This was already proved by D. Katz and C. Naude [12, Proposition
3.3] (in fact, they proved a stronger result: That Gn/En are perfect of dimension
d− htFe(E) for all n ≥ 1).
(2)⇒ (3) is immediate.
(2) ⇒ (3) In virtue of Lemma 6.3 it is enough to show that E is equimultiple.
Since E is generically a complete intersection, we have by the result of D. Katz and
C. Naude that dimGn/En = d− htFe(E) for all n ≥ 1. Now, by assumption
depthGn/En = dimGn/En = d− htFe(E)
for infinitely many n, hence by Corollary 6.2 E is equimultiple. 
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