Abstract. We prove the almost sure invariance principle for a class of abstract dynamical systems including dynamical systems with stretched exponential mixing rates. The result can be applied to chaotic billiards and hyperbolic attractors with Markov sieves as well as expanding maps of the interval and Axiom A di¤eomorphisms.
Introduction
Let T be a measure preserving transformation on a probability space ðM; B; mÞ and F an element of L 2 ðM; B; mÞ. We are interested in the limiting behavior of the random process fS N g y N¼1 on ðM; B; mÞ defined by S N ¼ P NÀ1 i¼0 F T i . Especially the central limit theorem, the weak invariance principle, the almost sure invariance principle, and the law of the iterated logarithm are our main concern. It is well known that the almost sure invariance principle implies the other limit theorems above. Therefore we shall devote ourselves to the almost sure invariance principle in the sequel. For the sake of simplicity we say that the almost sure invariance principle holds for F (with l A ð0; 1=2Þ) if the process fS N g y N¼1 satisfies the following property. Without changing the distribution, we can redefine the random process fS N g y N¼1 on a richer probability space together with a Brownian motion fBðtÞg t A ½0; yÞ such that S N À E½S N ¼ Bðs In [8, Theorem 7.1], Philipp and Stout give a su‰cient condition for the almost sure invariance principle for mixing random processes in a quite general setup. This theorem is known to be applicable to the process fS N g y N¼1 in the following cases. (1) T is a uniformly expanding transformation on the unit interval ½0; 1 (L-Y map) and F is of bounded p-variation with some p f 1 and (2) T is an Axiom A di¤eomorphism on a compact manifold and F is Hö lder continuous. The reason why the Philipp-Stout theorem works well in these cases is that these dynamical systems have nice measurable partitions such as the generating partition for T in the case (1) and the Markov partition for T in the case (2) (see [6] and [2] ). More precisely, one can apply the Philipp-Stout theorem if M is a separable metric space and there exists a finite or countable measurable partition A having the following properties. holds for any nonnegative integers k; l and n, where
for finite or countable measurable partitions A 1 and A 2 . On the other hand many researchers have been interested in the stochastic behavior of the dynamical systems such as the hyperbolic billiards and the hyperbolic attractors. But in the case of the hyperbolic billiard it seems hard to prove the almost sure invariance principle by the direct application of the Philipp-Stout theorem since we do not have a measurable partition satisfying the above conditions. It is remarkable that Chernov succeeded in proving the weak invariance principle for the dynamical systems having stretched exponential mixing rates in [4] . We recall that a dynamical system T on a metric space M is said to have stretched exponential mixing rates if it satisfies the following.
There exists a constant y A ð0; 1 such that for any a A ð0; 1 there exists a sequence fA ðN; aÞ g y N¼1 of finite or countable measurable partitions of M satisfying;
( i ) there exist positive constants C 1 and l 1 with 0 < l 1 < 1 such that diamðA ðN; aÞ Þ e C 1 l for a finite or countable measurable partition A and nonnegative integers N and n with n e N. The constants C 1 ; C 2 ; l 1 and l 2 in the above may depend on a but not on N. We note that the hyperbolic billiards and hyperbolic attractors are typical examples which have stretched exponential mixing rates (see section 7 of [4] , c.f. [1] , [3] ).
In this paper, we aim to establish the almost sure invariance principle for the dynamical systems with stretched exponential mixing rates inspired by Chernov's results in [4] . To this end, we first prove a slightly abstract result for the dynamical system which has a special family of measurable partitions (see Theorem 2.1). Afterward, it is shown that the dynamical systems with stretched exponential mixing rates has such a family. As a consequence we show the following theorem (see Remark just after Corollary 2.3). The organization of this paper is as follows. In Section 2, we first introduce some definitions and notations. Next, we give the statement of the main theorem (Theorem 2.1), which is more or less abstract. The almost sure invariance principle for dynamical systems with stretched mixing rates will also be given as corollaries to the theorem. In Section 3, we mention about two examples to which our results can be applied. Finally, Section 4 is devoted to the proof of our results.
The author would like to express his gratitude to Professor Takehiko Morita and Professor Hidekazu Ito for their helpful suggestion and advice.
Preliminaries and statement of results
Let T be a measure preserving transformation on a probability space ðM; B; mÞ. We call the quartet ðM; B; m; TÞ a measure preserving dynamical system. Throughout the paper all functions are assumed to be real valued.
First of all, we define autocorrelation coe‰cients of the stationary process We note that if
is satisfied, then we have
Therefore, we obtain
Next we introduce some definitions and notations. We say a finite or countable family of measurable sets A ¼ fA i g i A I (I ¼ N or I ¼ f1; 2; 3; . . . ; lg ðl A NÞ) a measurable partition of the probability space ðM; B; mÞ if mðA i V A j Þ ¼ 0 for any i; j with i 0 j and M ¼ 6 i A I A i up to m-null set. For a measurable partition A ¼ fA i g i A I and a nonnegative integer n we define a new measur-
0 . Besides, for finitely many measurable partitions
we define a measure of their independence bðA; A 0 Þ by
For a measurable partition A and integers n; N with 0 e n e N we define
ð2:6Þ
We denote by sðAÞ the s algebra generated by a family A of subsets of M. We also denote by sðX 1 ; X 2 ; . . . ; X N Þ and sðX 1 ; X 2 ; . . .Þ, the s algebras generated by random variables fX k g Then the almost sure invariance principle holds for F provided s F 0 0.
Remark. It is easy to see from (2.4) that the weak invariance principle and the law of iterated logarithm follow from the almost sure invariance principle when the conditions P y n¼1 jC F ðnÞj < y and s F 0 0 are satisfied. On the other hand the central limit theorem always follows from the weak invariance principle. Consequently if the conditions of Theorem 2.1 are satisfied, all the limit theorems that we mentioned in Introduction are valid.
From Theorem 2.1 and its proof we obtain the following corollaries. Then we see that s F ¼ 0 is equivalent to lim
On the other hand, under the condition lim 
But it is not easy to see whether there exists the function G such that F ¼ G À G T þ E½F for a given function F . Therefore it is a troublesome problem to check the condition s F 0 0 for a given function F . So it is remarkable that if F is the first collision time of the two dimensional hyperbolic billiard with finite horizon, then F satisfies s F 0 0 as well as the condition (2.13) (see [3, Section 7] ). It provide us with a non trivial and interesting example to which our result is applicable.
Examples
In this section we give two examples with Markov sieve. To such dynamical systems not only Chernov's results in [4] but also ours are applicable.
(1) Two dimensional hyperbolic billiards.
Let Q be a compact closed domain on a plane or 2-torus. We assume that the boundary qQ consists of finitely many smooth (of class C 3 ) components G i ð1 e i e dÞ each of whixh satisfies the following conditions. 
where nðqÞ is the unit interior normal vector of qQ at the point q and hÁ ; Ái represents the ordinal inner product in the Euclidean space. We denote the closure of M 0 in Q Â S 1 by M, then we have M H qQ Â S 1 . We define a map T from M to itself by the following way.
Let ðq; vÞ be a point of M. We suppose that a point particle runs into qQ at q with velocity v and next runs into qQ again at q 0 with velocity v 0 after the elastic reflection (reflection such that the angle of incidence equals the angle of reflection) at q and motion of constant velocity in Q. Then we define Tðq; vÞ ¼ ðq 0 ; v 0 Þ. But when q is an end point of G i , we define Tðq; vÞ ¼ ðq; vÞ since we can not define Tðq; vÞ as above. In the case (b) or (c), since we can not define T as above for the point ðq; vÞ of M such that q A G i and hnðqÞ; vi ¼ 0, we need some idea to define T well. We omit details.
We denote the parameter representing length of qQ by r and the parameter representing angle of v A S 1 by j. Then r and j make natural coordinates of qQ Â S 1 and we think qQ Â S 1 is a metric space by the coordinates. In what follows we think M is a metric space as a subset of qQ Â S 1 . Now we define a probability measure m on ðM; BÞ (B is the topological Borel s algebra of the metric space M) by dm ¼ c m cos j dr Â dj, where c m is a normalizing factor. Then it is known that ðM; B; m; TÞ is a measure preserving dynamical system.
In [3] and [4] , it is shown that a generic class of hyperbolic billiards admits a family fR N; m g 1em<N; N A N of family of measurable subsets of M satisfying following conditions. Þg. Note that such a family fR N; m g 1em<N; N A N is called a Markov sieve. We can show the dynamical system ðM; B; m; TÞ has stretched exponential mixing rates by using Markov sieve (see [4] ). Thus we can apply Corollary 2.2 and Corollary 2.3 to this system.
(2) Two dimensional hyperbolic attractors.
Let M be a smooth two dimensional Riemannian manifold, U be an open connected subset of M with compact closure and G be a closed subset of U. We assume that the set S þ ¼ G U qU consists of a finite number of compact smooth curves. Let T : UnG ! U be a C 2 -di¤eomorphism from the open set UnG onto its image TðUnGÞ. We assume that T is di¤erentiable on UnG up to its boundary qðUnGÞ ¼ S þ . Also we assume that T À1 is di¤erentiable on TðUnGÞ up to its boundary qðTðUnGÞÞ.
Denote U þ ¼ fx A U j T n x A UnG for any nonnegative integer ng and
We define the cone Cðz; P; aÞ for z A U, a line P through the origin in the tangent space T z M and a positive number a by Cðz; a; PÞ ¼ fv A T z M j ffðP; vÞ e ag. An attractor L is called a generalized hyperbolic attractor if for each z A UnG there exist two cone C u ðzÞ ¼ Cðz; a u ðzÞ; P u ðzÞÞ and C s ðzÞ ¼ Cðz; a s ðzÞ; P s ðzÞÞ having the following three properties:
(2) DTðC u ðzÞÞ H C u ðTzÞ for any z A UnG and DT À1 ðC s ðzÞÞ H C s ðT À1 zÞ for any z A TðUnGÞ; (3) there exist a positive constant C and a constant l with 0 < l < 1 such that for any positive integer
If we assume some generic conditions on the singularity set of a generalized hyperbolic attractor L, then there exist subsets L i ði ¼ 0; 1; 2; . . .Þ of L and Gibbs u-measures (the definition is found in [1] ) m i ði ¼ 1; 2; 3; . . .Þ, which are T-invariant probability measures on ðL; BÞ (B is the topological Borel field of L), satisfying:
(
1 has the Bernoulli property. Now we choose i with 1 e i and j with 1 e j e r i arbitrarily, and write
We consider the measure preserving dynamical system ðL Ã ; B Ã ; m Ã ; T Ã Þ. In [1] Markov sieves have been constructed for this system. Note that the definition of Markov sieve for a generalized hyperbolic attractor is slightly di¤erent from that for hyperbolic billiards in the above. One has to replace the condition (v) in the above by the following one: 
ð3:4Þ
We can show the dynamical system ðL Ã ; B Ã ; m Ã ; T Ã Þ has stretched exponential mixing rates by using Markov sieve (see [4] ). Thus we can apply Corollary 2.2 and Corollary 2.3 to this system.
Proof of results
In what follows, we may assume E½F ¼ 0, without loss of generality. First of all we recall Theorem 4.3 in [9] , which is a martingale version of the Skorokhod representation theorem. It plays an important role in the proof of Theorem 2.1. Theorem 4.1 (Theorem 4.3 in [9] ). Let fY i g y i¼1 be a sequence of random variables on a probability space ðW; F; PÞ satisfying:
Then there exists a sequence of random variables fỸ Y i g y i¼1 and a Brownian motion fBðtÞg t A ½0; yÞ together with a sequence of nonnegative random variables fT i g y i¼1 on an appropriate probability space ðW W;F F;P PÞ with the following properties.
( In addition if the conditional expectation E½jY n j 2k j sðY 1 ; . . . ; Y nÀ1 Þ is defined for an integer n f 2 and, then E½T k n jF F nÀ1 is also defined and
where D k are constants depending only on k.
We can expect that one can prove our result with the help of 
hold. Then, there exist constants 0 e r 0 < 1 and C 0 such that the following holds.
If we put Proof. We have only to prove in the case when 1 e p < y. We choose a real number a with 2þg 0
. This is possible because
For N A N, 0 e r < 1, and k A Z, we define the set U ðNÞ r; k by U
À½ð1=2þlÞ log 2 N e F ðxÞ < r þ ðk þ 1Þ Á 2 À½ð1=2þlÞ log 2 N g: ð4:8Þ
Writing A ðNÞ as fA where m is the one dimensional Lebesgue measure. Since
the choice of a implies 
This completes the proof with setting C 0 ¼ 4Cðr 0 Þ. 9
In the above, we have used the following well known facts. We just summarize them as Lemma 4.3 and Lemma 4.4 for the sake of convenience. 
Therefore, by the choice of a and the assumptions on r and t, we can choose positive constants l; l 0 so that
We will prove Theorem 2.1 with l chosen above. From now on, we can employ the methods similar to those that used in the proof of Theorem 7.1 of [8] .
We define two sequences fL j g y j¼0 and fM j g y j¼1 by
. . .Þ and we also define two sequences of random variables fy j g y j¼1 and fz j g y j¼2 by
For N A N, let jðNÞ denote the positive integer j with L jÀ1 < N e L j . Then we have
The next lemma asserts that the last term in the right hand side of (4.27) has the appropriate growth rate as N tends to infinity almost surely.
Lemma 4.5. Next we investigate the asymptotic behavior of the second term in the right hand side of (4.27) as N tends to infinity. Proof of Lemma 4.6. If n and m are natural numbers, we have
where c 0 is a positive constant independent of n and m. for any N A N, where c 1 a positive constant independent of N. Next putting
we obtain the following lemma. We note that the last equality follows from 0 < l < 1À2a 4ð1þaÞ < 1 2 which is a consequence of the choice of l (4.26). Therefore, the lemma is proved. 9
From Lemma 4.5, Lemma 4.6 and Lemma 4.8, we get
41Þ
Next we have to show that the sequence of random variables fy i g y i¼1 is approximated by a martingale di¤erence sequence. To this end we need the following lemma. We need the following to prove Lemma 4.9.
Lemma 4.10. Let A ¼ fA i g i A I and A 0 ¼ fB j g j A J be measurable partitions of ðM; B; mÞ such that
43Þ
Suppose that G is a member of L q 0 ðM; B; mÞ for some q 0 with 1 < q 0 e y which is sðAÞ-measurable, and E½G ¼ 0. Then for any q with 1 e q < q 0 , we have the estimation kE½G j sðA 0 Þk q e 2kGk q 0 b 1=qÀ1=q 0 : ð4:44Þ
Proof. We have only to prove in the case when q 0 < y. We assume GðxÞ ¼ G i m-a:s: x A A i ði A I Þ. Then for any j A J with mðB j Þ 0 0 and for almost all x A B j , we have
Here the second inequality follows from the equation
Hence, we have ð
Consequently, we obtain kE½G j sðA 0 Þk q e 2kGk q 0 b 1=qÀ1=q 0 . 9
Proof of Lemma 4.9. First, we estimate E y j s 4 by using the inequality (4.38) and the choice of N j . Here the first inequality follows from the fact that U ðN j Þ is a refinement of U ðkÞ for any k < L j by holds for any j f 2.
Next, we estimate E y j s 4
for any j f 3 and any l with 1 e l e j À 2. There exists a natural number N j; l such that ½N
by using the inequality (4.38) and the choice of N j . Here the first inequality follows from the fact that U ðN j; l Þ is a refinement of U ðkÞ for any k < L j by L j < N j; l . Noting that y j is s 4
! -measurable, we conclude from Lemma 4.10 and the estimation above that
Thus, by the definition of M j and L l , we can take a positive constant c 3 so that holds for any j f 3 and any l with 1 e l e j À 2. By (4.46) and (4.49), we obtain In the above, the second inequality follows from a À ag
q and the third inequality follows from sð1 þ aÞ < a (see (4.24) ). In addition we notice that
Àgð1=qÀ1=ð2þdÞÞ < y holds since
We have thus proved the lemma. 9
We note that 
then it is obvious by definition that fY j g y j¼1 is a martingale di¤erence sequence. The following lemma gives the desired fact that fy i g y i¼1 is approximated by a martingale di¤erence sequence.
Lemma 4.11.
Proof. First, we notice that
holds for any natural number j. By g > 1Às s and s 1Às < a, we have
Combining this estimation with the inequality (4.26) we obtain l <
. Thus, noting that
, we can choose q f 1 so that
The exponent in the right hand side is less than À1. Indeed, From Lemma 4.11 and the equality (4.41) we get To this end we prove the following.
Lemma 4.12.
Proof. For any positive integer N we have . Thus, from (4.58), (4.60), (4.61), (4.62) and (4.33) we conclude that Next, by the definitions of y i and U ðkÞ we have " # also has the appropriate growth rate in a.s. sense.
Lemma 4.13. Proof. First we prove in the case when 0 < d e 2. Since l 0 <
Since ð2 þ dÞ a À z 2 < À1 holds from 2a þ where w A is the indicator function of A. We note that Hence we obtain for any positive integer j. Next for j f 3 and l with 1 e l e j À 2, we estimate jE½w j w l j. We notice that w j is s 4
! -measurable and w l is s 4
! -measurable. Thus by using Lemma 4.10 we obtain
On the other hand there exists a positive integer j 0 such that (4.47) holds for any j f j 0 , as we saw in the proof of Lemma 4.9. Therefore for j f j 0 we obtain jE½w j w l j e 8c 1=2À1=ð2þdÞ 1
Hence, by the definition of M j and L l , there exists a positive constant c 5 such that jE½w j w l j e c 5 kw j k 2þd kw l k 2 j Àagð1=2À1=ð2þdÞÞ ð j À l À 1Þ Àgð1=2À1=ð2þdÞÞ ð4:79Þ
holds for any j f 3 and any l with 1 e l e j À 2. Now we have the estimations In the above the second inequality follows from the fact that g > By the assumption on g we have Combining this with (4.33), we conclude that (4.75) holds. In the case when 2 < d, we can select a real number z such that 2a þ 1 2 < z and
holds from (4.26). One can show the lemma by the same way with the z selected above as in the case when 0 < d e 2. We omit the details. Lemma 4.14. Proof. By definition, for each positive integer N we have
Since holds from (4.26), we can choose a real This implies
In the above we used the assumption that z 0 > À for almost all x A M. Therefore we obtain From (4.89) and the above lemma we have Lemma 4.15.
We use the Corollary 5 of Chow [5] to show the above lemma. So we recall its statement below.
Lemma 4.16 (Corollary 5 [4] ). Let fs n ; F n g y n¼1 be a martingale sequence on a probability space ðW; F; PÞ such that E½js n j < y for any positive integer n. Let p be a real number with 1 e p e 2. Then the sequence of functions fs n g y n¼1 converges almost surely on the set where X y n¼2 E½js n À s nÀ1 j p j F nÀ1 ðoÞ < y holds.
Proof of Lemma 4.15. For any positive integer N we have
Since for any positive integer i
holds from (4.2), it su‰ces to show < z < min 2;
Next, for any positive integer i we define the function R i onW W by
Then it is obvious that Consequently we have just proved Theorem 2.1. 9
In the rest of the paper we prove Corollary 2. Therefore, since syv > 3 þ 
from the assumption that 0 < d e 2. Thus, noting (4.122) we conclude that for su‰ciently large g l < min ; 1Às s n o hold. Now we choose v so that Therefore all assumptions are satisfied with p ¼ 2, t ¼ syv and r ¼ 0. As we saw in the proof of Theorem 2.1, the almost sure invariance principle holds for F with any l satisfying (4.26). On the other hand, by (4.128) and (4.129), any l with l < d 8þ6d satisfies (4.26) for the constants s; a; g; t, and r; p chosen above. Consequently the corollary has been proven. 9
