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THE GEOMETRY OF EMBEDDED PSEUDO-RIEMANNIAN
SURFACES IN TERMS OF POISSON BRACKETS
PETER HINTZ
Abstract. Arnlind, Hoppe and Huisken showed in [1] how to express the
Gauss and mean curvature of a surface embedded in a Riemannian manifold
in terms of Poisson brackets of the embedding coordinates. We generalize these
expressions to the pseudo-Riemannian setting and derive explicit formulas for
the case of surfaces embedded in Rm with indefinite metric.
1. Introduction
Motivated by certain equations of Membrane Theory, Arnlind, Hoppe and Huisken
found a way to express geometric quantities of a surface Σ embedded in a Rie-
mannian manifold in a purely algebraic way [1]: They showed using the canonical
Poisson bracket on C∞(Σ) that the Gauss curvature of a surface embedded in the
euclidean Rm via the coordinates x1, . . . , xm is given by
K = −
1
8(m− 3)!
∑
L∈{1,...,m}m−3
ǫjklLǫirnL{x
i, {xk, xl}}{xj, {xr, xn}}, (1.1)
thereby also providing a starting point to generalize the notion of curvature to
certain non-commutative spaces, e. g. matrix models that relate the Poisson bracket
to the commutator of matrices.
The crucial point in the derivation of 1.1 turns out to be the explicit construc-
tion of normal vectors to Σ in terms of Poisson brackets of the embedding coordi-
nates. In section 3, we will perform this construction for surfaces Σ embedded in a
pseudo-Riemannian manifold. In theorem 3.7, we will then derive a generalization
of equation 1.1 to the pseudo-Riemannian setting.
2. Preliminaries
We use the following notation (cf. [1], [3]): Let M be an m-dimensional pseudo-
Riemannian manifold and Σ ⊂ M a 2-dimensional orientable pseudo-Riemannian
submanifold with codimension p = m − 2. The metric tensors of M and Σ are
denoted by g¯ and g, the Levi-Civita connections by ∇¯ and ∇, the curvature ten-
sors by R¯ and R (with the convention RXY Z = ∇[X,Y ]Z − [∇X ,∇Y ]Z). Indices
a, b, c, d, p, q run from 1 to 2, indices i, j, k, l, r, s, t, v, w from 1 to m and A,B from
1 to p. xi and ua are local coordinates of M and Σ, the Christoffel symbols are
Γ¯kij and Γ
c
ab, respectively. The metric of M in the coordinates x
i is given by the
matrix (g¯ij), the metric of Σ in the coordinates u
a is given by (gab) = g¯(ea, eb),
ea = (∂ax
i)∂i being an oriented basis of the tangent space TΣ. The inverses of
2000 Mathematics Subject Classification. Primary: 53B30; Secondary: 15A63, 81R60.
Key words and phrases. pseudo-Riemannian manifolds, embedded surfaces, Poisson brackets.
1
2 PETER HINTZ
these matrices are denoted by (g¯ij) and (gab). We write g = det(gab). Further-
more, let NA = N
m
A ∂m be a smooth local orthonormal frame of the normal bundle
TΣ⊥ ⊂ TM , that is, g¯(NA, NB) = δABσA with σA = ±1. Finally, let ǫ
ab be the
totally antisymmetric tensor of rank 2.
X(M) denotes the space of vector fields onM , Ω1(M) the space of 1-forms, Trs(M)
the space of tensor fields on M of type (r, s). The space of smooth maps Z : Σ →
TM with πTM→M ◦ Z = idΣ is denoted by X¯(Σ). Ω¯
1(Σ) and T¯rs(Σ) are defined
analogeously. For p ∈ Σ we have the orthogonal projections tanp : TpM → TpΣ and
norp = 1− tanp : TpM → TpΣ
⊥.
For X,Y ∈ X(Σ), the Gauss and Weingarten equations
∇¯XY = ∇XY + II(X,Y ) (2.1)
∇¯XNA = −WA(X) +DXNA (2.2)
hold with WA(X) = − tan ∇¯XNA and DXNa = nor ∇¯XNA. The orthonormal
decomposition of the shape tensor II is
II(X,Y ) =
p∑
A=1
σAg¯(II(X,Y ), NA)NA =
p∑
A=1
σAhA(X,Y )NA (2.3)
with
hA(X,Y ) = g¯(II(X,Y ), NA) = −g¯(X, ∇¯YNA).
Setting hA,ab = hA(ea, eb), we have
hA,ab = hA,ba (2.4)
(WA)
a
b = g
acWA,bc = g
acg(eb,WAec) = g
achA,bc = g
achA,cb. (2.5)
Using (2.3), we can write the Gauss curvature of Σ as
K =
1
g
[
g¯(R¯(e1, e2)e1, e2) + g¯(II(e1, e1), II(e2, e2))− g¯(II(e1, e2), II(e1, e2))
]
=
1
g
(
g¯(R¯(e1, e2)e1, e2) +
p∑
A=1
σA det (hA,ab)
)
. (2.6)
The mean curvature vector is given by
H =
1
2
gabII(ea, eb) =
1
2
p∑
A=1
σA(WA)
a
aNA =
1
2
p∑
A=1
σA(trWA)NA. (2.7)
2.1. The Poisson algebra C∞(Σ). We have the following standard construction:
Let ω = ρ du1∧du2 be a symplectic form on Σ. There is a unique mapX : C
∞(Σ)→
X(Σ), f 7→ Xf , with ω(Xf , Y ) = df(Y ) for all Y ∈ X(Σ). Then
{f, g} := ω(Xf , Xg) =
1
ρ
ǫab(∂af)(∂bg) (2.8)
is a Poisson bracket on C∞(Σ).
We continue by recalling some of the results obtained in [1] which are still valid
in the pseudo-Riemannian setting. Define the functions
P ij = {xi, xj} (2.9)
SijA =
1
ρ
ǫab(∂ax
i)(∇¯bNA)
j = {xi, N jA}+ {x
i, xk}Γ¯jklN
l
A. (2.10)
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They are components of T¯20(Σ) tensors because by lowering the second index we
obtain maps P, SA ∈ End(X¯(Σ)),
P(X) = P ikg¯kjX
j∂i = −
1
ρ
g¯(X, ea)ǫ
abeb
SA(X) = S
ik
A g¯kjX
j∂i = −
1
ρ
g¯(X, ∇¯aNA)ǫ
abeb.
Proposition 3.4 in [1] states that
trP2 = −2
g
ρ2
(2.11)
trS2A = −
2
ρ2
det (hA,ab) . (2.12)
Defining BA ∈ End(X¯(Σ)) to be the composition BA = PSA, one can check (cf.
proposition 3.3 in [1]) that for X ∈ X¯(Σ),
BA(X) = −
g
ρ2
g¯(X, ∇¯aNA)g
abeb. (2.13)
In particular, for Y ∈ X(Σ), BA(Y ) =
g
ρ2
WA(Y ). Consequently, trBA =
g
ρ2
trWA.
The equations (2.6) and (2.7) now yield the formulas
K =
1
g
g¯(R¯(e1, e2)e1, e2)−
ρ2
2g
p∑
A=1
σA trS
2
A (2.14)
H =
ρ2
2g
p∑
A=1
σA(trBA)NA. (2.15)
(Note the occurrence of the signs σA in the pseudo-Riemannian setting as opposed
to the Riemannian setting.) In the case M = Rmν with metric g¯ij = δij g¯j , g¯1 =
· · · = g¯ν = −1, g¯ν+1 = · · · = g¯m = 1, these formulas become
K = −
ρ2
2g
p∑
A=1
σAg¯ig¯j{x
i, N
j
A}{x
j , N iA} (2.16)
H =
ρ2
2g
p∑
A=1
σAg¯ig¯j{x
i, xj}{xj , N iA}N
k
A∂k. (2.17)
3. Construction of normal vectors
The formulas (2.16) and (2.17) can be written solely in terms of Poisson brackets
provided that normal vectors can be expressed by Poisson brackets of the embedding
coordinates xi. We now generalize the construction of normal vectors in [1] to the
pseudo-Riemannian case.
First, we introduce further notation: For multi-indices I = (i1, . . . , ik) and J =
(j1, . . . , jk) let g¯
IJ :=
∏k
l=1 g¯
iljl , g¯IJ :=
∏k
l=1 g¯iljl and dx
I := dxi1 ⊗ · · · ⊗ dxik ∈
Ω1(M)⊗· · ·⊗Ω1(M) ∼= T0k(M). Since on Ω
1(M) we have the scalar product (to be
understood as a scalar product at each point) gˆ(ηidx
i, ωjdx
j) = ηiωj g¯
ij , we obtain
a scalar product on T0p−1(M) (again, pointwise),
g¯⊗(ηIdx
I , ωJdx
J ) = ηIωJ g¯
IJ . (3.1)
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Now, proposition 4.2 in [1] states that for any multi-index J ∈ {1, . . . ,m}p−1,
ZJ =
ρ
2
√
|g|(p− 1)!
g¯ijǫjklJP
kl∂i ∈ TΣ
⊥, (3.2)
where ǫjklJ denotes the Levi-Civita tensor of M .
By raising the p−1 indices, we can also regard the tensor Z ∈ T¯1p−1(Σ) as a tensor
of type ((p− 1) + 1, 0). Explicitly,
ZJ = g¯JKZK =
ρ
2
√
|g|(p− 1)!
g¯kr g¯lnǫ
irnJ{xk, xl}∂i. (3.3)
From now on, we use δ := ind g¯ − ind g, ind being the index of the respective
bilinear form.
Lemma 3.1. ZiKZ
Kj = (−1)δ
(
g¯ij + ρ
2
g
(P2)ij
)
.
Proof. Use P ij = −Pji, equation (2.11) and ǫrstKǫ
jvwK = (−1)ind g¯(p−1)!(δjrδ
v
sδ
w
t +
δjsδ
v
t δ
w
r + δ
j
t δ
v
r δ
w
s − δ
j
sδ
v
r δ
w
t − δ
j
t δ
v
sδ
w
r − δ
j
rδ
v
t δ
w
s ). 
Define the tensor
ZIJ = (−1)δg¯(ZI , ZJ). (3.4)
By lowering the multi-index J , we can regard Z as an endomorphism of T¯0p−1(Σ),
ωIdx
I 7→ ZIJωIdx
J . (3.5)
Proposition 3.2. The map Z ∈ End(T¯0p−1(Σ)) satisfies
(1) Z2 = Z.
(2) TrZ = p.
(3) For η, ω ∈ T0p−1, g¯⊗(Zη, ω) = g¯⊗(η,Zω).
Proof. The first two equations follow from lemma 3.1 (cf. lemma 4.3 in [1]). To
prove the third equation, we calculate
g¯⊗(Zη, ω) = g¯⊗(Z
I
JηIdx
J , ωKdx
K) = (−1)δηIωK g¯
JK g¯ijZ
i
JZ
Ij
= (−1)δηIωK g¯ijZ
KiZIj = (−1)δηIωK g¯ijZ
IiZKj = · · ·
= g¯⊗(η,Zω). 
Proposition 3.3. Let (V, g) be a scalar product space. Let P : V → V be linear
with P 2 = P and g(Pv,w) = g(v, Pw) for all v, w ∈ V . Then W = imP is a
non-degenerate subspace of V .
Proof. This follows from v = Pv + (v − Pv) for v ∈ V , i. e. V =W +W⊥. 
We can now construct an orthonormal basis of TΣ⊥. The main ingredient of the
construction is the non-degeneracy of the image of Z.
Proposition 3.4. (1) The vector space T¯0p−1(Σ) with the metric g¯⊗ has an
orthonormal basis EI = EIJdx
J of eigenvectors of Z ∈ End(T¯0p−1(Σ)).
(2) Define the normal vectors Nˆ I = ZJEIJ . Then exactly p = dimTΣ
⊥ of the
Nˆ I are different from 0. The EI can be chosen in such a way that the
non-vanishing Nˆ I are a smooth orthonormal frame of TΣ⊥.
Proof. (1) follows immediately from propositions 3.2 and 3.3.
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(2) Let µI be the eigenvalue of the eigenvector EI of Z. Then
g¯(Nˆ I , NˆJ) = (−1)δEJLg¯
LMZKME
I
K = (−1)
δEJLg¯
LMµIEIM
= (−1)δµI g¯⊗(E
I , EJ) = ±µIδIJ .
As µI ∈ {0, 1} and TrZ = p, exactly p of the µI are 1. The corresponding
Nˆ I span TΣ⊥. Since TΣ⊥ is non-degenerate, the other NˆJ ∈ TΣ⊥ vanish.

To obtain explicit formulas for the curvature of Σ, we need to slightly extend
lemma 4.4 in [1], the proof essentially being the same:
Lemma 3.5. For X ∈ X¯(Σ), define Sij(X) = 1
ρ
ǫab(∂ax
i)(∇¯bX)
j. Then for all
N,N ′ ∈ X⊥(Σ) and f, h ∈ C∞(Σ),
Sij(fN)S
j
i (hN
′) = fhSij(N)S
j
i (N
′). (3.6)
If f = const, then (3.6) holds for arbitrary N ∈ X¯(Σ).
We concentrate on the case M = Rmν with metric as above. Lemma 3.5 becomes
g¯ig¯j{x
i, fN j}{xj , hN ′i} = fhg¯ig¯j{x
i, N j}{xj, N ′i}
for f, h,N,N ′ as above. As a computational device, we need
Lemma 3.6. Let e1, . . . , en be a basis of the scalar product space (V, g), gˆ = (gij)
the matrix of g in this basis and gˆ−1 = (gij) its inverse. Let vi = v
j
i ej be an
orthonormal basis of V , σi = g(vi, vi). Then
n∑
i=1
vki g(vi, vi)v
l
i = g
kl.
Proof. Vij := v
i
j , D := diag(σi) ⇒ V
T gˆV = D. D2 = 1 implies V DV T = gˆ−1. 
Theorem 3.7. The Gauss and mean curvature of a surface Σ embedded in Rmν are
given by
K = −
ρ4
8g2(p− 1)!
∑
L
g¯ig¯rg¯nǫjklLǫirnL{x
i, {xk, xl}}{xj, {xr, xn}} (3.7)
H =
ρ4
8g2(p− 1)!
∑
L,k′
g¯j g¯kg¯lǫirnLǫk′klL{x
i, xj}{xj, {xr, xn}}{xk, xl}∂k′ , (3.8)
where {·, ·} denotes the Poisson bracket (2.8) on Σ.
Proof. Let EI , µI , Nˆ I be as in proposition 3.4 and its proof, σI := g¯(Nˆ I , Nˆ I) =
(−1)δµI g¯⊗(E
I , EI). Using equation (2.16) and lemma 3.5,
K = −
ρ2
2g
∑
I
(−1)δµI g¯⊗(E
I , EI)EIKE
I
Lg¯ig¯j{x
i, ZKj}{xj , ZLi}.
Since for µI = 0 we have Nˆ I = 0, the factor µI may be omitted. Lemma 3.6 implies∑
I E
I
K g¯⊗(E
I , EI)EIL = g¯KL = δKLg¯K , so we get with equation (3.3)
K = (−1)δ+1
ρ2
2g
g¯ig¯j{x
i, Z
j
L}{x
j , ZLi}
= (−1)ind g¯+1
ρ4
8g2(p− 1)!
g¯ig¯r g¯nǫjklLǫ
irnL{xi, {xk, xl}}{xj, {xr, xn}}.
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Using ǫirnL = det(g¯ij)
−1ǫirnL, we obtain equation (3.7). Equation (3.8) is proved
similarly. 
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