Introduction
Soil surveys carried out for many decades have resulted in a wide range of soil class and property maps of different scales and accuracies governed mainly by goals such as mapping and amount of support from field data and observations. The field data collected during soil surveys have been used primarily to support the design of soil map units (Soil Survey Staff, 2017) . Assessment of the accuracy of soil maps, and especially property maps, has been secondary to the design of soil map units. In addition, the field data, especially density of measured data, have not always supported the production of reliable soil property maps and accurate assessments. In most cases, field data have been collected purposely to represent central concepts of mapped soil classes or validate soil-landscape models, but were based on expert judgement and not on probability sampling designs (Soil Science Division Staff, 2017 ).
An increasing number of global initiatives, such as GlobalSoilMap (GlobalSoilMap, 2015) and Global Soil Partnership, as well as climate and biosphere modelling communities are engaged in producing maps of soil properties, including those of pH (e.g. Adhikari et al., 2014) , for regional or global inventories and forecasting. Other practitioners searching for high-resolution spatial soil maps to refine management practices that use guidelines at the field level are farmers, extension agencies and consultants (Heuvelink & Webster, 2001 ). The demands for soil and property maps of varying scales and accuracy are likely to continue to grow in the future. Such demands coupled with the ever-increasing number of platforms for collecting and analysing big data have highlighted the need for an assessment of the errors resulting from the diversity of data collection methods and of analytical methods used to measure soil properties, and the subsequent effect of the errors on the uncertainty of prediction (McBratney et al., 2003) .
The importance of soil pH
In this study we focused on soil pH, one of the most common soil properties measured in almost every soil survey or fertility test, to discuss various sources of errors and uncertainties and their likely effect on management decisions. Soil pH affects many chemical, physical and biological soil properties and controls plant nutrient availability, type and composition of soil microbial and plant communities, and the fate of environmental pollutants (Brady & Weil, 1999; Miller & Kissel, 2010) . In addition, soil pH is used as a classification criterion in many soil classifications, including Soil Taxonomy in the USA (Soil Survey Staff, 2010) and the World Reference Base (IUSS Working Group WRB, 2015) . Soil pH for most soils varies from 3.5 to 11.0 and is determined by the activity of H + and OH − ions in soil solution (Brady & Weil, 1999) .
Sources of uncertainty
Some of the most common sources of errors and uncertainties are related to the methods of measurement, pedotransfer functions, polygon-based predictions or interpolation and spatial interpolation. For this discussion, we will apply the term 'error' to measurement methods only and 'uncertainty' to pedotransfer functions and polygon and spatial interpolation methods as defined by Heuvelink & Webster (2001) . The term 'error' usually applies to measured values only and is defined as the difference between the true and the measured value (Wageningen Evaluating Programs for Analytical Laboratories, 2016) . The term 'uncertainty' is defined as the range of estimated or predicted values within which the true value is expected to lie (ANSI/NCSL, 1997); in our case, it was the range within which an estimated value from different pedotransfer functions and spatial aggregation methods would lie. However, 'error' and 'uncertainty' are often used in the same context, with 'uncertainty' being the quantification of confidence about the measurement. The first source of error comes from the methods for measuring soil pH, or more specifically, from not knowing what method of measurement was applied to soil samples. These methods differ according to the extracting agent (H 2 0, CaCl 2 , KCl) and the ratio of soil to solution (1:1, 1:2 and 1:5) (Soil Survey Staff, 2009; Libohova et al., 2013; GlobalSoilMap, 2015) . Selection of the method of measurement is related mainly to the soil conditions, especially the seasonal variation of soil moisture that affects the loss, formation or accretion of salts (Thomas, 1996; Kissel et al., 2009) . The pH determined in water is usually higher by 0.2 to 0.4 units compared with the pH determined in solutions containing salts, such as CaCl 2 , KCl (Brady & Weil, 1999) . Soil pH measured in a suspension of salt solution tends to reduce the seasonal effect of soluble salt concentration by providing Ca 2+ ions, which displace the hydronium and aluminium ions from the colloid surfaces (Brady & Weil, 1999; Kissel et al., 2009) . The resulting pH measurement is relatively constant throughout the season and analytically more stable and accurate (Kissel et al., 2009) . Other more recent methods of measurement are based on soil reflectance properties from visible (vis), near infrared (NIR) and mid-infrared (MIR) spectroscopy and other non-invasive methods (Viscarra Rossel et al., 2006) . Mid-infrared spectroscopy has recently gained popularity for determining soil pH based on calibrated databases of measured soil pH and spectral characteristics of soil samples (Viscarra Rossel et al., 2006) .
Another possible source of uncertainty associated with soil pH is the use of various equations, also known as pedotransfer functions (PTF), to convert soil pH measurements by different methods. This is important given the absence of a single, universally used method for determining soil pH (Libohova et al., 2014; GlobalSoilMap, 2015) . The wide range of measurement methods for soil pH and the need for harmonization of global databases have resulted in the development of many pedotransfer functions for converting between various methods (GlobalSoilMap, 2015) .
Another important source of uncertainty comes from spatial and temporal variation of soil pH (Cambardella et al., 1994) and methods to represent it. Traditional soil polygon maps generalize the spatial representation of variation in soil pH by aggregating measurements to a single value for the area within the polygon (United States Department of Agriculture-Natural Resources Conservation Service, USDA-NRCS, 2017). The variation within the polygons of such maps is not represented explicitly. The US Soil Survey also reports upper and lower limits (UL and LL) to represent the range of variation in any soil property within polygons (Helmick et al., 2013; Libohova et al., 2013) . These values have been based on available measured pedon data, in the best-case scenario, or expert knowledge. Various interpolation techniques, such as inverse distance weighting (IDW), ordinary kriging (OK) and regression kriging (RK) (Odeh et al., 1995) , and machine learning techniques such as random forests (Ramcharan et al., 2018) , are also used for spatial prediction. These methods provide different approaches to assess the uncertainty of predictions, such as cross-validation and independent validation.
The magnitude and distribution of prediction uncertainty varies with scale, property, pixel resolution and their relations. For example, Basu et al. (2010) found that the range of available water storage (AWS) in a 700-km 2 watershed in northeastern Indiana was narrow (between 80 and 120 mm) and uniformly distributed spatially and with depth. This was attributed mostly to the relatively young age (15-20 000 years old) and uniform deposition of silt materials following glaciation. The broad scale of the post-glaciation processes supported a coarse grid to resolve the variation of the soil property. In the same area, however, soil pH varied with depth between 5.5 and 8.0 and over a short distance (< 100 m) within a toposequence (Libohova et al., 2016) .
The pixel resolution for gridded predictions relative to measured point data also influences the uncertainty of predictions as demonstrated by Hengl et al. (2017) . Seasonal variation also contributes to uncertainty, especially for dynamic soil properties (Cambardella et al., 1994) , including soil pH (Kissel et al., 2009) . For example, soil pH 1:1 W values are higher during wet winters with more rain because of the decrease in the concentration of soluble salts compared with dry winters (Kissel et al., 2009; Miller & Kissel, 2010) .
The wide range of measurement methods coupled with the spatiotemporal variation makes pH an ideal soil property for assessing the effect of errors and uncertainty of predictions associated with various pedotransfer functions, spatial interpolation and polygon-based aggregation. The objectives of this research were to evaluate the (i) relative magnitude of errors from different measurement methods, (ii) uncertainty from spatial interpolation and polygon-based aggregation and (iii) implications with respect to recommendations of rate of liming.
Materials and methods

Database sources
Several databases of measured and predicted soil pH were used for this study ( Table 1 ). The United States National Soil Survey Center, Soil Characterization Database (NSSC-SCDB, 2016) was used as the source of the measured pH. The US Soil Survey Geographic (SSURGO) and General Soil Map (STATSGO2) databases were used for predicted soil pH values.
Errors from methods of measurement and pedotransfer functions (PTF)
To assess the differences between different methods of measurement, a total of 563 soil samples were selected from the NSSC-SCDB (2016). The samples represented a comprehensive range of soil pH values, from 2.9 to 10.5, and a wide geographic distribution (Figure 1 ). Soil samples were analysed for pH 1:1 W , pH 1:2 CaCl2 , pH 1:5W and pH 1:5CaCl2 according to methods used by the National Soil Survey Center-Kellogg Soil Survey Laboratory (NSSC-KSSL) (Soil Survey Staff, 2009 ). The same set of samples was also used for assessing the uncertainties associated with the use of pedotransfer functions for converting soil pH 1:1 W , pH 1:2 CaCl2 , pH 1:5W and pH 1:5 CaCl2 (Libohova et al., 2013) . A small sample set (n = 120) from the NSSC-SCDB was used to assess the effect of mid-infrared (MIR) spectroscopy on errors in soil pH. Laboratory-measured soil pH 1:1 W and pH 1:2 CaCl2 were compared with pH measured using MIR under controlled laboratory and field conditions. 
Laboratory conditions: within-and between-laboratory errors
As part of the WEPAL, International Soil-Analytical Exchange (Wageningen Evaluating Programs for Analytical Laboratories, 2016), the NSSC-KSSL receives soil samples quarterly from Wageningen University. The NSSC-KSSL and other participating laboratories worldwide report (i) within-laboratory reproducibility and (ii) repeatability estimates of precision followed by (iii) the between-laboratory reproducibility. Each of these estimates of precision measures the spread of results when a sample is analysed under specified conditions, expressed as a 95% confidence interval around the mean. Between-laboratory reproducibility (R) is a measure of agreement between values obtained by the same method on identical test materials under different conditions, mainly different laboratories, different analysts and potentially different equipment. The within-laboratory reproducibility (RL) is a measure of agreement between values obtained by the same method on identical soil samples under different conditions within the same laboratory, such as different day, different analysts, and so on (ANSI/NCSL, 1997). Repeatability (r) is a measure of agreement between values obtained by the same method on different samples under the same conditions, such as the same analyst, same day, same equipment and same laboratory (ANSI/NCSL, 1997).
Uncertainties from attribution of values to database
The database value attribution or manipulation refers to the way the attribute values of SSURGO were derived, either based on measured values from the NSSC-KSSL or estimated values from class limits (USDA-NRCS, 2017). The SSURGO database uses representative values (RVs) and upper and lower class limits (UL and LL) to populate the attribute tables of polygon spatial cover. The RVs are either derived from laboratory data (best-case scenario) or calculated as the arithmetic mean of UL and LL (USDA-NRCS, 2017). To ensure an adequate sample size for statistical comparisons, soils mapped on more than 0.5 million hectares were selected from the SSURGO database. Measured values from the NSSC-SCDB (2016), a pedon database, and estimated values from the SSURGO database, a polygon attribute database, were extracted. The result was 306 soil samples representing 18 major soil types. The average number of soil samples for each soil type was 17 and varied from 1 to 53. The mean measured soil pH 1:1 W was compared with estimated RVs from SSURGO.
Uncertainties from soil profile depth slicing: spline and weighted means
Ideally, a direct comparison between all three databases (STATSGO2, SSURGO and NSSC-SCDB) with matching soil horizons (i.e. same type and thickness) would have been preferred. However, such comparisons are impossible, especially when dealing with large databases based on measured (NSSC-SCDB) or estimated soil properties (STATSGO2 and SSURGO). For this reason, we applied the equal-area spline algorithm (Bishop et al., 1999) and weighted means to soil pH 1:5 W profiles for all three databases to generate estimated values based on the GlobalSoilMap standard depth increments (GlobalSoilMap, 2015) (0-5, 5-15, 15-30, 30-60, 60-100 and 100-200 cm) .
Uncertainties from soil map predictions and spatial interpolation
The purpose of this comparison was to assess the uncertainty of predicting at unmeasured locations by two methods: (i) predictions from soil polygons (SSURGO and STATSGO2) and (ii) kriging of measured values from the NSSC-SCDB (2016).
Polygon-based prediction is a well-known approach (Webster & Oliver, 2007) and widely used in current NRCS practice. The STATSGO2, and especially SSURGO, polygon map units were based on tacit soil-landscape and slope models (USDA-NRCS, 2017). However, the values of properties for soil map units have been assigned from a limited number of representative pedons sampled within the soil map unit (USDA-NRCS, 2017). Thus, we refer to polygon-based predictions as the way that measured or estimated property values at one or more locations, either in one or a few individual soil polygons, were assigned to all polygons of the soil map unit (Libohova et al., 2013; USDA-NRCS, 2017) . The second method, ordinary kriging (OK), predicts from a weighted average of known points. In this study, OK was used to interpolate splined soil pH 1:5 W values from the measured values of the NSSC-SCDB (2016) to a 1 km × 1 km grid. Before OK was performed, splined values < 2 were removed from the analysis as suggested by Odgers et al. (2012) . First, the global experimental variogram was computed in VESPER (Minasny & McBratney, 2002) using all the points to determine the structure of spatial dependence. Three commonly used variogram models (exponential, spherical and stable) (Minasny & McBratney, 2002) were fitted to the experimental values. The best fitting variogram model was selected by using the minimum Akaike information criterion (AIC) (Akaike, 1976) and root mean squared errors (RMSE). Second, ordinary kriging for each standard depth of the GlobalSoilMap (GlobalSoilMap, 2015) was performed in ArcMap 10.5 (ESRI, 2016) with variogram parameters derived from models fitting in VESPER.
Uncertainties from spatial location accuracy
The NSSC-SCDB (2016) provided a unique opportunity to assess the effect of location accuracy on uncertainty even though the sample size was small (n = 23). These sample points had two sets of coordinates assigned to them based on the Global Positioning System (GPS) and Public Land Survey System (PLSS), which consist of grids with known coordinates for the intersected grid lines only. To assess the effect of location accuracy, the predicted pH values of SSURGO were extracted to the GPS and PLSS-derived coordinates and compared. Because the SSURGO-attributed values were derived in the same way, the comparison allowed for assessing the effect of location accuracy, which could potentially affect the accuracy of prediction of the interpolation methods, such as regression kriging, random forest and other machine learning techniques.
Statistical analysis
Initially, the assumption of normality of the data was assessed through different tests. A goodness of fit test was conducted. The Shapiro-Wilk test was used for the PTF and MIR datasets (n < 2000) and Komologorov-Smirnov-Lilliefors (KSL) for SSURGO, STATSGO2 and kriging datasets (n > 2000). The residual normal quantile plots (RNQP) test was carried out to determine if the residuals for the model predictions were from a normal distribution. Both goodness of fit and RNQP tests showed that (Lin, 1989 ) was used to assess the degree of agreement between different methods of pH determination. The coefficient is a measure of both accuracy (how far the best-fit line deviates from the 1:1 line) and precision (deviation of each observation from the 1:1 line) and takes into account the errors associated with both variables. The strength of the agreement was evaluated based on the proposed scale from 
Results
Errors from measurement methods and pedotransfer functions (PTF)
The Lin's concordance correlation coefficients for pH 1:1 W , pH 1:5 W , pH 1:2 CaCl2 and 1:5 CaCl2 varied from 0.83 to 0.96 (Figure 2 ). There was moderate to substantial agreement between pH 1:1 W and pH 1:5 W (Figure 2a ; c = 0.95) and pH 1:2 CaCl2 and 1:5 CaCl2 (Figure 2f ; c = 0.96). The relations between pH 1:1 W and pH 1:2 CaCl2 (Figure 2b ; c = 0.90) and pH 1:2 CaCl2 and pH 1:5 W (Figure 2d ; c = 0.91) were moderate. This was also the case with p c < 0.90 for 1:5 CaCl2 and pH 1:1 W and pH 1:5 W (Figure 2c ,e). The root mean square error varied from 0.27 to 0.43. Lin's concordance correlation coefficient for the MIR-predicted and measured soil pH was 0.84 and 0.86 for soil pH 1:1 W and 1:2 CaCl2 , respectively (Figure 3a,b) . Relations between field and laboratory measurements for both soil pH 1:1 W and 1:2 CaCl2 (Figure 3c,d) were moderate to poor. The RMSE was 0.43 for pH 1:1 W and 0.49 for soil pH 1:2 CaCl2 , and it was 0.40 for pH 1:1 W and 0.32 for soil pH 1:2 CaCl2 . Although the correlation coefficients were large, it is worth pointing out the bias of MIR prediction compared with soil pH 1:1 W and 1:2 CaCl2 . For example, the slopes of fitted lines for soil pH 1:1 W and MIR varied from 0.90 to 1.08, indicating that predictions were either overestimated or underestimated.
Laboratory conditions: within-and between-laboratory errors
Repeatability (r) represents the best precision a laboratory can provide and is calculated from samples analysed in duplicate by the same analyst, on the same day, using the same instrument. However, the within-laboratory reproducibility (RL) is a more realistic estimate of precision because it is calculated from samples analysed in duplicate by potentially different analysts, on different days, using potentially different instruments. The mean variance of soil pH 1:1 W for laboratory repeatability (r) was 0.15 and significantly larger than that for 1:2 CaCl2 with a variance of 0.11 (Figure 4(a) ). The same was true for laboratory reproducibility (RL); pH 1:1 W had a significantly larger variance (0.06) than that for pH 1:2 CaCl2 (only 0.03). The addition of salts creates relatively uniform conditions in the solution and thus tends to reduce variation (Brady & Weil, 1999; Kissel et al., 2009) .
As expected, the biggest source of error was the between-laboratory measurements (R), with RMSE values ranging from 0.50 (pH 1:1 W ) to 0.68 (pH 1:2 CaCl2 ). The within-laboratory errors associated with RL and repeatability (r) were relatively smaller, varying from less than 0.04 (r, pH 1:2 CaCl2 ) to 0.34 (RL, pH 1:1 W ) (Figure 4b ).
Uncertainties from attribution of values to database
The polygon map units in SSURGO have been attributed soil property values, often referred to as representative values (RVs), by different methods. The most common attribution method has been the use of the arithmetic mean calculated from averaging upper and lower limits (UL and LL). For example, although the RVs were correlated with the estimated arithmetic mean derived from the average of UL and LL (r = 0.83; RMSE = 0.20), the moderate to poor agreement indicated from the Lin's concordance correlation coefficient ( c < 0.9) suggests that RVs were not always calculated as the arithmetic mean of UL and LL ( Figure 5 ). In addition, the UL and LL have been calculated from the distribution of limited measured data, in the best-case scenario, or assigned from the literature when measured data were missing. The RVs might have also been assigned directly from measured pedon values but only in limited cases. For example, the small Lin's concordance correlation coefficient value ( c = 0.57) indicates poor agreement between measured soil pH and that predicted as RVs or arithmetic means.
Soil profile depth slicing: uncertainties of splines and weighted means
Many of the soil interpretations derived from databases use standardized depths. For example, the SSURGO-derived soil interpretations use weighted means to generate standardized soil layer thicknesses. Because the standardization methods, such as splines or weighted means, make different assumptions that could lead to different results, we compared the methods. The mean correlation coefficient for the relation between weighted means and equal-area splines across all three databases was 0.94, with a mean RMSE value of 0.36. (Table 2) larger for SSURGO (r = 0.98) and STATSGO2 (r = 0.97) than for NSSC-SCDB (r = 0.62). The errors associated with the comparison between weighted means and equal-area splines were different between the datasets (Table 2 ). The largest RMSE on average for the NSSC-SCDB data was 0.60 compared with the smaller values for SSURGO (RMSE = 0.19) and STATSGO2 (RMSE = 0.28).
The correlation coefficients and RMSE values varied less between depths for SSURGO and STATGO2 than for NSSC-SCDB. The RMSE generally increased with soil depth in all databases.
Uncertainties in soil map predictions and spatial interpolation
The predicted values of soil map predictions and spatial interpolation extend beyond the points with measured data and introduce uncertainty into predictions. Almost all polygon-based predictions provide a single soil property value for the entire map unit with no uncertainty quantified. However, in SSURGO, polygons have been attributed lower and upper range soil property values that have been derived from either measured or estimated data, or a combination of both (Helmick et al., 2013; Libohova et al., 2013) . Spatial interpolation such as kriging, on the other hand, provides a prediction and a quantified uncertainty. The kriging errors varied from 0.01 to 0.04. However, the unexplained variation (nugget variance, c 0 ) was large; it varied from 0.77 (5-15 cm) to 1.03 (100-200 cm) and generally increased with depth ( Figure 6 ). The average sill variance, c 0 + c 1 , where c 1 is the spatially correlated component, was 1.37, and it varied from 0.93 (5-15 cm) to 2.23 (100-200 cm) and generally increased with depth. The range of spatial dependence varied from only 182 to 191 km for the first four depth increments, but increased almost six times to 1256 km for the 60-100-and 100-200-cm depth increments. The nugget to sill ratio (c 0 /c 0 + c 1 ) was 84% for the first four depth increments, indicating a large proportion of unexplained variance, and it was 45% for the last two depth increments. The correlation coefficients between kriged and NSSC-SCDBmeasured soil pH values for all six GSM standard depths varied from 0.50 to 0.82 (Table 3 ). The RMSE varied from 0.56 to 0.68 pH unit (Table 3 ). The mean difference between kriged and NSSC-SCDB soil pH 1:5 W values varied between 0.007 (5-15 cm) and 0.94 (100-200 cm) (Figure 7) . The correlation coefficients and RMSEs were more similar for the relation between pH of STATSGO2 and SSURGO against the pH of NSSC-SCDB. Almost all soil property maps are based on polygon or spatial interpolations or predictions extending beyond point data locations. In this context, the simple linear models (Table 3) were derived only to illustrate the likely effect of polygon-based interpolation or prediction and spatial interpolation on the uncertainty of prediction and bias. The slope of fitted lines was on average 0.62 and varied from 0.50 to 0.71, leading to overestimation of pH towards the lower values and the opposite for higher pH values. The average error of prediction between kriging and SSURGO or STATSGO2 was 2.2 and varied slightly between databases and with depth.
Spatial location uncertainties
As expected, interpolation contributes to the uncertainty; however, the assumption about the accuracy of location of the measured values is rarely questioned. Lin's concordance correlation coefficient for soil pH 1:1 W values derived from the Global Positioning System (GPS) and Public Land Survey System (PLSS) was very poor ( c = 0.38) (Figure 8) , with an average error of 0.57.
Discussion
Error or uncertainty and modelling implications
The distribution of errors from different sources showed a wide range of values (Figure 9a ). On average, the greatest uncertainties were associated with polygon-based prediction (RMSE = 0.74), spatial interpolation (RMSE = 0.63) and location accuracy (RMSE = 0.57), whereas the smallest RMSE (0.06) was from the measurement methods. The RMSEs associated with MIR and laboratory sources, as well as uncertainties associated with the PTF, soil profile depth slicing (spline versus weighted mean) and attribution of values to the database, were comparable and varied between 0.28 (attribution of values to the database) and 0.41 (MIR). Error propagation in spatial modelling is important (Heuvelink, 1998) , especially when multiple input sources are used and several scales of prediction are required. However, from a practical viewpoint the quantification of error (cumulative or random) could be difficult, especially when the direction of propagation was not easily determined. For example, in our study we represent the distribution of source of error as multiple concentric circles (Figure 9a ). However, in approximating the order in which the data were acquired, transferred and used, there appears to be a cumulative or 'propagation error' effect from measurements of different types and levels of aggregation (Figure 9b ). The measurement methods sources with the smallest error are followed by nonspatial source (laboratory conditions, PTF, attribution of values to the database and profile depth slicing), then accuracy of spatial location and polygon or spatial interpolation.
Although limited to the datasets used in this study, this study suggests that polygon or spatial interpolation potentially contributes the most to uncertainty. This uncertainty could be attributed to several causes. For example, errors could be related to the scale of prediction (Heuvelink, 1998; McBratney et al., 2003) , which can be a large source of uncertainty depending on the interaction with resolution of the data (Vereecken et al., 2016) . Another contributor to the uncertainty is the density of sampled locations. Soil property maps combine point data with spatial methods to predict between points that could be based on soil-landscape models (McBratney et al., 2003) , purely statistical models or a combination of both (Hengl et al., 2004 (Hengl et al., , 2017 . In this context, the density of point measurements could be one of the biggest sources of error irrespective of spatial methods (McBratney et al., 2003; Bouma, 2006) . For example, the average nugget to sill ratio of 0.71 (0.43-0.81) from the variogram models fitted to the experimental variograms of data from this study seems to indicate that unresolved spatial variation might have a greater influence on error than the methods of measurement. This is not surprising because the mean density of point data for computing the variogram was 1 per 241 km 2 . The mean error between the kriged surface (1 km × 1 km) and measured values was 0.63 and was comparable with the error of 0.74 between measured values and polygon-based interpolation (STATSGO2 and SSURGO). Other methods of interpolation, such as regression kriging (Odeh et al., 1995; Hengl et al., 2017) or machine learning, might or might not reduce prediction errors. For example, Ramcharan et al. (2018) found that the RMSE for random forest analysis on the NSSC-SCDB was 0.74 based on 10-fold cross-validation. This highlights the importance of the density of the point-measured data for kriging and the ability of point data to represent the variation for random forests.
The simple spatial pattern of soil pH maps in this study derived from ordinary kriging relates to inherent smoothing because of the large nugget variance. On the other hand, STATSGO2 and SSURGO spatial polygon interpolation approaches (Figure 10 ) might make polygon-based maps more realistic and visually acceptable. However, when this is accomplished there can be loss of detail, variability within polygons and unquantified errors. Kriging, however, unlike STATSGO2 and SSURGO polygon-based aggregation, provides predicted values and prediction errors, and potentially more detail (Odeh et al., 1995; Hengl et al., 2004) . However, if the variogram model has a large nugget variance and sampling density is low, there is a risk of unrealistic spatial patterns. The STATSGO2 and SSURGO databases attempt to address uncertainty in a way that is unique to the USA by providing upper and lower limits for all property maps including pH (Helmick et al., 2013; Libohova et al., 2013) . They indirectly recognize the variation and uncertainty resulting from polygon-based aggregation based on point data. For example, the SSURGO estimated mean of soil pH 1:1 W for soils mapped on more than 0.5 million hectares was 6.8, whereas the estimated means of upper and lower limits were 7.7 and 6.1. The soil pH profiles are fitted models of soil property distribution with depth and may further contribute to the uncertainty predictions (Minasny et al., 2016) . Moreover, prediction error might also change with soil depth. Adhikari et al. (2014) reported an increasing trend of prediction error with depth while mapping soil pH across Denmark following GlobalSoilMap project specifications.
Uncertainty and management implications
The diversity and wide range of sources of error are well known to the modelling community (Bouma, 1997) . However, practitioners such as land managers and farmers may not be aware of such errors, which might have practical implications. To illustrate the relation between the size of error and management decision, we use an example of lime recommendations from the General Guide for Crop Nutrient Recommendations in Iowa (ISU Extension Outreach, 2013) . According to the guidelines, the measured pH increment to be used for liming recommendations is 0.1 pH unit, whereas the desired target pH values are 6.0, 6.5 and 6.9, which differ by 0.4 to 0.5 pH units. The discrepancy in values between the measured and desired target pH is reflected in the amounts of CaCO 3 recommended to be applied. For example, the guidelines recommend applying 1 t ha −1 for the 0-5-cm soil depth even when the desired target pH of 6.0 is equal to the measured soil pH. This can be associated with the uncertainty in evaluating the pH status and subsequent risk of not applying lime. Embedded in the decision to spend or not spend $111 ha −1 is the uncertainty, even though it is not directly spelled out. Calculating the cost of liming based on 0.1, 0.4 and 0.8 pH unit accuracy (Figure 11a-c) , the net return/liming cost (NR/LC) ratio shifts from left to right. As a result, the risk of not applying lime increases, as indicated by the area below the zero return line and above NR/LC lines. Further, the uncertainty is also compounded by the temporal changes in soil pH, related to both season and the length of time the effects of liming will last before another application is needed (Miller & Kissel, 2010) . Temporal uncertainty is important but difficult to quantify practically, especially when interacting with spatial variation (Cambardella et al., 1994) .
In our study, we focused only on some of the major sources of errors and uncertainties. We also used different datasets, which might contribute to the observed magnitude of the sources of error. The objective of this study was not to quantify the absolute error or uncertainty related to determining soil pH, but rather to highlight relative differences in uncertainty and the effects that these differences might have on management decisions. 
Conclusions
The distribution of error or uncertainty from measurement methods, laboratory conditions, approaches to prediction and database attribution of values varied widely from 0.06 to 1.3. The greatest uncertainties were a result of interpolation because of the small sampling density and accuracy of location, whereas the measurement methods had the smallest mean error.
Uncertainty of values associated with the different data sources and analyses used in this study could not be related directly to the error propagation. However, the greater uncertainty of polygon and spatial interpolation compared with pedotransfer functions or measurement methods suggested a cumulative effect of uncertainty.
Quantification of the size of error for soil properties has practical implications for management decisions. For example, correction of soil acidity showed that rates of lime application need to take into consideration the errors from the determination of pH and from spatiotemporal variation. Although the direction of error propagation might be difficult to determine, efforts to relate sources and size of errors to their respective spatial scales might improve management decisions.
