When evaluating candidate prophylactic HIV and cancer vaccines, intracellular cytokine staining (ICS) assays that measure the frequency and magnitude of antigen-specific T-cell subsets are one tool to monitor immunogen performance and make product advancement decisions. To assess the inter-laboratory assay variation among multiple laboratories testing vaccine candidates, the NIH/ NIAID/DAIDS in collaboration with BD Biosciences implemented an ICS Quality Assurance Program (QAP). Seven rounds of testing have been conducted in which 16 laboratories worldwide participated. In each round, IFN-γ, IL-2 and/or TNF-α responses in CD4+ and CD8+ T-cells to CEF or CMV pp65 peptide mixes were tested using cryopreserved peripheral blood mononuclear cells (PBMC) from CMV seropositive donors. We found that for responses measured above 0.2%, inter-laboratory %CVs were, on average, 35%. No differences in inter-laboratory variation were observed if a 4-color antibody cocktail or a 7-color combination were used. Moreover, the data allowed identification of important sources of variability for flow cytometry-based assays, including: number of collected events, gating strategy and instrument setup and performance. As a consequence, in this multi-site study we were able to define pass and fail criteria for ICS assays, which will be adopted in the subsequent rounds of testing and could be easily extrapolated to QAP for other flow cytometry-based assays.
INTRODUCTION
The intra-cellular cytokine staining (ICS), enzyme-linked Immunospot (ELISpot) assay and staining with HLA-peptide multimers are technologies commonly used for the monitoring of antigen-specific immune responses. ICS has the advantage over these other techniques in that this flow-based application simultaneously permits functional and phenotypic assessment of the responding T-cell populations.
In humans, adaptive cellular immune responses play a vital role in the containment of HIV-1 replication. During primary infection, the appearance of HIV-specific cytotoxic Tlymphocytes (CTL) is correlated with decline from peak viremia (Goonetilleke et al., 2009) . Moreover, the long-term, non-progressor status is associated with robust CTL responses (Rinaldo et al., 1995; Harrer et al., 1996; Betts et al., 1999) , and the loss of HIV-specific Tcells is associated with rapid progression to AIDS (Klein et al., 1995) . Because control of infection is required to prevent disease, and as the best licensed vaccines against other pathogens do not necessarily prevent these infections completely, a successful HIV vaccine will probably also need to elicit cell-mediated immune (CMI) responses capable of controlling HIV infection. Consequently, utilizing validated assays of CMI responses would enhance comparisons among various vaccine developers and enable data-driven prioritization of candidate vaccines.
Numerous vaccine clinical trials, conducted at many sites simultaneously, are currently testing candidate prophylactic HIV vaccines and use ICS to monitor immunogen performance and make product advancement decisions (Cheng et al.; Koup et al.; De Rosa and McElrath, 2008; McElrath et al., 2008) . The interpretation of the results obtained from these ICS assays across different vaccine developers is a difficult task, due to the variety of methods, protocols and statistical criteria available to detect vaccine-specific T-cell responses. To make product advancement decisions, it is necessary to compare data across different trials; consequently, a standardization and Quality Assurance of ICS assay is critical. Moreover, such a Quality Assurance Program (QAP) would provide ongoing proficiency data for participating institutions to meet Good Clinical Laboratory Practice (Ezzelle et al., 2008; Sarzotti-Kelsoe et al., 2009 ). Benefits of the QAP include: opportunity for participants to monitor their own performance over time; use of the QAP as an internal competency test for staff once trained and qualified; and an ability to compare performance with peers running the same assay.
Published studies have addressed the intra-and inter-assay precision of ICS in whole blood and peripheral blood mononuclear cells (PBMC) (Nomura et al., 2000; Horton et al., 2007; Maecker et al., 2008; Nomura et al., 2008) . A recent study by our group on standardization and precision of ICS between laboratories (Maecker et al., 2005) revealed that ICS could be performed by multiple laboratories using a common protocol with good inter-laboratory precision (18-24%). This precision improves as the frequency of responding cells increases. In an effort to standardize the assays across laboratories, in 2005, we created a QAP for ICS assays. This program was developed to assess the inter-laboratory variability when sharing a common standardized protocol and reagents. Here, we present the data from seven consecutive rounds of testing. A total of 16 laboratories from seven different countries participated in the study in which pre-tested PBMC, along with lyophilized antigens and antibodies, were distributed. The laboratories were requested to determine the percentage of cytokine+, CD4+ and CD8+ cells in each sample. The analysis of the data generated in this program has allowed us to identify factors responsible for ICS variability among laboratories that need to be taken into consideration when performing Quality Assurance of flow cytometry assays and reporting data for vaccine clinical trials.
MATERIALS AND METHODS

Participating institutions
In the first round of testing, ten laboratories worldwide participated. This number increased to 16 by Round 5. A list of the participants is provided in Table 1 . All participants have agreed on the content of this publication. Of note, most of these laboratories were involved in a previous study aimed at standardizing the protocol used in this ICS QAP (Maecker et al., 2005) .
PBMC preparation and cryopreservation
Concentrated leukocytes were prepared by machine leukopheresis with anticoagulant ACD-A by BRT Laboratory (Baltimore, MD). PBMC were isolated within eight hours postcollection using a ficoll gradient. Briefly, an average of 11ml of leukocytes were diluted with phosphate buffered saline (PBS) to 35ml and underlaid with 12 ml of ficoll. Following centrifugation for 30 minutes at 450g (at room temperature), the cell layer was collected; the cells were washed three times with PBS and re-suspended in RPMI-1640 media, supplemented with 10% heat-inactivated fetal bovine serum (FBS) (cRPMI-10). Cell concentration was determined using the Guava ViaCount assay (Guava Technologies, Inc., Hayward, CA), and PBMC were frozen at 15 × 10 6 cells/mL in freezing media (22% FCS, 7.5% DMSO and 70.5% RPMI).
Pre-screening of the PBMC donors for CMV responses was initially done at SeraCare Life Sciences (Gaithersburg, MD) using an IFN-γ and IL-2 ELISpot assay. Later, the central laboratory (BD Biosciences, San Jose, CA) performed an ICS assay and selected the donors for each round.
Two vials of the cryopreserved PBMC for each donor were shipped to participant laboratories using a liquid nitrogen dry shipper. A recommended thawing procedure was provided to the participants.
Lyophilized stimulation and staining reagents
We used preconfigured lyophilized stimulation and staining plates, which had been previously validated (Dunne 2004 ) to provide simplified assay setup.
Peptide stimuli, together with brefeldin A (Sigma-Aldrich Corp, St. Louis, MO), were provided in lyophilized form within appropriate wells of a polypropylene V-bottom 96-well plate. The peptide stimuli used consisted of mixtures of peptides for the CMV pp65 protein (138 peptides consisting of 15 amino acid residues, overlapping by 11 aa residues each, BD Biosciences, San Jose, CA; used at a final concentration of 1.7μg/ml/peptide) and CEF (containing 32 peptides of 8-11mers, epitopes from CMV, EBV NA, and Influenza NP proteins used at a final concentration of 1.0μg/ml/peptide, SynPep, Dublin, CA). Of note, CEF was expected to induce CD8, rather than CD4 responses (Currier et al., 2002) .
Lyophilized staining antibody cocktails were provided in the corresponding wells of a second plate. All antibodies were obtained from BD Biosciences. The following antibody mixture was used for all rounds: CD4 FITC/IFN-γ + IL-2 PE/CD8 PerCP-Cy5.5/CD3 APC. In addition, during Rounds 1 and 2, the following cocktails were also tested: IFN-γ FITC/ CD69 PE/CD4 PerCP-Cy5.5/CD3 APC and IFN-γ FITC/CD69 PE/CD8 PerCP-Cy5.5/CD3 APC. Finally, starting in Round 6, a 7-color cocktail was introduced (TNF FITC/IFN-γ PE/ CD8 PerCP-Cy5.5/CD4 PE-Cy7/IL-2 APC/CD3 V450/viability dye) and tested in parallel to the 4-color cocktail described above. The viability marker used was Live Dead Fixable Aqua fluorescent reactive dye (Molecular Probes, Inc., Eugene, OR).
Lastly, starting in Round 6 of testing, BD ™ Cytometer Setup & Tracking (CS&T) beads and Spherotec 8-peak beads (BD Biosciences, San Jose, CA) were provided in the staining lyoplate, in order to assess instrument performance.
Assay guidelines
Participants were provided with a recommended protocol previously standardized in a concerted effort with some of the participating laboratories (Maecker et al., 2005) . In Rounds 1 and 2, four donors were tested against three stimuli (BFA only, CEF and CMVpp65) , and the cytokine responses were measured by using two different antibody cocktails (described above). From Rounds 3 to 5, only one antibody cocktail was used. This allowed a triplicate test of the responses of three donors to each stimuli. Beginning in Round 6, a 4-and 7-color cocktail were tested in parallel. In order to preserve the possibility of testing each condition in triplicate, the number of stimuli was decreased from three to two (BFA only and CMVpp65). Despite the changes introduced between proficiency testing rounds, at least one identical condition was always maintained between rounds (i.e: same donor, same stimulus and same antibody cocktail) thus allowing comparisons from one round to the other.
Briefly, after thawing, PBMC were rested overnight in cRPMI-10 at 37ºC 5% C0 2 . The following day, cells were counted, viability was determined and cells were washed and resuspended at a concentration of five million cells/ml. Cells were added to the appropriate wells of the lyophilized stimulation plate and mixed in order to reconstitute the lyophilized pellets. The plate was then incubated for six hours at 37ºC. After the stimulation, participants were given the choice to either store the plate overnight at 4°C or 18ºC, or immediately proceed to the processing and staining of the cells. Of note, this was one of the rare steps in the protocol were participants were given flexibility since from previous optimization studies it was determined that time and temperature intervals did not have an impact on detected responses. Activated cells were treated with 2mM EDTA for 15 minutes at room temperature and washed using wash buffer (PBS 0.5% BSA 0.1% NaN 3 , or equivalent buffer). It is important to note that participants followed two different strategies to aspirate the wells after the required washing steps; some used vacuum manifold aspiration (recommended in the protocol) and others drained and flicked the plate by hand. Cells were then lysed using FACS Lysing Solution (BD Biosciences) and were incubated for ten minutes at RT. At this point, participants were also given the choice of freezing the cells at −80ºC or continuing with the permeabilization and staining steps. Following fixation, cells were washed and permeabilized for ten minutes at RT using FACS Permeabilizing Solution 2 (BD Biosciences). Cells were then washed twice. During the second wash, the wells of the lyophilized staining plate were hydrated with wash buffer and then transferred to the appropriate well in the antigen plate, mixed and incubated for 60 minutes at RT in the dark. Cells were then washed twice and re-suspended in PBS + 1% paraformaldehyde. Laboratories were provided with common stocks of 20mM EDTA solution, FACS Lysing Solution and FACS Permeabilizing Solution 2.
Collection and analysis of results
The participating institutions had four weeks to complete the assay and return their results after each round of testing.
Participating laboratories uploaded a spreadsheet with their calculated results (percentage of CD4+, CD8+ and cytokine+ cells detected for each sample) via a website, along with their raw data in the form of FCS files. They were also required to fill out an online questionnaire, which tracked protocol variables such as cell viability and recovery, resting of cells, stimulation time, storage of stimulated samples, staining variables, flow cytometer used, acquisition criteria, and instrument setup procedure. The website allowed us to efficiently collect the data and helped to enforce conventions in data labeling and spreadsheet formatting; thus, allowing reliable retrieval of data.
Once data were analyzed, a report summarizing the results from each round was distributed to all the participant laboratories. Each laboratory was identified in the report with a number, and those numbers were kept confidential and changed from one round to the other. There is no correlation between the numeric order of laboratories in Table 1 and in the Figures.
Statistical analysis
The percentage coefficient of variation (% + CV) was calculated as 100*Standard Deviation (SD)/mean for each sample, from the percentage of cytokine-positive cells reported by each laboratory, or derived from centralized analysis of that sample. The mean CV for each experiment was taken as the average of the entire individual sample CVs. Statistical significance of the differences in the averages of CVs between experiments was calculated using a Kruskal-Wallis test, followed by a Dunn's Multiple Comparison test. The significance of the difference between data from the 4-versus 7-color cocktail was calculated by comparing the CVs of these experiments using a Wilcoxon signed rank test for matched pairs. Correlation coefficients were calculated for comparisons between central and individual analysis, as well as gold standard versus laboratories cytokine responses. Statistical analyses were done using GraphPad Prism software (San Diego, CA).
RESULTS
Inter-laboratory variation detected using a 4-color ICS assay
Cytokine responses from the different donors to each stimuli tested were compared across laboratories in each round. The variability across laboratories was calculated as %CV or SD. As noted before , %CV were not informative for low cytokine responses. Based on all the data generated in the current study, we established that %CV would stabilize and could only be used when assessing responses higher than 0.2%; hence, SD was used for cytokine responses lower than 0.19%.
The 4-color cocktail CD4 FITC/IFN-γ + IL-2 PE/CD8 PerCP-Cy5.5/CD3 APC was used in all rounds of testing. An example of the staining obtained using this combination is presented in Figure 1 .
The initial rounds of testing included donors with high, intermediate and low responses to
CMVpp65 and/or CEF. Beginning in Round 6, only donors with intermediate and low responses were included, since detection of these levels of antigen-specific responses was the most frequent and challenging scenario in the analysis of unknown clinical specimens.
Examples of the different levels of responses obtained across donors and stimuli are presented in Figure 2A . In these plots, the responses detected in each replicate for each laboratory are represented, and the variation detected across laboratories is indicated at the top of each graph. A summary of all %CVs or SDs calculated for each response in each round is presented in Figure 2B . For cytokine responses higher than 0.2%, the %CVs detected across rounds were overall very similar (mean of 32.8%, 26.4%, 27.6%, 34.2%, and 36.3% in Rounds 2, 3, 4, 5, and 6, respectively). However, in Rounds 1 and 7, the %CV were higher (mean of 57.4% and 64.4% for Rounds 1 and 7, respectively) compared to the ones in other rounds; although there was not a statistically significant difference (p>0.05). For lower responses, the SD followed a similar trend with the smaller variations detected in Rounds 2, 3, 5, and 6 (range of mean of all SD from 0.01 to 0.08) and higher variations in Rounds 1, 4 and 7 (0.59, 0.25 and 011, respectively; p<0.0001 for Round 1 versus Rounds 2, 3, 5, and 6).
Finally, it is also significant to specify that when analyzing the responses to the different stimuli, background subtraction was not performed. The rationale behind this decision was that if an error had occurred in the negative control wells, such an error will be carried over to the stimulated ones by doing the subtraction. However, we did compare the variation across laboratories with and without background subtraction (data not shown), and no significant differences were observed.
Inter-laboratory variation detected using a 7-color ICS assay
In order to evaluate an ICS assay that would mimic the daily practice in most of the participating laboratories, a 7-color cocktail was included to begin in Round 6. This cocktail was designed so that poly-functional T-cells (i.e. T-cells producing more than one cytokine) could be identified. A survey conducted across the participating institutions revealed that most laboratories were interested in detecting IFN-γ, IL-2 and TNF-α in separate channels. Since all laboratories utilized frozen specimens, the inclusion of a viability dye was suitable . The resulting 7-color cocktail, unlike the 4-color cocktail, was designed in the central laboratory and has not been formally validated. The detection of cytokine responses using this combination is presented in Figure 3A . Using this 7-color combination, the cytokine responses that were consistently detected across donors after CMVpp65 stimulation were CD4+ and CD8+ T-cells expressing all three cytokines (IFN-γ +, IL-2+, TNF-α+) or IFN-γ and TNF-α. These specific subsets were easily identified by all participants, across all donors in Rounds 6 and 7. The variation observed in the quantification of poly-functional T-cells was similar to the one obtained when only looking at a single cytokine or at the combination of cytokines in one channel, as done in the 4-color cocktail (data not shown).
In order to directly compare responses obtained with the 4-color versus 7-color cocktails, the frequencies of all subsets identified as producing IFN-γ and/or IL-2 with the 7-color cocktail were summed for both CD4+ and CD8+ T-cells. Interestingly, increasing the number of colors in the assay, and hence its complexity, did not result in an increase in the variability observed across laboratories. The responses detected by the different participants, using both combinations, is shown as an example in Figure 3B . Moreover, the mean of the %CVs calculated across responses detected with both cocktails were very similar (50.0% versus 53.4% in Round 6 and 62.1% versus 59.8% in Round 7), as well as the mean of the SD for low responses (0.09 for both cocktails in Round 6 and 0.17 versus 019 in Round 7; Figure  3C ).
Definition of optimal range and outlier measurements
Because of the variability across laboratories, we needed to create a robust method for defining outlier measurements. Therefore, at the start of Round 3, the central laboratory performed five to six assays, with at least two different operators on different days, using the same batch of reagents distributed to the laboratories and acquiring the cells in different instruments (FacsCalibur, Canto II and LSRII) . We considered that the cumulative data from those experiments reflected the variability inherent to this assay and provided a range of where the responses should fall. We refer to the results obtained from these series of experiments in each round as the Gold Standard (GS). In most of the measurements, the range defined by ±2SD of the mean of the GS was considerably narrower than the one defined by the mean ±2SD of the measurements from all laboratories. In addition, the mean ±2SD of the GS also included most of the measurements that fell between the 25 th to 75 th percentiles of all measurements. Moreover, for a given response, the mean and median of the GS were almost identical (correlation coefficient ≥ 0.9, data not shown) and highly correlated with the median of the responses reported by all participants ( Figure 4A ). Taking this into consideration, we determined that if a response reported by a participant was not within ±2SD of the GS, it would be considered an outlier. Using this strategy, we were then able to quantify the number of outlier measurements for each laboratory in each round. As shown in Figure 4B for Rounds 3, 4 and 5 in which we tested the same donors and used the same stimuli, there was considerable variation in this number from one laboratory to another. In general, if a laboratory had a high number of outlier measurements in a given round, this number decreased in subsequent rounds (clear examples are Laboratories 3, 11 and 13). After completion of every round, the central laboratory generated a detailed report summarizing the performance of each laboratory and provided feedback regarding any issues encountered during that particular round. This response very likely contributed to improved performance for successive rounds, if the operator was consistent between rounds. Variation in the GS measurement from one round to the next would reflect variation across different days, different operators and different lots of reagents. We found (data not shown) that the GS was consistent in detecting almost the same range of responses between rounds. In addition, the %CVs or SDs were similar and significantly lower than the ones calculated with the data from all laboratories.
After careful analysis of the data generated by all the laboratories in the seven rounds of the ICS QAP, we have identified critical factors to consider when evaluating laboratory performance of ICS assays. We will describe these factors and present data supporting the most effective factors contributing to intra-laboratory variation and generation of outlier measurements.
Viability and recovery
When performing the assays, participants were instructed to determine the percentage of viability and recovery using their preferred technique (trypan blue and hemocytometer, Guava, etc).
Importantly, the viability of the cells across rounds was very good and in general, higher than 85% (Table 2 ). The protocol distributed to participants contained a recommended thawing procedure. However, isolated cases of low viability were reported and always related to inappropriate thawing technique, such as using non-optimal media or thawing too many sample vials at a time. As expected, low viability was consistently associated with suboptimal responses (data not shown).
Notably, the viability of the cells obtained in laboratories within the US compared to laboratories overseas (Asia and Africa, for example) were almost identical (Supplemental Figure 2S ), suggesting that shipping frozen PBMC using liquid nitrogen containers is suitable for these types of studies. It is important to point out that the requirement of this shipping methodology had been established in previous studies (Bull et al., 2007) , and it was determined that despite the high cost associated with this shipping strategy, it was critical to adequately preserve the specimens.
In initial rounds of this study, we did not include a viability marker in the staining combination, but a viability marker was included at the beginning of Round 6 in the 7-color cocktail. Using this staining, we were able to determine that across institutions the percentage of viable cells recovered after the assay was comparable (data not shown).
In contrast to the consistent viability values, we detected considerable variation in the number of cells recovered in each laboratory (Table 2 ). Recovery could range from 40 to 140% for a given donor. We could not find a correlation between % recovery and outcome of the assay (as determined by the number of outlier measurements for that donor; data not shown). We hypothesize that this could indicate discrepancies in cell counting methodologies used across laboratories. Although ICS assays, in contrast to other cell-based assays such as ELISpot or proliferation, are not sensitive to variation in the cell input (similar results are obtained if one or two million cells are stimulated; data not shown), it is necessary that a minimum number of cells are stimulated to generate enough events for acquisition and analysis as discussed below.
Number of collected events
When analyzing the individual FCS files generated in initial rounds, it appeared that the participating laboratories had acquired a wide range of total cell numbers per well, and that within the same laboratory, different numbers were acquired across different wells as shown in Figure 5A . Although the protocol for Rounds 1 through 5 stated that a minimum of 80,000 CD3+ lymphocytes were needed to be acquired per well, some laboratories were not in compliance, acquiring too few events (20,000 or fewer CD3+ lymphocytes). Starting in Round 3, the central analysis of the data included evaluation of total numbers of CD3+ lymphocytes. The protocol was modified, and it was emphasized that a minimum of 80,000 and a maximum 100,000 cells (this top limit was introduced in order to narrow the range of acquired events across laboratories) of interest needed to be acquired per well. Moreover, feedback was given to the laboratories that were not able to acquire sufficient events. Possible causes for this problem were inaccurate cell counting methodology, inadequate centrifugation speed after fixation and permeabilization, or cell loss during aspiration of the wells after wash (either by incorrect use of the manifold or poor plate flicking technique). There was no correlation between different cell counting techniques (Guava, hemocytometer, etc.) or aspiration methodology (flicking versus vacuum manifold) and cell numbers acquired. The feedback given to the laboratories resulted in improvements for certain laboratories, but others still struggled to reach the minimum number of required events. In addition, since Round 6, the number of events to be acquired was further increased to 120,000 to 150,000 CD3+ lymphocytes. Due to the need for analyzing smaller cell subsets identified with the 7-color cocktail, the cell recovery requirement at the end of the assay became more challenging for some laboratories.
As expected, acquisition of a low number of events had a clear impact on the accuracy and precision of the data, and could contribute to decrease in inter-laboratory reproducibility. In the example shown in Figure 5B , acquisition of a low number of events led to imprecision by under-estimating cytokine responses, especially when looking at low frequency responses like the CD4 cytokine response in this case.
Intra-laboratory variation
Beginning with Round 3, we were able to provide enough cells to the participants so that each response was tested in triplicate. This allowed us to evaluate intra-laboratory variability. For each laboratory, the %CV or SD, depending on the level of response, was calculated for each set of triplicates ( Figure 6 ). Moreover, this variability was compared to the intra-laboratory variability of the GS, since that set of data was considered optimal. The variability within triplicates for the GS was low with a mean CV lower than 7% and a mean SD lower than 0.02 in Rounds 3 through 7.
In general, the majority of the laboratories generated reproducibly tight data, with %CVs and SDs, which were equal to or lower than the ones from the GS (represented by small boxes in Figure 6 ; for example, Laboratories 8 and 9 for both %CV and SD). Variable data represented as large boxes (i.e. Laboratories 5 and 13 CVs) or high %CVs and SDs (above the GS mean) usually was attributed to technical problems during the assay (cell loss in a given well due to inadequate aspiration method, cross-contamination, etc.). Interestingly, although there was no correlation between data from different laboratories and/or rounds of testing, high variability within triplicates usually indicated a high number of outlier measurements for a given laboratory.
Instrument performance and setup
Since central analysis of individual FCS files was performed in each round, we were able to detect issues related to instrument performance and setup that had an impact on the quality of the data, which could also account for inter-laboratory variability.
For instance, compensation was examined by looking at all the possible color combinations in un-gated plots. Over or under-compensation was seen in some cases, especially during initial rounds. As expected, inadequate compensation yielded outlier measurements (data not shown).
In addition, we observed that different populations (FSC, SSC, CD3, CD4, CD8, cytokine +) would fall in diverse locations. This variation could contribute to inaccurate measurement of the responses, if the populations of interest were off-scale or difficult to discriminate. Furthermore, to conduct a centralized analysis, this variability made it extremely difficult to generate an accurate generalized analysis template to fit the majority of the data.
Beginning in Round 3, single stained cells or pre-stained compensation beads were lyophilized and included in the staining plates so all participants could use exactly the same reagents for instrument setup. In addition, the protocol distributed included target values for each channel (generated using the pre-stained lyophilized cells or beads in the central laboratory) specific for the different instruments, along with instructions for manual or automatic compensation. This strategy led to overall better instrument setup and more homogenous data across sites (data not shown) that significantly facilitated central analysis.
In addition to providing detailed guidelines for instrument setup, we evaluated and compared the performance of flow cytometers across institutions, starting at Round 6. This assessment was done both quantitatively and qualitatively in each participating laboratory by providing calibration beads (CS&T and fluorescence calibration 8-peak beads), pre-stained compensation beads and a detailed protocol. For each detector, the following parameters were calculated: Qr (a measure of fluorescence detection efficiency); Br (optical background); SDen (standard deviation of electronic noise); and Stain Index (SI) of the compensation beads. SI provides an estimate of the sensitivity/resolution of each channel and is calculated using the following formula: SI = (median [+ peak] -median [− peak])/ 2*robust SD. A high SI, high Qr and low Br are desirable, as they reflect good resolution and low background for a given channel. For each detector, all the calculated parameters listed here varied widely across institutions. For example, the SI of the compensation beads ranged from 28.5 to 151, 46.1 to 347.3, and 6.8 to 36.1 for FITC, APC and V450 channels, respectively. Of note, SI calculated from beads was highly correlated with SI calculated from stained cells (Supplemental Figure 1) . More importantly, the combination of the instrument performance information obtained from the SI and the 8-peak beads, together with the measurements Qr and Br for each detector, allowed us to dissect the specific causes for low sensitivity in a given detector. For example, if high Br was calculated, poor resolution was very likely due to high optical background, suggesting that the filter and/or the flow cell needed to be checked for that particular instrument. If low Qr was calculated, then low sensitivity was linked to an issue with the optics for that given detector. In the example shown in Supplemental Figure 1S , the difference in resolution in the FITC channel between the instruments in Laboratories 1 and 2 was due to a combination of high background and low detection efficiency of the FITC detector in Laboratory 2.
The results of the instrument performance assessment were summarized in the individual reports distributed at the end of each round, and suggestions were made in order to correct any documented issues.
Gating strategy
All participating laboratories were requested to provide raw data (FCS files) at the end of each round. This enabled the central laboratory to analyze all of the data generated by each participating laboratory. The responses obtained from this centralized analysis were compared to those from the individual analysis performed in each laboratory.
In the majority of cases, good correlation was observed between the two analyses, with correlation coefficients higher than 0.9 (data not shown). When a poor correlation was obtained, the central laboratory carefully analyzed the gating strategy used by a particular laboratory. One of the most common problems encountered is represented in Figure 7 . Noninclusion of down-modulated cell surface antigen populations (CD3 dims, CD4 dims or CD8 dims) led to underestimation of the gated cytokine responses, since some of the cytokine+ cells fall into these dim subsets as it has been previously shown (Maecker et al., 2001; Bitmansour et al., 2002) .
When these problems or any other non-optimal gating issues were observed, feedback was given to the relevant participants. In addition, a suggested gating strategy was provided, and it was highly recommended to back-gate on the cytokine+ cells, in order to visualize the location of those cells within the CD3, CD4 and CD8 parameters. When it was possible to follow up on these recommendations with the same operator, usually high correlation was achieved after one or two rounds of testing between the centralized and the laboratory analysis (data not shown).
Finally, a common problem accounting for low correlation between centralized versus individual analysis was defining how conservative to set the gates to discriminate cytokine positive and negative cells.
Pass/fail criteria for ICS assays
After analysis of the data generated during seven rounds of this ICS QAP, we have identified key factors responsible for inter-laboratory variability that reflect the optimal or suboptimal performance of an ICS assay. Those factors cover all aspects of this assay, from cell processing (cell viability, cell recovery and intra-laboratory variability), instrument setup and acquisition (compensation and number of collected events) to data analysis.
During all rounds of testing, the importance of these factors was extensively discussed with all participants, and data analysis regarding each element was provided within the individual report generated for every laboratory. As shown in Figure 8 , when these different factors were taken into consideration and only optimal data is considered, along with a centralized analysis, the inter-laboratory variability decreased significantly.
The participants of this program agreed to adopt these factors, along with the optimal range determined by the GS, as pass/fail criteria (Table 3) . For each parameter, we established a target value that we consider optimal. These key indicators of performance were based either on the data provided by all laboratories (e.g., for cell viability and recovery in each round) or data from the GS (e.g., for intra-laboratory variability), and were set so excellent versus good versus fair performances could be discriminated. Additionally, a scoring system was designed that allows one to accurately grade the performance of a given laboratory in each specific aspect of the assay. For example, in regard to the number of collected events, 10 points are alloted if the average of relevant events collected across wells is equal to the target number provided in the protocol; 8 points are alloted if the average is between 80-99% of the target; 6 points if the average is only 60-79% and so on. Zero or no points are allotted if the average number of collected events is less than 19% of the target. When this scoring system was applied to the data generated in Round 7, the scores assigned to each laboratory highly correlated with the overall impression assigned by the central laboratory and the quality of the data (data not shown) based on its experience.
DISCUSSION
Currently, participation in the ICS QAP described in this study is a NIH/NIAID/DAIDS requirement for those laboratories supporting trials where NIAID holds the IND application. The implementation of this QAP has been a useful tool to determine whether a specific laboratory is capable of providing reliable data for evaluation of T-cell responses to HIV vaccine candidates.
From the data collected during seven rounds of proficiency testing, we were able to evaluate the reproducibility of 4-and 7-color ICS assays across laboratories and to define pass and fail criteria for future use.
As stated in previous studies (Maecker et al., 2005; Maecker et al., 2008) , the degree of variation detected depends on the frequency of the cytokine responses evaluated. For responses above 0.2%, inter-laboratory %CVs of less than 35% seemed suitable based on our data. For cytokine responses below 0.2%, SD lower than 0.1 should be expected. It will be important to establish these values as a reference point for other organizations wishing to conduct similar ICS proficiency testing. Although in the present study we only evaluated antigen-specific responses to CMVpp65 and CEF, we were able to study donors with a wide range of responses; hence these results could be generalized to a variety of antigens eliciting similar frequencies of responses. With the current panels, we were able to evaluate IFN-γ, IL-2 and TFN-α production. It remains to be determined if similar levels of variation are observed for assays evaluating other cytokine responses.
The level of inter-laboratory variation observed was, as expected, higher compared to intraassay and inter-assay variations (%CV of 10% and 25%, respectively) previously reported (Nomura et al., 2000) . However, it was significantly lower than the inter-laboratory variation reported for other types of functional assays, such as ELISpot Janetzki et al., 2008) and tetramer detection of antigen-specific T-cells (Britten et al., 2009) . This was likely due to the fact that in contrast to these previous studies, all laboratories in this study performed the ICS assay following a common SOP and using common reagents. The requirement for a validated common protocol and common set of reagents is mandatory if factors accounting for variability are to be dissected. Variations in protocol design can yield very different cytokine responses and may include: pre-incubation of freshly thawed PBMC prior to activation, use of co-stimulatory antibodies during the activation step, variation in use of different fixation and permeabilization buffers and protocols, and variation in selection of antibody clones and panel combinations. It is important to point out that there were only few steps in the detailed protocol distributed where the participants had choices on the procedure to follow and that previous studies had demonstrated that those alternatives did not impact the ICS data. In addition to following a standardized protocol, we believe that the use of lyophilized reagents provide a clear advantage for this kind of program, as this format minimizes variation due to reagent handling and pipetting.
Furthermore, lyophilized reagents pre-configured in 96-well plates provide convenience of assay setup and offer long-term reagent stability.
Interestingly, increasing the complexity of the assay by using a multicolor cocktail that allowed the detection of low frequency populations did not have an impact on the interlaboratory variation. This indicates once a SOP and common reagents are used, the variation is due to factors that equally affect a 4-color or a 7-color assay. Moreover, one could expect that following the guidelines established in this study, going beyond 7-color assay, will not lead to increased variation.
The main factors identified in this study for inter-laboratory variation, either independently or in combination, were number of collected events, analysis/gating strategy and instrument setup, as well as performance. It is critical to establish a minimum number of events to be collected, using statistical methods that take into account the frequencies of responses to be measured and the level of precision, as this directly impacts the precision of the measurements. Despite efforts in troubleshooting, low recoveries were consistently detected in some laboratories. Even after modifying the centrifugation speed and aspiration technique at the various washing steps, we did not see a significant improvement, and the minimum number of events specified in our protocol was not consistently reached across laboratories. With the introduction of a multi-color cocktail and the possibility of detecting low frequencies of poly-functional T-cells, the necessity of acquiring a minimum number of needed events becomes even more critical. We are currently evaluating modifications in the protocol, which could enhance cell recovery. These elements include decreasing the number of washing steps and/or using alternative fixation and permeabilization buffers.
As pointed out in previous studies (Maecker et al., 2005; Britten et al., 2009 ), data analysis is a significant contributor to inter-laboratory variation for flow cytometry-based assays, and centralized data analysis is a strategy that can be implemented to minimize laboratory-tolaboratory variation in reported results. Although if as in the present study, the various institutions performing the assays have flow cytometers with distinct configurations (i.e. different lasers and filters), the use of a standardized analysis template is not always feasible with the current software available. Development of new, more portable analysis tools at different institutions is ongoing and will very likely facilitate centralized analysis. Also, we found that providing a suggested analysis strategy was important, as all participants could visualize a proposed way to set up the gates. The strategy followed in this study was to set the cytokine positive and negative gates based on the biological control (unstimulated samples for each donor), rather than using fluorescence minus one (FMOs) or isotype control, but specific rules on how "high" or "low" to set those gates were not included in the protocol. We are currently working with all participants to define such guidelines, as it is evident this plays a vital role in discrepancies between the centralized versus the individual analysis and in the inter-laboratory variation observed.
Another factor that we have started assessing during the last two rounds is the flow cytometer performance. The data obtained demonstrated that measured performance varied widely across institutions; more importantly, we have been able to correlate instrument performance with assay performance. For instance, poor resolution of different cell subsets was predictable when looking at non-optimal Qr and Br values. As a result of this evaluation, we were able to provide laboratories with data to compare their instrument performance with others and address any nonconforming issues. In the future, we expect the evaluation of instrument performance will lead to better instrument quality control (QC) in all participating institutions, and will also allow us to more easily establish minimum instrument performance reference values (mainly Qr and Br for each detector) needed to generate optimal data when using the specific antibody combinations provided in this program.
It is important to identify that although we are certain the above discussed factors impact the quality of the data, they are not exclusive, and perhaps additional unknown elements may explain the sporadic assay variation within a round. One of the factors that is difficult to quantify is the experience of the operators performing the assay and their familiarity with the protocol. Consequentially, during the first round, several new operators unfamiliar with the protocol performed the assay. After feedback was provided and experience gained with the protocol and reagents, variability significantly decreased in the next rounds. In Round 7, however, several laboratories had new personnel performing the assay, which may potentially account for the increased variation compared to previous rounds. This may also explain why some laboratories did not improve significantly between rounds, while others did. To increase operator competency, a laboratory may request "trainee panels" prior to participating in a proficiency program. It would also be expected that within each laboratory, internal training and competency testing of staff is completed before performing the external proficiency testing for any assay.
The investment required to achieve good inter-laboratory precision in a functional assay is high. With minimal effort, a single laboratory might be able to achieve consistent results and even demonstrate sufficient sensitivity for a given purpose. However, this is not sufficient to assure consistency across laboratories, which is a prerequisite if multiple laboratories contribute to a study, or if data from multiple laboratories are to be compared across studies. For this purpose, we attempted to create acceptance criteria around a "gold standard", which, while not a true test of accuracy, allowed for measurement of inter-laboratory precision relative to a presumably optimal result. A significant contribution of this multi-site study is our ability to define pass and fail criteria for ICS assays, which will be adopted in the subsequent rounds of testing. We expect these criteria will help the central laboratory to objectively and accurately qualify the performance of each participant and identify areas to enhance performance, if necessary. We anticipate that the adoption of this strategy, combined with regular participation in a QAP, will provide the participant laboratories with the necessary tools to generate optimal and accurate data and expect other organizations will benefit from the lessons learned through this program. Considering the nature of different flow cytometry-based T-cell assays, such as proliferation measurements using carboxylfuorescein diacetate succimidyl ester (CFSE) and antigenspecific T-cell detection employing tetramer staining among others, we believe the elements of this QAP could be easily extrapolated to other flow cytometry-based assays that assess antigen-specific cell frequencies.
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