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A method for the expansion of matrix-fraction descriptions, that are utilized in 
multivariable control, is given and general formulas for right and left matrix- 
descriptions are developed. The procedure does not require derivatives for the case 
of repeated roots and it is suitable for digital computer application. All of the 
coefficients of the expansion are found simultaneously by a simple matrix manipula- 
tion. 0 1989 Academic Press. Inc. 
I. INTRODUCTION 
Multi-input, multi-output systems [l-3] generally lead to matrix- 
fraction descriptions (MFD) of rational matrices when the system is not 
characterized in the state variable form a(t) = Ax(t) + Bu( t). Matrix- 
fraction description can be used to represent ransfer functions of the form 
H(s) = D;l(s) NL(S) (1) 
which are called left matrix-fraction descriptions. DL(s) and NL(s) are 
matrix polynomials of the form 
D,(s)=D,s”+D,s”~‘+D,s”~*+ ‘.. +D, (2) 
and 
N,(s)=N,s”-‘+N,s”~*+N3s”-3+ ... +N,, (3) 
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where Di~S?pXP,Ni~iB?pXm and s is a scalar. It is also possible to represent 
the system by a right matrix-fraction description with the transfer given by 
H(s)= N,(s)D,'(s). (4) 
Both the left and the right matrix-fraction descriptions are similar in form 
to the usual scalar case, i.e., the expressions are “ratio” type functions, 
except that matrix polynomials (sometimes called lambda matrices) are 
present in the defined functions with the inverse of a matrix required. It is 
also necessary to make the distinction between the “left” and “right” 
descriptions. The two polynomials should be relatively prime and an 
excellent treatment of such functions can be found in Refs. [4, 51. 
It will be assumed that MFDs are given with this paper addressing the 
problem of expanding the MFDs in a partial fraction form (PFE). There 
are several methods for the partial fraction expansion of (1) or (4), and this 
paper will describe a procedure which differs from those given in the 
literature. There is no doubt that scalar procedures can be adapted to the 
PFE exercise as can the usual state variable method of expansion and the 
method based on solvents [6]. These methods are not necessarily efficient 
whereas the method to be presented utilizes the Kronecker products [7, 81 
of matrices in an adaption of an earlier procedure [9] and is reasonably 
efficient. 
II. PARTIAL FRACTION REPRESENTATION 
It will be assumed that each entry in D(s) and N(s) is a scalar polyno- 
mial in s and that D(s) is a regular polynomial (det Do # 0). The transfer 
function given in (1) has the PFE form 
where Li,,~WpXm are the matrix coefficients of the left matrix-fraction 
description, r is the number of distinct latent roots of D(s), and mi is the 
multiplicity of the ith root. The latent roots of D(s), which will be assumed 
to be manic [ 10, 111, are given by 
det D(s)=s"+a,s"~'+a,s"-*+ ... +u,~,s+u, 
= (s - /l,y- (s - A*p (s - n,p . . . (s - n,y 
= 0, (6) 
where v = np. The right matrix-fraction expansion would have the same 
form as (6) but where the matrix coefficients L,, are replaced by 
Ri,,~Wmxp. 
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It is not difficult, although somewhat edious, to show that the matrix 
coefficients Li.O of the left matrix-fraction expansion with v distinct latent 
roots are given by 
where 
with 
and 22 is given by 
0 
Do 
Dl 
0 
0 
Do 
. . . 0 
0 
0 
Do   . . . 0  
D,   ... 0  
D, ,  ... . . . 0  
. . . . . . : : 
.9= D,p, D Dn-, ,p, n-2 ,p, ". 0 0  
D, D ,-, n-l D,p, .., -, . 0 0  
. . : : 
0 0 (j . . . 0, 0  
-0 0 0 ... D, Do _ o- 
 0 Do 
, 
(7) 
(8) 
(9) 
(11) 
The matrix Z, is the p x p identity matrix thus Y is a vp x vp matrix with 
V-' @Z, denoting the Kronecker product of V -’ with Z,. The v x v matrix 
V is the Vandermonde matrix formed from the v distinct latent roots 
of D(s). 
The 9 matrix in (7) is a lower triangular Toeplitz matrix for which the 
inverse can be easily determined. The inverse of 9 is given by 
409.143. l-3 
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g-1 = 
a, 0 0 . . . 0 0 
b, 6, 0 ‘.. 0 0 
6, B, d, ... 0 0 
. . . . 
. . . 
a’ 1 n-1 B,-, 6,-, ... 0 : 0 
d, d,+, B”+, .‘. 0 0 
. . . . 
. 0 0 0 : ... 
Do 
0 :
0 0 0 ... B, B, 
i-1 
di=-ijo 1 Dippdp for i= 1, 2, . . . . v (13) 
p=o 
where 
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with do= D;'. 
If the ith latent root of D(s) has multiplicity mi greater than one, i.e., it 
is repeated, then the partial fraction-matrix coefficients may contain terms 
such as L,,, Li, i, etc. It is necessary in this case to modify V with 
v= 
where 
1 ... 1 1 0 0 ... 1 
A, ‘.. 1, A, 1 0 ... 1, 
1: .'. A; 2; 2A, 1 ... Af 
. . . . . . . -A;.‘- I A;- I ... 21-l : fi(iJ fz;&) .. A;-’ : 
j-/J&)= ( v;k > A;-k-1, k=O, 1, . ..) m,- 1. 
The 9 block vector 
coefficients Li,, with 
where I;= I mi= v. 
must be modified to include the secondary expansion 
-L - 1.0 
L 2.0 
L l-I.0 
Y= Li,O 
Li,I ’ 
- i.0 - 
1 7 (14) 
(15) 
(16) 
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The expansion of the right MFD of the form given in (4) can be expressed as 
(17) 
The mathematical equation for the right matrix-fraction description expan- 
sion, the analogous equation to (7) for the left matrix-fraction description, 
is 
The matrix expansion coefficients are R;,,E qmxp and are determined from 
LJi? =CR,,, R2.0 ... &J 
=[N, N, .‘. lv, 0 ... O] 8, 6, ... B,-, b, 0 b, ... b,+, B,-x (~-ToJJ, (19) 
0 0 ... 0 6, 
where T/ is the Vandermonde matrix, VPT is the transposed inverse of V, 
and B,’ is the inverse of an upper Toeplitz matrix constructed from D,, 
D,, etc. The block terms in CSR are computed by an equation similar to 
(13). The block vector R would be modified in a similar manner to 9 as 
given in (16) when the latents roots of D(S) are repeated. 
III. ILLUSTRATIVE EXAMPLE 
An example will now be given to illustrate the procedure. Assume that 
the two matrix polynomials are 
D(s)= 
s2-44s+3 2s- 1 
-0.2x+0.2 s2-3s+2.6 1 
=[A ;ls2+[ 1042 :j]“+[;2 ;;] (20) 
and 
N(s)= -2 
[ 
s+3 -y]=[; IT]s+[ T2 J. (21) 
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Consider first the expansion of the left matrix-fraction description 
H(s) = D;l(s) NL(s). The characteristic polynomial of D(s) is 
det D(s)=s,- 7s3 + 18s*- 2Os+ 8 = (s- l)(s-22)‘, (22) 
which has the latent roots A, = 1 with multiplicity m, = 1 and I, = 2 of 
multiplicity m, = 3. The latter root is repeated, thus the L.Z block vector will 
contain the matrix coefhcients L,,,, L,,,, L,,, , and L,,,. The Vandermonde 
matrix and its inverse are given by 
11 00-1 
12 
=14 [ 10 1 8 41 1 12 6 
1 
-1 
[ 
8 -12 6 -1 
v-1 -7 12 -6 1 = 
6 -11 6-l  ’ (23) -4 8-5 1 
Using Eqs. (9)-( 1 l), the matrix coefficients of the expansion of the left 
matrix-fraction description are given by 
L 1,o 
L -Lo [I L =(V-'@I,) 2. I L 2.2 
- 1 
0 
-4 
-0.2 
X 
3 
0.2 
0 
_ 0 
0 0 0 0 0 
1 0 0 0 0 
2 1 0 0 0 
-3 0 1 0 0 
-1 -4 2 1 0 
2.6 -0.2 -3 0 1 
0 3 -1 -4 2 
0 0.2 2.6 -0.2 -3 0 
O--l 
0 
0 
0 
0 
0 
0 
l- 
- 1 
0 
3 
-2 
0 
0 
0 
- 0 
-3- 
-1 
-1 
0 
0 ’ 
0 
0 
O- 
(24) 
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which after carrying out the matrix operations gives the expansion 
1 0.6 - 2.2 1 
+(S-2)2 -1.8 -1.4 1 +(s-2)3 
33 
(25) 
which is the correct left MFD expansion of H(s). 
The right matrix-fraction description of the polynomials D(s) and N(s) 
given in (20) and (21), respectively, will have a different partial fraction 
expansion as will now be shown. Consider the right matrix-fraction 
description with H(s) = NR(s) D;'(S). The characteristic equation of D(s) 
has been computed earlier and it was found that there are latent roots of 
1, = 1 of multiplicity m, = 1 and A, = 2 with m, = 3. The Vandermonde 
matrix remains the same as for the left matrix-fraction description. The 
matrix expansion coefficients are given by (17) with 
CR,,o R,,, R2.1 R,,,l 
1 -2 -3 -1 0 0 0 0 
=o-1-2 0 0 0 0 0 1 
-1 
0 
0 
0 
* 
0 
0 
0 
-0 
0 -4 
1 -0.2 - 
0 1 
0 0 
0 0 
0 0 
0 0 
0 0 
23-l 0 0 
3 0.2 2.6 0 0 
o-4 2 3 -1 1 
1 -0.2 -3 0.2 2.6 
01 o-4 2 I (Jf-Toz*), 
00 1 
-0.2 -3 
00 0 10 
00 0 0 1 I 
which after carrying out the indicated operations gives 
N(s)= 
1 -2.4 4.0 
- (s- 1) 1.2 -2.01 +$j[ “;4, 16dol 
which is the correct expansion for the right matrix-fraction description, 
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IV. CONCLUSIONS 
Two new formulas (7) and (17) for computing the partial fraction expan- 
sion matrices of the left and right matrix-fraction descriptions have been 
presented. The procedure utilizes the Vandermonde matrix of the latent 
roots of the matrix polynomial D(S) which is the largest matrix that must 
be inverted. The Kronecker product is then utilized to generate the proper 
matrix which is used along with the matrix polynomial coefficients to 
compute the PFE expansion coefficients. The properties of a Toeplitz 
matrix are used to avoid inverting the matrix of coefficients of D(s) in 
the expansion. The procedure is quite general and is easily implemented 
on a digital computer. All of the PFE matrix coefficients are obtained 
simultaneously. 
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