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Abstract
Geometry and algorithm design for a novel highly miniaturised radiation monitor (HMRM)
for spacecraft in medium Earth orbit are presented. The HMRM device comprises a telescopic
configuration of application-specific active pixel sensors enclosed in a titanium shield, with an
estimated total mass of 52 g and volume of 15 cm3. The monitor is intended to provide real-
time dosimetry and identification of energetic charged particles in fluxes of up to 108 cm−2 s−1
(omnidirectional). Achieving this capability with such a small instrument could open new
prospects for radiation detection in space.
The methodology followed for the design and optimisation of the particle detector geometry
is explained and analysis algorithms — for real-time use within the monitor and for post-
processing reconstruction of spectra — are presented. Simulations with the Geant4 toolkit
are used to predict operational results in various Earth orbits. Early test results of a prototype
monitor, including calibration of the pixel sensors, are also reported.
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Chapter 1
Introduction
The Earth orbit environment is populated by a great variety of energetic charged particles.
The interactions of these particles with spacecraft systems and payloads lead to the cumulative
degradation of components and to single-event errors in electronic devices. These may result
in system malfunction, reduction of mission lifetime and even loss of a spacecraft. Safety
concerns for human space habitation and exploration pose even greater challenges from this
perspective.
The data provided by monitoring devices help in assessing these risks and in correlating
radiation effects with the radiation environment. This may result in improved mission plan-
ning, recommendations for spacecraft design and introduces the possibility of real-time alert-
ing.
Monitors in current use may be divided into two broad categories: scientific payloads and
support instruments. The former have good particle measurement capability, with large mass
(1 kg) and power requirements (1 W). Smaller support instruments, however, have limited
functionality (e.g. dosimetry) and offer little or no particle discrimination. Damage effects
depend strongly on particle species and energy, meaning that particle identification would be
an important advantage for these devices. The development of a small, accurate instrument
suitable for widespread use on satellites in Earth orbit could therefore open new prospects for
radiation detection in space. This thesis describes many aspects of the development of the
Highly Miniaturised Radiation Monitor (HMRM), an innovative particle detector intended
for spacecraft radiation environment monitoring.
In April 2009, the European Space Agency (ESA) invited tenders for a contract to develop
a small particle radiation monitor for use in medium Earth orbit [1]. The programme covers
Phases A and B of the design process which are, respectively, the feasibility study and pro-
totype construction stages. The successful bid to design the HMRM was led by the Space
Science Department of the STFC Rutherford Appleton Laboratory (hereafter RAL Space),
in partnership with RAL Technology Department and the High Energy Physics Group at
Imperial College London (Imperial); the project started formally in February 2010. Imperial
has made extensive contributions to the technical design, Monte Carlo and functional simula-
tions, on-board and oﬄine algorithm design and hardware testing of this device. I have made
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major contributions to all of these areas and have undertaken most of the work described in
this thesis, which is organised as follows.
Chapter 2 provides an introduction to the energetic particle environment in Earth orbit and
summarises how these particles interact with matter, causing damage to spacecraft compo-
nents. Five reference Earth orbits are selected to provide specific examples of possible HMRM
use cases; these are simulated at several stages of the development process to assess monitor
performance. Space radiation monitors in past and present use are also reviewed, covering a
wide range of instrument sizes, detection methods and capabilities. This information is used
to draw conclusions and implications for the design of the HMRM.
The hardware design of the HMRM is discussed in Chapter 3. The monitor detects and iden-
tifies particles by measuring their energy loss in a telescope of thin silicon active pixel sensors.
This technology, developed originally for High Energy Physics experiments, promises unique
advantages for miniaturised space-based applications. The detector geometry (the layout
and principal characteristics of the sensor telescope, casing and aperture) of this conceptual
design was optimised with respect to particle identification and counting ability. This pro-
cess, described in this chapter, resulted in a set of design recommendations to which I was a
leading contributor. The monitor electromechanical design, developed by RAL Space, is also
presented together with its implementation as a Geant4 geometry model for particle Monte
Carlo simulation.
Chapter 4 describes the radiation monitoring analysis algorithms which are executed within
the HMRM, and assesses the potential for particle identification. Probabilistic identifica-
tion is achieved by measuring the particle energy loss rate in multiple sensors, with fast
analysis performed on an event-by-event basis. Particle count rates and ionising dose rates
are also measured; these data are made available in small data packets suitable for rapid
appraisal. The monitoring and identification algorithm was delivered to RAL Space for im-
plementation in the prototype monitor (together with the device control and communication
functions).
Chapter 5 considers the simulated aspects of the HMRM project in further detail. The
Geant4 Monte Carlo physics implementation used within the project is validated by com-
parison with experimental particle data, showing excellent agreement. Using the detailed
monitor simulation geometry, the HMRM operation is modelled in a time-dependent Earth
orbit environment, confirming that the design is likely to provide useful monitoring data.
Finally, the charge diffusion process in a pixel sensor is investigated using a new simulation
model, giving insight into the behaviour of the HMRM sensors in response to ionising energy
deposits.
Methods for reconstructing the incident particle energy spectra, using simulated monitor data,
are explored in Chapter 6. After an introduction to the problem, a commonly used deconvo-
lution method is applied to the HMRM data and its efficacy evaluated. Deficiencies in this
scheme are identified, leading to the presentation of an improved method which was developed
for the HMRM project. This is applied to the reconstruction of several modelled Earth orbit
particle flux environments, demonstrating improved reconstruction ability. Further enhance-
ments to the procedure, to be undertaken in future work, are also proposed.
13
Finally, Chapter 7 presents the results of initial tests and calibration procedures for the
HMRM application specific integrated circuit (ASIC) sensors, which began in December 2012.
I contributed to this experimental work as part of a team and was a leading contributor to the
design of the calibration technique and data acquisition/analysis software. After an introduc-
tion to the ASIC high-level design, a pixel noise and mean signal model are introduced. These
models are used to guide the calibration process, whereby pixel noise and pedestal values are
extracted. Compensation of the pedestal dispersion fixed pattern noise is demonstrated by
the successful application of hardware trim settings.
Testing of the HMRM prototype continues; one unit is currently undergoing integration on the
TechDemoSat-1 spacecraft, with a flight opportunity in 2013. Future phases of the programme
will address design iteration and spaceflight qualification, with completion predicted for 2015–
2016. A successful HMRM development and qualification process may pave the way for
widespread use of this novel technology in many commercial and scientific settings.
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Chapter 2
Distribution, interactions and
detection of particles in Earth
orbit
In this chapter the general characteristics of the various particle populations found in Earth
orbits are described. Relevant interaction and energy loss mechanisms for these particles are
discussed, together with a summary of their damaging effects on spacecraft. Finally, various
particle sensor technologies and existing radiation monitors are compared and evaluated,
providing guidance for the design of the HMRM.
2.1 The energetic particle environment
Due to the wide variety of particles present near the Earth, and the need to model this
environment effectively, it is convenient to split the population into a number of discrete
components. These are organised approximately by particle location or origin, although
the energy ranges and spatial distributions of these components often overlap. The three
considered here are magnetospheric particles, solar particles and galactic cosmic rays (GCRs).
Each of these, summarised in the following sections, includes multiple particle species which
span many orders of magnitude in energy.
2.1.1 HMRM reference orbits
To help assess the relative importance of the different particle components, five reference orbits
have been selected for analysis within the HMRM project [2]: a low Earth orbit (LEO), three
medium Earth orbits (MEO) and a geostationary orbit (GEO). These should be representative
of the radiation environment experienced by the overwhelming majority of spacecraft and
have been referred to during the monitor design and simulation phases. Table 2.1 lists the
parameters of these orbits, which are motivated as follows:
1. Orbit A is a sun synchronous orbit (SSO), where altitude and inclination evolve such
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that satellites ascend or descend over a point on Earth at the same mean solar time,
thereby maintaining an almost constant solar illumination angle. This is typically a
near-polar retrograde LEO (98◦ inclination) at 600–800 km altitude (here chosen to be
700 km). A constant solar illumination angle is useful for visible and infrared imaging,
for example, with weather and remote sensing satellites.
2. Orbit B is a highly elliptical orbit like that followed by some space science missions
(e.g. FAST [3]) and is the only eccentric orbit considered. Perigee and apogee altitudes
of 400 km and 4,000 km have been selected, with the apogee occurring over the North
Pole.
3. Orbit C is circular at 10,000 km altitude; this is an attractive MEO for remote sensing
purposes as it represents a compromise between LEO (high spatial resolution with low
temporal resolution) and GEO (low spatial resolution but high temporal resolution).
4. Orbit D represents navigation constellations such as the ESA Galileo system (altitude
23,222 km, 56◦ inclination) and the similarly located Global Positioning System (GPS)
satellites at 20,200 km, 55◦ inclination.
5. Orbit E is a geostationary orbit (GEO) at 35,786 km and is an important location for
communication and meteorological satellites.
Table 2.1: Reference Earth orbits selected for the HMRM project.
Orbit Type Altitude / km Inclination / deg Period / hours
A LEO 700 98 1.65
B MEO 400 - 4,000 83 2.19
C MEO 10,000 0 5.79
D MEO 23,222 56 14.07
E GEO 35,786 0 23.93
2.1.2 Magnetospheric particles
The particle radiation environment in Earth orbit is dominated by protons and electrons
trapped in the Earth’s magnetosphere. These particles are mainly of solar origin, while
some are produced from the decay of neutrons released in GCR interactions with the neutral
atmosphere [4]. They are confined to ‘belt’ regions due to their movement in the Earth’s
magnetic field, which is often divided into three characteristic motions:
1. Circular motion about the magnetic field direction. The Lorentz force on the
charged particle causes circular motion in the plane perpendicular to the magnetic
field. A component of velocity parallel to the field creates the general case of a helical
trajectory.
2. Bounce motion between the poles. The approximate dipole configuration of the
Earth’s field subjects the particle to an increasing field strength as its helical path takes
it closer to either magnetic pole. As the gyroradius shrinks, conserving the magnetic
moment, the parallel component of velocity is reduced and eventually reversed at the
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‘mirror point’, reflecting the particle towards the other pole. This may occur at low
enough altitudes for the particle to be absorbed by the neutral atmosphere before it can
be reflected.
3. East-west drift. Gradient, curvature and gravitational plasma drifts act in the east-
west direction. The net effect is a movement of negative charges to the east and positive
charges to the west (producing an electric ring current).
The stably trapped population consists predominantly of protons with energies up to several
hundred MeV and electrons up to ∼10 MeV. The proton belt intensity peaks near altitudes
of one Earth radius (1 RE) with omnidirectional integral fluxes of more than 105 cm−2 s−1;
this reduces with altitude to ∼1 cm−2 s−1 at 3 RE .
The electron spatial distribution is different to that of the proton, with two intensity peaks
around altitudes of 0.5 RE and 4 RE , where integral fluxes exceed 108 cm−2 s−1. An intensity
minimum (the ‘slot’) exists between these at ∼2 RE . The cusps of the outer electron belt
follow the magnetic field lines to low altitudes at high latitudes. This causes a region of
increased electron intensity in low Earth orbit at latitudes of 60◦–80◦, known as the ‘polar
horns’.
While proton fluxes are not significantly greater in the polar horns, a region of increased
proton flux exists at approximately 30◦ S 30◦ W (to the south-east of Brazil). This location
is known as the South Atlantic Anomaly (SAA) and occurs because the magnetic dipole axis
of the Earth’s field is offset from the Earth’s centre. The proton belt therefore reaches a lower
altitude over that part of the Earth’s surface.
In addition to electrons and protons, trapped heavy ions have been detected at altitudes of
∼1 RE , believed to be decelerated anomalous cosmic ray ions [5]. The intensities of these
ions are, however, several orders of magnitude lower than those of trapped protons in this
region.
The NASA AP-8 and AE-8 models
The typical trapped particle energy spectra expected in specific orbits may be obtained from
the empirical NASA models AP-8 [6] and AE-8 [7] for protons and electrons, respectively. The
spectra are provided as a function of the magnetic field coordinates for protons in the range
0.1–400 MeV and electrons in the range 0.04–7 MeV. These are static, omnidirectional models,
whereas experimental data reveal significant temporal and angular variability. However, they
remain widely used references due to their comprehensive spatial and energy coverage.
As well as variations with spatial location, trapped particle populations vary in time, both
over short timescales of hours or days (in relation to transient solar events) and over years
(due to changes in the Earth’s magnetic field and the ∼11 year solar activity cycle). These
variations are not modelled beyond a simple choice of solar maximum or minimum: as a
consequence the modelled spectra can only be interpreted as a best-estimate for a single
point in time and are usually treated as having an uncertainty of a factor of two [8].
The AP-8 and AE-8 modelled long-term mean energy spectra for the five reference orbits
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at solar maximum are shown in Figs. 2.1 and 2.2. These data were obtained via the ESA
Space Environment and Information System (SPENVIS) [8, 9]. Proton fluxes are consistently
lower than electron fluxes in these orbits. The relative energy ranges are also different: while
electron spectra extend to relativistic energies, most protons are non-relativistic. Of particular
note is orbit C, which experiences a very harsh environment with large total fluxes of both
electrons and protons. For this reason, and despite its optimal location from an Earth coverage
perspective, this orbit is rarely used at present.
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Figure 2.1: Mean trapped electron energy spectra for the HMRM reference orbits,
derived from the AE-8 model for solar maximum.
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Figure 2.2: Mean trapped proton energy spectra for the HMRM reference orbits,
derived from the AP-8 model for solar maximum.
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MEO environments are the most challenging as they are conditioned by the complex shape
of the magnetosphere and include the most intense regions of the radiation belts. The distri-
bution of the geomagnetic field lines is such that spacecraft will experience charged particle
populations which vary widely with altitude, latitude and longitude. Given this diversity, it is
also important to study the changing radiation environment experienced within these orbits,
rather than considering orbit-averaged values on their own. For example, Figs. 2.3 and 2.4
show the AE-8 and AP-8 modelled trapped electron and proton fluxes above selected energies,
as functions of orbital time; a worst-case orbit is shown for each (selected to pass through
the SAA and polar horns if applicable). Therefore, although these models do not assess tran-
sient effects in the environments themselves, rapid changes in flux are experienced due to the
spacecraft’s passage through the radiation belt regions.
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Figure 2.3: Omnidirectional integral fluxes for electrons with energies greater than
40 keV (left) and protons with energy greater than 1 MeV (right) for reference
orbits A and B, according to the AE-8 and AP-8 models.
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Figure 2.4: Omnidirectional integral fluxes for electrons with energies greater than
40 keV (left) and protons with energy greater than 1 MeV (right) for reference
orbits C, D and E, according to the AE-8 and AP-8 models.
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Anisotropy
Although the AP-8/AE-8 models supply omnidirectional integral flux values, trapped particles
(and especially protons) may display significant anisotropy. One important cause is the ‘east-
west effect’ which results from particle absorption in the neutral atmosphere at low altitudes.
The magnetic gyration radius of protons may be of order 100 km, which is comparable to
the atmospheric density scale height. Particle absorption depends on the altitude of the
gyroradius centre and therefore upon whether this point is to the east or west of the observer.
The resulting preferential absorption causes a flux variation in the azimuthal plane of factors
of two to four [10].
A further anisotropic effect results from the distribution of particle pitch angles (angle between
the velocity vector and the magnetic field) which determines the lowest altitude the particle
may reach [11].
2.1.3 Solar energetic particles
Charged particles are emitted continuously from the sun (known as the ‘solar wind’) at
velocities of approximately 400 km s−1 and 800 km s−1 at solar minimum and maximum,
respectively [12]. Aside from surface charging, these low energies (of order 1 keV) are of little
concern for spacecraft operation. However, transient solar energetic particle (SEP) events
also occur periodically, where large fluxes of higher energy particles are released. These are
associated with solar flare eruptions from the solar surface and with large-scale releases of
magnetised plasma from the sun, known as coronal mass ejections (CMEs).
SEPs deriving from flares and CMEs (termed impulsive and gradual, respectively) have been
characterised using space- and ground-based particle detectors in the following ways:
1. Impulsive SEPs evolve over timescales of hours and are characterised by low ion inten-
sities and relative ion abundances which differ from those of the corona, while protons
typically outnumber electrons by a factor of less than 10 [13]. Particle acceleration is
thought to occur at the sun via magnetic reconnection, limiting the particle energy to
less than ∼50 MeV/n. These events are only detected at Earth if the event originates
in the eastern hemisphere of the sun, such that there is a direct connection through the
interplanetary magnetic field.
2. Gradual SEPs typically evolve over periods of days. Particle acceleration is hypothe-
sised to occur in the interplanetary medium between sun and Earth, driven by turbu-
lence in magnetic shock fronts [14]. This allows acceleration to ∼GeV/n energies and
thus poses a greater threat to spacecraft. These SEPs match the coronal ion abun-
dances, while protons outnumber electrons by a factor of more than 10, and may be
detected from any origin on the sun.
Individual SEPs may be described by time-dependent energy spectra obtained from spacecraft
data. For example, Fig. 2.5 shows two examples of large SEP events detected by satellites
in Earth orbit: a peak proton spectrum from February 1984 (Zhang et al. [12]) and a series
of three spectra (at ten minute intervals) from January 2005 (Wang [15]). The latter event
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(measured by GOES-11 in geostationary orbit) is estimated to be the largest in a 10–20 year
period and shows a peak flux more than ten times the magnitude of the former event. These
data also show that proton spectra are harder prior to the event peak and softer afterwards,
due to the different particle travel times.
Total fluences in individual SEP events can vary by a factor of 104; this means that the total
exposure of a spacecraft over its operational life will be dominated by a small number of rare,
extreme events [16]. Larger SEPs are therefore important as they will determine the overall
total dose received.
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Figure 2.5: Proton energy spectra for a large SEP event at ten minute intervals [15]
and a peak spectrum for a separate event (data provided in [12]).
The relative exposure to solar particles depends on the extent of geomagnetic shielding,
which is determined by the altitude and latitude of the orbit. Higher altitude orbits (such as
geostationary) and higher latitude orbits (such as polar low Earth orbits) are most exposed,
while the penetration of the particle increases with magnetic rigidity. The shielding effect is
illustrated by the modelled mean solar proton spectra shown in Fig. 2.6. These spectra are
derived from an extension of the JPL-91 models [17] by Rosenqvist et al. [18] and rely on a
complete list of solar proton event fluences between 1974 and 2002. The derived spectra are
99% confidence levels for the flux not being exceeded and are solar-cycle averages.
In addition to predictions for the reference orbits, a series of equatorial orbits are shown
to demonstrate the progressive shielding of all but the highest energy particles. Smaller
reductions are obtained for the reference orbits since most are either polar (A and B) or
high altitude (D and E) and thus have little shielding. Orbit C (not shown) is an exception:
negligible solar flux is predicted at this altitude due to its equatorial inclination. This contrasts
with its exposure to trapped particles, for which it is the most hazardous reference orbit.
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Figure 2.6: Mean solar proton spectra in different Earth orbits. Left: reference
orbits A, B, D and E (orbit C is predicted to have negligible solar proton flux).
Right: predictions for a series of equatorial orbits, showing the variation in mag-
netospheric shielding.
2.1.4 Galactic cosmic rays
GCRs are energetic particles originating in our own galaxy which are accelerated in astro-
physical shock fronts such as supernova remnants [19]. They comprise approximately 85%
protons, 12% helium nuclei (3He and 4He), 1% heavier nuclei and 2% positrons/electrons,
with all nuclei fully ionised [20]. This composition includes the original accelerated particles
as well as the products of fragmentation reactions of the heavier nuclei (known as the primary
and secondary components).
Measurements have shown that the cosmic ray flux is highest at solar activity minimum, when
the interplanetary magnetic field is weakest [21]. At solar maximum, the increased magnetic
field provides greater shielding of the solar system, decreasing GCR flux near Earth. Further-
more, interactions with the solar wind cause a decrease in flux at energies below ∼500 MeV/n.
This is observable in the modelled energy spectra provided in Fig. 2.7, which also shows the
power law trend at higher energies (with an index of approximately −2.7).
The omnidirectional integral flux of GCRs is estimated as 1.9 cm−2 s−1 and 4.2 cm−2 s−1
for solar maximum and minimum, respectively. Therefore, while these high energy particles
cannot be blocked by spacecraft shielding, their incidence rate is far lower than the other
particle components considered here.
Anomalous cosmic rays, mentioned in Section 2.1.2, are distinct in that they are singly charged
and have lower energy (generally up to 30 MeV). These are thought to be due to the ionisation
of neutral gas at the boundary of the solar system by UV radiation. After acceleration at the
termination shock, they may propagate towards the Earth [22, 23]. Although their smaller
charge increases their rigidity (and hence magnetospheric penetration), their relatively small
flux makes them a minor contribution to the overall radiation environment.
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Figure 2.7: Modelled GCR spectra for protons, helium, carbon and oxygen ions,
at solar minimum (left) and solar maximum (right) above the Earth’s atmosphere.
These spectra are a parameterised function fit to experimental data [12].
2.2 Interactions of charged particles with matter
The overview of the particle radiation environment in Earth orbit has shown that electrons
with energies up to ∼6 MeV and protons/ions up to ∼500 MeV/n constitute the majority of
the flux. To understand how these particles may affect objects in orbit, and how they may
be detected, a brief summary of their interactions and energy loss mechanisms in matter is
presented.
An energetic charged particle passing through matter undergoes a series of random, inde-
pendent interactions with the atomic electrons and nuclei of the target material. These are
dominated by electronic (‘collisional’) interactions with the electrons which may cause ioni-
sation or atomic excitation. Since the energy loss at each interaction is typically much less
than the total kinetic energy of the projectile, the overall effect is a quasi-continuous transfer
of energy to the target medium.
As well as energy loss, Coulomb scattering (especially from the target nuclei) causes deviation
of the projectile trajectory. The cumulative effect of many such small angle deflections as
the particle crosses a material layer (multiple scattering) is accurately described by Molie`re
theory [24]. In addition, single-event, wide-angle scattering (Rutherford scattering) may
occur.
Coulomb interactions may leave an atom in an excited state; subsequent de-excitation results
in the emission of X-rays or Auger electrons. Larger energy transfers resulting in ionisation
can release an electron with sufficient energy to cause further ionisation (a delta ray). These
delta rays may travel some distance before depositing their energy: together with radiative
losses, this means that the local energy deposit may be less than the energy lost by the
primary particle.
Although collisional losses are most important at the particle energies found in Earth orbit,
other processes also contribute. Bremsstrahlung losses for electrons are approximately pro-
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portional to the particle energy, whereas collisional losses rise only logarithmically [25]. As a
result, bremsstrahlung dominates at energies above a critical energy, generally of order 10 MeV
in common materials. Above this energy, electron energy loss in a thick absorber proceeds via
an electromagnetic (EM) cascade, comprising multiple pair production and bremsstrahlung
processes. As well as increasing with energy, radiative losses increase with the atomic number
of the target material. Protons/ions, meanwhile, show negligible bremsstrahlung losses at the
energies of interest.
In contrast, other radiative processes, such as Cherenkov and transition radiation, cause
negligible energy loss (e.g. Cherenkov represents ∼0.1% of losses for strongly relativistic elec-
trons [26]). These processes are, however, used in some radiation detection schemes, as
described further in Section 2.4.4.
High energy projectiles may also participate in nuclear reactions with the target material.
These are less probable than ionising interactions with the atomic electrons but can result in
larger single-event energy deposits. An important additional result is the change in composi-
tion of the projectile flux due to fragmentation and secondary particle production.
Hadronic cascades may develop as a series of nuclear reactions in a thick absorber. These
are characterised by the production of many pions (being the lightest hadrons) and other
secondary particles. Neutral pions, comprising approximately one third of the yield, decay
rapidly to gammas, initiating EM cascades (with shorter characteristic length than that of
the hadronic cascade). Meanwhile the hadronic component also loses energy through ioni-
sation and a variety of other processes. The threshold for such cascades is approximately
twice the pion rest mass energy (∼280 MeV) making them relevant only for GCRs and the
highest energy trapped protons; moreover, most spacecraft are too thin for full cascade de-
velopment.
Many of these complex phenomena cannot be described accurately with mean quantities or
simple models and Monte Carlo methods are instead most appropriate. However, collisional
(ionisation and excitation) energy losses may be characterised by the mean value per unit path
length, as a function of particle energy, in a given material. The earliest accurate theoretical
descriptions of this quantity, known as the linear stopping power or specific energy loss, were
provided by Bethe [27]. Refined versions of this theory are still in use and provide accurate
data across a wide range of energies. Different formulations exist for electrons and for heavier
particles, due primarily to the difference in mass.
2.2.1 Electrons
The mean collisional energy loss rate, −〈dEdx 〉, for an electron projectile with energy E is given
by the Bethe mean stopping power formula [28]:
−
〈
dE
dx
〉
=
2piNZe4
mv2
{
ln
[
(γ + 1)E2
2I2
]
−
(
2
γ
− 1
γ2
)
ln 2 +
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+
1
8
(
1− 1
γ
)2
− δ
}
, (2.1)
where m and v are the electron mass and velocity, γ is the Lorentz factor and N and Z are
the target atom number density and atomic number. The mean excitation energy, I, must
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generally be found through experiment rather than calculated directly. The correction term
δ describes the density effect, where the polarisation of the medium lessens the electric field,
due to the projectile, experienced by the target atoms [29]. This reduces the stopping power
and is most significant (of order 10%) at relativistic energies.
Equation 2.1 is valid for electron projectile energies greater than the atomic binding ener-
gies (a few keV, depending on material). At high energies the total electron stopping power
is progressively underestimated as radiative losses are not included. For example, radia-
tion constitutes ∼1% of energy loss for electrons at 700 keV in aluminium and ∼10% at
7 MeV [30].
Integration of the mean energy loss rate to zero particle energy provides an estimate of the
mean range of a particle, known as the continuous slowing down approximation (CSDA).
Examples of the mean CSDA ranges for electrons in common materials are shown in Fig. 2.8.
This, however, is the range along the particle trajectory rather than the forward range through
a material. The ratio of these ranges, known as the detour factor, is always less than one
due to multiple scattering; for example, a 1 MeV electron has a detour factor of ∼0.5 in most
materials.
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Figure 2.8: Mean CSDA ranges in several common materials for electrons (left)
and protons (right).
2.2.2 Protons and ions
The mean specific energy loss for particles more massive than electrons is given by the Bethe-
Bloch equation, one form of which is [25]:
−
〈
dE
dx
〉
=
e4z2ZN
4pi20mc2β2ρ
[
1
2
ln
2mc2β2γ2Tmax
I2
− β2 − δ
2
]
, (2.2)
where βc and ze are the projectile velocity and charge and ρ is the target medium mass density.
Tmax is the maximum energy transfer possible in a single collision, which is dependent on the
projectile mass and velocity; the other parameters are as previously described.
This formula accurately describes collisional losses for ions with velocities much greater than
those of the orbital electrons of the target atoms (E  25 keV/n). Several corrections have
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been added to the original Bethe formulation to account for the density effect at high energy
(as discussed for electrons) and the Barkas, Bloch and Shell corrections at low energies [31,
32, 33].
For heavy ions especially, charge exchange with the target medium makes application of
this formula more problematic below ∼1 MeV/n, and an effective charge as a function of
velocity must be used. Above these energies, the ion may be considered to be fully stripped
of electrons.
Multiple scattering is less significant for protons/ions than for electrons due to their greater
mass and consequently detour factors are just ∼1% at MeV/n energies. The CSDA range
(examples shown in Fig. 2.8) is therefore a more useful quantity than for electrons. Radiative
losses are also less significant, at the energies of interest, than for electrons (proton radiative
losses reach 1% only at GeV energies).
While energy transfer to the atomic electrons dominates the total stopping power, a small but
important loss is due to ion-nucleus collisions, known as the non-ionising energy loss (NIEL).
The resulting nuclear recoil may lead to atomic displacement in a crystal lattice and material
damage; this is discussed further in Section 2.3.
A common feature of Equations 2.1 and 2.2 is the increase in energy loss rate as the pro-
jectile velocity decreases, peaking shortly before the particle stops. The dose deposited by a
monoenergetic beam at a given depth in a medium will depend on the summed losses of its
constituent particles. For protons, and especially heavier ions, this results in a depth-dose
curve with a sharp peak near the mean range (the Bragg peak). Electron beams, due to their
greater straggling and scattering, do not exhibit a Bragg peak.
2.2.3 Electron and proton similarity
For particles of moderate energy, the momentum transfer between projectile and target atom is
proportional to the time integral of the Coulomb interaction and thus approximately inversely
proportional to the projectile velocity. The stopping power is therefore largely dependent on
the velocity rather than the projectile mass (which only enters Equation 2.2 indirectly via
Tmax). In addition, the stopping power depends on the magnitude, rather than the polarity,
of the particle charge (z2 dependence in Equation 2.2). As a consequence, electrons and
protons, despite their dissimilar properties, show similar energy loss rates as a function of
velocity. This is illustrated by Fig. 2.9 where the stopping power is shown as a function of
(γ − 1), which gives the kinetic energy as a multiple of the particle rest mass energy. Both
curves show a broad minimum at (γ−1) ≈ 2, the region of minimum ionising particles (MIPs),
where stopping powers are ∼1.5 MeV cm2 g−1 for many common materials.
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Figure 2.9: Electron and proton stopping powers in aluminium as a function of
(γ − 1). This quantity gives the particle kinetic energy as a multiple of the rest
mass energy.
The small differences in proton and electron stopping powers which do occur are due to the
effect on collision kinematics of the differing particle masses and also due to spin and identical
particle effects. However, more important differences in the overall energy loss in material
layers result from the contrasting multiple scattering behaviour (affecting path length) and
fluctuations in dE/dx.
2.2.4 Energy loss fluctuation
The mean stopping power is often a satisfactory description in simple beam dosimetry ap-
plications. However, the energy loss process is fundamentally stochastic and is thus best
described by a probability distribution; this is especially important when treating single par-
ticles. Energy loss fluctuation occurs due to both the probabilistic nature of the interactions
themselves and the variance in the number of collisions occurring in a material layer. The
latter effect has a greater relative importance for thinner layers.
The distribution of collisional energy transfers is asymmetric, featuring a long tail at high
energies, representing rare events with large energy loss. These also prevent accurate calcula-
tion of the mean energy loss from a finite experimental dataset. As modelled by the Landau
distribution [34] and later modifications [35], the energy loss is instead best quantified by
the most probable value and the distribution width. An example of the Landau energy loss
distribution for 250 MeV protons in a 1 mm silicon layer is given in Fig. 2.10; the most prob-
able, mean and FWHM values are 330 keV, ∼390 keV and 89 keV respectively. The Landau
description is inadequate, however, for thin absorbers (e.g. thin silicon sensors) where the
observed distribution width is greater than that predicted, due to the effects of the binding
of atomic electrons [36].
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Figure 2.10: Landau energy loss distribution for 250 MeV protons at normal
incidence on a 1 mm silicon layer.
Energy loss variance, together with angular scattering, contributes to the energy and range
straggling observed for particle beams passing through matter. Mean stopping powers and
CSDA approximations are therefore only suitable for the simplest dosimetry applications,
while Monte Carlo simulations are required to obtain greater accuracy in realistic situa-
tions.
2.3 Radiation damage
While the deposition of energy by particles passing through matter often results in negligible
changes to the macroscopic properties of the material, several processes can result in perma-
nent damage. The effects of this damage may become apparent after cumulative exposure
to particle fluences over a period of time, or may result from single particle events. When
these materials are used in critical applications, such as spacecraft electronic components, the
damage may result in subsystem performance degradation or even loss of the spacecraft.
Energetic particle fluences may cause chemical and structural changes to materials, such as
colouration, embrittlement and gas evolution [37]. Surface charging and deep charging of
dielectrics, and the eventual discharge, may also cause undesirable effects within the space-
craft. These aspects are, however, not discussed further here. The most significant threat
to spacecraft from radiation comes from the effect on semiconductor components (principally
silicon), as these form the basis of the on-board microelectronics, solar cells and specialised
sensors such as imagers.
Radiation damage in semiconductors is often divided into two main categories: bulk and
surface effects.
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2.3.1 Semiconductor bulk damage
Coulomb or nuclear scattering of an incident projectile from nuclei in the bulk semiconductor
constitutes a NIEL. Instead of atomic excitation or ionisation, atomic recoil and displacement
from the crystal lattice may result. This depends on the displacement energy threshold
which, for silicon, is of order 10 eV (depending on incidence direction with respect to the
lattice) [38].
The ability of a particle to impart this energy is dependent on the collision kinematics,
determined by the particle mass and energy. For example, a 100 keV electron can transfer a
maximum of ∼5 eV, while a 10 MeV deuteron may transfer ∼1 MeV [38]. Note, however, that
the mean value transferred is generally many orders of magnitude smaller. Heavy particles
such as protons and ions are most damaging, with electrons contributing only at relativistic
energies.
Energy losses below the displacement threshold are transferred to the lattice as phonon ex-
citations. Above the threshold, the displaced atom moves to a metastable interstitial site,
leaving a lattice vacancy behind. Known as a Frenkel (or point) defect, this is likely to remain
for long time periods, affecting the electrical properties of the device. Energy transfers much
greater than the displacement threshold (∼1 keV) can produce an energetic primary knock-on
atom. This has sufficient energy to cause further damage, producing a localised cluster of
many defects.
Displacement defects introduce additional energy levels into the semiconductor band struc-
ture. Levels occurring mid-bandgap promote band transitions and recombination. Levels
close to the band edges cause charge carrier trapping and delayed release, decreasing carrier
lifetime and mobility. These levels can act in a similar way to donor/acceptor dopants and thus
interfere with the intended semiconductor doping. Large irradiations have even been found to
cause type inversion in high resistivity n-type silicon, producing p-type behaviour [39].
2.3.2 Semiconductor surface damage
While lattice displacement in the bulk semiconductor is due to non-ionising energy losses,
other forms of damage may result from ionising losses. These may be transient effects, de-
scribed further in Section 2.3.3, or more permanent changes classed as surface damage. Two
examples are ionisation in surface oxide layers and the trapping of charge at interfaces. Since
both of these effects are caused by ionising losses, all charged particles can contribute and the
severity scales with the magnitude of the received dose.
Electron-hole pairs generated in silicon dioxide (requiring an average energy of ∼18 eV [40])
may diffuse or drift to interfaces with doped silicon or metallic contacts, where some are
removed. The remainder can accumulate at the interface, where lattice imperfections and
dangling bonds provide trapping sites. This accumulation of charge affects the characteristics
of the electronic component. A further possibility is the creation of parasitic current paths
within the semiconductor device which may be self-sustaining if a positive feedback effect
results.
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2.3.3 Radiation damage effects in semiconductor components
Displacement and surface damage in semiconductors are typified by an increase in leakage
currents, changes in carrier concentrations and a reduction in carrier lifetimes. A summary
of the effects on three important classes of semiconductor device which find widespread ap-
plication in space (solar cells, CCD image sensors and CMOS microelectronics) is presented
below.
Solar cells
Solar cells comprise a large area (many cm2), thin p-n junction covered by a thin transparent
cover glass. Important figures of merit are the open-circuit voltage and closed-circuit cur-
rent. Spacecraft solar cells are often operated near the point of peak power output and thus
radiation-induced degradation may be a major determinant of mission life [8].
Aside from the darkening of cover glasses due to ionising losses (mitigated by careful material
selection), displacement damage within the junction space charge region is most important.
This causes an increase in the diode saturation current and a drop in open-circuit voltage. Due
to the reliance on the diffusion of light-generated charge carriers, the cell efficiency is highly
dependent on the minority carrier diffusion length and is therefore decreased by displacement
damage.
Of special importance are low energy protons at ∼1.5–3 MeV, which have mean ranges in
silicon corresponding to solar cell junction depths. For example, 2 MeV protons may reach
and stop at the junction depth in a typical 50 µm thick cell. This sensitive region thus
coincides with the point of highest energy loss rate at the end of the particle’s track (Bragg
peak). As described in Section 2.1, protons at these energies are among the most numerous
in MEO, making this an important hazard.
CCD image sensors
Charge coupled devices (CCDs) are widely used in scientific and space imaging applications
due to their high resolution, quantum efficiencies and linearity. However, their reliance on
the coupling of pixel charges across many thousands of pixels during readout makes them
especially sensitive to decreased charge transfer efficiency (CTE). Bulk silicon damage is the
greatest concern for CCD operation in space, with displacements leading to charge trapping,
lower carrier mobility and reduced CTE.
An increase in dark current (and thus shot noise) and dark current spikes may also result.
‘Random Telegraph Signal’ noise occurs due to trapping and release of carriers at defect
sites; together, the decreased signal (due to lower CTE) and increased noise lower the device
sensitivity. ‘Hot pixels’ with abnormally large dark currents may also result from defect
clustering.
Imagers are generally operated behind a greater depth of material than solar cells, rais-
ing the proton and ion energy threshold required for penetration to ∼10 MeV/n. These
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energies, which are particularly damaging, show significant flux enhancements during SEP
events.
CMOS Microelectronics
The adoption of complementary metal-oxide-semiconductor (CMOS) technology in space is
driven by its rapid development and cost-reduction by the commercial semiconductor indus-
try [41]. In common with other process technologies, it is susceptible to both surface and
bulk damage, with contributions from both ionising and non-ionising energy deposits.
Ionisation charge liberated by the passage of a high energy particle may collect on a charge
storage node (e.g. in RAM) and be sufficient to change the binary state of the circuit. These
reversible single event upsets (SEU), or ‘bit flips’, may be mitigated by triple-majority voting
circuits (at the expense of increased complexity) [42]. Increased miniaturisation implies that
less charge is needed to flip the bit (node sizes are reduced), although the cross-section for
the particle hit is also reduced. Large irradiations are characterised by an increase in leakage
current and power consumption, due mostly to surface effects.
A significant effect for CMOS is the shift in MOSFET threshold voltage (Vth) due to hole
accumulation at the gate insulation layer [43]. Electron-hole pairs are formed in the silicon
dioxide by ionising radiation losses; the more mobile electrons can escape into the gate circuit,
while the holes become trapped at the silicon-silicon dioxide interface. The presence of this
positive charge means that a more negative gate voltage is required to obtain the same effect
as previously. Gradual annealing occurs due to electrons tunneling through the oxide and
recombining with the holes: a thin oxide layer, as found in deep sub-micron processes, is
therefore desirable. As well as being an unwanted effect in general CMOS circuitry, this
change in Vth is exploited in the RadFET dose monitoring component (discussed further in
Section 2.4.5).
Other effects of ionising radiation include single-event latchups, where a parasitic circuit is
formed which may lead to large current flow and device degradation or destruction. This
can occur in CMOS layouts due to formation of a parasitic bipolar transistor configuration
which, together with the CMOS device, produces a pnpn thyristor structure [44]. A transient
current pulse from ionising radiation initiates the latchup which then persists through positive
feedback until power is removed.
The internal positioning of spacecraft electronics generally provides an omnidirectional shield
of a few millimetres of aluminium due to spacecraft and payload structures. Although this
implies a proton penetration threshold of order 10 MeV, and thus a decrease in proton pri-
mary flux, an increase in the flux of damaging secondary particles may result due to nuclear
reactions and GCR ion fragmentation in this material.
2.3.4 Biological radiation damage
Exposure to ionising radiation results in adverse health effects which may be divided into
two categories: deterministic and stochastic [25]. The former occurs when a threshold dose is
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exceeded, with a severity that increases with dose, leading to cell and tissue damage (e.g. skin
erythema and cataract formation). Stochastic effects occur randomly with a probability that
depends on the dose received. The severity of illness, however, does not scale with dose and
a threshold may not exist. The main example is cancer, the average induction of which is
estimated at ∼5% per Sv [45]. Lethal ionising doses (a 50% probability of death within 30
days without medical treatment) are estimated as ∼2.5–4.5 Gy measured internally on the
body centre line.
Annual dose equivalent exposure on Earth is 2.4 mSv (mean, whole-body value [46]), of which
less than 0.9 mSv is due to GCRs and their secondaries. The recommended mean annual limit
for radiation workers is 20 mSv, averaged over a five year period [45].
Human exposure to space radiation, while rare, is a relevant concern due to the continued use
of the International Space Station (ISS) in low Earth orbit (approximately 400 km altitude,
52◦ inclination), and the possibility of future space exploration. Most space flight (in the past
and predicted in the near future) is in LEO and trapped radiation is therefore the greatest
hazard.
The ISS orbit, according to the AP-8/AE-8 models, experiences electron and proton fluxes
of approximately 10% of those of reference orbit A. Proton fluxes are largely confined to the
SAA, which is crossed for a period of ∼5 minutes (above 50% of peak) in a third of orbits (each
orbit lasts 93 minutes). At the peak, the proton flux above 100 MeV is of order 102 cm−2 s−1
while the electron flux above 1 MeV is of order 106 cm−2 s−1. The SAA is estimated to
account for ∼50% of absorbed dose in the ISS [47].
SEPs are generally less important due to increased geomagnetic shielding, although the largest
events are significant. For example, the October 1989 SEP (estimated to be a once-per-
decade event) caused the measured dose rate in the Mir space station (also at ∼400 km) to
double [48].
Ionising dose rates in the Columbus module of the ISS have been estimated via simulation
to be 131 ± 10 µGy day−1 [49] and were measured in the ISS US Lab to be in the range
153–231 µGy day−1 [50]. Measurements on Mir using a thermoluminescent dosimeter (TLD)
gave a long-term mean dose rate of ∼162–508 µGy day−1 [51]. This was found to vary
depending on orbital altitude and position of the dosimeter within the spacecraft. Some of
the highest dose rates experienced in Earth orbit occurred during the high altitude Hubble
Space Telescope servicing missions with the Space Shuttle, where dose rates often exceeded
2000 µGy day−1 [48].
The walls of habitable spacecraft have typically ∼5 g cm−2 of material, mostly aluminium,
giving proton penetration thresholds of 50–70 MeV [52]. While shielding much of the trapped
radiation, this provides little attenuation of GCRs, which are estimated to account for ∼10%
of dose deposited inside the ISS. However, as well as providing shielding, this material may
‘convert’ incident radiation to forms with higher relative biological effectiveness (RBE). Of
particular concern is the fragmentation of GCR projectiles and target material, producing
knock-on and spallation nucleons, recoil nuclei and high-energy heavy fragments.
The RBE of different particles over different energy ranges remains uncertain and the scaling
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of risk with exposure is not fully understood. However, energetic heavy ions are known to be
especially damaging due to their large energy loss rates. Biomolecular models indicate that
these particles also cause more complex DNA breakage damage and thus a greater risk of
cancer induction [53]. Other health effects include persistent inflammation, oxidative damage
and acceleration of age-related illnesses.
The considerable risks presented by radiation to devices and people in space mean that
radiation monitors are an important addition to any spacecraft.
2.4 Space radiation monitors
A radiation monitor is here defined as an instrument consisting of one or more radiation
sensors in an arrangement designed to provide information regarding incident particles. The
sensors contain, or are coupled to, a sensitive volume which allows the production of an
electrical signal in response to a single incident particle. This usually involves measurement
of the particle’s ionising energy loss by detecting the generated charge carriers or photons.
Non-electronic methods (for example, thermoluminescent dosimeters and photographic emul-
sions) are of limited use compared to electrical transducers which allow convenient processing,
analysis and transmission of data.
Single particle response is a further important requirement, in contrast to long-term integrated
dosimetry of a particle flux. Measurement of individual particles introduces the possibility
of particle identification (discrimination of species and energy) and thus a more complete
characterisation of the radiation environment. For this to be feasible, the sensor response
and reset time must be shorter than the time between particle hits and the output signal
should vary depending on the particle mass, energy or charge, or a combination of these
parameters.
Particle identification ability (rather than simple counting) depends both on the limitations of
the sensor technology and on the overall identification ‘scheme’. This scheme encompasses the
sensor arrangement, monitor geometry, materials selection and any applied electromagnetic
fields, together with the analysis algorithm used to convert sensor data into an interpretation
of the radiation environment.
The use of a radiation monitor in space imposes additional constraints on the design due to
the practical limitations on mass, volume, power and data rate. These considerations are
particularly severe for monitors intended as support instruments (rather than as a scientific
payload) since their peripheral mission role is reflected in smaller shares of the subsystems
budgets. Naturally, further constraints apply to the financial cost implied in the procurement,
installation and exploitation of these devices.
As well as measuring particle ionising energy losses, the sensors themselves are subject to the
ionising and non-ionising damage mechanisms described in Section 2.3. The monitor must
therefore be sufficiently robust to survive in the space environment. Additional concerns
are reliability, automated operation, thermal regulation in vacuum, and survival of launch
vibrations.
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A wide variety of radiation sensors are suitable for use in space, including semiconductor
devices, scintillators and gas-filled detectors. These may be used, with certain restrictions,
in many identification schemes involving: selective material shielding, sensor coincidence,
electromagnetic fields, time-of-flight measurements, Cherenkov emission and transition ra-
diation. Several effective sensors and identification methods are discussed in the following
sections through a review of devices in past and present use. These include both small-scale
monitors for satellite support functions and larger scientific instruments. This list is not
exhaustive but attempts to cover a wide range of device sizes and technologies.
2.4.1 The Geiger-Mueller tube
The Geiger-Mueller (GM) tube is a gas-filled detector which allows the counting of incident
ionising radiation. The Geiger avalanche discharge, triggered by the initial ionisation event,
causes a saturated response — no properties of the particle or interaction may be deduced
since all responses are equal.
A GM tube was the first radiation detector used in space, on the Explorer-1 satellite in 1958,
and provided the first direct evidence of the trapped radiation belts [54, 55]. This instrument
had an insufficient dynamic range so that the measured count rate changed from zero to
maximum (128 s−1) almost instantly after entering the belts. GM and other gas-filled counters
have since been superseded by more compact sensors in most space applications.
2.4.2 Scintillators
A number of organic and inorganic materials are known to fluoresce in response to ionising
radiation. The light yield (typically at wavelengths of 300–500 nm) is dependent on the
particle’s specific energy loss and thus also on the particle species and kinetic energy.
Although the primary sensitive volume is considered to be the scintillator itself, the light
produced must in turn be detected by a sensor optically coupled to the scintillator. This must
be sufficiently sensitive to detect low light levels (typically of order 103 photons per MeV
deposited), generally indicating the use of photomultiplier tubes (PMTs) in ground-based
applications. PMTs are, however, bulky and fragile and require high voltage supplies, making
them less suitable in space. Modern semiconductor devices (e.g. avalanche photodiodes or
silicon photomultipliers) may be substituted although the very high gain of traditional PMTs
has not yet been equalled in this way.
The Scintillating Fibre Detector (SFD)
The SFD, launched on the EQUATOR-S magnetospheric science satellite in 1997 [56], com-
prises two C8H8-doped organic scintillator fibres of 1 mm diameter coupled to GaAsP photo-
diodes. The current outputs (non-pulsed detection) are detected with a logarithmic current
amplifier and analogue to digital converter (ADC), with a current noise of less than 300 e s−1.
The two digitised currents are converted to an equivalent dose rate or mean particle flux in
software.
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Aluminium shields on the two fibres of 0.2 mm and 4 mm thickness give respective low energy
thresholds of 0.4 MeV and 2 MeV for electrons and 8.6 MeV and 30 MeV for protons. Linear
dose rate response has been demonstrated to greater than 17 mGy s−1 and for protons at
energies in excess of 100 MeV. The total dose limit before scintillator damage is estimated to
be greater than 10 kGy. The instrument’s mass, volume and power are relatively small, at
397 g, 332 cm3 and 105 mW, respectively. Comparison of the two channel rates allows quali-
tative assessment of the particle environment, while multiple scintillators may be monitored
remotely via optical fibres. However, the lack of single-particle pulse measurement is a severe
limitation.
2.4.3 Electrostatic analysers
In the simplest form, electrostatic analysers (EAs) such as the top-hat or cylindrical varieties
comprise concentric, circularly curved surfaces held at a potential difference of order 103 V.
Incident charged particles follow the curvature and reach the sensor only if the energy-to-
charge ratio (E/q) lies in a small numerical range. This may be augmented by a second stage
containing a time-of-flight (TOF) detector, allowing measurement of the particle velocity and
thus calculation of the mass-to-charge ratio (m/q). The selected particle E/q is approximately
dependent on the applied voltage, V , according to [57, 58]:
E
q
=
V
2 ln (rout/rin)
, (2.3)
where rout and rin are the radii of curvature of the outer and inner concentric shells. For
example, a typical analyser with rout/rin = 1.11 implies a detectable kinetic energy for protons
of 4.7 keV per kilovolt applied. This sets a practical energy limit of order 10 keV due to the
excessively high voltages required.
Miniature Ion Precipitation Analyser (MIPA)
Despite the complexity of EA instruments, substantial miniaturisation is possible. For ex-
ample, the MIPA [58] is capable of resolving m/q = 1, 2, 4, 8, 16, >30 for ions in the
10 eV–15 keV range. It employs a 1.9 cm radius cylindrical EA at potentials of up to 3.5 kV,
with a TOF detector and microchannel plate (MCP) sensor, achieving an energy resolution
of 7%. This is accomplished in an overall volume of 214 cm3, 350 g mass and 1.5 W power
consumption.
ASPERA-4
A second example is the ASPERA-4 [59] which contains separate EA detector heads for
electrons and ions, together with neutral atom detectors. The 1.5 cm radius hemispherical
top-hat EA for electrons uses an MCP sensor and covers the energy range 0.01–20 keV with
7% resolution, using potentials up to 2.8 kV. The 360◦ azimuthal field of view is divided into
16 detection sectors, allowing measurement of flux anisotropy. This instrument is 300 g in
mass and has ∼111 cm3 volume.
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The ion mass analyser, a separate detector in the same monitor, is a spherical top-hat design
covering E/q = 0.01–36 keV/e for m/q = 1, 2, 4, 8, 16, >40. This instrument also uses
an MCP sensor but employs a magnetic separator, rather than a TOF detector, for velocity
measurement. The mass and volume are 2.4 kg and 8855 cm3, respectively, of which the
magnet constitutes ∼25%.
Although these EAs achieve excellent mass and energy resolution, their low energy range
limits them to space plasma and solar wind measurements. Furthermore, the considerable
miniaturisation that has been achieved is unlikely to continue below ∼100 cm3, while the
complexity is acceptable only for a specialised scientific payload.
2.4.4 Cherenkov emission and transition radiation detectors
Optical Cherenkov radiation is produced when a charged particle exceeds the phase velocity of
light in a medium. Photons are emitted at an angle θc to the projectile direction which depends
upon its velocity, βc, and the refractive index of the medium, n, according to [25]:
tan θc =
√
β2n2 − 1. (2.4)
This effect, combined with the dispersive properties of the medium, results in a conical shell
of emitted light, with the projectile at the vertex. This cone appears as a ring of light when
projected onto a surface; a ring-imaging Cherenkov (RICH) detector measures the ring size
using an array of light sensors, allowing the cone angle (and hence particle velocity) to be
determined.
Transition radiation occurs when an energetic charged particle crosses between two media of
different optical properties. When one medium is a vacuum, the total energy radiated by a
particle of charge ze is [25]:
I = (9.60 eV)× αz2γ
√
ρ〈Z/A〉, (2.5)
where α is the fine structure constant, ρ is the material density (in g cm−3) and 〈Z/A〉 is
the mean ratio of its atomic number and mass. Due to this small radiation yield, transition
radiation detectors (TRDs) use multiple material layers to provide many interfaces.
Cherenkov and transition radiation are relevant only for highly relativistic particles, meaning
that their use in space is limited to GCR detection.
The Alpha Magnetic Spectrometer (AMS)
The AMS, installed on the ISS, uses a variety of detection methods for high energy particle
identification [60]. In addition to a RICH detector, AMS contains a TOF detector, a silicon
tracker, veto counters, a TRD and a sampling electromagnetic calorimeter. It can provide
accurate measurement of electrons, positrons, protons and ions in the ∼100 MeV to ∼TeV
energy range and ion charge measurements up to Z = 26. A rigidity resolution of 2% up to
20 GV and 6% charge resolution at unit charge are achieved.
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The RICH uses two radiator media: a low-refractive index aerogel and sodium fluoride, giving
radiator thresholds of 3 GeV and 0.5 GeV, and velocity measurement resolutions (for unit
charged particles) of ∼0.1% and ∼1%, respectively. A plane of multipixelised PMTs provides
10,880 separate sensors on an effective 8.5 mm pitch grid, surrounded by a conical reflector to
reduce lateral losses. The TOF detector is used for velocity measurement below the radiator
thresholds.
The TRD comprises 20 layers of LRP375 fibre fleece radiator interleaved with 5248 gas propor-
tional tubes filled with a 90:10 Xe:CO2 mixture. The output signals are used in a log-likelihood
estimate to distinguish electrons/positrons from protons. Particle charge measurement is per-
formed via multiple dE/dx measurements in the nine tracker layers (2500 double-sided silicon
sensors), which also provide ∼10 µm position resolution, over a distance of 1 m, in the 0.14 T
field of a permanent magnet. On-board analysis using 650 microprocessors reduces the data
rate by a factor of ∼1000, resulting in a mean telemetry rate of 10 Mbit s−1.
AMS provides a comprehensive and accurate measurement of the high energy particle flux
in the orbit of the ISS; this includes a precise extraction of the mass, charge, energy and
incidence direction of single particles. Its large acceptance (∼0.5 m2 sr) has allowed the rapid
collection of a significant quantity of cosmic ray data [61]. However, these advantages come
necessarily at the expense of substantial complexity, physical size and financial cost.
2.4.5 Semiconductor sensors
While AMS employs silicon sensors (in the tracker) together with other detectors, there exist
many radiation monitors which rely solely on semiconductor sensor devices. Of particular
interest are those where the semiconductor material itself (most commonly silicon) consti-
tutes the sensitive volume. This contrasts with indirect situations where, for example, a
semiconductor photodiode detects light from interactions in a scintillator.
Ionising energy losses in the semiconductor result in the excitation of electrons from the
valence band to the conduction band, forming electron-hole (e-h) pairs. Collection of these
charge carriers creates an electrical signal from which the deposited energy may be deduced.
For an energy deposit Edep significantly greater than 10 eV, the mean number of e-h pairs
generated, N, is given by:
N =
Edep
W
, (2.6)
where W is the mean energy required for the creation of one e-h pair which, for silicon, is
approximately W = 3.65 eV at room temperature [62]. Due to correlations in the charge
generation process, the variance in the number of pairs produced is less than that predicted
by a Poisson model. Instead, the variance σ2F is usually characterised with the following
empirical formula:
σ2F = FN (2.7)
= F
Edep
W
, (2.8)
where F is the Fano factor [63], originally formulated to describe ionisation in gases.
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The number of charge (or information) carriers generated per unit energy deposited, together
with the Fano factor, provides a fundamental energy resolution limit for the sensor. The
number generated in silicon is more than 105 e-h pairs per MeV at room temperature, sig-
nificantly greater than the values for scintillators (∼103–104 per MeV) and gas proportional
ionisation (∼104 e-ion pairs per MeV). Measured Fano factors are in the range 0.05–0.2 for
gases, approximately 0.1 for silicon and ∼1 for scintillators [39].
Practical device resolutions are, however, generally limited by other noise sources, such as
thermal or leakage current shot noise. Further reasons for the popularity of silicon sensors are
their typically compact size, robustness and low power consumption. The following sections
discuss various silicon sensor technologies and their use in space radiation monitors.
RadFET sensors
Section 2.3 introduced the phenomenon of threshold voltage modification in MOSFETs due
to exposure to ionising radiation. This is exploited in the RadFET component which is
commonly used for dose rate and total dose monitoring (for example, see [64, 65]). Although
single particle detection is not possible, multiple RadFETs behind different depths of shielding
may be used as an approximate indication of radiation penetration. While the small size and
simplicity of the component and readout circuit are attractive, care must be taken to account
for temperature variations which may also affect Vth [66].
PIN diodes
The ability to resolve individual particles is a desirable capability for any radiation monitor
and is essential for particle identification. This is most easily achieved in silicon sensors with
a simple p-n junction under reverse bias. An ionising energy loss within the depletion region
generates e-h pairs which are separated under the influence of the electric field and collected
at the electrodes. The resulting current pulse is usually measured via a combination of charge-
sensitive preamplifier, pulse shaper and digitiser. This ‘pulse height analysis’ allows the total
ionising energy deposit of the event to be recorded.
A variation of the standard p-n junction diode may be created by the inclusion of a central
compensated region, where n and p-type impurities are balanced. Due to the similarities
between compensated and intrinsic (i) silicon, this configuration is known as a p-i-n (or PIN)
diode. The central compensation (with higher resistivity) allows a larger electric field to
be applied without causing an excessive leakage current or device breakdown. This leads
to a large depletion region (sensitive volume) upon application of a reverse bias of tens to
hundreds of volts. PIN diodes are typically 100–500 µm thick and have surface areas of
∼1 cm2. The sensor capacitance determines the magnitude of the equivalent noise charge
observed at the output; in analogy to a parallel-plate capacitor, this is proportional to the
surface area and inversely proportional to the depletion region thickness (charge separation
distance). The readout circuit introduces additional noise, particularly due to thermal noise
in the amplifier’s input transistor.
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PIN diodes are one of the most popular sensors for space radiation environment monitoring;
the following sections discuss several instruments which use these devices.
The Standard Radiation Environment Monitor (SREM)
The SREM [67] uses pulse height analysis from three PIN diodes to count and classify incident
particles and is intended to alert the spacecraft and payload to space radiation hazards. One
diode of 25 mm2 area is mounted behind a 0.7 mm aluminium window, giving particle energy
thresholds of 0.5 MeV and 10 MeV for electrons and protons, respectively. Four pulse height
channels are allocated in the range 0.085–2 MeV, with two identified as protons and two as
electrons.
Separately, two additional diodes are arranged in a telescope configuration, the front diode
having a 25 mm2 area and the rear diode a 50 mm2 area. A front window of 2 mm aluminium
introduces energy thresholds of 1.5 MeV and 20 MeV for electrons and protons, respectively.
An energy ‘degrader’ of 1.7 mm aluminium and 0.7 mm tantalum between the diodes imposes
a ∼39 MeV proton coincidence energy threshold, while electron coincident hits are assumed
to be negligible. One ion and six proton pulse height channels are assigned to the front diode
alone, with a further four coincident proton channels. All pulse height channel discriminator
levels are in the range 0.085–9 MeV.
The analysis electronics can handle event rates up to 100 kHz, while an internal RadFET
is also supplied for integrated dose measurements. The overall monitor has a volume of
2400 cm3, mass of 2.6 kg and consumes ∼2.5 W.
Four SREM units operating in space have demonstrated reliable operation, with good spatial
resolution of the radiation belts [68] and detection of flux anisotropies [69]. However, the
assertion that pulse-height channels identify single particle species is probabilistic only and
significant species ‘contamination’ has been observed. Methods for deconvolution of species
counts and unfolding of the incident energy spectra have also been investigated. The small
number (15) and large width of the pulse height bins, however, mean that these operations
must have limited spectral resolution.
The LISA Pathfinder Radiation Monitor (LPRM)
The planned LISA Pathfinder technology demonstration mission [70] will be sensitive to the
electrostatic charging of its isolated test masses. This is due to the interactions of energetic
charged particles and has the effect of introducing noise into the frequency band used for
gravitational wave interferometry. The LPRM was designed specifically to detect protons
with energies greater than ∼100 MeV which have sufficient penetration to contribute to this
charging [71].
A pair of 147 mm2 area, 320 µm thick silicon PIN diodes are used in a telescope configuration
with 2 cm separation. This is surrounded by a 6.4 mm thick copper shield to produce a
particle energy threshold of approximately 70 MeV/n. The diodes are operated in coincidence
with 1024 pulse height bins between 50 keV and 5 MeV and have an equivalent noise charge
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of ∼5600 e−. This diode thickness produces a most probable signal for a MIP at normal
incidence of approximately 25000 e−.
Coincidence operation constrains the range of valid particle incidence angles and thus reduces
the energy deposit variance that may result from different path lengths in the diodes. The
chosen diode size and separation still allow variations of order 10% (∼2500 e− for a MIP);
greater separation would constrain this further, at the expense of a lower count rate and a
larger instrument. However, more important than the path length variation, and of a similar
magnitude to the readout noise, is the fundamental energy loss fluctuation within the sensor.
For a normal incidence MIP, this is ∼8200 e− (FWHM) and is thus likely to become the main
limitation for particle identification in sensors with improved noise performance.
This monitor is an efficient design optimised for a specific purpose; material shielding is used
to define low energy acceptance limits, while coincidence requirements limit the path length
fluctuation and reduce the probability of false noise counts. Dose to silicon can be measured
accurately from the high resolution pulse height histogramming.
Gravity Probe B (GPB) High Energy Proton Monitor (EPM)
The EPM [72] was designed to detect ∼35–500 MeV protons which may cause charging of
the precision gyroscopes used in the GPB mission. This monitor comprises a stack of four
silicon PIN diodes within a 2 mm thick tantalum casing, while the 45◦ aperture is covered
by a 3 mm thick titanium hemispherical dome. The simplified monitor geometry is shown in
Fig. 2.11, illustrating three possible particle paths in the sensors.
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Figure 2.11: Simplified diagram of the particle detection region of the EPM.
The tantalum casing, titanium dome, and four pin diodes (D1–D4) are included.
Also shown are the tracks of three particles, illustrating expected behaviour of an
electron (T1), high energy proton (T2) and low energy proton (T3).
The dome shield and outer casing provide proton penetration energy thresholds of approxi-
mately 35 MeV and 400 MeV, respectively. Diodes D1, D2 and D4 are of 150 µm thickness,
while D3 is 700 µm thick. All the diodes are read out by charge sensitive amplifiers and
pulses from D3 are histogrammed into 256 channels, of which 16 may be selected for data
acquisition.
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Differential amplification of coincident pulses from D1 and D2 allows the discrimination, and
rejection, of events with significantly differing deposits in these two diodes. This behaviour
is associated with electrons, which show greater multiple scattering and thus greater path
length deviation: this is illustrated by track T1 in Fig. 2.11. Events with D1 and D2 deposit
difference below the threshold are interpreted as protons and the deposit in D3 is measured.
In this case, a coincident hit is also demanded in D4, indicating that the particle left D3:
an example is shown as track T2 in Fig. 2.11. Without this constraint, the deposit due to a
lower energy proton stopping at shallow depth in D3 (track T3) could equal that of a higher
energy particle that passes through the sensor.
The overall instrument has mass, volume and power consumption of 3.5 kg, 2363 cm3 and
3.5 W, respectively.
Energy loss sampling
The SREM, LPRM and EPM use similar methods to detect and identify particles. These
include:
1. Metallic aperture shielding to define particle detection energy thresholds and exclude
lower energies.
2. PIN diode pulse height analysis for energy deposit measurement and estimation of the
particle specific energy loss in silicon.
3. Coincidence measurements, using a sensor telescope, to constrain the angular acceptance
of particle trajectories and to measure the particle penetration depth.
As described in Section 2.2.3, different particle species with equal velocities may have similar
specific energy loss and thus leave equal energy deposits in a single thin sensor (where the
change in velocity of the particle is negligible). However, an equal energy loss rate, −dE/dx,
implies an unequal velocity loss rate, −dv/dx, for particles of different mass. After passing
through further material of significant stopping power, these particles will therefore have
different velocities and thus different specific energy loss in a second sensor. Multiple sampling
of a single particle’s dE/dx should therefore allow its identity to be deduced.
The resolution of this measurement method is limited by multiple scattering and energy
loss fluctuations. Additional problems include the difficulty of slowing MIPs (requiring thick
degraders) and the loss of particles from the telescope between sensors due to large-angle
deflection or oblique incidence angles. These loss modes are generally indistinguishable from
the case where a lower energy particle stops within the telescope. Identification of these
confounding effects is only possible with a detailed tracker detector, such as that implemented
in AMS, with multiple sensor layers and transverse position reconstruction (which are further
enhanced by a magnetic field).
Particle identifications based on dE/dx measurements in small monitors are therefore neces-
sarily limited to probabilistic interpretations. Despite this, the method remains popular as it
may be implemented with a small mass and volume appropriate for an engineering support
instrument. By suitable design of the sensor telescope (number of sensors, thicknesses, spac-
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ing, inter-sensor degraders, etc.), coincident pulse height channels may be optimised for high
purity of certain species/energies, although deterministic interpretations remain generally
inaccurate.
Furthermore, a statistical deconvolution of the mean incident particle spectra may be possi-
ble if sufficiently detailed information is collected. Meanwhile, reliable dose and count rate
measurements may still be obtained with each sensor, independently of any identification
attempts.
Pixel sensors
One of the disadvantages of the PIN diode is the generally large equivalent noise charge (often
∼1000 e−) obtained in the energy deposit measurement. This is due to the relatively large
diode capacitance, large leakage current and the use of discrete readout circuit components
with limited noise performance.
A reduction in noise may be obtained by decreasing the size (and hence capacitance) of the
sensor. To maintain a useful detection volume this implies the use of pixel arrays, where
each pixel is a separate charge collection node on a single die. This configuration has other
advantages: for example, allowing imaging (position reconstruction) and windowing (variation
of the total sensitive area).
A number of pixel sensor architectures are available; three common varieties are CCDs, hy-
brids and CMOS monolithic active pixel sensors (MAPS).
1. CCDs are known to be effective at collecting ionisation charge from particle interac-
tions [73] and have been investigated for use in space radiation monitors [74]. However,
such monitors have not been adopted in practice; this may be due to CCD radiation
damage sensitivity.
A further problem is that most devices available commercially have a large number
of pixels (>100,000) making them unsuitable for applications with low bandwidth or
limited processing ability. This problem is compounded by the relative complexity of
using CCDs, which must be supplied with several voltages and clock signals. Moreover,
small volume production of application specific CCDs is not generally economic due to
the specialised process requirements.
2. Hybrid pixel sensors consist of a sensor chip bump-bonded onto the surface of a
separate ASIC containing the readout electronics. This hybrid construction allows the
two chips to be constructed of different materials, each optimised for their different tasks.
It also allows a high pixel density over large areas with significant analysis circuitry per
pixel.
The choice of sensor chip material may be tailored to the intended radiation environment
(e.g. Cd(Zn)Te for X-ray detection), while the readout chip may be manufactured in
processes intended for very large scale integrated electronics. Bonding of the two chips,
using a flip-chip technique with solder or indium bump bonds, is a complex and labour-
intensive process [42].
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The Medipix2 [75] and Timepix [76] hybrid sensors were developed primarily for medical
imaging but are also under investigation for other uses. Several Timepix sensors were
deployed in October 2012 on the ISS to explore their use in single-chip personal space-
flight dosimeters. These use a 300 µm thick silicon sensor chip with 2 cm2 area, bump
bonded to a readout chip containing a Wilkinson ADC for each of the 65536 pixels.
Particle identification is achieved through pixel cluster shape analysis, although this
requires the use of a personal computer [77]. Five Timepix sensors are also employed in
the LUCID space radiation detector which is planned for launch on the TechDemoSat-1
spacecraft in 2013 [78].
3. CMOS MAPS are in development as an alternative to hybrid sensors in several ap-
plications, having already found widespread use for visible light imaging [79]. These
comprise a low resistivity p-doped silicon substrate, with n-wells implanted in a thin
(8–20 µm) p-type epitaxial layer to form collection diodes. Charge carriers are collected
via diffusion from interactions in the epitaxial layer, rather than in the small depletion
regions surrounding the n-wells. The use of a CMOS fabrication process allows the sig-
nal analysis circuitry to be included on the same chip, and within each pixel, resulting
in a compact, rugged device with potentially much lower noise. This also means that
application specific chips may be manufactured at lower cost.
Radiation-hardened CMOS MAPS have been developed for use in space as imagers [80]
and star trackers [81]. These use enclosed geometry transistors and guard rings to
reduce radiation-induced leakage currents, giving operational doses up to ∼300 kGy.
Unlike CCDs, MAPS do not require such complex input waveforms to drive the readout
process. They are also potentially less sensitive to radiation damage as they do not rely
on a high CTE (each pixel is read independently).
In addition to substantial development efforts for use in particle physics (e.g. EM
calorimetry and tracking [82]), MAPS are being investigated for space radiation moni-
toring [83] although this remains a highly novel application.
2.4.6 Implications for the design of the HMRM
The reviews of the Earth radiation environment and of existing monitors have provided guid-
ance for the design of the HMRM. The following features, in addition to dosimetry measure-
ments, are identified as being especially desirable:
1. Sufficient miniaturisation to allow integration of one or more units onto a wide range of
satellites with minimal impact on systems budgets.
2. A low energy proton detection threshold of less than ∼2 MeV to allow coverage of the
important energy range up to 10 MeV, which is neglected by many other monitors.
3. Some degree of single particle identification should be made. This is not expected
to give the performance of a scientific instrument but should be sufficient to allow a
probabilistic assessment of the environment and its potential for spacecraft damage.
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The selection of the detection scheme and sensor technology, together with a detailed expla-
nation of the monitor geometry design, is described fully in the next chapter.
2.5 Summary
The radiation environment in Earth orbit comprises electrons, protons and ions with energies
covering many orders of magnitude. Total omnidirectional fluxes in commercially important
orbits may exceed 107 cm−2 s−1, with energies up to ∼6 MeV and ∼500 MeV for electrons
and protons respectively. These fluxes are dominated by particles trapped in the Earth’s
magnetosphere, with transient increases at higher energies due to solar events. The particles
lose energy in matter primarily by ionisation and excitation of atoms; rarer non-ionising
energy losses can cause damaging atomic displacement, which is more probable for proton
and ion primaries. Particularly at risk are spacecraft semiconductor electronics, including
solar cells, image sensors, processors and memory.
Earth orbit particle distribution models should be interpreted as approximate and indicative
only, since the environment is continually evolving and because they are based upon limited
experimental measurements. The widespread use of radiation monitors on spacecraft is there-
fore desirable for improved mission planning, evaluation of spacecraft shielding effectiveness
and (in some applications) real-time alerting.
Device budgets for support instruments are usually restricted and measurement accuracy
is generally compromised to some extent when compared to scientific instruments. Simple
monitors often offer only dosimetry measurements: this is, however, only a crude indication of
the damage capability of the radiation, which depends greatly on particle species and energy.
Some degree of single particle identification, or longer-term energy spectrum reconstruction,
is therefore desirable.
Finally, due to the variation of particle fluxes around large spacecraft, and flux anisotropy, the
measured flux may be highly dependent on monitor positioning. This can only be addressed
fully by providing multiple monitors at important locations on a single spacecraft. In this
application a miniaturised monitor is clearly required to avoid imposing an excessive burden
on the spacecraft.
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Chapter 3
Monitor geometry design and
optimisation
In this chapter the formal HMRM device requirements are introduced and the design method-
ology for this instrument is explained. The optimisation of geometry elements, such as sensors,
aperture and casing, resulted in a set of recommendations which guided the prototype design.
This is presented together with simulation results intended to evaluate its basic properties.
Analysis algorithms, for execution within the monitor and ground segment, are addressed
separately in Chapters 4 and 6.
3.1 Monitor design methodology
The most important decisions to be made within the design process were the choices of ra-
diation sensor and particle identification scheme, in which one or more sensors should be
employed — several examples relevant for space applications were reviewed in Chapter 2.
The identification scheme was chosen with reference to the device requirements and by con-
sidering the particle energies found in Earth orbit. Following this a simple conceptual design
was created, defining the general architecture of the monitor and allowing a suitable sensor
technology to be selected.
The monitor development was divided subsequently between two main aspects: the detector
geometry (comprising the sensing elements, aperture and surrounding structures) and the
support geometry (comprising the ancillary electronics, interfaces, etc.). Various parameters
of the detector geometry were identified which, together with a selection of figures of merit
and design principles, were used to guide the geometry optimisation.
A series of incremental changes to the baseline conceptual design were made; each of these
was evaluated by simulating simplified models with the Geant4 Monte Carlo toolkit [84, 85].
This allowed a number of design recommendations to be issued [86] for possible inclusion
in the final monitor design, subject to further practical constraints. Most of these were
successfully incorporated into the monitor prototype, which was then simulated in full to
assess its suitability in the reference orbits identified in Chapter 2.
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3.1.1 Device requirements
The ESA statement of work [87] for the HMRM project specifies the following functional and
physical requirements for the monitoring device:
1. The volume shall be of order 1 cm3.
2. The mass shall be approximately 20 g.
3. The device shall measure the accumulated dose due to charged particles.
4. The device shall discriminate different parts of the LET spectrum, thereby giving an
estimate of the primary particle energy. The dynamic range should be chosen to max-
imise discrimination over the primary particle energy ranges found in typical satellite
Earth orbits.
5. The device shall provide real-time monitoring.
6. The particle count rate shall be measurable in environments with an omnidirectional
integral flux up to 107 cm−2 s−1.
7. Detected events shall be classified in the device with respect to particle species (electron,
proton or ion).
8. The device shall be radiation tolerant of a total ionising dose (TID) of at least 100 kRad
(1 kGy).
The specification also states that the monitor may be either a single ASIC, or several such
devices in a single package, provided that this results in a space-qualifiable, miniature monitor.
It is also recognised in the statement of work that such severe limits on volume and mass
mean that the monitor may not have the full particle identification capabilities of a scientific
instrument.
Although many commercially important orbits have peak fluxes below 107 cm−2 s−1, the
review in Chapter 2 showed that this value may be exceeded on some occasions. It was
therefore decided to target a maximum omnidirectional flux of 108 cm−2 s−1 to allow for
wider usage or a greater operational margin.
An additional consideration is the device’s output data rate. This should be extremely small,
allowing convenient integration of the monitor into a range of satellites, possibly including
multiple units on a single spacecraft. A mean rate of order 100 bit s−1 was targeted, providing
a severe constraint on the monitor analysis algorithm and data products which are discussed
in the next chapter.
3.2 Monitor architecture
This section considers the selection and modelling of the radiation sensors and particle iden-
tification scheme for the HMRM. These are largely constrained by the device requirements,
and the particle species and energies present in Earth orbit.
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3.2.1 Detectable particle energy ranges
As described in Chapter 2, medium Earth orbits experience intense fluxes of electrons and
protons due to their passage through the radiation belts of the magnetosphere. Added to
this are transient increases in the flux of higher energy particles, especially protons of order
10 MeV, due to solar events such as SEPs and CMEs. In addition, there is a far smaller but
deeply penetrating flux of very high energy GCRs. Ion species are also present in all three of
these components but generally in smaller numbers. The initial design therefore considered
electron and proton detection only, with ions assessed at a later stage.
The monitor design was optimised for detection and discrimination of particles below energies
of 6 MeV for electrons and 500 MeV for protons. These limits were chosen to include all
trapped fluxes in the reference orbits, as modelled by AE-8/AP-8, and are also suitable
for detection of steady state solar particles and transient events such as SEPs and CMEs.
Notably, however, most of the GCR flux (peaking at approximately 1 GeV/n) exceeds these
limits. It was decided that although these particles will be detectable their very low flux
makes quantitative study with such a small monitor highly inefficient. For example, given a
sensitive area of 1 mm2, a mean of just three hits per hour due to GCRs would be expected,
compared to more than 105 s−1 from magnetospheric particles. GCRs may be considered in
future simulations but were not a primary driver of the monitor design.
3.2.2 Particle identification scheme
Many of the detection schemes and technologies reviewed in the previous chapter are unsuit-
able for use in a device with a volume of order 1 cm3. Further important constraints include
tolerance of mechanical shock, reliability, low power consumption and low data rate.
It is clear that stopping the highest energy particles through continuous energy loss interac-
tions in matter is not possible in a ∼1 cm3 volume. This excludes any identification method
based on ‘calorimetry’ principles, where the particle’s entire kinetic energy is converted to
a detectable signal. Electrostatic analyser techniques are not practical for particle energies
above ∼10 keV, due to the very large voltages required. Meanwhile, achievable magnetic
fields cannot create a sufficiently large trajectory deflection over ∼1 cm distances to be useful
in high energy particle discrimination.
The energy loss sampling method was instead selected as the most suitable approach for
particle detection and identification in the HMRM. This involves measuring particle energy
deposits in a telescope of two or more solid state sensors. The mean energy loss rate in
each sensor, dE/dx, can be estimated from these deposit measurements, allowing the particle
identity to be deduced. Although different particles with similar velocities may have equal
energy loss rates, sampling over multiple sensors reveals differences in behaviour. This is
achieved by slowing the particle so that each dE/dx value is sampled at a different velocity.
At this stage several potential problems become apparent:
1. Particles may miss subsequent sensors due to scattering or oblique incidence angles.
These cases are indistinguishable from those where a lower energy particle stops in the
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previous sensor. These losses must be mitigated by bringing the sensors close together
and the probability estimated through simulation.
2. Higher energy particles will require greater amounts of inter-sensor ‘energy degrader’
material to obtain a significant change in velocity. Enlargement of this material, how-
ever, may increase the monitor size and promote scattering loss. The choice of degrader
composition and thickness must account for these opposing effects.
3. Energy deposit fluctuations will be the dominant limitation of particle identification
resolution. This has two major causes: path length variation in the sensors and dE/dx
variation due to the stochastic energy loss process. Little can be done to remedy the
latter as it is a fundamental characteristic of the particle’s behaviour. Path length
variation due to varying incidence angles may be constrained by requiring coincident
sensor hits, limiting the incidence angle to be within a region of solid angle defined by
the sensor telescope configuration.
3.2.3 Sensor technology selection: CMOS MAPS
Path length deviation within a sensor due to multiple scattering may be reduced by using a
thinner sensor, which is also desirable as it allows coincident hits (multiple dE/dx samples) at
lower particle energies. A thin sensor does, however, imply a smaller signal from a transmitted
particle: a correspondingly lower sensor noise is therefore required to retain a sufficient signal-
to-noise ratio. These considerations imply that pixel sensors are most appropriate.
An ASIC incorporating a CMOS APS array was chosen as having several practical advan-
tages over competing semiconductor pixel sensor technologies, the most important of which
are:
1. A wide range of readout and digitisation electronics may be integrated on the same chip,
since these are easily fabricated in the same CMOS technology as the pixel array. This
results in size and power reductions which are important for a miniature instrument.
2. Closely related sensor pixel designs have been proposed for use in electromagnetic
calorimeters at collider experiments [88] and have achieved low equivalent noise charge
values of less than ten electrons per pixel [89]. This excellent noise performance is due
to the low leakage current and low capacitance of the pixel diode, which result primarily
from its small size.
3. The overall ASIC thickness may be varied in the range 50–250 µm by back-thinning of
the substrate, allowing a variable amount of material to be present between the sensors
in the telescope.
4. The thickness of the sensitive epitaxial layer is 12 µm. This gives an expected sig-
nal due to a minimum-ionising particle (MIP) at normal incidence of approximately
1000 electrons and thus a signal-to-noise ratio close to 100.
5. Design techniques have been developed to increase the radiation hardness of CMOS
APS sensors [90, 91]. This is an important consideration for a device which must be
tolerant of a total irradiation of at least 1 kGy.
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6. Charge collection within the continuous epitaxial layer of the device results in a large
collection efficiency and a fill factor of nearly 100% [92].
The HMRM sensor ASIC
Each HMRM ASIC, developed by RAL Technology Department, incorporates a 50Ö50 mono-
lithic active pixel sensor array and is fabricated in a 0.18 µm radiation hardened process
technology. The pixel pitch of 20 µm provides a total sensitive area of 1 mm2. Each pixel
is defined by a single charge collecting diode formed by the junction of an n-well with the
12 µm thick p-epitaxial layer. The pixels are expected to show approximately 10 electrons
RMS equivalent noise charge and a full-well saturation of 19,000 electrons.
Each ASIC die measures 10.3 mm by 2.4 mm and has a thickness of 250 µm which may be
reduced by back-thinning to a minimum of 50 µm.
The pixels are read out simultaneously (‘snapshot mode’) and digitised on chip in a 3-bit
analogue-to-digital conversion process involving seven comparator levels. Although not com-
mon in this sensor design, snapshot readout is required in this application to ensure that
particle coincidences in the sensor stack are detectable. Each comparator level is programmed
as a 7-bit threshold setting, allowing customisable, non-linear pixel digitisation schemes. A
diagram showing the high-level ASIC design is provided in Appendix B and the ASICs are
discussed further in Chapter 7.
Unlike a typical pulse-height analysis arrangement, digitisation of the collected charge is not
triggered by a particle hit. Instead, pixel exposure and readout take place on a continuous
cycle at a rate of 10 kHz. The pixels may integrate charge for a variable period within each
readout cycle, ranging from 3.125 µs up to the maximum of 100 µs; control of this variation,
or ‘electronic shuttering’, allows the monitor to adapt to changes in flux magnitude. A field-
programmable gate array (FPGA) was selected to provide computational, control and readout
functions within the HMRM. These tasks include the generation of the waveforms required
to drive the ASICs and reception of the output pixel data. The FPGA and its algorithms are
described in further detail in the next chapter.
3.2.4 Conceptual design
The HMRM concept, shown in Fig. 3.1, comprises a telescopic stack of multiple sensors
(number initially unspecified) through which particles may pass. This, together with the
additional control electronics, is to be surrounded by a casing which provides structural
support and shielding of low energy particles. An aperture allows selective admission of these
lower energy particles, while a thin aperture cover blocks visible and ultraviolet photons (to
which the sensors may also be sensitive). Particles are identified, where possible, from the
characteristic combination of energy deposits in the sensors.
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Figure 3.1: Conceptual diagram for the HMRM geometry; the cross-sectional view
shows the essential features including the central sensor telescope, outer casing and
shaped aperture with cover.
3.2.5 Telescope detection modes
The principal detection modes are the ways in which a single particle may hit the sensor
telescope and give meaningful information about its characteristics. These modes, labelled
C1, C2, etc., may be logically defined as:
C1 = S1 × S2 × S3 × S4 × . . . (3.1)
C2 = S1 × S2 × S3 × S4 × . . . (3.2)
Cn =
n∏
i=1
Si ×
N∏
i=n+1
Si, (3.3)
where Sn indicates a detected hit to the nth closest sensor to the aperture and Sn indicates
no hit, within a single sensor integration period. This labelling system can be extended to a
telescope comprising any number of sensors, resulting in N overall modes for N sensors.
Despite not involving a coincident hit, C1 is important as it includes the lowest energy particles
which cannot reach the second sensor. The remaining modes require successively higher
minimum particle energies to occur, due to the progressively greater thicknesses of material
the particle must penetrate. This allows each event to be assigned a minimum mean particle
energy (dependent on its species) from allocation to one of these modes.
It is appealing to suppose that the mode also indicates a maximum mean particle energy,
since a higher energy would result in penetration to the next sensor in the stack. However,
particle losses between the sensors of the telescope must be negligible for this to be true.
Sensor hit combinations which do not correspond to a mode (e.g. S1×S2×S3 for a three-sensor
monitor) are less meaningful as the particle is likely to have undergone large angle scattering.
This leads to a significantly greater, unconstrained path length and therefore uncertain energy
loss.
The order of sensor hits over such short distances cannot be resolved and so ‘reverse’ coin-
cidences, where a particle enters through the back of the monitor, cannot be distinguished.
The monitor is, however, assumed to be mounted with the aperture facing away from the
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spacecraft; the presence of this large effective shield means that energies of order 100 MeV
for protons and 10 MeV for electrons are necessary for this to occur.
3.2.6 Event pile-up
Two or more particles may hit a sensor within a single integration period; this, known as pile-
up, will result in under-counting of particles. Detection of this eventuality, via a pixel image
recognition algorithm, is beyond the processing ability of the HMRM. Pile-up will therefore
also result in misidentification as this process must assume that each event is caused by a
single particle. This is not a concern for dose measurements, as the energy deposited in
a pile-up event is simply the sum of the equivalent deposits expected from separate events
(assuming sensor saturation is not reached). The count rate will be affected, however, with a
simplistic measurement of non-zero sensor signals per unit time always underestimating the
true particle incidence rate.
During a single sensor integration time period of t, pile-up occurs when there are two or more
particle hits (k ≥ 2) with probability given by:
P (k ≥ 2) = 1− P (k < 2) (3.4)
= 1− (1 + λt) exp(−λt), (3.5)
where λ is the mean particle arrival rate.
The relationship between the mean rate and the pile-up probability is shown in Fig. 3.2. A
small (∼1%) pile-up rate corresponds to a mean particle incidence rate at the sensor of less
than ∼105 s−1, provided that the exposure time may be reduced to 3.125 µs. A method for
monitoring pile-up within the device is presented in Chapter 4, together with an algorithm
to adjust the electronic shutter according to the particle environment.
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Figure 3.2: Pile-up probability as a function of mean particle incidence rate, for
the maximum and minimum available exposure times, t.
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3.3 Geometry optimisation methodology
From the conceptual design (Fig. 3.1), the following elements of the geometry were identified
as impacting particle detection:
1. Aperture size and shape.
2. Casing material and thickness.
3. Aperture covering material and thickness.
4. Number of sensors.
5. Thickness of sensor ASICs.
6. Material and thickness of inter-sensor degraders, if present.
7. Positioning, spacing and alignment of sensors.
3.3.1 Design principles
Subject to practical constraints, mainly imposed by the small size of the monitor, the geometry
elements were optimised according to the following design principles:
1. The low energy particle detection threshold should be minimised. This implies
minimisation of the stopping power of the aperture cover, while still retaining its opacity
to light. There is a potential conflict between this aim and that of minimising pile-up,
since a lower energy particle detection threshold will result in a greater total incidence
rate.
2. The monitor must be blind to visible and UV light. This is defined by calculating
the predicted pixel signal generated in the front (most exposed) sensor due to sunlight,
when pointing the monitor directly at the sun. This signal is required to be much
smaller than the pixel noise (estimated at ten electrons); this ensures that fluctuations
in this signal will not have an appreciable effect on the sensor performance by producing
spurious detections.
3. The probability of pile-up should be small in typical MEO omnidirectional
particle fluxes (of order 1% in fluxes up to 107 cm−2 s−1 and of order 10% in
fluxes up to 108 cm−2 s−1). Single particle identification will be incorrect in pile-up
events so that the monitor’s misidentification rate will be at least equal to the pile-up
rate. However, the acceptance of the device cannot simply be made arbitrarily small to
achieve low pile-up rates, since sufficient particles must be detected to make reliable,
timely measurements of the particle environment.
In general, a balance must be sought between count rate and pile-up probability through
suitable detector geometry design. Some flexibility is obtained by varying the sensor
integration time electronically via a shutter control algorithm. However, operation in
higher flux environments should be prioritised since these are most damaging and hence
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of greatest interest. This should be achieved through the design of the casing and
aperture.
4. The particle energy threshold required to reach each successive sensor in the
telescope should be an approximate geometric progression. This energy spacing
should be achieved through the choice of sensor substrate thickness where possible, or
otherwise by including additional ‘degrading’ material between sensors. These choices
should optimise the response for protons of energies up to 500 MeV and electrons up to
6 MeV, as identified in Section 3.2.1.
5. The spacing between sensors should be minimised to reduce the probability
of scattering losses. As described earlier, these losses increase particle identification
ambiguity. However, this aim is in potential conflict with point 4, since introducing
material between sensors increases their separation and promotes large angle scattering
as well as the desired energy loss. The relative merits of these two aspects must be
balanced in the final design.
6. The particle energy necessary for a coincident hit between two or more
sensors should be minimised. The advantages of coincidence detection mean that
the monitor should be designed for this to occur over a wide particle energy range. This
may be achieved by making the first ASIC as thin as possible.
3.3.2 Figures of merit
In some cases, the optimal geometry parameter could be selected from simple physical argu-
ments. However, in general, geometry changes have multiple, often conflicting, impacts on
performance. This was addressed by introducing three figures of merit: particle identification
efficiency, identification purity and monitor effective area. Proposed geometry changes were
applied to a simplified optimisation model and simulated within Geant4. Calculation of the
figures of merit then allowed these changes to be evaluated.
Effective area
The effective area, Ae, of a sensor or sensor combination is defined as the cross sectional
area of the sphere which would experience the same incidence rate when exposed to the same
isotropic flux. The advantage of this quantity is that the mean incidence rate, λ, can be
estimated easily from an omnidirectional integral flux value, Fo, via λ = AeFo. Note that Ae
is a purely geometric quantity, depending only on size and positioning of the sensors, casing
and aperture.
Ae is calculated by finding the solid angle averaged projected area of the sensor over all
angles subtended by the aperture and/or coincidence telescope. The casing is assumed to be
an absolute shield whereas the aperture cover is assumed totally transmissive. The formula
may be expressed as:
Ae =
1
4pi
∫
sin θ cos θ dθ dφ ds, (3.6)
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where θ is the angle from the sensor surface normal to the observation direction, φ is the
azimuth angle and ds is a sensor surface element. Analytical evaluation of this formula is
rather cumbersome and it was instead evaluated computationally using a Monte Carlo ray-
tracing method, where particle scattering is neglected.
An isotropic ‘fluence’ of N vectors was randomly selected from a sphere of radius R. The
coordinates of intersection of these vectors with the planes corresponding to each of the sensors
and the aperture were calculated, allowing identification of valid sensor and coincidence hits.
The fraction of vectors (c/N ) producing the required hit pattern (single sensor or detection
mode) is recorded and the effective area is calculated as:
Ae =
c
N
piR2. (3.7)
The simulation proceeds until the statistical uncertainty in this quantity reaches a negligible
magnitude; Ae values found in this manner may be used to calculate the expected mean hit
rate (and hence determine the pile-up probability) in a specified flux.
Particle identification
Quantification of the monitor’s ability to identify single particles is a more difficult task than
the evaluation of effective area. This ability depends partly on the details of the identification
method which is employed. The suitability of this method in turn depends partly on the
definition of the geometry. This interdependence is removed by use of a simple, provisional
identification method (the operational identification algorithm for use within the HMRM is
described in Chapter 4).
Each event is identified according to the simultaneous combination of energy deposits on
the four sensors. Rather than attempt to allocate certain particle identities to these deposit
combinations a priori, the deposit range selections are optimised to improve efficiency and
purity for a given particle species and energy. These quantities are defined as:
Efficiency =
Number of particles correctly identified as type X
Number of type X particles incident
, (3.8)
Purity =
Number of particles correctly identified as type X
Total number of particles identified
, (3.9)
where ‘type X’ denotes a particle species and primary energy range. The geometry evaluation
process is as follows:
1. The particle primary energy ranges are divided into log-spaced bins (for electrons in the
range 0.04–6 MeV and protons in the range 1–500 MeV).
2. The candidate monitor geometry is exposed to a reference simulation within Geant4.
This comprises an isotropic flux of equal numbers of electrons and protons distributed
according to E−1 differential energy spectra. This provides efficient sampling of particle
energies across the ranges chosen for nominal HMRM sensitivity. In general, 108–109
primaries of each species were used.
3. For each coincident detection mode, a characteristic energy deposit combination is se-
lected for each primary energy bin. The simulated events are allocated to the nominal
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primary energy bins according to their sensor energy deposit values. Purity and effi-
ciency are then calculated for each bin.
The deposit range is adjusted using a heuristic optimisation algorithm in an attempt to
maximise the selection purity (the fraction of identifications that are correct).
4. Together, the final purity and efficiency obtained for each primary energy bin constitute
a measure of the monitor’s ability to discriminate different particle types.
This process is repeated for different geometry configurations and the resulting purity and
efficiency values are compared. Note that the values of these figures of merit are dependent on
the simulated energy spectra and on the total electron/proton ratio. These remain constant
for geometry comparison purposes; in general, however, these values will vary for different
radiation environments.
3.3.3 Geometry optimisation model
The simplified Geant4 geometry model shown in Fig. 3.3 is an extension of the basic conceptual
HMRM design, considering only the sensor telescope region. This includes the sensor ASICs,
printed circuit board (PCB), outer casing and aperture. The thicknesses, spacings and ma-
terials of these geometry elements may be controlled via user command. Additional monitor
features, such as electronic components, are neglected during this initial design phase.
 
Figure 3.3: HMRM Geant4 optimisation geometry (with transparent outer cas-
ing): the top view is expanded to show the four ASICs, PCB (between second
and third ASICs), energy degrader (between third and fourth ASICs) and the
rear shield. The lower views show the layout with reduced spacings; the aperture
is shown in a square-pyramidal configuration with an internal window material
layer.
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At this stage, the HMRM design was limited to a four-sensor telescope. This was judged to
be the maximum number of ASICs which could be included, based on an assessment of PCB
layout/interconnection and power consumption.
A baseline choice of geometry element sizes and compositions was simulated (optimisation
run 1) and the particle identification efficiency and purity calculated for each primary energy
bin. Each geometry modification considered was simulated as a single change to this baseline
design and evaluated in a similar way. The results for these simulation runs are presented in
Appendix C and summarised throughout this chapter.
ASIC simulation model
For the purposes of the detector geometry optimisation, the ASICs are modelled as a simple
silicon block; the pixel array, hereafter referred to as the sensor, is included as a sensitive
sub-region with 1Ö1 mm2 area and 12 µm thickness.
Circuit tracks and passivation layers on the ASIC surface will influence the low energy particle
detection thresholds and so must be included in the ASIC simulation model. Figure 3.4 shows
a diagram of the circuitry of a single pixel; aluminium track coverage ranges from zero to three
layers over small areas of the pixel, each with a thickness of ∼0.5 µm. Averaged thicknesses of
these materials, listed in Table 3.1, are implemented as plane parallel layers over the simulated
ASIC surface.
Figure 3.4: Diagram of the circuit track layout for one HMRM ASIC sensor pixel
(courtesy N. Guerrini, RAL Technology).
During the geometry optimisation, the pixellation, noise and limited resolution of the sensor
data are neglected. These aspects are introduced into the full sensor response model described
in Chapter 4.
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Table 3.1: Composition of the simulated HMRM ASIC sensor. The materials were
implemented as parallel layers in the order listed; the substrate thickness is prior
to back-thinning. The epitaxial layer is treated as the sensitive layer for particle
detection. table 1: sensor_composition
Material Layer thickness / µm
Silicon nitride (Si3N4) 0.3
Aluminium 0.6
Silicon dioxide (SiO2) 1.7
Silicon epitaxial layer 12
Silicon substrate 238
3.4 Aperture window material selection
The CMOS APS used for the HMRM is a sensor technology originally developed for visible
light imaging [89] and despite a surface covering of passivation layers and circuit tracks, the
pixels are sensitive to light. Photon sensitivity is expected to be limited to energies greater
than the silicon band gap of 1.14 eV (1087 nm wavelength), with quantum efficiencies of order
10% in the visible and near ultraviolet.
An opaque aperture cover (or window) is required to reduce the resulting signal due to sunlight
to a magnitude smaller than the pixel noise. In so doing, material is placed in front of the
first sensor, raising the low energy particle detection threshold. This should be minimised by
careful material selection, while still ensuring that reliable light attenuation is obtained.
In this section the spectral transmissivity and expected pixel signal due to sunlight are calcu-
lated for candidate window materials. Geant4 simulations are also used to find the particle
energy detection thresholds, resulting in the selection of a suitable window material. Two
candidate materials were chosen:
1. Aluminised polyimide film: this comprises a 7.6 µm layer of polyimide (C22H10O5N2,
often referred to by the brand name Kapton) with a coating of aluminium on both
sides, each of 100 nm nominal thickness, manufactured by Sheldahl [93]. If necessary,
multiple layers of this film could be overlaid to achieve the desired thickness. Although
this material is used extensively to reflect sunlight for spacecraft thermal control [94], it
has also been reported to degrade chemically after exposure to high proton fluences [95],
resulting in decreased reflectivity at wavelengths greater than 500 nm.
2. Aluminium foil: pure aluminium with a naturally occurring oxide surface layer (typ-
ically of 2–10 nm thickness [96]). This foil is available in a wide range of thicknesses,
although a minimum thickness limit of 8 µm was chosen due to the risk of handling and
launch vibration damage.
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3.4.1 Window light transmission
The spectral transmissivity of a stratified medium may be calculated using classical electro-
magnetic theory; the formulae presented here are those derived in [97]. Each constituent
layer is modelled as a plane, parallel, homogeneous and isotropic material, with the whole
assembly surrounded by a vacuum. A further assumption is that the electromagnetic wave
is at normal incidence to the surface, making the polarisation irrelevant. In the general case,
the transmissivity is given by:
T =
pb
pa
∣∣∣∣ 2pa(M11 +M12pb)pa + (M21 +M22pb)
∣∣∣∣2 , (3.10)
while the reflectivity is:
R =
∣∣∣∣(M11 +M12pb)pa − (M21 +M22pb)(M11 +M12pb)pa + (M21 +M22pb)
∣∣∣∣2 , (3.11)
where the characteristic matrix, M, for the medium is the product of the matrices of the N
constituent layers:
M =
N∏
j=1
mj . (3.12)
In the special case of normal incidence, these matrices are given by:
m =
 cosβ −i√µ˜ sinβ
−i
√
˜
µ sinβ cosβ
 , (3.13)
with:
β =
2pi
λ
n˜z (3.14)
p =
√
˜
µ
, (3.15)
where ˜ and n˜ are the complex spectral permittivity and index of refraction of the layer
material, z is the layer thickness, and pa and pb are evaluated at the initial and final vacuum
interfaces, respectively.
Refractive index data for aluminium were obtained from experimental [98] and theoretical [99,
100] investigations. These were used to calculate the spectral reflectivity of 100 nm aluminium
foil, which is compared with the experimentally measured reflectivity of aluminised polyimide
film in Fig. 3.5. This validates the derivation of Equations 3.10 and 3.11 and demonstrates
that the film’s optical properties are dominated by the aluminium layer.
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Figure 3.5: The spectral reflectivity of pure aluminium (100 nm thickness), calcu-
lated using different refractive index datasets, compared with experimental data
(68% confidence interval indicated by the dotted lines) for aluminised polyimide
film [101].
The calculated transmissivity of three thicknesses of free-standing aluminium foil are shown
in Fig. 3.6, using the different refractive index datasets. These results show a rapid increase
in attenuation as the layer thickness is increased.
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Figure 3.6: Calculated spectral transmissivity of three thicknesses of aluminium
foil, using three refractive index datasets.
59
Sensor light response
The worst-case situation will be assumed, where the front sensor is fully illuminated with the
window material as the only intervening object. The sun is modelled as a black body radiator
with a temperature of T = 5778 K (the effective temperature of the photosphere [102]) and
the incident spectrum, above the absorption of the Earth’s atmosphere, is modelled by a
Planck distribution.
The main source of uncertainty is the light sensitivity of the sensors, as this analysis was
performed before a functioning device was available. The sensors are assumed to be unre-
sponsive to photons with energy less than the silicon band gap (1.14 eV, corresponding to a
wavelength of 1087 nm). At greater energies, up to approximately 3.65 eV (340 nm), each
interacting photon will yield one electron-hole pair [39]. Above this energy a mean of one
electron-hole pair is assumed per 3.65 eV of photon energy.
The interactive quantum efficiency is defined as the ratio of the number of photons detected
to the number incident on the sensor outer surface, at a given frequency (it also accounts for
interaction probability, sensor detection efficiency and fill-factor). This quantity is unknown
for the HMRM sensor and instead data were obtained from published values of comparable
technology (CMOS APS with a similar pixel design, size and epitaxial layer thickness) and
are shown in Fig. 3.7. These two datasets are approximately indicative of the range over
which the majority of devices (including the HMRM sensor) are expected to lie. The data
have been extrapolated down to the silicon band gap energy (1.14 eV) and up to 8.27 eV,
which is the photon energy at which the solar spectral intensity is ∼ 0.4% of its peak intensity.
These therefore become the photon energy limits between which the analysis is carried out.
This extrapolation is a worst-case estimate, since the true response is expected to decrease
at these two extremes.
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Figure 3.7: Estimates of the sensor interactive quantum efficiency [103, 104].
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Expected pixel signal
The expected mean pixel charge signal is calculated assuming a pixel area and maximum
integration time of 400 µm2 and 100 µs, respectively. This was evaluated for windows of
various thicknesses of aluminium, using all combinations of the input spectral data (quantum
efficiency and n˜). This gives an approximate indication of systematic uncertainty in the
output results, represented in Fig. 3.8 by a maximum and minimum estimate range.
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Figure 3.8: Estimated mean pixel signal for a 100 µs exposure (minimum and
maximum estimates) caused by solar illumination of a silicon CMOS APS sensor
covered by aluminium foil, as a function of foil thickness.
3.4.2 Charged particle attenuation
A further consideration is the effect of the window material on incident charged particles,
where stopping or scattering may occur. The candidate materials were included in Geant4
simulations with the ASIC model; isotropic fluences of electrons and protons were generated
and used to find the fraction detected as a function of particle primary energy. These data
are shown in Figs. 3.9 and 3.10 for various numbers of layers of the aluminised polyimide film
and various thicknesses of pure aluminium foil.
The particle energy at which 50% of particles are detected (depositing ≥365 eV) may be read
from these transmission plots — these extracted data are given in Fig. 3.11. Also indicated
on these figures is the detection threshold due to the ASIC surface dead layer alone, with no
window material present.
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Figure 3.9: Fractional isotropic fluences detected by the first sensor, as a function
of primary particle energy, when using 1–4 layers of the aluminised 7.6 µm poly-
imide film as an aperture window. This is shown for electrons (left) and protons
(right).
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Figure 3.10: Fractional isotropic fluences detected by the first sensor, as a func-
tion of primary particle energy, for aperture windows of various thicknesses of
aluminium. This is shown for electrons (left) and protons (right).
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Figure 3.11: 50% transmission energies for electron and proton fluences pass-
ing through aperture windows consisting of multiple layers of aluminised poly-
imide film (left) and single layers of aluminium foil of various thicknesses (right).
The horizontal dashed lines indicate the 50% energy when no window material is
present.
3.4.3 Aperture window selection
The expected pixel signal due to sunlight is found to change rapidly with small changes in
the thickness of aluminium, especially for thicknesses of order 100 nm. This is significant for
the polyimide film which, since it is not designed for such a critical application, is likely to
have an aluminium thickness tolerance of at least 10% (200 ± 20 nm in total). Also note
that because the optical attenuation is provided by the aluminium layer (polyimide acting
only as structural support), most of the undesirable particle stopping power of the film is only
indirectly necessary. For these reasons a single free-standing aluminium foil is preferred.
The results suggest that an aluminium foil with thickness greater than 200 nm produces a
negligibly small optical pixel signal. The choice of thickness thus becomes a compromise
between the greater strength and increased particle attenuation that greater thicknesses pro-
vide. A foil of 8 µm was chosen, having been identified as safe to handle and bond to the
casing without risk of damage. Moreover, the particle attenuation suffered with this foil is
comparable to the alternative of a double layer of polyimide film. This choice provides low-
energy 50% detection thresholds of (0.063 ± 0.001) MeV for electrons and (1.05 ± 0.01) MeV
for protons.
3.5 Sensor telescope optimisation
The telescopic arrangement of the four sensor ASICs must be optimised according to the
design principles. This involves the choice of die thicknesses and spacings, and the design of
the inter-sensor energy degrader. In the following discussion, each ASIC die is denoted D1,
D2, etc. in order of proximity to the aperture, while the small pixel sensor region of the ASIC
is denoted S1, S2, etc. with the corresponding numbering system.
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The ASICs (initially 250 µm thick) may be back-thinned to achieve coincident hits at lower
particle energies; this has an estimated safe minimum of 50 µm (allowing for handling
and wire-bonding stresses). Sufficient material should be retained such that particles are
slowed significantly between sensors, allowing measurement of their dE/dx at different veloc-
ities.
Nevertheless, it was anticipated that additional material would be needed to slow higher
energy particles. The geometry concept therefore allows the inclusion of a material layer
between D3 and D4, the composition and thickness of which must be optimised.
Finally, the spacings of the ASICs are significant parameters as they determine the solid angle
acceptance of each coincident detection mode. Greater separations also constrain the selection
of a smaller incidence angle range, potentially reducing the variance in path length (and thus
in energy deposit). The disadvantages of increased separation include a larger monitor and
a greater probability that particles will exit the telescope between sensors. A compromise
which balances these conflicting effects was sought.
3.5.1 ASICs D1 and D2
The first two sensor ASICs may be considered in isolation; the most important aim is to
achieve a sensor coincidence at the lowest possible particle energy (this will be the C2 mode).
This maximises the proportion of events for which at least two dE/dx estimates are obtained,
improving particle identification ability.
ASIC D1 is thus thinned to the minimum limit (50 µm) and bonded directly to the front
(sensor-containing) surface of D2. This close positioning of D1 and D2 is possible because
the wirebond contacts are along two edges only, allowing the ASICs to be offset and bonded
as shown in Fig. 3.12. Although the small sensor separation enlarges the accepted incidence
angle range, scattering losses are minimised with this approach. Such losses leave electron
identification highly ambiguous and so this is an acceptable compromise.
Figure 3.12: Diagram showing the arrangement of D1 and D2 — the ASICs are
offset, allowing clearance for the semicircular wirebonds along two sides of each
chip (represented in this CAD by gray hemi-cylindrical volumes. The pixel sensors
(central square region) on each die remain vertically aligned (courtesy O. Poyntz-
Wright, RAL Space).
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The D1/D2 arrangement was simulated in Geant4 to find the particle detection thresholds
of the second sensor; the fractions detected, as a function of particle energy, are shown in
Fig. 3.13 and the extracted 50% detection thresholds are given in Table 3.2. S1 thresholds are
defined by the 8 µm aluminium window and ASIC surface passivation, while S2 thresholds
are defined by these layers and by the thickness of D1.
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Figure 3.13: Fractional isotropic fluences detected by S1 and S2, as a function of
primary particle energy, for protons (left) and electrons (right).
3.5.2 ASICs D3 and D4
Following the design principle of geometrically increasing threshold energies for each sensor,
the target thresholds for the remaining sensors (S3 and S4) were calculated as a geometric
progression between the thresholds for S2 and the chosen maximum energy limits (500 MeV
protons and 6 MeV electrons). These targeted thresholds are also listed in Table 3.2.
Table 3.2: Detection thresholds (50% transmission) for particle flux reaching the
four sensors. The values for S1 and S2 were determined via Geant4 simulation
(statistical uncertainties were less than 1%), while the values for S3 and S4 are
extrapolated targets based on a geometric progression.
table2: 50 percent points
Proton Electron
1 1.05 0.063
2 2.88 0.191
3 16.07 0.600
4 89.62 1.900
Sensor number
Particle energy for 50% detection / MeV
A constraint on the telescope layout was imposed due to the requirement of a PCB between
D2 and D3 to carry the electrical connections to these ASICs. Furthermore, the upper surface
of each ASIC (containing the sensor and wirebond contacts) must face away from the PCB
in order to accommodate the wirebonds.
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A central hole is provided in this PCB to prevent additional particle attenuation between S2
and S3: this is visible in the optimisation geometry shown in Fig. 3.3. An equal die thickness
for ASICs D2, D3 and D4 was considered desirable to simplify the device selection process
and avoid multiple back-thinning requirements. Simulation with the optimisation geometry
showed that the use of 250 µm ASICs provided S3 with the correct approximate thresholds,
while the S4 threshold remained too low. This indicated that an energy degrading layer was
required between S3 and S4.
Inter-sensor energy degrader material
Both the material and thickness of this layer must be chosen to achieve the required primary
energy reduction but minimise lateral scattering. A denser material can achieve the required
stopping power in a thinner layer and hence less lateral spreading for a given angular de-
flection. However, higher density typically implies higher atomic number and thus a greater
probability of large angle electron scattering. To investigate the relative importance of these
two effects, and to seek a compromise, Geant4 simulations were run using several candidate
elements chosen for their availability and range of atomic numbers (beryllium, aluminium,
titanium and tantalum).
Beams of 2 MeV electrons were fired at normal incidence into blocks of the test materials,
all of which had a thickness chosen to give an areal density of 0.5 g cm−2 (and hence similar
stopping powers). Particles exiting the block were histogrammed according to their lateral
distance from the beam axis — this is shown in Fig. 3.14. This measures beam dispersion,
taking into account both angular scattering and the thickness of the sample. A separate set of
histograms (Fig. 3.15) shows the energy distribution of the exiting particles, confirming that
equal areal densities give approximately equal energy reductions (∼0.6 MeV). Both plots are
normalised relative to the number of incident particles, hence backscattering (which gives no
forward exit particle) results in a decrease in the total probability of any parameter value.
The backscatter fraction, and the probability that the particle exits within a 0.5 mm radius
(the sensor size), are given in Table 3.3 for each material.
Table 3.3: Particle scattering and transmission data for 2 MeV electrons inci-
dent on layers of four materials. The probability that an incident particle exits
within a circle of 0.5 mm radius about the beam axis is given, together with the
backscattering fractions. These data were obtained through Geant4 Monte Carlo
simulation (statistical uncertainties were less than 1%).
Tantalum 0.44 0.77 0.23
Titanium 1.10 0.41 0.30
Aluminium 1.85 0.26 0.22
Beryllium 2.70 0.03 0.35
Element
Layer              
thickness / mm
Backscattering 
fraction
Probability of              
r < 0.5 mm
Beryllium, the lightest material tested, gives the lowest backscattering rate and the great-
est probability of detection with a sensor situated behind the degrader. However, beryllium
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Figure 3.15: Distribution of
the kinetic energy of electrons
which exit the shield sample.
would increase the length of the monitor by ∼10% and is a safety risk due to its toxicity.
Molybdenum, showing similar properties to tantalum, was also considered and rejected. In-
stead, the second best material tested, titanium, was chosen since this could be incorporated
into the supporting structure and results in a more compact design.
Degrader thickness
A series of monitor geometry simulations were performed using different thicknesses of tita-
nium degrader between 0.5 mm and 5 mm. A thickness of 2 mm (areal density of 0.9 g cm−2)
was selected as providing appropriate energy thresholds for S4. The relative effect of ma-
terial choice on particle identification was tested by also simulating equal areal densities of
aluminium (3.36 mm) and molybdenum (0.89 mm), with the optimisation geometry (opti-
misation runs 2 and 3, respectively). The aluminium and titanium layers produced similar
detection efficiencies for high energy electrons (3.3–6 MeV), while the molybdenum layer led
to a significant decrease consistent with the predicted increased scattering losses.
3.6 Outer casing and aperture
Introduced in Section 3.2.6, the probability of event pile-up must be minimised to ensure
accurate radiation monitoring. Figure 3.2 showed that a 5% pile-up probability implied a
mean of 0.36 hits per readout frame. The hit rate to a planar area A, from one side only,
due to an isotropic omnidirectional flux, Fo, is FoA/4. Thus, neglecting particle detection
thresholds, a 1 mm2 sensor in a 108 cm−2 s−1 isotropic flux is expected to receive a maximum
mean hit rate of 2.5Ö105 s−1. This indicates a mean of 0.78 hits in the shortest possible
charge integration time (3.125 µs), and a resulting pile-up probability of 18%. The exposure
of the HMRM sensors must be reduced by a factor of ∼2 to ensure an acceptable pile-up rate
(of order 1%).
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Enclosing the sensor telescope in a material casing structure provides attenuation of lower
energy particles. This structure also gives mechanical support and enables attachment to the
spacecraft.
3.6.1 Aperture design
An appropriately shaped aperture in the casing allows particles which are within the sensor
telescope acceptance to enter with negligible loss of kinetic energy. This means that the aper-
ture should match, or be greater than, the solid angle subtended by the coincident detection
modes (introduced in Section 3.2.5). Note that mode C1 (no coincidence) has an unrestricted
angular acceptance and hence must always be partially obscured by the casing.
S1 S3 S1 S2 
Figure 3.16: Illustration of the entrance aperture when defined by the C3 mode
(left), with the C2 mode solid angle also shown (right).
Trial aperture shapes were matched to the solid angle of the C2 and C3 modes, as illustrated in
Fig. 3.16. The preferred choice of C2 has the advantage of also encompassing the solid angles
defined by the C3 and C4 modes, providing uninterrupted trajectories for these particles.
However, C2 produces a larger aperture than C3 and thus risks a higher pile-up rate.
For both definitions, the exposure (and resulting pile-up rate) of the individual sensors must
be assessed; of these, S1 is most exposed and hence S1 pile-up limits monitor operation in
high flux environments.
The aperture shape, in addition to its angular size, must be considered. This may be de-
signed to match the square-pyramidal region of solid angle defined by the square sensors in
coincidence. An alternative is to use a conical aperture, sized to contain this solid angle. A
geometry simulation (optimisation run 4) tested the use of a C2 conical aperture for com-
parison with the baseline C2 pyramidal aperture (shown in Fig. 3.3), from which a negligible
difference in performance was obtained. The conical shape was finally adopted since its pitch
angle may be manufactured with greater accuracy.
The sensor effective areas were calculated for geometries with C2 and C3 conical apertures
via a ray-tracing simulation. The estimated S1 pile-up probabilities for these configurations
in high-flux environments are shown in Table 3.4.
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Table 3.4: Calculated effective areas, Ae, for the four individual sensors (S1–4)
and the four detection modes (C1–4) using the two proposed circular aperture
definitions. The expected pile-up probabilities resulting from isotropic fluxes of
107 cm−2 s−1 and 108 cm−2 s−1 are also given. Statistical uncertainties are
0.001 mm2 for effective area values and 0.01% for pile-up percentages.
table 3: AEF values
S1 0.245 0.28% 17.90% 0.150 0.11% 8.08%
S2 0.236 0.26% 16.91% 0.132 0.08% 6.51%
S3 0.154 0.11% 8.42% 0.057 0.02% 1.41%
S4 0.035 0.01% 0.56% 0.008 0.00% 0.03%
C1 0.245 0.28% 17.90% 0.150 0.11% 8.08%
C2 0.183 0.16% 11.23% 0.126 0.08% 5.95%
C3 0.052 0.01% 1.19% 0.052 0.01% 1.19%
C4 0.007 0.00% 0.02% 0.007 0.00% 0.02%
mu (hits per sec) mu (hits per sec) mu (hits per sec) mu (hits per sec)
24510.32261 245103.2261 1.50E+04 149877.5315
23614.40322 236144.0322 1.32E+04 132173.7668
15364.2479 153642.479 5.70E+03 56988.5431
3505.784924 35057.84924 7.98E+02 7979.017022
24510.32261 245103.2261 1.50E+04 149877.5315
18257.05155 182570.5155 1.26E+04 125593.2297
5200 52000 5.20E+03 52000
700 7000 7.00E+02 7000
Ae / mm
2
Pile-up probability in 
a 107 cm-2 s-1 
isotropic flux
Pile-up probability in 
a 107 cm-2 s-1 
isotropic flux
Single sensor or 
detection mode
Using C2 aperture definition
Pile-up probability in 
a 108 cm-2 s-1 
isotropic flux
Ae / mm
2
Pile-up probability in 
a 108 cm-2 s-1 
isotropic flux
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The C3 aperture definition reduces pile-up to an acceptable level (<10%) in a 108 cm−2 s−1
flux. Note that pile-up in a real radiation environment (rather than the ray-tracing approxima-
tion) is expected to be higher due to casing penetration; this is assessed in Section 3.8. .
Adoption of the C3 aperture design means that the C2 detection mode (with a larger solid
angle) is partially obstructed by the casing surrounding the aperture, potentially affecting
particle identification. Comparison of the simulated monitor with C3 aperture (optimisation
run 5) and the baseline geometry (with C2 aperture) revealed increased purity and efficiency
for ∼5–30 MeV protons when using the C3 aperture. However, purity and efficiencies were
decreased for detection of higher energy protons (>30 MeV), while electrons were not affected
significantly.
ASIC radiation exposure
A further consideration for aperture design is the radiation exposure of the HMRM electronics,
particularly the non-sensor areas of the first ASIC which is closest to the aperture. Although
radiation tolerant ASIC design techniques are used, limiting this exposure should result in
improved performance and lifetime.
The spatial extent of the most exposed region depends on the diameter of the aperture and
its proximity to the ASIC surface. A minimum is placed on this latter parameter since suffi-
cient distance (estimated at 1.2 mm) is required to accommodate the ASIC wirebonds. The
directly exposed spot diameter at the location of D1 (neglecting particle transmission through
the casing) is given in Table 3.5 for both aperture designs, together with their principal di-
mensions. Note that the ASIC has a surface measuring 10.3Ö2.4 mm2. Approximately half
of the chip is directly exposed when using the C2 aperture, while less than 15% is exposed
with a C3 aperture.
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Table 3.5: Parameter values for the two proposed aperture definitions: these
assume a front casing thickness of 2 mm. Also given is the radius of the circular
region on the first ASIC die (D1) which is directly exposed to radiation through
the aperture.
table 4: aperture properties
USING C2 and C3
C2 definition C3 definition
Shape Conical Conical
Inner radius 1.5 mm 0.7 mm
Outer radius 13.3 mm 2.8 mm
Pitch angle 80
o
46
o
D1 exposure radius 2.7 mm 1.0 mm
NOTE: assuming 2 mm plate
slope = 46deg
ill = 1.9
diams = 1.3-5.5 mm
Parameter
Parameter value
Aperture selection
The C3 aperture was found to reduce pile-up on the first sensor by more than 50%, in a
108 cm−2 s−1 flux, compared to the C2 definition. Although both apertures give a negligible
pile-up rate in a 107 cm−2 s−1 flux, the additional dynamic range is desirable to offset the
expected increase due to casing penetration. This advantage, together with the reduction in
ASIC radiation exposure, led to the adoption of the C3 conical aperture.
3.6.2 Casing design
The aperture design method assumed that complete attenuation occurs for particles incident
upon the casing. Construction of such a casing is not feasible since energetic particles in the
near-Earth environment have mean ranges exceeding ∼1 cm in common metals (and hence
similar to, or larger than, the planned overall monitor size). Instead, the casing should shield
sufficient low energy particles (which constitute the overwhelming majority) such that their
contribution to pile-up is negligible compared with the flux of particles entering through the
aperture.
The AP-8 and AE-8 modelled proton and electron spectra for the reference orbits, presented
in the previous chapter, show that the different orbits and species considered result in different
requirements. Approximately 99% of the particle flux is due to electrons below 1.3 MeV and
protons below 20 MeV (excluding orbit A, for which the proton limit rises to ∼70 MeV).
Following the same argument as described when choosing the inter-sensor degrader material
in Section 3.5.2, a casing composed of titanium was preferred. This represents a compromise
between greater density (providing a smaller volume) and increased particle scattering. Using
CSDA estimates, the particle energies identified above imply a mean range in titanium of
approximately 2–3 mm. The baseline monitor geometry (run 1) was implemented with a
2 mm titanium shield on all surfaces.
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Bremsstrahlung in the casing
In addition to increased particle scattering, a high-Z material such as titanium is expected to
cause greater electron bremsstrahlung losses. This may have two adverse effects on monitor
performance: (i) creation of false hits due to photon absorption in the sensors and (ii) increase
of particle energy loss fluctuations in the casing, reducing primary energy resolution. The
former is predicted to have reduced importance due to the thin sensors used in the HMRM,
which have low efficiency for photon absorption.
Nevertheless, these effects may be reduced by using a lower Z material (e.g. aluminium) while
retaining equal areal density to provide approximately equal stopping power. However, this
would result in a less compact monitor (e.g. a 3.36 mm aluminium casing rather than 2 mm
of titanium).
Electron bremsstrahlung mean energy losses are approximately constant as a fraction of the
electron energy:
dE
dx
= −E
x0
, (3.16)
where x0 is the radiation length in the material; x0 = 3.6 cm for titanium and x0 = 8.9 cm for
aluminium. However, accounting for the different material thicknesses, the fractional energy
loss for crossing an areal density of a is:
E0 − E
E0
= 1− exp
(
− a
ρx0
)
, (3.17)
where ρ is the material density. For the thicknesses considered above, these losses are 3.7%
and 5.4% for aluminium and titanium, respectively. Compared to the 40% reduction in casing
volume (itself the largest single monitor component) this is a relatively small difference
A further consideration is the electron energy at which bremsstrahlung becomes an impor-
tant energy loss mechanism. The critical energy in a material, where ionisation losses equal
radiation losses, is given by the approximate parameterisation [25]:
Ec =
610 MeV
Z + 1.24
, (3.18)
giving values of Ec = 26 MeV for titanium and Ec = 43 MeV for aluminium. These energies
are greater than the HMRM discrimination limits, so that significant modification of the
primary energy is not a concern. Furthermore, the flux of these energies in Earth orbit is
negligibly small. A final test was to simulate a 3.36 mm aluminium casing (run 2), verifying
that identification purity and efficiency were not significantly improved over the titanium
baseline choice.
Casing thickness
A 2 mm titanium HMRM casing is estimated to have a mass of approximately 14 g; reduction
of the lateral shielding to 1 mm thickness (while retaining 2 mm on the front face surrounding
the aperture) gives a casing mass of 8.2 g. This reduction is estimated to be of order 10% of
the total monitor mass and so would be a desirable modification. Simulation of this change
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to the optimisation geometry (run 6) resulted in negligible impact on identification purity
and efficiency. Most impurity particles are expected to enter through the aperture itself, or
through the front casing face, and thus the lateral shielding is of secondary importance.
An additional concern is the backscattering of particles from the rear casing wall, inside of
the monitor, allowing them to re-enter the telescope. Table 3.3 showed that aluminium has
a 37% smaller backscattering rate for 2 MeV electrons than titanium. An internal 1 mm
layer of aluminium was therefore added inside the casing, on this surface only, to reduce the
probability of these events.
3.7 Monitor design implementation: HMRM version 1.0
The preferred characteristics of the HMRM detector geometry, as presented in this chapter,
were summarised as a set of design recommendations [86] provided in Table 3.6. Approxi-
mate practical constraints (where known) had been applied during the optimisation process,
including mass and volume limits as well as consideration of difficulties in the construction
process.
Further limitations were recognised during the development of the first version of the full
electromechanical design. These concerned the spaces between PCBs and ASICs, some of
which had to be increased to accommodate the ASIC wirebond connections. These changes
are also summarised in Table 3.6.
Table 3.6: HMRM detector geometry design recommendations.
Front die (D1) to be back-thinned to 50 µm Yes
D2, D3 and D4 to be 250 µm thick Yes
No additional shielding between D1 and D2 Yes
No additional shielding between D2 and D3 Yes
Degrader (between D3 and D4) to be 2 mm Ti Yes
Back shield (behind D4) to be 1 mm Al + 1 mm Ti Yes
Window to D1 distance close to 0.5 mm No: 0.98 mm used
S2 to S3 distance smaller than 0.25 mm if possible No: 0.54 mm used
S3 to S4 distance to be 30 µm (in addition to degrader thickness) No: 0.15 mm used
Entrance window to be 8 µm aluminium Yes
Entrance aperture solid angle defined by C3 mode Yes
Conical or pyramidal aperture cross section acceptable Yes (conical)
Titanium casing Yes
Casing to be 2 mm thick on the front surface, 1 mm on sides Yes
Design recommendation
Adopted in                 
HMRM v1.0?
A computer aided design (CAD) for the first implementation (HMRM version 1.0) was devel-
oped by RAL Space. This provides dimensions and materials for all structural components,
together with positions of the ASICs and all detector geometry elements. The majority of
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the mass (estimated at 52 g) of the monitor is included in this model with, most significantly,
an accurate representation of the detector geometry region.
To assess the realistic particle detection properties of this design, each individual volume of
the CAD model was implemented as a solid volume in the Geant4 geometry description shown
in Fig. 3.17. This resulted in a highly faithful representation, as illustrated by the comparison
in Fig. 3.18, and has been used for all subsequent monitor simulations. Figure 3.19 shows an
annotated cross-section view of the Geant4 geometry identifying the principal components.
Finally, the first prototype HMRM unit is shown in Fig. 3.20.
 
Figure 3.17: The HMRM version 1.0 Geant4 geometry model, shown in three views
revealing the internal structures. Left to right: (1) the titanium casing, aperture
and aluminium window; (2) aluminium support, front PCB, first sensor; (3) four
PCBs (electronic components are approximate only), flex harnesses. The outer
dimensions of the casing, excluding bolts/lugs, measure 1.7 cm Ö 2.4 cm Ö 2.2 cm.
 
Figure 3.18: Comparison of the Geant4 geometry model (left) and electromechan-
ical CAD (right; courtesy O. Poyntz-Wright, RAL Space), with the outer casing
removed.
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Figure 3.19: Cross-section view of the HMRM Geant4 geometry, showing the
principal elements of the detector geometry (the positions and sizes of some elec-
tronic components are approximate only). The sensor telescope region is shown
in greater detail.
 
Figure 3.20: Photograph of the first HMRM prototype unit.
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3.8 HMRM geometric response functions
Monitor characteristics which were estimated during the design phase may now be evalu-
ated accurately using the detailed Geant4 simulation geometry. This includes calculation of
the geometric response, quantified by the effective area parameter defined in Section 3.3.2.
Whereas this was introduced previously as an idealised measure, this quantity can now be
evaluated with realistic particles as a function of their primary kinetic energy, a(E).
3.8.1 Energy-dependent effective area
Isotropic fluences of electrons and protons, simulated in Geant4 using the HMRM v1.0 ge-
ometry, were used to determine the fraction of hits as a function of particle energy and
thereby calculate a(E). This, for electron and proton primaries incident on sensor 1, is shown
in Fig. 3.21. Several characteristics may be observed from these plots: the graphs confirm
the low-energy detection limits for both species, below which particles fail to penetrate the
aperture window and ASIC passive layers (as found earlier in Section 3.4).
Secondly, a plateau region is visible at intermediate energies for both particles. This is the
energy range over which the aperture covering material is approximately transparent but
where the casing still stops most incident particles. The a(E) for both species here is close to
the design value of 0.15 mm2 (calculated using the ray-tracing model). The electron plateau
is less well defined than for protons due to their increased scattering and straggling, which
tend to smear out the transmission/attenuation behaviour.
At higher energies, the effective area increases again; this occurs due to particles penetrating
the casing (at energies above 30 MeV and 2.5 MeV for protons and electrons, respectively).
Note that the effective area is expected to reach a second plateau at 0.5 mm2 (the value for
a bare 1 mm2 plane area) at sufficiently high energies. However, the second proton plateau
is visible at ∼0.33 mm2: this is because flux originating at the rear of the monitor was ne-
glected in order to increase simulation efficiency. In actual operation, the host spacecraft
would provide a large amount of shielding in this region, making this an acceptable approxi-
mation.
Figure 3.22 shows the effective areas for each of the four detection modes as a function of
particle energy for both species. Note that the C1 function differs from the S1 function
(the former imposes an anticoincidence condition on S2–4). The design aim of achieving
approximately geometrically increasing thresholds for modes C2, C3 and C4 has been achieved
satisfactorily, as indicated by the reasonably linear onset spacing on the log-scale plot.
Although each successive detection mode has a minimum (threshold) energy, there is no
maximum energy. As discussed in Section 3.2.5, such a maximum would only be seen if inter-
sensor losses were negligible. These losses may only be avoided under carefully controlled
conditions, where the sensors are closely spaced or have increasing width towards the rear of
the stack. This could not be achieved fully in the HMRM due to ASIC spacing requirements
and the need to use a single ASIC design.
As predicted, the choice of the C3-defined aperture has provided an uninterrupted acceptance
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Figure 3.21: Energy dependent effective area for S1, evaluated via Geant4 simu-
lation, for electrons (left) and protons (right).
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Figure 3.22: Energy dependent effective area for the four detection modes for
electrons (left) and protons (right).
region for C3 and C4 events; this is seen in the flat effective area functions for protons for
these two modes. In contrast, the C1 and C2 functions show increases around 30 MeV, when
protons may penetrate the front casing to the sides of the aperture and still create a valid
coincidence event.
The energy-dependent effective area for sensor 1 has been used to obtain more accurate
estimates of the pile-up rates for the HMRM in the five reference orbits. This requires folding
of the orbit energy spectrum with a(E), integration over all energies, then summation over
both species. This determines the total hit rate on S1 as a function of orbital time (fluxes are
assumed to be isotropic at this preliminary stage) and is shown in Fig. 3.23.
The pile-up probabilities resulting from these hit rates are shown in Fig. 3.24, assuming an
exposure time of 3.125 µs (the minimum) per sensor readout. Satisfactory performance (pile-
up less than 5%) is predicted in the commercially important orbits A, D and E. Orbits B and
C (which are, respectively, a 400–4,000 km elliptical orbit and a 10,000 km MEO orbit) both
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include periods where the pile-up probability, and hence particle misidentification probability,
is in excess of 10%. Nevertheless, satisfactory performance is still expected.
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Figure 3.23: Predicted mean particle incidence rate on S1 in the five reference
orbits as a function of orbital time. The calculation used the AP-8 and AE-8 flux
models, together with the energy-dependent effective area for the monitor.
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Figure 3.24: Predicted pile-up probability on S1 in the five reference orbits as
a function of orbital time. The mean incidence rates shown in Fig. 3.23 were
assumed.
3.8.2 Unidirectional effective area
The omnidirectional effective area, Ae, was introduced as an idealised quantity, calculated
by assuming that particles travel as linear rays which are stopped completely by the casing
and transmitted completely by the aperture and sensors. This concept was extended to the
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use of simulated charged particles, providing analogous quantities which also include the
effects of particle scattering and attenuation. This updated quantity, the energy-dependent
omnidirectional effective area, a(E), is thus naturally a function of species and energy.
Both effective areas (idealised and energy-dependent) have been calculated in terms of isotropic
fluences. The general response will, however, show a strong dependence on fluence anisotropy,
since the telescopic alignment of sensors favours detection of particles travelling close to the
central axis. A second extension, therefore, is to express the effective area as a unidirectional
quantity — this is now a function of direction, particle species and particle energy.
As before, the quantity may be calculated for hits to a single sensor or for a combination of
sensors. This unidirectional energy-dependent effective area, α(E,Ω), can be used to predict
the mean incidence rate λ (to a specified sensor or mode) due to species s as:
λ =
∫
fsu(E,Ω)α
s(E,Ω) dΩ dE, (3.19)
with fsu the unidirectional differential flux for species s. The total mean incidence rate is
then the sum over all species present. Note also that the omnidirectional value is an angular
average of the unidirectional function:
a(E) =
1
4pi
∫
αs(E,Ω) dΩ. (3.20)
The effective area is crucial to particle identification and spectrum reconstruction, while the
use of the unidirectional quantity allows treatment of anisotropic fluxes. These applications
will be covered in detail in Chapters 4 and 6.
Selected parts of the α(E,Ω) function for the HMRM are shown in Figs. 3.25 and 3.26 for
protons, and Figs. 3.27 and 3.28 for electrons. In these plots, the elevation angle, θ, is
measured from the monitor’s principal axis, which runs perpendicularly through the centres
of the sensors. The azimuthal angle, ϕ, is measured in the plane perpendicular to this axis;
all modes show little variation with ϕ (see, for example, Fig. 3.25).
Particles were incident on the HMRM from all directions in these simulations, revealing the
characteristics of ‘reverse’ coincidences. These occur when particles pass through the sensor
telescope from angles near θ = 180◦. Figure 3.28 shows that their probability is negligible for
electrons up to 6 MeV. However, Fig. 3.26 shows that protons of energy ∼100 MeV are equally
likely to produce a C3 mode from the forward or reverse direction. Presence of the spacecraft
behind the monitor (not included in these simulations) will raise the energy threshold for these
events further still, while decreasing their flux. Future simulations will assess the frequency
of these events with the addition of a spacecraft model.
3.9 Reduction of the number of sensors
Difficulties due to PCB design, ASIC power consumption and project time constraints were
encountered during construction of the first HMRM prototype device. These resulted in the
omission of ASICs D1 and D4 from the first prototype. The remainder of the monitor simu-
lation and response modelling will address the original design, although much of the monitor
algorithm and data analysis method extends naturally to any number of sensors.
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 Figure 3.25: Azimuthal dependence (ϕ in degrees) of the HMRM unidirectional
effective area for C2 mode protons of selected energy ranges. The effective area is
given in units of cm2.
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Figure 3.26: Elevation angle dependence (θ in degrees) of the HMRM unidirec-
tional effective area for C3 mode protons (left) and C1 mode protons (right) of
selected energies (se Fig. 3.25). The effective area is given in units of cm2.
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 Figure 3.27: Elevation angle dependence (θ in degrees) of the HMRM unidirec-
tional effective area for C1 mode electrons of selected energy ranges. The effective
area is given in units of cm2.
 
Figure 3.28: Elevation angle dependence (θ in degrees) of the HMRM unidirec-
tional effective area for C2 mode electrons (left) and C3 mode electrons (right) of
selected energies (see Fig. 3.27). The effective area is given in units of cm2.
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Chapter 4
Radiation monitoring and event
identification algorithms
This chapter describes the algorithms used by the HMRM to detect and classify particles.
These algorithms are executed in real-time by an FPGA within the HMRM which analy-
ses the sensor pixel data to produce useful measurements. These include the ionising dose
rate and particle count rate, as well as outputs from an event identification algorithm. An
initial assessment of the algorithms is made using Monte Carlo simulations, while full simu-
lations of monitor operation in Earth orbits are given in Chapter 5. The reconstruction of
particle energy spectra, performed as oﬄine analysis in the ground segment, is considered in
Chapter 6.
4.1 Introduction to HMRM operation
The purpose of the HMRM is to provide real-time measurements of the local particle flux.
Information generated by the monitor is transmitted as data packets, which may be used by
the host spacecraft to react to changes in the particle environment. Monitor output data may
also be used, over longer time periods, in more detailed analyses. These are not intended
to be executed within the monitor or spacecraft but rather on the ground, as part of the
control and support system (referred to as the mission ground segment). These may include
statistical methods to reconstruct the incident particle energy spectra, an application which
is investigated in Chapter 6.
4.1.1 Monitor data products
The output measurements and calculation results (referred to as data products) should be of
two types: (i) simple quantities, allowing immediate appraisal and potential incorporation
into autonomous operations of the spacecraft; (ii) larger but more complete datasets which
maximise information content (for ground segment use). The former requirement implies that
some analysis of the raw sensor data must be done within the monitor to create useful data
products. Furthermore, these quantities must give timely information about the potential for
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radiation damage in the current environment. According to these requirements, the following
quantities were chosen:
1. Particle count rate on the first sensor (chosen because it is most exposed and thus
receives the highest rate).
2. The rate of ionising dose absorbed in each sensor.
3. Lifetime cumulative ionising dose absorbed in each sensor.
4. Identified particle count rates (classified by most probable species and kinetic energy).
5. Alert flags based on the rate measurements listed above.
Particle count and dose rates give simple indications of the intensity of the external particle
flux. Threshold values may be chosen so that, if exceeded, the host spacecraft is alerted
via a simple bit flag. Furthermore, by finding the dose rate for all four sensors (located
at progressively greater depths of shielding), an indication of the penetrative ability of the
radiation is obtained. The lifetime cumulative dose is a simple continuous integral of this
dose rate and may assist in long-term mission planning. This may also help assess eventual
changes in the sensor characteristics caused by radiation damage.
Where possible, events should be identified as being due to a specific particle (species and
energy) and count rates determined based on these identifications. However, the necessity
of real-time provision of these data, and the limited computational ability of the HMRM,
means that particle identification must be attempted on an event-by-event basis, rather than
a longer-term (and more complex) statistical analysis of accumulated data. Indeed, this was
acknowledged in the project statement of work [87]. Any single event identification will have
an associated uncertainty, or misidentification probability, which must be negligible for the
identification to have a deterministic interpretation: this is a very challenging requirement
for such a small monitor.
The quantities listed above are all suitable for immediate use, with minimal complexity of
interpretation. In addition, a general means of characterising each sensor readout frame is
required for later ground segment analysis.
4.1.2 ASIC readout cycle
The HMRM detects and identifies particles by measurement of their ionising energy losses in
CMOS active pixel sensors. This sensor architecture involves the collection of ionisation charge
in the pixel diodes during a period of charge integration. Each diode voltage must then be
‘read out’ (selected and amplified) and digitised within the ASIC. Continuous detection thus
requires a continuously repeating cycle of exposure and readout; this contrasts with other
detector architectures where digitisation and analysis are triggered by individual radiation
events.
The HMRM ASICs are to be operated on a readout cycle with a fixed period of 100 µs and thus
with an output frame rate of 10 kHz. Within this fixed-period readout cycle, the actual charge
integration time may be altered in response to the radiation environment (e.g. shortened in
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higher fluxes). This is achieved via the electronic shutter algorithm described in Section 4.2.3,
which varies the exposure time by factors of two between 3.125 µs and 100 µs.
All 2550 3-bit pixel values must be transferred from each ASIC to the FPGA within the
100 µs cycle time, implying a total mean data transfer rate of 0.3 Gbit s−1 (for four sensors).
Furthermore, analysis of each sensor readout must be completed within the 100 µs period to
avoid data processing pile-up. Both of these constraints place critical requirements on the
FPGA performance.
4.1.3 The HMRM FPGA
The computational device selected for use in the HMRM is an Actel Igloo AGL1000-CSG281,
a flash-based FPGA with 106 system gates, over 24,000 D-type flip-flops and 18 kB of
RAM [105]. A photograph of this component, after attachment to the HMRM central PCB,
is shown in Fig. 4.1.
Figure 4.1: Photograph of the HMRM FPGA mounted on the monitor central
PCB section. The FPGA package measures 10 mm by 10 mm by 1.05 mm.
This device is not a radiation-hard component, a compromise that was considered acceptable
for use in the prototype monitor. Although radiation hardened FPGAs are available (for
example, devices with 3 kGy (Si) total dose hardness are described in [106]), the range of
commercially available radiation hard devices have higher power consumption and larger
package sizes than the Igloo. Future versions of the HMRM may instead use a radiation-
tolerant ASIC for control and processing functions.
The principal advantages of an FPGA are its potential for high speed combined with an
ability to guarantee the order and duration of computational processes. This is especially
important in the HMRM since the sensors are to be read out at a fixed frequency, with all
analysis and control processes synchronised with the frame readout cycle. This cannot be so
easily ensured with devices such as microprocessors, which are interrupt driven.
The small size and power of the chosen model are further advantages when used in a miniature
monitor. However, these also result in computational constraints: floating point arithmetic
and advanced mathematical functions are impractical, and the monitor algorithm must there-
fore be designed according to these limitations. The ability to reprogramme the FPGA using
a personal computer is a further valuable advantage during the development phase.
The FPGA has multiple roles within the HMRM. These include:
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1. Programming and control of the sensor ASICs. The FPGA generates the various
clock and signal waveforms required to drive the ASIC operation. It also stores data
tables which must be programmed into the ASICs. These include the trim and threshold
registers, discussed further in Chapter 7.
2. ASIC readout. At the end of each sensor exposure period, the sensor pixel signals
are digitised in the ASIC and transferred via a 9-bit bus (three pixels in parallel) to the
FPGA.
3. Data analysis. The input digital pixel values are analysed and reduced to a set of
calculated data products which are the monitor output data.
4. Communications. The FPGA must handle all communications between the HMRM
and the spacecraft or spacecraft operator (mediated by the spacecraft computer). This
includes the creation and transmission of telemetry data packets and the reception
and execution of telecommands. All communications are carried out according to the
Controller Area Network (CAN) 2.0 A/B protocol [107].
The data analysis functions of the FPGA are collectively referred to as the physics algorithm.
These are the steps needed to convert the pixel values from each sensor into a set of meaningful
data products. The remainder of the FPGA’s functions, which do not directly influence the
particle detection process, are not considered further here.
The physics algorithm [108] was developed as a flowchart of logical steps (presented in full
in Appendix D) and was therefore not implementation-specific, although care was taken to
ensure the level of complexity was suitable for the selected FPGA device. This algorithm
flowchart was then transcribed into very high speed hardware description language (VHDL)
by RAL Space for programming into the FPGA.
4.1.4 Data integration cycle
Although analysis of the sensor data must be completed within a single readout cycle, the data
products must characterise the radiation environment over longer timescales for convenient
interpretation. This involves the aggregation of data, followed by the calculation of a useful
quantity, in a repeating cycle.
Distinct from the charge integration (pixel exposure) period, the data integration period is
an integer number of HMRM readout cycles over which a specific data product is measured.
For integral quantities (e.g. lifetime dose or orbital dose), the length of this period is well
defined. However, differential quantities, such as the count rate, must be approximated as an
average over a finite period. The choice of period is a compromise between time-resolution
(frequency of calculation), the telemetry budget available for downlink and the counting
statistics uncertainty, determined by the magnitude of the incident flux and the effective area
of the monitor. A small monitor is necessarily at some disadvantage in this respect.
The requirement of measurement timeliness implies that data integration periods should be
shorter than the characteristic time over which the environment changes. Proton flux at
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the Earth after an SEP event, as described in Chapter 2, may rise rapidly, peaking within
30 minutes [15]. The flux then decreases more slowly, over many hours.
Furthermore, in LEO and MEO, fast changes in particle flux are caused by movement of the
spacecraft with respect to the magnetic field (and therefore the particles trapped by the field).
For example, Fig. 4.2 shows the omnidirectional integral proton flux, according to the AP-8
model [6], as a function of orbital time for 700 km and 23,000 km altitude orbits (reference
orbits A and D). Orbit A shows a peak in flux once every 99 minute orbit. This occurs during
the spacecraft passage through the SAA and the flux remains above 50% of the peak value
for a period of approximately 5 minutes per orbit. Meanwhile, the orbit D flux exceeds 50%
of its peak for periods of 40 minutes as the spacecraft moves through the wider proton belt
near 0◦ latitude. Note that the monitor’s effective area is approximately 2Ö10−3 cm2 for low
energy particles (increasing for the more penetrating higher energies). An integration period
of approximately 1–10 s is required to ensure that tens or hundreds of measurements are
produced during these transient events.
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Figure 4.2: The omnidirectional integral proton flux exceeding 1 MeV as a function
of time in orbits of 700 km altitude (left) and 23,000 km altitude (right). These
are reference orbits A and D, respectively. The flux data are obtained from the
AP-8 model [6].
4.1.5 Output data packets
A further consideration is the allowable, and desirable, frequency of data packet transmission.
The HMRM output data have been divided between two data packet types, named standard
and extended, both of which are transmitted to the spacecraft computer and may then be
downlinked to Earth. Standard packets (48 bytes) are specifically intended for immediate
use, containing rate and alert flag information, and are created at user-specified intervals of
order 1 s. Extended packets are larger (128 bytes) and contain the remaining detailed monitor
data. Requiring further analysis, they are not suitable for immediate interpretation and are
to be transmitted at intervals of order 100 seconds. Both packet types follow the Consultative
Committee for Space Data Systems (CCSDS) telemetry recommendations [109]. In addition,
there is a third packet type (the transparent frame packet) which is only to be used for sensor
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test and calibration (discussed in Chapter 7).
The provisional choices for the prototype monitor are for standard packet transmission every
214 cycles (1.64 s) and extended packet transmission every 220 cycles (104.9 s). These planned
packet transmission periods are compatible with the predicted count rates and integration
periods. For example, a data integration period of 1.64 s in a 106 cm−2 s−1 omnidirectional
flux is expected to give a count rate measurement with less than 2% uncertainty (assuming a
constant effective area of 2Ö10−3 cm2 for sensor 1 and neglecting pile-up). The suitability of
these time periods depends on the characteristics of the particle environment and is further
complicated by the dynamic alteration of the charge integration period (via the shutter control
algorithm). A test of the time-dependent aspects of the monitor operation is provided by the
orbit simulations presented in Chapter 5.
4.2 Physics algorithm
This section describes the algorithm used to analyse the pixel data and calculate the data
product quantities. Discussion of the event characterisation and identification method, how-
ever, is postponed to the next section. Appendix D presents the entire HMRM physics
algorithm in flowchart form, illustrating how the various subroutines are coordinated.
Due to the computational limitations of the FPGA, approximations are required in some of
the data product calculations. Furthermore, scaled units are chosen to make efficient use of
memory while avoiding floating point arithmetic and maintaining numerical precision: these
must be taken into account when interpreting the data.
4.2.1 Digital pixel signal processing
At the end of each readout cycle, 2500 digital pixel values are obtained from each sensor ASIC
by the FPGA (an additional 50 test pixel values are ignored). Each pixel signal is a 3-bit
value, defined in the ASIC by a series of seven analogue comparator levels.
A single particle hit is, in general, expected to cause a non-zero signal in multiple pixels. This
is due to the particle’s path in the sensor and also due to charge diffusion or sharing between
adjacent pixels. Thus despite the low energy resolution per pixel, many unique event patterns
are possible across the pixel array.
For estimation of the deposited dose, the pixel values must be summed after applying an
appropriate weighting for each of the eight possible values (a weighting is necessary because
the comparator levels are not linearly spaced). The weighted sum provides a single recon-
structed energy deposit value for each sensor (which may be zero) from which all of the
data products are derived. Comparator level and pixel weighting selection are discussed in
Section 4.4.2.
To prevent numerical overflow within the FPGA in the event of sensor saturation, only the
first twenty-five non-zero pixel signals read from each sensor are summed and subsequent
pixels are discarded. Charge sharing is expected to produce a cluster of up to nine non-zero
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pixels per hit, in normal circumstances, although this number may be revised after sensor
testing.
Cluster imaging
Some event information is lost in the summation process, primarily the shape of the pixel
cluster and indeed whether there was more than one such cluster on a single sensor (indicating
particle pile-up). Pixel cluster shape analysis has been investigated as a means of particle
identification [110]. However, the image reconstruction algorithms used by this method require
significant computational ability, which is not achievable with the HMRM FPGA or other
similar devices. Furthermore, the cluster shape is dependent on the hit location with respect
to the pixel diode locations, complicating the analysis. Modelling of the cluster shape also
requires detailed knowledge of the charge diffusion characteristics of the ASIC, which were not
fully understood during the design phase. The inability to detect the number of clusters also
determines the need for statistical pile-up inference, rather than direct measurement.
Pixel mask
Before summing the pixel values, each individual pixel may be rejected according to the
status of a mask bit held in the FPGA memory. This mask is used to ignore pixels which are
identified as abnormal during the sensor calibration. Clearly, if a large proportion of pixels
are masked, monitor performance will suffer: this effect is analysed in Section 4.4.1.
4.2.2 Sensor 1 particle count rate
The number of ‘empty frames’, E, where the pixel sum for sensor 1 was zero (all pixels
below lowest threshold) may be counted over a series of m readout frames. The fraction of
non-empty frames, f , is then given by:
f =
m− E
m
. (4.1)
However, in general, this is not proportional to the particle incidence rate. This is due to the
occurrence of pile-up: two or more particles hitting any combination of sensors in one exposure
period cannot be distinguished from a single particle. This means that the interpretation of
Equation 4.1 as indicating a particle incidence rate will always result in an underestimate of
the true rate.
A more accurate estimate is obtained from Poisson statistics by relating the mean incidence
rate, λ, to the probability of an empty frame, P0, by:
λ =
− ln (P0)
t
(4.2)
≈ − ln
(
E
m
)
t
, (4.3)
where E/m is the observed fraction of empty frames and t is the exposure time of one frame.
Note that the probability of a false hit detection has been assumed to be negligible. Equa-
tion 4.3 makes a statistical correction for the appearance of pile-up frames and provides an
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unbiased estimate of the particle incidence rate. However, calculation of the logarithm is not
easily achieved by the FPGA and Equation 4.1 must in fact be used; the accuracy of this
approximation must therefore be quantified.
Figure 4.3 compares the result of Equation 4.3 with the simplistic approximation over a
λ range of 103 s−1 to 2Ö105 s−1, using both the maximum and minimum available charge
integration periods. For an approximate sensor 1 effective area of 2Ö10−3 cm2 this corresponds
to an omnidirectional flux range of 5Ö105 cm−2 s−1 to 108 cm−2 s−1, a relevant choice for
the HMRM operation.
When a charge integration time of 3.125 µs is used, the approximation error is just 3%
at 107 cm−2 s−1, increasing to 25% at 108 cm−2 s−1. This is judged to be an acceptable
approximation for use in the HMRM. Note that use of the approximation with the longer
integration time results in a significantly less accurate result (57% error at 107 cm−2 s−1 flux).
It is thus important that the charge integration (pixel exposure) time can vary in response to
changes in the flux magnitude.
Since m is chosen to be a power of two (m = 16384 = 214), multiplication/division in the
FPGA are achieved quickly via simple bit shift operations. In the final implementation,
the calculated mean rate value is also scaled to avoid the need for a floating-point number
representation.
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Figure 4.3: The particle count rate obtained by counting empty readout frames.
This is shown compared to the true mean incidence rate for two values of t, the
pixel charge integration time per readout. These are the maximum and minimum
integration times available.
4.2.3 Electronic shutter control
The time period, t(n), during each 100 µs readout cycle over which charge is integrated in
the sensor pixels, is given by:
t(n) =
T
2x−n
, (4.4)
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where the integer shutter index, n, varies over the range 0 – x and T is the maximum
integration time (equalling the readout frame period). The nominal values are x = 5 and
T = 100 µs, so that t(n) ranges from 3.125 µs to 100 µs in six steps.
The measured frequency of empty frames can be used to determine the pile-up probability and
thus indicate whether to decrease the shutter index in response to a large flux. Conversely,
in low particle fluxes, the period should be lengthened to maximise the fraction of the time
that the monitor is sensitive to particles. Although the pile-up probability is given by:
P (k ≥ 2) = 1− P (k ≤ 1) (4.5)
= 1− (1 + λt) exp(−λt), (4.6)
this is unnecessarily complex for the FPGA to calculate efficiently. Instead, the chosen pile-up
probability thresholds (both a maximum and minimum, the minimum determining when to
increase the shutter index) may be used to derive empty frame number thresholds. For a
given data integration period, m, this is:
P (k ≥ 2) = 1− P (k = 0) + P (k = 0) ln[P (k = 0)] (4.7)
≈ 1−
(
E
m
)(
1− ln
[
E
m
])
. (4.8)
This is shown in Fig. 4.4, where E is plotted as a function of pile-up probability, having chosen
m = 16384. For example, selecting pile-up thresholds of 5% and 0.5% implies empty frame
thresholds of 11485 and 14773; these values are calculated during calibration and loaded via
telecommand into the FPGA. In operation, the measured E is simply compared with these
two specified limits, indicating whether to increase or decrease the shutter. The shutter index,
n, may therefore change by ±1 step after every m frames. Note, however, that n remains
constant during the same m frames over which the count rate is calculated.
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Figure 4.4: The mean expected number of empty frames (in a series of m = 16384
readouts) as a function of the pile-up probability.
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4.2.4 Dose rate and cumulative dose
At the end of each readout cycle the energy deposited in each sensor is reconstructed via a
weighted sum of the digital pixel values. This sum is then scaled to account, on average, for
variation of the integration time caused by the electronic shutter. This must be done on an
event-by-event basis since the dose data integration period, a series of z readout frames, may
span multiple shutter index settings (z > m is possible). The scaled and normalised dose rate
for sensor i, Ri, is given by:
Ri =
1
z
z∑
j=1
Sij
2(nj−x)
, (4.9)
where Sij is the weighted pixel sum for sensor i on readout j and nj is the shutter index
in use during that readout. This definition means that the dose rates Ri are interpreted as
the mean dose per 100 µs of exposure. The dose units depend on the pixel value weightings,
which are scaled to make the most efficient use of memory; further details are given in
Section 4.4.2.
The dose rate integration period (a series of z readout frames) may vary depending on the
flux environment. This is achieved by specifying both a minimum desired number of hits
and a maximum allowable time period. Integration proceeds until the minimum count is
reached (implying an approximate maximum statistical uncertainty in the result). However,
this could result in unacceptably long integration times during periods of low flux, so the
process also ends after the maximum time elapses. When either limit is reached, the dose
rate is calculated and the integration restarted.
The lifetime cumulative dose, Ci, for each sensor is given by:
Ci =
∑
j
Sij2x−nj , (4.10)
a simple continuous sum of the scaled sensor dose.
4.2.5 Particle identification count rates
The information obtained in each readout cycle, comprising the four recovered energy deposit
values, must be used to make a particle identification or otherwise characterise the event.
This is to be divided into thirty-two categories, or channels, each with a separate 23-bit event
counter. Particle energy spectrum reconstruction in the ground segment benefits from a large
number of channels; however, all of these 23-bit channel counts must be downloaded in each
extended data packet. The requirement for the monitor to have low data bandwidth led to
the choice of 32 channels, although this may be later revised without affecting the general
algorithm method.
Of the 32 channels, a small number are chosen which reliably identify the incident particle
type (species and energy), each of which is used to generate a count rate measurement. In
the present implementation, three channels are selected for this process (these count rates are
included in the standard packet and thus the telemetry rate is again the limiting concern).
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The count rate, Uk, is given by:
Uk =
Jk∑p
j=1 2
nj
, (4.11)
where Jk is the event count for channel k over a total of p cycles (thus 0 ≤ Jk ≤ p) and nj is
the shutter index during the jth readout. This approximate calculation neglects the effects of
pile-up and misidentification. The result should be multiplied by 3.2Ö105 to obtain the mean
counts per second.
The remainder of the thirty-two channel counts are not normalised in this way and are instead
intended for statistical analysis in the ground segment. The method by which events are
allocated to the thirty-two channels is referred to as the event identification algorithm.
4.3 Event identification algorithm
The information obtained in each readout frame (four energy deposit measurements) must
be recorded in a way which allows later analysis of the data. This should preserve as much
information as possible without exceeding the practical limits imposed by the FPGA memory
and spacecraft telemetry budget. Storage and transmission of the four values from each frame
is certainly not possible: for example, representation of each value by a 17-bit integer (as used
by the FPGA) would necessitate a mean data transmission rate of 0.68 Mbit s−1, whereas the
HMRM should average a rate of order 100 bit s−1. A method of data reduction is therefore
required.
4.3.1 Pulse height analysis
Pulse height analysis is a well-established method which involves the histogramming of the
amplitude of analogue pulses from a sensor. The allocation of an event to a specific pulse-
height ‘bin’ categorises the energy deposit and may strongly suggest a particle identity for
that event. Moreover, creation of a pulse height spectrum over many events allows a statistical
interpretation of the particle environment.
The pixel sum obtained for each HMRM sensor is analogous to a pulse height measurement.
However, the pulse height histogramming of each sensor deposit in isolation does not take into
account the extra information provided by simultaneous deposits in the other sensors. This
coincidence information must be used to assist with particle identification, since a deposit in
a single sensor is highly ambiguous.
4.3.2 4-D histogram
The simplest extension to the standard analysis method is to simultaneously histogram the
four energy deposit values. This is a four-dimensional (4-D) histogram, with the criterion
that each variable must lie within a range that forms part of a linked set of four bins. In this
scheme, a separate event count is kept for each 4-D bin, which is equivalent to a traditional
pulse height channel. This method is robust and fast enough to be executed within the 100 µs
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limiting time for each event analysis in the HMRM FPGA. Crucially, it also preserves the
coincidence information of each event. As a general method it is also scalable to any number
of sensors and any number of histogram channels, although telemetry and processing budgets
have provided the limit of thirty-two channels for the HMRM prototype. The majority of the
channels will only be used in ground segment analysis, allowing construction of the energy
deposit spectrum and providing input data for particle spectrum deconvolution methods
(discussed further in Chapter 6).
The requirement of real-time particle identification, however, means that some channels
should be interpreted as belonging to specific particle types (species and/or kinetic energy).
The success of this identification method depends on the selection of the 4-D energy deposit
histogram bin edges, collectively referred to as the identification look-up table, or ID table.
Accurate Monte Carlo simulations are invaluable in this process as they model the full en-
ergy deposit variance and give the true identity of each event. However, the table may also
be chosen to incorporate results from experimental tests with, for example, monoenergetic
particle beams.
4.3.3 Energy deposit fluctuation
Figure 4.5 shows the Geant4 simulated spectrum of energy deposits in a 12 µm silicon layer
resulting from a selection of monoenergetic particles at normal incidence.
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Figure 4.5: Energy deposit probability distributions in a 12 µm silicon layer due
to various particle types (species and energy combinations) at normal incidence.
This is a highly idealised situation: no other material volumes were included in the simula-
tion and the detector response is assumed to be perfect. However, these results illustrate a
fundamental limitation inherent in the identification of particles by sampling of their energy
deposits in thin layers. Even in the absence of fluctuations caused by variations in primary
energy or incidence angle, a large range of deposits is possible from each particle type. As
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introduced in Chapter 2, this is a result of the stochastic nature of the energy loss processes
and path length variations due to scattering in the detector.
Energy loss fluctuation alone is sufficient to limit the resolution of particle kinetic energy
measurements, since similar energies of the same species give overlapping deposit distribu-
tions. This is demonstrated in Fig. 4.5 where, for example, an energy deposit of 7 keV has
approximately equal probability of being due to an electron of 0.08 MeV or 0.32 MeV.
4.3.4 Particle species ambiguity
In addition to ambiguities between particles of different energies, different particle species
may produce the same energy deposits. This can be observed clearly by plotting mean energy
deposit as a function of primary particle energy, for electrons, protons and alpha particles
(4He2+ ions). This is shown in Fig. 4.6, where the error bars indicate the central 68% range of
the energy deposit distribution at selected particle energies. Note that these data were again
obtained through simulation of particles onto an isolated 12 µm silicon layer at normal inci-
dence; the most probable MIP energy deposit for this arrangement is approximately 3.5 keV.
Variation of the incidence angle and the inclusion of external materials (which modify particle
energy) will generally increase the deposit variance for any given particle type.
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Figure 4.6: Mean energy deposits in a 12 µm silicon layer due to protons, electrons
and alpha particles at normal incidence, as a function of the particle primary
energy. The error bars indicate the central 68% range of the energy deposit
distribution.
4.3.5 HMRM simulation
To advance to a more realistic situation, the full HMRM simulation geometry is exposed to
isotropic fluences of electrons and protons using the Geant4 toolkit. Details of the gener-
ation position, direction, species and energy are stored for each primary particle, allowing
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later analysis. Each primary (and any secondaries generated) are fully tracked through the
geometry before the total ionising energy deposit in each sensor is recorded (the event energy
deposit). The primary energy for each species is selected randomly from an E−1 differential
energy spectrum, allowing efficient sampling across the chosen energy ranges (0.04–6 MeV
and 1–500 MeV for electrons and protons, respectively).
The sensors now receive incident particles from all angles, limited only by the casing and
aperture configuration. Figure 4.7 shows the energy deposit distributions in sensor 1 (S1)
resulting from a range of particle primary energies. Note that these energy deposit data are
directly generated by Geant4 and that device response models (introducing noise and limited
resolution) have not been applied at this stage.
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Figure 4.7: Simulated energy deposit distributions in sensor 1 of the HMRM due to
isotropic monoenergetic fluences of electrons (left) and protons (right) at selected
primary energies.
The result of the isotropic fluence is as expected; energy deposit variance for each particle has
increased due to the greater range of possible trajectories through the sensor. In addition to
this, higher energy particles penetrate the casing and thus arrive at the sensor with modified
energy, causing significantly different deposits to those entering via the aperture. This may
be observed, for example, with 16 MeV protons, which show a bimodal distribution of energy
deposits. A further general observation to be made from Fig. 4.7 is that electrons have greater
energy deposit variance than protons (due to their increased angular scattering).
The identification problem may be illustrated by plotting energy deposit as a function of
particle primary energy in a mixed species environment. This is shown for energy deposits
in S1 in Fig. 4.8, having simulated isotropic fluences of electrons and protons. Both species
were generated according to a power-law (E−1) differential energy spectrum.
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Figure 4.8: Simulated energy deposits in sensor 1 of the HMRM due to isotropic
fluences of electrons and protons. Each point marks the event energy deposit at
the primary particle energy responsible for that event; the colour coding indicates
the particle species.
For the species and energies simulated for Fig. 4.8, events with an energy deposit of more
than 200 keV are reliably identifiable as protons. In contrast, smaller deposits may be due to
either species. There is a difficulty, however, in applying this observation in general. Unless
all species and all energies are simulated, no such definite statements can be made; instead,
an assumption is made regarding which particles are present in significant numbers in the
radiation environment. Higher energy electrons are not expected to produce greater energy
deposits than the MIP deposits (∼4 keV) shown. Although radiative energy losses increase at
higher energies, the photon absorption in such thin sensors is predicted to be negligible.
Protons between 2 MeV and 20 MeV show a consistent power-law relationship between pri-
mary energy and most probable energy deposit (with deposit proportional to E−0.02). Above
this energy, the proton deposit variance increases due to particles penetrating the casing to
the sides of the aperture. At higher (relativistic) proton energies the deposits will reach the
MIP value and thus be indistinguishable from electron MIPs.
The monitor detector modes C1–4, introduced in Chapter 3, are four general ways in which
particles may interact with the four sensors. These are identified as especially significant
because each mode implies a minimum particle energy (for a given species). Three of these
modes (C2–4) involve sensor coincidence, which constrains the particle incidence angles and
may therefore decrease energy deposit variance.
C1 mode
The data for Fig. 4.9 are produced from the same simulation as Fig. 4.8 but with the additional
requirement that the event selection is limited to those depositing energy in S1 and not in
the other sensors; this corresponds to the C1 detection mode.
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Figure 4.9: Simulated energy deposits in sensor 1 of the HMRM due to isotropic
fluences of electrons and protons, when constraining event detection to the C1
mode only.
The relative identification probability for particles with low kinetic energy is now enhanced as
their small penetration makes a C1 event more likely. This applies to protons below 3.5 MeV
and electrons below ∼200 keV. The association of low energy particles with the C1 mode is,
however, probabilistic. A deterministic identification cannot be made because higher energy
particles may still cause C1 events — this is due to the scattering loss of particles between
S1 and S2, and due to range straggling.
C2 mode
Choosing events that only deposit in the first two sensors selects the C2 detector mode. This
is shown in Fig. 4.10, where S1 energy deposit is plotted against S2 deposit for each event.
This graph shows three main event regions, comprising pure proton events at large energy
deposits, pure electrons at small deposits and a mixed intermediate region. The overlap
covers a greater proportion of the electron distribution than that of the protons, making
reliable electron identification less likely.
Secondly, in Fig. 4.11, the distribution due to each species is shown divided into primary
energy bins. In each case, these are plotted together with all events due to the other species,
indicating the extent of discrimination between species and energy. Some separation of proton
energies is observed, although the electron energies are mostly indistinguishable.
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Figure 4.10: Distribution of coincident energy deposits in HMRM sensors S1 and
S2 for C2 mode events arising from simulated isotropic fluences of electrons and
protons.
Figure 4.11: Distribution of coincident energy deposits in HMRM sensors S1 and
S2 for C2 mode events due to selected proton (left) and electron (right) energy
ranges. In each case, the species not divided into energy ranges is also included as
a single dataset to illustrate the region of parameter space where the two species
are largely indistinguishable.
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C3 mode
Graphs analogous to those shown in Figs. 4.10 and 4.11 become progressively more difficult to
draw, and interpret, as the number of sensors involved increases. Instead, C3 events are plot-
ted by their energy deposits on S2 and S3 only, ignoring S1. This is shown in Fig. 4.12.
Figure 4.12: Distribution of coincident energy deposits in HMRM sensors S2 and
S3 for C3 mode events due to selected proton (left) and electron (right) energy
ranges. In each case, the species not divided into energy ranges is also included as a
single dataset to illustrate the region of parameter space where the two species are
largely indistinguishable. Energy deposits in S1 are ignored except for coincidence
mode identification.
Again, there is limited separation of species, together with good discrimination of proton
energies up to ∼100 MeV. However, all electron energies result in similar deposit values,
meaning that they cannot be distinguished.
C4 mode
Electron selection efficiency by the C4 mode is significantly less than that for protons. This
is due to the inclusion of the inter-sensor degrader between S3 and S4, which causes most
electrons to scatter out of the telescope. The proton plot for C4 is shown in Fig. 4.13, again
showing energy discrimination in the 10–500 MeV range.
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Figure 4.13: Distribution of coincident energy deposits in HMRM sensors S3 and
S4 for C4 mode events due to selected proton energy ranges. Energy deposits in
S1 and S2 are ignored except for mode identification. All energy deposits due to
electron primaries are shown as a single dataset, illustrating their similarity to
high energy proton deposits.
4.3.6 Identification efficiency and purity
As previously recognised, the notion of identifying a single event requires that the particle
identification uncertainty be negligible. The plots presented above show that in general, over
the wide range of electron and proton energies considered, this is not possible through energy
deposit measurement. Most combinations of sensor energy deposits may result from either of
the particle species studied. Single particle identification is therefore necessarily limited to
the few exceptional instances where a single species is 100% probable, within the uncertainties
of the simulation. Other events may be assigned a weaker, probabilistic identification; these
may be further strengthened by the application of prior knowledge concerning the radiation
environment.
When selecting the ID table channel definitions (the 4-D energy deposit bins) two figures of
merit are introduced: identification purity (νk) and identification efficiency (k). These are
used to evaluate the suitability of a candidate channel, k, and are defined as follows:
k =
Number of particles identified
Total number of viable particles incident
(4.12)
νk =
Number of correct identifications
Total number of events identified
. (4.13)
Here, ‘identified’ denotes allocation to channel k, while ‘viable’ is defined to mean that the
particle created one of the four detection mode patterns (C1–4). This definition of viability
acknowledges the fact that a monitor cannot be expected to detect all incident particles.
A ‘correct identification’, used in Equation 4.13, indicates that the particle allocated to chan-
nel k was correctly described by the nominal particle specification for that channel, a concept
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used only in the purity definition. The efficiency indicates the probability of particle allocation
to channel k, given that the particle is incident in one of the four principal detection modes.
In contrast, the purity is the probability that a particle allocated to channel k is correctly
described by that channel’s nominal particle identity (species and kinetic energy).
Identification efficiency
In conditions of negligible pile-up, the identification efficiency is expected to be independent
of the incident particle flux (each particle interaction event is independent). It is therefore
an objective quantity, independent of the external environment and of any choice of nominal
identity for a channel. This means that it is characterised solely by the monitor geometry,
sensor response and identification algorithm.
The unidirectional effective area introduced in Chapter 3, αsc(E, ~Ω), gives the rate of viable
mode c hits, rsc , due to species s, by:
rsc = α
s
cf
s
u, (4.14)
where fsu is the unidirectional flux of this species and r
s
c is differential in direction (~Ω) and
energy (E). This differential hit rate is related to the channel k allocation rate, rsc , by the
identification efficiency, according to:
nsk,c = 
s
k,cr
s
c (4.15)
= sk,cα
s
cf
s
u, (4.16)
where sk,c is the unidirectional differential efficiency for species s, incident in mode c, to be
allocated to channel k. The mean number of counts, µk, expected in channel k over a time
period of T is:
µk =
∑
s
∫ T
0
∫
4pi
∫ ∞
0
skα
sfsu dE d~Ω dt, (4.17)
where the sum is over all species present. A channel suitable for real-time particle identifi-
cation is one with zero efficiency for all species and energies other than the nominal identity
for that channel. Most channels, however, will have non-zero detection efficiencies for mul-
tiple particle types, preventing simplistic particle identification. In addition, there may be
multiple channels that share non-zero identification efficiency for a single particle type. This
introduces the possibility of deconvolving the incident flux of these particles by correlating
the count rates in these shared channels.
Identification purity
The unidirectional identification purity for channel k may be written in terms of the efficiency
as:
νk =
∑4
c=1
∫ E2
E1
pk,cα
p
cf
p
u dE∑4
c=1
∑
s
∫∞
0 
s
k,cα
s
cf
s
u dE
, (4.18)
where channel k is said to identify particle species p, over the energy range E1–E2. Thus, as
well as the fundamental monitor characteristics α and , ν depends on fpu and fsu. This means
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that the identification purity of any channel depends on the external flux of the ‘impurity’
particle types. Therefore, a channel cannot be assigned a definitive purity value. Only if the
detection efficiency for all impurities is negligible can the channel be interpreted consistently
as indicating a single particle type.
4.3.7 Response functions
The identification efficiency and effective area, as numerical functions of species, primary
energy and direction, constitute a set of response functions for the monitor. These data and
Equation 4.17 may be used in two distinct ways:
1. The forward problem: evaluation of expected µk for given fsu. This is a simple computa-
tion which predicts the monitor response in a given radiation environment. This mean
prediction may also be Monte Carlo sampled by assuming a Poisson distribution model.
The less efficient alternative to this method would be to run a new particle transport
simulation for every flux environment.
2. The inverse problem: solution of Equation 4.17 for the external flux, fsu, when provided
with a set of measured channel counts, Nk, which are used to approximate the mean
values µk. Methods for reconstructing the incident spectra will be explored in Chapter 6.
The identification efficiency has been calculated from Geant4 Monte Carlo simulations in a
similar way to the effective area (described in Chapter 3).
4.3.8 ID table selection
The ID table is chosen to have thirty-one entries, thirty of which should correspond to one
of the four detector modes. The exception is the empty frame table entry, selected when
each sensor sum is less than the minimum detectable signal (chosen with reference to the
sensor noise). Channel 32 (without a table entry) counts events which would otherwise go
unrecorded. This means that, with suitable selection of the remaining thirty entries, the
table can be constructed so that any possible readout will be allocated to one (and only
one) channel. The histogram criterion for allocation of a sensor readout to a channel may be
written as:
(L1 ≤ S1 < U1)× (L2 ≤ S2 < U2)× (L3 ≤ S3 < U3)× (L4 ≤ S4 < U4), (4.19)
where Sn is the energy deposit for sensor n and the eight values L1–4, U1–4 comprise the ID
table entry for that channel.
The table must be selected to maximise the potential for describing the particle environment.
A subset of channels should also be suitable for single event particle identification. It is
possible for the table to be optimised according to the approximate radiation environment
expected. This would then allow the calculation of a purity for each channel, using Equa-
tion 4.18. However, this should be avoided if the monitor is intended for general purpose use.
A more acceptable possibility is the ‘tailoring’ of a table to a particular monitoring need,
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for example, allocating more channels to C4 modes for enhanced detection of higher energy
particles.
The chosen ID table (Table 4.1) was selected manually using the energy deposit plots pre-
sented in Section 4.3.5. Entries were chosen to select regions of relative particle purity in
the 4-D energy deposit parameter space. These higher purity selections have generally lower
detection efficiency, so mixed channels with high efficiency were also selected. While not suit-
able for immediate interpretation, these are important for oﬄine ground-segment analysis.
Furthermore, all channels are chosen to be mutually exclusive so that a unique allocation is
possible for each event. Other tables are possible based on different selection criteria or for
more specific purposes; for example, earlier work considered table selection using a heuristic
search algorithm [2].
Table 4.1: Provisional ID table for the four-sensor HMRM. The entries are given
in keV, rather than scaled FPGA units.
L1 U1 L2 U2 L3 U3 L4 U4 Min Max Min Max
1 0 0.2 0 0.2 0 0.2 0 0.2
2 0.4 1.27 0 0.2 0 0.2 0 0.2 1 388 0.05 0.11 1.50 43.7
3 1.27 4.05 0 0.2 0 0.2 0 0.2 1 461 0.05 0.16 1.41 1.68
4 4.05 12.9 0 0.2 0 0.2 0 0.2 1 1220 0.08 0.16 1.41 1.49
5 12.9 41 0 0.2 0 0.2 0 0.2 1 591 0.06 0.13 1.41 1.49
6 41 130 0 0.2 0 0.2 0 0.2 1 152 0.07 0.11 1.40 1.48
7 130 415 0 0.2 0 0.2 0 0.2 1 0.124 0.15 0.19 1.40 2.80
8 415 616 0 0.2 0 0.2 0 0.2 1 0 - - 1.44 2.71
9 616 916 0 0.2 0 0.2 0 0.2 1 0 - - 1.53 2.14
10 916 1360 0 0.2 0 0.2 0 0.2 1 0 - - 1.94 2.04
11 1360 2020 0 0.2 0 0.2 0 0.2 1 0 - - 2.62 47.4
12 2020 3000 0 0.2 0 0.2 0 0.2 1 0 - - 23.6 47.3
13 0.4 2 0.4 200 0 0.2 0 0.2 2 3620 0.28 1.68 7.90 449
14 2 10 0.4 1.3 0 0.2 0 0.2 2 1790 0.31 1.92 151 467
15 1.3 7 40 200 0 0.2 0 0.2 2 5050 0.13 0.31 7.51 309
16 8 30 10 33 0 0.2 0 0.2 2 62.3 0.12 0.33 47.7 196
17 30 80 24 120 0 0.2 0 0.2 2 3.05 0.16 0.36 15.0 44.7
18 80 180 80 160 0 0.2 0 0.2 2 0.0136 0.38 0.50 6.62 12.8
19 80 300 160 230 0 0.2 0 0.2 2 0 - - 5.03 7.54
20 130 300 230 360 0 0.2 0 0.2 2 0 - - 3.90 5.54
21 200 400 360 500 0 0.2 0 0.2 2 0 - - 3.06 4.11
22 230 450 500 800 0 0.2 0 0.2 2 0 - - 2.93 3.74
23 230 450 800 1300 0 0.2 0 0.2 2 0 - - 2.99 3.64
24 0.2 3000 1 10 1 100 0 0.2 3 249 0.52 2.55 115 458
25 0.2 3000 10 30 10 100 0 0.2 3 2.21 0.47 1.11 36.1 106
26 0.2 3000 30 200 10 30 0 0.2 3 1.42 0.65 1.48 33.4 64.5
27 0.2 3000 30 200 30 100 0 0.2 3 0.0807 0.79 0.84 14.2 29.6
28 0.2 3000 30 200 100 1000 0 0.2 3 0 - - 9.47 13.2
29 0.2 3000 0.2 3000 1 10 1 40 4 48.6 3.08 5.76 108 460
30 0.2 3000 0.2 3000 10 100 8 40 4 0.704 2.69 5.84 40.8 99.8
31 0.2 3000 0.2 3000 10 100 40 1000 4 0 - - 29.0 39.0
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Also shown in Table 4.1 are the approximate characteristics of each channel. For both species
tested, the energy range between which the detection efficiency was greater than 50% of
maximum is given. This provides an indication of the particle energy ranges selected, although
absolute limits cannot be specified. The peak response ratio of electrons to protons is also
provided for each channel. This indicates the relative magnitude of response to the two
species, at their maxima of channel response. Twelve channels did not select any electrons
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and were thus pure proton; there were no pure electron channels, although four have a peak
selection ratio greater than 103.
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Figure 4.14: Omnidirectional response to electrons and protons for two ID table
channels. Left: channel 15, showing relatively high electron detection efficiency.
Right: channel 17, a mixed efficiency channel.
The channel k omnidirectional count rate response, λsk, for species s, is given by:
λsk =
1
4pi
∫
sk,cα
s d~Ω. (4.20)
This quantity gives the expected channel count per unit incident omnidirectional fluence,
assuming an isotropic distribution. This is shown as a differential function of primary energy,
for three channels (a high efficiency electron channel, a mixed channel and a pure proton
channel), in Figs. 4.14 and 4.15.
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Figure 4.15: Omnidirectional response of channel 28, a pure proton channel (C3
coincidence mode). The response FWHM covers the primary proton energy range
of 9.5–13.2 MeV.
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Any three channels may be selected for count rate calculation; these data are included in the
standard telemetry packet, while the remaining channel counts are included in the extended
packet. The chosen three should be relatively pure and identify particles considered to be
damaging. For example, a typical choice could be channel 19 (low energy protons for solar
cell damage), channel 29 (MIP electrons and high energy protons capable of greater pene-
tration) and channel 31 (medium energy protons for damage to imagers and lightly-shielded
electronics).
Alpha particles and heavier ions
Other particle species are present in Earth orbit in addition to the electrons and protons
already considered. Although the majority of HMRM simulations have studied proton and
electron fluences, alpha particle (4He2+ ion) identification has also been tested. As shown in
Fig. 4.16, these particles are largely indistinguishable from protons — this graph was created
with data from a E−1 power law simulation of alpha particles between energy limits of 4 MeV
and 2 GeV.
Figure 4.16: Distribution of coincident energy deposits in HMRM sensors S1 and
S2 for C2 mode events due to isotropic fluences of electrons, protons and alpha
particles.
This plot demonstrates that the supposed purity of the ‘proton’ channels is due to the implicit
assumption that the environment consists solely of electrons and protons. Although regions
of Fig. 4.16 appear to be populated exclusively by protons or alpha particles, there are again
small numbers of impurity species which prevent deterministic identification based on energy
deposit.
The proton/helium similarity is expected for all light hadrons with equal kinetic energy per
nucleon. One possibility is to simply histogram these by energy deposit, creating a series of
‘hadron’ bins; these particles are expected to have similar damage characteristics compared
to electrons, making this a useful identification. An alternative is to use prior knowledge,
allowing estimation of channel purities (for example, helium ion flux is generally much smaller
than proton flux).
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The response to low energy heavy ions is expected to depend greatly on the saturation and
charge sharing characteristics of the pixel sensors. Simulation and analysis of these ions is
therefore more reliant on the device response model which will be enhanced by prototype
testing.
4.4 HMRM data tables
In addition to the ID table, the two principal algorithm data tables are the pixel mask and the
pixel energy weightings. These three tables are programmed via telecommand and then held
in the FPGA memory for use during data analysis. Also programmed are the trim, threshold
and bias settings, which are then loaded into the ASICs from the FPGA — definition of these
is considered later when ASIC calibration is discussed in Chapter 7.
4.4.1 Pixel mask
The pixel mask is a series of 10200 bits (one per pixel per ASIC sensor) indicating whether
to accept or reject a specific pixel’s signal. This is to be used to ignore pixels identified as
anomalous or malfunctioning during the sensor calibration. A second possibility is to reduce
the sensitive area of the sensor, although this has not yet been considered in detail.
When masking small numbers of pixels, the effect on the monitor’s output data may be char-
acterised in two main ways: a reduction in effective area and an increase in misidentification
probability. The former effect may be rectified, to first approximation, by a simple scaling of
data products; the latter effect is addressed in this section.
The signal from single event energy deposits is in general expected to span several pixels, loss
of one or more of which will result in a reconstructed energy deposit error. For a sufficiently
large error, the event will be allocated to a different identification channel to that predicted
by the response functions. In the case of large areas of pixel masking (e.g. to reduce effective
area), the response functions should be recalculated.
To estimate the approximate misidentification probability resulting from small areas of mask-
ing, the following simplifying assumptions are made:
1. The primary particle hits only one sensor.
2. A total of n adjacent pixels are above threshold (the cluster size).
3. One pixel collects 30%–50% of the charge.
4. The remainder of the charge is shared among the remaining (n−1) pixels approximately
equally.
5. The locations of masked pixels are uncorrelated.
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Worst-case estimate
The worst-case situation occurs if an event is misidentified when any pixel in the event cluster
is masked. In this case, with a total of m masked pixels in a sensor, the misidentification
probability, Pm, is:
Pm = 1− (1− m2500)
n. (4.21)
This probability is shown as a function of m for various n in Fig. 4.17 (note that n = 9 is
expected for most events).
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Figure 4.17: Estimated misidentification probability for events involving a single
sensor, for various cluster sizes, n, as a function of the number of masked pixels.
Results for n = 5, 9, 16 are shown for the worst-case estimate, where misiden-
tification results from the masking of a single cluster pixel. The best estimate
(misidentification caused by masking of the central cluster pixel or any other two)
for n = 9 is also shown.
Best estimate
The worst-case estimate is, however, thought to be unnecessarily pessimistic. Instead, the
best estimate is that an event is misidentified if either the central (largest charge share)
cluster pixel, or at least two others, are masked. Either case ensures that more than 10% of
the charge that would have been collected is lost. Assuming that the cluster size is always
nine pixels, the misidentification probability becomes:
Pm = 1− 8m2500
(
1− m
2500
)8 − (1− m
2500
)9
. (4.22)
This probability is also plotted as a function of m in Fig. 4.17.
An additional consideration is the outer pixel border of the sensor, consisting of 196 pixels.
A hit to any of these is expected to result in a loss of charge (approximately equivalent to
that collected by three pixels, assuming a nine pixel cluster) meaning that misidentification
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of these hits is always likely. This is not accounted for in the current response model, which
assumes all hits take place in a large array, far from the boundaries. Such a border hit has a
probability of 7.8% — it is therefore adequate to demand a misidentification probability due
to masking of smaller magnitude. This implies that fewer than ∼90 pixels should ideally be
masked (or ∼20 under worst-case assumptions).
4.4.2 Comparator level and pixel energy weighting selection
The seven hardware comparator levels are applied to the analogue pixel signals in the ASICs,
defining the 3-bit digitisation process. This is shown conceptually in Fig. 7.4, while the
process is described in greater detail in Chapter 7.
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Figure 4.18: Conceptual diagram of the relation of threshold levels and digitised
pixel values with respect to pixel signals of increasing magnitude. The levels (L
values) are represented by vertical bars, while the pixel output values correspond
to the signal ranges between the levels.
The seven levels define a series of eight charge histogram bins, the implicit minimum and
maximum of which lie at zero and pixel saturation (∼19,000 e−), respectively. The initial
choice of comparator levels, prior to full ASIC calibration, is a set of geometrically spaced
values between the minimum detectable signal and the saturation level. The minimum de-
tectable signal is chosen with reference to the pixel noise (predicted to be 10 e− ENC). For
example, choosing a minimum of 50 e− (0.18 keV) implies a false single-pixel hit probability
of less than 10−6, assuming Gaussian pixel noise.
The values used to weight the digitised pixel signals during the energy deposit recovery process
must also be specified. These are largely determined by the choice of comparator levels. As a
first approximation, the weightings are chosen to be the geometric means of the bins defined
by the comparator levels. The lowest weighting, however, is zero to ensure a zero sum when
all pixels are below the first level. These provisional level and weighting choices are shown in
Tables 4.2 and 4.3, respectively. In use, the weightings are scaled to allow suitable resolution
when using 17-bit unsigned integers for the ID table contents (this size was chosen due to
FPGA memory constraints). This also determines the scaling, and hence interpretation, of
the dose and dose rate data.
To test the reconstructive ability of this scheme, the ASIC response model was applied to a
set of energy deposits, simulating pixellation, noise and digitisation. The resulting modelled
pixel signals were summed using the weightings from Table 4.3 and each reconstructed energy
deposit was plotted against the original value: this is shown in Fig. 4.19, demonstrating
satisfactory predicted performance over two orders of magnitude.
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Table 4.2: Provisional comparator level choices: these are chosen to form seven
geometrically spaced bins between 0.18 keV (50 e−) and the pixel saturation of
69 keV (19,000 e−).
L1 0.18
L2 0.43
L3 1.00
L4 2.33
L5 5.44
L6 12.70
L7 29.68
s ≤ L1 0.00
L1 < s ≤ L2 0.28
L2 < s ≤ L3 0.65
L3 < s ≤ L4 1.52
L4 < s ≤ L5 3.56
L5 < s ≤ L6 8.31
L6 < s ≤ L7 19.42
L7 < s 45.37
Comparator 
level
Threshold value 
/ keV
Weighting                                  
/ keV
Pixel signal, s, relative 
to comparator levelsTable 4.3: Provisional pixel energy weightings: these are the geometric means of
the bins defined by the adopted comparator levels. These are scaled for integer
representation when implemented in the FPGA.
L1 0.18
L2 0.43
L3 1.00
L4 2.33
L5 5.44
L6 12.70
L7 29.68
s ≤ L1 0.00
L1 < s ≤ L2 0.28
L2 < s ≤ L3 0.65
L3 < s ≤ L4 1.52
L4 < s ≤ L5 3.56
L5 < s ≤ L6 8.31
L6 < s ≤ L7 19.42
L7 < s 45.37
Comparator 
level
Threshold value 
/ keV
Weighting                                  
/ keV
Pixel signal, s, relative 
to comparator levels
Figure 4.19: Reconstructed energy deposit as a function of the original value:
this reconstruction used the comparator levels and pixel weightings provided in
Tables 4.2 and 4.3. A line indicating perfect reconstruction is also shown.
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4.5 Summary
A data analysis algorithm suitable for use within the HMRM has been developed. This is
simple enough to be executed in real-time (event-by-event) by a small FPGA device, while
delivering useful radiation data. The algorithm is also sufficiently flexible to be applied to
other monitor designs, including ones with different numbers of sensors and different telemetry
bandwidth requirements, with minimal changes. The algorithm requires the specification of a
number of data tables, most notably the identification look-up table, which has been selected
using Monte Carlo simulation data.
Particle identification with the HMRM, in common with other monitors using the dE/dx
sampling method, is predicted to have mixed success. Even under ideal conditions, the iden-
tification of certain particle species/energies from energy deposit measurements is generally
uncertain and must be given a probabilistic interpretation. This limitation ultimately re-
sults from the fundamental properties of the energy loss processes. The energy deposit in a
thin layer, for any particle identity, is a random variable due to the stochastic nature of the
interactions.
Straggling fluctuations in energy loss and range impose resolution limits on the determination
of any particle property through the dE/dx method. The HMRM design has attempted to
minimise these problems; for example, sensors 1 and 2 are in close proximity, minimising
intervening scattering losses. Furthermore, the use of thin ASICs has allowed coincidence
measurements (multiple dE/dx sampling) to occur at lower particle energies than in other
monitors. However, some compromises were necessary, most notably in increased sensor
separations towards the rear of the telescope.
The use of the four detection modes categorises each event in a way which is largely indepen-
dent of the quality of the energy deposit measurement, providing a robust initial classification.
A disadvantage of this method is that higher order modes (C3 and C4) have smaller effective
areas, while the flux of higher energy particles is usually also smaller, resulting in a lower
count rate for the highest energy particles. This problem, together with that posed by inter-
sensor scattering losses, could be alleviated by using sensors of larger area at the rear of the
telescope stack or by further reducing the inter-sensor spacing.
The probabilistic nature of the particle identification emphasises the potential importance
of statistical spectrum reconstruction methods discussed in Chapter 6. Although these are
expected to be executed in the ground segment, the results may be used to improve the
interpretation of the monitor channel counts.
Finally, much of the monitor evaluation and testing has relied heavily on simulated results.
In many instances there is no substitute for this, since knowledge of the individual incident
particle characteristics is required for response function creation and algorithm testing. It is
especially important, therefore, to demonstrate simulation accuracy, a topic which is addressed
by the Monte Carlo validation study presented next.
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Chapter 5
HMRM simulations
The design of modern radiation sensors relies on different types of device simulation which,
owing to the increasing sophistication of software tools, may reduce development times sig-
nificantly. This is true of the HMRM project, where simulations were used extensively in
modelling various stages of the sensor response: from the incident space radiation environ-
ment, to the development of the electronic signal response and the analysis of the final digital
products.
The HMRM project has made extensive use of Monte Carlo simulations with the Geant4
toolkit [84, 85], version 9.5, patch 01. Chapter 3 described how these were used to guide the
design of the detector geometry, while Chapter 4 used simulated data to optimise particle
identification from sensor energy deposit measurements. In this chapter, Geant4 data are
used together with the HMRM physics algorithm in a simulation of the monitor response to
a time-dependent flux. This allows a combined test of the monitor geometry and algorithm
in an orbital environment, producing realistic output data packets.
First, however, Geant4 validation data are presented in order to demonstrate the accuracy
and reliability of these simulations. This has allowed tuning of some simulation parameters
and has verified the choice of physics models for the HMRM project.
Finally, an investigation of pixel charge sharing, through the use of charge diffusion simu-
lations, is presented. A simple charge diffusion model is proposed and used to predict the
characteristics of a pixel spectrum due to X-ray photon exposure.
5.1 Monte Carlo validation
Comparison of simulation results and experimental data is vital to ensure that physical pro-
cesses are modelled correctly. Although the Geant4 toolkit has been extensively validated
(for example, in [111], [112] and [113]), checks on individual project applications are desirable
to ensure correct implementation and appropriate choice of physics models.
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5.1.1 Geant4 physics
Geant4 uses several major categories of physics process, including electromagnetic, hadronic,
decay and optical [114]. Multiple, often interchangeable, model implementations are available
for each category and there is no single recommended or default selection. The choice of imple-
mentation may therefore be influenced by the specific particle energy ranges, computational
speed criteria, or theoretical grounds relevant to the project.
The HMRM project is concerned with the measurement of charged particle ionising energy
losses at energies of up to 6 MeV for electrons and 500 MeV for protons. The electromagnetic
(EM) interactions are therefore expected to be especially important due to the dominance of
ionisation and excitation energy loss mechanisms, with hadronics contributing significantly
only for higher energy primaries.
Physics list selection
Several comprehensive packages of EM models are available as part of the Geant4 release;
most commonly used is the ‘EM standard’ (G4EmStandardPhysics), a baseline collection of
wide applicability which is used in the Geant4 reference physics lists. Also tested here are
three packages with nominally higher accuracy: ‘EM Standard option 3’, ‘Penelope’ and ‘Liv-
ermore’, all of which are optimised for low energy electromagnetic interactions and optionally
include atomic de-excitation. These investigations used the EM low energy library version
6.23.
EM treatment at low energies (below ∼1 MeV) relies on phenomenological approaches rather
than the theoretical models used at higher energies. The database libraries employed for this
contain cross sections, stopping powers and other physical data.
A suitable collection of hadronic interaction models was obtained from a Geant4 study of cos-
mic ray spacecraft charging [115, 71]. This had been undertaken for LISA and LISA Pathfinder
by the Imperial Group and is similar to that now packaged under the label ‘QGSP BIC HP’.
This, combined with transportation and decay processes plus any one of the EM packages,
forms the complete HMRM physics list.
The hadronic list features the Quark-Gluon String (QGS) theoretical model for high energy
nucleons, pions and kaons (>20 GeV) and an intra-nuclear Binary Cascade (BIC) for lower
energies (<10 GeV), which is proposed as most appropriate for the low energy primaries (less
than 1 GeV) of greatest importance in this project [116]. An older parameterised model
(LEP) is used to cover the intermediate range. For primary energies below ∼100 MeV —
or following hadron inelastic scattering — the highly excited residual nucleus is handled
by a Pre-compound model and then by equilibrium models which deal with fragment or
photon evaporation and fission, for example, until nuclear equilibrium is established. Neutron
transport below 20 MeV is treated with the data-driven ‘NeutronHP’ models [2]. The Binary
Ion Cascade is used for alpha, deuteron, triton, 3He and generic ion (heavier ion) projectiles
up to ∼1 GeV/n.
Photonuclear and electronuclear processes are applied to gamma-rays, electrons and positrons.
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The energy spectrum of muons produced in spacecraft structures is too soft to justify the
inclusion of the muon-nucleus interaction, which becomes important only above a few GeV.
The QGS model is implemented for high-energy gammas (>3 GeV), operating together with
the CHIPS (Chiral Invariant Phase Space) nuclear fragmentation model [2].
Production cut parameter
Particles produced in Geant4 interactions are tracked to the end of their range in a medium.
However, secondary particle production is controlled by the specification of a ‘production
cut’ parameter. If the mean range of the secondary is less than this value, it is not produced
and its energy is deposited locally instead [84]. The value assigned to this cut parameter is
therefore expected to influence simulated energy deposit measurements, especially for thin
layers.
Range parameter
Initial simulation step sizes of a particle entering a new volume are limited to a fraction
of the particle range. This fraction, denoted FR, presents another adjustable simulation
parameter. Without this limit, a large first step will cause an excessive energy loss, leading to
subsequent smaller steps. This affects the angular scattering distribution and backscattering
yields because the particle may not be able to return to the surface before being absorbed [117].
A default value of FR = 0.02 is provided, which may be changed by the user.
5.1.2 Experimental data
A literature search for experimental particle data published over the past 40 years has been
conducted. The selected experiments mostly provide measurements of beam-target interac-
tions at mildly relativistic and non-relativistic energies. These include electron, proton and
ion primaries incident on solid state layers, with measurements of the energy deposits, particle
energy loss and angular scattering. Special emphasis is placed on experiments dealing with
thin layers of material (<100 µm). The HMRM includes several such layers, for example, the
first ASIC die (50 µm), the sensor epitaxial layer (12 µm) and the aperture window (8 µm).
The accurate simulation of these is important in assessing the monitor’s capabilities, such as
its low energy sensitivity limits.
Where possible, multiple measurements of the same phenomena have been sought in or-
der to provide independent verification and allow comparison between different experimental
datasets. However, due to the large parameter space, this is not always possible. Further-
more, detailed reporting of the experimental setup and uncertainties (especially systematics)
is rare. This meant that some datasets were rejected because insufficient details prevented
their accurate reproduction in simulation.
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5.1.3 Simulation method
All of the selected experiments used a beam-target arrangement where a parallel, monoener-
getic beam of single particle species is incident on a planar, homogeneous material layer. This
allowed a highly automated system of simulation with each experimental run being described
by just five parameters: (1) beam species, (2) beam energy, (3) incidence angle of the beam
on the target layer, (4) layer material, (5) layer thickness.
The data saved from each event included the energy deposit in the layer, the primary particle
energy on exit, and the species, energy and direction of all secondaries leaving the layer. The
simulated data were then analysed to produce quantities for direct comparison with the ex-
perimental values. Sufficient data were usually obtained to give statistical uncertainties which
were small compared to those of the experimental data (and generally of order 1%).
This simulation, analysis and comparison process was repeated using various combinations
of EM package, FR and production cut values. A selection of the results are presented
below.
5.1.4 Electron and positron backscattering
Simulations of electron backscattering reproduced the large-scale features of the experimental
distributions, with peak locations within 10◦ of the measured values. An example is shown
in Fig. 5.1 using the Penelope package, although the four baseline EM packages all gave ap-
proximately identical results. However, the absolute agreement with experiment is relatively
poor, with most simulated values approximately 10% too small.
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Figure 5.1: Directional backscatter from aluminium. Left: 30 keV electrons [118].
Right: 35 keV positrons [119]. The incidence angle was −60◦ in both cases (with
0◦ defined as the surface normal). These simulations used Penelope EM physics,
with FR = 0.01 and 10 µm cut.
The simulated results for backscattering of positrons are a better match than for electrons
with similar energy and target material. Furthermore, the simulated results for positrons
and electrons are essentially indistinguishable, whereas the experimental results differ in
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peak location. This suggests a possible oversimplification in the simulation models, rather
than a systematic experimental error; both electron and positron multiple scattering use the
‘G4UrbanMscModel95’ model [117].
Figure 5.2 shows the effect of varying FR, using the Penelope package: larger FR decreases
the peak amplitude (a similar result was obtained for positrons). This reduction is expected
because a larger FR allows the particle to enter further into a volume on its first step and is
thus less likely to re-emerge. This trend of decreasing backscattering with increasing FR is
also found to increase with the atomic number of the target, presumably due to the greater
stopping power. Figure 5.2 indicates that FR values in the approximate range 0.01–0.02 are
suitable and is consistent with the default value of 0.02. Variation of production cut over the
range 1 µm to 1000 µm was found to have no significant effect on any simulated backscattering
distribution.
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Figure 5.2: Backscatter data for 35 keV electrons [120] compared with simulation
results using different FR values (Penelope EM physics, 10 µm cut). Left: di-
rectional result from aluminium. Right: Integral result from various elements
(beryllium, aluminium, copper, silver and gold).
5.1.5 Energy losses in thin layers
Generally good agreement with experiment is evident in Fig. 5.3, which considers energy losses
in extremely thin layers (of order 0.1 µm). Small differences between the four EM packages
were found, with Penelope performing best. Production cut dependence is insignificant until
reduced to 1 µm, where there is a reduction in mean energy loss for particles emerging close
to the surface normal. Additionally, there is a significant increase in mean energy losses for
lower energy particles; overall, reduction of the cut length appears to improve the match with
experimental results.
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Figure 5.3: Mean energy losses of electrons passing through thin aluminium lay-
ers, compared with simulations using different production cuts (Penelope EM
physics, FR = 0.01). Left: directional result for 20.4 keV primaries incident on
a 0.226 µm layer [121]. Right: as a function of primary particle energy for a
0.1035 µm layer [122]. Both experiments used normal incidence beams.
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Figure 5.4: Energy losses of 5.49 MeV alpha particles passing through thin alu-
minium layers at normal incidence. Left: mean energy loss [123]. Right: energy loss
straggling [123] [124]. The simulations used Penelope EM physics, with FR = 0.01
and cut = 10 µm.
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The mean energy loss results for alpha particles in thin foils (Fig. 5.4) show excellent agree-
ment with experiment. The energy loss straggling data (distribution FWHM) shown here are
a rare example of directly comparable experimental measurements. The simulation results
give an excellent match with the data reported by Sofield et al. [123] but are significantly
lower than those of Ibrahim and Al-Bedri [124]. This is indicative of a systematic error in
the latter experimental investigation, possibly a failure to fully remove the broadening effects
of the measurement apparatus from the energy loss distribution. Due to the brevity of the
article, however, this suggestion cannot be verified.
5.1.6 Multiple scattering
Figure 5.5 shows the results of scattering measurements for proton beams passing through
beryllium and aluminium. In these experiments a narrow, normal incidence, monoenergetic
beam of 158.6 MeV protons was allowed to pass through material layers of different thick-
nesses. The angular distribution of the emerging particles was measured and a Gaussian
distribution fitted to these data, from which the width was obtained. The simulation re-
sults accurately match the experimental data, both in shape and in absolute magnitude, with
typical differences of just 5%.
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Figure 5.5: Angular scattering distribution widths of a 158.6 MeV proton beam
after passing through various thicknesses of beryllium and aluminium [125]. The
width measurement was obtained via a Gaussian distribution fit. The simulations
used Penelope EM physics, with FR = 0.01 and cut = 10 µm.
5.1.7 Depth-dose curves
Simulated comparisons have been made with experimental data taken from an extensive
investigation of electron energy deposits at various depths in extended media [126]. These
measurements were obtained using a calorimetric method, for particle energies up to 1.0 MeV,
with an electron beam incident on pure element layers.
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The simulations showed generally excellent agreement with the experimental data. However,
as shown in Fig. 5.6, the EM Standard results are consistently less accurate by a small but
significant amount, whereas the other three physics packages gave similar values.
Cut and FR dependence are shown in Fig. 5.7: the former is relatively minor for these datasets,
although a slight improvement is obtained with a larger value (1000 µm). Large values of
the FR parameter, however, cause a clear oscillation of the simulated energy deposition at
depths up to about 400 µm. The oscillation amplitude decreases as FR is decreased, indicating
suitable FR values of 0.01 or less: a significant result given that 0.02 is the default parameter
value. Similar effects were found in other simulations using FR = 0.04, at depths up to
200 µm. These oscillations may be due to a feedback effect between the particle energy loss
and the resulting step size.
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Figure 5.6: Depth-dose curve in aluminium for a 1.03 MeV electron beam at
normal incidence [126]. The data are compared with simulation results using
various EM physics packages (FR = 0.01 and cut = 10 µm throughout).
Higher energy proton and ion modelling was tested by simulating parallel, monoenergetic
beams incident on high density polyethylene. Measurement of the dose delivered to a series
of sensitive volumes at different depths in the material allowed the construction of depth-
dose curves. These were compared with experimental data gathered using an ion beam
at the NASA Space Radiation Laboratory, Brookhaven [127]. These data are available in
relative units only, requiring the use of a best-fit scaling to match the simulated data to
the experimental measurements; note, however, that the depth values were not scaled. The
Bragg peak location and relative curve shape are therefore relevant for these comparisons.
As illustrated in Fig. 5.8, the agreement is generally excellent (the experimental uncertainties
are unknown).
Figure 5.9 shows comparison of the experimental data with simulations with and without the
hadronic list enabled (EM package always enabled). This confirms that hadronic interactions
become important at primary energies of order 100 MeV and higher.
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Figure 5.7: Depth-dose curves in aluminium for electron beams at normal inci-
dence [126]. Left: 0.52 MeV, compared with simulations using two production cut
values (FR = 0.01). Right: 1.03 MeV, compared with simulations using different
FR values (cut = 10 µm). All simulations used Penelope EM physics.
The result for the 56Fe ions with hadronics enabled shows good agreement, especially in the
region beyond the Bragg peak, demonstrating accurate modelling of knock-on and secondary
particles. The region at smaller depths (up to ∼10 cm) shows a maximum discrepancy of 20%;
this may be a result of the simplistic simulation of the experimental arrangement, including
the simplified composition of the beam itself.
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Figure 5.8: Depth-dose curves in high density polyethylene due to ion beams at
normal incidence: data for protons at 103 MeV and 250 MeV, 56Fe at 585 MeV/n,
and 12C at 293 MeV/n are shown [127]. The simulations used the Penelope EM
package (FR = 0.01, cut = 10 µm) and the HMRM hadronic list; a best fit constant
response scaling was applied to the simulated data.
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Figure 5.9: Depth-dose curves in high density polyethylene due to particle beams
at normal incidence [127]. Left: 55 MeV protons. Right: 963 MeV/n 56Fe ions.
The experimental data are compared with simulation results using the Penelope
EM package (FR = 0.01, cut = 10 µm), both with and without the HMRM
hadronic list enabled. A best fit constant response scaling was applied to the
simulated data.
5.1.8 Energy deposits in silicon sensors
The modelling of energy deposits in the thin silicon HMRM sensor layers is especially im-
portant. Experimental data giving the most probable energy deposit and energy deposit
fluctuation (distribution FWHM) due to energetic electron and proton primaries has been
collected. These datasets cover sensor thicknesses between ∼1 µm and ∼1000 µm at particle
energies in the MeV to GeV range. The simulations again used the Penelope package (with
FR = 0.01 and 10 µm cut), although this defaults to the EM standard at energies above
1 GeV.
Electron data from several experiments are shown in Fig. 5.10, while similar proton data are
shown in Figs. 5.11 and 5.12. In addition, Figs. 5.13 and 5.14 show several proton measure-
ments from single experimental datasets. The data are generally reproduced accurately by
the simulations although small, consistent discrepancies from a single dataset may suggest
the possible presence of systematic experimental errors. For example, both the most probable
and the FWHM data shown in Fig. 5.13 are systematically higher than the simulated values,
although the trends with primary energy show a good match. This discrepancy may be caused
by additional variance in the experimental data (e.g. equipment related) which widens the
energy deposit distribution. Since the distribution is asymmetric, this also has the effect of
displacing the peak value towards higher energy.
The proton most probable deposits in Fig. 5.11 show a better match, although in this case the
simulated values for the thinnest sensors appear too large. Since these data are from a single
experiment [128], systematics cannot be excluded and additional data for very thin sensors
(∼10 µm) should be sought to investigate this further. Lower proton energies (∼10 MeV) are
considered in Fig. 5.14, once again showing excellent agreement (196 µm silicon sensor). The
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results for proton FWHM values (Fig. 5.12) also show small but consistent differences. Here,
simulated values for sensors thicker than 100 µm are consistently low, whereas the values
for sensors below 100 µm are consistently high. Further investigations of these effects are
planned, with emphasis on energies of less than 1 GeV in thin sensors.
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Figure 5.10: Energy deposit data for electrons incident on silicon sensors, showing
the most probable value (left) and the distribution FWHM (right). The data
are organised by sensor thickness, with the electron energy indicated for each
datum [128, 129, 130].
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Figure 5.11: Most probable energy deposit data for protons incident on silicon
sensors. The data are organised by sensor thickness, with the proton energy
indicated for each datum [130, 128, 131, 132, 133, 134, 135].
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Figure 5.12: The FWHM of the energy deposit distributions for protons incident
on silicon sensors. The data are organised by sensor thickness, with the proton
energy indicated for each datum [130, 128, 131, 132, 133, 134, 135].
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Figure 5.13: Energy deposit data for protons of various energies incident on a
300 µm thick silicon sensor, showing both the most probable values and the dis-
tribution FWHMs [131].
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Figure 5.14: Most probable energy deposit values for protons of various energies
incident on a 196 µm thick silicon sensor [132].
5.1.9 Validation summary
A simple computational speed test was performed by running the same simulation (300 keV
electrons onto an aluminium target) with each of the four EM packages enabled. The
EM Standard package was found to be nearly 25% faster than Penelope and EM Standard op-
tion 3, as expected, while Livermore was ∼5% slower than these two. For the HMRM project,
with its small geometry and relatively low energy particles, these differences in speed are not
considered significant.
The Penelope low energy EM package has been identified as more accurate than the EM
Standard package in several comparisons with experimental data. Furthermore, a production
cut of 10 µm and a range factor of FR = 0.01 have been selected as most appropriate for the
simulation of energy deposits in thin layers.
5.2 HMRM orbit simulations
Although Geant4 simulations produce accurate predictions of energy deposits in the monitor
sensors, these are treated as independent events; typically, Monte Carlo simulations do not
consider the distribution in time. This means that the basic modelled response is indepen-
dent of the flux magnitude, whereas effects such as pile-up are expected to affect the real
monitor.
Operation in orbit is characterised by transient changes in flux and energy spectra as the
spacecraft moves through the Earth’s magnetic field — more detailed simulations are therefore
required which involve time-dependent effects. These will help determine whether the planned
exposure and integration times are suitable, given that a modelled flux may be assumed for
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a particular orbit. This also provides a simulated test of the electronic shuttering system
algorithm and generates realistic output data to be used for analysis testing.
Electron and proton time-dependent energy spectra in the reference orbits have been obtained
from the AE-8 and AP-8 models [7, 6]. These provide estimates of the omnidirectional flux
due to magnetospherically trapped particles; other species and flux components (such as SEP
events) will be added in future work. The simulation procedure for each HMRM readout
frame is:
1. Fold the monitor response functions with the instantaneous incident spectra.
2. Monte Carlo sample the resulting distributions to obtain event energy deposits (com-
bining if necessary to model a pile-up event).
3. Apply the monitor response model to obtain the digital pixel values (including random
noise).
4. Execute the HMRM physics algorithm.
The particle spectra are currently applied as isotropic fluxes, although the monitor response
functions are unidirectional and therefore allow future extension to anisotropic flux mod-
els.
Example results from the simulation of 100 minutes in reference orbit A (a 700 km altitude
SSO at 98◦ inclination) are presented below. The incident integral fluxes for electrons and
protons in this orbit are shown in Fig. 5.15.
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Figure 5.15: The omnidirectional integral fluxes for electron energies above 40 keV
and proton energies above 1 MeV in reference orbit A, according to the AP-8/AE-8
models.
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Reference orbit A: count rate and shuttering
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Figure 5.16: Simulation results for reference orbit A, a 700 km SSO. The graphs
show measured count rate, empty frame rate (readout frames where no particle hit
is detected), pile-up probability and the electronic shutter index, which controls
the charge integration time per exposure frame. This is shown for approximately
one orbit.
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Reference orbit A: dose rates
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Figure 5.17: Simulation results for reference orbit A, a 700 km SSO. The graphs
show the measured ionising dose rate in each of the four HMRM sensors as a
function of time: approximately one orbit is shown.
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Figure 5.16 shows five large peaks in the measured count rate: these correspond to passages
through the SAA (after ∼20 minutes), the southern polar horn (at 32 mins and 47 mins)
and the northern polar horn (78 mins, 95 mins). This figure also shows that the shuttering
algorithm is effective in maintaining pile-up between the chosen limits of 0.5% and 5%. This
is important because particle misidentification (defined as allocations not quantified by the
response functions) will be at least as large as the pile-up rate.
Shuttering (reduction of sensor charge integration period) is also required to ensure that the
simple total particle count rate measurement remains accurate in high flux environments.
This is illustrated in Fig. 5.18, which compares the true simulated rate with that measured
by the monitor algorithm, showing how the error is reduced when the shutter changes to a
shorter exposure time in an increasing flux.
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Figure 5.18: Left: comparison of the count rate measured by the HMRM algorithm
with the ‘true’ simulated rate. Right: fractional difference between these rate
values in an increasing flux (up to fluxes in excess of 107 cm−2 s−1), showing the
effect of shuttering.
Integration of the four sensor dose rates in Fig. 5.17 predicts total ionising doses (TIDs) for
this 100 minute period of 658, 313, 8.6 and 3.6 mGy for S1–4, respectively. These doses are
absorbed in the surface pixel sensor regions of the ASICs (28 µg of silicon); however, other
regions of the ASICs will also experience a similar exposure. Note that this is a worst case
orbit, having been selected to pass through the most intense portion of the SAA (whereas the
SAA is only encountered in ∼25% of these orbits).
Reference orbit A: event identification count rates
Figure 5.19 shows the count rate measured for four identification channels. The ID table used
for this simulation is provided in Appendix E and differs from the optimised table presented
in Chapter 4. Channels 9 and 22 detect MIPs (energy deposits of ∼1.5–10 keV), with little
species discrimination. Channel 18 shows high detection efficiency for electrons and also peaks
in the polar horns and SAA.
Channel 15, however, is associated with low energy hadrons (in this case, only protons are
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Figure 5.19: Simulated event
identification count rates for
four ID table channels in ref-
erence orbit A.
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Figure 5.20: Simulated event
identification counts in all
channels for two consecutive
14 minute periods in orbit A.
simulated) and shows significant counts only in the SAA — proton flux is negligible in the
polar horns. This channel selects events with large deposits (∼100 keV) on sensor 1 only.
Protons of low energies are especially damaging to solar cells, making this a useful channel
despite its low count rate (high species purity has been obtained at the expense of detection
efficiency).
Figure 5.20 provides the total channel counts for two consecutive 14 minute acquisition peri-
ods. The changing particle energy spectra lead to changes in channel counts which may be
used to trigger alerts to the host spacecraft. These data are also used as the input to the
oﬄine (executed in ground segment) spectrum reconstruction methods which are discussed
in Chapter 6.
5.3 Simulated charge sharing investigation
A conceptual model of an active pixel sensor is shown in cross-section in Fig. 5.21. Energy
deposition results in the creation of electron-hole pairs which move through the epitaxial layer
both in response to electric field and due to thermal diffusion. Charge collection, however,
takes place only in the depletion region under the n-well collection diodes. Radiation interac-
tions in the region between diodes will therefore generally result in partial collection by more
than one diode and possible loss of charge. Due to this charge sharing between pixels, the
single-pixel spectrum will not match the radiation energy deposit spectrum.
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Figure 5.21: Simplified conceptual diagram of a cross-section through a CMOS
active pixel sensor (not to scale), with typical layer thicknesses indicated. The
epitaxial layer and substrate are shown, together with a charge collection diode
and NMOS and PMOS transistors [92].
Assuming negligible charge loss and a large measurement resolution per pixel, the total event
deposit may be recovered by summation of pixel ‘clusters’ (groups of adjacent pixels with
non-zero signal). The cluster spectrum should thus reproduce the energy spectrum of the
absorbed radiation. However, this cluster summing may be imperfect in monitors with lim-
ited resolution per pixel, such as the HMRM. A prediction of the effect of the charge sharing
between pixels is therefore a desirable part of the device response model. Simulations pre-
sented in this section are preliminary only and are not yet intended to provide a quantitative
description of the HMRM sensors.
5.3.1 Sensor layout
As illustrated in Fig. 5.21, a lightly p-doped epitaxial layer, which may be up to 20 µm in
thickness, is situated between the substrate and surface process layers. Particle ionising energy
losses in the epitaxial layer generate electron-hole pairs, constituting the detected signal,
although interactions in the upper region of the substrate may also contribute. The surface
layers consist of metal circuit tracks, silicon dioxide insulation and passivation layers.
The substrate is more heavily doped than the epitaxial layer, forming a potential barrier that
confines signal electrons to the latter. NMOS transistors are located in p+ wells formed in
the first few micrometres of the epitaxial layer, also creating a confinement potential. Most
of the epitaxial layer is not depleted and is free of electric field [136], thus the charge carriers
move predominantly by thermal diffusion. Collection occurs in the small depletion region
immediately surrounding the diode n-wells.
PMOS transistors cannot be implemented in the normal way (shown in Fig. 5.21) since the
necessary n-well will also collect charge, preventing it from appearing as signal. One possible
remedy for this is to create a deep p-well implant below the PMOS transistor. This shields
the n-well from the epitaxial layer, reinstating the potential barrier. This results in efficient
charge collection at the diode while allowing true CMOS electronics within the pixel. One
such example of this strategy is the INMAPS process [137].
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The HMRM APS uses a 12 µm thick epitaxial layer, in a 0.18 µm process with up to six
metal circuit layers. Versions have been created with low and high (>1 kΩ cm) resistivity
substrates for further exploration of performance.
5.3.2 Diffusion model
It is proposed that the charge spreading process be modelled as the diffusion of a single
fluid through the epitaxial layer. Pixel diodes should act as a sink for this fluid, where the
output signal is assumed to be proportional to the total charge sunk during the integration
time.
By simulating the diffusion and collection for different radiation interaction locations, to-
tal event energy deposits (which may be obtained through Monte Carlo simulation) can be
‘pixellated’ into a set of pixel charge signals. For added realism, each pixel signal should have
a randomly sampled noise charge added — this also includes pixels that do not collect the
particle-induced charge (noise-only pixels). This process allows the conversion of an energy
deposit spectrum into a predicted pixel spectrum.
A simple diffusion equation [138] may be written as:
∂ρ
∂t
+∇ · ~u = βρ+ γ, (5.1)
where ρ is the charge density, t is time and ~u is the current density. The source/sink term
βρ+γ contains two constants, either or both of which may be zero. Assuming that the medium
is isotropic, homogeneous and linear, the charge and current densities may be related by a
constant diffusion coefficient, α, according to:
~u = −α∇ρ. (5.2)
The simplest model for the sensor is to assume a single medium for the epitaxial layer, where
the source/sink term is zero, through which charge may diffuse. Diodes are represented by
a periodic array of subregions where there is a non-zero sink and charge is removed from
the geometry. Initially, a cloud of charge (the particle interaction point) exists at a chosen
location, with the charge density made zero everywhere else. Spatial boundary conditions
define the charge density to be zero at large distances from the interaction point at all times.
Furthermore, charge is assumed to be conserved and ρ ≥ 0 always.
5.3.3 Computational solution
Equation 5.1 may be integrated to obtain the charge density throughout the array as a function
of time and hence deduce the fraction collected in each diode. However, analytical solution of
this equation is a challenging task even for such a simple geometry. Instead, a computational
approach was followed and the equation was solved using the Partial Differential Equation
Toolbox of the MATLAB numerical computing environment [139]. This software allows the
solution of time-dependent partial differential equations in two spatial dimensions using the
finite element method. The user must describe the geometry of the problem using simple
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shapes and assign numerical coefficients (diffusion, sink, etc.) to these different regions. The
software then assigns a triangular mesh over the geometry, which may be later optimised if
necessary. The solution, ρ, is approximated as a piecewise linear function over the nodes of
this mesh.
Solution with this software requires that the problem be represented in two dimensions (2-D).
This was judged to be an acceptable simplification because the pixel features, such as the
diode array, are largely two dimensional as they are situated on the thin process layers near
the sensor surface. As described in Section 5.3.1, charge is confined by a potential well to
the continuous epitaxial layer which extends across the whole sensor. Lateral diffusion, over
anticipated distances of up to 30 µm, is thus assumed more important than vertical diffusion
(over the 12 µm depth of the epitaxial layer). This expected diffusion distance, obtained from
studies of similar devices [88], indicates that a simulation of nine pixels, in a 3Ö3 grid, may
be sufficient.
Within the solution toolbox, boundary conditions may be specified in two ways: Dirichlet
and Neumann, which are shown in Equations 5.3 and 5.4 respectively. In these equations, a,
b and c are constants to be specified at the boundary.
ρ = a, (5.3)
nˆ · (a∇ρ) + bρ = c. (5.4)
Since only a small portion of the pixel array is simulated, the solution is required to behave
at the boundary as if the geometry continued outwards. This cannot be achieved with the
restrictive boundary conditions provided by Equations 5.3 and 5.4.
Neumann boundary conditions on a small grid are often used in charge sharing investigations,
inadvertently causing reflection of charge back into the geometry and an overestimation of
the collection efficiency. One proposed remedy [140] is to surround the geometry with a
region of strong sink coefficient which consumes any charge reaching the boundary, preventing
reflection. However, this is also imperfect because the modification of the charge density will
propagate back to the central region and lead to underestimation of the charge collected.
Instead, a large grid of 9Ö9 pixels was simulated, with the charge density constrained to be
zero at the outer boundary. This array was found to be large enough to prevent significant
charge density reaching the outer boundary during the simulation time, thus making the
boundary conditions less important.
Initial charge deposits were located within the central pixel and only the central set of nine
pixels were used for data collection. The arrangement of these nine pixels is shown in Fig. 5.22,
together with the initial locations of 36 simulated charge deposits. The diodes are modelled
as a central square area in each pixel, with the surrounding region representing the epitaxial
layer. The whole geometry is defined by three free parameters:
1. The diffusion coefficient, α. This applies to both the epitaxial layer and the diodes.
2. The sink term, βρ + γ. This applies to the diode areas only. Initially, β was chosen
to be zero, thus giving a constant charge sink rate per unit area. However, this allowed
the charge density to become negative, which cannot be prevented within the software
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environment. As an ad hoc solution, γ = 0 was instead chosen, resulting in a single sink
parameter, β. Thus the sink rate becomes negligible as ρ approaches zero, preventing
negative charge density.
3. The diode width. This is an effective width and so cannot be assumed equal to the
actual diode size.
Note also that no boundary conditions or constraints were imposed at the diode and pixel
borders (since no physical boundary exists).
Figure 5.22: Central portion of the charge diffusion simulation geometry, showing
nine pixels (the full grid consists of 81 pixels). Pixel diodes are indicated by
shaded regions. Thirty-six separate simulations were run, each with initial charge
located at one of the points indicated in the central pixel. Borders between pixels
are indicated for clarity, although no boundary is simulated at these positions.
Initially, the charge sharing model is to be used to predict the qualitative features of the pixel
spectrum resulting from an exposure to a soft X-ray source, with a photon energy of 5.9 keV.
At this energy, the interaction and ionisation process for each event is expected to occur
in a small volume of order 1 µm3 (based on the mean range in silicon of the photoelectron
produced). The charge cloud from the particle interaction is therefore modelled as a two-
dimensional Gaussian distribution with standard deviation width of 1 µm, centred at the hit
point. This spot is scaled to give a total integral of 1616 electrons.
The MATLAB software provides the charge density solution at the mesh grid points through-
out the geometry as a function of time. This must be numerically integrated over the diode
boundaries to find the net current into each diode at each point in time. Using the integral
of this function, together with the charge present within the diode area at the start and
end times, the total collected charge was calculated. A total simulated time of 5 µs was
allowed, although all nine central diodes reached a steady state after approximately 2 µs in
all cases. One such simulation requires a computation time of ∼10 minutes on a personal
computer.
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5.3.4 Choice of simulation parameters
The diffusion coefficient may be related to the charge carrier mobility, µ, by the following
equation [141]:
α =
µkT
q
, (5.5)
where q is the carrier charge, k the Boltzmann constant and T the absolute temperature.
Using a value of µ = 0.14 m2 V−1 s−1 for the electron mobility in intrinsic silicon [142] at
room temperature (T = 298 K), this predicts that α = 36 cm2 s−1.
Using the results of preliminary simulations, β and the diode size were adjusted in order to
reproduce approximate characteristics which have been reported for similar sensor designs.
These include a charge collection time of order 100 ns [88], and a central pixel collection
fraction of 25% to 50% [143]. This was rapidly achieved with a choice of β = 102 µs−1 and
a diode effective width of 5 µm (slightly larger than the actual physical dimension of 3 µm);
further tuning has not yet been attempted.
5.3.5 Charge sharing response function
Examples of the simulation results for a single hit point at coordinates of (4.3, 5.7) µm are
shown in Figs. 5.23 and 5.24. Figure 5.23 shows the calculated net current flowing into the
diode located at (−20, 20) µm as a function of time, together with the cumulative integral of
this function. This shows that, with this choice of parameters and deposit location, most of
the signal is collected in less than 1 µs.
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Figure 5.23: Simulated inward net current (left) and cumulative charge collected
(right) for the diode at (−20, 20) µm as a function of time. A charge of 1616 e−
was released at (4.3, 5.7) µm at zero time.
Fig. 5.24 shows in bar chart form the charge collected in each of the central nine diodes for
this simulation, expressed as a fraction of the initial charge present (1616 electrons). These
values were taken after a simulated period of 5 µs.
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 Figure 5.24: The charge fraction collected by the nine test diodes after a period
of 5 µs. A charge of 1616 electrons was initially located at (4.3, 5.7) µm.
The simulation and calculation process was carried out a total of thirty-six times, using the
initial deposit locations shown in Fig. 5.22. For each location, the charge share obtained
by each of the nine diodes was determined. Due to the symmetry of the array, the results
for this one-eighth portion of the pixel may be reflected and duplicated to cover the entire
central pixel. Thus the charge share collected by all nine surrounding pixels is known for
any hit location (after linearly interpolating between the locations tested). These data have
been used to construct the basic response function shown in Fig. 5.25. This gives the charge
fraction collected by a diode as a function of the hit location relative to that diode and is
shown over a 60Ö60 µm2 area, corresponding to a 3Ö3 pixel group.
Figure 5.26 shows the total charge collected by the nine diodes closest to the initial deposit
point, as a function of hit position inside the central pixel. Note that little attempt has been
made to tune the parameters at this stage, and the true peak value of this function for the
HMRM sensor may be greater than the ∼ 80% shown. This function shows a central peak
surrounded by a broad plateau at values of approximately 0.72, with minima at each pixel
corner. These features are due to the square pixel grid layout and the inter-diode spacings
that result from this pattern.
The charge collection time has been assumed small compared to the total exposure time of
one readout frame (100 µs). This means that charge collection is likely to be complete when
the pixels are read, with only a small probability of the collection being interrupted by the
readout. Figure 5.27 confirms this assumption, showing that the majority of the pixel’s charge
is collected in under 1 µs at all hit points.
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Figure 5.25: Charge sharing response function, showing the fractional charge col-
lected by a single pixel diode. This is shown for hits occurring anywhere within a
3Ö3 pixel grid centred on the test diode.
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tional charge collected by the
nine diode grid (as a function
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Figure 5.27: The time taken
for a diode to collect 95% of
its long-term charge (as a func-
tion of hit location within a
3Ö3 pixel grid).
5.3.6 Implementation: 5.9 keV X-ray pixel spectrum
The results obtained in the previous section have been applied to the detection of 5.9 keV
photons; this is one of the X-ray energies emitted by the decay of the 55Fe isotope and is
frequently used for sensor calibration. Two results are sought: the single pixel spectrum and
the ‘charge sharing noise’. The former provides a qualitative prediction for the appearance
of a 55Fe calibration spectrum for a pixel sensor, including any spectrum peaks or features.
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The latter quantity is defined as the standard deviation of the cluster sum distribution for
a constant input signal (photon energy), when charge diffusion is the only source of signal
variance. This may be compared with other noise sources (e.g. thermal, Fano, shot), obtained
from separate considerations, to assess the importance of charge sharing in determining the
overall sensor performance.
As previously discussed, the whole photon energy is expected to be deposited in a small
volume at each interaction point, which occur randomly over the sensor array and at all
depths in the epitaxial layer. A significant disadvantage of 2-D simulation is the inability
to account for absorption at these different depths. Hits in the third (depth) dimension can
occur at increasing distances from a given diode without being nearer to other diodes, unlike
the situation in a 2-D geometry. This fundamental difference will affect the pixel spectrum,
although the size of this discrepancy is currently unclear.
A further consequence of photon exposure is the occasional complete collection of an event by
a single diode, assumed to occur when the photon interacts inside the N-well diode depletion
region. Since the charge in this case is not collected by diffusion, these events are not described
by this model. Instead, these may be included by assuming a simple cross-section for this
interaction and adding the corresponding number of full-energy pixel signals (plus noise) to
the final spectrum. This has been estimated to affect ∼0.1% of the interacting photons [88]. If
included, this direct absorption probability constitutes a fourth parameter of the model.
The charge sharing response model consists of the following steps for each primary energy
deposit value:
1. Convert the energy deposit, Edep, into ionisation charge: Q = Edep/W , withW = 3.65 eV.
2. Randomly sample a hit location within the arbitrary ‘central’ pixel.
3. Using the hit location, allocate a charge share to each of the nine nearest pixels according
to the function shown in Fig. 5.25.
4. Add a randomly sampled, uncorrelated, Gaussian-distributed noise value to each pixel
charge share.
5. Generate an appropriate proportion of noise-only pixels (according to the expected
photon flux and sensor area).
6. If required, generate a number of full-energy pixels according to the direct-absorption
probability (and add noise).
7. Combine all of the resulting pixel values into a single probability distribution.
This process makes several simplifications, including the neglection of cluster pileup (two
or more 3Ö3 regions overlapping), hits near the array border or near defective pixels, and
hits occurring within 1 µs of the end of each exposure time. Note that although the dif-
fusion simulation itself is deterministic, the hit location and added noise are Monte Carlo
sampled.
135
101 102 103
100
101
102
103
104
Pixel charge / e−
Fr
eq
ue
nc
y 
de
ns
ity
Figure 5.28: Distribution of pixel charge shares simulated with incident 5.9 keV
photons (modelled as a constant 1616 e− initial charge). Pixel noise has not been
added.
The result of step 3, the ‘pixellation’ stage, is shown in Fig. 5.28; four peaks are observed in
this spectrum. The two most probable peaks, at approximately 33 e− and 50 e−, correspond
to charge shares of 2–3%. These occur when a photon is absorbed close to a pixel diode,
meaning that the surrounding eight of the cluster all collect a similar charge share, seen in
Fig. 5.25 to be 0–5%. The double peak arises from the slight difference between the four
corner diodes (collecting less) and the four side diodes (on the x and y axes, collecting more).
Meanwhile, the central pixel in these cases collects up to 50% of the charge, resulting in an
endpoint peak at ∼800 e−.
The peak at ∼300 e− is a result of a further symmetry of the array. This corresponds to the
case where a photon is absorbed near to a pixel corner (equidistant from four diodes) or near
the centre of a pixel edge (equidistant from two diodes). In both cases, the diode group (two
or four) receive similar charge shares of 15–20%, giving a small probability increase at these
values.
Figure 5.29 shows the final result, having simulated 15,000 photon absorptions and 170,000
noise-only pixels. The noise convolution has caused the two low-charge peaks to merge;
however, the other features are still visible. Note that no direct absorption events (diode
hits) were added and so this distribution does not contain a full-energy photopeak.
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Figure 5.29: Distribution of pixel charge shares simulated with incident 5.9 keV
photons after adding a pixel noise of 10 e− RMS. Noise-only pixels have also been
included.
A sensor exposed to 55Fe X-ray emission is predicted to produce a single pixel distribution
similar to Fig. 5.29. In addition, the measured distribution is expected to contain a photopeak
and increased variance due to the other noise sources. These will depend on the individual
sensor and have not been included in order to reveal the contribution due only to the charge
sharing. The simulation parameters may be adjusted to obtain a close fit to experimental
measurements. The model may then be used to determine quantities, such as pixellation
resolution limits or cluster sum ‘noise’, that cannot be measured directly.
Cluster summation
In HMRM radiation monitoring mode, the whole array of pixel values is summed to provide
an estimate of the total energy deposited by a particle. The variance of this reconstructed
sum, for a constant input signal, determines the sensor resolution. This is influenced by many
factors including the pixel noise, charge collection and digitisation system, as well as aspects
of the interaction itself, such as the hit location and particle path. However, this analysis
seeks only the contribution due to charge sharing. Non-cluster pixels are ignored so that only
the nine pixels closest to the interaction point are summed. This leaves incomplete charge
collection and the artificially added pixel noise as the only sources of variance in the simulated
data.
Figure 5.30 shows the distribution of cluster sums from the X-ray photon simulation already
considered. A function fit shows that this distribution has an approximately Gaussian shape,
with a mean collected charge of 1191 e− (74% of the total). The function standard deviation
gives the effective noise inherent in the cluster sum process due to both the individual pixel
noise and the charge sharing.
The added pixel noise, σp, is expected to contribute 9σ2p to the variance of a cluster sum of
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nine pixels. This leaves an effective ‘charge sharing noise’, σc, of:
σc =
√
σ2s − 9σ2p, (5.6)
where σs is the total cluster sum noise. Using the fitted value for σs, the value of σc = 43.8 e−
is obtained for the charge sharing noise. This is greater than the Fano noise for photons of
this energy (∼13 e−) and is expected to be similar in magnitude to the typical thermal and
fixed pattern noise combined.
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Figure 5.30: Distribution of the pixel cluster sums after simulated charge sharing of
5.9 keV photon absorption events (assuming a constant 1616 e− initial ionisation
charge per event). Each event was shared among nine pixels and a randomly
sampled 10 e− RMS equivalent noise charge added to each pixel value.
5.3.7 Charge sharing conclusion
The charge sharing model has predicted an individual pixel spectrum peaking at an interme-
diate value (∼60 e−), in addition to the previously expected noise and full-energy peaks. This
third, ‘charge sharing’ peak has been observed experimentally in other investigations (see, for
example, [144] and [145]), demonstrating that the model has at least qualitative utility.
It should be noted that the numeric results obtained in this section are not expected to apply
exactly to the HMRM. However, an attempt will be made to tune the model parameters
to match measurements taken with the HMRM sensors, although quantitative use may be
limited by the reduction to two dimensions. Future work could investigate a 3-D approach
or use a commercial simulator such as Synopsys’ Sentaurus [146] or Silvaco’s Atlas [147].
These achieve greater accuracy through simulation of the semiconductor doping and electric
field.
Model calibration may also be facilitated using a scanning laser [92] with a spot size of
order 1 µm: this can be used to map the charge sharing response as a function of spot
position. Finally, an extension to the description of charged particle interactions will require
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a different initial charge distribution. High energy particles will cause ionisation along their
path through the epitaxial layer and substrate, with possible secondaries also contributing.
Initial spot and line charges, however, may be sufficient as a first approximation for MIPs
near normal incidence.
5.4 Summary
Comparisons of experimental particle data with results generated by the Geant4 toolkit have
demonstrated that these simulations are generally very accurate. Energy deposits and particle
energy losses in thin and thick material layers are well modelled, with typical discrepancies
which are consistent with experimental uncertainty. Multiple scattering of proton beams and
depth-dose curves of high energy ion beams have also shown excellent agreement. Electron
backscattering simulations show the correct distribution features but have larger errors of
typically ∼10%.
These results confirm that Geant4 Monte Carlo simulations may be relied upon to evaluate
the monitor design and to provide accurate response functions. Validation of the monitor
geometry implementation must still be undertaken by comparing experimental HMRM data
(e.g. from particle beam exposure) with simulation results.
Time-dependent simulations of the monitor in a modelled Earth orbit environment are useful
for the assessment of dynamic effects such as the electronic shuttering algorithm. The suit-
ability of integration period choices and the success of the whole physics algorithm are also
tested in this way. The generated data packets may be used as inputs to test post-processing
analysis methods, such as energy spectrum reconstruction.
Finally, charge diffusion simulations have provided insight into the response characteris-
tics of pixel sensors; further calibration work may allow this model to be applied to the
HMRM.
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Chapter 6
Reconstruction of particle energy
spectra
A complete characterisation of a radiation environment is provided by the energy spectra of
all particle species present. In general, the unidirectional differential spectrum of each species
shows the notional instantaneous mean flux, as a function of energy, direction and time. In
consequence, the spectra may be used to derive information about radiation effects on any
object in that environment.
This chapter explores methods which may be used to convert monitor channel counts into
reconstructed spectra. A popular ‘matrix method’ is first described and tested in various
situations. Several deficiencies in this method, however, lead to a new approach, proposed
in this chapter. Although still in development, preliminary tests of this new algorithm are
presented using modelled HMRM output data.
6.1 The inverse problem
As introduced in Chapter 3, the monitor response functions may be used to predict the
particle counts in each of the 32 monitor channels in a given radiation environment. This is
a simple evaluation of the formula:
µk =
∑
s
∫ T
0
∫
4pi
∫ ∞
0
skα
sfsu dE d~Ω dt, (6.1)
where µk is the mean count expected in channel k in an exposure time T . Here, the response
functions sk (identification efficiency) and α
s (effective area) are unidirectional and require the
unidirectional flux, fsu, to be specified. The sum is over all particle species, where superscript
s indicates species dependence.
Although this forward evaluation is simple, the inverse problem, where the measured counts
(Nk) are provided and the fsu must be found, is more challenging. An additional problem lies
in the fact that the Nk are integer random variables, while Equation 6.1 is stated in terms of
the corresponding underlying mean values, µk. The solution method must therefore contend
with statistical fluctuation in any finite measurement sample.
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6.1.1 Assumptions
A number of simplifying assumptions are introduced in order to make the solution of Equa-
tion 6.1 more tractable — these are used for all analyses presented in this chapter.
1. Flux isotropy. Incident fluxes are assumed isotropic as observed by the monitor,
allowing fluences and response functions to be represented by their omnidirectional
integral values.
2. Particle species. Analysis is limited to electrons and protons only, as the two most
generally abundant species.
3. Response linearity. Monitor channel counts are assumed to be proportional to the
incident fluence. This means that the response functions are independent of the flux
magnitude and that counts are, on average, proportional to exposure time in any con-
stant flux. This is equivalent to assuming that pile-up effects are negligible.
These three assumptions allow Equation 6.1 to be reduced to simple terms for electrons and
protons:
µk = T
∫ ∞
0
Rekf
e
o dE + T
∫ ∞
0
Rpkf
p
o dE, (6.2)
where, for example, Rek is the electron omnidirectional response function for channel k and
fpo is the omnidirectional proton flux; both of these quantities are functions of particle en-
ergy.
6.2 Matrix method
The simplest solution of Equation 6.2 assumes that the incident fluxes, fso , are piecewise
constant over a series of primary particle energy bins. This allows the integrals to be replaced
by sums:
µk = T
me∑
i=1
CeikF
e
i + T
mp∑
j=1
CpjkF
p
j , (6.3)
where:
Csik =
∫ Esi,max
Esi,min
Rsk dE, (6.4)
and:
F si =
∫ Esi,max
Esi,min
f so dE. (6.5)
The flux and response functions are represented by their integrals over discrete energy bins
for each species, of which there are me and mp for electrons and protons, respectively. The
resulting set of linear equations is usually expressed as a matrix equation giving a vector of
mean count rates, ~n, having normalised for the exposure time:
~n = C ~F , (6.6)
where ~F is a vector of integrated fluxes, each given by Equation 6.5. The response matrix C,
of size P by (me + mp), where P is the number of monitor channels, is independent of flux
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and is characteristic of the monitor itself. Note that the two species have been combined into
a single set of simultaneous equations.
This ‘matrix method’ is extremely common in radiation monitor analyses (see, for exam-
ple, [148, 149, 150, 151]). However, this matrix notation is not especially useful since the
inverse matrix solution cannot, in general, be used. This is partly because an inverse of C
does not usually exist but is also because measured count rates are used as inputs, rather
than the true population means. Therefore, each linear equation contains a random error,
necessitating a fitting procedure to find the ~F that best agrees with the data.
Fitting is usually achieved via the method of least squares, with weightings indicating the
variance of the measured channel counts. In this case, the weighted least squares parameter,
χ2, for which a minimum is sought, is given by:
χ2 =
P∑
k=1
(Nk − µˆk)2
µˆk
, (6.7)
where it is assumed that the channel counts are Poisson distributed and that the count
predictions, µˆk, are large (note that χ2 is undefined if any channel is predicted to contain
zero count). There are a total of P monitor channels: for the HMRM, P = 32. Extensions
to prevent negative fluxes are also possible [150]; note, however, that these alterations to the
basic least squares procedure mean that the problem is no longer linear. Even this simple
spectrum model requires the use of more complex non-linear optimisation routines to search
for the function minimum.
A possible alternative to least squares is to use a maximum likelihood estimate as the fitting
objective function [152]. This may be especially useful as it allows explicitly for the statistics
of small count samples, including channels with zero counts. For example, assuming a simple
Poisson probability model for each channel count, the negative log-likelihood parameter is
given by:
− lnL =
P∑
k=1
[µˆk −Nk ln µˆk + lnNk!] . (6.8)
6.2.1 Test implementation
Performance of the matrix method is tested in this section using a simplified HMRM modelling
procedure, where Geant4-derived energy deposit data are used directly in the ID table look-up
for allocation to a monitor channel. This omits the HMRM response model, where the effects
of sensor noise and pixellation are added. The results are therefore idealised and correspond
to the situation where the sensors are perfect detecting devices; this is sufficient to investigate
the most salient aspects of the spectrum reconstruction process. The modelled channel counts
are used to reconstruct the proton and electron spectra in a weighted least squares fit.
An example of a set of channel counts is shown in Fig. 6.1, obtained using a simulated E−1
differential energy spectrum for each species and the ID look-up table presented in Chapter 3.
The total generated particle fluences were 3.5Ö106 cm−2 over the range 0.04–6.0 MeV for
electrons and 8.7Ö104 cm−2 over the range 1.0–500 MeV for protons, resulting in a total of
8400 electron counts and 600 proton counts.
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Figure 6.1: HMRM channel counts allocated in response to a simulated flux of
protons and electrons with E−1 differential energy spectra (the total fluences
generated were 8.7Ö104 cm−2 for protons and 3.5Ö106 cm−2 for electrons).
Further sets of counts were randomly sampled, using the same equivalent exposure, and
each set was used in a separate reconstruction of the particle energy spectra. For each
reconstruction, the energy bin edges were chosen to be geometrically spaced with five bins for
each species. The resulting spread of reconstructions is shown in Figs. 6.2 and 6.3 together
with the simulated spectrum functions.
Also shown in these figures is the mean number of counts of each species as a function of
primary energy. The reconstructed spectra are deconvolutions of this count spectrum so that
particular features do not correspond directly between the two functions. However, small
numbers of input counts across an extended part of a species energy range generally translate
into greater uncertainty in the reconstructed spectrum over the same range, indicated by the
greater spread in the reconstructions. While this uncertainty is mostly due to the greater frac-
tional variance of small counts, an additional problem is the reduced particle discrimination
over certain energy ranges, or between species, as discussed in Chapter 3.
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Figure 6.2: Matrix method spectrum reconstruction results for electrons, using
an incident mixed fluence of 8.7Ö104 cm−2 protons and 3.5Ö106 cm−2 electrons.
The results from ten separate data samples are shown, each using five primary
energy bins. The lower panel shows the true number of counts as a function of
energy.
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Figure 6.3: Matrix method spectrum reconstruction results for protons, using an
incident mixed fluence of 8.7Ö104 cm−2 protons and 3.5Ö106 cm−2 electrons. The
results from ten separate data samples are shown, each using five primary energy
bins. The lower panel shows the true number of counts as a function of energy.
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6.2.2 Size of the data sample
The amount of data required for successful spectrum reconstruction is an important consider-
ation due to its influence on the channel count variance. This requirement will depend partly
on the spectrum shape, although the general dependence is investigated here using different
integrated fluences of E−1 spectra. This is approximately equivalent to varying the monitor
exposure time before reconstruction is attempted. This cannot be extended arbitrarily due
to time variation of the flux and movement of the spacecraft in orbit.
Figure 6.4 shows reconstruction results using fluences that are 30 times greater than those
used for Figs. 6.2 and 6.3, while Fig. 6.5 shows the results from fluences 30 times smaller.
There is a clear change in the reconstruction ability, with increased uncertainty spread for
the lower fluences.
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Figure 6.4: Matrix method spectrum reconstruction results for electrons (left)
and protons (right), using an incident mixed fluence of 2.6Ö106 cm−2 protons and
1.1Ö108 cm−2 electrons. Ten sample reconstructions are shown, each using five
primary energy bins per species.
The RMS difference between the true spectra and the fit result provides a figure of merit
for the reconstruction (this RMS error should not be confused with the least squares fitting
parameter, defined in Equation 6.7). This quantity is shown as a function of the total input
channel counts in Fig. 6.6, having maintained a constant fluence ratio between the two species
and a fixed number of energy bins (twelve per species) throughout. This graph shows that
the reconstruction quality follows the usual N−
1
2 dependence, and is thus expected to display
a T−
1
2 dependence on exposure time, assuming a constant incident flux.
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Figure 6.5: Matrix method spectrum reconstruction results for electrons (left)
and protons (right), using an incident mixed fluence of 2.9Ö103 cm−2 protons and
1.2Ö105 cm−2 electrons. Ten sample reconstructions are shown, each using five
primary energy bins per species.
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Figure 6.6: Combined fractional RMS errors for proton and electron E−1 spec-
tra reconstructed using varying quantities of input count data. The dashed line
indicates a power law function with index equal to − 12 .
6.2.3 Species flux ratio
A further concern is the extent to which each species’ energy spectrum can be reconstructed in
a mixed species environment. This is especially important in Earth orbit, where electron fluxes
may outnumber protons by many orders of magnitude. Figure 6.7 shows the combined and
separate RMS errors of the electron and proton spectra in E−1 particle fluences of varying
relative amplitude. This is shown as a function of the electron/proton count ratio while
maintaining a constant overall total number of counts. It is also shown as a function of total
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proton count in the presence of a constant electron count (in which case the total number
of counts changes). These graphs confirm that, for these spectra and choice of ID table,
the best results are achieved with approximately equal numbers of counts. Meanwhile, the
reconstruction of one species can be improved by increasing the number of its counts, although
this generally comes at the expense of the other species’ reconstruction.
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Figure 6.7: Fractional RMS errors for E−1 energy spectra reconstructed using
varying quantities of input count data. Left: error as a function of electron/proton
count ratio, while maintaining a total of 105 counts. Right: error as a function
of the total proton count with a constant 5Ö103 electron count (vertical dotted
line).
6.2.4 Number of spectrum energy bins
The number and size of the spectrum primary energy bins are important choices within the
matrix spectrum reconstruction method. A large number of bins promises a better agreement
with the true spectrum and a higher-resolution response matrix. However, the fixed number
of input data (32 channel counts) implies a maximum number of allowed free parameters
before the problem becomes under-determined.
The best fit flux for some spectrum energy bins, in low fluences, may be a negative value
due to statistical fluctuations. As well as being unphysical, this has the general consequence
of causing a compensatory increase in the amplitude of the adjacent bins, appearing as an
oscillatory pattern. Non-negative least squares fitting algorithms, although preventing a neg-
ative flux, cannot fully solve this problem as the fitted fluxes may still vary by many orders
of magnitude.
Oscillation is interpreted as indicating that the problem is under-determined and that the
number of spectrum energy bins is too large for the available input data. This may either
be due to small particle counts or insufficient differences in monitor response between these
energy bins. In these situations, the fit may be attempted with fewer bins, maximising both
the counts per bin and the differences between the monitor response matrix elements.
However, in reducing the number of bins the piecewise constant function model becomes
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an increasingly poor fit to real spectra. This is demonstrated by a simulated exposure in
the modelled mean radiation environment of reference orbit E, a 35,786 km geostationary
orbit. Figures 6.9 and 6.10 show ten repeated reconstructions using six and three bins per
species, respectively. The input data sample corresponds to a short exposure of 110 s in orbit
(assuming the monitor electronic shutter limits the frame exposure to the 3.125 µs minimum);
the channel counts are shown in Fig. 6.8.
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Figure 6.8: HMRM channel counts allocated in response to a 110 s simulated
exposure to the mean radiation environment of reference orbit E.
Using six energy bins, an excellent result is obtained for electrons at energies up to 0.5 MeV.
However, the fourth and sixth bins have negative or zero values, while the fifth bin has a
greater amplitude to compensate. The proton result is poor, with a large spread of results at
low energy (1–3 MeV) and extreme oscillation at higher energies.
In contrast, the reconstructions with three bins (Fig. 6.10) show less variation but remain
generally inaccurate. The proton and high energy electron spectra show rapid changes with
energy that cannot be represented accurately by a piecewise constant model.
6.2.5 Limitations of the matrix method
Despite some success, the matrix method has a number of disadvantages. The limitation
of the number of spectrum energy bins leads unavoidably to limited resolution. However,
the piecewise constant model also restricts the range of functions that can be fit effectively.
This also introduces discontinuities (undershoot/overshoot) at the bin edges, giving a poor
fit to real spectra which are assumed to be generally continuous functions of energy. These
problems are compounded by the loss of resolution in the response functions due to integration
(Equation 6.4) when formulating the response matrix. In this way, the spectrum model forces
the assumption of a constant monitor response over each energy bin whereas, as discussed in
Chapter 3, the response functions actually vary rapidly with particle energy.
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Figure 6.9: Matrix method spectrum reconstruction result for electrons (left) and
protons (right) for a 110 s simulated exposure in reference orbit E using six energy
bins per species.
6.3 New method
A new method of spectrum reconstruction is proposed here to address some of the disad-
vantages of the matrix method. The overall procedure consists of many elements, some of
which may allow several possible implementation methods. A full exploration of all of these
possibilities has not yet been undertaken.
In common with the non-linear versions of the matrix method, this new method is solved
through iteration. Electron and proton trial spectra are folded with the monitor response
functions to produce a set of predicted channel counts, which are compared with the actual
HMRM data. The spectra are then modified and the process repeated until an optimal
reproduction of the measured data is obtained.
6.3.1 High resolution response functions
Central to the new method is the preservation of the full monitor response function resolution,
typically with the order of 100 energy bins per species. This is achieved by assuming that
each spectrum is a continuous function of particle energy and may be modelled as a piecewise
continuous power law.
N free parameters are interpreted as a set of flux ‘nodes’ at predetermined energy values.
These are interpolated by (N−1) fully-determined power law function segments to produce a
trial spectrum. This spectrum is then used to modulate the response function, which may be
of arbitrarily high resolution, to produce a set of channel count rate estimates (the ‘folding’
process). This is illustrated in Fig. 6.11 compared to the analogous procedure for the matrix
method; in both cases the spectra are modelled using the same number of free parameters
(four matrix bins or four flux nodes). In addition to allowing a greater response function
resolution, it is proposed that this new model provides a better fit to real spectra.
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Figure 6.10: Matrix method spectrum reconstruction result for electrons (left)
and protons (right) for a 110 s simulated exposure in reference orbit E using three
energy bins per species.
Spline interpolation
The change from a constant flux model to a linear dependence per energy bin (on a logarithmic
scale) corresponds to an increase in polynomial order. It is appealing to increase the order
further still and use continuous spline interpolation. However, two additional free parameters
would then be required to constrain the endpoint gradients. In addition, splines often exhibit
oscillation and overshoot, creating spurious spectral features which are a function of the model
rather than the input data.
6.3.2 Function optimisation
As for the matrix method, the count rate estimates produced by the folding process are
compared with monitor measurements in a least squares or maximum likelihood iterative fit.
Both species must be reconstructed simultaneously since, in general, each monitor channel
may count both species (mixed efficiency) and thus the two trial spectra constitute a combined
hypothesis. In each iteration, evaluation of the objective function is a simple extension of
the forward method. However, the system of optimisation (variation of the trial spectra to
approach the objective, usually a function minimum) is a major determinant of the efficiency
and success of the reconstruction.
The new spectrum model means that the problem is non-linear, requiring more sophisticated
function minimisation routines, a number of which are available for general use. The MAT-
LAB ‘fminsearch’ function, which uses a Nelder-Mead simplex direct search method [153],
has been used for the reconstructions presented in this chapter.
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Figure 6.11: Illustration of the spectrum modelling and response function modu-
lation in the matrix method of reconstruction (left) and the new method (right).
The number of response function bins greatly exceeds the number of spectrum
nodes (free parameters) in the proposed new method, whereas the response is
constrained to be piecewise constant in the matrix method. The true spectrum is
shown as a dashed line (graph axes are shown with logarithmic scales).
6.3.3 Flux limits and parameter scaling
The function minimisation routine cannot be used to control the trial spectrum nodes directly
since any value (including negative values) may be returned. Instead, the following formula
is used to convert each optimiser variable, v, to a spectrum differential flux value, f , within
a limited range:
f = exp
[
ln
(
f2
f1
)
atan(v)
pi
+
ln (f1f2)
2
]
, (6.9)
where f1 and f2 are the chosen minimum and maximum differential flux limits. This also
has the effect of producing a geometric change in flux value from a linear change in optimiser
variable. This is particularly effective in this application as spectrum fluxes often vary by
many orders of magnitude, whereas the optimiser function proceeds generally through linear
parameter variations. In the following reconstructions, limits of f1 = 10 cm−2 s−1 MeV−1
and f2 = 1010 cm−2 s−1 MeV−1 have been used.
6.3.4 Node energy sampling
Even if the measured counts equal the mean values expected from the underlying spectra
(random fluctuations are negligible), a perfect reconstruction is not possible, in general, due to
the limited number of nodes. As a result, the objective function minimum does not correspond
to the true spectrum. Instead, the reconstruction obtained is dependent on the choice of
number of nodes and node energy locations. The location of the nodes is therefore a potential
source of bias and may directly influence whether a spectrum feature can be reconstructed.
Multiple reconstructions (using the same input data) with randomly sampled node energies
are used to avoid this bias, typically providing a spread of reconstruction estimates. Note
that this is in contrast to the spread of results presented for the matrix method in Section 6.2,
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where different estimates were obtained using different input data samples.
However, an entirely random selection of node locations across the particle energy ranges may
lead to reconstruction attempts where all the nodes are clustered, giving poor results. Node
sampling has thus been restricted to smaller ‘windows’ of the full energy range. In addition,
the end nodes are fixed at the maximum and minimum energies chosen for reconstruction
(1–500 MeV for protons and 0.05–6 MeV for electrons, where the minima are the approximate
50% particle detection thresholds).
6.3.5 Spectrum averaging and uncertainty
Multiple reconstructions of a single set of input data, using different node locations, pro-
duces a spread of individual spectrum estimates; an average of these constitutes a smoothed
function which may be a better fit to the underlying spectrum. Spectrum averaging may be
achieved through Robust Locally Weighted Regression, a method sometimes used for smooth-
ing scatterplots [154]. In the present application, this procedure is used to create a single best
estimate pair of spectra. These are also piecewise linear power law functions with the same
number of nodes as the constituent spectrum estimates. However, the nodes are placed at
the centres of the energy windows (not random) and each flux value (the ‘smoothed point’)
is assigned through an iterative smoothing of the spectrum estimate coordinates (the ‘input
coordinates’). This procedure is as follows:
1. Each input coordinate is assigned a local weight depending on its proximity in energy
to each smoothed point.
2. The total weighting of each input coordinate is equal to the product of its local weight
and its robust weight (the latter initially equal to the inverse of the objective function
value obtained for that spectrum estimate).
3. Each smoothed point is estimated as the weighted mean of the input coordinates.
4. The robust weights are updated according to the proximity in flux of each input coor-
dinate from the smoothed points.
5. Steps 3 and 4 are repeated, usually converging in ∼3–10 iterations.
The width of the local weighting window is chosen to equal the node spacing. The local and
robust weighting functions are the ‘tricube’ and ‘bisquare’ respectively, given in [154].
Calculation and communication of the fitted spectrum uncertainties are also important con-
siderations. The uncertainty in the fit may be estimated by constructing a confidence interval
for the parameters: for example, this may be given by the RCF inequality [155]. Otherwise,
uncertainties may be estimated (less rapidly) by a Monte Carlo study. An alternative (and
currently unquantified) indication of uncertainty is the spread in the individual reconstruction
estimates.
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6.3.6 Example implementation
Figure 6.12 shows this new method of reconstruction applied to the spectra for reference
orbit E. This example uses the same input data and number of free parameters (six nodes
per species) as the reconstruction presented in Fig. 6.9, allowing a direct comparison with the
matrix method.
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Figure 6.12: New method spectrum reconstruction result for electrons (left) and
protons (right) for a 110 s simulated exposure in reference orbit E using six spec-
trum nodes per species.
The result of each individual spectrum estimate is shown together with the overall smoothed
best estimate. An improved reconstruction is obtained, especially for protons, although it
should be noted that this is a relatively short exposure (resulting in greater uncertainty
at high energies where fluxes are lower). Further reference orbit results are presented in
Section 6.5.
6.4 Reconstruction in the presence of sensor noise
The reconstructions presented above have used randomly sampled event data (sensor energy
deposits) from Geant4 simulations of the full HMRM geometry. However, these deposit values
have then been used directly in the identification algorithm, where each event is counted in one
of the 32 monitor channels. The sensor response model, which includes noise and pixellation
behaviour, has not been included. Both of these effects will generally increase the variance
of the monitor response to any particle type, meaning that spectrum reconstruction fits will
be less well constrained. To investigate this effect, in the absence of a fully calibrated sensor
response model, reconstructions have been undertaken using a simple Gaussian noise model.
Each Geant4 sensor energy deposit has a randomly sampled noise energy added prior to the
ID table look-up and channel allocation.
Figure 6.13 shows how an increasing sensor noise affects the channel counts resulting from
the same input energy deposit data. The change in allocation when a small amount of noise
is first introduced is considerable. In contrast, a further doubling or tripling of the noise
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level leads to smaller fractional changes. Prior to experimental measurements with the sensor
prototypes, the total noise is assumed to be approximately 30 e− per readout (clusters of nine
pixels with 10 e− noise per pixel).
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Figure 6.13: Counts allocated to channels 15–32 in response to a simulated flux
of protons and electrons with E−1 differential energy spectra, after the addition
of different levels of random Gaussian noise.
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Figure 6.14: Fractional spectrum reconstruction error for E−1 spectra after the
addition of different levels of random Gaussian noise to the event data. In the
‘matched’ case, the response functions contained the same noise as added to the
event data; also shown is an example of the ‘mismatched’ case, where the response
functions contained 10 e− noise compared to 30 e− in the event data.
A second feature of Fig. 6.13 is the pattern of count redistribution in the presence of noise.
Independent of the spectrum, the channel 32 count is always significantly increased by an
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increase in sensor noise. This is because the other 31 channels cover only a small portion
of the possible sensor energy deposit combinations, while channel 32 counts all remaining
‘unidentified’ events. Fluctuations are therefore far more likely to result in transfer of counts
from channels 1–31 to channel 32 than the reverse.
Noise must also be added when formulating the response functions. It is initially assumed
that the noise level included in the response functions is exactly equal to that included in
the event data sample. Figure 6.14 shows the RMS reconstruction error for E−1 spectra
when assuming different levels of sensor noise, demonstrating that increased noise produces
a worse reconstruction. Also shown on this plot is the case where the response functions
assumed a noise of 10 e− while a noise of 30 e− was applied to the data. This results in a
worse fit than if the sensor noise were twice as large but correctly described in the response
functions. This illustrates the importance of accurate device modelling for successful spectrum
reconstruction.
6.5 Preliminary reference orbit results
Example reconstructions are provided in this section and in Appendix F for the reference
orbits identified in Chapter 1 as being of particular interest for HMRM operation. In each
case, the reconstruction input data were obtained from a Geant4 simulation of the monitor in
proton and electron fluxes corresponding to the AP-8 and AE-8 model mean omnidirectional
energy spectra for the orbit. Each simulated sensor hit event was identified via the monitor
ID table look-up procedure and allocated to one of the 32 channels. This single sample of
32 counts was used as the input to ten reconstructions (each with different random node
positions), producing multiple spectrum estimates. These were averaged using the procedure
described in Section 6.3.5 to produce best estimate spectra for each orbit.
Although the full sensor response model has not been applied to the data at this preliminary
stage, a random noise of 110 eV (30 e−, as introduced earlier) was added to each sensor
energy deposit prior to the table look-up; this noise is also included in the monitor response
function.
Note that the simulated exposure times used for these examples are short (of order 100 s)
and are approximately equivalent to the integration period of one HMRM extended data
telemetry packet. In normal operation, reconstruction may be performed using accumulated
data from several consecutive packets (or even multiple orbital passes), reducing the statistical
uncertainty. Furthermore, the assumption of mean orbital fluxes provides an especially harsh
test of the reconstruction ability since peak fluxes are at least an order of magnitude greater
than these mean values. This is illustrated by Fig. 6.15 which compares the mean spectra
for orbit A with those occurring at the point of peak integral proton flux in the SAA: both
spectra are significantly increased in amplitude. Figure 6.16 shows that these high fluxes are
expected to persist for several minutes as the spacecraft passes through this region of the
orbit, providing sufficient time for data acquisition.
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Figure 6.15: Comparison of the orbit A mean integral energy spectra for electrons
(left) and protons (right) with the spectra obtained at the point of maximum
proton integral flux (occurring at the SAA).
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Figure 6.16: Total integral fluxes of electrons and protons above selected energies
as a function of time in reference orbit A.
Figures 6.17 and 6.18 show the reconstructions for orbit A: the electron result is good at
low energies, while protons and high energy electrons suffer from low count rates. Peak
fluxes (greater by a factor of ten) would perhaps be a fairer test for this orbit, as proton
fluxes are negligible outside of the SAA. In contrast, Figs. 6.19 and 6.20, the reconstructions
for orbit D, show an excellent result despite an exposure time one quarter of that used for
orbit A. This improvement is due to the increased fluence (by a factor of ∼100) provided
by the harsher environment of this orbit. The reconstructions presented in Appendix F for
the remaining reference orbits show results between these two extremes, giving generally very
good performance.
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6.5.1 Orbit A: 700 km, 98◦ inclination, sun synchronous orbit
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Figure 6.17: Electron spectrum reconstruction for a 950s simulated exposure in
reference orbit A with five spectrum nodes per species.
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Figure 6.18: Proton spectrum reconstruction for a 950 s simulated exposure in
reference orbit A with five spectrum nodes per species.
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6.5.2 Orbit D: 23,222 km, 56◦ inclination, medium Earth orbit
10−1 100
102
104
106
108
O
m
n i
d i
r e
c t
i o
n a
l
d i
f f e
r e
n t
i a
l  f
l u
x  
/  ( c
m−
2  
s−
1  
M
e V
−
1 )
 
 
Reconstructions
Smoothed
Simulated
10−1 100
103
105
107
C o
u n
t  d
e n
s i t
y  
/  M
e V
−
1
Energy / MeV
Figure 6.19: Electron spectrum reconstruction for a 225 s simulated exposure in
reference orbit D with five spectrum nodes per species.
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Figure 6.20: Proton spectrum reconstruction for a 225 s simulated exposure in
reference orbit D with five spectrum nodes per species.
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6.6 Future development
Several aspects of the proposed new method require further development. These include
the quantification of spectrum uncertainty estimates and testing of alternative optimisation
routines. The appropriateness of different numbers of spectrum nodes, especially in relation
to the quantity of data available, should also be addressed.
6.6.1 Method extensions
In addition to development of the reconstruction method (including increasing the efficiency
and effectiveness of the optimisation routine), aspects of the response and simulation model
may be improved to enhance realism. The full sensor response model (describing the pixel
charge sharing and limited digitisation resolution), which was neglected in this chapter, should
be applied to the input data. Furthermore, output data from the orbit simulator (described
in Chapter 4) may be used to assess spectrum reconstruction in a time-dependent radiation
environment. Finally, reassessment of the assumptions stated in Section 6.1.1 should be
considered:
1. Response linearity. A simplified model of pile-up may be introduced by assuming that
these events are always assigned to channel 32 (non-specific event counting), resulting
in the loss of two counts from the other channels. The channel count rate estimates
produced from the trial spectra may be used to estimate the average pile-up rate and
thus move a mean fraction of counts accordingly.
2. Particle species. A third particle (e.g. helium ions) may be introduced, usually in
smaller fluences. This would allow an assessment of the effect on the electron and
proton reconstructions, as well as setting of a sensitivity limit on detection of these
small fluences. This may be a smaller consideration than pile-up, which is expected to
reach ∼10% in some orbits.
3. Flux isotropy. The presence of the Earth’s magnetic field will generally create anisotropy
in orbit. This may be addressed by using a parameterised anisotropy model, such as the
Badhwar-Konradi [156, 11]. Extra information (the spacecraft coordinates and attitude,
or magnetic field measurements) may be used to reduce the number of additional free
parameters required in the fit.
6.6.2 Response function validation
Monitor response functions should be validated experimentally, where possible, as they are
relied upon by all spectrum reconstruction methods. This requires the monitor to be exposed
to a particle source of accurately known energy spectrum, ideally approximately monoener-
getic and of single species, such as a particle beam. Predicted channel counts may then be
compared directly with those measured.
The response function accuracy is dependent on the Geant4 geometry model and the sensor
response model (the Geant4 physics list having been validated satisfactorily in Chapter 4).
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Improvements in these two models may be required to ensure optimal description of the
constructed device, allowing a realistic end-to-end test of the spectrum reconstruction pro-
cess.
6.7 Summary
A reconstruction of the incident particle energy spectra is an attractive goal for radiation
monitoring. This information allows any radiation effect to be deduced through later simula-
tions.
Given accurate monitor response functions, the forward problem of predicting channel counts
in an environment with known spectra is a simple calculation. This can be used to solve the
more difficult inverse problem by iteratively varying a set of trial spectra and comparing the
predicted counts with monitor data. The simple ‘matrix method’ provides a well constrained
model of a piecewise constant spectrum which allows fast solution. This model does not,
however, allow a good fit to real spectra or monitor response functions, which are generally
detailed, continuous functions of energy.
A new spectrum model of a piecewise continuous power law has been proposed to provide a
better fit for the same number of free parameters. Random energy node selection reduces the
implicit bias created when setting up the optimisation problem.
Spectrum reconstruction accuracy is found to increase with larger input data samples, and
reduce with greater sensor noise. Performance is greatly worsened, however, if the response
functions do not match the true sensor behaviour.
Preliminary results show that satisfactory reconstructions can be obtained with exposures of
order 100 s in a varied selection of important Earth orbits. This is despite a large imbalance
in the total flux of electrons and protons.
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Chapter 7
Preliminary testing of the HMRM
active pixel sensors
This chapter presents the results of initial testing of the sensor ASICs following the assembly
of the first HMRM prototype in December 2012. The limited time available for this testing
was due to the targeting of a flight opportunity in 2013 and this work was carried out in
parallel with ASIC probe-testing undertaken by a commercial electronics company.
A pixel signal model is proposed and used to guide the calibration process, allowing the
isolation and measurement of each model parameter. While this work does not constitute
a full calibration of the ASIC, comparator offsets, pixel pedestals and pixel noise have been
measured in relative units with preliminary conversion to equivalent noise charge. These val-
ues have also been used to select comparator trim settings and pixel masks for use in monitor
operation.
7.1 The HMRM ASIC
Each HMRM ASIC incorporates a 50Ö50 APS array with a pixel pitch of 20 µm (sensitive
area of 1 mm2). The pixel circuitry follows a four transistor design, allowing reset noise
reduction via the correlated double sampling method [157]. The pixels are expected to show
approximately 10 electrons RMS equivalent noise charge and a full-well saturation of 19,000
electrons. A photograph of an HMRM ASIC, wirebonded to the monitor PCB, is shown
in Fig. 7.1. Further details were provided in Chapter 3, while the high-level ASIC design
diagram is presented in Appendix B.
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Figure 7.1: Photograph of an HMRM ASIC mounted on the monitor front PCB
section. The 250 µm thick ASIC die measures 10.3 mm by 2.4 mm.
7.1.1 Pixel design
Active pixel sensors are distinguished from the earlier passive pixel sensors (PPS) in their in-
clusion of a buffer or amplifier within each pixel, resulting in improved noise performance [143].
The simplest APS design uses three transistors per pixel (‘3T’), following the general archi-
tecture shown in Fig. 7.2. Here, the sense node D1 is a photodiode or photogate. A reset
pulse applied to the gate of T1 reverse-biases the diode; after removal of the reset signal, a
charge remains due to the diode capacitance. After an integration period, when ionisation
charge is collected by the diode, switch T3 is closed by application of the row select signal.
This allows the diode voltage to be read through the source follower T2, providing a low
output impedance. The source follower load (current sink I) and column select transistor Tc
are external to the pixel (and may be shared by all pixels in a column). Thus, in the 3T
design, the diode is both the charge collecting element and the readout node.
 
 
 
 
 
 
 
Figure 7.2: Simplified circuit diagram of a three transistor (‘3T’) pixel [143]. The
dashed box indicates the components that exist within each pixel, including the
three transistors (T1, T2 and T3) and the photodiode (D1). The current sink (I)
and column select transistor (Tc) may be shared by each column of pixels.
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Figure 7.3: Simplified circuit diagram of a four transistor (‘4T’) pixel [82]. The
transfer transistor (T4) isolates the floating diffusion node (FDN) from the pinned
photodiode (D1). The dashed box indicates the components that exist within each
pixel.
A disadvantage of the 3T design is that, after reset, an unknown, thermally generated noise
voltage is left on the diode. To reduce this noise, many modern CMOS APS designs use a pixel
containing four transistors (‘4T’), as shown in Fig. 7.3. This design typically uses a pinned
photodiode as the charge collector which, when held at the pinning voltage, becomes fully
depleted [82]. During integration, the additional transistor, T4, isolates the diode. Meanwhile,
the region between T4 and T2, known as the floating diffusion node (FDN), is also isolated.
This has capacitance to ground and is charged, via T1, to a voltage higher than the pinning
voltage during the reset process. To read the pixel, the FDN voltage is first sampled through
T2 and T3 as before. Switch T4 is then closed, allowing charge transfer between diode and
FDN. A second reading is then made of the FDN voltage. These two measurements represent
the reset voltage and the exposed voltage, both of which contain the same reset noise. These
may thus be subtracted (either in further pixel circuitry, or externally) to remove this noise,
a technique known as correlated double sampling. The lower capacitance, C, of the floating
diffusion node also results in lower thermal noise (proportional to
√
TC, with T the absolute
temperature) and higher conversion gain.
7.1.2 Pixel readout and digitisation
The HMRM pixels are read out simultaneously (‘snapshot mode’) and digitised in a 3-bit
analogue-to-digital conversion process involving seven comparator levels. Each comparator
level is programmed as a 7-bit threshold setting, allowing customisable, non-linear pixel digiti-
sation schemes. These levels are converted from digital to an analogue voltage on chip.
The comparator level voltage step size increases with level number, L1 to L7, giving progres-
sively larger ranges with lower resolution. Each level voltage is applied to the comparator in
sequence, giving a series of seven output bits. These are converted to the final 3-bit pixel
value by a digital encoder, according to the truth table shown in Table 7.1. The level voltages
must be programmed to be monotonically increasing with level number to ensure that one of
the standard sequences shown in Table 7.1 results. Sequences not listed in this table generate
an undefined 3-bit output value.
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Table 7.1: Truth table for creation of the pixel values by digital encoder. The
result of comparison of the analogue pixel value and each threshold level L1–7 is
shown as a 1 (pixel signal exceeds threshold) or 0 (signal below threshold).
L1 L2 L3 L4 L5 L6 L7
0 0 0 0 0 0 0 000 0
1 0 0 0 0 0 0 001 1
1 1 0 0 0 0 0 010 2
1 1 1 0 0 0 0 011 3
1 1 1 1 0 0 0 100 4
1 1 1 1 1 0 0 101 5
1 1 1 1 1 1 0 110 6
1 1 1 1 1 1 1 111 7
Value
Signal above threshold?
Output code
One comparator is provided for every half-column of 25 pixels; each comparator has an
unknown input offset error, due to unavoidable manufacturing variations, which is assumed
to be constant for any given device. This may be compensated by the application of a
trim voltage programmed as an 8-bit trim value. An extra (51st) column of null pixels was
included to allow convenient readout over the 9-bit bus. This means that there are a total of
102 comparators and 2550 pixels per chip.
In addition to the threshold and trim values, four programmable bias currents are generated on
chip, each of which requires a 6-bit value (default values were provided by the probe-testing).
These bias currents have the following functions:
1. biasCOL loads the output source follower of the pixels.
2. biasSF loads an additional source follower in the pixel analogue readout chain.
3. biasTH biases the digital to analogue conversion for the comparator threshold gener-
ation.
4. biasCOMP biases the digital to analogue conversion for the comparator trim genera-
tion.
The trim, threshold and bias values constitute a full set of programmable parameters for the
ASIC. These values are loaded serially into two shift registers within the ASIC (one register
accepts the trims, the other accepts both the threshold and bias settings) by the HMRM
FPGA.
7.1.3 HMRM ASIC version 1
The first ASIC production run for the HMRM was completed in 2011. However, initial tests
indicated that the bias/threshold shift register was not fully functioning, preventing values
from being loaded reliably. This meant that this initial device version could not be used; after
modification of the design, a second version was produced in 2012. This second ASIC version
is the subject of the characterisation work presented here.
164
7.2 Sensor noise and signal model
The calibration of any sensor involves the determination of the relationship between the
output signal and the physical quantity being measured. In this instance, from an electronics
perspective, the desired quantity is the charge collected by each pixel diode, whereas the
output signal is a voltage (which is further abstracted by digitisation, as previously discussed).
Without calibration, this output voltage or digital value is physically meaningless as a measure
of radiation interactions.
As well as finding the transfer function relating charge input and signal output, the calibration
should quantify the variability of the output signal experienced with a constant input. This
variation is generally referred to as noise and, for the HMRM, it is modelled as having three
main components: fixed pattern noise, dark noise, and interaction noise. Note that the word
‘signal’ is used here to refer to any analogue value from the pixel and is not used to exclude
the unwanted ‘noise’ component. Thus, in the absence of radiation interactions, the pixel
signal may consist solely of noise.
7.2.1 Fixed pattern noise
Fixed pattern noise (FPN) results from the non-uniformity of a pixel array. It is only apparent
if the pixels are treated as a set of identical sensors, rather than a collection of separate sensors
which must be calibrated individually. This is usually a practical necessity, since a separate
conversion of each pixel signal into a calibrated measurement is not generally feasible for
arrays of thousands of pixels.
Due to manufacturing variability, location within the pixel array, and other effects, each
pixel will have a different gain and mean dark signal (the latter here referred to as pedestal).
Rather than measure these quantities for each pixel and use them in normal operation, the
array may be characterised by the overall mean (best estimate) and standard deviation (the
noise). Thus the distributions of the gain and pedestal across all pixels are interpreted as
probability distributions when applied to a single pixel selected at random. However, this is
merely a simplification and the gain and pedestal non-uniformity can in principle be corrected
via flatfield and offset corrections, respectively.
Pedestal correction is partially achieved through the correlated double sampling (CDS) method,
whereby the voltage immediately after reset is subtracted from the final integrated pixel sig-
nal. This process also allows reduction of the thermal (random) noise added in the reset
process as well as the constant offset [158]. Pixel offset may also be introduced after the
CDS application and thus a unique pedestal is still expected for each pixel. Since the HMRM
calibration will treat each pixel independently, these pedestals may be measured indepen-
dently of the random noise. However, during radiation monitoring, any residual pedestal
remaining after trimming will appear as a noise due to the necessary assumption of pixel
indistinguishability.
The mean measured signal, mi for each individual pixel may therefore be expressed as:
mi = gisi + di, (7.1)
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where si is the mean charge collected by the pixel from the radiation interactions. The gain
and pedestal are represented by gi and di, respectively.
In addition to the constant offset (pedestal) associated with each individual pixel, an offset is
also expected to arise at each half-column comparator. This results randomly from process
variations (e.g. doping concentration and layer thickness) and also systematically due to
location of the half-column in the array. Readout lines from some columns are longer, due to
the circuit layout, causing differences in capacitance and voltage drop.
The comparator offset will combine with the pixel pedestal to affect the measured pixel signal.
In absolute terms, these two offsets are inseparable when measurements are made from the
comparator output. However, the comparator offset will be the same for each pixel in a half-
column and so di may be reinterpreted as the effective pixel pedestal, defined such that:
1
25
25∑
i=1
di = 0, (7.2)
where the mean is taken over the 25 pixels of a comparator group (a half-column). Any com-
mon component of the true pedestal is combined into the comparator offset, cj , giving:
mi = gisi + cj + di, (7.3)
where the jth comparator digitises pixel i and 24 others.
7.2.2 Comparator trim
The offset of each comparator may be compensated by the application of an 8-bit trim setting,
pj . This integer is assumed to be linearly converted to a voltage with a trim gain aj of unknown
value. Although the value of aj may differ between comparators, this does not appear as a
noise since it can be taken into account when choosing the operational trim settings. The full
model for the mean pixel signal thus becomes:
mi = gisi + cj + ajpj + di. (7.4)
Trim selection corresponds to choosing pj such that:
cj + ajpj = 0. (7.5)
However, this cannot be achieved exactly because pj has limited resolution, being an 8-bit
integer. This means that there will in general be a small digitisation error. In addition, there
exist the untrimmable pixel pedestals, di (with a mean of zero). These two quantities form a
residual pedestal for each pixel which will remain after trimming — in this case:
mi = gisi + δi, (7.6)
where δi is the residual pixel pedestal. Under the assumption of indistinguishable pixels in
radiation monitoring mode, the spread of these values will appear as a noise.
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7.2.3 Interaction noise
While FPN presents the same spatial pattern across the array on each readout, many noise
sources are random so that a different value is obtained for a given pixel on each readout.
Random noise components may be divided into those that depend on particle interactions
(interaction noise) and those that are independent of these interactions (collectively referred
to as dark noise).
An example of interaction noise, signal shot noise is the fluctuation in particle arrivals which
may be described by the standard deviation of the Poisson distribution. Additionally, vari-
ation in the energy deposited by identical particles will be observed (see the discussion of
energy loss fluctuations in Chapter 2). Sharing of a radiation event energy deposit between
neighbouring pixels occurs due to charge diffusion. The resulting spread of pixel values from
a single event constitutes a noise source; this charge sharing behaviour was discussed in de-
tail in Chapter 5. Finally, the conversion of deposited energy to charge carriers within the
semiconductor implies a Fano noise: this was also introduced in Chapter 2.
7.2.4 Dark noise
Dark noise is defined as all random noise components that do not depend on the magnitude
of the charge collected from a radiation interaction. This noise is therefore present in every
readout pixel signal. Important components of the dark noise originate inside the pixel;
amongst others, these include:
1. Reset noise. Excluding FPN, this is the dominant noise source in CMOS monolithic
active pixel sensors [143]. It may, however, be greatly reduced through CDS. The
equivalent noise charge in electrons is related to the sense node capacitance, CN , and
temperature, T, by:
σR =
(
kTCN
e
) 1
2
, (7.7)
with e the electron charge [159]. This noise can therefore be reduced by decreasing the
diode capacitance. Note, however, that this may make the pixel more susceptible to
other effects, such as random telegraph signal noise [160].
2. Thermal white noise in the channel of the source-follower MOSFET. This is
also dependent on the diode capacitance [42]. The exact functional form depends on
the readout circuit implementation.
3. Leakage current shot noise. As well as producing a fixed pattern noise, the leakage
current Il causes a shot noise, σs, which depends on t, the integration time:
σs =
√
Ilt. (7.8)
4. Random telegraph signal noise. This is caused by trapping and release of charge
carriers at a defect site and is observed as discrete transitions in the output signal [158];
it is commonly associated with the in-pixel source follower transistor.
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HMRM dark calibration will be carried out using a fixed integration time and at approximately
constant room temperature. The overall dark noise is thus assumed to be constant for each
pixel and is modelled as having a Gaussian distribution.
Following from Equation 7.4 (the model for the mean pixel signal), the overall pixel noise is
modelled as:
σ2mi = g
2
i σ
2
si + σ
2
i , (7.9)
where σi is the dark noise and σsi is the interaction noise. When in the dark, si = σsi = 0 is
assumed and hence σmi = σi. Note that measured noise resulting from threshold variation is
often also included in noise models. This is not added here since the same levels are shared
by all comparators. Any threshold variation must therefore occur at the comparator and so
the mean component is assumed to be included in the comparator offset, while fluctuations
are included in the pixel dark noise. Note that Equation 7.9 considers each pixel individually
and thus excludes fixed pattern noise, as explained in Section 7.2.1.
7.2.5 Calibration model
The noise and mean signal models (Equations 7.4 and 7.9) have been used to guide the initial
testing of the HMRM sensors. This involves measuring di and σi for every pixel and cj and aj
for every comparator. The data obtained are used to select suitable trims, pj , decide whether
to mask pixels (prevent their use in radiation measurement) and characterise the sensor by
quantifying the overall effective noise. Since this calibration is done using dark readouts, all
interaction noise sources are zero and the pixel signal gains, gi, are not observed. Note that
cosmic rays and local radioactivity background constitute a very minor source of dark counts
in such a small sensor.
A relative unit of measurement, the ‘digital number’ (DN) is used for all quantities in the
model equations, with the exception of pj (an integer in the range 0–255) and gi (a dimen-
sionless number). The DN unit is defined to be equal to the step size of the lowest threshold
level, L1. This is a convenient choice because a direct measurement of a pixel signal may only
be made relative to the thresholds.
The label ‘Lx’ is used to denote the xth lowest comparator level: the value of this is set by
specifying a threshold integer value, nx, in the range 0–127. The magnitude of the level, in
DN, is given by:
Lx = nxhx, (7.10)
where hx is the inter-level gain, the ratio of the steps of the comparator levels, defined such
that h1 = h2 = 1. Nominal values for the inter-level gains are available from the ASIC design
and are shown in Table 7.2. Note that levels L1 and L2 have equal step size and are thus
both variable in steps of 1 DN.
The DN scale does not relate directly to the eight possible pixel values. Instead, these
values are a consequence of a particular choice of the seven threshold settings. In general, an
operational choice of thresholds may be represented as shown in Fig. 7.4.
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Table 7.2: Nominal inter-level gains for the HMRM ASIC comparator levels.
Level
Nominal 
inter-level 
gain, h x
Level
Nominal 
inter-level 
gain, h x
Revised          
inter-level 
gain, h x
L1 1.0 L1 1.0 1.0
L2 1.0 L2 1.0 1.0
L3 2.0 L3 2.0 1.9
L4 4.0 L4 4.0 4.6
L5 7.1 L5 7.1 6.9
L6 14.0 L6 14.0 14.8
L7 27.9 L7 27.9 18.0 
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Figure 7.4: Conceptual diagram of the relation of threshold levels and digitised
pixel values with respect to pixel signals of increasing magnitude. The levels are
represented by vertical bars, while the pixel output values correspond to the signal
ranges between the levels.
In normal operation, the voltages of each level are arranged to increase monotonically with
level number. The resulting pixel values are indicated on the diagram; this shows how the
levels act like a set of histogram bins. The levels (bin edges) may be approximately linearly
or geometrically spaced, or have an entirely customised arrangement. For any particular
threshold set, the same pixel value will result from a range of analogue signal voltages.
In contrast, the DN scale is an analogue measurement scale, assumed proportional to voltage,
with which continuous quantities may be measured. However, these quantities must be mea-
sured using the threshold levels, which can only occupy discrete values. Thus a quantity which
is assumed to be continuous, such as a pixel pedestal, must be estimated from a distribution
of discrete measurements. This is achieved using the threshold scan method.
7.2.6 Threshold scans
Each pixel signal distribution may be deduced over many readouts by scanning a comparator
level across all threshold values, yielding the integral of the probability distribution. In
general, this will have the form of an ‘S-curve’ (sigmoid) as the probability of the pixel signal
being below threshold changes from zero for very low thresholds to one at very high thresholds.
Without radiation, if the assumption of Gaussian distributed dark signals is correct, this curve
will be well approximated by the Error function, defined as:
erf(x) =
2√
pi
∫ x
0
exp(−t2)dt, (7.11)
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which is equal to twice the integral of the Gaussian distribution with zero mean and variance
of 0.5. Continuous quantities, such as the mean and standard deviation (pedestal and noise),
may be extracted by fitting an Error function to the threshold scan data.
7.3 Calibration overview
The calibration procedure must be completed for each individual ASIC due to unavoidable
variation in the manufacturing process. The full calibration [161] includes several parts:
1. Inter-level gain measurement — These should be measured directly and the nominal
values in Table 7.2 verified or amended as necessary.
2. Offset measurement — This is done for each individual pixel and is defined as the
mean pixel signal in the absence of radiation. The comparator offset is obtained by
averaging the pixel offset over the 25 pixels of each comparator group. The deviation
of each individual pixel offset from this comparator mean is an untrimmable pedestal
and will introduce dispersion into any measured signal.
3. Trim gain measurement — This gives the size of the trim step relative to the com-
parator threshold step.
4. Trim selection — Once the offsets and trim gain are known, it is a trivial matter
to choose the optimal trim setting for each comparator such that: cj + apj = 0. In
general this cannot be achieved exactly because the trims, pj , are integers and there
will therefore be a small digitisation error.
5. Pixel noise measurement — In the absence of radiation this is the previously defined
dark noise. The variance of a detected signal is assumed to contain this noise, plus
additional components due to fluctuations in the charge collection process and in the
signal itself. If the detected signal is derived from multiple pixel signals, the overall
variance will increase with the number of pixels involved and also depend on their
non-uniformity in pedestal and gain.
6. Pixel mask selection — Pixels that behave anomalously (showing a significantly large
noise or offset) may be selected for masking. Their signal will then be ignored by the
FPGA when in radiation monitoring mode. However, this should be done sparingly
since it may result in incomplete charge collection from a radiation event. Masking
of pixels at the boundary of the array is less problematic since these already face this
problem.
7. Trim and mask verification — After selection and testing in software, the trim and
mask may be applied in hardware (the trims loaded into the ASIC itself, and the mask
in the FPGA) and their effect confirmed directly.
8. System gain measurement — The above measurements (noise, offset, trim gain) are
made directly in DN units. At this stage, signals measured with the device are also
in these relative units. Absolute calibration of the device, where the value of 1 DN is
determined in a physical quantity such as eV, may be achieved by measuring a signal of
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known energy per event. This will be attempted using 55Fe which emits X-rays of known
energy: when an X-ray photon is absorbed close to a pixel diode, the full photon energy
may be collected by a single pixel. This produces a recognisable full-energy photopeak
in the pixel spectrum (measured in DN) allowing determination of the overall system
gain.
9. Comparator level threshold selection — Once the steps listed above are complete,
the settings to be used during radiation monitoring may be chosen. These include
the comparator level threshold settings (which are loaded into the ASIC) as well as
software quantities which are used in the FPGA physics algorithm (lookup tables and
alert thresholds).
Note that this procedure does not include the calibration of the HMRM as a radiation mon-
itoring instrument and instead only considers the individual ASIC component. Furthermore,
the data presented in this chapter do not cover all of the points listed above, as the sensor
calibration is ongoing. Full monitor calibration, after component-level testing of the ASICs,
will involve additional particle beam and radioactive source tests.
7.4 Data acquisition system
Once integrated into the HMRM, the detector ASICs must be read out using the monitor
FPGA and the data acquired through the CAN telemetry interface. Rather than the usual
radiation monitoring mode (in which pixel data are summed), characterisation of the ASICs
must be done in transparent mode, where all 2550 pixel values from each installed sensor are
transmitted by the FPGA on the CAN bus. The bandwidth of the CAN bus limits the data
rate to approximately 4 frames per second (compared to a readout rate of 7.8 kHz). The
transparent frame data have been acquired and analysed using a preliminary data acquisition
system developed for this initial testing phase of the project. This uses real-time processing
with a C++ program running on a personal computer.
The bias, threshold and trim settings may be edited individually and uploaded by the user.
Single readout frames may be viewed from a selected sensor; for maximum speed, the pixel
values are displayed as a grid of numbers on screen (an example is shown in Fig. 7.5). Also
displayed are the chosen trim, comparator level and bias settings. Multiple frames may also be
readout and the average displayed (each pixel mean is rounded to the nearest integer).
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Figure 7.5: On-screen view from the personal computer running the HMRM data
acquisition software. One sensor frame is displayed, giving the digitised value for
each pixel: each number (0–7) represents that pixel’s digitised value. The selected
bias, threshold and trim settings (trims excluded from image) are also displayed
on screen.
In addition to full frame displays, the software may be used to execute comparator threshold
level scans to determine the pixel signal distributions. In this case, the threshold levels are
scanned automatically and at each setting the sensors are read out many times. Data from
each individual pixel (pixel values as a function of threshold setting) are retained and used
for detailed calibration of the sensor in post-processing.
To calibrate a chosen sensor, a user-specified table of comparator threshold settings is up-
loaded to the program. Each table entry contains seven integer values which are loaded into
the ASIC comparator registers. A specified number of frames are read out and the data from
these analysed; the fraction of times that each digital value occurs is recorded (individually for
each pixel). The next set of thresholds is then uploaded and the readout procedure repeated.
When all have been tested, the trims are all incremented by a preset step and the threshold
scan begins again from the first table entry. This process measures the signal distribution
for each pixel as a function of trim setting and was used to produce the majority of the data
presented in this chapter.
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7.5 Initial tests
Before attempting the calibration, preliminary tests were carried out to check that the basic
ASIC functions were operating as expected and to ensure that communication between the
ASIC and the FPGA was correct. These included testing the two shift registers used to input
the trim, bias and threshold settings into the ASICs, and also obtaining pixel values from the
device.
7.5.1 Shift register tests
Test patterns of known bit sequences were clocked into the two ASIC shift registers using
the FPGA. By programming the registers twice, the ASIC is made to shift the initially
programmed data back out on a test pin. This allows the ingoing and outgoing data to
be observed with an oscilloscope and compared, demonstrating that the shift registers are
functioning on a simple level. Note, however, that this method does not determine whether
the ASIC interprets the data correctly.
The comparator trim register is 102 bytes long; a series of test values were loaded into the
FPGA via CAN telecommand and from there shifted into the ASIC twice. The input and
output data from the shift register were captured on a digital storage oscilloscope, a small
portion of which is shown in Fig. 7.6. The two bit sequences were extracted using a MATLAB
script and were found to match with no bit errors.
This process was repeated for the 73-bit bias/threshold register, again demonstrating success-
ful operation. These tests confirm that the shift register malfunction discovered in the first
ASIC version has been rectified.
5.83 5.84 5.85 5.86 5.87 5.88
x 104
0
2
4
6
8
10
12
Time / oscilloscope samples
Am
pl
itu
de
 / 
V
 
 
offsetCLK
offsetOUT2
offD
Figure 7.6: Oscilloscope data capture showing the FPGA-generated clock signal
and input data (offsetCLK and offD), compared with the data shifted out of the
ASIC (offsetOUT2) for the trim register. The oscilloscope sample period was
0.1 µs.
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7.5.2 Monitor power consumption
The power supply current (at 5 V) for the HMRM with two installed ASICs was measured
in the three different operational modes and used to calculate the total power consumption.
This information is shown in Table 7.3, compared to the consumption with no ASICs installed
(thus comprising just the FPGA and support electronics). An internal linear voltage regulator
produces a 3.3 V supply for the ASICs and other electronics (no 3.3 V supply is available
directly on the spacecraft), constituting ∼34% of the power dissipation. This information
has been used to calculate the approximate power consumption per ASIC. Note that standby
mode is not intended as a low power mode and is instead used to halt monitor operation
while telecommands are issued and settings programmed.
The large current drawn with two ASICs installed (D2 and D3) was deemed to prohibit
the addition of the third ASIC (D1) to this prototype. Although the relatively large power
consumption does not prevent operation of the monitor, thermal regulation (especially in the
space environment) must be addressed.
Table 7.3: Overall power consumed by the HMRM from a 5 V supply, measured
before and after the two ASICs were installed. Measurement uncertainties were
5 mW. These data have been used to calculate the mean power consumed per
ASIC.
Standby 375 1125 248
Radiation monitoring 390 1230 277
Transparent 390 1300 300
Total power without 
ASICs installed / mW
Total power with 
ASICs D2 and D3 
installed / mW
HMRM mode
Mean power per 
ASIC / mW
In addition to these normal operating values, it was discovered that an abnormally large
current of over 300 mA (>1.5 W total power) was occasionally drawn. This was found to
occur apparently randomly, with ∼3.5% probability, when applying power to the monitor
after a period without power. In these cases, the large current persists until the monitor is
switched off.
This is likely to be caused by a latchup (due to formation of a parasitic thyristor within the
CMOS circuitry) caused by the choice of power-up sequence. A modified power-up sequence
to prevent this problem has been proposed; however, this cannot be implemented in the
prototype unit without changes to the circuitry. Instead, the HMRM power supply will
be monitored by the spacecraft on-board computer and will be power-cycled if the current
exceeds a specified safe maximum.
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7.5.3 ASIC temperature
As a result of the relatively large power consumption, thermal regulation of the monitor was
identified as a potential problem. Higher temperatures will affect the dark noise by increasing
leakage current shot noise and reset noise, and so should be avoided where possible. Measure-
ments of the ASIC with a thermocouple indicated an operating temperature of approximately
60◦C in air at room temperature. In addition to the poorer heat dissipation in space, the
HMRM will be situated on a spacecraft panel with the predicted temperature profile shown
in Fig. 7.7. Since the ASIC is designed to tolerate temperatures up to 120◦C, correct monitor
operation is expected although noise performance may suffer. While a temperature sensor is
provided within the ASIC, its data is not collected by the present FPGA program implemen-
tation in order to simplify the timing of control and readout waveforms.
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Figure 7.7: Predicted temperature profile of the spacecraft panel to which the
HMRM will be attached (data provided by RAL Space). For an approximately
circular orbit the true anomaly is proportional to time (the orbital period is
∼100 minutes).
7.5.4 Pixel integration time and telemetry packet rate
During the monitor design process, the anticipated readout frame rate was 10 kHz, giving
a frame time period of 100 µs. The maximum pixel exposure time (during which charge is
integrated in the pixels) was thus 100 µs also. This exposure time can be reduced by factors
of two down to 3.125 µs via the ‘electronic shutter’ system, described in Chapter 4.
Changes to the ASIC readout waveforms, however, meant that the frame time was increased
to 127.7 µs, giving a frame rate of 7.83 kHz. This lengthened period will cause a slight increase
in pile-up rates compared to the values predicted during the design process.
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7.5.5 Pixel signal tests
A further test involved a visual check of pixel response by viewing ‘transparent frame’ read-
outs. These frames are a simultaneous snapshot of all pixel values on all sensors of the
monitor. By varying the trim and threshold settings, all eight pixel digital values may be
obtained: an example is shown in Fig. 7.8. A large variation (FPN) is observed between
individual pixel values because comparator trims were not applied at this stage. Note that
offsets are correlated among half-columns as these pixels share a readout comparator.
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Figure 7.8: HMRM transparent readout for sensors 2 and 3 with default bias
settings and no comparator trims applied
In all images acquired from sensors 2 and 3 there are two rows of pixels (rows 1 and 26) that
are different from the others (having values consistently below the array mean, with little
fluctuation). This observation was confirmed by the commercial evaluation testing, although
it is not yet known if this may be rectified by altering the readout waveforms. The values of
these pixels may be altered by changing the trim and threshold settings but do not show any
other variation and so will be masked (rejected) during the following analysis.
7.5.6 Threshold scans
More detailed device testing is achieved by observing the pixel signals during a threshold scan;
this is done using the lower comparator levels as these have higher resolution (but smaller
range). Comparator level L1 was increased from a setting of zero to 127 while leaving all other
levels at the same threshold value (L2–L7 all set to the maximum of 127). This procedure
gives pixel values of 0 or 1 only, returned when pixel signals are less than or greater than L1,
respectively. The scan is expected to be a smooth S-curve; however, as shown in Fig. 7.9, this
was not observed.
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Figure 7.9: Threshold scan for comparator level L1 of sensor 2.
The fluctuations visible in Fig. 7.9 indicate that pixel 0 values occur more often than expected
across much of the range. This problem may be due to pixel pickup/crosstalk between pixels
and is discussed further in Section 7.6. Although thorough testing has not been completed,
a similar effect has been observed with sensor 3. However, scans obtained using L2 on both
sensors are apparently without errors and are capable of producing high resolution curves due
to the small step size of this level. These have been used to make an initial calibration of
sensors 2 and 3 in relative (DN) units.
7.6 Dark calibration
When in darkness, with no radiation present, the simplification si = 0 is made in Equation 7.4.
In this case, if all trims pj are set to zero, the mean signal measured for each pixel is:
mi = cj + di. (7.12)
This value is referred to as the total pixel offset. Taking the mean over the 25 pixels of each
comparator group gives:
1
25
25∑
i=1
mi = cj , (7.13)
where, by definition:
1
25
25∑
i=1
di = 0. (7.14)
In this situation the noise model (Equation 7.9) gives:
σmi = σi. (7.15)
The total pixel offsets (and hence the comparator offsets) and the pixel dark noise may be
determined by fitting an Error function to the threshold scan data for each pixel and extracting
the mean and standard deviation.
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7.6.1 Sensor 2 calibration
All comparator trims were set to zero and the sensor placed in darkness with negligible
radiation. Comparator level L2 was scanned across its full range: at each setting, the pixel
values were read 33 times and the fraction below the threshold recorded, producing pixel
S-curves. This result, for each individual pixel, is shown in Fig. 7.10; note that these plots
are not images of the array but instead show the S-curve (value coded by colour) for each
pixel simultaneously.
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Figure 7.10: L2 threshold scan for sensor 2 calibration.
The pixel numbering used hereafter begins with pixel 1 at row 1, column 1, then increases
along each row, finishing with pixel 2550 at row 50, column 51. Each comparator group is a
half-column of 25 pixels: these are numbered in a similar pattern, so that comparators 1 to
51 include pixels 1 to 51, respectively, and comparators 52 to 102 include pixels 2500 to 2550.
The two non-functioning rows of pixels, visible in these scan maps, therefore comprise pixel
numbers 1 to 51 and 1276 to 1326.
Each individual pixel S-curve resulting from the L2 scan was fitted with an Error function,
from which the mean and standard deviation were obtained. Fit examples are shown in
Fig. 7.11 for pixel numbers 53 and 305.
Pixel offsets
Figure 7.12 shows the distribution of the extracted mean pixel signals; since the sensor is in
darkness, with all trims set to zero, this is the total pixel offset (Equation 7.12), a measure
of the offset dispersion of the pixels. This shows that, before trimming, a large offset range
(of more than 80 DN) exists.
178
40 45 50 55 60
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Level 2 threshold setting
Pr
ob
ab
ilit
y 
of
 p
ixe
l 5
3 
be
lo
w 
th
re
sh
ol
d
 
 
Fit
Data
µ = 50.4 ± 2.9
σ = 1.9 ± 0.1
40 45 50 55
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Level 2 threshold setting
Pr
ob
ab
ilit
y 
of
 p
ixe
l 3
05
 b
el
ow
 th
re
sh
ol
d
 
 
Fit
Data
µ = 49.2 ± 3.4
σ = 1.8 ± 0.1
Figure 7.11: Error function fits to the L2 scan data for pixels 53 (left) and 305
(right).
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Figure 7.12: Distribution of mean pixel signals for sensor 2 measured in darkness
with trims at zero. Under these conditions this quantity equals the total pixel
offset.
Figure 7.13 shows the pixel mean (total pixel offset) in map form (corresponding to the pixel
locations in the sensor array) and as a function of pixel number. Three important features
are immediately apparent:
1. An average offset of approximately 30 DN exists between the upper and lower halves of
the array (rows 1-25 and rows 26-50). This is understood to result from the significant
difference in the track length of the readout circuitry between these two halves.
2. Pixel offset is correlated within each half-column of 25 pixels. This is also expected and
results from these pixels sharing a comparator. This indicates that the offset originates
primarily in the readout or digitisation circuitry, rather than within the pixel. This
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correlation is also the cause of the periodicity visible in Fig. 7.13, since pixels sharing a
comparator will occur every 51st pixel, using the chosen numbering system.
3. Certain rows and columns appear to be significantly different to the remainder (the
majority of the array). These are: rows 1 and 26, and columns 1 and 51. Note that
since each trim affects an entire half-column of pixels, the two rows (1 and 26) cannot
be corrected by trimming, as this will adversely affect the remaining 24 pixels in each
half-column. Instead, these pixels must be masked.
Although an attempt could be made to correct columns 1 and 51 by trim setting, it was
decided to mask these pixels also (the adverse effects of masking are reduced because
these pixels are at the edge of the array). This mask, which has been applied in all
subsequent analyses, comprises a total of 198 pixels (7.8% of the array).
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Figure 7.13: Mean pixel signals measured for sensor 2 in darkness with zero trims
(the total pixel offset). These are shown as an array map (left) and as a function
of pixel number (right).
Pixel dark noise
The width of the threshold scan S-curves, approximated as the standard deviation of the
Error function fit, is a measure of the pixel noise in the absence of radiation. The distribution
of these pixel noises is presented in Fig. 7.14, showing that the values appear approximately
randomly distributed across the array. The most probable pixel noise for sensor 2 was mea-
sured to be 1.86 DN, with a distribution mean of 1.82 DN and standard deviation of 0.42 DN.
Using a predicted conversion (from design considerations) of 1 DN = 5.3 e−, this gives a most
probable pixel equivalent noise charge of (9.9 ± 0.2) e−. Although a preliminary estimate
only, this is consistent with design simulations.
Offset correction
The total pixel offset has been averaged over each comparator group of 25 pixels (excluding
masked pixels as noted above), yielding 102 mean comparator offsets, cj . This quantity is
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Figure 7.14: Pixel dark noise displayed as a histogram and in map form, showing
the spatial distribution across the array. This is defined as the standard deviation
of the pixel signal, measured via an Error function fit to the threshold scan data,
when the sensor is in darkness.
referred to as the effective comparator offset since it will include the mean of any pedestal
offset originating in the pixel, for each group of 25, as well as the (larger) offset at the
comparator.
Referring to Equation 7.4, the aim of trimming is to null the comparator offsets, so that
there is negligible difference between comparator groups. This corresponds to the condition
that:
cj + ajpj = 0. (7.16)
In fact, Equation 7.16 is a special case since, in general, it is only necessary to remove the
difference in offset between comparator groups:
cj + ajpj = P, (7.17)
where P is a constant for the whole array; in this case, the pj are relative trims in that they
may have an arbitrary constant value added. The value of P, together with the comparator
threshold settings, must be chosen to put the mean dark signal sufficiently lower than the
lowest comparator level for reliable noise rejection. This consideration will be addressed later:
at present, the important quantities are the 102 relative pj values that produce an equal (but
arbitrary) offset for all comparator groups. This is:
pj = −round
(
cj
aj
)
+ z, (7.18)
where z is simply chosen so that all pj are brought into the allowed range of 0–255, and
‘round()’ indicates rounding to the nearest integer. First, however, the trim gain, aj (in DN
units), must be determined in order to allow the calculation of Equation 7.18.
Trim calibration
The trim gains are found by repeating the procedure described above after applying small
shifts to the trims for all comparators. This causes a small shift in the location of each pixel’s
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S-curve mean, as measured using threshold scans followed by Error function fits. Ten trim
values were tested (0 to 9 in unit steps), the same values being applied to all comparators.
After extracting the pixel mean in each case, a least-squares linear fit was used to obtain the
formula for the S-curve mean as a function of trim setting, for each pixel. Two examples are
shown in Fig. 7.15.
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Figure 7.15: Linear fit to the pixel mean signal when expressed as a function of
the comparator trim setting. The graphs show the result for pixel 53 (left) and
pixel 365 (right). The line gradient and intercept are the trim gain and total pixel
offset, respectively.
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Figure 7.16: The distribution of trim gains, aj , measured with each individual
pixel, using a sequence of 10 global trim values.
Most pixels showed a satisfactorily linear response, with a minority displaying a less ideal
response: examples of both are shown in Fig. 7.15. The gradient of the straight line for these
graphs is the trim gain, as defined in Equation 7.4, while the intercept is the total pixel offset.
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The result of extracting and histogramming the trim gain value for all pixels is shown in
Fig. 7.16; the mean trim gain in the central peak was found to be 0.99 DN, with a standard
deviation of 0.09 DN.
The total pixel offsets found by this method were consistent with the distribution found using
a single trim setting (Fig. 7.12), although this new distribution is preferred since it is an
average obtained over a range of trims.
Using the mean trim gain value, the relative trims were calculated using Equation 7.18 to-
gether with the comparator offsets derived from the total pixel offsets. These chosen trim
values were then tested in a ‘software correction’ of the total pixel offsets. The resulting
residual pedestal distribution is shown in Fig. 7.17, compared with the original distribution
before trimming. The trimmed distribution has a standard deviation of 2.46 DN (∼13.0 e−);
the residual pedestal dispersion is therefore slightly larger than the pixel dark noise.
All comparators were successfully trimmed by values well within the 0–255 range, having an
overall pj range of 78. This provides scope for shifting all comparator offsets by an additional
amount, if necessary, as explained previously.
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Figure 7.17: The distribution of the predicted pixel offset after trimming, com-
pared to the case with all trims zero, for an L2 scan.
Combined dark pixel probability distribution
By using the scan data for each pixel and applying the chosen trim settings, the combined
probability distribution for a dark pixel signal may be calculated. This treats all pixels as
indistinguishable (each is equally likely to be chosen, after having applied the mask). The
width of this distribution is a more relevant quantity than the single pixel noise, since this
combined distribution includes pixel-to-pixel variability and thus is a closer approximation to
the expected variance in a detected radiation signal. This distribution is shown in Fig. 7.18,
together with the result of a Gaussian distribution fit. Note that this is a predicted result,
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since in actual operation the trim values will be loaded into the ASIC. A true test of this pro-
cess, where the trims are applied in hardware and the resulting pixel distributions measured
directly, is presented below.
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Figure 7.18: Combined pixel dark signal probability distribution for sensor 2,
using a comparator trim software correction.
Verification of trim selection
The predicted effect of the chosen comparator trims has been obtained by simple subtraction
of the trim value from the measured pixel signals (a ‘software correction’). In practice, these
trims must be loaded into the ASIC where they are applied to the comparator in a ‘hardware
correction’.
Table 7.4: Chosen trim settings for sensor 2 (an additional constant offset may be
also be applied). X indicates comparators with all pixels masked.
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1 X 13 133 25 126 37 146 49 143 61 118 73 112 85 110 97 126
2 151 14 143 26 143 38 128 50 147 62 105 74 120 86 135 98 110
3 151 15 130 27 139 39 144 51 X 63 116 75 124 87 99 99 113
4 165 16 147 28 141 40 127 52 X 64 132 76 110 88 127 100 116
5 147 17 166 29 146 41 140 53 139 65 112 77 105 89 117 101 98
6 158 18 138 30 139 42 161 54 115 66 139 78 123 90 113 102 X
7 159 19 151 31 149 43 132 55 125 67 117 79 95 91 102
8 122 20 136 32 136 44 141 56 111 68 118 80 114 92 88
9 145 21 164 33 132 45 160 57 100 69 103 81 122 93 112
10 159 22 146 34 153 46 137 58 143 70 116 82 101 94 108
11 153 23 145 35 110 47 163 59 120 71 119 83 111 95 111
12 151 24 134 36 153 48 114 60 131 72 100 84 110 96 110
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The success of the hardware correction can be tested by repeating the threshold scan process
and measuring the remaining offset of each pixel. This was carried out for sensor 2, using the
trim values given in Table 7.4, producing the scan map and combined pixel S-curve shown
in Fig. 7.19. Comparing this map to that obtained with all trims zero (Fig. 7.10), it is
immediately clear that the pixel offsets are now more consistent.
The mean pixel signal measured from Error function fits to each pixel scan is shown in
Fig. 7.20 in map and histogram form. These results show a close agreement with the pre-
dicted distribution shown previously and exhibit a total offset range of approximately 10 DN.
Significantly, correlation between pixels in rows can now be observed, whereas the previ-
ously strong correlation between comparator group pixels (half columns) is now negligible.
The small differences between rows may be due to the presence of circuit tracks over some
pixels.
Similar correlations may be seen in the noise distribution map measured with this scan,
shown in Fig. 7.21. The noise distribution histogram shows that the most probable noise
(approximately 1.9 DN) is the same as previously measured in Section 7.6.1, although the
distribution appears slightly more dispersed.
The combined pixel probability density function, measured directly without making any soft-
ware correction other than pixel masking, is shown in Fig. 7.22. This has a satisfactory full
signal range of approximately 20 DN: this value incorporates the effects of single pixel noise
(and the variation of this quantity between pixels) and residual pedestal dispersion. Note
that the quadruple-peak appearance is also visible in Fig. 7.19 as three vertical bands in the
scan map and as a central step and two outer fluctuations in the S-curve.
A Gaussian distribution (with S-curve integral) is not necessarily to be expected. This is
because the pedestals are correlated and also because the trims are discrete, meaning that
certain residual values may occur more often; this is the likely cause of the S-curve central
step. However, the side peaks are more problematic, since the S-curve is expected to increase
monotonically with threshold setting (neglecting statistical fluctuations).
These fluctuations are instead thought to be the result of electrical crosstalk (pickup) between
readout circuits. This is distinct from charge diffusion crosstalk between adjacent pixels and
could be caused by the sudden change in output state of several comparators when a large
number of pixels change value simultaneously. This would affect a trimmed sensor more
severely, since the actual aim of trimming is to achieve this simultaneity.
A pickup interference of this sort was observed in threshold scans of a similar sensor [88] – in
that case, pixels could be disabled and only a small subset scanned at any time. A possible
solution to allow calibration scans with the HMRM sensor would be to deliberately offset the
majority of comparator trims by different amounts so as to ‘stagger’ the pixel transitions.
A small number of comparators could be left with the chosen optimal trims for testing with
a threshold scan. This process would then be repeated with a different set of comparators
under test.
Radiation monitoring may not be adversely affected by this pickup because only a small
number of pixels are expected to change value in any single readout frame. The optimised
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trims may therefore be safe to use in this mode even if the existence of this problem is
confirmed.
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Figure 7.19: Results of the L2 threshold scan for sensor 2, after applying the
chosen trims, showing data for each individual pixel (left) and as a combined
S-curve for the whole array (right).
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Figure 7.20: Mean dark pixel signals measured using a L2 threshold scan for
sensor 2 after applying the initial trim selection, shown in array map and histogram
form.
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Figure 7.21: Pixel dark noise map (left) and histogram (right) for sensor 2, after
applying the chosen trims.
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Figure 7.22: Combined pixel probability distribution measured for sensor 2 after
applying the initial trims in hardware. No software corrections were applied to
the data other than a pixel mask.
7.6.2 Sensor 3 calibration
The same dark calibration procedure was followed with sensor 3, the second of the two ASIC
sensors installed in this HMRM prototype. The same two rows (1 and 26) of pixels were
identified as anomalous, indicating that this is an error in the readout procedure or device
design, rather than in an individual component. The same mask as had been selected for
sensor 2 was therefore also used for sensor 3.
Broadly similar results were obtained for sensor 3 as for sensor 2; Fig. 7.23 shows the offset
and noise distributions produced from an L2 scan. An overall offset range of more than
110 DN was found, which is greater than that measured for sensor 2 (approximately 80 DN).
187
An average offset difference of approximately 35 DN exists between the upper (rows 1-25)
and lower (rows 26-50) halves of the array, similar to the value for sensor 2.
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Figure 7.23: Total pixel offsets (left) and dark noise (right) for sensor 3.
The noise distribution central peak gives a mean noise of 1.90 DN (∼10.1 e−) and a standard
deviation of 0.47 DN; both are close to the values measured for sensor 2. Operational trim set-
tings were selected for sensor 3 using the same procedure as that described for sensor 2.
7.6.3 Ongoing calibration work
At the time of writing, the following procedures remain to be completed before the ASICs
may be considered fully calibrated:
1. Perform threshold scans for each comparator level to confirm correct operation and to
measure the inter-level gains (discussed in Section 7.2.5).
2. Use X-ray exposure to determine the system gain (by measurement of the full-energy
X-ray photopeaks of 55Fe).
3. Select comparator levels suitable for radiation monitor operation.
4. Repeat the calibration to assess noise and pedestal temperature dependence.
5. Characterise the charge sharing behaviour of the pixels in response to different particles
(e.g. electron, proton, gamma and alpha).
Although not sufficient to allow full monitor functionality as designed, the present calibra-
tion data already allow a simplified system of operation based on particle counting. This is
important if significant anomalies are identified in the device initially selected for flight. Due
to the flexibility of the physics algorithm, this may be achieved without any modification of
the monitor hardware or FPGA code. Instead of reconstructing the total energy deposit of
each event, the monitor would count the number of pixels above a single threshold level (the
cluster size). The algorithm would then operate on the cluster size data, in place of the energy
deposit, providing particle count rates and cluster size histograms (the latter including sensor
coincidence information).
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7.7 Summary
A revised ASIC for the HMRM project has been manufactured and a two-sensor monitor
prototype has been constructed successfully, validating the mechanical design and assembly
procedure. The preliminary calibration has provided pixel dark noise measurements for sen-
sors 2 and 3, with tentative equivalent noise charge values of approximately 10 e− (using a
predicted conversion factor) in accordance with design predictions. Additionally, the system
of applying an on-chip trim correction to null the comparator offset errors has been veri-
fied, greatly reducing the fixed-pattern noise. Both of the input data shift registers have
been shown to operate correctly, confirming that the error in the first ASIC version has been
corrected in the latest version.
While some of the important sensor parameters have been measured, the ASICs have not yet
been fully investigated or calibrated. This ongoing process must be completed before testing
of the HMRM in radiation monitoring mode (for example, with particle beams or radioactive
sources).
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Chapter 8
Conclusion
The energetic particle environment in Earth orbit poses a significant risk to spacecraft opera-
tion. The fluxes are dominated by protons and electrons trapped in the Earth’s magnetosphere
together with unpredictable, transient increases at higher energies due to solar events. The
interactions of these particles with spacecraft systems lead to cumulative degradation of com-
ponents and single-event errors in electronics. Especially affected are semiconductor devices,
including such important components as solar cells, imagers and computational electronics.
Safety concerns for human space habitation and exploration pose even greater challenges from
this perspective.
The use of radiation monitors on satellites allows improvements in design and mission planning
(including estimated lifespan) and introduces the possibility of real-time alerting. Due to the
dependence of damage capability on the particle species and energy, particle identification is
a valuable advantage compared to simple dosimetry. This includes the identification of single
particles and the longer-term reconstruction of the mean incident particle energy spectra. The
development of a small, accurate instrument suitable for widespread use on satellites in Earth
orbit could therefore open new prospects for radiation detection in space, with immediate
application to commercial as well as scientific payloads.
The HMRM is a significant development step, with very low mass (∼50 g) and modest
engineering/integration costs, while providing a useful range of data products. These include
detailed data characterising individual particle events in addition to simple dosimetry; Monte
Carlo simulations have shown that certain particle types may be identified reliably from these
event characterisations. More generally, particle energy spectra of useful resolution may be
derived from HMRM data using a reconstruction method operating externally to the monitor.
The HMRM is likely to be the first space radiation monitor to use CMOS APS devices for
particle detection, benefiting from their excellent detection efficiency, radiation tolerance and
low noise performance.
The monitor design was optimised for the detection of particles through multiple sampling
of their energy deposits in a sensor telescope. This was undertaken with severe constraints
on internal layout due to the small size of the instrument, leading necessarily to some com-
promises such as increased sensor separation. This did, however, result in a miniature device
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with a volume of less than 10 cm3. Simulated performance was assessed in several impor-
tant Earth orbits, from LEO to GEO, demonstrating suitability for operation in fluxes up to
∼108 cm−2 s−1.
On-board data analysis algorithms have been developed for real-time execution within the
HMRM FPGA. These allow a fast response to rapidly changing environments, while retaining
sufficient data for additional oﬄine analyses. Dose rates and count rates are augmented by
the provision of categorised event counts, some of which are strongly associated with a specific
particle species and/or energy. These aspects of the design, together with the exposure time
shuttering algorithm, have been tested using time-dependent orbit simulations, demonstrating
good predicted performance in important Earth orbits.
The reliance on Geant4 Monte Carlo simulations throughout the development process has been
assured through a validation of relevant particle interaction phenomena such as scattering and
energy loss. In addition, charge diffusion simulations were used to provide insight into the
response of pixel sensors to ionising energy deposits. Modelled output HMRM datasets have
also been used as the inputs to reconstruction algorithms for particle energy spectra. A new
procedure, developed for this project, has produced good reconstruction results even for short
exposure times.
The project is now proceeding to the calibration and testing phase. Initial results, described in
this thesis, indicate that the ASIC sensors achieve low noise performance as anticipated; fur-
ther prototype monitor testing, involving particle beam and radioisotope exposure, is sched-
uled for 2013. Meanwhile, a prototype HMRM is being integrated onto the TechDemoSat-1
satellite which is due to be launched later in the same year.
Future phases of the programme will address design iteration and spaceflight qualification,
with completion predicted for 2015–2016. A successful HMRM development and qualification
process may pave the way for widespread use of this novel technology in many commercial
and scientific settings.
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Appendix A
List of acronyms
ADC
ASIC
CAD
CAN
CCD
CCSDS
CDS
CME
CMOS
CSDA
CTE
DAC
DN
DNA
EA
EM
ENC
ESA
FDN
FPGA
FPN
FWHM
GCR
GEO
GM
HMRM
ID
ISS
LEO
LET
Analogue to digital converter
Application specific integrated circuit
Computer assisted design
Controller area network
Charge coupled device
Consultative Committee for Space Data Systems
Correlated double sampling
Coronal mass ejection
Complementary metal-oxide-semiconductor
Continuous slowing-down approximation
Charge transfer efficiency
Digital to analogue converter
Digital number
Deoxyribonucleic Acid
Electrostatic analyser
Electromagnetic
Equivalent noise charge
European Space Agency
Floating diffusion node
Field-programmable gate array
Fixed pattern noise
Full-width at half-maximum
Galactic cosmic ray
Geostationary orbit
Geiger-Muller
Highly Miniaturised Radiation Monitor
Identification
International Space Station
Low Earth orbit
Linear energy transfer
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(M)APS
MCP
MEO
MIP
MOSFET
NASA
NIEL
NMOS
PCB
PMOS
PMT
PPS
RAL
RAM
RBE
RICH
RMS
SAA
SEP
SEU
SSO
STFC
TID
TLD
TOF
TRD
UV
VHDL
(Monolithic) active pixel sensor
Microchannel plate
Medium Earth orbit
Minimum ionising particle
Metal-oxide-semiconductor field effect transistor
National Aeronautics and Space Administration
Non-ionising energy loss
N-channel MOSFET
Printed circuit board
P-channel MOSFET
Photomultiplier tube
Passive pixel sensor
Rutherford Appleton Laboratory
Random access memory
Relative biological effectiveness
Ring-imaging Cherenkov
Root mean square
South Atlantic Anomaly
Solar energetic particle
Single event upset
Sun-synchronous orbit
Science and Technology Facilities Council
Total ionising dose
Thermoluminescent dosimeter
Time-of-flight
Transition radiation detector
Ultraviolet
Very high speed hardware description language
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Appendix B
HMRM ASIC high-level design
Figure B.1 shows the high-level design of the HMRM sensor ASIC.
203
Figure B.1: HMRM ASIC high-level design (courtesy N. Guerrini, RAL Technol-
ogy).
204
Appendix C
Geometry optimisation results
Table C.1 shows the changes to the baseline geometry (run 1) which were tested in each
optimisation run discussed in Chapter 3. Tables C.2 and C.3 give the efficiency and purity
results for protons and electrons, respectively.
Table C.1: Details of the geometry variations tested in each geometry optimisation
run.
Front Lateral
1 Ti 2000 2000 Ti 2000 Ti 3000 C2 Pyramidal
2 Al 3360 3360 Al 3360 Al 5040 C2 Pyramidal
3 Ti 2000 2000 Mo 890 Ti 3000 C2 Pyramidal
4 Ti 2000 2000 Ti 2000 Ti 3000 C2 Conical
5 Ti 2000 2000 Ti 2000 Ti 3000 C3 Pyramidal
6 Ti 2000 1000 Ti 2000 Ti 3000 C2 Pyramidal
7 Ti 2000 2000 Ti 2000 Al + Ti 1000 + 2000 C2 Pyramidal
Degrader (D3 — D4) Back shield Aperture
Material
Run Thickness / µm
Casing
Material Thickness / µm Material Thickness / µm Definition Shape
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Table C.2: The identification purity (red) and efficiency (blue) percentages for
each proton primary energy range as a result of the optimisation geometry varia-
tions.
1 58.0 80.3 71.9 35.9 20.3 6.4 72.9 10.9 33.4 10.8 52.7 10.7 49.7 15.6
2 57.9 81.5 65.1 34.2 22.3 38.7 70.2 11.5 37.6 11.0 54.8 11.1 51.5 15.4
3 73.2 73.5 89.8 30.7 46.3 75.3 94.4 10.2 63.3 17.0 22.9 5.5 23.3 7.6
4 60.0 87.5 66.0 38.5 21.9 43.2 75.3 13.2 34.1 12.4 52.3 11.2 50.8 16.2
5 83.9 66.9 90.3 39.1 44.5 78.6 91.9 16.1 61.6 20.5 1.8 6.4 24.9 7.2
6 73.5 74.0 89.8 30.5 44.1 74.7 95.5 10.3 65.4 16.3 24.3 5.5 20.5 6.7
7 74.4 73.6 88.8 30.0 46.3 74.5 96.8 9.8 63.8 15.4 25.4 6.3 23.4 7.9
σ 0.27 0.34 0.41 0.23 0.21 0.34 0.45 0.17 0.71 0.31 0.45 0.14 0.35 0.13
purity = red
Run
Proton energy range / MeV
1.2 — 2.8 2.8 — 5.1 5.1 — 9.1 9.1 — 17 17 — 33 33 — 100 100 — 300
Table C.3: The identification purity (red) and efficiency (blue) percentages for
each electron primary energy range as a result of the optimisation geometry vari-
ations.
1 6.9 47.6 2.9 5.7 6.9 18.6 11.6 11.9 9.8 2.0 28.7 7.9 13.5 21.2
2 7.0 48.5 2.9 5.8 6.2 17.7 11.5 11.9 7.5 1.3 27.9 9.1 13.4 20.9
3 8.0 36.3 9.7 14.6 8.3 20.1 3.3 11.3 24.8 7.1 31.2 21.7 10.3 12.1
4 6.7 46.9 3.0 6.2 7.1 20.7 11.5 11.0 13.5 1.9 31.9 8.6 12.9 19.7
5 6.7 37.6 11.1 18.3 5.6 18.2 11.7 12.2 23.2 8.2 30.0 24.5 11.3 12.5
6 7.3 36.1 9.2 15.3 8.0 20.1 13.2 11.2 22.7 6.6 31.8 20.7 9.7 11.1
7 7.4 34.3 8.8 13.8 8.4 20.1 14.5 1.2 22.8 6.5 30.3 20.8 9.4 12.0
σ 0.09 0.44 0.24 0.42 0.11 0.29 0.39 0.33 0.49 0.15 0.29 0.25 0.18 0.22
3.3 — 6.00.05 — 0.09 0.09 — 0.15 0.15 — 0.28 0.28 — 0.51 0.51 — 1.3 1.3 — 3.3
Run
Electron energy range / MeV
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Appendix D
HMRM physics algorithm
flowchart
The HMRM physics algorithm is presented in flowchart form in Figs. D.1 to D.5, abstracted
from the implementation in the FPGA. All variables and parameters are listed and described
in Tables D.1 and D.2. The following assumptions concerning the organisation of the system
have been made:
1. All processes shown are executed within the HMRM FPGA; spacecraft or ground seg-
ment processes are not included.
2. Although the method of implementation in the FPGA is unspecified, the equations
have been simplified where necessary and were successfully translated into VHDL code
without significant alteration.
3. All input data tables are treated symbolically and specific values for these may be
altered and uploaded via telecommand.
Figure D.1 shows the algorithm main function from which all analysis subroutines are called.
This illustrates how the readout and algorithm execution operate on a continuous loop, with
a fixed time period (nominally 100 µs). The analysis functions have been split into four
subroutines concerned with pixel processing, count rate measurements, dose measurements,
and event identification; these are shown in Figs. D.2, D.3, D.4 and D.5, respectively.
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CYCLE START 
PIXEL SIGNAL 
OPERATIONS 
RATE 
MONITORING 
DOSE 
CALCULATIONS 
PARTICLE 
IDENTIFICATION 
CYCLE END 
Figure D.1: FPGA physics algorithm ‘main function’ showing the ordering of the
various analysis subroutines. The cycle period is 100 µs.
INPUT:
2550 digital 
pixel values 
from sensor 1
PIXEL MASK
Discard selected 
pixels
WEIGHTED
PIXEL SUM
Sum all pixel weightings 
corresponding to the digital 
values from sensor 1 giving 
the total charge, S1
OUTPUT:
S1, S2, S3, S4
ENDSTART
Highly Miniaturised 
Radiation Monitor
HMRM Physics Algorithm
Ref: HMRM-IC-TN-063
Issue: 1.0
Date: 11 Mar 2011
Page: 3 of 8
INPUT:
2550 digital 
pixel values 
from sensor 2
PIXEL MASK
Discard selected 
pixels
WEIGHTED
PIXEL SUM
Sum all pixel weightings 
corresponding to the digital 
values from sensor 2 giving 
the total charge, S2
INPUT:
2550 digital 
pixel values 
from sensor 3
PIXEL MASK
Discard selected 
pixels
WEIGHTED
PIXEL SUM
Sum all pixel weightings 
corresponding to the digital 
values from sensor 3 giving 
the total charge, S3
INPUT:
2550 digital 
pixel values 
from sensor 4
PIXEL MASK
Discard selected 
pixels
WEIGHTED
PIXEL SUM
Sum all pixel weightings 
corresponding to the digital 
values from sensor 4 giving 
the total charge, S4
Figure D.2: FPGA physics algorithm: pixel signal operations.
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Table D.1: Externally specified parameters required during the physics algorithm;
these are uploaded by telecommand.
Label Description
m The shuttering control and particle count rate integration period (integer number of cycles)
y The event identification count integration period (integer number of cycles)
H The ID table, a 31×8 array of values giving the 4-D histogram bin edges
S thres Threshold sensor energy deposit value for indicating a particle hit
a 1 , a 2 , a 3 Three integers indicating the channel numbers for which particle count rates are calculated
E min , E max The minimum and maximum number of empty readout frames for sensor 1, out of a series of m
p max The maximum allowable identified particle rate integration period (integer number of cycles)
J min The minimum preferred number of identified particle counts for rate calculation
z max The maximum allowable dose rate integration period (integer number of cycles)
v min The minimum preferred number of events for dose rate calculation
x The maximum shutter index (nominally, x=5)
µ f Alert flag threshold value corresponding to the particle count rate
R f1-4 Alert flag threshold value corresponding to the sensor dose rates
U f1-4 Alert flag threshold value corresponding to the identified particle count rates
Table D.2: Internally generated variables used during the physics algorithm.
Label Description
i Loop counter: incremented on each sensor readout (counts up to m)
g Loop counter: incremented on each sensor readout (counts up to y)
S 1-4 Reconstructed energy deposit for each sensor 1-4
E The number of empty frames for sensor 1 (in a series of m frames)
n Integer shutter index, controlling charge integration time: 0 ≤ n ≤ x
S' 1-4 Reconstructed sensor energy deposit, scaled to that expected when n=x
C 1-4 Lifetime cumulative dose for each sensor 1-4
z Dose rate integration period (integer number of cycles)
v The number of particle counts on sensor 4 in period z
D 1-4 Scaled dose, accumulated over z cycles, for each sensor 1-4
R 1-4 Mean dose rate for each sensor 1-4
f 1-4 Eight alert flag bits, derived from the eight measured rates
µ Mean particle count rate for sensor 1
Q Array of 32 event identification counts, accumulated over y cycles
p Identified particle rate integration period (integer number of cycles)
J(a) Array of identified particle counts, accumulated over p cycles (for channels a1, a2, a3)
U 1-4 Identified particle count rates for the three selected channels: a1, a2, a3
k Channel number obtained in the 4-D histogramming of (S1, S2, S3, S4): 1 ≤ k ≤ 32
t y Cumulative sum of the exposure time during period y
t p Cumulative sum of the exposure time during period p
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Appendix E
Orbit simulation ID table
Table E.1: ID table used for the simulation of reference orbit A presented in
Chapter 5.
L1 U1 L2 U2 L3 U3 L4 U4
1 0.0 0.2 0.0 0.2 0.0 0.2 0.0 0.2 —
2 361.0 624.2 23.4 208.8 0.0 0.2 0.0 0.2 2
3 69.8 208.8 69.8 208.7 208.8 624.2 0.0 0.2 3
4 40.4 120.7 40.4 120.7 69.8 120.7 0.0 0.2 3 this is used for the orbit sim in the sim chapter of thesis
5 0.0 0.2 69.8 120.7 69.8 120.7 0.0 0.2 3
6 23.4 69.8 23.4 69.8 23.4 40.4 0.0 0.2 3
7 0.0 0.2 0.0 0.2 7.3 21.4 13.5 69.8 4
8 4.2 6.6 4.2 6.6 4.1 11.9 1.5 13.5 4
9 4.5 13.5 1.5 2.6 0.0 0.2 0.0 0.2 2
10 1.5 2.6 1.5 4.5 0.0 0.2 0.0 0.2 2
11 2.6 4.5 1.5 2.6 0.0 0.2 0.0 0.2 2
12 1.5 2.6 1.5 2.6 2.6 4.5 0.0 0.2 3
13 0.5 1.5 1.5 2.6 1.5 2.6 0.0 0.2 3
14 1.5 7.8 1.5 2.6 0.9 1.5 0.0 0.2 3
15 361.0 624.2 0.0 0.2 0.0 0.2 0.0 0.2 1
16 13.5 23.4 0.0 0.2 0.0 0.2 0.0 0.2 1
17 120.7 208.8 120.8 208.8 0.0 0.2 0.0 0.2 2
18 7.8 13.5 0.0 0.2 0.0 0.2 0.0 0.2 1
19 4.5 7.8 0.0 0.2 0.0 0.2 0.0 0.2 1
20 23.4 40.4 0.0 0.2 0.0 0.2 0.0 0.2 1
21 2.6 4.5 0.0 0.2 0.0 0.2 0.0 0.2 1
22 1.5 2.6 0.0 0.2 0.0 0.2 0.0 0.2 1
23 0.9 1.5 0.0 0.2 0.0 0.2 0.0 0.2 1
24 0.5 0.9 0.0 0.2 0.0 0.2 0.0 0.2 1
25 0.3 0.5 0.0 0.2 0.0 0.2 0.0 0.2 1
26 40.4 69.8 0.0 0.2 0.0 0.2 0.0 0.2 1
27 0.0 0.2 4.5 7.8 0.0 0.2 0.0 0.2 2
28 208.8 361.0 361.1 624.3 0.0 0.2 0.0 0.2 2
29 2.6 4.5 2.6 4.5 0.0 0.2 0.0 0.2 2
30 40.4 69.8 40.4 69.8 0.0 0.2 0.0 0.2 2
31 69.8 120.7 69.8 120.8 0.0 0.2 0.0 0.2 2
32 Other events
C
h
an
n
el
ID table entry / keV
M
o
d
e
Sensor 1 Sensor 2 Sensor 3 Sensor 4
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Appendix F
Reconstructions of mean particle
spectra in orbits B, C and E
Figures F.3 to F.6 show reconstructed particle energy spectra for the mean AP-8/AE-8
modelled fluxes in reference orbits B, C and E over simulated periods of order 100 s. Or-
bits A and D are presented in Chapter 6.
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Orbit B: 400–4,000 km, 83◦ inclination, highly elliptical orbit
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Figure F.1: Electron spectrum reconstruction for a 592 s simulated exposure in
reference orbit B with 5 spectrum nodes per species.
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Figure F.2: Proton spectrum reconstruction for a 592 s simulated exposure in
reference orbit B with 5 spectrum nodes per species.
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Orbit C: 10,000 km, 0◦ inclination, medium Earth orbit
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Figure F.3: Electron spectrum reconstruction for a 129 s simulated exposure in
reference orbit C with seven spectrum nodes per species.
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Figure F.4: Proton spectrum reconstruction for a 129 s simulated exposure in
reference orbit C with seven spectrum nodes per species.
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Orbit E: 35,786 km geostationary orbit
10−1 100
102
104
106
108
O
m
n i
d i
r e
c t
i o
n a
l
d i
f f e
r e
n t
i a
l  f
l u
x  
/  ( c
m−
2  
s−
1  
M
e V
−
1 )
 
 
Reconstructions
Smoothed
Simulated
10−1 100
103
105
107
C o
u n
t  d
e n
s i t
y  
/  M
e V
−
1
Energy / MeV
Figure F.5: Electron spectrum reconstruction for a 981 s simulated exposure in
reference orbit E with five spectrum nodes per species.
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Figure F.6: Proton spectrum reconstruction for a 981 s simulated exposure in
reference orbit E with five spectrum nodes per species.
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