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Abstract 
Social networks can be viewed as a reflection of the real world which can be studied to gain insight into the real life societies and 
events. During the last decade, community detection as a fundamental part of social network analysis has been explored widely, 
however because of the complex nature of the network, it is still an open problem. In this paper, we propose a knowledge-based 
evolutionary algorithm to solve this problem by using a multi-population cultural algorithm. In our algorithm, knowledge is 
extracted from the network to guide the search direction and find the optimal solution. Meanwhile, in each step, the knowledge is 
updated based on the current states of the network. The results of comparison between our method and other well-known 
algorithms show that our algorithm is capable to find the true communities faster and more accurately than the others.  
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Conference Program Chairs. 
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1. Introduction 
Nowadays, more than 1 billion people around the world use online social networks to transfer and share their 
ideas, thoughts, experiments and willingness. Extracting knowledge from these networks can reveal their structure 
which has a lot of real-life applications such as marketing, group analysis and decision making. 
Generally, social networks consist of connected communities formed by individuals who communicate with each 
other. Finding these communities is a fundamental task in social network analysis. However, because of the 
complex and dynamic nature of these networks, identifying these communities is still an open challenging problem.  
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The first step to analyze a network is mapping it into a graph, G(V,E), where V is a set of nodes or agents and E 
is a set of edges or links between agents. Let A be an adjacency matrix for this graph. The entry of A(i,j) is 1, if 
there is a direct link between nodes i and j otherwise it is 0 if no link exists. Accordingly, community detection in 
social network can be reformed to an optimization problem where the goal is to find groups of nodes that have more 
interconnections between each other and less intra links with other nodes. The target is to find the best solution 
among all possible solutions to the problem7,10. As the highlighted problem can be categorized as an NP-Hard 
problem, many researchers have proposed various methods based on evolutionary algorithms to solve it. 
While most of the research are based on genetic algorithms, in this paper we use a different group of evolutionary 
algorithms which is known as cultural algorithms. The main feature of cultural algorithms that distinguish them 
from others, is employing knowledge14,17. In other words, it is a knowledge-based evolutionary algorithm. Cultural 
algorithm as shown in Fig.1 is a dual inheritance model which consists of two main spaces, population and Culture 
or belief space. According to the model, in each generation, a group of individuals is selected to update the belief 
space and the new population is generated based on the parameters which were defined in the belief space. The 
belief space in this model acts as a global knowledge repository which is made of information about the individuals 
and can be used to guide the search direction.  
            
Fig. 1. Classic Cultural Algorithm Model Fig.2 Multi-Population Cultural Algorithm 
Our proposed algorithm is based on the multi population cultural algorithm16 which is illustrated in Fig. 2. To 
make the population spaces, a specific number of individuals are generated randomly based on the state space of the 
network. As the individual or solution is composed of combination of different elements, the state space of the 
network contains the possible states for each element. After the initial generation, in each population, a group of 
individuals that have better fitness values are selected to make a belief space. The belief space has a key role in this 
algorithm and guides the search direction by determining a range of possible states for each element of the 
individuals. The belief space, is a new state space for the network. Consequently, the new individuals in each 
population are generated based on this belief space. Meanwhile, in each step, the belief space is updated according 
to the state of the best selected individuals of each population. 
The rest of the paper is organized as follows. In the next section we review major methods in this area. Section 3 
contains the proposed algorithm. Evaluation and results are reviewed in the section 4 and conclusions are 
represented in section 5. 
2. Related Works 
In recent years, different methods have been suggested to solve the community detection problem. One of the 
most important method which became the base for further research in this field was proposed by Girvan and 
Newman5. In this paper, concept of Modularity was defined and a divisive method was proposed for the problem. 
Many researchers proposed different algorithms based on the concept of modularity with different approaches. 
However, some of these algorithms need prior knowledge of the network and some others have poor performance on 
large complex networks2,6,10. 
To cope with these drawbacks, researchers have employed evolutionary algorithms by different approaches and 
techniques. However, the common goal is to detect unknown number of communities in the network with high level 
of internal connections and low level of external links 1,2, 5,6,7,8.  
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Some research focuses particularly on enhancing the fitness function A fitness function has critical importance in 
evolutionary algorithm, as it estimates how close the solution is to the final solution and consequently guides the 
algorithm direction directly or indirectly. For this purpose, some recent studies have addressed the problem as a 
multi-objective problem. The first objective aims at maximizing the internal links and the second is minimizing the 
external connections1,2,3,5,8,12,13. Pizzuti10 proposed a new algorithm to solve the problem by using genetic algorithm. 
The author has used the density measure and has defined the new concept of community score as a global measure 
to partition network in a cluster. The goal of the algorithm is to maximize this score. In Facetnet12, the authors have 
proposed a new framework to solve the problem by using a multi-objective evolutionary algorithm. In their model, 
an individual can be a member of more than one community at the same time. They have defined the snapshot 
quality function and the temporal cost function and an iterative algorithm which uses a function to update rules in 
order to decrease the value of the cost function uniformly. On the other hand, they have introduced concepts of 
community membership, community net and evolution net in their framework. Meanwhile, they have proposed a 
mechanism for adding and removing individuals from communities to cope with the dynamic aspect of the network. 
A soft modularity function to measure the effectiveness of a community was also employed. 
Some recent research use the NSGA-II (Non dominated Sorting Genetic Algorithm) as the core of their 
algorithm2,8,15. Kim, Mckey and Moon8 proposed HIGA (hybrid immigrants GA) to cope with the dynamic aspect of 
the network. The authors have defined an algorithm called Adaptive Immigrants NSGA-II (AI-NSGA II) to give 
their algorithm dynamic adaptability. The min-max cut and global silhouette index are defined as the two objectives 
of the fitness function. On the other hand, Chen, Wang and Wei2 have employed Modularity function and NMI as 
similarity measure for the first and second objectives. They also use community score10 for the solution selection 
process. 
Many studies have also been carried out based on other techniques1,5,6,9,11. Gong et al.5 proposed a multi-objective 
algorithm based on the Non-dominated Neighbor Immune Algorithm (NNIA). For the first objective they used 
Modularity function4 and for the second, they used NMI as a similarity measure. Amiri, Hossain and Crawford1 
have suggested a multi objective evolutionary algorithm based on the harmony search algorithm. Jia et al.6 proposed 
a Differential Evolution (DE) approach to solve the problem. Modularity function is employed to obtain the fitness 
function while for the population initialization step a particular biased process is used in order to prevent making 
unreasonable results. Furthermore, for mutation they used “rand/1” strategy. Qiu and Lin9 proposed a new algorithm 
to solve the problem by using a hierarchical structure model. Random walk approach is implemented and the 
Gaussian Mixture Model (GMM) is used to generate the transition probability matrix to calculate probability of 
relation between a node and each community. 
3. Proposed Model 
In this section we describe the proposed algorithm which is a multi-population cultural algorithm for community 
detection in social networks.  The individual representation method and mechanism for crossover and mutation are 
described in detail in the next part. After that, the structure of belief space will be defined and discussed. 
3.1. Individual Representation  
The representation in our algorithm is based on a particular locus-based adjacency representation method18. The 
individuals or solutions are represented by an array of nodes. The length of the array is equal to the number of nodes 
in the graph. Each cell of this array is identified by a number which corresponds to the number of nodes in the 
graph. For example cell#5 refers to the node #5. The value of each cell is chosen randomly from the state space of 
the network denoted by NS, which is formed based on the adjacency matrix of the network graph. Therefore, for 
each node in the graph a set of neighbor nodes which are linked to it directly is defined as follows: 
For I=1 to N  
 For J=1 to N 
IF A(I,J)=1 then NS(I,J)=J  
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As an example, Fig. 3 illustrates the network state space of a network graph which has been shown in Fig 2. In 
addition, Fig. 4 illustrates two different random representations of the network based on the network state. 
     




Fig. 4. Two random representations of the network 
3.2. Initialization 
    A specific number of individuals are generated randomly based on the individual representation method to form 
the population spaces. One common problem that usually occurs in the other algorithms in the initialization phase is 
that, some of individuals are not valid. It means that, the individual contains some links which does not exist in the 
original graph. However in our algorithm, as individuals are generated based on the network state space, existence 
of the links can be assured because elements of each individual is selected randomly from valid neighbours nodes. 
3.3. Fitness Function 
Objective function is another important factor in the evolutionary algorithms. This function has a key role to guide 
the direction of the evolution. However, our algorithm is independent from it and can work with any form of 
objective function if it is adaptable with our representation method. Nevertheless, we have employed GA-Net, one 
of the best known fitness function which has been defined by Pizzuti10. This function can work without prior 
knowledge of communities’ number and its goal is to maximize the community score. In this paper, the same fitness 
function is used for all populations but it is possible to have different fitness functions in each population. 
Let  ൌ ሼଵǡ ଶǡǥ ǡ ୩ሽ , denotes the network which consists of different communities. The score of each 







ȁ୍ȁ ൈ σ ୧ǡ୨୧ǡ୨                    (1) 
where ǡ  א ୩୧ǡ୨ denotes a value of the position (i,j) of the adjacency matrix. In addition, ȁȁǡ ȁȁ denote number 
of j and i in the C respectively. Finally, the community score is the summation of all communities’ scores in the 
graph then  ൌ σ ሺ୩ሻ୩ଵ Ǥ  
3.4. Belief Space 
The core of our algorithm is the belief space which is formed by the selected individuals of each population in 
every generation to guide the direction of the evolution. We consider that the best solution can be represented by 
combining elements of the best selected individuals. In fact the idea is, instead of searching all possible states and 
 1 2         3          4          5           6           7          8  1 2         3          4          5           6           7          8 
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combinations, the search space must be limited to the elements of the selected population. Therefore, in each 
generation, the belief space defines a range of the best probable solutions. Consequently, the new population is 
generated in the range which has been defined in the belief space. It is expected that in each generation, better 
solutions are being generated by the algorithm.  
We define two different sources of knowledge in the belief space. The first is called BS_average and stores the 
best ever average fitness value of the previously selected populations. In each generation, a selected individual can 
change the belief space if it’s fitness value is higher than the average value of the previous individuals which 
influenced the belief space (BS_average). As shown in (3), if BS_average is less than the average fitness value of 
the current selected population it must be replaced with the new one. As mentioned before, each individual is 
represented by an array with the length of n which is the number of nodes. Therefore the selected population can be 
presented by an s by n matrix where each row of the matrix shows an individual and s is the size of the selected 
population and n is the number of nodes in the graph. As shown in (2), let SP denote the selected population which 
consists of selected individuals (SI), then the average is computed by calculating the average of fitness values of the 
selected individuals.  








቏  Æ  Average=σ ࡲ࢏࢚࢔ࢋ࢙࢙ሺࡿࡵ࢐ሻ
࢙
࢐స૚
࢙                      (2) 
The second source of knowledge is the normative knowledge, BSN, which is represented by an n by n matrix. In 
each generation, for all individuals of the selected population, relative frequency of values of all cells are calculated 
and added into the corresponding entry in the matrix. In fact, as shown in (3) for all the selected individuals, 
BSN(j,value(j)) is updated with the relative frequency of the value(j) in the cell#j where  j is the cell number. 
 
For i=1 to s {  
IFሺܨ݅ݐ݊݁ݏݏሺܵܫூሻ ൐ ܤ̴ܵܣverage) 
{  For j=1 to n 
  BSN(j,(value(j)))=relative frequency value(j) in row j }} 
IF BS_Average<Average then BS_Average=Average .              (3) 
 
For example, in Fig. 5, the BSN is formed based on the network with 8 nodes and 4 selected individuals. The first 
row shows neighbours of the node 1. According to the matrix, the probability of connection between node 1 and 
node 2 in the final solution is 75% while it is 25% for node 3. It means that in the next generation, node 2 will be 
presented in the first cell of the individuals with a probability of 75% while node 3 with the probability of 25%. 
 
Fig. 5. Sample Belief space for a 8 nodes network with 4 selected individuals 
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3.5. Crossover and Mutation 
As populations are generated based on the belief space, the role of Crossover and Mutation operators is 
completely different in comparison with Genetic algorithms. In fact, these operators help the algorithm to escape 
from the local maxima.  The algorithm presented in this paper is based on the multi population spaces, therefore, 
each population can have it’s own crossover and mutation operators. However to choose a parent for the crossover 
in the first population, the first individual is selected randomly among all individuals and the second one is 
randomly chosen among individuals which are not in the selected population. Given these two individuals, a new 
individual will be generated by combining the parent’s elements. As the parents in these operators are selected 
among all individuals, the chance of having children with completely different elements is very high. For the 
mutation operator, an individual is generated based on the network state space similar to the initial generation. It is 
expected that the algorithm escapes from the local maxima and generates some solutions outside the current domain 
by using crossover and mutation 
3.6. Our proposed algorithm 
Our proposed algorithm is started by generating the initial population, after evaluating the fitness of individuals 
and sorting them, the best groups of individuals of each population are selected based on their fitness function. 
These groups update the belief space. The new generation of individuals is generated based on the probability matrix 
of the belief space. Meanwhile, in each iteration with a small probability some individuals are generated by 
Crossover or Mutation operators. Each population space in this algorithm can have their own fitness function or 
operators. The algorithm continues until the last iteration and the individual with the best fitness function’s value 
will be presented as the best solution.  
Input= Graph, Adjacency Matrix 
Step 1. Initialize the network State,  
Step 2. Initialize the populations, 
Step 3.  Evaluate Fitness values 
Step 4.  Sort Populations’ individuals by their fitness values 
Step 5.  Select individuals  to update the belief space 
Step 6.  Initialize and update the Belief Space 
Step 7.  Set the iteration number 
Step 8. generate the populations based on the belief space and the population’s local operations 
Step 9. Evaluate Fitness values 
Step 10. Sort the individuals by their fitness values 
Step 11. Select the individuals to update the belief space  
Step 12. Update the Belief Space 
Step 13. Increase the Iteration 
Step 14 go to step 8 
Step 15 End. 
4. Evaluation 
To evaluate the effectiveness of the model, we compare it with four well-known algorithms in this field. The first 
one is GA-Net10 which is a genetic algorithm, the second one is the Girvan-Newman algorithm(GN), DECD6 is the 
third one which is based on Differential evolution and the last one is MOGA-Net15. We also compare it with 
variable-CA19. To measure the similarity level between the actual communities and the detected ones we used 
Normalized Mutual Information (NMI)4,10. 
We made 60 artificial networks based on the Newman benchmark4,18. Each network was generated randomly and 
has 128 nodes which is categorized in 4 same-sized communities with 32 nodes while the degree of each node was 
16. Meanwhile, each node is connected to other nodes in its community by internal degree, Zin, and to other nodes 
by external degree, Zout (Zin + Zout =16). The range of Zout of our artificial networks in this experiment is from 1 
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to 6 where 6 implies that each node is connected to 6 nodes outside of its community which means that the network 
is very noisy and fuzzy. Our proposed algorithm has been implemented in Matlab and all tests have been performed 
on a Pentium dual core 2.1GHz with 2.5 GB RAM. In addition, for the first population, crossover and mutation rate 
were set to 0.8 and 0.2 respectively. The population size was 200 and the number of generations is set to 50 while 
roulette selection function was used. For the second population, the size was set to 100 and the selection rate was 
20% similar to the first one but the rate of mutation increased to 50% while the roulette wheel selection was used. 
 
Fig. 6. Average NMI rate for Zout range from 1 to 6     
As seen from Fig 6, the proposed algorithm can detect true communities with 100% success when Zout is less 
than or equal to 5 while none of other algorithms can achieve this rate. For Zout of 5, the average NMI of our 
algorithm is 1 while the value for GN, GA, DECD and MOGA-Net are 0.72, 0.77, 0.95 and 0.98 respectively. Even 
when Zout becomes 6, our algorithm has better performance when compared to the others and its value was 0.83 
while the best value of other algorithms was achieved by MOGA-Net which was 0.67. In addition this value for the 
variable-CA was 0.69. 
For the real datasets, we have employed Zachary Karate club21, Dolphin networks20 and American Football21. 
Zachary Karate club dataset was made by Zachary as a result of study on the friendship of 34 members of a karate 
club during two years. The group was split into two groups because of some disagreements and it has 34 nodes in 
two groups. Our algorithm detected two communities on just 3 generations on this dataset. The average NMI value 
for our algorithm in this dataset as shown in table 1 was 1 which is same as MOGA-NET. The value was 0.82 and 
0.69 for the GA and GN algorithms respectively. For the dolphin dataset which has 62 nodes and was generated 
based on statistics of seven years of dolphins’ behavior, the average NMI over 10 different attempts was 1 for the 
MOGA-Net and 0.956 for our algorithm and was 0.935 for the GA. American Football dataset was made based on 
the United state college football information and has 115 nodes and 616 edges which was grouped as 12 teams. Our 
algorithm achieved the highest NMI value among other algorithms in this dataset whose value is 0.923.  
These results clearly highlight that the method presented in this paper gives a better performance than other 
algorithms and can detect the true communities in noisy networks as well. Another important point is that, as the 
method is based on belief space, it is expected that the algorithm provides better performance with increase in the 
size of the network since more nodes can create a rich belief space to guide the search direction while the search 
domain narrows down at each step.  
Table 1. NMI value of the algorithms on real datasets  
 
 
Dataset/Algorithm GN MOGA-NET GA MPCA 
Zakhary 0.692 1.000 0.818 1.000 
Dolphin 0.574 1.000 0.935 0.956 
American Football 0.760 0.796 0.805 0.923 
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5. Conclusion 
In this paper, we proposed a multi-population cultural algorithm for community detection in social networks. The 
core of the algorithm is belief space which determines the range of the probable solutions and guides the search 
direction towards finding the best solution during the search process.  
We also implemented two population spaces with different sizes and different selection methods and compared 
our algorithm with 4 well-known algorithms using synthetic datasets based on Girvan and Newman benchmark and 
3 real-life networks. The results show that our algorithm significantly has better performance in comparison with 
other approaches. 
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