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We argue that the free electron and positron can be considered as different, independent particles, each of 
which is characterized by the complete set of the Dirac plane waves. This completely symmetric 
representation of the particles makes it necessary to choose another solution of the Dirac equation for the free 
particle propagator as compared to that currently used in QED. The Bethe-Salpeter equation is studied in the 
ladder approximation with using these free propagators.   
A new branch of electron–positron bound states which represent the massless composite bosons, have 
been found for the actual coupling equal to the fine structure constant. We have obtained that: 1) the massless 
boson states have the normalized complex wave functions; 2) the average distance between the electron and 
positron diverges as the boson kinetic energy goes to zero; 3) the spatial contraction of the wave function of 
the transverse motion of strongly coupled electron-positron pair is continuously occurred with increasing the 
boson kinetic energy. Unlike the usual annihilation process in which nothing remains from the electron and 
positron, a similar annihilation-like process in which the reaction products are two or three gamma quanta 
and the massless boson, is predicted.   
In this symmetric representation one could expect states, which have a certain symmetry relative to 
Ps states, but have negative masses. For these states the equal-time bound-state equation was derived 
neglecting the interaction retardation and interaction through the vector potential. It turned out that the wave 
functions of the negative mass boson states are not normalized. Beyond these assumptions, the existence of 
these negative mass states remains unclear. 
 
 
 
1. Introduction  
As is well known [1,2,3], the set of the Dirac plane waves, including both positive and 
negative energy states, forms a complete orthonormal system. The general solution of the Dirac 
equation for the free fermion is written as a superposition of all the plane waves. However, Feynman 
insisted on [4] that there are only the states with the positive energies. This leads to the conclusion 
that there must be antiparticles, and the hole theory of antiparticles has been developed [5]. 
In the standard model of the electron-positron field the initially complete basis of the Dirac 
plane waves is divided into two parts: the states with positive energies are accepted as the electron 
states, and the states with negative energies are declared the states of the positrons which are 
recognized as particles traveling backwards in time. The filled states with negative energies are as a 
rule not considered, and the operator of charge conjugation, which converts the particle into 
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antiparticle and vice versa, are introduced. Then, using the Bogoliubov-like transformation, the 
description of the electron-positron field can be mathematically made symmetric. However, the base 
of the standard model is laid initial physical asymmetry due to the introduction of the primary 
particles which are usually treated as the electrons, and the positrons are considered as the electronic 
holes in the states of the filled lower continuum [6,7].  
Note that in many situations, the filled electronic states with negative energies cannot be 
ignored. So, the filled lower continuum is important in the analysis of the electronic structure in 
super-heavy nuclei, for which at the certain charge of the nucleus the electron lower level 1S1/2 
merges with the bottom of the lower continuum [8,9]. A similar situation arises when discussing the 
value of the cosmological constant. Apart from the positive contribution from the zero-point energy 
of boson quantized fields, another energy source  is derived from the Dirac theory of the electron 
because the filled levels leads inevitably to negative contribution to the vacuum energy [7]. By 
studying the radiation scattering by free electrons, it was concluded that radiation-induced electron 
quantum jumps in the intermediate states of negative energies are crucial for the scattering [10].  
There is no reason to doubt that the complete spectrum of states for any system of interacting 
particles can be deduced only when the full basis of states is taken into account for each particle of 
the system. The above two part division of the complete plane-wave basis leads to the following 
fact:  neither electron states nor positron states form the complete system of the wave functions. 
Therefore, there is no reason to believe that all the states of the coupled electron-positron system 
will be obtained and examined in the standard approach. 
The latter statement can be clearly argued on example of the well-known non-relativistic 
problem of impurity states in semiconductors, as shown in Section 2. Here the complete system of 
single-electron states includes all states in the allowed bands of the semiconductor. Considering the 
states of only one band, for example, the conduction band or the valence band, and ignoring all the 
others, this task is reduced to the so-called effective Hamiltonian in the single-band approximation. 
The eigenfunctions of this Hamiltonian correspond to the shallow energy levels in the energy gap 
near the conduction band bottom or valence band top, respectively. Accounting for the complete 
basis of one-electron states changes substantially the picture of the impurity state spectrum [11], 
because, apart from energy corrections for shallow states, localized strongly-coupled states can 
appear deep in the semiconductor forbidden gap. 
Following the symmetry of the laws of nature with respect to the two signs of the electric 
charge, we have to assume that the electron and positron are independent and different ordinary 
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particles, each of which can be described by the Dirac equation. Then both the electron and the 
positron should be characterized by the complete orthonormal system of the Dirac plane waves, 
including both positive and negative energy states. This absolutely symmetric representation of the 
particles makes it necessary to choose another solution of the Dirac equation for the free particle 
propagator as compared to that currently used in QED, as discussed in Section 3. The Bethe-Salpeter 
equation in the ladder approximation with these free propagators is the basis for further studies in 
this work. 
Firstly, we study the states for which the characteristic velocity of particle of the bound pair 
is much smaller than the speed of light in vacuum, as it is for the positronium. It is known that the 
interaction retardation due to the finite speed of light, and the contribution to the interaction through 
the vector potential are only resulted in the relativistic corrections to the energy spectrum of 
positronium. In this article we are not interested in these corrections, and the important issue for us 
is the complete picture of the spectrum of bound states. Neglecting the above two effects, the equal-
time bound state equation is derived in Section 4.  
This equation is studied in Section 5. Besides the positronium states the energy levels of 
which lie just below the energy m2 ( m is the electron mass), due to this symmetrical representation 
of the particles it would be possible to analyze the negative mass boson states formed by the coupled 
electron-positron system. However, these states are not normalized to unity. This equation contains 
also the solution with energy 0E  that is the only dedicated energy level due to the symmetry of 
the problem considered. However, the approaches used in the derivation of this equation, does not 
allow us to affirm that this strongly-coupled state, in which the mass of the composite boson 
completely disappear because of the high binding energy equal to m2 , does exist. 
In Section 6, the Bethe-Salpeter equation for the electron-positron system is studied in the 
ladder approximation with using these free propagators, and for the actual coupling equal to the fine 
structure constant. We search for the solution of the Bethe-Salpeter equation in the form of  
a stationary wave with the phase velocity equal to the speed of light in vacuum. This wave is an 
infinite line string, the transverse size of which is determined by the two dimensional wave function 
of the transverse motion of the coupled pair.  The equation for the transverse wave function is 
derived with account for both the interaction retardation due to the finite speed of light, and the 
contribution to the interaction through the vector potential. It turned out that these massless boson 
states are formed only when the helicities of the electron and positron are opposite, and the 
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transverse wave function satisfy the homogeneous Fredholm integral equation of the second kind 
with non-Fredholm kernel. Results of numerical studies of this equation are reported. 
Discussions of the results obtained, and conclusion are presented in Section 7. The very 
important process is the electron and positron annihilation accompanied by photons production. The 
existence of the composite massless boson must lead to some process which is very similar to the 
annihilation in the standard model, but has the essential distinctive features due to the fact that the 
products of this reaction include, in addition to photons, the massless boson. So, for the singlet 
electron–positron pair with zero total momentum the annihilation radiation spectra must have finite 
both angular and momentum correlations.  
Natural units ( 1 с ) will be used throughout. 
 
2. Strongly bound states in the non-relativistic problem 
Consider a two-band semiconductor, the eigenfunctions )(rqn ( 2,1n ) and eigenenergies  
)(qn  of which are given by the Schrödinger equation )()()( rqr qq nnnH   . Here H  is the 
Hamiltonian of the semiconductor. Let the upper band ( 1n ) is empty and the lower band ( 2n ) 
is completely filled with electrons. Introduce )(rV  - the potential created by an impurity atom 
inserted into the semiconductor.  
Denote )1(  as an impurity wave function, where the symbol 1 implies the set of space-time 
variables 11, tr . Then the wave function )2(  at subsequent times 12 tt  in the point  2r  is 
determined by the homogeneous integral equation: 
                                               )1()1()1,2()2( 011  VKdtdi  r ,                                         (1)            
where  )1,2(0K  is the retarded Green's function which satisfies the equation: 
                                                            )1,2()1,2()/( 022 iKHti  ,                                              (2) 
provided that 0)1,2(0 K at  12 tt  . Here the subscript 2 on the operators in the left side of (2) 
means that the operators act on the variables 2 of )1,2(0K , and )()()1,2( 1212 tt   rr .  
 From (2), we obtain: 
                                        )()))((exp()()()1,2( 12121
*
20 ttttiK n
n
nn    qrr
q
qq .                     (3)   
We represent the impurity wave function in the form )exp()()1( 11 iEt r . Substituting (3) 
into (1), and integrating over 1t , we obtain the following integral equation for bound states: 
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If one neglects the second term in the curly brackets in the right-hand side of (4), that  
corresponds to the neglect of states of the lower band 2, this equation is reduced to the effective 
single-band Hamiltonian: 
                                                       EVi  )()(1 rr . 
 
It is well known that the eigenfunctions of this single-band Hamiltonian correspond to shallow 
energy levels near the bottom of the band 1.  
However, when taking into account the valence band 2 in Eq. 4 the situation changes 
significantly. Then, the integral equation (4) can be reduced to the following differential equation 
[11]:   
 
                         )()()(2)()( 2121 rrrrr ViiEiEiE  .               (5) 
 
Eq. (5), along with the shallow states, has a solution for a strongly coupled bound state. It was found 
[11] that for the parabolic dispersion law for both the bands with the equal effective masses this 
impurity energy level is exactly in the middle of the semiconductor energy gap. 
Note that there are other known methods for calculation of strongly coupled impurity levels 
(see [12,13] and references therein). Common to them is that the deep levels that are actually 
observed in experiments appear in multiband models of semiconductors. 
Thus, on the example of the impurity semiconductor it was shown that for interacting 
particle systems the full spectrum of bound states can be found only when the full basis of states is 
taken into account for each particle of the system. 
 
3. The free fermion propagator  
At present in QED the free fermion propagator for the Dirac equation is written as [1,2,3]: 
 
                     
p p
)()1()2()()1()2()1,2( 2112 ttttK pppp  ,                      (6)   
where p  is the Dirac plane wave representing the state of the free particle with energy p , 
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respectively, and   *pp   denotes the Dirac conjugation. In Eq. (6) the contribution to )1,2(K  
at 12 tt    is due to the electron terms, and at 12 tt   - the positron terms. 
The Bethe-Salpeter equation [14,15] with the propagator (6) has been studied in works, as a 
rule, in the ladder approximation. The results obtained can be summarized as follows. Firstly, the 
weakly bound states of positronium have been found with certain relativistic corrections. Secondly, 
after the work [16], considerable interest is the problem of strongly coupled states for fermion-
antifermion systems. In the most commonly used approach to the problem the Bethe-Salpeter 
equation is regarded as eigenvalues task for the coupling constant [17-25]. That is, an eigenvalue is 
considered as the necessary strength of the attractive potential to make a massless bound state. 
Thirdly, the Feynman theory leads to a clearer picture of the annihilation of electron-positron 
pairs [4]. In principal this process can be studied the Bethe-Salpeter equation in the ladder 
approximation with account for the “annihilation” interaction which can be treated as a perturbation 
[26]. Therefore, any theory of the electron-positron field must include a process that, at least, looks 
the annihilation-like process. 
The Dirac equation, as well as any differential equation, has several solutions for Green's 
function [27]. For example, the retarded Green function of the following form was discussed in [5]: 
                            )()1()2()1()2()1,2( 12 ttK pppp   
p
.                                 (7)     
Comparing (6) and (7), one can conclude that unlike the propagator (7) the negative energy states 
are actually excluded from consideration in (6). Obviously that in this case neither electron states 
nor positron states form a complete orthonormal system of the wave functions. It can be argued that 
this approach is equivalent to the single-band approximation in the sense, as discussed in the 
previous section 2. Hence, there is no reason to believe that the whole spectrum of bound states of 
the electron-positron system will be obtained with using of (6). 
Considering (7) as the electron propagator, we can see that this function for the electron is 
taken into account the whole spectrum of the Dirac plane waves. There is no doubt that the positron 
can be described by the Dirac equation as well. Then we have the only opportunity, which is to 
assume that the electron and positron are independent and different ordinary particles. 
In this approach, in the vacuum state the upper continuum is empty and the lower continuum 
is completely filled for each of these particles. Then this vacuum state is charge neutral. 
Similarly to (7), for the positron propagator we would have: 
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                                                )()3()4()3()4()3,4( 34 ttK pppp   
p
.                         (8)   
In Eqs (7) and (8) p  и p  are the Dirac plane waves for the free electrons and positrons, 
respectively.  
Expressions (7) and (8) can be regarded as a consequence of the symmetric representation of 
the particles. It is important that regardless of whether the electron or positron in the states of the 
upper or the lower continuum, the interaction between the particles is attractive. In the ladder 
approximation their reaction can be presented by the retarded interaction function [5,8]: 
                                           )6,4()5,3()()1()6,5;4,3( 256
2)1(  seG  αα .                                (9)               
Here 











0
0
σ
σ
α are the velocity operators for the electron (-) and positron (+),  and σ are the 
Pauli matrices for the electron and positron, respectively, and 56s  is the invariant distance between 
particles.  
Although the propagators (7) and (8) are taken into account the complete orthonormal 
system of the wave functions for each of the particles, the interaction between them is attractive only 
if both these particles are in the states with the positive (negative) energies. If one of them is in the 
states of the upper continuum, and the other - in the states of the lower continuum, the interaction 
between the particles changes sign, and becomes repulsive. Therefore propagators (7) and (8) are 
not suitable.  
Taking into account the character of the interaction of the particles, the electron retarded 
Green function should be written as: 
                                )()1()2()1()2()1,2( 120 ttK pppp   
p
,                         (10)     
and, similarly, for the positron propagator  
                                            )()3()4()3()4()3,4( 340 ttK pppp   
p
.                         (11)   
Here  p  и 

 p  are the Hermitian conjugate matrices with respect to p  and p , respectively. 
The letter are given by [7]: /,,
ipx
ppp eu

 and 
/
,,
ipx
ppp eu   , where 
                  














wmc
wmc
u
p
p
p
p
)(2
1
2
2
,
nσ

 













'2
'2 )(
2
1
,
wmc
wmc
u
p
p
p
p



nσ
.            (12) 
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Using (9)-(11), in the ladder approximation the bound state Bethe-Salpeter equation for the 
electron-positron system is: 
                 )6,5()6,5;4,3()4,2()3,1()2,1( )1(006543  GKKddddi     ,                (13) 
where iii dtdd r . 
 
4. Quasi non-relativistic limit 
Bound states derived from the Bethe-Salpeter equation, have greater reliability if they have a 
non-relativistic analog. With this motivation we study the states for which the characteristic velocity 
of particle of the bound pair is much smaller than the speed of light in vacuum, 1/  с , where 
  is the fine structure constant. Such states are known to be inherent to positronium.  
The interaction retardation and the interaction through the vector potential lead only to the 
relativistic corrections to the energy spectrum of positronium. In this Section they are out of our 
interests. Neglecting the above two effects, the interaction function in (9) is replaced by: 
                                             )6,4()5,3()()()6,5;4,3( 5656
)1(  trVG  .                               (14)      
  where  
56
56
2
)(
r
e
rV  is the Coulomb interaction. As a result, Eq. (13) is reduced to the equal-time 
equation: 
          );,(|)(|);();();,( 143431420131014321 tVttKttKdtddit
t
rrrrrrrrrrrr   

 .    
The wave function is presented in the form )exp(),();,( 2121 iEtt  rrrr  , where E is the 
energy of the coupled state. Then after the integration over time the above equation takes the form: 
                     
                      ),())()()(exp),(),( 434342314321 rrrrrrqrrpqprrrr
pq
   ViiFdd ,        (15) 
 
where, using (12),  the function F is: 
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

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
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 
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
E
mm
E
mm ))(())((
.         (16) 
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Here p  and q  are the momentum of electron and positron, respectively, the matrices  α, и 
 α, act on the electron and positron bispinors of the wave function . In Eq. (16) the electron 
and positron operators can be reordered.  
In the expression (16) the masses are marked by  . Of course, the electron mass is equal to  
the positron one. However now we can examine the limit  m  in Eq. (15) with definition (16). 
This case corresponds to the motion of the electron in the external field generated by the fixed 
positively charged center (for example, by proton). 
 Assuming that  mq , 0q  and   mEmE  , the expression (16) is reduced to: 
                        


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

)1)(()1)((
4
1
.                   (17) 
Substituting (17) in (15) and replacing EmE   , after integration over 4r  we obtain:   
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01)()(
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1
)( 33
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31 rr
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rr rrp
p p
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p
p
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
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



















  .   (18) 
 
Here the radius-vectors 31,rr  are counted from the fixed center position (the vector 2r in Eq. (15)). 
From (18) we have for the electron wave function: 
                                        )()()( 33
)(
2231
31 rr
pα
rr rrp
p p


 


 


 Ve
E
mE
d i . 
This integral equation is corresponded the following differential equation: 
                                                  )()()()( 1 rrrpα 

   VmE . 
Here 1)(   pαmE  means the inverse matrix. The last equation is the Dirac equation, 
)())(()()( rrrpα    VEm . 
 Now we find a differential equation, which corresponds to the integral equation (15) with 
(16). To this end, the right side of (16) is reduced to the form: 
                                  ))((21),( 222 qαpαqp qp  

 mmEEEF   
                                                 )()( 222222 qαpα qpqp   mEmE  ,            (19) 
where    2222224 2 qpqp   EE .  
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Representing (19) as: 
                                          )))(((
1
),( 0  

 babaAF qp ,                                       (20) 
and equating (19) and (20), we have: 
                                   
E
A
2
0

 , )(2 pα  mEa  , )(2 qα  mEa  ,  
and 
                                                
E
E
b
2
222
qp   , 
E
E
b
2
222
qp   .                                       
Hence, the function (16) is rewritten as: 
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Substituting (21) into (15), we obtain: 
 
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                                                               ),()()()(exp 43434231 rrrrrrqrrp  Vii .                 (22) 
The integral equation (22) corresponds to the following differential equation: 
                                 




 





 ),(
2
)(
1ˆˆˆˆ2 21
212222224 rr
rr
qpqp 
E
V
EE  
                ),()(
22
2 2121
222222
rrrrqαpα qpqp 



 







 








 
  V
E
E
m
E
E
mE .        (23)                           
Here 1ˆ rp  i and 2ˆ rq  i  are the momentum of electron and positron, 
222 ˆˆ pp  m  and 
222 ˆˆ qq  m .  
Eq. (23) is the bound-state equation for the electron-positron system with the symmetric 
representation of the particles in the quasi non-relativistic limit. Analysis for this equation is carried 
out in the next section.   
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5. The system at rest 
In the rest of the system, rqp  iˆˆ  is the relative-motion momentum operator, and 
21 rrr   is the relative radius vector. As a result, equation (23) reduces to: 
                       )()(
22
2)()(
2
1
ˆ4 22 rrpαpαrrp  V
E
m
E
mVEE 




 




 




   .        (24)                           
For the states with 1/  с , the characteristic momenta of the particles are much 
smaller than their mass ( || pm ). Then, from (24) we obtain the "unperturbed" equation:  
                                   )(
22
2)()(
2
1
ˆ4 22 rrrp V
E
m
E
mVEE 




 




 




   .                     (25)          
The wave functions are sought in the forms:     
      

















00
)1()1( ww , 
















 ww
00)2()2(  , 


















w
w 0
0
)3()3(  , 

















 0
0)4()4( w
w
  
Here w  are the spinors.  Substituting these functions in Eq. (25), we obtain:                                   
                                )()(
2
2)(
2
1
ˆ44 )1(
2
)1(222 rrrp  V
E
mVEmE 




 




  ,                           (26) 
                               )()(
2
2)(
2
1
ˆ44 )2(
2
)2(222 rrrp  V
E
mVEmE 




 




  ,                          (27) 
                      )()(
4
2)(
2
1
ˆ44 )4(),3(
2
2)4(),3(222 rrrp  V
E
mVEmE 












  ,                     (28) 
          First, we consider Eq. (26), which is reduced to the form:  
                                             )()(2)(
2
1
)2(
ˆ4 )1()1(
2
rrr
p
 VEmVE
mEE





 


.                        (29) 
If in the left-hand side (29) we omit the potential )(rV  under the Laplacian and replace   
mmE 42   then Eq. (29) is reduced to the Schrödinger equation for positronium: 
                                                         )(2)(ˆ )1()1(
2
rr
p
 mEV
m








 .                                          (30) 
According to (30), the energies of the positronium states are: 
                                                            
22
4
)1(
4
2
n
me
mEn

 ,                                                              (31)       
12 
 
where n  is the principal quantum number. These states (32) lie just below the energy m2 . 
Thus, Eq. (24) includes the solutions corresponding to the well-known Ps states. Note that 
the potential energy in the left-hand side of Eq. (29), and the difference between E and m2 lead to 
relativistic corrections. They should not be analyzed because a number of corrections have already 
been omitted in Eq. (29).  
Here the following is important: in the standard theory of the electron-positron field the 
wave function of the kind 

















00
)( )1()1(
ww
 r  is forbidden because in the non-relativistic limit 
( m|| p ) the first two components, not the second two, vanish in the positron bispinors (see [3], 
page 383) or, in other words, the positrons are prohibited to scatter in the states of the upper 
continuum. As we have seen above, in the symmetric representation of the particles the function 
)()1( r  represents exactly the states of positronium (31). 
 The function 
















 ww
00
)( )2()2(  r  does not exist in the standard model because in the 
above limit the second two components, not the first two, vanish in the electron bispinors or, in 
other words, the electrons are prohibited to scatter in the states of the lower continuum. In the model 
of the symmetrical representation this function is possible. Eq. (27) for )()2( r  is rewritten as: 
                                         )()(2)(
2
1
)2(
ˆ4 )2()2(
2
rrr
p
 VEmVE
mEE





 


.                        (32)  
Eq. (32) can be obtained from the Eq. (29) by the replacement mm  . However, 
properties of Eqs. (29) and (32) differ significantly. The potential energy under the Laplacian in the 
left-hand side of Eq. (29) leads to the  -functional feature that does not mean that there is a 
particularly strong interaction. The integral value of this term leads only to a relativistic correction.  
This term should be regarded as small in comparison with the Coulomb interaction. In Eq. (32) the 
potential energy under the Laplacian cannot be omitted, since at the negative energy it results in the 
singular point 
                                                                     
E
e
r
2
                                                            (33) 
of the equation. The wave function is discontinuous at this singular point that leads to non- 
normalized wave function of the negative mass boson states. 
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Of course, Eq. (32) derived from the Bethe-Salpeter equation for a number of assumptions 
presented above. Beyond these assumptions, the existence of these negative mass states remains 
unclear. 
 Now explore Eq. (28). It is obviously that 
                                                                             )4()3(   .                                                          (34) 
Note that in the standard theory of the electron-positron field the state 


















w
w 0
0
)( )3()3(  r  
corresponds to the Ps one, and the state 

















 0
0
)( )4()4(
w
w
 r  is prohibited. Eq. (28) is reduced 
to the form: 
                                                )()()(
2
1
)4(
ˆ4 )3()3(
22
2
rrr
p
 VEVE
Em





 


.                            (35) 
            Due to the symmetry of the problem, the only dedicated energy is 0E . Then Eq. (35) 
corresponds to a strongly coupled state, in which the mass of the composite boson vanishes 
completely because of the high binding energy, m2 , and the radial part of the wave function 
decreases exponentially with increasing modulus of the relative radius vector between the particles 
of the coupled pair: 
                                                         )/2(2/1
)3(
ele rKr   ,                                                (36) 
where e is the Compton wavelength of the electron, 2/1lK  is modified spherical Bessel function 
and ...2,1,0l  is  the orbital quantum number. 
However, in this massless state the composite boson cannot be at rest, as is assumed in this 
section. Furthermore the assumptions used in the derivation of Eq. (23) cannot be applied for this 
state. In the next section we consider the interaction retardation and interaction through the vector 
potential, and study the massless state of the electron-positron system with the real coupling 
constant equal to  .  
 
6.  The massless composite boson  
We are searching for a solution )2,1(  of Eq. (13) in the form of a stationary wave with the 
phase velocity equal to the speed of light. Let gqp   and the momentum of the pair, g , is 
directed along the z-axis. It is the strongly coupled state with the energy gE  .  Due to the 
14 
 
symmetry of the problem, we have to put zzz  21  and ttt  21  for this massless boson state 
that allows us to introduce the two-dimensional relative vector between the particles, 21 ρρρ  . 
Then the wave function can be represented as  
                                               )exp(),()2,1( igtigz  gρ .                                              (37) 
This wave function is an infinite line string, the transverse size of which is determined by ),( gρ . 
Now we find the interaction function (9) for the boson state (37). The relativistic retarded 
function )( 256s considered in [9,10], takes in our case the form:   
                       



  

  deeet ittitti 565665 ||)()(
56
2
56
2
56 4
1
)( ,                    (38)      
where || 6556 ρρ  . It was taken into account that since the phase velocity of the wave (37) is 
equal to the velocity of light, for the stationary distribution of the charge density the interaction 
between the electron and positron can only occur in the same layers ( 65 zz  ), which are 
perpendicular to the wave vector g  of (37). Considering that 1 zz (here z and z  are the 
z- component of the velocity operators for the electron and positron, respectively), the factor of  
)1(  αα  in (9) should be replaced by   αα .  
We can say that in this state the electron and positron not interact through the Coulomb 
potential and their retarded interaction occur through the vector potential which is due to the 
particles transverse motion defined by the function ),( gρ  in (37). 
As a result, for the massless composite boson state (37) Eq. (13) is reduced to: 
        
 
  
    ),(
4
1
)()()()(
4
)()(exp
),(
34
34
)(
2
)(
2)()(
)()()()(||
4231
434343
2
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4343
3443
443334
gραα
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rrqrrp
ρρgρ
pq
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























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g
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g
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ttittittittii
qp
ttzz
igtigz
eee
eeeede
ii
dtdtdddzdziee
qqpp       (39) 
Here zpm  

  pαp p)(  and zpm  

  pαp p)(  are the electron 
operators, zqm  

  qαq q)(  and zqm  

  qαq q)(  are the positron 
ones. 
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 At first, analyzing only the z- dependent functions in (39), we integrate over 3z  and 4z : 
                        
 
 
2
2
43
)(
243
)
2
()
2
()exp)2(
)()(exp
43
g
pqqp
igz
zzzz
qp
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
 
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

 
Since the function   depends only on 34ρ , in (39) we replace the integration variables: 
   2/)( 433443 ρρρρρ dddd . Thereafter the integral over 2/)( 43 ρρ  on the right side of (39) 
is easily calculated,  and gives )()2( 2  qp  . Consequently Eq. (39) takes the form: 
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where  pq  , 
2
g
pq zz   and qp   . 
Now integrating over 3t and 4t , Eq. (40) is rewritten as: 
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,        (41) 
where the function )( has the three terms, )()()()( 321   , which can be presented 
as: 
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.                  
Here   0  is the rule for bypassing simple poles.  
          All the three integrals over   on the right side of (41) are easily calculated. In the end we get: 
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where 34|
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                          )()sin()()cos(
2
)()(
8)( 34||22 yciyysiye
g
ideT iy
p
i 









 
 
qp
          (43) 
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Here )(xsi  and )(xci  are the integral sine and cosine.  
 We now turn to the study of the bispinors of the function )( 34ρ  for the massless boson 
state given by (41). We need to find such spin functions on which the action of the following 
operators yyxx    ,  )()( qp 

  , )()( qp



   and )()()()( qpqp







   is 
reduced only to the multiplication of these functions on some scalars. 
For the wave (37) the bispinors for each particle of the composite boson can be characterized 
by the projection of the particle spin on the momentum vector, or, in other words, the particle 
helicity.  There are eight bispinors functions )8,...,1( ii  for which the helicities of both the 
electron and positron are simultaneously either positive  
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or negative 
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Because yyxx   αα , one can convince that 
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                                                                0 iαα . 
This means that the interaction function   αα)6,5;4,3(
)1(G  vanishes for these states. 
That is, the massless boson state cannot be formed in the case when the helicities of these two 
particles are the same.  
Because the functions )4(),3(  introduced above in Section 5, satisfy Eq.  (28) with 0E , 
by analogy with these  functions we can  present the required functions in the form: 
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)()( 212,1 ρρρ  .                        (45) 
Here ),(2,1 gρ  are the coordinate wave functions of the transverse motion of the strongly coupled 
electron-positron pair.  
In the states (45) the helicities of the electron and positron are opposite, and if the electron 
state is defined by the top spinor then the positron state is determined by the bottom spinor and vice 
versa. For the functions (45) we have: 
                                                           2,12,1 2  αα ,  
                                                   2,12,1 )
2
()()( 
g
g  

 pqp , 
                                                  2,12,1 )
2
()()( 
g
g  

 pqp , 
                                          2,1222,1 4))()()()((  g  pqpqp . 
As a result, Eq. (41) is transformed to the following integral equation on the coordinate function 
2,1  (since 21   the lower index 1,2 can be omitted): 
                             )()(exp
)2(
)( 343213412234
34
3
2
12 ρρρp
pρ
ρ 

 
 TTTi
dde
p
  ,                (46) 
where 
                                                )()sin()()cos(
2
2
1 xcixxsix
g
g
gT
p





p ,                                        (47) 
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                                         )()sin()()cos(
2
2
2 yciyysiye
g
g
gT iy
p



 

p                                      (48) 
and 
                     )()sin()()cos()()sin()()cos(4 223 yciyysiyxcixxsixe
g
g
T iy 

 
p .              (49)    
Eq. (46) with the notations (47)-(49) is a rather complicated integral equation for the wave 
function )( 12ρ  of the transverse motion of the bound pair. It seems important to show that this 
equation has solutions for the normalized eigenfunctions ),( 12 gρ . Below we will demonstrate it for 
the case of the S-state of the bound pair and small momenta of the boson, mg  . 
It should be noted that just this case is important for experimental discovery of this massless 
boson in the well-known physical process, which will be discussed below. 
For the S-state the angular momentum of the relative motion of the bound pair is zero, and 
the function ),( 12 gρ depends only on the modulus of the relative vector,  that is ),( 12 gρ . Then 
after integrations over the azimuthal angle of the vector 34ρ  and over the azimuthal angle of the 
vector p   Eq. (46) is reduced to: 
            )(
),(
)()(
2
)( 342
3
1
34
340120
0
34
0
2
12 ρ
ρqT
ρpJρpJdppd
e
ρ
q
i
i




 

 

 .                (50) 
In the case mg   from (47)-(49) we find that 213 ,TTT   and  
                                                           )exp(4 34
2
3 

 q
q i
g
T  .                                                       (51) 
Substituting (51) to Eq. (50), the latter equation is reduced to the homogeneous Fredholm integral 
equation of the second kind:        
                                                      )(),(2)( 34341234
0
2
12 ρρρRd
g
e
ρ  

                                      (52) 
with the kernel 
                           )exp()()(),( 34340120
0
3412  piρpJρpJdppρρR 

 .                      (53)  
where 0J  is the Bessel function of the first kind. 
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It can be seen that the kernel (53) is non-Fredholm one, and according to the asymptotic 
property of the Bessel function 0J , can only be defined as the principal value integral.  That is the 
equation (52) with the kernel (53) is still difficult to study.   
The easier situation occurs when the Fourier transform of the  -functions is used, 
121212 )exp()()( ρqρρq di   . Then from (46) we obtain: 
                                             )(
),(
)2(
)( 34)(
2
3
1
34
34
34
3
2
ff
ρ
q ρqf 

  

 i
q
i
i
ed
ρqT
de
.                         (54)  
For the S-state of the bound pair Eq. (54) can be written as: 
                                       dfffρfJqρJ
ρqT
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q
q
i
i
)()()(
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)( 3403402
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34
34
2

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  

 .                    (55)     
In the case mg   we can use the function (51).  Then Eq. (55) is reduced to the homogeneous 
Fredholm integral equation of the second kind:                                                                 
                                                              


0
2
)(),()( dfffqQ
g
e
q                                                 (56)  
with the kernel                                         
                                          


0
3434340340 )exp()()(2),( dρifρJqρJffqQ q .                               (57)   
Now the integral in the right-hand side of (57) that has a relationship with the discontinuous Weber- 
Schafheitlin integral, is absolutely convergent integral which, however, is expressed through a 
discontinuous function, as will see below.  
It is convenient to use the dimensionless variables: eρx /34 , eqq  , eff   and  
gmg  . Then Eqs. (56)-(57) are rewritten as: 
                                                            


0
)(),()( dfffqQ
g
q 

                                                    (58) 
and 
                                            


0
2
00 )1exp()()(2),( dxqixfxJqxJffqQ .                                   (59) 
Here  is the fine structure constant.   
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             The integral on the right side of (59) was previously calculated [28], and thus, the kernel 
QiQfqQ ImRe),(  is: 
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and 
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Here K  is the complete elliptic integral of the first kind. Since this kernel, having the weak 
logarithmic singularity, is complex, the boson wave function )(q  is complex also. Partition of 
)(q   into the imaginary and real parts is in a sense arbitrary because the wave function satisfies the 
phase transformation  ieqq )()(  .  
It is easy to see that the kernel (60)-(61) is not the Fredholm kernel. Therefore we can expect 
that the spectrum of the characteristic numbers of the non-Fredholm kernel (60)-(61) can be 
continuous, that is, the characteristic numbers can occupy the whole intervals g . Accordingly, 
these intervals can be corresponded to the continuous spectra of the eigenfunctions ),( gq .   
To study the composite massless boson states, below we use the following procedure.  The 
complex eigenfunctions should be normalized, 


0
2 1|),(|2 qdqgq . Hence, 0),(  gq . 
Assume that the wave function goes to zero fast enough so that Eq. (58) can be replaced as: 
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                                          
0
0
)(),()(
f
dfffqQ
g
q 

 ,                                                      (62) 
where the value of )(0 gf in units of 
1
e  depends on the boson kinetic energy, and  ],0[ 0fq .  
The kernel ),( fqQ  given by (60)-(61), is replaced by the square NN   matrix:  
                                                    ),(
1
0)()(
ji
i
ij
r
ij fqQN
f
iQQ

 ,  
which is denoted as )()( ir iQQ  . Here N  is the partition number of the interval ],0[ 0f . The 
function )(q  is replaced by the two N -dimensional vectors )()()( ir iq χχ  . Then Eq. (62) is 
reduced to two related linear equations: 
                                                             )()()()( iirr
g
χQχQΙ 




 

,                                              (63) 
                                                             )()()()( riir
g
χQχQΙ 




 

.                                                (64) 
Here Ι  is the unit NN  matrix. 
From (63)-(64) we obtain the homogeneous system of linear N-equations for the vector )(rχ : 
                                                              0)( rΑχ ,                                                               (65) 
where the Α matrix is: 
                                         )(
1
)()()( irir gg QQΙQQΙΑ






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Here 
1
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





  r
g
QΙ

 means the inverse of 




  )(r
g
QΙ

. 
In contrast to the Fredholm procedure for the integral equation with the Fredholm kernel, Eq. 
(65) is now required to introduce a boundary condition. It is sufficient to put  
                                                                         )(Re 0fχ .                                                          (67)        
Here  is a small value. Typically this value is assumed to be equal to 610 .  This value does not 
matter because of the subsequent normalization of the wave function. 
Using the boundary condition (67), from Eq. (65) we find the vector )(rχ which is the real 
part of the boson wave function. Then, from the equation (64) reduced to the form: 
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
,                                            (68)  
the vector )(iχ representing the imaginary part of the massless boson wave function, is determined.   
After normalization of the wave function )()( ir iχχ   that is served as the initial approximation, the 
equation (63) is represented as 
                                                             )()(
1
)()( iirr g χQQΙχ






 

,                                           (69)  
and the system of two interrelated equations (68) and (69) was  solved by the  iterative method. The 
number of iterations was of the order of a few hundred to provide the convergent solution. 
 Then we found the average transverse momentum of the transverse motion of the strongly 
coupled electron-positron pair: 
                                                              


0
22|),(|2 dqqgqq eav  .                                            (70) 
Finally, having the wave function in the momentum representation, we obtained the wave 
function in the coordinate representation: 
                                                                


0
0 )()()( dqqxqqJx                                                    (71) 
and the average transverse radius of the massless boson wave function ( eρx /34 ): 
                                                          


0
22|),(|2/ dxxgxρ eav  .                                            (72) 
Substituting the normalized function )(q  into (71), the wave function )(x obtained was always 
normalized. 
For all results presented below, 3501N  was used.  To obtain reproducible results, the 
upper limit of integration 0f  (in units of 
1
e ) has a bottom restriction which depends on the kinetic 
energy of the boson. We used the relationship 5084)(0  ggf where g  is the dimensionless 
kinetic energy of the boson.  
Fig. 1 shows the main result: the average transverse momentum avq  and the average 
transverse radius avρ  as functions of the massless boson kinetic energy.  In the low energy region,   
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149eV 400 g eV, the average transverse momentum avq  approaches monotonically to 
1
e  with 
decreasing the energy, and the average transverse radius obeys logarithmic dependence, 
)log(gρav  . Apparently this behavior occurs at 0g that is consistent with the fact that the 
massless particles cannot be at rest. 
 
Fig. 1. The average transverse momentum avq  (70) and the average transverse radius avρ  (72) as   
           functions of  the massless boson kinetic energy. 
 
Features of the massless boson states in this energy region are demonstrated in Fig. 2. For 
the kinetic energy 224g eV (the dimensionless value of 06.0g ) the wave function in the 
momentum space, )()()( ir iχχq  , is shown in Fig. 2a, and the wave function in the 
ρ coordinate space, ),( gρ , is presented in Fig.2b. Above we noted the arbitrary choice of the 
imaginary and real parts of  . Therefore we do not introduce the corresponding notations for the 
curves shown. One of these components is small as compared with the second, and this feature is 
always manifested for the wave functions in the low kinetic energy region.  The effective transverse 
momentum found is equal to 110.1  eavq   that is close to the inverse value of the Compton wave 
length of the electron. The sawtooth-like shape of the wave function near 3.0eq  correlates with 
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the finite step 0149.0)1/(0  Nff . After the transformation (71) the sawtooth-like features 
vanish.  The effective transverse radius found is equal to eav 95.5 .  
 
 
Fig. 2. The momentum space wave function (a) and the coordinate space wave function (b) for the   
            massless boson kinetic energy equal to 224 eV. 
 
With decreasing the energy 224g eV this sawtooth-like shape becomes more pronounced 
in the momentum space. In this case eavq   remains very close to 1, and av  increases more 
strongly as compared with the logarithmic dependence. However it may be only due to the 
limitation of the number N . 
With increasing the kinetic energy the average momentum of the transverse motion of the 
strongly coupled electron-positron pair increases, and the value of av  characterized the localization 
of the wave function in the ρ coordinate space, decreases, as shown in Fig. 1. It means that the 
particles become closer to each other in this coordinate space.  
In the middle region in Fig. 1, 0.4keV 2 g keV, both these values, avq  and av , vary 
smoothly. At the same time the real and imaginary parts of the wave function become comparable. 
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This change in the wave functions clearly demonstrates Fig. 3, the data of which correspond to the 
energy 1.12g keV (the dimensionless value of 3.0g ). While at 5.0g keV one component of 
the wave function is approximately 3 times smaller than the other, for 1.12g keV both the 
components are of the same order. Comparing the data in Fig. 2 and Fig. 3, one can conclude that 
with increasing the kinetic energy oscillations of the wave functions in both the momentum and 
ρ coordinate spaces are enhanced.                                           
  
Fig. 3. The same as in Fig. 2 except for the massless boson kinetic energy equal to 1.12 keV. 
 
As shown in Fig. 1, starting with energy 4g keV the effective transverse momentum 
of the bound electron-positron pair is sharply increased, and the spatial contraction of the wave 
function ),( g  becomes more pronounced.  Fig. 4 shows the wave functions in both the 
momentum and coordinate spaces for the kinetic energy .467g keV (the dimensionless value 
of 2g ). The wave function in the momentum space presented in Fig. 4a, is more extended as 
compared with that for 1.12g keV (see Fig. 3a). Consequently, the effective transverse 
momentum is increased with the value 187.1  eavq   for 1.12g keV to 141.11  eavq   at 
.467g keV.  The spatial contraction of the wave function is very evident when comparing the data 
shown in Fig. 3b and Fig. 4b, according to which the transverse size of the wave function has 
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decreased from eav 82.3 to the value eav 99.0 . Note the additional phase factor ie   in the 
wave function which appeared by itself in our calculations. 
 
 
Fig. 4. The same as in Fig. 2 except for the massless boson kinetic energy equal to 7.46 keV. 
 
Because 0f  increases linearly with g , and the partition number  3501N  is fixed (with 
increasing N  calculation times increase very sharply), the massless boson kinetic energy, for which 
we could find the wave function, is restricted. However, with increasing energy there is another 
feature of the change of the wave function. Fig. 5 shows the boson state, corresponding to the 
kinetic energy .6418g keV (the dimensionless value of 5g ). Comparing Fig. 5a with Fig. 4a, 
one can see that the extension of the wave function increases in the momentum space, the oscillation 
amplitudes decrease, and the wave function is grouped near the relatively small momenta. The 
average transverse momentum is equal to 167.25  eavq   which is significantly more than that for 
.467g keV. Note that for small q discrete steps on the curves are beginning to appear that is 
associated with the relatively large value 4700 f . The wave function in coordinate space is 
presented in Fig. 5b.  By comparison with the data in Fig. 4b we should note the sharp contraction of 
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the wave function in the coordinate space, and its localization in the region of the smaller distances 
between the electron and positron. So, the average transverse radius of the massless boson wave 
function is equal to eav 29.0 . 
 
  
Fig. 5. The massless boson wave function in the momentum space (a) and the coordinate space (b)   
           for the kinetic energy 18.64 keV. 
 
7. Discussion and Conclusion 
Assuming that the electron and positron are independent, different particles, each of these 
particles was characterized by the complete set of the Dirac plane waves. This leads inevitably to 
another choice of the free particle propagator with compared to that currently being used in QED. 
Then the bound-state Bethe-Salpeter equation in the ladder approximation with these free 
propagators was investigated.  
In this symmetric representation one could expect states, which have a certain symmetry 
relative to Ps states, but have negative masses. For these states the equal-time bound-state equation 
was derived neglecting the interaction retardation and interaction through the vector potential. It 
turned out that the wave functions of the negative mass boson states are not normalized. Beyond 
these assumptions, the existence of these negative mass states remains unclear. 
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The branch of the massless composite bosons formed by the  bound electron–positron system 
with the actual coupling equal to the fine structure constant states, have been found. Summarizing 
the results presented in Fig. 1-5 for the case of the S-state of the coupled electron-positron pair and 
small momenta of the composite boson, mg  , the following conclusions can be made: 
1) The massless boson wave functions are complex-valued and normalized;  
2) The average distance between the electron and positron diverges as the boson kinetic energy goes 
to zero that explains that the massless compound boson cannot be at rest; 
3) The spatial contraction of the wave function of the transverse motion of the coupled electron-
positron pair is continuously occurred with increasing the boson kinetic energy. 
The existence of the massless bosons should lead to a process that is similar to the known 
process of the electron and positron annihilation, but have a significant distinguishing feature. 
Consider two colliding electron and positron beams with zero total momentum of the electron and 
positron from the beams. For the annihilation process nothing remains from the electron and 
positron, and two gamma quanta generated are emitted in opposite directions (the zero-spin channel 
is considered for clarity). The similar process involving the massless boson, denoted as mbee )(
 , is 
as follows: 
                                                21)(    mbeeee .                                             (45) 
In contrast, the reaction should be characterized by the finite angular and momentum correlations of 
the radiation spectra that is due to the massless boson momentum. The total energy of the generated 
two gamma quanta and boson should be approximately equal to 22mc . The same process can occur 
when the initial state is given by the para-positronium states. 
At present, intense monoenergetic beams of positrons have been built in many laboratories 
(see [27-30] and references therein). The beam with the positron energy of 200 eV was used in [27] 
to obtain measurements of the two-dimensional angular correlation of the 2 annihilation radiation 
from a clean Al(100) surface. The data shown in Fig. 3 of [27], presented the bell-shaped curves 
with the correlation angle up to 10 mrad.  It was noted that the results obtained did not support the 
prevailing models of positrons annihilating on metal surfaces.  From the standpoint of the reaction 
(45) one can assume that this experimental setup was made it possible to register this process with 
generation of the massless bosons up to the energy 5.11 keV. 
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Now this is only the assumption. If experiments carried out under vacuum with two colliding 
low-energy beams of electrons and positrons with equal energies of the particles,  will show that the 
annihilation angular correlation spectra observed have finite widths (about 10 mrad, there is the 
reason for this) then this would lead to the discovery of the massless boson formed by the strongly 
coupled electron-positron pair.  
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