The direct numerical simulation data of a Mach 2.9 turbulent boundary layer flowing over a 24-degree compression ramp are assessed. A summary of the flow features and the comparison of the simulation data against experiments are given. Of main interest are discrepancies found in the wall-pressure distribution. The flow characteristics of the separation shock foot are studied to better understand the wall-pressure prediction, and the effect of the numerical shock capturing technique on the data is considered.
I. Introduction
In previous work, 1, 2, 3, 4 we performed detailed experiments and direct numerical simulations (DNS) of shock/turbulent boundary layer interaction (STBLI) under the same flow conditions in order to support the development of accurate computational fluid dynamics (CFD) models. We identified three canonical configurations and their corresponding flow conditions, so that the flow conditions are within the numerical and experimental capabilities. We built experimental models and developed accurate and efficient procedures to initialize the numerical flow fields and simulate the STBLI at the same conditions as the experiments. In addition, preliminary simulations and experiments were conducted at two Mach numbers, Mach 3 and 8, and at Reynolds numbers ranging from 2400 to 3400. Figure 1 shows the selected STBLI configurations, including a compression corner, incident shockwave and sharp-fin induced interaction cases. We have not performed any simulations on the sharp-fin induced case, however the experimental data have been reported. 4 The numerical/experimental collaboration has been challenging, but also fruitful. We have found remarkable agreement between the preliminary numerical data and existing experimental data (in turbulence structure angles, velocity profiles, mass flux amplification, and skin friction coefficient), yet we have also found important discrepancies (particularly the lack of a plateau in the wall pressure distribution and the size of the separation bubble). The degree of agreement and disagreement between the experiments and simulations is consistent for the compression corner and incident shockwave cases. In spite of the discrepancies with the experimental data for each individual configuration, the expected similarities between the compression corner and reflected wave configurations, as observed experimentally, 5, 6 are found in the DNS data. Namely, the 24
• compression corner produces the same series of compression interactions at separation and reattachment as the incident shock case with initial 12
• deflection, and the overall pressure change is the same with the surface pressure distributions being nearly identical. Thus, the cause for the deficiencies in the DNS data appears to be the same for both interaction cases.
In this paper, we assess the deficiencies of the DNS data and their possible source in the context of the compression corner. The paper is organized as follows. The numerical method, flow and boundary conditions are described in Section II. A summary of the characteristics for the compression corner interaction and the comparison of the DNS against experimental data are given in Section III. Section IV describes discrepancies in the wall-pressure distribution and the flow characteristics of the separation shock foot. The effect of the numerical shock capturing technique on the wall-pressure distribution and on the existence of a plateau are explored in Section V. Conclusions are given in Section VI.
II. Numerical method, boundary conditions and flow conditions
A 3rd-order, bandwidth-and dissipation-optimized WENO (Weighted Essential Non-oscillatory) scheme 7 is used to approximate the convective flux terms in the governing equations. This scheme has been designed for high bandwidth and low dissipation, while being a shock capturing scheme. A 4th-order standard central scheme is used to compute the viscous terms. As for the time integration, we use a 3rd-order low-storage Runge-Kutta method.
Using the WENO scheme, there is no need to know the location of the shock patterns a priori and to perform manual shock fitting at known shock locations. Thus, given a configuration, a sensible grid spacing, and provided that the inflow conditions are accurate, a robust WENO method would provide the correct solution to any general type of shock interaction.
A. Initial conditions
Prescribing and controlling the initial flow conditions computationally has received a great deal of attention. The initialization procedure is sketched in Fig. 2 . The first step is to develop an initial flow field for the incoming boundary layer. A RANS calculation is performed to get the mean flow quantities. Then the fluctuations are obtained by transforming the turbulence of a Mach 0.3 turbulent boundary layer DNS data to that of the desired Mach number using Morkovin's scaling laws and the strong Reynolds analogy (SRA). We run the incoming boundary layer during a DNS until it reaches a statistically stationary state. After that, we interpolate the flow field of the incoming boundary layer onto the inlet for the STBLI case. Then, the last profile of the inlet is copied to the rest of the computational domain to initialize the flow field. The initialization procedure for the STBLI is discussed further by Martin et al 1 and details about the initial transformations for the incoming boundary layer data can be found in Martin's 2003 and 2004 papers.
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This initialization procedure allows for fast turn-around of the initial domain into a physical state where we begin gathering statistics.
B. Boundary conditions
To obtain a continuous incoming turbulent flow and maintain the upstream inflow conditions, a rescaling method for compressible flows was developed by Xu and Martin. 10 The main concept of the rescaling method is to take a profile at some place downstream of the computational domain and rescale it using scaling laws, then inserted it at the inlet to get continuous inflow data. 10 At the outlet, we use the sponge layer technique 11 to minimize flow reflections. At the top boundary, we use supersonic exit boundary conditions. In the spanwise direction, periodic boundary conditions are used. The wall boundaries are set to be isothermal, with the wall temperature being prescribed to roughly the adiabatic wall temperature. The combination of a fully parallel code implementation, efficient initialization procedures, and effective inflow boundary conditions allows for reduced turn-around of DNS statistics. Table 2 . Domain size and number of grid points for the DNS data, where x, y and z correspond to the streamwise, spanwise and wall-normal directions, respectively.
C. Flow conditions, grid and statistical sample size
In this paper, we work with the compression corner data. 2, 3, 4 The incoming Mach number is 2.9, the Reynolds number based on the momentum thickness is Re θ = 2400 to 2550, and the turning angle is 24 degrees, so that the interaction causes the flow to separate. The properties of the incoming boundary layer for the experiments and simulations are listed in Table 1 . Two simulation conditions are given, where simulation A was performed prior to the experiments and the freestream density was one order of magnitude different than that in the wind tunnel, thus leading to a slightly different wall-temperature condition. No significant differences have been observed in the data between simulations A and B.
Numerical errors associated with the discrete evaluation of the Jacobian matrices might be amplified through the simulation. Therefore, we use analytical transformations to generate the grids and to minimize these errors. For the compression corner case, the transformations are chosen to make the grid clustered near the wall in the wall-normal direction and near the corner along the streamwise direction. In the spanwise direction, the grid is equally spaced. Figure 3a shows a sample grid for the compression corner. More details can be found in Martin et al.
1 and Wu & Martin.
2 Figure 3b shows the computational domain for the compression corner case. The length in the wall-normal direction is about 4.5δ, where δ is the thickness of the incoming boundary layer. In the spanwise direction, the domain size is 2δ. The corner is 7δ away from the inlet. The length along the ramp is 6δ. The dashed parallelogram indicates the location for the rescaling station, which is at 4δ downstream of the inlet. We have verified that changing the rescaling location further downstream 2 or increasing the size of the computational domain in the spanwise direction 3 has no effect on the resulting data. The computational domain size and the number of grid points are listed in Table 2 . The maximum and minimum grid spacings in the streamwise direction are 15.5 and 7.2 wall units, respectively. In the spanwise direction, the grid spacing is 4.4 wall units. In the wall-normal direction, there are 21 grid points within 10 wall units, and the spacing at the boundary layer edge is 5% of the boundary layer thickness.
For the conditions chosen, the frequency of oscillation for the separation shock is of the order of U ∞ /δ, 2 where U ∞ is the freestream velocity. We gather 80 statistical samples within 40 δ/U ∞ time scales. This takes three days in the CROCCO Lab computing facility. Doubling the number of statistical samples and time scales does not change the simulation results.
III. Compression corner case
In this section, we review the flow characteristics of STBLI for the compression corner configuration as observed in experiments. In addition, the comparison of the DNS data against the experimental ones is revisited. 
A. Flow characteristics
The compression corner interaction is one of the simplest cases of STBLI that occur in internal and external vehicle flows. This configuration has been extensively studied experimentally, where some exemplary references are given within. 12, 13, 14, 15, 16, 17, 4 The previous research covers a wide range of turning angles and Reynolds numbers, but the lowest Reynolds number reported prior to year 2005 was Re θ = 23,000.
pression corner study at Mach 9. Very little information is available on turbulent interactions at high Mach number. The recent experiments of Bookey et al 4 include data at DNS-accessible Reynolds numbers for various configurations. Their studies of the compression corner were at Mach 2.9 with 24
• deflection angle and Re θ = 2400, and at Mach 8 with 8
• deflection angle and Re θ = 3500. The pressure gradient imposed by the shock can cause the flow to separate in the vicinity of the corner location, and at Mach 2.9 the flow is on the verge of separation with a corner angle of 16
• (called incipient separation). At 24
• and in the high Reynolds number range (Re θ of about 68,000), the time-averaged region of separation spans about 2δ, starting approximately 1.2δ ahead of the corner and reattaching at about 0.8δ downstream of the corner. Near the line of separation, compression waves merge into a well-defined separation shock, and a second shock forms near the line of attachment.
20 Figure 4 illustrates the shock system in a compression corner configuration with increasing compression angle. The corresponding wall pressure distribution shows an inflection point or plateau in the region of separation, as shown in Figure 5 . Further downstream, the wall-pressure eventually recovers to the inviscid oblique-shock value, but the point where this occurs is located farther downstream with increasing compression angle.
12 For the 24
• case, the inviscid value is not recovered before the end of the experimental model is reached, nearly eight boundary layer thicknesses downstream of the corner.
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A measure of the upstream influence is the distance from the corner at which the shock presence is first felt. A measure of the streamwise interaction extent is the separation length, being the distance between the separation and reattachment points. These characteristic lengths are determined from time-averaged measurements, and they vary with time due to the highly unsteady motion of the separation shock. The distance over which the separation shock moves increases with turning angle, and at 24
• and Re θ of about 68,000, the shock moves about 0.5δ. 17 The frequency is typically an order of magnitude lower than any characteristic turbulence frequencies, and of the order of 1 kHz. Thus, the frequency and scale of the shock motion are needed to fully characterize the interaction.
The influence of the compression on the turbulence is an enhanced mixing due to the formation of largescale eddies 13 as the incoming boundary layer is driven out of equilibrium. The boundary layer mean flow recovery distance increases with increasing interaction strength.
14, 17, 16, 13 The turbulence levels are strongly amplified across the shock system, and it is found 17 that at Mach 2.9 the mass-flux fluctuations increased by a factor of about 4.8 with a 24
• turning angle. The flow distortion is also seen in the heat transfer. For example, it is found that the Reynolds analogy factor increased by a factor of 3 through a 16
• interaction, and showed little sign of relaxation downstream of the corner.
21
The preliminary experiments of Bookey et al. 4 at Re θ = 2400 allow studying the effect of Reynolds number by comparing the data with the high Reynolds number ones at Re θ of about 68,000.
17, 12, 15, 22 Figure 6 shows the wall-pressure distribution for the compression corner interaction at high and low Reynolds numbers. We observe that the length of the pressure plateau increases with decreasing Reynolds number. Thus, the size of the separation bubble and the location of detachment are Reynolds number dependent. In addition, the boundary layer downstream of the interaction recovers to equilibrium more slowly for the lower Reynolds number data.
B. DNS data and comparison against experiments
The DNS statistics for the 24
• compression corner interaction at Mach 2.9 and Re θ of 2400 have been presented previously 2, 3 and are briefly summarized here. The flow conditions for the incoming boundary layer are given in Table 1 . Figure 7 shows the Van-Driest transformed velocity profile for the incoming boundary layer. In the viscous sublayer, we see good agreement with the expected velocity distribution. In the logarithmic region, there is good comparison with the experimental data at the same Reynolds number, except in the near wall region where the velocity measurement in the experiment is not expected to be accurate because of probe resolution issues. The structure of the incoming boundary layer may be described using the two-dimensional density correlations. Figure 8 shows both correlations from the experiment and DNS. The correlations have the same shape and angle, indicating that the structures inside the incoming boundary layer in the experiment and DNS are similar. Figure 9 plots a sequence of |∇ρ| contour for the compression ramp case to illustrate the shock unsteady motion. Time increases from (a) to (f). The interval between each frame is about 2δ/U ∞ . Figure 10 shows filtered Rayleigh scattering images from the experiments and density contour plots from DNS data. We observe similar structures in the incoming boundary layers and near the interaction regions. Figure 11 shows the Van-Driest transformed velocity profiles at different streamwise locations for the DNS.
Open and closed symbols indicate the locations upstream and downstream of the interactions, respectively. There is a characteristic 'dip' in the log region for the mean velocity profile downstream of the interaction. This is consistent with the experimental observations of Smits and Muck 14 at Mach 2.9 and Re δ = 1.64×10 6 . Figure 12 plots the mass flux turbulence intensity upstream and downstream of the interaction for the DNS. The mass flux turbulence intensity is greatly amplified through the interaction. Downstream of the interaction, the maximal value of the mass flux turbulence intensity is amplified by a factor of about 5. Figure 13 shows the comparison of the mass flux turbulence intensity given by DNS and experimental data upstream and downstream of the interaction. The discrepancy between the simulation and experiment is about 20%, which is considered good agreement because it is within the experimental error. The peaks of the mass flux turbulence intensity in the experiment and DNS are also found in good agreement. The amplification factor is about 4.8 for Selig's experiment, 23 which is consistent with the DNS data. Figure 14 shows the skin friction coefficient from the DNS data. From this figure, we observe that the average size of the separation is about 2.1δ. Zheltovodov et al. 24 found a correlation for the separation length as a function of the Reynolds number
where
with P 2 as the inviscid pressure downstream of the interaction and P pl is the plateau pressure computed using the empirical formula given by Zukoski
and f (Re δ ) is plotted in Fig. 15 . According to these empirical formulas, the size of the separation zone for the 24
• compression corner at Re θ = 2400 is between 3.3δ and 4.6δ, which is underpredicted by the DNS data. By comparison, the skin friction distribution and the flow visualization data at Re θ of 2400 shows a separation length of about 2δ Figure 16 shows the wall pressure distribution. The DNS data agree well with the experimental data downstream of the interaction. As observed experimentally, 12 the inviscid pressure (P w /P ∞ about 4.5) is not recovered within eight boundary layer thickness downstream of the interaction. There is a noticeable difference between numerical and experimental data inside the separation region, upstream of the corner. In all the experimental data sets, including low and high Reynolds numbers, there is a plateau in the wall pressure distribution shortly after the wall pressure rises. In contrast, this feature is not found in the DNS data. This discrepancy is discussed in more detail in the next section.
IV. Discrepancies between DNS and experimental data
We find that the structure angle and the skin friction coefficient for the incoming boundary layer given by the DNS are in good agreement with the experimental data. In addition, the velocity profiles and the mass-amplification factor are also in good agreement. We find that the turbulence structures within the interaction are qualitatively similar to the experimental ones. In contrast, the size of the separation bubble and the wall pressure distribution are not accurately reproduced. These are important discrepancies because the heat transfer and the detailed flow physics are affected by the separation shock and the recirculating bubble. In this section, we study the details of these discrepancies.
A. Signature of the shock interaction
As mentioned in Section III, the incipient angle of separation for a Mach 3 interaction is about 16
• independently of Reynolds number. 20 Thus, at compression angle of 16
• or higher, a separation shock forms upstream of the so called "inviscid" shock. The resulting shock system is λ-shaped. The signature of the shock system is an inflection point and a plateau region in the wall-pressure distribution, which are missed in the present DNS data. 
data with Re θ = 2400 and 68,000, respectively. The separation region is identified by the Mach zero contour line, which is very close to the wall for the DNS data and therefore not visible. Thus, the DNS separation region is very thin, less than 1% of the boundary layer thickness. Comparing the DNS and experimental data, we observe that the location of the sonic line matches in the DNS and experiments. However, the separation region extends a larger wall-normal distance in the high Reynolds number experiment. From figures 15 and 16, reducing the Reynolds number results in a larger streamwise extent of the separation region and a stronger pressure gradient at the onset of separation. Thus, reducing the Reynolds number results in an overall increase of the separation size in the streamwise and wall normal directions, and we should expect a larger wall-normal extent of the separation bubble in the DNS. Figure 18 shows the streamlines for the DNS. We observe the concave pattern, indicating that the flow is compressed gradually. The resulting pressure distribution is quite different from that seen in the experiment, where the initial pressure rise is abrupt, and a plateau region is seen to extend over a considerable distance.
As the shock penetrates into the boundary layer, it is diffused and weakened. In the near wall interaction region, the Mach number changes gradually. A possible explanation for the discrepancy of the wall pressure distribution between the experimental and numerical data might be as follows. The strength of the shock at the shock foot is weaker for the numerical data. In turn, the rise in pressure will be more gradual than that in the experiments. The suggested shock patterns and pressure variations are sketched in Figure 19 . For the experiment, there are two strong compressions inside the interaction region. Thus, the wall pressure has two distinct steps, connected by a plateau region. For the simulation data, however, the flow turns gradually in a concave pattern. Therefore a compression fan (instead of a shock) is formed, which converges into the shock at a distance from the wall that is greater than that seen in the experiments.
Thus, the first distinct compression is not observed in the current numerical data. It is interesting to note that the DNS data of Adams 26 at Re θ =1685 also show no plateau in the wall pressure at 18
• compression angle. Figure 20a plots contours of entropy for an instantaneous flow field, showing the location of the shock furthest upstream and the penetration of the shock deep into the boundary layer. Figure 20b plots a numerical schlieren for the same instant. The sonic line, the Mach zero line delineating the separation zone, and the expected and the DNS prediction of the shock-foot location (expected value upstream) are also plotted for reference. The expected location is based on choosing the wall-normal distance at the sonic point and at the streamwise location where the onset of separation is given by the zero-Mach line. At this location, we observe that the shock foot should penetrate as deep as the viscous sublayer. In contrast, the DNS predicts the shock foot further downstream and further away from the wall. Figure 21 plots the profile of the normalized magnitude of velocity fluctuations at the expected shock-foot location. The symbol indicates the sonic point, the location of the shock foot. The expected shock foot occurs in the viscous sublayer, near the peak of turbulence intensity. We hypothesize that, for the local shock-foot conditions, the turbulence intensities are stronger than the shock-jump conditions, and the shock-capturing technique is not detecting the shock foot. This hypothesis is assessed in the following section.
B. Flow characteristics of the separation shock foot for the DNS

V. Effect of WENO adaption mechanism
In this section, we briefly describe the shock-capturing method. We assess the sensitivity of the shockcapturing mechanism under the flow conditions found at the shock-foot, and we study possible ways to enhance the shock-capturing sensitivity.
A. WENO adaption mechanism
The WENO method was first designed by Liu et al. 27 and Jiang & Shu 28 for robust shock-capturing while ensuring high-order accuracy away from discontinuities. The final derivative approximation is given as a weighted sum of a number of candidate approximations, where the weights depend on local data. Thus, in smooth data, the technique leads to an "optimal stencil". In contrast to non-smooth data, the stencil that includes a discontinuity is discarded. Jiang & Shu, 28 modified the original WENO technique to maximize the order of accuracy. Given the large number of frequencies in turbulent flows, the frequency-resolving efficiency of the numerical scheme is crucial to achieve accurate results. Thus, Weirs & Candler 7 further modified the WENO scheme to maximize bandwidth and minimize dissipation. In our simulations, we employ the final bandwidth-and dissipation-optimized WENO scheme.
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We summarize the details of the bandwidth-and dissipation-optimized WENO method in the context of the scalar, one-dimensional advection equation,
If the spatial domain is discretized such that x i = i∆, where ∆ is the grid spacing and u i = u (x i ), Eqn. (4) may be cast into the semidiscretized form
wheref i+1/2 is a numerical approximation of f u x i+1/2 . In order to ensure stability, procedures that approximate f (u) generally split it into f + (u) and f − (u), where these fluxes have strictly non-negative and strictly non-positive derivatives, respectively. WENO schemes computef + i+1/2 through interpolating polynomials on a number of r candidate stencils. In the modified WENO method, each stencil contains r grid points. The one fully upwinded stencil ranges from (i − r + 1) to i, the one fully downwinded stencil ranges from (i + 1) to (i + r), and the other stencils fall in between these two extremes. This collection of stencils is symmetric about the point i + 1 2 to minimize dissipation. Thus, the numerical representation of the flux is given byf
where q r k is the candidate flux at (j + 1/2) and and ω k are the optimal weights for each candidate flux. These are given by
where a r k,l are the optimized coefficients, C r k are the ideal weights for the candidate fluxes, and IS k is the smoothness measurement, which is given by
Increasing the coefficient p in Eqn. (7) gives more sensitivity to non-smooth data. In completely smooth regions, every stencil is equally desirable, and the weights revert to the optimal weights C k . Because the total number of data points available to the modified WENO algorithm is 2r, its maximum order of accuracy is also 2r. In practice, the weight of the fully downwinded stencil ω r is artificially constrained to be no greater than the least of the others so that adverse stability effects are avoided. Figure 22 shows a sketch of the candidate stencils and fluxes for r=3, which is used in our DNS of STBLI.
B. Shock-capturing sensitivity at the shock foot Using DNS, Taylor et al. 30 studied the local adaption and dissipation properties of the bandwidth-and dissipation-optimized WENO method on decaying isotropic turbulence at various turbulent Mach numbers. They presented a procedure for the identification of shock-containing and smooth regions, where the WENO adaption mechanism is engaged and reverted to the linear optimal stencil, respectively. In this context it is possible to study the sensitivity of the WENO method to adapt in non-smooth regions. In this section, we perform exploratory numerical studies of the WENO adaption mechanism in isotropic turbulence and in the compression corner STBLI.
As a numerical experiment, we run a DNS of two-dimensional decaying isotropic turbulence and study the adaption mechanism at the conditions found in the expected shock foot location of the STBLI. Near the shock foot, the local Mach number is close to one, thus the strength of the shock is weak. For the numerical experiment in isotropic turbulence at the same local conditions of the STBLI shock foot, we assume that the shocklets that form are of similar strength to that of the shock foot. In the isotropic turbulence simulation, shocklets are identified using the shock-identification mechanism of Taylor et al. 30 In this way, instantaneous streamlines across shocklets are identified. Then, using indexes of local adaption, 30 we investigate the sensitivity of the WENO adaption mechanism across the shocklets and, therefore, its effectiveness identifying such weak shocks.
For the numerical experiment in isotropic turbulence, Figure 23 plots density and pressure along instantaneous streamlines across a shocklet of common strength for the conditions chosen, where the shock is centered along the x axis. The flow conditions match those at the expected and DNS-predicted shock-foot locations in the incoming turbulent boundary layer, where the corresponding turbulent Mach numbers are M t = 0.2 and 0.5, respectively. The jump in the thermodynamic variables indicates shocks of strength M = 1.03 and 1.21 for the M t = 0.2 and 0.5, respectively. An index of the local adaption is the nonlinearity index, N I, which is also plotted in the figure. For third-order of accuracy, the numerical values of N I range in [0: 3.5] , where N I increases with increasing non-smoothness of the data. For M t =0.2, we observe that the value of N I is not large, relative to the values found in the smooth data (at x = −20, for example). This result suggests that such shock strength might not be identified in a STBLI simulation either. In contrast, we observe relatively large values of N I for the M t = 0.5 case.
From Eqn. (7), increasing p leads to higher sensitivity of non-smooth data. We have investigated the effect of increasing p in the DNS. For isotropic turbulence, Fig. 24 shows that increasing p allows for the shock-capturing of weak-strength shocklets (Figure 24a ), while not enhancing the dissipation of the numerical scheme, see Figures 25a and 25b. For isotropic turbulence, values greater than p = 1.4 result in numerical instabilities. Figure 26 plots the wall-pressure distribution for the DNS of STBLI varying p. For p = 2, we observe the presence of an inflection point at P = P pl , which is 2.5 according to the experimental data, the theory, 25 and the DNS data. For p = 3, we observe the same inflection point at P = P pl , as well as a second inflection point further upstream. These are subtle, yet promising results that give evidence of the data-dependence on p. However, further increasing p causes numerical instabilities. Additional ways to increase the sensitivity of the smoothness measurement parameter for the WENO scheme are being considered.
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VI. Conclusions
In this paper, we review the direct numerical simulation data of a Mach 2.9 turbulent boundary layer over a 24
• compression corner. The flow characteristics are described by summarizing the findings in experiments for Reynolds numbers in the range of Re θ = 2400 to 68,000. The DNS data are then compared against experiments. It is found that the velocity profile, the turbulence structure and the skin friction of the incoming boundary layer are accurately predicted. The turbulence structures within the interaction region are qualitatively similar to those found in experiments at the same conditions. The Van-Driest transformed velocity profiles resemble the experimental ones through the interaction. The expected turbulence amplification factor is predicted, and the mass flux turbulence intensity profiles upstream and downstream of the interaction are predicted within the experimental uncertainty. The wall pressure recovery downstream of the interaction is well predicted. However, the size of the separation bubble is underpredicted, and the plateau in the wall-pressure distribution is not predicted.
It is also found that the present formulation of the shock-capturing technique is not sensitive to weakshock strengths (of the order of those found near the shock foot), and a preliminary investigation of the stencil-adaption mechanism for the numerical method and its effectiveness has been presented. Increasing the sensitivity of the stencil-adaption mechanism using parameter p does not significantly change the STBLI data. Additional ways to formulate the smoothness measurement for the shock-capturing scheme are being considered, as well as other possible causes for the disagreement between the DNS and experimental data. 
