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Abstract
Experiments on magnetic nanoparticles in a viscous medium have shown
that agglomerates form that display complex shapes. However, most the-
oretical results predict more simple, ordered shapes, such as single-particle
width chains. To account for this discrepancy we have created a theoretical
model that phenomenologically includes the bridging or “stickiness” between
ligands on nearby nanoparticles. This interaction is accounted for through
a unitless stickiness parameter c that can be varied between 0 (no bridging
between ligands) and 1 (irreversible bridging or sticking together on impact).
An analytic estimate for the value of c is provided based on a comparison
between the time for a particle to diffuse to an agglomerate compared to
the time for it to reorient into the local magnetic field direction. Numerical
Langevin simulations are performed using ferromagnetic, 50 nm and 25 nm
diameter magnetite nanoparticles with various ligand coating lengths in hex-
ane in order to support the analytic estimate. The simulations produce ag-
glomerates that are qualitatively and quantitatively similar to experimental
results.
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1. Introduction
Ferromagnetic and superparamagnetic nanoparticles in liquids are of great
interest for a variety of applications including guided drug delivery [1], mag-
netic hyperthermia (heat) therapy [2], magnetically-tuned liquid crystal dis-
plays [3], lab on a chip applications [4], and MRI contrast agents [5]. When
the particles are in fluids, there is the possibility for them to agglomerate
due to the long-range magnetic dipole-dipole interactions.
Ferromagnetic nanoparticles will form loops to minimize the magnetic
dipole-dipole energy in zero field, as long as the magnetic interaction is
stronger than both thermal fluctuations [6, 7] and isotropic electrostatic inter-
actions. In a moderate applied magnetic field, they will instead form single-
particle-width chains.[8] These two scenarios are drawn in Fig. 1 in panels
(a) and (b). Although this behavior is predicted by many simulations[9,
10], in experiments clumps of these particles are far more compact and
are more “messy” than simulations predict, as illustrated by the cartoon
in Fig. 1(c).[11, 12] Sometimes rather than chains, clumps which are almost
isotropic in shape form.[13] Moreover, real agglomerates are often far thicker
than those produced through simulation. The question therefore is: why are
the experimental clumps so messy?
Figure 1: The lowest energy state for dipolar particles in a) a moderate external field, b)
in no field, and c) a messy, high-temperature agglomerate of dipolar particles.
As an example of the difference between theory and experiment, in Fig. 2
we show the predicted agglomeration (panel a) in comparison with an exper-
imental result (panel b) in an applied field, taken from Ref. [11]. The sim-
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ulation parameters used are chosen to match the experiment and are given
in the caption. In particular, these magnetite particles are large enough
and the ligand lengths are short enough that magnetic interactions should
dominate thermal and electrostatic forces that would favor spherical clumps.
Although the simulation is run with just a few particles to minimize com-
putational time, the contrast in shapes is clear. In panel a), single-width
particle chains that are very straight form while in experiment the chains
are dendritic and are not straight. Also, some rounded clumps occur that
can be seen by the dark, compact blobs that are actually comprised of many
particles. (Note that the two chains in panel a) appear to be different sizes
due to perspective and the one on the left is in the background.) The details
of the simulations will be provided below but this figure is included here to
motivate why current Langevin dynamics simulations need to be altered to
produce realistic results.
Figure 2: Agglomeration of 22 nm diameter magnetite nanoparticles in water with 5 nm
long PEG ligands, and with a 0.27 T applied field, predicted by theory a), and experi-
mentally measured b).[11] Theoretical results predict single particle width agglomerates
whereas experimental results show agglomerates with multiple particle widths and messi-
ness even in the presence of an applied field.
We have performed Langevin dynamics simulations of a small number of
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single-domain ferromagnetic particles in a liquid using a code built in For-
tran, plus using LAMMPS [14], to investigate this question. We characterize
the formed agglomerate shapes using normalized length and the difference in
angle between adjacent particles in order to compare the simulation results.
Introducing thermal buffeting alone does not create the degree of messiness
seen in experiment. Nor does a distribution of particle sizes. The electro-
static van der Waal’s interaction between particles needs to be increased in
strength well beyond accepted literature values to dominate the magnetic
interactions and induce isotropic or spherical clumping, as will be discussed
below. Instead, we find that if there is stickiness or ligand bridging between
particles then they may connect in ways that do not minimize the dipole-
dipole interaction and that nucleates a clump that will not be a perfect chain,
like that seen in Fig. 2(a). This stickiness must be strong enough so that the
timescale for the particles to reorient to minimize their dipole-dipole inter-
action is longer than the time it takes for another particle to join the clump.
We use this fact to estimate the size of a dimensionless, phenomenological
stickiness-parameter c that can theoretically take on values between 0 (no
bridging between ligands) and 1 (irreversible bridging or sticking together
on impact). We show how c can be implemented in Langevin dynamics
simulations to efficiently account for the effects of ligand bridging.
Our hypothesis is consistent with previous simulation results. When
magnetic nanoparticles are treated as individual bodies without stickiness
between them, then only chains that are one-particle-width form [10]. How-
ever, when coarse-graining techniques are used to speed-up simulations –
which effectively locks particles together as if bridging is instantaneous on
impact and irreversible – then much thicker and more disordered agglomer-
ates are produced [15]. Here the term coarse-graining refers to simulations
in which particles that touch are assumed to be locked together forever and
clumps move as one rigid object. Since they are stuck together and cannot
slide over one another nor pull apart, this corresponds to an infinite amount
of stickiness between touching particles. Furthermore, when particles are
forced to remain neighboring (an analogue to introducing stickiness as we
have done), then a variety of agglomerate shapes form depending on the
competition between magnetic and thermal energies.[16]
It should be noted that entropic forces also can lead to thicker chains
of particles forming for large numbers of superparamagnetic [17] and fer-
romagnetic nanoparticles but are not large enough to produce the amount
of disorder seen, for example, in Fig. 2(b). Moreover, Langevin dynamics
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simulations contain all the physics needed to recover results of statistical
mechanics so this mechanism is built into our theory.
When magnetic nanoparticles form agglomerates, their function is very
different compared to isolated particles. Therefore, this work is very impor-
tant in order to create realistic clumps of particles to study. For example,
particles in clumps may generate more or less heat for magnetic hyperther-
mia cancer treatment compared to isolated particles, depending on the cluster
shape [13, 18, 19] and this has lead to intense study over the last three years.
Theoretical studies have used artificially-shaped clusters to demonstrate this
point, such as rectangular prisms,[13, 18] perfect chains, spheres[19] and frac-
tal shaped clumps.[20] Moreover, these studies have guessed or randomly dis-
tributed the easy anisotropy axes of particles within clusters. By simulating
here the formation of clumps that actually match experiment, without the
need to approximate easy axes directions, researchers will gain a better un-
derstanding of how agglomerate shapes and their internal magnetic structure
affect their function. This work represents a first step in understanding the
mechanisms that give rise to realistic shaped agglomerates in that only 100
particles are simulated to demonstrate that stickiness is important.
In section 2 we will briefly describe the Langevin dynamics simulation
involving single-domain ferromagnetic nanoparticles. We leave it to a later
work to consider superparamagnetic particles where the magnetization within
a particle may fluctuate as the agglomerate forms. In section 3 we describe
the methods used to characterize the shapes of the formed agglomerates in
order to compare with experiment. In section 4 we estimate the strength of
the phenomenological stickiness parameter c such that messy clumps form
for various types of particles. Then in section 5 we discuss the simulation
results. In section 6 conclusions and future work are presented.
2. Langevin dynamics simulation
The dynamics of each particle i is governed by Newton’s second law, ex-
pressed as the set of four three-dimensional, first-order, stochastic differential
equations. Firstly, we will write these equations without the possibility of
ligand bridging and then describe how they are altered when stickiness is
included phenomenologically. The four equations per particle without ligand
stickiness are:
~˙x(t) = ~vi(t), (1)
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mi~˙vi(t) = ~Fi [~xj(t)]−miγti~vi(t) + ~Ri(t) ≡ ~fi, (2)
θ˙iuˆi(t) = ~ωi(t), (3)
Ii~˙ωi(t) = ~Ti[ ~xj(t)]− Iiγri~ωi(t) + ~Qi(t) ≡ ~τi(t), (4)
where the dots over variables indicate time derivatives. Here, for the transla-
tional motion described by Eqs. (1) and (2), ~xi(t) is the position, ~vi(t) is the
velocity at time t, mi is the mass of particle i, ~Fi is the total deterministic
force acting on the particle due to the other particles (all the contributions
to which we will discuss below), γti is the translational viscous coefficient
of the particle moving through the fluid, and ~Ri is the random, fluctuating
force that describes the effect of finite temperature on the particle. The total
force at a time t is written as shorthand ~fi(t), as this will be convenient in
what follows.
In the rotational equations of motion (3) and (4), the angle of rotation for
a particle is θi around the direction uˆi, the angular velocity is ~ωi, the torque
acting on the particle due to the others is ~Ti, the moment of inertia is Ii, γri
is the rotational viscous coefficient of the particle, and the random torque is
~Qi. The total of all torques on particle i at time t is written as ~τi(t). We will
consider identical particles so we can drop the subscript i for the mass m,
the moment of inertia I and the viscous friction coefficients γr and γt. Note
that the ratio γr/γt = 10/3 for perfect spheres,[10] which can be derived
from Eqs.(7) and (8) that appear later. Also note that some articles choose
to group mγt = Γt and Iγr = Γr together but we prefer the γ notation as it
allows one to more easily understand the relationship between the rotational
and translational viscosity.
When the particles are well-separated in space, then one may ignore
the inertial terms in Eqs (2) and (4). However, when the particles get
closer together (within a few diameters) then these terms dominate over
the thermal fluctuations. In particular, the separation at which the ran-
dom forces/torques are on the same order of magnitude as the deterministic
forces/torques is critically important for determining the end agglomerate
shapes that form. This is our reason to use Langevin dynamics to model
these systems. In the future, our codes may be accelerated by ignoring iner-
tial forces when particles are well-separated from others.
Eqs. (1)-(4) assume that particles may interact but due to thermal fluctu-
ations always have a chance to act individually and escape the force-field of
another, as shown schematically in Fig. 3 on the left. In contrast, assuming
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that once particles join together (their separation is less than some critical
distance) they stay stuck (shown on the right in Fig. 3), is unrealistic as
it assumes that particles can never reorient. Instead, we use a model that
allows situations between these two extremes. We define a dimensionless,
phenomenological interparticle-stickiness parameter ci, that is 1 if the parti-
cles are stuck together indefinitely once they touch and is 0 when particles
always act as individual particles. We can then re-write Eqs. (2) and (4) as
a weighted sum
mi~˙vi(t) = ~fi(1− c) + c
Nagg
Nagg∑
j=1
~fj, (5)
Ii~˙ωi(t) = ~τi(1− c) + c
Nagg
Nagg∑
j=1
~τj, (6)
where the sums are over the Nagg particles that make up an agglomerate that
particle i is part of. One can see that if c = 1, the agglomerate is treated as
a single object, whereas if c = 0 a particle is able to move independently, no
matter how close it is to others and the agglomerate term vanishes. These
two scenarios are drawn schematically in Fig. 3. These equations can be
derived from Eqs. (2) and (4) by finding the equations of motion for an
agglomerate and solving for the weighting factor, requiring the system to
remain conservative. This is shown in the Supplemental File for the trans-
lational equation. We will estimate the strength of c in the next section.
The term c models the likelihood of the nanoparticles to stick due to contact
of the ligand brushes, or ligand-bridging. Therefore, while the particles are
within a critical distance of each other, namely the hydrodynamic diameter
D ≤ 2(r+L) (see Fig. 4), we apply this stickiness to all the forces acting on
the particles. Here r is the particles’ magnetic core radius and L is the mean
ligand length.
Note that one could use a different value for the stickiness parameter c
in the translational and rotational equations of motion, Eqs. (5) and (6).
However, the physical origin of the stickiness is ligand bridging and the fact
that an elastic restoring force is experienced when ligands are stretched. The
ligand or polymer strands are stretched in an almost equivalent manner when
touching particles are translated or rotated and hence the restoring force in
each case is on the same order of magnitude. For the phenomenological c
parameter, this means we can approximate it to be the same in both equa-
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c = 1
Figure 3: A schematic showing the effect of no interparticle friction (c = 0) on the left,
and infinite interparticle friction (c = 1) on the right.
tions of motion. (In fact, we repeated simulations with a different value of c
in these equations and the results are unphysical. For example, particles are
able to shear apart, but not translate apart.)
We will discuss the viscous and random forces/torques on a particle in
more detail before describing the deterministic force contributions to Eq. (2).
The drag coefficients in Eq. (2) and (4) are given by Stoke’s formula [21, 22]
mγt = 6piηR, (7)
Iγr = 8piηR3, (8)
where η is the viscosity of the fluid and R is the hydrodynamic radius of the
particle. In turn, the viscosity of the fluid is related to the random force and
torque of the fluid on a particle ~Ri(t) and ~Qi(t). Writing just the statistical
distribution governing the force relation, it is usually assumed to obey a
Gaussian distribution centered about zero mean [23, 10]
〈Rα(t)〉 = 0 (9)
〈Rα(t)Rβ(t+ t′)〉 = 6mγkBT δαβ δ(t′), (10)
where kB is Boltzmann’s constant, T is temperature, α and β represent
the x, y and z components, δ(τ) is the Dirac delta function and δαβ is the
Kronecker delta function. Eq. (10) indicates that the random force at time
t is completely uncorrelated with the random force at a time t′ later. This
assumes that the timescales of fluid-particle interactions are much shorter
than the characteristic timescales for the particle motion. Similar equations
hold for the random torque ~Qi(t).[10]
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The deterministic forces represented by ~Fi in Eq. (2) include steric, van
der Waal’s and magnetic dipole-dipole and ~Ti are the associated torques. All
of these forces depend on the configuration of the particles relative to each
other. The van der Waal’s attraction force between spherical particles is
given by differentiating the energy of interaction [24]
VV pp(D) = −A131
6
(
2r2
D2 − 4r2 +
2r2
D2 + ln
(D2 − 4r2
D2
))
. (11)
Here A131 is the Hamaker constant that depends on the material the particles
are made from and their shape (in this case spherical), as well as the medium
through which they interact. The radius of the particles is r and the center-
to-center distance between a pair of particles is D.
The steric repulsive force prevents the ligand-coated particles from over-
lapping in space. It can be found by differentiating the steric potential be-
tween a pair of particles [25]
VSpp(D) = 100rL
3
(D − 2r)pih3kBT exp
(
−pi(D − 2r)
L
)
, (12)
where L is the average length of the ligands, h is the mean distance between
two ligand head groups on the surface of the particle, kB is Boltzmann’s
constant and T is temperature. Some of these variables are shown in Fig. 4.
The interparticle interactions (van der Waal’s and steric) can be added
together to create a potential energy curve like the dotted curve shown in
Fig. 5. Here various energy contributions are plotted in units of kBT as a
function of distance between cores. (We will discuss shortly the parameters
used to generate this plot.) It can be seen that there is a minimum energy
corresponding to an equilibrium center-to-center separation of roughly 62 nm.
This energy is compared to the magnetic dipole-dipole energy for tip-to-
tail aligned particles and the thermal energy, which has a value of 1 for all
distances.
The final interparticle interaction to be considered is the dipole-dipole
interaction. Each particle is assumed to have a magnetic dipole moment
given by
~mi = ~M
4pi
3
r3, (13)
where ~M is the saturation magnetization of the material and r is the radius
of the nanoparticle. It is assumed that a point dipole located at the center of
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Figure 4: A schematic of two dipolar particles where D is the interparticle distance, r is
the radius of the particle’s magnetic core, L is the ligand length and h is the distance
between ligand heads.
the particle represents the magnetic properties and so two particles interact
via an energy
Vij(~ri − ~rj) = − µ0
4pi|~ri − ~rj|3 (3(~mi · rˆij)(~mj · rˆij)− ~mi · ~mj) , (14)
where ~ri is the position of particle i, the separation between particles is
D = |~ri − ~rj|, and rˆij is a unit vector along the vector ~ri − ~rj.
There are additional hydrodynamic interactions that are neglected in this
treatment. For example, there is a change in viscosity between approaching
particles for small distances [26]. However, due to the large magnitude of the
magnetic forces as the distance between two particles decreases the effect of
the change in viscosity is rather small. We also only consider particles with
ligand coatings which adds a number of complications to the calculation of
the distance-dependent viscosity for two nearby particles but generally makes
this a weaker effect [27]. Our stickiness parameter is independent of certain
hydrodynamic/viscosity interactions.
There are many numerical routines for solving the equations of motion
(1)-(4).[28] We choose to use a modified leap-frog algorithm developed by
Van Gunsteren and Berendsen [29]. The random forces (torques) mimicking
temperature are converted to random displacements and velocities (rotations
and rotational velocities). The reader is referred to the original article for the
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Figure 5: A comparison of the absolute value of the relevant energies in the simulation. The
blue (dashed) line is the dipole-dipole energy for tip-to-tail aligned dipoles as a function
of distance, the orange (solid) line is the thermal energy, the green (dot-dashed) line is
the Zeeman energy for a 5 mT applied field and the red (dotted) line is the sum of the
steric and van der Waals energies as a function of distance for a 50 nm diameter magnetite
particle with ligand lengths of 5 nm, a ligand headgroup spacing of 5 nm and a Hamaker
constant of 2.9× 10−20 (dashed line).
equations as they are lengthy. The only change we make is the incorporation
of the relevant forces for this study and the stickiness parameter c.
These algorithms were programmed into Fortran and were tested a num-
ber of ways. First, we turn off all forces apart from the viscous and random
forces and verify that the equipartition theorem is satisfied. Secondly, we
check that the particles acted on only by viscous and random forces should
follow “random walk” motion. Thirdly, we compared our results with the
stickiness parameter c = 0 to those calculated using LAMMPS and found
agreement.
We ran our fortran code on 25 Intel(R) Xeon 2.2 GHz processors over a
duration of about 8 hours for 10 ms of simulation time with a timestep of
0.1 ns for 100 particles. While some previous works[17] have simulated a few
thousand particles we chose to use only 100 and run multiple simulations to
get statistical significance for the characterization parameters used. This is
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due to requiring a smaller timestep due to larger dipolar forces. The largest
agglomerates we see are less than 50 particles and so we do not find the
number of particles at this concentration to be a limiting factor. Our fortran
code runs at a similar speed to the LAMMPS code, but has the advantage
that our ligand-bridging effects characterized by c are included. Both codes
are run for 100 particles and with periodic boundary conditions so that results
can be obtained in a reasonable amount of time. It is left to a future work
to consider ways to speed up the calculation so that more particles and/or
longer times can be simulated. We have also performed some simulations
without periodic boundaries and found that there are not significant finite
size effects in the simulation.
We have chosen the following parameters for the simulation of magnetite
particles with magnetization M = 3.12 × 105 A/m, diameter 50 nm, ligand
length L = 5 nm, distance between ligand heads h = 5 nm and temperature
T = 298 K. The surrounding fluid is hexane with a viscosity of η = 2.97 ×
10−4 N s/m2 and a corresponding Hamaker constant A131 = 29×10−21 J. [30]
The timestep throughout the simulation is ∆t = 1 × 10−10 s and the entire
simulation duration is 10 ms. Each simulation consists of 100 particles in a
cube with side length 2, 052 nm using periodic boundary conditions, giving
a volume concentration of magnetite of 7.58× 10−4.
In addition, we have studied a second set of magnetite nanoparticles with
25 nm diameter and ligand lengths L = 10 nm in water (η = 6.78×10−4 Pa s,
A131 = 32.7× 10−21 J). These two different magnetite particles are chosen so
as to study the contrast between large particles in a polar fluid where mag-
netic interactions should dominate, and particles near the superparamagnetic
limit that are influenced more by thermal fluctuations. Aqueous environ-
ments are more important to study for biological applications but also have
added complexity with double-layer electrostatic interactions. Magnetite is
one of the few magnetic materials that are FDA approved for use in the body.
3. Characterization of agglomerates
Before discussing the simulations results, we describe the methods of nu-
merically characterizing their results. To characterize the agglomerate shapes
that form a number of parameters can be used. We have used a normalized
length to simply describe the three dimensional shape of agglomerates. Ad-
ditionally, to determine the amount of messiness in a chain we calculate an
order parameter based on the difference in angle between adjacent particles,
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similar to Ref. [31]. The method of calculation for these parameters are
given below.
To compare to experiment other characterization parameters may be of
interest. For example the pair correlation function can be calculated [32]
and compared to the structure factor which can be experimentally measured.
Another quantity of interest is the fractal dimension which can be calculated
from a two dimensional image obtained from theory or experiment.[33, 34,
35] Both the pair correlation and fractal dimension gain more value as the
number of particles in the system becomes larger and so, we focus on the
normalized length and angular order parameters. We did calculate the fractal
dimension for all agglomerates following the methods of Refs.[20, 36], however
we do not present that data here due to a lack of consistency in the results.
We attribute this lack of consistency to the fact that our simulations of 100
particles are just too small to get a value for the fractal dimension that can
discriminate between messy and ordered clumps. Larger systems, plus more
simulations (we do 8 for each parameter set) is needed.
A particle is identified as part of an agglomerate if it is separated by less
than 2(r + L) from another particle (see Fig. 4). To calculate the normal-
ized length of an agglomerate we identify the longest axis, defined by the
maximum distance between two particles in the agglomerate
Dmax = max
i,j
√
(~ri − ~rj)2, (15)
with i and j indexing all the particles in an agglomerate. The normalized
length Ln is then calculated from
Ln =
Dmax
2(r + L)(Nagg − 1) , (16)
where Nagg is the number of particles in the agglomerate. This length varies
from 1, for a two particle agglomerate or a perfectly colinear chain where
the particles have no overlap, to a minimum of approximately 0.14. The
minimum has been calculated for an arrangement of 20 particles placed in
a hexagonal close-packed lattice, where the value Dmax is kept to a mini-
mum and particles cannot overlap. The simulation allows particles to overlap
slightly, modeling a meshing of the ligand brushes, which will typically de-
crease the maximum and minimum values for Ln.
The normalized length is only calculated for the longest chain in the sim-
ulation. Initially, Ln ≈ 1 for all simulations because the number of particles
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of the first chain is two. For some values of c, agglomerated particles can
escape and rejoin the agglomerate or join a different agglomerate. Addition-
ally, when multiple agglomerates form simultaneously the measurement for
the normalized length may switch from one agglomerate to another through-
out the simulation duration. This adds some “noise” to calculations of Ln
and the number of particles agglomerated.
Another characterization parameter calculated is the angular order in
alignment of all particles in the simulation. This parameter gives an indica-
tion of the misalignment of the dipole moments in the largest clumps even
when the clump is nearly colinear. The angular order parameter is
∆θ =
1− ~m1·~m2
m2
2Nagg
(17)
where the values lie between 0, for clumps with colinear particles, and 1, for
clumps with very disordered and misaligned particles.
The final characterization technique we used was to calculate the dipolar
energy for an agglomerate. The calculation is
∆E = − 1
2N2aggEnorm
Nagg∑
i=1
Nagg∑
j=1
µ0
4piD3 (
3(~m1 · ~D)(~m2 · ~D)
D2 − ~m1 · ~m2) (18)
where
Enorm =
3µ0|m|2
4pi(2(r + L))3
(19)
where the sums go over all 100 particles in the system excluding i = j. This
calculation helps determine how messy all particles in the simulation are
regardless of the clump size or linearity of chains. So, both a loop and a chain
may have small energies when the particles are in a tip-to-tail orientation
while a somewhat linear chain may have a larger energy if the particles don’t
line up tip-to-tail but are stuck in the initial contact configuration.
4. Estimates for the stickiness parameter c
In this work we explore the agglomeration behavior of magnetite nanopar-
ticles with ligand coatings where the possibility of ligand bridging is modeled
using the parameter c. Here, we estimate the value of c for which the behavior
in the simulations should transition from long chains to clumped agglomer-
ates. We do this by comparing the time it takes a particle to diffuse (tdiff )
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to another, to the time it takes it to rotate so that the magnetic dipolar
interactions are minimized (trot).
A characteristic rotation time for particles in a fluid experiencing a net
torque is [37]
trot ∼
8piηR3hyd
(1− c)τtotal , (20)
where the total torque τtotal a particle in an agglomerate experiences is de-
creased due to stickiness by the term (1 − c), consistent with Eq. (4), and
neglecting torques from far away particles (ie. those not in the agglomerate).
Rhyd ∼ (r + L) is the hydrodynamic radius of the particle. This formula
comes from the equation for the torque needed to keep a sphere rotating
with uniform velocity in a still, infinite, viscous fluid.[38]
This can be compared to the expected time for agglomeration based on
the density of particles and the thermal energy. If we assume that the total
time ttotal for a particle to travel to another particle or an agglomerate is
equal to the time to diffusively travel to the region close to another particle
tdiff , plus the time to travel from the near-particle region (defined as where
the magnetic interaction energy is equal to the thermal energy) to touching
due to magnetic forces tmag, then we get
ttotal = tdiff + tmag. (21)
The time for a particle to diffusively travel a distance x is estimated using
the fluctuation dissipation theorem result as [21]
tdiff =
x26piηRhyd
kBT
. (22)
We estimate x using the mean distance between the 100 particles initially in
the simulation volume, minus the distance at which the magnetic interaction
overwhelms thermal effects (the near-particle distance rmag ∼ 270 nm for the
50 nm diameter particles). Therefore we have
x =
(
V
100
)1/3
− rmag. (23)
Substituting our parameters and Eq. (23) into Eq. (22) finds a diffusion time
on the order of 1 ms for the 50 nm particles.
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In comparison, the time for a particle to travel from rmag to touching is
[37]
tmag =
∫ rmag/2
rmag
6piηRhyd
Fmagnetic(r)
dr, (24)
where Fmagnetic is the magnetic force felt by the particles moving together. An
estimate using our parameters is that tmag ∼ 0.4 ms. This means that ttotal
is on the order of 1.4 ms. Note that this is an absolute upper estimate and
agrees well with our total simulation time to see all particles agglomerate,
which is 10 ms. The estimates do not account for the fact that the first
particles have a probability to come into contact more quickly and as soon
as one agglomerate nucleates, other particles are drawn towards it reducing
the times. However, the estimates are useful to give analytic dependencies
between variables.
When the time for a particle in an agglomerate to rotate so that its
magnetic moment points in the local field direction, is larger than the av-
erage time for another particle to join the agglomerate, we expect a messy,
noncolinear agglomerate to form. The new particle may stabilize the noncol-
inear shape. One may imagine an incoming particle to have been affected by
thermal translations and rotations as well as experiencing the complicated
superposition of dipolar fields from all particles on its approach, which is
why its magnetic moment is not automatically aligned with the field of the
agglomerate it joins. The condition for messy agglomerate shapes is therefore
ttotal < trotation. Rearranging for c and ignoring tmag to simplify the math,
one obtains
c > 1− 4kBT
3τtotal
R2hyd
x2
. (25)
Then for a given particle concentration and temperature and particle size, we
can estimate a stickiness parameter required to achieve noncolinear agglom-
erate shapes. Note that for larger thermal energies, less “stickiness” (lower
c values) are required for messy clumps to form, as to be expected. Also
note here that the fluid viscosity is absent as both trot and tdiff are linearly
dependent on viscosity and the term cancels.
Using the parameters for the 50 nm diameter magnetite nanoparticles
and assuming a magnetic torque τtotal for two particles in contact with an
angle of 5◦ between their dipole moments, Eq. (25) gives
c > 0.995 (26)
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for messy agglomerates to form. This value can vary up to c > 0.999 by
assuming the angle between dipoles is 90◦ before they begin to rotate to
minimize the dipole-dipole energy. Therefore, in our Langevin dynamics
simulations we expect to find a normalized length of Ln ≈ 1 and an angular
order ∆θ ≈ 0 for agglomerates when c < 0.995 and a decreasing normalized
length for increasing values of c.
In the case where an applied field is present we can account for the applied
field in the estimate for c by adding this to the torque experienced by a
particle. In this case we get a new upper bound for the time required for a
particle to rotate into the local field. This gives
c > 0.999 (27)
for messy agglomerates of 50 nm diameter magnetite particles with 5 nm
ligand lengths to form in the presence of an applied field of µ0H0 = 5 mT.
We focus on this system because it is a good example of one for which most
simulations predict linear chains of particles will form, but in experiment
clumps are seen to form (see Fig. 2). For smaller particles, with long ligands,
the magnetic interaction is effectively turned off and c = 0 (ie. regular
Langevin simulations) work well to predict the messy agglomerates that form.
Our estimate for c captures this behavior too, as is described below.
We have also performed the above calculations for smaller magnetite par-
ticles with a diameter of 25 nm and 10 nm ligand lengths with the same
volume concentration at a temperature of 310 K in water. In this case we
get an estimate of
c > 0.8 (28)
with no applied field present and
c > 0.99 (29)
with an applied field of µ0H0 = 5 mT.
The method used to analytically estimate c can be extended to look
at the behavior of agglomerating systems over a wide range of parameters,
whereas we have run simulations of just two types of particles here. In
Fig. 6 we compare the ratio of trot/ttotal (scale bar on right) as a function
of particle radius r and ligand length L with no stickiness (c = 0), using
a contour plot. This is done using Eq. (20) and (21). Particles in the red
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Figure 6: The contour plot shows the ratio of trot to ttotal with no stickiness coefficient
(c = 0). The legend on the right-hand-side shows what values the colors represent. The
white area on the left indicates the region where the thermal energy is larger than the
sum of dipolar, steric, and van der Waals energies so agglomerates do not form. The red
region indicates regions where agglomerates tend to be messier while the pale area on the
right indicate agglomerates that are colinear. The two black dots are the parameters for
the results shown in this manuscript.
areas of Fig. 6 will form messier agglomerates whereas particles in the pale
areas (bottom right) will form linear agglomerates. These results can be
easily understood by considering the magnitude of the torque induced by
the agglomerate on the considered nanoparticle. When the ligand coating
is large (top), the separation between particle centers is larger, decreasing
the magnetic torque. Similarly, when the magnetic dipole moments of the
particles are small (left) the magnetic torque is again small. In these cases the
particles reorient into a tip-to-tail configuration more slowly and noncolinear
agglomerates are more likely to be formed. The right side of the graph shows
larger radius nanoparticles which approach the multi-domain limit, above
which the calculation is no longer valid. The assumptions also break down
for particles on the far left side of the graph that are very small and display
superparamagnetic behavior. Note that the two particle sizes we have chosen
to study (25 and 12.5 radius particles) deliberately lie in two very different
regions of this phase diagram, as shown by the two dots drawn on Fig. 6,
and so very different behaviors are expected.
When the particles are sufficiently small or ligand coatings are sufficiently
large and there is no applied magnetic field, the thermal energies may be
larger than the attractive magnetic and van der Waals energies. In this case
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we do not expect (stable) agglomerates to form and our estimate above is no
longer valid as it assumes that particles experience experience deterministic
torques. The region where agglomeration is not expected, regardless of c
value, is shown in white in Fig. 6.
5. Simulation results
In Fig. 7 we show some of the simulation results for the 50 nm diameter
magnetite nanoparticles with 5 nm ligands in hexane. Panels on the left show
results in zero field after 10 ms and panels on the right show the results for
an applied field of µ0H = 5 mT (µ0mH0 = 25kBT so this is a strong field).
Three different values of the stickiness parameter c are illustrated. When the
particles cannot stick together due to ligand bridging (c = 0, top panels) the
particles form single-particle width chains due to dipolar interactions. In the
top, left panel a loop can be seen that minimizes the magnetic dipole-dipole
interaction, without an applied field.
As the stickiness parameter c is increased to the critical value of 0.995
that we predicted earlier (middle and bottom panels) then the single-width
chains are seen to transition to messier, clumpier agglomerates when there is
no applied field (left panels). When there is an applied field in the vertical
direction, then the chains remain due to the Zeeman interaction working with
the dipolar interactions to favor chain formation, but the chains are seen to
be less straight. The mean agglomerate size after 10 ms (averaging over 8
simulations of 100 particles) is roughly 10 particles, with slightly less particles
per agglomerate at high values of c due to agglomerates having weaker stray
fields when they are disordered. We next use the characterization measures
developed in Section 3 to quantify the changes in shape as a function of c.
Fig. 8 shows the calculated characterization parameters of agglomerates
as a function of time for multiple values of c, in the absence of an external
field on the left and in a field on the right. Different values of the stickiness
coefficient c are labeled by different colored symbols and a legend is given to
the right of the panels. Each data point is calculated using an average from
eight simulations and standard deviations are shown by the vertical lines at
the right edge of each plot. In panels (a) and (b) the normalized length Ln
is plotted. In panels (c) and (d), the angular variation is plotted. In panels
(e) and (f), the dipolar order parameter is plotted as a function of time.
The first thing to notice in Figure 8 is that all of the characterization
parameters have generally settled into some steady-state within the 10 ms
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Figure 7: A table of representative agglomerates formed in 0 field (left) and in an applied
field of µ0H0 = 5 mT (right) for multiple values of c, for 50 nm diameter magnetite
nanoparticles with 5 nm ligand coatings in hexane.
time of the simulation. This (along with long computational times) is our
reason for simulating this period of real time. Next, one can look at the
values for normalized length (panels (a) and (b)) and see that Ln decreases
with larger values of stickiness c. This is as we expected because stickier
particles are expected to form more compact and less linear agglomerates.
Note that the initial value for Ln at time t = 0 is nearly 1 as initially all
particles are separated in the simulation. The normalized length is longer
for agglomerates formed in a field (compare panels (a) and (b)), and this
matches the observations of Fig. 7.
Note that the normalized length is not close to 1 in no field and when
c = 0 and the standard deviations are large because the average over all
agglomerates simulated includes straight chains and closed loops, as shown
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Figure 8: In (a) the normalized length Ln versus time with no applied field and in (b)
the same for an applied field of µ0H0 = 5 mT . In (c) the angular variation versus time
for multiple values of c in no applied field and in (d) the same for an applied field of
µ0H0 = 5 mT . In (e) the dipolar order versus time for multiple values of c in no applied
field and in (f) the same for an applied field of µ0H0 = 5 mT. In all plots a standard
deviation is shown for a few representative values as an error bar.
in Fig. 7. Therefore, in zero field this characterization method is not as
good as the others in determining the agglomerate regime we are in. It does,
however, have the advantage of being simple to compute from experimental
images of agglomerates and therefore is a good metric for comparing theory
to experiment.
The formation of messy agglomerates in an applied field with an energy
of 25 times kBT is a somewhat surprising result and so we elaborate on the
process of agglomerate formation in a field. When c is large, as the particles
approach each other the dipole-dipole interaction becomes stronger than the
Zeeman interaction at a distance of D ≈ 93 nm. Near this distance a parti-
cle begins to rotate into the dipole field from the approaching particle. As
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agglomeration occurs, typically, the particles have not fully rotated into a
tip-to-tail orientation, but have a finite angle between both their respective
dipole moments and the applied magnetic field. This creates a nucleation
site for further noncolinear agglomeration as other particles and agglomer-
ates approach. However, when c is small the same process occurs but after
agglomeration the dipole moments continue to rotate into tip-to-tail align-
ment as well as alignment with the applied magnetic field.
The angular variation (Fig. 8(c) and (d)) increases as the stickiness c
is increased. This again reflects that the ligand bridging between particles
prevents the dipolar interactions from being minimized. When a magnetic
field is applied (panel (d)) then the angular variation is dramatically reduced
because most of the magnetic dipoles align with that field. For both of these
parameters (normalized length and angular variation) the value c = 0.999
seems to represent a phase change from colinear to noncolinear agglomerates
as predicted by the analytic estimates above in Section 4. Colinear struc-
tures have low angular variation and longer normalized lengths. Noncolinear
or compact agglomerates have larger angular variations between dipole mo-
ments and a shorter normalized length.
Finally, the dipolar order parameter – plotted as a function of time in
Fig. 8(d) and (f) – is the smoothest parameter and is monotonically decreas-
ing, indicating that the magnetic energy is always decreasing in the system.
Initially the energy is close to zero as particles are randomly oriented. The
energy is smaller for no ligand bridging (c = 0, blue data) and is consid-
erably larger for high stickiness (c = 0.999 and larger, red data) reflecting
that particles get stuck in higher energy states. Although this parameter has
the smallest standard deviation and is the best indicator of the agglomerate
regime (sticky versus free particles) that a system is in, it is very difficult
to experimentally image the magnetization directions of nanoparticles in a
fluid in order to compare simulations to real systems. One exception is using
off-axis electron holography, which has been used to image Co nanoparticles
forming chains or rings.[6]
It should be noted that simulations were performed with the magnetic
dipole moment set to zero in order to determine the role of the van der
Waals interaction in the clumping process. As this is an isotropic interaction,
it could account for noncolinear particle agglomeration. However, in order
to see any stable clumps form, the Hamaker constant had to be increased by
greater than a factor of 10 from the value we used, which takes it far beyond
the range of possible values quoted in the literature.[30] This suggests that
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while the van der Waals interaction does stabilize clumps in some instances,
here it is not strong enough to overcome thermal forces.
The simulation results for the smaller 25 nm diameter magnetite nanopar-
ticles with 10 nm ligands in water are shown in Fig. 9. Panels on the left
show results in zero field after 10 ms and panels on the right show the results
for an applied field of µ0H = 5 mT. For the smaller particles we found very
little clumping for the c = 0 case as the thermal energies are large enough
to move particles apart after they have come into contact for short periods
of time. We therefore show representative particle positions after 10 ms for
values c = 0.9, 0.99, and 0.999 where some agglomeration was seen. For these
cases the average agglomerate size is roughly 2 meaning that many particles
are still unagglomerated, due to the thermal forces just described. For these
smaller particles in no field we characterize the clumps with size greater than
2 particles as noncolinear for all these values of c, in agreement with the
estimate in Eq. (28). This definition is based on the characterization metrics
described below.
Fig. 10 shows the calculated characterization parameters as a function
of time for the 25 nm diameter particles, for multiple values of c. Results
in the absence of an external field are on the left and in a field are on the
right. Each data point is calculated using an average from 8 simulations and
standard deviations are shown by the vertical lines at the right of each plot.
Panels (a) and (b) show the normalized length, panels (c) and (d) show the
angular variation and panels (d) and (f) show the dipolar order parameter.
Note that the results are much less smooth than those for the 50 nm diameter
particles because the average agglomerate size is close to 2 and so there are
large fluctuations in all values.
We see in Fig. 10 that Ln varies as c is changed as expected, where
smaller values of c produce longer chains (Ln closer to 1). Similarly, the
angular variation increases as the stickiness, c, is increased. Finally, the
dipolar order has curious behavior in that it at first decreases for increasing
stickiness parameters (compare c = 0.9 in gray and c = 0.99 in green online)
and then increases again (for example, see c = 0.9999 in purple). This
is because for small values of c the ligand bridging can overcome thermal
fluctuations and keep particles locked together for longer in configurations
that lower the dipolar energy. But then for larger values of c, the particles
can become locked together indefinitely in configurations that have higher
dipolar energy. All these results show that for such small particles the effect
of ligand bridging is small as thermal agitations play such a dominant role
23
Figure 9: A table of representative particle formations in 0 field (left) and in an applied
field of µ0H0 = 5 mT applied upwards (right) for multiple values of c, for 25 nm diameter
magnetite nanoparticles with 10 nm ligand coatings in hexane. Here the full hydrodynamic
radius of the particles are shown to better see the formed aggomerates.
in the dynamics.
6. Conclusion
The torques and forces on touching magnetic nanoparticles due to ligand
bridging can be modeled using a phenomenological stickiness or frictional
parameter c. Langevin dynamics calculations with c included indicate a
clear transition from linear to clumpy agglomerates forming as a function
of c, for particles that have dipolar interactions that dominate over thermal
forces.
We estimate the critical value of c using a ratio of the diffusion time of
a free particle to the rotation time of a magnetic particle in an agglomerate.
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Figure 10: In (a) the normalized length Ln versus time with no applied field and in (b)
the same for an applied field of µ0H0 = 5 mT . In (c) the angular variation versus time
for multiple values of c in no applied field and in (d) the same for an applied field of
µ0H0 = 5 mT . In (e) the dipolar order versus time for multiple values of c in no applied
field and in (f) the same for an applied field of µ0H0 = 5 mT. In all plots a standard
deviation is shown for a few representative values as an error bar.
We find that for values of the stickiness parameter greater than c = 0.99, for
50 nm diameter magnetite particles with 5 nm ligand shells, the agglomerates
are “messy” but linear chains or loops are formed when c is smaller. This is
in complete agreement with our simulation results.
Our calculation should be scaled up to larger volumes, more particles,
and longer times to model real systems. But the fact that we can explain
the occurrence of messy agglomerates is of great promise for calculating the
properties of real magnetic nanoparticle systems. For example, it has been
shown that the shape of agglomerates can dramatically alter the heat pro-
duced by magnetic nanoparticles for hyperthermia treatment [13, 18, 19] but
the agglomerates so far theoretically studied were all regular shapes (chains,
rectangular prisms or spheres). Our simulation results allow for predictions
to be made for much more realistic shapes that form in liquids.
25
Additionally, our calculations for the value of the stickiness coefficient
should be compared to physical measurements of the ligand interaction strengths.
While specific numbers are lacking for magnetite nanoparticles with PEG
ligands, a number of experiments have been done for other surface/ligand
combinations including PEG ligands. [39, 40, 41] Among these we find bind-
ing forces ranging from 100 – 700 pN over distances from 0 to 7 nm. This
gives energies around 10−19−10−22 J which is comparable with the magnetic
energies and thermal energies in this analysis. Therefore, the critical value
for the stickiness coefficient c that we found seems plausible but needs better
experimental validation.
Future work may also add electrostatic interactions to the calculation.
This can be done with the same method of incorporating stickiness between
touching particles. A screened Coulomb potential can be used and appears to
be important for ionic solutions containing magnetite nanoparticles. Recent
work has shown that assembly happens at vastly different rates and with
different shapes with slight changes in ionic strength.[42]
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