Regression methods can be used for the valuation of real estate in the comparative approach. However, one of the problems of predictive modelling is the presence of redundant or irrelevant variables in data. Such variables can decrease the stability of models, and they can even reduce prediction accuracy. The choice of real estate's features is largely determined by an appraiser, who is guided by his/her experience. Still, the use of statistical methods of a feature selection can lead to a more accurate valuation model. In the paper we apply regularized linear regression which belongs to embedded methods of a feature selection. For the considered data set of real estate land designated for single-family housing we obtained a model, which led to a more accurate valuation than some other popular linear models applied with or without a feature selection. To assess the model's quality we used the leave-one-out cross-validation.
Introduction
The basis for real estate valuation in the comparative approach is the information about similar real estate transactions made on the local market within a short period of time (usually two years). In estimating the market value of real estate, apart from the transaction prices the characteristics of similar real estate are taken into account, assuming that they have significant impact on prices. All methods included in the comparative approach (paired comparison, average price adjustment and statistical analysis of the market) are based on the introduction of an adjustment of the average transaction price. The adjusting components in the corresponding formulas contain weighting coefficients for the features, which are defined in different ways depending on the method (Prystupa, 2001; Hozer, Kokot, Kuźmiński, 2002) . In the literature there are several propositions of the application of the market statistical analysis. Probably the most popular are the classical multiple regression model and multiple simple regression model (Hozer, 2008) . Foryś (2010) applied linear ordering methods in order to select a subset of objects most similar to the valued real estate. Linear ordering methods were applied to construct the synthetic measure of attractiveness, which was used as the predictor in simple regression (Lis, 2005; Doszyń, 2012) . Lis (2005) used information on the cluster structure of the data acquired by the k-means method. Mach (2012) investigated the impact of regional development on the price of a square meter of residential real estate using a factor analysis, and multiple regression in the space of reduced dimension. In the literature on real estate valuation, propositions of the application of neural networks can also be found (Lis, 2001; Morajda, 2005) .
The choice of features which characterize real estate is of key meaning in accurate valuation. In addition to the features that a real estate appraiser takes into account in accordance with laws and regulations, he/she has yet to choose a number of features specific to each market.
The choice is determined by the experience of an appraiser and his knowledge of the local market. However, when applying an econometric model of valuation, one should be aware of redundant variables or irrelevant variables' impact on it. Such variables can decrease the stability of models, and they can even reduce prediction accuracy. Although the arbitrary choice of variables made by a real estate appraiser is made by his/her "know how", modelling on a reduced number of variables is worth attempting. Such an approach will either give the statistical confirmation of the optimality of the chosen feature subset, or will discover a more accurate valuation model. In the majority of the research on econometric valuation models, feature selection is made according to the criterion of a maximum correlation with a price and minimum correlation between predictors at the same time. Moreover, the features are eliminated using tests of significance of the corresponding coefficients, or using stepwise regression.
In this paper, we propose an alternative approach to feature selection in the linear regression model. The model parameters are estimated by introducing to the optimized criterion a component which penalizes the complexity of the model (so called regularization). As a result, the absolute values of the estimated parameters become shrunk in relation to the corresponding estimates of the ordinary least squares method, and some of them are equal to zero. The empirical example refers to the real estate market intended for single-family housing, situated in two adjacent districts of Kraków.
The Multiple regression model and its assessment
The application of the linear multiple regression model in the valuation of real estate falls within the scope of a market statistical analysis used in the comparative approach. The database of the similar real estate, which a real estate appraiser has, is a collection of historical data on transactions, called in regression the training set:
It is used to estimate model parameters. A transaction price is the dependent variable Y, which is treated as a random variable. Objects in the U set are characterized by the explanatory variables X 1 , ..., X p (predictors), which are real estate characteristics in the task of valuation.
It is important that the data came from a recent period of time, and that it represents a spatially homogeneous set of real estate (the same city, district, etc.). Generally, the regression task is to discover the impact of the predictors on the quantitative response variable Y (here price).
Because of its simplicity a linear model is widely used:
where ε is the random component, which is assumed to have a normal distribution with the mean equal to 0 and constant variance {1, ..., } i N ∀ ∈ . Moreover, ε i are independent of each other and independent of predictors. Despite the quite restrictive assumption about the linear relationship between the variables, this model is often successfully used in practice, and in the case of small samples it often turns out to be more accurate in the prediction than nonlinear -more complex object (real estate) x for which the features X 1 , ..., X p were observed. It is obvious that for the model to be useful, the values of variable Y should be predicted as accurately as possible. Thus, an important modelling stage is to assess the quality of a model. A widely used evaluation function is the mean square error, whose unbiased estimator has the form of:
or its square root called residual standard error, which is convenient for interpretation, because it is expressed in the same unit as a dependent variable.
However, the assessment of the predictive ability of a model, measured on the training set which was used for the estimation of model parameters, is too optimistic (Hastie, Tibshirani, Friedman, 2009, p. 228) . A model that fits very well to the data does not guarantee the high ability of generalization, that is accurate prediction for new objects (out of a training sample), which is the primary objective of modelling. To estimate the prediction error, a researcher should use a separate set of objects, from the same population, that did not take part in the learning stage. Cross-validation is quite a common strategy of error estimation. The main idea of cross-validation is to reuse the learning sample many times. In this method, the training set U is split into K disjoint and approximately equinumerous subsets 1 2 , , .
K f f are built and based on training samples
, and the prediction errors are estimated and based on test samples V i . Finally, the error is averaged.
For really small training sets it is often assumed that the sets V i are singletons (so called leaveone-out cross-validation). Then:
where ( ) is a fitted value of the model built on the basis of a training set without the i-th object. This measure is also used for the comparison of a model (Maddala, 2008, p. 531) .
The classical approach to the estimation of the model parameters (2) is the ordinary least squares method (OLS). Estimators obtained in this way, under the Gauss-Markov theorem, are unbiased and they have the smallest variance in the class of linear and unbiased estimators (Maddala, 2008, pp. 228-229) . When there are irrelevant variables in a data set, a model does not guarantee an accurate prediction for the new objects (out of the sample). In that case, a model reflects not only the systematic effect of predictors on the response, but also a noise. It has a theoretical foundation in the bias-variance trade-off and formally it is described in (Hastie et al., 2009, pp. 219-224) . Generally, too complex models, that are well fitted to the training set, are characterized by a low bias and a high variance of the prediction error. On the other hand, too simple models, that do not extract all information from data, are characterized by a high bias and a low variance of the prediction error. The number of parameters to estimate is usually adopted as a measure of the linear model complexity. If interactions, or generally additional variables which are functions of the original predictors, are not taken into account, the complexity of the linear model is equivalent to the number of predictors. In an extreme case, a model without explanatory variables, where a prediction is made on the basis of an average value of the variable Y, is the simplest one, the errors will have zero variance, but the prediction will most likely be biased.
1 From this perspective, the essence of effective modelling in regression is the choice of an appropriate model complexity, which can be achieved by feature selection.
Feature selection
One of the problems of regression function modelling is an excess of information (redundant variables) or irrelevant information (irrelevant variables) for explaining the investigated phenomenon, in our case real estate prices. Such variables affect the reduction of the stability of the model, and they can even decrease prediction accuracy. It would seem that features describing real estate (explanatory variables) are carefully selected by experts, and undoubtedly they have an impact on transaction prices. However, many authors (Lis, 2005; Zeliaś, 2006; Bitner, 2007) point out the need of formal, statistical feature selection in the econometric valuation models.
Feature selection methods are currently classified into three groups: filters, wrappers and embedded methods (Guyon, Gunn, Nikravesh, Zadeh, 2006) . The first one is maybe the most popular. Filters discard variables which have little chance to be useful, before an estimation of model parameters. In these methods, a criterion which evaluates the association between the predictors and a response is set. Note that a choice of criterion is strictly heuristic and there is no guarantee that the determined feature subset leads to a model with the highest accuracy of prediction. A criterion can evaluate the individual impact of the explanatory variable on the response (usually Pearson correlation coefficient is used in a valuation task), or it can evaluate the importance of the subset of predictors. In the second case, usually it is postulated that the predictors were maximally correlated with the response and minimally correlated with each other. One can use Hellwig's measure (Hellwig, 1969) or an algorithm that iterates two steps.
In the first step, the predictor (say X) mostly correlated with the response Y is chosen. In the second step, other predictors correlated with X are discarded. The decision about introducing a variable into the model or about discarding a variable requires assuming the threshold values of the Pearson correlation coefficient.
In the second group of the feature selection methods (wrappers), the models are used which are built for various combinations of explanatory variables. Finally, the choice of optimal model in regard of some criterion (i.e. MSE or information criterion) identifies the optimal feature subset. This approach encounters a combinatorial complexity problem and various techniques of a heuristic search are used in practice. The most popular is stepwise regression. It can be applied in two directions, backward elimination or forward selection. In the first variant, the full set of features plays the role of a starting point. The variables which optimize the chosen criterion (in our work the Bayesian information criterion BIC) are removed in the following steps. In the second variant, an empty set of variables plays the role of the starting point, and the variable which optimizes the criterion is introduced into the model at every step. 2 Another popular technique is recursive feature elimination. This method discards variables corresponding to insignificant OLS estimators. The procedure is iterated until all the other coefficients are not significant. Another possibility is by removing only one variable at each step, the variable that minimizes the absolute value of the t statistic. This approach is not very time consuming in small data sets, and as a result can yield better results (see Table 2 ).
Finally, embedded methods perform simultaneously feature selection and the estimation of model parameters. Discarding some features is an integrated part of the learning algorithm.
In the case of a linear regression model, this can be achieved by regularization.
Regularization in linear regression models
The core idea of regularization is the ability of controlling the complexity of the model.
The objective is to get a state of compromise between the bias and the variance, and consequently to get the model with optimal generalization ability, which means the accuracy of the prediction for the new objects. This is achieved by imposing a penalty ( ) P b for large absolute values of the parameters in the criterion used in the estimation:
Regularization decreases the absolute values of the estimates, and some of them are equal to zero. This is equivalent to the feature selection and makes these methods attractive. There are several forms of penalty components proposed in the literature. Historically the first proposition was ridge regression (Hoerl, Kennard, 1970) :
Then Tibshirani (1996) proposed LASSO:
whereas Zou and Hastie (2005) proposed the penalty being their combination, so-called elastic net:
Regularization parameter λ decides about the amount of the penalty, and as a result it controls the complexity of the model. Determining the appropriate value of lambda is a key task for the effective application of this method. In practice, a string of models corresponding to different values of λ is built, and then the optimal model is selected. As a model selection criterion one can use the prediction error estimated via cross-validation or information criteria.
The empirical comparison of these criteria can be found in the work by (Kubus, 2013) .
The task of parameter estimation in the ridge regression has a solution in a closed form (see i.e. Maddala, 2008; Hastie et al., 2009) . LASSO requires quadratic programming with linear constrains but approximate solutions are more practical and more commonly used.
Presently, the LARS algorithm (Efron, Hastie, Johnstone, Tibshirani, 2004 ) is the most popular because of the low computational complexity. In the case of an elastic net it has been proven that the estimation task can be reformulated on the LASSO (Zou, Hastie, 2005) . In the following iterations of the LARS algorithm, the coefficients are updated by being based on the current regression residuals, thus the previously unexplained variability of the response Y. In every step, updating the formula takes into account some predictors most correlated with the Y, while only one per iteration is introduced into the model.
Empirical example
The real estate market intended for single family housing, situated in two adjacent districts of the city of Krakow, will be the subject of analysis. To assess the accuracy of the proposed model, the leave-one-out cross-validation was applied. The residual standard error was equal to 61.83 (PLN/m 2 ). Table 2 
Conclusions
One of the key issues in the problem of real estate valuation is the set of market features that characterize the objects. It plays a prominent role in the accuracy of the valuation. As mentioned before, the choice of the market features is largely determined by the real estate appraiser, who is guided by his/her experience. However, it is always a subjective choice. Formal statistical methods of feature selection can lead to more accurate valuation models; therefore it is worth using them. In this paper we proposed the application of regularized linear regression with an elastic net penalty (Zou, Hastie, 2005) . For the considered data set of land real estate designated for single-family housing we obtained a model, which led to a more accurate valuation than some other popular linear models applied with or without a feature selection. It is worth noting that the applied method, in addition to the feature selection, gave estimates with smaller variances than OLS estimators. This property also influenced the resulting accuracy of the valuation.
