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Resumen
Introducción
Desde su orígenes, la robótica ha perseguido el desarrollo de máquinas que sean capaces de
desempeñar tareas de forma autónoma, con el objetivo de aumentar la eficiencia de ciertos
procesos, disminuir los costes o liberar a las personas de trabajos/tareas tediosas o peligrosas.
Dada su complejidad, distintas disciplinas de la ingeniería y la física han convergido en lo que
hoy denominamos "mecatrónica" para abordar la conceptión, el diseño y la fabricación de estos
sistemas complejos (los robots). De entre los muchos retos que todavía quedan por resolver, uno
de los más importantes, si no el que más, es el de dotar de autonomía o inteligencia a los robots.
Para poder sustituir a una persona, un robot debe ser capaz de conocer su entorno, interpretar sus
circunstancias y decidir cómo actuar en cada caso para lograr su objetivo. Así, la autonomía está
directamente relacionada con la capacidad de percepción del robot y la forma en la que procesa
la información que percibe. Al igual que los humanos, los robots están dotados de sensores (sus
"sentidos") que les permiten ver, oír, palpar e incluso oler. Y al igual que para los humanos, el
sentido más poderoso es el de la vista o, como comúnmente se denomina en el argot científico,
la visión. Sin embargo, los robots no sólo cuentan con sistemas de visión pasiva (aquellos que
observan el entorno tal cual es sin alterarlo, iluminarlo o "irradiarlo") sino que también pueden
incorporar sistemas de visión activa. En el ámbito de los sensores, la visión activa consiste en
la emisión de algún tipo de patrón de iluminación (o radiación) que se refleja en el entorno y
es posteriormente detectado por un determinado sensor receptor. Gracias a ello, los sistemas
de visión activa son capaces de captar la geometría de los objetos que observan, lo cual resulta
de enorme utilidad en muchos ámbitos tecnológicos. En robótica, los sistemas de visión activa,
también denominados "sensores de rango", se utilizan comúnmente para:
• Conocer la distribución de los obstáculos que rodean a un robot.
• Conocer la posición y orientación de objetos que se van a manipular.
• Construir mapas 2D o 3D del entorno en el que opera un robot móvil.
• Estimar el movimiento 2D o 3D de un robot para conocer su posición en cada instante.
• Segmentar la escena observada en los distintos objetos que la componen.
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Además, los sensores de rango encuentran un sinfín de aplicaciones más allá de la robótica,
como por ejemplo en:
• La interacción con ordenadores o videoconsolas.
• El modelado 3D de objetos.
• El análisis de movimiento, tanto deportivo como terapéutico.
• La estimación de movimiento para aplicaciones de realidad virtual/aumentada.
• Sistemas de seguridad y ayuda en la conducción de vehículos.
Sin embargo, todas estas aplicaciones requieren algoritmos complejos capaces de procesar las
medidas geométricas de los sensores de forma precisa y rápida. Hasta la fecha se han propuesto
numerosas soluciones particulares para cada problema, pero estas soluciones frecuentemente
se ajustan a casuísticas concretas y entornos controlados, o bien adolecen de practicidad y
presentan resultados satisfactorios solo desde un punto de vista teórico. En esta tesis se proponen
algoritmos nuevos para la resolución de muchos de los ejemplos mencionados anteriormente.
En general, el objetivo ha sido el encontrar soluciones con base teórica sólida que a su vez
sean directamente aplicables al problema considerado, no solo en teoría o en simulación sino
también en la práctica. Ello implica no solo preocuparse por la formulación sino también por
la implementación, y en muchos casos ambos aspectos deben ser considerados a la vez para
escoger una formulación precisa que pueda ser implementada de forma eficiente. Siguiendo este
mismo espíritu utilitarista, el código asociado a los trabajos que aquí presentamos es público y
puede ser utilizado por la comunidad científica.
Motivación
Los sensores de rango han estado presentes desde principios del siglo XX pero han evolucionado
mucho en las últimas décadas. Tras la aparición del sónar durante la I Guerra Mundial, los
primeros sensores de rango basados en emisión de luz fueron los escáneres láser (o lidars) a
principios de la década de 1960. La precisión de estos sensores era muy alta al igual que su
precio, y durante años fueron utilizados solo en aplicacionesmilitares o espaciales. Con el tiempo
los costes se redujeron y las versiones más simples (escáneres 2D) empezaron a equiparse en
robots móviles para la detección de obstáculos, la localización y el mapeado 2D. Sin embargo,
la revolución llegó con la aparición de la cámara Kinect de Microsoft [1] a finales de 2010. La
Kinect fue la primera cámara de bajo coste (150 euros) que proporcionaba no solo imágenes de
color sino también de profundidad, y a una frecuencia razonablemente alta (30 Hz). Así, fue el
primer sensor de bajo coste que permitía "conocer" la geometría del entorno con precisión, y su
impacto en la comunidad robótica y en otros muchos campos fue, y aún sigue siendo, enorme.
No obstante, el sensor Kinect también suponía un reto puesto que la cantidad de datos a procesar
era muy alta (imágenes de color y profundidad con resolución VGA a 30 Hz), y un porcentaje
significativo de trabajos publicados en robótica y en visión por computador en los últimos años
tratan sobre su uso y aplicación con distintos fines.
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Por otra parte, la mejora incesante de los procesadores ha permitido abordar en los últimos
años problemas que hasta hace poco eran computacionalmente intratables. Las CPU’s actuales
contienen múltiples unidades de procesamiento (núcleos) con cachés más grandes. También
incluyen registros especiales y conjuntos de instrucciones para realizar operaciones sobre datos
vectorizados de forma mucho más eficiente (SSE, AVX). Las GPU’s han dejado de ser meras
unidades de procesamiento de gráficos (como su propio nombre indica) para convertirse en
unidades de procesamiento masivo de datos. Han incrementado enormemente su potencia de
cómputo, su memoria y su ancho de banda a la vez que han reducido su consumo energético,
ampliando así su rango de aplicación. Además, los compiladores modernos (por ejemploMSVS,
GCC o Intel para C++) generan código cada vezmás optimizado sin que ello requiera un esfuerzo
extra por parte del programador. Las nuevas versiones de CUDA incorporan la "memoria
unificada" para permitir al programador acceder a direcciones de memoria de la CPU y la GPU
indistintamente.Muchas otras librerías incluyen funcionalidades para explotar el paralelismo del
hardwaremoderno, ya seamediante vectorización, programaciónmulti-thread o implementación
en GPU: STL (C++11), OpenCL, Eigen, OpenGL, etc.
Estos son los dos aspectos principales que motivan el trabajo presentado en esta tesis. De
forma resumida, el reto que afrontamos es el de utilizar los sensores de rango modernos y la
potencia de los ordenadores actuales para resolver algunos problemas fundamentales de robótica
o de visión que siguen sin ser resueltos (o que han sido solo parcialmente resueltos).
Objetivos
A pesar de los grandes avances conseguidos en visión por computador en las últimas décadas,
todavía existen muchos problemas abiertos. Entre ellos, los que resultan más relevantes para la
robótica normalmente requieren un cierto conocimiento de la geometría del entorno observado,
y por tanto pueden abordarse mediante el uso de sensores de rango. En esta tesis nos centramos
principalmente (pero no exclusivamente) en la estimación de movimiento 2D y 3D mediante
distintos tipos de sensores de rango. En algunos casos el objetivo es la estimación delmovimiento
del propio sensor, y en otros la del movimiento de los objetos que observa. Además, presentamos
nuevos algoritmos que explotan los datos geométricos de cámaras o escáneres láser para la
reconstrucción 3D de objetos o la navegación autónoma de robots.
Por tanto esta tesis no versa sobre un único tema sino que aborda varios problemas de
distinta índole. El objetivo común es proponer soluciones a dichos problemas que sean más
rápidas o más precisas que las existentes, o bien que permitan a un robot o dispositivo operar
en condiciones más extremas (por ejemplo en la oscuridad o en entornos muy dinámicos). A
continuación explicamos en más detalle los temas abordados, sus posibles aplicaciones prácticas
y las dificultades inherentes a cada uno de ellos:
• Odometría basada en sensores de rango. La odometría consiste en la estimación incremental
del movimiento mediante uno o varios sensores. Es una parte fundamental de muchos sistemas
robóticos o de realidad virtual/aumentada. En robótica, por ejemplo, permite un conocimiento
preciso y continuo de la posición de un robot, lo cual es vital para que éste pueda llevar a
cabo tareas de forma autónoma. En el ámbito de la realidad virtual o aumentada, conocer el
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movimiento del dispositivo que genera las imágenes virtuales (y por tanto, el punto de vista del
usuario que las visualiza) es fundamental para renderizar dichas imágenes con la perspectiva
adecuada.
Nuestro objetivo es crear nuevos algoritmos de odometría basados en sensores de rango. Te-
niendo en cuenta los casos de aplicación descritos, es esencial que estos algoritmos funcionen
en tiempo real y de forma precisa incluso en entornos muy dinámicos.
• Estimación del flujo de escena. Se denomina flujo de escena al campo vectorial que representa
de forma independiente el movimiento 3D (o velocidad) de todos y cada uno de los puntos
observados por una cámara. Sus aplicaciones son múltiples: el modelado 3D de cuerpos no
rígidos, la manipulación de objetos móviles, la interacción hombre-máquina o el análisis de
movimiento son algunos ejemplos.
El estado del arte en este ámbito no ha alcanzado todavía un nivel de madurez equiparable
al de la odometría o la estimación de flujo óptico. Por esta razón, nuestro objetivo es superar
o paliar las principales limitationes que actualmente impiden el uso del flujo de escena en
casos reales. La más importante es su alto coste computacional, y en ello centramos nuestros
esfuerzos.
• Modelado 3D de objetos. Consiste en obtener una representación matemática (en este caso
una superficie) que describa la forma de un objeto dado a partir de un conjunto de imágenes.
Esto resulta útil a la hora de medir dimensiones, insertar objetos reales en mundos virtuales,
o combinar objetos y entornos reales que no están juntos físicamente (por ejemplo, utilizando
un modelo virtual de un mueble para ver cómo quedaría en una habitación).
Más concretamente, nuestro objetivo es explotar la "información de fondo" en imágenes
de profundad (aquellas partes de la imagen que no observan el objeto a modelar sino los
alrededores o el fondo) para guiar el proceso de reconstrucción 3D.
• Navegación reactiva con sensores de rango. Como su propio nombre indica, los algoritmos
de navegación reactiva permiten a un robot móvil "reaccionar" ante distintas distribuciones
de obstáculos para alcanzar un destino prefijado. Al contrario que los sistemas deliberativos,
no necesitan conocer previamente el mapa del entorno, pero solo permiten la navegación a
destinos locales (no muy lejanos a la pose del robot).
La mayoría de las soluciones existentes simplifican el problema de navigación representando
en 2D tanto al robot como a los obstáculos que lo rodean. Nuestro objetivo es superar dicha
simplificación y considerar la distribución tridimensional de obstáculos y la forma 3D del
robot para obtener algoritmos de navegación más precisos.
Contribuciones
En este apartado se enumeran las contribuciones que se presentan en esta tesis. Se incluye un
breve resumen de cada una y se indican los artículos en las que han sido publicadas. Tanto el
código como los vídeos asociados a dichas publicaciones pueden encontrarse en:
http://mapir.isa.uma.es/mjaimez
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Odometría visual 3D a partir de imágenes de profundidad
Presentamos un método que alinea imágenes de profundidad consecutivas para estimar el
movimiento de la cámara. Demostramos que este método es mucho más rápido y más pre-
ciso que otros métodos que utilizan, al igual que el nuestro, solo información geométrica para
la estimación [2]. Por otro lado, demostramos que nuestro método es tan preciso como aquellos
del estado del arte que utilizan información tanto geométrica como fotométrica (color) en el
proceso de estimación [3]. Además, funciona en tiempo real (30Hz o más) ejecutándose en un
único núcleo de la CPU.
• M. Jaimez and J. Gonzalez-Jimenez, “Fast Visual Odometry for 3D Range Sensors”, IEEE
Transactions on Robotics, vol. 31, no. 4, pp. 809 - 822, 2015.
Odometría visual 2D con escáneres láser
Desarrollamos un método para alinear barridos láser consecutivos y así poder estimar el
movimiento plano de robots. Dicho método se basa en la ecuación de flujo de rango, aplicada
por primera vez para escáneres láser en [4]. Demostramos que nuestro método es más eficiente
computacionalmente y más preciso que algunos de los métodos de referencia [5, 6]. Con un
tiempo de ejecución de apenas 1 milisegundo, resulta ideal para todas aquellas aplicaciones
robóticas que consuman muchos recursos computacionales.
• M. Jaimez, J. G.Monroy, J. Gonzalez-Jimenez, “PlanarOdometry fromaRadial Laser Scanner.
A Range Flow-based Approach”, IEEE International Conference on Robotics and Automation
(ICRA), pp. 4479-4485, 2016.
Posteriormente extendimos dicha formulación para obtener resultados más precisos a partir
de una representación simétrica del flujo de rango y del alineamiento de múltiples barridos
láser. Este método mezcla alineamiento de barridos consecutivos con alineamiento frente a
"barrido de referencia" (o keyscan), aunando las ventajas de ambas estrategias. También se
propone una nueva técnica para la elección de los keyscans basada en modelar el error del
método en función de la traslación y rotación existente entre los barridos alineados. Así, se
puede establecer el nivel de error deseado y a partir de él decidir cuándo añadir nuevos keyscans
durante la estimación. Además, presentamos una sección de resultados mucho más extensa con
comparativas cuantitativas y cualitativas tanto en simulación como con datos reales.
• M. Jaimez, J.G. Monroy, M. Lopez-Antequera and J. Gonzalez-Jimenez, “Robust Planar
Odometry Based on Symmetric Range Flow and Multi-Scan Alignment”, IEEE Transactions
on Robotics. Under Review.
Estimación del flujo de escena en tiempo real con cámaras RGB-D
Desarrollamos el primer método capaz de estimar el flujo de escena en tiempo real con cámaras
RGB-D. Utilizamos el algoritmo Primal-Dual [7, 8] para resolver el problema ya que es fácil-
mente paralelizable y por tanto idóneo para una implementación GPU. Con ello conseguimos
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tiempos de cómputo 2 o 3 órdenes de magnitud más bajos que los métodos existentes, los cuales
requieren de media varios segundos (o incluso minutos) para ejecutarse.
• M. Jaimez, M. Souiai, J. Gonzalez-Jimenez and D. Cremers, “A Primal-Dual Framework
for Real-Time Dense RGB-D Scene Flow”, IEEE International Conference on Robotics and
Automation (ICRA), pp. 98-104, 2015.
Estimación conjunta del flujo y de la segmentación de una escena con cámaras RGB-D
Inspirándonos en [9], presentamos un algoritmo para estimar los distintos sólidos rígidos que
componen una escena y el movimiento asociado a cada uno de ellos. La contribución principal
de este artículo consistió en utilizar una segmentación suave (no-binaria) que permitiese estimar
adecuadamente el movimiento de aquellas zonas u objetos de la escena que no fuesen rígidas.
Para ello, el movimiento de cada punto observado por la cámara (flujo de escena) se calcula por
interpolación lineal de las velocidades/transformaciones asociadas a cada sólido rígido.
• M. Jaimez, M. Souiai, J. Stückler, J. Gonzalez-Jimenez, D. Cremers, “Motion Cooperation:
Smooth Piece-Wise Rigid Scene Flow from RGB-D Images”, International Conference on 3D
Vision (3DV), pp. 64-72, 2015.
Estimación conjunta del flujo de escena y de la odometría visual con cámaras RGB-D
Este es un problema de gran relevancia y complejidad, puesto que un gran número de aplicaciones
necesitan conocer tanto el movimiento de la cámara/sensor considerado como el de los objetos
que observa. La dificultad estriba en el hecho de que, cuando la cámara se mueve, todo está en
"movimiento aparente" respecto a ella, y por tanto es muy difícil distinguir entre los cambios
en la imagen causados por el movimiento de la cámara y aquellos causados por el movimiento
propio de los objetos de la escena. En este trabajo describimos una estrategia para segmentar
la imagen en partes fijas y partes móviles. Una vez hecho esto, las partes fijas se utilizan para
hacer odometría visual y para las partes móviles se estima el flujo de escena. Además, todo esto
se hace a una frecuencia de 10 Hz, lo que permite que sea aplicable en casos reales.
• M. Jaimez, C. Kerl, J. Gonzalez-Jimenez and D. Cremers, “Fast Odometry and Scene Flow
from RGB-D Cameras based on Geometric Clustering”, IEEE International Conference on
Robotics and Automation (ICRA), pp. 3992-3999, 2017.
Formulación de un nuevo término de fondo para el modelado y el seguimiento (tracking)
de objetos a partir de imágenes de profundidad
Frecuentemente los modelos 3D de objetos se construyen a partir de conjuntos o secuencias
temporales de imágenes. En dichas imágenes el objeto es observado desde distintas perspectivas,
pero también son visibles el resto de objetos que los rodean, comúnmente considerados como
"fondo". En este trabajo describimos una formulación basada en superficies de subdivisión para
el modelado, y presentamos una nueva estrategia para imponer que el modelo que se estima no
sea visible desde aquellos píxeles que observan el fondo y no el objeto a modelar. Esta estrategia
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permite que el algoritmo converja más fácilmente a la forma real del objeto, ya que mantiene el
modelo dentro de las siluetas del objeto (una por imagen) e impide que crezca o se expanda de
forma indeseada.
• M. Jaimez, T. Cashman, A. Fitzgibbon, J. Gonzalez-Jimenez, D. Cremers, “An Efficient
Background Term for 3D Reconstruction and Tracking with Smooth Surface Models”, IEEE
Conference on Computer Vision and Pattern Recognition (CVPR), pp. 7177-7185, 2017.
Navegación reactiva basada en la determinación exacta de colisiones en 3D
Este trabajo generaliza el algoritmo presentado en [10] al "mundo 3D", considerando tanto la
forma real del robot (en vez de su proyección en planta) como la distribución espacial de los
obstáculos que lo rodean. El método resultante funciona con cualquier combinación de sensores
de rango, ya sean escáneres 2D, escáneres 3D o cámaras RGB-D, y es capaz de generar comandos
de movimiento a una frecuencia de 200 Hz. Además, fue testeado durante casi 20 kilómetros de
navegación con distintos robots demonstrando su eficacia tanto en hogares como en entornos de
oficina/laboratorio.
• M. Jaimez, J. L. Blanco and J. Gonzalez-Jimenez, “Efficient Reactive Navigation with Exact
Collision Determination for 3D Robot Shapes”, International Journal of Advanced Robotic
Systems, vol. 12, no. 63, 2015.
Marco y evolución de la tesis
Mi trabajo de investigación comienza a mediados del 2012 en el grupo MAPIR (MAchine
Perception and Intelligent Robotics)1, dentro del Departamento de Ingeniería de Sistemas y
Automática de la Universidad de Málaga. Este grupo tiene amplia experiencia investigadora en
robótica móvil, robótica olfativa y visión, y desde el comienzo de mi tesis yo me he situado a
caballo entre la visión y la robótica, o mejor dicho, he desarrollado algoritmos de visión que
son directamente aplicables en robótica. Dado el boom de Kinect tras su reciente aparición en
2010, decidimos orientar la tesis a explorar las ventajas que este tipo de cámaras ofrecían frente
a las cámaras RGB tradicionales.
Inicialmente dedicamos más de medio año a explotar la información geométrica que propor-
cionan las cámaras de profundidad para la navegación autónoma de robots. Tras desarrollar un
algoritmo de navegación eficiente y efectivo, decidimos abordar el problema de la odometría
visual, a la que hemos dedicado gran parte del tiempo y esfuerzo de esta tesis. En este con-
texto, tuve la oportunidad de realizar una estancia de 4 meses en el grupo de visión2 de la
Universidad Técnica de Munich, liderado por el catedrático Daniel Cremers. Ello me permitió
aprender sobre optimización y cálculo variacional, conocer mejor el estado del arte y explorar
una nueva temática que acabó convirtiéndose en el segundo pilar de mi tesis: la estimación del
flujo de escena. Además, la colaboración resultó positiva para ambas partes y desde entonces
soy también miembro de dicho grupo y realizo mi doctorado en régimen de cotutela.
1http://mapir.isa.uma.es
2http://vision.in.tum.de
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Posteriormente, tuve la suerte de hacer otra estancia en el centro de investigación deMicrosoft
en Cambridge (Reino Unido), bajo la supervisión del investigador principal Andrew Fitzgibbon.
Esta estancia resultaba idónea puesto que Microsoft fue quien desarrolló el sensor Kinect, en el
que se basa gran parte de mi tesis, y también un sinfín de trabajos de investigación y aplicaciones
relacionadas. Por otra parte, mis meses allí coincidieron con el lanzamiento de las Hololens [11]
(equipadas con 2 cámaras de profundidad), y por tanto estuve en contacto con algunos de los
proyectos que en el futuro (o quizás ya en la actualidad) permitirán el uso y la interacción con
dicho dispositivo.
Gracias a mi actividad investigadora he podido conocer y compartir conversaciones con
algunas de las figuras más importantes a nivel mundial en visión y en robótica, lo cual agradezco
enormemente. Además de las estancias ya mencionadas, he asistido a congresos internacionales
en Seattle (Estados Unidos), Lyon (Francia), Estocolmo (Suecia) y próximamente Singapur.
También he tenido la oportunidad en estos últimos meses de impartir, conjuntamente con
mi director Javier González Jiménez, la asignatura de "Visión por Computador" en la E.T.S.I.
Informática de la Universidad deMálaga. En resumen, han sido unos años vibrantes, de constante
cambio y aprendizaje, de ilusión y de estrés, de derrotas y de victorias.
Estructura de la tesis
Dado que esta tesis se realiza en régimen de cotutela entre la Universidad de Málaga y la
Universidad Técnica deMunich, ha sido redactada en inglés. Para cumplir con la reglamentación
de la Universidad de Málaga, y también para obtener el doctorado con mención internacional,
se incluye un amplio resumen de la misma escrito en español.
El bloque principal (el redactado en inglés) se divide en los siguientes capítulos:
• Capítulo 1: Introducción. Se introduce la temática de la tesis, se describe el contexto, se
presentan las contribuciones y se detalla la estructura de la misma.
• Capítulo 2: Sensores de rango. Se presenta el concepto de "sensor de rango". Se enumeran los
distintos tipos de sensores de rango existentes y se explican sus principios de funcionamiento.
Se ilustran sus ventajas y desventajas respecto a otros tipos de sensores comúnmmente utiliza-
dos en robótica o en visión, y se describen sus principales aplicaciones.
• Capítulo 3: Odometría con sensores de rango. Se introduce el concepto de odometría,
centrándonos en la odometría visual. Se analiza el estado del arte y las distintas estrategias
existentes. Posteriormente se presentan los métodos desarrollados para la estimación del
movimiento de sensores de rango, tanto en 3D para cámaras de profundidad como en 2D para
escáneres láser.
• Capítulo 4: Estimación del flujo de escena con cámaras RGB-D. Se presenta el concepto de
flujo de escena como extensión del flujo óptico al mundo 3D. Se incluyen dos contribuciones:
la estimación del flujo de escena en tiempo real, y la estimación conjunta de la segmentación
y del flujo de escena basada en una partición suave del entorno en distintos sólidos rígidos.
Además, en la última sección se aborda un problema ambicioso que no ha sido muy explorado
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hasta la fecha: la estimación conjunta del movimiento de una cámara RGB-D y del movimiento
de los objetos que dicha cámara observa.
• Capítulo 5: Modelado y seguimiento de objetos a partir de imágenes de profundidad.
Dado que la literatura en este tema es muy extensa, ofreceremos una perspectiva general
resumida del estado del arte para luego centrarnos en analizar las distintas estrategias que
existen para explotar la información de los píxeles que ven el "fondo" a la hora de modelar o
seguir un objeto. Presentaremos un nuevo "término de fondo" para explotar dicha información
y demostraremos sus ventajas al hacer modelado o seguimiento de objetos con superficies de
subdivisión.
• Capítulo 6: Navegación reactiva de robots móviles con sensores de rango. En este capítulo
describimos el concepto de navegación reactiva, la cual, junto al planificador, gobierna el
movimiento autónomo de un robot. Explicamos los distintos algoritmos de navegación reactiva
existentes, normalmente basados en proyecciones 2D de los obstáculos y de la forma del robot.
Proponemos superar esa simplificación y considerar la forma tridimensional del robot y la
distribución espacial real de los obstáculos, detectados con distintos tipos de sensores de rango.
• Capítulo 7: Conclusiones. Terminamos la tesis resumiendo el trabajo realizado y el impacto
de las contribuciones que se presentan. Miramos también hacia el futuro y analizamos tanto
las tecnologías venideras como algunos de los grandes problemas todavía sin resolver.
Conclusiones
En esta tesis se han abordado distintos problemas relacionados con la estimación delmovimiento,
el modelado de objetos y la navegación de robots. Todos ellos han tenido como denominador
común el uso de sensores de rango para su resolución. Este tipo de sensores han demostrado
ser una alternativa eficaz a las tradicionales cámaras RGB monoculares o estéreo. Conocer
la geometría del entorno es fundamental en muchos problemas de visión, y en dichos casos
resulta ventajoso el uso sensores de rango (las cámaras RGB necesitan estimar la profundidad
de la escena observada, consumiendo recursos computacionales en el proceso). Además, los
sensores de rango pueden funcionar en condiciones de iluminación cambiantes o incluso en
total oscuridad, lo cual amplía su rango de aplicación. Como contrapartida, los sensores de
rango solo pueden detectar objetos por debajo de una cierta distancia umbral y tienden a verse
afectados por la radiación solar, lo cual restringe a veces su uso en exteriores.
A continuación presentamos las conclusiones individuales de cada trabajo, destacando sus
pros y contras y las posibles líneas de actuación futuras.
1. En odometría visual, hemos demostrado que a partir de imágenes de profundidad se pueden
obtener estimaciones precisas y rápidas del movimiento 3D de una cámara. La principal
limitación de nuestro método es que no es robusto frente a objetos móviles, lo cual puede sol-
ventarse incluyendo estimadores-M de los residuos geométricos o extendiendo la formulación
existente a un sistema multiframe. Desde un punto de vista de su aplicación, este método
podría ser usado para estimar el movimiento de dispositivos de realidad virtual/aumentada
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equipados con cámaras de rango (Hololens), o de forma más general, como "front-end" de
sistemas de mapeado y SLAM.
2. Por otra parte, hemos aplicado las estrategias de alineamiento denso desarrolladas en los
últimos años en odometría 3D a la odometría plana con escáneres láser, obteniendo resultados
más precisos y rápidos que los métodos existentes. La principal limitación de nuestro método
es que necesita que los barridos láser observados sean diferenciables al menos "a trozos", lo
cual limita su usabilidad en entornos de exteriores compuestos principalmente por árboles,
plantas, objetos dispersos, etc. Sin embargo, esta aparente limitación no lo es tanto puesto que
el movimiento en exteriores rara vez es plano, y por tanto la odometría visual con escáneres
láser 2D deja de ser aplicable. Dadas sus características, este método es ideal para estimar
el movimiento de robots de servicios o de telepresencia que operen en hogares, entornos de
oficinas, museos u hoteles.
3. Hemos presentado la primera implementación en tiempo real para la estimación del flujo de
escena con cámaras RGB-D. Así, permitimos que todos aquellos robots o sistemas equipados
con cámaras RGB-D (y con tarjeta gráfica NVIDIA) puedan utilizar el flujo de escena en
aplicaciones que requieran respuesta online. Las principales limitaciones de este método son
que solo es capaz de estimar movimientos pequeños (lo cual no es problema funcionando
en tiempo real) y que no considera las oclusiones. En base a lo comentado, puede resultar
un método ideal para la interacción entre personas y ordenadores/videoconsolas, o también
para facilitar el funcionamiento de robots manipuladores en entornos dinámicos con objetos
móviles.
4. Un enfoque totalmente opuesto se describe en el artículo "Motion Cooperation: Smooth
Piece-Wise Rigid Scene Flow from RGB-D Images". En este caso se presentó un algoritmo
que obtiene resultados muy precisos al estimar conjuntamente los distintos segmentos rígidos
que componen la escena y sus velocidades asociadas. Como contrapartida, su carga computa-
cional es muchomás alta: 30 segundos por imagen utilizando la CPU y la GPU, lo cual impide
su aplicación directa en muchos casos prácticos. En este trabajo también demostramos que
la elección de una segmentación "suave" puede ser beneficiosa frente a la técnicas de seg-
mentación binaria tradicionales cuando los objetos observados no sean totalmente rígidos, es
decir, cuando haya personas, animales, juguetes u otros cuerpos flexibles en la escena. Dada
la precisión de este método, y el hecho de que representa el movimiento de cada punto no
como un vector sino como una transformación rígida, puede ser de utilidad para renderizar
imágenes "virtuales" que emulen lo que la cámara vería durante el intervalo transcurrido entre
dos imágenes RGB-D consecutivas. Si en vez de considerar solo 2 imágenes consideramos
una secuencia completa, entonces podríamos generar una versión "slow motion" de dicha
secuencia original.
5. Hemos abordamos la estimación conjunta de la odometría y del flujo de escena con el
objetivo de derivar un método fiable pero que también fuese aplicable en la práctica. Para ello
utilizamos un esquema doble de segmentación: por un lado segmentamos la escena en partes
rígidas y partes móviles, y por otro la dividimos en pequeños bloques que consideramos como
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sólidos rígidos para aliviar la carga computacional. Como resultado obtuvimos un método
que es robusto frente a objetos móviles a la hora de estimar el movimiento de la cámara, y que
además calcula el flujo de escena varios órdenes de magnitud más rápido que la mayoría de
métodos existentes. Además, hasta donde sabemos, es el único método capaz de hacer ambas
cosas con precisión y a una frecuencia suficientemente alta como para que pueda aplicarse
en casos reales. Este método sería de utilidad en un gran número de aplicaciones en las que
el dispositivo en cuestión (ya sea un robot móvil, unas gafas de realidad virtual, u otros)
funcione en entornos dinámicos y cambiantes.
6. También hemos formulado el problema del modelado 3D y el seguimiento (o tracking) de
objetos a partir de imágenes de profundidad. La formulación de dichos problemas casi siempre
viene expresada como un proceso de optimización, y nuestra contribución principal consistió
en añadir un nuevo "término de fondo" para que todos aquellos píxeles que no observan
el objeto a modelar contribuyan a que el modelo estimado adquiera una silueta similar a
la del objeto real. Los resultados demuestran las múltiples ventajas de dicha formulación
frente a la estrategia tradicional basada en la transformada de la distancia. Sin embargo, el
sistema global de reconstrución y tracking no es suficientemente maduro para competir con
los trabajos del estado del arte. Esto se debe, en parte, a que la topología del objeto a modelar
es desconocida y el proceso de reconstrucción 3D siempre parte de una simple esfera que
engloba los datos. Dicha esfera se va adaptando y refinando durante la optimización pero su
topología nunca cambia, por lo que la reconstrucción se vuelve extremadamente compleja.
Como posible solución se podría formular un problema de optimización continua-discreta
que alterne deformaciones de la malla con modificaciones en su topología. Esta y otras
alternativas deben explorarse para mejorar la calidad de las reconstrucciones obtenidas.
7. Por último, hemos extendido el algoritmo de navegación reactiva presentado en [10] para
que tuviera en cuenta la forma real del robot y la distribución real de los obstáculos que lo
rodean. Al contrario que la mayoría de los sistemas existentes, que simplifican el problema de
navegación al caso 2D, nosotros propusimos un sistema de cálculo de colisiones exacto que
no sobrelimita el movimiento del robot. El sistema fue testeado en tres plataformas robóticas
diferentes y, en estos últimos años, ha permitido a multitud de robots recorrer muchas decenas
(si no cientos) de kilómetros de forma autónoma. La aplicación en este caso es obvia: es un
método útil para cualquier robot móvil que deba ser autónomo y que se desplace sobre suelo
plano.
Panorama Futuro
Podemos decir que, a día de hoy, tanto la navegación autónoma de robots como la estimación
de su movimiento son problemas prácticamente resueltos si el entorno en el que dichos robots
operan es estático. Como bien apuntó el catedrático Dieter Fox en su charla "The 100-100
tracking challenge" 3, el reto que ahora afrontamos es el conseguir el mismo grado de precisión
y eficacia en entornos cambiantes en los que el robot esté rodeado de personas y objetos que se
3International Conference on Robotics and Automation (ICRA), Estocolmo (Suecia), 2016.
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muevan constantemente. En consecuencia, los trabajos que aborden la estimación del flujo de
escena tanto por separado como conjuntamente con la odometría visual acabarán siendo cada
vez más frecuentes y relevantes tanto en robótica como en visión.
A pesar del progreso realizado en los últimos años en la estimación del flujo de escena,
incluyendo algunos de los trabajos que aquí presentamos, existen todavía dos grandes problemas
a resolver:
• El flujo de escena es computacionalmente pesado. El hecho de que algunos algoritmos (como
el PD-Flow [12] propuesto en esta tesis) se ejecuten en tiempo real no implica que este
problema esté resuelto. Esos algoritmos son rápidos porque utilizan potentes GPUs o hardware
dedicado como FPGAs. La mayoría de teléfonos, tablets, dispositivos de realidad virtual o
robots de consumo no están equipados con hardware tan potente, y si lo estuvieran no podrían
sobrecargarlo con la estimación de flujo de escena porque hay decenas de procesos adicionales
que deben ejecutar. Por tanto, debemos encontrar métodos más inteligentes para calcular
el flujo de escena. Las estrategias de clusterización propuesta aquí y en otros trabajos [13]
representan un paso adelante en esta dirección. La estimación de movimientos independientes
por cluster reduce significativamente el número de incógnitas (en dos o tres órdenes de
magnitud) y frecuentemente mejora la precisión. Puede ser que la siguiente gran mejora
consista en aprender a calcular las transformaciones asociadas a los clusters de manera más
eficiente.
• No existe ningún método capaz de estimar flujo de escena con cámaras RGB monoculares.
Esta limitación es muy importante porque las cámaras RGB son baratas, tienen un consumo
energético muy bajo y están equipadas en muchos dispositivos electrónicos. El principal
problema radica en que la estimación de profundidad se realiza asumiendo que la disparidad
entre imágenes es causada por el movimiento de la cámara. Cuando los objetos se mueven esta
hipótesis no se cumple y no existe entonces un procedimiento claro para estimar su posición
en el espacio (siempre asumiendo que la escala no es conocida). La solución a este problema
debe pasar por la detección de aquellas partes de la escena que no son estáticas (residuos
altos después del alineamiento de acuerdo a la transformación de la cámara) y la estimación
conjunta de la posición y del movimiento de dichos elementos.
Desde un punto de vista tecnológico, asistimos en los últimos años (o en las últimas décadas) a
un desarrollo espectacular de los sensores de rango, acompañado también a veces de una caída
notable de su precio. En esta tesis hemos trabajado principalmente con dos tipos de sensores:
las cámaras de profundidad, y los escáneres láser 2D. Conscientemente, y quizás erróneamente,
hemos dejado de lado los escáneres 3D. La razón principal es que, a causa de su elevado precio,
no contamos con este tipo de sensor en nuestro laboratorio. Es cierto que existen varios datasets
con datos de lidars, o que se pueden utilizar simuladores para trabajar con ellos, pero en todos
estos años hemos querido trabajar con sensores reales que nos permitieran comprobar que los
algoritmos desarrollados funcionaban en la práctica, y esto no era posible en el caso de los lidars.
Sin embargo, se atisba un cambio de paradigma (quizás parecido al que ocurrió con el sensor
Kinect) porque varias compañías han anunciado que próximamente pondrán a la venta lidars
3D de estado sólido, a precios significativamente más bajos que los actuales. Esta innovación
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está motivada por la inminente llegada de los coches autónomos y el hecho de que dependen en
gran medida de este tipo de sensores para poder funcionar. Así, la robótica, al igual que ocurrió
con el sensor Kinect, podrá verse beneficiada de un avance tecnológico que no se concibió
específicamente para ella (aunque, al fin y al cabo, un coche autónomo no es ni más ni menos
que un robot).
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1
Introduction
Since its origins, robotics has aimed to create autonomous machines to increase the efficiency
of industrial processes, reduce manufacturing costs and free people from tedious and danger-
ous tasks. Given its complexity, different disciplines of engineering, physics and maths have
converged to what we nowadays call mechatronics to address the conception, design and manu-
facture of these complex systems called robots. Among the many challenges still unsolved, one
of upmost importance is that of endowing robots with intelligence and autonomy. In order to
emulate a person, a robot must be able to perceive its surroundings, interpret its circumstances
and decide how to act to achieve its goal. Thus, autonomy is directly related to the robot’s capac-
ity to perceive the environment and its ability to process that sensorial data. Like humans, robots
are provided with sensors (their "senses") which allow them to see, hear, touch or even smell.
And also, like for humans, the most powerful of all senses is vision. Nevertheless, robots are not
only equipped with passive sensory systems (those which measure the ambient energy) but also
with active sensory systems. In vision, these systems work by emitting a pattern of light which
is reflected back from the environment and subsequently detected by a specific sensor. By virtue
of this mechanism, active sensory systems are able to infer the geometry of the surrounding
obstacles, which is extremely useful in many technological fields.
In robotics, active visual sensory systems, also known as "range sensors", are commonly
employed for:
• Knowing the spatial distribution of obstacles around a robot.
• Knowing the location and orientation of objects to be manipulated.
• Building 2D or 3D maps of the environment where the robot operates.
• Estimating the 2D or 3D trajectory of a robot.
• Segmenting the observed scene into the different objects it is composed of.
Additionally, range sensors find a myriad of applications beyond robotics, for example in:
• Human-computer interaction and gaming.
• 3D modelling of objects.
• Motion analysis, both for professional sport training or for therapeutic treatment.
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• Motion estimation for devices of virtual/augmented reality.
• Driver assistance systems for cars and other vehicles.
All these applications require complex algorithms able to process the geometric data provided
by this kind of sensors. Up to date, numerous solutions have been proposed for each particular
problem. However, these solutions are often tuned to work for particular scenarios and under
controlled conditions, or present good theoretical results that lack practicality. In this thesis
we propose novel algorithms to tackle/solve many of the aforementioned examples. In general,
our goal has been the development of methods with a solid theoretical basis which, in turn,
could be directly applicable to the addressed problem, not only in theory or in simulation but
also in real-world scenarios. To this end, one must pay attention to both the formulation and
the implementation of a given algorithm in order to select precise formulations that could be
efficiently implemented. Following this utilitarian spirit, we have opted for publishing the code
of our works so that the scientific community can use and test them.
1.A Motivation
Range sensors have existed since the beginning of the XX century but they have significantly
evolved in the last decades. After the invention of the sonar during the I World War, the first
range sensors based on light emission were the laser scanners or lidars, developed in the 1960s.
The accuracy of these sensors was very high but so was their price, and for many years they were
mostly utilized for military or spatial applications. Over time their costs dropped and simple
versions (2D scanners) started to be equipped inmobile robots for obstacle detection, localization
and 2D mapping. Nevertheless, the real revolution came with the advent of Microsoft’s Kinect
camera by the end of 2010. Kinect was the first low-cost camera (150 euros) able to provide
not only colour but also depth images, and at a decently high frame rate (30 Hz). Thus, it was
the first low-cost sensor that allowed to "sense" the geometry of the environment with accuracy,
and its impact on the robotics community and in many other fields was, and still is, enormous.
However, the Kinect sensor also posed a challenge since it provides a huge amount of data to
process (colour and depth images with VGA resolution at 30 Hz). In consequence, a significant
percentage of the published papers in robotics and computer vision in the last years deals with
its use and application to different ends.
Additionally, the steady development of computers has enabled the approach of problems
that were, until recently, computationally intractable. CPU’s now offer multiple processing units
(cores) with larger cache sizes. They also include special registers and instruction sets to effi-
ciently perform certain operations on vectorized data (SSE, AVX). GPU’s are no longer mere
graphic processing units (as their name indicates) but massive units for parallel computation.
They have significantly increased their power, memory and bandwidth and, at the same time, they
have become energetically more efficient, broadening the prospects of potential applications.
Simultaneously, the appearance of new libraries and compilers has eased the implementation of
code that can run on multiple cores of a CPU or a GPU. If we focus on C++, modern compilers
(MSVS, GCC, Intel...) generate highly optimized code without requiring much programming
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effort. Newer versions of CUDA incorporate the unifiedmemory abstraction that allows program-
mers to access both GPU and CPU memory within a single memory address space. Many other
libraries include functionalities to exploit parallel programming, either through vectorization,
multi-thread or GPU implementations: STL (C++11), OpenCL, Eigen, OpenGL, etc.
These two key aspects have motivated the work presented in this thesis. In short, the challenge
is about how to exploit the newly available range sensors and the increasing computational power
of modern PCs to solve fundamental problems that remain unsolved (or only partially solved) in
computer vision and robotics.
1.B Goals
Despite the great advances seen in the last decades in computer vision, there are still many
open problems. Among those, the ones that are more relevant in robotics often require certain
geometric knowledge of the environment, and therefore can benefit from the use of range sensors.
In this thesis we mostly (but not uniquely) address the estimation of 2D and 3D motion with
different kinds of range sensors. In some cases the interest is in the motion of the sensor itself,
while in other cases the goal is to estimate the translations and rotations of the observed objects.
Besides motion estimation, we present new algorithms that also exploit geometric data for 3D
reconstruction and autonomous navigation. Thus, this thesis does not tackle a single subject but
rather covers a variety of topics. The common goal is to come up with novel solutions that are
more precise and faster than existing approaches, or that allow a robot or system to operate under
more extreme conditions (e.g. in the dark or in very dynamic environments).
Next, we explain in more detail the addressed topics, their potential applications and the
inherent difficulties associated to them:
• Range-based odometry. Odometry consists in estimating the motion of a sensor or a set
of sensors in an incremental way, i.e. by accumulating pose increments. It is a fundamental
component of many robotic systems and virtual/augmented reality devices. In robotics, for
instance, it permits us to know the pose of a robot precisely and continuously, which is crucial
if the robot must perform an autonomous task. Regarding virtual/augmented reality, knowing
the pose of the goggles in real time (and therefore the point of view of the user) is fundamental
to render virtual images from the right perspective and with low latency.
Our goal is to create new odometry algorithms based on range sensors. Given their potential
applications, it is essential that these algorithms work in real time and are accurate even in
dynamic environments where moving objects are often observed.
• Scene flow estimation. Scene flow refers to the vector field that represents the independent
3D motion (or velocity) of each point observed by a camera. It has multiple applications: 3D
modelling of non-rigid bodies, manipulation of moving objects, human-machine interaction
and motion analysis are a few examples.
The state of the art in this field is less mature if compared to odometry or optical flow
estimation. For that reason, our goal is to overcome (or alleviate) the main limitations that
currently prevent its use in real-world scenarios. Among those, the most important one is the
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high computational load associated to the estimation process, and that is what we put the focus
on.
• 3D Modelling and tracking of objects from a set (or sequence) of images. 3D modelling is
useful to measure dimensions, insert real objects in virtual worlds, or virtually combine real
objects and environments which are not in the same location (e.g. using a virtual 3D model
of a piece of furniture to see how it fits in a given room). Tracking, on the other hand, can
be employed for human-computer interaction, face reenactment or character animation for
movies or videogames.
In this field, our goal is to exploit background information (i.e. those image regions that do
not observe the object in question) to better constrain the reconstruction or tracking problem,
thereby improving the basin of convergence and the quality of the results obtained.
• Reactive Navigation with range sensors. This strategy allows a robot or vehicle to "react"
to changing environments populated with moving obstacles while advancing towards a pre-
defined target. In contrast to deliberative approaches, these methods do not require previous
knowledge of the environment (map), but can only drive the robot towards local targets, i.e.,
not very far from its pose.
Most existing approaches simplify the navigation problem by considering only 2D repre-
sentations of the robot shape and the surrounding obstacles. Our goal is to overcome this
conservative assumption and consider more realistic robot shapes and obstacle distributions
in 3D. This is possible by virtue of the rich geometric data provided by modern range sensors.
1.C Contributions
In this sectionwe enumerate the contributions of this thesis. A brief summary of each is included,
togetherwith the related published papers. Both the code and the demonstration videos associated
to them can be found in:
http://mapir.isa.uma.es/mjaimez
3D visual odometry from depth images
We present a new method to register consecutive depth images in order to estimate the camera
motion. We demonstrate that this method is much faster and more precise than other existing
techniques that are also based on geometric alignment [2]. Moreover, we show that our approach
is as accurate as other state-of-the-art methods which require both geometric and photometric
data to estimate the camera motion [3]. Last, it works in real time (30 Hz or more) running on a
single CPU core.
• M. Jaimez and J. Gonzalez-Jimenez, “Fast Visual Odometry for 3D Range Sensors”, IEEE
Transactions on Robotics, vol. 31, no. 4, pp. 809 - 822, 2015.
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2D visual odometry from laser scans
We have developed a method to register consecutive laser scans to estimate the planar motion of
a robot. This method is based on the range flow equation, applied for the first time to laser scans
in [4]. We demonstrate that our approach is more efficient and precise than some of the most
prominent works in scan matching [5, 6]. With a runtime of barely 1 millisecond, this methods
is suitable for those robotic applications that are computationally demanding and require planar
odometry.
• M. Jaimez, J. G.Monroy, J. Gonzalez-Jimenez, “PlanarOdometry fromaRadial Laser Scanner.
A Range Flow-based Approach”, IEEE International Conference on Robotics and Automation
(ICRA), pp. 4479-4485, 2016.
Such formulation was later improved by includingmulti-scan alignment and a new symmetric
range flow constraint. We also proposed a new technique to select keyscans based on modelling
the estimate error as a function of the translations and rotations between the aligned scans.
This strategy allows us to set a threshold directly on the error domain and use it to obtain
the 2D frontier on the translation-rotation plane which would trigger the selection of a new
keyscan. Moreover, we present a thorough experimental section with qualitative and quantitative
comparisons both in simulation and with real data.
• M. Jaimez, J.G. Monroy, M. Lopez-Antequera, D. Cremers and J. Gonzalez-Jimenez, “Ro-
bust Planar Odometry Based on Symmetric Range Flow and Multi-Scan Alignment”, IEEE
Transactions on Robotics. Under Review.
Scene flow estimation in real-time with RGB-D cameras
We have developed the first method able to estimate the scene flow in real time with RGB-D
cameras. It imposes photometric and geometric consistency between consecutive images and
uses the Primal-Dual algorithm [7, 8] as a solver. This choice is optimal since the Primal-Dual
algorithm can be easily parallelized and is therefore straightforward to implement on a GPU. As
a result, we achieve runtimes two or three orders of magnitude lower than those of state-of-the-art
methods, which typically require several seconds (or even a few minutes) to run.
• M. Jaimez, M. Souiai, J. Gonzalez-Jimenez and D. Cremers, “A Primal-Dual Framework
for Real-Time Dense RGB-D Scene Flow”, IEEE International Conference on Robotics and
Automation (ICRA), pp. 98-104, 2015.
Joint segmentation and scene flow estimation with RGB-D cameras
Inspired by [9], we present a new algorithm to segment the scene into the different rigid bodies
that compose it and estimate their underlying rigid motions. The main contribution of this work
is the use of a smooth (non-binary) segmentation that allows us to interpolate motions along
the transitions between rigid parts. We show this strategy provides better results than traditional
binary segmentations when the observed scene contains nonrigid parts/objects (e.g. people).
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• M. Jaimez, M. Souiai, J. Stückler, J. Gonzalez-Jimenez, D. Cremers, “Motion Cooperation:
Smooth Piece-Wise Rigid Scene Flow from RGB-D Images”, International Conference on 3D
Vision (3DV), pp. 64-72, 2015.
Visual odometry and scene flow estimation with RGB-D cameras
This is a problem of great interest and complexity because a high number of applications need to
know both the trajectory of a camera and the motion of the objects it observes. The difficulty lies
on the fact that, when the camera moves, the whole scene is in "apparent motion" and therefore
changes in the image caused by the camera motion and those caused by the own motion of
objects are hard to distinguish. In this work we describe a specific strategy to segment the image
into static and moving parts. After that, the visual odometry is computed from the static parts
and the scene flow is estimated for the moving objects. Furthermore, the whole algorithm runs
at a frequency of 10 Hz, which makes it applicable to real-world scenarios.
• M. Jaimez, C. Kerl, J. Gonzalez-Jimenez and D. Cremers, “Fast Odometry and Scene Flow
from RGB-D Cameras based on Geometric Clustering”, IEEE International Conference on
Robotics and Automation (ICRA), pp. 3992-3999, 2017.
New background term for object reconstruction and tracking from depth images
Commonly, a 3D model of an object is computed from a set or temporal sequence of images. In
those images the object is seen from different perspectives, but the surrounding objects are also
observed (and are normally referred to as "background"). In this work we present a framework
based on subdivision surfaces for 3D reconstruction and tracking, and describe a novel strategy
to penalize projections of the 3Dmodel onto the background regions of the images. This strategy
widens the basis of convergence of the algorithm by keeping the model within the visual hull of
the object.
• M. Jaimez, T. Cashman, A. Fitzgibbon, J. Gonzalez-Jimenez, D. Cremers, “An Efficient
Background Term for 3D Reconstruction and Tracking with Smooth Surface Models”, IEEE
Conference on Computer Vision and Pattern Recognition (CVPR), pp. 7177-7185, 2017.
Reactive navigation based on exact 3D collision determination
We generalize the algorithm presented in [10] to the "3D world", modelling the robot as a
set of prisms (instead of just considering its 2D vertical projection) and exploiting the exact
spatial distribution of the surrounding obstacles. The resulting method works with any possible
combination of range sensors, being them 2D laser scanners, 3D laser scanners or RGB-D
cameras, and it is able to generate motion commands at a frequency of 200 Hz. Moreover, it
was tested with different robots for almost 20 km of autonomous navigation at different flats and
office-like environments.
• M. Jaimez, J. L. Blanco and J. Gonzalez-Jimenez, “Efficient Reactive Navigation with Exact
Collision Determination for 3D Robot Shapes”, International Journal of Advanced Robotic
Systems, vol. 12, no. 63, 2015.
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1.D Framework and Timeline
Myresearchwork began in themiddle of 2012 at theMAPIR (MAchine Perception and Intelligent
Robotics) group1, which is part of the Department of System Engineering and Automation, at the
University of Málaga. This group has extensive experience in mobile robotics, computer vision
and robotic olfaction. Given my background on mechanics, control and maths, the natural choice
for my research topic was mobile robotics. Nonetheless, and probably because of the boom of
Kinect after its appearance in 2010, I ended up working at the frontiers between robotics and
computer vision or, more specifically, developing vision algorithms that are directly applicable
to robotics.
Initially, we dedicated more than half a year to exploit the geometric information provided by
depth cameras for autonomous navigation of wheeled robots. After that, we opted for addressing
the visual odometry problem, to which we have dedicated a high percentage of the time and
effort of this thesis. In this context, I had the chance to do a 4-month internship at the computer
vision group2 of the Technical University of Munich, led by Prof. Daniel Cremers. This gave
me an deeper insight into optimization and variational calculus, and let me explore a new topic
which would later become the second pillar of my thesis: scene flow estimation. Beyond that,
this collaboration was positive for both sides and, from then on, I have also been a member of
that group and pursued a dual PhD doctorate.
Subsequently, I enjoyed another 2-month internship at Microsoft Research Cambridge (UK),
under the supervision of Dr. Andrew Fitzgibbon. This stay was suitable because Microsoft is the
company that commercialized the Kinect sensor [1], on which most of my thesis is based, and
they have also authored an endless number of related publications and applications. Additionally,
my months there coincided with the launch of the Hololens [11], a device for augmented reality
equipped with two depth cameras. Thanks to this good timing I could also be in contact with
some of the projects that will allow the use and interaction with such device in the future.
Through all these years I have had the chance and the pleasure to meet some of the most
prominent figures in computer vision and robotics. Apart from the aforementioned internships, I
have attended international conferences in Seattle (USA), Lyon (France), Stockholm (Sweden),
Singapore andHawaii (USA).Aside from research, I have also participated in teaching, imparting
the "Computer Vision" course together with my supervisor Prof. Javier González Jiménez at
the University of Málaga. In summary, these have been vibrant years of constant change and
learning, enthusiasm and stress, defeats and victories.
1.E Outline
This thesis is divided into the following chapters:
• Chapter 1: Introduction. We present the theme of the thesis, describe its context, list the
contributions and detail its structure.
1http://mapir.isa.uma.es
2http://vision.in.tum.de
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• Chapter 2: Range Sensors. The concept of range sensing is introduced. The different types
of range sensors are enumerated and their working principles explained. We describe their
advantages and disadvantages if compared to other types of sensors commonly employed in
robotics and computer vision, and present their potential applications.
• Chapter 3: Odometry with range sensors.We introduce the concepts of odometry and visual
odometry. We describe the mathematical tools used to represent rigid transformations and to
warp images and scans according to them. Afterwards, we present our works on odometry
based on range sensors, both with depth cameras and with 2D laser scanners.
• Chapter 4: Scene flow estimation with RGB-D cameras.We introduce the concept of scene
flow as a 3D extension of the well-known optical flow. We present two different contributions:
the scene flow estimation in real time, and the joint segmentation and scene flow estimation
based on a smooth division of the scene into its rigidly moving parts. Moreover, we tackle
an ambitious problem that is not often addressed in the literature: the joint estimation of the
camera motion and the motion of the objects it observes.
• Chapter 5: Reconstruction and tracking of objects from depth images. Since the literature
on this topic is very extensive, we give a brief overview of the state-of-the-art focusing on
the different strategies that use the "background" information to constraint the model to the
visual hull of the object. We present a new background term to exploit such information and
demonstrate its advantages over existing approaches when used for modelling or tracking of
objects with subdivision surfaces.
• Chapter 6: Reactive navigation of mobile robots equipped with range sensors. In this
chapter we introduce the concept of reactive navigation which, together with path planning,
governs the autonomous motion of mobile robots. In contrast to most existing approaches,
which normally use a two-dimensional representation of the robot and the obstacles, we
propose to overcome that simplification and tackle the collision determination problem in 3D.
Hence, the proposed algorithm works precisely for robots with non-uniform shapes and for
any arbitrary combination of different range sensors.
• Chapter 7: Conclusions. We finish this thesis by summing up the presented works and their
impact. Moreover, we look towards the future, analyzing the upcoming technologies and some
of the challenges that still remain unsolved.
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Range sensing
2.A Introduction
The term range sensing refers to a set of technologies that allow themeasure of distances between
a given device and its surroundings. These technologies are usually (but not exclusively) based
on active sensory systems, i.e. systems that probe the environment by emitting energy and
measuring how or when it is reflected. There exists a number of different working principles on
which these systems are based, but most resort to the emission and reception of sound, light or
radio waves.
The ones based on sound are often called sonars and are mostly used for marine navigation
and submarine military applications. They are also equipped in mobile robots and cars to work as
proximity sensors for collision prevention (e.g. in the system that beeps when a car gets too close
to another car while parking). However, their limited accuracy and resolution prevents them from
being used for more complex tasks. Alternatively, systems based on radio waves (radars) are a
suitable solution to scan the environment under bad visibility conditions since radio waves can
penetrate dust, rain, fog or snow. Moreover, this technology has the advantage of allowing the
detection of multiple objects at the same bearing. However, radars have a low angular resolution
(for small-size antennas) if compared to light-based sensors and their measurements are affected
by specular reflections and depend on the different materials of the surrounding objects. For
these reasons, radars are often used in middle-to-large scale systems but are not very common
in robotics or other applications involving small devices.
This thesis focuses on the range sensors more frequently used in robotics, human-machine
interaction and visual/augmented reality: laser scanners and depth-sensing cameras. A more
detailed description of their working principles and their characteristics is given next.
2.B Laser Scanners
A laser scanner, also known as lidar, is a device that senses distance by emitting laser light
and measuring the time it takes to return to the sensor. Since light pulses or waves can only be
used to measure distance for a specific bearing, lidars normally incorporate oscillating mirrors
to be able to scan in multiple directions. Depending on the degrees of freedom of this oscillating
mechanism, lidars will provide 2D or 3D scans of their surroundings (see Figure 2.1). In robotics,
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2D laser
scanners
3D laser
scanners
Figure 2.1: Left: Hokuyo UTM-30LX and SICK S3000 laser rangefinders, together with an example of a 2D scan (270◦)
overlapped with a previously-built map of the environment. Right: Velodyne HDL-64E and Quanergy laser rangefinders, with
and example of a 3D scan (360◦ × 27◦) taken with a Velodyne sensor mounted on a car.
2D lidars are commonly employed to obtain horizontal "slices" or "cuts" of the environment,
which is very useful for indoor localization, 2D mapping and obstacle avoidance. On the other
hand, 3D lidars are mostly employed for outdoor applications. In these cases, the motion of a
robot (or a vehicle) is not always planar and the 3D spatial distribution of both close and distant
obstacles becomes more relevant. Aside from robotics and autonomous navigation, the 3D lidar
technology is also of interest in geodesy, geology, meteorology and military applications, but
this is out of the scope of this thesis.
The main advantages of lidars are:
• Long range. They can provide measurements from few centimeters to more than 100
meters, depending on the model. As a consequence, they are suitable for indoor operation
in cluttered environments but also for outdoor operation at high speeds where detecting
distant objects/obstacles becomes crucial.
• Wide field of view. Their horizontal aperture typically ranges from 90 degrees to 360
degrees, which is much wider than the standard field of view of digital cameras.
• Good angular resolution, normally below 1 degree.
• High accuracy. They exhibit low measurement errors that are either constant (for short
ranges) or linear with the distance.
• Medium-high sampling rate. This is necessary to operate in dynamic environments and
react in time to changing conditions.
If compared to other sensors, their main disadvantage is their relatively high price. The cheapest
2D laser scanners on the market cost around 400€ - 500€, but that price rises up to many
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thousands of euros for low-to-middle quality 3D laser scanners. Moreover, lidars have a high
power consumption, are not robust to shaky motions and their performance deteriorates under
the presence of fog, heavy rain or dust. Nowadays, this prevents 3D lidars from being a basic
component of mobile robots and vehicles, but advances in solid state-based technologies might
help to bring them to the consumer markets.
2.C Depth-sensing Cameras
In contrast to standard digital cameras, which capture the colour (RGB) of the scene, depth-
sensing cameras store the distance to the points they observe.With a high (spatial) resolution, they
can provide a fine-grained representation of the observed objects. Regarding their accuracy, they
tend to be precise for close distances but become inaccurate for mid-long range measurements,
with an error that typically grows quadratically with the distance [14]. On the other hand, their
field of view is normally equivalent to that of a digital camera equipped with a 25-30 mm lens
(e.g. 58◦ × 45◦ for Kinect 1). In this sense, depth cameras are inferior to laser scanners because
they do not provide a comprehensive view of the scene. Last, they can work at 30 Hz - 60 Hz,
which is sufficient for most applications.
Next, we present the two different working principles these cameras rely on, as well as their
particular advantages and disadvantages.
2.C.1 Time-of-flight Cameras
This type of cameras emit light pulses and measure their time of flight (ToF) until they are
received back at the sensor. Unlike lidars, these cameras do not incorporate rotating parts,
flashing the scene only once per image and capturing the reflection by an image sensor / pixel
matrix. Examples of these cameras are the Microsoft Kinect 2.0 and the Heptagon Swiss Ranger
4000 (Figure 2.2). Since they normally emit and detect infrared light, they are affected by the
sun radiation. However, they can still provide decent measurements in outdoor scenarios if there
is no direct sunlight. As can be seen in Figure 2.2, one of their drawbacks is the fact that they are
prone to creating spurious points around the silhouettes of objects or, more precisely, at depth
Camera models Perspective view Top view
Spurious 
point
Figure 2.2: Left: Kinect 2, Heptagon Swiss Ranger and Creative Gesture cameras. Middle: Example of the 3D point cloud
computed from a depth image obtained with a Kinect 2. Right: Top view of a scene observed with Kinect 2.
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Camera models Perspective view Top view
Quantization
effect
Figure 2.3: Left: PrimeSense Carmine, Kinect 1 and Structure sensor.Middle: Example of the 3D point cloud computed from
a depth image obtained with a PrimeSense Carmine. Right: Top view of a scene observed with the same camera.
discontinuities. These spurious points can be removed at a post-processing stage, at the expense
of consuming computational resources.
2.C.2 Structured light Cameras
Structured light cameras work by projecting a known pattern of light on the scene and inferring
the depth field from the way that pattern deforms. The main example of this kind is theMicrosoft
Kinect 1 (although the technology behind Kinect 1 was developed by PrimeSense, which later
also produced their own depth cameras: the PrimeSense Carmine). Structured light cameras
typically employ an infrared pattern of light and, hence, become completely blind under the
presence of sunlight. The reason is that the sun radiation is much more intense than the pattern
emitted by the camera, and therefore the latter is masked and cannot be perceived by the sensor.
Commonly, they exhibit another downside: a strong quantization of the measured depth. As
this quantization actually affects the inverse depth, it is not noticeable for short distances but
becomes extreme for distant regions, as can be seen in Figure 2.3.
2.D RGB-D Cameras
Both structured light and ToF cameras can be found as independent devices on the market, but
they are often combined with RGB cameras, leading to the so-called RGB-D cameras. This
synergy is suitable for robotics and many other fields because it combines both photometric and
geometric data to provide a four-dimensional representation of the observed scene. An issue
when jointly exploiting RGB and depth images is that of properly registering them. Since RGB
and depth images are captured by different lenses, there is no direct correspondence between
their pixels. In other words, a point observed by a certain pixel in the RGB image does not
coincide with the point observed by that same pixel in the depth image. In fact, there will often
be points of the scene which are visible from the RGB lens but not from the infrared lens,
and vice versa. Although RGB-D cameras often incorporate a function to automatically register
colour and depth images, that registration is far from perfect, as illustrated in Figure 2.4. There
exist methods to improve that registration by aligning the edges (regions of high gradients) of
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Still In motion
Figure 2.4: Examples of 3D coloured point clouds built from automatically registered RGB-D images taken with a PrimeSense
Carmine.
the two images or warping them according to the rigid transformation existing between the two
lenses (calibration). Both approaches require extra computation and will always imply at least a
small increment in the runtime of the proposed algorithm. For this reason, the solution to this
problem often consists in developing methods which are robust to the RGB-D misalignment.
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3
Range-based Odometry
3.A Introduction
The term odometry resulted from the combination of two greek words1: odos, which means road
or path, and metros, a measure. Thus, odometry is related to the act of measuring the length of a
certain path or trajectory. Originally, the term odometry was specifically used to refer to what we
nowadays call wheel odometry, and consisted in counting the number of turns of one or several
wheels to estimate the planar trajectory of a vehicle. This process is inherently incremental,
since the trajectory can only be estimated as a sum of small pose increments (i.e. one cannot
estimate the whole trajectory of a vehicle from the final count of wheel turns, this problem
is highly underconstraint). In fact, wheel odometry can only be exact if these increments are
infinitesimally small and integrated through time, which is impossible in practice. Alternatively,
visual odometry resorts to align consecutive images to estimate the motion of the sensor. To
clarify that we employ range measurements in our work, we will also coin the term range-based
odometry, although both might be equivalent in many cases (e.g. when working with depth
images). Like wheel odometry, visual and range-based odometry work incrementally as they
require a certain degree of overlap between the incoming data to be able to align them. In
both cases, since odometry continuously builds upon previous estimates, it accumulates and
propagates the estimation errors through time. For this reason, having accurate motion estimates
becomes crucial.
In general, there exist a number of technologies to track the motion of a given vehicle or
device:
• The Global Positioning System, or GPS, was developed by the Defense Department of the
USA during the Cold War. It consists of a set of satellites that are permanently orbiting
the Earth and emitting electromagnetic signals. These signals can be received on earth
to pinpoint, through triangulation, the position of the receiver with errors of just a few
centimeters. However, GPS’s are unable to provide information about orientation and they
do not work in indoor scenarios where the satellites’ signals cannot be detected.
• Similarly, but at a lower scale, indoor systems use arrays of sensors to track the 3D motion
of a special marker. Some are based on infrared cameras and reflectors [15], others on RFID
1Etymological reference from https://en.wikipedia.org/wiki/Odometry
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tags [16], or even on ultrasounds [17]. The common limitation of all these approaches is
the need of a controlled environment, which is not possible in many applications.
• Inertial Measuring Units, or IMUs, measure accelerations, rotational velocities and some-
times the magnetic field of the Earth. Through temporal integration, and by detecting the
direction of gravity, these devices can be used to estimate translations and orientation. On
the one hand, orientation can be obtained quite accurately by leveraging the different mea-
surements that IMUs provide. On the other hand, translations are hard to obtain given the
second-order nature of the estimation process and the difficulty associated with canceling
the gravitational component of the measurements [18].
• Encoders are utilized to measure wheel turns (wheel odometry) or to know the relative
positions of robotic arms, legs, etc. The main and significant drawback associated to wheel
odometry is slippage, since in that case the rotation of the wheels does not correspond
to the motion of the vehicle/robot. More generally, estimates based on encoders require a
precise geometric model of the limbs or parts in motion, which is not always known with
such precision.
• Visual and range-based odometries are very flexible solutions since they can be particular-
ized to work with different sensors (RGB or depth cameras, stereo systems, laser scanners)
and configurations (2D, 3D or any particular combination of translations and rotations).
As a drawback, they are sensitive to the illumination conditions or the solar radiation.
Each of the aforementioned technologies are suitable for some specific tasks, but in recent
years visual odometry has demonstrated to be the most precise and versatile alternative. For
instance, it is used to provide continuous estimates of the 3D pose of a drone [19], which is
mandatory if the drone is to carry out any autonomous task. Similarly, planar odometry based on
scan matching is employed to know the position of service robots equipped with laser scanners
(e.g. telepresence robots [20]). Planar odometry does not always rely on lidars though, and other
platforms like the Roomba vacuum cleaner [21] incorporate solutions based on RGB cameras
(probably combined with wheel odometry and proximity sensors). The Microsoft augmented-
reality device Hololens [11] includes a set of RGB and depth cameras to perform 3D SLAM, and
to do so it must align the incoming photometric and geometric data provided by these cameras in
real time. In general, almost any application related to 2D or 3D mapping includes an odometry
module to be able to integrate the data from images or scans correctly. As a last illustrative case,
visual odometry is even employed for video processing, for example to render smoother versions
of time-lapse videos [22].
3.B Rigid Transformations and Lie Algebra
In this section we introduce the mathematical tools utilized throughout this thesis to handle
geometric transformations in Euclidean spaces, particularly 2D and 3D rigid transformations.
40
3.B. RIGID TRANSFORMATIONS AND LIE ALGEBRA
A rigid transformation is the one that preserves distances between the transformed points,
hence moving them as if they were part of a rigid body. Rigid transformations encompass
translations and rotations, and are normally expressed as
T =
(
R t
0 1
)
, (3.1)
whereR is a rotationmatrix and t is a translation vector. In the three-dimensional case,R ∈ R3×3
and t ∈ R3, while in a 2D space R ∈ R2×2 and t ∈ R2. This matrix can be used to transform
points from one reference system to another, or equivalently, to move them according to a certain
rigid body motion. If p is a vector with the coordinates of a given point P , its transformed
coordinates p′ can be computed as
p′h = Tph, p
′
h =
(
p′
1
)
, ph =
(
p
1
)
, (3.2)
where ph and p′h are the homogeneous coordinates of the point before and after the transfor-
mation, respectively. Using homogeneous coordinates is advantageous because they allow us to
concatenate multiple transformations as a simple product of matrices.
The only inconvenience associated to this representation of rigid motions is the fact that it is
not minimal because the size of rotation matrices (R) is larger than the actual degrees of freedom
(e.g. rotations in 3D can be encoded by a vector of 3 elements but R is 3× 3). Fortunately, there
exists a theory that connect spatial transformations (Lie groups) and their minimal representation
(Lie algebras). A Lie group is a group that is also a differentiable manifold, with the property that
the group operations are compatible with the smooth structure. Every Lie group has an associated
Lie algebra, which is a vector space generated by differentiating the group transformations along
specific directions in the space. This vector space (or tangent space) has the same dimensions
as the number of degrees of freedom of the group transformations and is an optimal space to
represent differential quantities related to the group [23, 24]. In this thesis we will work with the
Lie algebras se(2) and se(3) associated to 2D and 3D rigid transformations, respectively. The
corresponding Lie groups are commonly denoted as SE(2) and SE(3). If ξ = (ν ω)T is a vector
of the Lie algebra where ν encodes the translational component and ω the rotational one, the
rigid transformation associated to it is given by the following exponential map:
T = exp (ξˆ) = exp
(
ω× ν
0 0
)
, (3.3)
where ω× is a skew symmetric matrix built from the rotational components of ξ:
ω× =
(
0 −ω
ω 0
)
, if ξ ∈ se(2) , (3.4)
ω× =
 0 −ωz ωyωz 0 −ωx
−ωy ωx 0
 , if ξ ∈ se(3) . (3.5)
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Similarly, the vector ξ associated to a given transformation T can be computedwith the logarithm
map:
ξˆ = log (T ) . (3.6)
Last, we want to describe the physical meaning of the vector ξ, which is normally missing in
the literature. For clarity we will consider only the 3D case, but the explanation is equally valid
for 2D. Let’s assume ξ represents the velocity of a rigid body, and P is a point that belongs to
that rigid body. Under these assumptions, the instant velocity of P can be expressed as
vP =
 νx + zωy − yωzνy − zωx + xωz
νz + yωx − xωy
 , (3.7)
where (x, y, z) are the coordinates of P . To obtain the position of P at a given time twe integrate
its instant velocity:
p(t) = p+
∫ t
0
vp dt . (3.8)
Note that this integralmust be computed numerically because the coordinates are interdependent.
It can be proved (although we do not do it in this thesis) that, if we compute the position of P at
t=1, that position coincides with p′ (3.2):
p′ = p(1) = p+
∫ 1
0
vp dt . (3.9)
Therefore, the vector ξ contains the translational and rotational velocities of a rigid body
according to which P moves (temporally normalized). If the transformation does not correspond
to any motion but to a change of reference frame, then ξ represents the rigid velocity that would
bring one of the reference frames towards the other in one second.
3.C Coarse-to-Fine and Theory of Warping
The problem of dense image alignment has extensively been studied in computer vision. The
term dense means that all the image pixels must be aligned, not only those observing special
features. The two-dimensional motion field that encodes the displacement of each individual
pixel on the image plane is called optical flow. Virtually every problem related to image alignment
involves the estimation of the optical flow implicitly or explicitly. In visual odometry, the relation
between the camera motion and the optical flow is normally embedded in the formulation and the
projection model (e.g. pinhole). Another case/example of interest is scene flow, which is often
decomposed as the estimation of optical flow plus range flow (or disparity). All these problems
are non-convex and require linear approximations, commonly based on the optical flow constraint
[25], to be solved. However, these linearizations are quite restrictive. Since they rely on the image
gradients, each constraint becomes valid only locally in a small region surrounding each pixel,
providing very little basin of convergence for many algorithms. Fortunately, this limitation has
been overcome in the past by imposing such linearizations in a coarse-to-fine scheme [26, 27].
A coarse-to-fine strategy consists in building a pyramid of images which are subsequently
aligned from the coarsest to the finest level. The coarsest levels offer a wider basin of convergence
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Figure 3.1: Example of an image pyramid. Resolution goes from VGA (left) to 15 × 20 (right). The first rows show two
consecutive intensity images taken with an RGB-D camera, and the last row shows the residual image (absolute difference
between the two). It can be observed that the misaligned areas cover many pixels in the original images, whereas they are only
one or two pixels wide in the coarsest image. Hence, any linearization applied on the finest level would not help to align both
images while the same process applied on the coarsest level would work (but not with precision).
because each pixel there covers a "larger area" of the scene (Figure 3.1), whereas the finest levels
allow for precise alignment once the algorithm gets close to the solution. To avoid alliasing and
information loss, image pyramids are built by combining downsampling and smoothing. The
former typically divides the image resolution by two at every step, and the latter is computed
by convolving the image with a Gaussian kernel. However, when it comes to geometric data,
Gaussian smoothing generates spurious points at depth discontinuities and, for that reason, a
bilateral filter [28] can be used instead.
Once the solution is obtained for a given level of the coarse-to-fine scheme, that solution is
used to warp one of the two images to align it with the other. This step is fundamental because the
linearizations at the following levels would not hold otherwise. There are different strategies to
perform this warping, depending on the addressed problem. Next, we describe the basic warping
strategy based on the optical flow, and another case of interest for this thesis: when both the
scene geometry and the rigid transformation between the images are known.
3.C.1 Warping with optical flow
Let I1, I2 : Ω → R be two intensity images, where Ω ⊂ R2 denotes the image domain. An
image pyramid is computed for each input image; IL(.) will be used to refer to the image of the
L-th level of the pyramid. If uL is the optical flow that maps IL2 towards IL1 then:
IL2 (x+ u
L) ≈ IL1 (x) , (3.10)
where x represents the coordinates of a given pixel. The warping in this case is performed by
creating a new image IL+12,w for the next level which is as similar/close as possible to IL+11 , i.e.
IL+12,w (x) = I
L+1
2 (x+ uˆ
L) , (3.11)
where uˆL is an upsampled version of uL. Subsequently, at level L + 1, the new warped image
IL+12,w will be aligned with IL+11 with a finer optical flow uL+1. This process is repeated for
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each level, thereby concatenating the solutions obtained throughout the pyramid and bringing
I2 closer to I1 at each new step.
3.C.2 Warping with rigid transformations
In this section we describe the warping for visual odometry with RGB-D cameras and therefore
assume that the geometry of the scene is known. Let I1, I2 : Ω → R and Z1, Z2 : Ω → R be
two registered pairs of intensity and depth images, respectively. In this case four image pyramids
are built, and IL(.) and ZL(.) will denote the intensity and depth images of the L-th level of these
pyramids. In visual odometry, the optical flow is not computed explicitly but it can be calculated
from the estimated transformation and the camera projection model. Let pi : R3 → Ω be a
function that projects 3D points onto the image plane and pi−1 : Ω × R → R3 be the inverse
projection function which provides the 3D coordinates of any observed point. If TL ∈ SE(3) is
the rigid transformation that aligns the points of the two images at a given level L, then
IL2
(
pi(TL pi
−1(x, ZL1 (x)))
) ≈ IL1 (x) (3.12)
It must be remarked that TL actually results from composing all the transformations obtained
from the first until the L-th level of the pyramid. When working with RGB-D data, both intensity
and depth images must be warped according to the estimated transformation:
IL+12,w
(
pi(T−1L pi
−1(x, ZL+12 (x)))
)
= IL+12 (x) , (3.13)
ZL+12,w
(
pi(T−1L pi
−1(x, ZL+12 (x)))
)
=
∣∣T−1L pi−1(x, ZL+12 (x))∣∣z , (3.14)
where |•|z is the z-coordinate. In this case, the inverse transformation T−1L is employed to
transform the whole coloured point cloud (computed from the second image) and render a new
artificial image from the point of view of I1, Z1. This is the most accurate procedure to obtain the
warped images but it is not the most efficient one because it involves averaging all the projections
and/or keeping a z-buffer to take the ones which are visible from the camera. There exists a fast
alternative warping, equivalent to the one presented in (3.11), which can be computed as
IL+12,w (x) = I
L+1
2
(
pi(TL pi
−1(x, ZL+11 (x)))
)
, (3.15)
ZL+12,w (x) = Z
L+1
2
(
pi(TL pi
−1(x, ZL+11 (x)))
)
. (3.16)
This method computes the warped image pixel-wise and hence it is easy to parallelize, but it
might create artefacts because it combines observations from both RGB-D pairs which do not
observe exactly the same points of the scene.
3.D Contributions
We have developed a new dense method for range-based odometry. This method expresses the
range flow constraint [29, 30] as a function of the motion of the sensor, and provides accurate
estimates by minimizing the resulting overconstrained system. The two main advantages of this
method are its low computational runtime and the fact that it does not rely on photometric data.
Consequently, it can be particularized to work with any range sensor.
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First, we present our initial work on 3D visual odometry with depth cameras (§3.E). The
algorithm has a low computational cost if compared to other existing approaches and runs in
real time on a single CPU core (QVGA resolution). Aside from the main formulation, the paper
describes a new temporal filter for the camera pose based on the uncertainty of the estimates,
and a special strategy to compute the image gradients. It does not incorporate robust functions
in the minimization problem (weighted squared residuals are minimized) and, consequently, its
performance deteriorates in the presence of moving objects.
Second, we adapt that formulation to estimate planar motion with 2D laser scanners (§3.F).
In this case we minimize a robust function of the geometric residuals to improve accuracy
against moving object. Thus, we include a two-fold strategy to robustify our algorithm: a pre-
weighting stage (similar to §3.E) to downweight points for which the range flow constraint
(linearization) does not hold, and a robust penalty function to handle the remaining outliers
during the optimization. Results show that our method is very precise and much faster (0.9
millisecond) than other scan-matching algorithms.
Third, in §3.G we extend the work presented in §3.F by introducing a novel symmetric
range flow constraint and aligning multiple scans at each iteration. The symmetric formulation
equidistributes the estimated motion in both scans, which results in a lower linearization error.
The multi-scan approach combines consecutive and keyscan-based alignment to reduce drift
and increase robustness against moving objects. Moreover, we present a new keyscan-selection
criterion that allows us to impose thresholds directly on the error domain (as opposed to
traditional strategieswhich put limits to other relatedmagnitudes like themaximum translation or
rotational, average residual, etc.). We include a thorough experimental evaluation demonstrating
that our method outperforms state-of-the-art algorithms in scan matching.
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3.E Fast Visual Odometry for 3-D Range Sensors
Mariano Jaimez and Javier Gonzalez-Jimenez
Abstract:
This paper presents a new dense method to compute the odometry of a free-flying range sensor
in real time. The method applies the range flow constraint equation to sensed points in the
temporal flow to derive the linear and angular velocity of the sensor in a rigid environment.
Although this approach is applicable to any range sensor, we particularize its formulation to
estimate the 3-Dmotion of a range camera. The proposed algorithm is tested with different image
resolutions and compared with two state-of-the-art methods: generalized iterative closest point
(GICP) [2] and robust dense visual odometry (RDVO) [3]. Experiments show that our approach
clearly overperforms GICPwhich uses the same geometric input data, whereas it achieves results
similar to RDVO, which requires both geometric and photometric data to work. Furthermore,
experiments are carried out to demonstrate that our approach is able to estimate fast motions at
60 Hz running on a single CPU core, a performance that has never been reported in the literature.
The algorithm is available online under an open source license so that the robotic community
can benefit from it.
Published in IEEE Transactions on Robotics, 2015.
DOI: 10.1109/TRO.2015.2428512
©IEEE (Revised layout)
3.F Planar Odometry from a Radial Laser Scanner. A Range
Flow-based Approach
Mariano Jaimez, Javier G. Monroy and Javier Gonzalez-Jimenez
Abstract:
In this paper we present a fast and precise method to estimate the planar motion of a lidar
from consecutive range scans. For every scanned point we formulate the range flow constraint
equation in terms of the sensor velocity, andminimize a robust function of the resulting geometric
constraints to obtain the motion estimate. Unlike traditional approaches, this method does not
search for correspondences but performs dense scan alignment based on the scan gradients, in
the fashion of dense 3D visual odometry. The minimization problem is solved in a coarse-to-fine
scheme to cope with large displacements, and a smooth filter based on the covariance of the
estimate is employed to handle uncertainty in unconstraint scenarios (e.g. corridors). Simulated
and real experiments have been performed to compare our approach with two prominent scan
matchers and with wheel odometry. Quantitative and qualitative results demonstrate the superior
performance of our approachwhich, alongwith its very low computational cost (0.9milliseconds
on a single CPU core), makes it suitable for those robotic applications that require planar
odometry. For this purpose, we also provide the code so that the robotics community can benefit
from it.
Published in Proc. International Conference on Robotics and Automation (ICRA), 2016.
DOI: 10.1109/ICRA.2016.7487647
©IEEE (Revised layout)
3.G Robust Planar Odometry based on Symmetric Range
Flow and Multi-Scan Alignment
Mariano Jaimez, Javier G. Monroy, Manuel Lopez-Antequera,
Daniel Cremers and Javier Gonzalez-Jimenez
Abstract:
This paper presents a dense method for estimating planar motion with a laser scanner. Starting
from a symmetric representation of geometric consistency between scans, we derive a precise
range flow constraint and express the motion of the scan observations as a function of the
rigid motion of the scanner. In contrast to existing techniques, which align the incoming scan
with either the previous one or the last selected keyscan, we propose a combined and efficient
formulation to jointly align all these three scans at every iteration. This new formulation preserves
the advantages of keyscan-based strategies but is more robust against suboptimal selection of
keyscans and the presence of moving objects.
An extensive evaluation of our method is presented with simulated and real data in both static
and dynamic environments. Results show that our approach is one order of magnitude faster
and significantly more accurate than existing methods in all the conducted experiments. With a
runtime of about one millisecond, it is suitable for those robotic applications that require planar
odometry with low computational cost. The code is available online as a ROS package.
Submitted to IEEE Transactions on Robotics, 2017.
©IEEE (Revised layout)
4
Scene Flow Estimation
4.A Introduction
The term scene flow refers to the dense 3D motion field of a scene between two instants of time,
and can be regarded as a 3D extension of the well-known optical flow. In contrast to optical flow,
the scene flow estimation is a problem that has not often been addressed in the literature since
it demands a geometric knowledge of the environment. For this reason, the earliest works on
scene flow estimation utilized stereo systems. These methods had to estimate disparity before or
simultaneously to the scene flow, which noticeably increases the complexity of the problem. In
this context, most scene flow algorithms were extensions of optical flow approaches, where the
third component of the motion (shift in depth) was simply obtained as a by-product of the optical
flow and the disparity field. However, the arrival of the RGB-D cameras changed this trend. This
type of cameras makes it possible to separate scene flow from the disparity estimation problem,
which has promoted research in this field.
Scene flow finds a myriad of potential applications. It can be very useful in dynamic envi-
ronments as a tool to predict the future locations of moving objects. It can also be employed
to enhance human-computer interaction by adding information about the velocity of the points
of the scene. It is already an important component of many systems developed for tracking and
non-rigid 3D reconstruction [91, 92, 93]. Alternatively, it can be exploited to analyze human
motion, for both therapeutic and sport purposes. Lastly, it can also be a powerful tool for video
processing and compression, but the fact that most video sequences are recorded with single
RGB cameras prevents such application at present.
Nevertheless, scene flow expressed as a dense motion field may be hard to exploit because it
provides much more data than most applications are able to process (e.g. if computed for QVGA
images, it provides 76800 motion vectors for every aligned pair of images). Consequently, it is
necessary to develop algorithms that are able to process and simplify such stream of data in a
way that existing technologies can directly benefit from it. Moreover, most scene flow algorithms
share two limitations. First, they only work with stereo systems or RGB-D cameras and, hence,
scene flow cannot be exploited for standard RGB sequences (or at least, to our knowledge, there
does not exist any scene flow algorithm for RGB images). Second, it is computationally very
expensive, with runtimes that usually range between several seconds and a few minutes per
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frame. For these reasons scene flow is still rarely used in robotics or visual&augmented reality,
but recent advances suggest that this trend might change.
4.B Representations for Scene Flow
There are different ways to encode scene flow, each of which has distinct advantages and disad-
vantages. Next, we summarize the most common representations and describe their particular
characteristics. 1
1. Traditionally, scene flow has been expressed as the combination of optical flow u : Ω→ R2
and depth displacement w : Ω→ R. This is ideal for those methods that build upon existing
optical flow algorithms, and also for stereo-based scene flow where the problem is inherently
decoupled into estimating dense correspondences (optical flow) and depth. Furthermore,
it leads to a simple and concise data term ED(u,w) because photometric and geometric
consistency can be formulated directly as a function of u and w:
ED(u,w) =
∫
Ω
‖I2(x+ u(x))− I1(x)‖+µ ‖Z2(x+ u(x))− Z1(x)− w(x)‖dx , (4.1)
where µ is a weighting parameter. In general Z can be a depth image (from RGB-D cameras)
or a depth field calculated from disparity (from stereo pairs). It must be emphasized that the
data termED(u,w) shown in (4.1) is a common choice but not the only one: other alternatives
or variants of (4.1) have been proposed in the literature.
On the other hand, this representation provides information about correspondences (end-
points) but not about the trajectory that each 3D point describes between the instants at which
the two aligned frames were taken.
2. Alternatively, the motion of the observed points can be represented directly as a 3D displace-
ment fieldm : Ω→ R3. In this case the data term becomes more complex because it involves
the projection of the 3D motion to the image plane Ω:
ED(m) =
∫
Ω
∥∥I2 (pi (pi−1(x, Z1(x)) +m(x)))− I1(x)∥∥
+µ
∥∥Z2 (pi (pi−1(x, Z1(x)) +m(x)))− Z1(x)−mz(x)∥∥dx . (4.2)
As an advantage, regularization of the motion field can be directly applied on m. In the
case of scene flow, a regularization term ER is typically imposed to constrain the estimation
problem and smooth the motion field. To that end, such a term would often try to minimize
the gradients of the 3D motion vectors, thereby enforcing smoothness of the solution:
ER(m) =
∫
Ω
‖Jm(x)‖dx (4.3)
where Jm(x) refers to the Jacobian of the motion field with respect tox. This is not equivalent
to minimizing the gradients of the optical and range flows because a constant optical flow
1The notation employed in this section was introduced in §3.B and §3.C, please revisit them if you feel unfamiliar with it.
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𝒖
𝑤
𝒎 𝑇(𝝃)
Figure 4.1: Different representations of scene flow3. Left: Both optical flow + depth shift (u+w) and 3D displacement vector
(m) provide information only about the final location of each point, but not about its trajectory. Right: Encoding scene flow
as a rigid body motion makes it possible to recover the trajectory described by every point during the time elapsed between the
aligned frames.
(global solution for the regularization term) does not correspond to a constant 3D motion
field, and vice versa. In general:
ER(u,w) =
∫
Ω
‖Ju(x)‖+ µ ‖∇w(x)‖dx 6= ER(m) (4.4)
In order to minimize the gradients of the actual motion field using the optical flow-based
representation one must include the projection camera model in the regularization term,
which complicates the formulation.
Like the optical flow-based formulation, this representation provides information about the
final positions of the 3D points of the scene but not about their trajectories.
3. A more elaborate choice consists in overparameterizing the scene flow as a dense field of
rigid body motions ξ. This parameterization endows each pixel with 6 DoF (in contrast to the
3 DoF of the previous alternatives) and, consequently, requires more constraints to be solved.
However, this more complex formulation has some important advantages. First, regularization
is more meaningful because rigidity is a more realistic assumption than uniform motion or
uniform optical flow:
ER(ξ) =
∫
Ω
‖Jξ(x)‖dx 6= ER(m) 6= ER(u,w) . (4.5)
Second, estimating the underlying rigid motions of the objects of the scene is a powerful tool
that can be exploited for image segmentation. Third, regarding each point as part of a rigid
body permits us to compute its 3D trajectory between the two aligned frames (see Figure 4.1).
4.C Contributions
We contribute several methods to estimate scene flow with RGB-D cameras. Next, we provide
a summary of the papers where these methods are described.
3The camera icon was made by Freepik from www.flaticon.com.
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In §4.Dwe present a GPU-based real-time implementation that minimizes an energy function
with a primal-dual solver [8]. The data term imposes photometric and geometric consistency
between consecutive RGB-D images, and the regularization term enforces smoothness of the
motion field. Unlike many existing approaches, which impose regularization on the image plane,
we present an alternative strategy to regularize the motion field on the 3D surface of the observed
scene, which naturally handles discontinuities of the motion field at the object borders.
A different approach is proposed in §4.E. This paper takes inspiration from [9] and addresses
the joint problem of segmenting the scene into the different rigid bodies that compose it and
estimating their underlying rigid motions. As amain contribution, we propose a smooth labelling
strategy to model the non-rigid motions typically present along the transitions between rigid
parts (e.g. in the neck of a person). We incorporate an occlusion mask and include an outlier
label to handle those pixels with high residuals for all the motion candidates (those associated to
the segments). Results demonstrate that a smooth segmentation based on motion interpolation is
more precise than the standard binary alternative, and often leads to a lower number of segments.
Finally, in §4.F we tackle the complex problem of estimating both the camera motion and the
scene flow. Here the main difficulty lies in distinguishing static parts of the scene from those
which are moving. This step would be straightforward if the camera was still but it becomes
challenging when it also moves since all pixels are in apparent motion. We propose to divide
the scene into geometric clusters which are, in turn, labelled as static or moving. This strategy
also allows us to speed up the scene flow estimation process by two orders of magnitude (if
compared to approaches that compute it pixel-wise). Results show that the resulting algorithm
provides accurate visual odometry and scene flow with a runtime of 80 milliseconds, which is
unprecedented in the literature.
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4.D A Primal-Dual Framework for Real-Time Dense RGB-D
Scene Flow
Mariano Jaimez, Mohamed Souiai, Javier Gonzalez-Jimenez and Daniel Cremers
Abstract:
This paper presents the firstmethod to compute dense scene flow in real time for RGB-D cameras.
It is based on a variational formulation where brightness constancy and geometric consistency
are imposed. Depth data provided by RGB-D cameras allows us to impose regularization of the
motion field on the 3D surface (or set of surfaces) of the observed scene instead of on the image
plane, leading to more geometrically consistent results. The minimization problem is efficiently
solved by a primal-dual algorithm which is implemented on a GPU, achieving a previously
unseen temporal performance. Several tests have been conducted to compare our approach with
a state-of-the-art work (RGB-D flow) where quantitative and qualitative results are evaluated.
Moreover, an additional set of experiments have been carried out to show the applicability of
our work to estimate motion in real time. Results demonstrate the accuracy of our approach,
which outperforms the RGB-D flow, and which is able to estimate heterogeneous and non-rigid
motions at a high frame rate.
Published in Proc. International Conference on Robotics and Automation (ICRA), 2015.
DOI: 10.1109/ICRA.2015.7138986
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4.E MotionCooperation: Smooth PiecewiseRigid Scene Flow
from RGB-D Images
Mariano Jaimez, Mohamed Souiai, Jörg Stückler, Javier Gonzalez-Jimenez and Daniel Cremers
Abstract:
We propose a novel joint registration and segmentation approach to estimate scene flow from
RGB-D images. Instead of assuming the scene to be composed of a number of independent
rigidly-moving parts, we use non-binary labels to capture non-rigid deformations at transitions
between the rigid parts of the scene. Thus, the velocity of any point can be computed as a linear
combination (interpolation) of the estimated rigid motions, which provides better results than
traditional sharp piecewise segmentations.Within a variational framework, the smooth segments
of the scene and their corresponding rigid velocities are alternately refined until convergence.
A K-means-based segmentation is employed as an initialization, and the number of regions
is subsequently adapted during the optimization process to capture any arbitrary number of
independently moving objects. We evaluate our approach with both synthetic and real RGB-D
images that contain varied and large motions. The experiments show that our method estimates
the scene flow more accurately than the most recent works in the field, and at the same time
provides a meaningful segmentation of the scene based on 3D motion.
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4.F Fast Odometry and Scene Flow from RGB-D Cameras
based on Geometric Clustering
Mariano Jaimez, Christian Kerl, Javier Gonzalez-Jimenez and Daniel Cremers
Abstract:
In this paper we propose an efficient solution to jointly estimate the camera motion and a
piecewise-rigid scene flow from an RGB-D sequence. The key idea is to perform a two-fold
segmentation of the scene, dividing it into geometric clusters that are, in turn, classified as
static or moving elements. Representing the dynamic scene as a set of rigid clusters drastically
accelerates the motion estimation, while segmenting it into static and dynamic parts allows
us to separate the camera motion (odometry) from the rest of motions observed in the scene.
The resulting method robustly and accurately determines the motion of an RGB-D camera in
dynamic environments with an average runtime of 80 milliseconds on a multi-core CPU. The
code is available for public use/test.
Published in Proc. International Conference on Robotics and Automation (ICRA), 2017.
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5
3D Reconstruction and Tracking with Subdivision Surfaces
5.A Introduction to 3D Reconstruction
In computer vision, 3D reconstruction consists in estimating the shape of a given object from one
or multiple images in which the object is visible. Depending on the sensor and the configuration
used for the reconstruction, the resulting model will have the exact dimensions of the real
object (depth or RGB-D cameras [135, 136], laser scanners [137], calibrated RGB cameras
[138]) or will keep its proportions with a random or previously-fixed size (monocular RGB
cameras [139]). It is worth noting that, when the entity to be modelled is not an object but
the environment, the process is referred to as mapping. These two commonly-separated topics
are, in essence, the same. The main difference lies on the fact that the size and topology of the
environment to be mapped are unknown (and probably quite large), whereas those of the object
to be reconstructed might be delimited beforehand. For this reason, mapping algorithms must
be able to accommodate new incoming data while the sensor explores the environment. On the
other hand, reconstruction techniques should be able to segment individual objects and might
require higher precision to incorporate fine-grained details.
3D models of objects are useful for many applications. In virtual reality, they allow to insert
instances of real objects in virtual scenarios. Even more interesting, if models of people are
available they can be used to create Skype-like virtual meetings where each person is represented
by an avatar that bears their own true appearance. The same idea has been applied in the gaming
industry (see Figure 5.1). In augmented reality, 3D modelling can be used to generate a model
of a real object and place it at a given location of the environment, as shown in Figure 5.1.
As a different example, 3D reconstruction algorithms can be exploited for reverse engineering,
to obtain the dimensions of a product or some components of it. Likewise, it can be used to
generate miniatures of people as described in [140].
5.B Introduction to Tracking
Tracking is the process of detecting the location and/or pose of an object throughout a sequence
of images. Many algorithms aim at finding the object on an image and placing a bounding box
around it. However, we focus on a more complex concept of tracking, where a previously tailored
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Figure 5.1: Illustrative examples of real applications of 3D modelling2. Left: Willen Dafoe in the Playstation game "Beyond:
Two Souls". Middle: Hololens users check how a blue couch fits in their living room. Right: Miniature figures of former PhD
students of the computer vision group at TUM.
model of the object is continuously aligned with the incoming data to know the exact object
pose during the whole sequence. That model is typically represented by a 3D mesh composed of
triangles or quads, although other alternatives based on smooth spline-like surfaces are recently
gaining importance.
Trackingfinds numerous applications in computer vision and computer graphics. For instance,
body and hand tracking are currently used for human-computer interface and gaming [141, 142].
Face capture and tracking can be employed to animate the facial expressions of an input video,
process known as face reenactment [143]. From a medical point of view, body tracking can help
to diagnose injuries, correct wrong postures and assist during rehabilitation [144]. It could also
be exploited by the fashion industry for virtual clothing to promote online sales.
5.C Contributions
Images used for 3D reconstruction or tracking normally observe not only the object to be mod-
elled or tracked but also parts of the environment where this object is present. As a consequence,
their pixels must be segmented into two different categories: those from which the object to
reconstruct is visible (often called foreground) and those which observe other objects of the
scene (often referred to as background). The foreground pixels contain information that the 3D
model must fit, be it colour, position, orientation, etc. The background pixels also impose the re-
striction that the model should not be visible from them. Our work focuses on this second type of
constraints that try to keep the model within the visual hull of the object. To that end, we present
a new background term which formulates ray casting as a differentiable energy function. More
precisely, this term addresses a min-max problem by first solving ray casting for the background
pixels and then deforming the model so that the rays of the background pixels do not intersect
it. Aside from that, we describe a complete framework for 3D reconstruction and tracking with
subdivision surfaces, and show that the proposed background term can be easily combined
with different data terms into an overall optimization problem. Lastly, the experimental section
demonstrates that our proposal has several advantages over the distance transform-based term
which is commonly employed in the literature.
2Pictures from https://blog.es.playstation.com (left), www.matrixinception.com (middle) and [140] (right).
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5.D An Efficient Background Term for 3D Reconstruction
and Tracking with Smooth Surface Models
Mariano Jaimez, Thomas J. Cashman, Andrew Fitzgibbon,
Javier Gonzalez-Jimenez and Daniel Cremers
Abstract:
We present a novel strategy to shrink and constrain a 3D model, represented as a smooth spline-
like surface, within the visual hull of an object observed from one or multiple views. This new
"background" or "silhouette" term combines the efficiency of previous approaches based on
an image-plane distance transform with the accuracy of formulations based on raycasting or
ray potentials. The overall formulation is solved by alternating an inner nonlinear minimization
(raycasting) with a joint optimization of the surface geometry, the camera poses and the data
correspondences. Experiments on 3D reconstruction and object tracking show that the new
formulation corrects several deficiencies of existing approaches, for instance when modelling
non-convex shapes. Moreover, our proposal is more robust against defects in the object segmen-
tation and inherently handles the presence of uncertainty in the measurements (e.g. null depth
values in images provided by RGB-D cameras).
Published in Proc. Conference on Computer Vision and Pattern Recognition (CVPR), 2017.
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6
Reactive Navigation
6.A Introduction
Autonomous navigation is becoming a key aspect/technology for modern society. The develop-
ment of machines, vehicles or robots, that can travel autonomously without the need of human
intervention is compelling formultiple reasons. From the point of view ofmanufacturing, endow-
ing robots with such capability would increase efficiency and flexibility, while probably reducing
costs at the same time. Regarding the transport system, autonomous vehicles will represent a
paradigm shift. They will improve our quality of life, freeing us from driving and parking,
and will reduce the number of traffic accidents (which are mostly caused by human mistakes
and negligence). Mobile robots currently allow us to explore and monitor remote places that
humans cannot reach: other planets, oceanic trenches, caves, warfare scenarios, etc [35, 166].
Furthermore, mastering autonomous navigation is leading to the emergence of new products and
services that were not conceivable before. There already exist robots that can clean the floor of
our house [21] or mow the lawn autonomously [167]. There are also projects of robots working
in museums or airports as assistants to visitors [68]. These are just a few examples (out of many)
of how relevant autonomous navigation is becoming nowadays.
Autonomous navigation encompasses two distinct capabilities. First, it involves motion plan-
ning, which consists in finding a route from a departing point to a given destination. To do so,
this process requires previous knowledge of the environment, some sort of map. Moreover, it is
not only important to find a feasible route but to find the best one (either fastest, safest, etc.),
since there are normally many possible ways to go from one location to another. Second, the
vehicle or robot should be able to react to the obstacles it encounters during its journey (typically
people or other vehicles which are in constant motion and therefore do not appear in maps).
Thus, reactive navigation receives data from different sensors and modifies the original plan in
real time to avoid collisions. Any advanced algorithm of autonomous navigation is composed
of these two blocks, following the so-called hybrid architecture [168].
Autonomous navigation can be implemented for different types of robots, and would have
different requirements to fulfill in each case. Underwater vehicles might take marine currents
into account to increase their range and speed, and drones will need to incorporate more complex
3D reactive strategies to guarantee safe operation [169, 170]. Besides, it is also important to con-
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sider the mechanical constraints of the robot, and whether these are holonomic or nonholonomic.
Holonomic constraints are those that only involve position variables, while nonholonomic con-
straints involve velocities. For example, planar motion is a simple holonomic constraint while the
motion of wheeled vehicles is nonholonomic since the wheels cannot move laterally (assuming
there is no slippage).
6.B Contributions
In our work we focus on terrestrial mobile robots, and particularly on those moving on flat
surfaces, i.e. with planar motion. In §6.C we present a 3D extension of the reactive navigation
algorithm described in [10]. We propose to model the shape of a robot as a set of prisms sorted
in height, and group the detected 3D obstacles in the corresponding height bands/levels. Thus,
the 3D reactive navigation problem is solved by combining several 2D reactive navigators into a
unique space of search where all potential collisions between the robot and the 3D obstacles are
taken into account. Both holonomic and nonholonomic constraints are considered by defining
path or trajectory families that implicitly fulfill these constraints (as described in [10]). The
resulting algorithm is tested with different robotic platforms in various environments. Results
demonstrate its effectiveness to drive the robot following a sequence of random destinations in
dynamic (and sometimes tight) environments. The autonomous navigation tasks were completed
without human intervention in most tests, and the incidents observed where mainly due to
unnoticed obstacles or slippage of the wheels, which causes the robot to move in an undesirable
way.
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6.C Efficient Reactive Navigation with Exact Collision Deter-
mination for 3D Robot Shapes
Mariano Jaimez, Jose-Luis Blanco and Javier Gonzalez-Jimenez
Abstract:
This paper presents a reactive navigator for wheeled robots moving on a flat surface which
takes both the actual 3D shape of the robot and the 3D surrounding obstacles into account.
The robot volume is modelled by a number of prisms consecutive in height, and the detected
obstacles, which can be provided by different kinds of range sensor, are segmented into these
height bands. Then, the reactive navigation problem is tackled by a number of concurrent 2D
navigators, one for each prism, which are consistently and efficiently combined to yield an overall
solution. Our proposal for each 2D navigator is based on the concept of the "Parameterized
Trajectory Generator" which models the robot shape as a polygon and embeds its kinematic
constraints into different motion models. Extensive testing has been conducted in office-like
and domestic environments, covering a total distance of 18.5 km, to demonstrate the reliability
and effectiveness of the proposed method. Moreover, additional experiments are performed
to highlight the advantages of a 3D-aware reactive navigator. The code is available under an
open-source licence.
Published in the International Journal of Advanced Robotic Systems, 2015.
DOI: 10.5772/60563
©SAGE (Revised layout)

7
Conclusions
Conclusions
In this thesis we have addressed distinct problems that lie at the interface between robotics and
computer vision. As a common denominator, the proposedmethods have exploited the geometric
data provided by range sensors for motion estimation, reconstruction, tracking and navigation.
Range sensors have demonstrated to be a powerful alternative to traditional solutions based
on monocular or stereo cameras. Knowing the geometry of the environment is often mandatory
for many vision-related tasks and, as a consequence, range sensors present a genuine advantage
over passive sensory systems. While the former directly provide such data, the latter entail depth
estimation as a preliminar step, consuming valuable computational resources in the process.
Moreover, range sensors are able to work under poor illumination conditions or even in complete
darkness, where RGB cameras render useless. On the other hand, range sensors can only detect
objects below a certain distance threshold and are prone to being affected by the solar radiation,
which sometimes prevents their use for outdoor applications.
Next, we present individual summaries of the proposed methods, highlighting their pros and
cons as well as possible lines of future work.
1. Regarding visual odometry, we have demonstrated that the camera motion can be estimated
fast and precisely from depth images. The main drawback of the proposed method is its
lack of robustness to moving objects, but this limitation could be overcome by minimizing
the geometric residuals within a robust penalty function (as we have proposed in posterior
works) or by extending the existing formulation to perform multi-frame alignment. From the
point of view of its application, this method could be utilized to estimate the motion of those
virtual&augmented reality devices equipped with depth cameras (e.g. Hololens) or, more
generally, as the front-end of SLAM systems.
2. Likewise, inspired by the most recent advances in 3D visual odometry, we have developed
a direct method based on dense scan alignment for planar odometry. Results show that
our method outperforms the most popular techniques on scan-matching while having a
lower runtime. Our approach requires scans to be at least piecewise differentiable, which
prevents its use in outdoor environments composed of trees, plants and other scattered
objects. Nevertheless, this limitation is not that relevant because motion in outdoor scenarios
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is seldom planar and, hence, odometry based on 2D laser scanners is not really an option.
Given its characteristics, this method is suitable for service or telepresence robots operating
in office buildings, museums, hotels, homes, etc.
3. We have presented the first real-time algorithm for scene flow estimation with RGB-D cam-
eras. We have made the code public so that all those robots or systems equipped with RGB-D
cameras (and NVIDIAGPUs) can exploit it for different purposes. The main limitation of this
method is that it works only for small displacements between the incoming frames. However,
this is not a serious restriction in practice because it runs in real time and the image pairs
to be aligned are very close/similar (save in the presence of very fast object). In order to
widen the range of potential applications, this algorithm should be combined with additional
post-processing strategies to simplify and refine the extensive information contained in the
estimated motion field.
4. A completely different approach for scene flow estimation is described in §4.E. This method
achieves very accurate results by jointly segmenting the rigid bodies that form the scene and
their underlying rigid body motions. We demonstrate that a smooth motion-based segmen-
tation is beneficial if compared to the standard binary approach when the scene contains
non-rigid parts like people, animals, toys or other flexible objects. As a drawback, it is com-
putationally very expensive (20 to 30 seconds running on GPU), which prevents its direct
application in real-world scenarios. Given that scene flow is computed from rigid transforma-
tions, this method can be used to render "virtual images" for temporal interpolation between
the aligned frames. Applying this process to an entire RGB-D sequence would result in a
"slow motion" version of the original video.
5. We have tackled an uninvestigated problem: the joint estimation of odometry and scene flow.
Our solution relies on a two-fold segmentation of the scene, dividing it into rigid geometric
clusters that are, in turn, classified as static or moving elements. Identifying the static parts
of the scene is paramount to compute a robust odometry, while the geometric clustering is
essential to reduce the computational complexity of the problem. By virtue of this piecewise
rigid formulation, our method achieves a runtime of about 80 milliseconds running on CPU,
which is some orders of magnitude faster than most existing scene flow algorithms. Despite
the promising results, there is still room for improvement since the method fails to distinguish
static from moving parts when the former represent a small percentage of the scene (< 50%).
Possible solutions to this problem would involve multi-frame alignment or a more elaborate
strategy for temporal regularization. This method would be useful for virtually any mobile
system that requires some degree of autonomy and operates in a dynamic environment (since
it works with RGB-D cameras, it would be constrained to indoor use).
6. We have also presented a new background term to enforce silhouette consistencywithin 3D re-
construction and tracking systems. This term overcomes important limitations of the popular
formulation based on the distance transform, but it comes at the expense of a higher computa-
tional cost. We embed this term into an overall optimization framework to fit geometric data
(obtained from sets of depth images) with subdivision surfaces. Results show the advantages
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of this new background term, but the overall framework described for 3D reconstruction and
tracking is not mature enough to compete with state-of-the-art algorithms. Concerning the
reconstruction stage, one significant difficulty is the lack of an initial topology. In our work,
the fitting process always starts with a sphere placed at the centroid of the geometric data,
which is subsequently deformed and refined in a coarse-to-fine scheme. The topology of the
control mesh is never modified (just refined) during the optimization, fact that renders the
reconstruction process extremely complicated. A tentative solution consists in formulating a
continuous-discrete optimization strategy which alternates between data fitting and topology
rearrangement. This and other alternatives should be explored to improve the quality of the
reconstructions.
7. We have generalized an existing reactive navigation algorithm [10] for robots moving on a
flat surface. In contrast to most existing approaches, our algorithm takes the 3D shape of the
robot into account, as well as the real distribution of obstacles detected by different range
sensors. It has been tested with various robotic platforms operating in different environments,
allowing robots inMAPIR to cover hundreds of kilometers autonomously. Themain limitation
of this approach is that it assumes the robot shape is fixed, which is not true for mobile
platforms equipped with a manipulator. Therefore, a natural extension of this approach should
incorporate the possibility to model changing 3D shapes.
Outlook
We can contend that, nowadays, both autonomous navigation and odometry are solved problems
if the environment is static. As Prof. Dieter Fox pointed out in his talk "The 100-100 tracking
challenge"1, the nextmilestone is achieving the same level of accuracy and robustness in changing
environments where robots are surrounded by people or other robots in permanent motion. As
a consequence, scene flow, either by itself or combined with segmentation or odometry, will
become a more frequent and relevant research topic in robotics and computer vision.
Despite the significant progress made in the last years, including the works presented here,
there are still two main problems to solve:
• Scene flow is computationally too expensive. The fact that some algorithms (like the PD-Flow
[12] proposed in this thesis) run in real time does not imply that this problem is solved. Those
algorithms are fast because they run on powerful GPUs or other dedicated hardware like
FPGAs. Most phones, tablets, virtual reality devices or consumer robots cannot afford to be
equipped with such hardware, and even if they were, they could not overload it just for scene
flow estimation because there are tens of other processes they must run. Therefore, we must
findmore intelligent strategies to compute scene flow. A positive step forward is the clustering
strategy proposed here and in other works like [13]. Estimating motions per cluster greatly
reduces the number of unknowns (by two or three orders of magnitude) and often improves
accuracy. The next significant improvement might come from studying how to compute the
motion of each individual cluster more efficiently.
1International Conference on Robotics and Automation (ICRA), Stockholm (Sweden), 2016.
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• It is not known how to estimate scene flowwithmonocular RGB cameras. This is a tremendous
limitation since this kind of cameras are cheap, require low power and are equipped in many
consumer products. The critical problem is that depth estimation with monocular cameras is
performed assuming that disparity between images is explained by the camera motion. When
objects move, this hypothesis is violated and there is no obvious way to estimate their 3D
position (up to scale) in space. Solutions to this problem must involve the detection of parts
of the scene that are not static (high residuals after warping according to the camera motion)
and the joint estimation of the position and motion of those elements.
From a technological point of view, in the last decade we have witnessed a spectacular
development of range sensors accompanied by a noticeable drop of their prices. In this thesis
we have mainly worked with two types of sensors: depth (or RGB-D) cameras and 2D laser
scanners. Consciously, and maybe mistakenly, we have disregarded 3D laser scanners. The main
reason justifying that decision is that, because of their high prices, our research group does not
own such sensor. Admittedly there are datasets with 3D lidar scans and simulators that could be
used to generate synthetic data. Yet, during all these years we have focused on working with real
sensors, which allowed us to test our algorithms under real conditions, and this was not possible
for 3D lidars. Nonetheless, a paradigm shift seems to be near in time because a fewmanufacturers
have announced the future release of solid-state 3D lidars at considerably lower prices than their
mirror-based counterparts. This innovation is encouraged by the imminent arrival of autonomous
cars and the fact that they rely to a great extent on this kind of sensors to work. As occurred with
the advent of Kinect in 2010, robotics might benefit from a technological breakthrough that was
not originally conceived for such purpose (although, anyway, an autonomous car is nothing but
a mobile robot).
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