Abstract-A dimension reduction method called Discrete Empirical Interpolation is proposed and shown to dramatically reduce the computational complexity of the popular Proper Orthogonal Decomposition (POD) method for constructing reduced-order models for unsteady and/or parametrized nonlinear partial differential equations (PDEs). In the presence of a general nonlinearity, the standard POD-Galerkin technique reduces dimension in the sense that far fewer variables are present, but the complexity of evaluating the nonlinear term remains that of the original problem. Empirical Interpolation posed in finite dimensional function space is a modification of POD that reduces complexity of the nonlinear term of the reduced model to a cost proportional to the number of reduced variables obtained by POD. We propose a Discrete Empirical Interpolation Method (DEIM), a variant that is suitable for reducing the dimension of systems of ordinary differential equations (ODEs) of a certain type. As presented here, it is applicable to ODEs arising from finite difference discretization of unsteady time dependent PDE and/or parametrically dependent steady state problems. However, the approach extends to arbitrary systems of nonlinear ODEs with minor modification. Our contribution is a greatly simplified description of EIM in a finite dimensional setting that possesses an error bound on the quality of approximation. An application of DEIM to a finite difference discretization of the 1-D FitzHugh-Nagumo equations is shown to reduce the dimension from 1024 to order 5 variables with negligible error over a long-time integration that fully captured non-linear limit cycle behavior. We also demonstrate applicability in higher spatial dimensions with similar state space dimension reduction and accuracy results.
I. INTRODUCTION
Model order reduction (MOR) seeks to reduce the computational complexity and computational time of largescale dynamical systems by approximations of much lower dimension that can produce nearly the same input/output response characteristics. High dimensional ODE systems arising from discretization of partial differential equations (PDEs) are primary examples. The dimension reduction technique presented here is applicable to ODEs arising from finite difference discretization of unsteady time dependent PDE and/or parametrically dependent steady state problems. However, in Subsection II.C we explain how this approach extends to arbitrary systems of nonlinear ODEs with a minor modification.
This paper concerns dimension reduction of finite difference (FD) discretization of unsteady and/or parametrized nonlinear PDEs, which arise in many applications including the steady state flow problem and unsteady neuron modeling examples used here as illustrations. These discrete systems often must become very high dimensional to achieve desired accuracy in the numerical solutions. Our purpose here is to improve the dimension reduction efficiency of proper orthogonal decomposition (POD), a popular approach to constructing reduced-order models for these discrete systems.
POD has provided reduced-order models of systems in numerous applications such as compressible flow [1] , fluid dynamics [2] , aerodynamics [3] , and optimal control [4] . However, effective dimension reduction for the PODGalerkin approach is usually limited to the linear or bi-linear terms, as shown explicitly in Section I-C. When a general nonlinearity is present, the cost to evaluate the projected nonlinear function still depends on the dimension of the original system. This often results in simulation times that hardly improve over the original system. A method for eliminating this inefficiency is therefore essential for MOR of nonlinear systems.
The common schemes for nonlinear approximation are linearization and piecewise polynomial approximation [5] , [6] , [7] , [8] . These approaches may not be efficient for systems with highly nonlinear functions which generally cannot be approximated well using low degree piecewise polynomials unless there are very many of them. Computational cost increases as the polynomial degree increases or the number of piecewise polynomials increases, eventually rendering these methods intractable. Moreover, these methods still face a problem with the choice of linearization points [8] .
The Discrete Empirical Interpolation Method (DEIM) presented in Section II, improves the POD approximation and achieves an honest complexity reduction of the nonlinear term with a complexity proportional to the number of reduced variables. This is a discrete variant of the Empirical Interpolation Method introduced by Barrault, Maday, Nguyen and Patera [9] which was originally posed in an empirically derived finite dimensional function space. The approximation from DEIM is based on projection combined with interpolation. It constructs specially selected interpolation indices that specify an interpolation based projection that gives a nearly optimal subspace approximation to the nonlinear term without the expense of orthogonal projection. The procedure for selecting these indices shown in Algorithm 1 of Section II is stable and inexpensive. An error bound for this approximation is given in Section II-B. In the final section we give computational evidence of DEIM effectiveness in two specific problem settings. DEIM applied to a 1024 variable discretization of the FitzHugh-Nagumo equations produced a reduced order model of 5 variables which was able to capture limit cycle behavior over a long-time integration. We also demonstrate similar effectiveness on a 2-D steady state parametrically dependent flow problem.
A. Problem Formulation
This section considers FD discretized systems arising from two types of nonlinear PDEs. One is unsteady timedependent and the other is steady but parametrized.
The FD discretization of an unsteady scalar nonlinear PDE in one spatial variable of the form
results in a system of nonlinear ODEs of the form
where t ∈ [0, T ] is a time variable with final time T , y(t) = [y 1 (t), . . . , y n (t)] T ∈ R n , A ∈ R n×n is a constant matrix, F is a nonlinear function evaluated at y(t) componentwise, i.e. F = [F (y 1 (t)), . . . , F (y n (t))]
T , F : I → R for I ⊂ R, with an appropriate initial condition. Here A is the discrete approximation of the linear spatial differential operator L and F is a nonlinear function of a scalar variable.
Steady nonlinear PDEs (in several spatial dimensions) might give rise similarly to a corresponding FD discretized system of the form
with the corresponding Jacobian
where y(µ) = [y 1 (µ), . . . , y n (µ)] T ∈ R n , A and F defined as for (2) . Note that, from (4), the Jacobian of the nonlinear function is a diagonal matrix given by
where F denotes the first derivative of F . The parameter
. . , generally represents the system's configuration such as geometry and material properties.
To simplify exposition, we have considered time dependence and parametric dependence separately. Note however that the two may be merged to address time dependent parametrized systems. For example, if one wished to allow for a variety of initial conditions in a time dependent problem, including them as parameters would be a possibility.
The dimension n of (2) and (3) reflects the number of spatial grid points used in the FD discretization. As noted, the dimension n can become extremely large when we want to obtain a solution with high accuracy. Hence, solving these systems becomes computationally intensive or possibly infeasible. Approximate models with much smaller dimension are therefore needed to recover the efficiency.
Projection-based techniques are commonly used for constructing a reduced-order system. These techniques construct a reduced-order system of order k n that approximates the original system through a subspace spanned by a reduced basis of dimension k in R n . This work will focus on Galerkin projection. In particular, let V k ∈ R n×k be a matrix whose orthonormal columns are the vectors in the reduced basis. Then by substituting y(t) in (2) by V kỹ (t),ỹ(t) ∈ R k and projecting the system (2) onto V k , the reduced system of (2) is of the form
Similarly, the reduced-order system of (3) is of the form
with corresponding Jacobiañ
The choice of the reduced basis clearly affects the quality of the approximation. The techniques for constructing a set of reduced basis uses a common observation that, for a particular system, the solution space is often embedded in a low dimensional manifold. Therefore, the reduced basis is generally problem dependent. In particular, these techniques construct global basis functions derived from snapshots, which are discrete samples of trajectories associated with a particular set of boundary conditions and inputs.
Amongst the various techniques for obtaining reduced basis, POD constructs a reduced basis that is optimal in the sense that a certain approximation error concerning the snapshots is minimized. Thus, the space spanned by the basis from POD often gives a better approximation than other approaches with the same dimension. The POD technique is therefore used here as a starting point.
B. Proper Orthogonal Decomposition (POD)
POD is a method for constructing a low-dimensional approximation representation of a subspace in Hilbert space. It is essentially the same as the singular value decomposition (SVD) in a finite dimensional space or in Euclidean space. It efficiently extracts the basis elements that contain characteristics of the space of expected solutions of the PDE. The POD basis in Euclidean space is defined formally as follows. Given a set of snapshots {y 1 , . . . , y ns } ⊂ R n (recall snapshots are samples of trajectories ), let Y = span{y 1 , . . . , y ns } ⊂ R n and r = rank(Y ). A POD basis of dimension k < r is a set of orthonormal vectors {φ} k i=1 ∈ R n whose linear span best approximates the space Y . The basis set {φ} k i=1 solves the minimization problem:
It is well known that the solution to (9) is provided by the set of the left singular vectors of the snapshot matrix
Then the POD basis or the optimal solution of (9) is
. The minimum 2-norm error from approximating the snapshots using the POD basis is then given by
We refer to [2] for more details on the POD basis in general Hilbert space.
The choice of the snapshot ensemble is a crucial factor in constructing a POD basis. This choice can greatly affect the approximation of the original solution space, but it is a separate issue and will not be discussed here. POD works well in many applications and generally gives better approximations than any other known reduced-basis techniques. However, when POD is used in conjunction with the Galerkin projection, effective dimension reduction is usually limited to the linear terms, as shown next in Section I-C. Systems with nonlinearities need additional treatment, which will be presented in Section II.
C. A Problem with the POD-Galerkin Approach
This section illustrates the computational inefficiency that occurs in solving the reduced-order system that is directly obtained from POD-Galerkin approach. Equation (6) has nonlinear termÑ
N(ỹ) has computational complexity depending on the dimension n of the original full-order system (2) since it requires computational complexity of order nk for matrixvector multiplications and for nonlinear function evaluations in F. In particular, suppose the complexity for evaluating the nonlinear function F with q components is O(α(q)), where α is some function of q. Then the complexity for computing (10) is roughly O(α(n) + 4nk). As a result, solving this system might still be as costly as solving the original system. This inefficiency also occurs when solving the reducedorder system (7) for the steady nonlinear PDEs by Newton iteration. In each iteration, we must evaluate not only the nonlinear term in the same form as (10) , but also the Jacobian in (8) whose computational cost still depends on the fullorder dimension n due to the Jacobian of the nonlinear term:
The computational complexity for computing (11) is roughly at least O(α(n) + 3nk + 2nk 2 ).
II. DISCRETE EMPIRICAL INTERPOLATION METHOD (DEIM)
An efficient way to overcome the difficulty described in Section I-C is to approximate the nonlinear function in (6) or (7) by projecting it onto a subspace that approximates space of the nonlinear function and is spanned by a basis of dimension m n. This section considers the nonlinear functions F(V kỹ (t)) and F(V kỹ (µ)) of the reduced-order systems (6) and (7), respectively represented by f (τ ), where τ = t or µ. The approximation from projecting f (τ ) onto the subspace spanned by the basis {u 1 , . . . , u m } ⊂ R n is of the form
where U = [u 1 , . . . , u m ] ∈ R n×m and c(τ ) is the corresponding coefficient vector. To determine c(τ ), we select appropriate m rows from the overdetermined system f (τ ) = Uc(τ ). In particular, consider a matrix
where e j is the j-th column of the identity matrix. If P T U is nonsingular, the coefficient vector c(τ ) can be determined uniquely from
and the final approximation from (12) becomes
To obtain the approximation (15), we must specify the 1) Projection basis {u 1 , . . . , u m }; 2) Interpolation indices {℘ 1 , . . . , ℘ m } used in (13). For the basis of the subspace to be used in the Galerkin projection, we use a projection basis {u 1 , . . . , u m } specific to the nonlinear function f constructed by applying the POD to the nonlinear snapshots obtained from the original full-order system. E.g., {F(y(t 1 )), . . . , F(y(t ns ))} and {F(y(µ 1 )), . . . , F(y(µ ns ))} are the sets of n s nonlinear snapshots for approximating (10) and (11), respectively. Note, these values are needed to generate the trajectory snapshots Y and hence represent no additional cost other than the SVD required to obtain U.
The interpolation indices ℘ 1 , . . . , ℘ m , used for determining the coefficient vector c(t) in the approximation (12), are selected inductively on the basis {u 1 , . . . , u m } by the DEIM algorithm introduced in the next section.
A. DEIM: Algorithm for Interpolation Indices
DEIM is a discrete variant of the Empirical Interpolation Method (EIM) proposed in [9] for constructing an approximation of a non-affine parametrized function with spatial variable defined in a continuous bounded domain Ω. The DEIM algorithm treats the continuous domain Ω as a finite set of discrete points in Ω. The selection process of DEIM algorithm essentially involves minimizing the error of the approximation via the selected index in each iteration ThB04.3
Solve (P T U)c = P T u for c 5:
as revealed through the derivation of the error bound in Section II-B.
The notation max in Algorithm 1 is the same as the function max in MATLAB. Thus, [ρ ℘ ] = max{|r|} implies ρ = |r ℘ | = max i=1,...,n {|r i |}, with the smallest index in the case of a tie.
The DEIM procedure constructs a set of indices inductively on the input basis{u i (x)} m i=1 . This DEIM index selection is described in Algorithm 1. The ordering of the input basis according to the dominant singular values is important and hence the POD basis is a suitable choice for this algorithm. The process starts from selecting the first interpolation index ℘ 1 ∈ {1, . . . , n} corresponding to the entry of the first input basis u 1 with largest magnitude. The remaining interpolation indices, ℘ for = 2, . . . , m, are selected so that each of them correspond to the entry with largest magnitude of the residual r = u −Uc from line 5 of Algorithm 1. The term r can be viewed as the residual or the error between the input basis u and its approximation Uc from interpolating the basis {u 1 , . . . , u −1 } at the indices ℘ 1 , . . . , ℘ −1 in line 4 of Algorithm 1. The linear independence of the input basis can be used to show that the DEIM procedure is indeed well-defined, i.e. P T U is nonsingular for all iterations. Moreover, the interpolation indices {℘ i } m i=1 are hierarchical and non-repeating.
B. Error Bound for DEIM
An error bound on the DEIM approximation provided in [10] gives insight into the selection process of DEIM. The error bound derives from an examination of the growth of (P T U) −1 at each step of Algorithm 1. The point selection is designed to limit this growth.
Recall from (15) that the order m approximation from DEIM for f (τ ) is given bŷ
If U ∈ R n×m has orthonormal columns, it can be shown that
where E * (τ ) = (I − UU T )f (τ ) 2 is the error of the best 2-norm approximation for f (τ ) from the space Range(U). The constant C can be obtained directly from the DEIM process.
where P, U are from iteration m of Algorithm 1. Note, C is readily computed a posteriori, and this is inexpensive for k of practical size. The a priori bound on the right of (18) is useless as an estimate and is only of theoretical interest. In our limited experience, C is generally quite modest in practice.
C. Application of DEIM
The DEIM approximation (15) developed in the previous section may now be used to approximate the nonlinear term in (10) and the Jacobian in (11) with a nonlinear approximations having computational complexity proportional to the number of reduced variables obtained with POD.
In the case of unsteady nonlinear PDEs, from (15), set τ = t and f (t) = F(V kỹ (t)), then the nonlinear function in (6) approximated by DEIM can be written as
The last equality in (20) follows from the fact that the function F evaluates componentwise at its input vector. The nonlinear term in (10) then can be approximated bỹ
Note that the term V T k U(P T U) −1 in (21) does not depend on t and therefore it can be precomputed before solving the system of ODEs. Note also that P T V kỹ (t) ∈ R m in (21) can be obtained by extracting the rows ℘ 1 , . . . , ℘ m of V k and then multiplying toỹ, which requires 2mk operations. Therefore the complexity for computing this approximation of the nonlinear term roughly becomes O(α(m) + 4km), which is independent of dimension n of the full-order system (2) .
Similarly, in the case of steady parametrized nonlinear PDEs, from (15), set τ = µ and f (µ) = F(V kỹ (µ)), then the nonlinear function in (7) approximated by DEIM can be written as
and the approximation for Jacobian of the nonlinear term (11) is of the form
where
and y r (µ) = P T V kỹ (µ), which can be computed with complexity independent of n as noted earlier. Therefore, the computational complexity for the approximation in (23) is roughly O(α(m) + 3mk + 2mk
2 ), which is independent of n.
At this point, we have the approximations from DEIM in the form of (21) and (23) that recover the computational efficiency of (10) and (11), respectively. Remark: The discussion here has been limited to componentwise functions F. However, there is a straightforward extension of this idea to general non-linear functions. One simply needs to evaluate F j (y) for j = ℘ 1 , . . . , ℘ m , where y ≈ V kỹ . Only, the components of V kỹ that are actually required to evaluate the j-th component function F j need be approximated. This scheme together with a sparse compressed row data structure to facilitate implementation is fully described in [10] . Hence, this DEIM scheme may be applied to a very broad class of ODE systems, not just those coming from discretization of PDE.
III. NUMERICAL RESULTS
The efficiency and accuracy of the approximation from DEIM will now be demonstrated through two problems. The first is a 1-D unsteady nonlinear PDE arising in neuron modeling. The second is a highly nonlinear 2-D steady state problem whose solution is obtained by solving its FD discretized system by using Newton's method. We shall refer to the method combining POD-Galerkin approach with the DEIM approximation as POD-DEIM approach. In both experiments, computation time was reduced roughly by a factor of 100.
A. The FitzHugh-Nagumo(FN) System
This subsection considers the FitzHugh-Nagumo system used in neuron modeling. It is a simplified version of the Hodgkin-Huxley model, which models in a detailed manner activation and deactivation dynamics of a spiking neuron. This system is given by (24)- (27)
The initial conditions and boundary conditions are
where the parameters L = 1, ε = 0.015, b = 0.5, γ = 2, c = 0.05. The stimulus i 0 (t) = 50000t 3 exp(−15t). The variables v and w are voltage and recovery of voltage, respectively. The dimension of the full-order system (finite difference) is 1024. This is not a scalar equation and requires a slight generalization of the problem setting discussed earlier. However, the FD discretization does indeed yield a system of ODEs of the same form as (2) . Fig. 1 shows the rapid decay around the first 40 singular values of the snapshot solutions for v, w, and the nonlinear snapshots f (v). Note that the solution of this system has limit cycle for each spatial variable x. We therefore illustrate the solutions v and w through the plots of phase-space diagram as shown in Fig. 2 for the solutions of full-order system and the POD-DEIM reduced system using both POD and DEIM of dimension 5. This reduced-order system captures the limit cycle of the original full-order system very well. The average relative errors from the reduced systems with different dimensions of POD and DEIM are presented in Fig. 3 . In this subsection, we consider the application of the POD-DEIM method for the nonlinear PDEs in 2-D spatial domain.
−∇
2 u(x, y) + s(u(x, y); µ) = 100 sin(2πx) sin(2πy), (28) where spatial variable (x, y) ∈ Ω = (0, 1)
2 ⊂ R 2 , and the homogeneous Dirichlet boundary condition. We numerically solve this system by applying Newton's method to the nonlinear equations resulting from a FD discretization. The spatial grid points (x i , y j ) are equally spaced in Ω, for i, j = 1, . . . , 50. The full dimension is then n = 2500. Fig. 4 shows the singular values and the first 3 corresponding POD bases of the sampled snapshot solutions for (28) and of the nonlinear snapshots for (29). It also shows the distribution of the first 40 points in Ω selected from the DEIM algorithm. Fig. 5 shows that POD-DEIM reduced system (with POD and DEIM having dimension 6) can accurately reproduce the solution of the full-order system of dimension 2500 with error O(10 −3 ). The errors averaging over a set of arbitrarily selected parameters µ ∈ D converge in a similar fashion as shown in Fig. 3 of the previous example. This implies that the DEIM-POD reduced-order system can give a good approximation to the original system with any µ ∈ D. 
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IV. CONCLUSIONS
We have demonstrated that DEIM is very effective in overcoming the deficiencies of POD with respect to general nonlinearities. The method has an error bound showing the obtained approximation to be nearly optimal. The average errors for POD-DEIM approach show that the accuracy of the approximation depends on the dimensions of both POD and DEIM (see Fig. 3) . The numerical results demonstrate that the POD-DEIM approach not only gives an accurate reduced system that is substantially smaller than the original system with general nonlinearity, but it also preserves the steady-state behavior (e.g. the limit cycle) of the original system. The POD-Galerkin approach combined with DEIM approximation is therefore a promising dimension reduction technique for FD discretized systems of unsteady or parametrized nonlinear PDEs. Further details and proofs of results are available in [10] .
