Abstract: Nuclear receptors (NRs) are members of a large superfamily of evolutionarily related DNA-binding transcription factors. They regulate diverse functions, such as homeostasis, reproduction, development and metabolism. As nuclear receptors bind small molecules that can easily be modified by drug design, and control functions associated with major diseases (e.g. cancer, osteoporosis and diabetes), they are promising pharmacological targets. According to their different action mechanisms or functions, NR superfamily has been classified into seven families: NR1 (thyroid hormone like), NR2 (HNF4-like), NR3 (estrogen like), NR4 (nerve growth factor IB-like), NR5 (fushi tarazu-F1 like), NR6 (germ cell nuclear factor like), and NR0 (knirps or DAX like). With the avalanche of protein sequences generated in the postgenomic age, Scientists are facing the following challenging problems. Given an uncharacterized protein sequence, how can we identify whether it is a nuclear receptor? If it is, what family even subfamily it belongs to? To address these problems, many cheminformatics tools have been developed for nuclear receptor prediction. The current review is mainly focused on this field, including the functions, computational methods and limitations of these tools.
INTRODUCTION
In the field of molecular biology, nuclear receptors (NRs) are a class of proteins found within cells that are responsible for sensing steroid and thyroid hormones and certain other molecules. Nuclear receptors are ligand-inducible transcription factors that regulate processes, such as homeostasis, differentiation, embryonic development and organ physiology. As nuclear receptors are involved in almost all aspects of human physiology and are implicated in many important diseases including cancer, diabetes and osteoporosis, understanding of these receptors has major implications for human biology and for the development of new drug treatments [1, 2] . Nuclear receptors are targets for pharmaceutical industries with similar importance as the G protein-coupled receptors (GPCRs), ion channels and kinases [3] .
*Address correspondence to this author at the Computer Department, JingDe-Zhen Ceramic Institute, China; Tel/Fax: 086-0798-8499229; E-mails: jdzxiaoxuan@163.com or xxiao@gordonlifescience.org and ligand-binding domains is a less conserved region (D domain) that behaves as a flexible hinge between the C and E domains, and contains the nuclear localization signal (NLS). The largest domain is the moderately conserved ligand-binding domain (LBD, E domain), which is responsible for many functions, mostly ligand induced, notably the AF-2 transactivation function, a strong dimerization interface, another NLS, and often a repression function. Nuclear receptors may or may not contain a final domain in the C-terminus of the E domain, the F domain, whose sequence is extremely variable and whose structure and function are unknown [6] .
The importance of NRs has prompted a rapid accumulation of the relevant data from a great diversity of fields of research: sequences, expression patterns, 3-D (threedimensional) structures, protein-protein interactions, target genes, physiological roles, mutations, etc. If searching in the comprehensive protein database UniProt (Release 2012_10) with the query words "nuclear hormone receptor family", you will obtain 7,605 results, from witch you can access the information of protein attributes, comments, ontologies and so on. Databases that revolve around a single protein family can help researchers in using all data needed for their research, while relieving them of the onerous tasks related to the retrieval of many data from different sources [7] . The NucleaRDB is a data source that holds many different data types in a well organized and easily accessible form [8] . The data are validated, internally consistent and updated regularly. The NucleaRDB provides access to the data via various interfaces, which depending on the users' needs, are suited either for automated access or interactive usage [9] . These accumulated data are very helpful for data mining and knowledge discovery. Since the function of a NR is closely correlated with which family or subfamily it belongs to, facing the avalanche of protein sequences generated in the post-genomic age, it is highly desired to develop automated methods for rapidly and effectively identifying NRs and their types according to their sequences information alone, because the knowledge thus acquired may benefit both basic research and drug development. Actually, some efforts have already been made in this regard. The current review is mainly focused on this field, including the functions, computational methods and limitations of the bioinformatics tools designed.
According to a comprehensive review [10] and demonstrated by a series of recent publications [11] [12] [13] [14] [15] , to establish a really useful statistical predictor for a protein system, we need to consider the following procedures: (1) construct or select a high quality benchmark dataset to train and test the predictor; (2) formulate the protein samples with an effective mathematical expression that can truly reflect their intrinsic correlation with the target to be predicted; (3) introduce or develop a powerful algorithm (or engine) to operate the prediction; (4) properly perform crossvalidation tests to objectively evaluate the anticipated accuracy of the predictor; (5) establish a user-friendly web-server for the predictor that is accessible to the public. The organization of content will be the same with above.
BENCHMARK DATASET
The nuclear receptor superfamily has been classified and assigned seven families according to the NucleaRDB database, which are (1) NR1: Thyroid hormone like (Thyroid hormone, Retinoic acid, RAR-related orphan receptor, Peroxisome proliferator activated, Vitamin D3-like), (2) NR2: HNF4-like (Hepatocyte nuclear factor 4, Retinoic acid X, Tailless-like, COUP-TF-like, USP), (3) NR3: Estrogen like (Estrogen, Estrogen-related, Glucocorticoid-like), (4) NR4: Nerve Growth factor IB-like (NGFI-B-like), (5) NR5: Fushi tarazu-F1 like (Fushi tarazu-F1 like), (6) NR6: Germ cell nuclear factor like (Germ cell nuclear factor) and (7) NR0: Knirps like (Knirps, Knirps-related, Embryonic gonad protein, ODR7, Trithorax) or DAX like (DAX, SHP). The dataset constructed in [16] only covered four NR families: (i) NR1; (ii) NR2; (iii) NR3; and (iv) NR5, and the sequences for the other three families are not considered because of the relatively small number (<10). The final dataset includes 282 proteins obtained from the NucleaRDB database. Furthermore, [17] classified the NRs into subfamily degree. The data was also taken from nucleaRDB database (Jul 2004 release). All putative/orphan sequences and fragments were excluded and redundancy was reduced so that pair-wise sequence identity is relative low. About 400 protein sequences compose the initial data set. According to pharmacological knowledge, these NRs belong to various subfamily components. Any subfamily that contained less than 6 proteins was dropped for further consideration and NRs were divided into 19 subfamilies. The dataset in [18] covers all the NR families, what's more, the NR0 family was divided into NR0A (Knirps like) and NR0B (DAX like), so there were 465 sequences belonging to eight types. [19] proposed a technique to identify nuclear receptors among six families and the NR0 family is not included in the dataset. As improvement to the previous work, the authors also created a negative dataset (i.e., non-NR protein sequences) so that the NRs could be distinguished from the non-NRs. The GPCR protein sequences were taken as the negative samples. The dataset of NRs used in [20] was also extracted from the nucleaRDB. The authors grouped all protein sequences by CD-HIT with the cluster identity threshold of 0.9 to ensure that no sequence had 90% sequence similarity to any sequences in the dataset, families with too few nuclear receptors were also excluded from the dataset for statistical significance. The final dataset contains 345 proteins belonging to four families: NR1, NR2, NR3 and NR5. The authors in [21] and [22] constructed a stricter benchmark dataset. The initial data set had 727 sequences covering all the seven families of nuclear receptors. To avoid any homology bias, a redundancy cutoff was imposed with the program CD-HIT to winnow those sequences which have 60% pairwise sequence identity to any other in a same subset except for the NR6 because it contained only 5 nuclear receptor protein sequences [23] . If the redundancy-cutoff operation was also executed on this class, the samples left would be too few to have any statistical significance. The final data set contains 159 sequences belonging to different families. Meanwhile, in order to train a statistical predictor with the ability to distinguish NR proteins from non-NR proteins, non-NR datasets are also constructed by collecting thousands of non-NR proteins from the UniProt at http://www.uniprot.org/ according their annotations in the "Keyword" field. After redundancy-cutoff operation as above, 500 non-NR proteins with low-redundancy are randomly selected to form the training dataset.
MATHEMATICAL EXPRESSION FOR PROTEIN SEQUENCE
The most straightforward formulation for a protein sample P of L amino acids is its entire amino acid sequence; i.e., (1) where 1 R represents the 1 st residue, 2 R the 2 nd residue, …, R L the -th L residue, and they each belong to one of the 20 native amino acids: A, C, D, E, F, G, I, K, L, M, N, P, Q, R, S, T, V, W, and Y. In order to identify its attribute(s), the sequence-similarity-search-based tools, such as BLAST [24] , was utilized to search the protein database for those proteins that have high sequence similarity to the query protein P . Subsequently, the attribute(s) of the proteins thus found were used to deduce the attribute(s) for the query P . Unfortunately, this kind of straightforward sequential model, although quite intuitive and able to contain the entire information of a protein sequence, failed to work when the query protein P did not have significant sequence similarity to any attribute-known proteins.
Thus, various non-sequential or feature vector models were proposed in hopes to establish some sort of correlation or cluster manner by which to enhance the prediction power.
Among the discrete models for a protein or protein sample, the simplest one is its amino acid (AA) composition or AAC [25] . According to the AAC-discrete model, the protein P of Eq. 1 can be formulated by [26] (2) where are the normalized occurrence frequencies of the 20 native amino acids in protein P , and T the transposing operator. Many methods for predicting protein attributes were based on the AAC-discrete model (see, e.g., [25, [27] [28] [29] ). However, as we can see from Eq. 2, if using the ACC model to represent the protein P , all its sequence-order effects would be lost, and hence the prediction quality might be considerably limited.
To avoid completely losing the sequence-order information, the pseudo amino acid composition (PseAAC) [30, 31] was proposed , as formulated by (3) where (4) where are the same as in Eq. 2, and are the pseudo amino acid components, and the weight factors.
Ever since the concept of PseAAC was introduced, it has been widely used to study various problems in proteins and proteins-related systems [32] , such as identifying bacterial virulent proteins [33] , predicting supersecondary structure [34] , predicting protein subcellular location [35] [36] [37] , predicting membrane protein types [38] , discriminating outer membrane proteins [39] , identifying antibacterial peptides [40] , identifying allergenic proteins [41] , predicting metalloproteinase family [42] , predicting protein structural class [43] , identifying GPCRs and their types [44] , identifying protein quaternary structural attributes [45] , predicting protein submitochondria locations [46] , identifying risk type of human papillomaviruses [47] , identifying cyclin proteins [48] , predicting GABA(A) receptor proteins [49] , classifying amino acids [50] , among many others (see a long list of papers cited in the References section of [10] ). Recently, the concept of PseAAC was further extended to represent the feature vectors of DNA and nucleotides [51, 52] , as well as other biological samples (see, e.g., [53, 54] ). Because it has been widely and increasingly used, recently two powerful softwares, called 'PseAAC-Builder' [55] and 'propy' [56] , were established for generating various special Chou's pseudoamino acid compositions, in addition to the web-server 'PseAAC' [57] built in 2008.
For nuclear receptor families prediction [16] , two kinds of PseAAC were actually adopted that are sequence-ordercorrelated factors [58] , and hydrophobicity-correlated factor [59] . The results thus obtained indicate that pseudo-amino acid composition could indeed provide more information about a protein sequence, resulting in the improvement of prediction accuracy.
On the other hand, the dipeptide composition [60] , which is actually also a different mode of PseAAC [55, 56] , was also used in [16] for sequence encoding. Traditional dipeptide (amino acid pair) composition was used to capture the local-order information of a protein sequence, which gives a fixed pattern length of 400. The fraction of each dipeptide was formulated as Fraction of dip(u) = Total number of dip(u) Total number of all possible dipeptides (5) where is the u-th dipeptide.
Meanwhile, the simplified 4-tuple residues composition was also used encode the amino acid sequences [17] , where the sequence alphabet was first reduced from 20 The Fourier transform (FT) has been commonly used in bioinformatics [62] [63] [64] because the frequency content of signals is often of great importance. It is a good method in capturing the essence of data. In ref. [18] , three kinds of substitution models: hydrophobicity model, electron-ion interaction potential model [65] and c-p-v model [66] , representing three principal properties of hydrophobicity, electronic property and bulk respectively, were used to transform the NR sequences into numerical sequences. Then the Fast Fourier transform (FFT) was used to transform proteins of variable length into fixed length vectors. The power spectrum or power spectral density, a measurement of the power at vari-ous frequencies was extracted by using 512-point FFT. But note that, as pointed out by Liu et al. [67] , only the lowfrequency parts of Fourier spectrum were used to represent the PseAAC components. This is because "the highfrequency components are more noisy and hence only the low-frequency components are more important, just like the case of protein internal motions where the low-frequency components are functionally more important [68] [69] [70] .
In the paper by Gupta et al. [19] , seven physicochemical properties of amino acids are used to transform the symbolic sequences into numeric sequence and depicts the variation of physicochemical properties of protein sequences. Then based on the Maximal Overlap Discrete Wavelet Transforming (MODWT) [71] , followed by proposing a novel feature extracting method based on Maximal Overlap Discrete Wavelet Transforming (MODWT) [71] . Furthermore, the dimension of the proposed feature vector is equal to 35. This helps in building faster and memory efficient classifier than dipeptide composition based approach.
Based on physicochemical characters of amino acids, Gao et al. [20] proposed an optimal pseudo amino acid composition to represent proteins for predicting the families of nuclear receptors. Six physicochemical characters of amino acids were adopted to generate the protein sequence features via the web server PseAAC at http://chou.med.harvard.edu/ bioinf/PseAA. The optimal values of the rank of correlation factor and the weighting factor about PseAAC were determined to get the appropriate descriptor of proteins that leads to the best performance.
By incorporating various physicochemical and statistical features derived from the protein sequences, such as amino acid composition, dipeptide composition, complexity factor [72] , and low-frequency Fourier spectrum components into PseAAC [10] , Wang et al. [21] developed a predictor called NR-2L predictor for identifying nuclear receptor subfamilies based on their sequence information alone.
In a latest paper Xiao et al. [22] proposed a web-server predictor called iNR-PhysChem for identifying nuclear receptors and their subfamilies via physical-chemical property matrix. In their approach, a novel mode of PseAAC was formulated to represent protein sequences by a physicalchemical matrix via a series of auto-covariance and crosscovariance transformations. A total of ten physical-chemical (PC) properties were adopted for encoding the 20 native amino acids. Thus the protein P of Eq. 1 can be formulated with a 10 L physical-chemical property matrix as given by (6) where PC 1 According to the concept of auto-covariance (AC), the correlation of the same PC property between two subsequences separated by amino acids can be formulated as
where < L and PC i represents the mean value of the ith horizontal line in Eq. 6, as given by
As we can see from Eq. 7, using auto-covariance on the physical-chemical property matrix of Eq. 6, 10
autocovariance components can be generated.
On the other hand, according to the concept of crosscovariance (CC), the correlation between two subsequences with each belonging to a different PC property can be formulated by
Hence, using cross-covariance on the physical-chemical property matrix of Eq. 6, we can generate 10 9 cross-covariance components.
Accordingly, a total of (10 + 10 9 ) = 100 components can thus be generated from Eq. 6. Thus, in this study the PseAAC for protein P is expressed as [ ] 1 2 100 u = T P (10) where u is the u-th components generated by operating the above auto-covariance and cross-covariance on the physicalchemical property matrix of Eq. 6.
OPERATION ALGORITHM OR PREDICTION EN-GINE
There have been various and mature prediction engines or classification algorithms in the field of machine learning, and they often are used directly in the area of bioinformatics, such as Covariant Discriminant (CD) [26, [73] [74] [75] [76] [77] , Support Vector Machine (SVM) [78, 79] , and K-Nearest Neighbor (KNN) [80, 81] , among many others.
The CD algorithm is a very elegant predictor based on the Mahalanobis distance [82] [83] [84] [85] [86] . It is instructive to point out that it may cause divergent problem when using the CD prediction engine to deal with those systems in which the components of constituent feature vectors are normalized. To avoid the divergent problem, the dimension-reduced procedure [31, 76, 77] based on the Chou's Invariance Theorem [26, 87] is needed. For more information about Chou's Invariance Theorem and its applications, see a Wikipedia arti-cle at http://en.wikipedia.org/wiki/Chou%27s_invariance_ theorem.
The KNN classifier is quite popular in pattern recognition community owing to its good performance and simpleto-use feature. According to the KNN rule [88] [89] [90] , named also as the "voting KNN rule", the query sample should be assigned to the subset represented by a majority of its K nearest neighbors, as illustrated in Fig. 5 of [10] . There are many different definitions to measure the "nearness" for the KNN classifier, such as Euclidean distance, Hamming distance [91] , and Mahalanobis distance [26, 82, 92] . A state-of-the-art technique in dealing with the parameter K for the KNN approach is the so-called "ensemble KNN classifier" established by fusing many individual KNN classifiers with different values of K. The ensemble KNN classifier has proved to be very powerful for predicting subcellular locations of proteins [93, 94] as well as their many other attributes (see, e.g., [95] [96] [97] [98] ). The detailed formulation of how to construct a powerful ensemble classifier by fusing many basic individual KNN classifiers, see a comprehensive reviews [81] as well as Eqs.17-23 of [10] . Fuzzy KNN classification method [99] is a special variation of the KNN classification family. Instead of roughly assigning the label based on a voting from the K nearest neighbors, it attempts to estimate the membership values that indicate how much degree the query sample belongs to the classes concerned. Obviously, it is impossible for any characteristic description to contain complete information, which would make the classification ambiguous. In view of this, the fuzzy principle is very reasonable and particularly useful under such a circumstance. Fuzzy KNN classification method has been used successfully for NR prediction [21] .
SVMs are a set of related supervised learning methods that analyze data and recognize patterns, used for classification and regression analysis. The original SVM algorithm was proposed by Vladimir Vapnik and the current standard incarnation (soft margin) was described by Corinna Cortes and Vladimir Vapnikhttp://en.wikipedia.org/wiki/Support_ vector_machine -cite_note-0#cite_note-0 [100] . This algorithm first maps data into a high-dimensional feature space, and then establishes a hyperplane as the decision-making surface, which maximizes the boundary between two classes. The actual mapping is achieved through a kernel function, making it easy to implement and fast to compute. In principle, SVM is a two-class classifier. With the recent improvements, the SVM can directly cope with multi-class classification problem via the one-against-all or pairwise approach. Of the freely accessible SVM toolkits, the LIBSVM package is one of the most famous, which can be downloaded from http://www.csie.ntu.edu.tw/~cjlin/ libsvm/. SVM has been used successfully for NR prediction [16] [17] [18] [19] [20] 22] .
RESULTS AND WEB-SERVERS
The existing methods for identifying NRs and their types can basically be summerized as follows.
The NRpred [16] is a SVM based tool for the classification of nuclear receptors on the basis of amino acid composition or dipeptide composition. The overall prediction accuracy of amino acid composition and dipeptide composition based methods is 82.6% and 97.2% respectively by 5-fold cross-validation. The method can classify the nuclear receptors among the following four families: NR1, NR2, NR3 and NR5. The web-server for Nrpred is available at www.imtech. res.in/raghava/nrpred.
The method developed by Cai and Li [17] was based a 4-tuple residue composition and SVM that can be used to classify the 19 subfamilies of NRs. It was reported by the authors [17] that about 96% success rate was observed by a 5-fold cross-validation test. Unfortunately, no web-server was provided for their method and hence its usage is limited.
The method developed in [18] was based on a combination of Fast Fourier transform with SVM; it can be used to classify NRs among among NR1, NR2, NR3, NR4, NR5, NR6, NR0A and NR0B. The overall jackknife success rate reported by the authors was 95.3%. As stated by the authors in their paper [18] , the corresponding web-server was provided at http://chem.scu.edu.cn/blast/Pred-NR. Unfortunately, it is no longer working at present.
In 2007 Gupta et al. [19] proposed a predictor for indentfying NRs and their families based on the wavelet variance of seven important physicochemical properties of amino acids. Tested by a 10-fold cross-validation, these authors reported a success rate of 99.91% in indentifying NRs from non-NRs, and by 5-fold cross-validation, a success rate of 96.19% in indentifying NRs among their five falilies. Again, no web-server was provided.
Two years later, by combining the optimal pseudo amino acid composition and SVM technique Gao et al. [20] reported an overall accuracy of 99.6% in indentifying the families of NRs among NR1, NR2, NR3 and NR5. The auuracy rate was derived from both 5-fold cross-validation and jackknife tests, indicating their method is quite competitive with that of Nrpred [16] .
All the aforementiond methods each have their own merits and did play a role in stimulating the development of this area, but they all have the following shortcomings. (1) The datasets constructed to train the predictors cover very limited NRs families. For instance, the datasets constructed in [16, 20] only cover four families. (2) The cutoff threshold set by them to remove homologous sequences was 90%, meaning that the benchmark dataset thus constructed would allow inclusion of those proteins which have up to 90% pairwise sequence identity to others. (3) The existing web-server could not filter the irrelevant sequences, and all the input sequences would be assumed belonging to NRs regardless and hence might generate meaningless outcome, and hence their application value is quite limited. To improve this kind of situations, the following two predictors were developed recently.
Wang et al. [21] developed a two-level predictor, called NR-2L, by which one can identify a query protein as a NR or non-NR based on its sequence information alone. If it is, the prediction will be automatically continued to further identify the query protein among all the seven families of NRs. The identification was made by the Fuzzy K nearest neighbor classifier based on the pseudo amino acid composi-tion. The overall success rates, achieved by the jackknife test on a low redundancy ( 60) dataset, were about 93% and 89% for the first and second level predictions, respectively. NR-2L is freely accessible at http://www.jci-bioinfo.cn/ NR2L.
Shortley afterwords, based on the benchmark dataset constructed in [21] , Xiao et al. [22] developed a predictor called iNR-PhysChem for identifying NRs and their families via Physical-Chemical Property Matrix. The overall jackknife success rate in identifying NRs or non-NRs achieved by iNR-PhysChem was over 98%, and the corresponding overall success rate in identifying NRs among their seven families was over 92%. The powerful predictor is freely accessible to the public at http://www.jci-bioinfo.cn/ iNR-PhysChem and the top page of its interface is shown in (Fig. 2) .
CONCLUSION AND PERSPECTIVES
Nuclear receptors have been deemed to play an important role in many pathological processes, such as cancer, diabetes, rheumatoid arthritis, asthma or hormone-resistance syndromes. In the post genomic age, with the increasing number of NRs being discovered and stored in biological database, it is feasible as for us to develop high throughput tools for reliably identifying NRs and their families. The information thus obtained will be very useful for both basic research and drug development. During the last decade or so, many efforts have been made in this regard [16] [17] [18] [19] [20] [21] [22] . To make the predicted results scientifically more reliable and practically more useful, the futhure efforts in this regard should be focused on the following aspects.
(1) With more experimental data available in future, the benchmark dataset used to train and test the predictor should be further improved from two different aspects. One is to enhance the coverage scope by including more classes of NR families, and the other is to impose more stringent cutoff threshold to reduce the redundancy and homologous bias.
(2) There are still many rooms to improve the formulations for protein sequences by catching the key characters of NRs and their different families via the general form of PseAAC [10] , such as by incorporating the gene ontology, functional domain, and evolution informations. The grey model approach [101] [102] [103] [104] is also quite promising in this regard.
(3) It is worthwhile to try various prediction engines that have proved quite efficient in other areas, such as Covariance Determinant (CD) [52] , GIA (grey incident degree)-nearest neighbor [103] , random forest algorithms [101, 105, 106] , as well as various ensemble classifier approaches [81, 93, [107] [108] [109] [110] [111] [112] [113] [114] [115] [116] [117] [118] [119] [120] [121] .
(4) Since user-friendly and publicly accessible web-servers represent the future direction for developing practically more useful prediction methods [122] , it is important to provide a web-server for each new predictor, making it accessible to the public and user-friendly, i.e., most experimental scientists can use it to acquire their desired data without the need to follow the detailed mathematics.
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