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1. Introduction
A group G is called a BI(l)-group (G ∈ BI(l) for short) if |〈a〉G : 〈a〉| l for every a ∈ G . As only ﬁnite
p-groups are considered in this paper, we just investigate BI(pm)-groups. Note that every p-group is
a BI(pm)-group for some integer m. It is diﬃcult to study the BI(pm)-groups if there is not restriction
on m. So we will study BI(p)-groups, BI(p2)-groups and BI(pm)-groups (m 3) with some additional
requirement.
Recall that a group G is called Dedekind group if every subgroup of G is normal in G . There are
some generalizations for Dedekind groups (for instance, see [4,5]). It is clear that G ∈ BI(1) if and
only if G is a Dedekind group. Hence the BI(l)-groups can also be seen as a kind of generalization of
Dedekind groups.
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the direct product of two BI(pm) may be a non-BI(pm)-group. Hence BI(l)-property is not closed with
respect to extension of its member.
M. Herzog, P. Longobardi, M. Maj and A. Mann [5] have investigated the so-called J -group G (G ∈ J
for short), in which each element x ∈ G satisﬁes either 〈x〉G or 〈x, xg〉G for all g ∈ G − NG (〈x〉). If
we consider only ﬁnite p-groups, it is clear that a BI(p)-group must be a J -group. But there exists a
2-group G ∈ J which is not a BI(2)-group (Example 2.1). However, by Proposition 2.2, J -property and
BI(p)-property are the same thing for p  3.
In Section 2, we investigate BI(p)-groups. By Proposition 2.2 and Example 2.1, we can concentrate
on BI(2)-groups. Using the lemmas on BI(p)-groups, we conclude that exp(G) = 4 or 8 if G ∈ BI(2)
and cl(G) = 3 (Theorem 2.8). This result is not included in [5], although the other case that G ∈ J and
cl(G) = 3 with p  3 was studied [5].
In Section 3, we study the group G ∈ BI(p2) for p  3. We prove that Gp2  Z(G), exp(G ′)  p2
and cl(G)  4 (Theorems 3.4 and 3.5). And we ﬁnd that Gp2 is cyclic if cl(G) = 4 (Theorem 3.8). In
Section 4, we study some special BI(pm)-groups. Theorem 4.1 gives us some information of regular
BI(pm)-groups with p  3. We also consider the case that G ∈ BI(pm) and exp(G) = p, cl(G) = m + 1
for p  3. In this section, a very interesting BI(pm)-group is given in Example 4.4.
We use standard notation. Throughout this paper, G denotes a ﬁnite p-group for some prime p.
H  G means that H is a normal subgroup of G . 〈a〉G is the normal closure of 〈a〉. Ωn(G) =
〈x ∈ G | xpn = 1〉, Gpn = 〈xpn | x ∈ G〉. cl(G) is the nilpotent class of G . exp(G) is the exponent of G .
γi(G), Zi(G) is the lower central series, the upper central series of G , respectively. Z(G) = Z1(G).
G ′ = γ2(G). N  H means the semidirect product of N and H , where N  N  H .
2. BI(2)-groups
It is clear that a ﬁnite p-group G ∈ BI(p) implies G ∈ J . But there is a 2-group G ∈ J which is not
a BI(2)-group.
Example 2.1. Let G = 〈a,b | a4 = 1, b24 = 1, ab = a3b22 , [a,b2] = 1〉. Then |G| = 64, 〈a〉 ∩ 〈b〉 = 1. It is
easy to check that G ∈ J (this can also be done by GAP [3]). But |〈a〉G : 〈a〉| = 4, and then G /∈ BI(2).
However, if p  3, we can prove that G ∈ J if and only if G ∈ BI(p).
Proposition 2.2. Suppose p  3. Then G ∈ J if and only if G ∈ BI(p).
Proof. We need only to prove that G ∈ J implies G ∈ BI(p). Assume G ∈ G and x ∈ G such that 〈x〉 is
not normal in G . Then [5, Lemma 7] implies that 〈x〉 is normal in 〈x〉G = 〈x, xg〉 = 〈x, [x, g]〉, where
g ∈ G − NG(〈x〉). By [5, Theorem 13], [x, g] is of order p and so |〈x〉G : 〈x〉| p. 
By Proposition 2.2, only the case p = 2 is need be considered for BI(p)-group. But since the proofs
of the following three lemmas have no difference between p = 2 and p  3, we do not drop the case
p  3 from these lemmas.
Lemma 2.3. Let G ∈ BI(p) with exp(G) = p. Then cl(G) 2.
Proof. Since G is a BI(p)-group and exp(G) = p, |〈a〉G | p2 for every a ∈ G . Thus 〈a〉G  Z2(G), and
a ∈ Z2(G), which implies cl(G) 2. 
Lemma 2.4. Let G = 〈a,b〉 be noncyclic. If |〈a〉G : 〈a〉| p, |〈b〉G : 〈b〉| p and 〈a〉 ∩ 〈b〉 = 1, then cl(G) 2
and |G ′| p.
Proof. Since G ′  〈a〉G ∩ 〈b〉G and |〈a〉G ∩ 〈b〉G |  p2, we need only to consider the case that
|〈a〉G ∩ 〈b〉G | = p2. Hence |〈a〉 ∩ 〈b〉G | = p and |〈b〉 ∩ 〈a〉G | = p.
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G = 〈b〉, which contradicts to the fact that G is noncyclic. Hence |a|, |b| > p. Let 〈a1〉 = 〈a〉 ∩ 〈b〉G and
〈b1〉 = 〈b〉 ∩ 〈a〉G . Then 〈a1〉, 〈b1〉 are the unique subgroups of order p in 〈a〉, 〈b〉, respectively. For any
x ∈ G , we see that |〈a〉G : 〈a〉 ∩ 〈a〉x|  p2, and |〈a〉 : 〈a〉 ∩ 〈a〉x|  p. Hence 〈a〉 ∩ 〈a〉x is subgroup of
a cyclic group 〈a〉 of order  p. Thus 〈a1〉  〈a〉 ∩ 〈a〉x  〈a〉x . This means 〈a1〉 G and 〈a1〉  Z(G).
Similarly, 〈b1〉 Z(G).
Since 〈a〉 ∩ 〈b〉 = 1, we have 〈a1〉 ∩ 〈b1〉 = 1 and 〈a〉G ∩ 〈b〉G = 〈a1,b1〉 is a subgroups of Z(G) and
is an elementary abelian subgroup of order p2. Then G ′  〈a〉G ∩ 〈b〉G  Z(G), and cl(G)  2. Thus
G ′ = 〈[a,b]〉 is of order p. 
Hence, by the above lemma, if G = 〈a,b〉 is a BI(p)-group with 〈a〉 ∩ 〈b〉 = 1, then cl(G)  2 and
|G ′| p.
By [5, Proposition 9], if G ∈ J , then |G : NG(〈a〉)| p. For BI(pk)-group, we have the following:
Lemma 2.5. Let G ∈ BI(pk). Then for all a ∈ G, |G : NG(〈a〉)| pk.
Proof. Let |a| = pn . Since G is a BI(pk) p-group, |〈a〉G |  pn+k . Hence there are at most
(pn+k − pn−1)/(pn − pn−1) = pk + · · · + 1 cyclic subgroups of order pn in 〈a〉G . Since 〈a〉g  〈a〉G
for every g ∈ G , we see |G : NG(〈a〉)| pk . 
From now on in this section, we focus on a BI(2)-group G . By [5, Lemma 8], Ω1(G)  Z2(G) for
G is obviously a J -group. Hence, if |a| = 2n > 2, we see that a2n−1 ∈ Z2(G). But the following lemma
shows that a2
n−1 ∈ Z(G).
Lemma 2.6. Let G ∈ BI(2). Then a2n−1 ∈ Z(G) for any a ∈ G with |a| = 2n > 2.
Proof. Suppose b ∈ G such that ab = ba. Let H = 〈a,b〉. If 〈a〉 ∩ 〈b〉 = 1, then a2n−1 ∈ 〈a〉 ∩ 〈b〉. Thus
[a2n−1 ,b] = 1. If 〈a〉∩〈b〉 = 1, by Lemma 2.4, we have cl(H) = 2 and |H ′| = 2. We also have [a2n−1 ,b] =
[a,b]2n−1 = 1. Thus a2n−1 ∈ Z(G). 
Lemma 2.7. Let G = 〈a,b〉 be a BI(2)-group with |a| = 2n  24 and |b| = 2m  2n. If b is an element of
minimal order such that G = 〈a,b〉, then 〈a〉 ∩ 〈b〉 = 1, cl(G) 2 and |G ′| 2.
Proof. By Lemma 2.4, it suﬃces to prove that 〈a〉 ∩ 〈b〉 = 1. Suppose that 〈a〉 ∩ 〈b〉 = 1. Then a2n−1 =
b2
m−1
. We consider the following three cases.
(i) m  n − 2. By [5, Corollary 15], a4 ∈ Z(G). Then b1 = a2n−mb is of order  2m−1. Obviously
G = 〈a,b1〉, which contradicts to the choice of b.
(ii) m = n. By [5, Proposition 10], cl(G) 3. By Hall–Petrescu formula,
(ab)2
n−1 = a2n−1b2n−1c2n−1(2n−1−1)/22 c2
n−1(2n−1−1)(2n−1−2)/6
3 ,
where c2 ∈ γ2(G), c3 ∈ γ3(G). By [5, Proposition 12], exp(G ′)  4. Hence (ab)2n−1 = 1. This implies
|ab| < |b|. Clearly, G = 〈a,b〉 = 〈a,ab〉, which contradicts to the choice of b.
(iii) m = n − 1. If n  5, we see |a2b| < |b| and G = 〈a,b〉 = 〈a,a2b〉. This contradicts with the
choice of b. Hence we need only to consider that n = 4, m = 3. By Lemma 2.5, a2 ∈ NG(〈b〉). By [5,
Corollary 15], ba
4 = b. Hence a2 induces an automorphism of order  2 on 〈b〉. By [5, Proposition 10],
〈a2,b2〉 is abelian. Therefore ba2 = b1+4k for some k. We have that (ba2)2 = b2+4ka4, and (ba2)4 =
b4a8 = 1. As G = 〈a,b〉 = 〈a,ba2〉, we also get a contradiction. 
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case that cl(G) = 3. If p  3 and cl(G) = 3, by [5, Proposition 21], then p = 3 and exp(G) = 32. For the
case that p = 2, we have the following theorem.
Theorem 2.8. Let G ∈ BI(2). If cl(G) = 3, then exp(G) = 8 or exp(G) = 4.
Proof. If exp(G) 2, then G is abelian, which contradicts to cl(G) = 3. So we have exp(G) 4.
Suppose that exp(G) = 2n > 8. Let a ∈ G such that |a| = 2n . Let H = 〈a,b〉, where b ∈ G . Suppose
that c be an element of minimal order such that H = 〈a, c〉. By Lemma 2.7, 〈a〉 ∩ 〈c〉 = 1 and |H ′| 2.
Then |[a,b]| = |[a, c]| 2.
We claim that [a,b] ∈ Z(G). It suﬃces to consider the case that |[a,b]| = |[a, c]| = 2. If |c| = 2,
then |〈c〉G | 4. Since [a, c] ∈ 〈c〉G , [a, c] ∈ Z(G). Now we consider |c| 4. If [a, c] ∈ 〈a〉 or [a, c] ∈ 〈c〉,
then [a, c] ∈ Z(G) by Lemma 2.6. So we assume [a, c] /∈ 〈a〉 and [a, c] /∈ 〈c〉. Since H is also a BI(2)
2-group, by Lemma 2.7, [a, c] ∈ Z(H). Hence 〈a〉H = 〈a〉 × 〈[a, c]〉 and 〈c〉H = 〈c〉 × 〈[a, c]〉. Obviously,
〈a〉G = 〈a〉H and 〈c〉G = 〈c〉H . Thus H = 〈a〉H 〈c〉H  G , and 〈[a, c]〉 = H ′  G . Since |[a, c]| = 2, we see
[a, c] ∈ Z(G).
Therefore [x, y] ∈ Z(G) if |x| = 2n or |y| = 2n . Now we consider the case that |x|, |y| < 2n . By
Hall–Petrescu formula,
(ax)2
n−1 = a2n−1x2n−1c2n−1(2n−1−1)/22 c2
n−1(2n−1−1)(2n−1−2)/6
3 ,
where c2 ∈ γ2(〈a, x〉), c3 ∈ γ3(〈a, x〉). By [5, Proposition 12], we see (ax)2n−1 = a2n−1x2n−1 = a2n−1 , which
implies |ax| = 2n . Then [ax, y] ∈ Z(G). Since [ax, y] = [a, y]x[x, y], it is clear that [x, y] ∈ Z(G). Hence
G ′  Z(G), which contradicts to cl(G) = 3. Therefore exp(G) 8. 
Using the method in the proof of this theorem, we can get the following corollary.
Corollary 2.9. Let G be a nonabelian BI(2)-group. If exp(G)  24 , then cl(G) = 2 and G ′ is an elementary
abelian 2-group.
We give two examples satisfying the requirement of this theorem.
Example 2.10. Let G = 〈a,b | a2 = b2, a4 = b4 = c2 = 1, [a,b] = a2c, [a, c] = 1, [b, c] = a2〉. Then
G ∈ BI(2) with exp(G) = 4 and cl(G) = 3.
Example 2.11. Let G = 〈a,b | a8 = b4 = 1, a4 = b2, ab = b−1〉. Then G is a generalized quaternion
group of order 16. It is easy to see G ∈ BI(2) with exp(G) = 8 and cl(G) = 3.
3. BI(p2)-groups with p  3
Throughout this section, p will be a prime  3. We ﬁrst consider a BI(p2)-group with a cyclic
subgroup of index p2. Finite p-groups with a cyclic subgroup of index p2 were studied in [7], where
these groups are given in terms of generators and relations. We use the classiﬁcation of these groups
in [1, Theorem 74.1].
Lemma 3.1. If |G| = pm+2 and exp(G) = pm with m 3, then |G ′| p2 .
Proof. By [1, Theorem 74.1], G is a metacyclic p-group or |Ω1(G)| = p3 and exp(Ω1(G)) = p. If
|Ω1(G)| = p3 and exp(Ω1(G)) = p, let a ∈ G such that |a| = pm . Then G = 〈a〉Ω1(G). Hence G ′ 
Ω1(G), and then |G ′| p2.
Now we consider the case that G is a metacyclic p-group. Let R be a normal elementary abelian
subgroup of order p2 in G and a ∈ G of order pm . Since apm−1 centralizes R and G is metacyclic,
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Therefore there is b ∈ G − (R〈a〉) with bp ∈ R so that |b| p2. Also, G/(R〈ap〉) is elementary abelian
of order p2 which gives R〈ap〉 = Φ(G) and so G = 〈a,b〉. Since G is regular, exp(〈b〉G) = p2. Then
exp(G ′) p2 for G ′  〈b〉G . Note that G ′ is cyclic for G is metacyclic, we have |G ′| p2. 
Lemma 3.2. Let G = 〈x, y〉 ∈ BI(p2). If 〈x〉 ∩ 〈y〉 = 1, then the following holds:
(1) cl(G) 4. In particular, cl(G) 3 if |x| |y| p3 .
(2) |G ′| p3 , and exp(G ′) p2 .
(3) Gp
2  Z(G).
Proof. Let |x| = pm, |y| = pn . Since G is a BI(p2)-group, |〈x〉G : 〈x〉| p2. Then |〈x〉||〈xy〉|/|〈x〉 ∩ 〈xy〉| =
|〈x〉〈xy〉| |〈x〉G | pm+2. We have |〈x〉 ∩ 〈xy〉| pm−2, and xp2 ∈ 〈x〉 ∩ 〈xy〉. Hence 〈xp2 〉 = 〈(xy)p2 〉 =
〈xp2 〉y . Let H = 〈xp2 , y〉. Then 〈xp2 〉H . By Lemma 2.5, xp2 ∈ NG(〈y〉), and 〈y〉H . Since 〈x〉∩〈y〉 = 1,
[xp2 , y] = 1, and xp2 ∈ Z(G). Similarly, yp2 ∈ Z(G).
Let H = 〈x〉G , K = 〈y〉G . Then G ′  H ∩ K . If |H ∩ K |  p3, then cl(G)  4. Hence if |y|  p2,
then |K |  p4 and H ∩ K < K . Thus we also have cl(G)  4. So we need only to consider the case
that |x|, |y| p3. Without loss of generality, we assume that m n 3. We shall prove that cl(G) 3
under this assumption, which completes the proof of (1). Since G is a BI(p2) p-group and 〈x〉∩〈y〉 = 1,
we see |H ∩ K |  p4. If |H ∩ K | = p3, then xpm−1 ∈ H ∩ K and ypn−1 ∈ H ∩ K . As we have proved
xp
m−1
, yp
n−1 ∈ Z(G), we see H ∩ K  Z2(G), which implies cl(G)  3. So we need to consider the
case that |H ∩ K | = p4. Hence xpm−2 , ypn−2 ∈ H ∩ K . Since 〈x〉 ∩ 〈y〉 = 1, H ∩ K = 〈xpm−2 , ypn−2〉. Let
A = 〈xpm−1 , ypn−1 〉. By the above argument, A  Z(G) for m,n  3. Now consider G¯ = G/A. Then
G¯ = 〈x¯, y¯〉, where x¯ = xA, y¯ = yA. Thus
∣
∣〈x¯〉G¯ : 〈x¯〉∣∣ = ∣∣H A/A : 〈x〉A/A∣∣ = ∣∣H : 〈x〉A∣∣ p.
Similarly, |〈 y¯〉G¯ : 〈 y¯〉| p. By Lemma 2.4, |G¯ ′| p, and then |G ′| p3. If |G ′| p2, then cl(G) 3. If
|G ′| = p3, then A  G ′ . As A  Z(G), we also get cl(G) 3.
Hence we have proved (1) and (2).
Let g1 = xi y j ∈ G . By Hall–Petrescu formula,
(
xi y j
)p2 = (xi)p2(y j)p2al22 al33 al44 ,
where ai ∈ γi(G), li = (p2)!/(p2 − i)!i! for i = 2,3,4. If p  5, then p2 | li for i = 2,3,4. Since
exp(G)  p2, then gp
2
1 = (xi y j)p
2 = xip2 y jp2 ∈ Z(G). For any g = xk1 ym1 · · · xkr ymr ∈ G , we see that
gp
2 = (xk1 )p2 (ym1 )p2 · · · (xkr )p2 (ymr )p2 ∈ Z(G).
Now we consider the case p = 3. We shall prove that exp(γ3(G)) = 3 in the following cases.
(i) |y| = 3. Then K = 〈y〉G is of order  33. Thus K is regular and generated by elements of order 3,
and exp(K ) = 3. Since G ′  K , we see exp(G ′) 3 and exp(γ3(G)) 3.
(ii) |x| = |y| = 32. Then |H|, |K | 34. Hence |H ∩ K | 33. Obviously, exp(γ3(G)) 3 if |H ∩ K | 32.
So we need only to consider that |H ∩ K | = 33. Now |H| = |K | = 34, |G| = 35, and |G ′| |H ∩ K | = 33.
If |G ′|  32, then exp(γ3(G))  3. Now consider that |G ′| = 33. If G ′ is cyclic, then G is regular, and
exp(G) = 32 for |x| = |y| = 32, a contradiction. Therefore |G/Ω1(G ′)| 33, and γ3(G)Ω1(G ′). Hence
exp(γ3(G)) 3.
(iii) |x| = 3m  33 and |y| = 32. (Similarly for the case |y| = 3m  33 and |x| = 32.) As above, we
need only to consider that |H ∩ K | = 33. If exp(H ∩ K )  3, then exp(γ3(G))  3. So we can assume
exp(H ∩ K ) 32. Let B = Ω1(H ∩ K ). Since x3m−1 , y3 ∈ B , we have |B| = 32. Consider G¯ = G/B . Then
G¯ = 〈x¯, y¯〉, where x¯ = xB , y¯ = yB . As above, Lemma 2.4 is applied to get that |G¯ ′| 3. Then γ3(G) B ,
and we see exp(γ3(G)) 3.
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32|l2, l4, 3|l3, and exp(γ3(G)) 3, then we see that G32  Z(G) by Hall–Petrescu formula as above. 
Lemma 3.3. Let G = 〈x, y〉 ∈ BI(p2) be noncyclic, |x| = pm, |y| = pn. If m  n and m  3, then there exists
y1 such that G = 〈x, y1〉 and 〈x〉 ∩ 〈y1〉 = 1, or 〈x〉 ∩ 〈y1〉 = 〈yp1 〉 and |y1| = p2 , where p = 3.
Proof. We proceed by induction on m + n. Let H = 〈x〉G , K = 〈y〉G .
We ﬁrst prove the special cases that n = 2 and m = n = 3, which illustrates the idea in the general
case.
(a) n = 2, and 〈x〉 ∩ 〈y〉 = 〈yp〉. If p = 3, then y1 = y satisﬁes all the requirements. Hence we
need only to consider p  5. Let M = 〈xpm−2 , y〉. It is clear that |M| p5. Hence M is regular. Since
yp = xdpm−1 for some integer d by the assumption, we see (yx−dpm−1)p = 1 by the regularity of M . Let
y1 = yx−dpm−1 . Then G = 〈x, y1〉 and 〈x〉 ∩ 〈y1〉 = 1.
(b) m = n = 3. We shall prove that cl(G)  5, exp(G ′)  p2 and exp(γ3(G))  p in the following
two cases.
(b1) 〈x〉 ∩ 〈y〉 = 〈xp〉. Then xp ∈ Z(G), and xp = (xy)p . Since G is a BI(p2) p-group, |H|  p5. By
[1, Theorem 74.1], H is metacyclic, or |Ω1(H)| = p3 and exp(Ω1(H)) = p. If H is metacyclic, then H
is a regular p-group. Since x, xy ∈ H , we see that (x−1xy)p = 1, and exp(G ′) = p for G ′  H . Hence
G ′  Ω1(H). Since H is a metacyclic p-group, it follows that |Ω1(H)|  p2, and then cl(G)  3. So
we need only to consider the case that |Ω1(H)| = |Ω1(K )| = p3 and exp(Ω1(H)) = exp(Ω1(K )) = p.
Let G¯ = G/Ω1(H), x¯ = xΩ1(H). Then |x¯| = p2 and 〈x¯〉 G¯ . Obviously G¯ ′  〈x¯〉. Therefore |G¯ ′| p, and
γ3(G)Ω1(H). We have exp(G ′) p2, exp(γ3(G) p and cl(G) 5.
(b2) 〈x〉 ∩ 〈y〉 = 〈xp2 〉. If |Ω1(H)| = p3 or |Ω1(K )| = p3, the argument in (b1) can be applied to see
that exp(G ′) p2, exp(γ3(G) p and cl(G) 5. So we need to consider the following two subcases.
(b2.1) H, K are metacyclic and H ∩ K is cyclic. Since G ′  H ∩ K , then G ′ = 〈[x, y]〉. Since x, xy ∈ H
and xp
2 = (xp2 )y = (xy)p2 , we see that [x, y]p2 = 1 by the regularity of H . Hence |G ′|  p2, and
|γ3(G)| p, cl(G) 3.
(b2.2) H, K are metacyclic and H ∩ K is noncyclic. Since p is odd, |Ω1(H ∩ K )|  p2 and H and
K are metacyclic, we have |Ω1(H)| = |Ω1(K )| = p2. Hence Ω1(H) = Ω1(H ∩ K ) = Ω1(K ). Let G¯ =
G/Ω1(H), x¯ = xΩ1(H), y¯ = yΩ1(H). Then G¯ = 〈x¯, y¯〉, 〈x¯〉∩ 〈 y¯〉 = 1 and |〈x¯〉G¯ : 〈x¯〉| p, |〈 y¯〉G¯ : 〈 y¯〉| p.
By Lemma 2.4, |G¯ ′| p, and γ3(G)Ω1(H). Therefore exp(G ′) p2, exp(γ3(G)) p, and cl(G) 4.
Now 〈x〉 ∩ 〈y〉 = 〈yp〉 or 〈yp2 〉, xp2 = ykp2 , where 1 k  p − 1. Since cl(G) 5, by Hall–Petrescu
formula,
(
xy−k
)p2 = xp2 y−kp2cn22 cn33 cn44 cn55 ,
where ci ∈ γi(G), and p2 | n2, p | n3, p | n4, p | n5 for p  3. Hence (xy−k)p2 = 1. Let y0 = xy−k ,
then G = 〈x, y0〉 and |y0|  p2. By (a), there exists y1 such that G = 〈x, y1〉 and 〈x〉 ∩ 〈y1〉 = 1, or
〈x〉 ∩ 〈y1〉 = 〈y31〉 and |y1| = 9.
(c) m = n 4.
(c1) 〈xp2 〉  〈x〉 ∩ 〈y〉. Hence xp2 ∈ Z(G) and 〈xp3 〉 G . Consider G¯ = G/〈xp3 〉 = 〈x¯, y¯〉, where x¯ =
x〈xp3 〉, y¯ = y〈xp3 〉. Obviously, |x¯| = | y¯| = p3. By the argument in (b), there exists y1 ∈ G such that
G¯ = 〈x¯, y¯1〉 and | y¯1|  p2. Thus G = 〈x, y1〉 and |y1| < |x|. Let G0 = 〈xp, y1〉. By induction, there
exists y2 such that G0 = 〈xp, y2〉, and 〈xp〉 ∩ 〈y2〉 = 1, or 〈xp〉 ∩ 〈y2〉 = 〈yp2 〉 where p = 3. Therefore
G = 〈x,G0〉 = 〈x, y2〉 and 〈x〉 ∩ 〈y2〉 = 1, or 〈x〉 ∩ 〈y2〉 = 〈yp2 〉 and |y2| = 9.
(c2) 〈x〉 ∩ 〈y〉 = 〈xpm−1 〉.
We shall prove that exp(G ′) p3, exp(γ3(G)) p2, exp(γ4(G)) p and cl(G) 6.
By [1, Theorem 74.1], H is a metacyclic group or |Ω1(H)| = p3 and exp(Ω1(H)) = p. Similarly, K
is metacyclic or |Ω1(K )| = p3 and exp(Ω1(K )) = p.
(c2.1) If |Ω1(H)| = p3 and exp(Ω1(H)) = p. Consider G¯ = G/Ω1(H) = 〈x¯, y¯〉, where x¯ = xΩ1(H),
y¯ = yΩ1(H). Obviously, 〈x¯〉 ∩ 〈 y¯〉 = 1. By Lemma 3.2, exp(G¯ ′)  p2. Since |x¯| = pm−1 = |H¯|, we have
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exp(γ3(G)) p2 and exp(γ4(G)) p. Since |G ′| p5, cl(G) 6.
(c2.2) H, K are metacyclic and H ∩ K is cyclic. Since G ′  H ∩ K , G ′ is cyclic, and G ′ = 〈[x, y]〉.
Let G¯ = G/〈xpm−1 〉 = 〈x¯, y¯〉, where x¯ = x〈xpm−1 〉, y¯ = y〈xpm−1 〉. Then 〈x¯〉 ∩ 〈 y¯〉 = 1. By Lemma 3.2,
|[x¯, y¯]| p2, and |[x, y]| p3. Hence exp(G ′) p3, exp(γ3(G)) p2, exp(γ4(G)) p and cl(G) 4.
(c2.3) H, K are metacyclic and H ∩ K is noncyclic. By above argument in (b2.2), Ω1(H) = Ω1(K )
are of order p2. Consider G¯ = G/Ω1(H) = 〈x¯, y¯〉, where x¯ = xΩ1(H), y¯ = yΩ1H . It is easy to see
that |〈x¯〉G¯ : 〈x¯〉| p, |〈 y¯〉G¯ : 〈 y¯〉| p and 〈x¯〉 ∩ 〈 y¯〉 = 1. By Lemma 2.4, |G¯ ′| p. Hence |G ′| p3, and
exp(G ′) p3, exp(γ3(G)) p2, exp(γ4(G)) p and cl(G) 4.
Since 〈x〉 ∩ 〈y〉 = 〈xpm−1 〉, xpm−1 = y−lpm−1 for some positive integer l  p − 1. By Hall–Petrescu
formula,
(
xyl
)pm−1 = xpm−1 ylpm−1cn22 cn33 cn44 cn55 cn66 ,
where ci ∈ γi(G), ni = (pm−1)!/(pm−1 − i)!i! for i = 2,3, . . . ,6. Since p  3, we see that p3 | n2, p2 | ni
for i = 3, . . . ,6. Hence (xyl)pm−1 = 1. Therefore G = 〈x, xyl〉 such that |x| > |xyl|. By induction, there
exists y1 such that G = 〈x, y1〉 and 〈x〉 ∩ 〈y1〉 = 1, or 〈x〉 ∩ 〈y1〉 = 〈y31〉 and |y1| = 9.
(c3) 〈x〉 ∩ 〈y〉 = 〈xpm−k 〉 for some k  2. In this case, we consider the quotient group G¯ =
G/〈xpm−k−1 〉 = 〈x¯, y¯〉, where x¯ = x〈xpm−k−1 〉, y¯ = y〈xpm−k−1 〉. Then (c2) is applied to ﬁnd y0 ∈ G such
that G¯ = 〈x¯, y¯0〉 with | y¯0| < | y¯|. Hence G = 〈x, y0〉 with |y0| < |y|. By induction, there exits y1 satis-
fying all the requirements.
(d) m > n  3. Let G1 = 〈xpm−n , y〉. By induction, there exists y1 such that G1 = 〈xpm−n , y1〉 and
〈xpm−n 〉 ∩ 〈y1〉 = 1, or 〈xpm−n 〉 ∩ 〈y1〉 = 〈y31〉 and |y1| = 9. Hence G = 〈x,G1〉 = 〈x, y1〉 satisfying all the
requirements. 
Theorem 3.4. Let G ∈ BI(p2). Then Gp2  Z(G) and exp(G ′) p2 .
Proof. We ﬁrst prove that Gp
2  Z(G). Let x ∈ G such that |x| = pm  p3. For any y ∈ G , we con-
sider G1 = 〈x, y〉. In order to prove Gp2  Z(G), it suﬃces to prove [xp2 , y] = 1. If 〈x〉 ∩ 〈y〉 = 1, by
Lemma 3.2, Gp
2
1  Z(G1), which implies [xp
2
, y] = [x, yp2 ] = 1.
(i) |y|  p2. By above argument, we need only to consider that |y| = p2 and 〈x〉 ∩ 〈y〉 = 〈yp〉. If
m = 3, then xp2 ∈ 〈yp〉  Z(G1) and so [xp2 , y] = 1. Let m > 3 and x0 ∈ 〈x〉 be such that xp0 = y−p .
By Lemma 2.5, |〈x〉 : N〈x〉(〈y〉)|  p2 and so 〈x0〉 normalizes 〈y〉 and therefore [x0, y] ∈ 〈yp〉 so that
〈x0, y〉 is of order p3 and class  2. Set y1 = x0 y so that yp1 = xp0 yp = 1 and G1 = 〈x, y〉 = 〈x, y1〉. By
Lemma 3.2, xp
2 ∈ Z(G1) and we are done.
(ii) |y|  p3. Without loss of generality, assume that |x|  |y|. If there exists y1 such that G1 =
〈x, y〉 = 〈x, y1〉 and 〈x〉 ∩ 〈y1〉 = 1, by Lemma 3.2, we have that Gp
2
1  Z(G1), which means [xp
2
, y] =
[x, yp2 ] = 1. By Lemma 3.3, there is only one exceptional case that p = 3, G1 = 〈x, y〉 = 〈x, y1〉,
〈x〉 ∩ 〈y1〉 = 〈y31〉 and |y1| = 9. By (i) applied to G1 = 〈x, y1〉, we get x3
2 ∈ Z(G1).
Next we prove exp(G ′) p2.
We claim that |[x, y]|  p2 for all x, y ∈ G . If |y|  p2, then |〈y〉G |  p4. Suppose that
exp(〈y〉G) p3. If exp(〈y〉G) = p4, 〈y〉G is a normal cyclic subgroup of G , and then 〈y〉  G , a con-
tradiction. Hence exp(〈y〉G) = p3, and there exists w ∈ 〈y〉G such that |w| = p3. This implies 〈y〉G is
regular, and exp(〈y〉G) = |y| p2, also a contradiction. Therefore exp(〈y〉G) p2. Hence |[x, y]| p2
for [x, y] ∈ 〈y〉G for every x ∈ G . If |x| |y| p3, consider that G1 = 〈x, y〉. By Lemma 3.3, there exists
y1 such that G1 = 〈x, y〉 = 〈x, y1〉 and 〈x〉∩〈y1〉 = 1, or 〈x〉∩〈y1〉 = 〈y31〉 and |y1| = 9. If 〈x〉∩〈y1〉 = 1,
by Lemma 3.2, |[x, y]| p2. If 〈x〉∩〈y1〉 = 1, then |y1| = 32, we also see that |[x, y]| 32 by the above
argument.
Now it suﬃces to prove that exp(〈a,b〉)  p2 for any a,b ∈ G with |a|, |b|  p2. Let A = 〈a,b〉,
H = 〈a〉A , K = 〈b〉A . Hence |H|, |K | p4 and |A| p6. If |A| = p6, it is easy to see that |H ∩ K | p2,
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consider |A| p5. Suppose exp(A)  p3. By [1, Theorem 74.1], A is metacyclic, or |Ω1(A)| = p3 and
exp(Ω1(A)) = p. If A is metacyclic, then A is regular, and exp(A)  p2. Now consider the case that
|Ω1(A)| = p3 and exp(Ω1(A)) = p. Hence exp(Ω2(A))  p2. But a,b ∈ Ω2(A), a contradiction. Hence
exp(A) p2, and then exp(G ′) p2. 
Theorem 3.5. Let G ∈ BI(p2). Then cl(G) 4.
Proof. It suﬃces to prove that [x, y] ∈ Z3(G) for any x, y ∈ G . Let |x| = pm , |y| = pn , H = 〈x〉G ,
K = 〈y〉G . If |H ∩ K | p3, then [x, y] ∈ Z3(G) for [x, y] ∈ H ∩ K  G .
(i) m 2 and n 2. Hence |H|, |K | p4, and |H ′|, |K ′| p2. If y ∈ H , then [x, y] ∈ H ′ , and [x, y] ∈
Z2(G)  Z3(G). Similarly, [x, y] ∈ Z3(G) if x ∈ K . Now assume x /∈ K , y /∈ H . Thus |H ∩ K |  p3, and
then [x, y] ∈ Z3(G).
(ii) m  2 and n  3. (Similarly for m  3 and n  2.) Since |H|  p4, we need only to consider
|H ∩ K | = p4. Hence H  K . By Lemma 3.1, |K ′| p2. Therefore [x, y] ∈ Z3(G).
(iii) m  3 and n  3. If 〈x〉 ∩ 〈y〉 = 1, then |H ∩ K |  p4. As before, we need only to consider
that |H ∩ K | = p4. Thus xpm−1 ∈ 〈x〉 ∩ K , and xpm−1 ∈ H ∩ K . Similarly, ypn−1 ∈ H ∩ K . By Theorem 3.4,
xp
m−1
, yp
n−1 ∈ Z(G). Hence H ∩ K  Z3(G), and [x, y] ∈ Z3(G). Now we consider that 〈x〉∩ 〈y〉 = 1. Let
G1 = 〈x, y〉. We can assume m n. By Lemma 3.3, there exists y1 such that G1 = 〈x, y〉 = 〈x, y1〉 and
〈x〉 ∩ 〈y1〉 = 1, or 〈x〉 ∩ 〈y1〉 = 〈y31〉 and |y1| = 9. If 〈x〉 ∩ 〈y1〉 = 1, we see G ′1  Z3(G) as above, and
then [x, y] ∈ Z3(G). In the case that 〈x〉 ∩ 〈y1〉 = 1, by (ii) above, we also have [x, y] ∈ G ′1  Z3(G) for|y1| = 9. 
Lemma 3.6. Let G ∈ BI(p2). Suppose x, y ∈ G, |x| = pm  p3 and |y| = pn  p3 . If 〈x〉 ∩ 〈y〉 = 1, then
[x, y] ∈ Z2(G).
Proof. By Theorem 3.4, xp
m−1
, yp
n−1 ∈ Z(G). Let H = 〈x〉G , K = 〈y〉G . Since G is a B I(p2)-group,
|H ∩ K | p4. If |H ∩ K | p2, then [x, y] ∈ H ∩ K  Z2(G). If |H ∩ K | = p3, then xpm−1 , ypn−1 ∈ Z(G),
and [x, y] ∈ H ∩ K  Z2(G). So we need only to consider |H ∩ K | = p4. If m  4, by Theorem 3.4,
xp
m−2 ∈ Z(G). Since ypn−1 ∈ Z(G) and xpm−2 , ypn−1 ∈ H ∩ K , we have that [x, y] ∈ H ∩ K  Z2(G).
Similarly for the case that n 4.
Now assume that |H ∩ K | = p4 and m = n = 3. Since 〈x〉 ∩ 〈y〉 = 1 we have |H ∩ 〈y〉| = p2 and
so yp ∈ H . Thus H = 〈x, yp〉 = 〈x〉〈yp〉 is of order p5 and HK  G is of order p6 since HK = H〈y〉
with yp ∈ H . But |〈x〉〈y〉| = |〈x〉||〈y〉| = p6 and so HK = 〈x〉〈y〉. By [6, Satz 11.5, Kapitel III], HK is
metacyclic and so regular. Thus exp(HK ) = p3 which implies that (HK )′  G is cyclic of order  p2.
Hence [x, y] ∈ (HK )′  Z2(G). 
Theorem 3.7. Let G ∈ BI(p2). Then cl(G) 3 if and only if [Ω2(G),G] Z2(G).
Proof. Obviously, we need only to prove that our condition is suﬃcient. Suppose x, y ∈ G . If |y| p2
(or |x| p2), then [x, y] ∈ Z2(G) by assumption. Hence we can assume that |x| |y| p3. Let G1 =
〈x, y〉. By Lemma 3.3, there exists y1 such that G1 = 〈x, y1〉 and 〈x〉 ∩ 〈y1〉 = 1, or 〈x〉 ∩ 〈y1〉 = 〈y31〉
and |y1| = 9. If |y1|  p2, then [x, y1] ∈ Z2(G) by assumption, and [x, y] ∈ G ′1  Z2(G). If |y1|  p3,
then 〈x〉 ∩ 〈y1〉 = 1, by Lemma 3.6, [x, y1] ∈ Z2(G), and [x, y] ∈ G ′1  Z2(G). Therefore cl(G) 3. 
Theorem 3.8. Let G ∈ BI(p2). If cl(G) = 4, then Gp2 is cyclic.
Proof. Suppose that Gp
2
is not cyclic. Then we need only to get a contradiction for the case that
exp(G) = pm  p3.
Let x ∈ G such that |x| = pm = exp(G). We shall prove that [x, y] ∈ Z2(G) for every y ∈ G . Let G1 =
〈x, y〉. By Lemma 3.3, there exists y1 ∈ G1 such that G1 = 〈x, y1〉 and 〈x〉∩〈y1〉 = 1, or 〈x〉∩〈y1〉 = 〈y31〉
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Z2(G). Now consider the case |y1|  p2, which include the case that p = 3, 〈x〉 ∩ 〈y1〉 = 〈y31〉 and
|y1| = 32. We claim that there exists z ∈ G such that zp2 /∈ 〈x〉. Otherwise, gp2 ∈ 〈x〉 for every g ∈ G .
Since |x| = pm = exp(G), then we have gp2 ∈ 〈xp2 〉, and then Gp2 = 〈xp2 〉 is cyclic, a contradiction. Let
G2 = 〈x, z〉. By Lemma 3.3, there exists z1 ∈ G2 such that G2 = 〈x, z1〉 and 〈x〉∩〈z1〉 = 1, or 〈x〉∩〈z1〉 =
〈z31〉 and |z1| = 32. If |z1|  p2, we have that |G ′2|  p3 for G ′2 is a proper subgroup of 〈z1〉G2 and
G2 ∈ BI(p2). By Theorem 3.4, exp(G ′2)  p2. If |G ′2| = p3, then |Ω1(G ′2)|  p2, and γ3(G2) Ω1(G ′2).
Thus we have that exp(γ3(G2))  p. By Hall–Petrescu formula, we see that (xz1)p
2 = xp2 zp21 = xp
2
.
In the way, we see that gp
2
2 ∈ 〈xp
2 〉 for every g2 ∈ G2, which contradicts to the choice of z. Hence
we have |z1|  p3, and then 〈x〉 ∩ 〈z1〉 = 1. By Lemma 3.6, we have [x, z1] ∈ Z2(G). Let a = z1 y1.
Since |y1| p2, using the above method for |z1| p2, we see that ap2 = zp
2
1 y
p2
1 = zp
2
1 . It follows that|a| = |z1| and 〈x〉 ∩ 〈a〉 = 1. By Lemma 3.6, we have [x,a] ∈ Z2(G). Since [x,a] = [x, z1][x, y1]z1 , we
have [x, y1]z1 = [x, z1]−1[x,a] ∈ Z2(G), and [x, y] ∈ Z2(G).
Next we shall prove that [x1, x2] ∈ Z2(G) for every x1, x2 ∈ G , which contradicts to the assumption
cl(G) = 4. If |x1| = pm or |x2| = pm , [x1, x2] ∈ Z2(G) by the above argument. So we need only to
consider the case that |x1| < pm and |x2| < pm . Let G3 = 〈x, x1〉. By Lemma 3.3, there exists x′1 ∈ G3
such that G3 = 〈x, x′1〉 and 〈x〉 ∩ 〈x′1〉 = 1, or 〈x〉 ∩ 〈x′1〉 = 〈x′31 〉 with |x′1| = 9. If 〈x〉 ∩ 〈x′1〉 = 1, by
Lemma 3.2, we have |G ′3|  p3. If |x′1| = 32, by the above argument in last paragraph, we also have
|G ′3|  33. Hence, as above, we see that γ3(G3)  Ω1(G ′3). By Hall–Petrescu formula, we have that
(xx1)p
m−1 = xpm−1xpm−11 = xp
m−1
, and |xx1| = pm . Thus we have [xx1, x2] ∈ Z2(G). As we have proved
that [x, x2] ∈ Z2(G), we see that [x1, x2] ∈ Z2(G), as required. 
4. Some special BI(pm)-groups
Every ﬁnite p-group is a BI(pm)-group for some m. It is diﬃcult to study BI(pm)-groups without
any restriction. In this section, only some special BI(pm)-groups are considered.
Theorem 4.1. Let G ∈ BI(pm) with p  3. If G is regular, then Gpm  Z(G), cl(G) < 1+ (2mp − 1)/(p − 1),
and |G ′| p(m+1)(2m+1) . If, in addition, exp(G) = pr  pm, then cl(G) < 1+ (p(m+ r −1)−1)/(p−1) and
|G ′| p(m+r)(m+r−1)/2 .
Proof. Let x ∈ G with |x| = pn  pm . For every y ∈ G , we consider G1 = 〈x, y〉. We shall prove Gp
m
1 
Z(G1), and then xp
m ∈ Z(G) and Gpm  Z(G). Without loss of generality, assume that |x|  |y|. If
〈x〉 ∩ 〈y〉 = 1, then xlpr = yps for some integer l, r, s, and (l, p) = 1, |y| > ps . Since |x| |y|, r  s. Let
y1 = x−lpr−s y. Since G is regular, yp
s
1 = 1, and |y1| < |y|. Obviously, G1 = 〈x, y1〉. In this way, we can
ﬁnd z such that G1 = 〈x, z〉 with 〈x〉 ∩ 〈z〉 = 1. As G1 is also a BI(pm) group, |〈x〉G1 : 〈x〉|  pm , and
|〈x〉 ∩ 〈xz〉|  pn−m . Thus 〈xpm 〉, 〈(xz)pm 〉  〈x〉 ∩ 〈xz〉, and 〈xpm 〉 = 〈(xz)pm 〉 = 〈xpm 〉z . Let M = 〈xpm , z〉.
Then 〈xpm 〉 M . By Lemma 2.5, 〈z〉 M . Hence [xpm , z] = 1 for 〈x〉 ∩ 〈z〉 = 1, and then xpm ∈ Z(G1).
Similarly zp
m ∈ Z(G1). We see that Gp
m
1  Z(G1) for G1 is regular.
For any a ∈ G , NG(〈a〉)/CG (〈a〉) is isomorphic to subgroup of Aut(〈a〉). Since p  3, NG(〈a〉)/CG (〈a〉)
is cyclic. Since Gp
m  Z(G), we see that exp(NG(〈a〉)/CG (〈a〉)) pm . Hence |NG(〈a〉)/CG (〈a〉)| pm . By
Lemma 2.5, |G : NG(〈a〉)| pm . We have
∣∣G : CG
(〈a〉)∣∣ = ∣∣G : NG
(〈a〉)∣∣∣∣NG
(〈a〉) : CG
(〈a〉)∣∣ p2m.
This means that b(G) 2m. By [2, Theorem 3], cl(G) < 1 + (2mp − 1)/(p − 1). By the main theorem
in [8], |G ′| p(m+1)(2m+1) .
Now suppose exp(G) = pr  pm . Then |NG(〈b〉) : CG(〈b〉)| pr−1 for every b ∈ G . Then we see that
b(G)m + r − 1. By the same results above, we see that cl(G) < 1+ (p(m + r − 1) − 1)/(p − 1) and
|G ′| p(m+r)(m+r−1)/2. 
The following example implies that the order of G ′ in Theorem 4.1 is best possible when r = 1.
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1  j < k  m + 1. It is easy to see that G ∈ BI(pm) with cl(G) = 2, and G ′ = Z(G) = 〈a12〉 × · · · ×
〈ai,i+1〉 × · · · × 〈am,m+1〉, and then |G ′| = pm(m+1)/2.
Theorem 4.3. Let G ∈ BI(pm) with p  3. If exp(G) = p and cl(G) =m + 1, then |G ′| = pm.
Proof. Since cl(G) = m + 1, there exist x, y such that [x, y] ∈ Zm(G) − Zm−1(G). Hence |〈[x, y]〉G | 
pm . Since |〈x〉G : 〈x〉|  pm and x /∈ 〈[x, y]〉G , exp(G) = p, we have |〈[x, y]〉G | = pm . Then 〈x〉G =
〈[x, y]〉G  〈x〉. Similarly, 〈y〉G = 〈[x, y]〉G  〈y〉. Let G1 = 〈x〉G 〈y〉G .
We claim that G1 ∩ Z(G) = 〈[x, y]〉G ∩ Z(G) is a cyclic group of order p. By the choice of [x, y],
we see |〈[x, y]〉G ∩ Z(G)| = p. It is easy to see that |〈x〉G ∩ Z(G)| = |〈y〉G ∩ Z(G)| = p. Suppose that
|G1 ∩ Z(G)| p2, then there exist 1 i, j  p−1 such that g = cxi y j ∈ G1 ∩ Z(G), where c ∈ 〈[x, y]〉G .
Hence [cxi y j, y] = 1. Let G¯ = G/Zm−1(G), and c¯ = cZm−1(G), x¯ = xZm−1(G), y¯ = yZm−1(G). Then
[c¯x¯i y¯ j, y¯] = 1, and then [x¯, y¯]i = 1. Since (i, p) = 1, we see [x, y] ∈ Zm−1(G), a contradiction.
Suppose there exists w ∈ Z2(G) − Z(G) such that 〈w〉G ∩ G1 = 1. Then 〈G1, 〈w〉G 〉 = G1 × 〈w〉G .
Let g = xw . Since [g, y] = [x, y]w [w, y] = [x, y], we see that 〈[x, y]〉G  〈g〉G . As exp(G) = p,
〈[x, y]〉G ∩ 〈g〉 = 1. By the choice of w , there exists b ∈ G such that [w,b] = 1. Let w1 = [w,b]. Then
[g,b] = [x,b]w [w,b] = [x,b]ww1. Note that [x,b]w ∈ G1. If [g,b] ∈ 〈[x, y]〉G  〈g〉, then [x,b]ww1 =
sgk = sxkwk , where s ∈ 〈[x, y]〉G ,k is an integer with (k, p) = 1. Hence wkw−11 = (sxk)−1[x,b]w . Since
wkw−11 ∈ 〈w〉G and (sxk)−1[x,b]w ∈ G1, we have wkw−11 = 1, and wk = w1. Thus w ∈ 〈[w,b]〉G ,
a contradiction. Hence [g,b] /∈ 〈[x, y]〉G 〈g〉. But [g,b] ∈ 〈g〉G . So we see that |〈g〉G : 〈g〉| > pm , which
contradicts to G ∈ BI(pm). Therefore, 〈w〉G ∩ G1 = 1 for any w ∈ Z2(G) − Z(G). Hence 〈a〉G ∩ G1 = 1
for any a ∈ G − Z(G). Let A = G1 ∩ Z(G). Then A  〈a〉G . So G/A ∈ BI(pm−1). By Theorem 4.1,
cl(G/A)  m − 1. Obviously [xA, yA] ∈ Zm−1(G/A) − Zm−2(G/A) and then cl(G/A) = m − 1. By in-
duction, |(G/A)′| = pm−1, and then |G ′| = pm . 
Now we give an interesting example of BI(pm)-group.
Example 4.4. Let H1 = 〈x〉 × 〈a1〉 × · · · × 〈am〉, where |x| = p2, |ai| = p for i = 1, . . . ,m. Let
b1, . . . ,bm+1 ∈ Aut(H1) deﬁned by xbi = xai , abij = a j for i = 1, . . . ,m, j = 1, . . . ,m, xbm+1 = x1+p ,
a
bm+1
j = a j for j = 1, . . . ,m. Let H2 = 〈b1, . . . ,bm+1〉, and H = H1  H2. Obviously, H2 = 〈b1〉 × · · · ×
〈bm+1〉 is an elementary abelian p-group of order pm+1, and H1 = 〈x〉H . Then H ∈ BI(pm).
Proposition 4.5. Let T = G × H, where G ∈ BI(pm), H is the group in Example 4.4. If T ∈ BI(pm), then G is
an elementary abelian p-group.
Proof. All symbols in Example 4.4 have the same meaning in the following proof.
We shall ﬁrst prove that exp(G) = p. Suppose g ∈ G with |g| = p2. It is clear that [gx,h] = [x,h]
for any h ∈ H . Let A = 〈xp〉 × 〈a1〉 × · · · × 〈am〉. By the deﬁnition of H , we see A  〈gx〉T . Then
|〈gx〉T : 〈gx〉| > pm , which contradicts to T ∈ BI(pm).
Now we prove G is abelian. Otherwise, there exists g1 ∈ Z2(G) − Z(G). Then 〈g1〉G = 〈g1〉 ×
[〈g1〉,G]. [〈g1〉,G] = 1 by the choice of g1. Let B = 〈a1〉 × · · · × 〈am〉. As above, [〈g1〉,G]  〈g1〉T ,
B  〈g1x〉T . Obviously, [〈g1〉,G] ∩ 〈g1x〉 = 1, B ∩ 〈g1x〉 = 1. Let A1 = [〈g1〉,G] × 〈g1x〉, A2 = B × 〈g1x〉.
Then A1 ∩ A2 = 〈g1x〉, and |A1A2| > pm+2. Since Ai  〈g1x〉T , we have |〈g1x〉T : 〈g1x〉| > pm , a contra-
diction. 
Proposition 4.6. Let T = G × H, where G is an elementary p-group and H ∈ BI(pm). Then T ∈ BI(pm).
Proof. Let h ∈ H, g ∈ G . Then 〈gh〉T = 〈gh, [〈gh〉, T ]〉 = 〈gh, [〈gh〉, H]〉 = 〈gh, [〈h〉, H]〉. It is clear
that 〈h〉H = 〈h, [〈h〉, H]〉, [〈h〉H , H]  〈h〉H , [〈h〉, H]  [〈h〉H , H], and [〈h〉H , H]  H . Hence 〈h〉H =
〈h〉[〈h〉H , H] and 〈gh〉T  〈gh〉[〈h〉H , H]. Since h /∈ [〈h〉H , H] for H is a p-group, it follows that
〈h〉 ∩ [〈h〉H , H] = 〈hp〉 ∩ [〈h〉H , H]. Note that (gh)p = hp for G is elementary. We see 〈h〉 ∩ [〈H〉H , H]
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and then |〈h〉[〈h〉H , H]| = |〈gh〉[〈h〉H , H]|, which implies |〈h〉H |  |〈gh〉T |. So we have that |〈gh〉T :
〈gh〉| |〈h〉H : 〈h〉| pm . 
Combining Propositions 4.5, 4.6, we get the following theorem.
Theorem 4.7. Let G ∈ BI(pm). Then G × H ∈ BI(pm) for every H ∈ BI(pm) if and only if G is an elementary
abelian p-group.
By Theorem 4.7, the direct product of two BI(pm)-groups may not be a BI(pm)-group. The following
example tell us the direct product of two BI(pm)-groups may be a BI(p3m)-group.
Example 4.8. Let A = 〈a1〉 × 〈a2〉, where |a1| = p2m , |a2| = pm . Let b1,b2 ∈ Aut(A) deﬁned by ab11 =
a1a2, a
b1
2 = a2, ab21 = ap
m+1
1 ,a
b2
2 = a2. B = 〈b1,b2〉. Then |b1| = |b2| = pm , and B = 〈b1〉 × 〈b2〉. Let G =
A  B , then G1 = 〈a1,a2,b1,b2〉 ∈ BI(pm) and 〈a1〉G1 : 〈a1〉| = pm . Let G2 be an isomorphic image of
G1, x1, x2, y1, y2, be the image of a1,a2,b1,b2, respectively. Hence G2 = 〈x1, x2, y1, y2〉 ∼= G1 ∈ BI(pm).
Let G = G1 × G2. Then |〈a1x1〉G : 〈a1x1〉| = p3m , and G ∈ BI(p3m).
Acknowledgments
The authors are very grateful to the referee who read the manuscript carefully and provided a lot
of valuable suggestions and useful comments.
References
[1] Y. Berkovich, Z. Janko, Groups of Prime Order, vol. 2, Walter de Gruyter, Berlin, 2008.
[2] J.A. Gallian, On the breadth of ﬁnite p-groups, Math. Z. 126 (1972) 224–226.
[3] The GAP Group, GAP – groups, algorithms, and programming, ver. 4.4, http://www.gap-system.org, 2005.
[4] X. Guo, J. Wang, On generalized Dedekind groups, Acta Math. Hungar. 122 (1–2) (2009) 37–44.
[5] M. Herzog, P. Longobardi, M. Maj, A. Mann, On generalized Dedekind groups and Tarski super Monsters, J. Algebra 226
(2000) 690–713.
[6] Huppert, Endliche Gruppen I, Grundlehren Math. Wiss., vol. 134, Springer-Verlag, Berlin–Heidelberg–New York, 1967.
[7] Y. Ninomiya, Finite p-groups with cyclic subgroups of index p2, Math. J. Okayama Univ. 36 (1994) 1–21.
[8] M.R. Vaughan-Lee, Breadth and commutator subgroups of p-groups, J. Algebra 32 (1974) 278–285.
