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Abstract
For positive integers n; b16 b26 · · ·6 bn and t6 n, let It be the transversal monomial ideal
generated by square-free monomials
yi1j1yi2j2 · · · yit jt ; 16 i1 ¡i2 ¡ · · ·¡it6 n; 16 jk6 bik ; k = 1; : : : ; t; (∗)
where yij’s are distinct indeterminates. It is observed that the simplicial complex associated to
this ideal is pure shellable if and only if b1=· · ·=bn=1, but its Alexander dual is always pure and
shellable. The simplicial complex admits some weaker shelling which leads to the computation
of its Hilbert series. The main result is the construction of the minimal free resolution for the
quotient ring of It . This class of monomial ideals includes the ideals of t-minors of generic
pluri-circulant matrices under a change of coordinates. The last family of ideals arise from some
specializations of the de;ning ideals of generic singularities of algebraic varieties.
c© 2003 Elsevier B.V. All rights reserved.
MSC: 13D02; 13F55; 13D40
0. Introduction
While a canonical minimal free resolution of an arbitrary monomial ideal is not
yet known, diAerent classes of them have received their own treatments (see [17] for
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a beautiful account on the subject). Stable monomial ideals studied in [12], ideals
generated by monomials of constant degree considered in [9], and generic monomial
ideals treated in [3], are some examples of such classes of monomial ideals (see [2]
where generic monomial ideals were ;rst de;ned and [18] for currently used de;nition
of genericity). In this paper “transversal” monomial ideals, the class of ideals generated
by the square-free monomials given by (∗), have been examined. Square-free monomial
ideals enjoy special properties reJected in their simplicial complexes. It appears that
the simplicial complex associated to a transversal monomial ideal is pure shellable in
a very special case, and, it is Gorenstein if and only if the ideal is principal (see
Proposition 1.1). However, the Alexander dual of the simplicial complex is always
pure and shellable, which shows that these ideals admit linear free resolutions and
their quotient rings are Golod (Proposition 2.1). Nevertheless, the Buchsbaum property
is valid only when the monomials are quadratic (Proposition 2.3). In spite of the fact
that the simplicial complex associated to a transversal monomial ideal is not generally
shellable, it admits some linear order on its facets which appears to be suKcient for the
application of an exact sequence which is usually considered for shellable complexes
(see (2.1)). This enables one to compute the Hilbert series of the simplicial complex
explicitly (Theorem 2.4).
Transversal monomial ideals exhibit rather simple structures in contrast to other
classes of monomial ideals cited above. Transversal monomial ideals behave well under
the exact sequence induced by multiplication by an indeterminate (see (3.3)). This
observation is essential in the proof of the main theorem (Theorem 3.1).
The Eagon–Northcott complex associated to the ideal of maximal minors of a matrix
with entries in a commutative ring is a nice construction which provides a minimal
free resolution when the height of the ideal is maximal. The transversal monomial
ideals can easily be expressed as the ideal of t-minors of a matrix (see Section 1).
This helps to construct a natural chain complex for a transversal monomial ideal by
means of certain amalgamation of Eagon–Northcott complexes together with additional
“diagonal syzygies” (see Section 3). A convenient quotient of this complex turns out
to be the minimal free resolution for the transversal monomial ideal (see Theorem 3.1).
The motivation for this work comes from the study of generic multiple points in
algebraic geometry. More precisely, certain specializations of the de;ning ideals of
generic singularities are given by the t-minors of generic pluri-circulant matrices [21].
Generic pluri-circulant matrices (see Section 4 for de;nition) are introduced in [23]
where their ideals of t-minors are also studied. Under some assumptions and a suitable
change of coordinates, these ideals are generated by certain square-free monomials (see
Section 4). Transversal monomial ideals generalize these monomial ideals. In fact, this
generalization has been crucial in proving some of the results which seem to be more
diKcult even in the special case (see Theorem 4.1).
Section 1 is devoted to preliminaries: the simplicial complex associated to a transver-
sal monomial ideal is explained, and some immediate results on shellability and Goren-
stein properties are provided. In Section 2, it is shown that the Alexander dual of the
associated simplicial complex is always pure and shellable, and hence any transversal
monomial ideal admits a linear resolution. Also, the Buchsbaum property of the corre-
sponding quotient ring is investigated. Following this the Hilbert series of the quotient
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ring is computed. Section 3 is devoted to the construction of the minimal free resolu-
tion of a transversal monomial ideal. Then the Cohen–Macaulay property is examined.
In Section 4, it is shown that, with some hypotheses on the ground ;eld and under a
suitable change of coordinates, the ideal of t-minors of a generic pluri-circulant matrix
is a transversal monomial ideal of special type and the results of the previous sections
are valid for these ideals.
1. Preliminaries
Let S = k[yij; 16 i6 n; 16 j6 bi] be the polynomial ring in m =
∑n
i=1 bi in-
determinates over a ;eld k, where the indeterminates are partitioned in n subsets
{yi1; : : : ; yibi}; i=1; : : : ; n and b16 b26 · · ·6 bn. Let It be the “transversal monomial
ideal” in S generated by monomials of degree t, having at most one indeterminate from
each subset, as described in (∗). This terminology is already used in combinatorics in
a somehow similar situation (see [5]). Let D=D(b1; b2; : : : ; bn) be the matrix
y11 · · · y1b1 0 · · · 0 0 · · · 0 0 · · · 0
0 · · · 0 y21 · · · y2b2 0 · · · 0 0 · · · 0
...
...
...
...
...
...
...
...
...
...
...
...
0 · · · 0 0 · · · 0 0 · · · 0 yn1 · · · ynbn
 :
The ideal It may also be realized as It(D), the ideal generated by the t-minors of D.
The quotient ring S=It(D) is a Stanley–Reisner ring, and a simplicial complex t =
(t; b1; b2; : : : ; bn) is associated to It(D). Let vij be the vertex corresponding to the
indeterminate yij. By de;nition, the vertex set of t is V ={vij: 16 i6 n; 16 j6 bi},
and |V |=m. A subset F={vi1j1 ; : : : ; vik jk} ⊂ V belongs to t if and only if yi1j1 : : : yik jk ∈
It(D). A facet of t is a simplex Fi1i2 :::it−1 with vertex set
{vi1j1 ; : : : ; vit−1jt−1 : 16 j16 bi1 ; : : : ; 16 jt−16 bit−1}
for some i1; : : : ; it−1 with 16 i1¡ · · ·¡it−16 n. In particular, t has a facet of max-
imal dimension d− 1= bn−t+2 + · · ·+ bn− 1, i.e., dim(t)= bn−t+2 + · · ·+ bn− 1. The
prime decomposition of It(D) is
It(D) =
⋂
16i1¡···¡it−16n
PFi1 :::it−1 ;
where PFi1 :::it−1 is the prime ideal generated by
{yk1j1 ; : : : ; ykn−t+1jn−t+1 : 16 j16 bk1 ; : : : ; 16 jn−t+16 bkn−t+1}
with {k1; : : : ; kn−t+1}= {1; : : : ; n} \ {i1; : : : ; it−1}. Hence, t is pure if and only if b1 =
· · ·=bn. The geometric realization of t is connected if and only if t ¿ 2. The simplicial
complex t is pure shellable if and only if b1 = · · · = bn = 1. Indeed, if bi’s are not
all equal, then the simplicial complex is not pure. If b1 = · · · = bn = b¿ 1, then any
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two facets of t diAer in at least b vertices, and hence t is not shellable (see [4,
5.1.11]). For b=1, t is just the (t−2)-skeleton of the simplex on n vertices. Thus t
is shellable since any skeleton of a shellable simplicial complex is shellable (e.g., see
[4, Example 5.1.24]). In this case t is Gorenstein if and only if t = n as it follows
from the next proposition.
Proposition 1.1. Let (f0; f1; : : : ; fd−1) and (h0; h1; : : : ; hd) be the f-vector and the
h-vector of t , respectively. Then
fi =
(
m
i + 1
)
; i = 0; : : : ; t − 2;
hj =
(
b1 + · · ·+ bn−t+1 + j − 1
j
)
; j = 0; 1; : : : ; t − 1:
If bn ¿ 1, then,
ft−1 =
(
m
t
)
−
∑
16i1¡i2¡···¡it6n
bi1bi2 : : : bit
and,
ht =
(
b1 + · · ·+ bn−t+1 + t − 1
t
)
−
∑
16i1¡i2¡···¡it6n
bi1bi2 : : : bit :
For b1 = · · ·= bn = b¿ 1, we have
ht ¡ 0:
For bn = 1, t is Gorenstein if and only if t = n.
Proof. For i6 t − 2, fi is the number of all square-free monomials of degree i + 1
in yij. Obviously, ft−1 is the number of all square-free monomials of degree t in yij
which are not equal to any t-minor of D. But the number of t-minors of D is just the
subtracted quantity in the statement of ft−1. To recover the required coeKcients of the
h-vector of t , it is enough to use the relation between the h-vector and the f-vector
(e.g., see [4, 5.1.8]), and apply the well-known combinatorial identity
j∑
i=0
(−1)j−i
(
d− i
j − i
)(
m
i
)
=
(
m− d+ j − 1
j
)
:
For the next claim, observe that when b¿ 1,(
b(n− t + 1) + t − 1
t
)
¡
(b(n− t + 1))(b(n− t + 1) + b) · · · (b(n− t + 1) + (t − 1)b)
t!
:
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The ;nal claim is also immediate since the h-vector of a Gorenstein simplicial complex
must be symmetric, and the case t=n corresponds to a hypersurface (see [4, 4.3.8]).
2. Linearity of syzygies and the Hilbert series
Although for bn ¿ 1 the simplicial complex t is not pure shellable, in this section
it will be shown that the Alexander dual of t is pure and shellable. This, by the
Alexander duality principle, implies that the ideal It(D) has a linear resolution as an
S-module. In particular, it follows that the quotient ring S=It(D) is a Golod ring. On the
other hand, the complex t is Buchsbaum if and only if t6 2. Besides, the simplicial
complex t admits some weaker shelling which permits one to compute the Hilbert
series of the quotient ring by means of repeated applications of an exact sequence
associated to this shelling. This sequence is usually used to prove that any shellable
complex is Cohen–Macaulay (see [4, Theorem 5.1.13]). In Section 3 the minimal free
resolution of S=It(D) will be given. Thus, it should be more natural to use the minimal
free resolution to compute the Hilbert series. Due to the connection with the simplicial
complex, and the rather simple form of the resulting Hilbert series, the above approach
has been preferred.
Recall that for a simplicial complex  on m vertices [m]={1; : : : ; m}, the Alexander
dual of , or the Eagon complex of I (see [13]), is de;ned by
∗ = {F ⊂ [m] : [m]− F ∈ }
(see [10]). The Alexander duality is a relation between the homology of a simplicial
complex and the cohomology of its dual [14]. For monomial ideals, the Alexander
duality relates the Bass numbers of the Stanley–Reisner ring of  with the Betti num-
bers of the Stanley–Reisner ring of ∗ (see [15,16]).
Assume that  = t is the simplicial complex associated to It(D). Then (t)∗ is
a union of simplicies on the complements of any set of vertices corresponding to a
t-minor of D. In particular, (t)∗ is pure of dimension m− t − 1.
Following the formulation for shellability of the dual complex in terms of the gen-
erators of the original monomial ideal stated by in [10], it will be shown that t is
dually shellable.
Proposition 2.1. The simplicial complex (t)∗ is pure shellable. In particular, It(D)
admits a linear resolution, and the quotient ring S=It(D) is Golod.
Proof. Order yij’s by the natural lexicographic order on their indices, i.e.,
yij ¡ykl ⇔ (i¡ k) or (i = k and j¡ l):
Consider the linear order on the t-minors of D according to the lexicographic order
induced by the above order on the indeterminates. Let m¡m where
m = yi1j1 : : : yit jt ; m = yk1l1 : : : yktlt ;
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while the indeterminates are written in increasing order. Take the ;rst r such that
yirjr ¡ykrlr . Let
m = yk1l1 : : : ykr−1lr−1yirjr ykr+1lr+1 : : : yktlt :
Then m¡m, m|l:c:m:(m; m) and m diAers from m in just two indeterminates.
Therefore, (t)∗ is shellable by [10, preceding Theorem 6]. Thus It(D) has a linear
resolution by [10, Theorem 6]. In particular, S=It(D) is a Golod ring by a result of
Backelin and FrRoberg [1, Theorem 7 and its corollarry].
Remark 2.2. Although the linearity of the minimal free resolution of S=It(D) is a
direct consequence of the explicit construction of this resolution to be considered in
the next section, this was included in Proposition 2.1 as an immediate consequence of
the “simplicial complex dictionary”.
Recall that a complex  is Buchsbaum if it is pure and for every nonempty face
∈ we have
H˜ i(lk; k) = 0 if i¡ dim lk
(see [22, Theorem 2.4]), where lk is the linked complex of  in  (see
[19, p. 371]). Regarding t , the following result can now be given.
Proposition 2.3. For bn ¿ 1, the simplicial complex t is Buchsbaum if and only if
b1 = · · ·= bn and t6 2.
Proof. Purity is equivalent to the equality of bi’s. Let bi = b; i = 1; : : : ; n. For t ¿ 2,
t does not satisfy the above condition. To see this, let  be the maximal face shared
by any two facets with maximal intersection. Then dim = b(t − 2)− 1 and lkt has
two b − 1 dimensional connected components. Thus, H˜ 0(lkt; k) = 0. For t = 2, the
complex t is Buchsbaum for any b. Indeed, 2 is the disjoint union of n simplicies
each with b vertices. Any such simplex is Cohen–Macaulay since it corresponds to a
single square-free monomial. In particular, any such simplex is Buchsbaum. But the
linked complexes of 2 are the same as the liked complexes of any of its connected
components. Consequently, 2 is Buchsbaum by the above homological characterization
of Buchsbaum complexes.
Suitable linear order on the facets of a simplicial complex has a key role on some
basic properties of the complex (e.g., see [4, Theorem 5.1.13]). Here a weaker linear
order will be used to compute the Hilbert series of t , which is the same as the
Hilbert series of S=It(D). Let H(t;b1 ;:::;bn)() be the Hilbert series of S=It(D), where as
above, S is the polynomial ring in m = b1 + · · · + bn indeterminates. Following the
notation of Section 1, linearly order the facets Fi1 :::it−1 ’s as F1¡ · · ·¡FN according
to the lexicographic order of their subscripts, where N =
(
n
t−1
)
is the number of
facets. Let 〈r〉 = 〈F1; : : : ; Fr〉. Let Pr =PFr , and let I〈r〉 be the monomial ideal in S
corresponding to 〈r〉. Then I〈r〉 =
⋂
16s6r Ps, and k[〈r〉] = S=I〈r〉 (see the proof of
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[4, Theorem 5.1.13]). Consider the exact sequence of S-modules
0→ S=I〈r〉 → S=I〈r−1〉 ⊕ S=Pr → S=(I〈r−1〉 +Pr)→ 0 (2.1)
for r = 2; : : : ; N . This sequence will be used in the computations.
Theorem 2.4. With the notations as above,
H(n;b1 ;:::;bn)() =
1−∏ni=1 [1− (1− )bi ]
(1− )m :
More generally,
H(t;b1 ;:::;bn)() =
1
(1− )b1+···+bt−1
+
t−2∑
s=0
∑
s+26i1¡···¡it−s−16n
∏t−s−1
k=1 [(1− )−bik − 1]
(1− )b0+b1+···+bs ;
where b0 = 0.
Proof. (i) The case t = n: Use the exact sequence (2.1) for r = N = n. Observe that
Pn = (y11; : : : ; y1b1 ). Thus on the level of Hilbert series one gets
H(n;b1 ;:::;bn)() = [(1− )−b1 − 1]H(n−1;b2 ;:::;bn)() + (1− )b1−m:
Iterate on n to get
H(n−1;b2 ;:::;bn)() = [(1− )−b2 − 1]H(n−2;b3 ;:::;bn)() + (1− )b1+b2−m;
...
H(2;bn−1 ;bn)() = [(1− )−bn−1 − 1]1 + (1− )−bn :
Multiplying both sides of H(i;bn−i+1;:::;bn)() by
∏n−i
j=1 [(1− )−bi − 1] and summing up
it follows that
H(n;b1 ;:::;bn)()
=
1
(1− )m ((1− )
b1 +
n∑
i=2
(1− )bi
i−1∏
j=1
[1− (1− )bj ])
=
1
(1− )m ((1− )
b1 +
n∑
i=2
[1− 1 + (1− )bi ]
i−1∏
j=1
[1− (1− )bj ])
=
1
(1− )m
(1− )b1 + n∑
i=2
i−1∏
j=1
[1− (1− )bj ]−
i∏
j=1
[1− (1− )bj ]
 :
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Therefore,
H(n;b1 ;:::;bn)() =
1−∏ni=1 [1− (1− )bi ]
(1− )m :
(ii) The general case 16 t6 n: Let N1=N−
(
n−1
t−1
)
=
(
n−1
t−2
)
. Fix r, N1+16 r6N .
Let
Pr =PFi1 :::it−1
for some 26 i1¡ · · ·¡it−1¡n. For each k, 16 k ¡ r, let Qk be the ideal in S1 =
S=Pr generated by all yij such that yij ∈ Pr . Observe that
r−1⋂
i=1
Pk +Pr =
r−1⋂
i=1
Qk +Pr =
N1⋂
i=1
Qk +Pr :
Let D1 be the sub-matrix of D consisting of the rows i1; : : : ; it−1. Then the set of
minimal primes among Qk ’s of the last intersection in the above equality is exactly the
set of prime ideals in S1 generated by one of the rows of D1. Thus S=I〈r〉=S1=It−1(D1),
where S1 is the polynomial ring in bi1 + · · · + bit−1 indeterminates appearing in D1.
Now using the exact sequence (2.1) for each r, N1 + 16 r6N one is lead to
Hk[〈r〉] = Hk[〈r−1〉] +
1
(1− )bi1+···+bit−1 − H(t−1;bi1 ;:::;bit−1 )():
Observe that for r = N1 one has Hk[〈r〉] = (1 − )−b1H(t−1;b2 ;:::;bn). Thus summing up
the above equalities for the values of r in the above range implies that
H(t;b1 ;:::;bn)() = (1− )−b1H(t−1;b2 ;:::;bn)()
+
∑
26i1¡···¡it−16n
(
1
(1− )bi1+···+bit−1 − H(t−1;bi1 ;:::;bit−1 )()
)
:
Using the ;rst case to replace H(t−1;bi1 ;:::;bit−1 )() one gets
H(t;b1 ;:::;bn)()
=(1− )−b1H(t−1;b2 ;:::;bn)() +
∑
26i1¡···¡it−16n
∏t−1
k=1 [1− (1− )bik ]
(1− )bi1+···+bit−1
=(1− )−b1H(t−1;b2 ;:::;bn)() +
∑
26i1¡···¡it−16n
t−1∏
k=1
[(1− )−bik − 1]:
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Therefore, more generally for s= 0; 1; : : : ; t − 2,
H(t−s;bs+1 ;:::;bn)() = (1− )−bs+1H(t−s−1;bs+2 ;:::;bn)()
+
∑
s+26i1¡···¡it−s−16n
t−s−1∏
k=1
[(1− )−bik − 1]:
Multiplying both sides by (1 − )−b1−···−bs and summing up over s = 0; : : : ; t − 2, it
follows that
H(t;b1 ;:::;bn)() =
1
(1− )b1+···+bt−1
+
t−2∑
s=0
∑
s+26i1¡···¡it−s−16n
∏t−s−1
k=1 [(1− )−bik − 1]
(1− )b0+b1+···+bs ;
as required.
Remark 2.5. The speci;c linear order of the facets used in the process of the proof of
Theorem 2.4 is not essential. In fact, any order which ;rst treats all Pr’s containing
the ;rst row of D, would work.
3. The minimal free resolution
In this section the minimal free resolution of S=(It(D)) will be explicitly constructed
for all t, 16 t6 n. Two items will be used: the Eagon–Northcott complexes associated
with sub-matrices of D with t rows [8], and the minimal free resolution of the ideal of
t-minors of a generic diagonal n × n matrix. By an appropriate combination of these
complexes, a complex C• of free S-modules will be associated to S=It(D). A quotient
of this complex will be the expected minimal free resolution.
Let C0=S. Let V be a free S-module of rank m=b1+ · · ·+bn generated by symbols
eij in one-to-one correspondence with yij’s. Let W be the free S-module with basis
elements $ and $k1 ;:::;ks−t+1 where t + 16 s6 n + t − 1 and 16 k1¡ · · ·¡ks−t+16 n.
For q=0; : : : ; m− t, let Cq+1 ⊂
(∧t+q V)⊗W be the free S-module generated by the
basis elements
ei1 ;j1(i1) ∧ · · · ∧ ei1 ;jr1 (i1) ∧ · · · ∧ eit ;j1(it) ∧ · · · ∧ eit ;jrt (it) ⊗ $
and
ei1 ;j1(i1) ∧ · · · ∧ ei1 ;jr1 (i1) ∧ · · · ∧ eis;j1(is) ∧ · · · ∧ eis;jrs (is) ⊗ $k1 ;:::;ks−t+1
with s¿ t + 1, where
16 i1¡ · · ·¡is6 n; 16 ju(iv)¡ju+1(iv)6 biv ;
rv¿ 1; r1 + · · ·+ rs = t + q
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and
k1¡ · · ·¡ks−t+1; {k1; : : : ; ks−t+1} ⊂ {i1; : : : ; is}:
For simplicity, dropping the ;rst subscripts in eij’s, these basis elements may be denoted
by
ej1(i1) ∧ · · · ∧ ejr1 (i1) ∧ · · · ∧ ej1(it) ∧ · · · ∧ ejrt (it) ⊗ $
and
ej1(i1) ∧ · · · ∧ ejr1 (i1) ∧ · · · ∧ ej1(is) ∧ · · · ∧ ejrs (is) ⊗ $k1 ;:::;ks−t+1 ;
respectively. The ;rst boundary map d : C1 → S is the “determinant map”, i.e.,
d(ej1(i1) ∧ · · · ∧ ej1(it) ⊗ $) = yi1j1(i1) · · ·yitj1(it):
Similar to [8, (3.2)], let h be the “di@erentiation by the hth row”, i.e., when rh¿ 2,
let
h(ej1(i1) ∧ · · · ∧ ejr1 (i1) ∧ · · · ∧ ej1(is) ∧ · · · ∧ ejrs (is))
=
rh∑
v=1
(−1)r1+···+rh−1+v+1yih;jv(ih)ej1(i1) ∧ · · · ∧ ej1(ih) ∧ · · · ∧ [ejv(ih)
∧ · · · ∧ ejrh (ih) ∧ · · · ∧ ejrs (is);
where the hat sign over a term means that this term is to be omitted. Then as in [8,
(3.3)], for rh; rg¿ 2; h = g,
h ◦ g + g ◦ h = 0: (3.1)
Furthermore, de;ne “a diagonal di@erentiation”
((ej1(i1) ∧ · · · ∧ ejr1 (i1) ∧ · · · ∧ ej1(is) ∧ · · · ∧ ejrs (is) ⊗ $k1 ;:::;ks−t+1)
=
∑
w∗
(−1)‘(w)+1 yikw ;j1(ikw )ej1(i1) ∧ · · · ∧ [ej1(ikw ) ∧ · · · ∧ ejrs (is) ⊗ $k1 ;:::;k̂w ;:::;ks−t+1 ;
where the asterisk sign over w means that we sum only over those values of w for
which rkw = 1, and ‘(w) = #{ri | ri = 1; i6w}, and the hat sign means as before.
Furthermore, the convention that if s= t + 1 then $k̂1 ;k2 = $k1 ;k̂2 = $, is to be adopted. It
then follows that
(2(ej1(i1) ∧ · · · ∧ ejr1 (i1) ∧ · · · ∧ ej1(is) ∧ · · · ∧ ejrs (is) ⊗ $k1 ;:::;ks−t+1) = 0; (3.2)
provided that rkw = 1 at least for three values of w and s− t + 1¿ 3.
For q¿ 1 the boundary map d : Cq+1 → Cq can now be de;ned. For + = ej1(i1) ∧
· · · ∧ ejr1 (i1) ∧ · · · ∧ ej1(it) ∧ · · · ∧ ejrt (it), let
d(+⊗ $) =
∑
h∗
h(+)⊗ $;
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where the asterisk sign over h in the summation means that we sum only over those
values of h for which rh¿ 2. While for ,=ej1(i1)∧· · ·∧ejr1 (i1)∧· · ·∧ej1(is)∧· · ·∧ejrs (is)
with s¿ t + 1, let
d(,⊗ $k1 ;:::;ks−t+1) =
∑
h∗
h(,)⊗ $k1 ;:::;ks−t+1 + ((,⊗ $k1 ;:::;ks−t+1);
where the summation is interpreted as above.
By (3.1) and (3.2) and some straightforward computation, it follows that C• is
indeed a complex. However, in general, for t with 1¡t¡n, the complex C• is not
exact. For such values of t, a subcomplex K• ⊂ C• will now be constructed so that
the quotient complex C•=K• will be a minimal free resolution for S=It(D).
Let K0 = K1 = 0. For q¿ 1, let Kq+1 ⊂ Cq+1 be the submodule generated by all
expressions
ej1(i1) ∧ · · · ∧ ejr1 (i1) ∧ · · · ∧ ej1(is) ∧ · · · ∧ ejrs (is)
⊗
s−t+2∑
p=1
(−1)p$k1 ;:::;k̂p;:::;ks−t+2

for some {k1; : : : ; ks−t+2} ⊂ {i1; : : : ; is} where s¿ t + 1, and ks−t+2 = is. It can be
checked that K• is a sub-complex of C•, i.e., d(Kq+1) ⊂ d(Kq). In the quotient complex
L• = C•=K• we choose the representatives
ej1(i1) ∧ · · · ∧ ejr1 (i1) ∧ · · · ∧ ej1(is) ∧ · · · ∧ ejrs (is) ⊗ $k1 ;k2···;ks−t ;is :
This reveals that Cq+1=Kq+1 is indeed a free S-module. Although one may ignore
writing the index is, it will be kept to signify the action of the diagonal diAerentiations.
The main result may now be given.
Theorem 3.1. The complex L• with the induced boundary maps is the minimal free
resolution for S=It(D).
Proof. Since L• is linear, it is suKcient to show that it has no homologies. The proof
will be by induction on m. The main point of the proof is that the proposed minimal
free resolution is compatible with the construction of a free resolution by means of
“the horseshoe lemma” (see [11, A3.30]), as it will be explained. Consider the short
exact sequence of graded S-modules
0→ S=(It(D) : y11)(−1) y11→ S=It(D)→ S=(It(D); y11)→ 0;
where the ;rst map is the multiplication by y11. This simpli;es to the following short
exact sequence:
0→ S=It−1(D′)(−1) y11→ S=It(D)→ S=(It(D′′); y11)→ 0; (3.3)
where D′ is the matrix obtained from D when the ;rst row is removed, and D′′ is the
matrix resulted from D when the ;rst column is removed. Let L′• and L
′′
• be the minimal
free resolutions constructed as above for S=It−1(D′) and S=It(D′′), respectively. Let F
be the complex induced by multiplication by y11, i.e., 0 → S(−1) y11→ S → 0. Since
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the multiplication map S=It(D′′)
y11→ S=It(D′′) is injective, adopting from [6, Section 4],
L′′• ⊗F, the mapping cone of the map L′′• → L′′• of complexes given by multiplication
by y11, is a free (but not necessarily minimal) resolution for S=(It(D′′); y11) (see [11,
Example A3.30]). Now observe that for every q¿ 2, there is a short exact sequence
of free S-modules
0→ L′q(−1)→ Lq → L′′q ⊕ L′′q−1 → 0; (3.4)
while for q= 1 it descends to the short exact sequence
0→ L′1(−1)→ L1 → L′′1 → 0: (3.5)
For q¿ 2, the ;rst nonzero map in (3.4) is the wedge multiplication by e1(1) =e11 and
the second nonzero map is zero on the image of the ;rst one, and it is the identity
map on the other basis elements with the following exceptions:
When r1¿ 1,
e1(1) ∧ ej2(1) ∧ · · · ∧ ejrt (it) ⊗ $ → ej2(1) ∧ · · · ∧ ejrt (it) ⊗ $∈L′′q−1
and
e1(1) ∧ ej2(1) ∧ · · · ∧ ejrs (is) ⊗ $k1 ;:::;ks−t ;is → ej2(1) ∧ · · · ∧ ejrs (is) ⊗ $k1 ;:::;ks−t ;is ∈L′′q−1:
When r1 = 1,
e1(1) ∧ ej1(i2) ∧ · · · ∧ ejrs (is) ⊗ $1; k2 ;···;ks−t ;is → ej1(i2) ∧ · · · ∧ ejrs (is) ⊗ $k2 ;:::;ks−t ;is ∈L′′q−1:
For q = 1, the de;nition of the maps in (3.5) are similar to those in (3.4) but there
are no exceptions as above.
Let
T : 0→ S ∼=→ S → 0
be the trivial exact complex. Let L• ⊕T be the direct sum of complexes where the
required maps are given as
S(−1)⊕ S → S=It(D);
(f; g) → y11f + g+ It(D);
S(−1)⊕ L1 → S(−1)⊕ S;
(f; e1(1) ∧ +; ,) → (−f + d(+); y11f + d(,));
where L1 is identi;ed with L′1 ⊕ L′′1 ,
L2 → S(−1)⊕ L1;
e1(1) ∧ + → d(+) for +∈L′1;
, → −d(,1 ⊗ $) + d(,); for ,= e1(1) ∧ ,1 ⊗ $1; it+1 with ,1 ⊗ $∈L′′1
and,
, → d(,) for ,∈L′′2 :
Again, L2 is identi;ed with L′2 ⊕ L′′1 ⊕ L′′2 .
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Sequences (3.4) and (3.5) extend to a short exact sequence of augmented complexes
0→ L′•(−1)→ L• ⊕T→ L′′• ⊗F→ 0:
Recall that the maps of the mapping cone L′′ ⊗F are given by
L′′q ⊕ L′′q+1 → L′′q−1 ⊕ L′′q ; q¿ 1;
(,1; ,2) → (−d(,1); y11,1 + d(,2));
where L′′0 = S(−1), and
S(−1)⊕ L′′1 → S;
(f; ,) → y11f + d(,)
(see [11, A3.12]). It is straightforward to see that the necessary diagrams commute
which assures the exactness of the sequence of augmented complexes. Using the long
exact sequence in homologies, it follows that the complex L• ⊕T is exact. By the
long exact sequence of homologies induced by
0→ L• → L• ⊕T→T→ 0;
the augmented complex L• will be exact. This completes the proof.
Observe that L• has length m− t + 1. Thus by the Auslander–Buchsbaum formula,
and the fact that dim(S=It(D)) = bn−t+2 + · · ·+ bn, the following is immediate.
Corollary 3.2. With the notations as above:
(i) depth(S=It(D)) = t − 1,
(ii) S=It(D) is Cohen–Macaulay if and only if b1 = b2 = · · ·= bn = 1.
4. Ideals of minors of generic pluri-circulant matrices
Generic pluri-circulant matrices naturally arise in the study of the local de;ning
equations of generic singularities under certain specializations (see [23, Remark 5.6],
[20,21,24]). Some basic properties of the ideals of t-minors of pluri-circulant matrices
have been treated in [23]. In this section using the fact that “circulant matrices are
diagonalizable”, it will be shown that when the ground ;eld possesses certain roots of
unity and the characteristic does not divide the number of rows, then, under a suitable
change of coordinates, the class of ideals of t-minors of generic pluri-circulant matri-
ces is a sub-class of the class of transversal monomial ideals studied in the previous
sections. Hence the corresponding results will apply. The ;nal result on the depth and
the explicit form of the Hilbert series may be applied in a forthcoming paper [5S2].
Let R be a commutative ring. A circulant matrix with entries in R is an n×n matrix
M =circ(a1; a2; : : : ; an)= (aij)16i; j6n with aij = aj−i+1; ai ∈R while the index j− i+1
is taken modulo n. A pluri-circulant matrix with b blocks is an n×bn matrix obtained
by concatenation of b circulant matrices, i.e.,
P= [M1 M2 · · · Mb]
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with Mi circulant. Assume that R contains a ;eld k with ,∈ k where , is a primitive
nth root of unity and char(k)An. Let F=(ij)16i; j6n with ij=,(i−1)( j−1) be “the Fourier
transformation matrix of order n”, (see [7, 2.5] for a slight deviation in terminology).
Then (1=n2)F4 is the identity matrix. Let 3 be the bn× bn block-wise diagonal matrix
with F’s on the diagonal and zeros elsewhere. Then
D=
1
n2
F3P3 = [N1 N2 · · · Nb];
where each Ni is a diagonal matrix. In particular, the ideal of t-minors of P is generated
by the
( n
t
)
bt diagonal t-minors of D.
Now let R = k[xij; 16 i6 n; 16 j6 b] be the ring of polynomials in bn indeter-
minates over the ;eld k. Let P be the pluri-circulant matrix with blocks
Mj = circ(x1j; x2j; : : : ; xnj); j = 1; : : : ; b:
Then P will be referred as a generic pluri-circulant matrix with b blocks.
For the generic pluri-circulant matrix P, one has
D=
1
n2
F3P3 = [N1 N2 · · · Nb];
where each Nj is a diagonal matrix with diagonal entries
yij =
n∑
k=1
,(i−1)(k−1)xkj; i = 1; 2; : : : ; n:
For each j, the matrix of coeKcients is the Fourier matrix and hence yij’s may be
assumed as distinct indeterminates. Thus, one may assume that
D= [N1 N2 · · · Nb];
with
Nj =

y1j 0 : : : 0
0 y2j 0 : : 0
: : : : : :
: : : : : :
: : : : : :
0 : : : 0 ynj

; j = 1; 2; : : : ; b
as matrices in the polynomial ring
S = k[yij; 16 i6 n; 16 j6 b]:
Therefore, R=It(P) ∼= S=It(D), where It(D) is the transversal monomial ideal with b1 =
· · ·= bn = b, considered in the previous sections. In particular, using Propositions 1.1,
2.1, Theorem 2.4 and Corollary 3.2, the following may be stated. It will be assumed
that t¿ 2.
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Theorem 4.1. With the notations as above,
(i) It(P) is minimally generated by the polynomials corresponding to the nonzero
t-minors of D.
(ii) R=It(P) is Cohen–Macaulay if and only if b= 1.
(iii) More generally, depth(R=It(P)) = t − 1.
(iv) R=It(P) admits a linear resolution and it is a Golod ring.
(v) R=It(P) is Buchsbaum if and only if t = 2.
(vi) The Hilbert series of R=It(P) is given by
H () =
1
(1− )b(t−1)
t−1∑
i=0
(
n− t + i
i
)
[1− (1− )b]i :
Remark 4.2. Some minimal generating sets for It(P) have already been given in [23,
Proposition 4.2]. The statement (i) above provides still further minimal generating set
for this ideal under the imposed hypotheses. Statement (ii) generalizes some results
such as [23, Proposition 4.4] for such a ground ;eld. The value of the depth given in
(iii) may be used to compute the depth of the local rings at analytically irreducible
generic singularities (see [21]). The Hilbert series given in (vi) may be used in [21].
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