On the distribution of posterior probability in Bayesian inference with a large number of observations state vector x, and a joint dependency structure among them. We formalize relevant prior information as a probability distribution, say P( x) in Bayesian formations. Then, given the prior distribution P( x) and an "observation" y, we form the posterior distribution P( x| y), the conditional distribution given what is observed. Given an observation, we seek, for example, the most likely confi guration of x MAP that maximizes the posterior distribution.
Introduction
In many recent applications of image analysis and speech recognition, probabilistic generative models work efficiently. 1 In general, there is an observation vector y and a 2 Bayesian inference
Linear dependency graph
As a simple example, suppose that X 1 , X 2 , . . . is a fi rst-order Markov process with state space X ∈ {0, 1}, initial probability distribution 
and transition probability matrix 
The goal is to estimate X where the estimation will be based upon the corrupted observations y and the model P( x, θ), i.e., the prior distribution where θ = (p 0 , p 00 , p 11 ). The dependency graph among these random variables is shown in Fig. 1a , and a random sample from this model, x true , is shown in Fig. 1b . Y itself is not Markov. Nevertheless, the conditional distribution of X given Y remains simple, where X given Y is still fi rst-order Markov. In general, the combination of a rich marginal structure for Y and a simple posterior structure for X makes a hidden Markov process a common modeling tool, which is clearly stated in the literature. 4 
Most likely confi gurations
Given an observation y = (y 1 , . . . , y N ) T , we seek x = (x 1 , . . . ,
T that maximizes the posterior distribution (the so called MAP estimator).
where
Since Prob( y) is a positive constant, the goal is to compute
There are legendary practical problems with the actual implementation of Bayesian methods. We want to compute the most likely states with respect to these posterior distributions, but direct evaluation is usually already impossible with 100 dimensions. Fortunately, for random fi elds with a linear graph, this posterior distribution is itself Markov, which has some striking computational implications. 
and Δy is a small constant. In particular, dynamic programming methods can be used: computationally feasible algorithms exist for estimating the most likely interpretation x of a given signal y. In practice, we fi rst compute
Then, we sequentially compute for t = 1, . . . , N − 1 
where i, j ∈ {0, 1}. Finally, we obtain arg max
Then the x t , t = N − 1, . . . , 1 will be obtained.x
The x MAP thus obtained for the data in Fig. 1b is shown in the same fi gure as an x MAP , which was actually plotted as 
There were 17/500 discrepancies between x MAP and x true x MAP + 2 (shifted upward) to see the difference between x MAP and x true .
Posterior probability
We want to compute the conditional probability of the most likely state, given the observation
It is still diffi cult to know the posterior probability when there is a large number N of observed variables. If we compute the inverse of the conditional probability, rather than the conditional probability itself, we can obtain the posterior probability for relatively large N. The posterior probability of x MAP , P( x MAP | y), and the P( x true | y) thus obtained for the data in Fig. 1b is shown in the upper right-hand corner of the same fi gure.
Computer experiments
3.1 Posterior probability of the MAP estimator A computer simulation was carried out for N = 200. Four typical sequences of source signal x true and observation y and its MAP estimator x MAP are illustrated in Fig. 2 (left). The posterior probability of the most likely state P( x MAP | y) and that of the true state P( x true | y) ( x true is unknown to an observer) are shown in the upper right-hand corner for each case. P( x MAP | y) seems to be distributed broadly, and they were 0.11287, 0.16374, 0.01893, and 0.46593 in these examples.
Distribution of the posterior probability of x MAP
We generated a set of 10 000 different observation y's from an identical signal x true . Figure 2 (middle four panels) show the distribution of P( x MAP | y) for these 10 000 y 's. The results show that there are a variety of types of the distribution of P( x MAP | y). We asked whether these posterior probabilities signal to us in this problem setting by examining the relationship between a reconstruction rate and posterior probability. We defi ned the reconstruction rate as
where d ham ( x MAP , x true ) is the Hamming distance between x MAP and x true , and N(= 200) is number of observations. The results are shown in Fig. 2 (right-hand four panels). These results show a tendency that the higher the P( x MAP | y), the larger the reconstruction rate, although it is not so simply interpreted. Figure 3 shows the distribution of P( x MAP | y) for 10 000 totally different sample x true 's and different sample observation y's. We have carried out a computer simulation for N = 500 to see how the distribution of P( x MAP | y) changes when N is large. As we can see by comparing Fig. 3b with Fig. 4 , the value of P( x MAP | y) decreases as N becomes larger.
Discussion
The value of the posterior probability of x MAP itself does not tell us much except in the case when it is extremely large (e.g., P( x MAP | y) > 0.5), since we do not know in advance the structure of the posterior probability distribution. To use P( x MAP | y) effectively in interpretation or recognition of the observed data, let us consider the distribution of the posterior probability of x* which is generated from x MAP . We generated a set of x*'s which is close to x MAP as a vector, and made a histogram of P( x MAP | y). For example, there are fi ve transition points (0 → 1 or 1 → 0) in x MAP exemplifi ed in Fig. 5 . We generated a set of 3
5
= 243 x's in each of which each transition point of x MAP was systematically shifted −1, 0, or 1. We computed P( x MAP | y) for each 243 x* (see Fig. 5 ). The value of P( x MAP | y) was 0.03. x MAP is the most likely interpretation given the observation y. In this case, the Bayesian inference psychologically appeals that x MAP is a less reliable estimator, but from the experiment of perturbing x MAP , we see that the value of P( x MAP | y) = 0.03 has something to tell us. From this analysis, we feel that this x MAP is a highly reliable estimator in spite of the low posterior probability. Since the effectiveness of the analysis seems to depend on how we defi ne the neighbor of x MAP for each problem setting, we need to pursue this issue in a more general problem setting.
