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Abstract
Periodic hybrid-exchange density functional theory calculations have been
used to explore the geometric, electronic and vibrational properties of the
first layer of water on a photocatalytically-active surface of TiO2. Although
the overall working principle of photoelectrochemical water splitting has
been established, remarkably little is known about the underlying reactions
that occur at the semiconductor surface, and so currently it is difficult to
guide the design of more efficient systems. The purpose of the current work
has been to use the rutile TiO2(110) surface as a model system to establish
a clear atomistic understanding of water chemistry on TiO2 surfaces and
consequently to gain insight into the water splitting reaction mechanisms.
This has led to a number of discoveries regarding: (i) the structure of the
oxide-water interface and the water-water and water-surface interactions –
there is an interplay between direct intermolecular interactions and surface-
mediated interactions in determining the most favourable adsorption mode;
(ii) the oxygen evolution reaction mechanism – the initial step of the first
hole oxidation reaction is found to be energetically undemanding, providing
a possible explanation for the high photocatalytic activity of TiO2. Evi-
dence is also provided to suggest that, after this initial step, the photogen-
erated holes at the surface are more likely to react with adsorbed hydroxyls
as opposed to with adsorbed water molecules; and (iii) a novel mechanism
in which the interaction between water molecules on a surface can be very
strongly affected by surface vibrations which are themselves strongly influ-
enced by surface strain.
The detailed theoretical understanding of the water chemistry and chemical
reaction mechanisms developed in this work could be used to predict the
structure and properties of other oxide-water interfaces, as well as to design
nanostructured semiconducting materials with improved solar-to-hydrogen
conversion efficiencies.
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1Introduction
Fossil fuels, the main ones being coal, oil and natural gas, supply 78.2% of energy
consumed globally [1]. Inconveniently, these fuels are non-renewable. Combined with
their high greenhouse gas emissions, this means that relying on fossil fuels for energy
generation is unsustainable. It is becoming increasingly difficult to ignore the fact that
this is one of the greatest challenges of our time: the generation of energy without com-
promising our environment. Alternative renewable fuel sources, many of which come
from the sun either directly or indirectly, can address this large-scale energy problem.
Renewable energy sources are being adopted globally, but they are not available in
amounts required to satisfy global energy demands. Therefore, the development of new
materials in order to build low-cost renewable energy technologies is a key challenge.
Approximately 30% of primary energy consumption is attributed to transport [11].
Hydrogen is a clean fuel that produces only water when consumed and can be used
directly in fuel cells to produce electricity. It has enormous potential as an alternative
fuel for transport. The challenge lies in producing hydrogen in a carbon-free, renewable
and efficient way. Scientific research in the field of photoelectrochemical (PEC) water
splitting aims to address this challenge.
PEC water splitting is currently the most promising method for sustainable hy-
drogen production and has therefore become an important research priority. In the
water splitting system, water molecules on semiconducting materials are converted to
hydrogen and oxygen gases using sunlight. The main problem is that a completely
suitable semiconductor has not yet been found. Primary attention has been given to
the thin-film semiconductors titanium dioxide (TiO2), tungsten oxide (WO3) and iron
oxide (Fe2O3) because of their high photocatalytic activity, chemical stability and re-
sistance to corrosion. Unfortunately, the solar-to-hydrogen conversion efficiencies of
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devices based on these materials have plateaued in the 3-5% range, whereas durable
and low-cost systems with efficiencies of above 10% are required for commercial appli-
cations [12].
Undoubtedly, the improvement of these systems relies on a detailed theoretical
understanding of the fundamental reaction mechanisms. A robust atomistic under-
standing of (i) water chemistry, (ii) reactive intermediates, and (iii) chemical reactions
occurring on photocatalytic oxide surfaces would facilitate the design of more efficient
systems [13–15]. The precise mechanisms of the oxygen and hydrogen evolution reac-
tions are frequently debated, predominantly because atomic-level understanding of the
steps following photoexcitation has not yet been established. In order to understand
the interfacial reaction mechanisms, the adsorbates present at the oxide surface must be
addressed, but water chemistry on TiO2 surfaces remains a controversial topic in itself.
This provides an exciting opportunity to advance our knowledge of the oxide-water
interface and use it to develop some important insights into the PEC water splitting
reaction mechanisms.
The aim of this research project has therefore been to improve the fundamental
understanding of the geometric, electronic and vibrational properties of the first layer
of water on the TiO2 surface at the atomic level. The problem is approached by
modelling the adsorption of water on the rutile TiO2(110) surface using sufficiently-
accurate and well-suited theoretical methods. The oxide-water interface is investigated
rigorously to shed light on the mechanism by which water splitting occurs on existing
photocatalytically-active oxide materials.
The overall structure of this thesis takes the form of 11 chapters, including this in-
troductory chapter. Leading on from this brief introduction to the subject, Chapter 2
provides an overview of PEC water splitting for hydrogen production. This includes:
my core motivation for studying materials for energy applications; background on fossil
fuels and renewable energy; the fundamental processes and requirements of the PEC
water splitting device; and then a summary of the main challenge in this field – optimis-
ing the efficiency of the PEC water splitting device by either discovering new materials
or enhancing existing materials. Chapter 3 begins by decomposing this challenge into
specific research questions. It then highlights the ones addressed by this thesis and
describes the purpose and approach of the current work. In Chapter 4, the available
electronic structure techniques are described, justifying the chosen methods. Chap-
ters 5, 6, 7, 8, 9 and 10 address in turn the series of defined subquestions with the
aim of filling the knowledge gap in the adsorption of water on TiO2 surfaces. These
chapters are self-contained: each one begins with a review of the relevant literature
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and ends with a summary of the findings. Firstly, Chapter 5 analyses the bulk rutile
TiO2 structure from which the surface is created and Chapter 6 discusses the computed
structure and properties of the rutile TiO2(110) surface. Chapter 7 presents the find-
ings of an extensive study on how water interacts with the rutile TiO2(110) surface,
focussing on the structure of the adsorbate-substrate systems and developing a better
understanding of the water–TiO2 interactions involved. In Chapter 8, the properties
of the surface that govern the structure of the first water layer are explored by com-
paring the water chemistry on rutile TiO2(110) with the isostructural rutile SnO2(110)
surface. Chapter 9 explores the vibrational properties of the adsorbate-substrate sys-
tem, the sensitivity of the water chemistry to the electronic structure method adopted
and to the size of the lattice parameters when growing a TiO2 film. In Chapter 10,
the electronic structure of the rutile TiO2(110) surface in contact with a monolayer of
water is analysed, providing valuable insight into the mechanism of the water oxidation
reaction that occurs in water splitting systems. Lastly, Chapter 11 gives the conclu-
sions, including critique of the findings and a discussion of their implications to future
research in this field. This final chapter then identifies the ideas that merit further
investigation.
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2Context and Background
This chapter will provide an overview of photoelectrochemical (PEC) water splitting for
hydrogen production, along with the relevant background required for understanding
the context of this research. First of all, my core motivation for studying materials for
energy applications is described in Section 2.1. Background on fossil fuels and renewable
energy is presented in Section 2.2. The concept of PEC water splitting is described
in Section 2.3, which includes the fundamental processes that occur in the system
(Section 2.3.1), the key requirements of the photoanode material (Section 2.3.2) and an
overview of the development of PEC water splitting devices so far (Section 2.3.3). In
Section 2.3.4, the suitability of titanium dioxide (TiO2) as the photoanode material in
the device is reviewed. Furthermore, the proposed mechanisms of the important water
oxidation reaction are then discussed in Section 2.3.5. Finally, the challenge in this
field is formulated in Section 2.3.6.
2.1 Core Motivation
Fossil fuels – coal, oil and natural gas – are the origin of our main energy supply, yet they
are non-renewable energy sources that will eventually be depleted. One way of making
the existing reserves last longer is to adopt alternative renewable fuel sources, many of
which come from the sun either directly or indirectly. For instance, solar energy can
be used in homes and other buildings for heating, lighting, and generating electricity.
Wind energy captured by wind turbines and hydroelectric power generated by the
downhill flow of water into rivers or streams are two more examples of renewable sources
of energy. Others include biomass and geothermal energy. Now, renewable energy
supplied approximately 19% of global energy consumption by the end of 2011 (see
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Figure 2.1: Estimated renewable energy portion of global energy consumption. Data
from Ref. [1].
Figure 2.1): an estimated 9.3% stemmed from traditional biomass; 0.8% from biofuels;
1.1% from power generation through wind, solar, biomass and geothermal energy; 3.7%
was produced by hydropower; 4.1% of the total energy used was accounted for by solar,
biomass and geothermal heat energy [1]. Renewable energy sources form a vital part
of global energy consumption, however the development of low cost renewable energy
technologies is a key challenge.
Correspondingly, an important unifying theme linking all renewable energy research
fields is the development of new materials capable of generating and harvesting energy.
Successful research and development in this area is underpinned by fundamental ma-
terials research using both experimental and theoretical state-of-the-art techniques in
synthesis, characterisation and materials modelling. In particular, the importance of
theoretical modelling in this field is reflected in The Materials Genome Initiative:
a new multi-stakeholder effort to accelerate the development of advanced materials
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through computational materials science [16]. My personal interest and motivation for
studying materials for energy applications stems from my education in Chemistry and
Nanomaterials alongside my concern for climate change. I became eager to understand
the theoretical concepts and principles that underlie photocatalytic materials at the
atomic level, and this became my core motivation for working in scientific research in
this particular field.
2.2 Fossil Fuels and Renewable Energy
Since the beginning of the industrial revolution in 1760, world population has increased
from 800 million to an estimated 8 billion [17]. As well as population growth, this short
period of time was characterised by increased food production, development of steam-
powered machinery, textile inventions, a revolution in healthcare, financial innovations
and huge advancements in science, technology and communication. Although the past
250 years have seen an array of successful developments, the changes in society, business
and industry have led to a much greater demand for resources, a substantial increase
in pollution, and environmental damage [18].
As a consequence, the increased use of fossil fuels, our main energy source, has
caused a surge in the amount of greenhouse gases in the atmosphere. In the natu-
ral greenhouse effect, visible light from solar radiation passes through the Earth’s
atmosphere. The infrared radiation emitted from the Earth’s surface is absorbed by
certain gases in the atmosphere and re-radiated in all directions. These greenhouse
gases include water vapour, carbon dioxide, methane and nitrogen oxide. Owing to
the large increase of greenhouse gases in the atmosphere, re-radiation of heat to Earth
has escalated while radiation from the Earth has decreased. Consequently, the average
temperature of the Earth has begun to rise – a process known as global warming. The
temperature increase has a number of consequences: climate effects such as extreme
storms and droughts, large scale melting of ice, rising sea levels by thermal expansion
of water, and irreversible changes to the ecosystem [19]. Furthermore, fossil fuels are
non-renewable. Combined with their high greenhouse gas emissions, this means that
relying on fossil fuels for energy generation is unsustainable. Thus, one of the greatest
challenges of our time is conceptualised: the production, consumption and distribution
of energy without compromising our environment.
Renewable energy technologies have the potential to address this large scale energy
problem. Renewable energy is generated from resources that are naturally replenished
such as sunlight, wind, tides and geothermal heat. Two major advantages of using
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renewable energy technologies are their sustainability and minimal impact of the en-
vironment. There are, however, currently a number of issues: generation of energy in
large quantities; reliability of supply; and the combination of high costs and low effi-
ciencies [20]. Therefore the development of low-cost and renewable energy technologies
is a key challenge.
In terms of primary energy consumed, transport accounts for an estimated 30%
of the total amount [11]. In recent years, there has been an increasing interest in
developing an alternative fuel for transport, mainly Hydrogen. Hydrogen is a clean
fuel that produces only water when consumed, hence it has enormous potential as an
alternative fuel for transport. The importance of this field is reflected in blueprints
designed to transition from a fossil fuel-based to a hydrogen-based economy, in which
hydrogen is anticipated as a primary media for storing and distributing energy [21].
As can be expected, there are critical issues to take into account when considering the
wide-scale introduction of hydrogen in transport. Firstly, the cost of hydrogen as a
fuel, alongside the fuel cell vehicle itself, is high with respect to conventional fuels –
this cost is expected to fall through improvements in engineering during the switch to
large scale production.
Next, as well as having a comparable cost, the performance of hydrogen-based
vehicles should be comparable to conventional ones [22]. Finally, hydrogen fuel should
be stored efficiently and transported safely – a challenging and major area of interest
in the field of energy storage.
Currently, the majority of hydrogen is produced thermally by reforming hydrocar-
bon fuels such as natural gas or gasified coal [11]. The key challenge lies in producing
hydrogen in a carbon-free and renewable way, whilst adhering to the initial issue of
cost reduction. Developing methods of storing solar energy in chemical fuels such as
hydrogen has matured into an important research priority as it is a carbon-free and
renewable route to hydrogen production. One of the most promising current technolo-
gies that enables this is PEC water splitting. In a PEC water splitting device, water
molecules are converted on semiconducting materials to hydrogen and oxygen gases
using solar energy – the semiconductor material should absorb sunlight efficiently, be a
suitable transport medium for photogenerated electron and hole charges, and it should
contain catalytic sites at its surfaces for charge-prompted oxidation and reduction re-
actions. Two further requirements of the system are that it must be stable in solution
and have a low cost if it is to be used on a large scale [12]. Although PEC water split-
ting offers potential for sustainable hydrogen production with minimal environmental
consequences, the technology is in the very early stages of research. In the next section,
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the fundamental processes, requirements and challenges of PEC water splitting devices
are outlined.
2.3 Photoelectrochemical Water Splitting
The process of PEC water splitting is valuable, intriguing and simultaneously complex
and intricate. To illustrate this, Section 2.3.1 describes the system setup, the funda-
mental processes, and the reactions that lead to the evolution of oxygen and hydrogen
from water. Within the setup, the semiconductor material used has a number of key
requirements, as detailed in Section 2.3.2. The history and development of PEC water
splitting devices is then presented in Section 2.3.3. One approach to improving the
efficiency of these devices involves improving the performance of traditional semicon-
ductors such as TiO2. This relies on a better understanding of the fundamental reaction
mechanisms. The suitability of TiO2 as the photoanode material and the fundamental
reaction mechanisms are discussed in Section 2.3.4 and Section 2.3.5, respectively. Fi-
nally, the challenge – to develop materials and devices into commercially-viable systems
– is outlined in Section 2.3.6.
2.3.1 Fundamental Processes
The standard two-electrode setup for PEC water splitting is depicted in Figure 2.2.
Within this setup, a semiconducting material, the photoanode of the cell, is immersed in
Figure 2.2: Illustration of a PEC cell consisting of a semiconducting photoanode and
a metal cathode.
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Figure 2.3: Energy diagram of PEC water splitting using a semiconducting photoanode
and a metal cathode.
aqueous solution and connected to a metallic counter electrode. Following irradiation of
the semiconductor with light energy larger than its band gap, photogenerated electron-
hole pairs are formed. The separation of the electrons and holes enables these charge
carriers to travel to the surface of the material. At the photoanode surface-water inter-
face, the photogenerated holes react with adsorbed water molecules to produce oxygen
gas. Since the holes are effectively oxidising the water molecules to oxygen, this process
is known as water oxidation or the oxygen evolution reaction (OER). Meanwhile the
photogenerated electrons flow through a conductive pathway to the counter electrode,
whilst H+ ions produced from the OER migrate from the photoanode to the counter
electrode through the aqueous solution. The subsequent reaction of the electrons with
H+ species in solution produces hydrogen gas and is known as proton reduction or
the hydrogen evolution reaction (HER). The fundamental steps in the PEC water
splitting system, from photon absorption at the photoanode to hydrogen production in
solution, are outlined below with the aid of the energy diagram in Figure 2.3. For a
cost-effective device, the overall water splitting reaction must be efficient. The solar-to-
hydrogen (STH) conversion efficiency is evaluated as the ratio of the chemical energy
in the generated hydrogen gas to the total solar energy exposed to the system.
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—— Fundamental steps ——
—— of PEC water splitting ——
Photon absorption and charge generation
4hν → 4 e− + 4h+ (2.1)
Charge separation and transport
Electron-hole pairs must be separated, enabling the charges to be carried to
the semiconductor surface.
Interfacial reactions and product formation
OER by oxidation of water:
2H2O+ 4h
+ → O2 + 4H
+ (2.2)
HER by reduction of hydrogen ions:
4H+ + 4e− → 2H2 (2.3)
Since electrons and H+ ions are generated at the photoanode and consumed
at the counter electrode, the OER and HER must have identical reaction
rates.
Overall water splitting reaction
2H2O+ 4hν → O2 + 2H2 (2.4)
In the above equations, h is Planck’s constant (6.626 x 10−34 Js), ν is the
frequency, and hν is the energy of the photon. The symbol e− represents an
electron and h+ represents a hole.
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2.3.2 Key Requirements of the Photoanode
A suitable semiconducting material for the photoanode in the PEC water splitting sys-
tem must satisfy certain requirements. The magnitude of the band gap and the band
edge positions are of particular importance. Photons are absorbed by the photoanode
only when the irradiation photon energy is greater than the band gap of the semicon-
ductor material. Solar light absorption peaks at wavelengths between 500 and 650 nm,
corresponding to photon energies in the range of 1.9 to 2.5 eV. Once the electron-hole
pairs are created, separated and transported to the surface, the ability of the semi-
conductor to undergo the surface reactions is determined by the band edges of the
semiconductor relative to the adsorbate redox potentials [23]. In order for both oxygen
and hydrogen production to occur without external applied bias, the valence band edge
must be more positive than the oxidation potential of water (+1.23V), and the conduc-
tion band edge must be more negative than the reduction potential of water (0V) [24],
with respect to the normal hydrogen electrode (NHE). In other words, the band edges
must ‘straddle’ the oxidation and reduction potentials of water, and consequently the
band gap of the semiconductor is required to be larger than 1.23 eV.
The band positions of a variety of semiconductors are shown in Figure 2.4, some of
which make the material unsuitable for both water oxidation and reduction. Further-
more, electrons with an energy much higher than the band gap would thermalise to the
conduction band resulting in energy lost as heat. Therefore, the ideal semiconductor
band gap should be approximately 1.9 eV to allow sufficient solar light absorption as
well as to be able to sustain surface reactions. In addition, the stability of the semicon-
ductor is crucial since the systems, once implemented, are expected to last for many
years. The photoanode material must be capable of withstanding illumination as well
as the conditions of the PEC cell.
In summary, the key criteria for a semiconductor photoanode material that is suit-
able for use in a commercially-viable PEC water splitting system are as follows:
• Must absorb sunlight efficiently.
• Must have good charge transport properties.
• Must have suitable band edge positions that straddle the oxidation and reduction
potentials of water to allow the redox reactions to proceed.
• The structure and energetics of the semiconductor surface must be favourable to
host the redox reactions.
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Figure 2.4: Band positions and band gaps of a number of semiconductors in aqueous
electrolyte. The conduction band edge (red) and valence band edge (green) of each
material are shown with respect to the NHE or the vacuum level, with energy values
indicated in eV. The standard potentials of several redox couples are displayed against
the standard hydrogen electrode potential. Figure adapted from Ref. [2].
• Must be highly durable and stable in solution.
• Must consist of low-cost components.
The development of candidate photoanodes for PEC water splitting devices is de-
scribed in the next section.
2.3.3 History and Development of Devices
The concept of immersing semiconductors such as germanium (Ge) and TiO2 in solu-
tion prior to investigating their properties in the dark and under illumination originated
at Bell laboratories, during the early development of semiconductor electronic devices
in the 1960s [25,26]. During this period of time, charge transfer at the semiconductor-
electrolyte interface was being investigated in terms of energetics and kinetics by Heinz
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Gerischer at the Technical University in Munich [27]. However, the connection be-
tween semiconductor properties and solar energy was not made until the fuel short-
ages and extortionate oil prices that accompanied the energy crisis of the 1970s. The
oil embargo imposed by the Organisation of Petroleum Exporting Countries banned
petroleum exports and decreased oil production. This resulted in a global motive to
reduce dependence on fossil fuels and seek renewable sources of energy.
In 1972, a pivotal study by Fujishima and Honda reported the illumination of a
rutile TiO2 electrode with ultraviolet (UV) light in an electrolyte to produce oxygen
and hydrogen directly [28]. Consequently, the PEC decomposition of water using semi-
conductors such as TiO2 rapidly became an active research area, producing well over
a thousand publications within a few years [29]. The motivation for this is driven by
the potential of storing solar energy as a fuel within a hydrogen-based economy. Be-
fore hydrogen produced in PEC water splitting devices is capable of competing with
conventional fossil fuels as an energy source, an improvement in the STH efficiency is
required.
The semiconductor photoanode is a crucial component of the PEC water splitting
system. Improving the efficiency of water splitting requires the device to be optimised
with respect to the material composition and structure. The ideal photoanode material
must serve a number of important roles, as described in the previous section: efficient
light absorption, adequate charge separation and transport, OER at its surfaces, practi-
cal durability, and low cost. However, no individual semiconductor that meets all of the
requirements has yet been found. High STH efficiencies have been reported using III-V
semiconductors, namely gallium arsenide (GaAs), but their high costs and low stability
are major drawbacks. Meanwhile, transition metal oxide semiconductors such as TiO2
and tungsten oxide (WO3) combine low cost with suitable durability, but the large
band gap of these materials means that photoexcitation requires light energy (∼3 eV)
higher than that brought by incident solar illumination (∼2 eV), which unfortunately
limits the STH efficiency.
Ultimately, durable and low-cost systems with STH conversion efficiencies above
10% are required for commercial realisation [12]. Two approaches have been taken in
an attempt to find the ideal photoanode material. The first one involves searching for
novel materials with high STH efficiencies. A plentiful selection of novel nanostructures
for water splitting devices has been provided by recent progress in the development of
nanomaterials [30]. However, a major problem with these new materials is that they
are expensive to produce and so they are unsuitable for large-scale implementation.
The second approach involves developing traditional semiconductor materials such as
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TiO2, iron oxide (Fe2O3), and WO3 with improved efficiencies [12].
A large body of research is devoted to improving the performance of cheap tran-
sition metal oxide semiconductors as photoanodes in the PEC water splitting system.
Attempts have been made to shift the light absorption properties of TiO2 into the visi-
ble range, as well as to develop alternative metal oxide materials to respond effectively
to visible light. Current research seems to validate the view that in order to improve
the efficiency of the existing photoanode, it is necessary to understand and exploit the
fundamental properties of the semiconductor, the semiconductor-electrolyte interface,
and the water splitting reaction mechanisms. Although much is currently known about
these traditional semiconductors in addition to the overall water splitting process, the
mechanisms by which the reactions occur have not been clearly established. The next
two sections take a closer look at TiO2 as the photoanode and the proposed water
splitting mechanisms.
2.3.4 TiO2 as the Photoanode Material
TiO2 is a transition metal oxide that adopts a variety of crystal structures, three of
which are rutile, anatase, and brookite. The (110) surface of rutile TiO2 is the most
stable among the rutile low-index surfaces, and is considered to be a quintessential
model metal oxide system for the study of water chemistry [31]. This surface has
received a substantial amount of attention for its value in heterogeneous catalysis [32],
photochemical reactions [28], sorbent technology [33], and, in particular, PEC solar
energy conversion for the production of hydrogen [34] and electricity [2].
The band edges of TiO2 straddle the oxidation and reduction potentials of water, but
unfortunately its large band gap does not maximise the absorption of visible light. The
optical band gap of rutile TiO2 has been determined, by polarised optical transmission
measurements, as 3.03 eV (direct gap) [35], and that of anatase TiO2 as 3.18 eV (indirect
gap) [36]. As outlined in Section 2.3.2, the ideal band gap of the semiconductor would
be approximately 1.9 eV. The considerable mismatch between the absorption spectrum
of TiO2 and the solar light spectrum means that photoexcitation in TiO2 requires UV
light.
Despite its pitfalls as the photoanode material, primary attention has been given
to TiO2 within the PEC water splitting research field due to the high photocatalytic
activity, chemical stability, inertness, non-toxicity and resistance to photocorrosion of
the material. A number of methods are being used in order to enhance the energy
conversion efficiency of TiO2. Introduction of dopants [37], dye sensitisation [38] and
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composite semiconductors [39] have contributed to continuous efforts made to control
the band structure of the material, separate photogenerated electrons and holes, as
well as to shift the absorption spectrum to the visible region. Although TiO2 is cur-
rently unable to achieve the desired efficiencies, its well-characterised nature makes
it an excellent model material for studying the fundamental water splitting reaction
mechanisms.
2.3.5 Water Oxidation Reaction Mechanisms
The photogeneration of electrons and holes following excitation of a semiconductor is
regarded as a well-known event, but there has been little agreement regarding sub-
sequent events and reactions. Electrons and holes can either become trapped in the
material, recombine, or participate in redox reactions at the surface. The first two are
ultrafast processes that take place on the femto, pico and nano time scales, while the
interfacial surface reactions occur on the millisecond and second timescales [40]. It is
important to accentuate that both the OER and HER surface reactions (Equation 2.2
and Equation 2.3) are composed of complex multistep reaction pathways involving both
charge trapping and surface processes. Of the two reactions, the OER (Equation 2.5),
also known as the water oxidation reaction, is considered the main hurdle as it requires
a large overpotential, causing major energy losses in the system [41]. The precise
mechanisms of this reaction are frequently debated, predominantly because atomic-
level understanding of the steps following photoexcitation has not yet been established.
Therefore the current work focusses on the initial steps of the OER. An overview of
proposed mechanisms for the OER is provided in this section.
2H2O+ 4h
+ → 4H+ +O2 (2.5)
Research into the mechanism of the OER began in 1980 when Wilson identified
the production of oxidised states on the surface of an illuminated TiO2 photoanode in
aqueous electrolyte using electrochemical scanning techniques [42]. In this work, the
possibility of treating the observed species as intermediates of the OER was discussed.
Consequently in 1984, Salvador and Gutierrez attributed Wilson’s oxidised states to
chemisorbed hydrogen peroxide, H2O2, on the TiO2 surface [43]. On the basis of these
observations, one of the first mechanisms for the water oxidation reaction — the Redox
Photooxidation mechanism — was born.
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The Redox Photooxidation mechanism
In this mechanism, it is assumed that the OER is initiated
by the oxidation of adsorbed water molecules Ti−H2Oads or
hydroxyl ions Ti−OH−ads by photogenerated holes that have
accumulated at the O-2p states of twofold-coordinate oxygen
ions (O2c) at the surface. This results in the formation of
surface hydroxyl radicals, Ti−OH•ads:
Ti−H2Oads + h
+ → Ti−OH•ads +H
+ (2.6)
Ti−OH−ads + h
+ → Ti−OH•ads (2.7)
The coupling of two adjacent Ti−OH•ads radicals is said to
generate surface-bound hydrogen peroxide, H2O2, intermedi-
ates:
2(Ti−OH•ads)→ Ti− (H2O2)ads (2.8)
The subsequent capture of two valence band holes by ad-
sorbed H2O2 is believed to result in O2 evolution [42–44]:
Ti− (H2O2)ads + 2h
+ → O2 + 2H
+ (2.9)
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Since this conventional mechanism was proposed, the picture of water oxidation has
evolved through advances in theory and experimental techniques. In 2004, Nakamura
and Nakato observed the presence of surface peroxo (Ti-O-O-Ti) intermediates using
in situ fourier transform infrared spectroscopy [45]. On these grounds, they proposed
an alternative series of steps which they called the Nucleophilic Attack mechanism.
The Nucleophilic Attack mechanism
The OER is said to be initiated by nucleophilic attack of a
water molecule H2O on a surface-trapped hole, accompanied
by bond breaking and is represented as:
[Ti−O− Ti] + h+ + H2O→ [Ti−O • HO− Ti] + H
+
(2.10)
In this case, two adjacent surface radicals, [Ti-O• HO-Ti], are
able to couple, forming surface peroxo species, [Ti-O-O-Ti]:
2[Ti−O • HO− Ti]→ [Ti−O−O− Ti]+ [Ti−O− Ti]+H2O
(2.11)
The subsequent hole oxidation reactions of [Ti-O-O-Ti] are
said to lead to oxygen evolution:
[Ti−O−O− Ti]+h++H2O→ [Ti−O−O • HO− Ti]+H
+
(2.12)
[Ti−O−O • HO− Ti] + h+ → [Ti−O− Ti] + O2 +H
+
(2.13)
More recently, literature has emerged that offers insight into the water oxidation
mechanism through the theory and simulation of materials. In some cases, calculations
have confirmed experimental observations whereas in others, calculations have elimi-
nated ideas that were previously thought possible. It is generally agreed that water
oxidation is initiated by the formation of surface trapped photogenerated holes. Re-
cent evidence has suggested that the oxidation of water to oxygen proceeds through
four hole oxidation steps in a sequential manner. This is known as Proton Coupled
Electron Transfer (PCET) [46,47].
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Proton Coupled Electron Transfer
In this scheme, the OER is initiated by the oxidation of
adsorbed water molecules Ti−H2Oads by photogenerated
holes. This is proceeded by three further oxidation steps
as shown below:
Ti−H2Oads + h
+ → Ti−OH•ads +H
+ (2.14)
Ti−OH•ads + h
+ → Ti−O•ads +H
+ (2.15)
H2O+Ti−O
•
ads → Ti−OOHads +H
+ (2.16)
Ti−OOHads + h
+ → O2 +H
+ (2.17)
In 2010, Li et al. identified the first hole oxidation of water
(Equation 2.14) as the rate limiting step of the water oxida-
tion mechanism on both rutile and anatase surfaces, using
density functional theory (DFT) calculations [48]. Moreover,
a theoretical study of this first hole oxidation step carried out
by Chen et al. in 2013 indicated that it consists of two sequen-
tial steps in itself [47]. Firstly the adsorbed water molecule
is dissociated, forming OH−ads and H
+ ions:
Ti−H2Oads → Ti−OH
−
ads +H
+ (2.18)
Then the OH−ads is oxidised by a photogenerated hole trapped
at a surface O3c site:
Ti−OH−ads + h
+ → Ti−OH•ads (2.19)
The PCET mechanism was confirmed by a DFT study by Ji et al. in 2014 [49]. Their
research appears to show that the direct transfer of a trapped hole to the water molecule
is hindered by a mismatch between the energy and spatial symmetry of the hole orbital
and the highest occupied molecular orbital of the adsorbed water molecule. The authors
presented evidence to suggest that, instead, the transfer of a photogenerated hole via
an in-plane oxygen ion to the water molecule is more energetically favourable and that
for this process to occur, it is necessary for the adsorbed water molecule to dissociate
into hydroxyl ions on the surface.
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Having considered the PEC water splitting processes, requirements, and the pro-
posed OER mechanisms in detail, it is now reasonable to develop the research questions
on which this thesis is based. The overall challenge in this field is summarised in the
next section, and following this, Chapter 3 outlines the research questions, purpose and
approach of this thesis.
2.3.6 The Challenge
Certainly, there is no shortage of disagreement within the PEC water splitting field that
developing materials that achieve all of the required criteria is a daunting challenge.
To date, a completely suitable semiconductor for use as the photoanode has not been
realised. Primary attention has been given to the thin-film semiconductors TiO2, WO3
and Fe2O3 because of their high photocatalytic activity, chemical stability, inertness,
non-toxicity and resistance to photocorrosion. Unfortunately, the STH efficiency of
these systems have plateaued in the 3-5% range [2]. Multijunction PEC water splitting
devices consisting of III-V semiconductors such as GaAs, indium phosphide (InP),
gallium phosphide (GaP) and gallium nitride (GaN) have demonstrated STH efficiencies
of above 16% [50], but have the major drawback of being expensive and unstable.
It is important to take into account the fact that this conversion efficiency is af-
fected by a number of losses occurring in the system. Losses can occur at each of the
fundamental steps outlined in Section 2.3.1: during photon absorption by the semicon-
ductor; electron-hole recombination during the transport of charges; and slow reaction
kinetics of the OER and HER processes. As can be expected, minimising the losses
in the system would contribute to improvements in the STH conversion efficiency. To
summarise, the challenge in this field is to develop efficient PEC water splitting devices
using materials that meet all of the required criteria – a challenge that is potentially
achievable through breakthroughs in fundamental research.
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A photoelectrochemical (PEC) water splitting device that harnesses solar energy and
produces hydrogen from water has the potential to provide a clean, renewable, efficient
and commercially-viable route to hydrogen production. As described in Section 2.3.6,
the challenge is based on optimising the efficiency of the device by either discovering
new materials or enhancing existing materials so that they meet the criteria required
by the photoanode. To approach this challenge, it is necessary to decompose it into
its constituent problems (where each problem represents a knowledge gap in the field),
develop research questions for each, and then address each question in turn using well-
suited methods – this process is described in the current chapter. The research problems
in the field are outlined in Section 3.1 and the research questions addressed by this thesis
are highlighted. Accordingly, the purpose and approach of the current work is described
in Section 3.2, with a brief synopsis of the chosen research methods.
3.1 Research Questions
In the field of PEC water splitting, one of the main topics of research is the search
for new candidate photoanode materials. This type of materials discovery requires
the development of novel synthesis methods. Another challenging aspect of developing
novel devices is the characterisation of their opto-electronic properties. Advances in
theory & simulation, synthesis and characterisation techniques contribute continually
to progress in each of these research topics.
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Figure 3.1: The research questions and subquestions addressed by the current work
are defined with respect to the challenge in the field of PEC water splitting.
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3.2 Purpose and Approach
Out of the known research problems of the PEC water splitting device, the focus of
the current work is on the underlying reactions that occur at the semiconductor-water
interface. One of the losses occurring in the system are due to the slow reaction kinetics
of the oxygen evolution reaction (OER) and the hydrogen evolution reaction (HER), as
mentioned in Section 2.3.6. Unfortunately, the complexity of the OER has meant that
details of its mechanism remain unclear, therefore it is difficult to guide optimisation
of reaction rates. Even on model photoanode materials such as rutile titanium dioxide
(TiO2), the specific steps leading to oxygen evolution are controversial. As the first
step of the OER involves the reaction of a photogenerated hole with adsorbates at the
photoanode surface, studying the mechanism accurately relies on a valid description of
the semiconductor-water interface.
Before considering the photocatalytic reactions, it is important to address the ad-
sorbates present at this interface. The well-characterised nature of TiO2 makes it an
ideal model material for semiconductor-water studies. However, water chemistry on
TiO2 surfaces remains a controversial topic in itself and a clear atomistic understand-
ing of this has not yet been established. Theoretical models are particularly valuable
for the development of an accurate description of the interface and surface reactions. In
order to address the knowledge gap in the adsorption of water on TiO2 surfaces, a series
of subquestions has been defined, as shown in Figure 3.1, each of which are addressed
in turn in this thesis. The purpose and approach of the current work is summarised
below.
3.2 Purpose and Approach
The purpose of the current work is to improve the fundamental understanding of the
geometric, electronic and vibrational properties of the first layer of water on the TiO2
surface at the atomic level. With this in mind, the adsorption of water on the rutile
TiO2(110) surface is modelled by using sufficiently-accurate and well-suited theoretical
methods.
The properties of the adsorbate-substrate system are analysed by considering the
following: the optimised structures at various water coverages and arrangements; the
water-water and water-surface interactions; the intriguing vibrational properties of the
system; and the interesting electronic structure of the adsorbate states relative to the
surface. In order to investigate the behaviour of water on the rutile TiO2(110) surface
at coverages up to one monolayer, periodic density functional theory calculations have
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been used with the hybrid-exchange B3LYP functional1. This method results in an
accurate and computationally-efficient description of the energetics and the electronic
structure of periodic systems, particularly for transition metal oxides [54, 55]. As well
as this, the method adopted facilitates the analysis of the interactions between adjacent
adsorbates. The methods adopted in this research are described in detail in the next
chapter.
1B3LYP combines the Becke three-parameter hybrid functional for exchange, B3, which includes a
fraction of Hartree-Fock exchange, with the Lee, Yang and Parr functional for correlation, LYP [51–53].
The method is described in further detail in the next chapter.
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In the previous chapter, the research questions to be addressed in this thesis were
outlined together with a brief synopsis of the chosen research methods. To fulfill the
aims of the current work, the adsorption of water on the rutile TiO2(110) surface is
modelled accurately using state-of-the-art periodic hybrid-exchange density functional
theory (DFT) calculations. The adsorption mode and coverage is varied, sampling a
number of different atomic configurations. Following geometry optimisation, the effects
of varying the adsorption configuration on the geometry, energetics, stability, electronic
structure and vibrational frequencies are analysed, leading to a detailed insight into the
interactions at the water-TiO2 interface.
Several theoretical methods have been developed to compute the ground state en-
ergy of a system. The method of choice for a particular problem can be detected
by considering the structural and electronic properties of the system alongside the
particular observables under investigation. Additionally, the computational cost of the
method must be affordable – the computational requirements increase with the number
of atoms in the system, as well as for a more accurate description of the observables, e.g.
by using large basis sets. Therefore, it is important to obtain a compromise between
computational cost and accuracy when choosing an electronic structure method.
The first part of this chapter gives an overview of the electronic structure techniques
used, justifying the methods of choice in the current work. Firstly, the importance of
computing the total energy of a given system is highlighted in Section 4.1.1, and the
quantum mechanical many-body problem is introduced in Section 4.1.2. Section 4.1.3
outlines the Born-Oppenheimer approximation. The concept behind methods used to
solve the electronic wave function, although not used in the current work, is described
briefly in Section 4.1.4. Advances in theory and computation have led to the develop-
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ment of DFT, which is uncovered in Section 4.1.5. Inherent to all ab initio methods
is the expression of the unknown orbitals in terms of an expansion of functions that
span the space. This is known as the basis set (BS) approximation and is described in
Section A.4.
In the second part of this chapter, the most relevant operations within the CRYSTAL
code are presented: the three-dimensional (3-D) periodic model for modelling crystals
is detailed in Section 4.2.1; the geometry optimisation procedure is described in Sec-
tion 4.2.2; Section 4.2.3 introduces the two-dimensional (2-D) slab model for modelling
surfaces and Section 4.2.4 describes how the adsorption of molecules onto a surface can
be modelled and analysed in terms of the calculated binding energy; the methods for
computing phonons in CRYSTAL are included in Section 4.2.5; and lastly, Section 4.3
closes this chapter by highlighting the computational details of the models used in this
work, alongside the importance of using the chosen methods.
4.1 Electronic Structure Methods
4.1.1 The Concept of Total Energy
The stability of the system is measured using the total energy. Computing the total
energy of an atomic system allows one to study a number of important phenomena:
different atom and electron configurations, bond strengths, mechanisms of chemical
reactions, and the forces on each atom. The total energy of the system can be written
as a sum of the kinetic energy of nuclei and electrons and the potential energy derived
from the interactions between particles. In quantum mechanics, all the properties of a
given system are described by its unique wavefunction, Ψ. In principle, the total energy
and the wavefunction of the system could be calculated by finding the solution to the
Schro¨dinger equation.
4.1.2 The Schro¨dinger Equation
The time-independent Schro¨dinger equation is:
Hˆ|Ψ〉 = E|Ψ〉 (4.1)
where Hˆ is the Hamiltonian operator, which describes all interactions occurring in a
many-body system as well as any interactions of the system with external fields; Ψ
is the wavefunction, which contains all the information that can be known about the
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system; and E is the total energy of the system.
The Hamiltonian for N electrons and M nuclei is constructed as follows:
Hˆ = Tˆe + Tˆn + Vˆne + Vˆnn + Vˆee
=
N∑
i=1
−
1
2
∇2i +
M∑
A=1
−
1
2MA
∇2A +
N∑
i=1
M∑
A=1
−
ZA
|ri − rA|
+
+
M∑
A=1
M∑
B>A
ZAZB
|rA − rB |
+
N∑
i=1
N∑
j>i
1
|ri − rj |
(4.2)
where Tˆe and Tˆn represent the electron and the nuclear kinetic energies, respectively.
Vˆne, Vˆnn, and Vˆee are the operators corresponding to three types of interaction: nucleus-
electron, nucleus-nucleus, and electron-electron interactions, respectively. The following
applies throughout this section: i refers to a particular electron; A refers to a particular
nucleus; MA is the mass of nuclei; Z represents the nuclear charge; ri and rA signify
a set of electronic and nuclear coordinates, respectively; atomic units are used, i.e.
Planck’s constant, ~=1; mass of an electron, mi=1.
In this Hamiltonian, the kinetic energies of both electrons and nuclei are consid-
ered alongside the Coulomb potential for the interactions between each set of particles.
Since the microscopic systems being studied contain a large number of interacting par-
ticles, the interactions described by Hˆ are extensive and complicated. As a consequence
of this, Ψ is a function of 3n coordinates corresponding to the x, y and z Cartesian
coordinates of each particle, and n is the total number of all electrons and all nuclei
in the system. Hence Ψ contains a vast amount of information and is astonishingly
complex – this is known as the many-body problem. In reality, the exact solution of
the Schro¨dinger equation for a many-body system is unobtainable and can only be
calculated analytically for the hydrogen atom or a hydrogenoid (one-electron system).
However, by introducing certain assumptions and approximations, a reasonably accu-
rate description of the total energy of the system can be obtained in order to investigate
the properties of molecules or periodic systems.
4.1.3 The Born-Oppenheimer Approximation
The mass of a proton is approximately 1800 times greater than that of an electron: the
mass of nuclei is assumed to be much greater than the mass of electrons, consequently
the velocity of electrons is much greater than that of nuclei. The nuclei are assumed
to be fixed in position relative to electrons, hence the kinetic energy of the nuclei, Tˆn,
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is assumed to be zero. As a result of this Born-Oppenheimer Approximation, the
nucleus-nucleus interaction, Vˆnn, is assumed to be constant for any configuration of
fixed nuclei. By applying these assumptions, the nuclear and electronic components of
a system are separated, and the total wavefunction can be written as a simple product
of the individual nuclear and electronic wavefunctions. There is no coupling between
them. The electronic Hamiltonian becomes:
Hˆ = Tˆe + Vˆne + Vˆee
=
N∑
i=1
−
1
2
∇2i +
N∑
i=1
M∑
A=1
−
ZA
|ri − rA|
+
N∑
i=1
N∑
j>i
1
|ri − rj |
(4.3)
4.1.4 Wavefunction-Based Methods
As a consequence of the Born-Oppenheimer approximation, the focus of wavefunction-
based quantum chemical methods is kept on solving the electronic Schro¨dinger equation
by attempting to develop more sophisticated descriptions of the electronic wavefunction.
This family of methods uses the variational principle to approximate the ground
state wavefunction. The principle states that the total energy of the system is greater
than or equal to that of the ground state solution of the wavefunction, Ψ0:
E[Ψ] ≥ E0 (4.4)
where E0 is the ground state energy. Thus, the true wavefunction is the one that
minimises the total energy. The Hartree-Fock (HF) method is the simplest technique
used to approximate the ground state wavefunction, but its main pitfall is that the
theory neglects all electron correlation. This problem can be corrected by explicitly ac-
counting for electron correlation using alternative, more sophisticated methods. These
include Mo¨ller & Plesset Perturbation Theory (MP2, MP3, MP4), Configuration In-
teraction, Coupled-Cluster Theory, and Quantum Monte Carlo simulations. Although
these methods lead to highly accurate results, their computational costs limit their
applicability – an accurate description of the wavefunction requires a large BS, and the
computational cost scales with the number of electrons in the system. The computa-
tional cost and speed of calculations must be balanced by the level of theory adopted
and the accuracy obtained. An approach that successfully minimises calculation times
while providing an accurate prediction of certain properties is DFT. This is the method
of choice for the current work and is uncovered in the next section.
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4.1.5 Density Functional Theory
The DFT framework provides a way of determining the ground state energy of a many-
electron system without computing the ground state electronic wavefunction. Effec-
tively, this method reduces the complexity of the many-body problem.
In 1964, Hohenberg and Kohn introduced two theorems which established DFT [56]:
1. For any system of interacting particles, the ground state electron density, ρ(r),
uniquely determines the external potential, Vˆext (also known as Vˆne in previous
sections). The total number of electrons, N , is defined by the integral of the
density:
N =
∫
ρ(r) dr (4.5)
Since the Hamiltonian, Hˆ, is determined by Vext and N , it follows that the ground
state electronic wavefunction and all the ground state properties of the system
are unique functionals of the ground state electron density. Wilson’s renowned
elementary proof of this theorem was based on the fact that the electron density
has a cusp at the nucleus: ρ(r) diverges at the positions of atomic nuclei, the rate
of divergence determines the positions and charges of the nuclei, therefore ρ(r)
uniquely determines Vext, N , and Hˆ.
2. Taking into account the variational principle and the theorem that the electron
density uniquely determines the ground state wavefunction and Hamiltonian, it
follows that the density that minimises the energy is the ground state density,
and the minimum energy is the ground state energy:
E[ρ] ≥ E0 for any ρ such thatN =
∫
ρ(r) dr (4.6)
The energy functional, E[ρ], consists of three terms:
E[ρ] = Tˆ [ρ] + Vˆext[ρ] + Vˆee[ρ] (4.7)
where Tˆ [ρ] is the kinetic energy, Vˆext[ρ] is the external potential (also known as the
nuclear-electron interaction), and Vˆee[ρ] is the electron-electron interaction. The exter-
nal potential can be written unambiguously in terms of densities:
Vˆext[ρ] =
∫
Vˆext ρ(r)dr (4.8)
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The kinetic energy and electron-electron interaction functionals are much more difficult
to evaluate. The Kohn-Sham (KS) approach proposes a fictitious system of N non-
interacting electrons, in which Vee=0 [57]. In this case, an expression for the non-
interacting kinetic energy, Tˆs, is defined. The density is then written in terms of a set
of N non-interacting orbitals, φi, from which the electron density and kinetic energy
are known:
ρ(r) =
N∑
i
|φi(r)|
2 (4.9)
Tˆs[ρ] = −
1
2
N∑
i
〈φi|∇
2|φi〉 (4.10)
Now, the electron-electron interaction can be split into a Coulomb component,
and an exchange and correlation component. The classical Coulomb interaction can be
written in terms of densities and is a significant component of the total electron-electron
interaction:
VˆH [ρ] =
1
2
∫
ρ(r1)ρ(r2)
|r1 − r2|
dr1dr2 (4.11)
The energy functional becomes:
E[ρ] = Tˆs[ρ] + Vˆext[ρ] + VˆH [ρ] + Exc[ρ] (4.12)
where Exc is effectively an error-correction term named the exchange-correlation func-
tional that takes into account the error made for using the non-interacting kinetic
energy and for using a classical Coulombic electron-electron interaction:
Exc[ρ] =
(
Tˆ [ρ]− Tˆs[ρ]
)
+
(
Vˆee[ρ]− VˆH [ρ]
)
(4.13)
Now that we have an expression for the energy functional, it is possible to construct
the Hamiltonian for the KS equations:
[
−
1
2
∇2 + vext(r) +
∫
ρ(r′)
|r− r′|
dr′ + vxc(r)
]
φi(r) = ǫiφi(r) (4.14)
where vext(r) corresponds to the interaction between an electron and all nuclei, and
vxc(r) is the local exchange-correlation potential, which is constructed from the deriva-
tive of the exchange-correlation energy with respect to the density:
vxc(r) =
δExc[ρ]
δρ(r)
(4.15)
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The aim is to determine the ground state density and energy. This is done by selecting
an initial trial density, ρ(r); constructing the Hamiltonian, which depends on ρ(r);
obtaining a set of one-electron KS orbitals, φi(r), and eigenvalues, ǫi; and constructing
a new charge density using ρ(r)=
∑
|φi(r)|
2. The density that minimises the energy is
the ground state density, and the minimum energy is the ground state energy. This is
an iterative process based on the self-consistent field (SCF) method. Effectively, if the
exchange-correlation functional Exc[ρ] is known, the exact ground state density and
energy can be determined using this method. In practice, Exc[ρ] is approximated and
so the reliability of the calculations is dependent on the approximation used for Exc[ρ]
– the next section discusses the approximations for Exc[ρ].
Exchange-correlation Functionals
Approximations for the exchange-correlation functional, Exc[ρ], are generally repre-
sented as follows:
Exc[ρ] =
∫
ǫxc(r)ρ(r) dr (4.16)
where ǫxc(r) is the exchange-correlation energy. There are three families of approxi-
mations corresponding to this type, which result in the Local Density Approximation
(LDA), Generalised Gradient Approximation (GGA), and Meta-GGA functionals:
• The LDA
The exchange-correlation energy is approximated as a function of the local charge
density:
ǫxc(r) = ǫxc(ρ(r)) (4.17)
and the exchange-correlation energy can be separated into exchange and correla-
tion contributions:
ǫxc(ρ(r)) = ǫx(ρ(r)) + ǫc(ρ(r)) (4.18)
• The GGA
The GGA takes into account both the density and its gradient:
ǫxc(r) = ǫxc(ρ(r), |∇ρ(r)|) (4.19)
• Meta-GGA
Meta-GGA functionals are extensions of GGA that also incorporate the local
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kinetic energy density:
ǫxc(r) = ǫxc(ρ(r), |∇ρ(r)|,∇
2ρ(r), τ) (4.20)
where τ is the kinetic energy density:
τ =
1
2
∑
i
|∇φi|
2 (4.21)
In terms of reliability, the LDA yields reasonable descriptions of structural proper-
ties, vibrational frequencies, elastic moduli and phase stability, but it has been reported
to lead to poor binding energies. This approximation overestimates the correlation en-
ergy while underestimating the exchange energy. One of the main reasons why the
LDA performs reasonably well is due to the cancellation of these errors1. The GGA
improves the description of binding energy compared to the LDA2.
It is important to note that since the density is defined as a set of N non-interacting
orbitals, this model implies that an electron in an occupied orbital interacts with N
electrons instead of (N − 1) electrons. This situation is termed self-interaction; con-
sequently, occupied levels are pushed up in energy (band gaps are underestimated).
Corrections for self-interaction are made in more sophisticated levels of theory through
the development of hybrid-exchange functionals. The exchange-correlation functional
is written as a sum of various functionals, consisting of a portion of exact HF exchange
as well as correlation components. Recent advances have succeeded in introducing
the non-local nature of the exchange potential. The most established hybrid-exchange
functional is B3LYP (Becke, three-parameter, Lee-Yang-Parr). B3LYP combines the
Becke three-parameter hybrid functional for exchange, B3, which includes a fraction
of HF exchange, with the Lee, Yang and Parr functional for correlation, LYP [51–53].
The functional is written as follows:
EB3LY Pxc = E
LDA
xc +a0(E
HF
x −E
LDA
x )+ax(E
GGA
x −E
LDA
x )+ac(E
GGA
c −E
LDA
c ) (4.22)
where a0=0.20, ax=0.72 and ac=0.81 are coefficients determined by fitting to ob-
served atomisation energies, ionisation potentials, proton affinities and total atomic
energies [51]. Use of the B3LYP functional has become popular in chemical appli-
cations due to the increased reliability of computed binding energies, geometries and
1An example of an LDA functional is SVWN [58].
2A wide range of GGA (BLYP, BP86 and BPW91 [53,59–62]) and meta-GGA (PKZB, VS98 [63–65])
functionals have been developed.
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frequencies [66]. Other hybrid functionals include PBE0, B3P86 and B3PW91.
In the interest of predicting the properties of metal oxides and water-oxide inter-
faces, the local BS implementation of the hybrid-exchange B3LYP is a well-established
DFT method that has been shown to result in an accurate and reliable description of
the energetics and electronic structure [54]. The B3LYP functional has been shown to
produce more correct values for the energetics, bond distances and intermolecular inter-
actions, in comparison with the GGA, in adsorbate-substrate systems of this kind [67].
In addition, the accurate band gap description provided by B3LYP is an important
advantage when analysing the electronic structure of the system [68].
4.1.6 The Basis Set Approximation
Local Basis Sets
Inherent to all ab initio methods in solving the Schro¨dinger equation or the KS equa-
tions of DFT is the BS approximation. The unknown one-electron HF or KS orbitals
are expressed in terms of an expansion in a set of known orbitals that are represented
by mathematical functions called basis functions:
ψi(r) =
∑
µ
aiµ χµ(r) (4.23)
where each aiµ is known as an expansion coefficient. This group of basis functions,
χµ(r), is the BS. A complete BS requires an infinite number of basis functions in order
to generate an exact expression of the HF or KS orbitals, which is impossible in practice.
Instead, a finite BS is used as an approximation to represent the electrons in the system.
There are two types of atom-centred basis functions used commonly in electronic
structure calculations: Slater Type Orbitals (STOs) and Gaussian Type Orbitals
(GTOs) [69,70] – both types decay exponentially with distance from the nucleus. STOs
have the mathematical functional form:
Sα,n,l,m(r, θ, φ) = N Yl,m(θ, φ) r
n−1 e−αr (4.24)
where N is a normalization constant and Yl,m are spherical harmonic functions.
GTOs are more commonly written in terms of Cartesian coordinates:
Gα,lx,ly,lz(x, y, z) = N x
lxylyzlz e−αr
2
(4.25)
where xlxylyzlz and e−αr
2
are the angular and radial parts of the function, respec-
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tively. In this case, the type of orbital is represented by the sum of lx, ly and lz.
For example, a GTO where lx + ly + lz = 1 represents a p-orbital. The exponent α
determines the width of the function.
Both STOs and GTOs can be used in the BS, but it is important to take into
account a few considerations in order to reach a compromise between computational
efficiency and accuracy of the representation when deciding on the size of the BS and
the type of functions used. Firstly, the derivative of a GTO at the nucleus is equal to
zero, due to the r2 dependence in the exponential of the function, and this causes issues
in representing electronic behaviour close to the nucleus. Secondly, far from the nucleus
the function decays too rapidly leading to inaccuracies in comparison with an STO. In
the case of an STO, the electron density has a cusp at the position of the nucleus, and
the function has a smoother exponential decay with distance from the atom centre.
In principle, more GTOs are required in order to achieve a certain accuracy compared
with STOs. One of the main differences between the two types of basis functions is that
the rn−1 factor is present in STOs but is absent in GTOs. The absence of this factor
allows for very fast integral calculations – the popularity of GTOs as basis functions
is underpinned by the efficiency with which the integrals can be calculated, and thus
compensates for the increased number of GTO basis functions required.
For a given system, the exponent, αj, in the basis functions are optimised by a
variational calculation, so the chosen exponent values are the ones that result in the
lowest energy. Since the total energy is made up of a large contribution from the
inner-shell electrons, i.e. in the 1s orbital, energy minimisation techniques tend to op-
timise the basis functions for the core electrons, neglecting the chemically-important
valence electrons. In order to describe the outer region of the atom, basis functions with
small exponents – called diffuse functions – can be adopted. Instead of focussing
computational effort on the core electrons, which remain almost unchanged with re-
spect to atomic bonding, often a technique known as BS contraction is used. In this
method, the full set of primitive GTOs (pGTO) are separated into groups, where a
fixed linear combination of each group of functions describes a specific orbital. The
functions resulting from each group are called contracted GTOs (cGTO), as shown
in Equation 4.26. BS contraction provides a reasonable compromise between accuracy
and computational efficiency – the restriction on the number of variational parameters
reduces the flexibility of the BS, and simultaneously reduces the computational cost of
the calculation.
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χµ(r) =
∑
j
cjGj(r) (4.26)
where χµ(r) is a cGTO that represents an orbital, cj are the expansion coefficients
of this expansion, and Gj(r) is a pGTO.
The term minimum BS is used to describe the set of contracted basis functions
that contain the number of electrons in the neutral atom only, e.g a single s-function
for a hydrogen atom. Doubling each of these contracted basis functions leads to the
formation of a Double Zeta BS, e.g. two s-functions for hydrogen. Since chemical
bonding involves valence orbitals, doubling core orbitals is rare. Doubling each of the
valence basis functions is more common, and is often termed Valence Double Zeta or
a split valence BS. Analogously, tripling each of the basis functions produces a Triple
Zeta and tripling the valence functions produces a triple split valence BS.
At the same time, the description of the electron distribution in bonds can be
improved by adding functions with higher angular momentum. For example, a set of
p-functions can be added to the s-functions used to describe a hydrogen atom. In this
case, the p-function is said to introduce a polarisation of the s-function. Similarly,
d-functions can polarise p-functions, and f–functions can polarise d-functions. Often a
* is used to represent the addition of polarisation functions.
Plane Wave Basis Sets
When modelling infinite systems, plane wave basis functions can be used as an alter-
native to local basis functions. A characteristic of infinite systems is that electrons
occupy bands. The electrons in each band can be expressed in a BS of plane waves:
χk(r) = e
ik·r (4.27)
The highest energy k vector included determines the size of the BS. These basis
functions are useful for describing electrons that are delocalised in nature, e.g. valence
electrons in a metal. Generally, the inclusion of core electron behaviour is carried out
by using a function to model the core electrons, called a pseudopotential.
4.2 The CRYSTAL program
CRYSTAL is a general-purpose, accurate and well-tested quantum mechanical ab initio
computer code for calculating the properties of crystalline materials. The first public
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version was released in 1988, followed by 7 subsequent versions housing additional
capabilities and increased computational efficiency. CRYSTAL is based on the expansion
of crystalline orbitals as a linear combination of a BS consisting of atom-centred GTOs.
Periodic boundary conditions in three dimensions are used for the bulk, and in two
dimensions for surfaces. In the current work, both CRYSTAL09 and CRYSTAL14 were
used. The theoretical framework of the program common to all versions is described
in this section.
4.2.1 The Three-Dimensional Periodic Model
To be able to describe crystalline structures accurately is vital for understanding the
properties of crystals at an atomic level. A system to represent the crystalline struc-
ture can be generated by repeating infinitely a fundamental repeating unit called the
unit cell, a feature known as periodicity. The nature of the periodicity is specific to
the material being studied: the unit cell is repeated in one dimension for studying a
polymer, in two dimensions for the slab model of a surface (detailed in Section 4.2.3),
or in three dimensions for bulk crystals. In this section, the theoretical framework for
the 3-D periodic model of a crystalline solid is described.
The fundamental unit cell involved in the ordered repetition of atoms in three dimen-
sions is related to every other cell in the system by translational symmetry operations,
represented by the translational vector in direct space:
R = ua1 + v a2 + w a3 (4.28)
where u, v and w are integers and a1, a2 and a3 are direct space lattice vectors.
There are seven possible shapes of fundamental unit cell – cubic, tetragonal, orthorhom-
bic, monoclinic, rhombohedral and hexagonal – each characterised by the lattice vectors
a1, a2 and a3 and the angles α, β and γ. Taking a cubic unit cell as an example, a1
= a2 = a3 and α = β = γ = 90
◦, whereas in a tetragonal unit cell, a1 = a2 6= a3 and
α = β = γ = 90◦. Atoms occupy sites within the unit cell known as lattice points
or lattice centering, often positioned at corners, sides, centres or unit cell faces. The
four types of lattice centering are: Primitive (cell corners only); Body (cell corners plus
one additional lattice point at cell centre); Face (cell corners plus one additional lattice
point at the centre of each cell face); and Base (cell corners plus one additional lattice
point at the centre of each of a pair of cell faces). It is the coupling of the unit cell shape
and the lattice centering that defines the type of lattice generated in the 3-D periodic
model. The type of lattice is classified by one of fourteen Bravais lattices in 3-D space,
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named after Auguste Bravais who first recorded them in 1850 [71], where each Bravais
lattice refers to a distinct lattice type and has one of 230 unique symmetry groups. As
an example, a cubic unit cell with primitive lattice centering is one of the 14 Bravais
lattices and a well-known material that adopts this structure is sodium chloride, NaCl.
It is important at this point to introduce the reciprocal lattice, a useful concept in
the study of many physical properties of crystalline solids, especially lattice dynamics
and the electronic band theory of solids. Given the direct lattice vectors a1, a2 and a3,
we can define the corresponding reciprocal lattice vectors b1, b2 and b3, by satisfying
the orthogonality condition which states that the direct lattice vector ai is orthogonal
to the reciprocal lattice vector bj, i.e. ai·bj = 0, only when the indices i and j are
unequal:


1 0 0
0 1 0
0 0 1

 =


b1 · a1 b1 · a2 b1 · a3
b2 · a1 b2 · a2 b2 · a3
b3 · a1 b3 · a2 b3 · a3


ai · bj = δij (4.29)
δij =


1, if i = j,
0, if i 6= j.
The reciprocal lattice vectors can be given in terms of the direct lattice:
b1 =
a2 × a3
V
b2 =
a3 × a1
V
b3 =
a1 × a2
V
(4.30)
where V is the volume of the unit cell. It should be noted that often the reciprocal
lattice is scaled by a constant, such as 2π.
Analogous to the definition of a point in direct space by a vector r, a point in
the reciprocal lattice is defined by a vector k, commonly known as a wave vector.
Furthermore, the translational property of the lattice enables any lattice vector in
direct space to be represented by R, and in reciprocal space by the vector K.
r =
∑
i
ri ai k =
∑
j
kj bj (4.31)
R =
i=3∑
i
ni ai K =
j=3∑
j
mj bj (4.32)
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Considering the fact that two vectors, k and k’, that differ by the reciprocal lattice
vector K are equivalent, only the functions in the reciprocal fundamental unit cell
need be taken into account. The periodicity in reciprocal space serves to compute the
properties of the system without having to calculate the infinite number of functions
contained within the crystalline solid. In a periodically arranged system, the wave
functions in repeated cells are related by the exponential function exp(ik · R), also
known as the complex phase factor. This is the basis of the Bloch Theorem of waves
in a periodic lattice:
ψk(r+R) = exp(ik ·R) ψk(r) (4.33)
The fundamental unit cell equivalent in reciprocal space is conventionally known
as the first Brillouin Zone (BZ), and so there are fourteen BZs corresponding to the
fourteen reciprocal Bravais lattices.
4.2.2 Geometry Optimisation
The important search for the equilibrium structure of a material is the basis of geom-
etry optimisation in the computational sciences, which involves establishing the sta-
tionary points on the potential energy surface (PES). First- and second-derivatives are
pivotal quantities when describing the PES: a stationary point is located when the first-
derivatives, i.e. the forces acting on the atoms, are equal to zero; the second-derivatives
allow characterisation of the stationary points.
In the CRYSTAL geometry optimisation strategy of periodic systems, optimisation
is performed by relaxing the atoms whilst preserving the symmetry of the system.
The Quasi-Newton optimisation scheme is implemented, encorporating the Newton-
Raphson (NR) method combined with a Hessian updating algorithm. This method is
described in this section.
Firstly, the energy function is expressed as a Taylor expansion truncated at second
order as follows:
E(r) = E(r0) + (r− r0)g0 +
1
2
(r− r0)
2H0 (4.34)
where r0 is the reference point; g0 is the gradient vector for the reference point;
and H0 is the second-derivative matrix, commonly known as the Hessian matrix for
the reference point:
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g0 =
dE(r)
dr
∣∣∣∣
r=r0
(4.35)
H0 =
d2E(r)
dr2
∣∣∣∣
r=r0
(4.36)
Then, Equation 4.34 is differentiated term by term with respect to all coordinates
of r: the left-hand-side becomes dE(r)
dr
, which is equal to the gradient vector, g; the
right-hand-side of the equation simplifies to g0 + (r− r0)H0:
g = g0 + (r− r0)H0 (4.37)
At a stationary point, the gradient vector, g, is required to be zero for all coordi-
nates:
0 = g0 + (r− r0)H0 (4.38)
r = r0 − (H0)
−1g0 (4.39)
So, by starting from a reference point r0, computing its gradient vector g0 and its
Hessian matrix H0, Equation 4.39 permits the calculation of a new geometry point r,
for which the gradient vector g is zero, i.e. a stationary point in the PES3. An important
consequence of the second-order truncation of the Taylor expansion in Equation 4.34
is that Equation 4.38 and Equation 4.39 are approximations. Although g may not be
equal to zero in the first optimisation step, a finite number of iterations would result
in g becoming minute enough to be considered insignificant.
It is important to note, however, that constructing the Hessian matrix at each
iteration is computationally demanding. The extension of the NR method for geometry
optimisation implemented in CRYSTAL involves addressing this issue through the use of
an updating scheme. The initial Hessian matrix is generated from a model Hessian as
proposed by Schlegel [72]. As the optimisation proceeds, the Hessian is updated using
the gradients at the previous and current points as permitted by the Broyden-Fletcher-
Goldfarb-Shanno (BFGS) scheme [73–76]. The updated Hessian quickly becomes a
good approximation to the exact Hessian in the defined direction. Moreover, this
particular updating scheme is useful for the search for minima since it tends to satisfy
the condition for a minimum by ensuring that the Hessian matrix is positive definite.
3In CRYSTAL, gradient vectors are calculated analytically.
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The optimisation is considered converged once the gradients are below threshold values
for the convergence checks: the root-mean-square (RMS) and the absolute value of the
largest component of the gradients and the displacements. A threshold value for the
energy change between optimisation steps must also be met.
4.2.3 Modelling Surfaces
In practice, crystals are finite 3-D entities exhibiting bulk material properties as well
as with many chemical processes occurring at the terminating surfaces. To describe
a particular surface of a crystal as well as its 3-D bulk structure is therefore of great
importance. Techniques used to computationally model a surface can be separated
into two categories: the cluster model and periodic approaches. In the cluster model,
a portion of material is cut out from the crystal with a specific size and shape, allowing
the exposed surfaces to be studied. The results are heavily dependent on cluster size
and geometry, and the convergence of the results with respect to increasing cluster size
is irregular [77]. These issues are absent in periodic approaches, in which a surface
is created by cutting the crystal through a crystalline plane (hkl) and by imposing
either 2-D or 3-D periodic boundary conditions. This method is commonly known as
the slab model. When 2-D periodic boundary conditions are applied, the 2-D unit cell
contains a finite number of atoms and so can be studied using the techniques described
in Section 4.2.1 for the perfect crystal. Imposing 3-D periodic boundary conditions
creates a system consisting of an array of slabs in one direction, separated by regions of
vacuum. The separation of the slabs must be adequate so that the fictitious interactions
between them are negligible. The choice of slab model depends on the type of BS being
used. Whereas both the 2-D and 3-D periodic slab models can be implemented when
a local BS is used, only the 3-D periodic slab model can be adopted when using plane
wave basis sets because computational methods based on plane wave basis sets require
3-D Fourier representations of quantities.
In the current work, the metal oxide surfaces have been modelled using a 2-D peri-
odic slab model. This approach is preferred in the simulation of adsorption processes
since there are no interactions between slabs, allowing attention to be focused on the
adsorption geometry and energetics. As an example, the rutile TiO2(110) slab is cut
from the optimised bulk, and consists of a number of atomic layers (AL) parallel to the
(110) crystalline plane.
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Surface Termination
The crystalline surfaces of ionic or partly ionic materials must be stable in order to
dignify research effort. A 2-D slab model of the surface consists of a specified number
of repeat units, which are in turn composed of AL parallel to the (hkl) plane; this
structure has been classified into three types by P. W. Tasker [78]:
• Type I: consists of neutral AL.
• Type II: composed of charged AL, arranged in a symmetrical manner so that the
repeat unit has no dipole moment perpendicular to the surface.
• Type III: made up of charged layers so that the repeat unit has a net dipole
moment perpendicular to the surface.
Type I and II surfaces could exist, but those of type III are unstable and can only be
stabilised by surface reconstruction or by the adsorption of charged species. The rutile
TiO2(110) slab in the present work has been cut in correspondence with a type II
surface: it is a stacked sequence of charged layers, and there is no dipole moment
perpendicular to the surface as a result of the symmetrical stacking sequence.
Surface Energy
The amount of energy required to create a surface from the bulk material (per unit
area) is defined as the surface energy, Es:
Es =
En − nEbulk
2A
(4.40)
where En is the energy of the n-layer slab, Ebulk is the energy of a certain amount
of bulk material equivalent to a single layer, and A is the area of the xy plane of
the surface unit cell. Increasing the number of layers in the slab should lead to the
convergence of the surface energy. Once the slab is cut from the bulk, atoms near the
surface tend to be displaced from the bulk positions in order to minimise the surface
energy – a process known as surface relaxation.
4.2.4 Modelling Adsorption
The 2-D slab approach enables the study of adsorption of chemical species at crys-
talline surface substrates. The computed binding energy per molecule (BE) of the
adsorbate-substrate system with respect to the clean surface and isolated molecule is
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a fundamental characteristic of the adsorption process and is used to determine its
stability:
BE = Esys − (Emol +Esur) (4.41)
where Esys is the total energy of the system, i.e. the slab interacting with the periodic
array of adsorbed molecules, Emol is the energy of the molecule in its gas phase, and
Esur is the energy of the clean surface. A negative BE value corresponds to a favourable
adsorption process with respect to the clean surface and isolated molecule.
If a local atomic orbital scheme is used, BE is altered by the basis set superposition
error (BSSE). This error results in an artificial increase in the calculated stability of
the system [79]. The counterpoise (CP) method can be used to correct for the BSSE,
which involves the separation of BE into two contributions: the distortion energy, Edis,
and the interaction energy, Eint:
BE = Edis + Eint (4.42)
Edis is the sum of the energies required to distort the surface from its clean geometry
and to distort the molecule from its gas phase equilibrium geometry, to the geometries
obtained after adsorption, Esurdis and E
mol
dis respectively:
Edis = E
sur
dis + E
mol
dis (4.43)
Eint contains the energetics of the interaction between the adsorbate and surface already
distorted to the geometries of the adsorbate-substrate system:
Eint = Esys − (Emol|sys + Esur|sys) (4.44)
The BSSE is related to the interaction energy only, and so the CP-corrected interaction
energy, ECPint , is calculated as follows:
ECPint = Esys − (E
G
mol|sys + E
G
sur|sys) (4.45)
where EGmol|sys and E
G
sur|sys are the energies of the molecule and surface, respectively,
including the extra BS of the surface or the molecule (by calculating the energy in the
presence of ‘ghosted atoms’ of the surface or the molecule [79]).
The coverage of adsorbates is defined with respect to the undercoordinated surface
metal ions, for example the fivefold-coordinated Ti ions at the TiO2(110) surface. In the
current work, a range of coverages have been investigated using a supercell approach,
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by which the surface unit cell is increased in size in order to reduce the density of
adsorbates [80]. The three main water adsorption modes – molecular, dissociative and
mixed – have been studied. The BE was calculated per molecule, and the CP correction
to the BE was applied to take into account the BSSE [79, 81]. In addition, it should
be noted that one molecule was adsorbed on each side of the slab in order to facilitate
energy convergence.
4.2.5 Calculation of Phonons
In a crystalline solid, the vibrations of atoms – lattice dynamics – is important for
understanding processes that involve atoms moving around their equilibrium positions,
e.g. thermal effects or phase transitions. Calculating the vibrational frequencies is
particularly useful to determine the stability or instability of a crystalline structure, as
well as thermodynamical properties of a system.
Harmonic Frequencies at the Γ-point
In order to calculate the harmonic frequencies at the Γ-point in CRYSTAL, the wave-
function of the equilibrium geometry, corresponding to a stationary point on the PES,
is computed first. The second derivatives of the energy are computed numerically from
the analytical first derivatives, generating the Hessian matrix. The mass-weighted Hes-
sian matrix is then diagonalised in Cartesian coordinates to obtain frequencies and
eigenvectors of the normal modes [82,83].
Phonon Dispersion
In the Γ-point frequency calculation, where k = (0,0,0), all translationally equivalent
atoms to the primitive cell are displaced simultaneously. In order to sample other
k-points in the BZ – a process known as phonon dispersion – the size and shape of
supercell can be varied to partially break the translational symmetry of the system.
The sampling net in the primitive BZ is defined by the reciprocal lattice of the supercell.
Obtaining Accurate Phonons
The calculation of vibrational frequencies is a delicate yet computationally expensive
procedure. To obtain reliable vibrations of the crystal, four points should be taken into
account (the specific parameters used in the current work are given in brackets):
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• Accuracy in the SCF convergence should be very high (threshold: 10−10 Hartree)
• Integral tolerances must be high (tolerances: 10−7, 10−7, 10−7, 10−7, 10−14
Hartree)
• The DFT integration grid must be sufficiently large (XXLGRID)
• Geometry optimisation should be performed on atomic coordinates and lattice
parameters with tight tolerances (energy difference: 10−7 Hartree, RMS of the
gradient: 0.0003 Hartree, RMS of the displacement: 0.0012 Hartree)
4.3 Summary and Computational Details
In this section, a summary of the electronic structure methods and techniques used in
the current work is provided. All calculations have been performed using the CRYSTAL
software package [80,84,85]. CRYSTAL is based on the expansion of crystalline orbitals as
a linear combination of a set of atom-centred Gaussian functions that form the local BS.
The titanium, tin and oxygen atoms are described by a triple valence all-electron BS:
an 86-411G** contraction (one s, four sp and two d shells), a 976-311G*** contraction
(one s, five sp and three d shells), and an 8-411G* contraction (one s, three sp and one
d shells), respectively [86, 87]. These basis sets were developed in previous studies of
the bulk and surface phases in which a systematic hierarchy of all-electron basis sets
was used to quantify the effects of using a finite BS [88, 89]. The hydrogen atom is
described by two s and one p shells, corresponding to a 3-11G contraction [90]. These
basis sets are given in Appendix A.4 and the quality of the oxygen and the hydrogen
BS in describing the water molecule is assessed in Appendix B.
The properties of the system were computed using DFT and the exchange-
correlation functional, Exc[ρ], is approximated using hybrid-exchange B3LYP. The
Coulomb and exchange series are summed directly and truncated using an overlap cri-
terion with thresholds of 10−7, 10−7, 10−7, 10−7 and 10−14 Hartree [84, 91]. The SCF
procedure was converged up to a tolerance in the total energy of ∆E = 10−7 Hartree
per unit cell.
In order to compute the bulk crystal, the 3-D periodic model is used. Reciprocal
space sampling for the bulk structure was performed on a Pack-Monkhorst net with a
shrinking factor of 8 along each periodic direction, generating 75 k-points in the BZ. The
periodic 2-D slab model is used for studying surfaces, which is a reliable and suitable
approach for investigating the adsorption of chemical species on metal oxide surfaces.
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When generating supercells, the k-space sampling was kept consistent by using the
appropriate shrinking factors. For example, for 1x1, 2x1, 4x1 and 6x1 supercells, the
shrinking factors [8,8], [4,8] and [2,8] were adopted, respectively, along the two periodic
directions.
Structural optimisation was performed using the Quasi-Newton optimisation
scheme with the NR method combined with the BFGS Hessian updating algorithm,
as implemented in CRYSTAL [84, 85]. For the atomic positions, the optimisation was
carried out in symmetrised fractional coordinates, exploiting the point group symme-
try of the lattice. The convergence criteria are as follows: the threshold value for the
energy change between subsequent optimisation cycles was set to 10−7 Hartree; the
threshold values for the RMS of the gradient, largest component of the gradient, RMS
of the displacements, and the absolute value of the largest displacement were 0.00030
Hartree, 0.00045 Hartree, 0.00120 Hartree and 0.00180 Hartree, respectively. Geometry
optimisation of the bulk systems was performed by relaxation of the atomic coordinates
and cell parameters. For the 2-D slab systems, the atomic coordinates were relaxed at
fixed lattice parameters. The electronic structure of the bulk materials, surfaces and
the adsorbate-substrate systems was computed by Mulliken projection onto the atomic
orbitals of the Gaussian BS.
For the water adsorption energetics, the BE per molecule of the adsorbate-substrate
system was computed with respect to the isolated molecule and the clean surface. The
counterpoise correction to the binding energy was applied to take into account the
BSSE.
The calculation of phonons requires very accurate energetics. The integral toler-
ances, DFT integration grid and geometry optimisation convergence criteria for all
calculations in this work are sufficient for the computation of phonons.
To understand how water interacts with oxide surfaces at an atomic level requires
the reliable study of intermolecular interactions between adsorbates [92–95]. In order
to do this when studying water adsorption on model surfaces, it is important to take
into account the effect of point group and translational symmetry constraints on the
optimisation of the system geometry4. The adsorbate-substrate systems presented in
this thesis contain two point group symmetry operators, and the translational symmetry
constraints are partially removed by using a larger supercell to simulate the surface.
For example, monolayer coverage can be modelled by the adsorption of one water
molecule per 1x1 surface unit cell, where each molecule on the surface is equivalent.
To remove partially the translational symmetry constraints, monolayer coverage can
4The effects of symmetry constraints in the system on the BE are analysed in Appendix C.
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also been modelled by the adsorption of two inequivalent molecules in a larger 2x1
surface unit cell. Although the atomic configurations in the two cases are equivalent,
the latter situation involves the removal of translational symmetry giving the atoms
more freedom to relax. This method is necessary for studying the interactions between
two inequivalent adjacent adsorbates at monolayer coverage.
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Titanium dioxide (TiO2) is a transition metal oxide that adopts a variety of crystal
structures, the most abundant ones being rutile and anatase. The bulk crystal is
modelled using a unit cell repeated in three dimensions. As described in Chapter 3,
the purpose of the current work is to improve the fundamental understanding of the
properties of the first water layer on the TiO2 surface. The (110) surface is the most
stable of the rutile low index surfaces and is well-characterised both by experiment,
using quantitative low-energy electron diffraction and surface X-ray diffraction (SXRD)
and by computational studies [96–99]. As it is a quintessential model metal oxide
system for the study of water chemistry, in the current work rutile TiO2(110) has been
chosen as the model material for investigating the water-TiO2 interface. The computed
structure and electronic properties of the bulk rutile TiO2 structure, which the surface
is constructed from, are presented in this chapter.
Rutile TiO2 belongs to the P42/mnm, or D
14
4h tetragonal space group, and its unit
cell is defined by the lattice vectors and angles a = b 6= c and α = β = γ = 90◦, as well
as the internal coordinate, u. Its structure is characterised by sixfold-coordinated Ti4+
ions and threefold-coordinated O2− ions, forming TiO6 octahedra that share opposite
edges, as depicted in Figure 5.1. Repulsion of Ti4+ ions along the c lattice vector causes
elongation in this direction, which results in each octahedron comprising two axial Ti-O
bonds of length 1.980 A˚ and four slightly shorter equatorial bonds of length 1.949 A˚ [5].
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Figure 5.1: The bulk crystal structure of rutile TiO2. From top to bottom: perspective
view from within the bulk crystal; the unit cell repeated in a, b and c to illustrate
the three-dimensional periodicity (2x2x2); the single unit cell (1x1x1); and the corre-
sponding TiO6 octahedra. Lattice parameters a, b, and c correspond to the [100], [010]
and [001] directions, respectively. The Ti and O ions are represented by black and red
spheres, respectively, and the unit cell is represented by a grey line.
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Table 5.1: Calculated and experimental structural parameters a and c with units of
Angstrom (A˚) and the parameter u of bulk rutile TiO2. For the calculated values, the
DFT functional is indicated and the experimental values are from neutron diffraction
data measured at 15K [5] (Percentage difference shown in parentheses).
LDA PBE-GGA BLYP-GGA B3LYP Exp.
a 4.567 (-0.44%) 4.657 (1.51%) 4.699 (2.41%) 4.639 (1.13%) 4.587
c 2.936 (-0.61%) 2.980 (0.88%) 3.001 (1.55%) 2.980 (0.88%) 2.954
u 0.304 (-0.33%) 0.306 (0.33%) 0.306 (0.33%) 0.306 (0.33%) 0.305
In order to compute the equilibrium geometry, structural optimisation was per-
formed – the lattice parameters and atomic coordinates of bulk rutile TiO2 deter-
mined from neutron diffraction data measured at 15K were used as a starting point
for this [5]. The system was then fully relaxed with respect to the lattice parame-
ters and atomic coordinates using four density functional theory (DFT) functionals:
the local density approximation (LDA), the Perdew-Burke-Ernzerhof generalised gra-
dient approximation (PBE-GGA), the Becke-Lee-Yang-Parr generalised gradient ap-
proximation (BLYP-GGA) and hybrid-exchange Becke three-parameter Lee-Yang-Parr
(B3LYP). The computed structural parameters a, c and u are displayed in Table 5.1.
Comparison of the calculated and experimental structures is essential since the surfaces
used to model water chemistry are created from the optimised bulk structures. The
theoretical description of the parameters are in very good agreement with experimen-
tal results determined from low temperature neutron diffraction. In general, the LDA
tends to underestimate the lattice parameters whereas the GGA and B3LYP tend to
overestimate them – this is discussed further in Chapter 9.
Subsequently, the electronic structure of each optimised structure was computed.
The fundamental band gaps are presented in Table 5.2, alongside the measured fun-
damental and optical band gaps, using X-ray photoemission spectroscopy (XPS) [100].
It should be noted that the optical band gap is the energy for an excitonic state in
which the excited electron interacts with its electronic hole, whereas the fundamental
band gap corresponds to the excited states where this interaction is absent. Because of
this, the fundamental band gap is in general slightly larger than the measured optical
band gap, the difference being the binding energy of the exciton. In terms of the fun-
damental band gap values, the band gap computed using the hybrid-exchange B3LYP
functional is closest to the experimental value of 3.3 eV, with a percentage difference
of only 3.28%. The LDA, PBE-GGA and BLYP-GGA calculations give lower values
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Table 5.2: Calculated (fundamental) and experimental (fundamental and optical)
band gap (eV) of bulk rutile TiO2. The percentage difference of the calculated values
from the measured fundamental band gap are shown in parentheses.
Calculated Experimental
Fundamental Fundamental Optical
LDA PBE-GGA BLYP-GGA B3LYP
1.73 (-62.43%) 1.75 (-61.39%) 1.71 (-63.47%) 3.41 (3.28%) 3.30 [103] 3.06 [100]
by 62.43%, 61.39% and 63.47%, respectively. This poor description of the band gap
using LDA and GGA functionals is caused by electronic self-interaction (see Chapter 4,
Section 4.1.5) and is consistent with previous calculations on TiO2 as well as a huge
variety of semiconductors and insulators [68,101,102]. The improved description of the
electronic properties of bulk rutile TiO2 using B3LYP is very important for the context
of this thesis since an accurate description of the band gap is required to characterise
the physics of the interaction of charges with adsorbates.
An equally significant aspect of the electronic structure is the density of states
(DOS) of the material – the DOS of bulk rutile TiO2 is shown in Figure 5.2, where
projections have been made onto O-2s, O-2p and Ti-3d orbitals separately. The lower
valence band (-18 eV) and upper valence band (-6 eV) are made up largely of O-2s and
O-2p states, respectively. Both O-2s and O-2p states have some hybridisation with
Ti-3d orbitals which is evidence of the partially covalent character of the Ti-O bonds.
Instead, the conduction band (4 eV) is made up largely of Ti-3d states. It can be seen
in the DOS that the octahedral environment around the Ti ions results in the splitting
of Ti-3d into t2g and eg states, eg being higher in energy. Below the DOS, the band
structure of bulk rutile TiO2 is shown – in this plot, the direct band gap at the Γ-point
can be seen.
In summary, the structure of rutile TiO2 has been described in this chapter. It
can be seen from the above analysis that the ground state electronic structure of rutile
TiO2 is consistent with a simple ionic model. The full O-2p bands and empty Ti-3d
bands provide a good description of the model with electrostatic interactions binding
the ions into the lowest volume structure allowed by the ionic radii of the ions. This
combined with the accurate prediction of the band gap using the hybrid-exchange
B3LYP functional demonstrates the advantages of using this approach in the current
work.
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Figure 5.2: Computed electronic properties of bulk rutile TiO2. Top: density of states
with projections onto O-2s, O-2p and Ti-3d orbitals; Bottom: band structure. The
origin of the energy scale is set at the Fermi level, which is denoted by the vertical
dotted line.
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6Rutile TiO2(110) Surface
In order to study the water chemistry of rutile titanium dioxide (TiO2), the (110)
surface is modelled by using a slab cut from the optimised bulk structure (presented
in the previous chapter) along the (110) plane and terminated on an atomic layer
(AL) that ensures the electrostatic stability of the slab. In this chapter, the computed
structure and properties of the surface are discussed.
The rutile TiO2(110) surface is characterised by rows of fivefold-coordinated Ti ions
(Ti4+5c ) and twofold-coordinated O ions (O
2−
2c ), as shown in Figure 6.1. At the surface, if
we consider the coordination of the Ti5c ion, there are four Ti-O bonds of length 1.942 A˚,
generally called the equatorial bonds, and one shorter bond of length 1.853 A˚, called
the apical bond. This undercoordination, with respect to bulk sixfold-coordinated Ti
ions, makes the Ti5c ion a suitable site for the adsorption of molecules. Below the first
AL, the Ti ions are sixfold-coordinated and the O ions are threefold-coordinated, as in
the bulk structure. The surface unit cell parameters, derived from the bulk computed
with the hybrid-exchange Becke three-parameter Lee-Yang-Parr (B3LYP) functional
are aslab = 2.980 A˚ and bslab = 6.560 A˚, where aslab is equal to the c parameter of the
bulk unit cell. These values of aslab and bslab are presented alongside those computed
using the local density approximation (LDA) and generalised gradient approximation
(GGA) energy expressions in Table 6.1. In comparison, the PBE-GGA, BLYP-GGA
and B3LYP functionals all result in parameters greater than those calculated using the
LDA, which is consistent with the computed bulk lattice parameters in Chapter 5.
Slab models, as described in Chapter 4, Section 4.2.3, are periodic along x and
y, and consist of a finite number of AL perpendicular to the (hkl) plane defining the
surface. It is, however, important to note the limitations of such a model, the main
one being that the calculated properties of the surface, such as the geometry, surface
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Figure 6.1: The structure of the optimised rutile TiO2(110) surface. From top to
bottom: the surface in perspective view; top view of the surface highlighting the Ti5c,
O2c and O3c ions (1x1 surface unit cell represented by a black line); side view along
bslab (9AL); perspective side view along bslab displaying the undercoordinated TiO5
structure at the surface and the TiO6 octahedra beneath the surface. Ti and O ions
are represented by black and red spheres, respectively.
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Table 6.1: Calculated and experimental structural parameters aslab and bslab (in
Angstrom) of computed slab to model the rutile TiO2(110) surface (the DFT functional
used is indicated).
LDA PBE-GGA BLYP-GGA B3LYP
aslab 2.936 2.980 3.001 2.980
bslab 6.459 6.586 6.646 6.560
energy and electronic structure are dependent on the number of AL in the slab model.
A good example is the surface energy, a measure of the energy required to form a surface
from its bulk structure, of the relaxed rutile TiO2(110) slab, which is notorious for its
oscillation between slabs consisting of an odd and an even number of AL, and therefore
slow convergence [104–106]. Using the conventional slab approach to modelling surfaces,
however, one would expect a surface energy to converge monotonically and rapidly to
ensure that the surface is being modelled reliably and the atoms in the central layers
of the slab exhibit bulk-like behaviour. In Figure 6.2, the surface energy as a function
of slab thickness of the unrelaxed and relaxed rutile TiO2(110) surface computed using
B3LYP is displayed. The Es of the unrelaxed slab converges rapidly to 1.56 Jm
−2 at
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Figure 6.2: Surface energy (Es) of the unrelaxed and relaxed rutile TiO2(110) surface
as a function of number of AL in the slab.
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Figure 6.3: The surface energy (Es) with respect to number of AL in the slab are shown
for the unrelaxed slab using B3LYP and the relaxed slab using three DFT functionals:
B3LYP, PBE-GGA and LDA.
15AL, whereas that of the relaxed surface oscillates significantly with number of AL,
converging to different values for odd and even slabs: 0.36 Jm−2 and 0.26 Jm−2 at 33AL
and 36AL, respectively. In the same way, this oscillation is present for the PBE-GGA
and LDA functionals (see Figure 6.3).
This oscillation in the Es has been given a number of explanations in the literature.
For the most part, the effect has been explained by: (i) surface-induced hybridisation of
Ti-3d and O-2p orbitals among the layers [105]; (ii) surface dipoles induced by surface
relaxations [106]; and (iii) surface lattice dynamics mediating a long-range electrostatic
interaction [8]. Moreover, the surface energy convergence in rutile TiO2(110) plays an
important role in the water chemistry at the surface – this will be discussed further in
Chapter 8 and Chapter 9. Now that the structure of the rutile TiO2(110) surface has
been described, in the next chapter a detailed study of the interaction of water with
the rutile TiO2(110) surface is presented.
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7Water Adsorption on Rutile
TiO2(110)
In general, there are two modes of water adsorption on titanium dioxide (TiO2) surfaces:
(i) the molecular adsorption mode and (ii) the dissociative adsorption mode. As part
of this introduction, the two adsorption modes are shown in Figure 7.1. Molecular
adsorption involves direct interaction of the oxygen atom of the molecule with the
surface fivefold-coordinated metal adsorption site, Ti5c, forming an adsorbed water
molecule, H2Oads. In the dissociative adsorption mode the molecule breaks apart and
a hydrogen atom is transferred to a nearby oxygen atom [107]. Two surface hydroxyls
are formed: the hydroxyl bonded to the surface Ti5c is generally called the terminal
hydroxyl, OHTH; the one formed from the detached hydrogen and nearby oxygen atom
is called the bridging hydroxyl, OHBH. Molecularly and dissociatively adsorbed water
molecules can therefore result in three immediate adsorbed species: H2Oads, OHTH and
OHBH.
This chapter contains an extensive study on how these adsorbed species interact
with the defect-free rutile TiO2(110) surface at sub-monolayer and monolayer (ML)
coverage, the purpose being to develop a better understanding of the water-TiO2 inter-
actions involved in photoelectrochemical water splitting. Firstly in Section 7.1, a review
of experimental and computational studies of water adsorption on the (110) surface of
rutile TiO2 is presented. In Section 7.2, the structure of the system, obtained by results
of the current work, following water adsorption is described. Section 7.3 then analyses
the effects on the geometry of varying the water coverage. In Section 7.4, the energetics
of the water-TiO2(110) system are introduced. The computed BEs presented in this
section provide insight into the relative stability of different adsorption configurations.
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MOLECULAR
ADSORPTION
DISSOCIATIVE
ADSORPTION
Figure 7.1: The two modes of water adsorption on the rutile TiO2(110) surface (side
views are along the bslab direction). The adsorbed species are labelled: water molecule
H2Oads, terminal hydroxyl OHTH and bridging hydroxyl OHBH. O, Ti, adsorbate O and
adsorbate H atoms are represented by red, black, blue and yellow spheres, respectively.
In the current work, using a 9 atomic layer (AL) slab has allowed a systematic, detailed
and computationally-viable study of the coverage and arrangement of adsorbates. Wa-
ter adsorption on slab models with a larger thickness is explored in subsequent chapters.
This in-depth study of the coverage and arrangement of adsorbates not only leads to
a deeper insight into water-water and water-surface interactions, but also exhibits the
complex water chemistry of the rutile TiO2(110) surface.
7.1 Review of Previous Literature
There has been an inconclusive debate about whether water molecules are adsorbed
molecularly or dissociatively on the rutile TiO2(110) surface, and the conditions under
which each mode of adsorption takes place. Surface X-ray diffraction (SXRD) studies
have shown that when the surface is in contact with a liquid water film, a hydration
layer forms in which adsorbate oxygen atoms occupy all surface fivefold-coordinated
Ti sites [108]. However, the crystal truncation rod measurements performed could
not unambiguously determine the atomic coordinates of this hydration layer, so the
definitive structure of adsorbates in the adsorbed water layer was not determined.
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The majority of experimental work supports the view that molecular adsorption
dominates in the first layer of water (Θ ≤ 1ML) on nearly-perfect surfaces at low tem-
peratures (< 350K), and that water dissociates only at oxygen vacancy sites [109–119].
The evidence for this picture includes ultraviolet photoelectron spectroscopy (UPS)
measurements by Kurtz et al. [109] of the nearly-perfect (110) surface, which was in-
terpreted in terms of molecular adsorption at monolayer coverage (1ML) at 160K and
dissociative adsorption at low coverage (approximately 0.1ML) at 300K, and suggested
that the rate of dissociation is higher on defective surfaces. Two other UPS studies in-
dicated dissociative adsorption at low coverage, but deduced that dissociation occurred
only at oxygen vacancy defect sites [110,111]. A study by Hugenschmidt et al. showed
a temperature-programmed desorption (TPD) peak at 275K, which was assigned to
molecular adsorption on the nearly-perfect surface at 1ML using work function mea-
surements and X-ray photoelectron spectroscopy [112]. Dissociative adsorption was
assigned to a tail of this peak extending to 375K at approximately 0.25ML. Henderson
used high resolution electron energy loss spectroscopy (HREELS) to assign a TPD peak
at 270K to monolayer states; the first layer of water was attributed to molecular ad-
sorption (v(OH)=3420–3505 cm−1 and δ(HOH)=1625 cm−1), and the study suggested
that at 135K water was active for dissociation only at low coverage (∼0.1ML) and
in the presence of structural defects (v(OH)=3690 cm−1) [113]. A combined TPD and
molecular beam scattering study by Brinkley et al. came to similar conclusions: <2%
of the molecules incident on the surface undergo dissociative adsorption on the defect-
free surface at very low coverage (≤0.01ML) [115]. In short, the conclusions made
from experimental studies vary notably in relation to the extent of dissociation on the
nearly-perfect surface at various temperatures [109,113,117].
An alternative interpretation of this evidence, and in particular of the HREELS
spectrum, was developed on the basis of first-principles molecular dynamics (MD) [93].
In a calculated hydrogen vibrational power spectrum, both water bond-bending
δ(HOH) and O-H stretching v(OH) signals were present. A broadened OH contri-
bution was assigned to those species that participate in hydrogen bonding, and a sharp
blue-shifted peak was due to the vibrations of the H in the terminal hydroxyl, which
is not hydrogen-bonded. This study proposed that molecular and dissociative wa-
ter can coexist on the defect-free surface at 1ML. Following this, a study by Walle
et al. presented experimental evidence for this using photoemission measurements, by
demonstrating that the formation of a monolayer of water on a rutile TiO2(110) surface
free from oxygen vacancy defects, at low temperature under ultra-high vacuum (UHV)
conditions, involves both molecular and dissociated water [120].
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In contrast to experiment, the majority of computational studies indicate that the
dissociation of water is energetically favoured on the defect-free TiO2(110) surface at
all coverages up to 1ML [94,121–130]. It should be noted however that many of these
simulations are based on structural models characterised by constraints based on either
point group or translational symmetry. Semiempirical tight-binding studies based on
cluster models by Goniakowski et al. and Bredow et al. show favourable dissociative
adsorption at all coverages [121–123], as do some early first-principles Hartree-Fock
and density functional theory (DFT) studies [124,125]. A first-principles MD study by
Lindan et al. [131], using the generalised gradient approximation (GGA), employed a
periodic slab approach to show that dissociation of water leads to stabilisation at low
coverages. In these calculations, all adsorbates were subject to symmetry constraints,
so neighbouring molecules were restricted to be at fixed orientation and separation.
In Ref. [93], it was pointed out that translational symmetry must be relaxed to allow
intermolecular interactions to be studied reliably at monolayer coverage. A later study
by Lindan and Zhang using plane-wave pseudopotential DFT predicted favourable dis-
sociative adsorption over a range of coverages [94]. They suggested that a barrier to
dissociation explains why molecular adsorption is observed experimentally below 160K,
and that neighbouring molecules lower this dissociation barrier through hydrogen bond-
ing. The important role of intermolecular interactions has been stressed, suggesting a
more complex picture at monolayer coverage, in which both molecular and dissociated
water coexist on the surface, stabilised by a hydrogen bond [92–95].
From the extensive literature on computational studies, it is clear that the adsorp-
tion energetics are very sensitive to intermolecular interactions as well as the chosen
electronic structure method, e.g. DFT functional adopted, often resulting in small en-
ergetic differences between BEs of different adsorption modes [93, 94, 116, 128]. The
exchange-correlation functionals used in the majority of periodic slab calculations are
Perdew-Wang (PW), Perdew-Burke-Ernzerhof (PBE) and revPBE, all belonging to the
GGA. A study by Lindan and Zhang using the revPBE functional predicted favourable
dissociative adsorption on the defect-free rutile TiO2(110) surface over a range of cover-
ages, whilst, on the contrary, Schaub et al. used the PW functional to predict that the
dissociation of water is endothermic at a coverage of 14 ML [94,116]. Currently, it is not
clear why such extreme sensitivity to the treatment of exchange and correlation occurs
– this issue will be addressed in Chapter 9. Next, the geometry of the water-TiO2(110)
system computed in the current work is presented.
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Models representing the molecular and dissociative adsorption of water are shown in
Figure 7.2, alongside the clean rutile TiO2(110) surface. In both adsorption modes, the
fivefold-coordinated titanium ions, Ti5c, and the twofold-coordinated bridging oxygen
ions, O2c, interact with adsorbing species. As described at the beginning of this chap-
ter, molecular and dissociative water adsorption can result in three immediate adsorbed
species: H2Oads, OHTH and OHBH. The first point to note is that the surface experi-
ences a significant amount of structural change upon water adsorption. The difference
in the structure can be observed in the optimised geometries shown in Figure 7.2 and
are analysed by considering the atomic displacements of the ions close to the surface –
Ti5c, Ti6c, O2c and O3c – with respect to the relaxed clean surface geometry, as listed
in Table 7.1.
CLEAN SURFACE MOLECULAR
ADSORPTION
DISSOCIATIVE
ADSORPTION
Figure 7.2: Relaxed structure of the rutile TiO2(110) surface before and after adsorp-
tion of a water molecule. The adsorbed species are labelled: water molecule H2Oads,
terminal hydroxyl OHTH and bridging hydroxyl OHBH. Changes in the structure of
the surface upon adsorption is visible in the models. Side views are along the bslab
direction: O, Ti, adsorbate O and adsorbate H atoms are represented by red, black,
blue and yellow spheres, respectively.
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Table 7.1: Displacements (∆x, ∆y and ∆z in A˚) of ions in the uppermost three atomic
layers in molecular and dissociative adsorption with respect to the relaxed clean surface
geometry. x, y and z correspond to the [0 0 1], [1 1 0] and [1 1 0] directions of the bulk,
respectively. The Θ = 1ML (1x1 cell) and Θ = 14 ML (2x2 cell) coverage cases are
considered here. The labels O3c:1 and O3c:2 refer to the two inequivalent of the four
equatorial oxygen ions of Ti5c, where the former(latter) is located to the left(right) of
the Ti5c ion shown in Figure 7.2.
MOLECULAR DISSOCIATIVE
Θ = 1ML Θ = 1
4
ML Θ = 1ML Θ = 1
4
ML
1x1 2x2 1x1 2x2
∆x ∆y ∆z ∆x ∆y ∆z ∆x ∆y ∆z ∆x ∆y ∆z
Ti5c 0.02 0.07 0.04 -0.01 0.07 0.13 -0.08 -0.13 0.18 0.00 0.03 0.55
Ti6c 0.24 0.07 -0.05 0.02 -0.01 -0.04 -0.01 -0.16 -0.15 0.06 0.06 -0.06
O2c 0.13 0.24 0.04 0.01 0.13 0.01 -0.01 0.13 0.11 0.00 0.03 0.17
O3c:1 0.12 0.12 0.04 0.00 0.00 0.03 -0.01 0.07 -0.03 -0.01 0.05 0.01
O3c:2 0.12 0.05 -0.24 0.01 -0.02 0.03 -0.01 -0.10 -0.3 0.03 0.02 -0.05
Both molecular and dissociative adsorption modes exhibit an outward movement
of the Ti5c ion with respect to the clean surface: the adsorption of OH or H2O onto
the undercoordinated metal adsorption site restores the octahedral coordination of
the Ti ion. An important difference is that when water dissociates, the displacement
∆z of Ti5c is greater in comparison to molecular adsorption. This is because the
electrostatic interaction between the Ti4+ ion and the OH−TH species is stronger than
between the Ti4+ ion and an adsorbed water molecule. Evidence for this is provided by
the distance between Ti5c and the oxygen of the adsorbate (Oads), Ti5c-Oads, in each
adsorption mode: 2.266 A˚ for molecular and 1.903 A˚ for dissociative (see Table 7.2). In
comparison to the molecular adsorption mode, the Ti5c-Oads bond length in dissociative
adsorption (1.903 A˚) is closer in value to the apical Ti-O bond length in bulk rutile –
d(Ti-Oap) = 2.009 A˚ – which indicates that the OH
−
TH is more ionic than the H2Oads.
This effect is more significant at lower coverage (Θ=14 ML) modelling in a 2x2 supercell
(∆z = 0.18 A˚ for 1x1 and ∆z = 0.55 A˚ for 2x2), suggesting that when the OHTH species
are further apart, extra movement of the Ti5c ions is allowed through atomic distortion.
Contrary to the Ti5c, the Ti6c (the sixfold-coordinated titanium ion in the second
atomic layer) moves inwards while O2c moves outwards – this is more apparent in
dissociative adsorption (for 1ML: in the case of Ti6c ∆z = -0.05 A˚ for molecular and
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Table 7.2: Bond lengths (A˚) in molecular and dissociative adsorption on the rutile
TiO2(110) surface: Ti5c-Oads is the distance between Ti5c and the oxygen of the adsor-
bate (Oads); O2c-Hads is the bond length of the bridging hydroxyl (OHBH); Oads-Hads
is the bond length of the terminal hydroxyl (OHTH); HBH-OTH is the hydrogen bond
distance between the hydrogen atom of OHBH and the oxygen atom of OHTH.
MOLECULAR DISSOCIATIVE
Supercell Coverage Ti5c-Oads Ti5c-Oads O2c-Hads Oads-Hads HBH-OTH
size Θ OHBH OHTH
1x1 1 2.266 1.903 0.992 0.974 1.840
2x1 1
2
2.184 1.821 0.970 0.967 2.422
3x1 1
3
2.177 1.803 0.967 0.968 2.686
4x1 1
4
2.173 1.801 0.967 0.968 2.694
1x2 1
2
2.251 1.904 0.995 0.975 1.819
2x2 1
4
2.190 1.804 0.968 0.969 2.692
∆z = -0.15 A˚ for dissociative; and in the case of O2c ∆z = 0.04 A˚ for molecular and
∆z = 0.11 A˚ for dissociative). This is consistent with a simple electrostatic picture in
which the adsorption of H onto the bridging O−2c ion, forming the bridging hydroxyl
species (OH−BH) is expected to decrease the attractive Coulombic interaction between
O2−2c and Ti
4+
6c . In turn, the Ti
4+
6c ions are attracted by the bulk-like oxygen ions O
2−
3c
below.
The geometry of the surface TiO6 octahedral environment is also affected by the
adsorption of water: the main axis of the octahedron is tilted with respect to the
clean surface (see Figure 7.2) indicated by the displacements in x, y and z of the
four equatorial oxygen atoms of Ti5c, labelled O3c:1 and O3c:2, in Table 7.1. As this
happens, the adsorbed water molecule H2Oads and the O2c ion tilt towards one another
in molecular adsorption, as do the OHTH and OHBH ions in dissociative adsorption.
This altered geometry allows the attractive interactions at the surface to be maximised.
As a final note on the local geometry at monolayer water coverage, the bridging
hydroxyl and the terminal hydroxyl are characterised by very similar bond lengths
– O2c-Hads (OHBH) = 0.992 A˚ and Oads-Hads (OHTH) = 0.974 A˚ – close to the O-H
bond length in the gas-phase water molecule, d(OH) = 0.964 A˚1, and a hydrogen bond
1see Appendix B for a comparison between calculated and experimental data for the isolated water
molecule.
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distance of HBH-OTH = 1.840 A˚ between the hydrogen atom of OHBH and the oxygen
atom of OHTH.
7.3 Effect of Water Coverage on Geometry
To investigate the coverage dependence of water adsorption, supercells of different sizes
and shapes were used. The 1x1 surface unit cell was extended in the aslab direction
and the bslab direction, corresponding to the [0 0 1] and [1 1 0] directions of the bulk,
respectively, to form 2x1, 3x1, 4x1, 1x2 and 2x2 unit cells. Extending a 1x1 cell to 2x1,
3x1 and 4x1 supercells lowers the coverage in the aslab direction from 1ML to
1
4 ML
while increasing the separation of adsorbates. The consequent effects on the geometry
of the adsorbate-substrate system in terms of bond lengths are presented in Table 7.2
and analysed here.
Firstly, there is a decrease in the distances between Ti5c and the oxygen of the ad-
sorbate Oads, Ti5c-Oads, in both adsorption modes, indicative of stronger bonds. This
trend is also seen for the Oads-Hads (OHTH) and O2c-Hads (OHBH) bond lengths. In
addition, there is a change in the orientation of OHTH, which can be seen in Figure 7.3,
and the hydrogen bond distance between the hydrogen atom of OHBH and the oxygen
atom of OHTH, HBH-OTH, increases from 1.840 to 2.694 A˚. Finally, increasing the sep-
aration of adsorbates in bslab by increasing the cell size from 1x1 to 1x2 does not affect
the bond lengths significantly. In this case, the separation between adsorbates in the
aslab direction is the same (see Figure 7.4) and the geometry is almost unaffected. A
similar result is obtained when increasing the cell size from 2x1 to 2x2, as shown in
Table 7.2. In the next section, the geometric response of adsorbates with separation is
rationalised by considering the water adsorption energetics, and takes a closer look at
the intermolecular interactions.
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MOLECULAR
1x1 2x1 3x1 4x1
DISSOCIATIVE
1x1 2x1 3x1 4x1
Figure 7.3: Top views of the adsorbate-substrate system illustrating the effect of
varying water coverage (Θ = 1ML with 1x1 cell to Θ=14 ML with 4x1 cell) in the aslab
direction of the rutile TiO2(110) surface. O, Ti, adsorbate O and adsorbate H atoms
are represented by red, black, blue and yellow spheres, respectively. Reproduced from
Ref. [3].
93
7. WATER ADSORPTION ON RUTILE TIO2(110)
MOLECULAR
1x2 2x2
DISSOCIATIVE
1x2 2x2
Figure 7.4: Top views of the adsorbate-substrate system in the 1x2 (12 ML) and 2x2
(14 ML) supercell cases. The separation of adsorbates in the aslab direction are analogous
to that for the 1x1 and 2x1 cells, respectively. O, Ti, adsorbate O and adsorbate H
atoms are represented by red, black, blue and yellow spheres, respectively. Reproduced
from Ref. [3].
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The relative stability of a particular adsorption configuration, e.g. molecular adsorption
at 14 ML coverage, can be understood and compared to other adsorption configurations
by means of the calculated binding energy per molecule (BE, see Section 4.2.4 for
definition and method). In the previous section, the geometry of water adsorption
was analysed for adsorption configurations where the separation between adsorbates
was systematically increased. The binding energies for these cases are presented in
Section 7.4.1.
So far, the model adsorbate-substrate system has been generated by periodic repeti-
tion of one molecule adsorbed per surface unit cell. When two molecules are adsorbed
per surface unit cell, the translational symmetry constraints are partially removed,
which gives the atoms within the cell more freedom to relax. This enables better in-
vestigation of the interactions between neighbouring adsorbates. In addition to the
molecular and dissociative adsorption modes, the adsorption of two molecules per sur-
face unit cell allows a mixed molecular and dissociative adsorption mode to be studied.
The mixed mode, the hydrogen bonding interactions between neighbouring adsorbates,
and the formation of dimers on the surface are discussed in terms of binding energies in
Section 7.4.2. Together, these results provide evidence for direct intermolecular inter-
actions such as hydrogen bonding, and those mediated by the surface through atomic
displacements.
7.4.1 Direct Intermolecular Interactions
To begin, the BE of the water-TiO2(110) system is given in Table 7.3 as a function
of the coverage for both molecular and dissociative adsorption. The corresponding
adsorption geometries were illustrated in Figure 7.3 and Figure 7.4. Firstly, the BE
is negative in all cases: water binds readily to the surface at all coverages. Secondly,
it can be seen from Table 7.3 that dissociation of water is more stable than molecular
adsorption (indicated by more negative BE values), with the exception of the 1x1
and 1x2 supercells – a possible reason for this is the formation of hydrogen bonding
interactions between the bridging and terminal hydroxyls [93,94].
As the coverage decreases and the separation between adsorbates in the aslab di-
rection is increased from 5.959 A˚ to 8.939 A˚ and from 8.939 A˚ to 11.918 A˚, the BE
becomes more negative by 0.19 eV and 0.06 eV, respectively, signalling more favourable
adsorption. As it happens, the Ti5c-Oads bonds become more stable with increasing
separation, as discussed in Section 7.3, and this indicates that the effective repulsive
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Table 7.3: The BE of the relaxed adsorbate-substrate system for both the molecular
and dissociative modes of adsorption are shown as a function of coverage Θ. Each
supercell used corresponds to a particular geometrical configuration.
BE / eV
Supercell Coverage Separation (A˚) Separation (A˚) MOLECULAR DISSOCIATIVE
size Θ in aslab in bslab
1x1 1 2.979 6.561 -0.98 -0.82
2x1 12 5.959 6.561 -0.92 -1.21
3x1 13 8.938 6.561 -0.92 -1.40
4x1 14 11.918 6.561 -0.97 -1.46
1x2 12 2.979 13.122 -1.06 -0.87
2x2 14 5.959 13.122 -1.04 -1.33
interactions between hydroxyls in aslab are lowered as the separation is increased. This
effect is much smaller for molecular adsorption: increasing the separation between ad-
sorbed molecules along aslab from 5.959 A˚ to 8.939 A˚ does not affect the BE, and from
8.939 A˚ to 11.918 A˚ the BE is reduced by 0.05 eV. The data appears to suggest that
interactions between surface hydroxyls along aslab are more pronounced and spread
over a greater distance than those between adsorbed molecules.
The exceptions to these trends are the 1x1 and 1x2 periodicities, in which the
molecular adsorption is more stable. In these cases, the adsorbates are close enough to
benefit from hydrogen bonding along the aslab direction (2.979 A˚). Particularly strong
interactions between neighbouring terminal hydroxyls can be seen in the 1x1 and 1x2
dissociative systems: the hydroxyls have tilted to maximise the hydrogen bonding
interactions (see Table 7.2 for HBH-OTH bond distances) and to avoid repulsion between
parallel OH groups.
When analysing the results, one of the factors to be taken into account is the effect of
the constraints imposed by point group and translational symmetry on the relaxation of
the atomic structure. The calculations discussed here benefit from symmetry-breaking
induced by the interactions between adsorbates at the surface – they contain two point
group symmetry operators and refer to the lowest energy geometric states found. On
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the contrary, if the symmetry of the clean (110) surface is imposed, the system would be
constrained and the BE would be higher by an energy within the range 0.15 – 0.85 eV.
The effect of symmetry is analysed in Appendix C, which includes results published in
Ref. [132]. The adsorption of two molecules per surface unit cell is expected to produce
more negative BEs compared to the equivalent atomic configurations computed using
one molecule adsorbed per cell, since there is a partial breaking of the translational
symmetry constraints, and therefore more freedom for the atoms to relax. In the
next section, this expected effect on the stability is discussed further, and the idea of
surface-mediated interactions is introduced.
7.4.2 Surface-Mediated Interactions
The results of adsorbate-substrate systems in which two molecules were adsorbed per
surface unit cell are analysed in this section. The BE for each adsorption mode –
molecular, dissociative, mixed – as a function of coverage Θ and the corresponding
supercell shape and size is reported in Table 7.4. In the table, adsorption configurations
considered are expressed in terms of M, D and , corresponding to a molecule adsorbed
molecularly, dissociatively and to an empty site, respectively. The first important point
is that along the bslab direction (6.561 A˚), the interactions are negligible, which can be
seen by comparing the different configurations in the 2x2 cell. In the aslab direction,
two scenarios are possible: the presence of two adsorbed water species separated by an
empty site, or the formation of a dimer. Three types of dimer can be identified: MM,
DD and DM. These are shown in Figure 7.5, in which two geometrical configurations of
each adsorption mode are illustrated at the same coverage, Θ = 12 ML, corresponding to
the 4x1 periodicity. Since the interaction between adsorbates is negligible along bslab,
the dimer forms only along aslab.
At the lowest coverage considered (Θ = 12 ML) – excluding the 2x2 a case in which
all sites along aslab are occupied – the dissociative mode is the most stable both with
(DD ) and without (D ) dimer formation, as can be seen in Table 7.4. Conversely, at
higher coverages (Θ > 12 ML), with the exception of the 1x2 periodicity
2, the dimers
are either neighbouring along aslab (DM) or separated by an empty site (DM ), and
the mixed adsorption mode is the most favourable.
As documented in Section 7.4.1, dissociative adsorption affects the outermost atoms
of the slab to a greater extent than molecular adsorption. The displacements produced
as a consequence of adsorbed hydroxyls propagate further through the surface: a partic-
2The periodic system constructed using the 1x2 supercell contains symmetry constraints along aslab,
therefore does not allow interactions in this direction to be explored fully.
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Table 7.4: The BE of the adsorbate-substrate system are presented for relaxed geome-
tries of the molecular (MM), dissociative (DD) and mixed (DM) adsorption modes, as a
function of coverage Θ. The labels a, b and c represent different atomic configurations
in the supercell, as described in the text; the notation represents an empty site in the
cell.
BE / eV
Supercell Coverage MOLECULAR DISSOCIATIVE MIXED
size Θ
2x1 1 -0.99 -0.85 -1.03
MM DD DM
3x1 23 -0.95 -1.10 -1.15
MM DD DM
4x1 12 -0.98 -1.24 -1.20
MM DD DM
4x1 a 12 -0.92 -1.20 -1.11
M M D D D M
1x2 1 -1.00 -0.82 -0.89
M D M
M D D
2x2 a 12 -1.06 -0.86 -1.09
MM DD DM
2x2 b 12 -0.96 -1.22 -1.09
M D M
M D D
2x2 c 12 -0.96 -1.23 -1.09
M D M
M D D
ular distance between dimers – 8.939 A˚ – is required in order for the dissociative dimer
to form. The interactions between adsorbates are mediated by the surface through
these atomic displacements. This could provide an explanation for the dependence of
adsorption mode on the coverage and arrangement of adsorbates: when dimers are
neighbouring along aslab or separated by one empty site (DM or DM ), the separation
between them does not allow the surface distortions induced by dissociative adsorp-
tion, thus the mixed mode becomes lower in energy (see the 2x1, 3x1 and 2x2 a cases
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MOLECULAR
4x1 4x1 a
DISSOCIATIVE
4x1 4x1 a
MIXED
4x1
4x1 a
Figure 7.5: Top views of the optimised geometries of the adsorbate-substrate sys-
tem illustrating two geometrical configurations in the 4x1 periodicity (Θ = 12 ML) of
each adsorption mode: molecular, dissociative and mixed. O, Ti, adsorbate O and
adsorbate H atoms are represented by red, black, blue and yellow spheres, respectively.
Reproduced from Ref. [3].
in Table 7.4).
Increasing the separation between dimers in the dissociative mode along aslab from
neighbouring (DD) to 5.959 A˚ (DD ) to 8.939 A˚ (DD ) lowers the BE by 0.25 eV and
0.14 eV, respectively. The effect on the BE is much less in the mixed adsorption mode,
and negligible in the molecular mode (see Table 7.4). The effective repulsive inter-
actions between the dimers are lowered as the separation is increased, and since we
know that the interactions between surface hydroxyls along aslab are more pronounced
and spread over a greater distance than those between adsorbed molecules, the ev-
idence suggests that the surface-mediated interactions are particularly significant in
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dissociative adsorption.
The effects of adsorbing two molecules per surface unit cell, as opposed to one, can
be analysed by comparing the BEs in Table 7.4 to those in Table 7.3, Section 7.4.1. As
shown in Table 7.4, the 1x2 periodicity is dominated by molecular adsorption. In this
case, although adsorbates are neighbouring along aslab, the symmetry constraints in
this direction are similar to those within the 1x1 system adsorption results discussed in
Section 7.4.1. As expected, the BE of the 1x2 periodicity with two molecules adsorbed
(-1.00 eV) is marginally lower than the value for the 1x1 periodicity with one molecule
adsorbed (-0.98 eV), due to the decrease of symmetry constraints along bslab. In general,
when comparing the two-molecule adsorption with the single-molecule adsorption BEs
for the same coverage, geometrical configuration and adsorption mode, the former is
lower in energy by ≤ 0.03 eV. This is also owing to the greater freedom of relaxation,
and links the two sets of energetics. The effect of partially breaking the symmetry in
these calculations is analysed further in Appendix C.
Water adsorption on this surface can be characterised by the favourable formation
of water dimers through hydrogen bonds. The formation energy of dimers can be anal-
ysed by comparing the BEs of the 4x1 and 4x1 a cases (Θ = 12 ML). In the latter the
adsorbates are separated by an empty site, while in the former they are neighbouring
and form a dimer, as can be seen in Figure 7.5. The energy difference (∆BE) between
these configurations is attributed to the BE of the dimer with respect to two separated
adsorbates. In passing from the dissociative to the molecular to the mixed mode, the
stabilisation, ∆BE, is equal to 0.04, 0.06 and 0.09 eV, respectively, per dimer formed.
The benefit of having a neighbouring adsorbate is therefore greatest in the mixed geom-
etry, but is also present in the other two modes, suggesting that the order of strength
of the hydrogen bond between adsorbates in a dimer is as follows: D· · ·D < M· · ·M
< D· · ·M. Although DM forms a strong hydrogen bond and its ∆BE is largest, in
this particular case (4x1), the intact water molecule deprotonates easily, resulting in
DD as the most favourable dimer. The type of dimer that forms is dependent not
only on the strength of hydrogen bond but also on the distance between dimers on the
surface, and this emphasises the competitive nature between direct intermolecular and
surface-mediated interactions.
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7.5 Summary
Periodic hybrid-exchange DFT calculations have been used to predict the structure of
water on the rutile TiO2(110) surface at coverages up to one monolayer (1ML)
3. A de-
tailed model has been developed to describe water-water and water-surface interactions
at low coverages (Θ = 14 ML) through to 1ML of adsorbates. The relaxed geometries
have been analysed and the adsorption energetics studied thoroughly. The influence of
interactions that occur at the surface on the adsorption mode – molecular, dissociative
or mixed – and the BE have been explored.
The adsorption sites are Ti5c and both Ti5c and O2c for molecular and dissociative
adsorption, respectively. From the energetics of adsorption, it is clear that water binds
readily to the surface of rutile TiO2(110). The outermost surface atoms undergo more
pronounced structural changes upon dissociative adsorption, in comparison to molec-
ular adsorption. In fact, the results indicate that the displacements produced as a
result of adsorbed hydroxyls propagate further through the surface in comparison with
adsorbed water molecules.
The first important point is that only the interactions along the aslab direction have
to be considered to predict the structure of water on this surface: the interaction model
can be one-dimensional, since along bslab (6.561 A˚) the level of interaction between
adsorbates is negligible. Secondly, the effect on the BE of increasing the separation of
isolated adsorbates in aslab is more prominent in dissociative adsorption compared to
molecular adsorption. The adsorption energetics in Section 7.4.1 demonstrate that the
repulsive interactions between the hydroxyls formed through dissociative adsorption are
stronger and extend over a longer distance than those between molecularly-adsorbed
water. In Section 7.4.2, the results have shown that the formation of dimers on the
surface is favourable. The hydrogen bond between adsorbates in a dimer has been
characterised in order of strength: D· · ·D < M· · ·M < D· · ·M. In order for molecularly-
adsorbed water molecules to be stable, they require hydrogen bonding to neighbouring
species.
To summarise the adsorption energetics, the following main points can be high-
lighted. In the absence of neighbours along the aslab direction, i.e. isolated adsorbates,
the dissociative mode is most favourable. The dissociative mode remains the most
favourable when well-separated dimers form along aslab: the separation must by suf-
ficient – 8.939 A˚ – to allow for the structural distortion imposed by surface hydroxyls
upon adsorption. Finally the mixed adsorption mode becomes energetically competi-
3The work in this chapter was published in Ref. [3].
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tive when dimers are neighbouring or separated by a short distance – ≤ 5.959 A˚ – as
this is when the strong hydrogen bonding comes into play. The atomic displacements
produced as a consequence of adsorbed species affect the way in which neighbouring
molecules adsorb; this provides evidence to support the view that the interactions be-
tween adsorbates are mediated through the surface.
This study has revealed that the preferred adsorption mode is dependent on not
only coverage, but also on the arrangement of, hence the separation between, adsorbed
species. At low coverage (14 ML < Θ ≤
1
2 ML), the results have indicated that dis-
sociative adsorption dominates; at higher coverage (12 ML < Θ <1 ML), the mixed
mode becomes important when the intermolecular interactions are taken into account.
However, it is imperative to consider the arrangement of adsorbates as well. Both de-
pendencies (coverage and arrangement) have a significant influence on the nature of
the interactions involved in the water-TiO2 system. The interactions can be separated
into two categories: the direct attractive and repulsive interactions, and the surface-
mediated interactions. This study has provided evidence to support the concept that
surface-mediated interactions significantly affect the energetically-favourable adsorp-
tion structure. The interplay and competition between these two groups of interactions
could provide an explanation for the dependence of adsorption mode on the coverage
and arrangement of adsorbates.
In addition, this work indicates that the surface is not fully hydroxylated; when
considering multilayer water, the issue then is the interaction of water with a surface
containing a mixture of OH and H2O species. The insight gained from these calculations
contributes towards a better atomistic understanding of water chemistry on transition
metal oxide photocatalysts, since it is the interactions and surface phenomena that
determine the states of adsorbates on photocatalyst surfaces.
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Semiconducting metal oxides are used in a large number of applications, due to their
novel and tunable electronic, chemical and mechanical properties. Tin dioxide (SnO2)
is a wide band gap semiconductor – like titanium dioxide (TiO2) – that has received
considerable attention. SnO2 is widely used in the sensing of reducing gases, hydrocar-
bon catalysis, and as a transparent conductor [133–135]. Understanding the chemical
reactions that occur during photoelectrochemical water splitting relies on a detailed
atomistic understanding of water chemistry on metal oxide surfaces. Therefore, this
chapter focuses on exploring the properties of the surface that govern the structure of
the first water layer at model oxide surfaces. In order to do this, water chemistry on
rutile TiO2(110) is compared to that on the isostructural rutile SnO2(110) surface.
SnO2 also adopts the rutile crystal structure described in Chapter 5. The key
geometrical difference between the bulk atomic structure of SnO2 and TiO2 is the length
of the lattice parameters: SnO2 has larger a and c lattice parameters than TiO2 (to
be discussed further in Section 8.2), which in turn leads to structural differences at the
(110) surface as well as the surface water chemistry. It should be noted that the aim of
this study is not to identify which adsorption mode – molecular, dissociative, or mixed
– is most energetically stable, but instead to shine new light on these debates through
an examination of the properties of the surfaces that govern the structure of the first
water layer. A comparative study of the surface water chemistry therefore deepens the
current understanding of water-water and water-surface interactions and, in turn, may
aid the prediction of the structure and properties of oxide-water interfaces. In brief,
the results and discussion lead to the idea that water adsorption on rutile SnO2(110)
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could be described by a simple model, whereas on the corresponding TiO2 surface, a
more complex picture arises.
This chapter is organised as follows. Firstly, previous experimental and theoretical
studies of water adsorption on the (110) surface of SnO2 are reviewed in Section 8.1.
Results of the current work begin with a comparison of the bulk structures of rutile
SnO2 and TiO2 in Section 8.2, then the (110) surface formation in both materials is
discussed in Section 8.3. This is followed by a section discussing the water adsorption
energetics, that consists of (i) a comparative analysis of the dissociative adsorption
mode at low coverage, 17 monolayer up to monolayer coverage (1ML) on both SnO2
and TiO2 (110) surfaces (Section 8.4.1); and (ii) an analysis of monolayer adsorption on
each surface in terms of binding energies and hydrogen bond lengths between adjacent
adsorbates (Section 8.4.2). Lastly, Section 8.5 contains a summary of the results drawn
from this study.
8.1 Review of Previous Literature
There is an extensive body of research reporting investigations on the adsorption of
water on the defect-free rutile TiO2(110) surface. The long-standing debate about
whether water molecules are adsorbed molecularly or dissociatively on this surface has
been the subject of many of these studies. A summary of this work has been provided
in Chapter 7.
In contrast to the large number of articles in the literature on water adsorption
on rutile TiO2(110), experimental and theoretical water adsorption studies on rutile
SnO2(110) are less extensive. The question of whether molecular adsorption is stable
on the rutile SnO2(110) surface has caused much debate in this field. Comparison
to TiO2(110) provides insight into the effect of small changes in the structure of the
surface on the adsorption of water and the interactions involved.
An early experimental study by Gercher and Cox sparked the discussion in
1995: temperature-programmed desorption (TPD) and ultraviolet photoelectron spec-
troscopy (UPS) measurements indicated that molecular adsorption can be stable on the
rutile SnO2(110) surface [136]. In this study, the authors concluded that the amount
of dissociation was 10–15% on reduced and highly-defective surfaces. This percentage
increased to 35% on less defective surfaces. One of the earliest theoretical studies to
follow this experimental evidence was presented by Goniakowski and Gillan; in this pa-
per, the authors studied the molecular and dissociative adsorption modes of water on
both SnO2(110) and TiO2(110) surfaces by using plane wave pseudopotential density
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functional theory (DFT) calculations with the Becke-Perdew (BP) scheme within the
generalised gradient approximation (GGA) [126]. They reported that both adsorption
modes on each material were energetically favourable, in agreement with the experi-
mental evidence. However, it was pointed out by Lindan that these calculations did not
address intermolecular interactions, a vital component when studying water adsorption
at oxide surfaces [137].
An important contribution was made by Lindan using GGA calculations with the
Perdew-Wang (PW) functional suggesting that hydrogen bonding is less advantageous
on SnO2(110) than TiO2(110) because of its larger lattice parameters, i.e. due to geo-
metrical differences. Using the same methodology, Bates predicted that at monolayer
coverage 50% or more of molecules dissociate on the perfect rutile SnO2(110) sur-
face, and that molecular water is stable in the mixed adsorption mode (which contains
both molecularly and dissociatively adsorbed water) [138]. Furthermore, in this study,
chains of molecularly adsorbed water molecules along the aslab direction were found to
dissociate.
More recently, theoretical studies appear to show stable molecular adsorption con-
figurations along aslab. Evarestov et al. presented DFT calculations, based on the linear
combination of atomic orbitals using the hybrid-exchange B3LYP functional, which in
contrast to former plane wave GGA calculations, evaluated stable molecular adsorp-
tion on this surface [67]. They suggested that this is because the functional B3LYP
provides a more accurate description of the energy and bond distances for hydrogen-
bonded systems than when using local or semi-local DFT functionals. Bandura et al.
then investigated the adsorption of water on SnO2(110) compared with TiO2(110) us-
ing the Perdew, Burke and Ernzerhof (PBE) GGA functional [139]. Their computed
energies were in agreement with earlier plane wave GGA studies in that adsorbed water
molecules are stable on SnO2(110) if they are neighboured by dissociated molecules,
i.e. in the mixed adsorption mode, whereas in the case of TiO2(110) all three ad-
sorption modes – molecular, dissociative, and mixed – were found to be stable in the
calculations. In this paper, the authors suggested an alternative model for describing
the relative stability of molecularly adsorbed water on SnO2(110): the basicity of the
bridging oxygen ion on SnO2(110) is greater than that on TiO2(110) and so the water
molecule interacting with SnO2(110) involves a larger redistribution of water states.
The most recent work on water adsorption on SnO2(110) and comparison with
TiO2(110) also adopted GGA with the PBE functional and reported a stable configu-
ration of purely molecular adsorption at monolayer coverage on SnO2(110). This was
made possible by using a large simulation cell to reduce the level of symmetry im-
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posed on the system [140]. Besides, the dissociative adsorption mode was still more
favourable at all coverages. In the same study, on TiO2(110), molecularly adsorbed
water at monolayer coverage was predicted to be the most favourable adsorption mode.
It is clear that adsorption energetics are sensitive to electronic structure methods and
differences in computational models. In general, small energetic differences between
binding energies of different adsorption modes appear to suggest that molecularly and
dissociatively adsorbed water coexist at monolayer coverage on the rutile SnO2(110)
surface at standard room temperature and pressure.
8.2 Bulk Rutile TiO2 and SnO2
In Chapter 5, the bulk rutile TiO2 crystal structure was analysed. TiO2 and SnO2
are isostructural – both are characterised by sixfold-coordinated metal ions, M4+6c , and
threefold-coordinated oxygen ions, O2−3c , that form TiO6 and SnO6 octahedra. The
lattice parameters, a and c, and the internal coordinate, u, of TiO2 and SnO2 are
listed in Table 8.1 alongside those measured using X-ray diffraction (XRD) at 298K.
The values of u for each material are very similar (TiO2: 0.306; SnO2: 0.307). For
the most part, the structural difference between TiO2 and SnO2 lies in the unit cell
dimensions. The values of a and c for SnO2 are 0.183 A˚ and 0.275 A˚ larger than those
of TiO2, respectively. It is also important to note that the calculated a and c lattice
parameters of SnO2 and TiO2 agree well with those measured using XRD at 298K
with small percentage differences between 0.67% and 2.11%, as shown in Table 8.1.
From an electronic point of view, Ti4+ and Sn4+ ions both have complete shells, with
atomic configurations of [Ne]3s23p6 and [Kr]4d10, respectively. In terms of size, Sn4+
is the larger ion of the two: sixfold-coordinated Ti4+ and Sn4+ ions have ionic radii of
0.605 A˚ and 0.690 A˚, respectively [141].
Table 8.1: Calculated (Calc.) and experimental (Exp.) structural parameters of bulk
rutile TiO2 and SnO2. The values of lattice parameters a and c, and the internal
coordinate, u, of each material are shown. Calculated values are from DFT hybrid-
exchange B3LYP calculations. Experimental values (XRD at 298K) are from the given
references [6,7]. The percentage difference between the calculated and measured values
are shown in parentheses.
a = b (A˚) c (A˚) u
Calc. Exp. Calc. Exp. Calc. Exp. Ref.
TiO2 4.639 (0.97%) 4.594 2.979 (0.67%) 2.959 0.306 (0.33%) 0.305 [6]
SnO2 4.822 (1.78%) 4.737 3.254 (2.11%) 3.186 0.307 (0.00%) 0.307 [7]
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8.3 The (110) Surfaces of Rutile TiO2 and SnO2
The structure of the rutile TiO2(110) surface was described in Chapter 6. Since they
are isostructural, the structure of both the rutile TiO2(110) and SnO2(110) surfaces are
characterised by fivefold-coordinated metal (Ti4+5c and Sn
4+
5c ) and twofold-coordinated
bridging oxygen ions (O2−2c ). In Table 8.2, the surface unit cell parameters are given.
The aslab and bslab parameters of SnO2(110) are 0.275 A˚ (9.23%) and 0.259 A˚ (3.95%)
larger than those of TiO2(110), respectively. Although the (110) surfaces of each mate-
rial are very similar in structure, this difference in the lattice parameters of the surface
unit cells affects the intermolecular interactions between adsorbates at the oxide sur-
faces, and therefore the behaviour of water – this is discussed further in Section 8.4.
The surface energies (Es) of the two surfaces have been plotted with respect to
the number of atomic layers (AL). In Figure 8.1, SnO2(110) displays some oscillation
between the Es values of slabs with odd and even number of AL, but it converges with
respect to slab thickness at 18AL to within 0.02 Jm−2, with an Es value of 1.36 Jm
−2.
So in the current study, 9AL, 18AL and 21AL slabs have been used to model water
adsorption on SnO2(110) – slabs with a thickness greater than this are not required.
In the case of TiO2(110), there is a large oscillation of Es with number of AL, as
explained in Chapter 6, with odd and even slabs having different Es values: 0.36 Jm
−2
and 0.26 Jm−2 at 33AL and 36AL, respectively. In order to compare directly the water
energetics on TiO2(110) to those for SnO2(110), 9AL, 18AL and 21AL TiO2(110) slabs
were used. When discussing water adsorption at monolayer coverage in Section 8.4.2,
33AL and 36AL TiO2(110) slabs have also been included.
Table 8.2: Calculated values of the (110) surface unit cell parameters aslab and bslab
for rutile TiO2 and SnO2. The SnO2(110) aslab and bslab parameters are larger than
those of TiO2(110) by the percentage shown in brackets.
aslab (A˚) bslab (A˚)
TiO2 2.979 6.561
SnO2 3.254 (9.23 %) 6.820 (3.95 %)
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Figure 8.1: Surface energy (Es) of rutile SnO2 and TiO2 (110) surfaces. The Es of
SnO2(110) converges at 18AL to 1.36 Jm
−2; the Es of TiO2(110) oscillates significantly
with number of AL, converging to different values for odd and even slabs: 0.36 Jm−2
and 0.26 Jm−2 at 33AL and 36AL, respectively.
8.4 Water Adsorption Energetics
8.4.1 The Dissociative Adsorption Mode
In this section, the dissociative water adsorption mode at coverages between one mono-
layer (Θ = 1ML) to the effectively isolated case (Θ = 17 ML) on rutile TiO2(110)
and SnO2(110) is studied in detail. To investigate the intermolecular interactions be-
tween adsorbed hydroxyls, which are strongest in the aslab direction as demonstrated
in Chapter 7, the binding energy per molecule (BE) was calculated as a function of
the separation of adsorbates in aslab. Supercells of 1x1 to 7x1 were used to increase
the separation from 3.254 A˚ to 22.778 A˚ consequently decreasing the coverage from
Θ = 1ML to 17 ML, as shown in Figure 8.2. The reason why a similar study for molec-
ular adsorption has not been included here is because adsorbed water molecules on
the rutile SnO2(110) surface dissociated during structural optimisation, which is in
agreement with a number of studies that conclude that molecularly adsorbed water on
this surface is unstable [138–140]. In terms of results, the energetics of the adsorbate-
substrate system using a 9AL slab are discussed first, followed by the BEs using the
18AL system.
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Figure 8.2: Top views of the dissociative water adsorption mode with increasing sepa-
ration between hydroxyls in the aslab direction on the rutile TiO2(110) surface (rutile
SnO2(110) shares the same structure). Reproduced from Ref. [4] by permission of the
PCCP Owner Societies.
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Table 8.3: The BE of the adsorbate-substrate system are shown for relaxed geometries
in the dissociative adsorption mode on rutile SnO2(110) and TiO2(110) surfaces. BEs
are shown for a range of systems with increasing separation (Sep.), and so decreasing
coverage, Θ, of hydroxyls in the aslab direction. The change in BE with increasing
separation is noted as ∆BE.
SnO2 TiO2
9AL 18AL 9AL 18AL
Cell Θ Sep. BE ∆BE BE ∆BE Sep. BE ∆BE BE ∆BE
size (A˚) (eV) (eV) (eV) (eV) (A˚) (eV) (eV) (eV) (eV)
1x1 1 3.254 -1.69 — -1.61 — 2.979 -0.82 — -0.39 —
2x1 1
2
6.508 -1.75 -0.06 -1.61 0.00 5.959 -1.21 -0.39 -0.26 0.13
3x1 1
3
9.762 -1.80 -0.05 -1.73 -0.12 8.938 -1.40 -0.19 -0.42 -0.16
4x1 1
4
13.016 -1.81 -0.01 -1.75 -0.02 11.918 -1.46 -0.06 -0.40 0.02
5x1 1
5
16.270 -1.81 0.00 -1.78 -0.03 14.897 -1.61 -0.15 -0.51 -0.11
6x1 1
6
19.524 — — -1.81 -0.03 17.874 -1.66 -0.05 -0.45 0.06
7x1 1
7
22.778 — — -1.81 0.00 20.853 -1.73 -0.07 -0.52 -0.07
On the 9AL SnO2(110) slab, the BE for the dissociative adsorption mode as a
function of adsorbate separation adopts a clear relationship, as seen in Table 8.3. The
BE becomes more negative, corresponding to more favourable adsorption, as coverage
decreases from 1ML to 17 ML and the separation between hydroxyls in aslab increases
from 3.254 A˚ to 13.016 A˚ (1x1 to 4x1 cells). This suggests that the effective repulsive
interactions between hydroxyls are reduced as the separation in the aslab direction is
increased1. Progressively, the change in the BE with separation, ∆BE, decays to zero
and once the hydroxyls are separated by this distance, the BE becomes constant – the
interactions between hydroxyls diminish to zero at approximately 13.02 A˚ separation
on the 9AL SnO2(110) surface.
Interestingly, this trend in the BE seen on the 9AL SnO2(110) system is less clear
in the 9AL TiO2(110) data. On the 9AL TiO2(110) slab, the adsorption becomes
more favourable as the separation between hydroxyls in aslab increases from 2.979 A˚ to
20.853 A˚ (1x1 to 7x1 cells). The ∆BE decreases until 11.918 A˚ after which it fluctu-
ates in value. A closer look at the data leads to two main observations: (i) the BE
1At monolayer coverage (1x1 unit cell), particularly strong interactions between neighbouring ter-
minal hydroxyls can be seen. The hydroxyls have tilted during the geometry optimisation process in
order to maximise the hydrogen bonding interactions and to avoid repulsive interaction between adja-
cent terminal hydroxyl groups. At lower coverage, this is not necessary. The relative orientation of the
hydroxyls is a consequence of the interactions occuring in the system.
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continues to decrease at 20.853 A˚ and the hydroxyl groups are interacting over a much
longer distance than when adsorbed onto SnO2(110); and (ii) the ∆BE fluctuates at
separations above approximately 11 A˚ – as well as repulsion and hydrogen bonding,
the distortion in the surface induced by adsorbing hydroxyls and water molecules on
the rutile TiO2(110) surface plays an important role in governing the structure of the
water-TiO2(110) interface. These results therefore provide further evidence that water
chemistry on TiO2 involves a balance between direct intermolecular interactions and
interactions that are mediated through atomic displacements in the surface.
Next, the results of the dissociative adsorption mode on the 18AL (110) slabs of
SnO2 and TiO2 are in agreement with those for 9AL slabs, except that instead of di-
minishing completely, the interactions on SnO2 are reduced significantly at separations
above 13.016 A˚. The BE as a function of separation on 9AL and 18AL slabs can be
compared using the plot in Figure 8.3. From this plot as well as the BE in Table 8.3,
it can be seen that the BE in 9AL and 18AL SnO2 are similar in value. The 18AL
TiO2 BEs are approximately 1.00–1.20 eV higher in energy than those of 9AL, suggest-
ing that the water adsorption is more favourable on slabs with an odd number of AL
than slabs with an even number of AL. The issue of the effect of slab thickness on the
water adsorption energetics comes under scrutiny in Chapter 9. To analyse further the
intermolecular interactions occuring in these systems, monolayer adsorption of water is
discussed in the next section.
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Figure 8.3: The BE as a function of separation (A˚) of hydroxyls in the aslab direction for
the dissociative adsorption mode on the rutile TiO2(110) and SnO2(110) surfaces. Ru-
tile TiO2(110) [SnO2(110)] slabs are represented by filled triangles (9AL) and squares
(18AL) [empty triangles (9AL) and squares (18AL)]. Adapted from Ref. [4] by per-
mission of the PCCP Owner Societies.
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8.4.2 Monolayer Adsorption: Θ = 1ML
In monolayer water adsorption, each fivefold-coordinated metal ion (M5c) site is occu-
pied by an adsorbate, either a terminal hydroxyl (OHTH) or an adsorbed water molecule
(H2Oads). Adjacent adsorbates in the aslab direction on the rutile TiO2(110) surface
are stabilised by hydrogen bonding [92–94]. The calculated aslab parameter of rutile
SnO2(110) is 0.275 A˚ (9.23%) larger than that of rutile TiO2(110), as discussed in
Section 6, and theoretical calculations suggest that it is for this reason that hydrogen
bonding is less advantageous on SnO2(110) in comparison with TiO2(110) [137, 138].
In order to investigate further the intermolecular interactions between adjacent adsor-
bates on each surface, this section analyses the geometry and energetics of monolayer
water adsorption.
At monolayer coverage, in addition to the dissociative (DD) and molecular (MM)
adsorption modes, a mixed dissociative and molecular (DM) adsorption mode can be
studied, as shown in Figure 8.4. The BE for each mode on each of the SnO2(110) and
TiO2(110) surfaces is reported in Table 8.4. Both surfaces were modelled using 9AL,
18AL and 21AL slabs, and since the Es of TiO2(110) has been reported to oscillate
significantly, both in the current work (see Figure 8.1) and in the literature [8,105,106],
the adsorption energetics for 33AL and 36AL TiO2(110) slabs have also been included
here.
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DD
MM
DM
Figure 8.4: Top views of the adsorbate-substrate system in monolayer water adsorption
(Θ = 1ML) on the rutile TiO2(110) surface (SnO2(110) shares the same structure),
calculated using a periodically repeated 2x1 surface unit cell. The three adsorption
modes are shown: dissociative (DD), molecular (MM) and mixed (DM). Ti, O, adsor-
bate O, and adsorbate H atoms are represented by black, red, blue, and yellow spheres,
respectively. Reproduced from Ref. [4] by permission of the PCCP Owner Societies.
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Table 8.4: The BE for the dissociative (DD), molecular (MM) and mixed (DM)
adsorption modes on the rutile SnO2(110) and TiO2(110) surfaces of increasing slab
thicknesses are shown for monolayer coverage (Θ = 1ML, 2x1 cell). The number of AL
in the slab for each result is indicated. Reproduced from Ref. [4] by permission of the
PCCP Owner Societies.
BE / eV
DISSOCIATIVE MOLECULAR MIXED
DD MM DM
SnO2(110)
9AL -1.86 — -1.68
18AL -1.61 — -1.59
21AL -1.62 — -1.60
TiO2(110)
9AL -0.85 -0.99 -1.03
18AL -0.39 -0.73 -0.55
21AL -0.53 -0.84 -0.74
33AL -0.50 -0.82 -0.65
36AL -0.39 -0.73 -0.54
On the SnO2(110) surface, the results indicate that molecular adsorption is un-
stable, regardless of the slab thickness. Molecules that were adsorbed initially in the
MM configuration dissociated during the geometry optimisation, resulting in a barrier-
free pathway to the fully dissociated DD solution. However, adsorbed water molecules
were stabilised when adjacent hydroxyls were present in the DM adsorption mode with
a favourable BE of -1.59 eV on the 18AL slab. This evidence suggests that water
molecules can exist on the rutile SnO2(110) surface, which is in agreement with ex-
perimental observations made by Gercher and Cox [136] (see Section 8.1). In terms
of slab thickness, the BE converges within 0.01 eV at 18AL to -1.61 eV for the disso-
ciative adsorption mode and to -1.59 eV for the mixed mode. As shown in Section 6,
the surface energy of SnO2(110) displays little oscillation and also converges at 18AL.
This is consistent with the conventional slab approach to modelling surfaces in which
the convergence of the computed properties with the number of layers in the slab is
reached and at this point the atoms in the central layers of the slab exhibit bulk-like
behaviour.
115
8. COMPARISON TO THE ISOSTRUCTURAL RUTILE SNO2(110) SURFACE
Interestingly, the converged BE on SnO2(110) is more favourable for the dissocia-
tive adsorption mode than mixed by 0.02 eV. This small BE difference between the two
adsorption modes suggests that the intermolecular interactions present between two
adjacent terminal hydroxyls, OHTH-OHTH, and between a terminal hydroxyl and ad-
sorbed water molecule, OHTH-H2Oads, are similar in character and strength
2. Despite
the modest energy difference, the stabilisation of the dissociative adsorption mode also
becomes evident through analysis of the chemisorption and hydrogen bonding inter-
actions. The lengths of the bond between the adsorbate oxygen atom Oads and the
surface fivefold-coordinated metal adsorption site M5c, M5c-Oads, along with the hy-
drogen bond between adjacent adsorbates, Hads-Oads, are presented in Table 8.5. The
value of Sn5c-Oads in dissociative adsorption is 0.035–0.15 A˚ smaller than the corre-
sponding values in mixed adsorption, indicating stronger chemical bonds in the former.
Secondly, the hydrogen bond HadsOads in DD between the two adjacent terminal hy-
droxyls is 2.495 A˚ whereas in DM, between the terminal hydroxyl and adsorbed water
molecule, the length of the interaction increases to 3.253 A˚. The stronger chemical and
hydrogen bonds observed in the dissociative adsorption mode with respect to mixed
adsorption on SnO2(110) characterise its favourable BE.
In contrast to SnO2(110), all three adsorption modes – dissociative, molecular and
mixed – are stable on the TiO2(110) surface. Molecular adsorption has more favourable
BEs than the dissociative and mixed adsorption modes at all slab thicknesses by 0.31–
0.34 eV and 0.10–0.19 eV, with the exception of the 9AL result (where DM is stable by
only 0.04 eV with respect to MM). The mixed adsorption mode has the second most
favourable BE out of the three modes. This overall stability of all three adsorption
modes suggests that there is likely to be a mixture of species and adsorption configu-
rations in the first layer of water on the TiO2(110) surface.
There is also, however, a further point to be considered. The convergence of the
BE with respect to slab thickness is also very different to the SnO2(110) system. The
BEs of the rutile TiO2(110) surface converge within 0.01 eV to -0.39 eV, -0.73 eV and
-0.54 eV in DD, MM and DM modes, respectively, for the 18AL and 36AL slabs, i.e.
slabs with an even number of AL. In the case of the 21AL and 33AL systems, the
DD and MM modes converge within 0.03 eV to -0.50 eV and -0.82 eV, respectively, but
there is more fluctuation in the BE for the DM configuration.
On the basis of the evidence currently available, it seems fair to suggest that the
2It should be noted that the BE difference of 0.02 eV between dissociative and mixed adsorption
modes is close in value to the thermal energy kT at room temperature, 0.025 eV, which makes it possible
for thermal fluctuations in the system to affect the mode of adsorption on the surface.
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Table 8.5: Bond lengths in dissociative (DD), molecular (MM) and mixed (DM) ad-
sorption at monolayer coverage (Θ = 1ML) on the rutile SnO2(110) and TiO2(110)
surfaces. M5c-Oads is the length of the bond between the surface fivefold-coordinated
metal adsorption site, M5c, and the oxygen from the adsorbate, Oads. Monolayer ad-
sorption was modelled using two adsorbed water molecules per 2x1 surface cell, there-
fore the M5c-Oads value for each adsorbed molecule, either dissociative (D) or molecular
(M), is given. In the mixed adsorption case, the first and second values of M5c-Oads
refer to the dissociatively and molecularly adsorbed molecule, respectively. Hads-Oads
is the hydrogen bond length between the hydrogen of the first adsorbate to the oxygen
of the adjacent one.
Bond length / A˚
DISSOCIATIVE MOLECULAR MIXED
DD MM DM
M5c-Oads Hads-Oads M5c-Oads Hads-Oads M5c-Oads HadsO-ads
D, D M, M D, M
SnO2(110)
9AL 2.054, 2.054 2.495 — — 2.084, 2.197 3.235
18AL 2.050, 2.050 2.495 — — 2.085, 2.200 3.253
21AL 2.050, 2.050 2.497 — — 2.085, 2.200 3.253
TiO2(110)
9AL 1.901, 1.902 2.193 2.254, 2.252 2.171 1.892, 2.306 2.421
18AL 1.871, 1.870 2.194 2.363, 2.362 2.153 1.931, 2.293 2.520
21AL 1.883, 1.883 2.194 2.343, 2.341 2.159 1.909, 2.306 2.488
33AL 1.875, 1.876 2.190 2.361, 2.356 2.153 1.908, 2.310 2.479
36AL 1.871, 1.871 2.194 2.364, 2.365 2.147 1.911, 2.312 2.481
adsorbate-TiO2(110) systems can be separated into two categories: those consisting
of an odd and an even number of AL, o-AL and e-AL. As with the surface energies
in Chapter 6, the BE differences between the o-AL and e-AL could be explained by
surface-induced hybridisation of Ti-3d and O-2p orbitals among the layers, differences
in surface dipoles, as well as surface lattice dynamics mediating a long-range electro-
static interaction [8, 105, 106]. It should be noted that rutile TiO2 is classified as an
incipient ferroelectric material: it is close to a ferroelectric transition with respect to
the transverse optic (TO) A2u vibrational mode which has a low frequency at room
temperature and remains stable even as the temperature is lowered [9,142]. The lattice
dynamics of rutile TiO2 are very sensitive to the lattice parameters, as reported in an
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earlier study [143]. In this work it was found that upon expansion of the lattice, the
TO A2u vibrational mode becomes soft and it was concluded that bulk rutile TiO2 is
unstable with respect to a distortion along the soft TO A2u vibrational mode [143].
Consequently, it could be possible for soft vibrational modes in the bulk to propagate
through the o-AL and e-AL slabs, causing odd-even oscillations in the BEs. This idea
merits further discussion and is explored in Chapter 9.
A possible explanation for the fluctuation of the BE of the DM mode could be asso-
ciated with the competition between atoms in the slab to accommodate the distortion
induced by the hydroxyls and adsorbed water molecule in the mixed mode. This com-
petition for the distortion in the o-AL system is detrimental to the BE (for 21AL BE
= -0.74 eV and for 33AL BE = -0.65 eV, but for 18AL BE = -0.55 eV and for 36AL
BE = -0.54 eV), whereas in the e-AL system this effect is absent. To be able to under-
stand the drastic differences between the o-AL and e-AL systems, one should consider
that slabs with an odd and an even number of AL have different symmetry elements,
leading to different degrees of freedom in the atoms. In the case of o-AL, there is a
central plane of atoms restricted by its symmetry, whereas in e-AL slabs the absence
of this central plane of atoms means that the displacements induced by distortion at
each surface of the slab are accommodated in the bonds.
The relevant bond lengths in the adsorbate-substrate system, listed in Table 8.5,
carry some interesting observations. First, the Ti5c-Oads length in the dissociative
adsorption mode is approximately 1.87–1.90 A˚ whereas in the molecular adsorption
mode it is 2.34–2.36 A˚ which is a difference of approximately 0.5 A˚. In the SnO2(110)
case the corresponding bond lengths differ by only 0.15 A˚. This could suggest that
on rutile TiO2(110), hydroxyls and intact molecules interact with the surface in very
different ways – hydroxyls forming the stronger bond of the two.
Despite the weaker chemisorption bond in molecular adsorption, the stabilisation
of the MM configuration on TiO2(110) is evident from its favourable hydrogen bond
length (Hads-Oads = 2.15 eV). The final observation is regarding the greater stability of
the mixed adsorption mode with respect to the dissociative. The more favourable BE
of the DM mode (e.g. for 33AL BE = -0.65 eV) compared to the DD mode (for 33AL
BE = -0.50 eV) is not immediately obvious from the chemisorption bond lengths – the
Ti5c-Oads lengths in DD are 0.04–0.44 A˚ smaller in length than in DM. These results
provide evidence to suggest that the propagation of atomic displacements in the slab,
induced by the distortion at the surface upon adsorption, has an impact on the BE of
adsorbing species.
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8.5 Summary
In this chapter, the structure, properties and water chemistry of SnO2(110) and
TiO2(110) have been compared. The interesting effects of the structural and electronic
differences in the two materials on the water chemistry deepen the current understand-
ing of water-water and water-surface interactions and could facilitate the prediction of
the structure and properties of other oxide-water interfaces3.
To begin, the bulk and (110) surface structures were analysed in Section 8.2 and Sec-
tion 8.3, respectively. Then, the dissociative adsorption mode at low coverage (17 ML)
up to monolayer coverage (1ML) on both SnO2 and TiO2(110) surfaces was analysed
in Section 8.4.1. On SnO2(110), the data indicates that the adsorption becomes more
favourable as coverage decreases from 1ML to 17 ML and the separation between hydrox-
yls in the aslab direction increases from 3.254 A˚ to 13.016 A˚, after which the interactions
are reduced significantly. The effective repulsive interactions between hydroxyls appear
to be lowered as the separation in the aslab direction is increased.
Instead on TiO2(110), a strong interaction between hydroxyls remains at 22.78 A˚
separation. As a function of this separation, the BEs fluctuate in value, which sug-
gests that as well as repulsion and hydrogen bonding, the distortion in the surface
induced by adsorbing hydroxyls and water molecules is important. The competing
direct intermolecular interactions and surface-mediated interactions lead to the inter-
action of hydroxyl groups over much longer distances compared with surface hydroxyls
on SnO2(110).
In order to investigate further the intermolecular interactions between adjacent ad-
sorbates, monolayer adsorption on each surface was explored in Section 8.4.2 in terms of
BEs and hydrogen bond lengths. On SnO2(110) the calculated hydrogen bond distance
in aslab, Hads-Oads, is unfavourable for strong hydrogen bonding between adjacent ad-
sorbates. Consequently, the molecular adsorption mode is unstable in a configuration in
which all sites are occupied by adsorbed water molecules, but can become stabilised in
the mixed adsorption mode. By analysing closely the geometry and energetics of water
adsorption on both SnO2(110) and TiO2(110), it follows that the BEs on SnO2(110) are
mainly governed by the strength of the chemisorption and hydrogen bonds at the surface
of the adsorbate-substrate system. On TiO2(110), the interplay between chemisorption,
hydrogen bonding and adsorbate-induced atomic displacements in the surface leads to
a more complicated model of the first layer of water on its surface.
3The results in this chapter were published recently in Ref. [4].
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Chemistry
In the previous chapter, water adsorption on TiO2(110) was compared with that on
SnO2(110) and the study revealed differences in the water chemistry of the two sur-
faces. For SnO2(110), whose surface energy converges at 18 atomic layers (AL), slabs
consisting of 9AL, 18AL and 21AL were used; whereas for TiO2(110), 9AL, 18AL,
21AL, 33AL and 36AL were included because the surface energy of rutile TiO2(110)
is different for odd (o-AL) and even (e-AL) atomic layer slabs. The rutile TiO2(110)
surface is well-known for the oscillatory behaviour of its surface energy, which has
been given a number of explanations in the literature: the effect has been explained
by surface-induced hybridisation of Ti-3d and O-2p orbitals among the layers, surface
dipoles induced by surface relaxations, and surface lattice dynamics mediating a long-
range electrostatic interaction [8, 105, 106]. Although there have been many studies of
the rutile TiO2(110) surface structure and chemistry – including but not exclusively wa-
ter – the sensitivity to the slab thickness and the electronic structure method adopted
means that a robust and reliable understanding of the key interactions has not yet been
achieved.
In this chapter, the sensitivity of the water-TiO2(110) system to two properties
are explored: (i) strain in the surface; and (ii) the slab thickness. The aim in this
study is to understand why and how these properties affect the water chemistry on the
rutile TiO2(110) surface. In order to examine the effect of strain in the surface, water
adsorption on two surface structures are studied in parallel – the B3LYP-optimised
structure and the surface structure derived from the experimental bulk geometry. The
a and c lattice parameters of the B3LYP-optimised bulk TiO2 structure are slightly
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larger than those measured using neutron diffraction at 15K (B3LYP: a = 4.639 A˚
and c = 2.980 A˚; Exp: a = 4.587 A˚ and c = 2.954 A˚), as described in Chapter 5.
In 2002, a study by Montanari and Harrison pointed out the incipient ferroelectric
nature of rutile TiO2 and its instability with respect to the A2u vibrational mode [143].
Therefore an extreme sensitivity to lattice volume is to be expected. Indeed the effect
of slab thickness is studied by adsorbing water on slabs consisting of 9AL up to 36AL.
This chapter is composed of five sections. Firstly, a review of previous literature
is given in Section 9.1. The two bulk structures (B3LYP-optimised and computed
experimental geometry) are then compared in Section 9.2 with respect to their structure
and lattice dynamics. In Section 9.3, the rutile TiO2(110) surfaces cut from each
bulk structure are then examined in parallel in terms of surface energy convergence,
atomic relaxation, and lattice dynamics. Following this, in Section 9.4 the energetics of
water adsorption are investigated on the two surface structures as a function of (i) slab
thickness, and (ii) coverage of adsorbates on 33AL and 36AL slabs. By comparing the
water adsorption energetics on the two surface structures, the effects of growing the
surface with slightly larger lattice parameters are explored, leading to very interesting
physics that in the end influences the water chemistry at this surface. The results
also shed light on the first hole oxidation of the water splitting mechanism, and lastly,
possible reasons for the long-standing debate about the stability of the water adsorption
modes on the rutile TiO2(110) surface are uncovered.
9.1 Review of Previous Literature
The behaviour of water on the (110) surface of rutile TiO2 has fostered debate for
decades, where the majority of papers discuss the relative stability of the molecular
and dissociative adsorption modes. Initially, most theoretical studies predicted that
dissociative adsorption was the most stable whereas in stark contrast, the majority of
experimental studies up until 1998 concluded that molecular adsorption dominates in
the first layer of water (Θ ≤ 1ML) at low temperatures (< 350K) on nearly-perfect
surfaces. First-principles calculations in 1998 proposed the coexistence of molecular and
dissociative water on the defect-free rutile TiO2(110) surface at monolayer coverage
(Θ = 1ML) [93]. More recently, an interesting experimental study by Walle et al.
presented evidence using photoemission measurements under ultra high vacuum (UHV)
conditions and at low temperature of both molecularly and dissociatively adsorbed
water on a nearly defect-free surface [120]. A more detailed review of previous literature
on the relative stability of the water adsorption modes on the rutile TiO2(110) surface
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has been given in Chapter 7, Section 7.1.
Although the conclusions of theoretical and experimental research have been con-
verging, it is clear that controversy remains in the computational community as to
whether water dissociates or adsorbs molecularly on the rutile TiO2(110) surface. In
general, this is because adsorption energetics are sensitive to electronic structure meth-
ods and computational models, often resulting in small energetic differences between
binding energies of different adsorption modes [93,94,116,128].
The density functional theory (DFT) exchange-correlation functionals used in the
majority of periodic slab calculations are Perdew-Wang (PW), Perdew-Burke-Ernzerhof
(PBE) and revised PBE (revPBE), all belonging to the generalised gradient approxi-
mation (GGA). A study by Lindan and Zhang using the revPBE functional predicted
favourable dissociative adsorption on the defect-free rutile TiO2(110) surface over a
range of coverages, whilst, conversely, Schaub et al. used the PW functional to predict
that the dissociation of water is endothermic at a coverage of 14 ML [94,116]. Alongside
the choice of functional, the number of AL in the slab used to model water adsorption
on the rutile TiO2(110) surface has been reported to affect the energetics of the system.
Slabs ranging from 9AL to 21AL have been used in models – many of the GGA studies
have reported oscillations in the binding energy (BE) with respect to the number of
AL, in particular the energetics oscillate between odd and even number of AL in the
slab [128,144–146].
In the face of such issues, an interesting property of rutile TiO2 stems from its
lattice dynamics: the transverse optic (TO) A2u mode at the Γ-point is soft at room
temperature, but as temperature is lowered, the mode never becomes unstable [9,142].
This has led rutile to be classed as an incipient ferroelectric material, which is consistent
with the unusually high value of its static dielectric constant in the c direction (ǫ0 = 173
at room temperature [147]). The sensitivity of the lattice dynamics of rutile to the
density functional was reported in an earlier study by Montanari and Harrison [143].
In terms of bulk structure, this work reported that the GGA functionals PBE and
PW tend to overcorrect the underestimated value of the cell volume given by the local
density approximation (LDA). The LDA Γ-point phonons were in excellent agreement
with neutron scattering, IR and Raman data, whereas both PBE and PW functionals
predicted a very soft TO A2u mode, and in the case of PBE it was imaginary with a
frequency of 86.3i cm−1. In fact, it was reported that this mode becomes soft at the
Γ-point upon expansion of the lattice and the study concluded that bulk rutile TiO2
is unstable with respect to a distortion along the soft TO A2u vibrational mode [143].
A subsequent detailed study of the effect of hydrostatic pressures and uniaxial strain
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in the c direction on the Γ-point phonons provided evidence to indicate that the TO
A2u mode becomes imaginary at -4GPa, and also when the lattice is strained in the
c direction by 3%. This leads to ferroelectric crystal instability at either negative
hydrostatic pressure and at expansive strain in the c direction [148].
Since the LDA resulted in bulk lattice parameters and Γ-point phonons in agreement
with experiment, this functional was chosen by Mitev et. al to study further the influ-
ence of strain on the ferroelectric properties and phonon modes of rutile TiO2 [8]. The
dispersion curves presented in this work sampled several symmetry points in the Bril-
louin Zone (BZ), leading to the discovery of a low frequency acoustic phonon branch
over a region of the BZ around k = (12 ,
1
2 ,
1
4), at equilibrium geometry. The authors
reported that the frequency of this mode decreases to zero under an isotropic expan-
sion just above 0.5%, as well as under uniaxial compression (-0.5%) and expansion
(+1.0%) along the [110] direction. It was suggested that the relaxation displacements
of atoms at the rutile TiO2(110) surface propagate deep into the bulk, through this
soft acoustic mode, providing a possible explanation for the long-range convergence of
rutile TiO2(110) slabs. Although extensive research has been carried out on the relative
stability of adsorption modes – using a range of functionals and slab models – as well
as the effect of strain in bulk lattice dynamics, so far there has been little discussion
about the sensitivity of the water-TiO2(110) system to strain in the surface.
9.2 Bulk Rutile TiO2: Structure and Phonons
Two structures of bulk rutile TiO2 are analysed in this section: (i) the B3LYP-optimised
bulk system, and (ii) bulk rutile TiO2 at the experimental geometry. Both are discussed
firstly in terms of their respective lattice parameters, and then in terms of the computed
phonons.
9.2.1 B3LYP-Optimised Structure
The unit cell of bulk rutile TiO2, fully relaxed using the hybrid-exchange functional
B3LYP, was introduced in Chapter 5 and is characterised by the lattice parameters
a = b = 4.639 A˚ and c = 2.980 A˚ with the internal coordinate u = 0.306. In the current
section, this structure and its lattice dynamics is compared with results obtained using
three alternative DFT functionals – LDA, PBE-GGA, BLYP-GGA – as well as those
determined from neutron diffraction data measured at 15K (see Table 9.1) [5].
In general, the theoretical description of the structure is in good agreement with
experimental results. The parameter u is very close to the measured values in all
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Table 9.1: Calculated and experimental (Exp. – neutron diffraction at 15K [5])
lattice parameters a and c (A˚) and the internal coordinate u of bulk rutile TiO2. The
percentage difference of the calculated values from experiment are shown in parentheses.
LDA PBE-GGA BLYP-GGA B3LYP Exp.
a 4.567 (-0.44%) 4.657 (1.51%) 4.699 (2.41%) 4.639 (1.13%) 4.587
c 2.936 (-0.61%) 2.980 (0.88%) 3.001 (1.55%) 2.980 (0.88%) 2.954
u 0.304 (-0.33%) 0.306 (0.33%) 0.306 (0.33%) 0.306 (0.33%) 0.305
Table 9.2: Γ-point phonon frequencies of bulk rutile TiO2 (cm
−1) The frequencies
measured using neutrons, IR and Raman are compared. The IR and Raman activity
of each mode is denoted as either inactive (I) or active (A).
LDA PBE-GGA BLYP-GGA B3LYP Neutrons IR /
[9] Raman
[149,150]
Mode IR Raman
B1u I I 76.86 70.90i 86.55i 73.36i 113 -
Eu A I 85.35 116.90i 130.74i 110.32i 189 183
A2u A I 75.15 139.55i 152.29i 126.20i 173 167
B1g I A 129.42 146.85 157.03 161.73 142 143
Eu A I 372.87 348.23 346.00 365.27 388 388
B1u I I 384.33 353.00 347.24 376.94 406 -
A2g I I 410.67 415.30 416.73 442.20 - -
Eg I A 458.30 426.80 420.55 444.71 455 447
Eu A I 482.10 468.29 464.57 498.60 494 500
A1g I A 608.63 567.96 550.88 588.96 610 612
B2g I A 815.75 772.01 755.48 807.90 825 827
cases. The a and c parameters are slightly underestimated by the LDA functional and
overestimated by the GGA as well as hybrid-exchange B3LYP functionals; these results
are in good agreement with previous DFT calculations [8,10,68,143]. There is a notable
similarity between the values for PBE and B3LYP results; in fact, the c and u values
for each case are the same and the a parameter calculated using PBE is only 0.018 A˚
larger than with B3LYP.
The computed Γ-point phonon frequencies of the resulting equilibrium structures
are listed in Table 9.2, together with those measured by neutron scattering, IR and
Raman spectroscopy [9, 149, 150]. Stability of a bulk crystal structure is characterised
by a set of all-real phonon frequencies – structural instabilities in the bulk result in
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Figure 9.1: Atomic displacements along the A2u, B1u and Eu vibrational modes,
respectively, of bulk rutile TiO2 at the Γ point.
soft phonon modes which have imaginary frequencies. As can be seen from the data
in Table 9.2, a stable structure for rutile TiO2 is given by the LDA. The majority of
frequencies deviate from experiment by approximately 2-36 cm−1, and the values are in
reasonable agreement with previous pseudopotential plane-wave DFT calculations [10].
Within the PBE-GGA, BLYP-GGA and B3LYP approximations, three bulk soft
phonon modes – B1u, Eu and A2u – are identified with imaginary frequencies of similar
values. As mentioned in Section 9.1, the rutile TiO2 structure given by PBE-GGA is
predicted to have an equilibrium geometry that is unstable with respect to the A2u
phonon mode [143]. In the current work, two additional imaginary phonons associ-
ated with the B1u and Eu modes are observed with frequencies of 70.90i cm
−1 and
116.90i cm−1, respectively. The influence of the PBE geometry optimisation tolerances
on the lattice parameters and Γ-point phonons were examined closely: tightening the
optimisation convergence (see Chapter 4, Section 4.2.5) to the current limit had an in-
significant effect on the values of the lattice parameters as well as the frequencies. These
results therefore confirm that in addition to the well-known A2u instability given by a
PBE optimisation, the B1u and Eu modes also exhibit an instability when using the
PBE-GGA, BLYP-GGA or B3LYP functionals (see Figure 9.1 for the atomic displace-
ments associated with the eigenvectors of these phonon modes). Interestingly in the
recently-documented bulk rutile TiO2 phonon results in Ref. [10], the PBE functional
in conjunction with a ‘nearly all-electron’ pseudopotential approach also resulted in
two imaginary frequencies in addition to the A2u instability that were associated with
the B1u and Eu modes, but were noted as a discrepancy from previous results. The
similarity in optimised lattice parameters provided by PBE and B3LYP coincides with
an alikeness of their B1u, Eu and A2u frequency values. With regards to the real fre-
quencies, the B3LYP structure and frequencies are slightly closer to experiment than
those computed using GGA functionals.
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Table 9.3: Phonon frequencies of bulk rutile TiO2 (cm
−1) calculated for the B3LYP-
optimised structure at high-symmetry k-pointsX, R, Z,M andA of the BZ, compared
with reference LDA calculations [8] and neutron scattering measurements (Exp.) [9] for
which the data is available. In the final column, the frequencies computed using B3LYP
at k = (12
1
2
1
4), which is between M and A, are listed, followed by reference LDA and
PBE values for the lowest frequency mode [10].
k-point
X R Z
(0 1
2
0) (0 1
2
1
2
) (00 1
2
)
B3LYP LDA Exp. B3LYP LDA B3LYP LDA Exp.
74.81i 89 103 88.20i 84 45.59i 84 123
200.69 184 194 49.32 126 200.71 447 -
257.74 275 269 237.47 213 307.77 275 302
261.16 287 301 324.49 305 325.01 307 324
326.84 315 305 386.33 378 395.28 384 411
379.69 369 392 459.58 480 439.19 449 414
450.06 461 451 523.15 518 443.67 477 -
554.23 548 - 554.21 548 555.92 545 -
803.72 800 847 678.61 673 710.42 698 -
M A M-A
( 1
2
1
2
0) ( 1
2
1
2
1
2
) ( 1
2
1
2
1
4
)
B3LYP LDA Exp. B3LYP LDA B3LYP LDA PBE
83.36i 77 98 16.48 80 95.13i 50 77.1i
73.60i 87 102 192.23 463 242.29 - -
193.16 227 261 216.88 253 300.90 - -
268.90 295 314 280.43 256 304.16 - -
303.27 297 315 441.45 446 336.41 - -
318.78 333 - 457.31 463 406.38 - -
448.15 459 452 477.41 469 416.25 - -
562.70 523 - 485.50 478 515.50 - -
777.69 775 776 710.19 705 749.00 - -
In addition to the Γ-point phonons, the vibrational frequencies at the B3LYP equi-
librium geometry for the high-symmetry points in the Brillouin Zone (BZ) were com-
puted and are shown in Table 9.3. These values can be compared with reference LDA
calculations as well as those obtained by neutron scattering. With the exception of A,
the B3LYP equilibrium structure exhibits an imaginary frequency at each of the high
symmetry k points as well as at k = (12
1
2
1
4). The frequencies of all other modes are
generally in very good agreement with reference LDA values as well as experiment. It
should be pointed out that at k = (12
1
2
1
4) the lowest frequency mode computed with
B3LYP is imaginary (95.13i) and close in value to the reference PBE calculation (77.1i),
another trait of the similar structures predicted by the two functionals.
In brief, the results in this section indicate that phonon frequencies vary with func-
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tional but mainly because they are very sensitive to geometry. In the LDA, rutile
is stable due to a slight underestimation of the cell volume; whereas in the GGA or
B3LYP approximations it is unstable with respect to several phonon modes due to an
overestimation of the cell volume.
9.2.2 Experimental Structure
The structure and phonons of bulk rutile TiO2 at the experimental geometry is pre-
sented in this section. The parameters of the unit cell of bulk rutile TiO2 measured
using neutron diffraction at 15K are: a = b = 4.587 A˚, c = 2.954 A˚, and u = 0.305 [5].
In order to compute the phonon frequencies at the experimental geometry of bulk TiO2,
a structure with the measured unit cell parameters along with B3LYP-optimised atomic
coordinates was used1. The computed Γ-point phonon frequencies are presented in Ta-
ble 9.4 alongside the measured values. The first thing to note is that every calculated
frequency at the Γ-point is real, which indicates a stable structure. The calculated
values are in excellent agreement with those measured using neutrons, IR and Raman
spectroscopy. The exceptions are the very sensitive modes with the lowest frequencies
(B1u, Eu and A2u), which are underestimated slightly. On the basis of previous work,
these modes are expected to be most sensitive to changes in the lattice parameters.
For the frequencies at high symmetry k-points in Table 9.5, further agreement with
experiment is evident. An interesting feature in this data can be seen at the point k
= (12
1
2
1
4), between M and A. All phonons are real, with the exception of the lowest
frequency mode at k = (12
1
2
1
4), for which the computed frequency has the imaginary
value of 50.39i cm−1.
To summarise, the results in this section confirm that the sensitivity of the bulk
rutile TiO2 phonon frequencies to the geometry is a result of mainly the change in cell
volume rather than differences in the description of the bonding in the crystal given by
different DFT functionals.
1The coordinates optimised using B3LYP in this cell are in agreement with the measured coordinates.
The reason why the coordinates have been optimised is because the frequencies are only defined relative
to the minimum of the potential well.
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Table 9.4: Γ-point phonon frequencies of bulk rutile TiO2 (cm
−1) (TO frequencies
only) calculated (using B3LYP) at the experimental cell geometry measured in Ref. [5].
The frequencies measured using neutrons, IR and Raman are compared. The IR and
Raman activity of each mode is denoted as either inactive (I) or active (A).
Calc. Neutrons [9] IR /
Raman [149,150]
Mode IR Raman
B1u I I 59.70 113 -
Eu A I 103.49 189 183
A2u A I 56.15 173 (142) 167 (144)
B1g I A 143.68 142 143 (143)
Eu A I 386.00 388 388
B1u I I 401.54 406 -
A2g I I 448.07 - -
Eg I A 465.97 455 447 (455)
Eu A I 513.57 494 500
A1g I A 620.28 610 612 (611)
B2g I A 844.10 825 827
Table 9.5: Phonon frequencies of bulk rutile TiO2 (cm
−1) (TO frequencies only) cal-
culated (using B3LYP) at the experimental cell geometry measured in Ref. [5]. The
frequencies measured using neutrons (Exp.) are compared where the data is avail-
able [9].
k-point
X(0 1
2
0) R(0 1
2
1
2
) Z(00 1
2
) M( 1
2
1
2
0) A( 1
2
1
2
1
2
) M-A( 1
2
1
2
1
4
)
Calc. Exp. Calc. Calc. Exp. Calc. Exp. Calc. Calc.
56.07 103 32.63 64.94 123 21.61 98 83.65 50.39i
198.82 194 102.06 235.19 - 58.80 102 192.93 243.98
281.70 269 236.23 305.33 302 223.44 261 252.75 298.65
290.56 301 323.82 324.38 324 297.45 314 277.27 343.08
331.58 305 404.37 415.29 411 317.32 315 471.86 344.05
391.76 392 490.00 458.34 414 330.14 - 477.56 430.89
471.30 451 539.76 476.02 - 469.63 452 491.59 440.90
571.40 - 577.43 576.35 - 569.66 - 497.57 525.99
841.46 847 703.83 734.44 - 812.02 776 738.98 780.21
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9.3 Rutile TiO2(110) Surface: Structure, Surface Energy
and Phonons
In this section, two structures of the rutile TiO2(110) surface are analysed: (i) the one
cut from the B3LYP-optimised bulk geometry, and (ii) the one cut from the experi-
mental cell geometry with B3LYP-optimised internal coordinates. Both are discussed
firstly in terms of the convergence of the surface energy with respect to the number
of atomic layers in the slab. Then the atomic relaxation displacements are analysed
alongside the computed Γ-point phonons.
9.3.1 B3LYP-Optimised Structure
The rutile TiO2(110) surface cut from the B3LYP-optimised bulk structure resulted in
surface unit cell parameters of aslab = 2.979 A˚ and bslab = 6.561 A˚. Two geometries
are analysed here: (a) the unrelaxed surface where the atoms remain in their bulk
positions; and (b) the relaxed surface where the atomic coordinates of the slab have
been relaxed. For each case, the surface energy (Es) of the rutile TiO2(110) surface
as a function of the number of atomic layers in the slab is shown in Figure 9.2. The
Es for the unrelaxed slab converges quickly to 1.56 Jm
−2 at 12AL. After relaxing the
atomic coordinates, the Es oscillates with the number of atomic layers in the slab.
Depending on whether the number of AL is odd or even, the Es converges to 0.36 Jm
−2
and 0.26 Jm−2 at 33AL and 36AL, respectively. A comparison of these results can
be made to previous studies: using the CRYSTAL code with the PW-GGA functional,
Bredow et al. reported that the surface energy converged to 0.64 Jm−2 at 24AL [105];
whereas Kiejna et al. found that the value converged to 0.58 Jm−2 at 27AL using a
plane wave basis pseudopotential approach with PW-GGA [151]. Although strong odd-
even oscillations have been reported in a number of previous studies, the convergence
of the surface energy to different values for o-AL and e-AL slabs using B3LYP has not
been reported previously.
An important difference between the structure of o-AL and e-AL models lies in the
symmetry of the slab. As shown in Figure 9.3, o-AL slabs have a mirror symmetry
perpendicular to the z axis: the symmetrical nature of the slab means that the atomic
relaxations are constrained. On the other hand, e-AL slabs have a glide plane symmetry,
and the relaxations are not constrained in the direction perpendicular to the surface. In
the e-AL case, the hybridisation between O-2p and Ti-3d states in this direction leads
to the formation of couples of trilayers. Conversely in the o-AL system, the lack of
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Figure 9.2: Surface energy (Es) of the unrelaxed (dashed line) and relaxed (solid line)
rutile TiO2(110) surface as a function of the number of atomic layers in the slab.
hybridisation of the central atoms with neighbouring layers results in surface energies
higher in value than those for even layer slabs [105].
As described in Section 9.1, Mitev et al. explained the odd-even oscillation of rutile
TiO2(110) slabs in terms of surface lattice dynamics mediating a long-range electrostatic
interaction [8]. In order to describe the influence of bulk phonon modes on the surface
relaxation in the current work, the relaxation displacements of the slab were written
as a linear combination of bulk phonon displacements2. The relaxation displacements
of atoms in the 33AL and 36AL slabs correspond to the imaginary bulk phonon mode
with a frequency of 88i cm−1 at k = (0 12
1
2 ), the high symmetry point R, with a 0.28%
and 0.21% contribution, respectively, of this mode to the set of displacements3.
To investigate further the surface lattice dynamics in the current work, the Γ-point
phonon frequencies of the relaxed rutile TiO2(110) surface (1x1 cell) were computed
using a number of different slab thicknesses – the computed imaginary frequencies are
listed in Table 9.6.
2This capability was implemented in CRYSTAL14.
3The percentage contribution of the imaginary mode at k=(0 1
2
1
2
) was calculated with respect to
the contribution of all computed modes to the relaxation displacements of each slab.
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9AL
12AL
Figure 9.3: Rutile TiO2(110) slabs composed of 9AL and 12AL. In each case, the
symmetry plane is denoted by a blue line, the trilayers in the structure are indicated
by square brackets, and O and Ti atoms are represented by red and black spheres,
respectively.
Table 9.6: Γ-point phonon frequencies of the rutile TiO2(110) slab (1x1 cell) calculated
using B3LYP for the B3LYP-optimised structure (cm−1, imaginary frequencies only).
Mode IR Raman 9AL 12AL 15AL 18AL 33AL 36AL
B2u A I 230.87i 78.70i 183.41i 96.09i 146.30i 92.34i
B2u A I 25.42i 131.27i 79.97i
B2u A I 111.01i 73.81i
B2u A I 57.79i
B1u A I 129.69i 196.13i 132.42i
B1u A I 123.59i 95.28i 87.80i
B1u A I 46.09i 49.59i
B1u A I 47.88i
B2g I A 81.76i 117.34i
B2g I A 86.82i
B2g I A 48.25i
B1g I A 66.01i 181.12i 131.55i 92.49i
B1g I A 111.03i 78.86i
B1g I A 67.09i
B1g I A 54.80i
From the data yielded by this study, a number of patterns emerge. Firstly, the
o-AL slabs contain more imaginary frequencies than the corresponding e-AL slabs. For
example, the 33AL and 36AL slabs have 12 and 8 imaginary frequencies, respectively.
Secondly, the o-AL slabs tend to have higher values for each phonon frequency than the
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e-AL slabs – e.g. the highest frequency B2u mode has frequencies of approximately 231,
79, 183, 96, 146, 92 cm−1 for 9, 12, 15, 18, 33 and 36AL slabs, respectively. Thirdly,
the IR-active B1u mode is present mostly in the o-AL systems, and not the e-AL.
Analogous to the analysis above of the relaxation displacements with respect to
bulk phonon modes, the relaxation displacements were written as a linear combination
of the Γ-point slab phonons in order to describe the influence of slab phonon modes on
the surface relaxation. The relaxation displacements of atoms in the 33AL and 36AL
slabs correspond to a soft (but not imaginary) slab phonon mode with a frequency of
40 cm−1 at the Γ-point with a 40.62% and 52.89% contribution, respectively, of this
mode to the set of displacements4.
Given the analysis of the surface energy and phonon modes of the B3LYP-optimised
rutile TiO2(110) surface in this section, it appears that effectively we have two systems:
slabs consisting of an odd number of atomic layers, and those with an even number of
atomic layers. Both are characterised by an abundance of imaginary frequencies, yet
the higher energy o-AL contains more imaginary frequencies than the e-AL. Additional
differences in the lattice dynamics in the two cases can be seen through patterns in
the slab phonon modes. Further evidence corroborating the notion that the odd-even
oscillation of rutile TiO2(110) is caused by phonons mediating a long-range electro-
static interaction lies in these findings. In both 33AL and 36AL slabs, the relaxation
displacements correspond to an imaginary bulk phonon mode and a soft slab phonon
mode, which resembles an instability in the system. Hence, the odd-even oscillation
remains at large slab thicknesses as the surface energy converges to different values for
o-AL and e-AL systems.
9.3.2 Surface Calculations at the Experimental Bulk Structure
The slab studied in this section was cut from the experimental cell geometry with
B3LYP-optimised internal coordinates (see Section 9.2.2 for details of the bulk struc-
ture). The resulting surface unit cell parameters are as follows: aslab = 2.954 A˚ and
bslab = 6.487 A˚. The surface energy (Es) of this surface with respect to the number of
AL in the slab is plotted in Figure 9.4. The Es for o-AL slabs converges to 0.33 Jm
−2
at 33AL, whereas the Es for e-AL slabs are lower in energy, converging to 0.20 Jm
−2
at 36AL.
As with the B3LYP-optimised surface, the phonon modes in the slab were computed
at this geometry. The five lowest frequency modes for 9, 12, 33 and 36AL slabs are
4The percentage contribution of the soft mode at the Γ-point was calculated with respect to the
contribution of all computed Γ-point slab modes to the relaxation displacements of each slab.
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listed in Table 9.7. From this data it can be seen that at this geometry, the odd layer
slabs contain imaginary modes whereas, interestingly, the even layer slabs contain all-
real phonon modes. In order to describe the influence of bulk phonon modes on the
surface relaxation in this case, the relaxation displacements of the slab were written as
a linear combination of bulk phonon displacements, followed by Γ-point slab phonon
displacements. The relaxation displacements of atoms in the 33AL and 36AL slabs
correspond to the soft (but not imaginary) bulk phonon mode with a frequency of
32 cm−1 at k=(0 12
1
2) with a 0.07% and 0.06% contribution, respectively, of this mode
to the set of displacements5. Recalling the results from the previous section, it should be
noticed that the imaginary phonon mode corresponding to the relaxation displacements
in the B3LYP-optimised slab exists at the same k-point: the high symmetry point
R. Furthermore, the relaxation displacements of atoms in the 33AL and 36AL slabs
correspond to soft (but not imaginary) Γ-point slab phonon modes with frequencies
of 39 cm−1 (56.33% contribution) and 26 cm−1 (62.62% contribution), respectively, of
these modes to the set of displacements6.
Having considered the rutile TiO2(110) surface structure and lattice dynamics at
the experimental cell geometry, there are several points to recognise. Firstly, the Es for
the o-AL and e-AL slabs are in reasonable agreement with the B3LYP-optimised slabs
in the previous section. Secondly, the relaxation displacements of the 33AL and 36AL
slabs correspond to the same imaginary bulk phonon and soft slab phonon as in the
B3LYP-optimised slabs. These similarities are contrasted by the results of the Γ-point
slab phonons, in which there are imaginary phonon modes in the o-AL slabs but not
in the e-AL.
The results presented so far have investigated two surface structures: (i) the one cut
from the B3LYP-optimised bulk geometry; and (ii) the one cut from the experimental
cell geometry with B3LYP-optimised internal coordinates. Effectively in the former
structure, there is a 0.85% and 1.14% tensile strain of the lattice in the aslab and
bslab directions, respectively, with respect to the latter. The influence of this strain on
the surface energy and lattice dynamics of the system has been analysed. In the next
section, the sensitivity of the rutile TiO2(110) surface water chemistry to this strain
will be discussed.
5The percentage contribution of the imaginary mode at k=(0 1
2
1
2
) was calculated with respect to
the contribution of all computed modes to the relaxation displacements of each slab.
6The percentage contribution of the soft mode at the Γ-point was calculated with respect to the
contribution of all computed Γ-point slab modes to the relaxation displacements of each slab.
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Figure 9.4: Surface energy (Es) of the relaxed rutile TiO2(110) surface cut from the
experimental cell geometry with B3LYP-optimised internal coordinates, as a function
of the number of atomic layers in the slab.
Table 9.7: Γ-point phonon frequencies of the rutile TiO2(110) slab (1x1 cell) cut from
the experimental cell geometry with B3LYP-optimised internal coordinates (cm−1, five
lowest frequency modes only).
Mode IR Raman 9AL 12AL 33AL 36AL
B2u A I 164.47i 76.82 61.73i 27.70
B1u A I 102.63i 76.02 124.41i 35.53
B1u A I 96.91 14.04i
B2g A I 65.24i 49.02 113.35i 18.60
B2g I A 112.56i
B1g I A 57.45 40.23 13.86
Ag I A 67.02 25.71
9.4 Water Adsorption Energetics
In the first part of this section, the energetics of water adsorption on the
B3LYP-optimised slab are analysed. Essentially, this section investigates the water-
TiO2(110) system as a function of slab thickness, using slabs consisting of 9AL to
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36AL. Then, the effect of water coverage on the energetics is investigated with 33AL
and 36AL slabs. Following this, water adsorption on the slab based on the experi-
mental cell geometry is presented. By comparing the water adsorption energetics on
the two surface structures, the sensitivity of the water chemistry to surface strain is
explored.
9.4.1 Water Adsorption on B3LYP-Optimised Surface
Energetics with respect to slab thickness
The BE as a function of slab thickness for molecular and dissociative adsorption at
a coverage of 12 ML is shown in Table 9.8. For both adsorption modes, a pronounced
odd-even oscillation in the BE can be seen. As expected from the discussion in Sec-
tion 9.3.1, the BE converges to a different value for odd and even layer slabs: for
molecular adsorption, BE = -0.78 eV at 33AL and BE = -0.62 eV at 36AL; for the
dissociative adsorption mode, BE = -0.49 eV at 33AL and BE = -0.29 eV at 36AL.
In the molecular case of both o-AL and e-AL systems, the BE seems to converge in a
straightforward manner, whereas there is a more noticeable oscillation in the dissoci-
ated case. A previous plane wave GGA study by Liu et al. reported oscillation in the
BE that remained at large slab thicknesses, in agreement with the current work, and
the result that molecular adsorption is more stable by approximately 0.05 eV to 0.1 eV
than the dissociative mode (for the thickest slabs studied, 27AL to 36AL); whereas
in the current study it is more stable by 0.29 eV and 0.33 eV at 33AL and 36AL,
respectively [146].
To understand the nature of the water-water and water-surface interactions further,
the contribution to the BE in terms of the interaction energy, E(cp-i), and distortion
energy, E(d), can be analysed: the interaction energy takes into account the total
energy difference of the adsorbate-substrate system with respect to the clean surface
and isolated molecule; the distortion energy is associated with the relaxation of the
surface and adsorbates with respect to their unrelaxed counterparts (see Chapter 4,
Section 4.2.4 for a complete definition of E(cp-i) and E(d)). The E(cp-i) contributes
to the majority of the BE for molecular adsorption – e.g. at 33AL, E(cp-i) = -0.80 eV
whereas E(d) = 0.01 eV. In contrast, the BE for the dissociative adsorption mode is
made up more evenly of the E(cp-i) and E(d), which indicates that there is a large
contribution to the BE from the distortion of atoms in the slab.
The BE of water adsorption as a function of slab thickness at monolayer coverage
(Θ = 1ML) is shown in Table 9.9. Similar to the results of 12 ML, the BE of the
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Table 9.8: The BE (in eV) for molecular and dissociative adsorption on the rutile
TiO2(110) surface is shown for half monolayer coverage (Θ =
1
2 ML, 2x1 cell) as a
function of the number of atomic layers (nAL) in the slab. The BE is separated into
the CP-corrected interaction energy, E(cp-i), and the distortion energy, E(d).
nAL Molecular Dissociative
E(cp-i) E(d) BE E(cp-i) E(d) BE
9 -1.28 0.35 -0.92 -11.41 10.21 -1.21
12 -0.74 0.18 -0.56 -9.97 9.69 -0.29
15 -0.92 0.09 -0.83 -9.90 9.11 -0.79
18 -0.76 0.17 -0.59 -9.24 8.98 -0.26
21 -0.85 0.07 -0.78 -9.83 9.22 -0.61
24 -0.77 0.17 -0.60 -10.00 9.69 -0.31
27 -0.81 0.04 -0.77 -9.86 9.30 -0.56
30 -0.77 0.16 -0.62 -9.48 9.22 -0.26
33 -0.80 0.01 -0.78 -9.87 9.38 -0.49
36 -0.77 0.15 -0.62 -9.95 9.67 -0.29
Table 9.9: The BE (in eV) for molecular, dissociative and mixed adsorption on the
rutile TiO2(110) surface is shown for monolayer coverage (Θ = 1ML, 2x1 cell) as a
function of the number of atomic layers (nAL) in the slab. The BE is separated into
the CP-corrected interaction energy, E(cp-i), and the distortion energy, E(d).
nAL Molecular Dissociative Mixed
E(cp-i) E(d) BE E(cp-i) E(d) BE E(cp-i) E(d) BE
9 -1.10 0.11 -0.99 -7.92 7.07 -0.85 -4.47 3.44 -1.03
12 -0.70 0.00 -0.71 -8.17 7.08 -0.37 -4.31 3.77 -0.55
15 -0.86 -0.01 -0.87 -7.34 6.70 -0.64 -4.37 3.56 -0.81
18 -0.72 -0.01 -0.73 -8.16 7.77 -0.39 -4.06 3.51 -0.55
21 -0.79 -0.5 -0.84 -7.57 7.04 -0.53 -4.30 3.57 -0.74
24 -0.72 -0.01 -0.74 -8.14 7.75 -0.39 -4.27 3.72 -0.55
27 -0.76 -0.07 -0.83 -7.77 7.25 -0.52 -4.29 3.58 -0.71
30 -0.72 -0.02 -0.74 -8.14 7.75 -0.39 -4.07 3.52 -0.56
33 -0.74 -0.03 -0.82 -7.92 7.41 -0.50 -4.29 3.64 -0.65
36 -0.72 0.08 -0.73 -8.14 7.75 -0.39 -4.25 3.71 -0.54
molecular adsorption mode converges to -0.82 eV at 33AL and to -0.73 eV at 36AL.
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In this case, the E(cp-i) also contributes to the majority of the BE – e.g. at 33AL,
E(cp-i) = -0.72 eV whereas E(d) = 0.08 eV. This point can be seen more clearly in
Figure 9.5, which contains a multiplot of the data for the three adsorption modes at
1ML. For the dissociative adsorption mode, the BE is -0.50 eV at 33AL and -0.39 eV at
36AL, and the E(d) contributes significantly to the BE. In addition, it can be seen from
Table 9.9 that the relative values of the E(cp-i) and E(d) suggest a greater distortion
in the atoms of the slab in the dissociative case in compared to the mixed adsorption
mode.
Although the BE of the e-AL slabs are fairly consistent with slab thickness, the
o-AL slabs are less so – this effect is most noticeable for the mixed adsorption mode,
for which the BE oscillates more between o-AL and e-AL slabs in comparison to the
molecular and dissociative modes. The fluctuation of the BE of the mixed adsorption
mode could be related to the competition between surface atoms to accommodate the
distortion induced by the hydroxyls and adsorbed water molecule in the mixed mode
(see Chapter 8, Section 8.4.2, where this suggestion was introduced).
138
9.4 Water Adsorption Energetics
-1.2
-1.1
-1.0
-0.9
-0.8
-0.7
-0.6
-0.5
-0.4
-0.3
-0.2
-0.1
0.0
0.1
0.2
0.3
0.4
0.5
E 
/ e
V
E(cp-i)
Molecular
E 
/ e
V
E(d)
E 
/ e
V
BE
-12
-10
-8
-6
-4
-2
0
2
4
6
8
10
12
E 
/ e
V
Dissociative
E 
/ e
V
E 
/ e
V
-6
-5
-4
-3
-2
-1
0
1
2
3
4
5
6
9 12 15 18 21 24 27 30 33 36
E 
/ e
V
Number of atomic layers
Mixed
E 
/ e
V
E 
/ e
V
E 
/ e
V
Figure 9.5: The CP-corrected interaction energy, E(cp-i), the distortion energy, E(d),
and the BE for molecular, dissociative and mixed adsorption on the rutile TiO2(110)
surface is plotted for monolayer coverage (Θ = 1ML, 2x1 cell) as a function of the
number of atomic layers in the slab.
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Effect of coverage
The adsorption of water on 33AL and 36AL slabs was studied as a function of coverage
– the binding energies for this are shown in Table 9.10. These results lead to a number
of important observations. Firstly, at all coverages the contribution of E(cp-i) to the
BE is much greater than E(d) in the molecular adsorption mode, as discussed in the
previous section, whereas in dissociative adsorption the E(d), which is associated with
the amount of distortion in the slab, contributes more to the BE. Secondly, the molec-
ular adsorption mode is more stable than dissociative in all cases on both 33AL and
36AL slabs. As an example, the BE on 33AL at Θ = 14 ML for molecular adsorption
is -1.02 eV and for the dissociative adsorption mode it is -0.84 eV. Finally, it should
be noticed that the BEs for 33AL systems are more negative, corresponding to more
favourable adsorption, than for water adsorption on 36AL slabs – this is discussed
further in the next section.
Table 9.10: The BE (in eV) for the molecular and dissociative adsorption modes on
the rutile TiO2(110) surface using 33AL and 36AL is shown as a function of coverage
Θ and separation (Sep. in A˚) of adsorbates. The BE is separated into the CP-corrected
interaction energy, E(cp-i), and the distortion energy, E(d).
33AL
Θ Sep. Molecular Dissociative
E(cp-i) E(d) BE E(cp-i) E(d) BE
1 2.979 -0.74 -0.08 -0.82 -7.88 7.41 -0.48
1
2 5.959 -0.80 0.01 -0.78 -9.87 9.38 -0.49
1
3 8.938 -0.90 -0.01 -0.91 -10.35 9.63 -0.73
1
4 11.918 -0.92 -0.10 -1.02 -10.70 9.85 -0.84
36AL
Θ Sep. Molecular Dissociative
E(cp-i) E(d) BE E(cp-i) E(d) BE
1 2.979 -0.73 0.00 -0.73 -8.11 7.66 -0.45
1
2 5.959 -0.77 0.15 -0.62 -9.95 9.67 -0.29
1
3 8.938 -0.81 0.14 -0.67 -9.95 9.46 -0.50
1
4 11.918 -0.83 0.10 -0.73 -10.49 9.88 -0.61
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The data presented so far for the water chemistry on the B3LYP-optimised surface
can be explained largely in terms of atomic and phonon displacements in the slab. When
water is adsorbed dissociatively, the adsorbed hydroxyls induce a large local distortion
at the surface: the chemistry of converting the bridging oxygen ion, O2−2c , into the
bridging hydroxyl, O-H−ads, has a larger perturbation of the surface than an adsorbed
water molecule, H2Oads (as discussed in Chapter 7). This distortion propagates through
the slab and is less pronounced when water is adsorbed molecularly, as seen by the
E(cp-i) and E(d) contributions to the BE. The effect of this distortion on the stability
of molecular and dissociative adsorption can then be rationalised in terms of phonon
modes. If we consider an adsorbate-substrate system made up of a slab (either odd
or even) with a monolayer of water adsorbed in the molecular adsorption mode, the
computed phonon frequencies are all real, indicating a stable structure. On the contrary,
the phonon modes for the same surface with dissociatively adsorbed water include
some imaginary frequencies, characteristic of an instability in the system. In this case,
the optimised structure is unstable with respect to soft phonon modes in the crystal,
explaining the more positive BE of the dissociative adsorption mode in comparison to
the molecular.
9.4.2 Water Adsorption Calculations on Experimental Surface Struc-
ture
In this section, results of water adsorption on the surface cut from the experimental
cell geometry are presented (see Section 9.3.2 for details of this surface). The difference
between this surface structure and the B3LYP-optimised surface used in the previous
section lies in the lattice parameters and consequently the nature of the phonon modes.
In the surface structure with the experimental cell geometry, the lattice parameters,
aslab = 2.954 A˚ and bslab = 6.487 A˚, are 0.025 A˚ (0.84%) and 0.074 A˚ (1.13%) smaller
than the B3LYP-optimised ones, respectively. By comparing the energetics of water
adsorption on each surface structure, the sensitivity of the water chemistry to surface
strain is explored in this section.
The BE of molecular, dissociative and mixed adsorption on 33AL and 36AL slabs at
monolayer coverage (Θ = 1ML) along with molecular and dissociative adsorption at half
monolayer coverage (Θ = 12 ML) are presented in Table 9.11. To aid the comparison,
the BE from the corresponding B3LYP-optimised systems are listed alongside these
results.
The first thing to be noticed from the experimental geometry results is the relative
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Table 9.11: The BE (in eV) for molecular (M) and dissociative (D) adsorption at 12 ML
coverage, and molecular (MM), dissociative (DD) and mixed (DM) adsorption at 1ML
coverage. The rutile TiO2(110) surface is modelled using the experimental cell geometry
detailed in Section 9.3.2 (Exp. Geom.), with a comparison to the B3LYP-optimised
structures (B3LYP -opt).
Adsorption Coverage 33AL 36AL
Mode Θ Exp. Geom. B3LYP -opt Exp. Geom. B3LYP -opt
M 12 -0.58 -0.78 -0.56 -0.62
D 12 -0.54 -0.49 -0.57 -0.29
MM 1 -0.72 -0.82 -0.70 -0.73
DD 1 -0.74 -0.50 -0.70 -0.39
DM 1 -0.64 -0.65 -0.49 -0.54
stability of the adsorption modes. The molecular and dissociative adsorption modes
result in BEs very close in value, with differences of ≤0.04 eV, regardless of slab thick-
ness – e.g. on 33AL, BE = -0.72 eV and BE = -0.74 eV for MM and DD, respectively.
This implies that adsorbed water molecules and hydroxyls coexist on the surface at
these coverages. Secondly, the BE for each mode becomes more negative on going from
1
2 ML to 1ML coverage, because of stabilising hydrogen bonds in the aslab direction.
For example, the M mode at 12 ML has a BE of -0.58 eV whereas at 1ML it is 0.14 eV
more stable with a BE of -0.72 eV. Similarly in the D mode, at 1ML the BE is more
negative by 0.2 eV with respect to 12 ML. With regards to the mixed adsorption mode
(DM), the BE, again regardless of the slab thickness, is less stable than the DD and
MM modes by 0.1-0.2 eV.
The B3LYP-optimised structure, in which the lattice parameters are slightly larger,
produces very different features in the BEs. In these results the molecular mode is
always more stable than the dissociative (e.g. at 1ML on the 36AL slab, MM: -0.73 eV;
DD: -0.39 eV). As seen in the adsorbate-substrate system with the experimental cell
geometry, stabilising hydrogen bonds in the aslab direction are present in this structure.
The 1ML BE results are more negative than the 12 ML by only 0.01 eV from D to DD,
and by only 0.04 eV from M to MM. So there is less stabilisation by adjacent adsorbates
compared to the experimental cell geometry systems, which is likely to be a consequence
of the slightly larger lattice parameter. Now, the foregoing analysis provides evidence to
suggest that the stability of the water adsorption mode on rutile TiO2(110) is strongly
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affected by surface strain.
The final point to take into account is regarding the size of the slab. As seen in
Table 9.11, for the experimental cell geometry system, M and D on both 33AL and
36AL slabs are very similar in energy, as are MM and DD. In this case, the size of
the slab makes little difference to the BE of water adsorption. Contrastingly for the
B3LYP-optimised systems, the BE is more favourable in 33AL systems in comparison
to 36AL by approximately 0.16-0.2 eV – the surface water chemistry is sensitive to the
odd or even nature of the slab.
9.5 Summary
In this chapter, two bulk rutile TiO2 structures and the adsorption of water on the
corresponding (110) surfaces were studied in parallel. The a and c lattice parameters
of the B3LYP-optimised bulk TiO2 structure are 0.052 A˚ and 0.024 A˚ larger than those
measured using neutron diffraction at 15K. The computed phonons in Section 9.2
indicated that this bulk rutile TiO2 structure is unstable with respect to a distortion
along three modes at the Γ-point – B1u, Eu and A2u – as well as at other k-points in
the BZ. In contrast, the phonons at the experimental cell geometry of bulk rutile TiO2
are all real at the Γ-point.
In Section 9.3, the rutile TiO2(110) surfaces cut from each bulk structure were
then examined in terms of surface energy convergence, atomic relaxation, and lattice
dynamics. The rutile TiO2(110) surface based on the experimental cell geometry re-
sulted in surface unit cell parameters of aslab = 2.954 A˚ and bslab = 6.487 A˚, whereas
the parameters of the slab cut from the B3LYP-optimised bulk structure are 0.85%
and 1.14% larger, respectively: aslab = 2.979 A˚ and bslab = 6.561 A˚. Significant differ-
ences in the Γ-point slab phonon modes and frequencies were observed between the two
surface structures.
Following this, in Section 9.4 the energetics of water adsorption were investigated
on the two surface structures as a function of: (i) slab thickness; and (ii) coverage
of adsorbates on 33AL and 36AL slabs. Overall, the data gathered in this study
narrates a simple story for a complicated system. As seen in the first part of this
chapter, the phonon modes in rutile TiO2 are sensitive to changes in geometry. The
differences in the lattice dynamics of the two considered surface structures – (i) the
experimental cell geometry; and (ii) the B3LYP-optimised geometry – have an impact
on the water chemistry of each one. Two examples of this impact have emerged from the
current study. Firstly, in the experimental cell geometry, the properties of the water-
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TiO2(110) surface are independent of the number of atomic layers in the slab model. A
0.85% and 1.14% tensile strain along the aslab and bslab parameters of the surface, i.e.
the B3LYP-optimised geometry, resulted in different properties for the odd and even
layer systems. The second point is related to the relative stability of the adsorption
modes. Water adsorption on the surface based on the experimental cell geometry led
to strikingly similar binding energies for molecular and dissociative adsorption. On the
other hand, the small changes in the geometry brought by the B3LYP-optimised surface
resulted in the molecular adsorption mode being more stable than the dissociative at
all studied slab thicknesses and coverages, the mechanism by which is mediated by the
lattice dynamics in the crystal.
The results in this chapter not only predicted that molecules and hydroxyls coexist
on the surface, but have also provided insight into the mechanism of water splitting.
As described in Chapter 2, Section 2.3.5, the water oxidation mechanism is currently
thought to proceed through four hole oxidation steps, where the first one has been
identified as the rate limiting step (Equation 9.1):
Ti−H2Oads + h
+ → Ti−OH•ads +H
+ (9.1)
This reaction consists of two sequential steps:
Ti−H2Oads → Ti−OH
−
ads +H
+
ads (9.2)
Ti−OH−ads + h
+ → Ti−OH•ads (9.3)
Interestingly, the first of the two sequential steps is essentially moving from the
molecular adsorption mode, H2Oads, to the dissociative adsorption mode, resulting in
the formation of hydroxyl ions OH−ads (terminal hydroxyls) and protons, H
+ (adsorbed
onto bridging oxygen ions to form bridging hydroxyls). From the closeness in value
of the molecular and dissociative adsorption binding energies in the current work, it
appears that this step is energetically undemanding. Furthermore, it is possible that
the facileness of converting H2Oads to OH
−
ads is part of the reason for TiO2 being
a good photocatalyst. Instead, if the surface were to be grown with slightly larger
lattice parameters, as in the B3LYP-optimised geometry, the lattice dynamics would
then lead to molecular adsorption being more stable than dissociative, suggesting that
the reaction step Ti-H2Oads → Ti-OH
−
ads + H
+
ads would become more energetically
demanding.
144
9.5 Summary
Since the lattice dynamics are very sensitive to cell volume, which is determined
by the DFT functional adopted, the current study advocates that the controversy in
the computational solid state community regarding the most stable adsorption mode
of water is largely due to differences in functionals.
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10
Electronic Structure of Surfaces
in Contact with Water
So far in this thesis, the following topics have been addressed: how water interacts with
the rutile TiO2(110) surface as a function of coverage and arrangement of adsorbates,
the effect of the water-water and water-surface interactions on the stability of water
adsorption, properties of the surface that govern the water chemistry, and the conse-
quences of the intriguing vibrational properties of the system. Effectively, the geometric
and vibrational properties of the adsorbate-substrate system have been covered. In the
current chapter, the discussion centres on the effect of water adsorption of the elec-
tronic structure of the surface. The electronic structure of the surface in contact with
a monolayer of water can provide valuable insight into the nature of chemical bonds
and the nature of electronic states. By the same token, the aim in the current study
is to use this type of analysis to shed light on the water oxidation reaction that occurs
in photoelectrochemical water splitting materials.
This chapter is organised as follows: In Section 10.1, a brief review of the most recent
insights into the water splitting mechanism is given. The effects of water adsorption on
the electronic structure of the rutile TiO2(110) surface are presented in Section 10.2.
Then in Section 10.3, the electronic structure of water on TiO2(110) with water on
SnO2(110) is compared. In particular, the electronic structure is studied in order to
identify the position of the molecular orbitals of the adsorbate states relative to the
valence band (VB) and the conduction band (CB) of the surfaces. Since the density of
states for these systems have seldom been reported previously, relevant previous work
in the literature is reviewed and compared directly to the current work within each
section.
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10.1 Brief Review of Water Splitting Mechanism
In terms of the mechanism of the oxygen evolution reaction in water splitting systems,
the precise steps are debated due to a lack of atomic-level understanding. A complete
overview of the proposed mechanisms was provided in Chapter 2, Section 2.3.5, and a
brief summary of the most recent insights into the mechanism is given here.
The oxidation of water to oxygen is thought to proceed through four hole oxidation
steps in a sequential manner, a process known as Proton Coupled Electron Transfer
(PCET) [46,47]. The steps are as follows:
Ti−H2Oads + h
+ → Ti−OH•ads +H
+ (10.1)
Ti−OH•ads + h
+ → Ti−O•ads +H
+ (10.2)
H2O+Ti−O
•
ads → Ti−OOHads +H
+ (10.3)
Ti−OOHads + h
+ → O2 +H
+ (10.4)
where the first hole oxidation of water (Equation 10.1) has been identified as the rate
limiting step of the water oxidation mechanism [46,48], and consists of two sequential
steps in itself:
Ti−H2Oads → Ti−OH
−
ads +H
+
ads (10.5)
Ti−OH−ads + h
+ → Ti−OH•ads (10.6)
In Chapter 9, the available evidence suggested that the first of these two sequential
steps is energetically undemanding.
10.2 Rutile TiO2(110) in Contact with Water
The density of states (DOS) for the molecular, dissociative and mixed adsorption modes
of water on the rutile TiO2(110) surface at monolayer coverage using a 9 atomic layer
(AL) slab are shown in Figure 10.11. For reference purposes, the DOS for the clean
surface and the isolated molecule have also been plotted2. The DOS of the clean
1In this case monolayer coverage was modelled using two molecules adsorbed onto a 2x1 surface
unit cell.
2 The Fermi levels in all surface DOS plots have not been shifted to zero, since this value is linked
to the workfunction: an experimental observable and characteristic property of a solid surface defined
as the energy required to move an electron from the Fermi level into vacuum. The vertical dotted line
in the DOS denotes the position of the Fermi energy.
148
10.2 Rutile TiO2(110) in Contact with Water
surface shows the contributions of the CB, upper VB, and lower VB, which are made
up largely of Ti-3d orbitals, O-2p orbitals, and O-2s orbitals, respectively. Projections
onto the twofold-coordinated O (bridging O) ions show that the corresponding O2c-2s
and O2c-2p states contribute primarily to the top of their respective valence bands:
they are at higher energies compared to the states of threefold-coordinated O, which
is consistent with a simple ionic model. With regards to the isolated water molecule,
the four energy levels corresponding to two non-bonding and two bonding orbitals, are
shown in the top panel of the figure. The highest occupied orbital (1b1), at -8 eV,
is non-bonding and highly localised on the oxygen atom. The next orbital (2a1), at -
10.5 eV, is also non-bonding mostly localised on the O atom but with some contribution
from H. These two correspond to lone pair orbitals. The two lower energy molecular
orbitals (1b2 and 1a1), at -14.5 eV and -27.1 eV, describe two O-H bonds in the water
molecule: contributions from both the O and H atoms can be seen.
The main consequences of the adsorption in terms of the electronic structure be-
come evident by comparing the superposition of the DOS for the isolated molecule
and the clean surface with both the molecular and dissociative cases. Firstly, there
are no adsorbate states present in the band gap. Upon adsorption, an energy shift
and broadening of the peaks of water occur, as well as hybridisation with TiO2 sur-
face O-2p bands. The highest occupied lone pair orbital (1b1), at -8 eV, lies at the
top of the valence band of TiO2. However, in both adsorption modes, the O states
associated with the lone pairs in the isolated molecule are hybridised with the TiO2
O-2p states, upon adsorption (see energy range: -13.5 eV to -7 eV). This suggests that
during relaxation the geometry distorts to accommodate the adsorbates, and that for
both adsorption modes this results in the adsorbate O states being at similar energies
to the TiO2 valence band.
From the DOS of the molecular adsorption mode it can be seen that the O-2s and
O-2p states involved in describing the O-H bonds in the adsorbed water molecule are
at lower energies (-15.2 eV and -28.5 eV) than the corresponding states of the isolated
molecule (-14.5 eV and -27.1 eV). In the dissociative adsorption mode, the adsorption
of H onto a bridging O stabilises the O-2s and O-2p states of the bridging O: the result-
ing states at approximately -14.5 eV and -27.5 eV characterise the bridging hydroxyls
(OHBH). Above these OHBH peaks, there are the characteristic terminal hydroxyl
(OHTH) peaks: at -14 eV and -26.5 eV. The assignment of peaks is in good agreement
with the analysis performed in a recent GGA+U study by Ji et al. [49]. In the DOS for
the mixed adsorption mode, the features of both dissociative and molecular adsorption
can be seen: the contributions of the molecularly and dissociatively adsorbed molecules
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are illustrated in Figure 10.13.
Turning the discussion to the oxygen evolution reaction, the first step is the oxida-
tion of either water molecules or adsorbed hydroxyls by a photogenerated hole (Equa-
tion 10.1). It should be kept in mind that the proposed water splitting mechanisms
require multiple holes at a single reaction site, and a build up of intermediates [152]. In
TiO2, following excitation the holes are said to accumulate at the O-2p states of bridg-
ing O2− ions, which lie at the valence band maximum (VBM), consequently reacting
with adsorbed species. Therefore, the nature of the states at the VBM is important in
the development of models of photocatalytic processes. The calculations presented here
shed some light on these mechanisms. In molecular adsorption, the bridging O2c-2p
states are at the top of the valence band and the highest energy adsorbate O-2p states
are 1.40 eV below. However, in dissociative adsorption, the top of the valence band
is constituted from adsorbate O-2p states of the OHTH – 0.43 eV below the VBM –
and bridging O2c-2p states of the OHBH – 0.63 eV below the VBM. Since the surface
hydroxyl states lie closer to the VBM, the evidence suggests that the holes are more
likely to react with hydroxyls than with water molecules on the surface.
Having considered the electronic structure of the adsorbate-substrate system using
a 9AL slab, it is also reasonable to look at the effect of increasing the slab thickness to
33AL or 36AL. In Figure 10.2, the DOS for the mixed adsorption mode at monolayer
coverage is shown on 33AL and 36AL slabs. The analysis of the electronic structure
of water adsorption up until now on the 9AL slab is in agreement with these results,
and because of this, the results suggests that the electronic structure of the adsorbate-
substrate system is unaffected by the thickness of the slab model.
3For the mixed adsorption mode, the DOS of molecularly and dissociatively adsorbed molecules
have been plotted separately in order to view clearly the contributions of each.
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Figure 10.1: Density of states of the water-TiO2(110) system (9AL slab). From top
to bottom: Superposition of the DOS for the isolated molecule and the clean sur-
face; molecular adsorption (MM); dissociative adsorption (DD); mixed molecular and
dissociative adsorption (DM).
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MIXED ADSORPTION: 33AL
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Figure 10.2: Density of states of the water-TiO2(110) system (33AL and 36AL slabs).
From top to bottom: Mixed molecular and dissociative adsorption (DM) using a 33AL
slab and 36AL slab.
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10.3 Comparison to SnO2(110) in Contact with Water
In this section, the electronic structure of the TiO2(110) and SnO2(110) surfaces in
contact with monolayer water are compared. The aim in this study is to learn about
the interaction of water molecules and hydroxyls with each surface by analysing the
electronic structure of the adsorbate-substrate systems. The VB and CB states of each
material are described, with separate projections onto the M5c and O2c ions. Then
the states of the adsorbed hydroxyls and molecularly adsorbed water molecules are
identified relative to the surface Sn/Ti and O states, and the interaction between the
adsorbates with each surface is discussed.
The DOS for mixed dissociative and molecular adsorption at monolayer coverage on
both SnO2(110) and TiO2(110) surfaces are shown in Figure 10.3. The projections onto
atoms belonging to the surface show the contributions of the CB (-3 eV), upper VB
(-12 eV), and lower VB (-25 eV), which are made up largely of Sn-5s/Sn-5p, O-2p and
O-2s states in SnO2(110), respectively, and Ti-3d, O-2p and O-2s states in TiO2(110)
4.
The contributions of the dissociatively and molecularly adsorbed molecules are dis-
played within the DOS plots. In both materials, the states at -28.5 eV and -15.2 eV
characterise the intact water molecules on the surface. It is interesting to note that in
TiO2(110), these peaks, made up largely of O-2p and O-2s states, display significant
hybridisation with the O states of the surface. Contrarily, a small amount of hybridisa-
tion of the corresponding adsorbed water molecule peaks on SnO2(110) with the surface
VB states can be seen. The lesser interaction of water molecules on SnO2(110) com-
pared with TiO2(110) is in agreement with the adsorption energetics and geometry at
monolayer coverage presented in Chapter 8, Section 8.4.2, providing further evidence
that the molecular adsorption mode MM is unstable on SnO2(110).
The bridging hydroxyls (OHBH) contribute mainly to the states at -27.0 eV and
-14.5 eV on TiO2(110) and at -27.5 eV on SnO2(110). Slightly higher in energy than
the OHBH peaks are the terminal hydroxyl (OHTH) states at -26.5 eV and -14.0 eV on
TiO2(110) and at -26.8 eV and -15 eV to -9 eV on SnO2(110). The relative energies of
the adsorbate states are in agreement with a previous study by Bandura et al. that
used the PBE-GGA functional to compare the density of states of mixed adsorption on
the two surfaces [139]. In contrast with the adsorbed water molecule states, the states
characterising the OHBH and OHTH on SnO2(110) hybridise strongly with the upper
and lower VB, which could be related to the stability of the dissociative adsorption
4In both SnO2(110) and TiO2(110), there is some hybridisation of the VB states with the CB, and
vice versa, which confirms the partially covalent character of Sn-O and Ti-O bonds.
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mode on this surface and explain why the DD configuration in Section 8.4.2 has a more
favourable BE than DM. On a final note, it can be seen that all adsorbate states on
TiO2(110) display strong hybridisation with its surface VB – this coincides with the
result that all adsorption modes (DD, MM, DM) are stable on this surface.
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(b) MIXED ADSORPTION on TiO2(110)
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Figure 10.3: Density of states for the mixed adsorption of water onto (a) the rutile
SnO2(110) surface and (b) the rutile TiO2(110) surface (21AL slab). The DOS is pro-
jected onto the M5c and O2c of the surface and the O and H atoms in the molecularly
(top) and dissociatively (bottom) adsorbed water molecules on each surface. Repro-
duced from Ref. [4] by permission of the PCCP Owner Societies.
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10.4 Summary
In this chapter, the electronic structure of the rutile TiO2(110) surface in contact
with a monolayer of water has been analysed in terms of density of states5. The
states of the molecularly adsorbed water molecules, the bridging hydroxyls (OHBH)
and the terminal hydroxyls (OHTH) have been identified relative to the surface Ti
and O states. Alongside this, the major contributions to the valence band maximum
have been determined: in molecular adsorption, there are no adsorbate states at the
VBM, whereas in dissociative adsorption, O-2p states associated with both the OHTH
and OHBH are present at the VBM. The evidence in these results suggests that the
photogenerated holes at the surface are unlikely to react with molecularly adsorbed
water, and that it is possible that they react with both terminal and bridging hydroxyls,
providing some insight into the mechanism of the water oxidation reaction.
The density of states of each of the TiO2(110) and SnO2(110) surfaces in contact
with a mixture of adsorbed water molecules and adsorbed hydroxyls sheds some light
on the nature of the crystalline chemical bonds as well as on why adsorbed water has
often been reported to be unstable on rutile SnO2(110) (Section 10.3)
6. It has been
shown that adsorbed water states on TiO2(110) hybridise strongly with the O-2p states
of the surface, whereas a small amount of hybridisation is seen when water is adsorbed
on the SnO2(110) surface, providing evidence in the electronic structure of the system
for the idea that the molecular adsorption mode MM is unstable on SnO2(110). The
OHBH and OHTH states on SnO2(110) hybridise strongly with the upper and lower VB,
which is indicative of the stability of dissociative adsorption on this surface.
5These results formed part of the publication in Ref. [3].
6These results formed part of the publication in Ref. [4].
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Conclusions & Future Work
The purpose of this thesis has been to improve the fundamental understanding of
the geometric, electronic and vibrational properties of the first layer of water on a
photocatalytically-active surface of titanium dioxide (TiO2) at the atomic level, and to
use this knowledge to gain insight into the photoelectrochemical water splitting reaction
mechanism. As the first step of the oxygen evolution reaction involves the oxidation of
adsorbates by a photogenerated hole at the semiconductor surface, studying the mech-
anism accurately relies on a valid description of the water-semiconductor interface. In
the current work, the structure and properties of the water-TiO2 interface has been in-
vestigated thoroughly by studying the adsorption of water on a model rutile TiO2(110)
surface. The properties of the adsorbate-substrate system were addressed by analysing
the following: the optimised structures at various water coverages and arrangements;
the water-water and water-surface interactions; the intriguing vibrational properties
of the system; and the interesting electronic structure of the adsorbate states relative
to the surface. Each chapter has reported a number of key findings – which are sum-
marised in this conclusive chapter – that contribute originally to knowledge in this field.
The summary is followed by comments on the significance of this work, its limitations,
and on ideas that merit further investigation.
First of all, Chapter 5 analysed the bulk rutile TiO2 structure from which the sur-
face is created and Chapter 6 discussed the computed structure and properties of the
rutile TiO2(110) surface. In Chapter 7, the findings of an extensive study on how water
interacts with the rutile TiO2(110) surface were presented. Periodic hybrid-exchange
density functional theory (DFT) calculations were used to predict the structure of wa-
ter on the rutile TiO2(110) surface at coverages up to one monolayer. A compelling
picture emerged in which the interactions between adsorbates on this surface were
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separated into two categories: the direct attractive and repulsive interactions, and
the surface-mediated interactions. The study indicated that the atomic displacements
produced as a consequence of adsorbed species affect the way in which neighbouring
molecules adsorb, providing evidence of interactions between adsorbates that are me-
diated through the surface. The interplay and competition between these two groups
of interactions could provide an explanation for the resulting dependence of the most
favourable adsorption mode on the coverage and arrangement of adsorbates. To the
author’s knowledge, no previous study has investigated the interaction of water with
rutile TiO2(110) to this extent. Alongside the understanding of how water interacts
with the surface, this work has demonstrated that the surface is not fully hydroxy-
lated but instead contains a mixture of adsorbed molecules and hydroxyls. Since the
interactions and surface phenomena are key factors that determine the structure of the
water-oxide interface, the insight gained from these calculations contributes to a better
atomistic understanding of water chemistry on transition metal oxides.
Chapter 8 explored the properties of the surface that govern the structure of the first
water layer by comparing the water chemistry on rutile TiO2(110) with the isostructural
rutile SnO2(110) surface. This study was conducted in two parts, taking into account
the geometry and energetics of adsorption on both SnO2 and TiO2(110) surfaces: (i)
the dissociative adsorption mode at low coverage (17 ML) up to monolayer coverage;
and (ii) monolayer adsorption. Analysis of the adsorption energetics confirmed that on
SnO2(110) the hydrogen bond distance in the aslab direction is unfavourable for strong
hydrogen bonding between adjacent adsorbates. Consequently, the molecular adsorp-
tion mode is unstable in a configuration in which all sites are occupied by adsorbed
water molecules, but can become stabilised in the mixed adsorption mode. The un-
stable nature of the molecular adsorption mode on SnO2(110) was also evident in the
electronic structure of the system, which was investigated later in Chapter 10. The key
finding from this study was that the water chemistry SnO2(110) is mainly governed by
the strength of the chemisorption and hydrogen bonds at the surface of the adsorbate-
substrate system. In contrast, on TiO2(110) the interplay between chemisorption,
hydrogen bonding and adsorbate-induced atomic displacements of the surface leads to
a more complicated model of the first layer of water on its surface. Although previous
studies have compared water adsorption on these two surfaces, far too little attention
has been paid to the water-water and water-surface interactions, in particular those me-
diated by the surface. The current study reports this in detail, offering some important
insights. The fascinating effects of the structural and electronic differences in the two
materials on the water chemistry deepen the current understanding of intermolecular
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and surface-mediated interactions and could potentially facilitate the prediction of the
structure and properties of other water-oxide interfaces.
Chapter 9 investigated the vibrational properties of the adsorbate-substrate system
and led to very interesting results. In this chapter, two bulk rutile TiO2 structures –
(i) B3LYP-optimised and (ii) experimental cell geometry – and the water chemistry on
the corresponding (110) surfaces of each were studied in parallel. The surfaces of both
structures displayed an odd-even oscillation in the surface energy. By analysing the
relaxation displacements as a linear combination of phonon displacements, the imagi-
nary phonon mode of the bulk crystal associated with this oscillation was identified at
k = (0 12
1
2 ). The major insight that emerged from this study was that the interaction
between water molecules on the rutile TiO2(110) surface can be very strongly affected
by surface vibrations which are themselves strongly influenced by changes in geometry.
Water adsorption on the surface based on the experimental cell geometry led to strik-
ingly similar binding energies for the molecular and dissociative adsorption modes. On
the other hand, a 0.85% and 1.14% tensile strain along the aslab and bslab parameters
of the surface, i.e. the B3LYP-optimised geometry, resulted in the molecular adsorp-
tion mode being more stable than the dissociative at all studied slab thicknesses and
coverages. These results not only provided confirmatory evidence that molecules and
hydroxyls coexist on the surface, but they also shed some light on the oxygen evolution
reaction mechanism. In effect, the calculations predicted that forming Ti-OH−ads from
Ti-H2Oads is energetically undemanding (Equation 11.2). The simplicity of this step
could explain in part the high photocatalytic activity of TiO2.
First Hole Oxidation of Water
Ti−H2Oads + h
+ → Ti−OH•ads +H
+ (11.1)
This reaction consists of of two sequential steps:
Ti−H2Oads → Ti−OH
−
ads +H
+
ads (11.2)
Ti−OH−ads + h
+ → Ti−OH•ads (11.3)
On the contrary, if the surface were to be grown with slightly larger lattice param-
eters, as in the B3LYP-optimised geometry, the lattice dynamics would then lead to
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molecular adsorption being more stable than dissociative, suggesting that the reaction
step Ti-H2Oads → Ti-OH
−
ads + H
+
ads would become more energetically demanding. Fi-
nally, this study also allows interpretation of current debate in the literature revolving
around the behaviour of water on the rutile TiO2(110) surface. Since it was found that
the lattice dynamics are very sensitive to cell volume, which is determined by the DFT
functional adopted, controversy in the computational solid state community regarding
the most stable water adsorption mode is likely to be due largely to differences in func-
tionals. To the author’s knowledge, these particular findings have not been reported
previously: they make a contribution to research on water chemistry at oxide surfaces
as well as provide insight into the mechanism of water splitting.
In Chapter 10, the electronic structure of the rutile TiO2(110) surface in contact
with a monolayer of water was analysed. The main finding was evidence to suggest that
following photoexcitation of TiO2, the photogenerated holes at the surface are unlikely
to react with molecularly-adsorbed water (Equation 11.1), and that it is possible that
they react with both terminal and bridging hydroxyls (Equation 11.3). This provided
valuable insight into the mechanism of the water oxidation reaction that occurs in
water splitting system in two ways: (i) there was strong evidence to nullify the reaction
mechanism suggested by Nakamura and Nakato (see Chapter 2, Section 2.3.5), in which
the water oxidation reaction was said to be initiated by nucleophilic attack of a water
molecule on a surface-trapped hole; and (ii) reliable electronic structure calculations
predicted that the oxidation of surface hydroxyls by photogenerated holes is strongly
likely.
This thesis brings into light the potential of the electronic structure methods
adopted in this work for the development of renewable energy technologies. Out of the
known research problems, which were outlined in Chapter 3, the focus of the current
work was on using theoretical models to gain insight into the chemical reaction mecha-
nisms with the aim of facilitating the design of semiconducting photoanode materials.
This has led to a number of discoveries regarding the structure of the oxide-water inter-
face, the water-water and water-surface interactions, the first hole oxidation step of the
oxygen evolution reaction mechanism, a novel mechanism in which surface-mediated
interactions and surface vibrations govern the chemistry of water on photocatalytically-
active surfaces, and lastly the influence of surface strain on photocatalysis.
The detailed theoretical understanding of the chemical reaction mechanisms devel-
oped in this work could be a stepping stone for the prediction and design of nanos-
tructured semiconducting materials that possess improved solar-to-hydrogen conversion
efficiencies. This type of approach could potentially enable: a versatile and low-cost
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prediction technique to design photocatalytic materials; a reduction of trial-and-error
experiments required to discover more efficient materials; a lowering of the cost of solar
energy conversion systems; and subsequently the development of low-cost renewable
energy technologies using the discovered design principles.
It is, however, important to realise that every research project has its limitations.
This thesis does not engage with multilayer water adsorption, defects in the crystal or
thermodynamics. Although these are exciting topics that would contribute greatly to
the development of a complete theoretical description of the photoelectrochemical water
splitting system, a full discussion of them lies beyond the scope of the current work.
The results have, however, been encouraging enough to merit further investigation.
They raise the question of the influence of the surface facet on the interactions as well
as the reaction mechanisms. Further research in this area may include investigating
a range of photocatalytically-active surfaces of TiO2, tungsten oxide (WO3) and iron
oxide (Fe2O3) in terms of their atomic and electronic structure, aiming to develop
a transferable model of the water-oxide interface. This model could then be used
to predict which surfaces are most photocatalytically-active for water splitting, and
therefore which surfaces should be exposed when growing thin films for highly-efficient
water splitting devices. This theoretical approach could then potentially be used to
design new materials capable of splitting water.
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Appendix A
Basis Sets
The basis sets of atom-centred Gaussian functions used to describe the hydrogen, oxy-
gen, tin and titanium atoms in the current work are provided in this appendix. For each
shell, the exponents of the primitive Gaussian type orbital (pGTO), αj , and the ex-
pansion coefficients for the formation of the contracted Gaussian type orbital (cGTO),
cj , are listed.
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A.1 Hydrogen
The hydrogen atom is described by a 3-11G contraction (two s and one p shells).
Shell type αj cj
1s s
18.7311370 0.03349460
2.82539370 0.23472695
0.64012170 0.81375733
2s s
0.16127780 1.00000000
2p p
1.10000000 1.00000000
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A.2 Oxygen
A.2 Oxygen
The oxygen atom is described by an 8-411G* contraction (one s, three sp and one d
shells).
Shell type αj cj
1s s
8020.00 0.00108
1338.00 0.00804
255.400 0.05324
69.2200 0.16810
23.9000 0.35810
9.26400 0.38550
3.85100 0.14680
1.21200 0.07280
2sp s p
49.4300 -0.00883 0.00958
10.4700 -0.09150 0.06960
3.23500 -0.04020 0.20650
1.21700 0.37900 0.34700
3sp s p
0.45670 1.00000 1.00000
4sp s p
0.18430 1.00000 1.00000
3d d
0.60000 1.00000
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A.3 Titanium
The titanium atom is described by an 86-411G** contraction (one s, four sp and two
d shells).
Shell type αj cj
1s s
225338.0 0.000228
32315.00 0.001929
6883.610 0.011100
1802.140 0.050000
543.0630 0.170100
187.5490 0.369000
73.21330 0.403300
30.37180 0.144500
2sp s p
554.0420 -0.005900 0.008500
132.5250 -0.068300 0.060300
43.68010 -0.124500 0.212400
17.22430 0.253200 0.390200
7.224800 0.626100 0.409700
2.411700 0.282000 0.218100
3sp s p
24.49750 0.017500 -0.020700
11.47720 -0.227700 -0.065300
4.465300 -0.794600 0.191900
1.890400 1.010700 1.377800
4sp s p
0.812600 1.000000 1.000000
5sp s p
0.329700 1.000000 1.000000
3d d
16.26850 0.067500
4.371900 0.293400
1.464000 0.565800
0.548500 0.545000
4d d
0.260000 1.000000
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A.4 Tin
The tin atom is described by a 976-311G*** contraction (one s, five sp and three d
shells).
Shell type αj cj
1s s
3806666.0 0.0000486
563891.00 0.0003870
122419.00 0.0022600
31093.600 0.0112000
8965.2300 0.0463000
2854.4600 0.1549000
1010.0900 0.3509000
400.71400 0.4274000
167.99600 0.1915000
2sp s p
10902.600 -0.0002940 0.0010500
2533.2500 -0.0061900 0.0095600
776.79300 -0.0529000 0.0566000
275.14200 -0.1471000 0.2170000
110.75300 0.1297000 0.4521000
51.083700 0.6009000 0.4376000
24.547000 0.4365000 0.1928000
3sp s p
237.27800 0.0065100 -0.0141000
92.574200 -0.0316000 -0.0688000
38.701600 -0.3216000 0.0254000
17.435200 -0.0004400 0.8574000
8.1474000 0.9163000 1.2949000
3.8907000 0.4327000 0.4281000
3d d
353.31400 0.0133000
105.15800 0.0929000
39.320800 0.2993000
16.233500 0.4698000
7.0573000 0.3195000
2.8399000 0.0524000
4sp s p
7.1527000 -4.6228000 -0.0721000
3.4236000 1.5501000 0.5727000
1.5342000 10.7304000 0.9749000
5sp s p
0.6144000 1.0000000 1.0000000
6sp s p
0.2694000 1.0000000 1.0000000
4d d
5.4496000 0.2114000
2.1373000 0.5395000
0.8455000 0.4545000
5d d
0.3366000 1.0000000
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Appendix B
Isolated Water Molecule:
Geometry and Frequencies
In this appendix, the geometry and the vibrational frequencies of the isolated water
molecule are reported and compared with previous studies in order to assess the quality
of the computational methodology adopted [153–159]. The water molecule belongs to
the C2v point group. The calculated bond distance, dOH = 0.964 A˚, is close to the
experimental value (0.9572 A˚) with a percentage difference of 0.75% [154–156]. The
calculated angle HOˆH is 105.54◦, which can be compared to the infrared measurement
of 104.52◦ [154, 157] with a percentage difference of 0.98% [154, 157]. In addition, the
calculated harmonic vibrational frequencies are in good comparison with experimental
data: the calculated symmetric and asymmetric stretching modes (v1 and v3) and the
scissoring (in-plane bending) mode (v2) are comparable to two sets of experimental
frequency measurements (see Table B.1). Harmonic vibrational frequencies computed
from the dynamical matrix are expected to be greater in value than experimental data
since they do not take into account the anharmonicity. The calculated frequencies can
be scaled using a scaling factor, f = 0.9614, in order to adjust for this [160]. The
resulting scaled frequencies are in better agreement with the experimental data.
The calculated bond distance, angle and frequencies are consistent with previous
theoretical B3LYP data [158]. It has been demonstrated that DFT calculations using
the B3LYP exchange-correlation functional provide a much better description of the
water monomer compared to using other density functionals such as PP (combining
the gradient correction of Perdew and Wang for exchange, and that of Perdew for
correlation [60, 61]), and BP (combining the exchange functional of Becke and the
Perdew functional for correlation [59, 61]), and comparable to that provided by MP2
169
B. ISOLATED WATER MOLECULE: GEOMETRY AND FREQUENCIES
Table B.1: Vibrational frequencies (cm−1) of the isolated water molecule. Calculated
(Calc.) and scaled (Scal.) frequencies are shown alongside two sets of experimental
(Exp.) data for comparison.
Vibrational Description Calc. Scal. Exp. [153] Exp. [159]
mode
v2 Scissoring 1610.84 1548.66 1594 1595
(in-plane bending)
v1 Symmetric 3739.52 3595.17 3656 3657
stretching
v3 Asymmetric 3904.69 3753.97 3755 3756
stretching
methodology [158], particularly for harmonic vibrational frequencies [156].
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Appendix C
Symmetry Constraints in the
Adsorbate-Substrate System
In this appendix, the effects of the constraints imposed by point group symmetry on
the relaxation of the adsorbate-substrate structure are investigated. High and low
symmetry configurations were considered. In the former, the geometry optimisation was
performed by preserving all the symmetry operations compatible with the adsorption
of the water molecule, i.e. by imposing the symmetry of the clean (110) surface. When
defining the surface from the optimised bulk, the slab is characterised by eight symmetry
operators (the identity, three rotations by 180◦ with the rotation along the x, y and z
axes, one horizontal and two vertical reflections with the mirror planes perpendicular to
the z axis, and to the x and y axes, respectively, and the inversion). Upon adsorption of
water, interactions between molecules at the surface induce a breaking of symmetry, and
the number of symmetry operators is reduced. The consequences of this are discussed
below.
The analysis is separated into two categories: (ii) systems with one molecule ad-
sorbed per surface unit cell; and (ii) systems with two molecules adsorbed per surface
unit cell. In the first case, when moving from high to low symmetry cases, there is a
reduction in the number of symmetry operators from 8 to 4 and, subsequently, to 2,
as indicated in Table C.1. A reduction in the number of symmetry operators from 8
to 4 (where the identity and the three rotations are kept) results in a decrease of the
binding energy (BE) by 0.15–0.30 eV. The effect of reducing the number of symmetry
operators further (from 4 to 2 symmetry operators, where the identity and one rotation
with respect to one of the two periodic directions are preserved), can then be analysed.
In both the 1x1 and 1x2 cases, the BE decreases by 0.75–0.85 eV and by approximately
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Table C.1: The BEs of the adsorbate-substrate system are shown for relaxed geometries
(one molecules adsorbed per cell). The BEs for molecular and dissociative adsorption
modes are shown as a function of coverage, alongside the number of symmetry operators
in each calculation. From this the effect of symmetry reduction can be seen.
Molecular
Size Θ BE S.O. BE S.O. BE S.O.
(eV) (eV) (eV)
1x1 1 -0.24 * 4 -0.98 2
2x1 12 -0.47 * 8 -0.69 4 -0.92 2
3x1 13 -0.55 * 8 -0.70 4 -0.92 2
4x1 14 -0.58 * 8 -0.72 4 -0.97 2
1x2 12 -0.21 * 4 -1.06 2
2x2 14 -0.85 * 4 -1.04 2
Dissociative
Size Θ BE S.O. BE S.O. BE S.O.
(eV) (eV) (eV)
1x1 1 -0.59 * 4 -0.82 2
2x1 12 -0.87 * 8 -1.16 4 -1.21 2
3x1 13 -1.19 * 8 -1.40 4 -1.40 2
4x1 14 -1.29 * 8 -1.46 4 -1.46 2
1x2 12 -0.65 4 -0.87 2
2x2 14 -1.33 * 4 -1.33 2
0.2 eV for molecular and dissociative adsorption modes, respectively: the interactions
between neighbouring adsorbates that induce symmetry-breaking are particular strong.
In all other cases, this reduction in symmetry results in a decrease of 0.22-0.25 eV in
the molecular adsorption mode but is negligible in the dissociative adsorption mode.
In Table C.2, the effect of reducing the number of symmetry operators from 4 to 2
can be seen for the systems in which two molecules are adsorbed per cell. The trend
remains the same: the BE is lowered as a result reducing the symmetry in any case by
an energy within the range 0.15–0.85 eV. In conclusion, it has been made clear that the
symmetry-breaking induced by the interactions between adsorbates benefits the system
energetically. Although the symmetry effects discussed above are quite crucial, they
have not been described in detail in previous studies [92–94,127–131,144,161].
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Table C.2: The BEs of the adsorbate-substrate system are shown for relaxed geometries
(two molecules adsorbed per cell). BEs for molecular, dissociative and mixed adsorption
modes are shown as a function of coverage, alongside the number of symmetry operators
in each calculation. From this the effect of symmetry reduction can be seen. The labels
a, b and c represent different atomic configurations in the supercell, as described in
Section 7.4.2.
Molecular
Size Θ BE S.O. BE S.O.
(eV) (eV)
2x1 1 -0.48 4 -0.99 2
3x1 23 -0.33 4 -0.95 2
4x1 12 -0.37 4 -0.98 2
4x1 a 12 -0.49 4 -0.92 2
1x2 1 -0.24 4 -1.00 2
2x2 a 12 -0.81 4 -1.06 2
2x2 b 12 -0.77 4 -0.96 2
2x2 c 12 -0.77 4 -0.96 2
Dissociative
Size Θ BE S.O. BE S.O.
(eV) (eV)
2x1 1 -0.59 4 -0.85 2
3x1 23 -0.92 4 -1.10 2
4x1 12 -1.12 4 -1.24 2
4x1 a 12 -1.08 4 -1.20 2
1x2 1 -0.59 4 -0.82 2
2x2 a 12 -0.65 4 -0.87 2
2x2 b 12 -1.16 4 -1.20 2
2x2 c 12 -1.23 4 -1.23 2
Mixed
Size Θ BE S.O. BE S.O.
(eV) (eV)
2x1 1 -0.72 4 -1.03 2
3x1 23 -0.96 4 -1.15 2
4x1 12 -1.03 4 -1.20 2
4x1 a 12 -0.90 4 -1.11 2
1x2 1 -0.40 4 -0.89 2
2x2 a 12 -0.99 4 -1.09 2
2x2 b 12 -0.99 4 -1.09 2
2x2 c 12 -0.98 4 -1.09 2
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