This paper speculates on the potential impacts of our increasing access to and use of computer technology and communication, especially with respect to planning and policy making. The focus of the discussion is on the interaction between the users of this expanding technology and the technology itself. Those involved in its development, whether it be the hardware or software of this technology, are in a position to make substantial contributions toward a more effective use of the models and their data bases by planners and policy analysts. Specific features of the technology and of environmental planning and policy-making processes are examined to identify where and how interactive computer-based models and associated hardware can best serve individuals, their organizations or institutions. Finally, the necessary conditions for the successful implementation of such tools and methods are identified.
At this point it seems appropriate to add a note of caution, a caveat: beware of naive technological optimism. Computers alone are not going to solve anything; and, in fact, much can be said (and justifiably so) against their all too intimate involvement in human affairs [Weizenbaum, 1976] . However, this expanding technology can provide a common language and framework for the necessary multidisciplinary cooperation or stimulus and focus for new approaches to the solution of both old and new problems--eventually.
THE MESSY PROCESSES OF PLANNING AND POLICY MAKING
Our understanding of the way much of our water resources and environmental planning and policymaking takes place has been outlined in our introductory paper I'Loucks et al., this issue(a)]. It seems clear that many basic problems for society involving water and the environment can be understood, at least a little better, through the use of comprehensive systematic modeling. The difficulty in applying such comprehensive formal systematic methods, however, is that the institutions that manage many aspects of those problems are not organized and functioning in the same way. The capability of working with comprehensive policy models and of using the resulting information to help develop more effective comprehensive plans and policies seems to be severely limited in today's very political and often fragmented planning and policy-making environment [Friedman, 1982; Brown, 1982] .
Institutional and organizational barriers will always exist.
We as model builders have to learn more about how to build our models in a manner that not only makes their output more useful for our planning and policymaking, but that also makes the models more easily usable by those individuals involved in planning and policymaking within these institutions. The human-model interface provided by the computer can play a very important role in accomplishing this.
The very nature of the systems dealt with and the conflicts and problems associated with them calls for subjective evaluation or informed judgment. These are aspects of a political rather than a purely formal and analytical process. The obvious, and perhaps only, way to include these elements of subjective judgment during formalized policy analysis is by directly, i.e., interactively, involving the users or their legitimate representatives or technical staff or elected delegates. Since environmental planning and decision making is a political process (with strong elements of ethics and psychology) as much as a formal analytical one, it deals with subjective perceptions of realities as much as with what scientists would call reality itself. Also, by far the simplest, most straightforward and honest method to acknowledge this is to build environmental analysis right into the decision-making process as has evolved in society.
A BLUEPRINT FOR INTERACTIVE ANALYSIS
To build computer-assisted methods of water resources or environmental analysis into the planning and decision-making process (a rather elusive concept), some specific features are required. Easy access and easy use are important, as are reliability and credibility. The often cited user friendliness is very important. User friendliness implies a style and language (i.e., jargon and symbolism) of the interaction between the model user and the model that is familiar and easy to understand. In short, the system has to be attractive and useful for its users. In addition, costs of both the computer hardware and software and the manpower for operation and maintenance must be low relative to the perceived benefits. Finally, the computer-assisted system of models must be compatible with the other tools and methods used in the planning and policymaking process.
To cite from a recent paper on artificial intelligence [Winston and Brown, 1980] "Situations that require control and action typically involve teams of decision-making experts that must handle vast amounts of data. Unfortunately, ordinary computer technology can make the problem worse, rather than better, since too much information overloads human decision-making procedures. Consequently, there is a need to create intelligent support systems ..." Also, "... representa.tion is the most important research issue." With more and cheaper computer power becoming available, more of this power can be used to improve the representation aspect. More and cheaper computer power is available to create an interface engineered to support human planning and decision-making procedures without the introduction of a rigid and demanding formalism. Whereas traditionally, interaction with computers was designed to make things easy and straightforward for the machine, at the expense of the human operator, the advent of abundant and dedicated computer power should allow for a reversal of this approach. Given the vastly increased capabilities of modern hardware, one can afford to be wasteful, from the machine's point of view, to make it easier for people to interact with the machine. For the above problems this requires that the formal methods, or at least the user interface, are cast into the structure and language of the respective institutional framework, as well as the problem's context. The basic principle is to organize information to facilitate judgment.
The Man-Machine Interface
To make any projections into the future with regard to computer technology is risky. There have been so many advances in such a short period of time that it is unlikely too many are aware of what is possible today, let alone what will be likely in the future. However, several workers have summarized some of the trends or advances that have taken place in computer technology over the past few decades [Sebestyen, 1981; Geoffrion, 1983; Branscomb, 1982; Gomory, 1983 This provides the starting point for this section: we will assume that all the products that can now be envisioned (largely because they are already announced, although not all commercially available yet) will be available and at a low cost. This list includes fast (i.e., with clock speeds well above 10 MHz) 16-or 32-bit processor chips with virtual memory support; 256 kilobit to 1 megabit random access memory (RAM) chips; fast and high-capacity (several hundred megabyte up to gigabyte dimensions for videodisks [Sebestyen, 1981] ) random access mass storage devices of miniature dimensions and suitable for portable units; high-density (i.e., 1024 x 1024 or more) bit-mapped color graphics devices with high refresh rates and any number of simultaneous colors; reliable voice recognition, high-speed networking with other computers or data bases via public utility lines and/or satellite; and so on. In other words, we will assume that in a truly portable work station of briefcase dimensions, featuring a large, highresolution color graphics screen, we can have a fast 32-bit CPU with virtual memory capabilities, supplemented by dedicated processors (input/output array processors, graphics), several megabytes of directly addressable fast RAM, several hundred megabytes of high-performance minidisk drives, alternative operating systems, and a vast array of utility programs, problem-specific, high-level languages, compatible at the object code level, and the necessary interfaces for fast networking or host access (Figures 3 and 4) . Given all that, Will it improve environmental planning and decision making? Other programs, especially some written for personal microcomputers, are at a much higher level of user friendliness. The revolution in microcomputers is not only in the hardware, but also in the decision-aiding, interactive, often graphical software [Belshaw, 1982] . User friendliness is often equated with menu-driven approaches, i.e., techniques that allow computers to be used without the knowledge of any classical programming language. Almost all that is required from the user is to pick one out of several options offered by the machine, until the required action is completely specified [e.g., Yenarichs, 1982] . Clearly, this involves trade-offs between simplicity, speed of use, complexity of the interface, hardware and software cost, and the flexibility of applications.
User friendliness, however, also includes more general aspects such as semantic and syntactic consistency, graceful (and instructive) recovery from failures, and a rich assortment of input-output structures and devices, interactive graphics being the most obvious one [e.g., Foley and Van Dam, 1982] . However, a user-friendly interface requires that the underlying software, i.e., the models, are easily understood, well structured, and compatible with the mental processes used in less formal approaches to solving complex problems. . Elements of heuristic programming allow for the incorporation of empirical knowledge and expertise, however tentative. Usually, this kind of knowledge is not only more readily available, but also more relevant as a direct reflection of the problem. The usual differentiable functional relationship, in contrast, introduces an arbitrary pseudoprecision. As a rule, we know neither the exact kind of most functional relationships nor the necessary parameters [e.g., Fedra, 1982] . While there is undoubtedly much to be learned from mathematical models and the study of their behavior, translating their results into policy advice is rarely straightforward. In real-world problem solving, usually few if any of the basic assumptions of any mathematical model will hold. As a consequence, the model and its output, understood as a product, will at best be a distorted, and possibly misleading, approximation. Models are rightly described as caricatures of reality, so their output and answers are necessarily the caricatures of a solution.
An alternative or complementary approach could be called heuristic [Simon and Newell, 1958] and linguistic modeling [Zadeh, 1973] . Heuristic methods concentrate on problem solving and especially the mental operations useful in this process. Heuristics are not necessarily algorithms or effective procedures of computer science, but rather rules of the thumb applied to problems, especially practical problems. The most important heuristic is "the end suggests the means" [Polya, 1971] . Realizing the dominant role of interpretation and judgment in more comprehensive problems and the importance of exploratory or educational, as opposed to engineering or design, applications of models, these models start from the perceptions of a problem rather than from physical, ecological, or economic theory. .
Symbolic Interfaces for Man-Machine Interaction
Linguistic, or symbolic modeling can be described as com- tive information, and an elaborate set of operations allows conversion from one domain to the other. This is not only instrumental in structuring a quasi-natural language manmachine interface, but it can also be used to efficiently aggregate and summarize information and to couple models of different degrees of resolution and precision. In particular, output from stochastic models, generated in the form of distributions for the variables of interest, can readily be converted or classified into linguistic statements. These distributions can also be interpreted as fuzzy sets and are thus subject to the available set of operations defined for them [Zadeh, 1973] .
Obviously, there is a close link between heuristic and linguistic approaches to programming: expert knowledge formulated in natural language translates almost directly into fuzzy algorithms. These, in turn, allow the derivation of approximate solutions to inexactly stated resource management problems, including measures of the solutions precision in terms of linguistic classifiers or hedges, such as "little," "more or less," or "very" (see below).
Linguistic variableS, based on fuzzy sets, can very effectively be used for classification and communication.
Each of the calculated values of a model output variable can be understood as a sample from a probability distribution of possible outcomes over the ensemble of possible inputs and parameters [Fedra, 1982] . This reflects the numerous sources of uncertainty associated with such calculations and is quite obvious in the case of stochastic models. Such a sample is thus associated with a certain variability, or it is generated as a distribution, a set of numbers. By using fuzzy algebra [Zadeh, 1973] , this translates into the linguistic statement describing the value of the variable in natural language. A simple example might be water quality which, for a given purpose and use, could be described in terms of "good," "fair," "bad," etc. or simply "sufficient" or "insufficient" . values for the individual quality classes. This method also conveys some measure of the "imprecision" of the estimate, represented by the growing extent of the window over the three-part scale (Figure 6b) .
The use of linguistic variables serves several purposes: 1. It provides an easy to understand user interface for which the decision maker can input his or her subjective judgments and develop an intuitive feeling, which can be merged into a set of mental models.
2. It interfaces nicely with stochastic simulation techniques. When the variable comes as a discretized distribution from Monte Carlo models [Fedra, 1982] , this distribution can again be described by a fuzzy set. With a fuzzy relationship between the variable and the evaluation or quality class, the support levels or values of the membership functions for the individual quality classes can be computed [Jowitt and Lumbers, 1982] . The result can then be displayed by indicating the respective verbal classification, a range of classes [e.g., good to moderate], or by using a simple graphical display method .
3. It can easily be backed up by a more elaborate description in terms of probability distributions (displayed graphically) when requested. 4. It can be quite easily calibrated, even if there is only partial consensus in a group of people; in fact, it can be understood as representing partial consensus.
5. The linguistic statements can easily be combined into policy-oriented classifications, conclusions, or fuzzy inferences of the kind: if water quality is fair or better and tourism is constant or slowly increasing, then the policy is a success; otherwise it's a failure. Control and policy variables and the external assumptions in the design of a scenario can be specified in such qualitative and relational terms as "more" investment into wastewater treatment (relative to a basis case); "slowly increasing" prices in the tourism sector; or a "very small increase" in fertilizer usage.
This already sounds very much like the language of a certain level of policymaking. However, now there is a direct link provided to simulation modeling, bridging the gap between the language of the nontechnical user, or the real-world application, and the numbers of th e model. Lists of such statements combined through fuzzy relations can define objectives and criteria at a relatively abstract level of conceptualization, appealing from a policy-oriented point of view. At the same time, the direct link to the numerical, strictly quantitative though stochastic methods of simulation and analysis is maintained. Obviously, this can be used for the screening of very large numbers of alternatives, as a preprocessor for the interactive approach.
A!so, placing much of the critical ambiguity in the user interface is probably the most valuable aspect of the whole approach. There, in the user interface, ambiguity is obvious, easy to inspect and criticize, and it provokes judgment. Linguistic variables are certainly a very effective vehicle for communication, and their symbolic nature allows them to be readily translated into graphical symbols (e.g., color or video attributes like intensity or blinking) as well. All these elements may be used and combined freely and without any restrictions, wherever deemed necessary. Models are structured entirely as a result of recursively formalizing the perception(s) of a problem; as a consequence, this process is iterative, and several rounds of discussion may be required before a consistent model can be built.
There are several important advantages of the approach just described. First, since the model description starts out in a common language narrative form, the code will already contain its documentation, assuming we use the computer to organize the information to be structured from the very beginning. The original textfiles containing the first description of the systems elements are the comments of the final program. More importantly, the method allows combining the classical, scientific-type of relevant information, i.e., quantitative data, with the much larger body of "soft" qualitative information, expertise, and experience. For most problem situations there exists a body of qualitative knowledge, of expertise, and experience, far in excess of those few quantitative measurements and observations that may be available.
The challenge, clearly, is to include this qualitative type of useful and valuable information and combine it with the more traditional type of quantitative data. One possibility is by using verbal classification within a normalized domain of a variable of interest and use fuzzy set operations to derive an approximate estimate. For example, the relationship between, say, lake water quality and the number of tourists to be expected on the beaches is certainly fuzzy and at best only approximately understood [Feenberg and Mills, 1980] . We can now define a multiplier "effect," normalized to the range of zero to one, to express the adverse effects of poor water quality on the number of visitors. Expert opinion or user interaction is used to "calibrate" the relationship, [Myer, 1975; Kernighan and Blauger, 1976] .
Hierarchical structuring with a common denominator also allows for the selective detailed examination of any element, sector, or region, while the remainder of the overall system is treated at the level of minimum resolution. Such functional or spatial "zooming capabilities" makes the approach extremely flexible when working with a diverse group of users representing various sectors and regions related in a certain prob-lem. While maintaining the framework and thus feedback of the overall system, much detail for selected elements can be obtained without resorting to immense model systems with all their technical and communicational constraints [Kleijnen, 1976] .
Consider a comprehensive study like the more recent Policy Analysis of Water Management for the Netherlands (PAWN) [Goeller et al., 1983] ; the range of problems addressed is prototypical for many more comprehensive policy analyses, although the subproblems and the emphasis will of course be different for different regions. For each of the problems considered there exist several approaches and in fact models, since all these problems, with some generalization, are more or less generic problems. By standardizing the input-output structure of these models, but without too much affecting their inner workings, they can be transformed into compatible, exchangeable, and readily available building blocks. A common modeling framework, based on numerous interface routines that this issue]. They are selectively modified either during editing of the policy variables or the simulation of the system's behavior. With the basic background map created within one window (there could be more than one window on the screen), and placing each community's set of symbols into a segment, the individual communities can now be selectively updated in random sequence and arbitrary scales, using a generalized loop structure which only has to be supplied the appropriate segment identification.
The new paradigm of man-machine interaction is based on personal, i.e., nonshared, micro/minicomputers and interactive graphics as the standard means for user interaction. It offers a multitude of "windows" corresponding to multiple simultaneous activities [e.g., Yenarichs, 1982] . The contents of these windows or virtual terminals each reflect the progress of some activity like editing a file, output from a simulation program, or the result of a data base search. Obviously, these parallel processes allow a much broader bandwidth of interaction than traditional methods. The ease and speed with which the user can manipulate the parallel executing processes and their corresponding windows is a major advantage over more traditional time-sharing techniques. the inherent multidimensionality and multiple-process orientation free the user from the restrictions of linear, sequential textual communication inherited from the batch environment, its tools and languages. Examples of advanced user interfaces are given in the works by Bobrow [1968] , Bolt [1979 Bolt [ , 1980 IMPLEMENTATION Clearly, to be acceptable and attractive the user interface must talk, and understand, the language of the users. If the user is not the same person that put the software together, which will rarely be the case, a close cooperation is required. Many of the disciplines involved in environmental planning have their own very specific jargon. Since these technical languages do vary from group to group, it is essential to be flexible in the language-oriented part of the user interface, allowing for easy modifications of "translations"; users should not be forced to learn a new language to interact with the machine and in particular not any highly formal symbolic languages.
The software interface needs to be customized, designed for, with, and sometimes even by the user (see Figure 6 ). The approach, using a set of tools in a compatible framework, is customized by applying it to a given problem, and within the context of a given institutional structure. To allow such a close and truly interactive operation, easy access is a key provision. In practice, it means putting the machine together with the necessary software right on the user's desk and writing 
DISCUSSION
Environmental engineers have always been very much concerned, and properly so, with identifying and designing one or more preferred alternatives. The main questions often asked have been how to do things efficiently. However, as much as we must continue to focus on how to do something best, we must increasingly ask, '.'What should we do, and why?". It is the search for an enlarged set of alternatives rather than the optimization of a few more or less successful ones that becomes increasingly important. This shift in emphasis also causes a shift in the relevant objectives. The softer the problem, the more important are perceptions and values, the more emphasis is on the political and social versus the technical and engineering aspects of the problem.
The recognition of genuinely conflicting but legitimate interests in coexisting elements of society or societies as a whole is surely a precondition to conflict resolution and compromising. What we are proposing is a framework for analysis and communication that facilitates the sorting out of points of difference over semantic questions by using a common system of reference, a common meta language, display oriented and composed of numerical quantitative and symbolic qualitative elements. The agreement to disagree about certain values, objectives, or criteria relevant to a problem situation, and a conflict of interest is thus the first step toward conflict resolution. A common set of knowledge describing the problem situation is again a necessary prerequisite for that. Providing and enlarging this common knowledge base is the primary objective of our modeling efforts.
It seems worthwhile to reiterate the potential role of the interactive computer work station concept in this setting: it is meant to support the planning and decision-making process, not to replace it. This support consists of making available relevant information on the environmental and technological systems in question, and the likely consequences of any action or policy considered, in a fast, reliable (at least in the sense of repeatable and open for criticism), and easy to comprehend way. The work station can free planners and policymakers from the laborious and often disruptingly time-consuming tasks of noninteractive data manipulation and analysis. The easy and fast organization of information and evidence should allow for a more creative, playful, and brainstorming atmosphere. An attractive, powerful, and responsive tool should invite and stimulate a more experimental, innovative attitude of "anything goes" in the sense of Feyerabend's [1978] criticism of methodological constraints. The basic idea is to provide a tool that will permit a dramatic increase in the number of alternatives that can be examined, and in fact, first of ail, to be invented. It can trace the consequences deemed important by simulation at an otherwise prohibitive level of detail or breadth and coverage. Finally, it can assist informed judgment by appropriately aggregating and displaying alternatives to be compared.
The basic elements of the work station concept are a system of data bases, including a "knowledge" data base, that contain ecological and engineering or economic handbook-type information; project data bases with all the project-specific information from meteorological records to regional statistics, maps, engineering drawings, etc.; and simulation data bases that handle the modeling results. Application programs constitute a kit of tools for a flexible tinker toy approach to systems modeling, simulation, and optimization. These tools are hierarchically organized at various levels of aggregation. Finally, the toolbox has to contain assorted methods for evaluation and display, i.e., organizing the information available and generated during the analysis under interactive control. The work station concept is supposed to provide an educational framework, a LOGO-turtle environment [Papeft, 1980] for environmental systems analysis.
An important element is the direct interaction. What we are proposing is the development and the transfer of tools and skills rather than "solutions." We want to build the modeling approach into the decision-making process and its institutional framework. This will require close attention to the importance of customized design, on-site implementation, on-the-job training, and continuing support and maintenance. In complex problem situations it is next to impossible to sort out the effect of any individual decision from among the multitude of confounding influences. The success and effectiveness of computer technology and any modeling approach can only be described in terms of its use, its acceptance, and contribution in the practice of planning and decision making. The measure of success is the contribution to a learning process, stimulating the introduction of new concepts and points of view and new perceptions of the problems.
