A content-based image retrieval mechanism to support complex similarity queries is presented. The image content is defined by three kinds of features: quantifiable features describing the visual information, non-quantifiable features describing the semantic information, and keywords describing more abstract semantic information. In correspondence with these feature sets, we construct three types of indexes: visual indexes, semantic indexes, and keyword indexes. Index structures are elaborated to provide effective and efficient retrieval of images based on their contents. The underlying index structure used for all indexes is the HG-tree [1] . In addition to the HG-tree, the signature file and hashing technique are also employed to index keywords and semantic features. The proposed indexing scheme combines and extends the HG-tree, the signature file and the hashing scheme to support complex similarity queries. We also propose a new evaluation strategy to process the complex similarity queries. Experiments have been carried out on large image collections to demonstrate the effectiveness of the proposed retrieval mechanism.
Introduction
Many research groups are developing the multimedia information systems that will perform the storage, browsing, indexing, and retrieval of multimedia data. The representative systems are QBIC [2] , Chabot [3] , CAFIIR [4] , and STAR [5] and so on. These systems are designed to allow users to retrieve images based on their contents. They have focused on the convenient user interface, querying methods, and system performance problem. However, they have not addressed the problems of modeling of the image contents, indexing of the image contents and processing of complex queries as a whole. This paper describes the design and implementation of the content-based image retrieval system. This research has three goals: (1) to develop the model to describe the image content, (2) to develop the index structures to speed up the search, and (3) to investigate the processing techniques for complex queries.
Our first problem is to characterize the contents which describe the image. The contents to describe the image are extracted automatically from the image by image processing subsystem or annotated manually by human intermediaries. The selection of the contents influences largely on the retrieval effectiveness of the system. The more the image include content information, the better the retrieval system can discriminate the requested ones among the images in the database. As more images are inserted into the database, more content information might be needed to discriminate the desired ones. Also, the determination of the content of image is influenced by application domain. For example, some applications or users require visual information to retrieve images (e.g., "Find images that have approximately 30% red and 15% blue colors) and some other applications need semantic (i.e., not quantifiable but perceptible by human) information (e.g., "Find images with beautiful mountain scenery"). As more information about the image contents are specified in the query predicates, more accurate query results might be acquired. To sum up, the content description of an image should comprise many useful information to support a wide range of queries effectively.
The second problem addressed is the development of efficient indexing scheme that makes use of the characterized contents of image. We need separate indexes for the feature sets describing the image content, because the features have their own intrinsic characteristics which cannot be mixed together. For example, the visual features such as colors and textures inherent in the image are quantifiable, on the other hand, the semantic features or keywords obtained only by human sense cannot be quantified by any metric function.
Indexing tabular data for exact-match search or range search in traditional databases is a well-understood problem, and the index structures like B-tree family [6] provide efficient access mechanisms. However, they are not likely to provide enough information to deal with complex image contents. The one-dimensional B-tree does not usually reflect the n-dimensional domain space, where n is the number of image features to index, and thus the B-tree representation is not particularly conducive to n-dimensional queries. In addition, B-trees may not be appropriate to the similarity searching for multimedia content. For queries in which similarity is defined as a distance metric in high-dimensional feature spaces, the indexing involves clustering of the objects in the multidimensional space and indexable representations of the clusters. Therefore, the traditional index structures such as B-trees are not appropriate for image data.
Index structures to provide fast accesses in high-dimensional feature space must be provided.
Moreover, the index structures indexing the narrative text should also be investigated according to the content model of the image.
The third problem is to develop the processing techniques for complex queries consisting of more than one similarity predicates, which are called complex similarity queries [7] . Efficient processing of queries using various features is an essential requirement in content-based image retrieval systems. The processing of complex similarity queries require to have some efficient evaluation strategy. The problem comes from the fact that the types of query results to individual predicates are different. For example, the type of query result to one predicate is a set of values, on the other hand, the type of query result to the other predicate is an ordered list. Some approaches to solve to this problem can be found in [7, 8] .
With these three issues to be solved for constructing multimedia information system, we have developed the prototype content-based image retrieval system which is able to support a wide range of queries. The rest of the paper describes the design of our system. In Section 2, our content model which describes the representation of the image is presented, and the types of queries that are dealt with in our prototype system are also provided. In Section 3, we establish three index structures for three types of image features. Section 4 describes the processing method for complex similarity queries. In Section 5, the overall indexing and retrieval mechanism for complex similarity queries are described. In Section 6, the architecture of our image retrieval system and the experimental results of query processing are provided. The conclusions are made in Section 7.
Images and Queries
For images, during database population (i.e., the process of creating a database) images are processed to extract features describing their content, and the extracted features are stored as metadata in an image database. The effectiveness of content-based retrieval depends largely on the availability of rich metadata. Using these metadata, indexes are constructed and queries are specified. In this section, the model to describe the image content is presented and the queries to be performed on this image model are described.
Description of an Image
The basic system unit that may be stored and retrieved is an image object. An image object I consists of a body B and a header H. The body is a binary bitmap which has a specific image format such as JPEG, GIF, BMP, and so on. The header is a metadata that describes the content of the image. We model the header as a triple H = (A v , A s , A k ), where
• A s is a set of semantic feature values,
• A k is a set of keywords.
A v consists of fixed number of visual features which may be extracted automatically by the image processing subsystem. The visual features would be colors, textures, shapes, positions, and so on. A s consists of fixed number of semantic (i.e., non-quantifiable or abstract) features that should be extracted manually by the interpretation of human intermediaries. The semantic features contain higher level of abstract information than the visual features. For example we can 4 enumerate the following semantic features of an image:
• title: title of image,
• subject: peace, love, sea, animal, flower, architecture, and so on,
• type: painting, scenery, portrait, and so on,
• perspective: aerial, ground, or close-up,
• orientation: horizontal or vertical,
• date: date when the picture is shot.
Some of these semantic attributes can be deduced by the system at the time the image is inserted into the database.
A k consists of variable number of keywords. Keywords give the gist of an image. They are words or sequence of words which describe the characteristics of the image that can not be easily represented with only common semantic features. Keywords contain the highest level of content abstraction among other features. The maximum number of keywords allowed per image is a system parameter. Figure 1 shows an example header information that can be inserted into an image database. 
Description of a Query
The power of content-based retrieval in multimedia information systems must be increased if various types of queries from simple queries to complex queries can be supported. A user query is the specification of a header that closely corresponds to the information known about the image. Users can query the image databases based on the visual features, semantic features, and keywords. Some feature values may be omitted, or may be given a specific values or range of values. Keywords are specified by providing a list of words that describe the image. Visual features are given by an example image, user-sketched drawings, or selected color and texture patterns.
To summarize the different types of queries, we have the following:
• Simple queries that specify a single attribute value for each possible attribute and require the exact match; • Range queries that either explicitly specify a range of values for some of the attributes, as in (10% ≤ red ≤ 30%) and (30% ≤ green ≤ 40%) and (80% ≤ blue ≤ 90%), or implicitly specify a range of values by leaving one or more attributes values unspecified.
• Similarity or nearest neighbor queries that give an example image or user-sketched drawing and require to find most similar images to a given image.
• Complex similarity queries that consist of one or more similarity queries and other types of queries. For example, retrieve 5 images which are most similar to a given image and whose subject is 'animal'.
The result of simple queries and range queries is a set of objects that satisfy the query predicates. On the other hand, the result of similarity or nearest neighbor queries is a list of objects ordered by their similarities. Since the complex similarity query has more than one type of queries including the similarity query, the individual query result may have different types of result sets. For example, if the query is composed of two subqueries (e.g., a similarity query and a range query), then two partial query processing results have two different types of results, i.e., a sorted list of objects and a set of qualified objects. The complex similarity query processing must synthesize partial two query results in a consistent manner. Since the complex similarity query covers all other types of queries, we will focus our attention on the complex similarity query in Section 4. The other types of query processing methods can be found in [1] 
Indexing Scheme for Complex Similarity Queries
This section describes the indexing scheme that deals with the complex similarity queries.
For a small database, sequential scanning of the features followed by straightforward similarity computations is adequate. But as the database grows, this procedure can be too slow, and indexes should be built to speed up the queries. Our indexing scheme consists of three types of indexes which correspond to visual features, semantic features, and keywords of image objects in image database.
Visual Indexes
from each image. They may be dominant colors, textures, shapes, and so on. When we represent a set of n visual features as an n-sized tuple, A v = (f 1 , f 2 , ..., f n ), it can be mapped to a point in an n-dimensional visual feature space. We use the HG-tree [1] as our underlying index structure for organizing the visual feature based indexes. The HG-tree is a multidimensional point index structure to index point data in multidimensional domain space. The HG-tree has outperformed most of other multidimensional point index structures in a wide range of query performance comparisons [1] . It has guaranteed storage utilization of 66.7% in worst case, and it has typically achieved more than 80%. It also has been shown that the HG-tree is fairly robust with respect to high dimensionalities because its fanout (i.e., the number of entries an index node can hold) is rarely influenced by the increase of dimensionality.
We could use other index structures for visual feature based indexes. In fact, many other image retrieval systems have used some other index structures. The QBIC system adopted the R*-tree [9] as an index structure. Petrakis and Faloutsos [10] used R-tree [11] . Mehrotra and Gary [12] used the K-D-B-tree [13] . The systems, CAFIIR [4] and STAR [5] and Zhang and Zhong [14] employed the iconic index tree based on the Self-Organizing Map (SOM) [15] .
Each of these methods has not only its own advantages, but also has some limitations.
Compared with the other index structures, the performance of the multidimensional spatial index structures such as R-tree and R*-tree degenerates drastically with an increase in the dimensionality of the underlying feature space, because their fanout decreases in inversely proportional to the dimensionality. All current spatial index structures suffer from this dimensionality curse (i.e., exploding exponentially with the dimensionality). The improvement of the fanout is very important for the performance of the index structure.
The iconic index trees based on the SOM simplify the multidimensional problem by converting it to a one-dimensional clustering problem based on similarities. The major problem of these kind of index structures is that they are static. Usually the iconic index is constructed against a large data set which can represent the statistics of the data. However, if the system is to include other classes of data that change the node characteristics, then the system must be trained again in order to provide effective clustering. Therefore, an update due to insertion and deletion is accumulated and actually performed when the amount of update is up to a threshold.
Another problem of the iconic index trees is that they are constructed only for nearest neighbor queries. Thus, it is difficult to process range queries. In fact, most of the index structures designed only for nearest neighbor queries have these common problems. For example, the optimistic VP (vantage point)-tree [16] and the GNAT (Geometric Near-neighbor Access Tree) [17] are such kind of index structures. They precalculate some nearest neighbors of points, store the distances in a tree or graph, and use the precalculated information for a more efficient nearest neighbor search. Therefore, they have benefit in the nearest neighbor search time, but have disadvantage in update operations (insert and delete). In other words, they are static methods. Like the iconic index structure, another problem of these methods is that it is also difficult to process the range queries.
The HG-tree, which is one of multidimensional point index structures, avoid all above problems. It is less influenced than the spatial index structures by the increase of the dimensionality, because it represents each directory region covered by the data set by using only two Hilbert values regardless of the dimensionality. In addition, the HG-tree is completely dynamic, i.e., it supports arbitrary insertions and deletions of objects without any global reorganizations and without any loss of performance.
Basic Idea of the HG-tree
Physical storage of data objects ultimately requires a serialized ordering of the objects. To obtain this serialized order while retaining locality of neighboring objects in multidimensional data space, we map the objects with n-dimensional value to the 1-dimensional ones by using
Hilbert space-filling curve [18] . A space-filling curve is a mapping that maps the unit interval onto the n-dimensional unit hyper-cube continuously. While there are other space-filling curves such as the Peano curve (also known as the Z curve) [19] and the Gray-code curve [20] , it was shown that the Hilbert curve achieves better clustering than the others [21, 22] . The desirable features of the Hilbert curve are that the points close on the Hilbert curve are close in the domain space, and the points close in the domain space are likely to be close on the Hilbert curve.
The Hilbert curves of degree 1 (H 1 ), degree 2 (H 2 ), and degree 3(H 3 ) on a 2-dimensional data space are shown in Figure 2 . The Hilbert curve can be generalized for any higher dimensionality.
In the HG-tree, all data points (e.g, a tuple A v of visual features) are represented by locations on the Hilbert curve, and there is no need to consider the n dimensionality of the domain space. The reason for the transformation is to apply a linear ordering on the data points and on the index nodes.
Let us consider the structure of the HG-tree. The HG-tree consists of internal and leaf nodes.
A leaf node contains at most C l entries of the form
where C l is the capacity of the leaf node, oid is a pointer to the object in the database, and H is the Hilbert value for n-dimensional feature vector. An internal node contains at most C n entries of the form
where C n is the capacity of an internal node, ptr is a pointer to the child node, and I is the minimum bounding interval (MBI), which is the smallest interval on the Hilbert curve that covers all regions of the lower nodes. The MBI is represented by two Hilbert values at both ends of the interval:
where H 1 is the starting point and H 2 is the ending point on the bounding Hilbert curve. We maintain these entries in Hilbert order. Using the MBI the HG-tree reduce the dead space (i.e., the space which does not include any actual data but covered by the directory region) of the node.
In the HG-tree, since all objects and directory nodes can be ordered through their Hilbert values, every node has a well-defined set of siblings. The HG-tree can absorb the node split caused by overflow by redistributing the objects of overflowing node into adjacent sibling and by adjusting their MBIs. When a split is unavoidable it converts the two nodes, i.e., the overflowing node and one of two adjacent siblings, into three. Resulting from this, the HG-tree guarantees that the worst-cast storage utilization is more than 66.7% (2/3) of full capacity. The experimental results show that the average storage utilization of the HG-tree is always more than 80%. With the example 1 we intend to visualize the basic properties of the HG-tree. Example 1. Let the dimensionality be 2, the domain space be a 4 × 4 grid, and both of the fanouts of a directory page (= internal node) and a data page (= leaf node) be 3. The snapshots in Figure 3 depict the growth of the HG-tree. Each square and the number beside it represent a data point and the order of it inserted, respectively. In the data pages the actual points are stored. The MBIs having at most 3 points are depicted by a fill pattern. The white area corresponds to empty space not managed by the HG-tree. When the 6th point is inserted, the data page is not split but points are distributed into its adjacent sibling and the directory regions are adjusted as in Figure 3 (b). When the 7th point is inserted, two nodes are split into three as in Figure 3 (c).
The insertion of the 10th point makes an overflow of data page and in turn directory page increasing the height of HG-tree. The reason why this kind of worst-case phenomenon happens is that while each grid point in n-dimensional grid has 2n nearest neighbors, the point in 1-dimensional line has only 2⋅1 nearest neighbors. Therefore, the mapping from n dimensions to 1 dimension has this problem inherently. However, in any case, the physical storage of data objects in n-dimensional space requires a linear ordering of the objects. Therefore, the best that one can hope to do in a mapping from n dimensions to 1 dimension is to have two of the 2n nearest neighbors to be nearest neighbors in the linear mapping. The Hilbert mapping satisfy this hope.
Semantic Indexes
A fixed-set of tuple A s to describe the semantic features is represented by (s 1 Unlike other image/video retrieval systems such as QBIC and Chabot which use B-tree as their index structure to index semantic or tabular data, we use the HG-tree as our underlying index structure for semantic indexes because of its performance advantages. Since the B-tree is a primary index structure, the index is constructed only on a primary attribute. If it is required to provide a fast access on other attributes, another B-trees constructed on that attributes are also needed. Instead of constructing multiple single-attribute (MSA) B-tree indexes, we construct a single multi-attribute (SMA) index, i.e., the HG-tree.
There are important advantages of using SMA index as compared to MSA index. First, the clustering of index pages and data pages on disk can drastically reduce the number of I/O operations needed for database accesses. Second, in the case of multiattribute queries, multiple independent accesses to separate indexes are performed and the intersection of the multiple partial results are needed to get a final result. This is very expensive functions. Third, when new records are inserted into or deleted from a database, SMA index organization needs only single update for its index. MSA index, in contrast, require multiple updates since the number of indexes is multiple. Therefore, maintaining the consistency of indexes in SMA index organization is simpler than that in MSA index organization.
Keyword Indexes
The signature file has proved to be a convenient indexing technique for text data and multiattribute retrieval [23, 24, 25, 26, 27, 28] . Multidimensional index structures such as K-D-B tree, grid file [29] , R-tree, and R*-tree are not appropriate for indexing text data represented by keywords, because they assume that the dimensionality of the domain space, which can be interpreted as the number of keywords in the case of keyword indexing, is small and constant.
The number of keywords given by users to query image databases can be variable. Moreover, most of the multidimensional index structures suffer from the dimensionality curse. Therefore, we chose the signature file technique as our indexing method for keywords.
The main idea of the signature file is to derive properties of data objects, called signatures, and store them in a separate file. A collection of the derived signatures is called signature file.
Signatures are hash-coded binary words of fixed length. In general, all bits of the signature are initially cleared to null, and then a hash function is applied to the object's values to determine which bits are set to one. A lot of research has been done on the improvement of the performance of a signature file [25, 26, 27] . However, most of the researches have been performed for static environments where update operations are rarely occurred. Our index design scheme requires a dynamic data environment, which means that the signature file must be allowed to grow and shrink. The two representative dynamic signature files are S-tree [24] and Quick filter [28] . The main idea of the S-tree is to group adjacent signatures in pages and build a B-tree on top of them to provide direct access to the leaf signature pages. However, the major problem of the S-tree is that the performance is degenerated as the query signature weight becomes lower.
The
it is appropriate for the dynamic environment where updates are occurred frequently and results in good performance in the queries with high signature weights. However, if the distribution of signatures is nonuniform, then similar signatures are frequently generated and therefore the overflow rate increases and the storage utilization decreases. These degenerate the performance of the Quick filter.
To attack these performance disadvantages of existing dynamic signature files, we combine the concepts of the HG-tree and the frame-sliced signature file [26] . Using the HG-tree, which is a complete dynamic index structure, we solve the problem caused by high overflow and low storage utilization. We also tackle the problem caused by light weight signatures through adopting of frame-sliced signature method. The leaf nodes of the HG-tree are built using the concept of the frame-sliced signature file. The directory regions in the nodes are represented by the image signatures.
At first, a signature is divided into s frames, and c frames are selected out of a total of s frames using one hash function h 1 . To make up the word signature (i.e., the signature corresponding one keyword) m bits are set to "1" in the selected c frames using the second hash function h 2 . The frame signature is constructed by superimposing the parts belong to the corresponding frame of word signatures. At last, the image signature describing the content of an image is constructed by combining the frame signatures.
Example 2. Figure 5 shows the procedure of constructing an image signature based on the frames when an image consists of a set of four keywords, {"sky", "sea", "bridge", "ship"}. In Figure 5 , it is assumed that the length of an image signature is 12 bits, the number of total frames is 3, the number of frames to be selected is 2, and the number of bits to be set is 2. The word signature of keyword "sky", "sea", "bridge" and "ship" are assumed to be 0010 1000 0000, 0000 0100 0100, 0100 0001 0000 and 0010 0000 1000, respectively. The image signature becomes 0110 1101 1100 when we concatenate the frame signatures 0110, 1101 and 1100.
The leaf and internal node structures of the HG-tree indexing keyword signatures are slightly modified to accommodate the keyword indexes. The entry in a leaf node has the form (oid, F), where oid is a pointer to the raw image in the database and F is an image signature which consists of s frames (F 1 , F 2 , ..., F s ). The entry in an internal node has the form (ptr, S), where ptr is a pointer to the child node and S is a signature made by superimposing all the image signatures in the corresponding child node. a set of keywords A k = { "sky", "sea", "bridge", "ship" } keywords frame1 frame2 frame3 
Processing of Complex Similarity Queries
The result of a k-nearest neighbor query based on the visual feature values is a list with k images sorted by similarity. On the other hand, the results of queries based on the semantic features and keywords are almost sets of images which satisfy the queries. When the complex similarity queries are issued to retrieve more exact matches, the search procedure must synthesize the results of different types of queries in a certain consistent manner.
Example 4.
Let us consider the query Q 1 where a user wants to retrieve 5 most similar images to a given image I with respect to color histogram and whose subject is 'animal'. Then, the query predicate can be represented as follows:
In this case, the query result is probably a list with 5 objects sorted by the visual similarity to the image I, where the value of subject attribute in A s is animal.
A reasonable way to evaluate these types of queries, in which the result of one query is a set and the result of the other query is a sorted list, would be to first evaluate the query whose result becomes a set, and then to find the sorted list consisting of the required number of objects from the set. Therefore, to evaluate the query Q 1 in Example 1, we determine all objects that satisfy the predicate A s (subject = 'animal'), and then obtain similarity scores of the objects, and finally return 5 objects which have highest similarity scores.
Example 5.
Let us now consider the query Q 2 with two predicates where a user wants to retrieve k best matches which are similar to both images I 1 and I 2 with respect to color histogram:
There may be several ways to deal with this kind of complex similarity query. An obvious fact is that it is not correct to retrieve the best match only for single predicate, because the best match for the overall query needs not to be the best match for the single predicate. In this kind of query where several sample images are given, we can transform it to the query with only one predicate containing an image which is best matched to all given query images. In the query Q 2 ,
we can find a point P which is closest to both points P 1 and P 2 corresponding to the images I 1 and I 2 , respectively. Then we retrieve k objects closest to the point P.
Another solution to this kind of query is Fagin's A 0 algorithm [8] , which independently evaluates the predicates in the query and computes the overall similarity scores of the objects in each result set based on a certain rule combining the similarity scores. Finally it returns k objects in the order of highest similarity scores.
It should be noted that the query results from the above two methods, i.e., the method transforming the features in several images into the features of one image in advance and Fagin's A 0 algorithm, may be different. In the former method, the search target is changed to the object most common to the given query objects, on the other hand, in the latter method, the most similar objects among the separately selected best matches are chosen. The difference of search methods may make the final results different. To determine which method produces more exact results is not trivial and can be dependent on the user's viewpoint. One obvious fact is that the former is far more efficient than the latter. Because there is only one search to the index in the former and on the other hand, there are many index searches as the number of conjuncts in the latter.
Example 6.
Consider an image database where images are characterized globally by their dominant colors and textures, and also characterized by shapes and locations of the objects in the image. Let us assume that two set of visual feature values, i.e., A v1 = {color, texture}, A v2 = {shape, location}, are indexed separately. Let us consider the following query Q 3 :
In this case, since the domain space of two predicates are made different, the evaluation of each predicate must be performed independently and the algorithm such as Fagin's A 0 should be incorporated to combine two result sets. However, it is important to note that the visual features should be integrated in a single multidimensional index if possible, since the independent evaluation of the predicates and the combination of the separate partial results are very expensive.
Fagin used the standard rules of fuzzy logic [30] for evaluating Boolean combinations of atomic formulas:
where s A (x) is the similarity score of object x under the query A. Although these rules have some attractive points as shown in [8] , the obvious drawback is that it depends on only the single operand, that is, s A∧B (x) (as well as s A∨B (x)) is always equal either to s A (x) or s B (x). This does not reflect the effect of all predicates. With this observation, we use other combination rule to synthesize the partial results evaluated independently, which will depend on all predicates in the query.
The first step towards an effective and efficient evaluation of complex similarity queries concerns how to compute the similarity score. The next step is how to combine the similarity scores when they are computed independently. As mentioned before, it is desirable to build a single multidimensional index which indexes all visual features if possible rather than to build multiple indexes. However, the method to synthesize other types of queries should be developed in the cases that data reside in multiple systems or features describing the image have inherently different characteristics, e.g., some features are quantifiable and the others are not.
In general, evaluating the similarity of an object with respect to a query value can be done through the distance function measuring the distance between feature values. The high similarity score corresponds to low distance and low similarity score to high distance. Definition 1
gives the distance function used in our work.
Definition 1. Distance function
A distance function, d, for any pair of feature values (x, y) from the domain space D yields a non-negative real value between 0 and 1, which shows the normalized distance between x and y.
The 0 distance between a pair of feature values denotes the exact match and the 1 distance shows the maximum difference.
Although, in principle, arbitrary distance functions can be used, we assume that the distance function d is a metric, that is, for each triple of values x, y, z ∈ D the followings are hold:
The reason for adopting the metric distance function is that we use the index structures which index the data over the metric space. Definition 2 gives the similarity function which assigns maximum similarity (i.e., 1) in case of 0 distance and makes similarity inversely related to distance.
Definition 2. Similarity function
We define the similarity function, s, for any pair of feature values (x, y) as
where d is a distance function. The similarity score is also a real value in the range [0, 1].
Let us now consider how to combine the similarity scores computed in independent predicate evaluations. Fagin used the standard rule of fuzzy logic for this purpose. Other models such as "algebraic" semantics for logical operators and "list-of-keywords" model may be used [7] . Although it is not clear which is the best combination rule, it is important to realize that any specific model has some advantages and drawbacks.
We do not consider the Fagin's rule as our combination method, because, in that rule, the best match only for one predicate determines the overall best match. If we normalize the size of domain space to 1, we can interpret the logical statement A ∧ B as the probability of satisfying two conjuncts A and B simultaneously. That is, the similarity score of A can be interpreted as the probability of how A is similar to a given query image. Similarly, the similarity score of A ∧ B can be interpreted as the probability of how A and B are similar to a given query image simultaneously. Thus we use the probability function as a rule to combine independent partial similarity scores. Then the overall similarity score is determined by the following definition and is always in the range of [0, 1].
Definition 3. Overall similarity function s
where s i the similarity function over the i-th predicate Ai and m is the number of conjuncts, i.e., the number of similarity predicates.
It can be easily shown that this function is monotonic increasing, that is, s A1∧…∧ Am (x) ≤ s A1∧…∧ Am ( x′) when s Ai (x) ≤ s Ai (x′) for every i. Intuitively, if the similarity score of object x′ under the query Ai, 1 ≤ i ≤m, is at least as big as that of object x, the similarity score of object x′ under the query A1∧…∧ Am is at least as big as that of object x under the query A1∧…∧ Am.
With these distance and similarity functions, the algorithm ComplexNNSearch based on 
// L is a set that has the intersection of X i s.
} while (|L| < k) // Perform loop until L has at least k objects.
// |L| denotes the number of objects in the set L. Return the sorted list of k objects with highest similarity scores.
Indexing and Retrieval Mechanism for Complex Similarity Queries
To sum up the discussion to this point, the indexing and retrieval mechanism that integrates the three types of indexes is shown in Figure 7 .
Integratinging the results be easily incorporated into our mechanism without any change of our basic concepts and framework.
A Prototype Image Retrieval System
A prototype content-based image retrieval system has been implemented. The architecture of the system is shown in Figure 8 . The system consists of the components described in the above section. The system supports complex similarity queries which consist of semantic feature-based, visual feature-based, keyword-based predicates. 
The Image Database
To test the effectiveness of our indexing and query processing mechanism for content-based image retrieval, we have constructed an image database that has a 1,064 images. The images are 256-color bitmaps with a variety of characteristics. In the database, images are stored together with three kinds of attributes, i.e., semantic features, visual features, and keywords, so that images can be retrieved from these descriptions. The visual features are extracted automatically by image processing subsystem and the semantic features and keywords are inserted manually in database population time.
Visual Feature Extraction
To acquire the visual features that characterize images we used statistical color moments of the histogram of the image because color has excellent discrimination power in image retrieval system. Since most histogram bins of an image are sparsely populated and only a small number of bins have the majority of pixel counts, we used only the largest 32 bins (in terms of pixel counts) as the representative bins of the histogram. We used first two moments of the histogram as descriptors of an image:
where x ij is the value of color component of the j-th bin, f ij is the frequency of x ij , k is the number of total bins, i.e. 32, and n is the total number of pixels in the histogram. Since we used the RGB color model, the i-th color component corresponds to one of red, green, and blue. The first moment, µ i , defines the average intensity of each color component. The second moment, σ i , is a measure of contrast that can be used to establish descriptors of relative smoothness.
Measures of global color statistics using only histograms suffer from the limitation that they carry no information regarding the relative position of pixels. To overcome this limitation to some extent, we divided the image into 4 sub-areas and computed 2 moments for each subarea, resulting in a 24 (= 2 moments × 3 color components × 4 sub-areas) visual features for an image.
Using this 24-dimensional feature vector, we estimate the similarity, s(S, T), between two color histograms S and T as follows:
where ∆ is a normalizing factor.
Performance Experiments of the HG-tree
To assess the performance of the HG-tree we created six groups of 24-dimensional data files that contained different distributions of data as in [31] : uniform, diagonal, bit, parallel, clustered distributions and real data. Five synthesized data files contain 10,000 objects without duplicates. The real data files contain 1,064 256-color images with a variety of image contents.
To demonstrate the performance for queries we generated six groups of range queries and eight groups of nearest neighbor queries: The regions of the six groups of range queries are squares varying in size which are 0.001%, 0.01%, 0.1%, 1%, 10%, and 20% of the whole data space and their centers are uniformly distributed in the data space. The k's of eight groups of knearest neighbor queries are 1, 10, 20, 40, 60, 80, 100, and 120. For each experiment, 1,000 randomly generated queries were asked and the results were averaged. We chose the page size for leaf nodes and internal nodes to be 1 Kbyte.
We compared the HG-tree against the buddy-tree, because Seeger and Kriegel [31] reported that the buddy-tree is the best one among multidimensional point index structures with respect to the average range query performance. For all operations, we have measured the number of disk accesses per operation.
We report the average number of disk accesses per query in Tables 1 and 2 for range and nearest neighbor queries. For the sake of an easier comparability, we have normalized the average number of disk accesses for range and nearest neighbor queries in the buddy-tree to 100%
in each table. Summarizing the outcome of our comparison, we can state that the HG-tree exhibits on the average 20-30% better range and nearest neighbor query performances than the buddy-tree. More detailed performance comparison appears in [1] . 
Sample k-Nearest Neighbor Queries
Figures 9 and 10 show the results of two 12-nearest neighbor queries Q1 and Q2:
(b) Q2: Find top 12 images similar to the image tigera4.bmp with respect to color and texture.
The images on the upper-left corner in Figure 9 and 10 are the query images and 12 most simi- 23 ing visual features (i.e., color and texture). Obviously, all images retrieved from a real image database have similar color properties to the given query image. Figure 11 is the result of 12-nearest neighbor query with query image tigera4.bmp and subject = 'animal'. Compared with the result in Figure 10 , the result in Figure 11 shows that the images similar to tigera4.bmp are retrieved from among the images whose subject is animal. Figure 12 shows the top 12 images which have subject = 'flower' and keyword = {'yellow'},
As shown in the above examples, the more features we specify in the query, the more discriminating power increases. However, as the number of features to be indexed increase, the dimensionality of the domain space increases, and then eventually, the search cost increases.
Conclusions
In this paper, we have considered the issues concerned with the content model, the indexing scheme, and the processing for complex similarity queries as a whole in content-based image The underlying index structure is the HG-tree. The performance advantages of the HG-tree makes our indexing scheme efficient. The techniques for processing complex similarity queries are also provided. These three issues are very important things to construct the effective and efficient image retrieval system. Finally, we have demonstrated the effectiveness of our indexing and retrieval mechanism by implementing prototype image retrieval system which can support a wide range of queries. 
