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Introduction 
A ring-order means a noetherian ring R (all rings in this paper are commuta- 
tive) of Krull dimension ~1, without nilpotent elements, and with module-finite 
integral closure. The total quotient ring Q(R) is then a direct sum of fields. Thus 
ring-orders generalize the commutative orders that occur in integral representa- 
tion theory, as well as the reduced rings of dimension 1 that occur in algebraic 
geometry. In this generality, an R-lattice means a finitely generated submodule of 
a free R-module (equivalently, an R-submodule of some Q(R)-module). 
We call a ring-order a SZ ring if every R-lattice is isomorphic to a direct sum of 
ideals of R. Which ring-orders are ZI rings? 
Bass, in [2], found that the class of XZ rings includes all ring-orders whose 
ideals are 2-generated. These have come to be known as Buss rings. He also 
described a few other local ,XZ rings. Nazarova and Roiter, in [9], noticed that 
Bass’s list was incomplete, and then determined all local XZ rings. Greither [6] 
showed that ,XZ is not a local condition, i.e. there exist non-ZZ rings all of whose 
localizations at maximal ideals are ZZ rings. 
Thus the first question we ask is what additional property is needed to make a 
locally XZ ring R actually ZZ? 
The answer lies in the inclusion relations in spec R. We view spec R as a graph 
whose vertices are the prime ideals of R and whose edges are the inclusion 
relations between these ideals. Our Main Theorem 1.2 then states that a locally 
21 ring-order R is actually ZlZ if and only if no cycles of a certain type occur in the 
graph of spec R. 
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In Section 3 we give a description of local, non-Bass _XZ rings that is simpler 
than the one given by Nazarova and Roiter: Every such ring R is either a triad of 
three DVR’s (discrete valuation rings) pulled back over a field, or else a slightly 
more complicated subdirect sum of three DVR’s that we call a ‘special quasi- 
triad’. In proving this we also establish the sufficiency of a condition that Bass 
showed was necessary for a local ring-order with three minimal primes to be ZZ: 
R/P, for each minimal prime P, is a DVR and the sum of any two minimal primes 
is the maximal ideal of R. 
A corollary of the above results is that every ideal of a CZ ring can be generated 
by 3 elements. But this 3-generator condition is not sufficient, even locally. See 
Section 4. 
To show how far locally J5Z rings can be from globally XZ, we give an example 
showing that locally ZZ rings can have very large indecomposable lattices. See 
Section 4. This section also contains some geometric examples of _XZ rings, as well 
as a description, due to Wiegand, of precisely which geometric local rings have 
the ,Y5Z property. These rings necessarily have Krull dimension 1, by [l, 1.2, 1.41. 
1. Global problem 
The main theorem of this section characterizes J?Z rings R in terms of their 
localizations and the graph of spec R. 
1.1. Graph of spec R. Let R be a ring-order. The vertices of the graph of spec R 
consist of the prime ideals of R. A directed edge connects vertex m to vertex P 
whenever m contains P: 
m P 
-- (1) 
To remember which way the arrow points, think of it as an inclusion symbol. 
Since ring-orders have Krull dimension 1, vertices m and P in (1) are maximal 
and minimal primes, respectively. 
A triple point in spec R means a maximal ideal that contains exactly three 
minimal primes. 
1.2. Main Theorem. Let R be a ring-order. Then R is a SZ ring if and only if 
(i) For every maximal ideal I~T, R, is a 2Z ring; and 
(ii) No cycle in the graph of spec R contains a triple point of spec R. 
The definition of ‘cycle’ used in the theorem ignores the directions of the 
arrows. It means a nonempty, connected path of edges that begins and ends at the 
same vertex, traversing no vertex or edge more than once. The proof of this 
theorem is given in Subsections 1.7 and 1.8, following some preparatory material. 
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1.3. Remarks. Let R be a ring-order. 
(i) If R is a XZ ring, then no maximal ideal of R contains more than three 
minimal primes. (This follows from Bass’s observation that, by Dade’s Theorem 
[5], no local _XZ ring can have more than three minimal primes.) 
(ii) If R is locally a XZ ring (at every maximal ideal) and no maximal ideal of R 
contains more than two minimal primes, then R is a Bass ring. As Bass observed 
in [2,7.4] (or by the Forster-Swan Theorem) the property that every ideal can be 
generated by two elements can be checked locally, at each maximal ideal. So we 
can assume that R is local. The desired result is now stated in [2, sentence before 
7.71. 
(iii) Spec R is a connected graph if and only if R is an indecomposable ring. 
This is a restatement of the well-known fact that R is an indecomposable ring if 
and only if spec R is a connected topological space. 
(iv) Let F be any set of minimal primes of R, and set R’ = Rl n{P E F}. Then 
every R’-lattice as also an R-lattice. To prove this, it suffices to show that R’ itself 
is an R-lattice. Take any element x that belongs to every minimal prime except 
those in F. Then R’ s Rx c R, as desired. 
Let m,, . , m, be the singular maximal ideals of a ring-order R, that is, those 
maximal ideals m such that R,, is neither a discrete valuation ring nor a field. 
Then let S be the multiplicatively closed set S = R - Ui m,. To reduce our 
problem to the semi-local case, we introduce the singular semi-localization K’R. 
(If R has no singular maximal ideals, K’R is the zero ring.) 
1.4. Theorem. Zf S-‘R is a 2Z-ring, then so is R. 
Proof. We can suppose that R has at least one singular maximal ideal. Let M be a 
nonzero R-lattice. It suffices, since M is noetherian, to find a nonzero homomor- 
phism M+ R whose kernel splits off. By hypothesis, there is a nonzero 
homomorphism g: Ms+ R, whose kernel splits off. We have g = f/s for some 
homomorphism f : M+ R and some s in S. Let f(M) = I. Then f(M,) = g(M,), so 
ker f, is a direct summand of M, for every singular maximal ideal m. At every 
other maximal ideal, R,, is a discrete valuation ring, so Z, is projective, and 
ker f,, again splits off. Thus ker f is a direct summand of M, as desired. 0 
1.5. Definition. For each maximal ideal m of R let L(m) be an R,-lattice. We call 
the family {Z,(m)} a consistent family of local lattices if 
Z(m), E L(n), (2) 
whenever P is a minimal prime contained in both m and n. 
Since R, is a field, verifying isomorphism (2) is just a matter of comparing 
dimensions of vector spaces. 
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Note that the family of all localizations J4, of an R-lattice M at maximal ideals 
m of R is always consistent. The converse of this statement appears to be folklore 
(see, e.g., Greither’s comments about ‘glueing’ [6, p. 2701). We give a precise 
statement and proof of what we need. 
1.6. Consistency Theorem. Let {L(m)} b e a consistent family of local lattices for 
the semi-local ring-order R. Then there is an R-lattice L such that 
L,, G L(m) for every maximal ideal m . (3) 
Proof. Fix a maximal ideal n of R, and let T = R - U {max ideals #n}. By 
induction on the number of maximal ideals of R, there is a T-‘R-lattice N such 
that N, z L(m) whenever m #n. 
Let S = R - U {all minimal primes P such that P C rt and P is also contained 
in some maximal ideal #I~}. We have S-‘Nz K’L(n) because our consistency 
hypothesis makes this true locally, and local isomorphism implies isomorphism 
over the semilocal ring Y’R. After identifying these isomorphic S-‘R-modules, 
we can define the R-module L to be the pullback of the following square, where f 
and g are the natural localization maps: 
(4) 
L has the required localizations. For example, tensoring (4) by the flat R-module 
R,, yields a pullback diagram for L,. Moreover, g,, is an isomorphism (essentially 
the identity map), hence so is the localized map from L to L(n). 
Next we show that L is finitely generated. Let F be a submodule of L generated 
by a finite number of elements whose images in L(n) and N generate these as 
modules over R,, and T-‘R respectively. Then F = L because this is true locally. 
Finally, we show that L is an R-lattice by imbedding it in a Q(R)-module. Since 
L is contained in the direct sum of its localizations L,,, at maximal ideals, and each 
L, is an R,-lattice, it suffices to imbed each R, in a Q(R)-module. This follows 
from 
Q@,,,> = @ {R, 1 P is a minimal prime c m} 
1.7. Proof (of the ‘only if’ part of Main Theorem 1.2). Let R be any ring-order 
whose localizations R, at maximal ideals are ZZ rings. Clearly ZZ rings are locally 
XZ rings. So it suffices to prove that if some cycle in spec R contains a triple point, 
then R has an indecomposable lattice that is not isomorphic to an ideal of R. We 
do this by adapting the construction given in the proof of [6, 2.41. 
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Choose a cycle in spec R that passes through a triple point n, and let I’,, P,, P3 
be the minimal primes contained in n. We can suppose that the cycle passes 
through P, and P,, and hence does not pass through P,. This is illustrated in 
diagram (5). 
II m(3) m(4) 1n(n - 1) m(n) 
Passing to an appropriate localization, we can suppose that all maximal ideals 
of R appear in (5). In fact, we can suppose that cycle (5) is the graph of spec R. 
For suppose some minimal prime Pi does not appear in (5). Let R’ = Rl n jrr Pi. 
Then R’ is again a ring-order, and spec R’ = spec R - {P,}. Moreover, every 
R’-lattice is also an R-lattice by Remark 1.3(iv), so if R’ fails to be ZZ, then so 
does R. 
R is now a semilocal ring and (5) is the graph of spec R. Let 
N = R CB RIP, (an R-lattice by Remark 1.3(iv)) . (6) 
This R-lattice N is not isomorphic to an ideal of R because Np, is an R,z-vector 
space of dimension 2. We make N indecomposable by changing one of its 
localizations. The resulting R-lattice L will have the same localizations as N, at 
minimal primes, so L will not be isomorphic to an ideal of R. Now we define a 
family of local lattices. Let 
L(n) = VW’, n PA, @ WV’, n p2)1,, 1 
(7) 
L(m)=R,,,(GN,,,) form#n. 
Since N is an R-lattice, its family {N,,,} of all localizations at maximal ideals is a 
consistent family of local lattices. Therefore, to check consistency of the family 
{L(m)}, it suffices to check that L(n) and N,, have the same R,-dimension when 
localized at P = P, , P,, and P, (see diagram (5)). These dimensions are clearly 1, 
2, 1, respectively. Therefore, by the Consistency Theorem, there is an R-lattice L 
such that L,, g L(m) for every maximal ideal m of R. 
Now we show that L is indecomposable. Suppose L = XCB Y. We want to show 
that X = 0 or Y = 0. For every maximal ideal m # n, the fact that R,,, is a local 
ring shows that L, is indecomposable. Hence X, z R, and Y, = 0, or vice versa. 
So we can suppose that Y,,(_?) = 0 and X,,,(3j z Rmc3) . 
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Since X,,lc3j and Xmc4) must become isomorphic when localized at P4 (see 
diagram (S)), we see that Xmc4) # 0. Therefore Xrnc4) z Rlnc4) and Y,n(4) = 0. 
Continuing around the cycle in (5) and repeating the foregoing reasoning, we 
eventually find that 
every Y, = 0 , except possibly for Y,, . (8) 
To deal with Y,,, recall that L,, = L(n) which is given in (7). Each of the two 
direct summands [Rl(P, n PZ],, (i = 1,3) h as a local endomorphism ring, namely 
the local ring [R/(P, fl PJ,,. Therefore the Krull-Schmidt theorem holds for 
direct-sum decompositions of L,, . So the only indecomposable summands of L,, 
are, up to isomorphism, those shown in (7). Since Y,,,(3) = 0, localization at P3 
shows that [RIP, II PJ,, is not a direct summand of Y,, . Similar reasoning, using 
P,, rules out [R/P, fl P2],, as a direct summand. Thus Y,, = 0. This, together with 
(S), shows that Y = 0. The proof of the ‘only if’ part of the theorem is now 
complete. 
1.8. Proof (of the ‘if’ part of Main Theorem 1.2). Here our hypothesis is that R is 
a ring-order, R is locally a ZZ ring, and no cycle in spec R contains a triple point. 
All these hypotheses remain true in the singular semilocalization K'R of R that 
appears in Theorem 1.4. So, by Theorem 1.4, we can also suppose that R is 
semilocal. Moreover, we can suppose, without loss of generality, that R is an 
indecomposable ring. So spec R is a connected graph, by Remark 1.3(iii). 
Our proof is by induction on the number of triple points in spec R. If this 
number is zero, then R is a Bass ring by Remark 1.3(ii), hence R is a ZCr ring. 
We can now suppose that spec R contains at least one triple point n. Let P, , P,, 
P, be the minimal primes contained in n, as shown in the following diagram: 
(9) 
Let P be any vertex in spec R other than the four vertices n, P,, P,, P, 
explicitly shown in (9). Our hypotheses on the graph imply 
P is connected, by a path of edges that does not pass through 
vertex n, to exactly one of P, , P,, P3. (10) 
Because of (lo), we can partition the vertices P # n of spec R into three 
disjoint sets as follows. Let P belong to box 1 (in (9)) if P can be connected to 
vertex P, as described in (10). Boxes 2 and 3 are similarly defined by connecting 
P to P, and P, respectively. 
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Let S = R - U {maximal ideals m 1 m # n}, and notice that spec R, = 
spec R - {n}. Therefore, by our induction hypothesis, R, is a XZ ring. 
Now let M #O be an R-lattice. To complete the proof of the theorem, it is 
enough to show that A4 has a direct summand L isomorphic to a nonzero ideal of 
R. We claim that it suffices to find, for each maximal ideal m of R, an R,,,-lattice 
L(m) such that 
{L(m)} is a consistent family of local lattices 
(see Definition 1.5); (II) 
Each L(m) E an ideal of R,; and (12) 
Each L(m) is isomorphic to a direct summand of M,,. (13) 
Condition (11) yields, by Theorem 1.6, an R-lattice L such that L,,, z L(m) for 
every maximal ideal m of R. By (12), L, has R,-dimension 0 or 1 for each 
minimal prime P. So L E an ideal of R. Finally, we claim that L is isomorphic to a 
direct summand of M. By (13), we have a relation L(m) @X(m) s M,, for each 
maximal ideal m. Condition (11) then shows that the local family {X(m)} is 
consistent, so there is an R-lattice X such that L G3 X is locally isomorphic to M. 
Since R is semi-local, this implies that L ET3 X g M. 
We build the family L(m) by considering two cases. 
Case 1. M,, f 0. Since R,, is a XZ ring, M,, has a direct summand L(n) 
isomorphic to an ideal #O of R,,. To make L(n) part of a consistent family 
{L(m)} of local lattices, we define L(m) three different ways, according to which 
box in diagram (9) contains m. 
Consider box 1. We can assume that some maximal ideal m(1) in box 1 is 
connected by an edge to P, . (Otherwise box 1 contains no maximal ideals, so 
there is nothing to do here.) If L(n),,, = 0, we achieve consistency by letting 
L(m) = 0 for every m in box 1. We can now suppose L(n)., # 0, hence L(n)., z 
R,,, and therefore M,,,, ,) # 0. 
Since R, is a XZ ring, M, is isomorphic to a direct sum of ideals of R,. Choose 
such an ideal H of R, with H,,,(,, # 0. Letting L(m) = H,,, whenever m is in box 1 
achieves consistency there. 
Treating boxes 2 and 3 analogously to box 1 completes the proof of Case 1. 
Case 2. M,, = 0. Then A4 = M,, as one can easily check locally. Since R, is a _J$Z 
ring, it is now trivial to complete the proof of Case 2. This completes the proof of 
the theorem. 0 
2. The pullback point-of-view 
Our solution of the problem of finding all local SZ rings makes repeated use of 
the well-known fact that every subdirect sum of two rings or modules can be 
expressed as a pullback. The advantage of viewing subdirect sums in the form of 
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pullbacks is that we get a precise description of their structure. In this section we 
set up the notation needed for our pullback manipulations. 
2.1. Notation. By the notation 
R = pbk(R, + R + R2) (14) 
we mean that there exist surjective ring (or module) homomorphisms L : R, -+ R 
such that 
We usually do not give the homomorphisms f, explicit names. 
The connection between subdirect sums and pullbacks is given by the well- 
known Lemma 2.2 below. 
2.2. Lemma. Let R be a subdirect sum of R, G3 R,; that is, let R be a subring (or 
submodule) of R, $ R, such that both coordinate projection maps R+ Ri are 
surjections. Then R has a pullback structure of the form (14). 
Proof. Let 
R = Rl[ker(R+ R,) + ker(R+ R2)] . 
The natural map R+ I? then induces maps Ri + R from which we can build the 
pullback shown in (16) below; and R is obviously contained in this pullback. The 
fact that R equals this pullback then follows from the following easily proved 
lemma that we will have frequent occasion to use. (The name arises from the fact 
that the four rings in (16) are most easily displayed as the vertices of a 
commutative diamond.) 0 
2.3. Diamond Lemma. Consider a homomorphism of abelian groups 
f :R+pbk(R,+& R,) (16) 
in which the induced map of R to each Ri is a surjection. Then f is a surjection if 
and only if 
ker(R-+ R,) + ker(R+ R2) = ker(R+ R) . 0 
2.4. Lemma. Let the ring R have a pullback structure, as in (14), and let M be an 
R-module that has a pullback structure 
Commutative orders 
M = pbk(M, -B A? * M2) 
in which each R-module M, is also an R,-module. 
R-module. 
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(17) 
Then II? is, in a natural way, an 
Proof. When we say that the R-module Mj is also an R,-module, we always mean 
that the scalar multiplications satisfy (I,, r2)mi = rimi. What we want to prove is 
that products of the form 
(r1, r,)ti withr=(r,,r,)ER, andriiEM 
depend only upon Fz and the common image F of r, r1 and rz in R. It suffices to 
show that ker(R+ R)&l = 0. This follows from the Diamond Lemma, since each 
ker(R -++ Ri) annihilates the R,-module Mi, and since Mi, by (17), can be mapped 
onto M. 0 
2.5. Inclusion Lemma. Consider two pullbacks (rings or modules) formed from a 
direct sum S Q3 R as shown: 
M = pbk(SA V 
fz 
-RR) > N=pbk(SAW LR). 
Then M c N if and only if there is a homomorphism LY such that both of the 
following triangles commute: 
Proof. Suppose MC N. To define Q!(U), choose elements s and r such that 
f,(s) = u = f*(r). Then (s, r) E M c N, so g,(s) = gz(r). Set (Y(U) = g,(s) (=g*(r)). 
To see that this is well defined, suppose f,(s’) also equals u. Then (s’, r) E M c 
N, so gl(s’) = g,(r) = (Y(U), as desired. 
Conversely, if LY exists, M is obviously contained in N. IJ 
2.6. Remark. Unfortunately, there does not seem to be a version of Lemma 2.2 
that applies to subdirect sums of three or more rings or modules. We get around 
this by expressing a subdirect sum of R, @R, Gf3 R, in the form of a ‘pullback 
within a pullback’ as follows. Let S be the projection of R in R, G3 R,. Then S is a 
pullback of R, @ R,. Moreover, R is a subdirect sum, hence pullback of S @ R,. 
This observation is a main tool in Section 3. 
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3. Local XZ rings 
3.1. Definitions. Let f,: Ri+ k (i = 1, 2, 3) be onto ring homomorphisms, where 
each R; is a DVR (but not a field) and k is a field. As in [2], we call the ring 
a triad of DVR’s over the field k. Note that R is a local ring whose maximal ideal 
m(R) is m(R) = m(R,) @ m(R,) CI3 m(R,) . 
Let R” = R, CT3 R, CT3 R,, the integral closure of R in Q(R). 
Next we define a more general subdirect sum, consisting of a pullback within a 
pullback. Let (using the pullback notation of (14)) 
S = pbk(R, ++ k ft R2) (19) 
and 
R = pbk(S + VW Rx) (20) 
where all of the homomorphisms in (19) and (20) are ring homomorphisms. Such 
a ring R is called a quasi-triad on R, @ R, ‘63 R,. If, in addition, 
and 
each R, is a DVR, k is a field, (21) 
WS+V)= S.(p,, p2> where each R,p, = at(R,) , (22) 
then we call R a special quasi-triad. 
Again R” = R, 03 R, @R, is the integral closure of R in Q(R). 
Note that R and S are local rings because any pullback formed by mapping two 
local rings onto a nonzero ring is again a local ring. Moreover, V is necessarily an 
artinian valuation ring of length 2, as we show in Remark 3.3(i). 
A more symmetric, but less constructive characterization of special quasi-triads 
is given in Proposition 3.6. It follows immediately from this symmetry that any 
two of the coordinate rings of R can be chosen for R, and R,. (The field k 
remains the same in any of these three views of R, because it is the residue field of 
R. But the isomorphism class of the ring V can change.) 
The significance of these rings is given in the main result of this section: 
3.2. Theorem. A local ring-order R is a XZ ring if and only if R is either 
(i) A Bass ring (here Q(R) is the direct sum of 1 or 2 fields); or 
(ii) A triad of DVR’s over a jield; or 
(iii) A special quasi-triad. 
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3.3. Remarks. Before beginning the proof of Theorem 3.2 we make some 
remarks to acquaint the reader with special quasi-triads. 
(i) In any special quasi-triad, V is an artinian valuation ring of length 2. To see 
this, note that the following inclusions are proper: 
s I III(S) = R,P, c13R2p2 1 S(P,, PZ) 1 W)’ . (23) 
Since m(s) /m(.S)’ . 1s a vector space of dimension 2 over the field S/m(S), we see 
that S/S( pl, p2) has composition length 2, as desired. 
(ii) Many special quasi-triads exist. (For geometric examples, see Section 4.) A 
special quasi-triad can be built whose first two coordinate rings R, and R2 are any 
DVR’s with isomorphic residue fields. 
Start with a ring S of the form (19) in which k is a field isomorphic to the given 
residue fields. Let V= S/S(p,, p2), which we have already seen is an artinian 
valuation ring of length 2. The proof is completed by a theorem of Hungerford [7] 
that states that every artinian valuation ring is a homomorphic image of some 
principal ideal domain. A suitable localization of this principal ideal domain gives 
us the needed DVR R, mapping onto V. 
3.4. Remarks. Let R be a local ring-order. Bass proved [2, Section 71 that if R 
has 1 or 2 minimal primes- equivalently: Q(R) is the direct sum of 1 or 2 
fields-then R is a ZZ ring if and only if R is a Bass ring. He also observed that, by 
Dade’s theorem [5] no local ZZ ring can have more than 3 minimal primes. 
Therefore we assume from now on that Q(R) is the direct sum of three fields, 
and we fix some notation to deal with this situation. 
3.5. Notation. Let R be a local ring-order such that Q(R) is the direct sum of 
three fields: 
Q(R) = K, CB K, CB K,, each Ki a field , (24) 
such that each projection RC of R in Ki is a DVR, and such that the three minimal 
prime ideals Pi of R satisfy 
P, + P, = m(R) whenever i # j . 
Choosing subscripts appropriately, we have P, = ker(R -+ Ki) 
(25) 
Bass proved that every _ZZ ring with three minimal primes has these properties. 
In this section, we prove the converse (Corollary 3.11). We begin with: 
3.6. Proposition. A ring R is as described in Notation 3.5 if and only if R is either a 
triad of three DVR’s over a field, or a special quasi-triad. 
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Proof. Let the ring R be as described in Notation 3.5. Then R is a subdirect sum 
of R, @R, Q3 R,. Let S be the projection of R in R, G3 R,. Then by Lemma 2.2, S 
has a pullback structure of the form (for some ring k) 
S=pbk(R,+kct R2). (26) 
Since R is a subdirect sum of S @ R,, a second use of Lemma 2.2 gives us a 
pullback structure for R (for some ring V): 
R=pbk(S+VctR3). (27) 
We claim that k is a field. Since coordinate projection R-S is a surjection, 
Diamond Lemma 2.3 shows that 
ker(R+k[viaS])=ker(R-+R,)@ker(R-+R,)=P,@P, 
which, by (25), equals m(R). Since R/m(R) is a field, the claim is proved. 
Next we determine H = ker(S+ V). 
First we claim that the projection H, of H in Ri (i = 1,2) equals m(R,). By the 
definition of ‘pullback’, (H, 0) = ker(R * R3) = P,. So (H, 0) + P, = m(R) by 
(25). Projecting this last equation to R,, and remembering that coordinate 1 of P, 
equals zero, now proves the claim. 
Thus H is a subdirect sum of m(R,)@m(R,). Applying Lemmas 2.2 and 2.4, 
we see that H is a pullback of the form 
H = pbk(m(R, ) + fi ++ m(R,)) (28) 
for some k-module fi. Since the maps in (28) are R,-linear and k is a field, there 
are only two possibilities for fi: zero or k itself. 
Case 1. B = k. Then H contains an element of the form ( p, , p2), where p, is a 
generator of m(R,). It follows that 
H = S. (p,, pz) + (ar(R,)*, WM2) . (29) 
The radical of the local ring S equals ker(S-+ k) = (m(R,), m(R,)), so the last 
term in (29) equals (rad S) . H. Thus, by Nakayama’s lemma, the last term in (29) 
can be omitted. This completes the proof that, in Case 1, R is a special 
quasi-triad. (See (22).) 
Case 2. fi=O. In this case, (28) states H = m(R,) @ nr(R,). Applying 
Diamond Lemma 2.3 to the pullback in (26) now shows 
ker(S+ k) = ker(S+ R,) + ker(S+ R2) 
=m(R,)@m(R,)= H=ker(S+V). 
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Thus V is a field, and we can identify the surjections S-+ k and S* V. Thus, in 
this case, S is a triad. 
Conversely, it is obvious that every triad is as described in Notation 3.5. So let 
R be a special quasi-triad. The only nontrivial fact to be proved is statement (25). 
So let x = (x1, x2, x3) Em(R). It follows easily from the definition of R in 
Definitions 3.1 that each xi E m(R,). Since k is a field, it follows from (19) that 
(x,, 0) E S. Hence, by (20), R has an element of the form y = (x1, 0, y3). Then 
the relation x = (x - y) + y shows that m(R) = P, + P2. 
Next note that (22) mentions a homomorphism of S onto V whose kernel does 
not contain the element ( pl, 0) of S. Since S is local and V is an artinian valuation 
ring of length 2, by Remark 3.3(i), it follows that the image of the ideal S. ( pl, 0) 
in V is m(V). In particular, some element (b, p,, 0) of S has the same image in V 
as the third coordinate x3 of our arbitrary element of m(R). Therefore y = 
(b,p,, 0, x3) E R. Then the relation x = y + (x - y) shows that m(R) = P, + P,. 
Similarly we show that m(R) = P, + P,. 0 
The next result, of some interest in its own right, was also stated in [9]. 
3.7. Proposition. Let R be the special quasi-triad in Definition 3.1, and let 
R” = R, @ R, CB R,. Then there is a unique minimal subring T such that R C T C R” 
(proper inclusions). This ring T is a triad of the three DVR’s R, over their common 
residue field k. (We call T the associated triad of R.) Moreover, TIR is a simple 
R-module. 
Proof. Given a special quasi-triad R as in (19)-(22), note that there is a natural 
mapf, from each R, onto k: for i = 1 or 2, we mean the map in (19). For i = 3, we 
define 
f3(r3)=fi(r1)=f2(r2) where (r1,r2,r3)ER. (30) 
To see that this map f3 is well defined, note that, since R is local, its maximal ideal 
ker(R + R, -+ k) contains ker(R --$ R3). So the map from R to k factors through 
R, as claimed. 
We now define T to be the ring 
(31) 
Note that T is a ring containing R. The inclusion is actually proper since, in the 
notation of (22), the element (p,, 0,O) belongs to T but not to R. 
Now let X be any ring such that R C XC R”. In proving that T C X, we can 
replace X by any smaller ring that properly contains R. 
First consider the case that the projection of X in R, @ R, equals the projection 
S of R in R, CB R,. Then, by Lemma 2.2, X has a pullback structure of the form 
X = pbk(S + Wtt R,), as shown in the top ‘row’ of the following diagram. 
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(32) 
The middle row of the diagram shows the pullback that determines R. Since 
R&X, Inclusion Lemma 2.5 shows that there is a map a making the top two 
triangles commute. Since the inclusion is proper and (Y is a surjection (by 
commutativity), ker a # 0. Since V is an artinian valuation ring of length 2 
(Remark 3.3(i)), we therefore have ker cy > m(V). Replacing X by a possibly 
smaller subring, we can assume ker (Y = m(V). 
The bottom row of (32) shows the pullback that defines T. Since R C T, there is 
a map /3 making the bottom two triangles commute. Since (Y and p are surjections 
with the same kernel, there is an isomorphism y : k+ W such that -yp = (Y. We 
can think of y as a map from the bottom row to the top row of (32) that shows 
T 2 X, as desired. (Actually, equality holds after all of our reductions.) 
Finally, we consider the case that the projection X,, of X in R, @R, properly 
contains the projection S of R. Since R is a special quasi-triad, S has the pullback 
description (19). Since k is a field and the inclusion S C X,, is proper, the 
Inclusion Lemma shows that we obtain the pullback description of X,, by 
replacing k by its only proper homomorphic image, 0, in the previous pullback. In 
other words, Xl2 = R,@R,. Now X has the form 
X=pbk(R,@R,++Y++R,). (33) 
Since R, is a valuation ring, the ideals of Y are totally ordered by inclusion. Since 
the homomorphism of X,, onto Y is a ring homomorphism, one of the summands 
R, or R, must map onto zero. Say R, maps onto zero, hence R, maps onto Y. The 
element ( pl, p2, 0)) in the notation of (22)) belongs to R, therefore to X. Hence 
p, belongs to the kernel of the map R, ++ Y in (33). It follows that this kernel 
contains m(R,), so that Y can be replaced by k in (33) (but not by zero, because 
we would then have X = R”). The kernel of any ring homomorphism of Ri onto k 
must be nt(Ri). We can therefore take the map of R, onto k in (33) to be any 
surjection we wish, and we can then take the map of R, onto k to be any 
surjection we wish, followed by an appropriate automorphism of k. The surjec- 
tions we choose are the surjections fi and f3 used in (30). Since R C X, the 
automorphism must be the identity, and this shows that T C X, as desired. q 
The next two results relate the rings of Notation 3.5 to Gorenstein rings, and 
prepare for the proof, in Theorem 3.10 and Corollary 3.11, that these rings are 
XI. 
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3.8. Proposition (Wiegand). Let R be the triad in (18). Then 
(i) Length .(R”IR) = 2; 
(ii) m(R) requires 3 generators, and R is not a Gorenstein ring; 
(iii) The conductor (R : R”) equals m(R). 
Proof. (iii) is obvious. For (i), note that [R”lnt(R)]/[R/m(R)] is a 2-dimensional 
vector space over k. Similar reasoning establishes the assertion, in (ii), that m(R) 
requires 3 generators. Since .(RIR) and .(RI(R: R)) have different composition 
lengths, R is not Gorenstein [2, 6.51. 0 
3.9. Proposition (Wiegand). Let R be the special quasi-triad in Definitions 3.1. 
Then 
(i) Length .(R”IR) = 3, and each minimal prime ideal of R is principal; 
(ii) m(R) requires 2 gen_erators, and R is a Gorenstein ring; 
(iii) The conductor (R: R) equals lit(R)‘. 
Proof. (i). Let T be the associated triad of R, defined in Proposition 3.7, and let 
M be any T-module of finite length. Then M is also an R-module and, since R and 
T both have the same simple module (namely k), length KM = length 7.M. The 
first assertion of (i) follows by noting that length .(R”/T) = 2 (Proposition 3.8), 
and length .(TIR) = 1 (Proposition 3.7). 
For the second assertion of (i), let H = S. (p, , pz) be the principal ideal of S 
defined in (22). Then (H, 0) 1s a principal ideal of R, and equals the minimal 
prime P, = ker(R+ R3). To see that P, and P2 are also principal, merely 
renumber the coordinate rings Ri of R. This is possible by the symmetry in our 
characterization (Proposition 3.6) of special quasi-triads: rings of the type de- 
scribed in Notation 3.5 that are not triads. 
(ii) Since nt(R) = P, + Pz and each Pi is principal, nt(R) is 2-generated. In 
particular, R is Gorenstein by [2,6.4]. Moreover, m(R) is not l-generated 
because R is neither a DVR nor a field. 
(iii) Since (R: R”) is an ideal of l? = @ R, we have 
(R : i) = @, nt(R,)e(i) 
where each e(i) is the smallest exponent 2 0 such that IZI(R,)~(‘) c R. It therefore 
follows from Definitions 3.1 and Remark 3.3(i) that each e(i) equals 2. 
Sin_ce the projection of m(R) in each R, equals in(R,), we now see that 
(R : R) > m(R)‘. For the opposite inclusion, first note that the projection of P, in 
R, equals nt(R, ), because m(R) = P, + P2 and the projection of P, in R, equals 
zero. Similarly, the projection of P3 in R, equals m(R,). Hence 
m(R)’ = (P, + Pz)(P, + P3) 1 P2P3 = m(R,)* 
SO XI(R)’ > @, nt(R,)’ = (R : k), as desired. q 
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3.10. Theorem Every special quasi-triad is a .ZI ring. 
Proof. Let A4 be a nonzero lattice over our special quasi-triad R. Since R is 
Gorenstein (Proposition 3.9), every finitely generated R-lattice is reflexive [2, 
6.21. Moreover, a reflexive module over any ring-order R is the direct sum of a 
projective R-module and a module over some larger ring R’ between R and R”, 
the integral closure of R in Q(R) [2, 7.21. 
Therefore, by Proposition 3.7, every R-lattice is the direct sum of a free 
R-lattice and a lattice over the associated triad T of R. Since Bass proved that 
every triad of three DVR’s over a field is a .X1 ring, our proof is complete. 0 
Combining this proof with the remarks in Notation 3.5 and with Proposition 
3.6, we get the promised converse of Bass’s description (due to Wiegand): 
3.11. Corollary. A local ring-order R with exactly three minimal primes is a ZI 
ring if and only if each residue ring RIP modulo a minimal prime is a DVR and the 
maximal ideal of R equals the sum of any two distinct minimal primes. !J 
4. Examples, number of generators 
4.1. Example. For each positive integer n we construct a locally XZ ring R with a 
‘very large’ indecomposable lattice M. In more detail: 
A! is not contained in any free R-module of rank < 2’ because 
for some minimal prime P, M, is R,-free of rank 2”. 
(34) 
This shows that locally ZZ rings can be quite far from globally XZ. Moreover, the 
R that we construct is of finite representation type. In fact, R is semilocal, and for 
each maximal ideal m, R,, is a triad of three DVR’s over a field. It follows that 
each R,, has exactly eight indecomposable lattices [2, p. 231. Since R is semilocal, 
it has finite representation type by the proof of Jones’s Theorem [4, (33.2)]. 
To keep the notation simple, we explicitly do the case n = 2 (rank 4), and then 
comment on the modifications necessary for the general case. We begin by 
drawing the graph of spec R, in (35). Ignore the numbers at the top and bottom 
of the diagram, for now, and note that each maximal ideal is a triple point. (See 
Section 1 for definitions.) 
(123) (24+34) 
ml *2 
(456)’ (57+67)’ 
m3 m4 (max. ideals) 
p2 p3 p4 p5 PC P (min. primes) 
(rank: f’ 1 1 2 2 2 4; 
(35) 
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In Subsection 4.2 we actually construct a ring-order R whose prime spectrum is as 
above and such that every R, is a triad of DVR’s. Therefore R is locally .ZCr by [2, 
p. 231. 
Next we specify an R,,,-lattice for each m,, as indicated by the numbers at the 
top of (35). The notation (123) denotes (RI(P, f7 P, fl P3)),n,, (24 + 3 4) de- 
notes the direct sum of (2 4) and (3 4) (localization here is at m,), and (4 5 6)2 
denotes the direct sum of two copies of the module (4 5 6). Each of these modules 
is a lattice over the appropriate R,,, by Remark 1.3(iv). 
By Consistency Theorem 1.6, there is an R-lattice M whose localizations at the 
maximal ideals of R are the lattices described at the top of diagram (35). The 
numbers at the bottom of diagram (35) give the ranks of the free R,-modules M, 
as P ranges through the minimal primes of R. Since one of these ranks is 4, we 
have our desired example for y1= 2 provided we can show that M is indecom- 
posable. 
First note that the Krull-Schmidt theorem holds for the modules described in 
the top line of (35) because each of these modules is a direct sum of cyclic 
modules with local endomorphism rings. Next, suppose M = XCf3 Y. Then (the 
localization of) either X or Y equals zero at P,. Say X = 0 at P,. Then X = 0 at 
m, , hence X = 0 at both P2 and P3. Since the Krull-Schmidt theorem holds for 
decompositions of (2 4 + 3 4), we conclude that X = 0 at m2, hence at P4. 
Continuing in this way, we eventually see that X = 0 at every prime ideal, hence 
X itself equals zero. 
To obtain an example with maximum rank 23 = 8, add three more minimal 
primes P,, P9, P,,, and two more maximal ideals m,, m6 to (35), and also add the 
following local lattices to the top line of (35): (8 9 10)” and (8 10 + 9 10)4. This 
doubles the maximum rank of M at minimal primes, and each three additional 
minimal primes we add doubles this rank again. This completes our example. 
4.2. Construction. We construct a ring-order R whose prime spectrum is as 
shown in (35) and such that R,, is a triad of DVR’s over a field, for every 
maximal ideal m. Let D be any principal ideal domain with exactly two maximal 
ideals, and let f and g be ring homomorphisms of D onto fields, with ker f and 
ker g the maximal ideals of D. Then let R be the subring of R” = @’ D consisting 
of all elements x = (x,, . . , x,) such that 
f-(x,> =f(x*> =f(x,> 3 d%) = dx3) = 04) 3 
f-(x,> = fc4 = f(%) > d-4 = g&J = d-5) 
It is easily verified that R is the required ring. 
4.3. Geometric examples (of triads and special quasi-triads). Let A = 
k[q, . . > x,], the polynomial ring over an arbitrary field k, and let m = C,Axi, a 
maximal ideal of A. 
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For our purposes, an irreducible curve, smooth at the origin means a prime ideal 
P c m such that A,,,lP, is a DVR. 
The normal space N(P) of P at the origin means the natural image (P + m2) /m2 
of P in the k-vector space m/m*. 
The tangent space T(P) of P at the origin means the k-vector space N(P)’ = the 
set of all cp in (m/m’)* = hom,(m/m2, k) such that (p(N(P)) = 0. 
We claim that T(P) has dimension 1 (so we can refer to T(P) geometrically as 
the tangent direction). It is equivalent to show that dim(ml(P + m2)) = 1. This 
holds because m is principal modulo P, after localization at m. 
To motivate these definitions, take f E m. Then f = c i a,xi + (terms in m*) so 
we can identify m/m2 with k” by 
f + m’--+(a,, . . . , a,) = ($f/Jx,, . . . , afidx,),,, ,()) . (36) 
Thus the space N of normal vectors, at the origin, to the curve in k3 defined by 
two polynomial equations f = 0 and g = 0 is the 2-dimensional subspace of k3 
spanned by the vector (36) and its analog for g. The tangent direction at the 
origin is then the orthogonal complement N I. 
Greither commented that the ,$I problem might be related to tangent directions 
[6, p. 2691, and then Wiegand showed us the following interesting result, that 
provides many geometric examples of local SZ rings. 
4.4. Theorem (Wiegand). Keep the above notation, and let P,, P2, P3 be irreduc- 
ible curves, smooth at the origin. Let R = AI(P, n P, n P3), the coordinate ring of 
P, U P2 U P,. Then 
(i) R,,, is a CL ring if and only if T(P,), T(P,), T(P,) are three distinct 
directions (i.e. distinct 1 -dimensional spaces). 
(ii> If T(P,), W,), VP,) are three linearly independent directions (i.e. 
dim S,T(P,) = 3), then R,,, is a triad of three DVR’s over k. If they are three 
distinct, coplanar directions, then R,,, is a special quasi-triad. 
Proof. The vector space m/m2 is not changed by localization at tn. So we change 
notation, writing R, m, Pi for their localizations R,,, etc. By Corollary 3.11, R is 
XI= Pi + Pi = m when i # j. This is equivalent to asserting that N(P,) + N(P,) = 
m/m2. This, in turn, is equivalent [take annihilators in (m/m’)*] to asserting that 
T(P,) f? T(P,) = 0 when i # j . 
Thus R is CZ if and only if we have three distinct tangent directions, as claimed. 
Since R has three minimal primes, there are two situations to consider, by 
Theorem 3.2. 
Suppose R is a triad. Then m/m2 has dimension 3, by Proposition 3.8. So it 
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suffices to prove that Z;T(P,) = m/m’. By taking annihilators, this is equivalent to 
f-l iN(P,)=O. 
Writing R in the form (18) we see that the minimal primes of R are P, = 
ker(R--+ R,), and similar expressions for P, and P,. It follows immediately that 
n ,N(P,) = 0. 
Finally, suppose that R is a special quasi-triad. Then dim m/m2 = 2, by 
Proposition 3.9, so the distinct, one-dimensional spaces T(P,) must be coplanar, 
as claimed in (ii) of the theorem. 0 
4.5. Geometric examples (continued). For completeness, we list a specific instance 
of each possibility in the theorem. 
(i) R = k[x, Y, M(x, Y) n (x, 2) n ( y, z)), the coordinate ring of the 
three coordinate axes. Here we have three linearly independent tangent directions 
at (O,O,O), so R,, is a triad. 
(ii) R = k[x, y] /( (x) fl ( y) n (x - y)), the coordinate ring of three distinct, 
coplanar lines. Here we have three distinct, coplanar tangent directions at 
(0, 0, 0), so R,,, is a special quasi-triad. 
(iii) R = k[x, y]l((x) c7 (y) n (x2- y)), the coordinate ring of the coordi- 
nate axes and a parabola tangent to the x-axis. Here we have only two distinct 
tangent directions, so R,,, is not a XI ring. 
More interesting examples of triads and special quasi-triads are easily construc- 
ted by using space curves tangent to the lines in examples (i) and (ii) above. 
CZ rings occasionally occur as integral group rings. See [3]. 
4.6. Lemma. Let R be a ring that is a subdirect sum of n principal ideal rings. 
Then every ideal of R can be generated by n elements. 
Proof. The nth projection I,, of an arbitrary ideal I of R is a principal ideal of R,,. 
Since ker(Z+ I,) is an ideal in a subdirect sum of n - 1 principal ideal rings, we 
are done by induction. 0 
As mentioned several times already, every ring-order whose ideals are 2- 
generated (i.e. every Bass ring) is a XZ ring. We close the paper with the 
following observation: 
4.7. Proposition. Let R be a ring-order. If R is a 2Z ring, then every ideal of R is 
generated by 3 elements. The converse of this is false, even for local rings. 
Proof. Since R has Krull dimension 1, the 3-generator property can be checked 
locally (by the Forster-Swan Theorem). If R is a local XI ring but not a Bass ring, 
then R is a subdirect sum of three DVR’s, by Theorem 3.2. But in any such 
subdirect sum, every ideal can be generated by 3 elements (Lemma 4.6). 
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The subdirect sum R, of three DVR’s in Example 4.5(iii) shows that the 
converse is false. 0 
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