ABSTRACT
I. INTRODUCTION
Evoked potentials (EP) are electrical responses of the brain caused by external events, such as sounds, lights or electrical stimuli. The changes of latencies and amplitudes of evoked potentials from stimuli provide important information for various neurological disorders. However, evoked potentials are usually heavily buried in ongoing electroencephalogram (EEG). Even their signal to noise ratio (SNR) is less than -5 dB to -20 dB. [1] . In general, ensemble averaging method is used to extract evoked potentials from measured electrical activities of the brain. It is well-known that the ensemble averaging method requires a lot of trials to extract evoked potentials and is easy to smooth out any information under the variation of evoked potentials.
Recently, many approaches were investigated to extract evoked potentials. One of these is adaptive filtering techniques [2] - [10] . This technique is simple to design and is different from Wiener filter and Kalman filter on that it need not priori statistic knowledge of interesting signals and noises [2] . Adaptive filtering technique for extracting evoked potentials was first implemented by Thakor in 1987 [3] . For adaptive filtering techniques, providing a suitable reference signal is important. However, in practice, it is difficult for extracting evoked potentials because the measurement of correlated EEG noises is hard. Therefore, several structures with different sources of reference signals were proposed [4] - [8] . Vaz and Thakor proposed the use of a finite number of sine and cosine waves as reference signals to estimate models of evoked potentials in time domain [4] . Laguna et al used a unit impulse sequence synchronized with the beginning of each recurrence as reference signals [5] . Madhavan employed adaptive line enhancement (ALE) which uses the delay version of desired signals as reference signals, to extract evoked potentials [6] . Since the structure of adaptive line enhancement is effective for signal enhancement of single channel, it can solve the issue of reference signals for evoked potentials. Svensson employed an exponential averager as a prefilter which can enhance SNR of both desired and reference signals obtained from realistic evoked potentials [7] . Their results presented that the performance of adaptive line enhancement can be significantly improved by using exponential averagers.
In general, least-mean-square algorithm (LMS) is widely used for adapting weights in adaptive filters. This is simple to implement and does not need to measure the pertinent correlation functions [2] . However, it is well-known that its performance is sensitive to the eigenvalue spread of the autocorrelation matrix of reference signals and step-sizes. It is difficult to set a suitable step-size because properties of observed evoked potentials vary from subject to subject in clinical environment.
In this study, genetic algorithm (GA) [11] - [15] was employed to solve the issue of step-sizes. A functional link network (FLN) with an exponential averager was used as the major filter for evoked potentials. The structure of functional link network was proposed by Pao in 1989 [16] . It has a similar structure to the three-layer multilayer perceptron, except functional expansion units are used in the hidden layer. It can approximate any continuous nonlinear functions if they are fed with adequate functional expansion units in the hidden layer [17] . The genetic algorithm was used to adapt weights. The genetic algorithm provides a parallel search technique which uses the principles of genetics and evolution to perform a directed random search from a population of controllers to select the best to implement at a specific sampling time period. Therefore, it is applicable for solving eigenvalue disparity and local minimum issues via its property of global optimization in control and signal processing area. The remainder of this paper is organized as follows. Section II illustrates the application of an adaptive line enhancement for extracting evoked potentials and the basic scheme of functional link networks. And the implementation of the genetic algorithm is introduced. Results and discussion are presented in Section III. In section IV, conclusions are drawn.
METHOD A. Adaptive Line Enhancement for Extracting Evoked Potentials
The basic scheme of an adaptive line enhancement for extracting evoked potentials is shown in Fig. 1 [7] . It contains two parts: one is the exponential averager, and the other is the major filter.
The exponential averager is used to enhance the SNR of measured evoked potentials before adaptive filtering. Under the assumption of non-stationary evoked potentials, the exponential averager has the ability of rapidly tracking of changes in the evoked potentials [7] . The exponential averager can be treated as an ensemble according to where d (i;n) and EP (i;n) respectively denote the ith trials of desired inputs in adaptive line enhancement and measured evoked potentials at iteration n. Here, , (0< <1) is a forgetting factor. This parameter is set to 0.8 in this study. Therefore, the variation of measured evoked potentials can be reflected in the desired input after less than 5 trials.
The adaptive line enhancement derived by Widrow et al is used to detect a period-like signal buried in a board-band noise background [2] . It contains two inputs: the desired input and the reference input. In adaptive line enhancement, the reference signal r (i;n) is highly related to the signal of interest but not necessary same as it. In general, the delayed version of the desired input is used as the reference signal. Consider the following signal model, where s(n) and v(i;n) respectively denote the evoked potential of interest and additive uncorrelated noises of i th trial at iteration n. Therefore, the reference signal can be expressed by Here, the delay is named the prediction depth of adaptive signal enhancement. The prediction depth is selected to be capable to remove the correlation of the noises in desired and reference signal. Therefore, in practice, we choose the value which approaches the stimulus cycle as the prediction depth. The adaptive line enhancement can be treated as a noise-free model, i.e., the estimate s(n) of s(n) can be obtained by the output y(n) of the major filter. In this study, a functional link network and an adaptive line enhancement were used as the major filters.
B. Adaptive Line Enhancement with Normalized Least-Mean-Square Algorithm
For a M-tap adaptive line enhancement, its output can be expressed by
where denotes the weight vector in adaptive line enhancement. Here, is the vector of reference signals. The weight vector then can be adapted by normalized least mean square algorithm (NLMS). The criterion for adapting weight in this algorithm is defined as the mean square prior estimation error e(i;n) between desired signals and filtered outputs.
In order to minimize this criterion , gradient descent technique is employed to adapt the filter weights. From equation (4), the gradient of this criterion is given by Then the adaptation formula in NLMS can be expressed by
Here is a small constant and is the step-size for NLMS algorithm. The step-size is necessary to obey the sufficient condition 0 < < 2 .
C. Functional Link Networks
The basic idea behind a functional link network is the use of functional links. These functional links generate nonlinear transformations of the original input space before they are fed to the network which constructs the output layer. This basic scheme of FLN is shown in Fig. 2 . Structurally a FLN can be broken down into two mappings. The first mapping has input nodes as its inputs and the functional expansion units as outputs. The weights between input nodes and functional expansion units are randomly set. This can impose a topological structure on the input space [16] .
Therefore, this mapping is fixed and nonlinear. The second mapping uses the outputs of functional expansion units as its inputs, and its output is a linear sum of functional expansion units. The second mapping is adaptive. Here, sigmoidal functions sigm ( ) is employed as the basis function of the functional expansion units in FLN [16] and it is given by where, the parameter decides the slope of sigmoidal functions.
For a FLN with N 0 input nodes and N 1 functional
(8)
expansion units, its output can be calculated by where and are respectively the weights connecting j-th functional expansion unit with the output node and that connecting i-th input node with jth functional expansion unit. Here, is randomly set.
j (n) denotes j-th functional expansion unit. The weighted vector can be also adapted by using NLMS, i.e.
where is the vector of functional expansion units.
D. Genetic Algorithm for Functional Link Networks
The genetic algorithm in this study is developed from normalization NLMS algorithm. It differs from NLMS algorithm in that the generation and evaluation of its step-size are invoked regularly every period of T. The fittest one that provides the optimal performance over an evaluation period is kept and used for the next stage. The basic scheme of genetic algorithm is illustrated in Fig. 3 . It mainly consists of three parts: population of filters, fitness evaluation, and the selection and reproduction of step-sizes.
Before population of filters, the reproduction of step-sizes is first occurred at the beginning of the kth interval of evolution. Let k-1,opt be the optimal stepsize in the (k-1)th interval of evolution. Several offspring of the step-size k-1,opt are generated by randomly increasing and decreasing k-1,opt . Here, we use random perturbation function [13] as the generating function described as where R is the number of offspring, A is a positive integer related to the perturbation of new generated step-sizes, and i ,1<i ≤R , are random numbers distributed over [0,1]. These step-sizes also must fit the convergent condition 0< k,i ≤ 2 .
For population of filters, several new filters were formed by using the generated step-sizes. where y k,j (n), w 1 k,j (n) and e k,j (i;n) respectively denote the filtered output, weight vector and priori estimation error at iteration n.
In order to calculate criterion for fitness evaluation, the posteriori estimation error k,j (i;n) and criteria J k,j , are defined as follows.
where is a parameter among [0,1], and Je k,j , and J k,j espectively denote estimations of the meansquared priori and posteriori error in this evolution period.
As n approaches infinity, the estimation of the excess mean-squared priori error of Je k,j , [2] can be approximated to where Je k,j ;min is the minimum mean-squared priori error and i ,1≤i≤M is the eigenvalues of correlation matrix of functional expansion units.
It is clear that Je k,j , is a monotonic decreasing function of because ( ) is a monotonic decreasing function of . From equation (13), it is straight forward that J k,j becomes smaller than Je k,j , when increases due to that is a monotonic decreasing function of . From above discussion for Je k,j , and J k,j we find that the criteria J k,j , with a larger will become smaller than that with a smaller when is large. Therefore, we let depend on the estimation of normalized mean-squared priori error. By this principle, a larger will be set to prefer a larger step-size to improve convergence rate when the priori error increases. The basic principle for adjusting parameter is expressed by where , 0< <1, is a forget factor. Here, Je k,0 and Je k,max respectively are estimates of mean-squared priori error corresponding to k,0 and the maximum step-size in the kth evolution period. Finally, the optimal step-size k,opt which provides the minimum criteria in the kth evolution period will be kept and be selected as the optimal parent step-size for next interval. Furthermore, its corresponding weight vector and filtered outputs are also kept.
RESULT AND DISCUSSION

Simulations
In order to estimate the efficiency of the proposed method for extracting evoked potentials, several simulations were carried out. The simulated trial sets with different SNR are first generated. A pattern of visual evoked potentials shown in Fig. 4 (a) was superimposed on realistic EEG multiplied by different gain to generate these trial sets. Fig. 4 (b) shows four randomly selected trials with a SNR of -10 dB. Here, each trial set contains 1000 trials and each trial has 200 points. The SNR in this study is defined by
As and An respectively denote the magnitudes of the signal of interest and noise. Fig. 5 shows results obtained by using ALE, FLN, and FLN with GA algorithm for different step-sizes with SNR equal -10 dB. The adaptive line enhancement is a 32-tap filter. The parameters of FLN are set as follows: N0 = 16, N1 = 32, =0.1. The number R of offspring of step-sizes in GA algorithm is set to 7. It clearly shows that the results obtained by ALE present heavy distortion. The result of FLN with =0.5 fits the pattern of interest, but that with other step-sizes present distortions. The results of FLN using GA algorithm can always effectively track evoked potentials. Fig. 6 shows the error curve of each method with SNR equal -10 dB. In this simulation, the step-sizes of all above methods were set to 0.5. The error curves of all above method approach the steady state after about 20 trials. The error curve of ALE is unstable.
In order to analyze the influence of the selection of step-sizes in different noise levels, the means of mean square error of each method obtained by averaging last 50 trials are investigated. Fig. 7 (a), Fig.  7 (b) and Fig. 7 (c) are respectively the means of mean square errors of each method under the SNR of -5 dB, -10 dB and -20 dB. It is clear that the performance of FLN is better than that of ALE. The FLN with GA algorithm always provides the optimum performance of FLN, and is insensitive to the selection of step-sizes. Both FLN and ALE with a smaller step-size can provide better performance when the SNR becomes poor. This can be explained from equation (8) . The adaptation formula for weights is directly influenced by the error between the desired signal and filtered output, the selection of step-size, and the reference signals. When the SNR becomes poorer, variation of the error between desired signals and filtered output, and reference signals will become acute. Therefore, the steady state performance of each method with a large step-size under a poor SNR will present more unstable. Fig. 8 shows the optimum performance of each method in different noise levels. It clearly shows that the optimum performance of FLN significantly is better than that of ALE. The FLN with GA algorithm always can provide the optimum performance of FLN in different noise levels and different step-sizes.
Experiment
Next, FLN with GA algorithm is applied to extract visual evoked potentials for a real human subject. A black and white checkerboard was used to evoke visual evoked potentials. Its cycle of visual stimulus is set to 1 second. This visual evoked potential response was sampled at 500 Hz. A total of 1000 trials of visual evoked potentials were recorded. Each trial of the measured data set contains 500 points. This subject was drawn from a male subject of 23 years of age. The parameters of FLN with GA algorithm were set to N0 = 16, N1 = 32, =0.1, and M = 7. Fig 9. (a) , Fig. 9 (b) and Fig. 9 (c) are respectively the randomly selected three results obtained by FLN with GA algorithm corresponding to different step-sizes of 0.5, 0.1 and 0.03. The solid line and the dotted line in the Fig. 9 respectively denote the filtered result of the proposed method and the ensemble average of 1000 real evoked potentials trials. It shows that the results of FLN with GA algorithm using different step-sizes are similar. Fig. 10 (b) and Fig. 10 (c) are respectively the variations of latencies and amplitudes of N1, P1, and N2 shown in Fig. 10 (a) . Here, Fig. 10 (a) is the evoked potentials obtained by averaging 1000 real trials. The estimation of latencies and amplitudes is based on the fitting of mean square error between estimated evoked potentials and the vicinities of peaks of the evoked potential pattern. The width of the fitting window is set to 20 points. The standard deviation of estimated latencies and amplitudes of N1, P1, and N2 obtained by FLN using GA algorithm with different step-sizes are listed in TABLE I. It clearly shows that the track of the latencies of P1 and N2 is more stable than that of N1. The variations of the amplitudes of N1, P1, and N2 are similar. The variation of estimated latencies and amplitudes obtained by FLN with GA algorithm is insensitive to the selection of step-sizes. The variations of both latencies and amplitudes of N1, P1 and N2 present stable. Results show that the proposed method can effectively estimate the real evoked potentials. 
CONCLUSION
In this study, a genetic algorithm has been employed for extracting evoked potentials. By using regular generation and evolution of step-sizes, the step-size can be rapidly adjusted to optimum. It is useful for extracting evoked potentials under different types of evoked potentials and measured environments in the clinic. From simulations, the functional link network provides superior performance over that of the conventional adaptive line enhancement. However, its performance is also directly influenced by step-sizes. Simulated results show that employing genetic algorithm on FLN can always provides the optimum performance of FLN in different noise levels. Finally, from experiments of realistic human subject, it shows the efficient of extracting visual evoked potentials. Therefore, genetic algorithm can easily solve the issue of step-sizes. It is applicable for extracting evoked potentials in the clinic. 
