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Introduction
Since the 1990s, foreign direct investment (FDI) has expanded rapidly in the UK, with the manufacturing sector becoming increasingly attractive to foreign investors. onwards and were particularly pronounced in the high R&D sectors.
Figures 1 and 2 near here
In this paper we wish to establish whether the level and volatility of the real exchange rate have had a significant influence on UK's FDI inflows from 1975 to
2001. As we discuss in section 2, theoretical models examining the impact of the exchange rate on FDI generate competing predictions, and although figure 2 would suggest that movements in the exchange rate may be an important factor in explaining UK's FDI inflows, empirical studies, the vast majority of which have concentrated on the US experience 1 , have to date failed to conclusively establish this connection.
Given the purpose of this study, our analysis is best served by data of FDI disaggregated by country of origin. We focus on the seven major investing countries in the UK, namely the USA, France, Germany, the Netherlands, Switzerland, Australia and Japan. Collectively, these countries represent 76% of all UK inward FDI in manufacturing over the sample period.
1 To the authors' knowledge, the only published study examining the determinants of inward FDI into the UK is that by Pain (1993) . However, in his analysis, the only exchange rate variable considered is the rate of change of the exchange rate. This is striking not only because foreign direct R&D investment constitutes a significant proportion (75%) of total FDI in UK manufacturing, but also because, as suggested by Blonigen (1997) , it may respond differently to changes in the exchange rate due to its high degree of asset specificity. By distinguishing between low and high R&D FDI, our modelling approach allows us to test this hypothesis and more accurately establish the validity of competing theoretical frameworks. Third, unlike most previous studies, which simply assumed weak exogeneity of all the regressors, we explicitly address the endogeneity problem by re-estimating the model using the Arellano and Bond (1991) one step generalised methods of moments (GMM) procedure while including lagged values of the time-varying regressors as additional independent variables. Finally, since there is no reason to assume that the magnitude of the response of FDI to changes in the exchange rate is the same following an increase or decrease in the value of sterling, we explicitly test for asymmetries in the investment response coefficients across appreciation and depreciation intervals. The remainder of the paper is set out as follows. Section 2 reviews the theoretical and empirical literature linking FDI to the level and volatility of the exchange rate. In section 3 the model and the data are described. Section 4 presents and discusses the empirical results while the last section draws some conclusions and points to profitable avenues for future research.
The link between FDI and exchange rates
Up until the early 1990s, the conventional view proclaimed the impossibility of any link between exchange rates and FDI. The underlying argument (Mundell, 1968) is that changes in the exchange rate cannot provide systematic cost-of-capital advantages to either foreign or domestic firms since, under perfect capital mobility, risk-adjusted expected returns on all international assets will be equalised. That is, as a currency depreciates, since the returns on that currency assets will also decline, the relative valuation of domestic versus foreign firms for those assets will remain unchanged.
Despite its logical appeal, the argument for the theoretical independence from the exchange rate of FDI decisions was challenged by Caves (1988) who examined inward investment flows into the US from several countries and found that the strength of a country's currency relative to the US dollar was an important explanatory variable for that country's direct investment into the US. To rationalise the apparent contradiction between traditional theory and evidence, various hypotheses have emerged to shed light on the relationship between FDI and both the level and volatility of the exchange rate.
The first model is due to Froot and Stein (1991 financing to be more expensive than internal financing. As a result, the more net wealth the bidder can bring to such an 'information-intensive' investment, the lower will be his total cost of capital. As explained by Froot and Stein (1991, p.1194) were not robust for sub-samples within their original sample, and that when the latter was extended to 1991, the exchange rate coefficient turned out to be insignificant.
An alternative explanation for the link between the exchange rate and FDI has been advanced by Blonigen (1997) . He postulated that exchange rate movements 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 Contrary to the models by Froot and Stein (1991) and Blonigen (1997) both of which, albeit through different channels, predict a negative relationship between the exchange rate level and inward FDI, Campa (1993) postulated a positive relationship arguing that an appreciation of the host country's currency will increase investment into the host country since the expectation of future profits is higher.
Campa (1993) also estimated the effect that exchange rate volatility and industryspecific sunk costs have on entry by foreign firms. Using a measure of FDI based on the number of foreign entries in 61 US wholesale industries over the period 1981 to 1987, he found volatility to be negatively correlated with the number of events of entry, and that this effect is stronger in industries where sunk costs are relatively high. Other studies on the impact of exchange rate volatility on international investment flows (Cushman, 1985 and Dixit, 1989; Bailey and Tavlas, 1991; Sercu and Vanhulle, 1992; Goldberg and Kolstad, 1995; Sung and Lapan, 2000) have produced mixed results, with positive or negative effects being found depending on the assumptions employed in relation to the risk preferences of foreign investors, cost reversibilities and the timing of entry and production decisions. In summary, just like the case of the level of the exchange rate, the question of the impact of exchange rate uncertainty on FDI flows remains unresolved.
Model and data
In addition to the real exchange rate and exchange rate volatility, the literature has suggested a number of other FDI determinants. Also the impact of some of these variables is theoretically ambiguous, thus leaving to the empirical results the task of establishing the sign and significance of prevailing effects. Drawing from output and market size hypotheses, economic growth of the host country deserves a 'place of honour' in the baseline FDI equation. According to these hypotheses growth is expected to encourage greater supply of FDI since it generates an expanding market for the producer's goods. Several empirical studies find such a positive relationship, including Billington (1999) published in this journal.
The inclusion of the relative cost of labour and capital too is standard in FDI regressions since it provides a comparison of costs of production between domestic and foreign economies. The higher the cost of labour at home vs. that of the host country, the greater the incentive to invest and produce in the host country. However, it should be noted that the significance of relative labour costs is expected to be greater in the case of FDI flows from developed to developing countries, particularly Aliber (1970) , it is expected that the higher the cost of borrowing in the host country relative to that of the country of origin of the investment, the greater the ability of foreign firms to compete in the host market and thus the greater the incentive to invest there (see also Grosse and Trevino, 1996) .
In his survey of the empirical literature on FDI, Chakrabarti (2001) manufacturing but a weak negative link in the electronic sector, suggesting that the relationship may vary across industries. Moreover, as noted by Sun et al. (2002) , the degree of openness can also have a negative impact on FDI due to greater competition, making the prevailing net effect an empirical question.
The emergence of gravity models has made geographic distance a popular regressor in equations aimed at explaining the direction of both trade and FDI flows.
The greater is the proximity between two countries, the more they are expected to trade. But as proximity decreases, the greater is the incentive to set up production facilities in the target market since the transportation costs to be incurred via exporting would be higher (Krugman, 1991) . On the other hand, geographic distance has also been used as a proxy for informational frictions (Grosse and Trevino, 1996) .
According to this view, distance may have a negative effect on inward FDI because of the greater costs of obtaining information about the host country and of managing production plants located overseas.
The literature also points to psychic distance as a potential determinant of FDI (see Kogut and Singh, 1988) . The concept is usually operationalised in terms of uncertainty about would-be-host markets due to differences in culture, language and levels of education. Since geographic distance may not necessarily reflect psychic distance, we control for the latter by including a dummy variable that takes the value of one if the country of origin is English speaking, and the value of zero otherwise.
Recent literature also emphasises the role of agglomeration economies (see Head et al., 1995) . In order to capture agglomeration effects we include the one-year lagged FDI flows as a regressor. Following Campos and Kinoshita (2003), this choice of proxy for the geographic clustering of economic activities is justified by the fact that if the potential for positive externalities stemming from technological spillover effects enters the investors' location decision, we expect the level of FDI at period t-1 to be a good predictor of the level of FDI at period t.
We also control for the effect of stock market growth in the host economy.
Stock market growth could affect FDI in a number of ways. For example, increased stock market growth could discourage inward FDI, through a higher initial cost of purchase, or could induce FDI, since higher share prices could be taken as an indication of higher profitability levels in the host market.
Drawing from the variables outlined above, our panel regression model is specified as follows (lower case letters denote the use of natural logarithms): while the sign of 2, 4 , 5 , 7 and 10 is theoretically ambiguous.
Equation (1) Where the exchange rate is defined as the price of pounds sterling in terms of units of foreign currency. 3 This allowed us to establish the presence of any country-specific effects. Variations between countries are modelled using dummies. We also estimated (1) using a random-effects technique, which treats country-specific effects as random variables. We found the results of the fixedeffects procedure to be superior in that it produced an estimated model with higher R 2 and no serial correlation. 
Where re t is the real exchange rate and t is the stochastic term. The value of p is set to ensure that the estimated residuals are free from serial correlation. An annual measure is constructed as the sum of the monthly values of h t for each year.
Estimation Results
Editorial Office, Dept of Economics, Warwick University, Coventry CV4 7AL, UK Before proceeding with the estimation of (1) we investigated the integration properties of the series. Panel unit root tests (Im et al., 2003) were undertaken for all the time dependent variables except trade openness, stock market growth and economic growth, for which standard ADF tests were estimated.
For the panel unit root test an ADF model was constructed using the T observations for the n series relating to the individual countries:
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(3) was estimated including just an intercept (a i0 ) and an intercept and deterministic trend (t). The t-statistic was used to test the null hypothesis a i1 =0. The panel unit root test is the average of the individual t-statistics from the n series:
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The t statistic is compared to the critical values generated by Im et al. (2003) The results from estimating (1) for inward FDI flows are reported in Table 2 .
Separate estimates are produced for total manufacturing, high and low R&D sectors. 
Tables 2 and 3 near here
Given the purpose of this study, our interest inevitably centres upon the impact of the exchange rate variables. The real exchange rate is found to have a positive and significant influence for all three cases. This suggests that a rise in the cost of pounds sterling in foreign currency terms increases the level of inward FDI flows. At the same time the foreign currency value of the returns from this investment will increase. For total manufacturing and the high R&D sectors, a 10% appreciation of sterling leads, on average, to a 2.48% and 2.52% increase in inward FDI activity respectively, whereas for the low R&D sectors a 3.47% increase is predicted. This result is at odds with the prediction of the models by Froot and Stein (1991) and Blonigen (1997) but is broadly consistent with the findings of Campa (1993) for the USA. The only study that has previously looked at the determinants of UK inward FDI (Pain, 1993) found a negative real exchange rate effect. Given that differences in the definition of the variables, methodology employed and sample period used make a direct comparison with previous findings difficult, we tried to rationalise the puzzling finding of a positive relationship between FDI inflows and the real exchange rate by means of a detailed analysis of the stylized facts discernible from With respect to exchange rate volatility, a significant and negative effect is found in all three cases, though it appears to be particularly pronounced for investments in the high R&D sectors where non-recoverable entry, maintenance and exit costs are likely to be greater. We interpret this result as one lending further support to the theoretical argument and findings presented by Campa (1993).
However, while the FDI measure adopted by Campa was exclusively based on events of foreign entry (into the US), by analysing FDI flows, our evidence extends the validity of the argument to dis-investment (exit) activity resulting from increased exchange rate volatility.
In terms of the other regressors, as expected, the agglomeration economies coefficients are found to be positive and significant for FDI flows in total manufacturing and in high R&D sectors. This result is consistent with evidence found for other countries such as Italy (see Bronzini, 2004 ) and the US (see Head et al., 1995 Driffield and Love, 2003) .
Geographic distance appears to play a positive and significant role in the determination of UK inward FDI flows. On average, those firms located in countries farthest away from the UK tend to invest more heavily. Not surprisingly the magnitude of this effect is greatest for the low R&D sectors, which are characterized by more bulky goods likely to increase transportation costs. As argued by Görg and
Strobl (2000), sectors identified as high-tech, are sectors which produce goods with a high value-to-weight ratio and the production of those 'weightless goods' is more easily transferable internationally than the production of bulky, low-tech goods. The language coefficient is also positive and significant, confirming that cultural proximity induces higher FDI inflows. Görg and Wakelin (2002) report a similar effect of the language variable on US FDI.
Consistent with previous empirical findings (Culem, 1988; Billington, 1999) , the estimates for economic growth are found to be significant and positive, though in each of the cases considered the size of the effect is rather small. Trade openness and real wage differentials are found to have no significant impact on FDI flows. Wage rate differentials are not particularly strong across the countries included in our sample. While they may be important for FDI in developing countries, they are less relevant in the case of more advanced industrialised economies.
In line with prior expectations, the real interest rate differential coefficient is found to be negative and significant for total FDI and FDI in the high R&D sectors, suggesting that a higher real cost of capital in the source economy relative to the UK induces a lower level of inward investment. This result is consistent with the fact low R&D sectors (from 1995 to 2001 high R&D FDI increased by 43%, whereas low R&D FDI In examining the impact of exchange rate levels on sectoral investments in the US for the 1970 -1989 period, Goldberg (1993 found that the relationship between exchange rate movements and FDI had changed over time. In the light of Goldberg's (1993) results, and as a test for robustness, we, therefore, also checked for possible shifts in the size and significance of the parameters across consecutive sub-periods of our original sample (1975-1986 vs 1987-2001) 6 . Our results, not reported here to conserve space, confirm the temporal stability of the estimated coefficients reported in Table 2 , thereby indicating that the sign and significance of the relationships identified have not changed over time.
7
Still intrigued by the finding of a positive coefficient for the level of the real exchange rate and in order to ensure the reliability and consistency of our estimates, at this stage, we decided to subject our results to further empirical scrutiny with respect to two potential sources of bias. The first one stems from the fact that under fixed effects estimation, the consistency of the coefficient of the lagged dependent increased by 177%) for which a larger real exchange rate elasticity is found. 6 The decision to split the sample at 1987 was motivated by the visual inspection of Fig.1 , which suggested a possible structural break in the FDI series at that time. 7 Using dummies for each time period multiplied by the real exchange rate, we also tested for the joint significance of the dummy coefficients. As part of this re-estimation exercise, we also tested for asymmetries in the investment response coefficients across appreciation and depreciation intervals.
Indeed, while the results reported in Table 2 suggest that the real exchange rate has a significant positive impact on FDI flows into the UK, it may be possible that, if confirmed, this effect is not symmetrical. That is, the size of the increase in FDI due to a given appreciation of sterling may be different to the decline in FDI due to an equivalent depreciation of the UK pound. To test this hypothesis, an intercept dummy variable (dumre), which takes a value of one if the value of sterling has appreciated since the previous year, and the value of zero otherwise, was created. In addition to testing the dummy for appreciation, the interaction for the level of the exchange rate and the dummy was modelled using dumre×re. While the former parameter is meant to capture the asymmetry, the latter should be informative as to restrictions confirmed that the exchange rate effect was relatively constant over the sample period. 8 To implement the Arellano-Bond estimator we took the first difference of all of the variables in (1), dropping distance and common language since they are time-invariant. Since it and Y it-1 are correlated, we used lagged levels as instruments for the dependent variable and the regressors and then estimated by GMM. The validity of the instruments was assessed using the Sargan's test for over-identifying restrictions (Sargan, 1958) . The unbiasedness of the estimates was addressed by testing for serial correlation up to 2 nd order. The results from this exercise are found in Table 4 , which compares fixed effects estimates of the revised model with those obtained from the GMM procedure.
Although we view the latter as the most appropriate set of results (the Sargan test
indicates that we cannot reject the validity of the over-identifying restrictions and the AR test confirms the absence of serial correlation up to 2 nd order), by and large the GMM estimates corroborate those obtained from fixed effects estimation. The most notable exception relates to the exchange rate variable re t , the impact of which is found to be statistically insignificant for total FDI as well as high and low R&D sectors. Contrary to the results reported in Table 2 , the corrective estimation procedure also reveals a significant negative coefficient for trade openness, of large magnitude. With respect to potential asymmetric effects, the GMM estimation results
show that each of the dummy coefficients (dumre and dumre×re) is not statistically significant.
Conclusions
This paper aimed to establish the impact of the level and volatility of the exchange rate on UK inward FDI during the period 1975-2001. In addition to exchange rate variables, our pooled regression model allowed us to control for several FDI determinants identified in previous literature, including features of the country of origin and the sector of destination of the investment.
We found strong evidence of a negative and significant relationship between real exchange rate volatility and FDI inflows. These results prove robust to tests for 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60   F  o  r  P  e  e  r  R  e  v  i  e  w   19 parameter stability, to tests for asymmetries in the investment response coefficients across appreciation and depreciation intervals and to re-estimation by the ArellanoBond GMM corrective procedure. Our results also show that, after controlling for endogeneity problems, the real exchange rate appears to have no statistically significant influence on UK inward FDI.
Notwithstanding the value of the findings uncovered by this study, three caveats should be borne in mind when interpreting our results. First, despite our efforts to control for all the main variables identified in the literature as potential determinants of FDI, it should be acknowledged that our results may still be driven by some omitted factor that is correlated with the exchange rate. Second, we have only examined the impact of exchange rates on inward FDI to the UK. Yet, as suggested by Görg and Wakelin (2002) , it may be useful to consider both inward and outward investment, even simply as a test for consistency. Third, although our best proxy for exchange rate uncertainty models expected volatility in a series conditional on past behaviour, it should be recognised that, as with any other volatility measure, our proxy is based on assumptions of how memory and foresight inform agents'
expectations. Whether survey data on the investors' actual forecasts would alter the estimated measure of exchange rate volatility is yet to be established. These caveats provide a stimulating agenda for further analysis.
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