Abstract-In this letter, we propose a new ordered decoding scheme for a product code for mobile data communications. The ordered decoding scheme determines the order of decoding for both row and column component codewords according to the probability of decoding the component codeword correctly. Component codewords are decoded independently. To randomize burst errors in both row and column codewords, a diagonal interleaving scheme is used for code symbols in the codeword. It is shown that the ordered decoding scheme combined with diagonal interleaving improves the performance of a product code with reasonably long code length for mobile data communications.
I. INTRODUCTION
A MOBILE communication channel suffers from noise and fading due to multipath propagation. Fading causes burst errors in transmitted data. Error correcting codes are used to improve error performance in a mobile data communication. However, a burst error causes decoding errors. Interleaving is used to make burst errors into random errors which can be corrected by error correcting codes. The performance of error correcting codes is improved for a fading channel by utilizing channel state information (CSI) in the decoding algorithm [1] .
The concept of product codes is a good way to obtain long and powerful codes by using simple component codes [2] . The more powerful a code is, the more difficult it is to decode. By the way, product codes can be decoded by using the decoding algorithm of the component code [3] . Recently, concatenated convolutional codes known as "turbo codes" have been proposed-they use a feedback decoding rule based on soft decoding and soft decision output [4] . The feedback decoding concept is also applied to the decoding algorithm of product codes [5] . In those algorithms, CSI of the channel symbol and a posteriori probability for decoded symbols are utilized. The error performance of those codes is evaluated in a Gaussian channel. The concept of ranked decoding is proposed for maximum-likelihood sequence estimation (MLSE) in which the decoding process starts with the most reliable symbol and works toward the least reliable [6] . Error performance is evaluated for maximum likelihood demodulation of -ary orthogonal signal in a Rayleigh-fading channel.
In this letter, a product code is proposed to which a new decoding scheme is applied and with which a new interleaving is combined. Component codewords are decoded independently. The new interleaving simultaneously makes burst errors into random errors for both row and column codewords. The proposed decoding scheme determines the order of the component codewords from the probability of decoding the component codeword correctly. That is, in the proposed scheme, the ranking of component codewords is used. Therefore, it is different from the related works in which CSI of code symbols and the ranking of code symbols are used in decoding [4] - [6] .
This letter is organized as follows. Section II explains the interleaving and the decoding scheme for a product code for mobile data communication. Simulation results are given in Section III.
II. SYSTEM MODEL
The system block diagram for mobile data communication is shown in Fig. 1 . An product code is used for forward error correction (FEC). The structure of a product code is shown in Fig. 2 . Let be the code symbol in the th row and the th column. Suppose that a row is a Reed-Solomon (RS) codeword over the Galois field with error correcting capability and a column is a RS codeword over with error correcting capability To reduce the effect of burst errors, a new interleaver is used for the product code. The interleaver rearranges code symbols within a codeword of the product code to reduce the number of error symbols in a row codeword and a column codeword caused by burst errors. Suppose that The interleaver outputs the code symbol as the first symbol and outputs a code symbol as the th symbol with and being determined by Since the interleaver outputs the code symbol to the diagonal direction, the interleaver is called the diagonal interleaver from now on. The diagonal interleaver makes any two symbols in the same row become symbols apart and any two symbols in the same column become symbols apart. An -ary orthogonal signal set is used for modulation where Since the phase of a signal is not known to the demodulator due to fading in the channel, a received signal is noncoherently detected. From the outputs of square-law combiners for , the decision device chooses the largest to give an estimated code symbol
The largest output of square-law combiners indicates the signal power and the rest of outputs indicate noise and interference power. The channel state information for the estimated code symbol is given by [7] (2)
We consider three decoding algorithms: Algorithm A, B, and the proposed Algorithm C. In Algorithm A, each component codeword is decoded independently and the order of decoding for both row and column component codewords is fixed. It is known that it can correct up to about half the number of errors guaranteed by the minimum distance of a product code [3] . Algorithm B can correct up to the number of errors guaranteed by the minimum distance of a product code by adapting Forney's generalized minimum distance decoding [3] . In Algorithm C, each component codeword is decoded independently and the order of decoding for both row and column component codewords is determined according to the probability of decoding the component codeword correctly. We call Algorithm C the ordered decoding.
In the ordered decoding of a product code, the most reliable row or column codeword is decoded first to reduce the probability of decoding error, and then the second most reliable row or column codeword is decoded, and so on. The decoder takes estimated code symbols and channel state information as input. From the channel state information , the signal to noise ratio is estimated by computer simulation with which the code symbol was transmitted [7] . The error probability of a code symbol is given by
Let be the number of errors in the row. The probability that errors occur in the th row is given by (4) From (4), the probability of decoding the th row correctly is given by ( 
5)
Let be the number of errors in the th column. Then, similarly the probability of decoding the th column correctly is given by (6) In the ordered decoding scheme, the decoder decodes a row or column with the largest or first, and then decodes a row or column with the second largest or , and so on. When a row or column has decoding failure, the symbols in the row or column are left unchanged. When a decoding of a component codeword tries to change a code symbol which has been already decoded in former decoding, the corresponding component codeword is declared decoding failure. In the proposed decoding scheme, a decoding algorithm of component code is required and a computation for the ordering of component codewords is required. Although the required computation is very large, it is required once per a product codeword.
We consider the probability of decoding failure as a performance measure. Decoding failure is declared for the received word of a product codeword, if there exists a code symbol of which both row and column codewords are declared decoding failure.
III. SIMULATION RESULTS
The probability of decoding failure for a product code with the proposed decoding scheme is evaluated in a Rayleigh fading channel by computer simulation. Let be the Doppler frequency and be the transmission rate. In Fig. 3 , for a product code is shown for three decoding algorithms given in the previous Section when Hz, kb/s, and An RS (7, 3) code is used for both rows and columns. The ordered decoding algorithm (Algorithm C) has 5.5-dB gain over Algorithm A and has 1.0-dB gain over Algorithm B at
Consider a product code with row and column lengths By using the diagonal interleaver, any two symbols in the same row are 63 symbols apart and any two symbols in the same column are 62 symbols apart. Suppose an RS (63, 61) code over GF(64) is used for both rows and columns. Since both row and column codes have a minimum distance of three, the product code has a minimum distance of nine. The product code is compared with RS (63, 55) code over GF(64) with a minimum distance of nine. The code symbol alphabets both of product code and of RS code are same and the decoding algorithm for component code for product code is similar to that of the RS code. The product code has a code rate of 0.936 which is larger than 0.873 of the RS (63, 55) code. Also, consider a product code which has row and column lengths Suppose a shortened RS (32, 30) code over GF(64) is used for both rows and columns. The product code is compared with a shortened RS (32, 24) code over GF(64) with a minimum disatance of nine. The product code has code rate 0.879 which is larger than 0.750 of the RS (32, 24) code. In Fig. 4 , is shown for some codes when Hz, kb/s, and The product code has lower than that of the RS code with the same correcting capability, and a smaller code rate for both and Also, the code with achieves lower performance than that of the code with , since diagonal interleaving is more effective for codes with larger code length.
IV. CONCLUSION
In this letter, we propose a diagonal interleaving and ordered decoding scheme for a product code. The diagonal interleaving scheme is used to randomize burst errors in both row and column codewords. The ordered decoding scheme determines the order of decoding for both row and column component codewords according to the probability of decoding the component codeword correctly. Consider the case that Doppler frequency is 30 Hz, the transmission rate is 16 kb/s, eight-ary orthogonal signaling is used, and RS (7, 3) codes are used for both rows and columns. The proposed ordered decoding scheme has 5.5-dB gain over the algorithm in which each component codeword is decoded independently and the order of decoding for component codewords is fixed at the point that the probability of decoding failure is 10 Also, it has a 1.0-dB gain over the algorithm in which the number of errors guaranteed by the minimum distance of a product code is corrected by adapting Forney's generalized minimum distance decoding. The proposed product code with the ordered decoding scheme achieves a lower probability of decoding failure than that of an RS code with the same error correcting capability, and a smaller code rate in a Rayleighfading channel. This is achieved by diagonal interleaving and by the ordering of component codes. The required computation for the ordered decoding is very large, but it is required once per a product codeword.
