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Small object detection is a challenging task in the field of computer vision because the
objects are always of low resolution in the original image and can be easily affected by noise.
The state-of-the-art Faster RCNN [8] object detector has good capacity of detecting large objects
while small object detection is not one of its advantages. This thesis presents a novel object
detector Multi-Scale Sharing Faster-RCNN (MSS-FRCNN) to solve the problem of poor
detection performance of small objects by Faster RCNN. We find that upsampling the input
image can benefit the small object detection performance. So MSS-FRCNN takes two images
with different scales as input and then uses the two feature maps extracted from two images for
RoI generation independently. Finally, the model merges the two feature map for classification
and bounding box regression. We test our model with two datasets Tsinghua-Tencent 100k and
Pascal VOC 07+12. The result demonstrates that MSS-FRCNN can outperform original Faster
RCNN in small object detection.
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CHAPTER 1: Introduction to Small Object Detection
Object detection has been a research hotspot in the field on computer vision which has
important applications in intelligent video surveillance, autonomous driving technology,
computer-aided diagnosis technology and so on. The main goal of object detection includes
object localization and object classification.
With the development of deep learning pipelines, the performance of object detection
algorithms has been greatly improved. Different from the conventional object detection
algorithms which normally use the hand-crafted feature and machine learning method for
detection, the modern detection methods typically use CNN (convolution neural network) to
extract feature with deeper semantic information from the input image for detection. The modern
object detection can generally be divided into two genres, RoI based two-stage object detectors
(e.g., RCNN [6], Fast RCNN [7], Faster RCNN [8]) and Non-RoI based one-stage object
detectors (e.g., YOLO [2], SSD [3]).
Although those object detectors can achieve a great result in detecting objects which are
large in size and have clear outlines. Small object detection is still a challenging task for object
detectors. Because CNN usually downsamples the original image several times during detection,
this makes it even harder to find a rich representation of small objects in the final output feature
map.
Many new detection pipelines targeting small objects have been proposed in recent years.
Their main ideas of improving small object detection can be roughly divided into several
categories. One straightforward idea is using image pyramid for object detection.
[16][17][18][11] use input images with different scales to improve the representation of small
objects. However, image pyramid usually requires more computing resources and GPU memory
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which makes the algorithm harder to deploy. Another common practice is to use feature pyramid
rather than image pyramid for small object detection. [10][19][20][21][22][23][24] use feature
pyramid to improve the model capacity for small object detection. The advantage of feature
pyramid is that it contains feature map with different scales and semantic information. The larger
feature map is normally used for small object detection while the smaller feature map is
responsible for medium and large objects. Unlike image pyramid, feature pyramid is usually
difficult to interpret and understand. Similar to feature pyramid idea, some models
[3][25][26][30] use different scaled feature to independently detect objects with different sizes.
Normally, large scaled feature is responsible for small object and small scaled feature is
responsible of large object in the meantime. Besides these popular improvements, [31]
investigates the design of anchors, and proposes a novel anchor design mechanism to address
this problem. [27] is the first paper trying to solve the problem with GAN [28].
In this thesis paper, we propose a novel object detector MSS-FRCNN based on two
popular fundamental ideas, image pyramid and feature pyramid. In chapter 2, the paper will
introduce some conventional and modern object detectors. In chapter 3, a detail explanation of
our MSS-FRCNN will be presented. In chapter 4 and chapter 5, this paper will introduce the
dataset we used for testing our algorithm and the performance of MSS-FRCNN in small object
detection.
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CHAPTER 2: Review of Previous Research
2.1 Conventional Approaches
Before deep learning-based algorithm being proposed, the object detection task was
mostly achieved by hand-crafted feature with sliding windows. The conventional approaches
based on sliding windows usually need to generate thousands even millions of subwindows with
different location and scales in the original image. Then the models need to use hand-crafted
features to describe each subwindow and use classifiers to determine if there is an object located
in those subwindows.
However, the sliding windows-based algorithms are usually extremely time-consuming
and inefficient since most subwindows are useless. Additionally, these algorithms usually don’t
have good robustness which means with different detection tasks, different hand-crafted features
and classifiers should be applied. For example, the Viola-Jones algorithm [1] uses the Haar
feature and Adaboosting classifier for face detection while HOG [12] pedestrian detector
combines HOG [12] feature with SVM for pedestrian detection. Although we know exactly what
each step of the algorithm means, it is difficult for us to use a uniform hand-crafted feature and
classifier to complete the general object detector in cases where an image contains multiple kinds
of objects.
2.2 Deep Learning Approaches
Since Hinton used deep learning to achieve the best result in ImageNet [13] competition
in 2014, more and more people started to implement deep learning-based algorithms in computer
vision tasks, and an increasing number of new object detection algorithm was published. Since
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then, the deep learning-based object detection model could be divided into two genres: one-stage
models and two-stage models.
2.2.1 One-stage Approaches
One-stage model is characterized by the absence of region proposal phase, but directly
generate bounding box coordinates and classification result at the same time. The most famous
one-stage algorithms are YOLO [2] and SSD [3].
YOLO [2] is the first one-stage object detector. It proves that the detection task could be
converted into a regression task. It divides the whole image into S*S cells (normally 7*7). If the
center of an object falls in a cell, the cell needs to be responsible for detecting the object. The
algorithm uses a single backbone convolution neural network to convolution the image and gets
an output feature map with dimension S*S*depth. Then, it uses a fully connected layer to
directly output the object class in the corresponding cell and its bounding box coordinates. This
algorithm is straightforward and efficient. It is much faster than any two-stage algorithm and can
achieve real-time computing. However, because it uses only the last feature map, the number of
objects that this algorithm can detect is very limited, and its capacity of detecting small objects is
very poor.
SSD [3] is similar to YOLO [2] but it uses every stage of feature map output by the
backbone neural network. It also creates a default box matching mechanism during training




Unlike the one-stage algorithm, the two-stage algorithm by definition has a total of two
phases, one is to generate RoIs and the other is to classify RoIs. The most famous two-stage
algorithm is the family of RCNN including RCNN [6], Fast RCNN [7] and Faster RCNN [8].
RCNN uses selective search [9] to generate thousands of RoIs for each image, then uses
the backbone neural network to convolute each RoI to obtain the feature of corresponding RoI,
and finally uses SVM to classify those RoIs. However, because the RoIs generated by selective
search [9] has a lot of overlap, the efficiency of this algorithm is very low. Therefore, Fast
RCNN was proposed soon after RCNN.
In order to increase the efficiency of detection, Fast RCNN proposes a shared RoIs
feature method to avoid unnecessary computation. Unlike RCNN using a backbone neural
network to convolute each RoI, Fast RCNN performs backbone net convolution operation only
once for the entire image. Then, according to the coordinates of RoIs produced by the Selective
Search [9], the model extracts the feature of each RoIs from the feature map with RoI pooling.
Finally, the feature of each RoI is fed to a fully connected layer to determine the class of the RoI.
In this case, the computational cost is much lower than the old version RCNN. However,
selective search [9] still takes too much time while inferring. Therefore, Faster RCNN was
proposed layer.
Faster RCNN proves that RoI generation could also be achieved by CNN instead of
selective search [9]. It proposes a region proposal network to replace selective search [9]. The
framework of Faster RCNN is shown in figure 2.1.
The model inputs the feature extracted by the backbone neural network to the RPN and
obtain the RoIs by RPN. Then, for each RoI, the model can extract the corresponding feature
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from the feature map generated by the backbone net. After RoI pooling operation, the fixed-
shape feature is fed to two independent fully connected layers for classification and bounding
box regression, which will output the correct class and 4 bounding box regression parameters for
each proposal.
Figure 2.1. Faster RCNN framework
In order to obtain RoIs, the RPN proposes an anchor mechanism. For each location at the
feature map output by the backbone net, it is responsible for k anchor boxes with different
combinations of scales and ratios in the original image. If the overlap between an anchor box and
an object is larger than a threshold or an anchor box has the largest overlap with an object, the
anchor should be label foreground in the training phase. Later, the feature map is fed to two
separate layers, one is cls layer and the other is reg layer.
For the cls layer, it outputs a feature map which has the same height and width as the
input feature map, but the depth becomes 2k. Each value in the depth dimension represents the
background score or foreground score of each anchor.
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For the output feature map of reg layer, It has the same height and width as the input
feature map, but the depth becomes 4k since each anchor has 4 bound box regression parameters.
In the whole process, RPN and classification share the same feature map which can save
a lot of time from previous selective search [9]. And the performance of RPN turns out to be
much better than selective search [9]. The huge boost between Faster RCNN and Fast RCNN
makes Faster RCNN the most popular two-stage object detector framework nowadays.
However, Faster RCNN’s capacity for small object detection is still poor. Because it uses
only the last stage of the output feature map of the backbone net, and the spatial information of
this stage is very limited.
2.3 Small Object Detection Methods
2.3.1 SNIP
SNIP [16] proposes a detector based on image pyramid for small object detection. The
paper suggests that the small object is difficult to detect because during pretraining the backbone
net is normally trained with images with a fixed resolution. Therefore, the model can have
trouble detecting objects with different scales. This problem is called domain shift in the paper.
To minimize the effect of domain shift, the paper uses the image pyramid mechanism for training
and testing. With differently scaled input images, objects with different sizes can be roughly
unified. It means that the relatively small objects in the large input images can roughly have the
same size as the large objects in the small images. In this case, the detector does not need to deal
with objects with various scales and the domain shift problem can be solved.
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During training, the image pyramid is fed into the model, and only RoIs whose sizes are
within a certain range can be back propagated. Then during inference, the detection result from
different images are collected and combined using Soft-nms [29].
2.3.2 Feature Pyramid Network
FPN [10] proposes a detector addressing small object detection problem based on feature
pyramid. Although image pyramid is proved to be effective when dealing with small object
detection, it takes too much computing resources and GPU memory. Therefore, FPN indicates
that feature pyramid is good replacement of image pyramid. The feature pyramid does not
require additional computation, it just extracts feature output by different stages of the backbone
net, and then uses a lateral connection structure to merge the deeper feature with shallower
feature stage by stage.
Once the feature pyramid is obtained, the shallower feature with higher resolution is
responsible for small object detection while the deeper feature with lower resolution is in charge
of large objects. An inspiring fact of this paper is that the deep feature can be directly fused with
the shallow feature, so that the shallow feature can possess high resolution and better semantic
information at the same time, which can dramatically boost the small object detection
performance.
After this paper being published, a lot of papers (e.g., DSSD [21], YOLO v3 [22]) applies
the idea of feature pyramid and feature fusion to some popular object detectors and achieve
better result in small object detection tasks. The MSS-FRCNN detector introduced in chapter 3




PGAN [27] introduces a special GAN [28] for small object detection. It suggests that the
difficulty of small object detection lies in the fact that compared to the large object, the object
with low resolution can miss a part of information after its feature being extracted by the
backbone net. Therefore, the paper proposes a novel GAN [28] to supplement the part of
information missing from the small object. The experiments show that the PGAN [27] can
greatly boost the small object detection performance.
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CHAPTER 3: Multi-Scale Sharing Faster-RCNN Algorithm
In some real-world tasks, the target object could have a very small size and low
resolution. The Faster RCNN algorithm although has good performance in large object detection,
it still cannot detect small objects effectively. The main reason is the last stage feature map
usually has very large stride (e.g., Stride 16 for resnet 101 [14] backbone). It means if the object
has size 16*16 in the original image, in the last stage feature map the size of such an object will
be 1*1. Apparently, it cannot provide enough information for accurate detection.
To resolve this problem, upsampling the original image could be very useful. However,
directly upsampling the original image may damage the model’s ability to detect large objects.
Therefore, a trade-off between small object detection and large object detection could be made.
The first thought could be detecting a large image and a small image with two separate models
and then combining two detecting results. Nevertheless, two separate models will take too much
GPU memory, which makes this algorithm not practical. Therefore, this paper proposes a Multi-
Scale Sharing Faster RCNN algorithm. Figure 3.1 shows the structure of the proposed model.
Figure 3.1. Multi-Scale Sharing Faster RCNN (MSS-FRCNN) framework
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3.1 Multi-Scale Sharing Faster RCNN
The essential idea of Multi-Scale Sharing Faster RCNN is that a backbone net can be
shared among different scales of an image, and feature from different scales can be concatenated
for classification.
The model can be divided into three parts. The first part is the feature extraction layer and
RPN. The model takes a large image and a small image as input. Both images share the same
backbone net (e.g., resnet 101 [14]). After two feature maps are extracted from the backbone net,
they are fed to two separate RPNs for RoI generation. Each RPN proposes N/2 RoIs, so a total of
N RoIs can be obtained. Then the model extracts the corresponding feature from the two feature
maps according to the RoIs’ coordinates. In order to concatenate feature from two feature map,
fixed size is required, so RoI pooling is applied to each of the features.
The second part is the concatenation layer. Feature from different scaled feature maps can
contain different semantic information, so concatenating them can benefit the later classification
phase. The concatenation layer takes a feature from different scaled feature maps and
concatenate them along the depth axis, then feed them to the classification layer.
The last part is the classification layer. This layer is the same as the original classification
layer in Faster RCNN. The input feature with a fixed size is fed to two fully connected layera
and then used for classification and bounding box regression.
3.2 Concatenation
Concatenation layer is very important in the Multi-Scale Sharing Faster RCNN algorithm.
The input feature has four dimensions including the number of features (batch size), height,
width, and channels. For a single RoI, the model can extract two features from two feature maps
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according to the RoI coordinates. Then the concatenation layer concatenates these two features
along the depth dimension. However, features from different feature maps always have different
scales of value and norm. Therefore, naively concatenating tensors usually lead to poor
performance because the scale differences are too large for the following layer to adjust and tune.
The straightforward solution to this problem is to apply a normalization layer to the
tensors before concatenation. After the normalization, a scaling factor is applied to the tensor,
which can give the model more robustness and accuracy.
After the concatenation, a 1*1 convolution layer is applied to the concatenated tensor.
This step can compress the depth of the concatenated feature to the original one.
3.3 L2-Normalize
We apply L2-Normalization [15] to the tensors before concatenation. The normalization
is done within each pixel in the RoI pooled feature map tensor. After the normalization, a
learnable scaling factor is applied to each layer of the normalized tensor. The normalization
















Where the x represents the input tensor. ||x|| represents the L2 norm of the input tensor. x̂
represents the normalized tensor.  represents the learnable scaling factor. y represents the




Tsinghua-Tencent 100k [4] is a dataset containing 100k real-world street images. All the
images are extracted from Tencent Street Views which covers about 300 Chinese cities and the
road networks linking them. Images are collected by SLR cameras from vehicles or shoulder-
mounted equipment and all have the same size 2048 * 2048. All the traffic signs in the dataset
are annotated by hand.
Chinese traffic signs follow international patterns and can be divided into three categories:
warning (traffic signs with yellow background), prohibitions (traffic signs with red circle) and
mandatory (traffic signs with a blue background and white information). Figure 4.1 shows a
sample image.
Figure 4.1 Sample training image
The dataset totally has 100000 images, but only about 10000 of them contain traffic signs.
There are about 30000 traffic-signs in total.
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4.2 Pascal VOC 07 + 12
Pascal VOC (Pascal Visual Object Classes Challenge) [5] is a famous image dataset since
2005. In 2007, Pascal VOC published Pascal Visual Object Classes Challenge 2007 (aka Pascal
VOC 07). The goal of this challenge is to recognize objects from a number of visual object
classes in realistic scenes. There are twenty object classes in total, including horse, bird, person,
cat, dog, sofa, sheep, potted plant, aeroplane, motorbike, bicycle, boat, cow, bus, car, train, bottle,
chair, tv/monitor and dining table. The image data is split into two parts: 50% images for
training/validation and 50% images for testing. There are totally 9963 images containing 24640
annotated objects.
In 2012 Pascal VOC [5] published a larger dataset called Pascal VOC 12. It is usually




5.1 Experient on Tsinghua-Tencent 100k
We perform experiments on Tsinghua-Tencent 100k [4] dataset and then compare the
result with the original Faster RCNN algorithm. During training and testing, all classes with
instances less than 100 are ignored. The detection result is evaluated with the same detection
metric as for Pascal VOC [5] benchmark. We report the detection result according to the objects
size including small object (area < 32*32), medium object (32*32 < area < 96*96) and large
object (96*96 < area). The number of instances for each size is 3270, 3829 and 599 respectively.


















Table 5.1. Result of MSS-FRCNN on Tsinghua-Tencent 100k compared with
baseline Faster RCNN. (R):Recall, (A):Accuracy.
In the experiment, the small image size is 800 * 800, and the large image size is
1600*1600. To make the comparison reasonable, the baseline Faster RCNN [8] also takes
1600*1600 image as input. And yet, our algorithm can outperform the baseline Faster RCNN in
small object detection.
We set the anchor scale to be 32*32, 64*64 and 128*128. We use resnet 101 v1 [14] as
our backbone net, which is the same as baseline Faster RCNN backbone net. In the
normalization layer, the learnable scaling factor is initially 1000, and later the concatenated
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tensor is compressed to be 1024 in depth using a 1*1 convolution layer. The model is trained
with SGD (Stochastic Gradient Decent) method with the momentum of 0.9 on an Nvidia Geforce
GTX TITAN X GPU. We also use the weight decay of 0.0001. For training the RPNs, each RPN
proposes 128 RoIs for training which makes a total of 256 RoIs per batch. The model is trained
75000 iterations in total with a learning rate of 0.001.
5.2 Experient on Pascal VOC
Next, we perform the experiments on Pascal VOC 07+12. We use Pascal VOC 07
training set and Pascal VOC 12 training set for training, and use Pascal VOC 07 testing set for
testing. The result is evaluated using the detection metric of the Pascal VOC [5] benchmark. We
also report the detection result according to the object size and they are categorized in the same



















Table 5.2. Result of MSS-FRCNN on Pascal VOC 07+12 compared with baseline
Faster RCNN. (R):Recall, (A):Accuracy.
In the experiment, the shorter side of the input small image and large image are 600 and
1200 respectively and the shorter side of the input image of baseline Faster RCNN is 1200. The
anchor is set to be 128*128, 256*256 and 512*512. Resnet 101 v1 [14] is used as a backbone net
17
both in MSS-FRCNN and baseline Faster RCNN [8]. The initialization for the normalization
layer is the same as what we use for Tsinghua-Tencent 100k [4]. The model is trained 110000
iterations in total with a learning rate of 0.001.
The result of the experiment shows that the MSS-FRCNN can outperform baseline Faster
RCNN in small object detection by about 2% in AP. And the maximum recall is also 5% higher
than the baseline Faster RCNN.
5.3 Ablation Study
In Section 3.3, the thesis introduces the l2-nomalizaion used by the model. Before feature
concatenation, l2-normalization for two features from different scaled images can effectively
improve the classification accuracy of the model. In the ablation study, we compare the model
using the l2-normalization with the model without the l2-normalization to prove the necessity of
the normalization layer. We also investigate another feature fusion method other than
concatenation and compare their detection performance.
5.3.1 The Effective of Normalization
To prove the effective of normalization layer, we train a model without normalization
layer on Tsinghua-Tencent 100k dateset. Then we compare it with our MSS-FRCNN model and
baseline Faster RCNN model. The result is shown in table 5.3.
The small object detection AP of the model without normalization layer is about 1%
lower than our MSS-FRCNN model. While the maximum recall for small object is about the
same as our original model which shows normalization layer does not significantly facilitate



















Table 5.3. Result of model with and without normalization layer on Tsinghua-
Tencent 100k. (R):Recall, (A):Accuracy.
5.3.2 The Feature Fusion Methods
Besides concatenation, element-wise addition is another widely used feature fusion
method. However, element-wise addition requires two input features to have the same size. To
make the features from two different scaled images have the same size in the depth dimension,
we apply a 1*1 convolution layer before fusion layer. We train and test the element-wise
addition model on Tsinghua-Tencent 100k dataset with the same hyperparameters as the original
MSS-FRCNN model. The result of the model with element-wise addition is shown in table 5.4.
The result shows that the small object detection AP of the model with element-wise addition is
about 0.5 lower than the original MSS-FRCNN. While the maximum recalls of small medium



















Table 5.4. Result of model with concatenation layer or element-wise addition layer
on Tsinghua-Tencent 100k. (R):Recall, (A):Accuracy.
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CHAPTER 6: Conclusions
This thesis firstly introduces some conventional and modern algorithms for object
detection task in the field of computer vision including one-stage object detector SSD [3] and
YOLO [2] and two-stage object detector RCNN [6], Fast RCNN [7] and Faster RCNN [8]. The
one-stage object detectors are usually fast but inaccurate, while the two-stage object detectors are
usually slow but accurate.
Then the thesis proposes a novel MSS-FRCNN algorithm, which can improve the
capacity in small object detection of the original Faster RCNN [8] algorithm. The model takes
two images with different scales as input, then uses two feature maps to generate RoIs for
detection. The concatenation of the RoIs feature maps generated by differently scaled images is
fed to the classification subnet and bounding box regression subnet later for classification and
bounding box regression.
This thesis also introduces two datasets Tsinghua-Tencent 100k [4] and Pascal VOC [5].
Then reports the MSS-FRCNN detection performance on these two dataset. The result on both
datasets turns out to be better than the original baseline Faster RCNN in small object detection.
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