Let G = (U; V; E) be a bipartite graph with jUj = jV j = n. The factor size of G, f, is the maximum number of edge disjoint perfect matchings in G. We characterize the complexity of counting the number of perfect matchings in classes of graphs parameterized by factor size. We describe the simple algorithm, which is an approximation algorithm for the permanent that is a natural simpli cation of the algorithm suggested in Broder 86] and analyzed in Jerrum, Sinclair 88a, 88b]. Compared to the algorithm in Jerrum, Sinclair 88a, 88b], the simple algorithm achieves a polynomial speed up in the running time to compute the permanent. A combinatorial lemma is used to prove that the simple algorithm runs in time n O(n=f) ). Thus: (1) for all constants > 0,
Introduction
The permanent function has a long history, having been rst introduced by Cauchy in 1812 in his celebrated memoir on determinants and almost simultaneously by Binet. More recently, several problems in the physical sciences as well as enumeration problems in combinatorics and linear algebra have been reduced to the computation of a permanent. Unfortunately, the fastest known algorithm for computing the permanent of an n n matrix runs in O(n2 n ) time, Ryser 63] . Moreover, strong evidence for the apparent intractability of the problem was provided in Valiant 79 ] who showed that evaluating the permanent is ]P-complete even when restricted to 0/1 matrices. This has led to the search for ( ; )-approximation algorithms, i.e., an algorithm, with input parameters and , that with probability greater than 1 ? outputs an approximation of the permanent with relative error less than . We say the ( ; )-approximation algorithm is fully polynomial if its running time is polynomial in n, 1 and log 1 Karp, Luby 83] .
In graph theoretic terms, evaluating the permanent of a 0/1 n n matrix A is the same as counting the number of perfect matchings in the corresponding bipartite graph G = (U; V; E), where U and V are each sets of n nodes and E is the set of edges such that (u i ; v j ) 2 E if and only if A i;j = 1. Broder 86] proposed the following ( ; )-approximation algorithm for estimating the number of perfect matchings in dense graphs G (G is dense if every vertex has degree at least n 2 ): Let M k be the set of matchings of size k in G and let N k = M k M k?1 . Estimating jM n j is e ciently reduced to estimating for k = 2; . . . ; n the ratio jM k j jM k?1 j , which is further e ciently reduced to estimating jMnj jM n?1 j . De ne the graph H n on vertex set N n (perfect and almost perfect matchings) by connecting any two such matchings if a local modi cation (deleting and adding at most 1 edge) is su cient to transform one into the other.
N n is uniformly sampled by simulating a random walk on H n and thus jMnj jM n?1 j can be estimated. However, the e ciency of the whole algorithm, which depends on the rate of convergence of the random walk on H n , was left open (see Mihail First we introduce and analyze a natural simpli cation of the original algorithm suggested in Broder 86] and analyzed in Jerrum, Sinclair 88a, 88b] that we call the simple algorithm. For all k = 2; . . . ; n let H k on node set N k be de ned analogously to how H n is de ned on N n . We show that for all k = 2; . . . ; n, the magni cation of H k is jM k j jN k j 2 : Therefore, in the case where jM k j and jN k j are polynomially related, a random walk on H k converges to the uniform distribution on N k in polynomial time and gives us a straightforward and direct method for estimating the ratio jM k j jM k?1 j . The simple algorithm estimates these ratios for all k and multiplies together the results. By directly estimating the ratios jM k j jM k?1 j the simple algorithm achieves an O(n min( jM n?1 j jMnj ; jEj)) improvement on the running time to estimate jM n j over the algorithm in Jerrum, Sinclair 88a, 88b]. Thus, for example, for dense graphs the simple algorithm achieves an O(n 3 ) improvement on the running time.
We apply the simple algorithm to the problem of counting perfect matchings in classes of bipartite graphs parameterized by factor size. The factor size of G, f, is the maximum number of edge disjoint perfect matchings in G. Using network ow techniques, f can be computed from G in polynomial time. We show that jM n?1 j jMnj n 3n f . This theorem provides an a priori upper bound on the running time of the simple algorithm in terms of factor size that is computable in polynomial time; the running time of the simple algorithm on input G is polynomial in n n f , 1 and log 1 . In particular, the simple algorithm is a fully polynomial ( ; )-approximation algorithm for every large factor class of bipartite graphs, i.e., if there is a constant > 0 such that all graphs in the class have factor size at least n. If a graph has an n factor then every vertex has degree at least n, but not necessarily vice-versa. In contrast to the behavior of the simple algorithm on a large factor class, Broder 86] shows that, for all < 1=2, jM n?1 j jMnj is exponential in n for the class of graphs with minimum vertex degree n, and thus the simple algorithm does not run in polynomial time on this class of graphs.
The paper of Karmarkar, et al 88] describes an ( ; )-approximation algorithm for all bipartite graphs that has running time poly(n) 2 n=2 1 log 1 where poly(n) is a function that grows polynomially with n. For some constant c > 0, the upper bound on the running time of the simple algorithm is better than that for the algorithm in Karmarkar, et al 88] for all bipartite graphs with factor size at least c log n.
On the negative side, we show the following. Let < 1 be any constant and let f be a function such that 3 f(n) n ? 3. For a variety of functions f, counting the exact number of perfect matchings for f(n)-regular bipartite graphs is ]P-complete. (A f-regular graph has factor size exactly f.) We say that a class of bipartite graphs is approximation complete for the permanent if an ( ; )-approximation algorithm for the class implies an ( ; )-approximation algorithm for all bipartite graphs. Let < 1 be any constant and let f be any function such that 3 f(n) n 1? . The reductions are parsimonious in the sense that they also prove that the class of f(n)-regular bipartite graphs is approximation complete for the permanent.
2 Preliminaries
This section presents a brief overview of previous work and sets up a context for our results. Let G = (V; E), jV j = 2n, be an undirected graph, let M k be the set of matchings of size k in G and let N k = M k M k?1 , k 2 n]. Propositions 2.1 and 2.2 state that randomized approximate counting of M n is e ciently reducible to almost uniform sampling of N k , 2 k n. Proposition 2.1 ( Broder 86 By assumption, for k = 2; :::; n there exist a polynomial p k (n; 1 ; log 1 ) such that the ( ; )-approximation algorithm for jM k j jM k?1 j runs in time p k (n; 1 ; log 1 ). It follows that the ( ; )-approximation algorithm for jM n j has running time P n k=2 p k (n; 2n ; log 1 ).
A fully polynomial -sampling scheme for N k is an algorithm that runs in time polynomial in n and log 1 and outputs M 2 N k according to a probability distribution on N k that satis es: This is the edge-cutset analogue to the usual notion of magni cation and it is the natural quantity to consider in the context of this paper. In this section we obtain a lower bound for the magni cation of the (k; k ? 1)-exchange graph H k .
De nition 3.2 For M A ; M B 2 N k , M A 4 M B is a set of vertex disjoint alternating even length cycles, even length segments and odd length segments. We say an odd length alternating segment is M A -augmenting (resp. M A -deaugmenting) if the rst edge in the segment is not in M A (resp. in M A ). To x an alternating even length cycle or segment, or alternating odd length segment, with respect to M A , we take the symmetric di erence of the cycle or segment with M A . Lemma 3.3 proves a lower bound for the magni cation factor of H k . The proof uses the idea in Jerrum, Sinclair 88a] of constructing paths in the underlying graph of the Markov chain between all pairs of states and encoding the paths that go through an edge by an element of the state space. This gives an upper bound on the number of paths that go through an edge in the underlying graph and therefore it also gives a lower bound on the size of the cut set C(S), for S any subset of the state space. From this and De nition 3.1, a lower bound on the magni cation follows. a k matching) . Intuitively, if t occurs in the xing of an odd length segment that is M 1 -deaugmenting, then M 0 is the matching \just before" xing the odd length segment, and if t occurs in the xing of an odd length segment which is M 1 -augmenting, then M 0 is the matching \just after" xing the odd length segment. We make the following observations: (1) all the M A -augmenting segments (resp. M A -deaugmenting) xed by the path going from M A to M 0 are now M 0 -deaugmenting segments (M 0 -augmenting), and all the M A -augmenting segments (resp. M A -deaugmenting) to be xed by the path going from M 0 to M AB remain M 0 -augmenting (resp. M 0 -deaugmenting); (2) t and M t uniquely determine M 0 (obvious from its construction), and conversely, (as can be easily veri ed) t, P and M 0 uniquely determine M t . From the second observation it follows that any other path through t that determines the same M 0 and P must x the same set of odd length segments as the path from M A to M B . It then follows from the rst observation that we can partition the set of odd length segments in M A 4 M B into l M 0 -augmenting segments and l+1 M 0 -deaugmenting segments such that all paths through t that specify the same M t must start by alternately xing M 0 -augmenting and M 0 -deaugmenting segments (starting with an M 0 -deaugmenting segment) until M 0 is reached, then xing P, and nally alternately xing M 0 -augmenting and M 0 -deaugmenting segments (starting with an M 0 -augmenting segment) until M AB is reached. A simple counting argument shows that there are only l!(l + 1)! such paths.
The above results imply that the expected number of paths that go through an edge t in H k is O(jM k?2 M k?1 j), as claimed. 4 An ( ; )-Approximation Algorithm for the Permanent
We show how the results of Sections 2 and 3 can be combined to yield an ( ; )-approximation algorithm for the permanent that is fully polynomial provided the ratio jM n?1 j jMnj is polynomially bounded. The construction of the algorithm and its analysis is divided into the following three steps.
A. A -sampling scheme for N k .
We use the lower bound on the conductance of MC k given by Theorem 3.4 and the bound on the rate of convergence of MC k given in Proposition 2.5 to prove that MC k is a fully polynomial -sampling scheme when jM n?1 j jMnj is polynomially bounded. Since the stationary distribution of MC k is uniform, we have that min i2N k i = 1 N k > 1 n! . Furthermore, using Proposition 2.6 the lower bound given in Theorem 3. The second ( ; )-approximation algorithm presented in Jerrum, Sinclair 88a, 88b] for the permanent uses a Markov chain on the space of all matchings to generate matchings of a graph G uniformly. The estimate of the ratios jM k?1 j jM k j requires observing the relative numbers of k ? 1-and k-matchings. Since these may be an exponentially small fraction of the the size of the space of all matchings, weights are assigned to these matchings so that the probability of being at a size k-or k ? 1-matching is at least 1 n+1 and 1 jEj (n+1) jMnj jM n?1 j respectively. In the simple algorithm presented in this paper, sampling of the space of k?1-and k-matchings is done directly via the Markov chain MC k . Now, the probability of being at a size k? or k ? 1-matching is jM k j jN k j and jM k?1 j jN k j respectively. Using Propositions 2.2 and 2.6 one can readily conclude that the simple algorithm achieves an O(n min( jM n?1 j jMnj ; jEj)) running time improvement over the latter algorithm of Jerrum and Sinclair. f . Proposition 5.5 shows that the factor size of G can be computed in polynomial time. Combining this, there is an easily computable upper bound on the running time of the simple algorithm. Furthermore, this upper bound is polynomial for any large factor class of bipartite graphs, and is the smallest easily computable upper bound for bipartite graphs that have factor size at least c log n for some small constant c > 0. Theorem 5.2 Let G = (U; V; E), jUj = jV j = n, be a bipartite graph that has factor size at least f. Then, for every M 2 M n?1 there is an augmenting path to a perfect matching of length at most 6n f .
Proof Let N(X) = fy : (x; y) 2 E; x 2 Xg and let e(X; Y ) be the number of edges in G with one endpoint in X and the other endpoint in Y .
We rst prove the theorem for f-regular bipartite graphs and then generalize to bipartite graphs have factor size at least f. (Notice that G is f-regular if and only if the edges can be partitioned into exactly f edge disjoint perfect matchings.) Let M 2 M n?1 and let u 2 U, v 2 V be the unmatched vertices in M. We de ne fU i V ji 2 n]g and fV i V ji 2 n]g as follows: U 1 = N(fvg) and V 1 is the set of vertices matched to U 1 in M. For all i > 1, U i = N(V i?1 ) and V i is the set of vertices matched to U i in M. It is straightforward to verify that for all i 1, u 2 U i implies that there exists an augmenting path for M of length at most 2i ? 1. The heart of the proof (which we show below) is that for all i 1, u 6 2 U i+3 implies that jU i+3 ? U i j f. From this fact and because jU 3 j jU 2 j jU 1 Proof Given any two positive integers j and k, f = 9j ? 3 and n = 6jk + 18j + 1,
we construct f-regular bipartite graphs G = (U; V; E) on 2n vertices that contain minimum augmenting paths of length 4k + 5 = 6(n?1) f+3 ? 7.
For any X U, Y V , let G(X; Y ) be the subgraph of G induced by X and Y . K 3j;3j is the complete bipartite graph on 6j vertices, 3-factor refers to some xed 3-factor of K 3j;3j and 3-edges refers to some xed 3 edges in 3-factor (it does not matter which 3-factor or which 3 edges from the 3-factor we choose). Partition U (resp. V ) into the disjoint sets U 0 ; . . .; U 2k+2 (resp. V 0 ; . . .; V 2k+2 ), where U 0 and U 2k+1 (resp. V 0 and V 2k+1 ) contain 9j vertices, U i (resp. V i ) for i = 1; . . . ; 2k contain 3j vertices each, and U 2k+2 = fug (resp. V 2k+2 = fvg). are not adjacent to any other vertices, and thus there degree is 9j ? 3. We connect the 3j vertices in U 1 (resp. V 2k ) to the 9j vertices in V 0 (resp. U 2k+1 ) with (3j) 2 edges such that we add degree 3j to each vertex in U 1 (resp. V 2k ) and each vertex in V 0 (resp. U 2k+1 ) has degree j. We connect the 3j vertices in V 1 (resp. U 2k ) to the 9j vertices in U 0 (resp. V 2k+1 ) with (3j) 2 ? (9j ? 3) edges as follows. First we add a set S of (3j) 2 edges such that each vertex in V 1 (resp. U 2k ) has additional degree 3j
and each vertex in U 0 (resp. V 2k+1 ) has degree j. Next vertices in U 0 (resp. V 2k+1 ), and (ii) the 9j ? 3 edges together with the 3-edges deleted from G(U 2 ; V 1 ) (resp. G(U 2k ; V 2k+1 )) cover each vertex in V 1 (resp. U 2k ) three times, i.e., the deletion of the 9j ?3 edges from S and 3-edges from G(U 2 ; V 1 ) (resp. G(U 2k ; V 2k+1 )) reduces the degree of every vertex in V 1 (resp. U 2k ) by three. The resulting degree of the vertices in U 1 , V 1 , U 2k and V 2k is 9j ? 3 and the degree of the vertices in V 0 and U 2k+1 is j. From condition (i) above, there are 9j ?3 vertices in U 0 (resp. V 2k+1 ) that have degree j ? 1 and 3 vertices having degree j. Connect these 9j ? 3 vertices to v 2 V 2k+2 (resp. u 2 U 2k+2 ), making the degree of these 9j ? 3 vertices in U 0 (resp. V 2k+1 ) j, and the degree of u and v 9j ? 3. To complete the construction, connect the vertices in U 0 to V 0 and U 2k+1 to V 2k+1 with 9j(8j ? 3) edges so that they each have total degree 9j ? 3. The theorem follows because the almost perfect matchings where u and v are unmatched, and where the vertices in each U i match exclusively with the vertices in V i , have minimum augmenting paths of the required length.
Proposition 5.4 Let G = (U; V; E) be a bipartite graph with jUj = jV j = n. Suppose that for every M 2 M n?1 there is an augmenting path to a perfect matching of length at most 2l ? 1. Then, jM n?1 j jMnj < n l .
Proof Let M 2 M n and M 0 2 M n?1 be such that there is an augmenting path of length 2k ? 1 from M 0 to M. Any such M 0 is uniquely de ned by M, the k edges of M contained in the augmenting path and the order of the k edges in the path, and thus there are at most n k k! matchings M 0 in M n?1 with an augmenting path of length 2k ? 1 to M. Thus there are at most P l k=0 n k k! < n l matchings in M n?1 with an augmenting path to a perfect matching of length at most 2l ? 1. Proposition 5.5 Let G = (U; V; E) be a bipartite graph with jUj = jV j = n and jEj = m. The largest factor of G can be found in time O(nm log n log log n).
Proof Construct the bipartite graph G 0 with bipartitions U ftg and V fsg, and edge set E fsg U ftg V . We make G 0 into a network with source s, sink t, 20 and edge capacity 1 for every edge in E and capacity f for every other edge. It is straightforward to verify that the network on G 0 has a maximum ow of fn if and only if G has factor size at least f. But maximum network ow for an input graph with 2n vertices, m edges and maximum capacity f can be solved in O(nm log( n m p log f +2)), Ahuja, et al 88], which is O(nm log log n) for the above network since f n. Using binary search on f, the result follows.
De nition 5.6 Let G = (U; V; E) be a bipartite graph, jUj = jV j = n, and 1 f g n any two integers. An (f; g)-factor of G is a subgraph of G such that for every For any bipartite graph G, determining whether G contains an (f; g)-factor can be done in polynomial time: G has an (f; g)-factor i the network in the proof of Proposition 5.5 has a feasible ow when the capacity of the edges adjacent to the source and the sink have a lower bound of f and an upper bound of g. This problem is reducible to nding a circulation in a network with lower and upper bounds on the capacities of the edges, and is solvable in polynomial time (see Lawler 76], pp. 139 and problem 9.1).
Because the condition that a bipartite graph contain an (f; g)-factor can be veri ed in polynomial time, there is a polynomially computable upper bound on the running time of the simple algorithm based on nding the (f; g)-factor minimizing the function L(f; g; n) of Theorem 5.7. Furthermore this upper bound is polynomial for the class of graphs containing an ( n; n + c)-factor, for some constants 0 < 1 and c 0. 
Completeness Results for the Permanent Problem
One of the main implications of the preceding section is that, for any large factor class, there is a fully polynomial approximation algorithm for perfect matchings. This section is devoted to giving complementary completeness results to this implication. We prove four types of results for classes of bipartite graphs: (1) the exact counting problem is ]P-complete; (2) the approximate counting problem is approximation complete for the permanent; (3) the ratio jM n?1 j jMnj is not polynomially bounded; (4) the ratio n! jMnj is not polynomially bounded. The rst type of result is used to justify developing e cient approximation algorithms for classes of graphs, since it is unlikely that there is any fast algorithm for exact counting. The second type of result is used to pinpoint classes of graphs for which the approximation problem is as hard as the general problem (which is still an open problem!). The third type of result is used to identify classes of graphs for which the simple algorithm does not run in polynomial time. The fourth type of result is used to describe classes of graphs for which the naive algorithm does not run in polynomial time, thus justifying the development of a di erent approximation algorithm. In all cases considered below, a type (2) result implies a type (3) result and a type (3) result implies a type (4) result.
De nition 6.1 Let C be a class of bipartite graphs. We say that C is approximation complete for the permanent if we can show that there is a fully polynomial approximation algorithm B for all bipartite graphs given a fully polynomial approximation algorithm A for C. On input bipartite graph G, B typically constructs a graph C 2 C and runs A on input C. From the approximation of the number of perfect matchings in C produced by A, B produces an approximation of the number of perfect matchings in G.
In this section we let jM(G)j represent the number of perfect matchings in G. . . .; n, let E G (k) (resp. E G (k)) be the number of elements in S that satisfy exactly k G-properties (resp. k G-properties). By de nition,
Clearly, an analogous relation holds between W G (k) and E G (k), and from the Principle of Inclusion-Exclusion,
Thus, given the inputs W G (k), k = 0; . . . ; n, from ( ) we can e ciently compute E G (k), k = 0; . . .; n. However, observe that E G (k) = E G (n ? k), and therefore from ( ) it follows that W G (k), k = 0; . . . ; n, can also be e ciently computed. From n + 1 linearly independent such equations (it can be easily checked that the equations we get are linearly independent) we can solve for the n + 1 variables, and from Proposition 6.5 this yields a way to count the number of perfect matchings in the original f-regular graph.
Let H i be the bipartite graph on 2fi vertices constructed from the disjoint union of i copies of K f;f . The graphs H 0 ; . . . ; H n are de ned as the complement of the graphs H 0 ; . . .; H n . H 0 ; . . . ; H n are (fi?f)-regular on 2fi vertices as required. From The reduction of Theorem 6.6 is rather indirect and does not show in any way that for constant f a fully polynomial approximation algorithm for (n?f)-regular bipartite graphs implies a fully polynomial approximation algorithm for the permanent. In fact, the following naive algorithm is a fully polynomial approximation algorithm for this class of bipartite graphs.
De nition 6.7 The naive algorithm for approximating the number of perfect matchings in a graph G is the ( ; )-approximation algorithm that generates uniformly at random perfect matchings of K n;n and estimates the fraction of these perfect matchings that are also perfect matchings of G.
A matrix is called doubly stochastic if it is non-negative and all its row sums and column sums are 1. If A is a doubly stochastic n n matrix, then the proof of the van der Waerden conjecture Falikman 81] asserts that the permanent of A is at least From Proposition 2.2, the naive algorithm runs in time polynomial in 1 , log 1 and n! jMnj . Thus, from Proposition 6.8, for any constant c > 0, the naive algorithm is a fully polynomial ( ; )-approximation algorithm on inputs from the class of graphs S n=1;...;1 L 2n n?c log n . This is in contrast to Theorem 6.6 which shows that exact counting of perfect matchings in these graphs is ]P-complete.
The following is a corollary of Theorem 6.6. This corollary shows that the simple algorithm is a fully polynomial ( ; )-approximation algorithm for classes of graphs for which the exact counting problem is hard. 
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