I. Introduction
An ad hoc network is generally formed by a set of wireless mobile nodes (hosts). Communication between two network nodes that are not in direct radio range takes place in a multi-hop fashion, with other nodes acting as touters. Ad hoc networks can be used in military and rescue operations, as well as in meetings where people want to share information quickly.
Recently, the rising popularity of network-based applications among end users and the potential use of ad hoc networks in civilian life have led to research interests in resource sharing in large-scale ad hoe networks [25] . With the rapid increase of available resources and accessing requests, a crucial requirement here is that a resource should be located without excessive overhead and long latency. In addition, providing desirable Quality-of-Service (QoS) is an important design objective. Specifically, when there are multiple/replicated providers for the same resource, the best one should be selected according to some QoS metrics to improve user experience. That is, an efficient and QoS-aware resource discovery system is needed.
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Most previous work on resource discovery has focused on fixed-infrastructure networks, specifically, the Internet [2, 4, 6] . However, ad hoc networks have several distinct features which make this more challenging. The most important feature is that the topology of an ad hoe network changes with time. As a resuit, the design of the routing protocols for ad hoc networks is quite different from that for the Internet. For example, it has been shown that, in this case, re-active (on-demand) routing protocols are usually more efficient and scalable than traditional pro-active (tabledriven) protocols [12] . In addition, to be robust in face of topology changes and node failures, applications for an ad hoc network generally prefer distributed and dynamic control mechanisms to centralized and static mechanisms, though the latter has proven to be efficient for many Internet applications or services, such as the Domain Name System (DNS) [20] .
Furthermore, in previous resource discovery systems, the QoS to be delivered to a client is seldom considered. Some systems propose to use client-based probing techniques after discovery [8, 18] . However, probing measures the QoS in a very short period. In our simulation, we find that it is not very effective in mobile ad hoe networks because of the mobility and wireless channels variations.
Some discovery standards have been proposed for ad hoe network, such as the Service Discovery Proto-col for Bluetooth [23] . However, they are limited to very small scale networks, and do not consider QoS. In this paper, ~ve propose a novel framework concerning resource discovery and provider selection in mobile ad hoc networks with cooperative nodes. This framework is targeted for large-scale networks. It provides a unified solution to the problems of the discovery of resources and the QoS-aware selection of resource providers. Furthermore, it has relatively low discovery latency and cost (in terms of the number of packets for each resource discovery query).
The key entities of our framework are a set of selforganized Discovery Agents (DAs), which efficiently integrate three functionalities that are specially designed for mobile nodes: (1) Directory information organization and query; (2) Dynamic domain formation; (3) Intra-and inter-domain QoS information monitoring. The effectiveness of our framework is demonstrated through simulation. The results show that it produces significantly performance gain over the case where QoS is not considered. It also outperforms the case where QoS is considered but is estimated by probing. At the same time, it has relatively low cost and response time. The rest of the paper is organized as follows. Section II provides a brief review of existing resource discovery techniques and identifies the limitations when they are applied to mobile ad hoc networks. Section HI proposes our QoS-aware resource discovery framework. Section IV evaluates the performance of our framework. Finally, Section V concludes the paper and discusses some future directions.
II. Existing Work and Our Design Rationale
In this section, we review existing resource discovery and provider selection techniques for the Internet and identify their potential advantages and limitations when they are used for ad hoc networks. Most of these techniques can be classified into the following three approaches.
1. Query flooding [1] and path probing [29, 30] . Query flooding is the most straightforward approach for resource discovery. In this approach, a discovery query is sent to all nodes using broadcast. Each node can determine how it will process the query and respond accordingly. Its advantage is flexibility in query processing. However, the broadcast range and frequency need to be carefully controlled because broadcasting to the whole network consumes bandwidth and computation power; both are scarce in an 14 ad hoc network.
Path probing [29] is the basic way for measuring the path QoS between a resource provider and a client.
Ping probes has been widely used in the Internet environment [29, 30] to measure response time. Bandwidth can be measured by the packet-pair technique [31] . Nevertheless, as we said before, probing may not be effective in the highly dynamic ad hoc networks as it measures path QoS for only a short time. In addition, with on-demand routing protocols, probing may initiate route discovery process, incurring high cost.
2. Centralized directory service [6, 7, 14] .
In a centralized directory-based system, directory information of resources, such as meta data and addresses of resource providers, is registered at directory servers. To search the directory information of a requested resource, a client contacts its corresponding directory server. For the Internet, this approach has shown to be very efficient for resource discovery [2] . In fact, the Internet usually use multiple directory servers that are hierarchically organized to improve query responsiveness and scalability [4, 6, 7] . QoSawareness can also be easily incorporated into this hierarchy by statically partitioning the network into domains [7] .
Centralized server based techniques are also used in provider selection. One example is the use of the Domain Name System (DNS)-based server selection [27] , which exploits transparent nature of name resolution to redirect clients to an appropriate server. It relies on clients and their local name server being in close proximity, since redirection is based on the name server originating the request rather than the client. Another example is the IDMaps project [21] which aims at providing a distance map of the Internet from which relative distances between hosts on the Internet can be gauged, and the closest provider can be located based on map. The architecture of IDMaps consists of a network of instrumentation boxes, called Tracers, distributed across the Internet. Tracers measure distances among themselves and between themselves and regions of the Internet to build the distance map. In [28] , the issues of placing a given number of tracers in different topologies are addressed and several heuristics are proposed to improve measurement accuracy in hierarchical topologies with partitioned domains.
However, in mobile ad hoc networks, since there is no fixed topology, maintaining a hierarchal structure of directory or measurement servers is not an easy task. Moreover, statically configured domains do not reflect the dynamic relations of mobile nodes, 3. Decentralized hash indexing [15, 16, 26] . Decentralized hash indexing has been proposed for resource discovery in peer-to-peer networks. In such a system, there is no special/centralized directory server. Instead, every node provides some directory service. A resource is given a unique key, and a hash function is used to build a deterministic mapping between the key and the node which stores the directory information of that resource. The network and peers are designed in such a ways that, given a key, the corresponding resource can be located very quickly despite the network's size. However, in this approach, each network node could be involved in some queries. In an ad hoc network using on demand routing protocols, if a node has not communicated to other nodes for a certain time, a route discovery process is needed to find a route towards this node, which may incur high cost [10, 11] . Furthermore, this approach does not address QoS issues.
Through analyzing the advantages and limitations of the existing approaches, we have arrived at the following design principles for QoS-aware resource discovery in mobile ad hoc networks. First, directory information should be distributed to only a small set of fault-tolerant directory agents. Most messages for discovery are exchanged among these agents to reduce the overhead of broadcast and route discovery. Only low-frequency or controlled broadcast is used to distribute some quasi-static or local information, such as the addresses or locations of the agents. Second, hash indexing can be applied to these agents to reduce query latency. Finally, QoS information should be monitored continuously using distributed mechanism. These principles have lead to our novel framework, described next.
IIl. A Franaework for Resource Discovery and QoS-Aware Resource Discovery

III.A. Framework Overview
Our framework is built on the application layer to provide generic and efficient tools for QoS-aware resource discovery.
In our framework, we assume that all nodes are cooperative and can communicate with each other via some single-hop or multi-hop path. Each node can take one or more of the following three roles: 1 J A node can take one or more functions. Specifically, a node that takes DA functions is called a DA node, or DA in short, and other nodes are called non-DA nodes.
A Client that initiates a query for resource discovery and uses resources. There are two basic discovery modes: a Browsing mode where a client is looking for all resource providers that have the requested resource, and an Accessing mode where a client is looking for a resource provider that could provide the best quality-of-service.
A Resource Provider (RIP) that provides resources for clients. A RP is also responsible for registering the directory information of its resources and advertising its QoS information to discovery agents.
A Discovery Agents (DA) that performs many of the important operations in our framework. First, DAs collectively maintain directory information of the resources using hash indexing. This provides faulttolerance and fast query response. Second, DAs dynamically partition the whole network into dynamic domains. Each DA maintains a separate domain and acts as the home DA of that domain. It monitors the QoS information of the RPs in its domain, and responds to discovery queries from clients in the domain. Third, all registration and query messages are exchanged between DAs. These frequently exchanged messages are also used to continuously estimate peer path QoS, such as the delay between two DA nodes.
III.B. DA Generation and Dynamic Domain Formation
Initially, there are no DA nodes in the network. They are generated through a bootstrapping process as follow. First, one node is elected as the initial DA using a procedure similar to the cluster head selection in the lowest-ID algorithm [22] for ad hoc networks. That is, all eligible nodes broadcast to the whole network about their existence to take part in the election, and the one with the smallest address will win the election. Suppose there are M DAs to be generated (the choice of M will be studied in the next section), the initial DA will then randomly select another M-1 nodes to form the DA set, and assign each of them a unique index in the set of {2 ..... M). Specifically, the initial DA has index 1.
After the ])As are generated, their addresses are periodically broadcasted to the whole network at a low frequency. In addition, each non-DA node tries to find the nearest DA as its home DA, and join that DA's domain.
Note that both DAs and other nodes move over time. Hence, the members in a domain changes over time and a dynamic domain formation process is periodically performed for a DA to update its domain members. Here, a non-negative and additive metric is used to measure distance, which can be the number o f hops or delay in practice. Based on the properties of shortest paths with this type of metrics [13], we propose a simple distributed algorithm to form dynamic domains, as follows. A DA periodically broadcasts a formation announcement to its neighboring nodes, which includes the DA's index, expiration time o f the announcement, and a distance field. The distance field records the distance between the DA and the node that receives the announcement. U p o n receiving an announcement, a non-DA node first checks the value o f the distance field, if it is greater than the distance to its current h o m e DA, the node stops forwarding the announcement. Otherwise, it will set that DA as its h o m e DA, and forward the a n n o u n c e m e n t to all its neighboring nodes. To p r o o f the correctness o f this algorithm, we must show that (1) any non-DA node should be in a DA's domain; (2) the DA is the nearest DA to that non-DA node. T h e first property can be proved as follows. Suppose a non-DA node is not covered by any DA's domain, then its neighboring nodes should not be covered by any DA's domain, too. Thus, by using induction on these nodes, we can conclude that either there is no any DA in the network or there is a set of nodes that cannot c o m m u n i c a t e with the remaining part o f the network. Both contradict our basic assumptions. T h e second property can be proved by the criterion for DA selection in the algorithm.
III.C. D i r e c t o r y
I n f o r m a t i o n O r g a n i z at i o n a n d F a u l t R e c o v e r y
In our framework, each resource has art attribute k n o w n to all intended clients in the network. To register a resource, its provider first issues a registration request to its h o m e DA. T h e request includes the provider's address, attribute, expiration time, and other directory information_ A s s u m e the attribute o f the resource is c~, a hashing function H(.) is used to produce a index =H(ot) in the set of { 1 , 2 , . . . , M } . T h e h o m e DA will then distribute the registration request to DA/~, D A # + I , • • . , D A # + K -1 , and the directory information o f the resource will be registered to these DAs.
This organization scheme has several advantages. First, the replicated providers of the same resource always register to the same DAs; hence we can obtain the full list o f their directory information f r o m only one DA. Second, the directory information of a resource can be quickly located by using hash indexing. Note that different resources m a y have the same attribute and their directory information will thus be stored in the same DAs. Hence, our f r a m e w o r k does not preclude the use o f fuzzy search in a DA, such as wildcard-based search. Third, this scheme provides fault tolerance if g is greater than 1. Suppose the nodes are h o m o g e n e o u s with failure probability p, the n u m b e r o f replications, K , should be set to log1_ p A where A is the availability requirement for the directory information. W h e n a DA is found failed by another DA in the discovery query process (it will be discussed in Section III.E in detail), the latter will broadcast a DA selection message to the network. N o n -D A nodes that are willing to take the place of the failed DA will respond to this message and the one with the minimal last-known distance to the failed DA will be selected. Assume the index of the failed DA is i, the directory information can then be r 
I I I . D . Q o S I n f o r m a t i o n C o l l e c t i o n a n d P r e d i c t i o n
A DA is also responsible for QoS information collection and prediction. Note that the requirements o f QoS are highly application-specific. Hence, our f r a m e w o r k provides generic QoS information to different application to achieve a flexible solution. Specifically, the first type o f QoS information is application-level QoS, including the C P U usage and available m e m o r y o f a RP. A RP periodically provides this information to its h o m e DA. T h e second type is path QoS b e t w e e n two nodes. In this paper, we consider the path delay (packet latency) between two nodes, which is one o f the most useful path QoS metrics for m a n y applications [21] . However, other path metrics, such as bandwidth, can also be incorporated into the system. We assume the clocks of all DAs are synchronized by some global time service, such as the Universal T i m e Coordinate (UTC) service provided by the Global Position System (GPS) [24] , and a message exchanging between DAs carries a timestamp. Thus, DAs can predict their peer path delay by an Autoregressive M o v i n g Average ( A R M A ) predictor [ 17] , which uses the packet latency calculated f r o m those frequently e x c h a n g e d messages. F o r n o n -D A nodes, we do not directly measure their path QoS by exchanging probing message b e t w e e n RP-Client pairs. This is because, first, probing m a y trigger high cost route discovery operations if two nodes seldom communicate with each other, and second, the time for using a resource is usually m u c h longer than the time for probing, and a short time probing m a y give a different estimation comparing to the statistical behavior of a path. Hence, instead o f using probing, we use an approximation method. We assume that the nodes in a dynamic domain are QoS-similar, and use the home DA as a representative. The path QoS of two non-DA nodes is approximated by the path QoS of their home DAs. When there are enough DAs that move independently, the error of this approximation is expected to be small, as shown in Section IV.
III,E. Discovery Query
In our framework, resource discovery and selection is done in two phases. The first is directory query for searching the resource directory information in the DA set. Figure 1 shows an example. Starting from the client's home DA (denoted as hDA) to which a query is submitted (Step 1 in Figure 1 ), if no cached record matches the query, hDA will calculate the hashing index of the resource,/~, to decide the qualified DA set, DA B, DAp+I ..... DAf+K-1. The query is then forward to the DA which is in the qualified DA set and is nearest to hDA (Step 2). If this DA fails, hDA will try to forward the query to the next nearest DA
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in the qualified set, until the query is successful. In the browsing mode, a full list of RP candidates (the providers that have the requested resource) is returned to hDA (Step 3), and then to the client that initiates the query with browsing mode (Step 4).
The second phase is QoS query, which is for accessing mode only. It needs to compare the QoS provided by all RP candidates, and select the best one. Towards this end, hDA should query all DAs that are home DAs for the candidates. In the current version, we use a parallel search strategy, see Figure 2 . The DA that has the directory information sends a QoS query to all the DAs using multicast, or multiple-unicast if the underlying routing protocol does not support multicast (Step 4). The query includes the index of hDA, the list of the RP candidates, and the type of QoS of interest. If there are one or more candidates in a DA's dynamic domain, the DA will respond to hDA by providing the addresses of the candidates and the corresponding QoS information (Step 5). The QoS of all RP candidates are then compared by hDA according to the requirement of the client, and the result is returned to the client (Step 6). Finally, the directory information of the best candidate is returned to the client (Step 6) which accesses resource using appropriate protocols (Step 7).
IV. Performance Evaluation
In this section, we present our initial simulation results. Our main objective for the study is to investigate whether our framework enhances QoS-awareness in resource discovery. Another objective is to see whether our framework exhibits satisfactory performance in terms of query responsiveness and overhead.
IVJL Simulation Environment
We simulate our framework using the LBNL network simulator ns-2 [19] . Our simulated network consists of 150 mobile nodes, whose initial positions are chosen from a uniform distribution over an area of 1000 m by 1000 m. Random waypoint [11] is used as the mobility model. The nodes' moving speeds are uniformly chosen from 10 to 72 km/hr. The IEEE 802.11 protocol is used as the MAC layer protocol. Each wireless channel has 2 Mbps bandwidth and a circular radio range with 250 m radius. For routing, we use the Ad hoc On-demand Distance Vector (AODV) protocol [10] .
We assume that there are 100 different resources in the simulated environment. The popularity of each resource, measured in number of requests per minute, is randomly distributed in 1 to 5 requests per minute.
For each discovery query, the client that initiates the query is randomly selected in the network. Each resource is served as a Constant Bit Rate (CBR) streaming application of 28 Kbps and lasting 30 seconds. In the experiments, the path QoS of interest is the average packet latency. We choose this metric because it is relatively easy to estimate, and luckily the most generally useful [21] .
For the sake of comparison, we also simulated a traditional framework in which locating a resource and selecting a provider are considered as two separate issues. The resource discovery method is centralized directory-server based. When there are replicated providers, a client sends 15 consecutive packets to each provider to estimate path delay, and selects the one with the minimum average delay.
IV.B. Query Latency and Cost
In the first set of simulation experiments, we investigate the query latency and cost of ours and the traditional. We vary the number of replicated providers, Np, for each resource, from 1 to 10. We find that the average query latency is nearly independent of/~ in both frameworks, and also independent of M, the number of DAs in our framework. This is because that QoS queries to different DAs or probes to different providers are sent simultaneously. Table 1 lists the query latency in different phases, including directory query and QoS query. It can be seen that, in our framework, the average latency for directory query is higher than that in the traditional framework. This is because, in the traditional framework, a client need to contact a directory server only, while in our framework, a client need to contact not only the home DA but also the DA that stores directory information. However, the latency of QoS query in our framework is much lower than that in the traditional framework. As a result, the total latency in the traditional framework is about 2.2 times of ours. This is because QoS query in our framework involves only querying to all DAs, and the latency is thus bounded by the time-out factor between the home DA and the furthest DA. On the other hand, probing involves not only the transmission of a packet from a client to a provider, but also several cycles of this process. Figure 3 shows the average cost in terms of the number of messages (packets) transmitted in the network for each discovery. We observe that, in our framework, the cost is also nearly independent of the number of replicated providers because the QoS queries always sent to all the DAs regardless of the 
Number of Replicated Providers number of providers. On the contrary, in the traditional framework, since the client need to probe every resource provider, the cost increases nearly linearly with the increasing number of replicated providers. When there are more than 4 replicated providers, the traditional framework incurs much higher cost than ours. Note that in the QoS query phase of our framework, it is possible to use some heuristic algorithm to avoid querying DAs whose domain does not cover any qualified provider. We will study this approach in our future work.
diet path QoS on behalf of other nodes to reduce overall cost and improve accuracy. Preliminary simulation results showed that our framework enhances QoS-awareness comparing to a traditional framework which uses centralized directory service and client-based probing. In addition, our framework incurs lower query latericy and cost. We will conduct more experiments in our future work to investigate the behavior of this framework, such as potential oscillation among providers [18] , scalability in large scale networks, and performance with other QoS metrics.
IV.C. Quality of Service
In this set of experiments, we studied the QoSawareness of the two frameworks. The metric of interest is our framework's performance gains over the traditional framework and the QoS-unaware case (the resource provider is randomly selected), where the gains are calculated by normalizing the reduced packet latencies. Figure 4 shows the results with Np=5. The number of DAs varies from 10 to 20. We can see that performance gain increases with the increase of the number of DAs. This is because the expected area of a dynamic domain decreases when there are more DAs, and hence, in this case, it is more accurate to approximate the path QoS between two nodes using their home DAs as representatives. Specifically, when enough DAs are deployed, the gain of our framework is up to 45% compared to the QoS-unaware case, and 15% to that of the traditional framework. Moreover, the gain tends to saturate when there are more than 20 DAs in this 150-node network. Hence, from Figures 3  and 4 , a choice between 15 and 20 DAs provides satisfactory performance in terms of both discovery cost and accuracy. This number is much smaller than the total number of nodes.
V. Conclusions and Future Work
In this paper, we first identified the limitations when basic resource discovery techniques are used in mobile ad hoc networks. We then proposed a novel framework that is specially designed for QoS-aware resource discovery in ad hoc networks. Our framework jointly considers the problems of resource discovery and QoS-based provider selection. The key entities in our framewo.rk are a set of self-organizing discovery agents~ The agents adopt an efficient hash indexing method to store directory information. They also monitor QoS information continuously and pre- 
