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ABSTRACT. – We consider translational invariant systems on unbounded cylindrical domains inR3 which
are described by the Navier–Stokes equations. The examples which we have in mind are the Taylor–Couette
problem and Bénard’s problem. For certain parameter ranges these systems exhibit pattern of almost spatial
periodic nature. Although classical energy methods fail on unbounded domains the so called Ginzburg–
Landau formalism allows us to show the global existence of strong solutions to all initial conditions in a
neighborhood U of the weakly unstable ground state. For all times the bifurcating solutions of the original
system can be shadowed by pseudo-orbits of the associated formally derived Ginzburg–Landau equation.
This allows us to control the size of the solutions in the original system in terms of the bifurcation parameter
for t→∞. Ó Elsevier, Paris
Keywords: Amplitude equations, Reduction
1. Introduction
Global existence results for the solutions of the Navier–Stokes equations attract now interest
for many decades. For bounded domains in R2 global existence of strong solutions is known
with the help of energy methods (cf. [42]). For bounded domains in R3 only the global existence
of weak solutions is known [23]. The local existence and uniqueness of strong solutions can be
shown with the help of semigroup theory (cf. [12,3]). Global existence of strong solutions for
problems posed on bounded three-dimensional domains is known for small initial conditions if
the origin is asymptotically stable. If the origin is weakly unstable center manifold theory can
be used to show the same result. Examples are the weakly unstable Taylor–Couette problem
and Bénard’s problem. Center manifold theory shows us that all small solutions are attracted
towards the center manifold. Thus, the global existence problem reduces to the global existence
question for the solutions of a finite-dimensional amplitude equation on the center manifold.
For the Taylor–Couette problem and for Bénard’s problem a supercritical pitchfork–bifurcation
occurs and so global existence of strong solutions to small initial conditions can be concluded.
1 E-mail: guido.schneider@uni-bayreuth.de.
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All these methods fail for translationally invariant problems on unbounded cylindrical
domains. The L2-estimate for the Navier–Stokes equations is essentially based on the fact that
the nonlinearity produces no energy (see also [6]). Thus, this method is not applicable for
solutions which do not vanish for |x|→∞. Center manifold theory fails since the linearization
around the trivial ground state possesses continuous spectrum without any spectral gap due to
the unboundedness of the domain. Therefore, a whole band of Fourier modes becomes unstable
and the critical subspace is still infinite-dimensional.
The purpose of this paper is to show that the Ginzburg–Landau formalism allows us to show
the global existence of strong solutions for certain classical bifurcation problems on unbounded
cylindrical domains although all other methods fail. The systems we have in mind are again
the weakly unstable Taylor–Couette problem and Bénard’s problem on unbounded cylindrical
domains. The main idea is similar to the above mentioned global existence proof with center
manifold theory for bounded domains. All solutions are attracted by a set in which all solutions
can be described approximately by a formally derived Ginzburg–Landau equation:
∂T A= (1+ iα1)∂2XA+A− (1+ iα2)A|A|2(1.1)
for T > 0, X ∈R, A(X,T ) ∈C, and α1, α2 ∈R. In this set the Ginzburg–Landau equation takes
the role of the finite-dimensional amplitude equation on the center manifold. The global existence
of strong solutions is well established for the Ginzburg–Landau equation on the infinite line.
The introduction is divided in five parts. First our global existence result is stated for
the Taylor–Couette problem as an example. Then it is explained how the Ginzburg–Landau
formalism can be used to show the global existence of strong solutions. In the third part the
method of pseudo-orbits is used to control the size of the solutions for t →∞. Finally, we
discuss the results and explain the plan of the paper.
Throughout this paper we assume 0 < ε 1. We denote with U(k) the k-th coordinate of a
vector U . Sometimes we write Uk for U(k). The derivative with respect to the k-th variable is
denoted with ∂k . Many constants are uniformly denoted by C.
1.1. The global existence result for the Taylor–Couette problem
For a good introduction into the physical background of this problem we refer to [39] and its
extensive bibliography. For the mathematical treatment of the problem with periodic boundary
conditions in the unbounded axial direction we refer to [3]. In this book the bifurcation scenario
is exploited with the help of center manifold reductions and symmetry considerations in the case
when the Couette flow becomes weakly unstable. The following section is based on this textbook.
The physical apparatus consists of a viscous incompressible fluid filling the domain Ω =
R×Σ between two concentric rotating infinite cylinders, with radii r1, r2 and angular velocities
ω1, ω2. We have denoted the bounded cross section by Σ . The flow is governed by the Navier–
Stokes equations on Ω with no-slip boundary conditions. For later reasons we denote the
coordinate in the unbounded axial direction with the variable x instead of the usual variable
z which is used here for the coordinates in the bounded cross section Σ .
The following three dimensionless parameters appear:
ω= ω2/ω1, η = r1/r2, R= r1ω1(r2 − r1)/ν,
with ν the kinetic viscosity, andR is called the Reynolds number. The equations which describe
this physical system possess an exact solution, which is called the Couette flow. It has the
form of a pure azimuthal flow (streamlines are concentric circles) and in cylindrical coordinates
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Fig. 1. The Taylor–Couette problem.
· = (·r , ·Θ, ·x) it is given by:
UCou =
(
0, (UCou)(Θ)(r),0
)
, (UCou)(Θ)(r)=Ar +B/r,
A= ω− η
2
η(1+ η) , B =
η(1−ω)
(1− η)(1− η2) .
(1.2)
The pressure pCou is given by pCou = R
∫
((UCou)(Θ)(r))2/r dr . Since we are interested in
solutions which bifurcate from this trivial branch we choose this solution as the new origin of
the Navier–Stokes equations. The deviation (U,q) from the Couette flow (UCou,pCou) satisfies
in cartesian coordinates the system
∂tU = 1U −R
[
(UCou · ∇)U + (U · ∇)UCou+ (U · ∇)U
]−∇q,
∇ ·U = 0,
(1.3)
with Dirichlet boundary conditions
U = 0 at r = η/(1− η), r = 1/(1− η).
We choose the vanishing mean flux condition:
[U(x)]Σ = 1|Σ|
∫
Σ
U(x)(x, z)dz= 0
for x ∈ R in order to solve this problem uniquely. This can be achieved by adding to q a
nonbounded term αx , since ∂x[U(x)]Σ = 0 due to ∇ · U = 0. Herein, U(x) denotes the velocity
component along the cylinder.
The stability of the Couette flow which corresponds to the solution U ≡ 0 of (1.3) is governed
by the linearization of (1.3). The Couette flow is linearly stable if all eigenvalues have a negative
real part, and it is linearly unstable if at least one eigenvalue has a positive real part. A value
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Fig. 2. The bifurcation scenario for η∼ 0.8.
λ ∈C is eigenvalue if we find nontrivial solutions for:
1U −R[(UCou · ∇)U + (U · ∇)UCou]−∇q = λU,
∇ ·U = 0, U |R×∂Σ = 0, [U(x)]Σ = 0.
(1.4)
Since U is translational invariant in the unbounded x-direction we can use Fourier series 2
U = eikxUˆnk (z) (k ∈R, z ∈Σ, n ∈N).(1.5)
For fixed k we obtain an ordered set of discrete eigenvalues with Reλn > Reλn+1 depending on
the three parameters ω, η, andR. Since the geometry of the apparatus can not be changed in the
experiment we assume for the rest of the paper that η ∈ (0,1) is fixed. The following assertions
hold for instance for η∼ 0.883 (see again [3]).
We handle this problem as a bifurcation problem. For R < Rc(ω) the largest eigenvalue
satisfies Reλ1(k,R, η,ω) < 0. In the (ω,R)-plane there are two essentially different parameter
regions, called PR I and PR II in the following.
PR I: Numerical computations show that when ω > 0 or even for ω slightly negative, the
instability at R =Rc(ω) occurs via a real eigenvalue crossing zero, which corresponds to an
axisymmetric mode. The associated wavenumber kc satisfies kc 6= 0. Thus, the eigenvalue is
double and appears also for the wavenumber k =−kc.
PR II: For strongly counter-rotating cylinders (ω sufficiently negative) the instability at
R=Rc(ω) comes via a pair of pure imaginary eigenvalues corresponding to nonaxisymmetric
modes and again to a nonvanishing critical wavenumber kc 6= 0. All eigenvalues which occur for
the wavenumber k must also occur for the wavenumber −k due to the reflection symmetry of
the problem ((x, z,U) 7→ −(x, z,U)). Thus, we have two eigenvalues with positive real part for
fixed wavenumber k with |k− kc| small.
Summarizing we have the schematic bifurcation diagram drawn in Fig. 2, but see also Fig. 3
on p. 271 and Fig. 6 on p. 278.
2 Since U is 2pi -periodic in Θ , the eigenfunctions Uˆn
k
are of the form Uˆn
k
(z)= eimΘUn
k,m
(r) with m=m(k,n) ∈Z.
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In order to formulate our result we introduce the small bifurcation parameter ε2 :=R−Rc
and the spaces of uniformly locally p-integrable functions
L˜
p
l,u(Ω,R)=
{
u ∈Lploc(Ω,R): ‖u‖Lpl,u <∞
}
,
where ‖u‖p
L
p
l,u
= sup
y∈R
y+1∫
y
∫
Σ
∣∣u(x, z)∣∣p dzdx.
Moreover, we define the spatial translation operator Ty : L˜pl,u→ L˜pl,u; u(·, ·) 7→ u(· + y, ·) for
p ∈ [1,∞). Our final space of uniformly local Lp-functions is given by:
L
p
l,u = {u ∈ L˜pl,u: ‖Tyu− u‖Lpl,u→ 0 for y→ 0}.
This space is constructed as the space C0b,unif of uniformly continuous functions for which the
sup-norm is bounded and which can also be characterized by:
C0b,unif = {u ∈C0b : ‖Tyu− u‖C0b → 0 for y→ 0}.
This construction will allow us to use analytic semigroup theory in the spaces Lpl,u as well as in
the spaces C0b,unif since the generators of the following semigroups are densely defined in these
spaces.
For s ∈N we define the Sobolev spaces H˜ sl,u andHsl,u by requiring that the first s distributional
derivatives lie in the spaces L˜2l,u and L2l,u, respectively. Note that C
0
b,unif(Ω,R) ⊂ L2l,u(Ω,R),
and so these spaces are sufficiently large to contain all interesting solutions, as periodic,
quasiperiodic, or front solutions. In contrast to C0b,unif in L
2
l,u weighted energy methods and
Fourier transform can be used as helpful tools.
In order to write (1.3) as a dynamical system in an infinite dimensional phase space we have to
get rid of the equation∇ ·U = 0 and of the pressure term∇q . This is done as usual by introducing
a continuous projection Π0 : (L2l,u(Ω))3→H , where
H = {U ∈ (L2l,u(Ω))3 | ∇ ·U = 0, U · n|R×∂Σ = 0, [U(x)]Σ = 0}
equipped with the norm of (L2l,u(Ω))3. This projection satisfies additionally Π0∇q = 0. With
the help of the projection Π0 we define the unbounded linear operator ΛR and the nonlinearity
N (R, ·), depending smoothly on the parametersR, η, and ω, by
ΛRU = Π0
(
1U −R[(UCou · ∇)U + (U · ∇)UCou]),
N (R,U) = −RΠ0(U · ∇)U.
We follow the lines of the existing literature (cf. [21,15,41,3]) for the spatial bounded case and
show first:
LEMMA 1.1. – The operator ΛR is the generator of an analytic semigroup eΛRt in H with
domain of definition:
Z = {U ∈H |U ∈ (H 2l,u(Ω))3, U |∂Σ×R = 0}.
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Proof. – See Section 9. 2
Therefore, our final problem is to find solutions of
∂tU =ΛRU +N (R,U)(1.6)
in the space Z. We need the space
Z∗ = {U ∈H |U ∈ (H 1l,u(Ω))3}
which is a space in between Z and H to handle the quadratic operatorN (R, ·). We have:
LEMMA 1.2. – The quadratic operatorN (R, ·) is continuous from Z to Z∗. More precisely,
for each C0 > 0 there exists a C1 = O(C0)C0→∞ > 0 such that for all U ∈ Z and Reynolds
numberR ∈ (0,C0) we have the estimate∥∥N (R,U)∥∥
Z∗ 6C1‖U‖2Z.
Proof. – See Section 9. 2
The analyticity and especially the local Lipschitz continuity of N :Z→ Z∗ follows since N
is a bilinear mapping. We use the integral formulation equivalent to (1.6)
U(t)= eΛRtU0+
t∫
0
eΛR(t−τ)N (R,U(τ))dτ(1.7)
to solve the Cauchy problem for initial data U0 in Z. We use the estimate∥∥eΛRt∥∥L(Z∗,Z) 6Ct−%, t ∈ (0,1],
for a % ∈ [0,1) to give a meaning to the right hand side of (1.7). Herein L(E1,E2) is the Banach
space of the linear bounded operators fromE1 toE2. In case of the Navier–Stokes equations with
Dirichlet boundary conditions, one has %= 3/4 (see [15]). We have the following local existence
and uniqueness result which follows by standard arguments (cf. [12]).
LEMMA 1.3. – Fix R, η and ω. For any δ > 0 there exists a T > 0 such that for all U0
with ‖U0‖Z 6 δ we have a unique solution U ∈ C0([0, T ],Z) ∩ C1([0, T ],H) of (1.6) with
U(0)=U0.
In this paper we show the global existence of the strong solutions corresponding to initial
conditions in a neighborhood of the weakly unstable Couette flow U ≡ 0 in a subset PRglob ⊂
{(η,ω,R) ∈ (0,1)×R2} which is defined later on exactly.
THEOREM 1.4. – Fix η, ω, and let R −Rc = ε2 > 0 such that (η,ω,Rc) ∈ PRglob. Then
there exist C0,C1,C2, ε0 > 0 such that for all ε ∈ (0, ε0) the following holds. All solutions U of
(1.6) with ‖U |t=0‖Z 6C0 exist globally in time and satisfy:
lim sup
t→∞
∥∥U(t)∥∥
Z
6C1ε and sup
t∈[0,∞)
∥∥U(t)∥∥
Z
6C2.
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Additionally to the global existence in Z we show that an O(1)-neighborhood is mapped into
an O(ε)-neighborhood of the origin. As a consequence of this the local attractor of the Taylor–
Couette problem (cf. [24]) is of diameter O(ε) and attracts all solutions with initial conditions in
this O(1)-neighborhood. The proof of existence and the characterization of the attractor will be
the subject of a forthcoming paper.
The point (η,ω,R) is in PRglob if the solutions of the corresponding modulation equations, for
instance the Ginzburg–Landau equation (1.1), exist globally in time. The last global existence is
determined by the coefficients appearing in these modulation equations. There is some numerical
evidence that for instance the coefficient γ in the Ginzburg–Landau equation (1.9) has the
right sign in a region PR I ∩ {|ω| < C(η)} with C(η) a relatively large constant. Numerical
computations show that for certain parameters ranges in PR II the coefficients appearing in the
associated modulation equations lead also to a global existence of the solutions of the modulation
equations. For this see also Remarks 4.3 and 5.8. For a discussion about numerical calculations
for coefficients later on appearing in (1.9) and (4.6) we refer again to [3] and the list of literature
cited there.
1.2. Global existence via Ginzburg–Landau formalism
We consider again the Taylor–Couette problem (1.6) with parametersω, η, andR such that the
Couette flow is weakly unstable. In this section we explain the idea how the Ginzburg–Landau
formalism can be used to show the global existence result stated in Theorem 1.4. For simplicity
we restrict the explanation in this section to the paramater region PR I. Therefore, we assume:
(INTRO). – In the rest of this introduction we consider the Taylor–Couette problem in the
parameter region PR I.
Therefore, instability occurs via a real curve λ1 of eigenvalues crossing zero. This curve and
the rest of the spectrum looks like in Fig. 3.
Such a spectrum occurs for many problems (cf. [7]), in particular for the examples which
are considered in Section 9. From the form of the spectrum one can expect that the interesting
bifurcating solutions U are slow modulations in time and in space of the underlying spatial
periodic pattern eikcxUˆ1kc (z), i.e., they are of the form:
U = ψ˜δ +O
(
δ2
)
with ψ˜δ = δA
(
δx, δ2t
)
Uˆ1kc (z)e
ikcx + c.c.(1.8)
Fig. 3. The spectrum in PR I.
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Fig. 4. Modulated solutions.
for a δ > ε > 0. Inserting this multiple scaling ansatz into the original problem shows us that A
has to satisfy in lowest order a so called Ginzburg–Landau equation:
∂T A= ε
2
δ2
aA+ b∂2XA− γA|A|2,(1.9)
with a,b, γ ∈ C, T = δ2t , X = δx , and A(X,T ) ∈ C. In contrast to the classical perturbation
ansatz (ε = δ) we distinguish as in [24] and [37] the bifurcation parameter ε from the
scaling parameter δ. This allows us the application of the Ginzburg–Landau formalism in
O(1)-neighborhoods for ε → 0. For the Taylor–Couette problem in the parameter region I
the coefficients a, b, and γ are real. This is due to the reflection symmetry ((x, z,U) 7→
−(x, z,U)) of the problem [16]. This formally derived modulation equation allows us to describe
approximately the envelope A of the spatial periodic underlying pattern Uˆ1kc (z)e
ikcx
.
This formalism was introduced into these problems in [27,30,16]. In the parameter region
PR II more complicated equations occur as modulation equations.
In the last years a mathematical theory of the Ginzburg–Landau formalism was developed.
In the papers [5,43,31,32,1,40] the following has been shown. To each approximation ψ˜δ exists
a solution U of the original system which is nearby ψ˜δ on a sufficiently large time scale. This
approximation property is the first principle which we need in order to show the global existence
of strong solutions for the Taylor–Couette problem. The second principle is the attractivity of the
set of solutions of the Taylor–Couette problem which can be approximated by the solutions of
the associated Ginzburg–Landau equation [9,10,34]. In [33] these principles are used to show the
global existence of all small solutions of the weakly unstable Kuramoto–Shivashinsky equation.
In [24] the upper semicontinuity of the Kuramoto–Shivashinsky attractor towards the Ginzburg–
Landau attractor in a certain limit has been shown.
We follow the lines of [33] and formulate the two principles in an abstract way. In order to
do so we solve the original system, here the Taylor–Couette problem (1.6), in a Banach space Z
and the corresponding Ginzburg–Landau equation in a Banach space Y . Later on, we introduce
a family of norms [0, δ0] → ‖ · ‖Zn(δ) such that ‖ · ‖Z 6 ‖ · ‖Zn(δ) in order to describe solutions
of the Ginzburg–Landau form (1.8) which depends essentially on the scaling parameter δ. From
‖u‖Zn(δ) 6Cδ will follow that u possesses a representation of the form (1.8), where A is O(1)-
bounded in Y . See also Section 6.1 and Figure 7 on p. 295. For the Taylor–Couette problem we
have chosen
Z = {U ∈H |U ∈H 2l,u(Ω)3, U |∂Σ×R = 0, [U(x)]Σ = 0}
and for the Ginzburg–Landau equation we choose Y = H 2l,u(R,C). We denote the nonlinear
evolution operator of (1.6) with Sεt :Z→ Z and the one of the associated Ginzburg–Landau
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equation (1.9) with GT :Y → Y . Moreover, we define balls BZ(r) and the non-symmetric
distance distZ(B,A) between two sets by:
BZ(r)=
{
u ∈ Z | ‖u‖Z 6 r
}
and distZ(B,A)= sup
b∈B
inf
a∈A‖a − b‖Z,
where Z stands here for an arbitrary Banach space. We denote with ψδ the mapping which maps
the Ginzburg–Landau solutions into the Taylor–Couette problem. It is chosen similarly to (1.8),
but possesses better properties, which are explained later on. Furthermore, we need the estimate∥∥ψδ(A)∥∥Z 6 c1δ‖A‖Y .(1.10)
Finally, we donote by Pˇc1 an operator which extracts from u ∈ Z the Ginzburg–Landau modes
A ∈ Y , such that Pˇ1c 9δ(A)=A.
With these notations and assumptions we formulate the attractivity property:
THEOREM 1.5 (Attractivity). – For each r > 0 there exist constants C,T0,R1, δ0 > 0 such
that for all 0< ε 6 δ 6 δ0 the following estimates hold:
distZ
(Sε
T0/δ2
(
BZ(δr)
)
,ψδ
(
BY (R1)
))
6Cδ5/4,(1.11)
distY
(Pˇc1(SεT0/δ2(BZ(δr))),BY (R1))6Cδ1/4,(1.12)
sup
t∈[0,T0/δ2]
∥∥Sεt (u0)∥∥Z 6Cδ.(1.13)
Proof. – See Section 6. 2
A more precise formulation to (1.11) and (1.12) will be ‖Sε
T0/δ2
(BZ(δr))‖Zn(δ) 6Cδ.
After this time the solutions can be approximated by the solutions of the associated Ginzburg–
Landau equation.
THEOREM 1.6 (Approximation). – For all R1, T1, d > 0 there exist C,δ0 > 0 such that for all
0< ε 6 δ 6 δ0 the following holds: Let A0 ∈BY (R1) and u0 ∈ Z with ‖u0−ψδ(A0)‖Z 6 dδ5/4,
then
sup
06t6T1/δ2
∥∥Sεt (u0)−ψδ(Gδ2t (A0))∥∥Z 6Cδ5/4.(1.14)
Proof. – See Section 7. 2
These two principles allow us to control the solutions of the original system by the solutions
of the Ginzburg–Landau equation. For the Ginzburg–Landau equation the global existence of
solutions is well established. Moreover, the existence of an absorbing ball is known.
THEOREM 1.7 (Absorbing ball for the Ginzburg–Landau equation). – There exists a R3 > 0
such that for all R2 > 0 and 06 ε 6 δ there is a T3 > 0 with:
GT3
(
BY (R2)
)⊂BY (R3) and ⋃
T∈[0,T3]
GT
(
BY (R2)
)
is a bounded set.
Proof. – See Section 5.1. 2
The idea to transfer the global existence result for the solutions of the Ginzburg–Landau
equation to the Taylor–Couette problem is as follows:
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It remains to bound the ‖ · ‖Z-norm of the solutions of the Taylor–Couette problem due to
the validity of Lemma 1.3. The attractivity shows us that after a certain time solutions in a
neighborhood of the origin in the Taylor–Couette problem can be described by the solutions
of the Ginzburg–Landau equation. Since the Ginzburg–Landau equation possesses an absorbing
ball, sufficiently large neighborhoods of the origin are mapped into smaller neighborhoods of
the origin. By using the approximation property the same can be demonstrated for the Taylor–
Couette problem, too. Therefore, we have bounded the ‖ · ‖Z-norm of the solutions, and so we
conclude the global existence of strong solutions to initial conditions in an O(1)-neighborhood
of the origin.
In formulae this looks like: We choose r > 2c1R3, where R3 is defined according to
Theorem 1.7 and c1 according to (1.10). Then we choose δ ∈ (0, δ0), T0 and R1 according to
Theorem 1.5. From Theorem 1.5 follows that the set M1 = SεT0/δ2(BZ(δr)) satisfies
distZ
(
M1,ψδ
(
BY (R1)
))
6Cδ5/4.
From Theorem 1.7 follows the existence of a T3 > 0 such that
distZ
(
ψδ
(GT3(BY (R1))),ψδ(BY (R3)))= 0.
Moreover, from Theorem 1.6 follows
distZ
(Sε
T3/δ2
(M1),ψδ
(GT3(BY (R1))))6Cδ5/4.
Since we have additionally distZ(ψδ(BY (R3)),BZ(δr/2))= 0 we can conclude
Sε
(T0+T3)/δ2
(
BZ(δr)
)⊂ {u ∈Z | inf
v∈BZ(δr/2)
‖u− v‖Z 6Cδ5/4
}
⊂BZ(δr),
for δ sufficiently small. Thus, the ball BZ(δr) is mapped into itself by Sε(T0+T3)/δ2 . Since the
solutions stay also bounded for t ∈ [0, (T0+ T3)/δ2] the global existence in Z follows.
Remark 1.8. – The Ginzburg–Landau equation can also be derived, if the instability occurs
at the wavenumber kc = 0, but with a nonvanishing imaginary eigenvalue. Using the principles
from above allows us to show the global existence of solutions and the upper semicontinuity of
the attractors as well in this case. For the special case of a reaction–diffusion system see [37] and
for the general case see Appendix A.1.
1.3. The method of pseudo-orbits
In this section we explain how the Ginzburg–Landau formalism can be used to show that the
flow of the Taylor–Couette problem maps an O(1)-neighborhood into an O(ε)-neighborhood of
the origin in Z. The time which is needed to reach the O(ε)-neighborhood is of order O(1/ε2).
In an O(δ)-neighborhood the Ginzburg–Landau approximations ψδ are valid on O(1/δ2)-time
scales. Therefore, we need a sequence of approximations to control the size of the Taylor–Couette
solutions by the solutions of the Ginzburg–Landau equation on the long time interval O(1/ε2).
The pull-back of this sequence to the Ginzburg–Landau equation is a path which solves the
Ginzburg–Landau equation on the time intervals [nT1, (n + 1)T1) for a fixed T1 > 0 and all
n ∈ N. At the times T = nT1 it makes jumps of the size κ . Such a path will be called pseudo-
orbit.
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Fig. 5. Sketch of the global existence proof.
DEFINITION 1.9. – Let T1 > 0 and κ > 0. We call a functionA=A(T ) a (T1, κ)-pseudo-orbit
in the Banach space Y for the Ginzburg–Landau equation (1.9) if for all n ∈N the relations:
A
(
(n− 1)T1+ τ
)= Gτ (A((n− 1)T )) for all τ ∈ [0, T1), and∥∥A(nT1 + 0)− GT1(A((n− 1)T1))∥∥Y 6 κ
hold, where GT is the semigroup associated with (1.9) and A(T + 0)= limτ→T ,τ>T A(τ).
The jumps of size κ do not destroy the existence of an absorbing ball for the Ginzburg–Landau
equation. In the following we explain especially the results under the assumption (INTRO). The
general case is handled in subsequent sections. In [33] it is shown that in the Ginzburg–Landau
equation every (T1, κ)-pseudo-orbit of the Ginzburg–Landau equation is absorbed into a ball
with a radius depending on the coefficients of the Ginzburg–Landau equation, on T1, and on κ .
In the case of real coefficients in [24] exact estimates for the size of the absorbing ball in terms
of ε, δ, κ , and T1 has been shown.
LEMMA 1.10. – Assume a,b, γ > 0 to be fixed. Then there exists a constant C such that for
all ε/δ, κ ∈ (0,1] and all T1 > 1 the following is true: Let A=A(T ) be a (T1, κ)-pseudo-orbit
of (1.9). Then
lim sup
T→∞
∥∥A(T )∥∥
Y
6CΠ with Π = ε/δ+ (κ/T1)1/3+ κ.(1.15)
Proof. – See [24, Lemma 5.1]. 2
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By showing an approximation theorem without loss of regularity it is possible to iterate
the approximation process and to control the size of the solutions by the pseudo-orbits in the
Ginzburg–Landau equation alone.
THEOREM 1.11 (Shadowing by pseudo-orbits). – For all T1 > 0 there exist positive constants
δ0, C, and T0 such that for all δ ∈ (0, δ0] the following is true:
For all ε ∈ (0, δ] and all initial conditions u0 with ‖u0‖Z 6 δ the solution u(t)= Sεt (u0) exists
for all time, and there is a (T1,Cδ1/4)-pseudo-orbitA for (1.9) which satisfies ‖A(0)‖Y 6C and
approximates u(t) as follows:∥∥u(t)−ψδ(A(δ2t − T0))∥∥Z 6Cδ5/4 for all t > T0/δ2.
Proof. – See Section 8. 2
This method allows us to show that O(δj )-neighborhoods are absorbed into O(δj+1)-
neighborhoods, but it does not allow us to come in one step from O(1) to O(ε). So we have
to iterate this method to prove the validity of Theorem 1.4. If the scaling parameter δj is chosen,
the Ginzburg–Landau equation is given by (1.9) with δ = δj , and ε2,a,b and γ fixed for the
different δj s. Since we have assumed the validity of (INTRO) the Ginzburg–Landau equation has
real coefficients and the calculations made in [24] can be used for the Taylor–Couette problem
in the parameter region PR I, too.
The sequence δj is constructed with the help of Lemma 1.10 and Theorem 1.11. This has
already been done for the special case of the Kuramoto–Shivashinsky equation in [24]. It satisfies
under the above assumptions the iteration formula
δj+1 =C
(
ε+ δ13/12j
)
.
Therefore, we have lim supj→∞ δj 6 2Cε.
Remark 1.12. – As shown in [24] this method gives better estimates in orders of ε than energy
methods if energy methods are available.
1.4. Discussions
In this section we explain our point of view concerning the Ginzburg–Landau formalism. We
give some arguments why we think that our results are optimal in some sense.
The considerations of the last section have shown that anO(1)-neighborhood in Z is absorbed
by the set
Mε =
{
u ∈ Z | ‖u‖Zn(ε) 6Cε
}
,
whereC is a constant independent of ε. Under periodic boundary conditions along the unbounded
x-direction the setMε contains an invariant manifold known as center or inertial manifold which
are both exponentially attracting. On unbounded domains the Ginzburg–Landau equation takes
the role of the amplitude equations on these invariant manifolds. The dynamics in the setMε is
described approximately by the Ginzburg–Landau equation. In practice, the same is true for the
amplitude equations on the invariant manifolds since in general only truncated expansions of the
vector fields on the invariant manifolds are known. In very rare cases it is possible to show that
the phase portraits of the truncated systems and of the full systems are homeomorphic. Usually
only the persistence of special solutions, as fixed points, homoclinic or heteroclinic solutions
under higher order perturbations, can be demonstrated with the implicit function theorem. This
is exactly the same as we can show for the Ginzburg–Landau equation. On O(1) time-scales of
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the Ginzburg–Landau equation we can find solutions of the original system which are nearby the
associated approximations. The attractivity ofMε allows us to say that the dynamics of the full
problem is dominated by the Ginzburg–Landau equation, similar to the amplitude equation on the
center manifolds for problems posed on bounded domains. The persistence of special solutions,
as spatially quasiperiodic or front solutions, known from the Ginzburg–Landau equation, in the
full system has to be shown with different methods, for instance with spatial dynamics and center
manifold theory for elliptic problems (cf. [16,17,11,13]).
1.5. The plan of the paper
In the next section we formulate assumptions which allow us to show the above results
in an abstract setup. Then we introduce the spaces which we intend to base our analysis on.
Moreover, we explain multiplier theory. We derive the Ginzburg–Landau equations, we estimate
the residual, and we give some estimates on the pseudo-orbit solutions of the Ginzburg–Landau
equations. Then we show the attractivity and the approximation property. The global existence
and the pseudo-orbit approximation is concluded from these principles. It is shown that the
Taylor–Couette problem and other problems fits into this setup. In an appendix we give the
estimates for the linear semigroup and for the nonlinear terms, which are needed in the sequel.
Moreover, the case of a temporal Hopf bifurcation at the wave number kc = 0 is handled.
2. Assumptions on the original system
In this section we start again. We introduce the abstract setup in which it is possible to derive
a Ginzburg–Landau equation, to show attractivity and approximation properties, and to control
the size of the solutions by pseudo-orbits in the associated Ginzburg–Landau equation.
As already said the Ginzburg–Landau formalism applies for translational invariant problems
on cylindrical domains R×Σ , where Σ ⊂ Rd is a bounded cross-section. The coordinates are
denoted with x ∈R and z ∈Σ . Moreover, we define the translation operator Ty by (Tyu)(x, z)=
u(x + y, z). The unbounded direction is considered via Fourier transform and the function over
the bounded cross-sectionΣ is described by an element in a Hilbert space which could be finite-
or infinite-dimensional.
We give now the assumptions on the original system which are sufficient to derive the
associated Ginzburg–Landau equations and to prove the theorems of the introduction. The
assumptions (A1)–(A3) allows us to solve the original system. The assumptions (B1)–(B3) are
needed to derive the Ginzburg–Landau equation and to estimate the residual which is defined
later on. Therefore, we will ignore the redundance in the assumptions (A3) and (B3). They are
supplemented by the assumptions (C1) on p. 281 which connects the spaces, and (C2) I and (C2)
II on p. 285 and on p. 293 which guarantees the global existence in the modulation equations.
(A1) There exist three Banach spaces Z, Z∗ and H with Z dense in H , Z ⊂ Z∗ ⊂ H , and
‖ · ‖Z > ‖ · ‖Z∗ > ‖ · ‖H .
(A2) There is a sectorial operator Λ in H with domain of definition Z which is translation
invariant, i.e., TyΛ=ΛTy . Moreover, there exist a ∈R, C > 0, θ ∈ (0,pi/2), and ϑ ∈ [0,1) such
that for all µ ∈C∩ {arg(µ− a) ∈ (−pi/2− θ,pi/2+ θ)} we have∥∥(Λ−µ)−1∥∥L(Z∗,Z) 6C/|µ|1−ϑ.
(A3) The nonlinear mapping N is locally Lipschitz-continuous from Z to Z∗, i.e., for all
C0 > 0 exists a C1 > 0, such that ‖N (u) − N (v)‖Z∗ 6 C1‖u − v‖Z if ‖u‖Z,‖v‖Z 6 C0.
Moreover,N (0)= 0 and TyN (·)=N (Ty ·).
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These assumptions are sufficient to conclude the local existence and uniqueness of solutions
u ∈C([0, t0],Z)∩C1([0, t0],H) for the system
∂tu=Λu+N (u), u|t=0 ∈Z(2.1)
for a t0 > 0. We specify (2.1) by the following assumptions:
(B1) Let I ⊂R be a compact interval. Then we have three Hilbert spacesW2 ⊂W1 ⊂W0 with
‖ · ‖W0 6 ‖ · ‖W1 6 ‖ · ‖W2 and a family of projections Q˜ ∈C2(I,L(Wj ,Wj )) for j = 0,1,2 with
supj=0,1,2 ‖Q˜‖C2(I,L(Wj ,Wj )) < C <∞.(B2) There exist kc, ρ0, ε0 > 0, such that for 0 < ε < ε0 and |k − kc| < ρ0 < kc/3 we have
either (see Fig. 3 and Fig. 6)
(I) a curve λ˜( · , ε2) ∈ C3((kc − ρ0, kc + ρ0),C) of single eigenvalues and a curve of
eigenfunctions k 7→ ϕ˜(k, ε2)eikx of Λ such that k 7→ ϕ˜(k, ε2) ∈ C3((kc − ρ0, kc + ρ0),W2).
Around kc the curve of eigenvalues has the expansion:
λ˜
(
kc + k, ε2
)= iν0+ iν1k+ ε2(λ0 + iκ0)+ k2(λ2 + iκ2)+O(ε3+ |k|3)
with λ0 > 0 and λ2 < 0. We have λ˜(−k)= λ˜(k), and we set Σ+ = {⋃k: ||k|−kc |<ρ0 λ˜(k, ε2)}; or
(II) two curves λ˜±( · , ε2) ∈C3((kc − ρ0, kc + ρ0),C) of single eigenvalues and two curves of
eigenfunctions k 7→ ϕ˜±(k, ε2)eikx of Λ such that k 7→ ϕ˜±(k, ε2) ∈ C3((kc − ρ0, kc + ρ0),W2).
Around kc the curves of eigenvalues have expansions
λ˜±
(
kc + k, ε2
)=±iν0± iν1k+ ε2(λ0 ± iκ0)+ k2(λ2 ± iκ2)+O(ε3 + |k|3)
with ν0 6= 0, λ0 > 0 and λ2 < 0.
We have λ˜±(−k)= λ˜±(k), and we set Σ+ = {⋃k: ||k|−kc |<ρ0;j∈{+,−} λ˜j (k, ε2)}.
Moreover, there exists an ε-independent constant σ0 > 0 such that for 0< ε < ε0 the spectrum
Σ of Λ in Z satisfies sup Re(Σ−) <−2σ0, where Σ− consists of the spectrum of Λ without the
curves in Σ+. Finally, we assume that λ˜, λ˜±, ϕ˜, and ϕ˜± depend smoothly on ε and k, at least
three times differentiable.
Fig. 6. The relevant spectrum for PR II.
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(B3) The nonlinearity is at least (m¯+ 1)-times differentiable from Z to Z∗ and can be written
as
N (u)=
m¯∑
j=2
Nj (u)+O
(‖u‖m¯+1Z ),
where theNj (u) are symmetric multilinear mappings. Moreover, we assume [−(m¯+ 2)kc, (m¯+
2)kc] ⊂ I .
The Taylor–Couette problem in the parameter range PR I is covered by the assumption (B2)
I and in the parameter range PR II by the assumption (B2) II. As already explained for systems
with a certain reflection symmetry all eigenvalues which occur for the wavenumber k must
also appear for the wavenumber −k. Thus, in PR I we have for such problems necessarily
ν0 = ν1 = κ0 = κ2 = 0.
3. Preparations
In this section we introduce the Sobolev spacesHnl,u(W) of Hilbert spaceW valued uniformly
square integrable functions. We recall the multiplier theory and relate the spaces Hnl,u to the
abstract spaces H and Z from the assumption (A1) by the additional assumption (C1). The
section is closed with the introduction of operators which are needed in the sequel. For their
definition we use multiplier theory.
3.1. Suitable Banach spaces
In the assumptions (B2) Fourier transform plays a crucial role. Therefore, we need a functional
analytic setup which allows us to use the informations from (B2) in some suitable Banach spaces
which are related to the spaces Z later on. We follow the introduction and use the spaces L2l,u of
uniformly square integrable functions.
DEFINITION 3.1. – Let W be a Hilbert space. Then, we let:
L˜2l,u(R,W)=
{
u ∈L2loc(R,W): ‖u‖L2l,u <∞
}
,
where ‖u‖2
L2l,u
= sup
y∈R
y+1∫
y
∥∥u(x, ·)∥∥2
W
dx
and define the translation operator Ty : L˜2l,u(R,W) 7→ L˜2l,u(R,W) by (Tyu)(x)= u(x + y). Our
final space of uniformly local L2-functions is given by:
L2l,u(R,W)=
{
u ∈ L˜2l,u(R,W): ‖Tyu− u‖L2l,u(R,W)→ 0 as y→ 0
}
.
For s ∈ N we define the associated Sobolev spaces H˜ sl,u and Hsl,u by requiring that the first s
distributional derivatives lie in the space as well.
As already explained in the introduction these spaces are sufficiently large to contain all
interesting solutions, as fronts, spatial periodic or quasiperiodic solutions. Looking at the proof of
[24, Lemma 3.1] it is easy to see that the space L2l,u(W) is a closed proper subspace of L˜2l,u(W),
and that the spaces H˜ sl,u(W) and H
s
l,u(W) are dense in L2l,u(W).
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A different characterization of these spaces is as follows: We define:
u ∈ H˜ sρ(b)(W)⇔ uρ(b) ∈Hs(W)
equipped with the norm ‖u‖H˜ s
ρ(b)(W)
= ‖uρ(b)‖Hs(W), where ρ(b)(x) = (1 + (bx)2)−1/2 and
b > 0 fixed. Then ‖u‖Hsl,u ∼ supy∈R ‖Tyu‖H˜ sρ(b)(W). See [24].
3.2. The multiplier lemma
In this section we recall the multiplier theory from [32] for these spaces. In order to do so let
S be the space of W -valued Schwartz functions, i.e., u ∈ C∞(R,W) and |x|j1∂j2x u(x)→ 0 for
|x|→∞ and all j1, j2 ∈N. We define the Fourier transform F of a function u ∈ S(R,W) by:
(Fu)[x] = 1
2pi
∫
e−ikxu(x)dx.
Let S ′ = L(S,R) be the space of tempered distributions (cf. [46]). As usual, we define the
Fourier transform F of a tempered distribution u by (Fu)(ϕ) := u(Fϕ) for all ϕ ∈ S . Since
L2l,u ⊂ S ′ Fourier transform is a well-defined operation in L2l,u.
Almost all appearing operators in this paper are multiplication operators in Fourier space. The
so called multiplier lemma allows us to define corresponding operators in the physical spaceHnl,u,
too. The associated operator in the physical space is given byM :L2l,u→ L2l,u, u 7→F−1(MˆFu),
where Mˆ is the multiplication operator in Fourier space.
LEMMA 3.2. – Let W1, W2 be some Hilbert spaces. Furthermore, let m ∈ Z and k 7→
(1 + k2)m/2Mˆ(k) ∈ C2b(R,L(W1,W2)). Then M :Hql,u(W1)→ Hq+ml,u (W2) is bounded for all
q ∈ N0 with q +m> 0 and norm
6C(q,m)
∥∥(1+ | · |2)m/2Mˆ∥∥
C2b (R,L(W1,W2)),
where C(q,m) does not depend on Mˆ .
Proof. – See [32, Lemma 5]. 2
Obviously such operators M are translational invariant in the physical space. We denote
operators in the physical space with the same symbol, but without ·ˆ .
We use Lemma 3.2 to extend our Definition 3.1.
DEFINITION 3.3. – We introduce the spaces Hsl,u(W) for all s > 0 by:
Hsl,u(W)= clHsl,u(W) H
[s]+1
l,u (W),
where [s] =max{k ∈N0 | k 6 s},
‖u‖Hsl,u(W) = ‖Msu‖L2l,u(W) and Mˆs(k)= (1+ k
2)s/2.
Since we have to estimate these multipliers acting on scaled functions, we introduce the spatial
scaling operator Sδ by (Sδu)(x) := u(δx). We have ‖Sδu‖L2l,u(W) 6 Cδ
−1/2‖u‖L2l,u(W), but‖Sδu‖L2l,u(W) 6C‖u‖L∞(W) 6C‖u‖H 1/2+sl,u (W) for each s > 0. The following estimates hold:
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LEMMA 3.4. – Let m> 0 and (1+ | · |2)−m/2Mˆ(·) ∈ C2b(R,L(W1,W2)). Then
M
[
(Sδ ·)eik0x
]
:H
q
l,u(W1)→Hq−rl,u (W2)
is bounded for all q > r >m with norm
6C(q,m, r)
∥∥(1+ | · |2)−m/2Mˆ(δ · +k0)∥∥C2b(R,L(W1,W2))‖Sδ‖L(Hq−ml,u (W2),Hq−rl,u (W2)),
where C(q,m, r) does not depend on Mˆ .
Proof. – See [32, Lemma 6]. 2
The multiple scaling analysis which is used for the derivation of the Ginzburg–Landau
equation is based on the simple relation ∂yu(δy) = δ∂Y u(Y ) = O(δ) with Y = δy , i.e.,
differentiating a scaled functions wins one order of δ. In order to generalize this to operators
which are defined by the above lemma we need:
LEMMA 3.5. – Assume the same situation as in Lemma 3.4 and Mˆ(k + k0) = O(|k|s) for
k→ 0 and s 6m. Then∥∥(1+ | · |2)−m/2Mˆ(δ · +k0)∥∥C2b (R,L(W1,W2)) =O(δs).
Proof. – See [32, Lemma 7]. 2
This lemma allows us to exploit multipliers acting on scaled functions at the wavenumber
at which the functions are concentrated in Fourier space. For an application of this lemma see
Example 3.6.
3.3. Connections between the spaces
In this section we give the additional assumption (C1) which is the connection point between
the abstract spaces Z, Z∗, H , and the concrete spaces L2l,u, H
n
l,u.
In order to do so we need an even cut-off function χˆI ∈ C∞0 to extract the Fourier modes in
which this connection takes place. It is defined by χˆI (k) ∈ [0,1], χˆI (k) = 0 for k /∈ I and for
χˆI (k) = 1 for k ∈ I˜ = [−(m¯ + 1)kc, (m¯ + 1)kc], where m¯ is defined in the assumption (B3).
According to Lemma 3.2 and assumption (B1) we define the operator Q by the multiplication
operator Qˆ= Q˜χˆI . We set QB = {u ∈ B |Qu= u}.
Then we assume, additionally:
(C1) We assume that H ⊂ L(S(R,W0),R) such that Fourier transform is well defined
in H . Moreover, there exist C2,C3 > 0, such that for all u with suppFu ⊂ I˜ we have
QL2l,u(W0) = H |suppFu⊂I˜ , QL2l,u(W1) = Z∗|suppFu⊂I˜ , and QL2l,u(W2) = Z|suppFu⊂I˜ as sets
with the estimates
‖u‖QL2l,u(W0) 6 C2‖u‖H 6 C3‖u‖QL2l,u(W0),
‖u‖QL2l,u(W1) 6 C2‖u‖Z∗ 6 C3‖u‖QL2l,u(W1),
‖u‖QL2l,u(W2) 6 C2‖u‖Z 6 C3‖u‖QL2l,u(W2).
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3.4. Some operators
In this section some operators are defined with the help of the multiplier Lemma 3.2. They are
needed in the formal derivation of the Ginzburg–Landau equation and later on in the estimates
of the difference between the approximation and the solutions of system (2.1).
The counterpart to the shift operator Tkc in Fourier space is given by the multiplication operator
E· = eikcx · in physical space. We use an even cut-off function χˆ0 ∈C∞0 which is defined by:
χˆ0(k)=

1 for k ∈ [−ρ0/6,+ρ0/6],
0 for k /∈ [−ρ0/3,+ρ0/3],
∈ [0,1] other cases
to extract certain sets of Fourier modes.
The first so called mode filter P0 which we define is given by the multiplication operator
Pˆ0 = χˆ . We define multipliers Pn which extract the Fourier modes concentrated around nkc
through EnP0(E−nu)= Pnu. These Fourier modes are generated by the nonlinear interaction of
the critical Fourier modes, i.e., modes which are unstable or only weakly damped, concentrated
at the wavenumbers ±kc. Therefore, these operators are needed in the definition of the norms
‖ ‖Zn(δ) which will be introduced to describe solutions of the Ginzburg–Landau form (1.8).
For the following proofs it is essential to separate the critical modes from the noncritical
modes. We can separate for fixed wavenumber k ∈ [kc − ρ0, kc + ρ0] and ε ∈ (0, ε0) the critical
from the noncritical eigenfunctions by defining the Λˆ(k, ε2)-invariant projection through the
Dunford integral
P˜c(k, ε
2)uˆ := 1
2pii
∫
Γ
(
Λˆ
(
k, ε2
)−µId.)−1Q˜(k)uˆdµ (uˆ ∈W0),(3.1)
where Λˆ(k, ε2)uˆ= e−ik·Λ(uˆeik·). Herein, Γ is a closed curve surrounding the simple eigenvalue
λ(kc,0) = iν0 in the case I, and surrounding the simple eigenvalues λ±(kc,0) = ±iν0 in the
case II. This operation is well-defined since there are no other eigenvalues near the imaginary
axis for fixed wavenumber k due to the assumption (B2). Since we are dealing a real problem
we do the same for k ∈ [−kc − ρ0,−kc + ρ0], where Γ surrounds now λ(−kc,0)=−iν0, and
λ±(−kc,0)=∓iν0, respectively. It is well known that the resolvent is smooth with respect to µ
in the resolvent set of Λˆ(k, ε2), and with respect to k and ε2.
According to Lemma 3.2 we define a multiplier Pc :L2l,u(R,W0)→Hml,u(R,W2) for allm> 0
by the multiplication operator P˜c(Pˆ1+ Pˆ−1) in Fourier space. From the assumption (C1) follows
Pc ∈ L(H,Z), too. Moreover, we define Ps by Psu= u− Pcu for u ∈H . The operator Pc is no
projection, and so we define auxiliary mode filters Phc and Phs by:
Pˆ hc
(
k, ε2
)= P˜c(k, ε2)(χˆ0(kc + k/2)+ χˆ0(−kc + k/2))Q˜(k)
and
Pˆ hs
(
k, ε2
)= (1− χˆ0(kc + 2k)P˜c(k, ε2)− χˆ0(−kc + 2k)P˜c(k, ε2))Q˜(k),
such that Phc Pc = Pc and Phs Ps = Ps . Note that Phs is also well defined for k /∈ I by the
multiplication operator 1− Pˆ hs .
The solutions which can be described by the Ginzburg–Landau approximation (1.8) possesses
a certain Fourier mode distribution. The Fourier modes are strongly concentrated at the integer
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multiples of the critical wavenumber kc. See Fig. 7 on p. 295. A Fourier mode concentration at
the wavenumber nkc with width O(δ) of a function u corresponds in physical space to the fact
that this function can be written as (SδB)En, where B is an O(1)-bounded function in a suitable
Banach space. The strength of the concentration in powers of the wavenumber k corresponds in
physical space to the differentiability of the function B . Therefore, we define the operator Pn by
Pn(δ)u= S1/δE−nPnu. Moreover, we need Psn(δ)= S1/δE−nPnPs and Pcn(δ)= S1/δE−nPnPc .
These operators appear in the definition of the norms ‖ · ‖Zn(δ).
For the derivation of the Ginzburg–Landau equations we have to extract the amplitude of the
critical modes alone. Therefore, we define in the case I a complex–valued functional p˜I by:
P˜c
(
k, ε2
)
uˆ= p˜I
(
k, ε2
)
(uˆ) ϕ˜
(
k, ε2
)
and finally pˆI = p˜I Pˆ1. In the case II we define operators p˜±II by
P˜c
(
k, ε2
)
uˆ= p˜+II
(
k, ε2
)
(uˆ) ϕ˜+
(
k, ε2
)+ p˜−II (k, ε2)(uˆ) ϕ˜−(k, ε2)
and finally pˆ±II = p˜±II Pˆ1.
For completeness, we define λ,λ± by the multiplication operators λ˜Pˆ1 and λ˜±Pˆ1, respectively,
and ϕ,ϕ± by the multiplication operator ϕ˜Pˆ1 and ϕ˜±Pˆ1, respectively.
Until now some of the above operators are only defined for certain intervals of wavenumbers.
Since they vanish smoothly at the end of these intervals an extension by zero on the whole real
axis allows us to apply Lemma 3.2. To avoid the introduction of new symbols we denote in the
next two sections the extension of the operators λ, λ±, ϕ, and ϕ± to the wavenumbers around
−kc with the same symbol.
In the following we use the abbreviations Kct = Phc Kt and Kst = Phs Kt , where Kt is the
analytic semigroup which is generated by Λ. See Lemma A.2.
3.5. An example
We close this section with an example which shows how to work with these operators in the
given framework.
Example 3.6. – Using the assumption (B2) and noting that λ has compact support in Fourier
space we have for 0< ε6 δ with Lemma 3.4 and Lemma 3.5:
∥∥[E−1λE− (iν0+ iν1∂x + ε2(λ0 + iκ0)− (λ2 + iκ2)∂2x )]SδA∥∥Hnl,u
6C
∥∥∥∥K 7→ λ(kc + δK)− (iν0+ iν1δK + ε2(λ0 + iκ0)+ δ2K2(λ2 + iκ2))(1+K2)3/2
∥∥∥∥
C2b
‖SδA‖Hn+3l,u
6Cδ3‖A‖
Cn+3b,unif
.
4. Derivation of the modulation equations
In this section we derive the Ginzburg–Landau equation for the system (2.1) under the above
assumptions (A1)–(A3) and (B1)–(B3). As is [24] and [37] we distinguish the scaling parameter
δ from the small bifurcation parameter ε. As already said this is advantageous since it allows
us to include solutions of order O(1) into the Ginzburg–Landau formalism. For several reasons
which will be explained later on we work in the following with a modified approximation ψδ .
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This new approximation ψδ is nearby the approximation ψ˜δ of the introduction. It has compact
support in Fourier space and as a consequence of this fact it is infinitely differentiable in the
physical space.
4.1. Derivation of the Ginzburg–Landau equation in PR I
We introduce the abbreviation F= eiν0t and start with the approximation:
δψc = δa1+ δa−1 = δϕ
[
Tν1t (SδA)EF
]+ δϕ[Tν1t (SδA)E−1F−1].
Herein, the complex valued functionA only depends on time and the unbounded spatial variable.
Moreover, we have (Tν1t (SδA))(x, t) = A(δ(x + ν1t), t). We recall that ϕ is a multiplier with
compact support in Fourier space. Therefore, the a±1 have compact support in Fourier space. We
insert δψc into (2.1) to obtain an equation for the amplitude A. Terms concentrated around the
wavenumbers±2kc,0 are generated by the bilinear operatorN2. These terms are of orderO(δ2).
The interaction of these terms inN2 with δψc gives terms of orderO(δ3) which are concentrated
around the critical modes ±kc. The same order O(δ3) is obtained by the trilinear mapping N3
acting on δψc . Therefore, we take as final approximation:
ψδ = δψc + δ2ψs
= δa1+ δa−1 + δ2a0 + δ2a2 + δ2a2
= δa1+ δa−1 + δ2
[
Tν1t (SδB0)
]+ δ2[Tν1t (SδB2)E2F2]+ δ2[Tν1t (SδB−2)E−2F−2].
(4.1)
The functions B0, B2, and B−2 are determined by algebraic equations which we derive in the
following. They are slaved by the amplitude A. The functions A, B0, and B±2 are the solutions
of equations which we choose in such a way that the so called residual:
Res
(
ψδ(A)
)=−∂tψδ(A)+Λψδ(A)+N (R,ψδ(A))(4.2)
becomes small. It contains the terms which do not drop out after inserting ψδ into (2.1).
Inserting the approximation ψδ into (2.1) gives:
Res(ψδ)=−∂tψδ +Λψδ +N2(ψδ,ψδ)+N3(ψδ,ψδ,ψδ)+O
(‖ψδ‖4)
=−δ∂tψc − δ2∂tψs + δΛψc + δ2Λψs + δ3N3(ψc,ψc,ψc)
+ δ2N2(ψc,ψc)+ 2δ3N2(ψc,ψs)+ δ4N2(ψs,ψs)+O
(
δ4
)
=
m¯∑
j=−m¯, j 6=±1
sjEjFj +
∑
j=±1
[
(1− ϕ)(ss1EjFj )+ ϕ(sc1EjFj )],
with
s−2E−2F−2 = (−∂t +Λ)δ2a−2 + P−2N2(δa−1, δa−1)+O
(
δ3
)
,
s0 = (−∂t +Λ)δ2a0 + 2P0N2(δa−1, δa1)+O
(
δ3
)
,
s2E2F2 = (−∂t +Λ)δ2a2 + P2N2(δa1, δa1)+O
(
δ3
)
,
sc1EF= (−∂t + λ)δa1+
[
2N2
(
δ2a0, δa1
)+ 2N2(δ2a2, δa−1)
+3N3(δa1, δa1, δa−1)
]+O(δ4).
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Since the support ofN2(ψc,ψc) and the support of the critical modes have an empty intersection
in Fourier space we have from (B2) I that the spectrum of Λ restricted to subspace {Phs u = u}
lies strictly in the left half plane. Therefore, we can choose:
B0 = 2S1/δΛ−1N2
(
δϕ
[
(SδA)E
]
, δϕ
[
(SδA)E−1
])
,
B2 = S1/δE−2(Λ− 2iν0)−1N2
(
δϕ
[
(SδA)E
]
, δϕ
[
(SδA)E
])
,
B−2 = S1/δE2(Λ+ 2iν0)−1N2
(
δϕ
[
(SδA)E−1
]
, δϕ
[
(SδA)E−1
])
.
(4.3)
We remark that this choice guarantees that the approximation ψδ is in the space Z, i.e., for
instance for the Taylor–Couette problem that ∇ · ψδ = 0. We insert these relations for B0, B±2
into sc1 to obtain an equation for A alone, the Ginzburg–Landau equation
∂T A= ε
2
δ2
aA+ b∂2XA− γA|A|2,(4.4)
with
T = δ2t,
X = δ(x + ν1t),
γ = −E−1pˆI (kc,0)
[
2N2
(
b0, ϕˆ(kc,0)E
)+ 2N2(b2, ϕˆ(−kc,0)E−1)
+3N3
(
ϕˆ(−kc,0)E−1, ϕˆ(kc,0)E, ϕˆ(kc,0)E
)]
,
b0 = 2Λ−1|ε=0N2
(
ϕˆ(kc,0)E, ϕˆ(−kc,0)E−1
)
,
b2 = E−2(Λ|ε=0− 2iν0)−1N2
(
ϕˆ(kc,0)E, ϕˆ(kc,0)E
)
,
a = (λ0 + iκ0),
b = −(λ2 + iκ2).
In order to obtain global existence for the solutions of the Ginzburg–Landau equation we assume
additionally:
(C2) I The coefficient γ ∈C of the Ginzburg–Landau equation (4.4) satisfies Reγ > 0.
The above choice of A, B0, and B±2 as solutions of (4.3) and (4.4) gives for the residual:
s−2 =−δ2∂t
[
Tν1t (SδB−2)
]+O(δ3),
s0 =−δ2∂t
[
Tν1t (SδB2)
]+O(δ3),
s2 =−δ2∂t
[
Tν1t (SδB2)
]+O(δ3),
sc1EF= Tν1t
[
E−1λE− (iν0+ iν1∂x + ε2(λ0 + iκ0)− ∂2x (λ2 + iκ2))](δSδA)EF
+2pˆI
[N2(δ2a0, δa1)]− 2δ3pˆI (kc,0)[N2(b0, ϕˆ(kc,0)E)]F
+2pˆI
[N2(δ2a2, δa−1)]− 2δ3pˆI (kc,0)[N2(b2E2, ϕˆ(−kc,0)E−1)]F
+3pˆI
[N3(δa1, δa1, δa−1)]
−3δ3pˆI (kc,0)
[N3(ϕˆ(−kc,0)E−1, ϕˆ(kc,0)E, ϕˆ(kc,0)E)]F
+O(δ4).
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We follow exactly the lines of [32] or [33] and apply Lemma 3.4 and Lemma 3.5 as in Example
(3.6) to the residual. This yields the following estimates:
LEMMA 4.1. – For all C1 > 0 there exist δ0,C2 > 0 such that for all 0 < ε 6 δ 6 δ0 the
following holds. Let A ∈ C((0, T1],Hml,u) be a solution of the Ginzburg–Landau equation (4.4)
with supT∈[0,T1] ‖A(T )‖Hnl,u 6C1 for a m>max(n,1). Then we have the estimates:
(a)
∥∥PcjRes(ψδ(A))∥∥Hnl,u 6 C2δmin (δ3, δm−n)‖A‖Hml,u , for j =±1,
(b)
∥∥PjRes(ψδ(A))∥∥Hnl,u 6 C2δ2 min (δ, δm−n)‖A‖Hml,u , for j = 0,±2,
(c)
∥∥PjRes(ψδ(A))∥∥Hnl,u 6 C2δ|j |‖A‖Hml,u , for |j |> 3,
(d)
∥∥PsjRes(ψδ(A))∥∥Hnl,u 6 C2δ3‖A‖Hml,u , for j =±1.
Proof. – It remains to estimate the time derivatives in s0 and s±2. This can be done by
computing these derivatives by the formulae (4.3) and by expressing the appearing time
derivative ∂T A by the right hand side of (4.4). 2
Remark 4.2. – In the case PR I the drift Tν1t can be eliminated a priori with the transformation
x 7→ x + ν1t .
4.2. Derivation of the Ginzburg–Landau equation in PR II
We start in the case PR II with the approximation:
δψc = δa+1 + δa+−1+ δa−1 + δa−−1
= δϕ+[Tν1t (SδA+)EF]+ δϕ+[Tν1t (SδA+)E−1F−1]
+ δϕ−[T−ν1t (SδA−)EF−1]+ δϕ−[T−ν1t (SδA−)E−1F]
in order to make the residual small. The complex valued functions A+ and A− only depend
on time and the spatial variable for the unbounded direction. Similar as for the case PR I we
include again terms which are concentrated in Fourier space around the wavenumbers 0,±2kc.
Therefore, we take as final approximation:
ψδ = δψc + δ2ψs
= δa+1 + δa+−1+ δa−1 + δa−−1 + δ2
∑
j,l=0,±2
[
SδBjlEjFl
]
,
(4.5)
where B00 = B+00 + B−00. Following the lines of the case PR I we require that the functions Bjl
are determined by the algebraic equations:
B−2−2 = S1/δE2(Λ+ 2iν0)−1N2
(
δϕ+
[
Tν1t
(
SδA
+)E−1], δϕ+[Tν1t(SδA+)E−1]),
B0−2 = S1/δ(Λ+ 2iν0)−1N2
(
δϕ+
[
Tν1t
(
SδA
+)E−1], δϕ−[T−ν1t (SδA−)E]),
B2−2 = S1/δE−2(Λ+ 2iν0)−1N2
(
δϕ−
[
T−ν1t (SδA−)E
]
, δϕ−
[
T−ν1t (SδA−)E
])
,
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B−20 = S1/δE2(Λ)−1N2
(
δϕ+
[
Tν1t
(
SδA
+)E−1], δϕ−[T−ν1t(SδA−)E−1]),
B+00 = S1/δ(Λ)−1N2
(
δϕ+
[
Tν1t
(
SδA
+)E−1], δϕ+[Tν1t (SδA+)E]),
B−00 = S1/δ(Λ)−1N2
(
δϕ−
[
T−ν1t
(
SδA
−)E−1], δϕ−[T−ν1t (SδA−)E]),
B20 = S1/δE−2(Λ)−1N2
(
δϕ+
[
Tν1t
(
SδA
+)E], δϕ−[T−ν1t (SδA−)E]),
B−22 = S1/δE2(Λ− 2iν0)−1N2
(
δϕ−
[
T−ν1t
(
SδA
−)E−1], δϕ−[T−ν1t(SδA−)E−1]),
B02 = S1/δ(Λ− 2iν0)−1N2
(
δϕ−
[
T−ν1t
(
SδA
−)E−1], δϕ+[Tν1t (SδA+)E]),
B22 = S1/δE−2(Λ− 2iν0)−1N2
(
δϕ+
[
Tν1t
(
SδA
+)E], δϕ+[Tν1t (SδA+)E]).
All Bjl are well-defined since the spectrum of Λ restricted to the suitable subspace {Phs u= u}
lies again in the left half plane for the same reason as above. They are slaved by the variablesA+
and A− which are required to satisfy the equations:
∂T A
+ = (ε2/δ2)(λ0 + iκ0)A+ + (λ2 + iκ2)∂2XA+
+γ+3 A+|T−2ν1T/δA−|2+ γ+2 A+|A+|2 + r+,
r+ = γ+1 (A+)2T−2ν1T/δA
−
e2iν0T/δ
2 + γ+4 T−2ν1T/δA−|T−2ν1T/δA−|2e−2iν0T/δ
2
+γ+5 |A+|2T−2ν1T/δA−e−2iν0T/δ
2 + γ+6 A
+
(T−2ν1T/δA−)2e−4iν0T/δ
2
,
∂T A
− = (ε2/δ2)(λ0 − iκ0)A+ + (λ2 − iκ2)∂2XA+
+γ−5 |T2ν1T/δA+|2A− + γ−4 A−|A−|2+ r−,
r− = γ−1 (T2ν1T/δA+)2A
−
e4iν0T/δ
2 + γ−2 T2ν1T/δA+|T2ν1T/δA+|2e2iν0T/δ
2
+γ−3 T2ν1T/δA+|A−|2e2iν0T/δ
2 + γ−6 T2ν1T/δA+(A−)2e−2iν0T/δ
2
,
(4.6)
where
γ±1 =E−1pˆ±II (kc,0)
[
2N2
(
b22E2, ϕˆ−(−kc,0)E−1
)+ 2N2(b02, ϕˆ+(kc,0)E)
+3N3
(
ϕˆ−(−kc,0)E−1, ϕˆ(kc,0)+E, ϕˆ(kc,0)+E
)]
,
γ±2 =E−1pˆ±II (kc,0)
[
2N2
(
b22E2, ϕˆ+(−kc,0)E−1
)+ 2N2(b+00, ϕˆ+(kc,0)E)
+3N3
(
ϕˆ−(−kc,0)E−1, ϕˆ+(kc,0)E, ϕˆ+(kc,0)E
)]
,
γ±3 =E−1pˆ±II (kc,0)
[
2N2
(
b20E2, ϕˆ−(−kc,0)E−1
)+ 2N2(b−00, ϕˆ+(kc,0)E)
+2N2
(
b−02, ϕˆ
−(kc,0)E
)+ 6N3(ϕˆ−(−kc,0)E−1, ϕˆ+(kc,0)E, ϕˆ−(kc,0)E)],
γ±4 =E−1pˆ±II (kc,0)
[
2N2
(
b2−2E2, ϕˆ−(−kc,0)E−1
)+ 2N2(b−00, ϕˆ−(kc,0)E)
+3N3
(
ϕˆ−(−kc,0)E−1, ϕˆ−(kc,0)E, ϕˆ−(kc,0)E
)]
,
γ±5 =E−1pˆ±II (kc,0)
[
2N2
(
b20E2, ϕˆ+(−kc,0)E−1
)+ 2N2(b0−2, ϕˆ+(kc,0)E)
+2N2
(
b+00, ϕˆ
−(kc,0)E
)+ 6N3(ϕˆ+(−kc,0)E−1, ϕˆ+(kc,0)E, ϕˆ−(kc,0)E)],
γ±6 =E−1pˆ±II (kc,0)
[
2N2
(
b2−2E2, ϕˆ+(−kc,0)E−1
)+ 2N2(b0−2, ϕˆ−(kc,0)E)
+3N3
(
ϕˆ+(−kc,0)E−1, ϕˆ−(kc,0)E, ϕˆ−(kc,0)E
)]
,
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with γ+j = γ−j and
b−2−2 =E2(Λ+ 2iν0)−1N2
(
ϕˆ+(−kc,0)E−1, ϕˆ+(−kc,0)E−1
)
,
b0−2 = (Λ+ 2iν0)−1N2
(
ϕˆ+(−kc,0)E−1, ϕˆ−(kc,0)E
)
,
b2−2 =E−2(Λ+ 2iν0)−1N2
(
ϕˆ−(kc,0)E, ϕˆ−(kc,0)E
)
,
b−20 =E2(Λ)−1N2
(
ϕˆ+(−kc,0)E−1, ϕˆ−(−kc,0)E−1
)
,
b+00 = (Λ)−1N2
(
ϕˆ+(−kc,0)E−1, ϕˆ+(kc,0)E
)
,
b−00 = (Λ)−1N2
(
ϕˆ−(−kc,0)E−1, ϕˆ−(kc,0)E
)
,
b20 =E−2(Λ)−1N2
(
ϕˆ+(kc,0)E, ϕˆ−(kc,0)E
)
,
b−22 =E2(Λ− 2iν0)−1N2
(
ϕˆ−(−kc,0)E−1, ϕˆ−(−kc,0)E−1
)
,
b02 = (Λ− 2iν0)−1N2
(
ϕˆ−(−kc,0)E−1, ϕˆ+(kc,0)E
)
,
b22 =E−2(Λ− 2iν0)−1N2
(
ϕˆ+(kc,0)E, ϕˆ+(kc,0)E
)
andΛ=Λ|ε=0. Eqs. (4.6) contain highly oscillating terms in time for δ→ 0. They are collected
in r±. With averaging methods we show that these terms are irrelevant for the dynamics on
time scales of order O(1/δ2). Therefore, we will control the system (4.6) subsequently by the
solutions of:
∂T A
+ = (ε2/δ2)(λ0 + iκ0)A+ + (λ2 + iκ2)∂2XA+
+γ+2 A+|A+|2+ γ+3 A+|T−2ν1T/δA−|2,
∂T A
− = (ε2/δ2)(λ0 − iκ0)A+ + (λ2 − iκ2)∂2XA+
+γ−4 A−|A−|2+ γ−5 |T2ν1T/δA+|2A−.
(4.7)
Both equations contain fast drift terms. In the existing literature (cf. [19]) these terms are
eliminated by the consideration of so-called mean field coupled amplitude equations. In [45,
29,36] approximation properties for mean field coupled modulation equations are demonstrated.
For our purposes the mean field coupled description is of no use.
Remark 4.3. – We remark that in the reflectional symmetric case, i.e., for instance for the
Taylor–Couette problem, we have γ+2 = γ−4 , γ−5 = γ+3 , and that all other γ±j vanish (cf. [3]),
i.e., r+ = r− = 0 in this case.
In order to obtain global existence for the solutions of the Ginzburg–Landau equation we can
assume additionally:
(C2) II′ The coefficients γ+2 , γ+3 , γ−4 , γ−5 ,∈C of the Ginzburg–Landau equation (4.6) satisfy
Reγ±j < 0.
Remark 4.4. – By looking at spatially constant functions we suppose that this assumption is
by no means optimal. In the following we replace this assumption by assuming the validity of
Lemma 5.7.
Similar as in the last section we obtain for the residual:
LEMMA 4.5. – For all C1 > 0 there exist δ0,C2 > 0 such that for all 0 < ε 6 δ 6 δ0 the
following holds. Let A= (A+,A−) ∈ C((0, T1], (Hml,u)2) be a solution of the Ginzburg–Landau
TOME 78 – 1999 – N◦ 3
GLOBAL EXISTENCE RESULTS FOR PATTERN FORMING PROCESSES 289
equations (4.6) with supT∈[0,T1] ‖A(T )‖(Hnl,u)2 6 C1 for a m > max(n,1). Then we have the
estimates:
(a)
∥∥PcjRes(ψδ(A))∥∥Hnl,u 6 C2δmin (δ3, δm−n)‖A‖Hml,u , for j =±1,
(b)
∥∥PjRes(ψδ(A))∥∥Hnl,u 6 C2δ2 min (δ, δm−n)‖A‖Hml,u , for j = 0,±2,
(c)
∥∥PjRes(ψδ(A))∥∥Hnl,u 6 C2δ|j |‖A‖Hml,u , for |j |> 3,
(d)
∥∥PsjRes(ψδ(A))∥∥Hnl,u 6 C2δ3‖A‖Hml,u , for j =±1.
5. Estimates for the modulation equations
We need estimates concerning the long-time behavior of the pseudo-orbits in the Ginzburg–
Landau equations. These estimates are needed to show the global existence of the solutions in
the original system and to establish upper bounds for these solutions in the limit t →∞. We
distinguish the cases PR I and PR II.
5.1. Properties of the Ginzburg–Landau equation in PR I
In this parameter region the modulation equation is given by the single Ginzburg–Landau
equation (4.4). For this equation the global existence of strong solutions on unbounded domains
is well established (cf. [4,40,22]). We improve these results to obtain similar estimates for
(T1, κ)-pseudo-orbit solutions. For real coefficients a,b, and γ this is already done in [24]. For
the general case of complex coefficients we show:
LEMMA 5.1. – Assume Reγ > 0 and let T1 > 1 and n ∈ N. Then there exists a constant
C =C(a,b, γ,T1, n) such that for all 06 ε 6 δ, κ ∈ (0,1], the following is true: Let A=A(T )
be a (T1, κ)-pseudo-orbit in Hnl,u of (4.4). Then
lim sup
T→∞
∥∥A(T )∥∥
Hnl,u
6CΠ with Π = ε1/2/δ1/2+ κ1/4.(5.1)
Proof. – We set η = ε2a/δ2. Then let ηr = Reη, br = Re b, and γr = Reγ . With ρ`(x) =
ρ(`x) and ρ(x)= 1/(1+ x2) we have |ρ ′` (x)|6 ρ`(x). For all `6 1 we have the estimate
‖u‖2
L2l,u
6C sup
y∈R
∫ ∣∣u(x)∣∣2ρ`(x + y)dx.
See [24]. We obtain:
∂T
∫
ρ`|A|2 6 2
(∫
ηrρ`|A|2−
∫
γrρ`|A|4− 12
∫
`bρ ′`AAX − 12
∫
`bρ ′`AXA
−
∫
brρ`|AX|2
)
6 2
(∫
ηrρ`|A|2−
∫
γrρ`|A|4+ 14
∫
`2
(|b|2/br)|A|2)
6
∫
ρ`
(
d1q − d2q2
)
,
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with q = |A|2, d1 = 2(ηr + 14`2|b|2/br ), and d2 = 2γr . Using
d1q − d2q2 6 (d1+ ν)
2
4d2
− νq
we obtain for r0 =
∫
ρ`|A|2 the inequality:
∂T r0 6 c1 − c2r0, with c1 = (d1 + ν)
2
4d2`
and c2 = ν.
We make a jump for A of size κ at the time T1. Therefore, the application of the variation of
constant formula to this inequality gives
r0
(
(m+ 1)T1
)= e−c2T1r0(mT1)+ c1
c2
(
1− e−c2T1)+ κ2.
We find
lim sup
m→∞
r0(mT1)= c1
c2
+ κ
2
(1− e−c2T1) 6
c1
c2
+ κ2+ κ
2
c2T1
.
Inserting the above expressions for c1 and c2 in terms of ηr , ν and ` gives an expression which
can be optimized with respect to ν. With ν2 = (`2 + ηr) + κ2`2 we obtain an expression for
lim supm→∞ r0(mT1) in terms of `, κ and η. Choosing in this optimized expression
`=max(κ1/2, η1/2r )
shows the required result for the L2l,u-norm. With the same estimates as in [24] we can show
the result for the H 1l,u-norm. Using the next lemma allows us to show this estimate for all H
n
l,u-
norms. 2
LEMMA 5.2. – Let A(T ) be a solution of the Ginzburg–Landau equation (4.4). Then for all
T1 > 0, C1 > 1 and n>m> 1 exists a C2 > 0 such that for all T ∈ (0, T1] we have:∥∥A(T )∥∥
Hnl,u
6C2 max
(
1, T (m−n)/2
)∥∥A(0)∥∥
Hml,u
,
provided that ‖A(0)‖Hml,u 6C1.
Proof. – Using again the variation of constant formula and the smoothing properties of the
linear semigroup, we obtain these estimates for the Hnl,u-norms. 2
5.2. Properties of the Ginzburg–Landau equation in PR II
In the case PR II we use the system (4.7) to control the solutions of the modulation equations
(4.6). In order to do so we show first.
LEMMA 5.3. – Assume the validity of the assumption (C2) II′ and let T1 > 1. Then there exist
C,δ0 > 0 such that for all 06 ε6 δ 6 δ0, κ ∈ (0,1], the following is true: Let A= (A+,A−)(T )
be a (T1, κ)-pseudo-orbit of (4.7). Then
lim sup
T→∞
∥∥A(T )∥∥
(H 1l,u)
2 6CΠ with Π = ε1/2/δ1/2+ κ1/4.(5.2)
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Proof. – We consider the system
∂T A
+ = (ε2/δ2)(λ0 + iκ0)A+ + (λ2 + iκ2)∂2XA+
+ ν1
δ
∂XA
+ + γ2A+|A+|2+ γ3A+|A−|2,
∂T A
− = (ε2/δ2)(λ0 − iκ0)A+ + (λ2 − iκ2)∂2XA+
− ν1
δ
∂XA
− + γ4A−|A−|2+ γ5A−|A+|2,
(5.3)
equivalent to (4.7). From this system we derive equations for ∂xA+ and ∂xA−. Then we consider
(4.6) and the equivalent formulation for ∂xA+ and ∂xA−. We follow the lines of the proof of
Lemma 5.1, but with r0 =
∫
ρ|A+|2+ ∫ ρ|A−|2. We obtain with the same notations
∂t r0 = d1r0 + (Reγ2)
∫
ρ|A+|4 + (Reγ3)
∫
ρ|T2ν1T/δA+|2|A−|2
+ (Reγ5)
∫
ρ|A+|2|T−2ν1T/δA−|2 + (Reγ4)
∫
ρ|A−|4.
Thus, we can proceed as in the proof of Lemma 5.1 due to the assumption (C2) II′. Therefore,
as in the proof of Lemma 5.1 we can conclude that we can estimate r0 by the right hand side of
(5.2). With the same estimates as in [24] we can show the result for the H 1l,u-norm, too. 2
In the next step we show that the solutions of (4.6) can be approximated by the solutions of
(4.7) without loss of regularity. A similar result has already been shown in [36].
LEMMA 5.4. – For all n > 1, d > 0, and C1 > 0 there exist δ0,C > 0, such that for all
0< ε 6 δ 6 δ0 the following holds. Let:
(ε, δ) ∈ (0,1)2 7→ (A,B) ∈C([0, T0], (Hnl,u)2)
be a family of solutions of (4.7) which satisfies
sup
δ∈(0,1)
sup
T∈[0,T0]
∥∥(A,B)∥∥
(Hnl,u)
2 6C1 <∞;
then for all initial conditions (A˜, B˜)|T=0 with ‖[(A˜, B˜) − (A,B)]|t=0‖(Hnl,u)2 6 dδ. We have
solutions (A˜, B˜) of (4.6) with
sup
06t6T0
∥∥(A˜, B˜)− (A,B)∥∥
(Hnl,u)
2 6Cδ.
Proof. – The nonlinearity in (4.6) is written as a symmetric trilinear mapping N . We have the
estimate ∥∥N (u, v,w)∥∥
(Hnl,u)
2 6C3‖u‖(Hnl,u)2‖v‖(Hnl,u)2‖w‖(Hnl,u)2
for a C3 > 0 and all u,v,w ∈ (Hnl,u)2. A solution (A˜, B˜) of (4.6) is a sum of an approximation
A = (A,B) given by the solutions of (4.7) and an error δR. The terms which remain after
inserting a solution A = (A,B) of (4.7) into (4.6) define a residual RES(A), given by
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(r+(A), r−(A)). The error satisfies the differential equation:
∂TR=LR+ 3N (A,A,R)+ 3δN (A,R,R)+ δ2N (R,R,R)+ δ−1RES(A)
with ‖R‖(Hnl,u) 6 d and
L= diag((ε2/δ2)(λ0 + iκ0)+ (λ2 + iκ2)∂2X, (ε2/δ2)(λ0 + iκ0)+ (λ2 + iκ2)∂2X).
The local existence and uniqueness of solutions in (Hnl,u)2 follows immediately by the usual fixed
point argument (cf. [12]). In order to show the assertions of the lemma it remains to demonstrate
the O(1)-boundedness of R on the time interval [0, T0]. The semigroup GT generated by L can
be estimated with the help of the multiplier Lemma 3.2. This gives the existence of a C2 > 0
such that ‖GT ‖L((Hnl,u)2,(Hnl,u)2) 6C2 for all T ∈ [0, T0]. The application of GT on (4.6) gives:
R(T ) =
T∫
0
GT−τ
(
3N (A,A,R)+ 3δN (A,R,R)+ δ2N (R,R,R))(τ )dτ
+
T∫
0
δ−1GT−τRES(A)(τ )dτ + GTR(0).
By assumption there exists a C1 > 0 such that supT∈[0,T0] ‖A‖(Hnl,u)2 6C1. Moreover, we have:
LEMMA 5.5. – There exist δ0,CRES > 0 such that for all 0< ε 6 δ 6 δ0:
sup
T∈[0,T0]
∥∥∥∥∥
T∫
0
δ−1GT−τRES(A)(τ )dτ
∥∥∥∥∥
(Hnl,u)
2
6CRES.
For the proof see below. We show that there exist δ0,D > 0 with supT∈[0,T0] ‖R(T )‖(Hnl,u)2 6D
for all 0< ε6 δ 6 δ0. Assume now the existence of such a D, then
∥∥R(T )∥∥
(Hnl,u)
2 6
( T∫
0
C2C3C
2
1
∥∥R(τ )∥∥
(Hnl,u)
2dτ
)
+ T0C2C3
(
δC1D
2 + δ2D3)
+CRES+C2d.
Suppose now that (
δC1D
2 + δ2D3)6 1.(5.4)
Then Gronwall’s inequality yields∥∥R(T )∥∥
(Hnl,u)
2 6 (T0C2C3 +CRES +C2d)eT0C2C3C21 =:D
for T ∈ [0, T0]. This definesD. We are done, since we can choose δ0 > 0 such that the assumption
(5.4) is satisfied for all 0< ε 6 δ 6 δ0. 2
Proof of Lemma 5.5. – Obviously we can restrict the analysis to the first component of the
residual r+(A). As an example we treat the first term appearing there. We denote the restriction
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of the semigroup GT to the first component with same symbol and use that∥∥A+(τ )∥∥
Hn+1l,u
6Cmax
(
1, τ−1/2
)∥∥A+(0)∥∥
Hnl,u
and
‖GT−τ‖L(Hnl,u,Hn+1l,u ) 6Cmax
(
1, (t − τ)−1/2)
to obtain with partial integration
sup
T∈[0,T0]
∥∥∥∥∥
T∫
0
δ−1GT−τ
(
A+
(
T2ν1τ/δA
−)
A+
)
(τ )e2iν0τ/δ
2 dτ
∥∥∥∥∥
Hnl,u
6 sup
T∈[0,T0]
∥∥∥∥∥
T∫
0
δ−1∂τ
[GT−τ (A+(T2ν1τ/δA−)A+)]e2iν0τ/δ2δ2/(2iν0)dτ
∥∥∥∥∥
Hnl,u
+ sup
T∈[0,T0]
∥∥δ−1[GT−τ (A+(T2ν1τ/δA−)A+)]e2iν0τ/δ2δ2/(2iν0)|Tτ=0∥∥Hnl,u
6C sup
T∈[0,T0]
‖A+‖2Hnl,u supT∈[0,T0]
∥∥A−∥∥
Hnl,u
=O(1).
The use of the above smoothing properties has allowed us to show the approximation property
without loss of regularity. This is possible since the singularities appear at different ends of
the integration interval. Moreover, we have used that ∂τ (T2ν1τ/δA
−
) = O(1/δ), ∂τGT−τ =
−GT−τ [(ε2/δ2)(λ0+ iκ0)+ (λ2+ iκ2)∂2X] and that ∂τA+ can be expressed by the right hand side
of (4.7) and so ∂T A+ =O(1). In the same way all other terms in r+ and r− can be estimated. 2
In order to finish our considerations about the (T1, κ)-pseudo-orbits in (4.6) we need the
following smoothing lemma which follows again by looking at the variation of constant formula
and by using the smoothing properties of the linear semigroup.
LEMMA 5.6. – Let A(T ) be a solution of the Ginzburg–Landau equations (4.6). Then for all
T1 > 0, C1 > 1, and n>m> 1 exists a C2 > 0 such that for all T ∈ (0, T1] we have:∥∥A(T )∥∥
Hnl,u
6C2 max
(
1, T (m−n)/2
)∥∥A(0)∥∥
Hml,u
provided that ‖A(0)‖Hml,u 6C1.
A combination of Lemmas 5.3, 5.4, and 5.6 gives finally:
LEMMA 5.7. – Assume the validity of the assumption (C2) II′ and let T1 > 1. For all n > 1
and C1 > 0 there exist C2, δ0 > 0 such that for all 06 ε 6 δ 6 δ0, κ ∈ (0,1], the following is
true: Let A= (A+,A−)(T ) be a (T1, κ)-pseudo-orbit of (4.6) in Hnl,u for a n > 1 to the initial
condition A0 which satisfies ‖A0‖Hnl,u 6C1. Then
lim sup
T→∞
∥∥A(T )∥∥
(Hnl,u)
2 6C2Π with Π = ε1/2/δ1/2+ κ1/4+ δ.(5.5)
As already said the assumption (C2) II′ is by no means optimal. Since these estimates are not the
main point of this paper we replace (C2) II′ by:
(C2) II We assume the validity of the assertions of Lemma 5.7.
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Remark 5.8. – We remark that for the Taylor–Couette problem we only need Reγ+2 < 0 and
Reγ+3 < 0. (See Remark 4.3.) There is some numerical and experimental evidence that this holds
in domains of PR II (cf. [3]).
6. The attractivity
In this section we prove the validity of the attractivity theorem which has already been stated in
the introduction in an abstract way. The first proof of the attracitivity property can be found in [9].
The existing literature (cf. [44,34,10,24,2]) handle scalar equations on the real line. Therefore,
we need to improve the existing results.
6.1. More suitable Banach spaces
The norms ‖ · ‖Zn(δ) which follow the abstract formulation of the attractivity property
(Theorem 1.5) in the introduction are intended to measure the distance from a solution to
the Ginzburg–Landau form (1.8). Corresponding to the representation (1.8) is a certain mode
distribution in Fourier space. Computer simulations of systems with a spectrum as assumed in
(B2) on large, but finite intervals with periodic boundary conditions give us a picture for the
modulus of the Fourier modes drawn over the wavenumbers. These pictures look more or less
the same for all small initial conditions. Some strongly concentrated peaks appear at integer
multiples of the critical wavenumber kc.
The appearance of such a mode distribution was first stated in [30] and first proved by
W. Eckhaus in [9] for scalar problems on the infinite line. The simplest way to describe the
appearance of such a mode distribution is to work in weightedL1-spaces in Fourier space (cf. [2])
such that the inverse of the weight looks like the mode distribution required. For the Kuramoto–
Shivashinsky equation, a scalar fourth order model problem we have kc = 1 and the weights
fn(k) which are defined by:
1/fn(k) = δ(n+3)/2 max
j=±1,±2; l=±3,...,±n
{
2,1/
(
δ + |k− j |)n/2−|j |+3/2,
1/
(
δ+ |k|)n/2−1/2,1/(δ + |k− l|)n/2−|l|/2+1/2}.
We see that a plot of k 7→ 1/fn(k) looks similar to Fig. 7. Note that u(·, t)fn in L1 with O(1)-
norm allows for peaks near k =±1 and k = 0,±2 as shown. In between these peaks the Fourier
transform of the solution u vanishes up to any polynomial order of δ.
Since these spaces are too small to contain for instance spatial periodic solutions or front
solutions we introduce the following spaces. Let Zn(δ)=Z as a set, but equipped with the norm
‖u‖Zn(δ) =
∥∥Phc u∥∥Zn,c(δ)+ δ−1∥∥Phs u∥∥Zn,s (δ) (n> 2),
where
δ−1‖u‖Zn,c(δ) = δ−1
∥∥Pc±1u∥∥Hβ(n)−1l,u (W2),(6.1)
δ−2‖u‖Zn,s (δ) = δ−β(n)
∥∥∥∥∥u−
n−1∑
j=−n+1
Pju
∥∥∥∥∥
Z
+
n−1∑
j=−n+1; j 6=±1
δ−β(j)‖Pj u‖Hβ(n)−β(j)l,u (W2)(6.2)
+ δ−β(3)∥∥Ps±1u∥∥Hβ(n)−β(3)l,u (W2),
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Fig. 7. The mode distribution.
with
β(j) = 1 for j =±1,
β(j) = 2 for j = 0,±2,
β(j) = 2+ (|j | − 2)(1− r0) for j =±3, . . . ,±n,
and r0 ∈ (0,1). Above in the definition of the weights fn we have had r0 = 1/2. In the following
we choose r0 ∈ (0,1/2) due to Sobolev’s embedding theorem in one space dimension. For
the Taylor–Couette problem we have W2 = H 2(Σ). In the vectorvalued case the noncritical
modes for wavenumbers k = ±kc are of order O(δ2+r0), since a quadratic interaction of the
critical modes cannot generate them. Moreover, we introduce the norms ‖u‖Z0(δ) = ‖u‖Z ,‖u‖Z1,c(δ) = ‖Pcu‖Z , and ‖u‖Z1,s (δ) = ‖Psu‖Z .
In order to control the nonlinear interaction we introduce the spaces Z∗n(δ) = Z∗ as a set,
but equipped with the same norm as Zn except that we replace W2 by W1 in the definition of
‖ · ‖Z∗n,s (δ) and that we set:
δ−1‖u‖Z∗n,c(δ) = δ−1
∥∥Pc±1u∥∥Hβ(n)−2l,u (W1).
For the Taylor–Couette problem we chooseW1 =H 1(Σ).
From v ∈Zn follows that there is a representation of v through
v =
N−1∑
m=−N+1
δβ(m)Am(δx)e
imx + δβ(N)vs,(6.3)
where the functionsAm satisfy ‖Am‖Hβ(N)−β(m)l,u (W2) 6C0 for a constantC0 independent of δ. The
function vs satisfies ‖vs‖Z 6C0.
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6.2. Statement and proof of the result
Before we state the result we remark that the attractivity is independent of the validity of the
assumption (C2), i.e., nowhere in the proof it is needed that the real part of the cubic coefficient of
the Ginzburg–Landau equation has a negative sign. Thus, attractivity holds before the solutions
can explode.
THEOREM 6.1. – Suppose the validity of (A1)–(A3), (B1), (B3), (C1) and either the
validity of (B2)(I) or (B2)(II). Fix r > 0 and n ∈ N with n 6 m¯. Then there exist constants
C1, T0,R1, δ0 > 0 such that for all 0 < ε 6 δ 6 δ0 and u0 ∈ BZ(δr) the following estimates
hold: ∥∥Sε
T0/δ2
(BZ(δr))
∥∥Zn(δ)6R1δ,(6.4)
sup
t∈[0,T0/δ2]
∥∥Sεt (u0)∥∥Z 6C1δ.(6.5)
Proof. – Let us remark at the beginning of the proof that the local existence and uniqueness
of the solutions for the following systems of partial differential equations is clear by using the
usual fixed point argument applied on the variation of constant formula (cf. [12]). Therefore, it
remains to estimate the solutions. We recall that we denote constants uniformly with C if they can
be chosen independently of δ, ε and of other relevant parameters which occur below. Moreover,
we have not to distinguish the cases PR I and PR II.
(A) We consider solutions u of (2.1) with u = v + w, where v = Phc v and w = Phs w.
We introduce the scalings v = δv0 and w = δw0. Hence, we have for the initial conditions
‖v0(0)‖Z + ‖w0(0)‖Z 6 C0 = O(1) for δ→ 0, since u|t=0 ∈ BZ(δr). Inserting this into (2.1)
and applying the variation of constant formula yields:
v0(t) = Kct v0(0)+
t∫
0
Kct−τN0,c dτ,
w0(t) = Kst w0(0)+
t∫
0
Kst−τN0,s dτ,
(6.6)
with
‖N0,c‖Z∗ 6 CN
(
δ2‖v0‖3Z + δ‖v0‖Z‖w0‖Z + δ‖w0‖2Z
)
,
‖N0,s‖Z∗ 6 CN
(
δ‖v0‖2Z + δ‖v0‖Z‖w0‖Z + δ‖w0‖2Z
)
due to Lemma A.4, where Phj N0,j =N0,j . We show first:
(i) ∀C0 > 0 ∃δ0,D0 > 0 ∀0< ε6 δ 6 δ0:∥∥v0(0)∥∥Z + ∥∥w0(0)∥∥Z 6C0⇒ sup
t∈[0,δ−1/2]
(∥∥v0(t)∥∥Z + ∥∥w0(t)∥∥Z)6D0.
Using Lemma A.2, eCKTn 6 2, and choosing δ so small such that the assumptions of Lemma A.4
and of the inequalities:
2CKCN δ−1/2
((
δ+ δ2)D20 + δ2D30)6 2CKC0
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and CKCNC(σ0,ϑ)δD20 6CKC0 are satisfied we have the estimates:
sup
t∈[0,δ−1/2]
∥∥v0(t)∥∥Z 6 2CKC0 + 2CKCN δ−1/2((δ + δ2)D20 + δ2D30)< 4CKC0 =:D0,
sup
t∈[0,δ−1/2]
∥∥w0(t)∥∥Z 6 CKC0 +CKCNC(σ0,ϑ)δD20 <D0.
Therefore, we have established (i).
(ii) Moreover, we have with the help of Lemma A.2
‖w0|t=δ−1/2‖Z 6CKe−σ0δ
−1/2/2C0 + δCKCNC(σ0,ϑ)D20 =O(δ).
(B) We assume now that the theorem has been shown for a n < m¯. Then we conclude the
validity for n + 1 6 m¯ from the validity for this n. We start (2.1) again, but now with the new
variables v = δvn, w = δ2wn, and with ‖vn(0)‖Zn,c + ‖wn(0)‖Zn,s 6 Cn = O(1) for δ→ 0.
Inserting this ansatz for u into (2.1) and applying the variation of constant formula gives:
vn(t) = Kct vn(0)+
t∫
0
Kct−τNn,c dτ,
wn(t) = Kst wn(0)+
t∫
0
Kst−τNn,s dτ,
(6.7)
with
‖Nn,c‖Z∗n,c 6 CN
(
δ2‖vn‖3Zn,c + δ2‖vn‖Zn,c‖wn‖Zn,s + δ2+r0‖wn‖2Zn,s
)
,
‖Nn,s‖Z∗n,s 6 CN
(‖vn‖2Zn,c + δr0‖vn‖Zn,c‖wn‖Zn,s + δ2r0‖wn‖2Zn,s )
and Phj Nn,j =Nn,j due to the validity of Lemma A.4. We show first:
(i) ∀Cn > 0 ∃δn,Dcn,Dsn > 0, Tn ∈ (0,1) ∀06 ε6 δ 6 δn:∥∥vn(0)∥∥Zn,c + ∥∥wn(0)∥∥Zn,s 6Cn⇒
{
supt∈[0,Tn/δ2]
∥∥vn(t)∥∥Zn,c 6Dcn,
supt∈[0,Tn/δ2]
∥∥wn(t)∥∥Zn,s 6Dsn.
In order to do so, we define:
Sc(t)= sup
06τ6t
∥∥vn(τ)∥∥Zn,c and Ss(t)= sup06τ6t ∥∥wn(τ)∥∥Zn,s .
As long as Sc(t)6Dcn and Ss(t)6Dsn we have again with eCKTn 6 2 and the Lemmas A.2 and
A.4 the estimate:
Sc(t)6 2CKCn +
t∫
0
∥∥Kcτ∥∥L(Z∗n,c,Zn,c)Nn,c dτ,(6.8)
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with
‖Nn,c‖Z∗n,c 6CcNδ2
((
Dcn
)3 +DcnDsn + δr0(Dsn)2).
Therefore, we have for 06 t 6 Tn/δ2
Sc(t)6 2CKCn +CKCN
(
Tn+ T 1/2n
)((
Dcn
)3+DcnDsn + 1)6 4CKCn =:Dcn,(6.9)
if Tn =O(1) > 0 is chosen such
CKCN
(
Tn+ T 1/2n
)((
Dcn
)3+DcnDsn + 1)6 2CKCn(6.10)
and δ0 > 0 is chosen such that the assumptions of Lemma A.4 are satisfied and that
δ
r0
0
((
Dsn
)2)
< 1.(6.11)
Moreover, we obtain for 06 t 6 Tn/δ2
Ss(t) 6 CKCn +C(σ0,ϑ)
(
CKCN
(
Dcn
)2 + δr0DcnDsn + δ2r0(Ds)2)
6 CKCn +C(σ0,ϑ)CKCN
((
Dcn
)2 + 1)=:Dsn,(6.12)
if δ0 > 0 is chosen such that
δ
r0
0 D
c
nD
s
n + δ2r00
(
Ds
)2 6 1.(6.13)
For Dcn and Dsn defined in (6.9) and (6.12) we find a Tn defined in (6.10) and a δ0 defined by
Lemma A.4, by (6.11), and by (6.13). Therefore, we have established this part.
(ii) Moreover, we have with Lemma A.2 (k) and (l) and A.4
∥∥vcn|t=Tn/δ2∥∥Zn+1,c 6 2CKTn(r0−1)/2Cn + 2CK
( Tn∫
0
τ−(1−r0/2) dτ
)((
Dcn
)3 +DcnDsn + 1)
=O(1)
and with Lemma A.4(c)∥∥wsn|t=Tn/δ2∥∥Zn+1,s 6CKe−σ0Tn/δ2δr0−1Cn +C(σ0,ϑ)CKCN ((Dcn)2 +DcnDsn + (Ds)2)
=O(1)
since e−σ0Tn/δ2δr0−1 6 1 for all δ ∈ (0, δ0) and δ0 > 0 sufficiently small.
(C) As a consequence, we can start the process again with the step (B). We can iterate this
process until we have reached n= m¯. 2
7. The approximation property
If quadratic terms are absent in the original system it is possible to show the approximation
property easily with the help of Gronwall’s inequality [5,18]. For problems with quadratic terms
approximation properties in different spaces has been shown in [43,31,32,1]. In the last two
papers vectorvalued problems are handled. We have to iterate the approximation theorem to prove
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the pseudo-orbit theorem. Thus, there should be no loss of regularity. Such an approximation
theorem has been shown in [33] and slightly improved in [24] for the Kuramoto–Shivashinsky
equation. In this paper we improve the last result to vectorvalued problems.
From u ∈ Zn we extract the initial condition A for the Ginzburg–Landau equation. At the
beginning of the approximation interval the initial condition of the Ginzburg–Landau equation
must be more regular than the corresponding part of the solution of the original system.
Therefore, we introduce the spaces Yn(m) = Hβ(n)−1+ml,u in the case PR I and in Yn(m) =
(H
β(n)−1+m
l,u )
2 in the case PR II. From Lemma 4.1 and Lemma 4.5 follows as an immediate
consequence.
LEMMA 7.1. – For all C1 > 0 there exist constants δ0,CR > 0 such that the following holds.
Let A ∈ C((0, T0],Yn(m)) be a solution of Eq. (4.4) for PR I and of system (4.6) for PR II,
respectively, with supT∈[0,T1] ‖A(T )‖Yn(0) 6C1. Then∥∥Phc Res(ψ)∥∥Zn,c 6CR(m,n)δmin(7/2,1/2+m)‖A‖Yn(m),(7.1) ∥∥Phs Res(ψ)∥∥Zn,s 6CR(m,n)δmin(5/2,2+r0,3/2+m)‖A‖Yn(m).(7.2)
We remark that for β(n)− 1> 1/2 we have δ3 and δ4 instead of δ7/2 and δ5/2 since
‖Sδ‖L(Hsl,u,L2l,u) 6
{O(1) for s > 1/2 ,
O(δ−1/2) for s 6 1/2.
Again without the use of the assumption (C2), but with the help of this lemma we show the
following approximation property.
THEOREM 7.2. – Let r0 = 1/4, r1 > 11/12, and suppose the validity of (A1)–(A3), (B1),
(B3), (C1), and either the validity of (B2)(I) or (B2)(II). Then for all R1, T1, d > 0 and n ∈ N
with m¯ > n > 3 there exists C,δ0 > 0 such that for all 0< ε 6 δ 6 δ0 the following holds: Let
A0 ∈ BYn(r1)(R1) and u0 ∈Zn(δ) with:∥∥Phc (u0−ψδ(A0))∥∥Zn,c + ∥∥Phs (u0 −ψδ(A0))∥∥Zn,s 6 dδ5/4,
then
sup
06t6T1/δ2
(∥∥Phc (Sεt (u0)−ψδ(Gδ2t (A0)))∥∥Zn,c
+∥∥Phs (Sεt (u0)−ψδ(Gδ2t (A0)))∥∥Zn,s )6Cδ5/4(7.3) ∥∥P+1 (δ)(SεT1/δ2(u0))− GT1(A0)∥∥Yn(r1) 6Cδ5/4.(7.4)
Proof. – Without loss of generality let r1 ∈ (11/12,1). We begin with two remarks. First, we
have
sup
t∈[0,T0/δ2]
(‖ψc‖Zn,c +‖ψs‖Zn,s )6Cψ.(7.5)
Secondly, for Ress = PsRes(ψ), and Resc = PcRes(ψ) from Lemma 7.1 and Lemma A.2 it
follows that:
sup
t∈[0,T1/δ2]
(∥∥∥∥∥δ−9/4
t∫
0
Kst−τRess dτ
∥∥∥∥∥Zn,s
)
6 δ−9/4CKC(σ0,ϑ)CRδ9/4 6CRes =O(1)(7.6)
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and
sup
t∈[0,T1/δ2]
∥∥∥∥∥δ−5/4
t∫
0
Kct−τResc dτ
∥∥∥∥∥Zn,c
6 δ−5/4 sup
t∈[0,T1/δ2]
t∫
0
∥∥Kct−τ∥∥L(Zn−1,c,Zn,c)∥∥Resc∥∥Zn−1,c dτ
6 δ−5/4
T1/δ
2∫
0
2CK
(
T1/δ
2− τ)−(1−r0)/2 δ1/2+2+r1 (δ2τ)−1/2 dτ
6CRes =O(1),
(7.7)
where we have used that T 7→ T 1/2A(T ) is uniformly bounded in Yn−1(2+ r1− r0). Moreover,
we have: ∥∥∥∥∥Pc1δ−5/4
T1/δ
2∫
0
Kct−τResc dτ
∥∥∥∥∥Yn(r1)
6 δ−5/4
T1/δ
2∫
0
2CK
(
T1/δ
2 − τ)−r1 δ1/2+r1+r1+r1 (δ2τ)−r1 dτ
6CRes =O(1)
(7.8)
for fixed T1 > 0.
The following proof of Theorem 7.2 consists of two parts. In part (A) it is shown that after a
short time (we choose t = δ−1/2) the noncritical part of the error is of order O(δ9/4) instead of
only being of order O(δ5/4). This is needed to solve the equations for the error on the long time
interval [0, T1/δ2] in part (B).
(A) We consider solutions u = v + w of (2.1), where v = Phc v and w = Phs w. Inserting
vc = δψc+δ5/4Rc andw = δ2ψs+δ5/4Rs into (2.1) gives with the variation of constant formula
for the error R = (Rc,Rs):
Rc(t) = Kct Rc|t=0+
t∫
0
Kct−τN1,c dτ + δ−5/4
t∫
0
Kct−τResc dτ,
Rs(t) = Kst Rs |t=0+
t∫
0
Kst−τN1,s dτ + δ−5/4
t∫
0
Kst−τRess dτ,
with the estimate ‖Rc|t=0‖Zn,c + ‖Rs |t=0‖Zn,s 6 d for the initial conditions and where:
‖N1,c‖Z∗n,c 6 CN
(
δCψ‖R‖Zn + δ5/4‖R‖2Zn
)
,
‖N1,s‖Z∗n,s 6 CN
(
δCψ‖R‖Zn + δ5/4‖R‖2Zn
)
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due to (7.5). We show first
(i) ∀d ∃δ0,D > 0 ∀06 ε6 δ 6 δ0: sup
t∈[0,δ−1/2]
‖R‖Zn 6D.
Choosing δ0 > 0 so small such that the assumptions of Lemma A.4 and the inequalities
2CKCN δ−1/2
(
δCψD+ δ5/4D2
)
< 2CKd,
CKCNC(σ0,ϑ)
(
δCψD+ δ5/4D2
)+CResδ < CKd
are satisfied, we obtain from (7.6) and (7.7):
sup
t∈[0,δ−1/2]
∥∥Rc(t)∥∥Zn,c 6 2CKd + 2CKCN δ−1/2(δCψD+ δ5/4D2)+CRes
< 4CKd +CRes =:D,
sup
t∈[0,δ−1/2]
∥∥Rs(t)∥∥Zn,s 6 CKd +CKCNC(σ0,ϑ)(δCψD+ δ5/4D2)+CResδ
6 2CKd 6D.
Therefore, we have established (i).
(ii) Moreover, we have∥∥Rs |t=δ−1/2∥∥Zn,s 6CKe−σ0δ−1/2d + δCKCNC(σ0,ϑ)(Cψ +D)D + δCRes =O(δ).
(B) Hence, after this time we choose the new scaling (δ5/4Rc, δ9/4Rs) for the error and start
the system again. We obtain:
Rc(t) = Kct Rc|t=0+
t∫
0
Kct−τN2,c dτ + δ−5/4
t∫
0
Kct−τResc dτ,
Rs(t) = Kst Rs |t=0+
t∫
0
Kst−τN2,s dτ + δ−9/4
t∫
0
Kst−τRess dτ
with max(‖Rc|t=0‖Zn,‖Rs |t=0‖Zn)6 D˜ =O(1) for the initial conditions and
‖N2,c‖Z∗n,c 6 CN
(
δ2
∥∥Rc∥∥Zn,c + δ2∥∥Rs∥∥Zn,s ),
‖N2,s‖Z∗n,s 6 CN
(∥∥Rc∥∥Zn,c + δ∥∥Rs∥∥Zn,s )
due to Lemma A.4. We are done if we show:
(iii) ∀D˜ ∃δ0,Dc,Ds > 0 ∀06 ε6 δ 6 δ0:
{
supt∈[0,T1/δ2] ‖Rc(t)‖Zn,c 6Dc,
supt∈[0,T1/δ2] ‖Rs(t)‖Zn,s 6Ds.
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In order to do so, we define:
Sc(t)= sup
06τ6t
∥∥Rc(τ)∥∥Zn,c and Ss(t)= sup06τ6t ∥∥Rs(τ)∥∥Zn,s .
We obtain with Lemma A.2:
Sc(t) 6 CKeCKT1D˜
+
t∫
0
CKeCKT1 max
(
1, (t − τ)−1/2)CN δ2(Sc(τ )+ Ss(τ ))dτ +CRes(7.9)
and
Ss(t)6CKD˜+ 1+C(σ0,ϑ)CKCN Sc(t)+CRes,(7.10)
with DR =max(Dc,Ds) for
δC(σ0,ϑ)CKCNDR 6 1.(7.11)
Inserting (7.10) into (7.9) gives
Sc(t)6M1 +M2δ2
t∫
0
max
(
1, (t − τ)−1/2)Sc(τ )dτ,
with
M1 = CKeCKT1D˜+CKCN eCKT1T1(CKD˜+ 1+CRes)+CRes,
M2 = CKCN eCKT1
(
1+C(σ0,ϑ)CKCN
)
.
The application of Gronwall’s inequality (∫ t0 = ∫ tˇ0 + ∫ ttˇ ) yields
Sc
(
T1/δ
2)6 CˇM1eCˇM2T1 =:Dc,
where tˇ and Cˇ are constants only depending on r1. Then we obtain
Ss
(
T1/δ
2) 6 CKD˜+C(σ0,ϑ)CKCN (Dc + δDs)+CRes
6 CKD˜+C(σ0,ϑ)CKCNDc + 1+CRes =:Ds.
We are done with this part, if we choose δ > 0 so small, such that (7.11) and the assumptions of
Lemma A.4 are satisfied.
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(C) Using (7.8) in the variation of constant formula gives additional for the part Rc in (B) we
get:
∥∥Pc1Rc(T1/δ2)∥∥Yn(r1) 6 ∥∥Pc1Kct Rc|t=0∥∥Yn(r1) +
∥∥∥∥∥Pc1
T1/δ
2∫
0
Kct−τN2,c dτ
∥∥∥∥∥Yn(r1)
+
∥∥∥∥∥Pc1δ−5/4
T1/δ
2∫
0
Kct−τResc dτ
∥∥∥∥∥Yn(r1)
6 CKT −r1/21
∥∥Pc1Rc|t=0∥∥Yn(0)+
T1/δ
2∫
0
(δ2τ)−(r1+1)/2
∥∥Pc1N2,c∥∥Yn(−1) dτ
+CRes
= O(1)
for δ→ 0 since ‖Pc1Rc|t=0‖Yn(0) =O(1) and ‖Pc1N2,c‖Yn(−1) =O(δ2). 2
8. Global existence and long-time asymptotics
In this section we give the abstract version of the global existence and of the asymptotic
behavior result stated in Theorem 1.4 for the Taylor–Couette problem in PR I.
THEOREM 8.1. – Assume the validity of the assumptions (A1)–(A3), (B1), (B3), (C1), and
either of (B2) I, (C2) I or (B2) II, (C2) II. Then there exist C0,C1,C2 > 0 such that all solutions
U of (2.1) with ‖U |t=0‖Z 6C0 satisfy
lim sup
t→∞
‖U‖Z 6C1ε and sup
t∈[0,∞)
‖U‖Z 6C2.
The proof of this theorem is essentially based on the following pseudo-orbit theorem.
THEOREM 8.2. – Under the assumptions of Theorem 8.1 and with r1 ∈ (11/12,1) we have:
For all T1 > 0 and m6 m¯− 2 there exist positive constants δ0, C0, C1, C2, C3, and T0 such
that for all δ ∈ (0, δ0] the following is true:
For all ε ∈ (0, δ] and all initial conditions u0 with ‖u0‖Z 6 δ the solution u(t) = St (u0) of
(2.1) exists for all time, satisfies supt∈[0,∞) ‖u(t)‖Z < C0δ and there is a (T1,C1δ1/4)-pseudo-
orbit A for (4.4) in the case I and for (4.6) in the case II which satisfies ‖A(0)‖Ym(r1) 6C2, and
approximates u(t) as follows:∥∥Phc (u(t)−ψδ(A(δ2t − T0)))∥∥Zm,c + ∥∥Phs (u(t)−ψδ(A(δ2t − T0)))∥∥Zm,s 6C3δ5/4
for all t > T0/δ2.
Proof. – Let u0 be an arbitrary initial condition of (2.1) with ‖u0‖Z 6 δ. From the attractivity
Theorem 6.1 follows for all m 6 m¯ the existence of a Cm and of a Tm > 0 such that
‖Sε
Tm/δ2
u0‖Zm(δ) 6Cmδ. We set m˜=m− 2 and choose A1 =Pc1SεTm/δ2u0 as initial condition of
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the modulation equations (4.4) and (4.6), respectively. Then all assumptions of the approximation
Theorem 7.2 are satisfied since∥∥Phc (STn/δ2u0−ψδ(A1))∥∥Zm˜,c(δ)+ ∥∥Phs (STn/δ2u0 −ψδ(A1))∥∥Zm˜,s (δ) 6Cδ5/4
and ‖A1‖Y m˜(r1) 6C.
Following the lines of the introduction in Section 1.2 the global existence is clear, and we can
conclude
lim sup
t→∞
∥∥Sεt u0∥∥Zm˜ 6C0δ.
The existence of an associated pseudo-orbit in the Ginzburg–Landau equation is shown with an
induction argument. From the approximation Theorem 7.2 follows for a fixed T1 > 0,
sup
06t6T1/δ2
(∥∥Phc (SεT0/δ2+(n−1)T1/δ2+t (u0)−ψδ(Gδ2t (An)))∥∥Zm˜,c
+ ∥∥Phs (SεT0/δ2+(n−1)T1/δ2+t (u0)−ψδ(Gδ2t (An)))∥∥Zm˜,s )6Cnδ5/4,(8.1)
‖δ1n‖Ym(r1) =
∥∥P+1 (δ)(Sε(T0+nT1)/δ2(u0))− GT1(An)∥∥Ym(r1) 6Cnδ5/4.(8.2)
Then we set An+1 = GT1(An)+1n as new initial condition for the Ginzburg–Landau equations
(4.4) and (4.6), respectively. We have∥∥ψδ(An+1)−ψδ(GT1(An))∥∥Zm˜ 6Cnδ5/4.
It remains to show that the constants Cn can be chosen independently of the recursion index n.
But that is clear due to the validity of Lemmas 5.1 and 5.7 since the jumps only depend on the
norm of ‖St u0‖Zm˜(δ). 2
Proof of Theorem 8.1. – The global existence was already shown in Theorem 8.2, so it remains
to show the asysmptotic behavior. We follow exactly the lines of [24, Theorem 5.2] except that
the sequence δj which is constructed in the following looks different.
We take 0< ε0 6 δ1 6 δ0, where δ0, T0, and T1 are the same values as in Theorem 8.2. By
induction over j we construct a sequence δ1 > δj > δj+1 > δJ =Cε, where C > 1.
Assume we know ‖u(tj )‖Z 6 δj , which is true for j = 1 with t1 = 0.
We apply Theorem 8.2 with δ = δj 6 δ0 to obtain a (T1,Cδ1/4j )-pseudo-orbitAj such that∥∥u(t − tj )−ψδj (Aj (δ2j t − T0))∥∥Z 6Cδ5/4j .
Using the estimate on the limsup of the pseudo-orbit in the Lemmas 5.1 and 5.7 we find a time
tj+1 with:∥∥u(tj+1)∥∥Z 6 Cδj∥∥Aj (δ2j (tj+1 + tj )− T0)∥∥Ym˜(r1) +Cδ5/4j
6 Cδj
(
(ε/δj )
1/2+ (δ1/4j )1/4)+Cδ5/4j 6C1(ε1/2δ1/2j + δ17/16j ).(8.3)
Thus, we are finished, as we have shown that it is possible to define δj such that δj+1 6
C1(ε1/2δ
1/2
j + δ17/16j ). To this end we decrease δ1 and ε0, if necessary, such that
C1δ
1/16
1 6 1/3, C1ε
1/2
0 6min
{
1, δ1/21 /3
}
.(8.4)
TOME 78 – 1999 – N◦ 3
GLOBAL EXISTENCE RESULTS FOR PATTERN FORMING PROCESSES 305
We let h(ε, δ) = C1(ε1/2δ1/2j + δ17/16j ) and define δj+1 = h(ε, δj ). From (8.4) we have for all
ε ∈ (0, ε0] the relation δ2 6 2δ1/3. Moreover, δ = h(ε, δ) has a unique fixed point δ∗ε in the
interval (0, δ1). Obviously, δ∗ε ∈ (C1ε,2C1ε) and δ > h(ε, δ) for δ ∈ (δ∗ε , δ1]. Thus, the sequence
δj decays monotonically and has the limit δ∗ε . Hence, there is a finite J such that δJ 6 2C1ε.
We stop at the iteration step j = J and conclude with the last pseudo-orbit AJ by taking
tJ+1 →∞ in Lemma 5.1 and Lemma 5.7, respectively, that lim supt→∞‖u(t)‖Z 6 δJ+1 6
2C1ε. This completes the proof. 2
The overall time needed for a solution starting in BZ(δ) to reach the ball BZ(Cε) is of order
1/ε2.
Remark 8.3. – From the construction it is obvious that jumps in the Ginzburg–Landau
equation of size κ are allowed, if κ→ 0 for δ→ 0.
9. Applications
Obviously the above theory applies for semilinear scalar problems of the form:
∂tu=−
(
1+ ∂2x
)2(1− ∂2x )su+ ε2u+ f (u, . . . , ∂3+2sx u)
on the infinite line, x ∈ R, with u(x, t) ∈ R and s ∈ N0. But the purpose of the above theory
is the application to real problems, as the Taylor–Couette problem, as Bénard’s problem [32],
as the Brusselator [20], and as the equations of laser theory [28,26]. For Bénard’s problem and
the Brusselator the above theory applies witout restriction. For the equations of laser theory in
nonlinear optics Theorem 6.1 and Theorem 7.2 are valid in usual Sobolev spaces. In [32] an
abstract approximation theorem, similar to Theorem 7.2, has been established and applied to
Bénard’s problem in a strip. In the other references a derivation of the associated Ginzburg–
Landau equation can be found. We refer to [7] for other examples, where the above theory can
be applied.
We treat now the Taylor–Couette problem as an example for the application of the above
theory. This problem is already introduced in the introduction to this paper. So it remains to
prove the validity of the assumptions (A1)–(A3), (B1)–(B3), (C1) and (C2).
(A1) As explained in the introduction we use the spaces:
H = {U ∈L2l,u(Ω)3 | ∇ ·U = 0, U · n|R×∂Σ = 0, [U(x)]Σ = 0},
Z∗ = {U ∈H |U ∈H 1l,u(Ω)3},
Z = {U ∈H | U ∈H 2l,u(Ω)3, U |∂Σ×R = 0}.
Since ‖ · ‖H = ‖ · ‖(L2l,u)3 , ‖ · ‖Z∗ = ‖ · ‖(H 1l,u)3 , and ‖ · ‖Z = ‖ · ‖(H 2l,u)3 we can conclude that the
spaces Z ⊂ Z∗ ⊂H are continuously embedded in each other. These spaces are Banach spaces
with Z dense in H since we have the following lemma:
LEMMA 9.1. – There exists a continuous projection Π0 : (L2l,u(Ω))3→H with Π0∇q = 0,[(Π0U)x ]Σ = 0, (Π0U) · n|R×Σ = 0, and divΠ0U = 0. More precisely, there exists a C > 0
such that
‖Π0‖L((L2l,u)3,H) + ‖Π0‖L((H 1l,u)3,Z∗) + ‖Π0‖L((H 2l,u)3,Z) 6C.
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Proof. – See [32, Chapter 4 (A1)] for a special case and [38, Lemma A.7] for the general
case. 2
(A2) The validity of the assumption (A2) and of Lemma 1.1 follows from the following lemma
LEMMA 9.2. – The translational invariant operator:
ΛRU =Π0
(
1U −R[(UCou · ∇)U + (U · ∇)UCou])
is a sectorial operator in H with the domain of definition Z. Moreover, there exist a ∈ R,
C > 0, θ ∈ (0,pi/2), and ϑ ∈ [0,1) such that for all µ ∈ Sa,θ = {µ ∈ C | arg(µ − a) ∈
(−pi/2− θ,pi/2+ θ)} we have∥∥(Λ−µ)−1∥∥
(Z∗,Z) 6C/|µ|1−ϑ.(9.1)
Proof. – See [32, Chapter 4 (A2)] for a special case and [38, Lemma A.9] for the general
case. 2
(A3) Proof of Lemma 1.2. – The Sobolev embedding theorem shows us that the identity
operator is continuous from H 2l,u(Ω) to C
0
b(Ω) and from H
1
l,u(Ω) to L
4
l,u(Ω) when the
dimension is less or equal three. Since we have shown additionally that Π0 : (H 1l,u)3→ Z∗ is
continuous, we are done. 2
(B1) We choose
W0 =
(
L2(Σ)
)3
,(9.2)
W1 =
(
H 1(Σ)
)3
,(9.3)
W2 =
(
H 2(Σ)
)3 ∩ {U |∂Σ = 0}(9.4)
and Q˜(k)u = e−ikxΠ(eikx ·)u for u ∈ W0. The smoothness and boundedness of Q˜ for wave-
numbers k in a compact interval I follows from the linearity of Π .
(B2) In the introduction it was already explained how the spectrum for fixed wavenumbers k
looks like. It remains to transfer this result into the whole space Z. More precisely, it remains
to show that there exists an ε-independent constant σ > 0 such that for 0< ε < ε0 the spectrum
Σ of Λ in Z satisfies sup Re(Σ−) <−σ0, where Σ− consists of the spectrum of Λ without the
curves in Σ+. But this has already been shown in [32].
(B3) The validity of this assumption follows obviously sinceH 2l,u(R×Σ) is a Banach algebra.
(C1) The validity of this assumption follows with the help of the multiplier Lemma 3.2 since
we can show Hml,u(Wj )|suppFu⊂I =L2l,u(Wj )|suppFu⊂I as a set and
‖u‖L2l,u(Wj ) 6 ‖u‖Hml,u(Wj ) 6C‖u‖L2l,u(Wj )
for all m> 0 and u with suppFu⊂ I .
(C2) For the validity of this assumption we refer again to [3] and the literature cited there. See
also Remarks 4.3 and 5.8.
A. Appendix
In this Appendix we prove some estimates for the linear semigroup and for the nonlinear terms
which we have used before. For completeness the following section is added.
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A.1. Hopf bifurcation at kc = 0
A Ginzburg–Landau equation can also be derived if a Hopf bifurcation in time occurs at the
wavenumber kc = 0, i.e., if we replace the assumptions (B2) I or II by:
(B2) III There exist ρ0, ε0 > 0, such that for 0 < ε < ε0 and |k| < ρ0 we have two curves
λ˜±(·, ε2) ∈ C3((−ρ0, ρ0),C) of single eigenvalues with λ˜+(k) = λ˜−(−k) and two curves of
eigenfunctions k 7→ ϕ˜±(k, ε2)eikx of Λ such that k 7→ ϕ˜±(k, ε2) ∈ C3((−ρ0, ρ0),W2). Around
kc the curves of eigenvalues have expansions:
λ˜±
(
k, ε2
)=±iν0+ ε2(λ0 ± iκ0)+ k2(λ2 ± iκ2)+O(ε3 + |k|3)
with λ0 > 0 and λ2 < 0 and ν0 > 0.
There exists an ε-independent constant σ0 > 0 such that for 0< ε < ε0 the spectrum Σ of Λ
in Z satisfies sup Re (Σ−) <−2σ0. Finally, we assume that λ˜±, and ϕ˜± depend smoothly on ε
and k, at least three times differentiable.
We consider (2.1) under the assumptions (A1)–(A3), (B1), (B2) III, and (C1), where now
[−(m¯ + 2)ρ0, (m¯ + 2)ρ0] ⊂ I and I˜ = [−(m¯ + 1)ρ0, (m¯ + 1)ρ0]. Moreover, we define all
operators as in the subsection 3.4, but with kc = 0. The space Zn(δ) equals Z as a set, but it
is equipped with the norm
‖u‖Zn(δ) =
∥∥Phc u∥∥Zn,c(δ)+ δ−1∥∥Phs u∥∥Zn,s (δ) (n> 2),
where
δ−1‖u‖Zn,c(δ)= δ−1
∥∥Pc0u∥∥Hβ(n)−1l,u (W2),(A.1)
δ−2‖u‖Zn,s (δ)= δ−2
∥∥Ps0u‖Hβ(n)−1l,u (W2) + δ−β(n)∥∥u− P0u‖Z.
Following exactly the lines of the proof of [37, Theorem 4.1] which establishes the following
theorem for reaction–diffusion systems allows us to show.
THEOREM A.1. – For each m ∈ {0, . . . , m¯} we have %, ε0,C > 0 such that for all ε ∈ (0, ε0)
and δ ∈ (0,1) the following holds: There exists a smooth change of coordinates φ:{
Z ∩ {‖u‖Z 6 %}→ Z,
u 7→ φ(u),
such that (2.1) transforms into a system for which the following holds. A solution v of the
transformed system can be written as v = v+ϕ+ + v−ϕ− + w, where v+, v−, and w are the
solutions of a system:
∂t v
+ = λ+v+ +
∫
G3(· − y1, · − y2, · − y3)v+(y1)v+(y2)v−(y3)dy1 dy2 dy3
+Q+(v±,w),
∂t v
− = λ−v− +
∫
G3(· − y1, · − y2, · − y3)v−(y1)v−(y2)v+(y3)dy1 dy2 dy3
+Q−(v±,w),
∂tw = Λw+Qs(v±,w),
(A.2)
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with ∥∥Q+(v±,w)∥∥Zm,c 6 C(‖v±‖4Zm,c + ‖v±‖2Zm,c‖w‖Zm,s + ‖w‖2Zm,s ),∥∥Q−(v±,w)∥∥Zm,c 6 C(‖v±‖4Zm,c + ‖v±‖2Zm,c‖w‖Zm,s + ‖w‖2Zm,s ),∥∥Qs(v±,w)∥∥Zm,s 6 C(‖v±‖2Zm,c + ‖v±‖Zm,c‖w‖Zm,s + ‖w‖2Zm,s ).
We have v+(x, t)= v−(x, t) ∈C and w(x, t) ∈ Z with Phs w =w. The complex-valued function
G3 ∈ S(R3,C) is symmetric in its arguments and satisfies Gˆ3 ∈ C∞0 . Moreover, we have
p±IIIQ± =Q± and Phs Qs =Qs . The transform v = φ(u) satisfies ‖φ(u)− u‖Z 6C‖u‖2Z .
Then system (A.2) has the same properties as (2.1) under (B2) I or (II), especially we have
Phc N2(Phc u,Phc v) = 0 which was used in the proof of Lemma A.4. With the ansatz (4.1)
specialized to kc = 0 the Ginzburg–Landau equation (4.4) can be derived. Thus, the above proofs
in the situation (B2) I and (B2) II hold also in the case (B2) III, and so the validity of Theorem 6.1
and Theorem 7.2 can be established. Obviously all conlusions from Theorem 6.1, Theorem 7.2,
and Lemma 5.1, as Theorem 8.1 and Theorem 8.2 remain valid.
A.2. The linear semigroup
LEMMA A.2. – The operator Λ is the generator of a linear semigroup Kt in the space H
with the domain of definition Z. More precisely, there exist constants σ0, δ0 > 0,CK, such that
for all T0 > 0, and all 0< ε6 δ 6 δ0, we have the following estimates:
(a)
∥∥K(t)Phs ∥∥L(Z∗,Z) 6CKmax (1, t−ϑ )e−σ0t ,(A.3)
(b)
∥∥K(t)Phs ∥∥L(Z,Z)6CKe−σ0t ,(A.4)
(c)
∥∥K(t)Phc ∥∥L(Z∗,Z) 6CKeCKε2t ,(A.5)
(d)
∥∥K(t)Phs ∥∥L(Z∗n,s ,Zn,s ) 6CKmax (1, t−ϑ )e−σ0t ,(A.6)
(e)
∥∥K(t)Phs ∥∥L(Zn,s ,Zn,s ) 6CKe−σ0t ,(A.7)
(f)
∥∥K(t)Phc ∥∥L(Zn,c,Zn,c) 6CKeCKε2t ,(A.8)
(g)
∥∥K(t)Phc ∥∥L(Z∗n,c,Zn,c) 6CKeCKε2t max (1, (δ2t)−1/2),(A.9)
(h)
∥∥K(t)Phs ∥∥L(Z∗n,s ,Zn+1,s ) 6CKmax (1, t−ϑ )e−σ0t δr0−1,(A.10)
(j) ∥∥K(t)Phs ∥∥L(Zn,s ,Zn+1,s ) 6CKe−σ0t δr0−1,(A.11)
(k)
∥∥K(t)Phc ∥∥L(Zn,c,Zn+1,c) 6CKmax (1, (δ2t)−(1−r0)/2)eCKε2t ,(A.12)
(l)
∥∥K(t)Phc ∥∥L(Z∗n,c,Zn+1,c) 6CKmax (1, (δ2t)−(1−r0/2))eCKε2t .(A.13)
Proof. – From the assumption (A2) it follows thatΛ is the generator of an analytic semigroup
inH with the domain of definitionZ (cf. [12]). From the definition of Phc by the Dunford integral
(3.1) it follows that Λ and Phc commute, i.e., Phc Λ =ΛPhc . Therefore, the same holds for Phs ,
i.e., Phs Λ =ΛPhs . From the assumption (B2) (I) or (II) it follows that the spectrum of PshΛ in
H ∩ {Phs u= u} lies strictly on the left hand side of {λ ∈ C | Reλ=−2σ0}. Since Λ is sectorial
the validity of (a) and (b) follows with a constant CK > 0 which can be chosen independently of
the small bifurcation parameter ε.
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For all other estimates we need multiplier theory. To get the estimate required for the Phc -
part in (c), we cannot argue with spectrum alone, since it is essential to know for us that the
constant CK in part (c) can be chosen independently of ε. Therefore, we make the following
considerations. The estimate∥∥Phc Ktu∥∥Hnl,u 6C∥∥Phc Ktu∥∥L2l,u 6C∥∥Phc Ktu∥∥L∞
6C
∥∥Phc u∥∥L∞ 6 ∥∥Phc u∥∥Hnl,u (n> 0)
holds for all functions u with Phc u = u since all Hnl,u-norms are equivalent for such functions.
For the L∞-estimate of the semigroup Kt we use the representation:
pI
(KtP hc u)(y)= ∫ ∫ eλˆ1(k,ε2)t eik(y−s)χˆc(k)dk pI (u(s))ds,
where χˆc(k)= χˆ0(k− kc). Because of ‖u ∗ v‖L∞ 6 ‖u‖L1‖v‖L∞ the result follows from:∫ ∣∣∣∣ ∫ eλ˜+(k)teikxχˆ( kρ
)(
k
δ
)r
dk
∣∣∣∣dx = ∫ ∣∣∣∣ ∫ eλ˜+( s√t )t eisyχˆ( sρ√t
)(
s
δ
√
t
)r
ds
∣∣∣∣dy
=
∫
|y|61
∣∣∣∣ ∫ eλ˜+( s√t )t eisyχˆ( sρ√t
)(
s
δ
√
t
)r
ds
∣∣∣∣dy
+
∫
|y|>1
∣∣∣∣ ∫ ∂2∂s2
(
e
λ˜+( s√t )t χˆ
(
s
ρ
√
t
)(
s
δ
√
t
)r) 1
y2
eisy ds
∣∣∣∣dy
6C(δ
√
t)−r eε2t
for t > 1.
The estimates (d), (e), (h), and (j) follow with the help of Lemma 3.4. We apply it to the
multiplier K˜t which is defined by the Dunford integral:
K˜t := 12pii
∫
Γ
eλt
(
µ− Λ˜(k))−1Q(k)dµ,
where Γ is a curve connecting∞e−iθ with ∞e+iθ surrounding the spectrum of the operators
Λ˜|Phs =I . The estimate ∥∥K˜tP hs ∥∥L(W1,W2) 6Ce−σ0t max (1, t−ϑ)
for fixed k ∈ I follows from the assumptions (B2) and (C1). Since similar estimates hold for the
derivatives of the multiplication operator K˜t Pˆ hs χˆI with respect to the wavenumbers k we can
conclude the validity of the the estimates (d) and (e). Using
‖Pnu‖Hs1l,u(Wj ) 6Cδ
s2−s1‖Pnu‖Hs2l,u(Wj )
shows additionally the estimates (h) and (j).
In order to show the inequalities in (f), (g), (k), and (l) we obtain with the help of Lemma 3.4∥∥S1/δE−1pIK(t)Phc u∥∥Hs1l,u 6 ∥∥k 7→ (1+ |k|2)(s2−s1)/2eλ1(kc+δk)t∥∥C2b δs2−s1∥∥S1/δE−1pIu∥∥Hs2l,u .
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Using e−λ0ε2t |eλ1(kc+δk)t | 6 e−λ2k2tδ2/2, supk |e−k2t (1 + |k|2)(s2−s1)/2| 6 Ct−(s1−s2)/2, and the
definition of the spaces Zn(δ) finishes the proof. 2
A.3. The nonlinear terms
The following lemma shows that the nonlinearity preserves the structure of the mode
distribution in Fourier space.
LEMMA A.3. – For all m6 m¯ we have the estimates:
∥∥S1/δE−jNm(SδA1Ej1 , . . . , SδAmEjm)∥∥Hnl,u(W1)
6C‖A1‖Hnl,u(W2) · · · · · ‖Am‖Hnl,u(W2), for n > 1/2,
where j = j1 + · · · + jm. Moreover, we have:
supp
(FS1/δE−jNm(SδA1Ej1 , . . . , SδAmEjm))= m∑
j=1
supp(FAj).
Proof. – This follows for n ∈ N by applying ∂nX to S1/δE−jNm(SδA1Ej1 , . . . , SδAmEjm) and
by using Leibniz’s rule. For n ∈ R this follows by interpolation since Hsl,u(W2) is an algebra
for s > r0 > 1/2. The assertion about the Fourier supports follows from a classical convolution
result for distributions (cf. [46]). 2
As a trivial consequence follows the main point of our analysis, namely the fact that the
convolution of critical Fourier modes (modes with positive growth rates) gives noncritical modes,
i.e., Phc N2(Phc u,Phc u) ≡ 0. Using these results and the definition of the spaces Zn we can
conclude:
LEMMA A.4. – For all n> 1 and C1 > 0 there exist δ0,CN > 0 such that for all δ ∈ (0, δ0)
the following holds: Let u,v ∈ Z with u= Phc u, v = Phs v, ‖δu‖Zn,c 6C1 and ‖δv‖Zn,s 6C1 be
of order O(1) for δ→ 0. Then we have the following estimates:
(a)
∥∥δ−1Phc N (δu+ δ2v)∥∥Z∗n,c 6 CN δ2(‖u‖Zn,c‖v‖Zn,s + ‖u‖3Zn,c + δr0‖v‖2Zn,s ),
(b)
∥∥δ−2Phs N (δu+ δ2v)∥∥Z∗n,s 6 CN (‖u‖2Zn,c + δr0‖u‖Zn,c‖v‖Zn,s + δ2r0‖v‖2Zn,s ),
(c)
∥∥δ−2Phs N (δu+ δ2v)∥∥Z∗n+1,s 6 CN (‖u‖2Zn,c + δr0‖u‖Zn,c‖v‖Zn,s + δ2r0‖v‖2Zn,s ).
Proof. – The proof follows by elementary calculations, using Lemma A.3, ‖Pnu‖Hs1l,u(Wj ) 6
Cδs2−s1‖Pnu‖Hs2l,u(Wj ) for s1 > s2, and ‖(1− P0)SεA‖Z 6Cδ
s−1/2‖A‖Hsl,u . 2
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