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Strong starters have been very useful in the construction of Room squares and cubes, Howell 
designs, Kirkman triple systems and Kirkman squares and cubes. In this paper we investigate 
various properties of slrong starters in cyclic groups. In particular, we enumerate all non- 
isomorphic strong starters in cyclic groups of order n for n ~ 23 and all non-equivalent ones of 
order n for n g 27. We also obtain results on the automorphism groups of the corresponding 
1-factorizations and their embeddibility in Kirkman triple systems. 
1. Introduction 
Let G be a finite additive abelian group of odd order n. A set S = {{x, y}} 
of pairs from G is called a starter in G if S partitions the nonzero elements of G 
and {+(x -y ) :  {x ,y}eS}=G\{O}.  S is called a strong starter if, further, 
{(x + y): {x, y}~ S} contains (n - 1)/2 elements. 
Strong starters were first introduced by Mullin and Stanton [18] in connection 
with Room squares and since then much use has been made of the concept (see 
for example [2, 6, 7, 13]). A Room square of side r defined on an ( r+ 1)-set V is 
an r × r array A in which each cell is either empty or contains an unordered pair 
of distinct elements from V; every element of B is contained in precisely one pair 
of each row and column of A ;  and each pair determines a unique cell of A. It is 
not difficult to see that a Room square of side r is equivalent to a pair of 
orthogonal  1-factorizations of K,+I, the complete graph on ( r+ 1) vertices. The 
following result shows the connection between Room squares and strong starters. 
Theorem 1.1. I f  a strong starter exists in a finite additive abelian group G of odd 
order r, then there exists a Room square of side r. 
ProoL Take V= GU{oo} where ~G and ~+g=~ for all geG.  Index the rows 
and columns of an r × r array A with the elements of G. In cell (h, h - g) place the 
pair {x+h,  y+h} where g=x+y.  A is a Room square. []  
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Strong starters are known to exist in all cyclic groups of odd order n, 7 ~ rt z 
1000, n ~= 9 [7] and for infinitely many other values of n [13]. Strong starters have 
played a fundamental role in establishing the existence of Room squares for all 
admissible sides and also in the existence of a generalization referred to as Howell 
designs. 
A Howell  design of type H(s,  2n) defined on a point set X is an s × s array such 
that 
(1) Each cell is either empty or contains an unordered pair of distinct elements 
from X; 
(2) Each point of X is contained in precisely one pair of each row and column; 
(3) Every unordered pair of points from X is contained in at most one cell of 
the array. 
It is easy to see that the existence of an H(s,  2n) requires n ~s  <~2n - 1. One of 
the fundamental direct constructions for producing Howell designs uses strong 
starters. 
Suppose S is a strong starter of order n. By Theorem 1.1 S generates a Room 
square of order n. By the construction of the theorem if {x, y} ~ S then this pair is 
contained in cell (0, x + y) and the pair {-x, -y}  is contained in cell ( - (x  + y), 0). 
A construction which is due to Anderson [2] constructs Howell designs from this 
Room square by breaking up pairs in the strong starter S. If we break up the pair 
{x, y} then we require that cells (0, 2x) and (0, 2y) are empty in the RS(n). If this 
is so then we can introduce two new elements a and/36 G U {oo} and modify the 
RS(n) by placing {cx, x + g} in cell (g, g+2x)  and {/3, y + g} in cell (g, g +2y)  for all 
g ~ G. The result is an H(n,  n + 3). It may be possible to break up other pairs of S 
and construct many Howell designs all having side n. The extent to which the 
pairs of a strong starter can be broken up is easily determined by forming an 
associated igraph Ds. The vertices of Ds are the negatives of the sums formed by 
adding the elements in pairs of S. The edges of Ds are formed by joining vertex 
- (x  + y) to -2x  or -2y  or both depending on whether or not -2x ,  -2y  or both 
are vertices of Ds. Any vertex in Ds with outdegree 0 corresponds to a pair in $ 
which can be broken up. 
This construction and others have led to the following result. 
Theorem 1.2. There exists a Howel l  design H(s,  2n) ]:or all posiroe integers n and s 
such that n <~ s ~ 2n - 1 except ]:or H(2, 4), H(3, 4), H(5, 6), H(5, 8) which do not 
exist. 
A proof of this result can be found in [ 1, 20]. 
A Room cube of side n is an n × n × n array defined on a point set X of 
cardinality n + 1 such that 
(1) Every cell of the array is either empty or contains an unordered pair of X;  
(2) The projection onto any face of the array is an RS(n). 
We denote a Room cube of side n by RC(n). If S is a strong starter in a finite 
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abelian group G of order n then we can construct an RC(n) on GU{~} by 
indexing an nxnxn array A with the elements of G and for each {x,y}eS 
placing {x + h, y + h} in cell (/I, h - (x + y), h - (x + y)/2) for all h e G and by 
placing {o% h} in cell (h,/1, h) for all h e G. 
Using this result and various recursive constructions Dinitz and Stinson [7 ] have 
proved the following. 
Theorem 1.3. There exists an RC(n) if and only if n is odd and greater than or 
equal to 7. 
Strong starters are also useful for constructing Kirkman triple systems having 
maximum subdesigns and cyclic automorphisms. 
A Kirkman triple system is a Steiner triple system together with a partition of 
the lines of the design such that each part of the partition is itself a partition of the 
point set. We denote a Kirkman triple system with v points by KTS(v) and a 
Steiner triple system on v points by STS(v). 
Let $1 be an STS(v) with point set V and block set B. An STS(u) $2 on point 
set U and block set ~' is called a subdesign of S~ if Uc_ V and fi]'c_lB. It is easily 
seen that u ~< (v - 1)/2. If equality holds then $2 is called a maximum subdesign of 
S1. 
We want to describe a method for constructing a KTS(v). Before doing this we 
require one more concept. Any partition of the set {1, 2 . . . . .  3t} into triples such 
that in each triple the sum of two of the numbers is equal to the third or the sum 
of the three numbers is equal to 6t+ 1 is called a solution to the Heffter's first 
difference problem for t. We denote this problem by HDP(t). Heffter [9] observed 
that any solution to HDP(t) can be used to construct a cyclic STS(6t+I) .  If 
{{a, b, q}: 1 ~< i ~< t} is a solution to HDP(t) then the set of base triples {{0, a~, a~ + 
b~}: 1 ~< i~ t} generates an STS(6t+ 1) with a cyclic automorphism of order 6 t+ 1. 
(We should note that there are 2 possible base triples for each triple in HDP.) 
Conversely, let (V, B) be a cyclic STS of order 6 t+ 1. For x, y c V define 
A (x, y) = min{[x - y[, 6t + 1 - Ix  - y [} 
and for {x, y, z} c B let 
a{x, y, z} = {a(x, y), a(x, z), A(y, z)}. 
Then {AB: B ~ [B} is a solution to HDP(t). 
Let S = {{x, y~}: 1 <~ i ~< ( r -  1)/2} be a strong starter in the cyclic group 7/. r = 
6t+l .  Let S=2e*\{(xi+y~)12: 1<.i<.(r-1)/2} where 77* is the set of nonzero 
elements of 7/,. Hence, ISl=3t. Since x~+y~xj+y j ,  i~ j  (S is a strong starter) 
then (x~ + y~)/2 4: (xi + yj)/2 for i~ j. S is said to be an embeddible strong starter if 
there exists a partition P(S) of S into t triples 
P(S) = {{ui, v,, w,}: 1 <~ i ~< t} 
such that {~{u. v~, w~}: 1 ~< i ~< t} is a solution to HDP(t). 
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If S is an embeddible strong starter, then it is a simple matter to construc~ ,
cyclic KTS(12Z+3) on the point set V = 2z x{0, 1}U{~} where the design contait~.~ 
a maximum subdesign of order r which is fixed by the cyclic automorphism ~, t 
order r. 
As an example of this construction we take G = 2~7 and we consider the strotL~ 
starter S =/{1, 3}, {2, 6}, {4, 5}} 
= G*\12,  4, 1} = {3, 5, 6}. 
Now P(S) ={{3, 5, 6}} since A{3, 5, 6}={ZI(3, 5), za(3, 6), a(5, 6)} = {2, 3, 1} an:l 
so, S is an embeddible strong starter. The following base blocks constructed fror[ 
S and P(S) generate a KTS(15). 
{oo, 0o, 01}, {lo, 30, 21}, {20, 60, 41}, {40, 50, 11}, {3~, 5~, 61}. 
This KTS(15) contains a subdesign on 7 points generated by {31, 51, 61}. 
A construction of Ray-Chaudhuri and Wilson [15] shows that an embeddibh 
strong starter of order 6/+1 exists whenever 6t+ 1 is a prime or prime power. Th~ 
construction of the preceding paragraphs has recently been used [17, 19] u 
construct several new Kirkman squares and Kirkman cubes. Kirkman squares ant 
cubes are generalizations of Room squares and cubes. The purpose of this articl, 
is to enumerate all strong starters in cyclic groups of odd order n ~<27. W, 
enumerate distinct, inequivalent and for n ~<23 all non-isomorphic designs. Th.: 
definitions of inequivalent and non-isomorphic will be given in the followim 
section. For n ~< 21 we have computed the full automorphism group of each stron~ 
starter. Under the action of the automorphism group of the underlying cycli~ 
group the distinct strong starters fall into orbits. We tabulate the lengths of thes~ 
orbits. 
Recently an enumeration of starters in cyclic groups of small order was done b, 
Horton [10]: 
Order 3 5 7 9 11 13 15 17 19 
Number of starters 1 1 3 9 25 133 631 3857 25 905 
The starters are not necessarily strong. The class of strong starters is mor,:. 
restrictive and hence, there are fewer of them at each order. This makes th, :. 
enumeration of strong starters for larger orders more feasible. 
2. An orderly algorithm 
We are interested in enumerating various classes of strong starters in eycli, 
groups of odd order n <~ 27. To describe the classes to be dealt with we requi[, 
several definitions. We find it easiest o use graph-theoretic terminology. 
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Two 1-factorizations Fx and F2 of K2k are said to be isomorphic if there exists a 
permutation of the points of K2k which maps 1-factors of Ft to 1-factors of F2. 
I)efmition 2.1. Strong starters S~ and S 2 are  isomorphic if the 1-factorizations 
generated by S~ and $2 are isomorphic. 
Delinilion 2.2. An automorphism of a strong starter S is an isomorphism from S 
to itself. 
If G is a finite abelian group of odd order n then Aut(G) denotes the 
automorphism group of G. For each f c Aut(G) define f(~)=oo for any element 
~¢G.  
Definition 2.3. Let Sx and $2 be strong starters defined on a fini& abelian group 
G of odd order n. Sx is said to be equivalent o Sz if for some automorphism 
f ~ Aut(G) there exists a bijection 0 from $1 to $2 such that 
O({x, y})={_f(x),f(y)}eS2 for all {x, y}eSl .  
Clearly, equivalent strong starters are isomorphic but it is not clear whether 
isomorphic strong starters need be equivalent. We will consider this problem in 
Section 4. 
The first part of our analysis is to determine all inequivalent strong starters in 
all cyclic groups of order n ~< 27. There are several ways to proceed. The most 
straightforward approach is simply to do a backtrack algorithm to compute all 
distinct strong starters. From this list we then eliminate the equivalent starters by 
applying Aut(G).  A somewhat faster method is to rule out equivalence of partial 
structures as one proceeds through the backtrack. Such a algorithm is commonly 
referred to as an orderly algorithm (see for example [6, 16D. We will describe this 
procedure, as applied to strong starters, in the remaining portion of this section. 
As always, let G be a finite abelian group of odd order n. In this group an 
element x and its inverse -x  are distinct unless x =0.  Partition the nonzero 
elements of G into sets X and -X  such that if x c X then -x¢  X. We refer to X 
as the positive set of elements in G and -X  the negative set of elements. Index 
the rows and columns of an array A by the elements of Aut(G) and X 
respectively. An entry y in column x of A refers to the pair {y, y + x}. Assume 
that row 1 of the array is indexed with the identity automorphism of Aut(G).  
Arbitrarily order the nonzero elements of G. We write x < y if x precedes y in the 
ordering. Assume that x<oo for all x~G, x#O. If a=(a l ,  a2 . . . . .  at) and b= 
(bl, b2 . . . . .  b,) are vectors with components from G t_j{oo} then we say that a is 
lexicographically smaller than b if there exists an i ~< t such that 
a t=b i, for l~<j<~i -1 ,  and a i<bi .  
When we refer to row i of A we will mean the vector of length IXI which forms 
the ith row of A. We sometimes refer to the elements in the set X as the positive 
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differences. Let  a~ i be the entry in row i column j of A. A:ssociate the :it.t,: v, 
ism fi ~Aut (G)  with row i of A. The following algorithm for finding ir~c,t 
strong starters is presented in terms of structured pseudo-code.  
The a lgodthm 
Initially: a~i = oo for all i, j. 
procedure extend (lev, Sums, Points) 
begin 
if l ev=(n  + 1)/2 then 
row 1 of A is a new strong starter 
else 
be~n 
let d denote the label of column lev for A ;  
for each point x ~ 0 do 
if {x, x + d} f3 Points = 0 and 2x + d ~ Sums then 
begin 
for h = 1 to [Aut(G)l do 
begin 
let dl = fh(d); 
if fh(x + d) - fh(x)  ~ X then 
a~ = In(x)  
else 
ah~ = fh(x + d) 
end; 
if row h of A < row 1, for some h, then 
for i=  1 to IAut(G)[ do 
a,  = 0% where d l=f i (d)  
else 
begin 
extend(lev + 1, Sums U {2x + d}), points U {x, x + d}); 
for i=  1 to [Aut(G)l do 





To  invoke the algorithm take extend (1, 0, 0). Extend is a recxu~ive proc 
written in pseudo-code.  The three parameters  are: 
lev: the column of row 1 of A to be filled in. 
Sums: the set of all sums of pairs in the partial strong starter (i.e., {2,:.h 
1 ~< ] ~< lev} where d i is the label of column lev of A) .  
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Points: the set of all points in the partial strong starter (i.e., {a~i,a~i+di: 
1 ~< ] <~ lev}). 
By a standard backtrack we mean a backtrack algorithm which first enumerates 
all distinct strong starters and then rules out equivalent ones. Table 1 indicates the 
difference in runtimes for enumerating strong starters in G = 7/, using a standard 
backtrack and an orderly backtrack. All programs were written in Pascal and run 
on an Amdahl  580. 
Table 1 
Runtimes (seconds) 
n Standard Orderly Ratio 
13 0.21 0.21 1 
15 0.57 0.32 1.78 
17 3.03 1.03 2.94 
19 20.34 5.22 3.90 
21 161.45 43.73 3.46 
We now tabulate information on strong starters in cyclic groups of order n ~< 27. 
In Table 2 D and I stand for the number of distinct and inequivalent strong 
starters respectively. 
Table 2 
n 3 5 7 9 11 13 15 17 19 21 23 25 27 
D 0 0 1 0 4 4 32 224 800 6600 27 554 158680 1249650 
I 0 0 1 0 2 2 4 14 52 555 1267 7934 69 425 
The runtimes to find strong starters of orders 13 through 21 are given in an earlier 
table. The remaining runtimes to find inequivalent strong starters using the 
orderly algorithm are displayed in Table 3. 
Table 3 
n Runtime 
23 4 minutes 12 seconds 
25 34 minutes 
27 6 hours 7 minutes 
For rt ~< 19 we list all inequivalent cyclic strong starters. See Table 4. 
3. Multipliers 
Recall that two strong starters S~ and $2 in an abelian group G are said to be 
equivalent if there exists 0 e Aut(G) such that for some f~ Aut(G), O({x, y})= 
52 
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/1=7. 
1. 






23 46 15 
12 79 36 48 510 




1. 23 68 
2. 23 810 
3. 23 1214 
4. 34 79 
n=17.  
1. 12 35 
2. 12 35 
3. 12 46 
4. 12 57 
5. 12 68 
6. 12 79 
7. 12 810 
8. 12 1214 
9. 23 46 
10. 23 79 
11. 23 1113 
12. 34 57 
13. 34  79 
14. 45 1012 
n=19.  
1. 12 35 
2. 12 35 
3. 12 35 
4. 12 35 
5. 12 35 
6. 12 35 
7. 12 46  
8. 12 46 
9. 12 57 
10. 12 57 
11. 12 57 
12. 12 68 
13. 12 68 
14. 12 68 
15. 12 79 
16. 12 79 
17. 12 79 
18. 12 810 
19. 12 810 
20. 12 810 
36 59 712 114 
912 101 611 28 
710 913 111 145 124 
47 121 914 511 613 
811 610 49 17 135 
1114 26 813 101 512 
1013 1115 49 612 714 816 
1215 711 914 410 613 816 
811 1216 1015 39 7t4  513 
811 1216 914 410 133 156 
1215 711 49 1016 133 145 
36 1216 1015 814 411 513 
47 1115 914 165 613 123 
47 610 1116 39 815 513 
912 711 131 1016 815 145 
1215 15 813 1016 411 614 
912 610 164 17 815 145 
1215 610 131 814 916 112 
1215 26 813 1016 111 145 
151 711 38 132 916 614 
710 115 813 1218 916 176 144 
710 1216 813 915 1118 176 144 
710 1216 1318 915 411 614 817 
912 1317 611 1016 815 187 144 
1316 1115 49 612 714 1018 817 
1518 1014 813 612 411 917 716 
58 1317 1116 915 714 1018 312 
1417 59 1116 713 815 1018 312 
912 1317 1116 410 153 614 188 
1013 1418 38 11 17 916 412 615 
1114 1216 813 410 153 176 918 
710 1418 1217 915 411 165 133 
1215 183 914 1016 411 513 177 
1316 711 49 1218 1017 143 155 
58 1014 1116 1218 153 176 413 
1215 1317 611 185 310 816 14'4 
1417 1216 38 410 1118 513 615 
47 1418 1116 915 512 176 133 
1215 1317 49 511 186 143 716 
1417 1115 49  713 186 165 312 
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Table 4 (Continued) 
21. 12 1113 36 59 1217 1016 815 187 144 
22. 12 1113 710 1216 49 185 153 614 817 
23. 12 1113 1215 37 510 174 916 614 188 
24. 12 1113 1518 37 49 1016 512 614 817 
25. 12 1214 69 711 1318 174 310 816 155 
26. 12 1214 69 183 1116 410 815 513 177 
27. 12 1214 1013 59 38 11 17 164 187 615 
28. 12 1416 69 1115 813 185 310 412 177 
29. 12 1517 1316 48 510 612 714 311 918 
30. 12 1618 58 610 1217 915 714 311 413 
31. 23 57 1215 913 611 141 164 1018 817 
32. 23 57 1518 610 813 1117 916 121 144 
33. 23 68 912 161 1318 511 1017 715 144 
34. 23 79 58 1216 1015 141 1118 176 413 
35. 23 79 1215 15 813 1016 1118 176 144 
36. 23 810 1417 1216 49 511 131 187 615 
37. 23 911 47 1418 1217 1016 18 513 615 
38. 23 1012 58 711 1318 141 164 917 615 
39. 23 1214 69 1317 1116 410 18 187 155 
40. 34 57 1518 1014 813 1117 29 121 166 
41. 34 810 1215 15 1318 1117 29 614 716 
42. 34 810 1215 161 1318 511 29 614 177 
43. 34 911 58 1014 1217 152 131 187 166 
44. 34  1012 1518 15 813 1117 29 614 716 
45. 34 1012 1518 161 813 511 29 614 177 
56. 34  1113 710 1216 151 185 29 614 817 
47. 34 1416 710 15 813 915 1118 176 122 
48. 45 810 1114 913 173 152 186 121 716 
49. 45  1214 171 610 38 915 1118 132 716 
50. 78 35 1417 610 162 915 1118 121 413 
51. 78 35 1417 913 162 410 1118 121 615 
52. 89 13 1114 1317 27 1016 186 412 155 
{f(x),f(y)}ES2 for all {x, y}cS1.  We call 0 a multiplier automorphism and let 
M(G) be the set of all such mappings. It may happen, for a strong starter S and 
some 0 ~ M(G) ,  that O(S) = S. The set Stab(S) = {0 ~ M: O(S) = S} is a subgroup of 
M, which we call the stabilizer of S. The set {0(S): 0eM} is called the orbit of S, 
and denoted orbit(S). It is clear, for any stronger starter S in an abelian group G, 
that IStab(S) l  • Iorbit(S)[ = IMI. We have the following result on the size of an orbit 
of a strong starter S. 
Theorem 3.1. For any strong starter S in an abelian group G, Iorbit(S)l/> 2. 
Proof.  If we define O(x)=-x  for all xeG,  then OeM. For any {x ,y}~S,  
O({x, y})={-x,  -y}. Now x -y=-y - ( -x ) ,  so if 0~Stab(S) ,  then x=-y .  But 
then x + y = 0, which is not allowed in a strong starter. Hence O(S)4: S, and 
Iorbit(S)[ >/2. [ ]  
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We note that it is not difficult to construct strong starters in finite fields havinf 
orbit size 2. 
In the remainder of this section we restrict our attention to cyclic groups. M(2~n 
is a multiplicative group consisting of all m ~7/, where gcd(m, n )= 1, and re(x)= 
rex, for all x e T/,. (This is precisely the group of units in the ring 7/n-) If S is a 
strong starter in 7/,, we call m c Stab(S) a multiplier of S. The main results of this 
section concern the existence of multipliers for strong starters in 7730 and 7/5~, 
where p is prime. 
First, we consider 7/3p- Note that if p = 3, there are no strong starters in 
7/30 = Z9. It is surely true that there is a strong starter in Z3p for all primes p > 3, 
but no one has proved it. However, no such strong starter can have a multiplier 
m>l .  
Theorem 3.2. I f  S is a strong starter in 7/3p, where p > 3 is prime, then JStab(S)J = 1. 
Proof. Suppose S has a multiplier m > 1. We must have m ~- 1 or 2 (mod 3). We 
treat each case separately. 
Case 1. (m -- 1 (mod 3)): There is a pair {x, x + p} e S; hence {rex, mx+ mp} ~ S. 
We have mp-  p (mod 3p), so x -- mx (mod 3p). Thus p J x (m - 1). If p J x, then 
{x, x +p}={p,  2p} has sum equal to 0, which is not allowed. Then p J (m-  1), so 
m = 1 (mod p). But also m=- 1 (mod 3), so m = 1. 
Case 2. (m-2  (mod3)): As in case 1, we obtain m-1  (modp).  Since 
m-  2 mod 3, we have a unique possible multiplier. 
Now consider a pair {x, x + 3/} ~ S (1 ~< j ~< (p - 1)/2). Then {rex, mx+ 3mj} ~ S. 
Now 3mj=-3 j  (mod3p),  so x=mx mod3p) .  Hence x -0  (mod3) since m~0 
(mod 3). We have (p -1 ) /2  pairs {x, y} where x, y -  0 (mod 3). This uses up all 
p -1  non-zero multiples of 3 in 7/30. Hence the other p pairs in S are all of the 
form {x, y}, where x - 1 (mod 3) and y -  2 (rood 3). But, then all (3p - 1)/2 pairs 
in S have sums- -0  (mod3). There are only p -1<(3p-1) /2  distinct non-zero 
elements in 7/3p which are divisible by 3, so a sum must be repeated. This is not 
allowed in a strong starter, so we have a contradiction. [] 
The above argument can be modified to prove 
Theorem 3.3. I f  S is a strong stager in Z27, then JStab(S)J = 1. 
Proof. Suppose S has a multiplier m > 1. 
Case 1. (m-1  (rood3)): Let {x ,x+9}~S;  then {mx, mx+9m}~S.  9ram9 
(mod 27), so x --- mx (rood 27). If m =- 4 or 7 (mod 9), then x -- 0 (mod 9), which 
yields a contradiction since {9, 18} has sum 0. Hence m = 1 (mod 9), so m = 10 or 
19. But 10 z--- 19 (mod 27) and 192--- 10 (mod 27), so both 10 and 19 must be 
multipliers. 
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Now consider a pair {x,x+3j}eS (1~<j~<4). We have {lOx, lOx+3Oj}-- 
{10x, 10x +3 j}e  S, so x = 10x. Hence x---0 (mod 3). Thus we obtain 4 pairs in S, 
say {w, w+3}, {x,x+6}, {y, y+9} and {z,z+12}, which use up all 8 non-zero 
elements of Z27 which are divisible by 3. If we divide by 3, we must obtain a 
strong starter in 7/9. But there is no strong starter in Z9, so we have a contradic- 
tion. 
Case 2. (m - 2 (mod 3)): By considering {x, x +9}e S, we obtain x(m - 1) --- 9 
(mod 27). This implies x m 0 (mod 9), which gives rise to a contradiction, as in case 
1. [] 
For strong starters in Zsp, there can exist multipliers m > 1. However, there is 
only one possibility for m, as the following result indicates. 
Theorem 3.4. if S is a strong starter in Z~, where p > 5 is prime, then [Stabl(S)l ~< 
2. The only possible multiplier m > 1 is the unique solution to the congruences m- 4 
(mod 5) and m ~ 1 (rood p). 
Proof.  Suppose m > 1 is a multiplier of S. 
Case 1. (m - 1 (mod 5)): Let {x, x + p} c S; then {rex, mx+ rap} ~ S. Since mp 
p (mod5p) ,  we have x--rex (mod5p),  which implies x - -0  (mod p) or m---1 
(mod p). If m --- 1 (mod p), then m = 1, so x -0  (mod p). Similarly, {y, y +2p}e S 
implies y - 0 (mod p). We must have {x, x + p, y, y + 2p} = {p, 2p, 3p, 4p}. This 
forces x = 2p, y = 4p, but then {x, x + p} = {2p, 3p} is a pair with sum 0, which is 
not allowed. 
Case 2. (m---4 (mod5)): If {x,x+p} and {mx, mx+p}~S,  then x+p-mx 
(mod5p)  since mp----p (mod5p).  Hence x - -0  (modp)  or m-=l  (modp).  
{y, y + 2p} ~ 5 yields y -- 0 (mod p) or m --- 1 (mod p). Now, if m ~ 1 (mod p), then 
x, y-----0 (mod p) which gives rise to the same contradiction as in case 1. Hence 
there is only one possible multiplier, m --- 4 (mod 5), and this m =- 1 (mod p). 
Case 3. (m-=2 or 3 (mod 5)): If m----3 (mod 5), then m3~2 (mod 5) is also a 
multiplier, so we may assume m-  2 (mod 5). Now m2~ 4 (mod 5) is a multiplier, 
and so by case 2 we have m 2-= 1 (mod p), whence m-+1 (mod p). 
Subcase 3a. (m-=l  (modp)):  Consider the pair {x ,x+5}~S;  then 
{mx, mx+5m}~S.  5m--5  (mod5p),  so mx~x+5 (mod5p).  Then x -0  
(mod 5) and 2x + 5 =- 0 (mod p). But then {x, x + 5} has sum 2x + 5 - 0 (mod 5p), 
which is not allowed. 
Subcase 3b. (m--- 1 (mod p)): Consider the pair {x ,x+p}~S;  then 
{rex, mx+ mp}¢ S. Now mp~ p (mod 5p), so these pairs are distinct. We also have 
{m2x, m2x + m2p}~ S; since m2p~ -p  (mod 5p), we have x + p~ m2x2 (mod 5p). 
The sums of the two pairs are x+x+p=x(m2+l )  and mx(m2+l).  Since 
m2+l~--0 (mod 5), these sums are congruent mod 5; and since m =-1 (mod p), 
these sums are congruent mod p. Hence they are equal which is a 
contradiction. [] 
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Example 3.5. A strong starter in Z35 having 29 as a multiplier, tScc 
Table 5 
Pair Difference Sum 
12 1 3 
31 33 2 29 
36 3 9 
1418 4 32 
20 25 5 10 
23 29 6 17 
4 11 7 15 
19 27 8 11 
7 16 9 23 
515 10 20 
2132 11 18 
12 24 12 | 
13 26 13 4 
8 22 14 30 
10 30 15 5 
289 16 2 
17 34 17 16 
Corollary 3.6. I[ S is a strong starter in Z25, then [Stab(S)[ = 1. 
Proof. The arguments used in Theorem 4 apply here as well. A multiplii,{:l ~ 
(mod 5) and m = 1 (mod p). Since p = 5, this is impossible. [ ]  
We have that no strong starter in Z~ has a non-trivial multiplier I!~ 
15, 21, 25, and 27. (There are no strong starters at all in Za, Z5 or Zgl. ii 
remain the cyclic groups ZT, Zll, Z13, Z17, Z19, and Z23. When we general:,:: ;i 
starters by the orderly algorithm described in Section 2, we can easily oh,: :: 
the existence of multiplier. Row 1 of the array A is identical to row i if an,:t ,:~ 
the group automorphism corresponding to row i is a multiplier of th{: ~;i 
starter. In Table 6 we record all non-trivial multipliers of strong starte~, 
Z7, Z~I, Z~3 and Z19. (There are no non-trivial multipliers of any strong s':~rl '~ 
7/17.) 
Finally, we note that of the 1257 strong starters in Z23, 1252 had no nov~-t:~: i, 
multipliers, and 5 had automorphism groups of order 11 (consisting ot 
quadratic residues). 
4. Isomorphism of strong starters 
Let S,+~ be the symmetric group acting on the (n + 1)-set 7/, t3 {Qo} where ~.z! i 
Let S be a strong starter in Z,. The automorphism group of S (the associ~t 
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Table 6 
Order Starter number Multipliers 
7 1 1,2,4 
11 1 1,3,4,5,9 
11 2 1,3,4,5,9 
13 1 1,3,9 
13 2 1,3,9 
19 29 1,4, 5,6,7,9, 11, 16, 17 
19 30 1,7, 11 
19 41 1, 7, 11 
19 42 1,7, 11 
19 44 1,7, 11 
19 45 1,7, 11 
19 46 1,4,5,6,7,9, 11, 16, 17 
19 50 1,7, 11 
19 51 1,4,5,6,7,9, 11, 16, 17 
19 52 1,4,5,6,7,9, 11, 16, 17. 
1-factor izat ion) contains the cyclic group C of order  n. Suppose (r ~C and 
o ' (x )=x+l  (mod n) for all xeE ,  and (r(0o)=0o. We define the metacycl ic  sub-  
group M of S .÷,  as 
M = {7: 7(x) = ax + b, a, b e 7]., (a, n) = 1 and 7(oo) = 0o}. 
l.~mma 4.1. The normalizer of C in an+ 1 is M. 
lh 'oot .  Suppose N(C) is the normal izer  of C and consider any permutat ion  
r ~ N(C). Then 1--1Cr = C. This implies that r - lo- ' r  = o "k for some integer k such 
that (k, n )= 1. Hence 
1._1o.I.(x) = o.k(x) = lop if x=0o, 
I x+k if x ~2~, 
or ~r(7(0o))=7(0o) and cr(7(x))= 7(x+k) .  From this we deduce that 7(oo)=0o and 
7(x) + 1 = -r(x + k), x ~ 2r. Sett ing x = 0 gives r(0) + 1 = r (k ) .  Since 
T- - Io . iT  ~ (yik 
then 
~'(ik) = -r(O) + i for all i. 
and, hence, 
-r(x) = k - ix  + "~(0). 
Therefore ,  r eM and N(C)cM.  The converse fol lows trivial ly and, so, M= 
N(C) as required.  [ ]  
We can now state a s imple but useful observat ion.  
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Theorem 4.2. I[ S~ and Sz are two isomorphic strong starters izz 2~ atzd the r~: 
automorphism group of each is the cyclic group of order n the~l S~ a~zd 5;~ ~ 
equivalent. 
Proof. Let C be the cyclic group of order n acting on 7/, U {~}. If S~ and $2 a.: 
isomorphic then there is a permutation 3'6 S,.~ such that -/(S~)= Sz and henc  
"v-aC~, = C. But this says that yeN(C)  and since M= N(C) we see that S~ i:: 
equivalent o $2. [] 
From the preceeding proof we observe that every isomorphism is an equival- 
ence mapping if the full automorphism group of the designs is the cyclic group 
The next result is more powerful and consequently more useful than Theorern 
4.1. It is referred to as the Bays-Lambossy theorem [3, 12] and is stated and 
proved here in terms of strong starters. 
Theorem 4.3. Let $1 and $2 be strong staffers in G = 7/o where p is a prime. TherL 
SI and $2 are isomorphic if and only if they are equivalent. 
Proof. The automorphism groups of S~ and $2 both contain the cyclic group C. It 
Ss is isomorphic to $2, then there exists a permutation ~/eSp+~ such that 
,/($1) = $2. Now, if t re  Aut(S1), then 3,-XG~3, = G2 or, in other words, G~ and G: 
are conjugate. Since Cc  G1, then 3,-~C7 c G 2. But C is a Sylow p-group and sc 
~,-tC~/ and C are conjugate in G 2. That is, there exists g c G 2 such tha~ 
g-SCg = 3,-1C3, or C = gv-tC3,g -~. This implies that g3 ,-~ e N(C). Now g-SG2g = 
G 2 since g e G 2 and, so, 
3tg-ZG2g'Y -s = 3'G23 '-1 = 3'(3'-1G13')3 -1= Gl 
and, therefore, G 2 is carried to Gt by a multiplier isomorphism which says G1 ant 
G 2 are  equivalent. The converse is straightforward. [] 
We apply the preceding results to cyclic strong starters in 7/n for n ~< 23. Fo~ 
n = 7, 13, 17, 19 and 23 all inequivalent strong starters are non-isomorphic. For 
n = 15 and 21 a computer analysis determined that the full automorphism group: 
of these starters are 15 and 21 respectively. By Theorem 4.1 all inequivalenl 
starters of these orders are non-isomorphic. We can summarize these results ir 
Table 7. 
It is easy to find examples of strong starters which have automorphisms whic~ 
are not multiplier automorphisms. For example, consider the points and lines ol 
AG(m, 2) for m odd. Take the points of the geometry to be the elements ol 
GF(2")  and let a be a generator of this field. Define a~= 0. The set of lines 
P={{t~ i, l+oti}: i>+0} is a parallel class in the geometry which generates allt 
parallel classes under the action of a cyclic automorphism group of order 2"  - 1 
If we let l+a i=a z(~), then P'={{i,z(i)}: i~O, imod2" - l}  generates a 1 
factorization isomorphic to AG(m, 2). The automorphism group of P' which fixes 
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Table 7 
Order of cyclic Number of non-isomorphic 









23 1 257 
oo has order 1-I~'~ 1 (2" -2 ' ) .  The number of multiplier automorphisms is at most 
(2")(2 m-  1) and so there is at least one non-multiplier automorphism for each 
odd m > 1. For m even it is not difficult to see that P' is not a strong starter. 
At  present there is no example known of two isomorphic strong starters which 
are not equivalent. The results of this section show that if such an example exists 
then the order of the strong starters must be at least 25. 
For n = 15, 17 and 21 the full automorphism group of each strong starter of 
these orders is precisely the cyclic group. For n = 7, the strong starter has a full 
automorphism group of order 1344. (It is a one-point extension of PSL(2, 2) [4].) 
For n = 11, starter number 1 has a group of order 11 and starter 2 has a Mathieu 
group Mr2 as its full automorphism group. For n = 13, both strong starters have 
groups of order 39. For n = 19, most of the starters listed have groups of order 
19. Starters of order 19 and numbered 30, 41, 42, 44, 45, and 50 have groups of 
order 57. Starters numbered 29, 46, 51 and 52 have groups of order 171. 
The automorphisms were computed using the graph isomorphism program of 
[11]. Each one-factorization was represented by a tripartite graph. The three 
classes of vertices represented the points, edges, and 1-factors of the 1- 
factorization. The program was given the known cyclic automorphism of the 
1-factorization. This reduces computation time considerably. 
For each order n, Table 8 shows the number of vertices in the associated 
tripartite graph, and the average running time on the University of Manitoba's 
Amdahl 580V8 computer. 
Table 8 
Number of Execution 
n vertices time (sec.) 
7 43 0.12 
11 89 0.6 
13 118 4.0 
15 151 10.4 
17 188 19.6 
19 229 33.6 
21 274 57.5 
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5. Embeddl'lbility 
For the case n =-1 (mod 6), n ~<25 we have examined the strong starters of 
order n in ?7 for embeddibility. The results are given here. In Table 9 we indicate 
the number of equivalent strong starters with exactly i distinct extensions. 
Table 9 
J~ (1 1 2 3 4 5 6 7 ,~ % Extendible 
7 0 l 1 (X) 
13 0 2 100 
19 12 16 8 4 4 8 77 
25 3200 2293 1124 730 350 154 73 t) 10 60 
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