''¡'C an useful tasks be accomplished by a homogeneous team of mobile robots using decentralized control without communication? The hypothesis implicit in this question is that such a synergistic robot system-one whose capabilities are greater than the sum of its individuals-can be created. Recent interest in task-achieving systems of multiple robots has led to several approaches in the design of their controllers. Among them, the animat approach (Wilson, 1990) , which models whole, albeit simple, animal-like systems, offers a computational model in which perception and motor control may be studied. Using this approach, and motivated by several examples of cooperative behavior in social insects, we conjecture that decentralized control techniques can be used with multiple robots to achieve tasks in a cooperative fashion. In this article, we describe our approach to collective robotics, the Collective Robotic Intelligence Project (CRIP), in which social insects first are studied, inter-
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The fact that man has yet to invent a highly autonomous robot, capable of functioning in an ever-changing environment, has led researchers to propose the organization of several simpler robots into collections of task-achieving populations (Brooks & Flynn, 1989; Deneubourg et al., 1990;  Steels, 1990;  Dario, Ribechini, Genovese & Sandini, 1991; Mataric, 1992) . It has been conjectured that multiple robot systems should prove more efficient and more fault-tolerant owing to their number, more cost-effective owing to their individual simplicity, and more flexible in their working configurations due to their redundancy, than a single robot (Taipale & Shigeoki, 1992) . These conjectures are shared by researchers in distributed robotic systems (DRS) (RIKEN, 1992) , especially those involved with distributed intelligence (often referred to as swarm intelligence and multirobot robotic systems (Beni & Wang, 1991) . Research in DRS concentrates on three areas: constructing physical systems, the use of communication to form cooperating systems, and task-accomplishing algorithms. The &dquo;problem of obtaining intelligent behavior out of unintelligent units will not be solved by physical construction&dquo; or by communication because it often depends on physical implementation, leaving &dquo;algorithms to produce swarm intelligence&dquo; as DRS's fundamental problem to be solved (Beni & Wang, 1991) .
Before starting on the intellectual challenges connected with designing a team of multiple robots, let us first consider eligible tasks. Collective tasks for such teams are either noncooperative or cooperative. Noncooperative tasks gain efficiency in execution but can be accomplished by a single robot given enough time. For example, the job of lawn mowing by a team of robots is also achievable by one robot in a longer time. Other tasks include sorting , searching (Genovese, Dario, Magni & Odetti, 1992) , map making (Singh & Fujimura, 1993) , material handling (Doty & Van Aken, 1993) , and harvesting (Goss & Deneubourg, 1991;  Arkin, Balch & Nitz, 1993) . On the other hand, cooperative tasks cannot be accomplished by a single robot but require the cooperative behavior of several machines working together. Such jobs include material transport (Stillwell & Bay, 1993) , box pushing (Caloud, Choi, Latombe, Le Pape & Yim, 1990; Asama et al., 1991) , tandem movement (Noreils, 1992) , and formation marching (Wang, 1991) . With the advances of micromachine technology, promising to deliver applications suitable for multiple robots as diverse as aircraft engine maintenance and microsurgery (Tatsue, 1993) , comes a growing need to develop control strategies suitable for a collective or cooperative behavior.
In our research, a bottom-up approach to controller design is taken, where tasks are accomplished using many homogeneous robots that function collectively in groups. In this regard, many of our goals are similar to those of Mataric (1992) . We design feasible versus optimal solutions, with emphasis on ease of design rather than carefully crafted solutions to a particular task. We approach algorithm design with emphasis on locally sensed information, allowing for a decentralized control solution without the use of explicit communication (Kube & Zhang, 1992) (Wilson, 1971) . Can the study of social insects motivate the design of decentralized controllers for robots? Several researchers (Theraulaz, Goss, Gervet & Deneubourg, 1990; Deneubourg et al., 1990; Steels, 1990; Brooks, Maes, Mataric & More, 1990) Behavioral biologists examine the sensor physiology of a species as the first step in understanding its behavior (Wilson, 1971) . Behavior in social insects is believed to be like a stored program the execution of which is a result of specific sensory stimuli. Moser (1970) (Lindauer & Martin, 1963 (Zeil, Nalbach & Nalbach, 1986 (Zeil, Nalbach & Nalbach, 1986) . This would allow for a flee behavior easily to determine predators based on size alone. Thus, these carefully evolved sensory systems tuned to features unique to the animals' environment produce robust behavior without complex processing. Given the simple stimulus-response mechanisms involved in behavior activation, it is a wonder that tasks are achievable by these insect societies. When the society is viewed as a whole, a behavioral complexity emerges that seems to be more than just a composite of individual behaviors.
The social machine '
An insect colony often is referred to as a superorganism owing to the resemblance between the many social phenomena it displays and the physiological properties of organs and tissues. These behavioral attributes of the superorganism are an emergent property resulting from the interaction of the colony's many members, each displaying its own simple repertoire (Wilson, 1971) . Deneubourg and Goss (1989) (Lindauer, 1952) . This seemingly chaotic activity usually results in a well-constructed nest and is an example of nature's feasibleversus-optimal solution approach. How is it possible, then, for the colony to display such a purposeful collective behavior? The answer may lie in the positive feedback mechanism responsible for collective decision making.
One cannot help but ponder, when viewing a 2-meter-high termites' nest, the intelligence behind its construction, especially in light of the fact that, as Sudd (1963) describes, &dquo;Each of the grains of soil of which the nest is built has been carried separately and placed by a termite perhaps half a centimeter long.&dquo; The mechanism involved in this task-achieving collective behavior is allelomimesis, or positive feedback, which Deneubourg and Goss (1989) roughly translate as &dquo;do what my neighbour is doing&dquo;; coupled with a set of common simple rules and invoked by sensing a stimulus, this decentralized system generates a colony-level response characteristic of the behavioral attributes often ascribed to a superorganism. Sudd (1963) suggests that cooperative behavior is a result of the application of a three-phase approach of disorder, search, and order. The effect of each is judged by positive feedback communicated through the work itself. Thus, order &dquo;arises through the trial of many possibilities&dquo; (Sudd, 1963 ). An example is nest construction by Weaver ants (Wilson & Holldobler, 1990; Sudd, 1963) . Nest walls are constructed from folded green leaves held together by sticky larval silk. In order to fold a leaf, ants begin by spreading over the leaf's surface and randomly pulling at any graspable edge. Some edges are more easily turned, while unsuccessful efforts are quickly abandoned, causing a search for a new edge. The success of a turning edge reinforces the continuance of the effort. The result is an ordered and collective effort of pulling on successfully turned edges, a folded leaf being the final outcome.
The effect of positive feedback and the simple rules shared by each individual can result in the performance of the system exceeding the sum of its parts. An example is the prey-transport task. Franks (1986) conducted experiments in group retrieval of prey by army ants. The evidence gathered suggested that workers in a retrieval group were &dquo;able to assess their own performance and their potential contribution to a group effort&dquo; (Franks, 1986) . Franks (1989) (Seeley, Camazine & Sneyd, 1991 (Wilson, 1971 There is some evidence to suggest that some species of ants alter their behavior using group detection. Worker ants were found to excavate soil and attend larvae at a higher rate while in large groups. In fact, the stimulus responsible for this altered behavior was found to be carbon dioxide (Hangartner, 1969) . Wilson (1971) (Fig. 1) . The task will require the cooperative effort of at least two robots both pushing on the same side of the box. Like the leaf-folding task, all the robots involved will be interested in one common goal, box pushing. To Allocation, also referred to as density dependence Brooks (1990) is the problem of how many robots to use in a collective task. Because the box-pushing task can be accomplished with two or more robots, we need to determine the optimal number of robots to be employed for the task, given a performance measure.
Our initial exploration of these issues resulted in the creation of our robot population simulator, SimbotCity, in which we have simulated the box-pushing task. Behavior processing may include simple thresholding, which may be of fixed value (i.e., < 6) or set by another behavior. (Brooks, 1986) , uses a fixed priority assignment between behaviors. The resulting actuator commands are simply those belonging to the highest-priority behavior. This requires the designer to consider all behaviors in the control system and decide on how to assign priority. As the number of behaviors increases, so does the burden on the designer to make a priori decisions about behavior
arbitration.
An alternate approach to the behavior arbitration problem, which we have been exploring (Kube, Zhang & Wang, 1993) , is to formulate the problem as a pattern classification problem on which an adaptive logic network (ALN) (Armstrong et al., 1991) 
Box Pushing
The objective in the box-pushing task is to locate and move a large box using a group of robots. The task is designed such that moving the box requires the net force of at least two robots both pushing on the same side. We have experimented with two approaches in simulation, implementing the first in hardware. The first was a subsumption-style behavior-based controller with a fixed priority behavior arbitration. This controller was then further simplified and implemented with five mobile robots, discussed in section 5. We then came back to our simulation environment and revisited the problem using reflexive behaviors and an ALN for behavior arbitration. This second approach allowed us to train the controller with a supervised training algorithm. It was not our intent to do a strict comparison between the two controllers and, although the ALN proved less efficient in terms of accomplishing the task, it was much simpler to design. 4.2.1 I Subsumption To accomplish the task, each simulated robot was given three sensors, two actuators, and five behaviors, as illustrated in Figure 6 . The lowestpriority and default behavior is FIND, which requires no sensor inputs and causes the robot to move in a large arc. FIND's output may be suppressed (in Fig. 6 , the circles marked with an S) and replaced with actuator commands from FOLLOW, which causes robots to form groups by following other robots. During the course of following, if a robot gets too close to another, the SLOW behavior is activated Figure 6 The box-pushing robot's behavior architecture. A behavior's actuator commands may be suppressed (circles marked with an S) and replaced by those of a higher priority.
and reduces the robot's speed while active. The GOAL behavior, activated by a goal sensor, directs the robot toward the goal, only to be suppressed by the highest-priority AVOID behavior if obstacle collision is imminent. Figure 1 shows the box being moved after several steps into the simulation. The task is accomplished once several robots have located the box and collectively pushed it off the edge of their world. Robots unfortunate enough to be caught pushing on the opposite side of a herd are quickly pushed backward. Task progression is implied in the forward motion of a robot and a robot moving backward immediately turns away from the box to assume a new position that allows forward motion.
Two problems occur in which the box-pushing task does not progress. The first involves stagnation, in which a number of robots equally distribute themselves around the box. In this situation, the forces around the box cancel one another. The solution is to provide a behavior that monitors positive feedback, which may be determined, in this case, by a constant forward motion. As long as a forward motion is achieved every n time steps, the behavior remains inactive. However, once n time steps have passed since the last forward motion was detected, the behavior becomes active with a random motion to break the stagnation. The second problem involves cyclic behaviorreally another form of stagnation but with motion-and can be illustrated by a robot moving in a cyclic pattern. Although movement is occurring, no progress is being made toward the goal. A method to detect cyclic behavior remains an interesting challenge. 4.2.2 Adaptive logic networks ALNs are a kind of neural network designed to synthesize functions using a binary tree of logical AND and OR operations (see Armstrong et al., 1991) . They are particularly well suited for Boolean input vectors, Figure 10 Once trained, the adaptive logic network (ALN) controller is tested using the simulator (top illustration) and then implemented using a microprocessor (middle).
The simulated robots are then constructed and controlled using the ALN controller (bottom).
For the box-pushing task, Figure 11 illustrates the relationship between the number of robots used and the task's completion time, measured as the number of simulation time steps to move the box 100 units of distance. An ALN controller that achieved 100 percent in the training phase was chosen for the test. Robots were placed in random positions on the left side of the box. As can be seen from the graph, as the number of robots increase, the task execution time decreases until too many robots are used. Table 2 lists the data used to produce the graph as well as the suboptimal ALN controllers. The last column on the right shows the average number of simulation time steps taken to move the box 100 units and takes into account only the tests that were completed. Table 3 lists the number of failures in 15 trials (1967, 1969) Figure 12 . Behavior arbitration is a simple fixed priority between behaviors, with AVOID having the highest and FIND the lowest priority, and is implemented in combinational logic (Fig. 13) .
A system of five box-pushing robots was constructed, based on the architecture illustrated in Figures 12 and 13 . The system was tested using a variety of initial configurations, first in simulation and then compared with the actual robots. Video recordings were made for later review. The robots located the brightly lit box, converging on and pushing it in a number of directions depending on the number of robots on each side (Fig. 14) . The progress sensor was implemented as a microswitch that activated the AVOID behavior when the robot was pushed backward and moved the robot away from the side. The AVOID behavior kept robots from colliding most of the time, with collisions occurring when sensors missed detection due to their limited field of view.
The system demonstrated that a cooperative task is possible using a simple common task and noninterference control mechanism; however, it also pointed out the importance of progress-monitoring behaviors to prevent problems with stagnation and cyclic behavior. The system demonstrates the feasibility of cooperative tasks without explicit communication in a decentralized system, a point we are currently exploring with our new system of ten robots.
Figure 12
The box-pushmg robot's control architecture. Behavior arbitration is handled using a fixed priority subsumption network. The labels left-IR and right-IR are the left and right infrared sensors.
Figure 13
The box-pushing robot's arbitration circuit using simple combinational logic.
The control logic for our five-robot system is hard-wired, making changes tedious to implement. Therefore, we are currently in the process of constructing a new system of robots built with plug-in modules (Fig. 15) . This new series of ten robots is controlled using a multitasking processor. A robot can literally be assembled from its Figure 14 Five box-pushing robots moving a brightly lit box in a cooperative manner.
individual components in 5 minutes without use of tools, making its configuration of sensors easily changeable. Our plans for the new system are to investigate formation marching and to extend the box-pushing task to a transport task.
Discussion
Designing &dquo;intelligent&dquo; autonomous robots that accomplish useful tasks is a challenging and still elusive goal of scientific research, yet its pursuit has led to several new and unconventional approaches. Among them, achieving tasks through the use of a system of multiple robots has an appeal that captivates the imagination because of its analogous relationship with the task-achieving populations of social insects. The main hypothesis of the approach is that such a population of machines will achieve a higher level of competence due to an emergent property of the system making it more than just the sum of its parts. This hope also fuels the current research efforts in micromachine technology, which holds the promise of applications as yet unseen owing to the limitations of current technology. Nature's decentralized approach to achieving collective tasks results in feasible versus optimal solutions. The fact that some randomness occurs at the individual level is believed by some researchers to be part of the society's functioning (Pasteels, Deneubourg & Gross, 1987) . Oster and Wilson (1978) have suggested that social insects can well afford behavioral variance. This variance, they claim, could increase the probability that the collective activity will eventually be performed, with their collective reliability more than compensating for the individual inefficiency. In our animat approach to building intelligent systems, the study of social insects plays an important role in guiding our selection of control strategies for our multiple robot systems. Although the strategies proposed in this article are not a comprehensive set, they do represent the approach we have taken and are intended as examples of our initial exploration into collective robotics. What is still missing in our approach is a mathematical theory on which to base our models of both robots and the tasks they are designed to accomplish. Lacking this formal theory, we have taken the approach of analyzing specific tasks, couched in terms of their sensory requirements, in the hope that the more salient features will generalize across specific task domains.
The discovery, by social biologists, of the various stimulus cues in collective tasks motivates our mechanisms in controlling tasks by multiple robots. A common theory that adequately explains the cooperative behavior of social insects is still lacking in the field of behavioral biology. Nonetheless, the many well-researched examples of collective task-achieving behavior do provide a starting point from which to build systems in collective robotics. Whether these systems will prove to be scalable to the point of accomplishing useful tasks remains to be seen; however, nature has already provided proof in social insects that demonstrates its feasibility.
