Fully-diverse constellations, i.e., a set of unitary matrices whose pairwise differences are nonsingular, are useful in multi-antenna communications especially in multi-antenna differential modulation, since they have good pairwise error properties. Recently, group theoretic ideals, especially fixed-point-free (fpf) groups, have been used to design fullydiverse constellations of unitary matrices. Here we give a systematic method to design space-time codes which are appropriate for three-transmit-antenna differential modulation. The structure of the code is motivated by the Lie group Ë Í¿µ. The code has a fast decoding algorithm using sphere decode. The diversity product of the code can be easily calculated and simulated performance show that the code is better than the group-based codes [1] especially at high rates and is as good as the elaborately-designed nongroup code [1] .
INTRODUCTION
It is well known in theory that multiple antennas can greatly increase the data rate and the reliability of a wireless communication link in a fading environment. In practice, however, one needs to devise effective space-time transmission schemes. This is particularly challenging when the propagation environment is unknown to the sender and the receiver, which is often the case for mobile applications when the channel changes rapidly.
A differential transmission scheme called differential unitary space-time modulation was proposed in [2] , which is well-tailored for unknown continuously varying Rayleigh flat-fading channels. The signals transmitted are unitary matrices. In this scheme the probability of error of mistaking one signal Ë for another Ë ¼ , at high SNR, is proved to be inversely proportional to 
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where Å is the number of transmit antennas and is the set of all possible signals. The design problem is thus the following: "Given the number of transmitter antennas, Å, and the transmission rate, Ê, find a set of Ä ¾ Å Ê Å ¢ Å unitary matrices, such that the minimum of the absolute value of the determinant of their pairwise differences is as large as possible."
The space-time code designs for three-transmit-antenna system are rare. Till now, some group-based codes and nongroup codes are proposed in [1] . The group-based codes, mainly the ÑÖ codes and diagonal codes, are rare and do not have good performances for high rates. The design of the non-group codes are very difficult and the decoding of both codes needs exhaustive search. In this paper, we proposed design methods for three-transmit-antenna systems.
The codes are motivated by the Lie group Ë Í¿µ. The reasons of analyzing the Lie group Ë Í¿µ are as follows.
The design problem, as just stated, appears to be intractable since first the signal set and the cost function are non-convex and second, the size of the problem can be huge, especially at high data rates. Therefore, in [1, 3] , it was proposed to enforce a group structure on the constellation. This has the advantages of simplifying the diversity product and easy decoding [1, 3] . In [1] , all finite fully-diverse constellations that form a group are classified. And also, in [3] , it is proved that the only fpf infinite Lie groups are Í´½µ, the group of unit-modulus scalars, and Ë Í¾µ, the group of unit-determinant ¾ ¢ ¾ unitary matrices. However, no good constellations are obtained for very high rates from the finite fpf groups, and constellations based on Í´½µ and Ë Í¾µ are constrained to one and two-transmit-antenna systems. As mentioned in [4] , to get high rate constellations which work for systems with more than ¾ transmit antennas, we relax the fpf condition by considering Lie groups of rank ¾. (The rank of a Lie group equals the maximum number of commuting basis elements of its Lie algebra and it can be shown that fpf groups have rank ½.) There are three of them: the Lie group of unit-determinant ¿ ¢ ¿ unitary matrices Ë Í¿µ, the Lie group of ¢ unitary, symplectic matrices Ë Ố¾µ, and one exceptional Lie group ¾ . Constellations based on Ë Ố¾µ, which can be regarded as an extension of the Alamouti's scheme [5] , are designed in [4] and simulation results show that they have good performance. In this work, we analyze Ë Í¿µ, which gives us ¿ ¢ ¿ constellations.
The code we propose in this paper has a simple formula from which the diversity product of it can be calculated in a fast way. Necessary conditions for the full-diversity of the code are also proved. Our conjecture is that they are also sufficient conditions. Simulation results show that the codes have better performances than the group-based codes [1] especially at high rates and are as good as the elaboratelydesigned non-group codes [1] . Another exceptional feature of the code is that it has a fast decoding algorithm based on complex sphere decoding [6] .
Differential Unitary Space-time Modulation
Consider a wireless communication system with Å transmit antennas and AE receive antennas. The channel is used in blocks of Å transmissions (for more on this model, see [7, 8] ). the system equations of block can be written as: 
where Ï ¼ Ï Î Þ Ï ½ . We can see that the channel matrix À does not appear in (2) . This implies that differential transmission permits decoding without knowing the channel information. The ML decoder of Þ is given by
It is shown in [2] that, at high SNR, the pairwise probability of error (of transmitting Î Ð and erroneously decoding Î Ð ¼ )
has an upper bound that is inversely proportional to the diversity product of the code. ¾ degrees of freedom in «, the dimension of Í is , which is exactly the same as that of Ë Í¿µ. Based on (4), we can parameterize matrices in Ë Í¿µ by entries of¨ © and «, that is, any matrix in Ë Í¿µ can be identified with a ¿-tuplé¨ © « µ. There is also a interesting symmetry in (4).The th matrix has an identity block at the´ µ entry.
PARAMETRIZATION OF Ë Í¿µ
½ ¼ ¼¨ ¾ Ô ½ « ¾ ¼ « ¼ ½ ¼ « ¼ Ô ½ « ¾ ¿ © ¼ ¼ ½ (4) where¨ © ¾ Ë Í¾µ. « is
Ë Í¿µ CODE DESIGN
From (4) we can see that for any Í ½´¨½ © ½ « ½ µ Í ¾´¨¾ © ¾ « ¾ µ in Ë Í¿µ, if any two elements of the ¿-tuples are identical, the difference matrix is singular. This is because that each of the matrices in (4) has an identity block which results in that the difference of any two matrices of the kind has a zero block. That is, the identity entries spoil the full diversity of the sets. Therefore, we need to replace the identity entries.
Note that the Í in (4) can also be written as
Another thing is that since the Lie group is not fpf, we cannot use all the degrees of freedom to get a fully-diverse code. Here, we want to sample the Lie group in an appropriate way to obtain fully-diverse subsets. Therefore, to simplify the structure, we set the middle matrix to be Á ¿ and discuss sets of matrices which are products of ¾ Ë Í¾µ matrix representations. Note also that the in the last column of the first matrix and in the first row of the third matrix are used to make the matrices determinant ½. However, in differential unitary space-time code design, we only need the signal matrix to be unitary. Therefore, we can further simplify the structure by abandoning the restriction that each of the matrices are unit determinant. Define
The following codes are obtained.
Since the channel is used in blocks of ¿ transmissions, the rate of the code is Ê ½ ¿ ÐÓ ¾´È É Ê Ë µ. The code in (5) is not a subset of the Lie group Ë Í¿µ any more since the determinant of the matrices is now ´ µ which is not ½ in general. However, the matrices in the codes are still unitary matrices. Since any matrix in the code is a product of two unitary matrices, we call it the AB code. In the following section, we will see that this handy structure results in a fast decoding algorithm.
A necessary condition for full diversity is that both the sets ´Ô Õ µ and ´Ö × µ are fully-diverse. The and need to be chosen carefully. By setting
, it is easy to see that when ´È Éµ ´Ê Ëµ ½ , the two sets are fully-diverse. 
Theorem 2 (Calculation of the diversity products) For
Í ½´Ô½ Õ ½ Ö ½ × ½ ½ ½ µ Í ¾´Ô¾ Õ ¾ Ö ¾ × ¾ ¾ ¾ µ ¾ ,
ÁÑ indicates the imaginary part of the complex scalar .
We see that Ü Û ¢ ½ ¢ ¾ only depend on the differences
That is, the determinant of any difference matrix can be written as a function of AE Ô AE Õ AE Ö AE × , ¡´AE Ô AE Õ AE Ö AE × µ,. From (1), the diversity products of the codes equals
The minimum is over´AE Ô AE Õ AE Ö AE × µ ´¼ ¼ ¼ ¼µ. Since AE Ô AE Õ AE Ö AE × can take on ¾È ½ ¾É ½ ¾Ê ½ ¾Ë ½ possible values respectively, we only need to calculate the determinants of´¾È ½µ´¾É ½µ´¾Ê ½µ´¾Ë ½µ ½ ½ È É Ê Ë ½ Ä difference matrices instead of Ä´Ä ½µ ¾ ones in the general case, where Ä is the cardinality of the code. Actually, instead of ½ Ä, less than Ä calculations is enough since ¡´AE Ô AE Õ AE Ö AE × µ ¡´ AE Ô AE Õ AE Ö AE × µ . Therefore, the computational complexity is greatly reduced especially for codes of high rates.
Theorem 3 (Necessary conditions for fully-diverse) A necessary condition for the code to be fully-diverse is
´È Éµ ´Ê Ëµ ½ and at most one of È É Ê Ë is even.
Our conjecture is that the condition is also sufficient.
DECODING OF THE Ë Í¿µ CODE
Matrices in the code is a product of two basically Í´¾µ matrices ´Ô Õ µ and ´Ö × µ and they have orthogonal design structure with PSK elements. This handy property can be used to get linear-algebraic decoding, which means that the receiver can be made to form a system of linear equations of the unknowns.
The ML decoder for differential USTM given in ( Since sphere decoding has an average complexity that is cubic in the code rate and the dimension of the system and at the same time achieves the ML results, we have a fast ML decoding algorithm for the code.
SIMULATION RESULTS
In this section, the performance of the AB code is compared with group-based codes. The block error rate (bler), which corresponds to errors in decoding the ¿ ¢ ¿ transmitted matrices, is demonstrated as the error event of interest. The number of receive antennas is ½. Note that the AB code has a fast decoding method while the decoding of the group-based codes and the non-group code needs exhaustive search.
In Fig. 1 , we compare the AB codes at rates ¾ ¿ ¿ ¿ ¿ with the group-based code ½ ½ at rate ¿. We can see that at the bler of ½¼ ¿ , the AB code is ½dB better than the group-based code with rate ¼ ½ lower and is about ¾dB worse than the group-based code with rates ¼ ¿ ¼ ¿ higher. In Fig. 2 , we compare the AB codes at rates ¿ with the group-based ½¿ ½ code at rate and the carefully designed non-group code at rate . The plot shows that the AB code at rate ¿ has a much better performance than the group-based code and is as good as the non-group code. And also, the rate AB code still performances slightly better than the group-based code even with rate ¼ higher. 
