A methodology was developed to distinguish transgenic from non-transgenic soybean oils samples by using FT-MIR spectroscopy coupled with discrimination techniques, including Soft Independent Modeling of Class Analogies (SIMCA), Support Vector Machine-Discriminant Analysis (SVM-DA) and Partial Least Squares-Discriminant Analysis (PLS-DA). The discrimination success rate of these three methods was compared, and different types of preprocessing were investigated. Based on the results, the best option was PLS-DA with a 100% rate of discrimination, independent of the preprocessing method used.
Introduction
Biotechnology is the science that aims to develop products and services related to biological processes, generally by using recombinant DNA technology known as genetic engineering that appeared in the 1960s. This technology allows the transfer of genes from one organism to another. The potential risks of genetically modified organisms (GMOs), such as their impact on human and animal health, effects on the environment, and socioeconomic effects, have generated a worldwide discussion that is far from drawing to a close for lack of sufficient scientific information. Some previously reported information supports some risk-hypotheses, including the presence of transgenic plant genes in other plants and in other organisms Therefore, gene dissemination to plants of the same species and to widely different species is already regarded as a real risk (Nodari & Guerra, 2000) .
Although GMOs offer distinct advantages such as more resistance against insects and diseases, and better nutritional value in a considerable part of the world, governmental organizations and/or the general public are still hesitant or opposed to the cultivation and application of GMOs. Additionally, there is a need for implementing some quality controls, and this requires the development of reliable detection methods for GMOs (Gurgel, 2006) .
Regarding edible oils, some characteristic physical and chemical parameters indicate the product quality. These quality parameters can be determined by reference methods established by the American Oil Chemist's Society (AOCS) and have been used widely in laboratories and in industry (James, Schmidt, Wall, Green, & Masri, 2003) .
The majority of methods for detecting GMOs are based on polymerase chain reaction (PCR), which is widely employed because it amplifies target fragments of DNA (Pereira, 2007) . Aiming to avoid use PCR, many studies developed multivariate calibration tools for the classification and/or authentication of edible oils, such as hierarchical cluster analysis (HCA), principal component analysis (PCA), soft independent modeling of class analogies (SIMCA), and partial least squares (PLS) (Bogani et al., 2009) . Dahlberg, Lee, Wenger, and Vargo (1997) using mid-infrared (MIR) spectroscopy and PLS determined the refraction index and viscosity in 27 different brands of edible oils and margarines. Catharino et al. (2005) characterizes edible oils (soybean, corn, olive, sunflower, and canola) by electrospray ionization-mass spectrometry (ESI-MS) and PCA. Bortoleto, Pataca, and Bueno (2005) used X-ray scattering and PCA, and Alcântara et al. (2010) discriminated transgenic from nontransgenic soybean grains using Fourier transform-mid-infrared (FT-MIR), PCA, and K-nearest neighbor (KNN) methods. Lee, Noh, Bae, and Kim (1998) used PCA and linear discriminant analysis (LDA) to classify eight different types of edible oil according to the acidity content. PCA of the selected samples divided the data set into groups, and LDA classified unknown samples into these groups, thereby allowing for discrimination. Martin, Pavón, Cordero, and Pinto (1999) used LDA for classifying edible oils using a gas sensor arrangement (e-nose). By using Raman spectroscopy and PLS, Barthus and Poppi (2001) determined the iodine index in 24 samples of edible oils and compared these results with the reference methods of the AOCS. Luna, Silva, Pinho, Ferré, and Boqué (2013) developed a methodology to discriminate transgenic from non-transgenic soybean oil samples using near infrared (NIR) spectroscopy in combination with discrimination techniques. Salvador, minor components, the sensory characteristics and the quality of virgin olive oil by NIR spectroscopy and PLS. Aparicio, Morales, Aparicio-Ruiz, Tena, and García-González (2013) mapped and compared official methods (HPLC) and some promising alternative methods (such as spectroscopy, isotopic and trace element techniques) in the determination of adulteration in olive oil samples. Nunes (2014) developed a methodology based on vibrational spectroscopy and chemometrics to assess the authenticity, adulteration and intrinsic quality parameters of edible oil and fats. Koidis, Osorio, Haughey, and Elliott (2014) evaluated methodologies to determinate vegetable oils species that are present in oil mixtures and proposed an approach (spectroscopic techniques coupled with chemometrics) to meet the EU legislation demands for correct labeling of vegetable oils.
Therefore, the combination of the vibrational spectroscopy with chemometrics is a powerful tool for the monitoring of a large variety of process. It has applications for quality control in food science because it is a fast technique that needs no pretreatment of the sample, and it offers excellent results for classification and/or authentication of edible oils. Due to these advantages, the objective of this paper is developing a methodology for discriminating transgenic from non-transgenic soybean oil samples using FT-MIR coupled with chemometric tools.
Chemometric theory

Preprocessing of spectra data
Different types of preprocessing were used in this paper including mean centering (MC), multiplicative signal correction (MSC), orthogonal signal correction (OSC), and Savitzky-Golay (Savgol) smoothing and derivatives (first and second order derivative). MC is conducted by calculating an average value for spectra of all n lines in the data set (Costa, Mafra, Amaral, & Oliveira, 2010) . MSC begins by calculating the average spectrum of the whole set of standard samples and then attempts to determine the multiplicative parameter (scale factor) and the additive parameter (shift factor) for each spectrum through a linear regression of the sample spectrum against the mean spectrum. For some applications, the MSC approach was found to be effective for correcting spectral variations caused by light scattering. As a result of MSC, both the accuracy and reliability of the NIR analysis significantly improved in comparison to calibrations that were based on 'raw' (uncorrected) spectra (Baianu et al., 2004) . The central point of OSC is reducing the variation in the X matrix (instrumental response matrix) that is not related to the Y matrix (parameters that are predicted by the model) (Pereira et al., 2008) . Savgol is a method where the polynomial is adjusted by a least squares regression (Cert, Moreda, & Caminos, 2000) .
Principal component analysis (PCA)
PCA is an exploratory method that separates the relevant information from what is irrelevant. In PCA, the group identity of the sample defines the structure of the analyzed data in scores plots where one of axes is the principal component (PC) axis (Ferreira, Rodrigues, Ferreira, Nóbrega, & Nogueira, 2002) . The linear multivariate PCA models are developed by using the orthogonal basis vectors (eigenvectors) that are usually called principal components (PCs). One of the significant goals of PCA is to eliminate the PCs associated with noise, thereby reducing the dimensionality of complex problems and minimizing the effects of measurement errors. The data matrix X (Eq. (1)) is expressed by a linear model in an equation shown below, often called a bilinear data matrix (Gemperline, 2006) .
In this equation, T is the n × k matrix of scores, P is the m × k matrix of loadings, and E is the matrix of the error.
Classification methods for FT-MIR spectral data
Different strategies were used to classify the FT-MIR spectra data. The first strategy was based on SIMCA, which uses PCA to build the model, the second strategy was based on a non-linear regression model, and the last strategy was based on a linear regression model. All of the strategies were multivariate statistical approaches.
2.3.1. Strategy 1: methods of classification using SIMCA SIMCA uses PCA to classify similar materials into defined groups and then to identify future unknown samples (Maylet, Martinez, Velazquez, & Revilla, 2010) . In this case, a multidimensional model is built for each class and the classification of prediction samples is performed establishing the class where each sample is located. The power of discrimination of the SIMCA model is based on the largest possible distance between classes (Sabin, Ferrão, & Furtado, 2004) .
Strategy 2: support vector machine-discriminant analysis (SVM-DA)
SVM-DA is used for binary classification, but it supports regression and the classification of multiple classes. In this technique, two classes and a group of data points belong to these classes. The technique determines the hyperplane that separates all points and puts the majority of data points in the same class and at the same time maximizes the distance of each class from the hyperplane (Almeida, 2007) .
Strategy 3: partial least squares-discriminant analysis (PLS-DA)
PLS-DA is a PLS regression of the Y binary matrix that discriminates classes from an X matrix. This technique is used to improve the separation between two or more groups of samples. [23] PLS-DA (http://www.camo.com/resources/pls-da.html) prediction has a nominal value of zero or one for a class identity, so a value closer to zero shows that the sample is not related to a particular class while a number close to one shows that it is within an individual class (Luna et al., 2013) .
Kennard-Stone (KS) algorithm
The Kennard-Stone algorithm selects a subset of samples from X that provide a representative and uniform coverage over the data set and includes samples on the boundary of the data set. The method begins by finding the two samples that are the farthest apart in geometric distance. To add another sample to the selection set, the algorithm selects from the remaining samples that sample that has the greatest separation distance from the selected samples. The separation distance of a candidate sample from the selected set is the distance from the candidate to its closest selected sample. This farthest separated sample is then added to the selection set and the process is repeated until the required number of samples, k, have been added to the selection set. In practice, this produces a uniformly distributed network of selected points over the data set and includes samples along the boundary of the data set. The KS method performs efficiently because it calculates the inter-sample distances matrix only once (Kennard & Stone, 1969) . This procedure is performed until the desired number of samples for the calibration set is selected (Barthus & Poppi, 2001) . The other samples are retained for the validation set.
Figures of merit
When a new methodology is developed, it is important determinate the figures of merit necessary for the results to be considered reliable. In discrimination methods for validation, there are several criteria for success. For the established methodology, a comparison was made between the discrimination techniques used (SIMCA, PLSDA, and SVMDA) using the statistical parameters in the equations below: sensitivity (sens), specificity (spec), precision (prec), and misclassification error (MR%) (Brereton, 2009; Pontes et al., 2005) :
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where TP is the proportion of positive cases that were correctly identified, FP is the proportion of negative cases that were incorrectly classified as positive, TN is the proportion of negative cases that were classified correctly, FN is the proportion of positive cases that were incorrectly classified as negative, N a is the number of samples wrongly classified, and N b the total number of samples of the test and validation set.
Experimental
Samples
Forty-five soybean oils samples (30 transgenic and 15 nontransgenic samples) from different brands and lots were purchased from different supermarkets in Rio de Janeiro. All transgenic samples were identified and labeled as transgenic by the manufacturers.
Spectra acquisition and data analysis
Spectra were acquired with a Fourier transform infrared spectrometer (FT-MIR), Spectrum 100 model from Perkin Elmer. Measurement was taken using a KBr cell (0.059 mm of optical path) in a range from 4000 to 450 cm −1 with a nominal resolution of 4 cm −1 giving spectra with 3551 variables. Each spectrum is an ensemble average of 20 scans collected from the cell. For correcting the measurement variation, the matrix of 45 samples was pretreated by normalization of the spectra. Each spectrum was aligned to the baseline using the instrumentation software before converting the spectra into ASCII format. Software Solo, version 6.3 (Eigenvector Research, Inc., USA), was used to discriminate samples. FT-MIR spectra (files in ASCII format) are recognized by the software for direct discrimination of samples. Fig. 1 shows a typical FT-MIR spectrum for a non-transgenic soybean oil sample
Results and discussion
Spectral analysis
The region I of Fig. 1 presents absorption bands at 3020, 2930, and 2850 cm −1 that can be associated to symmetric and asymmetric stretched of the C-H bond. Region II shows an absorption band at 1470 cm − 1 that is most likely related to the angular deformation of the C-H bond (CH 3 and/or CH 2 ); 1380 cm −1 associated with angular deformation of the C-H bond (CH 2 ); 1240 and 1170 cm −1 associated with stretch of the C-O bond (of ester). The band at 1750 cm −1 indicates the presence of the stretch of the C = O bond, while the band at 720 cm −1 shows an association with (CH 2 )n, n ≥ 4. Fig. 2 shows the spectra of each soybean oil (transgenic and nontransgenic). It is practically impossible to observe any difference by observing the spectral overlap of transgenic and non-transgenic soybean oils. Due to this practically imperceptible difference the in FT-MIR spectra, chemometric tools were used to discriminate oil samples.
PCA
In this study, principal component analysis showed that the first two PCs captured 98.79% of the total variance. Fig. 3 shows that the sample number 30 presents a high score value that indicates that this sample can be most likely considered to be an outlier. This is a separation of samples into two groups, but not all samples were discriminated correctly, which makes the separation unsatisfactory. However, it is worth emphasizing that PCA is not a classification technique, but an exploratory data analysis technique.
In Fig. 4 , sample number 30 (transgenic sample) has a high Hotelling T 2 and residual value. Therefore, this sample was removed from the model because it could negatively influence the discrimination, which would provide unsatisfactory results. The model was rebuilt without sample number 30, and it was not necessary to remove any more samples. Hence, the final data set had 44 samples (15 non-transgenic and 29 transgenic soybean oil samples).
The KS algorithm was used to create a test and validation set. This resulted in two sets: (a) a test set with 23 samples (8 of non-transgenic and 15 of transgenic soybean oil samples) and (b) a validation set with 21 samples (7 non-transgenic and 14 transgenic soybean oil samples).
Oil type discrimination
In the calibration set, 15 samples were classified as transgenic and 8 samples as non-transgenic, while in the validation set, 14 samples were classified as transgenic and 7 as non-transgenic. Based on verifying how many samples were correctly discriminated in each situation, it was possible to calculate the success rate for each preprocessing method used with each of the three classification techniques. All models were developed using cross validation.
SIMCA
For this technique, an appropriate value of 3 PCs was chosen for each class. Different models were built by only changing the data preprocessing (four different preprocessing methods-MC, MC + MSC, MC + first Table 1 Measurement of performance in the discrimination of non-transgenic soybean oil samples of calibration and validation group using SIMCA. MC  MSC⁎  1st derivative⁎  2nd derivative⁎  MC  MSC⁎  1st derivative⁎  2nd derivative⁎   Na  23  23  23  23  21  21  21  21  Nb  8  0  3  2  11  0  2  3 Na  23  23  23  23  23  21  21  21  21 Savgol derivative and MC + second Savgol derivative). Table 1 shows the classification success rate of each method. It is possible to observe that the only preprocessing able to discriminate 100% correctly was MC + MSC. For the other preprocessing methods, some samples were incorrectly discriminated as transgenic in the test and validation sets.
Calibration Validation
SVM-DA
Using this algorithm, different models were built by only changing the preprocessing method: MC, MC + MSC, MC + OSC, MC + first Savgol derivative, and MC + second Savgol derivative. All preprocessing methods were performed with available software. A 100% rate of success was obtained in class discrimination for all preprocessing methods except when derivatives were used. Table 2 shows these results for SVM-DA.
PLS-DA
Once again, different models were built by only changing the type of preprocessing (same used for SVMDA). For each preprocessing method, three latent variables was chosen. It is possible to observe ( Table 3 ) that independent of the preprocessing method used a 100% successful discrimination rate was obtained with PLS-DA.
Conclusions
FT-MIR combined with discrimination techniques is shown to be a powerful technique in soybean oil samples discrimination. Because it is a fast technique and sample pretreatment was not necessary, this methodology can be applied in place of techniques that require substantial sample preparation or analysis time. The performance of the PLS-DA model was superior to the other tested models, thus FT-MIR coupled with PLS-DA is an excellent methodology for discrimination of soybean oil samples. 
