Abstract. We show the complete proof of the Markov property of the strong solution to a multidimensional SDE whose coefficients involve local time on a hyperplane of the unknown process.
for a general result) and at this point the arguments of J.M. Harrisson, L.A. Shepp are incomplete. Notice that A.M. Kulik (see [9] ) gives sketch of the proof of the Markov property in the case of one-dimensional equation same to considered by J.F. Le Gall, which takes this difficulty into account. In the multidimensional case another difficulty appears, caused by the fact that the martingale noise does not necessarily have independent increments. The main purpose of this paper is to give complete proof of the Markov property for the strong solution to an SDE involving local time of the unknown process in the most general multidimensional case.
The construction of the process.
Let S be a hyperplane in ℜ d orthogonal to the fixed unit vector ν ∈ ℜ d : S = x ∈ ℜ d |(x, ν) = 0 . We denote by π S the operator of orthogonal projection on S and by L the one-dimensional subspace of ℜ d , generated by ν. We consider a Wiener process {w(t)} in ℜ d and filtration
, where w 1 (t) = (w(t), ν), w S (t) = π S w(t). For a given parameter q ∈ [−1, 1] and initial point x 1 0 ∈ L we construct skew Brownian motion (see [3] ), i.e. a pair of {F w t }-adapted processes {(x 1 (t), η t )}, where {η t } is the local time at 0 of {x 1 (t)} :
such that {x 1 (t)} and {η t } satisfy the equality
for all t ≥ 0. Let us assume that there exists one more Wiener process { w(t)} in S that does not depend on {w(t)}. Consider new process ζ(t) = w(η t ), t ≥ 0. We shall deal with the SDE involving processes {w(t)} and {ζ(t)} as a martingale part of the equation. Therefore we have to construct a filtration such that {ζ(t)} is the square integrable martingale and {w(t)} is the Wiener process with respect to this filtration. Remark that the process {η t } is not a stopping time w.r.t. {F w t } and therefore the classic results cannot be applied here For t ≥ 0 we consider
where B S is the Borel σ-algebra on S. We put
The following three lemmas shows that {M t } is the required filtration.
Proof. We have to prove that M t1 ⊆ M t2 , when t 1 ≤ t 2 . For fixed s ≥ 0 and Γ ∈ B S let us consider the set
The lemma is proved.
Lemma 2. The process {ζ(t)} is a square integrable martingale w.r.t. {M t } and its characteristic is equal to {η t }.
Proof. Firstly, we show that for all t ≥ 0 the process ζ(t) is M t measurable. We can approximate ζ(t) by step functions in the following way
We can write
where the process in the first brackets is F t measurable and the process in the second brackets is F w t measurable. Then ζ(t) is M t measurable as the limit of measurable functions.
The second moment of the process ζ(t) is finite for all t ≥ 0 because
in the second equality we used lemma 1, p.67, [6] . Let us prove that for arbitrary bounded M s -measurable random value ξ the relation E (ζ(t) − ζ(s)) ξ = 0 holds for all t ≥ s. It is enough to check this relation for indicators of sets generating σ-algebra Here we use independence of the processes { w(t)}, {η t } and lemma 1, p.67, [6] in the second equality.
In the same way one can observe that the process { w(η t ) 2 − η t } is martingale w.r.t. {M t }. This means that the characteristics of the martingale { w(η t )} is equal to {η t }.
Lemma is proved.
Lemma 3. {w(t)} is a Wiener process w.r.t. {M t }.
Remark 1. This result is not obvious because σ-algebra {M t } is larger than {F w t } and σ-algebras {F w t } and { F t } are not independent. Proof. It is enough to prove that the process {w(t)} is a martingale with characteristic t w.r.t. {M t }. Firstly we show that for arbitrary bounded M s measurable random value ξ the relation E (w(t) − w(s)) ξ = 0 holds for all t ≥ s. Again we check this relation for indicators of sets generating σ-algebra
In the same way one can show that the process {w(t) 2 − t} is martingale w.r.t. {M t }. This means that the characteristics of the martingale {w(t)} is t.
For given x 0 ∈ ℜ d , measurable function α : S → S and operator β : S → L + (S) (L + (S) denotes the space of all linear symmetric nonnegative operators on S) we consider the following stochastic equation in
where β(·) = β 1/2 (·). We call the strong solution to the equation (1) the {M t }-adapted process {x(t)} which satisfies the equality (1).
Theorem 1. Assume that there exists
, for all x, y ∈ S.
Then for all T > 0 the solution to the equation (1) exists and is unique when t ∈ [0, T ].
It is enough to prove the existence and uniqueness for the process {x S (t)}. This, in turn, is a consequence of the existence and uniqueness theorems for the stochastic equations with arbitrary martingales and stochastic measures (see [7] , p. 278-296).
Remark 2. It was proved in [8] that the solution of the equation (1) has a measurable modification as the function of the starting point.
The Markov property of the constructed process.
Let us denote by {x(t, x)} the solution to the equation (1) 
Theorem 2. {x(t, x)} has Markov property.
Proof. We prove the theorem if we show that the relation
holds for an arbitrary bounded M s -measurable random value ξ, where Φ t−s (·, Γ) :
At the beginning we note that the process {x(t, x)} has the property
here θ s is the shift operator (see, [10] , p.121). We can deal with the process {x(t, x(s, x))} because the process {x(t, x)} is measurable as the function of the initial point. The equality (3) holds true because each of the processes at the both sides of (3) satisfy the equation
that has the unique solution. Let us denote (γ(·) − γ(s))| t s = (γ(·) − γ(s))1I [s,t] (·) for an arbitrary process {γ(t)}, s ≤ t. The equalities (3), (4) means that we can express the process {x(t, x)} in the form
where F :
holds true, where
is a measurable function for all t, s, Γ. We prove (6) in the next way. We construct Φ 1 t−s (·, ·) for the indicators of sets generating σ-algebra M s . We show that for all k ≥ 1,
holds, where
Let us take the conditional expectation w.r.t. F w s on the left hand side of the relation (7). Then we obtain 
In the third equality we take into account independence of the sets {( w(r(·)) − w(r))| t s ∈ Γ 3 } and
Therefore we obtain that the expression on the right-hand side of (8) equals We remind that the process {η t } is an additive functional of the {x ν (t)} and thus the distribution of {(η · − η s )| 
