Introduction environment, but spatial autocorrelation in the residuals is ignored. Recent publications have proposed using generalized
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include habitat and spatial covariates and assumes that habitat is homoother spatial covariates to allow for a heterogeneous geneous across squares. In this paper we develop the
GLM approach in a way that allows for spatial autocorrelation and a heterogeneous environment. We illustrate our methods using the red deer data set analysed by Buckland & Elston (1993) . In common with those authors, we apply our spatial model to data on presencelabsence of deer by 1 km square in the Grampian Region of Scotland. Neighbouring squares tend to have similar conditions and if available covariates do not fully reflect the conditions (as perceived by the deer) then the residuals from a fitted model will exhibit spatial autocorrelation. Furthermore, quite apart from the effects of the environment, the probability of occurrence of deer in one square might not be independent of whether deer occur in a neighbouring square. This too will generate spatial autocorrelation that cannot be modelled satisfactorily by environmental covariates. By using models that allow for spatial autocorrelation, we might hope to require fewer covariates in an empirical model for distribution, and to obtain a better indication of which covariates influence the distribution.
Although in the case of the deer, all squares in the survey area were visited, wildlife surveys are frequently carried out on a sample of sites, selected according to some randomized scheme. We use the deer data, for which the true distribution is known, to develop and test a method suited to such surveys. We fit an autologistic model which allows for spatial autocorrelation in the presencelabsence data. It would not ordinarily be possible to fit an autologistic model when only a sample of sites is surveyed, but we use the Gibbs sampler to estimate presencelabsence at unsampled sites and so predict the full distribution of presencelabsence.
Methods
THE DATA
The data are census counts of deer recorded by the Red Deer Commission in two deer management areas, the West and East Grampians. In common with Buckland & Elston (1993) , we reduce these counts to presencelabsence data, as modelling is simplified by modelling the count given presence as a separate exercise from modelling the presencelabsence data. Covariate data are available as summaries by 1 km square for the Grampian Region of Scotland only, so the census counts were reduced to presencelabsence by 1 km square (see Fig. I ), and squares outside the Region were excluded from the analysis.
In total, 1277 1 km squares were surveyed in the southern and south-western parts of Grampian Region; 190 of these squares were found to contain deer. The area is mostly open moorland, as fences exclude the deer from most of their favoured woodland habitat. The covariates are physical and habitatrelated attributes, such as area of native pinewood or mire within each square, or geometric attributes such as the cartesian coordinates (easting and northing).
MODELLING P R O C E D U R E
Buckland & Elston (1993) selected a simple random sample of 20% of the 1277 1 km squares in the study area, and assessed the effectiveness of logistic regression, coupled with Aitchison's (1955) method, to estimate abundance and spatial distribution of red deer from this sample. We assess the improvement that can be gained by using an autologistic model which incorporates both spatial autocorrelation and environmental covariates. Finally, the Gibbs sampler (Geman & Geman 1984 ) is incorporated into the autologistic model to allow the model to be fitted when only 20% of the squares are sampled.
Autologistic model
We define the response variable y, to be 0 if deer are absent from square i and 1 if deer are present. The probability pi that deer are present in square i is likely to depend on various habitat and climate covariates. In addition, it might be expected to depend on whether deer occur in neighbouring squares.
As a starting point for our autologistic model, we use Buckland & Elston's (1993) Modelling the 1. Fit an ordinary logistic regression model to data from the random sample of squares. Calculate the fitted probability, b,, ' patial distribution for all squares and create an initial map of presence/absence by generating for unsurveyed squares a value of 1 (presence) of wildlife for site i with probability P,, and 0 (absence) otherwise.
2.
Calculate the autocovariate for each square using equation 1 and the map obtained in the previous step. 3. Fit an autologistic model to the data from the random sample of squares using the autocovariates calculated from the most recent map of presencelabsence.
4. Calculate the fitted probability, b,, for all squares using the parameter estimates from the autologistic model and the current map of presence/absence.
5.
Update the map of presencelabsence by generating observations from the 6, for unsurveyed squares.
Perform the Gibbs sampler.
do T times: repeat steps 2 and 3; pick a random starting point in the map of squares. do for each unsurveyed square in turn:
calculate the autocovariate at square i;
calculate Pi,the predicted conditional probability of presence at square i, and generate a new y, from the b,.
7. Store the final map of presencelabsence data, the fitted probabilities and the parameter estimates.
Method 1: Logistic model (Buckland & Elston 1993 second stage is common to all four models listed above, so the choice of model only affects the first stage. A bootstrap procedure (Efron 1979 ) is applied to quantify the precision of the number of occupied squares in the survey area as follows. First the estimated probabilities of occupation are obtained using the chosen method. Then B = 120 further maps of presencelabsence are generated, in each of which observed data from the original 20% sample are retained. From each map, a new 20% sample of squares is selected and the chosen method is applied to each of these samples to give 120 estimates of the number of squares occupied, and hence 120 abundance estimates. For each method, a standard error of the mean of abundance is obtained using the standard deviation of the mean of the 120 bootstrap replicates of the abundance estimate. Conditibning on the observed counts in the 20% sample is analogous to applying a finite population correction in sampling theory.
Results
F I T T I N G T H E AUTOLOGISTIC M O D E L
Autocovariates corresponding to various clique sizes, ranging from the simplest of size ki = 4 to a square of side 9 km (k,= 80), were computed. The most suitable autocovariate for the deer data was determined by looking at the change in deviance obtained by adding a specific autocovariate to Buckland & Elston's (1993) logistic model. In all cases, fitting the autocovariate gave a significant reduction in deviance. The autocovariate corresponding to a square clique of side 7 km produced the greatest reduction in deviance relative to the amount of extra computation involved and was used in all subsequent analyses. Once the autocovariate was fitted, the covariates northing, easting and mires did not have a significant effect on the conditional probability of presence. When we compared the precision of abundance estimates, we examined the effect of dropping these terms from the autologistic model (see later).
C O M P A R I S O N O F ABILITY T O P R E D I C T T H E SPATIAL D I S T R I B U T I O N
Visual comparison
A map of the observed spatial distribution of red deer is shown in Fig. 1 . Comparison of the maps in Figs 1 and 2-5 shows that both the Gibbs sampler (method 3) and its modification (method 4) produce less uniform estimated occupation probabilities than the logistic model; particularly low or high values of fii are concentrated in appropriate areas to reflect the clustering in the true distribution of deer. The maps of presencelabsence data from methods 2 4 also better reflect the true clustering in spatial distribution of deer than the map based on the ordinary logistic model. There are no obvious differences between the maps produced by methods 2 4 .
Misclass~jication rates
The boxplots in Fig. 6 show the number of cases of incorrect classification of presence/absence obtained in 120 stochastic realizations of presencelabsence data using the four different modelling methods. All the new methods have higher matching coefficients than the ordinary logistic model, with method 4 performing best. This method also has the lowest mean number of misclassified squares of each type and is the least variable method overall. The autologistic model on its own (method 2) performs better than in conjunction with the Gibbs sampler (method 3), especially in terms of correctly predicting absence. This suggests that the variability introduced by the Gibbs sampler outweighs any benefit of the theoretically superior method; we eliminate that undesirable variability under method 4.
C O M P A R I S O N O F R E P E A T A B I L I T Y F O R A G I V E N S A M P L E
Given a particular sample of squares, the estimate of the number of occupied squares Cp,, produced by the logistic model is fixed because the model-fitting procedure does not involve any stochastic simulation of presence/absence. The autologistic model on its own, or combined with the Gibbs sampler or its modification, introduces extra variability in the estimate of the number of occupied squares since these models require one or more randomly generated presence/ absence distributions. Table 3 shows that method 3 leads to far more variation in the estimated number of occupied sites compared with method 2. Method 4 is the least variable of these three methods.
C O M P A R I S O N O F T H E P R E C I S I O N O F A B U N D A N C E ESTIMATES
Having identified method 4 as the least variable of the new methods, we compare the precision of abundance estimates obtained using this method with those obtained from the ordinary logistic model (Table 4) ples for each method. The standard error of the number of occupied sites is substantially higher under method 4, although the estimate of abundance is slightly lower (i.e. closer to the true value). The reason for the higher standard error is as follows. The map of fitted probabilities from the logistic model (Fig. 2a) appears rather uniform. It has many squares with similar fitted probabilities. The map of the average fitted probabilities from method 4 (Fig. 5a ) is less uniform and gives a closer reflection of the features of the observed data. Consequently, a 20% sample from this map will tend to be more variable than a 20% sample from the map corresponding to the logistic model. Bootstrapping the logistic model does not pick up the true variability of individual squares because it ignores autocorrelation in the residuals. Under this model, fitted probability of presence for any given square simply represents the average probability of all Fig.6 . Boxplots of numbers of sites for which deer were (a) absent but predicted to be present, and (b) present but predicted to be absent under methods 1 4 . The models gave matching coefficients 0.792, 0,803, 0,808 and 0.809, respectively. The box represents the interquartile range, with the line inside representing the median. Whiskers are drawn to the nearest values not beyond a standard span of 1.5* interquartile range from the quartiles, and lines beyond the whiskers represent outlying data points. in predicting the local characteriztics of the spatial distribution, the ordinary logistic model gives more precise estimates of the overall number of deer. If the significance of covariate terms is reassessed after fitting an autocovariate term, we find that covariates northing, easting and mires can be omitted, suggesting that these entered the ordinary logistic model only as proxies for spatial autocorrelation in the presencelabsence data. If we exclude these covariates when fitting model 4, there is little difference in the standard error of the estimated number of occupied sites (Table  4) ; inclusion of non-significant covariates (overfitting) has had little effect on precision in this example. The apparent over-estimation of abundance is caused by over-representation of occupied sites in the particular 20% sample used in this analysis. Looking at the standard error obtained from method 4 confirms that the sample taken is not extreme, because a 95% confidence interval for the abundance estimate (13 109, 48 985) still includes the true abundance (19 700).
Discussion
The drawback of Buckland & Elston's (1993) logistic modelling approach is that it ignores the possibility of spatial autocorrelation in the residuals. The red deer data exhibit positive autocorrelation (i.e. if one square is occupied, then neighbouring squares are more likely to be), which is only partly explained by the habitatrelated covariates in Buckland & Elston's (1993) model. An obvious consequence of this is that the fitted probabilities and stochastic realizations of presencelabsence data obtained from the ordinary logistic model may not reflect the true level of clustering in the distribution of deer. Our results show that the 01996 British autologistic model outperforms the logistic model in Ecological Society, this respect, especially when it is combined with our JournalofApplied modification of the Gibbs sampler (method 4). All Ecology, 33, [339] [340] [341] [342] [343] [344] [345] [346] [347] three of the new methods are better than the ordinary logistic model in the way they mimic the true level of clustering in the distribution of deer. Method 4 is the most precise of the new methods, and yields the highest matching coefficient (i.e. fewest misclassified squares), suggesting that it should be used when the main objective of an investigation is to map the spatial distribution of a species.
For estimating global characteristics, such as the total number of occupied squares or the overall abundance of deer in our example, the performance of the two types of model is reversed, and method 4 gives higher standard errors than the ordinary logistic model. This is because the estimates from the logistic model reflect the average response to the habitatrelated covariates across the entire region, whereas the autologistic approach incorporates local variations by adjusting for the response at neighbouring squares. The ordinary logistic model is therefore to be preferred when the main priority of the modelling procedure is to estimate global characteristics of wildlife distributions.
An important issue in the choice of an appropriate modelling strategy is the practicality of a particular approach. Methods 3 and 4 are computationally intensive relative to logistic regression. Just fitting a basic autologistic model (method 2) gives better results than the logistic model in terms of predicting the spatial distribution, and involves far less computation than methods 3 and 4.
The red deer data set is useful because the true spatial distribution of the deer at the time of the counts is known. We have attempted with reasonable success to recreate the known distribution, given presencejabsence data on just a 20% random sample of 1 km squares. Our methods are likely to be of considerable value in situations where the resources to conduct a survey are limited, ruling out a complete count of the population. We have developed a method for modelling presencelabsence data, whereas the
