ABSTRACT: The soil factor is crucial in controlling and properly modeling the initiation and development of ephemeral gullies (EGs). Usually, EG initiation has been related to various soil properties (i.e. sealing, critical shear stress, moisture, texture, etc.); meanwhile, the total growth of each EG (erosion rate) has been linked with proper soil erodibility. But, despite the studies to determine the influence of soil erodibility on (ephemeral) gully erosion, a universal approach is still lacking. This is due to the complex relationship and interactions between soil properties and the erosive process. A feasible soil characterization of EG erosion prediction on a large scale should be based on simple, quick and inexpensive tests to perform. The objective of this study was to identify and assess the soil properties -easily and quickly to determine -which best reflect soil erodibility on EG erosion. Forty-nine different physical-chemical soil properties that may participate in establishing soil erodibility were determined on agricultural soils affected by the formation of EGs in Spain and Italy. Experiments were conducted in the laboratory and in the field (in the vicinity of the erosion paths). Because of its importance in controlling EG erosion, five variables related to antecedent moisture prior to the event that generated the gullies and two properties related to landscape topography were obtained for each situation. The most relevant variables were detected using multivariate analysis. The results defined 13 key variables: water content before the initiation of EGs, organic matter content, cation exchange capacity, relative sealing index, two granulometric and organic matter indices, seal permeability, aggregates stability (three index), crust penetration resistance, shear strength and an erodibility index obtained from the Jet Test erosion apparatus. The latter is proposed as a useful technique to evaluate and predict soil loss caused by EG erosion.
Introduction
Ephemeral gullies (EGs) are concentrated channels that form mainly in agricultural thalwegs when vegetation cover is minimal (Casalí et al., 1999; Bennett et al., 2000) and the accumulation, intensity or duration of rainfall is sufficient to generate a rate of runoff which exceeds the soil resistance to detachment (Foster, 1986; Dong et al., 2015) . In fact, rainfall velocity and its erosive energy are mostly controlled by landscape shape (Daggupati et al., 2014) . Therefore, the occurrence of an EG will mainly depend on topographical attributes, such as upstream drainage area or terrain slope (for example, Thorne and Zevenbergen, 1984; Vandaele et al., 1996; Vandekerckhove et al., 1998; Casalí et al., 1999; Desmet et al., 1999; Nachtergaele et al., 2001; Svoray et al., 2012) . The erosion models simulating the appearance and subsequent growth of EGs are thus usually based (only) on geomorphological parameters (e.g. AnnAGNPS model, Bingner et al., 2015) .
However, if we take into account that EGs are typical of agricultural fields and that the latter frequently have a barely marked relief, the soil factor would also be an important conditioning element in the erosion process in these cases (e.g. Bryan, 2000; Nachtergaele and Poesen, 2002; Bryan, 2004; Li et al., 2004; Valentin et al., 2005; Knapen and Poesen, 2010) .
There are numerous studies that estimate soil vulnerability to concentrated flow erosion through normally empirical techniques and procedures, given the complexity of the erosion process. It should be noted that each of those studies usually addresses only a reduced number of the, notwithstanding, many properties of the soil involved in the erosion process. These properties could be grouped -following our criteria and only for their presentation -as in the following: (i) topsoil texture (e.g. Lentz et al., 1993; Sheridan et al., 2000) , (ii) topsoil stoniness (e.g. Poesen et al., 1999; Rieke-Zapp et al., 2007) , (iii) aggregate stability (e.g. Chaplot, 2013; Geng et al., 2015) , (iv) resistance to penetration (e.g. Bouma and Imeson, 2000; Verachtert et al., 2013) , (v) resistance to shear stress (e.g. Léonard and Richard, 2004; Knapen et al., 2007) , (vi) susceptibility to surface sealing and crusting (e.g. Martínez-Casasnovas et al., 2003; Valentin et al., 2005) , and (vii) physico-chemical properties (e.g. Rienks et al., 2000; Van Zijl et al., 2014) .
However, the empirical nature of these measuring techniques, together with the limited number of soil properties analyzed simultaneously, would largely explain the fact that current knowledge about the role of the soil during concentrated flow erosion processes -particularly for EGs -is still limited. However, evaluation of large-scale soil erodibility, e.g. catchment scale, would only be feasible through simple, rapid and economical determinations of soil properties (Le Bissonnais et al., 2005) .
This study aimed at identifying and assessing these soil properties that are easily and quickly determined and that best reflect soil vulnerability to EG erosion in arable lands. The results obtained in this study are expected to introduce changes into current erosion models, with the ultimate goal of improving (EG) erosion simulation.
The study was conducted on diverse agricultural soils of Navarre, León (Spain) and Sicily (Italy) affected by EG erosion.
Experiments were performed in situ -in microplots and with rainfall simulators -and in the laboratory. A total of 56 variables were evaluated, mostly edaphic but also some topographic and rainfall ones. Data were analyzed using multivariate statistics approaches.
Material and Methods

Description of the study area
A total of 20 agricultural soils affected by EG erosion were assessed. These soils were located in three large study areas: (i) León (northwest Spain), (ii) Navarre (north Spain), and (iii) center of Sicily (south of Italy). In these areas, several soil losses caused by EG dynamics have been reported (e.g. Casalí et al., 1999; Casalí et al., 2008; Capra et al., 2009; Capra and La Spada, 2015) (Figure 1 , Table I ). The dominant crop in the 20 soils is winter cereal (e.g. wheat, rye), In the period from October to May.
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so that soil management is similar in all studied areas. Namely, field sowing is done between September and October, after preparing the seeding bed with moldboard plough and chisel, while harvesting takes place in June. All soils presented a medium-fine granulometry texture (Table I) . Also, the studied EGs were formed in areas under a typically Mediterranean climate (Table I) . Thus, the mean annual rainfall range is approximately between 450 and 1310 mm, and is concentrated (c. 75%) in the period comprised from October to May (Table I) . The 20 EGs selected were developed in different time periods during the years 2012 to 2014, on landscapes with a slope of approximately between 3 and 25% (Table I) and under different rainfall events (Table II) .
Determination of soil losses due to ephemeral gullies (EGs)
For each EG, a digital elevation model (DEM) of 1 m × 1 m was created after mapping both erosive flow path and their drainage area, using a total station (Leica TPS1200). The drainage area was carefully surveyed every meter. Meanwhile, a variable number of cross-sections were delimited across the EG reach (Table III) by measuring points (between 5 and 10) in the cross-sectional profiles, depending on their complexity following Castillo et al. (2012) . In order to adjust any possible pit and spike, the original point cloud data were analyzed with the Leica Geo Office software (Leica Geosystems, 2006) . Then, a DEM was built with a 1 m cell size, using the ArcView 3.2 software (Environmental Systems Research Institute (ESRI), 2000). Finally, DEM was corrected by means of the filling sink function included in the Hydro Tools 1.0 extension for ArcView 3.2 (Schäuble, 2003) .
Drainage area, length and volume of each EG were determined (Table III) from adjusted DEM information. The volume was obtained by, first, dividing up the EG channel into homogeneous reaches -normally of between 1 to 5 m in length -whose cross-sectional area was assumed to be equal to the average of the cross-sections delimiting that reach De Santisteban et al., 2006) . Then, the volume of each reach was defined as the product of its crosssectional area and its length. Finally, the sum of these volumes defined the total volume eroded by the EG (V T , Table III ).
The erosion rate for each EG (variable TSL, Table III ) was determined applying Equation (1) (Casalí et al., 1999) . However, these erosion rates yielded by the studied EG were produced under rainfalls with different characteristics (Table II) . This fact was due both to the different geographical location of the study areas ( Figure 1 , Table I ) and to the fact that experimental data were obtained in three different years. Several studies have remarked on the importance of different rainfall erosivity parameters on the final value of the TSL recorded (e.g. Archibold et al., 2003; Poesen et al., 2003; Valentin et al., 2005; Capra et al., 2009; Han et al., 2017; Hoober et al., 2017) , among others. In order to make the erosion rates for each EG comparable, soil loss was quantified by normalizing the variable TSL through Equation (2) (Yoshimura et al., 2015) .
where TSL is the total soil loss per surface area per year (in t ha À1 yr À1 ), V T is the total volume of the eroded soil (in m 3 ), PH 1 is the bulk density of the soil (in kg m À3 ), A is the total EG drainage area at the mouth of the gully (in m 2 ), TSLs is the total normalized soil loss (in t MJ À1 mm À1 h yr À1 ), and R TOT is the sum of the R factor of all the events identified as being erosive (i.e. volume of rain > 12.7 mm; Renard et al., 1997) as from the formation of the EG up to the experimentation date (in MJ mm ha À1 h À1 ). Edaphic, topographic and rainfall variables Forty-nine soil variables proposed in the literature as potential drivers of soil erodibility by EGs were determined in each situation (Table IV) . A first set of variables was measured directly in the field in areas close to the EG channel, where some variables were measured on a microplot (0.0625 m 2 ) after the action of a controlled rainfall (F IN , Table IV ) and others were measured outside that plot (F OUT , Table IV ). In the former, the following properties were determined: (i) hydraulic conductivity of the crust formed after rainfall simulation, and (ii) soil and surface crust resistance to the penetration. In the latter, the variables measured were: (i) soil bulk density, and (ii) soil shear strength.
After oven-drying and sieving at (< 2 mm), a composed sample of topsoil (0-15 cm) close to the EG channel was used to carry out several tests in the laboratory (L, Table IV): (i) physico-chemical variables (e.g. organic matter, stoniness, structural stability indices, etc.), (ii) soil susceptibility to sealing and crusting, and (iii) aggregate stability. In addition, undisturbed soil samples were extracted in 15 cm high metal cylinders to determine the critical shear stress and the erodibility coefficient of the soil. For this purpose, a Jet Test apparatus was used under controlled laboratory conditions (Hanson and Cook, 2004; Hanson and Hunt, 2007) . The Jet Test apparatus was the same as the one used by Hanson and Hunt (2007) . This device consisted of the following parts: a jet tube, nozzle, point gage, and jet submergence tank where the soil samples were placed. Ten soil samples were taken from the vicinity areas across each EG path. Before starting the Jet Test, the soil material was saturated to their field capacity by the absorption of water by capillarity. Then, soil samples were stored for 48 hours to give time for the soil particles to hydrate (Hanson and Hunt, 2007; Al-Madhhachi et al., 2013) . This procedure allowed the following: (1) to begin all Jet Tests with the same initial soil moisture conditions, and (2) to avoid the slaking of soil aggregates caused by rapid water uptake at the beginning of the Jet Test. This type of soil breakdown is not caused by the direct effect of the impinging jet and could disturb the Jet Test results.
The scour data generated by the Jet Test were analyzed using a spreadsheet routine developed by Hanson and Cook (2004) , by using the Blaisdell solution to fit the scour equation (Daly et al., 2013) . The laboratory Jet Test apparatus, the procedure, and the analysis method used to fit the scour depth equation are described in the Appendix.
Furthermore, two topographic indices based on the mean weighted slope by the area (AS 1 , Equation (3)) and by the length of the EG channel (AS 2 , Equation (4)) (Casalí et al., 1999; De Santisteban et al., 2005) were also determined for each EG.
where A is the total EG watershed drainage area (in m 2 ), S i is the slope of each of the n sub-watershed units with uniform slope (in m À1 ), A i is the area of each of the n sub-watershed units (in m 2 ), L j is the length of each of the m segments of the EG channel with uniform slope and length (in meters), and I j is the slope of each of the m previous segments (in m m
À1
). Table III shows the values of the previous morphological attributes in each of the EGs studied.
Several studies (e.g. Casalí et al., 1999; Castillo et al., 2003; Capra et al., 2009; Luffman et al., 2015) have shown that EG formation is conditioned by the antecedent soil moisture, which affects runoff generation during rainfall events. In addition, it is well known that several soil properties (e.g. aggregate stability, shear strength, etc.) are strongly influenced by initial soil moisture conditions (Bryan, 2000) . As there were no direct soil moisture measurements available, it was decided to 
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calculate a simple and commonly used surrogate such as the antecedent accumulated rainfall (Capra et al., 2009) . In this way, five potential surrogate variables of soil moisture at the moment of EG formation were obtained: total rainfall accumulated during one hour (aP1, in millimeters), 1 day (aP1d), 5 days (aP5d), 7 days (aP7d) and 21 days (aP21d, in millimeters) before the storm event which triggered the EG formation (Table II) .
Statistical analysis
Soil variables were represented by the mean value of the measurements taken in the field or in the laboratory (see Table IV ). On the contrary, a determined specific value was considered for the rest of the variables: TSLs, AS 1 , AS 2 (Table III) and the five variables of antecedent rainfall to the EG formation used as soil moisture surrogate (Table II) .
The existence of significant relationships between the variable TSLs and the remaining variables was analyzed using three different multivariate statistical procedures: cluster analysis (CA), principal component analysis (PCA) and multiple regression analysis (MRA). These tools were applied independently and without attributing any preference or prior assumptions of performance to any of them. Thus, the results obtained were interpreted independently. All the statistical analysis statistics techniques in this study were performed using the R statistics software version 3.1.1 (R Core Team, 2015) .
The CA is a non-supervised data reduction technique designed to classify observations in subgroups denominated clusters, using all the information in the initial dataset and without making previous assumptions (Shrestha and Kazama, 2007) . In this study, a hierarchical agglomerative CA was applied on the data by using the Ward method. Also, the Euclidean distance was assigned as a similarity measurement among the sample units (i.e. 20 soils studied). This method is characterized by a greater grouping potential, because it uses more information on the contents of the cluster than other methods do (Willet, 1987) . Therefore, clusters obtained were characterized by the mean values of the variables defining them, which were statistically different from the mean of the total population (Anderberg, 1973) . The variables displaying a greater statistical significance during the cluster formation were identified by showing a value of p < 0.001 in Student t test. This statistical test was used to assess whether the mean value of those variables differed from the mean value of the total population.
The PCA technique provides a reduction in the original dataset dimensionality underlying the most meaningful information with a minimum loss of information (Abdi and Williams, 2010) . To achieve this, the PCA calculates new artificial non-correlated variables called principal components (PCs), which are obtained through linear combinations of the original variables (Bayat et al., 2013) . If necessary, the PCA can be oriented towards those variables of special interest (i.e. supplementary variables), which enables the analysis of the results based on those variables, without interfering in the analytical process itself (Abdi and Williams, 2010) . In this study, the variable TSLs was fixed as a supplementary one. To interpret the results obtained more easily, the PCs were subjected to a Varimax type rotation (Westra et al., 2010) . Finally, those PCs presenting both an eigenvalue > 1 (Kaiser, 1960) and variables with a correlation factor ≥ 0.50 with the supplementary variable were identified (Ollobarren et al., 2017) .
The MRA aims at obtaining the relationship between two or more explanatory (or independent variables) and one response (or dependent variable); for this purpose, it applies a linear equation to the data observed. In this study, The MRA was used as a weighting tool for the variables of the total population which best fitted an explanatory linear model for the variable TSLs (fixed as a dependent variable). The principle of parsimony was applied to balance the goodness-of-fit of the model and its complexity, thus preventing its overfitting (Vandekerckhove et al., 2015) . Therefore, all possible linear models from one to four variables were obtained and analyzed to seek the best explanatory model of TSLs. In each of the models obtained, the following evaluation criteria were applied to diagnose the best model: (i) calculation of the variance inflation factor (VIF) to discard the independent variables presenting multicollinearity (i.e. VIF > 2) (Lin, 2008) ; (ii) Akaike information criteria (AIC) values to select the best model (Akaike, 1974) ; (iii) verifying the goodness-of-fit obtained by the model employing the Nash-Sutcliffe efficiency (NSE) coefficient (Nash and Sutcliffe, 1970) and the mean square error (MSE) (Moriasi et al., 2007) ; (iv) regression diagnosing based on the significance level (p < 0.05, Student t test) for the regression coefficient of each independent variables conforming the model (Walpole et al., 2011) .
Finally, the robustness of the explanatory model candidate obtained after MRA was evaluated by means of the statistics technique FITEVAL (Ritter and Muñoz-Carpena, 2013) . This tool develops an objective assessment of the goodness-of-fit of a proposed model based on the existence of statistical significance. Using a specific bootstrapping technique, followed by the correction of the bias and the calculation of confidence intervals, the approximate distribution probability of two statistical indicators of the model's efficiency is obtained: NSE and the root mean square error (RMSE). If the NSE value exceeds a previously fixed threshold value, the validity of the model is statistically accepted or rejected. In this work, the threshold values proposed in Moriasi et al. (2007) were applied to evaluate the model as: unsatisfactory (NSE < 0.50), acceptable (0.50 < NSE < 0.65), good (0.65 < NSE < 0.75), or very good (NSE > 0.75). Furthermore, this technique also evaluates the sensitivity of the earlier-mentioned indicators to the model's bias, as well as the presence of outliers.
Results
Cluster analysis (CA)
The CA showed the presence of two clusters (Cluster A and Cluster B) in which the soils were grouped as follows: 13 in Cluster A (ABA 1 to 3, AOI 1 to 5, LUM 1, RAD 1, RAD 3, RAD 4 and RAD 6) and seven in Cluster B (AOI 6, LEO 1, PIT 1, PIT 2, RAD 2, RAD 5 and RAD 7). The Cluster B soils displayed a 2.6-fold higher mean erosion rate (TSLs) than that recorded in Cluster A (median of 0.016 and of 0.006 t MJ À1 mm À1 h yr À1 , respectively). This result suggests that soils' susceptibility to erosion due to EGs could be tentatively related to the range of values of the variables identified in CA.
Of the 19 variables identified in the CA (Table V) , only two of them showed a value of p < 0.001 after the Student t test: CR 4 and CR 5 . Although these variables were obtained from a similar granulometric balance, variable CR 5 incorporated a clay fraction, whereas CR 4 did not (see Table IV ). Thus, both variables were different and therefore they were selected. In addition, it is worth noting that the cationic exchange capacity (CH 5 ), although discarded, showed a statistical significance very close to the threshold fixed for the selection of the key variables of the CA (p = 0.013, Table V ). The outstanding variables from the CA were CR 4 and CR 5 . 
Principal component analysis (PCA)
PCs with a higher eigenvalue than the unit were obtained (Table VI) . However, only the first two (PC 1 and PC 2 ) showed a significant correlation (0.14 and 0.37, respectively) (Table VI) with the supplementary variable (TSLs). Therefore, the rest of PCs were discarded, focusing the analysis of the results on PC 1 and PC 2 , which, in turn, were capable of explaining 36.4% of the total variance of the original information (20.7% and 15.7%, respectively). It should be noted that only those variables presenting a correlation ≥ 0.50 with the PCs were investigated (Table VI) . Thus, 22 variables were selected and grouped into nine groups in accordance with their typology: (i) organic matter content (CH 1 ); (ii) soil texture composition and organic matter content (CR 3 , CR 4 , GF 1 , GF 2 , GF 3 , GF 4 , GF 5 , SI 1 , SI 2 , and SI 3 ); (iii) soil aggregate stability (SI 4 , SI 5 , and SI 6 ); (iv) soil sealing susceptibility (CR 2 ); (v) soil crust hydraulic conductivity measured in field (HY 3 ); (vi) soil crust resistance to penetration (PR 1 ); (vii) resistance to shear strength (SS 3 ); (viii) cationic exchange capacity (CH 5 ); and (ix) antecedent moisture in the soil before the formation of the EGs (aP5d, aP7d, and aP21d). For groups with more than one variable (ii, iii, and ix), those with a higher correlation with the PCs and, therefore, with TSL, were selected: CR 4 , SI 6 , and aP5d. Variables SI 4 and SI 5 were also selected in defining soil aggregate stability against different disaggregation mechanisms from that defined by variable SI 6 (see Table IV ). Finally, the variables highlighted by the PCA were 11: CH 1 , CR 2 , CR 4 , SI 4 , SI5, SI 6 , HY 3 , PR 1 , SS 3 , CH 5 , and aP5d.
Multiple regression analysis (MRA)
In MRA, all the possible relationships between the response variable, TSLs, and the independent variables estimated in the study were analyzed. Thus, all the models with one variable (56), two variables (1540), three variables (27720) and four variables (367290) were obtained.
After applying regression diagnosis criteria, the best regression models in each situation were obtained (Table VII) .
Therefore, the best model with one variable was procured with E 1 as an independent variable (NSE = 0.78, AIC = À103.73). The best model with two variables was the one formed by the variables E 1 and CR 2 (NSE = 0.83, AIC = À107.25). For three variables, the best model was obtained with variables E 1 , CR 2 and SS 3 (NSE = 0.85, AIC = À107.28). Finally, the best model constructed with four variables was defined with variables E 1 , CR 2 , SS 3 and CH 5 (NSE = 0.87, AIC = À108.44). This last model presented the highest value of NSE and the lowest one of AIC, which indicates a better balance between the goodness-of-fit and the complexity of the model (Akaike, 1974) . Therefore, the model with four variables (Equation (5)) was selected to yield the best relationship between the variables analyzed (E 1 , CR 2 , SS 3 , and CH 5 ) and the EG erosion rate (TSLs).
With the exception of variable E 1 (i.e. erodibility coefficient obtained through the Jet Test methodology) (Table IV) , the rest of the variables identified by MRA also stood out in the previous statistical analyses (see earlier). It is worth highlighting the importance of variable E 1 in the MRA, since it has been identified in all the best models obtained (see Table VII ). Thus, this variable was able to explain by itself 78% of the TSL values obtained using the linear regression explanatory model (Figure 2 ). Consequently, and even without having been determined in previous analyses, the relationship between variable E 1 and EG erosion was identified.
The tool FITEVAL (Ritter and Muñoz-Carpena, 2013 ) was applied on the best explanatory model obtained for the variable TSLs (Equation (5), see earlier). Figure 3 shows that the prediction of the variable TSLs is considered very good (NSE > 0.75) in 70.7% of the cases, and only in 9.6% of the situations was the model's fit unsatisfactory (NSE < 0.50). Therefore, the goodness of the fit of the model proposed is statistically valid, since the probability of that model's fit being considered unsatisfactory does not exceed 10% of the cases obtained (p < 0.10; Ritter and Muñoz-Carpena, 2013). Guide values for the variables selected
After applying the three statistical techniques, a total of 13 key variables in the control of the vulnerability of the soils studied to EG erosion were identified: aP5d (accumulated rainfall five days before the initial event), CH 1 (organic matter percentage), CH 5 (cationic exchange capacity), CR 2 (relative sealing index), CR 4 (sealing-crusting index), CR 5 (crusting index), E 1 (soil erodibility coefficient), HY 3 (hydraulic conductivity of soil crust), SI 4 (stability of the aggregates from clay swelling due to slow wetting), SI 5 (stability of the aggregates against slaking), SI 6 (stability of the aggregates against mechanical breakingup), PR 1 (soil crust resistance to penetration) and SS 3 (resistance to shear strength). Furthermore, a guide value was determined by taking the mean values reached by the previous variables in the cluster most resistant to erosion (Cluster A, Table VIII ). Note: Different letters show different levels of probability significance (p) for regression coefficients: a, p < 0.005; b, p < 0.05. NSE, Nash-Sutcliffe efficiency; AIC, Akaike information criteria; MSE, mean square error; VIF, variance inflation factor. Thus, and for the soils analyzed, the transition between resistant soils and those vulnerable to erosion due to EGs (Cluster B) can be roughly defined.
Starting from the mean values of the key variables in both clusters (Table VIII) , Figure 4 defined the existence of two areas of susceptibility to EG erosion: an area with high erodibility (TSLs = 0.016 t MJ À1 mm À1 h yr À1 , red area) and another one with lesser erodibility (TSLs = 0.006 t MJ À1 mm À1 h yr À1 , green area). Based on the earlier, a new soil (with similar soil properties and topography to those analyzed here) could be classified as being less susceptible to EG erosion if it displayed, approximately, values higher than 1.68 mm (CV = 1.68) for aP5d, than 1.29% (CV = 0.29) for CH 1 , than 11.15 cmol (+) kg À1 (CV = 0.27) for CH 5 , than 1.64 mm h À1 (CV = 0.53) for HY 3 , than 0.60 mm (CV = 0.57) for SI 4 , than 1.49 mm (CV = 0.46) for SI 5 , than 0.89 mm (CV = 0.54) for SI 6 , and then higher than 14.32 kPa (CV = 0.35) for SS 3 ; and lower than 35.02 (CV = 0.76) for CR 2 , than 4.57 (CV = 0.39) for CR 4 , than 1.24 (CV = 0.25) for CR 5 , than 110.29 (CV = 0.87) cm 3 (N s)
À1 for E 1 , and then lower than 280.72 kPa for PR 1 (CV = 0.36) (where CV represents the highest coefficient of variation in the variables in the two clusters, Table VIII ). However, these guide values should be interpreted independently of each other, since, in this study, the possible interactions between the key variables proposed were not evaluated.
Discussion
The individual relationships between a set of 13 key variables and erosion due to EGs (TSLs) were determined statistically. Nevertheless, the interdependence among those variables was not examined. So, vulnerability to erosion from EGs in the soils analyzed was due to the action of several factors. The first factor is the content of cementing agents of soil particles, namely organic matter and clay. A low percentage of clay reduces the structural stability of the soil and increases its erodibility in the face of concentrated flows (Rapp, 1998; Knapen et al., 2007) . Thus, in our study, the soils most susceptible to erosion in Cluster B exhibited a lower clay content than the less susceptible ones in Cluster A: 23.74 and 33.15%, respectively. This result is consistent with the conclusions shown by Sheridan et al. (2000) and Li et al. (2015a) , who, on diverse agricultural soils, correlated negatively the clay content with the erodibility from rills and EGs, respectively; although they do not provide any threshold values for those relationships. However, Cantón et al. (2009) and Li et al. (2015b) observed a significant increase in the level of erodibility in various agricultural soils when the organic matter was less than 2%. In our study, the soils most resistant to erosion (Cluster A), precisely, presented a higher organic matter content than the threshold cited (CH 1 = 2.49%, Table VIII), whereas the most erodible ones (Cluster B) were found to be below the cited threshold (CH 1 = 1.29%, Table VIII) . From all of the mentioned earlier, the importance of variables CR 4 and CR 5 can be deduced in determining both of them by means of a balance between the soil fine fraction and the organic matter (see Table IV (2013) and Lentz et al. (1993) in agricultural soils affected by (ephemeral) gullies. Secondly, soil erodibility against concentrated flows is related to soil aggregate stability . Our study has precisely highlighted the three variables (SI 4 , SI 5 , SI 6 ) proposed by Le Bissonnais (1996) for quantifying the structural stability of the soil against different breaking-up mechanisms (see Table IV ). For those variables, Le Bissonnais (1996) found that values of over 0.8 mm would indicate a lower level of crusting, increasing infiltration and reducing erosion. This agrees with our results, in which the soils most resistant to erosion in Cluster A presented values higher than the threshold cited for the three previous variables: SI 4 = 1.06 mm, SI 5 = 2.19 mm and SI 6 = 1.89 mm (Table VIII) . Similarly, Chaplot (2013) , in grassland areas in South Africa, related a low value for the rate of erosion by gullies with a high stability for the soil aggregates (SI 6 values comprised between 2.8 and 3.2 mm). However, these higher values for SI 6 could be due to the different use of soil in both research works.
The role of variable SI 4 is also noteworthy, as it reflects the stability of the aggregates in the face of breaking-up processes caused when heavy rainfall events fall onto dry soils (Fox et al., 1998) . These conditions were recorded on the most erodible soils in Cluster B, in which wetness preceding the formation of the EGs was almost negligible (aP5d = 1.68 mm, Table VIII) . That is why, on these soils, the lowest values for variable SI 4 (0.60 mm, Table VIII) were found. This agrees with the findings demonstrated by Geng et al. (2015) , who, on soils of the Chinese loess plateau, related increases in erodibility to concentrated flow when the value of SI 4 was lower than approximately 1 mm. So this result suggests that a low content of antecedent water would be related to a higher instability of the aggregates, followed by greater erosion due to EGs. This hypothesis is supported by the studies of Nachtergaele and Poesen (2002) and Knapen and Poesen (2010) , who, on Belgian loess soils affected by rills and EGs, positively correlated the erodibility of the soil with a reduction in the antecedent water to the formation of those erosion phenomena.
Thirdly, the effect of cations in the soil on its structural stability stood out through the cationic exchange capacity (CH 5 ). When the percentage of exchangeable sodium percentage (ESP) is dominant over the bivalent cations (Ca 2+ and Mg 2+ ), the structural stability diminishes, thus producing erosion (Bronick and Lal, 2005) . Rienks et al. (2000) reported a greater vulnerability to gully erosion when ESP value was over 20% and clay content under 25% on South African soils. A similar trend was detected in our study, in which the most erodible soils with a lesser content in clays (23.74%) from Cluster B displayed a much higher ESP value than that of the more resistant soils and with a higher content in clays (31.15%) from Cluster A: 30.39 and 4.00%, respectively. Van Zijl et al.
(2014), on soils in South Africa, fixed 0.67% as the threshold value of ESP above which the dispersion of the soil and erosion due to gullies proportionally increased.
Fourthly, the susceptibility of the soil to sealing and to surface crusting stood out, which was quantified by means of the relative sealing index (CR 2 ) and of the permeability of the crust measured in the field (HY 3 ). Thus, lower values of HY 3 together with higher values of CR 2 would indicate a reduction in the hydraulic permeability of the soil. This situation would generate a higher runoff rate and, therefore, a greater vulnerability to erosion from EGs (Martínez-Casasnovas et al., 2003) . Ramos et al. (2003) obtained the highest values for the variable CR 2 (up to three times) on agricultural soils which showed poor stability in its aggregates after applying the three tests proposed by Le Bissonnais (1996) . A similar trend was recorded in our study, in which an increase of approximately 50% over the value of CR 2 was detected in soils with a lesser structural stability (Cluster B) with respect to those with greater stability in their aggregates (Cluster A): 35.02 and 23.50 mm h À1 , respectively. However, Lozano et al. (2000) found a minimum value of 1.7 mm h À1 for variable HY 3 when the silt and sand contents increased to above 84% on four agricultural soils susceptible to crusting in Venezuela. This result is similar to the one obtained in our study, in which the most erodible soils (silt + sand = 76.27%) gave a similar value of HY 3 to that of the cited threshold (1.64 mm h À1 , Table VIII) , whereas the less vulnerable ones (silt + sand = 64.85%) displayed a higher value for that variable (2.61 mm h
À1
, Table VIII ). However, this last permeability value is below the threshold of 5 mm h À1 proposed by Florentino (1998) to identify those soils prone to undergoing surface sealing. Therefore, the soils in both clusters would be in some way vulnerable to forming a surface seal under the action of erosion agents.
In the fifth place, susceptibility of erosion is also influenced by the mechanical resistance of the soil, namely resistance to shear strength (SS 3 ) and to the penetration of the crust (PR 1 ). Increases in the value of SS 3 are related to a greater resistance of the soil to concentrated flow (Knapen et al., 2007) . Poesen and Govers (1990) and Geng et al. (2015) , both on agricultural soils, correlated negatively the erodibility of the soil due to gullies and rills with the highest values of SS 3 -measured with a Torvane device -for a range of values comprised between 2.5 and 15 kPa. Nevertheless, those authors did not report any threshold value of SS 3 to define the vulnerability of the soil before the erosion process. Namely, a similar behavior to the earlier-mentioned was obtained in our experimentation. Thus, the less erodible soils in Cluster A presented a 50% higher value of SS 3 (21.48 kPa) than the one recorded in the more vulnerable soils in Cluster B (14.32 KPa) (Table VIII) . Again, high values of PR 1 are related to higher runoff and erosion rates (Gabriels et al., 1997). In our study, average values for variable PR 1 were obtained, lower in Cluster A (263.18 kPa) than in Cluster B (280.72 kPa). Although the difference between PR 1 values in both clusters is not high, it agrees with the results of Bouma and Imeson (2000) , who, in semi-arid areas of Alicante (Spain), correlated positively the value of PR 1 (measured with a pocket penetrometer) with a greater risk to rill erosion.
Finally, the susceptibility to erosion from EGs was reflected by the soil erodibility coefficient (variable E 1 ) obtained through the Jet Test assay. This technique reproduces, under controlled conditions, the physical process of the formation of (ephemeral) gully headcuts (Stein and Julien, 1993; Hanson and Cook, 2004) . Thus, high values for E 1 would be related to a greater susceptibility of the soil to the appearance of a gully headcut in the face of a rainfall event. Since this technique has been oriented towards evaluating the stability and migration of headcuts in dams and streambanks (e.g. Hanson et al., 2003; Daly et al., 2015) , the authors are aware of no works that have evaluated the relationship between parameter E 1 and the erosion rate due to (ephemeral) gullies. As an exception, Potter et al. (2002) used the Jet Test to estimate the erodibility of six agricultural soils in Mexico in situ, finding a positive correlation between variable E 1 and the silt + very fine sand content in the soil textural fraction. In our study, the highest value of E 1 was precisely determined in the more vulnerable soils (and with a high content of silt and sands, see earlier) in Cluster B (110.29 cm 3 (N s)
), whereas, on the more resistant soils in Cluster A (richer in clays, see earlier), the value of this variable was of 102.53 cm 3 (N s) À1 . Similarly, Daly et al. (2016) , over three streambanks with different soil textures, reported that an increase in clay content was related to lower values of E 1 . The latter occurred as a result of the increase in bulk density, which diminished the distance between soil particles and reduced susceptibility to swelling in the clays and to erosion (Wynn and Mostaghimi, 2006) . Unfortunately, Daly et al. (2016) did not obtain any significant correlation with the previous property or with any of the soil parameters evaluated (for example, texture, bulk density, etc.), and they concluded that parameter E 1 should be measured directly, as it could not be estimated from empirical relationships with soil properties.
The small difference between the E 1 values in both clusters could occur because this variable was not identified by the CA but by the MRA, in which it gained great importance in the best explanatory model of TSLs (Table VII) . Furthermore, the high positive correlation shown between E 1 and TSLs (R 2 = 0.78, Figure 2 ) reveals E 1 as a promising parameter for identifying the degree of erodibility due to (ephemeral) gullies in agricultural soils in which this erosion process is not completely controlled by their topography, and the soil factor conditions to a great extent the appearance and development of EGs (Taguas et al., 2010) . This is maintained in this study, since no statistical relationship was identified between the topography (variables AS 1 and AS 2 , Table III ) and the variable TSLs.
Finally, it is important to point out that the 13 variables identified in this study showed a statistical relationship with the rates of erosion from EGs measured in field experimentation. So, the number of rainfall events conditioning the volume of soil removed by the EGs was not the same in all situations, hence the normalization applied (see earlier). Therefore, any one of the variables proposed here (and their measured values) could differ from the results obtained in studies in which the experiment conditions are homogeneous and are completely controlled, such as the case of interrill erosion reproduced by rainfall simulation (Ollobarren et al., 2017) . Further research would be necessary to evaluate the 13 key variables (and their interactions) in other soil types. This would allow the definition of erodibility indices per se, which could be incorporated into the current erosion models with the aim of improving the prediction of the location and of the volumes of soil eliminated by this type of water erosion.
Conclusions
In agricultural lands with a smooth surface relief, the soil's nature and conditions play a key role in the erosion process, giving rise to the appearance of EGs. Under these circumstances, soil susceptibility to EG development has been reflected in a set of 13 soil variables, representing a wide range of soil physico-chemical properties. Among these, a coefficient of erodibility (E 1 ), determined by means of the Jet Test technique, stands out; to a certain extent, this emulates precisely the genesis of an (ephemeral) gully headcut. It is worth noting that these variables could be of use for the evaluation of large-scale areas (e.g. watersheds), since the techniques used to obtain them are economical and easy to apply.
These variables and their respective guide values -which approximately indicate the transition between soils resistant or vulnerable to erosion due to EGs -were defined for soils in Mediterranean environments. They would also be applicable to soils of a different nature, but it is likely that the guide values, determined empirically, would be different.
