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Abstract
We provide asymptotics for the poly-Bernoulli numbers, a combinatorial array that
enumerates lonesum matrices. We obtain these (bivariate) asymptotics as an ap-
plication of ACSV (Analytic Combinatorics in Several Variables). For the diagonal
asymptotic (i.e., for the special case of square lonesum matrices) we present an al-
ternative proof based on Parseval’s identity. We also strengthen an existing result
on asymptotic enumeration of permutations having a specified excedance set.
1 Introduction
The poly-Bernoulli numbers B
(r)
n were introduced by Kaneko [8] in a number-theoretic
setting related to the Riemann zeta function. Subsequently, the case Bn,k := B
(−k)
n ,
when the second index r = −k is negative, has attracted attention due to several combi-
natorial interpretations. The first such observation, from Brewbaker [4], was that Bn,k
enumerates the number of n × k matrices with entries 0 or 1 that can be uniquely re-
constructed from their row sums and column sums, known as lonesum matrices ; other
combinatorial interpretations of Bn,k can be found in [2] and [3].
Explicitly, we have
Bn,k = B
(−k)
n =
∑
m≥0
(m!)2
{
n+ 1
m+ 1
}{
k + 1
m+ 1
}
,
where
{
r
s
}
denotes the Stirling number of the second kind. This note provides asymp-
totics for Bn,k as n, k → ∞. Asymptotic enumeration of lonesum matrices is a natural
problem to consider from a purely combinatorial point of view, but further motivation
comes from applications in biology [9] and algebraic statistics [7] where the poly-Bernoulli
numbers appear (the growth rate of the poly-Bernoulli numbers being of particular rel-
evance in those studies).
As was pointed out in [3], asymptotic results have already been established for the “poly-
Bernoulli relatives” Dn,k and Cn,k, which enumerate lonesum matrices with restrictions
1
on the appearance of all-0 rows or columns1. The diagonal asymptotic2
Dk,k ∼ (k!)
2
4 · (log 2)2k+1
√
1
kπ(1− log 2) as k →∞, (1)
follows from bijections in [3] along with the asymptotic result in [10], where the authors
use a clever application of Parseval’s identity followed by Cauchy’s coefficient formula
along with Laplace’s method for asymptotic analysis of integrals.
Remark 1. There is a small mistake in the final step (applying Laplace’s method) of
the proof of Theorem 1 in [10], with the stated result of that source missing a factor of
1
4
√
2k log 2
.
The corrected form of the asymptotic is stated above in (1).
Asymptotics for the poly-Bernoulli relative Cn,k follow from the bijections in [3] along
with the asymptotics of certain permutation statistics given in [5], where the authors
applied the general machinery of analytic combinatorics in several variables (ACSV)
developed by Pemantle, Wilson, and Baryshnikov [12].
Here we adapt these methods to determine asymptotics for the standard poly-Bernoulli
numbers Bn,k. We first use the more classical techniques from [10] to prove Theorem
2.1 in Section 2; this method only applies to the diagonal case n = k corresponding to
square lonesum matrices. We then adapt the method from [5] in order to establish a
more general bivariate asymptotic when n, k →∞ with n/k varying within an arbitrary
compact subset of the positive real numbers, see Theorem 3.1 in Section 3.
Even though Theorem 2.1 is a special case of Theorem 3.1, the proof of Theorem 2.1
given in Section 2 provides an alternative perspective viewing a sum of squares as a
Parseval identity, and this method may extend to other counting sequences whose terms
can be expressed as a sum of squares.
2 Asymptotics for k × k lonesum matrices
Theorem 2.1. The number B(k) = Bk,k of k × k lonesum matrices is asymptotically
given by
B(k) ∼ (k!)2
√
1
kπ(1 − log 2)
(
1
log 2
)2k+1
, as k →∞.
Proof. As indicated in the introduction, our proof is inspired by the work of Lovasz and
Vesztergombi [10]. First, we interpret
B(k) =
k∑
m=0
(m!)2
{
k + 1
m+ 1
}2
(2)
1The number Cn,k enumerates lonesum matrices of size n × k that have no column with all zeros,
and Dn,k enumerates lonesum matrices of size n× k that have no row or column with all zeros.
2Here and throughout this paper log t denotes the natural logarithm of t.
2
as a Parseval formula3,
B(k) =
1
2π
∫ π
−π
|uk(eiϕ)|2dϕ (3)
where
uk(y) =
k∑
m=0
m!
{
k + 1
m+ 1
}
ym.
Set
ψ(x, y) =
∞∑
k=0
uk(y)
xk
k!
.
Then ψ can be expressed in closed form,
ψ(x, y) =
∞∑
k=0
xk
k!
k∑
m=0
m!
{
k + 1
m+ 1
}
ym
=
∞∑
m=0
m!ym
∞∑
k=m
{
k + 1
m+ 1
}
xk
k!
=
∞∑
m=0
ymex(ex − 1)m
=
ex
1− y(ex − 1) ,
where we have used the identity
∞∑
k=m
{
k + 1
m+ 1
}
xk
k!
=
ex(ex − 1)m
m!
,
which follows from shifting the index and then differentiating the more basic identity
[13, Sec. 1.4]
∞∑
k=m
{
k
m
}
xk
k!
=
(ex − 1)m
m!
.
Using the Cauchy Integral Formula, we have
uk(y) =
k!
2πi
∮
Cε
ψ(x, y)
xk+1
dx, (4)
where the contour Cε is a small circle |x| = ε traced counterclockwise. For any y ∈ C
the pole of ψ closest to the origin is x = x0 = log(1 + 1/y).
Let Γ denote the contour consisting of the three segments
Γ− := [−∞− πi, 2− πi], Γ0 := [2− πi, 2 + πi], and Γ+ := [2 + πi,−∞+ πi].
For |y| = 1, the contour Γ surrounds x0 and no other singularities of ψ(x, y), and we
have ∮
Γ
ψ(x, y)
xk+1
dx−
∮
Cε
ψ(x, y)
xk+1
dx = 2πiResx=x0
ψ(x, y)
xk+1
. (5)
3
Re
Im
Γ−
Γ+
Γ0
Re
Im
Figure 1: Left: Part of the unbounded contour Γ = Γ− ∪ Γ0 ∪ Γ+ is shown along with
the unbounded set {log(1 + 1/y) : |y| = 1} of locations of the nearest (to the origin)
singularity x0. Right: The image of each of these under the exponential function.
This follows from the residue theorem, if in place of Γ we use a finite rectangular contour
ΓR obtained from truncating Γ at ℜx = −R, with R > −ℜx0, and inserting a left edge
at ℜx = −R to form a rectangle. In order to arrive at the statement using the contour
Γ we deform the contour ΓR, letting R→∞. This requires an estimate; we notice that
the integrand is O(|x|−k−1) for ℜx → ∞ with |ℑx| ≤ π, and for k ≥ 1 this is sufficient
to justify deforming the contour ΓR to arrive at the infinite contour Γ.
We can thus rewrite (4) as
uk(y)
k!
= −Resx=x0
ψ(x, y)
xk+1
+
1
2πi
∮
Γ
ψ(x, y)
xk+1
dx.
For y = eiϕ we have x0 = log(1 + e
−iϕ), and from the above we obtain
uk(y)
k!
=
1
eiϕ(log(1 + e−iϕ))k+1
+O(2−k), (6)
where we have computed the residue by evaluating (see [1, p. 151])
lim
x→x0
(x − x0)ψ(x, e
iϕ)
xk+1
, x0 = log(1 + e
−iϕ).
The above estimate ∮
Γ
ψ(x, y)
xk+1
dx = O(2−k) (7)
3Or perhaps “Pythagorean identity” is more apt since (2) is a finite sum of squares.
4
can be seen as follows. For |y| = 1, we have
|ψ(x, y)| = |e
x|
|y|
∣∣∣1 + 1y − ex∣∣∣
=
|ex|∣∣∣1 + 1y − ex∣∣∣ .
Along Γ± we then have (see Figure 1)
|ψ(x, y)| ≤ |e
x|
|ex| = 1,
and along Γ0 we have
|ψ(x, y)| ≤ |e
x|
|ex| − |1 + 1/y| ≤
e2
e2 − 2 ,
so that the estimate (7) is reduced to showing∮
Γ
|x|−k−1|dx| = O(2−k). (8)
We have ∮
Γ
|x|−k−1|dx| =
∮
Γ∩{ℜ x≥−2}
|x|−k−1|dx| +
∮
Γ∩{ℜx≤−2}
|x|−k−1|dx|
≤ (2π + 2 · 4)2−k−1 + 2
∫ ∞
2
t−k−1dt
= (2π + 8)2−k−1 +
2
k
2−k
= O(2−k).
Substitution of (6) into (3) then gives
B(k) ∼ (k!)
2
2π
∫ π
−π
dϕ
| log(1 + e−iϕ)|2k+2 , as k →∞.
In preparation for applying the Laplace method for asymptotic analysis of integrals, we
rewrite the integrand:
1
| log(1 + e−iϕ)|2k+2 = exp
{−(k + 1)2 log ∣∣log(1 + e−iϕ)∣∣} .
Recall Laplace’s method for asymptotics of such integrals [6, Sec. 4.2]: if f is a contin-
uously differentiable function on [a, b] and ϕ0 ∈ (a, b) is the unique point in [a, b] where
f attains a global maximum, then
∫ b
a
etf(ϕ)dϕ ∼
∫ ∞
−∞
etf(ϕ0)+tf
′′(ϕ0)ϕ/2dϕ =
√
2π
t|f ′′(ϕ0)|e
tf(ϕ0) as t→∞.
5
Applying this to our situation, we notice that f(ϕ) = −2 log ∣∣log(1 + e−iϕ)∣∣ satisfies
these conditions with ϕ0 = 0, and setting t = k + 1 we obtain
1
2π
∫ π
−π
dϕ
| log(1 + e−iϕ)|2k+2 ∼
√
1
kπ(1− log 2)
(
1
log 2
)2k+1
as k →∞.
Multiplying by (k!)2 we arrive at the desired result.
Remark 2. The above readily yields additional terms in the asymptotic expansion for
Bk,k by using the extension of Laplace’s method provided in [6, Sec. 4.4]. To illustrate,
we state the asymptotic with two orders of precision:
B(k) =
(k!)2√
(k + 1)π(1− log 2)
(
1
log 2
)2k+1 (
1 +
C
k
+O
(
k−2
))
, as k →∞,
where C =
2 log3 2 + 3 log2 2− 12 log 2 + 6
16(1− log 2)2 .
3 Bivariate asymptotics for the number of n× k lone-
sum matrices
In this section we determine bivariate asymptotics of Bn,k. To state our main result we
define the function
f(t) =
t
(1− et) ln(1 − e−t) , (9)
which has strictly positive derivative, goes to 0 as t → 0, and goes to infinity as t →∞
(see [5, Appendix]). Thus, f is a bijection from the positive real line (0,∞) to itself.
Theorem 3.1. If n, k → ∞ such that n/k approaches a positive constant, and a =
a(n, k) = f−1(n/k) and b = b(n, k) = f−1(k/n), then
Bn,k =
a−nb−k√
k
n! k!√
2πae−a [be−b + ae−a − ab]
(
1 +O
(
k−1
))
. (10)
The implied constant in the big-O error term can be uniformly bounded as n/k varies in
any compact set of R>0.
Remark 3. When n = k we obtain the explicit formula
f−1(k/n) = f−1(n/k) = f−1(1) = log 2,
and we recover Theorem 2.1 from Theorem 3.1.
Our argument begins with the bivariate exponential generating function
F (x, y) :=
∑
n,k≥0
Bn,k
xn
n!
yk
k!
=
1
e−x + e−y − 1 ,
6
whose derivation can be found, for instance, in Be´nyi and Hajnal [3]. As in the univariate
case the set of F ’s singularities, here the set
V = {(x, y) ∈ C2 : H(x, y) = 0},
is crucial to determining asymptotics. A singularity (p, q) ∈ V is called minimal if there
does not exist (x, y) ∈ C2 such that H(x, y) = 0 with |x| ≤ |p| and |y| ≤ |q|, with one of
the inequalities being strict. Equivalently, the minimal singularities are the elements of
V on the closure of the power series domain of convergence D of F (x, y). A singularity
(p, q) ∈ V is strictly minimal if it is minimal and there are no other singularities with
the same coordinate-wise modulus.
Lemma 3.1. A singularity (a, b) ∈ V is minimal if and only if a (and thus also b) is
positive and real. In particular, every minimal singularity is strictly minimal.
Proof. This follows from application of results in [11, Sec. 3], but the arguments are
short and elementary so we provide a self-contained proof for the convenience of the
reader.
Since the coefficients Bn,k are non-negative, for (x, y) in the power series domain of
convergence D we have
|F (x, y)| =
∣∣∣∣∣∣
∑
n,k≥0
Bn,k
xn
n!
yk
k!
∣∣∣∣∣∣ ≤
∑
n,k≥0
Bn,k
|x|n
n!
|y|k
k!
= F (|x|, |y|).
Because F is the ratio of analytic functions, any singularity of F is a polar singularity.
In particular, if (p, q) ∈ V is minimal then there exist a sequence of points (pn, qn) ∈ D
such that |F (pn, qn)| → ∞. But then each (|pn|, |qn|) ∈ D and F (|pn|, |qn|) → ∞, so
(p, q) ∈ V is a minimal singularity only if (|p|, |q|) ∈ V is also a minimal singularity.
Suppose now that (aeiθ1 , beiθ2) ∈ V with a, b > 0 is minimal, so that the last paragraph
implies (a, b) ∈ V . Since F (x, y) = ex+y1−P (x,y) where
P (x, y) = 1− ex − ey + ex+y =
∞∑
k=1
1
k!
k−1∑
j=1
(
k
j
)
xjyk−j ,
we have P (a, b) = 1 = P (aeiθ1 , beiθ2) and
∞∑
k=1
1
k!
k−1∑
j=1
(
k
j
)
ajbk−j =
∣∣∣∣∣∣
∞∑
k=1
1
k!
k−1∑
j=1
(
k
j
)
ajbk−jejiθ1e(k−j)iθ2
∣∣∣∣∣∣ .
Equality holds only if equality holds term by term, so einθ1eikθ2 = 1 for each n, k > 0 and
thus θ1 = θ2 = 0. In particular, the only minimal points lie in the positive quadrant.
Theorem 3.1 is then an immediate consequence of standard results in the theory of
analytic combinatorics in several variables.
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Theorem 3.2 (Pemantle and Wilson [12, Thm. 9.5.7]). Let F (x, y) be the ratio of
entire functions G,H and let V = {(x, y) ∈ C2 : H(x, y) = 0}. Suppose F (x, y) =∑
r,s≥0 fr,sx
rys is the power series expansion of F at the origin and
(i) for each r, s > 0 there exists a unique minimal point (xr,s, yr,s) ∈ V solving the
system
H(x, y) = sxHx(x, y)− ryHy(x, y) = 0, (11)
and this point is strictly minimal;
(ii) The point (xr,s, yr,s) varies smoothly with r, s;
(iii) The point (xr,s, yr,s) is not a root of the polynomial G(x, y) nor a root of the
polynomial
Q(x, y) := −y2H2yxHx − yHyx2H2x − x2y2(H2yHxx +H2xHyy − 2HxHyHxy).
Then as r, s→∞
Ar,s =
(
G(x, y) +O(s−1)
) 1√
2π
x−ry−s
√
−yHy
sQ(x, y)
, (12)
where the constant in the error term O(s−1) can be uniformly bounded as r/s varies in
any compact set.
Although Theorem 3.1 is a direct application of Theorem 3.2, we sketch the argument
for our situation as this seems a nice opportunity to illustrate the basic methods involved
in analytic combinatorics in several variables. The starting point is a bivariate Cauchy
integral representation
Bn,k =
n!k!
(2πi)2
∫
|x|=u
(∫
|y|=v
1
e−x + e−y − 1
dy
yk+1
)
dx
xn+1
, (13)
where T (u, v) = {(x, y) ∈ C2 : |x| = u, |y| = v} for any (u, v) ∈ D. If (a, b) is a minimal
point then (u, v) in Equation (13) can be replaced by (a, b− ǫ) for any sufficiently small
ǫ > 0. When (a, b) is strictly minimal then the domain of integration |x| = a can
be replaced by any neighbourhood N of a in the circle |x| = a while introducing an
exponentially negligible error. Furthermore, if (a, b) satisfies Equation (11) then replacing
|y| = b by |y| = b+ ǫ results in an integral which is also exponentially smaller than Bn,k.
Thus, up to an exponentially negligible error the sequence of interest is a difference of
integrals
n!k!
(2πi)2
∫
x∈N
(∫
|y|=b−ǫ
1
e−x + e−y − 1
dy
yk+1
−
∫
|y|=b+ǫ
1
e−x + e−y − 1
dy
yk+1
)
dx
xn+1
.
When (a, b) is strictly minimal, the inner difference of integrals equals the residue of
the integrand at the singularity y = − log(1 − e−x), meaning the sequence of interest is
asymptotically approximated by the integral
In,k =
n!k!
2πi
∫
x∈N
1
1− e−x
dx
xn+1 (− log(1− e−x))k+1
.
8
Parameterizing N = {aeiθ : −τ ≤ θ ≤ τ} for some τ > 0 we obtain
In,k =
n!k!
2πan
∫ τ
−τ
1
1− e−aeiθ e
−niθ−(k+1) log
(
− log
(
1−e−ae
iθ
))
dθ. (14)
When (a, b) satisfies Equation (11) then (14) is a saddle-point integral. Replacing these
functions by their leading power series terms (up to second order) at the origin gives the
asymptotic approximation (see [6, Ch. 5] for an exposition of the saddle-point method)
In,k ∼ n!k!e
b
2πanbk+1
∫ τ
−τ
e−kθ
2
ae−a(−be−a+ae−a−ab+b)
2e−2bb2 dθ
∼ n!k!e
b
2πanbk+1
∫ ∞
−∞
e−kθ
2
ae−a(−be−a+ae−a−ab+b)
2e−2bb2 dθ
=
a−nb−k√
k
× n!k!√
2πae−a(be−b + ae−a − ab)
stated in Theorem 3.1. As in Remark 2 above, asymptotics of Bn,k can be determined
to larger order by using known formulas to compute additional terms in the asymptotic
expansion of (14).
4 Asymptotic enumeration of permutations with a
single run of excedances
Lemma 3.1 also implies a strengthened version of [5, Thm. 1.3], which gives asymptotics
for a multivariate generating function of a similar form.
Give a permutation π on {1, 2, ..., n}, we say that j is an excedance of π if π(j) > j, and
the excedance word w(π) = w1w2 · · ·wn−1 ∈ {A,B}n−1 of π is defined by wj = B if j is
an excedance and wj = A otherwise. For an excedance word w ∈ {A,B}n−1, the bracket
[w] denotes the number of permutations with excedance word w.
Theorem 4.1. If r, s → ∞ such that r/s approaches a positive constant, and x =
x(r, s) = f−1(r/s) and y = y(r, s) = f−1(s/r), then
[Br−1As] =
x−ry−s√
2πs
r! s! e−y√
xe−x [ye−y + xe−x − xy]
(
1 +O
(
s−1
))
. (15)
The implied constant in the big-O error term can be uniformly bounded as r/s varies in
any compact set of R>0.
This result is proved in [5] under the additional assumption that (r, s) stays within a
certain sector-shaped neighborhood of the diagonal r = s.
Proof. The result follows from the proof given in [5] while using the above Lemma 3.1
in place of [5, Lemma 3.1].
9
References
[1] L. V. Ahlfors. Complex analysis. McGraw-Hill Book Co., New York, third edition,
1978. An introduction to the theory of analytic functions of one complex variable,
International Series in Pure and Applied Mathematics.
[2] B. Be´nyi and P. Hajnal. Combinatorics of poly-Bernoulli numbers. Studia Sci.
Math. Hungar., 52(4):537–558, 2015.
[3] B. Be´nyi and P. Hajnal. Combinatorial properties of poly-Bernoulli relatives. Inte-
gers, 17:Paper No. A31, 26, 2017.
[4] C. Brewbaker. A combinatorial interpretation of the poly-bernoulli numbers and
two fermat analogues. Integers, 8(1):Article A02, 9 p., electronic only–Article A02,
9 p., electronic only, 2008.
[5] R. F. de Andrade, E. Lundberg, and B. Nagle. Asymptotics of the extremal ex-
cedance set statistic. European J. Combin., 46:75–88, 2015.
[6] N. G. de Bruijn. Asymptotic methods in analysis. Dover Publications, Inc., New
York, third edition, 1981.
[7] S. Hos¸ten and S. Sullivant. The algebraic complexity of maximum likelihood esti-
mation for bivariate missing data. In Algebraic and geometric methods in statistics,
pages 123–133. Cambridge Univ. Press, Cambridge, 2010.
[8] M. Kaneko. Poly-Bernoulli numbers. J. The´or. Nombres Bordeaux, 9(1):221–228,
1997.
[9] W. Letsou and L. Cai. Noncommutative biology: Sequential regulation of complex
networks. PLOS Computational Biology, 12:1–36, 08 2016.
[10] L. Lova´sz and K. Vesztergombi. Restricted permutations and Stirling numbers. In
Combinatorics (Proc. Fifth Hungarian Colloq., Keszthely, 1976), Vol. II, volume 18
of Colloq. Math. Soc. Ja´nos Bolyai, pages 731–738. North-Holland, Amsterdam-New
York, 1978.
[11] R. Pemantle and M. C. Wilson. Twenty combinatorial examples of asymptotics
derived from multivariate generating functions. SIAM Rev., 50(2):199–272, 2008.
[12] R. Pemantle and M. C. Wilson. Analytic combinatorics in several variables, volume
140 of Cambridge Studies in Advanced Mathematics. Cambridge University Press,
Cambridge, 2013.
[13] R. P. Stanley. Enumerative combinatorics. Volume 1, volume 49 of Cambridge
Studies in Advanced Mathematics. Cambridge University Press, Cambridge, second
edition, 2012.
10
