The gossip problem involves communicating a unique item from every node in a graph to every other node. We study the minimum time required to do this for the binary hypercube under two models of communication. In the rst model, all communication links may be used concurrently but each may only carry information in one direction at a time. In the second, weaker model each node may be involved in only one communication at a time either as sender or receiver. In both cases, simple algorithms exist which are close to optimal. This paper shows that neither of these algorithms is optimal by exhibiting faster algorithms. In the rst case an optimal algorithm is obtained.
Introduction
Gossiping generally refers to the process of distributed information dissemination and can easily be described in graph theoretic terms. Each node in a graph initially contains a unique piece of information to be communicated to all other nodes. At each time step, a node can only communicate with those nodes that share an edge with it. Information can be combined between communications. Variants of the gossip problem involve the minimal total number of communications and the minimal total time required. Di erent models of communication have been proposed. Known results about gossiping are summarized in a 1988 survey paper by Hedetniemi, Hedetniemi and Liestman 2] .
In this paper, we study the minimum time required to gossip under two models of parallel communication for the binary hypercube graph. Our interest in this problem is motivated by the commercially successful hypercube multiprocessors and by the fact that gossiping commonly arises in parallel algorithms for these machines. In another paper 3] we give a more lengthy introduction to our work on this problem and derive lower bounds and upper bounds for the time to gossip in complete graphs, regular and toroidal grids, and rings. This paper is restricted to the question of upper bounds for the hypercube.
We use two models of communication. In the simultaneous model of communication each node can participate in an unlimited number of communication activities at each time step. In the pairwise model of communication each node can participate in just one communication event at each time step. In both models, communication is uni-directional: a communication event between two nodes consists of taking (a copy of) the tokens existing at the sending node and combining them with those already present at the receiving node. Thus the sender in una ected while the receiver's new token set is the union of its and the sender's previous token sets.
A trivial lower bound for the time required to gossip is the diameter of the graph, which is d in the case of a hypercube of dimension d. Under the simultaneous model, it is not di cult to nd (d + 1)-step solutions and it is di cult to do better. However, this paper shows that for all d 3 there are d-step solutions, and that for all d 4 optimal solutions exist which are time-invariant. Time-invariant optimal solutions have the interesting graph-theoretic property of assigning a direction to each edge so that the maximum directed distance between any two points is the same as the maximum distance between any two points in the undirected graph (i.e. the diameter).
Under the pairwise model, it is amazingly easy to nd 2d-step solutions and amazingly hard to do better. For example, if one uses only \parallel" transmissions, or those that move in the same direction through the same dimension at each step, then any sequence of 2d distinct such steps will solve the problem and no shorter sequence of such steps will solve it. Bagchi et al. have conjectured that 2d steps are required 1]. However, this paper shows that the problem can be solved in 1:88d steps with very complicated algorithms for the 9-cube and the 17-cube. This leaves a gap between the best known lower bound of 1:44 lg N 3] and 1:85 lg N which is the best performance that is potentially obtainable using the approach in this paper.
Section 2 establishes notational conventions. Section 3 develops optimal solutions under the half-duplex simultaneous model. Section 4 presents a solution that is faster than 2d steps under the half-duplex pairwise model. Section 5 contains a concluding discussion.
Notation
The hypercube is bipartite and hence can be two-colored; in order to take advantage of that property we de ne the parity P(n) of a node n as (?1) q where q is the number of 1's in the binary representation of n. (The use of +1 for even parity and ?1 for odd parity turns out to be convenient.)
We can view the (D+d)-dimensional hy-percube as the Cartesian product of a Dcube and a d-cube. We refer to the node with coordinates (x; n) as location L x;n , where 0 x < 2 D and 0 n < 2 d , and we refer to the token originating at that node as T x;n . By holding the rst coordinate xed we de ne subcubes x = fL x;n j 0 n < 2 d g, and by holding the second coordinate xed we de ne subcubes n = fL x;n j 0 x < 2 D g. By a strategy we mean a rule that at some or all time steps speci es a set of hypercube edges and a direction for each of them. Note that we are limiting ourselves at the outset to half-duplex communication. We will generally avoid using elaborate notations for strategies since they are easy to describe directly. A strategy describes where transmissions occur and what direction each transmission takes, and its e ect can be described in this way: let S 0 be the set of tokens present at a location L at time t, and let S 1 ; S 2 ; : : :; S s be the sets of tokens present at neighboring nodes whose edges to L have been assigned a direction oriented toward L; then at time t+1 the set of tokens present at L is S s i=0 S i . We are interested only in nite sequences of steps starting at t = 0. Under the simultaneous communication model a strategy may use all edges at each step; under the pairwise model it may not assign directions to any two edges that are incident to the same node on the same step.
We shall call a strategy constant if it is the same at each time step and alternating if its transmissions all reverse at each step. If some transmissions are the same at each step while others reverse, we will call it partially alternating. In the illustrations, alternating transmissions will be depicted by arrows with hollow circles at the tails.
We will use the following notation in Section 3.1. Given some cube or subcube that includes a location L and some strategy Z, let F k Z (L; t) be the set of all locations that under strategy Z receive at time t + k, or sooner, the tokens that are present at node L at time t. F k Z (L; t) is the set of nodes for which L nishes in k steps starting at t. Similarly In working with the binary representations of numbers in Section 4, we number the bits from 0 starting at the right so that bit i has value 2 i . The notation b i (n) selects bit i of n and is 0 or 1. For convenience we de ne b ?1 (n) as 1. The notatioñ b i (n) (i 0) represents the value resulting from clearing bit i of n. Thusb i (n) = n ? 2 i b i (n). We extend the notation so thatb i 1 ;i 2 ;:::;ip (n) =b i 1 (b i 2 (: : :(b ip (n)) : : :)) represents clearing bits i 1 ; i 2 ; : : :; i p . Observe that n and m di er only in bit i if b i (n) 6 = b i (m) andb i (n) =b i (m). We dene a k-neighborhood of n by N k (n) = fm j b 0;1;2;:::;k?1 (m) =b 0;1;2;:::;k?1 (n)g. N k (n) is the k-dimensional set of points that do not di er from n in any bits j k.
Simultaneous communication
We will construct a family of solutions to the token exchange problem that are optimal under the assumptions of the halfduplex simultaneous model of communication. No solution can take fewer steps than the diameter of the cube, and for diameters greater than 2 we will nd solutions that take exactly that many steps. Before proceeding the reader may nd it amusing to attempt to discover a 3-step solution for the 3-cube.
It is not di cult to nd near-optimal solutions to this problem that take just one step more than the diameter. Our construction of optimal solutions uses such 
A general construction
In this section we give a general method for constructing (D + d)-step solutions to the token exchange problem for the hypercube under the half-duplex simultaneous communication model. The method is based on the fact that there are several paths between any pair of nodes, and if a strategy is slow along one path, we will arrange that there is some other path along which the strategy is faster. The method uses two pairs of strategies: A 1 and A 2 on the d-dimensional subcubes x and B 1 and B 2 on the D-dimensional subcubes n . We will require that the strategies satisfy certain properties and that they be combined so as to satisfy certain constraints, and then we prove that the resultant overall strategy gives a (D+d)-step solution to the problem. Then we review a list of possible choices for the two pairs of strategies. Although the general construction has very generally-stated time dependencies, all of our actual strategies are either the same at every time step or alternate with some direction-reversals at every step.
All four strategies must be near-optimal at all times: A 1 Now in the combined strategy we must have two properties (3) and (4). A j (L y;n ; D). Now we simply observe that T x;n reaches L x;m in d or fewer steps and we can guarantee that it then reaches L y;m in D more steps:
if the same strategy is used on m as on n , then this is true by the assumption under (II); otherwise if the opposite strategy is used, it must also take D or fewer steps, because if it took D+1 steps then property we can invoke property (3) and say that 
Optimal strategies
This section presents individual strategies that can be used in the general construction to produce combined strategies that are optimal under the simultaneous model.
De ne two basic constant strategies F and R on the 1-cube: for F (\forward"), node 0 transmits to node 1 at each time step; for R (\reverse"), node 1 transmits to node 0 at each time step. Figure 5 shows some important basic strategies we can de ne using the notation introduced in Section 2. R+ is a 4-node circular pattern. Figure 6 shows the solution for the 3-cube, the constant solution for the 4-cube obtained by using R+ and R+ for A 1 and A 2 , and the constant optimal strategy for the 5-cube that is described in the next section.
Constant optimal strategies
Constant strategies have desirable local properties: at each node a constant strategy can be controlled with small table without retaining any state information, and without regard to the states of neighbors. Constant optimal strategies have the following graph-theoretic interpretation. De ne the directed diameter of a directed graph as the maximum length, over all (v 1 ; v 2 ), of a shortest path from v 1 to v 2 . Now given an undirected graph, consider the problem of choosing a direction for each edge so that the resulting directed graph has directed diameter equal to the diameter of the original graph. This is the problem of nding constant optimal strategies.
Constant optimal strategies for the hypercube can be based on It is not di cult to show by exhaustive search that there are no constant strategies satisfying property (1) for d = 3, which means that there are no constant optimal strategies for the 3-cube and furthermore that such strategies for the 5-cube cannot be based on Theorem 3.1. In contrast to R+ ++ and R +++ which complete in 5 steps on the 5-cube, the related constant strategies R++ + and R++ + + require 7 steps on the 5-cube and hence are not even usable as A 1 and A 2 in a solution for the 7-cube.
Summary
Optimal solutions to the token exchange problem under the half-duplex simultaneous model of communication are possible for all hypercubes of dimension 3 or higher. For dimension 4 and higher, optimal strategies which are time-invariant exist. As the size of the hypercube increases, strategies are easier to nd and an increasing variety is available.
On some hardware such as the NCUBE it may be more e cient for a node to broadcast its tokens to its neighbors than to send to some and receive from others at one step. Thus the non-optimal alternating strategy d F + + might be the best choice since it is close to optimal and can be done using local broadcasts exclusively. (One cannot do better using only local broadcasts, since a node that does not send its token initially cannot transmit it to the node at distance d in fewer than d additional steps.)
Optimal strategies can be extended to larger cubes in several ways. Given optimal strategies for d 1 -and d 2 -cubes, an optimal strategy for the Cartesian product of the two cubes is obtained by using the two strategies in succession on the appropriate subcubes. Not only does this produce an optimal strategy for the (d 1 +d 2 )-cube, but it uses each edge no more than half the time on average. Another approach can be based on the fact that S? is optimal if S is an optimal constant, alternating, or partially alternating strategy.
Pairwise communication
Under the half-duplex pairwise model of communication, an appealing but false conjecture is that 2d steps are necessary and su cient. If at each time step the transmissions go uniformly in the same direction through the same dimension, then any distinct sequence of 2d such steps solves the problem and no shorter sequence does. Furthermore, in an arbitrary graph if one uses an approach based on compression to a single node followed by expansion to all nodes, then 2r is a lower bound where r is the radius of the graph: the minimum over all points p of the maximum distance from p to any other point in the graph; the radius of the d-cube is d. Remark. We could use any bit k ?1 in the rst step and still achieve our results below; k?1 was chosen arbitrarily. Proof. The locations relevant to the definition of A k s all transmit in both steps of C k and therefore are unchanged, so that after C k the subcube is still of type A k s . We must show that it is also A k+1 s . Let P(n) = (?1) k+1 and let p di er from n only in bit k?1 and q di er from n only in bit k. Then Remark. Note that since x and y di er in bit i, the de nition applied to x is consistent with its application to y, and thus E i;1 and E i;?1 are well-de ned. A natural pattern to use is to apply C k 1 then E 0;u 1 then C k 2 then E 1;u 2 and so on, where the values k 1 ; u 1 ; k 2 ; u 2 ; : : : depend on the subcubes' locations. There are two di culties. First, if E s;u is to be usefully applied, both subcubes involved must be of type B k s for some k, and thus the pattern must ensure that this always occurs.
Second, when nally A d D subcubes are generated, they must occur in locations from which they can be propagated everywhere by copying without mutual interference; because of the way that they are generated, they tend to arise as neighbors or near-neighbors and not in good positions for e cient propagation, so care must be taken to ensure that they emerge in reasonable positions. The only di erence between E i;1 and E i;?1 is which resultant subcube is the lesser one, and by choosing u in E i;u one can in uence the locations where the various types of subcubes arise.
The actual algorithm uses the function a j of the previous section to de ne u in E s;u so that both of the di culties are taken care of. and the upper bound of 1:88d. Narrowing this gap seems to be a hard problem. The algorithm of Section 4 relies on moves that either double the number of tokens present at a site or that copy token sets from one site to a new site that may as well not have contained any tokens at all before the copying. Using the same methods that were used to establish the lower bound of 1:44d, one can show that if only these kinds of moves are used, then the lower bound is (lg 3)d 1:58d, and that if half the moves are doubling ones and half are copying ones, then the lower bound is (4= lg 5)d 1:72d. Thus the fact that the C k sequences use copying and doubling moves increases the lower bound from 1:44d to 1:58d, the fact that they use equal measures of each raises it further to 1:72d, and the presence of the E i moves raises it to 1:85d. The use of copying and doubling and of the E i all solve problems created by the geometry of the hypercube, so it will not be easy to make improvements on this algorithm.
Attempts to emulate the Fibonacci algorithm that solves the token exchange problem in 1:44 lg N steps on a complete graph of N nodes have been thwarted by the interconnect pattern of the hypercube.
