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Kapitel 
Einf

uhrung
Die Erkennung und das Verstehen von menschlicher Sprache durch einen Compu
ter stellt seit Jahren eines der interessantesten Forschungsgebiete der angewandten
Informatik dar Sowohl im Ingenieurbereich als auch in der empirischen vor allem
an Erkenntniszuwachs interessierten Forschung ist jedoch noch ein weiter Weg zu
gehen um zu praktikablen L

osungen und umfassenden Theorien zu gelangen
Informationsdialoge der folgenden Art
 
stellen die maschinelle Sprachverarbei
tung bisher vor scheinbar unl

osbare Probleme
Kesseler Espressooo 
Weber

Ah was  Espressooo  Ja klar
Die Menschen haben die Angewohnheit nur sehr selten den klaren Normen der
sogenannten Schriftsprache zu folgen wenn sie miteinander sprechen Die kurzen
einfachen  aber vollst

andigen  S

atze die von automatischen Spracherkennern
erkannt und von automatischen sprachverstehenden Systemen verstanden werden
k

onnen sind in der Minderheit
Die Honung dem Erkennen und Verstehen der echten gesprochenen Sprache
n

aher zu kommen ist in der j

ungeren Vergangenheit verbunden worden mit dem
Versuch die zT sehr unterschiedlichen Technologien des Sprachverstehens und der
Spracherkennung miteinander zu verbinden Dieses Unterfangen ist oft als Speech
LanguageIntegration bezeichnet worden
Die SpeechLanguageIntegration im Bereich Parsing ist das Thema der vor
liegenden Arbeit Dabei liegt das Hauptinteresse dabei in beiden Bereichen Stan
dardtechnologie zu verwenden Zum einen befat sich die Arbeit also mit einer
Kopplung von Modulen zum anderen aber auch mit einer Kombination der Me
thoden Im Bereich Spracherkennung dominiert die statistische Mustererkennung
die Forschungslandschaft Erkennung von Sprache wird als ein Markovprozess auf
gefat Das Sprachverstehen wird in der KI vorwiegend auf der Basis von Cons
traintsystemen betrieben Symbolische Sprachbeschreibungen in Form von Unika
tionsgrammatiken sind die technische Auspr

agung einer Sichtweise des Sprachver
stehens als Deduktionsprozess Hinzu kommt noch die psychologisch basierte Sicht
 
Typischer Dialog in einem KIInstitut gef

uhrt zwischen Herrn Marcus Kesseler vom IMMD
 der FriedrichAlexanderUniversit

at zu ErlangenN

urnberg und dem Verfasser Dieser Dialog
kann am Ende der Arbeit nicht geparst werden

des Erkennungs und Verstehensprozesses als zeitsynchron inkrementellen Vorgang
Diese Auassung wiederum ndet von technischer Seite zunehmend Unterst

utzung
durch

Uberlegungen zu Parallelisierung integrierter Systeme
Die vorliegende Arbeit schat ein Verarbeitungsmodell das alle drei Sichtweisen
vereinbart Dennoch wird an einigen Stellen der Arbeit auf konservative Argumente
wie etwa Komplexit

atsbetrachtungen zur

uckgegrien Es zeigt sich da dabei hier
kein Widerspruch entsteht
Im ersten Abschnitt der Arbeit Kap  werden die Standardmodelle und Ver
fahren vorgestellt die beim maschinellen Spracherkennen und Sprachverstehen zwi
schen Decoding und Parsing derzeit eine prominente Rolle einnehmen Dabei wird
nicht so sehr auf Vollst

andigkeit geachtet sondern eher versucht dem Leser aus an
grenzenden Fachgebieten die Grundlage darzulegen auf der die vorliegende Arbeit
aufbaut Kurze Einf

uhrungen werden gegeben bez

uglich statistischer Speech und
Languagemodelle Decoding Unikationsformalismen und Unikationsgrammati
ken Parsing und den klassischen Schnittstellen zwischen Decoding und Parsing
Zu den jeweils knappen Einf

uhrungen wird reichlich auf andere einf

uhrende und
standardisierende Literatur verwiesen
Der Abschnitt  entwickelt einen zeitsynchron inkrementellen interaktiven Ak
tiven Chartparser LRACP f

ur Wortlattices Dabei wird wie folgt vogegangen

  Wir beginnen mit allgemeinen Komplexit

atsbetrachtungen

uber Latticepar
sing in der Chart und bestimmen eine obere Schranke f

ur den kontextfreien
Fall
  Wir denieren eine zeitsynchrone Kontrollschleife f

ur das Parsing von Lattices
Von diesem Ausgangspunkt aus werden die bekannten Techniken f

ur ezientes
Parsing im Hinblick auf ihre Anwendbarkeit f

ur LRACP diskutiert
  Eine lose Kopplung von statistischem NGrammModell und Unikations
grammatik wird dargestellt Die Metrik und Pruningmechanismen sind dabei
so generell da die in Kapitel  entwickelte enge Kopplung ebenfalls einf

ugbar
wird Die Metrik ist zudem unabh

angig anwendbar von Verarbeitungsrichtung
oder Parsingstrategie
  Mit der dargestellten Metrik wird eine Strahlensuche nach rechts und nach
links realisierbar Bei Fehlschlagen der unvollst

andigen zeitsynchronen Suche
kann trotzdem der verbleibende Suchraum noch exploriert werden
Das anschlieende Kapitel  besch

aftigt sich mit der zeitsynchronen Kopplung
des LRACP mit einem Beamdecoder in einer zeitsynchron inkrementellen Syste
marchitektur
  Auf der Basis des entwickelten Parsingmodells werden verschiedene zeitsyn
chrone Protokolle zwischen dem LRACP und einem Beamdecoder entwickelt
und experimentiert Zwei verschiedene top down Strategien und eine bottom
up Strategie werden verglichen
  Ein verbreitetes Vorurteil gegen

uber zeitsynchronen Verfahren ist da die Ab
bildung von Worthypothesenmengen auf kleine Wortgraphen nicht optimal

durchgef

uhrt werden kann Wir pr

asentieren ein strikt

zeitsynchron inkre
mentelles Verfahren f

ur diese Abbildung das eine optimale Zusammenfassung
von Gruppen von Worthypothesen leistet
Das in Abschnitt  entwickelte Verarbeitungsmodell ist ezient Es integriert
die Sichtweisen aus Statistik Deduktion und Psychologie jedoch nur teilweise Der
n

achste konsequente Schritt ist die volle Integration von statistischem Language
modell und Unikationsgrammatik Diese Integration wird in Kapitel  untersucht
Die Integration wird dabei so vorgenommen da die in Abschnitt  entwickelten
Erweiterungen und Algorithmen f

ur die Interaktion beibehalten werden k

onnen
  Zun

achst wird die Palette m

oglicher Vorgehensweisen f

ur typfreie Unikati
onsgrammatiken diskutiert probabilistische Modelle der Ableitungen zu er
stellen Hierbei wird vor allem auf die Klassenbildung

uber Merkmalsstruktu
ren eingegangen
  Typisierte Unikationsgrammatiken erm

oglichen eine andere Vorgehensweise
die im Detail f

ur die in dieser Arbeit verwendete Grammatik durchexerziert
wird Dabei wird ein doppeltes Modell f

ur Typver

anderungen und Regelan
wendungen entwickelt und eine Trainingsmethode vorgestellt
  Die Metrik zur Kantenbewetung aus Abschnitt  wird generalisiert auf die
Kombination beliebig vieler probabilistischer Modelle
  Die Arbeit schliet mit einigen Experimenten mit dem LRACP und einer
probabilistischen typisierten Unikationsgrammatik gekoppelt mit einem Be
amdecoder

Strikt heit in diesem Zusammenhang Ohne Lookahead oder vergleichbare Methoden

Kapitel 
Grundlagen der Speech und
LanguageVerarbeitung
In dieser Arbeit spielen Teilgebiete der Informatik eine wichtige Rolle die tradi
tionell nicht immer im Zusammenhang gesehen oder gelehrt werden Dieses Kapi
tel gibt daher einen kurzen

Uberblick bez

uglich statistischer Modelle in der Spra
cherkennung Grammatiken in der Computerlinguistik und Parsingverfahren in der
Sprachverarbeitung die f

ur LatticeParsing geeignet sind Dabei beschr

ankt sich der

Uberblick auf die jeweiligen Bereiche die f

ur das Thema der Arbeit relevant sind
Standardbegrie aus dem Compilerbau wie etwa der CYKAlgorithmus LRk
Grammatiken usw werden vorausgesetzt Hier gibt es gute Lehrb

ucher wie etwa
Aho et al  Auch die interne Darstellung von AttributWertStrukturen oder
spezielle Unikationsalgorithmen k

onnen aus Platzgr

unden nicht eingef

uhrt wer
den Einen kurzen aber guten

Uberblick gibt hier Euler  
  Statistische Modelle
In der klassischen Spracherkennung haben sich die statistischen Verfahren inzwi
schen durchgesetzt Die Zuordnung des Schallsignals einer

Auerung zu einer Kette
von W

ortern wird reduziert auf ein reines Suchproblem Die folgende Gleichung
stellt dies als Maximierung dar

 
W
erkannt
 argmaxP AjW
i
P W
i

Die Erkennung einer gesprochenen

Auerung wird realisiert als Maximierung

uber dem Produkt der Wahrscheinlichkeit einer Wortkette W
i
und der abh

angigen
Wahrscheinlichkeit einer Folge von Schallereignissen A gegeben die Wortkette W
i

Hierbei wird P AjW
i


ublicherweise geliefert von einem Hidden Markov Modell
 w

ahrend P W
i
 durch statistische BiGramme  oder TriGramme 
berechnet werden kann
 
Die argmaxFunktion ist in derMustererkennunggebr

auchlich F

ur eineMenge von bewerteten
Objekten liefertemax den bestenWert zur

uck w

ahrend argmax das Objekt zur

uckliefert da den
besten Wert erh

alt

Man bezeichnet die Menge von HMMs die in einem System die Abbildung von
A nach W
i
bewerten auch als akustisches Modell w

ahrend bei den statistischen
Modellen die die unabh

angige Wahrscheinlichkeit einer Wortkette bewerten von
Sprachmodell gesprochen wird
Die akustischen Modelle sind in der vorliegenden Arbeit nicht von zentralem
Interesse In Kapitel  wird jedoch stark auf deren Eigenschaften Bezug genommen
Die Schnittstelle zwischen Decoding und Parsing ist in dieser Arbeit zentral Viele
Eigenschaften des hier enwickelten Parsingverfahrens f

ur Worthypothesen sind da
her nur im Zusammenhang mit Eigenschaften der Worterkennung vollst

andig nach
vollziehbar Deshalb enth

alt der folgende kurze Exkurs

uber statistische Modelle
auch eine kurze Einf

uhrung in HMMs und Decoding
Die statistischen Modelle die bei der Spracherkennung zum Einsatz kommen
sind die Hidden Markov Modelle die stochastischen kontextfreien Grammatiken
PCFG und die stochastischen NGrammeDie Hauptmerkmale stochastischer Me
thoden welche diese als geeignetes Werkzeug in der Spracherkennung qualizieren
sind

  Statistische Modelle sind trainierbar Dh es gibt f

ur diese Modelle Methoden
aus groen Mengen von Sprachdaten repr

asentative Verteilungen zu ermitteln
  Statistische Mae erm

oglichen eine einheitliche Metrik zwischen verschiedenen
Modellen Dh aufgrund der BayesRegel kann die Kondenz der Erkennung
eines Wortes und die Kondenz der Erkennung eines Satzes miteinander ver
rechnet werden
Die Hidden Markov Modelle urspr

unglich in Arbeiten von Markov  	
und Shannon  und    beschrieben erhielten seit 	 starken Ein
u auf die Spracherkennung da mit der Ver

oentlichung von Baum Petrie Soules
und Weiss  eziente Verfahren zur Berechnung solcher Modelle m

oglich wur
den Rabiner und Juang   Rabiner   f

ur die Spracherkennung und
allgemein Poritz   sind gute Einf

uhrungen in das Thema
Statistische kontextfreie Grammatiken werden zuerst bei Baker   behan
delt Dort wird eine Variante des Vorw

artsR

uckw

artsVerfahrens f

ur SCFGs ent
wickelt der InsideOutsideAlgorithmus Ezientes Parsing wird bei Fujisaki 
 pr

asentiert Sehr klar und einfach werden die SCFGs in Fujisaki Jelinek Cocke
Black und Nishino   vorgestellt Eine weitere Einf

uhrung ist Jelinek 
 Anwendungen im SpeechBereich sind Corazza Gretter Satta und De Mori
  Wrigley und Wright  
NGramme die einfachsten Vertreter statistischer Modelle werden ua bei Na
das   Katz   und Kesselheim  Bloemberg   behandelt
  Hidden Markov Modelle
Ein HMM ist ein endlicher schreibender Automat dessen

Uberg

ange zwischen
Zust

anden stochastisch gewichtet sind und bei dem f

ur jeden Zustand stochastisch
gewichtet ist welches Symbol

geschrieben emittiert wird Ein HMM l

at sich
formal beschreiben als


Der Einfachheit halber betrachten wir hier nur HMMs mit diskreten
Emissionswahrscheinlichkeiten

Denition  Ein HMM  ist
S  fS
 
 S

 S
N
g die individuellen Zust

ande von  Wir nennen q
t
 S den
aktuellen Zustand zum Zeitpunkt t
V  fV
 
 V

 V
M
g das Symbolalphabet von 
O  O
 
 O

 O
T
die aktuelle Beobachtungssequenz von Symbolen aus V zu den
Zeitpunkten t   t  T 
B  fb
j
kjb
j
k  P V
k
 O
t
jq
t
 S
j
g
B ist also eine Menge von Wahrscheinlichkeiten jeweils f

ur Paare von
Zust

anden und Symbolen da das zu einem Zeitpunkt t beobachtete Symbol
O
t
eben das Symbol V
k
ist falls der aktuelle Zustand zu diesem Zeitpunkt q
t

der Zustand S
j
ist
Wir nehmen der Einfachheit halber an da die Werte in B f

ur alle Zust

ande
und Symbole gr

oer als  sind
Es gilt immer
P
M
k 
b
j
k   f

ur jeden Zustand S
j
 S
A  fa
ij
ja
ij
 P q
t 
 S
j
jq
t
 S
i
g wobei   ij  N 
In A ist f

ur jedes Paar von Zust

anden die

Ubergangswahrscheinlichkeit ange
geben mit der von einem in den anderen Zustand gewechselt werden kann
Es gilt immer
P
N
j 
a
ij
 
!  f
j
j
j
 P q
 
 S
j
g   j  N 
F

ur jeden Zustand ist eine Anfangswahrscheinlichkeit de	niert wiederum mit
P
N
j 

j
 
Kurz kann ein HMM durch die drei wichtigsten Parameter   fAB!g be
schrieben werden
Die wichtigsten Algorithmen bez

uglich HMMs betreen

 Die Ermittlung einer Bewertung f

ur eine Beobachtungssequenz mit gegebenem
Modell P Oj
Bei der Erkennung von W

ortern Phonen oder anderen Einheiten wird

uber
den konkurrierenden Modellen f

ur jede dieser Einheiten maximiert Das beste
Modell geh

ort zur erkannten Einheit
 Die rekur
sive Bestimmung der Bewertung f

ur einzelne Zust

ande P q
t
 S
j
jO  und
damit des besten Pfades durch ein Modell S
 
S
T
 gegeben O 
 Die Ermittlung der Parameter des Modells  aus einer Beobachtungssequenz

 Vorw

artsR

uckw

artsBewertung
Die Suche nach P Oj ist das Problem wie die Wahrscheinlichkeit f

ur eine be
stimmte Beobachtungssequenz O  O
 
O
T
aus  errechnet werden kann Die
Zust

ande von  k

onnen w

ahrend O gelesen bzw erzeugt wird in jeder beliebigen
Reihenfolge durchlaufen werden jeweils mit einer bestimmten Wahrscheinlichkeit
Bei N Zust

anden gibt es also N
T
verschiedene Folgen Q  q
 
q
T
von Zustandspfa
den
Die Wahrscheinlichkeit da ein Pfad Q die Sequenz O erzeugt ergibt sich aus
den Emissionswahrscheinlichkeiten f

ur jedes Paar q
t
 O
t
 also den dazugeh

origen
b
q
t
O
t
 und den

Ubergangswahrscheinlichkeiten des Pfades Der erste Schritt auf
dem Pfad wird nat

urlich nicht durch A sondern durch ! gegeben

P QOj  
q
 
b
q
 
O
 
 
T
Y
t
a
ij
b
q
t
O
t
 f

ur q
t
 S
j
 q
t  
 S
i

Die Summe der Wahrscheinlichkeiten aller Pfade ergibt schlielich die gesuchte
Wahrscheinlichkeit mit der  O erzeugt bzw liest
P Oj 
X
Q
P QOj 
Es ist sehr inezient alle Pfade aufzuz

ahlen die entsprechenden Wahrschein
lichkeiten auszurechnen und dann erst aufzusummieren Das Vorw

artsR

uckw

arts
Verfahren nutzt aus da sich viele verschiedene Pfade nur in wenigen Zust

anden
unterscheiden
Falls die Beobachtungssequenz nur die L

ange  hat dann gibt es N verschiedene
Pfade Q
 Alle Zust

ande in S k

onnen Q  q
 
sein Falls wir die Beobachtungssequenz
um  verl

angern auf die L

ange  dann gibt es N

verschiedene Pfade Die erste
H

alfte aller Pfade ist jedoch bereits errechnet Es m

ussen daher lediglich von al
len m

oglichen Pfaden der L

ange  die Verl

angerungen ausgerechnet werden Jede
Verl

angerung um  umfat N

Schritte Rechnungen und die gesamte Kalkulation
kostet N

T 
Die Iteration f

ur O  O
 
O
T
kann von  nach rechts oder von T nach links
durchgerechnet werden Man nennt dies Vorw

arts bzw R

uckw

artsKalkulation

Denition  Iteration

uber die Vorw

artsvariable  


 
i  
i
b
i
O
 
   i  N 

t 
j 
h
P
N
i 

t
ia
ij
i
b
j
O
t 
   t  T  
  j  N

P Oj 
N
X
i 

T
i 
Denition  Iteration

uber die R

uckw

artsvariable  


T
i     i  N 

t
i 
P
N
j 
a
ij
b
j
O
t 

t 
j t  T   T  
  i  N

P Oj 
N
X
i 

i
b
i
O
 

 
i 
 Zustandsfolgen
Diese zwei M

oglichkeiten die Pfade in einem HMM vorw

arts oder r

uckw

arts durch
zurechnen sind interessant da man von jedem Beobachtungszeitpunkt t aus P Oj
errechnen kann mit

P Oj 
N
X
i 

t
i
t
i 
Die obigen Summanden sind alle Pfade von  bis t die in q
i
m

unden der 
Teil und von t bis T weitergehen von q
i
aus der Teil Aufsummiert

uber alle
m

oglichen q
i
ergibt dies wieder alle Pfade
Damit ist auch eine L

osung f

ur Problem  gegeben
 Die relative Wahrscheinlich
keit f

ur einen Zustand zu einem bestimmten Zeitpunkt ist die absolute Wahrschein
lichkeit geteilt durch die Summe der Wahrscheinlichkeiten f

ur alle Zust

ande

P S
i
 q
t
jO  
t
i 

t
i
t
i
P Oj
	
Die Folge bester Zust

ande und die beste Folge von Zust

anden in einem HMM
sind nicht identisch obwohl es der Fall sein kann Die Folge bester Zust

ande wird
ermittelt indemmit obiger Gleichung 
t
i

uber imaximiert wird sukzessive f

ur alle
t von  bis T  Die beste Folge von Zust

anden wird durch den ViterbiAlgorithmus
 ermittelt Hierbei wird iterativ vorgegangen wie bei der Vorw

artsMethode
Bei jedem Schritt von t nach t" wird nicht wie oben die Summe gebildet sondern
nur der beste Pfad bis zu jedem m

oglichen neuen Zustand expandiert Dabei wird
ausgenutzt da wenn wir bereits die besten Wege bis zu jedem Zustand aus S zum
Zeitpunkt t kennen dann kann jeder beste Weg bis zu einem Zustand aus S zum
Zeitpunkt t"  nur die Verl

angerung eines dieser Wege sein
Denition  VITERBISuche des besten Pfades durch ein HMM
	
 
i  
i
b
i
O
 
   i  N


 
i  	

	
t
j  max
 iN
	
t  
ia
ij
 b
j
O
t
   t  T   j  N


t
j  argmax
 iN
	
t  
ia
ij
    t  T   j  N

P
max
 max
 iN
	
T
i
q
max
T
 argmax
 iN
	
T
i

q
max
t
 

t 
q
max
t 
 t  T   T    

Eine Implementation des VITERBIAlgorithmus kann mit Hilfe von 	 in 
und  die Pfade vorw

arts durchrechnen und sich die Ergebnisse merken bis zum
Abbruch f

ur 	 in  Das Ergebnis P
max
ist die Bewertung des besten Pfades
durch das HMM Mit dem rekursiven Abstieg wie in  kann schlielich der Pfad
selbst errechnet werden
 BaumWelchLernen
Es gibt kein analytisches Verfahren um die Parameter A B und  eines HMM
zu ermitteln Der BaumWelchAlgorithmus ist ein N

aherungsverfahren bei dem
mit einem HMM mit zuf

allig gew

ahlten Parametern eine Stichprobe O beobachtet
und bewertet wird Aufgrund der Beobachtung O und dem HMM  werden f

ur
alle Zustands

uberg

ange und Emissionen Wahrscheinlichkeiten errechnet Diese bil
den dann die Parameter eines neuen Modells  Mit dem neuen Modell wird diese
Prozedur wiederholt usw
Das Abbruchkriterium ist gegeben wenn die Erkennungsrate nach einem Schritt
nicht mehr steigt dh da die Modellwahrscheinlichkeit f

ur die Beobachtungsse
quenz selbst  die Trainingsstichprobe  nicht mehr gr

oer wird
In 	 wurde angegeben wie die Wahrscheinlichkeit errechnet werden kann zum
Zeitpunkt t im Zustand S
i
zu sein gegeben O und  Mit der gleichen Methode
k

onnen wir angeben wie wahrscheinlich es ist zum Zeitpunkt t in S
i
zu sein und
zum Zeitpunkt t"  in S
j


P S
i
 q
t
 S
j
 q
t 
jO  
t
ij 

t
ia
ij
b
j
O
t
" 
t 
j
P Oj

Wenn wir 
t
i und 
t
ij jeweils aufsummieren

uber alle Beobachtungszeit
punkte der Stichprobe bzw Beobachtungssequenz O dann erhalten wir Werte die
darstellen wie oft Zustand S
i
insgesamt durchlaufen wird bzw wie oft von S
i
nach
S
j
gewechselt wird

P
T  
t 

t
i  Erwartete H

augkeit

Uberg

ange von S
i

P
T  
t 

t
ij  Erwartete H

augkeit

Uberg

ange S
i
S
j

Das neue Modell  wird nun wie folgt ermittelt 
i
f

ur jeden Zustand S
i
ist
einfach die Wahrscheinlichkeit in Zustand S
i
zu sein zum Zeitpunkt t  


i
 
 
i 
Die neuen

Ubergangswahrscheinlichkeiten a
ij
sind jeweils die erwarteten

Uberg

ange von S
i
nach S
j
geteilt durch die Erwartung in S
i
zu sein bzw von
dort zu irgendeinem Folgezustand zu wechseln also normalisiert 

a
ij

P
T  
t 

t
ij
P
T  
t 

t
i


Dem aufmerksamenLeser wird au	allen da in 
 und in 
 nur bis T  aufsummiert ist
Der Grund ist da ja zum Zeitpunkt T kein

Ubergang mehr stattndetWenn wir die

Uberg

ange
berechnen wollen geh

ort T nicht mehr mit in die Summe hinein Wenn wir die Aufenthalte be
rechnen wollen wie in 

 jedoch schon

Sehr

ahnlich ist die Sch

atzung der Emissionswahrscheinlichkeiten des neuen Mo
dells Die Anzahl der erwarteten Aufenthalte in S
j
verteilt sich auf die Beobachtung
der verschiedenen Symbole aus V  b
j
k mu also mit dem Anteil aller Beobachtun
gen aus S
j
korrelieren bei dem V
k
beobachtet wird Es ergibt sich aus der erwarte
ten Anzahl der Aufenthalte in S
j
 bei denen V
k
beobachtet wird geteilt durch die
Anzahl aller Aufenthalte in S
j
normalisiert

b
j
k 
P
T
t O
t
V
k

t
i
P
T
t 

t
i
	
   Probabilistische Kontextfreie Grammatiken PCFG
Eine probabilistische kontextfreie Grammatik ist eine kontextfreie Grammatik de
ren Produktionen mit Wahrscheinlichkeiten versehen sind Dies erm

oglicht es f

ur
eine von einer PCFG erzeugte Wortkette zu bestimmen mit welcher Wahrschein
lichkeit die Wortkette von der PCFG erzeugt wird und welche Wahrscheinlichkeit
eine bestimmte Ableitung der PCFG f

ur die Eingabe hat
Denition 
 Eine PCFG G ist

N  fn
 
n
n
g die Menge nichtterminaler Symbole
T  ft
 
t
m
g die Menge terminaler Symbole
V  N  T  Das sind alle Symbole der Grammatik
S  das Startsymbol der Grammatik S  N 
R  N  V

 die kontextfreien Produktionen von G
P  fP r
i
jr
i
 	  
P

P j  g
F

ur jede Produktion in R ist in P eine Wahrscheinlichkeit daf

ur de	niert
da der rechte Teil der Regel erzeugt wird gegeben den linken Teil der Regel
 Die Wahrscheinlichkeit einer Wortkette bei PCFGs
Eine CFG ist ein Erzeugungsmodell f

ur Wortketten

uber einem Alphabet von
W

ortern

Ublicherweise wird die Sprache einer CFG deniert

uber eine Ableitungs
relation 
 und deren transitiven Abschlu




Denition 	 
 und



AC 
 AC falls 	   R
X


 Y  falls X 
 Y
X


 Z falls X


 Y und Y 
 Z
	
Die Sprache einer Grammatik ist deniert

uber

fW jW  T

 S


Wg 
Es kann mehrere Ableitungen geben f

ur eine Wortkette W  Wir bezeichnen
diese Ableitungen als DW   fD
 
W D
n
W g  In einer PCFG kann f

ur jede
Ableitung eine Wahrscheinlichkeit errechnet werden

P AB 
 AB  P j 
und rekursiv

P S


W   P S 
 X  P X


 W  
Das Produkt der Wahrscheinlichkeiten aller Einzelregeln bildet die Wahrschein
lichkeit einer Ableitung Die Wahrscheinlichkeit mit der eine Wortkette erzeugt
wird ist die Summe der Wahrscheinlichkeiten aller Ableitungen

P W jG 
X
j
P D
j
W  
Es gibt mehrere Algorithmen die Wahrscheinlichkeiten einzelner Ableitungen
zu berechnen w

ahrend diese Ableitungen aufgebaut werden Sie fuen im wesentli
chen auf den klassischen Parsingverfahren des Compilerbaus und werden direkt im
Speechparsing angewendet
 Sch

atzen der Parameter einer PCFG
Grunds

atzlich sind drei Verfahren f

ur die Sch

atzung der Parameter einer PCFG
bekannt Das einfachste Verfahren besteht aus einfachem Abz

ahlen und Normalisie
ren der Regelanwendungen wobei f

ur jeden Satz der Stichprobe aus allen m

oglichen
Ableitungen jeweils die erw

unschten von den falschen getrennt werden m

ussen Die
ses kann nur von menschlichen Experten geleistet werden und stellt in der Praxis
ein groes Problem dar

Die beiden anderen Methoden sind N

aherungsverfahren die dem BaumWelch
Verfahren f

ur HMMs entlehnt sind Hier wird eine von uns

uberarbeitete Version des
einfacheren Verfahrens aus Fujisaki et al   kurz dargestellt Komplizierter
aber wesentlich ezienter ist der InsideOutsideAlgorithmus   der auf dem
CYKParsingverfahren und dem BaumWelchAlgorithmus beruht
Das folgende Verfahren geht davon aus da eine bestimmte grammatische Ab
leitung mit der eine beobachtete Wortfolge erzeugt wird hidden ist wie eine
bestimmte Zustandsfolge eines HMMs Durch die Sch

atzung der Parameter wird al
so nicht nur ermittelt wie wahrscheinlich die Emmission einer Wortfolge ist sondern
auch wie wahrscheinlich einzelne Ableitungen dieser Wortfolge sind In Experimen
ten konnte von Fujisaki et al  gezeigt werden da die somit sich ergebenden
Pr

aferenzen bestimmter Lesarten mit der linguistischen Intuition weitgehend

uber
einstimmen
Denition  Trainingsprozedur f

ur PCFGs


Sogenannte Baumbanken mit vorgegebenen Ableitungsb

aumen f

ur gegebenen

Auerungen
sind m

uhevoll von Hand zu erstellen

 Initialisiere die Wahrscheinlichkeiten P j soda
P

P betaj  
 F

ur alle S

atze B
i


B
 
B
n

der Stichprobe 	nde alle Ableitungen D
i
j
 Berechne deren Wahrscheinlichkeiten als P D
i
j
 
Q
rD
i
j
P r das Produkt
der Wahrscheinlichkeiten aller Regelanwendungen
 Berechne einen nach relativen Wahrscheinlichkeiten der Ableitungen gewich
teten Z

ahler C
i

 f

ur die Regelanwendungen von 	  wobei count
i
j
 
die absolute Anzahl der Regelanwendungen 	  in Ableitung D
i
j
ist
C
i

 
X
j

P D
i
j

P
k
P D
i
k

count
i
j
 


 Normalisiere den Z

ahler zuerst

uber alle Regeln der selben Variablen und dann

uber alle S

atze der Stichprobe in der die Variable in einem Pars vorkam
Beachte immer nur solche S

atze der Stichprobe f

ur eine Variable  f

ur die
ein D
i
j
existiert soda  in D
i
j
vorkommt

f

 
P
iD
i
j
C
i

	
P

C
i

	
P
iD
i
j


 Ersetze die Parameter P j durch f

 Gehe wieder zu Schritt  und brich
ab wenn in einer Iteration keine Ver

anderung der Parameter mehr statt	ndet
Das Verfahren von Fujisaki et al   ist hier etwas modiziert dargestellt
Siehe Funote  In Abschnitt  verwenden wir es in der hier pr

asentierten Form
um die Ableitungen einer Unikationsgrammatik zu trainieren
  NGrammModelle
NGramme sind die einfachsten Vertreter statistischer Modelle Ein NGramm be
steht aus einer Liste von Wahrscheinlichkeiten f

ur W

orter gegeben den linken Kon
text von W

ortern der L

ange N   Gebr

auchlich sind Bi und TriGramme# also
Wortpaare und Worttripel Aus kombinatorischen Gr

unden ist es nicht m

oglich die
Wahrscheinlichkeiten f

ur l

angere Wortketten direkt aus Korpora zu extrahieren
Daher berechnet man die Wahrscheinlichkeit einer Kette von W

ortern mit beliebi
ger L

ange als Aproximation aus verrechneten BiGrammWahrscheinlichkeiten bzw
TriGrammWahrscheinlichkeiten

Denition  BiGrammApproximation
P W
n
jW
 
W

 W
n  
 
n
Y
i 
P W
i
jW
i  
 

In Fujisaki et al  Seite  ist das Verfahren stark vereinfacht dargestellt Wenn es
w

ortlich wie in  implementiert wird ger

at in Gleichung 

 eine  in einen Nenner Es fehlt
dort auch die Normalisierung

uber alle S

atze der Stichprobe

Denition  TriGrammApproximation
P W
n
jW
 
W

 W
n  
 
n
Y
i 
P W
i
jW
i  
W
i 
 
Hierbei sind W


und W
  
die linke Grenzmarkierung der Wortkette Das
Sch

atzen der Parameter f

ur BiGramme und TriGramme erfolgt direkt

uber das
Abz

ahlen und Normalisieren der in einer Stichprobe beobachteten Vorkommnisse
der Paare und Tripel
Denition  Sch

atzen der BiGrammWahrscheinlichkeiten
P W
i
jW
j
 
countW
j
W
i

countW
j


Denition  Sch

atzen der TriGrammWahrscheinlichkeiten
P W
i
jW
j
W
k
 
countW
j
W
k
W
i

countW
j
W
k

	
Mit zunehmendem N eines NGramms steigt die ben

otigte Stichprobe exponen
tiell Die Approximation wird daf

ur exakter Da niemals auszuschlieen ist da
Wortkombinationen m

oglich sind die in der Stichprobe nicht beobachtet wurden
werden alle nicht beobachteten Kombinationen mit einer Wahrscheinlichkeit initia
lisiert die kleiner ist als die kleinste Wahrscheinlichkeit einer beobachteten Kom
bination Die ermittelten Werte werden dann soweit ver

andert da die Summe der
Wahrscheinlichkeiten aller Kontexte f

ur ein Wort wieder  ergibt Das intelligen
te Smoothing von NGrammModellen ist inzwischen ein ganzer Forschungsbereich
geworden Hier wird nicht weiter darauf eingegangen
Da der ben

otigte Speicher f

ur BiGramme On

 und f

ur TriGramme On


ist sind in der Praxis die W

orter des NGramms subterminale Symbole und nicht
nat

urlichsprachliche W

orter
Die Klassenzuordnung von W

ortern zu subterminalen Symbolen l

at sich teil
weise automatisch durchf

uhren Kneser und Ney   schlagen ein heuristisches
Verfahren vor bei dem die Wahrscheinlichkeit der Erzeugung einer Stichprobe

uber
verschiedenen Klassenannahmen maximiert wird und erzielen gute Ergebnisse
  Decoding
Ein Decoder ist ein Programm das f

ur eine gegebene Darstellung eines Sprachsi
gnals in Frames

erkannte Einheiten ausgibt Die Einheiten sind h

aug

Auerungs
oder Wortgro aber es sind auch andere Granulate

ublich Der Beam Decoder der
in Abschnitt  mit dem LRACP gekoppelt wird ist ein Worthypothesenerkenner
dh die Modelle die mit den Signalabschnitten verglichen werden stellen Wortfor
men dar
Es lassen sich Beam und Stack Decoder unterscheiden Beamdecoder verfolgen
alle Pfade von links nach rechts parallel und verwenden eine ViterbiSuchstrategie
Dabei kann mit oder ohne den R

uckw

artsschritt gearbeitet werden

Frames sind Segmente meist mit zeitlich gleicher Ausdehnung von ms Es sind jedoch auch
andere Formate verbreitet

Der in dieser Arbeit verwendete Decoder arbeitet ohne R

uckw

artsschritt Der
R

uckw

artsschritt wird vom LRACP mit

ubernommen
Stack Decoder verwenden eine A$Suche wobei die lokalen Vergleiche mit einer
Viterbi oder Vorw

artsR

uckw

artsSuche durchgef

uhrt werden k

onnen
Aktuelle Arbeiten zu BeamDecoding sind Ney et al   Ney   und
Aubert et al   Stack Decoder werden unter anderem in Chow  Schwartz
  oder Schwartz  Austin 	 	 entwickelt
Der Beam Decoder der in Abschnitt  mit dem LRACP zeitsynchron gekoppelt
wird wurde von Andreas Hauenstein an der Universit

at Hamburg entwickelt Die
Besonderheit dieses Decoders ist da links rechts inkrementell erkannte Wortfor
men sofort als Hypothesen ausgegeben werden sobald ein Endezustand des korre
spondierenden HMMs oberhalb des Suchstrahls liegt Der Decoder arbeitet ohne
Wortkopien dh wenn ein Modell aktiv ist kann es nicht erneut gestartet werden
   Unikationsgrammatiken
In Sprachverstehenden Systemen werden nat

urlichsprachlichen

Auerungen die als
Wortfolge vorliegen grammatische Ableitungsstrukturen zugeordnet welche die
kompositionale Bedeutung der Eingabe entweder explizit als Ergebnis der Ablei
tung darstellen oder aber implizit aus der ganzen Ableitungsfolge rekonstruierbar
machen Die Ableitungen selbst werden durch sukzessive Anwendungen grammati
scher Operationen gebildet Die Unikationsgrammatiken haben sich hierbei inzwi
schen als Hauptwerkzeug der Repr

asentation grammatischen Wissens etabliert
Die grunds

atzliche Vorgehensweise bei der Zuordnung einer logischen Form zu
einer Eingabe in nat

urlicher Sprache ist dabei

 Ordne jedemWort der Eingabe die passenden grammatischen Beschreibungen
in Form von Ausdr

ucken der Unikationsgrammatik aus einem Lexikon zu
 Wende die Operationen der Unikationsgrammatik an bis eine grammatische
Beschreibung der ganzen Wortfolge entsteht
Eine auf diese Weise ermittelte Beschreibung enth

alt Information

uber die gram
matischen Eigenschaften der Eingabe meistens syntaktische und semantische Infor
mation in manchen Ans

atzen auch pragmatische Information
Die Unikation als zentrale grammatische Operation wurde zuerst von Kay 
vorgeschlagen 	 Es gibt eine groe Zahl verschiedener Ans

atze von Uni
kationsgrammatiken wobei einige direkt der theoretischen Linguistik entstammen
andere hingegen als spezielle Werkzeuge der maschinellen Sprachverarbeitung ent
wickelt wurden Zur ersten Gruppe z

ahlen ua LFG

 HPSG

 GPSG

und CUG
 


Typische Varianten von Unikationsgrammatiken die aus der Informatik stammen
sind UTAG
  
oder DCG
 

Lexical Functional Grammar

HeadDriven Phrase Structure Grammar 

	
Generalized Phrase Structure Grammar 
 

Categorial Unication Grammar 
  
Unication Tree Adjoining Grammars
 
Denite Clause Grammars

Ein Grammatiktyp f

ur die Analyse von nat

urlicher Sprache besteht grunds

atz
lich aus einem Formalismus einem Ableitungsschema und einem Lexikalischen Sche
ma Dar

uber hinaus ist nat

urlich ein gewisser Stil des Grammatikschreibens von
Bedeutung den wir aber an dieser Stelle vernachl

assigen wollen W

ahrend bei kon
textfreien Grammatiken der Formalismus so einfach ist da er

ublicherweise nie
speziziert wird hat bei Unikationsgrammatiken der Formalismus eine tragende
Bedeutung
Ein Grammatikformalismus deniert Datenstrukturen und Operationen

uber
diesen
Bei einer kontextfreien Grammatik besteht der Formalismus aus einer Daten
struktur und einer Operation Die Datenstruktur ist die atomare Variable die Ope
ration ist der Test auf Identit

at
Die Datenstrukturen und Operation von Unikationsformalismen werden in die
sem Abschnitt informell beschrieben
Das Ableitungsschema stellt einen Zusammenhang her zwischen den grammati
schen Operationen und einer grammatischen Ableitungsrelation 

Bei PATRartigen Unikationsgrammatiken gilt ein

ahnliches Ableitungsschema
wie bei Phrasenstrukturgrammatiken Grammatikregeln sind hier Ersetzungsregeln
Beim Ersetzen eines grammatischen Objekts durch eine linke Regelseite wird das
Ergebnis jedoch durch die Unikation der beiden erzeugt anstatt da nur ein Iden
tit

atstest durchgef

uhrt wird wie bei den Phrasenstrukturgrammatiken Dadurch
sind viele Techniken f

ur kontextfreie Grammatiken auch f

ur PATRartige Unikati
onsgrammatiken anwendbar Die in dieser Arbeit verwendete Unikationsgramma
tik ist eine PATRartige Gramamtik
   Uni	kationsformalismen
Die Bereiche der Informatik in der Unikation eine wichtige Rolle spielt sind das
Theorembeweisen die Logikprogrammierung und das automatische Sprachverste
hen
Die Wurzeln liegen in Arbeiten zur Unikation von Termen erster Ordnung von
Herbrand   und Robinson  
Die Unikation von Termen erster Ordung mit fester Arit

at die aus Funkti
onssymbolen fg Variablen xy und Konstanten a aufgebaut sind wird als das
Problem formuliert f

ur zwei Terme eine Substitution von Variablen durch Terme
zu nden soda beide Terme gleich werden
So sind zum Beilspiel die Terme fxy und fgyaha unizierbar indem y
durch ha ersetzt wird und x durch ghaa Das Ergebnis der Termunikation
ist dann fghaaha
 
Eziente Algorithmen zur Termunikation verwenden strukturteilende Gra
phendarstellungen von Termen Ver

oentlichungen in dieser Richtung sind Huet
  AitKaci   oder Godden 	 
Unikationsformalismen im Bereich Sprachverstehen verwenden als Terme
Merkmalsstrukturen su Die Semantik solcher Formalismen als Logik ist ua
in Rounds  Kasper   Moshier  Rounds   Johnson  
oder Smolka   behandelt worden Wir gehen in dieser Arbeit nicht hierauf
ein Operationen

uber Merkmalsbeschreibungen werden nur syntaktisch behandelt
 
Das Beispiel ist Shapiro 
  entnommen

Feature1:   Feature2:  Value1
Feature3:  Value2
Abbildung 
 Einfache Merkmalsstruktur
Feature
Feature  Value
Feature  Value
Feature  Feature
Abbildung 
 Eine Merkmalsstruktur als Menge von Pfadgleichungen mit einer
Koreferenz
Einf

uhrungen in Unikationsformalismen und ihre Verwendung zur Sprachbe
schreibung nden sich in Shieber   Pereira   und Pollard  Sag
 
 Merkmale und Werte
Zur Beschreibung von sprachlichen Zeichen wurden mit Kay  	 eine spezielle
Art von Termen eingef

uhrt die Merkmalsstrukturen
Eingebettete Substrukturen von Merkmalsstrukturen werden durch Symbolna
men Merkmale benannt und nicht mehr durch die Stelle imTerm Eine feste Arit

at
ist ebenfalls nicht gefordert
Ein Beispiel f

ur eine Merkmalsstruktur ist Abbildung 
Merkmale Features k

onnen rekursiv eingebettet sein Am Ende der Einbettung
steht etweder eine Variable oder ein Atom als Wert Value
 Koreferenz
Merkmalsstrukturen lassen sich auch als Mengen von Gleichungen darstellen Die
Merkmalsstruktur aus Beispiel  w

are als Gleichungen geschrieben wie in Abbil
dung 
Atomare Werte werden bei der Darstellung von MS als Gleichungen mit der
Konkatenation der Merkmale  einem Pfad  gleichgesetzt Indem zB zwei Pfade
direkt gleichgesetzt werden wird ausgedr

uckt da zwei Merkmale den selben Wert
teilen In der MS wird diese Koreferenz durch gleiche Variablen dargestellt die
gebunden oder ungebunden sein k

onnen
Merkmalsstrukturen werden oft als gerichteter azyklischer Wurzelgraph darge
stellt Die Darstellung als Pfadgleichungen listet alle in einem solchen Graphen

enthaltenen Pfade auf wobei eine Strukturteilung im Graphen wieder kompakt als
eine Gleichung ausgedr

uckt werden kann
 Unikation von Merkmalsstrukturen
Der Zentrale Begri f

ur die Unikation von Merkmalsstrukturen ist die Subsump
tion
Denition  Subsumption zweier Merkmalsstrukturen

Eine Merkmalsstruktur F
 
subsummiert eine Merkmalsstruktur F

gdw wenn f

ur
jedes Merkmal f
 
in F
 
ein Merkmal f

in F

existiert soda der Wert von
f
 
den Wert von f

subsummiert
Uninstanziierte Variablen subsummieren alles
Atome subsummieren nur sich selbst
Die Subsumption etabliert also eine partielle Ordnung auf Merkmalsstrukturen
Eine allgemeinere MS subsummiert immer eine speziellere MS
Das Resultat der Unikation zweier Merkmalsstrukturen F
 
und F

l

at sich
dann einfach denieren als die kleinste Merkmalsstruktur F

 die sowohl von F
 
als
auch von F

subsummiert wird
 Disjunktion
Disjunktion innerhalb von Merkmalsstrukturen ist das wichtigste Ausdrucksmittel
bei der sprachlichen Beschreibung Einfache Unikationsformalismen k

onnen nur
Atome disjunktiv beschreiben Inzwischen hat sich jedoch die Verwendung der vollen
Disjunktion durchgesetzt Ihre Behandlung ist ausf

uhrlich in Eisele  D

orre 	
 beschrieben
Bei der vollen Disjunktion kann an jeder Stelle einer Merkmalsstruktur ein
oder eingef

ugt werden F

ur verschiedene Varianten von Unikationsformalismen
die Beschreibungen unter Verwendung aussagenlogischer Konnektive erlauben wur
de gezeigt da die Subsumption von Merkmalsstrukturen NPvollst

andig ist ua
Johnson   und Smolka  
Eine Variante der Disjunktion ist die verteilte Disjunktion D

orre  Eisele 
 ua welche es erlaubt innerhalb einer Merkmalsstuktur Abh

angigkeiten zwi
schen Mitgliedern verschiedener Disjunktionen festzulegen Bez

uglich der prinzipi
ellen Verarbeitungskomplexit

at f

uhrt dies nicht zu Unterschieden

 Funktionen und Relationen
In j

ungerer Vergangenheit sind im Kontext der Verwendung von HPSG  in
der Sprachverarbeitung vermehrt Formalismen entwickelt worden die Relationen
und seltener auch Funktionen in Merkmalsstrukturen einbetten W

ahrend einer
Unikation werden die enthaltenen Relationen ausgewertet und beeinussen so das
Ergebnis der Unikation
Unikationsformalismen die eine freie Verwendung von Relationen

uber Mer
malsstrukturen erlauben sind turingm

achtig

W
ahrend Unikationsformalismen ohne Relationen

ublicherweise als ADT von
einer Programmiersprache aus verf

ugbar sind konstituieren solche mit Relationen
wie zB STUF meist selbst bereits eine volle Logikprogrammiersprache in der Art
von PROLOG
In der Implementierung solcher Systeme kommt zumeist keine statische Re
pr

asentation von Disjunktionen vor Hingegen werden Relationen von einer Infe
renzmaschine bearbeitet die durch Backtracking Disjunktionen intern als Nichtde
terminismen behandelt
Arbeiten in diesem Bereich sind ua D

orre  Seiert   und Backofen
 
	 Typen
Zus

atzlich zur normalen Unikation von Merkmalsstrukturen gibt es die Typen
unikation In neueren Unikationsformalismen gewinnt die Typenkomponente zu
nehmend an Gewicht Grunds

atzlich hat bei einem typisierten Formalismus jede
Merkmalsstruktur einen Typ Die Typen bilden selbst wieder einen Verband der
vom Benutzer in Form von Subsumptionsrelationen angegeben werden kann Ver
wendete Typsysteme lassen sich vor allem darin unterscheiden wie eng die Typen an
die eigentlichen Merkmalsstrukturen gekn

upft sind Obwohl es auch Zwischenstufen
gibt lassen sich grob drei Arten von Typsystemen unterscheiden n

amlich schwache
Typsysteme Typsysteme mit Angemessenheitstest und rekursive Typinferenz
Bei schwachen Typsystemen ist mit einem bestimmten Typ keine Forderung
verbunden da eine ihm zugeordnete Merkmalsstruktur Bedingungen erf

ullen mu
Indem die Subsumptionsbeziehungen vor der Ausf

uhrung von Unikation f

ur Ty
pen bereits feststehen kann in einem Vorverarbeitungsschritt ein ezient kodierter
Typverband hergestellt werden Die Typunikation ist dann wesentlich ezienter
als die Unikation der Merkmalsstrukturen Bei einer Unikationsoperation wer
den dann zun

achst die Typen uniziert Wenn diese Operation gelingt wird die
Merkmalsstruktur uniziert Die sich ergebende Merkmalsstruktur erh

alt den Er
gebnistyp der Typenunikation Indem m

oglichst viel Information in Typen kodiert
ist wird so eine eziente Verarbeitung erreicht Der in dieser Arbeit verwende
te Formalismus  	 bietet die M

oglichkeit auf diese Weise zu verarbeiten
obwohl er auch mit Angemessenheitsbedingung verwendet werden kann
Durch HPSG  hat der Ansatz Verbreitung gefunden Typen mit bestimmten
Merkmalen und Werten der Terme zu verkn

upfen denen sie zugeordnet sind Formal
ist ein solches Typsystem in Carpenter   beschrieben Eine Appropriatness
Funktion liefert f

ur einen Typ einer MS und ein Merkmal den gr

oten Typ des
Wertes dieses Merkmals zur

uck Eine Unikation zerf

allt schlielich in die Typuni
kation die Unikation der MS und die

Uberpr

ufung der Typbedingungen In einer
Typhierarchie wird ein Merkmal nur noch an einer Stelle eingef

uhrt und wird von
dieser Stelle aus an die Untertypen weitervererbt
Bei rekursiver Typinferenz wird eine ganze Merkmalsstruktur fest mit einem
Typnamen verbunden Eine solche MS kann alles enthalten was der Formalismus
erlaubt also auch Disjunktionen Koreferenzen usw Der volle R

uckschlu von einer
MS auf einen Typ ist m

oglich Eine operationale Semantik f

ur einen solchen Forma
lismus wird in Emele  Zajak 	  beschrieben Implementiert ist ein solcher
Formalismus unter dem Namen Typed Feature System im Projekt POLYGLOSS

In einem Kompilationsschritt wird f

ur jeden Typ wirklich eine Merkmalsstuktur
gebildet und abgelegt Eine Kopie dieser MS wird dann bei jeder Unikation eines
Terms dieses Typs mit uniziert Im Unterschied zur Vorgehensweise von Carpenter
  werden durch Typdenitionen hier Merkmale erzeugt Durch die Ange
messenheitsbedingungen wird nur ein Scheitern der Unikation bei Verletzung der
Angemessenheit herbeigef

uhrt
  Standard Parsingverfahren f

ur nat

urliche
Sprache
In den letzten  Jahren wurden zahlreiche Verfahren f

ur das Parsing von kon
textfreien Sprachen entwickelt Die klassischen Vertreter sind dabei der Earley
Algorithmus EA  der CockeYoungerKasamiAlgorithmus CYK und der
ShiftReduceParser f

ur LRkGrammatiken LRP  Zwei Parsingverfahren ha
ben insbesondere in der Verarbeitung nat

urlicher Sprache Verwendung gefunden

Der TomitaParser oder auch Generalisierter LRParser GLRP eine Erweiterung
des LRP auf mehrdeutige CFG und der Aktive Chartparser ACP eine Genera
lisierung des EA bez

uglich der Reihenfolge in welcher der Suchraum beschritten
wird
Neben diesen Verfahren sind in der sprachorientierten KI zahlreiche Verfahren
entwickelt worden f

ur spezielle Typen von Grammatiken die nicht auf CFG beru
hen Letztere sind hier jedoch von geringerem Interesse
Sowohl f

ur GLRP als auch f

ur ACP sind Erweiterungen f

ur LatticeParsing
ausgearbeitet worden daher sind die beiden Verfahren im Rahmen dieser Arbeit
vor allem von Interesse GLRP f

ur Lattices ndet sich zB bei Tomita  
oder Wright 	  ACP als Latticeparser mit Unikationsgrammatiken wurde
in Andry  Thornton   G

orz   und Weber   vorgestellt
  GLRP
Obwohl die GLRP in dieser Arbeit nicht zentral sind werden sie hier kurz ein
gef

uhrt In Abschnit  wird in Breite auf statistische GLRP Bezug genommen da
aus diesem Bereich wichtige Arbeiten im Bereich der Kopplung von Statistik und
Unikationsgrammatik kommen
Generalisierte LRParser sind von verschiedenen Autoren vorgeschlagen worden
ua Lang   Tomita   und Schabes   Grunds

atzlich basieren
diese Parser auf aus Grammatiken vorkompilierten nichtdeterministischen Push
DownAutomaten f

ur die eziente Verarbeitungstechniken eingef

uhrt werden Der
klassische GLRP aus  ist wie folgt aufgebaut

 Erstelle eine LRTabelle bei der jedes Feld eine Menge von Schritten an
statt einen Schritt enth

alt zB mithilfe des klassischen Verfahrens aus Aho
 Ullmann  
 Verwende die Tabelle als NPDA mit einem Graph als Stack F

ur jeden Shift
Reduce Konikt verzweige den Stack Wenn zwei Verzweigungen des Graph
Stacks den gleichen Zustand in der LRTabelle haben verschmelze sie zu
einem Zweig

 Baue w

ahrend des TerminalEinlesens falls ein abgearbeitetes Symbol vom
Stack gepoppt wird einen geteilten Wald von Syntaxb

aumen auf Hierbei
werden identische Teilb

aume nur einmal dargestellt Subtree Sharing und
verschiedene Teilb

aume mit gleichem Label zusammengefat Local Ambiguity
Packing
 
Tomita   pr

asentiert eine Erweiterung auf PATRartige
 
Unikations
grammatiken
Die Erweiterung des Verfahrens auf Unikationsgrammatiken setzt voraus da
eine Abbildung von der Unikationsgrammatik auf eine kontextfreie Grammatik
vorgenommenwird Dies ist n

otig um die ShiftReduceTabelle die den Automaten
treibt zu erstellen Dies kann im einfachsten Fall f

ur Formalismen ohne Typisierung
wie folgt geschehen
Die Merkmale die in einer Unikationsgrammatik vorkommen zerfallen in zwei
Teilklassen
 in	nite Merkmale die unendlich viele Auspr

agungen von Werten haben
k

onnen
 
 und 	nite Merkmale die nur endlich viele m

ogliche Werte haben k

onnen
F

ur eine gegebene Unikationsgrammatik UG erstelle man nun eine Grammatik
UG% die wie folgt aus UG entsteht

 F

ur jeden Lexikoneintrag a aus UG erh

alt UG% einen Lexikoneintrag a% wobei
die Merkmalsstruktur von a% aus der Merkmalsstruktur von a durch Entfernen
aller Inniten Merkmale entsteht
 F

ur jede Regel b aus UG erh

alt UG% eine Regel b% wobei b% aus b entsteht
indem aus allen Merkmalsstrukturen von b die inniten Merkmale entfernt
werden
Jedes Merkmal einer Grammatik entspricht einer zus

atzlichen Beschr

ankung

uber den m

oglichen Ableitungen der Grammatik Daher vergr

oert sich die Sprache
einer Grammatik durch Entfernen von Merkmalen monoton UG% erzeugt also eine
Obermenge der Sprache von UG
Aus UG% kann eine kontextfreie Grammatik UG erzeugt werden durch Bildung
aller Auspr

agungen von Regelinstanzen Aus UG wird schlielich die LRTabelle
erzeugt wo
Der TomitaParser f

ur UG kann nun auf zwei verschiedene Weisen betrieben
werden Entweder werden die Regeln aus UG jedesmal bei einem Schritt des Parsers
mitausgef

uhrt Hierbei werden durch fehlschlagende Unikationen eventuell Pfade
abgebrochen Oder aber der Parser ndet alle Analysen mit UG und bildet dann
 
Wenn zwei in einer Tabelle dargestellte B

aume einen gemeinsamen Teilbaum besitzen so
spricht man von Subtree Sharing wenn der gemeinsame Teilbaum nur einmal in der Tabelle dar
gestellt ist Wenn ein Parsingverfahren einen Teilparsbaum ndet mit einem Grammatiksymbol
X als Wurzel und in der Analysetabelle existiert schon ein anderer Teilbaum mit gleicher

Uber
deckung und gleicher Wurzel so spricht man von Local Ambiguity Packing wenn dann kein neuer
Eintrag in die Tabelle erfolgt sondern die zweite durch die erste Analyse mit dargestellt wird
Beide Techniken sind gebr

auchlich und verantwortlich f

ur die g

unstige kubische Schranke beim
Parsing von CFG
 
PATR ist eine fr

uhre Unikationsgrammatik In PATR wurden zu einer kontextfreien Gram
matik einfach an jedes nichtterminale Symbol der Grammatik Merkmale und Werte angeh

angt
 
IterierbareMerkmale habenMerkmalsWert Strukturenals m

oglicheWerte bei welchen sie ge
gebenenfalls eingebettet wieder selbst in einem Pfad erscheinen k

onnen innite Merkmale k

onnen
iterierbare Merkmale einbetten nite Merkmale k

onnen dies nicht
	
die Analysen mit UG nach wobei nicht alle Analysen

uberleben Die nachgezogenen
Unikationen wirken als nachtr

aglicher Filter
   ACP
Aktives Chartparsing ist eine Generalisierung des EarleyVerfahrens
 
bez

uglich
der Reihenfolge in der Items erzeugt werden ergo der Richtung in welcher der
Suchraum durchschritten wird Eine Menge von Knoten und Kanten heit Chart
Die Grundelemente hierbei sind

Chartknoten Abstrakte Zeitpunkte
Chartkanten Paare von Knoten vonbis und eine dotted Rule entsprechend
den Items des EarleyParsers
Aktive Kante Kante bei welcher der Punkt der dotted Rule nicht am rechten
Rand der Regel liegt Die Regel ist also noch nicht abgearbeitet
Passive Kante Kante bei welcher der Punkt der dotted Rule am rechten Rand
der Regel liegt Die Regel ist also abgearbeitet
Die Grundoperation der Chartanalyse ist die Fundamentale Regel Sie entspricht
in ihrer Funktion einem Schritt des Completers des EarleyParsers Hier f

ur den
kontextfreien Fall

Fundamentale Regel 

Falls A eine aktive Kante ist B eine passive Kante ist und Abis  Bvon und
Anextdaughter
 
 Bmother
 
 dann f

uge C in die Chart ein mit Cvon 

Avon Cbis 
 Bbis und Crule 
 Arule


 mit dem Punkt eine Position
nach rechts geschoben
Der ACP kann imBottomUp bzw imTopDownModus arbeiten Dabei werden
jeweils aufgrund von Erwartungen aktiver Kanten oder aufgrund von gefundenen
passiven Kanten neue leere aktive Kanten eingef

ugt
SeekUp 

Falls eine passive Kante A in die Chart eingef

ugt wird dann f

uge f

ur jede
Grammatikregel r soda Amother  linkeste Tochter von r eine neue aktive
Kante B in die Chart ein mit
 Bvon 
 Avon Bbis 
 Avon und Brule 

r mit Punkt ganz links falls eine solche Kante nicht schon existiert
SeekDown 

Falls eine aktive Kante A in die Chart eingef

ugt wird dann f

uge f

ur jede
Grammatikregel r soda Anextdaughter  Mutter von r eine neue aktive
Kante B in die Chart ein mit
 Bvon 
 Abis Bbis 
 Abis und Brule 

r mit Punkt ganz links falls eine solche Kante nicht schon existiert
 
Der Earley Parser ist sozusagen der direkte Vorl

aufer der Aktiven Chartparser Das klassische
Verfahren wird hier aus Platzgr

unden nicht eingef

uhrt Der Leser der nicht mit dem EA vertraut
ist ndet eine gute Darstellung in Aho  Ullmann 
 
 
Xnextdaughter gibt f

ur die Kante X die Kategorie zur

uck die auf der rechten Seite der zur
Kante geh

orenden Regel direkt rechts von Punkt steht
 	
Xmother gibt f

ur die Kante X die Kategorie zur

uck die auf der linken Seite der zur Kante
geh

orenden Regel steht


Xrule gibt f

ur die Kante X die dotted Rule zur

uck

SeekDown entspricht dem PrediktorSchritt des EarleyParsers SeekUp kann
als BottomUpVersion des Prediktors bezeichnet werden Die Suchstrategie des
ACP wird

uber eine Agenda verwaltet die Paare von aktiven und passiven Kanten
enth

alt welche wie folgt auf die Agenda gelegt werden
AgendaPush 

Falls eine aktive Kante A eingef

ugt wird dann lege alle Paare AB auf die
Agenda soda B passiv ist und Abis  Bvon
Falls eine passive Kante B eingef

ugt wird dann lege alle Paare AB auf die
Agenda soda A aktiv ist und Abis  Bvon
Falls die Agenda als Stack implementiert ist resultiert eine Tiefensuche w

ahrend
eine Queue der Breitensuche des EarleyVerfahrens entspricht Eine sortierte Agen
da implementiert eine Bestensuche wie sie zB f

ur Dynamische Programmierung
im ChartParser
 
ben

otigt wird Der ACP startet indem eine aktive Startkante in
den ersten Knoten der Chart eingef

ugt wird Danach wird die Fundamentale Regel
nacheinander auf die Paare der Agenda angewendet
Im BottomUpModus ist keine Ver

anderung des Parsingschemas n

otig um Uni
kationsgrammatiken mit dem ACP zu verarbeiten S

amtliche Tests

uber Kategori
ensymbole werden selbstverst

andlich durch Unikationen ersetzt Falls der Parser im
TopDownModus arbeitet wird beim Einf

ugen neuer aktiver Kanten ein spezieller
Restriktionsmechanismus

angewendet und der Redundanztest durch Kategorieni
dentit

at wird durch einen Subsumptionstest ersetzt Auf den Restriktionsmechanis
mus wird in Kapitel  noch ausf

uhrlicher eingegangen Dort wird auch eine Methode
zum Vorherberechnen dieses Mechanismus vorgestellt
Subtree Sharing wie bei der Darstellung eines verteilten Waldes beim Tomita
Parser ist dem ACP inh

arent Die Chart funktioniert als Verwaltung von Parses
f

ur Teilketten der Eingabe Weitere verschiedene Parses f

ur Teilketten die die er
ste Teilkette enthalten verweisen schlielich in der Chart auf die Kante f

ur den
gemeinsamen Anteil teilen also diesen Teilbaum
Durch einen zus

atzlichen Redundanztest beim Einf

uhren von passiven Kanten
wird eine Entsprechung zum Local Ambiguity Packing erreicht Im kontextfreien
Fall wird eine Analysekante nicht eingef

ugt wenn eine Kante der gleichen Kategorie

uber der gleichen Teilkette bereits existiert Letztere steht danach f

ur beide Ablei
tung So werden im Chartparser mehrere Ableitungen f

ur ein Teilergebnis gepackt
dargestellt
Sowohl beim GLRP als auch beim ACP ist Subtree Sharing bei Unikations
grammatiken entweder mit Kopieren oder aber mit Verwalten von Kontexten von
Merkmalsstrukturen verbunden
Bei beiden Parsern wird f

ur Unikation bei Local Ambiguity Packing ein Sub
sumptionstest durchgef

uhrt und die generellste MS weiterverfolgt
Eine Merkmalsstruktur steht dann f

ur beide Ableitungen Indem nur die ge
nerellste MS weiterverfolgt wird ist garantiert da im Falle eines Fehlschlagens
einer Unikation die entsprechende Operation auch mit einer spezielleren MS fehl
geschlagen w

are
 
Siehe zB Ney  oder P

aseler  f

ur DPParsing

Vergleiche Shieber  

  Schnittstellen zwischen Parser und Decoder
Wie oben bereits eingef

uhrt kommen verschiedene M

oglichkeiten der Kopplung
von Worterkennung Wortkettenerkennung und Wortkettenparsing in Frage In
der Standardarchitektur

sind Wort und Wortkettenerkennung ineinander ver
schr

ankt w

ahrend das Parsing abgekoppelt durchgef

uhrt wird Hierbei gibt es zwi
schen Erkennung und Parsing drei Schnittstellentypen die Wortlattice der verbun
dene Wortgraph und NbesteKetten
Zun

achst bieten wir jedoch der Vollst

andigkeit halber eine Denition f

ur Wor
thypothesen an die durch die gesamte Arbeit verwendet werden kann
Denition  Eine Worthypothese ist ein Tupel from to key score info
predecessor wobei

from ist der Anfangszeitpunkt einer Worthypothese In dieser Arbeit ist dies die
Nummer des Frames in welcher das korrespondierende Wortmodell vom De
coder gestartet wurde
to ist der Endezeitpunkt einer Worthypothese In dieser Arbeit ist dies die Num
mer des Frames in welchem der Decoder f

ur das korrespondierende Wortmo
dell einen Endezustand oberhalb des Beams 	ndet
key ist die Wortform der Worthypothese und der Zugrisschl

ussel zum Lexikon
der vom Parser verwendeten Grammatik
score ist eine Bewertung der Worthypothese Bei bottom up gesendeten Hypothe
sen ist dies die akustische Bewertung also die Modellwahrscheinlichkeit der
Framefolge die durch einen HMMPfad

uberspannt wird

info ist ein Feld da ein gesetztes Flag enthalten kann Bei bottom up Kopplungen
wird dieses Feld nicht beachtet Bei top down Kopplungen von Decoder und
Parser 	ndet es Verwendung um diverse Protokolle zu implementieren


predecessor ist der beste Vorg

anger den eine Worthypothese hat Bei Hypothe
sen die in Frame  beginnen ist dies ein BEGINMarker
 NBeste Wortketten
Bei der NBesteSchnittstelle zwischen Erkennung und Parsing werden dem Parser
die N bestbewerteten Hypothesen von Wortketten

ubergeben welche den gesamten

Auerungszeitraum

uberspannen
Die Vorteile dieses Vorgehens sind

  Jede Art von Parser kann verwendet werden Eine spezielle Entwicklung f

ur
die Integration mit der SpeechKomponente ist nicht n

otig

Wir meinen hier nicht inkrementelle Architekturen mit einem bottom up Datenu ZB
HARC BBN ATIS MIT oder die Architektur von ASLS

ud

Die Details der Bewertungen werden in den folgenden Kapiteln ausf

uhrlich diskutiert

Siehe Abschnitt 

  Falls die Anwendung eine gewisse Gr

oe nicht

ubersteigt bez

uglich Anwen
dungsdom

ane Sprecherabh

angigkeit Vokabular und akustischer Umgebung
ist mit einer guten Worterkennungsrate zu rechnen also mit einem hohen
Rang der korrekten Wortkette bzw mit einem hohen Anteil korrekter bester
Ketten In diesem Fall ist die Schnittstelle sehr ezient
Die Nachteile sind

  Falls zB bei Lockerung von Systemrestriktionen die Worterkennungsrate
sinkt kann es vorkommen da die korrekte Wortkette einen niedrigen Rang
hat In diesem Fall m

ussen viele falsche Ketten teilanalysiert und schlielich
doch verworfen werden
  Viele Hypothesen von Wortketten unterscheiden sich nur in einem Wort Das
bedeutet da der identische Rest zweier Hypothesen zweimal vom Parser ana
lysiert werden mu Eine Strukturteilung identischer Teilfolgen verschiedener
Hypothesen ist nicht m

oglich
Es gibt inzwischen eine stattliche Anzahl von Algorithmen um NBesteKetten
durch HMMs und NGramme ezient zu berechnen Unterschiede liegen hier vor
allem in der Art und Weise in welcher der Suchraum beschnitten wird
 Verbundene Wortgraphen
Denition  Ein verbundener Wortgraph W ist eine Menge von Wort
hypothesen w
 
bis w
n
f

ur die eine Verbundenheitsbedingung gilt
Denition 
 Verbundenheitsbedingung 

F

ur jede Worthypothese w
j
   j  n eines verbundenen Wortgra
phen W gibt es mindestens ein w
i
und ein w
k
 soda fromw
i
tow
j
 und
fromw
j
tow
k
 Am

Auerungsbeginn endet per De	nition w


 am

Aue
rungsende beginnt analog per De	nition w
n 

Wortgraphen lassen sich direkt als Chart darstellen In der Chart werden kon
kurrierende Analysehypothesen

uber dem selben Zeitraum als zwei verschiedene
passive Kanten dargestellt welche die gleichen Anfangs und Endknoten besitzen
Diese Vorgehensweise wird im Falle von verbundenen Wortgraphen als Eingabe
des Parsers auf die terminalen Kanten

ausgedehnt Die Chartknoten korrespon
dieren nun nicht mehr mit Wortgrenzen sondern als abstrakte Zeitpunkte

mit
Hypothesen

uber Wortgrenzen Der Analysealgorithmus der Chartanalyse arbeitet
unver

andert
Auch der GLRP f

ur Lattices der von Tomita   vorgeschlagen wurde
ist eigentlich ein Parser f

ur verbundene Wortgraphen Das Problem ob zwei Wor
thypothesen wirklich adjazent sind wird hier ausgeklammert durch die Annahme
von Pr

adikaten die diese Information zur Laufzeit liefern und deren Funktion nicht
weiter gekl

art wird W

ahrend des Einlesens ruft der TomitaParser diese Pr

adikate

Mit terminaler Kante bezeichnet man eine passive Kante die direkt aus dem Lexikonzugri	
resultiert also nicht durch eine Regelanwendung zustandekommt

 die durchaus mit konkreten Zeitpunkten identiziert werden k

onnen wie zB in der Imple
mentation des Chartparsers im BMFTProjekt ASLNord Vergl Weber 
 

auf und Worthypothesen die von links nach rechts nicht erreichbar sind werden
dabei ignoriert Somit wird also nur der verbundene Teil einer Lattice

uberhaupt
eingelesen
NBesteKetten sind ein Spezialfall von Wortgraphen Man erh

alt aus der ersten
Darstellung die zweite indem ein gemeinsamer Anfangs und Endknoten hinzu
gef

ugt wird Der resultierende Wortgraph kann dann jedoch doppelte Worthypo
thesen enthalten w

ahrend die Grundidee der Wortgraphendarstellung ja gerade die
eziente Strukturteilung auf lexikalischer Ebene ist
 Lattices
Denition 	 Eine Lattice ist eine Menge von Worthypothesen

uber einem Ab
tastzeitraum
Die Worthypothesen k

onnen hier zeitlich

uberlappen oder L

ucken aufweisen
Lattice ist also die allgemeinste Denition einer Schnittstelle Eine einzige Worthy
pothese kann ebenso eine Lattice sein wie das gesamte Lexikon hypothetisiert

uber
jeder m

oglichen Segmentfolge Wortgraphen sind Spezialf

alle von Lattices die der
Verbundenheitsbedingung gen

ugen
Parsing setzt einen abstrakten Begri der Adjazenz voraus Daher ist vor oder
w

ahrend des Parsing

uber Lattices eine jeweilige Entscheidung n

otig ob

Uberlap
pungen oder L

ucken beachtet werden oder nicht Es gibt diesbez

uglich zwei Vor
gehensweisen die beide innerhalb der Chart realisiert werden k

onnen Chien et al
	  schlagen einen Vorverarbeitungsschritt vor der zus

atzliche JumpEdges
einf

uhrt mit denen der Parser kurze Zeitintervalle von Overlaps oder Gaps

uber
springen kann Dieses Verfahren hat einen Vor und einen Nachteil

Vorteil Das Verfahren kann mit variablen Zeitintervallen umgehen Der Zeitraum
einer

Uberlappung oder einer L

ucke der in einem bestimmten Fall zweier
Worthypothesen noch toleriert wird kann von Fall zu Fall verschieden sein
zB abh

angig von Phonemeigenschaften

Nachteil Die ganze Lattice mu voll verf

ugbar sein Dh das Verfahren ist nicht
geeignet in Verbindung mit zeitsynchronen parallelen Architekturen einge
setzt zu werden
Ein anderes starreres Verfahren welches jedoch f

ur interaktives Parsing geeig
net ist wurde im ASLDemonstrator  implementiert und ist bei Weber  
beschrieben Hierbei werden von vornherein die Knoten der Chart konkreten Zeit
punkten mit festen Intervallen zugeordnet Jede Hypothese einer Lattices wird beim
Einf

ugen in das vorgegebene Raster eingepat Beim Parsing werden dann in der
Fundamentalen Regel auch solche Hypothesenpaare betrachtet die um k Knoten

getrennt sind oder

uberlappen Dieses Verfahren ist jedoch teurer als das Ver
fahren von Chien et al 	 Doppelarbeit kann bei einem starren Verfahren nicht
vermieden werden In Abschnitt  dieser Arbeit wird ein inkrementelles Verfah
ren vorgestellt das sich optimal verh

alt

Falls von zwei Wortkandidaten der erste auf den gleichen Nasal endet mit dem der zweite
beginnt ist der Zeitraum in welchem das erste Wort enden kann und das zweite starten kann sehr
viel gr

oer als zB bei der Kombination eines Verschlusslautes und eines Vokals
	
Der Wert f

ur k muss in Abh

angigkeit von der die Knoten betre	enden Granularit

at der Zeit
intervalle vorher bestimmt werden

Kapitel 
Ein zeitsynchroner
interaktiver ACP f

ur
Worthypothesen
Zeitsynchrones und interaktives Parsing ist erst in wenigen Arbeiten zur Speech
und LanguageSchnittstelle untersucht worden Die bisherigen Arbeiten die eine
enge Verzahnung vorschlagen nutzen jedoch vergleichsweise einfache Formalismen
f

ur die symbolische Sprachbeschreibung die f

ur eine Anwendung mit gr

oerer Ab
deckung nicht geeignet sind Murveit et al 	  und Dupont   stellen
zB Arbeiten vor in denen enge Kopplungen zwischen Decoding und Parsing mit
endlichen Automaten und kontextfreien Grammatiken durchgef

uhrt werden Die
Ergebnisse dieser Arbeiten sind vielversprechend Dennoch bleiben sie im Bereich
der Spielanwendungen denn der Aufbau einer semantischen Struktur ist mit sol
chen Formalismen nicht m

oglich Dem Stand der Kunst im Bereich Sprachverstehen
entspricht die Kopplung mit einer unikationsbasierten Grammatik Hier erst bleibt
die M

oglichkeit oen in Zukunft eine ebenfalls inkrementelle Kopplung zwischen
Syntax und Semantik bzw Transfer zu realisieren
Im Vergleich zu grammatischen Operationen beim Parsing von kontextfrei
en Grammatiken
 
ist die Unikationsoperation teuer bez

uglich Rechenzeit und
Speicherbedarf Neben einer ezienten Implementation wird die Einbeziehung von
Bewertungen und PruningMechanismen also entscheidend
In diesem Kapitel wird ein ACP beschrieben der zeitsynchron mit einem Beam
Decoder arbeiten kann und mit dem es m

oglich ist Unikationsgrammatiken so
ezient zu verarbeiten da eine enge Kopplung m

oglich wird Der Schl

ussel hierf

ur
ist eine enge Verzahnung von Suche und Analyse innerhalb des Parsers
Die Besonderheiten des LRACP LinksRechts Inkrementeller Activer Chart
parser sind im folgenden kurz zusammengestellt
  Alle Hypothesen eines Wortgraphen werden von links nach rechts in eine Chart
eingelesen und gleichzeitig verarbeitet
  Die SEEKDOWNOperation ist vollst

andig vorverarbeitet
 
Der billige Vergleich zweier Namen

  Der ACP nutzt ein statistisches Modell und eine Unikationsgrammatik si
multan
  Der Parser bewertet jede Aktion vorher durch das statistische Modell und
verwirft schlecht bewertete Aktionen
  Die Vorw

artssuche des Parsers ist eine Strahlensuche Beamsearch
  Die R

uckw

artssuche des Parsers Completerschritt ist ebenfalls eine Strah
lensuche
  Der Parser ist erweiterbar hinsichtlich diverser Interaktionsstrategien mit an
deren Modulen

  Die Metrik ist erweiterbar zur Miteinbeziehung weiterer Quellen statistischer
Modellwahrscheinlichkeiten

Die Grundingredenzien f

ur diesen speziellen Parser f

ur Worthypothesen kom
men von Arbeiten

uber Chartparsing wie G

orz   Shieber   und
Thompson 	 	 Starke Ein

usse kommen von Ney   zur dynamischen
Programmierung im Chartparser und Arbeiten zur Kopplung wie P

aseler  
Aber auch die Sichtweisen von Briscoe   oder Altmann 	  zur Ar
chitektur von integrierten SpeechLanguageSystemen sind deutlich sichtbar Auf
Arbeiten zur Verwendung von grammatischen Ableitungswahrscheinlichkeiten wie
Baker   Fujisaki   oder Jelinek   ist aufgebaut worden
 Worthypothesen in der Chart
Eine Chart l

at sich durch geringe

Anderungen in der Verwaltung auf die Dar
stellung von WorthypothesenLattices erweitern F

ur nichtinkrementelle Verfahren
wurde dies bereits bei verschiedenen Autoren vorgestellt ua G

orz   Chien
et al 	  Thompson 	 	 Ney   oder Brietzmann  
 Darstellung von Konkurrenz
Eine aktive Chart stellt konkurrierende Analyseergebnisse als zwei Kanten mit den
gleichen Anfangs und Endknoten dar Bei der Verarbeitung von einfachen Wort
ketten repr

asentieren Knoten abstrakte Zeitpunkte zwischen je zwei W

ortern
Um Lattices darzustellen verankern wir die Knoten der Chart an konkreten
Zeitpunkten Konkurrierende Worthypothesen werden als zwei Kanten mit identi
schen Anfangs und Endknoten dargestellt
In Abbildung  sind die w
i
Worthypothesen und die p
j
Phrasenhypothesen
Bez

uglich ihrer Repr

asentation sind die beiden fast nicht unterschieden
Bei Chien et al 	  wird ein Verfahren vorgestellt um konkrete Zeitpunkte
einer Wortlattice auf abstrakte Chartknoten abzubilden  ein Problem da in dieser
Arbeit als Time Map bezeichnet wird Leider ist dieses Verfahren nur anwendbar
wenn die Lattice als ganzes vorliegt was bedeutet da es f

ur ein inkrementelles
zeitsynchrones Parsing nicht einsetzbar ist In Abschnitt  wird ein zeitsynchro
nes Verfahren f

ur einen Time Map entwickelt

Siehe Abschnitt 

Siehe Abschnitt 

K t1 K t2 K t3 K t4 K t5 K t6 K t7 K t8 K t aktuell
w1
w2 w3
w5
w4 w6
w7 w8
w9
p1 p2
p3
Abbildung 
 Die Chart mit Wort und Phrasenhypothesen

  Komplexit


at von Wortgraphenparsing in der Chart
Von Sheil   ist bekannt da Chartparsingverfahren sofern Structure Sharing
und Local Ambiguity Packing verwendet werden eine Platz und Zeitkomplexit

at
f

ur CFGs von On

 besitzen

n ist dabei die Anzahl der W

orter in der Eingabe
liste
Wir betrachten nun das Verhalten eines ACP bez

uglich der Verarbeitung von Men
gen von Worthypothesen  also Lattices wie im Kapitel  beschrieben
 Obere Schranke abh

angig von Frames
Wir betrachten einen BeamDecoder wie in Kap  beschrieben Ein solcher
Decoder wurde f

ur die Experimente in dieser Arbeit verwendet


Um einen Eindruck zu erhalten wie komplex das Parsing von Lattices bzw
Wortgraphen ist vernachl

assigen wir zun

achst einmal die statistische Komponen
te und konzentrieren uns auf die generativen Anteile der Worterkennung und des
Parsing
Die Markovmodelle die im Decoder als Wortmodelle verwendet werden sind
zeitsynchron dh es gibt nur Zustands

uberg

ange von i nach j soda entweder gilt

zyklisch i  j oder
azyklisch i  j
Die Folge von Zust

anden eines HMMs kann also ebenso durch eine Menge von
CFRegeln erzeugt werden wobei f

ur ein Wortmodell eine Regel genau die Zust

ande
des Modells erzeugt der azyklische Fall F

ur jeden Zustand gibt es zus

atzlich
eine Regel der Form i 	 ii f

ur den zyklischen Fall

Grunds

atzlich ist diese
Vorgehensweise immer m

oglich da endliche Automaten durch das st

arkere formale
Modell der CFGs dargestellt werden k

onnen
Die Emissionswahrscheinlichkeiten werden ebenfalls durch un

are Grammatikre
geln dargestellt solcherart da f

ur jede Beobachtung jeder Zustand eines Wortmo
dells erzeugt werden kann
Eine solche Grammatik kann jetzt

uber jeder Kette von Frames jedes Wort des
Lexikons ableiten Ein Decoder erzeugt genau dann die gleichen Worthypothesen
wenn er ohne Beam arbeitet In diesem Fall erzeugt er alle Wortformen des Lexikons

uber jedem Abschnitt des Signals Wir nennen diese Lattice L
max
 L
max
ist im

ubrigen ein verbundener Wortgraph Durch die Beschr

ankung des Chartparsing auf
On

 ist sichergestellt da L
max
innerhalb dieser Zeit hergestellt werden kann n
ist hier jedoch nicht mehr die L

ange der Wortkette sondern die Anzahl der Frames
die ein Decoder als Eingabe verwendet

Dies gilt im

Ubrigen nur f

ur das reine Parsing Falls zum Zwecke des Entpackens einer Chart
Zeiger auf Tochterkanten verwendet werden k

onnen die Listen solcher Zeiger schon wieder expo
nentiell gro werden Dies ist insbesondere bei statistischen Parsing mit LanguageModellen wie
in dieser Arbeit von Interesse da hier zur Bewertung ja die Kontexte der Kanten essentiell sind
In diesem Abschnitt ist jedoch nur an die reine theoretische Schranke gedacht

Der Beam Decoder ist in Hauenstein  Weber a und b beschrieben  

Kita et al   gehen in ihremAnsatz einen Schritt in diese RichtungWortmodellewerden
dabei grammatisch modelliert ohne da dabei Zyklen auftauchen Die Phonmodelle die in der
Grammatik als terminale Symbole erscheinen enthalten jedoch Zyklen zur L

angennormalisierung
Bei Kita ist also das Aussprachelexikon des Decoders ein Teil der Grammatik des Parsers

Wir vereinigen jetzt die Grammatik S mit der ein Chartparser eine Lattice
parsen w

urde mit der Grammatik A die die HMMs simuliert Selbstverst

andlich
m

ussen Variablen neu benannt werden um Interferenzen zwischen S und A auszu
schlieen Es ist klar da auch hier die Schranke von On

 f

ur das vollst

andige
Parsing gilt
Aufgrund des Local Ambiguity Packing tauchen alle Worthypothesen die von A
erzeugt werden in der resultierenden Chart genau einmal auf Wenn wir nun die
Chart bereits mit dem verbundenen Wortgraphen L
max
initialisieren und daf

ur die
Frames entfernen kann die Komplexit

at des Parsing dadurch nicht ansteigen Nur
die Ableitungen welche aus Frames Worthypothesen erzeugen fallen weg
Wenn wir nun desweiteren alle Regeln und Variablen von A wieder aus der
Grammatik entfernen und nur wieder S zum Parsing verwenden kann ebenfalls die
Komplexit

at nicht steigen Zudem bleibt das Parsingresultat gleich da ja aufgrund
der Umbenennung nur die Regeln von S zur Konstruktion von Kanten oberhalb der
Wortebene verwendet werden konnten
Wenn wir von L
max
Worthypothesen entfernen kann hierdurch ebenfalls die
Komplexit

at nicht steigen
Jede Lattice die durch einen Decoder erzeugt werden kann ist in L
max
enthal
ten Jede echte Lattice kann also aus L
max
durch Entfernen von Worthypothesen
erzeugt werden
Daraus folgt da jede Lattice in On

 geparst werden kann wobei n die Anzahl
der Frames ist die bei der Konstruktion der Lattice verwendet wurden
Dem Leser der glaubt die Komplexit

at h

ange vor allem von der Anzahl der
Worthypothesen ab die zu verarbeiten sind sei gesagt da er recht hat Aufgrund
der Frames und der Lexikongr

oe ist jedoch eine echte obere Schranke f

ur die Anzahl
der Worthypothesen gegeben die

uberhaupt entstehen k

onnen
 Obere Schranke abh

angig von Wortgrenzenhypothesen
Eine einfache

Uberlegung zeigt bereits da die oben angegebene Schranke zu hoch
ist Eine Liste von W

ortern wie beim Standardparsing ist ein Spezialfall einer
Lattice Oensichtlich ist aber die Anzahl der W

orter immer kleiner als die Anzahl
der Frames die zu deren Erkennung verwendet wurden Dar

uber hinaus k

onnte eine
gegebene Lattice L die durch einen Decoder D
 

uber einer Eingabe von n Frames
erzeugt wurde durch einen anderen Decoder D


uber einer Eingabe von n Frames
erzeugt werden Oensichtlich gibt es keinen Grund anzunehmen da L erzeugt
durch D

 ein schwereres Parsingproblem darstellt als L erzeugt durch D
 
 Da ein
Decoder in der Praxis nicht

uber jedem Frame ein Worthypothesenende ausgibt ist
die Anzahl der tats

achlichen Frames ein zu groer Wert f

ur n
Jede Lattice verwendet von n Frames die ein Decoder als Eingabe hatte m
Frames als Anfangs und Endpunkte von Worthypothesen wobei m  n gilt Die
verwendeten m Frames nennen wir Wortgrenzenhypothesen einer Lattice WGL
Die Anzahl der Frames kann nicht kleiner sein als die Anzahl der WGL da
eine Worthypothesengrenze immer auf einen Frame beim Decoding bezogen ist
F

ur eine gegebenen Lattice L k

onnen wir also sagen wieviele Frames minimal
n

otig waren um L zu erzeugen n

amlich die Anzahl von WGL
Da also das Parsing einer Lattice beschr

ankt ist durch On

 wobei n die Anzahl
der Frames ist und f

ur jede Lattice L die Anzahl der Frames nicht gr

oer sein mu
	
als die Anzahl von WGL ist die obere Schranke f

ur das Parsing einer Lattice
durch WGL gebunden
Denition  Obere Schranke f

ur LatticeParsing wobei WGL die in der Lat
tice L verwendeten Anfangs und Endpunke von Worthypothesen sind
OjWGLj

 
Diese Schranke gilt immer noch wenn ein inkrementeller Time Map verwendet
wird wie in Abschnitt  Die Operationen des Parsers sind dann nur nicht mehr
in jedem Falle grammatische Operationen sondern k

onnen auch Vererbungsschritte
sein wie beim Algorithmus  in Abschnitt 
 Komplexit


at in der Praxis
Oben wurde eine theoretische obere Schranke f

ur das Parsing von Lattices bestimmt
Bezogen auf die Praxis von Parsing von gesprochener Sprache folgen daraus einige
Vorgehensweisen direkt

  Es ist sinnvoll Zeitabbildungen wie etwa in Chien et al 	 vorgeschlagen
vorzunehmen Die Reduktion von Knoten durch Zusammenfassung von Wor
thypothesen in der Chart verringert einen Parameter der sich wenigstens
kubisch auf das Zeitverhalten auswirkt
  Sofern Grammatiken zum Parsing verwendet werden die Ableitungseigen
schaften von kontextfreien Grammatiken aufweisen ist eine direkte Verarbei
tung von Lattices bzw Wortgraphen in angemessener Komplexit

at erreichbar
Theoretisch gilt die Schranke von On

 zwar nicht mehr falls zB PATR
artige Grammatiken verwendet werden

 Die kritischen F

alle die Parsing mit
Unikationsgrammatiken sogar unentscheidbar machen k

onnen kommen je
doch in linguistischen Grammatiken nicht vor


Insbesondere beim Schritt zum integrierten SpeechLanguageParsing mit Uni
kationsgrammatiken der in dieser Arbeit unternommen wird hat der letztere Punkt
beachtliche Auswirkungen Kubisches Zeitverhalten ist nur zu erreichen wenn die
M

oglichkeit besteht Structure Sharing und Local Ambiguity Packing w

ahrend des
Parsing zu realisieren Es folgen also unmittelbare Anforderungen an den Typ der
einzusetzenden Unikationsgrammatik Eine HPSGGrammatik bei deren Parsing
echte Relationen ausgewertet werden m

ussen kommt zB nicht in Frage um Wort
graphen direkt zu parsen Die Subsumption ist f

ur eine solche Grammatik nicht
entscheidbar Daher kann ein Parser keine gleichzubehandelnden Mehrfachparses
zusammenfassen wie es bei Local Ambiguity Packing notwendig ist Dies w

urde
immer zu einem exponentiellen Verhalten des Parsers f

uhren

PATRParsing ist NPvollst

andig bereits bei einer eindeutigenEingabesequenz Vergl Perreira
 Warren 

Es handelt sich zB um un

are Produktionen die immer wieder aus einer passiven Kante

uber
einem Eingabeabschnitt neue Kanten erzeugen die weder durch bereits bestehende subsumiert
werden noch selbst eine von diesen subsumieren Eine einfache un

are Regel die eine Liste akku
muliert kann diesen Zweck bereits erf

ullen Eine Unikationsgrammatik erlaubt unendlich viele
sich nicht gegenseitig subsumierende Nonterminale in einer Ableitung  Ein solcher Fall ist jedoch
ein BUG in der Grammatik

Ein anderer wichtiger Punkt ist die Abh

angigkeit der Verarbeitungskomplexit

at
von der Mehrdeutigkeit bzw der Konkurrenz von Hypothesen in einer Lattice Theo
retisch ist in L
max
die Mehrdeutigkeit maximal Sie ist im schlechtesten Fall dem
letzten Frame n  k wobei k die Anzahl der Wortformen im Lexikon ist& in ei
nem Knoten kann jede Wortform enden mit jedem Vorg

angerknoten als Beginn
Oensichtlich wird bei der oberen Schranke dieser Faktor mit zunehmendem n irre
levant Dennoch ist die absolute Zahl der Worthypothesen die eine Lattice enth

alt
ein gutes empirisches Ma f

ur das Parsingproblem Ein BeamDecoder wie der f

ur
die Experimente in dieser Arbeit verwendete ndet oft f

ur ein Frame keine einzige
Wortendehypothese aufgrund seines Beams

 In der Praxis kann mit der Weite des
Beams geregelt werden wieviele Worthypothesen der Decoder erzeugt Im Verh

alt
nis zur Enge des Beams steigt die Zahl der Frames ohne Wortendehypothesen Dies
verkleinert das n welches dominierend in die Parsingkomplexit

at eingeht Als drit
ter Punkt neben den oben erw

ahnten kommt also hinzu

  Es ist sinnvoll durch zus

atzliches Wissen die Menge an Worthypothesen fr

uh
zu beschr

anken
Hinzu kommt da bereits bei einer Basiskomplexit

at von On

 die ja mit Uni
kationsgrammatiken bei vollst

andiger Suche nicht wirklich erreicht werden kann
eine komplette Exploration des Suchraums prohibitiv ist Der vierte wichtige Punkt
ist also die Verwendung von Bewertungen um eine unvollst

andige Suche
 

imple
mentieren zu k

onnen wie in Abschnitt  In diese Arbeit wird daher konse
quent jeder Schritt bei der Verarbeitung durch statistische Modelle bewertet Da
im Verh

altnis zu teuren Unikationsoperationen die numerischen Operationen zur
Berechnung der G

ute von Schritten mit statistischen Modellen billig sind ergibt
sich also die folgende Konsequenz 

  Verwende billige statistische Restriktion vor teurer symbolischer Restriktion
Obwohl wir nicht behaupten wollen da die hier entwickelte Vorgehensweise die
einzig m

ogliche ist werden die vier skizzierten Punkte in dieser Arbeit konsequent
umgesetzt
  LRInkrementelle Chartanalyse und
NGramm Statistik
Inkrementell wie Wir'en
  
betont kann in zweierlei Weise verstanden werden Er
unterscheidet Full Incremental vs LRIncremental W

ahrend das erstere bedeutet
da ein Parser in einer interaktiven Benutzerumgebung Eingaben des Benutzers al
so zB auch Undo%s sofort schritthaltend verarbeitet meint da letztere die schritt
haltende Verarbeitung mit der Sprechrichtung Letzteres l

at sich als Spezialfall des
	
Das Maximum aufgrund dessen die BeamSchwelle berechnet wird liegt in einem solchen
h

augen Fall in der Mitte einer Wortform
 

Mit unvollst

andiger Suche ist in dieser Arbeit eine Suche gemeint die nicht den gesamten
Suchraum explorieren kann Eine Strahlensuche ist in diesem Sinne also unvollst

andig w

ahrend
eine ASuche vollst

andig ist
  


ersteren auassen Wir sind hier ausschlielich an LRInkrementalit

at interessiert
und wenden diese auf Lattices an Der Sinn ist eine parallele Kopplung mit einem
BeamDecoder der ebenfalls schritthaltend zeitsynchron # also LRinkrementell
# arbeitet
In diesem Abschnitt wird der frameweise LRinkrementelle ACP beschrieben
Die Unikationsgrammatik die in allen Experimenten benutzt wurde wird vorge
stellt und einige ihrer Eigenschaften motiviert Dar

uber hinaus wird auf die Un
Wirksamkeit der klassischen Chartparsingtechniken beim Latticeparsing einge
gangen wie etwa TopDown Filtering oder diverse LookaheadTechniken
Schlielich wird die Metrik mit der statistische Bewertungen berechnet werden
und der verwendete PruningMechanismus dargestellt und diskutiert Dabei ist die
Metrik so gestaltet da weitere Quellen statistischer Information leicht integriert
werden k

onnen wie zB in Kapitel  die direkte Integration der Unikationsgram
matik als statistischem Modell
  Zeitsynchroner Chartaufbau
Das Parsingverfahren von Earley 	  baut seine Itemlisten von links nach
rechts auf Der ACP ist insofern eine Generalisierung des Earley Verfahrens als
da die Reihenfolge in der Itemlisten erzeugt und gef

ullt werden parametrisierbar
ist Bei der zeitsynchron inkrementellen Chartanalyse wird wieder ein Schritt zur

uck
getan in Richtung von Earley Die Parsingstrategie bleibt jedoch parametrisierbar
wie beim nichtinkrementellen ACP Die initiale Chart besteht nur aus dem Knoten
	 Die Chart wird erst verl

angert wenn neue Worthypothesen eingelesen werden
Jeder Knoten der Chart ist einem Zeitpunkt zugeordnet mit festen Intervallen
zwischen den Knoten Ein gegen

uber dem Worthypothesen generierenden Modul
exibler Ansatz kann wie folgt aussehen

 Erzeuge Knoten 	 Setze T
aktuell
auf 	
 Lies neue Hypothese w
i
Falls T
aktuell
 endw
i
 f

ulle die Chart mit Knoten
von T
aktuell
bis endw
i
 Setze T
aktuell
auf endw
i

 Parse bis Agenda leer ist
 Goto 
Das linksrechtsVerhalten des Parsers mit der oben angegebenen Kontrollschlei
fe variiert je nachdem in welcher Reihenfolge die zu verarbeitenden Worthypothesen
vorliegen Wenn die Worthypothesen nach den Endzeitpunkten sortiert vom Parser
eingelesen werden ist der Eekt dieses Chartaufbaus eine extreme Breitensuche
Von links nach rechts gesehen werden alle Pfade in einem Einlese und Parse
Zyklus quasi gleichzeitig verfolgt Bemerkenswert ist da auch der Eekt einer
sortierten Agenda v

ollig wegf

allt Lediglich innerhalb eines Items ergibt sich ein
BestFirstEekt Falls die Worthypothese mit dem gr

oten Endezeitpunkt zuerst
beim Parser ankommt wird sofort die ganze Chart initialisiert Es resultiert eine
Bestensuche

uber der ganzen Chart Ob diese Bestensuche im Resultat einer Tiefen
suche oder Breitensuche entspricht h

angt von der verwendeten Metrik f

ur Kanten
und Paare von Kanten auf der Agenda ab In Abschnitt  wird hierauf n

aher
eingegangen

Beim Parsing von Lattices soll nicht der ganze Suchraum durchquert werden
Das Weglassen schlecht bewerteter Pfade Pruning ist unumg

anglich im Hinblick
auf ein Fernziel der Echtzeitverarbeitung Um bei einer zeitsynchronen Verarbei
tung den Suchraum nicht vollst

andig zu durchlaufen Pruning simulieren wir mit
dem ACP das Verhalten eines Beam Decoders Das heit wir verl

angern die Chart
immer nur genau um einen Knoten und lesen dann alle Worthypothesen ein die im
zugeh

origen Frame enden Die Pfade mit zwei verschiedenen eingelesenen Worthy
pothesen in einem Zyklus konkurrieren Diese m

ussen also beim Pruning verglichen
werden Das Verhalten des Chartparsers ist somit strikt linksrechts orientiert
Die folgende vereinfachte Version einer Kontrollschleife die in jeweils modizier
ter Form in den Experimenten in  verwendet wurde erzwingt dieses Verhalten

 Erzeuge Knoten 	 Setze T
aktuell
auf 
 Lies alle neuen Hypothesen w
i
 mit endw
i
  T
aktuell
 Prune
 Parse bis Agenda leer ist
 Inkrementiere T
aktuell
 Goto 
Diese Vorgehensweise l

at die Details sowohl des Pruning als auch des Parsing
selbst v

ollig oen Insofern ist auch noch nichts ausgesagt

uber die Art der verwen
deten Unikationsgrammatikund die Natur des statistischen Modells Auch ist noch
keine Beschr

ankung gegeben bez

uglich der Art von Lattice die durch die Menge
von gelesenen Worthypothesen gebildet wird W

ahrend der Experimente mit einer
OnlineKopplung des LRACP und eines BeamDecoders wird sich zeigen da die
Menge der dabei

ubertragenen Hypothesen einen von links verbundenen Wort
graphen bilden Dies ist jedoch keine Restriktion die von der LREigenschaft des
Parsers herr

uhrt oder nur ein Merkmal des BeamDecoders Es handelt sich um eine
Eigenschaft der zeitsynchronen Kopplung von Parser und Decoder
 

   Verwendete Uni	kationsgrammatik
Wie bereits oben angedeutet wurde ist nicht jede Variante von Unikationsgram
matiken bzw Formalismen f

ur eine eziente Verarbeitung von Lattices geeignet
Insbesondere gilt dies f

ur eine zeitsynchrone Verarbeitung Die Grammatik die hier
verwendet wird ist so gestaltet da sie den folgenden Anforderungen gen

ugt

  Ein Subsumptionstest auf zwei Merkmalsstrukturen ist grunds

atzlich m

oglich
Wie bereits angedeutet wurde ist dies n

otig um eziente Parsingschemata
beibehalten zu k

onnen Immer wenn in der Chart eine passive Kante eingetra
gen wird kann dann

uberpr

uft werden ob bereits eine Kante existiert deren
Merkmalsstruktur die der ersten subsumiert oder von ihr subsumiert wird
 
Siehe auch Abschnitt  f

ur eine ausf

uhliche Diskussion von linksverbundenenWortgraphen

Nur die speziellere bzw allgemeinere
 
der beiden wird dann weiterverfolgt
um Local Ambiguity Packing zu simulieren
 

  Die Regeln der Grammatik sind im Stile von PATRRegeln geschrieben Das
heit man kann eine Regel trennen in einen kontextfreien Regelanteil und
eine Menge von Restriktionen die als Merkmalsstrukturen kodiert sind Dies
hat zweierlei Gr

unde

 Ezientes top down Parsing bleibt auch mit Unikationsgrammatik
m

oglich Beim Pr

adiktorschritt wird dann nur die Information benutzt
die im kontextfreien Teil der Regeln kodiert ist Ein Restriktions
Mechanismus wie bei Shieber  kann hierdurch billig simuliert wer
den
 Die Ableitungen der Unikationsgrammatik k

onnen unkompliziert als
statistisches Modell benutzt werden Wie in Kap  dargestellt kann die
Unikationsgrammatik dadurch mit Varianten von Trainingsverfahren
f

ur kontextfreie Grammatiken trainiert werden
  Restriktionen sind beschr

ankt auf Regeln Dadurch ist beim Parsing garan
tiert da jeweils lokal entschieden werden kann ob die Kombination zweier
Kanten fehlschl

agt oder zu einer neuen Kante f

uhrt Dies erlaubt durchaus
die Einbettung von Funktionen in den Formalismus die sofort ausgewertet
werden k

onnen Volle Relationen jedoch wie sie

ublicherweise in HPSG ver
wendet werden scheiden aus Dasselbe gilt f

ur IDLPGrammatiken generell
deren LPBedingungen global sind Diese Eigenschaft wird essentiell wichtig
wenn vom Parser lokal entschieden werden soll welche W

orter einen partiellen
Parse verl

angern k

onnten Dies geschieht zB in Kapitel  wo der Decoder
von links nach rechts nur vom Parser vorgeschlagene Wortformen mit der Si
gnaldarstellung vergleicht Je weniger Lokalit

at die Grammatik erlaubt desto
unsicherer werden die Vorhersagen des Parsers
Der Formalismus in dem die verwendete Unikationsgrammatik geschrieben
wurde ist detailliert in Euler  dargestellt
 
 	 Eine Merkmalsstruktur
besteht aus einer Konjunktion von Merkmalen und deren Werten und einem Typ
Werte sind wieder Merkmalsstrukturen bzw Disjunktionen von Merkmalsstruktu
ren oder atomare Typen
Ein Beispiel einer Grammatikregel ist die PPRULE in Abbildung  die
Pr

apositionalphrasen aus Pr

apositionen und deren Argumenten aufbaut Der Wert
des semAttributs transportiert die Beschreibung der Semantik Wie in HPSG wird

uber ein subcatAttribut in das

uber Koreferenz das Argument instanziiert wird
die spezielle semantische Spezikation transportiert
 
Beide Strategien sind m

oglich Falls die allgemeinere Merkmalsstruktur verfolgt wird steht
bei einem Fehlschlag der Fehlschlag der spezielleren ebenfalls fest und mu nicht mehr gepr

uft
werden Falls die speziellere Merkmalsstruktur verfolgt wird steht bei einem erfolgreichen Parse
fest da die allgemeinere auch erfolgreich ist und dies mu ebenfalls nicht mehr gepr

uft werden
Verbreiteter ist die erste Strategie
 
vergleiche hierzu im Besonderen Shieber  
 
Ich danke ausdr

ucklich Lutz Euler damals Universit

at Hamburg NatS der bei der Entwick
lung des ASLFormalimus auf zahlreiche meiner Sonderw

unsche eingegangen ist

rulename 	PPRULE	

rule 
ppsyn subcat nil

wh 

ptype 


sem 

psyn subcat 

ptype 


sem 

pargsyn wh 




Abbildung 
 Eine Grammatikregel die Pr

apositionalphrasen aus Pr

apositionen
und deren Argumenten aufbaut
pphon 	NACH	

syn ptype to

subcat  parg syn case akk

xtype local


sem content var 


last nil




sem content var sorte dynamic yes



cond pred goal

theme 

goal 



quant list     

last 



Abbildung 
 Der Lexikoneintrag f

ur lokales nach

Die ganze Regel ist vom Typ rule Das Merkmal rule hat als Wert eine Liste
von Merkmalsstrukturen Die Liste wird von Parser als kontextfreies Regelschema
interpretiert Abbildung  zeigt einen Lexikoneintrag f

ur die Pr

aposition nach
 

Die linguistischen Details der Regeln sind f

ur diese Arbeit weniger von Bedeu
tung Wichtig ist jedoch da die Grammatik eine Semantik im Stile von HPSG
aufbauen kann Obwohl dies ein noch relativ unerforschtes Gebiet darstellt ver
bindet sich damit die Honung m

achtigere Grammatiken auf ein solches Format
auskompilieren zu k

onnen In der verwendeten Unikationsgrammatik wurden die
folgenden Mittel verwendet

  Konjunktion von Merkmalen
  Disjunktion von Merkmalen
  Koreferenz von Pfaden
  Schwache Typen
Auf volle Relationen und Negation ist verzichtet worden da hier eine eziente
Verarbeitung wie sie f

ur LatticeParsing n

otig ist mit derzeitigen Mitteln nicht
erreichbar scheint
  Anwendung von klassischen Strategien
Im Vergleich zu kontextfreien Grammatiken ist die Grundvergleichsoperation bei
Unikationsgrammatiken sehr teuer Um eine angemessene Ezienz zu erreichen
die zB die Durchf

uhrung von zahlreichen Experimenten oder ein Training der
Grammatik

uberhaupt erst erlaubt muten zahlreiche Mechanismen verwendet und
zum Teil erst entwickelt werden Bei einem Vokabular von 		 W

ortern muten bei
den durchgef

uhrten Experimenten zwischen 		 und 		 Worthypothesen erzeugt
werden um f

ur eine

Auerung der L

ange von  Sekunden alle gesprochenen W

orter
in der Lattice zu erhalten Dabei wurden etwa 		 verschiedene Anfangs und End
punkte verwendet Dies ist auch f

ur polynomiale Verfahren ein groes Problem im
besonderen wenn die Grundoperation bereits teuer ist
In der Fachliteratur sind bereits zahlreiche Modikationen der in Abschnitt 
vorgestellten bottom up und top down Parsingstragien diskutiert worden  immer
im Kontext der Verarbeitung einer deterministischen Eingabe Bei Wir'en  ndet
sich ein guter

Uberblick Die folgenden Abschnitte diskutieren diese Techniken im
Hinblick auf ihre Verwendbarkeit f

ur das Parsing von Lattices und hierbei im beson
deren im Hinblick auf LRInkrementalit

at Es zeigt sich da einige der Techniken
dabei v

ollig wirkungslos werden andere sich sogar negativ auswirken und mit dem
Konzept des LRinkrementellen Latticeparsing nicht vertr

aglich sind
 BottomUp Filtering
BottomUp Filtering bezeichnet die bereits von Earley bekannte Technik des Loo
kahead bez

uglich terminaler Symbole einer Grammatik Bereits bei Ney  
 
Die Eintr

age f

ur die Semantikspezikation sowohl der verwendeten Regeln als auch der Lexi
koneintr

age der Unikationsgrammatik stammen von Walther Kasper DFKI Saarbr

ucken

ndet sich die Beobachtung da sich beim Parsing von Lattices verschiedene chart
basierte Verfahren f

ur CFGs mit und ohne Lookahead gleich verhalten
 
 Dies gilt
nicht nur f

ur Parsing mit CFGs Es handelt sich um eine Eigenschaft von Latti
ceparsing Zumeist wird der Begri BottomUp Filtering darauf bezogen da die
durch den Lookahead gegebene Restriktion bei top down Kanteneinf

uhrung durch
einen rekursiven Pr

adiktorSchritt die Menge eingef

uhrter Kanten beschr

ankt Auch
andere Schritte sind so beschr

ankbar
F

ur eine Lattice ist bereits intuitiv klar da die Beschr

ankung durch zu scannen
de Terminale zur rechten schw

acher sein mu als bei deterministischen Eingaben
In jedem Punkt der Chart k

onnen n

amlich viele Worthypothesen beginnen In der
Praxis kommt der Fall extrem selten vor da nur eine Worthypothese zur rechten
vorliegt
Falls beim Pr

adiktorschritt top down kein BottomUp Filtering verwendet
wird dann ist nachdem die Einf

uhrung der Kanten abgeschlossen ist eine Men
ge Term
aktuell
von Terminalen durch die Kanten erreichbar Oensichtlich ist
Term
aktuell
eine Teilmenge des Lexikoninventars Wenn wir nun L
max
betrachten
als schlechtesten Fall so beginnt in jedem Chartknoten jedes Wort des Lexikonin
ventars Es ergibt sich also keine Einschr

ankung Nat

urlich kommt in der Praxis
L
max
nicht vor
 
Dennoch ist das Argument valide Denn bereits eine Teilmenge
des Lexikons Term
aktuell
 reicht aus damit ein Lookahead keine Beschr

ankung
auf den Kanten mehr zul

at Die grunds

atzliche Beobachtung ist da mit dem Ver
zweigungsgrad der zu parsenden Lattice der Grad der Beschr

ankung sinken mu
w

ahrend der Rechenaufwand f

ur den Lookahead steigt
Obwohl Erreichbarkeitstabellen o(ine gut auskompiliert werden k

onnen reicht
das erste Argument aus um f

ur Latticeparsing ein BottomUp Filtering als wir
kungslos zu verwerfen
Wir'en gibt empirische Ergebnisse an

uber Ezienzvergleiche mit verschiedenen
Kombinationen der hier diskutierten Techniken Diese Untersuchungen wurden zwar
nur auf deterministischen Eingaben durchgef

uhrt Dennoch sagen sie etwas aus

uber
die Kraft der Beschr

ankung die durch ein Regeleinf

uhrungsschema entsteht Dabei
zeigte sich da BottomUp Filtering nur in Kombinationmit dem unten diskutierten
Kilbury Schema signikante Verbesserungen erzielt
Die letztere Technik ist jedoch im Zusammenhang mit Latticeparsing ebenfalls
uninteressant wie in Abschnitt  begr

undet wird
Die bisherigen Argumente gelten f

ur die Verarbeitung von Lattices im Allge
meinen Bez

uglich einer LRinkrementellen Verarbeitung des ganzen Systems also
Worthypothesenkonsument Parser und Worthypothesenproduzent Decoder ist
ein Lookahead bez

uglich terminaler Symbole grunds

atzlich nicht anwendbar weil
zum Zeitpunkt der Regeleinf

uhrung die ben

otigten Terminale noch nicht vorliegen
 TopDown Filtering
TopDown Filtering ist die komplement

are Technik zu BottomUp Filtering
W

ahrend bei BUF top down Regeleinf

uhrungen bottom up beschr

ankt werden
verh

alt es sich bei TDF exakt anders herum Vorausgesetzt aktive Kanten werden
bottom up aufgrund einer passiven Kante eingef

uhrt dann l

at sich die Menge der
 
Ney vergleicht CYK  und Earley 

 
In unseren Experimenten treten immer noch Verzweigungen von 
 auf

so eingef

uhrten Regelkanten beschr

anken indem

uberpr

uft wird ob es m

oglich ist
jemals eine bereits im diesem Knoten endende aktive Kante zu erreichen
Grunds

atzlich gilt f

ur TDF dasselbe Argument wie f

ur BUF
 Beim Parsen ei
ner Lattice enden in Vorg

angerknoten viele Worthypothesen Demzufolge sind ent
sprechend mehr konkurrierende Analysen m

oglich was sich in den aktiven Kanten

auert die im Vorg

angerknoten enden Die Beschr

ankung auf bottom up einf

uhr
bare Kanten ist entspechend geringer
TDF ist jedoch mit LRinkrementellem Parsing vertr

aglich Zum Zeitpunkt des
Einlesens neuer Worthypothesen ist die linke Portion der Eingabe bis zu T
aktuell
ja bereits geparst Die n

otige Information f

ur das Filtern steht also zur Verf

ugung
TDF scheidet also daher als Kandidat f

ur eine # wenn auch geringe # Ezienz
steigerung nicht a priori aus
 KilburySchema
Die Kilbury Strategie ist eine modizierte Variante der klassischen bottom up Kan
teneinf

uhrung wie in  dargestellt Bei KS wird jedoch keine leere neue Kante
eingef

uhrt sondern der Parsingschritt

uber passive Kanten hinweg wird sofort aus
gef

uhrt Auer der Startkante existieren leere aktive Kanten nicht bei KS
Bei einem Vergleich verschiedener Strategien in Wir'en   nur mit de
terministischen Eingaben schneidet KS mit BUF und TDF am besten ab Dieses
Ergebnis ist jedoch nicht auf Latticeparsing

ubertragbar
Der Erfolg des Kilbury Verfahrens beruht f

ur deterministische Eingaben dar
auf da ein Schritt immer sofort ausgef

uhrt wird wenn die n

otige Information zu
Verf

ugung steht Dieser Schritt mu sonst zu einem sp

ateren Zeitpunkt sowieso
ausgef

uhrt werden wobei dieselbe Information nochmals berechnet wird Die KS
spart somit f

ur jede bottom up Kanteneinf

uhrung eine Kante und eine zus

atzliche
Vergleichsoperation
F

ur Latticeparsing mit Unikationsgrammatiken gilt jedoch generell da der
Suchraum nicht vollst

andig durchquert werden kann Das Kilbury Verfahren f

uhrt
also eventuell Schritte sofort aus die ansonsten nie ausgef

uhrt werden da sie beim
PruningSchritt wegfallen KS wiederspricht insofern dem Paradigma des statistisch
getriebenen Parsing n

amlich billige vor teurer Restriktion
W

ahrend sich bei einem statistisch getriebenen Parsing

uber einer bereits voll
initialisierten Chart diese Strategie nachteilig auswirken kann ist sie mit LR
inkrementellem statistisch getriebenen Parsing wie es in den folgenden Kapiteln
dargestellt wird g

anzlich unvereinbar Es wird sich zeigen da w

ahrend eines Zyklus
der Kontrollschleife wie in  der Zeitpunkt nachdem leere Kanten eingef

uhrt
wurden am besten geeignet ist um den PruningSchritt auszuf

uhren Genau dieser
Verarbeitungszeitpunkt wird bei KS

ubersprungen
 TopDown mit Shiebers Restriction
Die bisher diskutierten Techniken betreen das Verarbeitungsschema des Aktiven
Chartparsers unabh

angig von der Art der verwendeten Grammatik Der unter dem
Namen Restriction bekannt gewordene auf eine Idee von Shieber   zur

uckge
hende Mechanismus ist direkt auf die Verarbeitung von Unikationsgrammatiken
bezogen Ein Debatte

uber diverse Anwendungen dieses Mechanismus in ACP ndet
sich bei Gerdemann  

Diverse Operationen

uber Unikationsregeln wie etwa die top down Kanten
einf

uhrung der SEEKDOWN Operation k

onnen in Endlosschlaufen laufen wenn
die volle Unikation aller Merkmale verwendet wird Daher schl

agt Shieber  vor
in solchen F

allen nur einen festen Teil der Merkmale und Werte eben die Restricti
on f

ur die Unikation zu benutzen die garantiert zu endlich vielen Auspr

agungen
f

uhrt
Gerdemann   berichtet da mit dieser Technik die Parsingzeit im Ex
periment vom Minutenbereich in den Sekundenbereich gesenkt werden konnte Dies
entspricht unseren Beobachtungen Dennoch erscheint der Schritt den Shieber vor
schl

agt noch nicht konsequent zuende gedacht Obwohl die Verwendung der Restric
tion voll mit Latticeparsing vertr

aglich ist wie auch mit zeitsynchronem Vorgehen
reicht der Ezienzgewinn zumindest in unserer Testimplementation nicht aus um
den Schritt von der deterministischen Eingabe zur Wortlattice mit angemessenen
Parsingzeiten vollziehen zu k

onnen
Unabh

angig von der Parsingstrategie im ACP
 
m

ussen auch bei der Verwen
dung von Shiebers Mechanismus% noch viele Operationen ausgef

uhrt werden um
eine neue aktive Kante einzuf

uhren

  F

ur jedes Regelobjekt mu die Restriction gebildet werden
  Eine Unikation der Restriction mit einem Teilgraph der Regel mu f

ur jede
Regel ausgef

uhrt werden
  Ein Subsumptionstest zumindest der Restrictions zweier Regeln mu f

ur jede
neue Regel mit jeder bereits eingef

uhrten vorgenommen werden


Daher haben wir eine eziente Weiterentwicklung der RestrictionIdee vorge
nommen die den Aufwand f

ur eine top down Kanteneinf

uhrung auf eine klei
ne Konstante reduziert Diese Technik die im folgenden Abschnitt beschrieben
wird macht auch die FilterTechniken obsolet Die vollst

andige Vorverarbeitung
der SEEKDOWN Operation w

are nur mit einem BottomUp Filtering noch zu
verbessern Dieses ist jedoch # wie bereits betont wurde # nur f

ur die Verarbei
tung von deterministischen Eingaben geeignet
  Regelvorverarbeitung im LRACP
Die Unikation ist eine so teure Operation da es n

otig ist soviele Schritte wie
m

oglich vorzuverarbeiten um zu einem ezienten Verarbeitungsmodell zu gelangen
Im LRACP werden daher nur noch die Unikationen der Completeroperation
w

ahrend der Laufzeit ausgef

uhrt Die ScannerOperation verwendet keine Unika
tionen bei Verwendung eines Vollformenlexikons und die SEEKDOWN Operation
wird im hier beschriebenen Ansatz vollst

andig vorverarbeitet Dieser Vorverarbei
tung ist der Abschnitt  gewidmet
 Simulation von Shiebers Restriction durch Typen
Obwohl die Restriction f

ur eine gegebene Merkmalsstruktur sehr klein sein kann sie
wird deniert mu f

ur deren Verarbeitung immer noch der Unikator bem

uht wer
 	
TD oder BU


Siehe auch Gerdemann  
	
den Falls dieser destruktiv ist erfordert die Unikation teures Kopieren falls nicht
immmer noch das Verwalten der Kontexte Um dies zu umgehen kodieren wir die
relevante Information direkt in den Typ einer Merkmalsstruktur Die Typunikati
on allein ohne die Merkmale und Werte der MS ist Ok
 
und im Formalismus
ezient auf Bitvektorebene implementiert

Das schwache Typenkonzept trennt
die Typunikation vollst

andig von der Merkmalsunkation ab Die Typen selbst
haben endlich viele Auspr

agungen und der Verband ist dadurch voll in Bitvektoren
auskompilierbar Anstatt der Unikation mit der Restriction unizieren wir nur die
globalen Typen der Regeln Dies hat die folgenden Vorteile

  Die Information bez

uglich der Auswahl einer Restriction ist fest kodiert und
mu nicht errechnet werden
  Typunikation ist nicht destruktiv und

andert nichts an den Regelobjekten
Es besteht weder Kopier noch Verwaltungsaufwand von Kontexten
  Da die Regelobjekte nicht ver

andert werden entf

allt der Subsumptionstest
beim Einf

uhren leerer Kanten ganz Alle Regelobjekte werden durchnumeriert
und der Redundanztest bei der Einf

uhrung von Regeln besteht nur noch aus
dem Vergleich zweier Zahlen
Diese Abbildung auf endlich viele Instanzen von Regeltypen erlaubt weitere
Schritte in Richtung von Kompilationstechniken die im n

achsten Abschnitt gekl

art
werden
Die linguistische Fragestellung was in einer Grammatik als Typ kodiert sein soll
te ist nat

urlich keineswegs gel

ost Sie f

allt jetzt zusammen mit der Frage welche
Merkmale f

ur eine Restriction in Frage kommen

Ublicherweise wird hier mit Be
grien wie die empirisch maximal restriktive Information hantiert In der Praxis
verwenden wir PartofSpeech und SubcatInformation
Gerdemann  weitet die Anwendung von Shiebers Mechanismus auf verschie
dene Schritte beim ACP aus Durch unser Typsystem weiten wir den Mechanismus
auf alle Unikationen aus Jede Unikation zweier MS erfolgt nach dem folgenden
Schema

 Uniziere die Typen der MS
 Falls dies gelingt kopiere und uniziere die ganzen MS
Es handelt sich hier um eine Auspr

agung des Prinzips Billige Restriktion vor
teurer Restriktion

 Generelle Regelvorverarbeitung
In der Literatur gibt es eine Reihe von weiteren Mechanismen wie Parsing ezient
betrieben werden kann Neben parallelisierenden Verfahren wie etwa  die an
dieser Stelle weiter keine Beachtung nden sind Tabellenverfahren denkbar Der
in Kap  beschriebene GLRP

nutzt zur ezienten Verarbeitung aus da
 
k ist die L

ange der Bitvektoren und h

angt von der Menge der Typen ab

Siehe Euler 
 
  Der verwendete Unikationsformalismus ist dort beschrieben

der auch das Leitparadigma des ganzen Abschnitts  bildet

F

ur weitere Literaturreferenzen siehe Abschnitt 


Regelfolgen im kontextfreien Fall sich vorher in eine Sprungtabelle auskompilieren
lassen Viele grammatische Tests werden dabei gespart
Auch beim ACP lassen sich statische Regelfolgen vorher in Tabellenform able
gen um Rechenaufwand zu sparen Theoretisch gibt es kein Hindernis eine Chart
durch ein GLRPVerfahren aufzubauen

 Staab   der eine Variante des
hier vorgestellten LRACP mit einer kontextfreien Grammatik entwickelt adap
tiert unseren AgendaMechanismus zum Pruning der in sp

ateren Abschnitt 
und  vorgestellt wird
Eine Alternative ist die Vorherberechnung der SEEKDOWN Operation soda
nur noch der Redundanztest beim Einf

uhren neuer leerer Kanten anf

allt
Die hier beschriebenen Techniken sind bei Unikationsgrammatiken im Stile von
PATR anwendbar sofern das Typsystem gewissen Anspr

uchen gen

ugt


Durch die Verwendung von globalen Typen der Regelinstanzen als kontextfreies
Ger

ust einerseits und die Simulation von Shiebers Restriction Parsing ergeben sich
immer endlich viele Regelinstanzen Wie bereits betont ist ein Subsumptionstest
dadurch beim top down Einf

uhren von leeren Kanten nicht n

otig Der rekursive
Aufruf der SEEKDOWNOperation terminiert wenn in allen Verzweigungen des
rekursiven Abstiegs keine neue Regel mehr eingef

uhrt werden kann Da durch die
Typunikation die Regelgebilde nicht ver

andert werden kann diese Folge von Regeln
f

ur jeden m

oglichen Typ vorherberechnet werden Sie ist statisch Dies ist dann
gew

ahrleistet wenn kein Typsystem mit rekursiver Typinferenz verwendet wird
Beim Errechnen der Folge ist durch die rekursiven Aufrufe eine Reihenfolge
festgelegt in der die Typunikationen gelingen Indem wir nun mehr Informati
on hinzuf

ugen n

amlich die Unikation der ganzen Merkmalsstrukturen werden
zus

atzliche Folgen ausgeltert
Wir tun dies jedoch nur beim Errechnen der Regelfolgen Eingef

ugt werden nur
die Regelobjekte ohne die zus

atzlichen hineinuni	zierten Merkmale und Werte
Wir k

onnen so also

  Die gesamte SEEKDOWNOperation oline berechnen und das Ergebnis in
einer Tabelle halten deren Schl

ussel jeweils Typen sind und deren Eintr

age
Regeln sind
  Die maximale Beschr

ankung der gesamten Unikationsoperation beim
Einf

uhren von leeren Regeln anwenden Nur der allererste Schritt ist hier
von ausgenommen Beim Anstoen des SEEKDOWN durch eine nicht leere
aktive Kante wird nur der Typ betrachtet der als HashKey verwendet wird
Dies ist n

otig um die Tabellenschl

ussel endlich zu halten


Diese Technik ist im

ubrigen bei bottom up Parsingstrategie nicht anwendbar
Hier k

onnen nur die unmittelbaren Regeleinsetzungen aufgrund von Terminalen 
xiert werden Alle anderen passiven Kanten die nicht nur ein Terminal

uberdecken

Eine Agendagetriebener GLRP

uber einer Chart f

ur Worthypothesen wird derzeit in Staab
 entwickelt Es handelt sich hierbei um eine parallele Entwicklung zum LRACP

Der Ansto sich mit der Vorwegkalkulation von Regelfolgen zu befassen kam von G

unther
Neumann DFKI Saarbr

ucken der mich  in einem Gespr

ach auf diese M

oglichkeit beim ACP
hinwies Er befate sich damals innerhalb des Projektes DISCO mit der Vorherberechnung von
Regeleinf

uhrungsmechanismen in der Chart

In der Praxis sind es endlich viele Auspr

agungen f

ur einen Korpus Das Argument gilt dennoch
man ersetze nur endlich durch klein und schnell vergleichbar

entstehen dynamisch und k

onnen theoretisch nicht auf endlich viele Instanzen be
schr

ankt werden ohne auf die volle Unikation zu verzichten und nur das kontext
freie R

uckrat der Typen zu verwenden Damit aber w

are zum Beispiel gegen

uber
dem GLRP kein Vorteil gegeben Die Anwendung der Technik bei bottom up Par
sing nur unter Verwendung der Typinformation entspricht in etwa der Verwendung
eines nichtdeterministischen LRTableaus beim GLRP In beiden F

allen m

ussen alle
Merkmalsunikationen w

ahrend der Laufzeit ausgef

uhrt werden jedoch nur in den
F

allen in denen die Tabelle angibt da die Typunikation gelingt

Wir verwenden die top down Regeleinf

uhrung in allen Experimenten mit Lattices
in dieser Arbeit Mit allen Techniken die hier vorgestellt werden hat sie sich als
vertr

aglich erwiesen

  Statistisches Language Modell
Um Lattices ezient parsen zu k

onnen ist es # wie oben bereits bemerkt # nicht
mehr m

oglich den Suchraum vollst

andig zu durchqueren Die Standardmethode die
Suche zu beschr

anken ist die Verwendung von Bewertungen der Erkennungsg

ute
aus der Akustik Bestensuche in der Chart die diese Bewertungen verwendet wurde
von verschiedenen Autoren vorgestellt ua von P

aseler  Kogure   
Thompson 	 	 Ney   Chien et al 	  und Weber  



Eines der Hauptargumente f

ur eine Kopplung von Parsing und Decoding mit
einer NBesteSchnittstelle die bei verschiedenen Autoren wiederholt wurde ist etwa
paraphrasiert wie folgt

 
  Wende billige Restriktion vor teurer Restriktion an
Dieses bestechende Paradigma dem aus der Sicht des Softwareengeneering kaum
widersprochen werden kann wenden wir nun konsequent innerhalb des ACP an Der
Unterschied zur NBesteSchnittstelle ist jedoch die Granularit

at der Operationen
bez

uglich derer billige statistische vor teurer symbolischer Restriktion angewendet
wird Wir kombinieren die Suche und die Analyse wobei vor jedem Analyseschritt
die G

ute des Schrittes vorher durch ein statistisches Modell bewertet wird
Im ACP wird beim Latticeparsing analog zur Verarbeitung deterministischer
Eingaben ein m

oglicher Suchschritt dargestellt durch ein Paar von aktiver und
passiver Kante Jedes dieser Paare

uberspannt einen Teilpfad von Worthypothesen
in der Lattice Wir verwenden also das statistische Languagemodell um jedes Paar
zu bewerten bevor die grammatische Operation die Fundamentale Regel des ACP
angewendet wird
Chien et al   schlagen ebenfalls ein

ahnliches Verfahren vor

 Bi
GrammModell und Unikationsgrammatik lose zu koppeln Sie konzentrieren sich

Der GLRP nutzt noch mehr Information aus die im LRTableau kodiert ist Um den BUACP
wirklich mit der gleichen vorverarbeiteten Information auszustatten m

uten bei der Vorverarbei
tung noch die Reihenfolgen der Anwendbarkeit leerer Kanten mitkodiert sein Dies ist durchaus
m

oglich
	
In diversen Tests

uber deterministischen Eingaben ergab diese Regelvorverarbeitung eine Hal
bierung der Zeit f

ur das Parsen eines Satzes


Sicher ist diese Literaturangabe unvollst

andig Es handelt sich jedoch wie gesagt um eine
Standardvorgehensweise
 
Siehe ua Chow  Schwartz   oder Schwartz  Austin  

Im Fr

uhjahr  als die Vorarbeiten und ersten Experimente zu dem hier pr

asentierten
Verfahren bereits stattgefunden hatten erschien die Arbeit von Chien et al die unabh

angig auf

jedoch in ihrer Arbeit auf eine klassische Bestensuche

uber der ganzen Breite der
Chart
Chien et al  verwendeten ein wortformorientiertes BiGrammModell da

uber einer Sammlung chinesischer Schulb

ucher trainiert wurde Die Perplexit

at von
	 scheint sehr niedrig zu sein f

ur ein Modell das

uber Sprachdaten die nicht
dom

anenspezisch sind trainiert wurde M

oglicherweise sind im Chinesischen die
Restriktionen bez

uglich der Serialisierung rigider als im Deutschen
Die Experimente in dieser Arbeit sind allesamt mit dem gleichen BiGramm
Modell ausgef

uhrt worden das

uber Dialogen der Zugauskunftsdom

ane trainiert
wurde Die Testsatzperplexit

at des Modells nach Jelinek et al   wurde mit
 gemessen
Eine Kopplung von BiGramm mit unikationsbasiertem Latticeparsing inner
halb eines GLRP ndet sich auch bei Schmid   Die Suche in der Lattice und
das eigentliche Parsing sind hier jedoch vollst

andig voneinander abgekoppelt Daher
ist das Verfahren nicht f

ur unsere Zwecke geeignet Bei Schmid  werden mit
hilfe von kombinierter akustischer und BiGrammBewertung sukzessive Pfade aus
der Lattice extrahiert und einem GLRP f

ur deterministische Eingaben

ubergeben
Dieses Vorgehen entspricht einer Simulation einer NBesteSchnittstelle auf der Ba
sis einer Wortgraphenschnittstelle mit allen Vor und Nachteilen die in Abschnitt
 beschrieben wurden Schmid  f

uhrt dabei eine gepackte Darstellung der
NBesteKetten Repr

asentation ein Das Packen erfolgt jedoch nur von links Es
entsteht also ein Baum der mit einer A$Suche durchlaufen wird Dabei wird das
BiGrammModell im Grunde doch wieder aus dem eigentlichen Parsing herausge
zogen
In Staab forthcoming  wird eine engere Kopplung vogenommen die in ihren
Grundz

ugen den hier vorgeschlagenen Methoden entspricht Die Verwendung einer
passiven Chart im GLRP und eine Agendagetriebene Kontrolle kommt dem im
folgenden Abschnitt dargestellten Ansatz sehr nahe

Obwohl die Vorgehensweise von Schmid  bei ausreichender Erkennungsg

ute
zu guten Resultaten f

uhrt verfolgen wir diesen Ansatz nicht weiter da er mit LR
Inkrementalit

at schwer vereinbar ist
Die Metrik und der PruningAnsatz der im n

achsten Abschnitt beschrieben
werden sind mit jeder Art von NGrammModell vertr

aglich
Alle Experimente wurden nur

uber einem Vokabular von 		 W

ortern aus
gef

uhrt da die Unikationsgrammatik nicht mehr abdeckt F

ur eine eziente Im
plementierung des PredictionProtokolls des ACP zur top down Beschr

ankung des
Decoders ist ein klassenbasiertes Modell Voraussetzung

 Dies wird unten weiter
diskutiert werden
dieselbe Grundidee einer losen Kopplung von BiGrammModell und Unikationsgrammatik im
Chartparser gestoen waren

Durch die Verwendung der passiven Chart und einer Agenda zeigt Staab forthcoming da
eine Strahlensuche

uber der Agenda mit kombinierten Bewertungen wie sie hier entwickelt wird
auch mit einem GLRP vertr

aglich ist

Ein einfaches Klassenmodell gen

ugt Es mu sich nicht um ein doppelt stochastisches Modell
handeln in der Art von Kneser und Ney   obwohl dies auch vertr

aglich ist

  Metrik und Pruning
In diesem Abschnitt wird auf die wenigen bisherigen Ans

atze eingegangen die In
formation statistischer Sprachmodelle Languagemodelle in der Chartsuche ver
wenden Es stellt sich dabei heraus da diese Ans

atze teilweise unkorrekt oder zum
gew

unschten Zweck nicht einsetzbar sind Eine eigene Metrik wird vorgestellt die
einige Probleme besser l

ost als die bisherigen Ans

atze
	 Bisherige Ans

atze
Die Ans

atze in der Literatur die statistische Languagemodelle und Parsing

uber
Wortgraphen eng verzahnen sind nicht zahlreich Neben Hauenstein  Weber 
 	

 die eine vereinfachte Form des hier vorgestellten Verfahrens verwenden
kombinieren Chien et al  aktives Chartparsing

uber Lattices und Suche mit
einem BiGrammModell
Der Ansatz von Chien et al  ist agendabasiert Jedes Paar von Kanten das
dem ACPAlgorithmus zufolge auf die Agenda gestoen wird erh

alt eine Bewertung
Als Bewertung wird direkt die BiGrammWahrscheinlichkeit des vom Kantenpaar

uberdeckten Pfades in der Lattice verwendet Die Metrik die hierf

ur angegeben
wird ist lediglich die BiGrammApproximation

zuz

uglich einer initialen Wahr
scheinlichkeit f

ur das erste Wort des Pfades


Denition  Metrik zur Berechnung von Kantenbewertungen wie bei Chien et
al angegeben

P W
n
  P W
a
W
i
  P w
a 

Y
km
P w
ak
jw
ak  
P w
i 
jw
am

Y
km
P w
ik
jw
ik  


Beim Verfahren von Chien et al sind also auf der Agenda immer alle Kanten
nach BiGrammWahrscheinlichkeiten geordnet Im Experiment vergleichen sie nun
Bestensuche nur aufgrund von Wahrscheinlichkeiten und Bestensuche mit zus

atzli
cher ad hoc L

angenpr

aferenz Selbstverst

andlich ist die zweite Variante wesentlich
ezienter aber fehleranf

alliger Dies erkl

art sich wie folgt

Wenn nur absolute Wahrscheinlichkeiten des BiGramms verglichen werden sind
alle l

angeren Pfade unwahrscheinlicher als alle k

urzeren Dies ist eine Eigenschaft der
Statistik und grunds

atzlich korrekt Indem die Bestensuche diese Werte als Pr

afe
renzkriterium benutzt werden also k

urzere Wortketten bevorzugt Es resultiert ein
starker Breitensucheekt

 Um den Eekt zu verhindern wird ein zus

atzliches heu
ristisches Kriterium hinzugef

ugt da eine starke Tiefensuchtendenz einf

uhrt Indem
jedoch immer nur die l

angsten Pfade betrachtet werden und davon dann diejenigen

In Hauenstein  Weber  sind kleine Teile des Abschnitts  bereits ver

o	entlicht

Siehe hierzu die Einf

uhrung Kap 


Wobei wir nur vermuten k

onnen da es sich hier um einen DummyMarker oder eine Uni
GrammWahrscheinlichkeit handelt Dies wird von Chien et al  nicht weiter erl

autert

Das resultierendeSuchschemakorrespondiertmit derUniform Cost Search in der Terminologie
von Shapiro 
  Eine solche Suche garantiert zwar das Aunden des besten Pfades ist aber
kritisch in Bezug auf Speicheraufwand Bei gr

oeren Unikationsgrammatiken ist daher solches
Verfahren nicht mehr praktikabel

mit der gr

oten Wahrscheinlichkeit verliert das Suchverfahren die Eigenschaft die
beste L

osung zuerst zu nden
Chien et al verzichten auf jede Art von Normalisierung der verwendeten
Wahrscheinlichkeiten im Verh

altnis zur L

ange oder einer oberen Schranke f

ur die
G

ute der Beobachtung Daher ist ihre Vorgehensweise nicht sinnvoll Im n

achsten
Abschnitt wird entwickelt wie eine solche Metrik die ein statistisches Language
modell und Unikationsgrammatiken lose koppelt aussehen kann
Direkte Ans

atze zum statistischen Parsing enge Kopplungen werden in Ab
schnitt  nicht weiter diskutiert Diesem Thema ist das ganze Kapitel  gewidmet
	 Eine exible Metrik f

ur LRinkrementelles ACP
Zun

achst soll gekl

art werden was eine allgemeine Metrik f

ur die Einbeziehung von
BiGrammModellen bei der Latticesuche des ACP eigentlich leisten soll

  Alle Kanten  also auch zB leere aktive Kanten  sollen korrekt und fair
bewertet werden k

onnen
  Paare von Kanten die gleichzeitig auf der Agenda liegen k

onnen sollen echt
vergleichbar sein Dies bedeutet da Normalisierungen wie sie zB bei Chien
et al  nicht vorkommen vorgenommen werden m

ussen
  Der maximale Kontext der zur Einf

uhrung von Kanten f

uhrt soll dargestellt
werden
  Die Metrik soll f

ur LRACP geeignet sein aber m

oglichst generell genug sein
um auch f

ur eine breite Suche eingesetzt zu werden
  Akustische Bewertungen von Worthypothesen des Decoders sollen korrekt in
die Metrik eingehen
  Die Metrik soll erweiterbar sein Andere Quellen statistischer Information sol
len bei Bedarf einfach hinzugef

ugt werden k

onnen

Bei der Berechnung von Bewertungen mu zun

achst gekl

art werden was Nor
malisierung bedeutet Wie in Abschnitt  erl

autert sind beim Decoding Pfade
entweder vergleichbar weil sie wirklich gleich lang sind Beamdecoder oder weil
durch eine Restkostensch

atzung die gleiche L

ange hergestellt wird Stackdecoding
Reine Wahrscheinlichkeiten sind f

ur verschieden lange Beobachtungen nicht ver
gleichbar da die Anzahl der Multiplikationen verschieden ist und die Werte nicht
in der selben Gr

oenordnung liegen Dies gilt sowohl f

ur den Vergleich verschie
den langer Wortketten mit BiGrammBewertungen als auch f

ur verschieden lange
Worthypothesen Bei einem ViterbiBeamdecoder


korrespondiert die L

ange ei
ner Worthypothese in Frames mit der Anzahl der ausgef

uhrten Multiplikationen
f

ur HMM

Uberg

ange
 
 Die minimale Anforderung f

ur den Vergleich verschieden
langer Einheiten ist die Herstellung der gleichen Gr

oenordnungen
	
Wie zB in Kapitel 


Wie derjenige von A Hauenstein Univ HH der f

ur die Experimente in dieser Arbeit verwen
det wurde
 
Die

Uberg

ange sind die l

angenmodellierende Komponente

Wir unterscheiden also vorl

aug Wahrscheinlichkeit und l

angennormalisierte
Wahrscheinlichkeit Sp

atestens ab der Verwendung von Kombinationen von Wahr
scheinlichkeiten die durch verschiedene Modelle gegeben werden sprechen wir nur
noch von Bewertung
Denition  L

angennormalisierte akustische Wahrscheinlichkeit einer Wort
hypothesenkette
 logP
N
W jHMM
logP
N
W jHMM 
logP W jHMM
)Frames

Die akustische Bewertung die in Kantenbewertungen eingeht entspricht der
l

angennormalisierten akustischen Wahrscheinlichkeit Leere Kanten bei denen im
Nenner 	 auftauchen k

onnte werden weiter unten diskutiert Beim Vergleich zweier
Pfade wird nunmehr akustisch verglichen wie gut Hypothesen

uber einem Fra
me sind Analog gehen wir bez

uglich der NGrammBewertungen vor Dabei wird
nat

urlich auf ein Wort anstatt auf ein Frame zur

uckgerechnet

Denition  L

angennormalisierte NGrammWahrscheinlichkeit einer Wort
hypothesenkette
 logP
N
W jNGramm
logP
N
W jNGramm 
logP W jNGramm
)W

orter  

In der Praxis werden akustische Modelle und Sprachmodelle selten

uber der
gleiche Stichprobe trainiert Auerdem sind die Modelle bez

uglich der Anzahl der
trainierten Parameter verschieden Dies f

uhrt zur Unvergleichbarkeit solcher Bewer
tungen Wir f

uhren daher ein Gewicht  ein um dieses Problem zu l

osen F

ur ein
gegebenes Paar von statistischen Wissensquellen mu ein solches Gewicht eingere
gelt werden


Denition 
 Kombinierte normalisierte Bewertung KNB einer Worthypothe
senkette mit Gewichtung
 logP
NG
W jNGrammHMM
logP
NG
W jNGrammHMM  logP
N
W jHMM "   logP
N
W jNGramm 
Bei KNB wie in  werden der akustische Anteil und der NGrammAnteil der
kombinierten Bewertung zuerst normalisiert und dann kombiniert Dieses Vorgehen
ist einerseits nicht zwingend andererseits sogar eher ungew

ohnlich Wenn in einem
Decoder NGramm

Uberg

ange direkt beim Beginn eines neuen Wortmodells auf
addiert werden w

urde dies eher der folgenden Art der Kombination entsprechen


In den Experimenten dieser Arbeit ist das Gewicht zwischen Speech und Languagemodell
konstant gehalten worden Es wurde dabei von Hand gesetzt Durch eine HillclimbingProzedur
sollte f

ur ein gegebenes System eine Optimierung erreicht werden k

onnen Wir haben dies nicht
experimentell versucht sind jedoch der Ansicht da es sich um ein erforschenswertes Architektur
problem f

ur die Zukunft handelt

Denition 	 Normalisierte kombinierte Bewertung NKB einer Worthypothe
senkette mit Gewichtung
 logP
NG
W jNGrammHMM
logP
NG
W jNGrammHMM 
  logP W jNGramm " logP W jHMM
)W

orter   " )Frames

Wir wollen zwei Wortketten W und V betrachten die

uber k Frames hypothe
tisiert wurden W besteht aus vielen kurzen W

ortern w

ahrend V nur aus wenigen
langen W

ortern besteht
Falls bei der ViterbiBerechnung der akustischen Bewertung immer beim
Wort

ubergang die NGramm Bewertung aufaddiert wird so entsteht eine kombi
nierte Bewertung f

ur W und V aus verschieden vielen Additionen da durch die
Wort

ubergangsstrafe kein Frame konsumiert wird

Der durch das NGramm ge
gebene Anteil an der Bewertung von V ist wesentlich niedriger als bei W
Es gibt mehrere Argumente KNB zu verwenden anstatt NKB

  Bei der Kopplung des Parsers mit einem Beamdecoder im n

achsten Abschnitt
wird die NGrammWahrscheinlichkeit  zumindest bei der bottom up Kopp
lung  nur vom Parser verwendet F

ur Wort

uberg

ange im Decoder wird immer
eine konstante Wort

ubergangsstrafe verwendet die jedoch nicht mit an den
Parser

ubertragen wird F

ur zwei Ketten W und V die vomDecoder hypothe
tisiert wurden wurden also immer gleich viele Additionen ausgef

uhrt bevor
die NGramm Bewertung im Parser hinzugef

ugt wird
  Wenn wie in Kapitel  noch Ableitungswahrscheinlichkeiten der Unikati
onsgrammatikmit in die kombinierte Bewertung aufgenommenwerden sollen
gr

oere Ableitungsb

aume nicht zu einem gr

oeren Gewicht des Grammatiks
cores f

uhren Sp

atestens hier deckt sich KNB mehr mit der Intuition als NKB
  Die Verwaltung von KNB ist wesentlich einfacher Beim inkrementellen Time
Map

werden teilweise akustische Anteile von Bewertungen einer Update
Operation unterworfen Indem alle Anteile getrennt gehalten werden und nur
vor Vergleichen zusammenaddiert werden sind solche Operationen wesentlich
billiger zu implementieren
  KNB mit einem bestimmten Gewicht  entspricht der Annahme da der N
GrammAnteil f

ur ganze

Auerungen immer konstant ist in anderen Worten

Die Anzahl gesprochener W

orter f

ur einen Abtastzeitraum variiert nicht sehr
stark im Bereich ganzer zu parsender

Auerungen

  Im Experiment nur mit akustischem und NGramm Bewertung konnte von
uns kein Unterschied in der Erkennungsleistung festgestellt werden
Bisher sind zwei der geforderten Punkte beinahe erf

ullt
 NGramm und aku
stischee Bewertung k

onnen integriert werden Dar

uber hinaus k

onnten wir zumin
dest passive Kanten

uber beliebigen Pfaden vergleichen Um alle Forderungen zu

Vergl Ney  

Siehe Kapitel 


M

oglicherweise tri	t das nur f

ur die von uns verwendeten Sprachdaten zu Bekanntlich variiert
die Sprechgeschwindigkeit bei spontaner Sprache wesentlich st

arker als bei gelesener

erf

ullen teilen wir die Bewertung von Kanten auf in eine INSIDEBewertung und
eine OUTSIDEBewertung

Denition  INSIDEBewertung einer Kante K die W

uberspannt
 PIK
PIK 

logP
NG
W jNGrammHMM falls lengthW   	
	 falls lengthW   	

Die INSIDEBewertung geht also f

ur alle Kanten aus dem Pfad in der Lattice
hervor den sie unmittelbar

uberspannen Nur die leeren aktiven Kanten erhalten
per Denition den Wert 	 Somit kann 	 nicht im Nenner von Gleichung  oder
 erscheinen
Die OUTSIDEBewertung richtet sich nach der Art der Kanteneinf

uhrung des
Parsingalgorithmus Sie soll die Evidenz aus dem Kontext widerspiegeln mit der es
dazu kam da eine Kante entstehen konnte W

ahrend bei einem bottom up Par
singschema neue aktive Kanten nur aufgrund von terminalen Ereignissen eingef

uhrt
werden ohne da der sonstige Zustand der Chart eine Rolle spielt ist der Kontext
auer der jeweiligen Worthypothese leer Die Bewertung der Worthypothese jedoch
spiegelt sich bereits voll in der dazugeh

origen INSIDEBewertung der passiven Kan
te wieder Im Falle von BUParsing ist also die OUTSIDEBewertung einer leeren
Kante 	 Auch bei allen anderen Kanten gilt im Falle der BUVerarbeitung da der
Kontext aufgrund dessen eine Kante eingef

uhrt wird immer nur der

uberspannte
Pfad ist
Denition  OUTSIDEBewertung einer Kante K die W

uberspannt f

ur
BOTTOMUP Parsingschema
 POK
POK  PIK 
Im Falle von top down Parsing wird die Einf

uhrung leerer Kanten ausgel

ost
durch bereits bestehende aktive Kanten w

ahrend der SEEKDOWN Operation Die
einf

uhrende aktive Kante konnte wiederum selbst nur durch einen entsprechenden
linken Kontext in der Chart entstehen Wir denieren also die OUTSIDEBewertung
bei top down Verarbeitung rekursiv ausgehend von der Startkante in Knoten 	 die
mit dem Wert 	

initialisiert wird f

ur leere aktive Kanten
Denition  OUTSIDEBewertung einer Startkante K
init
 f

ur TOP DOWN
Parsingschema
 POK
init

POK
init
  	 

Die Namen INSIDE und OUTSIDE

ubernehmen wir vom InsideOutsideAlgorithmus
Baker   oder Jelinek 
  Der IOA verwendet f

ur die Kalkulation von Ableitungs
wahrscheinlichkeiten einenOutsideScore jedoch f

ur den gesamten Kontext rechts und links von ei
ner Variablen die einen Teilbaum dominiert In unsererMetrik wird von der OUTSIDEBewertung
nur der linke Kontext dargestellt wie ein einem LRinkrementellen Verfahren nicht anders zu er
warten P

aselers   IS und AS korrespondiereneher mit den hier verwendetenBewertungen
enthalten jedoch nur akustische Modellwahrscheinlichkeiten

Wahrscheinlichkeit 

Denition  OUTSIDEBewertung einer leeren inaktiven Kante K
j
 f

ur TOP
DOWN Parsingschema
 POK
j

POK
j
  POK
i
 gdwK
j
eingef

uhrt wird vonK
i
	
Innerhalb eines Knotens erhalten also alle leeren aktiven Kanten die OUTSIDE
Bewertung derjenigen Aktiven die zu ihrer Einf

uhrung f

uhrte Wenn die OUTSIDE
Bewertung den linken Kontext einer Kante wiederspiegeln soll dann heit das im
vorliegenden Fall da der bis zu dieser Kante bereits geparste Pfad der dahin
f

uhrte in die Bewertung eingehen mu Wir erreichen dies indem wir beim Kombi
nieren von aktiven und passiven Kanten die OUTSIDEBewertung der neuen Kante
aus der OUTSIDEBewertung der aktiven und der INSIDEBewertung der passi
ven zusammensetzen Dadurch wird immer die ganze Bewertung von Knoten 	 an
bis zum aktuellen Verarbeitungszeitpunkt aufgesammelt unabh

angig von aktuel
len Span der beiden involvierten Kanten Bei einer Anwendung der Fundamentalen
Regel wird also die INSIDEBewertung rekursiv berechnet wie durch die Denitio
nen    und  gegeben

Um das NGramm korrekt in die Berechnung
zu integrieren f

uhren wir f

ur jede Kante den Pfad von Worthypothesen durch die
Lattices mit aufgrund derer sie eingef

uhrt wurde

Denition  WordsK ist die Kette von Worthypothesen die von K direkt

uberspannt wird
Denition  Rekursiver Aufbau des Pfades einer Kante
 PathK
 Der Pfad der Startkante ist der Marker  begin 
 Bei jedem SEEKDOWN wird der Pfad von der einf

uhrenden an die ein
gef

uhrte aktive Kante vererbt
 F

ur jede Kombination von aktiver Kante K
i
und passiver Kante K
j
ist der
Pfad die Konkatenation von PathK
I
 und WordsK
j

Wir verwenden die obige Denition des Pfades einer Kante in der Kalkulation
der neuen OUTSIDEBewertungen Dabei mu der Pfad zugreifbar sein da der N
GrammWert an der Stelle der Verbindung der Kanten mit in das Resultat eingehen
soll
Denition  Berechnung der neuen OUTSIDEBewertung bei Anwendung der
Fundamentalen Regel

POW
k
  Normalize 
DenormalizePOW
i
 "
DenormalizePIW
j
 "
logP lastWordsW
j
jfirstPathW
i
 N  Gramm  

Nat

urlich wird in der Implementation nicht wiederholt die Rekursion ausgef

uhrt Der bereits
berechnte Teil sowohl von INSIDE als auch OUTSIDEBewertung wird aus den bereits bestehen
den Kanten genommen
	
Obwohl Denition  im Vergleich zu den simplen Gleichungen oben unelegant
anmutet ist sie nichtsdestotrotz korrekt Da alle Werte von PO und PI normalisiert
sind k

onnen sie nicht direkt verrechnet werden Die logarithmischen Darstellungen
der Modellwahrscheinlichkeiten k

onnen addiert werden Anschlieend wird das Er
gebnis wieder normalisiert

Denormalize  um pr

azise zu sein  dekomponiert INSIDE und OUTSIDE
Bewertungen wieder in ihre akustischen und NGrammAnteile und rechnet die
Normalisierung zur

uck soda die

Ubergangsstrafe zum NGrammAnteil hinzuad
diert werden kann Normalize tut genau das inverse hierzu Beide Anteile werden
wieder normalisiert und zusammenaddiert
In der Implementierung wird f

ur eine Kante immer die logarithmische Darstel
lung der Wahrscheinlichkeiten getrennt f

ur Akustik und Sprachmodell mitgef

uhrt
Die Anzahl

uberdeckter W

orter und Frames ist ebenfalls f

ur jede Kante bekannt
Die aktuellen normalisierten Werte werden ebenfalls mitgef

uhrt um sie nicht f

ur
jeden Vergleich neu berechnen zu m

ussen Neue Werte f

ur neue Kanten werden
schlielich in logarithmischer Darstellung von Modellwahrscheinlichkeiten berech
net wobei Teilkalkulationen f

ur die Kanten die von der Fundamentalen Regel kom
biniert werden verwendet werden Erst f

ur die Einordnung eines Paares von Kanten
auf der Agenda wird dann wieder normalisiert
	 Pruning und Suche
In Abschnitt  ist bereits angedeutet da in jedem Parsezyklus der Pruning
Schritt zuerst erfolgt und die verbleibenden Parseschritte nachher ausgef

uhrt wer
den Die Details dieser Vorgehensweise und die Gr

unde hierf

ur sollen an dieser Stelle
erl

autert werden
Zun

achst stellt sich die Frage wieso Pruning

uberhaupt n

otig ist Pruning ist
keinesfalls eine Notwendigkeit im Latticeparsing Gerade im Bereich Chartparsing
ist eine Bestensuche ohne Pruning die

ubliche Vorgehensweise wie zB bei Chien et
al 	 und    Dabei w

urde bei einer Agendagetriebenen Architektur
wie in  nur das jeweils beste Paar von Kanten auf der Agenda weiterverfolgt
und nach jedem Parseschritt alle neuen sich ergebenden Paare in die sortierte Agen
da eingef

ugt Danach wird wieder nur das beste Paar geparst usw
Falls die N besten WortketteAnalysePaare gefunden werden sollen ist dies
eine geradlinige Vorgehensweise Bekanntlich ist sie jedoch an einige Voraussetzun
gen gekn

upft Da bei dieser Art der Suche bewertungsgetrieben in die Tiefe gesucht
werden soll sind einige Bedingungen erforderlich die im folgenden diskutiert wer
den
  Verschieden lange Pfade m

ussen echt vergleichbar sein Dies kann zB durch
die Normalisierung teilweise erreicht werden Dennoch ist zu bedenken da es
sich hierbei nur um eine Approximation einer echten Vergleichbarkeit handelt
Durch die Normalisierung der Anzahl von Additionen wird im Grunde nur ei
ne gleiche Gr

oenordnung von numerischen Bewertungen hergestellt

Uber
verschiedenen Signalabschnitten k

onnen dennoch abh

angig von lokalen Ma
xima zwei Hypothesen mit der selben normalisierten Bewertung einmal gut
und ein anderes mal schlecht sein # immer relativ zu den direkt

uber dem
	
In  wird daf

ur die intuitiv zug

angliche Funktionenschreibweise benutzt

selben Abschnitt konkurrierenden Hypothesen Bereits bei Woods  
wird durch die ShortfallMethode ein Verfahren vorgestellt in einem Chart
parser alle Bewertungen in Verh

altnis zu lokalen Maxima zu relativieren Die
Voraussetzung hierf

ur ist jedoch da die besten Hypothesen immer zuerst
eintreen Dies ist nicht mit einer LRinkrementellen Architektur vereinbar
  Um zB eine A$Suche durchf

uhren zu k

onnen mu dem Parser der gesamte
Wortgraph vorliegen und eine optimistische Restkostensch

atzung vorgenom
men werden k

onnen Bei einer LRinkrementellen Vorgehensweise ist die er
ste Bedingung theoretisch nie erf

ullt Die zweite Forderung kann nat

urlich
f

ur die NGramgetriebene Suche erf

ullt werden indem der Anteil der Rest
kostensch

atzung auf 	 gesetzt wird Im Restultat entspricht dies aber ei
ner UniformCostSuche


 obwohl die Normalisierung daf

ur sorgt da kein
zus

atzliches Tiefenkriterium n

otig ist wie bei Chien et al 
 
  Eine Restkostenfunktion die wirklich optimistisch sch

atzt # also eine
m

oglichst gute untere Schranke der Kosten angibt kann in einem unika
tionsbasierten Parser nicht zur Verf

ugung stehen W

ahrend der Suche werden
Pfadverl

angerungen immer auch durch grammatische Operationen veriziert
Das heit da der noch unbekannte Teil eines Pfades immer grammatisch
scheitern kann # also die Kosten unendlich gro werden

 Die G

ute der
Restkostenfunktion kann also nicht garantiert werden Praktisch gesehen heit
dies da zahlreiche Pfade bis kurz vor dem

Auerungsende top sein k

onnen
jedoch im n

achsten Schritt vollst

andig an einer scheiternden Unikation be
endet werden m

ussen
Verschiedene Experimente in denen der Parser

uber bereits eingelesenen Wort
graphen eine Bestensuche ausf

uhrt wobei alle Kantenpaare

uber beliebigen Signal
abschnitten miteinander verglichen werden f

uhrten zu guten Ergebnissen Durch
die Normalisierung der Bewertungen wird ein Eekt erreicht als w

are die Rest
kostensch

atzung bei A$ immer entsprechend der durchschnittlichen Bewertung des
bekannten Abschnitts Dies f

uhrt theoretisch dazu da die beste L

osung nicht zu
erst gefunden werden mu Der Fall trat wirklich in einem von zehn F

allen auf
wobei die korrekte L

osung jedoch nie unterhalb von Rang  lag

Indem wir jedoch durch die Kontrollschleife in Abschnitt  ein striktes LR
Kriterium einf

uhren wird diese Suche wie ja bereits oben angef

uhrt obsolet
Wenn bei einer LRinkrementellen Suche und Analyse alle Pfade zeitsynchron
verfolgt werden resultiert  auch wenn Bewertungen verwendet werden ein Brei
tensucheekt Dies ist jedoch aufgrund der Gr

oe des Suchproblems prohibitiv
In linksrechts orientierten Verfahren in der Spracherkennung sind BeamSearch
Verfahren bereits erfolgreich eingesetzt worden wie zB im SphinxSystem von Lee
  oder bei Ney   Dies ist bei zeitsynchronen Pfadsuchproblemen
eine angemessene Vorgehensweise wenn keine gute Restkostensch

atzung verf

ugbar
ist


Vergleiche Shapiro 
  und dort zitiert Pohl   und Davis et al  

 
Der Unterschied liegt hier nicht mehr in der Suchstrategie Durch die Normalisierung wird
lediglich die Scoring Funktion gerechter als in 

Was heit da der Zielzustand nie erreicht werden kann

Hierbei ging es nicht um eine Erkennungsrate sondern nur um die Vollst

andigkeit des
Suchverfahrens

P
aseler   hat bereits eine solche Vorgehensweise f

ur den Earley
Algorithmus angewendet auf Mengen von Worthypothesen vorgeschlagen Nur un
ter Verwendung von akustischen Bewertungen von Worthypothesen und einer kon
textfreien Grammatik werden dort gute Ergebnisse erzielt Hier wird jedoch direkt
auf der Liste von Worthypothesen f

ur einen Parsezyklus ein Pruning vollzogen Da
bei P

aseler  nur mit akustischen Bewertungen gearbeitet wird ist das Pruning
aufgrund dieser lokalen Information gerechtfertigt Im vorliegenden Ansatz wird je
doch zus

atzlich mit statistischer LanguageInformation gearbeitet Es kann also f

ur
ein Wort entschieden werden wie gut es in einem bestimmten linken Kontext wird
Beim Pruning soll daher die M

oglichkeit bestehen da Worthypothesen im Kontext
von bestimmten Suchpfaden unter den Beam fallen jedoch in anderen Kontexten
nicht Wir realisieren das Pruning daher als Nichtbeachten von Kantenpaaren der
Agenda und nicht vor dem Scanning

 als Verwerfen von Worthypothesen Folg
lich k

onnen wir Worthypothesen in einem gutbewerteten Kontext weiter verfolgen
dieselbe Hypothese in einem anderen Kontext jedoch verwerfen
Bei LRACP wird nach dem Einlesen der Worthypothesen f

ur jede Hypothese
pro Lesart im Lexikon eine passive Kante in die Chart eingef

ugt F

ur jede dieser
Kanten wird ein Paar mit jeder adjazenten aktiven Vorg

angerkante auf die Agen
da gestoen Nach dem Einlesen enth

alt die Agenda eine Liste aller unmittelbar
m

oglichen ersten Operationen von disjunkten Folgen von CompleterOperationen
Da alle aktiven Kanten von Paaren aufgrund der Bestensuche beim Parsing die
Bewertungen der besten Pfade tragen und damit eine untere Kostenschranke dar
stellen k

onnen die nachfolgenden jeweiligen Completerschritte nicht besser werden
Sie werden also durch ihre prototypische Anfangskonguration auf der Agenda voll
repr

asentiert Es kann nicht passieren da ein Kantenpaar da beim Pruning ver
worfen wurde sp

ater im Completerschritt besser w

urde
Flexibles Pruning erreicht man durch einen Oset vom lokalen Maximum wie
in P

aseler   oder Lee   Wir addieren also in jedem Zyklus einen
Oset auf das bestbewertete Paar der Agenda Die Agenda wird schlielich geteilt
in die H

alfte oberhalb der Beamschranke und diejenige unterhalb Die folgenden
Voraussetzungen sind gegeben

  BEAMVALUE ist der Parameter f

ur die Weite des Suchstrahls
  Score gibt f

ur ein Paar von aktiver und passiver Kante auf der Agenda des
sen Bewertung zur

uck Die Bewertung eines Paares ist immer die Bewertung
der neuen Kante die bei einer erfolgreichen Kombination entst

unde wie in
Abschnitt 
  Die Agenda wird immer sortiert gehalten dh ein neues Paar wird immer
gleich einsortiert

Das eigentliche Parsingverfahren f

ur einen Zyklus kann dann wie folgt beschrie
ben werden


Welches im

Ubrigen als eigenst

andige Operation beim unikationsbasierten ACP gar nicht
existiert da ja bei stark lexikalisierten Unikationsgrammatiken die Terminale der Grammatik
Merkmalsstrukturen sind und nicht W

orter Ein explizites Lexikon f

ur die kontextfreieGrammatik
hingegen existiert nicht bei P

aseler 

Bekanntlich erfolgt dies bin

ar in Ologn

Denition  LRACP mit Strahlensuche nach rechts
 F

ur alle ankommenden Worthypothesen in einem Zyklus
 F

uge W
i
in die
Chart ein soda alle Paare von aktiven Kanten mit W
i
auf die Agenda ge
stoen werden
 BESTVALUE sei MAXScoreactiveW
i
 die Bewertung des TopPaares auf
der AGENDA
 PRUNEVALUE 
 BESTVALUE  BEAMVALUE
 Teile die Agenda in PARSEAGENDA und PRUNEAGENDA soda der
Wert des letzten Paares von PARSEAGENDA noch besser ist als PRUNE
VALUE
 Parse PARSEAGENDA
 SaveAgenda
Wie bei P

aseler  wird die Strahlensuche hier nur nach rechts ausgef

uhrt
Ein Unterschied zwischen dem Ansatz in Algorithmus  und P

aselers Ansatz
besteht nur in der Miteinbeziehung eines gr

oeren Kontextes um die Bewertung f

ur
das Pruning vorzunehmen
In Algorithmus  wird zuerst die gesamte aktuelle Agenda f

ur einen Parse
zyklus gebildet F

ur alle Paare die auf PARSEAGENDA entfallen also oberhalb
des Beams liegen wird die vollst

andige Completeroperation ausgef

uhrt Genau hier
liegt jedoch die Schw

ache gerade des P

aselerAnsatzes

W

ahrend die Completeroperation # also die R

uckw

artssuche im Parser # al
leine bereits quadratisch ist und das Parsing also kubisch ist die R

uckw

artssuche
im Decoder viel billiger

Ein solches Vorgehen im Hinblick auf die enge Kopplung
von Parser und Decoder bringt also bez

uglich der Komplexit

at starke Nachteile
Eine traditionelle bottom up Architektur w

are hier immer

uberlegen
Gerade durch das Pruning

uber der Agenda ist jedoch beim LRACP im Unter
schied zu P

aseler die M

oglichkeit gegeben auch beim Completerschritt eine Strah
lensuche auszuf

uhren
Um die Strahlensuche im LRACP bei der Suche nach rechts und der Suche nach
links einzusetzen darf das Pruning nicht mehr nur strikt

uber der initialen Agenda
eines Zyklus stattnden Die Agenda bleibt bis zum Ende des Zyklus ungeteilt wird
jedoch nur bis zur Beamschwelle zugegrien Wenn also w

ahrend der Completer
operation neue Paare auf die Agenda gestoen werden k

onnen diese ebenfalls noch
unter die Suchschranke fallen
Die SaveAgendaOperation die unten noch weiter erl

autert wird rettet schlie
lich die Agenda wenn alle aktuellen Paare w

ahrend der Completeroperation unter
die Schwelle gefallen sind
Denition 
 LRACP mit Strahlensuche nach rechts und links

Da bei P

aseler noch eine kontextfreie Grammatik verwendet wurde el der Completerschritt
nicht so teuer aus Durch die Verwendung einer Unikationsgrammatik wird dieses Problem erst
prominent

 F

ur alle ankommenden Worthypothesen in einem Zyklus
 F

uge W
i
in die
Chart ein soda alle Paare von aktiven Kanten mit W
i
auf die Agenda ge
stoen werden
 BESTVALUE sei MAXScoreactiveW
i
 die Bewertung des TopPaares auf
der AGENDA
 PRUNEVALUE 
 BESTVALUE  BEAMVALUE
 Parse AGENDA bis der Wert des TopPaares kleiner als PRUNEVALUE ist
 SaveAgenda
In den Experimenten die in Abschnitt  referiert sind wurde f

ur den expe
rimentierten Bereich ein lineares Verh

altnis von Worthypothesen zum Arbeitsauf
wand erreicht
Die Operation SaveAgenda besteht darin in jedem Zyklus die verbleibende
Agenda unterhalb der Suchschwelle in einer globalen Liste aufzuheben
Indem wir alle Paare aufheben die bei der Strahlensuche unterhalb des Such
strahls liegen kann im Falle des Fehlschlagens der Strahlensuche der verbleibende
Suchraum noch weiter exploriert werden Die Gr

unde sind naheliegend

Zur Bewertung von Suchpfaden vor dem Pruning wird nur die statistische Kom
ponente verwendet

 Es kann also der Fall auftreten da alle Suchpfade die einen
Beamschritt

uberlebt haben sp

ater durch ein Scheitern von Unikationsoperatio
nen absterben In diesem Falle wird kein Ergebnis gefunden Um zu garantieren da
das beste parsbare Ergebnis gefunden wird sofern die gesamte Menge von Worthy
pothesen ein solches enth

alt sehen wir vor bei fehlschlagendem Beamsearch noch

uber der ganzen Chart weitersuchen zu k

onnen
  Parse zeitsynchron bis das erste beste Resultat gefunden wird
  Falls kein Resultat gefunden wird parse die globale PRUNEAGENDA bis
ein Resultat gefunden wird
Damit ist die M

oglichkeit gegeben ezient zeitsynchron zu parsen bzw zu su
chen jedoch im Falle eines Fehlschlages ein Recovery vorzunehmen Das Verfahren
wird so robust gegen

uber den Fehlern die durch die Verkn

upfung von statistischer
und symbolischer Restriktion auftreten k

onnen
Es bleibt anzumerken da die Flexibilit

at mit der hier vorgegangen werden
kann durch die Abstraktion von Daten und Kontrolle erm

oglicht wird die dem
aktiven Chartparsing inh

arent ist

Dies

andert sich auch nicht falls  wie in Kapitel   die Unikationsgrammatik trainiert wird

Kapitel 
Interaktion mit einem
BeamDecoder
Bisher ist ein Parsingmodell vorgestellt worden da im wesentlichen die folgenden
Eigenschaften vereint

  Parsing erfolgt

uber Lattices Grunds

atzlich kann jede auf einem Zeitraster
verankerte Menge von Worthypothesen verarbeitet werden Eine erfolgreiche
Suche kann erfolgen wenn die Eingabe ein von links verbundener Wortgraph
ist Letzteres wird in Abschnitt  noch detaillierter untersucht
  Die Analyse erfolgt mit einer Unikationsgrammatik Dies erm

oglicht die
Kopplung mit einer echten Semantik Wie zB in HPSG  kann hier
Syntax und Semantik in den selben Regeln verarbeitet werden
  Die Suche und Analyse erfolgt simultan
  Suche und Analyse sind lose gekoppelt Der Suchraum wird bewertet durch
akustische Scores NGram Scores und Parsbarkeit der Unikationsgramma
tik Bei Ausf

uhren der Suche werden alle drei Restriktionsarten gleichzeitig
angewendet
  Die Suche nach rechts ist unvollst

andig Nur aufgrund der probabilistischen
Modelle plausible Suchpfade werden weiterverfolgt
  Die Suche nach links ist unvollst

andig Die Strahlensuche nach rechts und
nach links ist einheitlich

uber die Agenda gesteuert
  In einer optionalen zweiten Suchphase ist die Suche vollst

andig Das Verfahren
wird hierdurch robust
 
Wichtig f

ur ein Verarbeitungsmodell ist jedoch auch die Einbettung in einen
Systemzusammenhang Nur durch den Einsatz in einem echten System sind die
 
Insbesondere robust gegen einen zu engen Beam

Vor und Nachteile eines Verarbeitungsmodells korrekt zu beurteilen In diesem Ab
schnitt werden daher verschiedene Kopplungen mit einem Viterbi Beam Decoder

beschrieben Der Schwerpunkt liegt dabei auf zwei verschiedenen Arten der Kopp
lung mit top down Datenu die beide LRinkrementell sind Hierf

ur sind spezielle
Erweiterungen des LRACP n

otig die vorgestellt und diskutiert werden
 LRinkrementelle Architektur
In der Literatur sind einige psycholinguistisch motivierte Modelle des integrierten
Sprachverstehens vorgeschlagen worden wie zB Briscoe   oder G

orz  
Weber   Diese Modelle haben immer gemeinsam da verschiedene Verarbei
tungskomponenten die f

ur das Modell angenommen werden parallel und zeitsyn
chron im Sinne der Sprechrichtung arbeiten
Obwohl solche und vergleichbare Arbeiten immer richtungsweisend f

ur die vor
liegende Arbeit waren haben sie ohne Ausnahme die folgenden M

angel

  Anwendungsbeispiele sind immer konstruiert
  Die verwendeten Techniken sind exotisch und empirisch nicht getestet
  Tests auf echten Daten sind meistens nicht dokumentiert Es ist zu vermuten
da sie nie durchgef

uhrt wurden
Mit dem LRACP ist die M

oglichkeit vorhanden eine zeitsynchrone interaktive
Kopplung mit einem Decoder zu realisieren und zu testen Der Grund hierf

ur ist
da die Ingredienzien des LRACP Standardtechnologien darstellen
In einer bottom up Standardarchitektur werden von der Akustik bis zur Seman
tikkonstruktion drei Wissensquellen angewendet

Hidden Markov Modelle zur Suche der besten Wortkandidaten
NGrammModelle zur Suche der besten Wortkette
Unikationsgrammatiken zum Aufbau einer syntaktischsemantischen Beschrei
bung
Bei den verschiedenen Kopplungen die in diesem Kapitel beschrieben sind wer
den ebenfalls nur diese Wissensquellen angewendet Die Reihenfolge in der Be
schr

ankungen durch die Wissensquellen angewendet werden ist jedoch verschieden
Neben den psycholinguistisch motivierten Modellen gibt es bereits eine kleine
Zahl von Arbeiten die technisch ausgearbeitet sind Hier sind vor allem Murveit et
al 	  und Dupont   zu nennen aber auch bereits P

aseler   Neuere
Untersuchungen mit stochastischen CFGs nden sich auch in Jurafsky et al 
 In all diesen Arbeiten werden jedoch als Formalismus zur symbolischen Sprach
beschreibung nur endliche Automaten bzw kontextfreie Grammatiken eingesetzt

 Realistische Sprachbeschreibungen auch

uber eingeschr

ankten Dom

anen k

onnen

Der verwendetet Decoder stammt von Andreas Hauenstein Universit

at Hamburg Siehe auch
Hauenstein  Weber a und b  

In Jurafsky et al  wird in einer Funote angemerkt da sie ebenfalls beabsichtigen in
zuk

unftiger Forschungsarbeit zu merkmalsbasierten Sprachbeschreibungen

uberzugehen

jedoch auf der Basis solcher Formalismen nicht erreicht werden Insofern sind die
dort beschriebenen Ergebnisse zwar ermutigend aber noch nicht wirklich aufschlu
reich Wir pr

asentieren in diesem Abschnitt verschiedene LRinkrementelle Kopp
lungen von Decoder und Parser wobei nur Standardtechnologie verwendet wird
wie sie auch in ausgearbeiteten seriellen Systemen verwendet wird Der Schritt zur
interaktiven Kopplung mit einer Unikationsgrammatik ist auch der Schritt in Rich
tung einer realen Anwendung f

ur maschinelle

Ubersetzung oder Auskunftssysteme
durch den Anschluss an eine echte Semantik die

uber Spielanwendungen hinausge
hen kann
  Bottom Up Inkrementelle Kopplung
Die einfachste Art der Kopplung die sich LRinkrementell verh

alt ist die bottom
up inkrementelle Kopplung BUI Diese Art der Kopplung ist nicht interaktiv dh
der Datenu geht nur in eine Richtung # vom Decoder zum Parser
Das Verhalten des Beamdecoders ist dabei insofern abweichend von einer
Standardimplementierung als jede gefundene Wortendehypothese sofort als Wor
thypothese an den Parser geschickt wird Da der Beamdecoder frameweise von links
nach rechts entlang der Zeitachse der Eingabe arbeitet kommen alle Worthypothe
sen mit dem gleichen Endezeitpunkt auf einmal Im Experiment schickt der Decoder
nach jedem Zyklus ein Synchronisationssignal an den Parser
Die a priori gegebenen Eigenschaften dieser Art der Kopplung sind folgende

  Der Decoder kann nachdem er das Synchronisationssignal gesendet hat weiter
arbeiten w

ahrend der Parser ebenfalls arbeitet Logisch gesehen ist also eine
echte Parallelit

at realisiert
  Bis auf die Eigenschaft Worthypothesen sofort auszugeben bleibt der Deco
dingalgorithmus unver

andert
  Der Decoder verwendet nur das akustische Modell
  Der LRACP wird direkt # wie bisher beschrieben # eingesetzt
  Obwohl beide Komponenten synchron arbeiten sind sie bez

uglich der Infor
mation die sie verarbeiten abgekapselt
Die Wissensquellen sind bei BUI wie in Abbildung  auf die Komponenten
verteilt W

ahrend die Suche im Decoder nur durch das akustische Modell gesteuert
wird ist beim LRACP das Suchverhalten durch das akustische Modell das stati
stische Languagemodell und die Unikationsgrammatik gesteuert Der Datenuss
in Abbildung  durch die Pfeile dargestellt geht nur in Richtung des Parsers
Die bereits erw

ahnte Parallelisierbarkeit von BUI ist deren groer Vorteil ge
gen

uber nicht inkrementellen Verfahren einerseits aber auch den top down Varian
ten die im folgenden vorgestellt werden Indem die BUI Kopplung keine Antworten
des einen Moduls an ein anderes vorsieht um etwa dessen Suchverhalten zu beein
ussen mu auch nicht gewartet werden Hinzu kommt da der Parser

ublicher
weise das langsamere Modul ist

 In den Experimenten in Abschnitt  sind daher
beide Module als je ein Proze auf einem eigenen Prozessor realisiert

Standardalgorithmen f

ur Decoding sind On

 die f

ur Parsing sind On



Unifikatiosgrammatik
N-Gram-Modell
HMMs
HMMs
Parser
Decoder
Zeitachse der Eingabe
Zeitachse der Verarbeitung
Abbildung 
 Parser und Decoder bei BUI

Durch die Kopplung bei BUI erhalten wir ein System mit zwei unabh

angigen
Suchstrahlen Dies ist grunds

atzlich mit der bottom up Vorgehensweise vertr

aglich
 Bottom Up Inkrementelle Kopplung mit Top
Down Verikation
In einer zeitsynchronen interaktiven Architektur gibt es zwei M

oglichkeiten Parser
und Decoder zu koppeln Die Kontrolle liegt jeweils bei einem der Module Die
bottom up inkrementelle Kopplung mit top down Verikation BUITDV ist der
Fall bei dem der Decoder die Kontrolle hat

Wenn ein Beamdecoder nur die akustischen Modelle verwendet dann wird beim
Wort

ubergang eine Strafe aufaddiert die eine Ination von Wortanf

angen vermei
det Falls im Decodingschritt bereits das statistische Sprachmodell mitber

ucksich
tigt wird dann wird genau diese Strafe durch die vom Sprachmodell gegebene
Wort

ubergangsstrafe ersetzt
Da in einem LRinkrementellen System der LRACP schritth

alt steht je
doch noch mehr Information zum Zeitpunkt eines m

oglichen Wort

ubergangs zur
Verf

ugung
Der LRACP kann f

ur jede gesendete Worthypothese entscheiden
  ob es einen Pfad von Worthypothesen gibt f

ur den die aktuelle Hypothese
eine parsbare Verl

angerung darstellt
  und wie die LanguageStrafe f

ur den besten parsbaren Vorg

anger ist
Indem diese Information als top down Nachricht an den Decoder zur

uckgesendet
wird erh

alt der Decoder nicht nur statistische Languageinformation sondern auch
symbolische Languageinformation aus der Beschr

ankung der Unikationsgramma
tik
Auf der Seite des Decoders soll die vomParser zur Verf

ugung gestellte Language
information als Wort

ubergangsstrafe in die LR Viterbisuche integriert werden F

ur
jede begonnene Wortkopie des Decoders mu dies jedoch nur einmal stattnden
Das heit das jede bottom up an den Parser gesendete Hypothese entweder noch
zu verizieren ist oder die entspechende Parserinformation dem Decoder bereits
bekannt ist Jede bottom up gesendete Worthypothese wird hierf

ur mit einer ent
sprechenden Markierung ausgestattet Auf der Seite des Parsers sind geringf

ugige
Voraussetzungen f

ur den folgenden Algorithmus zur Verikation von Worthypothe
sen n

otig

  Jede empfangene Worthypothese erh

alt fortlaufend eine eindeutige Worthy
pothesennummer
  Jede empfangene Worthypothese ist vom Decoder markiert als bekannt oder
neu # je nachdem ob die Wortkopie des Decoders auf der die Hypothese
beruht bereits veriziert wurde oder nicht

Grunds

atzlich sind auch andere F

alle denkbar etwa derjenige Fall bei dem ein drittes Modul
die Kontrolle hat und Decoder und Parser aufruft Solche F

alle werden hier nicht betrachtet
sondern nur die direkte Kopplung
	
Unifikatiosgrammatik
N-Gram-Modell
HMMs
Parser
Decoder
N-Gram-Modell
HMMs
Unifikatiosgrammatik
Zeitachse der Eingabe
Zeitachse der Verarbeitung
Abbildung 
 Parser und Decoder bei BUITDV

  Ein erweiterbarer eindimensionaler Array A wird f

ur die Verwaltung des Ve
rikationsmechanismus ben

otigt F

ur die Worthypothesennummer als Index
wird in A eingetragen ob die Hypothese noch veriziert werden mu oder
nicht


Der Algorithmus f

ur einen Parsezyklus ist dann wie folgt gegeben

 F

ur alle ankommenden Worthypothesen in einem Zyklus

a Falls die Worthypothese W
i
bekannt ist setze Ai auf 	
b Falls die Worthypothese W
i
neu ist setze Ai auf 
c F

uge W
i
in die Chart ein soda alle Paare von aktiven Kanten mit W
i
in die Agenda eingetragen werden
 Bestimmte Maximum und Beamschwelle
 F

ur alle Paare activeW
i
 in PARSEAGENDA

 absteigend

a Parse activeW
i

b Falls activeW
i
 erfolgreich geparst und Ai   dann sende
VERIFYactiveW
i
 Setze Ai auf 	
 F

ur alle Paare activeW
i
 in PRUNEAGENDA

 absteigend

a Falls Ai   dann sende VERIFYactiveW
i
 Setze Ai auf 	
b SaveAgenda
Der Aufwand f

ur den Verikationsmechanismus ist gering In Experimenten die
in Abschnitt  beschrieben sind war der zus

atzliche Zeitaufwand praktisch nicht
mebar
Die Nachricht die jeweils an den Decoder geschickt wird ist ein Tripel beste
hend aus der Worthypothese dem Vorg

anger und der BiGrammTransition der
beiden

Denition  VERIFYactiveW
i
 
W
i
 lastPathactive logPW
i
jlastPathactiveBiGramm
Obwohl hier eine BiGrammBewertung zur

uckgegeben wird ist der Kontext
global Durch die Verwaltung mit dem Array A ist garantiert da jede Wort
hypothese h

ochstens einmal veriziert wird Die Verikation oberhalb des Beams
f

ur W
i
kommt aufgrund des besten parsbaren Paares activeW
i
 zustande weil
die gesamte Agenda immer sortiert gehalten wird Die BiGrammBewertung die
zur

uckgegeben wird ist also diejenige mit dem Vorg

anger aus dem global besten
Suchpfad Lokal kann es durchaus vorkommen da es einen besseren Vorg

anger zu
W
i
gibt Dieser w

are beachtet worden wenn beim Decoding das Languagemodell di
rekt verwendet worden w

are Durch den hier beschriebenen Ansatz wird jedoch der

auerungsbezogen globale NGramKontext und die Parsbarkeit mitber

ucksichtigt

In unserer Implementation steht dort nur  oder 

also oberhalb des Beams

also unterhalb des Beams

In einer fr

uhen Version des Verfahrens wurden Verikationen nur aufgrund der
Paare in PARSEAGENDA erzeugt Schritt  Alle Hypothesen deren Paare s

amt
lich unterhalb der Beamschwelle liegen wurden nicht veriziert Der Decoder setzte
dadurch solche Pfade auf eine Wahrscheinlichkeit von 	 Dies f

uhrte bei vielen Er
kennungsexperimenten zu einem Zusammenbruch soda gar keine

uberspannende

Auerung erkannt werden konnte Indem auch Paare aus PRUNEAGENDA ve
riziert werden Schritt  wird eine h

ohere Robustheit erzielt Dies erkl

art sich
wie folgt
 F

ur eine Wortkopie innerhalb des Decoders wird die erste Wortendehy
pothese oberhalb des akustischen Beams zur Verikation an den Parser geschickt
Wenn diese nun in allen Paaren unter den Beam des Parsers f

allt stirbt die gesam
te Wortkopie innerhalb des Decoders Die Wortkopie k

onnte jedoch in unmittelbar
folgenden Frames noch bessere akustische Bewertungen erzielen soda Paare mit
den entsprechenden Hypothesen im Parser wieder

uber die Beamschwelle gelangt
w

aren Es empehlt sich also nicht Pfade mit Worthypothesen zu fr

uh vollst

andig
auf 	 zu setzen
Indem nun  ohne da geparst wird  der dem Pruning unterliegende Teil der
Agenda nochmals durchsucht wird nach Worthypothesen die bis dahin noch nicht
veriziert wurden ergibt sich der folgende gew

unschte Eekt Falls eine solche Wor
thypothese akustisch gut war mu die schlechte Languagewahrscheinlichkeit f

ur
den global schlechten Score verantwortlich sein In diesem Fall enth

alt die Veri
kationsnachricht mit hoher Wahrscheinlichkeit eine schlechte NGramBewertung
Falls jedoch nur die schlechte Akustik einen ansonsten guten Pfad hat unter den
Parserbeam sinken lassen dann enth

alt die Verikationsnachricht an den Deco
der m

oglicherweise eine relativ gute Languagebewertung Diese wird vom Decoder
schlielich auf ein Wortmodell aufaddiert welches akustisch in folgenden Frames
ebenfalls noch besser werden wird Falls letzteres geschieht wird in folgenden Zy
klen der ganze Pfad

uber die Beamschwelle des Parsers gelangen Falls nicht ergibt
sich auch kein St

oreekt
Abbildung  stellt die globale Konguration von Decoder und Parser bei Bot
tom Up Inkrementeller Analyse mit Top Down Veri	kation dar Beide Module arbei
ten zeitsynchron jeweils um ein Frame versetzt auf dem gleichen Signalabschnitt
Der L

owenanteil des Datenusses ist bottom up Ein vergleichsweise kleiner Daten
uss erfolgt top down Die Module ber

ucksichtigen bei der jeweiligen Suche alle drei
Wissensquellen
Die BUITDV Kopplung enth

alt ein prizipielles ProblemW

ahrend die Wort

uber
gangsstrafe v w bei BUI und auch bei TDPI vergl n

achsten Abschnitt beim

Ubergang von v nach w dem Decoder bekannt ist steht sie bei BUITDV erst am
Ende von w zur Verf

ugung Fr

uhestens wenn der korrespondierende ParseZyklus
einen Parseschritt mit der ersten Hypothese f

ur w ausf

uhrt kann eine Nachricht
an den Decoder die

Ubergangsstrafe v w zur Verf

ugung stellen F

ur den Decoder
ergibt sich also keine Beschr

ankung f

ur w wenn w erst begonnen wird
Ein

ahnliches Problem ergibt sich beim Beam Decoding mit Baumlexika wie
zB bei Ney   oder Aubert et al  
 Bei einem Baumlexikon steht
erst wenn ein Wortendezustand  also ein Blatt des Baums  erreicht ist fest
welche Wortform bearbeitet wurde Erst dann kann die Initialisierung durch den
Wort

ubergang f

ur das Wort erfolgen das bereits bearbeitet wurde Ein in Aubert
et al  skizzierter Ausweg ist ein sich langsames Anschmiegen an den eigent
lichen

Ubergang w

ahrend der Baum durchlaufen wird In  wird letztlich nur der

UnigramWert hierf

ur verwendet
Unser Problem ist in sofern einfacher als da keine feinen Zwischenzust

ande
existieren da wir kein Baumlexikon verwenden Bei BUITDV gibt es im Decoder
die Situation da ein Wort begonnen wird jedoch die Wort

ubergangsstrafe noch
nicht bekannt ist Zus

atzlich gibt es den Zustand da die Wort

ubergangsstrafe vom
Parser zur Verf

ugung gestellt wurde und nachtr

aglich aufaddiert wird
Die BiGrammStrafe des besten Vorg

angers der dem Decoder bekannt ist stellt
in unserem Fall eine gute obere Schranke f

ur die durch den Parser zur

uckgegebene
Wort

ubergangsstrafe VerW eines Wortes dar Oensichtlich kann VerW nicht
besser sein als die BiGrammStrafe des besten Vorg

angers Falls VerW schlech
ter ist wird die Dierenz nachtr

aglich  also am Ende des Wortes  aufaddiert
Wir k

onnen also durch die BiGrammStrafe ohne das Filtern durch den Parser als
vorl

auge Approximation der Verikation durch den Parser einsetzen und in einem
nachtr

aglichen Korrekturschritt den echten Wert wiederherstellen
In den Experimenten in Abschnitt  wurde diese Variante nicht verwendet
da der Unterschied zwischen BUI und BUITDV auch ohne diese Verbesserung gut
sichtbar wird Dennoch existiert das Problem und daher wurde eine L

osung skizziert
BUITDV ist auch mit einem Baumlexikon vertr

aglich In diesem Falle wird der
in Aubert et al  verwendete Korrekturschritt durch den Korrekturschritt wo
erg

anzt

 Top Down Pr

adiktive Inkrementelle Kopplung
W

ahrend bei BUITDV der Decoder jeden Frame zuerst bearbeitet und der Parser
immer einen Schritt weit hinterherhinkt ist die Top Down Pr

adiktive Inkrementelle
Kopplung genau entgegengesetzt organisiert Bei TDPI schl

agt der Parser von links
nach rechts in der Sprechrichtung f

ur jeden Zyklus Wortkandidaten vor die mit
seinem bereits bekannten linken Kontext vertr

aglich sind Der Decoder verwendet
diese Menge von Wortformen um in einem Frame neue Wortmodelle zu starten Da
her gilt f

ur s

amtliche Worthypothesen die zu irgendeinem Verarbeitungszeitpunkt
bottom up vom Decoder an den Parser weitergereicht werden da sie zu einem
fr

uheren Zeitpunkt vom Parser als Pr

adiktion vorgeschlagen worden sein m

ussen
Alle nicht vom Parser vorgeschlagenen Wortformen werden nicht beachtet
Abbildung  soll darstellen da von links nach rechts gesehen immer abwech
selnd eine gr

oere Datenmenge vom Parser zum Decoder iet bevor als Antwort
eine kleinere Datenmenge vom Decoder als Worthypothesen an den Parser iet
W

ahrend die Verwendung der Pr

adiktionen im Decoder einfach und geradlinig
realisiert werden kann
 

 ist die Kalkulation der Vorhersagen im Parser rechenauf
wendig und f

ur Unikationsgrammatiken grunds

atzlich anders zu realisieren als f

ur
kontextfreie Ans

atze wie etwa P

aseler   Kita et al   oder Jurafsky
et al  
Da es f

ur TDPIA bereits f

ur den kontextfreien Fall Vorbilder gibt werden diese
Ans

atze kurz im Hinblick auf die Kalkulation von Pr

adiktionen durch einen Par
ser diskutiert Es zeigt sich dabei da f

ur Unikationsgrammatiken eine andere
	
Die Vertr

aglichkeit mit Baumlexika ist eine sehr wichtige Eigenschaft da mit linearen Lexika
ein Upscaling auf groe Wortsch

atze nicht realistisch erscheint
 

Nur vorhergesagte W

orter werden gestartet Die LanguageBewertung des Parsers wird sofort
aufaddiert Vergl hierzu Hauenstein  Weber a und b  

Unifikatiosgrammatik
N-Gram-Modell
HMMs
Parser
Decoder
N-Gram-Modell
HMMs
Unifikatiosgrammatik
Zeitachse der Eingabe
Zeitachse der Verarbeitung
Abbildung 
 Parser und Decoder bei TDPI

Vorgehensweise entwickelt werden mu da die bekannten Techniken f

ur CFG zu
inezient w

aren
Der Ansatz von P

aseler  ist wiederum derjenige der dem hier vorgestellten
am

ahnlichsten ist Dort wird folgendermaen vorgegangen

  Es gibt kein von der Grammatik getrenntes Lexikon des Parsers W

orter
werden direkt von der Grammatik als Regeln abgeleitet Daraus folgt da
w

ahrend der Ausf

uhrung der SEEKDOWNOperation # also dem Predik
torschritt im EarleyAlgorithmus # die Wortebene direkt erreicht wird In
P

aseler  werden einfach alle Prediktoroperationen bis zur Wortebene mit
der CFG ausgef

uhrt die sich ergebende Menge von erreichten terminalen Sym
bolen der Grammatik ist die Pr

adiktion f

ur den Decoder Eine solche Vorge
hensweise ist aufgrund der teuren Unikationsoperation prohibitiv Die Folge
w

are da die Kosten f

ur das Errechnen der Pr

adiktion ein Vielfaches der
eigentlichen Kosten des Parsing erreichen w

urde
  Die Schrittweise der Kopplung ist gr

oer bei P

aseler  Die Schrittweite ist
in etwa Wortformgro und nicht framebasiert wie im vorliegenden Ansatz
Die engere Verzahnung macht die Errechnung der Vorhersage auf Seiten des
Parsers teurer jedoch das Decoding billiger
  
 Wiederum spricht dies gegen
eine vollst

andige Berechnung der Pr

adiktion innhalb unseres Ansatzes
  Durch die ausschlieliche Verwendung von akustischen Bewertungen bietet
sich die vorgeschlagene Worthypothesenmenge bei P

aseler als Grundlage zum
Pruning an Daraus folgt da diese Menge vor dem Pruningschritt auch aus
diesem Grund voll expandiert werden mu Da im LRACP das Pruning auf
die Agenda angewendet wird besteht hierzu keine Notwendigkeit
Im Ansatz von Jurafsky et al   wird ebenfalls eine Kopplung mit ei
nem CFGbasierten Parser und einem Beam Decoder vorgestellt Hierbei wird je
doch eine probabilistische CFG verwendet soda wie in unserem Ansatz dem De
coder nicht nur Wortformen sondern auch LanguageModellWahrscheinlichkeiten
zur Verf

ugung gestellt werden k

onnen Dabei werden ebenfalls alle Analysen einer
CFG ausgerechnet um durch Aufsummieren der Ableitungswahrscheinlichkeiten die
LanguageBewertung erhalten zu k

onnen
In den folgenden beiden Abschnitten werden verschiedene Algorithmen vorge
stellt wobei deutlich wird wo die Probleme liegen wenn eine Pr

adiktion mit einem
unikationsbasierten Ansatz berechnet wird Der letzte Algorithmus gen

ugt dabei
unseren Anspr

uchen im Hinblick auf Korrektheit und Ezienz Wiederum wird da
bei die billige NGramRestriktion vor der teuren unikationsbasierten Restriktion
angewendet
 Uni	kationsbasierte Berechnung einer Pr


adiktion
Mit einer fr

uhen Version des LRACP sind Experimente unternommen worden
zur vollst

andigen Berechnung von m

oglichen Folgew

ortern in einem Wortgraphen
mithilfe einer Unikationsgrammatik Besonderheiten ergaben sich vor allem beim
  
Dies ist eventuell als groer Vorteil des bei P

aseler vorgeschlagenen Algorithmus zu bewerten
Die von Kita vorgeschlagenepr

adiktiveKopplung ist

ahnlich realisiert jedoch auf Phonem anstatt
auf Wortbasis und mit einem GLRP anstatt auf Earley bzw ACPBasis

Schritt zu den terminalen Symbolen der Grammatik Diese wurden in unseren Ex
perimenten nicht durch den Pr

adiktorschritt vorhergesagt sondern in einem Par
seschritt Hierbei kommt aber auch das Dilemma des unikationsbasierten Parsing
zum tragen Die SEEKDOWN Operation reicht nicht mehr aus um alle Restrik
tionen anzuwenden Um die Menge m

oglicher Nachfolgew

orter exakt zu berechnen
mu jeweils der ganze CompleterSchritt  bekanntlich On

  ausgef

uhrt werden
Denition  Vollst

andige Kalkulation einer Pr

adiktion mit einer Uni	kations
grammatik f

ur Knoten j
 P sei  AGENDA sei leer
 ACTIVES seien alle aktiven Kanten aus j nach der letzten SEEKDOWN
Operation
 F

ur jedes w  LEXICON
a F

ur jedes a  ACTIVES
 Stoe aw auf die AGENDA
b Parse AGENDA
c Falls die Startkante erreicht wird f

uge w in P ein und leere die AGEN
DA
Im kontextfreien Fall reicht die SEEKDOWNOperation aus um zur Wortebene
zu gelangen Bei einer Unikationsgrammatik mu um die gesamte zur Verf

ugung
stehende Restriktion zu nutzen eine m

oglicherweise rekursive CompleterOperation
angestoen werden Die Gr

unde sind bereits aus den Abschnitten  bis 
bekannt Bei der top down Regeleinf

uhrung wird entweder ein Teil der Restriktionen
vernachl

assigt der sp

ater beim Completerschritt sowieso noch wirken wird oder
aber das Parsing wird sehr teuer
Eine verbesserte Version des obigen Algorithmus verzichtet auf den rekursiven
Completerschritt bis zur Startkante der gesamten Chart Nur die lokalen aktiven
Kanten werden beachtet  also diejenigen die im aktuellen Knoten j enden Die
Restriktion die durch den rekursiven Schritt hinzugef

ugt wird ist oft gering weil
durch die top down Operationen der in Typen kodierte kontextfreie Anteil und ein
Teil der Merkmale propagiert werden Nur die sogenannten nicht lokalen Features
einer Grammatik also jene die Fernabh

angigkeiten darstellen werden nicht beach
tet
Denition  Lokale Berechnung der Pr

adiktion mit einer Uni	kationsgramma
tik f

ur den Knoten j
 P sei  AGENDA sei leer
 ACTIVE seien alle aktiven Kanten aus Knoten j nach der Ausf

uhrung der
letzten SEEKDOWN Operation wobei die nichtleeren Kanten als Zielkanten
ausgezeichnet werden
 F

ur jedes Element w  LEXICON

a F

ur jedes a  ACTIVES
 Stoe aw auf die AGENDA

b Parse rekursiv nur mit Paaren a p soda a  ACTIVE
c Falls ein Parseschritt mit einem Element aus ACTIVE gelingt soda
eine Zielkante erreicht wird f

uge w zu P hinzu und leere die AGENDA
In Algorithmus  wird als Erf

ullungskriterium immer noch gefordert da bis
zum Erreichen einer nicht leeren Kante geparst wird Das heit da nur noch
bez

uglich eines durch die Grammatik denierten lokalen Bereichs alle Restriktionen
beachtet werden
 
Die folgende Variante der Berechnung fordert nur noch da f

ur
einen Kandidaten eine Operation mit einer im aktuellen Knoten endenden aktiven
Kante gelingen mu Hierbei wird die gleiche Komplexit

at erreicht wie in P

aselers
 Vorgehensweise f

ur kontextfreie Grammatiken Der Unterschied ist jedoch da
in der kontextfreien Grammatik die terminalen Symbole durch un

are Produktionen
erreicht werden deren Verarbeitung im Pr

adiktorschritt miterfolgt w

ahrend solche
Regeln hier nicht existieren Durch das getrennte Lexikon werden die auszuf

uhren
den Schritte aus den SEEKDOWN herausgenommen und getrennt ausgef

uhrt
Denition  Nichtrekursive lokale Berechnung einer Pr

adiktion mit einer Uni
	kationsgrammatik f

ur den Knoten j
 P sei  AGENDA sei leer
 F

uhre f

ur einen Knoten j die SEEKDOWNOperation aus
 ACTIVE seien alle aktiven Kanten aus Knoten j
 F

ur jedes w  LEXICON

a F

ur jedes a  ACTIVES
 Stoe aw auf die AGENDA
b Falls ein Parseschritt gelingt f

uge w zu P hinzu und leere die AGENDA
Bei den durchgef

uhrten Experimenten mit  wurde eine kleine Unikations
grammatik mit nur  Regeln und 	 Worteintr

agen verwendet Dabei dauerte die
Berechnung einer Pr

adiktion  also der ganzen Menge jeweils m

oglicher n

achster
Wortformen  zwischen  und 	 Sekunden Da diese Berechnung im schlechtesten
Fall f

ur jedes Frame ausgef

uhrt werden mu ist eine solche Vorgehensweise nicht
weiter sinnvoll Auch die letzte Version  ist noch nicht ezient genug Dar

uber
hinaus wirkt hier nur noch ein kleiner Teil der Merkmale und die Beschr

ankung aus
dem Typenanteil der Grammatik
  Verwendung des NGramm Modells zur ezienten
Pr


adiktion
Die gew

unschte Ezienz bei einer Kalkulation von Pr

adiktionen ist jedoch zu er
reichen wenn nicht mehr alle L

osungen berechnet werden sondern nur noch die
guten Die folgenden

Uberlegungen rechtfertigen dies

 
Typischerweise sind dies immer noch morphologisch ausgepr

agte Eigenschaftenwie Kongruenz
bez

uglich Numerus Genus Person Beugung usw

  Bei einer ezienten Strategie f

ur die Einf

uhrung von leeren aktiven Kan
ten wie sie in Abschnitt  bis  diskutiert wurde mu wenigstens
f

ur den Startpunkt einer SEEKDOWN Operation auf die Propagierung des
FeatureAnteils einer Regel verzichtet werden Zus

atzlich wird auf einen Teil
der durch Feature Strukturen gegebenen Beschr

ankung verzichtet um auf teu
re Subsumptionstests f

ur leere Kanten verzichten zu k

onnen Um die gramma
tischen Operationen lokal zu halten mu also auf eine vollst

andige Ber

ucksich
tigung aller durch Merkmalsstrukturen gegebenen Beschr

ankungen verzichtet
werden
Eine eziente weil lokale Strategie f

ur die Berechnung der Pr

adiktion ist also
bereits nur eine Approximation
  Von den Wortformen des Lexikons die als Kandidaten f

ur die Pr

adiktion in
Frage kommen werden f

ur die Fehlschl

age die meisten Operationen ben

otigt
Falls eine komplette CompleterOperation pro Wortform angestoen wird
steht ein Fehlschlag erst fest wenn der gesamte Suchraum durchwandert wur
de Dies legt eine Strategie nahe welche unplausible Kandidaten erst gar nicht
testet
  Aufgrund des statistischen Languagemodells besteht eine gute M

oglichkeit
die Plausibilit

at zu bewerten mit der eine Wortform eine bisher geparste
Wortkette verl

angert
  Die nichtrekursive lokale Variante der Berechnung vernachl

assigt m

ogli
cherweise lokale Beschr

ankungen wie zB Kongruenzen innerhalb linguisti
scher Phrasen Ein NGramModell ber

ucksichtigt jedoch solche lokalen Be
schr

ankungen in vielen F

allen
 
  Zur Berechnung der Pr

adiktion einen Suchstrahl einzuf

uhren pat in das
Suchkonzept des LRACP Das Pruning und Beamsearch des LRACP gilt
in erster Linie der Vermeidung von teuren Unikationen
Mit dem folgenden Algorithmus der nicht mehr alle L

osungen produziert lie
sich im Experiment der Aufwand f

ur das Errechnen einer Pr

adiktion in den Bereich
von Zehntelsekunden dr

ucken
 
Dabei wird ausgenutzt da mithilfe des statisti
schen Modells Vorschl

age f

ur gute Nachfolger gemacht werden k

onnen die vom
Parser nur noch

uberpr

uft werden Das GenerateandTest Verfahren ist hier in we
sentlichen Punkten

uberlegen Es erlaubt insbesondere die billige Restriktion von
der teuren Restriktion anzuwenden
Denition 
 GenerateandTest Verfahren zur ezienten Berechnung von
Pr

adiktionen
 P sei 
 NEA seien alle nicht leeren aktiven Kanten die in j enden
 
W

ahrend ein BiGrammModell doch viele F

alle nicht abfangen kann ist hier problemlos auch
ein TriGrammModell einsetzbar
 
In unserer nicht voll optimierten LISPImplementation auf einer SUN SPARC 

 LW sei flwg soda
A  NEA und
lw  lastpathA
 F

ur jedes lw  LW
Bilde NW
i
 fw logP
ngram
lw wg  f

ur die besten N Nachfolger w von lw
soda logP
ngram
lw w maximal wird
 F

uge jeden vorgeschlagenen Nachfolger w einmal in P ein
 P sei  AGENDA sei leer
 F

uhre f

ur einen Knoten j die SEEKDOWNOperation aus
 ACTIVE seien alle aktiven Kanten aus Knoten j
 F

ur jedes w  P

a F

ur jedes a  ACTIVES
 Stoe aw auf die AGENDA soda
scoreaw  NormalizeDenormalizescorea " logP
ngram
lw w
wobei lw  lastpatha
b Prune
c Falls ein Parseschritt gelingt f

uge w score zu P hinzu wobei score der
aktuelle Ngram

Ubergang nach w beim ersten erfolgreichen Pars ist und
leere die AGENDA
Um mithilfe des statistischen Languagemodells Vorschl

age f

ur die Verl

angerung
von bereits geparsten Wortketten bis zu Knoten j zu erhalten werden zuerst die
letzten Worthypothesen ben

otigt die imKnoten j enden F

ur jede solche Hypothese
mu wenigstens eine aktive Kante existieren die sie enth

alt Falls nicht sind alle
Pfade mit dieser Hypothese bereits unter den Suchstrahl gefallen oder waren nicht
parsbar
In Schritt  kann N auch die Gr

oe des Lexikons sein Durch den sp

ateren
Pruneschritt verliert dies an Gewicht solange N nicht zu klein gew

ahlt wird Die
Haupteigenschaft dieses Schrittes ist da er keine Rechenzeit ben

otigt F

ur ein
gegebenes BiGrammModell und N kann eine Liste von besten Nachfolgern f

ur
jede Wortform vorherberechnet werden
 
Wie bereits bei BUITDV ist die Bewertung die mit einer Wortform in P ver
bunden ist nicht das lokale Maximumeines

Ubergangs von irgendeinem Vorg

anger
Der Einu des bereits geparsten linken Kontextes ist hier sehr stark Der NGram
Wert der mit einem w in der Pr

adiktion verkn

upft ist ist der NGramAnteil des
letzten

Ubergangs des besten Scores eines Pfades mitw verl

angert Wenn die P

adik
tion an den Decoder

ubergeben wird soda dieser nur die Modelle neu startet deren
 
In unserer Implementation wurden Hashtabellen verwendet deren Schl

ussel die lw und Werte
Listen von Zeigern auf die w sind
	
Wortformen in P enthalten sind dann erh

alt er somit nicht lokale sondern global
ausgew

ahlte lokale Information
In Algorithmus  ist in Schritt  absichtlich auf eine detaillierte Spezikation
des Erf

ullungskriteriums und der Details der Auswahl von Paaren auf der Agenda
verzichtet worden An dieser Stelle ist Algorithmus  vertr

aglich mit allen drei in
Abschnitt  vorgestellten Verfahren
Die Komplexit

at des Algorithmus ist abh

angig von Schritt  und der Anzahl der
Wortformen f

ur die Schritt  ausgef

uhrt werden mu Das bedeutet da das Ver
fahren mit gr

oeren Wortsch

atzen teurer wird solange ein wortformbasiertes Modell
verwendet wird Durch ein Klassenmodell kann dies jedoch umgangen werden Al
lerdings m

ussen die Klassen des NGramModells in diesem Fall mit Klassen von
Merkmalsstrukturen im Lexikon der Unikationsgrammatik zusammenfallen F

ur
eine Klasse des NGrams mu eine Merkmalsstruktur existieren die alle Merkmals
strukturen derjenigen Wortformen im Lexikon subsummiert die zu dieser Klasse
geh

oren Dabei treten zwei Schwierigkeiten auf
 Zum einen sind BiGramme wie
bei Kneser  Ney   die mit ClusteringVerfahren erstellt werden soda
die Klassen

uber einer Lernstichprobe optimiert sind nicht mehr einsetzbar Zum
anderen d

urfen die Klassen nicht zu gro sein weil dann die prototypischen Merk
malsstrukturen der Klassen sehr allgemein werden Dies w

urde dazu f

uhren da die
Restriktionen aus der Unikationsgrammatik zunehmend wirkungslos werden
In unseren Experimenten wurde nur ein Vokabular von  Wortformen ver
wendet In diesem Bereich ist die wortformbasierte Vorgehensweise v

ollig unpro
blematisch Wir verwendeten in Schritt  den Algorithmus  Ambiguit

aten im
Lexikon der Unikationsgrammatik wurden so behandelt da f

ur jedes w in Schritt
 mehrere Testkanten mit den jeweiligen Merkmalsstrukturen eingesetzt wurden
	 Experimente mit drei LRinkrementellen
Kopplungen
Mit den drei LRinkrementellen Kopplungen wurden Experimente unternommen
wobei die verwendeten Wissensbasen
 
konstant gehalten wurden Auch die Beam
breiten f

ur Parser und Decoder waren jeweils gleich im ersten Experiment  und
im zweiten Experiment 
 

F

ur alle drei Varianten f

ur eine Kopplung wurde zweimal das Verhalten

uber 	
Tests

atze gemessen Einmal mit engen Suchstrahlen f

ur beide Komponenten und
einmal mit weiten Suchstrahlen
Eine

Auerung konnte nur erkannt werden wenn die richtige Kette in der Menge
der bottom up

ubertragenen Worthypothesen wirklich enthalten war Die verwende
ten akustischen Modelle waren daher so adaptiert da sie 	* Worterkennungsrate
erbrachten
Die Testsatzperplexit

at des WortBiGramms wurde mit  gemessen Die
 
Dies sind Unikationsgrammatik BiGrammModell und HMMs
 
Die Werte f

ur den Parser waren  im ersten Experiment und  im zweiten Experiment
Die Logarithmen dieser Werte wurden auf das Maximum eigentlich Minimum aber bester Wert
aufaddiert und ergaben die Beamschwelle Der Decoder benutzte bei weitem Beam einen O	set
von e und bei engem Beam eine Strafe von e Die unterschiedlichen Gr

oenordnungen
kommen da die Scores im Decoder absolut und im Parser normalisiert sind

Mode Time BU Hypos TD Hypos RecRate Edges Gridpoints
AC    	  	
BUI    	  	
BUITDV    	  	
TDPI 	   	  
Abbildung 
 Experiment
 Enge Suchstrahlen
Mode Time BU Hypos TD Hypos RecRate Edges Gridpoints
BUI    	  
BUITDV    	  	
TDPI   	 	  
Abbildung 
 Experiment
 Weite Suchstrahlen
Unikationsgrammatik enth

alt  Regelschemata und das Lexikon beschreibt 
Vollformen mit einer durchschnittlichen Ambiguit

at von 
Bei allen drei Experimenten wurden Parser und Decoder als je ein Proze auf
einem eigenen Prozessor realisiert Decoder und Parser starteten immer gleichzeitig
Die Mewerte in den folgenden Tabellen ergeben sich wie folgt

Time Gemessene Zeit des Parserprozesses bis zur ersten gefundenen Analyse
BUHypos Anzahl der w

ahrend eines Testlaufs vom Decoder an den Parser ge
sendeten Worthypothesen
TDHypos Anzahl der w

ahrend eines Testlaufs vom Parser an den Decoder ge
sendeten Worthypothesen
RecRate Satzerkennungsrate Gez

ahlt wurden nur die korrekten S

atze mit  #
alle anderen mit 	
Edges Anzahl der beim Parsing erzeugten Chartkanten Kanten die bei TDPI zur
Berechnung von Pr

adiktionen erzeugt wurden wurden nicht mitgez

ahlt
Gridpoints Maximum der Anzahl konkurrierender Modellzust

ande des Decoders
w

ahrend eines Testlaufs
Alle Werte sind

uber alle Tests

atze gemittelt Die Gegen

uberstellung von einmal
engen und einmalweiten Suchstrahlen beider Module soll einen Eindruck vermitteln
wie sich das Verhalten der Kopplungen bei verschiedenen Anforderungen entwickelt
Die Mischung von engem und weitem Strahl erschien uns relativ sinnlos F

ur ein
gegebenes System in der Praxis mu das Verh

altnis der Strahlen ebenso wie die
Gewichte der Modelle sowieso eingeregelt werden In dieser Arbeit ging es mehr um
prinzipielles Verhalten Dies ist aus den Experimenten gut ablesbar
Die augenf

alligste Beobachtung die daher zuerst Beachtung ndet ist der enor
me Anstieg der durchschnittlichen Laufzeit der BUIKopplung von Experiment 
zu Experiment  Die H

ohe des Sprungs erkl

art sich jedoch dadurch da bei BUI
und weitem Suchstrahl in einigen F

allen der Hauptspeicher von  MB der Maschi
ne

uberschritten wurde auf welcher der Parsingprozess verarbeitet wurde Dadurch

Mode Time BU Hypos TD Hypos Edges Gridpoints
BUI 		    
BUITDV 	    	
TDPI     
Abbildung 
 Anstieg der Werte von engem zu weitem Beam
wurde der Prozess zeitweise ausgelagert was den absoluten Zeitbedarf enorm an
steigen lie Die Anzahl der im Verlauf des Parsing erzeugten Kanten gibt jedoch
ein realistisches Bild des Verarbeitungsaufwands in gewissem Sinne auch die An
zahl der bottom up

ubertragenen Worthypothesen Die Tabelle  zeigt daher noch
einmal den Anstieg dieser drei Werte von Experiment  zu Experiment 
BUI verh

alt sich hier deutlich schlechter als die beiden top down Kopplungen
Auerdem ist das Verhalten von TDPIA bez

uglich des Anstiegs der drei Werte
signikant besser als das Verhalten von BUITDV
Von groer Bedeutung im Hinblick auf den LRACP ist die Beobachtung da in
allen drei Kopplungen die Anzahl der erzeugten Kanten im Experiment in etwa der
gleichen Gr

oenordnung ansteigt wie die Anzahl der gesendeten Worthypothesen
Dies ist eine Eigenschaft des Beamsearch Wenn ohne Pruning alle Kanten erzeugt
w

urden w

are eine kombinatorische Explosion zu beobachten
Mit weiterem Beam wird das Verh

altnis sogar etwas besser Indem aufgrund
des weiteren Beams auch schlechter bewertete Pfade weiterverfolgt werden steigt
der Anteil derjenigen Pfade an die nicht von der Unikationsgrammatik akzeptiert
werden
Durch dieses quasilineare Verhalten im experimentierten Bereich wird die ent
scheidende Gr

oe die Anzahl der bottom up

ubertragenen Hypothesen Zun

achst
unterscheidet die Kopplungen also ob  und wie stark  durch die top down Infor
mation die bottom up gesendeten Hypothesen beschr

ankt werden In dieser Hinsicht
ist die Beschr

ankung durch TDPI st

arker als durch BUITDV F

ur TDPI ist dies
auch an den oenen Markovzust

anden abzulesen Das dies f

ur BUITDV nicht gilt
h

angt mit dem nachtr

aglichen Aufaddieren der LanguageStrafe zusammen welches
in Abschnitt  bereits diskutiert wurde
Neben der Reduktion der bottom up Hypothesen durch top down Mechanismen
sind die Kosten hierf

ur der zweite entscheidende Faktor Hierbei ist die BUITDV
Kopplung deutlich besser An den absoluten Laufzeiten kann abgelesen werden da
TDPI f

ur weniger Hypothesen und weniger Kanten mehr Zeit ben

otigt als BUITDV
Dennoch ist das Verh

altnis nicht so klar wie es zun

achst den Anschein hat Ta
belle  zeigt ua die Werte f

ur die Anstiege der top down Hypothesen Dies ist in
etwa ein Ma f

ur den Aufwand der Berechnung der top down Information Dieser
Wert ist bei TDPI mit  sehr klein und ein Beleg daf

ur da trotz der weiteren
Suchstrahlen von Parser und Decoder in Experiment  die Hauptquelle der Be
schr

ankung weitgehend konstant blieb Dem scheint zwar der relativ groe Anstieg
der Markovzust

ande in Decoder bei TDPI zu wiedersprechen Die entsprechenden
absoluten Werte liegen jedoch generell eine Gr

oenordnung unter denen von BUI
und BUITDV
Die Laufzeit des Parsers zerf

allt bei TDPI in den Anteil des eigentlichen Parsing
und den Anteil f

ur die Berechnung der Pr

adiktion Letzterer wird oensichtlich

Mode Edges+TDH  Edges+TDH  + Edges+Time +
TDPI   	 	
Abbildung 
 Top Down Hypothesen und Kanten Top Down Hypothesen und
Zeit bei TDPI
Mode Narrow Beam Wide Beam
BUI  
BUITDV 	 
TDPI  
Abbildung 
 Die Verh

altnisse von bottom up Hypothesen zu erzeugten Kanten
st

arker von der Gr

oe des Lexikons beeinusst als von der Menge der bottom up
erhaltenen Hypothesen und steigt auch bei weiterem Parsbeam nicht wesentlich an
Das Verh

altnis von Kanten zu top down Messages unterstreicht dies
ImVerh

altnis zu BUITDV ist der Overhead f

ur die Kalkulation von Pr

adiktionen
bei TDPI deutlich messbar Obwohl die Menge wirklich zu parsender bottom up
Worthypothesen kleiner ist ist die absolute Laufzeit gr

oer Der Overhead steigt
jedoch wesentlich langsamer als die eigentliche Arbeit f

ur das Parsing W

ahrend das
Verh

altnis der Laufzeiten von BUITDV und TDPI bei engem Beam noch  war
entstand bei weitem Beam nur noch ein Verh

altnis von 
Dies ist ein sehr gutes Ergebnis f

ur die TDPI Kopplung denn die Pr

adikti
on wurde in allen Tests f

ur jedes Frame von 	ms ausgerechnet Hierbei wurde
der Groteil der Kalkulationen mehrfach ausgef

uhrt da sich die Worthypothesen
in einem solchen Bereich oft kaum oder gar nicht

anderten Ein Beispiel hierf

ur
ist der Anfangsbereich einer

Auerung In allen Tests

atzen gibt es innerhalb der
ersten halben Sekunde nur Worthypothesen f

ur Stille Der Parser mu bei TD
PI folglich in diesem Bereich f

unfzig mal die selbe Kalkulation mit dem gleichen
Ergebnis ausf

uhren Dies bedeutet da die M

oglichkeiten f

ur TDPI keinesfalls aus
gesch

opft sind Die guten Satzerkennungsraten von TDPI schlielich legen es nahe
diese Kopplung noch n

aher zu betrachten im Hinblick auf die Eingrenzung des
Overheads
 

Neben den entscheidenden Faktoren der Beschr

ankung und der diesbez

uglichen
Kosten ist die Qualit

at der

ubertragenen bottom up Worthypothesen der dritte
wichtige Faktor Um eine Absch

atzung hierf

ur zur erhalten betrachten wir die Ta
belle  Hier sind jeweils f

ur alle Kopplungen und Experimente das Verh

altnis von
Worthypothesen zu Kanten gegeben Die absolute Gr

oenordnung in der sich die
Werte bewegen ist im

ubrigen von der Gr

oe der Grammatik abh

angig Dies liegt
daran da hier nur ein NGram und nicht die Grammatischen Ableitungen in das
Pruning hineingerechnet sind
 
Zu erwarten war da bei TDPI die meisten Kanten pro Hypothese entste
hen w

urden Bei dieser Kopplung w

ahlt ja der Decoder nur zwischen m

oglichen
Verl

angerungen von bereits geparsten Pfaden aus Jede m

ogliche bottom up Hypo
these mu also parsbar sein es sei denn sie f

allt unter die Beamschwelle des Parsers
 
Siehe hierzu Abschnitt 
 	
Siehe hierzu auch Abschnitt 

Die durchweg hohe Erkennungsrate korrespondiert hiermit Die TDPIKopplung
produziert immer einen erkannten Satz auch wenn dies nicht der wirklich gespro
chene ist Bei engem Beam ist die Erwartung relativ hoch Es werden also teilweise
v

ollig unsinnige aber syntaktisch korrekte S

atze erkannt Bei weitem Beam ist das
Verfahren robust
W

ahrend bei engem Beam die Qualit

at der bottom up Hypothesen relativ gut
ist erreicht BUITDV bei weitem Beam den schlechtesten Wert

uberhaupt Die
Erkl

arung hierf

ur liegt in der Art in der der Decoder die vom Parser erhaltene
LanguageStrafe verwendet Gleichzeitig ist dies auch die Erkl

arung f

ur die hohen
Maxima von BUITDV bei den konkurrierenden Markovzust

anden
Als vorl

auges Fazit ergibt sich

  Der Arbeitsaufwand steigt im experimentierten Bereich beim LRACP linear
zur Anzahl der bottom up Hypothesen
  Top down Kopplungen sind bei links rechts inkrementeller Vorgehensweise
nicht nur m

oglich& sie wirken sich auch g

unstig aus in Bezug auf Erkennung
und Ezienz
  Eine radikalere top down Beschr

ankung ist mit einem Overhead verbunden
Eine schw

achere top down Beschr

ankung ist ohne Overhead realisierbar f

uhrt
jedoch nur zu besserer Ezienz und nicht zu besserer Qualit

at
Eine Erkl

arung f

ur die Beobachtung liegt auf der Hand Bekanntlich ist die
Erkennungsrate eine Funktion der Perplexit

at Folglich mu die TDPIKopplung
die Perplexit

at des BiGramms ver

andern Dies ist auch plausibel denn bei der
TDPIKopplung werden nur die durch eine Pr

adiktion getriggerten Wortmodelle
vom Decoder gestartet Dies entspricht der BiGrammWahrscheinlichkeit 	 f

ur alle
nicht in der Pr

adiktion enthaltenen Wortformen

 Abstraktion von Zeitpunkten zu Knoten
 Linksverbundene Wortgraphen und Familien von Wor
thypothesen
Im vorangegangenen Abschnitt wurde Bezug genommen auf bottom up Wort
hypothesen und Gruppen von Worthypothesen die sich auf das selbe aktive Modell
des Decoders beziehen In diesem Abschnitt wird hierauf n

aher eingegangen da es
sich um typische Ph

anomene handelt die bei LRDecoding und LRParsing und im
besonderen bei der LRinkrementellen Kopplung auftreten
In Abschnitt  wurden drei Denitionen f

ur Schnittstellen angeboten die

ublicherweise in nicht LRinkrementellen Systemen verwendet werden Dies waren
die NbesteSchnittstelle der verbundene Wortgraph und die Lattice
Zweifellos bilden die in den drei LRinkrementellen Kopplungen

ubertragenen
bottom up Worthypothesen  a posteriori betrachtet  eine Lattice Denn nach der
Denition in  ist jede Menge von Worthypothesen

uber einem festen Zeitraster
eine Lattice
Desweiteren ist oensichtlich da es sich nicht um einen verbundenen Wortgra
phen handelt Es ist durchaus m

oglich  und kam auch in den Experimenten vor

 da ein Knoten zwar der Endeknoten einer Hypothese war von diesem Knoten
aber keine weitere Hypothese startete Die Verbundenheitsbedingung gilt also nicht
nach rechts Die Ursache hierf

ur liegt an der Kombination zweier LRinkrementeller
Verfahren die schritthaltend arbeiten
Bei der LRinkrementellen Kopplung werden Worthypothesen sofort

ubertra
gen sowie der Decoder f

ur ein Frame Wortendezust

ande erreicht die oberhalb des
Beams liegen Zu diesem Zeitpunkt ist unbekannt ob im n

achsten Frame beginnen
de Wortkopien

uber dem Beam des Decoders liegen werden oder nicht Auch eine
Verz

ogerung des Sendens von Worthypothesen kann dies nicht prinzipiell verhin
dern da ein Pfad von Worthypothesen auch erst mehrere Worthypothesen sp

ater
keinen Nachfolger mehr haben kann


In einer Standardarchitektur  wenn also Decoder und Parser nicht LR
inkrementell gekoppelt sind  kann dies verhindert werden indem ein R

uckw

arts
schritt vom

Auerungsende aus nur die wirklich verbundenen Hypothesen aufsam
melt und erst dann an den Parser sendet wie im original Viterbi Algorithmus
Die Linksverbundenheit ist jedoch bei LRinkrementeller Kopplung weiterhin
gegeben und ist eine inh

arente Eigenschaft sowohl des Beamdecoders als auch des
LRACP Nur bei Wortendehypothesen im Decoder werden neue Wortkopien ange
stoen Und bereits das standard EarleyVerfahren setzt nur aktive Kanten ein wo
geparste W

orter enden soda auch nur dort nachfolgende W

orter in das Parsing
einbezogen werden k

onnen
 
Die Schnittstelle zwischen Decoder und Parser bei LRinkrementeller Kopplung
ist also ein linksverbundener Wortgraph

Denition 	 Linksverbundener Wortgraph LCW
Ein linksverbundener Wortgraph W ist eine Menge von konkurrierenden
Worthypothesen soda f

ur jede Worthypothese w
j
 W wenigstens ein
Vorg

anger w
i
existiert soda der Endezeitpunkt von w
i
der Anfangszeitpunkt
von w
j
ist oder w
j
hat den Anfangszeitpunkt 
Bemerkung Ein linksverbundener Wortgraph ist ein gerichteter azyklischer Wur
zelgraph

uber dessen Knoten eine totale Ordnung de	niert ist
Aus dieser Denition und den Denitionen  und  folgtWG  LCW  L
Wenn ein linksverbundener Wortgraph von links nach rechts geparst wird kann
nicht prinzipiell verhindert werden da eventuell auch Sackgassen mitverarbeitet
werden Die M

oglichkeit einer Parallelisierung von Worterkennung und Parsing und
die eektive Ausnutzung von top down Beschr

ankung haben hier ihren Preis Den
noch ist f

ur viele F

alle eine Reduktion solcher Sackgassen m

oglich ohne da eine
enge LRinkrementelle Kopplung aufgegeben wird  also ohne Einsatz eines Loo
kahead oder

ahnlicher Techniken Im n

achsten Abschnitt  wird ein Verfahren
vorgestellt da LCWs stark reduzieren kann ohne korrekte Pfade zu verlieren


Ein Lookahead  also hier eine Verz

ogerung des Sendens  kann nat

urlich die Menge von Sack
gassen verkleinern eben genau um diejenigen Sackgassen deren L

ange die L

ange des Lookahead
Fensters nicht

uberschreitet
 
Das standard EarleyVerfahren verwendet einen top down Pr

adiktorschritt Ein bottom up
Pr

adiktorschritt wie er in der Chart m

oglich ist kann jedoch bei LRinkrementellem Einlesen
von Worthypothesen Sackgassen ebenfalls nicht vermeiden Zus

atzlich f

allt hier jedoch auch die
Verbundenheitsbedingung von links weg

1 2 3 4 5 6 7 8 9 10
ich
ich
ich
bin
bin
bin
bin
in
in
in
Familie ich,1
Familie bin,4
Familie in, 7
Abbildung 
 Familien von Kanten
Ein groer Anteil der Sackgassen in den LCW die w

ahrend der Experimente
auftraten enden in Worthypothesen f

ur die eine ansonsten identische Hypothese
im Vorg

anger oder Nachfolgeknoten endet
Die typische Situation ist in Abbildung  dargestellt
Solche Gruppen von Hypothesen entstehen wenn beim Beamdecoding der Wor
tendezustand einer Wortkopie mehrere Frames lang oberhalb des Beams des Deco
ders liegt Dieser Fall ist der Normalfall denn wenn der Suchstrahl des Decoders so
eng w

are da dies verhindert werden k

onnte w

urde die akustische Erkennung zu
schlecht werden Normalerweise steigt f

ur eine Wortform der Endezustand kontinu
ierlich an erreicht sein Maximum und sinkt wieder ab Dabei ist der Endezustand
eine Folge von Frames lang oberhalb des Suchstrahls und entsprechend werden Wor
thypothesen gebildet In Abbildung 	 ist ein solcher Verlauf dargestellt
Eine solche Gruppe von Worthypothesen aus der gleichen Wortkopie nennen
wir eine Familie von Worthypothesen Entsprechend denieren wir in der Chart
eine Familie von Kanten
Denition  Eine Menge von terminalen Kanten heit Familie F  falls alle f 
F den selben Startzeitpunkt und den selben Lexikoneintrag besitzen
Die obige Denition ist so gew

ahlt da im Falle einer lexikalischen Ambiguit

at
in der Unikationsgrammatik eine Wortkopie des Decoders zu mehreren Familien
von Kanten in der Chart f

uhren kann

Frames
Score
Beam
ist Endezustand einer Wortkopie
max
Abbildung 	
 Verhalten eines Wortendezustands mit Beam

In Abbildung  wird deutlich da nicht alle Mitglieder einer Familie eine
Fortsetzung haben Da jedes Mitglied einer Familie die gleiche Merkmalsstruktur
besitzt wird nat

urlich m

oglicherweise beim Parsing die gleiche Operation mehrfach
ausgef

uhrt Dies ist auch der Fall wenn ein Decoder mit Wortkopien

verwen
det wird Von den ausgef

uhrten Operationen wiederum m

unden eventuell einige in
Sackgassen
Das Verh

altnis von Familien zu bottom up Worthypothesen wird sehr gut in den
Mewerten von BUITDV sichtbar Da wie in Abschnitt  erl

autert bei BUITDV
jede Wortkopie des Decoders nur eine top down Verikation des Parsers ausl

ost kor
respondiert die Anzahl der top down Worthypothesen bei BUITDV in den Tabellen
 und  mit der Anzahl der auftretenden Familien wobei jedoch lexikalische
Ambiguit

aten der Unikationsgrammatik hier nicht zu mehreren Familien f

uhrt
Der Wert f

ur BUITDV von  bottom up Hypothesen zu nur  top down Hy
pothesen in Experiment  zeigt wie stark die Familien durchschnittlich verzweigen
Der folgende Abschnitt widmet sich der Abbildung verschiedener Wortendehypo
thesen zu einer Familie von Kanten und der Vermeidung von Doppelarbeit
Die Verbundenheitsrelation f

ur Familien spielt im folgenden eine wichtige Rolle
und wird wie folgt deniert

Denition  Verbundenheit von Familien
Eine Familie F ist Vorg

anger einer Familie G wenn es f  F und g  G
gibt soda endf  beging
  Eekt von Familien f


ur die Parsingkomplexit


at
Bei den Experimenten in Abschnitt  wurden alle Mitglieder einer Familie von
Kanten wie verschiedene Kanten behandelt Bei der LRinkrementellen Kopplung
wurden alle vom Beamdecoder gefundenen Worthypothesen sofort an den Par
ser geschickt ohne eine Zusammenfassung vorzunehmen Dies f

uhrt beim Parsing
zu folgendem Eekt F

ur die erste Kante f
 
einer Familie F werden alle aktiven
Vorg

angerkanten a  ACTIVE mit f
 
auf die Agenda geworfen und die entspre
chende CompleterOperation wird ausgel

ost Die dabei entstehenden Kanten nen
nen wir Successorsf
 
 Desgleichen werden i Frames sp

ater f

ur f
i
entsprechende
Operationen ausgef

uhrt
Es gilt catf
 
  catf
i
 da per Denition alle Mitglieder einer Familie die selbe
Merkmalsstruktur besitzen
Da f

ur alle f  F der Anfangsknoten gleich ist entsteht f

ur jedes Paar a f
 

auf der initialen Agenda von Zyklus k ein Paar a f
i
 auf der Agenda k " i  
soda a  ACTIVE
Da eine Completeroperation nur von den a  ACTIVE und von den Merk
malsstrukturen der Worthypothesen abh

angt mu gelten da f

ur jede Kante aus
Successorsf
 
 genau eine Kante in Successorsf
i
 existiert die sich nur in den
Endpunkten unterscheiden und umgekehrt Die beiden Kanten f

uhren also zu iden
tischen Folgeoperationen und Folgekanten bis auf die Endpunkte aller neu entste
henden Kanten

Vergl ua Ney  

F
ur eine gegebenen Familie mit k Kanten ist also der Aufwand f

ur das Parsing k
mal so gro wie f

ur ein einziges Familienmitglied Die mittlere L

ange von Familien
ist also eine gute Absch

atzung f

ur den Overhead der durch das Ph

anomen entsteht
Entsprechend steigt im Falle der TDPIKopplung der Aufwand f

ur die Berech
nung von Vorhersagen an Die Strahlensuche die ebenfalls Auswirkungen f

ur die
Bearbeitung von Familien hat vernachl

assigen wir in diesem Abschnitt Auf die da
mit zusammenh

angenden Eekte und deren Beherrschung wird in Abschnitt 
ausf

uhrlich eingegangen
Das Problem bei der Vermeidung von Doppelarbeit liegt nun darin da die
Reihenfolgebeziehungen nicht ver

andert werden sollen
 Bisherige Ans


atze
Das Problem Familien von Worthypothesen nur einmal darzustellen jedoch die
Verbundenheitsrelationen zwischen Worthypothesen nicht zu ver

andern bezeichnen
wir im folgenden als Time Mapping Es wurde in der Literatur bisher auf zwei Arten
behandelt Zusammenfassung durch heuristische Kriterien wie bei Chien et al 	
   und durch eine starre Abbildung von Zeiten zu Knoten wie bei Weber
 
In Chien et al 	 bzw Chien et al    ist ein Verfahren dargestellt
das f

ur nicht verbundene Lattices eine Abbildung auf Chartknoten vornimmt soda
in der Chart ein verbundener Wortgraph entsteht F

ur die Eingabe die Lattice
wird angenommen da Familien nur durch eine Worthypothese dargestellt werden
Hingegen gibt es

Uberlappungen und L

ucken die durch das Verfahren aufgel

ost
werden

Angewendet auf unser Problem w

urde eine solche Lattice entstehen wenn zB
f

ur jede Familie F nur f
 
oder f
max

ausgew

ahlt w

urde
Der erste Teil des Verfahrens von Chien et al 	 bzw  besteht in der
Zusammenfassung von Knoten nach einer heuristischen Regel die leider in beiden
Ver

oentlichungen nicht eindeutig erkl

art ist

Die interessante Idee von Chien et al 	 die zu einem Time Mapping verwen
det werden kann ist die Einf

uhrung sogenannter Sprungkanten  der zweite Schritt
ihres Verfahrens
Um die Verbundenheit zweier Worthypothesen herzustellen die keinen gemein
samen Knoten teilen wird eine zus

atzliche Sprungkante eingef

uhrt Die Fundamen
tale Regel des ACP kombiniert dann nicht nur direkt benachbarte Kanten sondern
solche die entweder benachbart sind oder aber durch eine Sprungkante verbunden
Ein solches Verfahren k

onnte also wie folgt aussehen


Wie diese Lattices erzeugt werden wird in   nicht n

aher erl

autert Insofern ist die
Behauptung die Abbildung erhalte die Verbundenheitsrelationen nicht

uberpr

ufbar

f
max
sei das f
i
 F mit dem besten akustischen Score

In  sind die Details dieser Abbildung o	en gelassen und es wird auf  verwiesen Dort
hingegen ist das Verfahren so nebul

os dargestellt da verschiedene Interpretationen m

oglich sind
Unserer Versuche mit verschiedenen M

oglichkeiten der Rekonstruktion des Verfahrens f

uhrten
entweder zu keiner Ersparnis an Knoten oder aber zu einer so starken Reduktion da ein Zu
sammenbruch der Reihenfolgebeziehungen beobachtet werden konnte in dem Sinne da sehr viele
zus

atzliche zu parsende Pfade entstanden auch f

ur weit voneinander entfernte Worthypothesen
Es mu jedoch festgehalten werden da Chien et al von speziellen Lattices ausgegangen sein
m

ussen

uber deren Details wir nichts wissen
	
conn(Fam1,Fam2)
conn(Fam1,Fam3)
conn(Fam2,Fam4)
conn(Fam2.Fam5)
conn(Fam3,Fam4)
conn(Fam3,Fam5)
conn(Fam4,Fam5)
Fam1 Fam3
Fam2
Fam4
Fam5
conn(Fam1,Fam2)
conn(Fam1,Fam3)
conn(Fam2,Fam4)
conn(Fam3,Fam4)
conn(Fam4,Fam5)
jump edges jump edges jump edges
Fam1 Fam5Fam4
Fam3
Fam2
Abbildung 
 Das modizierte Verfahren nach Chien et al 	
Denition  Erg

anztes Verfahren nach Chien et al   

 Extraschritt um Lattice ohne doppelte Worthypothesen zu erzeugen

F

ur eine gegebenen Menge von Worthypothesen entferne f

ur jede Familie F
die Hypothesen f

bis f
n

 Verfahren nach Chien et al

F

ur jedes Paar von Knoten v
i
und v
j

 Falls zwischen den Knoten keine volle
terminale Kante existiert erzeuge eine Sprungkante jumpedgev
i
 v
j

Im ersten Schritt des Verfahrens wurde bewut die jeweils erste Hypothese einer
Familie ausgew

ahlt damit durch diesen Schritt nicht bereits eine LRinkrementelle
Vorgehensweise verhindert wird
Die Abbildung  verdeutlicht die Wirkung des Verfahrens
Das Beispiel aus Abbildung  ist absichtlich so gew

ahlt da die Verbunden
heitsrelationen zwischen Familien nicht erhalten bleiben In den meisten F

allen die
wir untersuchten blieben die Relationen erhalten Die Heuristik alle Knoten zu
verbinden wenn keine terminale Kante interveniert garantiert dies jedoch nicht
wie unser Beispiel zeigt
Das Verfahren konstruiert Verbundenheit nach einem heuristischen Kriterium
Dies ist n

otig solange f

ur die erzeugte Lattice ohne Familien die urspr

unglichen

Verbundenheitsbeziehungen nicht bekannt sind In unserem Falle sind diese Rela
tionen jedoch bekannt und fuen auf einem klaren Kriterium wie in Denition 
gegeben
Dennoch ist die Vorgehensweise interessant und das Einf

uhren von Sprung
kanten ist eine gute M

oglichkeit einmal erzeugte Kanten

uber mehrere Knoten zu
teilen soda Mehrfacharbeit vermieden werden kann
Ein anderes starreres Verfahren wird in Weber   verwendet Die dort
beschriebene Vorgehensweise ist vergleichsweise einfach und gew

ahrleistet kein opti
males Ergebnis Es ist aber mit einer LRinkrementellen Vorgehensweise zumindest
f

ur den einfachen Fall von BUI vertr

aglich Zudem erh

alt es Reihefolgebeziehungen
zwischen Familien wie in Denition 
Denition  Starres Time Mapping nach Weber  

 W

ahle einen Konstante I soda keine Worthypothese k

urzer sein kann als I
Frames
 Erzeuge nur in jedem Iten Zyklus einen neuen Knoten
 In jedem Parsezyklus
 Falls f

ur eine Worthypothese f
j
bereits ein Vorg

anger
f
j  
im aktuellen Endknoten existiert dann

a Falls der Score von f
j
besser ist als der Score von f
j  
 dann ersetze
den Score von f
j  
durch den Score von f
j
 Korrigiere die Scores aller
Folgekanten von f
j
entsprechend F

uge f
j
nicht in die Chart ein
b Sonst f

uge f
j
nicht in die Chart ein
 Sonst f

uge f
j
in die Chart ein
Das Verfahren von Weber  fat bis zu einer Schrittweite der L

ange I alle
Worthypothesen einer Familie zusammen Damit kein Fehler hinsichtlich des Such
verhaltens entsteht ist es n

otig immer die beste Bewertung zu propagieren Daher
mu gegebenenfalls eine UpdateOperation

uber allen Folgekanten eines Famili
enmitglieds in einem Knoten ausgef

uhrt werden Dennoch wird die Strahlensuche
durch das starre Time Mapping beeinut Pruning von Paaren wird nur aufgrund
von f
 
ausgef

uhrt Nur diejenigen Folgekanten die dieses Pruning

uberleben k

onnen
nachher noch aktualisiert werden Dies ist ein groer Nachteil des Verfahrens Falls
der Wert I zu gro gew

ahlt wird kann es passieren da sowohl der Anfangs als
auch der Endframe einer Worthypothese auf den gleichen Knoten abgebildet wer
den Es entst

unde dann eine Schlaufe die wieder und wieder geparst werden kann
Im Experiment stellte sich ein Wert von  f

ur I als sicher heraus und f

uhrte zu ei
ner entspechenden Verringerung der Verarbeitungszeit Ein solcher Wert ist jedoch
stark von den verwendeten Wortmodellen und dem eingesetzten Decoder abh

angig
W

ahrend das heuristische Verfahren nicht sicher erscheint in Bezug auf die Er
haltung der Reihenfolgebeziehungen ist das starre Vefahren suboptimal im Hinblick
auf eine Reduktion der FamilienDas starre Verfahren st

ort die Strahlensuche

Das
heuristische Verfahren verwendet Sprungkanten um Knoten zu verbinden Dies be
deutet da nicht zwischen zwei Familien unterschieden wird die in ein und dem
selben Knoten enden Falls Sprungkanten zu anderen Knoten existieren so werden

Im Experiment war der St

ore	ekt nur schwach

immer beide Familien von anderen Knoten erreichbar Dies ist unerw

unscht und
f

uhrt zu den Fehlern wie im beschriebenen Beispiel aus Abbildung  Hingegen
ist das starre Verfahren nur mit groem buchhalterischem Aufwand mit einer TDPI
Kopplung vertr

aglich Falls nur alle I Frames eine Pr

adiktion erzeugt und an den
Decoder gesendet wird tritt ein starker Gl

attungseekt auf der zu Erkennungsfeh
lern f

uhren kann da immer I Frames lang nicht mehr unterschieden werden kann
welche neuen Wortkopien vom Decoder gestartet werden sollten F

ur BUITDV tritt
hingegen mit beiden Verfahren kein Problem auf
Im n

achsten Abschnitt wird ein Verfahren dargestellt das die Vorz

uge beider
skizzierter Ans

atze vereint und die Nachteile vermeidet
 Inkrementelles TimeMapping
Zun

achst entwickeln wir in diesem Abschnitt die Idee der Sprungkanten weiter
Durch eine starke Modikation des Ansatzes der Sprungkanten kann ein Verfah
ren formuliert werden da ein TimeMapping optimal realisiert und links rechts
inkrementell funktioniert Grundvoraussetzungen des Chartparsing wie etwa die
Monotonie der Chart bleiben dadurch erhalten Es stellt sich jedoch heraus da
die Verwaltung von Sprungkanten sehr aufwendig wird wenn eine korrekte Metrik
erhalten bleiben soll soda das Suchverhalten noch dem des LRACP ohne Time
Mapping entspricht Die urspr

ungliche Eleganz des LRACP geht dadurch verloren
indem zB die Fundamentale Regel stark verkompliziert wird
Die endg

ultige Version des Algorithmus  verwendet schlielich keine
Sprungkanten mehr sondern simuliert durch ein Vererbungsverfahren den Eekt
auf elegantere und ezientere Art Indem auf Teile der Monotonieeigenschaften der
Chart verzichtet wird gelingt eine einfachere und dadurch

uberlegene Realisierung
eines TimeMapping
	 Ein inkrementelles TimeMapping mit Sprungkanten
Beim heuristischen Verfahren der Sprungkanten war die Grundidee f

ur jede Familie
nur ein Mitglied wirklich zu parsen Die Ergebnisse dieses Parsing sollen jedoch von
anderen Knoten zugreifbar sein
Diese Knoten k

onnen jedoch nach den

ubrigen Familienmitgliedern ausgew

ahlt
werden und nicht nur durch eine globale Heuristik Auf diese Weise l

at sich die
eine H

alfte der Fehlerursache beim modizierten Verfahren von Chien et al 	
beheben
Eine weitere Fehlerquelle in Bezug auf die Reihenfolgebeziehungen ist die Tatsa
che da Sprungkanten generell Knoten verbinden anstatt Familien Indem Sprung
kanten f

ur Familien spezialisiert werden und nicht allgemein f

ur alle Familien in
einem Knoten gelten wird dies korrigiert
In Abbildung  wird klar wie sich eine explizite Repr

asentation zweier Famili
en in einer Chart verh

alt im Verh

altnis zu einer Darstellung mit familienspezischen
Sprungkanten
Eine Familie wird dabei ersetzt durch ihren ersten Vertreter und eine Sprung
kante f

ur jeden weiteren Vertreter
Ein vorl

auger Algorithmus f

ur einen Zyklus des LRACP mit Time Mapping
kann dann wie in Denition  skizziert werden Hierbei werden jeweils neue

conn(Fam1,Fam2)
conn(Fam1,Fam3)
conn(Fam2,Fam4)
conn(Fam2.Fam5)
conn(Fam3,Fam4)
conn(Fam3,Fam5)
conn(Fam4,Fam5)
Fam1 Fam3
Fam2
Fam4
Fam5
conn(Fam1,Fam2)
conn(Fam1,Fam3)
conn(Fam2,Fam4)
conn(Fam2.Fam5)
conn(Fam3,Fam4)
conn(Fam3,Fam5)
conn(Fam4,Fam5)
Fam1 Fam5Fam4
Fam3
Fam2
Jump edges Fam1
Jump edges Fam3
Jump edges Fam2 Jump edges Fam4 Jump edges Fam5
Abbildung 
 Explizite Repr

asentation zweier Familien vs Darstellung durch
Prototypen und familienspezische Sprungkanten

Worthypothesen anders behandelt also solche f

ur die im Vorg

angerknoten bereits
ein Familienmitglied endet Neue Hypothesen werden normal geparst wobei jedoch
die bereits existierenden Sprungkanten ber

ucksichtigt werden F

ur bereits bekannte
Familien wird f

ur einen neuen Vertreter einfach eine Sprungkante bis zum ersten
Mitglied der Familie eingef

uhrt
Die Voraussetzungen f

ur die Verwaltung der Sprungkanten sind folgende

  Eine Funktion Familiesv liefert f

ur einen Knoten v die Familiennamen der
Worthypothesen zur

uck die in v enden
  Eine Funktion SuccessorsF  liefert diejenigen Kanten zur

uck die durch die
erste Hypothese einer Familie erzeugt wurden
  Die Funktion FamilyW  liefert f

ur die Worthypothese W den Namen der
Familie zur

uck zu der W geh

ort Familien sind eindeutig nach Anfangsknoten
und Kategorien
  Jumpv F  ist eine Sprungkante f

ur die Familie F die vom Knoten v zum
Endknoten der ersten Hypothese aus F geht
  PrototypF  ist die erste Hypothese einer Familie F
Denition  Kontrollschleife f

ur LRACP mit Sprungkanten

 Erzeuge Knoten v


und setze die Startkanten ein


 Erzeuge Knoten v
 
und setze T auf 
 Lies alle Worthypothesen mit Endezeitpunkt T 
 F

ur alle aktuell eingelesenen Hypothesen W 

Falls FamilyW   Familiesv
T  


a F

uge W in die Chart ein und erzeuge einen neuen Familiennamen
catW  beginW 
b ACTIVE seien alle aktiven Kanten die in beginW  enden zuz

uglich der
aktiven Kanten A f

ur die folgendes gilt

JumpbeginW  F  und A  SuccessorsF 
c Stoe alle Tripel AW  A  ACTIVE auf die AGENDA
 Sonst
 F

uge eine Sprungkante Jumpv
T
FamilyW  ein
 Prune
 Parse
 Inkrementiere T  erzeuge Knoten v
T
und gehe zu Schritt 

Dadurch wird eine SEEKDOWNOperation ausgel

ost

Der Algorithmus f

uhrt exakt f

ur jede Familie einmal ein Parsing und Pruning
aus F

ur alle Folgeknoten verweist eine Sprungkante zur

uck auf den Prototypen f
 

Insofern verh

alt er sich korrekt bez

uglich der Erhaltung der Reihenfolgebeziehungen
Das erste Problem des Algorithmus  ist die gerechte Bewertung von Ein
tr

agen auf der AGENDA eines Zyklus f

ur a  ACTIVE aus den beiden Teilschrit
ten
Der Schritt b  das Aufsammeln aller aktiven Vorg

anger einer Worthypothese
zu der Menge ACTIVE  zerf

allt jetzt in zwei Teile Das Aufsammeln der unmittel
baren Vorg

angerkanten und das Aufsammeln derjenigen aktiven Kanten die

uber
Sprungkanten erreichbar sind
Die Paare mit aktiven Kanten aus dem ersten Teilschritt sind gerecht bewertet
Die Paare mit aktiven Kanten aus dem zweiten Teilschritt jedoch nicht Die folgende
kurze

Uberlegung verdeutlicht dies
Wir wollen annehmen ein Paar der Agenda wurde im LRACP ohne TimeMap
ping durch eine aktive Kante A und die Worthypothese W gebildet Die letzte Wor
thypothese die von A

uberspannt wird heit f
i
und ist ites Mitglied einer Familie
F von Worthypothesen
Der LRACP in Algorithmus  bildet entsprechend dem Paar AW ein Paar
A%W wobei A% und W durch eine Sprungkante von v
endA
 
	
bis v
endA
 
	i
f

ur
die Familie F verbunden wird
In die Bewertung von A geht also der akustische Score der Hypothese f
i
 F ein
Jedoch geht in die Bewertung von A% der akustische Score der Hypothese f
 
 F
ein
Um das Bewertungsschema anzupassen soda also A% im LRACP mit Time
Mapping durch Sprungkanten den jeweils korrekten Score tr

agt wie in den ver
gleichbaren Schritten des normalen LRACP mu der akustische Anteil des Scores
einer aktiven Kante eines Paares auf der Agenda durch die jeweilige Sprungkante
modiziert werden
Denition  Eine Sprungkante JumpvFamilyW  die f

ur die Wort
hypothese W eingef

uhrt wurde erh

alt als Bewertung logP W jHMM  den aku
stischen Score von W
In die Agenda werden schlielich nicht mehr Paare sondern Tripel eingetragen
Die zus

atzliche Stelle enth

alt eine Sprungkante falls es eine gab oder Nil Schlielich
wird f

ur die Bewertung des Tripels wie auch f

ur die gegebenenfalls entstehende neue
Kante die aus dem Tripel hervorgeht eine neue OUTSIDEBewertung der Aktiven
errechnet indem der Score von A denormalisiert wird die akustische Bewertung
von PrototypW durch die akustische Bewertung der Sprungkante ersetzt wird
und der Score wieder normalisiert wird

uber der neuen Gesamtl

ange von A und
der Sprungkante Auf diese Weise k

onnen auch diejenigen Eintr

age auf der Agenda
gerecht bewertet werden die durch Sprungkanten entstehen
Ein weiteres Problem des Algorithmus  ist die Vertr

aglichkeit mit der Strah
lensuche Im LRACP ohne Sprungkanten wird jedes Familienmitglied in einem an
deren Parsezyklus bearbeitet Es hat nicht nur eine andere Bewertung auch das
Maximum in jedem Zyklus ist verschieden Somit werden in jedem Zyklus m

ogli
cherweise verschiedene Paare von aktiven Kanten und Familienmitgliedern beim
Pruning verworfen

In Algorithmus  kommt jedoch nur der Prototyp einer Familie

uberhaupt in
einem Zyklus auf die Agenda Alle Paare mit dem Prototypen die beim Pruning
verworfen werden k

onnen auch in sp

ateren Knoten nicht mehr geparst werden auch
wenn folgende Familienmitglieder noch in der akustischen Bewertung steigen


Ein zus

atzlicher Mechanismus kann dieses Problem l

osen Wir f

ugen zu Schritt
 einen weiteren Schritt hinzu um die verworfenen Paare des letzten Knotens im
neuen Knoten wieder in den neuen Pruningvorgang aufnehmen zu k

onnen Voraus
gesetzt wird das folgende

  Die Funktion NonparsedF v
i
 gibt f

ur eine Familie F und einen Knoten v
i
diejenigen Paare der Agenda von Parsezyklus i zur

uck die unterhalb des Be
ams lagen
Denition  Revision von Schritt 

 Sonst
 F

uge eine Sprungkante Jumpv
T
FamilyW  ein
 F

ur alle Paare AX in NonparsedFamilyW  v
T  
 stoe ein entsprechen
des Paar AW  auf die AGENDA
Der Algorithmus  entsprechend modiziert produziert nun f

ur eine Familie
Folgekanten in verschiedenen Knoten

Dies ist in Abbildung  dargestellt
Die Strahlensuche ist nunmehr korrekt Es entsteht durch den Mechanismus in
der revidierten Fassung von Schritt  jedoch ein neues Problem Es werden zwar alle
Nachfolger von Familienmitgliedern gebildet und nur genau einmal Die Sprungkan
ten verweisen jedoch nur auf den Knoten des ersten Familienmitglieds Die anderen
Folgekanten die sich jetzt auf andere Knoten verteilen sind nicht mehr vom En
de jedes f  F erreichbar Es ist also n

otig weitere Sprungkanten einzuf

ugen um
wiederum diese Verbindungen herzustellen F

ur jeden Knoten in dem eine Worthy
pothese einer Familie endet mu eine Sprungkante zu jedem Vorg

angerknoten der
Familie eingef

uhrt werden
So wird jedoch die Idee der Sprungkanten ad absurdum gef

uhrt Es entsteht
jetzt eine Ination von Sprungkanten was nicht nur bez

uglich des Speicherbedarfs
ung

unstig ist
Die Fundamentale Regel des ACP wird jetzt komplizierter da die Sprungkanten
immer mitverfolgt werden m

ussen Beim Aufsammeln der neuen Eintr

age f

ur die
Agenda mu f

ur jede Familie eine groe Zahl von Sprungkanten zur

uckverfolgt wer
den Schlielich mu jedesmal wenn ein solcher Zugri

uber eine Sprungkante erfolgt
die neue korrekte Bewertung des Agendaeintrages errechnet werden Katastrophal
wirkt sich die groe Menge der Sprungkanten ebenfalls auf den Redundanztest bei
SEEKDOWN Operationen aus Alle Knoten die durch Sprungkanten erreichbar
sind m

ussen dabei

uberpr

uft werden
Obwohl also mithilfe von Sprungkanten eine L

osung f

ur das Problem der Fami
lien skizziert werden kann ist jene unelegant und nicht ezient
Die meisten der erw

ahnten Nachteile tauchen in der folgenden Variante eines
LRACP mit Time Mapping durch Vererbung gar nicht erst auf

Das Maximum ist fast nie der Prototyp
	
Indem hier nur die Paare mit W in die neue Agenda eingetragen werden wird doch ein kleiner
Teil des Parsing eventuell doppelt ausgef

uhrtEs ist ein Nachteil dieses VerfahrensDiesen Fehler zu
vermeiden w

are sehr aufwendig In der Version des Time Mapping durch Vererbung in Abschnitt
 taucht dieser Fehler nicht mehr auf

Standard Family
Family as a prototype
and jump edges
Direct Jump edges
Additional Jump edges, introduced by
Agenda operations.
Abbildung 
 Eine Familie und die Folgekanten in jedem ihrer Knoten

	 Inkrementelles Time Mapping durch Kantenvererbung
F

ur eine elegantere L

osung des Problems werden zwei Grundannahmen des Chart
parsing fallen gelassen

  Bisher war die Chart eine monotone Datenstruktur Im folgenden erlauben
wir das Ersetzen von Kanten durch andere Kanten
  Bisher war eine Kante immer genau einem Anfangsknoten und genau einem
Endknoten zugeordnet Im folgenden erlauben wir da Kanten eine Menge
von Endknoten besitzen k

onnen bzw da eine Menge von aufeinanderfolgen
den Knoten sich eine Kante teilen kann
Diese Ver

anderungen sind n

otig um den Eekt der Sprungkanten # eben das
Teilen von Kanten durch Knoten # auch ohne Sprungkanten darstellen zu k

onnen
Das folgende Verfahren stellt eine Familie von Worthypothesen nur noch als
eine Kante dar Kanten die im Vorg

angerknoten bereits erzeugt wurden werden in
einem Zyklus an den aktuellen Knoten vererbt Danach geh

ort die Kante zu beiden
Knoten Aktueller Knoten einer Kante ist jedoch immer der neue Knoten


Paare auf der Agenda die im Vorg

angerknoten verworfen wurden werden f

ur
den n

achsten Knoten nochmal auf die Agenda gelegt
Das Maximum f

ur das Pruning wird als Maximum der geerbten Kanten und
dem Maximum der neuen Eintr

age auf der Agenda gebildet
Ausgenommen von diesem Vererbungsmechanismus sind nur die leeren aktiven
Kanten W

urden sie vererbt so w

aren sie keine Schlaufen mehr k

onnten also
nicht mehr rekursiv angewendet werden Auerdem haben die leeren Kanten die f

ur
die Suche wichtige Eigenschaft da ihre OUTSIDEBewertung eine obere Schranke
f

ur folgende CompleterOperationen darstellt Sie erfahren eine Extrabehandlung
wobei wir eine neue SEEKDOWNOperation denieren m

ussen
Ein Parsezyklus zerf

allt grob in vier Schritte

INHERIT Vererbe alle Worthypothesen und Nachfolger f

ur die bereits Vorg

anger
existieren Ignoriere leere Kanten
PARSENEW Behandle alle Worthypothesen f

ur die kein Vorg

anger existiert
und ber

ucksichtige dabei die beim Pruning verworfenen Kongurationen mit
bekannten Hypothesen des Vorg

angerzyklus
UPDATEEMPTIES Vererbe die leeren aktiven Kanten die es nicht schon gibt
F

ur leere aktive Kanten im letzten und im aktuellen Knoten ersetze alle
neuen falls die alten besser bewertet sind
Im Schritt INHERIT wird der Liste der Endknoten einer zu vererbenden Kante
nur ein neuer Knoten hinzugef

ugt Die akustische Bewertung einer solchen Kante
wird solange aktualisiert bis das Maximum der Familie erreicht ist Die Kante wird
auerdem in den neuen Knoten eingef

ugt ohne da sie aus dem Vorg

angerknoten
entfernt wird Durch wiederholte Anwendung dieses Vererbungsschrittes entsteht
also eine Reihe von Knoten die alle ein und dieselbe Kante enthalten Die Kante


Wir stellen dies so dar da in der Implementation eine Kante eine Liste von Knoten enth

alt
wobei ein neuer aktueller Knoten immer als neuer Kopf der Liste angeconst wird

selbst enth

alt eine Liste dieser Knoten wobei der Kopf dieser Liste immer der
aktuelle neue Knoten ist
Im Schritt PARSENEW werden die neuen Worthypothesen wie im standard
LRACP behandelt F

ur jede Worthypothese wird mit allen aktiven Vorg

anger
kanten ein Paar auf die Agenda gelegt Die Auswahl der aktiven Vorg

angerkanten
erfolgt dabei

uber die Anfangsknoten der Worthypothesen Wenn also im standard
LRACP ein solcher Knoten ein Familienmitglied und dessen Nachfolger enthielt
so enth

alt jetzt # durch den Vererbungsmechanismus # der entsprechende Knoten
die eine prototypische Kante der Familie und deren prototypische Nachfolger
Die Fundamentale Regel bleibt hier fast unver

andert Beim erfolgreichen Kom
binieren zweier Kanten wird eine neue Kante in die Chart eingef

ugt Die neue Kan
te erh

alt den Anfangszeitpunkt der beteiligten aktiven Kante und die Liste der
Endezeitpunkte der beteiligten inaktiven Kante Die neue Kante wird nur in den
Anfangsknoten und den aktuellen Endknoten eingetragen
Falls die neue Kante aufgrund eines Agendaeintrags entsteht der im Vorg

anger
knoten beim Pruning verworfen worden war so erh

alt die neue Kante die Liste
der Endknoten der beteiligten Inaktiven
 
 wird jedoch nur in den aktuellen Kno
ten eingetragen Von diesem Knoten aus kann die Kante nunmehr in m

oglichen
Folgezyklen weitervererbt werden In den Vorg

angerknoten wurde diese Kante ja
verworfen daher wird sie dort nicht eingetragen und kann von diesen Knoten aus
auch nicht zugegrien werden
Falls die neue Kante aufgrund einer neuen Worthypothese zustande kam ent
spricht der Mechanismus dem des standard LRACP da die Liste der Endknoten
nur ein Element enthalten kann n

amlich den aktuellen Endknoten
Die leeren Kanten sind im Chartparser Gegenstand von Strukturteilung F

ur
die Vererbung muss ein Teil der Packung aufgefaltet werden und zwar der Teil
der ersichtlich macht durch welche Kanten eine leere aktive Kante h

atte eingef

uhrt
werden k

onnen
Eine leere aktive Kante wird immer durch die beste erste aktive Kante ein
gef

uhrt die eine entsprechende SEEKDOWNOperation ausl

ost Sp

atere SEEK
DOWNs aufgrund anderer aktiver Kanten f

uhren die selbe leere aktive Kante nicht
noch einmal ein Dies wird durch den Redundanztest verhindert
Durch eine modizierte SEEKDOWNOperation f

uhren wir zwar weiterhin lee
re aktive Kanten nur einmal ein Falls jedoch eine Kante # und damit ihre Nach
folger ebenso # bei einem Redundanztest erreicht wird notieren wir dies in einem
hierf

ur vorgesehenen Feld der leeren aktiven Kante Das Feld Families enth

alt die
Menge von Familiennamen aufgrund derer sie eingef

uhrt worden sein k

onnte
Im Schritt UPDATEEMPTIES wird schlielich auf dieses Feld Bezug genom
men Wenn der Schnitt der Menge zu vererbender Familien und das entsprechende
Feld einer leeren aktiven Kante nicht leer sind wird die leere Kante vererbt Das ent
sprechende Feld wird bei der Vererbten mit der Schnittmenge initialisiert Wirklich
eingef

ugt in einen neuen Knoten wird eine Kopie der zu vererbende Kante
Der Schritt UPDATEEMPTIES mu zuletzt ausgef

uhrt werden
Wenn der Schritt PARSENEW ausgef

uhrt ist haben eventuell SEEKDOWN
Operationen stattgefunden dh da f

ur eine gegebene Regel bereits eine leere aktive
Kante im aktuellen Knoten existiert F

ur jede der zu vererbenden leeren Kanten
 
Diese Liste ist ja bereits im Schritt INHERIT aktualisiert worden Die beteiligte Inaktive mu
ja in v
T  
existiert haben und vererbt worden sein sonst g

abe es den Agendaeintrag nicht
	
wird nun

uberpr

uft ob nicht schon eine neue leere Kante im neuen Knoten erzeugt
wurde Falls dies zutrit und die neue Kante besser bewertet ist als die alte wird
die alte Kante nicht vererbt Falls die neue Kante schlechter bewertet ist als die
alte wird sie entfernt und durch eine Kopie der alten ersetzt
Leere aktive Kanten werden also nicht im eigentlichen Sinne vererbt sondern
wirklich kopiert Der Redundanztest der f

ur leere Kanten immer n

otig ist wird
dabei ausgef

uhrt soda immer das Maximum

uberlebt In diesem Schritt werden in
Algorithmus  gegebenenfalls Kanten aus der Chart durch andere ersetzt  ein
nichtmonotoner Schritt
So ist gew

ahrleistet da die leeren Kanten immer die obere Schranke einer
OUTSIDEBewertung mitf

uhren also Nachfolger des besten parsbaren Pfades bis
zum aktuellen Knoten darstellen
Der folgende Algorithmus setzt zus

atzlich Folgendes voraus

  F

ur jeden Knoten K gibt InactiveInK die Liste mit inaktiven Kanten
zur

uck die in K enden
  F

ur jeden Knoten K gibt ActiveInK die Liste mit aktiven Kanten zur

uck
die in K enden
  F

ur jeden Knoten K gibt EmptyActiveInK die Liste mit leeren aktiven
Kanten zur

uck die in K enden
  F

ur jeden Knoten K gibt EdgesK die Liste aller in einem Knoten endenden
Kanten zur

uck
  FamilyW gibt den Namen der Familie von Worthypothesen zur

uck zu der
W geh

ort
  AcScoreFV gibt den acoustischen Score der Worthypothese von Familie F
im Knoten V zur

uck
  F

ur eine leere aktive Kante E enth

alt EFAMILIES die Menge der Familienna
men durch welche die Kante eingef

uhrt wurde


  ERIGHTV enth

alt die Liste der Endknoten der Kante E
  ERULENUMBER enth

alt die eindeutige Nummer der Regel der Unikati
onsgrammatik der Kante E
  Eacousticooperations enth

alt die Anzahl Frames die von der Worthypothe
senfolge

uberdeckt wird die zu akustischen Anteils des OutsideScores von
E f

uhrten Entsprechend deniert seien Eacousticioperations Engramo
operations usw
  Eacousticovalue enth

alt die Summe akustischen Scores der Worthypothesen
die zu akustischen Anteils des OutsideScores von E f

uhrten Entsprechen
deniert seien Eacousticivalue Engramovalue usw
Denition  LRACP mit TimeMapping durch Vererbung

Bzw eingef

uhrt worden w

are wenn kein Redundanztest stattgefunden h

atte

 Erzeuge Knoten v


und setze die Startkanten ein


 Erzeuge Knoten v
 
und Setze T auf 
 Lies alle Worthypothesen W mit Endezeitpunkt T 
 NEU sei  ALT sei 
 F

ur alle W

Falls eine Vorg

angerhypothese in Knoten v
T  
existiert f

uge W in ALT ein
Sonst f

uge W in NEU ein
 INHERIT

a F

ur jedes W in ALT
i F

ur jede Kante E in InactiveInv
T  


Falls E  SuccessorsFamilyW  dann BEGIN
ERIGHTV 
 consv
T
ERIGHTV
UPDATEACOUSTICSCOREEW
InactiveInv
T
 
 consEInactiveInv
T

END
ii F

ur jede Kante E in ActiveInv
T  


Falls E  SuccessorsFamilyW  und nicht leer ist dann BEGIN
ERIGHTV 
 consv
T
ERIGHTV
UPDATEACOUSTICSCOREEW
ActiveInv
T
 
 consEActiveInv
T

END
iii Stoe alle Paare in NonparsedFamilyWv
T  
 auf die AGENDA
 PARSENEW
a F

ur jedes W in NEU

i F

uge W in die Chart ein
ii Stoe jedes Paar AW auf die AGENDA soda A 
ActiveInv
fromW 	

b MAXVALUE 
 MAX MAX ScoreE E  Edgesv
T
 Sco
reTopAGENDA
c Parse die AGENDA bis zur Beamschwelle
d SAVEAGENDA
 UPDATEEMPTIES
a EMPTIES sei 
b F

ur jede Kante E in InactiveInv
T  


Falls E leer ist und falls gilt
 EFamilies fF jF  FamilyW W 
ALTg  
EMPTIES 
 EMPTIES  fEg

Dadurch wird eine SEEKDOWNOperation ausgel

ost

c F

ur jede Kante E aus EMPTIES
i E 
 copyE
ii EFamilies 
 EFamilies fF jF  FamilyW W  ALTg
iii UPDATEEMPTYSCOREE
iv Falls eine Kante A aus EmptyActiveinv
T
 existiert soda
ERULENUMBER  ARULENUMBER

A Falls ScoreE  ScoreA

Ersetze A durch E
EFamilies
 EFamilies  AFamilies
B Sonst
 AFamilies 
 EFamilies  AFamilies
v Sonst
 F

uge E in V
T
ein
Die wichtigen Operationen UPDATEACOUSTICSCORE und UPDATE
EMPTIESCORE sind unten angegeben W

ahrend das Vererben von nicht leeren
Kanten direkt plausibel ist da  wie in Abschnitt  gezeigt wurde  zwei termi
nale Kanten aus einer Familie exakt dieselben Completeroperationen haben k

onnen
ist die Handhabung der leeren Kanten kompliziert
UPDATEACOUSTICSCORE sorgt f

ur die korrekte Behandlung der nicht lee
ren vererbten Kanten Die Korrektheit dieses Schrittes ist direkt ersichtlich Zwei
Komponenten gehen in die Bewertung von Kanten ein
 Die BiGrammBewertung
bleibt unber

uhrt da die vererbte Kante die gleiche Wortkette

uberspannt wie die
urspr

ungliche Die akustischen Worthypothesen die von den vererbten nicht leeren
Kanten

uberspannt werden sind ebenfalls die gleichen  bis auf die letzte Worthy
pothese diese wird ersetzt durch die neue Worthypothese der gleichen Familie
Denition 
 UPDATEACOUSTICSCOREEW
 Increment Eacousticooperations
 Eacousticovalue 

Normalize
DenormalizeEacousticovalue
 AcScoreFamilyWV
T

 AcScoreFamilyWV
T  

 Increment Eacousticioperations
 Eacousticovalue 

Normalize
DenormalizeEacousticivalue
 AcScoreFamilyWV
T

 AcScoreFamilyWV
T  

Die Behandlung der leeren Kanten ist komplexer Zun

achst mu entschieden
werden welche Kanten vererbt werden m

ussen Wie oben bereits kurz erw

ahnt
geben wir zu diesem Zweck jeder leeren Kante ein Feld EFamilies

 Leere Kanten
habe zwei wesentliche Eigenschafte die unsere Vorgehensweise nahelegen

Das F

ullen des Feldes EFamilies bei jeder SeekDownOperation ist einfach und f

ur eine
Programmier

ubung geeignet Da wir SeekDownOperationen vorkompiliert verwenden ist die
Aufgabe noch einfacher

  Eine leere Kante wird aufgrund des BestFirst Zugris auf die Agenda von
der besten aktiven Kante eingef

uhrt die sie einf

uhren kann
  Eine leere Kante im aktiven Chartparser repr

asentiert auch die entsprechen
den Teilschritte der topdown Parses anderer schlechter bewerteter Pfade
durch Strukturteilung
Wenn die Worthypothese die zu den bestbewerteten Kanten f

uhrte nicht vererbt
wurde jedoch andere Worthypothesen deren schlechter bewertete Nachfolger zu
den selben leeren Kanten gef

uhrt h

atten so mu die entspechende leere Kante ver
erbt werden Sie w

are n

amlich beim original LRACP im n

achsten Knoten aufgrund
einer der schlechteren nicht leeren Kanten eingef

uhrt worden die in der Time Map
ping Version vererbt werden
Wenn eine leere Kante kein Nachfolger irgendeiner zu vererbenden Kante h

atte
sein k

onnen dann wird sie nicht vererbt In diesem Fall ist der Schnitt von zu ver
erbenden Worthypothesen und m

oglichen Einf

uhrern der betreenden leeren Kante
leer
Um die erste obige Eigenschaft von vererbten leeren Kanten zu erhalten mu
der Score bei der Vererbung neu berechnet werden Dies wird in der Operation
erreicht UPDATEEMPTIESCORE erreicht indem

uber den vererbten Worthy
pothesen be

uglich des kombinierten Scores der mit ihnen gebildet werden kann
maximiert wird
Denition 	 UPDATEEMPTIESCOREE
 Eintro ist w
 
w
n

 MAXWORD 

Argmax W j 
LogP w
 
w
n 
W jN Gram	
n
 Normalize DenormalizeEacousticoval
 AcScoreFamilyWV
T  

 AcScoreFamilyw
n
V
T

 Eintro 
 w
 
w
n  
MAXWORD
 Engramvalue 

Normalize
DenormalizeEngramvalue
 LogPw
 
w
n
j NGram
 LogPw
 
w
n  
MAXWORD j NGram
 Eacousticovalue 

Normalize DenormalizeEacousticoval
 AcScoreFamilyMAXWORDV
T

 AcScoreFamilyw
n
V
T  

In der Tabelle  ist ein Ezienzvergleich f

ur BUI mit Time Mapping durch
Vererbung und ohne Time Mapping angegeben Dabei wurden im Parser und im
Decoder Beams mittlerer Breite eingesetzt

Time in Sek Edges
Mit TM  
Ohne TM  
Abbildung 
 BUI mit und ohne Time Mapping
Es wurden dabei nur S

atze gez

ahlt die erkannt wurden Die Versionen mit
und ohne Time Mapping erkannten in allen Experimenten exakt die selben S

atze
Dies klingt trivial ist jedoch nicht selbstverst

andlich Der LRACP mit Ti
me Mapping durch Veerbung verh

alt sich bez

uglich des Scoring verschieden zur
Standardversion

F

ur eine Familie von Worthypothesen ist das typische Verhalten in Abbildung
	 dargestellt worden


 Die Bewertung steigt von f
 
an erreicht ein Maximum
und f

allt wieder ab Bei der Version mit Time Mapping f

allt eine Familie nicht ab
Alle Mitglieder nach dem Maximum erhalten den Wert des Maximums Dies kann
im Falle von Wortkopien dazu f

uhren da die global maximierende Erkennung der
Wortgrenzen zu anderen Resultaten f

uhrt Indem Familien nur durch eine prototypi
sche Kante dargestellt werden darf nach dem Maximum die Bewertung nicht mehr
ver

andert werden Dies entspricht einer LRinkrementellen Variante der Viterbi
Strategie wie sie bereits bei Ney   nichtinkrementell vorgenommen wurde
Ney l

at f

ur eine Familie von Worthypothesen generell nur das Maximum

uberleben
In seiner Formulierung eines CYKParsers f

ur Mengen von Worthypothesen wird
generell auf diese Weise bottom up maximiert In unserem Ansatz wird inkremen
tell von links nach rechts gesehen die gleiche Technik verwendet Der Unterschied
ist da immer nur der linke Kontext bis T bekannt ist in einem Parsezyklus zur
Zeit T Wir maximieren nicht global sondern nur nach dem Teil des globalen Kon
texts der zum Zeitpunkt T bekannt ist A posteriori betrachtet landen jedoch alle
Kanten beim Maximum Die Bereiche in denen unterhalb des globalen Maximums
einer Familie gearbeitet wird sind lokal
Der Faktor  der sich in den Experimenten ergab ist unterhalb der durch das
Verh

altnis von Hypothesen zu Familien gegebenen Sch

atzung f

ur einen zu erwar
tenden Speed Up In unserer Implementation des Vererbungsmechanismus wurde
keine letzte Optimierung vorgenommen Da sich das Verh

altnis der Kanten nicht
entsprechend dem Verh

altnis der Verarbeitungszeit verh

alt kommt durch die leeren
aktiven Kanten Ihre Zahl etwa ein f

unftel aller Kanten ohne TimeMapping bleibt
durch das Time Mapping unver

andert Hingegen ist der Pr

adiktorschritt vorherbe
rechnet Die leeren Kanten verbrauchen also wenig Rechenzeit
Die CompleterOperation  also die Suche nach links  ist die eigentlich teure
Operation beim Parsing Diese wird durch das Time Mapping betroen Denn diese
Operation f

uhrt alle nicht leeren Kanten ein auer den direkt durch Worthypothe
sen und Lexikonzugri erzeugten passiven Kanten S

amtliche Kanten die durch den
CompleterSchritt erzeugt werden werden also vererbt

Bis auf diesen Unterschied stellt er jedoch eine pr

azise Nachbildung dar

vergl Abschnitt 

 Modi	kation des inkrementellen Time Mapping f


ur
BUITDV
F

ur den Einsatz mit BUITDV mu das Time Mapping etwas anders organisiert
werden ohne da im wesentlichen andere Mechanismen angewendet werden
Ein Parsezyklus zerf

allt bei BUITDV grunds

atzlich in zwei Teile Der Decoder
schickt zuerst die zu verizierenden neuen Worthypothesen und dann erst  wenn er
die Best

atigungen erhalten hat  die bekannten Worthypothesen desselben Frames
f

ur die er bereits eine Verikationsnachricht im vorangegangenen Zyklus erhalten
hatte Dies liegt daran da f

ur das Pruning innerhalb des Decoders immer nur
verizierte Wortendehypothesen verglichen werden sollen
Der Schritt des Auseinandersortierens von neuen und bekannten Hypothesen
entf

allt also f

ur den Parser Daf

ur wird der Mechanismus komplizierter mit dem
die alte beim Pruning verworfene Agenda gerettet wird und mit aktualisierter Be
wertung nochmal betrachtet wird Ein Zyklus des LRACP ist schlielich wie in
Denition  beschrieben Die Details sind hier nicht speziziert da sie exakt
denen des Algorithmus  in Abschnitt  entsprechen
Denition  Ein Parsezyklus des LRACP f

ur BUITDV mit Time Mapping
durch Vererbung
 Neue Hypothesen

a Empfange alle zu veri	zierenden Hypothesen
b Baue die Agenda auf und Parse OLDMAX sei das lokale Maximum
c Veri	ziere PRUNEAGENDA
 Bekannte Hypothesen

a Erbe alle entsprechenden nichtleeren Kanten aus dem Vorg

angerknoten
INHMAX sei deren Maximum
b Nimm PRUNEAGENDA des Vorg

angerknotens und lege alle entspre
chenden aktualisierten Kanten auf die AGENDA Nimm als Maximum
das Maximum von OLDMAX und INHMAX
c Parse Rette PRUNEAGENDA
d Aktualisiere die leeren Kanten
F

ur BUITDV ist durch das Time Mapping zwar eine Ezienzsteigerung zu
bemerken nicht jedoch in der gleichen Weise wie bei BUI Der Grund ist da das
Time Mapping genau bei einer Schw

ache des BUI greift die bei BUITDV nicht so
stark ausgepr

agt ist
Bereits im Abschnitt  wurde bemerkt da die Qualit

at der Worthypothesen
f

ur BUITDV relativ schlecht ist

Der Parser

ubernimmt hier ja die Aufgabe mit
f

ur den Decoder die Wort

ubergangsstrafen zu errechnen Dies bedeutet da der Par
ser f

ur jeden Wort

ubergang des Decoders auch viele Hypothesen erh

alt die sp

ater
unter den Beam des Decoders fallen wenn der Decoder die Wort

ubergangsstrafe
des Parsers auf das Wortmodell aufaddiert

Zur Erinnerung Qualit

at war Verh

altnis von bottom up Hypothesen zu Kanten

Time in Sek Edges
Mit TM  
Ohne TM  
Abbildung 
 BUITDV mit und ohne Time Mapping
Time in Sek Edges
Mit TM  		
Ohne TM  
Abbildung 
 Standard TDPI mit und ohne Time Mapping
Wie ist aber dann das gute Abschneiden von BUITDV bei den Experimenten in
Abschnitt 

uberhaupt zu erkl

aren
Bei BUITDV wirkt relativ wenig top down Restriktion vom Parser auf den
Decoder Die Maxima der konkurrierenden Zust

ande waren durchweg sogar h

oher
als bei BUITDV Die Hauptrestriktion die den Speed Up von BUI zu BUITDV
bewirkt liegt darin da der Parser seinen eigenen Suchraum nach rechts beschr

ankt
Indem er eine bottom up Hypothese veriziert und die entsprechende Wortkopie
aufgrund einer Verikation mit schlechtem Score unter den Beam des Decoders
rutscht taucht sie nicht noch einmal als Hypothese auf
Ohne Time Mapping mu eine solche Hypothese bei BUI wieder und wieder
vom Parser in Betracht gezogen werden W

ahrend bei engen Beams der Eekt
schw

acher ist und sogar zu einer schlechteren Erkennungsrate von BUITDV f

uhrt
ist die Erkennungsrate bei weitem Beam gleich bei BUITDV mu der Parser jedoch
viel weniger suchen
Die gleiche Ersparnis  n

amlich da kritische Worthypothesen nur einmal geparst
werden  ergibt sich durch das inkrementelle Time Mapping jedoch sowieso
Dies erkl

art wieso das Time Mapping bei BUI wesentlich mehr Gewinn erzielt
als bei BUITDV Dennoch ist ein Gewinn deutlich messbar Die Ergebnisse

uber 
S

atzen im Vergleich zu BUITDV ohne Time Mapping sind in Tabelle  gegeben
 Ein inkrementelles Time Mapping f


ur die Kalkulation
von Pr


adiktionen
Der LRACP mit inkrementellem Time Mapping durch Vererbung wie in Algorith
mus  gegeben ist voll mit TDPI vertr

aglich In Tabelle  ist die Wirkung
des Time Mapping bei TDPI zu sehen Sie ist wie zu erwarten messbar jedoch noch
geringer als bei BUITDV denn der Anteil der Kalkulation der top down Pr

adikti
on am Rechenzeitbedarf von TDPI ist gro w

ahrend das Time Mapping nur das
eigentliche Parsing ezienter macht
F

ur die Kalkulation der Pr

adiktion kann jedoch die gleiche Technik angewen
det werden wie f

ur das eigenliche Parsing Wenn eine Familie von Worthypothesen
mehrere Endpunkte belegt und aufgrund dieser Familie eine oder mehrere Mitglie

der einer Pr

adiktion entstehen so wird auch hier die gleiche Kalkulation mehrfach
ausgef

uhrt
Zun

achst k

onnen wir die folgenden prototypischen F

alle lokalisieren in denen
die Vorgehensweise oensichtlich ist

  Von einem Knoten i zum Folgeknoten j

andert sich nichts an den ankom
menden Worthypothesen In diesem Fall kann die Pr

adiktion von j durch die
Pr

adiktion von i ersetzt werden
  Von einem Knoten i zum Folgeknoten j

andern sich alle Hypothesen In diesem
Fall mu die Pr

adiktion neu berechnet werden
Zu diskutieren ist also der dritte Fall wenn einige Hypothesen aus i in Knoten
j enthalten sind jedoch auch neue hinzukommen und+oder einige fehlen
Aufgrund des Time MappingAlgorithmus kann immer zwischen neuen Kanten
und solchen die vom Vorg

angerknoten geerbt wurden unterschieden werden
Indem wir also f

ur die geerbten Kanten die jeweilige Information speichern
welche Nachfolgew

orter durch sie vorgeschlagen wurden m

ussen zumindest diese
nicht neu berechnet werden
Um Doppelarbeit zu vermeiden ist es n

otig solche durch das NGram vorge
schlagene Verl

angerungen von neuen Kanten nicht mehr zu

uberpr

ufen die bereits
durch die geerbten Kanten ableitbar sind
Zus

atzlich werden f

ur den TestSchritt Schritt  von Algorithmus  nur noch
die neuen nicht leeren aktiven Kanten und die leeren Kanten verwendet
Wie gewohnt kl

aren wir zun

achst die Erweiterungen und Hilfsfunktionen f

ur die
Spezikation des Algorithmus
  F

ur jede nichtleere aktive Kante A wird ein neues Feld APREDS eigef

uhrt
In dieses Feld werden w

ahrend der Berechnung einer Pr

adiktion die top down
Hypothesen eingetragen die aufgrund von A im Testschritt lizensiert werden
Das Feld enth

alt initialisiert die leere Liste
  F

ur jede Kante A wird ein neues Feld AINH eingef

uhrt Dieses Feld steht auf
T wenn die Kante schon einmal vererbt wurde sonst auf nil
  P
i
ist die f

ur den Knoten i in Zyklus i berechnete Pr

adiktion
  Die Funktion NOCHANGEij liefert T falls die Worthypothesen von Knoten
i die gleichen waren wie von Knoten j
Denition  Die Berechnung von Pr

adiktionen P mit Time Mapping f

ur Kno
ten v
i


 Falls NOCHANGEv
i  
 v
i
 set P
i

 P
i  

 Sonst P
i

 
a INHACTIVES seien alle aktiven nichtleeren Kanten A mit AINH 
T
NEWACTIVES seien alle aktiven nichtleeren Kanten A mit AINH 
nil
EMPTIES seien alle aktiven leeren Kanten
INHPREDS 
 

Time in Sek Edges
TDPI mit TM und TMPr

adiktion  
TDPI mit TM und standard Pr

adiktion  		
Abbildung 
 Time Mapping vs standard Kalkulation der Pr

adiktion bei TDPI
b F

ur alle A in INHACTIVES

INHPREDS 
 CONSAPREDS INHPREDS
c Bilde P wie in Algorithmus  Schritt  bis Schritt  NEA wird dabei
ersetzt durch NEWACTIVES
d Entferne aus P alle Kandidaten die in INHPREDS enthalten sind
e F

uhre Schritt  bis c von Algorithmus  aus zur Bildung von P AC
TIVES wird dabei ersetzt durch NEWACTIVES  EMPTIES
f P 
 P  INHPREDS
Falls kein Unterschied bez

uglich der Familien in zwei Knoten besteht erbt der
Algorithmus sofort die Pr

adiktion des Vorg

angerknotens
Falls alle Hypothesen neu sind ergo keine Kantenvererbung stattgefunden hat
dann ist INHPREDS leer In diesem Falle entspricht der Algorithmus  dem
Verfahren des Algorithmus 
Das Aufsammeln der Pr

adiktionen die durch die vererbten Kanten erzeugt wur
den in Schritt b erm

oglicht die direkte Vererbung zur n

achsten Pr

adiktion Die
Arbeitsersparnis kommt indem durch das Filtern in Schritt d die Vererbten nicht
nochmal zur

Uberpr

ufung herangezogen werden Zus

atzlich werden auch nur noch
die neuen Kanten f

ur den

Uberpr

ufungsschritt e verwendet
Die Tabelle  zeigt die Wirkung des Time Mapping f

ur die Berechnung einer
Pr

adiktion

Kapitel 
Integration der Methoden
Dieses Kapitel ist der Verwendung der Ableitungswahrscheinlichkeiten der Unika
tionsgrammatik als statistisches Modell gewidmet
Die Vorgehensweise wird zun

achst motiviert Danach werden einige Ans

atze in
dieser Richtung dargestellt In der Vergangenheit gibt es nur wenige Ans

atze die
sich mit der Kopplung dieser Paradigmen befassen Wir versuchen eine systemati
sche Vorgehensweise indem wir eine Denition einer probabilistischen Unikations
grammatik vorschlagen die die Details der Kopplung von Ableitungen und Modell
oen l

at Diese Details werden im anschlieenden Abschnitt eingehender betrach
tet wobei unserer Meinung nach die verwendeten Mittel f

ur die Kopplung vom
verwendeten Typmechanismus der Grammatik abh

angen sollten
F

ur typisierte Unikationsgrammatiken f

uhren wir eine spezielle Vorgehensweise
ein um die Ableitungen und Typoperationen probabilistisch zu modellieren
Schlielich wird eine Variante von Fujisakis
 
Trainingsverfahrens f

ur PCFG an
gegeben mit der sich diese Art von probabilistischer typisierter Unikationsgram
matik PTUG trainieren l

at
Am Ende der Arbeit werden einige Experimente mit dem LRACP und der
PTUG diskutiert
	 Probabilistische Unikationsgrammatik
 Motivation f


ur eine probabilistische Variante von Uni
	kationsgrammatiken
F

ur die Verwendung einer probabilistischen Unikationsgrammatik f

ur den LRACP
gibt es drei Hauptargumente
  Systeme wie die Kopplungen im Abschnitt  als ganzes gesehen modellieren
eine Abbildung f
S 	 MS wobei s  S ein Schallsignal ist und ms  MS
eine Merkmalsstruktur Wenn wir nur das NGrammModell und die akusti
schen Bewertungen zur Suche verwenden erhalten wir immer noch eine Men
ge m

oglicher ms als Ergebnis Gew

unscht ist aber noch eine Disambiguierung
 
Vergl Einf

uhrung
		
zwischen verschiedenen Ableitungen die durch die Unikationsgrammatik f

ur
eine gefundene Worthypothesenfolge erzeugbar ist
  Durch ein zus

atzliches probabilistisches Modell kann eine bessere Erkennungs
leistung erreicht werden
  Durch ein Modell der grammatischen Operationen wird die Strahlensuche des
LRACP nach links verbessert Dadurch sollte eine gleiche Erkennungsleistung
trotz weniger Unikationsoperationen erreicht werden
Auf die genannten drei Aspekte wird bei den durchgef

uhrten Experimenten in Ab
schnitt  wieder Bezug genommen
Zus

atzlich zu den rein technischen Argumenten pat die Vorgehensweise
nat

urlich in unser Paradigma der Kopplung von Parser und Decoder Bisher konnte
nur die Parsbarkeit als Filter zur Verf

ugung gestellt werden der nicht auch bereits
vom Decoder mit NGrammModell alleine verf

ugbar gewesen w

are In den beiden
top down Szenarien des vergangenen Kapitels kann mit einer PUG demDecoder eine
zus

atzliche Beschr

ankung zur Verf

ugung gestellt werden die ohne LRinkrementelle
Kopplung nicht realisierbar w

are Der

Ubergang von probabilistischen CFGs zu pro
babilistischen Unikationsgrammatiken bietet einige Vorteile

Kontextfreie Grammatiken sind bekanntlich f

ur die Modellierung von Semantik
Dialog oder

Ubersetzung nicht geeignet

Dar

uber hinaus gibt es jedoch auch aus statistischer Sicht Vorz

uge von proba
bilistischen Unikationsgrammatiken
  Bei Unikationsgrammatiken werden viele nat

urliche Klassen wie zB nur
bez

uglich Kongruenz verschiedene Phrasen durch die selben Regeln model
liert Wir nden also bereits eine starke Generalisierung vor Bekannte und
oensichtliche Generalisierungen k

onnen hier also von Hand in die Grammatik
geschrieben werden
Weniger oensichtliche oder dom

anenabh

angige Regularit

aten k

onnen schlie
lich

uber die statistische Komponente hinzugef

ugt werden
  Kontextfreie Grammatiken haben typischerweise sehr viele Regeln um ein
entsprechendes Fragement abzudecken Beim Grammatiktraining generell ist
zu beobachten da die Menge der Regeln immer der Stichprobe davonl

auft
Um mehr Daten abzudecken m

ussen wieder mehr Regeln zugef

ugt werden
dadurch entstehen mehr zu trainierende Parameter und die Stichprobe mu
vergr

oert werden usw
Unikationsgrammatiken weisen um Gr

oenordungen kleinere Mengen von
Regelinstanzen auf Durch linguistisch motivierte Zusammenfassung reduzie
ren sich die zu trainierenden Parameter f

ur das statistische Modell Dies ent
spricht dem Eekt einer Klassenbildung wie etwa f

ur NGramme verwendet

Da hierauf von vielen Autoren seit Jahren hingewiesen wurde wollen wir diesen Punkt nicht
weiter vertiefen
	
  Bisherige Ans


atze f


ur enge Kopplungen von Statistik
und Uni	kationsgrammatik
Im folgenden werden die bisherigen Ans

atze kurz dargestellt bei denen eine enge
Kopplung von Unikationsgrammatik und probabilistischem Modell realisiert wur
de
Zun

achst sind hier die Arbeiten vom MIT im Kontext des Verarbeitungmodells
TINA zu erw

ahnen Mit TINA bestehen bereits Erfahrungen f

ur die Verarbeitung
gesprochener Sprache
Einige Arbeiten wie etwa Hemphill  Picone   versuchten bereits pro
babilistische Unikationsgrammatiken einzuf

uhren Die dortige Vorgehensweise ist
jedoch sehr vereinfachend
Dar

uber hinaus sind mit PEARL und PICKY probabilistische chartbasierte
Ans

atze mit denen merkmalsbasierte Grammatikformalismen verarbeitet werden
k

onnen vorgeschlagen worden Diese Arbeiten sind zwar nicht an gesprochener
Sprache erprobt stellen aber die derzeit geradlinigste Vorgehensweise dar In Ma
germann 

 werden verschiedene M

oglichkeiten diskutiert statistische Mo
delle

uber grammatische Ableitungsfolgen kontextsensitiv zu gestalten Dies ist f

ur
probabilistische Unikationsgrammatiken von h

ochster Relevanz
Eine wichtige Arbeit in diesem Bereich ist Briscoe  Carrol  die einen pro
babilistischen GLRP f

ur die Verarbeitung einer Unikationsgrammatik verwenden
Briscoe  Carrol  greifen wichtige Probleme auf wie etwa die Konstruktion
von kontextfreien Approximationen von Unikationsgrammatiken ein Problem der
Abbildung unendlich vieler Auspr

agungen auf endlich viele Klassen
Der in unserer Arbeit verfolgte Ansatz geht etwas anders vor als die oben
erw

ahnten Indem wir # dem Stand der Forschung entsprechend # typisierte Uni
kationsgrammatiken verwenden ergibt sich ein etwas anderes Problem der Hand
habung eines kontextfreien R

uckgrats einer Grammatik
Wir behandeln typisierte Unikationsgrammatiken indem wir eine Abbildung
des Typsystems auf ein BiGrammModell vornehmen In bezug auf die Debatte in
Magermann  zu probabilistischen Abh

angigkeiten bei Ableitungen halten wir
diese Vorgehensweise f

ur einen guten Kompromi f

ur das Parsing von Lattices
Hierf

ur werden schlielich einige Eigenschaften diskutiert wie etwa die Ver
tr

aglichkeit mit diversen Eigenschaften von Typsystemen Schlielich werden noch
angepate Varianten des FujisakiTrainingsverfahrens f

ur unserer Zwecke angege
ben

 Einfache Ans

atze mit annotierten PCFGs
Der TINA Parser beschrieben in Sene   ist der erste echte probabili
stische LanguageParser der f

ur gesprochene Sprache entwickelt wurde insofern er
mehr als nur eine einfache kontextfeie Grammatik verwendet
In TINA werden annotierte kontextfreie Regeln verwendet die zum Parsen in
eine Netzwerkstuktur gepackt werden Das statistische Modell von TINA ist ein
standard PCFGModell
 Die Grammatik ist sauber in kontextfreie Regeln mit eige
nen Variablen und in Filter  den FeatureAnteil der Grammatik # geteilt

Die beste Arbeit die ich seit Jahren las
	
F
ur TINA wird ein einfaches Modell verwendet da Regelwahrscheinlichkeiten
direkt aus der H

augkeit und der Normalisierung

uber alle Regeln der gleichen
linken Variablen ermittelt
Die Filter beschr

anken dabei die m

oglichen Parses und beeinussen auf diese
Weise die Statistik der Regelanwendungen
Die von uns in Abschnitt  vorgeschlagene Handhabung von Typen resultiert
in einem Modell wie TINA wenn der Typverband ach ist also alle Typen wie
CFGVariable unvertr

aglich miteinander sind
Eine

ahnlich Vorgehensweise betreiben Hemphill  Picone   Sie pr

asen
tieren bereits eine leider widerspr

uchliche Denition f

ur PUG die wir hier wie
dergeben da an ihr das Dilemma eines zu einfachen Vorgehens sichtbar wird
Denition 
 De	nition einer PUG nach Hemphill  Picone   Sei
te 
 De	nition
 A stochastic uni	cation grammar is a fourtuple G
s

V
N
 V
T
 P
s
 S where V
N
and V
T
are 	nite sets of nonterminals and terminals
S  V
N
is the set of start symbols and P
S
is a 	nite set of stochastic productions
each of which is of the form A p 	  where A  V
N
 p is the probability of ap
plying the rule and   V
N
 V
T


 Let the set of probabilities of all k stochastic
productions in P
s
with A on the left be fp
i
jA p
i
	  i    kg Then 	  p
i
 
and
P
k
i 
p
i
  The nonterminals and terminals are feature value pairs
 De	nition
 A feature set is set of featurevalue pairs of the form f
V where f
is a constant ary function symbol and V is either a constant a variable or a
feature pair
Hemphill  Picone 

ubernehmen direkt eine Denition f

ur eine probablisti
sche kontextfreie Grammatik Diese Denition ist streng daran gebunden da nur
endlich viele Variablen existieren
An anderer Stelle der Denition wird dann gefordert da alle Variablen der
Grammatik Merkmalsstrukturen sind und es wird schlielich eine Denition von
Merkmalsstrukturen angeboten die unendlich viele Auspr

agungen von MS erlaubt

 GPLRP
In der Arbeit von Briscoe  Carroll   wird das Problem der Nutzbarmachung
von PCFGTechniken eingehender betrachtet F

ur die DCG

 die sie in ihrem An
satz verwenden und die unendlich viele m

ogliche Kategorienauspr

agungen erlaubt
schlagen sie eine Methode vor um ein kontextfreies R

uckgrat zu extrahieren soda
neue Kategorien erzeugt werden die mit den Merkmalsstrukturen korrespondieren
Diese Vorgehensweise wird unten weiter diskutiert

Die Autoren verwenden einen Generalisierten Probabilistischen LRParser
GPLRP um eine DCG zu verarbeiten Dabei wird nicht wie zB in Arbeiten von
Wrigley  Wright   eine bereits trainierte Grammatik

in eine LALR
Tabelle umgewandelt sondern die

Uberg

ange und die Aktionen pro

Ubergang des
Automaten werden mit einem einfachen Modell durch Abz

ahlen trainiert

Denite Clause Grammar siehe Einf

uhrung

In der Einf

uhrung Abschnitt 
 ist ja bereits ein solches Verfahren erl

autert

Wrigley  Wright  verwenden nur eine PCFG und keine Unikationsgrammatik F

ur eine
kontextfreies R

uckrat einer Grammatik w

are die Erstellung der Tabelle nat

urlich identisch
	
Es resultiert eine Variante eines Markovmodells das mit einer Viterbisuche
durchlaufen werden kann
F

ur einen Vorteil ihres Modells gegen

uber Ans

atzen mit direktem Training der
Regelinstanzen halten die Autoren da gegen

uber direkt an Regeln gekn

upfte pro
babilistische Modelle wie bei Fujisaki et al   oder Jelinek   ein
gr

oerer Kontext durch das Modell in die Entscheidungen eingeht Dies ist nicht
generell korrekt So wie Briscoe  Carroll  die statistische Variante eines GLRP
von Wright 	  umTransitionswahrscheinlichkeiten erweitern kann auch mehr
Kontextsensitivit

at in direktes Grammatiktraining aufgenommen werden Charniak
 Carroll 

 zeigen dies zB f

ur PCFGs mit kontextsensitivem Modell und
pr

asentiert eine entsprechende Version des InsideOutsideAlgorithmus
Grunds

atzlich ist die Methode direkt den TomitaAutomaten zu trainieren in
teressant bringt jedoch keine unmittelbaren Vorteile gegen

uber regelbasierten Mo
dellen die ebenfalls kontextsensitiv organisiert sein k

onnen

 PEARL und SPATTER
In Magermann   werden M

oglichkeiten diskutiert durch die Verwendung
von mehr Kontextinformation zu einem probabilistischen Grammatikmodell zu ge
langen das ohne explizite Verwendung von Merkmalsstrukturen die gleiche desam
biguierende Information implizit im probabilistischen Modell kodiert
Als Eckpunkte der M

oglichkeiten f

ur probabilistische Grammatikmodelle er
scheinen dabei die PCFG die keinen Kontext modellieren und das History Based
Grammar Model HBGM bei dem die Wahrscheinlichkeit einer Regelanwendung
immer von allen vorhergehenden Schritten einer Linksableitung abh

angt
Bei HBGM wird durch einen Beweisbaumbasierten Klassikator entschieden
welche Klasse von globalem Kontext in einer durch eine Grammatik gegebene Ab
leitung lokal vorliegt
Schlielich wird aus den Ergebnissen mit HBGM in Magermann  das SPAT
TER Parsing entwickelt Hierbei entscheidet das Modell nicht mehr zwischen eini
gen durch eine Grammatik gegebene Menge von Ableitungsb

aumen Bei SPATTER
bewertet das Modell alle m

oglichen B

aume die

uber einer Kette von W

ortern kom
binatorisch m

oglich sind und erzeugt so eine Ableitung ohne explizite Grammatik
Dadurch wird ein v

ollig neues Paradigma eingef

uhrt Die Erzeugung einer Ablei
tung ist nicht mehr generativ sondern bei SPATTER selektiv B

aume werden nicht
mehr abgeleitet sondern nur noch ausgew

ahlt
Die grundlegende Erkenntnis aus Magermann  ist da durch ein geeigne
tes kontextsensitives Modell die grammatischen Operationen

uber

ussig gemacht
werden k

onnen
Wichtiger f

ur unsere Arbeit jedoch ist die Sichtweise auf grammatische Ableitun
gen Alle Modelle die Magermann  diskutiert identizieren diskrete Ereignisse

uber m

oglichen Ableitungen um an diese ein probabilistisches Modell zu kn

upfen
Beim PearlModell

wird zB eine Vorgehensweise f

ur aus PATRartigen Uni
kationsgrammatiken erzeugte CFGSkelette vorgeschlagen das stark an die Vor
schl

age zur Bildung eine kontextfreien Skeletts von Briscoe  Caroll  erinnert

Anm Es ist nicht der selbe Carroll John C arbeitet am GPLRP w

ahrend Glenn C die
kontextsensitive PCFG betreibt

In Magermann  diskutiert aber bereits in Magermann  Markus   ver

o	entlicht
	
Verarbeitet wird die Grammatik jedoch in einem Chartparser
Das SPATTERModell ist zwar interessant l

at sich jedoch f

ur unserer Zwecke
der Integration nicht naheliegend verwenden Unser Ansatz bem

uht sich ja um eine
enge Verschr

ankung von Suche und Analyse Die Unikationsgrammatik kann hier
nicht wirklich ersetzt werden da sie in einem echten System die Basis f

ur weitere
Verarbeitungsschritte wie etwa eine detaillierte semantische Verarbeitung bildet
Die Vorgehensweise bei Pearl k

ame jedoch durchaus in Frage Jedoch wird auch bei
Pearl das eigentliche Parsing nur noch mit dem kontextfreien Ger

ust ausgef

uhrt
Unsere Vorgehenseweise ist derjenigen aus Pearl durchaus

ahnlich Die Operationen
im Parser werden jedoch mit der urspr

unglichen Grammatik ausgef

uhrt und nicht
mit der kontextfreien Approximation
 NGrammModelle der Ableitungen von UGs
Die meisten probabilistischen Modelle die PCFGs zugrundeliegen sind NGramm
Modelle

uber Ableitungsfolgen In der Einf

uhrung

wurden die PCFGs

uber die Ab
leitungsrelation deniert Durch die Ersetzungsrelation ergibt sich f

ur jeden Schritt
einer Ableitung ein Paar von linker und rechter Seite einer Regel Diese kann als
BiGramm behandelt werden
Die wesentliche Beobachtung f

ur die Erweiterung von AbleitungsNGrammen
auf Unikationsgrammatiken ist die folgende

  F

ur die Anwendung von AbleitungsNGrammen als Basis f

ur ein probabi
listisches Modell mu ein Grammatikmodell gegeben sein das in diskreten
Schritten Ableitungen bildet Im Verlauf solcher Ableitungen d

urfen nur end
lich viele Klassen diskreter Zust

ande auftreten
Wenn unendlich viele Klassen diskreter Zust

ande m

oglich sind kann trivialer
weise nicht mehr garantiert werden da sich f

ur ein NGramm

uber solchen Ablei
tungen die Summe aller abh

angigen Beobachtungen zu  aufaddiert
Dies ist der Grund warum die Denition einer PUG von Hemphil  Picone
 unsinnig ist Die Autoren denieren ihr probabilistisches Modell direkt

uber
MS ohne auf das Klassenproblem einzugehen
 

F

ur die PCFG sind die Klassen des NGramms den nonterminalen Symbolen der
Grammatik gleichgesetzt Dies entspricht in Analogie einem NGrammModell f

ur
Wortketten das keine Klassen kennt sondern bei dem jede Wortform eine eigene
Klasse bildet
Der Schl

ussel f

ur die direkte Denition einer probabilistischen Unikationsgram
matik ist also deren Ableitungsrelation und die Klassenbildung zB

uber Merkmals
strukturen
Wie bei Magermann  m

ussen die diskreten Ereignisse jedoch nicht unbe
dingt Merkmalsstrukturen sein Im HBGM werden ua Regelobjekte als Ereignis in
einer Ableitung angesehen Ihm ging es jedoch vor allem darum Unikationsgram
matiken zu ersetzen Unsere Vorgehensweise versucht Unikationsgrammatiken ef
zienter verarbeitbar zu machen und zus

atzliche Desambiguierungsmechanismen
einzubeziehen
	
Vergleiche Abschnitt 


 

Sicher haben die Autoren von  eine solche Klassenzuordnung bei Experimenten vorgenom
men jedoch in ihrer Darstellung evtl als selbstverst

andlich vorausgesetzt
	
Die Denition von diskreten Ereignissen mit denen sich eine Ableitung beschrei
ben l

at und ein statistisches Modell

uber solchen Ereignissen sind zwei verschie
dene Dinge und m

ussen getrennt voneinander behandelt werden

Uber spezielle Vorgehensweisen l

at sich f

ur probabilistische Unikationsgram
matiken generalisieren

Denition 
 Eine probabilistische Uni	kationsgrammatik ist ein Tupel

LRCPM wobei gilt

L
 ist das Lexikon der Uni	kationsgrammatik wMS  L sind Paare von Wort
formen und Merkmalsstrukturen
R
 sind die Regelinstanzen der Uni	kationsgrammatik
C
 ist eine Klassenzuordnung von w

ahrend einer Ableitung beobachtbaren Objek
ten zu endlich vielen Klassennamen
GM
 ist ein probabilistisches Modell

uber Folgen von Klassen
Im folgenden Abschnitt diskutieren wir verschiedene M

oglichkeiten bei durch
Unikationsgrammatiken erzeugten Ableitungen Klassen zu nden und  damit
korrespondierend  die Frage nach dem geeigneten probabilistischen Modell
	  Klassenannahmen und passende probabilisti
sche Modelle
Im LRACP in dieser Arbeit wird eine typisierte Unikationsgrammatik verwendet
die entweder das Typger

ust losgel

ost von den Merkmalsstrukturen verwenden kann
oder mit Typ Aproppriateness wie in Carpenter   arbeitet
Unikationsgrammatiken unterscheiden sich stark voneinander F

ur die verschie
denen Varianten sind nicht die gleichen Klassenannahmen

uber Ableitungsereignisse
praktikabel Wir unterscheiden in diesem Abschnitt drei Typen von Unikations
grammatiken
Zu Grammatiken ohne Typsystem gibt es bereits Ans

atze die teilweise oben
dargestellt wurden Wir diskutieren hier noch einmal die m

oglichen Varianten
Eingehender besch

aftigen wir uns mit der Verwendung des Typsystems im dar
auolgenden Abschnitt Wir pr

asentieren einen Ansatz bei dem das statistische
Modell der Ableitungen vor allem auf den Operationen

uber Typen arbeitet wobei
Typvererbung und Aproppriatness m

oglich bleiben Dieses Modell geht schlie
lich in Abschnitt  in den LRACP ein In Abschnitt  werden Experimente
pr

asentiert
Anschlieend diskutieren wir noch die Vertr

aglichkeit des Ansatzes mit den
m

achtigsten

ublichen Typsystemen  solchen mit Typinferenz
  Typfreie Uni	kationsgrammatiken
Bei Unikationsgrammatiken ohne Typen sind Variable der Grammatik reine MS
Zuerst betrachten wir die Klassenbildung f

ur solche Merkmalsstrukturen und die
Vorgehensweisen die durch diese Abbildung PCFGTechniken nutzbar machen
	

 Klassen von Merkmalsstrukturen durch Shiebers Restriction
Bei typfreien Unikationsgrammatiken gibt es f

ur die Klassenbildung bereits die
oensichtliche Vorgehensweise aus Briscoe  Carrol  die auch schon  f

ur
das PearlModell von Magermann  Marcus verwendet wurde Im Wesentlichen ist
diese Methode mit der Technik der Restriction in Shieber   bereits gegeben
worden und nichts neues
Der einzige zus

atzliche Verarbeitungsschritt ist die Umbenennung der
RestrictionMS um aus dieser endlich groen Menge von MS die Restrictions
bez

uglich ausgew

ahlter Merkmale Variablen einer kontextfreien Grammatik zu er
zeugen Im Wesentlichen korrespondiert diese Vorgehensweise auch mit dem infor
mell in der Einf

uhrung angegebenen Verfahren zur Erstellung eines GLRP f

ur eine
Unikationsgrammatik
  
Denition 
 Abbildung von MS auf endliche viele Klassen durch Shiebers Re
striction
 W

ahle eine Menge von Merkmalen aus die immer atomare Werte haben
und bilde alle Merkmalsstrukturen nur mit diesen Merkmalen und allen ih
ren m

oglichen Werten
 
Vergib eindeutige Namen Name
 
Name
n
an all
diese m

oglichen Instanzen von Restrictions
 F

ur jede Regel aus R klassi	ziere alle MS von R danach ob sie mit Restriction
Name
i
uni	ziert werden k

onnen
 F

ur jede Regel aus R f

ur die MS in mehrere Klassen fallen
 Erzeuge soviele
Kopien von R da alle Namen eindeutig werden
 F

ur jede Regelkopie von Regeln aus R uni	ziere MS
j
mit Namen Name
k
der
Regelkopie mit der Restriction Name
k

 F

ur das Lexikon der Grammatik
 
gehe man wie folgt vor
 Die linken Seiten
der Lexikonproduktionen werden wie alle anderen MS behandelt Alle Strings
f

ur Wortketten bilden eine eigene Klasse
Ein solches Verfahren kann selbstverst

andlich in diversen Varianten formuliert
werden Der Zweck ist erf

ullt wenn alle Regelobjekte  und das Lexikon # so
in Klassen aufgeteilt werden da die Mitglieder zweier verschiedener Klassen sich
nicht gegenseitig subsumieren und auch nicht miteinander uniziert werden k

onnen
Das evtl Vervielf

altigen von Regeln in Schritt  dient dazu dies zu gew

ahrleisten
Explizite Disjunktionen oder implizite Unterspezikation Nichtdeterminismen
m

ussen hierzu f

ur einen Teil der Merkmale entfernt werden # der Teil der Merk
male f

ur die Restrictions Dies erlaubt schlielich deterministisch zu entscheiden
in welche Klasse eine Merkmalsstruktur f

allt
Die probabilistischen Modelle die hierdurch verwendet werden k

onnen sind N
Gramme
 

uber Klassen von MS
  
Vergl Abschnitt 

 
Hier m

ussen wirklich nur alle Werte erzeugt werden Es darf keine Unterspezikation auftau
chen soda etwa eine Restriction eine andere subsumieren kann
 
Die Lexikoneintr

age betrachten wir hier als un

are Produktionen
 
Nat

urlich k

onnen hier auch andere Klassikatoren wie zB Magermanns Entscheidungsb

aume
 eingesetzt werden
	
Systematisch betrachtet erlaubt diese Bildung der Klassen von Merkmalsstruk
turen die folgenden Vorgehensweisen

a Ersetzen der UG durch die erzeugte PCFG Man erzeugt durch die ur
spr

ungliche Unikationsgrammatik eine Baumbank

uber einem Korpus Da
nach ersetzt man die Unikationsgrammatik durch eine kontextfreie Gramma
tik deren Variablen die Klassennamen der Restrictions sind F

ur jede oben
erzeugte Regelkopie enth

alt die CFG eine entspechende Regel Man trainiert
schlielich die CFG zu einer PCFG anhand der durch die Unikationsgramma
tik gegebenen Baumbank Durch das

uberwachte Lernen gelangt die Restric
tion der urspr

unglichen UG in die probabilistische Komponente der PCFG
Dies ist die Vorgehensweise von Pearl
b Parsing der PCFG als Skelett f

ur die UG Man geht vor wie oben h

alt
jedoch f

ur jede Regel der PCFG einen Index auf die urspr

ungliche Regel der
UG
Es bleiben zwei M

oglichkeiten

  Man zieht nach jeder Regelanwendung einer Regel der PCFG die entspe
chende Regelanwendung der UG nach Falls eine Regel der UG scheitert
setzt man die Wahrscheinlichkeit der entsprechenden PCFGOperation
auf 	
  Man parst mit der PCFG
 
in einem angemessenen Format
 
 Wenn ein
Parse gefunden ist bildet man ihn mit der Unikationsgrammatik nach
Wenn der UGParse scheitert erzeugt+nimmt
 
man den n

achsten Parse
mit der PCFG usw
Dies w

are die Vorgehensweise die Briscoe  Carrol  entspricht
c Direktes Trainieren und Parsing mit den UGRegelkopien Da wir f

ur
jede Regelkopie und jede ihrer MS wissen zu welcher Klasse sie geh

ort k

onnen
wir die Kopien auch direkt trainieren Das Training kann

uberwacht oder
un

uberwacht ausgef

uhrt werden Die Metrik kann wie f

ur PCFG gestaltet
werden Alle linken Seiten die zur selben Klasse geh

oren m

ussen zu  aufad
dierbar sein
Da bereits f

ur jede Regelkopie die Klassen zu denen die Mutter und T

ochter
MS geh

oren bekannt sind mu dies auch beim Parsing nicht

uberpr

uft wer
den Mit einer bestimmten Regelkopie bleibt dies konstant Insofern sind beim
Parsing die Klassen immer direkt zugreifbar und Regelwahrscheinlichkeiten
k

onnen direkt ausgerechnet werden
d Direktes Training und Parsing der UG Training und Parsing k

onnen
auch direkt mit den Regeln der original UG durchgef

uhrt werden Das pro
babilistische Modell bleibt in diesem Falle nur implizit an den Regelkopien
verankert
 
Bestensuche
 
Wir abstrahieren hier f

ur einen Moment von speziellen Parsingalgorithmen
 
Hier k

onnen alle kontextfreien Parses erzeugt werden oder bei Bedarf der n

achste Das h

angt
vom Parsingverfahren ab Bei ACP geht es nach Bedarf Bei CYK oder GLRP ist es g

unstiger den
gesamten gepacktenWald zuerst zu erzeugen Bei Agendagetriebenem GLRP wie etwa derjenige
von Staab   kann wie beim ACP vorgegangen werden
	
Sowohl beim Training als auch beim Parsing mu f

ur jede Regelanwendung
entschieden werden zu welcher RegelkopieKlasse sie innerhalb eines Parses
instanziiert Dies kann erfolgen indem jeweils Subsumptionstest mit den je
weiligen Restrictions durchgef

uhrt werden die f

ur mit einer Regel assoziierten
Regelkopien in Frage kommen
Block m

undliche Kommunikation
 
macht einen Vorschlag in dieser Rich
tung f

ur die a posteriori Disambiguierung von durch CYKParsing enstehende
gepackte W

alder von Unikationsgrammatiken
Es wird hier deutlich da in Denition  die Klassenbildung zu Recht vom
verwendeten probabilistischen Modell abgetrennt wird
Der PearlAnsatz der ja nur die resultierende PCFG verwendet kann eigentlich
nicht als PUG aufgefat werden Wir werden ihn nicht weiter diskutieren
Beim Parsing mit dem Skelett und der a posteriori Unikation der korrespondie
renden Regeln der UG # wie in b # hingegen handelt es sich beim PCFGSkelett
nur um eine eziente Darstellung der Klassenvertreter an denen die Modellwahr
scheinlichkeiten schnell ausgerechnet werden k

onnen
Wir haben in ad absichtlich auf die Spezikation von speziellen Parsingverfah
ren verzichtet Der GPLRP von Brisoe  Carrol  f

ur Unikationsgrammatiken
ist eben nur eine m

ogliche Auspr

agung der Vorgehensweise b Mit einem Chart
parser ist die gleiche Vorgehensweise vorstellbar Entspechend verh

alt es sich nicht
mit allen genannten Varianten F

ur eine GLPRorientierte Verarbeitung kommen
nur a und b in Frage da eine LRTabelle statische Variablen die sich zur Laufzeit
nicht ver

andern voraussetzt
Variante c und d sind an Earley oder CYKbasierte Verfahren gebunden die
ohne ein CFGSkelett direkt mit Unikationsgrammatiken umgehen k

onnen
Alle vier Varianten lassen diverse probabilistische Modelle zu mit denen Beob
achtungssequenzen erzeugt bzw bewertet werden k

onnen Entscheidend ist hier nur
die jeweilige Zuordnung grammatischer Operationen und Objekte zu beobachteten
Klassen
Die Varianten c und d scheinen sehr

ahnlich Sie haben jedoch sehr verschiedene
Eigenschaften die f

ur den Typ der verwendeten Grammatik entscheidend sind aber
auch f

ur das Parsingverfahren
Das Verfahren c ist besser geeignet f

ur Unikationsgrammatiken deren Regeln
sehr konkret und zahlreich sind w

ahrend das Verfahren d f

ur solche Grammtiken
sehr aufwendige Tests zur Laufzeit erfordert
F

ur stark lexikalisierte Grammatiken die wenige sehr abstrakte Regelschemata
aufweisen # also HPSG

ahnliche Grammatiken # ist das Verfahren d

uberle
gen Ein Auspr

agen der Regelkopien w

urde hier die ansonsten identischen Regeln
vervielfachen Im Vergleich zu der Vervielfachung erscheint der Aufwand f

ur die
Subsumptionstests zum Zwecke der Klassenbestimmung gering  im Besonderen
da ja nur wenige Regeln

uberpr

uft werden m

ussen
Es st

ort im

Ubrigen nicht da f

ur GrammatikenmitRelationen die Subsumption
unentscheidbar ist
 
Die Tests sind immer nur lokal f

ur die Werte einiger Merk
 
Vortrag auf dem Workshop Prozedurale Aspekte der Sprachverarbeitung der KI  Saar
br

ucken September 
 	
Vergleiche Einf

uhrung
	
male der Restriction und k

onnen durch eine nichtdestruktive Unikation ersetzt
werden


Ein Problem mit Verfahren d besteht darin da m

oglicherweise die Merkmale
die durch den Test mit der jeweiligen Restriction abgefragt werden zu diesem Zeit
punkt noch nicht deterministisch sind Dies kann auch f

ur einen gesamten Parse
gelten bei dem so ein Merkmal Disjunktionen oder Unterspezikationen enth

alt
die nie mehr durch eine sp

atere Unikation aufgel

ost werden
Dieses Problem kann gel

ost werden wenn Wahrscheinlichkeiten erst a posteriori
berechnet werden f

ur bereits bestehende Parses In diesem Fall kann eine Instanz
einer Regel die mit mehreren Regelkopien des statistischen Modells unizierbar ist
die Summe der jeweiligen Modell

uberg

ange oder aber das Maximum erhalten
 
F

ur eine LRinkrementelle Verarbeitung scheidet ein Verfahren wie d jedoch
bereits aus diesem Grund aus Auch bei einer VITERBISuche also demMitnehmen
nur des Maximums ist durch die nichtLokalit

at der Unikationsoperationen mit
Koreferenzen ein solches Verfahren nicht mehr sinnvoll


 Klassen durch Regelobjekte
Eine sehr viel einfachere Methode zu diskreten Beobachtungen w

ahrend der durch
eine UG erzeugte Ableitung zu gelangen ist durch die Regelobjekte der UG selbst
gegeben
F

ur eine gegebene Linksableitung
S 
 
 
W 
ist immer eindeutig identizierbar welche Regel in einem Schritt angewendet
wurde unabh

angig von der konkreten Auspr

agung Die Ableitung kann also ge
schrieben werden als Folge von Regeln wobei wir hier Lexikonproduktion zu den
Regeln z

ahlen

R
i


 R
jiDtr
m
i	
 R
klDtr
n
l	
 wobei l  i oder l  j
  mn  maxlenghtR

Die L

ange von R bezeichnet die Anzahl von T

ochtern einer Regel R Die Kodie
rung oben ist wie folgt zu verstehen

Index  bezeichnet die Nummer einer Regel
Index  bezeichnet die Nummer der Regel deren Tochter durch die aktuelle Regel
expandiert wurde
Index  bezeichnet die fortlaufende Nummer dieser Tochter auf der rechten Seite
der durch Index  bezeichneten Regel


Subsumptionstest oder nichtdestruktiveUnikationdienen hier beide dem gew

unschtenZweck
Eigentlich ist dies nur eine Nachbildung eines Tests auf echte Identit

at
 
Abh

angig davon ob wir ein INSIDEOUTSIDE oder VITERBI Suchkriterium anwenden
wollen

Es ist mit groem buchhalterischenAufwand trotzdemm

oglich F

ur jede Kante wird vermerkt
welche Vorg

angerkanten bez

uglich der Klasse nicht eindeutig waren Bei jeder Unikation wird
dann getestet ob sich daran was ge

andert hat Danach werden die Bewertungen entsprechend
aufgefrischt Diese L

osung ist einfach nicht sch

on
	
Anstatt wie im vergangenen Abschnitt Ableitungsfolgen durch die darin enthal
tenen Variablen darzustellen k

onnen wir dies ebensogut durch Folgen von Regeln
im Kontext anderer Regeln tun
Zum Beispiel k

onnte dann ein Modell der Ableitungen wie in  aussehen  ein
BiGrammModell von Regeln und T

ochtern von Regeln

P Parse
i
 
Y
R
j
Parse
i
P R
j
jDtr
k
R
l
 
Trainiert werden kann so ein Modell zB durch einfaches Abz

ahlen

uber eine
Baumbank
Diese Vorgehensweise hat zun

achst angenehme Eigenschaften

  Die Vorgehensweise ist absolut generell Von speziellen Eigenschaften von
Merkmalsstrukturen bzw des Formalismus in dem die Merkmalsstruktu
ren geschrieben sind wird abstrahiert Alle bekannten Unikationsgram
matiken sind daher in einem solchen Modell fassbar da sie alle in
Lexikonproduktionen

und Regelobjekten organisiert sind Die Regelobjekte
selbst sind nat

urlich immer endlich viele weil von den Auspr

agungen der MS
abstrahiert wird
  Die F

ahigkeit eines solchen einfachen Modells linguistische Generalisierungen
zu adaptieren h

angt nat

urlich von der Spezialisierung der Regeln der Gram
matik ab Je spezieller die Regeln bez

uglich linguistischer Konstruktionen
desto besser greift das Modell Dies ist oensichtlich da das Modell nur Regel
paare beobachtet Wenn Regelpaare Konstruktionsspezisch sind kann das
Modell dies adaptieren Falls die Regeln nur abstrakte Regelschemata sind
lernt das Modell entsprechend der einhergehenden Parameterreduktion we
nig spezische Regularit

aten
Durch die inh

arente Tendenz f

ur Grammatiken mit st

arkerer Auspr

agung der
Regeln besser zu werden ist ein Optimum f

ur kontextfreie Grammatiken erreich
bar F

ur HPSGartige Unikationsgrammatiken mit wenigen Regelschemata ist das
Modell schlechter
   Uni	kationsgrammatiken mit Typen
F

ur Unikationsgrammatiken die keine Typen verwenden sind oben zwei M

oglich
keiten aufgezeigt worden probabilistische Modelle

uber den Ableitungen zu hand
haben
Durch die Klassenbildung

uber Merkmalsstrukturen kann einige Information
bez

uglich des Inhalts von Merkmalsstukturen in das statistische Modell hin

uber
gerettet werden Das Trainieren von Regelpaaren hingegen wirkt hier nur wenn
Regeln sehr konkret sind
Moderne Unikationsgrammatiken verwenden # inspiriert von Pollard  Sag%s
 Arbeit

uber HPSG  # mehr und mehr Typsysteme zur Kodierung gram
matischen Wissens


Vollformenlexika sind hier nat

urlich vorausgesetzt Auf spezielle Lemmatisierungstechniken
wird hier nicht weiter eingegangen

Typsysteme wurden in der Einf

uhrung kurz dargestellt

In diesem Abschnitt betrachten wir typisierte MS in der Art von Carpenter
  Hierbei stellt sich die Frage nach der Klassenzuordnung von MS in einer
modizierten Form
Typisierte MS besitzen bereits einen Namen der als Klassenname verwendet
werden kann und # wie wir im folgenden argumentieren # verwendet werden
sollte

 PTUG BiGramm Modellierung von Typeshifts
Die im vorangegangenen Abschnitt  erl

auterte Vorgehensweise wie etwa das
Verfahren in Denition  diente dazu Klassenzugeh

origkeit eindeutig zu machen
Aus diesem Grunde wurde gefordert da die Restrictions in Vefahren  nicht
unizierbar miteinander sein sollten
Typen sind aber  und das ist ihre wichtigste Eigenschaft  miteinander uni
zierbar Ein acher Typverband in dem alle Typen auer mit Top nicht mit
anderen unizierbar sind ist ein Spezialfall der zB eine Grammatik mit Typ
Backbone zu einer annotierten CFG werden l

at Eine solche Grammatik nutzt
die M

achtigkeit eines Typsystems nicht aus
Durch die Verwendung von Typen als Backbone einer Unikationsgrammatik
entsteht also wieder das Problem der Klassenzugeh

origkeit
In der Unikationsgrammatik die in den Experimenten dieser Arbeit verwen
det wurde werden bereits aus Ezienzgr

unden die in Abschnitt  erl

autert
wurden die globalen Typen von MS als eben nicht kontextfreies R

uckrat der
Grammatik verwendet Das folgende Beispiel erl

autert anschaulich das Problem
der Klassenzuordnung
Die Grammatik enth

alt Regelschemata die verschiedene Satztopologien des
Deutschen beschreiben Beispielsweise die folgenden Regeln in  und  wobei
hier nur die Typnamen geschrieben werden und die MS als  erscheinen
S 	 Vorfeld Verbzweit Mittelfeld 
S 	 Vorfeld Verbzweit Mittelfeld Verbletzt 
Zus

atzlich enth

alt die Grammatik Typdenitionen wie in Beispiel 

Vorfeld  PersPron Np SatzAdverb 
Auf diese Weise wird sehr viel benutzerdenierte grammatische Information
durch Typdenition ausgedr

uckt

Falls wir naiv die Typnamen als Klassennamen verwenden # wie in einer PCFG
# laufen wir in folgendes Problem
 Es gelte in der Typhierarchie A  B C und
nichts anderes Es gilt dann per Denition von PCFGs
P

P A 	   
P

P B	    und
P

P C	    Wenn nun in einer Ableitung eine
MS vom Typ A vorliegt dann gilt da A mit MS vom Typ A B oder C uniziert
werden kann

P

P A	    # ein Widerspruch
Oensichtlich ist die direkte Behandlung der Typen wie Variable einer PCFG
nicht korrekt Vielmehr ist die korrekte Sichtweise da ein Typ A in einer Ableitung

Diese Verwendung von Typen k

onnte nat

urlich ebenso durch Grammatikregeln erledigt wer
den Sie ist jedoch sehr viel

okonomischer in der Beschreibung und der Verarbeitung

mit einem Typ B uniziert wird oder da ein Typ A in einer Ableitung mit einem
Typ C uniziert wird oder da A mit einem Typ A uniziert wird Das heit da
f

ur eine gegebene Grammatik und ein gegebenes Korpus eine Verteilung existiert
mit der A mit B oder C oder A uniziert wird Diese Verteilung kann wieder durch
ein probabilistisches Modell beschrieben werden
F

ur eine solche Vorgehensweise ben

otigen wir ein paar grige Denitionen die
uns die Beobachtung des Verhaltens der Typen w

ahrend einer Ableitung einer Uni
kationsgrammatik erleichtern
Denition 
 Wir nennen ein Paar von Typen Typeshift
Denition 

 F

ur eine typisierte Uni	kationsgrammatik mit Regelmenge R der
Form
T
 
	 T

T
k
 T
l
	 T
m
T
z
  
nennen wir alle T
i
Regeltypen
Die Regeltypen sind diejenigen Typen die wirklich in den linken und rechten
Seiten der urspr

unglichen Regeln der Grammatik auftauchen  also noch bevor eine
Unikation stattgefunden hat Wir verwenden diese Teilmenge aller Typen um die
MS innerhalb von Regeln zu klassizieren Auerdem eignen sie sich um bei der
Behandlung von Typen die Anzahl zu trainierender Parameter klein zu halten
Denition 
	 Gegeben eine Ableitung einer Uni	kationsgrammatik G
S


 x

y 
 xa

by 
 xa

by


 w 
wobei 

erzeugt wurde aus 

auf der rechten Seite einer Regel 	 a



b

uni	
ziert mit  einer MS auf der linken Seite einer Regel  	  Wir nennen das Paar
von Regeltypen type

type einen beobachteten Typeshift
Beobachtete Typeshifts sind also Paare von Regeltypen die bei einer Ablei
tung beobachtet werden k

onnen insofern als durch jede Regelanwendung auf die
entsprechenden Regeltypen der beteiligten Regel geschlossen werden kann
Beim probabilistischen Modell f

ur die typisierte Unikationsgrammatik gehen
wir nun wie folgt vor
 Einen Schritt einer Linksableitung der Grammatik zerlegen
wir in alternierende Paare von Typeshift und Regel wie in 

S


SA	

 A


AB

 B



BC	

 C



 
Die obige Ableitung startet mit einem Startgraphen

S S wird durch die
Unikation von S mit A zu S% und A wird zu A% In einer normalen Schreibweise
f

ur Linksableitungen w

aren S% und A% durch ein und dasselbe Symbol dargestellt Sie
sind auch bei unserer Sichtweise identisch Wir trennen sie jedoch in der Darstellung
um ihre Historie zu verdeutlichen S% bzw A% ist das Resultat einer Unikation eines
Typs S und eines Typs A Diese Tatsache schreiben wir als Typeshift SA wobei
S der Regeltyp des Startgraphen und A der Regeltyp der linken Seite der Regel
A	 B ist
Die obige Betrachtungsweise mag zun

achst etwas kryptisch anmuten dennoch
bietet sie einige Vorteile


Startgraph ist diejenige MS einer Unikationsgrammatik die die Funktion des Startsymbols
einer Phrasenstrukturgrammatik innehat

  Indem wir die Klassen von MS bei Unikationen

uber die Regeltypen bestim
men und nicht

uber die Typen der ErgebnisMS k

onnen wir f

ur Regelanwen
dungen immer sofort den beteiligten Typeshift bestimmen Bei einer Gramma
tik mit Koreferenz kann n

amlich der Ergebnistyp erst am Ende eines ganzen
Parses feststehen da er durch andere Regelanwendungen bei Koreferenzen
noch weiter ver

andert werden k

onnte
  Bei einer lokalen Unikation also ohne Nebenwirkungen durch Koreferenzen
zweier Typen ist der Ergebnistyp deterministisch durch die Typhierarchie ge
geben In diesem Fall ist also die gesamte Information in den Argumenttypen
einer Typunikation enthalten
Eine eigentlich dreistellige Relation stellen wir also durch eine zweistellige dar
weil in den meisten F

allen der dritte Wert feststeht und in allen anderen F

allen
lokal nicht berechenbar ist Im letzteren Falle ist zumindest garantiert da der
Ergebnistyp von den beiden Regeltypen des Typeshifts subsummiert wird
Zudem verschat uns diese Vorgehensweise eine ertr

agliche obere Schranke f

ur
die Anzahl zu trainierender Parameter Diese ist gegeben durch die Anzahl der
Grammatikregeln und Lexikoneintr

age zuz

uglich des Quadrats der Anzahl der Re
geltypen

F

ur Typsysteme mit Typverband und Eignungsfunktion Aproppriatness im
Sinne von Carpenter   sind rekursive Typdenitionen m

oglich In Systemen
wie dem von Emele  Zajac 	  wo Typen direkt

uber volle Denitionen von
MS deniert sind kann dies zu unendlich groen Mengen von komplexen Typen
f

uhren Unser Ansatz ist robust gegen

uber rekursiven Typdenitionen da die oben
denierten Regeltypen unabh

angig vom Typverband nur aus der jeweiligen gegebe
nen Menge von Grammatikregeln entnommen wird und immer endlich gro ist weil
die Typeshifts die Auspr

agungen vernachl

assigen und nur die gegebenen Typnamen
nachbilden

 Erstellung eines Modells GM f

ur eine typisierte Unikations
grammatik
Nachdem wir die Grundlage f

ur die Klassenbestimmung C
TPUG
von Beobachtun
gen w

ahrend einer Ableitung einer typisierten probabilistischen Unikationsgram
matik TPUG im vorangegangenen Abschnitt motiviert haben befat sich dieser
Abschnitt mit der technischen Umsetzung Dabei wird nochmals eine Denition f

ur
C
TPUG
angeboten und ein Trainingsverfahren auf der Basis des Algorithmus von
Fujisaki et al   dargestellt
Denition 
 C
TPUG


Eine Regelanwendung w

ahrend einer Ableitung einer TPUG bei der die kte
Tochter von Regel R
X
 Dtr
k
R
X
 mit der Mutter der Regel R
Y
 MtrR
Y
 uni	ziert
wird beschreiben wir als Sequenz von Beobachtungen

R
X
 RuletypeDtr
k
R
X
RuletypeMtrR
Y
 R
Y
	
wobei R

X
und R

Y
Schritte in einer Linksableitung von TPUG sind

Die Unterscheidung von Regeltypen und sonstigen Typen hat nichts mit der Unterscheidung
von benutzerdenierten Typen der Typhierarchie und komplexen Typen zu tun die durch Uni
kation der ersten entstehen k

onnen

Wir ben

otigen nun ein geeignetes probabilistisches Modell das solche Sequenzen
erzeugen kann Hierbei ist eine gewisse Freiheit gegeben Es ist durchaus m

oglich
beliebig lange linke Kontexte solcher Sequenzen zu modellieren etwa wie bei Mager
man%s HBGM  Wir exemplizieren den Ansatz mit einem einfachen BiGramm
von Typen und Regeln bzw Paaren von Typen um auf einfache Trainingsverfah
ren zur

uckgreifen zu k

onnen Dies ist jedoch keineswegs zwingend

Unser Modell
GM
TPUG
zerf

allt in zwei BiGrammModelle

GM
Tsh


Jedem Paar von Typen AB wird eine Wahrscheinlichkeit zugeordnet soda
gilt
 A
P
B
P BjA  
GM
Rule


Jedem Paar von Typ und Regel AA	  wird eine Wahrscheinlichkeit
zugeordnet soda gilt
 A
P

P A	 jA  
F

ur die Bewertung einer Darstellung einer Linksableitung wie in  w

urden
alternierend der Schritt von einem Typeshift zu einer Regel von GM
Rule
bewertet
und der n

achste Schritt von einer Regel zu einem Typeshift von GM
Tsh

F

ur die

ubliche Darstellung einer Ableitung bzw beim Parsing mit der PUG
wird die Wahrscheinlichkeit einer Regelanwendung ausgedr

uckt als

P D
left
 
Y
r
i
D
left
P r
i
jDtr
k
r
i  
 D
left
 S


 
r
i 

 
r
i

 


 w 
P r
i
jDtr
k
r
i  
  P rjRuletypeMtrr
i
P RuletypeMtrrjRuletypeDtr
k
r
i  


Wir ziehen also beim Parsing die Bewertungen der beiden Modelle wieder zu
sammen und trivialerweise gilt dann

X
B
X

P
GM
BjA  P
GM
B 	 jB   
da f

ur GM
Tsh
und GM
Rule
in Isolation gilt

X
B
P
GM
Tsh
BjA   
X

P
GM
Rule
B 	 jB   
Denn ein und derselbe Typ A wird innerhalb des Modells f

ur die Typeshifts und
des Modells f

ur die Regeln strikt getrennt Eine Situation in der f

ur einen gegebenen
Typ in einer Ableitung entweder eine Typshift oder eine Regel angewendet wird
ist ausgeschlossen
Die BiGramme k

onnen sofern eine geeignete Baumbank vorliegt wie normale
BiGramme durch Abz

ahlen trainiert werden In diesem Fall wird der Korpus der

F

ur die Experimente konnten keine komplexeren probabilistischenModelle verwendet werden
da die Testgrammatik und der Korpus die zur Verf

ugung standen klein waren

Baumbank zun

achst geparst und alle Parses die nicht der Baumbank entsprechen
werden aussortiert Danach werden  getrennt voneinander  die Typeshifts und
Regelanwendungen

uber den verbleibenden Parses abgez

ahlt
Da die manuelle Erstellung von Baumb

anken durch menschliche Experten
schwierig ist benutzen wir eine Variante des Trainingsverfahrens von Fujisaki et
al f

ur PCFGs wie es in Abschnitt  der Einf

uhrung beschrieben ist
Die Ver

anderungen die n

otig waren sind kurz erl

autert

  Zun

achst behandelten wir die Typeshifts wie un

are Regeln der Grammatik
deren Anwendung jedoch nicht mit denen von anderen Regeln konkurriert

Dadurch k

onnen wir beide Modelle auf einfacheWeise un

uberwacht zusammen
trainieren Lexikoneintr

age in L
TPUG
werden ebenfalls wie un

are Regeln
behandelt konkurrieren aber mit Regeln aus R
TPUG
desselben Regeltyps
der linken Seite
  Fujisaki%s Verfahren ist eigentlich f

ur Grammatiken in CNF gedacht Beim
Berechnen des relativen Counts f

ur Regeln werden die absoluten Counts ge
wichtet durch die relativen Wahrscheinlichkeiten der Parses in denen sie vor
kommen Diese Gewichtung ist nur dann gerecht wenn alle B

aume aus gleich
vielen Regeln bestehen was garantiert ist wenn nur bin

ar verzweigende Re
geln verwendet werden nicht aber in anderen F

allen Um dies zu beheben und
verschieden lange Ableitungssequenzen gleich zu behandeln ersetzten wir in
diesem Schritt die relative Wahrscheinlichkeit eines Parses durch die relative
Wahrscheinlichkeit eines Parses pro Regel um ein l

angenunabh

angiges Ma
f

ur die Bewertung einer Ableitung und den Regeln die in dieser vorkommen
zu erhalten
Der gesamte Algorithmus wie er von uns verwendet wurde ist in Denition 
gegeben

Denition 
 Fujisakis Algorithmus f

ur GM
TPUG


 TSH 
 fABjAB sind uni	zierbar A ist Regeltyp einer MS einer rechten
Regelseite B ist Regeltyp einer linken Seiteg
 RULES 
 frjr  R
TPUG
g  fA	 wjwA  L
TPUG
g
 Parse einen Korpus fB
i
g
 D
i
j
sei die jte Ableitung von B
i
 dargestellt als Multimenge


von Regeln r 
RULES und Typeshifts tsh  TSH die in D
i
j
vorkommen
 Initialisiere zuf

allige Wahrscheinlichkeiten soda Gleichungen  bis 
gelten
 Berechne die P D
k
j
 wie in Gleichungen  und 
 Berechne die NormP D
k
j
 als P D
k
j

 
n
 wobei n die Anzahl der Regeln und
Typeshifts in D
i
j
ist
	

Ublicherweise nennt man das Umbenennung


Multimengen sind Mengen die Elemente mehrmals enthalten k

onnen

 Berechne einen nach relativen Wahrscheinlichkeiten der Ableitungen gewichte
ten Z

ahler CR
i
A
 f

ur die Regelanwendungen von A	  wobei count
i
j
A 
die absolute Anzahl der Regelanwendungen A	  in Ableitung D
i
j
ist
CR
i
A
 
X
j

NormP D
i
j

P
k
NormP D
i
k

count
i
j
A 


 Berechne analog den gleichen gewichteten Z

ahler CT
i
A
B f

ur die Typeshifts
von A nach B wobei count
i
j
AB die absolute Anzahl der Typeshifts AB
in Ableitung D
i
j
ist
 Normalisiere die Z

ahler CT und CR getrennt zuerst

uber alle Regeln bzw
Typeshifts des selben Regeltyps und dann

uber alle S

atze der Stichprobe in
der der Regeltyp in einem Parse vorkam Beachte immer nur solche S

atze der
Stichprobe f

ur einen Typ A f

ur die ein D
i
j
existiert soda A in D
i
j
vorkommt
f
A
 
P
iD
i
j
CR
i

	
P

CR
i

	
P
iD
i
j


f
A
B 
P
iD
i
j
CT
i

	
P

CT
i

	
P
iD
i
j


 Ersetze die Parameter P
rule
A	 jA durch f
A
 Ersetze die Parameter
P
tsh
BjA durch f
A
B
Gehe wieder zu Schritt  und brich ab wenn in einer Iteration keine Ver

ande
rung der Parameter mehr statt	ndet
Wir behandeln diejenigen Typeshifts die nie beobachtet werden k

onnen weil die
Typen nicht miteinander unizierbar sind indem wir ihnen die harte Wahrschein
lichkeit 	 geben M

ogliche Typeshifts die unizierbar sind aber keine beobachteten
Typeshifts sind m

ussen gegl

attet werden Smoothing Hierf

ur gibt es Standard
techniken f

ur BiGramme
In unserer Testgrammatik einer erweiterten Version der Grammatik die in Ab
schnitt  f

ur Experimente verwendet wurde haben wir da nicht alle Trainingss

atze
voll geparst werden konnten diejenigen W

orter des Lexikons die in keinem Parse
vorkammen durch eine einfache Smoothingtechnik behandelt Durch die von der
Grammatik vorgegebenen Typen der Lexikoneintr

age ist eine Klassendenition auf
W

ortern gegeben Diejenigen W

orter die auf Wahrscheinlichkeit 	 gesetzt wurden
erhielten den Wert des schlechtesten Klassenvertreters anschlieend wurden alle
Klassenvertreter so abgesenkt da die Summe wieder  entsprach Bez

uglich der
Perplexit

aten ist dieses Verfahren sehr schlecht da es zu einer starken Gl

attung
der durch das Modell beschriebenen Verteilung f

uhrt Die 		 Trainingss

atze der
Zugauskunftsdom

ane bilden jedoch einen recht kleinen Trainingskorpus von dem
nicht alle S

atze geparst werden konnten und die starke Gl

attung wirkt hier einer

Uberadaption entgegen

Uber den Tests

atzen die in Abschnitt  verwendet

wurden erreichte die Grammatik eine Testsatzperplexit

at von  ohne bzw 
mit Lexikongl

attung f

ur die Erzeugung der jeweils besten Ableitung
Diese Werte sind nicht direkt vergleichbar mit einer NGramm Perplexit

at die
String und nicht Ableitungsbezogen ist Strings sind im allgemeinen k

urzer als Ab
leitungen die sie erzeugen F

ur unserer Tests

atze war das Verh

altnis etwa  zu 
Wenn also in die Kalkulation der Testsatzperplexit

at nicht mit
 
lengthD	
sondern
 
lengthS	
 potenziert wird S sei der Eingabestring erhalten wir eine Absch

atzung
der Einsch

ankung auf die Wortkette Hier liegen die Werte bei  ohne und 
mit Lexikongl

attung im Verh

altnis zu unserem BiGrammModell mit TSP von

Generell liegt wie sich in den Experimenten zeigen wird ein noch gr

oerer
Vorteil in einem probabilistischen Modell der Unikationsgrammatiken Durch die
unm

oglichen Typeshifts werden extrem viele Unikationen beim Pruning verwor
fen die sowieso bereits durch Typunvertr

aglichkeit scheitern w

urden
In diesem Abschnitt  sind verschiedene Vorgehensweisen beschrieben wor
den wie probabilistische Unikationsgrammatiken behandelt werden k

onnen Da
bei wurde Bezug genommen auf bestehende Ans

atze f

ur Grammatiken auf unge
typten Formalismen wie sie sp

arlich in der Literatur bereits behandelt wurden
Wir bem

uhten uns um eine systematische

Uberblick und eine Diskussion der sich
ergebenden Aspekte und M

oglichkeiten des Parsing
Eine neue Vorgehensweise f

ur Grammatiken auf typisierte Formalismen wur
de dargestellt Diese fut nat

urlich in ihrer Wirkung stark auf der speziellen Ver
wendung der globalen Typen von MS in Regeln als Tr

ager der sogenannten Part
ofSpeechInformation Die Experimente im Abschnitt  sind mit einer solchen
Grammatik durchgef

uhrt worden
In HPSGartigen Grammatiken ist PartofSpeechInformation

ublicherweise tief
verschachtelt und in Werten mehrer Merkmale dargestellt Dies macht eine Kopp
lung nat

urlich schwierig
Eine

Ubersetzung in ein anderes Regelformat scheint uns die einzig plausible
L

osung zu sein dieses Problem anzugehen Dabei w

urden 

ahnlich dem Ansatz zur
Klassenbildung bei typfreien Unikationsgrammatiken  aus allen Kombinationen
der Werte der relevanten Merkmale neue Klassennamen gebildet Diese Klassen
namen k

onnen schlielich entweder dynamisch  per Restriction beim Parsing und
Training abgefragt werden Oder aber die Typdenition wird so ver

andert da sie
als neue jeweils unvertr

agliche Subtypen des globalen Regeltyps sign in die Typ
denition aufgenommen werden und entsprechend viele Kopien der Regelschemata
gebildet werden Beide Wege sind m

uhselig und sicher nicht ezient realisierbar
Der Vollst

andigkeit halber sind diese M

oglichkeiten hier dennoch erw

ahnt obwohl
wir HPSG f

ur die in dieser Arbeit entwickelten Verfahren f

ur nicht geeignet halten

	 LRACP mit probabilistischer Unikations
grammatik
Dieses Kapitel widmet sich der Erweiterung der Metrik des LRACP wie sie in
Abschnitt  vorgestellt wurde Dar

uber hinaus wird die Einbettung der TPUG
in den LRACP beschrieben  also Aspekte die

uber das reine Bewerten von Kanten
und Paaren von Kanten hinausgehen
 Eine einheitliche Metrik f


ur den LRACP
In Abschnitt  wurde f

ur den LRACP eine Methode angegeben Kanten und
Paare von Kanten auf der Agenda zu bewerten In diesem Abschnitt gehen wir et
was genereller vor indem wir annehmen wir h

atten n verschiedene probabilistische
Modelle die eine Kante bewerten Hierf

ur sind dann n Gewichte n

otig um die
Bewertungen der einzelnen Modelle in Bezug zu setzen Obwohl genereller ist die
se Beschreibung der Bewertungsfunktion doch implementierungsn

aher Zun

achst
kl

aren wir wie f

ur die Aufteilung einer Kantenbewertung in INSIDEBewertung
und OUTSIDEBewertung bzw f

ur die Operationen zur Normalisierung eines Mo
dells vorgegangen wird Da wir eine strikte ViterbiBewertung verfolgen bietet sich
wie in Abschnitt  die Verwendung von logarithmisierten Werten an
 
Denition 
 Eine Bewertungskomponente f

ur eine probabilistisches Modell M
f

ur eine Kante K ist ein Record Rec
M
mit  Feldern

IS 
 Enth

alt LogP KS
M
jM  die INSIDEWahrscheinlichkeit f

ur K bez

uglich M 
OS 
 Enth

alt LogP LeftcontextKS
M
KS
M
jM  die
OUTSIDEWahrscheinlichkeit f

ur K bez

uglich M 
IO 
 Enth

alt LengthKS
M
 die INSIDEOperationen f

ur K bez

uglich M 
OO 
 Enth

alt LengthKS
M
 " LengthLeftcontextKM  die OUTSIDE
Operationen f

ur K bez

uglich M 
wobei KS
M
die f

ur Modell M relevante Beobachtungssequenz S ist die von K

uber
spannt wird
S kann dabei je nach Modell verschieden sein # etwa eine Wortfolge oder eine
grammatische Ableitung
F

ur n Modelle erh

alt eine Kante n Records Rec
M
 
Rec
M
n
Aus der Denition  folgt daRec
M
IS und Rec
M
IO sofern K vorliegt sofort
berechnet werden kann
LeftcontextKS
M
 ergibt sich dynamisch beim Parsing und wird durch SEEK
DOWN Operationen von nicht leeren aktiven Kanten zu neu eingef

ugten leeren
Kanten vererbt
 
Bei Vorw

artsR

uckw

artsBewertungen werden Wahrscheinlichkeiten addiert was bei logarith
mischer Darstellung kompliziert ist Bei ViterbiBewertungen werden Wahrscheinlichkeiten nur
multipliziert  entsprechend in logarithmischer Darstellung addiert

Denition 
 Wenn K keine terminale Kante ist dann gilt
 LeftcontextKS
M

ist die f

ur M relevante Beobachtungssequenz die durch die beste Sequenz von
Kanten K
 
K
m

uberspannt wird soda beginK
 
  	 endK
i
  beginK
j

und endK
m
  beginK Wenn K eine terminale Kante ist dann ist
LeftcontextKS
M
 leer
Der Kontext in dem eine Kante eingef

uhrt wird h

angt immer von der besten Se
quenz von aktiven Kanten ab die vom Zeitpunkt 	 bis zum Anfangszeitpunkt dieser
Kante reichen Nur bei terminalen Kanten ist dies nicht der Fall diese h

angen von
dem Modul in einem System ab da die Eingabehypothesen produziert Wir sagen
hier absichtlich nicht Worthypothesen da die Metrik auch bei anderen Granulaten
als W

ortern funktionieren soll also zB Phoneme oder andere Wortuntereinheiten
Beim Erzeugen von neuen Kanten K werden allen Rec
M
i
K neue Werte zuge
wiesen Die drei F

alle die zu unterscheiden sind sind

  Initialisierung von terminalen Kanten und aktiver Startkante
  Kanten als Ergebnis der fundamentalen Regel
  Kanten als Ergebnis einer SEEKDOWN Operation
Die Initialisierungen werden nicht explizit angegeben Es sei angemerkt da
dies unn

otig ist da die Vorgehensweise bereits voll aus Denition  und 	
folgt
 Da beim Einf

ugen der Startkante noch keine andere Kante existiert ist der
linke Kontext leer Die Startkante

uberspannt kein Frame und kein Wort jedoch
eine Grammatikregel erh

alt also von den jeweiligen Modellen die entsprechenden
Bewertungen und Operationen Entsprechend verh

alt es sich mit terminalen Kan
ten Per Denition ist ihr linker Kontext leer siehe 	 daher wird von allen
Modellen keine OUTSIDEBewertung erzeugt

 Die OUTSIDEOperationen sind
	
Denition 
 Kante A wird von der aktiven Kante B und der inaktiven Kante
C eingef

uhrt durch die fundamentale Regel

Rec
M
i
ISA  Rec
M
i
ISB "Rec
M
i
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C "LogP Trans
M
i
BCjM
i
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M
i
OSA  Rec
M
i
OSB "Rec
M
i
ISC "LogP Trans
M
i
BCjM
i

Rec
M
i
IOA  Rec
M
i
IOB "Rec
M
i
IOC "LengthTrans
M
i
BC
Rec
M
i
IOA  Rec
M
i
IOB "Rec
M
i
IOC "LengthTrans
M
i
BC

entsprechend beschreiben wir die Einf

uhrung von leeren aktiven Kanten
Denition 
 Die leere aktive Kante A wird von der aktiven Kante B durch eine
SEEKDOWN Operation eingef

uhrt

Rec
M
i
OSA  Rec
M
i
OSB "Rec
M
i
ISA "LogP Trans
M
i
BAjM
i

Rec
M
i
OOA  Rec
M
i
OOB "Rec
M
i
IOA "LengthTrans
M
i
BA
	

In diesem Fall per Denition 
	
Rec
M
i
ISA und Rec
M
i
IOA werden hier wie in Denition  behandelt Im

ubrigen gilt dies auch in Denition  Dort ist die Behandlung der Bewertungen
generell

aquivalent zur Denition  Dennoch ist es sinnvoll diese Denitionen
noch einmal anzugeben Denn in  und  k

onnen wir auf einfache Weise
die Schnittstelle zu spezischen Eigenschaften der Modelle beschreiben Die mit
TransXY bezeichnete Operation f

ur zwei Kanten von denen die linke eine aktive
sein mu ist in ihrer Denition spezisch f

ur die einzelnen Modelle FallsM
i
zB das
akustische Modell bezeichnet ist LogPTransXY 	 und LengthTransXY
 	 Beim Kombinieren von akustischen Bewertungen zweier Kanten gibt es keine
akustische Transitionsstrafe und die L

ange der Beobachtungssequenz zur Berech
nung der

Ubergangsstrafe ist ebenfalls 	
Denition 
 Trans
M
i
BA ist die Sequenz von durch M
i
erzeugten Beobach
tungen beim

Ubergang von BS
M
i
zu AS
M
i
Wenn A die Wortkette ich will und B die Wortkette ein Bier

uber
deckt dann ist f

ur M
i
 sofern es sich um ein BiGramm handelt TransBA
willein sofern es sich um ein TriGram handelt hingegen TransBA
ichwilleinwilleinBier
F

ur einzelne Kanten werden keine anderen Bewertungen berechnet F

ur Paare
von Kanten gilt

Denition 
 Bewertung eines Paares AB von aktiver und passiver Kante
auf der Agenda

AgendaScoreAB 
rec
M
 
OSC
rec
M
 
OOC
"
n
X
i

i
rec
M
i
OSC
rec
M
i
OOC

wobei C durch Anwendung der fundamentalen Regel aus A und B erzeugt w

urde und

i
das Gewicht von M
i
in Bezug auf M
 
ist
Nat

urlich l

at sich die elegante Allgemeinheit wie oben nicht f

ur die ebenfalls
wichtigen Details der Realisierung eines Verarbeitungsmodells durchhalten
In dieser Arbeit gehen nicht n sondern drei probabilistische Modelle in die
Bewertung von Kanten und Kantenpaaren auf der Agenda ein Dennoch ist oen
sichtlich da ohne formale Schwierigkeiten noch andere Quellen probabilistischer
Information hinzugef

ugt werden k

onnten Hier kommen zB probabilistische Dia
logmodelle in Frage  soda der linke Kontext der Startkante eben nicht leer w

are
wie oben angemerkt  oder aber Caches im Sinne von Essen  Ney  
Auf der anderen Seite besitzt der LRACP f

ur die Integration symbolischer In
formation auch die Schnittstelle der Startkante Die Restriktionen von einer symbo
lischen Dialogkomponente in Form von MS kann

uber die Startkante in die Suche
integriert werden Hier ist noch ein weites Feld f

ur Untersuchungen gegeben die in
dieser Arbeit nicht mehr unternommen werden
Der LRACP mit TPUG betrieben f

uhrt zu einigen M

oglichkeiten die in Ab
schnitt  vorgestellten Verfahren zu ver

andern
Die Berechnung der Pr

adiktion wie in Abschnitt  wird verbessert indem
zus

atzliches Wissen den Anteil des Beamsearch verbessert Der Vorschlagsschritt
wird weiterhin nur mit dem BiGrammModell ausgef

uhrt da sich die TPUG nicht
in der gleichen Form auskompilieren l

at Dies g

alte auch bei einem GPLRP wie

etwa von Briscoe  Carroll   modiziert in der Art von Staab  
da die entsprechenden ReduceAnteile doch wieder mit ausgef

uhrt werden m

uten
Die Bewertung die sowohl bei TDPI als auch bei BUITDV vom Parser an den
Decoder gesendet wird kann eine Kombination aus NGramm und GMBewertung
sein Hier ist es jedoch schwierig  auer zur Auswahl des globalen Suchpfades
aufgrund dessen die

Ubergangsstrafe generiert wird  einen GMAnteil auszuw

ahlen
der

uber die Wahrscheinlichkeit des eigentlichen Lexikonzugris hinausgeht Ein
NGrammModell eignet sich aufgrund seines Formats besser zur Bewertung von
Wort

uberg

angen als eine probabilistische Grammatik
Eine Bewertung kann dennoch wie folgt aussehen

Denition 



Ubergangsstrafe die als Pr

adiktion oder Veri	kation an einen Be
amdecoder gesendet werden kann

score 
  logP	rstWstringjlastAintro ngram"
	  logPtypeWmotherjtypeAnext gm"
	  logPWrulejtypeWmother gm

wobei  und 	 Gewichte f

ur den NGramm bzw Grammatikanteil sind W ist die
terminale Kante aufgrund der eine Veri	kation gesendet wird bzw aufgrund der
eine Pr

adiktion ausgel

ost wird A ist die entsprechende aktive Kante mit W auf der
Agenda
Bei dieser Art von

Ubergangsstrafe wird die Regelwahrscheinlichkeit des Le
xikonzugris und der Typeshift der diesen Lexikonzugri mit einer bestehenden
partiellen Analyse verbindet in die Transition mitaufgenommen
Durch das Grammatikmodell werden auch die a priori unm

oglichen Unikatio
nen bewertet Diese werden immer beim Pruning verworfen indem die Paare von
Kanten die eine Wahrscheinlichkeit 	 vom Grammatikmodell zugewiesen bekom
men nicht in eine Agenda einsortiert werden
  Experimente
Im letzten Abschnitt dieser Arbeit werden einige selektive Experimente vorgestellt
Dabei wird der LRACP wieder mit dem Decoder aus Abschnitt  gekoppelt
Die akustischen Modelle die f

ur die Experimente in diesem Abschnitt verwen
det wurden sind so adaptiert worden da sich

uber den Tests

atzen f

ur die beste
Kette des Decoders eine Wortakkuratheit von  * ergab  also etwas schlechter
als bei den einfachen Experimenten in Abschnitt  Es mute also mit gr

oeren
akustischen Beamweiten gearbeitet werden um zu garantieren da die richtigen
Wortfolgen jeweils noch im Wortgraphen enthalten sind Die auftretenden Wort
graphendichten schwanken zwischen 	 und 		
Das verwendete BiGrammModell BM ist das selbe wie das in Abschnitt 
verwendete mit einer Testsatzperplexit

at von 
Die Grammatik die hier verwendet wurde ist gr

oer als die in Abschnitt  ver
wendete Insbesondere haben die MS wesentlich mehr Merkmale zum Strukturauf
bau enthalten jedoch weniger restriktive Merkmale

Die Grammatik enth

alt 
Regelschemata

 Im Lexikon sind Wortformen vertreten mit einer durchschnitt

Was in unserer kleinen Testumgebung eine realistische Grammatik ann

ahern soll

Die Grammatik in Abschnitt  enth

alt nur  Regelschemata

lichen Ambiguit

at von 
Die Testsatzperplexit

at des Grammatikmodells GM wurde f

ur die besten Ab
leitungen berechnet Man beachte da sie sich auf Ableitungsb

aume bezieht und
nicht auf Ketten Ableitungsb

aume werden

ublicherweise aus wesentlich mehr Re
geln aufgebaut als die Kette der erzeugten Terminale lang ist ImMittel besaen die
erzeugten Beobachtungssequenzen der besten Ableitungen eine L

ange von  Indem
wir bei der Berechnung der TSP beim Normalisieren

uber die L

ange die jeweiligen
Tests

atze einsetzen erhalten wir einen vagen Eindruck wie sich die Beschr

ankung
des Modells mit der des NGrams vergleichen l

at
TSP Ohne Gl

attung Lexikongl

attung
Beste Ableitungen  
S

atze  
Im folgenden wurde mit allen KopplungsVarianten vergleichende Tests durch
gef

uhrt Dabei wurden verschiedene Gewichtungen von BiGrammModell und
GrammatikModell verwendet Zur Erinnerung sei erw

ahnt da  das Verh

altnis
von BM und 	 von GM zur akustischen Bewertung regelt
Die folgende Tabelle ergibt die Ergebnisse f

ur verschiedene Kombinationen von
BM und GM Hierbei ist gemittelt

uber alle drei Kopplungen BUI BUITDV und
TDPI mit denen unter gleichen Bedingungen die gleiche Anzahl Tests auf den
Tests

atzen durchgef

uhrt wurde Alle Experimente wurden mitTimeMapping durch
gef

uhrt
 	 Tries Prunes Time Rec Rank
	 		 	 	 	  	
		 	   	  
	 	 	 		 	  
	 	  	 	 		 	
Hierbei sind
Tries die wirklich ausgef

uhrten CompleterOperationen
Prunes die durch Pruning verworfenen CompleterOperationen
Time die CPUZeit die nur vom Parser alleine verbraucht wurde in Sekunden
Rec die Satzerkennungsrate bez

uglich Syntax Semantisch

ahnliche Resultate die
also zB den gleichen Benutzerwunsch ausdr

uckten wurden als nicht erkannt
gez

ahlt
Rank der Rang des richtig erkannten Satzes falls mehrere erkannt wurden
Wie sind nun die in der Tabelle angegebenen Resultate zu interpretieren
Zun

achst nat

urlich mit der gegebenen Vorsicht bez

uglich der Erkennungsraten
Diese d

urfen aufgrund des beschr

ankten Skopus der Experimente nicht absolut ge
sehen werden Wir sind hier jedoch vor allem am relativen Verhalten des LRACP
interessiert und dies l

at sich aus den Daten gut ablesen
Zun

achst wollen wir die Haupttendenzen benennen die wir aus den Ergebnissen
schlieen


 Das probabilistische Grammatikmodell kann das BiGrammModell nicht er
setzen
 Das BiGrammModell alleine ist schlechter als eine Kombination aus Bi
GrammModell und GrammatikModell
 Die Kombination von BiGrammModell und Grammatikmodell ist besser
wenn das BiGramm st

arker gewichtet ist
Diese Schl

usse sind zun

achst vage lassen sich jedoch begr

unden
Die Schlussfolgerung  ist sehr deutlich an den Messwerten abzulesen Die Er
kennungsrate f

ur das Grammatikmodell alleine ist gerade halb so gut wie f

ur das
BiGrammalleine Dies l

at sich nicht nur in Perplexit

aten erkl

aren

 Wenn nur das
BiGramm alleine verwendet wird steht immer noch die symbolische Beschr

ankung
der Unikationsgrammatik zur Verf

ugung die einem Modell GM mit gleichm

aigen
Verteilungen f

ur alle rechten Regelseiten und Typen entspr

ache Wenn jedoch nur
das Grammatikmodell verwendet wird ist die lokale Beschr

ankung auf Wortketten
sehr gering Durch die Gl

attung des Lexikons verschwindet sie fast An den Er
gebnissen bez

uglich des Rangs k

onnen wir jedoch ablesen da wenn die richtige
Wortkette den Beamsearch

uberlebte die entsprechende Analyse auch auf Rang 
gelangt Bei den vielen falsch erkannten

Auerungen des GM alleine gab es einige
korrekte Analysen falscher Wortketten Durch eine Kette von W

ortern k

onnen sehr
viele Analysen entstehen Ohne das NGrammModell ist der Suchraum also um
Gr

oenordnungen weiter Die Beschr

ankung durch ein Modell auf Wortsequenzen
kann also oensichtlich nicht ersetzt werden
Die Schlussfolgerung  ist ebenfalls deutlich an den Werten abzulesen Die Er
kennungsrate ist zwar einigermaen gut der Rang ist jedoch schlecht Wortver
wechslungen die lokal plausibel sind  also vom BiGramm gut bewertet werden
erst durch den gr

oeren Kontext des Grammatikmodells wieder schlechter bewer
tet Hierzu ist zu sagen da die Unikationsgrammatik die f

ur die Tests verwendet
wurde nicht sehr restriktiv war Durch das Grammatikmodell erst das ja korpus
basiert ist

 werden durch

Ubergenerierung der Grammatik erzeugte Ableitungen
von sinnlosen S

atzen abgeschw

acht
Bez

uglich der reinen Erkennungsleistung war  im Grunde zu erwarten Wann
immer ein Modell hinzugef

ugt wird dessen Perplexit

at niedriger ist als die Anzahl
m

oglicher n

achster Beobachtungen steigt die Erkennungsleistung Um so verwun
derlicher da die Erkennung der gleichgewichteten Kombination schlechter ist als
das BiGramm alleine Wie ist dies zu erkl

aren
Der Grund hierf

ur ist unsere Z

ahlweise von erkannt vs nicht erkannt Als
erkannt gilt nur wenn die richtige Kette und Analyse vorliegen Im Falle der gleich
gewichteten Kombination traten F

alle auf bei denen der LRACP W

orter einf

ugte
die keine semantische Ver

anderung zur Folge hatten


Im Hinblick auf Robustheit k

onnen solche F

alle jedoch nicht als Erfolge gez

ahlt
werden da ja zB die Verwechslung eines Inhaltswortes der gleichen Gattung

dann

Unser BiGramm war sowieso stark gegl

attet und hatte keine besonders gute TSP

Im Korpus waren nat

urlich keine sinnlosen S

atze

Das sch

onste Beispiel war ein Bitte am Ende eines Satzes welches durch das h

oiche Pro
gramm eingef

uhrt wurde jedoch nicht vom ungehobelten Sprecher ge

auert war

ZB zwei Zielorte der Eisenbahndom

ane wie N

urnberg und M

unchen

auch gez

ahlt werden m

ute Wenn durch das BiGramm alleine jedoch die richtige
Kette gefunden wurde so wurde  neben allen anderen m

oglichen Ableitungen 
auch die richtige Ableitung gefunden Wir m

ussen hier also die Abh

angigkeit von
Rang und Erkennung ber

ucksichtigen um einen richtigen Eindruck zu erhalten
Mit einer gewichteten Kombination bei der das BiGramm

uberwiegt wird ge
gen

uber der reinen BiGramm Variante eine echte Verbesserung erzielt sowohl bei
der Erkennung als auch bez

uglich des Rangs Dies f

uhrt uns zur obigen Schlussfol
gerung 
Bei einer Kopplung wie sie in dieser Arbeit vorgenommen wurde bleibt das
Hauptproblem die Suche in der Menge der Worthypothesen Diese wird durch die
direkte Beschr

ankung auf Wortfolgen besser geleistet Wir sehen an den Werten der
Tries und Prunes da der Unterschied zwischen gleichgewichteter und zugunsten
des BiGramms gewichteter Kombination nicht gro ist Dies spiegelt sich auch in
den Laufzeiten wieder Dennoch ist das Suchergebnis besser
	 Konklusion
In der vorliegenden Arbeit ist eine enge zeitsynchrone Kopplung zwischen Analyse
und Erkennung vorgenommen worden Dabei stand im Vordergrund die Entwick
lung eines speziellen Chartparsers f

ur diese Zwecke Wir sind nicht der Ansicht da
die hier vorgeschlagenen Verfahren ultimativ sind Sie zeigen jedoch Wege auf wie
von einer rein sequentiellen Architektur zu etwas st

arker integrativen Architektu
ren gelangt werden kann Dabei kann auf den reichen Schatz an Wissen aus den
Bereichen Sprachverstehen und Mustererkennung zur

uckgegrien werden
Es ist nicht sinnvoll das Rad immer wieder neu zu ernden Demwurde versucht
hier Rechnung getragen und so wird der hier pr

asentierte Ansatz in dem Moment
besser wenn in den klassischen Verfahren Verbesserungen erzielt werden Er ist
in sofern oen gegen

uber besseren Grammatiken und besseren probabilistischen
Modellen Wenn in der reinen Spracherkennung zB NGramme mit gr

oerem N zu
besseren Perplexit

aten f

uhren so protiert dieser Ansatz ebenfalls hiervon
Eines der groen Probleme des Ansatzes ist die exible Strahlensuche Diese mu
in Zukunft noch besser auf Ableitungswahrscheinlichkeiten abgestimmtwerden Das
Pruning einer einzigen Regel kann bereits zu einem totalen Fehlschlag des ganzen
Parsing f

uhren Der pr

asentierte Ausweg des zweiten Suchzyklus der nicht weiter
experimentiert wurde stellt keine ultima ratio dar ist jedoch zun

achst ein Ausweg
Die M

oglichkeit eine enge Kopplung

uberhaupt vorzunehmen hing im

ubrigen
nicht wenig von einem gut und ezient verarbeitbaren Format der Grammatik ab
F

ur sehr m

achtige Grammatiken wie etwa volle HPSGs die auf Inferenzmaschinen
implementiert sind wird sich dieser Ansatz daher wahrscheinlich als nicht tragf

ahig
erweisen
Sowieso scheint eine zu weitgehende von HandKodierung der sprachlichen
Beschr

ankungen in einer Grammatik nicht f

ur den hier gegangenen Weg geeignet
W

ahrend eine gute Grammatik die Teile von Hand kodiert enthalten sollte die f

ur
die Erzeugung einer logischen Form ben

otigt werden sollten die Beschr

ankungen
auf Wort oder Phrasenfolgen gelernt werden Dies ist gerade durch PUG wie sie
hier beschrieben wurden m

oglich Traditionelle Vorgehensweisen wie zB HPSG
lassen ein Upscaling auf groe Datenmengen oder spontane Sprache wahrscheinlich

nicht zu
W

ahrend also mit starken Beschr

ankungen eine enge Kopplung in dieser Arbeit
gegl

uckt ist stellt sich die Frage wie sich der LRACP beim Wegfall einiger dieser
Beschr

ankungen verhalten wird
  Die akustische Erkennung war in allen Experimenten bereits sehr gut Beim

Ubergang auf spontane Sprache wird in absehbarer Zukunft nur noch mit
Worterkennungsraten von 	 bis 	 * zu rechnen sein
  Die Abdeckung der verwendeten Grammatik war klein Der Suchraum steigt
bei realistischen Grammatiken stark an
Dennoch sind auch die m

oglichen Mittel noch lange nicht ausgesch

opft In Zu
kunft kann ein Ansatz in der Art des LRACP noch um einiges verbessert werden
Hier bieten sich an

  Prinzipiell sind im LRACP durchaus auch NGrammModelle mit gr

oerem
N einsetzbar

  F

ur die probabilistische Unikationsgrammatik k

onnen ebenfalls Modelle ver
wendet werden die einen gr

oeren Kontext modellieren und somit die Perple
xit

at verringern
  Flexiblere Methoden zur Bestimmung von Suchstrahlen beim Parsing sind
sicher n

otig In der Arbeit wurden einfache Beamschwellen aus dem Decoding
verwendet Hier sind speziellere Verfahren f

ur Parsing zu entwickeln
Zun

achst bleibt aber ein ausgiebiges empirisches Testen integrativer Ans

atze die
Aufgabe
	
Obwohl dies zu gr

oerem Buchhalterischem Aufwand f

uhrt wie zB bei den Update
Operationen des Time Mappings

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Anhang A
Grammatik
Im folgenden sind die Regeln der Grammatik angegeben die in Kapitel  verwendet
wurde In Abschnitt  wurde eine Teilgrammatik der hier angegebenen verwendet
A Typhierarchie
Die Denition der Typhierarchie besteht aus isa Deklarationen die hier angegeben
sind Das TopElement des Verbandes ist $t$ In jeder Deklaration ist der linkeste
Typ Obertyp de folgenden Typen
definetypemodule top nil t
isa t rule

isa t sign

isa sign lsign psign

isa psign utterance s scomp srel v vorfeld mittelfeld nachfeld
gruss bitte reladv np pp argcat adjcat time parg intro

isa lsign p n pn comp vinf vfin prt modprt num strange det conj nconj
uconj ppron pol gruss nummod relpron adv honprt uhr adject sil

isa utterance wfr sfr ae

isa vorfeld np pp adv

isa adv datum

isa np ppron qpron

isa mittelfeld arg adj

isa nachfeld scomp srel

isa v vinf vfin vp

isa argcat np pp prt

isa adjcat pp adv honprt negprt

isa s s s sx

isa time datum uhrzeit tageszeit

isa parg np pn time

isa conj nconj uconj

isa intro gruss satzprt

atom t yes no pos neg temp local from to start modal item kindof

sing plur nom dat akk gen fem masc neut weak strong mixed aussexcl
wortfrage satzfrage

 goal
 semantic types and ontology
isa t semsign ontology

isa semsign connective quantifier

isa ontology temporal abstract physical activity modality prop adjrel

isa physical moveable nonmoveable

isa moveable animated nonanimated selfmoving nonselfmoving

isa nonmoveable isaplace institution

isa isaplace city building

isa selfmoving vehicle human

isa vehicle train

isa prop connection day

isa day weekday

isa adjrel locadj diradj tempadj spatialadj modaladj

atom human speaker addressee

atom city aachen aschaffenburg augsburg badenbaden bebra berlin bonn bremen
bremerhaven dortmund duesseldorf emmerich etterzhausen frankfurt
hamburg hannover heidelberg hindelang kiel koblenz koeln mannheim
muenchen muenster nuernberg oldenburg osnabrueck paris regensburg rom
saarbruecken stuttgart ulm wuerzburg

atom connective and

atom quantifier exists iota forall several qlambda

atom activity fahren be suchen abfahren abgehen ankommen

atom modality moechte muessen benoetigen brauchen pres etwa gern

atom diradj source path goal

atom adjrel dirab tempab locin zwischen heute temprel
tempum tempan dirauf bei tempvor tempgegen mit ohne

atom prop object measure clocktime stunde halb setof naechst
ordinal woche abfahrtszeit angabe ankunft ankunftszeit aufenthalt
auskunft bahngleis bahnhof bahnsteig bahnticket fahrkarte fahrt
fahrtmoeglichkeit gleis grenzbahnhof icfahrt information klasse
kurzaufenthalt lauf liegewagen moeglichkeit ostsee richtung schlafwagen
schlafwagenabteil tagesausflug ticket umsteigen vorschlag
zugfahrtmoeglichkeit zwischenstop ander billigst einzig ganz guenstig
guenstigst letzt preiswert spaeter stuendlich uebernaechst

atom connection verbindung zugverbindung icverbindung bahnverbindung

atom train zug eurocity ic intercity nachtzug

atom day feiertag tag wochenende wochentag rosenmontag weihnachten
heiligabend neujahr

atom weekday montag dienstag mittwoch donnerstag freitag samstag sonntag
sonnabend


atom daytime abend nachmittag spaetabend morgen mittag vormittag nacht



A  Grammatikregeln
A  Startgraph
Der Startgraph wird beim Parsing in die Startkante eingef

ugt Eine Analyse gilt als
vollst

andig wenn die Wurzel des Analysebaums mit dem Startgraphen unizierbar
ist
utterancesem last nil

quant last nil



A   Regeln mit kontextfreiem Typger


ust
Grammatikregeln sind Merkmalsstrukturen die w

ahrend Training und Analyse wie
folgt interpretiert werden Als Tochter des Merkmals rule beschreibt eine Liste die
eigentliche Regel Die Liste hat die Syntax    Die erste Merkmalsstrukture der
Liste ist die linke Seite der Regel Die folgenden Merkmalsstrukturen bilden die
Rechte Seite einer Regel
 Regel fuer den Startgraphen
 Die erste ist fuer Lattices mit Stille die zweite fuer Saetze
rulename 

rule 
utterancesem 

sil
ssem 

sil


rulename 

rule 
utterancesem 

modus 

syn 


ssem 

modus 

syn 




	


 MODUS WORTFRAGE
 Normal Matixsatz Vorfeld finites Verb Mittelfeld
rulename 

rule 
wfrsem content 

last 

quant list 

last 



sil
vorfeldsyn wh yes


sem quant list 

last 



vfinsyn subcat   


sem content var 


last 


mittelfeldsyn subcat 


sem content var 

cond 


last 

quant list 

last 



sil


 Normaler Matrixsatz Vorfeld Finitum Infinitivkonstruktion
rulename 

rule 
wfrsem content 

last 

quant list 

last 



sil
vorfeldsyn wh yes


sem quant list 

last 



vfinsyn subcat   


sem content var 



last 


vpsyn subcat 
 

sem content var 

cond 


last 

quant list 

last 



sil


 Normaler Matrixsatz Vorfeld Finitum
rulename 

rule 
wfrsem quant 


sil
vorfeldsyn wh yes


sem quant 


vfinsyn subcat 


sem 

sil


rulename 

rule 
wfrsem content cond conn and

subwffs    



quant 


sil
vorfeldsyn wh yes


sem quant 


vfinsyn subcat   


sem content var 


last 

quant 


mittelfeldsyn subcat 


sem content var 

cond 


last nil

quant last nil



conjphon 	UND	

vfinsyn subcat   


sem content var 


last 

quant 


vpsyn subcat 


sem content var 

cond 



last nil

quant last 



sil


 MODUS AUSSAGEEXCLAMATIV
 Normal Matixsatz Vorfeld finites Verb Mittelfeld
rulename 

rule 
aesem content 

last 

quant list 

last 



sil
vorfeldsyn wh no


sem quant list 

last 



vfinsyn subcat   


sem content var 


last 


mittelfeldsyn subcat 


sem content var 

cond 


last 

quant list 

last 



sil


 Normaler Matrixsatz Vorfeld Finitum Infinitivkonstruktion
rulename 

rule 
aesem content 

last 

quant list 

last 



sil
vorfeldsyn wh no



sem quant list 

last 



vfinsyn subcat   


sem content var 


last 


vpsyn subcat 
 

sem content var 

cond 


last 

quant list 

last 



sil


 Normaler Matrixsatz Vorfeld Finitum
rulename 

rule 
aesem quant 


sil
vorfeldsyn wh no


sem quant 


vfinsyn subcat 


sem 

sil


rulename 

rule 
aesem content cond conn and

subwffs    



quant 


sil
vorfeldsyn wh no


sem quant 


vfinsyn subcat   


sem content var 


last 

quant 


mittelfeldsyn subcat 


sem content var 

cond 


last nil

quant last nil



conjphon 	UND	

vfinsyn subcat   



sem content var 


last 

quant 


vpsyn subcat 


sem content var 

cond 


last nil

quant last 



sil




 Normaler Fragesatz  Imperativ Finitum Rest
rulename 

rule 
sfrsem content 

last 

quant 


sil
vfinsynsubcat 


sem content var 


last 


mittelfeldsyn subcat 


sem content var 

cond 


last 

quant 


sil



rulename 

rule 
s
vfin
vinf



 Mittelfeldregeln
rulename 

rule 
argsyn subcat   


adjdtrs 

sem content 

last 

quant list 

last 



argcatsem quant list 

last 



mittelfeldsyn subcat 


adjdtrs 

sem content 

last 

quant list 

last 





rulename 

rule 
argsyn subcat   nil


adjdtrs nil

sem 
content cond 


last 

quant 


argcatsem quant 




rulename 

rule 
adjsyn subcat 


adjdtrs   

sem content var 

cond     


last 

quant list 

last 



adjcatsem content cond 

var 


quant list 

last 



mittelfeldsyn subcat 


adjdtrs 


sem content var 

cond 


last 

quant list 

last 





rulename 

rule 
adjsyn subcat nil


adjdtrs 

sem content var 

cond     


last 

quant 


adjcatsem content var 

cond 


quant 




 Regeln fuer die Infinitifkonstruktionen

rulename 

rule 
vpsynsubcat 


sem content cond nil


quant 


mittelfeldsyn subcat 


sem content var 

cond 


last nil

quant 


vinfsyn subcat     


sem content var 


last 




 Regeln fuer NPs


 Standardregel
rulename 

rule 
npsyn wh 

agr 

case 


sem 

detsyn wh 

agr 

case 


sem 

nsyn agr 

case 


sem 



rulename 

rule 
nxtype 

syn 

sem content 

last 


adjectxtype 

syn agr 


sem content var 

cond 



nxtype 

syn agr 


sem content var 


last    




 Regel fuer Personalpronomina ueber Typhierarchie direkt als vorfeld


 rulename 

 rule 
 npsyn agr 

 case 


 sem 

 ppronsyn agr 

 case 


 sem 

 


 Regel fuer NPs und Standard
 Relativsaetze
rulename 

rule 
npsyn wh 

agr 

case 

rel yes


npsyn wh 

agr 

case 

rel no


srelsyn agr 

case 




rulename 

rule 
npsyn 

sem content 

last 


npsyn 

sem content var 


last  content 

quant 
   


ppsem content var 

cond 


quant last nil





rulename 

rule 
npsyn agr num plur


case 

mass yes


sem 

nsyn agr 

case 

mass yes


sem 



 Zuege Muenchen Nuernberg

rulename 

rule 
nxtype local

syn agr 

case 


sem content 

last 


nxtype 

syn agr 

case 


sem content var 


last  content conn and

subwffs  pred source

theme 

goal 

pred goal

theme 

goal 
 


quant list     

  



pnsem content var 


last nil


pnsem content var 


last nil




 Regeln fuer PPs
rulename 

rule 
pp
syn subcat nil

wh 

ptype 


sem 

p
syn subcat 

ptype 


sem 

pargsyn wh 




	
rulename 

rule 
ppptype 

syn subcat nil


sem content var 

cond conn and

subwffs    



quant 


modprtsem content var 

cond 



ppptype 

syn subcat nil


sem content var 

cond 


quant 




 Regel fuer Coordination
Normale UndRegel
rulename 

rule 

conjsyn subcat  





 ExtraRegel fuer zwischen
rulename 

rule ppsyn ptype 

subcat nil


sem 

pphon 	ZWISCHEN	

syn ptype 

subcat   


sem 

time
conj

time


 Uhrzeiten
rulename 

rule 
uhrzeitxtype temp

sem content var 

cond pred clocktime

inst 

hour 




numsem content cond arg 






rulename 

rule 
uhrzeitxtype temp

sem content var 

cond pred clocktime

inst 

hour 




numsem content cond arg 




uhr


rulename 

rule 
uhrzeitxtype temp

sem content var 

cond pred clocktime

inst 

hour 

min 




numsem content cond arg 




uhr
numsem content cond arg 






rulename 

rule 
uhrzeitxtype temp

sem content var 

cond conn and


subwffs    




uhrzeitsem content var 

cond 


last nil


tageszeitsem quant list  var 

cond 
  





 In die Typhierarchie eingefuegt  hw
rulename 

 rule 
 advsem 

 datumsem 

 


 Regel fuer Datumsangaben
rulename 

rule 
datum
nxtype temp

syn 

adjectxtype 

syn agr 


nxtype 

syn agr 




rulename 

rule 
datumsem content var 

cond pred locin

theme 

goal 



quant list     

last 



adjectxtype 

syn 

sem content var 

cond 



nxtype temp

syn 

sem content var 



last   





Grussregel
rulename 

rule
utterance
grusssyn subcat nil





rulename 

rule
utterance
polsyn subcat nil





rulename 

rule
utterancesem 

honprtsyn subcat nil


vorfeldsem 



rulename 

rule
grusssyn subcat nil


grusssynsubcat 


gruss


 Etwa ungefaehr
rulename 

rule
timemodified yes

sem 

nummodsem content var 

cond theme 





timemodified no

sem content var 

cond 





rulename 

rule
ppmodified yes

ptype temp

sem 

nummodsem content var 

cond theme 



quant 


ppmodified no

ptype temp

sem content var 

cond 


quant 




A Ausgew

ahlte Lexikoneintr

age
Das gesamte Lexikon w

urde ausgedruckt etwa 	 Seiten ergeben Daher sind hier
nur ausgew

ahlte Eintr

age aufgef

uhrt

 
 Lexikon fuEr das Zugauskunftssystem 
 
 

 
 Nomina 
 

 Stille als Papierkorbkategorie
	sil	
sil
	abends	

nsyn wh no

mass no

agr pers 

gen fem

num sing


case gen


sem content var 

cond conn and

subwffs  pred abend

inst 
  



last 


	abfahrtszeit	
nsyn wh no

mass no

agr pers 

gen fem

num sing


case nom akk


sem content var 

cond conn and

subwffs  pred abfahrtszeit

inst 
  



last 


	bahnticket	
nsyn wh no

mass no

agr pers 

gen neut

num sing


case nom dat akk


sem content var 

cond conn and

subwffs  pred bahnticket

inst 
  



last 


	bahnverbindung	
nsyn wh no

mass no

agr pers 


gen fem

num sing



sem content var 

cond conn and

subwffs  pred bahnverbindung

inst 
  



last 


	eurocity	
nsyn wh no

mass no

agr pers 

gen masc

num sing


case nom dat akk


sem content var 

cond conn and

subwffs  pred eurocity

inst 
  



last 


	moEglichkeit	
nsyn wh no

mass no

agr pers 

gen fem

num sing



sem content var 

cond conn and

subwffs  pred moeglichkeit

inst 
  



last 


	moEglichkeiten	
nsyn wh no

mass no

agr pers 

num plur



sem content var 

cond conn and

subwffs  pred moeglichkeit

inst 
  



last 


	nacht	

nsyn wh no

mass no

agr pers 

gen fem

num sing



sem content var 

cond conn and

subwffs  pred nacht

inst 
  



last 


	zugverbindungen	
nsyn wh no

mass no

agr pers 

num plur



sem content var 

cond conn and

subwffs  pred zugverbindung

inst 
   



last 


	zwischenstop	
nsyn wh no

mass no

agr pers 

gen masc

num sing


case nom dat akk


sem content var 

cond conn and

subwffs  pred zwischenstop

inst 
   



last 



 
 Staedtenamen 
 

	aachen	

pnsyn xtype local

wh no

agr pers 

gen neut

num sing



sem content var  

cond conn and

subwffs  pred aachen

inst 
    



last 


	aschaffenburg	
pn
syn xtype local

wh no

agr pers 

gen neut

num sing



sem content var  

cond conn and

subwffs  pred aschaffenburg

inst 
    



last 


	augsburg	
pn
syn xtype local

wh no

agr pers 

gen neut

num sing



sem content var  

cond conn and

subwffs  pred augsburg

inst 
    



last 


	wuErzburg	
pn
syn xtype local

wh no

agr pers 


gen neut

num sing



sem content var  

cond conn and

subwffs  pred wuerzburg

inst 
    



last 



 
 Wochentage Monate  
 

 siehe auch Wochentage als 	datum	
	samstag	
nsyn agr pers 

gen masc

num plur



sem content var 

cond conn and

subwffs  pred samstag

inst 
   



last 


	rosenmontag	
nsyn agr pers 

gen masc

num plur



sem content var 

cond conn and

subwffs  pred rosenmontag

inst 
   



last 


	weihnachten	
nsyn agr pers 

gen neut

num sing



	
sem content var 

cond conn and

subwffs  pred weihnachten

inst 
   



last 


	mittag	
nsyn agr pers 

gen masc

num sing


case nom dat akk


sem content var 

cond conn and

subwffs  pred mittag

inst 
   



last 



 
 Determiner 
 

	alle 	
detsyn wh no

agr pers 

type strong

num plur


case nom akk


sem content qforce forall



	aller	
detsyn wh no

agr pers 

type strong

num plur


case gen


sem content qforce forall



	das	
detsyn wh no

agr pers 

type weak

gen neut


num sing


case nom akk


sem content qforce iota



	dem 	
detsyn wh no

agr pers 

type weak

gen masc

num sing


case dat


sem content qforce iota



	den	
detsyn wh no

agr pers 

type weak

gen masc

num sing


case akk


sem content qforce iota



	den	
detsyn wh no

agr pers 

type weak

num plur


case dat


sem content qforce iota



	der 	
detsyn wh no

agr pers 

gen masc

num sing


case nom


sem content qforce iota



	der 	
detsyn wh no

agr pers 

type weak

gen fem


num sing


case dat


sem content qforce iota



	der	
detsyn wh no

agr pers 

type weak

num plur


case gen


sem content qforce iota



	die	
detsyn wh no

agr pers 

type weak

gen fem

num sing


case nom akk


sem content qforce iota



	die	
detsyn wh no

agr pers 

type weak

num sing


case nom akk


sem content qforce iota



	diese	
detsyn wh no

agr pers 

type weak

gen fem

num sing


case nom


sem content qforce iota



	diese	
detsyn wh no

agr pers 

type weak

num plur



case nom


sem content qforce iota



	dieser	
detsyn wh no

agr pers 

type weak

gen masc

num sing


case nom


sem content qforce iota



	dieses	
detsyn wh no

agr pers 

type weak

gen neut

num sing


case nom


sem content qforce iota



	ein	
detsyn wh no

agr pers 

gen masc

type mixed

num sing


case nomakk


sem content qforce exists



	ein	
detsyn wh no

agr pers 

gen neut

type mixed

num sing


case nomakk


sem content qforce exists



	eine	
detsyn wh no

agr pers 


gen fem

type mixed

num sing


case nom akk


sem content qforce exists



 einem Intercity einem Wochentag einem Zwischenstop
	einem	
detsyn wh no

agr pers 

type mixed

gen masc

num sing


case dat


sem content qforce exists



	einen	
detsyn wh no

agr pers 

type mixed

gen fem

num sing


case akk


sem content qforce exists



 in einer halben Stunde
	einer	
detsyn wh no

agr pers 

type mixed

gen fem

num sing


case dat


sem content qforce exists



	keine	
detsyn wh no

agr pers 

type mixed

num plur


case nom



sem content qforce no



	keiner	
detsyn wh no

agr pers 

type mixed

gen masc

num sing


case no


sem content qforce no



	mehrere	
detsyn wh no

agr pers 

type strong

num plur


case nom akk


sem content qforce several



	welche	
detsyn wh yes

agr pers 

type weak

num plur


case nom akk


sem content qforce qlambda



	welche	
det
syn wh yes

agr pers 

type weak

gen fem

num sing


case nom akk


sem content qforce qlambda



	welchem	
det
syn wh yes

agr pers 

type weak

gen masc neut


num sing


case dat


sem content qforce qlambda



	welchen	
det
syn wh yes

agr pers 

gen masc

num sing


case akk


sem content qforce qlambda



	welchen	
det
syn wh yes

agr pers 

type weak

num plur


case dat


sem content qforce qlambda



	welcher	
det
syn wh yes

agr pers 

type weak

gen masc

num sing


case nom


sem content qforce qlambda



	welches	
det
syn wh yes

agr pers 

type weak

gen fem

num sing


case nom


sem content qforce qlambda





 
 Adjektive 
 

	andere	
adjectsyn agr type weak

num sing

gen fem


case nom


sem content var 

cond pred ander

arg 




	andere	
adjectsyn agr type strong

num plur


case nomakk


sem content var 

cond pred ander

arg 




	letzten	
adjectsyn agr type weak

num sing

gen fem


case dat


sem var 

cond pred ordinal

theme 

goal letzt




 
 Zahlen 
 

 Kardinalzahlen
	sieben	
numsem content var 


cond pred measure

arg 

arg 




	dreiundzwanzig	
numsem content var 

cond pred measure

arg 

arg 





 
 Personalpronomen 
 

	sie	
ppronsyn wh no

agr pers 

num singplur


case nom akk

hon yes


sem content var 

cond conn and

subwffs  pred object

inst 
  



last 


	ich	
ppronsyn wh no

subcat nil

case nom

agr pers 

num sing



sem content var 

cond conn and

subwffs  pred speaker

inst 
  



last 


	mir	
ppronsyn wh no

agr pers 

num sing



case dat


sem content var 

cond conn and

subwffs  pred speaker

inst 
  



last 


	er	
ppronsyn wh no

agr pers 

gen masc

num sing


case nom


sem content var 

cond conn and

subwffs  pred object

inst 
  



last 


	es	
ppronsyn wh no

agr pers 

case neut

num plur


case nom


sem content var 

cond conn and

subwffs  pred object

inst 
  



last 


	man	
ppronsyn wh no

agr pers 

gen masc

num sing


case nom


sem content var 

cond conn and

subwffs  pred object

inst 
  



last 


	

 
 Prepositions 
 

	ab	
psyn subcat pnsyn xtype local

case dat


sem content var  


last nil



ptype from


sem content var  

cond pred dirab

theme 

goal 



quant list    

last 



	ab	
psyn ptype temp

subcat npsyn xtype 

case dat


sem content var  


last nil




sem content var  

cond pred tempab

theme 

goal 



quant list    

last 



 	am	 ist zusammengesetzt aus 	an dem	 wichtig fuEr Adjektivdeklination
 die Nominalphrase darf keinen Artikel enthalten
	am	
psyn ptype temp

subcat nsyn xtype 

case dat


sem content var  

qforce iota


last nil




sem content var  


cond pred tempan

theme 

goal 



quant list    

last 



	an	
psyn ptype temp

subcat npsyn xtype 

case dat


sem content var  


last nil




sem content var  

cond pred tempan

theme 

goal 



quant list    

last 



	auf	
psyn ptype local

subcat npsyn case dat


sem content var  


last nil




sem content var  

cond pred dirauf

theme 

goal 



quant list    

last 



	bei	
psyn subcat npsyn case dat


sem content var  


last nil




sem content var  

cond pred bei

theme 

goal 



quant list    

last 



	im	
psyn subcat nsyn case dat



sem content var  

qforce iota


last nil




sem content var  

cond pred locin

theme 

goal 



quant list    

last 



	in	
psyn ptype 

subcat pargsyn case dat

xtype 


sem content var 


last nil




sem content var 

cond pred locin

theme 

goal 



quant list     

last 



 parg als Obertyp von
 pn und np eigefuEhrt
 Spart die Disjunktion 
	nach	
psyn ptype to

subcat  parg syn case akk

xtype local


sem content var 


last nil




sem content var sorte dynamic yes



cond pred goal

theme 

goal 



quant list     

last 



	um	
psyn ptype temp

subcat uhrzeitsem content var  


last nil





sem content var  

cond pred tempum

theme 

goal 



quant list    

last 



	von	
psyn ptype from

subcat pargsyn case dat

xtype local


sem content var 


last nil




sem content var sorte dynamic yes



cond pred source

theme 

goal 



quant list   

last 



	vor	
psyn ptype temp

subcat pargsyn case dat


sem content var 


last nil




sem content var 

cond pred tempvor

theme 

goal 



quant list   

last 



	zwischen	
pphon 	ZWISCHEN	

syn ptype temp

subcat
 
 datum conj datum
uhrzeitsem content 


conj
uhrzeitsem content 


 



sem content var 

cond pred zwischen


theme 

goal 



quant list  var 

cond pred setof

inst 

theme    

   

last 






	uEber	
psyn subcat pargcase dat akk

sem content var 


last nil




sem content var sorte dynamic yes



cond pred path

theme 

goal 



quant list     

last 



  wegen 	uEber den Feiertagen	
	gegen	
psyn subcat npsyn case akk


sem content var  


last nil




sem content var  

cond pred tempgegen

theme 

goal 



quant list    

last 



	mit	
psyn subcat npsyn case dat


sem content var  


last nil




sem content var  

cond pred mit

theme 

goal 



quant list    


last 



	ohne	
psyn subcat npsyn case akk


sem content var  


last nil




sem content var  

cond pred ohne

theme 

goal 



quant list    

last 




 
 Modalpartikel 
 

	mindestens 	
modprtsyn subcat np


	mindestens 	
modprtsyn subcat pp



 
 Adverbien 
 

	gern	
advsem content var 

cond pred gern

theme 



quant list 

last 



	gerne	
advsem content var 


cond pred gern

theme 



quant list 

last 




 
 polarity item 
 

	gut	
pol
	prima	
pol

 
 Datum 
 

	heute	
datumsyn xtype temp

wh no


sem content var 

cond pred locin

theme 

goal 



quant list var 

cond pred heute

inst 

  

last 




 
 Tageszeit 
 

	vormittags	
tageszeitsyn wh no



sem content var 

cond pred temprel

theme 

goal 



quant list  var 

cond pred vormittag

inst 

  

last 




 
 Uhrzeit 
 

	mittag	
uhrzeitsyn xtype temp

wh no


sem content var 

cond conn and

subwffs  pred mittag

inst 
   



last 



 
 Reste 
 


 nummod
	zirka	
nummod

 Superlative
	schnellsten	
adject
	besten	

adject

 abgetrennte Verbpraefixe
	weg	
prt
	los	
prt

 nebenordnende Konjunktion
	aber	
nconj
	entweder	
nconj
	oder	
nconj
	dasS 	
uconj

 	bitte	 und 	danke	
	bitte	
honprtphon 	bitte	

	danke	
honprtphon 	danke	



 GruEsse
	tag	
grussphon 	TAG	

	morgen	
grussphon 	MORGEN	

 	GruEsS Gott	
	gott	
grussphon 	GOTT	

 	Guten Tag	
	guten	
grussphon 	GUTEN	

syn subcat grussphon 	MORGEN	 



 	vielen Dank	
	vielen	
adject
	dank	
nsyn agr pers 

gen masc

num sing


case nom



 Uhrzeiten
 nur in Zeitangaben wie 	acht Uhr	 
	uhr	
nsyn agr pers 

gen fem

num sing



	

 
 Verben 
 

	abfahren	
vinfsyn subcat npsem content var 





sem content var 

cond conn and

subwffs  pred abfahren

inst 

agent 
   



last 


	abgeht	
vfinsyn subcat npsyn case nom


sem content  var 


last nil

quant list     

last 





sem content var 

cond conn and

subwffs  pred abgehen

inst 

agent 
   



last 


	bitte	  Eine Fahrkarte bitte Verbfreie Konstruktion
vfinsyn subcat npsyn case akk




	bleiben	
vinfsyn subcat np
ppsyn ptype local




	brauche	
vfinsyn subcat npsyn agr pers 

num sing


case nom



sem content  var 


last nil

quant list     

last 



npsyn case akk


sem content  var 


last nil

quant list     

last 





sem content var  sorte dynamic no



cond conn and

subwffs  pred brauchen

inst 

agent  

theme  

pred pres

inst 
   



last 


	brauche	
vfinsyn subcat npsyn case akk


sem content  var 


last nil

quant list     

last 



npsyn agr pers 

num sing


case nom


sem content  var 


last nil

quant list     

last 





sem content var  sorte dynamic no



cond conn and

subwffs  pred brauchen

inst 

agent  

theme  

pred pres

inst 
  



last 



 
 RESTE 
 


	etwa	
nummodsem content cond pred etwa




	noch	
timesyn subcat time


	und	
conjphon 	UND	

syn subcat

 uhrzeit uhrzeit
s s
np np
n n
 p p
pp pp
adv adv




	wenn s 	
compsyn subcat vfinsyn agr num sing

pers 




wh yes



Anhang B
Daten
Die im folgenden aufgef

uhrten 	

Auerungen wurden in dieser Arbeit verwendet
Aufgenommen und transkribiert wurden sie vom Phonetik Verbund PHONDAT
 
Die S

atze 	 bis  waren in allen Experimenten die Tests

atze Die

ubrigen
S

atze wurden als Lernstichprobe verwendet Von der Lernstichprobe konnten 	 *
nicht

uberspannend geparst werden In diesen F

allen gingen die Fragmente in das
Training ein
!! Ich moEchte gerne nach Paris
 Kann man auch ohne Umsteigen fahren
 Guten Tag wann geht morgen vormittag ein Zug nach Frankfurt
 Wann geht der naEchste Zug nach Mannheim
 Kann ich am Samstag abend nach zweiundzwanzig Uhr noch von
Frankfurt nach MuEnchen kommen
 Ich moEchte am ersten Feiertag nach Koblenz fahren
 Geht heute noch ein Zug nach Hannover
 Ich will am Montag um acht Uhr nach Stuttgart
 Darf ich eine ICFahrt zwischendurch unterbrechen
 Ich moEchte morgen abend nach KoEln fahren
! Wann geht heute der letzte Zug von Ulm nach MuEnchen
 Ich moEchte ab Ulm mit dem Zug nach Aschaffenburg fahren
 Kann ich heute noch mit einem Intercity nach Hamburg fahren
 Wann kann ich morgen fruEh nach MuEnchen fahren
 Ich musS uEber Hannover nach Hamburg fahren
 Wie kann ich von Ulm nach DuEsseldorf kommen
 Kann man heute noch von Ulm nach Koblenz kommen
 KoEnnten sie mir eine Verbindung nach Emmerich Grenzbahnhof geben
 Kann man direkt von Ulm nach Frankfurt fahren
 KoEnnen sie mir sagen wann ich spaEtestens in MuEnchen losfahren
musS wenn ich noch vor zehn Uhr in Augsburg sein will
! Jetzt am Samstag nach Ulm wann fahren da morgens ZuEge
 Ich brauche den naEchsten Zug nach MuEnchen
 
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 Ich will morgen abend nach Frankfurt
 Ich moEchte heute in vierzehn Tagen nach Rom fahren
 Wann kann ich heute noch nach Ulm fahren
 Wann geht morgen fruEh ein Zug nach Frankfurt
 Ich musS nach MuEnchen
 Guten Morgen ich moEchte heute nach neun von MuEnchen nach Hamburg
 Ich moEchte mit dem Intercity nach Hamburg fahren und zwar morgen
 Ich will mit dem Zug nach Hamburg und moEchte dort etwa gegen sieben
Uhr ankommen
! Ich brauche fuEr uEbernaEchsten Montag nachmittag eine Zugverbindung
von BadenBaden nach Oldenburg
 Ich moEchte von MuEnchen uEber NuErnberg nach Hamburg fahren
 Ich bin in KoEln und moEchte in einer halben Stunde nach MuEnchen fahren
 Ich brauche heute eine Verbindung ab KoEln
 Ich muEsSte uEber DuEsseldorf nach Hamburg fahren
 Ich benoEtige eine Zugverbindung von MuEnchen nach Aachen
 Guten Morgen ich moEchte heute zwischen acht und elf Uhr abends in
Hamburg sein
 Ich suche ZuEge MuEnchen NuErnberg etwa um Mittag
 Ich brauche eine ICVerbindung von Heidelberg nach Bebra naEchste Woche
 Ja ich moEchte gerne nach Hamburg fahren
! Bitte eine Verbindung von MuEnchen nach Frankfurt
 Guten Morgen ich moEchte heute nach BadenBaden von Ulm uEber WuErzburg
fahren
 Ich moEchte in vierzehn Tagen von MuEnchen uEber Hannover nach Hamburg
fahren
 Ich brauche Informationen uEber Zugverbindungen nach SaarbruEcken
 Wann faEhrt samstags der letzte Zug nach KoEln los
 Ich moEchte mit dem ersten Zug von MuEnchen nach NuErnberg fahren
 Ich moEchte heute mit Umsteigen in Bremen von MuEnchen nach
Bremerhaven fahren
 Ich brauche diese Woche noch einen Intercity von MuEnchen nach
Hamburg uEber NuErnberg
 Gibt es heute abend noch einen Zug nach WuErzburg
 Ich moEchte den Samstag vor Weihnachten nach Hamburg fahren und
zwar uEber Nacht
! Morgen musS ich um sechs in Mannheim sein
 Wann ist der naEchste IC nach Mannheim
 Guten Tag ich braEuchte eine Verbindung nach Mannheim fuEr morgen
 Ich haEtte gerne eine Verbindung von WuErzburg nach NuErnberg fuEr
Samstag moEglichst fruEh hin und sonntags moEglichst spaEt zuruEck
 Ich will einen Tagesausflug nach NuErnberg machen und entweder
nachmittags gegen vier Uhr oder mit der letzten Verbindung
abends zuruEckkommen
 Ich musS nach Dortmund aber mit einem Kurzaufenthalt in KoEln
 Gibt es einen Nachtzug der am dreiundzwanzigsten zwoElften morgens
in Ulm ankommt
 Wie lange faEhrt man von hier nach OsnabruEck ungefaEhr

 Nennen Sie mir die guEnstigste Zugverbindung nach Kiel
 Wann und von welchem Bahnsteig fahren heute abend so ab sechzehn
Uhr ZuEge nach Frankfurt ab
! Welches ist die guEnstigste Verbindung von Ulm nach Augsburg fuEr
Sonntag moEglichst ab mittags hin
 Um spaEtestens um sechs Uhr in Hamburg zu sein wann musS ich da hier
losfahren
 Welcher Zug faEhrt nicht vor neun Uhr nach Dortmund uEber KoEln
 Fahren keine ZuEge vor siebzehn Uhr von KoEln nach Dortmund
 Gibt es einen Zug der am dreiundzwanzigsten zwoElften um zirka zwanzig
Uhr in Oldenburg ist
 Wenn ich jetzt losfahre wann waEre ich dann in Hamburg
 Ich haEtte gerne eine Auskunft uEber die Abfahrtszeit der ZuEge die
ab zirka achtzehn Uhr von NuErnberg nach Augsburg fahren
 Ich moEchte an einem Wochentag nach Hamburg fahren
 GruEsS Gott koEnnten Sie mir bitte sagen ob um zirka fuEnf Uhr morgens
ein Zug von MuEnchen nach Ulm geht
 Komme ich spaEtabends noch von Hamburg nach MuEnster
! Nennen sie mir bitte Abfahrtszeiten und Ankunftszeiten der ZuEge
zwischen MuEnchen und WuErzburg zwischen zehn und elf Uhr vormittags
 Wann geht Donnerstag abend der letzte Zug von MuEnchen nach Hamburg
 GruEsS Gott koEnnten Sie mir bitte die Abfahrtszeiten der ZuEge
nennen die von Ulm nach Frankfurt fahren
 Welchen Zug musS ich nehmen um gegen zehn Uhr in
WuErzburg zu sein
 Gibt es stuEndliche Verbindungen zwischen MuEnchen und Bonn
 Wie lange dauert bitte eine Fahrt von MuEnchen nach Hamburg
 Wann faEhrt Neujahr so gegen Mittag ein Zug nach Ulm
 Ich moEchte gern wissen wann ich hier spaEtestens losfahren musS
wenn ich zirka gegen drei Uhr nachmittags in Ulm sein musS
 Ich brauche fuEr morgen eine Fahrkarte nach KoEln bitte suchen Sie
mir eine guEnstige Verbindung
 KoEnnen Sie mir eine Verbindung Augsburg Kiel geben bei der ich
morgens losfahren kann
! Bitte machen sie mir VorschlaEge wie ich am schnellsten nach
Augsburg komme
 Ich braEuchte eine Auskunft und zwar welche ZuEge fahren heute
abends von Ulm nach Frankfurt
 FaEhrt immer noch um acht Uhr vierundzwanzig ein Intercity
nach Mannheim
 Ich musS nach Hamburg aber ich moEchte nicht in der Nacht ankommen
 Welche MoEglichkeiten habe ich samstags vormittags nach Augsburg
zu fahren
 Ich will morgen nach Hamburg fahren Wann musS ich ungefaEhr
losfahren wenn ich zwischen sieben und acht Uhr abends dort sein
moEchte
 Nach Regensburg Dienstag morgen gegen acht Uhr wann fahren da ZuEge
 Ich moEchte nach Ulm und moEglichst am Wochenende fahren

 KoEnnen sie mir sagen wann ich hier wegfahren musS wenn ich
spaEtestens morgen fruEh um halb acht in Hamburg sein will
 Ich benoEtige Auskunft uEber ankommende ZuEge
! KoEnnen sie mir auch Auskunft geben uEber ZuEge die nach Hamburg
fahren
! Von MuEnchen nach KoEln uEber Augsburg Ankunft in KoEln gegen drei
Uhr nachmittags
! Ich will nach MuEnchen fahren und zwar von DuEsseldorf aus morgen
fruEh geben Sie mir die Verbindungen
! Ich moEchte nach WuErzburg und von dort aus nach Berlin
! Suche einen Zug von hier nach Ulm der vor siebzehn Uhr dort ankommt
! Welche ZuEge fahren zwischen acht und zehn Uhr uEber den Feiertagen
nach Ulm
! Nach Dortmund bitte ich moEchte Dienstag morgen um neun Uhr da sein
! Ich moEchte mit dem Zug nach Hamburg und zwar mit dem naEchsten Zug
! Ich moEchte so nach Bremen fahren dasS ich gegen siebzehn Uhr ankomme
! Ich wollte fragen ob der Zug von Paris nach MuEnchen einen
Schlafwagen dabei hat
!! KoEnnten sie mir sagen wann in der Woche vormittags zwischen zehn
und elf Uhr ZuEge Richtung Frankfurt fahren
 Verkehrt der acht Uhr dreiundzwanzig Zug nach Frankfurt auch an
Heiligabend
 Ich musS am Rosenmontag nach KoEln
 Wie bitte
!! Ich moEchte gerne nach Paris
 Kann man auch ohne Umsteigen fahren
 ich haEtte gerne eine Zugverbindung fuEr morgen von Regensburg
nach Dortmund uEber KoEln
 morgens zwischen acht und neun also nach acht
 ich haEtte gern eine Zugverbindung nach Hamburg und zwar mit
Intercity oder Eurocity ohne Umsteigen
 morgens gegen zehn jedenfalls nicht nach nicht vor neun
 ich brauch eine Zugverbindung Etterzhausen Hindelang am Samstag
vormittag hin und am Sonntag moEglichst spaEt abends zuruEck
 Ankunftszeit in Hindelang oder Abfahrtszeit in Etterzhausen
 na das geht
 geht von Etterzhausen nach Hindelang uEberhaupt eine Bahnverbindung
! ich moEcht entweder Freitag abend oder Samstag sehr fruEh dann
in Hindelang sein
 mir fehlt noch die Verbindung fuEr Samstag fruEh
 eine Zugverbindung bitte nach Oldenburg wobei der Zug spaEtestens
um neun Uhr ankommen sollte
 geht es nicht eher
 aber sicher
 ja dann nehme ich den um zehn Uhr vierundzwanzig
 ich braEuchte eine Zugverbindung von Regensburg nach Hamburg
bei der man moEglichst wenig umsteigen musS
 wieviel Stunden faEhrt man denn da

 ja dann so am Vormittag am spaEteren Vormittag vielleicht
 Ohne Ohne Umsteigen
! also ich moEchte eine Zugverbindung von Regensburg nach Dortmund
uEber KoEln mit mindestens zwei Stunden Aufenthalt in KoEln
 neun Uhr
 kann ich nach Dortmund uEber KoEln fahren
 Ja gut
 guten Tag ich moEchte eine Auskunft und zwar eine Verbindung von
Regensburg nach Hamburg
 ah ja am Vormittag so um acht Uhr vielleicht
 man braucht dann von NuErnberg nach Hamburg nicht mehr umzusteigen nein
 gibt es eine Zugverbindung heute abend nach Frankfurt und wenn ja
auf welchem Gleis faEhrt der Zug ab
 und gibt es sonst noch Verbindungen im Laufe des Abends nach Frankfurt
 ja ich braEuchte einen Liegewagen von Regensburg nach Hamburg
! moEglichst die Fahrt uEber Nacht
 naja okay das pasSt schon
 ja am Dienstag moEchte ich nach Kiel fahren und zwar soll es da
preiswerte FahrtmoEglichkeiten geben
 ja ungefaEhr eine Woche moEcht ich an der Ostsee bleiben
 ja und wie sind dann die Verbindungen
 naja gut Das pasSt
 GruEsS Gott ich braEuchte eine Fahrkarte nach Hamburg und wollte
fragen also wann der Zug abgeht dann
 ja am besten waEre es fruEher Nachmittag
 am besten waErs fruEher Nachmittag
 und ab welchem Gleis geht dieser Zug bitte
! danke
 ich moEchte am dreiundzwanzigsten zwoElften nach Oldenburg fahren
und zwar moEchte ich in Oldenburg fruEh sein wenn moEglich vor neun Uhr
 nein das ist mir dann zu spaEt
 ja das ist zu fruEh
 dann nehm ich lieber den spaEteren
 ja gut das wars dann vielen Dank
 ich moEchte gerne eine Zugverbindung von Regensburg nach KoEln und
dann moEchte ich gerne weiter nach Dortmund fahren
 gegen acht Uhr wenns geht
 naja etwa vier Stunden
 und wann kann ich dann weiter nach Dortmund fahren
! ja
 ja gut prima danke
 koEnnten Sie mir bitte ZuEge von Regensburg nach Frankfurt heute
abend sagen
 ja und geht da spaEter auch noch ein Zug
 das ist dann die einzige andere MoEglichkeit die dann noch ist
 und koEnnten Sie mir bitte noch sagen auf welchen Gleisen die
ZuEge abfahren
 von beiden ZuEgen

 gut danke
 ich braEuchte eine Zugverbindung von Regensburg nach Hamburg
moEglichst ohne Umsteigen
 ab zehn Uhr vormittags
! koEnnten Sie mir bitte sagen welche ZuEge heute abend von Regensburg
nach Frankfurt gehen
 koEnnten Sie mir bitte sagen welche ZuEge heute abend von Regensburg
nach Frankfurt gehen und an welchem Bahnsteig
 Gibt es noch andere MoEglichkeiten
 also ich brauche eine Fahrkarte nach Mannheim die wenn
moEglich auch fuEr die ganze naEchste Woche gilt
 gelten diese Fahrkarten fuEr mehrere Tage
 fuEr heute abend brauche ich alle Abfahrtszeiten der ZuEge von
Regensburg nach Frankfurt und die Gleise
 und spaEter faEhrt keiner mehr ich brauche nur die Abfahrtszeit
 ich brauche fuEr den zweiundzwanzigsten Dezember einen Zug nach
Oldenburg gegen Abend
 ich moEchte aber ungefaEhr um zweiundzwanzig Uhr in Oldenburg sein
 wann geht bitte ein Zug nach Hamburg mit moEglichst wenig ja BahnhoEfen
! wann geht bitte naEchste Woche ein Zug von Regensburg nach Hamburg
am Vormittag
 auf welchem Gleis geht der Zug weg von Regensburg aus
 ich braEuchte eine Verbindung die von Regensburg nach NuErnberg
geht und zwar vormittags
 und welche Zugverbindung gibt es von NuErnberg nach Regensburg und
das nach achtzehn Uhr
 gibt es auch eine Verbindung gegen zwanzig Uhr
 ich brauche eine Zugverbindung Regensburg Dortmund mit einem
Zwischenstop in KoEln
 morgens um acht
 gibt es einen Zug der in KoEln laEnger haElt und nach Dortmund
weiterfaEhrt
 ungefaEhr eine Stunde
 wann geht bitte morgen ein Zug von Regensburg nach Oldenburg so dasS
ich in Oldenburg um neun Uhr morgens ankomme
! ja wann geht der Zug bitte ab von Regensburg
 hat der Zug Schlafwagenabteile
 ich braEuchte eine Verbindung fuEr Dienstag von hier nach Kiel an
der Ostsee
 ich wuErde gerne gegen zehn Uhr vormittags fahren
 was ist die billigste MoEglichkeit fuEr ein Bahnticket von hier
nach Kiel
 nein
 hin und zuruEck
 das kann ich nicht genau sagen
 wie lange und an welchen Tagen ist dieses Ticket guEltig
 ich braEuchte die Abfahrtszeiten aller ZuEge heute von Regensburg
nach Frankfurt

! ich braEuchte die Abfahrtszeiten aller ZuEge nach Frankfurt ab
achtzehn Uhr mit Angabe des Bahngleises
! ich benoEtige die Zugverbindung zwischen NuErnberg und Regensburg
ab achtzehn Uhr am Samstag
! ich brauche Zugverbindung NuErnberg Regensburg nach zwanzig Uhr
Samstag
! ich brauche die Abfahrtszeiten und Bahnsteige der Zugverbindungen
Regensburg nach Frankfurt am Mittwoch ab neunzehn Uhr
! also GruEsS Gott ich moEchte heute nach NuErnberg fahren und zwar
wollt ich dann fragen wann morgens ein Zug faEhrt
! ich brauche eine ZugfahrtmoEglichkeit erste Klasse hin und zuruEck
ab Regensburg nach Hamburg
! ich moEcht gern wissen wann morgen ein Zug von Regensburg nach
NuErnberg geht am Morgen und wann er zuruEckgeht
! ich moEcht gern wissen wann morgen ein Zug nach NuErnberg geht
so um siebzehn Uhr oder zwischen einundzwanzig und zweiundzwanzig Uhr
! wann faEhrt bitte ein Zug von Regensburg nach Dortmund am
Montag am Montag morgen
! wann faEhrt bitte ein Zug am Montag morgen nach KoEln von
Regensburg aus und in Frankfurt will ich zwei Stunden Aufenthalt haben
!! wann fahren bitte ZuEge nach Frankfurt und auf welchem Gleis
fahren die ZuEge ab
 wann fahren bitte heute Abend ZuEge von Regensburg nach Frankfurt
zwischen sechs Uhr und neun Uhr am Abend
 Ich musS am Rosenmontag nach KoEln
 Wie bitte
	
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