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Abstract
Predicting salient regions in natural images requires the detection of objects that are present in a
scene. To develop robust representations for this challenging task, high-level visual features at
multiple spatial scales must be extracted and augmented with contextual information. However,
existing models aimed at explaining human fixation maps do not incorporate such a mechanism
explicitly. Here we propose an approach based on a convolutional neural network pre-trained on
a large-scale image classification task. The architecture forms an encoder-decoder structure and
includes a module with multiple convolutional layers at different dilation rates to capture multi-
scale features in parallel. Moreover, we combine the resulting representations with global scene
information for accurately predicting visual saliency. Our model achieves competitive results on
two public saliency benchmarks and we demonstrate the effectiveness of the suggested approach
on selected examples. The network is based on a lightweight image classification backbone and
hence presents a suitable choice for applications with limited computational resources to estimate
human fixations across complex natural scenes.
1. Introduction
Humans demonstrate a remarkable ability to obtain relevant information from complex visual
scenes [1, 2]. Overt attention is the mechanism that governs the processing of stimuli by directing
gaze towards a spatial location within the visual field [3]. This sequential selection ensures that
the eyes sample prioritized aspects from all available information to reduce the cost of cortical
computation [4]. In addition, only a small central region of the retina, known as the fovea, trans-
forms incoming light into neural responses with high spatial resolution, whereas acuity decreases
rapidly towards the periphery [5, 6]. Given the limited number of photoreceptors in the eye, this
arrangement allows to optimally process visual signals from its environment [7]. The function of
fixations is thus to resolve the trade-off between coverage and sampling resolution of the whole
visual field [8].
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Figure 1: A visualization of four natural images with the corresponding empirical fixation maps, our model predictions,
and estimated maps based on the work by Itti et al. [9]. The network proposed in this study was not trained on the stimuli
shown here and thus exhibits its generalization ability to unseen instances. All image examples demonstrate a qualitative
agreement of our model with the ground truth data, assigning high saliency to regions that contain semantic information,
such as a door (a), flower (b), face (c), or text (d). On the contrary, the approach by Itti et al. [9] detected low-level feature
contrasts and wrongly predicted high values at object boundaries rather than their center.
The spatial allocation of attention when viewing natural images is commonly represented in
the form of topographic saliency maps that depict which parts of a scene attract fixations reliably.
Identifying the underlying properties of these regions would allow us to predict human fixation
patterns and gain a deeper understanding of the processes that lead to the observed behavior. In
computer vision, this challenging problem has originally been approached using models rooted
in Feature Integration Theory [10]. The theory suggests that early visual features must first be
registered in parallel before serial shifts of overt attention combine them into unitary object-based
representations. This two-stage account of visual processing has emphasized the role of stimulus
properties for explaining human gaze. In consequence, the development of feature-driven models
has been considered sufficient to enable the prediction of fixation patterns under task-free viewing
conditions. Koch and Ullman [11] have introduced the notion of a central saliency map which
integrates low-level information and serves as the basis for eye movements. This has resulted in
a first model implementation by Itti et al. [9] that influenced later work on biologically-inspired
architectures.
With the advent of deep neural network solutions for visual tasks such as image classifica-
tion [12], saliency modelling has also undergone a paradigm shift from manual feature engi-
neering towards automatic representation learning. In this work, we leveraged the capability of
convolutional neural networks (CNNs) to extract relevant features from raw images and decode
them towards a distribution of saliency across arbitrary scenes. Compared to the early approach
by Itti et al. [9], this approach allows predictions to be based on semantic information instead of
low-level feature contrasts (see Figure 1). Furthermore, it is likely that complex representations
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at multiple spatial scales are necessary for accurate predictions of human fixation patterns. We
therefore incorporated a contextual module that samples multi-scale information and augments it
with global scene features. The contribution of the contextual module to the overall performance
was assessed and final results were compared to previous work on two public saliency bench-
marks. We achieved predictive accuracy on unseen test instances at the level of current state of
the art approaches, while utilizing a computationally relatively inexpensive network backbone.
2. Related Work
Early approaches towards computational models of visual attention were defined in terms of
different theoretical frameworks, including Bayesian [13] and graph-based formulations [14]. A
mechanism inspired more by biological than mathematical principles was first implemented and
described in the seminal work by Itti et al. [9]. Their model captures center-surround differences
at multiple spatial scales with respect to three basic feature channels: color, intensity, and ori-
entation. After normalization of activity levels, the output is fed into a common saliency map
depicting local conspicuity in static scenes. This standard cognitive architecture has since been
augmented with additional feature channels that capture semantic image content, such as faces
and text [15].
With the large-scale acquisition of eye tracking measurements under natural viewing condi-
tions, data-driven machine learning techniques became more practicable. Judd et al. [16] intro-
duced a model based on support vector machines to estimate fixation densities from a set of low-,
mid-, and high-level visual features. While this approach still relied on a hypothesis specifying
which image properties would successfully contribute to the prediction of saliency, it marked
the beginning of a progression from manual engineering to automatic learning of features. This
development has ultimately led to applying deep neural networks with emergent representations
for the estimation of human fixation patterns. Vig et al. [17] were the first to train an ensemble of
shallow CNNs to derive saliency maps from natural images in an end-to-end fashion, but failed
to capture object information due to limited network depth.
Later attempts addressed that shortcoming by taking advantage of classification architectures
pre-trained on the ImageNet database [18]. This choice was motivated by the finding that features
extracted from CNNs generalize well to other visual tasks [19]. Consequently, DeepGaze I [20]
and II [21] employed a pre-trained classification model to read out salient image locations from a
small subset of encoding layers. This is similar to the network by Cornia et al. [22] which utilizes
the output at three stages of the hierarchy. Related approaches also focused on the potential ben-
efits of incorporating activation from both coarse and fine image resolutions [23], and recurrent
connections to capture long-range spatial dependencies in convolutional feature maps [24, 25].
Our model explicitly combines semantic representations at multiple spatial scales to include con-
textual information in the predictive process. For a more complete account of existing saliency
architectures, we refer the interested reader to a comprehensive review by Borji [26].
3. Methods
We propose a new CNN architecture with modules adapted from the semantic segmentation
literature to predict fixation density maps of the same image resolution as the input. Our approach
is based on a large body of research regarding saliency models that leverage object-specific fea-
tures and functionally replicate human behavior under free-viewing conditions. In the following
sections, we describe our contributions to this challenging task.
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Figure 2: An illustration of the modules that constitute our encoder-decoder architecture. The VGG16 backbone was
modified to account for the requirements of dense prediction tasks by omitting feature downsampling in the last two
max-pooling layers. Multi-level activations were then forwarded to the ASPP module, which captured information at
different spatial scales in parallel. Finally, the input image dimensions were restored via the decoder network. Subscripts
beneath convolutional layers denote the corresponding number of feature maps.
3.1. Architecture
Image-to-image learning problems require the preservation of spatial features throughout the
whole processing stream. As a consequence, our network does not include any fully-connected
layers and reduces the number of downsampling operations inherent to classification models. We
adapted the popular VGG16 architecture [27] as an image encoder by reusing the pre-trained con-
volutional layers to extract increasingly complex features along its hierarchy. Striding in the last
two pooling layers was removed, which yields spatial representations at 1⁄8 of their original input
size. All subsequent convolutional encoding layers were then dilated at a rate of 2 by expanding
their kernel, and thus increased the receptive field to compensate for the higher resolution [28].
This modification still allowed us to initialize the model with pre-trained weights since the num-
ber of trainable parameters remained unchanged. Prior work has shown the effectiveness of this
approach in the context of saliency prediction problems [24, 25].
For related visual tasks such as semantic segmentation, information distributed over convo-
lutional layers at different levels of the hierarchy can aid the preservation of fine spatial details
[29, 30]. The prediction of fixation density maps does not require accurate class boundaries but
still benefits from combined mid- to high-level feature responses [22, 20, 21]. Hence, we adapted
the multi-level design proposed by Cornia et al. [22] and concatenated the output from layers 10,
14, and 18 into a common tensor with 1280 activation maps.
This representation constitutes the input to an Atrous Spatial Pyramid Pooling (ASPP) mod-
ule [31]. It utilizes several convolutional layers with different dilation factors in parallel to cap-
ture multi-scale image information. Additionally, we incorporated scene content via global aver-
age pooling over the final encoder output, as motivated by the study of Torralba et al. [32] who
stated that contextual information plays an important role for the allocation of attention. Our im-
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plementation of the ASPP architecture thus closely follows the modifications proposed by Chen
et al. [33]. These authors augmented multi-scale information with global context and demon-
strated performance improvements on semantic segmentation tasks.
In this work, we laid out three convolutional layers with kernel sizes of 3×3 and dilation rates
of 4, 8, and 12 in parallel, together with a 1×1 convolutional layer that could not learn new spatial
dependencies but nonlinearly combined existing feature maps. Image-level context as the result
of global average pooling was then brought to the same resolution as all other representations
via bilinear upsampling, followed by another point-wise convolutional operation. Each of the
five branches in the module contains 256 filters, which resulted in an aggregated tensor of 1280
feature maps. Finally, the combined output was forwarded to a 1×1 convolutional layer with 256
channels that contained the resulting multi-scale responses.
To restore the original image resolution, extracted features were processed by a series of con-
volutional and upsampling layers. Previous work on saliency prediction has commonly utilized
bilinear interpolation for that task [24, 25], but we argue that a carefully chosen decoder archi-
tecture results in better approximations. Here we employed three upsampling blocks consisting
of a bilinear scaling operation, which doubled the number of rows and columns, and a subse-
quent convolutional layer with kernel size 3×3. This setup has previously been shown to prevent
checkerboard artifacts in the upsampled image space in contrast to deconvolution [34]. Besides
an increase of resolution throughout the decoder, the amount of channels was halved in each
block to yield 32 feature maps. Our last network layer transformed activations into a continuous
saliency distribution by applying a final 3 × 3 convolution. The outputs of all but the last linear
layer were modified via rectified linear units. Figure 2 visualizes the overall architecture design
as described in this section.
3.2. Training
Weight values from the ASPP module and decoder were initialized according to the Xavier
method by Glorot and Bengio [35]. It specifies parameter values as samples drawn from a uni-
form distribution with zero mean and a variance depending on the total number of incoming and
outgoing connections. Such initialization schemes are demonstrably important for training deep
neural networks successfully from scratch [36]. The encoding layers were based on the VGG16
architecture pre-trained on both ImageNet [18] and Places2 [37] data towards object and scene
classification respectively.
We normalized the model output such that all values are non-negative with unit sum. The
estimation of saliency maps can hence be regarded as a probability distribution prediction task
as formulated by Jetley et al. [38]. To determine the difference between an estimated and a target
distribution, the Kullback-Leibler (KL) divergence is an appropriate measure rooted in informa-
tion theory to quantify the statistical distance D. This can be defined as follows:
DKL(P ‖ Q) =
∑
i
Qi ln( +
Qi
 + Pi
) (1)
Here, Q represents the target distribution, P its approximation, i each pixel index, and  a
regularization constant. Equation (1) served as the loss function which was gradually minimized
via the Adam optimization algorithm [39]. We defined an upper learning rate of 10−6 and mod-
ified the weights in an online fashion due to a general inefficiency of batch training according
to Wilson and Martinez [40]. Based on this general setup, we trained our network for 10 epochs
and used the best-performing checkpoint for inference.
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4. Experiments
The proposed encoder-decoder model was evaluated on three publicly available datasets that
yielded qualitative and quantitative results. First, we provide a brief description of the images
and empirical measurements utilized in this study. Second, the different metrics commonly used
to assess the predictive performance of saliency models are summarized. Finally, we report the
contribution of our architecture design choices and benchmark the overall results against base-
lines and related work in computer vision.
4.1. Datasets
A prerequisite for the successful application of deep learning techniques is a wealth of anno-
tated data. Fortunately, the growing interest in developing and evaluating fixation models has lead
to the release of large-scale eye tracking datasets such as MIT1003 [16] and CAT2000 [41]. The
costly acquisition of measurements, however, is a limiting factor for the number of stimuli. New
data collection methodologies have emerged that leverage webcam-based eye movements [42]
or mouse movements [43] instead via crowdsourcing platforms. The latter approach resulted in
the SALICON dataset, which consists of 10,000 training and 5,000 validation instances serving
as a proxy for empirical gaze measurements. Due to its large size, we first trained our model on
SALICON before fine-tuning the learned weights towards fixation predictions on either MIT1003
or CAT2000 with the same optimization parameters. This widely adopted procedure has been
shown to improve the accuracy of eye movement estimations despite some disagreement between
data originating from gaze and mouse tracking experiments [44].
The images presented during the acquisition of saliency maps in all three datasets are largely
based on natural scenes. Stimuli of CAT2000 additionally fall into predefined categories such as
Action, Fractal, Object, or Social. Together with the corresponding fixation patterns, they consti-
tuted the input and desired output to our network architecture. In detail, we rescaled and padded
all images from the SALICON dataset to 240 × 320 pixels, the MIT1003 dataset to 360 × 360
pixels, and the CAT2000 dataset to 216 × 384 pixels, such that the original aspect ratios were
preserved. For the latter two sets we defined 80% of the samples as training data and the remain-
der as validation examples. The correct saliency distributions on test set images are held out and
predictions must hence be submitted online for evaluation.
4.2. Metrics
Various measures are used in the literature and by benchmarks to evaluate the performance
of fixation models. In practice, results are typically reported for all of them to include different
notions about saliency and allow a fair comparison of model predictions [45, 46]. A set of nine
metrics is commonly selected: Kullback-Leibler divergence (KLD), Pearson’s correlation coeffi-
cient (CC), histogram intersection (SIM), Earth Mover’s distance (EMD), information gain (IG),
normalized scanpath saliency (NSS), and three variants of area under ROC curve (AUC-Judd,
AUC-Borji, shuffled AUC). The former four are location-based metrics, which require ground
truth maps as binary fixation matrices. By contrast, the remaining metrics quantify saliency ap-
proximations after convolving gaze locations with a Gaussian kernel and representing the target
output as a probability distribution. We refer readers to an overview by Bylinskii et al. [47] for
more information regarding the implementation details and properties of the stated measures.
In this work, we adopted KLD as an objective function and produced fixation density maps as
output from our proposed network. This training setup is particularly sensitive to false negative
predictions and thus the appropriate choice for applications aimed at salient target detection [47].
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Defining the problem of saliency prediction in a probabilistic framework also enables fair model
ranking on public benchmarks for the MIT1003, CAT2000, and SALICON datasets [45]. As a
consequence, we evaluated our estimated gaze distributions without applying any metric-specific
postprocessing methods.
4.3. Results
A quantitative comparison of results on independent test datasets was carried out to charac-
terize how well our proposed network generalizes to unseen images. Here, we were mainly inter-
ested in estimating human eye movements and regarded mouse tracking measurements merely
as a substitute for attention. The final outcome for the 2017 release of the SALICON dataset is
therefore not reported in this work but our model results can be viewed on the public leaderboard1
under the user name akroner.
To assess the predictive performance for eye tracking measurements, the MIT saliency bench-
mark [48] is commonly used to compare model results on two test datasets with respect to prior
work. Final scores can then be submitted on a public leaderboard to allow fair model ranking on
eight evaluation metrics. Table 1 summarizes our results on the test dataset of MIT1003, namely
MIT300 [49], in the context of previous approaches. The evaluation shows that our model only
marginally failed to achieve state-of-the-art performance on any of the individual metrics. When
computing the cumulative rank (i.e. the sum of ranks) on a subset of weakly correlated measures
(sAUC, NSS, KLD) [46, 47], we ranked third behind the two architectures DPNSal and DenseSal
from Oyama and Yamanaka [50]. However, their approaches were based on a pre-trained Dual
Path Network with 131 layers [51] and Densely Connected Convolutional Network with 161 lay-
ers [52] respectively, both of which are computationally far more expensive than the VGG16
model used in this work. Among all entries with a VGG16 backbone [20, 22, 23, 24, 53], our
network clearly achieved the highest performance.
Table 2 demonstrates that we obtained state-of-the-art results for the CAT2000 test dataset
regarding the AUC-J, sAUC, and KLD evaluation metrics, and competitive results on the remain-
ing measures. The cumulative rank (as computed above) suggests that our model outperformed
all previous approaches, including the ones based on a pre-trained VGG16 classification network
[24, 53]. Our final evaluation results for both the MIT300 and CAT2000 datasets can be viewed
on the MIT saliency benchmark under the model name MSI-Net, representing our multi-scale
information network. Qualitatively, the proposed architecture successfully captures semantically
meaningful image features such as faces and text towards the prediction of saliency, as can be
seen in Figure 1.
To quantify the contribution of multi-scale contextual information to the overall performance,
we conducted a model ablation analysis. A baseline architecture without the ASPP module was
constructed by replacing the five parallel convolutional layers with a single 3 × 3 convolutional
operation that resulted in 1280 activation maps. This representation was then forwarded to a 1×1
convolutional layer with 256 channels. While the total number of feature maps stayed constant,
the amount of trainable parameters increased in this ablation setting. Table 3 summarizes the re-
sults according to validation instances of the MIT1003 and CAT2000 datasets for the model with
and without an ASPP module. It can be seen that our multi-scale architecture clearly reached a
higher performance on most metrics and is therefore able to leverage the information captured
by convolutional layers with different receptive field sizes.
1https://competitions.codalab.org/competitions/17136
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AUC-J ↑ SIM ↑ EMD ↓ AUC-B ↑ sAUC ↑ CC ↑ NSS ↑ KLD ↓
Ours 0.87 0.68 1.99 0.82 0.72 0.79 2.27 0.66
DPNSal [50] 0.87 0.69 2.05 0.80 0.74 0.82 2.41 0.91
DenseSal [50] 0.87 0.67 1.99 0.81 0.72 0.79 2.25 0.48
EML-NET [54] 0.88 0.68 1.84 0.77 0.70 0.79 2.47 0.84
DeepGaze II [21] 0.88 0.46 3.98 0.86 0.72 0.52 1.29 0.96
DeepGaze I [20] 0.84 0.39 4.97 0.83 0.66 0.48 1.22 1.23
DSCLRCN [25] 0.87 0.68 2.17 0.79 0.72 0.80 2.35 0.95
SAM-ResNet [24] 0.87 0.68 2.15 0.78 0.70 0.78 2.34 1.27
SAM-VGG [24] 0.87 0.67 2.14 0.78 0.71 0.77 2.30 1.13
DeepFix [53] 0.87 0.67 2.04 0.80 0.71 0.78 2.26 0.63
SALICON [23] 0.87 0.60 2.62 0.85 0.74 0.74 2.12 0.54
ML-Net [22] 0.85 0.59 2.63 0.75 0.70 0.67 2.05 1.10
eDN [17] 0.82 0.41 4.56 0.81 0.62 0.45 1.14 1.14
Judd [16] 0.81 0.42 4.45 0.80 0.60 0.47 1.18 1.12
GBVS [14] 0.81 0.48 3.51 0.80 0.63 0.48 1.24 0.87
Itti [9] 0.75 0.44 4.26 0.74 0.63 0.37 0.97 1.03
SUN [13] 0.67 0.38 5.10 0.66 0.61 0.25 0.68 1.27
Table 1: Quantitative results of our model for the MIT300 test set in the context of prior work. The first line separates
deep learning approaches with architectures pre-trained on image classification from shallow networks and other machine
learning methods. Entries beneath the second line are models based on theoretical considerations and define a baseline
rather than competitive performance. Arrows indicate whether the metrics assess similarity ↑ or dissimilarity ↓ between
predictions and targets. The best results are marked in bold.
AUC-J ↑ SIM ↑ EMD ↓ AUC-B ↑ sAUC ↑ CC ↑ NSS ↑ KLD ↓
Ours 0.88 0.75 1.07 0.82 0.59 0.87 2.30 0.36
SAM-ResNet [24] 0.88 0.77 1.04 0.80 0.58 0.89 2.38 0.56
SAM-VGG [24] 0.88 0.76 1.07 0.79 0.58 0.89 2.38 0.54
EML-NET [54] 0.87 0.75 1.05 0.79 0.59 0.88 2.38 0.96
DeepFix [53] 0.87 0.74 1.15 0.81 0.58 0.87 2.28 0.37
eDN [17] 0.85 0.52 2.64 0.84 0.55 0.54 1.30 0.97
Judd [16] 0.84 0.46 3.60 0.84 0.56 0.54 1.30 0.94
GBVS [14] 0.80 0.51 2.99 0.79 0.58 0.50 1.23 0.80
Itti [9] 0.77 0.48 3.44 0.76 0.59 0.42 1.06 0.92
SUN [13] 0.70 0.43 3.42 0.69 0.57 0.30 0.77 2.22
Table 2: Quantitative results of our model for the CAT2000 test set in the context of prior work. The first line separates
deep learning approaches with architectures pre-trained on image classification from shallow networks and other machine
learning methods. Entries beneath the second line are models based on theoretical considerations and define a baseline
rather than competitive performance. Arrows indicate whether the metrics assess similarity ↑ or dissimilarity ↓ between
predictions and targets. The best results are marked in bold.
The categorical organization of the CAT2000 database also allowed us to quantify the im-
provements by the ASPP module with respect to individual image classes. Table 4 lists the four
categories that benefited the most from multi-scale information across all evaluation metrics on
the validation set: Noisy, Satellite, Cartoon, Pattern. To understand the measured changes in pre-
dictive performance, it is instructive to inspect qualitative results of one representative example
for each image category (see Figure 3). The visualizations demonstrate that large receptive fields
allow the reweighting of relative importance assigned to image locations (Noisy, Satellite, Car-
toon), detection of a central fixation bias (Noisy, Satellite, Cartoon), and allocation of saliency
to low-level features that pop out from an array of distractors (Pattern).
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Figure 3: A visualization of four example images from the CAT2000 validation set with the corresponding fixation heat
maps, our best model predictions, and estimated maps based on the ablation network. The qualitative results indicate that
multi-scale information augmented with global context enables a more accurate estimation of salient image regions.
AUC-J ↑ SIM ↑ EMD ↓ AUC-B ↑ sAUC ↑ CC ↑ NSS ↑ KLD ↓
MIT1003
⊕ASPP 0.90 0.59 2.49 0.85 0.72 0.74 2.62 0.79
	ASPP 0.89 0.57 2.63 0.82 0.72 0.70 2.55 0.82
CAT2000
⊕ASPP 0.88 0.73 1.29 0.82 0.59 0.85 2.35 0.41
	ASPP 0.87 0.68 1.49 0.83 0.60 0.77 2.09 0.49
Table 3: A summary of the quantitative results for the models with ⊕ and without 	 an ASPP module. Here, evaluation
was performed on the validation set of MIT1003 and CAT2000 respectively. Arrows indicate whether the metrics assess
similarity ↑ or dissimilarity ↓ between predictions and targets. The best results are marked in bold.
AUC-J ↑ SIM ↑ EMD ↓ AUC-B ↑ sAUC ↑ CC ↑ NSS ↑ KLD ↓
Noisy +0.01 +0.07 −0.25 −0.01 ±0.00 +0.13 +0.41 −0.11
Satellite +0.02 +0.06 −0.28 −0.01 −0.01 +0.14 +0.37 −0.11
Cartoon +0.01 +0.06 −0.29 −0.01 −0.01 +0.12 +0.33 −0.11
Pattern +0.01 +0.05 −0.28 ±0.00 ±0.00 +0.08 +0.27 −0.09
Table 4: A list of the four image categories from the CAT2000 validation set that showed the largest improvement by
the ASPP architecture. Entries are sorted in decreasing order of the cummulative rank across all evaluation measures.
Arrows indicate whether the metrics assess similarity ↑ or dissimilarity ↓ between predictions and targets. Results that
improved on the respective metric are marked in green, whereas results that impaired performance are marked in red.
5. Discussion
Our proposed encoder-decoder model demonstrated competitive performance on two datasets
towards visual saliency prediction. The ASPP module incorporated multi-scale information and
global context based on semantic feature representations, which improved the results both qual-
itatively and quantitatively. This suggests that convolutional layers with large receptive fields at
9
Stimulus OursGround Truth
(a)
(b)
(c)
(d)
Figure 4: A visualization of four example images from the CAT2000 validation set with the corresponding eye movement
patterns and our model predictions. The stimuli demonstrate cases with a qualitative disagreement between the estimated
saliency maps and ground truth data. Here, our model failed to capture an occluded face (a), small text (b), direction of
gaze (c), and low-level feature contrast (d).
different dilation factors can enable a more holistic estimation of salient image regions in com-
plex scenes. Moreover, our architecture is computationally lightweight compared to prior state-
of-the-art approaches and outperformed all other networks defined with a pre-trained VGG16
backbone. For this performance assessment, we calculated the cumulative rank on a subset of
evaluation metrics to resolve some of the inconsistencies in ranking models by a single measure
or a set of correlated ones [46, 47].
Further gains on benchmark results could potentially be achieved by a number of additions to
the processing pipeline. Our model demonstrates a learned preference for predicting fixations in
central regions of images, but we expect performance benefits from modelling the central bias in
scene viewing explicitly [20, 21, 22, 24, 53]. Additionally, Bylinskii et al. [48] summarized open
problems for correctly assigning saliency in natural images, such as robustness in detecting se-
mantic features, implied gaze and motion, and importance weighting of multiple salient regions.
While the latter was addressed in this study, Figure 4 indicates that the remaining obstacles still
persist for our proposed model.
Overcoming these issues requires a higher-level scene understanding that models object inter-
actions and predicts implicit gaze and motion cues from static images. Robust object recognition
could however be achieved through more recent classification networks as feature extractors [50].
To detect interesting items in search array stimuli (see Figure 4d), a mechanism that additionally
captures low-level feature contrasts might explain the empirical data better. Besides architectural
changes, data augmentation in the context of saliency prediction tasks demonstrated its efficiency
to improve the robustness of deep neural networks according to Che et al. [55]. These authors
stated that visual transformations such as mirroring or inversion revealed a low impact on human
gaze during scene viewing and could hence form an addition to future work on saliency models.
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