In a steady-state evolution, tournament selection traditionally uses the fitness function to select the parents, and negative selection chooses an individual to be replaced with an offspring. This contribution focuses on analyzing the behavior, in terms of performance, of different heuristics when used instead of the fitness function in tournament selection. The heuristics analyzed are related to measuring the similarity of the individuals in the semantic space. In addition, the analysis includes random selection and traditional tournament selection. These selection functions were implemented on our Semantic Genetic Programming system, namely EvoDAG, which is inspired by the geometric genetic operators and tested on 30 classification problems with a variable number of samples, variables, and classes. The result indicated that the combination of accuracy and the random selection, in the negative tournament, produces the best combination, and the difference in performances between this combination and the tournament selection is statistically significant. Furthermore, we compare EvoDAG's performance using the selection heuristics against 18 classifiers that included traditional approaches as well as auto-machine-learning techniques. The results indicate that our proposal is competitive with state-of-art classifiers. Finally, it is worth to mention that EvoDAG is available as open source software.
Introduction
Classification is a supervised learning problem that consists in finding a function that learns a relation between inputs and outputs, where the outputs are a set of labels. The starting point would be the training set composed of input-output pairs, i.e., X = {( x 1 , y 1 ), . . . , ( x n , y n )}. The training set is used to find a function, h, that minimize a loss function, , that is, h is the function that minimize (x,y)∈X (h(x), y) where the ideal scenario would be ∀ (x,y)∈X h(x) = y, and, also to accurately predict the labels of unseen inputs. By fixing, a priori, an order to X , one can use a notation normally adopted on Semantic Genetic Programming (GP) (e.g., [1] ) which is to represented the target behavior as y = (y 1 , . . . , y n ), and, the behavior of function h as h = (h( v 1 ), . . . , h( v n )). Using this notation the search function h is the one whose h is as close as possible to y, where the closeness is measured using the loss function referred, in GP, as the fitness function.
Related work
Let us recall that Semantic GP uses the information in the target behavior, i.e., t, to guide the search. Notably, Krawiec [19] affirmed that aware semantic methods make search algorithms better informed. For example, Nguyen et al. [20] proposed Fitness Sharing, a technique that promotes dispersion and diversity of individuals. Their proposal consisted of calculating the individual fitness as f i = f i (m i + 1), where m i is approximately equal to the number of individuals that behave similarly to individual i.
Some crossover and mutation operators have been developed with the use of semantics. Beadle and Johnson [21] proposed a crossover operator that measures the semantic equivalence between parents and offsprings; and rejects the offspring that is semantically equivalent to its parents. Quang Uy et al. [22] proposed a semantic crossover and mutation. The crossover operator searches for a crossover point in each parent in such way that subtrees were semantically similar, and the mutation operator allows the replacement of an individual subtree only if the new subtree is semantically similar. Hara et al. [23] proposed the Semantic Control Crossover that uses the semantics to combine individuals where a global search was performed in the first generations and a local search in the last ones. Graff et al. used subtrees semantics and partial derivatives to proposed crossover [24, 25] and mutation [26] operators.
Moraglio et al. [27, 28] proposed Geometric Semantic Genetic Programming (GSGP). Their work called the attention of the GP scientific community because the crossover operator produces an offspring that stands in the segment joining the parents' semantics. Therefore, offspring fitness cannot be worse than the worst fitness of the parents. Given two parents p 1 and p 2 , the crossover operator generates an offspring as r · p 1 + (1 − r) · p 2 , where r is a real value between 0 and 1. This property transforms the fitness landscape into a cone. Unfortunately, the offspring is always bigger than the sum of the size of its parents; this makes the operator unusable in practice. Later, some operators appear intending to improve Moraglio's GSGP. For example, Approximately Geometric Semantic Crossover (SX) [29] , Deterministic Geometric Semantic Crossover [23] , Locally Geometric Crossover (LGX) [30, 31] and Approximated Geometric Crossover (AGX) [32] , Semantic Crossover and Mutation based on projections [33, 34] and Subtree Semantic Geometric Crossover (SSGX) [35] .
Pawlak et al. [32] proposed the Random Desired Operator (RDO). It propagates the target semantics to calculate the desired semantics in the node selected as mutation point. This desired behavior is used to search in a procedures library for the most similar subtree. Finally, it swaps the mutated node with the subtree. RDO was extended by Szubert et al. [36] introducing the Forward Propagation Mutation (FPM) which uses a combination of forward and back-propagation to find a combination of unitary and binary functions that is the most similar to the desired behavior.
According to Vanneschi et al. [37] , one way to promote diversity in GP is by the use of different selection schemes. Galvan-Lopez et al. [38] applied crossover only to those individuals whose difference in behavior is greater than a defined threshold for every element of the training set. Ruberto et al. [39] defined the error Vector and error Space. The individual error vector e p is defined as e p = p − t, where p is the semantic of individual p. As can be seen, error space contains the individuals error vectors, and t is the origin. The proposal is to search, in the error space, for two o three individuals aligned, instead of using the fitness function; the rationality comes from the fact that given the aligned individuals then there is a straight forward procedure to compute the optimal solution. Chu et al. [40, 41] also use the error vectors, and Wilcoxon signed rank test to decide whether to select the fittest, the smaller or the one with worst fitness. Their results show that their proposed techniques aim at enhancing the semantic diversity and reducing the code bloat in GP. As it was mentioned above, Hara et al. proposed Deterministic Geometric Semantic Crossover [23] , and later they [42] proposed to select the parents in such way that the line connecting them is closed to the target in the semantic space.
Chen et al. [43] proposed the Angle-Driven Selection (ADS) where the first parent is selected using fitness and the second is with an angle-distance defined as γ r = arccos(
). One of our selection heuristics is similar to ADS; however, there are significant differences, the first parent is randomly selected whereas the second parent is selected using an equivalent similarity with the difference that the target behavior is not considered in our approach.
Loveard and Ciesielski [44] proposed different techniques for representing classification problems in GP; one of them assign the class based on a range, there were as many intervals as classes. Muni et al. [45] proposed to evolve a tree for each class following an equivalent strategy of one-vsall approach. Jaben and Baig [46] developed a two-stage method, the first one evolves a classifier for each class, and the second phases combine these classifiers.
Ingalalli et al. [3] introduced a GP framework called Multi-dimensional Multi-class Genetic Programming (M2GP). The main idea is to transform the original space into another one using functions evolved with GP, then, a centroid is calculated for each class, and the vectors are assigned to the class which corresponds to the nearest centroid using the Mahalanobis distance. M2GP takes as argument the dimension of the transform space; this parameter is evolved in M3GP [4] by including specialized search operators that can increase or decrease the number of feature dimensions produced by each tree. They extended M3GP and proposed M4GP [5] that uses a stack-based representation in addition to new selection methods, namely lexicase selection, and age-fitness Pareto survival.
Naredo et al. [12] use NS for evolving genetic programming classifiers based on M3GP where the difference is the procedure to compute the fitness. Each GP individual is represented as a binary vector whose length is the training set size and each vector element is set to 1 if the classifier assigns the class label correctly and 0 otherwise. Then, they use this binary vectors to measure the sparseness among individuals, and the more the sparseness the higher the fitness value. Their results show that all their NS variants achieve competitive results relative to the traditional objective-based.
Auto machine learning consists of obtaining automatically a classifier (regressor) that includes the steps of preprocessing, feature selection, classifier selection, and hyperparameters tuning. Feurer et al. [17] developed a robust automated machine learning (AutoML) technique using Bayesian optimization methods. It is based on scikit-learn [16] , using 15 classifiers, 14 feature preprocessing methods, and 4 data preprocessing methods; giving rise to a structured hypothesis space with 110 hyperparameters. Olson et al. [9] proposed the use of GP to develop a powerful algorithm that automatically constructs and optimizes machine learning pipelines through a Tree-based Pipeline Optimization Tool (TPOT). On classification, the objective consists of maximizing accuracy score performing a searching of the combinations of 14 preprocessors, five feature selectors, and 11 classifiers; all these techniques implemented on scikit-learn [16] .
EvoDAG
EvoDAG 1 [13, 14] is a python library that implements a steady-state GP system with tournament selection. EvoDAG is inspired by the implementation of GSGP performed by Castelli et al. [47] ; where the main idea is to keep track of all the individuals and their behavior leading to an efficient evaluation of the offspring whose complexity depends only on the number of fitness cases.
Let us recall that the offspring, in the geometric semantic crossover, is o = r p 1 +(1−r) p 2 where r is a random function or a constant. In [33] , we decided to extend this operation by allowing the offspring to be a linear combination of the parents, that is, o = θ 1 p 1 + θ 2 p 2 , where θ 1 and θ 2 are obtained using ordinary least squares (OLS). Continuing with this line of research, in [13] , we investigate the case when the offspring is a linear combination of more than two parents, and, also, to include the possibility that the parents could be combined using a function randomly selected from the function set. The initial population starts with
. . , x m )}, where x i is the i-th input, and θ i is obtained using OLS. In the case | P | is lower than the population size, the process starts including an individual created by randomly selecting a function from F and the arguments are drawn from the current population P. For example, let hypot be the selected function, and the first and second arguments are θ 2 x 2 , and NB(x 1 , . . . , x m ). Then the individual inserted to P is θ hypot(θ 2 x 2 , NB(x 1 , . . . , x m )), where θ is obtained using OLS. This process continues until the population size is reached; EvoDAG sets population size of 4000.
EvoDAG uses a steady-state evolution; consequently, P is updated by replacing a current individual, selected using a negative selection, with an offspring which can be selected as a parent just after being inserted in P. The evolution process is similar to the one used to create the initial population, and the difference is on the procedure used to select the arguments. That is, function f is selected from F, the arguments are selected from P using tournament selection or any of the heuristics analyzed here, and finally, the parameters associated to f are optimized using either OLS or the procedure used by the classifiers. The addition is defined as i θ i x i , where x i is an individual in P. The rest of the arithmetic functions, trigonometric functions, min and max are defined as θf (x 1 , . . .) where f is the function at hand, and x 1 is an individual in P. The process continues until the stopping criteria are met.
At this point, it is worth to mention that EvoDAG uses one-vs-rest scheme on classification problems. That is, a problem with k different classes is converted into k problems each one assigns 1 to the current class and −1 to the other labels. Instead of evolving one tree per problem, as done, for example, in [45] , we decided to use only one tree an optimize k different θ parameters, one for each class. The result is that each node outputs k values, and the class is the one with the highest value. In case of the classifiers used the output is the log-likelihood.
EvoDAG stops the evolutionary process using early stopping. That is, the training set is split into a smaller training set (50% reduction), and a validation set containing the remaining elements. The training set is used to calculate the fitness, and the parameters θ. The validation set is used to perform the early stopping and to keep the individual with the best performance in this set. The evolution stops when the best individual, on the validation set, has not been updated in a defined number of evaluations; EvoDAG sets this as 4000. The final model corresponds to the best individual, in the validation set, found during the whole evolutionary process.
In order to provide an idea of the type of models produced by EvoDAG, Figure 1 presents a model of the Iris data set. The inputs (x 0 , . . . , x 3 , NB, MN, NC) are at the bottom of the figure. The computation flow goes from bottom to top; being the output the node in the top of the figure, i.e., Naive Bayes using Gaussian distribution. The figure helps to understand the role of optimizing the k set of parameters, one for each class, where each node outputs k values; consequently, each node is a classifier.
It is well known that in evolutionary algorithms, there are runs that do not produce an accept-able result, so to improve the stability and also the accuracy we decided to use Bagging [48] in our approach. We implemented Bagging utilizing the characteristic that a bagging estimator can be expected to perform similarly by either drawing n elements from the training set with-replacement or selecting n 2 elements without-replacement (see [49] ). In total, we create 30 models by using different seeds in the random function, and the final prediction is the average of the individual predictions.
Selection heuristics
Let us recall that in a steady-state evolution there are two stages where selection takes place, on the one hand, the selection is used to choose the parents, and on the other hand, the selection is applied to decide which individual, in the current population, is replaced with the offspring. We analyzed the behavior of EvoDAG when different selection schemes are used; the first one uses the absolute of the cosine similarity (sim), the second one is the accuracy (acc), and for comparison purposes, the third is the traditional tournament selection (fit), and the fourth is a random selection (rnd). Regarding the negative selection, it is analyzed two schemes, the traditional negative tournament selection (fit), and random selection (rnd).
The selection heuristics proposed here complement the heuristics used in the related work. Novelty Search (NS) [11] measures novelty with a similarity between the k-nearest neighbors, GP with NS [12] uses accuracy, and the Angle-Driven GP [43] uses the relative angle between the parents and the target behavior. Our heuristic uses the angle between parents without considering the target behavior as done in Angle-Driven GP; the accuracy between parents is computed without considering the accuracy between the k-nearest neighbors as done in GP with NS.
The selection mechanism used in the first two heuristics (sim and acc) is the following. The first parent is selected using random selection. The rest of the parents are chosen using tournament selection (tournament size equals 2) where the fitness function is replaced with either cosine similarity or accuracy. The objective is to minimize the similarity between the parent, being selected, and the first parent. Furthermore, we analyzed this procedure in two scenarios; the first one is when it is only applied to a subset of the functions of the function set; these are { 60 , NB 5 , MN 5 , NC 2 }, and, for the rest of the functions, random selection is applied. The second scenario is to use this procedure to all the functions excepts those with one argument.
The cosine similarity between vectors u and v is defined as: cos(θ) = • . The idea of using the absolute is to avoid, as possible, the inclusion of collinear parents which are not useful on the subset of functions selected.
The second heuristic consists of selecting individuals based on the labels predicted by the individual. The similarity used is the accuracy, which counts the number of correct prediction between the target and the classifier. Nonetheless, it is measured the accuracy between the first parent, acting as the target, and the rest of the parents selected. The idea is to choose those parents that present a more significant difference with the first one.
Experiments and Results
This section analyzed the performance of the different selection heuristic proposed and compared it with state-of-the-art classifiers. The classification problems used as benchmarks are 30 datasets taken from the UCI repository [18] . Table 1 shows the dataset information. It can be seen that the datasets are heterogeneous in terms of the number of samples, variables, and classes. Additionally, some of the classification problems are balanced, and others are imbalanced. The table includes Shannon's entropy to indicate the degree of the class-imbalance in the problem, where 1.0 indicates a perfect balance problem.
The performance is measured in a test set, in the repository, some of the problems are already split between a training set and test set. For those problems that this partition is not present, we performed cross-validation; that is, the dataset is split using 70% for the training set and 30% for the test set. On the other hand, the performance measure used is macro-F1, which correspond to the average of the F1 score per class. In order to improve the reading of tables and figures, we use the following notation. The selection scheme used for selecting the parents is followed by the symbol "-", and then, comes the abbreviation of the negative selection scheme. The abbreviations used for selecting parents are sim, acc, fit, and rnd that represent selection based on the absolute value of the cosine distance, based on accuracy, tournament selection, and random selection. Furthermore, the superscript * is used to indicate those systems where the heuristics propose (sim and acc) are used in all the function with more than one argument. In addition, the prefix "EvoDAG" is used when it is compared with other state-of-the-art techniques. Table 2 presents the performance, in terms of macro-F1, of EvoDAG with different selection schemes. The systems are arranged column-wise and sorted by the average rank to facilitate the reading. Each row presents the performance of a classification problem, and the best performance is in boldface. It can be seen that the system with the lowest average rank (the lower is better) is the system with accuracy and random in the negative selection (acc-rnd), this system also presents the highest average macro-F1. Comparing the performance of acc-rnd against all other selection schemes -using the Wilcoxon signed-rank test [50] and adjusting the p-values with Holm-Bonferroni method [51] to consider the multiple comparisons-it is observed a significant statistically (95 % confidence) difference with sim-fit, sim-rnd, fit-fit, fit-rnd, acc-fit * and acc-rnd * ; interesting, fitfit corresponds to tournament selection with a negative tournament as normally performed on a steady-state evolution. Additionally, it can be observed that acc-rnd is not statistically better than the system using random selection in the two stages of selection, i.e., rnd-rnd. Furthermore, rnd-rnd is on the third position based on average rank and second using average macro-F1 being only outperformed by accuracy used to select the parents.
Comparison of the different selection schemes
Comparing the average rank of the selection scheme used to choose the parents; it can be seen that the traditional tournament selection comes at ninth position, in addition, all of our selection heuristics have a better rank than tournament selection. On the other hand, the heuristics applied only to a subset of the function set (i.e., { 60 , NB 5 , MN 5 , NC 2 }) obtained a better rank than the counterpart systems using functions with arity greater than one; moreover, the worst systems correspond to the use of accuracy in this latter configuration. It is also observed that the systems using the absolute cosine similarity are less affected by choice of a subset of functions or to apply it to all the functions; whereas, this decision affects the most to the use of accuracy. Table 2 : Comparison of EvoDAG's performance using different selection schemes for selecting the parents and negative selection. The columns are ordered based on the macro-F1 average rank. The symbol * represents that selection heuristic was applied to all functions with arity greater than one. The best performance in each problem is indicated in boldface.
acc-rnd acc-fit rnd-rnd sim-fit rnd-fit sim-fit * Figure 2 shows the evolution of the best individuals found during the evolution in the training and validation sets. We use agaricus-lepiota dataset as an example. The performance, in terms of macro-F1, of the best individual, is recorded during the evolution of thirty independent executions, and, these are presented as boxplots depending on the evaluated individuals. It can be seen, in all cases, the performance of the best individual on the training set is higher than the one obtained in the validation set. Furthermore, it can be observed that the parents' selection scheme based on the accuracy (acc) has slightly bigger values in the first evaluations than tournament selection, this is reflected as outliers in the boxplot. This continues during all the evolution, and, it is reflected in the training and validation set.
Comparison of EvoDAG with other state-of-the-art classifiers
After analyzing the performance of the different selection schemes, it is the moment to compare EvoDAG with different selection schemes against state-of-the-art classifiers. We decided to compare against sixteen classifiers all of them using their default parameters and implemented on the scikit-learn python library [16] , specifically these classifiers are Perceptron, MLPClassifier, BernoulliNB, GaussianNB, KNeighborsClassifier, NearestCentroid, LogisticRegression, LinearSVC, SVC, SGDClassifier, PassiveAggressiveClassifier, DecisionTreeClassifier, ExtraTreesClassifier, RandomForestClassifier, AdaBoostClassifier and GradientBoostingClassifier. It is also included in the comparison two auto-machine learning libraries: autosklearn [17] and TPOT [9] . Figure 3 presents a boxplot of the ranks (using macro-F1 as performance measure) of stateof-the-art classifiers and EvoDAG with the different selection schemes. In order to facilitate the reading, the boxplots are ordered by the average rank. It is observed from the figure that TPOT is the system with the lowest rank, followed by EvoDAG with accuracy and the random selection, EvoDAG is followed by autosklearn. Comparing the performance of TPOT against the performance of the rest of the classifiers, one can realize that TPOT is not statistically different all EvoDAG systems and the classifiers that have a better average rank than LogisticRegression.
As can be seen from Figure 3 , only two classifiers are better than EvoDAG with random selection; these are TPOT and autosklearn, it is essential to note that these are auto-machine learning classifiers. Furthermore, let us consider all the classifiers that have a better rank than EvoDAG fit-rnd, which corresponds to EvoDAG with the lowest position. These are TPOT, autosklearn, GradientBoosting, and ExtraTrees; these classifiers have in common the use of decision trees at some points, that is, these are either a variant of decision trees or include them in their search space. Conversely, EvoDAG that do not use any form of decision trees.
Besides measuring the performance using macro-F1, Figure 4 presents boxplots of the time required in the training phase by the different algorithms. The boxplot is on log-scale, given differences in time between the algorithms, and uses time per sample to take into consideration that the dataset varied in the training set size. It is not surprising that the systems obtaining the best performance are also the slowest systems. As can be seen from the figure, TPOT is the most time-consuming system, followed by autosklearn, and then EvoDAG systems. In average TPOT uses 38.7 seconds per sample, autosklearn requires 7.8 seconds per sample, and EvoDAG utilizes less the one second per sample. Looking at EvoDAG systems, it can be observed that the slowest selection schemes are accuracy, absolute cosine similarity, tournament selection, and random selection. This behavior is expected, given the algorithmic complexity. Accuracy and cosine similarity requires to perform O(n) operations every time a parent is selected; in addition, these systems compute the fitness to perform early stopping or the negative selection. On the other hand, tournament and the random selection, requires O(1) operations to complete the selection, although tournament selection needs to create the tournament, and random selection does not.
One can combine the information presented on Figures 3 and 4 by performing a Pareto analysis. The classifiers that are in the pareto frontier are: TPOT, EvoDAG with acc-rnd, EvoDAG with rnd-rnd, GradientBoosting, ExtraTrees and DecisionTree. From the figures, it can be inferred that the system closest to the elbow is GradientBoosing.
Conclusion
We presented the impact that different selection heuristics have on the performance of a steadystate semantic Genetic Programming system (namely EvoDAG). The selection process takes place in two moments during the evolution; during the selection of the parents and to replace an individual. The selection heuristics studied in the first place are the absolute of the cosine similarity, accuracy, tournament selection, and random selection; and on the second place, it is analyzed negative tournament selection and random selection. The results show that the use of our heuristics, cosine similarity, and accuracy outperforms EvoDAG using tournament selection, i.e., selection based on fitness. Besides, the heuristics that obtained the best performance was accuracy. It is interesting to note that random selection is competitive, achieving the third position among the different combination studied.
The performance of EvoDAG with the selection heuristics is analyzed on 30 classification problems taken from the UCI repository. Also, EvoDAG is compared with 18 state-of-the-art classifiers, 16 of them are implemented in scikit-learn python library and two auto-machine learning algorithms. The result shows that EvoDAG using accuracy and the random selection is competitive, using the average rank (measured with macro-F1) it obtained the second position where the best system is TPOT which was an auto-machine learning algorithm, and the third position was autosklearn. Interesting, EvoDAG's performance is statistically equivalent to the two auto-machine learning algorithms considered in this comparison. However, EvoDAG uses neither feature selection algorithm nor any form of decision trees, as done by the auto-machine learning approaches. We also include in the comparison of the time required in the training phase of the classifiers. The auto-machine learning algorithms were the slowest ones, followed by EvoDAG. Nonetheless, the difference in time is considerable; TPOT uses, on average more than 30 seconds per sample, autosklearn 7, and EvoDAG less than one second per instance.
