We adapt an existing asymptotic method to set up a one-dimensional model for the fall of a closed¯lament in an in¯nite°uid in the Stokes regime. Starting from the single-layer integral representation of the°uid velocity around the¯lament, we get, for a very slender¯lament, a Fredholm integral equation on the¯lament centerline. From this equation, we can compute the drag and force acting on the¯lament and consequently the resistance matrix. The integral equation is discretized with a collocation method. The study of a scalar model problem yields existence and uniqueness results together with an error estimate for the discretization scheme. Then, we compare the resistance matrix of thin ideal knots obtained from the discretization of the present model to a boundary element method; numerical convergence results and a good agreement of both methods validate our model.
Introduction
The free fall of a rigid body under gravity in a Stokes°uid can be described by the socalled resistance matrix, 7 the entries of which are coe±cients in the equation of motion of the solid. This can be done for the steady state and also for the quasi-static approximation of the°uid. 3 The resistance matrix is obtained from the force and torque of six elementary Stokes problems in the (in¯nite) domain exterior to the solid; these problems are completely decoupled from the equations for the motion of the solid. Hence, a boundary element method for solving these Stokes problems numerically is very natural; but, if the solid is very slender, it can become expensive and inaccurate. In this case, it is preferable to set up a model in which the solid is onedimensional (a curve). The popular RotneÀPrager process 20, 10 belongs to this kind of distribution of Stokeslets and Rotlets on the centerline for representing the°uid velocity; then, a process of matched asymptotic expansion gives, via an integral equation, an approximation of the force and torque. This kind of models has¯rst been developed by Keller and Rubinow, 14 and then improved by Johnson 13 ; a good description can be found in Ref. 8 , where such a model has been applied to the growth of¯bers. Although these models have been designed for non-closed¯bers, they can be used in the case of closed¯laments; but, the computations leading to integral equations are quite complicated. Other singularity methods have been used to simulate long¯laments or¯bers and their interactions, see for example Ref. 16 ; the linear relationship between the°uid velocity and the force obtained in matched asymptotic expansion models has been used, by postulating the form of the force, for simulating°exible¯bers in Ref. 22 and interaction between them in Ref. 24 .
Another class of models is obtained by a direct asymptotic expansion on the boundary integral representation of the°uid velocity 11, 21 ; they are used in general to compute analytically some¯rst few terms representing the velocity of the°uid around straight or slightly curved slender bodies. But, at least to our knowledge, they were not used in the case of closed curves. The purpose of this paper is to set up an asymptotic expansion of the latter kind for closed¯laments and to develop a numerical method for computing the density in the one-dimensional integral representation for the°uid velocity. Numerical examples are given for the resistance matrix of ideal knots. The paper is organized as follows. In Sec. 2, we present the geometry and some hypotheses leading to the one-dimensional problem. Section 3 is devoted to the asymptotic expansion of integrals and to the¯nal integral equation formulation; the Hadamard¯nite part integral is brie°y described in Appendix A and some detailed computations of the asymptotic expansion are done in Appendix B. The discretization of the one-dimensional equation is presented in Sec. 4. In Sec. 5, we study the model problem of the circular torus; the proofs of the theorems are given in Appendix C. Finally, numerical results for knotted tubes are given in Sec. 6 and compared to results obtained with a boundary element method.
Notations and Basic Assumptions
The¯lament is a closed rigid slender body de¯ned as a curved cylinder with circular cross-section of constant radius "; its centerline À is de¯ned by a smooth closed curve, parametrized by its normalized arc length s: s 2 ½0; 1 7 ! rðsÞ 2 R 3 ; rð0Þ ¼ rð1Þ; ð2:1Þ when necessary, we also denote by r the 1-periodic extension of this function to R. The usual Fr enet frame is de¯ned by the unit vectors:
The surface of the¯lament is parametrized by:
The slenderness property consists in assuming that the cross-section radius is much smaller than the curve length, that is, " ( 1.
The starting point for establishing our model is the single-layer representation of the displacement velocity v of the°uid surrounding the¯lament in the Stokes regime 15 (we use the summation convention on repeated indices):
with the Stokeslets U i given, in cartesian coordinates, by:
ð2:5Þ
The unknown density Ã : AE " ! R 3 is determined by solving the following Fredholm integral equation:
together with a compatibility condition to ensure the uniqueness. 6 First, we assume that, on the surface AE " , the density does not depend on the angle a :
and, for a speci¯c point xðs; 'Þ ¼ rðsÞ þ " cos 'nðsÞ þ " sin 'bðsÞ 2 AE " : ð2:8Þ
In a way consistent with our asymptotic method (see below), we keep only the terms of lowest order in " for the surface measure dS (assuming that the curvature and torsion of the centerline are of order 1 in ") and replace (2.6) by:
For obtaining a one-dimensional equation, we eliminate the '-dependence by taking the average of (2.9) over the angle: The integrals over the arclength in (2.10) depend on "; ' and ' 0 , but we do not indicate the angle dependence and write them as: The integrals (2.12) can be hypersingular when x ¼ y; thus, for small ", we shall¯nd an expansion of them in terms of ", involving Hadamard¯nite part integrals like in Refs. 11 and 21. The de¯nition and some properties of the Hadamard¯nite part integral are given in Appendix A. Since the curve À is closed, the functions ® shall be 1-periodic.
In the general case, we do not know explicitly the arclength parametrization of the curve À, but only its asymptotic behavior for s 0 close to s:
We split the integral (2.12) into two parts: for some such that " ( 1. Since xðs; 'Þ À yðs 0 ; ' 0 Þ ¼ rðsÞ À rðs 0 Þ þ Oð"Þ, we get, using (2.5): For the domain js 0 À sj < , we make use of (2.13), which implies that
where again we did not indicate the angle dependence on the right-hand side and also the one in the variable s alone. After some easy computations, one¯nds: with A ¼ 0 or 1.
Asymptotic Expansion
In this section, we make a formal asymptotic expansion of the integral (2.21) in the variable ", up to order Oð"Þ, and then we write the integral equation resulting from applying this expansion to the right-hand side of the integral equation (2.10). We essentially proceed like in Ref. 11 , assuming that all the necessary regularity conditions are satis¯ed. The basic property we shall make use of is: where the x-or "-indices denote the corresponding partial derivatives.
The¯rst step consists of using (3.5) for decomposing (2.21):
The detailed computations are presented in Appendix B and yield (see (B.9)):
hðt; 1; sÞdt À 2fð0Þhð1; 0; 0Þ ln "
Let us come back to the original variables. First, we notice that the term h " ð1; 0; sÞ corresponds in (2.12) to
hence, while integrating over the angles, the contribution of the term of order " ln " disappears. Consequently, we will neglect it in the sequel. Using (3.10), (2.19), (2.20), (2.14) and (2.15), we get:
The matrices R and Q are given by:
ð3:13Þ
The integral equation corresponding to (2.10) with the terms of order " and 2 neglected reads: 
Discretization
We want to¯nd an approximate solution ® h of (3.14) using a collocation method with the help of the following partition of [0, 1]:
furthermore, we set
Assuming that ® h is piecewise constant, we use the notation j i ¼ ð® h Þ i ðm j Þ and replace (3.14) by the following discrete scheme:
We build the mesh r h of the knot centerline with the method described in Ref. 2, using biarcs, based on ideal knot shapes of E. Rawdon, available from his website and computed by the method presented in Ref. 17 ; the points r h ðm i Þ coincide with biarcs ends.
If we compare (4.3) to (3.14), we notice that ¼ ðp þ 1=2Þh in the discrete case and that, for i ¼ j the last integral is a¯nite part one, so that one has:
The approximation Q h of the matrix Q de¯ned by (3.13) and (3.15) is computed in the following way. Given some positive integer M, we set i ¼ 2=M; i ¼ 2=M;
i ¼ 0; 1; 2; . . . ; M; and we partition the integration domain Å ¼ ½0;
The integrals over Å ijk are approximated by the barycenter quadrature rule and the derivative required for the second integral in (3.13) is computed by the two-sided nite di®erence formula involving the points k AE 1=M. Finally, the linear system (4.3) with dense matrix is solved with the help of a LU factorization.
A Model Problem: The Circular Torus

Continuous problems
We choose as the curve À the circle of unit length in the x 1 À x 2 plane parametrized by We want to study the scalar case, the starting point of which is given by the integral representation of the solution of the Laplace problem instead of the Stokes problem:
ðyÞ jy À xj dSðyÞ; x 2 R 3 : ð5:3Þ
After some easy computations, we obtain by expanding rðs 0 Þ and nðs 0 Þ as well:
and the function q 2 corresponding to (2.17) is given here by:
Using the same asymptotics as for the Stokes case, we get the integral equation: without a periodicity condition. It corresponds, when we impose 2-periodicity, to a straight \periodic" rod; we can show that, in this case, (3.14) reduces to three identical problems of this type. The operators (5.11) and (5.14) being similar, most of the results of Refs. 8 and 9 will also apply to the present case and we shall mainly adapt the proofs of these references. Eigenvalues and eigenvectors of T are given in the next lemma. 
where is the digamma function and the Euler constant.
We
we recall that C is a Banach space with the norm:
ð5:17Þ
Considering T as an operator from H€ older spaces, yields the following results, which are analogous to those for the operator R.
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Lemma 5.2.
(1) The operator T is a linear bounded operator from C into C for all positive < . (2) One has TC C for all 2 ð0; 1 and for all 2 ½0; Þ.
As a consequence of this lemma, we see that the operator T does not map C into itself, but that it maps the set
into itself. For obtaining existence and uniqueness results, we have¯rst to extend T from the space spanned by the trigonometric polynomials:
which is dense in L 2 (the space of functions in L 2 ð0; 2Þ extended by 2-periodicity); for a function f 2 L 2 , let f k ; k 2 Z be its Fourier coe±cients, i.e.
Then, we have the following result.
Proposition 5.1. If c þ n 6 ¼ 0; n 2 N 0 ; the operator T j Å can be extended by closure to a self-adjoint operator T :
and which has a pure point spectrum; given by the eigenvalues n and eigenvectors of Lemma 5.1.
From this proposition, we conclude that, provided c þ n 6 ¼ 0, for all n 2 N 0 , the equation
ð5:21Þ
has, for f 2 L 2 , the unique solution
The asymptotic behavior of c and n are given by c % À2 ln "; " ! 0; n % À2 ln n; n ! 1;
and consequently for small " of order of 1=n; ðc þ n Þ can be approximately zero. A typical value for our ideal knots is " ¼ 0:005, which gives c ' 14:75552 and we have 224 ' À14:75031; 225 ¼ À14:75922; thus min n jðc þ n Þj ' 4 Á 10 À3 . We obtained a result about the solvability of (5.21), which of course has a relation to the true problem of solving Eq. (5.12). For the latter one, there are several possible setups for getting a H€ older continuous function as a solution. We give the simplest one below. Then; the unique solution ' of (5.21) belongs to C and is a solution of (5.12).
Numerical scheme and error estimate
As in the true case of the vector problem we de¯ne the numerical scheme based on the discretization of (5.7) by
ð5:24Þ
with u i ¼ u h ðm i Þ; u h a piecewise constant approximation of u and ¼ ðp þ 1=2Þh; the integral for i ¼ j is understood as a¯nite part integral. We consider the linear system (5.24) as an approximation of the model problem (5.10).
Lemma 5.3. For h su±ciently small; the linear system (5.24) has a unique solution.
From (5.10) and (5.24), we get the linear system
M±u ¼ b; ð5:25Þ with M de¯ned in (C.11) and
ð5:26Þ
Consequently, from (C.12), the solution of the linear system (5.25) satis¯es:
It remains to estimate the norm of the right-hand side b according to the following lemma.
Lemma 5.4. Assume that the solution of (5.10) is u 2 C ; then one has:
With the help of (5.27) and (5.28), we obtain the¯nal estimate quoted in the next theorem. 
Numerical Results
We want to compute the resistance matrix of a¯lament, which can be written blockwise: ðy Â ª ðiÞ ðyÞÞ j dSðyÞ; 1 i; j 3:
ð6:3Þ
Recall that the resistance matrix is symmetric positive-de¯nite; furthermore it is diagonal for bodies with a rotational symmetry, as for example a circular torus. In our model, we replace the density distributions in the integrands appearing in (6.3) by their corresponding approximations which are solutions of (3.14). Keeping only the terms of order ", we get, for the total force and torque, integrals of the type
ð6:4Þ
Of course, in the numerical computations, we use in place of ® and r, their approximation ® h and r h ; we compute the integrals on each interval ½s jÀ1 ; s j using the quadrature formula Z s j s jÀ1 The¯rst results concern the convergence of the diagonal elements of the matrix K in function of h and the number of integration points M for computing the matrices Q k h in (4.3). Our example is the circular torus knot 0 1 shown in Fig. 1 , with " ¼ 0:005; in this case, K is diagonal with two di®erent entries (K 11 ¼ K 22 < K 33 ).
In Fig. 2 , we plot the¯rst diagonal entry against 1/h for the three di®erent values ¼ ðp þ 1=2Þh; p ¼ 0; 1; 2. We observe that the cases p ¼ 1; 2 converge to the same value, while the result for p ¼ 0 is slightly di®erent. This was also con¯rmed by tests on a scalar model problem whose solution is known, showing that for p ¼ 0, the approximation does not converge very well to the exact solution. Thus, we will usually choose p ¼ 2.
The e®ect of the number M of integration points for computing the matrices Q k h is shown in Fig. 3 , for h ¼ 100; ¼ 5h=2. At the light of these results, we decide to¯x in the sequel M ¼ 50.
Remark 6.1. Like for the model problem, the scheme (4.3) can be considered as an approximation of (3.14) without the last integral and where the preceding one is on ð0; 1Þ. For the knot 0 1 the singularities in the integral are of the same type as those of the model problem and following the proof of Lemma 5.2 should yield that the solution belongs to C . Then, for constant boundary velocities (this is the case for computing two blocks of the resistance matrix), we would obtain a value of close to 1. In the case v ¼ e 1 , we computed the solution of (4.3) with the meshes de¯ned by h ¼ 1=ð2 k 20Þ; k ¼ 0; 1; . . . ; 6. We considered the approximation for k ¼ 6 as being exact for computing the error at the collocation nodes of the mesh with k ¼ 0; then, for each node, we obtained an approximate value of in (5.29) with a least-square¯t. The result, for M ¼ 50, is ! 0:9, which con¯rms our error estimate.
Next, we compare the two di®erent diagonal entries of K (1D−, 1D+) obtained with our model to the boundary element method of Ref. 3 (bemÀ; bemþ) , still for the knot 0 1 .
In Fig. 4 we plot, for the same parameter as in Fig. 3 and M ¼ 50, the two di®erent diagonal elements of K in function of log 2 ð1=hÞ. The agreement is remarkable starting from h ¼ 1=20. The eigenvalues of the matrix A appearing in the block decomposition of the inverse of the resistance matrix
determine the steady states of the free fall together with their stability. 7, 10, 3 We take the example of the knot 5 1 pictured on Fig. 5 . In Fig. 6 for h ¼ 200; ¼ 5h=2, we plot the largest and smallest eigenvalues of the matrix A (which determines the stable steady states 10 for di®erent values of ". Again, the results for both methods are indentical. Notice that the boundary element method will not produce accurate results for " < 0:001. The asymptotic behavior of the force of the°uid on slender bodies is OðC=ln "Þ when " ! 0 (see for example Refs. 23 and 14); we check this by plotting in Fig. 7 the two di®erent diagonal entries of the matrix K for the knot 0 1 against ". The two curves are given by À11:4=ln " and À8:76=ln ". 17 , and 9 2 , we plot in Fig. 8 the mean sedimentation speed (see Refs. 10 and 3) versus the average crossing number ACN; the numerical parameters are " ¼ 0:005; h ¼ 100; ¼ 5h=2. This is known to be a straight line. A least-square¯t to a straight line gives 0:0244ACN þ 0:7051 for the BEM and 0:0251ACN þ 0:7061 for the present model.
In conclusion the numerical results, concerning the convergence and the comparison with the boundary element method, show the validity of our asymptotic model for computing the sedimentation of a closed solid¯lament in a Stokes°ow. This is the¯rst step for a study of the sedimentation of°exible¯laments, for which we intend to set up a one-dimensional model with the same kind of asymptotic method.
Appendix A. The Hadamard Finite Part
We shall recall brie°y some properties of the Hadamard¯nite part of an integral for the speci¯c cases needed in this paper.
We start with a¯nite interval I ¼ ða; bÞ and proceed like in Ref. 5 ; we assume that we have a continuous function k: ða À b; b À aÞ ! R such that kðÀxÞ ¼ ÀkðxÞ; kðxÞ ¼ k 1 ðxÞ þ k 2 ðxÞ; x ! 0;
Given a continuous function u: I ! R we want to give a meaning to the integral:
uðtÞkðjt À sjÞdt; s 2 ða; bÞ;
ðA:1Þ which does not exist, even as a Cauchy principal value. The basic idea is to subtract the singularity at t ¼ s in the following way. Noticing that, for > 0:
we de¯ne the¯nite part of the integral by:
Our¯rst kernel is de¯ned by kðxÞ ¼ k 1 ðxÞ ¼ 1=x and we have:
With an integration by parts of (A.2) for u 2 C 1 ða; bÞ, we get easily: For example, for " > 0:
which is used for example in (B.5).
Notice that an integral which is hypersingular at in¯nity can be transformed into an integral hypersingular at zero by the change of variable t 0 ¼ 1=t.
Let us now come to the case of periodic functions, for which, we assume that k and u are 2-periodic. We use again (A.3) with a ¼ 0 and b ¼ 2; since 1 2 sin
we obtain for our speci¯c case:
Noticing that
we get Z 2 0 uðtÞ À uðsÞ 2jsin
and since
we¯nally obtain, for any H€ older continuous function u 2 C ð0; 2Þ; 0 < < 1: We present here the detailed expansion of the integrals de¯ned in (3.9); for expanding them, we shall very often make use of (3.1), without mentioning it explicitly. Of course, some of these integrals can be hypersingular and shall be understood in the Hadamard¯nite part sense, but we will indicate this only in the¯nal result. The¯rst integral is easy to expand:
and hence:
We represent I 2 as
A rough estimate shows that, since the vectors in (2.17) are of unit norm, jq 2 ð1; ; yÞj ! 1 À 2jj; this implies that h "" ð1; " t ; t þ sÞ is bounded for > 2". Hence:
We have, from (3.5):
fðtÞ hðt; "; t þ sÞ À hð1; 0; t þ sÞ jtj À " sgnðtÞ t 2 h " ð1; 0; t þ sÞ
ðB:3Þ Using (3.2) and then (3.7), one¯nds:
½fð0Þ þ tf 0 ðt Ã Þhðt; "; t þ sÞdt ¼ fð0Þ
hence, we get
hðt; 1; sÞdt þ Oð"Þ: ðB:4Þ Since hð1; 0; xÞ ¼ hð1; 0; 0Þ, using again (3.2) yields for J 2 :
sgnðtÞdt ¼ À2fð0Þhð1; 0; 0Þ ln ": ðB:5Þ From (3.3) and (3.8), we obtain:
h " ð1; 0; "t þ sÞ jtj dt ¼ Àfð0Þh " ð1; 0; sÞ
which implies that
With the help of (B.3)À(B.6), one¯nds that the expansion of I 3 is:
hðt; 1; sÞdt À 2fð0Þhð1; 0; 0Þ ln " À 2f 0 ð0Þh " ð1; 0; sÞ" ln " þ Oð"Þ: ðB:7Þ
For the last integral, we write:
fð"tÞ hðt; 1; "t þ sÞ À hð1; 0; 0Þ jtj À sgnðtÞ t 2 h " ð1; 0; "t þ sÞ
this implies, since the last two integrals are zero, that
The¯nal result for the asymptotic expansion of the integral (3.9) is:
Iðs; "Þ ¼ hð1; 0; 0ÞPf
hðt; 1; sÞdt À 2fð0Þhð1; 0; 0Þ ln " À 2f 0 ð0Þh " ð1; 0; sÞ" ln " þ Oð"Þ: ðB:9Þ one has
ðcos t À cos sÞ cos nt jsin
The last integral can be computed with the help of
and we obtain¯nally
For sin ns, we proceed in the same way using sinððn þ 1ÞxÞ ¼ 2 cos x sinðnxÞ À sinððn À 1ÞxÞ and
Proof of Lemma 5. Then, we de¯ne " ¼ 2js 0 À sj (assuming it is small) and we split the integral:
'ðtÞdt: ðC:1Þ
(i) jt À sj < " One has:
the last inequality coming from
One computes:
js À s 0 j ; ðC:4Þ from jt À s 0 j jt À sj þ js 0 À sj 3"=2, we get: nally, using jt À s 0 j ! jjt À sj À js À s 0 jj ! jt À sj À "=2 ! jt À sj=2, we get, after some easy computations: Consequently, the bound (C.10) implies that Tu 2 C and also that T is a continuous mapping.
(2) For 2 ð0; Þ, this is a consequence of point (1); since C ; 2 ð0; 1Þ is dense in C 0 , the claim is also true for ¼ 0.
Proof of Proposition 5.1. First, we show the symmetry of T, that is: the operator T j X is symmetric relative to the natural dot product ðÁ; ÁÞ of L 2 . Let u; v 2 X; then: Then, as in Ref. 9 , we show that the complex extension of T, say T C ; to the space Å C spanned by the complex valued trigonometric polynomials is essentially selfadjoint from the Hilbert space of complex square integrable functions L 2 C to itself. Obviously, Å C is dense in L 2 C and T C ; is symmetric.
We have to show (see for example Ref. 18 , corollary on p. 257) that the range RanðT C AE iIÞ is dense in L 2 C ; let z ¼ z 1 þ z 2 2 Å C be a complex trigonometric polynomial of degree N:
ðða k þ ib k Þ cos kx þ ðc k þ id k Þ sin kxÞ; let us show that there exists
ðða k þ ib k Þ cos kx þ ðc k þ id k Þ sin kxÞ 2 Å C such that T C y AE iy ¼ z. According to Lemma 5.1, one has
then, the condition T C y AE iy ¼ z is equivalent to the linear systems
