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THE MECHANIZATION OF SCIENCE 
BY 
R. W. HAMMING 
Science has many different aspects, and there appears to be no short, simple 
description of what the word "science" means. The aspects of science I am 
concerned with in this talk are twofold. The first is the tendency to compress and 
simplify knowledge; we try to organize knowledge so that what has been discovered 
by great minds in the past can now be taught to beginners. Thu s what cost 
Sir Isaac Newton some hard thought is now taught to freshmen and sophomores. 
Opposed to this acknowledged tendency there is a strong psychological counter 
tendency; what the expert has long labored to discover he is often reluctant, 
subconscious ly to be sure, to communicate, perhaps slightly simplified, to the 
common herd. Thus we must be on our guard when we feel that our special 
field cannot be organized in such a fashion that what we have so laboriously 
learned can be taught easily and simply to others . All too often we spend our 
time elaborating rather than simplifying; we cast the new knowledge in as broad 
and general a framework as possible, rather than in as natural and simple a form 
as we can. 
The second aspect of science that I wish to discuss is that of recovering the 
information that has already been discovered. It is part of the current folklore 
that a significant fraction of the people who have ever lived are now alive, that 
about 90 % of the scientists who have ever lived are now alive, and that every ten 
years we discover twice as much as we did in the previous ten years. 1 These are 
not remarks that can be proved in any rigorous fashion, but serve to dramatize 
the present situation. We are all familiar with one of the consequences of this 
situation, namely the tremendous growth of new, and the expansion of old, 
journals, as well as the greatly increased rate of publication of book s. Few people 
these days can pretend to have a scholarly knowledge of some broad field of 
knowledge. Most of us are so busy doing that we have very little time to spend 
on learning what the other fellow has just discovered. 
I used the words " recovering information " because I wish to distinguish between 
two recovery processes, information retrieval, and information regeneration. 
Information retrieval refers more or less to the standard methods of looking up 
something, and it is classically described as the first step in a new piece of work. 
But as a matter of fact most ofus, faced with a new problem, first try information 
regeneration - we try to solve the problem directly. Only if the direct approach 
appears to cause some serious delay do we consider information retrieval. If we 
1 W. R. Brode , The growth of science a11d a natio11al scie11ce program, American Scientist SO 
(I 962), 1- 28. 
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then do not know where to find it , or some friend in the general area of specializa-
tion cannot give us a good lead, and we cannot find it in one of several more or 
less standa rd books in the field, then we again attack the original problem - we 
again resort to information regeneration. 
Only repeated failures to solve the problem will drive us to try even a partial 
library search. If we successfully solve the problem we may again be driven to a 
library searc h , this time to justify publishing the result as something new. All 
too often the author assumes that if it is new to him, then it is new to the field, 
and he sends it off to a jounal after only a slight effort at information retrieval. 
The referee faced with the same library full of results resorts to the same strategy; 
if it is new to him, and if it is not in one of a number of standard books, then he 
too assumes that it is new . . Rarely in these days is a full library search made. 
Thus we all know that the work we are now doing, or have just sent off to a journal 
may well have been published a few weeks ago, or perhaps years ago, and very 
likely in English, in some one of the many journals we wish we looked at sys-
tematically but somehow seldom get around to picking up when they appear in 
the library racks of the new journals. And we believe that in twenty years there 
will be four times the current publication every month; thirty years, eight times 
as much! 
In discussing this problem of information retrieval the other day I heard about 
a research department head who said that if a proposed project which his local 
experts thought worth working on cost less than $200,000 then he felt that they 
sho ·uld go ahead, but if it cost more then he felt that an organized search should 
be made before sta rting. Thus, in a sense, he put the price of a careful library 
search, including the attendant delays, etc., at around $200,000. 
It has frequently been proposed in recent years that the new electronic digital 
computers, or some specially designed cousin, could help in the information 
retrieval problem we now face, and we believe we will face it even more critically in 
the future for we cannot expect that the recent rates of growth will decrease 
greatly in the next few decades. Th ere is good evidence that information retrieval 
is very effective in selecte d areas of knowledge for limited periods of time. It is a 
matter of opinion, but I believe that information retrieval systems will not work 
very effectively over broad areas and for long period s of time. It is my experience 
that not only does the subject matter change, but perhaps more important the 
kinds of questions we ask in a field gradually change their charac ter. It is evident, 
for example, that modern mathematics differs from classical mathematics not on ly 
in the subject matter, but also in the spirit of the questions we now try to examine. 
In the face of this latter effect I do not see how to design an adequate, long term, 
retrieval system, though let me hasten to repeat what I said before-for limited 
fields of knowledge and for limited periods of time information retrieval systems 
can be very valuable. 
Thus it appears to me that we must give much more serious attention to the 
alternate method, information regeneration. I have already indicated that in 
practice most of us use information regeneration as our first tool of information 
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recovery. I do not wish to imply that machines using information regeneration 
methods will solve all our problems , but they are a new and powe rful tool to help 
save us for a time from sinking in the sea of knowledge that is now being created. 
The electronic digital computer has a speed in excess of a million times the speed 
of hand calculation, and is more than a thousand times cheaper to use, as well as 
vastly more reliable. Such numbers stagger the imagination. To grasp the 
meaning of a million, imagine two situations: First you have only one dollar, 
and second you have a million dollars. You can readily see th is difference is not 
trifling, but rather it can affect your whole outlook. It is fair to say that a million-
fold increase brings completely new effects. Even the thousand-fold decrease in 
cost is hard to grasp in many of its consequences. 
These changes in speed, cost and reliability suggest the use of computers in 
ways that are fundamentally different from those we have used by hand. And in 
fact we have gradually changed our ways of using machines . We have shifted 
from information retrieval of the special functions like sine, cosine, exponential, 
etc., to information regeneration - we keep in the machine not the table of values 
but rathe r a routine for computing the values of the functions when we need 
them. Thus we have found it cheaper to recompute the sine of 30° millions of 
times rather than storing it in the machine-regeneration is cheaper in this case 
than retrieval. 
Thus when I propose that we give serious thought to the problem of regenera-
tion of information as contrasted with retrieval , l am not actually proposing 
something · rad ical- I am merely observing what we have been doing for a long 
time both by hand and by machines. What I am saying is the presence of the 
machines has tended to greatly favor regeneration over retrieval - far more than 
most people seem to realize. Note that I am not proposing that no retrieval be 
used, but only that the balance has shifted rather far in favor of regeneration. 
If we are to use information regeneration then we must have some systematic 
way of dealing with the objects to be recovered, and this is the first aspect of 
science 1 discussed at the beginning of the talk. The systematic approach usually 
leads to dropping special tricks, makes the field easier to master, easier to teach to 
beginners, and often suggests new avenues of approach. 
Let me be specific and refer to a recent personal experience. I was planning to 
write a book on numerical analysis, and I had the thought that I should ar range 
the numbering of the various useful equations and formulas in the book so that they 
could be called in from a storage tape by a machine using the formula number as 
the calUng sequence. Thus a Gauss quadrature formula would have both the 
weights and the samp le points stored on the tape and would be called in by the 
user via the formula number in the book. Such thinking is typical of the hand 
.. calculato r's approach where he would naturally look up the desired numbers. 
One day it occurred to me that this was not the proper way to use a computing 
machine, rathe r it would be better to compute the numbers as needed provided I 
cou ld find some systematic way of dealing with a broad class of formulas. To 
my pleasant surpr ise l found that l could select most of the needed pieces from 
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various derivations that were in standard texts and produce a uniform approach 
to deriving formulas of a rather broad class, and that [ could also describe the 
derivation by a flow diagram. 
Let me enumerate the advantages: 
J. 1nstead of being able to retrieve only those formula which happen to be 
stored on the tape I could regenerate any formula of the class whether or not it 
had ever been seen before - provided such a formula existed at all. 
2. The method suggested, to me at least, many new formulas and new methods 
of going about numerical analysis. 
3. It was easier to use because I had only to refer to the properties of the desired 
formula rather than remember the name that history chanced to give it. 
4. It is probably much cheaper to do all the necessary computations at double 
precision to find, for example, the Gaussian-weights and samp le points, than it is 
to search even a moderately long tape for them. 
5. The systematic approach made the material much easier to teach. 
6. The resulting formulas were seen to belong to a family and hence , as a user, 
I had a better feel for which one to use in a particular situation. 
How typical. this example is of the whole of mathematics is at present a matter 
of conjecture. But before entering on this speculation let me again say that this 
is not exactly a new idea-in mathematics, in principle, we have long tried to find 
systematic methods of dealing with large fields of isolated results so that they 
would be seen to belong to a single family. What is new is the power of the 
digital computer to aid us. Where , as in the case of the Gaussian quadrature , 
we would never consider regeneration as competitive with retrieval if we were 
doing it by hand, we find that the machine works better with regeneration. 
The preceding papers of this session indicate that not only do we have the new 
electronic digital computers to aid us, we also have a number of new techniques 
to be used in regeneration. Various theorem proving routines can be viewed 
as regeneration techniques since the actual proofs were not stored by the routine, 
but rather methods for proving theorems were stored. 
Let me begin my speculations on how far we may be able to go in this mechani-
zation of science by first citing some older, known results. More than a decade 
ago a program was written for a computer that would take in expressions in an 
analytic form, such as sin x, and perform analytic differentiation, producing , 
say cos x. The routine would accept any reasonable formulas and produce the 
corresponding derivative. On one particular occasion the routine was used to 
produce the first 19 derivatives of a moderately complex function. The output 
was later used as input, along with suitable constants, to produce the values of the 
derivatives at the given point. We have here, in effect, the evaluation of a Taylor 
series about a general point followed by the evaluation about a particular point. 
We also know, from a little thought as well as a number of published papers, 
that it is not hard to write programs which will manipulate series having a fixed, 
but assignable, number of terms. Thus we can add, subtract, multiply , and divide 
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series. We have, therefore, the ability to handle power series for a given number 
of terms, say 20 or 40 terms, the number chosen to fit the problem at hand. Thus 
the power series solution of a number of nonlinear problem s need not stop us 
because of the amount of labor to calculate the coefficients-we can cause a 
machine to handle them with comparative ease. 
Let us turn to a subject l like to call "directed algebra." By directed algebra 
I mean following a set of instructions like "substitute equation 4 into equation 7 
and arrange in powers of x," "factor out the term x2," etc. Each step is explicitly 
given, and if the step is to factor then one of the factors is given. I trust that it is 
clear that such a routine is well within imagination, and if worked up into a 
convenient form would be useful in checking large masses of algebra for the 
elusive 2 or the slip in sign that so often occurs in published papers. 
However, let me warn you, such innocent words as "simplify" are not so easy 
to instrument. One recent definition of "simplify" has the rule that at most one 
division may appear in the final answer. Such a definition would make 1/a + 1/b 
not simple while (a + b)/ab is the simplified form. Evidently we mean different 
things at different times when we say "simplify," and l doubt that at pre sent we know 
enough to write out precise instructions for the various meanings of "simplify." 
The preceding papers certainly suggest that we can go farther than directed 
algebra, but how far is a matter of conjecture. I alternate between optimism and 
pessimism as to how far we will get in the next decade. 
Turning to the field of the solution of ordinary differential equations in a closed 
form, we find that the usual attack on a given differential equation is to try one 
of a number of transformations having one or more parameters, and then to 
choose the parameters to make various coefficients vanish or else be equal to each 
other. A program to try a set of transformations and then determine the para-
mete r values to be used is not hard to imagine. With the "print out" in front 
of him a human could indicate those he thought were leading in the proper 
direction, and have the machine try those a second time. After a number of 
such passes the human would either get tired and decide that there was probably 
no closed solution, or else the machine would find one of them in the table given 
in Kamke's book. Such a program would be useful to have around and would 
in time formalize more clearly the ways in which we try to reduce a given 
differential equation to a canonical form. 
Curiously enough, though I am optimistic about machines helping us in the 
solution of differential equations in a closed form, I am not optimistic about the 
appa rently simpler process of integration. The reason is quite simple. I observe 
that integration by parts is one of the basic tools of integration. But when I try 
to spell out in all its necessary detail just how to pick the parts , how often to 
repeat the process, and how to recognize that what has just been obtained can be 
rearranged somehow to be the same as what I started with, then I find that I do 
not really know how I do integration by parts. Special cases like the integration 
of an exponential times a polynomial are easy to describe, but the general case 
seems to elude me. 
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An area where it is clear that machines would be a great help is that of the 
reduction of elliptic integra ls to the various standard forms. Such problems 
occur often enough to be annoying but not often enough so that one masters the 
processes. But the processes are well known- meaning you can find them if you 
look hard enough and supply a number of details that the author felt it beneath his 
dignity to give. 
There is a small book by Truesdell entitled A unified theory of special 
functions 2 which states that much of the field of special functions can be handled 
in a uniform way. While I have not had the time that I would like to devote 
to this lovely book, I suspect that much of what he gives there can be automated 
for machine use with a moderate amount of further effort. Certainly it would 
be useful since the subject is rarely taught but has the habit of coming up at 
all kinds of times, and has a vast, chaotic literature of isolated, special 
results. 
In spite of these special examples, and quite a few others, where it appears to 
me that the machine approach of information regeneration of knowledge will be 
of great help, I do not feel that all of them will be done in the next decade. The 
present status seems to be that we are waiting for better coding methods before we 
undertake the expensive, time consuming process of constructing the algorithms 
for the processes we already know. Unless the routines will be used by many 
people over many years, they will not be worth the cost of actually preparing 
them. 
Once the possibility of mechanizing some of mathematics, and inferentially 
other branches of science, comes to mind, then most people begin to see dangers 
in the process. Perhaps the first objection is that by delegat ing to the machines 
the more mechanical parts of mathematics we will thereby lose the experience 
with the details which in the past has been the source of inspiration for much new 
mathematics. Presumably some of this effect can be mitigated by careful arrange-
ment, and there seems to be no doubt that it is an effect that must be considered, 
but this is true of any new tool. 
Perhaps more seriously, suppose we did finally get to the place where we could 
put Riemann's hypothesis on a machine and get out, say, 500 pages of closely 
printed machine type proof. And suppose further that we have an independent 
routine to check that a proof is comp lete and consistent. Would that constitute 
a proof? Some mathematicians have asserted "No." I am inclined to say "Yes" 
because some people would then build on top of the result to get further results. 
Yet the question remains, would we really want to be in a position where the 
machine gave us "Yes" or "No" answers to our questions as to whether various 
theorems were true? 
A third objection to the mechanization of science is that inevitably it would 
tend toward a standard approach, and we have found in the past that a varied 
approach is much the best. But we could be wrong. 
2 Princeton Univ. Press, Princeton, N.J. 
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Another objection that I can raise is that the machine approach requires great 
precision in its description. This precision has been noted as an asset in many 
connections-certainly many a coder has had the general case of the problem solved 
for him as he tried to write out a program to do several special cases. On the 
other hand I suggest that great precision is not always desirable. This heretica l 
remark requires some documentation. 1 suggest that progress is often made 
because the discoverer of a result fails to communicate to his audience exactly 
what he means, and others read into his remarks far more than he himself ever 
saw. I have had such experiences with regard to a published paper-othe rs saw 
more than I did in what I had written. As further evidence that great precision 
is not always wanted, a friend of mine suggested that pehaps the field of game 
theory has been stifled by the too sudden rigorization and formalization of its 
subject matter, that perhaps a longer time of feeling around might have come up 
with a somewhat more fruitful formalization which would let us make more 
progre ss. As an outsider T have to admit that the suggestion seems to agree with 
the observed fac t that after a sudden blossoming there has been a wilting away of 
new activity and new results although there are many outstanding problems 
left. 
If there are these dangers as well as others l have not mentioned , can we stop the 
proce ss of trying to mechanize science? I believe the answer is "No, we cannot 
stop." We will go ahead and attempt to mechanize as much of science as we 
can, using among other tools the methods of information regeneration so that we 
can cope with the ever increasing flow of new knowledge. 
l do not feel that we should view this with alarm - for the attempt will generate 
many new interesting mathematical questions. To take one simple example, 
consider the solution of the quartic equation in closed form. The usual method is 
to find the resolvent cubic and then its roots. In the case the quartic has four 
complex roots (the quartic being assumed to be real) then on ly one of these three 
roots of the resolvent cubic factors the quartic into two real quadratics. The 
usual texts on the theory of equations do not mention which one, yet this is an 
interesting point that must be supplied to a machine routine. 
The ideal of actually doing mathematics on a machine of finite precision also 
raises many new ideas. For example, one can say that the fundamental theorem 
of algebra states that I , x, x2, • • • are linearly independent in any interval. Fixing 
the interval as - I to +I, we say that the various powers are linearly independe nt 
in the interval. But the 21st Chebyshev polynomial divided by 220 has the leading 
term x 21 and the polynomial is less than 10-G throughout the interval. Perhaps 
this provides the basis for introducing the idea of the degree oflinear independence, 
and perhaps this will be a fruitful new idea. 
The se, then , are some of the results of my speculations on the mechanization 
of science. We can, and will, do a lot of things to lift the burden of learn ing 
many deta ils from the human and place the work on the machines. Clearly the 
processes that the machine will take over will be the more mechanical parts of 
mathematics. In the process there will inevitably be some losses and many misuses 
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of the new tool, but in the balance I see a great gain. We will find that along 
with existence theorems there is the field of finding practica l algorithms-practical 
for machines to carry out, and not necessarily for humans. This should lead us 
to many new concepts, and greatly broaden the use of mathematics , while removing 
some of the deadly routine chores that are now being done by humans. 
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