Kern, W.. Learning convex bodies under uniform distribution.
Introduction
We study the problem of learning the class 5YR of convex bodies contained in a fixed (prespecified) region R c iw". According to Valiant's [7, 8] general model, the learning problem can be described as follows. Given K E kYR, a distribution D+ on K and a distribution Dp on R \K and E > 0, we say that H E S3YR is an e-good approximation of K with respect to D+ and D-if
& +:=D+(K\H) <E

and E-z= D-(H\K) GE.
Assume that for any K E & and any D+ and D-as above there is a black box with two buttons labeled "+" and " -". Pushing the " +" button causes the black box to generate a random posi- tire example, i.e. it generates a random point x E K with respect to the distribution D+ on K.
Similarly, if we push the " -" button, we get a random negatice example, i.e. a random point x E R\K, generated with respect to the distribution Dp on R/K.
An algorithm L is said to (PAC-) learn the class gR if, given any F > 0, any 6 > 0. any hidden (unknown) target concept K E VR and any pair of (unknown) distributions Df, D-on K resp. R\ K, the algorithm L computes with probability at least 1 -6 and s-good approximation H of K with respect to D+ and D-, using only a number of random examples generated by the black box associated to K, D' and D-. The computation time should be polynomial in 1,'~ and l/6. C#n-eration of a (positive or negative) example counts as a single step. Hence, in particular the number of examples generated during the computation must be polynomial in 1,'~ and l/6. (We consider an example x as a real vector in Rd. A more detailed analysis would have to take the size of x into account.) in order to ensure that E+G E with B, which implies II u II G 1. Thus we conclude that probability at least 1 -6.
Most closely related to our investigation is a result by Baum [3] on learning the class 'Z convex sets contained in the unit cube Q c R 9 of . In 0 contrast to our work, however, Baum considers the problem where examples (both positive and negative ones) are drawn from the uniform distribution D on Q. Hence, in his setting, a hypothesis H E E?o is an E-good approximation for K E Lemma 2.2. Let KC iWd be a concex body containing the unit ball B G iWd and let cx < 1. If y E (1 -CY)K, then y has distance at least CY from the boundaly of K.
Proof. Let y E (1 -cr)K and z E aK. Then there exists a vector c' such that L' . z = 1 and c' .
This looks quite similar to our setting, and even the algorithm proposed in [3] is the same as ours. However, the analysis presented there cannot be applied in a straightforward way to our problem.
The reason is that, in Baum's model any concept K with vol(K) G E may feasibly approximated by hypothesis H := 6. As will become clear in Section 2, this is precisely the point where problems arise: We will have to adapt Baum's analysis to the case where K is not "well rounded" i.e. "too flat", and hence has negligible volume.
The main result
In this section, we will show that it is possible to learn the class of convex bodies contained in a prespecified bounded region R c IWd, if the distribution Dt on the positive examples is uniform.
We start by presenting some simple facts about convex bodies; cf. also 141.
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Now consider a lattice vLd c Rd and the corresponding dissection of Rd into cubes of side length u. We will assume that (T < 1/2d"j2. Say that two cubes are adjacent, if they have at least one point in common (hence, every cube is adjacent to 3d -1 other cubes). The set of cubes adjacent to a cube Q is called the neighborhood of Q.
Given a convex body K G Rd, let K' be the set of cubes whose neighborhood is completely contained in K. Let KB denote the set of cubes whose neighborhood intersects K, but is not completely contained in K.
Lemma 2.3. If K is a convex body containing the unit ball and u G 1/2d"12, then
Proof. Observe that the distance between any point in aK and any point in KB is at most 2~70, since this is twice the diameter of a cube of side-length u. From the two previous lemmata we conclude that (l-2u@)KcKB~(1+2u@)K.
Using (1 +x/dJd G eX G 1-t 3x and (
q Now let us turn to learnability of convex bodies. Our first result concerns learnability of "well rounded" convex bodies.
Definition. A convex body K c [Wd is well rounded, if
B2Kcd.B. Proof. Let KG R be the concept to be learned and let 6 and E be the security and error parameters, resp. Our learning algorithm is the obvious one: We first pick a sample of positive examples x(1) ,*.-, x(") E K. (The sample size n, necessary to achieve the desired accuracy bound E will be determined below.) We then take as hypothesis H the convex hull of these positive examples. Thus, our hypothesis H will always be a subset of the hidden target concept K and therefore we will only have to bound the term
since E-is always equal to 0. Let u := e/8d"j2 and consider the lattice uZd. By our choice of u and Lemma 2.3, the number N of cubes in K' u K5 is bounded by
Ud
The probability of missing a cube Q fully contained in K when drawing a random point from K is given by
Thus, drawing a sample of size n = N. log(N/6), the probability of missing any one of these cubes is bounded by Note that this sample size is feasible, since, due to the well-roundedness of K, we have vol(K > = O(dd>, which is constant, since d is fixed.
Our learning algorithm takes as hypothesis H the convex huh of those sample points which are in K. Since, with probability at least 1 -6, every cube fully contained in K is hit at least once, we have
HzUK'
with probability 2 1 -6. In other words, given KC R, there exists a lattice r = f-'(aZ"), such that K with respect to r behaves like a well-rounded body with respect to aZd. More precisely, if we define the sets K' and KB of parallelepipeds in r in the obvious way, then an anologue of Lemma 2.3 follows and the proof of Proposition 2.4 "transforms" into a proof for the following: Proof (sketch). Note that affine transformations preserve convex hulls, uniform distributions and relative volumes. 0
As a matter of curiosity, we would like to remark that it is also possible to "learn" (an approximation of) the mapping f, which well- where " * " denotes "blow up". If we consider the slightly smaller simplex S' := f * S, then it is not difficult to see that there is a significant chance of picking d + 1 random points in S whose convex hull contains S'. (Figure 1 indicates that this chance is at least
(1/4d21d.> Hence, we may proceed as follows. In each stage we start from scratch by drawing d + 1 points in K. We let S' denote their convex hull. We then check whether S := 4d2S' contains (almost all of) K by again drawing a sample of appropriate size from K. With high probability, we will succeed within a polynomial number of stages.
Note that the above (sketchy) argument offers an alternative proof for Theorem 2.6: Once we have found a simplex S' c_ K as described above, we may apply the transformation f which sends S' to a regular simplex containing the unit ball and then "learn" the transformed convex body
as described in the proof of Theorem 2.5. (Note that f(K) IS "almost" well rounded in the obvious sense.)
Remarks
We described an algorithm for learning the class & of convex bodies contained in a fixed bounded region R c IWd under uniform distribution on the positive examples. The sample size INFORMATlON PROCESSING LETTERS 10 August 1992 (and hence, the running time) used by the algorithm is exponential in d. The following result, due to Barany and Fiiredi, seems to indicate that this is best possible: 
