Visual performance on many simple pattern discrimination tasks can be accurately predicted by quasilinear models composed of oriented linear ifiters followed by simple contrast nonlinearities. However, many complex discrimination tasks require highly nonlinear processes for their explanation. Evidence is provided for two nonlinear processes in pattern discrimination: (i) one process involves a sequence of ifitering, rectification, and subsequent flltering to extract texture boundaries; (it) the second process results from contrast gain-control processes. It is suggested that quasi-linear processes and nonlinear texture-boundary processes, each with an appropriate contrast gain control, may operate in parallel to provide the basis for all higher-level visual analyses.
The visual system is capable of exceptionally fine performance in many simple pattern-discrimination tasks. In vernier acuity (see Fig. 1 ), for example, an offset between two lines can be judged with an accuracy of -'5.0 arc sec, which is about one-sixth the diameter of the smallest foveal cones (1) . It is worth observing that 5.0 arc sec is equivalent to an offset of 1 mm viewed from a distance of 41 m! This and other discriminations that can be performed with an accuracy significantly finer than the distance between foveal cones have been termed hyperacuities (1) . As will be outlined below, hyperacuity performance can be explained by a model composed of spatial filters selective for orientation and size (or spatial frequency) (2) (3) (4) . Furthermore, this model can be extended to explain the degradation of hyperacuity performance in peripheral vision by incorporating spatial undersampling and position irregularity (5) (6) (7) . In this model each of the visual filters is linear and operates in parallel with and independent of the other filters. The only nonlinearity involved is a simple contrast nonlinearity operating on each filter output. As linear filtering followed by an appropriate response nonlinearity has been used to describe responses of simple cells in cat and primate visual cortex (8) (9) (10) , this will be dubbed the simple-cell model.
The simple-cell model consists of noninteracting units operating in parallel, each involving only a simple nonlinearity. Can this model predict discrimination for patterns more complex than those producing hyperacuity performance?
Recent evidence from several laboratories indicates that it cannot. In particular, the simple-cell model has been shown to fail in two different situations. (i) It fails to predict many aspects of texture-boundary discrimination (11) (12) (13) (14) (15) (16) 
. (ii)
There is now clear evidence for inhibitory interactions among different orientations in certain discrimination tasks (17) (18) (19) (20) . Texture-boundary discrimination requires inherently nonlinear processes, which are typified by a sequence of oriented filtering followed by rectification (or squaring) and a subsequent stage of oriented filtering. These nonlinearities are
The publication costs of this article were defrayed in part by page charge payment. This article must therefore be hereby marked "advertisement" in accordance with 18 U.S.C. §1734 solely to indicate this fact. similar to responses of neurons in visual area V2 (21, 22) . The interactions among orientations, on the other hand, appear to reflect nonlinearities inherent in cortical contrast gaincontrol processes (23) (24) (25) . This paper will briefly review the simple-cell model for hyperacuity and then focus on extensions of that model required to explain nonlinear discrimination processes.
Hyperacuity
There is an enormous body of psychophysical evidence indicating that the visual image is processed in parallel by visual filters selective for both orientation and size or spatial frequency (10, 26, 27) . Here I shall focus on the results of masking studies that have led to a detailed characterization of six distinct sizes of oriented filters responsible for foveal image processing (28, 29) .* All six filter sizes exist at each retinal location, and all grow larger with increased retinal eccentricity. An individual filter for a receptive field, RF, can be accurately described by the formula:
RF(x, y) = A(e-x /al Be-x2/2 + Ce [1] where A, B, and C represent gain constants. This expression for a vertically oriented filter consists of a central excitatory zone with space constant a, surrounded by an inhibitory zone with space constant q2 and a weaker secondary excitatory zone described by o3. Measured parameter values produce filters with peak sensitivities at spatial frequencies ranging from 0.8-16.0 cycles per degree (cpd) in the fovea. The values of all parameters are tabulated elsewhere (3) , and filters at other orientations (150 apart) can be obtained from Eq. 1 through rotation of coordinates. Gray-scale images of several of the smallest filters are shown in Fig. 1A . A-. all six filter shapes are in excellent quantitative agreement with average orientation and spatial frequency tuning of striate cortical cells (30) , I shall refer to a filter as the receptive field of a model simple cell.
The response of a single unit centered at point (x, y) to a pattern P(x, y) is obtained by first computing the integral:
S(x, y) = fRF(x -x', y -y')P(x', y')dx'dy'. [ [3] For the four largest filters e = 0.55, whereas for the two smallest filters e = 0.25. This type of function, which has an accelerating nonlinearity for small S and a compressive nonlinearity for large 5, is compatible with results from many studies (28, 31, 32 (33, 34) . Accordingly, the sum over Ax only includes the most strongly stimulated unit and its nearest neighbors. The visual system, of course, must use a dIfferent strategy when discrimination requires assessments of large distances outside the hyperacuity range (35) .
As an example, let us examine predictions of the simplecell model for verier acuity. Fig. lB shows a venier target with a slight offset superimposed on a model receptive field.
As the central region of the smallest receptive fields measured in the fovea is -1.9 arc min wide, one might guess that these units could only localize a pattern to within 1-2 arc min.
As shown in Fig. 1B , however, a vernier offset by a fraction of the center width causes one bar to impinge on the inhibitory surround, thus significantly reducing the unit's response. This is shown schematically in Fig. 1C , where two bar positions are shown on a cross section of the receptive field sensitivity profile. This situation leads to the expectation that model simple cells can detect offsets much smaller than the center width. Indeed, model computations using Eqs. 14 bear out these observations and lead to a predicted vernier threshold of5.0 arc sec, in excellent agreement with data (33) . In addition to vernier acuity, the simple-cell model accurately predicts thresholds for many other hyperacuity tasks, including two-line separation discrimination, orientation discrimination, periodic vernier acuity, and curvature discrimination (2, 36, 37) . A complete quantitative description of the model is provided in Wilson (3).
Discrimination at Texture Boundaries
It would be very nice if the simple-cell model could accurately predict all forms of pattern discrimination, but recent evidence shows that the human visual system is far more nonlinear and complex than this. Several studies have employed discrimination tasks in which the relevant information is either very difficult or impossible to obtain directly from simple-cell responses, yet in each case visual performance has been surprisingly good (13-16, 38, 39) . The models developed to account for this have all been surprisingly similar (13, 15, 16, 40, 41) , as each has incorporated stages of simple-cell filtering followed by nonlinear operations and subsequent filtering.
Let us consider the task of curvature discrimination using the textured pattern in Fig. 2A . The curve is defined by the locus of a 1800 phase shift in a vertical square-wave grating, which had a spatial frequency of 16.0 cpd (16) . Subjects were presented with two such patterns of different curvature in a two-interval forced-choice paradigm, and their task was to detect the pattern with higher curvature. Curvaturediscrimination thresholds were elevated for these texture boundaries relative to discrimination with simple curved lines and edges, but the threshold elevation was by a modest factor of 2.4.
Why does the simple-cell model fail to predict performance on this task? The answer is provided by the receptive-field outlines superimposed in Fig. 2A . As the smallest receptive fields in the simple-cell model are tuned to 16 cpd, vertically oriented receptive fields will respond very well to the bars of the grating, but they will not respond when centered on the curve. Horizontally oriented filters will average over several cycles of the grating, thus giving virtually no response at all. Thus, no small group of simple cells will encode adequate information concerning curvature ofthe texture boundary. In fact, simple-cell model computations predict thresholds four times higher than are actually observed (16) .
As the simple cells do form a complete representation of the image, the information necessary for texture-curve discrimination must be contained in the ensemble of their responses. How might this information be extracted? An answer is suggested by examining the responses of vertical, 16 -cpd simple cells shown in Fig. 2C . The units located along the curved boundary give zero response, as the 1800 phasereversal half-way through their receptive fields causes the integral in Eq. 2 to vanish, but the locus of the curve is encoded by the locations of these silent cells. This locus can be extracted by first rectifying (or squaring) all simple-cell responses and then applying a second filter that is oriented along the tangent to the curve. As the visual system has separate ON and OFF neurons to encode contrast increments and decrements (42) oriented filter must cover a larger area than the simple-cell filters if it is to extract significant information about edge shape and yet not respond to the rectified grating responses (which are at 32 cpd in this case). A final filter that is tuned one octave lower in spatial frequency, thus covering a 4-fold-greater area than the first-stage filters, provides an accurate fit to the data (16) . Fig. 2D depicts the response of a final-stage filter to the inputs in Fig. 2C . Note that this sequence of operations (depicted in Fig. 2B) (14, 15, 40, 41) . Graham (13) has termed discrimination models using a filter-rectify-filter sequence "complex channels" models.
Although these models are certainly more complex than the simple-cell model, it should be borne in mind that the final-stage filter responses are rather different from those of cortical complex cells as described by Hubel and Wiesel (8) . In contrast, von der Heydt and co-workers (21, 22) have described a class of cells found only in cortical area V2 (secondary visual cortex) that do have response properties quite similar to the nonlinear model units. Fig. 3A presents an example of an illusory horizontal contour to which these V2 cells generate a vigorous response, although they do not respond to the vertical bars generating the illusory contour (21, 22) . The contour plot in Fig. 3B depicts the response of a nonlinear model unit to the illusory contour. This response was generated by filtering Fig. 3A by using vertically oriented simple cells tuned to the periodicity of the bars, rectifying, and finally applying a horizontally oriented filter. Thus, these nonlinear model units will respond effectively to illusory contours, and on this basis it may be conjectured that they are the psychophysical counterparts of cortical V2 cells.
Gain-Control Nonlinearities
If a cell with the compressive nonlinearity in Eq. 3 is strongly stimulated, its tuning curve for orientation and spatial frequency will begin to broaden as a result of saturation. However, physiological evidence indicates that gain-control networks operate in visual cortex to prevent such saturation effects (43) (44) (45) (46) (47) (48) . Heeger (23, 24) has developed a network model that elegantly fits this single-unit physiology.
In looking for psychophysical consequences of cortical gain controls, it occurred to us that if gain control involved feedback, it should be possible to monitor its operation by comparing measurements made at the onset of a suprathreshold stimulus with others made somewhat later. Accordingly, we used a masking technique to compare orientation tuning at various times after mask onset (20, 49) . In this paradigm a 50%-contrast cosine-grating mask was presented for 430 ms, and the threshold for detecting a 30-ms-duration vertical test stimulus was measured. The spatial frequency of both test and mask was 3.0 cpd, although similar results were obtained at 9.0 cpd. Data were collected as a function of mask orientation relative to the vertical test at both 0-ms stimulus onset synchrony (SOA) and 200-ms SOA (SOA is the time between mask and test onsets; thus, 0 SOA indicates simultaneous onset). Results are reported as threshold elevations, which are ratios of masked to unmasked threshold contrast. Fig. 4A ward by a factor that is almost constant across all orientations. As will be shown below, this result may be interpreted as the result of a divisive feedback gain control that requires 150 ms to become fully effective.
If the shift in orientation tuning in Fig. 4A is the result of a feedback gain control that operates on contrast, its effects should be manifest in measurements of threshold elevation as a function of mask contrast. Using masks at the same orientation. as the test pattern to produce the largest effects, we obtained the data in Fig. 4B (20, 49) . The (20, 49) .
To explain these masking data, we have developed a contrast gain-control network based upon divisive feedback. Complete mathematical details are presented elsewhere (25) , and only a synopsis will be presented here. A portion of the feedback network is illustrated in Fig. SA . The stimulus S is first processed by an orientation-selective filter with characteristics similar to those in Eq. 1. This is then passed through a nonlinear contrast response function of the form: given the input x. Rma, is the maximum firing rate, ,i determines the point at which the response is Rma,,/2, and N determines the maximum slope of the function. This NakaRushton function has been shown to provide an accurate description of cortical area Vl neuron responses when N is '-2.5 (50) , so this value was adopted for the model. The neural response R following the nonlinearity stimulates a gain-control interneuron G, which generates a divisive feedback signal on the input to the network. Although inhibition is frequently modeled as subtractive, divisive or shunting inhibition is known to occur as well, and modulatory synapses can be described by division. To model our data, it is necessary to introduce temporal dynamics into the network. This is easily done by allowing the units to approach their final firing levels with an exponential time course (51) (52) (53) . Therefore, the equation for R(t) becomes dR / P\ d -R+S lkG)' [6] where k gives the strength of the divisive feedback, and P represents pattern contrast. Substitution for S(x) from Eq. 5 followed by rearrangement Fig. SB . As the feedback signal takes some time to become fully effective, the gain control will only be partially effective shortly after stimulus onset, which is illustrated by the dashed line at 20 ms. After =200 ms, however, the system has reached a steady state in which the gain control has its full effect, and this is shown by the solid line in Fig. 5B . Notice that the gain control both prevents saturation and sharpens the orientation tuning curve. Sillito (54) and Bonds (44) have both reported that cortical inhibitory mechanisms sharpen the orientation tuning of striate neurons.
The predicted effects of the model contrast gain control on psychophysical threshold elevations are plotted in Fig. 4 for comparison with the data. The model predictions are reasonably accurate for both 0-ms and 200-ms SOA. For the orientation data, this may be readily understood by reference to the model response curves in Fig. 5B . The gain control also leads to an apparent reduction in exponent for the contrast masking data in Fig. 4B . This is best understood in reference to Eq. 7, where divisive feedback has the effect of dynamically increasing ,u. This, in turn, maintains R(t) near a point on the Naka-Rushton function (Eq. 5) where the slope is greatest and discrimination is correspondingly better. The slope of the contrast-increment threshold function has also been shown to decrease after spatial-frequency adaptation (25, 55) , and this can be successfully explained by an adaptive increase in the gain of the divisive feedback loop via synaptic modification. A more complete mathematical description is available elsewhere (25) .
This discussion has shown that aspects of pattern discrimination in a masking paradigm can be explained by the operation of nonlinear gain-control circuits. Do other patterndiscrimination tasks also point to the operation of gain controls? Several of the models for texture discrimination discussed earlier do incorporate normalization or gain control (13) (14) (15) 
Conclusions
Although many simple hyperacuity tasks can be explained by a simple-cell model, which incorporates independent mechanisms and (almost) linear filtering (2, 3), more complex pattern-discrimination tasks reveal the operation of highly nonlinear visual processes. Two such nonlinear processes have been discussed above. (i) One process employs filtering followed by rectification and subsequent filtering to extract the location oftexture boundaries (13, 15, 16, 40, 41) . (ii) The second process results from contrast gain-control circuits that pool across orientations and spatial frequencies (14, (17) (18) (19) (20) (23) (24) (25) .
One clear implication of the gain-control results is that even the simple-cell contrast nonlinearity in Eq. 3 will become more complex in many circumstances. The gaincontrol circuit of Eqs. 7 and 8 only generates a static nonlinearity approximating that in Eq. 3 after it has come to equilibrium, which requires =150 ms. For shorter durations, however, the temporal dynamics of the gain-control network are likely to be required for accurate predictions.
I would like to conclude by suggesting how these three processes may combine to form an integrated basis for subsequent visual processing. Physiological evidence suggests that the nonlinear operations inherent in textureboundary processing are likely to occur in cortical area V2 (21, 22) , whereas simple-cell-type processing occurs in area Vl (8) . A striking aspect ofcortical anatomy is that both areas Vl and V2 project in parallel to cortical areas (e.g., V4) thought to be involved in form vision (56 (1993) model for two-dimensional motion analysis that combines simple-cell-derived and texture-boundary-derived motion signals to predict perceived direction of motion (59) .t Both motion pathways also require contrast gain controls to operate effectively. Thus, converging evidence suggests that both simple and highly nonlinear visual analyses may operate in parallel to provide the information base on which pattern discrimination, motion perception, and probably also stereopsis are based (4).
tIn the motion literature, simple-cell-motion signals are termed "Fourier motion," whereas texture-boundary motion is termed "non-Fourier motion." These terms are derived from the observation that the rectification nonlinearity in the latter pathway generates components not present in the Fourier spectrum of the stimulus. Fourier and non-Fourier motion are also sometimes referred to as "first-order" and "second-order" motion, respectively.
