Using classical Taylor series techniques, we develop a unified approach to pricing and implied volatility for European-style options in a general local-stochastic volatility setting. Our price approximations require only a normal CDF and our implied volatility approximations are fully explicit (ie, they require no special functions, no infinite series and no numerical integration). As such, approximate prices can be computed as efficiently as Black-Scholes prices, and approximate implied volatilities can be computed nearly instantaneously.
Introduction
There are a myriad of local volatility (LV), stochastic volatility (SV) and local-stochastic volatility (LSV) models for which European option prices can be computed explicitly (e.g., CEV, JDCEV, Heston, threehalves, SABR with zero correlation). However, these explicit formulas require special functions, a large number of terms, or numerically integrating highly oscillatory functions. As such, computing option prices with these formulas can be both delicate and computationally expensive. Moreover, when time-dependent parameters are introduced, which are needed to fit the term-structure of implied volatility, many of these models lose the analytic tractability that made them desirable in the first place.
For the purposes of calibration, one requires implied volatilities rather than prices. And, there are a plethora of explicit implied volatility approximations for LV, SV and LSV models which are useful in this respect (e.g., CEV, Heston, SABR, λ-SABR). However, these expansions rely on specific model dynamics, which may not be appropriate for a given underlying. And, once again, introducing explicit time-dependence can be problematic.
In this article, we introduce a simple yet effective method for computing approximate European option prices and corresponding implied volatilities for any SV, LV or LSV model with time-dependent drift, diffusion and killing coefficients (we allow for the possibility of default). Our method, which is based on the classical Taylor series expansion, results in pricing approximations that require only a normal CDF and implied volatility approximations that are fully explicit (ie, they do not require any numerical integration nor do they require special functions). As such, approximate European option prices can be computed as efficiently as in the Black-Scholes model and implied volatilities can be computed nearly instantaneously.
General local-stochastic volatility models with default
For simplicity, we assume a frictionless market, no arbitrage, zero interest rates and no dividends. All our results can be easily extended to deterministic interest rates. We take, as given, an equivalent martingale measure Q, chosen by the market on a complete filtered probability space (Ω, F, {F t , t ≥ 0}, Q). The filtration {F t , t ≥ 0} represents the history of the market. All stochastic processes defined below live on this probability space and all expectations are taken with respect to Q. We consider an asset S whose risk-neutral dynamics are given by
where ζ is a stopping time which represents a possible default event
with E exponentially distributed and independent of X. As the asset price S must be a martingale, the drift function µ must be given by
Equation (1) includes virtually all local volatility models, all one-factor stochastic volatility models, and all one-factor local-stochastic volatility models. Moreover, the results of this paper can be extended in a straightforward fashion to include models with n non-local factors of volatility. Though, for simplicity, we restrict our analysis to a single non-local factor. Denote by V the no-arbitrage price of European derivative expiring at time T with payoff H(S T ). It is well known (see, for instance, Jeanblanc et al. (2009) ) that
where K := H(0) and h(x) := H(e x ). Then, to value a European-style option, one must compute functions of the form
The function u, defined by (2), satisfies the Kolmogorov backward equation
where the operator A is given explicitly by
and where the functions a, b and c are defined as
Remark 1 (Deterministic interest rates). For deterministic interest rates r(t) one must compute expectations of the form
In this case a simple change of variables
reveals that u defined as in (5), satisfies (3).
Pricing approximation: a Taylor series approach
To construct an approximate solution of Cauchy problem (3), we push forward the ideas in Lorig et al. (2013b); Pascucci (2011) , which are based on expanding the symbol of Lévy-type integro-differential pricing operators. Our goal is to introduce an unified approach to pricing and implied volatility based on the classical Taylor series approximation. Specifically, for any analytic function f = f (t, x, y), we can expand about a fixed point (x,ȳ) ∈ R 2 as follows
For brevity, when n = h = 0 we shall simply write f 0 instead of f 0,0 . Applying this idea to the coefficients (a, α, b, c, γ) we find that, formally, the operator A in (4) admits an expansion of the form
where {A n−h,h } is a sequence of differential operators with time-dependent coefficients
We shall assume henceforth that the operator A is parabolic, which is typically the case in financial applications. In light of the above expansion for A, we also expand the pricing function u as follows
Inserting (6) and (7) into (3) we find that the functions {u n } satisfy the following sequence of Cauchy problems
As we show below, one can find an explicit expression for the nth function u n by using only general properties of distribution functions such as the classical Chapman-Kolmogorov equation and the standard Duhamel's principle. First, consider the Cauchy problem (8). The operator A 0 is a parabolic operator with time-dependent coefficients. Thus, the solution u 0 can be written as
where Γ 0 (t, x, y; T, ξ, ω) is a two-dimensional Gaussian density
with covariance matrix C and mean vector m given by:
Next we consider Cauchy problem (9) with n = 1. Let h = δ (X,Y ) so that u corresponds directly to the transition density of the process, u(t, x, y) = Γ(t, x, y; T, X, Y ). For any operator A, let us denote by A its formal adjoint, which is obtained by integrating by parts. For clarity, in the computations below we write A = A (x,y) (t) to indicate that A takes t as an argument and acts on the variables (x, y). We have
(by (9) and Duhamel's princple) (12) and (21)
Multiplying both sides by e
γ0(s)ds and using (10) we find
where, now it is understood that the operator L 1 takes t as an argument and acts on the variables x, y. For higher orders, using results from Appendix A we find
where
and G n (t, s) is an operator
with
An equivalent representation for L n is given in (Lorig et al., 2013b, Theorem 9) for the time-independent undefaultable case.
Remark 2 (Accuracy of the pricing approximation). Asymptotic convergence results were proved in Pagliarani et al. (2013); Lorig et al. (2013a) . Precisely, assume that the functions a = a(t, x, y), α = α(t, x, y), b = b(t, x, y) and c = c(t, x, y) are differentiable up to order n with bounded and Lipschitz continuous derivatives. Assume also that the covariance matrix is uniformly positive definite and bounded. Let (x,ȳ) = (x, y). Then for any N ∈ N we have
Remark 3 (Practical implementation). Notice that after a few terms the expression for L n becomes very long. In practice, the formulas are feasible only for n ≤ 4. However, in light of (15), it is sufficient to get very accurate results with n = 2 or n = 3.
Remark 4 (Numerical efficiency). When an option payoff is a function of x only (which is typically the case), then computing the terms in the option price expansion require no integration and no special functions other than a one-dimensional normal CDF. As such, the pricing approximation is as efficient to compute as the Black-Scholes price. Moreover, in the case of (possibly defaultable) bonds, approximate prices are fully explicit; no integration or special functions are required.
Implied volatility: a Taylor series approach
European Call and Put prices are commonly quoted in units of implied volatility rather than in units of currency. In fact, in the financial industry, model parameters for the risk-neutral dynamics of a security are routinely obtained by calibrating to the market's implied volatility surface. Because calibration requires computing implied volatilities across a range of strikes and maturities and over a large set of model parameters, it is extremely useful to have a method of computing implied volatilities quickly.
Assumption 5. In this section only, we assume γ(t, x, y) = 0 (ie, no default).
For fixed (t, T, x, k), denote by u BS (σ) the Black-Scholes price of a Call option considered as a function of the volatility
where N is the CDF of a standard normal random variable. The implied volatility corresponding to a Call price u ∈ ((e x − e k ) + , e x ) is defined as the unique strictly positive real solution σ of the equation
Our goal is to find the implied volatility σ that corresponds to our price expansion u = ∞ n=0 u n . To this end, we assume that σ has an expansion of the form
To find the unknown terms in the sequence {σ n } we simply insert (7) and (17) into (16) and expand u BS (σ 0 + δ) in a Taylor series about the point σ 0 , ie,
From the above equation, one can find the unknown terms in the sequence {σ n } iteratively. The explicit expressions are obtained in Theorem 15 of Lorig et al. (2013b) and Theorem 4.3 of Lorig (2013) . We have
where B n,h denotes the (n, h)-th partial Bell 2 polynomial. Note, in finding σ 0 we used the fact that the leading term in the price expansion u 0 is simply u BS (σ 0 ) with σ 0 as defined in (18). Explicitly, the first three terms in (19) are
It is important to note that every term in the sequence {σ n } can be computed without integration or special functions. To see this, we recall the classical formula
and we note that u n = L n u 0 is a sum of terms of the form c n,
where the coefficients c n,k (t, T, x, y) can be obtained explicitly using (12). Thus, all of the term in (19) can be computed using
.
2 is the n-th Hermite polynomial.
Examples
In this section, we illustrate the flexibility and accuracy of our methodology by applying it to three models: the time-dependent Heston model, the three-halves stochastic volatility model, and the jump-to-default CEV model. Throughout this section, we always set (x,ȳ) = (X t , Y t ), the time-t value of the process (X, Y ).
Time-dependent Heston model
We consider the Heston model (S, Z) where Z follows a CIR process with time-dependent mean θ(t), vol of vol δ(t) and correlation ρ(t). In log coordinates (X, Y ) = (log S, log Z) we have the following dynamics
From the above dynamics, we obtain
We choose a particularly simple parameterization of the time-dependent parameters
This parameterization is by no means required, but it is convenient as b(t, y), c(t) and α(t, y) acquire an affine dependence in t. Any choice for which b(t, y), c(t) and α(t, y) can be integrated explicitly with respect to t would be equally tractable. Using the results from Sections 3 and 4 we obtain the following first order implied volatility approximation
The second order term σ 2 , which we omit for brevity, is quadratic in (k − x). We recall that approximations for the time-dependent Heston model were proposed by Benhamou et al. (2010) .
In Figure 1 we plot second order implied volatility expansion for two maturities: T = 0.125 and T = 0.25 years. For comparison we also compute option prices by Monte Carlo simulation and invert numerically to obtain the corresponding implied volatilities (there is no exact formula for option prices in the timedependent Heston model). The mean values of the parameters δ(t), θ(t) and ρ(t) on the interval [0, 0.25] and the fixed values y and κ correspond to the fixed values of (δ, θ, ρ, y, κ) used in Forde et al. (2012) .
Three-halves stochastic volatility model
In the three-halves stochastic volatility model, the stochastic variance process Z satisfies
In log coordinates (X, Y ) = (log S, log Z) we have the following dynamics
Thus, we identify
Using the results from Sections 3 and 4 we obtain the following first order implied volatility approximation
The second and third order terms σ 2 and σ 3 , which we omit for brevity, are both quadratic in (k − x). To our knowledge, no other implied volatility expansion for the three-halves model appears in literature.
In Figure 2 we plot our third order implied volatility approximation as well as the exact implied volatility, which we obtain by computing the exact Call price (given in, eg, Proposition 2.2 of Drimus (2012)) and inverting Black-Scholes numerically. We use the parameters obtained by Drimus (2012) calibrating the model to S&P500 options. Note that the exact Call price is extremely computationally expensive, as it involves a confluent hypergeometric function. By comparison, it is orders of magnitude faster to compute approximate prices by inserting our implied volatility expansion into the Black-Scholes formula.
JDCEV
As in Carr and Linetsky (2006) , we consider the jump-to-default CEV model, in which an underlying S t = I {ζ>t} e Xt has diffusion and killing coefficients σ(x) = δe βx and γ(x) = b + cσ 2 (x). Thus we have a(x) = 1 2 δ 2 e 2βx , γ(x) = b + c δ 2 e 2βx , α = β = c = 0.
The yield Y (t, x; T ) on a corporate bond that pays h = 1 at time T if there is no default on the interval [0, T ] is given by Y (t, x; T ) = −1 T − t log u(t, x), u(t, x) = E[I {ζ>T } |X t = x] = E e 
