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DEFORMATION QUANTIZATION WITH SEPARATION
OF VARIABLES OF AN ENDOMORPHISM BUNDLE
ALEXANDER KARABEGOV
Abstract. Given a holomorphic Hermitian vector bundle E and
a star-product with separation of variables on a pseudo-Ka¨hler
manifold, we construct a star product on the sections of the endo-
morphism bundle of the dual bundle E∗ which also has the appro-
priately generalized property of separation of variables. For this
star product we prove a generalization of Gammelgaard’s graph-
theoretic formula.
1. Introduction
Deformation quantization on a Poisson manifold (M, {·, ·}) is an as-
sociative product on the space C∞(M)[[ν]] of ν-formal smooth complex-
valued functions given by the formula
(1) f ∗ g =
∑
r≥0
νrCr(f, g),
where Cr are bidifferential operators on M , C0(f, g) = fg, and
C1(f, g)− C1(g, f) = i{f, g}.
The product ∗ is called a star product. It is assumed that star products
are normalized, i.e., the unit constant function 1 is the unity of a star
product, f ∗ 1 = 1 ∗ f = f . Two star products ∗1, ∗2 on (M, {·, ·})
are called equivalent if there exists a formal differential operator T =
1+νT1+ . . . onM such that T (f ∗1 g) = Tf ∗2Tg. Star products onM
can be restricted (localized) to any open subset of M . A star product
on M can be extended to C∞(M)[ν−1, ν]], the space of formal Laurent
series of functions with a finite polar part, f = νsfs + ν
s+1fs+1 + . . .,
where s is a possibly negative integer.
In the theory of deformation quantization there are general exis-
tence and classification results, specific constructions of star products,
and explicit formulas for star products. The problem of existence and
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classification of star products up to equivalence on an arbitrary Pois-
son manifold was stated in [4] and settled in [20] by Kontsevich. In
[9] Fedosov gave a geometric construction of star products from every
equivalence class on an arbitrary symplectic manifold. There are star
products on Ka¨hler manifolds with the property of separation of vari-
ables which originate in the context of Berezin’s quantization, such as
the Berezin and Berezin-Toeplitz star products (see [5], [8], [27], [15],
[7]). Star products with separation of variables on Ka¨hler manifolds
are bijectively parameterized by formal Ka¨hler forms.
When the existence of a specific star product is established, find-
ing an explicit formula for that product may still be a challenging
problem. For almost two decades since [4], explicit formulas had been
known only for a few examples of invariant star products on homoge-
neous symplectic spaces such as Weyl, pq-, qp-, Wick, and anti-Wick
star-products on linear symplectic spaces, and star-products on com-
plex projective spaces and Grassmann manifolds (see [6], [28], and [3]).
For non-invariant star products there are explicit formulas expressed in
terms of directed graphs. The first such formula is the celebrated Kont-
sevich’s formula for a star product on Rn equipped with an arbitrary
Poisson structure (see [20]). There are several explicit graph-theoretic
formulas for star products with separation of variables on Ka¨hler man-
ifolds. In [26] Reshetikhin and Takhtajan gave a graph-theoretic for-
mula for a star product on an arbitrary Ka¨hler manifold which was
based upon a formal interpretation of integral formulas for Berezin’s
quantization. However, the star product given by their explicit formula
is not normalized. Inspired by their work, Gammelgaard gave in [11]
an explicit formula for the star product with separation of variables
with an arbitrary parameterizing formal Ka¨hler form. Gammelgaard’s
formula specifies directly to the Berezin-Toeplitz star product owing
to the explicit description of its parameterizing form from [19]. Re-
cently Hao Xu found in [29] a graph-theoretic formula for Berezin’s
star product and calculated its parameterizing form in [30].
It is worth mentioning that so far there are no known explicit for-
mulas for Fedosov’s star products.
Deformation quantization of endomorphism bundles was used in the
proofs of the index theorem for deformation quantization and its gener-
alizations (see [10], [24], [1], [25]). Matrix-valued symbols and related
quantizations were considered in [14], [12], [22], [2].
Star products with separation of variables on the sections of the
endomorphism bundle of a holomorphic Hermitian vector bundle on a
Ka¨hler manifold were constructed in [23] using Fedosov’s approach. In
this paper we give an alternative construction of such star products
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in the spirit of [15] and prove a generalized Gammelgaard’s graph-
theoretic formula for these star products. To this end we generalize
the proof of Gammelgaard’s formula from [18]. Our sign conventions
differ from those in [11] and [18].
2. Deformation quantizations with separation of
variables
Let (M, {·, ·}) be a Poisson manifold endowed with a complex struc-
ture such that the Poisson tensor on M is of type (1, 1) with respect to
the complex structure. We call M a Ka¨hler-Poisson manifold. In the
rest of the paper we denote by m the complex dimension ofM . In local
holomorphic coordinates zk, z¯l we write the Ka¨hler-Poisson tensor as
glk, so that
(2) {f, g} = iglk
(
∂f
∂zk
∂g
∂z¯l
−
∂g
∂zk
∂f
∂z¯l
)
.
If the tensor glk is nondegenerate, its inverse gkl is a pseudo-Ka¨hler
metric tensor on M .
A star product (1) on a Ka¨hler-Poisson manifold M is called a star
product with separation of variables if the bidifferential operators Cr
differentiate their first argument only in antiholomorphic directions and
the second argument only in holomorphic ones. Equivalently, if f and g
are local functions onM and f is holomorphic or g is antiholomorphic,
then
(3) f ∗ g = fg.
Star products with separation of variables originate in the context of
Berezin’s quantization (see [5]). It was shown in [15] and [7] that star
products with separation of variables exist on arbitrary pseudo-Ka¨hler
manifolds. In the terminology of [7], star products with separation of
variables are of anti-Wick type.
It is not yet known whether star products with separation of variables
exist on arbitrary Ka¨hler-Poisson manifolds. Examples of such star
products on Ka¨hler-Poisson manifolds with degenerate Ka¨hler-Poisson
tensors are given in [8],[21], and [17].
Deformation quantizations with separation of variables on a pseudo-
Ka¨hler manifold M were classified in [15]. Denote by ω−1 the pseudo-
Ka¨hler form on M . Consider a formal form
ω =
1
ν
ω−1 + ω0 + νω1 + . . . ,
where ωr, r ≥ 0, are possibly degenerate closed forms of type (1, 1) with
respect to the complex structure. The star products with separation
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of variables on M are bijectively parameterized by such formal forms.
The star product with separation of variables ∗ parameterized by a
formal form ω is completely characterized by the property that
(4)
∂Φ
∂zk
∗ f =
∂Φ
∂zk
f +
∂f
∂zk
, 1 ≤ k ≤ m,
for any local potential
Φ =
1
ν
Φ−1 + Φ0 + . . .
of the form ω, so that ω = i∂∂¯Φ. Equivalently, ∗ is completely charac-
terized by the property that locally
(5) f ∗
∂Φ
∂z¯l
=
∂Φ
∂z¯l
f +
∂f
∂z¯l
.
3. Deformation quantization of endomorphism bundles
Our definition of a deformation quantization of an endomorphism
bundle is a generalization of the definition from [1]. Given a Poisson
manifold (M, {·, ·}), let E be a vector bundle of rank d and ∗0 be a star
product on M . Denote by A the star algebra (C∞(M)[[ν]], ∗0).
A star product ∗ on C∞(End(E))[[ν]] associated to ∗0 is an asso-
ciative product given by (1), where Cr are bidifferential operators on
C∞(End(E)) and C0(f, g) = fg for f, g ∈ C∞(End(E)). We require
the resulting algebra of formal sections of C∞(End(E)) to be locally
isomorphic to the matrix algebra Matd(A), where the local isomor-
phisms are given by formal differential operators.
First we set up terminology and notations. Given a holomorphic
Hermitian vector bundle E on a complex manifoldM , we denote by E∗
and E¯ the dual and the conjugate bundles, respectively, and by C∞(E)
the space of global smooth sections of E. The Hermitian metric on E
defines a global linear bijection u : C∞(E¯) → C∞(E∗) whose inverse
will be denoted by u˜. A global vector field ξ of type (1, 0) on M lifts
to an operator on the sections of any antiholomorphic vector bundle
onM . Similarly, a vector field ξ¯ of type (0, 1) lifts to an operator on the
sections of any holomorphic vector bundle. The canonical connection
∇ on E∗ is defined by the formulas ∇ξ = uξu˜ and ∇ξ¯ = ξ¯. The
canonical connection on End(E∗) denoted also by ∇ is defined on f ∈
C∞(End(E∗)) as follows,
∇ξf = u(ξ(u˜fu))u˜ and ∇ξ¯f = ξ¯f.
Let ∗ be a star product with separation of variables on a Ka¨hler-
Poisson manifold (M, glk). Given a holomorphic Hermitian vector bun-
dle E of rank d on M , we construct a deformation quantization of the
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endomorphism bundle of the dual bundle E∗ associated to ∗ and show
that it has the property of separation of variables.
We choose an open cover {Uα} of M such that E has a holomorphic
trivialization over each chart Uα and fix these trivializations, E|Uα ∼=
Uα × Cd. The corresponding trivialization of the Hermitian metric
on E|Uα is given by an invertible matrix uα ∈ Matd(C
∞(Uα)) whose
inverse will be denoted by u˜α. Let aαβ ∈ Matd(C∞(Uα ∩ Uβ)) be the
holomorphic transition function, bβα = a¯αβ be its complex conjugate,
and a˜βα = (aαβ)
−1 and b˜αβ = (bβα)
−1 be their respective inverses, so
that
uα = aαβuβbβα.
Let A = (C∞(M)[[ν]], ∗) be the star algebra on M and A(U) be its
localization to an open subset U ⊂ M . We denote the product in the
algebra Matd(A) also by ∗.
Lemma 1. An invertible matrix in the algebra Matd(C
∞(U)) is also
invertible in the algebra Matd(A(U)).
This statement is well known in the scalar case (d=1). Its proof
easily generalizes to the matrix case.
Denote the inverse matrix to uα in the algebra Matd(A(Uα)) by vα.
In particular, vα = u˜α (mod ν). Using the trivialization of E|Uα, we
identify C∞(End(E∗|Uα))[[ν]] with Matd(C
∞(Uα)[[ν]]). Consider the
mapping
(6) fα 7→ ψα = (fαuα) ∗ vα
from C∞(End(E∗|Uα))[[ν]] to Matd(A(Uα)). It is a ν-linear isomor-
phism whose inverse is
ψα 7→ fα = (ψα ∗ uα)u˜α.
Remark. We stress that in the local formula (6) fα, uα, vα, ψα are from
Matd(C
∞(Uα))[[ν]] and the matrix product fαuα is pointwise.
We transfer the product ∗ from the algebra Matd(A(Uα)) to the
space C∞(End(E∗|Uα))[[ν]] via the isomorphism (6) and denote the
resulting associative ν-linear product by ∗α. The product of sections
fα, gα ∈ C
∞(End(E∗|Uα))[[ν]] ∼= Matd(C
∞(U)[[ν]]) is given by the
formula
(7) fα ∗α gα = ((fαuα) ∗ vα ∗ (gαuα)) u˜α.
Lemma 2. If the matrix uα ∈Matd(C∞(Uα)) is constant, then ∗α = ∗.
Proof. If uα is a constant matrix, then fαuα = fα ∗ uα in (6) by the
normalization property of a star product. It follows that (6) is the
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identity mapping,
ψα = (fαuα) ∗ vα = (fα ∗ uα) ∗ vα = fα,
whence the lemma follows. 
Lemma 3. The local products ∗α on End(E∗|Uα)[[ν]] define a global
star product on C∞(End(E∗))[[ν]].
Proof. Given a section f ∈ C∞(End(E∗))[[ν]], consider its trivializa-
tions fα and fβ on Uα and Uβ, respectively. On Uα ∩ Uβ we have
fα = aαβfβa˜βα.
Since aαβ is holomorphic and bβα is antiholomorphic, it follows from
the separation of variables property of ∗ that
uα = aαβuβbβα = aαβ ∗ uβ ∗ bβα.
The pointwise inverses a˜βα and b˜αβ of aαβ and bβα, respectively, are
their inverses in the algebra Matd(A(Uα ∩ Uβ)) as well. Therefore,
vα = b˜αβ ∗ vβ ∗ a˜βα.
Given global sections f, g ∈ C∞(End(E∗))[[ν]], we have
fα ∗α gα = ((fαuα) ∗ vα ∗ (gαuα))u˜α =
((aαβfβuβbβα) ∗ (b˜αβ ∗ vβ ∗ a˜βα) ∗ (aαβgβuβbβα))(b˜αβ u˜βa˜βα) =
((aαβ ∗ (fβuβ) ∗ bβα) ∗ (b˜αβ ∗ vβ ∗ a˜βα) ∗ (aαβ ∗ (gβuβ) ∗ bβα))
(b˜αβ u˜βa˜βα) = (aαβ ∗ ((fβuβ) ∗ vβ ∗ (gβuβ)) ∗ bβα)(b˜αβ u˜βa˜βα) =
(aαβ((fβuβ) ∗ vβ ∗ (gβuβ))bβα)(b˜αβ u˜βa˜βα) =
aαβ(((fβuβ) ∗ vβ ∗ (gβuβ))u˜β)a˜βα = aαβ(fβ ∗β gβ)a˜βα.
It follows that the local sections fα ∗α gα are glued together and yield
a global section from C∞(End(E∗))[[ν]] which does not depend on the
choice of the cover {Uα} and of the trivializations of E|Uα. By con-
struction, the resulting global product on C∞(End(E∗))[[ν]] is locally
isomorphic to the product in the algebra Matd(A). 
We will denote by ∗u the global star-product with separation of vari-
ables on the sections of End(E∗) constructed above.
We call a local section f of End(E∗) antiholomorphic if the section
u˜fu of the antiholomorphic bundle End(E¯) is antiholomorphic. Thus,
a local section f of End(E∗) is holomorphic if ∇ξ¯f = 0 for every vector
field ξ¯ of type (0, 1) and antiholomorphic if ∇ξf = 0 for every vector
field ξ of type (1, 0), respectively.
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Lemma 4. Given local sections f, g of End(E∗), if f is holomorphic
or g is antiholomorphic, then f ∗u g = fg, where fg is the pointwise
composition of f and g.
Proof. Fix a holomorphic trivialization of E|U over an open subset
U ⊂ M . Let f be a holomorphic section of End(E∗|U) identified with
a matrix fromMatd(C
∞(U)) with holomorphic entries. It follows from
(7) and (3) that
f ∗u g = ((f ∗ u) ∗ v ∗ (gu)) u˜ = (f ∗ (gu)) u˜ = (fgu) u˜ = fg.
Now let g be an antiholomorphic section of End(E∗|U) identified with
a matrix fromMatd(C
∞(U)). Then u˜gu is a matrix with antiholomor-
phic entries. We have from (7) and (3) that
f ∗u g = ((fu) ∗ v ∗ (u(u˜gu))) u˜ = ((fu) ∗ v ∗ (u ∗ (u˜gu))) u˜ =
((fu) ∗ (u˜gu)) u˜ = ((fu)(u˜gu)) u˜ = fg.

Lemma 4 means that the product ∗u has the property of separation
of variables.
4. Tensor notations
Let (E, u) be a holomorphic Hermitian vector bundle of rank d on
a Ka¨hler-Poisson manifold M of complex dimension m. We fix a co-
ordinate chart U ⊂ M and a holomorphic trivialization of E|U . Let
u ∈Matd(C∞(U)) be the corresponding trivialization of the Hermitian
metric on E|U and u˜ be its pointwise inverse. The Christoffel symbol
of the canonical connection ∇ on E corresponding to a holomorphic
index k is
Γk =
∂u
∂zk
u˜.
The Christoffel symbol of∇ corresponding to an antiholomorphic index
is equal to zero. Given a section s of C∞(E∗|U), its covariant derivatives
are defined as follows,
(8) ∇ks = u
∂
∂zk
(u˜s) =
∂s
∂zk
− Γks and ∇l¯s =
∂s
∂z¯l
.
For a section f of End(E∗|U),
∇kf = u
(
∂
∂zk
(u˜fu)
)
u˜ =
∂f
∂zk
+ [f,Γk] and ∇l¯f =
∂f
∂z¯l
.
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The operators ∇k, 1 ≤ k ≤ m, on the local sections of E,E∗, and
End(E∗) pairwise commute for all holomorphic indices and the oper-
ators ∇l¯, 1 ≤ l¯ ≤ m, pairwise commute for the antiholomorphic ones.
Given a holomorphic tensor index K = k1 . . . kp, we set
∂K =
∂
∂zk1
. . .
∂
∂zkp
and ∇K = ∇k1 . . .∇kp.
Similarly we define the operators ∂L¯ and ∇L¯ for an antiholomorphic
tensor index L¯ = l¯1 . . . l¯q. We will omit the bar in the notation for
antiholomorphic indices if it does not lead to a confusion.
For a section f of End(E∗|U),
(9) ∇Kf = u (∂K(u˜fu)) u˜ and ∇L¯f = ∂L¯f.
We will work with indexed arrays of d × d-matrices defined at a
point of a coordinate chart U ⊂M , where the indices range from 1 to
m. These arrays will be referred to simply as (matrix-valued) tensors.
We do not assume that such tensors determine coordinate-invariant
geometric objects on U .
For a tensor index I = i1 . . . in we set |I| = n. Given tensors fI
and gI , for each fixed tensor index I = i1 . . . in the elements fi1...in and
gi1...in are d × d-matrices. We define the contraction of fI and gI by
the formulas
fIg
I =
∞∑
n=0
fi1...ing
i1...in and gIfI =
∞∑
n=0
gi1...infi1...in ,
where the summands are matrix products. In particular, the contrac-
tion depends on the order of tensor factors. We assume that in these
sums only finitely many summands are nonzero.
We introduce a (scalar-valued) tensor ∆IK separately symmetric in I
and K such that ∆IK = 0 if |I| 6= |K| and
∆i1...ink1...kn =
1
n!
∑
σ∈Sn
δi1kσ(1) . . . δ
in
kσ(n)
,
where Sn is the symmetric group. Given a tensor fK symmetric in the
tensor index K, we have
∆IKfI = fI∆
I
K = fK .
Assume that ∗ is a star product with separation of variables on M
and denote by ∗u the associated star product with separation of vari-
ables on C∞(End(E∗))[[ν]].
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Lemma 5. The star product ∗u can be written in local coordinates as
follows,
f ∗u g = (∇L¯f)C
L¯K (∇Kg) ,
where the (matrix-valued) tensor C L¯K is separately symmetric in the
tensor indices K and L¯.
Proof. Using formulas (7) and (9) and the separation of variables prop-
erty of the product ∗ we get
f ∗u g = ((fu) ∗ v ∗ (u(u˜gu)))u˜ =(10)
(∂L¯f)A
L¯K (∂K(u˜gu)) u˜ = (∇L¯f)A
L¯K u˜ (∇Kg)
for some tensor AL¯K . To conclude the proof we take C L¯K = AL¯K u˜. 
Example. Assume that ∗ is the anti-Wick star product on Cm, the
vector bundle E on Cm is trivial, and the matrix u is constant. Then
∇k = ∂/∂zk , ∇l¯ = ∂/∂z¯
l, and, by Lemma 2,
(11) f ∗u g = f ∗ g =
∞∑
r=0
νr
r!
g l¯1k1 . . . g l¯rkr
∂rf
∂z¯l1 . . . ∂z¯lr
∂rg
∂zk1 . . . ∂zkr
.
The product ∗u is thus given by the scalar-valued tensor C L¯K such that
C L¯K = 0 if |K| 6= |L¯| and
C l¯1...l¯rk1...kr =
νr
(r!)2
∑
σ∈Sr
g l¯1kσ(1) . . . g l¯rkσ(r).
Recall that, as introduced in [13], a star product (1) is called natural
if the bidifferential operator Cr is of order not greater than r in each
argument. This notion immediately extends to star products on the
sections of endomorphism bundles. It was proved in [16] that any star
product with separation of variables ∗ on a Ka¨hler-Poisson manifold
M is natural, which implies that the product ∗ in the matrix algebra
Matd(A) is natural. We want to show that the product ∗u is also
natural.
We write the tensor CLK as a series in ν,
CLK =
∑
r≥0
νrCLKr .
Proposition 1. If the component CLKr is nonzero, then |L| ≤ r and
|K| ≤ r.
Proof. Assume that in formula (10) the matrix-valued functions f and
g do not depend on ν and set h = h0 + νh1 + . . . := v ∗ (gu). Then
(12) ((fu) ∗ h)u˜ = (∇Lf)C
LK(∇Kg).
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The product ∗ in Matd(A) can be given by formula (1), where the
operators Cr are obtained from the corresponding operators for the
product ∗ on scalar-valued functions. Equating the coefficients at νr
on both sides of (12), we get
(13)
∑
i+j=r
Ci((fu), (hj))u˜ = (∇Lf)C
LK
r (∇Kg).
Since the star product ∗ is natural, the order of differentiation of f
on the left-hand side of (13) does not exceed r. Therefore, CLKr = 0
provided |L| > r. It can be proved similarly that CLKr = 0 provided
|K| > r. 
Proposition 1 means that the star product ∗u is natural.
5. Formal Calabi functions
In this section we define formal Calabi functions related to a closed
(1,1)-form and to a holomorphic Hermitian vector bundle on a complex
manifold.
Let M be a complex manifold and U ⊂ M be a holomorphic co-
ordinate chart. We use the following notations for a smooth function
f(z, z¯) on U and holomorphic formal parameters ηk corresponding to
the holomorphic coordinates zk,
f(z + η, z¯) = exp
{
ηk
∂
∂zk
}
f =
∑
K
1
|K|!
ηK∂Kf.
We use similar notations for antiholomorphic formal parameters η¯l cor-
responding to z¯l.
Let κ be a closed (1,1)-form onM and Ψ be a potential of κ on U so
that κ = i∂∂¯Ψ (the potential Ψ exists if U is contractible). We define
the formal Calabi function for the form κ on U ,
Dκ(η, η¯) := Ψ(z, z¯)−Ψ(z + η, z¯) + Ψ(z + η, z¯ + η¯)−Ψ(z, z¯ + η¯),
as an element of (C∞(U))[[η, η¯]]. The function Dκ(η, η¯) lies in the
ideal generated by the products ηkη¯l. We write formally Dκ(0, η¯) = 0
and Dκ(η, 0) = 0. In particular, exp{Dκ} is a well defined element of
(C∞(U))[[η, η¯]]. The function Dκ(η, η¯) does not depend on the choice
of the potential Ψ of the form κ.
Now assume that E is a holomorphic Hermitian vector bundle on
M and u ∈ Matd(C∞(U)) is the Hermitian fiber metric for a fixed
trivialization E|U ∼= U × C
d. We introduce a matrix-valued function
Qu(η, η¯) := u(z, z¯)u˜(z + η, z¯)u(z + η, z¯ + η¯)u˜(z, z¯ + η¯)
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which we interpret as an operator on C∞(E∗|U)[[η, η¯]]. Since Qu is the
identity operator modulo η, η¯, the operator
Hu := logQu
is well defined. We refer to Hu as to the formal Calabi function for E.
If E is a line bundle, then Hu = Dκ for κ = i∂∂¯ log u, i.e., Hu is the
formal Calabi function for the curvature of the canonical connection
on E.
We introduce the following operators on C∞(E∗|U)[[η, η¯]],
x := ηk∇k and y := η¯
l∇l¯,
where ∇k and ∇l¯ are as in (8). In particular,
ex = u
(
eη
k ∂
∂zk
)
u˜ and ey = eη¯
l ∂
∂z¯l .
To simplify the notations we will drop the subscript u in Qu and Hu.
Lemma 6. The following formula holds,
Q = exeye−xe−y.
Proof. Given f(z, z¯) ∈ (C∞(U))d, we have
exeye−xe−yf = exeye−xe−y(f(z, z¯ − η¯)) =
exey(u(z, z¯)e−η
k ∂
∂zk (u˜(z, z¯)f(z, z¯ − η¯))) =
exey(u(z, z¯)(u˜(z − η, z¯)f(z − η, z¯ − η¯))) =
ex(u(z, z¯ + η¯)(u˜(z − η, z¯ + η¯)f(z − η, z¯))) = Qf.

The operators x and y (topologically) generate a pronilpotent Lie al-
gebra of operators on C∞(E∗|U)[[η, η¯]] which contains H = logQ. The
element H can be calculated using the Dynkin form of the Campbell-
Baker-Hausdorff formula,
H = [x, y] +
1
2!
[x+ y, [x, y]] +(14)
1
3!
(
1
2
[x, [y, [y, x]]] + [x+ y, [x+ y, [x, y]]]
)
+ . . .
Writing H in the tensor form,
(15) H =
∑
K,L¯
1
|K|!|L|!
HKL¯η
K η¯L,
where HKL¯ = 0 unless |K| ≥ 1 and |L| ≥ 1, we can express the
tensor components HKL¯ separately symmetric in K and L¯ in terms of
covariant derivatives of the curvature Rkl¯ of the canonical connection on
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E using formula (14). The homogeneous component of H of bidegree
(1,1) with respect to the variables η and η¯ is
Hkl¯η
kη¯l = [x, y] = [∇k,∇l¯]ηkη¯l = −iRkl¯ηkη¯l,
whence Hkl¯ = −iRkl¯. Observe that if E is a line bundle, then
HKL¯ = ∂K∂L¯ log u
if |K| ≥ 1 and |L| ≥ 1 and HKL¯ = 0 otherwise.
6. Inversion formulas
Given a pseudo-Ka¨hler manifold (M,ω−1) of complex dimension m,
assume that ∗ is a star product with separation of variables parame-
terized by a formal form ω = 1
ν
ω−1 + ω0 + . . . and E is a holomorphic
Hermitian vector bundle of rank d onM . Let U ⊂M be a contractible
holomorphic coordinate chart, Φ ∈ C∞(U)[ν−1, ν]] be a formal poten-
tial of ω, and u ∈ Matd(C∞(U)) be the Hermitian fiber metric for a
fixed trivialization E|U ∼= U × Cd. We denote by D = Dω the formal
Calabi function for the form ω on U ,
(16) D(η, η¯) := Φ(z, z¯)− Φ(z + η, z¯) + Φ(z + η, z¯ + η¯)− Φ(z, z¯ + η¯).
It is an element of (C∞(U)[ν−1, ν]])[[η, η¯]]. We introduce the matrix-
valued function
E(η, η¯) := eD(η,η¯)Q(η, η¯) = eD+H =(17)
eDu(z, z¯)u˜(z + η, z¯)u(z + η, z¯ + η¯)u˜(z, z¯ + η¯),
where Q = Qu and H = Hu are as in Section 5. The function E(η, η¯)
can be written in the tensor form,
E(η, η¯) =
∑
K,L¯
1
|K|!|L¯|!
EKL¯η
K η¯L,
where EKL¯ is separately symmetric in K and L¯. In this section we will
prove inversion formulas connecting the tensors EKL¯ and C
L¯K .
Theorem 1. The following formulas hold:
(18) EKL¯C
L¯I = ∆IK and C
L¯IEIJ¯ = ∆
L¯
J¯ .
We break the proof into a series of technical lemmas. Given a ma-
trix a, we denote by ra the right pointwise multiplication operator by a.
Lemma 7. For g ∈Matd(C∞(U)) the following equalities hold:
(19)
(
∂Φ
∂zk
+ Γk
)
∗u g =
∂g
∂zk
+
∂Φ
∂zk
g + gΓk =
(
ru˜e
−Φ ∂
∂zk
eΦru
)
g.
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Proof. Using formula (4) and taking
f =
(
∂Φ
∂zk
∗ u
)
u˜ =
∂Φ
∂zk
+
∂u
∂zk
u˜ =
∂Φ
∂zk
+ Γk
in (7), we obtain the first equality in (19):(
∂Φ
∂zk
+ Γk
)
∗u g =
((
∂Φ
∂zk
∗ u
)
u˜
)
∗u g =(
∂Φ
∂zk
∗ u ∗ v ∗ (gu)
)
u˜ =
(
∂Φ
∂zk
∗ (gu)
)
u˜ =
∂Φ
∂zk
g + g
∂u
∂zk
u˜+
∂g
∂zk
=
∂g
∂zk
+
∂Φ
∂zk
g + gΓk.
The second equality in (19) is straightforward. 
Lemma 8. The following formula holds:(
eΦ(z+η,z¯)−Φ(z,z¯)u(z + η, z¯)u˜(z, z¯)
)
∗u g =
eΦ(z+η,z¯)−Φ(z,z¯)g(z + η, z¯)u(z + η, z¯)u˜(z, z¯).(20)
Proof. Lemma 7 means that the operator
Xk := ru˜e
−Φ
(
∂
∂zk
)
eΦru
is a left multiplication operator with respect to the star product ∗u.
Therefore,
exp
{
ηkXk
}
= ru˜e
−Φ
(
eη
k ∂
∂zk
)
eΦru
is a left multiplication operator with respect to the product ∗u extended
to the formal series in η, η¯ by (η, η¯)-linearity. We compute directly that
exp
{
ηkXk
}
g = eΦ(z+η,z¯)−Φ(z,z¯)g(z + η, z¯)u(z + η, z¯)u˜(z, z¯)
for a matrix-valued function g(z, z¯). Applying the operator exp
{
ηkXk
}
to the identity matrix (which is the identity for the product ∗u), we
obtain that it is the left ∗u-multiplication operator by
eΦ(z+η,z¯)−Φ(z,z¯)u(z + η, z¯)u˜(z, z¯),
which concludes the proof. 
Lemma 9. The following formula holds:
(21) exp{ηk∇k}g = u(z, z¯)u˜(z + η, z¯)g(z + η, z¯)u(z + η, z¯)u˜(z, z¯).
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Proof. The proof is obtained from the formula
exp{ηk∇k}g = u
(
exp
{
ηk
∂
∂zk
}
(u˜gu)
)
u˜
by a direct computation. 
Using Lemma 5, we rewrite (20) as follows,
eΦ(z+η,z¯)−Φ(z,z¯)g(z + η, z¯)u(z + η, z¯)u˜(z, z¯) =(22)
∇L¯
(
eΦ(z+η,z¯)−Φ(z,z¯)u(z + η, z¯)u˜(z, z¯)
)
C L¯I∇Ig.
We set
YL¯(z, z¯, η) := u(z, z¯)u˜(z + η, z¯)e
−Φ(z+η,z¯)+Φ(z,z¯)(23)
∇L¯
(
eΦ(z+η,z¯)−Φ(z,z¯)u(z + η, z¯)u˜(z, z¯)
)
.
Formulas (21) and (22) imply that
exp{ηk∇k}g = YL¯C
L¯I∇Ig.(24)
Since g is arbitrary, (24) is equivalent to the equality
1
|I|!
ηI = YL¯C
L¯I .
To finish the proof of the first formula in (18) it suffices to verify that
YL¯ =
∑
K
1
|K|!
ηKEKL¯
or, equivalently, that∑
L¯
1
|L¯|!
YL¯η¯
L =
∑
K,L¯
1
|K|!|L¯|!
EKL¯η
K η¯L = E(η, η¯).
We have from (23) and the fact that ∇l¯ =
∂
∂z¯l
that∑
L¯
1
|L¯|!
YL¯η¯
L = u(z, z¯)u˜(z + η, z¯)e−Φ(z+η,z¯)+Φ(z,z¯)
exp
{
η¯l
∂
∂z¯l
}(
eΦ(z+η,z¯)−Φ(z,z¯)u(z + η, z¯)u˜(z, z¯)
)
= E(η, η¯).
The second formula can be proved similarly starting with (5). Theo-
rem 1 is proved.
Lemma 7 has the following important application. Assume that
(E, u) is a holomorphic Hermitian line bundle. Since the endomorphism
bundle of a line bundle is the trivial line bundle, then the associated
product ∗u is a global star product with separation of variables on the
scalar-valued functions on M . Denote by κ the curvature (1, 1)-form
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of the canonical Hermitian connection on (E, u) given locally by the
formula κ = i∂∂¯ log u.
Proposition 2. The characterizing form of the star product ∗u asso-
ciated to a holomorphic Hermitian line bundle (E, u) is ω + κ.
Proof. In the scalar case (d = 1),
Γk =
∂ log u
∂zk
.
It follows from (19) that
∂(Φ + log u)
∂zk
∗u g =
∂(Φ + log u)
∂zk
g +
∂g
∂zk
.
Now the statement of the proposition follows from the condition (4).

7. Operators on a formal Fock space
In this section we define a formal Fock space V and an algebra of
operators on V. We will use the same assumptions as in Section 6. We
introduce scalar-valued tensors GKL¯ and G
L¯K separately symmetric in
K and L¯, such that GKL¯ = 0 and G
L¯K = 0 if |K| 6= |L¯|,
Gk1...kr l¯1...l¯r =
1
νrr!
∑
σ∈Sr
gk1 l¯σ(1) . . . gkr l¯σ(r), and
Gl¯1...l¯rk1...kr =
νr
r!
∑
σ∈Sr
g l¯σ(1)k1 . . . g l¯σ(r)kr .
It can be checked that
GKL¯G
L¯I = ∆IK and G
J¯KGKL¯ = ∆
J¯
L¯.
The tensors GKL¯ andG
L¯K will be used to raise and lower tensor indices.
We define matrix-valued tensors CIK and E
I
K as follows:
CIK = GKL¯C
L¯I and EIK = EKL¯G
L¯I .
Formulas (18) imply that
(25) EPKC
I
P = ∆
I
K and C
P
KE
I
P = ∆
I
K .
We want to interpret (25) as inversion formulas for operators on a
formal Fock space. A formal Fock space V is defined as the set of all
ν-formal matrix-valued tensors
f = fI =
∑
r≥0
νrfr,I
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whose components fr,I are symmetric in I. We denote by Ø the space
of ν-formal matrix-valued tensors
AIK =
∑
r≥0
νrAIr,K
separately symmetric in I and K and such that for any fixed p and r
there is an integer q such that AIr,K = 0 provided |K| = p and |I| > q.
A tensor AIK ∈ Ø acts on the formal Fock space V as a ν-linear operator
with the (infinite) matrix AIK ,
V ∋ f = fK 7→ A
I
KfI .
The tensors from Ø form an algebra with the identity ∆IK . The com-
position of tensors AIK and B
I
K is A
P
KB
I
P .
We want to show that the tensor CIK is from Ø. We write it as a
series in ν,
CIK =
∑
s∈Z
νsCIs,K,
whence
(26) C
i1...iq
s,k1...kp
= gk1 l¯1 . . . gkpl¯pC
l¯1...l¯pi1...iq
s+p .
The star product ∗u is natural. Therefore, if the component C
L¯K
r is
nonzero, then |L| ≤ r and |K| ≤ r. It follows from (26) that if CIs,K is
nonzero, then s ≥ 0 and q ≤ s + p, which implies that CIK is from Ø.
We have proved the following statement.
Proposition 3. The tensor CIK defines an operator on the formal Fock
space V.
In the subsequent sections we will show that the tensor EIK is also
from Ø. Then (25) will imply that the operators on V corresponding
to EIK and C
I
K are inverse to each other.
8. Feynman graphs and tensors
In this section we use the same assumptions as in Section 6. We
will define a set M of equivalence classes of Feynman graphs and its
subset N . Recall that a directed graph without cycles has a natural
partial order ≻ on its vertices such that for vertices v and w we have
v ≻ w if there is a directed path from v to w.
A graph fromM is a directed graph with multiple edges and without
cycles. It has two external vertices, the source ı with no incoming edges,
and the sink ø with no outgoing edges. It has a possibly empty set of
internal vertices, which are regular or special. A regular vertex has an
integral weight r ≥ −1. The special vertices are linearly ordered. The
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linear order > on the special vertices agrees with the partial order ≻ on
all vertices so that if s1 ≻ s2 for special vertices s1, s2, then s1 > s2 (a
directed path connecting s1 and s2 may pass through regular vertices).
Each internal vertex has at least one incoming and at least one outgoing
edge. Moreover, the total number of edges incident to a regular vertex
of weight r = −1 is at least three. The type of a regular internal
vertex of weight r is the triple (p, q, r) and the type of a special internal
vertex is the pair (p, q), where p and q are the numbers of incoming and
outgoing edges, respectively. An isomorphism of two graphs from M
respects the source, the sink, the regular internal vertices, their weights,
the special internal vertices, and their linear order. For a graph Γ from
M we denote by [Γ] ∈ M its equivalence class, by Aut(Γ) the group
of automorphisms of Γ, by |Aut(Γ)| its order, by s(Γ) the number of
special internal vertices, by p(Γ) the degree of the sink, and by q(Γ)
the degree of the source of Γ. The subset N ⊂ M consists of the
equivalence classes of graphs which have no edges connecting internal
vertices. Each edge of a graph from N connects an internal vertex with
the source or the sink, or connects the source directly with the sink.
We relate to each graph Γ from M matrix-valued tensors ΓKL¯,Γ
I
K ,
and ΓL¯K separately symmetric in I,K, and L¯ and such that
ΓIK = ΓKL¯G
L¯I = GKL¯Γ
L¯I .
The tensor ΓL¯K is constructed as follows. To each regular internal
vertex of type (p, q, r) we relate the scalar-valued function
(27) νr
∂p+qΦr
∂zk1 . . . zkp z¯l1 . . . z¯lq
.
To each special internal vertex of type (p, q) we relate the matrix-valued
function
(28) Hk1...kp l¯1...l¯q ,
where the tensor HKL¯ is given by formula (15). To each edge we relate
the tensor νg l¯k so that the holomorphic index k corresponds to its head
and the antiholomorphic index l¯ corresponds to its tail. Then we con-
tract the upper and lower indices according to the incidences of edges
and vertices and compose the matrix-valued factors corresponding to
the special vertices in the descending order from left to right (i.e., the
special vertex corresponding to the left-most matrix-valued factor is
the largest with respect to the linear order). Finally, we separately
symmetrize the resulting matrix-valued tensor in the holomorphic and
antiholomorphic indices corresponding to the sink and the source, re-
spectively. Observe that ΓL¯K = 0 unless |K| = p(Γ) and |L¯| = q(Γ).
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In order to construct the tensor ΓIK , we relate to each regular internal
vertex of type (p, q, r) the scalar-valued function
νr+q
∂p+qΦr
∂zk1 . . . zkp z¯l1 . . . z¯lq
g l¯1i1 . . . g l¯qiq
and we relate to each special vertex of type (p, q) the matrix-valued
function
νqHk1...kp l¯1...l¯qg
l¯1i1 . . . g l¯qiq .
The lower and upper holomorphic indices correspond to the incoming
and outgoing edges, respectively. To each edge directly connecting
the source with the sink we relate a copy of the Kronecker tensor δik.
Then we contract the upper and lower holomorphic indices according
to the incidences of edges and vertices and compose the matrix-valued
factors corresponding to the special vertices according to their order.
Finally, we separately symmetrize the resulting matrix-valued tensor
in the upper and lower holomorphic indices corresponding to the sink
and the source, respectively. We have that ΓIK = 0 unless |I| = p(Γ)
and |K| = q(Γ).
We will need the tensor ΓKL¯ only if the graph Γ is from N , in which
case we construct it as follows. We relate to each regular internal ver-
tex of type (p, q, r) the scalar-valued function (27) and to each special
internal vertex of type (p, q) the matrix-valued function (28). To each
edge directly connecting the source with the sink we relate the tensor
(1/ν)gkl¯. We ignore the other edges. Thus, in a graph from N , we
treat an edge connecting the source directly with the sink as if it con-
tains an invisible regular internal vertex of type (1, 1,−1). Then we
multiply the functions corresponding to the internal vertices so that
the matrix-valued functions are multiplied according to the order of
the corresponding special vertices, and separately symmetrize the re-
sulting tensor with respect to the holomorphic and antiholomorphic
indices. We have that ΓKL¯ = 0 unless |K| = q(Γ) and |L| = p(Γ).
Example. The following graph Γ with one regular internal vertex of
type (1, 2, 3) is from N :
(29) ◦in •3 ◦out//
,,
22
.
For this graph p(Γ) = 2,q(Γ) = 1, and s(Γ) = 0. The tensor
ΓL¯K = 0 unless |L¯| = 1 and |K| = 2, in which case
Γl¯k1k2 = ν6g l¯k
∂Φ3
∂zk∂z¯l1∂z¯l2
g l¯1k1g l¯2k2 .
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The tensor ΓIK = 0 unless |I| = 2 and |K| = 1, and
Γi1i2k = ν
5 ∂Φ3
∂zk∂z¯l1∂z¯l2
g l¯1i1g l¯2i2 .
The tensor ΓKL¯ = 0 unless |K| = 1 and |L¯| = 2, and
Γkl¯1 l¯2 = ν
3 ∂Φ3
∂zk∂z¯l1∂z¯l2
.
To prove the following lemma we slightly modify the proof of Lemma 4
from [18].
Lemma 10. Let a(Γ) be an arbitrary complex-valued function on M.
Then the tensor
(30) AIK =
∑
[Γ]∈M
a(Γ)ΓIK
is from Ø and thus determines an operator on the formal Fock space V.
The summation in (30) is over a set of representatives of the classes
from M.
9. A graph-theoretic formula for the tensor EIK
In this section we consider Feynman graphs only from N . We denote
by N the set of positive integers and by Z≥0 the set of nonnegative
integers, and set [k] := {1, 2, . . . k} for k ∈ N and [0] := ∅. It will be
convenient to treat an edge in a graph from N connecting the source
directly with the sink as if it contains an invisible regular internal vertex
of type (1, 1,−1). The set of types of regular internal vertices is
T := {(p, q, r) ∈ Z3|p, q ≥ 1, r ≥ −1}.
Let Γ be a graph from N with k ≥ 0 special vertices sk > . . . > s1.
The ordering functions P,Q : [k]→ N give the type (P(i),Q(i)) of the
special internal vertex si. The multiplicity function of regular vertices
of Γ is a mapping n : T → Z≥0 with a finite support. The value
n(1, 1,−1) is the number of edges connecting the source directly with
the sink.
A graph Γ from N is completely determined by the data (n, k,P,Q),
where P,Q ∈ N[k]. Its group of automorphisms Aut(Γ) permutes for
each type (p, q, r) the n(p, q, r) regular internal vertices of that type and
the n(1, 1,−1) edges connecting the source directly with the sink, and
separately permutes the incoming and outgoing edges of each internal
vertex. Therefore, the order of Aut(Γ) is a function of (n, k,P,Q),
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|Aut(Γ)| = λ(n, k,P,Q), where
λ(n, k,P,Q) =

 ∏
(p,q,r)∈T
n(p, q, r)!(p!q!)n(p,q,r)

 k∏
i=1
(P(i)!Q(i)!).
We will write the Calabi functions D = Dω and H = Hu as formal
series,
D =
∑
(p,q,r)∈T
1
p!q!
Dp,q,r and H =
∑
p,q≥1
1
p!q!
Hp,q,
where
Dp,q,r = ν
r ∂
p+qΦr
∂zk1 . . . zkp z¯l1 . . . z¯lq
ηk1 . . . ηkp η¯l1 . . . η¯lq
and
Hp,q = Hk1...kpl¯1...l¯qη
k1 . . . ηkp η¯l1 . . . η¯lq
are both homogeneous of bidegree (p, q) with respect to the variables η, η¯.
We want to express E = exp{D +H} in terms of Dp,q,r and Hp,q. On
the one hand,
eD =
∑
n
∏
(p,q,r)∈T
1
n(p, q, r)!
(
1
p!q!
Dp,q,r
)n(p,q,r)
,
where the summation is over the multiplicity functions. On the other
hand,
eH =
∞∑
k=0
1
k!

 ∑
P,Q∈N[k]
k∏
i=1
1
P(i)!Q(i)!
k∏
i=1
HP(i),Q(i)

 ,
where we write the product of the matrix-valued factors as
k∏
i=1
HP(i),Q(i) = HP(k),Q(k)HP(k−1),Q(k−1) . . .HP(1),Q(1).
Therefore,
(31) E =
∑
(n,k,P,Q)
1
λ(n, k,P,Q)k!
∏
(p,q,r)∈T
(Dp,q,r)
n(p,q,r)
k∏
i=1
HP(i),Q(i),
where the summation is over the tuples (n, k,P,Q) with P,Q ∈ N[k].
Observe that if Γ is a graph from N parameterized by (n, k,P,Q),
then ∏
(p,q,r)∈T
(Dp,q,r)
n(p,q,r)
k∏
i=1
HP(i),Q(i) = ΓKL¯η
K η¯L.
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Formula (31) can be rewritten as follows:
E(η, η¯) =
∑
[Γ]∈N
1
|Aut(Γ)| s(Γ)!
ΓKL¯η
K η¯L.
Using the fact that ΓKL¯ = 0 unless |K| = q(Γ) and |L¯| = p(Γ), we get
that
(32) EKL¯ =
∑
[Γ]∈N
p(Γ)!q(Γ)!
|Aut(Γ)| s(Γ)!
ΓKL¯.
Lifting the antiholomorphic tensor index L¯ in (32) by the tensor GL¯I ,
we obtain the following theorem:
Theorem 2. The tensor EIK is given by the graph-theoretic formula
(33) EIK =
∑
[Γ]∈N
p(Γ)!q(Γ)!
|Aut(Γ)| s(Γ)!
ΓIK .
The tensor EIK is thus represented in the format of (30). Lemma 10
implies that this tensor is from Ø. Using formulas (25), we arrive at
the following theorem.
Theorem 3. The tensors EIK and C
I
K determine inverse operators on
the formal Fock space V.
10. A composition formula
In this section we define two dual operations on graphs from M,
concatenation and partition, and use these operations to prove a com-
position formula for operators on the formal Fock space V expressed in
terms of graphs from M.
Given a graph Γ from M, recall that ΓIK = 0 unless |K| = q(Γ) and
|I| = p(Γ). If Γ1 and Γ2 are two graphs from M, the tensors (Γ1)IK
and (Γ2)
I
K are composable if p(Γ1) = q(Γ2). If this condition holds, we
will say that the graphs Γ1 and Γ2 are composable.
We define an operation of concatenation of composable graphs Γ1
and Γ2 fromM. For i = 1, 2 let Ii and Oi be the sets of edges incident
to the source and the sink of the graph Γi, respectively. We set
n := p(Γ1) = q(Γ2) = |O1| = |I2|.
Let τ : O1 → I2 be a bijection. The concatenation of graphs Γ1 and Γ2
corresponding to τ is a graph from M denoted by Γ1#τΓ2 and con-
structed as follows. The sink from Γ1 and the source from Γ2 are
removed and the loose end of each edge e ∈ O1 is spliced with the loose
end of the egde τ(e) ∈ I2. There is a unique linear order on the special
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internal vertices of Γ1#τΓ2 which agrees with the linear order on the
special vertices of Γ1 and Γ2 and is such that each special vertex of
Γ1#τΓ2 inherited from Γ1 is greater than every special vertex inher-
tied from Γ2. With this order, each concatenation Γ1#τΓ2 is from M.
Clearly,
q(Γ1#τΓ2) = q(Γ1) and p(Γ1#τΓ2) = p(Γ2).
The composition of the tensors (Γ1)
I
K and (Γ2)
I
K can be given by the
formula
(34) (Γ1)
P
K(Γ2)
I
P =
1
n!
∑
τ
(Γ1#τΓ2)
I
K ,
where the summation is over the n! bijections τ : O1 → I2.
Given a graph Γ from M, we say that pi is an admissible partition
of Γ if the set of internal vertices of Γ is partitioned into two sets V pi1
and V pi2 such that each special vertex from V
pi
1 is greater than every
special vertex from V pi2 and every edge connecting ı ∪ V
pi
1 with V
pi
2 ∪ ø
has its tail in ı ∪ V pi1 and head in V
pi
2 ∪ ø.
Example. If Γ1 and Γ2 are composable graphs from M, then any
concatenation Γ1#τΓ2 has a natural admissible partition, piτ , into the
vertices inherited from Γ1 and Γ2.
If a partition pi of Γ is admissible, we construct two graphs Γpi1 and
Γpi2 from M as follows. The graph Γ
pi
1 is obtained from Γ by removing
the vertices from V pi2 and the edges between the vertices in V
pi
2 ∪ ø, and
connecting the loose ends to the sink ø. The graph Γpi2 is obtained from
Γ by removing the vertices from V pi1 and the edges between the vertices
in ı ∪ V pi1 , and connecting the loose ends to the source ı. The set of
edges in Γ connecting vertices from ı ∪ V pi1 with vertices from V
pi
2 ∪ ø
naturally bijectively corresponds to the set Opi1 of vertices in Γ
pi
1 incident
to the sink and to the set of vertices Ipi2 in Γ
pi
2 incident to the source.
Thus, there is a natural bijection τpi : Opi1 → I
pi
2 . The graph Γ
pi
1#τpiΓ
pi
2
is canonically identified with the graph Γ and the natural partition of
Γpi1#τpiΓ
pi
2 corresponds to pi under this identification.
Fix graphs Γ,Γ1, and Γ2 fromM such that Γ1 and Γ2 are composable
and Γ is isomorphic to some concatenation of Γ1 and Γ2. Denote by T
the set of bijections τ : O1 → I2 such that Γ1#τΓ2 is isomorphic to Γ
and by Π the set of admissible partitions pi of Γ such that Γpi1 and Γ
pi
2
are isomorphic to Γ1 and Γ2, respectively.
Lemma 11. The following identity holds,
(35)
|T|
|Aut(Γ1)||Aut(Γ2)|
=
|Π|
|Aut(Γ)|
.
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Proof. Given τ ∈ T and pi ∈ Π, denote by E(τ, pi) the set of isomor-
phisms γ of graphs Γ1#τΓ2 and Γ such that the natural partition piτ
of Γ1#τΓ2 corresponds to the partition pi of Γ under this isomorphism.
For i = 1, 2 let γi be an isomorphism of Γi and Γ
pi
i such that γ1, γ2
transfer the bijection τ : O1 → I2 to τpi : Opi1 → I
pi
2 . Denote by E(pi, τ)
the set of such pairs (γ1, γ2). There is a natural bijection from E(τ, pi)
to E(pi, τ) (γ induces γ1 and γ2 and vice versa).
Consider a bipartite graph B whose set of vertices consists of the
independent sets Π and T and the set of edges connecting pi ∈ Π with
τ ∈ T is identified with E(τ, pi) or E(pi, τ). Given a bijection τ ∈ T,
consider any isomorphism γ of Γ1#τΓ2 and Γ. Transferring the natural
partition piτ of Γ1#τΓ2 to Γ via γ we obtain an admissible partition
pi ∈ Π. Then γ corresponds to an edge connecting the vertices pi and τ .
It follows that the degree of each vertex from T is |Aut(Γ)|.
Given a partition pi ∈ Π, consider for i = 1, 2 an isomorphism γi of
Γpii and Γi. Using the isomorphisms γ1 and γ2 we transfer the natural
bijection τpi : Opi1 → I
pi
2 to some bijection τ ∈ T. Then the pair (γ1, γ2)
corresponds to an edge connecting pi and τ . Therefore, the degree of
each vertex from Π is |Aut(Γ1)||Aut(Γ2)|. Calculating the number of
edges in B as |T ||Aut(Γ)| and as |Π||Aut(Γ1)||Aut(Γ2)|, we obtain the
identity (35). 
Assume that a(Γ) and b(Γ) are complex-valued functions on M.
According to Lemma 10, the tensors
(36) AIK =
∑
[Γ]∈M
a(Γ)
|Aut(Γ)|
ΓIK and B
I
K =
∑
[Γ]∈M
b(Γ)
|Aut(Γ)|
ΓIK
define operators on the formal Fock space V and thus have a well defined
composition. We will prove the following composition formula.
Theorem 4. The composition of tensors (36) is given by the formula
(37) APKB
I
P =
∑
[Γ]∈M
1
|Aut(Γ)|
∑
pi
a(Γpi1 )b(Γ
pi
2 )
npi!
ΓIK ,
where the summation in the inner sum is over the admissible parti-
tions pi of the graph Γ and npi = p(Γ
pi
1 ) = q(Γ
pi
2 ).
Proof. Assume that Γ1 and Γ2 are graphs from M such that p(Γ1) =
q(Γ2) and denote by n the common value of p(Γ1) and q(Γ2). We
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reduce the proof to the case where a(Γ) and b(Γ) are the character-
istic functions of [Γ1] and [Γ2], respectively. Taking into account for-
mula (34), we get that (37) reduces to
(38)
1
|Aut(Γ1)||Aut(Γ2)|
∑
τ
(Γ1#τΓ2)
I
K =
∑
[Γ]∈M
λ(Γ)
|Aut(Γ)|
ΓIK ,
where the summation on the left-hand side of (38) is over the bijections
τ : O1 → I2, and λ(Γ) is the number of admissible partitions pi of Γ
such that Γpi1 and Γ
pi
2 are isomorphic to Γ1 and Γ2, respectively. Clearly,
λ(Γ) is supported on the graphs isomorphic to concatenations of Γ1
and Γ2. Then for each representative Γ from M in the sum on the
right-hand side of (38) the contribution of the tensor ΓIK to both sides
of (38) is the same according to the identity (35). 
11. A formula for the star product ∗u
In this section we give an expression for the tensor C L¯K in terms of
graphs from M.
We will call an internal vertex of a graph from M frontal if all in-
coming edges incident to this vertex are outgoing only from the source.
Fix a graph Γ fromM and denote by X(Γ) the set of its frontal regular
vertices. Assume that Γ has k = s(Γ) ≥ 0 special internal vertices. It
will be convenient to enumerate the special vertices in Γ in the ascend-
ing order, sk > sk−1 > . . . > s1. We denote by l(Γ) the length of the
longest chain sk > sk−1 > . . . consisting only of frontal special vertices,
i.e., l(Γ) = 0 if there are no frontal special vertices, the vertices si with
k ≥ i ≥ k − l(Γ) + 1 are frontal, and if l(Γ) < k, then sk−l(Γ) is not
frontal.
Lemma 12. If Γ has at least one internal vertex, then there exists a
frontal vertex and |X(Γ)|+ l(Γ) > 0.
Proof. For every non-frontal internal vertex there is an incoming edge
outgoing from another internal vertex, and following these edges (from
the head towards the tail) one will arrive at a frontal vertex. If |X(Γ)| >
0, we are done. If |X(Γ)| = 0, then all frontal vertices of Γ are special.
Assume that for k = s(Γ) the vertex sk is not frontal. Then, as shown
above, there exists a directed path from a frontal vertex si to sk, where
i < k. This contradicts the assumption that Γ is fromM. Therefore sk
is frontal and l(Γ) ≥ 1. 
Lemma 13. Let Γ be a graph from M with k ≥ 0 special internal
vertices. Then for each i satisfying 0 ≤ i ≤ k there exists a unique
QUANTIZATION OF ENDOMORPHISM BUNDLE 25
admissible partition σi of the graph Γ such that the graph Γ
σi
2 has no
regular frontal vertices and exactly i special vertices.
Proof. The partition σi of Γ is constructed as follows. Let V be the set
of all internal vertices and sk > sk−1 > . . . > s1 be the special vertices
of Γ. Define V σi2 as the subset of V consisting of the special vertices
si > si−1 > . . . > s1 and the regular vertices which can be reached by
a directed path starting at one of these special vertices. Observe that
each edge whose tail is in V σi2 can have its head in V
σi
2 or at the sink.
Set V σi1 = V \V
σi
2 . It is easy to verify that the partition σi satisfies the
conditions of the lemma. 
For n ∈ Z≥0 denote by Λn a graph fromM with no internal vertices
and n edges. The tensor ∆IK admits the following representation,
∆IK =
∞∑
n=0
(Λn)
I
K =
∑
[Γ]∈M
d(Γ)
|Aut(Γ)|
ΓIK ,
where d(Λn) = n! and d(Γ) = 0 if Γ has at least one internal vertex.
We want to find a function c(Γ) on M such that
(39) CIK =
∑
[Γ]∈M
c(Γ)
|Aut(Γ)|
ΓIK .
To this end we have to satisfy the condition that the tensor given by
the right-hand side of (39) is, say, right inverse to EIK . According to
formulas (33) and (37) the function c(Γ) has to satisfy the equation
(40) d(Γ) = q(Γ)!
∑
pi
c(Γpi2)
s(Γpi1 )!
for every graph Γ from M. The summation in (40) is over the admis-
sible partitions pi of the graph Γ such that Γpi1 is from N . For Γ = Λn
there is only the trivial partition pi. For this partition Γpi1 = Γ
pi
2 = Λn
and (40) holds if c(Λn) = 1.
Now assume that Γ has at least one internal vertex and k ≥ 0 special
vertices sk > sk−1 > . . . > s1. We have to determine the function c(Γ)
such that the right-hand side of (40) be zero. We will be looking for
the function c(Γ) using the following ansatz. According to Lemma 13,
there is an admissible partition σk of Γ such that the graph Γ˜ := Γ
σk
2
has no regular frontal vertices and k special vertices, i.e., s(Γ) = s(Γ˜).
We will assume that
c(Γ) = (−1)R(Γ)−R(Γ˜)c(Γ˜),
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where R(Γ) denotes the number of regular internal vertices of the
graph Γ. We will show that under this assumption the function c(Γ)
is uniquely determined on the graphs with no regular frontal vertices,
and therefore on all graphs from M.
An admissible partition pi of Γ such that Γpi1 is from N is determined
by an arbitrary subset Y ⊂ X(Γ) and an integer j satisfying k ≥ j ≥
k − l(Γ), so that the set of internal vertices of Γ inherited by Γpi1 is
Y ∪ {sj+1, sj+2, . . . , sk} and the special vertices of Γpi2 are sj > sj−1 >
. . . > s1. Observe that if pi is an admissible partition of Γ such that Γ
pi
2
has t special vertices, then Γ˜pi2
∼= Γσt2 . We have, using the ansatz,∑
pi
c(Γpi2 )
s(Γpi1 )!
=
∑
pi
(−1)R(Γ
pi
2 )−R(Γ˜
pi
2 )c(Γ˜pi2 )
s(Γpi1 )!
=(41)
k∑
j=k−l(Γ)
c(Γ
σj
2 )
(k − j)!
∑
Y⊂X(Γ)
(−1)R(Γ)−|Y |−R(Γ
σj
2 ).
If X(Γ) is nonempty, then ∑
Y⊂X(Γ)
(−1)|Y | = 0.
Therefore, the value of the expression (41) is zero, which agrees with
the condition (40). Now assume that X(Γ) is empty, i.e., the graph Γ
has no regular frontal vertices. Then the following equation has to be
satisfied,
(42)
k∑
j=k−l(Γ)
(−1)R(Γ)−R(Γ
σj
2 )c(Γ
σj
2 )
(k − j)!
= 0.
For i satisfying 0 ≤ i ≤ k we set Γi := Γ
σi
2 . In particular, Γk = Γ,Γ0 =
Λk, and s(Γi) = i. Starting with the graph Γi in (42) instead of Γ
for 1 ≤ i ≤ k, we obtain a triangular system of k + 1 equations in
the variables c(Γi), 0 ≤ i ≤ k, whose matrix is unipotent. The first k
equations are
(43)
i∑
j=i−l(Γi)
(−1)R(Γi)−R(Γj )c(Γj)
(i− j)!
= 0
for i = k, k − 1, . . . , 1, and the last one is c(Γ0) = 1. It can be solved
explicitly providing the value of c(Γ) for a graph Γ with no frontal
regular vertices, whence one can obtain the function c(Γ) on the whole
set M.
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Theorem 5. Let Γ be a graph from M with k special vertices sk >
sk−1 > . . . > s1 and σi, 0 ≤ i ≤ k, be the admissible partition of Γ
such that the graph Γi = Γ
σi
2 has i special vertices si > si−1 > . . . > s1
and no frontal regular vertices. Let li be the length of the longest chain
si > si−1 > . . . of frontal special vertices in the graph Γi. If Γ has no
special vertices, then
(44) c(Γ) = (−1)R(Γ).
If k ≥ 1, then
(45) c(Γ) =
k−1∑
n=0
∑
k0,...,kn+1
(−1)R(Γ)+n+1
(k0 − k1)!(k1 − k2)! . . . (kn − kn+1)!
,
where the summation in the inner sum is over the (n + 2)-tuples of
integers {k0, . . . , kn+1} such that k0 = k, kn+1 = 0, and lki ≥ ki −
ki+1 ≥ 1 for 0 ≤ i ≤ n.
Example. If Γ is a graph from N with no regular vertices and k
special vertices, then so are the graphs Γi and l(Γi) = i. It is easy to
check that c(Γi) =
(−1)i
i!
. In particular, Γ = Γk and c(Γ) =
(−1)k
k!
.
We conclude that the star product ∗u is given by the formula
(46) f ∗u g = (∇L¯f)

 ∑
[Γ]∈M
c(Γ)
|Aut(Γ)|
ΓL¯K

 (∇Kg) .
Remark. If, in the notations of Section 6, (E, u) is the trivial line
bundle with u = 1, then ∗u = ∗, the graphs in M have no special
vertices, c(Γ) is given by formula (44), and (46) renders Gammelgaard’s
formula for the star product ∗ with a different sign convention (in
the original Gammelgaard’s formula c(Γ) = 1) and with the formal
parameter ν incorporated in the tensor ΓL¯K .
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