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Me´thodes nume´riques et formelles pour l’inge´nierie des
re´seaux biologiques :
Traitement de l’information par des populations d’oscillateurs,
Approches par contraintes et Taxonomie des re´seaux biologiques.
Re´sume´. Cette the`se concerne l’inge´nierie des syste`mes complexes a` partir
d’une dynamique souhaite´e. En particulier, nous nous inte´ressons aux popu-
lations d’oscillateurs et aux re´seaux de re´gulation ge´ne´tique.
Dans une premie`re partie, nous nous fondons sur une hypothe`se, introduite
en neurosciences, qui souligne le roˆle de la synchronisation neuronale dans le
traitement de l’information cognitive.
Nous proposons de l’utiliser sur un plan plus large pour e´tudier le traite-
ment de l’information par des populations d’oscillateurs. Nous discutons des
isochrons de quelques oscillateurs classe´s selon leurs syme´tries dans l’espace
des e´tats. Cela nous permet d’avoir un crite`re qualitatif pour choisir un
oscillateur. Par la suite, nous de´finissons des proce´dures d’impression, de
lecture et de re´organisation de l’information sur une population d’oscilla-
teurs. En perspective, nous proposons un syste`me a` couches d’oscillateurs
de Wilson-Cowan. Ce syste`me juxtapose convenablement synchronisation et
de´synchronisation a` travers l’utilisation de deux formes de couplage : un cou-
plage continu et un couplage par pulsation. Nous finissons en proposant une
application de ce syste`me : la de´tection de contours dans une image.
En deuxie`me partie, nous proposons d’utiliser une approche par contraintes
pour identifier des re´seaux de re´gulation ge´ne´tique a` partir de connaissances
partielles sur leur dynamique et leur structure. Le formalisme que nous
utilisons est connu sous le nom de re´seaux d’automates boole´ens a` seuil
ou re´seaux Hopfield-semblables. Nous appliquons cette me´thode, afin de
de´terminer le re´seau de re´gulation de la morphogene`se florale d’Arabidopsis
thaliana. Nous montrons l’absence d’unicite´ des solutions dans l’ensemble
des mode`les valides (ici, 532 mode`les). Nous montrons le potentiel de cette
approche dans la de´termination et la classification de mode`les de re´seaux de
re´gulation ge´ne´tique.
L’ensemble de ces travaux me`ne a` un certain nombre d’applications, en par-
ticulier dans le de´veloppement de nouvelles me´thodes de stockage de l’infor-
mation et dans le design de syste`mes de calcul non conventionnel.
Mots-cle´s. e´vocation mne´sique, synchronisation et de´synchronisation, pop-
ulations d’oscillateurs, approche par contraintes, robustesse, re´seaux de re´gulation
ge´ne´tique.
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Numerical and formal methods for biological networks
engineering :
Computing by populations of oscillators, constraint-based approaches
and taxonomy of biological networks.
Abstract. This thesis is concerned by the engineering of complex systems
from a desired dynamics. Particularly, we are interested by populations of
oscillators and genetic regulatory networks.
In a first part, we start from a hypothesis introduced in neuroscience, which
highlight the role of neural synchronization in the cognitive processing. We
propose to use this hypothesis in a more general panorama to investigate the
computing with populations of oscillators. We discuss about the isochrons
of few oscillators selected according to their symmetry in the state space.
Therefore, we define procedures for making footprints, for reading and for
reorganizing information by a population of oscillators. As a perspective, we
propose a system of lattices of Wilson-Cowan oscillators organized in sev-
eral interconnected layers. This system properly mixes synchronization and
desynchronization by using two types of coupling : pulsed and continuous
coupling. At the end of this part, we propose to use this system in order to
detect the edges of an image.
In the second part, we propose a constraint-based approach to determine the
structure of genetic regulatory networks starting from incomplete knowledge
on their structure and their dynamics. The formalism we use is widely called
thresholded Boolean automata networks or Hopfield-like networks. As an
proof of concept, we apply this method to determine the regulatory network
of Arabidopsis thaliana flower morphogenesis. We obtain 532 valid models
instead of one unique solution and then classify them by using structural
robustness criteria. By this way, we showed the potential of this approach
in determining and classifying thresholded Boolean automata networks like
genetic regulatory networks or neural networks.
This works leads to many applications, in particular the developpement and
the design of new methods for processing information and the design of sys-
tems of unconventional computing.
Keywords. Mnesic evocation, synchronization and desynchronization, pop-
ulations of oscillators, constraint-based approaches, robustness, genetic reg-
ulatory networks
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Chapitre 1
Introduction
Avant propos
Avant de commencer a` lire cette introduction, j’invite le lecteur non initie´
a` lire le Chapitre 2. Dans ce chapitre, je positionne scientifiquement et philosophique-
ment les questions qui ont motive´ cette the`se. Dans cette introduction, je
pre´sente le sujet et les questions auxquelles cette the`se tente d’apporter des
e´le´ments de re´ponse.
Qu’est ce que la me´moire ? Qu’est ce que se souvenir ? Quelle est la cause
de ces phe´nome`nes ?
Il s’agit des 3 premie`res questions pose´es par Aristote dans son Traite´ sur
la me´moire et la re´miniscence. Cette the`se est motive´e par ces questions.
Elle n’a pas toutefois la pre´tention d’y re´pondre. Re´pondre a` ces questions
serait un pas de plus envers la re´ponse a` une question centrale de notre exis-
tence : Comment la matie`re devient conscience ? (Edelman et Tononi, 2000).
Une re´ponse scientifique a` cette question aurait un effet similaire au passage
d’une vision ge´ocentrique a` une vision he´liocentrique. Elle serait un coup
de graˆce donne´ par le mate´rialisme au spiritualisme. Une simple expe´rience
auto-contemplative et subjective permet de poser des questions annexes, de´ja`
souleve´es en antiquite´ ou encore dans l’e´cole empiriste anglaise (cf. Chapitre
2) :
1. Comment s’effectue la recherche d’un souvenir ?
Quelles sont les e´tapes et les me´canismes du processus d’e´vocation mne´sique ?
Comment s’effectue l’extraction d’un souvenir ?
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2. De quel type est la requeˆte entrante ?
Est-elle un fragment incomplet ou un souvenir associe´ de manie`re nar-
rative ?
3. Qu’est ce qui de´termine la re´ussite ou l’e´chec d’une e´vocation ?
Qu’est ce qui nous permet d’affirmer qu’une image mentale est un sou-
venir et non pas le fruit de notre imagination ?
4. Comment sont me´morise´s les souvenirs ? Quelle est la nature de la
proximite´ entre souvenirs ?
Comment est-elle mise en place ?
5. Y a-t-il une anciennete´ des souvenirs ? Ou` se trouve la trace de l’an-
ciennete´ d’un souvenir ?
Est-elle une proprie´te´ lie´e a` ce souvenir et a` la manie`re avec laquelle il
est stocke´ ?
Ou un autre souvenir associe´, de type temporel ?
Comment cette anciennete´ conditionne-t-elle son e´vocation ?
Graˆce aux de´veloppements des instruments de mesure, le cerveau a pu
eˆtre observe´ a` diffe´rentes e´chelles. Son roˆle, sa cartographie fonctionnelle et
ses unite´s de traitement de l’information cognitive ont pu eˆtre de´cele´s. Cette
leve´e du voile a permis de muter et de transfe´rer ces questions sur un terrain
scientifique, loin du raisonnement pur et de l’auto-contemplation. Certains
me´canismes biochimiques apportent des e´le´ments de re´ponse a` ces questions :
la libe´ration de potentiel d’action dans l’axone est avance´e comme e´tant a`
la base de la communication neuronale et la plasticite´ synaptique comme
e´tant a` la base de l’apprentissage. Cette dernie`re est la cause de l’e´mergence
de la proprie´te´ d’associativite´ des re´seaux de neurones. Elle fut introduite
pour la premie`re fois sous la forme d’une loi par Hebb (1949) 1. Des mode`les
connexionnistes, dont l’unite´ fonctionnelle est un neurone formel, ont permis
d’apporter des e´le´ments de re´ponse a` quelques-unes des questions cite´es ci-
dessus comme aux questions 2 et 4. En effet, ces mode`les sont re´gis par une
loi d’apprentissage. Cette loi calibre les affinite´s entre les neurones du re´seau,
1. “When an axon of cell A is near enough to excite B and repeatedly or persistently
takes part in firing it, some growth process or metabolic change takes place in one or both
cells such that A’s efficiency, as one of the cells firing B, is increased”, Donald Hebb dans
The Organization of Behavior : A Neuro-Physiological Theory
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de manie`re a` ce que l’information a` me´moriser soit un e´tat stationnaire. Une
fois cette phase d’apprentissage acheve´e, e´voquer une information me´morise´e
revient a` pre´senter la bonne entre´e. Elle sera une de´formation ou une partie
de l’information me´morise´e : dans ce cas, on parle de me´moire adressable par
le contenu (Hopfield, 1982). Dans le cas du perceptron (Rosenblatt, 1958),
elle est une information corre´le´e a` l’information me´morise´e, on parle alors
de classification. En employant les termes de la the´orie des syste`mes dy-
namiques, l’information me´morise´e est un attracteur point fixe ou cycle lim-
ite du syste`me. Cela a meˆme e´te´ observe´ dans l’hippocampe par Wills et al.
(2005). Une entre´e e´vocante de cette information est une condition initiale
contenue dans le bassin d’attraction du point fixe. C’est de ce point de vue
que ces syste`mes approchent les questions 1 ; qui sont relatives a` la recherche,
aux me´canismes et e´tapes du processus d’e´vocation. Par contre, ces mode`les
et leurs de´rive´s n’apportent pas d’e´le´ments de re´ponse aux questions 3 et 5 ;
qui sont relatives a` l’e´chec et a` la re´ussite du processus d’e´vocation ainsi qu’a`
l’anciennete´ des souvenirs. Il faudra attendre un changement de perspectives,
qui propose une nouvelle unite´ au traitement cognitif. Il s’agit des oscillations
neuronales.
Ce phe´nome`ne a longtemps e´te´ conside´re´ comme un indicateur du type
d’activite´ cognitive. Sa signature fre´quentielle et sa re´gularite´ donnent un
aperc¸u de l’activite´ globale des populations de neurones, d’une aire ce´re´brale
ou encore celle de tout le cerveau. Une activite´ ce´re´brale mesure´e par EEG
indique, par sa fre´quence et son historique (les activite´s pre´ce´dentes), l’e´tat
de conscience dans lequel se trouve le sujet ; on cite a` titre d’exemple les
rythmes beˆta de 13Hz a` 30Hz, associe´s a` l’e´veil excite´ (exemple : la concen-
tration) et au sommeil paradoxal (Jouvet, 1992) (partie du sommeil pendant
laquelle se produisent les reˆves), les rythmes alpha de 8Hz a` 12Hz, associe´s
a` l’e´veil passif 2 (Berger, 1929) (exemple : repos avec fermeture des yeux)
et les rythmes delta infe´rieurs a` 4Hz, associe´s au sommeil profond. C’est
en partie graˆce aux travaux de Gray et Singer (1989) que des phe´nome`nes
associe´s aux oscillations prennent toute leur importance dans le traitement
cognitif de l’information. Via des observations faites sur les aires du traite-
ment visuel du chat, Gray et Singer (1989) mettent en corre´lation le degre´ de
synchronisation entre une population de neurones et une proprie´te´ du stim-
ulus pre´sente´ a` l’animal. Ce stimulus, qui consiste en une barre lumineuse,
provoque une synchronisation neuronale plus importante, quand son orien-
tation se rapproche plus d’une valeur pre´fe´rentielle. Cette e´tude attribue un
2. Il s’agit des premiers rythmes observe´s par Hans Berger, l’inventeur de
l’e´lectroence´phalogramme.
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roˆle plus grand aux oscillations que celui d’un simple indicateur fonctionnel.
Les auteurs avancent que la synchronisation est un me´canisme par lequel s’-
effectue la liaison entre les diffe´rentes modalite´s d’un percept (par exemple :
la couleur, la forme, etc.).
Plus ge´ne´ralement, ils supposent que la synchronisation a un roˆle dans
l’e´tablissement de liens entre assemble´es neuronales caracte´rise´es par la fre´quence
et la phase propre de leurs oscillations. Ces hypothe`ses sont une proposi-
tion de solution pour re´soudre le proble`me de liaison (von der Malsburg,
1981), dans le cadre du traitement visuel. Ce proble`me, au cœur des neu-
rosciences, pose la question de comment s’effectue l’inte´gration de l’infor-
mation cognitive, ou plus fondamentalement comment s’e´labore l’unite´ de
la conscience (Roskies, 1999; Treisman, 1999). Dans le cas de la me´moire, la
question se pose aussi : Comment diffe´rents e´le´ments mne´siques, de modalite´s
diffe´rentes, sont combine´s pour former un souvenir ? La synchronisation des
oscillations neuronales est une piste prometteuse pour apporter des e´le´ments
de re´ponse aux questions identifie´es au de´but de cette introduction. Il con-
vient donc, pour e´tudier ce me´canisme, de se positionner a` l’e´chelle de popu-
lations e´le´mentaires de neurones capables de ge´ne´rer des oscillations. Partic-
ulie`rement dans le cortex visuel, l’aire corticale visuelle 17 est source de com-
portements pe´riodiques, on peut citer les travaux de Gray et Singer (1989),
dans le bulbe olfactif (Freeman, 1977, 1975), l’exitence d’interactions entre
des populations de neurones excitateurs et inhibiteurs engendre des oscilla-
tions. On appelle ces structures oscillateurs neuronaux. Ils sont capables d’en-
gendrer, comme beaucoup de rythmes biologiques, des oscillations de type
cycle limite et des oscillations faiblement chaotiques (Buzsaki et Draguhn,
2006). Ces structures sont pre´sentes aussi dans l’hippocampe (Buzsaki, 1984;
Bartesaghi et al., 2006; Mori et al., 2007). Cet organe exhibe une activite´ syn-
chrone induite par des inter-neurones GABAergic (Cobb et al., 1995). L’hip-
pocampe est connu pour son roˆle dans la me´moire e´pisodique et la me´moire
spatiale (Tulving et Markowitsch, 1998).
Un mode`le biophysique souvent utilise´ pour mode´liser ces structures est
celui de Wilson et Cowan (1972). Les auteurs ont utilise´ des me´thodes issues
de la physique statistique pour moyenner un mode`le d’activite´ de deux pop-
ulations de neurones interconnecte´s, excitateurs et inhibiteurs. Les re´sultats
montrent des phe´nome`nes d’hyste´re`se 3 simple et multiple et une activite´ de
type cycle limite. Le mode`le de Kuramoto (Strogatz, 2000; Acebron et al.,
3. hyste´re`se : persistance de l’effet, meˆme apre`s la disparition de la cause qui l’a en-
gendre´.
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2005) est plus abstrait que le mode`le de Wilson-Cowan, par le fait qu’il
mode´lise des populations d’oscillateurs couple´s. Les oscillateurs sont car-
acte´rise´s par leurs phase et fre´quence et sont conside´re´s comme e´tant toujours
sur un cycle limite. Ce mode`le fournit un cadre mathe´matique favorable a`
l’e´tude de la synchronisation (ou de la sympathie comme aurait pre´fe`re´ l’ap-
peller Huygens) d’oscillateurs par inter-couplage.
En raison de sa proximite´ a` notre objet d’e´tude, nous sommes motive´s
principalement par l’utilisation du mode`le de Wilson-Cowan dans l’e´tude
de l’e´vocation mne´sique. Nous verrons plus loin que ce mode`le nous per-
met d’envisager des perturbations instantane´es et d’avoir des verrouillages
de phase par couplage entre oscillateurs. Par ailleurs, on e´tudiera le roˆle
de la synchronisation d’oscillateurs en tant que me´canisme d’inte´gration et
de segmentation d’information cognitive. Pour restreindre cette e´tude, je ne
vais pas m’inte´resser a` la synchronisation en tant que phe´nome`ne e´mergent
ou en tant que finalite´ en soi, mais en tant que me´canisme e´le´mentaire dans
le traitement de l’information cognitive. C’est pour cette raison que je pars
d’oscillations ge´ne´re´es de manie`re endoge`ne (i.e., ge´ne´re´es par le syste`me
et non pas par un entraˆınement externe). Je ne vais pas non plus aborder
la question de la synchronisation fre´quentielle comme me´canisme de traite-
ment de l’information, elle fera l’objet d’une prochaine e´tude. Cependant, un
de´tour sur les e´tudes ou` la synchronisation est vue comme un phe´nome`ne
e´mergent est un pre´liminaire inte´ressant.
Synchronisation et de´synchronisation d’oscillateurs
En 1665, Huygens, malade au lit sur un bateau, n’avait aucune autre
pre´occupation que de contempler 4 sa double horloge, un dispositif qu’il avait
fabrique´ pour re´soudre le proble`me de la de´termination de la longitude en
mer 5. En regardant le mouvement des deux pendules, Huygens remarqua la
synchronisation de leurs mouvements : quand l’un est a` gauche, l’autre est
a` droite. La synchronisation de leur mouvement est ine´vitable, quelque soit
leurs positions de de´part. Apre`s observation, il de´duit que d’imperceptibles
mouvements e´change´s par les pendules via leur support commun (la planche)
sont la cause de cet effet. Il appela cet effet la sympathie. Plus de 3 sie`cles
plus tard, les exemples ou` cet effet est observe´ ne cessent de se multiplier. De´s
4. Contempler : Regarder avec attention ou admiration, une attitude en voie de dis-
parition, a` la base des grandes de´couvertes scientifiques.
5. Huygens avait propose´ d’utiliser deux horloges au lieu d’une pour limiter les erreurs
cause´es par le tangage et le roulis du bateau. Ceci e´tait suppose´ lui donner l’heure exacte
au port d’attache et par conse´quent obtenir la longitude en mer.
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qu’il s’agit d’e´tudier des rythmes, l’e´tude des conditions de synchronisation
est ine´vitable. La synchronisation a e´te´ observe´e a` plusieurs e´chelles dans des
syste`mes physiques, vivants et abstraits. L’e´mergence du rythme cardiaque
s’explique par le couplage entre les cellules du nœud sinusal. Les cellules β
du pancre´as fournissent, par sympathie et de manie`re coordonne´e, l’insuline.
Le chant des cigales et les flashs lumineux des lucioles vivant en commu-
naute´ sur un arbre se synchronisent. Les cycles menstruels de femmes vivant
en communaute´ se synchronisent e´galement. La supraconductivite´ re´sulte
du mouvement synchrone d’e´lectrons. Une population de me´tronomes sur
une planche se synchronisent par sympathie. Les pie´tons synchronisent leur
marche et peuvent causer des oscillations force´es re´sonnantes de grande am-
plitude d’un pont, comme le cas du Millenium Bridge a` Londres, lors de son
jour d’inauguration. Des meutes de calamars synchronisent leurs flashes pour
provoquer un phe´nome`ne qui s’apparente a` de l’e´pilepsie chez des bancs de
poissons. Les applaudissements des partisans du dictateur Ben Ali e´taient
aussi une forme de sympathie. Plus se´rieusement, je recommande au lecteur
deux livres saisissants de vulgarisation scientifique sur la synchronisation et
les rythmes : (i) Sync : The emerging science of spontaneous order de Stro-
gatz (2003) et (ii) La vie oscillatoire : Au cœur des rythmes du vivant de
Goldbeter (2010).
La synchronisation est l’expression d’un comportement collectif. Ce me´canisme
permet le transfert d’une fonctionnalite´ d’une e´chelle a` une autre. Par conse´quent,
une liaison entre des syste`mes d’e´chelles diffe´rentes et de nature diffe´rente
est de´sormais possible. La synchronisation des pacemakers du nœud sinusal
donne naissance aux battements du cœur, dont la re´gularite´ et la fre´quence
re´gulent la circulation sanguine. Dans ce cas, la synchronisation est vitale,
car elle maintient une fonction critique de l’organisme. Dans d’autres situa-
tions, elle peut-eˆtre dangereuse a` tout l’organisme, si elle se prolonge. C’est
le cas de l’e´pilepsie, qui est une forte synchronisation de plusieurs groupe-
ments neuronaux. D’ailleurs, une espe`ce de calamars, chassant en meute des
bancs de poissons, est capable de ge´ne´rer des flashes lumineux, les individus
synchronisent leur flashes et provoquent un phe´nome`ne qui s’apparente a` de
l’e´pilepsie chez leurs proies. Ceci permet aux calamars de re´ussir a` se nourrir
et de ne pas subir la diversion cre´e par ces bancs de poissons. Cette strate´gies
s’ave`re gagnante pour les bancs de sardines quand elles sont face a` une meute
de dauphins.
De manie`re interme´diaire et a` dose mode´re´e, la synchronisation est un
me´canisme ne´cessaire a` la perception (Gray et Singer, 1989) et a` la me´moire
(Klimesch, 1996). Dans ce dernier cas, la de´synchronisation est un autre
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me´canisme qui la comple´mente. De manie`re ge´ne´rale, ils sont des phe´nome`nes
de verrouillage de phase, comme celui observe´ par Huygens, ou`, par abus de
langage, nous avons utilise´ le mot synchronisation, est en re´alite´ une mise en
opposition de phase.
Dans des cas pathologiques (par exemple chez les personnes atteintes d’Alzheimer),
des comportements ste´re´otype´s ont e´te´ observe´s : ils sont caracte´rise´s par
une perse´ve´ration comportementale (Giovannetti et al., 2007), c’est-a`-dire
une tendance a` re´pe´ter syste´matiquement des phrases ou des actions de la
vie courante, a` avoir des pre´occupations rituelles, etc. Au niveau neuronal,
on peut penser que c’est duˆ a` l’absence de me´canisme de de´synchronisation
de l’activite´ neuronale. Il existe de nombreuse e´tudes qui de´montrent en
effet l’existence d’un lien entre une caracte´ristique du comportement, la
perse´ve´ration, et un me´canisme neuronal, la de´synchronisation, en partic-
ulier chez l’enfant et chez la personne aˆge´e. Ainsi, chez (Thelen et al., 2001),
nous pouvons lire : “In both regimes, there is a strong tendency to reach
to A and a persisting memory of that location after the field evolves. The
differences are in the relaxation of the field, which is more pronounced in
the noncooperative state and the strength of the memory, which is stronger
in the cooperative regime”, remarque dans laquelle les comportements syn-
chronise´s sont surtout rencontre´s dans les re´seaux neuronaux “coope´ratifs”,
c’est-a`-dire ayant une majorite´ d’interactions neuronales activatrices. Dans
(Puig et Gulledge, 2011), nous pouvons lire aussi “Serotonin in the prefrontal
cortex plays a modulatory role in spatial working memory and is critical for
cognitive flexibility, its depletion resulting in perseverative behaviours... Sero-
tonin regulates gamma rhythms through fast-spiking interneurons express-
ing 5-HT1A and 5-HT2A receptors... Stimulation of cortical 5-HT1A recep-
tors would desynchronize gamma oscillations by reducing the activity and
synchronization of 5-HT1A-expressing fast-spiking interneurons”, remarque
dans laquelle la re´duction de se´rotonine engendre une perse´ve´ration com-
portementale, le me´canisme neuronal sous-jacent, qui lui est associe´, est la
re´gulation du rythme gamma par la se´rotonine a` travers des inter neurones
exprimant des re´cepteurs 5-HT1A. La stimulation de ces re´cepteurs engendre
une synchronisation de l’activite´ des inter neurones, qui sont majoritairement
des neurones inhibiteurs, ce qui a comme conse´quence la de´synchronisation
du rythme gamma.
Les me´canismes de synchronisation et de de´synchronisation
Comme pour toute e´tude de phe´nome`ne e´mergent, il est important d’i-
dentifier les conditions d’apparition et de disparition d’une synchronisation,
afin de cerner les me´canismes qui les ge´ne`rent. Ces me´canismes se divisent en
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deux : des me´canismes endoge`nes et des me´canismes exoge`nes. Les me´canismes
endoge`nes concernent le couplage entre les oscillateurs du syste`me et la
manie`re avec laquelle ils e´voluent dans le temps. D’un autre coˆte´, les me´canismes
exoge`nes sont les perturbations, le forc¸age et l’entraˆınement que peut subir
le syste`me d’un facteur externe.
Nous pouvons citer plusieurs exemples de me´canismes endoge`nes : par
exemple, le couplage continu entre des oscillateurs de Kuramoto peut en-
gendrer une synchronisation (Strogatz, 2000), le couplage pulsatile entre des
oscillateurs similaires a` ceux de Peskin peuvent a` leur tour engendrer une
synchronisation. Strogatz et Mirollo (1990) s’en sont servi pour expliquer la
synchronisation de populations de lucioles. Dans un autre travail, Tonnelier
et al. (1999) introduisent une stochasticite´ dans la fonction de re´ponse des
oscillateurs de Wilson-Cowan. Les simulations nume´riques montrent que ce
syste`me est capable de de´synchroniser a` la suite d’une perturbation instan-
tane´e. Quant aux me´canismes exoge`nes, il s’agit surtout de perturbations
qui agissent sur le syste`me de manie`re pe´riodique ou plus ge´ne´ralement une
suite de perturbations. Dans plusieurs cas, les perturbations engendrent une
synchronisation des oscillateurs. Nous verrons dans le Chapitre 4 que cela
n’est pas toujours vrai. Afin d’expliquer cela, nous nous servons d’un outil
de´veloppe´ par Winfree (1974), appele´ isochron.
La compre´hension de la re´ponse d’un syste`me face aux perturbations nous
permet d’envisager des strate´gies de perturbations, pour orchestrer sa re´ponse.
Ceci permet d’avoir un point d’entre´e sur le syste`me.
Analyses analytiques et simulations nume´riques
En raison du nombre e´leve´ des unite´s du syste`me e´tudie´, l’analyse mathe´matique
des conditions d’apparition des synchronisations est ge´ne´ralement un proble`me
difficile. L’alternative a` la pre´diction analytique du comportement de ces
syste`mes consiste a` les simuler. C’est en ce sens que ces syste`mes s’inscrivent
dans la cate´gorie des syste`mes complexes. Ne´anmoins, dans certains cas, avec
certaines hypothe`ses il est possible de pre´dire analytiquement la synchroni-
sation d’une population d’oscillateurs. Par exemple, le mode`le d’oscillateur a`
phase de Kuramoto est une ge´ne´ralisation d’un oscillateur admis comme e´tant
sur son cycle limite. Par conse´quent, les conditions de synchronisation par
le biais du couplage entre oscillateurs peuvent eˆtre pre´dites analytiquement
(Acebron et al., 2005). Ce mode`le fournit beaucoup de re´sultats ge´ne´raux sur
les populations d’oscillateurs identiques faiblement couple´s. De`s lors, de´finir
une transformation entre ce mode`le canonique et un mode`le d’oscillateurs
permet d’adapter ces re´sultats (Hoppensteadt et Izhikevich, 1997). Par con-
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tre, cette description suppose que les oscillateurs sont toujours au voisinage
de leur cycle limite et nous prive de les controˆler en les perturbant loin de
leur cycle. Quant aux me´canismes exoge`nes, la compre´hension de leur effet
passe par l’e´tude des courbes isochronales (Winfree, 1974).
Il s’agit de courbes continues (Guckenheimer, 1975) dans l’espace des
e´tats qui correspondent a` une valeur particulie`re de la phase d’un oscilla-
teur. Elles ont e´te´ introduites par Arthur Winfree, qui consacra sa vie a`
la mode´lisation mathe´matique de syste`mes biologiques. Il avait de´fini tout
un ensemble d’outils the´oriques pour e´tudier leur organisation temporelle,
ce qu’il appela le temps biologique. Ses outils permettent d’identifier et d’u-
tiliser la ge´ome´trie du temps biologique (comme il pre´fe`re l’appeler) ou, de
manie`re moins me´taphorique, un aperc¸u des informations de re´organisation
temporelle des syste`mes biologiques. Il avait re´uni tous ses outils dans un
excellent ouvrage appele´ The geometry of biological time (Winfree, 2001).
La re´solution de ces courbes est une taˆche difficile, mais possible. Sur un
syste`me re´el, il faut effectuer plusieurs expe´riences de type phase reset : (i)
perturber le syste`me vers un point, (ii) attendre que le syste`me se relaxe, (iii)
noter le temps d’attente et (iv) finalement associer la phase obtenue au point
perturbe´. Il faut re´ite´rer cette expe´rience plusieurs fois, pour avoir un aperc¸u
des courbes isochrones du syste`me re´el. Une alternative a` cette manipula-
tion est de la faire in simulacra ou`, a` partir d’un mode`le biophysique du
syste`me, on simule ces expe´riences pour avoir les isochrons du mode`le. Une
autre manie`re d’approximer le profil isochronal est de le faire de manie`re ana-
lytique, c’est ce qu’ont fait Jacques Demongeot, Nicolas Glade et Lo¨ıc Forest
par la de´composition du syste`me en composantes potentielle et hamiltoni-
enne (Demongeot et al., 2007b,a; Glade et al., 2007; Forest et al., 2007) : ces
travaux reposent sur l’hypothe`se que, lorsque le syste`me est fortement hamil-
tonien, ses isochrons peuvent eˆtre assimile´s a` la composante potentielle et in-
versement 6. Il faut tout de meˆme passer par une inte´gration nume´rique de la
composante potentielle ou hamiltonienne dominante, selon les cas. D’autres
me´thodes nume´riques re´solvent les isochrons en remontant le temps a` partir
des points les caracte´risant sur le cycle limite. L’inconve´nient, c’est que l’on
obtient un ensemble de points e´parpille´s, ce qui donne un rendu discontinu
de la courbe isochronale.
D’un autre coˆte´, le de´phasage induit par une perturbation externe peut-
eˆtre obtenu e´galement par le profil PRC 7 (courbe repre´sentant le de´phasage
6. Ce n’est effectivement acceptable qu’au voisinage imme´diat du cycle limite
7. PRC pour Phase Response Curve
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en fonction du temps de perturbation) du syste`me. Ce profil est obtenu en
juxtaposant des me´thodes nume´riques et analytiques. Par exemple, Brown
et al. (2004) pre´sentent une me´thode classique, appele´e me´thode directe,
pour calculer la PRC d’un oscillateur a` partir des courbes isochronales. La
contribution de ces auteurs re´side dans l’application et l’adaptation de cette
me´thode a` certains mode`les neuronaux comme les mode`les de Morris-Lescar,
Fitzugh-Nagumo, etc.
Il n’existe pas de me´thode universelle pour pre´dire l’effet de me´canismes
endoge`nes ou exoge`nes sur la re´organisation d’une population d’oscillateurs.
Devant cette situation, nous nous tournons principalement vers les simula-
tions nume´riques. Nous verrons que dans le cas des isochrons, leur re´solution
peut-eˆtre ame´liorer en prenant en compte le the´ore`me de Guckenheimer
(Guckenheimer, 1975) sur la nature de l’intersection des isochrons avec le
cycle limite. Cette intersection est perpendiculaire. Ceci permet de savoir ou`
chercher, initialement, un premier ensemble de points de meˆme phase. Par
la suite, nous pouvons soit remonter le temps a` partir de ces points ou bien
les utiliser pour de´tecter les prochains endroits de recherche (a` l’inte´rieur et
a` l’exte´rieur du cycle limite).
Les objectifs de cette the`se
A` terme, l’objectif est de construire un prototype pour mimer le processus
d’e´vocation. Ce prototype sera constitue´ de populations homoge`nes d’oscil-
lateurs. Nous nous appuierons sur l’hypothe`se suivante : une information
me´morise´e est associe´e a` un fragment d’un cycle limite commun a` une popu-
lation d’oscillateurs identiques. L’e´vocation de cette information consiste en
la synchronisation de la population autour de ce fragment du cycle limite.
Les activite´s individuelles de chaque oscillateur s’additionnent alors en une
activite´ globale. Cette activite´ globale est une amplification des activite´s in-
dividuelles. Du fait de son augmentation, elle de´passe un seuil de lecture et
permet de cette manie`re de re´cupe´rer l’information me´morise´e. Une fois cette
phase acheve´e, un me´canisme comple´mentaire permet la de´synchronisation de
la population d’oscillateurs, afin d’e´viter la re´cupe´ration d’autres fragments
du cycle limite. L’ensemble de ces e´tapes constitue ce que nous de´nommons
processus d’e´vocation. Le de´fi est de re´aliser un prototype the´orique jouant
le roˆle d’une de´monstration de faisabilite´ d’un tel processus. La perspec-
tive que nous avons, est l’imple´mentation technologique de ce prototype. Par
conse´quent, nous ne revendiquons pas que nous faisons de la mode´lisation
d’un phe´nome`ne naturel, mais nous nous reposons sur des e´le´ments de la
litte´rature (voir plus haut) pour fabriquer un syste`me capable de mimer
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l’ide´e que nous avons du processus d’e´vocation.
Notre positionnement scientifique est tre`s analogue a` celui des person-
nes qui s’inte´ressent a` la vie artificielle. Ce champ d’e´tude ne pre´tend pas
mode´liser le vivant dans ses dimensions quantitatives ou meˆme qualitatives.
Il propose de s’inspirer des concepts d’organisation et de reproduction des vi-
vants pour investir d’autres concepts tels que : l’origine du vivant, l’e´volution
des langues ou tout simplement pour cre´er une vie artificielle. La vie arti-
ficielle est un champs scientifique a` vocation descriptive. Elle simplifie l’ex-
plication, complexe a` premie`re vue, de concepts tel que l’autopo¨ıe`se 8. Par
exemple, le jeu de la vie explique comment a` partir de 2 re´gles simples des
organismes complexes entretenues peuvent e´merger. J’ai eu la chance de ren-
contrer le Pr. Louis Bec (un biologiste et un zoosyste´micien) et d’avoir un
aperc¸u de ses travaux au cours d’un congre`s de vie artificielle a` Paris en l’e´te´
2011 (ECAL 2011). Les travaux qu’il a re´alise´s sont particulie`rement saisis-
sants. Il a construit des animats, des cre´atures artificielles inspire´es, d’autres
vivantes (comme des me´duses), soumises a` des contraintes de viabilite´. Un
tel travail d’interface entre l’art et la science nous semble motive´ par le meˆme
dilemme e´piste´mologique que nous nous posons : pour e´lucider un phe´nome`ne
me´connu, faut-il attendre d’avoir toutes les preuves expe´rimentales en main
pour construire un mode`le descriptif de ce phe´nome`ne ? Ou bien faut-il
oser l’inge´nierie de prototype, afin de proposer une description e´le´gante et
e´conome qu’on pourra confronter aux expe´riences ?
Revenons maintenant a` l’hypothe`se que nous avons formule´e au de´but de
cette section. Pour construire un tel prototype, nous nous sommes restreints
a` ce que la requeˆte e´vocatrice soit une perturbation externe du syste`me et
que la phase de de´synchronisation soit assure´e par un me´canisme endoge`ne.
Afin de concevoir un tel prototype, il nous faut de´finir une proce´dure d’im-
pression et une proce´dure de lecture, ainsi qu’une proce´dure d’encodage qui
ferait correspondre un fragment du cycle limite a` une information, le tout
couronne´ par l’imple´mentation d’un me´canisme de de´synchronisation. Il y a
la` diffe´rents me´canismes dynamiques a` juxtaposer convenablement dans un
meˆme syste`me, d’autant plus qu’il faut faire un choix d’oscillateur et qu’en
fonction de ce choix, les proce´dures peuvent changer.
Nous nous sommes donc demande´s quel oscillateur choisir et sur la base
de quels crite`res. Une manie`re d’e´viter cette question est de choisir un oscil-
lateur issu des mode`les connus en neurosciences. Je pense que cela fausse la
8. Capacite´ d’un syste`me a` se reproduire lui-meˆme
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route, meˆme si la plupart des motivations viennent de ce domaine. Notre per-
spective, comme nous l’avons dit pre´ce´demment, n’est pas d’offrir un mode`le,
mais plutoˆt de construire un syste`me bio-inspire´, dans une perspective tech-
nologique, un argument qui nous permet de ne pas nous restreindre a` des os-
cillateurs neuronaux, mais d’e´largir la perspective vers d’autres oscillateurs.
Il fallait donc trouver des crite`res, au moins qualitatifs, pour guider notre
choix vers un oscillateur particulier. Nous avons opte´ pour des perturbations
instantane´es comme entre´es du syste`me. Ce choix reposait sur le fait qu’en
ge´ne´ral, on ne peut pas controˆler directement les valeurs des entite´s oscil-
lantes de la plupart des syste`mes naturels, mais on peut, par un moyen ou
un autre, les perturber. Par conse´quent, la re´ponse d’un oscillateur aux per-
turbations instantane´es est une piste prometteuse pour trouver des crite`res
de choix.
Le profil isochronal de´livre typiquement cette information (Winfree, 2001).
En effet, les courbes isochronales sont des courbes d’indexation temporelle
de l’espace d’e´tat, qui ge´ne´ralisent l’indexation naturelle du cycle limite par
le temps d’atteinte de ses points, a` partir d’une origine situe´e sur le cycle, et
cela durant la pe´riode T de description du cycle limite. Il y a d’autres possi-
bilite´s telles que l’analyse de la PRC (voir la Note 7 de bas de page). Cette
dernie`re information donne le de´phasage induit, en fonction de l’instant de
perturbation. L’inconve´nient de la PRC est qu’elle conside`re une perturba-
tion de meˆme intensite´, alors que nous ne voulons pas eˆtre restreint sur ce
point. De ce fait, nous nous sommes tourne´s vers le profil isochronal comme
piste possible pour e´lucider des crite`res d’aide au choix d’un oscillateur. Nous
ne les conside´rons pas comme des crite`res de´cisifs, car nous ne voulons pas
non plus conditionner le choix du me´canisme endoge`ne de de´synchronisation.
En conside´rant ces profils isochronaux, nous discuterons et de´velopperons
des strate´gies de controˆle de l’organisation temporelle d’une population d’oscil-
lateur. Ces strate´gies serviront a` mettre en place l’information d’entre´e, qui
jouera le roˆle de la requeˆte e´vocatrice. Ces strate´gies seront comple´te´es par
une proce´dure de lecture sur la population d’oscillateurs, qui permet de
re´cupe´rer l’information en cours de traitement pour la visualiser. Vu que nous
nous plac¸ons dans une perspective technologique, la question de la faisabilite´
technique s’impose. En d’autres termes, il faut se poser la question suiv-
ante : A` quel point les perturbations instantane´es qui sont particulie`rement
intenses sont re´alisables dans un syste`me re´el (non abstrait) ? Meˆme si nous
ne sommes pas encore au stade de la re´alisation technologique, nous an-
ticiperons des strate´gies e´quivalentes qui impliquent des perturbations moins
intenses.
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A` l’issu de cette e´tape, j’identifie des crite`res qui guideront mon choix
sur de l’oscillateur et j’e´laborerai des strate´gies d’impression et de lecture.
L’e´tape suivante a comme objectif ge´ne´rale la recherche de me´canismes en-
doge`nes de re´organisation de l’information par une population d’oscillateurs.
Je l’aborde avec l’intention d’identifier des me´canismes de de´synchronisation
ainsi que l’e´laboration d’un proce´de´ de stockage sur un fragment du cycle
limite. Ce dernier objectif s’est ave´re´ tre`s difficile a` re´aliser, en raison du
manque d’outils the´oriques mis a` notre disposition. Devant cette impasse,
et vue le contexte scientifique dans lequel je me suis trouve´, j’ai contribue´
a` l’e´laboration d’une me´thode base´e sur les contraintes afin d’explorer la
de´formation des cycles limites.
Afin d’en savoir un peu plus, je me suis tourne´ vers les syste`mes discrets.
Il s’agit des re´seaux de type Hopfield (en anglais Hopfield-like). L’autre nom,
plus commun, de ces re´seaux est les re´seaux d’automates Boole´ens a` seuil.
Ils sont utilise´s dans la mode´lisation qualitatives des re´seaux de re´gulation
ge´ne´tiques et comme outils d’inge´nierie de re´seaux de neurones artificiels. Ma
premie`re motivation e´tait de trouver une manie`re de formaliser cette ques-
tion : E´tant donne´ un re´seau discret qui exhibe un cycle limite et un point
fixe, que faut-il modifier dans la structure de ce re´seau pour obtenir un nou-
veau re´seau exhibant uniquement un cycle limite, constitue´ de l’agre´gation de
l’ancien cycle limite et de l’ancien point fixe ?. J’avais appele´ cette applica-
tion “fusion d’attracteurs“, meˆme si le terme e´tait tre`s controverse´ par mes
colle`gues. Je me suis situe´ dans le cadre d’un syste`me discret et non continu,
j’espe´rais, par l’investigation de cette question, ste´re´otyper une modification
sur le re´seau, qui fusionne deux attracteurs : un cycle limite et un point fixe
en un nouveau cycle limite.
Cette question e´tait surtout motive´e par les e´vidences regroupe´es dans
Stickgold et al. (2001) sur le roˆle du reˆve dans la consolidation des sou-
venirs. Dans cet article les auteurs rapportent la re´activation d’e´le´ments de
la me´moire e´pisodique pendant le reˆve (ou la construction d’une chime`re nar-
rative) pourrait eˆtre a` l’origine de la consolidation des souvenirs. Plus tard, en
e´laborant quelques exemples par la me´thode que nous avons imple´mente´e, je
n’ai pas obtenu d’e´le´ments me permettant d’aller plus loin dans ma perspec-
tive initiale. Toutefois une autre alternative existe pour associer un e´le´ment
me´morise´e avec un fragment du cycle limite. Ceci est possible en encodant
l’information, associe´ au fragment du cycle limite, dans un re´seau de neurones
a` point fixe et en conditionnant son e´vocation par le passage de l’oscillateur
par la phase associe´e. Abstraction faite des motivations initiales, l’e´laboration
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de cette me´thode s’est ave´re´e d’un grand inte´reˆt dans la mode´lisation des
re´seaux de re´gulation ge´ne´tiques. Je pre´sente cette me´thode et ses avantages
dans la deuxie`me partie de ce manuscrit.
En re´sume´, nous partons de ces hypothe`ses de travail :
i. Le syste`me est constitue´ de populations d’oscillateurs identiques (a` cycle
limite et posse´dant un point re´pulsif central),
ii. l’entre´e du syste`me se fait via des perturbations instantane´es sans re-
striction sur leurs intensite´s,
iii. la de´synchronisation re´sulte d’un me´canisme endoge`ne,
iv. l’information me´morise´e est un fragment du cycle limite,
v. le type d’information me´morise´e est spatiale ou se´quentielle (un signal
temporel ou une chaˆıne binaire).
Nous apporterons des e´le´ments de re´ponse aux questions suivantes :
– Sur quels crite`res choisir un oscillateur ?
– Quelle architecture donner au syste`me ?
– Comment re´organiser une population d’oscillateurs par perturbations
instantane´es ?
– Comment de´finir une entre´e au syste`me ?
– Comment lire le contenu du syste`me ?
– Quels me´canismes endoge`nes utiliser pour de´synchroniser le syste`me
apre`s synchronisation ?
– Comment de´finir une information me´morise´e par le syste`me et l’associer
ou l’encoder dans un fragment de cycle limite ?
Notre perspective est de concevoir un syste`me neuro-inspire´ mimant l’e´vocation
mne´sique et le traitement de l’information par des populations d’oscillateurs.
Organisation de la the`se
Cette the`se se de´compose en 3 parties :
– La Partie I comporte 2 chapitres : cette introduction et le Chapitre
2, ou` nous positionnons e´piste´mologiquement notre travail.
– La Partie II comporte 4 chapitres et a comme objectif ge´ne´ral l’e´tude
du traitement de l’information par une population d’oscillateurs.
– La Partie III comporte 4 chapitres. L’objectif ge´ne´ral de cette partie
est le de´veloppement d’une approche par contraintes pour la mode´lisation
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des re´seaux de re´gulation et des re´seaux de neurones formels. Nous
comple´tons ce travail par une application, qui donne un aperc¸u des
possibilite´s qu’offre cette approche en terme de pre´diction.
– La Partie IV comporte le Chapitre 11. Dans ce dernier chapitre, nous
avanc¸ons les perspectives des parties II et III. Les perspectives prin-
cipales concernent les applications potentielles du traitement de l’in-
formation par une population d’oscillateurs et plus particulie`rement la
de´tection de contours dans une image.
De manie`re plus de´taille´e, la Partie II se de´compose comme suit :
– Au Chapitre 3, nous pre´sentons la the´orie de l’e´vocation mne´sique
pre´ce´de´e d’un e´tat de l’art du traitement de l’information par des pop-
ulations d’oscillateurs.
– Au Chapitre 4, nous explorons, a` partir de quelques exemples sig-
nificatifs, les aspects importants de la forme des isochrons. A` travers
cette exploration, nous de´veloppons une notion qu’on de´signera par le
de´phasage maximal engendre´ par une perturbation instantane´e. Cette
notion permet de guider notre choix sur l’oscillateur a` utiliser.
– Le Chapitre 5 est une exploration des possibilite´s d’impression d’une
donne´e sur une population d’oscillateurs. On en sort avec deux types
d’impression adapte´s a` deux types de donne´es : des donne´es spatiales
(type image) et des donne´es se´quentielles (type un signal temporel ou
une chaˆıne binaire).
– Au Chapitre 6, nous explorons diffe´rents me´canismes de re´organisation
temporelle de la population d’oscillateurs. Deux me´canismes ont sus-
cite´ notre inte´reˆt : le premier est inspire´ des flashes des populations de
lucioles et le second est un me´canisme de couplage continu entre des
oscillateurs.
La Partie III de cette the`se s’articule autour des re´seaux d’automates
boole´ens a` seuils. Nous voulions e´laborer une me´thode qui nous permette de
poser des questions d’une manie`re plus intuitive, sans passer a` chaque fois
par une phase d’apprentissage. Principalement, ces questions concernent la
de´termination d’un re´seau a` partir des comportements observe´s, par exem-
ple : E´tant donne´ une architecture donne´e de re´seaux boole´ens a` seuil, quels
sont les parame`tres qui nous permettent d’avoir un e´tat donne´ comme at-
tracteur point fixe du re´seau ? Bien que ce formalisme soit utilise´ dans la con-
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struction des re´seaux de neurones formels, le contexte scientifique dans lequel
nous nous sommes trouve´s utilise ce formalisme pour la mode´lisation qual-
itative des re´seaux de re´gulation ge´ne´tiques. Le substrat est diffe´rent, mais
les questions s’apparentent, et nous avons donc de´cider de re´unir cet inte´reˆt
qu’on avait d’e´laborer une me´thode pour trouver rapidement des re´seaux de
neurones particuliers et par la meˆme occasion satisfaire aussi une certaine
curiosite´ pour la biologie cellulaire. Ainsi, cette partie se de´compose comme
suit :
– Le Chapitre 7 est une introduction aux re´seaux d’automates boole´ens
a` seuil et a` leur utilisation dans la mode´lisation des re´seaux de re´gulation
biologiques.
– Le Chapitre 8 est un chapitre dans lequel nous avons explore´, a` partir
de quelques exemples, des aspects importants des re´seaux de re´gulation
et ve´rifie´ quelques proprie´te´s mathe´matiques. L’objectif e´tait de se fa-
miliariser avec ces notions et identifier les questions importantes que
peut poser un biologiste.
– Le Chapitre 9 est la description du travail que nous avons fait pour
imple´menter une nouvelle me´thode fonde´e sur la programmation par
contraintes pour aider les mode´lisateurs, voir les biologistes, a` concevoir
et inte´grer de manie`re plus intuitive leurs connaissances, intuitions et
hypothe`ses.
– Le Chapitre 10 est un chapitre dans lequel on explore les perspectives
qu’offre la me´thode que nous avons de´veloppe´e ainsi que les re´percussions
qu’offre un changement de paradigme, dans lequel une population de
mode`les renforce les pre´dictions que peut offrir un processus de mode´lisation.
Pour finir, 2 annexes traiteront de la de´finition mathe´matiques des isochrons,
des me´thodes analytiques et nume´riques pour leur approximation ainsi qu’une
description courte des de´veloppements logiciels qui ont e´te´ ne´cessaires pour
mener a` bien cette the`se.
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Chapitre 2
Positionnement
e´piste´mologique
Sommaire
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contemplatives . . . . . . . . . . . . . . . . . . . . 36
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2.3 Les unite´s fonctionnelles du processus
d’e´vocation . . . . . . . . . . . . . . . . . . . . 46
2.4 Les the´ories mole´culaires de la me´moire . . . . . 48
2.5 Re´sume´ . . . . . . . . . . . . . . . . . . . . . . . . 49
Dans cet essai, je reviens sur les origines des questions portant sur l’e´vocation
mne´sique et sur les e´volutions des approches mises en œuvre pour l’e´tude de
ce phe´nome`ne. L’objectif de cet essai est de positionner e´piste´mologiquement
notre point de vue sur ce phe´nome`ne. La premie`re partie concerne les ap-
proches qualifie´es d’auto-contemplatives. Je regroupe dans celle-ci les moyens
d’e´tude qui utilisent l’introspection pour de´crire le phe´nome`ne d’e´vocation
mne´sique. Puis, dans une deuxie`me partie, nous verrons comment l’e´vocation
mne´sique s’est transforme´e en un objet d’e´tude scientifique, graˆce aux con-
naissances plus pre´cises du cerveau, de ses aires et de leurs fonctions. Tout
au long de cet essai, nous verrons comment chaque courant de pense´e a con-
tribue´ a` la connaissance de ce phe´nome`ne. Nous verrons que les limites de
chacun de ces courants sont des points de de´part d’autres, qui affinent de
plus en plus les connaissances sur l’e´vocation mne´sique. Tout a` la fin de cet
essai, je positionnerai historiquement et scientifiquement les outils que nous
avons utilise´s pour aborder ces questions.
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2.1 L’e´vocation mne´sique dans les approches
auto-contemplatives
Afin d’illustrer le phe´nome`ne d’e´vocation mne´sique, je propose une situ-
ation a` valeur d’exemple. Un apre`s-midi ensoleille´, vous prenez le cafe´ avec
d’anciens camarades de classe. Vous discutez de tout et de rien, de ce que
vous faites a` pre´sent, de vos parcours individuels apre`s les belles anne´es du
lyce´e passe´es ensemble, de l’anne´e du baccalaure´at et des se´ries d’exercices de
mathe´matiques que vous aviez pre´pare´es pour re´ussir. Puis, vous vous rap-
pelez les exercices inte´ressants que proposait l’enseignant d’une autre classe.
A` ce moment-la` de la discussion, l’un de vos camarades demande le nom
de cet enseignant. Personne ne s’en souvient ! Un temps de silence s’e´coule,
pendant que vous et vos camarades essayez de vous reme´morer son nom.
Puis, quelques-uns abandonnent et discutent d’autre chose. Obstine´, vous
continuez a` chercher son nom et, comme dans l’expe´rience de la madeleine
de Proust 1, vous faites de´filer mentalement les noms d’autres enseignants
de mathe´matiques de votre lyce´e, les discussions que vous aviez eues avec un
ami qui avait suivi les cours de cet enseignant, en espe´rant que vous vous rap-
pellerez une re´plique ou une situation dans laquelle le nom de cet enseignant
a e´te´ cite´. Au bout d’un moment, fatigue´, vous abandonnez aussi la queˆte du
nom et puis, quelques instants plus tard, le nom de l’enseignant vous revient
et vous interrompez la discussion en criant son nom, a` l’e´tonnement de tous.
Vous venez tout juste de re´ussir une e´vocation mne´sique. L’anecdote peut
eˆtre diffe´rente d’une personne a` l’autre, mais elle exprime un de´fi d’e´vocation
auquel tout le monde a probablement de´ja` e´te´ confronte´ un jour. Le nom
de cet enseignant, me´morise´ il y a quelques anne´es, s’est trace´ un chemin
anatomique et temporel. Ce chemin est anatomique, puisque l’information
mne´sique a duˆ traverser ou s’est constitue´e dans les diffe´rentes aires du
cerveau et il est temporel, puisque ce processus met du temps pour aboutir.
Dans cette the`se, nous nous inte´ressons a` ce processus d’e´vocation mne´sique.
Sa fonction consiste a` faire e´merger a` nouveau un souvenir, meˆme s’il semble
oublie´, bien qu’il soit pourtant pre´sent quelque part dans le cerveau.
Durant l’Antiquite´
L’origine du concept est une personnification mythologique : Mne´mosyne
est la de´esse grecque de la me´moire et l’inventrice des mots et du langage.
1. En sentant l’odeur d’une madeleine, Proust se reme´more toute une cascade de sou-
venirs, lui rappelant sa me`re et des e´ve´nements de son enfance a` Combray
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Elle donnait un pouvoir autoritaire aux discours des rois et des poe`tes qui la
posse´daient. La maˆıtrise des mots chez les Grecs passe par une possession de
la me´moire et donc du passe´. Le passe´ est une autorite´, comme l’e´crit l’histo-
rien contemporain Jacques Le Goff (Goff, 1988). Par conse´quent, posse´der le
passe´, c’est avoir une autorite´ sur le pre´sent et l’avenir. C’est dans ce cadre,
que l’on place l’art de la me´moire, de´crit dans La rhe´torique a` Herennius 2,
qui s’est de´veloppe´ pendant l’Antiquite´ et le Moyen-Aˆge.
Il s’agit d’une me´thode mne´motechnique qui facilite la me´morisation
d’une longue liste de mots ordonne´s, le principe est d’associer chaque mot de
la liste a` un lieu connu. La liste me´morise´e forme ce que l’on appelle le Palais
de la me´moire. Un orateur peut ainsi aise´ment reproduire un long discours
me´morise´ en parcourant mentalement les lieux de ce palais. Cette technique
tire parti de la proprie´te´ associative de la me´moire, pour faciliter l’e´vocation.
Cet aspect associatif des ide´es a e´te´ souligne´ deux sie`cles auparavant par Aris-
tote dans le Traite´ de la me´moire et de la re´miniscence 3. Il e´crit “....quand
c’est un nom, par exemple, qu’il faut se rappeler, on en trouve un qui lui
ressemble, et comment l’on estropie celui qu’on cherchait.”. L’association de
souvenirs ne se fait pas force´ment entre home´omorphes ; l’anecdote de´crite en
de´but de cette introduction en te´moigne : inspire´ par la madeleine de Proust,
le protagoniste a duˆ se reme´morer d’autres souvenirs qui semblaient proches
d’un point de vue narratif : il a e´nume´rer mentalement les noms d’autres
enseignants de mathe´matiques du meˆme lyce´e et les discussions avec un tiers
qui a suivi des cours de cet enseignant, en tentant par la` de se reme´morer
une re´plique ou` son nom a e´te´ cite´. On ne sait pas si cela a de´termine´ la
re´ussite de l’e´vocation. Dans le cas des camarades, cela n’a pas abouti, ils
ont abandonne´ volontairement cette recherche. Par conse´quent, nous pou-
vons nous poser ces questions : Quelle est la nature de cette proximite´ entre
les souvenirs ? Comment est-elle mise en place ?
La proximite´ entre les souvenirs permet de faciliter l’e´vocation, elle per-
met de contrer l’oubli et de rendre accessible ce qui est difficile a` se reme´morer.
2. La rhe´torique a` Herennius est un manuel de rhe´torique du I av. J.-C. dont l’auteur
est inconnu.
3. Platon a de´crit la the´orie de la re´miniscence de Socrate dans Me´non, 80e-86c.
Socrate, en proce´dant par ma¨ıeutique, a amene´ un esclave qui ne connaissait rien aux
mathe´matiques, a` prouver que l’aire d’un carre´ de coˆte´ 2 est 4. De cette manie`re, il justifia
a` Me´non que l’aˆme avait de´ja` tout appris avant, mais que son e´tat actuel, dans un corps
physique, la conditionnait a` tout oublier et les connaissances nouvelles qu’elle acquiert
sont en re´alite´ des re´miniscences d’un e´tat pre´ce´dent, ou` elle connaissait tout. Par la suite,
Aristote de´veloppa cette ide´e dans son Traite´ de la me´moire et de la re´miniscence.
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Pour expliquer ce qu’est l’oubli, Aristote a utilise´ une analogie : la me´moire
ou l’impression serait un cachet qu’on imprime sur la cire avec un anneau
et dont l’ardeur de l’aˆge, analogue au mouvement d’une eau courante ap-
plique´e au cachet, fait disparaˆıtre l’impression. Pour d’autres personnes, qui
sont en quelque sorte ‘froides comme le plaˆtre’, la ‘cire’ est tellement dure
qu’elle ne permet pas au cachet d’eˆtre imprime´. Par cette image, Aristote a
explique´ l’oubli, en supposant dans le premier cas que le temps, comme le
mouvement de l’eau, est responsable de la disparition de l’impression. Dans le
deuxie`me cas, il l’a explique´ par un e´chec d’impression. De manie`re similaire,
dans l’anecdote du de´but, le souvenir du nom de l’enseignant est difficile
a` e´voquer, certainement du fait que l’apprentissage de ce nom remontait
a` quelques anne´es et, par-dessus tout, qu’il e´tait rarement utilise´ dans les
anne´es post-lyce´e. Contrairement au nume´ro de la ligne du tramway utilise´,
par exemple, que l’on prend quotidiennement pour aller au laboratoire et
qu’on mettrait sans doute beaucoup moins de temps a` e´voquer. A` l’image
du cachet d’Aristote, ce souvenir est re´utilise´ plusieurs fois, ce qui le ren-
force. Cela suppose que le temps que nous mettons pour nous reme´morer un
souvenir de´pend de sa fre´quence d’utilisation et que, si ce temps est suffisam-
ment long, l’oubli prendrait le dessus dans l’effort de reme´moration. Donc,
nous gardons une trace de la fre´quence d’e´vocation d’un souvenir et cette
meˆme fre´quence conditionne sa persistance. Par conse´quent, nous pourrions
nous poser ces questions : ou` se trouve cette trace ? Est-elle un autre souvenir
associe´ ou une proprie´te´ lie´e au souvenir et a` la manie`re avec laquelle il est
me´morise´ ?
Ces questions, comme nous l’avons vu, ont marque´ des hommes qui ont
ve´cu au-dela` de 4 sie`cles avant notre e`re. Ceci te´moigne que des expe´riences
telles que celle de´crite au de´but de cette introduction sont tre`s fre´quentes.
Nous avons, tout au long des sie`cles, essaye´ de trouver des re´ponses et des
explications tire´es de l’auto-contemplation. Ceci pose un proble`me d’un point
de vue scientifique. Si l’on abstrait le sce´nario scientifique a` un sce´nario qui
requiert un observateur et un sujet dissocie´s, ici, il s’agit d’un observateur-
sujet ce qui va a` l’encontre du principe meˆme d’objectivite´. C’est sans doute
cette ambivalence entre sujet et observateur qui rend sombres les de´finitions
d’Aristote du ressouvenir et de la re´miniscence. La re´miniscence semble eˆtre
cette capacite´ a` assembler des souvenirs diffe´rents pour e´laborer une ide´e, un
concept, ou disons plus ge´ne´ralement, un sce´nario mental ; se ressouvenir est
un acte qui n’est pas moins de´pourvu de cette capacite´. Pour reconstruire
une sce`ne ve´cue dans sa totalite´, nous faisons appel a` plusieurs e´le´ments a` la
fois, des e´le´ments qui peuvent a` leur tour eˆtre issus de modalite´s diffe´rentes :
visuelles, auditives, olfactives, gustatives et haptiques. Ceci pose un proble`me
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de discernement entre ce qui est le raisonnement et ce qui est la me´moire. Jean
Barthelemy-Saint-Hilaire e´crivit en 1891, en commentaire a` sa traduction du
Traite´ de la me´moire et de la re´miniscence d’Aristote : “Tout ce paragraphe,
qui est fort important, puisque c’est l’essence meˆme de la re´miniscence qui y
est expose´e, est obscur, comme le remarque Michel d’E´phe`se.”.
Chez les empiristes anglais
Ce recouvrement entre notions est souleve´ dans d’autres the´ories auto-
contemplatives de la me´moire. L’e´cole empirique anglaise distingue ide´e et
me´moire, qui sont toutes les deux des impressions, par une sorte de vivacite´
et force qui les accompagnent. Thomas D. Senior, un contemporain, en com-
mentant David Hume dans (Senor, 2009) e´crivit “Memory images are, by
definitions, fainter than impressions but more vivacious and forceful than
images of imagination.”. Un autre empiriste nous e´claire un peu plus sur le
sens des notions de “force et vivacite´” qu’a employe´es David Hume. Il s’agit
de Bertrand Russel, qui revendiquait une philosophie analytique, plus scien-
tifique. Pour lui, la re´ponse a` cette question : “Qu’est ce qui nous permet de
dire : “C’est arrive´ !” ou non, a` propos d’une construction mentale ?”, c’est
un sentiment de croyance qui accompagne l’image mentale. Il se manifeste
par cette expression ‘C’est arrive´ !’. Une image mentale non accompagne´e de
ce sentiment est constitue´e par l’imagination. Il e´crivit dans (Russel, 1921),
aux pages 175-176, “The mere occurence of images, without this feeling of
belief constitutes imagination ; it is the element of belief that is distinctive in
memory.”.
Une autre manie`re de poser cette question est de dire : Qu’est ce qui
de´termine la re´ussite ou l’e´chec d’une e´vocation ? Pour aborder cette ques-
tion, il faudrait positionner le processus d’e´vocation dans le temps. Par ex-
emple, en revenant sur l’anecdote du de´but et d’un point de vue factuel,
l’e´vocation a commence´ suite a` la question d’un camarade et elle a abouti
quand le nom de l’enseignant a e´te´ prononce´. Contrairement au de´but du
processus, sa fin n’est pas toujours de´celable ; au bout d’un moment, le pro-
tagoniste a aussi, tout comme ses camarades, abandonne´ en pensant qu’il
n’arrivera pas a` e´voquer le nom recherche´, mais, contrairement a` eux, il a
eu la re´ponse quelques instants plus tard. Dans cet exemple, la fin de cette
taˆche cognitive a eu lieu au bout de quelques minutes, avec la prononciation
de la re´ponse, mais, dans d’autres situations, un effort d’e´vocation fait le
matin peut aboutir l’apre`s-midi. Le syste`me doit bien alors garder quelque
part un souvenir de la requeˆte elle-meˆme, pour faire le lien entre l’entre´e et la
sortie, et savoir que le processus d’e´vocation a abouti, meˆme quelques heures
39
plus tard. Nous pourrons aussi nous demander, si, deux jours plus tard, nous
lui demandons : “Quel e´tait le nom de l’enseignant ?”, s’il re´pondra beau-
coup plus rapidement que la premie`re fois, vu qu’il a conserve´ au moins le
souvenir de cet e´ve´nement. Cet e´ve´nement, la premie`re e´vocation, serait lui-
meˆme une nouvelle entre´e pour le souvenir. Entre le de´but et la fin, c’est
la boˆıte noire, meˆme si nous sommes sujet de notre propre expe´rience ; cela
est frustrant, et il nous est difficile de de´crire ce qui se passe dans notre
teˆte. C’est peut-eˆtre une proprie´te´ du processus mne´sique, d’eˆtre discret a`
la conscience et inde´pendant de ses fonctions volontaires. Autrement dit, si
ce processus e´tait exclusivement conscient, nous serions dans une situation
ou` nous serions oblige´s de visualiser ou raconter toute une vie ou une suite
de perceptions me´morise´es et de souvenirs qui ne correspondent pas a` la
requeˆte. D’ailleurs, cela n’est pas impossible dans certaines circonstances, un
effet cascade pouvant avoir lieu, rappelant l’enfance par exemple, tel que l’a
fait Proust en trempant une madeleine dans une tasse de the´.
D’autres questions sont conse´quentes a` la question pre´ce´dente (rappelons-
la` : qu’est ce qui de´termine la re´ussite ou l’e´chec d’une e´vocation ? ) et portent
sur les e´tapes du processus d’e´vocation : comment s’effectue la recherche d’un
souvenir ? De quel type est la requeˆte entrante ? Est-elle un fragment incom-
plet ou un autre souvenir associe´ de manie`re narrative ? Comment s’effectue
l’extraction d’un souvenir ? Apporter des e´le´ments de re´ponse a` ces questions
revient a` identifier les e´tapes du processus d’e´vocation, et qui dit identifier,
dit caracte´riser. Par conse´quent, on ne pourra pas espe´rer re´pondre a` cette
question : quelles sont les diffe´rentes e´tapes du processus d’e´vocation ?, sans
regarder de plus pre`s les me´canismes implique´s dans le processus d’e´vocation,
les cate´goriser et ensuite identifier ces e´tapes. Tout cela, ne pourra eˆtre fait
e´videmment que si nous que nous pouvons parler de me´canisme d’e´vocation.
Pre´ce´demment, nous avons qualifie´ de frustrant l’impossibilite´ de regarder
ce qui se passe dans notre propre teˆte. Nous pouvons nous demander ce qui
s’est-t-il passe´ entre le moment ou` nous avons arreˆte´ de chercher le nom de
l’enseignant et que nous nous sommes dit que nous l’avions oublie´, et l’instant
ou` son nom est venu du bout de la langue, catalysant ainsi un autre processus
cognitif conscient qu’est la prononciation. L’auto-contemplation n’apportera
pas de re´ponse a` cette question.
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2.2 De l’auto-contemplation a` l’objet scien-
tifique
Les questions souleve´es pre´ce´demment constituent les motivations de cette
the`se, et nous avons vu qu’elles ont e´te´ longtemps l’objet de de´bat en philoso-
phie. Les e´le´ments de re´ponse que peut apporter l’auto-contemplation a` ces
questions sont limite´s. Par contre, la science pourra nous fournir une obser-
vation plus de´taille´e et plus objective des me´canismes mis en place dans le
processus d’e´vocation. Comme nous l’avons dit pre´ce´demment, le recouvre-
ment entre observateur et sujet ne remplit pas les conditions d’un sce´nario
scientifique. Ce proble`me est souleve´ aussi quand l’objet d’e´tude est la con-
science (Edelman et Tononi, 2000). Dans ce qui suit, nous regardons comment
ce concept philosophique s’est vu muter en un objet d’e´tude scientifique, a`
l’image de la Figure 2.1.
Figure 2.1 – La me´moire, du concept philosophique a` l’objet scien-
tifique. (A` gauche) Le penseur de Rodin (1902), une sculpture repre´sentant
un homme qui me´dite, ou` la subjectivite´ qui s’observe. (A` droite) Une
gravure repre´sentant un squelette observant un craˆne, d’apre`s La fabrique
du corps humain d’Andre´ Ve´sale (1543). L’observateur et le sujet sont dis-
socie´s.
Le mate´rialisme prend les devants
C’est en levant le voile sur le cerveau, son anatomie et les fonctions cog-
nitives associe´es a` chacune de ses aires, que la me´moire est devenue un objet
scientifique. Les premie`res tre´panations, pratique´es il y a au moins 12 000
ans, confirment que le cerveau e´tait vu comme un organe vital. L’antiquite´ a
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connu deux the´ories portant sur le roˆle du cerveau. Une the´orie, avance´e par
Aristote, conside´rait le cerveau comme un organe de refroidissement du sang
et situait l’intelligence dans le cœur. Une autre the´orie conside´rait le cerveau
comme le sie`ge de ce qui gouverne le corps. Cette dernie`re a e´te´ initialement
avance´e par Alcme´on de Crotone, qui est le premier a` avoir disse´que´ l’œil. Sa
the´orie a e´te´ soutenue par Hippocrate et Platon (voir Phe´don 96 b et Time´e),
qui ne le nommera pas. La deuxie`me the´orie s’est vue confirme´e au fur et a`
mesure que l’anatomie a e´te´ e´tablie par Galien (me´decin gladiateur) et plus
tard, au 16e`me sie`cle, par Andre´ Ve´sale, qui a e´labore´ la premie`re anatomie
de´taille´e du cerveau.
Ces e´tudes ont permis de confirmer la connexion qu’il y avait entre le
cerveau et le syste`me nerveux pe´riphe´rique, et elles ont re´solu aussi la ques-
tion portant sur la nature du support de cette connexion. L’influx nerveux,
substance myste´rieuse, a e´te´ d’abord nomme´, pneuma psychique, puis res
cogitans (chose pensante, non-physique) par Descartes, et localise´ au niveau
du cerveau. La nature de cet influx a e´te´ de´couverte via l’expe´rience de Luigi
Galvani, qui a montre´ qu’une charge e´lectrique statique applique´e sur le nerf
sciatique d’une grenouille morte provoquait la contraction de sa cuisse. Ces
de´veloppements, quoiqu’ils concernent le syste`me nerveux, ont mis en avant
le mate´rialisme comme alternative a` la philosophie de l’esprit, le spiritual-
isme et l’auto-contemplation en ge´ne´ral, dans l’e´tude de la pense´e. Cela peut
se traduire par la fameuse maxime de Pierre Jean Georges Cabanis (1802) :
“Le cerveau secre`te la pense´e, comme le foie secre`te la bile.”. La rupture a
e´te´ initie´ par Hermann Ebbinghaus (1885), premier a` avoir e´tudie´ la me´moire
sur des bases scientifiques. Elle a e´te´ marque´ par l’e´mergence d’un nouveau
courant de pense´e scientifique en psychologie, appele´ le behaviorisme.
Le behaviorisme
Le behaviorisme est venu remplacer le mentalisme, une approche de la
psychologie qui repose sur l’introspection. Les racines du behaviorisme re-
montent a` l’expe´rience du chien de Pavlov, re´alise´e au cours de l’anne´e 1890.
Cette approche ne s’inte´resse qu’a` ce qui est observable, c’est-a`-dire au com-
portement. Les partisans de sa version radicale ont nie´ meˆme l’existence de
la pense´e. Ne´anmoins, son apport a` la compre´hension de la me´moire est con-
side´rable, Watson et Skinner, conside´re´s respectivement comme le fondateur
et le principal de´veloppeur du behaviorisme, ont mis l’accent sur les diffe´rents
types d’apprentissage en exploitant les proprie´te´s associatives de la me´moire.
Les apprentissages sont classe´s en 4 cate´gories : le renforcement positif, le ren-
forcement ne´gatif, la punition positive et la punition ne´gative. Via ces modes
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d’apprentissage, il est possible d’associer un comportement a` un stimulus,
par exemple, si vous commencez par e´mettre un son de clochettes avant de
donner a` manger a` un chien. Avec un nombre suffisant de re´pe´titions, le chien
commencera a` saliver, de`s qu’il entendra le son des clochettes. L’expe´rience
que nous venons de de´crire est l’expe´rience de Pavlov. Elle de´montre que
l’e´vocation d’entre´e peut-eˆtre choisie par l’expe´rimentateur, mais nous n’irons
pas au-dela` des questions pose´es tout au long de la premie`re partie de cet
essai. Cela est cohe´rent avec la critique pose´e a` l’encontre du behaviorisme,
en raison de sa ne´gligence de la cognition. D’ailleurs, ce courant trouve ses
limitations dans le cadre qu’il s’est fixe´ au de´part. Il est incapable d’expli-
quer la cre´ativite´. C’est sur ce front que le cognitivisme, nouveau courant de
pense´e, critique le behaviorisme.
Le cognitivisme
Cette approche, fonde´e dans les anne´es 50, voit la pense´e comme un pro-
cessus de traitement de l’information. Le rapprochement avec l’informatique
et la logique sont sans doute les motivations qui lui ont donne´ naissance. Cette
pe´riode a e´te´ marque´e par le de´veloppement de la machine de Turing. Turing
prouva que la logique pouvait eˆtre imple´mente´e de manie`re me´canique. Le
cognitivisme trouva en cela son essor. La pense´e e´tant de´sormais vue comme
un processus de calcul ope´rant sur des symboles et la me´moire comme un
ruban charge´ d’informations auquel un programme acce`de. Avec von Neu-
mann et les premiers ordinateurs la me´moire devient un contenu adressable.
Cette manie`re de voir les choses a e´te´ appele´e computationnisme. Nous ver-
rons, dans un second temps, un autre sous-courant du cognitivisme, appele´
le connexionnisme.
Le computationnisme
Le computationnisme a donne´ naissance a` la the´orie de la grammaire
ge´ne´rative et transformationnelle impulse´e par Noam Chomsky en 1957 (Chom-
sky, 1957) et qui l’a mathe´matise´ avec Marcel-Paul Schu¨tzenberger en 1963
(Chomsky et Schu¨tzenberger, 1963). Plus proche encore de notre sujet, l’ap-
proche computationniste a donne´ naissance a` un grand nombre de mode`les de
me´moire. Les premiers mode`les reposent sur de nombreux re´sultats expe´rimentaux
et observations effectue´es sur des patients atteints de troubles mne´siques.
Nous citons le mode`le de Atkinson et Shiffrin (1968), qui est reste´ le mode`le
dominant en psychologie cognitive jusqu’a` la fin des anne´es 60. Ce mode`le
de´compose la me´moire selon 3 composantes :
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– Une me´moire sensorielle (MS) : elle retient une grande quantite´ d’in-
formations sous forme visuelle pour une dure´e bre`ve (quelque millisec-
ondes).
– Une me´moire a` court terme (MCT) : elle contient un nombre limite´
d’e´le´ments sous forme verbale (7 ± 2 e´le´ments) pour une dure´e de
quelques secondes.
– Une me´moire a` long terme (MLT) : elle correspond a` notre concep-
tion intuitive de la me´moire. Les e´le´ments sont stocke´s de manie`re
se´mantique et elle ne connaˆıt ge´ne´ralement pas de limites, ni de dure´e
de stockage.
Selon ce mode`le, il est possible d’effectuer deux types d’e´vocations : une
e´vocation d’e´le´ments dans la MCT et une e´vocation d’e´le´ments dans la MLT.
Quand l’e´le´ment a` rappeler est dans la MCT (appele´e plus tard me´moire de
travail), nous confondrons processus d’e´vocation et processus de re´pe´tition.
C’est ce que nous faisons par exemple pour retenir un nume´ro de te´le´phone
juste avant de le composer. Le mode`le d’Atkinson et Schiffrin, construit sur
la base d’observations de patients atteints de troubles mne´siques, a servi de
mode`le de base pour lever le voile sur diffe´rents types de me´moire a` long
terme, tels que la me´moire se´mantique, la me´moire e´pisodique (me´moire des
e´ve´nements de la vie), la me´moire proce´durale (ex : faire du ve´lo) et la
me´moire de´clarative (qui contient les informations sous forme verbale). Nous
citons aussi le mode`le SPI (Tulving, 1995) de Tulving (1995), qui est une
version e´labore´e du mode`le d’Atkinson et Schiffrin.
Le connexionnisme
Toujours dans le cognitivisme, un autre sous-courant du cognitivisme a
e´merge´ : il s’agit du connexionnisme. Ce courant voit les processus cogni-
tifs comme des comportements e´mergeants d’unite´s simples interconnecte´es.
L’ide´e n’est pas nouvelle, la cyberne´tique de´ja` en vogue dans les anne´es 40
se positionnait comme science des syste`mes autore´gule´s (Triclot, 2008). Il
a fallu attendre le mode`le formel du neurone de McCulloch et Pitts (1943)
et plus tard les travaux de Marr (1971) qui tirait profit de la loi de Hebb 4
pour construire le premier mode`le de me´moire associative. L’impact a e´te´
4. La loi de Hebb e´nonce que deux neurones qui s’activent en meˆme temps renforcent le
lien qui les relie, de sorte que l’activation de l’un par l’autre dans le futur sera plus facile.
Voici le texte qui e´nonce cette loi : “When an axon of cell A is near enough to excite
B and repeatedly or persistently takes part in firing it, some growth process or metabolic
change takes place in one or both cells such that A’s efficiency, as one of the cells firing
B, is increased” (The Organization of Behavior, p. 62)
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assez grand dans les neurosciences, mais le mode`le n’a pas trouve´ beaucoup
d’e´chos chez les informaticiens. Ce courant est devenu populaire dans les
anne´es 80 graˆce aux travaux de John Hopfield qui a introduit les re´seaux
de neurones (formels) re´currents dans (Hopfield, 1982) en se basant sur les
travaux de McCulloch et Pitts (1943). Ce travail a permis aux avance´es
re´alise´es dans le domaine de la me´moire de prendre leur inde´pendance par
rapport a` leur objet d’e´tude, c’est-a`-dire la me´moire humaine : un domaine
de recherche a e´merge´, on parle de re´seaux de neurones artificiels. Ses prin-
cipales motivations re´sident dans la volonte´ d’utiliser les connaissances des
me´canismes neuronaux : la plasticite´ synaptique (le me´canisme biochimique
qui explique la loi de Hebb), le caracte`re non-line´aire de la re´ponse neuronale
et la distributivite´ du calcul pour re´soudre des proble`mes de classification en
informatique et en robotique.
Les re´seaux de neurones artificiels captent la proprie´te´ d’associativite´ de
la me´moire humaine et se caracte´risent par leur proprie´te´ d’indexation par
le contenu. En effet, rejoindre un attracteur (un e´tat stable du syste`me) qui
repre´sente une information me´morise´e, revient a` donner une entre´e qui per-
mettra d’infe´rer l’information stocke´e : dans certains cas, l’entre´e ne sera pas
loin en termes de distance (par exemple la distance de Hamming, diffe´rence de
bits entre 2 chaˆınes binaires) et, dans ce cas, nous parlons de me´moire adress-
able par le contenu. Le processus d’e´vocation commence de`s la pre´sentation
de l’entre´e et aboutit quand la valeur de sortie se stabilise. Du point de vue du
stockage de l’information, ces syste`mes captent l’essentiel des proprie´te´s de
la me´moire et de l’apprentissage. Malgre´ cela, leur description de l’e´vocation
mne´sique reste simpliste. L’e´vocation d’une information me´morise´e est une
infe´rence et n’est pas une e´vocation fonde´e sur une proximite´ temporelle.
Par conse´quent, le temps de recherche d’une information est pre´alablement
borne´ par la taille du re´seau ou le nombre de couches du perceptron utilise´
(re´seaux de neurones dispose´s en couches paralle`les). De plus, ce simplisme
est duˆ au niveau de description de ces syste`mes. On conside`re que l’unite´ du
traitement cognitif est le neurone.
Dans ce cadre, e´vocation et infe´rence deviennent ambivalentes. Par conse´quent,
des observations, faites par auto-contemplation, ne peuvent s’expliquer : une
e´vocation qui a commence´ le matin peut aboutir l’apre`s-midi, comme elle
peut aboutir a` l’instant meˆme ; dans le perceptron, au contraire, il s’agit du
meˆme temps, pour toute information me´morise´e. Dans d’autres re´seaux de
neurones qui ne sont pas structure´s en couches, ce temps est borne´ par la
taille du re´seau. En gardant une approche connexionniste, nous verrons dans
la partie suivante que d’autres unite´s du traitement neuronal sont capables
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d’offrir des e´le´ments de re´ponse plus de´veloppe´s. Le choix de ces unite´s est
imme´diat, au vu d’expe´riences qui ont regarde´ plutoˆt la re´ponse neuronale
et pas seulement les re´ponses comportementales.
2.3 Les unite´s fonctionnelles du processus
d’e´vocation
Si nous conside´rons un neurone, les mode`les les plus descriptifs, en termes
de processus e´lectrochimiques mis en place, sont les mode`les biophysiques.
Hodgkin et Huxley (1952) en ont propose´ un, issu d’expe´riences faites sur
l’axone ge´ant du calamar. Ce mode`le de´crit le potentiel d’action ge´ne´re´ dans
l’axone ge´ant du calamar a` partir des proprie´te´s dynamiques d’ouverture et
de fermeture des canaux ioniques associe´s au sodium et au potassium. Il a e´te´
simplifie´ plus tard par Fitzugh (1961) et inde´pendamment par Nagumo et al.
(1962). Leur mode`le simplifie l’e´criture et capte l’essentiel des dynamiques
obtenues par le mode`le parent. Cependant, a` l’image de leur pre´de´cesseur, le
mode`le inte`gre-et-tire de´veloppe´ par Lapique (1907), ces mode`les adoptent
une granularite´ relativement e´leve´e. Le stimulus d’entre´e est un courant
e´lectrique. Des re´seaux, dont les e´le´ments sont les unite´s neuronales, servent
a` expliquer ce qu’est le stockage. Si l’on s’inte´resse a` l’e´vocation mne´sique, il
faut se positionner a` un niveau qui permet l’observation de la re´ponse neu-
ronale apre`s pre´sentation d’un stimulus se´mique 5. C’est a` ce niveau que l’on
suppose que les me´canismes et les phases du processus d’e´vocation peuvent
eˆtre e´lucide´s.
Des expe´riences qui vont dans ce sens sont celles effectue´es par Freeman
(1977) sur le bulbe olfactif du lapin. Elles montrent une transition de phase
d’une activite´ chaotique a` une activite´ cyclique des neurones du bulbe ol-
factif. Cette transition a lieu lorsque l’animal inhale une odeur connue. Plus
tard, Gray et Singer (1989) ont mis en e´vidence l’e´mergence d’oscillations
dans le cortex visuel du chat. Ces oscillations ont lieu lors de la pre´sentation
d’une barre lumineuse en mouvement. Elles deviennent nettement synchro-
nise´es quand la barre en mouvement adopte la direction pre´fe´rentielle de
l’animal. Il s’agit d’une premie`re corre´lation entre une proprie´te´ du stimulus
(ici, la direction) et une facette de la re´ponse neuronale (ici, la synchroni-
sation). Ces travaux sugge`rent que la synchronisation de populations neu-
ronales est un me´canisme pour e´tablir des relations entre diffe´rents groupe-
5. Se´mique (emprunte´ a` la linguistique) : qui concerne les unite´s minimales de signifi-
cation, par exemple : le sens d’un mouvement, la couleur, etc.
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ments cellulaires caracte´rise´s par la phase et la fre´quence de leurs oscillations.
Du point de vue de l’information cognitive, la synchronisation des popula-
tions neuronales est un moyen d’e´tablir des relations entre les diffe´rentes
modalite´s d’un percept. Cette hypothe`se est connue sous le nom d’hypothe`se
d’e´tiquetage (en anglais, labeling hypothesis). Elle a e´te´ avance´e par von der
Malsburg (1981). Il les consolidera dans (von der Malsburg et Schneider,
1986), avec un mode`le the´orique repre´sentant une illustration de l’effet soire´e
cocktails 6. L’hypothe`se d’e´tiquetage souligne le roˆle de l’organisation tem-
porelle des oscillations en termes de verrouillage de phase et de fre´quence,
comme moyen d’inte´gration des diffe´rentes modalite´s d’un meˆme percept.
Ces observations concernent un traitement sensoriel et, visiblement, cela
n’a pas de lien avec la me´moire. Pourtant, la synchronisation accompa-
gne la reconnaissance d’informations cognitives pre´alablement “apprises” ou
“pre´fe´rentielles”. A` ce niveau, nous ne pouvons pas trancher, si l’e´vocation
mne´sique est un rappel d’une repre´sentation mentale associe´e au stimulus
d’entre´e ou si c’est tout simplement un test de reconnaissance d’un objet
perc¸u. La synchronisation de l’activite´ neuronale souligne l’importance du
temps exact de la de´charge neuronale dans l’e´laboration et l’inte´gration de
l’information cognitive. Cet aspect de la re´ponse neuronale pourrait eˆtre un
me´canisme intervenant dans l’e´vocation mne´sique pour former un souvenir
complexe. Adopter un niveau d’observation a` l’e´chelle des assemble´es de neu-
rones qui ge´ne`rent des oscillations semble plus ade´quat pour l’observation des
me´canismes du processus d’e´vocation. Dans le cortex visuel, l’aire corticale
visuelle 17 (Gray et Singer, 1989) est source de comportements pe´riodiques,
et dans le bulbe olfactif (Freeman, 1977, 1975), l’inte´raction entre des pop-
ulations de neurones excitateurs et inhibiteurs engendre des oscillations. On
appelle ces structures “oscillateurs neuronaux”. Les oscillateurs neuronaux
sont capables d’engendrer, comme beaucoup de syste`mes biologiques a` ry-
thmes, des oscillations de type cycle limite et des oscillations faiblement
chaotiques (Buzsaki et Draguhn, 2006). Ces structures sont pre´sentes aussi
dans l’hippocampe (Buzsaki, 1984; Bartesaghi et al., 2006; Mori et al., 2007),
cette partie du cerveau est connue pour son roˆle dans la me´moire e´pisodique
et la me´moire spatiale (Tulving et Markowitsch, 1998). La synchronisation de
l’activite´ de l’hippocampe peut eˆtre induite par les inter-neurones GABAer-
gic (Cobb et al., 1995). Ceci montre que cette structure peut exhiber une
activite´ synchrone.
6. L’effet soire´e cocktail illustre notre capacite´ a` e´couter un interlocuteur dans une
soire´e cocktail avec un fort bruit ambiant.
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On suppose que l’e´tude de l’e´vocation mne´sique, d’un point de vue con-
nexionniste, ou` l’unite´ fonctionnelle e´le´mentaire est un oscillateur neuronal,
est une piste prometteuse. Elle nous permettra d’e´tudier la synchronisa-
tion et la de´synchronisation de populations d’oscillateurs neuronaux. Ces
deux re´sultantes d’une re´organisation temporelle semblent eˆtre au cœur des
me´canismes du processus d’e´vocation. D’un autre coˆte´, e´tudier le fonction-
nement du processus d’e´vocation, sans tenir compte de l’encodage de l’infor-
mation et de son stockage a` long terme, est une queˆte impossible. En re´sume´,
quand il s’agit du stockage, l’unite´ fonctionnelle sera le neurone et quand il
s’agit de l’e´vocation, elle sera l’oscillateur neuronal. C’est dans ces grandes
lignes que se re´sume ce qu’on qualifie de the´ories e´lectriques de la me´moire
et de l’e´vocation. Pourtant, d’autres points de vue sont apparus, meˆme si
actuellement ils se sont e´teints ou ont mute´.
2.4 Les the´ories mole´culaires de la me´moire
Aujourd’hui, un neurobiologiste hausserait les e´paules ou laˆcherait un rire
timide si on lui parle de la scotophobine. Cette mole´cule, baptise´e le “sou-
venir de la peur du noir”, a secoue´ les anne´es 60. Sur fond de de´couverte de
la structure de l’ADN et du code ge´ne´tique, qui laissait entrevoir l’immense
diversite´ mole´culaire dans les cellules, Georges Ungar proposa une the´orie
mole´culaire de la me´moire. Selon cette the´orie, chaque souvenir serait en-
code´ par une prote´ine. Le transfert de me´moire dans un tube a` essai serait
ainsi possible. Ainsi, injecter un extrait de cerveaux de rats, auxquels on a
fait apprendre la peur nocturne, a` une souris lui apprendrait la peur du noir.
De nos jours, meˆme la culture populaire dira que c’est de la science fiction,
graˆce au savoir cumule´ sur la me´moire. Il n’empeˆche que cette de´couverte,
controverse´e du point de vue des me´thodes expe´rimentales, a eu un grand
e´cho dans les anne´es 1960 jusqu’a` son extinction dans les anne´es 1980, quand
une e´quipe de recherche a conclu que la scotophobine re´duit la re´activite´
e´motionnelle, ce qui explique le raccourcissement du temps passe´ dans le noir.
Malgre´ l’e´chec initial de la me´moire mole´culaire lie´e a` la scotophobine,
E. Kandel a obtenu le prix Nobel de physiologie et me´decine en 2000 pour
ses travaux en biologie mole´culaire sur la me´moire a` long terme (Kandel,
1976; Huang et al., 2004; Kandel, 2007), qui mettent en e´vidence le roˆle des
re´cepteurs post-synaptiques D1 sur la de´pression synaptique a` long terme
(DLT, ou LTD en anglais). De meˆme, en neurophysiologie sensorielle, dans
la ligne´e des observations originelles de K. von Frisch sur l’olfaction et la
vision des abeilles (von Frisch, 1965), les chercheurs ont montre´ re´cemment
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le roˆle des phe´romones dans la faculte´ des abeilles a` inte´grer, dans leur gyrus
fusiforme, des caracte´ristiques ge´ome´triques des objets me´morise´s de leur en-
vironnement, en vue de leur cate´gorisation, puis de leur reconnaissance rapide
(Deisig et al., 2012). Enfin, le roˆle des micro-ARNs a e´te´ mis en e´vidence dans
des travaux re´cents (Smalheiser et al., 2011, 2012) sur des comportements
mne´siques olfactifs chez la souris et sur des comportements de´pressifs chez
l’homme.
2.5 Re´sume´
Au de´but de cet essai, nous avons vu dans quelle mesure l’auto-contemplation
est une source permettant de soulever des questions sur l’e´vocation mne´sique.
Cependant, elle ne permet pas d’apporter des e´le´ments de re´ponse rationnels.
Un sce´nario minimal, dans lequel l’observateur et le sujet sont dissocie´s, est
requis pour une e´tude scientifique. Nous avons vu que l’approche connex-
ionniste est la plus ade´quate pour aborder ces questions. Il est cependant
important de pre´ciser quelles sont les unite´s fonctionnelles que nous utilis-
erons. Ce choix de´pend du sujet d’inte´reˆt : si nous nous inte´ressons au stock-
age, nous parlerons de re´seaux de neurones et si nous nous inte´ressons a`
l’e´vocation, nous parlerons de re´seaux d’oscillateurs neuronaux. Les oscilla-
teurs permettent d’e´tudier des me´canismes cle´s de l’e´vocation mne´sique : la
synchronisation et la de´synchronisation neuronale. Nous invitons, a` pre´sent,
le lecteur a` lire l’introduction de cette the`se, pour avoir un aperc¸u plus ancre´
de son contenu et de la me´thodologie scientifique que nous adoptons.
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Deuxie`me partie
Traitement de l’information par
re´organisation temporelle de
populations d’oscillateurs
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Chapitre 3
The´orie de la me´moire
dynamique et de l’e´vocation
mne´sique
Cette partie est un extrait des travaux de Pr. Jacques Demongeot, pre´sente´s
notamment dans Ben Amor et al. (2010b,a) et fonde´s sur ses travaux pre´ce´dents
avec Ne´rot (1996) et Tonnelier et al. (1999). Il s’agit d’une mode´lisation, par
re´seaux d’oscillateurs couple´s, du phe´nome`ne d’e´vocation mne´sique.
3.1 Contexte scientifique du traitement de l’in-
formation par des re´seaux d’oscillateurs
Dans ce qui suit, nous pre´sentons l’e´tat de l’art du traitement de l’infor-
mation a` base d’oscillateurs. Cette litte´rature est assez difficile a` cerner. En
effet, le positionnement scientifique des travaux n’est pas toujours similaire.
Ainsi, nous avons rencontre´ 3 types de syste`mes de traitement de l’informa-
tion a` base d’oscillateurs : (i) des mode`les biophysiques de parties du cortex
ce´re´bral, mode´lisant des processus cognitifs, (ii) des syste`mes mathe´matiques
a` vise´e technologique, et (iii) des imple´mentations technologiques.
Nous nous sommes mis dans une perspective technologique qui, rappelons-
le, est la construction d’un syste`me capable de mimer l’ide´e que l’on a de
l’e´vocation mne´sique. De ce fait, nous nous sommes tourne´s principalement
vers la litte´rature qui concerne les syste`mes de type 2, c’est-a`-dire les syste`mes
a` vise´e technologique. Avant d’aborder cela, nous citons a` titre d’information
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deux exemples de mode`les biophysiques.
Parmi les mode`les biophysiques, conside´rons le mode`le du bulbe olfactif
pre´sente´ par Hendin et al. (1998) pour la me´morisation et la segmentation
d’odeurs complexes. Ce syste`me se fonde sur un mode`le des neurones pre´sents
dans le bulbe olfactif appele´s aussi cellules mitrales. Le 2e`me exemple consiste
en un mode`le de processus cognitif. Il s’agit du mode`le de von der Malsburg et
Buhmann (1992) du processus de segmentation sensorielle. Ce mode`le repose
sur un syste`me de couches d’oscillateurs, positionne´es de manie`re tridimen-
sionnelle, l’une a` la suite de l’autre.
Les syste`mes du 2e`me type concernent des applications diffe´rentes, ayant
comme optique le traitement d’image et la me´moire associative. Parmi les
premiers travaux, nous pouvons citer les travaux de Baldi et Meir (1990).
Ils font suite a` l’hypothe`se formule´e par Gray et Singer (1989), dans laquelle
la synchronisation de populations d’oscillateurs est avance´e comme solution
au proble`me de liaison von der Malsburg (1981) dans le cas visuel. Cette
premie`re application concerne la discrimination de textures par des popu-
lations d’oscillateurs. Baldi et Meir (1990) utilisent des oscillateurs assez
semblables, dans la forme, aux oscillateurs de Kuramoto qui sont de´crits ex-
plicitement par leurs phases. Ils utilisent des convolutions, avec des filtres
de Gabor 1 pour effectuer cette taˆche. Il s’agit de la premie`re application de
ce type, meˆme si le syste`me qu’ils proposent n’est pas exclusivement con-
struit a` l’aide d’oscillateurs et qu’il repose sur une description directe de la
phase. Le but e´tait de tester cette possibilite´. Depuis, d’autres syste`mes ont
vu le jour et concernent une palette tre`s large d’applications. Bosch et al.
(1998) proposent d’utiliser une population d’oscillateurs de Wilson-Cowan
pour faire de la discrimination d’objets, apparente´e au processus d’attention.
Leur syste`me est constitue´ de 3 couches : l’une de ces 3 couches est appele´e la
couche d’attention se´lective et consiste en un masque binaire qui code pour
la re´gion d’inte´reˆt. Une deuxie`me couche comporte des oscillateurs. Ceux qui
sont superpose´s a` la re´gion d’inte´reˆt de la couche d’attention augmentent
leur amplitude, par un me´canisme de couplage entre les deux couches. Ceci a
comme conse´quence la restitution de l’information a` laquelle ils sont associe´s,
via un seuillage effectue´ par une 3e`me couche. Un autre syste`me appele´ LE-
GION, paru dans Terman et Wang (1995) et Chen et Wang (2002), est utilise´
pour la segmentation d’image. Ce syste`me re´ussit a` juxtaposer la synchroni-
1. Un filtre utilise´ dans le domaine du traitement d’images pour la de´tection de con-
tours. Il s’agit d’un produit d’une gaussienne et d’une sinuso¨ıde, de´fini sur un espace
bidimensionnel.
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sation et la de´synchronisation, via l’utilisation d’un inhibiteur global. Dans
les meˆmes perspectives d’application, Kuzmina et al. (2004) proposent un
syste`me base´ sur des oscillateurs comportant des connexions auto-organise´es
pour la segmentation d’images a` base de synchronisation. Belatreche et al.
(2010) utilisent un mode`le d’oscillateurs de Wilson-Cowan pour la segmen-
tation d’images en couleur. Plus re´cemment, Ursino et al. (2009) sugge`rent
un syste`me fonde´ sur des oscillateurs de Wilson-Cowan pour de´tecter des
primitives ge´ome´triques (carre´, cercles, etc.) et les reconstruire si elles sont
de´te´riore´es. Comme dans (Belatreche et al., 2010), ils utilisent un inhibiteur
global pour juxtaposer la synchronisation et la de´synchronisation. Yu et Slo-
tine (2009) utilisent une version modifie´e de l’oscillateur neuronal de Fitzugh-
Nagumo pour construire un syste`me capable de grouper des objets visuels,
ainsi que pour faire de la segmentation d’image. Cependant, ils ne proposent
pas de me´canisme pour de´synchroniser le syste`me, une fois l’ope´ration ef-
fectue´e.
Des syste`mes a` base d’oscillateurs ont e´te´ propose´s comme syste`mes de
me´moire associative. Parmi les plus connus, citons le syste`me a` oscillateurs
canoniques propose´ par Hoppensteadt et Izhikevich (2001a). Ce syste`me re-
pose sur une description d’un oscillateur en termes de phase. Il est pre´sente´
comme canonique puisque les auteurs ont de´veloppe´ une me´thode qui leur
permettent de passer d’un oscillateur de Wilson-Cowan, Moris-Lescar ou
autre a` un oscillateur canonique. Ainsi, a` l’image d’un re´seau de neurones
artificiels, ce syste`me posse`de une re`gle d’apprentissage, semblable a` celle
de Hebb, a` laquelle on peut trouver un e´quivalent dans le cadre des oscil-
lateurs de Wilson-Cowan ou Moris-Lescar. L’inconve´nient de ce syste`me est
qu’il n’est pas dote´ d’un me´canisme de de´synchronisation permettant un
retour a` l’e´tat de repos du syste`me, a` la suite de la restitution de l’informa-
tion. Borisyuk et al. (2001) proposent un syste`me a` base d’oscillateurs pour
de´tecter la nouveaute´. Ils utilisent un encodage en fre´quence pour stocker
l’information. L’entre´e est code´e en fre´quence ; l’adaptation de la fre´quence
naturelle du re´seau a` la fre´quence d’entre´e est utilise´e comme un me´canisme
de stockage de l’information. Leur syste`me re´pond de manie`re synchrone aux
entre´es familie`res, c’est-a`-dire de´ja` stocke´es dans le syste`me. Ceci permet de
de´tecter les nouveaux stimulus.
Quant aux imple´mentations, propose´es dans le cadre des syste`mes du 3e`me
type, elles sont principalement construites avec des composants e´lectroniques.
Tel est le cas de Hoppensteadt et Izhikevich (2001b), qui utilisent des MEMS
pour imple´menter leur me´moire associative a` base d’oscillateurs ou de Kowal-
ski et al. (2011), qui utilisent des puces CMOS pour imple´menter leur syste`me
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de de´tection d’objets sur une image. Une imple´mentation non conventionnelle
est aussi propose´e par Adamatzky et al. (2002), qui utilisent un syste`me fonde´
sur une re´action chimique oscillante, la re´action de Belousov–Zhabotinsky,
qui est un oscillateur chimique, pour de´finir un syste`me de de´tection de con-
tours.
Dans pratiquement la plupart de ces travaux, l’essentiel du proble`me con-
siste a` juxtaposer convenablement synchronisation et de´synchronisation au
sein du meˆme syste`me. Certains travaux n’imple´mentent pas de de´synchronisation
et d’autres rajoutent un inhibiteur global a` la population d’oscillateurs,
pour effectuer une de´synchronisation. Cette dernie`re alternative, meˆme si
elle repose sur des observations sur la circuiterie neuronale, de´posse`de les
re´seaux d’oscillateurs de leur autonomie, si l’on se contente de l’introduc-
tion d’un e´le´ment non oscillant. C’est pour cela que l’enjeu que l’on s’est
fixe´ dans cette the`se est de juxtaposer convenablement synchronisation et
de´synchronisation, en n’utilisant que des oscillateurs.
3.2 Analyse phe´nome´nologique de l’e´vocation
mne´sique
Figure 3.1 – Structure modulaire : Dans cette structure M1 est arbitraire
et M2 repre´sente un sous-re´seau dans l’hippocampe
Conside´rons un re´seau de neurones constitue´ par plusieurs sous-syste`mes
qu’on appelera modules. Ces modules peuvent eˆtre faiblement ou fortement
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interconnecte´s (Elena et al., 2008; Demongeot et al., 2009; Ben Amor et al.,
2010a). Dans la Figure 3.1, M1 est un module de neurones connecte´s de
manie`re arbitraire et M2 est une simplification d’un re´seau mono-couche
de l’hippocampe. Ce re´seau est constitue´ de neurones de la zone Cyto-
Architecturale 1 (CA1), de neurones pyramidaux de la zone Cyto-Architecturale
3 (CA3), de neurones Entorhino-Corticaux (EC) et d’inter-neurones (IN),
tous interconnecte´s. La simplification de M2 re´duit ces entite´s a` un sous-
re´seau de taille 2, de type re´gulon ne´gatif. Cette structure est caracte´rise´e par
un circuit ne´gatif (une excitation et une inhibition en retour) et deux boucles
positives d’auto-re´gulation. La re´duction aux re´gulons ne´gatifs s’est faite en
tenant compte des observations suivantes sur les connexions : les neurones
CA3 envoient des axones avec des connexions excitatrices a` d’autres neurones
CA3. Ceci est interpre´te´ dans la Figure 3.1 par une auto-re´gulation et par un
couplage faible avec l’unite´ suivante. Ils envoient aussi d’autres connexions
excitatrices vers les neurones CA1. Les neurones CA1, a` leur tour, envoient
des connexions excitatrices vers les neurones EC a` travers les neurones du
Subiculum (SB). Finalement, les neurones EC envoient des connexions in-
hibitrices vers les neurones CA3 a` travers les inter-neurones (IN) du Gyrus
dente´ (DG). Le lecteur pourra se re´fe´rer aux articles suivants (Buzsaki, 1984;
Gluck, 1996; Hefft et Jonas, 2005; Bartesaghi et al., 2006; Mori et al., 2007).
A` pre´sent, nous allons conside´rer que M2 est se´quentiellement re´pe´te´, formant
une chaˆıne de modules (voir la Figure 3.2). Chaque module est faiblement
connecte´ au suivant au niveau des neurones CA3 (repre´sente´s par les Xi dans
la Figure 3.2).
Cette chaˆıne de re´gulons peut-eˆtre simule´e en utilisant le mode`le d’oscil-
lateur simplifie´ de Wilson et Cowan (1972). Il a e´te´ introduit comme mode`le
d’interaction entre des populations de neurones excitateurs et inhibiteurs.
Pour certaines valeurs des parame`tres (ab > 1), ce syste`me est un oscillateur
(Tonnelier, 2001), ou` a est un parame`tre similaire a` un potentiel de mem-
brane et, b un parame`tre similaire a` un poids synaptique. La chaˆıne comple`te
(voir la Figure 3.2) des n oscillateurs est repre´sente´e par le syste`me suivant :

dX1
dt
= −X1
a
+ tanh bX1 − tanh bY1
dY1
dt
= −Y1
a
+ tanh bX1 + tanh bY1
∀i ∈ [2, n]
dXi
dt
= −Xi
a
+ tanh bXi − tanh bYi + kXi−1
dYi
dt
= −Yi
a
+ tanh bXi + tanh bYi
(3.1)
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Ce syste`me se rapproche d’un re´seau de neurones de type Hopfield, a`
savoir un re´seau d’automates boole´ens a` seuil, quand b est positif et grand, et
a est ne´gatif et grand (Tonnelier et al., 1999). Comme indique´ sur la figure 4.6,
les isochrons du Wilson-Cowan s’e´cartent de plus en plus en s’e´loignant du
cycle limite. Quand une chaˆıne d’oscillateurs de Wilson-Cowan non couple´s
Figure 3.2 – Chaˆıne de re´gulons ne´gatifs couple´s : sche´ma d’une struc-
ture modulaire se´quentielle constitue´e d’une chaˆıne de re´gulons ne´gatifs, ou`
X1 (resp. X2) repre´sente l’activite´ des neurones CA3 (resp. CA1). La pho-
tographie repre´sente l’anatomie de l’hippocampe, avec ses diffe´rentes parties
et groupements neuronaux (CA3, CA1, DG et SB).
(k = 0) est stimule´e par une perturbation instantane´e S qui rame`ne tous les
e´tats des oscillateurs au voisinage d’un isochron de phase φ, tous ces oscilla-
teurs se relaxent autour de cette phase, comme indique´ sur la Figure 4.3, avec
une valeur de de´phasage maximal qui peut-eˆtre de´termine´e via sa mesure,
obtenue par exemple sur la Figure 4.6 en bas. Cette synchronisation permet
l’addition des activite´s individuelles (les Xi) ce qui a pour effet d’augmenter
le signal rec¸u par un appareil de mesure ou par une autre population de neu-
rones.
A` titre d’exemple, en admettant que le signal de´livre´ est A(t) =
n∑
i=1
Xi,
la synchronisation de la population aura comme effet l’augmentation de
l’amplitude de ce signal, qui sera e´quivalent a` nXi(t). Ceci pourra causer
la de´tection d’un signal par un instrument de mesure (IRMf, Pet-scanner)
ou le franchissement d’une barrie`re de potentiel dans une autre population
de neurones, permettant ainsi la transmission d’un autre signal corre´le´ a` un
autre niveau. De manie`re analogue, quand les oscillateurs sont de´synchronise´s
avant la pre´sentation de la perturbation stimulante S, leur activite´ globale
est maintenue a` un niveau bas, ne permettant pas le franchissement d’une
barrie`re de potentiel. Si un couplage existe entre les re´gulons au niveau des Xi
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Figure 3.3 – Re´ponse post-stimulation : en (1) est repre´sente´e la re´ponse
d’une chaˆıne couple´e faiblement au niveau de CA3, en (2) est repre´sente´e la
re´ponse d’une chaˆıne non-couple´e (cas de perse´ve´ration).
repre´sentant les neurones CA3, une de´synchronisation suit la synchronisation
engendre´e par la stimulation (Figure 3.3 (1)), e´vitant ainsi la perse´ve´ration
du syste`me, comme dans le cas d’absence de couplage (voir la Figure 3.3
(2)). La de´synchronisation est plus rapide quand le parame`tre de couplage
Figure 3.4 – Re´ponse post-stimulation et intensite´ de couplage :
Une perturbation est applique´e a` la chaˆıne, dans le cas d’un couplage fort
(figure a` gauche) et dans le cas d’un couplage faible (figure a` droite). La
de´synchronisation est plus rapide quand le couplage est plus intense. NB : le
couplage est applique´ entre les Xi repre´sentant les neurones CA3.
est plus intense. La Figure 3.4 illustre ceci : a` gauche, l’activite´ de la chaˆıne
s’e´vanouit (de´synchronisation des re´gulons de la chaˆıne) plus rapidement que
dans le cas d’un couplage faible (partie droite de la Figure 3.4).
Ainsi, la synchronisation des re´gulons de la chaˆıne e´voque le cycle limite
commun (Csicsvari et al., 1999) aux Xi, ce qui peut-eˆtre conside´re´ comme le
re´sultat phe´nome´nologique d’un processus de rappel d’un pattern stocke´ (par
exemple dans le module M1) dans le re´seau (Demongeot et al., 2000; Sam-
sonovich et Ascoli, 2005), provoquant ainsi son e´vocation. Si la succession
des e´tats a` e´voquer fait partie de cet attracteur, alors une de´synchronisation
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rapide est ne´cessaire : ceci peut eˆtre assure´ par un couplage faible (voir la
Figure 3.3). La richesse des souvenirs viendrait du nombre et de la complexite´
des attracteurs des Xi. Si leur nombre augmente (par exemple de 1 a` 2), ainsi
que leur complexite´ (par exemple en partant d’un unique attracteur point
fixe, puis, en passant par une bifurcation de Hopf, en allant vers un attracteur
cycle limite avec un point re´pulsif au centre, et enfin vers un comportement
chaotique a` travers des bifurcations de type doublement de pe´riode), alors on
pourra stocker localement et e´voquer des patterns temporaux complique´s co-
dant des entite´s cognitives complexes ou des strate´gies servant a` la de´tection
d’objet mobiles dans une sce`ne complexe (Hayashi et al., 2007). Ces paysages
de bifurcation peuvent eˆtre obtenus simplement par la simulation d’un re´seau
de Hopfield de taille 16, entie`rement connecte´, et inte´gre´ dans un processus
d’apprentissage (Ne´rot, 1996), comme montre´ sur la Figure 3.5.
Figure 3.5 – Bifurcations des attracteurs de la dynamique (X1(t −
1), X1(t)) pour 16 neurones interconnecte´s dans un re´seau de neu-
rone de type Hopfield, quand une fonction W de ses poids synaptiques
wij varie durant une phase d’apprentissage, montrant des alternances entre
un comportement chaotique et un comportement pe´riodique.
Les travaux correspondant a` ce chapitre ont e´te´ publie´s dans :
• (Ben Amor et al., 2010a) Mnesic Evocation : An isochron-
based analysis, Hedi Ben Amor, Nicolas Glade, Jacques Demon-
geot, Advanced Information Networking and Applications Workshops
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(WAINA), 2010 IEEE 24th International Conference on, Piscataway,
745-750 (2010)
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Outils d’analyse de la
synchronisation
Sommaire
4.1 Profil isochronal . . . . . . . . . . . . . . . . . . . 63
4.2 De´phasage maximal . . . . . . . . . . . . . . . . 69
4.3 Intersection entre isochrons et cycle limite : effet
Guckenheimer . . . . . . . . . . . . . . . . . . . . 88
4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . 92
Dans ce chapitre, nous expliquons ce que sont les isochrons et nous in-
troduisons une mesure appele´e De´phasage Maximal. Le profil isochronal de
quelques syste`mes, que nous avons classe´s selon leur dimension et leurs
syme´tries, sont analyse´s. Nous finissons ce chapitre avec des remarques sur
l’effet Guckenheimer.
4.1 Profil isochronal
4.1.1 Description
Un oscillateur est un syste`me dynamique qui tend ge´ne´ralement vers une
activite´ pe´riodique. La zone d’activite´ pe´riodique de l’oscillateur peut eˆtre
e´tiquete´e par des nombres. Il est ainsi possible d’associer une phase a` l’e´tat
d’un oscillateur. Par exemple, a` un instant donne´, dire que la phase du pen-
dule d’une horloge est e´gale a` 0 revient a` dire que le pendule est sur la
position la plus proche du sol. Cette me´trique nous permet d’associer une
phase a` chaque point situe´ sur la trajectoire du pendule lorsqu’il est relaxe´.
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Mais qu’en est-il des autres points ? Les points qui ne sont pas sur la tra-
jectoire pe´riodique du pendule, c’est-a`-dire ceux qui sont situe´s en dehors de
cette trajectoire, la` ou` on l’ame`nerait initialement pour le relaˆcher avec une
pousse´e initiale. Il est possible d’associer une phase a` ces points, si on e´largit
la notion de phase a` celle de phase latente.
Imaginons maintenant qu’on a un stroboscope qui e´met un flash de manie`re
pe´riodique. Le temps qu’on passe en obscurite´ est e´gal a` la pe´riode d’une os-
cillation du pendule lorsqu’il est relaxe´. Si le pendule est relaxe´, c’est-a`-dire
sur sa trajectoire pe´riodique et, si nos seuls instants possibles d’observation
sont ceux qui correspondent aux flashes, le pendule nous paraˆıtra immobile.
Meˆme s’il n’est pas relaxe´ initialement, il finira toˆt ou tard par le devenir
et revenir a` sa trajectoire pe´riodique, et par conse´quent, au bout d’un mo-
ment, il va nous paraˆıtre immobile. Cela veut dire que nous pouvons associer
une phase a` sa position initiale qui est e´gale a` la phase du point sur lequel
le pendule paraˆıt immobile au bout d’un certain nombre de flashes. Cette
ge´ne´ralisation de la phase s’appelle la phase latente, car elle prend en con-
side´ration le fait qu’un pendule finira par se relaxer. Cet exemple est assez
simple ; je l’ai utilise´ pour expliquer la notion de phase latente. En re´alite´
l’e´tat du pendule est caracte´rise´ non pas uniquement pas sa position, mais
e´galement par sa vitesse. C’est pour cela qu’il faut conside´rer la meˆme ma-
nipulation, mais cette fois dans un espace abstrait, dans lequel on repre´sente
a` la fois la vitesse et la position du pendule.
Comme on vient de le voir, la notion de phase peut-eˆtre e´tendue a` la no-
tion de phase latente. De cette manie`re, on peut associer une phase a` tous les
e´tats de l’oscillateur. Bien e´videment, on parle des e´tats qui sont conside´re´s
comme conditions initiales pour avoir une activite´ pe´riodique. Ainsi, pour
avoir un aperc¸u de la distribution des phases dans l’espace des e´tats, on peut
de´cider de regarder certaines valeurs de la phase. Ge´ne´ralement, on choisit
des valeurs e´quidistantes de la phase. Ceci peut-eˆtre obtenu en fractionnant
la pe´riode de l’oscillateur par le nombre de valeurs qu’on veut regarder. Par
exemple, si ce nombre est n ∈ N∗ alors on regardera les phases τ k
n
, avec
0 ≤ k < n et τ la pe´riode d’une oscillation. De cette manie`re, l’aperc¸u qu’on
regarde est fide`le a` la distribution des phases sur l’espace des e´tats. Chaque
ensemble ainsi obtenu forme ce qu’appelle Winfree (1974), un isochron (voir
la Figure 4.1 ) 1. L’ensemble de ces isochrons, repre´sentant la distribution
des valeurs particulie`res (obtenues tel que de´crit pre´ce´demment), forment un
1. A. T. Winfree posa la notion d’isochron dans le cadre de l’e´tude de la re´ponse
d’oscillateurs biologiques face a` des perturbations.
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profil isochronal. Une question naturelle qui vient a` l’esprit est : “Est-ce que
l’ensemble de ces points est de´crit par une courbe continue ?”. C’est exacte-
ment cette question que s’est pose´e Winfree ; en re´alite´, il a bien remarque´ que
ces courbes e´taient continues en faisant ses expe´riences, mais il lui manquait
une preuve mathe´matique. Une anne´e plus tard, Guckenheimer (1975) ap-
porta la re´ponse : les isochrons existent et sont continus dans le cas ou` l’espace
des e´tats est une varie´te´ lisse 2 (traduction : smooth manifold) et le flot est une
fonction lisse 3 (en anglais : smooth map). Sans s’aventurer dans la ge´ome´trie
diffe´rentielle, nous dirons que c’est le cas des syste`mes qu’on va e´tudier. Ce
sont des syste`mes dynamiques, de´crits par des e´quations diffe´rentielles, a` es-
pace d’e´tat E ⊂ Rn et a` fonction flot inde´finiment de´rivable.
Figure 4.1 – Exemple d’un isochron de l’oscillateur de Van Der Pol.
Les trajectoires (P1-A et P2-A) sont obtenues a` partir de deux points (P1
et P2) situe´s des deux coˆte´s d’un isochron (en long tirets) de phase φA. La
valeur de la phase est de´termine´e en utilisant un point de re´fe´rence arbitraire
sur l’attracteur (courbe ferme´e en continu). La pe´riode est de´tecte´e quand
la trajectoire passe une deuxie`me fois par un meˆme point, en conside´rant un
seuil de distance de tole´rance.
2. Une varie´te´ est un espace topologique localement home´omorphe a` un espace Eucli-
dien.
3. Une fonction est dite lisse quand elle est de classe C∞, c’est-a`-dire inde´finiment
diffe´rentiable.
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4.1.2 Re´solution des isochrons
La re´solution des isochrons est un proble`me principalement nume´rique :
cela est duˆ au fait que les isochrons sont de´finis a` la limite et que par
conse´quent la re´solution analytique des isochrons est lie´e aux proble`mes de
re´solutions des solutions homoge`nes d’un syste`me dynamique de´fini par des
e´quations diffe´rentielles.
Pour re´soudre les isochrons d’un syste`me dynamique, nous avons conc¸u
deux algorithmes : un algorithme simple et un algorithme plus e´volue´ nomme´
“pinceaux intelligents”. Contrairement aux algorithmes qui remontent le temps,
les algorithmes que j’ai de´veloppe´s de´roulent le temps dans le sens classique
de son e´coulement. Par conse´quent, j’obtiens une meilleure re´solution des
isochrons (une courbe quasi continue), contrairement aux algorithmes de
marche arrie`re, ou` le rendu de la fibre obtenue est quasi continu a` l’ap-
proche de l’attracteur et est tre`s discontinu loin de l’attracteur. Ces deux
algorithmes reposent sur une exploration ale´atoire de l’espace des e´tats a` des
variations pre`s. Par exemple, l’algorithme simple consiste a` initier une se´rie
de threads (processus informatiques), de les laisser explorer l’espace et classer
au fur et a` mesure les points trouve´s selon leur phase. Chaque thread, ici,
explore tout l’espace des e´tats. Cette me´thode paralle`le peut maintenant eˆtre
imple´mente´e sur des solutions de calcul massivement paralle`les, comme le cal-
cul GPU. L’autre algorithme appele´ “pinceaux intelligents”, initie des threads
appele´s pinceaux. Deux pinceaux sont charge´s de re´soudre un isochron. Un
pinceau est initie´ au voisinage exte´rieur du cycle limite, au niveau du point
d’intersection avec l’isochron, tandis que l’autre est associe´ a` son voisinage
inte´rieur. Chaque pinceau cherche localement un nombre de points appar-
tenant a` l’isochron et, au pas d’apre`s, la zone de recherche est de´place´e selon
la direction des points trouve´s. Cet algorithme a` 2 threads par isochron n’est
pas ade´quat pour rechercher des isochrons dans un syste`me tridimensionnel.
Ceci est duˆ au fait que les isochrons d’un syste`me oscillatoire tridimensionnel
sont des surfaces. Pour ces syste`mes, j’ai utilise´ l’algorithme simple, mais l’al-
gorithme des pinceaux intelligents peut eˆtre modifie´ de fac¸on a` attribuer une
population de threads par isochron. Par exemple sur la surface isochronale
des isochrons d’un syste`me 3D, on pourrait utiliser un front de croissance
fourni par un nombre important de threads.
La recherche des isochrons repose ainsi sur un tirage ale´atoire sur une par-
tie ou sur l’ensemble de l’espace des e´tats. La probabilite´ de trouver un point
ayant une phase particulie`re devient tre`s vite assez faible, si nous recherchons
une valeur exacte de la phase latente. C’est pour cette raison que j’ai con-
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side´re´ un parame`tre de pre´cision dans les deux algorithmes. Ce parame`tre
me permet de spe´cifier des intervalles de recherche de phase latente centre´s
sur des valeurs particulie`res, plutoˆt que de chercher une valeur exacte. La
Figure 4.2 illustre ce parame`tre.
Figure 4.2 – Description graphique de la mesure de la pre´cision.
Supposons que nous recherchons 8 isochrons e´quiphase´s d’un cycle limite de
pe´riode T . La plus grande valeur acceptable du parame`tre de tole´rance est de
T/16, c’est-a`-dire l’intervalle de phase entre 2 isochrons est au moins divise´
en 2. Dans ce cas particulier, tout point du bassin d’attraction du cycle limite
appartient a` un isochron. Le parame`tre de pre´cision est utilise´ pour de´finir
la tole´rance comme suit : Tole´rance = T/(Precision ∗ 2 ∗ Nisochrons). Cela
veux dire que pour une Precision = 1 (resp. Precision  1), la re´solution
est grossie`re (resp. fine).
La re´solution des isochrons est sensible au parame`tre de pre´cision dans
les zones de l’espace des phases ou` le flot devient faible. Dans ces zones, les
isochrons sont resserre´s, ce qui rend leur re´solution difficile. C’est ce qu’a e´crit
Winfree (2001) : “In practice, the isochron struture is poorly resolved near the
isochrons’ convergence... That implies unusual difficulty in measuring phase
with adequate precision near the region of convergence. It also means that the
system is particulary susceptible to the random perturbations that chronically
aﬄict any real experiment, espcially biological experiments.“. C’est ce que
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l’on observe par exemple sur la Figure 4.8 : dans la partie basse du profil
isochronal, il y a une zone ou` les isochrons sont resserre´s, a` tel point qu’il
devient difficile de les re´soudre.
4.1.3 Discussion
Le profil isochronal nous permet d’avoir une ide´e sur les zones qui per-
mettent une synchronisation de la population d’oscillateurs. Si on a comme
objectif la synchronisation de la population inde´pendamment de la phase, la
strate´gie qu’on pourrait adopter est celle qui rame`ne tous les oscillateurs aux
zones de l’espace des e´tats ou` les isochrons sont les plus e´carte´s. J’ai de´veloppe´
un algorithme pour calculer ce que j’ai appele´ le profil de de´phasage maximal.
Cet algorithme e´value, pour chaque perturbation instantane´e le de´phasage
maximal qu’elle engendre sur la population, tel qu’illustre´ sur la Figure 4.3.
Si on voulait synchroniser les oscillateurs autour d’une phase particulie`re, il
faut les amener exactement sur un point de l’isochron caracte´rise´ par cette
phase.
Pour faire cela, il faut une perturbation adapte´e a` chaque oscillateur,
pour lui faire rejoindre un point particulier de l’isochron. Ceci suppose que
l’on puisse connaˆıtre l’e´tat initial de chaque oscillateur de la population. Par
conse´quent, controˆler l’organisation temporelle d’une population par une per-
turbation instantane´e perd tout son sens, si la perturbation n’est pas iden-
tique pour toutes les phases avant perturbation. Une autre manie`re de faire
est d’exploiter la proprie´te´ de convergence des isochrons, tire´e de l’observa-
tion suivante : si on applique une perturbation a` une population d’oscillateurs
de manie`re pe´riodique, au bout d’un certain nombre d’ite´rations, la phase
moyenne de la population converge vers l’isochron passant par un point du
cycle limite situe´ entre les isochrons contenant le cycle apre`s perturbation.
Cependant, je pense qu’il faudrait que la zone ou` l’on ame`ne la population
soit une zone favorisant une synchronisation, c’est-a`-dire une zone de l’espace
des e´tats de´limite´ par une frontie`re correspondant a` la forme du cycle limite
et chaque isochron n’intersecte cette frontie`re que deux fois au plus (en en-
trant et en sortant), alors une telle strate´gie est possible. Une illustration de
ce type de convergence est propose´ sur la Figure 4.4.
Dans la partie suivante, j’explique comment s’effectue le calcul du de´phasage
maximal que pourrait engendrer une perturbation instantane´e applique´e sur
une population d’oscillateurs.
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4.2 De´phasage maximal
4.2.1 Description
Le profil isochronal nous permet de comprendre la re´ponse d’un oscillateur
a` une perturbation instantane´e. Mais qu’en est-il de la re´ponse d’une popula-
tion d’oscillateurs identiques ? Pour re´pondre a` cette question, mettons-nous
dans une situation ou` tous nos oscillateurs sont relaxe´s et sont tous sur le cy-
cle limite. Il est possible de repre´senter tous leurs e´tats sur un meˆme plan, tel
qu’illustre´ sur la Figure 4.3 (a), ou` chaque point sur le cycle limite repre´sente
l’e´tat d’un oscillateur. Une perturbation instantane´e est applique´e a` la pop-
ulation (cf. Figure 4.3 (b)) : dans l’espace des e´tats cela se traduit par une
translation de tous les e´tats selon un vecteur repre´sentant la perturbation. A`
l’endroit ou` les oscillateurs sont amene´s (sur la Figure 4.3 (b), au voisinage
du point p ), l’e´cartement spatial entre les isochrons nous renseigne sur le
type de re´organisation engendre´e par cette perturbation (voir les isochrons
qui cernent la population perturbe´e sur la Figure 4.3(b)). Si dans cette zone
les isochrons sont suffisamment e´carte´s, zone ou` la vitesse est rapide, l’un
par rapport a` l’autre, alors les oscillateurs se re´organisent temporellement de
manie`re a` favoriser une re´ponse synchrone et, inversement, si les isochrons
sont resserre´s, zone ou` la vitesse est lente, il s’agit alors d’une zone qui fa-
vorise la de´synchronisation. Sur la Figure 4.3 (c), les oscillateurs se resserrent
apre`s un temps de relaxation suffisamment long, multiple entier de la pe´riode
d’oscillation. Le temps qu’il faut pour parcourir l’arc de cercle contenant tous
les e´tats est appele´ de´phasage maximal. Il est exprime´ en radian et est dans
[0, 2pi[. Cette mesure est associe´e a` la zone ou` ont e´te´ amene´s les oscillateurs
(le point p sur la Figure 4.3).
4.2.2 Algorithme de calcul du de´phasage maximal
Le de´phasage maximal pour un point p = (px1 , px2 , ..., pxd) dans l’espace
des e´tats Rd est calcule´ comme suit :
initialement, nous nous mettons dans des conditions telles que nous avons n
points (Pi)i∈[1,n] de l’espace des e´tats, distribue´s uniforme´ment sur le cycle
limite : ces points repre´sentent les e´tats des oscillateurs de notre population
de´synchronise´e, c’est-a`-dire e´tale´e uniforme´ment sur le cycle limite. A` partir
de ces points, nous calculons de nouveaux points (P ′i )i∈[1,n] re´sultant de la
translation p, nous avons donc : P ′i,xj = Pi,xj + pxj j ∈ [1, d]. Puis, dans
l’ordre :
– La phase ψi est calcule´e pour chaque P
′
i
– Un nouveau vecteur (Qi)i∈[1,n] est construit. Il repre´sente le vecteur
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Figure 4.3 – Illustration du de´phasage maximal. Sur les 3 sche´mas,
nous repre´sentons dans l’espace d’e´tats (XOY ) un cycle limite repre´sente´
par le cercle en trait continu, le sens de description des oscillateurs e´tant
repre´sente´ par la petite fle`che en arc, 4 isochrons en spirales pointille´es,
de´phase´s de pi
2
l’un par rapport a` l’autre, si la pe´riode est de 2pi, les e´tats des
oscillateurs en rectangles. Par simplification, nous confondons un oscillateur
et son e´tat sur cette Figure.
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Figure 4.4 – Illustration de l’effet d’une perturbation pe´riodique.
Sur tous les sche´mas, on repre´sente, dans un espace d’e´tats (XOY ), un cy-
cle limite par le cercle en trait continu, le sens de description des oscilla-
teurs e´tant repre´sente´ par la petite fle`che en arc, (a) 4 isochrons en spirales
pointille´es de´phase´s de pi
2
l’un par rapport a` l’autre et les e´tats des oscillateurs
en rectangles. Deux rectangles sont colore´s en vert et en rouge, il s’agit des
oscillateurs situe´s sur les deux isochrons qui cernent la population apre`s la
perturbation. Par simplification, nous confondons un oscillateur et son e´tat
sur cette figure. T est la pe´riode d’une re´volution autour du cycle limite,
r de´note le nombre de pe´riodes a` partir duquel un oscillateur perturbe´ est
conside´re´ comme relaxe´. Dans ce cas de figure, une perturbation pe´riodique
a pour effet de resserrer la population autour d’une phase particulie`re. La
phase finale converge vers la phase du point p. L’endroit ou` sont amene´s les
oscillateurs pe´riodiquement se restreint de plus en plus au point d’un seul
isochron, de´signe´ par p.
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(P ′i )i∈[1,n] re´ordonne´ selon les valeurs croissantes de ψi. Les phases as-
socie´es aux points du vecteur (Qi)i∈[1,n] seront repre´sente´es par (φi)i∈[1,n].
– Le vecteur ((∆φi,i+1)i∈[1,n−1],∆φn,0) est calcule´, avec ∆φi,i+1 = φi+1−φi
pour i ∈ [1, n− 1] et ∆φn,0 = 2pi − (φn − φ0).
– Finalement, le de´phasage maximal associe´ a` p est :
∆φMax = 2pi −Max((∆φi,i+1)i∈[1,n−1],∆φn,0).
Le profil de de´phasage maximal est obtenu en re´pe´tant ces e´tapes pour
chaque valeur (moyennant un pas spatial) d’amplitude de perturbation entre
]0, Rmax]. Revenons maintenant a` notre sujet et regardons le profil isochronal
et le profil du de´phasage maximal de quelques oscillateurs, l’inte´reˆt e´tant de
comprendre l’implication de l’e´tude des fibrations isochrones dans la compre´hension
de l’organisation temporelle d’une population d’oscillateurs, a` l’issue d’une
perturbation instantane´e. Dans ce qui suit, j’expose quelques syste`mes dy-
namiques et leurs profils isochronaux. Le choix des syste`mes repose princi-
palement sur le type de syme´trie qu’ont leurs isochrons et la dimension de
leur espace d’e´tats.
4.2.3 Syste`me bidimensionnel
Les syste`mes bidimensionnels sont des syste`mes a` 2 variables. Le calcul
de leurs isochrons est relativement peu couˆteux. Cependant, les valeurs du
parame`tre de pre´cision permettant d’obtenir une re´solution acceptable des
isochrons sont diffe´rentes d’un syste`me a` un autre selon leur syme´trie (du
point de vue de la forme de leurs attracteurs) et du flot de manie`re ge´ne´rale.
Syste`mes syme´triques et anti-syme´triques
Dans ce qui suit, j’expose le cas de deux syste`mes syme´triques. Le pre-
mier est un oscillateur anharmonique. Le deuxie`me est une version simple du
mode`le de Wilson et Cowan d’oscillateur neuronal.
Oscillateur anharmonique
L’oscillateur anharmonique (Demongeot et al., 2007b) est un cas partic-
ulier de λω−syste`me (Murray, 1993) et un cas typique de syste`mes syme´triques.
Les e´quations de ce syste`me sont les suivantes :
{
dx
dt
= y + x(1− x2 − y2)
dy
dt
= −x+ y(1− x2 − y2) (4.1)
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Figure 4.5 – Isochrons et de´phasage maximal du pendule anhar-
monique. (En haut a` gauche) Dans l’espace des phases (xoy) sont
repre´sente´s : isochrons, trajectoires et cycle limite du pendule anharmonique.
Le cycle limite est le cercle unitaire, 25 isochrons sont dispose´s de manie`re
radiaire, 25 trajectoires externes sont issues de chaque isochron et 25 tra-
jectoires internes a` l’attracteur sont issues de l’extre´mite´ de chaque isochron
au voisinage du re´pulseur : le point (0, 0). Note : Les isochrons calcule´s a`
l’inte´rieur du cycle limite sont volontairement de´phase´s par rapport aux ex-
ternes pour mieux les distinguer. (En haut a` droite) Il s’agit d’un agran-
dissement de la figure situe´e en haut a` gauche au voisinage de l’attracteur.
(En bas a` gauche) Ici sont repre´sente´s le de´phasage maximal engendre´ suite
a` une perturbation instantane´e, en x et en y, les composantes de la pertur-
bation instantane´e et, en code couleur (entre 0 et 2pi), le de´phasage maximal
engendre´ par la perturbation. (En bas a` droite) Il s’agit des meˆmes entite´s
que sur la figure en bas a` gauche, avec la repre´sentation du de´phasage max-
imal selon l’axe z et un code couleur (entre 0 et 2pi). Le profil de de´phasage
maximal indique qu’une population de pendules anharmoniques se synchro-
nise suite a` une perturbation instantane´e, et cela quelque soit la direction
de la perturbation, la synchronisation est proportionnelle a` l’intensite´ de la
perturbation.
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Les isochrons d’un oscillateur anharmonique sont radiaires. Ils s’e´cartent l’un
par rapport a` l’autre au fur et a` mesure que l’on s’e´loigne du cycle limite (voir
Figure 4.5 en haut). Imme´diatement, on a une information qualitative sur
l’effet d’une perturbation instantane´e sur une population d’oscillateurs an-
harmoniques initialement tous e´tale´s sur [0, 2pi[. Pourvu que la perturbation
instantane´e soit assez importante, quelque soit sa direction, elle aura comme
effet une synchronisation de la population. Une mesure plus pre´cise du degre´
de synchronisation engendre´ par une perturbation instantane´e est illustre´e
sur le profil du de´phasage maximal (voir la Figure 4.5 en bas). Les zones som-
bres correspondent aux endroits ou` la synchronisation tend vers une valeur
nulle. Inversement, les zones claires engendrent une synchronisation faible. Ce
syste`me est purement abstrait, il n’est pas le mode`le d’un syste`me physique,
mais repose sur une imitation du mouvement d’un pendule. Pour cette raison,
le profil de de´phasage maximal que j’expose n’est qu’un re´sume´ de simula-
tions de´ja` faites et n’est en aucun cas une pre´diction. Cette analyse sera une
pre´diction, si le syste`me d’e´quations diffe´rentielles repre´sente le mode`le d’un
syste`me physique ou biophysique.
Oscillateur de Wilson-Cowan
Cet oscillateur est un autre exemple de syste`me syme´trique. Il est un
mode`le descriptif d’un comportement biophysique d’interactions entre une
population de neurones inhibiteurs et de neurones excitateurs, ce qui donne
aux analyses qui vont suivre un caracte`re pre´dictif, jusque dans une certaine
mesure, du comportement du syste`me re´el. Il a e´te´ e´labore´ via des me´thodes
issues de la physique statistique par Wilson et Cowan (1972). Nous prenons
une version simplifie´e, a` 2 parame`tres, de ce mode`le. Les deux variables de ce
mode`le sont la variable x qui repre´sente l’activite´ des neurones excitateurs et
la variable y qui repre´sente celle des neurones inhibiteurs. Les interactions en-
tre les deux populations de neurones sont de´crites par des fonctions sigmo¨ıdes
(non line´aires) et parame´tre´es par λ. Ce parame`tre controˆle la raideur de la
sigmo¨ıde de´crivant les interactions et de´crit le type de re´ponse des synapses a`
un signal d’entre´e ; quand λ→ +∞ les synapses tendent vers une re´ponse non
line´aire a` deux comportements qui de´pendent de la valeur du signal d’entre´e,
c’est-a`-dire s’il est supe´rieur ou infe´rieur a` la barrie`re de potentiel (ici 0), ou
bien une re´ponse qui est une fonction affine du signal d’entre´e dans le cas ou`
λ est petit ( 1). Le parame`tre τ se re´fe`re au potentiel membranaire de la
cellule nerveuse.
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{
dx
dt
= −x
τ
+ tanh(λx)− tanh(λy)
dy
dt
= −y
τ
+ tanh(λx) + tanh(λy)
(4.2)
Le syste`me pre´sente une bifurcation de Hopf lors du changement de
l’ine´galite´ λτ ≤ 1 a` λτ > 1 (Tonnelier et al., 1999). La bifurcation de Hopf
traduit un changement de dynamique amenant le syste`me d’une dynamique
comportant uniquement un point fixe attracteur a` l’origine a` une dynamique
comportant un re´pulseur a` l’origine entoure´ d’un attracteur cycle limite, ce
qui correspond a` la naissance d’un oscillateur. Nous prenons des valeurs des
parame`tres (τ = 1 et λ = 1.1) proches du lieu de la bifurcation sur l’espace
des parame`tres (λτ ≈ 1), pour avoir un aperc¸u du profil isochronal de l’oscil-
lateur (voir Figure 4.6 en haut).
Comme dans le cas pre´ce´dent, le de´phasage maximal de l’oscillateur de
Wilson-Cowan (voir Figure 4.6 en bas) est inversement proportionnel a` l’in-
tensite´ de la perturbation instantane´e. Ceci veut dire qu’une population
d’oscillateurs de Wilson-Cowan se synchronise suite a` une perturbation in-
stantane´e. Pourtant, les isochrons de cet oscillateur sont diffe´rents de ceux
du pendule anharmonique. Ils sont en spirale, mais gardent la meˆme car-
acte´ristique : au fur et a` mesure qu’on s’e´loigne de l’attracteur, ces spi-
rales s’e´cartent les unes des autres. Je ne sais pas si cela implique une
diffe´rence significative au niveau de la re´organisation temporelle d’une pop-
ulation de Wilson-Cowan compare´e a` celle d’une population d’oscillateurs
anharmoniques. Il est inte´ressant de signaler qu’un couplage entre deux oscil-
lateurs de Wilson-Cowan entraˆıne un verrouillage de phase qui converge vers
une valeur constante et non nulle. Contrairement au cas de deux oscillateurs
anharmoniques, ou` un couplage engendre un verrouillage de phase de valeur
nulle (synchronisation parfaite). Le lecteur pourra se re´fe´rer a` la section 6.2.
Il serait inte´ressant de voir s’il y a un lien entre le de´phasage engendre´ par
couplage de deux oscillateurs et la ge´ome´trie des isochrons. Pour re´pondre
a` cette question, je pense qu’il y a deux pistes possibles : commencer par
faire une transformation analytique des effets du couplage cumule´s sur une
pe´riode et les transformer en une seule perturbation instantane´e pe´riodique,
ou bien faire une e´tude par simulation nume´rique en agissant directement
sur la forme des isochrons via les parame`tres de l’oscillateur et calculer le
de´phasage obtenu par couplage.
Oscillateur de van der Pol
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Figure 4.6 – Isochrons et de´phasage maximal de l’oscillateur
de Wilson-Cowan. (En haut) Dans l’espace des phases (xoy) sont
repre´sente´s : 30 isochrons et le cycle limite d’un oscillateur de Wilson-Cowan
(τ = 1 et λ = 1.1). La pe´riode d’oscillation est e´gale a` 2pi au voisinage de la
bifurcation de Hopf. Le cycle limite est le cercle unitaire et, 30 isochrons sont
en forme de spirales. (En bas a` gauche) Ici sont repre´sente´s le de´phasage
maximal engendre´ suite a` une perturbation instantane´e, en x et en y, les com-
posantes de la perturbation instantane´e et, en code couleur (entre 0 et 2pi), le
de´phasage maximal engendre´ par la perturbation. (En bas a` droite) Il s’agit
des meˆmes entite´s que la figure en bas a` gauche, avec la repre´sentation du
de´phasage maximal selon l’axe z et un code couleur (entre 0 et 2pi). Le profil
de de´phasage maximal indique qu’une population d’oscillateurs de Wilson-
Cowan se synchronise suite a` une perturbation instantane´e, et cela quelque
soit la direction de la perturbation, la synchronisation est proportionnelle a`
l’intensite´ de la perturbation. Elle est de meilleure qualite´ quand elle est loin
des frontie`res des 4 cadrans. 76
Cet oscillateur a e´te´ introduit par van der Pol et van der Mark (1928)
comme un mode`le e´lectrique du rythme cardiaque. Il est re´gi par les e´quations
suivantes :
{
dx
dt
= y
dy
dt
= −ω20x+ ω0 µ y(1− x2)
(4.3)
Le parame`tre µ (resp. ω0) repre´sente un parame`tre de non line´arite´ (resp.
la fre´quence propre). Lorsque µ = 0, l’oscillateur devient un oscillateur har-
monique pur. Je cherchais a` avoir un exemple de syste`me anti-syme´trique (en
tenant compte du cycle limite). C’est pour cela que j’ai choisi ces valeurs :
une pulsation unitaire et une non line´arite´ loin d’un voisinage imme´diat de
l’oscillateur harmonique. Les valeurs conside´re´es sont les suivantes : µ = 2 et
ω0 = 1.
Le profil isochronal obtenu sur la Figure 4.7 indique que les isochrons du
syste`me tendent a` se resserrer le long de l’axe x et a` s’e´carter le long de l’axe
y. Le profil de de´phasage maximal (Figure 4.7) indique des zones de faible
synchronisation (couleur jaune) et de petites zones sombres (forte synchro-
nisation). Pour synchroniser une population de ces oscillateurs, il faudrait
appliquer une perturbation instantane´e le long de l’axe y. Si le mode`le est
un syste`me e´lectrique, la coordonne´e x est l’intensite´ d’un courant et y est
sa variation. Il faudrait augmenter la variation du courant sans toucher a` sa
quantite´. C’est a` ce niveau que l’application est contrainte par la technique.
Syste`mes non-syme´triques
Syste`me de la balance enzymatique de la PhosphoFructoKinase
(PFK)
Un syste`me dynamique mode´lisant le comportement de l’enzyme PFK
(Phosphofructokinase) a e´te´ propose´ par Demongeot (1981) et par Ricci
(1996). Ce mode`le de´crit la balance entre la consommation du substrat
Fructose-6-phosphate (F6P) et la production d’Adenosine Diphosphate (ADP).
Ce syste`me est de´crit par les e´quations suivantes :
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Figure 4.7 – Isochrons et de´phasage maximal de l’oscillateur de van
der Pol. (En haut) Dans l’espace des phases (xoy) sont repre´sente´s : le
cycle limite (la courbe ferme´e) et 30 isochrons (les courbes en couleur) de
l’oscillateur de van der Pol. (En bas) Le de´phasage maximal engendre´ suite
a` une perturbation instantane´e. En x et en y, les composantes de la pertur-
bation instantane´e. En code couleur (entre 0 et 2pi), le de´phasage maximal
engendre´ par la perturbation. Le profil de de´phasage maximal indique qu’une
population d’oscillateurs de van der Pol re´agit diffe´remment face a` une per-
turbation instantane´e. Si la perturbation est est verticale (le long de l’axe des
y), la population d’oscillateurs se synchronise sinon, si elle adopte n’importe
quelle autre direction, la population d’oscillateurs tend a` se de´synchroniser.
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
dx
dt
= A− L(x, y)
dy
dt
= R(L−Ny)
L(x, y) = x(1+x)
n−1(1+Dy)nL0C(1+Cx)n−1
(1+x)n(1+Dy)n+L0(1+Cx)n
R = 10P
(4.4)
Un cycle limite est obtenu pour les valeurs suivantes :
{
L0 = 3 n = 3 C = 0.002 D = 1
A = 0.1 N = 0.01 P = 3
(4.5)
Le syste`me posse`de un cycle limite non syme´trique et il existe une zone de
l’attracteur ou` les isochrons sont extreˆmement resserre´s, ce qui les rend diffi-
ciles a` re´soudre. Winfree (2001) a e´crit : “In practice, the isochron structure
is poorly resolved near the isochrons’ convergence... That implies unusual dif-
ficulty in measuring phase with adequate precision near the region of conver-
gence. It also means that the system is particulary susceptible to the random
perturbations that chronically aﬄict any real experiment, especially biological
experiments”. C’est pre´cise´ment cela qu’on observe dans la Figure 4.8. Nous
avons teste´ plusieurs valeurs du parame`tre de pre´cision entre 1 et 1000. Les
deux extreˆmes que nous avons calcule´s sont montre´s, en haut pour une faible
pre´cision (1) et en bas pour une grande pre´cision (1000). Nous avons calcule´
30 isochrons qui apparaissent tre`s resserre´s dans certaines zones de l’espace
des e´tats (a` gauche). Par ailleurs, en bas de la figure apparaissent des zones
ou` les isochrons se recouvrent et sont faiblement re´solus, meˆme avec une tre`s
grande valeur du parame`tre de pre´cision.
Sur cette feneˆtre de l’espace des e´tats, les isochrons de la PFK sont glob-
alement resserre´s. Afin d’avoir un aperc¸u plus clair, j’ai choisi d’exe´cuter
l’analyse du de´phasage maximal sur une feneˆtre plus large (voir la Figure
4.9). Malgre´ des impre´cisions nume´riques, j’obtiens des bandes de forte syn-
chronisation (zones sombres) suivies de bandes de synchronisation moyenne
(zones rouges). Cela s’explique par le fait que les isochrons de la PFK alter-
nent entre resserrement et e´cartement. Il y a cependant des zones blanches.
Elles correspondent a` des endroits ou` la phase n’a pas pu eˆtre de´termine´e,
en raison d’un temps de relaxation trop important.
Les entite´s de ce syste`me correspondent a` des concentrations normalise´es.
La partie de l’espace des e´tats qui correspond a` des valeurs ne´gatives de x et
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Figure 4.8 – Isochrons de l’oscillateur de la PFK. (Sur les deux
figures) Dans l’espace des phases (xoy) sont repre´sente´s les isochrons (les
courbes en couleur) et le cycle limite (la courbe ferme´e) de la PFK obtenus
pour un parame`tre de pre´cision e´gal a` 1 (En haut) et 1000 (En bas).
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Figure 4.9 – De´phasage maximal de l’oscillateur de la PFK. Le
de´phasage maximal engendre´ par une perturbation instantane´e est repre´sente´
par un code couleur (entre 0 et 2pi). Dans certaines zones, il est difficile
d’avoir une re´solution de qualite´, en raison du resserrement des isochrons et
d’un temps de relaxation e´leve´ (zones en blanc). Ce profil indique qu’il n’y a
pas de relation line´aire entre les composantes, la direction et l’intensite´, de
la perturbation instantane´e et la re´ponse de l’oscillateur de la PFK.
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y n’a pas de sens physique. En tenant compte de ce point, la perturbation la
moins couˆteuse a` l’oeil semble eˆtre celle qui rame`ne la concentration de F6P
a` 1 et la concentration d’ADP a` 50.
Syste`me glycolytique de la levure
Bier et al. (2000) proposent le syste`me suivant, pour re´sumer la dy-
namique glycolytique dans la levure :
{
dG
dt
= Vin − k1GT
dT
dt
= 2k1GT − kp TKm+T
(4.6)
G (resp. T ) repre´sente le glucose (resp. ATP ). Vin est le flux d’entre´e constant
de glucose, k1 est l’activite´ de phosphofructokinase. L’ATP est de´grade´ selon
une cine´tique de Michaelis-Menten, qui correspond au terme −kp TKm+T . Les
parame`tres utilise´s par Bier et al. (2000) sont :
Vin = 0.36 k1 = 0.02 kp = 6.0 Km = 13 (4.7)
Un apport important de glucose pourrait causer la synchronisation de l’ac-
tivite´ glycolytique d’une population de levure, vu que les isochrons s’e´cartent
en dehors du cycle limite. Cette observation de´pend de la direction et de la
faisabilite´ d’une telle perturbation. On pourrait se demander si les syste`mes
naturels sont toujours non syme´triques. Nous ne pouvons pas nous pronon-
cer la`-dessus, ne´anmoins, si c’est le cas, cela veut dire que leur organisa-
tion temporelle, synchronisation ou de´synchronisation, est controˆlable par
un me´canisme exoge`ne au syste`me.
4.2.4 Syste`me tridimensionnel
Un syste`me 3D de´rive´ de l’oscillateur anharmonique
Nous avons vu que notre algorithme de re´solution des isochrons satis-
fait nos attentes. Nous avons une courbe continue dans le cas de quelques
syste`mes bidimensionnels syme´triques. Nous de´cidons de le tester avec un
syste`me de dimension plus e´leve´es. A` notre connaissance, cela n’a pas e´te´
fait avant. Ceci e´tant dit, nous rappelons que notre algorithme ne posse`de
pas de condition d’arreˆt automatique, il est principalement interrompu par
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Figure 4.10 – Isochrons du syste`me glycolytique de la levure. 30
isochrons (les courbes en couleur) du syste`me glycolytique de la levure. L’at-
tracteur cycle limite est la courbe continue au milieu.
nous, utilisateurs, quand nous estimons, de manie`re subjective, que la densite´
de points est suffisante pour eˆtre pre´sentable, c’est-a`-dire que l’ensemble de
points repre´sentant un isochron est suffisamment continue.
L’ennui est qu’en passant a` un syste`me de dimension 3, les isochrons sont
des surfaces et, par conse´quent, d’autres facteurs entrent en conside´ration
pour nous, observateurs, afin d’e´valuer le fonctionnement de notre algorithme
qualitativement. Ces facteurs sont l’absence de structuration de points en sur-
face, car ils sont recherche´s de manie`re ale´atoire, et donc d’ombrage possible
pour faire un rendu, d’une surface 3D, compre´hensible par l’œil. Il est alors
difficile d’e´valuer la forme de la surface sans connaˆıtre ce a` quoi on s’attend.
Nous de´cidons alors de construire un syste`me tridimensionnel pour lequel on
connaˆıt la forme attendue des isochrons. Nous prenons un syste`me simple, le
pendule anharmonique et nous lui rajoutons une 3e`me composante fictive qui
a cette forme : dz
dt
= −z. Il s’agit d’une simple relaxation line´aire selon z qui
se stabilise pour les z = 0. Nous nous attendons donc a` avoir des surfaces
isochronales, de type demi-plans qui convergent vers z = 0.
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
dx
dt
= y + x(1− x2 − y2)
dy
dt
= −x+ y(1− x2 − y2)
dz
dt
= −z
(4.8)
Les isochrons (voir Figure 4.11) de ce syste`me sont des demi-plans qui con-
vergent vers l’axe z. Dans ce cas, les surfaces isochronales sont identifiables.
Ne´anmoins, on voit de´ja` que cela pourrait poser un proble`me de visualisation
si ces surfaces e´taient courbes. Nous verrons dans le prochain exemple quel
genre de solution peut-eˆtre envisage´.
Syste`me de Lorenz a` attracteur pe´riodique
L’attracteur e´trange de Lorenz a e´te´ une e´tape fondamentale dans l’in-
troduction de la the´orie du chaos. Ce syste`me est de´fini par les e´quations
diffe´rentielles suivantes :

dx
dt
= σ(y − x)
dy
dt
= ρx− y − xz
dz
dt
= xy − βz
(4.9)
Nous avons calcule´ les isochrons d’une version de ce syste`me qui exhibe un
cycle limite de pe´riode T = 0.37 et qui comporte une seule boucle. Les
parame`tres de cet oscillateur sont les suivants : σ = 10, ρ = 350 et β = 8
3
. Sur
la Figure 4.12 sont repre´sente´s son cycle limite et une coupe d’un isochron.
Le temps de rendu des surfaces isochronales est assez lent. On compte
jusqu’a` une semaine de calcul avec des fichiers de plus de 400 Mo chacun
pour 30 isochrons. Ces surfaces (voir Figure 4.13 en haut) sont difficiles a`
appre´hender en raison de l’absence de facettes pour produire des ombrages,
car il s’agit d’un ensemble de points non ordonne´s. Cependant, graˆce a` C.
Lobos, notre colle`gue chilien, nous avons pu reconstruire une surface par
technique de maillage (voir Figure 4.13 en bas). Le re´sultat n’est pas tre`s
prometteur.
En raison de la difficulte´ d’afficher l’ensemble des isochrons du syste`me,
nous avons proce´de´ au calcul du de´phasage maximal engendre´ par une per-
turbation le long du plan z = 0 (voir la Figure 4.14). La synchronisation
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Figure 4.13 – Syste`me de Lorenz a` attracteur pe´riodique 2 : un
isochron du syste`me et sa reconstruction. (en haut) Un isochron du
syste`me est repre´sente´. Il s’agit d’une surface sous forme d’un vortex. Afin
de faciliter sa visualisation (en bas), une reconstruction 3D utilisant des
techniques de maillage est affiche´e.
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engendre´e par une perturbation est moyenne, voire faible. Je ne peux pas
m’empeˆcher d’imaginer le de´phasage maximal calcule´ le long de tout un cube
emboˆıtant l’attracteur. Le rendu graphique devrait eˆtre plus facile a` mettre
en place que celui des isochrons pour ce syste`me. Cela pourrait ressembler a`
une roche ou` s’e´coulent des zones de synchronisation faibles et fortes. Cela
pourrait eˆtre inte´ressant de voir si le volume associe´ a` chaque degre´ de syn-
chronisation est continu ou fragmente´.
Figure 4.14 – De´phasage maximal le long du plan z = 0. Ce profil de
de´phasage indique que, le long du plan z = 0, cet oscillateur a une re´ponse
de´synchronisante aux perturbations instantane´es.
4.3 Intersection entre isochrons et cycle lim-
ite : effet Guckenheimer
Dans le voisinage imme´diat de l’attracteur, la partie hamiltonienne du
flot devient dominante et les trajectoires se resserrent de plus en plus. Par
conse´quent les isochrons tendent vers la partie potentielle du flot (Demongeot
et al., 2007b,a; Glade et al., 2007). En d’autres termes, ils intersectent l’at-
tracteur transversalement (non tangentiellement), comme de´crit par Guck-
enheimer (1975). Ne´anmoins, nous nous sommes demande´s comment des
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isochrons qui apparaissent a` premie`re vue nettement transversaux par rap-
port a` la tangente locale de la trajectoire asymptotique peuvent traverser
l’attracteur, comme dans le cas des isochrons de l’oscillateur de van der Pol,
sur la Figure 4.7, ou ceux de la PFK, sur la Figure 4.8.
Nous avons donc effectue´ plusieurs simulations pour re´soudre nume´riquement,
avec une pre´cision tre`s e´leve´e (pre´cision≥ 107), deux isochrons du syste`me
de van der Pol (voir la Figure 4.7) dans un emplacement tre`s proche du cycle
limite. Nous ne nous attendions pas a` ce que nous allions observer, ce que
nous avons par conse´quence appele´ l’effet Guckenheimer : les isochrons, au
voisinage imme´diat du cycle limite, construisent une sorte de pont en crois-
sant (voir la Figure 4.15 en haut au centre) qui rompt localement avec la
monotonie de leur courbe pour traverser l’attracteur de manie`re transver-
sale. Nous avons regarde´ cela aussi dans le cas du syste`me de Lorenz (voir
la Figure 4.15 en bas) et le comportement de l’isochron (dans le cas 3D, une
surface) est similaire au cas pre´ce´dent. Cela ve´rifie les propositions de De-
mongeot et al. (2007b),Demongeot et al. (2007a) et, Glade et al. (2007) et
Demongeot et Franc¸oise (2006).
Cet effet est bien entendu lie´ a` la pre´cision nume´rique. Il est une conse´quence
de la manie`re avec laquelle nous conside´rons qu’un point est sur l’attracteur
cycle limite. En effet, nous conside´rons qu’un point a est confondu a` un
point ci du cycle limite si d(a, ci) ≤ Min(d(ci−1, ci), d(ci, ci+1)). Quand la
norme du flot est identique partout sur le cycle limite, la largeur apparente
des isochrons reste la meˆme sur tous les points de phase. D’un autre coˆte´,
quand cette valeur varie sur le cycle limite, il y aura, alors, des fragments de
cycle limite ou` le flot est plus rapide que dans d’autres fragments et donc
les points cj seront plus e´carte´s dans ces endroits la`. Par conse´quent, les
isochrons passant par ces points auront une largeur apparente plus impor-
tante que d’autres. Ces conside´rations ne sont pas a` exclure, dans le cas de
la de´termination des isochrons d’un syste`me re´el par voie expe´rimentale. Par
contre, dans un cadre strictement mathe´matique, il n y a aucune raison de
voir une telle de´formation des isochrons au voisinage du cycle limite. En ef-
fet, nous pouvons voir cela sur le syste`me de van der Pol, en utilisant une
approximation des isochrons avance´e par Demongeot et Franc¸oise (2006).
Cette approximation a cette forme : θ− µ(r2( cos4(θ)
4
− 1) + 1
2
sin2(θ)) = c, ou`
θ, r et c sont respectivement l’angle, le rayon (en coordonne´es polaires) et
une constante. Si nous appliquons cette approximation, nous ne constatons
aucune de´formation notable sur la forme des isochrons au voisinage du cycle
limite du van der Pol.
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Figure 4.15 – Un pont sur l’attracteur cycle limite (En haut) : Deux
isochrons (a` gauche et a` droite) de l’oscillateur de van der Pol (voir la
Figure 4.7) sont calcule´s avec une grande pre´cision. La figure au centre est
un agrandissement de la structure en croissant lunaire observe´ sur l’image a`
gauche. Les isochrons paraissent a` droite discontinus. Ceci est duˆ unique-
ment a` des limitations de la re´solution nume´rique. La meˆme raison explique
leur e´paisseur. (En bas) : Le meˆme effet est observe´ dans un syste`me tridi-
mensionnel, le syste`me de Lorenz. La figure de gauche est une vue de dessus
de celle de la figure de droite.
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Figure 4.16 – Illustration d’une de´synchronisation par perturbation
commune. Sur les deux figures on repre´sente un attracteur cycle limite d’un
syste`me de van der Pol (µ = 2) et ses isochrons. Sur la Figure en haut deux
oscillateurs de´phase´s de T/30 (forte synchronisation) sont perturbe´s vers une
zone ou` les isochrons du syste`me sont resserre´s, si on les compare a` leurs
espacements quand ils intersectent le cycle limite. Les deux oscillateurs se
retrouvent sur d’autres isochrons plus espace´s. Dans la Figure en bas, les
oscillateurs, en relaxant (apre`s un nombre r de pe´riode T suffisamment grand
pour conside´rer que les oscillateurs sont relaxe´s), se retrouvent espace´s sur le
cycle limite de plus de T/3 (12 isochrons sur 30 repre´sente´s).
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4.4 Conclusion
Nous avons vu que la connaissance du profil isochronal permettrait a pri-
ori de controˆler l’organisation temporelle d’une population d’oscillateurs non
couple´s via des perturbations instantane´es. D’un coˆte´, nous pouvons controˆler
le resserrement des phases d’une population d’oscillateurs par la connaissance
du profil de de´phasage maximal. Les zones ou` les isochrons s’e´cartent sont
des zones qui favorisent la synchronisation d’une population. D’un autre coˆte´,
il est possible de mettre une population d’oscillateurs sur une phase partic-
ulie`re. La strate´gie la moins couˆteuse est de les envoyer pe´riodiquement vers
le voisinage de la phase qu’on veut atteindre, tel qu’illustre´ sur la Figure 4.4.
Quant a` la de´synchronisation d’une population d’oscillateurs par une per-
turbation instantane´e, nous dirons que les zones ou` les isochrons se resserrent,
comme dans la zone au centre du cycle limite pour l’oscillateur anharmonique
(voir la Figure 4.5) et l’oscillateur de Wilson-Cowan (voir la Figure 4.6) sont
des zones susceptibles de provoquer une de´synchronisation de la population.
Ne´anmoins, ces zones ne sont pas atteignables par une perturbation instan-
tane´e commune a` une population, sans tenir compte de l’e´tat des oscillateurs.
Pour d’autres syste`mes, ces zones ou` les isochrons se resserrent le plus entre
eux existent en dehors de la zone de´limite´e par le cycle limite. C’est le cas
des zones situe´es le long de l’axe des abscisses de l’oscillateur de van der Pol
(voir la Figure 4.7).
Il s’agit e´galement des frontie`res du bassin d’attraction, lorsqu’elles ex-
istent (phe´nome`ne de´ja` de´montre´ par Guckenheimer (1975)). Pour analyser
leurs re´ponses, il faudrait utiliser un couple de deux oscillateurs tre`s synchro-
nise´s, ayant approximativement le meˆme e´tat a` chaque instant, sur le cycle
limite et par une perturbation ramener les deux oscillateurs vers ces zones. Le
resserrement des isochrons ferait en sorte que les deux oscillateurs adoptent
des phases diffe´rentes (voir la Figure 4.16). Cela nous rappelle une proprie´te´
analogue qui caracte´rise les attracteurs chaotiques, dans lesquels, en partant
de deux conditions initiales tre`s proches, deux trajectoires divergent. Cepen-
dant, une telle technique de de´synchronisation de´pend de la position spatiale
des deux oscillateurs sur le cycle limite et de leur de´phasage initial avant la
perturbation. Cela semble complique´ a` mettre en oeuvre par un me´canisme
exoge`ne, c’est-a`-dire une perturbation instantane´e, mais nous verrons plus
loin qu’il est possible d’assurer la de´synchronisation d’un syste`me par un
me´canisme endoge`ne. En effet, il est possible d’imple´menter un couplage en-
tre les oscillateurs pour assurer la de´synchronisation d’un syste`me. Tout au
long de ce chapitre, a` travers quelques syste`mes classe´s par dimension et par
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syme´trie, nous avons eu une ide´e de la difficule´ rencontre´e pour re´soudre les
isochrons, qui augmente quand le syste`me est asyme´trique ou de dimension
e´leve´e. Par ailleurs, l’observation des isochrons de quelques syste`mes nous
a permis de visualiser leurs intersections avec le cycle limite. Elle se fait de
manie`re transversale, tel qu’e´nonce´ par Guckenheimer (1975).
Ces travaux ont e´te´ publie´s dans :
• Ben Amor et al. (2010b) The isochronal fibration : Charac-
terization and implication in biology. Hedi Ben Amor, Nicolas
Glade, Claudio Lobos, Jacques Demongeot, Acta Biotheoretica (2010)
58, 121142.
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Chapitre 5
Impression & lecture
Avant propos
Ce chapitre est la synthe`se de plusieurs types d’impression et de lecture
que j’ai explore´s et de´veloppe´s. Initialement, mon hypothe`se e´tait qu’il est
possible de stocker de l’information sans toucher a` la structure (couplage et
parame`tres des oscillateurs). Je partais du fait que les isochrons pouvaient
me permettre d’orchestrer la dynamique d’une population d’oscillateurs de
manie`re a` stocker plusieurs informations. En prenant du recul, je me suis
rendu compte que ce que je faisais en re´alite´ c’e´tait stocker l’information sous
forme d’un programme ou d’une strate´gie de perturbations sur la population,
et qu’en re´alite´ je ne pouvais stocker qu’une seule information dans la dy-
namique du re´seau. Toutefois, cela m’a permis d’explorer plusieurs me´thodes
d’acquisition et de lecture de l’information. Ces manie`res de coder peuvent
jouer le roˆle d’une me´moire a` court terme, comme la me´moire re´tinienne
responsable du phe´nome`ne de re´manence.
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Nous avons vu comment la connaissance du profil isochronal nous permet
de proce´der au controˆle de l’organisation temporelle d’une population d’oscil-
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lateurs par l’interme´diaire de perturbations instantane´es (voir la Figure 4.3).
Si la perturbation est intense et irre´alisable sur le syste`me mode´lise´ alors
nous pouvons envisager, dans certains cas, des perturbations pe´riodiques
comme illustre´ sur la Figure 4.4. Dans le cadre d’une e´tude sur le traite-
ment de l’information par une population d’oscillateurs, nous sugge´rons que
ce proce´de´ est un outil d’acquisition de l’information, a` l’image d’un sol
tapisse´ de ressorts identiques sur lesquels on pose la main, on compresse
ceux qui sont sous notre main et on la retire tre`s vite. Ils se compressent puis
se de´compressent en meˆme temps, vu qu’ils ont subi la meˆme perturbation
et qu’ils sont identiques. Cette image illustre le proce´de´ qu’on propose pour
imprimer une information spatiale sur une population d’oscillateurs.
Dans ce chapitre, je recense les diffe´rentes manie`res de coder que j’ai
explore´es au long de cette the`se. A` chaque type d’impression, j’associe une
proce´dure de lecture qui permet de restituer le contenu imprime´. L’objectif
e´tant de dresser un aperc¸u des diffe´rentes manie`res de coder possibles et de
discuter des possibilite´s qu’elles offrent. Cette exploration est faite dans le
cadre d’une population d’oscillateurs non couple´s. Le premier proce´de´ con-
siste en l’impression d’une information spatiale de type image et le deuxie`me
est l’impression d’une information se´quentielle (qui a un ordre de lecture),
typiquement une chaˆıne binaire.
5.1 Impression & lecture d’une information
spatiale par la direction de la perturba-
tion
Un cas typique d’information spatiale est une image. Les positions des
pixels correspondent aux positions des oscillateurs sur la grille. Ceci est sem-
blable au cas du syste`me visuel. En effet, le champ visuel est divise´ en deux
parties. La partie gauche (resp. droite) provient majoritairement des cap-
teurs de l’œil gauche (resp. droit) et une plus petite partie vient de l’œil
droit (resp. gauche). La partie gauche (resp. droite) est projete´e et traite´e
dans le cortex visuel primaire de l’he´misphe`re droit (resp. gauche). Cette
correspondance entre zone de traitement et zone d’acquisition est appele´e la
re´tinotopie corticale.
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5.1.1 Me´morisation de motifs binaires
J’ai de´veloppe´, cette application dans le but de trouver une preuve de con-
cept de l’intuition suivante : “Il est possible de faire me´moriser par une grille
d’oscillateurs non couple´s plusieurs informations (images)”. Afin d’arriver a`
cela, je me suis fixe´ comme objectif de me´moriser 3 images binaires (unique-
ment des pixels noirs et des pixels blancs) repre´sentant respectivement un
H, un C et un 8 par une grille d’oscillateurs anharmoniques (voir les Figures
5.1 et 4.5). Les isochrons de ce type d’oscillateur sont radiaires. De ce fait,
rejoindre un isochron revient a` choisir un angle de perturbation sur l’espace
des e´tats. Les oscillateurs superpose´s a` l’image vont eˆtre perturbe´s selon 3
directions : 0pi
4
pour coder l’image d’un H, 1pi
4
pour coder l’image d’un C et
2pi
4
pour coder l’image d’un 8. L’intensite´ de la perturbation est la meˆme pour
chaque image et est e´gale a` 10. Toutefois, afin d’e´viter les scintillements que
pourraient ge´ne´rer des oscillateurs ayant des phases ale´atoires, du fait qu’ils
ne vont pas eˆtre re´organise´s temporellement, je proce`de initialement a` la syn-
chronisation de toute la population via une perturbation instantane´e. Apre`s
un temps de relaxation tr, la proce´dure d’acquisition des images s’entame
telle qu’elle a e´te´ de´crite pre´ce´demment. La Figure 5.2 ci-dessous illustre cette
proce´dure. Les oscillateurs superpose´s a` plusieurs motifs sont perturbe´s plus
Figure 5.1 – Impression de 3 motifs binaires sur une grille d’oscil-
lateurs anharmoniques I. 3 motifs binaires repre´sentant un H, un C et
un 8 sont pre´sente´s a` une grille d’oscillateurs anharmoniques. Les oscillateurs
superpose´s aux zones blanches sont perturbe´s tel qu’illustre´ sur la Figure 5.2.
d’une fois. Il en re´sulte une re´organisation en groupement (voir la le´gende de
la Figure 5.2). La proce´dure de lecture doit prendre en compte ce partition-
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nement. Cela implique de garder quelque part une suite d’instants de lecture
pour chaque motifs. Par exemple, pour lire l’inte´gralite´ de la 1e`re information
me´morise´e, unH, il faudrait effectuer une lecture aux instants parame´tre´s par
un entier n : t11 = ta+tr+nT, t12 = ta+tr+nT+T/8, t13 = ta+tr+nT+T/4
qui correspondent aux groupements respectifs contenant les e´le´ment de H :
H − C − 8, H ∩ C − 8, et H. De la meˆme manie`re, pour lire la 2e`me (resp.
la 3e`me) information, C (resp. 8), il faudrait rajouter un T/8 (resp. T/4) aux
instant pre´ce´dents.
Ce cas est simple, vu la forme des isochrons du pendule anharmonique.
Pour d’autres oscillateurs, tel que l’oscillateur de Wilson-Cowan, cela est
plus laborieux d’identifier ces instants de lecture, vu la forme spirale de ces
isochrons. Vu le caracte`re radiaire des isochrons du pendule anharmonique,
certains des groupements constitue´s a` l’issue des perturbations instantane´es
se recouvrent. Ceci laisse a` penser que la mise en place d’une proce´dure de lec-
ture, dans ce cas, est une queˆte voue´e a` l’e´chec. Sans vouloir e´laborer cette
proce´dure et a` titre illustratif, l’e´volution de la grille a e´te´ teste´e avec un
lecteur a` seuil. A` un instant donne´, un pixel blanc sur l’image lue correspond
a` un oscillateur dont l’e´tat est proche de (1, 0). Les erreurs d’inte´gration
nume´rique et les conditions initiales des oscillateurs nous font voir deux
groupements qui ne devraient pas eˆtre se´pare´s : il s’agit du groupement
formant le H. L’e´volution de ces groupements est illustre´e sur la Figure
5.3. En adoptant cette manie`re de coder, nous ne pouvons pre´tendre stocker
plusieurs informations. La superposition des deux motifs en cre´e un 3e`me qui
correspond au recoupement des deux informations initiales.
Dans la prochaine application, je garderai la meˆme proce´dure d’acqui-
sition, mais je changerai de perspectives. Cette fois, j’explore l’acquisition
d’une seule information via la meˆme proce´dure, en utilisant un oscillateur
l’oscillateur de Wilson-Cowan. Ce type de me´moire, dans son fonctionnement,
ressemble a` une me´moire par re´manence.
5.1.2 Impression d’une image a` niveaux de gris
L’image est superpose´e aux oscillateurs, et a` chaque couleur va correspon-
dre un isochron a` rejoindre par une perturbation instantane´e ou une suite
de perturbations pe´riodiques. Le type d’oscillateur utilise´ ici est l’oscillateur
anharmonique, car ses isochrons sont radiaires (voir la Figure 4.5) et, par
conse´quent, on a une correspondance directe entre la phase de l’isochron et
la direction de la perturbation. Une illustration de ce type d’impression est
donne´e sur la Figure 5.4. L’e´volution des oscillateurs est donne´e dans la Fig-
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Figure 5.3 – Aperc¸u des images restitue´es par les groupements
d’oscillateurs. Les images associe´es aux diffe´rents groupements sont
obtenues au moment de leur passage au voisinage du point (1, 0). Deux im-
ages obtenues et non attendues sont affiche´es (celles qui sont lie´es par une
accolade). La forme radiaire des isochrons nous laisse penser que ces deux
groupements aurait duˆ subir un recouvrement pour ne former qu’un seule
groupement : un H. Je sugge`re que cela est duˆ aux erreurs d’inte´gration
nume´rique et a` la position initiale des oscillateurs avant la perturbation.
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Figure 5.4 – Impression d’une image sur une grille d’oscillateurs
anharmoniques. Impression d’une image sur une grille d’oscillateurs non
couple´s. La couleur du pixel de´termine l’isochron a` rejoindre par une pertur-
bation instantane´e (ou une suite de perturbations pe´riodiques).
ure 5.4. La lecture est faite selon l’axe des x discre´tise´ de manie`re uniforme
(256 valeurs), chaque valeur correspondant a` un niveau de gris. L’e´volution
des oscillateurs fournit a` chaque instant une image de couleurs diffe´rentes,
qui correspondent a` une rotation des couleurs originelles. Pour re´cupe´rer l’im-
age pre´sente´e initialement, il faudrait rajouter un oscillateur et le perturber,
a` l’instant d’impression sur une phase particulie`re, par exemple l’isochron
qui passe par le maximum des x. L’instant de son passage par cette valeur
maximale sera l’instant de lecture de l’information imprime´e. Ce mode d’im-
pression ne´cessite la mise en place d’une correspondance entre une direction
de perturbation et une couleur. Cela suppose que les capteurs de l’image
d’entre´e ont une dynamique propre qui leur permet de re´pondre selon une
direction et une autre selon la couleur du pixel rec¸u. Pratiquement, il est pos-
sible d’exploiter plutoˆt l’intensite´ de la perturbation pour controˆler la phase
d’un oscillateur et distribuer temporellement les e´le´ments de l’image selon
leurs couleurs. Ceci serait technologiquement moins couˆteux et biologique-
ment plus plausible.
101
F
ig
u
r
e
5.5
–
E´
v
o
lu
tio
n
d
’u
n
e
g
rille
d
’o
scilla
te
u
rs
a
p
re`
s
l’im
p
re
ssio
n
d
’u
n
e
im
a
g
e
.
A`
t
=
0,
on
d
isp
ose
d
’u
n
e
grille
d
’oscillateu
rs
an
h
arm
on
iq
u
es.
L
’im
p
ression
est
faite
tel
q
u
’illu
stre´
su
r
la
F
igu
re
5.4.
A
p
re`s
relax
ation
,
les
oscillateu
rs
gard
en
t
la
con
fi
gu
ration
tem
p
orelle
en
gen
d
re´e
p
ar
l’im
p
ression
et
l’im
age
se
m
ain
tien
t
su
r
la
grille.L
a
lec-
tu
re
est
faite
selon
l’ax
e
d
es
x
d
iscre´tise´
d
e
m
an
ie`re
u
n
iform
e
(256
valeu
rs),
ch
aq
u
e
valeu
r
corresp
on
d
an
t
a`
u
n
n
iveau
d
e
gris.
L
’e´volu
tion
d
es
oscillateu
rs
fou
rn
it
a`
ch
aq
u
e
in
stan
t
u
n
e
im
age
d
e
cou
leu
rs
d
iff
e´ren
tes
q
u
i
corresp
on
d
en
t
a`
u
n
e
rotation
d
es
cou
leu
rs
origin
elles.
102
5.2 Impression & lecture d’une information
spatiale par l’intensite´ de la perturbation
Dans cette section, on utilisera plutoˆt l’intensite´ de la perturbation pour
mettre un oscillateur sur une phase particulie`re. Il faut d’abord un choix
de la direction de la perturbation dans l’espace des phases. Nous choisirons
l’intersection avec l’axe des abscisses, ou celui de l’activite´ maximale des neu-
rones excitateurs, comme e´tant le lieu de l’occurrence de la perturbation. Ce
type de perturbation est possible selon un axe passant par le centre du cycle
limite et intersectant les isochrons repre´sentatifs des couleurs a` coder. Dans
le cas pre´ce´dent, c’est-a`-dire sur un oscillateur anharmonique, cela n’est pas
possible en raison de l’allure radiaire de ces isochrons (voir la Figure 4.5).
Sur un oscillateur pre´sentant des isochrons en spirale, tel que l’oscillateur de
Wilson-Cowan, cela est possible (voir la Figure 4.6). Ces spirales toˆt ou tard
finissent par intersecter l’axe des x. Sur la Figure 5.6 ci-dessous, une illustra-
tion de ce type de strate´gie est propose´e. En raison de la distance variable
Figure 5.6 – Impression d’une image sur une grille d’oscillateurs de
Wilson-Cowan. Impression d’une image sur une grille d’oscillateurs non
couple´s. La couleur du pixel de´termine l’intensite´ de la perturbation qui fait
rejoindre le cycle limite d’un oscillateur sur un isochron codant pour cette
couleur.
entre les isochrons et le cycle limite le long de l’axe des abscisses, le de´phasage
maximal engendre´ est assez grand pour les isochrons qui intersectent cet axe
au voisinage imme´diat de l’attracteur et beaucoup plus faible aux endroits
les plus e´loigne´s. Par conse´quent, afin d’uniformiser la taille des groupements
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d’oscillateurs, il faudrait envisager des perturbations re´pe´titives (voir la Fig-
ure 4.4) pour les endroits les plus proches (par exemple l’isochron qui code
la couleur blanche sur la Figure 5.6). Une telle proce´dure comple´mentaire
serait l’e´quivalent de ce qu’on appelle en Neuroscience le rate coding, ou` a`
chaque couleur, correspond un nombre de re´pe´tition des perturbations, afin
d’arriver a` des groupements uniformes sur le cycle limite (en terme de taille
du “slot” temporel occupe´).
5.3 Impression & lecture d’une information
se´quentielle par la taille des groupements
synchrones
Ce type d’impression suppose que l’information a un ordre de lecture : a`
chaque position d’un e´le´ment de l’information va correspondre une phase a`
rejoindre. Selon la valeur de cet e´le´ment, un nombre d’oscillateurs est choisi.
Ces oscillateurs vont eˆtre synchronise´s autour de cette phase. La lecture se
fait selon l’intensite´ de l’activite´ de tir mesure´e sur la population d’oscilla-
teurs. L’e´ve´nement de tir est choisi comme l’instant de passage de la variable
x par son maximum. En controˆlant le nombre d’oscillateurs a` synchroniser,
on controˆle l’intensite´ de l’activite´ de tir. L’information lue de´pend du seuil
qu’atteint cette activite´. Dans ce qui suit, j’explore ce type d’impression via
une application qui consiste a` coder une chaˆıne binaire par une population
d’oscillateurs. Pour coder un 1 (resp. 0), on synchronise 2m (resp. m) oscil-
lateurs. Le re´sultat souhaite´ est illustre´ sur la Figure 5.7. Afin d’organiser
ces oscillateurs en engramme, ou groupement d’oscillateurs ayant une taille
donne´e, nous pouvons utiliser une perturbation instantane´e qui nous rame`ne
a` un isochron donne´ selon la position de la lettre lue dans la chaˆıne de car-
acte`re. Sinon, nous pouvons utiliser une perturbation instantane´e selon un
seul axe (l’axe des abscisses par exemple). Pour constituer le prochain groupe-
ment, on laisse e´couler un temps qu’on appellera un “slot” temporel. En re-
vanche, mettre en place une telle impression requiert toute une proce´dure
de calibration des parame`tres. Dans ce qui suit, une illustration de cette
proce´dure est donne´e en utilisant un oscillateur de Wilson-Cowan :
{
dx
dt
= −x
τ
+ tanh(λx)− tanh(λy)
dy
dt
= −y
τ
+ tanh(λx) + tanh(λy)
(5.1)
Avec les parame`tres suivants (proches d’une bifurcation de Hopf) : τ = 0.6
et λ = 2, la simulation nume´rique donne un cycle limite de pe´riode T = 3.81.
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Figure 5.7 – Illustration de la lecture d’une chaˆıne binaire par l’in-
tensite´ de la synchronisation. En haut, une repre´sentation de la popu-
lation sur l’espace des e´tats a` un instant t. Les carre´s noirs (resp. blancs),
correspondent au nombre 2m (resp. m) d’oscillateurs synchronise´s codant un
1 (resp. 0). En bas, une illustration de l’e´volution de l’activite´ de tir de la
population. L’activite´ de tir est la somme de toutes les composantes d’ab-
scisses supe´rieures a` un seuil de lecture proche de la valeur maximale des
abscisses sur le cycle limite.
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L’inte´gration nume´rique est de type Runge Kutta d’ordre 4. Le pas de temps
utilise´ est ∆t = 0.01.
La premie`re chose a` faire est de choisir une intensite´ de perturbation
P . Ce choix de la perturbation peut-eˆtre conditionne´ par les contraintes du
syste`me mode´lise´ (le syste`me re´el). En l’absence de cette connaissance, nous
nous contenterons de choisir une perturbation P = (10, 10) qu’on conside`re
assez grande pour synchroniser la population d’oscillateurs. Cette perturba-
tion est choisie de manie`re empirique, en regardant le profil de de´phasage
maximal de l’oscillateur de Wilson-Cowan pour ces valeurs des parame`tres :
il devrait eˆtre assez semblable a` celui de la Figure 4.6 1, vu que nous nous
situons aussi au voisinage d’une bifurcation de Hopf et que, loin du cycle
limite, le flot est rapide. Ne´anmoins, on pourrait faire en sorte que ce choix
soit plus re´fle´chi, en le conditionnant par un temps de relaxation maximale
Tr ≤ T . En d’autres termes, on suppose qu’une population d’oscillateurs
perturbe´s par P mettrait un temps t ≤ Tr pour relaxer (rejoindre le cy-
cle limite). Une telle correspondance peut-eˆtre obtenue en recherchant de
manie`re nume´rique une zone de l’espace des e´tats selon l’axe des abscisses ou`
le temps de relaxation Tr = T . Ceci peut-eˆtre obtenu en regardant le classe-
ment des points de l’espace, non pas selon leur phase latente (comme pour le
cas des isochrons), mais plutoˆt selon le temps de relaxation qu’ils mettraient
pour rejoindre l’attracteur cycle limite. Ce profil est obtenu en colorant les
re´gions ou` le temps de relaxation est infe´rieur a` un nombre entier de pe´riode
T (voir la Figure 5.8).
Le de´phasage maximal engendre´ par la perturbation P = (10, 10) est cal-
cule´ de la meˆme manie`re, de´crite dans la Section 4.2. La valeur du de´phasage
maximal est de 0.0659652 en radian (si on normalise la pe´riode du cycle lim-
ite a` 2pi). Ceci correspond a` un de´phasage maximal de 0.04 en unite´ de temps
de notre syste`me de pe´riode de temps T = 3.81 (voir plus haut). En d’autres
termes, une sous-population d’oscillateurs occuperait au plus un cre´neau de
temps e´gale a` 0.04 (4 pas d’inte´gration, ∆T = 0.01). Ceci veut dire que la
longueur d’un slot temporel qui contient un groupement d’oscillateurs de-
vrait eˆtre deux fois plus grande que le de´phasage maximal, pour un seuil
de lecture ajuste´ sur une feneˆtre de meˆme taille que le de´phasage maximal
(voir la Figure 5.9). La taille d’un slot temporel est donc 0.08, la raison
est simple, si on conside`re que nous allons mettre en place un e´ve´nement tir,
c’est-a`-dire une valeur de l’activite´ du groupement au-dessus du seuil a` partir
duquel l’activite´ est lue. Pour que la lecture se passe sans recouvrement entre
1. Cette figure a e´te´ obtenue pour des valeurs diffe´rentes τ = 1 et λ = 1.1
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Figure 5.8 – Distribution du nombre de pe´riodes ne´cessaires a` une
relaxation d’un oscillateur de Wilson-Cowan. Au centre, le cycle lim-
ite de l’oscillateur de Wilson-Cowan. Les conditions initiales (ou dans notre
contexte les points perturbe´s) ont e´te´ classe´s selon le nombre de pe´riodes qui
doivent s’e´couler pour conside´rer qu’un oscillateur qui part de ces points se
relaxe sur (rejoint) son cycle limite. En partant du centre, la zone blanche
correspond a` une pe´riode jusqu’a` la re´gion en rouge ou` un oscillateur mettrait
10 pe´riodes pour se relaxer sur son cycle limite.
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les groupements oscillants, il faut que les groupements soient espace´s d’un
cre´neau vide. Ceci nous permet de discerner l’activite´ retourne´e par chaque
engramme. La Figure 5.9 ci-dessous l’illustre. Le nombre de slots temporels
Figure 5.9 – Slot temporel ne´cessaire pour que les groupements
d’oscillateurs ne se recouvrent pas pendant la lecture. Les deux
groupements sont se´pare´s par deux fois la valeur du de´phasage. Ceci veut
dire qu’un bit d’information est code´ dans 2 fois la valeur du de´phase max-
imal engendre´ par la perturbation re´organisatrice. Le cercle repre´sente les
phases sur [0, T [ et non pas le cycle limite.
disponibles est e´gal a` la pe´riode divise´e par la taille d’un slot. Ceci nous donne
environ 47 slots. En conclusion, pour une perturbation P = (10, 10), nous
pouvons re´organiser 47 sous-populations d’oscillateurs de Wilson-Cowan co-
dant chacune un bit d’information. Ce qu’il reste a` de´terminer, c’est la valeur
du seuil de lecture exprime´ en coordonne´es spatiales et non pas temporelles.
Pour un cycle limite ovale, cela est difficile mais heureusement dans ce cas,
nous avons une taille de slot tre`s petite par rapport a` la pe´riode totale T .
Nous pouvons donc adapter notre seuil de manie`re expe´rimentale, en cher-
chant sa valeur au voisinage de Xmax = 0.47 (l’abscisse maximale d’un point
appartenant au cycle limite).
La taille minimale pour coder un tel mot de´pend du choix du nombre
d’oscillateurs qu’on utilise pour coder un 1, car la pire des situations est
de coder le mot binaire {1}47. Ceci correspond a` l’utilisation de 2 ∗ m ∗ 47
oscillateurs. La valeur m = 5 est suffisante pour nous permettre de distinguer
un groupement organise´ par la perturbation, d’un groupement d’oscillateurs
108
proches initialement. En re´sume´, nous avons besoin de 470 oscillateurs pour
coder un mot de 47 bits ! Cette valeur est effectivement tre`s grande, mais
pourrait chuter si la perturbation est plus importante, afin d’avoir un plus
faible de´phasage maximal. Le choix des oscillateurs a` perturber pour coder
un bit est fait d’une manie`re e´quivalente a` un tirage dans une urne sans
remise. Sur la Figure 5.10, est affiche´ l’e´volution d’une se´quence codant 1 0
Figure 5.10 – Lecture d’un mot binaire 1 0 1 code par des oscilla-
teurs de Wilson-Cowan. Initialement, les oscillateurs sont perturbe´s, ce
qui explique qu’au premier passage l’activite´ de´passe le seuil de lecture ; au
bout du deuxie`me passage, l’activite´ des oscillateurs se stabilise en-dessous
du seuil de lecture.
1. Le re´sultat d’une simulation de lecture de mots binaires de 3 bits sur une
population d’oscillateurs de Wilson-Cowan est montre´ sur La Figure 5.11. Ce
type d’impression passe par une proce´dure de calibration lourde et qui fait
appel a` un calibrage a` plusieurs niveaux. Avec l’oscillateur de Wilson-Cowan
et meˆme pour une perturbation assez grande le nombre de bits qu’on peut
code´s est faible par rapport au nombre d’oscillateurs utilise´s. On n’ira pas
plus loin avec cet impression quoiqu’il peut s’ave´rer justifie´ si nous voulons
faire une acquisition d’une information e´tale´e sur le temps (par exemple, un
son ou une musique) a` l’aide d’une population d’oscillateurs.
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Figure 5.11 – Lecture de mots binaires de 3 bits sur une population
d’oscillateurs. 8 exemples de lecture de mots binaires de 3 bits sur une
population d’oscillateurs. La lecture se fait en seuillant le niveau d’activite´.
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5.4 Impression de type “Dynalet”
Dans Demongeot et al. (2007a), on de´compose par exemple l’oscillateur
de van der Pol en partie hamiltonienne et partie potentielle. La partie hamil-
tonienne, de´ja` de´crite dans Demongeot et Franc¸oise (2006) est approxime´e
par une e´quation de´pendant d’un parame`tre ε. Si nous de´composons (a` la
manie`re de Fourrier, utilisant le pendule simple, ou, a` celle des ondelettes
utilisant le pendule exponentiellement amorti) le signal a` coder sur la famille
parame´tre´e des solutions de cette e´quation, nous pouvons engrammer l’in-
formation dans des groupements harmoniquement sous-harmoniques d’oscil-
lateurs, dont le nombre de´pend de la pre´cision avec laquelle ont e´te´ faites i)
l’approximation polynomiale du cycle limite et ii) l’approximation du signal.
Une telle de´composition que nous appelons “dynalet”, fait l’objet d’un travail
en cours.
5.5 Conclusion
Dans ce chapitre, j’ai applique´ 3 proce´dures d’impression. La premie`re
est l’impression par la direction de la perturbation. Dans une premie`re ap-
plication, j’ai tente´ d’enregistrer 3 motifs uniquement par la dynamique du
re´seau. Une direction de perturbation est associe´e a` chaque motif. Quand il
y a un recouvrement entre 2 motifs, les parties communes sont perturbe´es
selon une nouvelle direction. Ceci rend la lecture plus de´licate. Une alter-
native pour re´soudre ce proble`me serait d’e´crire ces motifs un par un, en
laissant un temps de relaxation suffisant entre deux e´critures. Ne´anmoins,
cette solution a l’inconve´nient suivant : quand un nouveau motif semblable
a` un ancien se pre´sente, les oscillateurs communs se synchronisent selon la
phase du nouveau. Une ope´ration de suppression a donc lieu. L’ancien motif
subit une e´rosion au profit du nouveau. Au vu de cette situation, un change-
ment de perspective s’impose. On ne va plus chercher a` faire me´moriser les
informations par la dynamique. On va plutoˆt utiliser cette proce´dure comme
moyen de me´moriser une seule information.
Dans un syste`me de traitement d’information, cette couche sera la couche
d’entre´e. La deuxie`me proce´dure est de´veloppe´e dans cette perspective. L’ap-
plication qu’on envisage est l’impression d’une image sur une grille d’oscil-
lateurs anharmoniques. Cette fois-ci, les couleurs ont de´termine´ la direction
de la perturbation. Une autre variante serait d’utiliser plutoˆt l’intensite´ de
la perturbation pour atteindre les isochrons correspondants. Cette variante
est plus plausible, si on conside`re que les affe´rences d’entre´e se projettent sur
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un seul groupement de neurones, uniquement les neurones excitateurs. En-
fin, la troisie`me proce´dure sugge`re l’utilisation de la taille des groupements
d’oscillateurs pour l’impression d’une information se´quentielle (par exemple
un mot ou un son).
A` pre´sent, nous nous posons la question de la re´organisation temporelle
propre au syste`me. Pour cela, nous allons investir diffe´rents me´canismes de
couplage afin de voir ce qu’offre chacun d’eux. On proposera aussi une ap-
plication particulie`re difficilement ge´ne´ralisable, car elle tient compte des
parame`tres du syste`me. Il s’agit du controˆle de la forme des isochrons d’un
oscillateur de Wilson-Cowan.
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Chapitre 6
Re´organisation de l’information
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Au chapitre 5, j’ai explore´ des proce´dures d’impression et de lecture de
l’information. Ces proce´dures ont e´te´ cate´gorise´es selon le type d’information
d’entre´e : une information spatiale (par exemple une image) et une informa-
tion se´quentielle (par exemple un mot binaire ou la se´quence temporelle d’un
signal). A` pre´sent, nous nous inte´ressons a` l’identification d’une proce´dure
de stockage. Cela requiert une modification de la structure de ces re´seaux
d’oscillateurs, par une modification qui de´pend de l’information d’entre´e ou
bien par l’introduction d’un couplage, pour construire par exemple un filtre.
D’une manie`re ge´ne´rale, nous voyons le traitement de l’information comme
une re´organisation temporelle de populations d’oscillateurs. Quand cette re´-
organisation se rapproche d’une re´organisation engendre´e par une impression
pre´ce´dente, on dira qu’il s’agit d’un phe´nome`ne d’e´vocation, sinon si cette
re´organisation e´volue vers une autre configuration, on dira qu’il s’agit d’un
traitement de l’information.
Ce chapitre sera organise´ selon notre manie`re de controˆler la re´organisation
temporelle engendre´e par l’e´volution du syste`me. Il existe diffe´rents degre´s
de liberte´ par lesquels un ope´rateur peut agir sur un re´seau d’oscillateurs
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couple´s. Cela peut-eˆtre via le couplage entre oscillateurs qui peut-eˆtre par
pulsation ou continu, ou par la parame´trisation de la forme des isochrons, ou
bien par une alte´ration de la fonction de transfert, par exemple par l’intro-
duction d’un bruit ale´atoire (Tonnelier et al., 1999). Je n’ai pas explore´ cette
dernie`re possibilite´, par contrainte de temps.
6.1 Via un couplage par pulsations
Ce type de couplage s’inspire du couplage entre les individus d’une popu-
lation de fireflies (lucioles). Philippe Laurent remarqua cette espe`ce en 1897
au cours d’un voyage au sud de l’Asie. La femelle de cette espe`ce, baptise´e
Photuris lucicrescens, e´met un flash lumineux pour attirer les maˆles. Ce flash
re´sulte d’un processus chimique qui implique la lucife´rine et l’oxyge`ne, bien
connue sous le nom de bioluminescence. Bien que ce comportement puisse
avoir lieu de manie`re isole´e, les femelles se re´unissent dans un arbre pour
e´mettre, favorisant ainsi leurs chances d’avoir un partenaire et par-la` la
survie de l’espe`ce. Certainement, on pourra penser que cela attisera aussi
les pre´dateurs, mais le comportement est bien la`, ce qui laisse a` penser que
c’est une strate´gie gagnante. Encore plus e´tonnante est l’e´mergence d’une
synchronisation de ces e´missions, ou` les comportements individuels sont mis
a` contribution pour l’e´mergence d’un comportement collectif. Ainsi, le maˆle
n’a plus besoin de chercher un point lumineux pour trouver une partenaire.
Il peut de´sormais chercher un phare pour lui indiquer sa direction.
Le proble`me qui s’est pose´ pendant les 100 ans qui suivirent cette obser-
vation fut l’identification de la cause de ce phe´nome`ne. Par exemple, Hudson
(1918) affirmait qu’il devait exister un maestro pour que la synchronisa-
tion e´merge. Ce n’est que 82 ans plus tard que Strogatz et Mirollo (1990)
de´montrent que la synchronisation est ine´vitable, dans certaines conditions,
et est cause´e par un couplage par pulsation entre les individus. Le syste`me
qu’ils ont utilise´ est une ge´ne´ralisation du mode`le du pacemaker de Peskin
(1975). Cette ge´ne´ralisation se traduit par xi = f(φi),
dφi
dt
= 1
T
, avec xi l’ac-
tivite´ d’un oscillateur i, f une fonction continue concave strictement crois-
sante (f ′ > 0,f ′′ < 0) sur [0, 1], avec f(0) = 0 et f(1) = 1. φi est la phase de
l’oscillateur i sur [0, 1], avec φi = 0 (resp. φi = 1) pour xi = 0 (resp. xi = 1).
T est la pe´riode de l’oscillateur. Quand xi atteint 1, on dit que l’oscillateur
tire et xi est imme´diatement remis a` 0 et le cycle recommence. Un oscilla-
teur xj couple´ a` xi voit sa valeur transforme´e par xj = min(1,  + f(φj)).
Autrement dit, l’oscillateur xi, quand il tire, aide l’oscillateur xj a` remonter
la pente de f de  ou a` atteindre son maximum.
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Nous utilisons des couplages analogues, afin de voir tout d’abord le com-
portement d’une grille d’oscillateurs couple´s. Dans une deuxie`me application,
ce type de couplage sera utilise´ pour me´moriser une barre lumineuse sur une
grille d’oscillateurs.
6.1.1 E´volution d’une grille d’oscillateurs couple´s par
pulsation
Nous utilisons le meˆme type de couplage, a` partir d’un e´ve´nement tir, sur
chaque oscillateur d’une grille. Les oscillateurs sont couple´s initialement selon
un voisinage de Moore ou de von Neumann (voir la Figure 6.1). L’oscillateur
Figure 6.1 – Les types de pavage. Sur une grille, un oscillateur est couple´
selon un voisinage de taille 4 (von Neumann) ou de taille 8 (Moore).
utilise´ ici est l’oscillateur de Wilson-Cowan. Cet oscillateur, comme vu pre´ce´demment,
est un re´gulon forme´ par une population neuronale excitatrice et une autre
inhibitrice. Chaque oscillateur peut alors eˆtre couple´ a` un autre via 4 possi-
bilite´s : + → +, + → −, − → + et − → −, avec + (resp. −) repre´sentant
les neurones excitateurs (resp. inhibiteurs), voir la Figure 6.2.
Le couplage qu’on utilise est un couplage de type +→ + : on l’introduit
par le terme somme qu’on rajoute aux e´quations d’un oscillateur de Wilson-
Cowan (voir E´quation 4.2). Un oscillateur i est couple´ a` son voisinage selon
l’E´quation 6.1.

dxi
dt
= −xi
τ
+ tanh(λxi)− tanh(λyi) +
∑
j∈V (i)
c(xi − xj)H(xj)
dyi
dt
= −yi
τ
+ tanh(λxi) + tanh(λyi)
(6.1)
115
Figure 6.2 – Diffe´rents couplages entre deux oscillateurs de Wilson-
Cowan. Il y a 4 possibilite´s de couplage d’un oscillateur a` un autre : + →
+, + → −, − → + et − → − (fle`ches en pointille´s), avec + (resp. −)
repre´sentant les neurones excitateurs (resp. inhibiteurs). Le couplage respecte
le principe de Dale, ou` un neurone exerce le meˆme effet sur les neurones
auxquels il est connecte´.
Les parame`tres utilise´s sont : λ = 1.1, τ = 1. Avec ces parame`tres, le cycle
limite est le cercle unitaire de rayon 1. H(x) est la fonction Heaviside : elle
retourne a` 1 (resp. 0) si x ≥= 1 (resp. x < 1). Le pas d’inte´gration est de
∆t = 0.01. Le couplage s’interpre`te par un tir d’intensite´ c(xj−xi) a` l’instant
ou` xj passe par 1. Une valeur obtenue a` la main est c = 0.1 : un oscillateur
reste au voisinage de son cycle limite, meˆme s’il cumule tous les tirs de son
voisinage. Il ne subit qu’une re´organisation en phase.
Pour les deux types de pavage (voir la Figure 6.1), on de´roule une simu-
lation sur une grille de taille 20∗20 prise avec des conditions initiales ou` tous
ses oscillateurs sont synchronise´s par une perturbation instantane´e d’intensite´
10, sauf l’oscillateur central qui est mis en de´synchronisation par rapport a` la
population. On mesure deux signaux de´livre´s par la grille : X(t) =
n∑
i=0
xi(t)
et Y (t) =
n∑
i=0
yi(t). L’e´volution de la grille est visualise´e dans le cas d’un
voisinage de Moore (Figure 6.3) et dans le cas d’un voisinage de von Neu-
mann (Figure 6.4). La propagation de la de´synchronisation est nettement
plus rapide dans le cas d’un couplage de Moore. Ceci est duˆ principalement
au fait qu’il y a 8 directions de propagation. Les meˆmes simulations ont e´te´
faites en partant cette fois de deux points situe´s de part et d’autre de la grille.
Deux motifs sont visibles a` la fin, meˆme si la grille est de´synchronise´e. Deux
carre´s se´pare´s par un front d’onde dans le cas d’un voisinage de Moore (voir
la Figure 6.5) et deux losanges dans le cas d’un voisinage de von Neumann
(voir la Figure 6.6).
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Figure 6.3 – E´volution d’une grille d’oscillateurs de Wilson Cowan
couple´s selon un voisinage de Moore. (En haut) La re´organisation
temporelle engendre´e au centre influence les oscillateurs de proche en proche.
La couleur des pixels est blanche pour un oscillateur qui tire (x = 1) et noire
quand x = −1. Des motifs syme´triques sont observe´s. (En bas) Les signaux
globaux (X et Y ) montrent la de´synchronisation progressive de la grille.
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Figure 6.4 – E´volution d’une grille d’oscillateurs de Wilson Cowan
couple´s selon un voisinage de von Neumann. (En haut) La
re´organisation temporelle engendre´e au centre influence les oscillateurs de
proche en proche. La couleur des pixels est blanche pour un oscillateur qui
tire (x = 1) et noire quand x = −1. Des motifs syme´triques sont observe´s.
(En bas) Les signaux globaux (X et Y ) montrent la de´synchronisation pro-
gressive de la grille. La de´synchronisation est nettement moins rapide que
dans le cas d’un voisinage de Moore.
118
Figure 6.5 – Front d’onde sur une grille d’oscillateurs de Wilson
Cowan couple´s selon un voisinage de Moore. La re´organisation tem-
porelle engendre´e au centre influence les oscillateurs de proche en proche. La
couleur des pixels est blanche pour un oscillateur qui tire (x = 1) et noire
quand x = −1. Deux carre´s, se´pare´s par un front d’onde, sont observe´s sur
la grille.
La re´organisation spatio-temporelle des oscillateurs de´pend du voisinage
et de leurs conditions initiales. Dans tous les cas, la grille e´volue vers une
de´synchronisation de l’activite´ globale. Il est toutefois difficile de controˆler
l’e´volution de la configuration temporelle des oscillateurs. Ce couplage est
de´synchronisant dans le cas d’un oscillateur de Wilson-Cowan, vu que ces
isochrons sont en spirale, tel qu’illustre´ sur la Figure 5.6. Ceci veut dire
qu’en cas de de´placement selon l’axe des x le couplage fait en sorte que les
oscillateurs qui rec¸oivent la perturbation empruntent une autre phase que
celle des oscillateurs qui les ont perturbe´. Ceci explique la de´synchronisation
observe´e sur les captures vide´o. Ce type de couplage pourrait eˆtre utilise´ au
sein d’une couche d’oscillateurs, pour assurer sa de´synchronisation une fois
que l’information a e´te´ traite´e. On pourrait l’utiliser au niveau d’une grille
situe´e a` l’entre´e, jouant le roˆle d’une couche d’acquisition d’un syste`me de
traitement d’information. On peut imaginer qu’une image imprime´e dessus
se dissipe au bout d’un certain temps, apre`s que d’autres couches situe´es
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Figure 6.6 – Front d’onde sur une grille d’oscillateurs de Wilson
Cowan couple´s selon un voisinage de von Neumann. La re´organisation
temporelle engendre´e au centre influence les oscillateurs de proche en proche.
La couleur des pixels est blanche pour un oscillateur qui tire (x = 1) et noire
quand x = −1. Deux losanges se´pare´s par un front d’onde sont observe´s sur
la grille.
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en aval prennent le relais. A` pre´sent, je me suis pose´ la question si c’e´tait
possible de me´moriser un motif par apprentissage du couplage local entre
oscillateurs dont les isochrons sont radiaires.
6.1.2 Me´morisation d’un motif par une grille d’oscilla-
teurs couple´s
Dans cette partie, on conside`re une grille d’oscillateurs anharmoniques,
initialement non couple´s puis couple´s, dans l’esprit de Bosch et al. (1998). Les
isochrons de ces oscillateurs sont radiaires, voir la Figure 4.5. Un couplage par
pulsations selon la variable x entre deux de ces oscillateurs tend a` les ramener
vers une synchronisation, a` l’inverse de l’oscillateur de Wilson-Cowan, pour
lequel un de´placement selon l’axe des x fait emprunter a` l’oscillateur force´
un autre isochron que celui de l’oscillateur qui a engendre´ la perturbation.
Nous pouvons alors envisager un apprentissage du couplage (torique, c’est-
a`-dire sans bords) pour me´moriser un motif qui se pre´sente au syste`me. Le
proce´de´ d’impression sur cette grille est celui illustre´ sur la Figure 5.2. Dans
cette application, on imagine un premier type d’impression, une impression
de forte intensite´, qui provoque la modification des termes de couplage dans
le sens du renforcement d’un couplage entre deux oscillateurs synchronise´s
par application de la loi de Hebb. D’autres impressions sont possibles, sans
pour autant que cela ne renforce le couplage entre deux oscillateurs, par ex-
emple au moment d’invoquer un motif imprime´. On peut imaginer que cela se
passe sur deux phases : (i) une phase ou` toute impression est suivie d’un ap-
prentissage et (ii) une autre pendant laquelle aucun apprentissage n’est plus
possible. L’interpre´tation de tout ceci est re´alise´ en modifiant l’E´quation 4.1
en :

dxi
dt
= yi + xi(1− x2i − y2i ) +
∑
j∈V (i)
w++,ij(xi − xj)H(xj)
− ∑
j∈V (i)
w+−,ij(xi − yj)H(yj)
dyi
dt
= −xi + yi(1− x2i − y2i ) +
∑
j∈V (i)
w−+,ij(yi − xj)H(xj)
− ∑
j∈V (i)
w−−,ij(yi − yj)H(yj)
(6.2)
Apre`s l’impression d’une entre´e sous la forme d’un I, une proce´dure d’ap-
prentissage est lance´e (a` partir de l’aste´risque en gras * sur les Figures 6.7, 6.8
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et 6.9), et les variables wij sont mises a` jour selon les e´quations 6.3 suivantes :

w++,ij = H(xi)H(xj)
cMax
|V (i)|
w+−,ij = H(xi)H(yj) cMax|V (i)|
w−+,ij = H(yi)H(xj) cMax|V (i)|
w−−,ij = H(yi)H(yj) cMax|V (i)|
(6.3)
ou` cMax est l’intensite´ maximale de tir que peut recevoir un oscillateur de son
voisinage et |V (i)| de´signe la taille du voisinage, 8 (resp. 4) dans le cas d’un
pavage de Moore (resp. von Neumann). L’objectif de cet apprentissage est de
rappeler a` chaque oscillateur son organisation temporelle par rapport a` son
voisinage au moment de la pre´sentation de la stimulation. A` la suite de cet
apprentissage, la grille est de´synchronise´e (a` partir du D en gras sur les Fig-
ures 6.7, 6.8 et 6.9) et un fragment du I est re´imprime´, mais cette fois sans
apprentissage et les oscillateurs se relaxent en poursuivant leur e´volution,
l’objectif e´tant de voir la rapidite´ de la reconstitution de l’information ini-
tiale.
Afin de voir les groupements synchrones, c’est-a`-dire les oscillateurs proches
en phase, un filtre de lecture est positionne´ sur la grille, de telle manie`re que,
si l’activite´ d’un oscillateur additionne´e a` celle de ses 8 proches voisins est
infe´rieure a` un seuil (0.77 ∗ 8, proche de 8 le cas d’une synchronisation par-
faite), le pixel qui le repre´sente est alors affiche´ en blanc pendant une pe´riode,
sinon il est affiche´ en noir. Pour des valeurs de cMax e´gales a` 0.001, 0.01 et
0.1, des re´organisations diffe´rentes sont obtenues : une e´vocation ondulatoire
du I sur la Figure 6.7, une e´vocation progressive sur la Figure 6.8 et une
reconstitution quasi-instantane´e sur la Figure 6.9.
6.2 Via un couplage continu
Dans Tonnelier et al. (1999) et Tonnelier (2001), est pre´sente´e une analyse
analytique de l’effet d’un couplage continu entre deux oscillateurs de Wilson-
Cowan. Une e´tude analytique similaire a de´ja` e´te´ mene´e par Ermentrout et
Kopell (1994). Une autre a e´te´ faite par Borisyuk et al. (1995) dans le cas d’un
couplage syme´trique. Ces e´tudes sont effectue´es dans le cadre d’oscillateurs
couple´s de fre´quence identique et pris au voisinage d’une bifurcation de Hopf
(point de passage dans l’espace des parame`tres d’un point fixe a` un re´pulseur
entoure´ d’un cycle limite attracteur). Dans ce contexte, il est possible de
de´finir une diffe´rence de phase naturelle (Hoppensteadt et Izhikevich, 1997)
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Figure 6.7 – E´vocation ondulatoire d’un I sur une grille d’oscilla-
teurs anharmoniques couple´s. Un I est imprime´ sur la grille. A` partir de
l’aste´risque *, un apprentissage est effectue´. Puis, la grille est de´synchronise´e
a` partir de D. La population e´volue vers la reconstruction du I mais, faute
d’un couplage faible, la vague de synchronisation ne se rattrape pas et
l’e´vocation pre´sente un aspect ondulatoire.
Figure 6.8 – E´vocation progressive d’un I sur une grille d’oscilla-
teurs anharmoniques couple´s. Un I est imprime´ sur la grille. A` partir de
l’aste´risque *, un apprentissage est effectue´. Puis la grille est de´synchronise´e
a` partir de D. La population e´volue vers la reconstruction progressive du I,
due a` un couplage de valeur moyenne, et le I se reconstruit progressivement.
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Figure 6.9 – E´vocation quasi instantane´e d’un I sur une grille
d’oscillateurs anharmoniques couple´s. Un I est imprime´ sur la grille.
A` partir de l’aste´risque *, un apprentissage est effectue´. Puis la grille est
de´synchronise´e a` partir de D. La population d’oscillateurs reconstruit quasi-
instantane´ment le I. La valeur du couplage est forte.
vers laquelle converge le syste`me. Nous reprenons alors les E´quations 4.2
en introduisant un terme de couplage. Il s’agit du terme en somme dans la
premie`re partie de l’E´quation 6.4. Afin de rester dans le meˆme formalisme, la
sigmo¨ıde tanh est utilise´e comme fonction de transfert entre deux oscillateurs.

dxi
dt
= −xi
τ
+ tanh(λxi)− tanh(λyi)
dyi
dt
= −yi
τ
+ tanh(λxi) + tanh(λyi)
− ∑
j∈V (i)
tanh(cijλyj)
(6.4)
Pour λ = 1.01 et τ = 1, le syste`me 4.2 est au voisinage d’une bifurcation de
Hopf λτ = 1. Les valeurs sont celles utilise´es par Tonnelier et al. (1999). Les
oscillateurs sont faiblement couple´s, quand cij  1. Ceci nous place dans le
cadre des conditions de convergence de phase.
On simplifie les termes de couplage par l’approximation tanh(cijλyj) '
cijyj. Il est a` noter que plusieurs types de couplage peuvent eˆtre utilise´s
(voir la Figure 6.2). Nous avons choisi d’exprimer uniquement le couplage
de type inhibiteur-inhibiteur − → − alors qu’il y a 3 autres possibilite´s
selon la Figure 6.2. Les raisons de ce choix sont multiples nous voulons :
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(i) re´server les neurones excitateurs au cas ou` on envisagerait de faire une
impression par perturbation (voir Chapitre 5), (ii) restreindre le champ des
possibilite´s vu la nature complexe du proble`me et (iii) infe´rer directement le
de´phasage engendre´ par les autres types de couplage si on connait la valeur
du de´phasage induite par le couplage (− → −) (Tonnelier et al., 1999), ceci
e´tant duˆ principalement a` la syme´trie spatiale de l’oscillateur de Wilson-
Cowan. Ainsi, si d est le de´phasage induit entre deux oscillateurs, alors les
autres de´phasages engendre´s, par les 3 autres types de couplage sont de la
forme d+ k T
4
, avec T la pe´riode de l’oscillateur et k un entier.
6.2.1 Couplage entre un maˆıtre et un esclave
La diffe´rence de phase entre deux oscillateurs tend vers un de´phasage
constant, pour de petites valeurs du parame`tre de couplage. L’intensite´ du
parame`tre de couplage, pourvu qu’elle reste faible, influence uniquement le
temps de convergence vers cette diffe´rence de phase. La Figure 6.10, obtenue
par simulations nume´riques, illustre ceci en prenant diffe´rentes valeurs du
parame`tre c du syste`me de´crit par les e´quations 6.5 ci-dessous.

dx1
dt
= −x1
τ
+ tanh(λx1)− tanh(λy1)
dy1
dt
= −y1
τ
+ tanh(λx1) + tanh(λy1)
dx2
dt
= −x2
τ
+ tanh(λx2)− tanh(λy2)
dy2
dt
= −y2
τ
+ tanh(λx2) + tanh(λy2)− cy1
(6.5)
Le couplage entre deux oscillateurs fait converger le syste`me vers une phase
constante d ' 3pi
4
. L’intensite´ du couplage semble n’influencer que le temps de
convergence. Un tel me´canisme de re´organisation semble prometteur, s’il nous
permet de controˆler la convergence de phase. Cela n’est pas le cas, puisque
inde´pendamment de la phase de l’oscillateur d’entre´e, l’oscillateur de sortie
se stabilise toujours sur la meˆme phase. L’application suivante introduit une
telle possibilite´.
6.2.2 Couplage entre 2 maˆıtres et un esclave
A` pre´sent, nous ajoutons un autre oscillateur au syste`me 6.5. Le nouveau
syste`me est constitue´ de deux oscillateurs maˆıtres et un oscillateur esclave.
Les deux maˆıtres sont re´gis par l’E´quation 4.2 et l’oscillateur esclave e´volue
selon l’E´quation 6.6.
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Figure 6.10 – Verrouillage de phase entre deux oscillateurs de
Wilson-Cowan Chacune des 3 figures ci-dessus repre´sente l’e´volution du
de´phasage entre deux oscillateurs de Wilson-Cowan couple´s a` partir de
diffe´rentes valeurs initiales du de´phasage. Le parame`tre de couplage est c.
Le verrouillage de phase entre les deux oscillateurs converge plus rapidement
vers une valeur constante, d ' 3pi
4
, quand le parame`tre c augmente. Sur la
figure a (resp. b et c) les deux oscillateurs convergent au bout de 100 (resp.
1000 et 10000) pas de temps et cela quelque soit leur diffe´rence de phase
initiale.
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{
dx3
dt
= −x3
τ
+ tanh(λx3)− tanh(λy3)
dy3
dt
= −y3
τ
+ tanh(λx3) + tanh(λy3)− w31y1 − w32y2 (6.6)
Les variables w31 et w32 sont les poids du couplage rec¸u par les deux os-
cillateurs maˆıtres. On propose que l’ordre entre ces deux parame`tres soit un
facteur susceptible d’influencer la configuration temporelle de l’oscillateur es-
clave par rapport au deux maˆıtres. Nous les lions sous cette forme : w31 = bc
et w32 = (1 − b)c, avec c = 0.01 et b un parame`tre dans [0, 1]. Cette situa-
tion se re´sume par la Figure 6.11. Afin de voir si la re´organisation temporelle
Figure 6.11 – Couplage entre deux oscillateurs maˆıtres et un oscil-
lateur esclave. L’oscillateur O3 est couple´ a` O1 et O2 via un lien de couplage
de type − → −.
de´pend du de´phasage initial entre les deux oscillateurs d’entre´e, je mesure les
deux entite´s suivantes : ∆φe = (φ1− φ3) et ∆φs = (φ2− φ3) pour diffe´rentes
valeurs de b. Le re´sultat des simulations nume´riques est visible sur la Figure
6.12.
La fonction de re´ponse e´volue, en fonction du parame`tre b, d’une fonction
constante a` une fonction line´aire en passant par une sigmo¨ıde. Pour ∆φe = 0
les deux oscillateurs maˆıtres sont synchrones et leurs effets est e´quivalents a`
celui d’un seul oscillateur, de de´phasage ∆φs ' 3pi4 (voir la Figure 6.10). D’un
autre coˆte´, quand ils sont de´synchronise´s et que leur couplage est identique
(b = 1/2), l’oscillateur esclave n’est plus force´ et reste sur sa phase initiale
(voir les points e´parpille´s au niveau de la pente raide de la sigmo¨ıde de l’im-
ages b = 1/2. De manie`re ge´ne´rale, l’oscillateur esclave penche vers l’effet
engendre´ par l’oscillateur qui le force avec le plus d’intensite´.
Ces observations permettent d’envisager la construction d’un module a`
deux entre´es et une sortie en utilisant des oscillateurs de Wilson-Cowan,
pourvu que la diffe´rence de phase naturelle e´volue vers une valeur constante.
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Sans s’aventurer dans des simulations exhaustives, je pense que l’utilisation
de 3 oscillateurs en entre´e aura des re´sultats similaires, et peut-eˆtre meˆme
dans le cas de n entre´es. Si cette hypothe`se tient, alors il est possible de con-
struire des modules a` n entre´es, pourvu que le couplage cumule´ reste faible.
Sans s’aventurer plus loin, le comportement a` 2 entre´es est inte´ressant en
soi, surtout pour la valeur de b = 1/2, quand les deux oscillateurs maˆıtres
sont comple`tement de´synchronise´s l’oscillateur esclave suit ses conditions ini-
tiales. Il serait alors possible, en utilisant le proce´de´ pre´ce´dent d’impression
d’une image, de de´tecter les endroits ou` on passe du noir au blanc. Pour cela,
on utiliserait deux couches une pour l’entre´e et l’autre pour la sortie. La
couche de sortie est constitue´e d’oscillateurs esclaves qu’on synchronise sur
une phase particulie`re. La couche d’entre´e rec¸oit l’image en niveau de gris.
Les deux couches sont lie´es comme indique´ par ce couplage : 2 oscillateurs
adjacents dans la couche d’entre´e, pour un oscillateur esclave dans la couche
de sortie.
6.3 Via la parame´trisation des isochrons
Controˆler la forme des isochrons permet de polariser l’oscillateur et lui
donner une direction de perturbation pre´fe´rentielle. Les colonnes neuronales
des aires visuelles du chat montrent une re´ponse synchrone dont l’inten-
site´ de´pend des proprie´te´s globales du stimulus (Gray et al., 1989), c’est-
a`-dire sa direction et la vitesse de son mouvement. L’application qui suit
de´crit comment on peut construire un oscillateur de re´ponse qualitativement
e´quivalente : il ne s’agit pas d’une mode´lisation biophysique, mais d’une
ressemblance avec l’expe´rience. Comme dit pre´ce´demment, il n’y a pas de
me´thode ge´ne´rale pour trouver une relation entre la forme des isochrons et
les valeurs des parame`tres de l’oscillateur, meˆme s’il existe quelques cas parti-
culier : Winfree (2001) en a fait la de´monstration sur un oscillateur de´crit en
coordonne´es polaires. Dans ce cas, l’expression des isochrons est une fonction
logarithmique. Demongeot et Franc¸oise (2006) ont donne´ aussi une me´thode
pour approximer l’e´quation des isochrons, dans le cadre d’oscillateurs hamil-
toniens polynomiaux. Ils l’appliquent au cas de l’oscillateur de van der Pol.
Ne´anmoins les simulations nume´riques sont un atout face a` l’absence d’une
me´thode ge´ne´rale de re´solution.
Toujours sur l’oscillateur de Wilson-Cowan, on cherche a` identifier les
parame`tres qui permettent de controˆler la forme de ses isochrons. On com-
mence par une simple analyse pre´liminaire, dans laquelle on re´sout le profil
isochronal du syste`me 4.2 pour diffe´rentes valeurs de τ et des λ. Ces valeurs
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doivent eˆtre situe´es au-dela` de la bifurcation de Hopf, λτ = 1, pour eˆtre
dans les conditions d’existence d’un cycle limite. Puis, on compare les profils
obtenus a` un profil isochronal de re´fe´rence, typiquement λ = 2 et τ = 0.6.
On constate que la variation de la variable τ est celle qui de´forme le plus
significativement les isochrons. Pour aller encore plus loin, on peut dissocier
les variables τ associe´es a` la premie`re e´quation et a la deuxie`me, en mettant
en place un τx et un τy. L’objectif est de voir si on peut controˆler l’inclinaison
de ces variables. L’E´quation 4.2 devient :
{
dx
dt
= −x
τx
+ tanh(λx)− tanh(λy)
dy
dt
= −y
τy
+ tanh(λx) + tanh(λy)
(6.7)
On peut s’attendre a` ce que la modification des parame`tres τx et τy entraˆıne
une modification de la pe´riode des oscillateurs. Ceci nous sort du cadre des os-
cillateurs de pe´riode identique (ou proche). Un premier aperc¸u de la pe´riode
en fonction des variables τx et τy et pour λ = 2 est illustre´ sur la Figure
6.13. Une fois qu’un axe de variation des parame`tres a e´te´ de´termine´ (voir
Figure 6.13 – Pe´riode de l’oscillateur de Wilson-Cowan en fonc-
tion des parame`tres. (A` gauche) Les parame`tres τx et τy sont pris dans
l’intervalle [0.6, 1], avec λ = 2, et on reste dans les conditions d’existence
d’un cycle. Selon le gradient de cette figure, la pe´riode de l’oscillateur reste
presque constante pour des parame`tres τx et τy lie´s de manie`re line´aire, selon
les droites paralle`les a` τy = −τx+1.6. (A` droite) La variation de la pe´riode,
selon cette relation line´aire : la pe´riode est encadre´e entre 5 et ' 5.2.
la Figure 6.13), on peut faire une analyse du profil isochronal pour un en-
semble de valeurs, en gardant presque la meˆme pe´riode des oscillateurs. Ceci
rend la comparaison possible. Techniquement, il faudrait, dans chaque pro-
fil, convenir que la phase φ = 0 soit le point d’intersection du cycle limite
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avec l’axe des abscisses, afin de faciliter la comparaison et de ne pas avoir un
effet de rotation. Ne´anmoins, la comparaison qu’on compte faire est qualita-
tive et concerne la convergence et la se´paration des isochrons ; ceci rend non
ne´cessaire cette conside´ration. Apre`s quelques jours (50h) de simulation sur
un PC de bureau, on rele`ve 3 profils isochronaux sur la Figure 6.14. Une telle
analyse permettrait de voir si une action est possible sur les parame`tres d’un
oscillateur, afin de controˆler la re´ponse d’une population d’oscillateurs. Cela
leur donnera une pre´fe´rence ou une capacite´ de discerner entre diffe´rentes
perturbations. C’est en ce sens que cela rejoint les observations faites par
Gray et al. (1989).
6.4 Conclusion
Dans ce chapitre, on a dresse´ tout un ensemble de me´canismes de re´organisation
temporelle des populations d’oscillateurs. Contrairement au chapitre pre´ce´dent,
l’e´tude de ces me´canismes ne s’est pas faite sur des applications concre`tes,
mais plutoˆt a` l’aide de simulations nume´riques exhaustives. Le couplage par
pulsations entre oscillateurs de Wilson-Cowan et plus ge´ne´ralement, des os-
cillateurs qui ont leurs isochrons en spirale, semble faire e´voluer le syste`me
vers une de´synchronisation ge´ne´rale. Plus les oscillateurs posse`dent de liens
avec leurs voisins (par exemple selon un voisinage de Moore), plus la popu-
lation se de´synchronise rapidement. L’autre forme de couplage est le cas du
couplage continu. Ce couplage fait e´voluer les oscillateurs vers une diffe´rence
de phase naturelle, quand les oscillateurs sont proches d’une bifurcation de
Hopf. Cependant, cette re´gle n’est pas ge´ne´rale et ne´cessite des simulations
nume´riques pour sa ve´rification dans un cas particulier. Un tel couplage per-
met d’envisager de construire des modules d’entre´e-sortie ou` l’entre´e est un
de´phasage entre les oscillateurs maˆıtres et la sortie un de´phasage entre l’oscil-
lateur esclave et un oscillateur maˆıtre de re´fe´rence. Une attention partic-
ulie`re est accorde´e au cas ou` les deux oscillateurs maˆıtres sont de´synchronise´s
comple`tement et ont une meˆme intensite´ de couplage sur l’oscillateur esclave.
Une telle configuration rend une application telle qu’une de´tection de con-
tours envisageable sur une image a` niveau de gris. La dernie`re forme de
controˆle de la re´organisation est le controˆle direct de la forme des isochrons.
Cette forme permet d’envisager de construire une population d’oscillateurs
qui a une direction de perturbation pre´fe´rentielle. Un tel proce´de´ peut-eˆtre
utile en entre´e d’un perceptron par exemple. En effet, plusieurs travaux rap-
portent l’e´mergence de ce qu’on appelle les faux attracteurs. Il s’agit d’at-
tracteurs non pre´vus dans une proce´dure d’apprentissage. Robins et McCal-
lum (2004) ont donne´ un aperc¸u de cette proble´matique et proposent de
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Figure 6.14 – De´formation des isochrons de l’oscillateur de Wilson-
Cowan en fonction des parame`tres τ . (En haut) τx = 0.6 τy = 1,
(Au centre) τx = 0.8 τy = 0.8 et (En bas) τx = 1 τy = 0.6. Sur toutes
les images, λ = 2. De haut en bas, les isochrons changent d’orientation. Par
conse´quence, le cycle limite intersecte moins d’isochrons en le translatant
selon une direction pre´fe´rentielle. La premie`re figure refle`te une pre´fe´rence
a` des perturbations venant en paralle`le a` la direction de vecteur directeur
u = (1, 1). Plus on progresse et plus le parame`tre τx prend le dessus sur celui
de l’inhibiteur τy et la re´ponse synchrone devient favorise´e selon les directions
de vecteur directeur u = (−1, 1)
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re´soudre le proble`me de discernement entre un attracteur appris et un faux
attracteur par l’analyse du profil e´nerge´tique du re´seau. Une telle couche
permettrait de jouer le roˆle d’un filtre, qui ne laisserait passer qu’une entre´e
a priori, connue pour e´viter l’e´vocation de tels attracteurs.
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Troisie`me partie
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contraintes dans la
mode´lisation des re´seaux de
re´gulation ge´ne´tiques
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Chapitre 7
Introduction aux re´seaux
d’automates boole´ens a` seuils
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Au cours de mon stage de fin d’e´tude au laboratoire TIMC-IMAG, j’ai
conc¸u un logiciel pour la simulation des re´seaux d’automates boole´ens a` seuil
et l’analyse de leur robustesse et de leur dynamique. Ces re´seaux sont utilise´s
comme outil de description des re´seaux de re´gulation ge´ne´tique et comme for-
malisme de base pour l’inge´nierie des re´seaux de neurones artificiels. Cette
partie est la continuite´ de ce travail (Ben Amor, 2008) et se situe dans ses
perspectives techniques et scientifiques.
Apre`s la mode´lisation de quelques syste`mes pre´sente´s dans le Chapitre
8, nous nous sommes pose´s des questions qui concernent la mode´lisation
de ces syste`mes. Ces questions se pre´occupent de la me´thodologie et de
l’informativite´ de ce type de mode´lisation. Est-ce que la repre´sentation des
re´seaux de re´gulation par des re´seaux d’automates Boole´ens a` seuil rele`ve de
la me´taphore ou de la mode´lisation ? Ces re´seaux discre´tisent l’espace et sont
une me´taphore des syste`mes re´els. Nous nous sommes demande´s ou` s’arreˆte
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la mode´lisation et ou` commence la me´taphore. Cette question me´rite une dis-
sertation philosophique, ce que l’on peut apporter ici c’est de re´pondre a` une
question sous-jacente plus concre`te : Quel type d’information ou de connais-
sance peut fournir une telle abstraction d’un syste`me biologique ?. Il est clair
que ce type de mode´lisation n’est pas quantitatif. Comme dit pre´ce´demment,
l’espace est discret et les pas de temps ne sont pas une discre´tisation uni-
forme du temps continu. La relation entre deux e´tats conse´cutifs du re´seau
ne correspond pas a` un pas d’observation du syste`me re´el, mais plutoˆt a`
une relation causale. De plus, l’e´tat d’un nœud, dans le cas d’un re´seau de
re´gulation biologique, correspond a` un niveau de concentration, par exem-
ple celui d’un produit de ge`ne, qualifie´ d’e´leve´ ou de bas, pour eˆtre effectif
dans une fonction biologique donne´e. On est alors face a` une mode´lisation
qualitative de ces syste`mes. Ne´anmoins, reste a` savoir quels sont les aspects
qualitatifs du syste`me re´el qui sont conserve´s dans ce type de mode´lisation.
Tout d’abord, apre`s une bre`ve introduction de la the´orie biologique des
re´seaux de re´gulation, je pre´sente les deux types de me´thodologie employe´s
lors d’une pre´diction qui repose sur l’emploi de re´seaux discrets. Puis, je
pre´sente ce formalisme sous ses deux aspects, de´terministe et stochastique,
ainsi que quelques proprie´te´s qui lient la structure et la dynamique de ces
re´seaux.
7.1 Mode´lisation et pre´diction dans les re´seaux
de re´gulation ge´ne´tique
Vers la fin du 19e`me sie`cle, Mendel e´tablit l’existence de facteurs bi-
ologiques discrets qui, par leur transmission, expliquent l’he´re´dite´ des phe´notypes.
Tout un ensemble de lois de tranmission de ce qu’on appella, des anne´es plus
tard, ge`nes furent e´tablies. Il a fallu 80 ans et une nouvelle science “la biologie
mole´culaire“ pour en venir a` des lois plus me´canistes, qui expliquent l’exis-
tence d’une “machinerie” assurant le lien entre le ge´notype et le phe´notype.
Ainsi, aux ge`nes correspondent des produits, entre autres les ARN messager
et les prote´ines. Selon cette vision et dit simplement, il y aurait deux types de
machinerie qui permettent le passage d’un ge`ne a` une prote´ine : la transcrip-
tion et la traduction. En retour, ces produits de ge`nes peuvent activer d’autres
ge`nes directement ou indirectement. Ce processus est appele´ la “re´gulation”.
Sans entrer dans le de´tail de la biologie, des formalismes simples ont e´te´
propose´s pour de´crire ces relations.Il s’agit des re´seaux discrets introduits
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successivement pour la mode´lisation des re´seaux biologiques par Kauffman
(1969) et Thomas (1973). Au-dela` de la diffe´rence des formalismes utilise´s,
il y a une diffe´rence me´thodologique : Thomas (1973) propose son formal-
isme pour mode´liser l’e´volution dynamique d’un re´seau ge´ne´tique particulier,
alors que Kauffman (1969) introduit le formalisme des re´seaux boole´ens pour
trouver des proprie´te´s ge´ne´rales sur ces re´seaux, en adoptant une approche
statistique. Ces proprie´te´s ge´ne´rales concernent par exemple la robustesse des
attracteurs du re´seau et le nombre des points fixes. Ces e´tudes aboutissent a`
l’hypothe`se que le nombre d’attracteur d’un re´seau ge´ne´tique est en ge´ne´ral
de l’ordre de la racine carre´e de son nombre de nœuds. Ainsi, a` 30000 ge`nes
chez l’homme seraient associe´s environ ' 173 e´tats stationnaires du re´seau,
un nombre qui n’est pas loin des 200 types cellulaires que comportent le corps
humain (Kauffman, 1993). Plus tard, cette intuition est remise en doute par
l’auteur lui-meˆme dans Kauffman (2008) : le proble`me pouvont eˆtre un sous-
e´chantillonage des re´seaux boole´ens. Ce que l’on retiendra dans notre cas ici
est cette approche statistique pour aborder les re´seaux discrets, afin de tirer
des proprie´te´s ge´ne´rales ou des pre´dictions sur le syste`me re´el. Cela semble
plus plausible quand on utilise des descriptions qualitatives de ces re´seaux
pour faire des pre´dictions sur le syste`me re´el, pourvu que l’e´chantillon soit
repre´sentatif.
Dans la the`se de Elena (2009), un algorithme de minimisation des poids et
des seuils d’un re´seau Hopfield-semblable est pre´sente´. Cet algorithme per-
met d’identifier des re´seaux qui seraient diffe´rents a` la seule vue de leurs
parame`tres, mais qui sont identiques au niveau de la dynamique. Cette so-
lution permettrait de re´duire l’ensemble des re´seaux, en e´liminant les re´seaux
redondants. Reste a` trouver cet ensemble de de´part sur lequel, apre`s re´duction,
on peut appliquer une approche statistique de classification des re´seaux de
re´gulation. C’est dans cette optique que se situe cette partie de ma the`se.
Nous sommes particulie`rement motive´s par une approche par contrainte
de´veloppe´e dans le cadre des re´seaux de Thomas par Corblin (2008). Nous
supposons que le de´veloppement de cette approche vers le formalisme des
re´seaux Hopfield-semblables nous permettra d’obtenir un tel ensemble, ce
qui rendrait possible une approche statistique de ces re´seaux.
7.2 Re´seaux d’automates boole´ens a` seuil
Les re´seaux d’automates boole´ens a` seuil (Hopfield-semblables) ont e´te´
introduits par McCulloch et Pitts (1943) dans un contexte d’inte´gration de
deux domaines : la the´orie du calcul par des automates a` e´tats finis et les
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re´seaux de neurones formels. Plus tard, Hopfield (1982) les relance, en in-
troduisant une proce´dure d’apprentissage qui rend ces re´seaux capables de
me´moriser une configuration. Ces re´seaux sont des unite´s interconnecte´es
qui modifient leur e´tat en fonction de l’entre´e et du seuil de leur activation.
L’entre´e que rec¸oit une unite´ est une somme des e´tats des unite´s voisines,
ponde´re´e par des parame`tres de poids. Cette description se re´sume par la
De´finition 1, tire´e de la the`se de Sene´ (2008), et re´arrange´e comme suit :
De´finition 1. (Re´seau d’automates boole´ens a` seuil)
R = (G(S,A),Q, θ, (fi : si ∈ S)) est un re´seau d’automates boole´ens a` seuil,
si :
– G = (S,A) le graphe d’interaction de R, S ⊂ N∗ l’ensemble des som-
mets et A = S×R×S l’ensemble des arcs e´tiquete´s. On note (si, wji, sj)
l’interaction du poids wji ayant comme source le nœud si et comme des-
tination le nœud sj.
– Q = {0, 1} est l’ensemble des e´tats possibles d’un nœud. L’e´tat d’un
nœud si est note´ xi.
– θ = (θ1, ..., θn) est le vecteur associant, a` chaque nœud si, un seuil
d’activation θi ∈ R.
– fi : Q|Vi| → Q est la fonction de transition locale du nœud i et Vi =
{sj ∈ S, (j, wij 6= 0, i) ∈ A} est le voisinage de i.
On prend fi(xi) = H(
∑
sj∈V (i)
wijxj − θi) .
Avec, pour H, la fonction Heaviside, la diffe´rence est au niveau du seuil, et
on conside`re que l’activation ne se fait que si x > 0 ;
H(x) = 1 (resp. 0) si x > 0 (resp.x ≤ 0) (7.1)
Dans ce cas, on parle de re´seau d’automates boole´ens a` seuil de´terministe.
Une variation possible consiste a` prendre une distribution de probabilite´
en forme de sigmo¨ıde, qui fait intervenir un parame`tre e´quivalent a` une
tempe´rature. Le syste`me obtenu est un re´seau d’automates boole´ens non
de´terministes, appele´ aussi “machine de Boltzmann”. Cela est possible en
admettant que la variable xi est ale´atoire est suit une densite´ de probabilite´
exprime´e comme de´crit dans l’Equation 7.2.
P (xi(t+ 1) = 1|xj(t), sj ∈ Vi) = e
(
∑
sj∈V (i)
wijxj(t)−θi)/T
e
(
∑
sj∈V (i)
wijxj(t)−θi)/T
+ 1
(7.2)
140
Le parame`tre T permet de parame´trer le degre´ de stochasticite´ du re´seau.
Pour T → 0, on se rapproche d’un fonctionnement similaire a` celui d’une
loi de Heaviside. Pour T → +∞, le syste`me est comple`tement ale´atoire
uniforme. Les de´finitions qui vont suivre sont faites dans le cas de´terministe
et dans le cas d’une mise a` jour paralle`le : la fonction de transition est calcule´e
au meˆme instant pour tous les nœuds du re´seau R.
De´finition 2. (Point fixe)
On appelle point fixe du re´seau R une configuration (x1, ..., xn) pour laquelle
∀si ∈ S, fi(xi) = xi.
De´finition 3. (Cycle limite)
Soit X = (x1, ..., xn), on note f(X) = (f1(x1), ..., fn(xn)). On appelle cycle
limite de taille p > 1 une suite de configuration (X1, ..., Xp) qui ve´rifie : (i)
∀i, j ∈ [1, p] Xi 6= Xj et (ii) ∀j ∈ [1, p− 1], f(Xj) = Xj+1 et f(Xp) = X1.
De´finition 4. (L’ensemble des attracteurs)
L’ensemble des points fixes et des cycles limites d’un re´seau R forme l’ensem-
ble de ses attracteurs.
Cet ensemble, dans le cas d’un re´seau de re´gulation, forme le paysage
e´pige´ne´tique (voir la Figure 7.1).
De´finition 5. (Bassin d’attraction)
Le bassin d’attraction d’un attracteur A est l’ensemble des configurations
initiales qui me`nent vers A. Cet ensemble est note´ B(A).
Les attracteurs et leurs bassins d’attraction constituent le paysage dy-
namique du re´seau. Le graphe d’interaction, les poids et les seuils, quant a`
eux, constituent la structure du re´seau. Le lien entre les deux est au cœur des
proble´matiques aborde´es dans l’e´tude des syste`me complexes. Ide´alement, ces
liens peuvent exister sous forme de re´sultats ge´ne´raux. Mais, la plupart du
temps, pour chercher les parame`tres qui reproduisent une dynamique par-
tielle souhaite´e, on a recours a` des approches algorithmiques.
7.3 Recherche des parame`tres
La recherche des parame`tres d’un re´seau de Hopfield est faite dans l’op-
tique d’avoir une dynamique particulie`re. Dans le cadre des re´seaux de neu-
rones formels, l’objectif est de me´moriser un motif d’entre´e. A` ce sujet,
Hopfield (1982) proposa un algorithme reposant sur la loi de Hebb, afin
de me´moriser un motif particulier. L’ide´e consiste a` augmenter la valeur des
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Figure 7.1 – Action des ge`nes sur le paysage e´pige´ne´tique : cre´odes
de Waddington La bille repre´sente l’e´tat du re´seau de re´gulation. Les
dynamiques possibles du re´seau constituent un paysage e´pige´ne´tique. Ce
paysage est sculpte´ par les ge`nes qui tirent en bas sur la nappe. La bille
repre´sente une cellule qui se diffe´rencie en adoptant une valle´e plutoˆt qu’une
autre. Le roˆle du stress environnemental sur le re´seau serait l’e´quivalent d’une
force qui conditionnerait la valle´e future de la bille ou qui lui permettrait de
passer d’une valle´e a` une autre, si ce stress est important. Cette figure a e´te´
originellement propose´e par l’embryologiste Waddington et est reproduite ici
a` partir de sa re´-illustration dans la the`se de J. Demongeot.
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poids des neurones qui s’activent en meˆme temps. A` l’issue de cette phase
d’apprentissage, le re´seau obtenu est une me´moire associative. Les attracteurs
points fixes de ce re´seau sont des motifs me´morise´s ou des attracteurs acci-
dentels (non voulus au de´part), appele´s ”Spirious attractors”.
Ne´anmoins, les motifs me´morise´s ne correspondent pas a` l’identique aux mo-
tifs qu’on voulait enregistrer au de´part. Ceci est duˆ principalement a` l’ex-
istence de minima locaux d’e´nergie, dans lesquels se stabilise l’algorithme
d’apprentissage. Des algorithmes diffe´rents existent, tels que l’algorithme de
descente du gradient et le recuit simule´, inspire´ des proce´dures de raffinage
me´tallurgique.
Dans une optique de mode´lisation de re´seau biologique, les parame`tres
peuvent eˆtre partiellement connus, ainsi qu’une partie de la dynamique (ou
du comportement), ceci permet de partir d’un graphe d’interaction partielle-
ment connu et chercher ainsi un “bon” re´seau, afin d’aboutir a` un mode`le de
re´seau de re´gulation. Pour cela, on peut utiliser des algorithmes ge´ne´tiques,
comme l’ont fait Mendoza et Alvarez-Buylla (1998). Ceci dit, les proble`mes
de minima locaux peuvent persister et on peut s’interroger si cela n’est pas
une de´rive de l’introduction initiale des re´seaux boole´ens dans l’e´tude des
re´seaux de re´gulation ge´ne´tique. En effet, Kauffman (1969) les avait intro-
duits initialement pour faire une analyse statistique et avoir des proprie´te´s
ge´ne´rales sur ces re´seaux (comme le nombre de points fixes en fonction de
la taille) et non pas pour utiliser un seul re´seau pour pre´dire un nouveau
comportement. L’approche est tre`s diffe´rente.
Ne´anmoins, nous pensons que raisonner en terme de population de mode`les
serait une alternative inte´ressante, pour augmenter les pre´dictions offertes
par un processus de mode´lisation. L’ide´e consiste de partir des parame`tres
et des dynamiques connus et de trouver un ensemble, ide´alement l’ensem-
ble complet, des re´seaux qui les imple´mentent, afin de re´aliser une recherche
statistique sur cette ensemble. A` premie`re vue, on peut eˆtre tente´ de dire que
cela ne´cessiterait : (i) de parcourir l’ensemble de tous les re´seaux possibles
(du moins si ces re´seaux sont caracte´rise´s par une fonction boole´enne glob-
ale), (ii) de ve´rifier pour chacun si les donne´es connues sont valables ou pas
pour, enfin, (iii) avoir l’ensemble de tous les re´seaux qui imple´mentent ces
donne´es. En utilisant cette proce´dure en cours le risque de l’explosion com-
binatoire. La de´termination de cet ensemble de mode`les peut cependant eˆtre
ramener a` un proble`me de satisfiabilite´, pourvu que le proble`me soit pose´ en
termes de contraintes. Cette alternative ne nous e´vite pas le risque d’explo-
sion combinatoire, mais semble eˆtre une approche e´le´gante a` ce proble`me,
d’autant que les dernie`res anne´es ont vu le de´veloppement de solveurs de
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satisfiabilite´ performants. Il s’agit d’un ensemble d’algorithmes et de tech-
niques de parcours (tels que la propagation de contraintes) qui acce´le`rent
la re´solution des proble`mes de satisfiabilite´. L’enjeu consiste a` formaliser le
proble`me en termes de contraintes.
Nous proposons d’utiliser cette alternative dans le cadre de quelques ap-
plications, afin d’avoir un aperc¸u du potentiel d’une telle approche. L’e´tape
suivante consiste a` identifier des crite`res en amont pour effectuer des analyses
statistiques sur ces re´seaux. Ces crite`res de´pendent du type de connaissance
qu’on veut avoir sur ces re´seaux. De ce fait et vu le contexte scientifique dans
lequel nous nous situons, on a identifie´ des questions d’inte´reˆt qui touchent
de pre`s des communaute´s scientifiques diffe´rentes telles que les biologistes et
les mode´lisateurs. Ces questions tournent autour de la robustesse des re´seaux
de re´gulation ge´ne´tique face aux perturbations et aux modes de mise a` jour,
ainsi que des questions qui concernent la relation entre la dynamique et la
structure du re´seau. Dans le reste de ce chapitre, je pre´sente les relations en-
tre dynamique et structure, qui concernent les re´seaux boole´ens en ge´ne´ral.
Dans le chapitre suivant, je pre´sente quelques exemples de re´seaux Hopfield-
semblables que nous avons e´tudie´s dans un travail pre´ce´dent. L’inte´reˆt de les
pre´senter est de montrer quelques aspects de leur robustesse, a` travers ces
exemples.
7.4 De la structure a` la dynamique
Parmi, les questions les plus fre´quentes en mode´lisation des re´seaux, il
existe la question du lien entre la dynamique et la structure qui ressort d’a-
vantage. En effet, les re´seaux peuvent eˆtre de tre`s grande taille et, simuler
ces re´seaux pour avoir leur dynamique n’est pas toujours e´vident, surtout si
l’espace des e´tats explose. Pour cette raison, il devient essentiel d’identifier
des aspects caracte´ristiques du graphe d’interaction, afin d’avoir une ide´e sur
les dynamiques (ou comportements) possibles du graphe d’interaction. Ces
aspects caracte´ristiques peuvent eˆtre des motifs particuliers connus pour eˆtre
communs a` plusieurs re´seaux ou bien de manie`re plus formelle des the´ore`mes
et des conjectures qui conditionnent des proprie´te´s dynamiques a` partir de
proprie´te´s du graphes d’interaction.
7.4.1 Par motifs remarquables
Pour cela, on contourne le proble`me en cherchant a` identifier certains mo-
tifs qui sont assez fre´quents et qui, par leur dynamique, impre`gnent toute la
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dynamique du re´seau. Ces motifs sont conside´re´s comme les blocs e´le´mentaires
d’un re´seau de re´gulation ou d’un syste`me complexe en ge´ne´ral. Ainsi, a` la
simple vue du graphe d’interaction, on serait capable de voir qualitative-
ment quels types de comportement seraient les plus fre´quents. Ces motifs se
situent a` un niveau de description qualitatif inhibition/activation. Par exem-
ple, sur la Figure 7.2, on distingue le motif feed-forward incohe´rent en raison
de l’existence de 2 chemins possibles entre X1 et Z ; le premier chemin e´tant
une activation via Y et le deuxie`me une inhibition. Dans la revue faite par
Alon (2007), une synthe`se des diffe´rents motifs rencontre´s dans les re´seaux
de re´gulation ge´ne´tique et dans les re´seaux de neurones est donne´e. Une
autre synthe`se, qui concerne les syste`mes complexes en ge´ne´ral, naturels
et artificiels, est donne´e par Milo et al. (2002). Francois et Hakim (2004)
proposent une proce´dure e´volutionnaire qui permet d’obtenir des motifs de
type switches et oscillateurs. A` titre d’exemple, Shen-Orr et al. (2002) ont
de´montre´ que le re´seau de re´gulation de la transcription dans Escherichia coli
est construit par une re´pe´tition de 3 motifs. Quant a` la dynamique des motifs,
Figure 7.2 – Exemples de motifs de re´seaux de re´gulation, avec
diffe´rents modes de repre´sentation. Boucle feed-forward incohe´rente (1),
boucle triple ne´gative (2), 3-switchs (3), re´gulon ne´gatif (4) et positif (5).
elle est fortement de´pendante du formalisme utilise´ pour de´crire l’e´volution
des entite´s qu’ils repre´sentent. Dans Elena et al. (2008), quelques conjectures
sur les dynamiques sont e´mises et teste´es pour des re´seaux a` 3 nœuds, dans
le cadre des re´seaux d’automates boole´ens a` seuil. Ces re´sultats concernent
la plupart des motifs remarquables de la Figure 7.2.
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7.4.2 Par the´ore`mes et conjectures
D’autres types de liens ont e´te´ propose´s sous forme de conjectures et de
the´ore`mes. L’un des premiers est celui de Kauffman (1969), pre´ce´demment
de´crit dans la Section 7.3. Deux autres conjectures e´mises par Thomas (1980)
mettent en relation la structure et la dynamique d’un re´seau de re´gulation.
Avant de les e´noncer, nous rappelons qu’un chemin dans un graphe dirige´
est appele´ circuit, si son nœud final est son nœud initial. Pour un graphe
qui comporte deux types de liens, une activation et une inhibition, il est
possible de qualifier le circuit de positif (resp. ne´gatif) si le nombre d’inhi-
bition qu’il contient est un nombre pair (resp. impair). Par cette proprie´te´
des circuits, Thomas (1980) conjecture que (i) l’existence d’un circuit positif
est une condition ne´cessaire a` la multiattractorite´ (existence de plusieurs at-
tracteurs) et (ii) l’existence d’un circuit ne´gatif est une condition ne´cessaire
a` l’existence d’oscillations stables (cycles limites). La premie`re conjecture a
e´te´ prouve´e dans le cas de plusieurs syste`mes continus (Plathe et al., 1995;
Gouze, 1998; Plathe et al., 1998; Cinquin et Demongeot, 2002; Soule´, 2006),
ainsi que la deuxie`me (Plathe et al., 1995; Gouze, 1998; Plathe et al., 1998;
Kaufman et al., 2007). Les deux conjectures ont e´te´ de´montre´es dans le cas
des re´seaux d’automates boole´ens a` seuil (Demongeot et al., 2003a; Ara-
cena et al., 2003b), des re´seaux d’automates Boole´ens (Remy et al., 2008)
et dans le cadre des syste`mes dynamiques discrets en ge´ne´ral (Richard et
Comet, 2007). Dans le cadre des re´seaux d’automates boole´ens a` seuil ayant
une fonction de mise a` jour paralle`le (ou “synchrone” dans un autre jargon),
la deuxie`me conjecture n’est pas toujours vraie (voir la Figure 9.5 pour un
contre-exemple). Toujours dans la meˆme ligne´e, d’autres travaux plus re´cents
(Noual, 2012) caracte´risent les intersections entre circuits et e´tudient l’impact
engendre´ sur leur dynamique dans le cadre d’un type particulier de re´seaux
d’automates boole´ens appele´ les circuits doubles d’automates boole´ens.
7.5 Vers une inge´nierie des re´seaux de re´gulation
Raisonner en terme de circuits et de motifs est une voie prometteuse
pour l’ave`nement d’une inge´nierie des re´seaux de re´gulation, dans laquelle
une “arithme´tique” des re´seaux jouera un roˆle pivot. Les de´fis a` relever sont
encore nombreux, avant d’arriver a` une telle finalite´ ambitieuse. A` mon avis,
ils s’apparenteraient a` des proble`mes me´thodologiques de 3 types :
– techniques : l’e´laboration de me´thodes informatiques permettant de fa-
ciliter l’expression et la formalisation des questions que peut poser un
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biologiste, par exemple : “J’obtiens ce comportement et je sais qu’il y
a ces ge`nes (ou leurs produits) qui sont implique´s, y a t-il un moyen
de connaˆıtre leurs interactions et y a t-il d’autres comportements pos-
sibles ? ” ainsi que l’e´valuation des degre´s de ve´racite´ des pre´dictions
fournies par les mode`les, “A` quel point une hypothe`se est-elle cre´dible
et me´rite d’eˆtre teste´e expe´rimentalement ?”.
– organisationnels : d’inte´gration de ces connaissances rend difficile leur
exploitation : beaucoup de re´sultats sont dilue´s dans la litte´rature et
concernent des formalismes diffe´rents et des conditions diffe´rentes.
– communicationnels : Comment s’accorder, quand les diffe´rents acteurs
de la biologie et de la mode´lisation sont issus de milieux diffe´rents (in-
formaticiens, biophysiciens, biologistes, mathe´maticiens, etc.) et par-
lent des jargons diffe´rents.
Ces 3 proble`mes constituent de re´els de´fis pour ame´liorer la mode´lisation
des re´seaux de re´gulation. Je me suis oriente´ vers le proble`me technique,
le premier des trois proble`mes cite´s ci-dessus. Le contexte scientifique dans
lequel j’e´volue m’a permis de de´couvrir les approches formelles de´veloppe´es
dans le bureau d’a` coˆte´ par mes colle`gues L. Trilling, E. Fanchon et F. Cor-
blin dans le cadre des re´seaux de Thomas. Encourage´ par mes directeurs
de the`se, J. Demongeot et N. Glade et inspire´ par les ide´es que nous avons
eues en discutant, nous avons investis dans le de´veloppement d’une approche
semblable dans le cadre des re´seaux d’automates boole´ens a` seuils. Ainsi, la
dernie`re partie de la the`se se de´compose comme suit :
– le chapitre 8 est une description, a` travers des exemples divers de
re´seaux de re´gulation, de diffe´rentes notions telles que leur robustesse
et les liens potentiels entre la dynamique et la structure de ces re´seaux,
l’objectif e´tant de se familiariser avec ces re´seaux et ces notions et d’i-
dentifier les questions re´currentes lors de leur mode´lisation. On y de´crit
aussi une manie`re de concevoir la robustesse des re´seaux de re´gulation
vis a` vis de la taille de leurs bassins d’attraction. On pose ainsi la ro-
bustesse comme lie´e a` la fonction biologique.
– le chapitre 9 de´crit l’approche par contrainte que nous avons de´veloppe´e,
afin de faciliter l’expression des connaissances sur un re´seau de re´gulation.
Cette approche transforme le proble`me de mode´lisation en un proble`me
de satisfiabilite´ (SAT). Des applications seront propose´es dans le cadre
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des recherches des proprie´te´s entre circuits du graphes d’interaction et
la dynamique du re´seau et une autre application sera propose´e dans le
cadre de la mode´lisation du re´seau de re´gulation de la morphoge´ne`se
florale d’Arabidopsis thaliana. De plus, on y fait le lien avec la premie`re
partie de la the`se en montrant que ces me´thodes inverses peuvent eˆtre
utilise´es pour concevoir des syste`mes programmables ou des e´le´ments
pouvant eˆtre utilise´s dans le syste`me de´crits dans la 1e`re partie.
– le chapitre 10 pousse cette me´thode un peu plus loin, en l’utilisant pour
explorer une certaine taxonomie des re´seaux de re´gulation. L’objectif
ici est tout simplement d’explorer le potentiel de cette me´thode dans
la pre´diction apporte´e par la mode´lisation.
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Chapitre 8
Exemples de re´seaux
d’automates boole´ens a` seuil
Sommaire
8.1 Re´seau de re´gulation de la morphoge´ne`se des
plumes du poulet . . . . . . . . . . . . . . . . . . 150
8.2 Couplage entre syste`me cardiaque et respiratoire 151
8.3 Re´seau de re´gulation ge´ne´tique du cycle cellu-
laire des eucaryotes . . . . . . . . . . . . . . . . . 157
8.4 Re´seau de re´gulation ge´ne´tique controˆlant la mor-
phoge´ne`se du poil de la souris . . . . . . . . . . . 164
Dans ce chapitre, je pre´sente quelques re´seaux d’automates boole´ens a` seuil
qui repre´sentent des re´seaux de re´gulation biologique. Notre objectif a` travers
ces exemples n’est pas de fournir des hypothe`ses en aval aux biologistes mais
plutoˆt d’explorer quelques aspects de la robustesse vis-a`-vis des modes de
mise a` jour et des bords, et de quelques relations liant la dynamique a` la
structure du re´seau. Sauf cas contraire, les exemples dans lesquels nous ne
spe´cifions pas les valeurs des parame`tres de seuil et de poids sont les cas
dans lesquels nous prenons un wij = 1 (resp. −1) pour une activation (resp.
inhibition) et des θij = 0.
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8.1 Re´seau de re´gulation de la morphoge´ne`se
des plumes du poulet
Dans ce qui suit un exemple introductif de re´seau de re´gulation ge´ne´tique
illustre´ dans Ben Amor et al. (2009).
Figure 8.1 – Re´seaux de re´gulation de la morphoge´ne`se des plumes.
Le re´seau de re´gulation R controˆlant la morphoge´ne`se des plumes du
poulet est identifie´ par les diffe´rentes couleurs correspondants a` des colorants
particuliers (voir le haut de la Figure 8.1) : le BMP7 est un activateur de
morphoge`ne 1. Il est pre´sent quand son facteur de transcription induis Wnt
l’est aussi (sur l’e´tat 1). Quand c’est le cas, le colorant associe´ a` Wnt est
observable au centre du spot primordium. BMP7 active BMP2 qui est un
inhibiteur du morphoge`ne et, inversement, BMP2 inhibe BMP7. Parce que
le colorant associe´ a` BMP7 est de´tectable seulement en pe´riphe´rie du spot de
BMP7, le cœfficient de diffusion de BMP2 est supe´rieure a` celui de BMP7,
ce qui explique les patterns en rosette observe´s en haut de la Figure 8.1 .
La Follistatine diffuse avec la meˆme vitesse que BMP2, mais quand elle est
pre´sente elle inhibe BMP2 et, par conse´quent, seulement son colorant associe´
1. Un morphoge`ne est une prote´ine dont le gradient de concentration induit une
diffe´renciation des cellules d’un tissu en formation. Selon leurs emplacements par rapport
a` ce gradient, les cellules vont se diffe´rencier en un type particulier. Par cette information
porte´e par le gradient, le morphoge`ne gouverne le de´veloppement d’un tissu.
150
est visible. R est sensible conjointement a` l’activation de l’e´le´ment de bord
Wnt ainsi qu’aux modes de mise a` jour :
• la mise a` jour se´quentielle avec comme condition Wnt e´teint (mis sur 0)
donne un point fixe 000.
• la mise a` jour paralle`le avec comme condition Wnt actif (mis sur 1) donne
un cycle limite d’ordre 4 constitue´ par la se´quence pe´riodique suivante : 100,
111, 001 et 000.
Il existe en particulier un cycle limite dans le cas ou` le nœud de bord Wnt
est actif et quand le mode de mise-a`-jour est paralle`le. Ce cycle limite est
ne´cessaire pour induire les motifs spatiaux pe´riodiques correspondant aux
primordia des plumes.
8.2 Couplage entre syste`me cardiaque et res-
piratoire
Les travaux sur ce syste`me de re´gulation ont e´te´ publie´s dans Elena et al.
(2008).
Analyse pre´liminaire
Le couplage fonctionnel existant entre le cœur et les poumons est un ex-
emple assez connu de couplage entre oscillateurs. Les deux organes posse`dent
une activite´ propre a` chacun. Le cœur bat avec une fre´quence propre avoisi-
nant 1 Hz, re´sultant d’une stimulation propre effectue´e par des cellules
spe´cialise´es qui constituent le nœud sinusal (note´ S). Ces cellules e´mettent de
manie`re rythmique un potentiel d’action transmis de proche en proche depuis
son origine, dans le nœud sinusal, jusqu’aux fibres de Purkinje qui forment
la terminaison du faisceau de His. Ensuite, cette de´polarisation e´lectrique
est transmise d’une cellule musculaire a` une autre tout au long du muscle
cardiaque. Par ailleurs, un groupe de neurones auto-excitables pre´sents dans
le bulbe ce´phalo-rachidien, appele´s neurones cardio-mode´rateurs (note´s C)
exercent un controˆle rythmique du nœud sinusal. Inversement, lorsqu’elles
tirent, les cellules du nœud sinusal inhibent C. Ceci a e´te´ mode´lise´ par un
syste`me d’oscillateurs couple´s en se basant sur un syste`me de van der Pol
comme de´crit dans Glade et al. (2007) et Forest et al. (2007). J. Demongeot,
N. Glade et L. Forest 2 ont montre´ dans Demongeot et al. (2007b,a) que ces
2. Hommage a` Lo¨ıc Forest : en 2008, L. Forest, 29 ans, e´tait un jeune maˆıtre de
confe´rence en mathe´matiques applique´es a` l’INSA de Rouen et un ancien doctorant de
J. Demongeot au laboratoire TIMC-IMAG. Il s’est inte´resse´ principalement a` la mor-
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syste`mes sont des syste`mes de Lie´nard et qu’ils peuvent eˆtre de´compose´s en
une partie hamiltonienne et une partie potentielle. De la meˆme manie`re, on
peut mode´liser le cycle inspiratoire-expiratoire des poumons. Ce cycle a une
pe´riode de 4 s (0.25 Hz). Dans le bulbe central ve´ge´tatif auto-excitable, les
neurones inspiratoires (I) tirent de manie`re synchrone avec le nerf phre´nique,
contrairement aux neurones expiratoires (E) qui tirent durant la phase silen-
cieuse du nerf phre´nique. E active I (via les re´cepteurs pleuraux e´tire´s) et E
inhibe I (tout au long des connexions intra-bulbaires).
Mode´lisation de la dynamique avec un syste`me d’e´quations
diffe´rentielles
Ce syste`me dynamique peut-eˆtre de´crit par 2 e´quations diffe´rentielles
couple´es de type Lie´nard et, plus exactement de van der Pol :
– Le syste`me respiratoire :{
dx
dt
= y
dy
dt
= −x+ (1− x2)y,
avec x l’activite´ des neurones E, y l’activite´ des neurones I et  un
parame`tre anharmonique.
– Le syste`me cardiaque :{
dz
dt
= w
dw
dt
= −z + η(1− z2)w,
avec z l’activite´ des neurones S, w l’activite´ des neurones C, η un
parame`tre anharmonique et k(y) un parame`tre de´crivant l’intensite´ du
couplage entre les neurones inspiratoires I et le cardio-mode´rateurs C.
Les deux organes ont leur rythme propre, mais sont aussi couple´s de
manie`re directionnelle : C est couple´ a` l’activite´ des poumons (neurones in-
spiratoires) via des connexions bulbaires. Dans la Figure 8.2, nous regardons
les activite´s des nœuds auto-excitables dans 4 cas : (i) syste`mes non couple´s
et re´guliers, (ii) syste`mes non couple´s avec bruit, (iii) syste`mes couple´s et
re´guliers et (iv) syste`mes couple´s avec bruit. Ceci permet au syste`me de
phoge´ne`se. Il avait tout l’avenir devant lui, mais un accident de montagne en a de´cide´
autrement. Je ne l’ai connu que pendant une bre`ve pe´riode. Son de´ce`s a secoue´ les esprits.
Ses travaux de´crits par ses mots sont encore en ligne. J’invite le lecteur a` visiter son site
personnel a` l’adresse suivante : http ://lmi.insa-rouen.fr/˜forest/Recherche/index.html.
J’invite e´galement a` lire son manuscript de the`se, un mode`le d’interdisciplinarite´.
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Figure 8.2 – Se´ries temporelles obtenues en simulant 2 syste`mes de
van der Pol couple´s via leurs nœuds auto-excitables. Les activite´s
repre´sente´es ici sont celles de ces 2 nœuds. Le premier e´tant celui du syste`me
respiratoire (neurone I en noir) et l’autre est celui du syste`me cardiaque
(neurone C en gris). Ces activite´s sont obtenues pour les 4 cas suivants : a)
quand les 2 syste`mes ne sont pas couple´s et sont re´guliers, b) non couple´s
avec l’ajout d’un bruit sur le neurone S, c) couple´s et re´guliers, d) couple´s,
avec l’ajout d’un bruit. Les parame`tres sont  = 10, η = 1, k(y) = 0, quand
les deux syste`mes sont non couple´s, et k(y) = 8, quand ils le sont.
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controˆle du bulbe ve´ge´tatif de s’adapter a` l’effort : la respiration est en-
traˆıne´e par l’activite´ musculaire et ensuite, a` son tour, entraˆıne le cœur. Cette
capacite´ d’adaptation disparaˆıt dans les maladies de´ge´ne´ratives, comme le
Parkinson et le diabe`te. Deux types de dysfonctionnements peuvent eˆtre
e´tudie´s a` l’aide de notre syste`me d’oscillateurs couple´s : ceux qui affectent
le couplage k(y) entre les oscillateurs et ceux qui affectent la pe´riodicite´
du cœur. Durant une ische´mie ou un infarctus du myocarde, l’apoptose des
cellules d’une partie du tissu cardiaque peut engendrer une perte du signal
e´lectrique initie´ au niveau du nœud sinusal et du faisceau de His. Ne´anmoins,
le forc¸age exerce´ par le controˆle ve´ge´tatif du syste`me respiratoire peut rec-
tifier de manie`re limite´e cette arythmie. Par conse´quent, une perte de l’en-
traˆınement de la pe´riode du battement cardiaque par le syste`me respiratoire
empeˆche la re´cupe´ration d’une pe´riodicite´ acceptable dans le cas d’une ary-
thmie. Ces comportements sont illustre´s par la paire d’oscillateurs couple´s
de type van der Pol de la Figure 8.2.
Mode´lisation de la dynamique avec des re´seaux d’auto-
mates boole´ens a` seuil (Hopfield-like networks)
Le controˆle ve´ge´tatif du syste`me cardio-respiratoire peut aussi eˆtre de´crit
par un syste`me plus simple ou` les syste`mes cardiaque et respiratoire sont
mode´lise´s en utilisant un formalisme de type Hopfield-semblable 3 a` l’aide de
deux re´gulons : (i) le premier constitue´ de S (resp. C) le nœud sinusal (resp.
le nœud cardio-mode´rateur) et (ii) le deuxie`me constitue´ de I (resp. E) le
nœud inspiratoire (resp. expiratoire). Ces deux re´gulons sont couple´s par un
forc¸age exerce´ par le nœud inspiratoire I sur le nœud cardio-mode´rateur C.
(voir Figure 8.3). Chaque re´gulon ne´gatif est compose´ de 2 types de nœuds
N0 (comme I et C) et N1 (comme E et S). Les nœuds de type N0 (I ou C)
sont des nœuds auto-re´gule´s ne´gativement.
La re´gle de transition stochastique utilise´e est la suivante :
P (xi(t+1) = 1|xk(t), k = 1..n) = e
H(t)
1 + eH(t)
, avec H(t) =
∑n
k=1 wikxk(t)− θi
T
(8.1)
Chaque re´gulon a le vecteur seuil et la matrice d’interaction suivants :
θ =
[ −1.5
0
]
W =
[ −1 −1
1 0
]
3. Traduction personnelle de “Hopfield-like”
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Figure 8.3 – Sche´ma simplifie´ du syste`me de re´gulation cardio-
respiratoire. A` gauche, structure d’un re´gulon ne´gatif avec ses 2 nœuds :
N0 le nœud auto-excitable et N1 l’inhibiteur. A` droite, deux re´gulons couple´s
entre leurs nœuds auto-excitables I et C par un lien unidirectionnel avec une
intensite´ de couplage k(y). Dans ce toy-mode`le, le premier re´gulon repre´sente
le controˆle ve´ge´tatif du syste`me respiratoire, avec ses neurones inspiratoire
I et expiratoire E. Le deuxie`me re´gulon repre´sente le controˆle ve´ge´tatif de
l’oscillateur cardiaque, avec le bulbe cardio-mode´rateur C et le nœud sinusal
S.
Le couplage entre les deux re´gulons est situe´ entre les deux nœuds de type
N0 (I et C). Le poids de cette interaction est note´ k(y), pour garder la
meˆme notation que dans l’exemple pre´ce´dent, et est positif. La fre´quence du
syste`me cardiaque est 2 a` 4 fois plus e´leve´e que celle du syste`me respiratoire.
Dans le cadre des re´seaux Hopfield-like, la diffe´rence entre les deux fre´quences
peut-eˆtre exprime´e en utilisant un mode de mise a` jour particulier du re´seau.
Nous proposons un mode de mise a` jour bloc-se´quentiel constitue´ de 9 blocs
B0, B1, ..., B8. Ces blocs contiennent les indices des nœuds du re´seau a` mettre
a` jour.
Blocs B0...B2 B3...B8
Contenu d′un bloc I, E, C, S C, S
Selon cette instanciation, la fre´quence du syste`me cardiaque est 3 fois plus
rapide que celle du syste`me respiratoire. Nous simulons une arythmie en in-
troduisant de la stochasticite´ sur le nœud S. Comme dans le mode`le pre´ce´dent
ou` on a utilise´ des e´quations diffe´rentielles, nous ve´rifions que l’affaiblisse-
ment ou la suppression du couplage entre les nœuds I et C engendre une perte
de l’entraˆınement de la pe´riode et de la correction du rythme cardiaque en
cas d’arythmie. Ceci est illustre´ dans la Figure 8.4.
Nous supposons d’abord que les deux oscillateurs sont inde´pendants. Nous
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Figure 8.4 – Se´ries temporelles obtenues en simulant 2 re´gulons
ne´gatifs couple´s via leurs nœuds auto-excitables. Comme dans le cas
de la Figure 8.2, nous suivons l’activite´ de deux nœuds (le neurone I en
noir et le neurone C en gris) dans les 4 cas suivants : (en haut a` gauche)
les deux re´gulons sont non couple´s et re´guliers, (en haut a` droite) les deux
re´gulons sont non couple´s et le neurone S est bruite´, (en bas a` gauche) les
deux re´gulons sont couple´s et re´guliers, (en bas a` droite) les deux re´gulons
sont couple´s et le nœud S est bruite´.
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observons, dans la Figure 8.4(a), que la fre´quence cardiaque est 3 fois plus
rapide que la fre´quence respiratoire. Quand nous rajoutons un couplage
(k(y) = 5), le syste`me respiratoire force le syste`me cardiaque a` entrer en
re´sonance avec lui, voir la Figure 8.4(c). Puis nous supposons que le cœur
est malade (rythme non re´gulier), ce qui se traduit par l’ajout d’un bruit
important sur le re´gulon qui repre´sente le syste`me cardiaque. Pour re´aliser
cela, nous substituons a` la re`gle de mise a` jour de´terministe associe´e aux
nœuds de type N0 (C) et N1 (S) la re`gle stochastique introduite plus haut
(voir E´quation 8.1), avec une tempe´rature T = 1.5. Comme pre´ce´demment,
nous observons les 2 cas suivants : si les re´gulons sont non couple´s (voir la
Figure 8.4(b)), les battements du cœur ne sont plus re´guliers, meˆme si les
poumons sont sains. Ne´anmoins, si les re´gulons sont couple´s avec un couplage
k(y) = 5 (voir la Figure 8.4(d)), le syste`me respiratoire re´ussit a` maintenir le
syste`me cardiaque en activite´ pe´riodique et cela malgre´ le bruit important.
Ici, la robustesse du syste`me est assure´e par une forte re´gulation de la partie
bruite´e du re´seau.
Conclusion
Nous avons de´crit le roˆle du couplage nerveux entre le syste`me cardiaque
et le syste`me respiratoire. Ce couplage permet de maintenir la pe´riodicite´
des battements de cœur, malgre´ l’existence de facteurs de bruit. Cette forte
re´gulation du syste`me cardiaque par le syste`me respiratoire assure la ro-
bustesse d’un syste`me aussi critique que le syste`me cardiaque. Nous n’avons
pas explore´ le roˆle de ce couplage dans l’adaptation de la pe´riode de batte-
ment au rythme oscillatoire de la respiration. L’objectif ici e´tait de souligner
le roˆle d’une forte re´gulation dans le maintien de la fonctionnalite´ d’un
syste`me qui se re´sume a` sa rythmicite´. Nous avons effectue´ cela via deux ap-
proches, une formalisation en syste`me d’e´quations diffe´rentielles et une autre
par une mode´lisation type toy-mode`le fonde´e sur des automates boole´ens a`
seuil ou re´seaux Hopfield-semblables. Je pense que la formalisation par un
syste`me d’e´quations diffe´rentielles semble eˆtre plus ade´quate pour e´tudier le
roˆle du couplage dans l’adaptation du rythme cardiaque au rythme respira-
toire.
8.3 Re´seau de re´gulation ge´ne´tique du cycle
cellulaire des eucaryotes
Dans cette section, je de´taille le travail que nous avons fait sur le re´seau
de re´gulation du cycle cellulaire chez les eucaryotes supe´rieurs. Les par-
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ties “Analyse Pre´liminaire“, “Attracteurs du re´seau” et ”Effets de bords”
ont e´te´ publie´s dans Ben Amor et al. (2008) et la dernie`re partie “Roˆle du
miRNA159“ a e´te´ publie´e dans Ben Amor et al. (2009).
Analyse pre´liminaire
Le re´seau de re´gulation ge´ne´tique controˆlant le cycle cellulaire des cel-
lules eucaryotes supe´rieures (Whitfield et al., 2002; Abacci, 2006) posse`de un
noyau forme´ par le ge`ne Rbp-E2F d’excentricite´ e´gale a` 2 et une frontie`re
contenant 2 e´le´ments Cdk2 et miRNA159. Chez l’homme, La composante
fortement connexe rec¸oit une re´gulation ne´gative forte venant de miRNA159.
Ce dernier agit sur le facteur de transcription E2F. Le graphe d’interaction
contient uniquement une composante connexe ayant deux circuits positifs
d’interaction 4. Selon Demongeot et al. (2003a,b), Aracena et al. (2003a,
2004a,b,c) et Aracena et Demongeot (2004a), deux conjectures nous per-
mettent d’avoir une ide´e du nombre de points fixes de ce re´seau. D’une part,
selon la premie`re, nous pouvons nous attendre a` au moins 2m points fixes pour
ce re´seau, m e´tant le nombre de composantes fortement connexes 5 ayant au
moins un circuit positif. Ici, m = 1, voir la Figure 8.5, nous nous attendons
donc a` 2 points fixes. D’autre part, selon la deuxie`me conjecture nous pou-
vons nous attendre a` au plus 2p points fixes, ou` p est le nombre total de
circuits positifs. Ici, p = 2, nous nous attendons donc au plus a` 4 points
fixes.
Attracteurs du re´seau
Le tableau 8.1 donne les attracteurs de ce re´seau, dans le cas d’une mise
a` jour se´quentielle et d’une mise a` jour paralle`le. Comme nous l’avons dit
pre´ce´demment, nous avons effectivement 2 points fixes et aussi 1 (resp. 0)
cycle limite dans le cas d’une mise a` jour se´quentielle (resp. paralle`le). Dans
ce cas, la conjecture qui dit que le nombre de points fixes est au moins e´gal
a` 2m, ou` m est le nombre de composantes fortement connexes, est ve´rifie´e,
ainsi que celle la conjecture de la borne supe´rieure. Un autre re´sultat est
aussi valide : le nombre d’attracteurs est du meˆme ordre d’amplitude que la
racine carre´e de la taille du re´seau (ici
√
12). Ce re´sultat a e´te´ mentionne´ par
Aracena et Demongeot (2004a).
4. un circuit est dit positif s’il posse`de un nombre pair d’inhibitions
5. Une composante fortement connexe d’un graphe oriente´ G est un sous-graphe G′, tel
que pour tous u, v ∈ G′, il existe un chemin de u vers v et un chemin de v vers u
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Figure 8.5 – Re´seau de re´gulation ge´ne´tique du cycle cellulaire des
eucaryotes. La composante fortement connexe contenant le nœud central
Rbp-E2F est dans un espace gris clair et les nœuds de bord sont dans un
espace gris fonce´.
Mise-a`-jour se´quentielle Mise-a`-jour paralle`le
Type Attracteur TRBA Attracteur TRBA DM
Point fixe 1 000000000000 6.25% 000000000000 0.5% 1.45
Point fixe 2 000000011111 56.25% 000000011111 99.5% 5.40
Cycle limite 1 000000001000 37.5% Aucun
000000010111
Table 8.1 – Attracteurs et tailles relatives des bassins d’attraction
du re´seau de re´gulation du cycle cellulaire des eucaryotes, dans
le cas de mises a` jour se´quentielle et paralle`le. Les nœuds sont
ordonne´s comme suit : p27, Cdk2, pCyCE Cdk2, CyCE Cdk2, miRNA159,
pCycA Cdk2, CycA Cdk2, Rbp-E2F, Rb-E2F, E2F, Rbp et Rb. La taille rel-
ative du bassin d’attraction (TRBA) est la proportion des e´tats contenus
dans le bassin d’attraction par rapport a` la taille de l’espace d’e´tats. La dis-
tance moyenne (DM) est le nombre moyen de transitions ne´cessaires pour
atteindre l’attracteur, a` partir d’une condition initiale appartenant au bassin
d’attraction.
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Effets des bords
Pour cette e´tude, nous nous sommes inte´resse´s a` l’effet des deux nœuds
suivants : le nœud de bord miRNA159, parce qu’il a une interaction di-
recte sur la composante centrale fortement connexe, et la prote´ine p27 parce
qu’elle est d’excentricite´ maximale (= 7) dans le graphe d’interaction (voir la
Figure 8.5). Pour simuler l’effet d’une expression permanente de la prote´ine
p27, nous fixons son e´tat a` 1 et nous regardons la nouvelle dynamique du
re´seau. La dynamique ne change pas, contrairement a` une inhibition con-
stante de miRNA159. Dans ce dernier cas, nous observons (voir le tableau
8.2) une modification du paysage dynamique, avec l’apparition de plusieurs
attracteurs cycles limites dans le cas paralle`le. En tout, nous avons 6 at-
tracteurs, point fixes et cycles limites. Les attracteurs pe´riodiques (cycles
limites) peuvent eˆtre vus comme un comportement cyclique de la cellule. En
ce sens, le miRNA159 peut jouer le roˆle d’un catalyseur du cycle cellulaire.
Type Attracteur TRBS
Point fixe 1 000010000000 0.12%
Point fixe 2 000010011011 0.54%
Cycle limite 1 000010001010 10.6%
000010010001
Cycle limite 2 000010010011 26.6%
000010001011
000010011001
000010011010
Cycle limite 3 000010010010 32.4%
000010000011
000010001001
000010011000
Cycle limite 4 000010000010 23.7%
000010000001
000010001000
000010010000
Table 8.2 – Attracteurs et tailles relatives des bassins d’attraction
du re´seau de re´gulation du cycle cellulaire des eucaryotes, dans
le cas d’une mise a` jour paralle`le avec miRNA159 fixe´ a` 1. Les
nœuds sont ordonne´s comme suit : p27, Cdk2, pCyCE Cdk2, CyCE Cdk2,
miRNA159, pCycA Cdk2, CycA Cdk2, Rbp-E2F, Rb-E2F, E2F, Rbp et Rb.
La taille relative du bassin d’attraction (TRBA) est la proportion des e´tats
contenus dans le bassin d’attraction par rapport a` la taille de l’espace d’e´tats.
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Roˆle du miRNA159
Les re´sultats de Elena (2004, 2009) de´montrent que, dans un nombre de
cas tre`s important, l’apparition de cycles limites est due a` un choix parti-
culier du mode de mise a` jour. Cette constatation avait de´ja` e´te´ faite par
Goles (1980) et par Atlan et Synder (1993). Par conse´quent notre hypothe`se
est faible et, avant d’en faire part aux biologistes, il faudrait refaire la meˆme
simulation pour diffe´rents modes de mise a` jour allant du mode se´quentiel
au mode paralle`le en passant par les diffe´rents modes blocs-se´quentiels. Ce
parcours sera ne´cessaire pour de´terminer si cette modification du paysage dy-
namique par l’apparition de plusieurs cycles limites est un cas particulier duˆ
au choix du mode de mise a` jour (ici, le mode paralle`le) ou est duˆ a` l’expres-
sion constante du miRNA159. Un autre inconve´nient vient du choix initial
des valeurs des poids des interactions et des seuils d’activation des nœuds.
Ce choix de valeurs repose uniquement sur la nature des interactions. Une
activation (resp. inhibition) est interpre´te´e comme une interaction qui a un
poids de 1 (resp. −1). Les seuils sont de valeur nulle car nous conside´rons
qu’un ge`ne n’est pas exprime´ s’il ne rec¸oit aucune entre´e. Le choix sur les
poids ne prend pas en conside´ration la diffe´rence de contribution entre les
interactions activation ou inhibition d’un ge`ne. En l’absence de ces donne´es,
nous limitons notre analyse du roˆle de miRNA159 a` une analyse structurelle.
En d’autre termes, nous regardons le re´seau comme un motif de graphe par-
ticulier dans le cadre des re´seaux d’automates boole´ens a` seuil. Parcourir
l’ensemble des modes d’ite´ration, pour chaque instance de parame`tres, est
une taˆche couˆteuse en temps de calcul, surtout si nous nous de´cidons de
regarder la totalite´ du re´seau. Pour simplifier, nous nous inte´ressons unique-
ment a` l’effet de miRNA159 sur le noyau du re´seau de re´gulation du cycle
cellulaire. Nous de´cidons alors de regarder une version re´duite (voir Figure
8.6) de ce re´seau forme´e par le miRNA159 et le noyau (voir la zone en gris
fonce´ de la Figure 8.5). Ce sous-re´seau a 6 nœuds, ce qui est en-dessous de
la limite e´tudie´e (taille du re´seau ≤ 7) des simulations nume´riques de Elena
(2009). Pour e´tudier la robustesse des re´seaux d’automates boole´ens a` seuil
vis-a`-vis des modes d’ite´rations, Elena (2009) a de´fini 4 classes de re´seaux,
en fonction de leur robustesse vis-a`-vis du changement de mode d’ite´ration
bloc-se´quentiel :
– la classe Cy (Cycle) : cette classe englobe tous les re´seaux qui n’ont
que des cycles limites, quel que soit le mode de mise a` jour avec lequel
ils sont ite´re´s.
– la classe Fi (Fixe) : cette classe englobe tous les re´seaux qui n’ont que
des points fixes, quel que soit le mode de mise a` jour avec lequel ils
sont ite´re´s.
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Figure 8.6 – Sous-re´seau du re´seau de re´gulation ge´ne´tique du cycle
cellulaire des eucaryotes. Seulement le miRNA159 et le noyau du re´seau
ont e´te´ conserve´s.
– la classe Mi (Mixte) : cette classe englobe tous les re´seaux qui ont au
moins un point fixe et au moins un cycle limite, quel que soit le mode
de mise a` jour avec lequel ils sont ite´re´s.
– la classe Ev (E´volution) : cette classe englobe tous les re´seaux qui ont
des comportements dynamiques de´pendant du mode de mise a` jour
choisi. Pour certains mode d’ite´ration, ces re´seaux n’ont que des points
fixes et, pour d’autres modes d’ite´ration, ils ont e´galement des cycles
limites en plus des points fixes.
Selon Elena (2009), la classe Fi est la classe des re´seaux les plus robustes
face au changement de mode d’ite´ration. Ces re´seaux ne pre´sentent que des
points fixes, quel que soit le mode d’ite´ration choisi. Cette proprie´te´ des points
fixes a e´te´ de´montre´e par Robert (1986) et Goles et Martinez (1990). Ceci
permet de qualifier les re´seaux de la classe Fi de robustes, si la robustesse
est de´finie comme la proprie´te´ d’un re´seau a` maintenir son comportement
asymptotique malgre´ la perturbation (changement) du mode de mise a` jour.
Il sugge`re aussi que, si ces classes sont ordonne´es selon leur robustesse, la
classe Fi serait la plus robuste pour la raison e´voque´e pre´ce´demment et, a`
l’oppose´, la classe Ev serait la moins robuste, car le comportement dynamique
de ses re´seaux serait le plus sensible au changement de mode d’ite´ration. Je ne
pense pas que cette classe soit la moins robuste, si l’on se tient a` la de´finition
de la robustesse, a` savoir la proprie´te´ du re´seau a` garder son comportement
asymptotique en de´pit du changement du mode de mise a` jour. Un re´seau
de la classe Ev posse`de en effet comme attracteurs : (i) des points fixes pour
tous les modes de mise a` jour et (ii) des cycles limites pour certains modes
de mise a` jour, ces cycles n’e´tant pas force´ment les meˆmes d’une mise a`
jour a` une autre. Donc, cette classe pre´sente une certaine constance dans
son paysage dynamique, contrairement a` une autre classe, la classe Cy, qui
pre´sente que des cycles limites qui ne sont pas force´ment les meˆmes d’une
mise a` jour a` une autre et donc un re´seau de cette classe peut avoir deux
paysages dynamiques comple`tement diffe´rents pour deux modes de mise a`
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jour diffe´rents. Classer le sous-re´seau de la Figure 8.6 dans une de ces classes,
en fonction de l’expression de miRNA159 permettra de savoir a` quel point
l’expression de miRNA159 est la cause d’apparition de cycles limites dans le
re´seau. Vu le manque de donne´es sur les interactions, A. Elena, s’est oriente´
vers le parcours de toutes les fonctions de transition globales de´crites par
le graphe d’interaction de la Figure 8.6. Les de´tails des algorithmes et des
me´thodes qu’il a utilise´s pour effectuer cela sont disponibles au Chapitre 2
de (Elena, 2009) : Enume´ration et Algorithmes pour la simulation. Voici la
re´partition, obtenue par A. Elena, de tous les sous-re´seaux de´crits par le
graphe d’interaction 8.6 sur les diffe´rentes classes :
– miRNA159 a` 0 : Fi 60.8% Ev 39.2% (Cycles limites d’ordre 2)
– miRNA159 a` 1 : Fi 7.8% Ev 92.2% (Cycles limites d’ordre 4)
En forc¸ant le nœud correspondant au miRNA159 a` eˆtre constamment actif,
on bascule a` une re´partition plus favorable a` l’apparition de cycles limites :
il n’y a que 7.8% des re´seaux qui sont dans la classe Fi et la plupart, 92.2%,
sont dans la classe Ev, cette classe e´tant celle des re´seaux qui ont des points
fixes dans leur paysage dynamique et qui peuvent avoir des cycles limites pour
certains modes de mise a` jour. Ces cycles limites sont d’ordre 4. En conclu-
sion, un re´seau de re´gulation caracte´rise´ par sa fonction de transition globale,
ayant comme graphe d’interaction 8.6 et dont le nœud de bord (miRNA159 )
est constamment actif a une probabilite´ statistique de 92.2% d’appartenir a`
la classe Ev 6. Pour certains modes de mise a` jour, ce re´seau peut pre´senter
des cycles limites dans son paysage dynamique. L’ordre de ces cycles limites
est infe´rieur a` 4. L’activation du miRNA159 a de fortes chances de faire bas-
culer le re´seau dans une classe plus sensible au changement de mode de mise
a` jour.
Conclusion
Nous avons introduit un mode`le simple du re´seau de re´gulation du cycle
cellulaire chez les eukaryotes supe´rieurs. Nous avons commence´ par mettre en
relation certaines de ses proprie´te´s structurelles et dynamiques. Puis, nous
les avons valide´es par simulation nume´rique. Enfin, nous avons souligne´ le
roˆle de la pre´sence du nœud de bord miRNA159 dans la diminution de la
robustesse du re´seau re´duit a` son noyau (voir Figure 8.6), face au changement
de mode de mise a` jour.
6. Nous insistons sur le fait qu’un re´seau est caracte´rise´ par sa fonction de transition,
car en re´alite´, la probabilite´ dont on parle est celle de l’appartenance d’une fonction de
transition globale, ayant comme graphe d’interaction le graphe de la Figure 8.6, a` la classe
Ev. Notons bien que deux re´seaux peuvent avoir des parame`tres de poids et seuil diffe´rents
et une meˆme fonction de transition globale.
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8.4 Re´seau de re´gulation ge´ne´tique controˆlant
la morphoge´ne`se du poil de la souris
Les travaux sur ce mode`le de re´seau de re´gulation ont e´te´ publie´s dans
Ben Amor et al. (2008).
Analyse pre´liminaire
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Figure 8.7 – Re´seau de re´gulation ge´ne´tique controˆlant la mor-
phoge´ne`se du poil de la souris. La composante fortement connexe con-
tenant le nœud central Rbp-E2F est dans un espace gris clair et les nœuds
de bord sont dans un espace gris fonce´.
Le re´seau de re´gulation ge´ne´tique controˆlant la morphoge´ne`se du poil de
la souris (Michon et al., 2008) (voir la Figure 8.7) posse`de un noyau contenant
2 ge`nes (la β-catenin et la CyclinD1 ) et une frontie`re constitue´e de 5 ge`nes
(Smad3, miRNA141, EphA3, SrC et Zfhx3 ). Une analyse de la structure du
noyau nous fait remarquer les proprie´te´s suivantes : la CyclinD1 est d’excen-
tricite´ e´gale a` 5 et le noyau est inscrit dans un motif appele´ feed forward in-
cohe´rent (en anglais incoherent feedforward) (Elena et Demongeot, 2008). Un
circuit est dit incohe´rent, si, depuis le meˆme ge`ne source A, il existe 2 chemins
au moins vers un ge`ne C : un chemin activateur et un chemin inhibiteur, c’est
le cas ici, si l’on conside`re A comme e´tant la β-catenin, B comme e´tant Sox11
et C comme e´tant le complexe β-catenin/LEF/TCF/BL9/CBP. Il y a deux
chemins : A-C est un chemin activateur et A-B-C est un chemin inhibiteur. Le
graphe d’interaction, voir la Figure 8.7, contient uniquement une composante
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connexe ayant au moins un (ici 5 exactement) circuit positif d’interaction 7.
Comme dans le dernier exemple du cycle cellulaire, selon la premie`re conjec-
ture, nous nous attendons a` au moins 2m points fixes pour ce re´seau, avec
m le nombre de composantes fortement connexes. Ici, m = 1, nous nous at-
tendons donc a` 2 points fixes. D’autre part, selon la deuxie`me conjecture, le
nombre de circuits positifs, ici 5, nous donne une borne supe´rieure du nombre
de points fixes du re´seau, nous aurons donc au plus 25 points fixes.
Attracteurs du re´seau
Le tableau 8.3 donne les attracteurs de ce re´seau dans le cas de mises
a` jour se´quentielle et paralle`le sans fixer l’e´tat du miRNA141. Nous avons
3 points fixes et aussi 1 (resp. 0) cycle limite dans le cas d’une mise a` jour
paralle`le (resp. se´quentielle). Dans le cas de la mise a` jour paralle`le, le cycle
limite disparaˆıt, si on rajoute des de´lais sur le graphe d’interaction (les arcs
en pointille´s sur la Figure 8.7 sont des interactions indirectes, c’est-a`-dire
que nous avons introduit des nœuds interme´diaires entre Stk11 et Wnt2,
RhoA et CyclinD1, et entre SrC et CyclinD1 ). Dans ce cas, la premie`re
conjecture qui concerne le nombre minimal de points fixes est vraie et la
deuxie`me conjecture qui concerne la borne supe´rieure reste aussi valable. Un
autre re´sultat est ve´rifie´ : le nombre d’attracteurs est du meˆme ordre que la
racine carre´e de la taille du re´seau (ici
√
16) (Aracena et Demongeot, 2004a).
Mise-a`-jour se´quentielle Mise-a`-jour paralle`le
Type Attracteur TRBA Attracteur TRBA DM
Point fixe 1 0000000000000000 1.56% 0000000000000000 ≈ 0.00% 0.75
Point fixe 2 0011111001101110 96.88% 0011111001101110 99.66% 4.14
Point fixe 3 0000010000001100 1.56% 0000010000001100 ≈ 0.00% 0.5
Cycle limite 1 Aucun – 0011010001101100 0.34% 2.45
0000111000001110
Table 8.3 – Attracteurs et taille relative des bassins d’attraction du
re´seau de re´gulation ge´ne´tique controˆlant la morphoge´ne`se du poil
de la souris, dans le cas d’une mise a` jour se´quentielle et paralle`le.
Les nœuds sont ordonne´s comme suit : miRNA141, EphA3, p53, Vav3, Stk11,
Wnt2, RhoA, Smad3, SrC, Id3, CyclinD1, Zfhx3, Sox11, β-catenin, cMyc et
β-catenin/LEF/TCF/BL9/CBP.
7. Un circuit est dit positif s’il posse`de un nombre pair d’inhibitions
165
Effets de bords
Dans ce qui suit, nous nous inte´ressons a` l’influence de deux nœuds de
bords d’excentricite´ maximale = 9, qui ont deux actions diffe´rentes sur le
re´seau : d’une part, le miRNA141 agit sur la prote´ine p53, ve´ritable car-
refour de la re´gulation cellulaire, et exerce une re´gulation ne´gative sur la
composante fortement connexe contenant le noyau du re´seau (Demongeot et
Moreira, 2007b,a), et d’autre part, la prote´ine EphA3 exerce une re´gulation
positive sur cette composante. Nous regardons maintenant, dans le cas par-
alle`le, la dynamique de ce re´seau avec diffe´rentes conditions des nœuds de
bord, dans les cas suivants : (i) l’e´tat de miRNA141 fixe´ a` 1 ou en alter-
nant son e´tat de 0 a` 1 et en ajoutant des de´lais, nous gardons les meˆmes
attracteurs, excepte´ le cycle limite, (ii) par contre, si nous alternons l’e´tat de
EphA3 de 0 a` 1 et rajoutons des de´lais, nous avons uniquement un point fixe
0111111001101110.
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Chapitre 9
Me´thode formelle pour la
mode´lisation
Sommaire
9.1 Introduction . . . . . . . . . . . . . . . . . . . . . 168
9.2 Formalisation des re´seaux Hopfield-semblables . 174
9.3 Re´sultats . . . . . . . . . . . . . . . . . . . . . . . 179
9.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . 188
Comme nous l’avons vu au chapitre 8, les syste`mes de re´gulation (ge´ne´tiques
ou physiologiques) peuvent pre´senter une structure complique´e, qu’il est par-
fois difficile a` de´terminer. De manie`re classique, la construction d’un mode`le
de re´seau de re´gulation est faite en spe´cifiant les composantes (par exem-
ple des ge`nes) et leurs interactions, les valeurs des interactions pouvant eˆtre
obtenues initialement a` partir de la litte´rature et puis ajuste´es de manie`re a`
faire coller le comportement observe´ expe´rimentalement aux comportements
exhibe´s par le mode`le. Ce processus est formalise´, dans le cas des re´seaux
de neurones, par un processus d’essais et d’erreurs, appele´ processus d’ap-
prentissage. Son but est de minimiser une fonction de couˆt, qui repre´sente
la distance entre les dynamiques obtenues par rapport aux dynamiques ob-
serve´es. Dans ce qui suit, nous proposons une approche diffe´rente pour la
construction et l’analyse des re´seaux de re´gulation ge´ne´tique. Elle se base
sur une approche par contrainte et ne passe pas par des me´thodes d’essais
et d’erreurs. La structure et les dynamiques du re´seau sont exprime´es sous
forme de contraintes, l’objectif est de caracte´riser l’ensemble des re´seaux con-
sistants avec les connaissances disponibles a priori concernant le comporte-
ment et la dynamique du re´seau. Les contraintes formelles qui repre´sentent
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ces connaissances sont des contraintes boole´ennes e´crites sous forme normale
conjonctive (CNF) 1. Apre`s cette traduction, les contraintes sont soumises a`
un solveur de satisfiabilite´ (SAT). Cette me´thode offre un degre´ tre`s e´leve´
d’expression, allant jusqu’a` permettre l’expression d’intuitions. Des exemples
de requeˆtes seront expose´s tout au long de ce chapitre. Les applications de
cette approche sont nombreuses et concernent la construction d’un re´seau a`
partir d’une dynamique observe´e et d’e´le´ments de connaissances sur la struc-
ture. Nous en aborderons quelques-unes de ces applications tout au long de ce
chapitre et nous porterons une attention particulie`re au re´seau de re´gulation
de la morphoge´ne`se de la fleur d’Arabidopsis thaliana.
9.1 Introduction
La plupart des processus biologiques mettent en place des relations de
re´gulation entre les ge`nes et les prote´ines a` l’e´chelle cellulaire ou entre les
cellules a` l’e´chelle du tissu cellulaire. Ces syste`mes sont repre´sente´s par des
graphes d’interaction compose´s de nœuds repre´sentant les composantes du
syste`me (ge`nes, prote´ines et cellules), connecte´s entre eux par des arcs dirige´s
repre´sentant les relations qui les lient. Ne´anmoins, construire un mode`le de
re´seau de re´gulation repose sur deux types de connaissances disponibles a pri-
ori : les connaissances sur la structure et les connaissances sur le comporte-
ment (dynamique). Les connaissances structurelles peuvent eˆtre extraites de
nombreuses manie`res, par exemple par la technique de two-hybrid screening
pour identifier les interactions entre prote´ines ou des expe´riences ge´ne´tiques,
comme le KO de ge`ne, pour trouver une e´pistasie. Les connaissances dy-
namiques sont directement infe´re´es par observation des diffe´rents motifs d’ex-
pression des marqueurs mole´culaires dans diffe´rents contextes cellulaires. Ces
motifs correspondent dans l’ensemble aux diffe´rents profils ge´ne´tiques vers
lesquels tendent les cellules d’un organisme vivant, ge´ne´rant leur prote´ome
et par conse´quence leur phe´notype. Par exemple, on peut observer qu’un ge`ne
g est exprime´ dans un type cellulaire T1 alors qu’il est absent dans un autre
type cellulaire T2. Au moment de la mode´lisation d’un re´seau de re´gulation,
le choix du mode´lisateur, qui de´pend du temps et des ressources offertes, va
conditionner le besoin en connaissances de type structurelles, dynamiques
ou les deux. Quelques mode`les sont, de manie`re pre´fe´rentielle, base´s unique-
ment sur des connaissances structurelles. On peut simuler le comportement
de tous les mode`les de´crivant un re´seau de re´gulation et garder par la suite
1. Une formule boole´enne est une CNF si elle est de la forme suivante C1 ∧ C2... ∧ Cn,
avec Ci = l1 ∨ l2... ∨ lmi , n le nombre de clauses Ci et mi le nombre de litte´raux lj dans
Ci
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le mode`le qui reproduit les motifs d’expression observe´s. Ceci est possible
uniquement quand le nombre de composantes du mode`le et le nombre de
mode`les satisfaisant aux contraintes sont petits (Giacomantonio et Good-
hill, 2010). Ben Amor et al. (2009) ont analyse´ l’intensite´ de fluorescence
des marqueurs ge´ne´tiques pour infe´rer localement la structure de 4 ge`nes qui
reproduisent le motifs spatio-temporels ne´cessaires a` la morphoge´ne`se des
plumes. Re´cemment, Gowda et al. (2009) ont de´termine´ la structure d’un
graphe d’interaction, en mesurant les corre´lations de l’expression des ge`nes
sur des pas de temps conse´cutifs. La meˆme ide´e de ”corre´lation directionnelle”
a e´te´ pre´ce´demment propose´e par (Demongeot et al., 2003a) et Aracena et al.
(2003b) et, une autre me´thode relevant de l’infe´rence logique pur de la struc-
ture du graphe non dirige´ a e´te´ de´crite dans (Aracena et Demongeot, 2004b).
D’autres mode`les se basent sur une certaine topologie du re´seau et ensuite
seulement mettent l’accent sur le comportement du syste`me. Les poids des
interactions sont re´ajuste´s pour correspondre au mieux au comportement
de´sire´. Cet ajustement est assure´ par une proce´dure d’apprentissage. Ceci est
assez fre´quent dans le champ du soft computing, pour l’inge´nierie des re´seaux
de neurones artificiels. Les donne´es disponibles peuvent eˆtre un me´lange
de connaissances structurelles et de connaissances comportementales sur le
syste`me, ceci sur diffe´rents niveaux d’abstraction, allant du niveau qualitatif
au niveau quantitatif.
Mendoza et Alvarez-Buylla (1998) ont commence´ avec ces deux types
de connaissances quand ils ont mode´lise´ le re´seau de re´gulation de la mor-
phoge´ne`se de la fleur d’Arabidopsis thaliana. Ils ont utilise´ des algorithmes
ge´ne´tiques pour se´lectionner un re´seau, dont le comportement dynamique se
rapprochait le plus du comportement observe´. Cet algorithme fait converger
le mode`le vers l’observation l’observation en explorant par mutations l’espace
des parame`tres (seuils et poids).
Une strate´gie fre´quente consiste a` construire un premier mode`le du syste`me,
en utilisant des donne´es partielles des interactions (par exemple, les parame`tres
cine´tiques des interactions deux a` deux) et puis en utilisant les donne´es sur
les comportements observe´s et, par la suite, en les comparant aux donne´es
pre´dites. Cette dernie`re phase constitue la phase de validation du mode`le.
Cette strate´gie utilise les donne´es disponibles sur 2 niveaux, en amont et
en aval du processus de mode´lisation (voir la Figure 9.1 en haut). Les con-
naissances structurelles sont inte´gre´es en amont et les connaissances sur le
comportement en aval. Implicitement, ces strate´gies conside`rent que les con-
naissances comportementales sont plus fiables que les connaissances struc-
turelles. Cette appre´ciation des connaissances est directement constatable
par le mode´lisateur qui fait correspondre son mode`le au comportement ob-
serve´, en s’autorisant a` modifier les donne´es de structure du re´seau. Cette
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conside´ration est ge´ne´ralement une conse´quence de ce de´calage des connais-
sances et non pas un choix de´libe´re´ du mode´lisateur, d’autant plus que
la convergence est guide´e par la minimisation d’une fonction de couˆt. Par
conse´quent, ceci a toutes les chances d’amener a` un minimum local. Notre
objectif ici est d’e´viter ce de´coupage, en conside´rant toutes les connaissances
et les hypothe`ses au meˆme niveau, dans le processus de mode´lisation. Les
connaissances ne seront donc plus divise´es, mais entie`rement inte´gre´es en
amont du processus de mode´lisation (voir la Figure 9.1 en bas).
Une formalisation en contraintes logiques des donne´es initiales et des hy-
pothe`ses assure cette unification. De plus, elle met a` profit la non-unicite´
de la re´solution du proble`me de mode´lisation en biologie, en rendant un en-
semble de solutions consistantes et, dans certains cas, l’ensemble complet de
ces solutions. Dans le contexte de la mode´lisation, une approche base´e sur
les contraintes change les perspectives : (i) tel qu’e´nonce´e pre´ce´demment,
la relation entre la structure et le comportement (la dynamique) n’est plus
unidirectionnelle (de la structure au comportement, quand on effectue des
simulations ou des pre´dictions). La structure et le comportement sont tous
les deux repre´sente´s par des contraintes et exploite´s conjointement par un
solveur de contraintes. Ceci permet un plus grand degre´ d’expression et de
flexibilite´ dans le type d’expression qu’on peut poser, (ii) un ensemble de
contraintes peut avoir plusieurs solutions ; dans le cas d’un proble`me sous-
contraint, il devient obsole`te de restreindre la re´solution du proble`me de
mode´lisation a` trouver une seule solution. Ceci diffe`re de l’approche tradi-
tionnelle, ou` une seule solution repre´sentative est utilise´e a` partir de laquelle
les pre´dictions sont faites. Il faut garder en teˆte que nous avons affaire a` un
ensemble de solutions ce qui constitue est un important changement d’e´tat
d’esprit et ouvre la voie vers de nouvelles possibilite´s et applications. On
peut par exemple utiliser les connaissances actuelles et des hypothe`ses, afin
de re´duire le nombre de solutions et ainsi donner une priorite´ aux prochaines
expe´riences a` effectuer. Dans le cadre d’une approche par contrainte, un
e´chec veut dire que les hypothe`ses et les donne´es sont en contradiction, dans
le cadre de leur abstraction dans le formalisme choisi (ici, le formalisme des
re´seaux Hopfield-semblables). En d’autres termes, il y a contradiction entre
la structure du re´seau et le comportement de´sire´. Il est important de re´aliser
que ces re´sultats sont obtenus en une seule e´tape et non pas suite a` un
processus de raffinements successifs, qui teste toutes les combinaisons possi-
bles. La partie qui utilise un solveur de contrainte repose sur un me´canisme
de propagation de contraintes, qui acce´le`re le processus de re´solution de la
satisfiabilite´. Dans le cas d’une inconsistance, le mode´lisateur peut re´viser
le mode`le en remettant en question quelques hypothe`ses, afin de relaxer le
proble`me. Par exemple, quelques interactions ou quelques ge`nes peuvent eˆtre
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supprime´s du re´seau (ils correspondent aux observations errone´es) ou bien
d’autres ge`nes peuvent eˆtre rajoute´s au re´seau (ils correspondent a` des in-
formations manquantes). Si l’ensemble des contraintes est consistants, alors
cela veut dire que les intuitions et les hypothe`ses peuvent eˆtre conserve´es.
Quand d’autres observations deviennent disponibles alors elles peuvent eˆtre
rajoute´es a` l’ensemble des contraintes et, par conse´quent des inconsistances
peuvent apparaˆıtre, ce qui peut entraˆıner une nouvelle phase de re´vision.
9.1.1 Dans la litte´rature
Une approche de´clarative (voir la Figure 9.1 en bas) a e´te´ propose´e par
Corblin et al. (2009, 2010) comme une alternative au processus d’essais
et d’erreurs dans le contexte des re´seaux de Thomas (Thomas, 1980). Ces
re´seaux prennent en conside´ration le contexte cellulaire dans lequel ont lieu
les interactions. Ceci implique l’existence d’arcs multivalue´s, qui repre´sentent
les diffe´rentes cine´tiques possibles entre deux entite´s (espe`ces chimiques),
comme fonction des niveaux de concentration. Son application au re´-examen
d’un mode`le existant du stress nutritionnel dans Escherishia coli a permis de
montrer l’incohe´rence du mode`le obtenu. En effet, les donne´es expe´rimentales
ne sont pas exhaustives et, par conse´quent les intuitions du mode´lisateur con-
stituent, dans le cas d’incomple´tude critique, une contribution conside´rable
a` la de´termination des solutions. La re´-examen de mode`le par approche
de´clarative permet de rejeter des intuitions et de proposer automatiquement
une alternative.
Une telle approche est un lien potentiel entre la structure et les dy-
namiques d’un re´seau. Les travaux pre´ce´dents que nous avons re´alise´s dans
(Demongeot et al., 2008; Elena et Demongeot, 2008; Ben Amor et al., 2008,
2009) se concentrent particulie`rement sur les relations entre la structure et les
dynamiques d’un re´seau de re´gulation, dans le cas d’un re´seau de Hopfield-
semblable, mais aussi sur la robustesse des dynamiques obtenues en fonction
des modes de mise a` jour du re´seau (paralle`le, se´quentiel, bloc-se´quentiel,
bloc-paralle`le). Dans le meˆme contexte (des re´seaux Hopfield-semblables),
nous de´veloppons une approche similaire, base´e sur les contraintes, afin de
garantir la flexibilite´ du processus de mode´lisation et l’ade´quation des so-
lutions obtenues (Ben Amor, 2009, 2010; Ben Amor et al., 2012). Les con-
naissances concernant la structure et la dynamique sont formalise´es sous
la forme d’une se´rie de contraintes. Puis une requeˆte, e´crite sous la forme
normale conjonctive, est de´finie (Apt, 2003) et soumise a` un solveur de sat-
isfiabilite´ (Carlsson et al., 1997; Ee´n et So¨rensson, 2004; Ee´n et Biere, 2005;
Corblin et al., 2011b). Nous obtenons, sans de´finir aucune fonction de couˆt,
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l’ensemble des instances (mode`les) valides. Cet ensemble peut eˆtre vide dans
le cas d’une inconsistance ; dans le cas contraire, cela veut dire que toutes
les solutions sont en ade´quation avec les donne´es expe´rimentales (structure
et dynamique).
Figure 9.1 – Approches de mode´lisation d’un re´seau de re´gulation.
(En haut) Les approches classiques de´butent avec les donne´es des interac-
tions entre les e´le´ments d’un re´seau pre´suppose´ et, ensuite via des approches
par un processus d’essais et erreurs qui contient une boucle de validation ten-
dant progressivement vers une solution qui minimise une fonction de couˆt ; il
s’agirait de la solution la plus proche des donne´es expe´rimentales concernant
la dynamique. A la fin, un seul mode`le est se´lectionne´ en utilisant un certain
crite`re d’optimalite´. (En bas) A l’oppose´, les approches base´es sur les con-
traintes de´butent avec toutes les connaissances (dynamiques et structurelles)
et ne demandent pas la pre´sence d’un processus d’essais et d’erreurs, avec
une boucle de validation. A partir de ces connaissances converties en une
se´rie de contraintes, une formule logique est e´crite et de´finit l’ensemble des
mode`les consistants. Tous les mode`les de cet ensemble sont valides.
9.1.2 Ceci n’est pas du mode`le checking
Meˆme si notre approche pre´sente quelques analogies avec les techniques
de ve´rification de mode`le (en anglais, ”Model checking”), et en l’occurrence
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est capable de cela, notre approche ne doit pas eˆtre confondue avec celles-ci.
La ve´rification de mode`le consiste en la validation d’un seul mode`le et n’im-
plique pas des me´canismes de propagation de contrainte. La ve´rification de
mode`le est une technique qui permet la ve´rification automatique d’un auto-
mate discret (plus fre´quemment utilise´e en informatique et en e´lectronique).
Elle ve´rifie si un mode`le particulier satisfait une spe´cification formule´e en ter-
mes de logique temporelle (par exemple, CTL). Elle peut eˆtre utilise´e pour
trouver le nombre d’attracteurs d’un re´seau boole´en bien de´fini, repre´sentant
un re´seau de re´gulation, comme de´crit dans (Dubrova et Teslenko, 2011).
Nous n’abordons pas, le meˆme proble`me. Le noˆtre est plus large : e´tant
donne´ une famille parame´tre´e de mode`les, nous voulons trouver l’ensemble
des solutions de mode`les instancie´s (des mode`les dans lesquels les parame`tres
sont bien de´finis) qui satisfont toutes les contraintes structurelles et dy-
namiques. Nous obtenons par cette me´thode l’ensemble des mode`les satis-
fiables repre´sentant une structure et un comportement. Nous projetons aussi
de re´viser automatiquement les contraintes dans le cas d’une incohe´rence
(aucune solution). Notre approche permet d’infe´rer des proprie´te´s (initiale-
ment non connues) qui sont communes a` tous les mode`les (voir par exemple
l’e´tude des contraintes sur les signes pour la Requeˆte 1). L’e´tude des mode`les
instancie´s dans l’ensemble solution, si ce dernier n’est pas tre`s large, permet
d’extraire des conclusions sur un ou plusieurs mode`les du re´seau qui satisfont
les connaissances sur la structure et la dynamique.
9.1.3 Re´seaux Hopfield-semblables
Le travail principal effectue´ ici concerne la formalisation d’une variante
des re´seaux de Hopfield (Hopfield, 1982), appele´s ici les re´seaux de Hopfield-
semblables, sous la forme de contraintes sur les entiers. Les re´seaux d’auto-
mates boole´ens sont tre`s utilise´s dans la mode´lisation des re´seaux de re´gulation
biologique. Initialement, ils ont e´te´ introduits par Kauffman pour e´tudier des
proprie´te´s globales des re´seaux ge´ne´tiques (Kauffman, 1969). Pour mode´liser
un phe´nome`ne particulier, nous choisissons des automates boole´ens a` seuil. Ce
formalisme est similaire au re´seau de Hopfield (Hopfield, 1982), la diffe´rence
re´sidant dans le rejet de la contrainte de syme´trie des poids dans la matrice
d’interaction et dans la possibilite´ d’avoir des boucles d’auto-interaction sur
un nœud, comme illustre´ sur la Figure 9.2. Les autres avantages des re´seaux
Hopfield semblables sont leur description intuitive pour un biologiste et la
possibilite´ de prendre en compte diffe´rents modes de mise a` jour (paralle`le,
se´quentiel et bloc-paralle`le). Dans ce travail, nous nous concentrons unique-
ment sur la mise a` jour paralle`le, mais il est possible d’inclure des contraintes
qui prennent en compte d’autres modes de mise a` jour. Deux applications
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sont pre´sente´es dans la partie Re´sultats, pour illustrer la faisabilite´ et le po-
tentiel d’expression de cette approche : la premie`re est inspire´e de questions
the´oriques et la seconde est un proble`me de mode´lisation biologique. Nous
montrons ici le potentiel de cette me´thode comme outil d’aide aux biologistes,
pour la mode´lisation des re´seaux de re´gulation biologiques, e´tant donne´ une
certaine connaissance sur le syste`me d’inte´reˆt. Cette me´thode posse`de aussi
un inte´reˆt pour l’inge´nierie des re´seaux de neurones formels pour construire
des dispositifs programmables ou a` me´moire.
9.2 Formalisation des re´seaux
Hopfield-semblables
Un re´seau de Hopfield H est compose´ de nœuds (par exemple des ge`nes)
gi, i ∈ 1..n, auxquels sont associe´s des seuils θi, et des arcs oriente´s et
e´tiquete´s, allant par exemple d’un nœud gj a` un nœud gi auxquels on as-
socie un poids wij. Le vecteur des seuils est note´ θH et la matrice des poids
est note´e WH (Figure 9.2). Un e´tat S de H est un vecteur 〈S1, S2, ..., Sn〉 ou`
θ1
θ2 θ3
w31
w23
w12
w13
w32
w21
w11
w22 w33
WH =
 w11 w12 w13w21 w22 w23
w31 w32 w33
 , θH =
 θ1θ2
θ3

Figure 9.2 – Un exemple de re´seau Hopfield semblable a` 3 nœuds.
Si ∈ {0, 1} est la valeur du nœud gi dans S. Le comportement de H est re´git
par un graphe de transition contenant p e´tats du re´seau. Un e´tat du re´seau
est note´ Sk. Dans ce qui suit, les nœuds seront note´s par des indices et les
e´tats du re´seau par des exposants (par exemple Ski est la valeur de gi dans
l’e´tat Sk). L’existence d’une transition Sk  Sk′ entre 2 e´tats du re´seau,
note´e transition (H,Sk, Sk
′
), est de´finie par la Contrainte 1.
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Contrainte 1. par de´finition transition(H,Sk, Sk
′
)
def⇔ ∧i Sk′i ⇔ (∑j wij.Skj >
θi)
avec θH =
 .θi
.
 , WH =
 . . .. wij .
. . .

Exemple 1. Nous conside´rons l’exemple de la Figure 9.2 avec les parame`tres
suivants :
θH =
 −30
0
 , WH =
 −1 −2 −11 −1 2
−2 2 3

Nous obtenons les comportements donne´s sur la Figure 9.3 : en fonction de
son e´tat initial, le syste`me converge vers un point fixe ou un cycle limite de
taille 3.
〈0, 0, 0〉 〈1, 0, 0〉
〈0, 1, 0〉
〈1, 1, 0〉
〈0, 0, 1〉 〈1, 0, 1〉
〈0, 1, 1〉 〈1, 1, 1〉
Figure 9.3 – Graphe de transition de l’Exemple 1. Notons les
deux attracteurs du re´seau : un point fixe 〈0, 1, 1〉 et un cycle limite
[〈0, 0, 0〉, 〈1, 0, 0〉, 〈1, 1, 0〉].
Dans un re´seau de Hopfield classique, les auto-interactions (arcs de gi a` gi)
sont interdites, la matrice d’interaction est syme´trique et les parame`tres θi et
wij prennent des valeurs re´elles. Dans notre cas d’e´tude, les re´seaux Hopfield-
semblables, aucune restriction n’est faite sur la topologie et les parame`tres
θi et wij sont des entiers signe´s dans l’intervalle [−Max..Max]. Max est une
constante dont le choix de´pend de la taille du plus grand voisinage repe´re´ sur
le re´seau. Dans Elena (2009), des correspondances sont e´tablies par simula-
tion entre Max et des valeurs de taille de voisinage infe´rieur a` 7.
La Contrainte 1 de´finit la relation formelle entre l’existence d’une transition
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Sk  Sk′ et les variables θi et wij qui de´finissent la structure du re´seau.
Cette contrainte est le bloc de base pour la construction de requeˆtes impli-
quant des chemins de transition et des attracteurs, l’objectif e´tant de trou-
ver un moyen d’exprimer un proble`me donne´ sous forme de ces contraintes.
L’ensemble des contraintes est par la suite, soumis a` un solveur de satisfi-
abilite´, qui imple´mente des re`gles de de´duction (propagation de contraintes
dans le jargon) ainsi que des strate´gies d’e´nume´ration.
En fonction de la complexite´ des requeˆtes, nous utilisons un seul solveur ou
la conjonction de deux. Le premier solveur fonctionne directement sur un do-
maine fini des variables, c’est-a`-dire un intervalle d’entiers signe´s. Par contre,
quand on fait appel au deuxie`me solveur, celui-ci implique uniquement des
variables boole´ennes et des formules sous forme normale conjonctive (CNF),
ce qui est le format standard d’un solveur classique de proble`mes boole´ens de
satisfiabilite´ (SAT). Ces solveurs sont extreˆmement efficaces dans le calcul de
formules de satisfiabilite´ boole´enne tre`s larges. La forme de la Contrainte 1 est
non adapte´e a` une propagation de contraintes efficace ; dans ce qui suit, nous
pre´sentons sa traduction dans une forme plus approprie´e, plus facilement
traduisible sous forme de formule CNF. Dans le cas d’un re´seau Hopfield-
semblable, l’effort de traduction concerne les ope´rateurs ’
∑
j’ et ’>’ sur des
entiers signe´s, qui apparaissent dans la Contrainte 1. Afin de traduire la Con-
trainte 1, nous devons introduire quelques variables interme´diaires (voir les
De´finitions 1, 2 et 3). La Contrainte 2 est e´quivalente a` la Contrainte 1 et
est facilement traduisible en formule CNF.
De´finition 1. Soit gi un nœud du re´seau, et soit Li le sous-ensemble de
nœuds gj qui a une influence sur gi (en d’autres termes il existe un arc de gj
a` gi). Notons |Li| le cardinal de Li. Du point de vue du nœud gi, il y a 2|Li|
contextes possibles, qui de´pendent des e´tats des |Li| nœuds qui l’influencent.
Si |Li| = n (le nombre de ge`ne), les contextes du nœud gi sont un ensemble de
singletons, chaque singleton correspondant a` un e´tat du re´seau. Si |Li| < n,
alors les contextes sont un ensemble de sous-ensembles d’e´tats du re´seau.
Pour identifier l’e´tat de chaque nœud gi, nous de´finissons un e´tat voisin par
li : il s’agit d’un indice constitue´ par les |Li| chiffres binaires. En d’autres
termes, il s’agit de la se´quence de valeurs des e´tats des nœuds influenc¸ant
gi. L’ordre des chiffres dans li est le meˆme que celui des nœuds. Nous notons
Li,li le sous-ensemble de Li contenant les nœuds dont l’e´tat est a` 1 dans li.
Chaque instance de li de´finit un unique ensemble Li,li. Nous appelons aussi
Contexti,li le contexte de´fini par li. Contexti,li est un ensemble d’e´tats du
re´seau.
De´finition 2. La Contrainte 1 contient l’expression
∑
j∈Li wij.S
k
j , qui corre-
spond au plus a` 2|Li| possibles sommes
∑
j wij. Elle de´pend des nœuds j ∈ Li
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qui sont actifs (Skj = 1). Pour repre´senter la somme
∑
j∈Li wij.S
k
j , nous
introduisons 2|Li| variables inde´pendantes dans Sumi,li =
∑
j∈Li,li wij.
Exemple 2. Dans l’exemple donne´ sur la Figure 9.2, l’ensemble des nœuds
interagissant avec g1 est L1 = {1, 2, 3}. Par conse´quent, il y a 23 = 8
sous-ensembles possibles L1,l1 et donc 8 nouvelles variables, par exemple :
Sum1,011 = w12 + w13, et Sum1,101 = w11 + w13.
De´finition 3. Nous introduisons un second type de variables : InContextki,li
= (
∧
j∈Li,li S
k
j )∧ (
∧
j′∈Li\Li,li ¬S
k
j′). Ces variables sont boole´ennes : InContext
k
i,li
est vrai quand l’e´tat Sk appartient au contexte de´fini par li. E´tant donne´ un
nœud gi, un e´tat S
k appartient a` un et un seul contexte. Pour chaque e´tat
Sk, il y a 2|Li| variables InContextki,li, c’est-a`-dire une pour chaque con-
texte de gi. L’union des 2
|Li| contextes Contexti,li associe´s au nœud gi est
e´gale a` l’ensemble de l’espace des e´tats. Quand la requeˆte contient plusieurs
e´tats formels S1, ..., Sk, ..., Sk
′
, ..., tel que c’est le cas fre´quemment (voir ci-
dessous), l’index k de l’e´tat du re´seau spe´cifie a` partir de quel e´tat est de´finie
la variable InContextki,li.
Contrainte 2. : transition(H,Sk, Sk
′
) ⇔∧
i
∧
li
InContextki,li ⇒ (Sk
′
i ⇔ Sumi,li > θi)
La Contrainte 2 est directement de´duite de la Contrainte 1 graˆce aux
de´finitions 2 et 3 de Sumi,li et InContext
k
i,li
.
De´duire la Contrainte 1 a` partir de la Contrainte 2 n’est pas trivial. Sumi,li =∑
j∈Li wijS
k
j (la partie droite de la Contrainte 2) peut eˆtre remplace´e par
InContextki,li ⇒ (Sk
′
i ⇔
∑
j∈Li wijS
k
j > θi). Un e´tat S
k appartient a` un et
un seul Contexti,li (en d’autre termes, l’ensemble des contextes Contexti,li sur
tous les li possibles est une partition de l’espace des e´tats). Par conse´quent,
e´tant donne´ un nœud gi et un e´tat S
k, il existe exactement une seule variable
InContextki,li , qui est e´value´e a` ’vrai’ (parmi les 2
|Li| variables associe´es au
nœud gi et a` l’e´tat S
k). A partir de la` et de la conjonction des implications
ci-dessus, nous de´duisons (Sk
′
i ⇔ Sumi,li > θi) et donc la Contrainte 1.
La Contrainte 2 est le bloc e´le´mentaire pour la construction de requeˆtes plus
e´labore´es.
Nous introduisons a` pre´sent le pre´dicat suivant, qui est vrai si la liste des q
e´tats P est un chemin du re´seau H :
Contrainte 3. : path(H,P, q) ⇔∧
k∈1..q−1 transition(H,P
k, P k+1),
ou` P k est le ke`me e´le´ment de P
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Afin d’exprimer notre proble`me a` l’aide seulement d’entiers non signe´s,
nous repre´sentons les variables entie`res signe´es (θi et wij par exemple) par
un couple (σ, V ), ou` σ est un boole´en qui est vrai, si et seulement si l’entier
signe´ repre´sente´ est positif ou nul, et V est la valeur absolue de cet entier
signe´ repre´sente´. Deux autres pre´dicats sont encore a` de´finir : un qui est
de´fini dans la Contrainte 4, pour formaliser l’addition de deux entiers signe´s
X et Y (utilise´s pour formaliser
∑
j wij), et un autre qui est de´fini dans la
Contrainte 5, pour formaliser “B e´quivalent a` X > Y ”, avec X et Y deux
entiers signe´s (utilise´s pour formaliser Sumli > θi).
Contrainte 4. : Cette contrainte est utilise´e pour formaliser la somme des
poids
∑
j wij (ou` les poids sont des entiers) sous la forme d’une formule
boole´enne. Elle n’est vraie que si X, Y et XpY sont des variables entie`res
signe´es, repre´sente´es par un couple (σ, V ), et si XpY est e´gale a` X + Y .
c sgn AddXY Z(X, Y,XpY )
def⇔ X = (σX , VX)∧
Y = (σY , VY )∧
XpY = (σXpY , VXpY )∧
Ble ⇔ VX ≤ VY ∧
Bge ⇔ VX ≥ VY ∧
minmax B le(VX , VY , Ble,MinVX ,VY ,MaxVX ,VY )∧
V 1XpY = VX + VY ∧
V 2XpY = MaxVX ,VY −MinVX ,VY ∧
(σX ⇔ σY ) ⇒ (VXpY = V 1XpY )∧
(σX < σY ) ⇒ (VXpY = V 2XpY )∧
σXpY ⇔ (σX ∧ σY ) ∨ (σX ∧ Bge) ∨ (σY ∧ Ble)
minmax B le(VX , VY , Ble,Min,Max)
def⇔ (Ble ∧ Min = VX ∧ Max = VY )∨
(¬ Ble ∧ Min = VY ∧ Max = VX)
Contrainte 5. : Cette contrainte (la contrainte entie`re signe´e est appele´e
c sgn SupXY B(X, Y,B)) est utilise´e pour formaliser la somme des seuils
Sumi,li > θi (ou` les seuils sont des entiers signe´s) sous la forme d’une for-
mule boole´enne. Elle est vraie, si X et Y sont des variables entie`res signe´es,
repre´sente´es par un couple (σ, V ), B e´tant un boole´en e´quivalent a` X > Y
c sgn SupXY B(X, Y, b)
178
def⇔ X = (σX , VX)∧
Y = (σY , VY )∧
b ⇔
(σX ∧ ¬ σY )∨
(σX ∧ VX > VY )∨
(¬ σY ∧ VX < VY )
Les contraintes ci-dessus ont chacune une arite´ supe´rieure ou e´gale a`
3, mais elles peuvent eˆtre de´compose´es en contraintes binaires ou ternaires
par un processus appele´ la re´ification. Par exemple, la contrainte d’arite´ 4
(X < Y ⇐ Z < Y ) est e´quivalente a` (B1 ⇔ X < Y ) ∧ (B2 ⇔ Z <
Y ) ∧ (B1 ⇐ B2), une conjonction de contraintes binaires et ternaires com-
portant deux nouvelles variables boole´ennes. La formalisation en entiers non
signe´s avec la re´ification des contraintes est transforme´e en une formule nor-
male conjonctive, comme cela est pre´sente´ dans (Corblin et al., 2010, 2011a).
Cette imple´mentation utilise l’environnement SICStus Prolog, ou` les con-
traintes sont encode´es via la librairie CLP(FD) (Acronyme de Constraint
Logic Programming (Finite Domain)) (Carlsson et al., 1997; Apt, 2003). Le
solveur SAT utilise´ est MiniSAT (Ee´n et So¨rensson, 2004; Ee´n et Biere, 2005).
9.3 Re´sultats
Dans cette section, deux exemples de requeˆtes sont de´crits. Dans les
deux cas, nous sommes dans des re´seaux Hopfield-semblables et dans le cas
d’une mise a` jour en paralle`le. Les autres types de mise a` jour peuvent eˆtre
imple´mente´s en rajoutant des nouvelles contraintes. Pour toutes les requeˆtes
pre´sente´es ci-dessous, l’ensemble de toutes les instanciations solutions est
obtenu.
9.3.1 Cycle limite
Un comportement typique du re´seau auquel on peut s’attendre est un
cycle limite d’une taille donne´e, c’est-a`-dire ayant un nombre donne´ de tran-
sitions. La Contrainte 6 de´finit limit cycle(H,C, p), qui est vraie si et seule-
ment si C est un cycle limite de taille p produit par le re´seau H.
Contrainte 6. : limit cycle(H,C, p) ⇔
(C = [S1, S2, ..., Sp+1])∧ (path(H,C, p))∧ (C = [S1|C\1])∧ all different(C\1)∧
(S1 = Sp+1)
ou` all different(C\1) est vrai si et seulement si tous les e´tats dans la liste
C\1 sont diffe´rents, et C\1 est C prive´ de son premier e´le´ment.
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Des re´seaux qui satisfont la Contrainte 6 existent. Un exemple de solu-
tion pour un re´seau de 3 nœuds et dans le cas de p = 2n (la longueur du
cycle limite est e´gale au nombre d’e´tats possibles, c’est-a`-dire p = 23 = 8)
est donne´ dans la Figure 9.4.
Dans le cas ou` p = 2n, le cycle limite que nous cherchons a` obtenir est un
W =
 -1 1 1-1 1 -1
1 1 1
 , θ =
 0-1
1

〈0, 0, 0〉 〈0, 1, 0〉 〈1, 1, 0〉
〈0, 1, 1〉
〈1, 1, 1〉〈1, 0, 1〉〈0, 0, 1〉
〈1, 0, 0〉
Figure 9.4 – Un exemple de re´seau ayant tous ses e´tats dans un seul cycle
limite de taille 8.
des plus longs, vu qu’il contient l’inte´gralite´ des e´tats possibles du re´seau (8
e´tats). Dans ce cas, la contrainte S1 = Sp+1 est redondante, parce qu’elle est
une conse´quence de la conjonction des contraintes qui la pre´ce`dent. En fait,
C\1 contient tous les e´tats possibles de l’espace des e´tats, vu qu’il s’agit d’une
liste de p = 2n e´tats diffe´rents. Par conse´quence, S1 est e´gal a` un des e´tats S2,
..., Sp+1. Par ailleurs, le formalisme que nous conside´rons est de´terministe,
c’est-a`-dire qu’un e´tat donne´ ne peut avoir qu’un seul successeur, ainsi S1 ne
peut pas eˆtre e´gal a` Sk avec 2 ≤ k ≤ p, car autrement cet e´tat Sk aurait deux
successeurs possibles, S2 et Sk+1, et ces deux e´tats ne peuvent pas eˆtre e´gaux
vu la pre´sence du pre´dicat all different dans la requeˆte. Nous en de´duisons
que S1 est ne´cessairement e´gal a` Sp+1. Cette contrainte est donc redondante.
Pourtant, inclure des contraintes redondantes dans la requeˆte peut faciliter
le me´canisme de propagation de contraintes du solveur et donc acce´le´rer le
calcul. De plus, cela rend la contrainte plus facile a` comprendre.
La requeˆte 1 est la conjonction de la Contrainte 6 et de contraintes supple´mentaires
sur les signes des parame`tres du re´seau (seuils et poids).
Requeˆte 1. Recherche d’un cycle limite C de longueur p avec des contraintes
sur les signes des poids W et des seuils T :
H = [W,T ] ∧ positive(W ) ∧ positive(T ) ∧ limit cycle(H,C, p)
La requeˆte 1 a plusieurs solutions en termes de valeurs des parame`tres.
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Une solution est donne´e sur la partie infe´rieure de la Figure 9.5.
Nous explorons l’effet des contraintes sur les signes, sur la longueur des cycles
θj < 0 θj ≥ 0 ∀ θj
Wij ≤ 0 2,3,6,8 Pas de cycle 2,3,6,8
Wij ≥ 0 Pas de cycle 2 ,3 2,3
∀ Wij 2..8 2,3,4,5,6,8 2..8
W =
 1 1 20 0 0
1 1 0

θ =
 10
0

θ1
θ2 θ3
w31
w32
w13
w12
w11
Figure 9.5 – En haut, les longueurs possibles des cycles limites sous des
contraintes de signes sur les poids et les seuils, dans le cas d’une mise a` jour en
paralle`le d’un re´seau comportant 3 nœuds. (En bas), le syste`me correspond
au cas Wij ≥ 0 et θj ≥ 0 (en surbrillance) et posse`de un cycle de taille 2
(100↔001).
limites. Dans le cas d’une insatisfiabilite´, les contraintes sur les signes doivent
eˆtre supprime´es pour trouver des cycles limites. Ce genre d’e´tude permettrait
e´ventuellement de cre´er un lien entre la structure et le comportement du
re´seau. Pour un re´seau de 3 nœuds, nous avons effectue´ plusieurs re´solutions,
en fonction de diffe´rentes combinaisons sur les signes des contraintes. Les
re´sultats sont donne´s sur la Figure 9.5. E´tant donne´ un re´seau de taille 3,
aucun cycle limite n’est obtenu pour des poids positifs et des seuils ne´gatifs
ou pour des poids ne´gatifs et des seuils positifs. Thomas (1980) a conjecture´
qu’un circuit ne´gatif (comportant un nombre impair d’inhibitions) est une
condition ne´cessaire pour une pe´riodicite´ stable (un cycle limite stable). Cette
conjecture a e´te´ prouve´e mathe´matiquement dans le contexte des re´seaux
discrets et dans le cas d’une mise a` jour se´quentielle (Remy et al., 2008;
Richard, 2010). L’exemple donne´ dans la Figure 9.5 (en bas) montre que cela
n’est pas ve´rifie´ dans le cas d’une mise a` jour en paralle`le.
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9.3.2 De´finition du re´seau de re´gulation de la mor-
phogene`se florale d’Arabidopsis thaliana
Trouver un mode`le de re´seau de re´gulation peut eˆtre aise´ment fait par
une approche fonde´e sur les contraintes (Corblin et al., 2009). Mendoza et
Alvarez-Buylla (1998) ont construit un mode`le de la morphoge´ne`se de la fleur
d’Arabidopsis thaliana en utilisant des algorithmes ge´ne´tiques sur des popu-
lations de re´seaux. Ils ont garde´ la solution qui minimisait la distance avec les
observations expe´rimentales et qui e´tait consistante avec un mode`le existant
appele´ le mode`le ABC (Coen et Meyerowitz, 1991). Les parame`tres et le com-
portement de ce re´seau, dans le cas d’une mise a` jour paralle`le, sont montre´s
sur la Figure 9.6. Ici, nous espe´rons obtenir l’ensemble des re´seaux ayant au
moins le comportement de´crit dans Mendoza et Alvarez-Buylla (1998), en
utilisant notre approche. Nous synthe´tisons les connaissances qu’ont utilise´es
ces auteurs sous la forme de contraintes. Ils ont commence´ par des connais-
sances sur la structure, qui sont des ine´galite´s sur les poids des interactions
entre les diffe´rents ge`nes qui sont implique´s dans la re´gulation de la mor-
phogene`se de la fleur d’Arabidopsis thaliana. Puis, ils comparent les com-
portements obtenus par simulation avec le comportement issu du mode`le
ABC (Coen et Meyerowitz, 1991). Le mode`le ABC postule l’existence de 3
types d’activite´s qui correspondent a` diffe´rents organes de la fleur ; l’activite´
de A correspond aux se´pales, l’activite´ conjointe de A et B correspond aux
pe´tales, l’activite´ conjointe de B et C correspond aux e´tamines et finalement
l’activite´ de C correspond aux pistils. Dans le cas d’Arabidopsis thaliana, A
correspond a` l’expression du ge`ne AP1 (4eme nœud), B correspond a` l’ex-
pression conjointe de AP3 et PI (10eme et 11eme nœuds) et C correspond
a` l’expression de AG (9eme nœud). En plus de ces connaissances, les au-
teurs introduisent le graphe des interactions existantes (avec des poids non
nuls) (Figure 9.7). Beaucoup des contraintes qu’ont introduites Mendoza et
Alvarez-Buylla (1998) n’ont pas de sens ! Ces auteurs ont mis des ine´galite´s
entre des poids qui n’interagissent pas sur le meˆme nœud. Seules les ine´galite´s
entre des interactions qui agissent sur un meˆme nœud doivent eˆtre retenues.
Par exemple, les poids a et b correspondent a` des interactions qui agissent
sur deux nœuds diffe´rents : a agit sur le nœud 4, tandis que b agit sur le
nœud 3. A` l’oppose´, les poids e et n peuvent eˆtre compare´s, puisque les deux
agissent sur le nœud 11. Ne´anmoins, nous comprenons ce que veulent dire les
auteurs : probablement, comme beaucoup de biologistes, ils voulaient de´crire
par les valeurs des poids l’intensite´ relative des interactions entre les ge`nes
qui agissent sur diffe´rentes cibles, puisque cela a du sens d’un point de vue bi-
ologique. Un ge`ne g1 peut eˆtre beaucoup plus sensible a` l’action d’un produit
de ge`ne g2, qu’un autre ge`ne g3 l’est par rapport au produit d’un ge`ne g4, ceci
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WA =

1 0 0 0 0 0 0 0 0 0 0 0
1 0 −2 0 0 0 0 0 0 0 0 0
−2 −1 0 2 1 0 0 0 0 0 0 0
−1 0 5 0 0 0 0 0 −1 0 0 0
0 0 2 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 1 0
0 −2 1 −2 0 −1 0 0 0 0 0 0
0 0 3 0 0 0 2 1 0 0 0 −2
0 0 4 0 0 0 1 1 0 0 0 −1
0 0 0 0 0 0 0 0 0 0 0 0

θA =

0
0
3
−1
1
0
0
1
−1
0
0
0

Comportement de A :
# Attractor Cell Type Size
F1 000100000000 Sepal 168
F2 000000001000 Carpel 24
F3 000100010110 Petal 248
F4 000000011110 Stamen 8
F5 110000010110 Mutant 384
F6 110000000000 No Flower 384
C1 000000000000 — 192
000100001000
C2 000100001110 — 272
000000010000
C3 110000000110 — 1280
110000010000
C4 000100000110 — 800
000100010000
C5 000000001110 — 32
000000011000
C6 000000000110 — 176
000100011000
C7 000100011110 — 128
000000010110
Figure 9.6 – Parame`tres du re´seau A et ses comportements. A est le
re´seau obtenu par Mendoza et Alvarez-Buylla (1998).
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e´tant duˆ aux diffe´rents niveaux d’expression de g1 et g3, et aux diffe´rentes
efficacite´s des promoteurs de g2 et g4.
Pour eˆtre en ade´quation avec le formalisme de Hopfield, nous pouvons garder
les comparaisons qui sont permises (voir la Contrainte 7), c’est-a`-dire celles
qui concernent des poids situe´s sur une meˆme ligne de la matrice des in-
teractions, vu que les poids traduisent un ordre d’importance dans l’activa-
tion ou l’inhibition d’un ge`ne. Comparer les poids d’interactions agissant sur
diffe´rents nœds cibles implique qu’on les interpre`te comme des parame`tres
quantitatifs. Cela n’est pas le cas dans le formalisme des re´seaux Hopfield-
semblables qui est un formalisme de mode´lisation qualitative pour les re´seaux
de re´gulation ge´ne´tique.
1
2
3
4
5
6 7
9
10
11
12 8
j
y
k
z
p
o
q
h
r
sa b
i
c
l d
e
m
n
f
g
uu
u
u
Figure 9.7 – Le graphe d’interaction du re´seau de re´gulation de
la morphoge´ne`se de la fleur d’Arabidopsis thaliana. (cf. Mendoza et
Alvarez-Buylla (1998)). Les arcs continus (resp. discontinus) repre´sentent les
activations (resp. inhibitions). Les lettres sur les arcs identifient les poids (ces
variables sont utilise´es dans la Contrainte 7). Selon les auteurs, les ge`nes 1 a`
12 correspondent, suivant le meˆme ordre, a` EMF1, TFL1, LFY, AP1, CAL,
LUG, UFO, BFU (la fonction logique AND), AG, AP3, PI and SUP.
Nous de´finissons deux contraintes : la premie`re concerne les connaissances
structurelles et la seconde concerne les connaissances sur le comportement.
Dans ces deux contraintes, nous exprimons les connaissances utilise´es par les
184
auteurs et nous supposons que les seuils des sources sont nuls. Les sources
sont des ge`nes non re´gule´s (du moins dans ce syste`me). Il s’agit des ge`nes
6,7 et 12 et du ge`ne auto-re´gule´ 1. La valeur de leur seuil est impose´e a`
ze´ro, pour e´viter qu’ils ne s’expriment de manie`re permanente parce qu’ils ne
sont pas re´gule´s par d’autres ge`nes dans ce re´seau. Le cas d’une expression
permanente des sources (frontie`res) est inte´ressant, mais il correspond a` une
e´tude de la robustesse face aux bruits et aux perturbations externes (Ben
Amor et al., 2008, 2009). Par conse´quent, ceci est en dehors de notre objec-
tif ici. Les contraintes sur les dynamiques imposent l’existence d’au moins 4
points fixes diffe´rents, correspondant aux 4 tissus floraux : pistils, e´tamines,
se´pales et pe´tales. Dans la Contrainte 8, nous choisissons de garder la possi-
bilite´ d’existence d’attracteurs points fixes et cycles limites supple´mentaires.
Ceci permet notablement de trouver d’autres tissus, comme le tissu mutant
’aucune fleur’, comme cela est illustre´ dans la Figure 9.7. E´videmment, des
contraintes sur le comportement peuvent eˆtre rajoute´es, de telle manie`re que
le comportement final ne contienne que 4 points fixes et aucun cycle limite
(NB. nous n’avons trouve´ aucune solution ne comportant aucun cycle limite).
Les connaissances structurelles et les contraintes supple´mentaires sur les
ge`nes sources sont illustre´es dans la Contrainte 7 et le comportement de´crit
par le mode`le ABC est exprime´ dans la Contrainte 8.
Contrainte 7. :
structure(H)
def⇔
Un mode`le est une liste de poids et de seuils
H = [W,T ] ∧
W = [a, b, c, d, e, f, g, h, i, j, k, l,m, n, o, p, q, r, s, u, u, u, u, y, z] ∧
T = [θ1, θ2, θ3, θ4, θ5, θ6, θ7, θ8, θ9, θ10, θ11, θ12] ∧
Contraintes sur les poids
a > b ∧ a > c ∧ a > d ∧ a > e∧ a > |o| ∧
b > l ∧
c > l ∧
d > |f | ∧ d > m ∧ d > n∧
e > d∧ e > n ∧ e > |g| ∧
|f | > |g| ∧
|h| > i ∧
|j| > k∧
m > n∧
|p| > |q| ∧
|s| > |r| ∧
u = 1 ∧
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Tu = 1∧
z = 1 ∧
Contraintes sur les seuils des ge`nes sources
θ1 = 0 ∧
θ6 = 0 ∧
θ7 = 0 ∧
θ12 = 0 ∧
Contraintes sur le seuil de BFU
θ8 = 1
BFU est la fonction boole´enne AND : le 8e`me nœud a e´te´ introduit par Men-
doza et Alvarez-Buylla (1998) pour repre´senter la prote´ine he´te´rodime´rique
forme´e par AP3 (10e`me nœud) et PI (11e`me nœud). Ce complexe forme un
facteur de transcription actif. Les auteurs ont formalise´ cela par la fonction
logique AND agissant en retour sur AP3 et PI. Les poids et les parame`tres de
ce motif hypothe´tique dans le re´seau sont bien de´finis. Ce choix est fait de telle
manie`re que nous pouvons exprimer la formation du complexe dans un mode`le
de Hopfield. Tous les poids du re´seau d’interaction de ce motif sont e´gaux a`
1 et le seuil d’activation de BFU est e´gal a` 1. L’introduction de ce nœud
implique que la fonction B (comme de´finie pre´ce´demment) est l’expression
de BFU ou (inclusivement) l’expression conjointe de PI et AP3. Toutes les
contraintes, y compris celles rajoute´es par Mendoza et Alvarez-Buylla (1998)
et qui n’ont pas de sens (en gris), sont montre´es. Nous gardons uniquement
les contraintes structurelles qui ont du sens (en noir), c’est-a`-dire celles qui
impliquent des poids intervenant dans la meˆme fonction de transition locale.
Contrainte 8. : dynamic(H)
def⇔
186
transition(H,S1, S1)∧ Points fixes
transition(H,S2, S2)∧
transition(H,S3, S3)∧
transition(H,S4, S4)∧
abc functionA(S
1)∧ Attracteur sepale
¬ abc functionB(S1)∧
¬ abc functionC(S1)∧
abc functionA(S
2)∧ Attracteur petale
abc functionB(S
2)∧
¬ abc functionC(S2)∧
¬ abc functionA(S3)∧ Attracteur etamine
abc functionB(S
3)∧
abc functionC(S
3)∧
¬ abc functionA(S4)∧ Attracteur pistil
¬ abc functionB(S4)∧
abc functionC(S
4)
Le pre´dicat abc functionA(S) (resp. abc functionB(S) et abc functionC(S))
est vrai, si et seulement si l’e´le´ment 4 dans S est vrai (resp. 10 et 11 dans S
sont vrais, 9 dans S est vrai).
La Requeˆte 2 ci-dessous est la conjonction des deux Contraintes 7 et
8. Nous demandons a` avoir les cas de satisfiabilite´ des deux contraintes, la
contrainte structurelle et la contrainte sur les comportements :
Requeˆte 2. : dynamic(H) ∧ structure(H)
E´tant donne´ un certain intervalle des valeurs des parame`tres (par ex-
emple, les poids peuvent eˆtre choisis dans l’intervalle [−10, 10] ou dans un
intervalle plus petit comme [−2, 2]), l’ensemble des mode`les peut eˆtre tre`s
grand, mais ne´anmoins il comporte des solutions redondantes. En effet, des
valeurs diffe´rentes des parame`tres (poids et seuils) peuvent donner exacte-
ment le meˆme graphe de transition. Deux mode`les sont e´quivalents, quand
ils ont la meˆme fonction de transition (le meˆme comportement). Ceci nous
ame`ne a` utiliser la notion de ’mode`le minimal’ dans les re´seaux d’automates
a` seuils entiers (Elena, 2009). Un mode`le M , de´fini par un vecteur des seuils θ
et une matrice des poids W , est appele´ minimal, s’il n’y a pas d’autre mode`le
e´quivalent M ′, de´fini par un vecteur des seuils θ′ et une matrice des poids
W ′ tel que ∃ i / |θi| > |θ′i| or ∃ i, j / |wij| > |w′ij|.
En utilisant seulement les contraintes sur la structure (la Contrainte 7)
et en prenant en compte le plus petit intervalle d’entiers pour les poids et les
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seuils qui peuvent mode´liser une fonction de transition a` k arguments (par ex-
emple, les fonctions a` 3 arguments que peut simuler un automate a` seuil, sont
toutes instanciable dans l’intervalle des poids [−2; 2] et l’intervalle des seuils
[−3; 2]) ; plus de 37.3 1010 mode`les (non encore re´duits) sont compatibles avec
les connaissances structurelles sur le re´seau d’Arabidopsis thaliana. Apre`s le
rajout des connaissances dynamiques (la Contrainte 8), il reste seulement
3360 mode`les, de´crivant la morphoge´ne`se florale d’Arabidopsis thaliana, y
compris des mode`les redondants. En utilisant la proce´dure de minimisation de
mode`les de´crite dans Elena (2009) et Glade et al. (2011), nous nous sommes
assure´s qu’il ne restait plus de mode`les redondants. Apre`s cette re´duction fi-
nale, il ne restait plus que 532 solutions minimales, toutes ayant des graphes
de transition diffe´rents. Toutes ces solutions convergent vers les 5 points sta-
tionnaires, de´crivant les 4 tissus floraux et l’absence de tissus, mais quelques
unes exhibent d’autres points stationnaires supple´mentaire et diffe´rents cy-
cles limites. Le mode`le de Mendoza n’appartient pas a` ces solutions, parce
que certaines de ses contraintes (celles qui n’ont pas de sens) sont insatisfi-
ables.
Le mode´lisateur peut rajouter aussi d’autres crite`res s’il juge que seulement
un ou quelques mode`les doivent eˆtre choisis. Par exemple, on peut de´cider
de prendre un crite`re de robustesse dynamique R, de´fini par une fonction
des tailles des bassins d’attraction des diffe´rents tissus. Ce crite`re serait une
mesure de la robustesse structurelle (par exemple, plus la taille d’un bassin
d’attraction est grande, plus il est robuste) (Glade et al., 2011). Pour illustrer
ceci, une des solutions est montre´e sur la Figure 9.8.
9.4 Conclusions
Nous avons montre´ comment diffe´rentes requeˆtes peuvent eˆtre imple´mente´es
sous la forme d’un ensemble de contraintes ; les connaissances initiales sont
e´crites de manie`re naturelle en utilisant ce paradigme. Nous sommes capables
d’imposer des contraintes qui concernent les comportements et la structure,
afin d’avoir l’ensemble des solutions consistantes avec les connaissances bi-
ologiques. Cet ensemble peut eˆtre encore re´duit jusqu’a` arriver a` une solution
unique, via le rajout d’hypothe`ses et de nouvelles connaissances.
En ge´ne´ral, les connaissances initiales ne sont pas comple`tes (pour le bonheur
des mode´lisateurs) et on aura plus d’une solution. Il est tout de meˆme possible
de n’en avoir aucune ; c’est typiquement le cas quand les connaissances ini-
tiales contiennent une contradiction. En montrant que le mode`le de Mendoza
de la morphoge´ne`se florale d’Arabidopsis thaliana n’est pas unique (tous les
mode`les instancie´s obtenus satisfont les contraintes utilise´es par Mendoza et
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WHs =

1 0 0 0 0 0 0 0 0 0 0 0
1 0 −1 0 0 0 0 0 0 0 0 0
−1 −1 0 3 2 0 0 0 0 0 0 0
−1 0 2 0 0 0 0 0 −1 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 1 0
0 −3 1 −2 0 −1 0 0 0 0 0 0
0 0 2 0 0 0 1 3 0 0 0 −1
0 0 2 0 0 0 1 3 0 0 0 −1
0 0 0 0 0 0 0 0 0 0 0 0

θHs =

0
0
0
−1
0
−1
−1
1
−2
3
3
0

Comportements de Hs :
# Attractor Cell Type Size
F1 001111100000 Sepal 630
F2 000001101000 Carpel 42
F3 001111110110 Petal 126
F4 000001111110 Stamen 2
F5 110001100000 NoFlower 252
F6 101111100000 — 240
F7 101111110110 — 80
F8 110001110110 — 12
C1 001001100000 — 384
000111101000
C2 111001100000 — 564
100111100000
C3 000111101110 — 152
001001110000
C4 111001110000 — 284
100111100110
C5 001111100110 — 588
001111110000
C6 101111110000 — 320
101111100110
C7 110001110000 — 120
110001100110
C8 111001100110 — 108
100111110000
C9 000001101110 — 20
000001111000
C10 001001100110 — 72
000111111000
C11 000111111110 — 32
001001110110
C12 111001110110 — 68
100111110110
Figure 9.8 – Parame`tres du re´seau Hs et de ses comportements. Hs
est une instanciation se´lectionne´e (a` partir de la maximisation d’un crite`re
de robustesse R qui prend en compte la taille des bassins d’attraction des
tissus floraux et du tissus “non floral”) a` partir de l’ensemble des solutions
consistantes qu’on obtient.
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Alvarez-Buylla (1998), en supprimant les contraintes qui n’ont pas de sens),
et que d’autres comportements possibles existent (des attracteurs cycliques
supple´mentaires qui peuvent correspondre a` des activite´s rythmiques de l’ac-
tivite´ cellulaire), nous projetons de mettre en garde les biologistes contre
une acceptation trop confiante en leur mode`le. Les biologistes construisent
leurs mode`les en suivant des approches par essais et erreurs, qui peuvent
converger progressivement sur un seul mode`le plausible, qui pourrait devenir
une re´fe´rence dans la litte´rature. Nous insistons sur le fait que la plupart du
temps, leurs mode`les ne sont pas uniques. La technique pre´sente´e ici con-
stitue un outil performant pour infe´rer de nouvelles proprie´te´s et sugge´rer de
nouvelles expe´riences aux biologistes. Quelques uns parmi nous ont applique´
cette approche pour la mode´lisation du stress nutritionnel du re´seau d’E.
coli, en utilisant le formalisme de R. Thomas (Corblin et al., 2009).
Ici, nous avons utilise´ dans le contexte des approches par contraintes, le for-
malisme des re´seaux Hopfield-semblables. Ceci est une nouveaute´ qui e´largit
le champ des applications possibles. Nous projetons d’appliquer cette tech-
nique a` un formalisme plus large, qui pourrait inclure des automates a` seuil,
mais aussi des fonctions boole´ennes simples (AND, OR, XOR, ...) ou com-
plexes (des modules compose´s de plusieurs fonctions logiques).
L’ensemble des solutions peut eˆtre grand. Dans ce cas, il n’est ni possible, ni
utile, d’e´nume´rer toutes les solutions. Dans le cas du re´seau de re´gulation de
la morphoge´ne`se de la fleur d’Arabidopsis thaliana, il est possible d’effectuer
des e´nume´rations et d’appliquer des crite`res supple´mentaires d’optimisation.
Comme cela est indique´ par Alon (2003), la modularite´ et l’utilisation des
circuits re´currents sont des principes communs aux re´seaux biologiques et
aux re´seaux conc¸us par inge´nierie. Nous pouvons prendre avantage de ces
principes pour re´duire le nombre des mode`les ou pour concevoir de nouveaux
re´seaux Hopfield-semblables, en utilisant la re´currence des modules comme
contraintes supple´mentaires. Par ailleurs, plusieurs mode`les sont tre`s simi-
laires et ne sont pas diffe´rentiables, a` moins d’avoir des donne´es biologiques
pre´cises.
Nous allons de´velopper maintenant des crite`res de classification et de tax-
onomie, en conside´rant des probabilite´s de transition entre les e´tats et la taille
des bassins d’attractions (crite`re de robustesse), afin d’extraire la meilleure
instance (la plus centre´e) ou un mode`le me´dian.
Finalement, nous nous sommes concentre´s sur le mode de mise a` jour par-
alle`le, mais d’autres modes de mise a` jour plus inte´ressants et biologique-
ment adapte´s devraient eˆtre conside´re´s comme le mode de mise a` jour bloc-
se´quentiel et le mode de mise a` jour bloc-paralle`le (Demongeot et al., 2008).
Enfin, un effort supple´mentaire devrait eˆtre effectue´ pour proposer un en-
semble d’outils logiciels graphiques afin de convertir les donne´es biologiques
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en une notation approprie´e pour les solveur SAT, e´ventuellement pour con-
struire un carnet de laboratoire intelligent.
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Chapitre 10
Taxonomie des re´seaux de
re´gulation ge´ne´tique
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Au Chapitre 9, nous avons de´crit et applique´ une approche par contrainte
pour la de´termination des re´seaux Hopfield-semblables. Une application a
e´te´ consacre´e a` la de´termination du re´seau de re´gulation de la morphogene`se
de la fleur d’Arabidopsis thaliana (Mendoza et Alvarez-Buylla, 1998). Les
connaissances initiales sur la dynamique et la structure du re´seau prove-
naient de Mendoza et Alvarez-Buylla (1998) (voir la Figure 10.1). Nous les
avons traduites en connaissances de structure (l’architecture du re´seau et les
ine´galite´s entre les poids et les seuils) et en connaissances sur la dynamique.
Nous avons aussi supprime´ des contraintes qui n’avaient pas de sens (voir la
Figure 10.1). Ces contraintes sont des ine´galite´s entre les poids d’interaction
agissant sur des nœuds diffe´rents (par exemple l’ine´galite´ a > b > l > 0).
Les contraintes dynamiques sont telles que le re´seau doit tendre vers 4 tissus
physiologiques (points stationnaires), qui correspondent aux pe´tales, se´pales,
pistils et e´tamines, ainsi qu’un autre point stationnaire qui correspond a`
l’absence de fleur, appele´ attracteur ’no flower’ par Mendoza et Alvarez-
Buylla (1998). A` l’issue de cette e´tude, toute une population de mode`les
a e´te´ trouve´e. Elle compte environ 39 millions de mode`les possibles, toutes
compatibles avec les parame`tres de structure, pour un intervalle de poids de
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[−10, 10]. Quand nous ajoutons les connaissances dynamiques, cette popu-
lation chute a` 3360 mode`les non minimaux. Finalement, parmi ces derniers,
on ne garde que 532 mode`les qui sont appele´s mode`les minimaux. Tous ces
mode`les convergent vers les points stationnaires observe´s expe´rimentalement,
mais quelques-uns ont aussi d’autres points stationnaires et des cycles limites.
Comme pre´vu, le mode`le de Mendoza et Alvarez-Buylla (1998) n’appartient
pas a` cette population, a` cause de la pre´sence d’insatisfiabilite´, engendre´e par
des ine´galite´s qui n’ont pas de sens. Nous avons montre´ un de ces mode`les
a` titre d’exemple. Dans ce chapitre, nous allons refaire un point sur la min-
imisation des mode`les. Puis, nous verrons comment il est possible de faire
une classification des diffe´rentes solutions obtenues. Cette classification peut
se fonder sur un crite`re de robustesse, qui est une fonction de la taille des
bassins d’attraction des diffe´rents tissus floraux. Cette classification permet
une taxonomie des re´seaux de re´gulation possibles. Nous allons discuter de
l’importance de la taille des bassins d’attraction et de leur relation a` la ro-
bustesse des re´seaux biologiques.
Par ailleurs, nous reviendrons sur quelques points a` ne pas ne´gliger, quand
on fait de la mode´lisation, meˆme si le formalisme utilise´ paraˆıt simple.
10.1 Mode`les minimaux
Deux mode`les sont dits e´quivalents, quand ils exhibent les meˆmes paysages
dynamiques (comportements). Nous appelons intervalle des parame`tres le
plus petit intervalle I ⊂ Z auquel appartiennent tous les parame`tres du
mode`le, c’est-a`-dire les poids et les seuils. Un mode`le O, ayant IO comme in-
tervalle des parame`tres est dit minimal, s’il n’existe pas de mode`le e´quivalent
M ayant IM comme intervalle des parame`tres, tel que IM ⊂ IO et IM 6= IO.
Un exemple est donne´ sur la Figure 10.2, pour expliquer la notion de mode`le
minimal. Raisonner plutoˆt sur les mode`les minimaux quand on veut for-
maliser les connaissances biologiques sur un re´seau de re´gulation a plus de
sens. Dans un mode`le non minimal, le poids d’une interaction d’un ge`ne g1
sur un ge`ne g2 peut avoir une valeur non nulle, alors que la modification de
l’e´tat de g1 n’induit aucune modification de l’e´tat de g2. L’interaction ne sera
donc pas prise en compte. Un membre de notre e´quipe, le premier a` avoir
traite´ ce proble`me (Elena, 2009), a e´labore´ un algorithme de re´duction per-
mettant de passer d’un mode`le (un re´seau instancie´) a` un mode`le minimal.
Les connaissances sur les re´gulations et leur importance l’une par rapport
a` l’autre prennent plus de sens dans un mode`le minimal. Nous rappelons
que ce genre de comparaison dans les re´seaux de Hopfield-semblables ne doit
pas se faire entre des re´gulations ayant des ge`nes cibles diffe´rents. Seules
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Figure 10.1 – Re´seau de Hopfield-semblable de la re´gulation de
la morphogene`se de la fleur d’Arabidopsis thaliana. (En haut) Le
sche´ma du re´seau de re´gulation comportant 12 nœuds, tel qu’illustre´ par
Mendoza et Alvarez-Buylla (1998). (En bas) Une photographie de la fleur
d’Arabidopsis thaliana. (A` droite) La liste des contraintes structurelles et
des contraintes dynamiques fournies par Mendoza et Alvarez-Buylla (1998).
Nous indiquons, en surbrillance de gris, les contraintes structurelles que nous
conservons dans les mode`les minimaux. Toutes les contraintes sur la dy-
namique sont conserve´es. Les ine´galite´s que nous avons rejete´es concernent
des interactions qui agissent sur diffe´rents nœuds cibles et n’ont pas de sens
dans le formalisme des re´seaux Hopfield-semblables.
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les comparaisons impliquant des poids appartenant a` une meˆme ligne de la
matrice des interactions ont du sens. Le mode`le minimal n’est souvent pas
M1 est un mode`le non-minimal
W =
 0 0 00 0 0
1 2 0
 θ =
 00
2

IM1 = [0, 2]
M2 est le mode`le minimal correspondant
W =
 0 0 00 0 0
1 1 0
 θ =
 00
1

IM2 = [0, 1]
θ1
θ2
θ3
w31
w32
Figure 10.2 – Mode`le quelconque et mode`le minimal d’une fonc-
tion boole´enne de type AND. La fonction boole´enne AND peut eˆtre
repre´sente´e par 3 nœuds : les e´tats des nœudsN1 etN2 (resp.N3) repre´sentent
les entre´es (resp. les sorties). Le mode`le M1 et le mode`le M2 sont e´quivalents.
Leurs matrices d’interaction et leurs seuils respectifs sont donne´s. Ces deux
mode`les ont la meˆme dynamique, M2 est cependant minimal, puisqu’il n’y a
pas de mode`le e´quivalent ayant des parame`tres de poids et de seuils contenus
dans un intervalle plus petit que IM2 .
unique. D’autres possibilite´s d’instanciation sont possibles, en restant dans
un intervalle de parame`tres identique. Ces solutions sont ce que nous ap-
pelons “solutions redondantes”. Apre`s re´duction d’un ensemble de mode`les
en un ensemble de mode`le minimaux, les solutions redondantes peuvent eˆtre
e´limine´es. Un simple algorithme de comparaison des dynamiques peut ef-
fectuer cette re´duction. L’ensemble final est un ensemble qui ne comporte
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pas de solutions redondantes. Nous n’avons pas effectue´ cette dernie`re e´tape,
en raison du couˆt en calcul que pourrait engendrer une telle ope´ration. Il
faudrait calculer le graphe de transition pour chaque mode`le et e´liminer ceux
qui ont le meˆme graphe. Ne´anmoins, l’ensemble final qu’on obtient dans notre
application est relativement petit. L’ope´ration de minimisation nous a permis
de passer de 3360 mode`les non minimaux a` 532 mode`les minimaux.
10.2 Taxonomie, optimalite´ et robustesse des
re´seaux de re´gulation
A` pre´sent, nous avons 532 mode`les diffe´rents et valides de re´seaux de
re´gulation de la morphogene`se de la fleur d’Arabidopsis thaliana. Que peut-
on faire avec ? Quel mode`le choisir et sur quel crite`re ? Faut-il se re´soudre
a` choisir un seul mode`le ? Peut-on re´duire encore ces groupes en classes ho-
moge`nes ? La taille des bassins d’attraction a-t-elle un sens en biologie ?
Une premie`re manie`re d’appre´hender un ensemble de mode`les est de regarder
la corre´lation entre les diffe´rentes tailles des bassins d’attraction, tel qu’il-
lustre´ sur la Figure 10.3. Nous allons regarder seulement les attracteurs points
fixes correspondant aux 4 tissus physiologiques et l’attracteur correspondant
a` l’absence de fleur (no flower). On observe en premier lieu qu’il existe
une corre´lation entre la taille de ces bassins d’attraction, par exemple les
bassins des pe´tales et des se´pales sont positivement corre´le´s, c’est-a`-dire que
la taille du bassin d’attraction des se´pales augmente, en ge´ne´ral, quand celle
du bassin des pe´tales augmente. Cette situation est identique pour les pis-
tils et les e´tamines. Inversement, chacune des tailles des bassins des pe´tales
et des se´pales est inversement corre´le´e a` chacune des tailles des bassins des
e´tamines et des pistils. Si nous conside´rons ces mode`les, non pas comme des
mode`les inde´pendants les uns avec les autres, mais comme des variantes d’un
mode`le ide´al, alors ces re´sultats ont un sens. Les pistils et les e´tamines sont
co-localise´s et ont la meˆme fonction, une fonction de reproduction pour la
plante ; ceci est le cas pour les pe´tales et les se´pales, qui ont un roˆle protecteur
pour les organes reproducteurs de la plante et attracteur pour les insectes
qui les fe´condent. Appelons ces tissus des co-tissus. Si une variation (ou une
mutation) a lieu dans le re´seau pour un tissu, alors cette variation affecte son
co-tissu. Cela signifie qu’il y aurait deux strate´gies qui sont en concurrence
pour la plante : soit une augmentation de la taille des tissus protecteurs,
soit celle des tissus reproducteurs. L’autre observation faite sur ce graphique
correspond a` la pre´sence de groupes homoge`nes de mode`les de re´seaux. Dans
la nature, on observe cette balance entre la taille des tissus protecteurs de
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la fleur et des organes sexuels. Certaines orchide´es ont ainsi des pe´tales et
se´pales tre`s grands et des organes reproducteurs tre`s petits. C’est l’inverse
pour la che`vrefeuille. Des compromis existent e´galement, par exemple le lys.
La taille d’un bassin d’attraction donne une ide´e de la robustesse du tissu
correspondant, face aux fluctuations qui peuvent affecter l’e´tat d’un re´seau.
On peut calculer la probabilite´ de transition d’un bassin a` un autre en rem-
plac¸ant la fonction de transition de´terministe par une fonction probabiliste.
Les automates du re´seau deviennent des machines de Boltzmann parame´tre´es
chacune par un parame`tre de tempe´rature. Une analyse des probabilite´s de
transition dans le mode`le propose´ par Mendoza et Alvarez-Buylla (1998) a
e´te´ faite par Sene´ (2008). En ge´ne´ral, plus la taille d’un bassin d’attrac-
tion est grande, plus il est robuste et plus une perturbation affectant des
e´tats situe´s dans d’autres bassins a des chances de faire changer de bassin
(Elena et Demongeot, 2008; Ben Amor et al., 2008; Demongeot et al., 2008;
Ben Amor et al., 2009). Ceci n’est pas que le seul facteur ; la distance de
Hamming moyenne entre les bassins en est un autre. La taille d’un bassin
d’attraction est alors un bon candidat pour e´valuer la robustesse d’un re´seau.
Nous proposons un score base´ sur la taille des bassins d’attraction des 5 at-
tracteurs impose´s aux 532 mode`les. Dans la Figure 10.4, deux exemples de
classification fonde´s sur un calcul diffe´rent de score sont montre´s. Un tra-
vail plus approfondi quant au calcul de ces scores serait le bienvenu, mais
l’ide´e ici est de voir apparaˆıtre des groupes homoge`nes de mode`les, tel qu’il-
lustre´ dans la Figure 10.3. Re´cemment, dans une se´rie d’articles, Demongeot
et Waku (2012a,b,c,d) proposent une mesure de la stabilite´ des re´seaux de
re´gulation ge´ne´tique fonde´e sur la mesure de l’entropie e´volutionnaire. Dans
la Figure 10.4 a` droite, on peut voir la classification des mode`les en 4 groupes
distincts. En utilisant une analyse en composantes principales, dans l’espace
des mode`les (via le calcul de la matrice de covariance des mode`les), nous con-
firmons les observations faites sur la Figure 10.4. Les composantes principales
sont des combinaisons line´aires des 532 mode`les. En projetant les mode`les sur
les nouveaux espaces forme´s par les composantes principales, nous pouvons
distinguer 4 groupes homoge`nes (voir la Figure 10.6 et la Figure 10.5). Dans
ce contexte, les composantes principales sont des combinaisons line´aires de
mode`les et repre´sentent donc des mode`les type.
Plusieurs autres me´thodes de classification sont possibles, comme l’utilisation
de me´thodes de distance (k-means) pour classer les mode`les selon un crite`re
de distance de Hamming entre les bassins d’attraction de chaque mode`le.
L’analyse par clusters propose une autre vision de ces mode`les : une organ-
isation e´volutionnaire. L’utilisation d’une telle me´thode fait imme´diatement
penser aux arbres phyloge´ne´tiques, applique´s non pas a` des se´quences ge´ne´tiques,
mais a` des architectures de re´seaux dans lesquels ces se´quences sont im-
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Figure 10.3 – Diagramme de corre´lation des tailles des bassins d’at-
traction des 532 mode`les valides pour Arabidopsis thaliana. Chaque
point ici repre´sente un mode`le minimal valide obtenu par l’approche par con-
traintes avec le formalisme de Hopfield. On distingue nettement 4 groupes,
note´s G1 a` G4, qui ont e´te´ colore´s en se fondant sur l’indice de clustering
d’un k-means pre´alablement calcule´. Ce code couleur est le meˆme pour les
3 figures suivantes. A noter que les points ont e´te´ le´ge`rement de´cale´s entre
eux par rapport a` leurs valeurs normales pour rendre de compte visuellement
de la quantite´ de mode`les dans chaque groupe. Ces groupes contiennent un
nombre e´gal de mode`les, a` savoir 133. On remarque de fortes corre´lations pos-
itives entre les bassins des 2 tissus protecteurs (se´pales et pe´tales) et entre
les bassins des 2 tissus intervenant dans la reproduction (pistil et e´tamines).
En revanche, on voit aussi que ces 2 types de tissus (protecteurs et repro-
ducteurs) sont ne´gativement corre´le´s entre eux. Ces 4 groupes peuvent eˆtre
compris comme 4 strate´gies de morphogene`se florale diffe´rentes (ex : repro-
duction privile´gie´e par rapport a` la protection) avec diffe´rentes robustesses
associe´es (tailles des bassins). Arabidopsis thaliana pourrait n’appartenir qu’a`
un seul de ces groupes. Si l’on conside`re le mutant ’no flower’, on observe que
cette composante semble se´parer l’ensemble des mode`les en 2 grands groupes :
ceux pour lesquels la mutation est peu robuste, et ceux pour laquelle elle est
bien installe´e.
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Figure 10.4 – Classification des mode`les valides, selon un score de
robustesse. (En bas) Le score est affiche´ selon un ordre croissant. Il est
calcule´ (A` gauche) selon la somme des tailles des 4 bassins d’attraction
des pe´tales, se´pales, pistils et e´tamines, moins la taille du bassin d’attraction
du ’no flower’ (le score optimal a une valeur nulle), ou (A` droite) selon le
produit de fonctions gaussiennes centre´es sur la taille optimale de chaque
bassin d’attraction des 4 tissus, celle du ’no flower’ e´tant centre´e sur 0 (le
score optimal a une valeur = 1). La taille optimale est ici la taille moyenne
des 4 tissus pris ensemble. Ce calcul revient a` trouver 4 groupes optimaux
via une me´thode de distances (k-means), en minimisant les variances intra-
groupes et en maximisant les variances inter-groupes. (En haut) En utilisant
ces scores, on peut classer les mode`les a` l’aide d’un diagramme en baˆtons,
chaque baˆton correspond au cumul des tailles des 4 bassins d’attraction.
(En haut a` droite) 4 groupes distincts apparaissent : (A) un grand bassin
d’attraction des se´pales, (B) un grand bassin d’attraction des pistils, (C) un
grand bassin d’attraction des pe´tales, (D) tous e´quitablement re´partis.
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plique´es. Nous pensons effectivement que ces mode`les, en fonction de leur
distance, contiennent des parties plus ou moins communes. Cela peut-eˆtre vu
effectivement comme l’arbre e´volutif de la morphogene`se florale (voir la Fig-
ure 10.7). Arabidopsis thaliana appartient probablement a` une des branches
de cet arbre, tandis que d’autres plantes ont suivi d’autres strate´gies, mais
toutes de´rivent d’un mode`le commun capable de ge´ne´rer une fleur comple`te.
Loin d’eˆtre une simple curiosite´, faire une taxonomie des mode`les peut
s’ave´rer une me´thodologie efficace pour re´duire l’ensemble des mode`les valides
que peut fournir une approche par contraintes. L’ide´al serait de trouver des
crite`res traduisibles en contraintes pour se´parer ces groupes. Aux dernie`res
nouvelles, cela est possible par une technique d’unification, imple´mente´e dans
un nouveau langage de´claratif appele´ ASP, acronyme de Answer Set Pro-
gramming. Ces crite`res, dans le cas de la morphogene`se florale d’Arabidopsis
thaliana, pourraient eˆtre obtenus a` partir d’observations faites sur la ro-
bustesse des tissus floraux vis-a`-vis des perturbations externes lors de son
de´veloppement.
Nous n’avons pas discute´ de l’importance des autres acteurs, tels que
les cycles limites ou les points fixes non impose´s au de´part. Nous pensons
qu’on ne peut pas les ignorer dore´navant, car il s’agit d’e´tats du re´seau que
le syste`me peut rejoindre en fonction de sa condition initiale. Les syste`mes
re´els fluctuent et, de temps en temps, l’e´tat du syste`me peut faire un saut d’un
attracteur a` un autre. Cela serait plus facile et demanderait moins de fluc-
tuations, si l’attracteur source avait un bassin d’attraction plus petit qu’un
attracteur cible. Ces attracteurs sources peuvent eˆtre des points fixes ou des
cycles limites qui ont des petits bassins d’attraction. Ils peuvent correspon-
dre a` des cellules souches ayant des degre´s diffe´rents de diffe´rentiation, si on
conside`re le processus de diffe´rentiation comme un processus fonde´ sur des
fluctuations affectant les diffe´rents e´tats situe´s dans un bassin souche. Une
e´tude future devrait les inte´grer comme crite`re de classification des mode`les
et permettre une analyse de la diffe´rentiation en partant de la taille des
bassins d’attraction. La taille optimale des bassins est a` de´terminer a` partir
des expe´riences biologiques sur la robustesse du de´veloppement des diffe´rents
tissus sous perturbation : si la diffe´rentiation ou l’home´ostasie d’un tissu est
robuste ou re´sistante aux perturbations, alors son bassin d’attraction est a
priori de grande taille.
10.3 Conclusions et perspectives
Dans la premie`re partie de ce travail, nous avons discute´ des diffe´rents
proble`mes qu’on peut rencontrer lors du de´veloppement d’un mode`le de
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Figure 10.5 – Analyse en composantes principales sur l’espace des
variables (bassins d’attractions). Cette figure montre les re´sultats de
2 analyses en composantes principales faites sur l’espace des variables, les
variables e´tant ici les tailles des bassins d’attraction des 4 tissus (se´pales,
pe´tales, pistil et e´tamines) seuls (graphiques du haut) et en prenant aussi
en compte le bassin d’attraction du mutant ’no flower’ (graphiques du bas).
Dans ce contexte, la matrice de covariance est de taille 4x4 (5x5, si on prend
en compte le mutant ’no flower’) et les composantes principales repre´sentent
des combinaisons line´aires entre les bassins des diffe´rents tissus, autrement
dit, elles repre´sentent de nouveaux tissus types. L’analyse a e´te´ faite sur des
donne´es re´duites, les variances e´tant assez e´leve´es entre variables. Le re´sultat
est cependant assez semblable sur des donne´es non re´duites. On voit que, dans
les 2 cas, on ne retient que 2 a` 3 composantes principales, les 2 premie`res
couvrant plus de 90% de l’information. Les diagrammes du milieu montrent
les projections des anciennes variables (bassins des 4 ou 5 tissus) dans l’espace
des composantes. On y lit les corre´lations entre variables. Avec 4 tissus, les
valeurs de la matrice de corre´lations montrent que les pe´tales et les se´pales
sont tre`s peu corre´le´es entre eux (moins de 1%), que les pe´tales sont corre´le´es
ne´gativement a` 74% avec les e´tamines et ne´gativement a` 48% avec le pistil.
Ces derniers sont corre´le´s positivement a` 35% entre eux. Les graphiques de
droite montrent la projection des mode`les dans l’espace des composantes
principales. On y retrouve les 4 groupes G1 a` G4 montre´s pre´ce´demment
dans le diagramme de corre´lation.
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Figure 10.6 – Analyse en composantes principales sur l’espace des
mode`les. Cette fois, l’analyse en composantes principale a e´te´ faite dans
l’espace des mode`les. Les variables conside´re´es sont donc les 532 mode`les
solutions et on calcule des bassins d’attraction moyens, 4 si on ne prend
que les 4 tissus (se´pales, pe´tales, pistil et e´tamines) seuls (graphiques du
haut) et 5 si on prend aussi en compte le mutant ’no flower’ (graphiques du
bas). Dans ce contexte, les composantes principales repre´sentent des combi-
naisons line´aires entre mode`les, autrement dit elles repre´sentent de nouveaux
individus types. Ce type d’analyse permet de faire ressortir des groupes ho-
moge`nes de mode`les. L’analyse a e´te´ faite sur des donne´es non re´duites. On
voit que, dans les 2 cas, on ne retient que 2 a` 3 composantes principales, les
2 premie`res couvrant plus de 90% de l’information. Les graphiques de droite
montrent la projection des mode`les dans l’espace des composantes princi-
pales (nouveaux mode`les). On y retrouve les 4 groupes G1 a` G4 montre´s
pre´ce´demment dans le diagramme de corre´lation. On voit que G1 et G2 se
retrouvent principalement dans un meˆme groupe homoge`ne, les mode`les de
G1 ayant fortement contribue´ a` sa formation, G4 constitue le 2e`me groupe
homoge`ne et G3 appartient un peu aux deux.
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re´seau de re´gulation biologique. Nous avons introduit une nouvelle approche
(une approche par contraintes) peu utilise´e en biologie syste´mique, mais qui
se re´ve`le utile dans l’infe´rence logique des mode`les, en partant des connais-
sances expe´rimentales. Toutes les connaissances conside´re´es du de´but a` la
fin de notre travail ont la meˆme importance. La notion de minimalite´ des
mode`les a e´te´ aussi re´introduite, pour comple´ter notre approche d’infe´rence
des re´seaux Hopfield-semblables. Ces points seront de´veloppe´s lors de prochains
articles.
Avec ce type d’approche, on peut aussi de´tecter les incohe´rences dans les
connaissances expe´rimentales par l’utilisation de me´thodes de relaxation de
contraintes. Un autre inte´reˆt est l’infe´rence de nouvelles connaissances con-
cernant les relations entre la structure et la dynamique, telles les associa-
tions de motifs re´currents, comme les circuits positifs et les circuits ne´gatifs
pre´sents dans la structure du graphe des interactions, a` l’origine de certaines
dynamiques particulie`res.
Le lien avec la premie`re partie de cette the`se est possible, en imposant des cy-
cles limites capables de se synchroniser plus facilement, en utilisant le moins
de perturbations possibles affectant leurs composantes. Ces cycles limites
serait construits de telle manie`re qu’ils devraient relaxer sur une phase par-
ticulie`re apre`s une perturbation minimale affectant quelques-unes des com-
posantes du syste`me e´tudie´. L’inte´reˆt serait l’e´tude des comportements fa-
vorisant une re´ponse globale, ou` les effets individuels seraient mis a` con-
tribution pour exhiber une re´ponse collective. A` l’e´chelle d’une population
de re´seaux, cela se traduit par une re´ponse synchrone globale favorisant un
comportement collectif. Un de´veloppement possible de cette approche serait
d’ajouter de nouvelles contraintes qui pourraient inte´grer les diffe´rents modes
de mise a` jour (paralle`le, se´quentiel et bloc-paralle`le).
Tous ces nouveaux de´veloppements nous permettent d’imaginer un cahier de
laboratoire intelligent : le biologiste rajouterait ainsi de nouvelles connais-
sances au cahier, comme une se´rie d’expe´riences concernant les activations
et les inhibitions des ge`nes et les observations sur les dynamiques, par ex-
emple a` l’issue d’observations de mesure d’expression sur des acquisitions de
type microarrays. Au fur et a` mesure que les acquisitions seraient faites, elles
seraient automatiquement traduites sous forme de contraintes injecte´es par la
suite dans un solveur de satisfiabilite´, qui infe`rerait l’ensemble des mode`les
compatibles avec les observations expe´rimentales. Cette de´marche s’inscrit
dans la philosophie de la falsifiabilite´ de Popper.
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Les perspectives de ces travaux sont nombreuses. Elles concernent, en ge´ne´ral,
la controˆlabilite´ et l’inge´nierie de syste`mes complexes.
11.1 Perspectives de la partie II
Dans cette partie de la the`se, nous nous sommes inte´resse´s initialement au
processus de l’e´vocation mne´sique. Nous avons suppose´ que, dans une popu-
lation d’oscillateurs homoge`nes, ce processus se re´sume en une perturbation
qui rame`ne toute la population au voisinage d’un isochron. Cet isochron est
associe´ a` une information code´e sur un fragment du cycle limite. La mise en
synchronie de la population d’oscillateurs amplifierait le signal code´ associe´
a` ce fragment. De cette manie`re, l’information d’inte´reˆt est se´lectionne´e et,
ainsi, la synchronisation permet a` ce signal de de´passer un seuil qui rend cette
information disponible a` la lecture. Afin de rendre tenable une telle the´orie,
nous nous sommes fixe´s comme objectif la construction d’un syste`me qui
mime ce fonctionnement.
11.1.1 Re´sume´ de´taille´
D’un point de vue e´piste´mologique, cette approche est similaire a` l’ap-
proche adopte´e dans le domaine de la vie artificielle. Ce champ scientifique
cherche a` comprendre comment juxtaposer, dans un meˆme syste`me, des
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principes tels que l’e´mergence, l’auto-organisation et l’autopo¨ıe`se. l’inte´reˆt
est de mettre en e´vidence les e´le´ments ne´cessaires a` la coexistence de ces
principes au sein d’un meˆme syste`me, pour une meilleure compre´hension
du vivant. Afin d’arriver a` cela, la vie artificielle se fonde sur l’utilisation
de syste`mes n’ayant pas ne´cessairement un fondement biophysique impor-
tant, mais plutoˆt phe´nome´nologique. De ce fait, comme nous l’avons e´nonce´
pre´ce´demment, notre motivation principale est de construire un syste`me a`
vise´e technologique, dans le cadre d’une mode´lisation phe´nome´nologique. Il
ne s’agit donc en aucun cas d’une mode´lisation biophysique ou qualitative.
Il s’agit de l’inge´nierie d’un syste`me artificiel, motive´e par l’imitation du
phe´nome`ne d’e´vocation mne´sique. La principale difficulte´ ici est d’arriver
a` faire coexister convenablement des me´canismes de synchronisation et de
de´synchronisation au sein d’un meˆme syste`me d’e´vocation.
Les hypothe`ses qui portent sur ce phe´nome`ne viennent des neurosciences,
comme le roˆle de la synchronisation dans la segmentation ou la reconstitution
d’un percept et ses diffe´rentes modalite´s, et la ne´cessite´ de la de´synchronisation
neuronale dans la de´sperse´ve´ration comportementale. Malgre´ le fait que ces
hypothe`ses viennent des neurosciences, leur exploration ne nous contraint
pas a` utiliser des mode`les biophysiques de neurones ou d’oscillateurs neu-
ronaux issus des neurosciences. En effet, les exemples d’oscillateurs a` cycle
limite sont nombreux et ils concernent aussi bien les syste`mes vivants, que
des syste`mes mathe´matiques ou technologiques. Nous avons donc suppose´
qu’il e´tait important d’identifier les caracte´ristiques mathe´matiques qui nous
permettent d’envisager d’imple´menter le phe´nome`ne d’e´vocation mne´sique
sur un plan plus large que celui des oscillateurs neuronaux. Ce plan rejoint
celui qui est e´nonce´ dans le livre “Sync : The emerging science of spontaneous
order”, par Strogatz (2003).
Pour re´sumer, nous nous sommes impose´s les spe´cifications suivantes :
– le syste`me est constitue´ de populations d’oscillateurs identiques,
– l’information me´morise´e est associe´ a` un fragment du cycle limite,
– le type d’information me´morise´e est spatial (par exemple, une image)
ou se´quentiel (par exemple, un mot binaire ou un signal temporel),
– les entre´es dans le syste`me se font via des perturbations instantane´es,
sans restriction sur leurs intensite´s,
– le syste`me posse`de un me´canisme lui permettant de se de´synchroniser
a` la suite d’une e´vocation.
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Pour mettre en place ces spe´cifications, nous avons commence´ par e´tudier
les isochrons de certains syste`mes classe´s selon leur syme´trie. Cette e´tude
nous a permis de voir ce qui est le plus important pour proce´der au controˆle
d’une population d’oscillateurs par perturbations instantane´es : la re´gularite´
du resserrement et de l’e´cartement des isochrons est a` prendre en compte
dans le choix d’un oscillateur. Ide´alement, un oscillateur qui posse`derait des
isochrons s’e´cartant en dehors du cycle limite serait le plus adapte´ pour le
controˆle de sa re´organisation par des perturbations instantane´es.
Dans une deuxie`me phase, nous avons imagine´ plusieurs proce´dures pour
l’impression et la lecture d’une donne´e sur une population d’oscillateurs. Elles
concernent les oscillateurs, choisis a` l’issue du premier travail, qui valident
ce crite`re qualitatif. Il s’agit des oscillateurs de Wilson-Cowan et de l’oscilla-
teur anharmonique. Ces proce´dures de´pendent du type de donne´es que l’on
veut stocker, c’est-a`-dire de donne´es spatiales (par exemple une image) ou
de donne´es se´quentielles (un mot binaire ou un signal temporel). Dans le cas
d’une image, nous associons une direction de perturbation a` la couleur d’un
pixel (ou a` un niveau de gris). Ceci est une autre manie`re pour dire qu’on
associe un isochron a` une couleur (ou a` un niveau de gris). Dans le cas d’une
information se´quentielle, l’association est faite entre un isochron et l’index
se´quentiel (par exemple un temps discret ou un ordre de lecture d’un signal)
et la valeur de l’intensite´ du signal est de´termine´e par le nombre d’oscilla-
teurs synchronise´s autour de l’isochron associe´ a` l’index de cette donne´e. C’est
ce que nous de´signons lorsque nous parlons de l’association d’une donne´e a`
un fragment du cycle limite. Dans ces deux applications, l’association est
faite entre un fragment du cycle limite et des informations se´miques (par
exemple, la couleur d’un pixel dans le cas d’une image ou l’ordre de lec-
ture d’une donne´e dans le cas d’un signal ou d’un mot binaire). Dans le cas
d’une information se´quentielle, il existe une autre manie`re de proce´der a` cette
association. Elle consiste a` faire une association ’en dur’ entre l’information
se´quentielle et un fragment du cycle limite. Cela veut dire qu’on doit proce´der
a` la modification de la forme ge´ome´trique du cycle limite (dans l’espace des
e´tats du cycle limite). La lecture de l’information me´morise´e serait ainsi une
synchronisation d’une population d’oscillateurs sur ce fragment du cycle lim-
ite pour extraire le signal qui lui est associe´. Ce travail est en cours et portera
le nom de transformation en dynalets. Cette approche nous permettra, dans
le futur, d’envisager la me´morisation sur une population d’oscillateurs. C’est
au niveau de ce carrefour me´thodologique que la de´finition de l’e´vocation
mne´sique se ramifie avec, d’une part, (i) l’e´vocation d’une fonctionnalite´ et,
d’autre part, (ii) l’e´vocation d’une information e´pisodique.
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Au cours d’une troisie`me phase de cette partie de la the`se, nous avons ex-
plore´ les me´canismes de re´organisation de l’information, en tenant compte des
proce´dures de lecture et d’impression que nous avons de´finies. Ces me´canismes
sont le couplage par pulsation, inspire´ des travaux de Strogatz et Mirollo
(1990), et le couplage continu entre oscillateurs. Nous avons imple´mente´ le
couplage par pulsation sur une population d’oscillateurs anharmoniques et
sur une population d’oscillateurs de Wilson-Cowan. Dans le premier cas,
la population d’oscillateurs anharmoniques e´volue obligatoirement vers une
re´ponse synchrone. Nous supposons que cela est duˆ a` la forme de leurs
isochrons. En effet, ces derniers sont radiaires. Nous avons ainsi explore´ la
possibilite´ de me´moriser un motif par synchronisation sur ces oscillateurs.
Nous obtenons une e´vocation par couplage de ce motif. Cependant, selon l’in-
tensite´ du couplage, nous obtenons une reconstitution du motif de manie`re
instantane´e, progressive ou alterne´e. Dans le deuxie`me cas, celui des oscilla-
teurs de Wilson-Cowan, la grille initialement synchronise´e finit par perdre sa
synchronisation, par diffusion de motifs locaux d’organisation temporelle.
Quant au couplage continu, nous l’avons teste´ sur une grille d’oscilla-
teurs de Wilson-Cowan. Les re´sultats analytiques obtenus pre´ce´demment
par Tonnelier et al. (1999) pre´voient que les oscillateurs e´voluent vers un
de´phasage constant. C’est ce qui est appele´ “phe´nome`ne de verrouillage de
phase”. Nous l’avons teste´ nume´riquement, particulie`rement dans le cas de
deux oscillateurs maˆıtres : les re´sultats montrent que ce de´phasage de´pend
du de´phasage d’entre´e entre les deux oscillateurs maˆıtres et de l’intensite´ des
couplages qu’ils exercent sur l’oscillateur esclave. L’oscillateur maˆıtre qui a la
plus forte intensite´ de couplage avec l’oscillateur esclave est conside´re´ comme
l’oscillateur maˆıtre principal. De manie`re ge´ne´rale, l’oscillateur esclave tend
vers un de´phasage voisin de celui qu’aurait induit l’oscillateur maˆıtre princi-
pal, si ce dernier e´tait le seul a` eˆtre pre´sent. Cette dernie`re application nous
permet d’envisager de faire du traitement d’images. C’est une application
que nous proposons pour un prochain travail avec notamment un syste`me de
de´tection de contours via ce me´canisme.
11.1.2 Perspectives technologiques : Un syste`me a` deux
grilles pour le traitement d’image
Nous proposons un syste`me a` base d’oscillateurs de Wilson-Cowan pour
le traitement d’image. Ce syste`me sera constitue´ deux grilles : (i) une grille
d’oscillateurs maˆıtres couple´s par pulsation et (ii) une grille d’oscillateurs es-
claves couple´s par pulsation. Les deux grilles ont le meˆme nombre de lignes.
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Sur chaque ligne ayant la meˆme position dans les deux grilles, nous proposons
de coupler de manie`re continue deux oscillateurs de la grille maˆıtre a` un oscil-
lateur de la grille esclave selon cette re`gle de voisinage : (YM,i,j+1, YM,i,j+1)→
YE,i,j, ou` YM,i,j (resp. YE,i,j) est l’inhibiteur de l’oscillateur OM,i,j (resp. OE,i,j)
de la grille maˆıtre (resp. esclave). La 2e`me grille, celle des oscillateurs esclaves,
aura donc une largeur infe´rieure d’une unite´ a` celle de la grille des oscilla-
teurs maˆıtres. Ainsi, nous re´sumons cette situation formellement par une
grille d’oscillateurs maˆıtres de dimension (n,m) qui se comportent comme
suit :
OM,i,j

dXM,i,j
dt
=
−XM,i,j
τ
+ tanh(λXM,i,j)− tanh(λYM,i,j)
dYM,i,j
dt
=
−YM,i,j
τ
+ tanh(λXM,i,j) + tanh(λYM,i,j)
+ CM,pulsation(i, j)
(11.1)
et une grille d’oscillateurs esclaves de dimension (n,m−1) qui se comportent
comme suit.
OE,i,j

dXE,i,j
dt
=
−XE,i,j
τ
+ tanh(λXE,i,j)− tanh(λYE,i,j)
dYE,i,j
dt
=
−YE,i,j
τ
+ tanh(λXE,i,j) + tanh(λYE,i,j)
+ CE,pulsation(i, j) + CM→E,continu(i, j)
(11.2)
ou` λ = 1.1 et τ = 1 sont des valeurs de parame`tres proches de la bifurcation
de Hopf λτ = 1 qui nous permettent d’obtenir le phe´nome`ne de verrouillage
de phase discute´ dans la Section 6.2 ; n (resp. m) est le nombre de lignes
(resp. colonnes) de la grille M , XM,i,j (resp. YM,i,j), l’excitateur (resp. l’in-
hibiteur) de la grille maˆıtre. Ceci est aussi valable pour la grille esclave en
remplac¸ant M par E.
CM,pulsation(i, j) est le couplage par pulsation au sein de la grille d’oscillateurs
maˆıtres. Ce couplage est similaire a` celui qui est de´fini dans l’E´quation 6.1.
Il a la forme suivante :
CM,pulsation(i, j) =
∑
(k,l)∈V (M,i,j)
σM
|V (M, i, j)|(YM,i,j − YM,k,l)H(YM,k,l) (11.3)
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CE,pulsation(i, j) a la meˆme forme que CM,pulsation, en remplac¸ant M par E.
σM (resp. σE) est l’intensite´ maximale du couplage cumule´ par pulsation au
sein de la grille d’oscillateurs maˆıtres (resp. esclaves), V (M, i, j) est l’ensem-
ble de couples (k, l) ∈ N qui repre´sente le voisinage de l’oscillateur OM,i,j.
V (E, i, j) repre´sente la meˆme entite´, mais en remplac¸ant M par E. Nous
nous plac¸ons principalement dans un voisinage de Moore et un voisinage de
von Neumann (voir la Figure 6.1).
|V (M, i, j)| est la taille du voisinage de l’oscillateur OM,i,j ; elle est e´gale a`
8 (resp. 4) dans le cas d’un voisinage de Moore (resp. von Neumann). Ce
couplage, tel que discute´ dans la Section 6.1.1, controˆle la de´synchronisation
au sein d’une grille d’oscillateurs. Il doit eˆtre petit par rapport a` 1, pour
assurer le stabilite´ du cycle limite : σM  1 et σE  1.
H(Y ) est la fonction de Heaviside proche de l’e´ve´nement de tir (la valeur
maximale de l’inhibiteur sur le cycle limite, ici Ymax ' 1) de la variable Y ,
ou` H(Y ) = 1, pour Y ≥ Ymax, sinon H(Y ) = 0. Cette fonction Heaviside
repre´sente le couplage par pulsation exerce´ par un oscillateur OM,i,j sur un
oscillateur OM,k,l, quand il existe, et le rend effectif, si et seulement si l’oscil-
lateur OM,i,j est proche de son e´ve`nement de tir. Quant au couplage continu,
il est tel que de´crit dans la Section 6.2.2. En le transposant dans le syste`me
de notations utilise´ dans cette partie, il adopte la forme suivante :
CM→E,continu(i, j) = −WM→E,i,jYM,i,j −WM→E,i,j+1YM,i,j+1 (11.4)
ou` WM→E,i,j (resp. WM→E,i,j+1) repre´sente le poids de couplage exerce´ par
l’oscillateur maˆıtre OM,i,j (resp. OM,i,j+1) sur l’oscillateur esclave OE,i,j. Afin
de re´duire cet ensemble de parame`tres, nous supposons que seul l’ordre de
couplage entre les deux oscillateurs maˆıtres est important. Nous imple´mentons
cette hypothe`se, tel que de´crit dans la Section 6.2.2 et, en l’adaptant au
syste`me de notations utilise´ dans cette partie, ceci donne :
{
WM→E,i,j = ηM→Eβ
WM→E,i,j+1 = ηM→E(1− β) (11.5)
ou` ηM→E est l’intensite´ cumule´e du couplage continu qui doit eˆtre faible
(ηM→E  1), afin de rester au voisinage du cycle limite et β ∈ [0, 1] un
parame`tre qui repre´sente l’ordre des deux poids de couplage exerce´s par les
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deux oscillateurs maˆıtres sur l’oscillateur esclave. Par conse´quent, en injec-
tant les E´quations 11.5 dans les E´quations 11.4, nous avons :
CM→E,continu(i, j) = −ηM→EβYM,i,j − ηM→E(1− β)YM,i,j+1 (11.6)
Ainsi, ce syste`me est ge´re´ par 4 parame`tres : σM (resp. σE) qui repre´sente
un parame`tre controˆlant la vitesse de de´synchronisation de la couche d’oscil-
lateurs maˆıtres (resp. esclaves) via un couplage par pulsation (voir la Figure
6.3 et la Figure 6.4), ηM→E repre´sente l’intensite´ du couplage exerce´ par 2
oscillateurs de la couche maˆıtre sur la couche esclave, ce parame`tre controˆlant
la vitesse de verrouillage de phase entre les deux couches d’oscillateurs (voir
la Figure 6.10). β repre´sente l’ordre entre les intensite´s du couplage exerce´
par les deux oscillateurs maˆıtres sur l’oscillateur esclave. Ce parame`tre nous
permet d’avoir toute une palette de re´ponses possibles (voir la Figure 6.12),
pouvant faire figure de filtre pour une image d’entre´e. Nous avanc¸ons qu’en
particulier la valeur β = 0.5 va nous permettre de traiter de de´tecter les
contours dans une image. En effet, si on part d’images d’entre´e code´es en
niveaux de gris, la re´ponse obtenue sur la Figure 6.12 (qui correspond dans
les autres notations a` b = 0.5) montre que l’oscillateur esclave ne de´pend
que de ces conditions initiales. Pour cette valeur et dans le cas ou` les deux
oscillateurs maˆıtres sont comple`tement de´phase´s, cette situation correspond
a` un contraste fort et donc, potentiellement a` la pre´sence d’un contour. Ceci
est duˆ au fait que, dans le cas b = 0.5, le couplage est de meˆme intensite´
pour les deux oscillateurs maˆıtres, ce qui re´sulte en l’annulation de leurs ef-
fets respectifs quand ils sont comple`tement de´phase´s.
La coexistence du couplage par pulsations et du couplage continu dans la
couche d’oscillateurs esclaves pourrait sugge´rer une perte de l’e´mergence des
phe´nome`nes dynamiques observe´s dans des cas se´pare´s, ou` chaque couplage
est pris a` part. Nous sommes tout de meˆme optimistes : si on regarde la
Figure 6.4, nous remarquons que la grille e´volue vers une de´synchronisation ;
dans ce cas, elle est semblable a` un e´chiquier. Nous supposons que le cou-
plage par pulsation, e´tant donne´ un voisinage de von Neumann, lorsqu’il est
introduit dans la couche des oscillateurs maˆıtres, finit par faire converger
la grille vers une re´organisation temporelle constante. Cette situation nous
permet d’envisager l’annulation des effets du couplage continu, quand tous
les oscillateurs maˆıtres sont comple`tement de´synchronise´s. Cette situation
correspondrait a` la fin de l’e´vocation mne´sique ou a` la fin d’une ope´ration de
traitement d’images.
Les parame`tres σM et σE peuvent eˆtre e´gaux et leur valeur doit eˆtre
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telle que la vitesse de de´synchronisation, au sein d’une couche d’oscilla-
teurs, est plus lente que la vitesse de verrouillage de phase entre les deux
couches, controˆle´e par le parame`tre ηM→E. Une lecture au pre´alable des
graphiques obtenus dans la Figure 6.10 et la Figure 6.3 nous donne les ordres
de grandeurs suivants : σM = σE ' 0.1 et ηM→E ' 0.1. Un dernier cali-
brage sera sans doute ne´cessaire pour de´terminer avec exactitude la valeur
de ces parame`tres. Il restera sans doute des questions en suspens : qu’est ce
qui se passe pour les autres valeurs du parame`tre β ? Comment imple´menter
physiquement un tel syste`me ? Ce syste`me est-il sensible a` des perturbations
si, par exemple, l’image d’entre´e est bruite´e ? Peut-on de´finir un syste`me
similaire pour traiter une information se´quentielle (mot binaire ou signal
temporel) ? Quels avantages offrent ces types de syste`mes par rapport aux
syste`mes classique de traitement de l’information ?
11.1.3 Perspectives me´thodologiques et the´oriques
Cette premie`re expe´rience nous a permis d’approcher les difficulte´s que
pose la de´termination des isochrons d’un oscillateur. En effet, la re´solution
analytique des isochrons d’un oscillateur est une taˆche non re´solue. Ces
courbes sont de´finies a` la limite et il est possible que leur re´solution soit
lie´e a` la re´solution des solutions homoge`nes du syste`me. Il n’existe pas pour
le moment de me´thode ge´ne´rale qui permette de re´soudre analytiquement
un syste`me d’e´quations diffe´rentielles polynomiales. En revanche, il existe
des me´thodes d’approximation des isochrons fonde´es sur une de´composition
potentiel-hamiltonienne. Cette approximation n’est valide qu’au voisinage du
cycle limite et pour le cas des syste`mes de Lie´nard (Demongeot et Franc¸oise,
2006). De ce fait, l’alternative que nous avons pour le moment est de les
re´soudre nume´riquement.
Parmi les syste`mes qui nous intriguent le plus, citons le syste`me tridi-
mensionnel de´crit dans la Section 4.2.4. Les isochrons d’un syste`me tridi-
mensionnel sont des surfaces. Leur complexite´ nous incite a` les re´soudre.
Pour cela, nous avons vu qu’un algorithme fonde´ sur un tirage ale´atoire
dans l’espace des e´tats n’est pas tre`s efficace, vu que l’ensemble de points
qu’on obtient est de´sordonne´ et ne nous permet pas d’avoir un beau rendu
par des techniques de maillage. Nous pensons qu’il pourrait eˆtre inte´ressant
d’imple´menter un algorithme qui initie des fronts d’ondes concentriques ap-
partenant aux isochrons, en partant des points des phases d’inte´reˆt (celles
qui de´finissent les isochrons qu’on cherche a` re´soudre) du cycle limite. Tels
des fronts d’ondes, ces cercles, compose´s de threads (charge´s des calculs en
chaque point du front) en nombre croissant, permettraient de constituer toute
la surface isochronale de proche en proche. Cet algorithme serait en de´finitive
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une variante des pinceaux intelligents de´cris pre´ce´demment. Ceci permettrait
l’obtention d’un ensemble de points ordonne´s et rendrait l’utilisation de tech-
niques de maillage envisageable.
D’autre part, nous nous demandons s’il existe une transformation qui
permette de passer du flot du syste`me dynamique (un syste`me d’e´quations
diffe´rentielles) a` un autre syste`me dynamique (un autre syste`me d’e´quations
diffe´rentielles) de´crivant de manie`re explicite un e´quivalent du flot, mais
pour les isochrons. Ceci se ferait, soit de manie`re dynamique en conside´rant
les isochrons comme les bassins d’attraction d’un syste`me dynamique et les
points qui appartiennent au cycle limite comme leurs attracteurs point fixes,
soit en trouvant une transformation qui permette d’exprimer leur forme en
coordonne´es polaires. Je pense que la premie`re alternative n’est pas possible
dans le cas ge´ne´ral parce que les isochrons sont des entite´s de´finies a` la limite
et que leur re´solution est probablement lie´e a` la re´solution des e´quations ho-
moge`nes, mais, si cela s’ave`re possible, une transformation semblable a` celle
introduite par Minorsky (1954) sous le nom de La me´thode stroboscopique
serait un bon point de de´part pour arriver a` une telle fin. Quant a` la deuxie`me
possibilite´, je pense qu’une investigation supple´mentaire qui aille dans les sens
des travaux de Demongeot et Franc¸oise (2006); Demongeot et al. (2007b,a);
Glade et al. (2007); Forest et al. (2007), ou` on transformerait le syste`me ini-
tial via une de´composition de Hodge, serait une piste a` poursuivre.
L’analyse des isochrons, meˆme si elle est difficile, s’ave`re eˆtre partic-
ulie`rement ade´quate pour comprendre la re´organisation temporelle d’une
population d’oscillateurs, suite a` des perturbations instantane´es. La question
portant sur la pertinence de telles perturbations, surtout si elles sont intenses,
est une question critique, si nous sommes inte´resse´s par l’imple´mentation
physique d’un syste`me de traitement de l’information a` base d’oscillateurs.
Je pense que cela de´pend des spe´cificite´s de chaque syste`me et des degre´s
de liberte´ qu’il offre : par exemple, si l’oscillateur est chimique, comme dans
l’imple´mentation de Adamatzky et al. (2002), il faut se poser la question
suivante : est-ce que des apports instantane´s de doses de re´actifs chim-
iques modifient le cycle limite en amplitude ou en fre´quence ? Si la re´ponse
est mitige´e, alors, quelle serait la quantite´ maximale au-dela` de laquelle le
cycle limite serait modifie´ ? Dans le cas ou` une perturbation instantane´e
serait une interpre´tation tre`s grossie`re de la re´alite´ et ou` une fonction d’en-
traˆınement ne serait plus plausible physiquement, alors, pourrait-il exister
une transformation qui permettrait de passer a` une perturbation instan-
tane´e ? L’inte´reˆt d’une telle transformation est qu’elle permettrait l’utilisa-
tion du profil isochronal pour pre´dire la re´ponse du syste`me.
L’analyse des effets du couplage a e´te´ mene´e par essais et observations.
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Re´cemment, j’ai su qu’une analyse de type PRC 1 permettait d’obtenir des
profils types permettant de pre´dire la re´ponse d’oscillateurs face aux cou-
plages. J’ai su cela suite a` une citation de notre article (Ben Amor et al.,
2010b) par Osinga et Moehlis (2010). Les auteurs de´veloppent une me´thode
pour calculer les isochrons de syste`mes a` plusieurs e´chelles de temps. Ils font
un lien entre le calcul de la PRC et la re´solution des isochrons. Dans plusieurs
travaux, on avance qu’il existe des profils types de PRC, qui permettent de
pre´dire si un couplage excitateur ou inhibiteur fait converger la diffe´rence de
phase naturelle entre deux oscillateurs vers une phase constante. Je pense
que cela serait inte´ressant de mettre en correspondance les profils obtenus
par une analyse PRC et ceux obtenus par une analyse des isochrons ou par
la mesure du de´phasage maximal afin d’aider au choix d’un oscillateur, pour
l’utiliser comme outil de construction d’un syste`me de traitement de l’in-
formation. Cette me´thode permettrait une e´tude plus me´thodique des effets
d’un couplage par pulsation sur une population d’oscillateurs.
11.1.4 Perspectives e´piste´mologiques
Au cours de ce travail, nous avons pu avoir un aperc¸u des difficulte´s
que pose la construction d’un syste`me de traitement de l’information a` base
d’oscillateurs. On pourra s’interroger sur l’inte´reˆt de ce champ d’e´tude. Les
e´le´ments de re´ponse a` cette question de´pendent de l’optique dans laquelle
on se situe. Si l’on se fixe comme objectif une performance technologique, on
peut toujours nous dire qu’il y a des me´thodes plus performantes pour traiter
une image ou pour traiter un signal en ge´ne´ral et que calculer a` l’aide d’une
population d’oscillateurs est a priori couˆteux, du moins si l’on voit que cela
implique de grandes populations d’oscillateurs. Je pense que ces syste`mes en
sont encore a` leur de´but et qu’il faut leur accorder du temps, car il existe
toute une palette d’oscillateurs concerne´s, dont certains sont assez peu con-
nus : quantiques, e´lectriques, optiques, chimiques, biologiques et the´oriques.
Dans le cas d’un syste`me chimique, on peut cre´er autant d’unite´s oscillantes
que l’on veut en cre´ant des compartiments, comme le font Adamatzky et al.
(2012), en construisant des compartiments appele´s Droplets.
Au-dela` de la perspective technologique, l’inge´nierie des syste`mes de traite-
ment de l’information a` base d’oscillateurs pourrait nous apporter une meilleure
compre´hension des processus cognitifs dans le sens ou` elle mettrait en e´vidence,
par inge´nierie, des dynamiques de synchronisation ou des architectures e´le´mentaires
d’oscillateurs associe´s a` des me´canismes ne´cessaires aux traitements de l’in-
formation cognitive. Ce genre d’approche est aujourd’hui au coeur des neuro-
1. (en anglais, PRC pour Phase Response Curve)
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sciences, a` travers ce que l’on appelle “les corre´lats neuronaux de la conscience
(NCC )”. C’est un changement de vision qui ne cherche pas une the´orie de la
conscience, mais plutoˆt a` chercher ce qui est ne´cessaire a` l’e´mergence d’une
expe´rience consciente. La synchronisation et la de´synchronisation neuronale
font partie, justement, de ces hypothe`ses. C’est pour cela que les sciences
de la synchronisation, sur des syste`mes plus larges que les syste`mes neu-
ronaux, s’ave`rent eˆtre une route prometteuse. Peut-eˆtre que, dans un avenir
lointain, l’on arrivera a` imple´menter des processus cognitifs sur d’autres cel-
lules excitables ou d’autres oscillateurs. Cela pourrait s’apparenter a` de la
science fiction, mais nous permettrait au moins d’eˆtre optimistes quant au
de´veloppement de prothe`ses de processus cognitifs et la compre´hension de
cette horloge complexe qu’est notre conscience.
11.2 Perspectives de la partie III
L’impression dynamique d’informations (stockage) spatiales (image) ou
se´quentielles (mot binaire ou signal temporel) est assure´, dans les re´seaux
d’oscillateurs continus (oscillateurs anharmoniques et de Wilson-Cowan), par
la re´organisation temporelle des oscillateurs. Par exemple, dans le cas d’une
image, la carte des pixels correspond a` la carte des oscillateurs et leurs
couleurs correspondent aux phases des oscillateurs. Dans le cas d’un mot
binaire, la position des bits correspond a` la phase d’une sous-population
d’oscillateurs et sa valeur a` la taille de cette sous-population. Ceci nous per-
met d’acce´der a` cette information via les niveaux d’amplitude du signal cre´e´s
par le controˆle de la synchronisation. Des informations, comme des mots bi-
naires ou des signaux temporels, peuvent aussi eˆtre stocke´s de manie`re dy-
namique dans la structure d’un re´seau d’automates boole´ens a` seuil.
11.2.1 Interme`de musical
Supposons que l’on cherche un re´seau de neurones capable de “jouer” une
se´quence de notes de musique, sous la forme d’une succession d’activations
ou d’inhibitions de noeuds terminaux correspondant aux notes, ou encore
sous la forme d’un codage plus complexe indiquant la note a` jouer sous la
forme de mots binaires. Il est e´vident qu’une partition charge´e de notes et
peu re´pe´titive requerra un re´seau de neurones contenant beaucoup de noeuds.
Il va aussi sans dire que les me´thodes d’apprentissage classiques auraient du
mal a` converger vers un re´seau de neurones capable de jouer cette se´quence
sans fautes. En revanche, on n’a aucun mal a` imaginer que ces algorithmes
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puissent trouver sans peine des re´seaux capables de jouer un mot binaire
court (une se´quence de notes courtes).
Lorsqu’un enfant commence a` chanter, vers un a` deux ans, il commence
a` chanter des ritournelles re´pe´titives. Par exemple, s’il entend la chanson
“Fre`re Jacques”, il chantera inlassablement “Fre`re Jacques, fre`re Jacques
...”. Rapidement, il apprendra a` complexifier cet air simple (ce motif) en
finissant le couplet par “Dormez vous ? Dormez vous ?”. On remarquera que
les notes correspondant aux paroles “Fre`re Jacques” (sol-la-si-sol) et celles
de “Dormez vous ?” (si-do-re´ be´mol-si) correspondent a` une meˆme se´quence
(a` une longue pre`s), de´cale´e dans la gamme. A partir d’une se´quence simple,
on peut construire un air plus complexe.
Les compositeurs, ainsi que les musiciens qui pratiquent l’improvisation,
proce`dent beaucoup ainsi : a` partir de motifs simples, d’e´le´ments de se´quences,
de the`mes, ils de´veloppent une symphonie en appliquant des ope´rations de
symme´trie, de translation, de dilatation dans la gamme, comme dans le ry-
thme, par des me´langes de se´quences ... Ainsi, le motif rythmique de la 5e`me
symphonie de Beethoven est forme´ de huit notes “sol-sol-sol-mi be´mol” suiv-
ies de “fa-fa-fa-re´” (ces 4 notes re´pondent au 4 premie`res) joue´es par les vio-
lons et les clarinettes, tandis qu’en paralle`le sont joue´es 2 se´ries de 8 autres
notes par les altos et les basses “mi-mi-mi-do die`se” auxquelles re´pondent les
“re´-re´-re´-si be´mol”, l’ensemble e´tant joue´ sur 2 gammes a` la fois. Du strict
point de vue de se´quences de hauteurs ordonne´es, toutes ces se´quences sont
e´quivalentes et le meˆme motif peut eˆtre obtenu par copies et translations
dans la gamme de la premie`re se´quence (voir la Figure 11.1).
On conc¸oit alors deux manie`res d’encoder l’information contenue dans
une se´quence complexe : soit on stocke na¨ıvement la succession de notes
(de signes binaires dans le cas d’une se´quence binaire), soit on stocke des
se´quences simples dans des e´le´ments de me´moire, des petits re´seaux qu’on
nommera “motifs” ou “noyaux”, et on complexifiera ces re´seaux par quelques
neurones re´alisant les ope´rations de transformation ne´cessaires pour constru-
ire la se´quence complexe a` partir des se´quences simples. Ceci s’apparente a` la
question de la complexite´ de Kolmogorov d’une se´quence d’informations dans
laquelle on de´finit la complexite´ comme la taille du plus petit programme (ici
un re´seau de neurones) capable d’encoder cette information.
11.2.2 Stockage de se´quences binaires par des me´thodes
inverses
Nous avons vu, dans le chapitre de´die´ aux me´thodes formelles pour les
re´seaux Hopfield-semblables, qu’e´tant donne´ un re´seau a` n noeuds, si l’on
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Figure 11.1 – The`me de la 5e`me symphonie de Beethoven. Ces
8 se´ries de notes constituent les premie`res mesures du premier mouvement
(allegro con brio), un motif re´current dans la 5e`me symphonie.
impose comme contrainte a` un solveur SAT une certaine dynamique, on ob-
tient soit aucune solution (cela signifie que le nombre de noeuds est insuffisant
pour la contrainte impose´e), soit un ensemble compose´ d’au moins une solu-
tion valide (satisfaisant cette contrainte). La dynamique impose´e peut eˆtre
un cycle limite compose´ d’une succession d’e´tats de plusieurs noeuds, qui se
re´pe`te apre`s une certaine pe´riode. L’encodage d’une se´quence musicale ne
semble alors qu’une formalite´, puisqu’a priori il suffit d’imposer la se´quence
musicale comme dynamique du re´seau ou d’une partie du re´seau. Cependant,
l’utilisation de cette me´thode est limite´e par la complexite´ de ce qui est a`
rechercher. Dans le cas de petites se´quences, avec des motifs comme ’0’, ’01’,
’011’, 01001’, la recherche de solutions avec un petit nombre de noeuds ne
pose pas de proble`mes et on trouve rapidement des ensembles de mode`les
valides pour ces se´quences. En revanche, ce n’est plus vrai lorsque le mot
binaire est long, qu’un nombre de noeuds important est ne´cessaire et qu’au-
cune structure a priori n’est connue pour le re´seau. Dans ce cas, la taille de
la CNF explose ; la me´moire de l’ordinateur, comme le temps disponible, n’y
survivent pas.
De la meˆme manie`re que les partitions complique´es sont de´composables en
se´quences simples sur lesquelles sont applique´es des ope´rations, nous pensons
qu’il est imaginable d’utiliser les me´thodes inverses sur les re´seaux Hopfield-
semblables, pour trouver d’abord les motifs qui codent pour des se´quences
simples, puis les re´seaux fils contenant ces re´seaux simples et des noeuds
charge´s d’ope´rer sur les motifs des ope´rations de transformation se de´roulant
dans un certain ordre et capables de ge´ne´rer la se´quence complexe recherche´e.
Une me´thode consisterait a` trouver un ensemble de mode`les solution pour
des se´quences simples (les mode`les parents), puis de faire en sorte que ces
mode`les deviennent eux-meˆmes des noeuds d’un re´seau plus complexe. Ceci
n’est pas simple et constitue un travail a` part entie`re comparable a` l’extrac-
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tion des grammaires ge´ne´ratives entrepris par Chomsky et Schu¨tzenberger
(1963). Ne´anmoins, on pourrait commencer par montrer que les re´seaux ca-
pables de stocker des mots longs contiennent des sous-re´seaux codant les
sous-se´quences de ces mots et des me´thodes pour les transformer.
11.2.3 Des mode`les dans les mode`les : he´ritage et mo-
tifs
Conside´rons a` nouveau l’air de “Fre`re Jacques”. Les premie`res mesures de
cet air (se´quence S) sont compose´es des 4 se´ries de notes suivantes : (sol-la-
si-sol) (sol-la-s-sol) (si-do-re´ be´mol-si) (si-do-re´ be´mol-si). Supposons que le
nombre minimal de noeuds pour coder cette se´quence (traduite de fac¸on bi-
naire, un noeud activant une note) est nmin. Conside´rons un re´seau complet
(tous les noeuds sont connecte´s aux autres et a` eux-meˆmes). Si l’on fournit
comme contrainte dynamique la se´quence S sous forme d’un cycle limite, et
aucune contrainte sur la structure du re´seau, le solveur va fournir un ensemble
de mode`les minimaux (tels que la somme des poids sur les arcs est minimale),
tous capables d’adopter un comportement de cycle limite correspondant a` la
se´quence S. Parmi ces mode`les, plusieurs seront des mode`les ad hoc faisant
l’encodage de S, mais certains mode`les contiendront un sous-re´seau (motif)
encodant la se´quence “si-la-sol-si” et des noeuds supple´mentaires re´alisant
la re´pe´tition de cette se´quence ou sa transformation par translation dans
la gamme, sous la forme de la se´quence “si-do-re´ be´mol-si”. D’autres en-
core contiendront un motif capable de ge´ne´rer “si-la-sol-si” et un autre motif
ge´ne´rant “si-do-re´ be´mol-si”, plus des neurones charge´s de la re´pe´tition de
ces motifs. Ceci est possible bien entendu s’il existe des re´seaux de neurones
dont la fonctionalite´ est de re´pe´ter ou de translater des se´quences. On pourra
alors dire que certains mode`les fils he´ritent de mode`les parents plus simples.
Cet he´ritage peut aussi eˆtre mis a` profit dans un autre cadre que les appli-
cations de me´morisation de se´quences dans des comportements dynamiques.
Les re´seaux de neurones, qui sont Turing universels, peuvent encoder dans
leur structure des fonctions de types tre`s varie´s. Souvent, une application
complexe est de´composable en fonctions e´le´mentaires plus simples. Ces fonc-
tions e´le´mentaires pourraient eˆtre de´termine´es par des me´thodes inverses,
puis assemble´es (a` l’aide de quelques noeuds assurant la liaison entre ces
modules fonctionnels) par des me´thodes plus classiques de convergence de
re´seaux de neurones (apprentissage, algorithmes ge´ne´tiques).
Enfin, au dela` des applications de programmation modulaire et de stock-
age dynamique de l’information dans des re´seaux d’automates boole´ens a`
seuil, ce travail trouve aussi son utilite´ dans la de´termination de motifs
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(ou “noyaux”) pre´sents dans les re´seaux de re´gulation (ex : le noyau de la
re´gulation du cycle cellulaire de´crit pre´ce´demment) (Elena et al., 2008).
Dans ce contexte, la taxonomie de l’ensemble des mode`les valides permet
de faire ressortir les classes de mode`les qui se ressemblent. Ceux forme´s de
motifs identifiables (fonctions e´le´mentaires) seront groupe´s et pourront eˆtre
extraits plus facilement de l’ensemble des mode`les. L’utilisation d’un lan-
gage permettant l’unification, comme ASP, facilitera la recherche des mode`les
posse´dant des motifs donne´s, dans l’ensemble valide a` partir de la connais-
sance de la structure des motifs (Elena et al., 2008).
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Annexe A
Fibre isochronale
L a notion d’isochron a e´te´ introduite par Winfree (1974). Il s’agit de
courbes que l’on trace dans le bassin d’attraction d’un attracteur cycle limite
afin de comprendre ses proprie´te´s de synchronisation. Dans cet annexe, nous
commenc¸ons par rappeler quelques de´finitions avant de de´finir ce qu’est un
isochron. Puis, dans un second temps, nous dressons un aperc¸u des diffe´rentes
me´thodes permettant leur re´solution.
A.1 De´finition mathe´matique des isochrons
Notre objet d’e´tude sont les syste`mes dynamiques, plus particulie`rement
les oscillateurs. Intuitivement, un syste`me dynamique est un syste`me qui
change d’un e´tat a` un autre de manie`re causale et de´terministe. Le change-
ment est causale puisque l’e´tat suivant ne de´pend que de ses e´tats passe´s et
pre´sents et il est de´terministe, du fait qu’il ne posse`de qu’un seul et unique
e´tat suivant. Le temps peut s’e´couler de manie`re continue ou de manie`re
discre`te. Dans ce qui suit, en partant de cette ide´e, nous posons les de´finitions
mathe´matiques ne´cessaires a` l’e´tude des oscillateurs.
A.1.1 Notions et de´finitions
Tout d’abord, en supposant que les e´tats d’un syste`me dynamique peu-
vent eˆtre repre´sente´s par des re´els et que le temps est une entite´ mesurable,
nous posons les notations suivantes :
Notation(s) 1. (Espace d’e´tat & Ensemble temps)
E ⊂ Rn est l’ensemble de tous les e´tats d’un syste`me dynamique.
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T ⊂ R est l’ensemble temps (contenant le temps 0).
En partant d’un e´tat x et apre`s le de´roulement d’un temps t, le syste`me
dynamique se retrouve dans un e´tat y. L’application qui associe x et t a` y
est appele´e le flot, elle peut repre´senter l’effet de l’e´coulement d’un liquide
sur une masse, l’effet d’un champ magne´tique sur un objet ferromagne´tique,
etc. Formellement, nous pouvons le de´finir comme suit :
De´finition 6. (Flot)
Le flot ϕ est une application du produit Carte´sien E×T dans E qui satisfait
les proprie´te´s suivantes :
∀x ∈ E,∀s, t ∈ T alors :
(i) ϕ(x, 0) = x
(ii) ϕ(ϕ(x, t), s) = ϕ(x, t+ s).
La premie`re proprie´te´ (i) que doit satisfaire l’application ϕ est d’associer un
point a` lui-meˆme apre`s l’e´coulement d’un temps nul. La deuxie`me proprie´te´
(ii) permet de composer des flots locaux pour construire le flot (proprie´te´ de
semi-groupe).
Le flot, l’ensemble temps et l’espace des e´tats de´finissent un syste`me dy-
namique.
Notation(s) 2. (Syste`me dynamique)
On appelle syste`me dynamique le triplet S = (T,E, ϕ) avec T ⊂ R l’ensemble
temps, E ⊂ Rn l’espace de tous les e´tats du syste`me et ϕ le flot du syste`me.
Nous pouvons de´finir d’autres notions utiles pour la suite :
Notation(s) 3. (Trajectoire & Condition initiale)
Une trajectoire est une notation implicite du flot x(t) et qui signifie ϕ(x, t).
La condition initiale est exprime´e par x(0) = x.
Nous insistons sur le fait que la valeur x(t) est l’e´tat du syste`me dynamique
au temps t sachant que son e´tat au temps 0 est x.
De´finition 7. (Orbite)
L’orbite d’un e´tat y ite´re´ par le flot ϕ est l’ensemble des points Oϕ(y) =
{ϕ(y, t), t ∈ T}.
La de´finition qui suit est la de´finition de la distance. Cette de´finition mar-
que un premier pas vers une repre´sentation ge´ome´trique des syste`mes dy-
namiques.
244
De´finition 8. (Distance)
On appelle distance sur E, une application d : E × E → R+ qui ve´rifie les
proprie´te´s suivantes :
(i) La syme´trie : ∀x, y ∈ E, d(x, y) = d(y, x)
(ii) La se´paration : ∀x, y ∈ E, d(x, y) = 0 ⇐⇒ x = y
(iii) L’ine´galite´ triangulaire : ∀x, y, z ∈ E, d(x, z) ≤ d(x, y) + d(y, z)
A` partir de la de´finition de la distance, nous pouvons de´finir une notion
topologique basique. Il s’agit de la notion de boule ouverte.
De´finition 9. (Boule ouverte)
On appelle boule ouverte centre´e en x et de rayon ε ∈ R+ l’ensemble :
Ba(x, ε) = {y ∈ E; d(x, y) < ε} .
Intuitivement, c’est un ensemble de points dont la distance a` un point de
re´fe´rence est borne´e.
A` pre´sent, nous pouvons de´finir l’ensemble limite en avant L(x) d’un e´tat
x ∈ E, pris comme condition initiale de x(t). Cette de´finition est l’adaptation
de la notion “Ensemble ω− limit”, bien connue dans la the´orie des syste`mes
dynamiques et introduite par Birkhoff (1942) dans sa the´orie de l’ergodicite´.
De´finition 10. (Ensemble limite en avant)
On appelle ensemble limite en avant de l’e´tat x, pris comme condition initiale
de la trajectoire x(t), l’ensemble :
L(x) = {y ∈ E;∀ε > 0,∀t ∈ T,∃s ∈ T / s > t et ϕ(x, s) ∈ B(y, ε)}.
L(x) est l’ensemble des accumulations temporelles de points de la trajectoire
x(t). La de´finition de cet ensemble nous permet d’aller un peu plus loin
dans une description topologique de l’espace E. Cette description repose
principalement sur le comportement du flot.
De´finition 11. (Bassin d’attraction)
Le bassin d’attraction Ba(A) d’un sous-ensemble A ⊂ E est de´fini comme
suit :
Ba(A) = {x ∈ E;x /∈ A, et L(x) ⊂ A}
En excluant A de Ba(A), nous e´liminons la possibilite´ de de´signer comme
attracteurs les trajectoires closes d’un syste`me Hamiltonien comme celui de
Lotka-Volterra par exemple.
Un attracteur est un ensemble asymptotique. Une trajectoire initie´e dans son
bassin d’attraction convergera vers lui, mais sans jamais l’atteindre. Nous
devons conside´rer le fait qu’en simulation nume´rique, il faut conside´rer que
deux points sont confondus, quand la distance qui les se´pare est suffisamment
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petite. Ainsi pour de´finir ce qu’est un attracteur, nous aurons besoin de
relaxer la notion de distance et de conside´rer une autre notion : la notion de
pseudo-me´trique.
De´finition 12. (Pseudo-me´trique)
On appelle une pseudo-me´trique sur E, une application m : E × E → R+
qui ve´rifie les proprie´te´s suivantes :
(i) La syme´trie : ∀x, y ∈ E,m(x, y) = m(y, x)
(ii) La se´paration : ∀x ∈ E,m(x, x) = 0 et, pour quelques x 6= y, m(x, y) = 0
(iii) L’ine´galite´ triangulaire : ∀x, y, z ∈ E,m(x, z) ≤ m(x, y) +m(y, z)
Cette notion est diffe´rente de celle de la distance au niveau de la proprie´te´
(ii), en d’autres termes les points de l’espace E muni de la pseudo-me´trique
m ne sont pas force´ment discernables. Nous explicitons un peu plus ce qu’est
la se´paration et nous explicitons son rapport au flot.
De´finition 13. (Conservation de l’indiscernabilite´)
La pseudo-me´trique m conserve l’indiscernabilite´ :
∀x, y ∈ E,m(x, y) = 0 ⇐⇒
x = y
∨
∀ε > 0, ∃n ∈ N∗,∃t1, ..., tn > 0, ∃x0, .., xn ∈ E
x0 = ϕ(x, 0), x1 ∈ B(ϕ(x, t1), ε), ..., y ∈ B(ϕ(xn−1, tn), ε)
∀i ∈ [0, n− 1],m(xi, xi+1) = 0
∨
∀ε > 0,∃n ∈ N∗,∃t1, ..., tn > 0,∃y0, .., yn ∈ E
y0 = ϕ(y, 0), y1 ∈ B(ϕ(y, t1), ε), ..., x ∈ B(ϕ(yn−1, tn), ε)
∀i ∈ [0, n− 1],m(yi, yi+1) = 0
Nous avons directement la proposition suivante.
Proposition 1. m est un pseudo-me´trique qui conserve l’indiscernabilite´
alors :
Si m(x, y) = 0 alors m(ϕ(x, s), ϕ(y, s)) = 0,∀s ∈ N
La de´monstration est faite par re´currence. Elle de´coule directement de la
proprie´te´ de semi-groupe.
Notation(s) 4. (L(A) & Am)
L(A) = ∪x∈AL(x)
Am = A ∪ {y ∈ E;∃x ∈ A, x 6= y et m(x, y) = 0}
Em = (E,m) est l’espace E muni de la pseudo-me´trique m.
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Am est l’ensemble A comple´te´ par tout les points situe´s a` une distance nulle
selon la pseudo-me´trique m.
Cette technique a e´te´ utilise´ par Bowen (1975) sous le nom de ε− pseudo−
orbite.
Dans ce qui suit, nous reprenons la de´finition d’attracteur de´veloppe´e par
Cosnard et Demongeot (1985a,b).
De´finition 14. (Attracteur)
Un sous-ensemble non vide A ⊂ E est dit attracteur de Em = (E,m) s’il
ve´rifie les proprie´te´s suivantes :
i) A est un ensemble fixe par l’ope´rateur de composition d’ensemble L ◦Ba :
A = L(Ba(A)),
ii) Il n’y a pas d’ensemble C sachant que A ⊂ C ⊂ Am, C 6= A, ve´rifiant i),
iii) Il n’y a pas d’ensemble D ⊂ A,D 6= A, ve´rifiant i) et ii).
Nous nous inte´ressons a` un cas particulier des attracteurs, les attracteurs
cycliques. En partant d’un point appartenant a` un attracteur cyclique, on
met un temps fini pour retourner au meˆme endroit.
De´finition 15. (Attracteur cyclique)
Un attracteur A est appele´e attracteur cyclique de Em, si ∀x ∈ A, ∀t ∈
T,∃s > t tel que m(ϕ(x, s), x) = 0 .
Nous nous inte´ressons en particulier aux attracteurs pe´riodiques.
De´finition 16. (Attracteur pe´riodique/Cycle-limite)
Un attracteur A est appele´ attracteur pe´riodique, ou cycle-limite, dans Em et
de pe´riode τ ∈ T , s’il ve´rifie les proprie´te´s suivantes :
i) ∀x ∈ A, m(ϕ(x, τ), x) = 0,
ii) ∀u ∈ [0, 1[, m(ϕ(x, u.τ), x) > 0.
La premie`re proprie´te´ e´nonce qu’une trajectoire de condition initiale en A
repasse par sa condition initiale apre`s une pe´riode τ . La deuxie`me proprie´te´
e´nonce que la premie`re proprie´te´ n’est pas ve´rifie´e par une fraction de la
pe´riode, en d’autres termes τ est le plus petit re´el qui permet de ve´rifier
la premie`re proprie´te´. Un attracteur pe´riodique est un attracteur cyclique.
L’inverse n’est pas vrai, ceci est duˆ au fait que nous utilisons une pseudo-
me´trique et non pas une distance : une pseudo-me´trique nulle entre deux
points n’implique pas qu’ils sont e´gaux.
Pour de´finir un re´pulseur, nous allons plutoˆt remonter le temps. Ainsi, il est
possible de de´finir un ensemble limite en arrie`re.
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De´finition 17. (Ensemble limite en arrie`re)
On appelle ensemble limite en arrie`re d’un e´tat x pris comme condition ini-
tiale de la trajectoire x(t), l’ensemble :
Q(x) = {y ∈ E;∀ε > 0, ∀t ∈ T,∃s ∈ T / s < t et ϕ(x, s) ∈ B(y, ε)}.
Cette de´finition est l’adaptation de la notion “Ensemble α − limit”, bien
connue dans la the´orie des syste`mes dynamiques et introduite par Birkhoff
(1942) dans sa the´orie de l’ergodicite´.
Nous de´finissons de manie`re analogue un bassin de re´pulsion.
De´finition 18. (Bassin de re´pulsion)
Le bassin de re´pulsion Br(R) d’un sous-ensemble R ⊂ E est de´fini comme
suit :
Br(R) = {x ∈ E;x /∈ R, et Q(x) ⊂ R}
Maintenant, nous pouvons de´finir ce qu’est un re´pulseur.
De´finition 19. (Re´pulseur)
Un sous-ensemble non vide R ⊂ E est dit re´pulseur de Em = (E,m) s’il
ve´rifie les proprie´te´s suivantes :
i) R est un ensemble fixe par l’ope´rateur de composition d’ensemble Q ◦Br :
R = Q(Br(R)),
ii) Il n’y a pas d’ensemble C sachant que R ⊂ C ⊂ Rm, C 6= R, ve´rifiant i),
iii) Il n’y a pas d’ensemble D ⊂ R,D 6= A, ve´rifiant i) et ii).
Notation(s) 5. (L’ensemble des ensembles limites)
On note A l’ensemble des attracteurs et des re´pulseurs d’un syste`me dy-
namique.
Nous venons ainsi a` la de´finition d’un oscillateur.
De´finition 20. (Oscillateur de pe´riode τ)
Un oscillateur de pe´riode τ est un syste`me dynamique O dont l’ensemble des
ensembles limites A = {C,R} ou` C est un cycle limite de pe´riode τ et R est
un re´pulseur avec Ba(C) = Br(R).
Le bassin d’attraction d’un cycle limite peut-eˆtre de´crit de manie`re tem-
porelle. Ceci est possible en utilisant la notion d’isochron introduite par
Winfree (1974, 2001). La notion d’isochron repose sur la la de´finition de
ce qu’est une phase latente. Plus explicitement, la phase latente d’un point
dans l’espace d’e´tats est la phase du point atteint dans le voisinage imme´diat
du cycle limite, c’est-a`-dire apre`s l’e´coulement d’un temps e´gal a` un nombre
entier suffisant de pe´riodes τ . L’ensemble des points du bassin d’attraction
du cycle limite qui posse`dent la meˆme phase latente est l’isochron associe´
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a` cette phase. Plus intuitivement, l’ensemble des points obtenus de manie`re
successive, suite a` des observations pe´riodiques, a` intervalles de temps τ , ap-
partient au meˆme isochron. L’ensemble des suites de points obtenues ainsi,
qui convergent vers le meˆme point sur le cycle limite constitue un isochron.
Ces ensembles de points peuvent eˆtre obtenus en utilisant la me´thode stro-
boscopique, introduite par Minorsky (1962), par exemple. De manie`re plus
formelle, nous de´finissons la phase comme suit :
De´finition 21. (La phase)
Soit C un cycle limite de pe´riode τ et θ la fonction bijective suivante :
θ : C → [0, τ [
x → θ(x)
Tel que θ ve´rifie :∀x ∈ C, ∀t ∈ T
θ(ϕ(x, t)) =

θ(x) + t Si 0 ≤ θ(x) + t < τ
θ(x) + t+ τE(− θ(x)+t
τ
+ 1) Si θ(x) + t < 0
θ(x) + t− τE( θ(x)+t
τ
) Si τ ≤ θ(x) + t
ou` E(y) est la fonction partie entie`re de y.
On appelle la phase de l’e´tat x ∈ C le re´el θ(x).
A` partir de la de´finition de la phase sur le cycle limite, nous pouvons e´tendre
cette de´finition a` la notion de phase latente (Winfree, 2001). Cette notion
associe un re´el dans [0, τ [ a` un point du bassin d’attraction du cycle limite.
De´finition 22. (La phase latente)
Soit C un cycle limite de pe´riode τ et θ˜ l’extension de θ a` Ba(C) :
θ˜ : Ba(C) → [0, τ [
x → θ˜(x) = θ( lim
n → +∞
ϕ(x, nτ))
On appelle θ˜(x) la phase latente de x.
Pour un x ∈ Ba(C), lim
n→+∞
ϕ(x, nτ) existe par de´finition de l’attracteur cycle
limite.
La structuration temporelle du bassin d’attraction de C est de´sormais pos-
sible avec la notion d’isochron.
De´finition 23. (Isochron)
Soit φ ∈ [0, τ [, Iφ = {x ∈ Ba(C); θ˜(x) = φ} est l’isochron de phase φ.
Un profil isochronal de taille p ∈ N∗ est la fibration isochronale e´quiphase´e
a` τ
p
.
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De´finition 24. (Profil isochronal)
On appelle profil isochronal de taille p ∈ N∗ l’ensemble :
Piso, p = {Iφ,∃k ∈ [0, p[, φ = k τp}
Quelques proprie´te´s ont e´te´ de´montre´es par Guckenheimer (1975) :
Proprie´te´ 1.
(i) ∀φ, φ′ ∈ [0, τ [, φ 6= φ′ ⇔ Iφ ∩ Iφ′ = ∅
(ii) Ba(C) =
⋃
φ∈[0,τ [ Iφ
(iii) Ba(C) = lim
p→+∞
Piso, p = lim
p→+∞
⋃p−1
k=0 Ik τp
A pre´sent nous disposons de tous les eˆtres mathe´matiques qui seront utilise´s
tout au long de cette the`se. L’exemple suivant est une illustration de l’utili-
sation de ces eˆtres dans le cas d’un syste`me dynamique discret.
A.1.2 Notion d’isochron dans le cas d’un syste`me dis-
cret : un re´seau boole´en
Soit le syste`me dynamique S = (N, {0, 1}11, ϕ) avec ϕ l’application :
ϕ : ({0, 1}11 ×N) → {0, 1}11
(x, t) → ϕ(x, t)
avec ϕ de´fini par re´currence
ϕ(x, t+ 1) =

ϕ0(x0, t)
ϕ1(x1, t)
...
ϕ10(x10, t)

Le graphe d’interaction a` droite de la Figure A.1 donne le voisinage et les
interactions (+ pour une activation et − pour une inhibition) que posse`de un
nœud. La valeur de ϕi(xi, t+ 1) est calcule´e a` partir de la re`gle de majorite´
suivante :
“L’e´tat du nœud est e´gal a` 1, si le nombre des voisins activateurs qui sont a`
l’e´tat 1 est supe´rieur a` celui des voisins inhibiteurs qui sont a` l’e´tat 1 ; dans
le cas contraire, l’e´tat du nœud est a` 0”.
Nous utilisons une pseudo-me´trique de´rive´e de la distance de Hamming. Il
s’agit d’une pseudo-me´trique qui a cette forme : dHk(x, y) = Max(0, ndiff −
k), ou` ndiff est le nombre de bits diffe´rents. Notons que dH0 correspond a` la
distance de Hamming. Quand les pseudo-me´triques sont utilise´es, l’axiome
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Figure A.1 – De´finition d’un attracteur (le caracte`re ’aste´risque’) et son
bassin d’attraction (bulle en gris) dans le cas d’un re´seau boole´en, dont l’es-
pace des e´tats E est l’hypercube {0, 1}11 (a` gauche). Les conditions initiales
sont indique´es dans les disques en gris et les conditions d’attraction sont
donne´es en dehors des disques en gris (a` droite).
de l’identite´ des indiscernables est omis, c’est-a`-dire qu’il existe x, y ∈ E tels
que x 6= y et d(x, y) = 0 et l’ine´galite´ triangulaire n’est plus ve´rifie´e, duˆ a` un
changement de comportement de la fonction distance en fonction du signe
de ndiff − k (granularite´ grossie`re au-dessous de k, sinon granularite´ fine).
Supposons maintenant que l’attracteur A est un cycle limite, c’est-a`-dire, en
de´signant par τ la pe´riode du cycle limite, A = {a0, a1 = ϕ(a0, 1), ..., , aτ−1 =
ϕ(a0, τ − 1)} et il existe un isomorphisme naturel ψ entre A et l’ensemble
S = {0, ..., τ − 1}. En notant Ts = {t ∈ T/t = s + kτ}k∈N,s∈S, nous avons :
T = ∪s∈STs.
L’isochron Is de phase s est le bassin d’attraction de {ψ(s) = as} pour le flot
ϕ,s (e´quivalent a` ϕ sur E×Ts) et Ba(A) = ∪s∈SIs. Si T = R+ (l’ensemble des
nombres re´els positifs), Is est transversal a` A, c’est-a`-dire, le vecteur tangent
a` Is a` l’e´tat as est transverse a` A (Guckenheimer, 1975; Freire et al., 2007).
A.1.3 Conclusion
Dans cette partie, nous avons rappele´ et formalise´ les eˆtres mathe´matiques
suivants : Syste`me dynamique, trajectoire, orbite, attracteur, bassin d’attrac-
tion, bassin de re´pulsion, re´pulseur, attracteur cycle limite. L’objectif e´tait
de de´finir ce qu’est un isochron. Nous avons aussi introduit la notion de profil
isochronal. Certains aspects et proprie´te´s des isochrons sont traite´s ailleurs en
simulation. Guckenheimer (1975) a de´montre´ l’existence des isochrons, leur
resserrement a` la frontie`re du bassin d’attraction, au voisinage du re´pulseur.
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Toute ces de´monstrations viennent a` la suite de questions pose´es par A. T.
Winfree et motive´es par les expe´riences qu’il a faites. Avant d’aborder les
proprie´te´s des isochrons, nous nous inte´ressons aux me´thodes de calcul de
ceux-ci.
A.2 De´termination et calcul des isochrons d’un
oscillateur
Nous nous penchons sur les me´thodes de calcul des isochrons dans le
cadre des syste`mes diffe´rentiels. Les syste`mes diffe´rentiels sont des syste`mes
dynamiques qui s’e´crivent sous cette forme : dX
dt
= F (X) avec X ∈ Rn,
F : Rn → Rn (flot du syste`me) et t variable temps. La de´termination des
isochrons d’un syste`me diffe´rentiel est un proble`me difficile a` re´soudre ana-
lytiquement. Tre`s ge´ne´ralement, ce proble`me est lie´ a` la de´termination des
solutions homoge`nes du syste`me. Les syste`mes diffe´rentiels sont assez connus
pour la difficulte´ de la re´solution de leurs solutions homoge`nes. Dans ce cas-
la`, nous nous orientons vers des me´thodes nume´riques ou` nous de´terminons
nume´riquement la phase d’un ensemble de points de l’espace des e´tats. Il faut
alors adopter la me´thode de re´solution des isochrons en fonction de l’oscilla-
teur e´tudie´. Dans ce qui suit nous pre´sentons une palette des me´thodes que
nous avons utilise´es pour calculer les isochrons.
A.2.1 Approches analytiques
Les deux me´thodes analytiques ci-dessous reposent sur une transforma-
tion du syste`me diffe´rentiel initial en un syste`me dans lequel la notion d’isochron
est beaucoup plus explicite.
La me´thode stroboscopique de Minorsky
Un oscillateur actif est un oscillateur qui est dans le bassin d’attraction
de son cycle-limite. Quand il est relaxe´, c’est-a`-dire sur son cycle-limite, nous
observons une activite´ pe´riodique. Tel un point sur une roue en rotation,
le point de´crit un cercle. Maintenant, imaginons que cette roue est dans un
endroit sombre et que nous disposons d’un stroboscope. A` l’aide de notre
stroboscope, nous de´cidons d’e´mettre un flash pe´riodique, de pe´riode e´gale a`
la pe´riode de rotation de la roue. Le point qui est en rotation sur la roue paraˆıt
fixe. En fait, nous ne voyons que la suite des points obtenus par inte´gration
sur une pe´riode du syste`me diffe´rentiel. Quand notre plan d’observation n’est
plus la roue, mais l’espace abstrait des e´tats, la suite de points obtenus a`
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partir d’une meˆme condition initiale dans le bassin d’attraction appartient a`
un meˆme isochron. Il est alors possible de voir le cycle-limite comme une suite
de points fixes et chaque point fixe a, comme bassin d’attraction, l’isochron
qui lui est associe´. C’est dans le cadre de cette re´flexion que N. Minorsky
avant qu’A. T. Winfree ne pose la notion d’isochrons, propose sa me´thode
stroboscopique explique´e (Minorsky, 1962) et publie´e pour la premie`re fois
dans le Bulletin de la Socie´te´ Franc¸aise des Me´caniciens (Minorsky, 1954).
Cette me´thode consiste a` transformer un syste`me presque line´aire et non
autonome ayant cette forme :
dx
dt
= X(x, y, t);
dy
dt
= Y (x, y, t) (A.1)
En passant par le changement de variable polaire ou` :
ρ = r2 = x2 + y2; ψ = arctan(y/x) (A.2)
De cette manie`re, on arrive a` une autre description du syste`me, qui repose
sur ses nouvelles variables :
dρ
dt
= F (ρ, ψ, t);
dψ
dt
= G(ρ, ψ, t) (A.3)
La variable r repre´sente un rayon et la variable ρ une mesure d’e´nergie dans
un cadre de physique. F et G sont des fonctions pe´riodiques de pe´riode 2pi sur
t. Comme on conside`re un syste`me proche d’un syste`me line´aire, les e´quations
A.3 sont voisines des e´quations d’un oscillateur harmonique :
dρ
dt
= 0;
dψ
dt
= −1 (A.4)
Cela veut dire que la mesure ρ de l’e´nergie de l’oscillateur tend vers une
constante ρ = ρ0, sa vitesse angulaire aussi, e´gale a` −1, et sa position e´volue
selon le sens des aiguilles d’une montre. La solution de ce syste`me a cette
forme :
ρ0(t) = ρ0; ψ0(t) = ϕ0 − t (A.5)
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avec ρ0 et ϕ0 comme valeurs initiales du syste`me A.4. Si nous e´tendons cette
approximation a` un syste`me presque line´aire s’e´crivant sous la forme des
e´quations A.3, alors nous pouvons approximer ce syste`me par la forme suiv-
ante :
dρ
dt
= µf(ρ, ψ, t) + ...;
dψ
dt
= −1 + µg(ρ, ψ, t) + ... (A.6)
Les fonctions f et g sont pe´riodiques de pe´riode 2pi sur t. La solution de ce
syste`me s’e´crit comme la somme de la solution du premier ordre (voir les
e´quations A.5) et celles d’ordres supe´rieurs. En re´sume´ cela donne :
ρ(t) = ρ0(t) + µρ1(t) + ...; ψ(t) = ψ0(t) + µψ1(t) + ... (A.7)
Avec :
ρ1(t) =
∫ t
0
f(ρ0, ϕ0 − σ, σ) dσ; ψ1(t) =
∫ t
0
g(ρ0, ϕ0 − σ, σ) dσ (A.8)
A ce stade-la`, on a deux expressions de premier ordre :
ρ(t) = ρ0 + µρ1(t); ψ(t) = ϕ0 − t+ µψ1(t) (A.9)
Cela permet d’e´valuer ρ et ψ pour t = 2pi, t = 4pi,.., mais non pour t→∞.
Pour l’e´viter, Minorsky propose de remplacer les valeurs initiales ρ0 et ϕ0, a`
chaque variation 2pi de t, au lieu de faire varier t inde´finiment, ce qui pourrait
entraˆıner le cumul d’erreurs d’inte´gration duˆ au fait qu’on a omis les termes
d’ordre e´leve´. Il introduit alors deux entite´s :
ρ1(2pi) = K
′(ρ0, ϕ0); ψ1(2pi) = L′(ρ0, ϕ0) (A.10)
ou` K ′(ρ0, ϕ0) et L′(ρ0, ϕ0) sont les inte´grales entre 0 et2pi des e´quations A.8
prises dans leur ordre d’apparition dans le texte. K ′ et L′ sont des fonctions
de ρ0 et ϕ0 et, apre`s inte´gration, la variable t inde´pendante a disparu. En
tenant compte de la pre´ce´dente remarque et du fait que :
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ρ(t) = ρ0 + µρ1(t); ψ(t) = ψ0 + µψ1(t) (A.11)
Minorsky obtient deux transformations :
ρ(2pi) = K(ρ0, ϕ0); ψ(2pi) = L(ρ0, ϕ0) (A.12)
En partant d’une condition initiale (ρ0, ϕ0), les e´quations A.12 permettent
d’obtenir une suite de points (ρ′0, ϕ
′
0),(ρ
′′
0, ϕ
′′
0),... Cette suite de points con-
stituent l’ensemble des points obtenus par observation stroboscopique.
La variable temps n’est plus pre´sente ici, ce qui est proble´matique si on veut
parler d’attraction vers un point fixe. Minorsky propose de rajouter un nou-
veau temps, un temps stroboscopique. L’e´quation A.12 peut e´galement eˆtre
e´crite sous la forme de A.9, puisque :
ρ′ = ρ+ µρ1, ϕ′ = ϕ+ µψ1 (A.13)
ou` ρ′ et ϕ′ sont les valeurs de ρ et ϕ a` la fin de la transformation (2pi) et ρ et
ϕ sont ces valeurs avant la transformation. ∆ρ = ρ′− ρ et ∆ϕ = ϕ′−ϕ sont
les effets de la transformation sur un intervalle 2pi. Comme dans l’inte´gration
A.8 le facteur 2pi apparaˆıt ge´ne´ralement, on peut e´crire :
∆ρ = 2piµK(ρ0, ϕ0); ∆ϕ = 2piµL(ρ0, ϕ0) (A.14)
E´videment, la transformation nous rame`ne a` un point fixe, ∆ρ = ∆ϕ = 0. Il
est alors convenable d’introduire un nouveau temps pour exprimer cette con-
vergence, en substitution de la variable temps t disparue suite a` l’inte´gration
A.8 en 0 et 2pi. Le nouveau temps qu’on introduit est un temps qu’on appelle
temps stroboscopique τ . Son expression est telle que :
∆τ = 2piµ (A.15)
Ceci donne une forme familie`re des e´quations A.14.
∆ρ
∆τ
= K(ρ0, ϕ0);
∆ϕ
∆τ
= L(ρ0, ϕ0) (A.16)
255
Ces e´quations permettent de de´terminer les quantite´s a` rajouter successive-
ment a` partir d’une condition initiale (ρ0, ϕ0) pour obtenir les points A
′, A′′, ...
obtenus par observation stroboscopique du syste`me A.1. En poussant cette
analogie jusqu’au bout, Minorsky sugge`re que, de manie`re similaire a` l’im-
pression de flot produite par la persistance d’une suite d’images sur la re´tine,
il est possible de faire un passage a` la limite du syste`me A.16 pour de´crire
une courbe C qui passe par A,A′, A′′.... Ceci donne un nouveau syste`me qu’il
appelle syste`me stroboscopique :
dρ
dτ
= K(ρ, ϕ);
dϕ
dτ
= L(ρ, ϕ) (A.17)
Minorsky dit que l’e´quation stroboscopique obtenue dans A.17 permet de
re´duire le proble`me d’existence d’un cycle limite du syste`me A.1 a` un proble`me
d’existence de point fixe. Cela constitue la principale motivation de l’e´laboration
de cette me´thode. Quoiqu’initialement cela n’e´tait pas dans les objectifs de
cette me´thode, nous remarquons que la notion d’isochron est plus explicite en
utilisons le syste`me A.16. En effet, les points obtenus par observations strobo-
scopiques sont des points appartenant au meˆme isochron. Les e´quations A.17
vont nous servir comme base pour un algorithme de re´solution des isochrons
d’un syste`me de type A.1.
Une re´solution des isochrons base´e sur la me´thode stroboscopique :
cas de l’oscillateur anharmonique
Dans ce qui suit nous conside´rons les isochrons du pendule anharmonique.
Ce syste`me a l’avantage d’eˆtre simple et l’expression de ses solutions ho-
moge`nes est connue. Ses isochrons ont une forme simple : ils sont distribue´s
de manie`re radiale. Les e´quations diffe´rentielles qui de´crivent le pendule an-
harmonique sont :
dx
dt
= y + x(1− x2 − y2); dy
dt
= −x+ y(1− x2 − y2) (A.18)
et leurs solutions homoge`nes sont de la forme suivante (Demongeot et al.,
2007a) :
x(t) = ρ0e
t cos (t− θ0)√
1 + ρ20(e
2t − 1); y(t) = −ρ0e
t sin (t− θ0)√
1 + ρ20(e
2t − 1) (A.19)
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avec (ρ0, θ0), la condition initiale exprime´e en coordonne´es polaires. Admet-
tons que le syste`me a un cycle limite ψ et que la pe´riode ne´cessaire pour
effectuer une re´volution converge vers T . Une solution prise avec une con-
dition initiale appartenant au cycle est une solution qui ve´rifie la proprie´te´
suivante :∫ T
0
dx
dt
dt = ∆T0 x = 0 et
∫ T
0
dy
dt
dt = ∆T0 y = 0.
Nous de´finissons deux entite´s qui repre´sentent les de´placements effectue´s
apre`s un nombre entier de pe´riode T a` partir de n’importe quelle solution
e´crite sous forme des e´quations A.19 :
∆kT0 x = ρ0
cos (kT−θ0)ekT√
1+ρ20(e
2kT−1) − cos (θ0) = 0;
∆kT0 y = ρ0
sin (kT−θ0)ekT√
1+ρ20(e
2kT−1) − sin (θ0) = 0 avec T > 0
(A.20)
Comme pour la premie`re approximation, nous supposons que ρ0 = 1 et θ0 = 0
est un point appartenant a` l’attracteur. Nous avons T = 2pi. Nous remar-
quons que les deux quantite´s ∆T0 x et ∆
T
0 y repre´sentent les variations respec-
tives de x et y apre`s une re´volution. Quand ρ→ 1 ces deux quantite´s tendent
vers 0. L’attracteur du pendule anharmonique est alors de´crit par le cercle
unitaire ρ = 1. Alors, x(T ) = x(0)+∆T0 x et y(T ) = y(0)+∆
T
0 y. De`s lors, nous
de´finissons xn+1 = x(T ), xn = x(0) et nous appliquons la meˆme technique
pour y. En substituant dans ∆T0 x (resp. ∆
T
0 y) ρ0 cos (θ0) (resp. ρ0 sin (θ0)) par
xn (resp. yn) et ρ
2
0 par (x
2
n + y
2
n), nous obtenons le syste`me discret suivant :
 xn+1 = xn
e2pi√
1+(x2n+y
2
n)(e
4pi−1)
yn+1 = yn
e2pi√
1+(x2n+y
2
n)(e
4pi−1)
(A.21)
En partant d’un point (x0, y0) et en ite´rant ce syste`me, nous retrouvons une
se´rie de points appartenant au meˆme isochron. Ce syste`me de´crit une se´rie de
points appartenant au meˆme isochron, en partant d’une se´rie de points ini-
tiaux e´quitablement re´partie, en phase autour de l’attracteur (voir la Figure
4.5). Dans le cas de ce syste`me, la de´termination d’un isochron de phase φ se
fait simplement en reliant graphiquement les diffe´rent points (xn, yn)n avec
(x0, y0) le point de phase φ. Cela de´termine exactement l’isochron car les
isochrons du pendule anharmonique sont radiaires (nume´riquement). Pour
un autre syste`me, comme le cas du Wilson-Cowan, cela n’est plus valable
puisque ses isochrons sont en spirale.
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La de´composition potentiel-hamiltonienne
Il s’agit d’une autre me´thode pour approximer les isochrons d’un syste`me.
Cette me´thode a e´te´ de´veloppe´e dans une se´rie d’articles. Elle repose sur
l’ide´e suivante : lorsque le syste`me est proche d’un syste`me purement hamil-
tonien (reps. potentiel) les isochrons tendent vers la partie potentielle (reps.
hamiltonienne). Demongeot et al. (2007a) ont commence´ par introduire une
me´thode pour effectuer une de´composition de Hodge sur des syste`mes d’e´quations
diffe´rentielles ordinaires de dimension 2. Puis, ils ont e´labore´ un algorithme
pour estimer les composantes potentiel et hamiltonienne, dans le cas partic-
ulier des syste`mes de Lie´nard, et les ont comparer aux isochrons de quelques
syste`mes (Demongeot et al., 2007b). Enfin, ils ont discute´ et applique´ cette
me´thode sur quelques syste`mes (Forest et al., 2007; Glade et al., 2007).
Dans ce qui suit, nous pre´sentons un re´sume´ des principales e´tapes de cette
me´thode. Un syste`me d’EDO est dit potentiel-hamiltonien de´composable s’il
existe un couple de polynoˆmes (P,H), tel que :
dx
dt
= −∂P
∂x
+
∂H
∂y
;
dy
dt
= −∂P
∂y
− ∂H
∂x
(A.22)
Comme illustrer sur la Figure A.2, la partie P et la partie H repre´sente
respectivement le flot gradient et le flot conservateur. A` pre´sent conside´rant
Figure A.2 – Illustration sche´matique de la partie potentielle (P )
et la partie hamiltonienne (H). La surface repre´sente´e est celle de´crite
par P . L’aspect gradient du flot est la partie P et l’aspect conservateur du
flot est la partie H. La Figure est copie´e, apre`s accord, depuis (Demongeot
et al., 2007a).
le syste`me d’EDO de dimension 2 suivant :
dx
dt
= f(x, y);
dy
dt
= g(x, y) (A.23)
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ou` f et g sont des polynoˆmes de cette forme :
f(x, y) =
∑
i≥j
aijx
iyj +
∑
i<j
cijx
iyj; g(x, y) =
∑
i≥j
bijx
iyj +
∑
i<j
dijx
iyj
(A.24)
alors on a (Demongeot et al., 2007a), pour k ≥ 4 :
P =
∑
j≤k,j=4p+1−f [j](j−1)1 − g(j−1)[j]1 +
∑
j≤k,j=4p+2−f (j−1)[j]2 − g[j](j−1)2
+
∑
j≤k,j=4p+3 f
[j](j−1)
1 + g
(j−1)[j]
1 +
∑
j≤k,j=4p+4 f
(j−1)[j]
2 + g
[j](j−1)
2
+(f + ig)(x+ iy) + (f − ig)(x− iy)
H =
∑
j≤k,j=4p+1 f
(j−1)[j]
2 − g[j](j−1)2 +
∑
j≤k,j=4p+2 f
[j](j−1)
1 − g(j−1)[j]1
+
∑
j≤k,j=4p+3−f (j−1)[j]2 + g[j](j−1)2 +
∑
j≤k,j=4p+4−f [j](j−1)1 + g(j−1)[j]1
−i(f + ig)(x+ iy) + i(f − ig)(x− iy)
avec :
f1 =
∑
i>j aijx
iyj + 1
2
∑
i=j aijx
iyj
f2 =
∑
i<j cijx
iyj + 1
2
∑
i=j aijx
iyj
g1 =
∑
i>j bijx
iyj + 1
2
∑
i=j bijx
iyj
g2 =
∑
i<j dijx
iyj + 1
2
∑
i=j bijx
iyj
La notation f (n)[m](x, y) repre´sente la fonction obtenue en inte´grant n fois f
par rapport a` x et en la de´rivant m fois par rapport a` y.
Pour avoir une approximation de ces polynoˆmes, il faut fixer un k, puis choisir
nume´riquement k points appartenant a` l’attracteur et par une approximation
polynomiale avoir les coefficients aij, bij, cij et dij (Demongeot et al., 2007b).
Cette me´thode est applique´e, particulie`rement, au syste`me de van der Pol
(Demongeot et al., 2007b). Apre`s la de´termination de H(x, y), les auteurs
obtiennent une bonne approximation du cycle limite de´crite par l’ensemble
des points ve´rifiant H(x, y) = 0 pour le cas du van der Pol. En appliquant
cette de´composition sur le pendule anharmonique, qui est un syste`me proche
d’un syste`me purement hamiltonien, Demongeot et al. (2007b) avancent que
l’inversion de H et de P donne un nouveau syste`me dynamique dont les
trajectoires sont les isochrons du syste`me dynamique initial.
Approximation des isochrons du van der Pol
Avec une approche similaire a` la pre´ce´dente, c’est-a`-dire qui repose sur
une de´composition potentiel-hamiltonienne, Demongeot et Franc¸oise (2006)
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donnent une approximation du premier ordre des syste`mes potentiel-hamiltonien
et l’appliquent pour approximer les isochrons du syste`me de van der Pol qui,
rappelons le, a les E´quations A.25 suivantes :
{
dx
dt
= y
dy
dt
= −ω20x+ ω0 µ y(1− x2)
(A.25)
Apre`s application de leur me´thode, les auteurs donne l’approximation suiv-
ante les coordonne´s polaires : θ + ωρ2[( cos
4(θ)
4
− 1) + 1
2
sin2(θ)] = c, ou` c est
une constante.
A.2.2 Approches nume´riques
Dans l’ensemble de ces algorithmes, on utilise une inte´gration nume´rique
de type Runge-Kutta d’ordre 4 (RG4).
Algorithme de Monte-Carlo
Cet algorithme est exe´cute´ apre`s de´termination de l’attracteur cycle lim-
ite et de sa pe´riode, il prend comme entre´e le nombre d’isochrons qu’on
souhaite re´soudre, un parame`tre de pre´cision p (de´crit dans la Figure 4.2) et
deux parame`tres entiers N0 et M .
L’algorithme est paralle´lise´ en plusieurs processus ou threads. Chaque pro-
cessus de´roule l’algorithme suivant :
1. Un processus tire un point initial X0, ale´atoirement dans l’espace des
e´tats.
2. Il effectue une inte´gration RG4 pendant un nombre initialN0 de pe´riodes.
Puis, l’inte´gration est poursuivie pendant des cre´neaux d’inte´gration
e´gaux au nombre de pas de temps discret qu’il faut pour faire une
re´volution sur l’attracteur cycle limite.
3. apre`s chaque cre´neau, on ve´rifie si la trajectoire a atteint le cycle limite
(voir plus loin la me´thode de de´tection d’appartenance au cycle limite).
4. si la trajectoire n’a pas atteint le cycle limite, alors on inte`gre une nou-
velle fois pendant une pe´riode et une nouvelle ve´rification est effectue´e,
s’il y a cumul d’e´chec de de´tection pendant un nombre M (grand) de
cre´neau alors le processus rejette X0 et reprend a` la premie`re e´tape, en
choisissant un nouveau point initial X0.
260
5. sinon si on de´tecte que la trajectoire a atteint le cycle limite alors on
identifie l’isochron d’inte´reˆt qui lui est le plus proche Iφ (par distance
avec le point de Iφ appartenant au cycle limite).
6. si le point courant de la trajectoire appartient a` Iφ selon le parame`tre
de pre´cision p (voir la Figure 4.2) alors :
• on range le point initial X0 dans la collection de points de Iφ.
• sinon le point initial X0 est rejete´ et le processus reprend a` la
premie`re e´tape en tirant un nouveau point initial X0.
L’algorithme ne posse`de pas de condition d’arreˆt, nous faisons un plot des
points graphiquement a` chaque fois pour voir si le rendu est continu ou pas
(a` l’œil) pour de´cider d’arreˆter l’algorithme.
Algorithme des pinceaux intelligents
L’algorithme pre´ce´dent tire ale´atoirement dans tout l’espace des e´tats.
Cela peut s’ave´rer couˆteux, nous avons donc proposer une autre alterna-
tive qui re´duit la feneˆtre de tire. Nous de´finissons deux feneˆtres de tire
pour chaque isochrons. Nous les plac¸ons initialement au voisinage des points
de l’isochron sur le cycle limite. Puis, nous proce´dons comme l’algorithme
pre´ce´dent mais cette fois sur une feneˆtre plus re´duite et avec un nombre de
points Max, qui repre´sente le nombre de points a` trouver dans cette feneˆtre.
Une fois que nous avons trouver ses points, une re´gression line´aire simple
permet de trouver le vecteur ~V directeur de´crivant ces points. Une fois que
nous l’obtenons, la premie`re feneˆtre est de´place´e dans le sens du vecteur ~V
et la deuxie`me, dans le sens contraire (pour trouver les points appartenant
a` l’isochron et qui sont situe´s a` l’inte´rieur du cycle limite). A` l’issu de cette
e´tape, le vecteur de de´placement W de chaque feneˆtre est me´morise´s. Les
de´placements suivant des 2 feneˆtres de tire sont effectue´s pour chacune, en
calculant encore un nouveau vecteur ~V ′ (a` partir du nouvel ensemble de
points) puis chaque feneˆtre est de´place´e dans le sens d’un nouveau vecteur
de´placement ~W ′ = 〈
~V ′, ~W 〉.
‖~V ′‖
~V ′ (ceci nous permet de ne pas rebrousser chemin).
C’est l’ide´e de cette algorithme conc¸u pour des syste`mes bidimensionnels. Il
pre´sente quelque difficulte´ quand la courbe des isochrons est tre`s angulaire
(en spirale par exemple comme le cas du Wilson-Cowan, voir la Figure 4.6).
Algorithme de retour en arrie`re
Cette algorithme se re´sume a` l’ide´e suivante : l’ensemble des points d’un
isochron est de´termine´ par inte´gration en arrie`re (en remontant le temps),
depuis le point appartenant a` l’isochron sur le cycle limite. Les isochrons sont
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de´termine´s en de´roulant le temps dans le sens contraire et en partant d’un
petit voisinage du points de phase sur le cycle limite.
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Annexe B
Outils logiciels
Pour mener a` bien ce travail de the`se, 3 de´veloppements logiciels ont e´te´
ne´cessaires. Le premier logiciel, NetworkDesigner, logicel que j’ai commence´
a` de´velopper pendant mon stage de fin d’e´tudes au laboratoire TIMC-IMAG.
Le second, DSAnalyser, est un environnement informatique que j’ai de´veloppe´
pour re´soudre les isochrons de quelques oscillateurs et la simulation de pop-
ulations d’oscillateurs. Enfin, j’ai contribue´ a` un troisie`me environnement
logicels, GNBox, conc¸u par Fabien Corblin, initialement, pour transformer le
proble`me de mode´lisation d’un re´seau de re´gulation avec un formalisme de
Thomas en un proble`me de satisfiabilite´. Nous avons collabore´ tous les deux
pour e´tendre cet environnement au cas des re´seaux d’automates boole´ens a`
seuil. Dans ce qui suit, je re´sume brie´vement les fonctionnalite´s et les car-
acte´ristiques de chaque logiciel.
B.1 NetworkDesigner
Il s’agit d’un logiciel de conception de re´seaux d’automates discrets a` seuil,
pour la mode´lisation de re´seaux de re´gulation ge´ne´tique. Il offre diffe´rentes
possibilite´s de simulation nume´rique, telles que (i) l’analyse de la dynamique
du re´seau, attracteurs (point fixes et cycles limites) et leurs bassins d’attrac-
tion, (ii) l’analyse des transitions entre les diffe´rents bassins d’attraction sous
des conditions de stochasticite´ repre´sente´es par une fonction de transition de
type machine de Boltzmann et (iii) d’autres fonctionnalite´s d’interfac¸age avec
GNBox (voir en-dessous).
Je l’ai conc¸u en UML imple´mente´ sous l’environnement Eclipse pour C++ en
utilisant la bibliothe`que graphique Qt4. Il a e´te´ de´veloppe´ dans le cadre du
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Virtual Physiological Human Network of Excellence (European Project). Il
est disponible gratuitement sous licence GPL 2.0 a` l’adresse suivante : http:
//toolkit.vph-noe.eu/home/tools/modelling-tools/networkdesigner.
html.
Nombre de lignes de code : ' 8000
B.2 DSAnalyser
Il s’agit d’un environnement que j’ai de´veloppe´ en C++ pour la simula-
tion de syste`mes dynamiques d’oscillateurs pe´riodiques, exprime´s sous forme
d’e´quations diffe´rentielles.
Les principales fonctionnalite´s qu’offre ce logiciel sont la de´termination de
l’attracteur cycle limite, des trajectoires et des isochrons d’un syste`me dy-
namique. Je cite aussi d’autres fonctionnalite´s, telles que la simulation d’une
population d’oscillateurs.
Ce logiciel devrait eˆtre disponible en te´le´chargement gratuit vers juin 2012
sur le portail du VPH NoE.
Nombre de lignes de codes : ' 7000.
B.3 GNBox
Ce logiciel est conc¸u et de´veloppe´ par mon colle`gue et ami Fabien Cor-
blin. Il a e´te´ initialement de´veloppe´ pour inte´grer des re´seaux de re´gulation
exprime´s dans le formalisme des re´seaux de Thomas. J’ai contribue´ a` l’ex-
tension de ce logiciel vers le formalisme des re´seaux boole´ens a` seuil (re´seaux
Hopfield-like) et au de´veloppement de son interface avec NetworkDesigner.
La puissance de ce logiciel re´side dans sa manie`re d’aborder la proble´matique
de mode´lisation des re´seaux de re´gulation ge´ne´tique, en proposant une ap-
proche nouvelle. La manie`re classique est d’inte´grer les donne´es structurelles
incomple`tes (typiquement du type interaction entre ge`nes) et d’essayer de
tendre vers la dynamique observe´e expe´rimentalement en minimisant une
fonction couˆt pour trouver un mode´le convenable. L’approche imple´mente´e
par ce logiciel passe par une formalisation des donne´es structurelles et des dy-
namiques observe´es sous forme de contraintes logiques. Le proble`me devient
alors un proble`me de satisfiabilite´ qui sera traite´ par un solveur SAT. Dans
certains cas, tout un ensemble de solutions mode`les est trouve´, une re´duction
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des mode`les est effectue´e et l’e´tude taxonomique devient envisageable. Nous
donnons un exemple de cette approche dans l’article :
Determination, optimization and taxonomy of regulatory networks. Nicolas Glade,
Adrien Elena, Fabien Corblin, Eric Fanchon, Jacques Demongeot and Hedi Ben
Amor. Advanced Information Networking and Applications Workshops (WAINA),
2011 IEEE 25th International Conference on, Piscataway, 488-494 (2011).
Nombre de lignes de codes (de ma contribution) : ' 300.
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