Abstract. In this paper a system for visual attention manipulation is introduced and formally described. This system is part of the design of a software agent that supports naval crew in her task to compile a tactical picture of the situation in the field. A case study is described in which the system is used to manipulate a human subject's attention. To this end the system includes a Theory of Mind about human attention and uses this to estimate the subject's current attention, and to determine how features of displayed objects have to be adjusted to make the attention shift in a desired direction. Manipulation of attention is done by adjusting illumination according to the calculated difference between a model describing the subject's attention and a model prescribing it.
Introduction
In the domain of naval warfare, it is crucial for the crew of the vessels involved to be aware of the situation in the field. Examples of important questions that should be addressed continuously are "in which direction are we heading?", "are we currently under attack?", "are there any friendly vessels around?", and so on. To assess such issues, one of the crew members is usually assigned the Tactical Picture Compilation Task (TPCT): the task to identify and classify all entities in the environment (e.g., [11] ). This is done by monitoring a radar screen for radar contacts, and reasoning with the available information in order to determine the type and intent of the contacts on the screen. However, due to the complex and dynamic nature of the environment, this person has to deal with a large number of tasks in parallel. Often the radar contacts are simply too numerous and dynamic to be adequately monitored by a single human, which compromises the performance of the task.
For these reasons, it may be useful to offer the human some support from an intelligent ambient system, consisting of software agents that assist him in the execution of the Tactical Picture Compilation Task. For example, in case the human is directing its attention on the left part of a radar screen, but ignores an important contact that just entered the radar screen from the right, such an agent may alert him about the arrival of that new contact. To be able to provide this kind of intelligent support, the system somehow needs to maintain a model of the cognitive state of the human: in this case the human's focus of attention. It should have the capability to attribute mental, and in particular attentional (e.g., [12] , [13] , [14] ) states to the human, and to reason about these. In psychology and philosophy this characteristic is often referred to as Theory of Mind (or ToM, see, e.g., [1] ). According to [7] , agents, both human and software, can exploit a Theory of Mind for two purposes: to anticipate the behaviour of other agents (e.g., preparing for the consequences of certain actions that the other will probably perform), and to manipulate it (e.g., trying to influence the actions that the other will perform). In case of an intelligent system to support naval crew members, both purposes are relevant, but require a different type of support. This study is related to the latter type, the type that tries to manipulate the focus of attention.
A number of approaches in the literature address the development of software agents with a Theory of Mind; e.g., [16] , [7] . Usually, such agents maintain, in one way or the other, a model of the epistemic (e.g., beliefs) and/or motivational states (e.g., desires, intentions) of other agents. However, for the situation sketched above, such agents ideally also have insight in another agent's attentional states. After all, if a supportive agent is to find out whether the human is ignoring some contact, it needs to have some knowledge about which contacts the person is paying attention to. This idea is in line with the theories of cognitive scientists like Gärdenfors [9] , [10] , who claims that humans have a Theory of Mind that is not only about beliefs, desires, and intentions, but also about other mental states like attentional, emotional, and awareness states.
The current paper is the result of a project that aims to develop intelligent agents to support naval crew members in the Tactical Picture Compilation Task, based on the ideas described above. To this end, four models have been developed. First, a dynamical model of human attention is needed, which estimates where the person's attention is, based on information about features of objects on the screen and the person's gaze. Second, a reasoning model is needed to reason through the first model in order to generate beliefs on attentional states at any point in time. Third, a model is needed that compares the output of the second model with some normative attention distribution, and determines whether there is a discrepancy. Finally, a model is needed that uses the output of the third model to determine how to alert the human that he is ignoring something important. An initial version of the first two models has already been developed and were adopted from this earlier work ( [5] , [6] , respectively [2] ). The current paper has its focus on the development of the other two models.
Section 2 presents a brief introduction of the existing literature on attentional processes, which helps to understand the choices made within this paper. Next, Section 3 formally describes the different models within the supportive software agent, and presents some simulations that were performed to test the behaviour of the model at a conceptual level. In Section 4, the whole approach is applied in a realworld a case study, using human gaze data and a tactical picture compilation task environment. Finally, Section 5 is a discussion.
Manipulation of Attention
Typically, a person's attention is influenced both by top-down and by bottom-up processes. The former means that observers orient their attention in a goal-directed manner, as a consequence of their expectations or intentions [19] . For example, when searching for a friend in the crowd, attention is guided top-down [20] . In contrast, the latter means that attention is elicited by a (highly salient) trigger from the environment. For example, one green circle among several blue circles will "pop-out" and attention will be directed to this object [22] .
In this project the focus is primarily on adjusting the features of a specific location, such that only bottom-up attention is manipulated. Features that are mainly known to influence attention are intensity (luminance), colour and orientation. Previous research shows that attention can be elicited both by the contrast with stimuli at other locations [12] , [15] , [17] and the abrupt change of a feature, like luminance [21] , [23] or form [23] .
Several cognitive models on attention have been proposed and show that it is possible to predict attention allocation based on a saliency map, calculated from features of a stimulus, like luminance, colour and orientation [13] , [18] . These models are not dynamic in the sense that they are based on existing information from the environment. However, if indeed the change of a specific feature (like luminance) can cause an attention shift in the human performing a task considered, a model can be used to realise this change. This way, humans who have to direct their attention to a large number of locations in parallel can be supported to adequately perform their task.
Formalisation of a Theory of Mind for Attention
In this section it is shown how the Theory of Mind for attention within the software agent was designed. First, in Section 3.1 the general setting is described, distinguishing four models. In subsequent subsections 3.2, 3.3, 3.4, and 3.5 these four models are described in more detail.
Overall Setting
A Theory of Mind enables an agent to analyze another agent's mind, and to act according to the outcomes of such an analysis and its own goals. For the general case such processes require some specific facilities.
(1) A representation of a dynamical model is needed describing the relationships between different mental states of the other agent. Such a model may be based on qualitative causal relations, but it may also concern a numerical dynamical system model that includes quantitative relationships between the other agent's mental states. In general such a model does not cover all possible mental states of the other agent, but focuses on certain aspects, for example on beliefs and desires, on emotional states, on the other agent's awareness states, or on attentional states as in this paper. (2) Furthermore, reasoning methods to generate beliefs on the other agent's mental state are needed to draw conclusions based on the dynamical model in (1) and partial information about the other agent's mental states. This may concern deductive-style reasoning methods performing forms of simulation based on known inputs to predict certain output, but also abductive-style methods reasoning from output of the model to (possible) inputs that would explain such output. (3) Moreover, when in one way or the other an estimation of the other agent's mental state has been found out, it has to be assessed whether there are discrepancies between this state and the agent's own goals. Here also the agent's self-interest comes in the play. It is analyzed in how far the other agent's mental state is in line with the agent's own goals, or whether a serious threat exists that the other agent will act against the agent's own goals. (4) Finally a decision reasoning model is needed to decide how to act on the basis of all of this information. Two types of approaches are possible. A first approach is to take the other agent's state for granted and prepare for the consequences to compensate for them as far as these are in conflict with the agent's own goals, and to cash them as far as they can contribute to the agent's own goals (anticipation). For the navy case, an example of anticipation is when it is found out that the other agent has no attention for a dangerous object, and it is decided that another colleague or computer system will handle it (dynamic task reallocation). A second approach is not to take the other agent's mental state for granted but to decide to try to get it adjusted by affecting the other agent, in order to obtain a mental state of the other agent that is more in line with the agent's own goals (manipulation). This is the case addressed in this paper.
In this paper the general pattern sketched above is applied to the way in which a (software) agent can attempt to adjust the other (human) agent's attention, whenever required. To this end the software agent uses four types of facilities:
• A dynamical model for attention
Representation of a dynamical attention model: a model that provides as output an estimation of the current attention distribution, based on input about features of objects on the screen and the other agent's gaze.
• A reasoning model to generate beliefs about attentional states
These methods are used to estimate the attention given inputs about features of the objects and the other agent's gaze.
• A discrepancy assessment model This concerns a model to determine whether it is desirable that the attention distribution is changed, and to which extent: the discrepancy between actual and desirable attentional states • A decision reasoning model This is a model to determine how, given a desire to adjust the attention distribution in certain respects, the inputs for the attention model have to be changed, to obtain an attention distribution as output, which is adjusted as desired.
The dynamical attention model is taken over from [5] , [6] and is only briefly summarised below. The second model is kept relatively simple: beliefs on the attentional state are generated just based on (internal) simulation of the attention model. The third and fourth model form the most crucial part of this paper.
The Dynamical Attention Model Used
The attention distribution at time t is an assignment of attention values AV(s, t) to a set of attention spaces s. Attention spaces are squares within a grid. The attention distribution is assumed to have a certain persistency. At each point in time the new attention is related to the previous attention, by where is the decay parameter that results in the decay of the attention value of space s at time point t -1. Note that higher values for result in a higher persistency and lower decay and vice versa. Here AV norm (s,t) is determined by a normalisation process keeping the total amount of attention fixed. This is described by:
Here AV new (s,t) is defined as follows. An important aspect of the visual attentional state is human gaze behaviour. Therefore the relative distance of each space s to the gaze point (the centre) is an important factor in determining the attention value of s. Mathematically this is modelled by the formula above, where AV pot (s,t) is the potential attention value of s at time point t. The term r(s,t) is taken as the Euclidian distance between the current gaze point and s at time point t (multiplied by an importance factor α which determines the relative impact of the distance to the gaze point on the attentional state, which can be different per individual and situation):
Here the potential attention value AV pot (s,t) is calculated as follows, based on the properties of the space (i.e., of the types of objects present) at that time (for instance features such as colour, intensity, and orientation contrast, amount of movement). For each of such a feature a specific saliency map describes its potency of drawing attention; e.g., [8] , [13] , [14] Because not all features are equally highlighting, an additional weight for every map is used. Formally the above can be described as shown above, where for any feature there is a saliency map M, for which M(s,t) is the unweighted potential attention value of s at time point t, and w M (s,t) is the weight for saliency map M, where 1 ≤ M(s,t) and 0 ≤ w M (s,t) ≤ 1. The exact values for the weights depend on the specific application.
Reasoning Model to Generate Beliefs About Attentional States
The reasoning method to generate beliefs about attentional states is kept simple. The model described in Section 3.2 as a dynamical system model (based on a difference equation) is just used by the software agent as an internal simulation model to generate new attentional states out of the previous ones and information about the current features of the objects. This is done by a forward reasoning method (forward in time) as described in [2] . This reasoning method can be used to make predictions on future states, or on making an estimation of the current state based on information acquired in the past. This reasoning method occurs in the literature in many variants, in different contexts and under different names, varying from, for example, computational (numerical) simulation based on difference or differential equations, qualitative simulation, causal reasoning, execution of executable temporal logic formulae, and forward chaining in rule-based reasoning, to generation of traces by transition systems and finite automata. The basic specification of this reasoning model can be expressed as follows, where belief(leads_to_after(I, J, D)) (the belief that when state I holds at time T, then J will hold after time duration D) is used as the agent's internal representation format for dynamical system models, and belief(at(I, T)) as a representation of its information on the world (including human processes) at different points in time; moreover, → → means that when the antecedent holds, the consequent will follow. Here, I and J are predicates that may represent world states like 'AV(s,t) = 0.5' or 'luminance value 0.8 is assigned to s'.
Belief Generation based on Positive Forward Simulation
If it is believed that I holds at T and that I leads to J after duration D, then it is believed that J holds after D.
If it is believed that I1 holds at T and that I2 holds at T, then it is believed that I1 and I2 holds at T.
belief(at(X1,T)) ∧ belief(at(X2, T)) → → belief(at(and(X1, X2), T))
This is done by calculations following the formulae described above.
A Model to Determine Discrepancy between Actual and Desirable Attention
The discrepancy between actual and desirable attention can be determined as soon as a model is available for what the desirable attention distribution is (sometimes called a prescriptive model). For the case addressed in this paper this means that in a computational manner it is assessed which objects deserve attention, an assessment on the basis of features such as distance, speed and direction of an object 1 . In fact, this is close to the first part of the task the human is performing: identification of the relevant objects to be handled.
A Decision Model for Attention Adjustment
The model for adjustment of the attention distribution has as input the discrepancy determined by the model described in Section 3.4, and also makes use of the explicitly represented dynamical model as described in Section 3.2. The general idea is that the relations between variables within this model are followed in a backward manner, thereby propagating the desired adjustment from the attentional state variable to the features of the object at the screen. The general pattern behind this operation on a dynamical model representation is illustrated in Figure 1 Fig. 1 . Dependencies between variables in a dynamical system model output of a model, and by branches the variables on which this depends are depicted, until the leaves where actual adjustments can be made 2 . This is a form of desire refinement: starting from the root variable, by a step-bystep process a desire on adjusting a parent variable is refined to desires on adjustments of the children variables, until the leave variables are reached. The starting point is the desire on the root variable, which is the desired adjustment of the attentional state; this is determined by.
belief(av(s)<h) ∧ desire(a(v)>h) ∧ belief(has_value(av(s), v)) → → desire(adjust_by(av(s), (h-v)/v)
Note that here the adjustment is taken relative (expressed by division of the difference h-v by v). Suppose as a point of departure (given the discrepancy assessment) an adjustment Δv 1 is desired, and that v 1 depends on two variables v 11 and v 12 that are adjustable (the non-adjustable variables can be left out of consideration). Then by elementary calculus as a linear approximation the following relations between required adjustments can be obtained:
This formula is used to determine the desired adjustments Another setting, which actually has been used in the model is to take μ 11 = v 11 and μ 12 = v 12 . In this case the adjustments are assigned proportionally; for example, when v 1 has to be adjusted by 5%, also the other two variables on which it depends need to contribute an adjustment of 5%. Thus the relative adjustment remains the same through propagations:
This shows the general approach on how desired adjustments can be propagated in a backward manner through a dynamical model. Thus a desired adjustment of the attentional state as output at some point in time can be related to adjustments in the features of the displayed objects as inputs at previous points in time. For the case study undertaken this approach has been applied, although at some points in a simplified form. One of the simplifications made is that due to the linearity of most dependencies in the model, adjustments have been used that just propagate without any modification. An example of a rule specified to achieve this propagation process is:
Here the adjustments are taken relative, so, this rule is based on Δu 2 / u 2 = Δu 1 / u 1 as derived above for the linear case. When at the end the leaves are reached, which is represented by the belief that they are directly adjustable, then from the desire an intention to adjust them is derived.
If an intention to adjust a variable u by a exists with current value b, the new value b+ α*a*b to be assigned to u is determined; here α is a parameter that allows the modeler to tune the speed of adjustment:
This rule is applied for variables that describe features f of objects at locations s, i.e., instances for u of the form feature(s, f). Note that each time the adjustment is propagated as a value relative to the overall value.
6 Simulation Results
To test whether the approach described above yields the expected behaviour, it has been used to perform a number of simulation experiments in the LEADSTO simulation environment [4] . This environment takes a specification of causal relationships (in the format as shown in the previous sections) as input, and uses this to generate simulation traces. The simulations shown here address a slightly simplified case, where the radar screen has been split up in 4 locations. For the time being, it is assumed that each location contains one contact, and that these contacts stay within their locations. The features of the contacts that are manipulated are luminance, size, and level of flashing. Initially, each contact starts with the same features, but during the simulation these features are manipulated, based on the prescribed (or desired) attention. This desired attention is generated randomly, where every 50 time units a next location is selected where the attention should be. Furthermore, the behaviour of the human gaze is generated as follows: after each adaptation of the features, the gaze moves to one of the four locations, with a probability that is proportional to the saliency of the contact at that location.
Fig. 2.
Model-based reasoning process. First it is intended (several times) to adjust a feature value at location 2, then at location 1, then at location 3, and finally at location 4.
The results of an example simulation run are depicted in Figures 2 to 5 . In these figures, time is on the horizontal axis, and the different state of the process is shown in the vertical axis. A dark line indicates that a state is true at a certain time point. Note that some information has been omitted due to space limitations. Figure 2 shows the model-based reasoning process of the agent, in terms of desires and intentions. Figures 3, 4 , and 5 show, respectively, the estimated attention, the human's gaze, and the value of the feature "luminance" at different locations over time. As shown in Figure 2 , initially it is desired that at least 50% of the human's attention is at location 2 (desire(av(2)>0.5)). Since this is not the case (see Figure 3) , the luminance of the Fig. 3 . Estimated attention at different locations. Initially the highest attention value is estimated to be at location 2 (with a peak around time point 55), then at location 1, then at location 3, and finally at location 4. contact at location 2 is increased (see Figure 5) . As a result, the human's gaze shifts towards this location (see Figure 4) , which increases his attention for location 2. In the rest of the simulation, this pattern is repeated for different locations. 
Case Study
To test the approach in a real world situation, and obtain an initial validation, a case study with human subjects while executing the Tactical Picture Compilation Task was undertaken. In Section 4.1 the environment is explained, Section 4.2 discusses some implementation details of the system tailored to the environment, and in Section 4.3 the first results are discussed.
Environment
The task used for this case study is an altered version of the identification task described in [11] that has to be executed in order to build up a tactical picture of the situation, i.e. the Tactical Picture Compilation Task (TPCT). The implementation of the software is done in Gamemaker [25] . In Figure 6 a snapshot of the interface of the task environment is shown. The goal is to identify the five most threatening contacts (ships). In order to do this, participants have to monitor a radar display where contacts in the surrounding areas are displayed. To determine if a contact is a possible threat, Fig. 6 . A snapshot of the interface of the used task environment different criteria have to be used. These criteria are the identification criteria (idcrits) that are also used in naval warfare, but are simplified in order to let naive participants learn them more easily. These simplified criteria are the speed (depicted by the length of the tail of a contact), direction (pointer in front of a contact), distance of a contact to the own ship (circular object), and whether the contact is in a sea lane or not (in or out the large open cross). Contacts can be identified as either a threat (diamond) or no threat (square).
Implementation
The system is further developed and evaluated using Matlab. The output of the environment described in Section 4.1 was used and consisted of a representation of all properties of the contacts visible on the screen, i.e. speed, direction, if it is in a sea lane or not, distance to the own ship, location on the screen and contact number. In addition, data from a Tobii x50 eye-tracker [24] were retrieved from a participant executing the TPC task. All data were retrieved several times per second and were used as input for the system. Once the system was tailored to the TPC case study, the eventual implementation of it was done in C#. The output of the implementation of the system causes the saliency of the different objects on the screen to either increase or decrease, which may result in a shift of the participant's visual attention. As a result, the participant's attention is continuously manipulated in such a way that it pays attention to the objects that are considered relevant by the system. The results of this implementation are described below.
Results
The first results of the implemented system are best described by a number of example snapshots of the outcomes of the system in three different situations over time (see Figure 7) . On the left side of Figure 7 the darker dots correspond to the system´s estimation of those contacts to which the participant is paying attention. On the right side of the figure, the darker dots correspond to those contacts where attention manipulation is initiated by the system (in this case, by increasing its saliency). On both sides of the figure a cross corresponds to the own ship, a star corresponds to the eye point of gaze, and the x-and y-axes represent the coordinates on the interface of the TPCT. In the pictures to the left, the z-axis represents the estimated amount of attention. The darker dots on the left side are a result of the exceedance of this estimation of a certain threshold (in this case .03). Thus, a peak indicates that it is estimated that the participant has attention for that location. Furthermore, from top to bottom, the following three situations are displayed in Figure 7: 1. After 37 seconds since the beginning of the experiment, the participant is not paying attention to region A at coordinates (7.5,1.5), while no attention manipulation for region A is initiated by the system. 2. After 39 seconds, the participant is not paying attention to region A, while the attention should be allocated to region A, and therefore attention manipulation for region A is initiated by the system. 3. After 43 seconds, the participant is paying attention to region A, while no attention manipulation for region A is done by the system, because this is not needed anymore.
The output of the attention manipulation system and the resulting reaction in terms of the allocation of the participant's attention in the above three situations, show what one would expect of an accurate system of attention manipulation. As shown in the two pictures at the bottom of Figure 7 , in this case the agent indeed succeeds in attracting the attention of the participant: both the gaze (the star in the bottom right picture) and the estimated attention (the peak in the bottom left picture) shift towards the location that has been manipulated.
Discussion
An important task in the domain of naval warfare is the Tactical Picture Compilation Task: the task to identify and classify all entities in the environment and determine the consequences in terms of tactical possibilities and constraints. However, due to the complex and dynamic nature of the environment, it is very difficult for a single human to perform this task adequately. Therefore, the current paper proposes to offer the person some support from an intelligent software agent that assists him in the Tactical Picture Compilation Task (TPCT). To this end, a number of models have been developed: 1) a dynamical system model for attention, 2) a reasoning model to generate beliefs about attentional states using the attention model for forward simulation, 3) a discrepancy assessment model, and 4) a decision reasoning model, again using the attention model, this time for backward desire propagation. This paper presented an initial version of such a supporting agent, focusing especially on the last two models, where the first two were adopted from earlier work in [5] , [6] , and [2] . This software agent is an example of a model-based intelligent ambient agent, as described in [3] . Within this type of agent an explicitly represented (dynamical system) model of human functioning plays an important role, for the case considered here the model of the human's attention. Such a model forms a basis for the application of dedicated model-based reasoning methods, as was also illustrated here: forward simulation reasoning and backward desire propagation reasoning.
After testing the system at a conceptual level by simulation, it has been implemented in a case study where participants have to perform a simplified version of the TPCT. Although no elaborated experimental validation has been performed as yet, initial results indicate that the agent is indeed able to adapt the features of objects in such a way that they attract the human's attention if necessary.
Concerning future work, an important challenge would be to perform a more elaborated validation of the supportive system. This can be done is several steps. First, to obtain more data, the experiment introduced in this paper will be performed with a larger number of participants. The resulting data can then be used to check (possibly using automated analysis tools) whether the supporting agent is successful in various situations. As part of this validation, also different strategies and parameter settings will be tested. For example, does adapting the shape of an object provide better results than adapting its luminance, or adapting multiple features? Similarly, in addition to manipulation of bottom-up attention, is it useful to manipulate top-down attention as well? Furthermore, in a later stage of the project, it is planned to evaluate whether the software agent indeed improves the task performance of the user.
