The quality of image encryption is commonly measured by the Shannon entropy over the ciphertext image. However, this measurement does not consider to the randomness of local image blocks and is inappropriate for scrambling based image encryption methods. In this paper, a new information entropy-based randomness measurement for image encryption is introduced which, for the first time, answers the question of whether a given ciphertext image is sufficiently random-like. It measures the randomness over the ciphertext in a fairer way by calculating the averaged entropy of a series of small image blocks within the entire test image. In order to fulfill both quantitative and qualitative measurement, the expectation and the variance of this averaged block entropy for a true-random image are strictly derived and corresponding numerical reference tables are also provided. Moreover, a hypothesis test at significance α-level is given to help accept or reject the hypothesis that the test image is ideally encrypted/random-like. Simulation results show that the proposed test is able to give both effectively quantitative and qualitative results for image encryption. The same idea can also be applied to measure other digital data, like audio and video.
Introduction
Recently, the Wikileaks incident harmed many personal and governmental interests by publishing a series of private, secret and classified media. This incident again reminded people and governments the importance of information security, although information security is still a relative new word existing for a half century. About two decades ago, the first data encryption standard (DES), a block cipher based on a 56-bit key, [1] was published for binary sequences.
Background

Shannon Entropy and Properties
In 1948, Claude Shannon first proposed the concept of Shannon entropy [29] . Since then, the Shannon entropy has been widely used in a variety of information sciences. It measures the randomness and quantifies the expected value of the information contained in a message, usually in bit units. The Shannon entropy of a random variable X can be defined as Eqn. (1), P i is defined in Eqn. (2) where x i indicates the ith possible value of X out of n, and P i denotes the possibility of X = x i . H(X) = H(P 1 , ..., P n ) = − n i=1 P i log 2 P i
(1)
The Shannon Entropy attains, but is not limited to, the following properties:
1. Bounded: 0 ≤ H(X) ≤ log 2 n 2. Symmetry: H(P 1 , P 2 , ...) = H(P 2 , P 1 , ...) etc.
3. Grouping: H(P 1 , ..., P n ) = H(P 1 + P 2 , P 3 , ..., P n ) + (P 1 + P 2 )H(
In the context of digital images, an image X of size M-by-N can be considered as a system with L pixel intensity scales. For example, a 8-bit gray image allows L = 256 gray scales from 0 to 255. Additionally, denote the number of pixels within image X at pixel intensity scale l as ℵ(l). Then P l = Pr(X = l) = ℵ(l)/MN. Finally, Eqn. (1) turns into Eqn. (3) in the context of image data.
This image entropy attains its maximum when a pixel's intensity is equally likely at any scale l as Eqn. (4) shows.
An ideally encrypted image is completely random and thus its entropy reaches the theoretical maximum log 2 L.
Since the image entropy is a quantitative measurement for {P 0 , ..., P l , ..., P L−1 }, it is an equivalent test to the histogram analysis, which plots the distribution of P l and is commonly used for security analysis in the image encryption literature.
Central Limit Theorem and Berry-Esseen Theorem
Let Y 1 , Y 2 , ..., Y n be a sequence of n independent and identically distributed observations on a random variable Y associated with a finite mean µ and a variance σ 2 . The Central Limit Theorem (CLT) states that the sample mean of these observations approaches the normal distribution with a mean µ and a variance σ 2 /n, as the number of samples n increases. Mathematically, the CLT can be stated as Eqn. (5) shows. The most important merit of the CLT is that it is true even when the probability density function (PDF) of the random variable Y does not follow a normal distribution.
Instead of using Y n , the random variable Z n defined in Eqn. (6) is commonly used in hypothesis tests, where
The convergence in distribution implies that Eqn. (7) is held for arbitrary z ∈ , where Φ(z)
is the cumulative distribution function (CDF) of N(0, 1). Consequently, the statistical test designed on this Z statistic is called the Z-test, where F Z n (z) denotes the actual CDF of Z n . .
As a supplement to CLT, Berry-Esseen Theorem (BET) quantifies the rate at which this convergence to normality takes place. The theorem states that there exists a positive constant C, such that the BET inequality defined in Eqn.
(8) holds for all z and n, where σ is the standard deviation of Y and ρ is defined in Eqn. (9) .
The BET tells that the difference between the CDF of the standard normal distribution and that of the n sample mean of a random variable associated with a finite mean µ and a variance σ 2 differs by no more than the specified amount. The calculated values of the constant C was 7.59 [14] in 1941. Over the years, this value has greatly decreased. So far the best estimate of C is found as C < 0.4784 [17] in 2011, derived from the inequality Eqn. (10) .
Information Entropy based Randomness Test for Image Encryption
Ideally Encrypted Image
Before designing a measurement or test for image encryption, the question of what is an ideally encrypted image has to be answered. Although there might be other answers, the ideally encrypted image in this paper is considered as a random-like image, which is not discernible from a true random image. In other words, we believe that the ideally encrypted image and the true random image have the same statistics. Indeed, this is the ideal case for image encryption, which encrypts the original image pixel information so well that one cannot differentiate the encrypted image from a true random image. However, sharing the same statistics does not imply that an ideally encrypted image is a true random image but some image very alike it. It is noticeable that a true random image R has a very flat histogram, a high Shannon entropy over the entire image and a very low autocorrelation coefficient between neighbor pixels. Moreover, any image block of a true random image R should also attain a high Shannon entropy. This is an assumption that is true but is omitted in randomness tests for image encryption. In other words, we believe that an image containing some image blocks with low Shannon entropy scores is not ideally encrypted/random-like, no matter how high its global Shannon entropy is. Fig. 1 shows an example why the additional local randomness constraints has to be included for testing randomness in image encryption. The plaintext image of the rabbit is encrypted by some image cipher using block processing.
Some image block, say ears of the rabbit, however, is encrypted by a weak key. From the color histogram, it is clear that such a weak does not influence the ciphertext distributions very much. Although such a weak key only leads to a limited amount of information leakage (only ears are recongized), it may completely divulge the information of the image (rabbit). Although the ciphertext histogram distributions contains some small 'bumps', the entropy of ciphertext is 7.99373, which is very close to 8, the theoretical upper bound of entropy for an 8-bit image. Therefore, a pure high entropy tested on the entire image is insufficient to test whether the test image is ideally encrypted/random-like. In other words, the global entropy test does not satisfy the first measurement consideration, laid out in the introduction.
Block Entropy Test for Image Encryption
In order to measure the local entropy over image blocks rather than the global entropy, the block entropy test on a given encrypted image X is fulfilled as follows:
• Step 3. Calculate the sample mean H K over these K block entropies via Eqn. (11) • Randomly selected and non-overlapped K regions over the entire image give a fair coverage on a two-dimensional image;
• The compact definition of H K ensures a light computational cost;
• H K is applicable to both permutation and substitution based encryption methods.
In order to make H K a meaningful statistic that can be used to judge the randomness in an image, H * K from the ideally encrypted image has to be derived. In the remainder of this section, the theoretical mean and variance of H * K are given as a function of the block size MN and of the number of allowed intensity scales L. 
∴ The random variable for a pixel p at intensity level l follows a Bernoulli distribution with success
is given and ∀l ∈ {0, 1, ..., L−1}, ∃P l = ℵ(l)/MN, the joint distribution of f (P 0 , P 1 , ..., P L−1 )) is also known. Therefore, the distribution of information entropy of an image block H(Y) = − L−1 l=0 P l log 2 P l can be also obtained.
Proof. Straightforward.
Because the statistics of interest are the mean and variance of H(Y) but not its distribution, an easier way to derive them is to first find h(P l ) in Eqn. (12) and then to calculate the mean and variance of H(Y) via Eqn. (13) .
Using Corollary 1 and Eqn. (12) , the following expectation values can be obtained
Therefore, H(Y)'s first and second moments, mean µ H and E[H(Y) 2 ] , can be obtained via Eqns. (17) and (18), respectively. Finally, its variance σ 2 H can be obtained via Eqn. (19) .
Therefore, an image block Y at size M-by-N within an ideally encrypted image X with L scales has the mean and variance of Shannon entropy as Eqns. (17) and (19), respectively. It is clear that µ H and σ 2 H are determined as long as the size of MN and the number of allowed scales L are specified.
Based on µ H and σ H , the theoretical mean and variance of H * K can be obtained as Eqns. (20) and (21), respectively. Once a test encrypted image is given and the block entropy test is applied, the actual sample mean H K is obtained.
If the test image is ideally encrypted, then this actual sample mean should be comparable with the theoretical sample mean µ H * K , which is derived from the ideal case. Otherwise, the actual sample mean H K should be lower than µ H * K .
Numerical Mean and Variance of H * K
Numerically, the mean and variance of H(Y) can be calculated via Eqns. (17) and (19) as Table 1 shows. Consequently, the mean and variance of H * K are obtained via Eqns. (20) and (21) according to the used number of sample blocks K. Table 1 , it is clear that as the size of test block MN increases, the expected block entropy increases quickly towards to its theoretical upper bound, while the variance of block entropy decreases quickly towards to zero. This conclusion is not surprising, because the intensity scale for each pixel is assumed to follow an uniform distribution U(0, L − 1), so the more pixels in the test block, the higher the block entropy. Meanwhile, the intensity scale for each pixel is also assumed independently distributed, so the variance tends to decrease as the sample size increase. It is clear that if a test image has a high block entropy when the block size is small, it tends to have a higher entropy when this block size increases. However, the opposite claim does not always hold: a high entropy with a large block size is not necessary to imply a relative high entropy when this size decreases. In addition, from the comparison results in Fig. 3-(d) , it is noticeable that the block entropies of three test images get closer as the block size increases. On the other hand, from Table 1 , too small block size may not be large enough to test the entropy. For example, a size of 2-by-2 block is obviously small for testing the entropy in a gray image, which has 256 intensity scales. Therefore, in order to obtain a good test results, an appropriate block size has to be determined.
Heuristically, we believed that MN = 256 is a good block size for gray image L = 256. In the following section, the Z-test on H K is derived for L = 256 and MN = 256.
Z-Test on H K
Conventional quantitative measurements are commonly not easy to follow. For example, how flat a histogram of the ciphertext is 'flat' enough? Is an entropy of 7.9999 close enough to the theoretical upper bound 8 or is 7.9911 the value that should be believed to be close enough? Therefore, it is desired to make a qualitative measurement rather than a quantitative for these cases. This section introduces a qualitative measurement for image randomness using the Z-test.
With results derived from an ideally encrypted image, we know that the sample mean H * K of Shannon entropy on
). However, in reality, the actual sample mean H K may or may not follow the ideal distribution. Without loss of generality, suppose the true mean of the block entropy for a given image is µ test . Therefore, the hypotheses, then, are:
(the test image X is ideally encrypted)
• Alternative Hypothesis H 1 : µ test < µ H * K (the test image X is not ideally encrypted)
Define the Z statistics for block entropy test as Eqn. (22) shows.
We interested in two things: (1) the critical value H c such that ∀H K < H c we reject H 0 and ∀H K ≥ H c we accept H 0 ; and (2) the error rate of rejecting H 0 when H 0 is true, which is called Type I error with the definition in Eqn.
(23). It is clear that these two things are closely related for the smaller H c is used the smaller α is. Statistics tells us that given an α level of significance, the critical value H c can be found via Eqn. (24), where K is sufficiently large.
For any given α, a corresponding critical value H c can be calculated via Eqn. (24) . Table 2 shows critical values for deciding whether a test image is ideally encrypted or not when the block size 16-by-16 and L = 256. [20] , for example 100 [9] . If the sample size K is considered to be sufficiently large, the contents in Table   2 can be directly used.
A safer way to check how good or bad critical values in Table 2 are is to apply the BET, which gives error bounds of approximating the sample mean with the standard normal distribution. Recall Eqn. (10), the value of ρ/σ 3 in our problem is found about 1.6 by using the Monte Carlo simulation for 100,000 trails. Substitute this value and the upper bound of C, Eqn. (25) is obtained.
With the BET, even if the sample size K is not large enough to apply the CLT, it is still possible to use the CLT conclusion to estimate the sample mean. Because for any given value H c associated with an α in Table 2 , Eqn. (26) always holds. As a result, the true type I error γ of the hypothesis test for image encryption is obtained in Eqn. (27) . example, the critical value for α = 0.01 and K = 100 is H c = 7.1627674499 in Tabel 2. The corresponding γ for α = 0.01 and K = 100 is γ = 0.08654. Therefore, in the worst case, the possibility to reject H 0 when it is true is 0.08654. It is worth to note that 0.08654 is the upper bound, which may not be actually reached. More likely, the CLT is applicable to this case and thus the error rate is 0.01. 
Simulation Results
Previous sections have already set up the block entropy test for image encryption. In this section, it is applied to measure the randomness of encrypted images both quantitatively and qualitatively.
Measure the Quality of Image Shuffling
Conventional image shuffling algorithms are very popular in encryption community for their compactness and fast encryption rate. Although simply shuffling pixels is insecure from the view point of cryptanalysis, the objective of this example is show how to use the block entropy test for measuring the quality of image shuffling, which is an impossible task for the global entropy test.
Generally speaking, a pixel-wise shuffling algorithm for image encryption is defined in Eqn. (28), where S (i, j)
indicates the pixel located at intersection of the ith row and the jth column in the shuffled image S ; e rc Π is a permutation for the row number and the column number. If additionally Eqn. (29) holds, i.e. e rc Π is a function separable with respect to the row variable and the column variable, then a pixel-wise shuffling degrades to a row-column-wise shuffling. As its definition implies, a shuffling algorithm does not change the intensity level for any pixel, but shuffles the positions of pixels. A shuffling algorithm can also be block cipher, which shuffles a certain size of image block at one time for fast computation. Fig. 4 shows examples of image encryption using shuffling algorithms. For simplicity, a shuffled image I using pixel-wise shuffling scheme with a M-by-N block sizeis denoted as S M×N p−w (I). Similarly, a shuffled image using the row-column-wise scheme is denoted as S M×N r−c−w (I). The original image is the binary logo image of Tufts University at size of 256-by-256. It is noticeable that the row-column-wise shuffled images have a mesh-like pattern because the pixels are shuffled with respect to a row-wise shuffling followed by a column-wise shuffling. In other words, pixels in a row/column are still in a row/clumn after shuffling and the only difference is that the row/column number of these pixels are changed after shuffling. From this series of images, it is noticeable that from the point view of human visual inspection:
• S M×N (I) gets more random-like as M × N increases Although the binary Tufts logo is not random and neither are any of its shuffled versions, the objective of applying these two set randomness tests is to investigate whether some test randomness score(s) could be meaningful in the sense of coinciding with the randomness tendencies observed by using human visual inspections. The results of FIPS 140-2 tests and the proposed block entropy test are shown in Table 4 . It is worthwhile to note the required binary sequence length for FIPS 140-2 tests is 20,000. In our tests, a rectangular region of interest (ROI) at size of 100-by-200 is randomly selected for each test image, then the test binary sequence is extracted one by one from this ROI and is tested with FIPS 140-2 randomness tests. Meanwhile, the size M-by-N for the block entropy test is set to 16-by-16 and the sample size K is 100.
From the column of 'Block Entropy Test' in Table 4 , it is clear that the block entropy test scores matches our From this example, it is clear that the proposed block entropy test is applicable to image shuffling problems as well and the test score indicates the averaged randomness of the shuffled image. A higher block entropy test score implies a higher randomness for local image blocks and thus a better shuffling quality. Compared to conventional randomness test tools for binary sequences, the block entropy test is more robust for testing image randomness. Meanwhile, the test scores do match results from human visual inspections.
Test the Randomness of Image Encryption
In this example, the block entropy test is applied to images encrypted by five image ciphers, including Blowfish [8] , AES [3] , Twofish [28] , 3DCat [13] and Sudoku [38] ciphers. Blowfish, AES and Twofish are well-known block ciphers designed for binary sequence encryption and are still the prevailing encryption methods even if they are not designed for digital images. Commercial ciphers [5, 6] implemented Blowfish, AES and Twofish algorithms are used in this simulation. '3DCat' refers to the image encryption method based on chaotic sequences generated from 3D chaotic cat maps. 'Sudoku' refers to the Sudoku image cipher, which employs the Sudoku matrix in conventional substitution and transposition ciphers. Images encrypted by using '3DCat' and 'Sudoku' are realized by using the original codes. The USC-SIPI 'Miscellaneous' image set is selected as our plaintext image set. Computer simulations are done under Windows XP environment with MATLAB R2010a. These images are all gray with a size from 256-by-256 to 1024-by-1024. It is obvious that some man-made images in the plaintext image set are very challenging for encryption. For example, 'ruler.512.tif' is a gray image, but it is more similar to a binary image containing only black and white. Meanwhile, it has mesh-like patterns and large homogenous regions. All these properties imply that this image has a very tilted histogram with high correlations between rows, columns and image blocks. As a result, this image is considered as a hard case for image encryption.
In the following test, the 28 plaintext images first are encrypted by mentioned ciphers and then the block entropy test is applied to each encrypted image. It is worthwhile to note that related parameters are:
• The block size used in test is 16-by-16, i.e. MN = 256
• The number of intensity scales is 256, i.e. L = 256
• The number of samples is 100, i.e. K = 100 Therefore, the theoretical distribution under H 0 , the critical values associated with α = 0.01 and 100 samples in the hypothesis tests, and the corresponding upper bound of Type I error are: Table 1) • Critical value: H c = 7.1627674499 with α = 0.01 and 100 samples (See Table 2 ), if H 100 < H c then we say the test image is NOT ideally encrypted.
• Upper bound of Type I error when 100 is not considered as sufficiently large: γ = 0.08654 (See Table 3 ) Table 5 shows the block entropy test for images including original test images in Fig. 6 and encrypted images by mentioned ciphers. Data visualization for block entropy test results are provided in Fig. 7 (regions above H c is shaded). From this Table, it is easy to see that images encrypted by block ciphers for binary data tend to have a much lower mean H 100 than those encrypted by image ciphers. On the other hand, H 100 for image ciphers are around µ H * with much smaller standard deviations than those of block ciphers for binary data. This result support the claim that block ciphers for binary data are inappropriate to encrypt image data [39] .
Moreover, the H 100 s that below H c = 7.1627674499 are marked with '*' in Table 5 . The number of times of rejecting H 0 for tested ciphers, denoted as #R, are listed in the table. According the total number of images T = 28 with α = 0.01 and γ = 0.08654, we know that:
• If the tested cipher is ideal and K = 100 is sufficiently large, then the expected #R for a 28-image test equals T α = 0.28. In other words, for any cipher which has a number of rejections bigger than 1, it is NOT ideal.
• If the tested cipher is ideal and K = 100 is NOT sufficiently large, then the upper bound of the expected #R for a 28-image equals T γ = 2.42. In other words, for any cipher which has a number of rejections bigger than 3, it is NOT ideal.
Therefore, based on this knowledge, all tested block ciphers for binary data do not generate ideally encrypted images for image data. '3DCat' cipher is a borderline because if the sample size is considered to be sufficiently large, then it is not of a type of ideal cipher which always generates ideally encrypted images, otherwise it is. 'Sudoku' cipher always give random-like ciphertext in this 28-image test and thus no evidence to reject that 'Sudoku' cipher is an ideal cipher for image data. 
