A novel control mechanism was recently introduced based on Extended Markov Tracking (EMT) [9, 10] . In this paper, we present a study of its response to multiple interacting control goals. We show a simple extension that can be integrated into EMT-based control, and which provides it with the ability to handle several behavioral targets. Experimental support for the validity of this extension is provided. We also describe an experiment with a simulated robot, where EMT-based controllers interact and interfere indirectly via the environment. Experiments support the resilience of multiagent EMT-based team control to potential conflicts that may appear within a team.
INTRODUCTION
Imagine a car moving quickly along a highway; a bend in the road approaches, and the car's autopilot considers possible actions. It faces two interacting and potentially interfering considerations: first, the car has to turn fast enough to fit the road's curvature, or it will run off the road; second, a car has to turn slowly enough to maintain its grip on the road, or it will spin out of control. Furthermore, not only its radial speed, but also its linear speed affects the car's successful negotiation of the bend in the road, and the autopilot has to consider (or at least respond to) the environmentenforced interaction between these two motion parameters. That is, the autopilot faces both explicit and implicit multi-objective control problems.
These can be solved using a variety of methods. For example, proper control strategy can be achieved through learning (as, for instance, in [5] ). Depending on the controller representation, and if some basic control capabilities are available, behavior-based (e.g., [1, 2] ) or expert-based (e.g., [4, 12, 8] ) approaches can also be used to achieve the required balance. Both, however, have their limitations. For example, the expert-based approach provides a fluent merger of basic advice from multiple sources, but concerns itself only with this merger and does not dictate how the basic advice is produced. The behavior-based approach, on the other hand, explicitly states different basic behaviors and their interrelationships with respect to action selection, and is capable of complex behavior composition. Unfortunately, each basic behavior is usually obtained by specific controller design and specialization. This results in explicit and simple controllers, but sacrifices the controller's universality and reuse, in case another behavior has to be included.
In this paper we consider the multi-criteria problem when basic control is performed using a control scheme based on Extended Markov Tracking (EMT) [9, 10] . EMT-based control provides a means to achieve a complex behavioral goal. We use a scaled additive mechanism directly integrated into EMT-based control to combine rationales for action with respect to multiple behavioral targets. This creates a fluent merger out of a well-defined underlying action choice mechanism, and we carry out experiments to test this new multi-target EMT control in an explicit multi-objective control scenario.
We then applied EMT-based control to implicit multi-objective control. We created a simulated robot setting using the Player/Stage simulator [6] , in which an EMT-controlled robot had to follow a target. In this experiment, linear and radial speeds of the robot were controlled by two independent EMT-based controllers, which forced them to solve an implicit multi-objective problem, since the robot's motion correlates the two speeds, and thus the two controllers. In addition, we complicated the setting by providing controllers with inexact environment models. EMT-based control demonstrated strong resistance to multiple sources of system noise, and successfully handled the scenario.
The rest of the paper is organized as follows. Section 2 briefly describes the formal setting of Extended Markov tracking and a control scheme based on it, with Subsection 2.1 describing our extension of the additive combination mechanism to EMT-based control. We proceed in Section 3 to the experiments and experimental results of a simple multi-target problem. Section 4 describes our experiment with the simulated robot scenario of target following. We discuss in Section 5 our results and future work.
EXTENDED MARKOV TRACKING AND CONTROL
EMT-based control [9, 10] is a recently introduced framework for control of a stochastic environment. It relies on the fact that the system environment has a Markovian model of the form < S, s0, A, T, O, Ω >, where
• S is the set of all possible environment states;
• s0 is the initial state of the environment (which can also be viewed as a distribution over S);
• A is the set of all possible actions applicable in the environment;
• T is the environment's probabilistic transition function: a mapping T : S × A → Π(S). That is, T (s |a, s) is the probability that the environment will move from state s to state s under action a;
• O is the set of all possible observations. This is what the sensor input would look like for an outside observer;
• Ω is the observation probability function: a mapping
That is, Ω(o|s , a, s) is the probability that one will observe o given that the environment has moved from state s to state s under action a.
Extended Markov Tracking (or EMT for short) then uses this environment model to follow the system development, and maintains two estimators. First is the regular estimator for this type of environment -the state estimator, or state beliefs, expressed by a distribution vector over the system states pt ∈ Π(S). The second is the system dynamics estimator P D : S → Π(S), which can be seen as a stochastic function that "explains away" the changes in the system state beliefs seen so far.
To keep track of the actual system development, EMT dictates that its estimators be updated as follows:
• For state beliefs a Bayesian update is used. If at time t an action a ∈ A was taken and then an observation o ∈ O received, the new state beliefs pt+1 would be expressed by the formula:
• For the system dynamics estimate EMT uses the Kullback-
to perform a conservative update based on the following convex optimization problem:
That is, an explanation is sought for the change in system state beliefs from pt to pt+1, similar (as much as possible) to the old dynamics estimate P Dt. This update is denoted for short as P Dt+1 = H(pt+1, pt, P Dt).
Despite the fact that the optimization problem contained within the dynamics estimate update looks difficult, it has rather attractive properties. First, it is a convex optimization problem over a convex domain, which means that it can be solved efficiently. Second, a numerical iterative solution exists, tailored specifically for this type of optimization problem -iterative proportional fitting [7] .
EMT-based control's approach to estimation has been embedded within a simple greedy control algorithm that is summarized below. The algorithm employs a reference system dynamics r : S → Π(S), termed the ideal system dynamics or tactical target; the control algorithm greedily selects actions so as to modify the estimated system dynamics to concur with the reference. This approach is similar to closed-loop differential control [11] .
Initialize estimators:
• the system state estimator p0(s) = s0 ∈ Π(S),
• system dynamics estimator P D0(s|s) = prior(s|s) Set time to t = 0.
Select action a
* to apply using the following computation:
• For each action a ∈ A predict the future state distributionp a t+1 = Ta * pt; • For each action, compute
Apply the selected action a * and receive an observation o ∈ O.
3. Compute pt+1 due to the Bayesian update.
4. Compute P Dt+1 = H(pt+1, pt, P Dt).
5. Set t := t + 1, goto 1.
Multi-Target EMT-based Control
At times, there may be several behavioral preferences. For example, in the case of multi-robot movement in formation, two preferences on motion direction exist -one dictated by keeping in formation, the other by obstacle collision avoidance. Successful formation navigation requires a robot to adhere to, and balance, both of these behaviors. For EMT-based control, this would mean facing several tactical targets {r k } K k=1 , and the question becomes how to merge and balance them. A balancing mechanism can be applied to resolve this issue.
Note that EMT-based control, while selecting an action, creates a preference vector over the set of actions based on their predicted performance with respect to a given target. If these preference vectors are normalized, they can be combined into a single unified preference. We thus replace stage 1 of EMT-based control (the action selection stage) by the following:
1. Given a set of tactical targets {r k } K k=1 , and their corresponding weights w(k), select action a * based on the following computations:
• For each action a ∈ A predict the future state distributionp a t+1 = Ta * pt;
• For each action, compute
The weight vector w = (w1, ..., wK ) allows the additional "tuning of importance" among tactical targets without the need to redesign the targets themselves. This balancing method is also seamlessly integrated into the EMT-based control flow of operation, and is compatible with its multi-agent extension, as explored in [10] . This compatibility makes possible the following experiment.
MULTIPLE TARGETS IN A SCALE BAL-ANCING EXPERIMENT
Originally, EMT-based multi-agent control was tested for its team coordination capabilities over a small balancing problem involving two agents. In this problem, two agents of equal mass are standing on a long bar resting with its ends on two equal springs (Figure 1) .
At each time step of the system, each agent has the choice of three actions: moving left one step, moving right one step, or staying put. Every movement of an agent has a non-zero probability of failing, and the probability is biased by the inclination of the bar. That is, an uphill motion will have less probability of succeeding than if the bar were level, and downhill motion will have greater probability of succeeding than if the bar were level. Notice that bar inclination depends on the current agent positions on the bar, thus creating a correlation between the effects of the agent actions, and providing for implicit information transfer between the agents.
Figure 1: Springed bar setting
Formally, the system state is described by the positions of the two agents on the bar, S = [1 : dmax] 2 , where dmax is the length of the bar in "steps", and the initial state is an unbalanced one, so that s0 = (1, dmax 2 +1). The action sets are Ai = {lef t, stay, right}, and the transition probability is built according to the physics of motion as previously described.
In this paper, we consider only one observation scenario among the original two: both agents receive independent noisy observations about their joint position. That is, Oi = S = {all positions of the two agents}, Ω1 = Ω2 and creates uniform noise over the immediate neighborhood of the real joint position of agents.
However, unlike the original paper [10] , we have modified action selection to accommodate multiple targets, as described in Section 2.1. We then set the agents two conflicting targets. One is to balance the springed bar, while the other is to maintain a preset distance between themselves. Note that these targets are not requirements of the system state, but of the laws governing its behavior. For instance, distance maintenance is expressed by a dynamics matrix, that shifts any given state into one that possesses the correct distance property, and EMT-based control sets out to achieve this kind of law within the system.
Although the two behavioral targets we have chosen are compatible, that is, there exists a position of agents on the bar that satisfies both, the targets are indeed conflicting and interfering. For example, assume that we want agents to be at a distance of 4 from each other. Denote by 0 the coordinate line at the center of the bar, and assume that the system's noisy response forced the agents into positions −2 and +3. In this case, the balancing target can encourage the motion of the left agent from −2 to −3 thus balancing the bar, but violating the distance constraint. On the other hand, the distancing target could be satisfied by the same agent moving right to −1, violating bar balancing even further.
In our experiment sets, we tested both the reaction of EMTcontrol to multiple targets, and to their balancing by weight vector w. The bar length was set to 14, so that the leftmost position on the bar would have coordinate 1 and the rightmost position would have coordinate 15, and the agents were also required by the second target to keep the distance between them at 4 steps.
Despite the constant conflict between the two targets, multiagent EMT-based control equipped with our multi-target action selection approach managed to maintain both targets quite closely. Although relentless system noise caused fluctuations, as seen from an example run at Figure 2 , these fluctuations occurred around the only common position that satisfies the demands of both targets. In fact, the mean values of distance between agents and the position of the center of mass almost perfectly matches the ideal, as can be seen from the value distributions in Figure 3 , which in our experiments would be 4 and 8 respectively. As was mentioned above, our experiments included different balancing vectors w, e.g., the distribution in Figure 3 was obtained from the weight vector w = (0.2, 0.8), that is, setting the balancing target at 0.2 and the distancing target at 0.8. Changing the weights vector to be w = (0.4, 0.6) exposes an interesting property of multi-target EMT-based control. Since the targets were weakly compatible, the algorithm maintained both targets with the new balancing vector, as it did with the old one. The difference occurred when the control algorithm had to correct system behavior in response to noise -the algorithm was more ready to briefly deviate from the distancing target than the balancing one, as shown by the distributions in Figure 4 . 
) balancing
However, as the weight of the the balancing target increased, not only the variance of the distance between the agents changed, but also the mean. EMT-based control began to lean strongly towards the balancing target, almost abandoning the distancing target. This can be seen clearly from Figure 5 , which depicts changes of the distance and center of mass distributions mean, as a function of weight of the target.
Note that the balancing target had a very strong presence at the weight 0. of mass distribution. On the other hand, the distancing target at the weight of 0.4 had much less attention from EMT-based control. This inequality in attention to targets with respect to symmetric weight vectors was at first surprising, but can be explained. It has to do with the strength of preference as expressed by the two targets used.
While constructing the targets for the EMT-based controller, a simple inverse exponential scheme was selected to produce the preferences. The balancing target was constructed to have inverse exponential preference over the center of mass deviation from an ideal, while the distancing target was composed based on deviation from the distance ideal. However, simple parameter selection for this scheme produced two targets with different strength of preference. While the balancing target included preferential differences of dozens of orders of magnitude, the distancing target featured preference differences of only 2-4 orders of magnitude.
As a result, any change in system dynamics had much higher impact with respect to the balancing behavioral preference, which thus had a stronger effect on proper system behavior. The distance tactical target was very mild in comparison, and thus had less influence on action choices.
SIMULATED OBJECT TRACKING EX-PERIMENTS
The experiments above with multiple targets were the first step in testing EMT-based controllers for inter-controller interference. It is possible and even necessary to consider situations where separate controllers interact via the environment, interfering with one another. This situation often occurs naturally in robotics, and we chose to test EMT-based control in that domain.
Robot Motion with EMT Control
Computerized algorithmic control of a robot, unlike low-level reactive control, requires a discretization of sensory information received by the robot, and later the carrying out, by the robot's actuators, of a discrete action description. In effect, the actual robot serves as an interface between the real world and a discrete controller, transforming sensory information to fit the internal environment model used to make decisions.
Two adjustments are required, in order to apply EMT control to robotic motion.
If the internal model is chosen to be a Markovian model, < S, A, T, O, Ω, s0 >, then sensory discretization requires mapping real world sensations onto the observation set O. This makes the set of states S abstract -it is only indirectly connected to the real world, and all s ∈ S gain meaning through the observation probability function Ω.
Abstraction of S has several consequences. First, a control algorithm based on a Markovian model would usually require the transition function T : S × A → Π(S), also called the "action model," to be strongly coherent with the environmental dynamics of the system state's meanings, determined by O and Ω. However, the EMT Controller manages to achieve reasonable, though not optimal, results even with an inaccurate action model (Section 4.2) .
Second, if EMT Control is to be applied, its strategic layer has to create a tactical target by "reverse engineering" -a high-level target is described by limitations on observations, and the strategic layer uses Ω to convert it into system state dynamics, r : S → Π(S).
Other than the two adjustments above, the basic EMT Controller remains unchanged for robot control.
Target-Following Experiment
We designed a straightforward simulation experiment, within the Player/Stage simulation environment [6] , to see whether EMT Control would be effective for robot control, and whether it would be able to cope with implicit controller interference and an inaccurate environment model.
In the experiment, two independent EMT Controllers, EM T C1 and EM T C2, were applied to linear and rotation speed modulation of a single (simulated) Pioneer-2X robot, with the task of following another robot's motion. The sensory information was received through a blob finder -an on-robot camera with basic image analysis that makes possible the detection of color blobs within the picture. Camera information was approximately mapped onto the observation sets: color blob relative area and centering within the picture. Thus, the observation distributions provided state meanings of linear distance for EM T C1, and angular distance for EM T C2.
To follow (but not capture) an object, a robot must solve two balancing problems: stay within a certain distance from the object, and stay directed straight at it.
A well-studied formal balancing problem exists that can easily be adopted for robotic controllers: the Drunk Man Walk (DMW). This problem concerns a weakly-controlled random walk over a linear graph, as depicted in Figure 6 . The actions in this model tilt the probability of left and right steps, while the observation distribution blurs the current position. Since EMT-based control was shown to be successful at solving this problem [9] , we chose to use the DMW as the internal model for the EM T C1 and EM T C2 controllers. Their balancing acts translated into a tactical target in a natural way, essentially projecting all states in Si onto s = |S i | 2 . Notice, however, that the transition function of a DMW (our action model) is not entirely coherent with the real world's reactions, and with the meaning of system states. This incoherence actually serves our purposes, since we want to verify the performance of EMT-control with respect to an imperfect model. For example, EM T C1 uses system states S1 to represent distance from a followed object, and since their meaning is based on the camera picture, they represent an irregular set of distances. This lack of regularity would dictate uneven transition probabilities from different states under the same action, but this is not the case in the DMW model, where all system states are symmetric. A similar problem exists within EM T C2, because change in the visible angle of an object may depend on its linear speed as well as on its angular speed. However, this is not accounted for by the DMW model within EM T C2.
This incoherence indeed influences the EMT Controller's performance; however, it was still able to successfully perform the tracking task. A sample run of the EMT-controlled robot can be seen in Figure 7 , depicting three positions of the robots at different times. In this run, the followed robot (which we shall call the prey) performed a constant loop, and the EMT-controlled robot that followed it (the predator) managed to capture this motion. 1 The predator traces a smaller loop, concentric with the one traced by the prey. However, due to action model incoherence, the predator did not perform optimally and reacted to the change in the prey's position with insufficient correcting actions. Effectively, it resulted in the predator being significantly further away from the prey than was required by the tactical target. 
DISCUSSION AND FUTURE WORK
In this research we explored the performance of EMT-based control in response to multiple interacting targets, as well as interacting environment models. In the latter, EMT-based control was applied in an experimental setting with the additional complication of an incoherent environment model. For EMT to handle explicit multiple objectives, we introduced an additive weighing scheme that integrated directly into EMT operations, and allowed it to select actions in a well-balanced way. In fact, in our experiments EMT control managed in many situations to achieve both targets, despite their interference and, at times, conflict with one another.
Our results also showed that EMT-based control is sensitive to the strength of its tactical targets, and actions are selected in correspondence to that strength. As the proposed weighing scheme affects EMT's attention to targets as well, we conclude that it can and should become a part of an overall target design process, allowing for finer tuning of the combined behavior.
The simplicity with which tactical behavioral targets can be balanced within EMT-based control suggests further development of dynamic balancing schemes, guided, perhaps, by some external global system behavior evaluation. For example, in our car driving scenario above, it might be the successful passing of a bend in the road.
As our weighted balancing scheme is closely related to other multi-objective algorithms, it is important to continue research into the possibility of their integration. Since EMT-based control includes a prediction mechanism, expert-based balancing approaches (such as [4, 12, 8] ) would be of particular interest. Insights from multi-objective reinforcement learning (e.g., [5, 2] ) could also be used.
EMT sensitivity to preference strength can be further exploited by introducing non-linear balancing and weight schemes, in effect amplifying preferences as needed, without complicating tactical target design.
The proposed multi-target approach, combined with the natural abilities of EMT control with respect to implicit interference of multiple controllers, can be readily used in a multi-robot setting, quickly providing a sustainable behavior of a team. Formation restricted navigation, multi-featured manipulator control, multi-robot sweeping, and many other tasks become susceptible to the use of EMT with the aid of our multi-target approach, and we plan to explore these applications in the future.
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