and the near future cannot be imagined without GPU or multicore technology. However, to give accurate opinions and ensure their usefulness, it is essential to carry out a quantitative performance analysis. It should show the ranges and working conditions for which the attained benefits are really important, together with a quantitative assessment of those benefits. A realistic approach to the performance of multicore/manycore in a particular field involves identifying the problems that can be solved with these tools, defining which benchmarks will be used in performance analysis and setting evaluation metrics.
This special issue offers to the readers of Journal of Supercomputing, a selection of papers presented in the Minisymposium. All papers in this special issue have passed through a new revision process. The volume collects 16 of the most significant contributions presented in the Minisymposium and aims to provide an overview of current research in the field of HPC and its applications. The papers show efficient implementations or performance evaluations in sequential and parallel systems as multicore/manycore and distributed memory architectures in fields as: , and extending a library of hierarchical tiling arrays to support sparse data partitioning using MPI. -Biotechnology: solving the problem of Multiple Sequence Alignment on new parallel systems using multithreading and MPI programming. -Video processing: with two papers, the first one showing a GPU implementation of the H.264/AVC Motion Estimation and the second one with a scalable video segmentation application detecting the shot boundary in shared memory and distributed memory systems. -Performance evaluation of parallel systems and computational kernels: with three papers showing the performance of sparse matrix products using Unified Parallel C (UPC), studying and redefining the isoefficiency function in parallel systems executing balanced or unbalanced workloads, and finally using the FFT as benchmark to study the influence of memory access patterns in the performance of a GPU. -Cryptographic protocols: with a paper showing the performance of a scalable server for key distribution using an efficient secure multicast protocol in multicore and GPU systems. -Distributed file systems: managing metadata in distributed file systems with twolevel hash/table approach. -Simulation: using the read-copy update (RCU) synchronization method to improve distributed crowd simulations. -Automatic code generation: using LaTeX specifications to generate efficient parallel code for homogeneous or heterogeneous architectures.
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