A Polynomial-time Algorithm for Computing the Permanent in GF(3^q) by Tarin, Vadim
Vadim Tarin
  A Polynomial-time Algorithm for 
Computing the Permanent in GF( q3 ) 
Abstract: 
A polynomial-time algorithm for computing the permanent in any field of characteristic 3 is 
presented in this article. The principal objects utilized for that purpose are the Cauchy and 
Vandermonde matrices, the discriminant function and their generalizations of various types. 
Classic theorems on the permanent such as the Binet-Minc identity and Borchadt's formula 
are widely applied, while a special new technique involving the notion of limit re-defined for 
fields of finite characteristics and corresponding computational methods was developed in 
order to deal with a number of polynomial-time reductions. All the constructions preserve a 
strictly algebraic nature ignoring the structure of the basic field, while applying its infinite 
extensions for calculating limits.
A natural corollary of the polynomial-time computability of the permanent in a field of a 
characteristic different from 2 is the non-uniform equality between the complexity classes 
P and NP what is equivalent to RP=NP( Ref. [1]).
                                 Unless specified otherwise,                                                
                 all the results are for fields of Characteristic 3.
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for an appropriate set I , Iu is the sub-vector of u consisting of the coordinates 
with indexes from I (including the case when I  is a multi-set, with correspondingly 
duplicated coordinates), Iu\ is its compliment in u ;
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finite sequences, including the empty one. The rows and columns containing the
term ia  will be called the ia - extension  (and ia  itself the extension’s value );
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will be called an extension-variety and thus we can also talk about the E-sum of 
a  on the extension-planes ),dim(1,...,   , aii   while the pair of vectors ),( a
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that the E-sum is right-prolonged on ia , if  ),0(),(  i  then left-prolonged,
and the corresponding patterns of  ),( a  (i. e. sub-vectors of the vector-variety) will be 
called right and left prolongations (correspondingly).
We will denote the E-sum of a  on   by ),( aesum  (we’ll use the brackets   only 
for left and right extension-degrees whose cardinalities exceed 1);
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We’ll call the extension-plane (0,0) the wave and   the biwave; together with 
their values (say iz  and jw )  such extension-varieties will be called a iz -wave 
and a jw -biwave (correspondingly) ; 
the wave-function (a partial case of the 2-waves-function):
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For both the wave-function and the 2-waves-function i  will be called the i -th ebb, 
and   the ebb vector.
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Preliminaries.
The Binet-Minc identity (for any characteristic, Ref. [3], [4]):
Let A be an mn matrix, then
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The Binet-Minc identity for Characteristic 3:
Let A be an  rn matrix, then
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where:
)(3,2,1 HPart  is the set of partitions of the set H  on nonempty sets of cardinalities 
not bigger than 3, },...,1{ rR  .
For our purposes we’ll also use this identity in the form 
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The generalized Binet-Minc identity for ),( BAcoper  :
Let A , B  be an rn -  and rm -matrix, )2(mod0m , then
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for two disjoint sets 'H and "H , )",'(2;2,1 HHPart  is the set of partitions of the set "' HH 
on sets having 1 or 2 elements in 'H  and 2 elements in "H  (those sets are denoted here as 
pairs "",''),",'( HIHIII  ).
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Lemma 1 (known, for any characteristic, Ref. [2], [6]):
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Lemma 2 (for any characteristic, Ref. [5]):
Let A , B  be mn -matrices, mn  . Then  
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In the generic case this method allows to reduce A  to a triangular matrix
when computing )det(A .
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Lemma 3 (for any characteristic):
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This method will be called the ngneighbouri  computation of the function 
)(f  by the zationparameteri )(hu  in the region )dim(0)( vhv
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bearing point ]0[h . 
If ))(( huf  is computable in polynomial time for any h  in the region
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  and there exists a bearing point, then )(f  is  computable 
in polynomial time for any   too. 
In the further, to be clear and short, we’ll call a system of functions S 
algebraically absolutely  independent in a region R (given by a system 
of equations with a zero right part) iff the joint system of functions consisting 
of S and the left part of the system representing R is algebraically independent 
at some point of R.   
The prolongation-derivative principle (for any characteristic):
a left (right) prolongation pattern of a vector-variety can be removed with an 
induced coordinate-wise transformation of the remaining vector of extension-planes 
such that the E-sum preserves its value. Such a transformation will be called a left (right) 
prolongation-derivative, or the prolongation-derivative on the given prolongation. 
Formally it will be denoted (correspondingly for the left and right cases) by
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This principle is based on the Binet-Minc identity. 
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If both the matrices are nonsingular then the Jacobian matrix is nonsingular too. 
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First we’ll show how an  -point (satisfying the region’s conditions )( )
of such a type is built and then we’ll prove that in the generic case it gives 
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the system of functions representing the left part of )( exists and is nonsingular
at a certain approximation of the power series (in  ) for ,y which satisfies
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(the second passage is due to the Borchardt formula).
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The last passage is due to the part (1) of this theorem.
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