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Staff Scheduling is to schedule workers into shifts so as to satisfy staff 
requirements over a planning horizon subject to various scheduling constraints. In 
today's competitive environment, utilizing manpower efficiently and providing high 
quality schedules to workers are crucial factors to determine the overall efficiency of 
an organization. In general, staff scheduling problem is an NP-hard problem and 
polynomial time algorithm is unlikely to exist to find an optimal solution. 
In this thesis, the staff scheduling problem is formulated as a minimum cost 
network flow model and most of the scheduling constraints are incorporated inside the 
network model. For the rest of constraints, we impose them as side constraints on the 
network flow model. The proposed network model can handle variable staff 
requirements, which makes our model suitable for dynamic environments. Besides, 
we take an integrated approach to tackle the staff scheduling problem. This approach 
avoids the shortcoming of decomposing the original problem too much which may 
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jeopardize the quality of the overall solution. The problem is solved efficiently by a 
basis partitioning network simplex method which takes advantage of the network 
structure. Then a two-phase heuristic is applied to construct schedules from the 
obtained network solution. An application to an air cargo terminal is presented, which 
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CHAPTER 1. INTRODUCTION 
CHAPTER 1. INTRODUCTION 
Staff Scheduling is to schedule workers into shifts to satisfy staff requirements 
meeting the various practical constraints imposed by the environment, such as union 
and government regulations and company policies. In today's competitive 
environment, utilizing manpower efficiently and providing schedules obtained by 
workers are crucial factors in determining the overall efficiency of an organization. 
Usually, there is a huge number of possible schedules to choose; this makes the 
problem difficult to solve. In general, staff scheduling problem is an NP-hard 
problem and polynomial time algorithm to find an optimal solution is unlikely to 
exist. 
Previous research focuses on scheduling workers to meet some static staff 
requirements. However, when the staff requirements highly fluctuates without any 
fixed pattern, discrepancy between the forecasted staff requirements and the actual 
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supply of workers is likely to occur. In order to minimize the discrepancy, dynamic 
modification of the workers' schedules assigned is necessary. Hence, staff scheduling 
has to be done frequently to adopt to the fluctuation of staff requirements. In such a 
circumstance, the staff scheduling process should be fast enough to respond to the 
changing environment. 
This thesis will focus on the above situation. The staff scheduling problem is 
formulated as a minimum cost network flow model, in which most of the scheduling 
constraints are incorporated. The rest of the scheduling constraints that cannot be put 
into the model are imposed as side constraints on the network flow model. Then an 
approach based on a basis partitioning network simplex method, a kind of simplex 
1 
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method which takes advantage of the embedded network structure, is presented to 
solve the network flow problem. 
1.1 Staff Scheduling Overview 
Staff scheduling has long been studied by many researchers. This section 
presents an overview of the staff scheduling problem. Before doing that, let us first 
introduce some terminologies in the field of staff scheduling: 
• Planning horizon is the length of period that the scheduling is considered. 
• Shift is a period of time that a worker should perform duty. 
• Break period is a rest period inside a shift. 
• Off-day is a day that a worker does not have to perform duty. 
• Schedule is a plan that shows out when a worker should be on and off duty along 
the planning horizon. 
• Staff requirement is the demand for staff. 
« 
• Shift change is a change of shift duty from one to another. 
A typical staff scheduling problem usually deals with organizations that 
operate most of the 24 hours in a day and 7 days a week. The purpose of staff 
scheduling is to schedule workers into shifts so as to satisfy staff requirements over 
the planning horizon subject to various practical scheduling constraints. Typical 
scheduling constraints include: 
1. Days-off constraint: Each worker must be given n off-days per week, where 
« is a non-negative integer. . 
2 
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2. Staff requirement constraint: The supply of workers must be greater than or 
equal to the demand for staff at any time along the planning horizon. 
3. Precedent relationship constraint: This constraint ensures that only 
allowable shift changes are permitted. In some organizations there is a 
constraint called monotonic shift change, which specifies that a shift start time 
for a worker cannot be earlier than his shift start time on the day before. Such a 
constraint ensures that the workers have certain amount of rest time between 
shifts. 
4. Shift stretch constraint: This constraint imposes an upper and a lower bound 
on the number of consecutive days that are assigned into a particular shift, 
because some shifts are less desirable than the others (e.g. Night shift). 
5. Maximum number of shift changes: This constraint is introduced since 
having too many shift changes is not desirable. 
The schedules are classified into two types: One is cyclical schedule and the 
other is non-cyclical schedule. Cyclical schedule means that the schedules are 
reusable. The schedules simply rotate among the workers after each planning horizon 
because the total number of workers and staff requirements are unchanged. Non-
cyclical schedule means that the schedules are not re-usable. The total number of 
workers and staff requirements may be changed in the next planning horizon. 
Therefore, staff scheduling has to be done in every planning horizon. 
Staff scheduling has long been studied by many researchers. They usually 
study the problem in different environments under different sets of scheduling 
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constraints to fit their particular requirements. In general, there are five sub-problems 
in manpower planning and scheduling, which are as follows: 
1. Forecast of Manpower Demand: This process forecasts the staff demand 
pattern and specifies the staff requirements along the planning horizon. The 
staff requirements are usually represented in terms of the number of workers 
required during shift j on day i. 
2. Manpower Planning: Assessment of the minimum number of workers that 
are required to meet the demands along the planning horizon. 
3. Days-off Scheduling: This process assigns on and off days to a set of 
weekly schedules to satisfy daily staff requirements. A weekly schedule 
with on and off days is called day-off schedule. 
4. Shift Scheduling: It deals with scheduling workers into daily shifts so as to 
satisfy the staff requirements at any time along a given day. 
5. Tour Scheduling: It concerns both the daily shifts and entire weekly 
schedules simultaneously. It determines those schedules in order to satisfy 
the forecasted staff requirements along the whole planning horizon. 
Usually, problems 1 and 2 are called manpower planning problem. Problems 
3 to 5 are called manpower scheduling problem or staff scheduling problem. Now, let 
us go into some details on the part of manpower scheduling problem: 
Days-off Scheduling is to assign on and off days to workers so as to satisfy the 
daily staff requirements. It usually applies to a relatively simple environment where 
there is only one shift each day. 
I 
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Shift scheduling takes the forecasted staff requirement at each period along a 
given day as the input. It aims at assigning the available workers to each allowable 
shifts in order to satisfy the staff requirement at each period across a given day. It 
usually applies in a dynamic environment where has several shifts per day and in 
which the demand at each period along a given day is fluctuated. 
Tour scheduling is an integrated approach to solve staff planning and 
scheduling problems. Its objective is to minimize the total number of workers and to 
determine the schedules for the workers so as to satisfy the forecasted staff 
requirements along the whole planning horizon. A tour is a schedule for a worker 
which specifies not only on and off days, but also the details on the working days, 
such as shift start time, shift length and break time, etc. . So a tour is like a tour of 
duties that a worker should perform. A set of tours is represented as a set of allowable 
schedules (hereafter, tour and schedule are treated interchangeable). In general, a tour 
scheduling problem can be modeled as a set-covering problem. The objective of tour 
scheduling is to minimize the total number of tours employed so as to satisfy the 
forecasted staff requirements. 
Actually, days-off and shift scheduling problems are special cases of the tour 
scheduling problem which can be modeled as the following integer linear program. 
5 
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Minimize Z = ^ C j X j (la) 
7=1 
subject to iQyXj >r,. i= 1,2,....，m (lb) 
M 
Xj > Oand integer, ; = 1,2,. . . . , h (Ic) 
where 
h = the number of tours, 
Cj = cost of allocating a worker to tour j, 
Xj = the number of workers assigned to tour j , 
aij = 1, if tour j is on duty at period z, 
0，otherwise, 
ri = staff requirement at period i, 
m = the number of periods in the planning horizon. 
In days-off scheduling, a tour represents an on and off days schedule and the 
requirement r j is the daily staff requirement. In shift scheduling, a tour represents a 
shift which includes the details of shift start time, shift length and break time. The 
requirement r j is the staff requirement at 产 period along a planning horizon (e.g. one 
day). 
In the following sections, a review of literature about each sub-problem of 
staff scheduling is presented. 
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1.1.1 Days-off scheduling 
Days-off scheduling has been studied by researchers for over 20 years. It is 
particularly important for organizations that operate 7 days a week and a single shift is 
considered on each day. In general, there are two approaches to solve the days-off 
scheduling problem. 
The first is to use mathematical programming to solve the problem 
(Monroe[1970], Baker[1976], Baker[1977]). Bartholdi et al.[1980] formulate the 
days-off scheduling problem with a row circular matrix. A row circular matrix in 
which first and last row entries are consecutive. They introduce a change of variables 
into the problem, which transforms the row circular matrix into a matrix in which 
there are only 2 nonzero entries in each column except the last column. The variable 
associated with the last column is treated as a parameter. Therefore, by exploiting the 
special structure of the matrix, they transform the problem into a series of network 
flow problems. Moreover, Bartholdi [1981] proves that when the off-days are not 
consecutive, the staff scheduling problem is NP-complete. 
The second approach is the so-called algorithmic approach, which first 
identifies some lower bounds on the total number of workers and then devises some 
tailor-made algorithms to construct schedules. Bums and Cater[1985] address the 
problem with a variable demand for workers and a number of off-day constraints. 
They derive three lower bounds and present an algorithm to construct schedules. 
Recently, Emmons and Bum[1991] deal with the off-days scheduling problem 
with hierarchical worker categories. Workers are classified into different ordered 
categories. A worker in a higher category can do the job of a lower category worker 
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but not the other way around. Hung[1994] further extends their work into the case of 
variable demand. 
1.1.2 Shift Scheduling 
For organizations that continuously operate over time (24 hours a day), 
multiple shifts are introduced in order to satisfy staff requirements throughout a day. 
When staff requirements are fluctuated, shifts with different starting times are usually 
used so as to efficiently utilize the workers. However, shifts with different starting 
times cause overlap of shifts. Together with the break period inside a shift, it greatly 
increases the complexity of the problem. In general, this problem is very difficult to 
solve. 
Segal[1974] formulates a network model to model the scheduling problem of 
assigning telephone operators to daily shifts so as to satisfy forecasted staff 
requirements. He takes a decomposition approach to solve the problem. First, he 
ignores the assignment of a break time to the schedules and solves it with the out-of-
kilter method. Then he uses a heuristic procedure to assign breaks into the schedules. 
The problem has been shown to be NP-hard if there is a break time inside a 
shift (Bartholdi [1981]). Therefore, solution approaches to tackle this problem are 
usually linear programming based methods which use some round-off heuristics to 
deal with the integer requirement of the problem (Henderson and Berry [1976]，Morris 
and Showalter[1993]). 
Bechtold and Jacobs[1990] introduce a new modeling approach to shift 
scheduling. Each shift variable only specifies start time and the shift length. The 
break time is modeled separately from the shift variable. Such modeling reduces 
8 
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greatly the number of decision variables. However, the trade-off is that it increases 
the number of constraints to ensure that each shift receives a break. 
1.1.3 Tour Scheduling 
Most of the organizations that operate 24 hours a day, 7 days a week, face 
days-off scheduling and shift scheduling simultaneously. Baker[1976] points out that 
there is an inescapable relationship between the days-off and shift scheduling 
problems. Tour scheduling is an integrated approach to solve the staff scheduling 
problem, including days-off scheduling and shift scheduling. It deals with daily 
assignment during the week and determines work shift during the day. Such a 
problem has been shown to be NP-complete if there is a break time inside a tour 
[Bartholdi 1981]. Because of the complexity of this problem, heuristic methods are 
usually employed to find a solution. 
Bechtold et al.[1991] have carried out a comparative evaluation of tour 
4 
scheduling methods. They classify heuristic approaches into linear programming 
based methods and construction methods. Linear programming (LP) based methods 
usually solve an LP-relaxation problem and then use some heuristic procedures to 
handle the non-integer part of the solution. Construction methods are usually iterative 
procedures, which gradually assign workers into schedules until the staff requirements 
are satisfied. They evaluate four LP-based methods (Henderson and Berry[1976]， 
Keith[1979], Morris and Showalter[1983], and LP-relaxation with a procedure to 
round the real numbers to the next higher integers), and five construction methods 
(two methods in Buffa et al.[1976], two methods in McGinnis et al.[1978], and one 
method in Bechtold and Showalter[1987]). Brief description about those methods and 
9 
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the evaluation results are reported in their paper. Recently, Thompson[1993] has also 
evaluated six LP-based tour scheduling heuristics. 
Apart from solving the tour scheduling problem directly, researchers also 
study the working subset of the problem. Working subset is a subset of allowable 
tours that are considered in the tour scheduling problem. In reality, there is a huge 
number of different allowable tours. The solution quality of tour scheduling depends 
on the number and the type of the tours in the working subset. However, the more 
tours we consider in the subset, the higher the complexity of the solution procedure. 
Therefore, there is a trade-off between the solution quality and the speed of getting 
solution. Easton and Rossin[1991] propose a column generation based heuristic to 
construct the working subset. Bechtold and Brusco[1994] derive two working subset 
generation procedures and compare some previously published generation procedures 
with them. Recently, genetic algorithms (Easton[1991]) and simulated annealing 
(Brusco[1993]) have also been applied to solve the tour scheduling problem by 
modeling it as a set-covering problem. ^ 
Apart from tour scheduling , there are some other integrated approaches to 
tackle the staff scheduling problem. Love and Hoey[1990] model the staff scheduling 
problem in fast-food operations as an integer program. By some careful modeling, the 
constraints inside the integer program are formulated as network like constraints. 
They then decompose the integer program into 2 network flow problems. The first 
network problem deals with shift scheduling and the objective is to minimize the 
surplus of workers. The second network problem assigns the employees to satisfy the 
shift requirements yielded in the first problem. 
10 
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Balakrishnan and Wong[1990] propose a network model for the rotating 
workforce scheduling problem. Their model solves days-off scheduling and shift 
scheduling problems simultaneously. They model most of the scheduling constraints 
inside the network model and leave the staffing constraints as side constraints. They 
use a Lagrangian relaxation algorithm to find a lower bound to the model and then 
apply the K-shortest path technique to find the final schedules. 
1.2 Outline of The Work of The Thesis 
This thesis will focus on staff scheduling. We assume that the total number of 
workers and the staff requirements along the planning horizon are given. In general, 
the aim is to prepare a schedule for each worker in order to satisfy staff requirements 
along the planning horizon. 
Specifically, the purpose of this thesis is to develop a new model for acyclic 
staff scheduling problem that handles highly fluctuated staff requirements. The output 
schedules are non-cyclical schedules. A solution will be derived in aiflntegrated 
fashion which combines days-off scheduling and shift scheduling all together. The 
solution can be found efficiently owing to the network structure. Inside the model, the 
scheduling is based on a given set of allowable shifts. The output schedules appear in 
a variety of patterns because we do not assume any fixed schedules to choose from. 
This makes the schedules more flexible to suit the dynamic environment. The 
objective is to assign the workers available into shifts to minimize the sum of shift 
change costs and shift assignment costs while satisfying the staff requirements along 
the planning horizon and other scheduling constraints. 
As in Balakrishan and Wong[1990], we solve the staff scheduling problem in 
an integrated fashion by using a network model. However, our network model is 
11 
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different from theirs because we deal with a different set of scheduling constraints. 
Their network model is concerned with the cyclic staff scheduling problem. Staff 
requirements at each shift are fixed as constant. A single cyclic schedule is 
constructed and represented by a single path from a source to the sink along the 
planning horizon. The schedule has alternate work periods and rest periods which are 
represented by arcs in the path. Each arc in the path represents a length of periods 
assigned to a shift or a rest period; shift change within a work period is not allowed. 
Each portion of the path that corresponds to one week represents a single weekly 
schedule for a worker. Then all the one week schedules are rotated in sequence 
among the workers each week along the planning horizon. The size of the network 
model is dependent on the planning horizon, and is therefore directly proportional to 
the number of workers. 
In contrast to their model, the size of our network model is independent of the 
number of workers. The proposed model deals with acyclic staff scheduling problem. 
The staff requirement is a function of time, which may change from hour to hour. The 
network is a transshipment network, and each schedule is represented by a path from a 
source to the sink. Moreover, shift changes within a work period are allowed. 
The remainder of the thesis is organized as follows: The proposed network 
flow model is formulated in Chapter 2. Solution approaches are also developed in 
Chapter 2. In Chapter 3, the network model is applied to an air cargo terminal. 
Computational results are also presented, demonstrating that the proposed network 
model is applicable to different staff requirement fluctuation environments. Finally, 
some concluding remarks are given in Chapter 4. 
12 
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CHAPTER 2. NETWORK MODEL FOR STAFF SCHEDULING 
The problem we want to solve in this thesis is to assign workers into shifts so 
as to minimize the sum of shift change costs and shift assignment costs while 
satisfying the staff requirements along the planning horizon and other scheduling 
constraints as listed in Section 1.1. We will present, in this chapter, a minimum cost 
network flow model to formulate this problem. We will show that most of the 
scheduling constraints of the problem can be incorporated inside the network model. 
The rest of the scheduling constraints are treated as side constraints. The modeling 
details will first be discussed. Then a solution approach will be proposed to solve the 
network problem with side constraints. 
2.1 The Basic Network Model 
<0 
2.1.1 General Idea 
A network is composed of nodes and arcs. The minimum cost network flow 
problem is to pass the commodities in the supply nodes to the sink node through some 
transshipment nodes and arcs at the minimum cost. The basic structure of the network 
model is illustrated in Figure 2-1. The commodity in the network corresponds to 
worker. Supply nodes in the first column of the network correspond to the last day 
assignments of the workers in the previous planning. A sink node is placed at the end 
of the network and is created for collecting all the workers from the supply nodes. 
The rest of the nodes are called transshipment nodes which represent daily shifts and 
13 
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off-days in the planning horizon. Each transshipment node represents a shift or an 
off-day on a particular day, namely shift node or off-day node. The linkage between 
two nodes is represented as a directed arc, which means that workers can be switched 
from one shift to the other shift along the direction of the arc. A schedule for a worker 
is represented by a path from a source node to the sink node. 
Layer 1 Layer 2 Laye r t 
L1 � L2(1) L2{M) L1(0 L2(0 
、、、：、 
• • • • • • • � � ‘ 
： ： ； ； •  ： ： W 
Supply Day 1 Day 2 ••• , Day t 
0 Supply node O Sink node 
T u- . g ^ T ranssh ipmen t node 
^ T ranssh ipmen t node • in sub- layer L2 
1 ) m sub- layer L1 ^ 
^ ^ , • Shif t Change Arc 
_ • Shif t Ass ignmen t Arc — Dummy Arc 
Figure 2-1: Basic Structure of The Network Flow Model 
The transshipment nodes, which are located between the supply nodes and the 
sink node, are partitioned into layers. Each layer is composed of transshipment nodes 
corresponding to a day in the planning horizon. Layer i corresponds to day i’ where 
14 
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i= 1,2, t. Layer i consists of 2 columns of nodes which are L1(0 and L2(i). The 
nodes in Ll(/) and L2(i) have a one-to-one correspondence relationship, which 
represent the same shift on the same day. In other words, each shift is represented by 
two nodes. The reason for creating two nodes for one shift is to include the shift 
assignment cost into the network model. Moreover, such modeling facilitates the 
handling of the staff requirement constraints, which will be discussed later in this 
chapter. 
L2(/-l) is placed on the left hand side of Ll(z). An arc from L2(z-1) to L1(0 
is called a shift change arc. Arc(j,k) represents an allowable shift change from shift j 
on day i-\ to shift k on day i and the arc cost is called shift change cost. Ll(/) is also 
connected to L2(0 from the right, by an arc called assignment arc. Note that node j in 
L2(0 has only this arc from the corresponding node j in Ll(/). The cost on the arc 
connecting the two nodes is called shift assignment cost which corresponds to the cost 
for assigning workers at shift j on day i. On the last day t in the planning horizon, all 
the nodes in L2{t) are routed to the sink node through dummy arcs, which is a dummy 
node created merely for convenience of computation. 
2.1.2 Modeling Precedent Relationship Constraints by Arcs 
A precedent relationship constraint can be incorporated in the network by 
using arcs. The idea is that an arc is created only when the shift change is feasible 
subject to precedent relationship constraints. Normally, the shift start time for a 
worker cannot be earlier than his shift start time on the day before. Suppose that the 
shift nodes in a same column (See Figure 2-1) are arranged in ascending order of the 
15 
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shift Start times. Then, there should be no upward arcs in the network, as illustrated 
by Figure 2-2(A) below. 
L2(i) L1(i+1) L2(i) L1(i+1) 
(A) (B) 
Figure 2-2: Modeling Precedent Relationship Constraints by Arcs 
Moreover, if there are two shifts that must be taken consecutively, say shift J 
must be performed right after shift i , then the shift node associated with shift i in 
column L2(z) should have only one arc pointing out to the shift node associated with 
shift j in column Ll(/+1) (See Figure 2-2(B)). Other constraints on shift changes can 
also be easily modeled by using arcs. For example, if there is a constraint that allows 
shift changes only after off-day, then in the network, there should be one arc 
connecting node j in L2(0 and node j in L(/+l), except the off-day nodes. In other 
words, there should not be any shift change arc connecting any two nodes except the 
nodes connecting the off-day nodes. 
2.1.3 Modeling Shift Stretch Constraints by Nodes 
The transshipment nodes in the network are classified as shift nodes and off-
day nodes. Shift stretch constraints for a particular shift or off-day can be modeled by 
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using nodes. Consider a constraint which imposes a lower bound a and an upper 
bound b on the number of consecutive working days on shift i. To model this 
constraint, we can split each node associated with shift i into b nodes, namely nodes 
i2，ib . Node ij can only be connected to node for j = 1 , 2 , T h e n node 
ij can be connected to another node , for / k=a, Finally, node ijy can only 
shift change to a shift other than a shift i. Therefore, such a model guarantees that the 
number of consecutive days on shift i is within [a,b]. The model is illustrated by 
Figure 2-3 below: 
L2 L1 
(£>�\© . 
⑩ 、 、 ！ 3 
• . 
• . 
( B � \ © 
©;:::�© 
Shift change for T/aM ^ 
handling shift i \ I M 
\ * : 參、XH) 
( 0 
Figure 2-3: Modeling Shift Stretch Constraints by Nodes 
2.1.4 Modeling to Handle Side Constraints 
Although the days-off constraint and the staff requirement constraint cannot be 
fully incorporated inside the network model, we do not impose them as side 
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constraints directly. Instead, we want to extend our network to absorb these 
constraints as much as possible. In the following, we will present our approach to 
handle these constraints. Although some kinds of side constraints still exist after our 
processing, these constraints have become much easier to deal with. 
Davs-off constraint: 
We first consider the situation where the days-off constraint allows workers to 
have exactly one off-day per week. In our approach, each set of shift nodes is split 
into two nodes to handle this days-off constraint: one representing the schedule that 
has been assigned an off-day and the other representing the schedule that has not yet 
been assigned an off-day. A shift node having been assigned off-day cannot be 
connected to any shift node which has not yet been assigned an off-day, and vice 
versa. This ensures each worker has at most one off-day per week. The model is 
illustrated by Figure 2-4. 
To ensure that every worker has exactly one off-day per week, a side 
constraint is added. The side constraint requires that the sum of all the flows in the 
assignment arcs corresponding to off-days over the whole week be equal to the total 
number of workers. Clearly, if this constraint is satisfied, then each worker can have 
exactly one off-day per week. This side constraint is expressed as follows: 
Davs-off constraint 
^ X y = W ； where: 
iiJ)eAo 
xij : The flow value on the arc (/,/)， 
Aq\ The set of assignment arcs each of which connects two consecutive off-day nodes, 
W: The total number of workers. 
18 
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Layer 1 Layer 2 Laye r t 
L1 � L2(1) L2(t-7) L1(t) L2(t) 
_ ‘ • ‘ ‘ • / 
/ 
. \ , • . \ . / 
Supply Day 1 Day 2 ••• Day t 
No Off-day yet � Sink node 
I I I Have off-day already © Off-d^Y node 
^ ^ � . r " . , . ——-Shift Change Arc Shif t Ass ignmen t Arc „ . ^ • Dummy Arc 
Figure 2-4: Modeling to Handle Days-Off Constraint 
We can further extend the approach above to the case with n consecutive off-
days per week. Following the same idea as above, we split each shift node into two 
nodes, with one representing the schedule having had off-days and the other 
representing the schedule having not been assigned off-days. An off-day node is then 
split into n nodes, numbered from 1 to n, which represent the number of off-days that 
have been assigned. To ensure that every worker has n off-days, the sum of the flows 
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in the assignment arcs that correspond to off-days over a week is required to be equal 
to n times the total number of workers. 
Staff requirement constraint: 
The staff requirement constraint ensures that the supply of workers is no less 
than the demand for staff at any time along the planning horizon. First, let us consider 
the case where the staff requirement for each shift is a fixed constant. Since a shift 
node has been split into a number of nodes so as to distinguish whether an off-day has 
been assigned or not, we introduce a side constraint, which requires that the sum of 
the flow values on all assignment arcs, corresponding to the nodes of shift7, be greater 
than or equal to the staff requirement for shift;. Specifically, the side constraint is 
expressed as follows: 
Staff requirement constraint (staff requirement for each shift is fixed) 
S^Mv^ where: 
{u,v)eA) ‘ 
Xuv : The flow value on the arc (w，v), 
A'j\ The set of all the assignment arcs for shift j on day i, 
r}: s t a f f requirement for shift j on day i. 
When the staff requirement at a shift is a function of time but not fixed, the 
staff requirement is given for each period along the planning horizon. A period is a 
unit of time that is usually represented as an hour. Therefore, a constraint should be 
imposed on each period rather than on each shift. The constraint for the period on 
day i is that the sum of all flows on the assignment arcs, which correspond to those 
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shifts that cover the period on day i , is greater than or equal to the staff 
requirement at the period on day i. This is expressed below: 
Staff requirement constraint (staff requirement for each shift is a function of time) 
Yj^uv ^ ^k； where: 
(u,v)eBl 
Xuv : The flow value on the arc (w,v)， 
B[ ： The set of assignment arcs for all shifts that cover period k on day i, 
rl: s t a f f requirement at period k on day i. 
2.1.5 Mathematical Model 
In general, the mathematical formulation of the network model is as follows: 
Minimize S � “ （3a) 
(iJ)eA 
subject to 
Z � - Z � = 办 / f = l，2，… ’ I (3b ) 
iiJ)eA 
Days-off constraint (3 c) 
Staff requirement constraint (3 d) 
lij ^ ^ij for all (i,j)€ A (3e) 
Xy is an integer (3f) 
where 
I = total number of nodes in the network, 
(/j) = stands for an arc connecting nodes i and;, 
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A = the arc set in the network, 
C.J = cost for passing one worker on arc (ij), 
X.J = the number of workers transmitted from node i to node j through arc (/,/)， 
I., and Uy = the lower bound and the upper bound of the flow on the arc (zj), 
respectively, 
0， if i is a transhipment node, 
b. \ W, if i is a sink node, 
-Rj， if i is a source node, 
W = the total number of workers, 
R/ = the number of workers assigned to shift i on the last day of the previous 
planning, 
S R, = W. 
ie source node 
Depending on the type of the arc (iJ), c.. is used to model the cost for shift 
change or the cost for shift assignment. The objective is to minimize the total cost for 
shift changes and shift assignments. Equation (3b) is a flow conservation constraint, 
which ensures the total of flow-in to be equal to the total of flow-out plus the 
consumption of the node. Constraint (3e) gives the upper and lower bounds on the 
flow value allowed on arc {i,j). (3c) is the days-off constraint we introduced in 
Section 2.1.4. (3d) is the s t a f f requirement we discussed in Section 2.1.4. Constraints 
(3c) and (3d) are the side constraints of the network model because they cannot be 
directly included inside the network model. 
22 
CHAPTER 2. NETWORK MODEL FOR STAFF SCHEDULING 
2.2 Solving The Network Model With Side Constraints 
The approach to find a solution as presented in this section is to apply the basis 
partitioning network simplex method to handle the side constraints. The basis 
partitioning network simplex method partitions the basis into a network part and a 
non-network part. The network part can be handled efficiently due to the network 
structure, whereas the non-network part can be handled by an ordinary simplex 
method. In the following sub-sections, we will first describe the basis partitioning 
network simplex method which we use to solve the network flow problem with side 
constraints. A two-phase heuristic will then be presented to deal with the problem of 
how to convert a real-number solution that may be generated by the basis partitioning 
network simplex method to an integer solution. 
2.2.1 Basis Partitioning Network Simplex method 
We apply the basis partitioning network simplex method to solve the network 
problem. This is a kind of simplex methods that can be described as follows: 
Suppose that there are I nodes, J arcs, and K side constraints. In general, the 
minimum cost network flow problem with side constraints can be written as a 
standard linear program: 
Minimize z = C^X 
subject to AX 二 r 
where 
C is a J X 1 vector, w h o s e / element is the cost for t h e / arc, 
X is a J X 1 vector, w h o s e , element is the flow value for t h e � arc, 
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A is an (I + K) x J matrix that represents all the constraints, 
• The first I rows of A is an I x J matrix which is a node-arc incidence 
matrix that represents the flow conservation constraints in the network, 
• The remaining K rows of A is a Kx J matrix which represents the side 
constraints imposed on the network, 
r is an (I + K) x 1 vector. 
The matrix A can be partitioned into a basis part (B ) and a non-basis part 
(N). And so does the vector C (Cg and C^). Therefore, the above LP can be 
expressed by the following simplex tableau. 
"b N r “ 
_C B C n Z 
An outline of the revised simplex method for handling upper and lower bound 
constraints is as follows: 
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Revised Simplex Method 
Let A = [ A(l)，A(2),…，A(J) ]，where A(j) is t h e / column of A, and let 
Xq be the flow values corresponding to the basis; 
I and u are the lower bound and upper bound for X; 
1. Solve the system y = Cq B \ where y is the dual variable; 
2. While there is a reduced cost coefficient violating the optimality condition *; 
a. Pricing: Find out the entering column k that violates the 
optimality condition; 
b. Ratio Test: Solve the system A'{k) = B"^ A(A:). 
If (Ck - y A(k) > 0 and Xk > /k) then 
Xb(6) = Xb + 5A' (k) and X,(5) = X, -5 ; 
else 
Xb(6) = X b - 5 A ' ® and X,(5) = Xk + 5; 
Find the largest 6 that satisfies the upper bound and lower bound 
constraints for Xq and X^. 
c) Replace X^ by X^ (5) and Xghy Xq (5); 
d) If the upper bound constraint imposed on 5 by the bounding constraint 
on Xg is stricter than the bounding constraint imposed by X ,^ then 
-Find the leaving variable; 
-Update tableau by replacing the leaving variable by entering variable; 
一 - 1 
-Calculate the dual variables y = Cb B ； 
end; 
^Optimality Condition'. 
A solutionis optimal if and only if (C^ - Cb B ^N > 0 and X^ = l^) or 
(Cn -Cb B"'N <0 and X^  = Mn) 
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The basis partitioning network simplex method partitions the basis matrix B 
into sub-matrices so as to take advantage of the network structure. B is partitioned 
into 4 sub-matrices as follows: 
- � B Cl 
B= , 
D F , 
where: 
The first I columns of B are called key columns and the last K columns are called 
non-key columns, 
B is an I X I matrix. It is a part of the node-arc matrix which can be represented by a 
rooted spanning tree. This structure helps save a lot of computation time in 
calculating its inverse, 
C is an I X K matrix. It is also a part of the node-arc matrix which however 
corresponds to the cotree arc, 
D is a K X I matrix which contains the coefficients in the side constraints, which 
corresponding to those arcs in the spanning tree, ‘ 
F is a K X K matrix which contains the coefficients in the side constraints, which 
correspond to those arcs which are not in the spanning tree. 
In each iteration of the revised simplex method, one has to compute the 
inverse of the matrix B in order to get the dual variables. It is convenient to apply a 
transformation matrix T to B so as to take advantage of the network structure, where 
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"l - � B O " ! 
T= BT = 
.0 I _ D Q 
and Q = F - D B-i C • 
The inverse of the basis matrix B can now be written as: 
—1 �B-i + -B-iCQ-i _ 
B = 
L -Q'DB"' Q-i 
Since B corresponds to a spanning tree, the operations involving B“ can be 
performed on the spanning tree without explicitly computing the inverse. Therefore, 
the main computational requirements are in calculating the dual variables (step 1 and 
2d) and updating the entering column in the tableau (step 2b). Since those steps 
—-1 
involve the calculation of B , the network structure in B should further be exploited. 
Let Cb = [c, , C2 ] and y = [y,，y:] corresponding to the partition of B. The 
dual variable y = C q B ^ can be calculated as follows: 
Updating the Dual variable: 
1. LetY = CiB_i; 
2. Compute y2=(C2-YC)Q-i; 
3. Computey, = (c,- y^  D) B"' = 7 - y^  D B"; 
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Let A(ky = [Ai(A:)T，八2(众)T] in accordance with the partition of B. 
A'(k) = B 1 A(k) can be calculated as follows: 
Updating the Entering Column: 
1. Lety = B-^A,(A:); 
2. ComputeA '2�= Q- i(A#)-Dy); 
3. Compute A\(k) = B"' ( - C A',{k) )= y -R- 'C A',{k)； 
Q is called the working basis matrix. Normally, to obtain Q"^  needs much 
computational effort since no network structure can be used in this inverse 
calculation. However, one can still use the classical simplex pivot technique to handle 
this problem. The basis partitioning network simplex method described here is what 
we use in our problem-solving. More details on the method can be found in 
Kennington and Helgason[1980]. 
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2.2.2 A Two-Phase Heuristic for Schedules Construction 
In the minimum cost network flow problem, the objective is to transmit the 
workers in the supply nodes to the sink node through some transshipment nodes at the 
minimum cost. An optimal solution obtained by the basis partitioning network 
simplex method provides us an optimal flow value on each and every arc inside the 
network model. After that, we have to construct a schedule for each worker by using 
the optimal arc flow values. However, a problem is that the optimal arc flow values 
may be real numbers because the side constraints destroy the integral property of the 
solution to the network flow problem. Noting that a unit of flow actually represents 
one worker in our model, it is clear that a real value of flow is an infeasible solution. 
In order to resolve this problem, we propose the following two-phase heuristic. 
Phase 1 of the heuristic attempts to construct a schedule for each and every 
worker. This is equivalent to finding a path, from a supply node to the sink node, on 
which every arc has a unit flow assigned by the basis partitioning network simplex 
method. Specifically, we always look for such a path on which each arc has no less 
than one unit of flow (so that the worker can be passed on the arc). If the path can 
successfully reach the sink node, we mark it "complete"; otherwise, if the path cannot 
reach the sink node because no arc with flow value > 1 is available for it to do that, 
then we mark it "incomplete". Finally, if all the paths for all workers are marked with 
"complete", then phase 2 of the heuristic needs not be activated and the heuristic ends 
with an optimal solution to the staff scheduling problem. Otherwise, if some of the 
paths are marked with "incomplete", then phase 2 of the heuristic will be activated to 
construct the rest of the incomplete schedules and provide a feasible solution to the 
staff scheduling problem. Phase 1 of the heuristic is stated below: 
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Phase 1: Heuristic to Construct Schedules 
Let e be a directed arc (w,v) ； x(e) = flow value on the arc e; and let 
F(e) = u, if the directed arc e is pointed from the node u, 
T(e) = V，if the directed arc e is pointed to the node v. 
1 • Choose a supply node s which has at least one worker; 
2. Pick up a worker in the chosen supply node s. Construct a schedule for that worker 
by choosing a directed path in the network. The directed path is constructed as 
follows: 
a) Start from the chosen supply node 5, and let node = 5； 
While (node * sink) 
Look for an arc e in the network such that (JF(e) = node) and (x(e) > 1); 
If such an arc e does not exist, then 
Mark the schedule "incomplete" and go to step 3; 
Otherwise 
node = T(e); 
i 
end; 
Mark the schedule "complete"; 
3. Subtract one unit of flow from the supply node and the arcs on the chosen path; 
(Note: The chosen path may or may not reach the sink node.) 
4. If there are still flows in any of supply nodes, then go to step 1; 
Otherwise, Stop. 
If there are some schedules marked with "incomplete", we will have to 
complete these schedules to satisfy the staff requirements. In phase 2 of the heuristic, 
the staff requirements along the planning horizon are updated by subtracting the 
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number of the workers with the completed schedules found in phase 1. Then a simple 
procedure is applied to construct the remaining incomplete schedules to satisfy the 
remaining part of the staff requirements. The number of remaining workers, namely 
the number of incomplete schedules, and the updated staff requirements are given as 
inputs to phase 2. The objective of the phase 2 heuristic is to assign the remaining 
shifts which still need staff into the incomplete schedules to satisfy the staff 
requirements along the planning horizon. The shifts which still need staff are given in 
the updated staff requirement for shift. The updated staff requirement in shift j on day 
i ( r j ) indicates how many workers are still required to work in shift j on day i. The 
main idea of the procedure is to process each day i along the week. Whenever there is 
an incomplete schedule which is unscheduled on day i, the procedure tries to find out 
an allowable shift，from the updated staff requirement, that has the start time as early 
as possible. An allowable shift for a schedule is a shift which can be assigned to the 
schedule without violating precedent relationship constraints. The reason for 
choosing an allowable shift with the earliest start time is due to the restriction on the 
monotonic shift change constraint. A shift with an earlier start time has more degree 
of freedom to have shift change. Moreover, the days-off constraint is also governed in 
the procedure. Now consider the case where staff requirement for each shift is a given 
constant. The details of the phase 2 to handle this case are as below: 
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Phase 2: Heuristic to complete the incomplete schedules 
Let L be the total number of workers with incomplete schedules; 
1. Update the staff requirements by subtracting the number of the workers with 
completed schedules found in Phase 1. 
2. For day i along the planning horizon, (/= 1,2, . . , 7) and 
an incomplete schedule /’（/ = 1, 2，"，L); 
If (day i is an unscheduled day in the schedule I) then 
If (schedule / has not been assigned with enough off-day) and 
(day i can be its off-day) then 
a) Find an allowable shift k on day i with the earliest start time and r/ >1, 
where r/is the updated staff requirement for shift k on day i. 
b) If (such a shift k does not exist) then 
Assign an Off-day to schedule I on day i; 
Else If (shift k on day i can be taken by another incomplete schedule) 
Assign an Off-day to schedule I on day /; 
i 
(Note: by this step we consider the off-day constraint 
for schedule I first) 
Else 
Assign shift k to schedule I on day z; 
Else 
a) Find an allowable shift k on day i with the earliest start time and r； > 1 
b) If (such a shift k does not exist) then 
Assign the same shift as on day (/-I) to schedule /; 
Else 
Assign shift � to schedule I on day i; 
End; 
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Now let us consider the case when the staff requirement is a function of the 
period instead of shift. After phase 1 of the heuristic, if some of the schedules are 
incomplete, we have to update the staff requirements in phase 2, by subtracting the 
number of workers with completed schedules found in phase 1. Since the updated 
staff requirements in this case are for the periods rather than for shifts, we should first 
convert them into those for shifts by applying a heuristic as stated below, so that the 
phase two of the heuristic as proposed above can be applied to complete the 
incomplete schedules. Note that it is possible that some staff requirements at some 
periods are still not satisfied even after the two-phase heuristic (since it is only a 
heuristic). In this case, one should assign some workers to do overtime in order to 
satisfy all the s t a f f requirements along the planning horizon. 
Heuristic to determine the staff requirements for each shift 
Let t be the total number of days in the planning horizon; 
p be the total number of periods on a day; 
d j be the updated staff requirement at period; on day 
For each day i along the planning horizon,(/ = 1 , 2，..， t ) , and 
each period j on day /, (j = 1, 2,.. ,p)； 
If (d].� 0) then 
a. Starting from the shift with latest start time, find a shift k that covers 
period j on day i ； 
b. Let the s t a f f requirement at shift k on day i be equal to d'“ 
c. Update staff requirements for periods that are covered by shift k on day i. 
End; 
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In summary, the flow chart of the approach proposed in this section is given in 
Figure 2-5. 
1. staff requirements 
i 2. Inital state of the workers 
Network model 
Solve the network model by the Basis 
Partitioning Network Simplex Method. 
• ‘ 
Two-phase Heuristic for Schedules Construct ion 
Phase 1: Schedules Construct ion 
A r ^ i n l t e YES 
c ^ c h e d u l e s ^ 
OQmplete;^ ? 
I Phase 2: Complete the incomplete schedules 
For each day / along planning horiozon: 
Is schedule / NO 
day i not ^ 
1 YES 
/HaveX. ^Xfan arN. 
/ E n o u g h \ _ _ • / o f f - d a y be \ — — 
Xoff-day?/^0 ^ ^ s i g n e ^ ^ ^ E S 
^ E s ^ o n — * — — ‘ Output 
Assign a shift ^ Schedules 
z i z z ： r ^ 
Process with next schedule 
/ + 1 until / = L� ^ 
I 
� 
^ A f ^ l l staTK. NO 
requirements ^ Assign overt ime ^ 
Figure 2-5 : Flow Chart of The Solution Approach 
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CHAPTER 3. APPLICATION IN AN AIR CARGO TERMINAL 
3.1 Background And Problem Statement 
The scheduling environment considered in this chapter corresponds to an air 
cargo terminal that operates 24 hours a day, 7 days a week. The staff requirements 
highly fluctuate and do not have any cyclic pattern. Hence, a non-cyclic schedule 
should be assigned to each worker. 
Assume that the total number of workers and the forecasted staff requirements 
along the planning horizon are given. The last shift assignment for each worker in the 
previous planning horizon is also given as an initial input. Normally, there are three 
main shifts on each day, which are morning shift (A), afternoon shift (P), and night 
shift (N). Each day starts at time 0700 and the first day of the week is Monday. The 
length of each shift is eight hours. Thus, in the case where the shifts are non-
overlapped, the details of the shifts are given in Tabid 3-1. 
Shift Type Shift Name Start Time End Time 
~ D ^ A 0700 1 5 0 0 ~ 
P 1500 ^ 
Night N 
Table 3-1: Three Main Shifts 
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Note that it is allowable to introduce multiple overlapped shifts, to better 
satisfy the staff requirements. This will be discussed later. Nevertheless, throughout 
this chapter we assume that the allowable shifts are as given in Table 3-1, unless we 
state otherwise. The objective is to schedule workers into proper shifts along the 
planning horizon to minimize the sum of shift change costs and shift assignment costs 
subject to various scheduling constraints. Clearly, the higher the shift change cost, the 
less desirable the shift change. The shift assignment cost represents the cost for 
assigning a worker into a particular shift. The smaller the cost, the more desirable the 
shift. The scheduling constraints are as below: 
1. Every worker should have ONE ordinary off-day per week. 
2. The supply of workers must satisfy the forecasted staff requirements. 
3. There are precedent relationships between shifts, as below: 
a) At least sixteen rest hours must be provided between any two shifts. In 
other words, the shift start time for a worker cannot be earlier than the start 
time on the day before. 
b) Once a worker is assigned to a night shift, he has to worker on night shift 
consecutively for four days. 
b) A compensation off-day and an ordinary off-day should be given after the 
last night shift in a period of four consecutive night shifts. 
4. Shift change can be made on any day. 
6. Workers should have shift change to day shift after performing a period of 
consecutive night shifts and the two off-days (one compensation off-day and 
. one normal off-day). 
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This is because a compensation off-day is given to each period of night shifts, 
and it is better to fully utilize the night shift workers by assigning them as many night 
shifts as possible. However, the length of consecutive night shifts cannot be too long 
in Hong Kong. Since the population density of Hong Kong is very high, one is 
difficult to have a sound sleep in the day time. Note that a compensation off-day is 
given for the night shift workers, which is not counted as an off-day for constraint 1. 
A typical weekly schedule is as follows: 
Weekly schedule: (N，N, N, CO, O, A, P) 
where N = Night shift, A = Morning shift, 
P = Afternoon shift, O = Off-day, 
CO = Compensation off-day. 
« 
Since there are many combinations of shift schedules that may satisfy the staff 
requirements, our goal is to generate high quality schedule for each worker to 
minimize the total cost for shift changes and shift assignments under all the 
scheduling constraints. 
In the following sections, computational results of applying the network model 
described above to solve the staff scheduling problem in the air cargo terminal will be 
reported. All the computations were implemented on a HP9000/755 machine. All the 
heuristics were coded in C. The planning horizon of the staff scheduling problem is 
seven days. In order to demonstrate the effectiveness of the proposed network model 
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and the solution approach, different staff requirement patterns were tested. In the 
following, generation of different staff requirement patterns will be discussed first, 
which will be then followed by a description of a typical situation in the air cargo 
terminal. 
Two cases will be examined in details. The first case concerns with the 
problem where the staff requirement for each shift is a given constant. Thus the aim 
of scheduling is to assign workers to satisfy the forecasted staff requirements for all 
the shifts. In the second case, the hourly staff requirements are given, which however 
may change during a shift. In other words, the aim of scheduling is to assign workers 
to each shift to satisfy all the hourly staff requirements. 
3.2 Generation of Staff Requirement Patterns 
For the purpose of algorithm evaluation, we consider the hourly staff 
requirement patterns in accordance with what suggested by Morris and 
Showalter[1983], namely, the hourly staff requirement patterns along the planning 
« 
horizon of one week come from a combination of a daily pattern with a weekly 
pattern". Daily pattern and weekly pattern mean the staff requirement patterns along a 
day and a week respectively. These can come from six different patterns respectively, 
which are level, trend, sin, concave, convex and bimodal. These patterns have their 
own unique characteristics as shown in Table 3-2 below. In Bechtold and 
Showalter[1987]，they indicate that these patterns are in fact associated with certain 
"Note that the real staff requirements in the air cargo terminal do not necessarily follow all the patterns 
we discuss in this thesis. We use these patterns merely for algorithm evaluation, as the real data on the 
staff requirements in the air cargo terminal have not been made available at this time. 
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practical situations, as illustrated by Table 3-2. Therefore, a staff requirement pattern 
generated from combining a variable daily pattern with a variable weekly pattern may 
represent a variety of fluctuated staff demands over time. 
Pattern Level Trend Convex Concave Sine Bimodal 日 0 口 S H E 
Situation Phys ic ian ' s N e w A m u s e m e n t Elec t r ic B a n k F a s t f o o d 
o f f i c e s service pa rk Ut i l i ty Res t au ran t 
Table 3-2: Practical Situation For Each Pattern 
There are totally 36 possible combinations if the daily pattern and the weekly 
pattern follow those as given in Table 3-2. In our studies, we set for each pattern the 
mean hourly staff requirement to be 10 and the maximum derivation from the mean 
hourly staff requirement to be 50%. The subroutine to generate the staff requirements 
4 
are based on a daily scaling factor and a weekly scaling factor, which are used to 
control the fluctuation of the staff requirements. The subroutine is given as follows: 
Subroutine to Generate Staff Requirements 
Let Mean be the mean hourly staff requirement; 
M be the maximum derivation from the mean ； 
D be a scaling factor to control the daily fluctuation; 
E be a scaling factor to control the weekly fluctuation; 
t be the length of the planning horizon; 
39 
CHAPTER 3. APPLICATION IN AN AIR CARGO TERMINAL 
p be the number of periods in a day; 
Daily ={Level，Trend, Concave, Convex, Sine, Bimodal}; 
weekly={Level, Trend, Concave, Convex, Sine, Bimodal}; 
For day i, where i = 1，2，"，t; 
For period j, where j= 1, 2,p\ 
1. Call procedure Get_ the—scalingJhctors (i, j) to get the values for 
the scaling factors D and E; 
2. Staff requirement at period j on day i = Mean x D x E; 
end; 
end; 
Procedure Get— the—scalingJbctors (i, j); 
switch (Daily) 
Case "Level" D = V, 
Case "Trend" D = \ + {j-p / 2) / (p / 2) M; 
Case "Concave" D = 1 + sin [ 7r/2'+2 7i (/7 j?)] M ; 
Case "Convex" D = 1 +sin [- 7i/2 + 2 7i (/7/?)] M ; 
Case "Sine" D = 1+sin [2 7i(/7p)]M; 
Case "Bimodal" IF {j < p/2) 
D =\+sm[4n(j/p)]M; 
OTHERWISE 




CHAPTER 3. APPLICATION IN AN AIR CARGO TERMINAL 
Case "Level" E = \\ 
Case "Trend" E = I + (i -1 / 2) / {t / 2) M; 
Case "Concave" E = 1 + sin [nil + 2 7i (/7 0] M\ 
Case "Convex" E = 1 + sin [- n/l+ 2% (/ / 0] M 
Case "Sine" E = 1 + sin [2 n {i 11)] M-, 
Case "Bimodal" IF ( / < til) 
E = 1+sin[4 7 r ( / " ) ] M ; 
OTHERWISE 
E = 1 +sin [ 4 n i i / t ) ] M / 2 ; 
end; 
3.3 A Typical Setting of Parameters 
Suppose that the daily staff requirement is in a sin-curve pattern and a day 
spans from time 0700 to 0700 of the next day. A peak appears during the hours from 
4 
0700 to 1900 and a valley appears during the hours from 2000 to 0700. Such a 
situation is reasonable in reality, as the staff requirements are usually high in the day 
time and low in the night time. The weekly staff requirement is supposed to be in a 
concave shape with the requirement being high in the middle of the week and low in 
the weekends of the week. In Figure 3-1，the staff requirement pattern is shown in 
solid line. The planning horizon is seven days. Each interval in the planning horizon 
represents 8 hours, and day 1 to day 7 correspond to Monday to Sunday, respectively. 
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Figure 3-1: Staff Requirement Pattern of a Typical Situation 
Suppose that the costs for shift assignments for A and P shifts are zero. On 
Saturday and Sunday, the costs for assigning off-day (O) and compensation off-day 
(CO) are also zero. This will make the output schedules in favor of assigning workers 
to have day off on weekends rather than on week days. The cost for assigning night 
4 
shifts is set to be one unit, which reflects the reality that night shifts are less desirable 
than A shift and P shift. 
Moreover, as shown in Table 3-3, the costs for shift changes have the effects 
of being in favor of making less shift changes and having more off-days. Besides, the 
costs are also more in favor of A shifts and less in favor of N shifts. The staff 
requirement pattern and the cost setting described in this section will be used in this 
chapter. 
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To I A I P In 1 0 I CO 
From 
"A i 2 • “ " “ 4 0 - ” 
"P - 2 4 0 -
N “ - 4 - 4 
"0 1 2 4 0 -
"CO - - - 0 -
- T h e shift change is not allowable 
Table 3-3: Costs for Shift Changes 
3.4 Case One: Staff Requirement for Each Shift Is Fixed 
In this case, the staff requirement for each shift is given as a constant. This 
situation usually occurs when the staff requirement is stable within a shift. Therefore, 
we can arrange a fixed number of workers to the whole period of a shift and the aim 
of scheduling is to satisfy the forecasted staff requirement for each shift. As 
mentioned in Section 3.2, in our test we generate hourly staff requirements according 
to some patterns. In the next we will first discuss how to convert the hourly 
requirements to the requirement for each shift. Then the solution approach discussed 
in Chapter 2 will be tested under different staff requirement patterns. Note that in this 
case, we assume that there are only three shifts, which are given by Table 3-1. 
3.4.1 Conversion of hourly requirements to shift requirements 
In order to convert the hourly staff requirements into the staff requirement for 
eacli shift, we consider the maximum staff requirement in a shift. Clearly, by taking 
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the maximum hourly demand along the periods covered by a shift as the staff 
requirement for the shift, we guarantee to satisfy all the hourly staff requirements. 
Taking the hourly staff requirement pattern as given in Figure 3-1 as an example, the 
resultant shift requirements are shown by the dotted line in Figure 3-1. 
3.4.2 Network Modeling 
We now consider the application of the approach developed in Section 2.2. As 
the staff scheduling problem in the environment of the air cargo terminal has some 
particular features, the network model proposed in Chapter 2 has to be modified a bit, 
which is discussed below: 
In the case of the air cargo terminal, we consider the following three kinds of 
day shift nodes (Please refer to Figure 3-2 below): 
a = A set of day shift nodes, which have not yet been assigned an off-day. 
4 
p = A set of day shift nodes, which have been assigned an off-day, but can 
be assigned to a night shift, 
y = A set of day shift nodes, which have been assigned day-off and cannot 
be assigned to a night shift. 
Besides, there are four different nodes to represent a night shift: first night 
shift(Nl), second night shift(N2), third night shift(N3) and fourth night shift(N4). N1 
can only shift change to N2. Similarly, N2 and N3 can change to N3 and N4 
respectively. And N4 can only change to compensation off-day (CO). Therefore, 
such a model guarantees that the length of consecutive night shifts is four days. 
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Moreover, we consider three kinds of off-day nodes. The first one is the 
compensation off-day node CO. The second one is the ordinary off-day node, namely 
Oi, which can make shift change to day shift nodes in the set p. The third one is an 
off-day node after a compensation off-day, namely O2, which can make shift change 
to day shift nodes in the set y only and cannot be assigned with any night shift again 
during the week. 
Constraint 3b (see Section 3.1) requires that a worker should always have a 
compensation off-day and an ordinary off-day after a period of consecutive night 
shifts. However, in some cases where off-day has been assigned before the night 
shifts, a worker may have more than one off-day per week (e.g. O N N N N CO O). 
In order to avoid the occurrence of this situation, we allow a shift change from an off-
day to a night shift (Nl) only after day q on, where 
q =1 days — 1 day for - minimum number of 
compensation off-day consecutive night shifts 
In the case of the air cargo terminal, as the minimum number of consecutive 
night shifts is four , we have q = 2. This modification avoids the workers having 
more than one ordinary off-day per week. In summary, the overall network model is 
illustrated in Figure 3-2. 
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了 了 了 ^^^ ？ 
…理 
SUPPLY Day 1 Day 2 Day 3 … Day 7 
回 The set of day shift nodes, which have not yet been assigned an off-day. 
I ^The set of day shift nodes, which have been assigned off-day and can be assigned a night shift. 
j ^The set of day shift nodes, which have been assigned off-day and cannot be assigned a night shift. 
CO Compensation off-day • Shift change arc 
02 Off-day after compensation off-day _ Dummy arc 
01 Off-day — — _ From day 2 on, 01 can go to N1 
* The network has neglected the 2-layer (L1 & L2) presentation for convenience 
Figure 3-2 : A Network Model for The Air Cargo Terminal 
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In the network above, there are 4 night shift nodes, 3 off-days node and 6 day 
shift nodes. Therefore, there are 13 supply nodes. Due to the 2-layer presentation of 
the network, there are 13x2 nodes for each day. Together with the sink node, there 
are totally 196'' nodes inside the network. Besides, there is an assignment arc linking 
the two one-to-one correspondence nodes in each layer presentation. Therefore, there 
are total 13 assignment arcs for each day. Due to the allowable shift changes 
specified in Table 3-3, one can see from the Figure 3-2 that there are 24 shift change 
arcs per day. Five extra arcs are added in the network that come from off-day node O! 
to night shift N1 from day 2 on. Together with the 13 dummy arcs connecting the 
sink. There are totally 277''arcs in the network. The number of side constraints is 22 
(3 staff requirement constraints for each day and a days-off constraint). In the 
following examples, the calculation for the numbers of nodes, arcs and side 
constraints of the network is similar to what we have presented here. 
3.4.3 An Example 
4 
We now consider an example with three non-overlapped shifts, where the staff 
requirement pattern and the cost setting are the same as those in Section 3.3. The 
network model is shown in Figure 3-2. The total number of workers is 47 and the 
initial workers' assignments in the non-empty supply nodes are given in the following 
table. 
bl3 supply nodes + 26 nodes x 7 days + 1 sink node = 196 nodes 
•=(24 shift change arcs + 13 shift assignment arcs)x 7 days + 13 dummy arcs + 5 extra arcs = 277 arcs 
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Supply nodes A P I N1 I N2 I N3 I N4 I O I Total 
Number of workers""”15 15 3 3 2 2 7 4 7 “ 
The problem was solved by the basis partitioned network simplex method in 
the procedure NETFLOW in a SAS/OR package at the computer center, CUHK. It 
took 2.33 CPU second to find an optimal solution to the network problem. All the 
flow values on the arcs in the optimal solution are integers. Hence, it is also the 
optimal solution to the staff scheduling problem. The allocation of workers by the 
optimal solution is shown in the dotted line of Figure 3-3 and the schedules obtained 
are listed in Appendix 6.2.2. 
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Figure 3-3: Allocation of Workers with Non-overlapped Shifts 
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One can see from the above figure that there is some surplus of workers on day 
1, 2 and 5. The main reason is that most workers take off-days on day 6 an 7 because 
of the cost structure on off-days. Also, the staff requirements are high on day 3 and 
day 4. 
3.4.4 Computational result on different staff requirements 
In addition to the example listed above, we have tested 36 different staff 
requirement situations in a set of experiments. The costs for shift assignments were 
selected randomly'' within [0,9]. The costs for shift changes were the same as those in 
Table 3-3. The total number of workers was 50 and the initial workers' assignment in 
the non-empty supply nodes were set as follows: 
Supply nodes A P I N1 I N2 I N3 I N4 I O I Total 
Number of workers 15 \5 3 3 2 2""“10 ^ “ 
« 
The solutions for all the problem instances tested are integers so that phase 
two heuristics is never needed. Hence, our approach successfully obtained optimal 
solutions for all the problem instances tested. The computational times to solve the 
problems are reported below, which show that our approach is very computationally 
efficient. 
d The random numbers were generated by the function rand() in the C library 
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Weekly Level Trend Concave Convex Sine Bimodal 
Daily 
Level 133 L99 L ^ \m L94 236^ 
Trend 2.34 1.95 2.02 1.91 1.88 2.45 
Concave 2.25 1.86 1.77 1.99 2.15 2.25 
Convex 2.43 1.79 1.94 2.00 2.39 2.32 
Sine 2.21 1.95 1.89 1.80 2.00 2.17 
Bimodal 2.25 1.91 2.01 1.89 2.23 1.98 
Table 3-4: CPU Seconds Required 
3.5 Case Two: Staff Requirement for Each Shift Is Changing 
In this case, we assume that the hourly staff requirements are highly 
fluctuated. Unlike case one, we have to assign workers to each shift to satisfy the 
hourly staff requirements. Suppose that multiple overlapping shifts (more than the 
4 
non-overlapping shifts A,P，N) are allowed for scheduling in order to efficiently utilize 
the manpower. The shifts are classified into 2 main groups: day shifts and night 
shifts. The day shifts may start at any hour in the period between 0700 and 1500. As 
a result there are totally 9 possible shifts for a day. There is only one night shift 
which starts at 2300. As usual, the length of each shift is 8 hours. The set of 
allowable shifts are shown in Table 3-5. 
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Shift Type Shift Name Start Time End Time 
A07 0700 1500 
Day(A) A08 0800 
A ^ r ^ 
ATO ~ 
ATi n ^ 
pT2 2 0 ^ ~ 
Day(P) pT3 
m 1400 ~ ~ 
P I S \m ^ ~ 
~ N i g h t N ^ 0 7 0 0 ~ 
Table 3-5: Overlapping Shifts 
4 
Again, the aim of scheduling is to assign workers to satisfy the forecasted 
hourly staff requirements along the planning horizon so as to minimize the overall 
cost subject to all scheduling constraints. 
3.5.1 Network modeling 
Apart from the basic network model as described in Section 3.4.2, the side 
constraints on the staff requirements in this case are below: 
Since the staff requirement constraints concern about the assignment of 
workers to satisfy the hourly staff requirements along the planning horizon, a shift 
should be treated as a tour of duty now. It covers eight hours per day. A side 
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constraint is associated with each hour k on day i, where k is from 0700 to 2200 and i 
is a day in the planning horizon. The constraint for the J^ hour on day i is that the 
sum of all flows in the assignment arcs, which correspond to all those shifts that cover 
the hour on day i，is greater than or equal to the staff requirements at the hour 
on day i. 
Since the periods from 2300 to 0700 are covered by only the night shift, staff 
requirements at the night shift on day i should be equal to the maximum hourly 
requirement from 2300 to 0700 on day i. The constraint associated with the night 
shift on day i is that the sum of all flows in the assignment arcs that correspond to 
night shifts (Nl, N2, N3 and N4) on day i is greater than or" equal to the staff 
requirement at the night shift on day i. 
3.5.2 An Example 
Consider an example in which all the costs for shift changes are same as those 
given in Section 3.3. The costs for the shifts assignments to A07 and PI5 are set to be 
« 
zero, whereas the costs of assigning the rest of the shifts are set to be one. The total 
number of workers is 46 and the initial workers' assignments in the non-empty supply 
nodes are as follows: 
Supply nodes A07 I P15 I N l I N2 I N3 I N4 I O | Total 
Number of workers 15 15 3 3 2 ~~2 6 46 
The basic structure of the network model is same as that shown in Figure 3-2. 
However, since we have overlapping shifts now, the network consists of 511 nodes 
(each day has 68 nodes, 34 supply nodes, a sink) and 1558 arcs (each day has 34 
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assignment arcs, 183 shift change arcs, 34 dummy arcs, 5 extra arcs from off-day to 
night shift from day 2 on). The number of side constraints is increased to 120 because 
side constraints are associated with the hours on a day (17 staff requirement 
constraints for each day and a days-off constraint). 
We applied our solution approach to solve the problem. The computation was 
implemented by using the procedure NETFLOW in a SAS/OR package at the 
computer center, CUHK. The computational time to obtain an optimal network 
solution was 7.7 CPU second. All the arc's flow values in the optimal network 
solution obtained are integers. Hence, the optimal network solution is also the optimal 
solution to the staff scheduling problem. 
The allocation of workers by the optimal solution along the planning horizon 
is shown by the dotted line in Figure 3-4 and the schedules obtained are listed in 
Appendix 6.2.3 The area between the dotted line and the solid line in Figure 3-4 
indicates the surplus of workers. One can see that the surplus of workers usually 
occurs in the morning hours. It is because the cost'for shift changes in Table 3-3 in 
favor of the shifts with earlier start times than the shifts with late start times. 
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Figure 3-4: Allocation of Workers with Overlapping Shifts 
3,5.2.1 Overlapping shifts with one kind of break times 
In this sub-section, we consider the situation where an hour break is placed 
inside a shift. In this case，the length of each shift is still 8 hours, including the one-
4 
hour break. At a day shift, the one-hour break is placed immediately after the first 
four working hours. However, at the night shift, the one hour break is not explicitly 
specified. Since the work load is usually low at night, the break time can be assigned 
by the on-duty supervisor at some off-peak period. Besides, in the case where the 
break time is given for dinning (lunch or dinner), a night shift is not necessarily 
assigned with such a break. 
The network is exactly the same as before. The staff requirement constraint is 
a bit different due to the additional break time inside a shift, which makes the shift not 
to contribute workers to the system at the break hour. 
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The number of workers available in this case is 67 and the initial workers' 
assignments in the non-empty supply nodes are below: 
Supply nodes A07 I P15 I N1 I N2 I N3 | N4 I O I Total 
Number of workers 15 15 3 3 2 2 2 7 ^ “ 
The computational time required by the algorithm to obtain an optimal 
network solution was 8.91 CPU second. All the arc's flow values in the optimal 
network solution are integers. Hence, the optimal network solution is also the optimal 
solution to the staff scheduling problem. The allocation of workers is shown by the 
dotted line in Figure 3-5 and the schedules are listed in Appendix 6.2.4. It is 
interesting to note that the allocation of workers has 2 valley-shapes on each day. The 
main reasons are as follows: 
The staff requirement is relatively high in the morning. Since time 0700 is 
only covered by the A07 shift, workers assigned to A07 have to take a break at 1100 
which has almost the highest demand on a day. As a result, there is almost no surplus 
of workers around time 1100. After that, A07 workers go back to work and the 
surplus of workers occurs again. This leads to the first valley shape. Since a large 
number of workers have to be assigned around time 1100, those workers usually take 
their breaks at around 1500. By the same argument, the second valley shape occurs at 
around the time 1500. 
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Figure 3-5: Allocation of Workers when Shifts Have Break Times 
3.S.2.2 Overlapping shifts with two kinds of break times 
We now consider another situation, in which there are two kinds of breaks, 
one being placed after 3 hours of work, the other placed after 4 hours of works. It is 
* 
expected that such a break time structure would reduce the number of workers needed, 
as it staggers the break times of the workers. 
Since we introduce an extra set of day shifts, each having a break after 3 hours 
of work, the network now consists of 916 nodes (each day has 122 nodes, 61 supply 
nodes, a sink) and 4910 arcs (each day has 61 assignment arcs, 631 shift change arcs, 
61 dummy arcs, 5 extra arcs from off-day to night shift from day 2 on). The number 
of side constraints is 120 (17 staff requirement constraints for each day and a days-off 
constraint). In this case, 56 workers are available and the initial workers' assignments 
in the non-empty supply nodes are below: 
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Supply nodes A07 I P15 I N1 I N2 I N3 I N4 I O I Total 
Number of workers " H 15 3 3 2 2 16 5 6 ~ 
The computational time required by the algorithm to find a solution was 
200.24 CPU second. All the arc's flow values in the solution are integers. The 
allocation of workers is shown by the bold line in Figure 3-5 and the schedules are 
listed in Appendix 6.2.5. It can be seen from Figure 3-5 that the surplus of workers is 
reduced as compared to that in the solution of Section 3.5.2.1, which is what we 
expected. 
3.5,2.3 Overtime work 
When the demand for staff exceeds the availability of the workers, scheduling 
of regular shifts may not meet the staff requirements in some periods. In such a case, 
some workers will have to be assigned with some overtime work in order to meet the 
« 
staff requirements. Apart from the normal overlapping shifts in Table 3-5, we now 
consider a situation where overtime shifts may be introduced. The set of the 
allowable overtime shifts are shown in Table 3-6. All the overtime shifts have an 
extra hour as compared to normal shifts, so the length of an overtime shift is 9 hours 
with an hour break time. 
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Shift Type Shift Name Start Time End Time Break Time 
T07 0700 ITOO 
Day(A) f ^ ^ 1700 
T09 0900 1300 
TTO 1000 1400 
Ti l nOO ^ 1 5 ^ 
f l 2 2 m 
Day(P) t T 3 1 3 ^ tM 1700 
T U 1400 
Table 3-6 : Overtime Shifts with Break Time 
Suppose now the total number of workers is 60 and the initial workers' 
assignments in the non-zero supply nodes are below: 
Supply nodes A07 I P15 I N1 I N2 I N3 I N4 I O I Total 
Number of workers 15 15 3 3 ~~2 2 20 ^ 
The network is based on the sets of allowable shifts given in Table 3-5 and 
Table 3-6. Each day shift has one hour break time placed after 4 hours of work. The 
network consists of 871 nodes (each day has 116 nodes, 58 supply nodes, a sink) and 
4452 arcs (each day has 58 assignment arcs, 569 shift change arcs, 58 dummy arcs, 5 
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extra arcs from off-day to night shift from day 2 on). The number of side constraints 
is 120 (17 staff requirement constraints for each day and a days-off constraint). The 
costs for shift changes are same as before. But the costs for shift assignments for the 
overtime shifts are set to be 4, which makes the overtime shifts less desirable than 
normal shifts. The costs for shift assignments for the rest of the shifts are also same as 
before. The algorithm took 81.06 CPU seconds to find a solution, in which some flow 
values are real numbers. Then, after the phase 1 of the heuristic proposed in Section 
2.2.2, 54 schedules were completed and the allocation of workers is shown by the 
solid line in Figure 3-6. It can be seen that the supply of workers falls below the 
demand of workers in some periods due to incomplete schedules. The remaining 6 
incomplete schedules were handled by phase 2 of the heuristic, the details of which 
are given in Appendix 6.1. The final allocation of workers after the two-phase 
heuristic is shown by the dotted line in Figure 3-6 and all the completed schedules are 
listed in Appendix 6.2.6. We see from the final results that all the staff requirements 
are satisfied now. • 
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Figure 3-6 : Allocation of Workers with Overtime Shifts 
3.5.3 Computational results on different staff requirement patterns 
We have also tested 36 different staff requirement patterns for problems with 
« 
shifts as given in Table 3-5 with an hour break after four hours of works. The costs 
for shift assignments are random numbers® within [0,9]. The costs for shift changes 
are as shown in Table 3-3. The total number of workers is set to be 70 and the initial 
workers' assignments in the non-empty supply nodes are as follows. 
Supply nodes A07 I P15 | N1 I N2 I N3 I N4 I O I Total 
Number of workers 15 15 3 "~3 2 2 ^ ~ 
e t h e random numbers were generated by the function rand() in the C library 
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Our approach obtained optimal solutions for all the problem instances becuase 
all the network solutions are integers which the phase two heuristics is never needed. 
The computational times required are given in Table 3-7, which are all less than 12 
CPU seconds. 
Weekly Level Trend Concave Convex Sine Bimodal 
Daily 
Level ^ ^ ^ 0 3 i a ^ T 4 9 
Trend 5.32 6.27 6.01 8.40 6.71 9.61 
Concave 10.88 6.53 5.69 7.05 5.42 7.23 
Convex 9.26 10.47 6.32 8.13 7.51 7.02 
Sine 9.31 11.07 5.68 7.83 10.04 9.04 
Bimodal 7.54 8.66 5.95 10.27* 6.92* 6.15 
* The minimum number of workers is 75 in order to give a feasible solution. The initial assignments 
for those five extra workers are in the off-day (O). 
« 
Table 3-7: Computational Times 
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CHAPTER 4. CONCLUSION 
This thesis addresses the staff scheduling problem when the total number of 
workers and the staff requirements along the planning horizon are given. The aim is to 
assign the given workers into schedules in order to satisfy staff requirements along the 
planning horizon. The staff scheduling problem has been modeled as a minimum cost 
network flow problem with side constraints. The optimal solution is to route the 
workers in the supply nodes to the sink node through some transshipment nodes at the 
minimum cost. The costs that the model considers are shift change costs and shift 
assignment costs. Most of the scheduling constraints are incorporated into the 
network model, which are satisfied automatically by transmitting the workers through 
the network. Those constraints related to the staff requirements and off-days are 
treated as side constraints. The proposed network model is able to handle variable 
staff requirements, which make our model suitable for dynamic environments. We 
take an integrated approach to tackle the staff scheduling problem to avoid the 
difficulty of having to decompose too much the original staff scheduling problem, 
leading to sub-optimal solutions. Note that there are some other possible network 
models to formulate staff scheduling problems (Ahuja, Magnanti and Orline[1993]). 
However, none of them can deal with the situations and constraints we have 
considered in our model proposed in this thesis. 
We have proposed to use the basis partitioning network simplex method 
together with a two-phase heuristic to solve the whole network problem with side 
constraints. We have also applied our model to the environment of an air cargo 
terminal, which demonstrates that our model is applicable to different staff 
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requirement fluctuation environments. The output schedules are in a variety of 
patterns because the schedules are free to have shift changes and off-days along the 
planning horizon. These leave enough flexibility for the schedules to suit the dynamic 
environment. Computational results showed that the solution approach is very 
efficient. Besides, we note that in most of the cases the solutions found by basis 
partitioning network simplex method have already been integer, and thus feasible to 
the problems. In these cases, the phase two of the two-phase heuristic does not need 
to be activated. 
The efficiency of the solution approach means that our proposed network 
model can hopefully be included as a module inside a large decision support system 
for manpower planning and scheduling. Further research should extend the network 
flow model to handle the problem of staff scheduling with workers having multiple 
skills in multiple locations. We believe this can be done by exploring the approach of 
multi-commodity network programming, where each commodity represents one type 
of workers with some skills in some locations. Hence, a job in a particular location 




1. Ahuja, R.K., Magnanti, T.L. and Orlin, J.B., Network flows : theory, algorithms, 
and applications，Prentice Hall: Englewood Cliffs, N.J., 1993. 
2. Baker, K.R. and M.J. Magazine, "Workforce Scheduling with Cyclic Demands 
and Day-off Constraints", Management Science, Vol. 24, No. 2, 1977, pp. 161-
167. 
3. Baker, K.R., "Workforce Allocation in Cyclical Scheduling Problems: A Survey", 
Operations Research, Vol. 22，No. 1，1976, pp. 155-167. 
4. Balakrishnan N. and Wong R.T., "A Network Model for the Rotating Workforce 
Scheduling Problem", Networks, Vol. 20, 1990，pp. 25-42. 
5. Bartholdi,JJ.,III, J.B. Orlin, and H.D. Ratliff，"Cyclic Scheduling via Integers 
Programs with Circular Ones", Operations Research, Vol. 28, No. 5，1980, pp. 
1074-1085. 
6. Bartholdi,J.J.,III, "A Guaranteed-Accuracy Round-off Algorithm for Cyclic 
Scheduling and Set Covering", Operations Research，Vol. 29，No. 3，1981，pp. 
501-510. 
7. Bechtold, S.E. and Showalter, MJ., "A methodology for labour scheduling in a 
service operating system", Decision Science, Vol. 18, No. 1, 1987, pp. 89-107. 
8. Bechtold, S.E., and L.W. Jacobs, "Implicit Modeling of Flexible Break 
Assignments in Optimal Shift Scheduling", Management Science, Vol. 36，No. 11， 
1990，pp. 1339-1351. 
9. Bechtold S.E., M.J. Brusco and M.J. Showalter, "A Comparative Evaluation of 
Labour Tour Scheduling Methods", Decision Sciences, Vol. 22，1991, pp. 683-
699. 
10. Bechtold, S.E. and M.J. Brusco, "Working Set Generation Methods for Labor tour 
Scheduling", European Journal of Operational Research, Vol. 74, 1994, pp. 540-
551. 
11. Brusco, M.J. and Jacobs, L.W., "A Simulated Annealing Approach to the Cyclic 
Staff-Scheduling Problem", Naval Research Logistics, Vol. 40，1993, pp. 69-84. 
12. Buffa, E.S., Cosgrove，MJ., Luce, B.J. "An integrated work shift scheduling 
system”，Decision Science, Vol. 7, No. 4，1976，pp. 620-630. 
13. Bums, R.N. and M.W. Carter, "Work Force Size and Single Shift Schedule with 
Variable Demands", Management Science, Vol. 31, No. 5, 1985, pp.599-607. 
64 
BIBLIOGRAPHY 
14. Easton, F.F, and Mansour N.，"A Distributed Genetic Algorithm for employee 
Staffing and Scheduling Problems", Proceeding of the Fifth International 
Conference on Genetic Algorithms, 1991, pp.360-367. 
15. Easton, F.F., and D.F. Rossin, "Sufficient Working Subset for the Tour 
Scheduling Problem", Management Science, Vol. 37, No. 11, 1991, pp. 1441-
1451. 
16. Emmons, H. and R.N. Bums, "Off-day Scheduling with Hierarchical Worker 
Categories”，Operations Research, Vol. 39，No. 3，1991，pp. 484-495. 
17. Henderson, W.B. and Berry, W.L. "Heuristic methods for telephone operator shift 
scheduling:An experimental analysis", Management Science, Vol. 22, No. 12, 
1976, pp. 1372-1380. 
18. Hung Rudy, "Single-shift Off-day Scheduling of a Hierarchical Workforce with 
Variable Demands", European Journal of Operational Research, Vol. 78, 1994, 
pp. 49-57. 
19. Jarrah, A.I.Z., J.F. Bard, and A.H. deSilva, "Solving Large-scale Tour Scheduling 
Problems", Management Sciences, Vol. 40，No.8,1994，pp. 1124-1144. 
20. Keith, E.G. "Operator Scheduling", AIIE Transactions, Vol. 11，No. 1, 1979，pp. 
37-41. 
21. Kennington, J.L., and Helgason R.V., "Algorithms for Network Programming", 
New York: Wiley Interscience, John Wiley & Sons, 1980. 
22. Love, R.R. and Hoey, J.M., "Management Science Improves Fast-Food 
Operations", Interfaces, Vol. 20:2, March-April 1990, pp. 21-29. 
23. McGinnis, L.F.，Culver, W.D., and Deane, R.H. "One- and Two-phase heuristic 
for workforce scheduling", Computers and Industrial Engineering, Vol. 2, 1978, 
pp. 7-15. 
24. Morris J.G. and Showalter M.J., "Simple Approach to Shift, Days-off and Tour 
Scheduling problems", Management Science, Vol. 29, No. 8, 1983, pp. 942-950. 
25. Monroe, G.，"Scheduling Manpower for Service Operat ions Industr ial 
Engineering, Vol.2，No. 8’ pp. 10-17. 
26. Segal, M., "The Operator-Scheduling Problem: A Network-Flow Approach", 
Operations Research, Vol. 22, No. 4,1974，pp. 808-824. 
27. Thompson G.M., "Representing Employee Requirements in Labour Tour 
Scheduling", OMEGA International Journal of Management Science, Vol. 21, No. 
6,1993，pp. 657-671. 
28. Tien J.M. and Kamiyama A., "On Manpower scheduling Algorithms", SIAM 




6.1 Applying the heuristic to complete the incomplete schedules 
In the example discussed in Section 3.5.2.3 concerning with the overtime 
work, six incomplete schedules were generated due to the real part of the network 
solutions. The incomplete schedules are as follows: 
Initial Day 1 Day 2 Day 3 Day 4 Day 5 Day 6 Day 7 
NOl N02 N03 N04 CO OFF — — 
A07 P12 P12 P15 P15 — — — 
A07 A09 A09 A09 T i l — — — 
P15 OFF A07 A07 A07 P14 — — 
~ unscheduled working day ‘ 
The following table gives the updated hourly staff requirements (See Section 2.2.2). 
Hours Day 1 Day 2 ""“Day 3 Day 4 Day 5 Day 6 ~ ~ D a y 7 “ 









16Hrs 1 2 
17Hrs 
18Hrs 2 
19Hrs 1 2 2 
20Hrs 1 
21Hrs 1 1 1 
‘ 22Hrs 1 1 1 1 
23Hrs 1 1 \ 
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Accordingly，we have the following staff requirements: 
Day Shift Requirements 
Day 1 P I S 
Day 2 � 
Day 3 A07, P12 
Day 4 A 0 7 , N 
Day 5 A11，P15 
Day 6 A07, P14, P14, P15, N 
Day 7 A l l , P14, P14, P15, P15, N 
Using the heuristic procedure in Section 2.2.2, the incomplete schedules were 
completed, which are shown in the table below, where the bold numbers indicate 
newly scheduled shifts. 
Initial Day 1 Day 2 Day 3 Day 4 Day 5 Day 6 Day 7 
“ P I S P I S O F F A07 A ^ A H P14 P l i ~ 
O F F O F F A07 P12 NOl N02 N03 N04 
NOl N02 N03 N04 CO OFF P15 P15 
A07 P12 P12 P15 P15 O F F A07 P14 
A07 A09 A09 A09 T i l P15 O F F A l l 
P15 OFF A07 A07 A07 P14 P14 P15 
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6.2 List of Schedules 
6.2.1 Terminologies 
The following codes are used in the schedules listing: 
Shift Code Description 
No • Worker's number 
Day [0,1,2,3,4,5,6,7] Day 0 represents the last day of the previous planning 
horizon. 
Day 1 ~ 7 represents Monday to Sunday 
A Morning shift that starts at 0700 
~P Afternoon shift that starts at 1500 
N[l，2，3，4] Night shift that starts at 2300 and the number indicates that 
number of night shifts up to now. 
CO Compensation day-off 
OFF Day-off 
A[7，8，9，10,11] Overlapping morning shift that starts at the indicated hour 
P[ 12，13，14,15] Overlapping afternoon shift that starts at the indicated hour 
a[7，8,9，10,ll] Overlapping morning shift that starts at the indicated hour 
and has an hour break right after the first 3 hours of work. 
p[12,13,14,15] Overlapping afternoon shift that starts at the indicated hour 
and has an hour break right after the first 3 hours of work. 
T[7,8,9,10,11,12,13,14] Overlapping overtime shift that starts at the indicated hour 
and has an hour break right after the first 4 hours of work. 
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6.2.2 The Optimal Schedules for Case One 
NO. Day Day Day Day Day Day Day Day 24 |A07 A07 A07 P15 P15 P15 OFF P15 
0 1 2 3 4 5 6 7 25 A07 A07 A07 P15 P15 P15 OFF P15 
1 NOl N02 N03 N04 CO OFF A07 A07 A07 A07 A07 P15 P15 P15 OFF P15 
2 NOl N02 N03 N04 CO OFF A07 A07 T T A07 A07 P15 P15 P15 P15 OFF P15 
3 NOl N02 N03 N04 CO OFF A07 A07 I F " A07 A07 P15 P15 P15 P15 OFF P15 
4 N02 N03 N04 CO OFF A07 A07 A07 A07 A07 P15 P15 P15 P15 OFF P15 
5 N02 N03 N04 CO OFF A07 A07 A07 30 A07 A07 P15 P15 P15 P15 OFF P15 
6 N02 N03 N04 CO OFF A07 A07 A07 31 A07 A07 P15 P15 P15 P15 OFF NOl 
7 N03 N04 CO OFF A07 A07 A07 A07 32 A07 P15 P15 P15 P15 P15 OFF NOl 
8 N03 N04 CO OFF A07 A07 A07 A07 " I F P I S P15 P15 P15 P15 P15 OFF NOl 
9 N04 C O O F F A07 A07 A07 A07 A07 34 P15 P15 P15 P15 P15 P15 OFF NOl 
10 N04 CO OFF A07 A07 A07 A07 A07 35 P15 P15 P15 P15 P15 OFF NOl N02 
11 OFF A07 A07 A07 A07 A07 A07 OFF P15 P15 OFF NOl N02 N03 N04 
12 OFF A07 A07 A07 A07 A07 PI5 OFF ~37~P15 P 1 5 W i N 0 2 N03 N04 CO OFF 
13 OFF A07 A07 A07 A07 A07 PI5 OFF ~38~P15 P15 NOl N02 N03 N04 CO OFF 
14 OFF A07 A07 A07 A07 A07 P15 OFF 39 P15 P15 NOl N02 N03 N04 CO OFF 
15 OFF A07 A07 A07 A07 A07 PI5 OFF 40 P15 P15 NOl N02 N03 N04 CO OFF 
16 OFF A07 A07 A07 A07 A07 PI5 OFF 41 P15 P15 NOl N02 N03 N04 CO OFF 
17 OFF 八07 A07 A07 A07 A07 PI5 OFF " I F PI5 OFF A07 NOl NOl N03 N04 CO 
18 A07 A07 A07 A07 A07 A07 P15 OFF 43 P15 OFF A07 NOl N02 N03 N04 CO 
19 A07 A07 A07 A07 A07 A07 PI5 OFF ~ 4 ^ P 1 5 OFF A07 NOl N02 N03 N04 CO 
20 A07 A07 A07 A07 A07 A07 P15 OFF 45 P15 OFF A07 NOl N02 N03 N04 CO 
21 A07 A07 A07 A07 A07 A07 P15 OFF 46 P15 OFF P15 P15 NOl N02 N03 N04 
~ ^ A 0 7 A07 A07 A07 P15 P15 OFF P15 ~ 4 ^ P 1 5 OFF P15 P15 NOl N02 N03 N04 
23 A07 A07 A07 A07 P15 P15 OFF P15 
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6.2.3 The Optimal Schedules for Case Two 
NO. Day Day Day Day Day Day Day Day 23 lOFF A07 A07 A09 A09 P15 OFF PI5 
0 1 2 3 4 5 6 7 " ^ O F F A07 A07 P15 P15 OFF P15 P15 
1 NOl N02 N03 N04 CO OFF A07 A07 OFF AOS PI5 OFF NOl N02 N03 N04 
2 NOl N02 N03 N04 CO OFF A07 A07 " l i T O F F A l l A l l A l l A l l P15 OFF P15 
3 NOl N02 N03 N04 CO OFF A07 A07 T T A07 A07 A07 P15 P15 P15 OFF P15 
4 N02 N03 N04 CO OFF A07 A07 A07 ~28~ A07 A07 A07 P15 P15 P15 OFF P15 
5 N02 N03 N04 CO OFF A07 A07 A07 1 9 ~ A07 A07 A07 P15 P15 P15 OFF P15 
6 N02 N03 N04 CO OFF A07 A07 A07 ~30~ A07 A07 A07 P15 P15 P15 P15 OFF 
7 N03 N04 CO OFF A07 A07 A07 A07 31 A07 A07 A07 P15 P15 P15 P15 OFF 
8 N03 N04 CO OFF A l l P15 P15 P15 32 A07 A07 P15 P15 P15 P15 P15 OFF 
9 N04 C O O F F A07 A07 A07 A07 A07 33 A07 P 1 5 N O l N02 N03 N04 CO OFF 
10 N04 C O O F F A07 A07 A07 A07 A07 A07 P15 NOl N02 N03 N04 CO OFF 
11 OFF A07 A07 A07 A07 A07 A07 OFF "35~ A07 P 1 5 N O l N02 N03 N04 CO OFF 
12 OFF A07 A07 A07 A07 A07 A07 OFF ~ 3 ^ A 0 7 P 1 5 N O l N02 N03 N04 CO OFF 
13 OFF A07 A07 A07 A07 A07 A07 OFF ~ 3 ^ P 1 5 OFF A09 P15 NOl N02 N03 N04 
14 OFF A07 A07 A07 A07 A07 OFF NOl ~ 3 ^ P 1 5 OFF P15 NOl N02 N03 N04 CO 
15 OFF A07 A07 A07 A07 A07 OFF NOl ~ 3 ^ P 1 5 OFF P15 NOl N02 N03 N04 CO 
16 OFF A07 A07 A07 A07 A07 OFF NOl 40 P15 OFF P15 NOl N02 N03 N04 CO 
17 OFF A07 A07 A07 A07 A07 OFF NOl 41 P15 OFF P15 NOl N02 N03 N04 CO 
18 OFF A07 A07 A07 A07 A07 OFF PI5 ~ 4 ^ P 1 5 OFF PI5 PI5 NOl N02 N03 N04 
19 OFF A07 A07 A07 A07 A07 OFF PI5 43 P15 P 1 5 N O l N02 N03 N04 C O O F F 
i r O F F A07 A07 A07 A07 A07 AlO OFF I P 1 5 P15 P15 P15 P15 P15 P15 OFF 
21 OFF A07 A07 A07 A07 A07 A10 OFF I ^ P I S P 1 5 P 1 5 P15 P15 P15 P15 OFF 
22 OFF A07 A07 A07 P15 OFF NOl N02 ~ 4 ^ P 1 5 P15 P15 P15 P15 P15 P15 OFF 
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6.2.4 The Optimal Schedules with One-hour Break in One Shift 
NO. Day Day Day Day Day Day Day Day 34 lOFF P12 P12 P12 P12 P12 P15 OFF 
0 1 2 3 4 5 6 7 ~35~OFF P12 P15 P15 P15 OFF P12 P15 
1 NOl N02 N03 N04 CO OFF A07 AOS OFF P12 P15 P15 P15 P15 OFF A07 
2 NOl N02 N03 N04 CO OFF A07 AOS OFF P12 P15 P15 P15 P15 OFF A07 
3 NOl N02 N03 N04 CO OFF A07 AOS " I F A07 A07 A07 A07 A07 A07 OFF A07 
4 N02 N03 N04 CO OFF A07 A07 A08 A07 A07 A07 A07 A07 A07 OFF A07 
5 N02 N03 N04 CO OFF A07 A07 P14 I F A07 A07 A07 A07 A07 A07 OFF A07 
6 N02 N03 N04 CO OFF A07 A07 P14 I F A07 A07 A07 A07 P12 P12 P15 OFF 
7 N03 N04 CO OFF AOS AOS A09 P15 42 A07 A07 A07 AOS A08 AlO OFF A07 
8 N03 N04 CO OFF A08 A08 P13 P14 43 A07 A07 A07 AlO A l l P12 P15 OFF 
9 N04 CO OFF P12 P12 P12 P13 P14 44 A07 A07 A07 A l l P12 P12 P15 OFF 
10 N04 CO OFF P12 P12 P12 P13 P14 A07 A07 A07 P12 P15 P15 OFF AOS 
11 OFF A07 A07 A07 A07 A07 A07 OFF A07 A07 A07 P12 P15 P15 OFF AOS 
12 OFF A07 A07 A07 A07 A07 A07 OFF 47 A07 A07 A07 P12 P15 P15 OFF AOS 
13 OFF A07 A07 A07 A07 A07 A07 OFF "~48~ A07 A07 A07 P13 P14 P14 P15 OFF 
14 OFF A07 A07 A07 A07 A07 A07 OFF 49 A07 A07 A08 A08 AOS AlO OFF AOS 
15 OFF A07 A07 A07 A07 A07 OFF NOl 50 A07 A07 AOS AOS A09 A09 A09 OFF 
16 OFF A07 A07 A07 A07 A07 OFF NOl " s F A07 A07 AlO AlO A l l P12 P15 OFF 
17 OFF A07 A07 A07 A07 A07 OFF NOl 52 A07 AlO A l l P15 P15 P15 OFF AOS 
18 OFF A07 A07 A07 A07 A07 OFF NOl 53 P15 OFF AlO A l l P12 P12 P12 P15 
19 OFF A07 A07 A07 A07 A07 OFF A07 ~54~P15 OFF P12 NOl N02 N03 N04 CO 
20 OFF A07 A07 A07 A07 A07 OFF A07 55 P15 OFF P12 NOl N02 N03 N04 CO 
21 OFF AOS AOS AOS AOS AOS AOS OFF 56 P15 OFF P12 NOl N02 N03 N04 CO 
22 OFF A08 AOS AOS A08 AOS A08 OFF 57 P15 OFF P12 NOl N02 N03 N04 CO 
23 OFF A08 AOS A08 AOS AOS A08 OFF 58 P15 OFF P15 P15 NOl N02 N03 N04 
24 OFF AOS A08 AOS AOS A08 A08 OFF 59 P15 OFF P15 P15 NOl N02 N03 N04 
25 OFF AOS A08 AOS A08 AOS A08 OFF OFF P15 P15 NOl N02 N03 N04 
26 OFF AOS A08 A08 AOS A08 AOS OFF P15 NOl N02 N03 N04 CO OFF 
27 OFF AOS AOS A08 AOS AOS A08 OFF ~ 6 ^ P 1 5 P15 NOl N02 N03 N04 CO OFF 
28 OFF A08 AOS AOS AOS A08 A08 OFF I F P I S P15 NOl N02 N03 N04 CO OFF 
" ^ O F F . A 0 9 P14 P15 P15 OFF NOl N02 P15 NOl N02 N03 N04 CO OFF 
~30~OFF P12 P12 P12 P12 OFF P12 P15 P15 NOl N02 N03 N04 CO OFF 
" I T OFF P12 P12 P12 P12 OFF P12 P15 P15 P15 P15 P15 P15 P15 OFF P12 
" l 2 " 0 F F P12 P12 P12 P12 OFF P12 P15 P15 P15 P15 P15 P15 OFF P12 
33 OFF P12 P12 P12 P12 P12 P15 OFF 
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6.2.5 The Optimal Schedules with Breaks after 4 and 3 Hours of Work 
NO. Day Day Day Day Day Day Day Day 29 |A07 A07 A07 A07 A07 a07 p i5 OFF 
0 1 2 3 4 5 6 7 ~ ^ A 0 7 A07 A07 A07 A07 a07 p i5 OFF 
~ T ~ N 0 1 N02 N03 N04 CO OFF a l l A l l A07 A07 A07 A07 p l5 p i5 OFF A07 
2 NOl N02 N03 N04 CO OFF a l l A l l I F A07 A07 A07 A07 p i5 p i5 OFF A07 
3 NOl N02 N03 N04 CO OFF P13 P13 A07 A07 A07 A07 a07 A07 A07 OFF 
4 N02 N03 N04 CO OFF A07 A l l p l5 A07 A07 A07 A08 AOS p i5 OFF A07 
5 N02 N03 N04 CO OFF A07 A l l p l5 35 A07 A07 A07 A08 A08 p i5 OFF a07 
6 N02 N03 N04 CO OFF A07 A l l p l5 36 A07 A07 p l 2 p l5 p l5 p l5 OFF a07 
7 N03 N04 CO OFF A07 A07 A l l p l5 37 A07 A07 p l 2 p l5 p l5 p l5 OFF a l l 
" ~ 8 ~ N 0 3 N04 CO OFF p l4 P15 p l5 p l5 A07 p l 3 p l5 p l5 p l5 p l5 OFF a l l 
9 N04 C O O F F a07 A07 A07 a07 A l l 39 A07 p l 3 p l 5 . p l5 p l5 p l5 OFF a l l 
10 N04 CO OFF a l l A l l A l l A l l p l5 40 A07 A l l P15 p l5 p l5 OFF A07 A07 
11 OFF P12 OFF NOl N02 N03 N04 CO 41 A07 A l l A l l A l l A l l p l5 OFF a l l 
12 OFF a 0 7 A 0 7 A07 A07 A07 A07 OFF 42 P15 P 1 5 P 1 5 p l5 p l5 OFF A07 A07 
13 OFF a 0 7 A 0 7 A07 A07 A07 A07 OFF 43 P15 P 1 5 P 1 5 p l5 p l5 OFF a07 A07 
14 OFF a 0 7 A 0 7 A07 A07 A07 A07 OFF 44 P15 P 1 5 ~ P 1 5 p l5 p l5 OFF a07 A07 
15 OFF a07 a07 A07 A07 A07 A07 OFF 45 P15 p l 5 N O l N02 N03 N04 CO OFF 
16 OFF a 0 7 a 0 7 A07 A07 A07 A07 OFF 46 P15 p l 5 N O l N02 N03 N04 CO OFF 
17 OFF a 0 7 a 0 7 A l l a l l A l l p l5 OFF 47 P15 p l 5 N O l N02 N03 N04 CO OFF 
18 OFF a07""“a07 A l l a l l A l l p l5 OFF ~48~P15 p l 5 N O l N02 N03 N04 CO OFF 
19 OFF a 0 7 a 0 7 A l l a l l A l l p l5 OFF 49 P15 p l 5 N O l N02 N03 N04 CO OFF 
20 OFF a 0 7 a 0 7 A l l A l l a l l OFF NOl 50 P15 OFF A07 A07 AOS p l5 NOl N02 
21 OFF a 0 7 a 0 7 A l l A l l a l l OFF NOl 51 PI5 OFF P12 NOl N02 N03 N04 CO 
22 OFF a 0 7 a 0 7 A l l A l l a l l OFF NOl 52 P15 OFF P12 NOl N02 N03 N04 CO 
~23~OFF a07 a07 A l l A l l a l l OFF NOl I T ? \5 OFF P12 NOl N02 N03 N04 CO 
24 OFF a 0 7 a 0 7 A l l A l l a l l OFF A07 54 P15 OFF p l 4 p l 4 NOl N02 N03 N04 
~ ^ O F F a 0 7 a 0 7 A l l A l l a l l OFF A07 ~ 5 ^ P 1 5 OFF p l 5 p l5 NOl N02 N03 N04 
~ ^ O F F a 0 7 a 0 7 a07 A07 A07 A07 OFF OFF p l5 p l 5 NOl N02 N03 N04 
27 A07 A07 A07 A07 A07 A07 A07 OFF 
i r A 0 7 A07 A07 A07 A07 a07 p i5 OFF 
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6.2.6 The Optimal Schedules with Overtime Shifts 
NO. Day Day Day Day Day Day Day Day 33 |A07 A07 A09 A09 T i l A l l P15 OFF 
0 1 2 3 4 5 6 7 " I T A O ? P12 P12 P12 P12 P12 OFF A07 
1 NOl N02 N03 N04 CO OFF A07 A09 A07 P12 P12 P12 P12 P12 OFF A07 
2 NOl N02 N03 N04 CO OFF P13 P13 36 A07 P12 P12 P12 P12 P12 OFF A07 
3 N02 N03 N04 CO OFF A07 A07 A09 37 A07 P12 P12 P15 P15 P15 OFF A07 
4 N02 N03 N04 CO OFF A07 A07 A09 38 A07 P12 P12 P15 P15 P15 OFF P15 
5 N02 N03 N04 CO OFF A07 A07 A09 39 A07 P12 P12 P15 P15 OFF P12 P14 
6 N03 N04 CO OFF A07 A07 A07 A09 40 A07 P12 P12 P15 P15 OFF P12 P14 
7 N03 N04 CO OFF AOS AOS A08 A09 41 A07 A09 A09 A09 T i l A l l P15 OFF 
8 N04 C O O F F AOS A08 A08 AOS A09 42 P15 OFF A07 A07 A07 AlO P12 P14 
9 N04 C O O F F A08 AOS AOS AOS A09 43 P15 OFF A07 A07 A07 AlO P12 P14 
10 OFF A07 A07 A07 A07 A07 A07 OFF 44 P15 OFF A08 T i l T i l A l l NOl N02 
11 OFF A07 A07 A07 A07 A07 A07 OFF ~45~P15 OFF P12 NOl N02 N03 N04 CO 
12 OFF A07 A07 A07 A07 A07 A07 OFF 46 P15 OFF P14 P14 NOl N02 N03 N04 
13 OFF A07 A07 A07 A07 A07 A08 OFF T P I S OFF P15 NOl N02 N03 N04 CO 
14 OFF A07 A07 A07 A07 A07 A08 OFF ~ 4 ^ P 1 5 OFF P15 NOl N02 N03 N04 CO 
15 OFF PI5 NOl N02 N03 N04 CO OFF 49 P15 OFF P15 NOl N02 N03 N04 CO 
16 OFF P 1 5 N O l N02 N03 N04 CO OFF 50 P15 OFF P15 P15 NOl N02 N03 N04 
17 OFF P 1 5 N O l N02 N03 N04 CO OFF OFF P15 P15 P15 P15 P15 P15 
18 OFF P15 NOl N02 N03 N04 CO OFF OFF P15 P15 P15 P15 P15 P15 
19 OFF PI5 NOl N02 N03 N04 CO OFF ~53~P15 OFF P15 P15 P15 P15 P15 P15 
20 OFF P 1 5 O F F A07 A07 AlO P12 NOl ~54~P15 OFF P15 P15 P15 P15 P15 P15 
21 OFF AOS A08 T i l T i l P12 OFF NOl I T " NOl N02 N03 N04 CO OFF P15 P15 
22 OFF AOS AOS T i l T i l P12 OFF NOl 56 A07 P12 P12 P15 P15 OFF A07 P14 
I T OFF AOS A08 T i l T i l P12 OFF NOl " I t " A07 A09 A09 A09 T i l P15 OFF A l l 
24 OFF AOS AOS T i l A l l P12 OFF A07 P15 OFF A07 A07 A07 P14 P14 P15 
25 OFF AOS AOS T i l A l l P12 OFF A07 P15 P15 OFF A07 A07 A l l P14 P14 
" ^ O F F AOS AOS A08 P13 P13 OFF A07 OFF OFF A07 PI2 NOl N02 N03 N04 
27 OFF AOS AOS A08 A08 A08 A08 OFF 
28 OFF A08 A08 A08 A08 A08 A08 OFF 
A07 - AO? A07 A07 A07 A07 AOS OFF 
30 A07 A07 A07 A07 A07 A07 A08 OFF 
31 A07 A07 A07 A07 PI5 PI5 OFF A07 
32 A07 A07 A08 A08 AOS AOS AOS OFF 
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