We prove that for any real-valued matrix X ∈ R m×n , and positive integers r k, there is a subset of r columns of X such that projecting X onto their span gives a r+1 r−k+1 -approximation to best rank-k approximation of X in Frobenius norm. We show that the trade-off we achieve between the number of columns and the approximation ratio is optimal up to lower order terms. Furthermore, there is a deterministic algorithm to find such a subset of columns that runs in O(rnm ω log m) arithmetic operations where ω is the exponent of matrix multiplication. We also give a faster randomized algorithm that runs in O(rnm 2 ) arithmetic operations.
Introduction
Given a matrix X ∈ R m×n and a positive integer k < n, the best rank-k approximation to X is given by top k singular vectors of X:
where σ 1 σ 2 . . . σ n 0 are the eigenvalues of X T X, and u i (resp. v i ) are the associated left (resp. right) singular vectors for each singular value √ σ i . Furthermore X (k) can be computed in time O(min(n, m)mn)-time using Singular Value Decomposition (SVD).
One related question that has received considerable attention in recent years is choosing r columns of X, for some input parameter r k, whose span approximates X as nearly as well as X (k) . In other words, we would * To appear in Proceedings of the 23 rd Annual ACM-SIAM Symposium on Discrete Algorithms, 2012. to X − X (k) ξ for some norm ξ, and efficiently find a subset C of r columns coming close to this bound. Here X C denotes matrix formed by columns of X corresponding to C and X Π C (resp. X ⊥ C ) is the projection matrix onto X C (resp. onto null space of X C ).
This basic problem seems well-motivated in various application settings. For example, this problem has applications in data sets arising from document classification problems, face recognition tasks, and so on, where it is important to pick a subset of features that are dominant (and it is not appropriate to work with linear combinations of features output by usual dimension reduction techniques like random projection or singular value decomposition). We refer the reader to Mahoney and Drineas [10] for comparisons of SVD and column selection on experimental data.
Our interest in this problem stemmed from our own work on improved approximation algorithms using certain Semidefinite Programming relaxations from the so-called Lasserre Hierarchy [8] . The analysis of our algorithms relied on bounded quantities such as min C∈(
[n] r ) X ⊥ C X F for the Frobenius norm. In this application, the running time is exponential in r, where r is the number of columns one has to choose from X to approximate X in Frobenius norm as close to X (k) as possible. Thus finding the optimal dependence between r and k was a question of natural significance.
Our main results in this paper are the following two theorems. We are able to get the best known dependence between r and k, show its optimality up to lower order terms, and achieve this with an efficient deterministic algorithm (Theorem 1.1). This answers one of the open questions mentioned in [1] . We are also able to give a more efficient randomized algorithm, via a faster implementation of exact volume sampling (Theorem 1.2). The deterministic algorithm of Theorem 1.1 is a derandomization of the volume sampling algorithm via conditional expectations [4] . 
Furthermore, for any r = o(n), this bound is tight up to lower order terms. Theorem 1.2. Given a matrix X ∈ R m×n , m n, and r 1, there is an algorithm Volume-Sample that samples a subset of r columns of X, C ∈
[n] r , with probability |X
arithmetic operations. For every k r, the subset C returned by Volume-Sample satisfies
. Henceforth in this paper, we will use the Trace notation.
Relation to previous work
The first algorithm for k-column matrix reconstruction was given in a seminal paper by Frieze, Kannan and Vempala [7] , where they presented a randomized algorithm to find poly(k, 1/ε, 1/δ) columns that achieve an additive error of ε X F .
Subsequent works concentrated on removing the additive factor and getting multiplicative (or relative error) guarantees, and improving the dependence between r and k to get a desired relative error. Some of these works are mentioned in Figure 1 . In the table, r is the number of columns needed so as to obtain the given approximation ratio, defined as Tr(
To briefly place our result in context, let us mention the known existential bounds on the relation between r, k, and the ratio achieved. Deshpande et al [5] prove the existence of k columns achieving a ratio k + 1, and also show that this is best possible up to lower order terms. Deshpande and Vempala [6] prove that for small ε > 0, there exists a matrix M for which the best error achieved by a rank-k matrix, whose columns are restricted to belong to the span of r k/ε columns of M , is at least 1 + ε − o(1) times the best rank-k approximation. Until recently, even the best existential bound to achieve (1 + ε) approximation was super-linear in k.
In an independent and concurrent work, Boutsidis, Drineas, and Magdon-Ismail [1] showed a bound of r ≈ k + 2k ε along with a randomized algorithm to find such a subset of columns.
2 Our main result proves that k/ε + k − 1 columns are sufficient, and further those columns can be found in deterministic polynomial time.
The (1 + ε) approximation achieved in [1] holds in the restricted model (in which the above-mentioned k/ε lower bound of [6] applies) where one must find a rank-k approximation matrix contained in the span of the chosen r columns, whereas our approximating matrix uses the full span of the chosen columns. So our results and [1] are incomparable in this respect. We stress though that even allowing for full column span, no bounds on r which were linear in k were known till recently, for achieving say a factor 2 approximation. Further, we extend the lower bound in [6] to show that even allowing for full column span, r = k/ε columns are needed for a factor (1 + ε − o(1)) approximation.
Note that our result gives the optimal (k + 1) factor approximation (taking ε = k) for r = k, and for ε → 0, the near-optimal (1 + ε) factor for r ≈ k/ε, in a uniform way. As for the algorithmic claim, recently Deshpande and Rademacher [4] gave an efficient implementation of volume sampling and a deterministic algorithm to find a set k columns with approximation ratio k + 1, thus matching the bound of [5] algorithmically. We simply bound the ratio achieved by this algorithm when it is allowed to pick r > k columns. In other words, the algorithmic part of Theorem 1.1 follows from [4] , given our combinatorial bound.
Prior to our work, the fastest algorithm known for exact volume sampling was given in [4] using O (rnm ω log m) arithmetic operations. We give an asymptotically faster sampling algorithm, by using binary search to pick the lowest index column in the sampled set with the correct marginal probability, and then recursing to sample the remaining r − 1 columns.
Our Techniques
Our proof is based on the following bound: where C ∼ C r (X) denotes sampling C with probability proportional to determinant of X T C X C , X T C X C , and S r (σ) is the r'th symmetric function of σ 1 , σ 2 , . . . , σ n . The bound (1.2) already appears in the work of Deshpande et al. [5] where sampling from C r (X) is called "volume sampling."
Our main technical contribution is to use the Schurconcavity of Sr+1(σ) Sr(σ) and theory of majorization [11] to bound Sr+1(σ) Sr (σ) in terms of i k+1 σ i . At an intuitive level, the ratio
is more "uniform." Majorization and Schur-concavity allow us to turn this intuition into a precise and formal statement. This leads us to the inequality
which together with X − X (k) 2 F = i>k σ i and (1.2) yields the claimed bound (1.1). For the nearly matching lower bound, we prove that for the construction given in [6] , the lower bound on approximation ratio holds even in the unrestricted model where the full column span of the r columns is allowed; this analysis appears in Section 6.
As for the algorithm, Deshpande and Rademacher [4] used the method of conditional expectations to find C ∈
Together with our bound (1.3), this implies a deterministic algorithm achieving a r+1 r+1−k ratio. In light of this, we do not discuss the deterministic part any further in this paper, and focus on proving and (1.3) and (1.2), which we do in Sections 3 and 4 respectively. Our more efficient volume sampling algorithm is described in Section 5. The proof of our lower bound is presented in Section 6.
Preliminaries and Notation
For any positive integer n, we use [n] {i ∈ N : i n} to denote the set of positive integers smaller than or equal to n. We will use A k to denote the k-subsets of A.
Given real vector a = (a i ) n i=1 ∈ R n , we will use a↑ i (resp. a ↓ i ) to denote the i th smallest (resp. largest) element of {a i } i .
We say a = (a i )
Observation 2.1. For any non-negative vector a ∈ R n 0, the following holds:
Definition 2.2. (Symmetric polynomials)
For a given σ = (σ 1 , . . . , σ n ) ∈ R n , let S r (σ) denote the r th symmetric polynomial:
Likewise, for a given square matrix A ∈ R m×m , S r (A) is defined as
where A U|U is the minor of A corresponding to columns and rows in U .
Given a matrix X ∈ R m×n and i ∈ [n], we use X i to denote i th column of X. Similarly given a subset of columns, C ⊆ [n], we use X C to denote the matrix formed by columns from C, X C = (X i ) i∈C . Also we will let X Π and X ⊥ be the projection matrix onto range and null space of X respectively.
For any square matrix A ∈ R m×m , we will use |A| to denote the determinant of A, Tr(A) to denote trace of A and σ i (A) to denote the i th largest eigenvalue of A.
Lemma 2.2. For any A ∈ R
m×r , if all r columns of A are linearly independent, then the distance of x ∈ R m to span of A is given by
Proof. Note that by elementary row operations,
where we used the fact that A(A T A)
Bound on ratio of symmetric functions
The following theorem was first proved in the classic paper of Schur [13] . See also [11, Section 3] . We present a different proof below.
Theorem 3.1. For any σ ∈ R n 0, the ratio
is Schur-concave.
Proof. By Schur's criterion to establish Schur-concavity of symmetric functions, it suffices to show that 
for all i, j. Using the identities
Note that if we can show that the expression
is non-negative, we are done. For r = 2, S r−2 = 0 hence we will consider the case when r 3. We will do so by exhibiting a flow f on a bipartite graph with left nodes labeled with L = with the property that if there is a non-zero flow from (S, T ) ∈ L to (S ′ , T ′ ) ∈ R then i∈S σ i j∈T σ j i∈S ′ σ i j∈T ′ σ j and total flow leaving any node on left is 1 whereas total flow entering any node on right is at most 1.
By construction, this satisfies the following:
In order to prove that
Therefore Equation (3.4) can be upper bounded by:
where Equation (3.5) follows from
We now use the Schur-concavity to prove our upper bound on
Sr(σ) . Lemma 3.1. For any non-negative vector ρ ∈ R n 0, positive integers k, r such that r k:
Proof. Note that, for any β:
Thus without loss of generality, we may assume that i ρ i = 1. Further, we can assume that ρ is sorted in non-increasing order. Let α i k ρ i . Consider the following series ρ ′ .
Since ρ is sorted in non-increasing order, it is easy to see that, for all i we have ρ
Bounds on column reconstruction
We now present the upper bound relating the best r-column reconstruction of a matrix X to the error
F of the best rank-k approximation in the Frobenius norm. 
where C ∼ C r (X) denotes sampling C with probability proportional to determinant of X Furthermore, for any r = o(n), this bound is tight up to lower order terms in the number of columns chosen: There exists a matrix X ∈ R n×n such that
Proof. The first bound is obvious since the minimum is upper bounded by the average. For the second bound,
note that E C∼Cr (X) Tr(X T X ⊥ C X) is equal to S∈( Proof of Correctness. For correctness, notice that for C sampled with probability X
