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LOWER ASSOUAD TYPE DIMENSIONS OF UNIFORMLY PERFECT SETS IN
DOUBLING METRIC SPACES
HAIPENG CHEN, MIN WU, AND YUANYANG CHANG∗
Abstract. In this paper, we are concerned with the relationship among the lower Assouad type
dimensions. For uniformly perfect sets in doubling metric spaces, we obtain a variational result
between two different but closely related lower Assouad spectra. As an application, we show that
the limit of the lower Assouad spectrum as θ tends to 1 equals to the quasi-lower Assouad dimension,
which provides an equivalent definition to the latter. On the other hand, although the limit of the
lower Assouad spectrum as θ tends to 0 exists, there exist uniformly perfect sets such that this limit
is not equal to the lower box-counting dimension. Moreover, by the example of Cantor cut-out sets,
we show that the new definition of quasi lower Assouad dimension is more accessible, and indicate
that the lower Assouad dimension could be strictly smaller than the lower spectra and the quasi
lower Assouad dimension.
Keywords Quasi-lower Assouad dimension, Lower Assouad spectrum, Lower Assouad dimension.
1. Introduction
Fractal set is a major research object in the nonlinear science. The lower Assouad dimension,
introduced by Larman [14, 15], is a tool to describe the local scaling properties of a set, which is a
natural dual to the well-studied Assouad dimension, see [5, 8, 9, 16] etc. They have played an important
role in the Lipschitz embedding problems of metric spaces, dimension theory and homogeneity of
fractals, details can found in [5, 7, 16] and references therein. Let (X, d) be a metric space, for any
non-empty set E ⊂ X , denote by Nr(E) the smallest number of open balls of radius r needed to cover
E. Let B(x,R) denote the open ball centered at x with radius R. The lower Assouad dimension is
defined by
dimL E = sup
{
s ≥ 0 | there exist constants ρ, c > 0, such that for any 0 < r < R < ρ
and any x ∈ E,Nr(B(x,R) ∩ E) ≥ c
(
R
r
)s }
.
The lower Assouad dimension provides a rigorous gauge on how efficiently a set can be covered in
those areas which are easiest to cover. Precisely, it tells the non-trivial minimal exponential growth
rate of Nr(B(x,R) ∩E) for two arbitrary scales 0 < r < R < 1.
It can be seen from the definition that the lower Assouad dimension depends on two independent
scales r and R, but it tells no information on which scales witness the minimal exponential growth
rate. To treat this problem and see how the gauge depends on the scales, Fraser and Yu [8] introduced
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the lower Assouad spectrum, which is a function of θ ∈ (0, 1) defined by
dimθL E = sup
{
s ≥ 0 | there exist constants ρ, c > 0, such that for any 0 < R < ρ
and any x ∈ E,N
R
1
θ
(B(x,R) ∩E) ≥ c
(
R
R
1
θ
)s }
.
Thus, for each fixed θ ∈ (0, 1), we get a ‘restricted’ version of the lower Assouad dimension by letting
the scales satisfy the relationship r = R
1
θ . Then one can vary θ and obtain a spectrum of dimensions
which gives finer scaling information on the local structure of a set. It turns out that the lower
Assouad spectrum takes its values between the lower Assouad dimension and the lower box-counting
dimension. Also, the lower Assouad spectrum dimθL E is continuous but not necessarily monotonic
(see [8, Section 8]). Besides, the lower Assouad spectrum is bi-Lipschitz and quasi-Lipschitz invariant
for any θ ∈ (0, 1). One can refer to [5, 8, 9] for more details on properties of lower Assouad dimension
and lower Assouad spectrum.
Compared with the lower Assouad spectrum, the lower Assouad dimension is not a quasi-Lipschitz
invariant. Motivated by this, Chen, Du and Wei [1] introduced the quasi lower spectrum to study how
the lower Assouad dimension changes under the quasi-Lipschitz mappings. For any fixed θ ∈ (0, 1),
they defined
dimθLE = sup
{
s ≥ 0 | there exist constants ρ, c > 0, such that for any 0 < r ≤ R 1θ < R < ρ
and any x ∈ E,Nr(B(x,R) ∩ E) ≥ c
(
R
r
)s }
by leaving ‘an exponential gap’ between r and R. Note that dimθLE is monotonically decreasing as θ
tends to 1. As a result, they defined the quasi-lower Assouad dimension
dimqL E = lim
θ→1
dimθLE
and then get a quasi-Lipschitz invariant.
We call the above four dimensions the lower Assouad type dimensions. In this paper, we are
interested in the relationship among the lower Assouad type dimensions. We denote by dimBE the
lower box-counting dimension and refer the readers to [4, 18] for the definition. For totally bounded
sets E ⊂ X and any θ ∈ (0, 1), combining the results of Fraser [5], Fraser and Yu [8] and Chen et al.
[1], we have
dimL E ≤ dimqLE ≤ dimθLE ≤ dimθL E ≤ dimBE.
Moreover, the lower Assouad type dimensions can give an insight into the fractal sets having a certain
degree of homogeneity, like self-similar sets, self-affine sets, etc. More discussion of lower Assouad
type dimensions of fractal sets can be found in [2, 5, 9, 10, 11].
Owing to the local nature of the definitions, the lower Assouad type dimensions have some strange
properties. For instance, the sets containing isolated points have lower Assouad type dimensions zero,
and they may take value zero for an open set in R1 (see [5, Exampe 2.5]). Ka¨enma¨ki et al. [12] proved
that the lower Assouad dimension is strict positive if and only if the set is uniformly perfect. On the
other hand, Luukkainen [16] showed that the lower Assouad type dimensions of a metric space is finite
if it is doubling. Recall that the metric space X is doubling if there exist a constant C ≥ 1 such that
for any x ∈ X and R > 0, NR/2(B(x,R) ∩X) ≤ C, and a subset E ⊂ X is uniformly perfect if there
exists a constant 0 < a < 1 so that for every x ∈ E and r > 0 we have B(x, r)\B(x, ar) 6= ∅ whenever
E\B(x, r) 6= ∅. To avoid some ‘strange’ sets whose lower Assouad type dimensions are 0 or∞, we are
mainly concerned with the uniformly perfect sets in doubling metric spaces.
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In this paper, we study the behaviours of lower Assouad spectrum as θ ∈ (0, 1), and discuss the
relationship among the lower Assouad type dimensions. Our first result is stated as follows.
Theorem 1.1. Let X be a doubling metric space and E ⊂ X be a uniformly perfect set. Then both
the limits of dimθL E as θ → 0 and θ → 1 exist. Moreover, for any θ ∈ (0, 1), we have
(1.1) dimθLE = inf
0<θ′≤θ
dimθ
′
L E.
From Theorem 1.1, we see that all the information of dimθLE can be recovered by the lower Assouad
spectrum, hence we can study dimθLE by the lower Assouad spectrum. This result is a dual of [6,
Theorem 2.1]. It follows from [8, Theorem 3.10] that the function dimθL E is continuous in θ ∈ (0, 1)
and Lipschitz continuous on any subinterval [a, b] ⊂ (0, 1). We can apply Theorem 1.1 together with
[8, Theorem 3.10] to get the following result immediately.
Corollary 1.1. Let X be a doubling metric space and E ⊂ X be a uniformly perfect set. Then dimθLE
is continuous in θ ∈ (0, 1).
Besides, it follows immediately from Theorem 1.1 that
dimqL E = lim
θ→1
inf
0<θ′≤θ
dimθ
′
L E.
With further discussions on lower Assouad spectrum in Section 2, we give an equivalent definition of
the quasi-lower Assouad dimension by virtue of the lower Assouad spectrum.
Theorem 1.2. Let X be a doubling metric space and E ⊂ X be a uniformly perfect set. Then
dimqL E = lim
θ→1
dimθL E.
When it comes to the case of θ → 0, as some examples in [8, 9] showed, the lower Assouad
spectrum approach to the lower box-counting dimension in some fractal sets like Bedford-McMullen
sets. However, the following result indicates that this phenomenon cannot always happen. We do not
know the limit of the lower Assouad spectrum as θ tends to 0 in general.
Theorem 1.3. For any 0 < α < β < 1, there exist an uniformly perfect set E ⊂ R1 such that for any
θ ∈ (0, 1), we have
dimL E = dimqLE = dim
θ
L E = α <
2
1
α +
1
β
≤ dimBE.
It is natural to ask whether the lower Assouad dimension could be strictly smaller than the quasi-
lower Assouad dimension or the lower Assouad spectrum. We shall give some examples of Cantor
cut-out sets in Section 4 to show that neither lower Assouad spectrum nor quasi-lower spectrum can
approach the lower Assouad dimension, indicating that the lower Assouad dimension is strictly smaller
than any other lower Assouad type dimensions.
This paper is organized as follows. In Section 2, we discuss the basic properties of the numbers
of ball covers and discrete subsets of a set, and we study some finer properties of lower Assouad
spectrum. Section 3 is devoted to the proof of main Theorems. In Section 4, we discuss the lower
Assouad type dimensions of Cantor cut-out sets.
3
2. Preliminaries
2.1. Ball covers and Discrete subsets. In this section, for a fixed r > 0, we discuss the relationship
between r-ball covers and r-discrete subsets for a set E.
We first give some notations. A subset F ⊂ E is said to be a r-discrete subset if for any x, y ∈
F, x 6= y, we have d(x, y) ≥ r. F is called a maximal r-discrete subset if F is a r-discrete subset and
for any x ∈ E, there exist x′ ∈ F such that d(x, x′) < r. We denote by Mr(E) the supremum of the
cardinality of r-discrete subsets of E, that is,
Mr(E) = sup{#F | F is a r-discrete subset of E}.
Recall that Nr(E) denotes the smallest number of open balls of radius r needed to cover the set E,
it is worth noting that both Mr(E) and Nr(E) could be ∞. Since (X, d) is a doubling metric space,
then for any bounded set E ⊂ X and r > 0, both Mr(E) and Nr(E) are finite.
Clearly, for any set E ⊂ X and any r > 0,
(2.1) M4r(E) ≤ Nr(E) ≤Mr(E).
The right hand side of (2.1) is obvious, since let {xn}n≥1 be any maximal r-discrete subset of E,
then {B(xn, r)}n≥1 is a r-ball cover of E. As for the left hand side of (2.1), let {yn}n≥1 be a 4r-
discrete subset of E, then the result follows from a fact that each ball B(x, r) contains at most one
point of {yn}n≥1. For any ball B(x,R) and 0 < r < R, the first lemma gives an inequality between
Nr(B(x,R) ∩ E) and N4r(B(x,R) ∩ E).
Lemma 2.1. For any x ∈ X and 0 < r < R, we have
Nr(B(x,R) ∩ E) ≤ N4r(B(x,R) ∩E) · sup
y∈X
Nr(B(y, 4r) ∩ E).
Proof. The case 4r ≥ R is trivial. As for the case 4r < R, let {B(xi, 4r)}Ni=1 be a 4r-ball cover of
B(x,R)∩E. For any 1 ≤ i ≤ N , let {B(xij , r)}nij=1 be a r-ball cover of B(xi, 4r)∩E. Then we obtain
that
B(x,R) ∩ E ⊂
N⋃
i=1
ni⋃
j=1
B(xij , r).
Hence the result holds. 
The second lemma concerns the relationship between Mr1(B(x,R) ∩ E) and Mr2(B(x,R/4) ∩ E)
for any 0 < r1 ≤ r24 and 0 < r2 ≤ R4 .
Lemma 2.2. For any x ∈ E and 0 < r1 ≤ r24 , 0 < r2 ≤ R4 , we have
Mr1(B(x,R) ∩ E) ≥Mr2(B(x,
R
4
) ∩ E) · inf
y∈E
Mr1(B(y,
r2
4
) ∩ E).
Proof. It follow from (2.1) that for any fixed 0 < r < R, Mr(B(x,R) ∩ E) is uniformly bounded for
any x ∈ X . Hence there exists a maximal r2-discrete subset {x1, x2, . . . , xn1} of B(x, R4 ) ∩ E such
that n1 =Mr2(B(x,
R
4 )∩E). For any 1 ≤ i ≤ n1, denote by {y
(i)
1 , y
(i)
2 , . . . , y
(i)
mi} a maximal r1-discrete
subset of B(xi,
r2
4 ) ∩ E. Then {y
(i)
j }1≤j≤mi,1≤i≤n1 is a r1-discrete subset of B(x,R) ∩ E. It follows
from the definition of Mr1(B(x,R) ∩ E) that
Mr1(B(x,R) ∩ E) ≥
n1∑
i=1
mi ≥ n1 · inf
y∈E
Mr1(B(y,
r2
4
) ∩ E)
≥Mr2(B(x,
R
4
) ∩E) · inf
y∈E
Mr1(B(y,
r2
4
) ∩E).
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For a fixed θ ∈ (0, 1) and any R > 0 with 4R 1θ < R4 , the third lemma deals with the relationship
between M
4R
1
θ
(B(x, R4 ) ∩E) and M(R4 ) 1θ (B(x,
R
4 ) ∩ E).
Lemma 2.3. For any θ ∈ (0, 1), there exist a constant C(θ) > 1 such that for any R > 0 with
4R
1
θ < R4 , we have
M
4R
1
θ
(B(x,
R
4
) ∩ E) ≥ C(θ)−1 ·M
(R4 )
1
θ
(B(x,
R
4
) ∩E).
Proof. It follows from (2.1) that for any x ∈ E and any R > 0 with 4R 1θ < R4 , we have
M
4R
1
θ
(B(x,
R
4
) ∩ E) ≥ N
4R
1
θ
(B(x,
R
4
) ∩ E).
For N
4R
1
θ
(B(x, R4 ) ∩ E), similar to the proof of Lemma 2.1, we can verify that
(2.2) N
(R4 )
1
θ
(B(x,
R
4
) ∩ E) ≤ N
4R
1
θ
(B(x,
R
4
) ∩ E) · sup
y∈X
N
(R4 )
1
θ
(B(y, 4R
1
θ ) ∩ E).
Since X is doubling, there exists a constant C1(θ) > 1 such that
(2.3) sup
y∈X
N
(R4 )
1
θ
(B(y, 4R
1
θ ) ∩ E) ≤ C1(θ),
For N
(R4 )
1
θ
(B(x, R4 ) ∩ E), similar to (2.2) and (2.3), we obtain
(2.4) N
1
4 ·(R4 )
1
θ
(B(x,
R
4
) ∩ E) ≤ N
(R4 )
1
θ
(B(x,
R
4
) ∩E) · sup
y∈X
N
1
4 ·(R4 )
1
θ
(B(y, (
R
4
)
1
θ ) ∩ E),
and there exists a constant C2 > 1 such that
(2.5) sup
y∈X
N 1
4 ·(R4 )
1
θ
(B(y, (
R
4
)
1
θ ) ∩ E) ≤ C2.
Hence the result holds by combining (2.1)–(2.5). 
2.2. A finer property of lower Assouad spectrum. It was shown by Fraser and Yu [8] that the
lower Assouad spectrum is continuous but not necessarily monotonic in (0, 1). However, the following
result indicates that the lower Assouad spectrum is ‘monotonic’ in some weak form.
Proposition 2.1. Let (X, d) be a doubling metric space and E ⊂ X be a uniformly perfect set. Then
for any 0 < θ1 < θ2 < 1, we have
dimθ1L E ≥
(
θ2 − θ1
1− θ1
)
dim
θ1
θ2
L E +
(
1− θ2
1− θ1
)
dimθ2L E.
Proof. For any fixed 0 < θ1 < θ2 < 1 and for any ε > 0, it follows from the definition of dim
θ1
L E that
there exist {xi}∞i=1 ⊂ E and {Ri}∞i=1 satisfying Ri → 0 as i→∞, such that for any i ≥ 1, we have
N
R
1
θ1
i
(B(xi, Ri) ∩E) ≤
 Ri
R
1
θ1
i
dim
θ1
L E+ε
.
Then it follows from (2.1) and Lemma 2.2 that for sufficiently large i,
(2.6)
N
R
1
θ1
i
(B(xi, Ri) ∩ E) ≥M
4R
1
θ1
i
(B(xi, Ri) ∩ E)
≥M
R
θ2
θ1
i
(B(xi,
Ri
4
) ∩E) · inf
y∈E
M
4R
1
θ1
i
(B(xi,
R
θ2
θ1
i
4
) ∩ E).
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By Lemma 2.3, there exist a constant C0(θ1, θ2) > 0 such that
(2.7)
inf
y∈E
M
4R
1
θ1
i
(B(y,
R
θ2
θ1
i
4
) ∩ E) ≥ C0(θ1, θ2) · inf
y∈E
M
4
−
1
θ1 R
1
θ1
i
(B(y,
R
θ2
θ1
i
4
) ∩ E)
≥ C0(θ1, θ2) · inf
y∈E
M
4
−
1
θ2 R
1
θ1
i
(B(y,
R
θ2
θ1
i
4
) ∩ E)
and
(2.8)
M
R
θ2
θ1
i
(B(xi,
Ri
4
) ∩ E) ≥M
4R
θ2
θ1
i
(B(xi,
Ri
4
) ∩ E)
≥ C0(θ1, θ2) ·M
(
Ri
4 )
θ2
θ1
(B(xi,
Ri
4
) ∩ E).
Since
R
1
θ1
4
1
θ2
=
(
R
θ2
θ1
4
) 1
θ2 (
R
4
) θ2
θ1
=
(
R
4
) 1
θ1
θ2 ,
then it follows from (2.1), (2.6), (2.7), (2.8), and the definition of lower Assouad spectrum that there
exists a constant C(θ1, θ2) > 0 such that for any sufficiently large i, we have
C(θ1, θ2) ·R
(1− θ2θ1 )(dim
θ1
θ2
L E−ε)
i ·R
(
θ2
θ1
− 1θ1 )(dim
θ2
L E−ε)
i ≤ R
(1− 1θ1 )(dim
θ1
L +ε)
i .
It implies that
logC(θ1, θ2)
− logRi +
(
θ2
θ1
− 1
)
·
(
dim
θ1
θ2
L −ε
)
+
(
1
θ1
− θ2
θ1
)
·
(
dimθ2L E − ε
)
≤
(
1
θ1
− 1
)
·
(
dimθ1L +ε
)
.
Hence the result holds by taking i→∞ and then letting ε→ 0. 
Corollary 2.1. Let E satisfy the assumptions of Proposition 2.1. For any 0 < θ1 < θ2 < · · · < θn < 1,
we have
dimθ1L E ≥
(
1− θn
1− θ1
)
dimθnL E +
n−1∑
i=1
(
θi+1 − θi
1− θ1
)
dim
θi
θi+1
L E.
Proof. This result directly comes from Proposition 2.1 by induction. 
Corollary 2.2. Let E satisfy the assumptions of Proposition 2.1. For any n ≥ 1 and any 0 < θ < 1,
we have
dimθL E ≥ dim
n√θ
L E.
Proof. This result follows from Corollary 2.1 by taking θi = θ
n−i+1
n for any 1 ≤ i ≤ n. 
Remark. As Corollary 2.2 shows, there exist an increasing subsequence {θn}∞n=1 with θn → 1 as
n→∞ such that {dimθnL E}∞n=1 is monotonically decreasing as n→∞.
3. Proof of Main Results
3.1. Proof of the existence of limits. We now give the proof of the first part of Theorem 1.1. It
suffices to prove
(3.1) lim
θ→0
dimθL E = lim
θ→0
dimθLE,
and
(3.2) lim
θ→1
dimθL E = lim
θ→1
dimθLE.
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For (3.1), it suffices to prove
lim
θ→0
dimθL E ≤ lim
θ→0
dimθLE.
Write t = lim
θ→0
dimθLE. For any s < t, it follows from the definition of limit superior and the
continuity of dimθL E that there exist an interval [a, b] ⊂ (0, 1) such that for any θ ∈ [a, b], we have
(3.3) dimθLE > s.
Besides, it follows from Corollary 2.2 that for any n ≥ 1 and any η ∈ (0, 1), we have
(3.4) dimηLE ≤ dimη
n
L E.
Since there exists N > 0 such that for any n > N , we have an < bn+1, which yields that
[an, bn] ∩ [an+1, bn+1] 6= ∅.
As a result, there exist an interval (0, x) ⊂ (0, 1) such that
(0, x) ⊂
∞⋃
n=1
[an, bn].
Hence by (3.3) and (3.4), for any θ ∈ (0, x), we have dimθL E > s. Therefore,
lim
θ→0
dimθL E ≥ s.
For (3.2), it suffices to prove
lim
θ→1
dimθL E ≤ lim
θ→1
dimθLE.
Write t = lim
θ→1
dimθL E. For any s > t, it follows from the definition of limit inferior and the continuity
of dimθL E that there exist an interval [a, b] ⊂ (0, 1) such that for any θ ∈ [a, b], we have
(3.5) dimθLE < s.
Besides, since there exist N such that for any n > N , we have n+1
√
a < n
√
b, which yields that
[ n
√
a,
n
√
b] ∩ [ n+1√a, n+1
√
b] 6= ∅.
As a consequence, there exist an interval (x, 1) ⊂ (0, 1) such that
∞⋃
n=1
[ n
√
a,
n
√
b] ⊃ (x, 1).
By Corollary 2.2 and (3.5), for any θ ∈ (x, 1), we have dimθL E < s. Hence,
lim
θ→1
dimθL E < s.
3.2. Proof of (1.1). In the following part, the notations . or & will be used to indicate an inequality
with an unspecified positive constant.
It follows immediately from the definitions of dimθLE that for any 0 < θ < 1,
dimθLE ≤ inf
0<θ′≤θ
dimθ
′
L E.
Hence we only need to prove
(3.6) inf
0<θ′≤θ
dimθ
′
L E ≤ dimθLE.
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If (3.6) does not hold, then there exist θ ∈ (0, 1) such that
(3.7) inf
0<θ′≤θ
dimθ
′
L E > dim
θ
LE,
hence there exist sufficient small ε0 > 0 such that
inf
0<θ′≤θ
dimθ
′
L E > dim
θ
LE + 3ε0.
Fix θ and denote s = dimθLE > 0. For any 0 < ε < ε0, by definition, there exist {(ri, Ri)}∞i=1 with
0 < ri ≤ R1/θi < Ri < 1, Ri → 0 as i→∞ and {xi}∞i=1 ⊂ E such that for any i ≥ 1,
(3.8) Nri(B(x,Ri) ∩ E) ≤
(
Ri
ri
)s+ε
.
It is worth noting that Riri → ∞ as i → ∞. For each i, let θi be the root of ri = R
1
θi
i . Since
{θi}∞i=1 ⊂ [0, θ], then there exist a subsequence {θij}∞j=1 and a point θ0 ∈ [0, θ] such that θij → θ0 as
j →∞. Without loss of generality, we may assume that θi → θ0 as i→∞. We may also assume that
the sequence {θi}∞i=1 is monotonic. We now divide the proof into three cases.
Case 1. Assume {θi}∞i=1 is monotonically increasing and θ0 > 0.
For any i ≥ 1, we see that R 1θi < R 1θ0 for any 0 < R < 1. For any small δ > 0, we have
0 < θ0 − θi < δ for arbitrary large i. Since for any i ≥ 1,
N
R
1
θ0
i
(B(xi, Ri) ∩ E) ≤ N
R
1
θi
i
(B(xi, Ri) ∩E),
then it follows from the definition of lower Assouad spectrum and (3.8) that
R
(1− 1θ0 )(dim
θ0
L E−ε)
i ≤ R
(1− 1θi )(s+ε)
i .
Taking logarithm on both sides, letting i→∞ and then letting ε→ 0, we obtain
dimθ0L E ≤ s,
which contradicts with (3.7).
Case 2. Assume {θi}∞i=1 is monotonically decreasing and θ0 > 0.
Without loss of generality, we suppose that θi < 2θ0 for any i ≥ 1. For any i ≥ 1, we see that
R
1
θi > R
1
θ0 for any 0 < R < 1. For any small δ > 0, we have 0 < θi − θ0 < δ for arbitrary large i.
Since (X, d) is a doubling metric space, then
(3.9) sup
y∈X
N
R
1
θ0
i
(B(y,R
1
θi
i ) ∩ E) ≤ C
R 1θii
R
1
θ0
i
log2 C ,
where C is the doubling constant.
Similar to the proof of Lemma 2.1, for any i ≥ 1, we have
(3.10) N
R
1
θ0
i
(B(xi, Ri) ∩ E) ≤ N
R
1
θi
i
(B(xi, Ri) ∩ E) · sup
y∈X
N
R
1
θ0
i
(B(xi, R
1
θi
i ) ∩ E).
By (3.8), (3.9), (3.10) and the definition of lower Assouad spectrum, there exists a constant C′ > 0
such that
R
(1− 1θ0 )(dim
θ0
L E−ε)
i ≤ C′ ·R
(1− 1θi )(s+ε)
i · R
( 1θi
− 1θ0 ) log2 C
i .
Therefore, (
1− 1
θ0
)
· (dimθ0L E − ε) ≥
(
1− 1
θi
)
· (s+ ε) +
(
1
θi
− 1
θ0
)
· log2 C +
log2 C
′
log2Ri
.
8
Letting i→∞ and then letting ε→ 0, we have dimθ0L E ≤ s. It also contradicts with (3.7).
Case 3. Assume {θi}∞i=1 is monotonically decreasing and θ0 = 0. Since the lower Assouad spectrum
is not defined at θ0 = 0, we have to get the growth rate of ball covers in this case by approximation.
Since E is doubling, we may assume that the doubling constant satisfies logC > s + 2ε. For any
sufficiently small 0 < ε < ε0, by (3.7), there exist ψ ∈ (0, θ) such that
logψ
log θ
/∈ Q
and min{dimψL E, dimθL E} > s+ 3ε. This implies that there exist constant ρ, c > 0 such that for any
0 < R < ρ,
N
R
1
θ
(B(x,R) ∩E) ≥ c
(
R
R
1
θ
)s+3ε
,
N
R
1
ψ
(B(x,R) ∩E) ≥ c
(
R
R
1
ψ
)s+3ε
.
By the irrationality of logψlog θ and applying Chebyshev Theorem (see [13, Theorem 24]) in inho-
mogeneous Diophantine approximation, for any sufficient small η > 0 and for any θi, there exist
m ∈ N, n ∈ Z related to θi such that
| logψmθn − log θi| ≤ η.
Taking η > 0 satisfying max{eη − 1, 1− e−η} < ε4 logC , we have
(3.11)
∣∣∣∣ 1θi − 1ψmθn
∣∣∣∣ ≤ ε(4 logC) · θi .
We now give two claims according to mn > 0 or mn < 0 for the rest of the proof, which deals with
the lower bound of N
R
1
ψmθn
(B(x,R) ∩ E). Then we get the lower bound of N
R
1
θi
(B(x,R) ∩ E) by
N
R
1
ψmθn
(B(x,R) ∩ E) and (3.11), hence get a contradiction with the definition. We will repeatedly
use (2.1) and the doubling property of E.
Claim 1. Fix 0 < ε < ε0. Let θi, m,n be as stated above. If m,n ≥ 1, then for any R > 0 with
max{4R 1ψ , 4R 1θ } < R4 and any x ∈ E, we have
N
R
1
ψmθn
(B(x,R) ∩E) ≥
(
R
R
1
ψmθn
)s+2ε
.
Proof of Claim 1. By (2.1), we have
(3.12) N
R
1
ψmθn
(B(x,R) ∩ E) ≥M
4R
1
ψmθn
(B(x,R) ∩ E).
It follows from Lemma 2.2 that for any x ∈ E and sufficiently small R > 0, we have
(3.13) M
4R
1
ψmθn
(B(x,R) ∩ E) ≥ inf
y1∈E
M
4R
1
θ
(B(y1,
R
4
) ∩ E) · inf
y∈E
M
4R
1
ψmθn
(B(y,R
1
θ ) ∩ E).
By combining (3.12), (3.13) and repeatedly using Lemma 2.2, we obtain
(3.14)
N
R
1
ψmθn
(B(x,R) ∩ E) ≥ inf
y1∈E
M4R1/θ(B(y1, R) ∩ E) · inf
y2∈E
M
4R
1
θ2
(B(y2,
R
1
θ
4
) ∩ E) · · ·
× inf
yn∈E
M
4R
1
θn
(B(yn,
R
1
θn−1
4
) ∩ E) · inf
yn+1∈E
M
4R
1
ψ·θn
(B(yn+1,
R
1
θn
4
) ∩ E) · · ·
× inf
ym+n∈E
M
4R
1
ψmθn
(B(ym+n,
R
1
ψm−1θn
4
) ∩ E).
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Besides, since E is doubling, then by Lemma 2.1, for any x ∈ E and sufficiently small R > 0, we have
sup
y∈X
N
(R4 )
1
θ
(B(y, 4R
1
θ ) ∩ E) ·N
4R
1
θ
(B(x,
R
4
) ∩ E) ≥ N
(R4 )
1
θ
(B(x,
R
4
) ∩ E).
Hence there exist a constant C1 > 0 such that for any x ∈ E and R > 0,
(3.15) N
4R
1
θ
(B(x,
R
4
) ∩ E) ≥ C1 ·N
(R4 )
1
θ
(B(x,
R
4
) ∩ E).
By the assumption, for any x ∈ E and sufficiently small R > 0, we have
M
4R
1
θ
(B(x,
R
4
) ∩ E) ≥ N
4R
1
θ
(B(x,
R
4
) ∩ E) ( by (2.1) )
≥ C1 ·N
(R4 )
1
θ
(B(x,
R
4
) ∩ E) ( by (3.15) )
≥ c · C1 ·
(
R
4
(R4 )
1
θ
)s+3ε
( by definition )
≥
(
R
R
1
θ
)s+2ε
, ( since R is arbitrary small )
that is,
(3.16) M
4R
1
θ
(B(x,
R
4
) ∩ E) ≥
(
R
R
1
θ
)s+2ε
.
Similarly, for any n ≥ 1 and m ≥ 1, for any x ∈ E and sufficiently small R > 0, we have
(3.17)
M
4R
1
θmψn
(B(x,
R
1
θm−1ψn
4
) ∩ E) ≥
(
R
1
θm−1ψn
R
1
θmψn
)s+2ε
,
M
4R
1
θmψn
(B(x,
R
1
θmψn−1
4
) ∩ E) ≥
(
R
1
θmψn−1
R
1
θmψn
)s+2ε
.
Then (3.14), (3.16) together with (3.17) imply
N
R
1
ψmθn
(B(x,R) ∩ E) ≥
(
R
R
1
θ
)s+2ε
·
(
R
1
θ
R
1
θ2
)s+2ε
· · ·
(
R
1
θmψn−1
R
1
θmψn
)s+2ε
≥
(
R
R
1
ψmθn
)s+2ε
.
The proof of Claim 1 is finished. 
When mn < 0, the arguments in the proof of Claim 1 will not work. Hence, we have to make some
modifications, which works since θi → 0.
Claim 2. Fix 0 < ε < ε0. Let θi ≤ min{ψ3, (2 log2 Cε · ( 1ψ2 − 1ψ ) + 1)−1 · (4 logC)−ε4 logC } and m,n be as
stated above. If m ≥ 1, n ≤ −1, then for any R > 0 with max{4R 1ψ , 4R 1θ } < R4 and any x ∈ E, we
have
N
R
1
ψmθn
(B(x,R) ∩E) ≥
(
R
R
1
ψmθn
)s+2ε
.
Proof of Claim 2. By (3.11), there exist 1 ≤ l0 < m such that
(3.18)
1
ψ
≤ 1
ψl0θn
≤ 1
ψ2
.
Hence
4R
1
ψl0θn ≤ 4R 1ψ < R
4
10
and for any i ≥ 1,
R
1
ψl0+iθn
− 1
ψl0+i−1θn ≤ R 1ψ ·( 1ψ−1) ≤ R 1ψ−1 < 1
16
.
By the assumption of θi and (3.11), we obtain
(3.19)
ε
2
·
(
1
ψmθn
− 1
)
≥ ε
2
·
(
1
θi
·
(
1− ε
4 logC
)
− 1
)
≥ log2 C ·
(
1
ψ2
− 1
ψ
)
.
It follows from (2.1) and Lemma 2.2 that
(3.20)
N
R
1
ψmθn
(B(x,R) ∩ E) ≥M
4R
1
ψmθn
(B(x,R) ∩ E) ( by (2.1) )
≥M
4R
1
ψl0 θn
(B(x,
R
4
) ∩ E) ( by Lemma 2.2 )
× inf
y∈E
M
4R
1
ψmθn
(B(y,R
1
ψl0 θn ) ∩E).
For the lower bound of M
4R
1
ψl0θn
(B(x, R4 ) ∩ E), by (2.1) and the proof of Lemma 2.1, we have
(3.21)
M
4R
1
ψ2
(B(x,
R
4
) ∩ E) ≤ N
R
1
ψ2
(B(x,
R
4
) ∩ E) ( by (2.1) )
≤ N
4R
1
ψl0 θn
(B(x,
R
4
) ∩ E) ( by the proof of Lemma 2.1 )
× sup
y∈X
N
R
1
ψ2
(B(y, 4R
1
ψl0 θn ) ∩ E)
≤M
4R
1
ψl0θn
(B(x,
R
4
) ∩ E) · sup
y∈X
N
R
1
ψ2
(B(y, 4R
1
ψl0 θn ) ∩E) ( by (2.1) ).
We now estimate supy∈X N
R
1
ψ2
(B(y, 4R
1
ψl0 θn ) ∩ E). Because E is doubling and
1
ψ2
− 1
ψl0θn
≤ 1
ψ2
− 1
ψ
<∞,
we obtain
sup
y∈X
N
R
1
ψ2
(B(y, 4R
1
ψl0 θn ) ∩ E) ≤ C log2(4R
1
ψl0 θn
−
1
ψ2 ) ≤ C2 ·R
(
1
ψl0 θn
− 1
ψ2
)
log2 C .
Now we arrive at
(3.22) M
4R
1
ψ2
(B(x,
R
4
) ∩ E) ≤ C2 ·R(
1
ψl0θn
− 1
ψ2
) log2 C ·M
4R
1
ψl0 θn
(B(x,
R
4
) ∩ E).
Then it suffices to estimate the lower bound of M
4R
1
ψ2
(B(x, R4 ) ∩E). Since E is doubling and
N
(R4 )
1
ψ2
(B(x,
R
4
) ∩ E) ≤ N
4R
1
ψ2
(B(x,
R
4
) ∩ E) · sup
y∈X
N
(R4 )
1
ψ2
(B(y, 4R
1
ψ2 ) ∩ E),
there exist a constant C2 > 0 such that for any x ∈ E and R > 0,
(3.23) C−12 ·N
(R4 )
1
ψ2
(B(x,
R
4
) ∩ E) ≤ N
4R
1
ψ2
(B(x,
R
4
) ∩ E).
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Combining (3.22) and (3.23), we have
(3.24)
M
4R
1
ψl0 θn
(B(x,
R
4
) ∩E) & R−(
1
ψl0θn
− 1
ψ2
) log2 C ·M
4R
1
ψ2
(B(x,
R
4
) ∩ E) ( by (3.22) )
& R
−( 1
ψl0θn
− 1
ψ2
) log2 C ·N
4R
1
ψ2
(B(x,
R
4
) ∩ E) ( by (2.1) )
& R
−( 1
ψl0θn
− 1
ψ2
) log2 C ·N
(R4 )
1
ψ2
(B(x,
R
4
) ∩ E) ( by (3.23) ).
Now we estimate the lower bound of N
(R4 )
1
ψ2
(B(x, R4 )∩E). Since dimψL E > s+3ε, then by Corollary
2.2,
dimψ
2
L E ≥ dimψL E > s+ 3ε.
Hence it follows from the definition of dimψ
2
L E and (3.24) that for sufficiently small R > 0
(3.25)
M
4R
1
ψl0 θn
(B(x,
R
4
) ∩ E) & R−(
1
ψl0 θn
− 1
ψ2
) log2 C ·N
(R4 )
1
ψ2
(B(x,
R
4
) ∩E) ( by (3.24) )
& R
−( 1
ψl0 θn
− 1
ψ2
) log2 C ·
(
R
4
(R4 )
1
ψ2
)s+3ε
( by definition of dimψ
2
L E )
&
(
R
R
1
ψ2
)s+ 5ε2
· (R(
1
ψl0θn
− 1
ψ2
) log2 C)−1 ( since R is sufficiently small )
&
(
R
R
1
ψl0 θn
)s+ 5ε2
· (R( 1ψ− 1ψ2 ) log2 C)−1 ( by (3.18) ),
which implies that
(3.26) M
4R
1
ψl0 θn
(B(x,
R
4
) ∩ E) ≥
(
R
R
1
ψl0 θn
)s+ 5ε2
· (R( 1ψ− 1ψ2 ) log2 C)−1.
On the other hand, to estimate the lower bound of inf
y∈E
M
4R
1
ψmθn
(B(y, R
1
ψl0θn
4 ) ∩ E), like (3.14),
it suffices to consider inf
y∈E
M
4R
1
ψl0+iθn
(B(y, R
1
ψl0+i−1θn
4 ) ∩ E) for each 1 ≤ i ≤ m − l0. Similar to the
proof of (3.16), we have
(3.27) M
4R
1
ψl0+iθn
(B(y,
R
1
ψl0+i−1θn
4
) ∩ E) ≥
(
R
1
ψl0+i−1θn
R
1
ψl0+iθn
)s+ 5ε2
.
By combining (3.20), (3.26), (3.27) and repeatedly using Lemma 2.2, we have
N
R
1
ψmθn
(B(x,R) ∩ E) ≥
(
R
R
1
ψl0 θn
)s+ 5ε2
·
(
R
1
ψl0θn
R
1
ψl0+1θn
)s+ 5ε2
· · ·
(
R
1
ψm−1θn
R
1
ψmθn
)s+ 5ε2
· (R( 1ψ− 1ψ2 ) log2 C)−1
≥
(
R
R
1
ψmθn
) ε
2
· (R( 1ψ− 1ψ2 ) log2 C)−1 ·
(
R
R
1
ψmθn
)s+2ε
≥
(
R
R
1
ψmθn
)s+2ε
. ( by (3.19) )
The proof of Claim 2 is finished. 
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We now continue the proof of Case 3.
If
0 <
1
ψmθn
− 1
θi
≤ ε
(4 logC) · θi ,
then for sufficiently large i, we have
(3.28) N
R
1
ψmθn
i
(B(xi, Ri) ∩ E) ≤ N
R
1
θi
i
(B(xi, Ri) ∩ E) · sup
y∈X
N
R
1
ψmθn
i
(B(y,R
1
θi
i ) ∩ E).
Since E is doubling, we obtain
(3.29) sup
y∈X
N
R
1
ψmθn
i
(B(y,R
1
θi
i ) ∩ E) ≤ C ·
 R 1θii
R
1
ψmθn
i
logC .
By (3.8),
(3.30) N
R
1
θi
i
(B(xi, Ri) ∩ E) ≤
 Ri
R
1
θi
i
s+ε .
Hence by Claim 1, (3.28), (3.29), (3.30) if m,n ≥ 1, or by Claim (2), (3.28), (3.29), (3.30) if
m ≥ 1, n ≤ −1, for sufficiently small Ri > 0, we obtain that(
1
ψmθn
− 1
)
· (s+ 2ε) ≤
(
1
θi
− 1
)
· (s+ ε) +
(
1
θi
− 1
φmθn
)
· logC + logC− logRi
≤
(
1
θi
− 1
)
· (s+ ε) + ε
4θi
+
logC
− logRi ,
thus,
(1− θi) · (s+ 2ε) ≤ (1− θi) · (s+ ε) + ε
4
+
logC
− logRi · θi.
Letting i→∞, we obtain that
s+ 2ε < s+
3
2
ε,
which implies a contradiction.
Otherwise, if
0 <
1
θi
− 1
ψmθn
≤ ε
(4 logC) · θi ,
then for any i ≥ 1, we have
(3.31) N
R
1
ψmθn
i
(B(xi, Ri) ∩ E) ≤ N
R
1
θi
i
(B(xi, Ri) ∩ E).
Similarly, by Claim 1 and (3.31) if m,n ≥ 1, or by Claim 2 and (3.31) if m ≥ 1, n ≤ −1, for
sufficiently small Ri > 0, we have  Ri
R
1
ψmθn
i
s+2ε ≤
 Ri
R
1
θi
i
s+ε ,
thus, (
1
ψmθn
− 1
)
· (s+ 2ε) ≤
(
1
θi
− 1
)
· (s+ ε),
which implies that
(1− θi) · (s+ 2ε) ≤ (1− θi) · (s+ ε) +
(
s+ 2ε
4 logC
)
ε.
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Letting i→∞, we obtain that
s+ 2ε < s+
5ε
4
,
which implies a contradiction.
3.3. Proof of Theorem 1.2. We now give the proof of Theorem 1.2.
Proof of Theorem 1.2. It follows from Theorem 1.1 that
dimqLE = lim
θ→1
dimθLE = lim
θ→1
inf
0<θ′≤θ
dimθ
′
L E.
By (3.2), it suffices to prove
(3.32) lim
θ→1
dimθLE ≤ lim
θ→1
inf
0<θ′≤θ
dimθ
′
L E ≤ lim
θ→1
dimθL E.
Write t = lim
θ→1
dimθL E. For any s > t, it follows from the definition of limit superior that there
exist θ0 ∈ (0, 1) such that dimθ0L E < s. Hence for any θ > θ0, we have
inf
0<θ′≤θ
dimθ
′
L E ≤ s.
Therefore,
lim
θ→1
inf
0<θ′≤θ
dimθ
′
L E ≤ s.
Since s is arbitrary, we get
lim
θ→1
inf
0<θ′≤θ
dimθ
′
L E ≤ lim
θ→1
dimθLE.
For the other inequality, fix θ and write l = inf
0<θ′≤θ
dimθ
′
L E.
If there exist θ0 ∈ (0, θ] such that l = dimθ0L E, then for any s > l, it follows from the continuity of
the lower Assouad spectrum at θ0 that there exist an interval [a, b] ⊂ (0, 1) such that for any η ∈ [a, b],
we have
dimηL E < s.
If l = lim
θ→0
dimθLE, by the continuity of the lower Assouad spectrum, for any s > l, there also exist
an interval [a, b] ⊂ (0, 1) such that for any η ∈ [a, b], we have
dimηL E < s.
Hence, in both cases, for any s > l, there exist an interval [a, b] ⊂ (0, 1) such that for any η ∈ [a, b],
we have
dimηL E < s.
Besides, since there exist N such that for any n > N , we have n+1
√
a <
n
√
b, then we obtain that
[ n
√
a,
n
√
b] ∩ [ n+1√a, n+1
√
b] 6= ∅.
Hence, there exist an interval (x, 1) ⊂ (0, 1) such that
∞⋃
n=1
[ n
√
a,
n
√
b] ⊃ (x, 1).
By Corollary 2.2, for any θ ∈ (x, 1), we have dimθL E < s. Hence,
lim
θ→1
dimθL E < s.
Since s > l is arbitrary, we obtain
lim
θ→1
dimθL E ≤ inf
0<θ′≤θ
dimθ
′
L E
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Then the result holds by letting θ → 1 on both sides.
Hence by (3.2) and (3.32), we have
dimqLE = lim
θ→1
inf
0<θ′≤θ
dimθ
′
L E = lim
θ→1
dimθLE.

3.4. Proof of Theorem 1.3. In this subsection, we give the proof of Theorem 1.3, which indicates
that there exist a gap between lower Assouad spectrum and lower box-counting dimension, hence the
lower Assouad spectrum do not always approach to the lower box-counting dimension as θ → 0.
Proof of Theorem 1.3. Let {an}∞n=0 be a sequence of positive integers satisfying a0 = 1, an+1 > 2an,
lim
n→∞
an
an+1
= 0 and lim
n→∞
a0+···+an
an+1
= 0.
We construct two Cantor sets E1 ⊂ [0, 1] and E2 ⊂ [2, 3] as follows. Let {c(1)i }∞i=1 and {c(2)i }∞i=1 be
the sequence of contraction ratios of E1 and E2 respectively.
Let
c
(1)
i =
{
2−
log 2
α , i ∈ {a2k, . . . , a2k+1 − 1}, ∀k ≥ 0;
2−
log 2
β , i ∈ {a2k+1, . . . , a2k+2 − 1}, ∀k ≥ 0.
and
c
(2)
i =
{
2−
log 2
β , i ∈ {a2k, . . . , a2k+1 − 1}, ∀k ≥ 0;
2−
log 2
α , i ∈ {a2k+1, . . . , a2k+2 − 1}, ∀k ≥ 0.
It follows from the dimension formulae of Cantor sets [2, 4] that for any θ ∈ (0, 1), we get
dimL E1 = dimqLE1 = dim
θ
LE1 = dimBE1 = α,
dimL E2 = dimqLE2 = dim
θ
LE2 = dimBE2 = α,
Then, let E = E1 ∪ E2, then by [1, Proposition 3] and [8, Proposition 4.3], we obtain
dimLE = dimqL E = dim
θ
LE = α.
However, we now show dimBE ≥ 21
α+
1
β
. Let δk be the maximal length of k-th basic interval, then
we have
2−
log 2
α δk+1 ≤ δk.
Besides, by the definition of δk, we have
δk ≥ (2−
log 2
α )
k
2 (2−
log 2
β )
k
2 .
Hence by the definition of lower box-counting dimension in [4], we obtain
dimBE = lim
k→∞
Nδk(E)
− log δk ≥ limk→∞
(k − 1) log 2
k
2 (
log 2
α +
log 2
β )
≥ 21
α +
1
β
> α

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4. Cantor cut-out sets: an example
In this section, we discuss the lower Assouad type dimensions of Cantor cut-out sets to illustrate
that the lower Assouad spectrum is helpful in the computation of quasi-lower Assouad dimension. We
also give an example to show that neither lower Assouad spectrum nor quasi-lower Assouad dimension
can approach the lower Assouad dimension.
We first recall the definition of Cantor cut-out sets, see [3, 11] for more details. For any set
E ⊂ R1, we denote by |E| the length of E. Let a = {an}∞n=1 be a decreasing positive real sequence
with
∑∞
n=1 an = 1 and {An}∞n=1 be a family of disjoint open intervals with |An| = an. We call
{an}∞n=1 the gap sequence. The Cantor cut-out set, denoted by Ca, is defined as follows. We first
remove A1 from the interval [0, 1], resulting in two closed intervals I
(1)
1 and I
(1)
2 . We then remove A2
from I
(1)
1 , resulting in two closed intervals I
(2)
1 and I
(2)
2 ; and remove A3 from I
(1)
2 , resulting in two
closed intervals I
(2)
3 and I
(2)
4 . After k steps, we obtain the closed intervals I
(k)
1 , . . . I
(k)
2k
contained in
[0, 1], for any 1 ≤ j ≤ 2k, we remove A2k+j−1 from I(k)j , obtaining two closed intervals I(k+1)2j−1 and
I
(k+1)
2j . Continuing the above steps, we obtain a class of closed intervals {I(k)j }1≤j≤2k,k≥1 and call
them basic intervals.
Let
Ca =
∞⋂
k=1
2k⋃
j=1
I
(k)
j .
We call Ca the Cantor cut-out sets associated with a. Let
sn =
1
2n
·
∞∑
i=2n
ai.
Clearly, sn+1 ≤ |I(n)j | ≤ sn−1 for any n ≥ 1 and for any 1 ≤ j ≤ 2n.
In this section, we always assume that inf
k≥1
sk+1
sk
> 0, which guarantees that Ca is uniformly perfect,
see [11]. To compute the lower Assouad spectrum of Cantor cut-out sets, for any k ≥ 1 and any
0 < θ < 1, we denote
l(k, θ) = max{n|sk+n ≥ s
1
θ
k }.
By the structure of Cantor cut-out sets and some computation, we can get the following results
concerning l(k, θ): for any θ ∈ (0, 1),
(1) lim
k→∞
log
sk+l(k,θ)
sk
log sk
= 1θ − 1;
(2) there exist an integer N > 0 such that for any 0 < R < |E| satisfying sk+1 ≤ R < sk, we
have sk+l(k,θ)+N ≤ R 1θ < sk+l(k,θ); or for any 0 < R < |E| satisfies sk ≤ R < sk−1, we have
sk+l(k,θ)+1 ≤ R 1θ < sk+l(k,θ)−N .
From Results (1) and (2), we can obtain the formula of lower Assouad spectrum:
dimθL Ca = lim
k→∞
l(k, θ) · log 2
(1− 1θ ) · log sk
, ∀θ ∈ (0, 1).
In particular, by Theorem 1.2, we get dimqL Ca = lim
θ→1
dimθLCa.
We now give examples to show that for any 0 < α < β < log 2log 3 , there exists a gap sequence
a = {an}∞n=1 and a Cantor cut-out set Ca, such that for any θ ∈ (0, 1),
dimL Ca = α < dimqLCa = dim
θ
LCa = β.
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Let {li}∞i=1 be an integer sequence satisfying l1 = 1, li+1 > 2li + i, lim
i→∞
i
li
= 0, lim
i→∞
1+···+i−1
li
= 0
and lim
i→∞
l1+···+li−1
li
= 0. Let {dk}∞k=1 be a sequence such that for each i ≥ 1,
dk =
{
1− 2 · 2− 1β , k ∈ {li, . . . , li+1 − i− 1};
1− 2 · 2− 1α , k ∈ {li+1 − i, . . . , li+1 − 1}.
Let g1 = d1 and gk =
k−1∏
i=1
(
1−di
2
) · dk for any k ≥ 2.
For any 2k−1 ≤ n < 2k with k ≥ 1 , let an = gk. Hence we get a gap sequence
a = {g1, g2, g2, g3, g3, g3, g3, . . . }.
Thus,
sk
sk−1
=
{
2−
1
β , k ∈ {li, . . . , li+1 − i− 1};
2−
1
α , k ∈ {li+1 − i, . . . , li+1 − 1}.
By the lower Assouad dimension formula in [11], we have
dimL Ca = lim
m→∞
inf
k≥1
m log 2
log sksk+m
= α.
We first show that for any θ ∈ (0, 1),
(4.1) lim
k→∞
1
β
· l(k, θ) · log 2− log sk =
1
θ
− 1.
To do this, we need to estimate log sk and
sk+l(k,θ)
sk
. Indeed, for any θ ∈ (0, 1) and any ε > 0, there
exist constants I,K > 0 such that for any i ≥ I and k ≥ K, we have
(4.2)
1 + 2 + · · ·+ i− 1
li
< ε,
l1 + · · ·+ li−1
li
< ε,
and
(4.3)
∣∣∣∣∣ log
sk+l(k,θ)
sk
log sk
−
(
1
θ
− 1
)∣∣∣∣∣ < ε.
For any k ≥ max{K, lI}, let
l1(k) = #
{
1 ≤ i ≤ k
∣∣∣ si
si−1
= 2−
1
α
}
, l2(k) = #
{
1 ≤ i ≤ k
∣∣∣ si
si−1
= 2−
1
β
}
,
then l1(k) + l2(k) = k and sk = 2
− 1α ·l1(k)− 1β ·l2(k).
We also denote
l˜1(k, θ) = #
{
1 ≤ i ≤ l(k, θ)
∣∣∣ si
si−1
= 2−
1
α
}
, l˜2(k, θ) = #
{
1 ≤ i ≤ l(k, θ)
∣∣∣ si
si−1
= 2−
1
β
}
,
then l(k, θ) = l˜1(k, θ) + l˜2(k, θ) and
sk+l(k,θ)
sk
= 2−
1
α ·l˜1(k,θ)− 1β ·l˜2(k,θ).
Since for any k ≥ max{K, lI},
1
β
· l(k, θ)− log sk ≤
log
sk+l(k,θ)
sk
log sk
≤ 1
α
· l(k, θ)− log sk ,
α
β
· l(k, θ)
k
≤ log
sk+l(k,θ)
sk
log sk
≤ β
α
· l(k, θ)
k
,
then for sufficiently large k, we obtain
(4.4)
α
2
·
(
1
θ
− 1
)
≤ l(k, θ)− log sk ≤ 2β ·
(
1
θ
− 1
)
,
α
2β
·
(
1
θ
− 1
)
≤ l(k, θ)
k
≤ 2β
α
·
(
1
θ
− 1
)
.
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For any k ≥ max{K, lI}, take n(k) such that ln(k) ≤ k < ln(k)+1. Then we obtain that l(k, θ) ≤
ln(k)+2 − ln(k), if not, then
log
sk+l(k,θ)
sk
log sk
≥
1
β ·
(
ln(k)+2 − ln(k)
)
1
α · ln(k)+1
→∞,
which contradicts with Result (1). It follows that l˜1(k, θ) ≤ 2n(k) + 1.
By (4.2) and (4.4), for any k ≥ max{K, lI},
−( 1β · l(k, θ)) · log 2
log sk
≤ log
sk+l(k,θ)
sk
log sk
≤
−( 1β (l(k, θ) · (1 − ε)) + 1α · l(n, k) · ε) · log 2
log sk
.
By (4.4) again, we get
(4.5)
∣∣∣∣∣ log
sk+l(k,θ)
sk
log sk
−
−( 1β · l(k, θ)) · log 2
log sk
∣∣∣∣∣ ≤
(
1
α − 1β
− log sk
)
· l(k, θ) · ε ≤
(
1
α
− 1
β
)
· 2β ·
(
1
θ
− 1
)
· ε.
Therefore, (4.3) together with (4.5) imply (4.1). Thus,
dimqLCa = lim
θ→1
lim
k→∞
l(k, θ) · log 2
(1− 1θ ) · log sk
= β.
Hence the result holds.
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