A new approach to estimation of unknown material parameters and boundary conditions of physical models was developed. The approach is based on processing measured data by advanced optimization techniques connected with penalization. The data are supposed to be in the form of random variables with normal probability distributions. Several examples were calculated proving the strength of the proposed algorithm.
Introduction
Many engineering problems are characterized by inaccurate knowledge of various input data. In some cases, these data is not known at all. We developed a novel methodology based on advanced optimization and penalization techniques [1] [2] [3] that make it possible to determine the values of such parameters that minimize the differences between the calculated and measured values of the required quantities.
Suppose we have a device and its mathematical and numerical models. We also have some idea about the values of the physical parameters of involved materials that are based on measurement, catalog values, data sheets etc. Even when their exact values are unknown, we are able to describe their probability distribution. Now the goal is to find such values that lead to the best agreement between the simulation and measurement.
The work follows the publications of Saravan et al [11] and Ren et al [12, 13] . A similar topic connected with genetic algorithms has long been used by a group led by Paul in his papers [15] [16] [17] [18] .
Methodology
The described inverse task can be solved using optimization techniques. The goal function is formulated in terms of the differences between the measured and computed local or integral values. We treat the material parameters as random variables with normal probability distributions. The mean value of such a function is equal to the supposed value of particular parameter. The variance of the distribution represents the level of credibility of the same parameter.
The main idea of the penalization technique is to replace the above problem by an unconstrained approximation in the form
where F (x) is the original objective function and P (x) is the penalization. The probability density of the normal distribution is
where µ is the mean value of the distribution and σ is its standard deviation. The penalization is given by the expression
where s is a scale proportional to the objective function. The combination of original objective function with penalization, in connection with a prior knowledge of the approximate value of the material parameters, will allow more accurate identification of selected parameters with prescribed uncertainty. Besides, the optimization algorithm is allowed to select another value than that defined by the average value of the penalty function.
The value of the scaling parameter s allows choosing the weight between the individual material parameters, thus allowing to prioritize one parameter before another (if they are in the product, for example).
Computer Implementation
The methodology was implemented in our own code Agros Suite. Agros Suite has been developed in our group for about ten years. The package contains the most recent algorithms for adaptive solution of systems of PDEs based on the FEM of higher order of accuracy, and advanced optimization techniques. The code is written in C++ and is freely distributable under the GNU GPLv2.
In the frame of optimization techniques, a selection of stochastic and deterministic optimization algorithms have been implemented there such as NSGA-II, The following algorithms are tested in this paper: • Bayesian optimization [5] [6] [7] uses a distribution over functions to build a surrogate model of the unknown function, and then apply some active learning strategy to select the query points that provide most potential interest or improvement.
• NSGA-III [8] is a quite new evolutionary MOO algorithm heavily based on NSGA-II [9, 10, 14] . The maintenance of diversity among population members is aided by supplying and adaptive updating a number of well-spread reference points.
• BOBYQA (Bound Optimization BY Quadratic Approximation) [19] is an iterative algorithm solving bound constrained optimization problems without using derivatives of the objective function.
• ISRES (Improved Stochastic Ranking Evolution Strategy) [20] is based on a combination of a mutation rule (with a log-normal step-size update and exponential smoothing) and differential variation (a Nelder-Meadlike update rule).
Illustrative example
The example concerns a nonmagnetic electrically conductive aluminum pipe rotating in a time invariable external magnetic field depicted in Fig. 1 . The field is generated by a system of appropriately located permanent magnets. The angular velocity ω is assumed constant (the mechanical transient is not taken into account). Similar device has been introduced in [22] and [23] .
The task is to find the value of angular velocity or time of heating to obtain a prescribed value of the average temperature of the pipe. This is possible only when the material parameters and boundary conditions are known with a sufficient accuracy. Nevertheless, even when there usually exist some "catalog" values of permeability, remanent magnetic flux density, thermal conductivity etc, experiments show that their accuracy is often rather insufficient (for example due to different chemical composition of material etc). So, the problem is to find their values such that they exhibit the best possible accordance between the results of the model and experiment.
The experimental device built for the purpose of verifying the methodology is shown in Fig. 2 . 
Forward problem
The continuous mathematical model of heating consists of two partial differential equations providing the distribution of static magnetic field and evolutionary temperature field in the system.
Magnetic field
The distribution of magnetic field is described in terms of magnetic vector potential A by the equation
where µ stands for the magnetic permeability, σ is the electrical conductivity, v = ωr is velocity of the movement of the heated pipe (ω being the angular velocity), and B r is the remanent flux density of permanent magnets. A sufficiently distant artificial boundary is characterized by the Dirichlet condition A = 0 .
Temperature field
The temperature field in the system obeys the equation
where λ is the thermal conductivity, ρ is the specific mass, and c p denotes the specific heat at a constant pressure. Finally, the symbol p J denotes the time average internal sources of heat represented by the volumetric Joule losses. These are given by where v is the velocity of the movement of heated body. This equation is supplemented with the boundary condition respecting convection with radiation. First, it has to be found permeability and remanent magnetic flux density, and only after the temperature parameters.
The parameter s was chosen on the basis of our longterm experience with the solution of thermal problems and on the engineering assessment of influence of particular material parameters. Their values for particular parameters can be seen in Figs. 4 and 5 showing the corresponding penalty functions.
Optimization
The optimization is divided into two steps. In the first step we will find the relative permeability of the magnetic circuit µ r , remanent flux density B r,m and relative permeability µ r,m of permanent magnets. The appropriate penalty functions are depicted in Fig. 4 . The objective function to be minimized is defined as a difference between measured and computed flux densities at selected points by the expression
The points B 1 , B 2 and B 3 (where the measured values of magnetic flux density were 0.45 T, 0.36 T and 0.93 T, respectively) are depicted in Fig. 2 , left part. The mentioned points were selected with respect to the possibility of direct measuring magnetic flux density. Measurement of the magnetic flux density in working space of the chamber was carried out using the device ELIMAG 2.
In the second step we will find the electric conductivity σ and heat conductivity λ. The penalty functions are depicted in Fig. 4 . The penalty function used for convective coefficient of heat transfer α respect the fact that we do not suppose any particular value of this parameter. The objective function to be minimized is defined as a difference between the measured and computed average temperatures on the external surface of the pipe (see The above values of temperature were obtained by measuring at several points and subsequent averaging. The measurements were performed using the thermocamera Fluke Ti35 and then processed on a computer.
All the penalization functions were suggested on the basis of repeated measurements of the corresponding quantities [21] .
Obtained results
The values of parameters obtained using different optimization techniques are summarized in Table 1 for the magnetic parameters and in Table 2 for the heat parameters. The dependence of the objective function on the number of steps for used optimization algorithms are depicted in Fig. 5 for the electric and magnetic parameters and in Fig. 6 for the heat parameters. Both figures show that the optimization algorithm based on the Bayesian approach finds optimal solution with the lowest number of iterations.
The magnetic eld distribution calculated using the optimized parameters listed in Tab. 1, is depicted in Fig. 7 . The comparison of results obtained by measurement with results calculated using optimized parameters (see Tab. 1 and Tab. 2) is depicted in Fig. 8 . Both computations are performed using Agros Suite. A very good agreement can be seen between the calculation and experiment. Based on the optimization connected with penalty functions we found appropriate material parameters for which both experiment and simulation exhibit a very good agreement. Moreover, the parameters are real and correspond to measurement burdened by some uncertainty. That is why the proposed methodology allows not only a good identification of parameters of the model, but also a good approach of these parameters to physical reality.
Conclusion
The main goal of the research was to develop methodology for estimating unknown parameters of material properties and boundary conditions. The proposed approach allows respecting the fact that some parameters are completely unknown and the others are known, but with a certain level of uncertainty. These uncertainties, however, can significantly be reduced on the basis of appropriate measurements. Several algorithms were tested in the frame of the proposed methodology. The most promising optimization algorithms are based on the Bayesian approach. It is shown that using the proposed approach for model calibration leads to a very good agreement between the measured and computed values. The methodology is sufficiently general for utilization even in nonlinear problems. Next work will be aimed mainly at efficient adaptive scaling of penalization function with respect to the difference between the calculated and anticipated values of the corresponding parameter.
