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INTRODUCCION 

Una métrica definida en un dominio n de una variedad diferenciable permite 
medir distancias entre puntos de n, longitudes de vectores y curvas, ángulos entre 
vectores y entre curvas. Hay diferentes maneras de definir una métrica en un 
dominio. Por ejemplo, una métrica en un dominio de una superficie de Riemann 
se introduce via el teorema de Riemann que afirma que cualquier superficie de 
Riemann simplemente conexa es conformemente equivalente a uno y sólo uno de 
los siguientes dominios: 
i) disco unitariolOl = {z E C/lzl < 1}, 
ii) plano complejo C, 
iii) plano complejo extendido C* = C U {oo}(ver [LJ,[KrJ). 
En particular, si n es un dominio simplemente conexo de C*, en n se puede intro­
ducir coordenadas locales y métricas de ITJ>, C ó C*. 
El presente trabajo está, dedicado al estudio de las métrica.s riemanniauas y 
pseudo-riemannianas en ~n yen el plano complejo C. El caso más importante es el 
de la métrica pseudo-riemanniana (métrica ele Lobachevsky) en Jiferentes Jominios 
de ~n y en particular, la métrica hiperbólica en dominios hiperbólicos del plano 
complejo. 
El capitulo Oes un compendio de las definiciones y los resultados más importantes 
de cálculo en el espacio euclidiano, que más adelante se estudiarán en un contexto 
más general. Para la escritura de este capitulo fueron utilizadas principalmente las 
referencias [DNF],[K],[MF]. 
En el primer capitulo se introduce la métrica riemanniana sobre la esfera de 
Riemann via la proyección estereográfica,[DNF],[MF]. 
El capitulo n está dedicado al estudio de la métrica de Lobachevsky en diferen­
tes dominios de ~3 : pseudoesfera (modelo de Lobachevsky), modelo de Poincare, 
modelo de Klein, superficie de Beltrami. Las métricas estudiadas en los capitulos 
I y n están presentadas en las tablas comparativas 1 y 2. Además se introducen 
el concepto de la curvatura de una métrica y las constantes de Bloch y de Landau 
para una familia de funciones. La elaboración de este capitulo fue hecha con base 
en las referencias [DNF],[H],[Ml],[MF],[Sh]. 
En el capitulo In se estudian las propiedades de la métrica hiperbólica en un 
dominio hiperbólico, que conducen a estimaciones de la métrica hiperbólica en 
términos de la distancia euclidiana. Finalmente, como una aplicación de las pro­
piedades de la métrica hiperbólica, se establecen estimaciones para el cociente j'; , 
donde f es una función analftica univalente en un dominio hiperbólico. Las esti­
maciones de este cociente tienen importancia en la teoria geométrica de funciones. 
Las referencias utilizadas en este capitulo son [A],[BP],[F],[L],[MIJ,[M2],[M3],[M4], 
[M5],[M6],[Kr],[O] . 
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CAPITULO O 
CONCEPTOS BASICOS DE GEOMETRIA DIFERENCIAL 
§1. Cálculo en el espacio euclidiano 
1. Espacio euclidiano. Denotemos por IR II el espacio vectorial de todas las n­
tuplas reales x = (xl, ... , xn). El espacio 1R11 con la distancia entre dos puntos P y 
Q dada por 
11 
d(P,Q) = ¿')xi _ yi)2, (1.1 ) 
i=l 
donde (x l , ... ,x 11 ),(yl, ... ,yn) son las coordenadas cartesianas de los puntos P y 
Q respectivamente, se denomina euclidiano y las coordenadas cartesianas con esta 
propiedad se llaman coordenadas euclidiana,s. Un subconjunto n de 1R 1l abierto y co­
nexo se llama dominio. Sea n un dominio de IRn y f : n ---+ IRm una transformación 
diferenciable en n , entonces las m funciones de coordenadas f j (x 1 , ... , X n) = yj, j = 
1, ... , m , tienen derivadas parciales ~f1 respecto a cada coordenada xi, ,¡ = 1, .. ,n. 
UXl 
La matriz de J acobi de la transformación f es la matriz J definida por J = (~~~). 
Dado un dominio n e 1R11 con coordenadas cartesianas (Xl, ... , xn), decimos que una 
aplicación continuamente diferenciable f : n ---+ IRn define un cambio regula,r de 
coordenadas yj = fj(x l , ... , xn),j = 1, ... , n, si el jacobiano de la transformación f 
es diferente de cero en cada punto P En: Plp i= O. El sistema de coordenadas 
(yl, ... ,yn) obtenida asi se llama regular y los puntos P E n, donde IJlp i= O se 
llaman regulares. 
Ejemplo 0.1.1. El sistema de coordenadas polares en 1R2 : xl = 1'COS <p, x2 
rsen<p, es regular en n = {(1',<p)/r > 0,0 < <p < 27f} . 
Si ~ = (e, .. . , e') y 11 = (11 1 , ... , r¡1I) son dos vectores de 1R1l su producto escalar 
euclidiano, que denotaremos por < ~,r¡ >, se define como 
n 
< e 71 >:= L ~i71i. (1.2) 
i=l 
La longi t ucl de un vector ~ E IR n está dada. por I~ 1= J < ~,~ > , el ángulo entre 
dos vectores ~,r¡ E IR" se define mediante la relación 
< e 71 > 
cos <p = I~ 11r¡ 1 . 
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2. E8pacio tangente. Sea P E JR11. El e8pacio tangente de JRIl en P denotado 
por TpJRIl es el espacio vectorial n-dimensional TpJRH = {(P,:r:) : x E JR"}. La 
estructura vectorial de TplR Il se define mediante la aplicación 
TplR 1t --) IR JI 
(P, x) I---t x, 
con (P,x) + (P,y) = (P,x + y), o:(P,x) = (P,o:x),c< E IR. 
3. Curva8 en un espacio euclidiano. Sea [a, bJ e IR un intervalo. Una curva 
8Uave (o de clase el o continuamente diferenciable ) es una aplicación 
, : [a, bJ --) JR11 
t I---t ,(t) = (¡t(t), ... ,j1t(t», 
donde las funciones ji son funciones de t de clase el ,i = 1, ... , H, Y ,'(t) 1=- o 
para cada t E [a, bJ. 
El vector tangente a la curva suave, (vector velocidad) en el tiempo t es el vector (djl j11. d )
,(t) = dt' ... ,di . 
La longitud de la curva suave, entre los puntos ,(a) y ,(b) se define por 
1:= ¡b \1'< i'(t),i'(t) >dt = ¡b 1i'(t)ldt, (1.3) 
donde i'(t) es el vector tangente a la curva, en el tiempo t. 
El ángulo entre dos curvas suaves ,1, ,2 en el punto t de su intersección es el 
, 1 (O ) 1 < i'1 ,i'2 > d d .. 1angu o <p ::; <p < 7r , ta que cos tp = bd b21 ' on e ,1,,2 son os vectores 
tangentes a las curvas en t. Sea, = ,( t), t E [a, b], una curva suave. Ahora si 
t = <p(r), T E [0:,,8]' tp(o:) = a,tp(,8) = b, tp de clase el y tp'(r) 1=- O para todo 
T E [0:,,8]' decimos que se tiene un cambio regular del parámetro. 
La longitud de una curva, es invariante con respecto a cambios regulares del 
parámetro. Si , es una curva suave, entonces se puede escoger un parámetro t (en 
unidades de longitud) de tal manera, que el módulo del vector tangente sea igual a 
uno: 11'( t) 1= l. Tal parámetro se llama natural; en este caso J: Ii'( t) 1dt = b - a. 
4. Cambio de coordenadas. Consideremos en JRIl un sistema coordenado eucli­
1d· = (1 , ... , x y otro arb" = (z 1 , ... , z ,ta1es que x i = x i ( z , .'" z JI) ,lano x x 11) Itrano z 11) 
i = 1, ... , n. Sea zi = zi(t), i = 1, ... , n, t E [a, b] una curva suave definida en coorde­
nadas z. Luego en coordenadas x la curva tiene la forma xi = xi(z(t» = hi(t), i = 
1, ... ,n. 
El vector tangente a la curva dada en coordenadas z es: 
ldz dZH) 
V z ( t) = ( dt' ... , di 
enotado 
In}. La 
" curva 
tt) i= O 
Ivector 
r 
(1.3) 
1 es el 
ctores 
ora SI 
todo 
'es del 
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eucli­
Z 1l-)., , 
orde­
), i = 
y en coordenadas x es 
Luego 
( 
dh 1 dhll)
vx(t) = -, ... , ­ . 
dt dt 
Vi = dh i = ~ 8xi dz j 
x dt ~ 8zj dt . 
1=1 
El cuadrado de longitud del vector V x está dado por 
Sea 
( 1.4) 
( 1.5) 
(se omite el signo de ¿i; se suma respecto al Índice repetido). Observamos que 
gjk = gkj . Luego 
(1.6) 
Las componentes del vector tangente a una curva suave se transforman según la 
regla 
-, 8x i ,
1 _ 1 
V x - 8z j v z ' 
Sean ~1 = (~f, ... , ~;'), 6 = (~~, ... ,~~n dos vectores en el punto P en coordenadas 
x = (xl, .. , xn) de ,1Rtl. Supongamos que estos mismos vectores en coordenadas 
z = (z l, ... , Zll) tienen la forma 171 = (171, ... ,17;'),172 = (77L ... ,1]2) Y el cambio de 
coordenadas es regular. Luego el producto escalar de ~I y 6 está dado por 
, k 
< ~1,6 >= gjk1]{772 , (1.7) 
donde las funciones gjk son las mismas que aparecieron en la. fórmula (1.6). Las 
funciones gjk se pueden representar en forma matricial así: G = (gjk) = ATA, 
( 8 i)donde A = 8:j es la matriz de .Jacobi de cambio de coordenadas. 
5. Forma cuadrática. Sea V un eSP9.cio vectorial. Una forma .~imétríCfL bilineal 
o forma cuadrática es una aplicación f3 : V x V ~ IR que satisfa.ee 
f3(x,y) = j3(y,x), 
f3(ax + by, z) = a f3(x, z) + b f3(y, z), 
a, b E IR, x, y, z E V. f3 es definida. positiva si x i= O implica f3( x , x) > O. 
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Ejemplo 0.1.2. El producto escalar estándar <, > , en el espacio enclidiano IRa es 
una forma cuadrática definida positiva. La representación matricial de (3 respectu 
a una base ei, 1 S; i S; n de V es la matriz (9ij):= ((3(e¡,ej)). 
§2. Métrica riemanniana en un dominio del espacio euclidiano. 
1. Métrica riemanniana. Como helllos visto, a cada punto P elel dominio n e IR Il 
le corresponde una función matricial suave G(P) que se transforma al cambiar las 
coordenadas como una forma cuadrática (en cada punto). Estas funciones matri­
ciales nos permiten calcular las longitudes de curvas en coordenadas curvilinea::.. 
Destaquemos entre todas las propiedades de estas funciones matriciales la propie­
dad de transformarse como una forma cuadrática (en cada punto). Consideremos 
ahora conjuntos de funciones matriciales que satisfacen estas propiedades. 
Definición 0.2.1. Decimos que en un dominio n del espacio euclidiano IRTt está 
definida una métrica. riemanniana si en cada sistema regular de coordenadas z están 
definidas funciones suaves 9ij(z) tales que: 
i) 9ij(Z) = 9ji(Z), i,j = 1, ... , n. 
ii) La matriz G(z) = (9ij(Z)) es no singular y definida positiva, es decir 
9ij(Z)~i~j > O para todo vector ~ =1- O. 
iii) 	 Si se tiene un nuevo sistema de coordenadas y = (yl) ... ) y1t) en n y zi = 
zi(yl, ... , yn), i = 1, ... , n ) las funciones 9~/Y) correspondientes al nuevo 
sistema son tales que: 
, 8zk 8z1 (2.1 )9ij = 8yi 9kl 8yj . 
En otras palabras una métrica riemanniana en un dominio n e IR n es una forma 
cuadrática positiva definida sobre los vectores tangentes en cada punto de n, que 
depende suavemente del punto. 
Nota. Para definir una métrica riemallniana en un dominio de IRIl es suficiente 
presentar las funciones matriciales 9ij, ó la matriz G = (9ij). 
La siguiente definición establece una relación entre la métrica riemanniana en 
un dominio n de ~n y el producto escalar de vectores en n. 
Definición 0.2.2. Supongamos que en n e ~n está definida una métrica rieman­
niana G = (9ij) respecto al sistema de coordenadas z. Sean ~ = (e, ... )~n) y 
r¡ = (r¡l, ... ,r¡n) dos vectores en el punto P = (z~, ... Zbl) E n. Entonces su producto 
escalar (producto interno) se define por 
, 
< C11 >:= 9ij(z6, .. ·,z~')eirlj. 	 (2.2) 
Observamos que si las funciones 9ij SOI1 tales, que 9ij = 0, i =1- j, 9i.i = 1, i = j) 
entonces el producto escalar (2.2) se convierte en el producto escalar euclidiallo 
(1.2). 
:c IR n 
a.r las 
¡latri ­
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2.1 ) 
que 
ente 
a en 
l an­
1) Y 
ucto 
2.2) 
= ], 
ano 
5 
Debido a la estrecha relación entre la métrica riemanniana gij y el producto 
escalar entre dos vectores (2.2) muchas veces definen la métrica riemanniana me­
diante el producto escalar. Si en el dominio n e IR n está definida una métrica 
riemanniana G(z) = (gij(Z)) y en coordenadas z está definida una curva suave 
zi = zi(t), i = 1, ... , n, t E [a, b] , entonces la longitud de la curva se define por: 
(2.3) 
(comparar con la fórmula (1.3)). Dadas dos curvas 1'1 y 1'2 que se intersectan en 
t = to, entonces el ángulo entre las curvas es el número ¡p (O :::; ¡p < 71"), tal que 
< e, TI > 
cos¡p = lellTlI' donde e,TI son los vectores tangentes a las curvas 1'1, 1'2 en 
t = to, respectivamente. 
Ejemplo 0.2.1. 
a) Coordenadas cartesianas (xl, ... , xn) en IR n . La matriz G(x) en coordena­
das x tiene la forma G(x) = In, donde In es la matriz identidad n x n. 
Consideremos la transformación identidad en IR n. Luego la matriz de Ja­
cobi de esta transformación es In. Por lo tanto la longitud de una curva 
suave 1'(t) = (x 1 (t), ... ,xn(t)) está dada por 
( 
dx1)2 (dxn)2di + ... + dt dt. 
b) Coordenadas polares (r,¡p) en 1R2. La matriz G(x) en coordenadas carte­
sianas (x 1 ,x2 ) tiene la forma G(x) = (~ ~) = I, es decir gij = bij . El 
cambio de coordenadas está dado por 
xl = r cos ¡p 
X2 = r sen¡p, r > O, O< ¡p < 271". 
Luego la matriz de Jacobi de esta transformación es 
A = (cos¡p -rsen¡p). 
sen¡p r cos ¡p 
Por lo tanto G(r,¡p) = ATIA = (~ r~) . Calculemos la longitud I de 
una curva suave 1'(t) = (r(t),¡p(t)) en el sistema polar. Escribamos 1i'(t)12 
en forma matricial utilizando (2.2), (2.3) : 
< ?(t),-Y(t) > = (~ ~nG(r,~) ( ~ ) 
d¡P) (1 O) ( ~: )
dt O r 2 d¡p 
dt 
( 
dr 
dt ( 
dr)2 r2 (d¡P) 2 
dt + dt 
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Luego de (1.3) y (2,3) 
1~ [-1< 'r(t),'r(t) > dt ~ l V(~~) 2+,2 (:n 2 dt . 
c) 	 Coordenadas esféricas (7',O,'P) en IR:!, Sean (:r 1 , :z;2,x 3 ) coordenadas carte­
sianas en IR 3 , El cambio de coordenadas esféricas a coordenadas cartesianas 
viene dado por: 
xl 	= l' cos O 
X2 	= 7' COS 'P senO 
x
3 
= 7'sen'PsenO, l' > O, O < O< 7r, 0< 'P < 27r, 

La matriz de J acobi es: 

cosO 
-7' senO 

A = cos 'PsenO l' cos 'P cos O
(	 -7' sel~'Pseno)
sen'PsenO l' sen'P cos O 7' cos 'PsenO 

Por lo tanto 

G( 7', O, 'P) = O 1'2 ( 
1 O r2s~n28 )O O 

y la longitud de una curva ,(t) = (7'(t),0(t),'P(t)) está dada por: 

lb . /(d7') 2 (dO) 2 (d'P) 21= la y dt +1'2 dt +7,2 sen20 ¿¡ dt, 
d) Coordenadas cilíndricacq (1', 'P, z ) en IR3, 
Consideremos el siguiente cambio de coordenadas: 

Xl = Z 

X2 = 7'COS'P 

x ,3 = 7' sen'P, 7' > O, O < 'P < 27r, -00 < z < 00, 

La matriz de .]acobi es 

-7' sen'P 
sen'P r cos 'P O 
A = (co~ 'P O ~) 
y 
1 O O)G(7','P,Z) = O 7,2 O ,( O O 1 
Por lo tanto la longitud de una curva ,(t) = (1'(t), 'P(t), z(t)) está dada por 
1= lb (~:)'+ ,.2 ( :~)'+ ( ~;)' dt . la 
A veces en lugar de la longitud de la curva es más cómodo escribir la forma 
explícita del diferencial de arco di o su cuadrado. En pa.rticular en los ejemplos 
anteriores estos diferenciales son: 
i) dZ2 = ¿:~1(dxi)2 (coordenadas cartesianas en ]R"), 

carte­ ii) dZ2 = (dr)2 + 7·2(d<p)2 (coordenadas polares en ]R2), 
~Elallas iii) dZ2 = (d7-)2 + 7·2(dO)2 + r 2sen20(d<p)2 (coordenadas esféricas en ]R3), (*) 
iv) dl2 = (d7·)2 + r2(d<p? + (dz )2 (coordenadas cilíndricas en ]R3). 
2. Métrica, euclidiana. Una métrica riemanniana gij definida en un dominio 
n e ]R11 se llama e1lclidia,na si en n existe un sistema ele coordenadas y = (yl, ... , y 1t ), 
tal que G(y) = (gij(y)) = I (matriz identidad). 
Una métrica euclidiana escrita en un sistema de coordenadas arbitrario z pierde 
su fácil "aspecto euclidiano", y se define mediante una matriz G( z ) en la cual a veces 
es muy difícil "reconocer" una métrica euclidiana si no contamos con invariantes, 
que permitan distinguir métricas lIO equivalentes (es decir que no se transforman 
una en la otra mediante un cambio regular de coordenadas ). 
Con frecuencia, en lugar de la matriz G = (gij) de la métrica riemanniana 
escribiremos el diferencial de la longitud de una curva suave (di) o su cuadrado 
(dl)2 : 
(2.4) 
Las fórmulas (*) son ejemplos elementales de métricas euclidianas. 
3. Métrica:; p:;eudo-riemanniana:;. Supongamos que las funciones gij = gji(Z), 
i, j = 1, ... , n son tales , que la matriz G = (gij) es no singular, pero la forma gij ~i ~ j 
es indefinida. Entonces decimos que las funciones gij definen una métrica pseudo­
riemanniana. COl110 ejell}l)lo COllsÍclerelllOS las lllétrica.s dell0lnilladas pseudo-eucli ­
dianas. 
Definición 0.2.3. La métrica gij = gji(Z) se llama pseudo- euclidiana si existe un 
i 
.. (ox )sistema de coordenadas x = (x 1 , .•. ,X Il ),x t = xt( z ),det ozj .¡. O, tal que 
ox 1 ox 1 DxP oxP O.-r p +1 ox p+1 
gij = oz i o z j + ... + oz i ozj - o z i ozj 
, 	 En estas coordenadas g:j = O si i .¡. j, g;i = 1, si i :S p, g:i -1 , si i 2' p + 1 , lo 
que quiere decir que la matriz G viene ciada por 
1 O O 
O 1 O 
G= por 
o o -1 
Tales coordenadas x se llaman p:;eudo-enclidiana.'l. 
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En el espacio ~1t se puede introducir una métrica pseudo-euclidiana definiendo 
el "producto escalar" entre dos vectores (= (~1, .. .,~"),1¡ = (r¡I, ... ,l¡1t) así: 
< ~,17 >p:= er¡l + ... + e17P - e+ 11¡1)+1 - ... - C1J'\ 
para algún p, 1 :; p :; n. De esta manera las coordenadas cartesianas x de ~n 
se vuelven pseudo-euclidianas y ~n con esta métrica se llama e8pacio p8eudo­
euclidiano y se denota ~;. Un caso muy importante es el caso del espacio de 
Minkowsky ~1, que es el espacio de la teoría especial de la relatividad. !-a métrica 
pseudo-euclidiana de ~f, en coordenadas (x, y, z, w) es: 
dl2 = (dX)2 - (dy)2 - (dz)2 _ (dw)2, 
y la distancia entre dos puntos en ~1 puede ser real, imaginaria o cero. 
Ejemplo 0.2.2. Sean (x, y, z) coordenadas pseudo-euclidianas en ~1. Definamos 
las coordenadas p8eudo-e¿;Jérica8 (p, X, c.p) en IRf así: 
x = pchX 

y = pshX cos c.p 

z = p shxsenc.p, 	-00 < p < 00 , O< X < 00, O :; c.p < 27r. 
Entonces x2 - ¡/ - z2 = p2 > O Y por 
lo tanto las coordenadas esbill definidas en 
y 	 la región donde se cumple la última desi­
gualdad, que es la parte interior del cono 
x2 = y2 + z2 (fig 1). En esta región 
x dl2 = d/ 	- / dX 2 - p2sh2 Xdc.p2. (2.5) 
La métrica (2.5) se llama métrica pseudo
fig.l e8férica. 
§3. Movimientos de la métrica 
1. hometrías. Las transformaciones del dominio n e IR!! que pre::;ervan la 
métrica 	se llaman i8ometría8 (o movimiento8 de la métrica). En otras palabra.", 
e' , i i ( 1 n)' 1 11 .. di"una tranSlornlaCJOn x = x z , ... , z ,t = , ... ,n se al1la movzmzento e a metnca 
dada gij si: 
g;j(ZI, ... , Z1l) = g;j(.?;l( z), ... ,:r 1t (z)) . 
De esta manera un movimiento de la métrica. preserva la forma del producto esca 
lar en la fórmula (2.1). Todos los movimientos de la métrica dada en un n e IRn 
forman un grupo respecto a la composición. 
nniendo 
• de IRH 
JJseudo­
acio de 
11étrica 
naUl0S 
an la 
,bras, 
étrica 
esca 
IR11 
Ejemplo 0.3.1. 
a) Las translaciones de IR11 son isometrías que preservan la métrica euclidiana: 
x ~ x + Xo, 
para un X o fijo. 
b) Las transformaciones orto90no.les de Rll tarnbién son isometl'Ías de la métri­
ca euclidiana.: 
IR lIQ : IR H ~ 
X ~ Qx, 
donde Q es una matriz de n x 11. ortogonal, es decir QTQ = J. 
2. Métrica conforme. 
Definición 0.3.1. Una métrica riemanniana gij definida en un dominio n e IRll 
con coordenadas z se llama conforme si 
donde qij(Z) es la métrica euclidiana en coordenadas Z y /\(z) es una función 
suave en n. 
En otras palabras, la métrica gij es conforme si existen coordenadas x en n, tales 
que 9ij(X) = A(X)(¿~=l(dxi?). 
Ejemplo 0.3.2. Las dilataciones de IRll definidas por 
IRnD : IR n ~ 
x ~ AX, A # O, 
son transformaciones conformes, puesto que 9L(x) = A2 gij(X). Si A # 1 las dilata­
ciones no son isometrÍas de IR11. 
§4. Fórmulas de Frenet. 
1. Curvatura de una curva plana. Sea r(t) = (x(t), y(t)) una curva suave definida 
en el plano euclidiano IR 2 con coordenadas (x, y). Luego 1'(t) = x(t)e1 + y(t)e2 , 
d1' d21' 
donde el, e2 es la base canónica de IR2 . 
I 
Sean v = dt' w = dt 2 ' Si el parámetro t 
es natural, entonces v es ortogonal a w, (pues < v, v >= 1 implica < v', v >= O). 
Definición 0.4.1. La curvatura k de una curva 1'(t) en el tiempo t , donde el 
parámetro t es natural, es el módulo del vector aceleración w, Es decir k := Iwl, El 
9 
10 CAPITULO O 
radio de curvatura es R := ~. Dada una curva 1·(t), dOlHle el parállletro es natural,
k 
se tienen las fórmulas de Frenét: 
dv 
dt = 	tu = kn 
dndi = -kv, 	 ( 4.1) 
donde n = I~I es la normal principal. 
Si el parámetro no es natural, entonces la curvatura de una curva 
r(t) = (x(t), y(t)) está dada por 
k:= liy - :r iil " 
(i 2 + 1¡Z)~ . 
2. 	 Curvas espaciales. Consideremos una curva suave 7·(t) = (x(t), y(t), z(t)). Sean 
. dr .. d2 7' L d 1 () k lIi, ;:]1 1 d [1v = r = -d ' W = l' = -2' a curvatura e a curva l' t es . := -.-:,-, con e , 
t dt 11'12 
denota el producto vectorial. 
§5. Superficies en 1R3 
Veamos cómo se introduce una métrica sobre subconjuntos de ~3. 
1. Superficie y espacio tangente. Sea n un dominio en 1R2. Una transformación 
continuamente diferenciable f : n ~ 1R3 , ta.l que dfw : TwIR2 ~ T f (w)1R 3 es una 
aplicación inyectiva para cada punto w En, se llama superficie (de dimensión 
dos en 1R3 ); aquíTw IR2 denota el espacio tangente en w. El subespacio vectorial 
dfw(TwIR2) e T f (w)1R 3 de dimensión dos se llama espa.óo tangente a la superfiáe f 
en el punto w y se denota Twf. Los elementos de Twf se llaman vector-es tangentes. 
2. M étrica inducida. Sean 5, T dos espacios vectoriales, L : 5 ~ Tuna 
aplicación lineal. Supongamos que (3 es una forma cuadrática en T. Luego en 5 se 
define una forma cuadrática a mediante 
a(x, y) := f3(Lx, Ly), x, y E 5. 
La forma cuadrática O' se llama for-ma inducida, por f3 mediante la aplicación L . Si 
L es inyectiva y (3 es definida positiva, entonces a es definida positiva, 
El producto escalar de ~3 (forma cuae,lrábea) induce una forma cua.drática sobre 
cualquier superficie de ~3. Sean n un dominio en ~2 y f : n ~ ~3 una superficie. 
Sea w E n. El producto escalar en 1R3 ~ Tf (w)1R 3 induce una forma cuadrática sobre 
Twf e Tf(w) 1R3 ~ 1R3 via restricción. Esta forma cuadrática se llama la primera 
forma cuadrática de la superficie (o métrica riemanniana. sobre la. snpcr-ficic) y se 
denota por g, La representación matricial de la primera forma cuadrática respecto 
atural, 
(4.1) 
Sean 
, ación 
s una 
nsión 
torial 
cíe f 
ntes. 
UIla 
S se 
. Si 
obre 
flcie. 
obre 
,era 
y se 
eelo 
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a la base fu I , f u2, donde (u 1, U2) son las coordenadas en n y fu i denota la derivada 
de f respecto a u i , es (gij) := (g(Jlt i , fuj )). En la notación de Gauss 
E := gl1 = g(Ju l , fui), F:= g12 = g(Ju l , fu 2 ), G:= g22 = g(Ju 2 , fu 2 ), 
y la métrica riemanniana se escri be COIUO 
La primera forma cuadrática de la superficie es invariante respecto a las isometrÍas 
del espacio y respecto al cambio regula.r de coordenadas. 
Ejemplo 0.5.1. Un toro T en el espacio euclidiano 1R3 se define como la superficie 
generada por la revolución de una circunferencia alrededor de una recta que está en 
su mismo plano. Supongamos que la circunferencia está dada por las ecuaciones: 
x = bcos c.p + a 

z = bsenc.p, o~ c.p < 271", 1P = O, 

donde c.p y 1P son los parámetros angulares que se indican en la (fig.2). 
z 
x 
y 
y 
fig.2 
Supongamos que el eje de rotación es el eje z. Los parámetros angula.res varían 
en los intervalos O ~ c.p < 271", O ~ 1/J < 271" . La ecuación paramétrica del toro Tes: 
r(c.p,1/;) = (x(c.p, 1/;), y(rp,1/J),z(c.p, 1/;)), donde 
.L(c.p, 1/J) = (a + bcosc.p)cos1/J 
y( c.p, 1/J) = (a + bcos rp) sen1/J 
z ( c.p, 1/J) = b senrp. 
Derivando se obtiene 
dx = - bsen c.p cos 1/J dc.p - (a + b cos c.p) sen 1/J d'ljJ 
dy = - bsen c.p sen 1/J dc.p + (a + b cos c.p) cos 1/J d1jJ 
dz = b cos rp dc.p. 
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Luego reemplazando en dl2 = dx2 + dy2 + dz2 obtenemos 
dl2 = b\dc.p)2 + (a + bcos c.p )2(dl/J)2, 
que es la métrica inducida sobre el toro T. 
3. Segunda forma cuadrática.. Consideremos una superficie dada en forma 
paramétrica por r = r(u, v). Entonces [ru, rvl = I[ru, rvll . m , donde m es el 
vector unitario normal a la superficie y [, 1 denota el producto vectorial. Sea 
r = r(u(t), v(t)) una curva sobre la superficie. Tenemos r = rnu'+ rvv, r = 
(ruu u 2 + 2ruv ti:ü + r vvv2 ) + (ruü + rvv). Como ru 1.. m y rv 1.. m obtenemos 
2< r,m > = < ruu,m > u 2 + 2 < ruv,m > uv+ < rvv,m > v . 
Definición 0.5.1. La expresión 
< r,m > dt2 = bijdxidx j = L(du? + 2Mdudv + N(dv?, (5.1) 
donde 
bu = L =< ruu,m > 
bl2 = M = < r u v, m > 
2b22 = N =< rvv,m >, xl = u,x = V, 
se llama la segunda forma cuadrática de la superficie. 
La curvatura k de una curva suave sobre la superficie está estrechamente rela­
cionada con la primera y segunda formas cuadráticas de la superficie: 
jk cos f) _ bijdxidx 1 
IJ..didX . ,x -- u, X 2 = V , (5.2) g x J 
donde f) es el ángulo entre la normal a la superficie y la normal principal a la curva 
( [DNF], [K)). Si la curva se obtiene al interceptar la superficie con el plano normal, 
o sea el plano ortogonal al plano tangente, entonces cos f) = 1 Y 
jk = bijdxidx (5.3)
gijdxidx j ' 
4. Invariantes de la pareja de formas cuadrática.s. En cada punto de la superficie 
están definidas dos formas cuadráticas sobre los vectores tangentes : 9ij dx i dx j 
y bijdxidx j . Supongamos que las matrices de las formas cuadráticas son G = 
( 911 912), Q = (bb 11 bb
12 ) , G es definida positiva y no singular. Las raíces de 
g21 g22 21 22 
la ecuación det(Q - .xG) = O se llaman los valores propios de la pa.reja. de formas 
cuadráticas. Los valores y los vectores propios de la pareja de formas cuadráticas 
en forma 
~e m es el 
'}rial. Sea 
~'v v, r = 
nos 
(5.1) 
lente rela­
(5.2) 
:t la curva 
o normal, 
(5.3) 
mperficie 
7ijdx i dx j 
son G = 
raJces de 
e formas 
adráticas 
son invariantes respecto a cambios regulares de coordenadas en una vecindad del 
punto. Los valores propios de la pareja 'de formas cuadráticas se llaman cnrvaturas 
principales de la superficie en el punto. El producto de los valores propios se llama 
curvatura gaussiana K(P) = K de la superficie en el punto P , la suma de los 
valores propios se llama curvatura media H(P) = H de la superficie en el punto P: 
además 
K = Jet Q = LN - M 2 (5.4)
9 2det G 
Si K > Ola superficie localmente está a un solo lado del plano tangente en el punto 
P. Si J( < O la superficie está a ambos lados del plano tangente en el punto P. 
5. Curvatura de una superficie de revolución. Sea y = r( x) una curva en el plano 
xy. Consideremos la superficie de revolución S que resulta al girar la generatriz 
r(x) alrededor del eje x. Introduzcamos coordenadas cilíndricas en lR. 3 . Entonces 
la curvatura gaussiana K en el punto P de S es 
(5.5) 
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METRICA DE LA ESFERA 
1. Proyección estereográfica. Anteriormente vimos diferentes tipos de métricas 
riemannianas en el espacio euclidiano ]R2 : dl2 = dx2 + dy2 (en coordenadas carte­
sianas) , dl 2 = dr 2 + r 2d'P 2(en coordenadas polares). Introduzcamos en el plano ]R2 
otra métrica riemanniana con la ayuda de la proyección estereográfica. Para ello 
consideremos la esfera S2 en ]R2 de radio R con el centro en el origen de coordenadas. 
La esfera se define mediante la ecuación 
X2 + y2 + z2 = R2 (1.1 ) 
en coordenadas cartesianas (x,y,z) en]R3 . En coordenadas esféricas (7',e , 'P) la 
ecuación de la esfera es r = R, R > O; e, 'P son arbitrarios. Consideremos el plano 
JR2(x, y) que pasa por el origen. Sean N y S los puntos de la esfera con coordenadas 
(0,0, R) y (0,0, -R) respectivamente. 
~2(X, y) 
\ 
\ 
,
,
, 
N 
p 
• 
-­ ..... -­
S 
fig.3 
, 
/ 
/ 
,
, 
I 
I 
N es el polo norte de la esfera y S es el polo sur. Si P es un punto cualquiera 
sobre la esfera, distinto a N, tracemos una recta que pasa por N y P obteniendo 
un punto Q sobre el plano ]R2(X, y) (fig.3). La correspondencia 
'Po : S2\{N} ---t ]R2 
Pf-'tQ 
define una transformación que se llama la proyección estereográfica de S2 sobre 
JR2. Como se ve de la construcción 'Po está definida para todos los puntos de la 
métricas 
as carte­
plano ]R2 
,Para ello 
rrdenadas. 
(1.1 ) 
"a, c.p) la 
el plano 
'denadas 
",lquiera 
eniendo 
! sobre 
13 de la 
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esfera excepto para el polo norte. Podemos suponer que al polo norte le corres­
ponden los puntos infinitamente lejanos de ]R2, Escribamos la transformación c.po 
analíticamente. Para ello introduzcamos unas coordenadas en el plano y otras so­
bre la esfera. Consideremos las coordenadas esféricas (r,a,c.p) en ]R3 que inducen 
unas coordenadas sobre S2 y sobre ]R2(x, y). En efecto, sobre la esfera S2, donde 
r = const, obtenemos las coordenadas (a, c.p) y sobre el plano ]R2, donde e = COH$t, 
obtenemos las coordenadas polares (7', c.p). Como la transformación 'Po preserva 
la coordenada c.p es suficiente encontrar la relación entre l' y c.p. Consideremos la 
sección plana que se obtiene al intersectar la esfera con el plano qllf' pasa por los 
puntos N, O, P, donde O es el origen y T es el punto medio entre N y P (fig.4). 
N 
Como el ángulo ONT es igual 
a I - ~ obtenemos del triángulo 
rectángulo NOQ que r = OQ = 
R tan (~ - ~) ó r = R cot ( ~). 
Q(I', ip) Luego las fórmulas del cambio de 
_+-_-----,---L-__-+-___----"-'--"-------'--------=:::,-...;~ coordenadas (e, c.p) ----+ (1', c.p) son 
fig.4 
a 
c.p = c.p, r = Rcot 2' 
La matriz de Jacobi de esta transforma.ción es 
~) 
-R Y el jacobiano es J = a . Por lo tanto el cambio es regular en todos los 
2sen2 -
2 
puntos, excepto en el polo norte donde e= O. 
De esta manera en S2 podemos introducir las coordenadas en términos de las 
coordenadas polares del plano euclidia.no. Veamos que forma toma la métrica rie­
manniana de la esfera en estas coordenadas nuevas. Tenemos 
-R 
d1' = ---::-e de, 
2sen2 -
2 
Reemplazando obtenemos 
e 
sen2 2 
2 a 1,2 
cos - = 
2 R2 + r 2 
dl 2 = 4R'1 (d 2 2d 2)(R2+1,2)2 r +r c.p . 
(1.2) 
( 1.3) 
Observamos que la forma de la métrica (1.3) sobre la esfera difiere de la métrica 
euclidiana en el plano (ver Cap . O, §2.1 (*)), escrita en coordenadas polares, sólo 
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por un múltiplo variable ( 2 
4R4 
2)2 ' lo que quiere decir que la métrica (1.3) es 
R +r 
conforme. 
De manera que en el plano euclidiano (relacionado con coordenadas polares) 
pueden ser introducidas dos métricas riemannianas: 
{ 
dr2 + r 2 dc.p 2 
2R2 2 
( R2 +r 2 ) (dr2 + ,.2d<p2) 
( euclidiana), 
(métrica de la esfera). 
(1.4) 
Ambas métricas pueden ser consideradas en el mismo dominio de JR2(X, y) . La 
métrica (1.3) escrita en coordenadas cartesianas es 
dl2 = 4R 
4 
(R2 + X2 + y2')2 (dx 2 + dy2) . (1.5) 
2. M étrica3 no equivalente3. Ahora nos preguntamos si las métricas (1.4) son 
equivalentes, es decir si existe una transformación regular de coordenadas que per­
mita obtener una métrica de la otra. Vamos a presentar por lo menos una justifi­
cación intuitiva de que las métricas no son equivalentes, calculando la longitud de la 
circunferencia X2 + y2 = a2 en el plano JR2(x, y) en estas dos métricas. Busquemos 
la longitud de la circunferencia como función del radio. La longitud euclidiana de 
la circunferencia es bien conocida le = 27fa , donde el radio está calculado en la 
métrica euclidiana, Escribamos el radio a euclidiano en la métrica de la esfera. A 
la circunferencia x2 + y2 = a2 le corresponde una circunferencia de radio p con el 
centro en el polo norte sobre la esfera S2 (fig 5). 
N 
o 
--­ ----/ 
..... ,.. 
fig.5 
En coordenadas (r , c.p ) sobre la esfera tenemos 
j t 2 p= 
ti 
4R4 ((dr)2 (d )2)(R2+r2)2 dt +r2 d~ dt,tE[t¡,t2]. 
iica (1.3) es 
las polares) 
(1.4) 
t2 (x, y) . La 
(1.5) 
LS (1.4) son 
.as que per­
una justifi­
19itud de la 
Busquemos 
clidiana de 
lIado en la 
a esfera. A 
lio p con el 
de¡;
Como e¡; = const, - = o, l'(t¡) = O, 1'(t2) = a, entoncesdt 
1t2 2R2 d1' la R2 a p = - dt = 2 2 d1' = 2R arctan R· tI R2 + 1'2 dt o R + 1'2 
Luego 
a 
p = 2Rarctan R. ( 1.6) 
Obtenemos que p = Re (fig.5) es el radio de la circunferencia con el centro en el polo 
norte, luego la ecuación de esta circunferencia es e = ~ = consto La longitud de la 
circunferencia de radio p sobre la esfera en la métrica de la esfera en coordenadas 
(1', e¡;) es 
4R4 ( (d1' ) 2 2 (de¡;) 2)(R2 + 1'2)2 dt +1' di dt. 
Como e¡;(tJ) = O, e¡;(t2) = 27r, l' = a , tenemos 
o sea 
p (1.7)lp = 27rRsen R. 
Geométricamente la magnitud p es la longitud del meridiano que une el polo norte 
con el punto variable P. También se puede obtener la fórmula (1.7) mediante la 
aplicación de la definición de la longitud de una curva (cap.O, (1.3)) y de la métrica 
de la esfera (1.2) en coordenadas (e, e¡;) . En efecto: 
R2 ( (~~)2+sen2o( ~~)2) di 
¡t 2 d {21r = tI R sene d~ dt = Jo R sene de¡; = 27rR sene, e = ~. 
Observamos que en la fórmula (1.2) O ~ e < 7r, O ~ e¡; < 27r , Y el dominio (e,e¡;) es 
un disco de radio 7r en el plano euclidiano. (fig.6) 
Si e = Í, p = 1r2R Y en este caso la longitud de la circunferencia es maximal 
(ecuador). Si e= 7r, P = 7rR y en este caso la longi tud de la circunferencia es cero 
17 
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(polo sur). (fig. 6) 
S 
fig.6 
De la fórmula (1.7) se sigue que sobre la esfera 
el cociente de la longitud de la circunferencia y su 
S radio siempre es menor que 27r ; 
11" 
l!..lp 27r sen R < 27r, p> O.P...S p R 
Si p es pequeño sen i f'V Ji y 1p = 27rR seni ~ 27rp. 
Comparando estas dos fórmulas: 
i) '~la longitud euclidiana de la circunferencia de radio p es igual a 27rp " Y 
ii) "la longitud esférica de la circunferencia de radio p es igual a 27rRsenJi, " 
observamos que estas dos funciones son muy distintas: en particular, la primera es 
lineal y la segunda es periódica. 
El hecho de que la superficie convexa de la esfera no puede ser transformada, 
con la preservación de las longitudes de curvas sobre ella, en un dominio en el 
plano euclidiano, puede ser imaginado si recordamos el esfuerzo que se necesita 
para aplastar un segmento esférico sobre un plano en comparación con el esfuerzo 
que aplicamos para desdoblar, por ejemplo, un cilindro circular colocándolo sobre 
el plano. 
3. Curvatura de la esfera. La curvatura de cualquier sección normal de la esfera 
(que son los círculos mayores) es constante e igual a * . Como los valores propios 
de la pareja de formas cuadráticas de la superficie coinciden con las curvaturas de 
las secciones normales principales, tenemos que los dos valores propios son iguales 
a *. Luego la curvatura gaussiana de la esfera es igual a ~2 > O , es decir, para 
cada punto P E S2 la superficie S2 está a un sólo lado del plano tangente en P. La 
curvatura media de la esfera es igual a * . 
4. Grupo de movimientos de la métrica de la esfera. Cualquier rotación del 
espacio ~3 alrededor del origen transforma la esfera de radio R en ella misma. Esta 
rotación definida por una matriz ortogonal preserva la métrica riemanniana (1.2) 
sobre la esfera. De esta manera los movimientos de la esfera S2 se definen mediante 
el grupo matricial 0(3) de matrices ortogonales de 3 x 3. Se puede probar [MF] 
que cualquier transformación que preserva la métrica en S2 es una transformación 
lineal ortogonal en IR3 , o sea el grupo de movimientos de la métrica de la esfera (o 
sus isometrías) coincide con el grupo 0(3) . 
5. Métrica de la esfera en forma compleja. Introduzcamos en el plano IR 2 (x, y) 
nuevas coordenadas complejas z = x + iy, -Z = x - iy. Entonces la métrica (1.5) 
se puede escribir 
4 
dl2 = 4R dzd-z 
fera 
I SU 
rr p. 
~ 
~p " y 
sen.!!.. " R' 
era es 
~sfuerzo 
o sobre 
esfera 
propios 
uras de 
iguales 
r , para 
l P. La 
ión del 
:t.. Esta 
a (1.2) 
~diante 
r [MF] 
nación 
fera (o 
2(X, y) 
a (1.5) 
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2 2R 2( 2)2 dl = R'l + Izl2 Idzl· 
Entonces el elemento de longitud de una curva sobre la esfera de radio 1 es 
(1.8) 
La métrica (1.8) define una métrica en el plano complejo C . 
Nota . En algunos artículos se utiliza la métrica 
dl = Idzl 
1 + Izl2 
como la métrica de la esfera. 
6. M étrica del plano extendido C* . Compactificando C obtenemos el plano 
extendido C* = C U {(X)} . Luego se tiene la correspondencia uno a uno entre la 
esfera 52 y C* (al polo norte N le corresponde el "punto" 00 de C*). La métrica 
en C* es la misma métrica de la esfera (1.3), (1.5) o (1.8) . La distancia entre un 
punto z E C y 00 corresponde a la longitud del arco p sobre la esfera que va desde 
el polo norte hasta el punto P que es la imagen del punto z bajo la proyección 
estereográfica y 
Izll'Z'=OO a 
p = 2 arctan Ji = 7r - 2 arctan R' 
Izl=a 
O sea la distancia esférica entre dos puntos en C* es menor o igual a 7r • 
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METRICA DE LOBACHEVSKY 

§1. Pseudoesfera (modelo de Lobachevsky) 
1. Métrica de la pseudoesfera: Consideremos el espacio pseudo- euclidiano IK~ con 
coordenadas pseudo-euclidianas (x, y, z) (ver cap.O, §2.3) y con la métrica pseudo­
euclidiana 
dl2 = dX2 - dy2 - .dz2. (1.1 ) 
Por analogía con 1R3 podemos considerar en IR~ una. "esfera", es decir el conjunto 
de puntos equidistantes del origen, que vamos a llamar pseudoe.'3fera. En este caso 
el radio de la pseudoesfera puede ser real, nulo o imaginario. La ecuación de la 
pseudoesfera en IR? es 
2 2 2 2X -y -z =p. ( 1.2) 
Si p = O la ecuación (1.2) define un cono de segundo orden en 1R3 con el eje x 
como el eje del cono. Este cono divide el espacio en dos regiones: el interior, donde 
p2 = +R2 > O Y el exterior, donde p2 = -R2 < O, R > O. 
~,
I \\ ,
, ' 
/
I /1 / 
\ //1 
11 , / / 
/ ~ 
11 '1', " / / I I
" 11 I 1" , O / / / I 
1 1 \ ,/ I 1 
---1!-r L -+----x p = +R2 I-I-.l-\I-r~ 
, 
, 
11 ,1 / ~ I 1/ / , \ \ x 
/1 I /'P = _R2 < O',I / "1 IIr' / , 'l.J 
/ ,
/ , 
/
/ 
fig.7 
Las pseudoesferas de radio real son los hiperboloides de dos mantos x2 - y2 - z2 = 
R2 • Las pseudoesferas de radio imaginario son los hiperboloides de un manto 
X2 _ y2 _ z2 = _R2 (fig.7). 
En el caso de 1R3 la ecuación de la esfera en coordenadas esféricas es R = consto 
En coordenadas pseudoesféricas (cap O, §2, ej.3) la ecuación de la pseudoesfera 
es p = consto Ahora consideremos el problema de calcular la métrica sobre la 
, 
10 IR~ con 
\pseudo­
(1.1) 
ronjunto 
Iste caso 
tn de la 
I (1.2) 
el eje x 
" donde 
_Z2 = 
manto 
consto 
oesfera 
bre la 
pseudoesfera de radio real inducida por la métrica pseudoeuclidiana (1.1) de IR~ 
La métrica (1.1) en coordenadas pseudoesféricas toma la forma 
(1.3) 
Consideremos sólo la parte derecha de la pseudoesfera (fig. 7) donde p = +R, dp = 
O, por lo tanto la métrica (1.3) sobre la pseudoesfera es 
(1.4) 
De esta manera la métrica (1.4) inducida por la métrica indefinida (1.1) de IR~ sobre 
la pseudoesfera es definida negativa, o sea los vectores tangentes a la pseudoesfera 
tienen el cuadrado de longitud negativo. 
Definición 2.1.1. La métrica (1.4) se llama métrica de Lobachevsky. 
2. Proyección estereográfica de la pseudoesfera. Definamos la geometría sobre la 
pseudoesfera X2 - y2 - z2 = R2 , X > Ode la siguiente manera: los "puntos" son los 
mismos puntos del hiperboloide y las "rectas" son las curvas sobre el hiperboloide 
que se obtienen al cortarlo con los planos ax +by +cz = O , que pasan por el origen 
(fig.8). 
Resulta que la geometría sobre la 
pseudoesfera obtenida así puede ser 
estudiada con los métodos de geo­
metría analítica (sin recurrir al con­
cepto de la métrica pseudo-rieman­
niana), trazando una analogía con 
la geometría sobre la esfera usual.x/ O Para ello es cómodo hacer una trans­/ 
/ 

/ 
 formación análoga a la proyección 
estereográfica de la esfera sobre el 
plano. El centro de la pseudoesferaSr es el origen 0, el polo norte N 
fig.8 es el punto con coordenadas 
I (-R,O,G), el polo sur S es (R,G,O) (fig.9). 
Sea P el punto variable sobre la pseudoesfera x > O. Tracemos una recta 
que pasa por N y P . Esta recta intersecta el plano YOZ en el punto f(P) que 
llamaremos la imagen de P bajo la proyección estereográfica f : Sr ~ IR 2(y, z). 
La imagen del manto derecho del hiperboloide cubre el interior del disco de radio 
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, 	
R : y2 + Z2 = R2. (El manto iz­
, 
, 
y 
¿ 
/.... P 	 quierdo se proyecta en el exterior del 
mismo disco). Está claro que la pro­
yección de todo el hiperboloide sobre 
el plano Y O Z cubre todo el plano ex­
/ 
cepto la circunferencia y2 + z2 = R2. 
x El polo norte se proyecta en el infi­
/ ' nito (como en el caso de la esfera).
/ 
,1 
' 
// ' 	 Encontremos la relación éntre las co­!/ ordenadas de P == (x,y,z) y f(P) = 
/ , (u ¡, U2), donde Ul, U2 son las coorde­/ 
fig.9 nadas cartesianas en el plano Y OZ. 
Proposición 2.1.1. Sean P = (x ,y,z), f(P) = (U¡,U2), donde fes la proyección 
estereográfica de la parte derecha del hiperboloide X2 - y2 - z2 = R 2, X > O. 
Entonces 
x = R1uI2 + R2 2R2u¡ 2R2U 2 
R2 -luI2' y = R2 -luI2' Z = R2 -luI 2 ' 
donde u = (U¡, U2), lul2= ui + u~ . 
Demostración. Consideremos un corte del hiperboloide con un plano que pasa por 
el eje x. Las coordenadas de los puntos marcados en la (fig.lO) son: 
fig.l0 
Análogamente 
Luego 
P=(x,y,z) Q = (x,y,O) 
f(P) = (U¡,U2) y = (O, y, O) 
N = (-R,O,O) T=(u¡,O) 
X = (.1: ,0, O) F = (O, U2) 
Como 6NOT '" 6NXQ se tiene 
QX NX , y R+ x 
o 
TO NO u¡ R 
Z R+.1: 

U2 R 

R +.1: R+x 
Y = U¡ -¡¡- z = u 2 -¡¡­
;
anto iz­
! 
erior del 
e la pro­
-ide sobre 
)lano ex­
,z2=R2. 
n el infi­
, esfera). 
e las co­
o =f(P) 
_coorde­
byoz. 
'OyeCCiÓn 
!,x > O. 
I 
pasa por 
" O) 
, O) 
O) 
2) 
ne 
Como R' = x' - y' _ z' entonces R' = x' _ (u; + un (R; X)' y teniendo en 
cuenta que x - R > Oobtenemos 
X _R-__ +R l' luI 2 + R
2 
x_1uI2R2 ' es (eClr x = R R2 _ Iu 12 
Ry U2 
Ahora x = - - R, z = -y, luego 
UI UI 
Ry 2 U2)2 ()2(-;; - R -y - -;¡;y 
y 
o 
Proposición 2.1.2. La proyección estereográfica f: (x,y,z) I---t (UI,U2) define un 
cambio regular de coordenadas, u~ + u~ < R 2 . 
Demo.3tración. Sean (x, y, z) las coordenadas del punto P que satisfacen R2 = 
x2 - y2 - z2. Luego x = +.JR2 + y2 + z2 es la ecuación del manto derecho del 
hiperboloide. Consideremos f: (y,z) I---t (UI,U2) y su matriz de Jacobi J(J). De la 
proposición 2.1.1 obtenemos 
;';2 ) _ __4_R_3__ O 
OZ - (R2 -luI2)2 X > , 
OU2 
para todos los puntos u = (UI, U2) del disco, puesto que R > O, x > O; luego 
IJ(1)1 = IJ(J-I )1- 1 > O. O 
Ahora nos preguntamos en que se transforman las rectas de la geometría definida 
sobre el hiperboloide mediante la proyección estereográfica. 
Proposición 2.1.3. Las curvas de intersección de s¡ con los planos ax +by +cz = 
O se transforman bajo la proyección estereográfica f en arcos de circunferencias 
ortogonales a la circunferencia y2 + z2 = R2 . 
Demo.3tración. En la ecuación az + by + cz = O reemplazamos x, y, z en términos 
,de Ul, U2 suponiendo que, por ejemplo a .¡. o: 
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Luego, agrupando los términos, obtene­
s 
mos 
R2 a 2 e 2 2 2 2 
(Ul +-bR ) +(U2+-R) = -2 (b +c -a ),
a a 
expreSlOn que define una circunferencia C2 
b· e 
con centro O' = (--R, --R) Y radio r = 
a aC2 R .
-Vb2 + c2 - a2 (fig.ll). Es evidente que las 
a 
dos circunferencias son ortogonales: (05)2 +
fig.ll (0'5)2=(00')2. O 
Conclusión: La geometría inducida sobre la pseudoesfera de radio R en IRr , 
coincide (después de hacer un cambio apropiado de coordenadas) con la geometría 
que resulta en el disco de radio R sobre el plano euclidiano JR2 si tomamos como 
"puntos" de esta geometría los puntos interiores.del disco y como "rectas" los arcos 
de circunferencias ortogonales a la frontera del disco. En esta geometría llamada de 
Lobachevsky ó hiperbólica no se cumple el quinto postulado de Euclides: dada una 
recta 1y un punto P fuera de ella, por el punto P pasan infinitas rectas "paralelas" 
a la recta l, es decir, que no se intersectan con la recta 1 (fig. 12). 
y y 
xx 
fig.12 
El modelo de la geometría de Lobachevsky en el círculo unitario se llama modelo 
de Poincaré de geometría de Lobachevsky. 
3. Métrica de Lobachevsky en el modelo de Poincaré. Calculemos la métrica 
sobre la pseudoesfera en coordenadas (U¡,U2) en el círculo D(O,R) = {(Ul,U2) : 
u¡ + u~ < R2 }. Utilizando las fórmulas de la proyección estereográfica y reem­
plazando las expresiones de x, y y z e~ términos de Ul, U2 en la fórmula -dl2 = 
-(dx2 - dy2 - dz2) obtenemos 
-df = 4R4((du¡)2 + (dU2)2) 2 2 1 12 = U .U 1 + U 2(R2 - lu12)2 ' 
7' = 
!.e las 
en ~r , 
ometría 
t
~s como 
s arcos 
adade 
da una 
ralelas" 
modelo 
nétrica 
1, U2) : 
reem­
-dZ 2 = 
Si la pseudoesfera tiene radio R = 1, entonces 
(1.5) 
Definición 2.1.2. La métrica (1.5) tomada con el signo menos se llama métrica 
de Lobachev3ky en el modelo de Poincaré en coordenadas cartesianas 1l], U2 (o sim­
plemente métrica de Poincaré). En coordenadas polares (r, ~) esta misma métrica 
tiene la forma 
(1.6) 
Observamos que la métrica de Poincaré es riemanniana 	y conforme, puesto que 
4 
difiere de la métrica euclidiana por el múltiplo A(r) = ( 2)2 que es una función1-r 
continua para r < 1. Ahora haciendo el cambio de coordenadas, r = cth~, ~ = <p, 
o sea pasando de coordenadas polares (r, <p) a coordenadas pseudoesféricas (X, <p ) 
obtenemos que la métrica (1.6) se convierte en dl2 = dX2+sh2 x d<p2 que es la misma 
métrica (1.4) tomada con el signo menos y p = 1. 
4- Interpretación geométrica del parámetro X. Consideremos el plano XOZ 
donde la métrica inducida es dl2 = dx2 - dz2. 
La intersección del plano X O Z con 
la pseudoesfera es una hipérbola cuyaz 
representacÍon paramétrica en coordena­
das pseudoesféricas es x = chX, z = shX, 
R = 1, ~ = f, y = O. Escojamos como 
N x 	 parámetro X el valor euclidiano del ángu­
lo POS (fig. 13) .Encontremos la longi­
tud del arco de la hipérbola desde X = O 
hasta X = Xo: 
fig.13 
l XO dx)2 (dz)2 {XO 2	 {XO1= ( dX - dX dX = Jo' y'sh X - Ch2X dX = Jo H dX = ixo. o 
o sea las longitudes pseudoeuclidianas de las curvas sobre la pseudoesfera son ima­
ginarias puras. Así que el parámetro X multiplicado por i coincide con la longitud 
del "meridiano" de la pseudoesfera que une el polo sur S con el punto P y este 
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parámetro angular es análogo al parámetro () sobre la esfera S2 (fig. 14). 

y 
x 
y 
x 
z 
fig.14 

Si R f. 1 entonces la longitud del meridiano SP es iRXo 

5. Métricas no equivalentes. La métrica (1.6) definida en !DJ = {z E e : Izl < 1} 
en el plano euclidiano es una nueva métrica que no es equivalente a las métricas 
euclidiana y esférica en el plano. Para demostrar esta afirmación utilizaremos el 
método aplicado anteriormente: encontremos la longitud de una circunferencia en 
el plano de Lobachevsky (pseudoesfera) y la expresamos como función del radio 
calculado también en la métrica de Lobachevsky. Consideremos la circunferencia 
de radio euclidiano a, a < 1 con centro en el origen; su imagen bajo la inversa de 
la proyección estereográfica es una circunferencia de radio X (fig. 15). 
y 
xx o 
fig.15 
1t2 4 d1' 2 d'P) 2 () 2]x= (1 - 1'2)2 [I ( dt +l' di dt. tI 
7r 
1
Como 'P = 2' 1'(tI) = 0, 1'(t2 ) = a, entonces 
t2 2 d1' 1 + a 
X = 2 - dt = 19 --, a < 1. 
tI 1 - l' dt 1 - a 
,--=­
x 
Izl < l} 
nétricas 
'emos el 
encia en 
el radio 
ferencia 
Tersa de 
Luego a = th~. Ahora la longitud de la circunferencia de radio X es 
2 
4 dr 2 dtp) 2 () 2](1-r2)2 [( dt +r di dt. 
Como r = a, entonces 
b2 2 dtp ¡211" 2a 47ra
1 = ¡ a- dt = dtp = -­2 2 2b¡ 1 - a dt o 1 - a 1 - a . 
Reemplazando a = th~ obtenemos 
1= 27r shX. (1.7) 
Si X es muy pequeño entonces 1 '" 27rX que coincide con la fórmula para la longitud 
de la circunferencia en la métrica euclidiana. Como en el caso de la esfera 52 
hemos expresado la longitud de la circunferencia en la métrica de Lobachevsky en 
términos invariantes (respecto a cambios regulares de coordenadas), es decir en 
términos del radio calculado en la misma métrica. Entonces la fórmula (1. 7) es 
invariante respecto a cambios regulares de coordenadas y por lo tanto la métrica 
de Lobachevsky no es equivalente a ninguna de las métricas anteriores. 
6. Forma compleja de la métrica de Lobachev3ky. Introduzcamos en el plano 
euclidiano nuevas coordenadas (complejas) asi : (x, y) ---t (z, z), z = x+i y, z = 
x - iy. La matriz de Jacobi de esta transformación es J = (~ ~i) y IJI = -2i i=­
0, luego el cambio es regular en todo el plano. La métrica euclidiana en estas 
coordenadas es dl2 = dx2 + dy2 = (dx + idy)( dx - idy) ó 
dl2 = dzdz. (1.8) 
La métrica de Poincaré es 
(1.9) 
Definición 2.1.3. La métrica 
ds = Idzl 1 1 1 (1.10)1 _ Iz12' Z < 
se llama métrica hiperbólica en el círculo unitario 10>. 
Nota. A veces se utiliza la fórmula 
21dzl (1.10a)ds = 1 _ 1Z 12 ' 1z1< 1. 
7. Tabla de la3 métrica3 riemanniana3. A continuación presentaremos una tabla 
comparativa de métricas riemannianas dl2 para la esfera de Riemann 52 y el plano 
de Lobachevsky Si (pseudoesfera) en distintos sistemas de coordenadas. 
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TABLA 1 

coordenadas 
cartesianas (x, y) 
Esfera S2 
4(dx2 + dy2) 
(1+x2+y2)2 
Pseudoesfera Si· 
4(dx2 + dy2) 
(1 - x2 - y2)2 
coordenadas 
cartesianas (x, y) 
en JR2 
polares (r, tp ) 
en JR2 
esféricas (O, tp), 
4(dr,2 + r2dtp2) 
(1+r2)2 , 
O :::; r < 00, 
O:::; tp < 27r 
d02 + sen2Odtp2, 
4(dr2 + r2dtp2) 
(1.- r2)2 , 
O:::; r < 1, 
O:::; tp < 27r 
dX2 + sh2Xdtp2, 
en lÓl 
polares (r,tp) 
en D 
pseudoesféricas 
en S2,R = 1 (X, tp) en Si, R = 1 
O:::; O< 27r O:::; X < 00 
complejas (z, z) 
O:::; tp < 27r 
41dzl2 
(1 + Iz12)2 
O:::; tp < 27r . 
41dzl2 
(1 - IzI2)2' complejas (z, z) 
en JR2(<c) en D 
Izl < 1 
§2 Modelo de Poincaré 
1, "Doble relación", Poincaré propuso un modelo de la geometría de Lobachevsky 
basado en las propiedades de las transformaciones de Mobius, Consideremos en e 
el círculo unitario D , Los puntos de D' son los A-puntos de la geometría y las A­
rectas de la geometría son los arcos de circunferencias ortogonales a la frontera OJD> 
y pertenecientes a D, Los A-movimientos del espacio son las transformaciones de 
Mobius T : D ---t D de la forma T(z) = ei9 z -_a, (que son los automorfismos de 
1 - az 
D), Introduzcamos una métrica en D, Observamos que la "doble relación" entre 
as 
~ ,y) 
o) 
:as 
=1 
z-) 
:hevsky 
)s en e 
. las A­
;era ro 
mes de 
mos de 
" 	entre 
cuatro puntos cualesquiera ZI, Z2 E [)J, 0', f3 E ro, definida por 
Z2 - o' Z) - o' 
(ZI,Z2jO',f3):= f3 -;- f3 (2.1) 
Z2 - Z) ­
es invariante bajo las transformaciones de Mübius T en [)J, es decir 
En la fórmula (2.1) 0', f3 son los puntos extremos del arco que contiene a Z), Z2 Y es 
ortogonal a ro (fig. 16a). 
-1 
{3 
a) 	 b) 
fig.16 
Es evidente que z] ,Z2, z) .¡. Z2 definen una única circunferencia ortogonal a ro. 
Si O',Z),Z2,/3 están sobre la misma A-recta entonces (Z),Z2jO',/3) es real y mayor 
que 1. Para ver esto es suficiente aplicar a la A-recta una transformación de Mübius 
que la convierte en una A-recta que pasa por el origen y el punto (1, O) (fig. 16a). 
Puesto que Z ), Z2, ZI .¡. Z2 definen los puntos o' y f3 de manera única denotemos 
Un cálculo directo muestra que si los A-puntos ZI, Z 2, Z 3 están sobre la misma A­
recta en el orden 0', Z l, Z2, Z3, /3, entonces 
por lo tanto 
Ig{ZI, Z2} + Ig{ z2,z3} = Ig{ ZI, Z3 } 
y la cantidad 19{ Z I , Z2} (que es positiva e invariante respecto alos A- movimientos) 
puede ser tomada como la distancia de Lobachevsky entre dos A-puntos ZI, Z 2 : 
(2.2) 
2. 	 Métrica en el círculo unitario. Calculemos p en D. 
a) Sean Z 1 = 0, Z 2 = r > O, entonces o' = -1,/3 = 1 (fig .16b). Luego por (2.1) 
1 + l' 
{Z),Z2} = (O,rj -1, 1) = - ­1-r 
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y 
1 + l'p(0,7') = 19 - - o 
1 -	 r 
b) 	Sean Z ¡ = O, z = re iO , O < r' < 1. Como una ro.tación respecto al origen es 
un A-movimiento, entonces para todo z E ID> \ {O} 
1 + Izl p(O, z) = 19{O,z } = 19 1 l' 1 - z 
c) 	 Sean Z ¡, Z 2 arbitrarios. Entonces mediante el A- movimient~ z I-t z - ~¡
1 -	 Z ¡ Z 
obtenemos el caso b). Por lo tanto 
1 + I Z2 - IZ J 
PID>( Z ¡, Z2) = 19 . 1 - Z J Z 2 	 (2,3) 
1 _ [ Z 2 -=- Z ¡ [' 
1 - Z ¡ Z 2 
Es 	fácil ver que PID> es una métrica (en el sentido de espacios métricos). 
Ahora si uno de los puntos Z J, Z2 está fijo y el otro tiende a la frontera 8IJ)l 
entonces p(Z¡, Z 2) -+ 00 , por lo tanto los puntos de la frontera son los puntos 
infinitamente lejanos del plano de Lobachevsky en el modelo de Poincaré. 
Sean Z ¡ = Z , Z 2 = Z +dz. Si en la fórmula (2.3) separamos la parte lineal respecto 
a Idzl obtenemos 
Idz 1 } { 1dz I }p(z, z + dz) = 19 { 1+ 11 -lzl2 _ zdzl -lg 1 - 11 -lzj2 - zdzl 
Idzl Idzl2 

= { 11 - Izl2 - zdzl - 211 - Izl2 - zdzl 2 + ... 

Idzl 	 Idzl2 }
+ 11 -lzl2 - zdzl + 211-lz12 - zdzl 2 - ... 
,....-----,--' -'-I_--:-. + o( Idz1),21'-dz	 1zl < 1, Idz1« 1. 
Luego 
ds = 21dzl (2.4)1 - Iz12' 
que coincide con la métrica. hiperbólica. (1.10a). La. métrica. hiperbólica. es invariante 
respecto a las transformaciones de Mübius T : D -+ D. En efecto, sean T( z) 
. z - a ei0 (1 - lal 2 )dz 
elO _ = w, a,b E ID>, T(a) = b. Luego dw = ( _ \') Y1 -	 az 1 - a z 
Idwl (1 - lal2)ldzl Idzl 
l-lwl2 11 - a z 12- 1z - a12 1 - Iz12' 
d origen es 
Z - Z¡ 
1 - z] Z 
(2.3) 
Kmtera ro 
. os puntos 
rrespecto 
} 
(2.4) 
invariante 
n T(z) = 
§3.Modelo de Klein 
1. Métrica en el plano superior. Consideremos una transformación de Mobius 
del plano superior H+ = {w : 1m w > O} en el círculo uni tario ID> : 
1 + iw 
w 1-4 Z = T( w) = -­
1- iw 
Tenemos T(O) = I,T(i) =O,T(I) = i (fig.17). 
I I I 

I I 
 I I 
I I TI I 

I I i 
 I H+ I ~ ID> 
I I I I 
1O 1 
w =u + iv z =x + iy 
fig.17 
De esta manera en ID> se introducen nuevas coordenadas (u, v). Es evidente que 
el cambio de coordenadas es regular. Escribamos la métrica (l.10a) en coordenadas 
(u,v)=w: 
4dwdwll - iwl 4 

11 - iwl 4i2(w - w)2 

o sea 
2 du2+ dv2 dl = , v > O. (3.1) 
v 2 
La métrica (3.1) se llama métrica de Loba.chevsky en el modelo de Klein . El eje 
u representa los puntos infinitamente lejanos de la geometría de Lobachevsky; en 
efecto, calculemos la longitud del segmento del eje v desde 1 hasta O : 
1 [(du)2 (dv)2]v2 di + dt dt. 
¡
Como u = O, v(td = O, V(t2) = 1, tenemos 
1 dv 
l = - = 19 'V I~ = - 19 O ~ (Xl. 
o v 
La métrica (3.1) se puede escribir en la forma compleja: 
dl=~. (3.2)
Imz 
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Las transformaciones de Mobius transforman círculos y rectas en círculos y rectas, 
por lo tanto las A-rectas de ID se transforman en semicircunferencias o semirrectas 
ortogonales al eje u (fig. 18): 
" / 
/ / ( '[)J ~ I ¡f\ '" I H+I \ 
.1 ­ z 
O\ /vA W=t-­, J+z 
, 
"­
..... 
fig.18 
2. Distancia entre dos puntos en el plano superior. Sean PI y P2 dos puntos 
sobre una circunferencia de radio ro con el centro en el origen (fig. 19). 
o 
Luego 
1t2 I(PI ,P2 ) = tI 
v 
fig.19 
(dr) 2 r 2 (d'P) 2 dt + dt 
r2sen2'P 
P1 
P2 
---. 
u 
dt, 
aquí r = ro, 'P(t¡) = 'PI, 'P(t 2 ) = 'P2 Y 
( 
tan 'P2)
'P2 r d 'P 'P2 2 
I(PI, P2 ) = 1 o 'P = 19 tan -21 = 19 'PI' 
", rosen'P 'PI tan ­
TI, 2 
Si PI Y P2 están sobre una recta ortogonal al eje real entonces 
j Y2 d7' 1 (y )I(PI , P2 ) = = --11' Igrl Y2 = 19 ~ . r sen lfl sen - YI YIYI r 2 
IS Y rectas, 
mirredas 
(+ 
DS 	puntos 
Observamos que la métrica (3.1) en H+ es invariante respecto a las translaciones 
paralela.s al eje real. Utilizando métodos de cálculo variacional, se puede probar 
que la curva suave más corta que une dos puntos en el plano superior H+ con la 
métrica dZ2 = 2 1 2 (dr 2 + r2di.p2) es el arco de la circunferencia ortogonal al eje 
r sen i.p 
real ti que une los puntos dados. O sea las "rectas" en H+ realizan la distancia 
mínima entre dos puntos, es decir, son geodésicas. 
§4. Superficie de Beltrami 
1. Construcción. Nosotros ya hemos visto la realización de la geometría de 
Lobachevsky en las superficies planas (el círculo unitario D, semiplano superior 
H+) y en las superficies de 1R3 (hiperboloides de 1 y 2 mantos). Veamos otro 
ejemplo de superficie en 1R3 sobre la cual la métrica euclidiana de' 1R3 induce la 
métrica ele Lobachevsky (hiperbólica). Consideremos en el plano (x, y) una curva 
suave 'Y con las siguientes propiedades: 
1) 'Y está en el primer cuadrante. 
2) 	 La longitud del segmento de la recta tangente a 'Y desde el punto de la 
tangencia hasta su intersección con el eje x es constante e igual a a (fig. 
20a): IAGI = a = IAoOI. 
Aa 
y B 
o 
b)a) 
fig.20 
Encontremos la ecuación diferencial para 'Y. Del triángulo ACX tenemos tan i.p = 
y~, ~ S; i.p < 7r, (mientras la coordenada x crece de Oa 00 , i.p crece de ~ a 7r). Luego 
y~ es negativa, y = y( x) es la gráfica de 'Y. Se tiene tan i.p = .J- seni.p = y~ y
1 - sen2i.p 
y D ' seni.p = -. e aqUl 
a 

, .Ja~ - y2

X 	 = ---'---­
y y Iyl :::; a, 
pues la función x = x(y) es decreciente. Ahora 
()_ ¡y .Ja2 - y2 d _ 1 1 a + Ja2 - y2 J 2 2 xy-- y--g - a-y 
a Y a Y 
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ó 
a. a. + Ja2 - y2 /X(y) = - 19 - Va''' - Y . ( 4.1) 
2 a. - J0.2 - y2 
Hemos obtenido la fórmula explícita de la gráfica :1: = x(y). Consideremos la 
superficie de revolución que se obtiene al girar la curva x(y) alrededor del eje x (fig. 
20b). La superficie obtenida B se llama superficie de Beltrami. 
2. Métrica sobre la superficie de Beltrami. Sean (x,r,~) coordenadas cilíndricas 
en IR3 : x = x, y = r cos~, z = rsen~ . Luego la métrica inducida sobre la superficie 
de revolución, con la generatriz definida por la función x = x(r) , es dl2 = dx2(r) + 
J 0.2 - r 2 . 0.2 _ y2
dr2 + r2d~2, O< r < 0.. Como x~ = - , tenemos dlZ = ~ d1'2 + drZ + 
r r 
r2d~2 Ó 
dl2 = 0.
2 
-dr2 + r 2 du,2 . (4.2)2 • T 
r 
Sea a. = 1. 
Proposición 2.4.1. La métrica riemanniana inducida sobre la superncie de Bel­
trami por la métrica euclidiana de IR3 es la métrica de Lobacbevsky. 
Demostración. Consideremos el siguiente cambio regular de variable : (r , ~) H 
1 1 (u, v), u = ~, v = - Luego du = d~, dv = - 2dr y reemplazando en (4.2) 
r r 
obtenemos 
dl2 = ~dU2 + ~d 2 _ du 2 + dv 2 2 V - ---­v2 v v'" 
que es la métrica (3.1). O 
:J. Tabla de las métricas de Lobachevsky. A continuación presentamos la tabla de 
las métricas de Lobachevsky dl2 en el círculo unitario [J> , en el semiplano superior 
H+, en el plano de Lobachevsky Si y en la superficie de Beltrami B. 
, 

(4.1) 
¡ideremos la 
':el eje x (fig. 
s cilíndri cas 
la superficie 
=dx2(r)+ 
·d1'2 + d1'2 + 
(4.2) 
1cie de Bel­
: (1',<p) ~ 
io en (4.2) 
la tabla de 
1 0 superior 
, 
TABLA 2 
coordenadas ID> H+ Si B 
cartesianas 
(ll,v) 
d1l 2 + dv 2 
(1-1l2 -v2)2' 
1l 2 +v2 <1 
d1l 2 + dv 2 
v2 , 
v>O 
4( d1l 2 + dv 2) 
(1 ­ 112- v2)2 , 
11 
2+ v2 < 1 
d1l 2 + dv 2 
v2 
, 
O < 11 2+ v2 :S 1 
polares 
d1' 2 + 1' 2d<p2 
(1-1'2)2 , 
d7· 2 + 7.2d<p2 
1' 2sen2<p 
, 
4(d1'2 + 1' 2d<p) 
(1 - 1'2)2 , 
(7',<p) 
l' < 1 l' < 1 
pseudoesféricas dX 2 + sh2Xd<p2, 
(X,<p) O:SX<oo 
O :S <p < 211' 
cilindricas 1 2 2 22 d1' + l' d<p , 
l' 
(x,1',<p) O<r:S1 
complejas Idzl
2 
(1 -lzI2)2' 
Idzl2 
(Im z)2' 
41 dz l2 
(1 - IzI2)2' 
41dzl 2 
_(z-z)2' 
(z,z) 
Izl < 1 1mz > O Izl < 1 O < Izl :S 1 
--­
§5 Grupo de movimientos de la métrica de Lobachevsky 
Veamos cuales son las isometrías de la métrica de Lobachevsky en diferentes 
modelos. Estas isometrÍas se encuentran entre las transformaciones de Mobius 
aw + b 
z = d' ad - be = 1. (5.1 ) 
ew+ 
1. Modelo de Klein. Las aplicaciones (5.1) que transforman H+ en H+ deben 
satisfacer la propiedad de que si 1m z = Oentonces 1m w = O . Esto implica que a, 
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b, e, d son reales. Ahora reemplacemos (5.1) en la métrica (3.1) : 
4dwdwdZ2 = 4dzd-z 
-(z --Z)2 
-[w(ad - be) - w(ad - bc)j2 
Para que (5.1) sea un movimiento de la métrica (3.1) 'debe cumplirse ad - be = 1 
Y (id - be = 1 . Esto se tiene puesto que a, b, e, d son reales. Consideremos los 
siguientes grupos: el grupo matricial SL(2, IR) = {A E M2 x 2 : det A = 1} , donde 
M 2X2 denota el conjunto de matrices reales 2 x 2 , Y el grupo de transformaciones 
az + b }L = : ad - be = 1, a, b, e, d E IR, z E e . Sea{ ez + d 
'P : SL(2, IR) ~ L 
a b) az +b 
A = ( e d f-t <pe A) = ez + d 
Luego 'P es un homomorfismo de grupos respecto a la composición, el ker ip = {(~ ~), (~1 ~1)}' Por lo tanto SL(2, IR)/(I, -I) es isomorfo aL [DNF], 
[MFJ. 
2. Modelo de Poincaré. Para que la transformación (5.1) sea un movimiento de 
la métrica (1.10a) se debe cumplir 
dZ2 = 4dzaz 
(1 - Iz12)2 
4dwdW 
[ld1 2 - Ibl 2 + (ed - ab)w + (ab - cd)w + (ic12- laI2)lwI2j2 
Luego 
2 2Idl - Ibl = 1 
ed - ab = O (5.2) 
icl 2 -lal2 = -1, ad - be = 1. 
Consideremos el espacio pseudohermitiano er, donde el cuadrado de longitud de 
un vector ~ = (~J, 6), ~i E e, i = 1,2 se define como 
< ~,~ >1= 1~112 -1612. 
El grupo de transformaciones lineales complejas que preserva la métrica. (1.9) es el 
grupo de matrices unitarias U(l, 1). Denotemos por SU(l, 1) el subgrupo U(l,l) 
de matrices con determinante 1. De 1<ls condiciones (5.2) se sigue que d = a, e = b. 
Luego (~ !) E SU(l, 1). Sea 
az + b 
L 1 = { d ad - be = 1, d = a, e = b, z E e}.ez + 
nd - bc = 1 
tleremos los 
1} , donde 
:ormaciones 
el ker'P = 
L [DNFJ, 
rimiento de 
(5.2) 
mgitud de 
(1.9) es el 
po U(l, 1) 
=a, c = b. 
Consideremos la siguiente transformación 
'Ij;. : SU(l, 1) ~ L 1 
az + b 
A = (: ~) ~ 'Ij;(A) 
cz + d' 
bLa aplicación w = az + ~ con (a d ) E 5 U (1, 1) transforma ID> en ID> y ro en 
cz + , c 
ro. Por lo tanto 'Ij; es un homomorfismo de grupos (respecto a la composición). 
El núcleo ker'lj; = (1, -1) , donde 1 es la matriz identidad, luego LI es isomorfo a 
SU(l, 1)/(1, -1). 
9. Modelo de Lobachevsky. El grupo de movimientos de la métrica indefinida 
dl2 = dx2 - dy2 en IRr consiste de las matrices A de la forma 
A = ± (Ch'lj; ±sh'lj;)
sh'lj; ±ch'lj; , 
donde el parámetro 'Ij; cambia en el intervalo (-00, +00). Este grupo de movimientos 
del plano IRf (llamado grupo de rotacione3 hiperbólica3) tiene cuatro componentes 
conexas que se describen mediante las combinaciones permitidas de los signos en la 
matriz A así: 
Por ejemplo, (~ ~) E G] , puesto que cuando 'Ij; -t -'Ij;, (~ ~) se trans­
forma en (: :) : sh( -'Ij;) = -sh'lj;, ch( -'Ij;) = ch'lj;. Estas componentes son 
disjuntas, o sea G¡ n Gj = 0, i =1= j. De las anteriores componentes G¡ sólamente G1 
es un subgrupo el cual es isomorfo a 50(1,1) = {A E M 2 x2 : AAT = 1, det A = 1}. 
En el caso de IR~ se tiene un resultado análogo: el grupo de movimientos propios 
(con determinante igual al) de la métrica pseudo-euclidiana en 1R1 es isomorfo a 
50(1,2), donde 50(1,2) = {A E M3X3 : AAT = I,detA = 1} e 0(1,2) = {A E 
M 3X3 : AAT = I} en IR] con la métrica (1.1) [DNF], p.64-67,[MF], p.205-209. Los 
resultados anteriores podemos reunirlos en el siguiente teorema cuya demostración 
se puede ver en [DNF],p.1l5-1l7. 
Teorema 2.5.1. El grupo de movimientos (propios) de la métrica de Lobachevsky 
es isomorfo al 
i) grupo 5U(1, 1)/ ± 1 en el modelo de Poincaré; 
ii) grupo 5L(2, IR)/ ± 1 en el modelo de K1ein; 
iii) grupo 50(1,2) (componente conexa) en el ca.so de la pseudoesfera. 
Nota. Para obtener el grupo de movimientos completo en el modelo de Poincare, 
por ejemplo, hay que agregarle al grupo de movimientos propios las transformacio­
nes de la forma z ~ z. En el modelo de Klein se agregan las transformaciones de la 
forma z ~ -z, que transforman H+ en H+ y definen un movimiento de la métrica 
(3.1 ). 
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§6 Curvatura de la métrica 
1. Coordenadas isotéTmica.s. Sean n e ~2 un dominio, f : n -.; ~:¡ una 
superficie, p, q las coordenadas en n . La métrica euclidiana de ~3 induce sobre la 
superficie la métrica 
dZ2 = Ed¡? + 2Fdpdq +Gdq2. 
Si E, F, G son funciones reales analíticas respecto a las coordenadas p, q entonces 
existen unas nuevas coordenadas locales (u, v) tales que la métrica dZ2 en estas 
coordenadas tiene la forma conforme: 
dZ2 = g(u,v)(du2 + dv2). (6.1 ) 
Estas coordenadas (u, v) se llaman isotérmicas conformes [DNF]. 
2. CUTvatura de una superficie con una métrica confoTme g. Consiueremos en 
1R3 una superficie definida en coordenadas conformes u, v con la métrica (6.1). 
Teorema 2.6.1. La curvatura gaussiana de una superficie en ~3 con la métrica 
(6.1) está dada por 
J{ = - 1 -
2g 
6. 19 g, (6.2) 
82 
donde 6. = 8u2 
82 
+ 8v2 
82 
= 4 8zOz es el operador de Laplace. 
Demostración. Supongamos que la superficie está dada en forma paramétrica por 
T = T(U,V). Luego la condición (6.1) significa que 
< Tu, Tu >=< Tv, Tv >= g, < Tu, Tv >= O, 
(ver Cap O, (2.2),(2.4)). Derivando las igualdades anteriores respecto a u y v obte­
nemos 
1 8g
:2 8u =< Tuu , Tu > =< Tuv , Tv > 
1 8g
:2 8v =< Tvv , Tv > =< Tuv , Tu > 
<Tu u , T v > + < Tu, l'u v >= O= < l'u v, T v > + < Tu, T v v > . 
' . d fi 'd 1 1Sean el,e2,n vectores U11ltanos e nI os como el = -Tu, e2 = ¡;:;TV ' 17, Jg vg 
[el, e2], donde [,] denota el producto vectorial. La base ortonormal {el, e2, n} en 
cada punto de la superficie tiene la propiedad de que n es ortogonal a la superficie 
y {el, e2} forman una base ortonormal en el pla.no tangente a. la superficie en cada 
punto. Por definición los coeficientes de la segunda forma cuadrática son 
bll = L =< Tu u, n >, b12 = M =< Tuv,n >, bn = < T vv , n > =N. 
---+ !R.l una 
Ice sobre la 
q entonces 
Il2 en estas 
(6.1) 
erelnos 	en 
(6.1 ). 
la métrica. 
(6 .2) 
létrica por 
t Y v obte­
-rV ! n = 
'g 
! e2, n} en 
superficie 
ie en cada 
>=N. 
De estas fórmulas se sigue que las coordenadas de los vectores r UU ! r UV ! rvv en la 
base {el, e2, n} son 
1 Bg 1 Bg 
r u u = (219 Bu 1 - 219 Bv ' L) 
l' -	 _l_Bg _1_ Bg M (6.3) 
u v - (219 Bv' 2vg Bu ! ) 
1 Bg 1 Bg 
rvv = (- 2vg Bu' 2vg Bv' N) . 
Luego 
De las fórmulas (6.3) y (6.4) obtenemos 
1 f)2g
2' Bu2 	 =< r uuv , rv > + < r uv , rvu > 
B 
= Bv 	< r UUl 1' v > - < 1'uu, rvv > + < r UVl ruv > (6.5) 
1 B g 2 1 Bg Bg2 	 [( ) 2 ( ) 2]=--- - (LN-M )+- - + - .2 Bv2 	 2g Bu Bv 
2 
Por la fórmula (5.4) del capitulo O la curvatura gaussiana J( = LN ~ M • Por lo 
g 
tanto de (6.5) se obtiene 
2 
LN-M __1 [(Bg)2+(Bg)2] __1 6.g (6.6)g2 	 - 2g 3 Bu Bv 2g2 . 
= _ ~ {~6.g _ ~ [( Bg) 2+ (Bg) 2] }. 
2g g g2 Bu Bv 
Por el otro lado 
-~6. 	19 g= -~ [(~ + B2 ) (lg g)] (6.7)2g 2g Bu2 Bv2 
= _~ {!6. g _ ~ [(Bg) 2 + (Bg)2] }.2g g g2 Bu Bv 
Como (6.6) es igual a (6.7) se tiene la fórmula (6 .2). O 
Si la métrica (6.1) está escrita en forma d[2 = g(z, z)dzdz , entonces la curvatura 
gaussiana de la sU}Jerficie es 
B22 
J( = -	 - --(lg g). (6.8) 
g BzOz 
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Definición 2.6.1. Sea n e te un dominio y 9 una métrica en n, entonces la 
curvatura de la métrica 9 en el punto z E n se define como 
K = - 29~Z) 6 19 g(z). (6.9) 
S. Cu,rvaturas de las métrica,,~ hiperbólica, euclidiana y esférica. Usando la 
fórmula (6.8) calculemos las curvaturas de las superficies con las métricas 
4R2 
dl2 = ,,1 2 )2 dzaz, (6.10) 
2 
dl2 = 4R dzaz, (6.11) 
dl 2 = dzdz. (6.12) 
4R2 
a) Sea g(z,z) = (1-l I2 )2' Luegoz 
. 2 8 ( 8 ( 4R2) ) 4 1 1 
K = -9 8z Oz 19 (1-lzI2)2 = -9 (1 _ Zz)2 = - R2 < O. 
o sea una superficie con la métrica (6.10) tiene curvatura constante ne­
gativa, en particular si R = 1, entonces J( = -1. Asi que la curvatura 
de la métrica hiperbólica. (1.10a) es igual a. -1; la curvatura de la métrica 
hiperbólica (1.10) es igual a -4. 
4R2 1 
b) Sea g(z, z) = (1 + IzI2)2' Luego J( = R2 > O. Es decir la curvatura de la 
esfera de Riemann es constante positiva. 
c) Sea g( z, z) = 1. Luego J{ = O, o sea el plano euclidiano tiene curvatura 
cero. 
Ejemplo 2.6.1. . Calculemos la curvatura de la superficie de Beltrami utilizando 
la fórmula (5.5),cap.0 para. la curvatura. de una superficie de revolución. La gene­
ratriz de la superficie de Beltrami es la inversa de x(y) dada por la fórmula (4.1). 
La curvatura de Gauss es 
Iy" 1 (6.4)IKI = y(1 + (y')2)2' 
donde y(x) es la generatriz de la superficie de Beltrami (fig.20b). Como x~ = 
Ja2 - y2 a2 
-'----'--, luego x" = . Ahora y y x son funciones inversas, por lo 
y y2Ja2 -y2
" , 
tanto y" = - (:'P y reemplazando en la fórmula (6.4) obtenemos 
!{ = -x" _ -x" 1 
2 
(X')3 y ( 1+ G) ')' - (X')3yC7x~?)' = - a< O 
entonces la 
(6.9) 
Usando la 
cas 
(6.10) 
(6.11 ) 
(6.12) 
O. 
nstante ne­
'1 curvatura 
~ la métrica 
<atura de la 
~ curvatura 
<utilizando 
lo La gene­
mula (4.1). 
(6.4) 
OIUO x' = y 
sas, por lo 
El signo" - " se debe al hecho de que la gráfica y = y(x) es cóncava hacia arriba 
y localmente la superficie de Beltrami es del tipo de "silla de montar", es decir en 
cada punto p la superficie está por ambos lados del plano tangente TpB, por lo 
tanto /{ < O . 
§7 Constantes de Bloch y de Landau 
Sean n un dominio de ce y f : n ---t ce una función no constante. 
Definición 2.7.1. . El número de Bloch bU) se define como 
bU) = SUP {1' > O: existe nI e n, tal que f: nI ---t B(a,r),fln¡ es biyectiva }. 
fig.21 
En otras palabras bU) es el radio del disco B(a, r) más grande que se puede 
inscribir en f(n) con la propiedad de que existe un nI e n tal que f : nI ---t 
B(a, r) es univalente y sobre. 
Definición 2.7.2. El número de Landau lU) se define como 
lU) = sup{r > O: f(n) :> B(a,r)}. 
Sea 

S' = {f E H (D) : !' (O) = 1}, 

donde H(D) denota el conjunto de funciones holomorfas en D. Luego las conJtanteJ 
de Block f3 y de Landau L para la fanlilia S' se definen así: 
Definición 2.7.3. 
f3 = iuf bU),
fES' 
L = illf IU). (7.1) 
fES' 
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f3 es el radio de la bola más grande B{J contenida en cualquier fe]])), f E S' con 
la propiedad de que para cada f E S' existe un nf e n, tal que f : nf ~ B{J es 
biyectiva. L es el radio de la bola más grande contenida en cualquier f(]])) , f E S.' Es 
evidente que b(J) S; 1(J), f E S' luego f3 S; L. El teorema de Bloch afirma que para 
la familia S' la constante de Bloch f3 > O , inclusive se prueba que f3 > 0.21, [He]. 
E. Landau (1929) probó que f3 > 0.396; Grunsky y Ahlfors (1937) probaron que 
f3 < 0.472. L.A. Ahlfors en [A] probó que para la familia S' se tiene f3 2 V; y 
L 2 ~. Los resultados más precisos hasta el momento son [M6]: 
vÍ3 < f3 < 1 r (t)f (H) < 0.4718 ... 
4 - JI + vÍ3 r (t) 
~ < L < r (t)f (~) < a.5433 ... 
2 - r(i) 
Se puede introducir las constantes de Bloch y de Landau para otras familias de 
funciones. Consideremos las siguientes familias de funciones en el círculo unitario 
10>: 
N = {f E H(IO» : feO) = O, /,(0) = 1}, 
clase de funciones normalizadas. 
s = {f E N : f es univalente}, 
clase de funciones univalentes. 
S* = {f E S : fe]])) es estelar respecto al origen}, 
clase de funciones estelares. 
e = {f E S : l(lO» es convexo }, 
clase de funciones COllvexas . 
Las relaciones entre estos conjuntos son las siguientes: 
e e S* e S e N e S'. 
Se tiene [M6] que 
7r 
Le S; 4' 
1 
Ls = 4' 
- - - --
f E S' con 
~ Bf3 es 
1, f E S.' Es 
,
I
'la que para 
0.21, [He]. 
ubaron que 
/3 > V3 
- 4 Y 
familias de 
110 uni tario 
Veamos, por ejemplo, que Le S; ¡ . Consideremos la función 
h:D~C 
1 1 + z 
Z I---t h(z) = -lg --, Izl < l.2 1 - z 
/ ,- ,- ...... 
l+z TL, ' ' 
, 
- - - ­
, ' , " [ll Ig z1 - z ,/ , ' , ' , ' , ' \ 
,.... ' ~ ~ ¿ , 
' ~ 
, . ' , ' ~O ' , " 1 O', ' 
\ ' , ' , ,', / , ' 
""""" ' ~',,, '/ . 
" , - - -
' 
­
71', 
--1 
2 
71', 
-1 
4 ~z 
2 
fig.22 
Luego h : [) ~ {u+iv : lul < 00, Ivl < ¡}, (fig.22) . Por lo tanto h(D) contiene 
.7T 7T 7T 
, una bola de radIO 4 y l(h) = 4' Como h E e , entonces Le ~ 4 . 
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CAPITULO 111 

METRICA HIPERBOLICA 

En los capitulos anteriores hemos presentado el concepto de la métrica ri~man­
niana desde el punto de vista clásico utilizando el lenguaje de la geometr~a dife­
rencial en IR n . Este lenguaje se vuelve mtl.cho má,') simple y fácil de manejar en 
la descripción de la métrica riemanniana, las geodésicas y la curvatura en el plano 
complejo e, puesto que todos estos conceptos se pueden expresar como funciones 
de una variable compleja. 
§1. Longitud de vectores y curvas en la métrica hiperbólica. 
1. Longitud de vectores en la métrica hiperbólica. Consideremos la métrica hi­
perbólica en el disco unitario [)J ((1.10), cap.II): 
1 
ds = 1 12 Idz l· (1.1 ) 1 - z 
Aqui Idzl denota la longitud euclidiana del vector dz ; ds es la longitud del mismo 
vector en la métrica hiperbólica. Calculemos las longitudes de vectores tangentes 
en diferentes puntos de [)J : Sea dz un vector en el punto z = O. Luego su longitud 
hiperbólica es 
1 
ds = 1 12 Idz l = Idz l·1 - z 
Si z = O- ti, entonces 
1 4 
ds = 1 -10 - t il21dzl = 3'ldz l. 
Si z = 0+ 0.9i, entonces 
1 
ds = 1 '12 Idzl =,-I- ldz l = 5.2G31578Idzl . 1 - 0.9z 0.19 
Concluimos que la longitud de vectores tangentes varia de punto a punto. Para 
obtener la longitud hiperbólica de un vector de longitud euclidiana Idzl hay que 
multiplicar esta longitud Idz l por el valor de una función .\(z) en el punto de la 
· . ~ca 	n~man-
~letr~a dife­
manejar en 
~n el plano 
::> funciones 
,. 
.lca. 
métrica hi­
(1.1 ) 
del mismo 
tangentes 
u longitud 
ItO. Para 
I hay que 
lllto de la 
1 	 1 .
aplicación del vector; en el caso nuestro .\(z ) = I 12 ' De esta manera os vectores 1 - z 
no solo tienen magnitud y dirección sino también posición. Veamos como aparecen 
en la práctica los vectores con posición. 
Ejemplo 3.1.1. Consideremos la métrica hiperbólica en el circulo unitario lO> y dos 
curvas en [)) : 17(t) = t, It(t) = ~ - it, O :s; t :s; ~. Luego la longitud hiperbólica del 
vector tangente a la curva '7 en un punto 1](t) denotado por 1I~(t)II~(t) es 
1 1I~(t)II~(t) = 1 -1 7(t)12 1~(t)I,
'
donde li7( t)1 es la longitud euclidiana del vector tangente. Como ~(t) = 1, entonces 
",j(t)ll h(t) = _1_ , Para la curva f1 tenemos 
'1 1 - t2 
Lo anterior se puede generalizar de la siguiente manera: 
Definición 3.1.1. Sea n un dominio en te. Una métrica en n es el diferencial 
(1.2) 
donde .\n(z) (o simplemente .\(z)) es una función continua, .\( z) ~ O en n, tal que 
.\(z) es de clase C2 en {z En: .\(z) > O} . .\(z) se llama densidad de la métrica . 
.\(z)ldzl. Si z E n y ~ es un vector en e, entonces la longitud de ~ en z se define 
como 
lIell; := .\(z)le¡, 
donde lél denota la longitud euclidiana del vector ~ . 
Oburvacione3. 
1. 	 Usualmente vamos a considerar la.s métricas estrictamente positivas, o sea 
.\(z) >0. 
2. La métrica .\(z )ldzl es una métrica conforme (ver definición 0.3.1, cap O). 
3. 	 Si n es un dominio en e y .\( z ) == 1 para todo z E n, entonces para 
z E e, eE e lIéll; = I~¡' que es la longitud euclidia.na usual. 
4. 	 Para definir una métrica en un dominio n e e es suficiente definir su 
función densidad An. 
Definición 3.1.2. Sean n <;; e un dominio, .\n(z)ldzl una métrica en n y , : 
[a, b] ~ n una curva regular. Entonces la longitud de la curva, en la métrica 
dada es 
(1.3) 
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Ejemplo 3.1.2. Veamos que los puntos de la frontera del circulo unitario son los­
puntos infinitamente lejanos en la métrica hiperbólica. En efecto, sea f. > O Y 
")'(t) = t, O:::; t:::; 1- € una curva en D. Luego 
1 t 
l>.(-y) = 1- Ih(t)II~(t) dt = 1]-~ 1~(t!I, ._ dt 
l l t - 1 1 [2-f.]= -~ dt = - 19 -- -----t oo. t 2o 1 - 2 f. t---40 
Si la métrica definida en un dominio n e te es completa,' entonc~s siempre existe 
una curva de longitud minimal, llamada geodbica que une dos puntos cualesqu' 
del dominio. En general, dado un dominio n e C la distancia entre dos puntos P 
y Q de n en la métrica A(z)ldzl dada se define como 
d>.(P, Q) = inf{ l>.(-y) : ")' E Cf/(P, Q)}, ( 1.4) 
donde Cf/ (P, Q) es la colección de todas las curvas")' continuamente diferenciables a 
trozos,")': [O, 1J -----t n, tales que ")'(0) = P,")'(l) = Q. Claramente d>.(P,Q) satisf: 
los tres axiomas de una métrica en el sentido del análisis clásico. 
2. Métrica en un dominio hiperbólico. 
Definición 3.1.3. Un dominio n en te se llama dominio hiperbólico si te \n COll­
tiene por lo menos dos puntos. 
Por el teorema de Riemann cada dominio hiperbólico simplemente conexo del 
plano complejo te es conformemente equivalente al circulo unitario. Este resul 
sugiere la siguiente pregunta: conociendo la métrica hiperbólica en D , con:o se 
puede introducir una métrica en cualquier dominio hiperbólico simplemente conexo 
del plano complejo te? 
La definición que presentaremos a continuación r~sponde esa pregunta en 
forma más general. 
Definición 3.1.4. Sean nI y n2dos dominios de te y f : n'1-----t n2una fUHl.-IUIl ' 
continuamente diferenciable que puede tener solo' ceros aislados. Supongamos q 
en n2 está definida una métrica Af/2' Definamos la métrica Af/ I en n] como el 
pullback f* (Af/ 2(z)) de la métrica Af/ 2 bajo la transformación f de la ro ' 
manera: 
, IéJf IAf/ I (z) := f* Af/2(Z) = Af/2(J(Z)) OZ . 
N otao Si en la definición anterior n2 = D Y nI es un dominio hiper 
entonces Af/ I se llama métrica hiperbólica en nI. 
¡nitario son los 
• sea E > O Y 
siempre existe 
~ cualesquiera 
dos puntos P 
(1.4) 
ferenciables a 
), Q) satisface 
si <C \n con-
e conexo del 
~ te resultado 
iD> , con:o se 
1ente conexo 
unta en una 
una función 
'ngamos que 
nI como el 
la. s iguiente 
(1.5) 
biperbólico, 
Ejemplo 3.1.3. 
a) La densi<.lad <.le la métrica hiperbólica de 10> es 
1 
A[)(Z) = 11 2 .1- z 
b) 	 Sean fh = 10>, nI un dominio hiperbólico simplemente conexo, f : nI ~ 10> 
una aplicación conforme. Luego 
afl If'( z) 1 
Aíl¡(Z)=A[))(J(Z)) az = 1-lf(z)12· 	 (1.6)l 
e) Sean nI = H+ = {z E <C : Im z > O} Y 
f: H+ ~ 10> 
1 + iz z~f(z)=--1 - iz· 
Tenemos 

2i 2
I1f'(z)l= (1-iz)2 -11-izI2· 
Calculando If'(z)1 obtenemos que la densidad de la métrica hiperbó­
1 _1J(z)12 
lica de H+ es 
1 
AH+(Z) = 21m z 
.9. Isometr!a3. Ahora podemos definir las isometrfas (ver §3, cap.O ) en una 
forma más general de la siguiente manera: 
Definición 3.1.5. Sean nI, n2 dos dominios de <C con métricas Al, A2 respectiva­
mente y f : nI ----4 n2una función biyectiva de clase el. Si 
entonces f se llama i30metr[a entre las parejas (nI, AJ) y (n2, A2). 
Las isometrias preservan las longitudes de curvas y la distancia entre puntos 
([Kr], p. 48-53). 
§2 Propiedades de la densidad de la métrica hiperbólica 
En esta sección presentaremos alguna.s propiedades de la métrica hiperbólica; 
para la demostración necesitaremos el lema de Schwarz, el cual afirma que 3i f e3 
una función holomorfa definida en 10> con If(z)1 ~ 1 para todo z E 10> Y f(O) = O, 
entonce3 para todo z E 10> If( z )1 ~ Iz l ,. .3Í la igualdad 3e tiene en un punto 
z E 10>, z =1= O, entonce3 la igualdad 3e tiene en todo 10> y f( z ) =exp(ia) z, a E IR. 
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Proposición 3.2.1. Sean nI, n dominios hiperbólicos simplemente conexos de 
nI e n, z E nI. Entonces 
"n(z) ~ "nJ z). 
Demostración. Sean f : n ~ ID>, fl : nI ~ ID> funciones conformes, tales q 
J(z) = JI (z) = O. Luego An(Z) = II'(z)j, "ni (z) = If~(z)l· Sea h = f o f~1 : ID> 
ID>, (JI es localmente univalente), h(O) = O. Por el lema de Schwarz Ih'(O)1 ~ 1, p 
todo z E ID>, luego 
Ih'(O)1 = 11'(11- 1(0))(1\-\ )'(0)1 
= 1f'(z)IIU\-I)'(O)1 = !~:~z?!~ 1 
y por lo tanto II'(z)1 ~ If~(z)l. O 
Ahora encontremos cotas superior e inferior para An (z) en términos de la 
tancja euclidiana d(z, an), donde an es la frontera de n. Para ello necesittLlUul 
el teorema de 1/4 de Koebe, el cual afirma que si n es 71,n dominio simplemp"d 
conexo que no contiene 00, y f : ID> ~ n es una aplicación conforme, tal 
f(O) = 0,1'(0) = 1, f(z) #- 00, para todo z E ID>, entonces 
d(O,af(D)) ~ ~. 
Proposición 3.2.2. Sea n un dominio lJiperbólico simplemente conexo, 
contiene a oo. Entonces 
1 1 
4d( z, an) ~ An(Z) ~ d(z, an) 
Demostración. Sea f : n ~ ID> una función analitica, z E n, tal que f(z) = O. 
d(z, an) 
aH 
~O /. fig.23 
Sea 
9 : ID> ~ B(z, d(z, an)) e n 
( f--+ Z + d(z, an) (. 
Consideremos 
h : = f o 9 : ID> ~ ID>, 
entonces 17.(0) = O, (fig,23), h es ana­
litica en D y por el lema de Schwarz 
Ih'(O)1 ~ 1, de donde 
conexos de e, 
nes, tales que 
' 011- 1 :D~ 
{(O)I S; 1, para 
nos ele la dis­
) necesi tamos 
simplemente 
Jrme, tal que 
nexo, que no 
f(z) = O. 
~s al1a­
chwarz 
Ih'(O)1 = II'(g(O))II9'(O)1 S; 1 
II'(z)1 . d(z, an) S; 1 Y 
An(Z) = II'(z)1 S; d(z,l
anr 
Observamos que en la demostración de la desigualdad derecha no hemos utilizado 
el hecho de que 0. es simplemente conexo, es decir la desigualdad An (z) S; d( z ,l )
an 
se cumple en cualquier dominio hiperbólico. 
Para probar la desigualdad izquierda sea 9 : D ---t 0. una función conforme, 
g(O) = z. Definamos 
h:D---tn 
~ 
I---+h( )=g(w)-z 
w w g'(O) " 
cntonces h(O) = O, h'(O) = 1, h es conforme en D. 
1 
Por el teorema de 1/4 de Koebe d(O,ah(lD») ~ ¡. Sea Bz(d(z,an)) e 0, la bola 
de radio d(z, an) con centro en z. La función h es una traslación de 0, seguida por 
una dilatación con coeficiente _(1)' Luego la bola Bz(d(z, an)) e 0, se transforma 
g' O 
-- . d(z,an) 
en la bola no e 0. de radIO Ig'(O)1 con centro en O. Por lo tanto 
d(O ah(lD») = d(z, an) > ~. 
, Ig'(O)1 - 4 
Como 
An(Z) = l(g-1 ),(z)1 = _1_ 
1 _lg-l(z)12 Ig'(O)I' 
(cjemplo 3.1.3 b)), obtenemos 
1 An(z)~4d(z,an)" O 
A continuación veamos algunos ejemplos de densidad de la métrica hiperbólica para 
diferentes dominios. 
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Ejemplos 3.2.1. 
l' 
a) Sea n =ID>" = {w: Iwl < 1'}. Luego AID>r =]'2 -lwI2' En efecto, sea 
f : ID> ~ ID>r 
Z ~ 1'Z = W. 
De la fórmula (1.5) obtenemos 
AID>r (7'Z) 1l'(z )1= -¡-=-I 1 z 1 ' 2 
w 
donde 1'z = W, Z = - y por lo tallto 
l' 
1 l ' 
7,2 - Iw l2 .Andw) = (l-I~I} 
b) Sea n = {w : Iw - al < 7' } , Definamos 
f:ID>~n 
z ~ 7' Z + a = w. 
Cálculos análogos a los del ejemplo anterior dan 
7' 
Af/(W) = 1'2 _ Iw _ al2 
. 1f
e) Sean n = {w = u + lV : lul < 2' v > a} y 
. 
f 8~'f![Jl 
f:ID>~n 
z~ arcsen (i [z ! 1 - ~]) = w, 
'Ir o 'Ir 
-
2 2 (fig.24), Luego 
fig.24 
211 - i sen w 11 cos w I . 
Af/(W) = Im(sen lO) 
~, sea 
]) = w, 
§3 Curvatura de la métrica hiperbólica 
1. Lema de S ..}¿warz-Ahlfor.5. En el capitulo II hemos definido la curvatura de 
Ulla métrica. !J ((6.9), cap.II) dada en forma conforme por dl 2 = g(z, z )ldz I2. Si la 
métrica en un dominio n e e está dada en la forma di = ,x( z ) Idz I (definición 3.1.1, 
(1.2)), cntonce::; la. curvatura de la métrica ,x( z) ldz l en el punto z E f2 es 
F ~ 6lg ,x(z)
li = J\.n( z ,,x) = - V(z) . (3.1 ) 
Como ,x(z) es de clase C2 en n la curvatura está bién definida. 
Una. de las propiedades importantes de ]{ es su invarianza bajo las transforma­
ciones conformes. 
Proposición 3.3.1. Sean n] y n2 dos dominios en te y f : n] ---+ f2 2 una trans­
formacióu conforlJ1e (ell particular, f'( z ) i- O, para todo z E f2J) . Si ,x( z )ldzl es 
uua métrica. cu n2 , entonces 
para todo z E nI. 
Demo.,tración. 
J( ( j*,x) = _ 6 19 [ (,x(f (z)) If' (z)I 1 
nI z, [/\(f(z))j2If'( z)12 
6[lg(,x(f(z))l + 6[lg 1J'(z )ll (3.2)[,x(f( z ))j2 1f'(z) 12 
821 
Tenemos6lglwl = -6lgww = 28 a_(lgww) = O. Luego 6lglf'(z) 1 = O. Ahora2 w w 
82 f 82f 
6Ig(,x o.f) = (6Ig,x)(f)lf'(z)1 2, puesto que f es holomoría y 8x2 = - 8y2' 
Por lo tanto en (3.2) obtenemos 
2F ( j*,x)=_(61g ,x)(f)If'( z) 1
\.n l z , (,x o f)2If'( z) 12 
( 6 19 ,x) (.f) r 
=- (,\of)2 =lin 2 (f( z), ,x) . o 
Nota. El resultado de la proposición anterior se tiene para cualquier f : nI ---+ 
H2 hololllorfa (no necesariamente biyect iva) en los puntos de nI , tales que f' (z) i- O 
y ,x(J(z)) i- O. 
Resulta que 1 lema de Schwarz (ver §2) es una desigualdad en términos de 
la curvatma. Y fue Ahlfors quién primero se dio cuenta de eso. La siguiente 
proposición es la versión ele Ahlfors elel lema. de Schwa.rz: 
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Proposición 3.3.2. Sea A[» la métrica hiperbólica en D. Seall n 1111 dominio de te 
y ~ una métrica en n. Supollgamos que para todo z E n la curvatura 1((z , ~) S; --4. 
Si f : [)J ---+ n es Ulla [u11cióll llOlomona, entollces 
f*~(z) S; AID>( Z), 
para todo z E [)J. 
Demostración. Sea O < r < 1. Consideremos Dr = {z E <C : Izl < 1'} Y la métrica 
>"Dr (ejemplo 3.2.1, a) ). Luego ]((Z,ADr) = -4, z E Dr Y ADr es 'invariante bajo 
transformaciones conformes del circulo Dr. Definamos 
.f*~ 
v=~. 
"'D.r 
Observamos que v es nonegativa y continua en Dr ; .f*~ = ~(J( z)) If'( z)1 es acota.da 
superiormente en Dr ce D, cuando ADr ---+ oo. Luego 11 ---+ O, cuando Izl ---+ 1'. 
Por lo tanto v alcanza su máximo valor M en algún punto a E Dr. Veamos que 
M S; 1, entonces v S; 1 en Dr. Tomando el limite cuando r ---+ 1- en v se obtiene 
el resultado. 
Ahora, si J*~(a) = O, entonces v == O. Podemos suponer que J*~ > O. Luego 
la curvatura J{ (a, .f* ~) está definida en a, (ver la nota después de la proposición 
3.3.1). Por hipótesis J((a,J*~) = J((z,~) = J((J(a),~) S; -4, z = f(a) . Como 
19 v tiene máximo en a, (lg v)xx(a) S; O, (lg v)yy(a) S; O(criterio de máximum 
de una función de dos variables) y 
O ~ 6lg v(a) = 6lg j*~(a) - 6lg ADr(a) 
= -K(a, j*~)[j*~(aH2 + ]((a , ADr )[ADr(a)f 
~ 4[j*~(a)12 - 4[ADr(aW. 
f*~(a) . 
Luego A () S; 1, es decir M S; l. o 
D ar 
El lema de Schwarz se sigue del lema de Schwarz-Ahlfors: Sea n = D, ~ = AJ[). 
Sea f : D ---+ [)J una función holomorfa, tal que f(O) = O. Luego ~ satisface 1M 
hipótesis de la proposición anterior y 
j* ~(Ol S; A[»(O). 
Por lo tanto f*~(0) = ~(J(O)) If'(O)1 S; AID> (O). Pero ~(J(O)) AID>( f( O)) 
1 ( )1 2 = l. Luego 1f'(0)1 S; 1. 
- If O 
El siguiente corolario es evidente: 
dominio de e 
:(z, a) :s; --4. 
y la lllét¡'ica 
rariante bajo 
)1 es acotada 
JO Izl ----) r. 
Veamos que 
v se obtiene 
> O. Luego 
proposición 
f( a). Como 
~ máximum 
:», a = Al!) . 
disface las 
l>(J(O)) 
Corolario 3.3.1. Sean .f : ID> ---+ ID> holomorfa y Al!) la métrica hiperbólica. En­
tonces para cada;; E ID> se tielle 
~. Principio de la métrica, hiperbólica , El lema anterior es tá relacionado con 
el principio de la métrica hiperbólica, que permite estimar la métrica en cualquier 
dominio hiperbólico. Para la formulación del principio de la métrica hiperbólica 
necesitamos al~llllOs resultados de la teorfa de recubrimientos. La información más 
detallada se encuentra en [F], [L]'[M6J. 
Definición 3.3.1. Sean X, Y y Z espacios topológicos y p : Y ----) X una apli­
cación continua. Sea x E X. El conjunto p-I(x) se llama fibrado de p sobre x . 
Si y E ]>-1 (x), decimos que y yace sobre x. Si p : Y ----) X y q : Z ----) X son 
aplicaciones continuas, entonces decimos que la aplicación .f : y ----) Z preserva el 
fibrado :si]> = fJ o f. (Esto significa que y E Y, que yace sobre x se proyecta en el 
punto z <lue también yace sobre x). Un subconjunto A de un espacio topológico se 
llama discreto, si cada punto a E A tiene una vecindad V, tal que V n A = {a}. La 
aplicación]> : Y ---+ X se llama discreta si el fibrado p-I (x) de cada punto x E X 
es uu coujunto discreto. 
Definición 3.3.2. Sean X y Y espacios topológicos. Una aplicación p : Y ----) X 
se llama proyección de recubrimiento (ó recubrimiento de X) si cada x E X tiene 
una vecindad U, tal que la preimagen p-I (U) puede ser representado como 
p-l(U) = UVj , 
jE) 
donde los Vj, j E .J son conjuntos abiertos disjuntos en Y y todas las aplicaciones 
]J : Vj ---+ U 8011 homeomorfismos. En particular, ]J es un homeomorfismo local. Y 
se llama espacio de recubrimiento de X, 
Ejemplo 3.3.1. 
La aplicación exp : C ---+ C* es un recubrimiento de C*. 
C' 
------..:? 
exp z 
V\·G).· b .·.· 
. _ . .•. .-1 . 
':""'37rÍ ... ' .. .. . 
fig .25 
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La aplicación exp mapea cualquier franja horizontal de ancho 27T en e* y exp : 
e ---+ e* es un horneomorfismo local. Sean a, E e* y b E e, tales que exp( b) = 
a. Luego existen vecindades U de a y Va de b, tales que exp : Vo ---+ U es un 
homeomorfis1l10, (por ejemplo, si el diamctro de Va < 27T). Ellt,OllC< ~ S todas las 
vecindades Vj son disjulltas. 
Entre todos los espacios de recubrimiento ele una variedad existe el más "grande 
llamado el espacio de recubrimiento universal. 
Definición 3.3.3. Sean X y Y espacios topológicos conexos y p : Y ---+ X u 
proyección de recubrimiento. Entonces p : Y --+ X se llama reC~, brimiento uní· 
ver3al de X si p satisface la siguiente propiedad universal ·: para cada proyección 
de recubrimiento q : Z --+ X, donde Z es un espacio topológico conexo, y cada 
Yo E Y, Zo E Z con p(Yo) = q( zo') existe exactamente una aplicacción continua 
f : Y --+ Z , que preserva el fibrado, tal q~le f(yo) = Zo. Y se llama el e,qpacio 
recubrimiento univer3al. 
Un espacio topológico conexo X tielle, salvo isomorfismos, a lo sumo un espacio 
de recubrimiento universal. 
Supongamos que X, Y son variedades conexas , Y es simplemente conexo y p : 
Y ---+ X es una proyección de recubrimiento. Entonces p es el recubrimiento uni· 
versal de X. Para una variedad conexa siempre existe un recubrimiento universal 
Cualquier dominio hiperbólico tiene el disco unitario como su espacio de recubri· 
miento universal. 
Principio de la métrica hiperbólica. Supongamos que f es anali'tica en ID y 
f(DJ» en, donde n es un dominio lúperbólico en e Entonces 
>'o(f( z )) 1!,(z)1 ~ >'lD>( z ), para todo z E llJ> (3. 1 
con la igualdad si y solo si f es una proyección de recubrimiento de llJ> sobre n . 
Ejemplo 3.3.2. 
a) Consideremos n = llJ>~ 
miento 
{w : O < Iwl < 7·} Y una proyección de recubri· 
f:llJ>--+n 
[ z + 1]z I-t 7· exp -­z - 1 =w. 
Como n es un dominio hiperbólico obtenemos 
1 
[ 
Z+l] - 2 1 _ _ 1 
>'lDdw) 1" exp Z _ 1 . (z _ 1)2 - 1 _ I Z 12 1 
en C* y exp : 
¡ quP. exp( h) = 
------+ U es un 
llCCK todas las 
más "grande" 
y ------+ X 11n a 
rimiento uni­
fda proyección 
onexo, y cada 
\ ., .CClOn contmua 
l. el e8pacio de 
:no tUl espacio 
~ conexo y ]J : 
>rimiento unÍ­
nto universal. 
io de recubri­
tlftica en j[J) y 
(3,1 ) 
~ sobre n . 
tl de recubri­
de donde 
W 2 
1 +19 -
__---=1~' + 1 
w
1-1g -
l'AII>~ (w) = ---'----'---0---­
( 
_ 1 +19 :L: 2) 
o :;ea 
1 10 
1-lg ­
l' 
2 
Iwl [41g l' - 21g 11Ol 2 J 
12wl 
1 
AIW (w) = ( ) . 
r 21wl 19 1:1 
b) Análogamente, si n = Er = {1o : l' < Iw 1 < oo} y 
¡ : JI) ------+ n 
[ 1 + z]z t---+ r exp -­1 ­ z = w, 
obtenelllos que 
e) Sean n = {w : 1'e­m < Iwl < 1'em } un anillo y 
[ 
4m ]z t---+ r exp -;- arctgz = w, 
2 
¡ es una proyección de recubrimiento con ¡-1(0) = O. Luego 
En particular, si w = r', entonces 
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§4 Estimaciones para la métrica hiperbólica en dominios hiperbólicos 
1. Cota inferior para lo, métrica hiperbólica de D~ = {z : O < Iz - al < R}. Sea 
f2 un dominio hiperbólico en <C. En general no exist.e Hna fórm1lla explicita para la 
densidad An (z) de la métrica hiperbólica en f2 , y sólo es posible estimarla. Ell el 
articulo [M2] D.Minda encuentra estimaciones para la densidad An:. (z) en términos 
de la distancia euclidiana 8n(z) = inf{lz - wl : w ~ f2}. Del ejemplo 3.3.2,parte a) 
tenemos 	que 
1 AD~ (z) = R' 
21z - al (lg Iz _ .al) 
entonces para z tales que O< Iz - al :::; 2'R 80~(z) = Iz - al y por lo tallto 
1 AD~( Z ) = 280 , ( z) lg(R/80~( z ))' r 
donde z está en una vecindad de a. 
Esto muestra que cuando z ---+ a, AD~ (z ) 8o~ (z) ---+ Oy por lo tanto no existe 
una cota inferior positiva para An(Z) 8n(z). 
Lo anterior sugiere que en el caso general de un dominio hiperbólico ~e puede 
buscar una cota inferior de la forma 
1 
An( Z) ~ 28 (z)lg(b/8n (z)),n
donde b es una constante positiva. Tal acotamiento está en forma implicita en el 
método de Ahlfors para determinar una cota inferior para la constante de Landau. 
Ahora sean 
A = A(f2) = sup8n(z) 
zEn 
A = A(f2) = inf An( Z).
zEn 
Consideremos sólo las constantes b ~ A , lo que asegura que la cota inferior en (4.1 ) 
es positiva en f2. Como la parte derecha de (4.1) es una función decreciente de b en 
el intervalo (A, 00) , sea 
b(f2) = inf{ b : b > A, ta.l que, (4.1) se cumple para todo z E f2}. 
Si no existe una cota inferior de la forma (4.1), definamos b(f2) = oo. 
Para la demostración del teorema. 3.4.1 necesitaremos el concepto de la métrica 
ultrahiperbólica, además del lema de Ahlfors, que es una generalización del lema 
de Schwarz. 
'erbólicos 
11 < R}. Sea 
ici ta para la 
nada. En el 
. cn términos 
,3.2,parte a) 
) tanto 
ito no existe 
co se puede 
(4.1) 
plici ta en el 
de Landau. 
rior en (4.1) 
ente de b en 
q. 
e la métrica 
ón del lema 
Definición 3.4.1. Sea n 1lll dominio hiperbólico. Una mét.rica p( z )Idzl ell n sc­
mieolltinua por e.ncillla en H se llama ultrahiperbóhca si para cada punto p E n, 
donde p(z)ldzl 110 se anula, existe una métrica PI,( z) ldzl definida y de clase C 2 
en una vecil1dad U de p, tal que la curvatura ]((q; pp(z )Idzl) s:; -4 para q E U 
y pp(z)lclzl s:; p(z)ldzl en U con igualdad en p. La métrica pl'( z) ldzl se llama 
métrica-soporte. [A] ,[M1], [M2]. 
El lema ele Ahlfors dice que si p( z) ldzl es una métrica ultrahiperbólica en un 
dominio hiperhólico n , entonces p( z) s:; An (z), donde An es la métrica hiperbólica 
en n con la curvatura gaussiana igual a -4 [M6]. 
Teorema 3.4.1. Sea n 1In dominio hiperbólico en te. Entonces 
el / 2 A(n) s:; b(n) s:; e A(H). 
Demostración. Probemos primero la desigualdad izquierda. Podemos suponer que 
1 
b(n) < oo. Luego (4.1) se cumple para b = b(n). Como An(z) s:; 8n(z) (proposición 
3.2.2) para cualquier dominio hiperbólico en e, luego de (4.1) se obtiene 
1 , 
-------< 1 o 
2 19 ( b(n) / 8n (z )) ­
C1 / 2 b'n(z) s:; b(n), lo que implica que e l / 2 A(n) s:; b(n). 
La demol:itracióll de la desigualdad derecha para b(n) la hacemos bajo la supo­
sición de que A = A(n) < oo. Primero consideremos el caso cuando 8n (z) < A , 
para tOllo z E n. Definamos 
p(z)ldzl = Idzl . 
2bn(z) 19 (eA/8n( Z) ) 
Veamos que p(z)ldzl es una métrica ultrahiperbóbica en n. La desigualdad p( z) :::; 
An(Z) se sigue del lema de Ahlfors (proposición 3.3.2). Como 8n (z) es continua, 
entonces p(z)ldzl es una métrica continua positiva en n. Para probar que p( z) ldzl 
es una métrica ultrahiperbólica es suficiente presentar la mét.rica-soporte en caela 
punto Zo E n. Esta métrica-soporte AO( Z )Idz I se define de la manera siguente: Sea 
zo E n. Escojamos a E an, tal que Izo - al = bn(zo). Luego 8n(z) s:; Iz - al < A 
para todo z E Uzo, con la igualdad eq zo . Definamos Ao( z) ldzl como la métrica 
hiperbólica de {z : O< Iz - al < eA} o sea 
AO(Z )Idz I = Idzl . ( 4.2) 
21 z - allg (eA/l z - al) 
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Consideremos la función 
1 
h(t) = 2 t Ig(eAlt)" 
Como h es decreciente en (O, A] Y creciente en [A, eA), la desigualdad 80 (z) ~ 
Iz - al < A para z E Uzo implica AO(Z) ~ pez), z E Uzo con igualdad en Zo . 
Puesto que la curvatura de la métrica hiperbólica (4.2) es -4, Ao(z)ldzl es un 
métrica-soporte para p(z)ldzl en Zo. Luego por el lema de Ahlfors 
1 
AO(Z) ~ ( ) , 
2óo(z) 19 eAI80 (z) 
(es decir se tiene la fórmula (4.1) con b = eA). Luego en el caso de 80 (z) < A se 
cumple que b(n) ::; eA, para todo z E n . . 
En el caso general,supongamos que óo(z) = A; reemplacemos A por An = 
A+~, n E N, de donde b(n) ::; eAn; tomando el limite cuando n ----t 00 obtenemos 
que b(n) ::; eA. O 
2. Estimaciones para A(n). Apliquemos el teorema 3.4.1 para obtener unas 
estimaciones para A(n) en términos de A(n) [M2]. 
Teorema 3.4.2. Sea n un dominio hiperbólico de C. Entonces 
1 
_1, _, ::; A(n) S; A(n)' 
Nota. Observamos que este teorema es una generalización de la proposición 
3.2.2. 
Demostración. La cota superior es inmediata puesto que AO (z) S; 80~ z) , 
cualquier dominio hiperbólico de e con igualdad en z si y solo si n es un disco con 
centro en z [M2]. Luego A(n) S; Atn)' Tambien la igualdad se tiene si n es un 
disco cualquiera. 
Para establecer la cota inferior supongamos que A = A(n) < 00 (si A = 00 no 
hay nada que probar.) Por el teorema 3.4.1 
1 
Ao(Z) ~ ) . 
2óo(z) Ig(eAIÓO(z) 
I 
Como la función h(t) = ( \ alcanza su valor minimo igual a 2~ en el 
2 t 19 eAlt 
/ 
punto t = A en el intervalo (O,eA), tenemos AO(Z) > _1_. Luego A(n) > _1_.
2A - 2A 
it.ldad bn(z ) :::; 
:ualdad en Zo. 
'(z)ldzl es una 
bn(z) < A se 
A por An = 
00 obtenemos 
obtener unas 
proposición 
bn(z) , para 
un disco con 
~ si n es un 
¡A = 00 no 
1 
a - en el2A . 
1 
>- O 
- 2A' 
e 
La constante mejor posible e tal que A(n) ~ A(n) para cualquier dominio 
hiperbólico 12 e e, está relacionada con la constante de Landau L = inf{A(J(lO») : 
1 es allalitica cn 0,1'(0) = 1}. Sea w E n, Atn) :::; A(n) :::; An(W). Sean f : [»---) 
n,1 E H(D),/(O) = n,l(O) = w,I'(O) = 1 Y A(n) < 00, donde H(lO» denota el 
conjunto de funciones holomorfas en D. Por el principio de la métrica hiperbólica 
An(J(Z)) 1f'(z)1 :::; 	 Al!)(Z) = 1 _11z12 
Luego A(~) :::; An(W) = An(J(O)) :::; 1. En consecuencia e :::; A(n) lo que implica 
e :::; L. Del teorcma 3.4.2 se obtiene que L ~ ~ y que 
~ ~ A(n)A(n) :::; 1. 
La cota superior 1 es precisa, la cota inferior t no lo es. Para los dominios hi­
perbólicos convexos el resultado es 
¡ ~ A(n)A(n) ~ 1, 
[M2J y las cotas son precisas, lo que podemos ver en el siguiente ejemplo: 
Ejemplo 3.4.1. 
a) Sea 12 = {w : O < Re w < 2M, M > O}, n es un dominio hiperbólico 
convexo. Entonces A(n) = M. Sea 
f 	: lO> ---) n 
.2M [ .z - 1]z ~ f( z) = -z - 19 -z-- =w. 
7f z+1 
i - e;~ í
··n ···· 
Luego z =. 	 "w ' Y como An(W)
z + e 2M l 
1 
------	obtenemos de (1 -lzI 2 ) If'(z)1 
fig.25 
1rb 7C'b 7r
'( )1 = 1v! ( e-v + 1 + 2e- 2M sen 2:r)

1f z "b' 

7f e- 2M 
7r
2 4 sen 2:r e-~ 
1 - 1 1 "b "b ,z = 7re-M + 1 + 2(sen 2:r )e- 2M 
y w = a + bi, 
1 
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que 
~ ~ ~ 
An(W) = (~(Rew)) ~ 4M = 4A(n)' 
4Msen 2M 
b) Sea n = llJ> un dominio hiperbólico convexo. Luego A(llJ» = 1, A(/[»} = l. 
§5. Algunas propiedades de J" /f' y la métrica hiperbólica. 
Como una aplicación de los resultados del §4 presentaremos unas esti 
f" para el cociente y' donde f es una función analitica univalente, ;n términos de 
densidad de la métrica hiperbólica. 
Sea S = {f E H(/[») : feO) = O, f'(O) = 1, f es univalente}. Es bien sabido que 
f ES, entonces [H] 
I 
z_f"(_z ) _ 21z1 2 1< _4_lz_1 
f'(z) 1 -lzl2 - 1 -lzI2' Izl < l. 
Luego 
I 
f" (z) I 6 f'(z) S 1 _ Izl2 = 6 AIlJl( Z). 
En particular, reemplazando z = Oen (5.1) obtenemos 
If" (O) I::; 4. 1'(0) 
En [OJ se generaliza este resultado para un dominio hiperbólico simplemente cuut::xu 
n: 
Proposición 3.5.1. Sean n e e un dominio hiperbólico simplemente conexo y 
una [unción analftica uIlivalente ell n. Entonces 
If"(z) I::; 8 An(Z),f'( z ) 
la desigualdad es precisa. 
para todo Z E n, 
DemoJtración. Sea z E n. Consideremos una transformación conforme 9 : [)) ----t n 
f"
tal que g(O) = z. Denotemos por el momento T f = y' Luego f o 9 es univalente 
en llJ> y 
Tfog = (Tf o g) g' + Tg. 
Por lo tanto de (5.2), (5.3) obtenemos 
Ig'(O)IITf( z)1 ::; ITfog(O)1 + ITg(O))1 ::; 4 + 4 = 8 
1, A(ID» = 1. 
::> ólica . 
IS estimaciones 
términos de la 
1 sabido que si 
(5.1 ) 
(5.2) 
mente conexo 
t e conexo y f 
! g :D--+ n, 
es uni valente 
(5,3) 
y de (1.6) 
! 
f"(z)! 8 f'(z) ::; Ig'(O)1 = 8 An(z). 
Ahora para ver la. igualdad sea n = e \[0,"":'00) Y 
f:n--+c 
1 
z f-+ -, 
Z 
f al: . . 1 í) f" (z) 2 csan lttcayulllvaenteenH, f'(z) =-;. 
Sea 
g:O --+ n 
9 es conforme, (fig.27) . 
z ­ 1
-i-­
z + 1 
: : ID> , : -' - '--l----.;:.@' ~'" , , , O 
1 - w 1/ 2 
Luego z = . 1/2 ' 1 + w 
(Z_1)2Z f-+ -­ = w, z + 1 
-lZ 
~ 
g 
O 
fig.27 
1 1 
An(W) = (1 -lzI2) Ig'(z)1 - 2(w1/ 2 + w1/ 2 ) Iw 1/ 2 1 
1 
Si w = x E IR+, entonces An (x) = ~ y por lo tanto 
4x 
-1 !f"( X)! 2An (x ) f'( x ) =4 x ~=8, para todo x > O. O 
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Nota. La afirmación hecha en la pl'Oposición 3.5.1 para dominios hiperbóli 
simplemente conexos no se cumple para dominios multiplelllente 
1 1 1[»* = [»\{O} y f(z) = -;. Entonces A[JJ.(Z) = 2 (1) Y 
Izllg ¡;¡ 
J'1( z) I . 1
IT(z):= A[JJ.(Z) f'(z) = - .­I 
IT(z) -001 Izl -t O-t 
IT(z) -t +00 1 Izl -t 11 
(aqui la curvatura de A[JJ. es -1). Pero para dominios multiplemente conexos 
tiene el siguiente resultado: Para una fltTl,ción anal:tica. y univalente f en un do 
nio hiperbólico arbitrario B e <C exi.!Jte una ,constante positiva a ta,l que 
f11 (z) I S; a AB ( z )1 para todo z E BI f'(z) 
si y solo si existe una consta,nte e > O, tal que 
e 
AB(Z) ~ '1 Z E B, [O]'"Ir" 1 
Observamos que la última desigualdad se tiene para dominios simplemente 
nexos con e = ~. 
-------
UNJ \ }: I<.;¡ JA/) i 
lJInLJUl E' ,'i~''''''I,.Jj ' ~ 
_ .L, 6-3-' '- .
- ,r 
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