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Resum
Els grafs són una eina matemàtica que ens permet modelar les relacions entre dades
obtingudes en estructures complexes, com per exemple el cervell, l’expressió dels genomes,
xarxes de sensors, entre d’altres.
En aquest projecte s’investiguen tècniques de processament de senyal en grafs per inferir
la topologia d’aquests a partir de dades observades. En particular es testegen diferents
tècniques d’inferència de la topologia dels grafs usant dades reals. Un dels principals objectius
va consistir en trobar una base de dades idònia per a realitzar l’experiment. Aquesta cerca
ens va portar fins a una base de dades d’EEG’s (Electroencefalogrames) d’un cervell humà.
Com a tasca addicional també s’ha estudiat la utilitat de la topologia dels grafs resultants
per a classificar les dades.
ii
Abstract
Graphs are a mathematical tools that allow us to model relationships between data ob-
tained in complex structures, such as the brain, expression of genomes, sensor networks, and
more.
This project investigates signal processing techniques in graphs to infer the topology of
them from observed data. In particular, different inference techniques of graph topology
are tested using real data. One of the main goals was to find a suitable database for the
experiment. This search led us to a database of EEG’s (Electroencephalograms) in a human
brain. In addition, it has been studied the usefulness of the resulting topology of the graphs
to classify the data.
iii
Resumen
Los grafos son una herramienta matemática que nos permite modelar las relaciones entre
datos obtenidos en estructuras complejas, como por ejemplo el cerebro, la expresión de los
genomas, redes de sensores, entre otros.
En este proyecto se investigan técnicas de procesamiento de señal en grafos para inferir la
topoloǵıa de éstos a partir de datos observados. En particular se testean diferentes técnicas
de inferencia de la topoloǵıa de los grafos usando datos reales. Uno de los principales ob-
jetivos consistió en encontrar una base de datos idónea para realizar el experimento. Esta
búsqueda nos llevó hasta una base de datos de EEG’s (Electroencefalogramas) de un cerebro
humano. Como tarea adicional también se ha estudiado la utilidad de la topoloǵıa de los
grafos resultantes para clasificar los datos.
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1.5 Incidències i modificacions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
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En aquest primer caṕıtol s’especifiquen els objectius del projecte i es detallen les fases
en les quals s’ha dividit l’estudi. Durant la investigació, el plantejament inicial del treball
ha anat evolucionant segons els resultats obtinguts. És per aquest motiu, que el primer
apartat també inclou incidències i modificacions que han anat sorgint durant l’elaboració del
projecte.
1.1 Objectius
En un inici, es van marcar uns objectius concrets que s’han anat modificant i ampliant a
mesura que ha anat avançant la investigació. Els objectius són els següents:
 Estudiar la teoria d’àlgebra de grafs i les seves aplicacions.
 Aprendre tècniques de processament de senyal en grafs per a inferir la topologia d’un
graf a partir de dades observades.
 Programar en Matlab els mètodes per a inferir grafs a partir de dades observades.
 Cercar una base de dades apropiada per a avaluar els mètodes programats amb dades
reals, i investigar una possible aplicació.
1.2 Requeriments i especificacions
Tenint en compte els objectius esmentats anteriorment, el principal requeriment del pro-
jecte és classificar correctament els EEG’s extrets del cervell d’un subjecte mentre mira una
sèrie d’imatges utilitzant el graf inferit. Per inferir la topologia d’aquests grafs s’han d’utilit-
zar els mètodes proposats en el projecte, i l’algorisme de classificació ha de poder classificar
un alt percentatge de dades.
D’altra banda, les especificacions del treball són utilitzar una base de dades real, utilitzar
Matlab com a eina matemàtica i utilitzar els conceptes matemàtics apresos durant el projecte
per implementar l’algorisme final.
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1.3 Mètodes i procediments
Les dades utilitzades en aquest estudi han estat extretes de la base de dades pública
“MindBigData IMAGENET of The Brain” [1], explicada en l’apartat 2.3.1. Aquesta base de
dades conté una sèrie d’EEG’s emmagatzemats en arxius .csv, on hi ha el recull d’informació
extreta des de 5 punts del cervell. Cada arxiu correspon a un registre de 3 segons del subjecte
mirant una imatge concreta. S’ha de tenir en compte que aquesta base de dades no s’ha
elaborat expressament per utilitzar-la en un experiment com el que s’ha dut a terme.
Aquest projecte s’ha realitzat amb Matlab com a eina principal. S’ha utilitzat una gran
quantitat d’informació sobre grafs, aplicacions de grafs i mètodes per inferir la topologia de
grafs. El codi desenvolupat es troba a l’Apèndix (6).
1.4 Pla de treball
El projecte s’ha planificat en diverses fases, especificades a l’apartat 1.4.1. Com que
durant l’investigació el pla de treball s’ha anat modificant, el que es presenta a continuació
es l’última versió.
1.4.1 Paquets de Treball
Els paquets de treball d’aquest projecte són 4:
 Documentació.
 Recerca de la informació i investigació.
 Desenvolupament del projecte.
 Presentació del projecte.
Aquests paquets de treball es detallen al diagrama de Gantt de la secció 1.4.2 on també
es mostren les tasques concretes de cada paquet.
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1.4.2 Diagrama de Gantt
Figura 1.1: Diagrama de Gantt del projecte
1.5 Incidències i modificacions
Com hem esmentat en l’apartat 1.1, un dels objectius es basa en investigar tècniques per
inferir la topologia dels grafs a partir de dades utilitzant diferents mètodes. La principal
qüestió és si això es podria fer a partir de dades reals, i concretament, si es podria fer servir
per classificar aquestes dades.
Un dels reptes importants ha estat trobar una base de dades que permeti obtenir grafs a
partir de les dades. Després d’una fase de cerca, la base de dades escollida va ser ”MindBig-
Data IMAGENET of The Brain”[1]. L’únic inconvenient és que són grafs de només 5 nodes,
cosa que pot influir de manera negativa a l’hora de classificar els senyals.
”MindBigData IMAGENET of The Brain”recull un total de 10.032 imatges i 10.032
arxius. Gestionar aquest volum d’informació ha estat un altre dels reptes, ja que tantes
dades han dificultat la creació de l’algorisme d’inferència del graf. Davant aquesta situació,
es va decidir utilitzar només una part de la base de dades.
Una altra de les dificultats ha estat trobar el mètode idoni per la classificació dels EEG’s.
Això ha portat a diferents modificacions respecte a com inferir la topologia dels grafs obtin-
guts de la base de dades.
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Caṕıtol 2
Inferència de la topologia de grafs a
partir de dades
La part més important d’aquest projecte és l’estudi dels grafs i com inferir la topologia
d’aquests. La inferència d’aquests grafs s’utilitzarà per classificar EEG’s (Electroencefalo-
grames). Aquesta classificació es farà amb les dades obtingudes dels EEG’s del cervell d’una
persona.
Per inferir la topologia dels grafs hi ha diversos mètodes. Concretament es farà referència
a dos d’ells.
També es parlarà sobre la base de dades utilitzada i quin ha estat el procés per a l’expe-
rimentació del projecte.
2.1 Base teòrica dels grafs i les seves aplicacions
En aquesta secció es parla del concepte de graf, i es presenta la teoria d’àlgebra de grafs
utilitzada en el projecte. La informació sobre tots aquests conceptes ha estat obtinguda
de la teoria del seminari de l’ETSETB Graph Signal Processing [2]. La part teòrica va
acompanyada d’exemples.
2.1.1 Definició de graf i matrius associades
Un graf està definit per G = {V, E}. V és el conjunt nodes indexat amb i = {1, · · · , N}.
E ⊆ V×V és un conjunt ordenat de parells de nodes de V anomenats arestes que representa
una connexió entre dos nodes.
Per poder veure de manera gràfica que és un graf, la figura 2.1 ens mostra un graf de 5
nodes {1,2,3,4,5} i 6 arestes que connecten els nodes entre ells.
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Figura 2.1: Representació graf de 5 nodes i 6 arestes
Una aresta (i, j) entre els nodes i i j es refereix a la informació que va des del node j al
node i. Si s’assigna una direcció a les arestes, les relacions passen a ser asimètriques. Aquest
tipus de graf s’anomena graf dirigit o digraf. Si no s’assignen direccions a les arestes, llavors
(i, j) ∈ E ⇔ (j, i) ∈ E per totes les i, j ∈ V i el graf s’anomena graf no dirigit. En la següent
figura es mostra un exemple de cada tipus de graf.
(a) (b)
Figura 2.2: Tipus de grafs: (a) Graf dirigit i (b) Graf no dirigit
El conjunt de vëıns del node i es defineix com a:
Ni := {j ∈ V : (i, j) ∈ E}
El grau d’un node és el nombre d’arestes entrant en aquell node, donat per deg(i) = |Ni|.
En els grafs dirigits es pot diferenciar entre grau d’entrada i de sortida dels nodes. També és
important el concepte del pes associat a cada aresta, com podem observar en la figura 2.3.
Aquests pesos s’associen segons un mapa W : V × V → R+ tal que:
W (i, j) =
{
≥ 0 if (i, j) ∈ E
0 altres
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Figura 2.3: Graf amb pesos




W (i, j) if (i, j) ∈ E
0 altres
La matriu d’adjacència del graf no dirigit vist anteriorment en la figura 2.3 seria la següent:
A =

0 2 0 0 0.5
2 0 2 0 0
0 2 0 3 1
0 0 3 0 3
0.5 0 1 3 0

La matriu de graus D d’un graf G = {V, E ,W} amb N nodes està definida com:
D = diag(A · 1)
on 1 és un vector d’uns, i diag(v) és una matriu diagonal on les components de la diagonal




2.5 0 0 0 0
0 4 0 0 0
0 0 6 0 0
0 0 0 6 0




Donat un graf no dirigit G = {V, E ,W} amb N nodes, la Laplaciana L ∈ RN×N es defineix
com:
L = D −A
D = diag(A · 1), i A es la matriu d’adjacència.
Les entrades de la Laplaciana són iguals a:
lij =
{
dii if i = j
−aij if i 6= j
Utilitzant el graf de la figura 2.4 i els seus pesos, calcularem la seva laplaciana.
Figura 2.4: Graf pel càlcul de la laplaciana
A =

0 2 0 0 0.5
2 0 2 0 0
0 2 0 3 1
0 0 3 0 3
0.5 0 1 3 0

D = diag(A · 1) =

2.5 0 0 0 0
0 4 0 0 0
0 0 6 0 0
0 0 0 6 0
0 0 0 0 4.5

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L = D −A =

2.5 −2 0 0 −0.5
−2 4 −2 0 0
0 −2 6 −3 −1
0 0 −3 6 −3
−0.5 0 −1 −3 4.5







aij · (xi − xj)2 =
∑
(i,j)∈E
aij · (xi − xj)2; ∀x ∈ RN×1
Per tant, els seus autovalors {λi}Ni=1 són reals i no negatius.
S’ha de tenir en compte que L té sempre un autovalor igual a 0 amb autovector 1.
El teorema de Geršgorin estableix que els autovalors de qualsevol matriu L es troben en la
unió dels N discs de Geršgorin.
N⋃
i=1





|lij |. Per tant, 0 = λ1 ≤ λ2 ≤ . . . ≤ λN ≤ 2dmax.
Els autovalors de la matriu Laplaciana seran utilitzats posteriorment per classificar els arxius,
explicat en el punt 2.3.2.
2.1.3 Matriu Laplaciana normalitzada
Donat un graf no dirigit G = {V, E ,W} amb N nodes, la Laplaciana Normalitzada










On A és la matriu d’ajacència, D = diag(A · 1), I és la matriu identitat i L és la matriu de
la Laplaciana.
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Cada entrada d’aquesta matriu està definida com:
lsnij =

1 if i = j
−aij√
diidjj
if (i, j) ∈ E
0 altres
,











Els autovalors de la matriu Laplaciana normalitzada seran utilitzats posteriorment per clas-
sificar els arxius, explicat en el punt 2.3.2.
2.2 Mètodes per inferir la topologia del graf
Partint de la base que tenim un conjunt de vectors d’observació X := {xp}Pp=1 indepen-
dents, s’analitzen dos mètodes per poder inferir la topologia del graf: mètode de correlació
de Pearson i mètode de selecció de covariància. Inferir la topologia d’un graf fa referència
al problema fonamental de com utilitzar observacions de dades per aprendre l’estructura
gràfica adjacent.
2.2.1 Mètode de correlació de Pearson
Una mesura lineal àmpliament adoptada entre les variables nodals xi i xj és el coeficient










and µ := E [x].
Tenint en compte el conjunt de vectors d’observació independents X , es construeix la









Aquesta matriu de covariància emṕırica serà la matriu d’adjacència del graf de la figura
2.5. Com es pot observar els pesos del graf seran covariàncies.
9
Figura 2.5: Graf obtingut a partir de la matriu de covariància emṕırica
D’aquesta manera, utilitzant les covariàncies obtingudes i l’equació (2.1) del coeficient de
pearson, s’obté la matriu de correlació de Pearson. Aquesta matriu es la matriu d’adjacència
del graf de correlació de Pearson (figura 2.6). Els llindars solen aplicar-se de manera que els
talls s’assignen als valors més importants corresponents de |ρij |.
Figura 2.6: Graf correlació de Pearson
2.2.2 Mètode de selecció de covariància
Considerem que x és un vector aleatori Gaussià x ∼ N (µ,Σ).
Aleshores, ρij |V|ij = 0 equival a xi i xj sent condicionalment independents, i. e.
xi ⊥ xj |x−ij
El Gaussian Markov Random Field (GMRF) és un vector aleatori Gaussià x ∼ N (µ,Σ)
amb propietats de Markov
xi ⊥ xj |x−ij
xi i xj son condicionalment independents.
Els GMRFs poden definir-se en termes de matriu de presició, com Θ := Σ−1.
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On es pot demostrar que:
xi ⊥ xj |x−ij ⇐⇒ θij = 0
Sota aquest model, l’estimació de la màxima versemblança (ML) de la matriu de precisió
es troba de la següent manera:
S’ha eliminat la mitjana de les dades de manera que podem suposar que µ = 0 i que les
dades observades són independents.





































































ln |Θ| − 1
2
Tr(ΘXXT )}







p = P Σ̂ (2.6)











{ln |Θ| − Tr(ΘΣ̂)}
Per calcular l’argument màxim fem la derivada en funció del que es vol estimar, i s’iguala a
0. D’aquesta manera es calcula l’estimador ML final.
d
dΘ
{ln |Θ| − Tr(ΘΣ̂)} = 0 (2.7)






ln |Θ| = Θ−T
Amb aquestes igualtats podem äıllar l’estimador de la fórmula anterior (2.7):
Θ−T − Σ̂T = 0
Θ−T = Σ̂T




2.3 Aplicació de la topologia de grafs a la classificació de se-
nyals
Per tal d’avaluar els mètodes descrits anteriorment, s’agafa una base de dades, i utilitzant
Matlab, es classifiquen els EEG’s del cervell segons la imatge que està veient el subjecte. A
continuació s’explica quina és la base de dades utilitzada i com s’ha fet l’experimentació.
2.3.1 Base de dades
La base de dades utilitzada per fer aquest projecte es ”MindBigData IMAGENET of
The Brain”[1]. Aquesta base de dades conté 10.032 senyals cerebrals de 3 segons cadascu-
na, capturades amb l’est́ımul de veure una imatge aleatòria del conjunt de dades Ïmagenet
ILSVRC2013”.
Disposem de 10.032 arxius *.csv que contenen els senyals cerebrals des de diferents punts
del cervell, quan el subjecte veu una imatge. Cada arxiu correspon a l’enregistrament d’una
sola imatge. Els punts del cervell des d’on en capturen els diferents senyals són: ”AF3,
”AF4”, ”T7”, ”T8”, ”Pz”.
Figura 2.7: Distribució punts del cervell [1]
Les dades estan en forma de taules de valors. Hi ha tantes columnes com senyals capturats
durant 3 segons, i tantes files com punts en el cervell. A la taula 2.1 s’observa part d’un dels
arxius *.csv que hi ha a la base de dades. Concretament de l’arxiu MindBigData-Imagenet-
Insight-n01496331-15294-1-1968.csv.
Taula 2.1: Part de l’arxiu MindBigData-Imagenet-Insight-n01496331-15294-1-1968.csv
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La base de dades està organitzada en diferents grups, i per cada grup hi ha vàries imatges.
El grup depèn de la imatge que veu el subjecte. A la taula 2.2 tenim un exemple de com
s’organitza:
Taula 2.2: Classificació de les imatges per grups
D’aquests grups, se n’han tret 4 grups generals:
 Animals Marins - 109 imatges
 Serps - 282 imatges
 Gossos - 252 imatges
 Piano - 56 imatges
Aquests 698 arxius seran els utilitzats per creat l’algorisme de classificació. La classificació
es farà només en 4 grups, ja que era molt complicat classificar 10.032 imatges.
2.3.2 Classificació a partir de la matriu Laplaciana del graf inferit
L’experimentació s’ha fet amb la base de dades explicada anteriorment. Com ja s’ha
comentat, s’han agafat 4 grups per fer aquest experiment. De cada un dels grups, s’ha
calculat la mitjana de cadascun dels 5 autovalors de les Laplacianes (λ(grup)). També s’han
calculat els autovalors de les Laplacianes (λ) de l’EEG que es vol classificar.
A l’hora de classificar un EEG segons el grup s’utilitza la fórmula (2.8) que és l’error
quadràtic dels autovalors respecte de la mitjana dels autovalors del grup. On λi és l’autovalor
en la posició i del EEG que volem classificar, i λi(grup) és l’autovalor en la posició i del vector
d’autovalors del grup. D’aqúı treure’m 4 valors, un per cada grup.
∑
(λi − λi(grup))2 (2.8)
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D’aquests 4 valors trobats, el que sigui més petit, serà el que marcarà quin és el grup al
qual pertany l’EEG en qüestió. Aquest és un dels mètodes pensats per a poder classificar.
Per fer aquest experiment s’ha utilitzat el Matlab com a eina principal. El codi calcula
totes les dades necessàries per calcular els grafs, les Laplacianes i els autovalors de totes
les imatges. Els arxius que agafa el codi són els de la base de dades, més alguns creats
expressament amb la classificació de les llistes per grups. Els codis de l’experimentació el




En aquest apartat es mostren els resultats obtinguts de la fase d’experimentació del pro-
jecte. Per mostrar-los d’una forma clara, es presentarà el resultat de passar pel codi Matlab
(6) un dels arxius de la base de dades, en forma de matrius/vectors i resultats numèrics.
Es mostraran els resultats només d’un arxiu, i després es mostrarà l’estudi dels resultats
en general. És important veure en el cas d’un exemple quins són els paràmetres que es van
obtenint.
De cadascun dels arxius de la base de dades, s’utilitzen les dades de cada columna com a
vectors d’observació. Els 5 punts del cervell seran els 5 nodes del graf.
Cada vector d’observació xp, és la informació en un instant de temps, de l’EEG en 5 punts
diferents d’un cervell humà, i el conjunt X , fa referència al conjunt de vectors xp en certs
instants de temps durant 3 segons. Aquest vector d’observació és el que s’utilitzarà per fer
tots els càlculs explicats anteriorment (2.2).
3.1 Resultats per un sol arxiu
L’arxiu que s’utilitza per a la mostra de resultats és el MindBigData− Imagenet−
Insight − n02084071 − 12317 − 1 − 954.csv. Aquest arxiu forma part del grup de
”Gossos”anomenat anteriorment al punt 2.3.1.
Un cop es té clar quin arxiu s’utilitza i quina és la informació que utilitzem d’aquest,
passem l’arxiu pel codi Matlab que s’ha creat per a l’experimentació. Els resultats obtinguts
són els següents:
16
Taula 3.1: Taula amb les matrius resultants
Matrius d’adjacència amb els dos mètodes estudiats
Matriu d’adjacència
mètode de correlació de Pearson
Matriu d’adjacència
mètode de selecció de covariància
0 0.8663 0.4122 0.6207 0.3433 0 0.0058 0.00018 0.00017 0.0013
0.8663 0 0.5015 0.7556 0.5059 0.0058 0 0.0008 0.0035 0.0015
0.4122 0.5015 0 0.3355 0.1261 0.00018 0.0008 0 0 0.0003
0.6207 0.7556 0.3355 0 0.6953 0.00017 0.0035 0 0 0.0043
0.3433 0.5059 0.1261 0.6953 0 0.0013 0.0015 0.0003 0.0043 0
Matrius Laplacianes amb el mètode de selecció de covariància
Matriu Laplaciana Matriu Laplaciana Normalitzada
0.0074 -0.0058 -0.0002 -0.0002 -0.0013 1 -0.6204 -0.0535 -0.0222 -0.1737
-0.0058 0.0117 -0.0008 -0.0035 -0.0015 -0.6204 1 -0.2128 -0.3609 -0.1634
-0.0002 -0.0008 0.0015 0 -0.0003 -0.0535 -0.2128 1 -0.0171 -0.1122
-0.0002 -0.0035 0 0.0080 -0.0043 -0.0222 -0.3609 -0.0171 1 -0.5531
-0.0013 -0.0015 -0.0003 -0.0043 0.0075 -0.1737 -0.1634 -0.1122 -0.5531 1
Com s’observa en les taules, només es calcula la matriu Laplaciana i Laplaciana norma-
litzada dels valors obtinguts amb el mètode de selecció de covariància. Això és perquè en
el cas del mètode de correlació de Pearson els resultats de les Laplacianes no ajudaven a
discriminar els senyals. Per tant la matriu de covariància emṕırica només es fa servir pel
métode de selecció de covariància.
3.2 Utilizació dels autovalors de les Laplacianes per la classi-
ficació
Volem fer servir aquestes topologies per classificar, i com es pot observar en l’apartat
anterior, els grafs no discriminen entre senyals. És per això que es decideix utilitzar els
autovalors de les Laplacianes.
Taula 3.2: Recull dels autovalors obtinguts com a resultats del experiment (Arxiu)
Autovalors de l’arxiu que volem classificar
Laplaciana 0 0.0018 0.0060 0.0114 0.0167
Laplaciana Normalitzada 0 0.7502 1.0300 1.4202 1.7993
També es necessiten les mitjanes de cada autovalor de la Laplaciana i la Laplaciana
normalitzada de cada grup. Això es necessita per calcular l’error quadràtic.
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Taula 3.3: Recull dels autovalors obtinguts com a resultats del experiment (Grups)
Mitjana de cada autovalor de la Laplaciana
Animals Marins 0 0.0029 0.0047 0.0073 0.0111
Serps 0 0.0028 0.0049 0.0074 0.0117
Gossos 0 0.0026 0.0046 0.0071 0.0112
Piano 0 0.0030 0.00491 0.0076 0.0121
Mitjana de cada autovalor de la Laplaciana normalitzada
Animals Marins 0 0.8412 1.1235 1.3812 1.6539
Serps 0 0.8361 1.1134 1.3905 1.6598
Gossos 0 0.8336 1.1209 1.3854 1.6599
Piano 0 0.8682 1.1066 1.3928 1.6323
En aquest punt es calcula l’error quadràtic (EQ) (2.8) de cadascun dels grups i es col·loca
en un vector que té la següent estructura:
EQGrups =
[
EQAnimalsMarins EQSerps EQGossos EQPiano
]
(3.1)
Els resultats obtinguts de l’error quadràtic de la Laplaciana per cada grup són:
EQLap =
[
0 4.3226e− 05 5.2087e− 05 3.8297e− 05
]
(3.2)
Error quadràtic de la Laplaciana normalitzada per cada grup:
EQLapNorm =
[
0.0396 0.0346 0.0358 0.0484
]
(3.3)
Observem que dels valors dels vectors EQLap (3.2) i EQLapNorm (3.3) hi ha un valor
que és el més petit. Aquest valor més petit serà l’error quadràtic del grup que l’algorisme
classifica com a correcte (3.1). És a dir:
 Segons la Laplaciana - grup 4 (Piano)
 Segons la Laplaciana normalitzada - grup 2 (Serps)
Com s’observa, en aquest cas el classificador no funciona correctament.
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3.3 Resultats generals
Per poder tenir una visió global dels resultats de la resta d’arxius, utilitzem les matrius
de confusió [4]. La matriu de confusió funciona de la següent manera: cada columna de la
matriu representa el nombre de prediccions de cada classe, mentre que cada fila representa
les instàncies en la classe real. Per tant el nombre d’arxius que classifica correctament són
els que es troben a la diagonal. Els resultats de la matriu de confusió de l’experimentació
són:





9 1 54 45 19 25 18 47
22 7 148 105 34 77 52 119
18 5 136 93 47 54 50 100
7 1 24 24 5 12 5 34
Aqúı s’observa que classifica molts arxius malament. Si es parla de percentatge d’encerts,
s’obté que en el cas de la Laplaciana hi ha un 25.2149 % d’encerts, i en el cas de la Laplaciana




En aquest caṕıtol es calcula el pressupost total d’aquest projecte. Com que es tracta d’un
projecte on hi ha una part de programari que consisteix en la implementació d’un algorisme
de classificació d’imatges, les principals fonts de despeses són dues: llicències de programari
i salaris. La resta del projecte consisteix en un estudi teòric, per tant entrarà dins els salaris.
4.1 Llicència
El programa utilitzat per desenvolupar l’algorisme de classificació d’imatges és MATLAB.
Una llicència MATLAB individual té un cost de 800 euros/any, o 2000 euros indefinidament.
Com que només es necessita una llicència per a aquest projecte, el cost total de les llicències
és de 800 euros, ja que amb un any n’hi ha suficient.
4.2 Salaris
La segona font principal de despeses és el salari del desenvolupador d’algorismes. El
desenvolupador d’aquest algorisme té un perfil d’enginyer de programari més jove. El salari
t́ıpic per a un enginyer de programari menor és de 15 euros/h, i tenint en compte que el
projecte es va iniciar el 26 de setembre de 2019 i va acabar el 26 de gener de 2020 i una
dedicació setmanal de 20 hores, el cost de la càrrega de treball sencera del projecte és:
Salari = 15 setmanes x 20 hores/setmana x 15 EUR/hora = 4500 EUR
Per tant el cost total del projecte serà de:
Cost Final = 800 EUR + 4500 EUR = 5300 EUR
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Caṕıtol 5
Conclusions i possibles millores
Aquest projecte tenia com a principal objectiu investigar tècniques de processament de
senyal en grafs i mètodes per inferir la topologia dels grafs a partir de dades. La principal
qüestió era si aquestes tècniques es podien aplicar a dades reals, i investigar si són d’utilitat
en alguna aplicació. Després de trobar una base de dades de senyals EEG adequada, es
va decidir investigar si els mètodes d’inferència de topologia de grafs podrien ser útils per a
classificar aquests senyals EEG. Un cop feta l’experimentació hem comprovat que no classifica
correctament.
Com s’observa en els resultats (3) tots els autovalors obtinguts de l’experimentació són
molt semblants, per tant és dif́ıcil trobar un patró per classificar per grups.
Obtenir una base de dades per poder realitzar aquest experiment ha estat un dels punts
més complicats, ja que és molt dif́ıcil trobar una base de dades, lliure, suficientment extensa
i bona per poder fer l’experiment.
A continuació comentem els motius pels quals creiem que no hem obtingut els resultats
esperats en l’experiment:
 El nombre de nodes obtinguts amb la base de dades és molt petit. El fet que només
tinguem 5 nodes fa que sigui més complicat obtenir grafs diferents per diferents tipus
de senyals.
 La classificació de les imatges pot ser que no fos la correcta. Hem classificat per
temàtica de la imatge (animals marins, serps, gossos i pianos), però no tenim la certesa
que fos la forma idònia de segmentar.
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En base als arguments anteriors proposem les següents millores:
 Utilitzar una base de dades amb la qual obtinguem grafs de més nodes.
 Classificar les imatges en grups diferents, basant-nos en motius diferents per la classi-
ficació.
 Consultar amb un expert en senyals EEG per a veure si cal fer un preprocessat del
senyal, per exemple, eliminar soroll o filtrar, abans d’utilitzar-los per a classificar.
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% Agafem l’arxiu que volem classificar.
db1 = xlsread(’...’);
% Normalitzem els valors amb la mitjana.
db = db1-(mean(db1’))’;
% Calculem la matriu de covariància empı́rica.
S1 = (db * db’) / length(db);
% Fem que la matriu sigui simètrica.
Sigma = ((S1 + S1’)/2);
% Calculem la matriu d’adjacència utilitzant la fórmula de la
% correlació de Pearson.
for i = 1:5




% Obtenim la Matriu d’adjacència amb el primer mètode.
A1 = R;
% Posem la diagonal de la matriu d’adjacència a 0.
A1 = A1- diag(diag(A1));
% Calculem el graf de la segona matriu d’adjacència i el representem.
AA1 = graph(A1);
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% Calculem la Laplaciana del graf.
L1 = (diag(A1*ones(5,1)) - A1);
% Calculem els valors de la diagonal, si algun valor és 0 el deixem a 0.
% no li fem l’arrel quadrada.
D1n = diag(A1*ones(5,1));
for y = 1:5






% Calculem la Laplaciana normalitzada.
L1n = D1n * L1 * D1n;
% Calculem els autovalors de les Laplacianes.
lambda1 = sort(eig(L1))’;
lambda1n = sort(eig(L1n))’;
% Calculem la matriu inversa de la matriu de covariància empı́rica.
T1 = inv(Sigma);
% La Fem simètrica.
Teta= ((T1 + T1’)/2);
% Obtenim la Matriu d’adjacència amb el segon mètode.
A2 = Teta;
% Posem la diagonal de la matriu d’adjacència a 0.
A2 = abs(A2- diag(diag(A2)));
% Calculem el graf de la segona matriu d’adjacència i el representem.
AA2 = graph(A2);
% Calculem la Laplaciana del graf.
L2 = diag(A2*ones(5,1)) - A2;
% Calculem els valors de la diagonal, si algun valor és 0 el deixem a 0.
% No li fem l’arrel quadrada.
D2n = diag(A2*ones(5,1));
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for y = 1:5






% Calculem la Laplaciana normalitzada.
L2n = D2n * L2 * D2n;
% Calculem els autovalors de les Laplacianes .
lambda2 = sort(eig(L2))’;
lambda2n = sort(eig(L2n))’;
% Aquests vectors són les mitjanes de cada autovalor de les Laplacianes
% i Laplacianes normalitzades de cada un dels grups en els quals
% classifiquem.
% Han estat calculats anteriorment.
l2AM = [0 0.0029 0.0047 0.0073 0.0111];
l2S = [0 0.0028 0.0049 0.0074 0.0117];
l2G = [0 0.0026 0.0046 0.0071 0.0112];
L2P = [0 0.0030 0.00491 0.0076 0.0121];
l2nAM = [0 0.8412 1.1235 1.3812 1.6539];
l2nS = [0 0.8361 1.1134 1.3905 1.6598];
l2nG = [0 0.8336 1.1209 1.3854 1.6599];
L2nP = [0 0.8682 1.1066 1.3928 1.6323];
% Calculem l’error quadràtic mitjà dels autovalors de la Laplaciana
% respecte de la mitja d’autovalors de les Laplacianes de cada grup.
VAM = sum([(lambda2(1) - l2AM(1))^2 (lambda2(2) - l2AM(2))^2
(lambda2(3) - l2AM(3))^2 (lambda2(4) - l2AM(4))^2
(lambda2(5) - l2AM(5))^2]);
VS = sum([(lambda2(1) - l2S(1))^2 (lambda2(2) - l2S(2))^2
(lambda2(3) - l2S(3))^2 (lambda2(4) - l2S(4))^2
(lambda2(5) - l2S(5))^2]);
VG = sum([(lambda2(1) - l2G(1))^2 (lambda2(2) - l2G(2))^2
(lambda2(3) - l2G(3))^2 (lambda2(4) - l2G(4))^2
(lambda2(5) - l2G(5))^2]);
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VP = sum([(lambda2(1) - l2P(1))^2 (lambda2(2) - l2P(2))^2
(lambda2(3) - l2P(3))^2 (lambda2(4) - l2P(4))^2
(lambda2(5) - l2P(5))^2]);
% Mirem quin és el valor mı́nim.
valors = [VAM VS VG VP];
miniml2 = min(valors);
% La posició sel valor minim serà el grup al qual pertany la senyal.
posl2 = find(valors == miniml2);
% Calculem l’error quadràtic mitjà dels autovalors de la Laplaciana
% normalitzada respecte de la mitja d’autovalors de les Laplacianes
% normalitzades de cada grup.
VAMn = sum([(lambda2n(1) - l2nAM(1))^2 (lambda2n(2) - l2nAM(2))^2
(lambda2n(3) - l2nAM(3))^2 (lambda2n(4) - l2nAM(4))^2
(lambda2n(5) - l2nAM(5))^2]);
VSn = sum([(lambda2n(1) - l2nS(1))^2 (lambda2n(2) - l2nS(2))^2
(lambda2n(3) - l2nS(3))^2 (lambda2n(4) - l2nS(4))^2
(lambda2n(5) - l2nS(5))^2]);
VGn = sum([(lambda2n(1) - l2nG(1))^2 (lambda2n(2) - l2nG(2))^2
(lambda2n(3) - l2nG(3))^2 (lambda2n(4) - l2nG(4))^2
(lambda2n(5) - l2nG(5))^2]);
VPn = sum([(lambda2n(1) - l2nP(1))^2 (lambda2n(2) - l2nP(2))^2
(lambda2n(3) - l2nP(3))^2 (lambda2n(4) - l2nP(4))^2
(lambda2n(5) - l2nP(5))^2]);
% Mirem quin es el valor mı́nim.
valorsn = [VAMn VSn VGn VPn];
miniml2n = min(valorsn);
% La posició del valor mı́nim serà el grup al qual pertany el senyal.
posl2n = find(valorsn == miniml2n);
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