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Les cellules possèdent au moins deux ordres d’hétérogénéité : 
1. Elles sont la réunion d’organites variés limités par des membranes. 
2. Le milieu intracellulaire interorganites est lui-même hétérogène, de par la répartition différentielle dans 
le temps et dans l’espace des molécules qui l’occupent. 
C’est ce deuxième ordre d’hétérogénéité qui nous intéressera ici. (1) 
L’étude de l’hérédité non chromosomique s’est engagée largement dans l’analyse des particules douées de 
continuité génétique, avec le succès que l’on sait. On y retrouve des problèmes que la génétique biochimique et 
formelle est bien préparée à analyser. Il n’y a pas de dépaysement profond, bien que les difhcultes expérimentales 
soient considérables et demandent des techniques toujours plus avancées. 
Un autre aspect de l’hérédité non chromosomique n’a pas encore connu un développement analogue. Il corres- 
pond aux idées proposées indépendamment par WADDINGTON et DELBRÜCK (1947), pour décrire les étapes de la 
morphogénèse réalisées par une programmation épigénétique coordonnée du même stock initial d’information 
génétique. La notion « d’équilibre de flux» permettait de concevoir qu’un ensemble de réactions chimiques puisse 
être déplacé vers des états stationnaires différents, aboutissant à des fonctionnements qualitativement distincts, 
de la cellule. 
Les systèmes à rétrocontrôles (feed-back) et interactions croisées, mis en évidence à la suite des travaux de 
JACOB et MONOD redonnent aux« équilibres de flux» un caractère de possibilité qu’aucune expérimentation bio- 
logique cependant n’a encore pu concrétiser. 
Deux types de situations intéressantes peuvent être suggérées : 
1. A partir du déblocage d’un même ensemble d’opérons, divers états stationnaires ou non, peuvent être 
atteints par le jeu des mêmes systèmes de répression, par modifications des conditions aux limites (différences dans 
les caractéristiques du milieu intervenant sur les vitesses de réaction, maintien de concentrations loin de l’état 
d’équilibre). 
Pratiquement, cela conduit à envisager de détourner en cultures in vitro, dans un sens intéressant, les syn- 
thèses contrôlées par une même chaîne d’opérons. 
2. Le cytoplasme peut être structuré, dans le temps ou l’espace intracellulaire, pour les concentrations des 
différentes espèces moléculaires qui dépendent d’un même ensemble de réactions. Ceci veut dire qu’il existe soit 
une localisation des synthèses dans la cellule, soit des oscillations plus ou moins régulières des concentrations au 
cours du temps. Ces inhomogénéités du cytoplasme peuvent être l’occasion de phénomènes de résonances entre 
osciilateurs et de franchissements des seuils de concentrations, créateurs et vecteurs d’informations épigénétiques 
permettant d’évaluer une position dans une file cellulaire (par exemple, par différences de phases) et d’entraîner 
la différenciation par déplacements brusques d’états stationnaires. 
, La presentatlon de l’outillage mathématique et thermodynamique propre à ces théories est ici cherchée, ii 
travers la description de modèles biologiques ayant au moins certains aspects de vraisemblance. Nous essaierons, 
à l’occasion de cette revue bibliographique, de dégager des expérimentations proposables lorsque de tels points de 
vue se maintiennent, à l’arrière plan, dans l’esprit. 
L’étude analytique concerne des systèmes d’équations différentielles, systèmes dynamiques. Le vocabulaire 
est celui de la théorie qualitative des équations différentielles que nous essaierons de présenter simplement. 
Lorsque ces systèmes décrivent des réactions chimiques, une signification thermodynamique peut être donnée 
à différents paramètres qui définissent les états d’é’quilibre et leur stabilité. Les variables de la thermodynamique 
des processus irréversibles seront alors décrites. 
La construction d’une thermodynamique différente est possible, à partir des systèmes dynamiques, en consi- 
dérant une généralisation analogue à celle de la mécanique statistique. 
Des variables, semblables à celles de la thermodynamique, mais n’ayant pas leur sens physique, peuvent être 
créées et servir d’indices phénoménologiques propres aux ensembles ainsi constitués. De modèles microscopiques 
on peut par là passer à des observables. 
Le contrôle biologique des chaînes de synthèse est associé. à des processus autocatalytiques et à des contrôles 
et rétrocontrôles croisés des réactions. 
Tous ces modèles peuvent aboutir, par le biais de la non linéarité des systèmes différentiels qui les représentent, 
à des oscillations génératrices d’instabilités et d’états stationnaires hors-équilibre. 
(1) Ce travail a fait l’objet d’un cours multigraphié en 1972. 
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Une des difficultés théoriques vient de l’exigence d’une représentation satisfaisante de la réalité biologique 
compatible avec une généralisation poussée des modèles. La démarche sera la suivante : 
lo On part de la description quantitative de modèles de régulation assez proches de la réalité. 
20 On en extrait les caractéristiques primordiales que l’on conserve dans des modèles plus simples destinés 
à analyser leurs propriétés oscillatoires et leur influence quant à l’organisation de structures dissipatives et d’états 
stationnaires stables loin de l’équilibre thermodynamique. 
30 Enfin, à partir d’un modèle plus abstrait, mais analytiquement praticable, une thermodynamique statistique 
essaiera de découvrir des observables mesurables directement à partir du comportement des cultures cellulaires. 
40 Chacun des trois niveaux d’abstraction permettra des prévisions qualitatives susceptibles de dépasser le 
cadre étroit des modèles simplifiés étudiés, parce qu’elles reflètent ce qui dans ces modèles semble primordial et 
général. 
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CHAPITRE PREMIER 
Etude mathématique des systèmes dynamiques 
Un système d’équations différentielles définit un système dynamique si ses solutions f(p, t) sont telles que 
f(p, tl + t) = f(f(p, fi), t), 
où p est le paramètre de position p (x1(O), .,., X~(O)) pour l’instant initial considéré. 
L’ensemble de tous les points f(p, t) où p est fixé, et où t prend toutes les valeurs de - CO à + CO, estune 
trajectoire de ce système dynamique. 
On étudie les systèmes dynamiques tels que 
dxi 
dt = fi (X1, X27 ee.7 Xn) 
avec i = 1, 2, . . . . n, où les seconds membres ne dépendent pas explicitement du temps. 
La théorie qualitative des équations diférentieZZes dont les membre8 de droite ne contiennent pas le temps expli- 
citement, est concernée par la résolution des deux problèmes suivants : 
1. Classification des solutions et étude des relations entre différentes classes de solutions. 
2. Recherche des méthodes de détermination des types de solutions admise8 par un système donné d’équa- 
tions différentielles sur la base de l’information fournie par les propriétés analytiques des membres de droite de 
ce système (NEMYTSKII et STEPANOV). 
Le premier problème est résolu, le second est loin de l’être. 
Un certain nombre des définitions que nous rappellerons ci-dessous s’étendent à un nombre quelconque de 
dimensions. Nous les expliciterons dans le cas de deux variables, ce qui facilite la concrétisation géométrique des 
situations. 
On considère le système 1 : 
dx 
- = P(% y) dt 
dY 
dt = Q(xv Y) 
(1) 
rIIn. des représentations dans l’espace (~,y) ( ‘p es ace des phases) peuvent être obtenues à partir de la résolution 
dy Q (~9 Y) 
- =p(x,y) dx (2) 
Un point p (x1, y,) est un point singulier si tous les membres de droite s’annulent simultanément pour ces 
valeurs des variables. 
Ici, p (x1, yr) est un point singulier si : 
P(XI, Yl) = 0 et Oh ~1) = 0 
1.1. POINTS ET ENSEMBLES LIMITES 
Un point q est appelé point limite w d’une trajectoire f(p, t) s’il existe une suite ti, ts, . . . . t,, . . . -z + CO telle 
que lim p (f(p, ta), q) = 0. (p(x, y)) est la distance entre x et y, p(f, y) = min, f p(x, y). 
Un point q est point limite -c( d’une trajectoire f(p, t) s’il existe une suite ti, t,, . . . . ta, . . . + - CO telle que 
lim P (f(p,h), 9) = 0. 
L’ensemble de tous les points limites-w d’une trajectoire donnée est son ensemble limite -w (même définition 
pour l’ensemble limite -a). 
Cah. ORSTOM, sér. Biol., vol. X, no 4, 1975 : 333-379 339 
Une solution (trajectoire) s’éloigne dans la direction positive si elle n’a pas de points limites -w ; elle est 
asymptotique dans la direction positive s’il existe des points limites -w, mais n’appartenant pas à cette solution. 
Une trajectoire est stable dans la direction positive, 
. 
appartiennent a cette solution. 
au sens de POISSON si elle a des points limites -w qui 
Les définitions sont analogues pour t -f - cg. 
Tout point singulier est son propre point limite d( et w, c’est donc une trajectoire stable au sens de POISSON. 
1.2. CYCLES LIMITES 
Une solution périodique de (1) est une solution pour lesquelles toutes les fonctions xi(t) sont périodiques avec 
une période commune T. La trajectoire d’une solution périodique f(p, t) est une courbe fermée dans l’espace des 
phases et f(p, t+T) = f(p, t). 
Tout point d’une solution périodique est point limite cr et w ; une telle solution est donc stable au sens de 
POISSON. 
THÉORÈME (BENDIXSON-POINCARÉ) 
Toute trajectoire de (l), qui possède au moins une stabilité au sens de POISSON dans une direction, est soit 
un point singulier soit une solution périodique. 
Une solution périodique de (1) est un cycle limite si elle est l’ensemble limite -c( ou limite -o d’une autre solution 
de ce système. 
1. Une trajectoire fermée L qui possède un petit voisinage (L)E q ui ne contient pas d’autres trajectoires 
fermées peut être : 
- un cycle limite stable (courbe fermée, ensemble limite -0) 
- un cycle limite instable (courbe fermée, ensemble limite --a) 
- un cycle limite semi-stable (limite -tu pour les trajectoires intérieures ou extérieures et limite -w pour les 
trajectoires extérieure6 ou intérieures respectivement). 
2. Si tout voisinage E, quelque petit qu’il soit, d’une trajectoire fermée L, contient d’autres trajectoires fer- 
mées, cette trajectoire peut être : 
u) Un anneau périodique, c’est-à-dire une trajectoire fermée avec un petit voisinage consistant entièrement 
de trajectoires fermées ; 
b) Un cycle limite composite, c’est-à-dire une trajectoire fermée dont chaque petit voisinage contient des 
trajectoires fermées aussi bien que des trajectoires qui se dirigent en spirale vers des trajectoires fermées. 
1.3. CLASSIFICATION GÉOMÉTRIQUE DES POINTS SINGULIERS 
L’analyse des différentes catégories de points singuliers apporte des renseignements essentiels pour apprécier 
le comportement qualitatif des solutions des systèmes considérés. 
Soit 0 un point singulier isolé, tel qu’il est défini plus haut. 
0 est stable si dans tout voisinage circulaire de 0 il existe une trajectoire fermée qui contient 0 en son inté- 
rieur ; sinon 0 est instable. 
1. POINTS SINGULIERS ISOLÉS STABLES 
0 est un foyer-centre si les trajectoires convergent en spirale vers le point singulier stable, sinon 0 est un 
centre. 
2. POINTS SINGULIERS ISOLÉS INSTABLES 
Si un point isolé 0 n’est pas stable, alors il existe une demi-trajectoire qui a 0 pour seul point limite -o ou a. 
Les trajectoires au voisinage d’un point instable 0 appartiennent à l’une des 3 classes : 
- Trajectoires elliptiques, trajectoires contenues dans un voisinage S(0, r) et qui adhèrent à l’origine en ses 
deux extrémités ; 
Trajectoires paraboliques, trajectoires dont une extrémité est contenue dans S(0, r) et adhère à 0, et dont 
l’autredemi-trajectoire quitte S(0, r) en un intervalle de temps fini. 
- Trajectoires hyperboliques, les deux demi-trajectoires quittent S(0, r) cn un intervalle de temps fini. 
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1.4. CRITÈRES ANALYTIQUES POUR LES DIFFÉRENTS TYPES DE POINTS SINGULIERS 
Les différents points vont être caractérisés pour les systèmes linéaires. 
être approchés par les systèmes linéaires au voisinage des points singuliers, 
Les systèmes non-linéaires pourront 
redevable d’une théorie plus générale. 
mais leur comportement général sera 
Considérons le système à deux équations linéaires représenté par l’équation matricielle : 
dx 
- = Ax 
dt 
où 
A, et A, sont les racines caractéristiques de A. 
et XE 
1. A, et kz réelles 
1.1. A,& > 0 
1.1.1. A, # h, < 0 
1, # A, > 0 
1.1.2. A, = A,, 
A, < 0 
A, > 0 
1, = A, 
A, < 0 
A, > 0 
1.2. A, A, < 0 
2. A, et h, complexes conjuguées 
trajectoire parabolique 
trajectoire + origine 
t+ + * 
trajectoire + origine 
t+-cc 
Jr, ‘A, 0 
,l Al 
trajectoire + origine 
t-f +w 










Transformation linéaire g = Rw conduit à : 
2.1. A, i- A, = 0 (a=O) cercles concentriques 
2.2. A, + h, # 0 
cc<0 
a>0 
spirale + origine 
t-ttw 








point selle (col) point singulier d’équilibre instable 
centre point singulier stable 
foyer stable 
foyer instable 
point singulier instable 
L’extension dc l’analyse porte sur les systèmes homogènes dc la forme : 
!Y- Am (x1 Y) 
dx - Bm (x7 Y) 
où Am et Bm sont des pclynomes homogènes de degré m en x et y, A et B n’ont aucun facteur linéaire réel en 
commun. 
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La transformation polaire 
x = r COS ‘p 
conduit à : 
y = r sin <p 
dr z CCP) ---r- 
d- N(v) 
où : 
La classification devient : 
Z(p) = Am(rp) sin <p + Bm( ‘p) cas 9 






. 0 N(<p) 
trajectoire spirale 
2. N(v) a des racines réelles, <pj racine de multiplicité VJ, N(q) = sin Vj(<p -<pj) Qj(<p) 
2.1. Yj impair : 
z(cPj) < o 
Qj (rPj) 
trajectoire-f origine 
<p + Tj 
rayon nodal 
tangentes au rayon à l’origine 




2.2. vj pair, le comportement est différent des deux côtés du rayon <p = <pj 
z(<pj) < (1 
Qj W 
trajectoire -+ origine 
‘p-f% + 
trajectoire s’éloigne de l’origine 
‘p+<po- 
situation inverse 
L’intérêt de cette description résulte de la généralisation obtenue en introduisant des perturbations : 
dr 
si : 
Z(v) + Ah ‘P) 
-z-r 
dp, N(v) + Eh ‘~1 
où les termes de perturbation A(r, ‘p) et E(r, 9) sont continus en r et <p, périodiques de période 27t en <p et : 
lim A(r, ‘p) = 0 lim E(r, ‘p) = 0 
r-+0 r-+0 
les solutions près de l’origine se comportent comme celles du système tronqué correspondant 
dy - Am (x9 Y) 
dx - Bm (x3 Y) 
1.5. ANALYSE GÉOMÉTRIQUE DU COMPORTEMENT DES TRAJECTOIRES PRÈS D’UN POINT 
SINGULIER ISOLÉ 
Cette extension de la zone d’analyse passe par la recherche de directions critiques (rayon critique) et de 
domaines normaux. 
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DIRECTION CRITJQUE 
Soit un rayon (2 = <3s. r > 0. Cette direction déterminée par ‘p,, est critique s’il existe une suite de points 
Ai = (rj, CP~), avec rj + 0 et (pj-90 et telle que Mj = (rs, Cpj) FT + 0, où c( (r, ‘p) ~ Or est la tangente de l’angle 
entre la direction 9 et la direction du vecteur champ F(r, cp) en A = (r, p). 
DONAINE NORMAL 
C’est un domaine qui : 
1) Ne contient qu’une direction critique ; 
2) Pour lequel r(t) est strictement monotone. 
Ils sont classés en 3 types : 
Type I : Toute trajectoire qui entre dans le domaine converge vers l’origine. 
Type II : Toute trajectoire qui coupe la frontière quitte le domaine. 
Type III : Les trajectoires convergent vers l’origine quand elles coupent une frontière du domaine, et le 
quittent quand elles coupent l’autre frontière. 
Nous terminerons cette revue des résultats les plus simples de la théorie qualitative des équations différentielles 
par les critères permettant de montrer l’existence de solutions périodiques, et la définition de la stabilité au sens 
de LYAPOUNO~, notions que nous retrouverons fréquemment. 
1.6. CRITERES DE L’EXISTENCE DE SOLUTIONS PERIODIQUES 
CRITERE DE BENDIXSOX 
Si dans un domaine G simplement connexe, les dérivées partielles de P(x, y) et Q(x, y) sont continues et 
l’expression a x E + c!? ne change pas de signe et n’est pas identiquement nulle, alors il n’existe pas de trajec- 
toire fermée L dans G. 
CYCLES LIMITES 
S’il existe deux constantes ru et rr, rs < ri, et telles que F = XP + yQ > 0 pour x2 -]- y’ = r?,) et. F < 0 
pour x2 + y2 = rzl, et s’il n’y a pas de points singuliers dans la région en anneau 1’ : r02 < x2 + y2 < rle, alors 
l’ contient un cycle limite stable. Si F est négatif sur le cercle intérieur et positif à l’extérieur, I’ contient un cycle 
limite instable. 
1.7. STABILITÉ AU SENS DE LYAPOUNOV 
Nous avons vu la notion de stabilité an sens de POISSON relativement aux points limites des trajectoires. 
La stabilité au sens de LYAPOUNOV permet une expression analytique qui s’adaptera particulièrement bien à la 
thermodynamique. 
La stabilité, au sens de LYAPOUNOV, permet une bonne connexion entre les concepts de stabilité et de pro- 
babilité. « Les états stables, d’équilibre ou de mouvement, observés dans les systèmes naturels sont les plus pro- 
bables ; les instables sont improbables et même irréalisables. Plus un état est stable, plus est grande la probabilité 
de sa réalisation» (BOLOTIN). On se trouve à la charnière des conceptions classiques et statistiques de la stabilité. 
Quand on discute le problème de la stabilité au sens classique, on étudie une question concernant la proximité 
du système d’avec l’état (ou le mouvement) d’équilibre considéré. Quand on utilise l’approche statistique, on étudie 
la distribution de probabilité des paramètres d’un système au voisinage de l’état considéré. 
La notion de stabilité au sens de LYAPOUNOV sera décrite dans le cas d’un système très général, d’un espace 
de phases à n dimensions. 
Les paramètres de position sont xi 3 xi(t), ct le système s’écrit : 
dxi 
Si fi (0, 0, . . . . 0, t) = 0, quel que soit t, 
x1 - 0, . . . . x, = 0, t > 0 (4) 
est solution de (2). 
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DEFINITION 
La solution (4) de (3) est dite stable au sens de LYAPOUNOV si pour tout t > 0, il existe -r, > 0 et t, > 0 tels 
que toute solution 
Xi L xi(t7 tap X10, ..., Xno), 
pour laquelle 
n 
c Xjo” d 3 (à t = tu) 
j=1 
reste dans le cylindre 
Si lim z xi’(t) = 0, la solution est dite asymptotiquement stable. 
t-mi=1 
1.8. NOTION DE STABILITÉ STRUCTURALE 
La théorie qualitative des équations différentielles précédemment présentée est la théorie classique. Nous 
en avons extrait les données les plus simples, que nous utiliserons lors de la mise en évidence de systèmes oscilla- 
toires possibles dans les systèmes de réaction chimique du domaine de la biologie. 
Une extension importante de cette théorie est la dynamique topologique qui permet de considérer des situa- 
tions beaucoup plus générales. Elle a permis à THOM de proposer des descriptions très larges des structures bio- 
logiques et donné un langage clair bien adapté à l’idée de « paysage épigénétique)) de WADDINGTON sur lequel 
nous reviendrons en conclusion de cette étude. 
Le concept de « stabilité structurale» est apparu l’élément clé de la mise en forme de la théorie qualitative 
par la fusion entre les concepts de stabilité et de comportement qualitatif dans le sens d’une équivalence topo- 
logique. 
DÉFINITION 
Un champ de vecteur X est dit structurellemerzt stable chaque fois qu’il existe 8 > 0 tel que p (X, Y) < 6 
implique X N Y (X et Y sont dits équivalents (-) si un homéom.orphisme peut être trouvé qui applique les tra- 
jectoires de X sur les trajectoires de Y). 
Si ZZ est l’ensemble des systèmes structurellement stables, pour n = 2 (nombre de dimensions de la variété 
différentiable sur laquelle est construite le vecteur champ), le théorème suivant peut être prouvé (PEIXOTO). 
SYSTÈME STRUCTURELLEMENT STABLE DANS L’ESPACE n = 2 
X E C si et seulement si X satisfait : 
a) les singularités et les orbites fermées sont génériques (c’est-à-dire que ce sont des situations présentes pour 
la plupart des valeurs des coefficients et paramètres dont dépend le système) ; 
b) aucune trajectoire ne connecte deux points selles (cols) ; 
c) les ensembles limites o et c( de toute trajectoire sont soit un point singulier soit une orbite fermée. 
Ainsi, les systèmes qui satisfont ces conditions ont une structure assez simple. La difficulté théorique vient 
de l’extension à un nombre de dimensions supérieur. 
Pour n > 2 des systèmes structurellement stables peuvent être trouvés, qui ont des orbites fermées infiniment 
nombreuses. Il est possible (~MALE) que la stabilité structurale soit une notion trop restrictive pour qu’il soit 
possible de passer de la définition aux caractéristiques géométriques du système dynamique (ou champ de vecteur). 
L’importance de ce problème est reliée à la théorie dc la bifurcation. Les points de bifurcation sont, dans un 
espace de paramètres, des points où la structure topologique change brusquement, c’est-à-dire où la stabilité struc- 
turale disparait. Il est possible (PEIXOTO) que pour n > 2, si X est structurellement stable, alors tout ensemble 
minimal p de X, qui n’est pas un point singulier, ait la dimension 1, (Un ensemble dans R est appelé minimal s’il 
est : non-vide, fermé et invariant et qu’il ne possède pas de sous-ensemble propre qui ait ces trois propriétés ; 
un point au repos et la trajectoire d’un mouvement périodique sont des exemples simples d’ensemble minimaux). 
On verra, en étudiant le point de vue de THOM l’importance de la notion de stabilité structurale. « Partout 
il voit la stabilité structurale, largement comprise comme la préservation des caractéristiques qualitatives soumises 
à une petite perturbation. Pour lui, c’est un axiome que l’on peut poser pour tout modèle d’un processus naturel, 
une sorte de substrat morphologique de la loi de nature - quelque chose qui traite de la crête des vagues, de la 
manière dont se mélangent les liquides, de la croissance et de l’ordre biologique (PEIXOTO). 
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CHAPITRE 2 
Données et concepts de la thermodynamique 
- 
des processus irréversibles 
Nous ne retiendrons de la thermodynamique des processus irréversibles que la description des diverses situa- 
tions de non-équilibre, et les propriétés des différentes fonctions qui permettent de définir les stahilités des états 
stationnaires optimum. Nous reporterons au paragraphe suivant (thermodynamique statistique) la définition des 
variables phénom6nologiques de la thermodynamique. 
La thermodynamique classique s’intéresse aux états d’équilibre. Ces états d’équilibre peuvent être maintenus 
sans apport d’énergie ou de matière. 
La thermodynamique des processus irréversibles considère ce qui se passe lorsque les paramètres qui décrivent 
l’état d’un système sont maintenus à des valeurs qui ne sont pas celles qu’ils auraient si le système était à l’état 
d’équilibre. 
Deux situations peuvent se produire : 
lo Le système n’est pas très loin de l’état d’équilibre. Dans ce cas la variété (au sens mathématique) ou 
l’espace (de façon incorrecte mais plus imagée) des solutions est le même que celui correspondant aux états d’équi- 
libre ; les phénomènes se situent sur la même branche thermodynamique. Les conditions aux limites qui sont incom- 
patibles avec l’équilibre maintiennent le système dans un état stationnaire. Cet état stationnaire proche de l’equi- 
libre est nécessairement stable. 
Les conditions aux limites imposées se traduisent par des forces et des flux qui empêchent le système de 
revenir à l’équilibre. 
Si Jk désigne les forces et Xk les flux (ou vitesses) correspondants, à l’état d’équilihre tous les termes de forces 
et de flux sont nuls (Jk = 0 et Xk = 0, pour tout k). Il est donc tout à fait naturel de supposer que près del’équi- 
libre, nous avons des relations linéaires entre les flux et les vitesses, c’est-à-dire : 
Jk = X Lki Xi (1) 
Lki sont appelés les coe$cients phénoménologiques, ils décrivent pour k # i le couplage entre divers processus 
irréversibles qui interviennent pour maintenir le système dans l’état stationnaire de non-équilibre (il s’agit par 
exemple du couplage entre la conduction de chaleur et la diffusion). 
Les situations de non-équilibre pour lesquelles la relation (1) est valable appartiennent au domaine linéaire 
de la thermodynamique des processus irréversibles ; de plus Lki = Lik (ONSAGRR). 
Nous définirons plus loin Jk et Xk dans le cas des réactions chimiques. 
2o Au-delà de la zone d’attraction de l’état d’équilibre, on quitte à un point de bifurcation la branche thermo- 
dynamique et après franchissement d’une zone d’instabilité de nouveaux états stationnaires de non équilibre 
peuvent être atteints. Ainsi est mis l’accent sur la possibilité que des instabilités briseuses de symétrie conduisent 
à une autoorganisation spontanée du système du point de vue de l’ordre spatial et de la fonction. 
Ces états stables sont appelés des structures dissipatives, ils exigent pour leur formation et leur maintien un 
flux non nul d’énergie et éventuellement de matière. « Leur apparition dépend, de façon caractéristique : 
« 1. d’un niveau de dissipation minimum (le système doit être suffisamment loin de l’équilibre thermo- 
dynamique) ; 
« 20 de types de cinétiques spécifiques (non linéaires) conduisant à des contributions négatives à la condi- 
tion de stabilité thermodynamique (autocatalyse ou effets catalytiques croisés)» (PRICOGINE). 
Il est vraisemblable (et c’est à la démonstration de cette vraisemblance qu’est consacré l’ensemble de ce 
travail) que de nombreuses réactions métaboliques travaillent au-delà d’un point de transition qui correspond 
à l’apparition d’une structure dissipative. Ceci implique que, dans une certaine mesure au moins, la différencia- 
tion spatiale est une conséquence de la cinétique chimique. 
Il est demandé à la thermodynamique des processus irréversibles de démontrer en quoi l’apparition des struc- 
tures dissipatives dépend précisément des caractéristiques 1 o et 20 de la citation de PRIGOGINE précédente. C’est 
l’objet de l’esquisse de la démarche thermodynamique que nous donnons ci-dessous. 
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2.1. LES GRANDEURS THERMODYNAMIQUES CONSIDÉRÉES 
L’apparition de structures organisées correspond à une diminution locale d’entropie. La possibilité et le main- 
tien de situations de non-équilibre vont donc être lie’s à des bilans concernant l’entropie des systèmes considérés. 
Ce sont donc cette fonction fondamentale et ses fonctions dérivées qui seront au centre des analyses. 
La variation d’entropie 8 S dans un système quelconque donné peut s’écrire : 
S = 6iS + 8,s 
où 6iS est dû aux variations d’entropie dont la source est le système, et qui ne peut donc être qu’une production 
d’entropie, et 6,s est dû au .flux d’entropie conséquence des échanges avec l’extérieur. 
Le deuxième principe de la thermodynamique affirme 6iS > 0 (l’égalité n’étant vérifiée que pour les processus 
réversibles). 
10 ETUDE DE LA STABILITÉ 
L’analyse de la différentielle 8S de l’entropie repose sur la relation de GIBBS, qui permet d’établir l’équation 
de balance de Z’entropie. Cette relation s’écrit, en considérant la différentielle de l’entropie par unité de masse : 
TSs = 6, + p8v - C @N, 
Y 
où T température absolue 
e énergie rapportée à l’unité de masse 
P pression 
V volume 
pI potentiel chimique de l’espèce (que l’on définira plus loin) 
N, fraction de la masse globale qui est représentée sous la forme de l’espèce y. 
Cette relation concerne un système où des réactions chimiques ont lieu. La relation de GIBBS vérifiée dans la 
thermodynamique de l’état d’équilibre est encore vraie au voisinage de l’équilibre et sera postulée dans les situations 
loin de l’équilibre. Seuls les modèles de la thermodynamique statistique permettront d’apprécier la validité de 
ce postulat. 
L’équation de GIBBS permet d’écrire l’équation de balance de l’entropie (source et flux) et de mettre la pro- 
duction locale d’entropie O[S] sous la forme remarquable. 
a[S] = c J, X, b 0 (1) 
a 
où J, est un flux ou une vitesse, X, une force relative au phénomène particulier générateur d’entropie. La pro- 
duction d’entropie pour l’ensemble du système est : 
P [S] = ] C J, X, dV > 0 (2) 
Lx 
V désignant le volume. A l’équilibre les flux et les forces sont nuls, J, = 0, X, = 0. A l’équilibre, l’entropie est à 
son maximum et tout déplacement du système se traduit par une entropie moindre. 
Si Se est la valeur de l’entropie à l’équilibre, on peut pour des petites perturbations développer la valeur de 
S sous la forme : 
s = se + (SS), + ; (~%! 
et puisque S, est indépendant du temps, 
l?S 
- = g (x3), + ;g (CPS), at 
En utilisant l’équation d’équilibre on peut identifier séparément les termes du premier ordre et du deuxième 
ordre : 
g (9, = - (Il (S), flux d’entropie 
; ; (S2S), = P[S] - A@[S] 
Cette décomposition ne concerne que la thermodynamique de l’état d’équilibre mais montre que la produc- 
tion d’entropie est en fait une différentielle du 2e ordre de l’entropie. 
A l’équilibre (SS), = - /“t @[S],dt. Cette égalité peut être considérée comme une condition généralisée de 
l’équilibre (pour un système -iské on retrouve la condition classique [BSe] = 0). 
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Pour des conditions aux bornes bien définies, les termes de surface du 2e ordre disparaissent et l’expression 
du second ordre se réduit à : 
Cette inégalité sera le point de départ pour l’étude de la stabilité basée SUT l’équation de balance de l’entropie. 
Cette expression relie la dérivée par rapport au temps de la courbure (ES), à la production d’entropie, c’est-à- 
dire aux processus irréversibles intérieurs au système. 
Si aucune perturbation ne peut satisfaire le critère d’évolution (3) et ne peut donc conduire à une valeur 
positive pour la production d’entropie le système restera en équilibre. La condition de stabilité est donc : 
j:’ P [S] dt < 0 
où e désigne l’état d’équilibre initial et f l’état final. 
Ceci se généralise pour les états de non-équilibre et les conditions de stabilité seront encore : 
; 823 > 0 avec PS < 0 
On peut maintenant introduire des équations de balance pour les excès d’entropie (à la suite de perturbations) ; 
on obtient un terme de source, production d’excès d’entropie 
O[~S] = r, SJ, 8 X, (4) 
analogue au terme (l), et qu’il ne faut pas confondre avet l’excès de production d’entropie %(CJ, X,). 
Les conditions explicites de stabilité s’obtiennent en intégrant (4) sur l’ensemble du volume, et l’on a : 
P[6S] = ] ESJ, 6X, dV > 0 (5) 
a- 
La condition de stabilité explicite est déterminée par le signe de la production d’excès d’entropie. Les instabilités 
résultent de production négative d’excès d’entropie et c’est l’évaluation des O[~S] qui permettra de déterminer 
les valeurs des paramètres des zones d’instabilité. 
Remarque 1 
.4u voisinage de l’équilibre, domaine de la thermodynamique linéaire des processus irréversibles, les flux 
sont des combinaisons linéaires des forces par l’intermédiaire des coefficients phénoménologiques L,, (L,, = LB, 
relation de réciprocité de ONSAGER), le critère (5) devient : 
P[as] = ] C L,@ 8X, 8X, dV > 0 
UP 
le terme de droite est toujours positif et la condition de stabilité est identiquement remplie. Aucune instabilité 
ne peut avoir lieu dans l’ensemble de la région de la thermodynamique linéaire quand les conditions aux bornes sont 
fixées et en absence d’effets d’inertie. 
Remarque 2 
Toujours dans la situation de la thermodynamique linéaire, on a : 
C J, 6X, = C X, SJ, 
a a 
et la variation de production d’entropie prend la forme 
8P[S] = S c s(JE X,)dV = 2 S L J, 8X, dV 
a OL 
dans un état stationnaire, où les conditions aux bornes sont fixées, on a : 
(Wst = 0 
(A% = (6% + f (a2P)st se réduit à (AP)st = S C SJ, 6X, dV, ce qui donne pour le critère de stabilité : 
P(SS)= (AP)st > 0 (5) 
production d’entropie dans l’état perturbé ce qui montre, théorème de la production minimum d’entropie, que la 
est toujours plus grande que dans l’état stationnaire de référence. 
Remarque 3 
On est conduit aux mêmes critères par la voie de l’équation de la balance d’entropie (thermodynamique de 
l’équilibre) et par la voie de l’équation de la balance des excès d’entropie (thermodynamique des états de non- 
équilibre). Les fonctions critères de stabilité ne sont autres que des fonctions de LYAPOUNOV mentionnées dans 
la théorie qualitative des équations différentielles. 
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2O CRITÈRES GÉNÉRAUX D'ÉVOLUTION ET COMPORTEMENT AUTOUR DES ÉTATS STATIONNAIRES 
Le critère d’évolution pour les processus dissipatifs part d’une analyse un peu différente de l’expression de 
la production d’entropie. 
P[S] = ] C J, X,dV. 
a 
Il est commode de partager les changements dans le temps de la production d’entropie P en deux parties : 
dP dxP dj P 
-=7+x dt 





dj P dJ, -= 
dt @ X,dtdV 




Le changement des forces X, procède toujours de façon à diminuer la valeur de la production d’entropie. Ce critère 
est indépendant de toute hypothèse concernant les relations phénoménologiques entre les vitesses et les forces. 
A l’état stationnaire 
et le critère peut se réécrire sous la forme des excès de flux et de forces : 




cAJ,dtdV < 0 
c( 
L’étude des rotations autour d’un état stationnaire d’un processus dissipatif, consécutif à une petite pertur- 
bation va utiliser l’expression du critère d’évolution limitée aux termes du second ordre. La perturbation est 
représentée par une variable complexe, wr et wi sont ses parties réelle et imaginaire correspondant à la résolution 
du système étudié pour cette perturbation (cf. plus bas l’étude des solutions du mode normal pour les réactions 
chimiques). Le mode d’évolution devient : 




C (SJa 8X,* + SJ,* 6X) dV 
d( a 
est la production d’excès d’entropie (l’* désigne une quantité complexe conjuguée) ; et 
C (8Ja 8X,* - SJ,* 8X,) dV 
a 
est une quantité réelle dont le signe détermine la direction des rotations irréversibles autour de l’état stationnaire 
dans l’espace des Xj. 
Ainsi l’expression : 
1 d a2S 
- - = FP = P (6s) 
2 dt 
a été scindée en : 
et : 
WY2 6% = Wr 6P < 0 critère de stabilité (P < 0 ou wr > 0) 
wq PS = wi srl 6 0 
liant le signe de 6Il à celui de la fréquence angulaire wi, donc à la rotation. 
SP = 0 correspond à l’état marginal de stabilité critique 
SII = 0 correspond à l’état critique pour l’apparition d’un mouvement apériodique (wi = 0). 
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30 EXPLICITATION DANS LE CAS D'ENSEMBLES DE RÉACTIONS CHIMIQUE~ 
Considérons une réaction chimique, son équation stoechiométrique s’écrit : 
C vy M, = 0 
a 
Y,. coefficient stoechiométrique 
M, masse moléculaire du constituant. 
Si E représente le degré d’avancement de la réaction, la variation de la masse du constituant y est : 
dm, = vY M, dE 
Le principe de la conservation de la masse permet de retrouver l’équation stoechiométrique dc la réaction 
chimique : 
dm = (C vY M,)dc = 0 d’où C vy M, = 0. 
Y Y 
Soit nY le nombre molaire pour le constituant y, 
dn y = vy d4 
dS 
v = - est la vitesse de la réaction chimique, l’augmentation du nombre de moles nY par unité de temps sera : 
dt 
dn 
L = Vy”. 
dt 
S’il y a plusieurs réactions simultanées dans lesquelles intervient le composant y 
dn, = c p _ lvYPP %Y 
db et vp = - est la vitesse de la réaction. 
dt 
Potentiels chimiques 
Ce sont des variables intensives, que l’on peut définir à partir de l’énergie ou de l’entropie de la réaction. 
ou E, F, S représentent respectivement l’énergie, l’énergie libre, l’entropie du système où se déroule la réaction. 
p,, peut se décomposer en deux termes dont l’un ne dépend que de la température et de la pression, et l’autre 
des caractéristiques de la réaction considérée : 
pu = c,(p, 1) A RT Log fY N, 
% avec N, = - et fY est le coeficient d’activité. 
n 
Afinité chimique 
L’affinité de la réaction est : 
et la variation d’entropie liée à la réaction est 
Pour plusieurs réactions 
la variation interne d’entropie est : 
AP = - C vyp ~*y 
Y 
diS = $ C A, d[p 
P 
(7) 
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Précisons la signification de l’affinité pour un système en équilibre en utilisant l’expression (6) des potentiels 
chimiques : 
A = - z: v,&(p, T) - RT C vy Log N,. 
Y Y 
Par définition de la constante d’équilibre 
RT Log K(p, T) = - L v,4, (p, T), 
Y 
d’où l’expression de l’affinité : 




A l’équilibre A = 0, et on a la loi d’action de masse K(p, T) = NY1 ,..., Ns. 
Une autre expression de l’affinité permet d’en concrétiser le sens physique : 
où iPT est la chaleur de la réaction à pression et température constantes. On a, approximativement : 
A - rpT 
dis rpT 
dt-Tv 
L’expression cinétique usuelle pour la vitesse de réaction est donnée par la différence entre les vitesses des 
deux réactions partielles. Par exemple, soit la réaction 
H, + 12 - 22IH 
k_ 
la vitesse, w = 2, est : 
w =w-: = k+c12cH2-k-czIH 
w=k+c12CH2 l-k&) 
( 12 H2 
(9) 
Cx est la concentration du composant x. 
ki- 
Le rapport des constantes cinétiques FM est égal à la constante d’équilibre K, ce qui permet d’écrire (9) 
sous la forme : 
w =G (I-exp (-&)) d’après (8) (10) 
Ceci exprime la relation entre vitesse de réaction et affinité. Près de l’équilibre 
on a la relation linéaire entre la vitesse et la force -. 
T 
Solutions du mode normal et stabilité 
On considère des perturbations des réactions chimiques, et l’on étudie l’évolution à la suite de ces perturba- 
tions. Les composantes y sont invoquées dans r réactions chimiques caractérisées par les variables chimiques F,, 
et les vitesses wp. On s’intéresse à la stabilité par rapport à l’équilibre chimique. 
(S&)i sont des perturbations arbitrairement petites initiales ; au voisinage de l’équilibre elles satisfont les 
équations linéaires : 
d(W - ZZZ 
dt 
E ciPP? 6 &/ 
p’ = 1 
où les CL~~,, sont des coefficients constants reliés à l’état d’équilibre intéressant. Le système (10) admet des SO~U- 
tions de la forme 
SSp = (%P)i e wt 
Une telle solution est appelée un mode normal. La stabilité implique que la valeur propre W = Wr + Wi cor- 
respondant à chaque mode normal ait une partie réelle négative (wr < 0). Ces valeurs W sont solution de l’équa- 
tion 1 WS,,, - app, ) = 0, où 6,, , est le symbole de KRONECKER. Cette équation est l’équation de dispersion. 
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Au voisinage de l’équilibre, puisque les affinités s’annulent à l’équilibre, 
A, = ; ~pp~s~p~ avec 
aA, 
P’ = 1 PPP’ = J& (12) 
II &,,, 11 est une matrice symétrique. Les vitesses wp sont liées aux affinités par des relations linéaires qui géné- 
rahsent celles obtenues à partir de (10) p rès de l’équilibre. Les coefficients qui lient les wp et les A, sont les coeffi- 
cients phénoménologiques de ONSAGER pour lesquels LPP, = LPQ. Ainsi 
II WplI = II L,,,ll II A, Il 




- dt = II L,,,, (1 x II Ppy II SE,, 
équation (11) qui permet d’identifier II wppl Il comme une matrice symétrique produit des deux matrices symétriques 
II L,,f II x Il ppp, II 
Les racines W sont alors réelles ; la disparition des parties imaginaires Wr révèlent ainsi que des perturbations 
chimiques oscillatoires ne peuvent exister au voisinage de l’équilibre. Des systèmes d’oscillations chimiques ne pourront 
ainsi se manifester que loin de l’état d’équilibre. 
La production d’entropie P s’écrit, d’après (1) et (10) : 
en utilisant (ll), on voit que : 
P = wr z 
( > 
F s SP & > 0 
pp’ ~ 3P’ 
qui connecte la condition de stabilité thermodynamique P, à la condition analytique Wr. 
Analyse globale de la stabilité loin de l’équilibre 
La relation (4), condition de stabilité établie sur la production d’excès d’entropie. valable loin de l’état d’équi- 
libre s’écrit : 
i ah 
2 dt 
- = T-l r, 6w, SA, > 0, 
P 
c’est la quantité 
O[~S] = T-i z 6w, SA, (13) 
P 
qui mesure la production d’excès d’entropie due aux perturbations des affinités chimiques et des vitesses de réac- 
tion correspondantes. Nous avons vu que les réactions chimiques fournissent des situations où les vitesses ne sont 
plus linéaires dans les termes des affinités. Il peut alors exister des mécanismes qui conduisent à une contribution 
négative à la somme (13). 
Exemples j 
le On considère la réaction chimique 
X+Y+C+D 
étudiée loin des situations d’équilibre. 
La vitesse de réaction est w = X Y (un seul sens de réaction). 
L’affinité donnée par (8) est : 
XY 
A = Log CD 
La fluctuation dans la concentration X autour d’une valeur d’état stationnaire, conduit à la production d’excès 
d’entropie 
6w 6A = ; (6X)2 > 0 
puisque la différentielle 6w sera Y(aX) et 8A = g. 
Ainsi une telle fluctuation ne pourra pas violer la condition de stabilité. 
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20 Considérons la réaction autocatalytique suivante : 
x+y+2x 
étudiée loin de l’état d’équilibre 
w=XY et 
Les différentielles sont alors : 
fsw = Y(8X) 
A = Log g = Log ; 
et 
d’où : iiw 8A = - ; (8X)2 < 0 
Ainsi des effets autocatalytiques peuvent être l’origine de contributions négatives à la production d’excès d’en- 
tropie et être par suite générateurs d’instabilités. 
De ces données générales de la thermodynamique des réactions chimiques on voit : 
1) que des oscillations ne peuvent avoir lieu que loin de l’état d’équilibre, 
2) que l’apparition d’instabilités, loin de l’état d’équilibre, sont possibles lorsqu’apparaissent des processus 
autocatalytiques. 
Des oscillations ainsi entretenues en dehors d’états stationnaires stables peuvent constituer l’ossature des 
organisations temporelles dans les systèmes biologiques que sont les cellules. Le couplage avec les processus de 
diffusion permettra une organisation spatiale, genèse de formes ou de patrons dynamiques. 
Trois facteurs clés sont à l’origine de l’organisation de la matière en patrons dynamiques : 
1) des processus de transformation (réactions chimiques) ; 
2) des processus de transport (diffusion) ; 
3) le couplage des deux processus qui sont simultanés et s’affectent l’un à l’autre. 
Ainsi des instabilités briseuses de symétrie résulteront des perturbations qui dépendent de l’espace quand 
on tient compte de la diffusion. Il est donc intéressant d’analyser les systèmes qui font appel à des oscillations 
temporelles, du point de vue de leur stabilité, et de chercher les instabilités relatives à la diffusion. C’est donc 
de ce point de vue que les systèmes de régulation connus seront analysés. 
Nous empruntons à GMITRO et SCRIVEN la manière dont on peut se représenter la genèse de tels événements 
et leurs implications quant à l’organisation biologique. 
« Tout système stationnaire, uniforme de réactions chimiques et de diffusion, souffre d’un bruit de faible niveau, soit transmis 
à partir de l’environnement soit issu des fluctuations moléculaires internes. 
« Les troubles, apparaissant plus ou moins continuellement et aléatoirement dans tout le système comme des petites perturba 
Cons de la concentration, sont sans effet ou au contraire déclenchent le développement d’une organisation ou d’un rythme, suivant la 
nature des ensembles de coefficients qui caractérisent la réaction, l’échange et la diffusion. 
« Les valeurs propres, par les coefficients peuvent dépendre de facteurs autres que l’espèce participante ; il est tout à fait possible 
qu’un état stationnaire stable précédent puisse devenir instable du fait du changement de tels facteurs. Des facteurs autres que les 
espèces chimiques participantes peuvent aussi contrôler le caractère stationnaire ou oscillatoire, sa vitesse de développement, la dimen- 
sion du patron et la fréquence du rythme.» 
« Les ondes de concentration chimique pourraient fournir de grands nombres de canaux parallèles de m.msmission de signaux. 
Un système de réactions stationnaire peut être arrangé pour propager des signaux à des vitesses beaucoup plus rapides que les mouve- 
ments de diffusion et sans l’atténuation qui limite aussi les processus de pure diffusion. Les concentrations des espèces participantes 
peuvent être extrêmement faibles ; en réalité la concentration pourrait être réinterprétée comme la densité de probabilité de trouver 
une molécule de l’espèce dans un emplacement donné.» 
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CHAPITRE 3 
Objectifs de la thermodynamique statistique 
Nous serons confrontés, avec les modèles d’oscillateurs chimiques, 
systèmes ayant leur cinétique, ou leur dynamique, propre. 
à un ensemble très important de micro- 
Il faudrait pouvoir les considérer globalement afin 
d’en tirer des paramètres macroscopiques observables. Cette démarche a été fondamentalement celle de la thermo- 
dynamique statistique qui a fait le pont entre l’étude mécanique des particules et des molécules qui constituent 
les systèmes d’une part, et les grandeurs phénoménologiques observables, que l’on peut mesurer, telle la tempéra- 
ture. Nous avons signalé en quoi cette démarche était essentielle pour la thermodynamique loin de l’état d’équilibre, 
puisqu’elle permettrait de justifier l’emploi de la formule de GIBBS dont la validité a été postulée. 
Ce n’est cependant pas cet aspect de la thermodynamique statistique qui nous intéressera ici. Nous y recher- 
cherons plutôt la manière dont on peut essayer «d’inventer» des observables à partir d’une multitude microscopique 
dont les dynamiques individuelles sont connues. C’est ce qui en définitive ouvre la voie à la possibilité de transférer 
la vérité des modèles dans le domaine de l’expérimentateur pour en apprécier la valeur de prédiction. 
KERNER décrit la démarche de la mécanique statistique de GIBBS. Celle-ci a peu à voir avec la mécanique comme 
telle, elle n’y emprunte que les équations newtoniennes sous une forme telle qu’elles constituent un système dyna- 
mique. Il s’agit en fait d’une théorie statistique des systèmes différentiels xi = xi (xi i... X,), nous en avons un 
en citant BOLOTIN, en quoi les notions de stabilité du système et de probabilité y étaient reliées. 
Supposons que le développement du mouvement soit représenté par la trajectoire d’un point dans l’espace 
cartésien à n dimensions (x1, x2, . . . . xn) ; 
pour une variété de conditions initiales. 
un nuage ou un fluide de points représente le mouvement du système 
Si p est la densité de ce fluide, et 
k = (XI. x2, .. . . Xn) = (X,, x,, . ..> X,) 
la vélocité du fluide en un point quelconque, la conservation du fluide est exprimée par : 
2 + div p x=0 
ou : 
g+. x.vp + p div x =0 
Seulement quand le fluide est incompressible, 
d Xi 
divx=CG-=O 
on a le théorème de LIOUVILLE de la conservation de la densité dans l’espace des phases, ainsi que cet espace à n 
dimensions peut alors être convenablement appelé : 
g+. x.vp =o 
La densité conservée, calculée maintenant comme une densité de probabilité en tenant compte des intégrales 
de mouvement connues, peut devenir l’outil adéquate pour étudier statistiquement le système différentiel. On ne 
considère pas un mouvement simple, mais un grand ensemble d’entre eux, en découvrant comment des variables 
particulières intéressantes se comportent en moyenne, plutôt que dans le cas individuel qui correspond au mouve- 
ment d’un système ponctuel donné avec ses conditions initiales complètement spécifiées. Ce n’est que l’impossi- 
bilité ou l’impraticabilité d’établir des valeurs initiales précises pour de très grands nombres de variables qui parle 
en faveur d’une approche d’ensemble. Il est peut-être plus convenable de dire que 105 d’espèces chimiques couplées 
ont des concentrations initiales en probabilité autour de certaines valeurs, avec une certaine dispersion, avec une 
conservation globale de la masse, que d’insister sur le fait qu’on peut les considérer ou les mesurer toutes préci- 
sément et simultanément. 
Au départ, pour les systèmes d’équations considérés, la condition d’incompressibilité du fluide, div X = 0, 
ne sera généralement pas satisfaite. On cherchera d’autres variables yi = yi (x1, x2, . . . . xn) telles qu’après trans- 
formation de xi = Xi(x) en yi = Yi(y) on ait l’incompressibilité du flux dans l’espace des y, div y = 0. 
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De façon tout à fait générale, les systèmes hamiltoniens (‘) satisfont au théorème de LIOUVILLE, mais ceci 
est une condition purement suffisante et pas du tout nécessaire. C’est pourquoi on rencontre souvent deux 
démarches de la mécanique statistique : ou bien l’on décrit le parcours long, passant par la démonstration du 
théorème de LIOUVILLE, ou bien l’on part de la connaissance initiale d’invariants et de la possibilité d’avoir une 
forme humiltonienne, et le processus est raccourci. Dans le cas de la thermodynamique la première voie a été 
initialement parcourue par BOLTZMANN ; le formalisme moderne de la mécanique classique et quantique permet 
de partir directem.ent d’hamiltoniens. 
L’énergie d’une particule occupant le niveau i’ est si, cet état est de dégénércsccncc gi (nombre de réalisations 
possibles d’un tel état), la mécanique statistique commence par établir la distribution la plus probable de N par- 
ticules : 
1) en supposant N fixé, 
2) en fixant l’énergie totale E fixée. 
Soit Ni particules dans l’état i, la distribution est donnée par : 
Ni = gi c-a-B~i 
Z = 2: gi cps’~ est appelée somme d’états et est caractéristique de la particule dont la dynamique permet de 
définir lesi ci. 
du et p sont des constantes dont la signification physique est définie ultérieurement : 
1 
P= kT 
où k est la constante de Boltznann, égale au rapport de R ( constante des gaz parfaits) à M (nombre d’Avogadro). 
A partir de la fonction Z on peut exprimer les différentes variables d’intérêt. 
L’énergie : 
L’entropie est : 
E =-N (;LogZ)” 
La signification statistique de l’entropie résulte de ce qu’on obtient S à partir du maximum Log n de : 
LOT C = y Ni Log & + N 
obtenu quand : 
Ni = ; gi c-P~~ 
S = k Log il, et Log C est analogue à une quantité d’information. Toutes les variables de la thermodynamique 
se déduisent par dérivation partielle de l’entropie ou de l’énergie, ce qui permet en particulier le calcul des chaleurs 
spécifiques. 
Enfin un sens particulier est donné à la température absolue par le théorème de l’épipartition de l’énergie. 
1 17 
L’énergie cinétique moyenne par degré de liberté - 8 = - pi qi du système est telle que : 
2 2 
8 = kT 
C’est à partir de moyennes semblables que des variables analogues à la température absolue seront construites 
à partir d’une population d’oscillateurs biochimiques. 
La notion de travail ct de chaleur se séparent aisément en thermodynamique statistique : 
E = C Ni ri 
dE = 2; Ni dri + C Et dNt 
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(l) Un système hamiltonien est tel que, si x et p sont des paramètres conjugués (positions et moments), les équations 
différentielles, sont : 
dx C?H dP 3H - =- - =-- 
dt JP dt dX 
Le premier terme du 2e membre correspond à un travail : variation d’énergie pour les mêmes états ; le deuxième 
terme correspond à la chaleur : modification de la répartition des particules dans les différents niveaux. La chaleur 
traduit ainsi une redistribution statistique dans des niveaux inchangés. 
Nous limitons là cette esquisse de la thermodynamique statistique ; ce mode de raisonnement. a été étendu 
par KERNER, puis LEIGH à la description globale des écosystèmes, nous reprendrons le détail de la démarche en 
présentant les travaux de GOODWIN qui a commencé la construction d’une «thermodynamique des cultures cellu- 
laires» construite, au niveau microscopique sur la dynamique des coscillateursn de la synthèse protéique. 
Les outils analytiques des descriptions qui vont suivre sont ainsi à peu près situés et nous pourrons reporter 
notre intérêt sur les structures des modèles, les résultats qualitatifs ou quantitatifs auxquels ils aboutissent et les 
significations biologiques qu’ils offrent. 
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CHAPITRE 4 
Régulation des synthèses enzymatiques (modèles de Heinmets) 
Les modèles analysés sont ceux décrits par MONOD et JACOB (1961). 0 n se propose d’étudier les caractéris- 
tiques de la régulation propres à ces modèles et d’analyser l’évolution des concentrations des différentes espèces 
chimiques dont ils contrôlent la synthèse. Seule une analyse quantitative peut fournir un aperçu satisfaisant des 
caractéristiques opérationnelles du système. 
Les schémas représentatifs des différents modèles sont donnés dans la figure 1. 
4.1. DONNÉES CONCERNANT DIFFÉRENTS MODÈLES DE RÉGULATION 
MODÈLE 1 (MÉCANISME INDUCTIF DIRECT) 
S’, transformé du substrat S, par l’enzyme contrôlée E, agit comme inducteur, Celui-ci se complexe avec le 
represseur R et le complexe est inactif. Le système de réactions est le suivant : 
GR+Pn%[GR.Pn]jGn+R (1) 
Le gène répresseur GR se combine avec le pool chimique à partir duquel le répresseur R est produit : 
T+R2A (2) 
Les gènes structuraux T se combinent avec le répresseur pour donner le gène structural réprimé A : 
A%T+Xt (3) 
La dérépression des gènes structuraux réprimés A libère des produits inactifs X, : 
T+PE%T+E (4) 
Le gène structural T permet, avec le pool de substance de la synthèse enzymatique, la production de l’en- 
ryme E. La réaction (4) raccourcit considérablement les étapes de la synthèse protéique. D’autres modèles que 
nous verrons plus loin insistent sur les modifications introduites quand on tient compte des ARN. 
E+S2E+S’ (5) 
L’enzyme transforme le substrat S en son produit S’ : 
S’+ R%Xz (6) 
Le répresseur et le produit S’ se combinent en un produit inactif qui n’interviendra plus. 
Les trois autres réactions décrivent la dégradation de E, S’ et R : 
E kla X, 
S’ kl, x, 
(7) 
(8) 
R kz X5 (9) 
Ainsi, R inactivé par S’ dans la réaction (6) ne réprime pas les gènes structuraux T, qui résultent de la déré- 
pression spontanée par (3) des structures réprimées A. 
On voit qu’un tel système se traduit par un déclenchement de la synthèse enzymatique dès que le substrat S 
est fourni, une petite synthèse initiale de E étant produite par la transformation lente spontanée (3) et la synthèse (4). 
Le système d’équations différentielles de cet ensemble de réactions est le suivant : 
dGR 
dt = k’, [Gn . PR] - k, PR GR 
d[GR PR] dGn 
dt =- dt 
dR 
- = k’, GR PR - k, RT - k, S’R - k,, R 
dt 
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Fc’T 
P S 
III P, corépresseur de 2 
I P2 corépresseur de 1 I 
11 P, 
S 
inducteur de 2 
inducteur de 1 




V I , inducteur (antagoniste de RG, ) active RG2 
12 inducteur (antagoniste de RG, 1 active RG, 
Pi est le produit transformé de Si dans la réaction contrôlée par Ei 
Fig. 1. - Modèles de régulation 
RG : gène régulateur 0 : opérateur SG : gène stuctural 
Cah. ORSTOM, sér. Biol., vol. X, no 4, 1975 : 333-379 357 










0 n peut par résolution numérique (sur ordinateur, évidemment) étudier l’effet de diverses concentrations 
et de diverses modifications des vitesses de réactions sur les synthèses. 
1. La relation entre concentration initiale du substrat et la synthèse de l’enzyme est donnée figure 2 ; le taux 
stationnaire de la synthèse enzymatique est atteint quand le gène structural T est entièrement libre. 
1 
Temps 
0 1 2 3 4 5 6 7 8 9 
Fig. 2. - Modèle I 
Effet de la concentration du substrat S, sur la synthèse de l’enzyme. 
Les courbes 0, 1, 2, 3 correspondent aux valeurs respectives suivantes de k,S : 0, 0.05, O,lO, 0,15. 
2. L’évolution 
lement. 












0 1 ; A ; 5 6 ; 8 9 
Fig. 3. - Modèle I 
Concentration en enzyme (E,), substrat transformé (S’) et répresseur (R) en fonction du temps pour k,S = 0,15. 
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3. Quand le substrat S est supprimé la synthèse enzymatique décline et sa concentration sera maintenue à 
un faible niveau. La synthèse de E peut être supprimée complètement à la suite d’une privation même tempo- 
raire de S, si les vitesses de dégradation de E et S’ sont grandes. 
4. La synthèse, dans ce type de système inductif, peut être déclenchée par une courte impulsion de l’induc- 
teur S’ (de durée supérieure à une certaine valeur critique dépendant des pools de substances et des valeurs des 
diverses constantes) (fig. 4). 
0 12 3 4 5 6 7 8 9 
Fig. 4. - Modèle I 
Induction de la synthèse enzymatique par une impulsion en substrat transformé S’. 
E,o est la courbe en absence d’impulsion; E, concentration de l’enzyme avec impulsion; 
T,, état des gènes structuraux non réprimés. 





0 1 2 3 4 5 6 7 8 9 
Fig. 5. - Modèle II non couplé 
Fonction de l’enzyme E,, du substrat transformé et du répresseur R, pour la valeur k,S, = 0,30, 
le système étant initialement non réprimé. 
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MODÈLE II (COUPLAGE DE DEUX SYSTÈMES INDUCTIFS DU MODÈLE 1) 
L’ensemble des réactions est analogue, 
croisés : 
sauf les réactions (6) qui sont remplacées par un groupe de contrôles 
) 
R, + S’, k; M, \ R, + S’, kz M, 
! M, + T, -f A, ! M, + T, -f A, 
1 
Les réPre.sseurs a&$ M, et M, sont produits par la combinaison de répresseurs inactifs Ri d’un système avec 
e produit S’j transformé du substrat par l’enzyme produit par l’autre système. 
Ce système couplé permet d’analyser l’effet de déséquilibre entre les deux systèmes qui le composent. 
1. On étudie la dynamique d’une seule des composantes, sans couplage (fig. 5). Le système étant initialement 
non réprimé, la formation de l’enzyme démarre immédiatement et les concentrations E, S’ et R atteignent un 
niveau constant indéfiniment maintenu. 
2. Le couplage des deux composantes conduit à un comportement différent (fig. 6). Le couplage se traduit 
par un accroissement de la répression dans les opérons, qui est suivi par une réduction de la formation enzymatique. 
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Fig. 6. - Modèle II (systèmes couplés) 
Même formule que dans la figure 5, quand le couplage a lieu : k,S, = 0,30. 
Les deux systèmes E, et Es sont identiques et seule l’évolution de E, est rapportée. 
3. Une dissymétrie peut être introduite dans le modèle en modifiant la vitesse de formation du répresseur k, 
pour une composante, sans modifier l’autre. Un type de régulation opposée dans la formation enzymatique appa- 
raît (fig. 7). Dans un système équilibré les productions d’enzymes se suivent ; dans un système non balancé, les 
taux de formation d’enzymes évoluent en direction opposée. 
«Le phénomène selon lequel un mécanisme régulateur hautement efficace de la synthèse enzymatique peut 
être désorganisé quand les propriétés de certaines unités fonctionnelles sont altérées, a des conséquences de très 
grande signification. Supposons qu’un agent interagisse avec le gène régulateur, et réduise considérablement le 
taux de formation du répresseur. Alors le mécanisme de contrôle qui opère normalement peut être perdu ou peut 
subir une distorsion. En addition, le répresseur produit peut acquérir des caractéristiques structurales altérées, et 
ceci peut être associé avec la perte de spécificité. Ceci peut produire un foyer initial de perturbation fonctionnelle 
dans les processus cellulaires, et un désordre général plus étendu peut en résulter» (HEINMETS). 







0 1 2 3 4 5 6 7 6 
Fig. 7. - Modèle II (systèmes couplés) 
Effet du déséquilibre dans la formation du répresseur sur la synthèse enzymatique. 
Les systèmes E, et E, sont couplés et tous deux sont représentés tandis que le taux de formation du répresseur klP, varie dans le système E 
comme l’indique le tableau ci-dessous. k,S, = ksS, = 0,30. 
Numéro de Ix rourhe 1 2 3 4 
k,Pr 0.50 0,311 0,lO 0 
MODÈLE III 
Les interactions R, + S’, + M, et R, + S’, -+ M, sont non fonctionnelles ; on a : 
R,+T13& et R, + T, k: A, 
Le couplage n’intervient que par le blocage du répresseur d’une composante Ri par le produit S’j de la réac- 
tion contrôlée par l’autre composante. Ainsi le produit de la réaction j agit comme inducteur de la réaction i. 
1. L’étude, sans couplage, de chaque composante montre l’accumulation du répresseur et la réduction en 
enzyme et en substrat transformé (fig. 8). 
2. Le couplage des deux composantes conduit à un système très faiblement réprimé et à une production enzy- 
matique équilibrée pour les deux composantes (fig. 9). 
Le modèle III est fondamentalement, dans l’état bien couplé, un moyen très efficace d’égalisation de la pro- 
duction des enzymes et des substrats transformés dans les deux composantes. Si des changements n’affectent que 
l’entrée du substrat S, et pas Sa, les changements se réflètent à la fois sur S’, et S’,. Ce type de système opère de 
façon très satisfaisante quand il faut obtenir à peu près le même résultat S’, et S’, à partir des deux réactions enzy 
matiques dans des conditions où il y a des jluctuations dans les entrées S, ou S,. 
3. Les changements dans la formation du répresseur produisent des effets dissymétriques dans le système 
et les propriétés d’équilibre sont perdues. Ces systèmes sont très sensibles, en termes de perte de contrôle et d’équi- 
libre vis-à-vis des agents qui interfèrent avec la formation du répresseur. Le gène répresseur est un paramètre des 
plus critiques pour les systèmes ainsi régulés. 
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Fig. 8. - Modèle III (systèmes non couplés) 
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Fig. 9. - Modèle III (systèmes couplés) 
Même représentation que dans la figure 8, les deux systèmes E, et E, ont des paramètres identiques. 
MODÈLE IV 
Ce modèle est hybride entre les modèles II et III. La transformation S’, du substrat S, agit comme corépres- 
seur pour la composante 2, tandis que S’, est un inducteur pour la composante 1. Ce système n’est pas symétrique. 
On a ainsi : 
1 R, + S’, k- M, 
1 M, + T, -+ A, 
\ R, + S’, -f M, non fonctionnel 
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1. Pour certaines valeurs des paramètres le système devient oscillatoire ; la figure 10 montre l’effet de la valeur 
de la constante k, sur les caractéristiques oscillatoires de la formation de l’enzyme E,. La figure 11 montre les oscil- 
lations du gène structural T, entre l’état réprimé et non réprimé pour les mêmes valeurs de k,. Différents effets 

















0 1 2 3 4 5 6 7 8 
Fig. 10. - Modèle IV (systèmes couplés) 
Effet de la constante k, sur les caractéristiques oscillatoires de la formation de l’enzyme E,. (k, varie de 0,04 h 0,30) ; 
la variation de E, est représentée en fonction du temps ; la variation de E, est semblable. 
0 1 2 3 4 5 6 7 
Fig. 11. - Effet de la constante k, sur le gène T,, oscillation entre les états réprimés et déréprimés. 
k, varie de 0,004 à 0,300. 
2. Un système analogue,, légèrement modifié, conduit à des possibilités d’oscillations pour une gamme de 
valeurs des paramètres, plus large. Les figures 12 et 13 montrent le décalage de phase dans les synthèses des enzymes 
et des répresseurs. L’amplitude, la fréquence et la phase peuvent être effectivement contrôlés par variation de 
k, et k,. Ces deux constantes représentent les unités de base qui déterminent les caractéristiques des oscillations 
permanentes. 
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La sensibilité paramétrique de ce système suggère que des entrées du substrat dans des systèmes périodiques 
doivent vraisemblablement être régulées par quelqu’autre mécanisme de contrôle pour maintenir une fréquence 
constante. Il existe de nombreux facteurs qui introduisent des distorsions dans le patron des oscillations ou même 
détruisent entièrement le système d’oscillations. Cependant, pour un système bien établi, les changements para- 
métriques doivent être très importants pour produire des changements nets dans le système (une perte des pro- 
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Fig. 12. - Modèle IV (systèmes COU~~&) 
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Fig. 13. - Modèle IV (systèmes couplés) 
Formation oscillatoire des répresseurs R, et R,. 
MODÈLE V (CONTRÔLE DE L'ACTIVITÉ DE L’OPÉRON PAR DEUX INDUCTEURS EXTÉRIEURS) 
Un gène régulateur RG, contrôle l’activité d’un opéron contenant trois gènes structuraux et un autre gène 
régulateur RG, ; RG, appartient lui-même à un autre opéron sensible au répresseur synthétisé par RG,. Un induc- 
teur 1, est antagoniste de RG, ; un autre inducteur 1, est antagoniste de RG, et active donc RG, (et inactive le 
système sous la dépendance de RG,, y compris RG,). 
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Les figures 14 et 15 montrent l’effet d’une impulsion de l’inducteur 1 pour le déclenchement de la synthèse 
de l’enzyme. Une impulsion d’inducteur 2 se traduit par un déclin rapide de la synthèse de l’enzyme ; après un 
certain temps l’opéron sera complètement inactif. 
L’opération d’un tel type de système peut être aisément contrôlée par deux inducteurs extérieurs qui inter- 
agissent avec deux opérons différents. L’activité d’un tel système dépend entièrement du stimulus extérieur, 








0 1 2 3 4 5 G 7 a 
Fig. 14. - Modèle V 
Initiation de la synthèse enzymatique par une impulsion d’inducteur. 
Les impulsions k& sont appliquées après initiation du système sur l’ordinateur k’, = 0. 
Fig. 15. - Modèle V 
Terminaison de la synthèse enzymatique par une impulsion de dérépresseur k’, = 0 ; 
une impulsion de k& est appliquée au système de formation de l’enzyme. 
Figures 2 à 15 : Quantitative Cellular Biology F. HEINMETS, Marcel DEKKER, Inc. New York. 
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4.2. CONCLUSION. LIMITES DE CES ANALYSES 
La recherche des paramètres est l’élément le plus crucial et représente les étapes les plus difficiles pour l’en- 
semble du processus analytique. Malgré ces difficultés, les simulations obtenues permettent de réaliser quanti- 
tativement le fonctionnement de ces systèmes de régulation. 
Une analyse qualitative globale de systèmes différentiels aussi complexes ne peut être réalisée, aussi les états 
stationnaires acquis n’appartiennent qu’à une catégorie restreinte de valeurs qui ne couvrent certainement pas 
l’ensemble des situations. 
Des résultats qualitatifs sont cependant acquis, tels : 
1. L’introduction d’oscillations stables avec le modèle IV. 
2. Les possibilités de déclencher ou de bloquer les synthèses par le jeu d’impulsions limitées dans les concen- 
trations d’éléments donnés (modèles 1, II, III et V). 
3. La possibilité de déplacer complètement l’équilibre entre deux enzymes produites de façon couplée, en 
jouant sur certaines vitesses de réaction (modèles II et III). Les points faibles de ces régulations peuvent être 
convenablement déterminés par ces simulations (formation du répresseur dans le modèle III, interactions avec 
le gène régulateur pour le modèle II). 
Nous avons précédemment insisté sur l’importance des couplages de réactions chimiques inducteurs d’oscil- 
lations stables, le modèle TV en fournit un exemple. Les systèmes différentiels ici analysés sont trop complexes 
pour qu’une étude a priori des différents états stationnaires puisse être réalisée. 
Ceci va être examiné pour une schématisation de l’un des modèles précédents. 
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CHAPITRE 5 
Etats stationnaires multiples et instabilités chimiques 
dans le modèle II (Babloyantz et Nicolis) 
Le modèle II est analysé en incorporant les synthèses d’ARN messagers (fig. 16). A cela près la situation est 
celle où le gène régulateur RG de chaque système enzymatique donne un répresseur non-actif R qui, par combinai- 
son avec le produit P du système opposé forme un répresseur R, qui bloque la formation de l’enzyme E. 
Fig. 16. - Modèle à deux systèmes à corépresseurs couplés. La synthèse d’ARN messager est représentée. 
X, et Xz sont les concentrations des deux ARN messagers, le produit de dégradation de P, est Fi, ils sont liés 
par la réactron : 
k 15 
p Fl 1= (1) 
k'l5 
Nous renvoyons à l’article de référence pour l’écriture de l’ensemble des réactions correspondant au modèle 
(elles s’établissent comme pour les analyses de HEINMETS). 
Analysé du point de vue thermodynamique, il faut remarquer que ce modèle invoque quelques étapes irré- 
versibles : synthèses d’enzyme et de ARN m et leurs dénaturations. On pourrait croire que cela implique que 
l’affinité d’ensemble est infinie, c’est-à-dire que le système opère loin de l’état d’équilibre ; en fait on ne voit pas 
quelles contraintes pourraient maintenir de tels systèmes loin de l’équilibre. 
L’introduction de la réaction (1) rend le système ouvert au réservoir d’un produit de dégradation final Fi. 
Ce couplage pourra, sous certaines conditions, conduire le système à un état stationnaire de non-équilibre. 
Nous donnons ci-dessous le système différentiel auquel aboutit la résolution analytique des équations : 
dE 
1 = k, X, - k, E, 
dt 
dE 
2 = k,, X2 - k,, E, 
dt 
Cah. ORSTOM, sér. Biol., vol. X, no 4, 1975 : 333-379 367 
dX, - A 
dt 
--k,Xr + ~ Q + E,” 
dX, ~ - - k,, X, + 
A 
dt Q + E,” + F’2 + 2 F’ E, 
Q, A, F’ sont des fonctions des vitesses et des concentrations relatives aux autres réactions. 
La recherche des états stationnaires, annulation des membres de gauche, conduit à une équation du 5e degré 
en El, montrant l’existence, au plus, de cinq états stationnaires. 
La multiplicité des états stationnaires n’est pas propre au système de réactions choisi. 
Pour un spectre large des valeurs des paramètres, on a pu observer trois états stationnaires (fig. 17). Une ana- 
lyse infinitésimale de la stabilité montre que seuls les états appartenant aux branches inférieure et supérieure 
de la figure 17 sont stables. La transition entre différents états peut avoir lieu pour un intervalle très étroit des 
valeurs de Fr. Pour d’autres valeurs de F, la région de coexistence des trois états stationnaires disparaît et la 
variation de la concentration en enzyme est donnée par une courbe sigmoïdale. Dans les deux cas le système est 
capable de sauter entre deux états de concentration enzymatique très diff érente et de montrer une sensibilité extrême à 
l’effet d’un régulateur externe. L’arrivée de la boucle d’hystérésis de la figure 17 n’est pas incompatible avec l’idée 
que l’organisme lui-même (avant différenciation) est parfaitement réversible. C’est le couplage avec les réser- 
voirs S,, S, et F, qui est responsable de l’hystérésis. Une fois le couplage avec l’environnement réalisé, le système 
peut être incapable de revenir à son histoire précédente, même quand les contraintes sont relachées. Enfin, dans la région 




Fig. 17. - Etats stationnaires multiples pour la production de E, pour k = 0,3 ; k, = 0,5 ; k, = 5 ; A = 20 ; Q = 1 
(modèle de la figure 16 ; d’après BABLOYANTZ A. et NICOLIS G., 1972). 
«Le comportement fonctionnel du système change radicalement sans aucune altération de l’information portée 
par le matériel génétique. Les phénomènes de transition sont reliés à l’assymétrie du système dû au couplage de 
non-équilibre avec l’environnement. 
«Puisque la non-linéarité et les conditions de non-linéarité sont des caractères communs des systèmes biolo- 
giques, les changements fonctionnels brusques dans divers organismes pourraient être bien expliqués, dans un certain 
nombre de cas, comme des transitions irréversibles arrivant par delà les points d’instabilités chimiques» (BABLOYANTZ 
et NICOLE). 
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CHAPITRE 6 
Diverses situations de cycles limites 
dans les systèmes de réactions chimiques 
Nous allons, plus loin, être confrontés avec deux problèmes nouveaux : 
1. L’apparition de structures dissipatives conduisant à une organisation spatiale et temporelle ; 
2. L’établissement d’une thermodynamique statistique permettant de déterminer une grandeur observable 
de l’état d’un ensemble de cellules. 
La résolution de ces problèmes et la mise en évidence de situations où ils ont un sens passent par le repérage 
de systèmes de réactions aboutissant à des variations cycliques stables des concentrations. C’est la légitimité et 
la présentation de ces situations qui vont être abordées ici. 
6.1. MODÈLE DE LOTKA-VOLTERRA ET MODÊLE A CYCLE LIMITE 
Nous revenons sur l’analyse de deux systèmes d’oscillations chimiques, très théoriques mais auxquels nous 
ferons référence par la suite. 
MODÈLE DE LOTKA-VOLTERRA 
Ce modèle a d’abord été proposé pour décrire les interactions proie-prédateur en écologie ; les mêmes équa- 
tions différentielles permettent de décrire le système de réactions chimiques autocatalytiques irréversibles suivant 
(valeur infinie de Va$nité globale) : 
A+X’52X 
x -1. Y 2 2 Y 
Y+D2E+D 




cl X - k, XY 
dY 
i dt =keXY-&,Y , 
(1) 
Dans l’espace des phases (X, Y) l’équation des trajectoires est donnée par : 
dY Y (k, X - 3) -- 
dX - X (1 -k, Y) 
qui représente la famille de courbes fermées de la figure 18. Nous avions signalé dans le paragraphe concernant la 
thermodynamique des processus irréversibles que les systèmes autocatalytiques étaient générateurs d’oscillations. 
Les résultats principaux concernant l’étude de ce système sont les suivants : 




2. De petites perturbations autour de (X0, Yo) montrent des oscillations non amorties avec une fréquence 
universelle : 
W, = (k, k, AD)riz 
3. Pour des perturbations arbitraires le système (1) d a met une constante du mouvement qui joue le rôle d’un 
hamiltonien. Ainsi, des perturbations finies sont aussi périodiques dans le temps, avec des périodes qui dépendent 
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0.2 0.5 1 1.5 2 2.5 
Fig. 18. ~ Orbites irréversibles dans le plan des X, Y pour des valeurs différentes et la constante du mouvement k. 
S représente l’état stationnaire. 
des conditions initiales. Les trajectoires du système dans l’espace (X, Y) constituent un réseau dense de courbes 
fermées qui sont toutes orbitalement stables (mais pas asymptotiquement). 
4. Des oscillations ne peuvent avoir lieu que lorsque le système est déplacé loin de l’état d’équilibre thermo- 
dynamique. 
MODÈLE A CYCLE LIMITE 
Dans le cas du modèle précédent le point critique de stabilité marginale est atteint dans la situation limite 
d’une affinité d’ensemble infinie. La valeur W.. ne correspond qu’à la partie imaginaire de l’équation de dispersion 
qui permet de déterminer les conditions d’existence d’oscillations non amorties (p. 348). En accord avec le critère 
de stabilité thermodynamique 6,P 2 0 on constate que ce terme disparaît identiquement autour de l’état sta- 
tionnaire. 
Le modèle que nous allons étudier maintenant présentera un cas d’instabilité pour lequel la production d’excès 
d’entropie disparaîtra puis changera de signe pour une valeur finie de l’afinité globale. La branche thermodynamique 
sera alors instable. On verra, en outre, apparaître des oscillations non amorties à partir d’un seuil différent de celui 
de l’apparition d’une instabilité. 








Seules X et Y sont des variables indépendantes ; A, B, D, E sont les produits initiaux et finaux fixés. Pour sim- 
plifier on pose toutes les constantes cinétiques directes égales à 1, et les inverses à k. Le système dynamique global 





- = BX-XaY + k(X3-YD) 
dt 
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B 
En posant - = R, et -4 = k2 E, correspondant à la loi d’action de masse, 
D 
la solution correspondant à l’état 
stationnaire est : 
x, = ; y 0 
~ A (A2 + k RD) . 
A2 + ka D 
Par l’analyse du mode normal, on calcul les équations de perturbations linéarisées autour de l’état station- 
naire, et on obtient la relation de dispersion. Ceci permettra d’étudier à partir de quels seuils les conditions d’apé- 
riodicité (&II = 0) et de stabilité (W” 6‘5 6 0) sont violées. L’équation de dispersion permet le calcul des W. 
Dans le cas présent, la condition d’apériodicité est violée avant la condition de stabilité. L’étude du comportement 
de 8,P et 8,LI à l’état marginal sera faite, comme pour le modèle de Lotka-Volterra dans le cas limite où les cons- 
tantes inverses sont nulles (& + CO). 
Les équations différentielles deviennent 
dX 7 dt =A+XzY-BX-X 
dY 
==BX-XzY 
L’équation de dispersion est : 
Les nouvelles valeurs de l’état stationnaire sont : 
L’instabilité chimique est réalisée quand : 
B >Bc 
Le calcul de S,P donne : 
avec B, = 1 + A2 
B(l -B)8X 6X* + A2 8Y 6Y* 
La contribution négative -B 8X 6X* est due à l’action autocatalytique de X ; pour B 6 1, 6,P est définie 
positive ; c’est une condition sufisante de stabilité. 
Quand B augmente et atteint la valeur critique Bc la production d’excès d’entropie disparaît, le terme négatif 
correspondant exactement aux contributions positives. 
(hnP)B=Bc = 1 + A” -JL (A.2 - Wi’) (6Yr)” 
donne Wi = f A comme condition marginale de stabilité, en accord avec l’équation de dispersion. On trouve 
aussi : 
Wi 6mII = - 4 Wi” (6Yr)2 < 0 
ce qui donne le signe de la rotation. 
En convertissant le système différentiel en une équation différentielle, on obtient la courbe solution : 
X B+l 
y=y+ 2x 
Cette courbe ne peut être dans le voisinage de l’état stationnaire que pour B proche de la valeur critique Bc. A 
l’état marginal la courbe passe par le point stationnaire. 
Pour B >Bc la courbe est à une distance finie de l’état stationnaire. La solution périodique ne peut jamais 
être dans le voisinage immédiat de l’état stationnaire, sauf au point de stabilité marginale. 
Ainsi, avant l’instabilité on a un état stationnaire stable, les perturbations se traduisent par l’évolution 
ci-dessous : 
X 
X0 22 -----  
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L’état stationnaire est un foyer stable. Au-delà de l’instabilité l’état stationnaire devient instable et un pro- 
cessus périodique stable appelé cycle limite a lieu. Quelque soit l’état initial, le système approche au cours du temps 
la même solution périodique dont les caractéristiques, période et amplitude sont déterminées de façon unique 
par l’équation différentielle non-linéaire. Ceci est représenté figure 19. La stabilité marginale correspond à un 
point de bifurcution où l’on passe d’un foyer stable à un foyer instable et à un cycle limite stable. 
0 1 2 3 4 Y 
Fig. 19. - Trajectoires obtenues par intégration numérique pour : 
(1) x = Y = 0 (2) x = Y = 1 (3) x = 10, Y = 0 (4) x = 1, Y = 3 
Figures 18 et 19 dans GLANDSDORFF et PRIGOGINE, Tbermodynamic of Structure, stability and Fluctuations, WILEY, 1971. 
6.2. STRUCTURES DISSIPATIVES 
Nous présenterons très rapidement l’analyse de ces situations. Elles résultent de la combinaison de systèmes 
chimiques analogues aux précédents et d’un processus de transport (diffusion). On conçoit aisément que le trans- 
port permette de traduire l’hétérogénéité temporelle (oscillations) en une hétérogénéité spatiale pouvant conduire 
à des inhomogénéités stables. L’implication de telles structures pour l’interprétation de la morphogénèse avait été 
le motif initial des modèles proposés par TURING (1952). D e p uis lors l’intérêt de ces analyses a été redécouvert 
et l’expérimentation a permis de faire apparaître de telles inhomogénéités (réaction de ZHABOTINSKI). 
Le schéma de réactions est le même que celui aboutissant au système (a). L’introduction de la diffusion le 
transforme en système d’équations aux dérivées partielles : 
k,A + k,XzY - k,BX - k,X $- D, g 
=kBX-kX’Y+D d!Y 3 2 + y as 
Dx et D, sont les constantes de diffusion, r est la coordonnée géométrique. On considère une perturbation dépen- 
dant de l’espace, A est la longueur d’onde de l’inhomogénéité (pour une perturbation homogène X -t CO) ; l’effet 
des perturbations s’écrit : 
x-x,=x CXP (wt+;) 
Y-Y,=yexp (,t+g) 
On en déduit l’équation de dispersion comme précédemment : 
Wz+(As+l-B+a$b)+A’(l$-a)+(l-B)b$ab=O 
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Deux sources d’instabilités sont possibles : 
a) Disparition du terme en W, comme dans le cas précédent ; l’état marginal est obtenu pour : 
B’, (A) = 1 + A” + a + b 
b) Disparition du terme indépendant de W, l’une des racines est nulle, l’état marginal correspond à un échange 
de stabilités, pour : 
B”e (h) = (A’ + b) (1 + a) /b 
Suivant la valeur de h c’est l’une ou l’autre des instabilités qui apparaîtra la première. La valeur minimum 
de B’~(A) est : 
B’, = 1 + As 
obtenue pour A -> CO. Celle de B”e(k) est obtenue pour 
‘hzc = ; (Dx Dy)lls 
et vaut : 
Pour des coefficients de diffusion égaux B’e est atteint le premier (on obtient un cycle limite), pour D suffi- 
Y 
samment petit, B”e est atteint le premier on a une instabilité de Turing (instabilité briseuse de symétrie, le milieu 
après la transition est moins symétrique que l’état précédent). 
L’instabilité apparaît réellement comme un effet coopératif invoquant à la fois les réactions chimiques et la 
diffusion. Des inhomogénéités fines ne peuvent arriver que si la vitesse de diffusion est comparable à la vztesse de 
réactions chimiques (ce que montre le calcul de le en tenant compte des vitesses de réaction) : 
1/2 x (Dx fiyF2 
A 
Si la diffusion, comparée aux réactions chimiques devient très rapide, l’instabilité a lieu pour des longueurs d’onde 
croissantes, et le système reste pratiquement homogène. 
Le rôle de la diffusion peut s’apprécier plus profondément par l’interprétation thermodynamique de la sta- 
bilité. Le critère de stabilité est, rappelons-le : 




P[SS] = -A- x? + ; y’ + 2 x? + gj y2 
1. Le terme - g x? dû à l’action autocatalytique de X apporte la contribution dangereuse pour la stabilité 
(ce qu’on a déjà vu). 
2. La contribution explicite de la diffusion est positive et proportionnelle à 
D 
7 . S’il y a une instabilité, des 
valeurs croissantes de D conduiront à des valeurs croissantes de la longueur d’onde critique 1~ ; si 1, restait cons- 
tante, la contribution de la diffusion deviendrait dominante et P[as] serait toujours positive. 
3. La diffusion a un deuxième rôle, qui n’apparaît pas dans ces formulations, c’est qu’elle accroit la variété 
des perturbations possibles par la considération de systèmes irzhomogènes. Il y a déstabilisation possible du système 
par augmentation de la variété des perturbations. 
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CHAPITRE 7 
Thermodynamique statistique des cultures cellulaires 
(Goodwin) 
Nous allons quitter le domaine de l’organisation de la matière qui se manifeste loin de l’état d’équilibre pour 
exploiter d’une manière nouvelle l’existence d’oscillations stables apparues dans la dynamique des systèmes 
chimiques qui rythment la vie des cellules. 
Partant de ce qu’un assez grand nombre de telles oscillations ont lieu conjointement dans la cellule, on va 
tenter d’apprécier globalement leurs effets simultanés. 
Les systèmes oscillatoires viennent des circuits de contrôle par répression selon le schéma ci-dessous : 
‘i 
schéma 1 
Lt est un locus génique qui produit l’ARNm en quantité Xi ; 
R est un ribosome qui permet la production de la protéine, homologue du point de vue informationnel, en quan- 
tité Yi. 
En un point C de la cellule la protéine agit sur l’état métabolique soit par action enzymatique, soit autrement. 
Le résultat de cette action est la production d’une espèce métabolique en quantité Mi qui entre dans le pool méta- 
bolique Pi. 
Deux boucles de rétrocontrôle sont alors possibles, soit sur le site d’activité du métabolite C, soit au locus 
génétique Li. 
Les situations plus compliquées correspondent aux schémas que nous avons déjà analysés et qu’on peut 
représenter ainsi que le montre le schéma II. 
Ce schéma est très proche des schémas II et III de HEINMETS. 
L’établissement des équations de la cinétique est un peu différent de ceux utilisés précédemment. On consi- 
dère d’abord le schéma 1 : 
- Equation de synthèse de la protéine i. 
dYi 
- = fi (Xi, Yt, Mi) - gi (Yi, Mi) 
dt 
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M, 
L2 
X2 /? 8 
R, R2 
;i:l\--- 






fi décrit la synthèse, gt sa dégradation. La forme la plus simple pour fi consiste à admettre la proportionalité avec 
l’ARN,, Xi. Pour gt la dégradation peut être traitée comme à vitesse constante. D’où l’équation : 
dYi 
dt = CLi Xi - pi 
- Equation pour la synthèse de l’ARN,. 
Là encore, a priori : 
dXi 
- = @i (Xi, Yi, Mi) - +i (Xi, Yi, Mi) 
dt 
Les raisonnements tenant compte de la capacité de stockage du pool métaboliquc et de la fonction répressive 
du métabolite conduit à l’équation la plus simple : 
dXi ai -= 
dt Ai + mi Mi bi 
ai, Ai, mi sont des fonctions compliquées des constantes élémentaires de réaction : bi, i est la constante de dégra- 
dation. 




ri Yi - si Mi 
vitesse contrôlée par la concentration de l’enzyme Yi et Mi est supposé extrait du pool métabolique à une vitesse 
proportionnelle à sa propre concentration. Par rapport aux vitesses lentes des synthèses macromoléculaires (pour 




ri Yi = si Mi 
On a ainsi le système d’équations suivant pour Xi et Yt : dxi ~ ai -- 
dt Ai + ki Yi - bi 
dYi 
- = cxi 
dt Xi - Pi 
qui a les mêmes propriétés que le système de Lotka-Volterra, conduisant à des oscillations stables. Il existe une 
intégrale constante du mouvement, équivalente à un hamiltonien (Gi (Xi, Yi)). 
Soit pi et qi les valeurs stationnaires de Xi et Yi. L’établissement d’une mécanique statistique passe par le 
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calcul d’une distribution de probabilité nécessaire au calcul de moyennes de diverses fonctions qui peuvent être 
utilisées pour étudier les propriétés macroscopiques générales du système complexe intégré. Cette distribution de 
probabilité est définie comme 
z = (+-G)jO 
e 
G est l’hamiltonien précédent, + est l’analogue de l’énergie libre, 0 est l’analogue d’une température. 
désigner de façon différente de la température physique vraie, 
pour oscillation). 
on l’appelle température talandique (du 
Pour la 
mot grec 
Le calcul des moyennes conduit à l’évaluation suivante : 
Ci Xi(Xi - Pi) :- 0 = 
Yi(Yi - Si) 
Ai + kt Yi 
8 = 0 quand Xi = pi et Yt = qt, c’est-à-dire quand les variables sont à leur état stationnaire et qu’il n’y a pas 
d’oscillations dans le système ; 
à l’absence de mouvement. 
comme pour la température physique, le 0 de la température talandique correspond 
0 élevé correspond à un état très excité des oscillateurs. On peut montrer également que les valeurs élevées de 13 
correspondent à un degré élevé de non-linéarité des oscillations * 
tion dans le temps du système. 
, par là 0 est une mesure de la capacité d’organisa- 
Les unités de 0 sont Concentration x Temps- 1. A partir de l’estimation des valeurs ai, Pi et bt des valeurs 
de 0 ont pu être déterminées. Ainsi, avec une population d’une espèce particulière de mRNA variant autour d’une 
valeur stationnaire d’environ 100 molécules par cellule, avec une amplitude d’environ 50 molécules, 9 vaut approxi- 
mativement 100, la période d’une telle oscillation est d’environ 5 heures. En général 0 sera compris entre 25 et 
103, ce qui donne une étendue des périodes d’oscillation de 2 à 14 heures. 
« Il faut considérer que la cellule est une sorte de système en résonance qui passe constamment, de façon 
cyclique, par un ensemble d’états. Ce n’est pas un système passif, quiescent, qui ne se déplace ou change d’état 
qu’en réponse à des stimuli de l’environnement, mais plutôt une entité vibrante avec une activité dynamique intrin- 
sèque, qui est oscillatoire en nature. Cette activité oscillatoire est un type d’énergie biologique» (GOODWIN). 
La non-linéarité des systèmes d’oscillateur se traduit par une sorte de verrouillage des oscillateurs entre eux 
conduisant à une synchronisation ; cette synchronisation dépendra du degré de non-linéarité du système. 0 étant, 
dans un sens assez direct, une mesure de la non-linéarité présente dans le système, le niveau de la température talan- 
dique est donc une quantité macroscopique majeure pour la détermination de la stabilité de la structure temporelle 
qui émerge des processus de contrôle en interaction forte. 
Quand 0 est petit, les forces d’interaction entre oscillateurs sont largement réduites et les oscillateurs ne seront 
pas reliés par des relations stables. Des perturbations aléatoires feront dériver les composantes sans cohérence 
mutuelle, et la structure temporelle se dégradera rapidement. 
cellules. 
Ainsi 0 est relié à la capacité d’homéostasie des 
Enfin, on peut rapprocher 0 des caractéristiques de croissance, plus 0 sera élevé plus l’aptitude à croître du 
système considéré sera élevée. 
7.1. PERSPECTIVES EXPÉRIMENTALES 
Par le paramètre 8 on atteint une caractéristique macroscopique, qui peut s’exprimer à travers les rythmes 
biologiques des cultures cellulaires observées. Pour définition 0 mesure l’ampleur des oscillations autour de l’état 
stationnaire, il faudrait expérimentalement, sans changer les concentrations moléculaires moyennes, faire varier 0. 
De petites impulsions jouant sur le pool de substances disponibles peuvent se traduire par une remontée 
temporaire au cours d’un cycle, de la synthèse protéique par exemple. Si cette impulsion a lieu lorsque les concen- 
trations sont en-dessous de l’état stationnaire, la conséquence sera une diminution de l’amplitude. Si, par contre 
l’impulsion a lieu lorsque les concentrations sont au-dessus de l’état stationnaire, il y aura amplification des oscil- 
lations. Dans le premier cas 0 diminuera, il augmentera dans le deuxième cas. 
L’impulsion interviendra de façon aléatoire dans le cycle, la probabilité qu’elle diminue ou augmente 0 sera 
proportionnelle à la durée du cycle passée au-dessous ou au-dessus de l’état stationnaire. Les équations de la 
dynamique des synthèses montrent une forte dissymétrie dans les durées passées au-dessus et au-dessous de l’état 
stationnaire (la phase supérieure étant la plus prolongée). 
On s’attend donc à un accroissement de 8. Un des résultats obtenus par l’analyse de H montre que son accrois- 
sement s’exprime par une diminution de la fréquence moyenne des oscillations. La période est proportionnelle - 
à de quand 0 est grand. Ainsi le traitement expérimental consistant en l’introduction de petites impulsions doit 
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se traduire par un ralentissement de l’horloge biologique des organismes étudiés. La prédiction importante est qu’on 
devrait avoir un accroissement de 0, lu par le changement du comportement temporel des organismes. En outre, 
la théorie implique que ce ralentissement de l’horloge devrait être stable, l’organisme manifestant un jour allongé 
même après l’arrêt des impulsions. 
Dans une autre publication plus récente (1970) GOODWIN a repris la même démarche de l’analyse par la méca- 
nique statistique d’un système à stabilité orbitale asymptotique lié à la régulation de la répplication de Z’ADN. Ceci 
conduit à un modèle des cycles de croissance bactériens et à l’observation des taux de division cellulaire et des 
durées moyennes de générations en liaison avec des impulsions de l’environnement. Là encore une variable phéno- 
ménologique analogue à la température peut être reliée aux cycles de division et ses variations suivies par les 
longueurs moyennes des générations. L’implication de ces observations et de ce type de réflexion pour analyser 
la synchronisation de la croissance périodique des populations de cellules est importante pour la pratique expéri- 
mentale. 
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CHAPITRE 8 
Conceptions globales des contrôles de l’information génétique 
L’idée que les cellules sont 
temporelles et d’inhomogénéités 
des systèmes oscillants doués d’une stabilité qui permet l’entretien de structures 
lequel il existe une information 
spatiales, différentes de l’état d’équilibre est en accord avec le point de vue selon 
distincte de celle qui est codée dans les acides nucléiques. 
Les états cytoplasmiques, considérés comme définis par les concentrations et les localisations des diverses 
espèces chimiques, peuvent être organisés de façon très différente, avec un même jeu de loti également débloques, 
suivant les caractéristiques de l’environnement ou les conditions initiales. L’intensité ou même la nature de ter- 
taines synthèses peuvent être entièrement modifiées, l’excitabilité de membranes peut correspondre a des change- 
ments complets d’états stationnaires (BLTJMENTHAL, CHANGEUX, LEFEVER). Ces bifurcations importantes pour la 
structure du cytoplasme se répercutent sur les états de répressions et de dérépressions des loti génétiques et il 
existe ainsi toute une programmation de l’information génétique qui se traduit par des variations d’expression de 
cette information, quantitatives et mêmes qualitatives. 
Le couplage de ces systèmes oscillants que sont les cellules peut avoir lieu dans les files cellulaires et permettre, 
à partir d’une cellule entraîneuse, le déplacement d’une onde d’induction de cycles de répression-dérépression et 
véhiculer, sans diffusion de substance et donc plus rapidement et plus précisément, un message dictant la mise 
en fonctionnement de certains secteurs du génome. Il existe là un mécanisme permettant de lire une information 
de position (WOLPERT), condition de la morphogénèse, par le jeu de décalage de phases de différentes ondes ainsi 
véhiculées (COHEN et GOODWIN). 
Il est très possible de concevoir que l’état cytoplasmique des cellules lors des premières divisions de la morpho- 
génèse puissent conditionner durablement, par relais successifs, les déblocages de l’information génétique au cours 
du développement et même induire des contextes cytoplasmiques différents pour la cellule œuf de la génération 
suivante. Il y aurait là une place pour que des modifications induites par l’environnement se répercutent, de façon 
plus ou moins durable, au cours des générations ultérieures. 
L’obtention de variants à partir de cellules isolées puis régénération, révélables après une génération ou plus 
obtenue normalement paraît ainsi logiquement possible. On peut aussi envisager le détournement de cultures 
cellulaires dans le sens de synthèses utiles plus intensives par l’entretien de certaines perturbations du milieu et 
la création d’états stables de non-équilibre. Un catalogue d’impulsions ou de modifications du milieu est à établir. 
Ce lourd cadre théorique, que nous avons tenté d’évoquer, permet de fixer le concept de a paysage épigénétique» 
introduit par WADDINGTON et redéfini de façon mathématiquement plus rigoureuse par THOM. Ce paysage est 
l’ensemble de tous les états stationnaires, réalisables à partir d’une même information génétique (génotype) et 
accessibles par le franchissement de discontinuités, 
d’un nouveau bassin d’attraction ou cycle limite. 
ou catastrophes, qui permettent l’entrée sous la dépendance 
Le développement d’un organisme est ainsi la succession des 
états stationnaires que rencontrent les diverses lignées cellulaires qui le constituent. A chaque stade des bifurcations 
sont possibles, certaines branches étant plus profondément canalysées, un phénotype étant l’ultime expression 
d’un trajet effectivement réalisé. D’autres enchaînements de structures stables, coupées de discontinuités, auraient 
conduit à un autre phénotype à partir du même génotype. 
Cette description prend un sens grâce à la possibilité de faire correspondre aux fonctionnements biochimiques 
des systèmes différentiels dont les propriétés qualitatives de stabilité et de périodicité peuvent être perçues. 
Toutes ces réflexions appartiennent ainsi au domaine de l’analyse dynamique généralisée et de la théorie de la 
stabilité. La mécanique statistique est elle-même enrobée dans ce domaine où des méthodes analytiques puissantes 
se développent pour caractériser le comportement des systèmes dynamiques non-linéaires. Selon THOM la stabilité 
structurale est une propriété des systèmes dynamiques des modèles des processus réels. Le rôle des phénomènes 
périodiques est de ce fait très important. La stabilité asymptotique est une propriété structurale, la stabilité 
orbitale des systèmes dynamiques utilisés dans la description du fonctionnement des régulations et des réplications 
est structurellement stable ; la construction d’une mesure invariante pour de tels systèmes, qui ont un ensemble 
d’attraction, est un problème non-trivial pour la plupart des systèmes dynamiques, par là, la réalité expérimentale 
pourra être retrouvée à un niveau supérieur d’investigation. 
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