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1. ВВЕДЕНИЕ 
Объектом исследования является группа случайных точек 
на плоскости отражающая не жестко, неявно некоторый объ-
ект либо физический процесс. Такую группу не жестко свя-
занных точек на плоскости назовем дискретной системой. 
Определим ее следующим образом. Пусть d  и D  - произ-
вольные  положительные числа. Систему точек на плоскости 
назовем простой )D,d( -системой, если выполняются сле-
дующие два условия: 
1). расстояние между любыми двумя точками системы не 
меньше d  ( d -условие); 
2). где бы на плоскости ни нарисовать окружность радиуса 
D , внутри или на ней самой лежит хотя бы одна точка 
системы ( D -условие). 
Непересекающиеся между собой круги одного и того же 
радиуса D  на плоскости можно располагать бесконечно. 
Поскольку по D -условию в каждом из них должна содер-
жаться, по крайней мере одна точка ( D,d -системы), то такая 
система точек бесконечна. 
С другой стороны в любой ограниченной области может 
содержаться лишь конечное число точек D,d -системы. Это 
непосредственно вытекает из d -условия. Таким образом, в 
нашей системе нет ни больших разряжений точек, ни черес-
чур плотных скоплений. D -условие является притягиваю-
щей (собирающей) силой, а d -условие действует как оттал-
кивающая сила. Плотность распределения точек колеблется в 
некоторых пределах, зависящих, разумеется, от параметров 
d  и D . Введение параметров посредством условий 1 и 2 
неоднозначно связывает с ними данную систему. В самом 
деле, если система удовлетворяет приведенным условиям при 
некоторых значениях d  и D , то она будет удовлетворять 
тем же условиям и при других значениях 'd  и 'D , для кото-
рых выполняются неравенства d'd < , D'D < . 
Избавиться от неоднозначности можно, выбрав для дан-
ной системы в качестве параметра d  наибольшее число, при 
котором она еще удовлетворяет условию 1, а в качестве пара-
метра D  - соответственно наименьшее число среди тех, для 
которых выполняется условие 2. В дальнейшем, несмотря 
конкретную )D,d( -систему точек, под d  и D  будем по-
нимать именно экстремальное для этой системы значение 
параметров, которое может быть практически получено с 
самой системы. 
 
2. АЛГОРИТМ ПОЛУЧЕНИЯ КОНТУРА 
Алгоритм построения кругов регрессии основывается на 
построении контуров. Эти контуры строятся следующим об-
разом: 
1. выбор минимального значения из строки или столбца и 
соединяем точки; 
2. переходим к следующей строке и соединяем следующие 
точки; 
3. выполняем шаги 1 и 2 для всех строк и столбцов. 
Т.о. в результате выполнения алгоритма получим контуры 
различной длины, по которым строятся круги регрессии. 
Для определения параметров кругов регрессии необходи-
мо знать координаты центра и радиус. Определим формулы, 













x  (1) 
где )y;x( CC  – координаты центра круга регрессии; 
)y;x( ii  – координаты точек контура; 










1R  (2) 
где R  – радиус круга регрессии. 
Затем по каждому контуру строится круг регрессии. 
 
 
Рисунок 1 – Пример описания облака кругами регрессии. 
 
3. СТАТИСТИКА 
По полученным радиусам кругов регрессии строиться 
гистограмма. Для этого определяется минимальное и макси-
мальное значение радиуса круга регрессии. Затем определяет-
ся шаг приращения: 
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minmax −=∆  (3) 
где n  – количество кругов регрессии; 
minR  – минимальное значение радиуса круга регрессии; 
maxR  – максимальное значение радиуса круга регрессии; 
∆  – шаг приращения. 
По полученным результатам строиться таблица, в которой 
определяются диапазон радиусов и количество таких кругов. 
 
Таблица 1. 
Радиус min1 Rr =  ∆+= 12 rr  … maxn Rr =  
Частота 1m  2m  … nm  
По таблице строится гистограмма, форма которой описывает 
объект или процесс, идентифицируя его. 
 
4. СВОЙСТВА 
Теорема: линейная регрессия проходит через центр круга 
регрессии. 
Доказательство: по определению центр круга регрессии на-
ходится по формулам (1). 
В общем случае любая линия на плоскости может быть 
представлена уравнением [2]: 
 xaay 10 +=  (4) 
Коэффициенты уравнения (4) или коэффициенты линии 
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ii1 nxxynxyxa  (7) 
 C1C0 xaya −=  (8) 













































Т.о. в работе показан совершенно новый подход к иден-
тификации случайных объектов или процессов. Случайный 
объект или процесс можно описать не только с помощью ли-
нии регрессии, которая характеризуется углом наклона и от-
секаемым отрезком на оси ординат, не только с помощью 
линий высшего порядка, таких как парабола, гипербола и т.д., 
но и с помощью кругов регрессии. Круги регрессии наиболее 
полно представляют случайный объект или процесс, т.к. 
имеют более сильную связь с объектом. 
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Целью настоящей работы является обзор методов реше-
ния задачи коммивояжера и разработка нового метода при-
ближенного решения этой задачи. 
Существуют несколько формулировок задачи коммивоя-
жера. Одна из них – комбинаторная формулировка. 
Пусть )1(s , )2(s ,…, )n(s  - некоторая перестановка 















s  (1) 
выделить множество 
1
nS  всех полных циклов, тот задачу 
коммивояжера можно будет определить следующим образом. 
Пусть 
 ijCC =  (2) 
есть nn ×  матрица действительных чисел, называемая 






isc )i(c)s(L , (3) 
называемое длиной подстановки (1). В частности, если под-
становка (1) является циклом ),...,,( n21 ττττ = , то ее 
длина 
1n3221
c...cc)(Lc τττττττ +++=  (число 
n называется циклической длиной цикла τ ). Задача 
коммивояжера заключается в нахождении 
1
nS  подстановки 
(цикла) 0s , для которой )s(L 0c  минимально на множестве 
длин (3), вычисленных для всех полных циклов  
 )}s(L{minS cSs0 1n∈= . (4) 
 Павлюкович С.В. Ассистент каф. вычислительной техники и прикладной математики Брестского государственного техни-
ческого университета. .E-mail: pasw@tut.by. 
 Михалюк В.В. Аспирант каф. ЭВМиС Брестского государственного технического университета. 
 Шуть Василий Николаевич. К.т.н., доцент кафедры ЭВМиС Брестского государственного технического университета. 
 Беларусь, БГТУ, 224017, г. Брест, ул. Московская, 267. 
