This paper proposes a parametric analytical source model for overall representation of the physical distribution property of partially coherent illumination sources in lithographic tools. A set of smooth kernels is adopted to construct the analytical model for the multiple mainstream illumination sources. Corrected parametrical terms are subsequently presented for characterization of different physical distortions of and deviations from actual illumination sources. The corrected parametrical terms can be decomposed into Fourier series, which have special physical meanings of respectively indicating different distortion types, including shift of the center, tilt, and ellipticity, etc. We fully expected that the proposed analytical model will provide both simulation conditions and a theoretical basis for the resolution enhancement technique and related research fields.
Introduction
The illumination source is one of the critical components in optical lithography tools [1] . As the limit of optical lithography is pushed and feature densities continue to increase, partially coherent illumination has been widely used for improving the yield of manufacturing products [2, 3] . In general, the coherence of a system is defined as the virtual image of the light source in the pupil plane of the projection optics [4] . It is also referred to as the pupil illumination function [5] . Partially coherent illumination sources are integrated into lithography as various types, including the most commonly used circular, annular, dipole, and quadrupole sources [5] . Nowadays, the traditional top-hat approximation for the pupil illumination function is used as the most convenient simulation input in resolution enhancement techniques as well as in other related research fields, such as optical proximity correction [6] , fast aerial image calculation [7] , and lens aberration measurement [8] . By using this kind of approximation, the pupil illumination function becomes a binary intensity distribution, which is a constant and uniform normalized intensity of one for all bright areas, and zero intensity for the remainder [9] . However, the actual illumination sources used in real-world lithographic tools always deviate significantly from a simple top-hat distribution characterized only by the partial coherence factor [10, 11] ; instead, they are smooth distributions with different kinds of distortions. The unrealistic assumption of a top-hat instead of the actual illumination pupil fill will lead to a loss in accuracy of the optical component during the process simulation. This impact becomes even more important with increasingly sophisticated layoutspecific illuminations for low k1 lithography. Therefore, manufacturers of lithographic tools need to develop a more accurate model to approximate and characterize the actual source intensity distributions.
Various methods for characterization of source distributions have been investigated. Barouch et al. proposed a contour-based representation method [12] in which every point inside the contour is assumed to have a brightness of one, and a brightness of zero outside the contour. Barrett reported a method to represent the source intensity distributions by multiple parameters [13] , including the base sigma, side angle, center drop, and imbalance parameters, so that the illumination sources could be constructed as a combination of primary shapes such as circles and rectangles. Although these methods have a more flexible form than the traditional top-hat approximation approach characterized only by the partial coherence factor, the more important limitation still remains, as the resulting source intensity distributions are not smooth. To overcome this drawback, the pixel-based representation seems to provide another good choice, as it is a straightforward method with the most flexible representational ability [14] . However, this representation lacks any physical meaning in interpreting the source intensity distributions, and a large number of pixels have to be used to accurately model an actual illumination source, which in turn leads to a very large dimensionality in the actual source optimization. Recently, Granik and Adam proposed an analytical approximation model to characterize the standard, annular, dipole, and quadrupole sources with smooth distributions [15] . This model is based on a smooth kernel and can be considered as an efficient compression of the source intensity information; thus, it does not need to handle the large amount of data encountered in the pixel-based representation. As the analytical model is simply constructed using radially symmetric functions, this method is limited to approximating and characterizing radially symmetric intensity distributions, and it is not suitable for spatially variable intensity distributions with asymmetric distortions. Flagello et al. also reported an analytical smooth source model with nearly 20 parameters to describe different kinds of intensity distortions [16] . Matsuyama et al. proposed a pupilgram modulation model expressed by linear combinations of Zernike intensity modulation functions and Zernike distortion modulation functions [17] . Although these two different models have the same advantage of separating the geometric shape from the power distributions, they are somewhat inconvenient when used in rapidly setting up and fitting actual intensity distributions, as both of the models have a complicated analytical expression with several cumbersome numerical integrations or with summations of multiple Zernike polynomials.
In this paper, we attempt to make improvements on both Granik and Adam's method and Flagello et al.'s approach, and we propose a parametric analytical model in a compact form with a simplest expression for overall representation of the physical distribution property of partially coherent illumination sources in lithographic tools. We adopt a set of smooth kernels to construct the analytical model for the multiple mainstream illumination sources, and then we present several corrected parametric terms to characterize different physical distortions of and deviations from source intensity distributions. The corrected parametric terms can be decomposed into Fourier series, which have special physical meanings that indicate different distortion types, including shift of the center, tilt, and ellipticity.
Theory
Because the light power generated by the laser beam from the illumination source tends to continuously decay in its propagation, the actual illumination intensity used in real-world lithographic tools always deviates significantly from a simple top-hat distribution. In this paper, we introduce a set of onedimensional kernel functions for modeling analytical continuous intensity distributions. It is convenient to streamline the ingredient step functions by convoluting the Heaviside step function with the Gaussian kernel of diffusion length g:
Here, the step function is expressed as
which results in the following expression with the erf function:
The erf function is defined as
Similarly, we can also construct smooth kernels by using the following analytical functions:
Here, tanhx is known as the hyperbolic function. To conclude, K g x, K p x, K t x, and K h x are different smooth kernels that are proposed for approximating continuous intensity distributions. g, p, t, and h are selected as smooth parameters of the corresponding kernels. Figure 1 compares these proposed kernels when g 0.3, p 0.5, t 1, and h 3. It also shows that K g x, K p x, K t x, and K h x can be considered a set of kernels having the same property of a continuous S-shape distribution. This set of kernels can therefore be used instead of the traditional step function for modeling the analytical intensity distribution. To make notation more compact, in this paper we use one kernel, the K p x function, as an example for further proposing the parametric analytical source model. For circular or annular sources with radially symmetric intensity distributions, the continuous intensity distributions can be modeled by the proposed smooth kernel with the expressions of
where I C r and I A r indicate the circular source and annular source, respectively. σ is the partial coherence factor for circular source. σ i and σ o represent partial coherence factors for the outer and inner circles of an annular source. From Eqs. (8) and (9), the circular and annular sources are treated as a combination of light regions that are only defined by radius r in polar coordinates (r, θ). Moreover, the dipole or quadrupole sources can be considered as two or four sections of the corresponding annular source that are limited in the azimuthal direction. Therefore, dipole and quadrupole sources with radially symmetric intensity distributions are expressed as
Here, I D r and I Q r indicate the dipole source and quadrupole source, respectively. T D θ and T Q θ indicate the limited sections for dipole and quadrupole sources in the azimuthal direction by angle θ 0 , and can be therefore written as the following kernelbased expressions:
From Eqs. (8)- (13), the source models with continuous intensity distributions are straightforward improvements of traditional top-hat sources. It is also beneficial to extend the analytical source models with radially symmetric intensity distributions to a more general case of spatially variable intensity distributions of different distortions. The corrected parametric terms are thus proposed to accomplish this based on Eqs. (8) and (9):
I A x; y 1 αθ
where (x, y) are Cartesian coordinates corresponding to polar ones (r, θ). I C x; y and I A x; y are corrected source intensities for circular and annular sources. (r , θ ) are corrected polar coordinates expressed by
Here, (x 0 , y 0 ) represents the pupil shifts (center shift of the source intensities related to the pupil) in x∕y directions. αθ , βθ and γθ are corrected parametric terms which can be decomposed by Fourier series up to the second order. αθ is the corrected term for power shifts. βθ and γθ are corrected terms for geometric shifts:
From Eq. (15), the corrected intensities for dipole and quadrupole sources can be expressed as follows:
where I D x; y and I Q x; y are corrected intensities for dipole and quadrupole sources. 
From Eqs. (22)- (25), the maximum intensities of J C x; y, J A x; y, J D x; y, and J Q x; y are all normalized to unit one. J C x; y, J A x; y, J D x; y, and J Q x; y can thus be proposed as a kernel-based parametric analytical model for spatially variable intensity distributions. According to Eqs. (1)- (13), the smooth analytical source functions are preconditions of obtaining the parametric source model. We note that this set of kernels is different from that proposed in [15] . Based on the expressions of the traditional top-hat source model, this smooth source model is similar to the model in [15] , but not exactly the same. The proposed parametric source model can be considered an improvement of the method in [15] . Moreover, like the method reported in [16] , the proposed parametric source model also uses Fourier series expansion to indicate intensity distortions, but has a compact form with a simplest expression and no cumbersome numerical integration. Therefore, the proposed parametric source model is a direct improvement of the method in [16] , and the orthogonality of the proposed corrected parametric terms will lead to a high accuracy when actual source intensities are fitted.
Parametric Source Simulation
To simulate the parametric source model, we compared of mainstream sources radially symmetric intensity distributions and top-hat distributions of mainstream source. From Eqs. (8)-(11), Fig. 2 shows the simulation result with the setting conditions of circular source (σ 0.31), annular source (σ o ∕σ i 0.7∕0.4), dipole source (σ o ∕σ i ∕θ 0 0.7∕0.4∕22.5°), and quadrupole source (σ o ∕σ i ∕θ 0 0.7∕0.4∕22.5°) using the smooth parameters P o P i P θ 0.07. We show that the kernel-based smooth presentation successfully provides the mainstream sources with continuous intensity distributions and becomes more flexible than the traditional top-hat representation.
For simplicity's sake, the simulation of the parametric model is concentrated on an annular source, but the concepts and models have been developed for multiple illumination shapes including circular, dipole, and quadrupole sources. From Eqs. (15)-(19), the parametric model for the annular source has, overall, 18 parameters to represent the spatially variable intensity distributions. The advantage of this model is that it separates effects on the geometric shift in the source shape from the power distributions. It includes four primary parameters: σ i (inner radius), σ o (outer radius), P i (inner slope of the annulus), and P o (outer slope of the annulus). Figure 3 shows the effects of corrected parameters on power shifts (or intensity shifts). Figure 4 shows the effects of corrected parameters on the geometric shifts. As illustrated in Figs. 3 and 4 , the physical meanings of corrected parameters for geometric shifts and power shifts can be summarized as follows: parameters a α1 and b α1 indicate a power tilt in x direction and y direction; parameters a α2 and b α2 indicate power horizontal and vertical (HV) ellipticity and slanting and tilting (ST) ellipticity; parameters a β1 and a γ1 indicate an x shift of the center for the inner ring and the outer ring; parameters b β1 and b γ1 indicate a y shift of the center for the inner circle and outer circle; parameters a β2 and a γ2 indicate geometric HV ellipticity of the inner ring and the outer ring; parameters b β2 and b γ2 indicate geometric ST ellipticity of the inner ring and the outer ring.
Experimental Source Fitting
We used the annular parametric model to fit the measured reference sources under different illumination settings in an experimental lithographic tool provided by Shanghai Micro Electronics Equipment (SMEE) Corporation, with NA 0.75 and wavelength 193 nm. The measured reference sources shown in Fig. 5 can be obtained by a transmission image sensor (TIS) scanning in a lateral plane at a certain defocus [18] . The best fit was achieved by operating on a 2.53 GHz Opteron workstation with MATLAB in Windows 7 (64-bit), using the least-squares minimization algorithm. A onetime experimental source fitting took only 0.076 s (the pixel number of the fitted sources is 1521). Figure 6 shows the fitted result under the measured source 1, which has a complete intensity distribution in the pupil plane. From Fig. 6 , all the fitted errors around the pupil plane tend to be in a random distribution and to converge within 0.1 (the maximum intensity value is normalized). Figure 7 shows the fitted result under the measured source 2, which has a very large center shift on the pupil plane. Although the reference-measured source 2 is not a whole annular shape, but is an incomplete distribution in the pupil plane, Fig. 7 shows that the maximum error of the fitted source is also less than 0.1. This demonstrates, therefore, that the proposed parametric source model is not only accurate and efficient for fitting sources with complete distributions, it is also well-correlated with the measured sources of seriously incomplete shapes. Figure 8 shows the comparison of fitted results using the proposed parametric source model and the traditional top-hat model under the measured source 3. It shows that the fitted accuracy is greatly improved by using the proposed parametric source model when considering influences of different distortions on actual intensity distributions. Note in Figs. 6-8 that the absolute fitted errors of source intensities are on the order of 0.01 (the maximum intensity is normalized to 1). Given the inevitable errors induced by the performance of actual source metrology, the fitted results demonstrate that the proposed parametric source model yields superior characterizations of the intensity distributions of actual illuminations.
To show the benefit of the proposed parametric source model, we can also introduce the metric of source map similarity, for evaluating the difference between the measured source and fitted source [15] . The similarity, M, of two source maps, S 1 and S 2 , is defined as 1 minus the ratio of their difference to norm −1 of their sum: 
We also fitted other measured annular sources under different pupil settings based on the proposed parametric source model. Figure 9 compares measured and fitted annular sources from Source 4 to Source 8, using the parametric source model. Nevertheless, we adopted the smooth source model using Eq. (9) and the top-hat source model to fit these sources. Figure 10 illustrates the similarity values of measured and fitted sources by using different fitting models. Figure 10 shows that the parametric source model achieves larger values of similarity compared to the smooth source model or the top-hat source model. The percentage gain in similarity when going from the smooth model to the parametric source model is more than 7%, which demonstrates that the parametric source model better matches the actual sources by utilizing the corrected parametric terms. The high similarity, greater than 95%, indicates that the CD difference through pitch when comparing to the simulation with the measured source map will be smaller [15] . The parametric model will, therefore, be more accurate in the optical simulation, which has direct benefits in model-based resolution enhancement techniques.
Conclusions
Actual illumination sources used in real-world lithographic tools always deviate significantly from a simple top-hat distribution characterized only by the partial coherence factor; instead, they are spatially variable intensity distributions with different kinds of distortions. This paper proposes a kernel-based parametric analytical source model for overall representation of the physical distribution property of partially coherent illumination sources in lithographic tools. Corrected parametrical terms are adopted in the kernel-based parametric analytical source model for accurately representing multiple physical distortions of and deviations from actual illumination sources. According to the simulation and experimental results, the proposed analytical model has been proved to be simple to implement and to yield a superior quality of actual source fitting. Hence, it may provide both simulation conditions and a theoretical basis for resolution enhancement techniques and related research fields. 
