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GLOBAL WELL-POSEDNESS AND SCATTERING FOR SMALL
DATA FOR THE 3-D KADOMTSEV-PETVIASHVILI-II
EQUATION
HERBERT KOCH AND JUNFENG LI
Abstract. We study global well-posedness for the Kadomtsev-Petviashvili II
equation in three space dimensions with small initial data. The crucial points
are new bilinear estimates and the definition of the function spaces. As by-
product we obtain that all solutions to small initial data scatter as t→ ±∞.
Keywords: Kadomtsev-Petviashvili II, Galilean transform, Bilinear estimate,
nonlinear waves.
1. Introduction and main results
In this paper, we study the Cauchy problem for the 3-dimensional Kadomtsev-
Petviashvili II (KP-II) equation{
∂x
(
∂tu+ ∂
3
xu+ ∂x(u
2)
)
+△yu =0 (t, x, y) ∈ R× R× R2
u(0, x, y) =u0(x, y) (x, y) ∈ R× R2.
(1.1)
The Kadomtsev-Petviashvili (KP) equations describe nonlinear wave interactions
of almost parallel waves. They come with at least four different flavors: The KP-
II equation for which the line soliton is supposed to be stable, the KP-I equation
with localized solitons, and the modified KP-I and KP-II equations with cubic
nonlinearities.
The KP-II equation is invariant under
i) Translations in x, y and t.
ii) Scaling: λ2u(λx, λ2y, λ3t) is a solution if u satisfies the KP-II equation
(1.1).
iii) Galilean transform: Let c ∈ R2. Then u(t, x − c · y − |c|2t, y + 2ct) is a
solution if u satisfies (1.1). On the Fourier side the transform is uˆ(τ −
|c|2ξ − 2c · η, ξ, η + cξ) where τ is the Fourier variable of t, ξ ∈ R is the
Fourier variable of x and η the one of y.
iv) Isometries of the y plane.
v) Simultaneous reflections of x, t and u.
The Galilean invariance is often a consequence of the rotational symmetry of full
systems for which certain solutions are asymptotically described by a KP equation.
The interest in the KP equations comes from the expectation that they describe
waves in a certain asymptotic regime for a large class of problems, for which one
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does not even have to formulate a full model, similar to the role of the nonlinear
Schro¨dinger equation in nonlinear optics.
The Galilean symmetry group is noncompact, in contrast to the orthogonal group
O(n) and it seems that with this noncompactness the difficulty increases with the
dimension, in contrast to what is true for many wave and Schro¨dinger equations.
It would be interesting to see whether the stronger decay of the linear equation
compared to the 2d problem can be used to prove global existence for small Schwartz
functions.
We search for spaces of initial data and solutions which reflect the symmetries.
Given λ ∈ R\{0}, we define the Fourier projection uλ (we denote the Fourier
transform by F resp. )ˆ by
(1.2) uˆλ(τ, ξ, η) =
{
uˆ(τ, ξ, η) if λ ≤ |ξ| < 2λ
0 otherwise.
We will always choose λ to be a power of 2. For fixed λ, we partition the set
{(ξ, η) ∈ R× R2 : λ ≤ |ξ| < 2λ} into sets Γλ,k for k ∈ λ · Z2 defined by
(1.3) Γλ,k =
{
(ξ, η) : λ ≤ |ξ| < 2λ,
∣∣∣∣ηξ − k
∣∣∣∣
∞
≤ λ
2
}
where |a|∞ = max{|a1|, |a2|}. This decomposition is shown below.
ξ
η
For 1 ≤ q < ∞, 1 ≤ p < ∞, a tempered distribution f is said to be in lqlpL2 if
it is in the closure of C∞0 with respect to the norm
‖f‖lqlpL2 :=
∑
λ∈2Z
λ
q
2
( ∑
k∈λ·Z2
‖fΓλ,k‖pL2
) q
p

1
q
<∞.
The case p, q =∞ require the standard modification. Here and in the sequel fΓλ,k
denotes the Fourier projection.
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We base our construction of the solution space on the space V 2KP of functions
of bounded 2 variation V 2 adapted to the three dimensional KP-II equation. This
function space will be introduced in more detail in section 2.4. The solution space
is defined as
‖u‖lqlpV 2KP =
(∑
λ∈2Z
(
λ
1
2
∑
k∈λ·Z2
‖uΓλ,k‖pV 2KP (Γλ,k)
) q
p
) 1
q
< +∞.
We need also the homogeneous Fourier restriction space X˙0,b for |b| ≤ 1 which is
defined by
‖u1‖X˙0,b = ‖|∂t − ∂3x + ∂−1x ∆y |bu1‖L2 := ‖|τ − ω(ξ, η)|buˆ1‖L2 < +∞
for tempered distributions supported in [0,∞)× R× R2. Here ω(ξ, η) = ξ3 − |η|2ξ
is the dispersion function associated to KP-II equation. We define
‖u‖lqX˙0,b = ‖λ2uλ(λx, λ2y, λ3t)‖lqλX˙0,b =
(∑
λ∈2Z
λ(2−3b)q‖uλ‖qX˙0,b
) 1
q
.
Here lpλ denotes the l
p norm with respect to the summation over λ ∈ 2Z. Finally
we define the function space for the fixed point map by
‖u‖X = ‖u‖lqlpV 2KP + ‖u‖lqX˙0,b <∞.
Since supt ‖u(t)‖L2 ≤ ‖u‖V 2KP (see [11]) one has supt ‖u(t)‖lqlpL2 ≤ ‖u‖X . It will be
clear from the construction that we obtain solutions in u ∈ C([0,∞); lqlpL2), for 1 ≤
q <∞, 1 < p < 2. We are ready to state our main results.
Theorem 1.1. For 1 ≤ q < ∞, 1 < p < 2, there exists an 0 < ε such that if
u0 ∈ lqlpL2 satisfies
‖u0‖lqlpL2 ≤ ε
then there exist a unique global solution w to (1.1)
w = S(t)u0 + u
with u ∈ X ⊂ C(R, lqlpL2). It satisfies
(1.4) ‖u‖X ≤ c‖u0‖2lqlpL2 .
Here S(t)u0 is the solution to the homogeneous problem defined by the Fourier
transform (see (2.1) in Section 2.1 ). The flow map
Φ : Bε 7→ X : u0 7→ u ∈ X
is analytic. Here the symbol Bε denotes the ball of radius ε in l
qlpL2.
Scattering is an immediate consequence.
Corollary 1.2. [Scattering] Under the assumption of Theorem 1.1 for u0 ∈ Bε
there exists u± ∈ lqlpL2 such that
u(t)− S(t)u± → 0 in lqlpL2 as t→ ±∞.
The wave operators are the inverses of the maps
V± : Bε ∋ u0 → u± ∈ lqlpL2.
They are analytic diffeomorphisms to their range if ε is sufficiently small.
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Proof. It is an important property of the spaces V 2KP that for v ∈ V 2KP the limit
lim
t→∞
S(−t)v(t)
exists. If v ∈ X then limt→∞ S(−t)vΓλ,k exist. But then also
lim
t→∞
S(−t)v(t)
exists in lqlpL2. Since u0 → u(t) ∈ X is analytic also the map u0 → limt→∞ S(−t)u(t)
is analytic as a function of u0. Its derivative at u0 = 0 is the identity, and hence
the map is invertible in a neighborhood of u0 = 0. 
Theorem 1.1 is almost sharp. For 2 < p < ∞, problem (1.1) is ill-posed in the
sense that the map lqlpL2 ∋ u0 → u(t) ∈ lqlpL2 cannot be twice differentiable at 0.
Theorem 1.3. Let 1 ≤ q ≤ ∞, 2 < p <∞. Suppose there exists T > 0 and ε > 0
such that (1.1) admits a unique solution defined on the interval [−T, T ] for initial
data in ball of radius ε and center 0 in lqlpL2. Then the flow map
Ft : u0 → u(t)
for (1.1) is not twice differentiable at u0 = 0 as a map from l
qlpL2 to itself.
We complement the results by studying the relation of the new function spaces
to test functions and distributions.
Theorem 1.4. For any 1 ≤ q ≤ ∞, we have
i) If p < 2 then lqlpL2 embeds continuously into the space of distributions.
ii) If p ≥ 2 and q > 1 there is a sequence of Schwartz functions φj converging
to 0 in lqlpL2, which does not converge in the sense of distributions.
iii) If p ≤ 43 , and φ is Schwartz function in lqlpL2 then for all y ∈ R2 we have∫
φ(x, y)dx = 0.
iv) The Schwartz functions are contained in lqlpL2 if 43 < p <∞.
Remark 1. For l1l2L2 = L2(R2;B
1
2
2,1) and l
2l2L2 = H˙
1
2
,0 (see the definition (1.5)
below) we do not know whether the flow map is smooth or not.
It is worthwhile to compare our results to the 2-D KP II initial data problem,
which is much better understood. It has the same symmetries - up to obvious
changes - as the three dimensional problem. A scaling critical and Galilean invariant
space is H˙−
1
2
,0 defined by the norm
(1.5) ‖u0‖H˙s,σ = ‖|ξ|−1/2 < η >σ uˆ0‖L2 .
In [1], Bourgain settled the global well-posedness of the two dimensional version
of (1.1) in L2(R2). The assertion was then extended by Takaoka and Tzvetkov
[14] (see also Isaza and Mej´ıa [7]) from L2(R2) to Hs1,s2 with s1 > − 13 , s2 ≥ 0. In
[13], Takaoka obtained local well-posedness for s1 > − 12 , s2 = 0 under an additional
assumption on the low frequencies which was later removed by Hadac in [3]. Hadac,
Herr and the first author [4] studied the two dimensional KP-II equation in the
critical case s1 = − 12 , s2 = 0. They obtained global well-posedness and scattering
result in the homogeneous Sobolev space H˙−1/2,0(R2) with small initial data. A
local well posedness result in H−1/2,0(R2) was also obtained in [4]. Some recent
results on the KP-II equation can be found in [9].
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Much less is known for KP II in three dimensional spaces. Tzvetkov [15] obtained
local well-posedness in Hs(R3) with the additional condition ∂−1x u ∈ Hs(R3) for
s > 32 . HereH
s(R3) denotes the isotropic Sobolev space. Isaza, Lo´pez and Mej´ıa [6]
constructed unique local solutions in Sobolev space Hs,r(R3) defined by the norm
‖f‖Hs,r(R3) := ‖ < ξ >s< ζ >r fˆ(ζ)‖L2ζ
for s, r ∈ R. Hadac [2] in his Ph.D thesis extended the local well-posedness result
to almost all the subcritical cases. He obtained local well posed for (1.1) in Ys,r(R
3)
for s > 12 , r > 0. To our best knowledge our result is the first result for initial data
in a scaling invariant space, and the first scattering result for the three dimensional
problem. Also the bilinear estimates (Proposition 2.1) accounting for dispersion in
y seem to be new.
In the 3-D setting using the vertical direction (i.e. dispersion in the y variable) is
much more important than in the two dimensional problem. This can be see from
the Strichartz estimates in Theorem 2.1 in Section 2.4. In particular the bilinear L4
estimate by itself seems not to suffice to close the iteration argument, and we need
several nontrivial modifications. In particular we use bilinear estimates which give
us a gain making use of the dispersion in y direction. We hope and think that these
modifications and the constructions are of interest beyond this particular problem at
hand. The 3D-KP II equation may be considered as a problem where the quadratic
nonlinearity satisfies a null condition which exactly balances the bilinear estimates
and the gain from high modulation, where we are not allowed to loose anything on
the L2 level.
The outline of this paper is following. In Section 2 we prove the Strichartz
estimates for the linear equations and a new crucial and fundamental bilinear esti-
mate, Theorem 2.1. In Section 3 we give the proofs of our main results. We first
sketch an incorrect heuristic proof to show how far one gets using simple bilinear
estimates and high modulation, for q = 1 and p = 2. A number of estimates is
tight in this situation and we have not been able to close the argument for those
function spaces. In the remainder of this section we sharpen the bilinear estimates
and complete the proof of the main theorem. In Section 4 we complete the paper
by a proof of Theorem 1.3 and 1.4.
We use the standard notation A . B to mean that there exists constant C > 1
such A ≤ CB. Constants C may differ from line to line and depend on some
obvious indices in the context but not on A and B. A ∼ B means 1CB ≤ A ≤ CB.
Similarly we denote A ≪ B for A ≤ 1CB for some C > 0. The s dimensional
Hausdorff measure is denoted by Hs and its restriction to a set S by HsS .
2. Strichartz estimates and bilinear refinements
2.1. Strichartz estimate. The linear equation
ut + uxxx + ∂
−1
x uyy = 0
defines a unitary group S(t) on L2 by
(2.1) F(S(t)u0) = eit(ξ
3−|η|2/ξ)uˆ0.
Given u0 the solution u(t) = S(t)u0 satisfies the Strichartz estimates of the
next lemma. We denote by |Dx|s the Fourier multiplier |ξ|s, ξ being as always the
Fourier variable of x.
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Lemma 2.1. Suppose that 2 ≤ p ≤ ∞ and
(2.2)
2
p
+
3
q
=
3
2
.
Then the following estimate holds for all u0 ∈ S
‖u‖LptLqx . ‖|Dx|
1
3p u0‖L2.
If 2 ≤ q <∞
(2.3)
1
p
+
1
q
=
1
2
then
‖u‖LptLqx . ‖|Dx|
2
p u0‖L2.
Proof. We only sketch the proof. By a Littlewood Paley decomposition (see (1.2))
and Ho¨lder’s inequality the estimate follows from
‖u1‖LptLqx ≤ c‖u1(0)‖L2
for Strichartz pairs (p, q) which in turn is a consequence of the calculation of the
complex Gaussian (as oscillatory integral)
1
2pi
∫
R2
eiy·η−itη
2/ξ+itξ3dη =
ξ
4ti
ei
ξ|y|2
4t +itξ
3
.
By stationary phase and the lemma of van der Corput we obtain∣∣∣∣∫ ξ|ξ| |ξ|1/2ei(x+ |y|24t )ξ+itξ3dξ
∣∣∣∣ ≤ C|t|− 12
which we write as
‖D
1
2
xF−1eit(ξ3−η2/ξ)‖sup ≤ C|t|− 32 .
By complex interpolation, the Hardy-Littlewood-Sobolev resp. weak Young in-
equality and a T ∗T argument (2.2) follows. The endpoint p = 2 and q = 6 follows
from [8].
The estimate ∣∣∣∣∣
∫
1≤|ξ|≤2
ξei(x+
|y|2
4t )ξ+itξ
3
dξ
∣∣∣∣∣ ≤ C
is trivial. It leads to the second estimate (2.3) by the same standard arguments. 
It is remarkable that there is so much flexibility in the choice of p and q. This
is true for the Schro¨dinger group, but there it comes from a trivial combination of
(sharp) Strichartz estimates with Sobolev embedding. Here the situation is different
due to the unbounded y direction.
2.2. Bilinear estimates. There is an important special case of (2.3):
(2.4) ‖u‖L4(R4) ≤ c‖|Dx|
1
2u0‖L2(R3).
The proof of the main theorem relies crucially on the following bilinear refine-
ments. We denote by u<µ the Fourier projection to all ξ frequencies less in absolute
value than µ, by u>λ the Fourier projection to ξ frequencies with absolute value
> λ and by uµ,Γ the Fourier projection to{
(ξ, η) : µ < |ξ| ≤ 2µ, η
ξ
∈ µΓ
}
.
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Let |Γ| denote the Lebesgue measure of Γ. With this notation the following variant
or sharpening of the bilinear estimate is true.
Theorem 2.1. Let 0 < µ, λ. Then
(2.5) ‖u<µv>λ‖L2 ≤ cµ‖u0‖L2‖v0‖L2,
and, if µ ≤ λ, if Γ ⊂ R2 is measurable, and if either
• µ ≤ λ/8 or
• λ/8 < µ ≤ λ and Γ ⊂ Bλ(0) and the support of the Fourier transform of
vλ is disjoint from R× R×B10λ2(0)
then ∥∥∥∥∫
R×R2
(
λ+
∣∣∣∣η1ξ1 − η − η1ξ − ξ1
∣∣∣∣ )uˆµ,Γ(t, ξ1, η1)vˆλ(t, ξ − ξ1, η − η1)dξ1dη1∥∥∥∥
L2
. µ|Γ| 12 ‖u0,µ,Γ‖L2‖v0,λ‖L2.
(2.6)
Remark 2. Here as always u0,µ,Γ denotes the Fourier projection of the initial data.
Remark 3. The condition for the second inequality is needed for a bound of a
derivative from below at a single point in the argument in (2.13) below. If µ ∼ λ,
Γ = Bλ(0) and the Fourier support of vλ is contained in R × R × B10λ2(0) then
there is no gain compared to the Strichartz estimate (2.4).
Proof. We consider solutions to the dispersive equation
(2.7) i∂tu+ φ(D)u = 0
with φ(D) defined as Fourier multiplier with a smooth real function φ. Then the
Fourier transform of a solution with initial data u0 is a complex measure supported
on the characteristic set {(τ, ξ) : τ = φ(ξ)}. Here we denote all spatial Fourier
variables by ξ. If u is the solution to (2.7) with initial data u0 then (essentially
using a regularization and the coarea formula to make sense of the calculus of Dirac
measures)
uˆ = uˆ0(ξ)δΦ =
√
2pi(1 + 2|∇φ|2)−1/2uˆ0(ξ)dHd|Σ
where Σ = {(τ, ξ) : τ = φ(ξ)} is the characteristic set, and
‖uˆ‖L2(δΦ) = (2pi)−1/2‖u0‖L2.
By the formula of Plancherel bilinear estimates for dispersive equations are equiv-
alent to L2 estimates of convolutions of such signed measures supported in such
surfaces. By the Cauchy-Schwarz inequality and the theorem of Fubini, for non-
negative bounded measurable functions h and l,
‖fh ∗ gl‖2L2(Rd)
=
∫
Rd
(∫
Rd
f(x)(h(x)l(z − x))1/2g(z − x)(h(x)l(z − x))1/2dx
)2
dz
≤
∫
Rd
∫
Rd
f2(x)h(x)l(z − x)dx
∫
Rd
g2(y)h(z − y)l(y)dy dz
≤
∫
R2d
[∫
Rd
h(z − y)l(z − x)dz
]
f2(x)h(x)g2(y)l(y)dxdy.
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Suppose that U, V ⊂ Rd are open, Φ1 ∈ C1(U), Φ2 ∈ C1(V ) and that the gra-
dients ∇Φi are nonzero where Φi vanishes. We define the Dirac measures δΦi by
approximation. The zero set of Φi is denoted by Σi. The calculation above yields
‖fδΦ1 ∗ gδΦ2‖L2 ≤ C‖f‖L2(δΦ1)‖g‖L2(δΦ2)
where
(2.8) C2 = sup
x∈Σ1,y∈Σ2
∫
Rd
δΦ2(z−x)δΦ1(z−y)dz
which has again to be understood as limit through the approximation of the Dirac
measures by smooth functions. By the coarea formula the integral can be rewritten.
Let
Σx,y = {z ∈ Rd : z − x ∈ Σ2, z − y ∈ Σ1} = (x+Σ2) ∩ (y +Σ1).
With
D =
(
dΦ1(z − x)
dΦ2(z − y)
)
J(z, x, y) =
(
det(DTD)
)1/2
,
we have
(2.9) C2 = sup
x,y
∫
Σx,y
J(x, y, z)dHd−2(z).
The case Φi(τ, ξ) = τ − φ(ξ), but with Φ1 defined on R×A and Φ2 on R×B is of
particular interest. Integrating out τ (2.8) simplifies to (with n = d− 1)
(2.10) C2 = sup
ξ1∈A,ξ2∈B
sup
τ
∫
Rn
δφ(ξ−ξ1)−φ(ξ−ξ2)−τdξ.
The first case of interest is U = {(τ, ξ, η) : |ξ| ≤ µ}, V = {(τ, ξ, η) : λ ≤ |ξ|} and
φ = φ1 = φ2 = ξ
3 − |η|2/ξ.
To obtain the bilinear estimate (2.5) we have to estimate the integrals in (2.10) by
a constant times µ2. By the L4 estimate (2.4) we may assume that µ ≤ λ/2 and
estimate the quantity in (2.8):
(2.11) C2 = sup
τ,ξ1,ξ2,η1,η2
∫
R3,ξ−ξ2∈A,ξ−ξ1∈B
δφ(ξ−ξ1,η−η1)−φ(ξ−ξ2,η−η2)−τdη dξ.
The algebraic identity
φ(ξ − ξ1, η − η1)−Φ(ξ − ξ2, η − η2) + Φ(ξ1 − ξ2, η1 − η2)
+ 3(ξ1 − ξ2)(ξ − ξ1)(ξ − ξ2)
=(ξ2 − ξ1)(ξ − ξ1)(ξ − ξ2)

∣∣∣ η−η1ξ−ξ1 − η−η2ξ−ξ2 ∣∣∣
|ξ1 − ξ2|
2(2.12)
can be verified by an easy calculation. In particular, if we fix ξ then either the η
integral is over the empty set, a point, or it is an integral over a circle, in which
case by (2.12) (it suffices to consider the coefficient of the quadratic term since the
integral is independent of the radius)∫
R2
δφ(ξ−ξ1,η−η1)−φ(ξ−ξ2,η−η2)−τdη =
4pi|ξ2 − ξ1|
|ξ − ξ1||ξ − ξ2|
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and we estimate the integral with respect to ξ for µ ≤ λ/2
2pi
|ξ2 − ξ1|
∫
|ξ−ξ2|≤µ
|ξ − ξ2||ξ − ξ1|dξ ≤ 8piµ2.
Together with the L4 Strichartz estimate this implies estimate (2.5).
We turn to the second part, (2.6), for which we repeat the calculus argument.
Here we want to recover the stronger bilinear estimate for the KP equation where
one gains a full derivative. Of course this can only be done by reducing the domain
of the integration. The final integration then leads to the factor given by measure
of |Γ|.
Let Φi be as above. Instead of estimating the convolution itself we claim that∥∥∥∥∫ h(y, x− y)f1(y)f2(x− y)δΦ1(y)δΦ2(x− y)dy∥∥∥∥
L2
≤ C‖f1‖L2(δΦ1)‖f2‖L2(δΦ2 )
where
C2 = sup
x∈Σ1,y∈Σ2
∫
h2(z − x, z − y)δΦ1(z−x)δΦ2(z−y)dz.
This follows by the same calculation as above.
We take up the bilinear estimate for the KPII equation and estimate the integral
in (2.11) with the integration restricted to a suitable set. We fix τ , ξ1, ξ2, η1
and η2. We search an estimate which contains the measure of Γ and apply the
transformation formula and Fubini’s theorem to take the integration with respect
to Γ as outer integration. This yields the desired estimate provided we get uniform
bounds for the integral with respect to ξ for η−η2ξ−ξ2 = ρ ∈ R2 fixed. The Jacobian
determinant of the map
(ξ, η)→ (ξ, η − η2
ξ − ξ2 )
from R3 to R3 is 1|ξ−ξ2|2 . We assume that one of the conditions of the second part
of the theorem holds. Let h = λ +
∣∣∣ η1ξ1 − η2ξ2 ∣∣∣ be the integrand to be studied. We
recall that Γ ⊂ R2 and denote
B =
{
(ξ, η) : µ/2 ≤ |ξ| ≤ µ, η − η2
ξ − ξ2 ∈ µΓ
}
.
Then ∫
B
(
λ+
∣∣∣η − η1
ξ − ξ1 −
η − η2
ξ − ξ2
∣∣∣)2δφ(ξ−ξ1,η−η1)−φ(ξ−ξ2,η−η2)dξdη
=
∫
Γ
∫ (
λ+
∣∣∣η − η1
ξ − ξ1 −
η − η2
ξ − ξ2
∣∣∣)2|ξ − ξ2|2δgρ(ξ)dξdγ
≤Cµ2|Γ|
where we calculated with
(ξ − ξ1)3 − (η − η1)
2
ξ − ξ1 − (ξ − ξ2)
3 +
(η − η2)2
ξ − ξ1
=(ξ − ξ1)3 − (ρ · (ξ − ξ2) + η2 − η1)
2
ξ − ξ1 − (ξ − ξ2)
3 + (ξ − ξ2)|ρ|2
=:gρ(ξ).
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Clearly gρ(ξ) = τ if and only if
(ξ − ξ1)4 − (ρ · (ξ − ξ2) + η2 − η1)2 − (ξ − ξ2)3(ξ − ξ1) + (ξ − ξ1)(ξ − ξ2)|ρ|2 = τ
and hence there are at most 4 values of ξ where gρ = τ . Moreover∣∣∣∣ ddξ g(ξ)
∣∣∣∣ =∣∣∣3(ξ − ξ1)2 − 2ρρ(ξ − ξ2) + η2 − η1ξ − ξ1
+
(ρ(ξ − ξ2) + η2 − η1)2
(ξ − ξ1)2 − 3(ξ − ξ2)
2 + |ρ|2
∣∣∣
=
∣∣∣∣∣3(ξ − ξ1)2 − 3(ξ − ξ2)2 +
∣∣∣∣η − η2ξ − ξ2 − η − η1ξ − ξ1
∣∣∣∣2
∣∣∣∣∣
∼
(
λ+
∣∣∣η − η1
ξ − ξ1 −
η − η2
ξ − ξ2
∣∣∣)2
(2.13)
since gρ(ξ) = τ at most at four points, and it satisfies the lower bound there. 
2.3. Functions of bounded p variation and their predual. Functions of bounded
p variation were introduced by N.Wiener [16]. The space of function of bounded
p variation and their pre-dual spaces Up were defined by D.Tataru and the first
author of this paper in [10]. V pKP and U
p
KP are defined by S(t)V
p and S(t)Up.
Here S(t) is the unitary group defined in (2.1). We refer the reader to [4] for the
following statements and further properties about UpKP and V
p
KP . Let
1
p +
1
p′ = 1,
1 < p <∞. The duality pairing can formally be written as
B(u, v) =
∫
v(∂t + ∂xxx − ∂−1x ∆y)u¯dxdydt,
but a correct definition requires more care (see [5]). The space V p
′
KP is the dual of
UpKP with respect to this duality pairing. We denote by V
p
rc the subspace of V
p
KP
of right continuous functions with limit 0 at −∞.
The spaces Up have an atomic structure and the Strichartz estimates imply
(2.14) ‖u‖LpLq ≤ c1‖|Dx|
1
3p u‖UpKP
where 2p +
3
q =
3
2 , 2 ≤ p, q ≤ ∞ and
(2.15) ‖u‖LpLq ≤ ‖D
1
p u‖UpKP
where 1p +
1
q =
1
2 , 2 < p ≤ ∞. Moreover one has the inclusions
(2.16) ‖u‖UpKP ≤ c‖u‖V qKP
whenever q < p and u ∈ V qKP is right continuous. Similarly we obtain from the
bilinear estimates of Theorem 2.1 under the same assumptions there,
(2.17) ‖uµvλ‖L2 ≤ cµ‖uµ‖U2KP ‖vλ‖U2KP
and
(2.18)
∥∥∥∥∫
S
(
λ+
∣∣∣∣η1ξ1 − η2ξ2
∣∣∣∣ )uˆµ,Γvˆλ∥∥∥∥
L2
. µ|Γ| 12 ‖uµ,Γ‖U2KP ‖vλ‖U2KP .
The V 2KP spaces behave well with respect to further decompositions:
(2.19) ‖uλ‖V 2KP ≤ ‖uλ‖l2V 2KP ,
see [11]. They allow the following decomposition
GLOBAL WELLPOSEDNESS FOR THE 3D KPII EQUATION 11
Lemma 2.2. Suppose that 1 < p < q < ∞. There exists δ > 0 so that for any
right continuous v ∈ V pKP and M > 1 there exists u ∈ UpKP and w ∈ U qKP such that
v = u+ w
‖u‖UpKP ≤M, ‖w‖UqKP ≤ e
−δM .
From (2.17), the L4 Strichartz estimates and logarithmic interpolation lemma
2.2 (see again [4]), we obtain for any 0 < ε≪ 1,
(2.20) ‖uµvλ‖L2 ≤ C(ε)µ
(λ
µ
)ε
‖uµ‖V 2KP ‖vλ‖V 2KP .
Similarly the bilinear estimate (2.6) implies bilinear estimates with respect to
U2KP , and via logarithmic interpolation, estimate with respect to the V
2
KP norm.
Later we will make use of the spaces U1KP ⊂ V 1KP which carry identical norms,
which, for functions given by S(−t)u(t) = ∫ t−∞ f(s)ds is ∫R |f |dt. We define
‖v‖V 1KP =‖S(−t)v(t)‖BV
= sup
t0<t2<···<tn
n∑
j=1
‖S(−ti)v(ti)− S(−ti−1)v(ti−1)‖L2
where we allow tn = ∞ (recall the convention v(∞) = 0). We denote by U1KP the
Banach space of all right continuous functions with limt→−∞ u(t) = 0 for which
this norm is finite. It is not hard to see that
‖u‖U1KP = ‖S(−t)u(t)‖BV (R,L2)
Then U1KP ⊂ U2KP . We will use an improvement of the estimate for high modula-
tion. Let Φ ∈ S(R) with Φˆ = 1 for |τ | ≤ 1, Φˆ = 0 for |τ | ≥ 2. Then, for f with
f ′ ∈ L1
‖f − Φ ∗ f‖L1 =
∥∥∥∥∫ (f(t)− f(s))Φ(t− s)ds∥∥∥∥
L1
≤
∫
R
|Φ(σ)|
∫
|f(t)− f(t− σ)|dtdσ
=
∫
R
|σ||Φ(σ)|dσ
∫
|f ′(t)|dt.
Rescaling and an approximation yield the high modulation estimate
(2.21) ‖u>Λλ ‖L1tL2 ≤ cΛ−1‖uλ‖U1KP .
Here u>Λ resp u≤Λ means the Fourier projection to high resp- low modulation,
i.e. to
|τ − ω(ξ, η)| :=
∣∣∣τ − (ξ3 − |η|2
ξ
)
∣∣∣ > Λ
resp. ≤ Λ. By the definition of the Fourier restriction spaces
‖u>Λ‖L2 ≤ Λ−b‖u>Λ‖X˙0,b , ‖u>Λ‖L2 ≤ Λ−1/2‖u>Λ‖V 2KP ,
and similarly
‖u∼Λ‖U2KP ≤ Λ
1/2‖u‖L2.
see [4].
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2.4. A bilinear operator. The bilinear estimates of Theorem 2.1 state some off-
diagonal decay in the bilinear terms. This suggests to decompose waves into wave
packets of corresponding Fourier support. We recall that we partition {λ, 2λ}×R2
into sets Γλ,k (1.3). Theorem 2.1 effectively diagonalizes the bilinear estimate in
the sector determined by the large frequency. To capture this we define
Γλ,k,L =
{
(ξ1, η1) : λ ≤ ξ1 ≤ 2λ,
∣∣∣η1
ξ1
− kL
∣∣∣
∞
≤ Lλ
2
}
and Γµ,k,Lλ/µ is the set in frequency |ξ| ∼ µ which corresponds to Γλ,k in the bilinear
estimate of Theorem 2.1. We define a smooth bilinear projection which is compat-
ible with scaling and the Galilean symmetry. Here we again denote the Fourier
transform in space time by F resp. .ˆ Let φ1 ∈ C∞0 ((−129, 129) × (−129, 129)),
identically 1 in (−128, 128) × (−128, 128) and even. We define for L = 2k with
k ≥ 1
ψL(s) = φ1(s/L))− φ1(2s/L)
and
ρL(ξ1, η1, ξ2, η2) := ψL
(
η1
ξ1
− η2ξ2
ξ1 + ξ2
)
.
For L = 1, we make the modification
ρ1(ξ1, η1, ξ2, η2) := φ1
(
η1
ξ1
− η2ξ2
ξ1 + ξ2
)
.
Definition 2.3. We define the bilinear operators by their Fourier transform
F(TL(vµ, uλ))(τ, ξ, η) =
∫
S
ρL(ξ1, η1, ξ2, η2)vˆµ(τ1, ξ1, η1)uˆλ(τ2, ξ2, η2)dH4.
Here S = {ξ = ξ1+ξ2, η = η1+η2, τ = τ1+τ2} and dH4 denotes the 4-Dimensional
Hausdorff measure on it.
The product is the dyadic sum of these bilinear operators. The key properties of
the bilinear projection are its symmetry, and the bounds of Proposition 2.5 below.
Lemma 2.4. The following symmetry identity always holds.∫
uλTL(vλ, wµ)dx dy dt =
∫
vλTL(uλ, wµ)dx dy dt
=
∫
wµTL(uλ, vλ)dx dy dt.
(2.22)
Proof. This follows from the algebraic calculation
η1+η2
ξ1+ξ2
− η1ξ1
ξ2
=
η2
ξ2
− η1ξ1
ξ1 + ξ2
.

The following bilinear estimates provide us with a crucial new tool. Below the
index {.}+ denotes the positive part.
Proposition 2.5. Let ε > 0, 1 ≤ p, q, r ≤ ∞ with
1
r
≤ 1
p
+
1
q
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and L ∈ 2k, k = 0, 1, 2 . . . . Then the following estimates hold
(2.23) ‖TL(uµ, vλ)λ‖lrL2 ≤ Cµ
(Lλ
µ
)1− 2p+ε
L(1−
2
q )++(
2
r−1)+‖uµ‖lpV 2KP ‖vλ‖lqV 2KP
and
‖(TL(uλ, vλ))µ‖lrL2
≤ Cλ
(Lλ
µ
)( 2r−1)+
L(1−
2
p )+(1−
2
q )++ε‖uλ‖lpV 2KP ‖vλ‖lqV 2KP .
(2.24)
Proof. We consider the case µ < λ/4 for (2.23) first. By rescaling we may assume
that µ = 1 < λ/4. We decompose the bilinear term further, using that by the
definition of TL there is only a contribution if∣∣∣∣∣
η1
ξ1
− η2ξ2
ξ1 + ξ2
∣∣∣∣∣ ∼ L.
It is important that this relation is equivalent to∣∣∣∣∣
η1+η2
ξ1+ξ2
− η2ξ2
ξ1
∣∣∣∣∣ ∼ L.
Since 1 ≤ λ/4 we have |ξ2| ∼ |ξ1 + ξ2| ∼ λ and both ξ2 and ξ1 + ξ2 have the
same sign. For simplicity we assume that both are positive. Recall that |ξ1| ∼ 1.
We begin with the case L = 1 resp.∣∣∣∣∣
η1
ξ1
− η2ξ2
ξ1 + ξ2
∣∣∣∣∣ ≤ 1.
If (ξ2, η2) ∈ Γλ,k then the lr summation in (2.23) over Γλ,l contributes only if
|k − l| ≤ C. We simplify our lifes and restrict to l = k. The situation is similar if
L > 1. and we obtain the restriction that the indices are of distance ∼ 1 and the
slopes have distance ∼ Lλ.
Hence, by the same abuse of notation as usual, and with the sets Γ1,k,λ defined
at the beginning of this subsection
(2.25) (T1(u1, vλ))Γλ,k =
(
T1(uΓ1,k,λ , vΓλ,k)
)
Γλ,k
.
We search for an L2 estimate and ignore the outer restriction to Γλ,k in the notation.
By the bilinear estimate we get
‖uΓ1,lvΓλ,k‖L2 ≤ c
1
λ
‖uΓ1,l‖U2KP ‖vΓλ,k‖U2KP .
There are ∼ λ2 such terms in uΓ1,k,λ contributing to the sum and hence by Ho¨lder’s
inequality applied to the finite sum
‖uΓ1,k,λvΓλ,k‖L2 ≤ c
1
λ
λ2−
2
p ‖uΓ1,k,λ‖lpU2KP ‖vΓλ,k‖U2KP .
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The L4 Strichartz estimate gives
‖uΓ1,k,λvΓλ,k‖L2 ≤
∑
Γ1,l⊂Γ1,k,λ
‖uΓ1,lvΓλ,k‖L2
≤c
∑
Γ1,l⊂Γ1,k,λ
λ
1
2 ‖uΓ1,l‖U4KP ‖vΓλ,k‖U4KP
≤cλ 12λ2− 2p ‖uΓ1,k,λ‖lpU4KP ‖vΓλ,k‖U4KP .
where the summation is with respect to those l for which Γ1,l ⊂ Γ1,k,λ. With the
logarithmic interpolation of Lemma 2.2 we arrive at
‖uΓ1,k,λvΓλ,k‖L2 ≤ cλ1−
2
p+ε‖uΓ1,k,λ‖lpV 2KP ‖vΓλ,k‖V 2KP .
The summation with respect to k is trivial and we arrive at the first estimate
(2.23), also for L > 1, for which there are only the obvious modifications, up to an
explanation why we may simply drop the operator TL once we restricted the support
of the Fourier transforms of the factors. Bounded spatial Fourier multipliers define
bounded operators on the function spaces UpKP and V
p
KP . Our problem is that TL
is a bilinear Fourier multiplier, and we have to reduce the estimates to estimates of
Fourier multipliers acting on single functions. We recall that
ρL(ξ1, η1, ξ2, η2) := ψL
(
η1
ξ1
− η2ξ2
ξ1 + ξ2
)
and we want to bound TL(uΓµ,k,Lλ/µ , uΓλ,k′,L) which is zero unless 4 ≤ |k − k′|∞ ≤
20. Without loss of generality we consider 64 ≤ k1−k′1 ≤ 1000. We apply a Galilee
transform which reduces the problem to k1 + k
′
1 = 0, k2 = 0 and |k′2| ≤ 20. More
precisely we expand
(2.26) uΓµ,k,Lλ/µ =
∑
l∈A
uΓµ,l
where A is set of cardinality (Lλ/µ)2. The function ρL is a smooth function on
Γµ,k,Lλ/µ × Γλ,k′,L. We choose a smooth extension supported in
((−3µ,−4
3
µ) ∪ (4
3
µ, 3µ)) ∪ {|η − kLλµ|∞ ≤ Lλµ}
× ((−3λ,−4
3
λ) ∪ (4
3
λ, 3λ)) ∪ {|η − kLλ2|∞ ≤ Lλ2},
which, by an abuse of notation, we call again ρL. Its derivative satisfies∣∣∣∣∂kξ1∂αη1∂lξ2∂βη1ψ1(η1ξ1 − η2ξ2
)∣∣∣∣ ≤ cµ−kλ−l(Lµλ)−|α|(Lλ2)−|β|.
We expand it into a fast converging Fourier series and we multiply it by a suitable
smooth product cutoff function
ρL =
∑
α
ρ1(ξ1/µ)e
2piiα1ξ1/µρ2(η1/Lλµ)e
2piiη1α2/(Lλµ)
× ρ3(ξ2/λ)e2piiα3ξ2/λρ4(η2/(Lλ2)e2piiη2/(Lλ
2)
=:fα =
∑
α
aαf
α
1 (ξ1)f
α
2 (η1)f
α
3 (ξ2)f
α
4 (η2)
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with uniform bounded compactly supported functions fαj and summable coefficients
aα. It suffices to bound the operator
Tfα(uΓµ,k,Lλ/µ , vΓλ,k′,L) =Mfα1 fα2 uΓµ,k,Lλ/µMfα3 fα4 vΓλ,k′,Lλ2
=u˜Γµ,k,Lλ/µ v˜Γλ,k′,Lλ2 .
where Mf denotes the Fourier multiplier. The bilinear estimate above, together
with the observation that spatial Fourier multipliers define bounded operators on
UpKP and V
p
KP completes the argument for the first estimate (2.23) if µ ≤ λ/4. If
µ > λ/4 we decompose vµ = v<λ/4 +
∑
λ/4≤ρ≤µ vρ and apply (2.23) to the first
term and (2.24) (which we prove next) to the remaining terms.
We turn to estimate (2.24). It suffices to prove the estimate for µ = 1 ≤ λ. We
begin again with L = 1. As above it suffices to consider a fixed number k ∈ Z2,
which we even may assume to be zero. The summation with respect to k poses
no difficulties. The L4 Strichartz estimate implies ‖u2Γλ,k‖L2 ≤ cλ‖uΓλ,k‖2U4KP . By
Ho¨lder’s inequality for sequences and orthogonality∑
k
‖(uΓλ,kuΓλ,k)Γ1,k,λ‖lr(L2) ≤ cλ(
2
r−1)++1‖uΓλ,k‖lpV 2KP ‖uΓλ,k‖lpV 2KP .
The condition 1r =
1
p +
1
q suffices for that summation. This time there will be an
important modification for large L. As above, if k ≥ 2, by the bilinear estimate of
Theorem 2.1, and its consequences for U2KP ,
(2.27) ‖uΓλ,0vΓλ,k,L‖L2 ≤ cλL−1‖uΓλ,0‖U2KP ‖vΓλ,k,L‖U2KP .
As above we have to sum over L2 terms which gives
‖TL(uΓλ,k,L , vΓλ,k′,L)‖L2 ≤ cL1−
2
p+(1−
2
q )++ελ‖uΓλ,k,L‖lpV 2KP ‖vΓλ,k,L‖lqV 2KP .
We complete the proof with the same type of approximation and summation as
above. 
3. Proof of the main theorem
3.1. A simple proof with three flaws. We begin with sketching an incomplete
proof, attempting to get an iteration argument work in a simpler and slightly larger
space X0 defined by the norm
‖u‖X0 = sup
λ>0
(
λ1/2‖uλ‖V 2KP + λ
−1‖uλ‖X˙0,1
)
.
This will almost work, and we will provide essential modifications which will com-
plete the wellposedness argument. Existence via the contraction mapping principle
follows from the two estimates
(3.1) λ
1
2
∥∥∥∥∫ t
0
S(t− s)∂x(uv)λds
∥∥∥∥
V 2KP
≤ c‖u‖X0‖v‖X0
and
(3.2) λ−1
∥∥∥∥∫ t
0
S(t− s)∂x(uv)λds
∥∥∥∥
X˙0,1
≤ c‖u‖X0‖v‖X0 .
It is useful to observe that
(3.3) λ1/2‖uλ‖V 2KP + λ
−1‖uλ‖X˙0,1 ∼ λ1/2‖u≤λ
3
λ ‖V 2KP + λ
−1‖u>λ3λ ‖X˙0,1 .
This implies (3.3).
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By scaling it suffices to consider (3.1) and (3.2) for λ = 1, and duality reduces
the two estimates to bounds for trilinear integrals
(3.4)
∫
uvw1dxdydt =
∫
S
û(ξ1, η1, τ1)v̂(ξ2, η2, τ2)ŵ1(ξ3, η3, τ3)dH8.
for w1 ∈ V 2KP ∪ L2. Here S denotes the subspace of dimension 8 given by
{ξ1 + ξ2 + ξ3 = 0, η1 + η2 + η3 = 0, τ1 + τ2 + τ3 = 0}
and dH8 denotes the 8-dimensional Hausdorff measure on it. On this subspace
(2.12) becomes
(3.5) τ1 − ω1 + τ2 − ω2 + τ3 − ω3 = −3ξ1ξ2ξ3 − ξ1ξ2
ξ3
∣∣∣η1
ξ1
− η2
ξ2
∣∣∣2.
It has the following important interpretation: If τi = ξ
3
i − η2i /ξi for i = 1, 2 then
Λ ≥ |ξ1ξ2(ξ1 + ξ2)| where
Λ :=
∣∣∣∣(τ2 − τ1)− (ξ2 − ξ1)3 + |η2 − η1|2ξ2 − ξ1
∣∣∣∣ =|ξ1||ξ2||ξ1 + ξ2|
+
|ξ1||ξ2|
|ξ1 + ξ2|
∣∣∣∣η1ξ1 − η2ξ2
∣∣∣∣2
Λ is a function of ξi and ηi. We decompose u, v into dyadic pieces according to
the size of ξ’s and, by an abuse of notation we choose a version which is con-
stant on the sets of consideration. We decompose ui = u
>Λ/3
i + u
≤Λ/3
i . Then
the trilinear integral vanishes unless at least one term has high modulation since∫
u
≤Λ/3
1 u
≤Λ/3
2 u
≤Λ/3
3 dxdydt = 0. The Strichartz estimates give for λ ≥ 1∫
uλvλw1dx dy dt ≤‖w1‖L2‖uλvλ‖L2
≤C‖w1‖L2
(
λ
1
2 ‖uλ‖V 2KP
)(
λ
1
2 ‖vλ‖V 2KP
)(3.6)
which yields by scaling and orthogonality of the Paley-Littlewood pieces∥∥∥∥∂x ∫ t
0
S(t− s)uλvλds
∥∥∥∥
X˙0,1
≤ C
(
λ
1
2 ‖uλ‖V 2KP
)(
λ
1
2 ‖vλ‖V 2KP
)
.
By the bilinear estimate of Theorem 2.1 - see also (2.17)∣∣∣∣∫ u>λ2/3λ vλw1dx dy dt∣∣∣∣ ≤‖u>λ2/3λ ‖L2‖vλw1‖L2
≤cλ−1‖u>λ3/3λ ‖V 2KP ‖vλ‖U2KP ‖w1‖U2KP
(3.7)
and hence∥∥∥∥∂x ∫ t
0
S(t− s)(uλvλ)1ds
∥∥∥∥
X˙0,1
+
∥∥∥∥∂x ∫ t
0
S(t− s)(uλvλ)1ds
∥∥∥∥
V 2KP
≤cλ 12 ‖uλ‖U2KP λ
1
2 ‖vλ‖U2KP .
For µ ≤ 1 we estimate using the Strichartz estimate (2.15) for p = q = 4 and the
embedding V 2KP ⊂ U4KP∫
u>µ/3µ v1w1dx dy dt ≤‖u>µ/3µ ‖L2‖v1w1‖L2
≤c(µ−1‖uµ‖X˙0,1)‖v1‖V 2KP ‖w1‖V 2KP
(3.8)
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and the bilinear estimate (2.17) to arrive at∫
uµv
>µ/3
1 w1dx dy dt ≤cµ‖uµ‖U2KP µ
− 1
2 ‖v1‖V 2KP ‖w1‖U2KP
=c(µ1/2‖uµ‖U2KP )‖v1‖V 2KP ‖w1‖U2KP ,
(3.9)
thus ∥∥∥∥∂x ∫ t
0
S(t− s)(uµv1)1ds
∥∥∥∥
X˙0,1
+
∥∥∥∥∂x ∫ t
0
S(t− s)(uµv1)1ds
∥∥∥∥
V 2KP
≤c
(
µ
1
2 ‖uµ‖U2KP + µ
−1‖uµ‖X˙0,1
)
‖v1‖U2KP .
To achieve (3.1) and (3.2), there are three issues to resolve:
i) The summability with respect to λ and µ requires improved estimates to
obtain (3.1) and (3.2).
ii) In (3.7) and (3.9), we have to replace U2KP by V
2
KP .
iii) The function u = S(t)u0 for t > 0 and u = 0 for t < 0 is not in X˙
0,1.
We need a variant of the estimates for solutions to the homogeneous initial
value problem.
Here as always we oversimplify things a bit: We have to consider more general
frequency combinations, and we only know that the two highest frequencies have
to be of comparable size, otherwise the trilinear integral vanishes, which as always
we ignore since we want to keep the formulas simpler, and there is no new difficulty
connected with that.
3.2. lp summation and bilinear estimate. We begin to explain the modifica-
tions for the proof. We use lqlp(V 2KP ) with 1 ≤ q ≤ ∞, 1 < p < 2 and replace X˙0,1
by X˙0,b with some b ∈ (56 , 1) as discussed in the introduction.
Definition 3.1. Let X be the space of all distributions for which
‖u‖X :=
∥∥∥λ 12 ‖uλ‖lpV 2KP + λ2−3b‖uλ‖X˙0,b∥∥∥lqλ <∞.
We next formulate a bilinear estimate.
Proposition 3.2 (Bilinear estimates for the quadratic term). For u, v ∈ X, we
have
(3.10)
∥∥∥∥∫ t
−∞
S(t− s)∂x(uv)ds
∥∥∥∥
X
≤ c‖u‖X‖v‖X .
In our proof we obtain a slightly stronger bilinear estimate. We will replace the
U2KP by V
2
KP at several places.
Proof. Using a Littlewood-Paley decomposition, a duality argument and an expan-
sion of (3.10) the estimate follows from the next four inequalities. The high × high
to low type estimates are∫
uλvλwµdx dy dt ≤ Cµ3b−3
(µ
λ
)2−2b−ε
×
(
λ
1
2 ‖uλ‖lpV 2KP
)(
λ
1
2 ‖vλ‖lpV 2KP
)
‖wµ‖X˙0,1−b
(3.11)
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uλvλwµdx dy dt ≤ Cµ− 32
(µ
λ
)2− 2p−ε
×
(
λ
1
2 ‖uλ‖lpV 2KP
)(
λ
1
2 ‖vλ‖lpV 2KP
)
‖wµ‖lp′V 2KP .
(3.12)
which we complement by low × high to high estnates∫
uµvλwλdx dy dt ≤cλ− 32
(µ
λ
)min{ 2p−1−ε,2b− 53}
×
(
µ1/2‖uµ‖lpV 2KP + µ
2−3b‖uµ‖X˙0,b
)(
λ
1
2 ‖vλ‖lpV 2KP
)
‖wλ‖lp′V 2KP
(3.13)
∫
uµvλwλdx dy dt ≤ cλ3b−3
(µ
λ
)min{b− 1
2
−ε,3b− 5
2
}
×
(
µ1/2‖uµ‖lpV 2KP + µ
2−3b‖uµ‖X˙0,b
)(
λ
1
2 ‖vλ‖lpV 2KP
)
‖wλ‖X˙0,1−b
(3.14)
for µ ≤ λ. Proposition 3.2 and more precisely (3.10) follows by summing up the
µ and λ, which is trivial. More precisely we would have to consider frequencies λ1
and λ2 for the first estimates, but, since on the Fourier side the Fourier variables ξ1
and ξ2 have to add up to something of size ∼ µ which we assume always less then
λ, it suffices to consider neighboring dyadic intervals resp λ1 ∼ λ2. To simplify
the notation we restrict to λ1 = λ2 = λ and we deal similarly with the other
inequalities.
We turn to the proof of the four main estimates (3.11)-(3.14). For the [(high,high)→
low] type estimates (3.11) and (3.12), by rescaling, we assume that µ = 1. We de-
compose ∫
uλvλw1dx dy dt =
∑
L∈2N
∫
TL(uλvλ)w1dx dy dt
where the sum runs over L = 2Z+ .
At least one of the terms has to have high modulation, i.e. modulation at least
≥ L2λ2/3. For simplicity we will ignore the denominator 3. Now, if L > 1 - the
difference for L = 1 is only in notation -∣∣∣∣∫ TL(uλ, vλ)w≥L2λ21 dxdydt∣∣∣∣ ≤‖TL(uλ, vλ)1‖l2L2‖w≥L2λ21 ‖l2L2
≤Cλ‖uλ‖l2V 2KP ‖vλ‖l2V 2KP (Lλ)
−2(1−b)‖w1‖l2X˙0,1−b .
(3.15)
Since for 1 < p < 2,
‖w1‖l2X˙0,1−b ≈ ‖w1‖X˙0,1−b , ‖uλ‖l2V 2KP ≤ ‖uλ‖lpV 2KP
we obtain∑
L
∣∣∣∣∫ TL(uλvλ)w≥L2λ21 dxdydt∣∣∣∣
≤ cλ2b−2
(
λ1/2‖uλ‖lpV 2KP
)(
λ1/2‖vλ‖lpV 2KP
)
‖w1‖X˙0,1−b .
(3.15) can also be bounded, for 1 < p < 2, by
λ(Lλ)
2
p−1‖uλ‖lpV 2KP ‖vλ‖lpV 2KP (Lλ)
−1‖w1‖lp′V 2KP .
Here we used Ho¨lder’s inequality and then the high modulation estimate for w and
(2.24) with r = q = p for the product. We complete the proof of (3.11) for the case
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the w has high modulation by∑
L
∣∣∣∣∫ TL(uλvλ)w≥L2λ21 dxdydt∣∣∣∣
≤ cλ 2p−2
(
λ1/2‖uλ‖lpV 2KP
)(
λ1/2‖vλ‖lpV 2KP
)
‖w1‖lp′V 2KP .
Next we use the symmetry property of Lemma 2.4 to deal with the case that v has
high modulation:∣∣∣∣∫ TL(uλ, v≥L2λ2λ )1w<L2λ21 dxdydt∣∣∣∣ = ∣∣∣∣∫ v≥L2λ2λ TL(uλ, wL2λ21 )λdxdydt∣∣∣∣
≤‖TL(uλ, w<L
2λ2
1 )λ‖l2L2‖v≥L
2λ2
λ ‖l2L2
≤Cλ 2p−1+εLε‖uλ‖lpV 2KP ‖w1‖lp′V 2KP (Lλ)
−1‖vλ‖lpV 2KP .
(3.16)
with the obvious modification if L = 1. Here we used the high modulation estimate
for vλ and (2.23) with r = 2, and q = p
′. The summation with respect to L gives∑
L
∣∣∣∣∫ TL(uλv≥L2λ2λ )w<L2λ21 dxdydt∣∣∣∣
≤ Cλ 2p−3+ε
(
λ1/2‖uλ‖lpV 2KP
)
‖w1‖lp′V 2KP
(
λ1/2‖vλ‖lpV 2KP
)
.
In the same way, we can bound (3.16) by
λε‖uλ‖l2V 2KP ‖w
<L2λ2
1 ‖l2V 2KP (Lλ)
−1‖vλ‖l2V 2KP .
Notice that
‖f≤L2λ2‖V 2KP . L
2b−1λ2b−1‖f‖X˙0,1−b .
(3.11) and (3.12) follows by a trivial summation over L.
Now we turn to (3.13) and (3.14) and rescale to λ = 1. We decompose the factors
in the same fashion as above∫
uµv1w1dxdydt =
∑
L
∫
TL(uµv1)w1dxdydt.
As above, using (2.23) with r = q = p = 2∣∣∣∣∫ TL(uµv1)w≥µL21 dxdydt∣∣∣∣ ≤‖TL(uµv1)1‖l2L2‖w≥µL21 ‖l2L2
≤ Cµ 12 (L/µ)ε(µL2)b−1(µ1/2‖uµ‖l2V 2KP )‖v1‖l2V 2KP ‖w1‖l2X˙0,1−b
resp. taking r = p = q < 2,∣∣∣∣∫ TL(uµv1)w≥µL21 dxdydt∣∣∣∣ ≤‖TL(uµv1)1‖lpL2‖w≥µL21 ‖lp′L2
≤ C(L/µ)1− 2p+εL−1µ1/2‖uµ‖lpV 2KP ‖v1‖lpV 2KP ‖w1‖lp′V 2KP .
The summation with respect to L gives∑
L
∣∣∣∣∫ TL(uµv1)w≥µL21 dxdydt∣∣∣∣ ≤ Cµb− 12−ε
×
(
µ1/2‖uµ‖lpV 2KP
)
‖v1‖lpV 2KP ‖w1‖X˙0,1−b .
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resp. ∑
L
∣∣∣∣∫ TL(uµv1)w≥µL21 dxdydt∣∣∣∣ ≤ Cµ 2p−1−ε
×
(
µ1/2‖uµ‖lpV 2KP
)
‖v1‖lpV 2KP ‖w1‖lp′V 2KP .
The same computation gives∑
L
∣∣∣∣∫ TL(uµw1)v≥µL21 dxdydt∣∣∣∣ ≤ Cµ 2p− 12−ε
×
(
µ1/2‖uµ‖lpV 2KP
)
‖v1‖lpV 2KP ‖w1‖lp′V 2KP
resp. ∑
L
∣∣∣∣∫ TL(uµw≤µL21 )v≥µL21 dxdydt∣∣∣∣ ≤ Cµb− 12−ε
×
(
µ1/2‖uµ‖l2V 2KP
)
‖v1‖l2V 2KP ‖w1‖X˙0,1−b .
Here we used
‖w<µL21 ‖V 2KP ≤ Cµ
b− 1
2L2b−1‖w1‖X˙0,1−b .
The last term with the high modulation on uµ is different, and it is the most
interesting:∣∣∣∣∫ u≥µL2µ TL(v1, w1)dxdydt∣∣∣∣ ≤ ‖TL(v1, w1)µ‖l2L2tL3/2xy ‖u≥µL2µ ‖l2L2tL3xy .
We continue with the endpoint Strichartz estimate
‖u≥µL2µ ‖L2tL3 ≤ ‖u≥µL
2
µ ‖1/2L2 ‖u≥µL
2
µ ‖1/2L2tL6 ≤ C(µL
2)
1
4
−bµ
1
12 ‖uµ‖X˙0,b
for each part localized in η and we achieve∣∣∣∣∫ u≥µL2µ TL(v1w1)dxdydt∣∣∣∣
≤ Cµ2b− 53L 12−2b+ 2p−1‖v1‖lpL4tL3‖w1‖lp′L4tL3µ
2−3b‖uµ‖X˙0,b .
By Proposition 2.5, we drop TL here. The exponent (4, 3) is a Strichartz pair. The
summation with respect to L is trivial. It gives∑
L
∣∣∣∣∫ u≥µL2µ TL(v1, w1)dxdydt∣∣∣∣
≤ cµ2b− 53 (µ2−3b‖uµ‖lpX˙0,b) ‖v1‖lpV 2KP ‖w1‖lp′V 2KP .
resp. ∑
L
∣∣∣∣∫ u≥µL2µ TL(v1, w≤µL21 )dxdydt∣∣∣∣
≤ cµ3b− 52 (µ2−3b‖uµ‖X˙0,b) ‖v1‖V 2KP ‖w1‖X˙0,1−b .
The summation with respect to µ requires b > 56 and we arrive at (3.13) and (3.14)
. 
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3.3. The initial data, the proof of wellposedness. It remains to consider es-
timate S(t)u0 in terms of the initial data. Let
u˜(t) = χ[0,∞)S(t)u0.
As we pointed out in issue iii), it is not in X˙0,b for any 1/2 < b ≤ 1, thus it is not
in X unless it is trivial. Let
‖u‖Y =
∥∥∥λ1/2‖uλ‖lpU1KP ∥∥∥lqλ
to shorten the notation. Then by construction
‖u˜‖Y ≤ ‖u0‖lqlpL2 .
The two estimates of the following proposition will allow to complete the proof.
Proposition 3.3. The following estimates hold.
(3.17)
∥∥∥∥∫ t
0
S(t− s)∂x(uv)
∥∥∥∥
X
≤ c‖u‖Y ‖v‖Y ,
(3.18)
∥∥∥∥∫ t
0
S(t− s)∂x(uv)
∥∥∥∥
X
≤ c‖u‖X‖v‖Y .
With these estimates at hand we complete the fixed point argument. By Duhamel’s
formula, to solve (1.1) on [0,∞) is equivalent to solving
w = u˜+
∫ t
0
S(t− s)∂x(w2)(s)ds.
We rewrite this equation in terms of the difference u = w − u˜ and define the map
Φ(u) :=
∫ t
0
S(t− s)∂x((u + u˜)2)(s)ds
=
∫ t
0
S(t− s)∂xu˜2ds+
∫ t
0
S(t− s)∂x(2u˜u+ u2)ds
(3.19)
where we set u(s) = 0 for s < 0.
Set r := min( 14C , 3ε). Here C is the largest constant among the constants from
(3.10), (3.17) and (3.18). We define the closed ball of radius r in X
Br := {u ∈ X ; ‖u‖X ≤ r}.
We search an unique fixed point of Φ in Br. By the definition of Y
‖u˜‖Y ≤ C‖u‖lqlpL2 . ε.
By (3.10), (3.17) and (3.18), we have
(3.20) ‖Φ(u)‖X . ‖u‖2X + 2‖u˜‖Y ‖u‖X + ‖u˜‖2Y ≤ r
and
‖Φ(u)− Φ(v)‖X ≤C‖u− v‖X(‖u‖X + ‖v‖X + ‖u˜‖Y )
≤1
2
‖u− v‖X .
We apply the contraction mapping theorem to obtain existence of a unique fixed
point. The linearization at the fixed point is invertible - it is a contraction by
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construction - and the map Φ is analytic. Hence the map from the initial data to
the fixed point is analytic.
The estimate
‖u‖X ≤ C‖u0‖2lqlpL2
follows from (3.20). This completes the proof, up to proving Proposition 3.3.
3.4. The proof of Proposition 3.3. By the same strategy as above we continue
to assume µ ≤ 1 ≤ λ. The estimates (3.11) and (3.12) are in terms of lpV 2KP at
frequency λ. It is a consequence of Minkowski’s inequality that
‖uλ‖lpV 2KP . ‖uλ‖lpU2KP . ‖uλ‖lpU1KP .
We can directly replace lpV 2KP by l
pU1KP in the estimates (3.11) and (3.12). This
completes the argument for the [(high,high)→ low] case, for both estimates (3.17)
and (3.18). The next lemma provides the remaining [(low,high)→ high] estimates.
Lemma 3.4. The following estimates hold, for µ ≤ 1,∥∥∥∥∫ t
0
S(t− s)(uµv1)1ds
∥∥∥∥
lp(U2KP )
≤ Cµmin( 2p−1−ε,b− 12 )
(
µ1/2‖uµ‖lpU1KP
)
‖v1‖lpU1KP ,
(3.21)
(3.22)
∥∥∥∥∫ t
0
S(t− s)(uµv1)1
∥∥∥∥
X˙0,b
≤ Cµmin( 2p−1−ε,b− 12 )
(
µ
1
2 ‖uµ‖lpU1KP
)
‖v1‖lpV 2KP .
(3.23)
∥∥∥∥∫ t
0
S(t− s)(uµv1)1
∥∥∥∥
X˙0,b
≤ Cµmin( 2p−1−ε,b− 12 )
(
µ
1
2 ‖uµ‖lpV 2KP
)
‖v1‖lpU1KP .
Together with the versions of (3.11) and (3.12) above these imply (3.18) then
(3.17) in Proposition 3.3 by an easy summation.
Proof. Again we use duality and decompose∣∣∣∣∫ uµv1w1dx dy dt∣∣∣∣ ≤∑
L
∣∣∣∣∫ uµTL(v1, w1)dx dy dt∣∣∣∣ .
At least one term has modulation ≥ µL2. Notice that
‖uλ‖lp(V 2KP ) . ‖uλ‖lpU1KP ,
the estimates in (3.13) and (3.14) work well except the case uµ has the high mod-
ulation ∫
u>µL
2
µ TL(v1w1)dx dy dt.
Let L ≥ 1 and consider∫
u>µL
2
Γµ,k,L/µ
TL(vΓ1,k′,L , uΓ1,k,L)dx dy dt
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with 16 ≤ |k − k′| ≤ 1000 if L > 1, resp |k − k′| ≤ 200 if L = 1. we decompose
uΓ
µ,k, L
µ
further
∑
16≤|k−k′|≤100
∑
|k−l|.Lµ
∣∣∣∣∫ u>µL2Γµ,l TL(vΓ1,k,L , wΓ1,k,L)dx dy dt∣∣∣∣
.
∑
16≤|k−k′|≤100
∑
|k−l|.Lµ
‖u>µL2Γµ,l ‖L1tL∞‖TL(vΓ1,k′,L , wΓ1,k,L)‖L∞t L1
. sup
k
µ
5
2
(L
µ
) 2
p′ ‖uΓ
µ,k,L
µ
‖lp(L1tL2)‖v1‖lpL∞t L2L
2
p−1‖w1‖lp′L∞t L2
.µ
2
p−1L−1
(
µ
1
2 ‖uµ‖lpU1KP
)
‖v1‖lpV 2KP ‖w1‖lp′V 2KP .
Here we used the size of the set Γµ,l is µ
5. We estimate similarly to above∑
16≤|k−k′|≤100
∣∣∣∣∫ u>µL2Γµ,k,L/µTL(vΓ1,k,L , wΓ1,k,L)dx dy dt
∣∣∣∣
.µbL2b−2‖uµ‖l2U1KP ‖v1‖l2V 2KP ‖w1‖X˙0,1−b .
Here we applied Sobolev’s resp. Bernstein’s inequality in sets of Fourier size µ3L2
and the high modulation factor µL2. The summation with respect to L is trivial
since the exponent is negative. Finally (3.23) is a direct consequence of (3.14). 
4. Ill-posedness and Function spaces
4.1. Ill-posedness in lqlpL2 for p > 2. We prove illposedness (Theorem 4) by
contradiction. By scaling it suffices to consider T = 1. Suppose that the flow map
u0 → u(1) defines a map from lqlpL2 to itself which is continuously differentiable
near 0, and twice differentiable at 0, for some p > 2. For simplicity we choose
q =∞, but the proof works for all q ∈ [1,∞].
Consider the Cauchy problem{
∂x
(
∂tu+ ∂
3
xu+ ∂x(u
2)
)
+△yu = 0
u(0, x, y) = γφ(x, y) γ ∈ R.(4.1)
where φ ∈ l∞lpL2 and 1 < p < ∞. Suppose that u(γ, t, x, y) solves (4.1). By
Duhamel’s formula, we have
u(γ, t, x, y) = γS(t)φ(x, y) +
∫ t
0
S(t− s)∂x(u(γ, x, y)2)(s)ds.
Since the flow map is (twice) differentiable at u0 = 0
∂u
∂γ
(0, t, x, y) = S(t)φ(x, y) := u1(t, x, y),
∂2u
∂γ2
(0, t, x, y) = −2
∫ t
0
S(t− s)∂x(u21(s))ds := u2(t, x, y).
Since we assume the flow map to be twice differentiable
(4.2) ‖u2(1, ·)‖l∞lpL2 . ‖φ‖2l∞lpL2 .
We construct a sequence of initial data for u1 of norm 1 so that the norm of u2(1)
tends to infinity. This yields the desired contradiction.
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We define the initial data φ defined by its Fourier transform
φˆ(ξ, η) =
1
µ3
(
λ
µ
) 2
p
χ[µ
2
,µ](ξ)χ[λµ
2
,2λµ]2(η) +
1
µ
3
2 λ
3
2
χ[λ+µ
2
,λ+µ](ξ)χ[ λµ
2
,2λµ]2(η)
:=φˆ1 + φˆ2.
Here dyadic numbers µ≪ 1≪ λ will be chosen later. It is easy to check that
‖φ‖l∞lpL2 ≈ ‖φ1‖l∞lpL2 ≈ ‖φ2‖l∞lpL2 ≈ 1.
Moreover
u1 = S(t)φ1 + S(t)φ2,
u21 = (S(t)φ1)
2 + (S(t)φ2)
2 + 2(S(t)φ1S(t)φ2) := f1 + f2 + f3.
The Fourier transforms of the three summand are supported on pairwise disjoint
sets and they are orthogonal. We then decompose u2 into three orthogonal parts
as
u2(1) =
∫ 1
0
S(1− s)(f1 + f2 + f3)(s)ds := F1 + F2 + F3.
By (4.2), we have
(4.3) ‖F3(1)‖l∞lpL2 . ‖u2(1, ·)‖l∞lpL2 . 1.
By Lemma 4 in Page 376 of [12], we have
Fˆ3(1, ξ, η) = 2
ξeiω(ξ,η)
µ3
(
λ
µ
) 2
pµ
3
2 λ
3
2
∫
A
eiR(ξ,ξ1,η,η1) − 1
R(ξ, ξ1, η, η1)
dξ1dη1.
Here R(ξ, ξ1, η, η1) denotes the resonance function
(4.4) − 3ξξ1(ξ − ξ1)− ξξ1
ξ − ξ1
∣∣∣η
ξ
− η1
ξ1
∣∣∣2.
In the set
A =
{
ξ1, η1 : ξ1 ∈ [µ
2
, µ], η1 ∈ [λµ
2
, 2λµ]2,
ξ − ξ1 ∈ [λ+ µ
2
, λ+ µ], η − η1 ∈ [λµ
2
, 2λµ]2
}
the resonance function is bounded from below:
|R(ξ, ξ1, η, η1)| ∼ λ2µ.
If µλ2 = O(1) (we may choose µ and λ) and obtain
eiR(ξ,ξ1,η,η1) − 1
R(ξ, ξ1, η, η1)
= 1 +O(1).
It follows that
|Fˆ3(1, ξ, η)| ≥ λλ
2µ3
µ3
(
λ
µ
) 2
pµ
3
2λ
3
2
χ[λ+µ,λ+ 3µ
2
](ξ)χ[λµ,2λµ]2 (η).
Then
(4.5) 1 & ‖F3‖l∞lpL2 &
λ3µ3
µ3
(
λ
µ
) 2
p
≈ λ
3
λ
6
p
.
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Here we used µλ2 = O(1). Since λ≫ 1 we arrive at a contradiction to (4.5) unless
p ≤ 2.
4.2. The function spaces lqlpL2. We prove Theorem 1.4. By the embedding
lqlpL2 ⊂ lq˜lp˜L2 if q˜ ≥ q and p˜ ≥ p it suffices to prove endpoint statements.
(i) Let f be a Schwartz function and fix λ. Trivially( ∑
l∈λ·Z2
‖fΓλ,l‖pL2
) 1
p
=
( ∑
M≥λ2
∑
|l|∼Mλ
‖fΓλ,l‖pL2
) 1
p
and for 43 < p and N > 2, we have
‖fΓλ,l‖L2 .N
λ
3
2
(1 + λ+M)N
,
thus
(4.6)
( ∑
l∈λ·Z2
‖fλ,Γl,λ‖pL2
) 1
p
.N
λ
3
2
− 2p
(1 + λ)N
and for p > 2 ∑
λ
λ−
1
2 ‖fλ‖lp(L2) <∞.
By duality l∞lpL2(p < 2) embeds into the space of distributions. A small modifi-
cation shows that l1l2L2 embedds into the space of distributions.
(ii) It suffices to construct a sequence of Schwartz functions which converges in
lpl2L2 (p > 1) but diverges as distributions. Since
lpl2L2 = L2(R2; B˙
1
2
2,p)
it suffices to construct a sequence of functions φµ of one variable of norm 1 in B˙
1
2
2,q
and a Schwartz function φ so that
∫
φµφdx → ∞. Here B˙
1
2
2,q denotes the homoge-
neous Besov space. This is well known but we give an example for completeness.
For 0 < λ we choose a Schwartz function fλ with the property
fˆλ(ξ) =
{
λ−1, for |ξ| ∼ λ,
0, otherwise.
For any fixed µ≪ 1, we define
φµ =
1
| lnµ| 1p
∑
µ2≤λ≤µ
fλ.
It is easy to see
‖φµ‖
B˙
1
2
2q
∼ 1.
However if ψ is a Schwartz function with Fourier transform supported in the ball
B(0, 2) and ψˆ = 1 in the unit ball B(0, 1) then
< ψ, φµ >∼
∑
µ2≤λ≤µ
| lnλ|− 1p ∼ | lnµ|1− 1p .
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(iii) Suppose now that the Schwarz function φ is in l∞lpL2 for p < 43 . We assume
there exists (0, η0) ∈ R3 such that φˆ(0, η0) 6= 0. By continuity, there exists r, c > 0
such that
|φˆ(ξ, η)| > c, for (ξ, η) ∈ B := B((0, η0), r).
Then
sup
λ
λ
1
2
( ∑
l∈λ·Z2
‖φΓλ,l‖pL2
) 1
p ≥ sup
λ.r
λ
1
2
(∑
l
‖φΓλ,l∩B‖pL2
) 1
p
∼ sup
λ.r
r
2
pλ1−
2
p ‖φλ∩B‖L2 ∼ sup
λ.r
cr
2
p+1λ
3
2
− 2p .
which is ∞ if 1 < p < 43 . This is a contradiction and hence
0 = φˆ(0, η) = (2pi)−
3
2
∫
e−iyηφ(x, y)dxdy
for all η ∈ R2. The conclusion for lql 43L2 follows in the same fashion.
(iv) It follows from (4.6) that Schwartz functions are contained in l∞lpL2 if 43 ≤ p
and in lqlpL2 if 43 < p and 1 ≤ q <∞.
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