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ABSTRACT
In this paper, we propose the use of spatial and harmonic features in
combination with long short term memory (LSTM) recurrent neu-
ral network (RNN) for automatic sound event detection (SED) task.
Real life sound recordings typically have many overlapping sound
events, making it hard to recognize with just mono channel audio.
Human listeners have been successfully recognizing the mixture of
overlapping sound events using pitch cues and exploiting the stereo
(multichannel) audio signal available at their ears to spatially local-
ize these events. Traditionally SED systems have only been using
mono channel audio, motivated by the human listener we propose to
extend them to use multichannel audio. The proposed SED system
is compared against the state of the art mono channel method on the
development subset of TUT sound events detection 2016 database
[1]. The usage of spatial and harmonic features are shown to im-
prove the performance of SED.
Index Terms— Sound event detection, multichannel, time dif-
ference of arrival, pitch, recurrent neural networks, long short term
memory
1. INTRODUCTION
A sound event is a segment of audio that a human listener can con-
sistently label and distinguish in an acoustic environment. The ap-
plications of such automatic sound event detection (SED) are nu-
merous; embedded systems with listening capability can become
more aware of its environment [2][3]. Industrial and environmental
surveillance systems and smart homes can start automatically de-
tecting events of interest [4]. Automatic annotation of multimedia
can enable better retrieval for content based query methods [5].
The task of automatic SED is to recognize the sound events in a
continuous audio signal. Sound event detection systems built so far
can be broadly classified to monophonic and polyphonic. Mono-
phonic systems are trained to recognize the most dominant of the
sound events in the audio signal [6]. While polyphonic systems
go beyond the most dominant sound event and recognize all the
overlapping sound events in a segment [6][7][8][9]. We propose to
tackle such polyphonic soundscape which replicates real life sce-
nario in this paper.
Some SED systems have tackled polyphonic detection using
mel-frequency cepstral coefficients (MFCC) and hidden Markov
models (HMMs) as classifiers with consecutive passes of the Viterbi
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algorithm [10]. In [11], a non-negative matrix factorization was
used as a pre-processing step, and the most prominent event in each
of the stream was detected. However, it still had a hard constraint
of estimating the number of overlapping events. This was overcome
by using coupled NMF in [12]. Dennis et al [7] took an entirely dif-
ferent path from the traditional frame-based features by combining
generalized Hough transform (GHT) with local spectral features.
More recently, the state of the art SED systems have used log
mel-band energy features in DNN [8], and RNN-LSTM [9] net-
works trained for multi-label classification. Motivated by the good
performance of RNN-LSTM over DNN as shown in [9], we con-
tinue to use the multi-label RNN-LSTM network.
The present state of the art polyphonic SED systems have been
using a single channel of audio for sound event detection. Poly-
phonic events can potentially be tackled better if we had multichan-
nel data. Just like humans use their two ears (two channels) to rec-
ognize and localize the sound events around them [13], we can also
potentially train machines to learn sound events from multichan-
nel of audio. Recently, Xiao et al [14] have successfully used spa-
tial features from multichannel audio for far field automatic speech
recognition (ASR) and shown considerable improvements over just
using mono channel audio. This further motivates us to use spatial
features for SED tasks. In this paper, we propose a spatial feature
along with harmonic feature and prove its superiority over mono
channel feature even with a small dataset of around 60 minutes.
The remaining of the paper is structured as follows. We de-
scribe in Section 2 the features used and the proposed approach.
Section 3 presents a short introduction to RNNs and long short-
term memory (LSTM) blocks. Section 4 presents the experimental
set-up and results on a database of real life recordings. Finally, we
present our conclusions in Section 5.
2. SOUND EVENT DETECTION
The sound event detection task involves identifying temporally the
locations of sound event and assigning them to one among the
known set of labels. Sound events in real life have no fixed pat-
tern. Different contexts, for example, forest, city, and home have a
different variety of sound events. They can be of different sparsity
based on the context, and can occur in isolation or be completely
overlapped with other sound events. While recognizing isolated
sounds have been done with an appreciable accuracy [15], detecting
the mixture of labels in an overlapped sound event is a challeng-
ing task, where still a considerable amount of improvements can be
made. Figure 2 shows a snippet of sound event annotation, where
three sound events - speech, car, and dog bark happen to occur. At
time frame t, two events - speech and car are overlapping. An ideal
SED system should be able to handle such overlapping events.
The human auditory system has been successfully exploiting
the stereo (multichannel) audio information it receives at its ears to
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Figure 1: Framework of the training and testing procedure for the
proposed system.
isolate, localize and classify the sound events. A similar set up is
envisioned and implemented, where the sound event detection sys-
tem gets a stereo input and suitable spatial features are implemented
to localize and classify sound events.
The proposed sound event detection system, shown in Figure 1,
works on real life multichannel audio recordings and aims at detect-
ing and classifying isolated and overlapping sound events.
Three sets of features -log mel-band energies, pitch frequency,
and its periodicity, and time difference of arrival (TDOA) in sub-
bands, are extracted from the stereo audio. All features are extracted
at a hop length of 20 ms to have consistency across features.
2.1. Log mel-band energy
Log mel-band energies have been used for mono channel sound
event detection extensively [8][9][16] and have proven to be good
features. In the proposed system we continue to use log mel-band
energies, and extract it for both the stereo channels. This is moti-
vated from the idea that human auditory system exploits the interau-
ral intensity difference (IID) for spatial localization of sound source
[13]. Neural networks are capable of performing linear operations,
which includes the difference. Therefore, when trained on the stereo
log mel-band energy data, it will learn to obtain information similar
to IID.
Each channel of the audio is divided into 40 ms frames with
50% overlap using hamming window. Log mel-band energies are
then extracted for each of the frames (mel in Table 1). We use 40
mel-bands spread across the entire spectrum.
2.2. Harmonic features
The pitch is an important perceptual feature of sound. Human lis-
teners have evolved to identify different sounds using the pitch cues,
and can make efficient use of pitch to acoustically separate each of
the mixture in an overlapping sound event [17]. Uzkent et al [18]
have shown improvement in accuracy of non speech environmen-
tal sound detection used pitch range along with MFCC’s. Here we
propose using the absolute pitch and its periodicity as the features
(pitch in Table 1).
The librosa implementation of pitch tracking [19] on thresh-
olded parabolically-interpolated STFT [20] was used to estimate the
pitch and periodicity.
Since we are handling multi-label classification it is intuitive to
identify as many dominant fundamental frequencies as possible and
use them to identify the sound events. The periodicity feature gives
the confidence measure for the extracted pitch value and helps the
classifier to make better decisions based on pitch.
The overlapping sound events in the training data (Section 4.1)
did not have more than three events overlapping at a time, hence we
have limited ourselves to using the top three dominant pitch values
SPEECH SPEECH
CAR
DOG BARKDOG BARK
time
frame t
Figure 2: Sound events in a real life scenario can occur in isolation
or overlapped. We see that at frame t, speech and car events are
overlapping.
per frame. So, for each of the channels, top three pitch values, and
its respective periodicity values are extracted at every frame in 100-
4000 Hz frequency range (pitch3 in Table 1).
2.3. Time difference of arrival (TDOA) features
Overlapping sound events have forever troubled classification sys-
tems. This is mainly because the feature vector for the overlapped
frame is a combination of different sound events. But, human listen-
ers have been able to successfully identify each of the overlapping
sound events by isolating and localizing the source spatially. This
has been possible due to the interaural time delay (ITD) [13]
Each sound event has its own frequency band, some occur in
low frequencies, some in high, and some occur all across the fre-
quency band. If we can divide the frequency spectrum into different
bands, and identify the spatial location of the sound source in each
of these bands, then this is an extra dimension of the feature, which
the classifier can learn to estimate the number of possible sources
in each frame, and their orientation in the space. We implement this
by dividing the spectral frame into five mel-bands and calculating
the time difference of arrival (TDOA) at each of these bands.
For example, if a non-overlapping isolated sound event is
spread across the entire frequency range, and we are calculating
the TDOA in five mel-bands. We should have the same TDOA val-
ues for each of the bands. However, if we have two overlapping
sounds S1 and S2, where S1 is spread in the first two bands and S2
is spread in the last two bands. The feature vector will have differ-
ent TDOA values for each of the sounds, which the classifier can
learn to isolate and identify them as separate sound events.
The TDOA can be estimated using the generalized cross-
correlation with phase-based weighting (GCC-PHAT) [21]. Here,
we extract the correlation for each mel-band separately:
Rb(∆12, t) =
N−1∑
k=0
Hb(k)
X1(k, t) ·X∗2 (k, t)
|X1(k, t)||X2(k, t)|e
i2pik∆12/N , (1)
where N is the number of frequency bands, X(k, t) is the FFT co-
efficient of the kth frequency band at time frame t and the subscript
specifies the channel number, Hb(k) is the magnitude response of
the bth mel-band of total of B bands and ∆12 is the sample delay
value between channels. The TDOA is extracted as the location of
correlation peak magnitude for each mel-band and time frame.
τ(b, t) = argmax
∆12
{Rb(∆12, t)} (2)
The maximum and minimum TDOA values are truncated be-
tween values −2τmax, 2τmax, where τmax is the maximum sample
delay between a sound wave traveling between microphones.
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Feature Name Length Description
mel 40 Log mel-band energy extracted on a single channel of audio
pitch 2 Most dominant pitch value and periodicity extracted on a single channel
pitch3 6 Top three dominant pitch and periodicity values extracted on a single channel
tdoa 5 Median of multi-window TDOA’s extracted from stereo audio
tdoa3 15 Concatenated multi-window TDOA’s extracted from stereo audio
Table 1: Definitions of acoustic features proposed for sound event detection.
The sound events in the training set were seen to be varying
from 50 ms to a few seconds. In order to accommodate such vari-
able length sound events, TDOA was calculated in three different
window lengths — 120, 240 and 480 ms, with a constant hop length
of 20 ms. The TDOA values of these three windows were con-
catenated for each mel-band to form one set of TDOA features.
So, TDOA values extracted in five mel-band, and for three window
lengths, on concatenation gives 15 TDOA values per frame (tdoa3
in Table 1).
TDOA values in small windows are generally very noisy and
unreliable. To overcome this, the median of the TDOA values from
the above three different window lengths for each sub-band of the
frame was used as the second set of TDOA features (tdoa in Table
1). Post filtering across window lengths, the TDOA values in each
mel-band were also median filtered temporally using a kernel of
length three to remove outliers.
3. MULTI-LABEL RECURRENT NEURAL NETWORK
BASED SOUND EVENT DETECTION
Deep neural networks have shown to perform well on complex
pattern recognition tasks, such as speech recognition [22], image
recognition [23] and machine translation [24]. A deep neural net-
work typically computes a map from an input to an output space
through several subsequent matrix multiplications and non-linear
activation functions. The parameters of the model, i.e. its weights
and biases, are iteratively adjusted using a form of optimization
such as gradient descent.
When the network is a directed acyclic graph, i.e. information
is only propagated forward, it is known as a feedforward neural
network (FNN). When there are feedback connections the model is
called a recurrent neural network (RNN). An RNN can incorporate
information from previous timesteps in its hidden layers, thus pro-
viding context information for tasks based on sequential data, such
as temporal context in audio tasks. Complex RNN architectures —
such as long short-term memory (LSTM) [25] — have been pro-
posed in recent years in order to attenuate the vanishing gradient
problem [26]. LSTM is currently the most widely used form of
RNN, and the one used in this work as well.
In SED, RNNs can be used to predict probabilities for each
class to be active in a given frame at timestep t. The input to the
network is a sequence of feature vectors x(t); the network computes
hidden activations for each hidden layer, and at the output layer a
vector of predictions for each class y(t). A sigmoid activation func-
tion is used at the output layer in order to allow several classes to be
predicted as active simultaneously. By thresholding the predictions
at the output layer it is possible to obtain a binary activity matrix.
3.1. Neural network configurations
For each recording, we obtain a sequence of feature vectors, which
is normalized to zero mean and unit variance, and the scaling pa-
rameters are saved for normalizing the test feature vectors. The se-
quences are further split into non-overlapping sequences of length
25 frames. Each of these frames has a target binary vector, indicat-
ing which classes are present in the feature vector.
We use a multi-label RNN-LSTM with two hidden layers each
having 32 LSTM units. The number of units in the input layer de-
pends on the length of the feature being used. The output layer has
one neuron for each class. The network is trained by back propa-
gation through time (BPTT) [27] using binary cross-entropy as loss
function, Adam optimizer [28] and block mixing [9] data augmen-
tation. Early stopping is used to reduce over-fitting, the training is
halted if the segment based error rate (ER) (see Section 4.2) on the
validation set does not decrease for 100 epochs.
At test time we use scaling parameters estimated on train-
ing data to scale the feature vectors and present them in non-
overlapping sequences of 25 frames, and threshold the outputs with
a fixed threshold of 0.5, i.e., we mark an event is active if the poste-
rior in the output layer of network is greater than 0.5 and otherwise
inactive.
4. EVALUATION AND RESULTS
4.1. Dataset
We evaluate the proposed SED system on the development subset of
TUT sound events detection 2016 database [1]. This database has
stereo recordings which were collected using binaural Soundman
OKM II Klassik/studio A3 electret in-ear microphones and Roland
Edirol R09 wave recorder using 44.1 kHz sampling rate and 24-bit
resolution. It contains two contexts - home and residential area.
Home context has 10 recordings with 11 sound event classes and
the residential area context has 12 recordings with 7 classes. The
length of these recordings is between 3-5 minutes.
In the development subset provided, each of the context data is
already partitioned into four folds of training and test data. The test
data was collected such that each recording is used exactly once as
the test, and the classes in it are always a subset of the classes in
the training data. Also, 20% of the training data recordings in each
fold were selected randomly to be used as validation data. The same
validation data was used across all our evaluations.
4.2. Metrics
We perform the evaluation of our system in a similar fashion as [1]
which uses the established metrics for sound event detection defined
in [30]. The error rate (ER) and F-scores are calculated on one
second long segments. The results from all the folds are combined
to produce a single evaluation. This is done to avoid biases caused
due to data imbalance between folds as discussed in [31].
4.3. Results
The baseline system for the dataset [1] uses 20 static (excluding
the 0th coefficient), 20 delta and 20 acceleration MFCC coefficients
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Feature combination Home Residential area Average
ER F (%) ER F (%) ER F (%)
Baseline system using GMM classifier
in DCASE 2016 [1][29]
mfcc; delta; acc 0.96 15.9 0.86 31.5 0.91 23.7
Mono channel feature With RNN-
LSTM network
mel1 0.94 27.4 0.88 38.3 0.91 32.9
Hybrid (mono and stereo) features with
RNN-LSTM network
mel1; pitch1 0.97 25.4 0.85 43.4 0.91 34.4
mel1; pitch31 0.96 27.6 0.88 43.9 0.92 35.7
mel1; tdoa 1.02 19.4 0.89 40.2 0.96 29.8
mel1; tdoa3 0.98 25.9 0.87 40.5 0.92 33.2
Stereo features with RNN-LSTM
network
mel2 1.03 25.4 0.84 45.9 0.93 35.6
mel2; pitch2 1.03 24.9 0.93 40.9 0.98 32.9
mel2; pitch32 0.97 26.6 0.88 41.7 0.92 34.2
mel2; tdoa 1.01 24.4 0.82 46.4 0.91 35.4
mel2; tdoa3 0.96 24.9 0.86 38.5 0.91 31.7
mel2; tdoa3; pitch2 0.97 25.7 0.85 43.1 0.91 34.4
mel2; tdoa3; pitch32 0.99 26.5 0.91 35.2 0.95 30.9
mel2; tdoa; pitch2 0.98 24.7 0.87 43.8 0.92 34.2
mel2; tdoa; pitch32 0.94 26.3 0.89 40.5 0.91 33.4
Table 2: Segment based error rate (ER) and F-score achieved for different feature combinations in home and residential area contexts for the
development set. The features listed in Table 1 are used in different combinations with the proposed RNN-LSTM network. The subscripts ’1’
and ’2’ in the feature combinations column represent how many channels the features were extracted on. For example, feature combination
mel2; tdoa; pitch2 means that the final feature vector has log mel-band energies, most dominant pitch and periodicity values extracted on
both the stereo channels, and the time difference of arrival (TDOA) calculated between the stereo channels. The highlighted ER and F-score
pair for each context is the best ER score achieved.
extracted on mono audio with 40 ms frames and 20 ms hop length.
A Gaussian mixture model (GMM) consisting of 16 Gaussians is
then trained for each of the positive and negative values of the class.
This baseline system gives a context average ER of 0.91 and F-score
of 23.%. An ideal system should have an ER of 0 and an F-score of
100%.
In Table 2 we compare the segment based ER and F-score for
different combinations of proposed spatial and harmonic features.
In all these evaluations, only the size of the input layer changes
based on the feature set, with the rest of the configurations in the
RNN-LSTM network remaining unchanged.
Mono channel audio was created by averaging the stereo chan-
nels in order to compare the performance of the proposed spatial
and harmonic features for multichannel audio. One of the present
state of the art SED system for mono channel is proposed in [9]. An
RNN-LSTM network is trained in a similar fashion with log mel-
band energy feature (Section 2.1) and evaluated. Across contexts,
the F-score was seen to be better than the GMM baseline system
with comparable ER. Here onwards we use this mono-channel log
mel-band feature and RNN-LSTM network configuration result as
a baseline for comparisons.
A set of hybrid combinations were tried as shown in Table 2.
All combinations other than mel1; tdoa performed better than the
baseline across contexts in F-score.
Finally, the full spectrum of proposed spatial and harmonic
features were evaluated in different combinations with RNN-
LSTM network. With a couple of exceptions - mel2; pitch2 and
mel2; tdoa3; pitch32, all the combinations of features performed
equal to or better than the baseline in average F-scores, with
marginally similar average ER as baseline. Given the dataset size
of around 60 minutes, it is difficult to conclusively say that the bin-
aural features are far superior to monaural features; but they surely
look promising.
Binaural features - mel2 and mel2; tdoa; pitch2 in Table 3
were submitted to the DCASE 2016 challenge [29], where they
were evaluated as the top performing systems. Monaural feature
mel1 was submitted unofficially to compare the performance with
binaural features. The hyper-parameters of the network were tuned
before the submission, and hence the development set results in Ta-
ble 3 are different from Table 2. Three hidden layers with 16 LSTM
units each were used for mel2, while mel1 and mel2; tdoa; pitch2
were trained with two layers each having 16 LSTM units.
Feature
combination
Evaluation
dataset
Development
dataset
ER F (%) ER F (%)
mel1 0.79 46.6 0.90 35.3
mel2 0.80 47.8 0.88 34.7
mel2; tdoa; pitch2 0.88 37.9 0.87 34.8
Table 3: Comparison of segment based error rate (ER) and F-score
for development and evaluation dataset. The evaluation dataset
scores are the result of DCASE 2016 challenge [29].
5. CONCLUSION
In this paper, we proposed to use spatial and harmonic features
for multi-label sound event detection along with RNN-LSTM net-
works. The evaluation was done on a limited dataset size of 60 mins,
which included four cross validation data for two contexts — home
and residential area. The proposed multi-channel features were seen
to be performing substantially better than the baseline system using
mono-channel features.
Future work will concentrate on finding novel data augmen-
tation techniques. Augmenting spatial features is an unexplored
space, and will be a challenge worth looking into. Concerning the
model, further studies can be done on different configurations of
RNN like extending them to bidirectional RNN’s and coupling with
convolutional neural networks.
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