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Abstract
This paper is concerned with existence and global exponential stability of periodic solutions for a class of Cohen–Grossberg
neural networks with bounded and unbounded delays. By the continuation theorem of coincidence degree theory and differential
inequality techniques, we deduce some sufficient conditions ensuring existence as well as global exponential stability of periodic
solution. These conditions in our results are milder and less restrictive than that of previous known criteria since the hypothesis
of boundedness and differentiability on the activation function are dropped. The theoretical analysis are verified by numerical
simulations.
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1. Introduction
Consider the Cohen–Grossberg neural networks (CGNNs) with bounded and unbounded delays as follows
x˙i (t) = −ai (t, xi (t))
[
bi (t, xi (t))−
n∑
j=1
ci j (t) f j (x j (t − τi j (t)))
−
n∑
j=1
di j (t)g j
(∫ ∞
0
Ki j (u)x j (t − u)du
)
+ Ii (t)
]
, i = 1, 2, . . . , n, (1.1)
where ai and bi are continuous functions on R2, f j , g j , ci j , di j and Ii are continuous functions on R; n corresponds
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to the number of units in a neural network; xi (t) denotes the potential (or voltage) of cell i at time t ; ai represents an
amplification function; bi is an appropriately behaved function; ci j (t) and di j (t) denote the strengths of connectivity
between cell i and j at time t respectively; the activation function fi (·) shows how the i th neuron reacts to the input,
τi j ≥ 0 corresponds to the transmission delay of the i th unit along the axon of the j th unit at the time t , and Ii (t)
denotes the i th component of an external input source introduced from outside the network to cell i at time t for
i, j = 1, 2, . . . , n.
Since the model of CGNNs was first introduced by Cohen and Grossberg in [1], the dynamical characteristics
(including stable, unstable and periodic oscillatory) of CGNNs have been widely investigated for the sake of
theoretical interest as well as application considerations. Many good results have already been obtained by some
authors in [1–17] and the references cited therein. Moreover, the existing results are based on the assumption that
demand either the activation functions or delays are bounded in the above-mentioned literature. However, to the best
of our knowledge, few authors considered the existence and exponential stability of the periodic solutions of CGNNs
with unbounded delays. In fact, neural networks usually have a spatial extent due to the presence of a multitude of
parallel pathways with a variety of axon sizes and lengths. Thus it is common to have a distribution of propagation
delays. In these circumstances, the signal propagation is not instantaneous and cannot be modelled with discrete
delays. A more appropriate way is to incorporate continuously distributed delays. However, these distributed delays
are usually unbounded, and this fact motivates our work.
In this paper, by using the continuation theorem of coincidence degree theory and differential inequality technique,
we will give some new sufficient conditions for the existence and exponential stability of the periodic solutions of
system (1.1). The results of this paper are new and they complement previously known results.
Throughout this paper, it will be assumed that
(H1) ci j , di j , τi j , Ii : R → R are periodic functions with a common period ω (>0), ai and bi are ω-periodic in the
first variable, where i, j = 1, 2, . . . , n.
(H2) For i = 1, 2, . . . , n, there exist positive constants ai and ai such that
ai < ai (t, u) < ai , for all t, u ∈ R.
(H3) For i = 1, 2, . . . , n, there exist positive constants bi and b¯i such that
0 ≤ ubi (t, u), bi |u| ≤ |bi (t, u)| ≤ b¯i |u|, for all t, u ∈ R.
(H4) For i = 1, 2, . . . , n, there exist non-negative constants L fj and Lgj such that
| f j (u)− f j (v)| ≤ L fj |u − v|, |g j (u)− g j (v)| ≤ Lgj |u − v|, for all u, v ∈ R.
(H5) For i, j ∈ {1, 2, . . . , n}, the delay kernels Ki j : [0,∞) → R are continuous, integrable and satisfy∫ ∞
0
|Ki j (s)|ds ≤ ki j .
(H6) For i, j ∈ {1, 2, . . . , n}, there exists a constant λ0 > 0 such that∫ ∞
0
|Ki j (s)|eλ0sds < +∞.
For convenience, we introduce some notations. We can choose constants ci j , di j , τ and Ii such that
ci j = max
t∈[0,ω]
|ci j (t)|, di j = max
t∈[0,ω]
|di j (t)|, τ = max
1≤i, j≤n
max
t∈[0,ω]
τi j (t), Ii = max
t∈[0,ω]
|Ii (t)|. (1.2)
We will use x = (x1, x2, . . . , xn)T ∈ Rn to denote a column vector, in which the symbol (T) denotes the transpose of
a vector. For matrix D = (di j )n×n, DT denotes the transpose of D, and En denotes the identity matrix of size n. A
matrix or vector D ≥ 0 means that all entries of D are greater than or equal to zero. D > 0 can be defined similarly.
For matrices or vectors D and E , D ≥ E (resp. D > E) means that D − E ≥ 0 (resp. D − E > 0).
The initial conditions associated with (1.1) are given in the form
xi (s) = ϕi (s), s ∈ (−∞, 0], i = 1, 2, . . . , n, (1.3)
where ϕi (t) ∈ C((−∞, 0]; R) are bounded.
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Definition 1. Let Z∗(t) = (x∗1 (t), x∗2 (t), . . . , x∗n (t))T be an ω-periodic solution of system (1.1) with initial value
ϕ∗ = (ϕ∗1 (t), ϕ∗2 (t), . . . , ϕ∗n (t))T. If there exist constants α > 0 and Mϕ > 1 such that for every solution
Z(t) = (x1(t), x2(t), . . . , xn(t))T of system (1.1) with any initial value ϕ = (ϕ1(t), ϕ2(t), . . . , ϕn(t))T,
|xi (t)− x∗i (t)| ≤ Mϕ‖ϕ − ϕ∗‖e−αt , ∀t > 0, i = 1, 2, . . . , n.
where ‖ϕ − ϕ∗‖ = sup−∞≤s≤0max1≤i≤n |ϕi (s)− ϕ∗i (s)|. Then Z∗(t) is said to be global exponential stable.
Definition 2. A real n × n matrix W = (wi j ) is said to be an M-matrix if wi j ≤ 0, i, j = 1, 2, . . . , n, i 6= j , and
W−1 ≥ 0.
2. Preliminaries
First, consider an abstract equation in a Banach space X ,
Lx = λNx, λ ∈ (0, 1), (2.1)
where L : DomL ∩ X → X is a linear operator and λ is a parameter. Let P and Q denote two projectors,
P : DomL ∩ X → KerL and Q : X → X/ImL .
For convenience, we introduce a continuation theorem [18, p. 40] as follows.
Lemma 2.1. Let X be a Banach space. Suppose that L : DomL ⊂ X −→ X is a Fredholm operator with index zero
and N : Ω −→ X is L-compact on Ω with Ω open bounded in X. Moreover, assume that all the following conditions
are satisfied.
(1) Lx 6= λNx, ∀x ∈ ∂Ω ∩ DomL , λ ∈ (0, 1);
(2) QNx 6= 0, ∀x ∈ ∂Ω ∩ KerL;
(3) degB{QN ,Ω ∩ KerL , 0} 6= 0, degB denotes the Brouwer degree.
Then equation Lx = Nx has at least one solution in Ω .
For ease of exposition, throughout this paper we will adopt the following notations:
|xi |∞ = max
t∈[0,ω]
|xi (t)|, u(t) = (x1(t), x2(t), . . . , xn(t))T,
|xi |k =
(∫ ω
0
|xi (t)|kdt
)1/k
, i = 1, 2, . . . , n.
We denote X as the set of all continuously ω-periodic functions u(t) defined on R, and denote ‖u‖X =
max{|x1|∞, |x2|∞, . . . , |xn|∞}. Then, X is a Banach space when it is endowed with the norm ‖u‖X . Let for
u(t) = (x1(t), x2(t), . . . , xn(t))T ∈ X ,
(Nu)i (t) = −ai (t, xi (t))
[
bi (t, xi (t))−
n∑
j=1
ci j (t) f j (x j (t − τi j (t)))
−
n∑
j=1
di j (t)g j
(∫ ∞
0
Ki j (u) · x j (t − u)du
)
+ Ii (t)
]
, i = 1, 2, . . . , n, (2.2)
(Lu)(t) = u′(t) = (x ′1(t), x ′2(t), . . . , x ′n(t))T, DomL = {u(t) : u(t) ∈ X, u′(t) ∈ X}, (2.3)
Pu = Qu = 1
ω
∫ ω
0
u(t)dt =
(
1
ω
∫ ω
0
x1(t)dt,
1
ω
∫ ω
0
x2(t)dt, . . . ,
1
ω
∫ ω
0
xn(t)dt
)T
.
In view of (2.2) and (2.3), the operator equation
Lx = λNx
is equivalent to the following equations
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x ′i (t) = −λai (t, xi (t))
[
bi (t, xi (t))−
n∑
j=1
ci j (t) f j (x j (t − τi j (t)))
−
n∑
j=1
di j (t) f j
(∫ ∞
0
Ki j (u)x j (t − u)du
)
+ Ii (t)
]
, i = 1, 2, . . . , n, λ ∈ (0, 1). (2.4λ)
Again from (2.2) and (2.3), it is not difficult to show that KerL = Rn , ImL = {u(t) : u(t) =
(x1(t), x2(t), . . . , xn(t))T ∈ X,
∫ ω
0 x1(t)dt =
∫ ω
0 x2(t)dt = · · · =
∫ ω
0 xn(t)dt = 0} is closed in X , dimKerL =
n = codimImL , and P , Q are continuous projectors such that
ImP = KerL and KerQ = ImL .
It follows that the operator L is a Fredholm operator with index zero. Furthermore, the generalized inverse (of L)
K p : ImL −→ DomL ∩ KerP reads as
(K pu)i (t) =
∫ t
0
xi (s)ds − 1
ω
∫ ω
0
∫ t
0
xi (s)dsdt, u(t) = (x1(t), x2(t), . . . , xn(t))T ∈ ImL , (2.5)
for i = 1, 2, . . . , n. Therefore, from (2.2) and (2.5), we have that N is L-compact on Ω , where Ω is an open bounded
set in X .
The following lemmas will be useful to prove our main results in Sections 3 and 4.
Lemma 2.2 (See [19,20]). Let W = (wi j )n×n with wi j ≤ 0, i, j = 1, 2, . . . , n, i 6= j . Then the following statements
are equivalent.
(1) W is an M-matrix.
(2) There exists a vector η = (η1, η2, . . . , ηn) > (0, 0, . . . , 0) such that ηW > 0.
(3) There exists a vector ξ = (ξ1, ξ2, . . . , ξn)T > (0, 0, . . . , 0)T such that W ξ > 0.
Lemma 2.3 (See [19,20]). Let A ≥ 0 be an n× n matrix and ρ(A) < 1, then (En − A)−1 ≥ 0, where En denotes the
identity matrix of size n.
3. Existence of a periodic solution
Theorem 3.1. Let (H1)–(H5) hold. Assume that the following condition is satisfied.
(H7) there exists a vector η = (η1, η2, . . . , ηn) > (0, 0, . . . , 0) such that
η¯ = (η¯1, η¯2, . . . , η¯n) = η(En − Λ) > (0, 0, . . . , 0),
where Λ = (qi j )n×n , qi j = b−1i (ci j L fj + di jki j Lgj ) (i, j = 1, 2, . . . , n). Then system (1.1) has at least one ω-periodic
solution.
Proof. We shall seek to apply Lemma 2.1. To do this, it suffices to prove that the set of all possible ω-periodic
solutions of Eq. (2.4λ) is bounded.
Let u(t) = (x1(t), x2(t), . . . , xn(t))T be an arbitrary ω-periodic solution of Eq. (2.4λ). Then, for any i =
1, 2, . . . , n, xi (t), as the components of u(t), are all continuously differentiable. Thus, there exist ti ∈ [0, ω] such
that |xi (ti )| = maxt∈[0,ω] |xi (t)|. Hence, x ′i (ti ) = 0, i = 1, 2, . . . , n. This implies that
bi (ti , xi (ti )) =
n∑
j=1
ci j (ti ) f j (x j (ti − τi j (ti )))+
n∑
j=1
di j (ti )g j
(∫ ∞
0
Ki j (u)x j (ti − u)du
)
− Ii (ti ),
i = 1, 2, . . . , n. (3.1)
In view of (H1)–(H5), we have
bi |xi (ti )| ≤ |bi (ti , xi (ti ))|
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≤
n∑
j=1
|ci j (ti )|(| f j (x j (ti − τi j (ti )))− f j (0)| + | f j (0)|)
+
n∑
j=1
|di j (ti )|g j
(∫ ∞
0
|Ki j (u)| · x j (ti − u)du
)
− |g j (0)| + |g j (0)| + |Ii (ti )|
≤
n∑
j=1
ci j L
f
j |x j (ti − τi j (ti ))| +
n∑
j=1
di j L
g
j
∫ ∞
0
|Ki j (u)||x j (ti − u)|du
+
n∑
j=1
(ci j | f j (0)| + di j |g j (0)|)+ |Ii (ti )|
≤
n∑
j=1
(ci j L
f
j + di jki j Lgj )|x j (t j )| +
n∑
j=1
(ci j | f j (0)| + di j |g j (0)|)+ |Ii (ti )|, (3.2)
where i = 1, 2, . . . , n. Set Fi = ∑nj=1 b−1i (ci j | f j (0)| + di j |g j (0)|) + b−1i Ii , i = 1, 2, . . . , n. Clearly, (3.2) implies
that
|xi (ti )| ≤
n∑
j=1
b−1i (ci j L
f
j + di jki j Lgj )|x j (t j )| +
n∑
j=1
b−1i (ci j | f j (0)| + di j |g j (0)|)+ b−1i Ii
=
n∑
j=1
qi j |x j (t j )| + Fi , i = 1, 2, . . . , n. (3.3)
Thus,
(En − Λ)(|x1(t1)|, |x2(t2)|, . . . , |xn(tn)|)T ≤ (F1, F2, . . . , Fn)T := F, (3.4)
which, together with (H7), implies that
min{η¯1, η¯2, . . . , η¯n}(|x1(t1)| + |x2(t2)| + · · · + |xn(tn)|) ≤ η¯1|x1(t1)| + η¯2|x2(t2)| + · · · + η¯n|xn(tn)|
= η(En − Λ)(|x1(t1)|, |x2(t2)|, . . . , |xn(tn)|)T
≤ η(F1, F2, . . . , Fn)T
= η1F1 + η2F2 + · · · + ηnFn . (3.5)
Therefore,
|xi |∞ = max
t∈[0,ω]
|xi (t)| = |xi (ti )| ≤ η1F1 + η2F2 + · · · + ηnFnmin{η¯1, η¯2, . . . , η¯n} := δ
∗, i = 1, 2, . . . , n. (3.6)
Again from (H5), it follows from Lemma 2.2that En − Λ is an M-matrix and there exist a vector ζ =
(ζ1, ζ2, . . . , ζn)
T > (0, 0, . . . , 0)T such that
(En − Λ)ζ > (0, 0, . . . , 0)T,
which implies that we can choose a constant d > 1 such that ξ¯ = (ξ¯1, ξ¯2, . . . , ξ¯n)T = (dζ1, dζ2, . . . , dζn)T = dζ and
ξ¯i = dζi > δ∗, i = 1, 2, . . . , n, and (En − Λ)ξ¯ = d(En − Λ)ζ > F. (3.7)
We take
Ω = {u(t) ∈ X,−ξ¯ < u(t) < ξ¯ ,∀t ∈ R}, (3.8)
which satisfies Condition (1) of Lemma 2.1. If u(t) = (x1(t), x2(t), . . . , xn(t))T ∈ ∂Ω ∩KerL , then u(t) is a constant
vector in Rn , and there exists some i ∈ {1, 2, . . . , n} such that |xi | = ξ¯i . It follows that
(QNu)i = − 1
ω
∫ ω
0
ai (t, xi )
[
bi (t, xi )−
n∑
j=1
ci j (t) f j (x j )−
n∑
j=1
di j (t)g j
(∫ ∞
0
Ki j (u)x jdu
)
+ Ii (t)
]
dt.
(3.9)
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We claim that
|(QNu)i | > 0. (3.10)
By way of contradiction, suppose that |(QNu)i | = 0, i.e.,
− 1
ω
∫ ω
0
ai (t, xi )
[
bi (t, xi )−
n∑
j=1
ci j (t) f j (x j )−
n∑
j=1
di j (t)g j
(∫ ∞
0
Ki j (u)x jdu
)
+ Ii (t)
]
dt = 0.
Then, there exists some t∗ ∈ [0, ω] such that
ai (t∗, xi )
[
bi (t∗, xi )−
n∑
j=1
ci j (t∗) f j (x j )−
n∑
j=1
di j (t∗)g j
(∫ ∞
0
Ki j (u)x jdu
)
+ Ii (t∗)
]
= 0,
which implies that
bi |xi | ≤ |bi (t∗, xi )| =
∣∣∣∣∣ n∑
j=1
ci j (t∗) f j (x j )+
n∑
j=1
di j (t∗)g j
(∫ ∞
0
Ki j (u)x jdu
)
− Ii (t∗)
∣∣∣∣∣ .
Thus,
ξ¯i = |xi | ≤
n∑
j=1
b−1i |ci j (t∗)|(| f j (x j )− f j (0)| + | f j (0)|)+
n∑
j=1
b−1i |di j (t∗)|
·
(∣∣∣∣g j (∫ ∞
0
Ki j (u)x jdu
)
− g j (0)
∣∣∣∣+ |g j (0)|)+ b−1i |Ii (t∗)|
≤
n∑
j=1
b−1i (ci j L
f
j + di jki j Lgj )|x j | +
n∑
j=1
b¯−1i (ci j | f j (0)| + di j |g j (0)|)+ b−1i Ii
=
n∑
j=1
qi j |x j | + Fi
≤
n∑
j=1
qi j ξ¯ j + Fi .
This implies that ((En−Λ)ξ¯ )i ≤ Fi , which contradicts (En−Λ)ξ¯ > F . Therefore, (3.10) holds, and hence, Condition
(2) of Lemma 2.1 is satisfied.
Furthermore, we define a continuous function Ψ : Ω⋂KerL × [0, 1] −→ X by
Ψ(u, µ) = µdiag(−a¯1b¯1,−a¯2b¯2, . . . ,−a¯n b¯n)u + (1− µ)QNu,
for all u = (x1, x2, . . . , xn)T ∈ Ω⋂KerL = Ω⋂ Rn and µ ∈ [0, 1].
If u(t) = (x1(t), x2(t), . . . , xn(t))T ∈ ∂Ω ∩ KerL , then u(t) is a constant vector in Rn , and there exists some
i ∈ {1, 2, . . . , n} such that |xi | = ξ¯i . It follows that
(Ψ(u, µ))i = −µa¯i b¯i xi + (1− µ)
{
− 1
ω
∫ ω
0
ai (t, xi )
[
bi (t, xi )−
n∑
j=1
ci j (t) f j (x j )
−
n∑
j=1
di j (t)g j
(∫ ∞
0
Ki j (u)x jdu
)
+ Ii (t)
]
dt
}
. (3.11)
We claim that
|(Ψ(u, µ))i | > 0. (3.12)
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If this is not true, then |(Ψ(u, µ))i | = 0, i.e.,
−µa¯i b¯i xi + (1− µ)
{
− 1
ω
∫ ω
0
ai (t, xi )
[
bi (t, xi )−
n∑
j=1
ci j (t) f j (x j )
−
n∑
j=1
di j (t)g j
(∫ ∞
0
Ki j (u)x jdu
)
+ Ii (t)
]
dt
}
= 0.
Hence, there exists some t∗∗ ∈ [0, ω] such that
−µa¯i b¯i xi + (1− µ)
{
−ai (t∗∗, xi )
[
bi (t∗∗, xi )−
n∑
j=1
ci j (t∗∗) f j (x j )
−
n∑
j=1
di j (t∗∗)g j
(∫ ∞
0
Ki j (u)x jdu
)
+ Ii (t∗∗)
]}
= 0. (3.13)
Now, we shall consider the following two cases.
Case (i). If xi > 0, in view of (H2) and (H3),we get
ai (t∗∗, xi )bi (t∗∗, xi )− a¯i b¯i xi ≤ 0.
Thus, from (3.13), we obtain
−ai (t∗∗, xi )bi (t∗∗, xi )+ (1− µ)
{
−ai (t∗∗, xi )
[
−
n∑
j=1
ci j (t∗∗) f j (x j )
−
n∑
j=1
di j (t∗∗)g j
(∫ ∞
0
Ki j (u)x jdu
)
+ Ii (t∗∗)
]}
≥ µ[ai (t∗∗, xi )bi (t∗∗, xi )− a¯i b¯i xi ] − ai (t∗∗, xi )bi (t∗∗, xi )+ (1− µ)
×
{
−ai (t∗∗, xi )
[
−
n∑
j=1
ci j (t∗∗) f j (x j )−
n∑
j=1
di j (t∗∗)g j
(∫ ∞
0
Ki j (u)x jdu
)
+ Ii (t∗∗)
]}
= 0, (3.14)
which implies that
ai (t∗∗, xi )bi (t∗∗, xi )
≤ (1− µ)
{
−ai (t∗∗, xi )
[
−
n∑
j=1
ci j (t∗∗) f j (x j )−
n∑
j=1
di j (t∗∗)g j
(∫ ∞
0
Ki j (u)x jdu
)
+ Ii (t∗∗)
]}
≤ ai (t∗∗, xi )
[
n∑
j=1
(
|ci j (t∗∗)|| f j (x j )| + |di j (t∗∗)|
∣∣∣∣g j (∫ ∞
0
Ki j (u)x jdu
)∣∣∣∣)+ |Ii (t∗∗)|
]
. (3.15)
Noting that xi > 0 and bi (t∗∗, xi ) ≥ 0, from (3.15), we have
bi xi ≤ bi (t∗∗, xi ) ≤
n∑
j=1
(
|ci j (t∗∗)|| f j (x j )| + |di j (t∗∗)|
∣∣∣∣g j (∫ ∞
0
Ki j (u)x jdu
)∣∣∣∣)+ |Ii (t∗∗)|.
Therefore,
ξ¯i = xi
≤
n∑
j=1
b−1i
(
|ci j (t∗∗)|(| f j (x j )− f j (0)| + | f j (0)|)+ |di j (t∗∗)|
(∣∣∣∣g j (∫ ∞
0
Ki j (u)x jdu
)
− g j (0)
∣∣∣∣
+ |g j (0)|
))
+ b−1i |Ii (t∗)|
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≤
n∑
j=1
b−1i (ci j L
f
j + di jki j Lgj )|x j | +
n∑
j=1
b¯−1i (ci j | f j (0)| + di jki j |g j (0)|)+ b−1i Ii
=
n∑
j=1
qi j |x j | + Fi
≤
n∑
j=1
qi j ξ¯ j + Fi .
This implies that ((En − Λ)ξ¯ )i ≤ Fi , which contradicts (En − Λ)ξ¯ > F . Therefore, (3.12) holds.
Case (ii). If xi < 0, using the methods similar to those used in Case (i), we can show that (3.12) holds. It follows that
Ψ(x1, x2, . . . , xn, µ) 6= (0, 0, . . . , 0)T, ∀(x1, x2, . . . , xn)T ∈ ∂Ω ∩ KerL , µ ∈ [0, 1].
Hence, using the homotopy invariance theorem, we obtain
deg
B
{QN ,Ω ∩ KerL , (0, 0, . . . , 0)T}
= deg
B
{(−a¯1b¯1x1,−a¯2b¯2x2, . . . ,−a¯n b¯nxn)T,Ω ∩ KerL , (0, 0, . . . , 0)T} 6= 0.
To summarize, we have proved that Ω satisfies all the conditions of Lemma 2.1. This completes the proof. 
In view of Lemma 2.1, we can easily obtain the following corollary.
Corollary 3.1. Suppose that (H1)–(H5) hold. Assume that Λ = (qi j )n×n , qi j = b−1i (ci j+di j )L j (i, j = 1, 2, . . . , n),
and En − Λ is an M-matrix. Then system (1.1) has at least one ω-periodic solution.
4. Uniqueness and exponential stability of the periodic solution
In this section, we establish some results for the uniqueness and exponential stability of the ω-periodic solution of
(1.1).
Theorem 4.1. Suppose that (H1)–(H7) hold. Assume also that the following conditions are satisfied.
(H8) for i = 1, 2, . . . , n, there exists a positive constant Lai such that
|ai (t, u)− ai (t, v)| < Lai |u − v|, for all t, u, v ∈ R;
(H9) for i = 1, 2, . . . , n, there exists a positive constant Labi such that
[ai (t, u)bi (t, u)− ai (t, v)bi (t, v)](u − v) ≥ 0, |ai (t, u)bi (t, u)− ai (t, v)bi (t, v)| ≥ Labi |u − v|,
for all t, u, v ∈ R;
(H10) for i = 1, 2, . . . , n, | f j (u)| ≤ L fj |u|, |g j (u)| ≤ Lgj |u|, for all u ∈ R;
(H11) for i, j = 1, 2, . . . , n, set F¯i = b−1i Ii , δ = η1 F¯1+η2 F¯2+···+ηn F¯nmin{η¯1,η¯2,...,η¯n} , and assume that En − U is an M-matrix,
where U = (ui j )n×n and
ui j =
[
Labi − Lai
n∑
j=1
(ci j L
f
j + di jki j Lgj )δ − Lai Ii
]−1
a¯i (ci j L
f
j + di jki j Lgj ),
$i = Labi − Lai
n∑
j=1
(ci j L
f
j + di jki j Lgj )δ − Lai Ii > 0.
Then system (1.1) has exactly one ω-periodic solution, and the ω-periodic solution of system (1.1) is globally
exponentially stable.
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Proof. Since (H1)–(H5) and (H7) hold, it follows from Theorem 3.1 that system (1.1) has at least one ω-periodic
solution Z∗(t) = (x∗1 (t), x∗2 (t), . . . , x∗n (t))T with initial value ϕ∗ = (ϕ∗1 (t), ϕ∗2 (t), . . . , ϕ∗n (t))T. From (H10), we have
| f j (0)| = 0, |g j (0)| = 0, for j = 1, 2, . . . , n.
Thus, by using a similar proof in (3.2)–(3.6), we obtain
|x∗i |∞ = maxt∈[0,ω] |x
∗
i (t)| ≤
η1F1 + η2F2 + · · · + ηnFn
min{η¯1, η¯2, . . . , η¯n} =
η1 F¯1 + η2 F¯2 + · · · + ηn F¯n
min{η¯1, η¯2, . . . , η¯n} = δ, (4.1)
where i = 1, 2, . . . , n.
Let Z(t) = (x1(t), x2(t), . . . , xn(t))T be an arbitrary solution of system (1.1) with initial value ϕ =
(ϕ1(t), ϕ2(t), . . . , ϕn(t))T and define y(t) = Z(t)− Z∗(t). Then, for i = 1, 2, . . . , n, set
αi (t, yi (t)) = ai (t, yi (t)+ x∗i (t))bi (t, yi (t)+ x∗i (t))− ai (t, x∗i (t))bi (t, x∗i (t)),
βi (t, yi (t − τi j (t))) = ai (t, yi (t)+ x∗i (t))
n∑
j=1
ci j (t)[ f j (y j (t − τi j (t))+ x∗j (t − τi j (t)))− f j (x∗j (t − τi j (t)))],
β¯i (t, yi (t)) = ai (t, yi (t)+ x∗i (t))
n∑
j=1
di j (t)
(
g j
(∫ ∞
0
Ki j (u)(y j (t − u)+ x∗j (t − u))du
)
− g j
(∫ ∞
0
Ki j (u)x∗j (t − u)du
))
,
γi (t, yi (t − τi j (t))) = [ai (t, yi (t)+ x∗i (t))− ai (t, x∗i (t))]
n∑
j=1
ci j (t) f j (x∗j (t − τi j (t))),
γ¯i (t, yi (t)) = [ai (t, yi (t)+ x∗i (t))− ai (t, x∗i (t))]
n∑
j=1
di j (t)g j
(∫ ∞
0
Ki j (u)x∗j (t − u)du
)
,
θi (t, yi (t)) = [ai (t, yi (t)+ x∗i (t))− ai (t, x∗i (t))]Ii (t).
Then, for i = 1, 2, . . . , n, we get
y′i (t) = −αi (t, yi (t))+ βi (t, yi (t − τi j (t)))+ β¯i (t, yi (t))+ γi (t, yi (t − τi j (t)))+ γ¯i (t, yi (t))− θi (t, yi (t)).
(4.2)
Since En − U is an M-matrix. In view of Lemma 2.2, there exists a constant vector ξ˜ = (˜ξ1, ξ˜2, . . . , ξ˜n)T >
(0, 0, . . . , 0)T such that
(En −U )˜ξ > (0, 0, . . . , 0)T.
Then,
−ξ˜i +
n∑
j=1
[
Labi − Lai
n∑
j=1
(ci j L
f
j + di jki j Lgj )δ − Lai Ii
]−1
a¯i (ci j L
f
j + di jki j Lgj )˜ξ j < 0, i = 1, 2, . . . , n,
i.e.,
−
[
Labi − Lai
n∑
j=1
(ci j L
f
j + di jki j Lgj )δ − Lai Ii
]
ξ˜i +
n∑
j=1
a¯i (ci j L
f
j + di jki j Lgj )˜ξ j < 0, i = 1, 2, . . . , n.
Therefore, for i = 1, 2, . . . , n, we can choose a constant d > 1 such that
ξi = d ξ˜i > sup
−∞<t≤0
|yi (t)|, (4.3)
and
−$iξi +
n∑
j=1
a¯i (ci j L
f
j + di jki j Lgj )ξ j
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= −
[
Labi − Lai
n∑
j=1
(ci j L
f
j + di jki j Lgj )δ − Lai Ii
]
ξi +
n∑
j=1
a¯i (ci j L
f
j + di jki j Lgj )ξ j
=
{
−
[
Labi − Lai
n∑
j=1
(ci j L
f
j + di jki j Lgj )δ − Lai Ii
]
ξ˜i −
n∑
j=1
a¯i (ci j L
f
j + di jki j Lgj )˜ξ j
}
d < 0. (4.4)
Set
Γi (ω) = ωξi −$iξi +
n∑
j=1
a¯i (ci j L
f
j e
ωτ + di j
∫ ∞
0
|Ki j (s)|eωsdsLgj )ξ j , i = 1, 2, . . . , n. (4.5)
Clearly, Γi (ω), i = 1, 2, . . . , n, are continuous functions on [0, λ0]. Since
Γi (0) = −$iξi +
n∑
j=1
a¯i (ci j L
f
j + di j
∫ ∞
0
|Ki j (s)|dsLgj )ξ j
≤ −$iξi +
n∑
j=1
a¯i (ci j L
f
j + di jki j Lgj )ξ j < 0, i = 1, 2, . . . , n,
we can choose a positive constant λ ∈ [0, λ0] such that
Γi (λ) = (λ−$i )ξi +
n∑
j=1
a¯i (ci j L
f
j e
λτ + di j
∫ ∞
0
|Ki j (s)|eλsdsLgj )ξ j < 0, i = 1, 2, . . . , n. (4.6)
We consider the Lyapunov functional
Vi (t) = |yi (t)|eλt , i = 1, 2, . . . , n. (4.7)
Obviously, for any yi (t) 6= 0, Vi (t) > 0. Calculating the upper right derivative of Vi (t) along the solution
y(t) = (y1(t), y2(t), . . . , yn(t))T of system (4.2) with the initial value ϕ¯ = ϕ − ϕ∗, we have
D+(Vi (t)) ≤ −Labi |yi (t)|eλt + |βi (t, yi (t − τi j (t)))|eλt + |β¯i (t, yi (t))|eλt + |γi (t, yi (t − τi j (t)))|eλt
+ |γ¯i (t, yi (t))|eλt + λ|yi (t)|eλt
≤ −Labi |yi (t)|eλt + a¯i
n∑
j=1
ci j L
f
j |y j (t − τi j (t))|eλt + a¯i
n∑
j=1
di j L
g
j
∫ ∞
0
|Ki j (u)||y j (t − u)|dueλt
+ Lai |yi (t)|
n∑
j=1
ci j L
f
j |x∗j (t − τi j (t))|eλt + Lai |yi (t)|
n∑
j=1
di j L
g
j
∫ ∞
0
|Ki j (u)||x∗j (t − u)|dueλt
+ Lai Ii |yi (t)|eλt + λ|yi (t)|eλt
≤
{
λ−
[
Labi − Lai
n∑
j=1
(ci j L
f
j + di jki j Lgj )δ − Lai Ii
]}
|yi (t)|eλt + a¯i
(
n∑
j=1
ci j L
f
j |y j (t − τi j (t))|
+
n∑
j=1
di j L
g
j
∫ ∞
0
|Ki j (u)||y j (t − u)|du
)
eλt
=
[
(λ−$i )|yi (t)| + a¯i
(
n∑
j=1
ci j L
f
j |y j (t − τi j (t))|
+
n∑
j=1
di j L
g
j
∫ ∞
0
|Ki j (u)||y j (t − u)|du
)]
eλt , (4.8)
where i = 1, 2, . . . , n.
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We claim that
Vi (t) = |yi (t)|eλt < ξi , t > 0, i = 1, 2, . . . , n. (4.9)
Contrarily, there must exist i ∈ {1, 2, . . . , n} and ti > 0 such that
Vi (ti ) = ξi and V j (t) < ξ j , ∀t ∈ (−∞, ti ), j = 1, 2, . . . , n, (4.10)
which implies that
Vi (ti )− ξi = 0 and V j (t)− ξ j < 0, ∀t ∈ (−∞, ti ), j = 1, 2, . . . , n. (4.11)
Together with (4.8) and (4.11), we obtain
0 ≤ D+(Vi (ti )− ξi )
= D+(Vi (ti ))
≤
[
(λ−$i )|yi (ti )| + a¯i
(
n∑
j=1
ci j L
f
j |y j (ti − τi j (ti ))| +
n∑
j=1
di j L
g
j
∫ ∞
0
|Ki j (u)||y j (ti − u)|du
)]
eλti
= (λ−$i )ξi + a¯i
n∑
j=1
ci j L
f
j |y j (ti − τi j (ti ))|eλ(ti−τi j (ti ))eλτi j (ti )
+ a¯i
n∑
j=1
di j L
g
j
∫ ∞
0
eλu |Ki j (u)||y j (ti − u)|eλ(ti−u)du
≤ (λ−$i )ξi +
n∑
j=1
a¯i
(
ci j L
f
j e
λτ + di j
∫ ∞
0
|Ki j (s)|eλsdsLgj
)
ξ j . (4.12)
Thus,
0 ≤ (λ−$i )ξi +
n∑
j=1
a¯i
(
ci j L
f
j e
λτ + di j
∫ ∞
0
|Ki j (s)|eλsdsLgj
)
ξ j ,
which contradicts (4.6). Hence, (4.9) holds. It follows that
|yi (t)| < max
1≤i≤n
{ξi }e−λt , t > 0, i = 1, 2, . . . , n. (4.13)
Letting ‖ϕ¯‖ = ‖ϕ − ϕ∗‖ > 0, we can choose a constant Mϕ > 1 such that
max
1≤i≤n
{ξi } ≤ Mϕ‖ϕ − ϕ∗‖, i = 1, 2, . . . , n. (4.14)
In view of (4.13) and (4.14), we get
|xi (t)− x∗i (t)| = |yi (t)| ≤ max1≤i≤n{ξi }e
−λt ≤ Mϕ‖ϕ − ϕ∗‖e−λt ,
where i = 1, 2, . . . , n, t > 0. This completes the proof. 
Corollary 4.1. Suppose that (H1)–(H10) hold. Assume also that the following condition is satisfied.
(H∗11) for i, j = 1, 2, . . . , n, set F¯i = b−1i Ii , δ = η1 F¯1+η2 F¯2+···+ηn F¯nmin{η¯1,η¯2,...,η¯n} , and assume that ρ(U ) < 1, where
U = (ui j )n×n and
ui j =
[
Labi − Lai
n∑
j=1
(ci j L
f
j + di jki j Lgj )δ − Lai Ii
]−1
a¯i (ci j L
f
j + di jki j Lgj ),
$i = Labi − Lai
n∑
j=1
(ci j L
f
j + di jki j Lgj )δ − Lai Ii > 0.
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Then system (1.1) has exactly one ω-periodic solution, and the ω-periodic solution of system (1.1) is globally
exponentially stable.
Proof. Notice that ρ(U ) < 1. It follows from Definition 2 and Lemma 2.3 that there En − U is an M-matrix.
Therefore, Corollary 4.1 follows immediately from Theorem 4.1. 
Remark 4.1. In Theorem 4.1 and Corollary 4.1, we do not need the assumptions of boundedness, monotonicity, and
differentiability for the activation functions; moreover, the model discussed is with continuously distributed delays.
Clearly, the proposed results are different from those in [1–17] and the references cited therein. Therefore, the results
of this paper are new and they complement previously known results.
5. Example and simulations
In this section, we give some examples to demonstrate our criteria.
Example 5.1. Consider the following GCNNs
x ′1(t) = −
(
2+ 1
10pi
arctan x1(t)
)[
x1(t)− 124 (sin t)|x1(t − sin
2 t)| − 1
24
(cos t)|x2(t − 2 sin2 t)|
− 1
24
(sin t)
∣∣∣∣∫ ∞
0
(sin u)e−ux1(t − u)du
∣∣∣∣− 124 (cos t)
∣∣∣∣∫ ∞
0
(cos u)e−ux2(t − u)du
∣∣∣∣+ 512 sin2 t
]
,
x ′2(t) = −
(
2+ 1
10pi
arctan x2(t)
)[
x2(t)− 124 (sin 2t)|x1(t − 2 sin
2 t)| − 1
24
(cos 4t)|x2(t − sin2 t)|
− 1
24
(sin 2t)
∣∣∣∣∫ ∞
0
(cos u)e−ux1(t − u)du
∣∣∣∣− 124 (cos 4t)
∣∣∣∣∫ ∞
0
(sin u)e−ux2(t − u)du
∣∣∣∣+ 512 cos t
]
.
(5.1)
Notice that f1(x) = f2(x) = g1(x) = g2(x) = |x |, a1(t, x) = a2(t, x) = 2+ 110pi arctan x, b1(t, x) = b2(t, x) =
x , it is easy to show that we can choose the constants in the conditions (H1)–(H10) and (H∗11) as follows.
a1 = a2 = 1, a¯1 = a¯2 = 3, b¯1 = b¯2 = b¯1 = b¯2 = 1, L f1 = L f2 = Lg1 = Lg2 = 1, La1 = La2 = 130 , Lab1 = Lab2 =
1, I¯1 = I¯2 = 512 , c11 = d11 = c12 = c12 = c21 = d21 = c22 = d22 = 124 , η = (η1, η2) = (1, 1), k11 = k12 = k21 =
k22 = 1. Then, we obtain
η¯ = (η¯1, η¯2) = η(En − Λ) = (1, 1)

11
12
− 1
12
− 1
12
11
12
 = (5
6
,
5
6
)
, δ = 1×
5
12 + 1× 512
5
6
= 1,
Labi − Lai
n∑
j=1
(ci j L
f
j + di jki j Lgj )δ − Lai Ii = 1−
1
30
×
(
1
12
+ 1
12
)
× 1− 1
30
× 5
12
= 353
360
, i = 1, 2,
and
U = (ui j )2×2 =

360
353
× 3× 1
12
360
353
× 3× 1
12
360
353
× 3× 1
12
360
353
× 3× 1
12
 =

90
353
90
353
90
353
90
353
 ,
which implies that
ρ(U ) ≤ ‖U‖∞ = 90353 +
90
353
= 180
353
< 1,
where ‖U‖∞ the row norm of matrix U . It is straightforward to check that all the conditions needed in Corollary 4.1
are satisfied. Therefore, by Corollary 4.1, system (5.1) has exactly one 2pi -periodic solution, and the 2pi -periodic
solution of system (5.1) is globally exponentially stable.
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Fig. 1. Phase trajectory of system (5.2), where (ϕ1(s), ϕ2(s)) = (3,−1) for s ∈ [−3, 0].
Fig. 2. Numerical solution x1(t), x2(t) of system (5.2), where (ϕ1(s), ϕ2(s)) = (3,−1) for s ∈ [−3, 0].
Example 5.2. Consider the following GCNNs
x ′1(t) = −
(
2+ 1
10pi
arctan x1(t)
)
×
[
x1(t)− 124 (sin t)|x1(t − 1)| −
1
24
(cos t)|x2(t − 2)| + 2+ 512 sin
2 t
]
,
x ′2(t) = −
(
2+ 1
10pi
arctan x2(t)
)[
x2(t)− 124 (sin 2t)|x1(t − 2)| −
1
24
(cos 4t)|x2(t − 3)| + 512 cos t
]
.
(5.2)
It is straightforward to check that system (5.2) satisfying conditions in Corollary 4.1, we conclude that system (5.2)
has a 2pi -periodic solution which is globally exponentially stable. This fact is verified by the numerical simulation in
Figs. 1 and 2.
Remark 5.1. For the case of unbounded delay, there is no appropriate software available at hand. So we only give
numerical simulation for system (5.2) with discrete delays. Our method is based on DDE23 introduced in [21].
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6. Conclusion
In this letter, Cohen–Grossberg neural networks with time-varying delays and continuously distributed delays have
been studied. Some sufficient conditions for the existence and exponential stability of the periodic solutions have been
established. These obtained results are new and they complement previously known results. Moreover, an example is
given to illustrate the effectiveness of the new results.
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