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7Die theoretische Beschreibung von zeitabha¨ngigen Pha¨nomenen in molekularen
Systemen hat eine lange Tradition. So interessiert man sich schon seit Jahrzehn-
ten fu¨r Details der Ladungsumverteilung in einzelnen Moleku¨len, in Aggregaten
aus Atomen oder Moleku¨len, in supramolekularen Komplexen und auch in Bio-
moleku¨len. Es sei in diesem Zusammenhang nur an die klassische, bereits in den
fu¨nfziger Jahren entwickelte und mit dem Namen von Marcus verbundene Theorie
des Elektronentransfers erinnert. Auch wegen seiner fundamentalen Bedeutung fu¨r
biologische Systeme fand der Transfer von Protonen bzw. Wasserstoff-Atomen u¨ber
intramolekulare oder intermolekulare Wasserstoffbru¨ckenbindungen eine ebenso in-
tensive Aufmerksamkeit. Aber auch die Spindynamik von Elektronen bzw. Kernen
nachzuweisen, ist von außerordentlicher Bedeutung fu¨r die gesamte chemische und
biochemische Forschung.
Bei genauerer Betrachtung wird deutlich, daß die genannten traditionellen Un-
tersuchungen zum Transfer von Elektronen oder Protonen in molekularen Syste-
men dadurch charakterisiert sind, daß die detektierte Bewegung der Teilchen in
einem Zeitbereich abla¨uft, der groß im Vergleich zu charakteristischen Zeiten der
Schwingungsbewegungen der Atome im Moleku¨l ist. Dieser Umstand ha¨ngt wesent-
lich damit zusammen, daß bis zur Mitte der achtziger Jahre die Zeitauflo¨sungen sich
nur bis hinunter in den Pikosekunden–Bereich erstrecken konnten. So wurde noch
1967 der Chemie–Nobelpreis an Eigen, Norrish und Porter fu¨r die Aufkla¨rung von
physikalisch–chemischen Elementarprozessen im Mikrosekunden–Bereich vergeben.
Da etwa die Schwingungsperiode von zwei Atomen, die u¨ber eine kovalente Bindung
zusammengehalten werden, im Bereich von unter 0.1 Pikosekunde (100 Femtosekun-
den) liegen kann, waren aber solche ultraschnellen Prozesse im Experiment bis etwa
1985 nicht direkt charakterisierbar.
Der genannte Umstand hatte zur Folge, daß im Bereich der Theoretischen Phy-
sik, der Theoretischen Moleku¨lphysik und der Theoretischen Chemie die Entwick-
lung von Methoden, die eine Beschreibung der Atombewegung (Kernbewegung) im
Moleku¨l ermo¨glichen, nicht die dominante Rolle gespielt haben. Zwar findet die che-
mische Reaktionskinetik schon seit vielen Jahren eine intensive Bearbeitung — im
wesentlichen basierend auf der quantenmechanischen Streutheorie. Aber letztlich ist
man nur an der Erfassung der Asymptotik des Reaktionsprozesses interessiert und
studiert nicht den zeitlichen Ablauf der Reaktion.
Jedoch zwanzig Jahre nach der Nobelpreisverleihung an Eigen, Norrish und Por-
ter gelang es Zewail, in einem optischen Pump–Probe–Experiment direkt zeitauf-
gelo¨st die Aufbrechung einer chemischen Bindung zu verfolgen.1 Mit dieser Mo¨g-
lichkeit, u¨ber die Femtosekunden–Spektroskopie die Kernbewegung in Moleku¨len
in ihrem direkten Zeitablauf zu verfolgen, a¨nderten sich die Anforderungen an die
theoretische Beschreibung deutlich. Nunmehr kam es darauf an, die Kerndynamik
auf einer Sub–Pikosekunden–Zeitskala als Bewegung zu beschreiben, die eine deut-
liche Abweichung von Gleichgewichtsfluktuationen beinhaltet. Zuna¨chst fand diese
ultraschnelle Spektroskopie eine Anwendung auf einfache zwei– oder dreiatomige
1Er erhielt dafu¨r bekanntlich den Chemie–Nobelpreis 1999.
8Moleku¨le in der Gasphase. Hier gelang es, durch die optische Anregung der Mo-
leku¨le auf einer Zeitskala kleiner als die Schwingungsperiode der Kernschwingung
diese in einen angeregten elektronischen Zustand zu u¨berfu¨hren und so eine einheit-
liche Schwingungsbewegung aller Moleku¨le in dem Probevolumen zu induzieren. Mit
einem ebenfalls genu¨gend kurzen optischen Abtasten dieses angeregten Zustandes
war es dann mo¨glich, direkt die Schwingungsbewegung im Experiment nachzuweisen.
In der Gasphase erfolgt die Schwingungbewegung u¨ber einen gro¨ßeren Zeitraum na-
hezu ungesto¨rt (mehrere Pikosekunden). Erst Sto¨ße mit anderen Moleku¨len bringen
die Schwingungsbewegung des einzelnen Moleku¨ls
”
aus dem Takt“. Die Schwingung
wird geda¨mpft und das makrokopische Meßsignal erfa¨hrt eine Dephasierung. Wird
dagegen das kurz charakterisierte Experiment in der kondensierten Phase, z. B. in
einem Lo¨sungmittel durchgefu¨hrt, so dominieren Da¨mpfung und Dephasierung das
Signal.
An diesem einfachen Beispiel wird deutlich, welcherart die Anforderungen sind,
die die Femtosekunden–Spektrokopie an eine ada¨quate theoretische Erfassung und
numerische Simulation der von ihr untersuchten Prozesse stellt. Theoretische Mo-
leku¨lphysik, Theoretische Chemische Physik und Theoretische Chemie nehmen sich
seit ca. 1990 dieser Fragestellung intensiv an. Dabei stand im Zentrum, den im
Experiment ausgelo¨sten und detektierten Prozeß im Moleku¨l in seiner vollen Zeitab-
ha¨ngigkeit direkt zu beschreiben. Zum einen ist damit erforderlich, den Ablauf eines
nichtstationa¨ren Prozesses in einem Quantensystem zu erfassen. Wie das prinzipell
geleistet werden kann, war natu¨rlich zum Zeitpunkt eines breiteren Einsatzes ultra-
kurzzeitspektrokopischer Methoden bekannt. Aber es galt die Spezifika molekularer
Systeme ausdru¨cklich zu beru¨cksichtigen. Diese bestehen darin, daß die Zahl der
beteiligten Schwingungsfreiheitsgrade sehr groß werden kann bzw. eine Ankopplung
an ein makrokopisches System von Schwingungsfreiheitsgraden vorliegt.
Grundsa¨tzlich ist zur Beschreibung von zeitabha¨ngigen Prozessen in Quanten-
systemen die zeitabha¨ngige Schro¨dinger–Gleichung zu lo¨sen. Damit verfu¨gt man
u¨ber die Information, wie sich das System aus einem Anfangszustand (Anfangs-
wellenfunktion) Ψ(t = 0) in den zum Zeitpunkt t vorliegenden aktuellen Zustand
Ψ(t) entwickelt. Bis auf wenige Spezialfa¨lle ist dazu eine numerische Lo¨sung der
zeitabha¨ngigen Schro¨dinger–Gleichung erforderlich. Steigt die Zahl der beru¨cksich-
tigten Schwingungsfreiheitsgrade an, so ist selbst das nicht mehr mo¨glich. Vor der
Ausfu¨hrung von Simulationsrechnungen mu¨ssen nun Na¨herungsmethoden zum Ein-
satz gelangen.
Sind makrokopisch viele Schwingungsfreiheitsgrade zu beru¨cksichtigen, so kann
alternativ auch auf Konzepte der Dynamik offener Quantensysteme zuru¨ckgegriffen
werden. Wie gut bekannt ist, besteht die Grundidee darin, das gesamte System in
ein kleines relevantes System und eine thermische Umgebung — das Reservoir — zu
zerlegen. Wenn das untersuchte System und der jeweilige Typ des Experimentes es
zulassen, kann die Beschreibung auf das kleine Quantensystem reduziert werden. Das
Reservoir wirkt nur indirekt. Da eine solche reduzierte Beschreibung nicht anhand
der Wellenfunktion mo¨glich ist, sondern die Einfu¨hrung des reduzierten statistischen
Operators erfordert, kann auch nicht die zeitabha¨ngige Schro¨dinger–Gleichung zur
9Erfassung der Zeitabha¨ngigkeit herangezogen werden. Die einzuschlagende Verfah-
rensweise ist aus der Theorie der Nichtgleichgewichts–Quantenstatistik gut bekannt
und fu¨hrt auf die Ableitung einer Bewegungsgleichung fu¨r den reduzierten statisti-
schen Operator, die nur mittelbar u¨ber entsprechende Korrelationsfunktionen von
der Ankopplung an das Reservoir Kenntnis nimmt.
Obgleich Grundkonzepte der Dynamik offener Quantensystem zu Beginn der
neunziger Jahre ein etabliertes Werkzeug der Theoretischen Physik darstellten, la-
gen sehr wenig Erfahrungen bei der Anwendung auf molekulare Elektron–Schwin-
gungssysteme und einen Sub–Pikosekunden–Zeitbereich vor. Die letzte Dekade des
vergangenen Jahrhunderts hat dieses Defizit in hohem Umfang behoben.2
Die vorliegende Arbeit ordnet sich mit den in ihr dargestellten Untersuchun-
gen genau in diesen Trend ein, Methoden zur Beschreibung der Dynamik offener
Quantensysteme weiterzuentwickeln und auf molekulare Systeme anzuwenden. Da
das Spektrum der diesbezu¨glichen Fragen sehr breit ist, soll in der Arbeit auch
nicht einer einzelnen Problemstellung nachgegangen werden. Vielmehr wird auf drei
unterschiedliche Aspekte der Dynamik offener Quantensystem eingegangen.
Ein erster Aspekt betrifft die Verallgemeinerung einer vielfa¨ltig benutzten Glei-
chung fu¨r den reduzierten statistischen Operator eines offenen Quantensystems —
der Quanten–Master–Gleichung. Diese Standardform beinhaltet eine sto¨rungstheo-
retische Na¨herung der Ankopplung des relevanten Systems an das Reservoir. Eine
solche na¨herungsweise Beschreibung ist erforderlich, da bis auf ganz vereinfachte
Modellsysteme eine exakte Erfassung der Kopplung nicht mo¨glich ist.3 U¨ber ei-
ne geeignet formulierte Beschreibung von Nichtgleichgewichtszusta¨nden des Reser-
voirs kann diese Standardna¨herung verbessert werden. Grundidee ist dabei, den
Nichtgleichgewichtszustand des Reservoirs als Ergebnis der starken Kopplung zwi-
schen relevantem System und Reservoir nicht direkt zu erfassen, sondern u¨ber seine
Ru¨ckwirkung auf das relevante System. Eine solche Verfahrensweise ist im Rahmen
der Methode des zeitabha¨ngigen Projektionoperators mo¨glich. Vorgestellt wird die
Ableitung einer Nichtlinearen Quanten–Master–Gleichung. Ihre Relevanz auch u¨ber
numerische Rechnungen zu verifizieren, ist allerdings nicht Ziel der vorliegenden
Untersuchungen.
Als zweiter Beitrag zur Dynamik offener Quantensystem wird eine Technik ver-
allgemeinert, die in der Literatur unter dem Namen Monte–Carlo–Wellenfunktions–
Methode bekannt ist. Ihre physikalische Interpretation ist vielfa¨ltig. Wir wollen die
genannte Methode an dieser Stelle nur als Verfahren benennen, die Gleichung fu¨r
den reduzierten statistischen Operator effizient zu lo¨sen. Gegenstand der Untersu-
chungen wird sein, die Monte–Carlo–Wellenfunktions–Methode ausgehend von der
Standardform der Quanten–Master–Gleichung und damit auf einem mikroskopi-
schen Modell der Wechselwirkung zwischen relevantem System und Reservoir zu be-
2 So sei hier nur darin erinnert, daß die DFG von 1995 bis 2000 ein Schwerpunktprogramm mit
dem Titel Zeitabha¨ngige Pha¨nomene in Quantensystemen der Physik und Chemie fo¨rderte.
3 Der Vollsta¨ndigkeit halber sei hier aber daran erinnert, daß Methoden auf der Grundlage der
Wegintegraldarstellung des statistischen Operators die Ausfu¨hrung dieser Na¨herung zwar nicht
erfordern aber diverse andere Schwierigkeiten bedingen.
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gru¨nden. In der Literatur erfolgte die Entwicklung der Monte–Carlo–Wellenfunktions–
Methode auf der Basis der sogenannten Lindbald–Form der Dissipation. Letztere
hat ihren Ausgangspunkt gerade nicht in einem mikroskopischen Modell fu¨r die
System–Reservoir–Kopplung, sondern basiert auf allgemeinen Struktureigenschaf-
ten des reduzierten statistischen Operators. Insbesondere wird in diesem Teil der
Arbeit demonstriert, wie die Monte–Carlo–Wellenfunktions–Methode konsistent fu¨r
endliche Temperaturen des Reservoirs formuliert werden kann.
In einem dritten Teil wird dann einem etwas anders gelagerten Aspekt der Dy-
namik offener Quantensysteme Rechnung getragen. Dieser besteht darin, nicht bei
der Bewegung eines einzelnen Elektrons oder Protons zu verbleiben, sondern sich
fu¨r die korrelierte Bewegung von zwei Quantenteilchen in einer dissipativen Um-
gebung zu interessieren. Die Beispiele fu¨r die Untersuchung solcher Zwei–Teilchen–
Quantendynamik haben in den letzten Jahren zugenommen. Neben dem in dieser
Arbeit beschriebenen Zwei–Teilchen–Austauschreaktionen des Hydrid–Anteils von
U¨bergangsmetall–Hydrid–Komplexen, bei dem der Aspekt ultraschneller Dynamik
nicht so sehr im Vordergrund steht, haben auch andere Systeme, die die Aspekte
des Zwei–Teilchen–Transfers und der Femtosekunden–Dynamik vereinen, ein Inter-
esse gefunden. Es sei hier nur an die Bedeutung von Zwei–Exzitonen–Zusta¨nden im
Rahmen der ultraschnellen Spektroskopie von biologischen und nichtbiologischen
Chromophor–Komplexen und den Doppel–Protonentransfer im angeregten elektro-
nischen Zustand erinnert. Zwei–Elektronen–Transfer wird zunehmend auch im Zu-
sammenhang mit der Untersuchung zur Leitfa¨higkeit von molekularen Dra¨hten (mo-
lecular wires) betrachtet. In diesem Teil der Arbeit wird zudem im Zusammenhang
mit der Beschreibung der Dynamik des Zwei-Wasserstoff–Systems eine neuartige
Formel abgeleitet, die es — basierend auf der dissipativen Dynamik des Zwei-
Wasserstoff–Systems — gestattet, die Neutronenstreurate zu berechnen. Mit die-
sen Untersuchungen gelingt es in der Arbeit auch, ausgehend von sehr allgemeinen
Betrachtungen, bis zu einem Vergleich mit dem Experiment zu gelangen.
Die Arbeit baut sich wie folgt auf: In Kapitel 1 wird das Konzept offener Mo-
lekularsysteme allgemein eingefu¨hrt, und grundsa¨tzliche Eigenschaften des Hamil-
tonians dissipativer Molekularsysteme werden vorgestellt. In Kapitel 2 beschreiben
wir kurz die allgemein bekannte Herleitung der bereits erwa¨hnten Standardform
der Quanten–Master–Gleichung. Die Erweiterung der Standardform der Quanten–
Master–Gleichung zur Nichtlinearen Quanten–Master–Gleichung wird in Kapitel 3
mit Hilfe des zeitabha¨ngigen Projektionsoperator–Formalismus’ dargestellt. In Ka-
pitel 4 betrachten wir den Lindblad–Typ der Dissipation auf der Grundlage eines
mikroskopischen Modell fu¨r die System–Reservoir–Kopplung und erhalten sogenann-
te Lindblad–Operatoren, die die Temperaturabha¨ngigkeit des dissipativen Systems
beru¨cksichtigen. Den Zwei–Teilchen–Austauschreaktionen, die im Hydrid–Anteil von
U¨bergangsmetall–Hydrid–Komplexen ablaufen, wenden wir uns in Kapitel 5 zu. Die
Berechnung der Neutronenstreurate an einem Zwei–Teilchen–Modell des Wasser-
stoffaustausches in einem U¨bergangsmetall–Trihydrid–Komplex wird in Kapitel 6
durchgefu¨hrt. Schließlich fassen wir die Ergebnisse in Teil V dieser Arbeit zusam-
men und geben einen Ausblick auf weitere untersuchungswu¨rdige Aspekte.
Teil II
Grundlagen
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Kapitel 1
Teilchentransfer–Reaktionen in
offenen Molekularsystemen
In diesem Kapitel werden wir die zu untersuchenden molekularen Systeme einfu¨hren
und die damit zusammenha¨ngenden Modellbildungen vorstellen. Diese Modelle sind
in der Literatur gut bekannt, doch werden sie hier im Rahmen einer U¨bersicht und
der Festlegung einer einheitlichen Notation beschrieben.
1.1 Beschreibung offener Molekularsysteme
Allen physikalischen Systemen, die im Rahmen der vorliegenden Arbeit betrachtet
werden, ist gemein, daß sie sich in verschiedene Teilsysteme zerlegen lassen. Ty-
pischerweise gilt fu¨r experimentelle Untersuchungen, die an molekularen Systemen
vorgenommen werden, daß die Meßergebnisse nur von einer relativ geringen An-
zahl molekularer Freiheitsgrade bestimmt werden. Ein Beispiel dafu¨r sind optische
Messungen, bei denen durch die Wahl der Wellenla¨nge des Lasers bestimmte elektro-
nische U¨berga¨nge oder Schwingungsmoden angeregt werden [1, 2, 3]. Es liegt dabei
immer ein — in Relation zu demjenigen Teilsystem, das dieses umgibt, — kleines
Quantensystem vor, das an seine Umgebung gekoppelt ist. Dieses kleine Quanten-
system ist derjenige Anteil des Gesamtsytems, an dessen Dynamik der Beobachter
eigentlich interessiert ist. Daher wird das kleine Quantensystem auch u¨blicherweise
als relevantes System bezeichnet. Das relevante System muß aber nicht ein ra¨umlich
oder stofflich von seiner Umgebung getrenntes Teilsystem sein, sondern es kann sich
dabei auch nur um einzelne bestimmte Freiheitsgrade eines komplexeren Moleku¨ls
handeln, das z. B. in einer Flu¨ssigkeit gelo¨st ist. Zur Umgebung geho¨ren dann also
neben dem Lo¨sungsmittel auch die u¨brigen, nicht zum relevanten System geho¨renden
Freiheitsgrade des gelo¨sten Moleku¨ls.
Um auf die Dynamik des relevanten Systems zuru¨ckschließen zu ko¨nnen, ist
es in der Regel notwendig, a¨ußere Felder auf das relevante System einwirken zu
lassen bzw. Streuexperimente an ihm vorzunehmen. In diesem Kapitel werden beide
Fa¨lle unter dem Begriff Felder zusammengefaßt. Dies kann z. B. ein anliegendes
elektrisches Feld oder — wie im Kapitel 6 zu untersuchenden Modellsystem — ein
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Neutronenstrahl sein. Im Prinzip ist es natu¨rlich denkbar, daß das vorhandene Feld
auch mit der Umgebung wechselwirkt, doch wollen wir davon ausgehen, daß die
Kopplung zwischen Feld und Umgebung vernachla¨ssigbar sei. Existiert ein Feld, das
mit dem zu untersuchenden System wechselwirkt, so ist es notwendig,
• im Falle eines Feldes, das als klassische Gro¨ße behandelt werden soll, den
Hamiltonian des relevanten Systems um den explizit zeitabha¨ngigen Term der
Wechselwirkung mit dem Feld zu erga¨nzen (halbklassischer Ansatz), oder
• im Falle, daß auch das Feld quantenmechanisch beschrieben werden soll, als
relevantes System das zu beobachtende Teilsystem plus Feld zu behandeln.
Fu¨r den Hamiltonian H bedeutet diese Aufspaltung des Gesamtsystems in ein-
zelne Teilsysteme, daß er sich aus folgenden Termen zusammensetzt
H = HS + HS−R + HR . (1.1)
Dabei bezeichnen HS den Hamiltonian des relevanten Systems S, HR den Hamilto-
nian der Umgebung bzw. des Reservoirs R und HS−R den Hamiltonian der Kopplung
zwischen relevantem System und Umgebung. Entsprechend der oben geschilderten
unterschiedlichen Behandlung vorhandener a¨ußerer Felder bzw. Teilchenstro¨me gilt
fu¨r HS,
• daß es bei halbklassischer Behandlung explizit zeitabha¨ngig ist,
• oder, daß er wiederum aus mehreren Anteilen besteht und zwar aus dem Ha-
miltonian des betrachteten aktiven molekularen Systems — genannt Hmol —,
dem Hamiltonian HF des Feldes und dem Hamiltonian Hmol−F , der die Wech-
selwirkung zwischen dem aktiven System und dem Feld beschreibt
HS = Hmol + Hmol−F + HF . (1.2)
An dieser Stelle sei auch der sogenannte Liouville–Superoperator eingefu¨hrt, der
auf einen beliebigen anderen Operator in folgender Weise wirkt
L• = 1

(H, •)− . (1.3)
Im folgenden Kapitel wird sich zeigen, wie mit Hilfe von Superoperatoren, und insbe-
sondere des Liouville–Superoperators, eine verku¨rzte Schreibweise ermo¨glicht wird.
Der Gesamt–Liouville–Superoperator L(t) wird in derselben Art und Weise wie der
Hamiltonian des Gesamtsystems aufgeteilt, d. h. wir schreiben
L = LS + LR + LS−R , (1.4)
wobei jeder einzelne Anteil, sich folgendermaßen schreibt LA• = 1

(HA, •)− (A =
S,R, S − R).
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Fu¨r viele Anwendungen ist es außerdem angebracht, die Eigenschaften der Kopp-
lung HS−R zwischen relevantem System und der Umgebung in einer so gearteten
Form zu beschreiben, daß diese Kopplung in einen ersten Anteil Ku, der ausschließ-
lich im Zustands–Raum des relevanten Systems wirkt, und einen zweiten Anteil Φu,
der sich auf den Zustands–Raum der Umgebung bezieht, faktorisiert
HS−R =
∑
u
KuΦu . (1.5)
Der Index u za¨hlt dabei die unterschiedlichen faktorisierten Beitra¨ge ab. Es ist dabei
nicht erforderlich, daß jeder einzelne Beitrag KuΦu hermitesch ist; aber in jedem Fall
ist der vollsta¨ndige Hamiltonian HS−R hermitesch.
In den meisten Fa¨llen wird eine Normalmodenanalyse durchgefu¨hrt, wodurch es
mo¨glich ist, das Reservoir als eine große Menge harmonischer Oszillatoren zu be-
schreiben, wobei zwischen den einzelnen Oszillatoren untereinander keine Kopplung
vorliege [4, 5] . Fu¨r den Reservoir–Hamiltonian gelte also
HR =
∑
ξ
ωξc
†
ξcξ . (1.6)
In Gl. (1.6) steht ξ fu¨r den Index der Oszillator–Mode, und c†ξ und cξ bezeichnen den
Erzeugungs- bzw. Vernichtungsoperator des zugeho¨rigen Oszillators. Daru¨berhinaus
nehmen wir die System–Reservoir–Kopplung (siehe Gl. (1.5)) als linear in den Re-
servoir–Oszillatorkoordinaten an, d. h. wir schreiben fu¨r den Reservoir–Anteil
Φu =
∑
ξ
kξ(u)Zξ (1.7)
mit dem dimensionslosen Operator Zξ = cξ + c
†
ξ. Die Kopplungssta¨rke wird durch
die Gro¨ße kξ(u) angegeben.
1.2 Hamiltonian fu¨r dissipative Molekularsyste-
me
Wir werden nun in diesem Abschnitt einige Eigenschaften des Hamiltonians be-
schreiben, wie sie fu¨r alle molekularen Systeme zutreffen, die im Rahmen dieser
Arbeit behandelt werden. Wie bereits eingangs dieses Kapitels erwa¨hnt, sind die
angestellten Betrachtungen in der Literatur allgemein bekannt [6]. Wir wollen da-
bei unterschiedliche Teilchentransfer–Reaktionen in molekularen Systemen untersu-
chen. Das Quanten–Teilchen kann dabei ein Elektron, ein Proton oder eine intra-
molekulare Anregung (Exziton) sein.1 Da wir also um eine allgemeine Beschreibung
1 So wird auf Elektrontransfer–Reaktionen in Abschn. 4.6.1 eingegangen. Protontransfer wird
dagegen neben einer kurzen Erwa¨hnung im vorliegenden Abschnitt vor allem in den Kapiteln 5 und
6 behandelt. Exziton–Transfer–Reaktionen wenden wir uns schließlich am Ende dieses Abschnittes
zu (siehe Gl. (1.15)).
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bemu¨ht sind, werden wir uns nicht auf spezielle molekulare Strukturen konzentrie-
ren. Stattdessen werden wir einen Hamiltonian herleiten, der fu¨r alle drei erwa¨hnten
Teilchenarten Gu¨ltigkeit besitzt. Dabei sind selbstversta¨ndlich Beschreibungen im
Rahmen verschiedener Darstellungen wie z. B. der Ortsdarstellung oder mit Hilfe
der Eigenzusta¨nde |α〉, die sich auf das relevante System beziehen, mo¨glich. Neben
den betrachteten quantenmechanische Teilchen werden die nuklearen (vibronischen)
Freiheitsgrade der Umgebung beru¨cksichtigt.
Der Hamiltonian muß also Transferreaktionen von Elektronen, Protonen oder
Exzitonen beschreiben. Eine solch allgemeine Form des Hamiltonians ist gegeben
als
H =
∑
α,β
(
δα,β{T + Uα(Q)}+ (1− δα,β)Vαβ(Q)
)
|α〉〈β| . (1.8)
mit den vibronischen Freiheitsgraden Q, wobei Q fu¨r den Satz der vibronischen
Freiheitsgrade {Qj} steht. Gl. (1.8) beinhaltet eine Entwicklung nach den Zusta¨nden
|α〉, die den Diagonalteil mit dem Hamiltonian
Hα = T + Uα(Q) (1.9)
und der Zustandskopplung Vαβ(Q) umfaßt.
2
Grundsa¨tzlich besteht dabei die Mo¨glichkeit, den Hamiltonian im Rahmen einer
adiabatischen oder einer diabatischen Darstellung zu formulieren. Eine Beschrei-
bung unter Verwendung diabatischer Zusta¨nde ist dabei der geeignetere Weg, falls
die Zeitskala fu¨r die Transferreaktion wesentlich la¨nger als die Zeitskalen fu¨r Relaxa-
tionsprozesse in der Umgebung ist. Bei der Betrachtung elektronischer Zusta¨nde ist
z. B. die wesentliche Eigenschaft einer diabatischen Basis, daß bzgl. der nichtadia-
batischen Kopplungsterme keine durch den Impulsoperator der Kernfreiheitsgrade
erzeugten Matrixelemente auftreten oder diese gegenu¨ber den u¨brigen Anteilen der
Kopplungsterme vernachla¨ssigt werden ko¨nnen. Weil keine solchen Matrixelemente
des Impulsoperators in der nichtadiabatischen Kopplung der Zusta¨nde beru¨cksichtigt
werden, ist dies die sogenannte statische Kopplung. Liegt dagegen eine starke Kopp-
lung zwischen einzelnen Zusta¨nden vor, ist die Darstellung im Rahmen einer adia-
batischen Basis in den meisten Fa¨llen vorzuziehen. Da die Wirkung der Kopplung
dort u¨ber den Impulsoperator vermittelt wird, spricht man in diesem Fall von dy-
namischer Kopplung.
Wenn man an elektronischen Anregungen in einem molekularen System interes-
siert ist (siehe z. B. [7, 8, 9, 10]), wu¨rde man die Zusta¨nde |α〉 in Gl. (1.8), nach
denen man entwickelt, als adiabatische elektronische Zusta¨nde ϕα(qel;Q) interpretie-
ren. Sie stammen von einem Born–Oppenheimer–Ansatz, bei dem qel die Gesamtheit
aller elektronischen Koordinaten bezeichnet. Der vibronische Hamiltonian Hα fu¨r die
elektronischen Zusta¨nde |α〉 schließt die Potentialfla¨che Uα(Q) ein. Nichtadiabatische
Korrekturen werden dabei u¨ber die Zustandskopplung Vαβ beru¨cksichtigt. Alterna-
tiv dazu ko¨nnen die Zusta¨nde |α〉 als diabatische elektronische Zusta¨nde angesehen
2 T and Uα(Q) sind der kinetische und potentielle Teil von Hα.
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werden. In diesem Fall definiert Uα die diabatische Potentialfla¨che, und Vαβ ist die
statische Kopplung.
Fu¨r die im Rahmen der Born–Oppenheimer–Na¨herung betrachteten Potential-
fla¨chen wird vorausgesetzt, daß sie jeweils globale Minima fu¨r Uα(Q) besitzen. Indem
man sich auf kleine Auslenkungen von diesen Minimumsstellen beschra¨nkt, kann in
guter Na¨herung davon ausgegangen werden, daß die Potentialfla¨chen Parabelform
besitzen. Außerdem wird von der vereinfachenden Annahme, daß ihre Kru¨mmungen
unabha¨ngig von ihrem aktuellen elektronischen Zustand sind, Gebrauch gemacht.
Aufgrund einer Normalmodenanalyse werden der kinetische und potentielle An-
teil des Hamiltonians Gl. (1.9) diagonalisiert. Dies erlaubt uns, eine Beschreibung
der vibronischen Freiheitsgrade als harmonische Oszillatoren vorzunehmen, und wir
ko¨nnen daher schreiben (siehe Gl. (1.6))
Uα(Q) = U
(0)
α +
∑
ξ
ωξ
4
(
cξ + c
†
ξ + 2gξ(α)
)2
. (1.10)
gξ(α) bezeichnet die dimensionslose Verschiebung der Potentialfla¨chen Uα relativ
zum Ursprung der vibronischen Koordinaten. α separiert fu¨r diese Normalmoden–
Oszillationen in den Satz {Nj} der Quantenzahlen der harmonischen Normalmoden–
Oszillatoren [5]. Eα = U
(0)
α +
∑
ξ ωξg
2
ξ(α) ist als die elektronische Anregungsenergie
aufzufassen. Der vibronische Hamiltonian Hvib ist einfach als der allgemein bekannte
Oszillator–Hamiltonian von Gl. (1.6) gegeben. Die Gesamtheit der Normalmoden–
Oszillatoren bildet also in diesem beschriebenen Modell das Reservoir. Daher ist
der Term proportional zu gξ(α) als Kopplung der elektronischen Zusta¨nde an die
vibronischen Moden mit der zugeho¨rigen Kopplungkonstante aufzufassen und steht
somit fu¨r den Anteil der System–Reservoir–Kopplung. Also kann der urspru¨ngliche
Hamiltonian Gl. (1.8) umgeschrieben werden als
H =
∑
α,β
Hαβ |α〉〈β|+
∑
α,ξ
ωξgξ(α)|α〉〈α|
(
cξ + c
†
ξ
)
+ Hvib , (1.11)
wodurch die Aufteilung in einen System–Anteil proportional zu Hαβ ≡ δα,βEα +
(1 − δα,β)Vαβ , einen Anteil der System–Reservoir–Kopplung und einen Reservoir–
Anteil HR ≡ Hvib deutlich gemacht wird. Wie wir in den weiteren Kapiteln dieser
Arbeit sehen werden, ist es ratsam die zugeho¨rige Spektraldichte zu betrachten. Mit
ihrer Hilfe wird das Reservoir und seine Wechselwirkung mit dem relevanten System
beschrieben [11]. Fu¨r die Spektraldichte gilt in diesem Fall
Jαβ(ω) =
∑
ξ
ω2ξgξ(α)gξ(β)δ(ω − ωξ) . (1.12)
Als Ergebnis all dieser Manipulationen finden wir den Typ der System–Reservoir–
Kopplung aus Gl. (1.5) wieder und ko¨nnen ku, das wir in Gl. (1.7) eingefu¨hrt haben,
mit ωξgξ(α) und Ku (siehe Gl. (1.5)) mit |α〉〈α| identifizieren. Der Index u muß dabei
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mit α gleichgesetzt werden. Wir ko¨nnen also fu¨r die Spektraldichte auch folgende
Schreibweise wa¨hlen
Juv(ω) =
∑
ξ
kξ(u)kξ(v)δ(ω − ωξ) . (1.13)
Wenn eine eventuelle Abha¨ngigkeit der Kopplungspotential–Zusta¨nde Vαβ von den
vibronischen Freiheitsgrade mit einbezogen werden soll, ist es notwendig, die Struk-
tur des grundlegenden Hamiltonians (1.11) zu modifizieren. Legt man eine lineare
Entwicklung von Vαβ um eine irgendwie geartete Gleichgewichtskonfiguration zu-
grunde, ist die Kopplungkonstante gξ(α) durch die Gro¨ße gξ(α, β) zu erga¨nzen, die
auch nichtdiagonale Beitra¨ge in Hinblick auf die Teilchenzusta¨nde |α〉 besitzt. Hier
ist dann also bzgl. Gl. (1.7) ku mit ωξgξ(α, β) und bzgl. Gl. (1.5) Ku mit |α〉〈β|
gleichzusetzen
Jαβγδ(ω) =
∑
ξ
ω2ξgξ(α, β)gξ(γ, δ)δ(ω − ωξ) . (1.14)
Ist man dagegen am Protontransfer interessiert, ist von Bedeutung, daß ein
großer Unterschied zwischen der Protonenmasse und der Masse der u¨brigen schwe-
reren Atome im betrachteten molekularen Komplex besteht. Die Dynamik dieser
schwereren Atome wird mit Hilfe der sogenannten heavy atom–Koordinate Q be-
schrieben, wa¨hrend qpr die Proton–Koordinate ist [12, 13, 14, 15, 16]. Die Potential-
fla¨che U(qpr, Q) ha¨ngt von qpr und Q ab. Innerhalb der zweiten Born–Oppenheimer-
Na¨herung ist es mo¨glich, stationa¨re Zusta¨nde |α〉 eines Protons einzufu¨hren, die
parametrisch von den Koordinaten Q abha¨ngen. Man wu¨rde also wieder bei einem
Hamiltonian wie in Gl. (1.8) angelangen.
Im Zusammenhang mit Frenkel–Exzitonen in Farbstoff–Aggregaten oder Chro-
mophor–Komplexen werden molekulare Systeme betrachtet, die aus mehreren Mo-
leku¨len bestehen. Dabei werden einzelne Moleku¨le vom Grundzustand S0 zu ho¨her
liegenden Zusta¨nden S1 oder Sn angeregt. Um mit dem Hamiltonian Gl. (1.8)
auch Exzitontransfer beschreiben zu ko¨nnen, mu¨ßte man unter |α〉 denjenigen Zu-
stand verstehen, in dem ein einzelnes Exziton in einem molekularen System vor-
handen wa¨re.3 Fu¨r den Fall intramolekularen Anregungsenergie–(Frenkel–Exziton)–
Transfers entspricht dies dem Fall, daß nur eine einzige Anregung im Aggregat vor-
liege [22]. Falls das Exziton also auf einem einzelnen Chromophor lokalisiert ist,
ist |α〉 ein Produkt molekularer Zusta¨nde, bei dem alle Bestandteile des molekula-
ren Systems im elektronischen Grundzustand sind bis auf das dasjenige Moleku¨l α,
das angeregt worden ist.4 Also ist die Potentialfla¨che Uα als Summe der Potential-
fla¨chen der elektronischen Grundzusta¨nde der Moleku¨le außer des einen Moleku¨ls α,
das durch eine eigene Potentialfla¨che des angeregten Zustands dargestellt wird, zu
verstehen.
Wir notieren den Hamiltonian Gl. (1.8) in etwas anderer Form
Hex =
∑
α,β
(
δα,βEα + (1− δα,β)Jαβ
)
|α〉〈β| . (1.15)
3 Siehe z. B. fu¨r ein Farbstoffaggregat [17, 18, 19, 20, 21].
4 Z. B. in den ersten angeregten Singulett–Zustand.
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Eα beschreibt dabei die elektronische Anregungsenergie des Moleku¨ls α des Kom-
plexes.5 Die Coulomb–Kopplung (ohne Ladungstransfer) zwischen den Moleku¨len α
und β wird mit Jαβ bezeichnet. Die Diagonalisierung von Hex fu¨hrt auf das (Einzel–
)Exziton–Spektrum mit Energien Ea. Dieser Zugang kann auf den Fall erweitert
werden, daß gleichzeitig zwei oder mehr Anregungen in dem Komplex vorhanden
sind. Dies wu¨rde zu Zwei–Exziton–Spektren, Drei–Exziton–Spektren usw. fu¨hren.
Falls Ladungstransfer zwischen verschiedenen Bestandteilen des Komplexes rele-
vant wird, macht das Konzept der Frenkel–Exzitonen keinen Sinn mehr und die
Eigenenergien Ea entsprechen mehr oder weniger delokalisierten elektronischen An-
regungszusta¨nden. Dieser Fall tritt z. B. typischerweise bei atomaren Clustern oder
Nano–Partikeln auf.
5 U¨blicherweise ist dies mit dem U¨bergang vom Singulett–Grundzustand S0 in den ersten an-
geregten Singulett–Zustand S1 verbunden.
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Kapitel 2
Grundlagen der dissipativen
Quantendynamik
Wie im vorangegangen Kapitel behandeln wir in diesem Kapitel Sachverhalte, die
im Rahmen der theoretischen Physik zur Beschreibung dissipativer Vorga¨nge in mo-
lekularen Systemen allgemein bekannt sind [6, 11, 23, 24, 25, 26]. Da wir in Kapi-
tel 3 gegenu¨ber der Standardform der Quanten–Master–Gleichung ihre Erweiterung
zur Nichtlinearen Quanten–Master–Gleichung darstellen werden und außerdem in
Kapitel 4 diese Standardform das Fundament dafu¨r bildet, die bislang in der Litera-
tur immer mit ad hoc–Annahmen verbundene temperaturabha¨ngige Monte–Carlo–
Wellenfunktions–Methode auf ein mikroskopisches Modell zuru¨ckzufu¨hren, wird die
Herleitung der Standard–Quanten–Master–Gleichung1 in diesem Kapitel beschrie-
ben.
2.1 Der reduzierte statistische Operator
Um im Rahmen der Quantenmechanik zu einem bestimmten Zeitpunkt ein vorge-
gebenes Gesamtsystem exakt zu beschreiben, ist es im Prinzip erforderlich, die Wel-
lenfunktion zu diesem Zeitpunkt anzugeben. Mit Hilfe der Schro¨dinger–Gleichung
ist es dann weiterhin mo¨glich, die Wellenfunktion zeitlich zu propagieren. Bei je-
dem Experiment, das betrachtet wird, ist aber genau zu bezeichnen, was zum Ge-
samtsystem beitra¨gt. Aufgrund von Wechselwirkungen zwischen den verschiedenen
Komponenten des experimentellen Aufbaus ist es erforderlich, alle Bestandteile des
Experiments, d. h. das zu beobachtende System, die anliegenden a¨ußeren Felder und
alle weiteren Anteile, die u¨ber bestehende physikalische Kopplungen Einfluß auf das
zu beobachtende System besitzen, in das zu betrachtende Gesamtsystem einzuschlie-
ßen. Da aber auch weitere Wechselwirkungen des experimentellen Aufbaus mit seiner
Umgebung existieren, ist auch diese Betrachtung immer noch gena¨hert. Insgesamt
besteht also die Aufgabe, ein System zu beschreiben, das an eine makroskopische
1 Diese Terminologie wird gewa¨hlt, um die allgemein bekannte Quanten–Master–Gleichung von
der Nichtlinearen Quanten–Master–Gleichung begrifflich zu unterscheiden.
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Umgebung gekoppelt ist.
Um aber den Zustandsvektor eines solchen Gesamtsystems zu bestimmen, ist die
Bestimmung eines vollsta¨ndigen Satzes unabha¨ngiger kommutierender Observablen
no¨tig. Wu¨rde uns dieses gelingen, ha¨tten wir Kenntnis vom reinen Zustand des Ge-
samtsystems. Aufgrund der in der Regel großen Zahl von Freiheitsgraden2, die das
untersuchte Gesamtsystem aufweist, ist es meist nicht sinnvoll bzw. machbar, die-
sen reinen Zustand zu ermitteln. Es existieren aber auch Fa¨lle, bei denen bereits fu¨r
ein mikroskopisches Objekt sein reiner Zustands wegen der Entartung gemessener
Eigenwerte nicht bestimmt werden kann [24]. Insbesondere tritt dieses Problem fu¨r
makroskopische Systeme auf, fu¨r die es prinzipiell nicht mo¨glich ist, einen reinen Zu-
stand zu messen. Der einzige Ausweg aus dieser grundsa¨tzlichen Problematik fu¨hrt
u¨ber die Statistik eines Ensembles vieler identischer Systeme. Diese theoretische
Beschreibung tra¨gt der Unbestimmheit u¨ber den Zustandsvektor des Systems Rech-
nung. Wir geben also nun an, mit welcher Wahrscheinlichkeit wm ein System des
Ensembles in einem wohldefinierten, reinen Zustand |Ψm〉 vorliegt. Der gemischte
Zustand des Gesamtsystems wird dabei durch den Dichteoperator bzw. statistischen
Operator Wˆ beschrieben
Wˆ (t) =
∑
m
wm|Ψm(t)〉〈Ψm(t)| . (2.1)
Die weitere Zeitentwicklung von W wird durch die allgemein bekannte Liouville–
von–Neumann–Gleichung bestimmt
∂
∂t
Wˆ (t) = − i

(
H(t), Wˆ (t)
)
−
(2.2)
mit dem Hamiltonian H des Gesamtsystems. Unter Verwendung des Liouville–
Superoperators (siehe Gl. (1.3)) L(t) la¨ßt sich diese Bewegungsgleichung auch schrei-
ben als
∂
∂t
Wˆ (t) = −iL(t)Wˆ (t) . (2.3)
Wie bereits in Abschnitt 1.1 erwa¨hnt worden ist, ist man aber bei jedem durch-
zufu¨hrenden Experiment tatsa¨chlich immer nur an einer geringen Anzahl von Meß-
gro¨ßen interessiert. Im Rahmen der Quantentheorie entspricht dies der Bestimmung
einiger weniger physikalischer Observablen, d. h. Erwartungswerte fu¨r die jeweiligen
Operatoren. Das Experiment greift also nur an einem Subsystem der Gesamtanord-
nung an. In diesem Sinne wird das Gesamtsystem entsprechend dem Vorgehen in
Abschnitt 1.1 in ein kleines relevantes Teilsystem S, an dessen Dynamik tatsa¨chlich
Interesse besteht, und ein im Vergleich dazu sehr viel gro¨ßeres Restsystem bzw. irre-
levantes Teilsystem R aufgespalten. Die Gro¨ßenordnung betra¨gt typischerweise fu¨r
das relevante System 1 bis 10 Freiheitsgrade gegenu¨ber 102 bis 1023 Freiheitsgraden
fu¨r das umgebende System. Es liegt also ein mikroskopisches System zusammen mit
einer makroskopischen Umgebung vor. Die entscheidende Eigenschaft ist dabei die
2 Fu¨r makroskopische Systeme z. B. in der Gro¨ßenordnung 1023 Freiheitsgrade.
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Kopplung zwischen relevantem System S und Umgebung R. Dadurch kommt es zu
energetischem Austausch zwischen beiden Teilsystemen. Aufgrund des bedeutenden
Gro¨ßenunterschieds zwischen der Anzahl der Freiheitsgrade von S und R bewirkt
der Energieaustausch, daß der Zustand des relevanten Systems stark beeinflußt wird,
wa¨hrend der Zustand der Umgebung in unmittelbarer Na¨he des thermischen Gleich-
gewichts bleibt, da sich die Energie u¨ber die große Zahl der Freiheitsgrade verteilt.
Die Umgebung u¨bernimmt also die Rolle eines Reservoirs bzw. thermischen Bades.
Ist es aufgrund der schwachen Kopplung zwischen beiden Teilsystemen ausrei-
chend, bzgl. der Ru¨ckreaktion auf das relevante System davon auszugehen, daß sich
das Reservoir in seinem thermischen Gleichgewichtszustand befindet, fu¨hrt dies zu-
sammen mit weiteren in diesem Kapitel anzustellenden Betrachtungen zur Standard-
form der Quanten–Master–Gleichung. Wir wa¨hlen daher als statistischen Operator
des Reservoirs den kanonischen statistischen Operator des thermischen Gleichge-
wichts
rˆeq =
e−HR/kBT
trR
{
e−HR/kBT
} , (2.4)
wobei trR{...} die Spurbildung u¨ber die Reservoirzusta¨nde bedeute. Dies ist eine
Na¨herung, die beim Aufstellen der bekannten Quanten–Master–Gleichung u¨blicher-
weise gemacht wird. Die Quanten–Master–Gleichung wird in diesem Kapitel herge-
leitet, da sie ein wichtiger Punkt der vorliegenden Arbeit ist. Denn in Kapitel 3 ist es
unser Anliegen, die aus der Literatur bekannten Betrachtungen, die bei der Herlei-
tung der Quanten–Master–Gleichung angestellt und die an dieser Stelle dargestellt
werden, zu erweitern. Dies wird dazu fu¨hren, daß wir anstelle der Standard–Quan-
ten–Master–Gleichung, die eine bzgl. des im folgenden noch einzufu¨hrenden redu-
zierten statistischen Operators lineare Bewegungsgleichung darstellt, letztlich auf ei-
ne nichtlineare Bewegungsgleichung, die sogenannte Nichtlineare Quanten–Master–
Gleichung schließen. Der Hauptunterschied zwischen diesen beiden Bewegungsglei-
chungen besteht dabei darin, daß bei der Nichtlinearen Quanten–Master–Gleichung
das Reservoir aufgrund der Kopplung an das relevante System aus dem thermi-
schen Gleichgewicht herausgebracht werden kann und dies wegen der vorliegenden
Kopplung wiederum Auswirkung auf das relevante System hat.
Der wichtigste Grund fu¨r die gemachte Zerlegung des Gesamtsystems in rele-
vantes System und Reservoir ist aber die Untersuchung der Dynamik des relevanten
Systems. Denn die zu untersuchenden Observablen beziehen sich gerade auf das rele-
vante System. Wir mu¨ssen also den statistischen Operator ρˆ des relevanten Systems
erhalten. Grundsa¨tzlich bestehen dazu zwei unterschiedliche Strategien, die beide in
dieser Arbeit dargestellt werden sollen.
• Zum einen wird der reduzierte statistische Operator ρˆ u¨ber die Reduktion des
statistischen Operators Wˆ des Gesamtsystems mittels der Spurbildung u¨ber
einen vollsta¨ndigen Satz von Zusta¨nden des Reservoirs gebildet
ρˆ(t) = trR
{
Wˆ (t)
}
. (2.5)
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Der Zustand des relevanten Systems kann aufgrund des Reduktionsverfah-
rens nicht als ein reiner Zustand verstanden werden. Die geeignete Methode,
von der Liouville–von–Neumann–Gleichung (siehe Gl. (2.2)) auf eine Bewe-
gungsgleichung fu¨r den reduzierten statistischen Operator zu schließen, ist
die sogenannte Projektionsoperator–Technik. Unter Anwendung der bekann-
ten zweiten Born’schen Na¨herung erhalten wir mit Hilfe der zeitunabha¨ngigen
Projektionsoperator–Technik die Standard–Quanten–Master–Gleichung und
mittels der zeitabha¨ngigen Projektionsoperator–Technik die Nichtlineare Quan-
ten–Master–Gleichung. Die Herleitung der bekannten Standard–Quanten–Master–
Gleichung werden wir in den folgenden Abschnitten dieses Kapitels dokumen-
tieren. In Kapitel 3 werden wir dagegen die die zeitabha¨ngige Projektions-
operator–Technik anwenden, um die Nichtlineare Quanten–Master–Gleichung
aufzustellen.
• Zum anderen macht man fu¨r den reduzierten statistischen Operator den An-
satz
ρˆ(t) =
N∑
η=1
1
N
|Ψη(t)〉〈Ψη(t)| . (2.6)
Man beschreibt also das relevante System durch eine Summe aus reinen Zu-
sta¨nden. Die Kopplung des relevanten Systems an die Umgebung bewirkt aber,
daß im Laufe der zeitlichen Propagation eine stochastische Verteilung auf un-
terschiedliche Quantenzusta¨nde stattfindet. Die Gesetzma¨ßigkeiten fu¨r diese
ablaufenden Quantenspru¨nge werden in Kapitel 4 hergeleitet. Um auf die-
se Weise eine angemessen genaue Beschreibung von ρˆ zu erhalten, mu¨ssen die
Zustandsvektoren von ausreichend vielen Einzelsystemen eines Ensembles pro-
pagiert werden. Im Grenzfall N →∞ ist Gl. (2.6) exakt. Die angegebene Vor-
gehensweise ist allen sogenannten Quanten–Trajektorien–Techniken gemein.
In Kapitel 4 werden wir uns insbesondere der Monte–Carlo–Wellenfunktions–
Methode als eine spezielle Form der Quanten–Trajektorien–Techniken zuwen-
den.
2.2 Nakajima–Zwanzig–Gleichung
Wir werden in diesem Abschnitt die sogenannte Nakajima–Zwanzig–Gleichung und
in Abschnitt 2.3 die Standard–Quanten–Master–Gleichung im Wechselwirkungsbild
herleiten, da in Kapitel 3 darauf zuru¨ckgriffen wird. Weil auch in Kapitel 4 die
Wechselwirkungsdarstellung zur Anwendung kommt, fu¨hren wir sie an dieser Stelle
kurz in ihrer allgemeinen Form ein. Der U¨bergang ins Wechselwirkungsbild bzgl. der
System–Reservoir–Kopplung wird mit Hilfe des Zeitentwicklungsoperators bewerk-
stelligt
U0(t, t0) = T exp
(
− i

t∫
t0
dτ(HS(τ) + HR)
)
. (2.7)
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Da der System–Hamiltonian HS, wie wir gesehen haben, eventuell explizit von der
Zeit abha¨ngen kann, tritt im Zeitentwicklungsoperator der Zeitordnungsoperator T
auf. Der Hamiltonian, der die Kopplung zwischen System und Reservoir beschreibt,
lautet daher in der Wechselwirkungsdarstellung
H
(I)
S−R(t) = U
†
0(t, t0)HS−RU0(t, t0) . (2.8)
Der Index (I) wird im weiteren Gro¨ßen im Wechselwirkungsbild kennzeichnen. Au-
ßerdem ist es im weiteren Verlauf der Arbeit sinnvoll, den Zeitentwicklungsoperator
U0 aus Gl. (2.7) in einen System–Anteil US und einen Reservoir–Anteil UR aufzu-
spalten, d. h. wir definieren die folgenden Gro¨ßen
US(t, t0) = T exp
(
− i

t∫
t0
dτ HS(τ)
)
, (2.9)
und
UR(t, t0) = e
− i

HR(t−t0) . (2.10)
Die Liouville–von–Neumann–Gleichung (2.2), die die zeitliche Entwicklung des
statistischen Operators Wˆ (t) des Gesamtsytems bestimmt und somit die fundamen-
tale Gleichung fu¨r die hier anzustellende Betrachtung ist, lautet in der Wechselwir-
kungsdarstellung fu¨r den statistischen Operator Wˆ (I)(t) analog
∂
∂t
Wˆ (I)(t) = −iL(I)S−R(t)Wˆ (I)(t) . (2.11)
Der reduzierte statistische Operator ρˆ(I)(t) des relevanten Systems (im Wechsel-
wirkungsbild) wird — wie schon vorher erwa¨hnt — durch die Spurbildung u¨ber die
Gesamtheit aller Reservoir–Zusta¨nde definiert (siehe Gl. (2.5))
ρˆ(I)(t) = trR
{
Wˆ (I)(t)
}
. (2.12)
In der an dieser Stelle vorzustellenden Methode unter Verwendung eines zeitun-
abha¨ngigen Projektionsoperators ist es einzig und allein dieser reduzierte statisti-
sche Operator, der ermittelt werden muß und dessen zeitlicher Verlauf durch eine
Bewegungsgleichung bestimmt wird.
Um die gewu¨nschte Bewegungsgleichung fu¨r ρˆ(I) zu erhalten, mu¨ssen wir zuna¨chst
einen geeigneten Weg finden die gegebene Liouville–von–Neumann–Gleichung (2.11)
auf den Zustandsraum des relevanten Systems einzuschra¨nken. Dazu greifen wir auf
den zeitunabha¨ngigen Projektionsoperator P zuru¨ck, der auf einen beliebigen Ope-
rator X auf folgende Weise wirke
PX = rˆeqtrR
{
X
}
. (2.13)
Da trR{rˆeq} = 1 (vgl. Gl. (2.4)) ist, sieht man trivialerweise die Projektionseigen-
schaft von P. Der dazu komplementa¨re Operator lautet
Q = 1−P . (2.14)
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Mit Hilfe dieser zwei Projektoren ist es nun mo¨glich aus der Liouville–von–Neumann–
Gleichung zwei separate Gleichungen abzuleiten
∂
∂t
ρˆ(I)(t) =
∂
∂t
trR
{
Wˆ (I)(t)
}
= −i trR
{
L(I)S−R(t)
(
rˆeqρˆ
(I)(t) +QWˆ (I)(t)
)}
(2.15)
und
∂
∂t
(QWˆ (I)(t)) = −iQL(I)S−R(t)
(
rˆeqρˆ
(I)(t) +QWˆ (I)(t)
)
. (2.16)
Die zweite Gleichung wird u¨ber die Zeit aufintegriert und lautet dann
QWˆ (I)(t) = S(t, t0)QWˆ (I)(t0)− i
t∫
t0
dτ S(t, τ)QL(I)S−R(τ)rˆeqρˆ(I)(τ) , (2.17)
wobei der zeitlich geordnete Superoperator
S(t, τ) = T+ exp
(
− i
t∫
τ
dτ QL(I)S−R(τ)
)
. (2.18)
eingefu¨hrt worden ist.
Einsetzen von Gl. (2.17) in Gl. (2.15) liefert eine Bewegungsgleichung, die die
exakte Bestimmung des reduzierten statistischen Operators erlaubt. Bei dieser Glei-
chung handelt sich um die wohlbekannte Nakajima–Zwanzig–Gleichung, die die fol-
gende Gestalt besitzt [24, 27, 28, 29]
∂
∂t
ρˆ(I)(t) = −i trR
{
S(t, t0)QWˆ (I)(t0)
}
− i trR
{
L(I)S−R(t)rˆeq
}
ρˆ(I)(t)
−
t∫
t0
dτ trR
{
L(I)S−R(t)S(t, τ)QL(I)S−R(τ)rˆeq
}
ρˆ(I)(τ) . (2.19)
Da wir hier nicht auf den Einfluß von Anfangskorrelationen eingehen werden, wird
in Gl. (2.19) der erste Term vernachla¨ssigt, indem wir davon ausgehen, daß der
Dichteoperator des Gesamtsystems zum Zeitpunkt t0 in die Dichteoperatoren des
relevanten Systems und des Reservoirs faktorisiert, d. h. W (t0) = ρˆ(t0)rˆeq.
Es ist an dieser Stelle angebracht, zu betonen, daß der spezielle Ansatz in Gl.
(2.13) fu¨r den Projektionsoperator nicht bedeutet, das Reservoir bleibe im zeit-
lichen Verlauf fortwa¨hrend im thermischen Gleichgewicht. Vielmehr besteht eine
Zeitabha¨ngigkeit des reduzierten statistischen Operators des Reservoirs. Dieses Nicht-
gleichgewicht wird durch die Kopplung an das relevante System erzeugt. Indem wir
den reduzierten statistischen Operators des Reservoirs einfu¨hren gema¨ß
rˆ(I)(t) = trS
{
Wˆ (I)(t)
}
= trS
{
PWˆ (I)(t) +QWˆ (I)(t)
}
, (2.20)
erhalten wir aufgrund der Definition des Projektionsoperator P und Gl. (2.17)
rˆ(I)(t) = rˆeq − i
t∫
t0
dτ trS
{
S(t, τ)QL(I)S−R(τ)rˆeqρˆ(I)(τ)
}
. (2.21)
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Wie schon in Abschnitt 2.1 gesagt besitzt aber diese Zeitabha¨ngigkeit des statisti-
schen Operators des Reservoirs R keinen direkten Einfluß auf die Zeitabha¨ngigkeit
von ρˆ(I).
2.3 Standardform der Quanten–Master–Gleichung
Die Nakajima–Zwanzig–Gleichung (2.19) ist eine exakte Bewegungsgleichung fu¨r
den reduzierten statistischen Operator des relevanten Systems. Im Vergleich zur
Ausgangsgleichung fu¨r den reduzierten statistischen Operator des Gesamtsystems
ist bisher noch keine Na¨herung gemacht worden.3 Um eventuell konkrete Rechnun-
gen ausfu¨hren zu ko¨nnen, ist dies aber — mit Ausnahme von wenigen einfachsten
Modellsystemen — unabdingbare Voraussetzung.
Indem wir in Gl. (2.19) den Superoperator S durch den Identita¨tsoperator er-
setzen, fu¨hren wir die zweite Born’sche Na¨herung aus, d. h. es handelt sich um
Sto¨rungstheorie zweiter Ordnung in der System–Reservoir–Wechselwirkung.4 Damit
erhalten wir fu¨r ρˆ(I)
∂
∂t
ρˆ(I)(t) = −i〈L(I)S−R(t)〉R ρˆ(t)−
t∫
t0
dτ 〈L(I)S−R(t)(1−P)L(I)S−R(τ)〉R ρˆ(I)(τ)
= −i〈L(I)S−R(t)〉R ρˆ(t)−
t∫
t0
dτ 〈L(I)S−R(t)QL(I)S−R(τ)〉R ρˆ(I)(τ) , (2.22)
wobei wir von der folgenden Definition Gebrauch gemacht haben
〈...〉
R
= trR
{
...rˆeq
}
. (2.23)
Dieses ist die Standard–Quanten–Master–Gleichung formuliert im Wechselwirkungs-
bild. Wir werden aber im folgenden noch einige Manipulationen an ihr vornehmen,
um zu allgemein bekannteren Formen dieser grundlegenden Bewegungsgleichung fu¨r
den reduzierten statistischen Operator zu gelangen.
Der Vollsta¨ndigkeit halber sei hier auch die Form der Standard–Quanten–Master–
Gleichung in der Schro¨dinger–Darstellung angegeben
∂
∂t
ρˆ(t) = −i
(
LS(t) + 〈LS−R〉R
)
ρˆ(t)− Rˆ[ρˆ](t) . (2.24)
Hierbei lautet der zeitlich nichtlokale Relaxations–Superoperator
Rˆ[ρˆ](t) =
t∫
t0
dτ〈∆LS−RU0(t, τ) [∆LS−Rρˆ(τ)]U †0(t, τ)〉R . (2.25)
3 Abgesehen von der angesprochenen Vernachla¨ssigung von Anfangskorrelationen.
4 In den folgenden Betrachtungen gehen wir davon aus, daß das relevante System nicht explizit
zeitabha¨ngig ist, d. h. HS(t) = HS .
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Der Ausdruck ∆LS−R ist als Verbindung des Operators mit seinem zugeho¨rigen
Erwartungswert im Reservoir–Raum definiert worden gema¨ß
∆LS−R = LS−R − 〈LS−R〉R . (2.26)
Der Einschluß von ∆LS−Rρˆ(τ) aus Gl. (2.25) in eckige Klammern soll dabei verdeut-
lichen, daß der Superoperator ∆LS−R lediglich auf den reduzierten Dichteoperator
ρˆ(τ) wirkt.
Die folgenden Umformungen fu¨hren wir aber wieder im Wechselwirkungsbild aus.
Wie bereits in Kapitel 1 gehen wir davon aus, daß der Kopplungs–Hamiltonian HS−R
in Anteile aus System–Raum und Reservoir–Raum faktorisiert (siehe Gl. (1.5)). Wie
man dann sofort sieht, la¨ßt sich der erste Term auf der rechten Seite von Gl. (2.22)
auf folgende Weise schreiben
〈L(I)S−R(t)〉R ρˆ(t) =
1

∑
u
〈Φu〉R
[
K(I)u (t), ρˆ
(I)(t)
]
−
. (2.27)
Der Integrand des zweiten Termes von Gl. (2.22) la¨ßt sich umformen gema¨ß
〈L(I)S−R(t)(1−P)L(I)S−R(τ)〉R ρˆ(I)(τ)
=
∑
u,v
trR
{[
K(I)u (t)Φ
(I)
u (t),
[
K(I)v (τ)Φ
(I)
v (τ), rˆeqρˆ
(I)(τ)
]
−
]
−
}
−
∑
u,v
trR
{[
K(I)u (t)Φ
(I)
u (t), rˆeqtrR
{[
K(I)v (τ)Φ
(I)
v (τ), rˆeqρˆ
(I)(τ)
]
−
}]
−
}
=
∑
u,v
〈Φ(I)u (t)Φ(I)v (τ)〉R
[
K(I)u (t), K
(I)
v (τ)ρˆ
(I)(τ)
]
−
−
∑
u,v
〈Φ(I)v (τ)Φ(I)u (t)〉R
[
K(I)u (t), ρˆ
(I)(τ)K(I)v (τ)
]
−
−
∑
u,v
〈U+R (t, t0)ΦuUR(t, t0)〉R〈U+R (τ, t0)ΦvUR(τ, t0)〉R
[
K(I)u (t),
[
K(I)v (τ), ρˆ
(I)(τ)
]
−
]
−
=
∑
u,v
((
〈Φ(I)u (t− τ)Φv〉R − 〈Φu〉R〈Φv〉R
)[
K(I)u (t), K
(I)
v (τ)ρˆ
(I)(τ)
]
−
−
(
〈Φ(I)v (τ − t)Φv〉R − 〈Φv〉R〈Φu〉R
)[
K(I)u (t), ρˆ
(I)(τ)K(I)v (τ)
]
−
)
=
∑
u,v
(
〈∆Φu(t− τ)∆Φv(0)〉R
[
K(I)u (t), K
(I)
v (τ)ρˆ
(I)(τ)
]
−
− 〈∆Φv(τ − t)∆Φu(0)〉R
[
K(I)u (t), ρˆ
(I)(τ)K(I)v (τ)
]
−
)
. (2.28)
In Analogie zu Gl. (2.26) gilt fu¨r ∆Φu(t)
∆Φu(t) = Φ
(I)
u (t)− 〈Φu〉R . (2.29)
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D. h., dieser Operator beschreibt die Fluktuaktionen des Reservoir–Anteils von
HS−R in Hinblick auf seinen Erwartungswert. Die Reservoir–Beitra¨ge am Ende von
Gl. (2.28) entsprechen der Korrelationsfunktion Cuv(t)
Cuv(t) = 〈∆Φu(t)∆Φv(0)〉R . (2.30)
Vor allem fu¨r die Betrachtungen, die wir im Kapitel 4 anstellen werden, ist es vorteil-
haft die halbseitige Fourier–Transformation der Korrelationsfunktion auszufu¨hren
Cˆuv(ω) =
∞∫
0
dτeiωτ Cuv(τ) = −
∫
dω¯
2πi
Cuv(ω¯)
ω − ω¯ + iε , (2.31)
wobei die vollsta¨ndig Fourier–transformierte Korrelationsfunktion mit Cuv(ω) be-
zeichnet wird. Falls das Reservoir als ein Bad harmonischer Oszillatoren, die sich
im thermischen Gleichgewicht befinden und die linear an die Freiheitsgrade des re-
levanten Systems gekoppelt sind, beschrieben werden kann, ha¨ngt Cuv(ω) mit der
in Kapitel 1 eingefu¨hrten Spektraldichte Gl. (1.13) unter Verwendung der allgemein
bekannten Bose–Einstein–Verteilung n(ω) auf folgende Weise zusammen
Cuv(ω) = 2π
2
(
1 + n(ω)
)(
Juv(ω)− Juv(−ω)
)
. (2.32)
Fu¨r die Standard–Quanten–Master–Gleichung im Wechselwirkungsbild ergibt
sich also insgesamt
∂
∂t
ρˆ(I)(t) = − i

∑
u
〈Φu〉R
[
K
(I)
u (t), ρˆ(I)(t)
]
−
− 1

2
∑
u,v
t∫
t0
dτ
(
Cuv(t− τ)
[
K
(I)
u (t), K
(I)
v (τ)ρˆ(I)(τ)
]
−
−Cvu(τ − t)
[
K
(I)
u (t), ρˆ(I)(τ)K
(I)
v (τ)
]
−
)
. (2.33)
Wir fu¨hren an dieser Stelle auch eine etwas gea¨nderte Schreibweise der Standard–
Quanten–Master–Gleichung in der Wechselwirkungs–Darstellung an, da wir uns bei
der folgenden Markov–Na¨herung darauf beziehen werden. Dazu substituieren wir
das Integrationsargument τ Gl. (2.33) durch t− τ und erhalten
∂
∂t
ρˆ(I)(t) = − i

∑
u
〈Φu〉R
[
K
(I)
u (t), ρˆ(I)(t)
]
−
− 1

2
∑
u,v
t−t0∫
0
dτ
(
Cuv(τ)
[
K
(I)
u (t), K
(I)
v (t− τ)ρˆ(I)(t− τ)
]
−
−Cvu(−τ)
[
K
(I)
u (t), ρˆ(I)(t− τ)K(I)v (t− τ)
]
−
)
. (2.34)
In Gl. (2.34) lautet das Zeitargument des reduzierten statistischen Operators ρˆ(I) im
Integranden t−τ . D. h., daß der zeitliche Bereich vor dem Zeitpunkt t Einfluß auf die
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Zeitableitung von ρˆ(I) besitzt. Es handelt sich also um eine Nicht–Markov’sche Bewe-
gungsgleichung fu¨r den reduzierten statistischen Operator. Die Ursache dafu¨r liegt
darin, daß von der zeitlich lokalen, d. h. Markov’schen, Liouville–von–Neumann–
Gleichung (2.2) fu¨r den statistischen Operator Wˆ des Gesamtsystems (siehe Gl.
(2.1)) zu einer Bewegungsgleichung im relevantem System S, eben den reduzier-
ten statistischen Operator u¨bergegangen worden ist. Die entscheidende Eigenschaft
dieser Nicht–Markov’schen Bewegungsgleichung ist das Auftreten von Geda¨chtnisef-
fekten bei der Bestimmung des reduzierten statistischen Operators. Die Zeitspanne,
wie weit zuru¨ckreichend Geda¨chtnisseffekte Einfluß auf den Wert fu¨r den reduzierten
statistischen Operator besitzen, wird dabei maßgeblich durch die Reservoir–Korre-
lationsfunktion Cuv(t) (siehe Gl. (2.30)) bestimmt.
Gehen wir davon aus, daß eine charakteristische Zeit τmem existiert in der Art,
daß nur fu¨r Zeiten τ zwischen Null und τmem in der Standard–Quanten–Master–
Gleichung (2.34) die Ausdru¨cke im Integranden, mit denen der reduzierten stati-
stischen Operator verknu¨pft wird, in nicht vernachla¨ssigbarer Weise von Null ver-
schieden sind. Diese Zeit τmem ist dabei eng mit der sogenannten Korrelationszeit
der Reservoir–Korrelationsfunktion Cuv(t) verbunden. Ist dann daru¨berhinaus die
Vera¨nderung des reduzierten statistischen Operators ρˆ(I) innerhalb dieser durch τmem
gegebenen Zeitskala nahezu verschwindend gering, so kann in guter Na¨herung in-
nerhalb des Integranden
ρˆ(I)(t− τ) ≈ ρˆ(I)(t) (2.35)
gesetzt werden. Da also unter unserer Annahme fu¨r das Integral von Gl. (2.34) nur
das Zeitintervall zwischen Null und τmem relevant ist, ko¨nnen wir bei der oberen
Integrationsgrenze von t − t0 auch zum Limes t → ∞ u¨bergehen. Indem wir die-
se Na¨herungen bzgl. des Zeitarguments des reduzierten statistischen Operators im
Integranden und bzgl. der Integrationsgrenzen ausu¨ben, fu¨hren wir die sogenannte
Markov–Approximation durch und erhalten also fu¨r die Standard–Quanten–Master–
Gleichung in Markov–Na¨herung
∂
∂t
ρˆ(I)(t) = − i

∑
u
〈Φu〉R
[
K
(I)
u (t), ρˆ(I)(t)
]
−
− 1

2
∑
u,v
∞∫
0
dτ
(
Cuv(τ)
[
K
(I)
u (t), K
(I)
v (t− τ)ρˆ(I)(t)
]
−
−Cvu(−τ)
[
K
(I)
u (t), ρˆ(I)(t)K
(I)
v (t− τ)
]
−
)
. (2.36)
Wir werden speziell auf diese letzte Bewegungsgleichung fu¨r den reduzierten stati-
stischen Operator in Kapitel 4 zuru¨ckgreifen.
Indem wir Gl. (2.36) in der Schro¨dinger–Darstellung formulieren, erhalten wir
die Standard–Quanten–Master–Gleichung in Markov–Form im Schro¨dinger–Bild
∂
∂t
ρˆ(t) = − i

[
HS, ρˆ(t)
]
− −Dρˆ(t) . (2.37)
mit dem dissipativen Anteil
−Dρˆ(t) = − i

(
∆Hρˆ(t)− ρˆ(t)∆H+
)
−∆Dρˆ(t) . (2.38)
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Es treten also nicht–Hermite’sche Beitra¨ge des Hamiltonians auf
∆H = − i

∑
u
KuΛu . (2.39)
Zudem beinhaltet Gl. (2.38) einen sogenannten Sandwich–Term
−∆Dρˆ(t) = 1

2
∑
u
(
ΛuρˆKu + KuρˆΛ
+
u
)
. (2.40)
Die an dieser Stelle eingefu¨hrten Operatoren Λu lauten dabei
Λu =
∑
v
∞∫
0
dτCuv(τ)U
†
0 (−τ, t0)KvU0(−τ, t0) . (2.41)
Die Notation des dissipativen Anteils — gemeint ist Gl. (2.38) — der Standard–
Quanten–Master–Gleichung in Markov–Form ist a¨quivalent zu den entsprechenden
unterschiedlichen Ausdru¨cken, die in der Literatur (siehe z. B. [5, 24, 6, 27, 28, 29,
30, 31, 32, 33, 34]) angegeben worden sind. Es ist in diesem Zusammenhang allge-
mein bekannt, daß neben vielen vorteilhaften Eigenschaften der Standard–Quanten–
Master–Gleichung (sowohl in Nicht–Markov–Form als auch in Markov–Form) ihr
hauptsa¨chlicher Nachteil darin besteht, daß sie die Positivita¨t der Dichtematrix ver-
letzt.
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Teil III
Ein–Teilchen–Transfer
33

Kapitel 3
Nichtlineare
Quanten–Master–Gleichung
In der Standard–Quanten–Master–Gleichung ist mit Hilfe der Sto¨rungstheorie der
Einfluß des Reservoirs u¨ber die System–Reservoir–Kopplung auf das relevante Sy-
stem in zweiter Ordnung der Wechselwirkung beru¨cksichtigt worden. Sie ist daher
nur gu¨ltig, wenn die Wechselwirkung hinreichend klein ist. Das Reservoir beeinflußt
das relevante System einzig mittels thermischer Gleichgewichtsfluktuationen. Wir
sind darum in diesem Kapitel darum bemu¨ht, eine Methode zu entwickeln, wie fu¨r
den Fall einer relativ starken System–Reservoir–Wechselwirkung die Kopplung in
ho¨herer Ordnung der Sto¨rungstheorie beru¨cksichtigt werden kann. Der eingeschla-
gene Weg ist deshalb die Beru¨cksichtigung des Einflußes des relevanten Systems
auf das Reservoir aufgrund der bestehenden Kopplung zwischen beiden in Hinblick
auf die Ru¨ckreaktion auf das relevante System. Aus diesem Grunde ist eine der
grundlegenden Konzepte der zeitabha¨ngigen Projektionsoperator–Methode, daß in
diesem Formalismus das Reservoir durch einen zeitabha¨ngigen statistischen Opera-
tor beschrieben wird. Denn gerade dadurch ist es — wie bereits kurz in Abschnitt 2.1
erwa¨hnt — mo¨glich, daß die Ru¨ckwirkung des aus seinem thermischen Gleichgewicht
gebrachten Reservoirs auf das relevante System in die Berechnungen mit einbezo-
gen wird. Das Ziel dieses Kapitels ist dabei die Herleitung einer Bewegungsgleichung
fu¨r den reduzierten statistischen Operator, die u¨ber die Standard–Quanten–Master–
Gleichung hinausgeht. Diese werden wir als Nichtlineare Quanten–Master–Gleichung
bezeichnen. Konkrete numerische Rechnungen werden aber mit ihrer Hilfe nicht vor-
gestellt, da dies u¨ber den Rahmen dieser Arbeit hinausgehen wu¨rde.
3.1 Zeitabha¨ngige Projektionsoperator–Technik
Wird ein zeitabha¨ngiger Projektionsoperator P(t) in Analogie zu Gl. (2.13) einfu¨hrt,
indem rˆeq einfach durch rˆ
(I)(t) aus Gl. (2.20) ersetzt wird, so tritt in der dann abzu-
leitenden Bewegungsgleichung fu¨r ρˆ(I)(t) die Zeitableitung von rˆ(I)(t) auf. Um diese
zusa¨tzliche Komplikation zu vermeiden, machen wir Gebrauch von einer Definition
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von P(t), die auf Willis und Picard [35] zuru¨ckgeht
P(t) = ρˆ(I)(t)trS + rˆ(I)(t)trR − ρˆ(I)(t)rˆ(I)(t)trStrR . (3.1)
Dieser Ansatz stellt sicher, daß P(t) mit dem Zeitableitungsoperator kommutiert,
wenn dieser auf den statistischen Operator des Gesamtsystems wirkt, d. h.
∂P(t)
∂t
Wˆ (I)(t) = 0 . (3.2)
Daru¨berhinaus ergibt sich bei Anwendung dieses Projektors auf den Dichteoperator
des Gesamtsystems das Produkt aus den reduzierten statistischen Operatoren des
relevanten Systems und des Reservoirs. Der korrespondierende komplementa¨re Ope-
rator ist bei Einfu¨hrung eines zeitabha¨ngigen Projektionsoperator dann natu¨rlich
auch zeitabha¨ngig
Q(t) = 1−P(t) . (3.3)
Wir machen nun Gebrauch von P(t) und Q(t), um die Liouville–von–Neumann–
Gleichung (siehe Gl. (2.2)) in der folgenden Gestalt zu formulieren
∂
∂t
(P(t)Wˆ (I)(t)) = −iP(t)L(I)S−R(t)
[
P(t)Wˆ (I)(t) +Q(t)Wˆ (I)(t)
]
, (3.4)
und
∂
∂t
(Q(t)Wˆ (I)(t)) = −iQ(t)L(I)S−R(t)
[
P(t)Wˆ (I)(t) +Q(t)Wˆ (I)(t)
]
. (3.5)
Wie schon im zeitunabha¨ngigen Formalismus lo¨sen wir Gl. (3.5) und erhalten einen
Ausdruck, der zu Gl. (2.17) bis auf die Tatsache, daß Q jetzt zeitabha¨ngig ist,
vollkommen analog ist
Q(t)Wˆ (I)(t) = S(t, t0)Q(t0)Wˆ (I)(t0)
−i
t∫
t0
dτ S(t, τ)Q(τ)L(I)S−R(τ)P(τ)Wˆ (I)(τ) . (3.6)
Auch der Superoperator S schreibt sich wie in Gl. (2.18), wobei aber auch hier Q
durch die zeitabha¨ngige Gro¨ße Q(τ) ersetzt werden muß.
Indem wir Anfangskorrelationen zwischen S und R vernachla¨ssigen und außer-
dem Gl. (3.6) in Gl. (3.4) einsetzen, erhalten wir
∂
∂t
(
P(t)Wˆ (I)(t)
)
= −i P(t)L(I)S−R(t)P(t)Wˆ (I)(t)
−P(t)L(I)S−R(t)
t∫
t0
dτ S(t, τ)Q(τ)L(I)S−R(τ)P(τ)Wˆ (I)(τ) . (3.7)
Dieser Ausdruck entspricht der Nakajima–Zwanzig–Gleichung [24], wenn in dieser
der Anteil von mo¨glichen Anfangskorrelationen nicht beru¨cksichtigt wird.
3.1 Zeitabha¨ngige Projektionsoperator–Technik 37
Bevor wir im folgenden die Bewegungsgleichungen fu¨r ρˆ(I)(t) und rˆ(I)(t), die sich
direkt aus Gl. (3.7) durch entsprechende Spurbildungen ergeben, aufstellen werden,
fu¨hren wir noch einige im weiteren Verlauf nu¨tzliche abku¨rzende Schreibweisen ein,
die denen der Gln. (2.23) und (2.26) entsprechen, und zwar im einzelnen
〈...〉
S
(t) = trS
{
...ρˆ(I)(t)
}
, (3.8)
〈...〉
R
(t) = trR
{
...rˆ(I)(t)
}
, (3.9)
und
∆L(I)S−R(t) = L(I)S−R(t)− 〈L(I)S−R(t)〉S(t)− 〈L(I)S−R(t)〉R(t) . (3.10)
Zu beachten ist, daß diese im Unterraum des System S bzw. der Umgebung R ge-
bildeten Erwartungswerte zeitabha¨ngig sind. Die Zeitabha¨ngigkeit der Erwartungs-
werte ist wiederum auf die Zeitabha¨ngigkeit von ρˆ(I)(t) bzw. rˆ(I)(t) zuru¨ckzufu¨hren.
Dies ist ein Unterschied zum zeitunabha¨ngigen Projektionsoperator–Formalismus.
Unter Verwendung dieser Relationen lassen sich die zu ermittelnden Bewegungsglei-
chungen folgendermaßen schreiben
∂
∂t
ρˆ(I)(t) = −i〈L(I)S−R(t)〉R(t)ρˆ(I)(t)
−
t∫
t0
dτ〈L(I)S−R(t)S(t, τ)∆L(I)S−R(τ)〉R(τ)ρˆ(I)(τ) , (3.11)
und
∂
∂t
rˆ(I)(t) = −i〈L(I)S−R(t)〉S(t)rˆ(I)(t)
−
t∫
t0
dτ〈L(I)S−R(t)S(t, τ)∆L(I)S−R(τ)〉S(τ)rˆ(I)(τ) . (3.12)
Diese Gleichungen sind urspru¨nglich von Willis und Picard aufgestellt worden [35].
Die Definition von ∆L(I)S−R(t) in Gl. (3.10) deutet bereits auf die Nichtlinearita¨t der
beiden Gleichungen in Bezug auf ρˆ(I) und rˆ(I) hin. Diese Art der Nichtlinearita¨t
ru¨hrt dabei von der Verwendung eines Projektionsoperators her, der von beiden
reduzierten statistischen Operatoren in nichtlinearer Form abha¨ngt.
An dieser Stelle sei darauf hingewiesen, daß die Lo¨sung dieses Systems gekop-
pelter Bewegungsgleichungen zu einem Ausdruck fu¨r den reduzierten statistischen
Operator ρˆ(I) des relevanten Systems fu¨hrt, der a¨quivalent zu demjenigen ist, den
wir durch Lo¨sen der exakten Gl. (2.19) erhalten wu¨rde — natu¨rlich unter der Vor-
aussetzung identischer Anfangsbedingungen. D. h. also, daß sowohl Gl. (2.19) auf
der einen Seite als auch Gl. (3.11) zusammen mit Gl. (3.12) auf der anderen Seite
exakte Lo¨sungen der Liouville–von–Neumannn–Gleichung darstellen. Sobald aller-
dings Na¨herungen gemacht werden, kann dies erhebliche Unterschiede fu¨r den re-
duzierten statistischen Operator ρˆ(I) bewirken. Dies ist z. B. bereits in Abschnitt
2.3 bei der zweite Born’sche Na¨herung aufgetreten, wo S = 1 gesetzt wird und
dies den U¨bergang von Gl. (2.19) zu Gl. (2.24) ausmacht. Im na¨chsten Abschnitt
werden wir Bewegungsgleichungen ableiten, die gerade auf Na¨herungen solcher Art
zuru¨ckzufu¨hren sind.
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3.1.1 Na¨herungen
Bevor wir die zeitabha¨ngige Projektionsoperator–Methode zur Herleitung der Nicht-
linearen Quanten–Master–Gleichung anwenden werden, betrachten wir zuna¨chst ei-
nige generelle Na¨herungen bzgl. des Systems der gekoppelten Gln. (3.11) und (3.12),
wobei diese durchgefu¨hrten Na¨herungen als Referenzen fu¨r spa¨tere Rechnungen die-
nen werden.
Wenn wir in den Gln. (3.11) und (3.12) die Zeitintegrale auf der rechten Seite
vernachla¨ssigen wu¨rden, blieben nur solche Terme u¨brig, bei denen statt der Ope-
ratoren der System–Reservoir–Wechselwirkung ihre Erwartungswerte auftreten. Die
Kopplung zwischen relevantem System und Umgebung wirkt also in dieser Form
allein u¨ber solche sogenannten Mean–Field–Terme
∂
∂t
ρˆ(I)(t) = −i〈L(I)S−R(t)〉R(t)ρˆ(I)(t) ,
∂
∂t
rˆ(I)(t) = −i〈L(I)S−R(t)〉S(t)rˆ(I)(t) . (3.13)
Da diese beiden Gleichungen u¨ber gerade diese Mean–Field–Ausdru¨cke miteinan-
der gekoppelt sind, entspricht Gl. (3.13) den Bewegungsgleichungen in der Self–
Consistent–Field–Approximation (SCFA).
Wir verfolgen diesen Weg aber nicht weiter, sondern wollen die Qualita¨t einer
Na¨herung u¨berpru¨fen, die analog zum U¨bergang von Gl. (2.19) zu Gl. (2.22) ist. Im
Sinne der der zweiten Born’schen Na¨herung setzen wir als erstes in Gl. (3.11) S(t, τ)
identisch 1
∂
∂t
ρˆ(I)(t) = −i〈L(I)S−R(t)〉R(t)ρˆ(I)(t)
−
t∫
t0
dτ〈L(I)S−R(t)∆L(I)S−R(τ)〉R(τ)ρˆ(I)(τ) . (3.14)
Dieser Schritt hat jetzt einen zweiten Anteil, der zur Bewegungsgleichung fu¨r ρˆ(I)
beitra¨gt, zur Folge. Der erste Term gibt den Einfluß des Reservoirs auf das relevante
System u¨ber den Mean–Field–Term der System–Reservoir–Wechselwirkung wieder.
Die Auswirkung von Reservoirfluktuationen auf das relevante System ist dagegen im
zweiten Term impliziert. Ein bedeutender Unterschied von Gl. (3.14) gegenu¨ber Gl.
(2.22) ist die Tatsache, daß die Bildung der Erwartungswerte im Reservoir–Raum
selbst eine Zeitabha¨ngigkeit aufweist, da der reduzierte statistischen Operator des
Reservoirs zeitabha¨ngig ist. Hierauf ist bereits im Anschluß an die Definitionen Gln.
(3.8) und (3.9) hingewiesen worden. Außerdem werden im Ausdruck ∆L(I)S−R(τ) (sie-
he Gl. (3.10)) im zweiten Term die Erwartungswerte im System– und im Reservoir–
Raum vom eigentlichen Operator subtrahiert statt nur seines Erwartungswertes im
Reservoir–Raum (siehe Gl. (2.26)).
In einem weiteren Na¨herungsschritt wollen wir annehmen, daß Fluktuationen
im relevanten System keine Auswirkung auf die Reservoirdynamik besitzen. Daher
vernachla¨ssigen wir das gesamte Integral auf der rechten Seite von Gl. (3.12)
∂
∂t
rˆ(I)(t) = −i〈L(I)S−R(t)〉S(t)rˆ(I)(t) . (3.15)
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Im Gegensatz zur Standard–Quanten–Master–Gleichung wird also das zeitabha¨ngige
Verhalten des reduzierten statistischen Operator des Reservoirs beru¨cksichtigt und
durch die obige Bewegungsgleichung beschrieben. Da in den Ausdruck in spitzen
Klammern von Gl. (3.15) ρˆ(I)(t) eingeht, sind die Gln. (3.14) und (3.15) gekoppelte
Bewegungsgleichungen. Die Einfachheit von Gl. (3.15) erlaubt es, diese Gleichung
nach dem reduzierten statistischen Operator des relevanten Systems aufzulo¨sen. Die
Anfangsbedingung, die erforderlich ist, um das Gleichungssystem bestehend aus Gln.
(3.14) und (3.15) lo¨sen zu ko¨nnen, soll hier als ein unkorrelierter Zustand von S und
R angesetzt werden, der im einzelnen
Wˆ (I)(t0) = ρˆ
(I)(t0)rˆ
(I)(t0) , (3.16)
lautet, d. h. P(t0)Wˆ (I)(t0) = Wˆ (I)(t0) .
Wenn wir uns Gl. (3.14), die den reduzierten statistischen Operator des relevan-
ten Systems bestimmt, genauer ansehen, stellen wir zwei grundlegende Unterschiede
zwischen dieser Gleichung und der der Standard–Quanten–Master–Gleichung (2.24)
fest. Einerseits ist die rechte Seite von Gl. (3.14) nichtlinear in ρˆ(I), weil die Gro¨ße
∆L(I)S−R(t) aus Gl. (3.10) den Mean–Field–Term 〈L(I)S−R(t)〉S(t) beinhaltet. Dies ist
selbstversta¨ndlich ein grundlegender Unterschied zur Standard–Quanten–Master–
Gleichung, die eine in ρˆ(I) lineare Gleichung ist. Andererseits tritt in jedem Erwar-
tungswerte von Gl. (3.14) der zeitabha¨ngige Dichteoperator des Reservoirs auf, in
dessen Bewegungsgleichung Gl. (3.15) wiederum die Kopplung zwischen relevantem
System und Reservoir als Mean–Field wirkt. Gl. (3.14) zusammen mit Gl. (3.15)
stellen also eine Verbesserung der SCFA (siehe Gl. (3.13)) dar, weil nun der Einfluß
von dynamisch–induzierten Korrelationen beru¨cksichtigt wird.
3.1.2 U¨bergang ins Schro¨dinger–Bild
In Analogie zu Kapitel 2 machen wir einen Ansatz, bei dem der Kopplungs–Hamil-
tonian HS−R in Anteile aus System–Raum und Reservoir–Raum faktorisiert (siehe
Gl. (1.5)). Außerdem gehen wir von der Wechselwirkungsdarstellung fu¨r die Gln.
(3.14) und (3.15) zum Schro¨dinger–Bild u¨ber. In vo¨lliger U¨bereinstimmung zur For-
mulierung in der Wechselwirkungsdarstellung steht der Klammerausdruck 〈...〉
S
(t)
als abku¨rzende Schreibweise fu¨r den Ausdruck trS{...ρˆ(t)} mit ρˆ(t) als reduzierten
System–Dichteoperator im Schro¨dinger–Bild. (Und im selben Sinne gilt dies analog
fu¨r den Dichteoperator des Reservoirs rˆ(t).) An dieser Stelle sei auch an die Auf-
spaltung des Zeitentwicklungsoperators U0 aus Gl. (2.7) in die Anteile US und UR
erinnert (siehe Gln. (2.9) und (2.10)). Außerdem stellen wir den Reservoir–Anteil in
der Bewegungsgleichung fu¨r ρˆ mit Hilfe der Korrelationsfunktion
Cuv(t, τ) = 〈∆Φu(t, τ)∆Φv(τ)〉R(τ) (3.17)
dar, wobei gilt
∆Φu(t, τ) = U
†
R(t, τ)ΦuUR(t, τ)− 〈U †R(t, τ)ΦuUR(t, τ)〉R(τ) (3.18)
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und
∆Φv(τ) = ∆Φv(τ, τ) . (3.19)
Mit Hilfe dieser eingefu¨hrten Abku¨rzungen lassen sich die Bewegungsgleichungen fu¨r
ρˆ(t) und rˆ(t) im Schro¨dinger–Bild, wie folgt, schreiben
∂
∂t
ρˆ(t) = − i

[
HS +
∑
u
〈Φu〉R(t)Ku, ρˆ(t)
]
−
− 1

2
∑
uv
t∫
t0
dτ
{
Cuv(t, τ)
[
Ku, US(t, τ)
(
Kv − 〈Kv〉S(τ)
)
ρˆ(τ)U †S(t, τ)
]
−
−C∗uv(t, τ)
[
Ku, US(t, τ)ρˆ(τ)
(
Kv − 〈Kv〉S(τ)
)
U †S(t, τ)
]
−
}
, (3.20)
und
∂
∂t
rˆ(t) = − i

[
HR +
∑
u
〈Ku〉S(t)Φu, rˆ(t)
]
−
. (3.21)
In Gl. (3.20) treten dabei Terme proportional zum Mean–Field–Term 〈Kv〉S(τ) des
System–Anteils der Kopplung auf, die es innerhalb eines zeitunabha¨ngigen Formalis-
mus’ nicht gibt. In der Definition dieser Terme wirkt dabei der reduzierte statistische
Operator des relevanten Systems (siehe Gl. (3.8)). Daher ist die Bewegungsgleichung
(3.20) fu¨r ρˆ nichtlinear.
Um im weiteren auch auf eine etwas andere Darstellung zuru¨ckgreifen zu ko¨nnen,
schreiben wir die Korrelationsfunktion aus Gl. (3.17) zudem ohne die Verwendung
der in den Gln. (3.18) und (3.19) definierten Abku¨rzungen auf
Cuv(t, τ) = 〈Φu(t, τ)Φv〉R(τ)− 〈Φu(t, τ)〉R(τ)〈Φv〉R(τ) , (3.22)
wobei
Φu(t, τ) = U
†
R(t, τ)ΦuUR(t, τ) . (3.23)
In Gl. (3.22) steht rˆ(τ), wa¨hrend in der Korrelationsfunktion der Standard–Quanten–
Master–Gleichung an dieser Stelle rˆeq auftauchen wu¨rde. Dies ist eine Folge des
zeitabha¨ngigen Zugangs, bei dem der zeitunabha¨ngige Dichteoperator des thermi-
schen Gleichgewichts ja gerade durch den zeitabha¨ngigen Dichteoperator, der den
Nichtgleichgewichtszustand des Reservoir beschreibt, ersetzt worden ist.
3.2 Die Nichtlineare Quanten–Master–Gleichung
Im Rahmen einer weiterfu¨hrenden Diskussion werden wir dazu u¨bergehen, spezifi-
schere Eigenschaften des Reservoirs und der System–Reservoir–Kopplung vorauszu-
setzen. Wie lassen uns dabei von der Absicht leiten, eine geschlossene Bewegungsglei-
chung fu¨r den reduzierten Dichteoperator des relevanten Systems herzuleiten. Wie
bereits in Kapitel 1 gesagt, ist es im Rahmen von theoretischen Betrachtungen zu
offenen Molekularsystemen u¨blich, das Reservoir durch voneinander unabha¨ngige
harmonische Oszillatoren zu beschreiben (siehe Gl. (1.6)). Außerdem hatten wir
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dort auch schon erwa¨hnt, daß wir die System–Reservoir–Kopplung linear in den
Reservoir–Koordinaten formulieren (siehe Gl. (1.7)).
Nach Gl. (3.21) geht also aufgrund dieser beiden Annahmen in die Bewegungs-
gleichung fu¨r ρˆ(t) die Summe bestehend aus dem Hamiltonian HR fu¨r das Reservoir
unabha¨ngiger harmonischer Oszillatoren und dem Term
∑
u〈Ku〉S(t)Φu ein. Wegen
der Eigenschaften von HR in Gl. (1.6), der Faktorisierung von HS−R in Gl. (1.5) und
der Linearita¨t von Φu in den Reservoir–Ortsfreiheitsgraden in Gl. (1.7) la¨ßt sich die-
ser Ausdruck in Gl. (3.21) als ein Bad harmonischer Oszillatoren beschreiben, deren
Verschiebungen aus der jeweiligen Gleichgewichtslagen koha¨rent getrieben werden.
Fu¨r solch ein Modell kann die Zeitabha¨ngigkeit des reduzierten statistischen Ope-
rators in analytischer Form angegeben werden. rˆ(t) kann dann also als Funktional
von ρˆ(t) ausgedru¨ckt werden.
Um zu einer geschlossenen Gleichung fu¨r ρˆ(t) zu gelangen, mu¨ssen wir die Bewe-
gungsgleichung fu¨r den reduzierten Reservoir–Dichteoperator Gl. (3.21) lo¨sen. Als
Anfangsbedingung wa¨hlen wir dabei den Dichteoperator des thermischen Gleichge-
wichts, d. h. rˆ(t0) = rˆeq (siehe Gl. (2.4)). Indem wir den Zeitentwicklungsoperator,
der Gl. (3.21) lo¨st, in den durch Gl. (2.10) definierten Ausdruck UR und einen wei-
teren, im folgenden noch na¨her zu bestimmenden Operator S aufspalten, erhalten
wir fu¨r rˆ(t)
rˆ(t) = UR(t, t0)S(t, t0)rˆeqS
†(t, t0)U
†
R(t, t0) . (3.24)
Der eingefu¨hrte S–Operator beschreibt die Dynamik der harmonischen Reservoir–
Oszillatoren, die zwar ungekoppelt, aber durch ein zeitabha¨ngiges Feld ra¨umlich ver-
schoben sind. Dieses Feld ru¨hrt dabei von der Dynamik des relevanten Systems her.
Unter diesen Bedingungen ist es mo¨glich, den S–Operator analytisch zu bestimmen
(siehe Anhang A1 ). Damit ergibt sich fu¨r das Reservoir, daß es als Bad verschobener
Oszillatoren beschrieben werden kann. Wir erhalten also
S(t, t0) = exp
(
− i
∑
ξ
Im {λξ(t, t0)}
)
D
(
γ(t, t0)
)
, (3.25)
wobei der gebra¨uchliche Verschiebungsoperator (siehe z. B. [36])
D(f) = exp(
∑
ξ
fξc
†
ξ − h.c.) (3.26)
benutzt worden ist (bzgl. cξ siehe Gl. (1.6)). Daru¨berhinaus haben wir folgenden
Ausdruck eingefu¨hrt
γξ(t, t0) = −i
∑
u
t∫
t0
dτ eiωξ(τ−t0)kξ(u)〈Ku〉S(τ) . (3.27)
Durch Angabe von S(t, t0) ist der statistische Operator des Reservoirs rˆ(t) vollsta¨ndig
bestimmt. Wir benutzen den resultierenden Ausdruck, um den Erwartungswert von
1 Dort wird auch die Gro¨ße λξ definiert.
42 Nichtlineare Quanten–Master–Gleichung
Φu (siehe Gl. (1.7)) und die Korrelationsfunktion Cuv(t, τ) in Gl. (3.22) zu berech-
nen. Die Korrelationsfunktion schreiben wir dabei in folgender Form
Cuv(t, τ) = C˜uv(t, τ)− 〈Φu(t, τ)〉R(τ) 〈Φv〉R(τ) , (3.28)
wobei die Abku¨rzung C˜uv fu¨r den nicht–faktorisierten Anteil eingefu¨hrt worden ist.
Nun sind wir in der Lage, die zwei unterschiedlichen Anteile, die in der Korrelations-
funktion auftreten, zu ermitteln und somit dann auch eine nichtlineare geschlossene
Bewegungsgleichung fu¨r ρˆ anzugeben. Dieser Gleichung fu¨r ρˆ werden wir die Be-
zeichnung Nichtlineare Quanten–Master–Gleichung geben.
3.2.1 Der Self–Consistent–Field–Anteil
Um den Self–Consistent–Field (SCF)–Anteil, d. h. den Mean–Field–Term in Klam-
mern an erster Stelle von Gl. (3.20) zu erhalten,2 mu¨ssen wir zuna¨chst 〈Φu〉R(t)
ermitteln. Wir werden aber direkt den allgemeineren Ausdruck 〈Φu(t, τ)〉R(τ) be-
stimmen, da fu¨r die Berechnung der Korrelationsfunktion (3.28) diese erweiterte
Gro¨ße
〈Φu(t, τ)〉R(τ)
= trR
{
S†(τ, t0)U
†
R(t, t0)ΦuUR(t, t0)S(τ, t0)rˆeq
}
(3.29)
von Interesse ist und nach seiner Kenntnis, wir sofort 〈Φu〉R(t) angeben ko¨nnen,
indem wir t identisch τ setzen.
Die Anwendung von UR auf Φu hat trivialerweise einen mit der entsprechenden
Oszillator–Moden–Frequenz oszillierenden Anteil zur Folge. Der S–Operator dage-
gen bewirkt eine Verschiebung des Oszillator–Operators, so daß wir also
〈Φu(t, τ)〉R(τ)
=  trR
{∑
ξ
kξ(u)
(
[cξ + γξ(τ, t0)]e
−iωξ(t−t0) + [c†ξ + γ
∗
ξ (τ, t0)]e
iωξ(t−t0)
)
rˆeq
}
= 
∑
ξ
kξ(u)
(
γξ(τ, t0)e
−iωξ(t−t0) + c.c.
)
(3.30)
erhalten. Die letzte Umformung ist dabei in der Eigenschaft trR{cξ rˆeq} = 0 des
harmonischen Oszillators begru¨ndet.
Der SCF–Anteil an der gesamten Bewegungsgleichung fu¨r den reduzierten stati-
stischen Operator des relevanten Systems lautet somit (beachte die Definition von
γξ(t, t0) in Gl. (3.27)) (
∂ρˆ(t)
∂t
)
SCF
= Rˆ[ρˆ]
SCF
(t)
= −∑
uv
∑
ξ
t∫
t0
dτ
(
e−iωξ(t−τ) − c.c.
)
kξ(u)kξ(v)〈Ku〉S(τ)
[
Kv, ρˆ(t)
]
−
. (3.31)
2 Siehe Bemerkung zu Beginn von Abschnitt 3.1.1.
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Indem wir die Spektraldichte Juv(ω) =
∑
ξ
kξ(u)kξ(v)δ(ω − ωξ) (siehe Gl. (1.13))
benutzen, ko¨nnen wir auch schreiben
Rˆ[ρˆ]
SCF
(t) = −∑
uv
t∫
t0
dτ
∫
dω e−iω(t−τ)(
Juv(ω)− Juv(−ω)
) 〈Ku〉S(τ)[Kv, ρˆ(t)]− . (3.32)
Da die Klammerausdru¨cke 〈...〉
S
(t) gema¨ß trS{...ρˆ(t)} definiert worden sind, ist die-
ser SCF–Anteil also nichtlinear bzgl. des reduzierten statistischen Operators des
relevanten Systems, d. h. es besteht eine nichtlineare funktionale Abha¨ngigkeit der
Gro¨ße R[ρˆ]
SCF
(t) von ρˆ .
3.2.2 Beitra¨ge von Fluktuationen
Nun gehen wir dazu u¨ber, jene Teile von Gl. (3.20) zu berechnen, die auf Reser-
voirfluktuationen zuru¨ckgehen, d. h. die Integralterme auf der rechten Seite von
Gl. (3.20) sollen genauer studiert werden. Um den ersten Teil von Gl. (3.28), also
C˜nm(t, τ) , zu erhalten, mu¨ssen wir den folgenden Ausdruck ermitteln
C˜uv(t, τ) = trR
{
S†(τ, t0)U
†
R(t, t0)ΦuUR(t, t0)S(τ, t0)
S†(τ, t0)U
†
R(τ, t0)ΦvUR(τ, t0)S(τ, t0)rˆeq
}
. (3.33)
Unser Augenmerk gilt dabei den beiden Summationen u¨ber die Oszillator–Moden.
Wir schreiben Gl. (3.33) in folgender Form
C˜uv(t, τ) = 
2 trR
{
S†(τ, t0)
(∑
ξ1
kξ1(u)
(
cξ1e
−iωξ1 (t−t0) + h.c.
)× S(τ, t0) S†(τ, t0)
× ∑
ξ2 =ξ1
kξ2(v)
(
cξ2e
−iωξ2 (τ−t0) + h.c.
)
+
∑
ξ
kξ(u)
(
cξe
−iωξ(t−t0) + h.c.
)
×S(τ, t0) S†(τ, t0)× kξ(v)
(
cξe
−iωξ(τ−t0) + h.c.
))× S(τ, t0)rˆeq
}
. (3.34)
Die Wirkung der jeweiligen S–Operatoren kann wie im vorgehenden Abschnitt
beru¨cksichtigt werden. Es ist dann im weiteren Verlauf relativ einfach, die Spurbil-
dung auszufu¨hren. Im ersten Teil, wo ξ2 = ξ1 gilt, fallen die Beitra¨ge der Oszillator–
Operatoren weg, wohingegen im zweiten Teil die thermische Verteilung
trR
{
c†ξcξ rˆeq
}
= n(ωξ) (3.35)
fu¨r die ξ-te Oszillator–Mode eingefu¨hrt werden kann. Wenn wir also alle Terme
aufsummieren, erhalten wir
C˜uv(t, τ) = 
2
∑
ξ
kξ(u)kξ(v)(
(1 + n(ωξ))e
−iωξ(t−τ) + n(ωξ)eiωξ(t−τ)
)
+ 〈Φu(t, τ)〉R(τ) 〈Φv〉R(τ) . (3.36)
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Offensichtlich ist in Gl. (3.36) gerade der faktorisierte Anteil von Gl. (3.28) enthalten,
weshalb sich die gesamte Korrelationfunktion Gl. (3.17), wie folgt, zusammenfassen
la¨ßt
Cuv(t, τ) = 
2
∑
ξ
kξ(u)kξ(v)
(
(1 + n(ωξ))e
−iωξ(t−τ) + n(ωξ)eiωξ(t−τ)
)
. (3.37)
Die Zeitabha¨ngigkeit dieses Ausdruck ist also ausschließlich in Gleichgewichtsfluk-
tuationen des Reservoirs begru¨ndet. Irgendwelche Nichtgleichgewichts–Beitra¨ge sind
nicht vorhanden.
Als na¨chstes unterteilen wir den Kommutator des Integralterms in Gl. (3.20)
in einen zu Kv proportionalen Anteil und einen Anteil, in dem 〈Kv〉S(τ) auftritt.
In der Standard–Quanten–Master–Gleichung erscheint nur dieser erste Anteil, der
dann auch die Gleichgewichts–Korrelationfunktion (3.37) aufweist. Und analog zur
Standard–Quanten–Master–Gleichung beschreibt dieser Beitrag den Einfluß des Re-
servoirs u¨ber thermische Gleichgewichtsfluktuationen. Daher bezeichnen wir diesen
Anteil als Rˆ[ρˆ]eq(t) und schreiben ihn mit Hilfe der Spektralfunktion Gl. (1.13)
Rˆ[ρˆ]eq(t) = −
∑
uv
t∫
t0
dτ{∫
dωe−iω(t−τ)
(
1 + n(ω)
)(
Juv(ω)− Juv(−ω)
)[
Ku, US(t, τ)ρˆ(τ)KvU
†
S(t, τ)
]
−
− ∫ dωe−iω(t−τ)n(ω)(Juv(ω)− Juv(−ω))[Ku, US(t, τ)Kvρˆ(τ)U †S(t, τ)]−
}
. (3.38)
Wie man sofort sieht, ist Rˆ[ρˆ]eq(t) linear in ρˆ .
Entsprechend der obigen Unterteilung gibt es in Gl. (3.20) noch einen Term der
proportional zu 〈Kn〉S(τ) ist
Rˆ[ρˆ]nonl(t) =
∑
uv
t∫
t0
dτ
∫
dωe−iω(t−τ)
(
Juv(ω)− Juv(−ω)
)
〈Kv〉S(τ)
[
Ku, US(t, τ)ρˆ(τ)U
†
S(t, τ)
]
−
. (3.39)
Da 〈Kv〉S(τ) den Gro¨ße ρˆ entha¨lt, weist Rˆ[ρˆ]nonl(t) eine nichtlineare Abha¨ngigkeit
von ρˆ auf.
3.2.3 Die vollsta¨ndige Nichtlineare Quanten–Master–Glei-
chung
Wir sind nun in der Lage, die vollsta¨ndige und geschlossene Bewegungsgleichung fu¨r
ρˆ , d. h. die Nichtlineare Quanten–Master–Gleichung, anzugeben
∂
∂t
ρˆ(t) = − i

[HS, ρˆ(t)]− + Rˆ[ρˆ]SCF (t) + Rˆ[ρˆ]eq(t) + Rˆ[ρˆ]nonl(t) . (3.40)
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Die Gu¨ltigkeit der Beziehung trS{ρˆ} = 1 , d. h. die Erhaltung der Gesamtwahr-
scheinlichkeit, kann auf einfache Weise nachgewiesen werden. Wenn wir den SCF–
Anteil Gl. (3.32) mit dem nichtlinearen Beitrag Gl. (3.39) vergleichen, erhalten wir
Rˆ[ρˆ]
SCF
(t) + Rˆ[ρˆ]nonl(t) = −
∑
uv
t∫
t0
dτ
∫
dωe−iω(t−τ)
(
Juv(ω)− Juv(−ω)
)
〈Ku〉S(τ)
[
Kv, ρˆ(t)− US(t, τ)ρˆ(τ)U †S(t, τ)
]
−
. (3.41)
Anhand dieser Gleichung ko¨nnen wir eine teilweise Kompensation des SCF–Anteils
und des nichtlinearen Beitrags ausmachen. Falls wir insbesondere die Retardierung
von ρˆ im Sinne der Markov–Na¨herung vernachla¨ssigen, heben sich beide Terme ge-
genseitig weg.
Diese eventuelle Kompensation des SCF–Anteils ist mo¨glich, da — wie wir in
in Gl. (3.21) gesehen haben — die Abweichungen vom statistischen Operator des
thermischen Gleichgewichts rˆeq (siehe Gl. (2.4)) koha¨rent getriebene Verschiebun-
gen sind, und daher rˆ(t) kein zeitabha¨ngiger gemischter Zustand ist. Auf diese Wei-
se la¨sst sich die Korrelationsfunktion von Gl. (3.37) durch reine Gleichgewichts–
Korrelationsfunktionen darstellen. Die Gleichgewichts–Fluktuationen sind am An-
fang der betrachteten Zeitentwicklung aufgrund der vollzogenen Faktorisierung der
Anfangsbedingung fu¨r den gesamten statistischen Operator vorhanden. Dies ist eine
Folge der Definition der Reservoir–Korrelationfunktion (siehe Gl. (3.28)), bei der die
faktorisierten Anteile entfernt worden sind. Daher tragen diejenigen Terme, die von
Fluktuationen des Reservoir–Gleichgewichtszustand herru¨hren, und die nichtlinea-
ren Terme unabha¨ngig voneinander zur Nichtlinearen Quanten–Master–Gleichung
bei.
3.3 Nichtlineare Dichtematrix–Gleichungen
Wir werden nun fu¨r das in Kapitel 1 eingefu¨hrte allgemeine Modellsystem (siehe Gl.
(1.8)) zeigen, wie die Nichtlineare Quanten–Master–Gleichung zur der Beschreibung
von Teilchentransfer in molekularen Systemen herangezogen werden kann. Es sollen
allerdings nur die allgemeinen Dichtematrix–Gleichungen dargestellt werden und
nicht etwa numerische Rechnungen ausgefu¨hrt werden.
Indem wir die Zustandsdarstellung des relevanten Systems, die durch die Ge-
samtheit der in Abschnitt 1.2 eingefu¨hrten Zusta¨nde |α〉 (siehe Gl. (1.9)) definiert
wird, heranziehen, ko¨nnen wir zur Dichtematrix u¨bergehen
ραβ(t) = 〈α|ρˆ(t)|β〉 . (3.42)
Die zugeho¨rigen Bewegungsgleichungen ergeben sich aus Gl. (3.40) durch Bildung
der jeweiligen Matrixelemente, d. h.
∂
∂t
ραβ(t) = − i

∑
γ
(Hαγργβ(t)−Hγβραγ(t))
+〈α|Rˆ
SCF
[ρˆ](t)|β〉+ 〈α|Rˆeq[ρˆ](t)|β〉+ 〈α|Rˆnonl[ρˆ](t)|β〉 . (3.43)
46 Nichtlineare Quanten–Master–Gleichung
Die Zustandsdarstellung fu¨r die letzten drei Beitra¨ge lautet
〈α|Rˆ
SCF
[ρˆ](t)|β〉 =∑
γδε
t−t0∫
0
dτργδ(t− τ){(
γδγαε(τ)− γδγαε(−τ)
)
ρεβ(t)
−
(
γδγεβ(τ)− γδγεβ(−τ)
)
ραε(t)
}
, (3.44)
〈α|Rˆeq[ρˆ](t)|β〉 =
∑
γδεζ
t−t0∫
0
dτργδ(t− τ){
Uαε(τ)U
∗
δζ(τ)γζβεγ(−τ) + Uεγ(τ)U∗ζβ(τ)γαεδζ(τ)
−Uεζ(τ)U∗δβ(τ)γαεfγ(−τ)− Uαγ(τ)U∗ζε(τ)γεβδζ(τ)
}
(3.45)
und
〈α|Rˆnonl[ρˆ](t)|β〉 = −
∑
γδεζη
t−t0∫
0
dτρδγ(t− τ){(
γγδαε(τ)− γγδαε(−τ)
)
Uεζ(τ)U
∗
ηβ(τ)ρζη(t− τ)
−
(
γγδεβ(τ)− γγδεβ(−τ)
)
Uαζ(τ)U
∗
ηε(τ)ρζη(t− τ)
}
. (3.46)
Bei der Formulierung der gerade angefu¨hrten Gleichungen haben wir einige abku¨r-
zende Schreibweisen benutzt. So bezeichnet
Uαβ(t) = 〈α|US(t)|β〉 (3.47)
die Matrixelemente des Zeitentwicklungsoperators US. Weiterhin haben wir benutzt
(siehe auch Gl. (1.14))
γαβγδ(t) =
∫
dω eiωt
(
1 + n(ω)
)(
Jαβγδ(ω)− Jαβγδ(−ω)
)
. (3.48)
Aufgrund der Relation 1+n(ω) = −n(−ω) bedeutet der Wechsel vom Zeitargument
t hin zum Zeitargument −t, daß der Faktor 1 + n(ω) in γ durch n(ω) ersetzt wird.
Die Matrixelemente US vereinfachen sich zu exp(iωαβt), wenn die Zustandskopp-
lung Vαβ vernachla¨ssigt wird. Die U¨bergangsfrequenzen sind durch die in Anschluß
von Gl. (1.10) eingefu¨hrten Energien definiert als ωαβ = (Eα − Eβ)/. Andernfalls
ist es notwendig, die Eigenwerte und Eigenzusta¨nde des System–Hamiltonians HS
aus Gl. (1.11) zu bestimmen. Wir benennen diese Eigenwerte und Eigenzusta¨nde Eφ
bzw. |φ〉. Damit ist folgende Darstellung mo¨glich
Uαβ(t) =
∑
φ
〈α|φ〉e−iEφt/〈φ|β〉 . (3.49)
Die angegebene Zustandsdarstellung der Nichtlinearen Quanten–Master–Gleichung
(3.43) kann als ein geeigneter Ausgangspunkt fu¨r numerische Berechnungen dienen.
Kapitel 4
Lindblad–Typ der Dissipation und
die temperaturabha¨ngige
Monte–Carlo–Wellenfunktions–
Propagation
In Kapitel 3 haben wir eine Erweiterung der Standard–Quanten–Master–Gleichung,
die wiederum in Kapitel 2 dargestellt worden ist, zur Nichtlinearen Quanten–Master–
Gleichung hergeleitet. Im Unterschied dazu soll an dieser Stelle eine alternative
Methode zur Beschreibung der Zeitentwicklung eines an ein Reservoir gekoppel-
tes relevantes System vorgestellt werden. Das in diesem Kapitel zu bearbeitende
Verfahren der Monte–Carlo–Wellenfunktions–Methode ist ein Teil der sogenann-
ten Quanten–Trajektorien–Techniken. Diese sind in den letzten Jahren in der Li-
teratur entwickelt worden, um die Generierung einer stochastischen Einzelsystem–
Dynamik und der dazugeho¨rigen Ensemble–Dynamik im Einklang mit der Standard–
Quanten–Master–Gleichung zu ermo¨glichen [37, 38]. Aber auch fu¨r numerische Be-
rechnungen von dissipativen Systemen, deren Behandlung im Rahmen der herko¨mm-
lichen Dichtematrix–Theorie aufgrund des no¨tigen numerischen Aufwands sehr zeit-
intensiv oder nicht durchfu¨hrbar sind, sind diese Techniken geeignet [39, 40]. Bisheri-
ge Anwendungen beziehen sich bislang vor allem auf den Bereich der Quantenoptik
[41, 42, 43]. Dabei ist z. B. an die quantenmechanische Behandlung der Laser–
Ku¨hlung gedacht [37, 38, 44, 45]. Außerdem ist man in der Lage, die Dynamik von
Einzel–Atomen in einer Cavity zu beobachten. Aber auch fu¨r die Bearbeitung von
Einzel–Moleku¨l–spektroskopischen Untersuchungen [46, 47, 48] erscheint diese Me-
thode angebracht. Dagegen existiert nur ein geringer Umfang an Arbeiten, die die
Anwendung von stochastischen Wellenfunktions–Methoden auf molekulare Systeme
betreffen [39, 40, 49].
Der folgende entscheidende Gedanke ist allen verschiedenen Methoden gemein,
die bislang im Rahmen der Quanten–Trajektorien–Techniken entwickelt worden
sind: Der statistische Operator des relevanten Systems wird nicht mit Hilfe der Spur-
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bildung u¨ber die Freiheitsgrade der Umgebung gebildet,1 was dazu fu¨hren wu¨rde,
daß der Zustand des relevantes Systems nicht mehr als ein reiner Zustand verstanden
werden kann. Vielmehr greift man auf eine statistische Beschreibung eines Ensem-
bles identischer Systeme zuru¨ck. Es stellt sich dabei als zentrale Frage, welchen Ge-
setzma¨ßigkeiten dieses Ensemble im zeitlichen Verlauf unterliegt. Die Behandlung
des relevanten Systems geschieht mit Hilfe von Wellenfunktionen. Die in diesem
Zusammenhang scheinbare Unvereinbarkeit zwischen dem Wellenfunktions–Ansatz
und der Irreversibilita¨t von dissipativen Reaktionen wird dabei durch stochastische
Prozesse bei der Propagation der Wellenfunktionen aufgehoben [37].
In den spa¨ten achtziger Jahren wurde es mo¨glich, Experimente zur Wechselwir-
kung einzelner Atome mit dem Strahlungsfeld durchzufu¨hren. Diese Messungen un-
terstrichen die Wichtigkeit von Quantenspru¨ngen, d. h. elektronischen U¨berga¨ngen,
die unmittelbar auf der Zeitskala des jeweiligen Experiments erfolgen. Solche U¨ber-
ga¨nge werden durch die Kopplung der atomaren elektronischen Niveaus an das Re-
servoir der Strahlungsfeld–Moden verursacht. Die Quanten–Trajektorien–Methoden
sind als theoretisches Ru¨stzeug eingefu¨hrt worden, um gerade solch ein Verhalten
eines einzelnen offenen Quantensystems zu behandeln [37, 38, 50, 51, 52] (aktueller
Review–Artikel siehe auch [41]). Die allgemeine Herangehensweise an die damit zu-
sammenha¨ngende Dynamik des relevanten Systems ist die Annahme, die Kopplung
an die Umgebung fu¨hre zu Unterbrechungen der koha¨renten Bewegung. Die letztere
wird durch eine Schro¨dinger’sche Wellenfunktion beschrieben, wohingegen die Quan-
tenspru¨nge, die die unmittelbaren Abweichungen von der koha¨renten Bewegung dar-
stellen, durch zusa¨tzliche Annahmen eingebracht werden mu¨ssen. Aber unabha¨ngig
von den speziellen Eigenschaften der quantenmechanischen Einzelsystem–Dynamik
und ihrer Beschreibung muß das Ensemble–Mittel durch wohl definierte Gleichun-
gen fu¨r den damit in Zusammenhang stehenden reduzierten Dichteoperator ρˆ(t)
beschrieben werden. Denn selbstversta¨ndlich ist es notwendig, daß im Mittel die Be-
wegungsgleichung fu¨r den reduzierten statistischen Operator (siehe Gl. (2.5)) erfu¨llt
werden.
Man kann auch den Standpunkt vertreten, daß die MCWF–Methode eine im Ver-
gleich zur direkten Integration der Quanten–Master–Gleichung alternative und u. U.
effizientere Technik darstellt, ρˆ(t) zu bestimmen. Da der numerische Aufwand, der
erforderlich ist, ρˆ(t) zeitlich zu propagieren, proportional N2 ist, wobei N die Dimen-
sion des zugrundeliegenden Zustandsraum sei, scheint der Gebrauch der Quanten–
Trajektorien–Techniken bei Problemen sinnvoll, die in großen Zustandsra¨umen defi-
niert oder durch eine gro¨ßere Anzahl von Freiheitsgraden gekennzeichnet sind. Weil
na¨mlich bei Quanten–Trajektorien–Techniken der Dichteoperator des relevanten Sy-
stems durch Mittelung verschiedener effektiver Wellenfunktionen |Ψη(t)〉 gebildet
wird (siehe Gl. (2.6)), ist der numerische Aufwand fu¨r die zeitliche Propagation
einer effektiven Wellenfunktion nur proportional N .2
Obgleich die Quanten–Trajektorien–Techniken und insbesondere die Monte–
1 Dies macht man bei der Herleitung der Quanten–Master–Gleichung; siehe Gl. (2.12).
2 Natu¨rlich ist die letztlich resultierende numerische Effizienz essentiell von der Anzahl der
Wellenfunktionen abha¨ngig, die erforderlich sind, um eine gute Statistik zu erzielen.
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Carlo–Wellenfunktions–Methode in verschiedenen Bereichen der theoretischen Phy-
sik verwendet worden sind, ist bereits im urpsru¨nglichen Paper [38] betont wor-
den, daß es bislang nicht klar ist, ob die einzelne Wellenfunktion |Ψη(t)〉 tatsa¨chlich
die stochastische Dynamik eines einzelnen Quantensystems beschreibt. Ein Grund
fu¨r diese Ungewißheit ist die Tatsache, daß die Lindblad–Form der Dissipation3
in ihrer urspru¨nglichen Version unter Verwendung einer allgemeinen Begru¨ndung
(Halbgruppen–Argumentation) statt eines mikroskopischen Modells fu¨r die Wech-
selwirkung mit einer bestimmten Umgebung eingefu¨hrt worden ist. Deshalb ist auch
eine mo¨gliche Temperaturabha¨ngigkeit der Lindblad–Operatoren L+A und LA nicht
beru¨cksichtigt. Dagegen zielen die in diesem Kapitel angestellten Betrachtungen
darauf ab, daß dies nicht automatisch so gelten muß.
Im Gegensatz zur Herleitung der MCWF-Methode in der urspru¨nglichen Version
ist die Standard–Bewegungsgleichung fu¨r ρˆ(t)4 auf einem mikroskopischen Modell fu¨r
die Kopplung des betrachteten Quantensystems an ein Reservoir begru¨ndet und be-
schreibt Dissipation via thermische Gleichgewichts–Reservoir–Korrelationsfunktio-
nen.5 Die Standard–Quanten–Master–Gleichung ist im u¨brigen in der theoretischen
Chemischen Physik und der Theoretischen Chemie ein weit verbreiteter Zugang zur
Behandlung dissipativer Systeme [5] und ist im Zusammenhang mit der Beschrei-
bung von Sub–Pikosekunden–Pha¨nomenen in Moleku¨len im letzten Jahrzehnt von
Interesse.6
Das Konzept der Quantenspru¨nge ist in [37, 38, 51, 52] ausgearbeitet wor-
den und ist bekannt als Monte–Carlo–Wellenfunktions(MCWF)–Methode. In diesem
Kapitel soll der Nutzen der MCWF–Methode zur Beschreibung von molekularen
Systemen in der kondensierten Phase dargestellt werden. Die Idee des sogenann-
ten Quantum–State–Diffusion–Modells, das in mancher Hinsicht von der MCWF–
Methode abweicht, wurde als erste in [50] vorgestellt. Eine Ableitung, die auf Wahr-
scheinlichkeitsverteilungen in einem projektiven Hilbert–Raum begru¨ndet ist, ist
vor kurzem in [56, 57, 58] dargestellt worden. Im Unterschied dazu ist es ein be-
sonderes Anliegen der folgenden Darstellung, den Graben zwischen der Standard–
Quanten–Master–Theorie angewendet auf molekulare Systeme auf der einen Seite
und der temperaturabha¨ngigen Lindblad–Form der Dissipation und den MCWF–
Propagationstechniken fu¨r molekulare Freiheitsgrade auf der anderen Seite zu schlie-
ßen. Eine Grundvoraussetzung dafu¨r ist aber, einen mikroskopisch begru¨ndeten Su-
peroperator fu¨r die Beschreibung der Dissipation zur Verfu¨gung zu haben. Dieser
sollte die Temperatur des Reservoirs beru¨cksichtigen und vom Typ der Lindblad–
Form in Gl. (4.1) sein. Wir werden hier dem Vorschlag von [59] folgen, um einen
Typ des dissipativen Superoperators abzuleiten, der tatsa¨chlich die Lindblad–Form
3 Die Ausgangsgleichung fu¨r alle Quanten–Trajektorien–Techniken ist die sogenannte Lindblad–
Form der Dissipation. Auf diese werden wir im na¨chsten Abschnitt eingehen. In dieser Gleichung
wirken sogenannte Lindblad–Operatoren L+A und LA auf den reduzierten statistischen Operator ein
(siehe Gl. (4.1)).
4 Na¨mlich die Standard–Quanten–Master–Gleichung.
5 Dazu sei an dieser Stelle an die Ausfu¨hrungen in den vorangegangenen Kapiteln erinnert;
siehe auch [6, 24, 31].
6 Sogenannte Femtochemie; siehe [53, 54, 55].
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besitzt und auch aus einem mikroskopischen Modell fu¨r die Kopplung folgt.
4.1 Die Monte–Carlo–Wellenfunktions–Methode
Alle Quanten–Trajektorien–Techniken machen Gebrauch von der Lindblad–Form der
Dissipation [60], welche urspru¨nglich eingefu¨hrt worden ist, um die positive Semi–
Definitheit des Dichteoperators zu gewa¨hrleisten, d. h. 〈α|ρˆ(t)|α〉 ≥ 0 [61, 62, 63].7
Der dissipative Anteil der Dichteoperator–Gleichung kann durch einen Lindblad–Typ
des Superoperators R
L
abgeku¨rzt werden und wird u¨blicherweise in der folgenden
Form geschrieben
−R
L
ρˆ(t) = −
∑
A
{1
2
(
LAL
+
A, ρˆ(t)
)
+
− L+Aρˆ(t)LA
}
. (4.1)
Es muß dabei separat angegeben werden, in welcher Weise die Lindblad–Operatoren
L+A und LA wirken und was die Bedeutung der Indizes A ist. Mit Hilfe diesen
Typs der dissipativen Superoperatoren bestimmt man ein Bu¨ndel N verschiedener
zeitabha¨ngiger Wellenfunktionen (Zustandsvektoren) |Ψη(t)〉, die auf u¨bereinstim-
mende Art und Weise nach bestimmten Regeln erzeugt worden sind. Dann wird der
auf eine vorgegebene Anzahl atomarer oder molekularer Freiheitsgrade reduzierte
statistische Operator entsprechend der schon in Kapitel 2 angegebenen Gl. (2.6)
gebildet
ρˆ(t) = lim
N→∞
N∑
η=1
1
N
|Ψη(t)〉〈Ψη(t)| . (4.2)
Dabei wird hier angenommen, daß der reduzierte statistische Operator ρˆ einen ge-
mischten Zustand beschreibt, der aufgebaut ist aus Beitra¨gen reiner Zusta¨nde |Ψη〉.
Allerdings haben wir in Kapitel 2 gesehen, daß ρˆ das Ergebnis eines Prozesses ist,
bei dem eine Reduktion auf die geringe Zahl von Freiheitsgraden des betrachte-
ten Quantensystems stattgefunden hat. Dieses ist durch eine Spurbildung u¨ber die
Zusta¨nde der Umgebung erreicht worden (siehe Gl. (2.5)), d. h. wir haben dort
ρˆ(t) = trR{Wˆ (t)} gesetzt. U¨blicherweise wird der statistische Operator des Gesamt-
systems (kleines aktives System plus Umgebung) in der Hinsicht verstanden, daß
er einen gemischten Zustand gema¨ß Wˆ (t) =
∑
n wn|Ψn(t)〉〈Ψn(t)| beschreibt. Daher
ist es eine gesonderte Hypothese, diese Struktur, wie sie in Gl. (4.2) gegeben ist,
auf den reduzierten statistischen Operator anzuwenden. Indem man diese Hypothe-
se zugrunde legt, arbeitet man im Rahmen der MCWF-Methode, wobei man sich
dabei um Zeitschritte δt fortbewegt (siehe [38]).
Wie schon im vorhergehenden Abschnitt gesagt, ist es unser Ziel, ein mikro-
skopisch begru¨ndetes Modell fu¨r die MCWF–Methode zu finden, das fu¨r endliche
Reservoir–Temperaturen Gu¨ltigkeit besitzt. Das wird aber hauptsa¨chlich bedeuten,
7 Ein erster Versuch, eine Verallgemeinerung der stochastischen Wellenfunktions–Methoden auf
Quanten–Master–Gleichungen zu erzielen, die nicht von der Lindblad–Form sind, ist z. B. in [64]
gegeben.
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daß wir einen Superoperator R
L
8 fu¨r die Lindblad–Form der Dissipation herleiten,
der gerade die endliche Reservoir–Temperatur beru¨cksichtigt. Zuna¨chst werden wir
jedoch im restlichen Teil dieses Abschnittes die Grundzu¨ge der MCWF-Methode,
wie sie in z. B. [37, 38] behandelt worden sind, darstellen.
Wenn man mit |Ψ(t)〉 zur Zeit t startet, bestimmt man die Vera¨nderung die-
ses Zustandsvektors linear im Zeitintervall δt. Zu diesem Zweck wird der anti-
hermitesche Anteil ∆H = −i∑A LAL+A/2 zum System–Hamiltonian HS (siehe
Gl. (1.1)) hinzugefu¨gt. Wir erhalten einen Zustandsvektor zum Zeitpunkt t+ δt, der
nicht normiert ist
|Ψ˜(t + δt)〉 =
(
1− i

(HS + ∆H)δt
)
|Ψ(t)〉 . (4.3)
Die Abweichung δN von der richtigen Normierung (linear in δt) betra¨gt
δN = 2i

〈Ψ(t)|∆H|Ψ(t)〉δt
≡
∑
A
δNA =
∑
A
〈Ψ(t)|LAL+A|Ψ(t)〉δt . (4.4)
Nun bestimmen wir eine Zufallszahl ε zwischen Null und Eins und fu¨hren dann
einen Quantensprung durch, wenn ε < δN ist,9 andernfalls wird der aus Gl. (4.3)
stammende Zustandsvektor nur normiert, weshalb wir also im letzteren Fall fu¨r die
Zeit t + δt
|Ψ(t+ δt)〉 = 1√
1− δN |Ψ˜(t + δt)〉 . (4.5)
erhalten. Falls aber ein Quantensprung durchgefu¨hrt werden muß, schreiben wir
|Ψ(t + δt)〉 = 1√
δNA/δt
L+A|Ψ(t)〉 . (4.6)
Welcher Operator L+A dabei angewendet werden muß, wird in Abha¨ngigkeit von
der Wahrscheinlichkeitsverteilung δNA/δN entschieden. Aufgrund der statistischen
Merkmale dieses Verfahrens ko¨nnten auch unterschiedliche Zustandsvektoren |Ψη(t)〉
generiert werden. Der reduzierte statistische Operator kann dann entsprechend Gl.
(4.2) gebildet werden.
Aufgrund der zentralen Bedeutung dieses Vorgehens beweisen wir an dieser Stelle
explizit, daß der auf diese Art und Weise zeitlich propagierte reduzierte statistische
Operator tatsa¨chlich der Bewegungsgleichung
∂
∂t
ρˆ(t) = −i
(
LS(t) + 〈LS−R〉R
)
ρˆ(t)−R
L
ρˆ(t) (4.7)
8 Der mit Index L gekennzeichnete Relaxations–SuperoperatorRL steht fu¨r den im Unterschied
zu R aus Gl. (2.25) der Lindblad–Form entsprechenden Superoperator.
9 Da δN eine kleine Zahl ist, kommt ein Quantensprung relativ selten vor.
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gehorcht.10 Wir schreiben also fu¨r ρˆ(t + δt) gema¨ß Gl. (4.2)
ρˆ(t + δt) =
N∑
η=1
1
N
(
(1− δNη) |Ψ˜η(t + δt)〉√
1− δNη
〈Ψ˜η(t + δt)|√
1− δNη
+δNη
∑
A
δNA,η
δNη
L+A|Ψη(t)〉√
δNA,η/δt
〈Ψη(t)|LA√
δNA,η/δt
)
=
N∑
η=1
1
N
(
|Ψ˜η(t + δt)〉〈Ψ˜η(t + δt)|+ δt
∑
A
L+A|Ψη(t)〉〈Ψη(t)|LA
)
=
N∑
η=1
1
N
(
|Ψη(t)〉〈Ψη(t)| − i

(HS + ∆H)δt|Ψη(t)〉〈Ψη(t)|
+|Ψη(t)〉〈Ψη(t)| i

(HS + (∆H)
+)δt + δt
∑
A
L+A|Ψη(t)〉〈Ψη(t)|LA
)
+O((δt)2)
=
N∑
η=1
(
|Ψη(t)〉〈Ψη(t)| − i

δt
[
HS, |Ψη(t)〉〈Ψη(t)|
]
−
−δt∑
A
(
1
2
[
LAL
+
A, |Ψη(t)〉〈Ψη(t)|
]
+
− L+A|Ψη(t)〉〈Ψη(t)|LA
))
+O((δt)2) . (4.8)
Wenn wir uns an dieser Stelle daran erinnern, daß ρˆ(t) = lim
N→∞
N∑
η=1
1
N
|Ψη(t)〉〈Ψη(t)|
(siehe Gl. (4.2)) gilt, erhalten wir also
ρˆ(t + δt) = ρˆ(t)− i

δt
[
HS, ρˆ(t)
]
−
−δt∑
A
(
1
2
[
LAL
+
A, ρˆ(t)
]
+
− L+Aρˆ(t)LA
)
+O((δt)2) . (4.9)
Dies bedeutet aber fu¨r die Zeitableitung des reduzierten statistischen Operators
unter Vernachla¨ssigung von Termen der Ordnung O((δt)2) gerade
∂
∂t
ρˆ(t) = − i

[
HS, ρˆ(t)
]
−
−R
L
ρˆ(t) . (4.10)
Damit ist also gezeigt, daß der aufgrund der MCWF-Methode zeitlich propagierte
reduzierte statistische Operator die Ausgangs–Bewegungsgleichung erfu¨llt.
Inzwischen existieren verschiedene Verallgemeinerungen der urspru¨nglichen sto-
chastischen Wellenfunktions–Methoden, die den Zweck verfolgen, nichtlineare Dich-
tematrix–Gleichungen zu propagieren [65], Nicht–Markov–Effekte zu beru¨cksichtigen
[64, 66, 67, 68] und sogenannte Dephasing–Prozesse zu simulieren [69] (siehe Ab-
schnitt 4.4).
10 In diesem Zusammenhang sei an Gl. (2.24) erinnert.
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4.2 Relation zur Quanten–Master–Gleichung und
zeitliches Mittelungsverfahren
Nach der Einfu¨hrung der MCWF-Methode in Abschnitt 4.1 werden wir im fol-
genden die bereits mehrmals angeku¨ndigte Verallgemeinerung der Lindblad–Form
der Dissipation fu¨r den Fall eines an ein Reservoir endlicher Temperatur gekop-
pelten relevanten Systems behandeln. Um dieses zu erreichen, wenden wir ein spe-
zielles Mittelungsverfahren auf die Markov–gena¨herte Standard–Quanten–Master–
Gleichung (2.36) in der Wechselwirkungs–Darstellung an.11 Auf dessen Grundlage
ist es mo¨glich, in Abschnitt 4.5 mikroskopisch begru¨ndete und temperaturabha¨ngige
Lindblad–Operatoren herzuleiten. Dies versetzt uns dann in die Lage, die MCWF–
Methode bei endlichen Temperaturen auf jegliche Art von Systemen anzuwenden.12
Die Anwendung im Rahmen der Zustandsdarstellung wird dann auch der im Orts-
raum gegenu¨bergestellt. Unterschiedliche Beispiele, unter ihnen auch Elektron- und
Exzitontransfer in molekularen Systemen, werden in Abschnitt 4.6 betrachtet.
Es ist allgemein bekannt, daß die Standardform der Quanten–Master–Gleichung,
wie sie in Kapitel 2 dargestellt ist, im Unterschied zur Lindblad–Typ der Dissipati-
on nicht gewa¨hrleistet, daß der reduzierte statistische Operator positiv semi–definit
ist.13 Jedoch hat bereits Davies in [59] einen Zugang vorgeschlagen, wie dieser Feh-
ler behoben werden kann. Wir werden im folgendem diesen Weg beschreiten, um
einen dissipativen Superoperator zu erhalten, der die positive Semi–Definitheit von
ρˆ garantiert. Dazu muß es sich um einen Superoperator vom Lindblad–Typ gema¨ß
Gl. (4.1) handeln.
Der Zugang baut auf der Idee auf, die Dichtematrix–Gleichung in Hinblick auf
irrelevante schnelle Oszillationen zu mitteln. Die Herleitung stellt die Operator–
Version der u¨blichen Sa¨kular–Approximation dar (siehe z. B. [5, 6]). Um die Mit-
telung auszufu¨hren, greifen wir auf die Wechselwirkungs–Darstellung der Markov–
gena¨herten Standard–Quanten–Master–Gleichung Gl. (2.36) zuru¨ck, bei der die Zeitabha¨ngigkeit
der Dichtematrix allein durch den dissipativen Anteil bestimmt ist. Damit ist es ein-
fach, die Oszillationen des dissipativen Teils herauszumitteln. Dafu¨r wird die rechte
Seite von Gl. (2.36) bzgl. der Eigenzusta¨nde |α〉, |β〉 usw. des System–Hamiltonians
entwickelt. Die zugeho¨rigen Eigenwerte werden als Eα, Eβ usw. bezeichnet, wobei
die U¨bergangsfrequenzen ωαβ = (Eα −Eβ)/ lauten. Man erha¨lt also
∂
∂t
ρˆ(I)(t) = − 1

2
∑
u,v
∑
α,β,γ,δ
∞∫
0
dτe−iωγδ τ exp
(
i(ωαβ + ωγδ)(t− t0)
)
K
(u)
αβ K
(v)
γδ(
Cuv(τ)|α〉〈β| × |γ〉〈δ|ρˆ(I)(t) + Cvu(−τ)ρˆ(I)(t)|γ〉〈δ| × |α〉〈β|
−Cuv(τ)|γ〉〈δ|ρˆ(I)(t)|α〉〈β| − Cvu(−τ)|α〉〈β|ρˆ(I)(t)|γ〉〈δ|
)
. (4.11)
11In Anhang B geben wir der Vollsta¨ndigkeit halber auch die konvolutionsfreie Form fu¨r die
Bewegungsgleichung des reduzierten statistischen Operators an; siehe dazu z. B. [5, 24, 31].
12Auch u¨ber den harmonischen Oszillator hinaus, der in [38, 39, 40] behandelt worden ist.
13 Siehe Bemerkung zu Beginn von Abschnitt 4.1.
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Die Zeitmittelung betrifft nur denjenigen oszillierenden Term mit der Frequenzkom-
bination ωαβ +ωγδ. Dies fu¨hrt zu der Forderung ωαβ +ωγδ = 0. Zudem folgt aus dem
ersten Term auf der rechten Seite von Gl. (4.11), daß β = γ gelten muß, und aus
dem zweiten Term entsprechend δ = α. Um die Zeitmittelung auszufu¨hren, legen
wir die Annahme zugrunde, daß die einzige Konfiguration mit ωαβ + ωγδ = 0 dann
vorliegt, wenn α = β und γ = δ bzw. α = δ und β = γ ist. D. h., wir schließen
die Mo¨glichkeit aus, daß Spektren mit entarteten Niveaus oder Spektren mit glei-
chen Niveauabsta¨nden (wie z. B. beim harmonischen Oszillator) existieren ko¨nnten.
Folglich ergibt sich aus Gl. (4.11)
∂
∂t
ρˆ(I)(t) ≈ − 1

2
∑
u,v
∑
α,β
∞∫
0
dτ
{
K
(u)
αβ K
(v)
βα e
iω
αβ
τ
(
Cuv(τ)|α〉〈α|ρˆ(I)(t) + Cvu(−τ)ρˆ(I)(t)|β〉〈β|
−Cuv(τ)|β〉〈α|ρˆ(I)(t)|α〉〈β| − Cvu(−τ)|α〉〈β|ρˆ(I)(t)|β〉〈α|
)
−K(u)ββ K(v)ααCuv(τ)|α〉〈α|ρˆ(I)(t)|β〉〈β|
−K(u)ααK(v)ββ Cvu(−τ)|α〉〈α|ρˆ(I)(t)|β〉〈β|
}
. (4.12)
Es ist einfach in das Schro¨dinger–Bild zuru¨ckzukehren, denn die Struktur des dissipa-
tiven Anteils der Standard–Quanten–Master–Gleichung bleibt dabei unvera¨ndert.14
Man braucht lediglich ρˆ(I)(t) durch ρˆ(t) ersetzen. Im Sinne einer kompakteren Schreib-
weise definieren wir
Γˆα→β =
1

2
∑
u,v
Cˆuv(ωαβ)K
(u)
αβ K
(v)
βα . (4.13)
Diese Gro¨ße kann als verallgemeinerte U¨bergangsrate aufgefaßt werden. Sie erlaubt
es uns, die ersten beiden Terme auf der rechten Seite von Gl. (4.12) abzuku¨rzen.
Cˆ(ω) bezeichnet die halbseitige Fourier–Transformation der Korrelationsfunktion
und ist bereits in Gl. (2.31) eingefu¨hrt worden. Falls wir Cˆ(ω) durch C(ω) ersetzen,
nennen wir diesen Ausdruck dann Γα→β anstelle von Γˆα→β. Man kann zeigen, daß
Γα→β = Γˆα→β + Γˆ∗α→β (4.14)
gilt, was beweist, daß Γα→β eine reelle Gro¨ße ist. Dies trifft fu¨r den dritten und
vierten Term von Gl. (4.12) zu. Um auch fu¨r die letzten beiden verbliebenen Beitra¨ge
eine abku¨rzende Notation zu finden, schreiben wir
Γ˜αβ =
1

2 (1− δα,β)
∑
u,v
Cuv(ω = 0)K
(u)
ββ K
(v)
αα . (4.15)
An dieser Stelle ist es notwendig, den soeben definierten Ausdruck genauer zu be-
trachten; denn es zeigt sich, daß dieser Beitrag in Gl. (4.12) fu¨r eine Verletzung der
14 Innerhalb dieses Kapitels ist im folgenden unter der Standard–Quanten–Master–Gleichung
immer ihre Markov–gena¨herte Form zu verstehen.
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Gesamtwahrscheinlichkeits–Erhaltung verantwortlich ist, d. h., daß
∑
α ∂ραα/∂t = 0
gelten wu¨rde. Denn wie man sofort anhand von Gl. (4.12) erkennt, heben sich in der
Summe der Diagonalterme die ersten vier Terme gegenseitig zu Null auf, wohingegen
aufgrund der letzten beiden Terme gelten wu¨rde∑
α
∂ραα(t)
∂t
=
1

2
∑
u,v
∑
α
Cuv(ω = 0)K
(u)
ααK
(v)
ααραα(t) . (4.16)
Im Rahmen der hier anzustellenden Betrachtungen werden deshalb die Diagonalele-
mente vernachla¨ssigt, wie es im u¨brigen bereits in Gl. (4.15) schon getan worden
ist.
Der vollsta¨ndige dissipative Teil der Standard–Quanten–Master–Gleichung wird
durch die Wirkung des zeitlich gemittelten Superoperators ausgedru¨ckt, der die fol-
gende Gestalt hat
−Rρˆ(t) = −∑
α
(∑
β
Γˆα→β|α〉〈α|ρˆ(t) + ρˆ(t)
∑
β
Γˆ∗α→β|α〉〈α|
)
+
∑
α,β
Γα→β|β〉〈α|ρˆ(t)|α〉〈β|+
∑
α,β
Γ˜αβ|α〉〈α|ρˆ(t)|β〉〈β| . (4.17)
Um ein tieferes Versta¨ndnis fu¨r die so hergeleitete Gleichungsstruktur zu gewinnen,
wenden wir uns kurz der Bedeutung der einzelnen Terme zu. Wir beginnen mit dem
Term, der proportional zu Γα→β ist. Dieser weist sowohl auf der rechten als auch
auf der linken Seite von ρˆ U¨berga¨nge von Zusta¨nden |α〉 zu Zusta¨nden |β〉 auf. Die-
sen Sachverhalt kann man sich auch anhand von Gl. (2.32) verdeutlichen, welche
Gu¨ltigkeit besitzt, wenn die Kopplung an das Reservoir linear bzgl. der Reservoir-
koordinaten ist. Die U¨bergangsrate lautet dann
Γα→β = 2π
∑
u,v
K
(u)
αβ K
(v)
βα
×
((
1 + n(ωαβ)
)
Juv(ωαβ) + n(ωβα)Juv(ωβα)
)
. (4.18)
Die U¨bergangsprozesse finden dabei vom Zustand |α〉 in niedrigere Niveaus (propor-
tional 1 + n(ωαβ)) und in ho¨here Niveaus (proportional n(ωβα)) statt. Die Beitra¨ge
proportional Γˆα→β, die eine Erweiterung des System–Hamiltonians um einen nicht–
hermiteschen Anteil ∆H darstellen, ko¨nnen folgendermaßen geschrieben werden
∆H = −i
∑
α,β
Γˆα→β|α〉〈α| . (4.19)
Wenn man diese Definition zugrunde legt, liest sich Gl. (4.17) auf folgende Weise
−Rρˆ(t) = − i

(
∆Hρˆ(t)− ρˆ(t)∆H+
)
−∆Rρˆ(t) , (4.20)
wobei −∆Rρˆ den dritten und vierten Term von Gl. (4.17) repra¨sentieren soll und
u¨blicherweise als Sandwich–Term bezeichnet wird, da er die gleichzeitige Wirkung
von links und von rechts auf ρˆ darstellt. Dabei vermitteln die Terme proportional
zu Γ˜ Streuprozesse, bei denen kein Energieaustausch stattfindet (reine Dephasing–
Prozesse).
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4.3 Energie–Darstellung
Es ist an dieser Stelle sinnvoll, die Vorga¨nge bei der zeitlichen Mittelung in Beziehung
zur bekannten Sa¨kular–Na¨herung [5, 6] zu setzen. Aus diesem Grunde geben wir
die Energie–Darstellung einiger Gleichungen des vorherigen Abschnittes an. In der
Energie–Darstellung schreiben wir fu¨r den nicht–hermiteschen Hamiltonian aus Gl.
(4.19)
− i

〈α|∆H|β〉 = −δα,β
∑
γ
Γˆα→γ (4.21)
und fu¨r den dissipativen Anteil der Standard–Quanten–Master–Gleichung
−〈α|Rρˆ(t)|β〉 = −
(∑
γ
Γˆα→γ +
∑
γ
Γˆ∗β→γ
)
ραβ(t)
+δα,βΓγ→αργγ(t) + Γ˜αβραβ(t) . (4.22)
Sodann geben wir eine solche Notation der obigen Gleichung an, welche nach Diagonal–
und Nichtdiagonal–Elementen der Dichtematrix geordnet ist
−〈α|Rρˆ(t)|β〉 = −δα,β
(∑
γ
Γα→γραα(t)−
∑
γ
Γγ→αργγ(t)
)
−(1− δα,β)
(∑
γ
(Γˆα→γ + Γˆ∗β→γ)− Γ˜αβ
)
ραβ(t) . (4.23)
Der Diagonal–Teil beschreibt die Besetzungsverteilung entsprechend einer gewo¨hn-
lichen Ratengleichung. Der Zerfall der Nichtdiagonal–Elemente der Dichtematrix
wird durch die Raten Γˆ bestimmt, wobei der Realteil als Standard–Dephasing–Rate
aufgefaßt werden kann.
Die durch Gl. (4.23) gegebene Energie–Darstellung des dissipativen Teils der
Standard–Quanten–Master–Gleichung entspricht dem Resultat, das man auch durch
einen Zugang u¨ber den Redfield–Tensor und die Anwendung der Sa¨kular–Na¨herung
erha¨lt [5, 6].
4.4 Beitra¨ge zum reinen Dephasing
Unter reinem Dephasing ist diejenige Art von Wechselwirkungs–Prozessen (Streu-
ung) zwischen dem aktiven System und dem Reservoir zu verstehen, bei der kein
Energieaustausch stattfindet. Daher werden also zum reinen Dephasing solche U¨ber-
gangsraten in Gl. (4.23) beitragen, bei denen die Diagonal–Teile (α → α) nicht
verschwinden. Eine genauere Betrachtung desjenigen Beitrags zu Gl. (4.23), der
Dephasing beschreibt (Nichtdiagonal–Teil), zeigt, daß neben Γ˜ auch die zwei verall-
gemeinerten Raten Γˆ dazu beitragen ko¨nnen. Tatsa¨chlich ist es so, daß Γˆα→β einen
Beitrag der Korrelationsfunktion aufweist, wenn der Diagonal–Teil von K
(u)
αβ existiert
(siehe Gl. (4.13)). Wir schreiben
Γˆα→β = δα,βΓˆ(dia)α + (1− δα,β)Γˆ(od)α→β . (4.24)
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Der erste Teil ergibt zusammen mit Γ˜ die komplette Rate fu¨r reines Dephasing
r
(pd)
αβ = (1− δα,β) 1

2
∑
u,v
(
Cˆuv(ω = 0)K
(u)
ααK
(v)
αα
+Cˆ∗uv(ω = 0)K
(u)
ββ K
(v)
ββ − Cuv(ω = 0)K(u)ββ K(v)αα
)
. (4.25)
Es ha¨ngt dabei von der Frequenzabha¨ngigkeit der Korrelationsfunktion ab, insbe-
sondere im Grenzfall ω → 0, ob reines Dephasing in der Tat vorliegt.
4.5 Lindblad–Form der Dissipation
Nachdem wir in den vorhergehenden Abschnitten ausfu¨hrlich die zeitliche Mittelung
der Standard–Quanten–Master–Gleichung und die daraus hervorgehenden Terme
diskutiert haben, werden wir im folgenden zeigen, wie man die Lindblad–Form der
Dissipation (siehe Gl. (4.1)) daraus erha¨lt. Zu diesem Zwecke beno¨tigen wir einen
allgemeingu¨ltigen Ausdruck fu¨r ∆H aus Gl. (4.19) und den u¨brigen Anteil −∆R
(siehe Gl. (4.20)). Diesen Ausdruck bekommen wir, wenn wir Γˆ durch ReΓˆ ≡ Γ/2
ersetzen und den Beitrag proportional Γ˜ vernachla¨ssigen. Daher ordnen wir Gl.
(4.17) entsprechend der folgenden Aufteilung um
−Rρˆ(t) = −R
L
ρˆ(t)−R
non−L ρˆ(t) . (4.26)
Der erste Anteil kann nun entsprechend der Lindblad–Form geschrieben werden, wie
im weiteren gezeigt werden wird. Der zweite Anteil, der nicht vom Lindblad–Typ
ist, lautet
−R
non−L ρˆ(t) = −
∑
α,β
i Im Γˆα→β|α〉〈α|ρˆ(t)
+ρˆ(t)
∑
α,β
i Im Γˆα→β|α〉〈α|+
∑
α,β
Γ˜αβ|α〉〈α|ρˆ(t)|β〉〈β| . (4.27)
In der Zustandsdarstellung wirkt dieser Term ausschließlich auf Nichtdiagonal–-
Elemente der Dichtematrix und sto¨rt deshalb nicht die Erhaltung der Gesamt–-
Wahrscheinlichkeit. Aber das Nichtvorliegen einer Lindblad–Struktur verhindert,
wie schon in Abschnitt 4.1 erla¨utert worden ist, daß die Standardform der MCWF–
Methode darauf angwendet werden kann. Eine denkbare Bearbeitung dieser Terme
zusammen mit dem Beitrag des reinen Dephasings ist vor kurzem in [69] dargelegt
worden. Im weiteren werden wir uns in diesem Kapitel auf die Lindblad–Form der
Dissipation beziehen, die folgendermaßen aussieht
−R
L
ρˆ(t) = −
∑
α,β
{1
2
(
Γα→β|α〉〈α|, ρˆ(t)
)
+
− Γα→β|β〉〈α|ρˆ(t)|α〉〈β|
}
. (4.28)
Um zu zeigen, daß dieser Ausdruck identisch mit der Lindblad–Form aus Gl. (4.1)
ist, ersetzen wir |α〉〈α| durch |α〉〈β| × |β〉〈α| und fu¨hren den folgenden Lindblad–
Operator
L+A =
√
Γα→β|β〉〈α| (4.29)
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ein, wobei A = (α, β) sei. Damit haben wir — wie leicht u¨berpru¨ft werden kann —
in der Tat Gl. (4.1) reproduziert, wobei wir (i) ein mikroskopischen Modell zugrunde
gelegt und (ii) die Temperatur des Reservoir beru¨cksichtigt haben.
Um den Einluß endlicher Temperaturen klar herauszustellen, greifen wir auf Gl.
(4.18) zuru¨ck. Daru¨berhinaus gehen wir von einem nicht–entarteten und heterogenen
Spektrum aus. Die U¨bergangsrate kann folgendermaßen aufgespaltet werden
Γα→β = Γ
(down)
α→β + Γ
(up)
α→β . (4.30)
Der erste Term auf der rechten Seite lautet dabei
Γ
(down)
α→β = 2π
∑
u,v
K
(u)
αβ K
(v)
βα
(
1 + n(ωαβ)
)
Juv(ωαβ) (4.31)
und beschreibt U¨berga¨nge, die im Spektrum nach unten fu¨hren (ωα > ωβ). U¨ber-
ga¨nge, die zu ho¨heren Zusta¨nden fu¨hren (ωα < ωβ), werden dagegen durch folgenden
Ausdruck wiedergegeben
Γ
(up)
α→β = 2π
∑
u,v
K
(u)
αβ K
(v)
βαn(ωβα)Juv(ωβα) . (4.32)
Dies erlaubt es uns die Lindblad–Operatoren in folgender Weise zu schreiben
L+α→β = Θ(ωαβ)
√
Γ
(down)
α→β |β〉〈α|+ Θ(ωβα)
√
Γ
(up)
α→β |β〉〈α| . (4.33)
Dadurch werden U¨berga¨nge vom jeweiligen Zustand |α〉 nach oben und nach unten
vermittelt. (Die Stufenfunktionen sind dabei nur aus dem Grunde eingefu¨hrt worden,
um den Unterschied zwischen beiden Termen augenfa¨lliger zu machen.)
4.5.1 Die Monte–Carlo–Wellenfunktions–Methode in der Zu-
standsdarstellung
Die Betrachtungen von Abschn. 4.5 werden an dieser Stelle weitergefu¨hrt, um schließ-
lich u¨ber diejenigen Formeln verfu¨gen zu ko¨nnen, die dazu erforderlich sind, die
MCWF–Methode in der Zustandsdarstellung, wie sie z. B. in [38] behandelt worden
ist, durchfu¨hren zu ko¨nnen. Daher ermitteln wir den Entwicklungskoeffizienten des
zeitabha¨ngigen Zustandsvektors, den wir durch die MCWF–Methode erzeugt haben
Cα(t) = 〈α|Ψ(t)〉 . (4.34)
Fu¨r Gl. (4.3) in der Zustandsdarstellung erhalten wir
〈α|Ψ˜(t + δt)〉 ≡ C˜α(t + δt) = (1− i

Eαδt)Cα(t)− 1
2
∑
A
〈α|LAL+A|Ψ(t)〉δt . (4.35)
Indem wir zur Zustandsdarstellung des Lindblad–Operator–Terms u¨bergehen, be-
kommen wir ∑
A
〈α|LAL+A|β〉 = δα,β
∑
γ
Γα→γ ≡ δα,β/τα . (4.36)
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Im letzten Teil dieses Ausdrucks haben wir dabei die Gesamt–U¨bergangsrate fu¨r
U¨berga¨nge, die vom Zustand |α〉 wegfu¨hren, durch die inverse Lebensdauer dieses
Zustands bezeichnet. Dadurch sind wir in der Lage, Gl. (4.35) zu schreiben entspre-
chend
C˜α(t + δt) =
(
1− ( i

Eα +
1
τα
)
δt
)
Cα(t) . (4.37)
Diesbezu¨glich kann dann die Norm δN folgendermaßen ausgedru¨ckt werden
δN = δt
∑
α
| Cα(t) |2
τα
≡
∑
A
δNA =
∑
α,β
| Cα(t) |2 Γα→β δt , (4.38)
wobei wir δNA mit δNαβ =| Cα(t) |2 Γα→β δt gleichgesetzt haben.
Fu¨r die Zustandsdarstellung der Quantenspru¨nge (siehe Gl. (4.6)) von Anfangs-
zustand |β〉 in den Endzustand |α〉 gilt
Cα(t + δt) =
√
Γβ→αδt
δNβα Cβ(t) ≡
Cβ(t)
| Cβ(t) | . (4.39)
Der Endzustand nach dem Quantensprung ist also — wie schon in Abschnitt 4.1
erla¨utert — ein Resultat einer Zufallsentscheidung und keine U¨berlagerung von
Zusta¨nden, sondern vielmehr der Zustand |α〉. Dieser Einzelzustand besitzt aber
die Phase des Anfangszustandes. Falls kein Quantensprung ausgefu¨hrt wird, gilt
Cα(t + δt) = C˜α(t + δt)/
√
1− δN . (4.40)
Das beschriebene Verfahren erzeugt die Entwicklungskoeffizienten des Zustands-
vektors fu¨r jeden Zeitpunkt t ≡ tn = t0 + nδt. Gema¨ß Gl. (4.2) ergibt sich also
ραβ(t) =
N∑
η=1
1
N
C(η)∗α (t)C
(η)
β (t) . (4.41)
Die MCWF–Methode in der Zustandsdarstellung ist z. B. in [39, 40] angewendet
worden.
4.5.2 Die Monte–Carlo–Wellenfunktions–Methode in der Ko-
ordinatendarstellung
An dieser Stelle ist es angebracht, die Koordinatendarstellung der MCWF–Methode
darzustellen, da sie numerische oder methodische Vorteile gegenu¨ber der Energiedar-
stellung besitzt, wenn die Eigenzusta¨nde des relevanten Systems nicht oder nur unter
erheblichen Aufwand berechenbar sind [49]. Die Koordinatendarstellung erhalten wir
ausgehend von der Zustandsdarstellung, indem wir von der Vollsta¨ndigkeitsrelation
1 =
∫
dx|x〉〈x| an den geeigneten Stellen in der Herleitung Gebrauch machen. Die
Koordinatendarstellung der Basiszusta¨nde lautet 〈x|α〉 = φα(x) , wa¨hrend Ψ(x, t)
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mit 〈x|Ψ(t)〉 in Verbindung gebracht wird. Wenn keine Quantenspru¨nge vollzogen
werden, liegt folgende Gleichung vor
Ψ˜(x, t + δt) = (1− i

HS)Ψ(x, t)δt− i

∫
dy∆H(x, y)Ψ(y, t)δt . (4.42)
Fu¨r den Integralkern gilt
i

∆H(x, y) =
1
2
〈x|
∑
A
LAL
+
A|y〉 =
1
2
∑
α
φα(x)φ
∗
α(y)
1
τα
. (4.43)
Die damit zusammenha¨ngenden Norma¨nderungen ko¨nnen folgendermaßen formu-
liert werden
δNαβ =|
∫
dxφ∗α(x)Ψ(x, t) |2 Γα→βδt . (4.44)
Der Quantensprung wird erzeugt entsprechend
Ψ(x, t + δt) = φα(x)
√
Γβ→αδt
δNβα
∫
dy φ∗β(y)Ψ(y, t)
≡ φα(x)
∫
dy φ∗β(y)Ψ(y, t)
|
∫
dy φ∗β(y)Ψ(y, t) |
, (4.45)
wobei das Verfahren, das zugeho¨rige Quantenzahl–Pa¨rchen (α, β) auszuwa¨hlen, in
Abschnitt 4.1 beschrieben worden ist. Falls kein Quantensprung durchgefu¨hrt wird,
bekommen wir
Ψ(x, t + δt) =
Ψ˜(x, t + δt)√
1− δN . (4.46)
Die hergeleiteten Formeln zeigen, daß auch bei Verwendung der Koordinatendar-
stellung die Bestimmung der Wellenfunktionen φα(x) und der damit verbundenen
U¨bergangsfrequenzen ωαβ des Spektrums erforderlich ist. Allerdings sollte es unter
bestimmten Bedingungen mo¨glich sein, fu¨r den Integralkern (siehe Gl. (4.43)) eine
Na¨herungslo¨sung zu finden, indem bereits bekannte Basisfunktionen verwendet wer-
den. Auf diese Weise ko¨nnte also vermieden werden, φα(x) und ωαβ berechnen zu
mu¨ssen. Wenn z. B. eine mittlere inverse Lebensdauer 1/τ anstelle der unterschied-
lichen 1/τα in Gl. (4.43) eingeht, wird der Integralkern eine lokale Gro¨ße und ergibt
sich zu δ(x−y)/2τ . Dieser approximative Zugang fu¨r die Dissipation ist vollsta¨ndig,
falls die Quantenspru¨nge zu ebenfalls bekannten Funktionen φ˜(x) fu¨hren wu¨rden, die
die korrekten Eigenfunktionen na¨herungsweise darstellen mo¨gen. Ein dazu mo¨gliches
alternatives Vorgehen ist in [49] vorgestellt worden, bei der ein spezieller Lindblad–
Typ fu¨r den dissipativen Term −Rρˆ mit Hilfe der Koordinatendarstellung ermittelt
wird.
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4.6 Anwendungen
Im letzten Abschnitt dieses Kapitels werden wir zwei Beispiele fu¨r die Anwendung
der MCWF–Methode auf dem Gebiet der molekularen und chemischen Physik an-
geben. A¨hnlich wie in Kapitel 3 entwickeln wir hier fu¨r unterschiedliche dissipa-
tive molekulare Quantensysteme die grundlegenden Gleichungen, mit deren Hilfe
Rechnungen auf der Basis der der MCWF–Methode fu¨r diese Systeme ausfu¨hrbar
sind. Dagegen werden Ergebnisse konkreter numerischer Rechnungen nicht vorge-
stellt. Anhand der Gln. (4.31) und (4.31) la¨ßt sich im u¨brigen Relaxation im Mehr–
Niveau–System direkt behandeln. Die Eigenschaften solcher Systeme sind vor allem
in Abschnitt 1.2 beschrieben worden.
4.6.1 Ultraschnelle Elektrontransfer–Reaktionen
Wenn man ultraschnelle Elektrontransfer–Reaktionen, die normalerweise auf einer
Sub–Pikosekunden–Zeitskala ablaufen, genauer untersuchen will, muß man die ge-
meinsame Bewegung der Elektronen und Kerne beru¨cksichtigen und damit auch
elektronische und vibronische Koha¨renzen behandeln. Ein mo¨glicher Weg, Proble-
me solcher Art anzugehen, besteht darin, daß das aktive System nicht nur durch die
elektronischen Freiheitsgrade bestimmt wird, sondern auch durch einige ausgewa¨hlte
vibronische Moden [30, 32]. In dieser Betrachtungsweise bilden die verbleibenden vi-
bronischen Freiheitsgrade dann das thermische Bad. Die Form des entsprechenden
molekularen Hamiltonians haben wir bereits in Gl. (1.8) eingefu¨hrt, doch geben wir
ihn noch einmal in ein leicht vera¨nderter Notation an
Hmol =
∑
m,n
(
δm,nHm(Q) + (1− δm,n)Vmn(Q)
)
|ϕm〉〈ϕn| . (4.47)
Wenn man sich fu¨r die diabatische Darstellung entscheidet, bezeichnen |ϕm〉 die dia-
batischen elektronischen Zusta¨nde und betreffen dabei das Donator–Niveau (m =
D), das Akzeptor–Niveau (m = A) und einige Bridge–Niveaus (m = B1, B2, ...)
dazwischen. Der Ausdruck in Gl. (4.47) beinhaltet den vibronischen Hamiltonian
Hm, der zu den unterschiedlichen elektronischen Zusta¨nden geho¨rt, und Vmn, das
die elektronische Zustandskopplung darstellt. Beide Gro¨ßen ha¨ngen von dem Satz Q
der Kernkoordinaten ab. Die vibronischen Wellenfunktionen, die als Eigenzusta¨nde
von Hm definiert sind, werden mit |χmM〉 bezeichnet, wobei M der Satz der vibroni-
schen Quantenzahlen sei. Die Kopplung der (aktiven) Koordinaten q an die anderen
Reservoir–Freiheitsgrade wird in — bezogen auf die elektronischen Quantenzahlen
— Diagonalform dargestellt.15 Fu¨r den System–Anteil von Gl. (1.5) schreiben wir
dabei
Km = fm(Q)|ϕm〉〈ϕm| . (4.48)
Selbstversta¨ndlich kann der molekulare Hamiltonian von Gl. (4.47) diagonalisiert
werden, was zur sogenannten adiabatischen Darstellung fu¨hren wu¨rde. Man erhielte
15 Siehe Gl. (1.5), wobei aber Index u durch m ersetzt worden ist.
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eine Gleichungsstruktur, die vollkommen analog zu denen in den vorhergehenden
Abschnitten dieses Kapitels wa¨ren, und die Durchfu¨hrung der MCWF–Methode
wa¨re also somit direkt klar. Jedoch bleiben in vielen Fa¨llen noch nichtadiabatische
Kopplungen u¨brig. Wir werden jedoch im folgenden in der diabatischen Darstellung
rechnen. Auf diese Art werden wir zeigen, wie man die in den vorigen Abschnit-
ten abgeleiteten Formeln fu¨r diesen Fall verallgemeinern muß. Diese Vorgehensweise
kann daru¨berhinaus im Falle einer kleinen Transfer–Kopplung Vmn angebracht er-
scheinen.16 In Folge der Annahme kleiner Vmn kann man sich dann auf die Betrach-
tung von dissipativen Vorga¨ngen beschra¨nken, die ausschließlich in den diabatischen
Zusta¨nden ablaufen.17
Um die diabatische Beschreibung der Dissipation, d. h. Relaxation in Nicht–
Eigenzusta¨nde, in die Lindblad–Form bringen zu ko¨nnen, muß man von den all-
gemeinen dissipativen Termen in der Standard–Quanten–Master–Gleichung zu der
zeitlich gemittelten Version −Rρˆ (siehe Gl. (4.17)) u¨bergehen. Damit dies bewerk-
stelligt werden kann, mu¨ssen wir innerhalb der dissipativen Terme den Zeitentwick-
lungsoperator U
(0)
S = exp(−iH(0)S t/) statt US = exp(−iHSt/) benutzen (siehe Gl.
(2.9), d. h. der Einfluß der Zwischenzentren-Kopplung wird vernachla¨ssigt. Der Ha-
miltonian nullter Ordnung lautet hier H
(0)
S =
∑
m Hm(q). Daraus ergibt sich fu¨r die
Lindblad–Operatoren, die in Gl. (4.29) eingefu¨hrt worden sind,
L+A =
√
ΓmM→nN |ϕm〉|χmM 〉〈χnN |〈ϕn| . (4.49)
Indem man die konkrete Form der System–Reservoir–Kopplung aus Gl. (1.5) in Gl.
(4.18) verwendet, erha¨lt man
ΓmM→nN = δm,n 2π | fmM,mN |2
×
((
1 + n(ωmM,mN)
)
Jmm(ωmM,mN) + n(ωmN,mM )Jmm(ωmN,mM)
)
. (4.50)
Wie erwartet sind die U¨bergangsraten diagonal in Hinblick auf die diabatischen
elektronischen Quantenzahlen.
Als na¨chstes geben wir eine Entwicklung des reduzierten statistischen Operators
bezu¨glich der elektronischen Zusta¨nde an
ρˆmn(t) = 〈ϕm|ρˆ(t)|ϕn〉 . (4.51)
Diese Gro¨ße ist ein Operator im Zustandsraum der Kernfreiheitsgrade. Die Standard–
Quanten–Master–Gleichung lautet also
∂
∂t
ρˆmn(t) = − i

(
Hmρˆmn(t)− ρˆmn(t)Hn
)− 〈ϕm|RL ρˆ(t)|ϕn〉 , (4.52)
16 Klein verglichen mit den typischen vibronischen Energiequanten der aktiven Moden qj .
17 Wann immer allerdings diese Na¨herung nicht mehr angebracht ist, sollte man die diabatischen
Darstellung verwerfen und den Transferprozess unter Verwendung von adiabatischen Zusta¨nden
berechnen.
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wobei das elektronische Matrixelement des dissipativen Anteils mit Hilfe des oben
definierten Lindblad–Operators anders geschrieben werden kann
l+mM→mN =
√
ΓmM→mN |χmN〉〈χmM | . (4.53)
Diese Operatoren wirken ausschließlich im Zustandsraum der vibronischen Freiheits-
grade und beschreiben die Besetzung von energetisch ho¨her oder niedriger liegenden
Niveaus im vibronischen Spektrum. Das elektronische Matrixelement des dissipati-
ven Anteils lautet
−〈ϕm|RL ρˆ(t)|ϕn〉 = −12
∑
M,N
lmM→mN l+mM→mN ρˆmn(t)
−ρˆmn(t)12
∑
M,N
lnM→nN l+nM→nN + δm,n
∑
M,N
l+mM→mN ρˆmm(t)lmM→mN . (4.54)
Eine Anfangsbedingung fu¨r den reduzierten statistischen Operator ko¨nnte eine ther-
mische Verteilung innerhalb der vibronischen Niveaus des Donator–Zustandes ϕD
sein, d. h., daß wir fordern
ρˆmn(t0) = δm,nδm,D
exp−(HD/kBT )
trvib{exp−(HD/kBT )} . (4.55)
HD ist der vibronische Donator–Hamiltonian, und trvib{...} bedeutet die Spur u¨ber
die vibronischen Freiheitsgrade. (Natu¨rlich muß man fu¨r den Fall von photoindu-
ziertem ultraschnellen Elektrontransfer das optische Pra¨parationsverfahren genauer
betrachten.)
Wenn wir uns auf denjenigen Teil von Gl. (4.54) beschra¨nken, der bzgl. der dia-
batischen elektronischen Quantenzahlen diagonal ist, ist dieser vom Lindblad–Typ.
Damit ist fu¨r diesen Diagonal–Anteil die MCWF–Methode, wie wir sie in diesem
Kapitel vorgestellt haben, anwendbar. Dagegen ergibt sich fu¨r den Nicht–Diagonal–
Teil keine Lindblad–Form. Denn der Sandwich–Term verschwindet fu¨r den nicht–
diagonalen Anteil. Dieses Ergebnis ist in der Struktur der System–Reservoir–Kopp-
lung (siehe Gl. (1.5)) begru¨ndet, die diagonal in den diabatischen elektronischen
Quantenzahlen ist. Infolgedessen wirkt der dissipative Superoperator entweder nur
von links oder von rechts auf ρˆmn. Das Fehlen eines Sandwich–artigen Terms bedeu-
tet, daß keine Quantenspru¨nge bei Anwendung der MCWF–Methode stattfinden
wu¨rden. Diese Schlußfolgerung ist sofort offensichtlich, wenn man bedenkt, daß aus
den Quantenspru¨ngen der Sandwich–Term hervorgeht, falls man von der MCWF–
Methode gema¨ß Gl. (4.2) zur Bewegungsgleichung fu¨r den reduzierten statistischen
Operator u¨bergeht [38].
Eine wesentliche Vereinfachung wird erreicht, falls die Spektraldichten als von
den diabatischen elektronischen Quantenzahlen unabha¨ngig angesehen werden ko¨n-
nen [40]. Daru¨berhinaus ist in [40] ein harmonisches Oszillator–Modell fu¨r die Be-
schreibung eines einzelnen vibronischen Ortsoperators q verwendet worden. Indem
wir den dimensionslosen vibronischen Ortsoperator Q verwenden,18 ko¨nnen wir die
18 Siehe Schluß von Abschnitt 1.1.
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Fla¨chen potentieller Energie als Um(Q) = U
(0)
m + ωvib(Q − Q(0)m )2/4 notieren.Die
Gro¨ße Q
(0)
m beschreibt die tatsa¨chliche Verschiebung des Potentialminimums auf-
grund der Einflusses des transferierten Elektrons im diabatischen Niveau m. Dies
gibt uns die Mo¨glichkeit, die folgende Vereinfachung vorzunehmen
1
2
∑
M,N
lmM→mN l+mM→mN
= πn(ωvib)J(ωvib)cc
+ + π
(
1 + n(ωvib)
)
J(ωvib)c
+c . (4.56)
Fu¨r den Sandwich–Term erhalten wir allerdings den etwas umfangreicheren Aus-
druck ∑
M,N
l+mM→mN ρˆmm(t)lmM→mN
= 2π
∑
N
(
n(ωvib)J(ωvib)|χmN〉〈χmN | c+ρˆmm(t)c |χmN 〉〈χmN |
+
(
1 + n(ωvib)
)
J(ωvib)|χmN 〉〈χmN | cρˆmm(t)c+ |χmN 〉〈χmN |
)
. (4.57)
Die hergeleiteten Gleichungen sind in [40] benutzt worden, um dort Elektrontransfer
fu¨r einen Donator–Akzeptor–Komplex mit drei sogenannten Accepting Modes zu
beschreiben.
4.6.2 Lineare optische Absorption
Lineare Absorption wird im folgenden behandelt, um zu zeigen, wie die MCWF–
Methode zu modifizieren ist, wenn ausschließlich nicht–diagonale elektronische Bei-
tra¨ge in Betracht kommen. Der lineare Absorptionskoeffizient α(ω) ist — wie all-
gemein bekannt — u¨ber die (halbseitig) Fourier–transformierte Dipol–Dipol–Kor-
relationsfunktion C
(−)
d−d(t) bestimmt. Indem man inhomogene Verbreiterung ver-
nachla¨ssigt, eine Orientierungsmittelung einfu¨hrt und die Volumendichte des mo-
lekularen Systems mit nmol bezeichnet, bekommt man (siehe z. B. [5, 70])
α(ω) =
4πωnmol
3c
Re
∞∫
0
dt eiωtC
(−)
d−d(t) . (4.58)
Falls ein molekulares System, das an eine thermische Umgebung gekoppelt ist, be-
trachtet wird und die optischen U¨berga¨nge (innerhalb des gewa¨hlten Frequenz-
bereiches) ausschließlich im molekularen System ablaufen, kann die Dipol–Dipol–
Korrelationsfunktion in eine reduzierte Darstellung umgeformt werden. In dieser
reduzierten Darstellung sind alle Umgebungsfreiheitsgrade im Zeitentwicklungs–
Superoperator implizit enthalten, und die Zeitentwicklung wird durch die dissipative
Dynamik des reduzierten (aktiven) Systems S charakterisiert. Wir erhalten den Aus-
druck
C
(−)
d−d(t) = trS{µˆ U(t)
(
µˆ, ρˆeq
)
−} . (4.59)
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Hierbei ist der Zeitentwicklungs–Superoperator U(t) von der Art, daß er die kor-
rekte Lo¨sung der Standard–Quanten–Master–Gleichung generiert. Die Spurbildung
bezieht sich dabei nur auf den Zustandsraum des aktiven Systems, und der Dipol-
operator wird mit µˆ bezeichnet. Zusammen mit ρˆeq, d. h. dem Gleichgewichtswert
fu¨r den reduzierten statistischen Operator, definiert er den Anfangswert fu¨r die dissi-
pative Zeitentwicklung. Die angefu¨hrte Gleichung ist immer dann von Nutzen, wenn
optische Absorption u¨ber die direkte Propagation eines kleinen Satzes aktiver Frei-
heitsgrade beschrieben werden kann. Im Rahmen dieses Zugangs umgeht man die
Bestimmung der Eigenzusta¨nde des aktiven Systems. Diese Vorgehensweise ist z. B.
angebracht, falls die Bewegung in einer nicht–bindenden Potentialfla¨che betrachtet
wird (siehe z. B. [71, 72]).
Wie werden an dieser Stelle darstellen, wie die MCWF–Methode in diesem Fall
funktioniert. Zu diesem Zwecke beschreiben wir das molekulare System mit Hilfe
eines Zwei–Zustands–Modells mit dem elektronischen Grundzustand ϕg und dem
angeregten Zustand ϕe. Der entsprechende Hamiltonian ist gegeben als
Hmol =
∑
a=g,e
Ha(q)|ϕa〉〈ϕa| . (4.60)
Ha bedeutet den jeweiligen vibronischen Hamiltonian, der vom Satz q = {qj} der
vibronischen Koordinaten abha¨ngt. Desweiteren sind jegliche Diagonalelemente des
Dipoloperators vernachla¨ssigt worden, und es gilt
µˆ = deg|ϕe〉〈ϕg|+ h.c. . (4.61)
Im Sinne einer Condon–Na¨herung ha¨ngt das vektorielle U¨bergangs–Dipolmoment
deg nicht von den vibronischen Koordinaten ab. Aufgrund der obigen Angaben kann
die Dipol–Dipol–Korrelationsfunktion von Gl. (4.59) dadurch vereinfacht werden,
daß die Spur u¨ber den elektronischen Teil gebildet wird. Es verbleibt also die Spur-
bildung bzgl. des vibronischen Zustandsraumes
C
(−)
d−d(t) = dgetrvib{〈ϕe|σˆ(t)|ϕg〉}+ degtrvib{〈ϕg|σˆ(t)|ϕe〉} (4.62)
mit
σˆ(t) = U(t)(µˆ, ρˆeq)− . (4.63)
Offensichtlich muß man nur nicht–diagonale reduzierte Operatoren propagieren, wel-
che als Verallgemeinerungen von ρˆeg und ρˆge (mit der Anfangsbedingung σˆ(t = 0) =(
µˆ, ρˆeq
)
−) zu verstehen sind. Bei der Ausfu¨hrung der Propagation legen wir dabei
dieselbe Kopplung der aktiven Koordinaten qj an die Reservoir–Freiheitsgrade zu-
grunde wie im vorangegangenen Abschn. 4.6.1. Allerdings haben wir hier Gl. (1.5)
als eine Relation aufzufassen, die sich auf die beiden adiabatischen Niveaus ϕa statt
der diabatischen Niveaus wie in der urspru¨nglichen Relation bezieht.
Fu¨r den dissipativen Teil von ρˆeg erhalten wir den Ausdruck
−〈ϕe|RL ρˆ|ϕg〉 = −
1
2
(
γˆeρˆeg + ρˆegγˆg
)
. (4.64)
66 Lindblad–Typ der Dissipation
Die neu eingefu¨hrten γˆ–Operatoren lauten
γˆa =
∑
M,N
ΓaM→aN |χaM 〉〈χaN | , (4.65)
wobei die U¨bergangsraten analog zu denen in Gl. (4.50) definiert sind; nur sind
sie hier auf die adiabatischen electronischen Zusta¨nde bezogen. Die Indizes M , N
bedeuten den Satz vibronischer Quantenzahlen, und χaM bezeichnet die vibronische
Wellenfunktion des adiabatischen elektronischen Zustandes a. Gl. (4.64) entspricht
dem nicht–diagonalen Anteil von Gl. (4.54).
Wie wir bereits im vorhergehenden Abschnitt zum Ausdruck gebracht haben,
besitzt die Lindblad–Form der Dissipation, die fu¨r die nicht–diagonalen Dichte-
matrixelemente gu¨ltig ist, keinen Sandwich–Term, und daher werden bei einem
U¨bergang zur MCWF–Methode auch keine Quantenspru¨nge auftreten. Da aber
Quantenspru¨nge nicht vorhanden sind, nimmt die Norm der propagierten Wellen-
funktion ab. Da dies ausschließlich fu¨r die nicht–diagonalen Dichtematrixelemente
ρˆab zutrifft, kommt es zu Dephasierung.
19
Am Ende dieses Abschnittes zeigen wir kurz die Berechnung der nicht–diagonalen
Dichtematrixelemente auf. Wir erwa¨hnen, daß der Anfangswert ρˆeq = R
(g)
eq |ϕg〉〈ϕg|
den statistischen Operator des thermischen Gleichgewichts R
(g)
eq in Hinblick auf die
vibronischen Zusta¨nde des elektronischen Grundzustands beinhaltet.20 Wenn wir die
nicht–diagonalen Matrixelemente von Gl. (4.63) benutzen, erhalten wir
〈ϕe|σˆ(t)|ϕg〉 = deg×
exp
{(
− i

He − γˆe/2
)
t
}
R
(g)
eq exp
{(
i

Hg − γˆg/2
)
t
}
. (4.66)
Der Gleichgewichts–statistische Operator (eines gemischten Zustands) R
(g)
eq weist
die Beitra¨ge reiner Zusta¨nde |χgN〉〈χgN | auf, die auf einzelne vibronische Zusta¨nde
des elektronischen Grundzustands projezieren. Diese Zusta¨nde werden von links mit
Hilfe des effektiven Hamiltonians He−iγˆe/2 und von rechts mit Hilfe des effektiven
Hamiltonians Hg + iγˆg/2 zeitlich propagiert. Indem man die Spur hinsichtlich der
vibronischen Freiheitsgrade u¨ber die Zusta¨nde χeN der angeregten elektronischen
Zusta¨nde bildet, ermittelt man die Korrelationfunktion aus Gl. (4.62) zu
C
(−)
d−d(t) =| dge |2
∑
M,N
〈χeM | exp
{
(− i

EeM − 12τeM )t
}|χgN〉
×〈χgN |f(EgN ) exp
{
( i

EgN − 12τgN )t
}|χeM〉 . (4.67)
Der Anteil proportional 〈ϕg|σˆ(t)|ϕe〉 konnte dabei vernachla¨ssigt werden, da er zu
nicht–resonanten Beitra¨gen im Absorptionskoeffizienten fu¨hrt. Inverse vibronische
19 Im Gegensatz dazu gilt trvib{ρˆgg + ρˆee} = 1.
20 A¨hnlich wie in Gl. (4.55).
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Lebensdauern sind dabei in Analogie zu Gl. (4.36) als 1/τaM =
∑
N ΓaM→aN ein-
gefu¨hrt worden, und 〈χgN |R(g)eq |χgN〉 ist durch die Verteilungsfunktion f(EgN) ab-
geku¨rzt worden.
Abschließend geben wir fu¨r den Absorptionkoeffizienten das Gesamtergebnis an,
indem wir den obigen Ausdruck fu¨r die Korrelationsfunktion in Gl. (4.58) einsetzen
und die Integration ausfu¨hren
α(ω) = 4πωnmol
3c
| dge |2
∑
M,N
| 〈χeM |χgN 〉 |2 f(EgN)
× 1/2τeM + 1/2τgN
(ω − (EeM −EgN )/)2 + (1/2τeM + 1/2τgN)2 . (4.68)
Dieser Ausdruck ist in der Literatur gut bekannt (siehe z. B. [70]). Insgesamt haben
wir also eine Gleichung erhalten, in der die einzelnen U¨berga¨nge u¨ber verschiedene
Lorentz–fo¨rmige Beitra¨ge beru¨cksichtigt werden.
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Kapitel 5
Grundlagen der
Zwei–Teilchen–Dynamik
5.1 Einfu¨hrender Abschnitt
In Abschn. 1.2 wurde bereits auf die grundlegenden Eigenschaften von Teilchen-
transfer–Reaktionen in molekularen Systemen eingegangen. Als Beispiele fu¨r das
betreffende Quanten–Teilchen erfuhren sowohl ein Elektron, ein Proton oder ein Ex-
ziton eine Erwa¨hnung, und wir haben dabei immer die Bedeutung des dissipativen
Einflusses der Umgebung herausgestrichen. Die Beschreibung solcher Transferpro-
zesse im Rahmen des Spin–Boson–Problems besitzt dabei in der Literatur einen
bedeutenden Stellenwert und dient als am ausfu¨hrlichsten untersuchter Referenzfall
[11, 73]. Auf welche Weise die Kopplung an die dissipative Umgebung die Dyna-
mik des betrachteten Teilchen–Transfers beeintra¨chtigt, ist vor allen Dingen fu¨r das
erwa¨hnte Spin–Boson–Problem aber auch fu¨r realistischere und komplexere Modelle
ausfu¨hrlich untersucht worden (siehe z. B. [74, 75]). Aber u¨ber dieses vielfach bear-
beitete Themengebiet des Transfers eines einzelnen Teilchens hinausgehend besteht
großes Interesse daran, zu verstehen, wie der korrelierte Transfer zweier identischer
Teilchen abla¨uft.
Der gleichzeitig ablaufende Transfer zweier Elektronen in einem Donator–Akzep-
tor–Komplex ist im unmittelbar zuru¨ckliegenden Zeitraum z. B. in [77] behandelt
worden. In Farbstoff–Aggregaten dagegen konnte das Vorliegen von Zwei–Exzitonen–
Zusta¨nden nachgewiesen werden [78]. Die Einbeziehung von Zwei–Exzitonen–Zu-
sta¨nden in die Berechnungen ist wichtig, um etwa optische Experimente an photo-
synthetischen Antennensystemen im Femtosekunden–Bereich interpretieren zu ko¨nnen
[79]. Dieses sind Beispiele fu¨r Zwei–Teilchen–Austauschreaktionen. Im Rahmen der
Behandlung von Zwei–Teilchen–Austauschreaktionen ist es notwendig einen theore-
tischen Zugang zu entwickeln, der die Teilchen–Teilchen–Korrelation und die von der
molekularen Umgebung verursachte Dissipation beru¨cksichtigt. Außerdem mu¨ssen
theoretische Konzepte erarbeitet werden, damit die entsprechenden Potentialfla¨chen
fu¨r diese Zwei–Teilchen–Prozesse ermittelt werden ko¨nnen.
Ein weiteres Beispiel eines Zwei–Teilchen–Prozesses stellt der paarweise Wasser-
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Abbildung 5.1: Verschiedene U¨bergangsmetall–Trihydrid–Komplexe. An den
U¨bergangsmetallatomen sind die Moleku¨lkomplexe, die Liganden L und die
Wasserstoff–Atome Ha und Hb gebunden. Austausch findet aber nur zwischen zwei
jeweils benachbarten Wasserstoff–Atomen Ha und Hb statt. Nach [76].
stoff–Austausch dar. Er ist z. B. in Benzoe–Sa¨ure–Dimeren ausgiebig sowohl expe-
rimentell als auch theoretisch untersucht worden.1 Innerhalb des letzten Jahrzehn-
tes sind daru¨berhinaus H2–Dissoziationsreaktionen an Metalloberfla¨chen verursacht
durch den Einfall eines H2–Molekularstrahls auf die betreffende Metalloberfla¨che
zum Gegenstand vieler wissenschaftlicher Untersuchungen geworden [82]. So ist in
[83, 84] die Dissoziation von H2 an Kupfer– bzw. in [85] an Wolfram–Oberfla¨chen
betrachtet worden. Bei all diesen bislang aufgefu¨hrten Arbeiten wird aber die Dyna-
mik des Wasserstoff–Paares als ein effektives Ein–Teilchen–Problem behandelt. Sei
es, daß wie in [13, 14, 15, 80] die korrelierte Bewegung des Wasserstoff-Paares durch
eine reduzierte Transferkoordinate oder wie in [83, 84, 85] als Rotator mit varia-
blem Abstand der Wasserstoff–Bindung beschrieben wird. Im Rahmen der Surface–
Hopping–Methode ’Molecular Dynamics with Quantum Transitions’ (MDQT) konn-
ten dagegen unter Verwendung von zwei adiabatischen Zusta¨nden je Proton multiple
1 Siehe vor allem [13, 14, 15, 80] oder fu¨r Porphine z. B. [81].
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Abbildung 5.2: Bewegung des Wasserstoff–Paares auf einer Fla¨che gema¨ß der Ar-
beit von Scheurer et al. [89]. (a) Die kartesischen Koordinaten der beiden Was-
serstoff–Atome haben ihren Ursprung im U¨bergangsmetall–Atom und besitzen die
Abha¨ngigkeit (x2, y2, z2) = (−x1,−y1, z1) voneinander. θe und θB sind die Drehwin-
kel in einer Gleichgewichtskonfiguration bzw. auf einem Scheitelpunkt der Potenti-
albarrieren (siehe Abschn. 5.2). (b) Schnitt entlang der z–Achse durch die Fla¨che. ze
ist der Wert fu¨r die z–Koordinate in einer Gleichgewichtskonfiguration. Nach [89].
Proton–Transferreaktionen theoretisch untersucht werden [86, 87, 88].
Außerordentliches Interesse besteht seit ca. fu¨nfzehn Jahren an in Lo¨sungsmitteln
befindlichen U¨bergangsmetall–Hydrid–Komplexen (siehe Abb. 5.1). So sind viele ex-
perimentelle und theoretische Untersuchungen an solchen U¨bergangsmetall–Hydrid–
Komplexen in kondensierter Phase vor allem deshalb angestellt worden, um Auf-
schluß u¨ber die darin ablaufenden Quantenaustauschprozesse der Wasserstoff–Paare
zu gewinnen [76, 90, 91, 92, 93].2 In diesem Zusammenhang ist vor allem die Beob-
achtung von außergewo¨hnlich großen Werten fu¨r die Kopplungskonstanten bzgl. des
Austausches zwischen Wasserstoff–Paaren und ihrer starken Temperaturabha¨ngig-
keit herauszustreichen. Die geeigneten experimentellen Verfahren, um Informationen
u¨ber den Wasserstoffpaar–Austausch in den gelo¨sten U¨bergangsmetall–Hydriden zu
erhalten, sind dabei NMR-Spektroskopie und inelastische Neutronenstreuung (INS).
Die NMR-Spektroskopie ist besonders vorteilhaft, wenn die gemessene Wasserstoff–
Austauschkopplungskonstante eine Gro¨ßenordnung von Hz bis kHz besitzt, wa¨hrend
die inelastische Neutronenstreuung vor allen Dingen verwendet wird, falls die Kopp-
lungskonstante im Bereich GHz bis THz liegt.3
2 Es sind auch Austauschprozesse in einzeln oder mehrfach deuterierten U¨bergangsmetall–
Hydrid–Komplexen betrachtet worden [94].
3 Mit Hilfe der NMR-Spektroskopie ist auch die Druck–Abha¨ngigkeit der Wasserstoff–Aus-
tauschkopplungskonstante fu¨r ein U¨bergangsmetall–Trihydrid gemessen worden [95].
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Abbildung 5.3: Profil der Potentialfla¨che in den Gleichgewichtskonfigurationen (un-
tere Kurven) und auf den Scheitelpunkten der Potentialbarrieren (obere Kurven).
Dabei na¨hern die gestrichelten Kurven die durch Punkte dargestellten Daten an,
die in [96] fu¨r [cp(PH3)IrH3]
+ vero¨ffentlicht worden sind, wa¨hrend die durchgezoge-
nen Kurven an die experimentell bestimmten Werte von [92] fu¨r [cp(PPh3)IrH3]
+
angepaßt sind. Nach [89].
Scheurer et al. haben ein zweidimensionales Modell fu¨r den paarweisen Was-
serstoff–Austausch im U¨bergangsmetall–Triydrid–Komplex [cp(PPh3)IrH3]
+ vor-
gestellt [89]. In vielen Untersuchungen wird die Dynamik des austauschenden Was-
serstoff–Paares in U¨bergangsmetall–Hydrid–Komplexen in einem Modell mit nur ei-
nem Freiheitsgrad behandelt (siehe z. B. [97, 98, 99]). Im Unterschied dazu wird
in der Arbeit von Scheurer et al. fu¨r den Fall des U¨bergangsmetall–Trihydrid–
Komplexes [cp(PPh3)IrH3]
+ die Bewegung des betreffenden Wasserstoff–Paares in
zwei Freiheitsgraden berechnet. Und zwar wird dort die Rotation des Wasserstoff–
Paares um die Achse4, die durch das U¨bergangsmetall–Atom und der Mitte der
gedachten Verbindungslinie zwischen den beiden Wasserstoff–Atomen verla¨uft, mit-
tels eines Drehwinkels θ beschrieben, wa¨hrend eine zweite Variable β den Winkel
4 Diese Rotationsachse stimmt mit der z-Achse von Abb. 5.2 u¨berein.
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zwischen der vorgenannten Drehachse und einem Wasserstoff–Atom abtra¨gt (siehe
Abb. 5.2). Damit wird der Abstand zwischen den beiden zu betrachtenden Was-
serstoff–Atomen als variabel betrachtet. Es wird in der genannten Arbeit davon
ausgegangen, daß sich die beiden austauschenden Wasserstoff–Atome bzgl. der Dreh-
achse immer exakt gegenu¨berstehen. Scheurer et al. stu¨tzen sich bei der Entwicklung
dieses Modells fu¨r den Wasserstoff–Austausch auf Daten, die von Jarid et al. [96]
durch ab–initio–Rechnungen fu¨r [cp(PH3)IrH3]
+–Komplexe ermittelt worden sind.
Diese Daten sind außerdem an die in [92] experimentell bestimmten Werte fu¨r den
[cp(PPh3)IrH3]
+–Komplex angepaßt worden. In [96] ist der Reaktionsweg, der nicht
einer reinen Kreisbewegung entspricht, auf der errechneten Potentialfla¨che angege-
ben worden. Auf einem diskretisierten Gitter, das sehr gut fu¨r die durchgefu¨hrten
numerischen Rechnungen geeignet ist, beschreiben Scheurer et al. die Dynamik des
Wasserstoff–Paares auf der in Abb. 5.2 dargestellten Fla¨che. Die Bewegung des Was-
serstoff–Paares entspricht einer Rotation um die durch das U¨bergangsmetall–Atom
verlaufende Drehachse mit vera¨nderlichem Abstand der Wasserstoff–Atome vonein-
ander. Es handelt sich um eine effektive Ein–Teilchen–Bewegung in zwei Freiheits-
graden. Unter Verwendung dieses Modellsystems und der Anpassung verschiedener
Modellparameter errechnen Scheurer et al. fu¨r den in Lo¨sungsmittel bepfindlichen
[cp(PPh3)IrH3]
+–Komplex den Verlauf der dazugeho¨rigen Wasserstoff–Kopplungs-
konstante in Abha¨ngigkeit von der Temperatur. Die Ergebnisse sind in hinreichend
guter U¨bereinstimmung mit den entsprechenden Werten fu¨r diese Gro¨ße, die mittels
NMR–spektrokopischen Untersuchungen bestimmt worden sind [92].
Wir werden im folgenden Betrachtungen zum [cp(PPh3)IrH3]
+–Komplex in
Lo¨sung anstellen. Der Grund dafu¨r ist, daß das von Scheurer et al. entwickel-
ten Modell sehr gut an die durch theoretische und experimentelle Untersuchun-
gen ermittelten Bedingungen fu¨r den paarweisen Wasserstoff–Austausch im gelo¨sten
[cp(PPh3)IrH3]
+–Komplex angepasst ist. Deshalb greifen wir bei dem von uns zu
entwickelnden Modellsystem teilweise auf das Scheurer–Modell zuru¨ck. Wir wollen
aber hier Effekte beru¨cksichtigen, die darauf zuru¨ckzufu¨hren sind, daß es sich bei dem
Wasserstoff–Austauschprozess um ein quantenmechanisches Zwei–Ko¨rper–Problem
handelt. Daher behandeln wir die Dynamik des paarweisen Wasserstoff–Austausches
im [cp(PPh3)IrH3]
+–Komplex nicht als effektives Ein–Teilchen–Problem, sondern
stellen ein Modell auf, das den Zwei–Teilchen–Eigenschaften dieses Systems gerecht
wird. Aus diesem Grund werden die beiden austauschenden Wasserstoff–Atome als
unabha¨ngige quantenmechanische Teilchen betrachtet, zwischen denen allerdings ei-
ne gegenseitige Wechselwirkung besteht. Ein Teil dieser Wechselwirkung resultiert
dabei natu¨rlich auch aus der Beru¨cksichtigung des Pauli–Prinzips. Damit das zu
behandelnde Modell trotz dieses Ansatzes numerisch noch im Rahmen der uns zur
Verfu¨gung stehenden Mo¨glichkeiten bleibt, beschreiben wir die Dynamik jedes ein-
zelnen betrachteten Wasserstoff–Atoms in je einem einzigen Freiheitsgrad.
Das von uns zu entwickelnde Modell fu¨r den Wasserstoff–Austauschprozess im
[cp(PPh3)IrH3]
+–Komplex wird daher insgesamt zwei Freiheitsgrade aufweisen. Fu¨r
dieses System berechnen wir die zugeho¨rigen Energieeigenwerte und Energieeigen-
zusta¨nde. Im Anschluß daran werden wir ausgewa¨hlte Anfangszusta¨nde unter der
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Abbildung 5.4: Ein–Teilchen–Potential U(q). Die Parameter sind Ubar = 0.212eV
und dHH = 1.580 A˚. (Aufgrund der Relation q = r0φ setzt sich U(q) periodisch mit
der Periode 2πr0 = 4.964 A˚ fort.)
Annahme einer dissipationsfreien zeitlichen Entwicklung propagieren. Die Simula-
tion eines NMR–spektroskopischen Experiments erfolgt im Rahmen dieser Arbeit
nicht. Vielmehr werden wir in Kapitel 6 INS–Spektren fu¨r unser Modell des in einem
Lo¨sungsmittel befindlichen U¨bergangsmetall–Hydrid–Komplexes [cp(PPh3)IrH3]
+
berechnen.
5.2 Modellbildung
Der Hamiltonian H beschreibe die Bewegung der zwei wechselwirkenden Wasserstoff–
Atome innerhalb des [cp(PPh3)IrH3]
+–Komplexes. Wenn wir davon ausgehen, daß
fu¨r dieses Moleku¨l die adiabatischen elektronischen Zusta¨nde |φa〉 vorliegen, lautet
die allgemeingu¨ltigste Form fu¨r H
H =
∑
a,b
(
δa,b{T + Ua(q1,q2)}+ Θab
)
|φa〉〈φb| . (5.1)
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Abbildung 5.5: Wechselwirkungspotential Vint(q). Die zugeho¨rigen Parameter lauten
q0 = 0.570 A˚, cr = 0.270eV A˚
12
und ca = 0.809eV A˚
6
. (Aufgrund der Relation q = r0φ
setzt sich Vint(q) periodisch mit der Periode 2πr0 = 4.964 A˚ fort.)
Sie beinhaltet die Ortsvektoren q1 and q2 der zwei Wasserstoff–Kerne in den un-
terschiedlichen elektronischen Potentialfla¨chen Ua unter Beru¨cksichtigung der nicht-
adiabatischen Kopplung Θab. Weil wir, wie wir schon in Abschn. 5.1 erwa¨hnt haben,
die Dynamik jedes einzelnen Teilchens in je einem einzigen Freiheitsgrad beschrei-
ben, gehen wir im folgenden vom Vektor qj zur einfachen Koordinate qj u¨ber. Die
Potentialfla¨chen werden von den Elektronen der betrachteten beiden Wasserstoff–
Atome und den u¨brigen Elektronen des Gesamtmoleku¨ls gebildet.
Im Rahmen der Beschreibung von Wasserstoff–Austausch– bzw. Wasserstoff–
Transferreaktionen ko¨nnen Beitra¨ge von elektronisch angeregten Zusta¨nden bei den
anzustellenden Betrachtungen in guter Na¨herung vernachla¨ssigt werden. Wir setzen
daher fu¨r den Wasserstoff–Austausch im [cp(PPh3)IrH3]
+–Komplex die folgende
Form des Hamiltonians an5
HII(q1, q2) = TII + Uges(q1, q2) = H
(0)
II (q1, q2) + Vint(q1 − q2) . (5.2)
5 Index II steht fu¨r Zwei–Teilchen–Beitrag.
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Abbildung 5.6: Zwei–Teilchen–Potential Uges(q1, q2). Es beinhaltet das in den Abbn.
5.4 und 5.5 dargestellte Ein–Teilchen–Potential U(q) und das Wechselwirkungs-
potential Vint(q) mit den dort angegebenen Parametern. (Aufgrund der Relation
qj = r0φj setzt sich Uges(q1, q2) in jeder Koordinate periodisch mit der Periode
2πr0 = 4.964 A˚ fort.)
TII und Uges(q1, q2) sind der kinetische bzw. potentielle Beitrag. Uges(q1, q2) be-
schreibt dabei das Resultat quantenchemischer Rechnungen in gena¨herter Form
[92, 96]. Wir spalten aber den Hamiltonian HII(q1, q2) auf der rechten Seite von Gl.
(5.2) in der Art auf, daß wir den Anteil, der von der gegenseitigen Wechselwirkung
der betrachteten Wasserstoff–Atome unbeeinflußt ist, zu H
(0)
II (q1, q2) zusammenfas-
sen. Hingegen bezeichnen wir den Teil des Gesamt–Hamiltonians, der die bestehende
Kopplung zwischen den beiden Teilchen wiedergibt, mit Vint(q1−q2). Fu¨r den ersten
Term auf der rechten Seite von Gl. (5.2) gilt
H
(0)
II (q1, q2) =
∑
j=1,2
HI(qj) (5.3)
mit dem Ein–Teilchen–Hamiltonian HI(qj) = TI+U(qj). Er bestimmt die Bewegung
eines einzelnen isolierten Wasserstoff–Atoms innerhalb der vorgegebenen Potential-
fla¨che U , wobei TI fu¨r den kinetischen Ein–Teilchen–Anteil stehe. Die Wechselwir-
kung Vint(q1− q2) zwischen den beiden Wasserstoff–Atomen im zweiten Teil von Gl.
(5.2) wird in geeigneter Weise festgelegt. Wir erwa¨hnen, daß die Aufspaltung von
Uges in die Summe der Potentialfla¨chen U und der Wechselwirkung Vint nicht ein-
deutig ist. Vielmehr machen wir Annahmen zum jeweiligen Verlauf der Potentiale,
auf die wir im folgenden eingehen werden. Das Vorgehen bei dieser Art der Dia-
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Abbildung 5.7: Die vier niedrigsten Energieeigenzusta¨nde Φα=1,S=0, Φα=1,S=1,
Φα=2,S=0 und Φα=2,S=1 des Zwei–Teilchen–Hamiltonians Gl. (5.2). Der energetisch
tiefste Zustand ist der untere Teil der Abbildung. Die anderen Zusta¨nde folgen in
der Reihenfolge ihrer Eigenenergien von unten nach oben. (Aufgrund der Relati-
on qj = r0φj setzt sich Φα,S(q1, q2) in jeder Koordinate periodisch mit der Periode
2πr0 = 4.964 A˚ fort.)
batisierung des Hamiltonians ist in der Elektrontransfer–Theorie allgemein bekannt
[5, 100].
Wie bereits in Abschn. 5.1 dargelegt, greifen wir bei unserem Modell fu¨r den
Austauschmechanismus auf Sachverhalte zuru¨ck, die Scheurer et al. [89] in ihrer Ar-
beit beschrieben haben. In dem dort verwendeten Modellsystem fu¨hrt — wie bereits
erwa¨hnt — das Wasserstoff–Paar eine Bewegung auf der in Abb. 5.2 dargestell-
ten Fla¨che durch, wobei sich die beiden Wasserstoff–Atome immer bzgl. der durch
das U¨bergangsmetall–Atom verlaufenden Drehachse exakt gegenu¨berstehen. Die in
Abb. 5.2 durch θe bzw. ze gekennzeichneten Positionen des Wasserstoff–Paares auf
dieser Fla¨che entsprechen dabei den Gleichgewichtskonfigurationen, d. h. an diesen
Stellen besitzt die zugeordnete Potentialfla¨che Minimumsstellen (siehe Abb. 5.3).
Der Abstand zwischen den beiden Wasserstoff–Atomen nimmt in diesen Gleichge-
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Abbildung 5.8: Aufenthaltswahrscheinlichkeitsdichte P (q1, q2; t = 0) des ersten
betrachteten Anfangszustandes. (Aufgrund der Relation qj = r0φj setzt sich
P (q1, q2; t = 0) in jeder Koordinate periodisch mit der Periode 2πr0 = 4.964 A˚
fort.)
wichtskonfigurationen den Wert dHH = 1.580 A˚ an. An den Stellen θB, die sich bzgl.
der Rotation des Wasserstoff–Paares genau um die Werte ±π/2 von den Gleichge-
wichtskonfigurationen unterscheiden, weist die Potentialfla¨che dagegen ihre Maxi-
mumsstellen auf. Das Wasserstoff–Paar befindet sich also gerade auf den Scheitel-
punkten der Potentialbarrieren. Wie anhand der Abbn. 5.2 und 5.3 zu erkennen ist,
ist der Abstand zwischen den beiden Wasserstoff–Atomen, wenn sie sich auf diesen
Scheitelpunkten befinden, deutlich verringert.
Wir haben schon in Abschn. 5.1 erla¨utert, daß wir in unserem Modell die Dy-
namik des Wasserstoff–Paares im Rahmen eines Zwei–Teilchen–Problems ermitteln
und dabei die Bewegung jedes einzelnen Wasserstoff–Atoms auf einen einzigen Frei-
heitsgrad einschra¨nken werden. Aufgrund der Eigenschaften, die das von Scheu-
rer et al. entwickelte Modell aufweist, fu¨hre in unserem Modellsystem jedes der
beiden Wasserstoff–Atome unabha¨ngig voneinander6 eine Rotationsbewegung mit
dem Radius r0 = dHH/2 = 0.790 A˚ (Durchmesser dHH = 1.580 A˚) und dem
U¨bergangsmetall–Atom im Mittelpunkt aus. In Analogie zum Scheurer–Modell ent-
spricht das in einer vollen Rotation durchschrittene Potential einer Doppelmulde.
6 Abgesehen von der noch noch zu diskutierenden Wechselwirkung V aus Gl. (5.2).
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Abbildung 5.9: Reduzierte Aufenthaltswahrscheinlichkeitsdichte Pred(q; t = 0) des
ersten Anfangszustandes (siehe Abb. 5.8). (Aufgrund der Relation q = r0φ setzt sich
Pred(q; t = 0) periodisch mit der Periode 2πr0 = 4.964 A˚ fort.)
Die Barrierenho¨he Ubar ist dabei gerade halb so groß, wie die Differenz der Poten-
tialminima der in Abb. 5.3 dargestellten Schnitte (entlang z) der Potentialfla¨che des
Scheurer–Modells an den Stellen θe bzw. θB. Sie betra¨gt Ubar = 0.212eV .
7 Den Anteil
der potentiellen Energie des Ein–Teilchen–Hamiltonians HI von Gl. (5.3) bestimmen
wir daher zu (siehe Abb. 5.4)
U(q) = Ubarcos
2
( 2q
dHH
)
. (5.4)
Die Variable q = r0φ steht dabei fu¨r die Bogenla¨nge der Wegstrecke, die das be-
trachtete Wasserstoffatom bei der Rotationsbewegung zuru¨cklegt, wobei φ der Azi-
mut der Rotation ist. Der kinetische Teil TI von HI beru¨cksichtigt, daß es sich bei
der Bewegung um eine Rotation handelt. Denn in Kugelkoordinaten la¨ßt sich der
7 Die Ha¨lfte dieser Energiedifferenz fu¨r die Barrierenho¨he in unserem Modell wird aus dem
Grund gewa¨hlt, da sich der wechselwirkungsfreie Anteil des Hamiltonians aus der Summe beider
Ein–Teilchen–Hamiltonian zusammensetzt (siehe Gl. (5.3)).
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Abbildung 5.10: Separationswahrscheinlichkeitsdichte Π(q; t = 0) des ersten An-
fangszustandes (siehe Abb. 5.8). (Aufgrund der Relation q = r0φ setzt sich Π(q; t =
0) periodisch mit der Periode 2πr0 = 4.964 A˚ fort.)
Laplace–Operator ∆ wie folgt schreiben
∆ =
1
r2
∂
∂r
(
r2
∂
∂r
)
+
1
r2
(
1
sinθ
∂
∂θ
sinθ
∂
∂θ
+
1
sin2θ
∂2
∂φ2
)
, (5.5)
mit Radius r und Polarwinkel θ [101]. Radius und Polarwinkel nehmen aber die
festen Werte r = r0 bzw. θ = π/2 an, weshalb nur der Anteil ∆ =
1
r20
∂2
∂φ2
= ∂
2
∂q2
in
Gl. (5.5) u¨brigbleibt.
Den Wechselwirkungsterm zwischen den beiden Wasserstoff–Atomen V = Vint(q1−
q2) aus Gl. (5.2) wa¨hlen wir in der Art, daß er in seinem Verlauf dem Lennard–Jones–
Potential fu¨r das Wasserstoff–Moleku¨l entspricht [102, 103]
Vint(q) =
cr
(q20 + q
2)6
− ca
(q20 + q
2)3
. (5.6)
Das Wechselwirkungspotential besitzt ein Minimum bei der Gleichgewichts–Bin-
dungsla¨nge R0 = 0.750 A˚ des H2–Moleku¨ls (siehe Abb. 5.5) [104]. Um Divergenzen
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Abbildung 5.11: Zeitlich propagierte Aufenthaltswahrscheinlichkeitsdichte
P (q1, q2; t) des ersten Anfangszustandes fu¨r die Zeitpunkte t = 0fs, t = 10fs,
t = 20fs und t = 40fs (von unten nach oben). Die Aufenthaltswahrschein-
lichkeitsdichte des Anfangszustands ist dabei der untere Teil der Abbildung.
Die Aufenthaltswahrscheinlichkeitsdichten fu¨r die anderen Zeitpunkte folgen in
zeitlicher Reihenfolge. (Aufgrund der Relation qj = r0φj setzt sich P (q1, q2; t) in
jeder Koordinate periodisch mit der Periode 2πr0 = 4.964 A˚ fort.)
zu vermeiden, ist vergleichbar zum Ohno–Potential eine Konstante q0 eingefu¨hrt
worden [105, 106].
Der Wechselwirkungsterm Vint(q1−q2) bestimmt zusammen mit den Ein–Teilchen–
Potentialen U(qj) (j = 1, 2) die Potentialfla¨che, auf der die Zwei–Teilchen–Dynamik
abla¨uft. Die Potentialfla¨che ist in Abb. 5.6 fu¨r den von uns behandelten Fall darge-
stellt.
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Abbildung 5.12: Reduzierte Aufenthaltswahrscheinlichkeitsdichte Pred(q; t) der zeit-
lich propagierten Aufenthaltswahrscheinlichkeitsdichte P (q1, q2; t) des ersten An-
fangszustandes fu¨r die Zeitpunkte t = 0fs, t = 10fs, t = 20fs und t = 40fs
(siehe Abb. 5.11). (Aufgrund der Relation q = r0φ setzt sich Pred(q; t) periodisch
mit der Periode 2πr0 = 4.964 A˚ fort.)
5.3 Energieeigenzusta¨nde des Zwei–Teilchen–Ha-
miltonians
In diesem Abschnitt berechnen wir einen genu¨gend großen Satz an Energieeigen-
werten und Energieeigenzusta¨nden des Hamiltonians Gl. (5.2) fu¨r das von uns be-
schriebene Modell des Wasserstoff–Austausches im [cp(PPh3)IrH3]
+–Komplex, um
in Abschn. 5.4 fu¨r den speziellen Fall der disspationsfreien zeitlichen Entwicklung
des betrachteten Zwei–Teilchen–Problems einzelne Anfangszusta¨nde zeitlich zu pro-
pagieren. Außerdem behandeln wir in Kapitel 6 inelastische Neutronenstreuung am
hier bearbeiteten Modell des U¨bergangsmetall–Hydrid–Komplexes. Dabei greifen
wir ebenfalls auf die Eigenwerte und -zusta¨nde zuru¨ck. Bei der Betrachtung der zu-
geho¨rigen stationa¨ren Schro¨dinger–Gleichung mu¨ssen wir beachten, daß es sich da-
bei um Austauschreaktionen zweier identischer Teilchen mit Kernspin 1/2 handelt.
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Abbildung 5.13: Separationswahrscheinlichkeitsdichte Π(q; t) der zeitlich propagier-
ten Aufenthaltswahrscheinlichkeitsdichte P (q1, q2; t) des ersten Anfangszustandes
fu¨r die Zeitpunkte t = 0fs, t = 10fs, t = 20fs und t = 40fs (siehe Abb. 5.11). (Auf-
grund der Relation q = r0φ setzt sich Π(q; t) periodisch mit der Periode 2πr0 = 4.964
A˚ fort.)
Wie allgemein bekannt ist, muß die Lo¨sung der stationa¨ren Schro¨dinger–Gleichung
daher antisymmetrisch bzgl. der Vertauschung der beiden betrachteten Wasserstoff–
Atome sein. Und sie besteht aus einem ra¨umlichen und einem Spin–Anteil [107]. Der
ra¨umliche Anteil wird durch einen Satz von Quantenzahlen α festgelegt, wa¨hrend
der Spin–Anteil durch die Quantenzahlen S des Gesamtspins und M der Projek-
tion des Gesamtspins bestimmt wird. Im Falle S = 0 ist M = 0 und fu¨r den
Spin–Anteil gilt ξ(S = 0,M = 0) = 1/
√
2
(
|1, ↑〉|2, ↓〉 − |1, ↓〉|2, ↑〉
)
. In diesem
Singulett–Zustand ist der Raumanteil Φα,S=0(q1, q2) symmetrisch. Dagegen sind im
Falle S = 1 die Einstellungen M = −1, 0, 1 mit den einzelnen Triplett–Zusta¨nden
ξ(S = 1,M = −1) = |1, ↓〉|2, ↓〉, ξ(S = 1,M = 0) = 1/√2
(
|1, ↑〉|2, ↓〉+ |1, ↓〉|2, ↑〉
)
und ξ(S = 1,M = 1) = |1, ↑〉|2, ↑〉 mo¨glich. Da keine Spin–Bahn–Kopplung exi-
stiere, bleiben S, M und α gute Quantenzahlen. Die drei Triplett–Zusta¨nde sind
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Abbildung 5.14: Zeitlich propagierte Aufenthaltswahrscheinlichkeitsdichte
P (q1, q2; t) des ersten Anfangszustandes fu¨r die Zeitpunkte t = 80fs, t = 100fs,
t = 240fs und t = 400fs (von unten nach oben). Die Aufenthaltswahrscheinlich-
keitsdichte fu¨r den Zeitpunkte t = 80fs ist dabei der untere Teil der Abbildung.
Die Aufenthaltswahrscheinlichkeitsdichten fu¨r die anderen Zeitpunkte folgen in
zeitlicher Reihenfolge. (Aufgrund der Relation qj = r0φj setzt sich P (q1, q2; t) in
jeder Koordinate periodisch mit der Periode 2πr0 = 4.964 A˚ fort.)
energetisch entartet und der zugeho¨rige ra¨umliche Anteil Φα,S=1(q1, q2) ist antisym-
metrisch.
Um die Energieeigenwerte und -zusta¨nde zu berechnen, fu¨hren wir im Koor-
dinatenraum ein geeignetes Gitter ein. Wir mu¨ssen dabei beachten, daß aufgrund
des Zwei–Teilchen–Charakters die Gro¨ße des tatsa¨chlich numerisch zu behandeln-
den Ortsgitters quadratisch von der Anzahl N der Stu¨tzstellen abha¨ngt, die in jeder
einzelnen Teilchen–Koordinate zugrunde gelegt werden. Zur Lo¨sung der stationa¨ren
Schro¨dinger–Gleichung benutzen wir ein besonders schnell konvergierendes Differen-
zen–Verfahren, das auf periodische wie auch nicht–periodische Randwertprobleme
vom allgemeinen Sturm–Liouville–Typ angewendet werden kann. Dieses ist von R.
Meyer in [108, 109] beschrieben und angewandt worden. Im Unterschied zu Dif-
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Abbildung 5.15: Reduzierte Aufenthaltswahrscheinlichkeitsdichte Pred(q; t) der zeit-
lich propagierten Aufenthaltswahrscheinlichkeitsdichte P (q1, q2; t) des ersten An-
fangszustandes fu¨r die Zeitpunkte t = 80fs, t = 100fs, t = 240fs und t = 400fs
(siehe Abb. 5.14). (Aufgrund der Relation q = r0φ setzt sich Pred(q; t) periodisch
mit der Periode 2πr0 = 4.964 A˚ fort.)
ferentiationsverfahren, die auf Interpolationspolynome zuru¨ckgreifen und die umso
genauer sind, je ho¨her die Ordnung dieser Polynome ist [110], wird hier die zu dif-
ferenzierende Funktion durch Fourierreihen approximiert.
Wir wa¨hlen bei unseren Rechnungen ein in jeder Teilchen–Koordinate a¨quidi-
stantes Ortsgitter mit der geraden Zahl der Stu¨tzstellen 2N und das Ortsintervall
[−L2 , L2 ]. Die Gitterpunkte sind
[qj ]k =
(
k +
1
2
)
∆q =
(
k +
1
2
) L
2N
(k = −N,−N + 1, . . . , N − 1) . (5.7)
Die Matrixdarstellung des kinetischen Operators fu¨r ein einzelnes Wasserstoffatom
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Abbildung 5.16: Separationswahrscheinlichkeitsdichte Π(q; t) der zeitlich propagier-
ten Aufenthaltswahrscheinlichkeitsdichte P (q1, q2; t) des ersten Anfangszustandes
fu¨r die Zeitpunkte t = 80fs, t = 100fs, t = 240fs und t = 400fs (siehe Abb.
5.14). (Aufgrund der Relation q = r0φ setzt sich Π(q; t) periodisch mit der Periode
2πr0 = 4.964 A˚ fort.)
im Ein–Teilchen–Bild schreibt sich nach Meyer folgendermaßen8
(TII)k′k =


2π22
mHL
2
(−1)k′−k
2sin2
(k′ − k
2N
π
) , k′ = k ,
2π22
mHL
2
2N2 + 1
6 , k
′ = k .
(5.8)
Wir mu¨ssen im Rahmen unserer Betrachtungen das trigonometrische Interpolati-
onsverfahren nach Meyer aber auf den Hamiltonian Gl. (5.2) der Zwei–Teilchen–
Bewegung anwenden. Die Matrixdarstellung des Gesamt–Hamiltonians fu¨hrt daher
8 mH ist die Masse eines Wasserstoff–Atoms.
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Abbildung 5.17: Aufenthaltswahrscheinlichkeitsdichte P (q1, q2; t = 0) des zwei-
ten betrachteten Anfangszustandes. (Aufgrund der Relation qj = r0φj setzt sich
P (q1, q2; t = 0) in jeder Koordinate periodisch mit der Periode 2πr0 = 4.964 A˚ fort.)
zur folgenden (2N)2 × (2N)2–Matrix

b1I+B+D−N b2I b3I . . . b2NI
b2I b1I+B+D−N+1 b2I . . . b2N−1I
b3I b2I b1I+B+D−N+2 . . . b2N−2I
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
b2NI b2N−1I b2N−2I . . . b1I+B+DN−1

 .
(5.9)
Dabei sind I, B und Dn (2N)× (2N)–Untermatrizen. Und zwar steht I fu¨r die Ein-
heitsmatrix. Dn bedeutet Diagonalmatrizen mit den Werten des Gesamtpotentials
an den entsprechenden Stellen des Ortsgitters
Dn = D
(
Uges
(
[q1]n, [q2]−N
)
, . . . , Uges
(
[q1]n, [q2]N−1
))
(n = −N, . . . , N − 1) . (5.10)
So ist D−N z. B. eine 2N × 2N–Matrix, deren erstes Diagonalelement
Uges
(
[q1]−N , [q2]−N
)
, deren zweites Uges
(
[q1]−N , [q2]−N+1
)
usw. und deren letztes Dia-
gonalelement Uges
(
[q1]−N , [q2]N−1
)
lauten und deren Nichtdiagonalelemente verschwin-
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Abbildung 5.18: Reduzierte Aufenthaltswahrscheinlichkeitsdichte Pred(q; t = 0) des
zweiten Anfangszustandes (siehe Abb. 5.17). (Aufgrund der Relation q = r0φ setzt
sich Pred(q; t = 0) periodisch mit der Periode 2πr0 = 4.964 A˚ fort.)
den. Fu¨r B gilt
B =


b1 b2 b3 . . . b2N
b2 b1 b2 . . . b2N−1
b3 b2 b1 . . . b2N−2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
b2N b2N−1 b2N−2 . . . b1

 , (5.11)
5.3 Energieeigenzusta¨nde des Zwei–Teilchen–Hamiltonians 91
0 0.4 0.8 1.2 1.6 2 2.4 2.8 3.2 3.6 4 4.4 4.8
q [Å]
0
Π
(q;
 t=
0)
Abbildung 5.19: Separationswahrscheinlichkeitsdichte Π(q; t = 0) des zweiten
Anfangszustandes (siehe Abb. 5.17). (Aufgrund der Relation q = r0φ setzt sich
Π(q; t = 0) periodisch mit der Periode 2πr0 = 4.964 A˚ fort.)
wobei die Konstanten bn folgendermaßen definiert sind (siehe Gl. (5.8))
b1 =
2π22
mHL
2
2N2 + 1
6
,
b2 =
2π22
mHL
2
−1
2sin2
( 1
2N
π
) ,
b3 =
2π22
mHL
2
1
2sin2
( 2
2N
π
) ,
b4 =
2π22
mHL
2
−1
2sin2
( 3
2N
π
) ,
usw.. (5.12)
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Wir stehen also vor der Aufgabe, die Eigenwerte und -zusta¨nde der Matrix Gl. (5.9)
zu bestimmen. Dabei mu¨ssen wir beru¨cksichtigen, daß wir es aufgrund der quadrati-
schen Abha¨ngigkeit der Anzahl der Matrixspalten bzw. -zeilen von der Ortsgitterzahl
2N pro Teilchen–Koordinate fu¨r bereits u¨bliche Gro¨ßenordnungen von 2N mit sehr
großen Matrizen zu tun haben.9 Aus diesem Grund wird zur Ermittlung der Eigen-
werte und -zusta¨nde auf spezielle numerische Pakete zuru¨ckgegriffen, die auf Matri-
zen mit Bandstrukturen wie im vorliegenden Fall angepaßt worden sind [111]. Dabei
wird das F02–Paket der Fortran–Libary der Numerical Algorithm Group (NAG)
verwendet, das zur Errechnung der Eigenwerte und -zusta¨nde von symmetrischen
Bandmatrizen konzipiert worden ist. Um aber die vom minimalen Energieeigen-
wert ansteigenden Eigenwerte zu erhalten, ist es notwendig, dieses Numerik–Paket
mit einem weiteren zur Lo¨sung des mit der betrachteten Matrix unmittelbar zu-
sammenha¨ngenden linearen Gleichungssystems zu verbinden. Auch fu¨r diese Auf-
gabe wird ein speziell die Bandstruktur des Gleichungssystems beru¨cksichtigendes
Numerik–Paket der NAG–Fortran–Libary benutzt.10
In Abb. 5.7 sind die ersten vier energetisch niedrigsten Energieeigenzusta¨nde
Φα=1,S=0, Φα=1,S=1, Φα=2,S=0 und Φα=2,S=1 des von uns beschriebenen Zwei–Teilchen–
Modells fu¨r den Wasserstoff–Austausch dargestellt. Die Quantenzahl α des Raum-
anteils der Eigenzusta¨nde wird dabei einfach mit ansteigender Eigenenergie durch-
geza¨hlt. Es handelt sich dabei also um die ra¨umlichen Anteile des Hamiltonians Gl.
(5.2). Abha¨ngig von der Symmetrie dieser Energieeigenzusta¨nde sind die zugeho¨rigen
Spin–Anteile der Singulett–Zustand, falls der ra¨umliche Eigenzustand symmetrisch
ist, oder die energetisch entarteten Triplett–Zusta¨nde, wenn der ra¨umliche Eigenzu-
stand antisymmetrisch ist. Die Energie dieser vier niedrigsten Eigenzusta¨nde betra¨gt
−0.25772eV . Die Energiedifferenz zwischen erstem und zweiten und zwischen drit-
tem und vierten Zustand liegt im Bereich 10−12eV , wohingegen sie zwischen zweitem
und dritten eine Gro¨ßenordung von 10−10eV aufweist. Die Ursache dafu¨r ist die Tat-
sache, daß der erste im Vergleich zum zweiten Zustand und der dritte im Vergleich
zum vierten unteschiedliche Symmetrien bzgl. der Spiegelung an der Hauptdiagona-
len q1 = q2, entlang derer das Wechselwirkungspotential Vint(q) sein ausgepra¨gtes
Maximum besitzt, aufweisen (siehe Abb. 5.5 und 5.6). Die gro¨ßere Energiedifferenz
zwischen zweitem und dritten Zustand beruht dagegen auf verschiedenen Symme-
trien hinsichtlich der Spiegelung an der Nebendiagonalen q1 = −q2, der entlang das
Maximum des Ein–Teilchen–Potentials U(q) verla¨uft, das im Vergleich zum Wech-
selwirkungspotential Vint(q) wesentlich kleiner ist (siehe Abbn. 5.4 und 5.6).
9 In den im weiteren Verlauf dargestellten Rechnungen wa¨hlen wir 2N = 100, weshalb eine
104 × 104–Matrix zu behandeln ist.
10 Es handelt sich dabei um das F11–Paket.
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Abbildung 5.20: Zeitlich propagierte Aufenthaltswahrscheinlichkeitsdichte
P (q1, q2; t) des zweiten Anfangszustandes fu¨r die Zeitpunkte t = 0fs, t = 10fs,
t = 20fs und t = 40fs (von unten nach oben). Die Aufenthaltswahrschein-
lichkeitsdichte des Anfangszustands ist dabei der untere Teil der Abbildung.
Die Aufenthaltswahrscheinlichkeitsdichten fu¨r die anderen Zeitpunkte folgen in
zeitlicher Reihenfolge. (Aufgrund der Relation qj = r0φj setzt sich P (q1, q2; t) in
jeder Koordinate periodisch mit der Periode 2πr0 = 4.964 A˚ fort.)
5.4 Zeitliche dissipationsfreie Propagation von Zwei–
Teilchen–Zusta¨nden
In diesem Abschnitt werden wir zwei verschiedene Anfangszusta¨nde, d. h. Zwei–Teil-
chen–Zusta¨nde fu¨r den Zeitpunkt t = 0, des in den Abschn. 5.2 und 5.3 beschrie-
benen Modellsystems des paarweisen Wasserstoff–Austausches zeitlich propagieren
lassen.11 Aufgrund der numerisch aufwendigen Rechnungen, die im vorausgegange-
nen Abschnitt dargestellt worden sind, ist es uns im Rahmen dieser Arbeit nicht
11 Es ist nicht Gegenstand der hier anzustellenden Betrachtungen, auf welche Weise solche An-
fangszusta¨nde experimentell pra¨pariert werden ko¨nnen.
94 Grundlagen der Zwei–Teilchen–Dynamik
−2.4 −2.0 −1.6 −1.2 −0.8 −0.4 0.0 0.4 0.8 1.2 1.6 2.0 2.4
q [Å]
0
P r
e
d(q
; t)
t= 0 fs
t= 10 fs
t= 20 fs
t= 40 fs
Abbildung 5.21: Reduzierte Aufenthaltswahrscheinlichkeitsdichte Pred(q; t) der zeit-
lich propagierten Aufenthaltswahrscheinlichkeitsdichte P (q1, q2; t) des zweiten An-
fangszustandes fu¨r die Zeitpunkte t = 0fs, t = 10fs, t = 20fs und t = 40fs (siehe
Abb. 5.20). (Aufgrund der Relation q = r0φ setzt sich Pred(q; t) periodisch mit der
Periode 2πr0 = 4.964 A˚ fort.)
mo¨glich, bei der zeitlichen Entwicklung der zu untersuchenden Anfangszusta¨nde
dissipative Effekte zu beru¨cksichtigen. Es wird daher im folgenden die dissipations-
freie Dynamik von Zwei–Teilchen–Zusta¨nde untersucht. Die Rechnungen werden auf
der Grundlage der Schro¨dinger–Gleichung mit dem Zwei–Teilchen–Hamiltonian Gl.
(5.2) ausgefu¨hrt. Ziel dieser Betrachtung ist es, die Besonderheiten, die fu¨r die Dyna-
mik eines molekularen Systems mit zwei identischen quantenmechanischen Teilchen
gelten, zu verdeutlichen.
Mit Ψ(q1, q2; t = 0) bezeichnen wir den Raumanteil eines gegebenen Anfangszu-
standes. Da die Aufenthaltswahrscheinlichkeitsdichte12
P (q1, q2; t = 0) = |Ψ(q1, q2; t = 0)|2 (5.13)
12 Im folgenden bezieht sich der Begriff der Aufenthaltswahrscheinlichkeitsdichte ausschließlich
auf den Raumanteil.
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Abbildung 5.22: Separationswahrscheinlichkeitsdichte Π(q; t) der zeitlich propagier-
ten Aufenthaltswahrscheinlichkeitsdichte P (q1, q2; t) des zweiten Anfangszustandes
fu¨r die Zeitpunkte t = 0fs, t = 10fs, t = 20fs und t = 40fs (siehe Abb. 5.20). (Auf-
grund der Relation q = r0φ setzt sich Π(q; t) periodisch mit der Periode 2πr0 = 4.964
A˚ fort.)
fu¨r das Zwei–Teilchen–System eine recht unanschauliche Gro¨ße ist, fu¨hren wir die
folgenden zwei Gro¨ßen fu¨r die Interpretation der Zwei–Teilchen–Dynamik ein [112,
113]; und zwar zum einen die sogenannte reduzierte Aufenthaltswahrscheinlichkeits-
dichte
Pred(q; t) =
∫
dq¯ P (q, q¯; t) , (5.14)
und zum anderen die sogenannte Separationswahrscheinlichkeitsdichte
Π(q; t) = 2
∫
dq¯ P (q¯ + q/2, q¯ − q/2; t) . (5.15)
In beiden Definitionen ist die Symmetrie der Zwei–Teilchen–Aufenthaltswahrschein-
lichkeitsdichte beru¨cksichtigt worden, denn aufgrund der Symmetrie ist es irrelevant,
welche der beiden Ein–Teilchen–Koordinaten fest gehalten wird. Die reduzierte Auf-
enthaltswahrscheinlichkeitsdichte Pred(q; t) beschreibt die Wahrscheinlichkeit, zum
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Abbildung 5.23: Zeitlich propagierte Aufenthaltswahrscheinlichkeitsdichte
P (q1, q2; t) des zweiten Anfangszustandes fu¨r die Zeitpunkte t = 80fs, t = 100fs,
t = 240fs und t = 400fs (von unten nach oben). Die Aufenthaltswahrscheinlich-
keitsdichte fu¨r den Zeitpunkte t = 80fs ist dabei der untere Teil der Abbildung.
Die Aufenthaltswahrscheinlichkeitsdichten fu¨r die anderen Zeitpunkte folgen in
zeitlicher Reihenfolge. (Aufgrund der Relation qj = r0φj setzt sich P (q1, q2; t) in
jeder Koordinate periodisch mit der Periode 2πr0 = 4.964 A˚ fort.)
Zeitpunkt t ein Teilchen am Ort q unabha¨ngig von der Position des anderen Teil-
chens zu beobachten. Die Separationswahrscheinlichkeitsdichte Π(q; t) wiederum ist
die Wahrscheinlichkeitsdichte, die man erha¨lt, wenn statt der Positionen der beiden
Teilchen ihr Abstand voneinander betrachtet wird. Mit ihrer Hilfe la¨ßt sich unter-
suchen, ob eine Korrelation bzgl. des Abstandes zwischen den beiden Wasserstoff–
Atomen besteht.
Wir werden die zeitliche Entwicklung zweier Singulett–Zusta¨nde, d. h. mit Spin
S = 0, beschreiben. Wie wir aus Abschn. 5.3 wissen, ist in diesem Fall der Raum-
anteil Ψ(q1, q2; t = 0) des Anfangszustandes symmetrisch bzgl. der Vertauschung
der beiden Wasserstoff–Atom–Koordinaten q1 und q2. In Abb. 5.8 ist die Aufent-
haltswahrscheinlichkeitsdichte P (q1, q2; t) des ersten untersuchten Anfangszustandes
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Abbildung 5.24: Reduzierte Aufenthaltswahrscheinlichkeitsdichte Pred(q; t) der zeit-
lich propagierten Aufenthaltswahrscheinlichkeitsdichte P (q1, q2; t) des zweiten An-
fangszustandes fu¨r die Zeitpunkte t = 80fs, t = 100fs, t = 240fs und t = 400fs
(siehe Abb. 5.23). (Aufgrund der Relation q = r0φ setzt sich Pred(q; t) periodisch
mit der Periode 2πr0 = 4.964 A˚ fort.)
dargestellt. Fu¨r ihn gilt, daß sich beide Wasserstoff–Atome gleich weit — aber mit
unterschiedlichen Vorzeichen der Ortskoordinaten (siehe auch Abb. 5.9) — von ih-
rem jeweiligen Koordinatenursprung entfernt befinden. Die beiden in Gln. (5.14)
und (5.15) eingefu¨hrten Gro¨ßen der reduzierten Aufenthaltswahrscheinlichkeitsdich-
te und der Separationswahrscheinlichkeitsdichte sind fu¨r diesen Anfangszustand in
den Abbn. 5.9 und 5.10 gegeben.
Der Anfangszustand wird unter Verwendung der in Abschn. 5.3 bestimmten
Energieeigenzusta¨nde des Zwei–Teilchen–Hamiltonians zeitlich propagiert gema¨ß
Ψ(q1, q2; t) =
∑
α
Cα,S=0 e
−iEα,S=0t/ Φα,S=0(q1, q2) , (5.16)
wobei Eα,S=0 die Eigenenergien der ra¨umlichen Anteile der Zwei–Teilchen–Eigenzu-
sta¨nde Φα,S=0(q1, q2) und Cα,S=0 die Projektionen des Anfangszustandes Ψ(q1, q2; t =
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Abbildung 5.25: Separationswahrscheinlichkeitsdichte Π(q; t) der zeitlich propagier-
ten Aufenthaltswahrscheinlichkeitsdichte P (q1, q2; t) des zweiten Anfangszustandes
fu¨r die Zeitpunkte t = 80fs, t = 100fs, t = 240fs und t = 400fs (siehe Abb.
5.23). (Aufgrund der Relation q = r0φ setzt sich Π(q; t) periodisch mit der Periode
2πr0 = 4.964 A˚ fort.)
0) auf der Basis dieser Eigenzusta¨nde sind. Abb. 5.11 zeigt die Zwei–Teilchen–
Aufenthaltswahrscheinlichkeitsdichte P (q1, q2; t) fu¨r die Zeitpunkte t = 10fs, t =
20fs und t = 40fs, wie sie sich fu¨r den ersten Anfangszustand entwickelt. In den
Abbn. 5.12 und 5.13 sind die reduzierte Aufenthaltswahrscheinlichkeitsdichte und
die Separationswahrscheinlichkeitsdichte der um 10fs, 20fs bzw. 40fs propagier-
ten Zusta¨nde von Abb. 5.11 dargestellt. Man erkennt, daß sich bereits innerhalb
dieser kurzen Zeitspannen die reduzierte Aufenthaltswahrscheinlichkeitsdichte stark
vera¨ndert, wa¨hrend die Separationswahrscheinlichkeitsdichte nahezu gleich bleibt.
D. h., die Positionen der Wasserstoff–Atome wechseln in diesem Zeitraum deutlich,
aber der Abstand der beiden voneinander ist dabei fast konstant.
Die Zwei–Teilchen–Aufenthaltswahrscheinlichkeitsdichte zu den Zeitpunkten t =
80fs, t = 100fs, t = 240fs und t = 400fs ist in Abb. 5.14 gegeben. Wie man anhand
dieser Abbildung sieht, findet eine Oszillation der Aufenthaltswahrscheinlichkeits-
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dichte P (q1, q2; t) zwischen Positionen in der Na¨he des Zentrums des dargestellten
Ortsraumes und dessen Randgebieten statt. Da — wie schon zu Beginn diesen Ab-
schnittes erwa¨hnt — die zeitliche Propagation als vollkommen frei von dissipativen
Effekten betrachtet wird, klingt diese Oszillation nicht ab. Die zugeho¨rige reduzierte
Aufenthaltswahrscheinlichkeitsdichte und Separationswahrscheinlichkeitsdichte der
um t = 80fs, t = 100fs, t = 240fs bzw. t = 400fs propagierten Zusta¨nde sind in
den Abbn. 5.15 und 5.16 wiedergegeben. Sowohl anhand der reduzierte Aufenthalts-
wahrscheinlichkeitsdichte Pred(q; t) als auch der Separationswahrscheinlichkeitsdich-
te Π(q; t) la¨ßt sich die Oszillation des Wasserstoff–Paares erkennen.
Abb. 5.17 zeigt den zweiten betrachteten Anfangszustand. Er unterscheidet sich
vom ersten Anfangszustand dadurch, daß hier nicht beide Wasserstoff–Atome densel-
ben Abstand zu ihrem jeweiligen Koordinatenursprung aufweisen. Vielmehr befindet
sich ein Wasserstoff–Atom an seinem Ursprung, wa¨hrend das andere einen negati-
ven Wert fu¨r seine Koordinate besitzt (siehe auch Abb. 5.18). Wie man in Abb. 5.19
erkennt, ist der Abstand der beiden Teilchen voneinander genauso groß wie fu¨r den
ersten Anfangszustand. In den Abbn. 5.20 und 5.23 ist fu¨r die gleichen Zeitpunkte
wie im ersten Fall die Zwei–Teilchen–Aufenthaltswahrscheinlichkeitsdichte wieder-
gegeben. Abbn. 5.21 und 5.22 bzw. Abbn. 5.24 und 5.25 stellen die zugeho¨rigen
reduzierten Aufenthaltswahrscheinlichkeitsdichten bzw. Separationswahrscheinlich-
keitsdichten dar. Wir sehen, daß die beiden Wasserstoff–Atome hauptsa¨chlich in der
vom Koordinatenursprung gesehen linken Ha¨lfte bleiben.
Anhand der Abbn. 5.13, 5.22, 5.16, und 5.25, erkennen wir, daß bei der Propa-
gation der beiden Zwei–Teilchen–Zusta¨nde, die unterschiedliche Anfangskonfigura-
tionen aufweisen, die Separationswahrscheinlichkeitsdichte zwei pra¨gnante Maxima
besitzt. Dies macht deutlich, daß die Teilchen–Teilchen–Wechselwirkung zwischen
den Wasserstoff–Atomen einen großen Einfluß auf die Dynamik fu¨r das Modell des
paarweisen Wasserstoff–Austausches im U¨bergangsmetall–Triydrid–Komplex
[cp(PPh3)IrH3]
+ hat. D. h., daß die Beru¨cksichtigung der Zwei–Teilchen–Dyna-
mik fu¨r Wasserstoff–Austauschprozesse in U¨bergangsmetall–Hydrid–Komplexen von
großer Bedeutung ist.
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Kapitel 6
Neutronenstreuung an U¨bergangs-
metall–Hydrid–Komplexen
Wie wir bereits zu Beginn von Kapitel 5 deutlich gemacht haben, besteht im Rahmen
der Moleku¨lphysik und der Physikalischen Chemie seit ungefa¨hr Mitte der achtziger
Jahre ausdru¨ckliches Interesse am Studium der Eigenschaften von U¨bergangsmetall–
Hydrid–Komplexen. Das Interesse lag u. a. darin begru¨ndet, daß derartige U¨ber-
gangsmetall–Hydrid–Komplexe ein erstes Beispiel fu¨r molekularen Wasserstoff ge-
bunden als intakter Ligand an ein einzelnes U¨bergangsmetallatom darstellten [114,
115]. Vor allem aber ist bei diesen chemischen Verbindungen die Eigenschaft her-
vorzuheben, daß außergewo¨hnlich große Werte fu¨r die Wasserstoff–Austauschkopp-
lungskonstanten auftreten. Daru¨berhinaus sind die beobachteten Wasserstoff–Aus-
tauschkopplungskonstanten stark temperaturabha¨ngig [91, 116, 117]. Die in die-
sem Zusammenhang durchgefu¨hrten Experimente basieren oft auf der Messung des
NMR–Spektrums [76, 118, 119, 120, 121, 122]. Alternativ dazu sind auch die INS–
Spektren von U¨bergangsmetall–Hydrid–Komplexen untersucht worden [94, 97, 123,
124]. Vor dem Hintergrund, daß Neutronenstreuexperimente an derartigen Hydrid–
Komplexen vorgenommen worden sind, berechnen wir in diesem Kapitel die Neu-
tronenstreuraten fu¨r das von uns in Kapitel5 behandelte Zwei–Teilchen–Modell
des Wasserstoff–Austausches im [cp(PPh3)IrH3]
+–Komplex. Wir gehen davon aus,
daß ein monoenergetischer Neutronenstrahl, dessen Energie im thermischen Bereich
liegt, am gelo¨sten [cp(PPh3)IrH3]
+ gestreut wird. Fu¨r die Rechnungen werden die
Erkenntnisse aus Kapitel 5 benutzt, die wir u¨ber das von uns untersuchte Modell-
system zum paarweisen Wasserstoff–Austausch in diesem U¨bergangsmetall–Hydrid–
Komplex gewonnen haben.
Die Neutronenstreurate wird auf eine Weise hergeleitet, die dem Verfahren a¨hn-
lich ist, das in Abschn. 4.6.2 angewendet worden ist, um den linearen Absorptions-
koeffizienten α(ω) (siehe Gl. (4.58)) zu berechnen. Wie auch dort wird die gesuchte
Gro¨ße, also in diesem Fall die Streurate, durch eine Fourier–Transformation eines
zeitabha¨ngigen Ausdrucks gewonnen. Dieser Ausdruck ist vorher durch Ausfu¨hrung
der Spur u¨ber einen Teilraum des Gesamtsystems gebildet worden (siehe auch [70]).
In Abb. 6.1 ist die prinzipielle Anordnung des hier interessierenden Neutronen-
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Abbildung 6.1: Prinzipieller Aufbau eines Neutronenstreuexperimentes, wobei ein-
fallender und gestreuter Neutronenstrahl als ebene Wellen mit Wellenvektoren k
und k′ beschrieben werden. Nach [126].
streuexperimentes dargestellt. Ein Vorteil von Neutronenstreuexperimenten im Zu-
sammenhang mit dem zu beobachtenden Wasserstoff–Austauschreaktionen ist, daß
der Neutronenstrahl eine besonders hohe Empfindlichkeit gegenu¨ber den Wasser-
stoff–Atomen besitzt [125].
6.1 Hamiltonian fu¨r inelastische Neutronenstreu-
ung
In Abschn. 1.1 machten wir allgemeingu¨ltige Aussagen dazu, welche Relation zwi-
schen einem relevanten System und Feldern, die auf das relevante System einwirken,
besteht. In diesem Zusammenhang za¨hlten wir zum Begriff eines Feldes ausdru¨cklich
auch die streuenden Teilchen eines Streuexperimentes, in diesem Falle also den einfal-
lenden Neutronenstrahl. Wie auch dort bemerkt, gehen wir hier davon aus, daß eine
eventuell vorhandene Kopplung zwischen der Umgebung und dem Neutronenstrahl
6.1 Hamiltonian fu¨r inelastische Neutronenstreuung 103
vernachla¨ssigbar klein ist. Gema¨ß der in Abschn. 1.1 erla¨uterten zweiten Alternative,
wie ein vorhandenes Feld beschrieben werden kann (siehe Seite 14), schließen wir den
auf den Hydrid–Komplex einwirkenden Neutronenstrahl in die quantenmechanische
Behandlung des Gesamtsystems ein. Um Neutronenstreuung an einem System, das
in kondensierter Phase vorliegt, beschreiben zu ko¨nnen, fu¨hren wir daher entspre-
chend Gl. (1.2) den folgenden allgemeinen Hamiltonian ein
H = Hmed + Hneu + Hmed−neu . (6.1)
Die ersten beiden Anteile beziehen sich dabei auf das Medium bzw. die in freier
Bewegung befindlichen Neutronen, wa¨hrend der letzte Term die Kopplung zwischen
diesen beiden Systemen wiedergibt. Der Hamiltonian des Mediums la¨ßt sich wieder-
um wie in Gl. (1.1) in drei einzelne Beitra¨ge aufspalten
Hmed = HS + HR + HS−R . (6.2)
Hierbei stehen HS fu¨r den Anteil des relevanten Systems, d. h. des in Kapitel 5 ent-
wickelten Modellsystems fu¨r das betrachtete Wasserstoff–Paar des [cp(PPh3)IrH3]
+–
Komplexes,1 und HR fu¨r den Anteil der Umgebung bzw. des Reservoirs, d. h. des
vorhandenen Lo¨sungsmittels und eventuell u¨brigen Anteils des U¨bergangsmetall–
Hydrid–Komplexes. Wie bereits in Abschn. 1.1 erla¨utert worden ist, wird auch hier
davon ausgegangen, daß die Umgebung nach Durchfu¨hrung einer Normalmodenana-
lyse als ein Bad untereinander ungekoppelter harmonischer Oszillatoren beschrieben
werden kann. HS−R wiederum gibt die Kopplung zwischen Wasserstoff–Paar und der
Umgebung an. Der Beitrag der freien Neutronen lautet
Hneu =
∑
s,k
ωka
+
skask , (6.3)
wobei ωk = (k)
2/2mn die kinetische Energie eines Neutrons ist.
2 Weiterhin be-
zeichnet s die zwei mo¨glichen Orientierungen des Neutronenspins, und k ist der
Wellenvektor. a+sk und ask sind die Erzeugungs– und Vernichtungsoperatoren eines
Neutrons des monoenergetischen Neutronenstrahles.
Wie schon erla¨utert — ist es fu¨r die Kopplung der Neutronen an das Medium
ausreichend, die Wechselwirkung zwischen Neutronen und dem relevanten System
bzw. dem Wasserstoff–Paar zu beru¨cksichtigen. Die Reichweite R der Kernkra¨fte
liegt im Bereich von 10−4 A˚. Die Relation zwischen Energie E in eV und Wellenzahl
k = |k| in A˚−1 bela¨uft sich damit auf
k[A˚
−1
] = 21.97
√
E[eV ] . (6.4)
1 Aufgrund der bereits erwa¨hnten besonders hohen Empfindlichkeit der einfallenden Neutro-
nen bzgl. Wasserstoff–Atomen und der experimentell einfachen Unterscheidung des interessieren-
den Teils des INS–Spektrums gegenu¨ber Anteilen des INS–Spektrums, die von im u¨brigen Mo-
leku¨lkomplex vorhandenen Wasserstoff–Atomen herru¨hren [97], ist es ausreichend, als relevantes
System das Wasserstoff–Paar des U¨bergangsmetall–Hydrid–Komplexes anzusetzen.
2 mn ist die Neutronenmasse.
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Da es sich um thermische Neutronen handelt, liegt die Wellenzahl im Bereich 100A˚
−1
und somit gilt kR ≈ 10−4  1. Daher tritt nur s–Wellenstreuung auf und es reicht
aus, die Wechselwirkung durch ein effektives Pseudopotential bzw. Kontaktpotential
zu beschreiben3 [127, 128]
V (r;q1,q2) =
2π2
µ
∑
j
Aδ(r− qj) , (6.5)
wobei wir außerdem davon ausgehen, daß keine Abha¨ngigkeit von der Spinquan-
tenzahl besteht. A steht fu¨r die Neutronenstreula¨nge der Wasserstoff–Atome und
betra¨gt A = −0.37410−12cm [125, 126]. qj (j = 1, 2) sind die Ortsvektoren der
Wasserstoff–Atome4 (siehe Abschn. 5.2). Der Neutronenstrahl wird als ebene Welle
dargestellt. Daher gilt fu¨r die Matrixelemente, die fu¨r die Zusta¨nde des Neutronen-
strahles gebildet werden
Vˆk1,k2 = 〈k1|V (r;q1,q2)|k2〉 =
2π2
µ
∑
j
Ae−i(k1−k2)qj . (6.6)
Da dieser Ausdruck von den Koordinaten der Wasserstoff–Atome abha¨ngt, wirkt die-
ser Operator im Zustandsraum des relevanten Systems. Wir erhalten also insgesamt
fu¨r den Kopplungs–Hamiltonian
Hmed−neu ≡ HS−neu =
∑
s1,k1
∑
s2,k2
Vˆk1,k2a
+
s1k1
as2k2 . (6.7)
Das betrachtete Wasserstoff–Paar beschreiben wir mit Hilfe des in Abschn. 5.2
eingefu¨hrten Hamiltonians Gl. (5.2) fu¨r das Zwei–Teilchen–System, d. h. HS ≡
HII . Wir greifen ebenfalls auf die in Abschn. 5.3 gewonnenen Erkenntnisse u¨ber
die Energieeigenwerte Eα,S und Energieeigenzusta¨nde dieses Hamiltonians zuru¨ck.
Wie wir wissen, sind die ra¨umlichen Anteile Φα,S(q1, q2) der Eigenzusta¨nde fu¨r die
Singulett–Zusta¨nde symmetrisch und fu¨r die Triplett–Zusta¨nde antisymmetrisch.
Auf der Grundlage dieser Beschreibung des relevanten Systems fu¨hren wir fu¨r das
Wasserstoff–Paar–System den statistischen Operator ρˆeq des thermischen Gleichge-
wichts ein
ρˆeq =
e−HS/kBT
trS
{
e−HS/kBT
} = ∑
α,S,M
f
(
Eα,S
)|Φα,S〉〈Φα,S| , (6.8)
wobei die Verteilungsfunktion f
(
Eα,S
)
des relevanten Systems benutzt worden ist
f
(
Eα,S
)
=
1
Z e
−Eα,S/kBT . (6.9)
3 µ ist gleich der reduzierten Masse des Neutron–Nukleus–Systems, d. h. µ = mnmHmn + mH .
4 Bei den in Abschn. 6.2 ausgefu¨hrten Rechnungen zur Neutronenstreurate fu¨r das in Kapitel
5 behandelte Zwei–Teilchen–Modell des Wasserstoff–Austausches im [cp(PPh3)IrH3]+–Komplex
gehen wir von den Vektoren qj zu einfachen Koordinaten qj u¨ber. Denn im Rahmen dieses Modell-
systems wird die Dynamik jedes einzelnen Teilchens in je einem einzigen Freiheitsgrad beschrieben.
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Es sei an dieser Stelle an die energetische Entartung der Triplett–Zusta¨nde erinnert
(siehe Seite 86). Die Kopplung HS−R zwischen relevantem System und der Um-
gebung schreiben wir wie in Gl. (1.5) in faktorisierter Form, wobei wir uns aber
auf einen einzigen Beitrag beschra¨nken und daher den Index u von Gl. (1.5) nicht
beno¨tigen, d. h.
HS−R = K(q1, q2)Φ(Z) (6.10)
mit den Anteil Φ(Z) der Umgebung, der linear in den Reservoir–Oszillatorkoordi-
naten Z = {Zξ} ist. Außerdem gehen wir davon aus, daß der System–Anteil der
Kopplung additiv und damit symmetrisch in Hinblick auf die beiden Koordinaten
der Wasserstoff–Atome ist, also K(q1,q2) =
∑
j=1,2 K(qj) gilt.
5
6.2 Herleitung der Neutronenstreurate
Die Streurate rs′k′(t) ist definiert als die Zahl der Neutronen, die pro Zeiteinheit in
den Zustand mit dem Spin s′ und dem Wellenvektor k′ gestreut werden. Sie wird
gema¨ß der folgenden Gleichung berechnet
rs′k′(t) = −∂Ns′k′(t)
∂t
/Ns′k′(t) , (6.11)
wobei Ns′k′(t) der Erwartungswert der Neutronenzahl zum Zeitpunkt t ist
Ns′k′(t) = tr
{
Wˆ (t)a+s′k′as′k′
}
. (6.12)
Die vollsta¨ndige Dynamik wird dabei durch den zeitabha¨ngigen statistischen Opera-
tor Wˆ (t) des Gesamtsystems bestimmt, dessen Zeitentwicklung durch die Liouville–
von–Neumann–Gleichung mit dem Hamiltonian von Gl. (6.1) beschrieben wird.
Wie sich auf einfache Weise zeigen la¨ßt, gilt fu¨r die zeitliche A¨nderung der Neu-
tronenzahl (siehe Gl. (6.7))
∂Ns′k′(t)
∂t
= i

tr
{
Wˆ (t)
(
H, a+s′k′as′k′
)
−
}
= i

tr
{
Wˆ (t)
(
HS−neu, a+s′k′as′k′
)
−
}
= − i

∑
s¯,q
tr
{
Wˆ (t)
(
Vˆk′,qa
+
s′k′as¯q − Vˆq,k′a+s¯qas′k′
)}
= 2

Im
∑
s¯,q
tr
{
Wˆ (t)Vk′,qa
+
s′k′as¯q
}
. (6.13)
In diesem Ausdruck la¨uft die Spur tr u¨ber das Gesamtsystem.
In den folgenden Umformungen werden wir aber den Reservoir–Anteil der Spur-
bildung von Beginn an abspalten. Dies ist im Sinne der in der ganzen Arbeit ver-
folgten Vorgehensweise, nach Unterteilung des Gesamtsystems in ein kleines rele-
vantes Teilsystem und ein sehr viel gro¨ßeres Reservoir durch Spurbildung u¨ber die
5 Aufgrund der Eigenschaften unseres Modellsystems des [cp(PPh3)IrH3]+–Komplexes bestim-
men wir die Kopplungsanteile zu K(qj) ≡ K(qj) ∝ cos
( 2qj
dHH
)
(siehe Gl. (5.4)).
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Reservoir–Zusta¨nde auf einen Operator im Zustandsraum des relevanten Systems
zu schließen. Im Anschluß an die Ausfu¨hrung der Spur u¨ber die Reservoir–Zusta¨nde
wird analog zur Herleitung des linearen Absorptionskoeffizienten in Abschn. 4.6.2
außerdem der dann folgende Spur–Ausdruck wiederum in Summationen u¨ber Teil-
systeme aufgespalten. Diese Teilsysteme sind hier das betrachtete Wasserstoff–Paar
des [cp(PPh3)IrH3]
+–Komplexes und der Neutronenstrahl. Wir formulieren daher
mittels der Spurbildung u¨ber einen vollsta¨ndigen Satz von Zusta¨nden der Umgebung
den reduzierten statistischen Operator Rˆ(t) = trR{Wˆ (t)}. Fu¨r den Erwartungswert
der Neutronenzahl Ns′k′(t) schreiben damit anstelle von Gl. (6.12)
Ns′k′(t) = trneu+S
{
Rˆ(t)a+s′k′as′k′
}
. (6.14)
Die Spur la¨uft hierbei u¨ber die Zustandsra¨ume des Neutronenstrahles und des rele-
vanten Systems S. Der Anfangswert Rˆ(t0) des reduzierten statistischen Operators
Rˆ(t) ist gegeben durch
Rˆ(t0) = ρˆeq |sk〉〈sk| , (6.15)
wobei ρˆeq der statistische Operator des thermischen Gleichgewichts des relevanten
Systems, d. h. des Wasserstoff–Paares, ist (siehe Gl. (6.8)). Außerdem steht |sk〉〈sk|
fu¨r den statistischen Operator des reinen Zustandes der einfallenden Neutronen. Fu¨r
die Zusta¨nde des Neutronenstrahles gilt |sk〉 = a+sk|0〉 mit dem Vakuum–Zustand |0〉
eines Neutrons. Der reduzierte statistische Operator Rˆ(t) zum Zeitpunkt t folgt dann
aus Rˆ(t0) mit Hilfe des Zeitentwicklungssuperoperators U(t), der fu¨r die dissipative
Systemdynamik verantwortlich ist
Rˆ(t) = U(t− t0)Rˆ(t0) . (6.16)
In U¨bereinstimmung mit Gl. (6.13) gilt fu¨r die zeitliche A¨nderung der Neutronenzahl
∂
∂t
Ns′k′(t) =
2

Im
∑
s¯,q
trneu+S
{
Rˆ(t)Vˆk′,qa
+
s′k′as¯q
}
. (6.17)
Wir werfen nun einen genaueren Blick auf den Zeitentwicklungssuperoperator
U(t) und fu¨hren die Zeitentwicklungssuperoperatoren Uneu und Ueff ein. Dabei ist
der Zeitentwicklungssuperoperator Uneu mit Hilfe des Liouville–Superoperators Lneu
definiert und bedeutet einfach die Wirkung von Uneu(t) = exp(−iHneut/) von
links und von U+neu(t) = exp(−iHneut/) von rechts auf den betreffenden Opera-
tor. Fu¨r den Zeitentwicklungssuperoperator Ueff gilt wiederum, daß durch ihn die
dissipativen Effekte vermittelt werden, die auf das relevante System einwirken. Er
wird unter Verwendung des effektiven Liouville–Superoperators Leff gema¨ß Ueff =
exp(−iLeff t) formuliert, wobei Leff als dissipativer Superoperator die Standard–
Quanten–Master–Gleichung fu¨r den reduzierten statistischen Operator ρˆ(t) des re-
levanten Systems generiert. Indem wir auf den Liouville–Superoperator LS−neu bzgl.
des Kopplungs–Hamiltonians Gl. (6.7) zuru¨ckgreifen, erhalten wir fu¨r den vollsta¨ndigen
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Abbildung 6.2: INS–Spektren fu¨r das Zwei–Teilchen–Modells des [cp(PPh3)IrH3]
+–
Komplexes fu¨r die Temperaturen T = 1K, T = 200K und T = 300K. Die Wellen-
zahl des einfallenden Neutronenstrahles ist k = 0.1A˚
−1
. Die Dissipationssta¨rke wird
dabei u¨ber J0 und ωc aus Gl. (6.31) festgelegt. Die Referenzwerte betragen J0 = 0.04
und ωc = 10
16s−1.
Zeitentwicklungssuperoperator U die folgende Gleichung
U(t− t0) = Uneu(t− t0)Ueff (t− t0)
−i
t∫
t0
dt¯ Uneu(t− t¯)Ueff(t− t¯)LS−neuU(t¯− t0) . (6.18)
Mit Hilfe dieser Relation la¨ßt sich Gl. (6.16) folgendermaßen schreiben
Rˆ(t) = Rˆ(t0)− i
t∫
t0
dt¯ Uneu(t− t¯)Ueff(t− t¯)LS−neuU(t¯− t0)Rˆ(t0) . (6.19)
Fu¨r den reduzierten statistischen Operator Rˆ(t) erhalten wir, wenn wir ihn in
erster Ordnung bzgl. der Kopplung zwischen relevantem System S und Neutronen
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Abbildung 6.3: INS–Spektren fu¨r das Zwei–Teilchen–Modells des [cp(PPh3)IrH3]
+–
Komplexes fu¨r die Temperaturen T = 1K, T = 200K und T = 300K. Die Wellen-
zahl des einfallenden Neutronenstrahles ist k = 0.1A˚
−1
. Die Dissipationssta¨rke ist
dabei als das Vierfache der entsprechenden Gro¨ße von Abb. 6.2 festgelegt. Die Re-
ferenzwerte betrugen dort J0 = 0.04 und ωc = 10
16s−1.
na¨hern, d. h. in Gl. (6.19) U(t¯− t0) durch das Produkt von Uneu und Ueff ersetzen,
folgenden Ausdruck
Rˆ(t) = Rˆ(t0)− i
t∫
t0
dt¯ Uneu(t− t¯)Ueff(t− t¯)LS−neuρˆeq |s′k′〉〈s′k′| , (6.20)
wobei wir außerdem den Anfangswert Gl. (6.15) von Rˆ(t0) eingesetzt haben. Von
dieser Relation fu¨r Rˆ(t) wird jetzt in Gl. (6.17) Gebrauch gemacht, was bedeutet,
daß insgesamt ein Ausdruck in zweiter Ordnung bzgl. des Kopplungs–Hamiltonians
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HS−neu fu¨r die Zeitableitung der Neutronenzahl Ns′k′(t) folgt
∂
∂t
Ns′k′(t) = −2

Re
∑
s¯,q
t∫
t0
dt¯ trneu+S
{
Vˆk′,qa
+
s′k′as¯q
×Uneu(t− t¯)Ueff (t− t¯)LS−neuρˆeq|sk〉〈sk|
}
. (6.21)
Die Spur in dieser Gleichung u¨ber die Zusta¨nde des aus dem Wasserstoff–Paar
und dem Neutronenstrahl zusammengesetzten Systems spalten wir dann in die Spur-
bildungen bzgl. dieser beiden Unterra¨ume auf. Damit erhalten wir, daß zur zeitli-
chen A¨nderung der Neutronenzahl zwei Anteile beitragen. Fu¨r einen dieser bei-
den Beitra¨ge gilt, daß fu¨r ihn der Zustand der ein- und ausfallenden Neutronen
u¨bereinstimmt. Es handelt sich daher um einen Beitrag zur rein elastischen Neu-
tronenstreuung. Er tra¨gt also zum eigentlichen INS–Spektrum nicht bei und wird
deshalb im weiteren nicht beru¨cksichtigt. Zur Streurate rs′k′(t) von Gl. (6.11) tra¨gt
also nur derjenige Anteil bei, der einen tatsa¨chlichen Streuprozess aus dem einfal-
lenden Neutronenstrahl heraus bewirkt. Indem wir in Gl. (6.21) die Substitution
τ = t − t¯ durchfu¨hren und außerdem bei den Grenzen des Zeitintegrals im Limes
von t0 zu −∞ u¨bergehen, erhalten wir fu¨r die Streurate gema¨ß Gl. (6.11)
rs′k′ ≡ rsk→s′k′ = 2

2Re
∞∫
0
dτ e−i(ωk−ωk′ )τ trS
{
Vˆk,k′Ueff (τ)(Vˆk′,kρˆeq)
}
. (6.22)
Fu¨r die Neutronenstreurate haben wir also einen Ausdruck abgeleitet, der einer
halbseitigen Fourier–Transformation einer Spur entspricht. Diese Spur la¨ßt sich wie-
derum als zeitlich propagierter Dichtematrix–Beitrag darstellen. Auf die vorzuneh-
menden Umformungen gehen wir im folgenden ein. Das Frequenz–Argument in der
Fourier–transformierten Gro¨ße ist gleich der Energiedifferenz zwischen einfallenden,
d. h. ωk = k
2/2mn, und gestreuten Neutronen, d. h. ω
′
k = (k
′)2/2mn.
Die Spur in Gl. (6.22) schreiben wir mit Hilfe der Raum–Anteile Φα,S der Ener-
gieeigenzusta¨nde des betrachteten Wasserstoff–Paares
trS
{
Vˆk,k′Ueff (τ)(Vˆk′,kρˆeq)
}
=
∑
α,S
∑
β,S¯
(α,S)=(β,S¯)
〈Φ(α, S)|Vˆk,k′|Φ(β, S¯)〉σ(βS¯, αS; τ) . (6.23)
Fu¨r die Zwei–Teilchen–Matrixelemente, die in dieser Doppelsumme auftreten, gilt
dabei im einzelnen (siehe Gl. (6.6))
〈Φ(α, S)|Vˆk,k′|Φ(β, S¯)〉
=
∫
dq1dq2Φ
∗
αS(q1, q2)
2π2
µ
∑
j
Ae−i(k−k
′)qj Φβ,S¯(q1, q2) . (6.24)
U¨berdies haben wir in Gl. (6.23) die folgende Dichtematrix eingefu¨hrt
σ(βS¯, αS; τ) ≡ 〈Φ(β, S¯)|σˆ(τ)|Φ(α, S)〉
= 〈Φ(β, S¯)|Ueff(τ)(Vˆk′,kρˆeq)|Φ(α, S)〉 . (6.25)
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Abbildung 6.4: INS–Spektren fu¨r das Zwei–Teilchen–Modells des [cp(PPh3)IrH3]
+–
Komplexes fu¨r die Temperaturen T = 1K, T = 200K und T = 300K. Die Wellen-
zahl des einfallenden Neutronenstrahles ist k = 0.1A˚
−1
. Die Dissipationssta¨rke ist
dabei als ein Viertel der entsprechenden Gro¨ße von Abb. 6.2 festgelegt. Die Refe-
renzwerte betrugen dort J0 = 0.04 und ωc = 10
16s−1.
Die Anfangswerte dieser Dichtematrixelemente lauten offensichtlich
σ(βS¯, αS; τ = 0) = 〈Φ(β, S¯)|Vˆk′,kρˆeq|Φ(α, S)〉
= 〈Φ(β, S¯)|Vˆk′,k|Φ(α, S)〉f
(
Eα,S
)
(6.26)
mit der thermischen Verteilungsfunktion f
(
Eα,S
)
des relevanten Systems von Gl.
(6.9).
Wie wir anhand von Gl. (6.23) sehen, sind nur die Nicht–Diagonalelemente der
eingefu¨hrten Dichtematrix σ(βS¯, αS; τ) bei der Berechnung der Streurate von Inter-
esse. Bei der Aufstellung der Bewegungsgleichung fu¨r die Nicht–Diagonalelemente
σ(βS¯, αS; τ) in Gl. (6.25) greifen wir auf die Markov’sche Form der Standard–
Quanten–Master–Gleichung aus Abschn. 2.3 zuru¨ck und schreiben fu¨r ihre Nicht–
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Diagonalelemente
∂
∂t
σ(βS¯, αS) = −iω˜(βS¯, αS)σ(βS¯, αS) . (6.27)
Bei der Herleitung dieser Bewegungsgleichung wird außerdem die Sa¨kularna¨herung
ausgefu¨hrt, d. h. bei der formalen Integration der Bewegungsgleichung der Dichte-
matrix σ(βS¯, αS; τ) werden alle Anteile, die einen schnell oszillierenden Integralkern
besitzen, vernachla¨ssigt. Dies trifft auf alle Terme mit Beitra¨gen σ(δS ′, γS ′′; τ) zu,
die nicht proportional zu exp
(
iω(βS¯, αS)t
)
sind [3, 6].6 Die komplexen U¨bergangs-
frequenzen ω˜(βS¯, αS) setzen sich aus den folgenden Anteilen zusammen
ω˜(βS¯, αS) = ω(βS¯, αS)− i(γβ,S¯ + γα,S) , (6.28)
mit ω(βS¯, αS) = (Eβ,S¯−Eα,S)/, wobei die Eigenenergien Eα,S diejenigen des Zwei–
Teilchen–Hamiltonians Gl. (5.2) aus Kapitel 5 sind. Fu¨r die Dephasing–Raten7 γα,S
gilt die Relation
γα,S =
∑
(α˜S˜)=(αS)
|K(αS, α˜S˜)|2 Γ(α˜S˜, αS) , (6.29)
in die der Anteil des relevanten Systems K(q1, q2) des Kopplungs–Hamiltonians
HS−R (siehe Gl. (6.10)) und die Gro¨ße
Γ(α˜S˜, αS) = 2π
(
1 + n
(
ω(α˜S˜, αS)
))
J
(
ω(α˜S˜, αS)
)
(6.30)
eingehen.8 Dabei sind n(ω) die Bose–Einstein–Verteilung und J(ω) die Spektraldich-
te9 des von uns entwickelten Modells des Zwei–Teilchen–Wasserstoff–Austausches im
gelo¨sten U¨bergangsmetall–Hydrid–Komplex [cp(PPh3)IrH3]
+. Die Spektraldichte
wird in Ohm’scher Form angesetzt [73]
J(ω) = J0 ω e
− ωωc , ω > 0 , (6.31)
wobei ωc die Bedeutung einer cut–off–Frequenz hat. J0 ist ein geeignet festgelegter
Parameter. Als Referenzwerte wa¨hlen wir J0 = 0.04 und ωc = 10
16s−1.
Indem wir Gl. (6.27) unter Beru¨cksichtigung der Anfangsbedingung Gl. (6.26)
lo¨sen und die Lo¨sung in Gl. (6.23) einsetzen, erhalten wir
trS
{
Vˆk,k′Ueff (τ)(Vˆk′,kρˆeq)
}
=
∑
α,S
∑
β,S¯
(α,S)=(β,S¯)
|〈Φ(α, S)|Vˆk,k′|Φ(β, S¯)〉|2 f
(
Eα,S
)
exp(−iω˜(βS¯, αS)τ) . (6.32)
6 Siehe Definition von ω(βS¯, αS) im Anschluß an Gl. (6.28).
7 Siehe in diesem Zusammenhang Abschn. 4.4.
8 Vergleiche Gl. (4.31).
9 Siehe auch Abschn. 1.2.
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Verwenden wir Gl. (6.32) wiederum in Gl. (6.22), folgt schließlich folgender Ausdruck
fu¨r die Neutronenstreurate
rs′k′ =
2

2
∑
α,S
∑
β,S¯
(α,S)=(β,S¯)
| 〈Φ(α, S)|Vˆk,k′|Φ(β, S¯)〉 |2
× f
(
Eα,S
)(
γα,S + γβ,S¯
)(
ωk − ωk′ + ω(βS¯, αS)
)2
+
(
γ(αS) + γ(βS¯)
)2 . (6.33)
6.3 INS–Spektren des [cp(PPh3)IrH3]
+–Komplexes
im Zwei–Teilchen–Modell
In U¨bereinstimmung mit der Standardliteratur zur Neutronenstreuung tragen wir
in den Abbildungen des INS–Spektrums die Intensita¨t des detektierten Neutronen-
strahles gegen die Differenz der Wellenzahlen der einfallenden und gestreuten Neu-
tronen ab [126]
∆k′ = k − k′ . (6.34)
In den Abbn. 6.2 bis 6.5 ist die Auswertung von Gl. (6.33) fu¨r das in Kapitel 5 ein-
gefu¨hrte Zwei–Teilchen–Modell des gelo¨sten U¨bergangsmetall–Hydrid–Komplexes
[cp(PPh3)IrH3]
+ bei unterschiedlicher Festlegung der die Ankopplung an die Umge-
bung beschreibenden Parameter dargestellt. Dort ist vorausgesetzt worden, daß die
Wellenzahl des einfallenden Neutronenstrahles k = 0.1A˚
−1
betra¨gt. Die Temperatu-
rabha¨ngigkeit des Spektrums zu den gewa¨hlten (Referenz–)Parametern der Ankopp-
lung an die dissipative Umgebung findet sich in Abb. 6.2. Die Spektrena¨nderung bei
Erho¨hung der Temperatur vom Ein–Kelvin–Bereich bis zum Bereich von Zimmer-
temperaturen ist erwartungsgema¨ß relativ gering.10 Wird die Sta¨rke der Ankopplung
an die Umgebung (J0 in Gl. (6.31)) auf das Vierfache des Ausgangswertes erho¨ht,
11
so unterscheiden sich Stokes– und Anti–Stokes–Beitrag im Spektrum nur unwesent-
lich, und die Temperturabha¨ngigkeit erscheint ebenfalls als schwach (vgl. Abb. 6.3).
Es nochmals darauf hingewiesen, daß alle Streuspektren u¨ber der Wellenzahldiffe-
renz ∆k′ = k − k′ zwischen einlaufenden und auslaufenden Neutronen aufgetragen
werden (siehe Gl. 6.34). Man beachte aber, daß keine Vervierfachung der Breite der
resultierenden Stokes– und Anti–Stokes–Linie folgt, da das Streuspektrum nach Gl.
(6.33) ja aus einer großen U¨berlagerung von Einzellinien besteht. Wird die Kopp-
lungssta¨rke an die Umgebung jedoch auf ein Viertel des in Abb. 6.2 benutzten Refe-
renzwertes reduziert, dann a¨ndert sich das Streuspektrum wie in Abb. 6.4 dargestellt
deutlich.
Die gesamte Abha¨ngigkeit von J0 von Gl. (6.31) ist nochmals fu¨r den Ein–Kelvin–
Bereich in Abb. 6.5 demonstriert. Wegen des ausgepra¨gten Zusammenhanges von
Streulinienform und Dissipationssta¨rke, ist eine leichte Anpassung von solchen wie
10 Die kritischen thermischen Energien fu¨r das betrachtete Spektrum liegen deutlich unter dem
Ein–Kelvin–Bereich.
11 D. h. alle Einzel–Linien–Verbreiterungen γα,S werden vervierfacht.
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Abbildung 6.5: INS–Spektren fu¨r das Zwei–Teilchen–Modells des [cp(PPh3)IrH3]
+–
Komplexes fu¨r die Temperatur T = 1K fu¨r verschiedene Dissipationssta¨rken. J0 ist
gleich 0.04, 0.16 bzw. 0.01 und ωc = 10
16s−1. Die Wellenzahl des einfallenden Neu-
tronenstrahles ist k = 0.1A˚
−1
.
hier berechneten Kurven an gemessene Daten mo¨glich. Im Rahmen der Arbeit muß
allerdings die Ausfu¨hrung einer solchen Anpassungsprozedur unterbleiben. Der Ein-
fluß der ω–Abha¨ngigkeit der gewa¨hlten Spektraldichte Gl. (6.31) u¨ber die cut–off–
Frequenz ωc beeinflußt dagegen die Streulinienform schwa¨cher.
Insgesamt hatten die Ausfu¨hrungen dieses Abschnittes die Aufgabe, zu verdeut-
lichen, daß in dem gewa¨hlten Zugang der fu¨r die inelastische Neutronenstreuung
wichtige Einfluß des Lo¨sungsmittels (der thermischen Umgebung) gut beschrieben
werden kann. Die Linienform–Berechnung sollte hier nur exemplarisch fu¨r den Fall
der Ohm’schen Form der Spektraldichte demonstriert werden. An dieser Stelle kom-
plizierter strukturierte Spektraldichten auswa¨hlen zu ko¨nnen und an die experimen-
tellen Ergebnisse anzupassen, macht gerade die Sta¨rke der gewa¨hlten Beschreibung
aus.
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Teil V
Zusammenfassung und Ausblick
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In der vorliegenden Arbeit sind Untersuchungen vorgestellt worden, die sich mit
drei verschiedenen Aspekten der Dynamik offener Quantensysteme bescha¨ftigten.
Zwei Themenkreise hatten dabei mehr grundsa¨tzliche Probleme der Theorie dissi-
pativer Molekularsysteme zum Gegenstand. Dementsprechend mußten die Betrach-
tungen dazu auf einem allgemeineren Niveau verbleiben. In dem dritten Themenkreis
jedoch, der sich mit Zwei–Teilchen–Effekten in der dissipativen Dynamik befaßte,
konnten die Untersuchungen bis hin zu Berechnung von Meßgro¨ßen gefu¨hrt werden.
Im ersten Teil der Arbeit gelang eine Verallgemeinerung der vielbenutzten Stan-
dardform der Quanten–Master–Gleichung hin zur Nichtlinearen Quanten–Master–
Gleichung. Mit der Anwendung der dazugeho¨rigen zeitabha¨ngigen Projektionsopera-
tor–Technik konnte ein Formalismus reaktiviert werden, der in der Literatur bisher
eine nur sehr eingeschra¨nkte Verbreitung fand. Seine potentielle Fa¨higkeit zur nicht–
sto¨rungstheoretischen Erfassung der System–Umgebungs–Wechselwirkung wurde auf-
gezeigt. Fu¨r den Fall der Ankopplung an ein Reservoir harmonischer Oszillatoren
konnte die Ableitung der Nichtlinearen Quanten–Master–Gleichung vorgestellt wer-
den. Ihre einzelnen Terme erfuhren eine detaillierte Diskussion.
Der zweite Teil der Arbeit widmete sich Untersuchungen zur Monte–Carlo–
Wellenfunktions–Methode mit dem Ergebnis, eine konsistente Verallgemeinerung auf
ein Reservoir mit endlicher Temperatur angegeben zu haben. Den Ausgangspunkt
dazu bildete ein mikroskopisches Modell zur System–Reservoir–Kopplung, welches
im Rahmen der Bewegungsgleichung fu¨r den reduzierten statistischen Operator in
die sogenannte Lindblad–Form der Dissipation u¨berfu¨hrt wurde. Die Entwicklung ei-
ner temperaturabha¨ngigen Monte–Carlo–Wellenfunktions–Methode ergab sich dann
unmittelbar. Dieser direkte Zusammenhang war auch Grund dafu¨r, keine numeri-
schen Rechnungen zur Monte–Carlo–Wellenfunktions–Methode anzubieten, sondern
sich auf die Ableitung der Lindblad–Form der Dissipation zu konzentrieren.
Nach der Betrachtung von Ein–Teilchen–Transferprozessen bescha¨ftigte sich der
dritte Teil der Arbeit mit der korrelierten Bewegung von zwei Quantenteilchen in
einer dissipativen Umgebung mit der Hinwendung zum Zwei–Wasserstoff–System
(Dihydrid–System) an U¨bergangsmetall–Verbindungen. Zwar hat die Behandlung
von dissipativer Zwei–Teilchen–Dynamik eine gewisse Aufmerksamkeit in der Lite-
ratur erfahren, aber das gesamte Gebiet ist nicht anna¨hernd so intensiv bearbeitet
wie jenes der Ein–Teilchen–Prozesse. Es erschien daher sinnvoll, zuna¨chst Modell-
rechnungen zur dissipationfreien Zwei–Teilchen–Dynamik in einem einfachen Poten-
tialmodell durchzufu¨hren. Der Einfluß, den die Teilchen–Teilchen–Korrelationen auf
das Durchtunneln eines Potentialwalles besitzt, konnte durch verschiedene numeri-
sche Rechnungen aufgezeigt werden.
Wie sich diese Effekte in Neutronenstreuexperimenten an dem Zwei–Teilchen–
System der U¨bergangsmetall–Hydrid–Komplexe a¨ußern, wurde basierend auf Simu-
lationsrechnungen aufgezeigt. Kernstu¨ck dieser Betrachtungen bildete eine neuartige
Formel fu¨r die Neutronenstreuung, die auf der dissipativen Dynamik des betrach-
teten Zwei–Teilchen–Systems aufbaut. Eine entsprechende Fourier–Transformation
der so berechneten zeitabha¨ngigen Gro¨ße bieten den unmittelbaren Zugang zur
Neutronenstreurate. Der Umstand, daß mehrere unterschiedliche Fragestellungen
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zur Ein– und Zwei–Teilchen–Dynamik in offenen Molekularsystemen in dieser Ar-
beit behandelt wurden, hatte zur Folge, daß eine Reihe von Problemen, die eine
ausfu¨hrlichere Betrachtung verdient ha¨tten, in der vorliegenden Arbeit nicht unter-
sucht werden konnten.
Zum Abschluß soll noch auf einige Aspekte der untersuchten Systeme und Pro-
zesse verwiesen werden, die es in der Tat Wert sind, noch weiter bearbeitet zu
werden.
So ist davon auszugehen, daß mit den vorliegenden Untersuchungen zur Ver-
wendung der zeitabha¨ngigen Projektionsoperator–Technik und der Aufstellung der
Nichtlinearen Quanten–Master–Gleichung die Mo¨glichkeiten dieser Methode noch
la¨ngst nicht ausgescho¨pft sind. Neuere Arbeiten deuten etwa an, daß mit ihr ei-
ne Erweiterung der Time–Dependent–Self–Consistent–Field–Methode auf dissipati-
ve Systeme geleistet werden kann. Ebenso ko¨nnen Anfangskorrelationen effektiver
beru¨cksichtigt werden.
Die Monte–Carlo–Wellenfunktions–Methode erfreute sich in den neunziger Jah-
re auch in der Theoretischen Chemischen Physik und Theoretischen Chemie einer
großen Popularita¨t. Der Eindruck der letzten Jahre ist jedoch, daß die Bereitschaft,
diese Methode zur Propagation von statistischen Operatoren einzusetzen, deutlich
nachgelassen hat. Von wesentlich gro¨ßerem Interesse sollte daher die vorgestellte
Ableitung der Lindblad–Form der Dissipation sein. Sie wird nach wie vor viel ge-
nutzt, wobei in der Regel heuristische Argumente zu ihrer Spezifizierung ausreichen
mu¨ssen. Hier insbesondere reines Dephasing genauer zu beschreiben, erscheint als
verdienstvolle zuku¨nftige Aufgabe.
Hinsichtlich des dritten Teiles dieser Arbeit mußte die große Zahl von NMR–
Experimenten unerwa¨hnt bleiben. Sich der Interpretation dieser Daten zu widmen,
ha¨tte in außerordentlichem Maße den Umfang der vorliegenden Arbeit gesprengt.
Eine Bearbeitung von NMR–spektrokopischen Daten zum Wasserstoff–Austausch in
U¨bergangsmetall–Hydrid–Komplexen ist daher eine logische und direkte Fortsetzung
der hier vorgestellten Rechnungen. Aber auch die Modellrechnungen zur korrelierten
Zwei–Teilchen–Dynamik sollten noch fortgefu¨hrt werden, um vielleicht in einer sy-
stematischen Vorgehensweise die Wirkung verschiedener Systemparameter und der
Dissipation zu charakterisieren.
Am Ende dieser vorausschauenden Betrachtungen soll noch ausdru¨cklich unter-
strichen werden, daß trotz der zahlreichen insbesondere in den letzten zehn Jahren
erreichten Fortschritten in der Theorie offener Molekularsysteme dieses Gebiet nach
wie vor sehr lebendig und aktiv bearbeitet wird. Seine spezifischen Impulse wird
es in den na¨chsten Jahren vor allem u¨ber die Bescha¨ftigung mit komplexen biolo-
gischen Systemen und ku¨nstlichen molekularen Nanostrukturen wie Nanotubes und
Molecular Wires erhalten.
Teil VI
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Anhang A
Bestimmung des S–Operators
Die Gro¨ße S(t, t0) in Gl. (3.24) ist u¨ber den Kopplungsterm in Gl. (3.21) definiert
und schreibt sich wie u¨blich1
S(t, t0) = T exp
(
− i

t∫
t0
dτ
∑
u
〈Ku〉S(τ)U †R(τ, t0)ΦuUR(τ, t0)
)
≡ T exp
(∑
ξ
γξ(t, t0) c
†
ξ − h.c.
)
. (A.1)
Es ist einfach den Zeitordnungsoperator, der in Gl. (A.1) vorkommt, zu entfernen.
Dafu¨r spalten wir S(t, t0) in zwei Faktoren S
(+)(t, t0) und S
(−)(t, t0) auf und setzen
S(+)(t, t0) =
∏
ξ
exp
(
γξ(t, t0)c
†
ξ
)
. (A.2)
Um S(−)(t, t0) zu bestimmen, bilden wir die Zeitableitung von S(t, t0) und erhalten
∂
∂t
S(t, t0) =
∂S(+)(t, t0)
∂t
S(−)(t, t0) + S(+)(t, t0)
∂S(−)(t, t0)
∂t
. (A.3)
Also folgt fu¨r S(−)(t, t0)
∂
∂t
S(−)(t, t0) = −
(
S(+)(t, t0)
)−1(∑
ξ
∂γ∗ξ (t, t0)
∂t
cξ
)
S(+)(t, t0)S
(−)(t, t0) . (A.4)
Wir definieren den neuen Operator
cξ(γξ) =
(
S(+)(t, t0)
)−1
cξS
(+)(t, t0) , (A.5)
und schreiben
∂
∂t
S(−)(t, t0) = −
∑
ξ
∂γ∗ξ (t, t0)
∂t
cξ(γξ)S
(−)(t, t0) . (A.6)
1 Wegen γξ siehe Gl. (3.27).
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cξ(γξ) besitzt die folgende wichtige Eigenschaft
∂
∂γξ
cξ(γξ) = −c†ξcξ(γξ) + cξ(γξ)c†ξ
=
(
S(+)(t, t0)
)−1[
cξ, c
†
ξ
]
−
S(+)(t, t0) = 1 . (A.7)
Durch Integration dieses Ausdrucks von 0 bis γξ bekommen wir
cξ(γξ) = cξ + γξ . (A.8)
Daraus resultiert fu¨r die Lo¨sung von Gl. (A.6)
S(−)(t, t0) =
∏
ξ
exp
(
− λξ(t, t0)
)∏
ξ
exp
(
− γ∗ξ (t, t0)cξ
)
, (A.9)
wobei wir die folgende Abku¨rzung eingefu¨hrt haben
λξ(t, t0) =
t∫
t0
dτ1
τ1∫
t0
dτ2 e
−iωξ(τ1−τ2)
∑
u
(
kξ(u)〈Ku〉S(τ1)
)∑
v
(
kξ(v)〈Kv〉S(τ2)
)
. (A.10)
Man kann u¨berpru¨fen, daß der Term auf der rechten Seite von Gl. (A.9) tatsa¨chlich
die Lo¨sung von Gl. (A.6) darstellt, indem man die Zeitableitung von Gl. (A.9) bildet.
Insgesamt lautet der Ausdruck fu¨r S(t, t0) also
S(t, t0) =
∏
ξ
exp
(
−λξ(t, t0)
)
exp
(
γξ(t, t0)c
†
ξ
)
exp
(
−γ∗ξ (t, t0)cξ
)
. (A.11)
Die Gro¨ßen λξ(t, t0) und γξ(t, t0) sind miteinander verknu¨pft gema¨ß
λξ(t, t0) =
1
2
|γξ(t, t0)|2 + i Im {λξ(t, t0)} . (A.12)
Daher ko¨nnen wir fu¨r S(t, t0) auch schreiben
S(t, t0) =
∏
ξ
exp
(
− i Im {λξ(t, t0)}
)
exp
(
γξ(t, t0)c
†
ξ − h.c.
)
. (A.13)
Anhang B
Konvolutionsfreie
Bewegungsgleichung fu¨r den
reduzierten statistischen Operator
In der Lindblad–Form der Dissipation treten ausschließlich Terme in der Bewegungs-
gleichung fu¨r den reduzierten statistischen Operator auf, die zeitlich lokal sind,
d. h. sie bewirken keine Retardierungseffekte, wie sie in der Nicht–Markov’schen
Form der Standard–Quanten–Master–Gleichung (2.34) vorkommen. Wir wissen aus
Kapitel 2, daß es no¨tig ist, diese Bewegungsgleichung der Markov–Approximation
zu unterwerfen, um zu einer zeitlich lokalen Bewegungsgleichung zu gelangen. Die
Nicht–Markov’sche Form der Standard–Quanten–Master–Gleichung ist dabei aus
der Nakajima–Zwanzig–Gleichung (2.19), die eine exakte Bewegungsgleichung fu¨r
den reduzierten statistischen Operator des relevanten Systems darstellt, durch Aus-
fu¨hrung der zweite Born’sche Na¨herung hervorgegangen.
Es existiert allerdings ein alternativer Zugang, der zu einer Gleichung fu¨hrt, die
ebenso wie die Nakajima–Zwanzig–Gleichung eine exakte Bewegungsgleichung fu¨r
den reduzierten statistischen Operator darstellt, aber im Unterschied zu ihr aus-
schließlich zeitlich lokale Terme im dissipativen Anteil aufweist. Es handelt sich bei
diesem Zugang um eine konvolutionsfreie Form der Bewegungsgleichung [129, 130].
Im folgenden werden wir kurz beschreiben, welche grundsa¨tzlichen Typen dissipati-
ver Superoperatoren in solch einer konvolutionsfreien Form mo¨glich sind.
Um die konvolutionsfreie Bewegungsgleichung fu¨r den reduzierten statistischen
Operator zu erhalten, greifen wir auf die Liouville–von–Neumann–Gleichung (2.2)
fu¨r den statistischen Operator Wˆ (I)(t) des Gesamtsystems zuru¨ck [129, 130]. Der
statistische Operator wird dabei wie gehabt im Wechselwirkungsbild in Hinblick auf
die Kopplung zwischen System und Reservoir dargestellt und leitet sich vom Gesamt-
operator zum fru¨heren Zeitpunkt t¯ gema¨ß U (I)(t, t¯)Wˆ (I)(t¯) ab. Die Gro¨ße U (I)(t, t¯)
steht dabei fu¨r den Zeitentwicklungs-Superoperator im Wechselwirkungsbild. Um
die gewu¨nschte Gleichung fu¨r den reduzierten statistischen Operator zu erhalten,
folgen wir zuna¨chst der Herleitung der Nakajima–Zwanzig–Gleichung in Kapitel 2.
Wir ko¨nnen also mit Hilfe der uns bereits bekannten Projektionsoperator P und
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Q (siehe Gln. (2.13) und (2.14)) und des Zeitentwicklungs-Superoperators fu¨r den
statistischen Operator zu einem fru¨heren Zeitpunkt t¯ schreiben
Wˆ (I)(t¯) = U (I)+(t, t¯)
(
PWˆ (I)(t) +QWˆ (I)(t)
)
. (B.1)
Indem wir auf diese Gleichung zuru¨ckgreifen und außerdem den folgenden Super-
operator
A(t, t0) =
t∫
t0
dτ U (I)Q (t, τ)QL(I)S−R(τ)PU (I)+(t, τ) (B.2)
verwenden, wobei U (I)Q von U (I) mittels Ersetzen des Liouville–Superoperators L(I)S−R
durch QL(I)S−R hergeleitet worden ist, formulieren wir die Gleichung fu¨r QWˆ (I)(t) auf
folgende Weise {
1 + iA(t, t0)
}
QWˆ (I)(t) = −iA(t, t0)PWˆ (I)(t) . (B.3)
Diese Gleichung wird nach QWˆ (I)(t) aufgelo¨st, und die Lo¨sung wird in die Gleichung
fu¨r PWˆ (I)(t) eingesetzt. Dieser letztere Ausdruck wird wiederum in eine Bewegungs-
leichung fu¨r den reduzierten statistischen Operator im Wechselwirkungsbild umge-
formt. Wenn wir daru¨berhinaus noch zur Schro¨dinger–Darstellung zuru¨ckkehren,
erhalten wir die konvolutionsfreie Bewegungsgleichung fu¨r den reduzierten statisti-
schen Operator
∂
∂t
ρˆ(t) = − i

[HS, ρˆ(t)]− −D(t)ρˆ(t) , (B.4)
wobei wir den dissipativen Superoperator
D(t) = US(t− t0)trR
{
L(I)S−R(t)
(
1 + iA(t, t0)
)−1A(t, t0)rˆeq}U+S (t, t0) . (B.5)
eingefu¨hrt haben.1
Obwohl die Form des Superoperators D(t) im einzelnen bekannt ist, ist seine
genaue Wirkung nicht handhabbar, zumindest soweit Na¨herungen nicht in Betracht
kommen. Daher ist es an dieser Stelle angebracht, einige allgemeingu¨ltige Aussagen
zu treffen. Deshalb schreiben wir fu¨r die Wirkung von D(t)
−D(t)ρˆ(t) = A(t)ρˆ(t) + ρˆ(t)B(t) +
∑
j
Cj(t)ρˆ(t)Dj(t) . (B.6)
Dieses ist die allgemeinste Form, in der D(t) auf ρˆ wirkt, wobei A(t), B(t), Cj(t) and
Dj(t) gewo¨hnliche Operatoren sind, die im weiteren na¨her bestimmt werden sollen.
Aus der Eigenschaft Dρˆ = (Dρˆ)+ resultiert
−D(t)ρˆ(t) = A(t)ρˆ(t) + ρˆ(t)A+(t) +
∑
j
Cj(t)ρˆ(t)C
+
j (t) , (B.7)
1 Bzgl. der Definition von US(t, t0) siehe Gl. (2.9).
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vorausgesetzt die Terme in Gl. (B.6) sind linear unabha¨ngig. Als na¨chstes machen wir
Gebrauch von der Erhaltung der Gesamtwahrscheinlichkeit, d. h. es gilt tr{Dρˆ} = 0.
Da wir wissen, daß ein Operatoren–System bei Spurbildung zyklisch invariant sein
muß und daß tr{Dρˆ} = 0 in jeder Basis, in der die Spur gebildet wird, gilt, erhalten
wir
A(t) + A+(t) = −
∑
j
C+j (t)Cj(t) . (B.8)
Wir ko¨nnen daraus fu¨r den Operator A(t) schließen
A(t) = −1
2
∑
j
C+j (t)Cj(t) + ihˆ(t) (B.9)
mit hˆ als hermiteschen Operator. Insgesamt gelangen wir zur Lindblad–Form aus
Gl. (4.1), aber mit dem Unterschied, daß der Ausdruck hier explizit zeitabha¨ngige
Operatoren aufweist
−D(t)ρˆ(t) = −1
2
∑
j
(
C+j (t)Cj(t), ρˆ(t)
)
+
− i
(
hˆ(t), ρˆ(t)
)
−
+
∑
j
Cj(t)ρˆ(t)C
+
j (t) . (B.10)
Falls die Cj–Operatoren zeitunabha¨ngig sind, ist allgemein bekannt, daß dieser Typ
der Dissipation auch die positive Semi–Definitheit der Dichtematrix gewa¨hrleistet,
d. h. 〈α|ρˆ(t)|α〉 ≥ 0 . Es existiert allerdings eine Alternative zur Lo¨sung in Gl.
(B.10). Dies wird offenbar, wenn wir Paare von Operatoren–Termen Ci(t)ρˆ(t)Di(t)
und Cj(t)ρˆ(t)Dj(t) solcher Art anordnen, daß wir einen hermiteschen Ausdruck
gema¨ß Cj(t)ρˆ(t)Dj(t) + D
+
j (t)ρˆ(t)C
+
j (t) erhalten. Wir haben also Di(t) = C
+
j (t)
und Ci(t) = D
+
j (t) gesetzt. Anstelle von Gl. (B.8) fu¨hrt tr{Dρˆ} = 0 nun zu
A(t) + A+(t) = −
∑
j
(
Dj(t)Cj(t) + C
+
j (t)D
+
j (t)
)
(B.11)
mit der Lo¨sung
A(t) = −
∑
j
Dj(t)Cj(t) . (B.12)
Der dissipative Anteil der Bewegungsgleichung fu¨r den reduzierten statistischen Ope-
rator lautet
−D(t)ρˆ(t) = −1
2
∑
j
(
Dj(t)Cj(t)ρˆ(t) + ρˆ(t)C
+
j (t)D
+
j (t)
+ Dj(t)Cj(t) + C
+
j (t)D
+
j (t)
)
−
. (B.13)
Dieses ist aber gerade der Typ des dissipativen Superoperators, wie wir ihm in der
Standard–Quanten–Master–Gleichung in Kapitel 2 begegnet sind.2
2 Allerdings in zeitunabha¨ngiger Form.
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Anhang C
Nichtlineare
System–Reservoir–Kopplung
Der spezielle Typ der System–Reservoir–Kopplung, wie er in Gln. (1.5) und (1.7) ein-
gefu¨hrt worden ist, ru¨hrt von einer Potenzentwicklung bzgl. der Reservoir–Koordinaten
Zξ her. Im folgenden werden wir auch den quadratischen Anteil dieser Entwicklung
beru¨cksichtigen und setzen
Φu =
∑
ξ
lξ(u)Z
2
ξ . (C.1)
Dabei handelt es sich zwar nicht um den allgemeinsten Typ, um aber nicht zu kom-
plizierte Formeln zu erhalten, vernachla¨ssigen wir jegliche nicht–diagonalen Beitra¨ge
in Hinblick auf den Moden–Index.
Bevor wir die entsprechende Form der Korrelationsfunktion Gl. (2.30) bestim-
men, schreiben wir
〈Φu〉R ≡ trR{RˆeqΦu} =
∑
ξ
lξ(u)
(
1 + 2n(ωξ)
)
. (C.2)
Im Unterschied zu Gl. (1.7), bei der Φu linear von den Reservoir–Koordinaten
abha¨ngt, verschwinden hier die Erwartungswerte von Φu nicht. In der Standard–
Quanten–Master–Gleichung fu¨hrt diese Eigenschaft zum Auftreten des Mean–Field–
Terms 〈L(I)S−R(t)〉R(t).1 Dabei sei nochmals an die Defintion der Korrelationsfunktion
in Gl. (2.30) erinnert. Nach einer etwas la¨ngeren Umformung erhalten wir fu¨r die
Korrelationsfunktion den folgenden Ausdruck
Cuv(t) = C
(1)
uv (t) + C
(2)
uv . (C.3)
Der zeitabha¨ngige Anteil lautet hierbei
C(1)uv (t) = 2
2
∫
dω e−iωt
(
1 + n(ω/2)
)2(Juv(ω) + Juv(−ω)) (C.4)
1 Siehe Betrachtung in Abschnitt 3.2.1.
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mit einer von Gl. (1.13) abweichenden Spektraldichte
Juv(ω) =
∑
ξ
lξ(u)lξ(v)δ(ω − 2ωξ) . (C.5)
In Hinblick auf das Argument 2ωξ fu¨hrt der hier betrachtete Typ der System–
Reservoir–Kopplung zu Relaxationsprozessen, bei denen U¨berga¨nge innerhalb des
Spektrums des aktiven Systems von der Emission oder Absorption von zwei Reser-
voir–Quanten begleitet werden. Trotzdem kann dieser Teil der Korrelationsfunktion
Gl. (C.3) behandelt werden wie diejenige Korrelationsfunktion, die in Gl. (2.32)
definiert worden ist.
Fu¨r den zweiten, den zeitunabha¨ngigen, Anteil der Korrelationsfunktion von Gl.
(C.3) bekommen wir
C(2)uv = 4
2
∫ ∞
0
dω n(ω/2)
(
1 + n(ω/2)
)2Juv(ω) . (C.6)
Wenn wir zur Fourier–transformierten Korrelationsfunktion Cuv(ω) u¨bergehen, wu¨r-
de der zweite Teil C
(2)
uv fu¨r einen Term proportional zu δ(ω) verantwortlich sein.
Die Abha¨ngigkeit von dieser Einzel–Frequenz bedeutet, daß sie daher nicht den
entsprechenden Approximationen, die im Abschn. 4.2 angewandt worden sind, un-
terworfen werden kann. Stattdessen erkennen wir anhand der Tatsache, daß jegli-
che Zeitabha¨ngigkeit bzgl. C
(2)
uv fehlt, daß C
(2)
uv im Rahmen der Nicht–Markov’schen
Version der Standard–Quanten–Master–Gleichung behandelt werden mu¨ßte. Insbe-
sondere ko¨nnen die Betrachtungen von Abschn. 4.5, die zum Lindblad–Typ der
Dissipation fu¨hrten, nicht zur Anwendung gelangen.
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