The paper introduces a controller which integrates a predictive control synthesis based on a multivariable state-space model of a controlled system and an on-line identification of an ARX model corresponding to the state-space model. The used approach then combines both the state-space and input-output models. The model parameters are recursively estimated using the recursive least squares method. The control algorithm is based on the Generalised Predictive Control (GPC) method. The optimization was realized by minimization of a quadratic objective function. The controller was applied for simulation control of a model of a threetank-system. The objective simulation model is a two input-two output (TITO) nonlinear system. Results of simulations are also included.
INTRODUCTION

Typical
technological processes require the simultaneous control of several variables related to one system. Each input may influence all system outputs. The three -tank -system in Fig. 1 is a typical multivariable nonlinear system with significant crosscoupling. The design of a controller for such a system must be quite sophisticated if the system is to be controlled adequately. Simple decentralized PI or PID controllers largely do not yield satisfactory results. There are many different advanced methods of controlling multi-input-multi-output (MIMO) systems. The problem of selecting an appropriate control technique often arises. Perhaps the most popular way of controlling MIMO processes is by designing decoupling compensators to suppress the interactions (e.g. Krishnawamy et all, 1991) and the designing multiple SISO controllers (e.g. Luyben, 1986) . This requires determining how to pair the controlled and manipulated variables. One of the most effective approaches to control of multivariable systems is model predictive control (MPC) (Camacho and Bordons, 2004 , Morari and Lee, 1999 , Bitmead et all, 1990 ). An advantage of model predictive control is that multivariable systems can be handled in a straightforward manner. When using most of other approaches, the control actions are taken based on past errors. MPC uses also future values of the reference signals. The aim of this contribution is implementation of an adaptive predictive controller for control of the simulation three -tank -system model. The design of the controller is based on a state -space model. An initial state -space model was constructed according to first principles and physical rules. The three-tanksystem is a nonlinear system with variable parameters and its description by a linear model is valid only in a neighbourhood of a steady state. Self-tuning controllers (Bobál et all, 2005 ) are a possible approach to the control of this kind of system. However, the statespace description is not quite suitable for a recursive identification of the parameters of the process which is performed during control with self -tuning controllers. The state space model was then converted to a model in the form of difference equations. This model is suitable for the recursive identification. So the proposed approach combines both types of models. The statespace model is used for the controllers design and the corresponding input/output model for the estimation of the unknown parameters. Of course it is possible to base the controllers design on the input/output model as well. But using of state-space model enables to solve tasks which are unsolvable when using an input/output model. For example control with state constraints. Reverse conversion of the difference equations to the original state -space model is not possible. An alternative state -space model was than established and used for the controllers design. This model corresponds to the original model despite the fact that it has a different structure. So it is possible to assume that this model describes main properties of the controlled process as well as the original model. The Generalised Predictive Control (GPC) method (Clarke et all, 1987 I., Clarke et all, 1987 was then applied for the controllers design. In the optimization part of the algorithm a quadratic cost function was used. The algorithm takes into account constraints of manipulated variables. The recursive least squares method is used in the identification part.
MODEL OF INTERCONNECTED TANKS
The three -tank -system can be viewed as a prototype of many industrial applications in process industry, such as chemical and petrochemical plants, oil and gas systems. It is desirable to obtain the tank levels at 
After substitution of (4) to (3) 
In a steady state always holds
We can compute a linearized mathematical model which is a differential model. Let us establish differences of liquid levels and input flow rates from the initial steady state as
Now we transcribe equations (1) to the differential form
The differences are then substituted by linear terms of their Taylor polynomial in the neighbourhood of the operational point ( ) 
The coefficients K 1 , K 2 , K 3 , K 4 are dependent on the operational point position. After substitution of (8), (9), (10) and (11) to (7) we obtain the linearized differential model of the system in the form The state equations can be transcribed to a matrix form 
The continuous -time process model can be transferred for a given sampling time T v to a discrete time statespace model
The discrete state -space model which structure corresponds to the continuous -time state space model (15) and (16) takes the following general form ( ) This model is suitable for a recursive identification of the unknown parameters of the process and was used in the identification part. From the equations (7) it is obvious that conversion of the obtained difference equations to the original state -space form is not possible. The difference equations were then converted to an alternative state -space model. This model corresponds to the original model despite the fact that it has a different structure. So it is possible to assume that this model describes main nature of the controlled process as well as the original model. New state variables were established. The model has four state variables defined as follows For purposes of the controller design it was necessary to incorporate an integrator to the model of the process in order to achieve zero permanent control error. One possibility is to define a new state vector by making u(k-1) an additional internal state.
Then we can obtain an augmented state space -model in the form 
DESIGN OF PREDICTIVE CONTROLLER
The basic idea of MPC is to use a model of a controlled process to predict N future outputs of the process. A trajectory of future manipulated variables is given by solving an optimization problem incorporating a suitable cost function and constraints. Only the first element of the obtained control sequence is applied. The whole procedure is repeated in following sampling period. This principle is known as the receding horizon strategy. The computation of a control law of MPC is based on minimization of the following criterion where e(k+j) is a vector of predicted control errors, Δu(k+j) is a vector of future increments of manipulated variables (for the system with two inputs and two outputs each vector has two elements), N is length of the prediction horizon, N u is length of the control horizon and λ is a weighting factor of control increments. A predictor in a vector form is given by
Where ŷ is a vector of system predictions along the horizon of the length N, Δu is a vector of control increments over the horizon N u , y 0 is the free response vector. G is a matrix of the dynamics given as where w is a vector of the reference trajectory. The criterion can be modified using the expression (30) to
where the gradient g and the Hess matrix H are defined by following expressions
In case of the three -tank -system, manipulated variables have a limited range of action. MPC can consider constrained input and output signals in the process of the controller design (Maciejowski, 2002) This is one of the major advantages of predictive control. General formulation of predictive control with constraints is then as follows
owing to
The inequality (36) expresses the constraints in a compact form. The optimization problem is then solved numerically by quadratic programming in each sampling period. The first element of the resulting vector is then applied as the increment of the manipulated variable. The design of the controller is based on the state -space model which has significant advantages in predictive control. However, this model is not suitable for recursive estimation of its parameters. This requirement suits an input -output model. A problem is that it is not possible to simply convert a state -space model to an input -output model and vice versa. An alternative possible conversion which enables both controllers design based on the state -space model and simple recursive estimation of its parameters is presented in the previous section.
RECURSIVE IDENTIFICATION
The control algorithm was applied as a self-tuning controller (as discussed in section 1). The unknown parameters of the controlled process were identified on the basis of the model in the form of difference equations (19) which are suitable for recursive identification. Self-tuning control is based on the online identification of a model of a controlled process. Each self -tuning controller consists of an on -line identification part and a control part.
Various discrete linear models are used to describe dynamic behaviour of controlled systems; see for example the overview in (Nelles, 2001 
