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The K, - J covering problem C,,, ts defined as tol!ows: Given a graph G and integer k does 
there extst a set of at most k K, such that every K, IIX G contams at least one such K,? Thus the 
vertex cover problem IS the CL, p roblem. In this paper tt IS shown that for I>JS 1 the C,, 
problem IS NP-complete for arbitrary graphs. Furthermore, the problem remams NP-complete 
for chordal graphs for i>~r2; however a polynomml-time dynamtc programming algonthm is 
exhibtted for the C,, I problem on clritr, $1 graphs, for 123 This algonthm IS exponential in I If 
I IS part of the mput the problem becomes NP-complete. 
1. Introduction 
The notion of clique covering involves the search for a minimum set C o ^  cliques 
of size j which covers all cliques of size z where i>J (i.e. each K, contains at least 
one member of C). Thus a vertex cover (a minimum set of vertices which covers all 
edges) has j= 1 and i= 2. For a graph G we let c,,(G), the i, j clique cover number 
of G, denote the minimum number of K, in G such that every K, in G contains at 
least one such KJ. We now define the K,- j covering problem C,, as: Given graph 
G and integer k, is c,,,(G)= k? Known complexity results for this problem on 
arbitrary graphs are summarized in Table 1. 
A concept closely related to clique covering is that of clique packing, namely, the 
problem of packing cliques of a specified size into a graph under the constraint hat 
the cardinality of the intersection of any two such cliques is less than a given integer. 
p,,,(G) denotes the maximum number of K, of G such that no two of these K, 
Table 1. Arbttrary graphs. 
Problem Complextty status Reference 
C%l NP-complete [8]; see also [S] 
9.2 NP-complete t111 
C,‘- I 024) NP-complete 111 
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intersect in more than J nodes. The K, - j packing problem P,,, is: Given graph G 
and integer k is p,,,(G)? k? Note that the Pz,-, problem is precisely the maximum 
matching problem, a well-known member of P. In [3] it is shown that the P,,, 
problem is NP-complete except for I = 2, j = 0 and I = j + 1 for which there exists a 
simple polynomial-time numeration algorithm. Generalizing a lemma in [2] it is 
easy to see that for any graph G, c,,,(G)~p,,,_,(G), Vi,J i>jr 1. The definitions 
of c,,, and p,,, can be modified to apply to any set of K, in G rather than G itself. 
A graph is called K,-perfect if for all subsets H of the K, in G, c,,,_,(H) =P,,,_~(H). 
(K,-perfect graphs are precisely the bipartite graphs.) Conforti et al. [2] present a 
characterization of K,-perfect graphs which is very similar to Berge’s Strong 
Perfect Graph Conjecture for perfect graphs. 
In this paper we first show the not surprising result that the C,,, problem is 
NP-complete on arbitrary graphs Vi, j i>jr 1. Since this general problem is NP- 
complete it is interesting to examine its complexity status on chordal graphs, a 
family of graphs where the clique structure is very constrained and well understood. 
Previously known complexity results for the C,,, problem on chordal graphs are 
summarized in Table 2. In Section 2 we show the NP-completeness of the C,,, 
problem on chordal graphs for i>jr2 as well as the NP-completeness of the C,,, 
problems on arbitrary graphs for i> jz 1. In Section 3 a polynomial-time dynamic 
programming algorithm is given for the C,, 1 (iz3) problems on chordal graphs. 
This algorithm is exponential in i. If i is part of the input, we show that the problem 
becomes NP-complete. Before presenting these results we introduce the definitions 
and notation used throughout the paper. 
Table 2 Chordal graphs 
Problem Complexity status Reference 
c2.1 P 161 
c,.,- 1 0=3) NP-complete 111 
A graph is chordal (or triangulated) if every cycle of length greater than three has 
a chord. A graph G has a perfect efimmation order (PEO) if there exists an order 
of eliminating the vertices of G such that each vertex is simplicial (i.e. its neighbours 
form a clique) at the time of elimination. In such an order a we refer to the first 
vertex to be eliminated as the left-most vertex of n. It is well known [9] that a graph 
is chordal iff it has a perfect elimination order. Such a PEO indicates that the cliques 
interlock in a very “treelike” way. This concept is made explicit in Section 3. A split 
graph is one where the vertex set may be partitioned into a clique and an inde- 
pendent set. Clearly split graphs are chordal. A vertex is umversaZ if it is adjacent 
to all other vertices. Similarly A, a set of vertices, is universal to a set B if all vertices 
in A are adjacent o all vertices in B. 
Recently Yannakakis and Gavril have examined the maximum k-colourable sub- 
graph problem for chordal graphs [12]. This problem is: given a chordal graph G 
and integer k find a maximum sized k-colourable induced subgraph of G. In Section 
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3 we show how this problem is closely related to the C, 1 problem for chordal 
graphs. 
The vertex set and edge set of graph G will be denoted Vo and Eo respectively. 
(I Vo I= n.) For WC_ Vo, G[ IV] will denote the subgraph of G induced on IV. w(G) 
is the clique number of G (i.e. the size of a largest clique in G) and k,(G) is the 
number of K, in G. 
2. NP-completeness results 
We now extend the results in Table 1 by showing that for arbitrary graphs the 
C,,, problem is NP-complete Wi,j i>Jr 1. We then show that when the input graph 
is restricted to being chordal, the C,, problem is NP-complete Vi, j i>jrl. 
Theorem 2.1. For i>jz 1, the C,,, problem is NP-complete for arbitrary graphs. 
Proof. Clearly the C,,, problem belongs to NP. In [ 1 l] Yannakakis showed that the 
C&r problem (i.e. vertex cover) is NP-complete for triangle-free graphs. (Given G 
form H by replacing each edge of G with a path on four vertices; cZ r(H) = 
cZ1 (G) + IEo I.) This triangle-free CZ 1 problem will be used to establish our NP- 
completeness results. Our construction generalizes those used in ill] for the C,,, 
problem and in [I] for the C,,,_ , problem (ir 3). 
Given G, a triangle-free graph, we construct G’ and will show that c,,,(G’)= 
Q,(G) thus establishing the NP-completeness of the C,, problem. To each edge 
e E Eo we add a universal K,_,_ , , which we denote by Ke. (If i = j + 1 nothing is 
added.) We complete G’ by adding U, a K,_ 1 which is universal to the entire graph 
constructed so far. (If j= 1 nothing is added.) It is straightforward to show that G’ 
has the following properties: 
(i) w(G’) = i and all such K, consist of U, a Ke and e for some edge efEG. 
(ii) To each e E&, there exists a unique K, of G’. 
(iii) Any two K, intersect in at most j nodes, namely, U and u where u E Pd. 
(iv) The only K, in G’ which cover more than one K, are of the form LiU(o) 
where UE Vo. 
(v) G’ can be constructed in polynomial time. 
Case 1: c,,(G’)~c~r(G). Let Xbe a K,-jcover of G’where IXl=c,,,(G’). Any 
K, in X which is not of the form UU (u}, u E Vo must contain some vertices from 
one Kr or both endpoints of e for some e E Go. Form X’ by replacing such a KJ 
with a K, consisting of CI and an endpoint of e. By property (iv) this new K, covers 
any K, covered by the old clique and perhaps more. IX’1 = 1x1 = c,,,(G’). Let A be 
the subset of Vo included in the K, in X’. Since all K, of G’ are covered by xl, by 
property (ii) we conclude that all edges of G are covered by A and thus c,,,(G’) = 
IX’( 1 IAl Scot. 
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Case 2: c,,,(G’)z~c~ ,(G). Let A be an optimum vertex cover of G. Let X be the 
set of K, of the form {u) U I/ where u EA. Since all edges of G are covered by A, 
all K, of G’ are covered by X and thus cs i (G) = IA I= (X 1~ c,,,(G’). Cl 
As a consequence of Theorem 2.1 we immediately have: 
Corollary 2.2. For i>J L 1, the C,,, problem IS NF-complete for graphs which are 
K, + I-free. 
We now turn our attention to chordal graphs and extend the results presented in 
Table 2. 
Theorem 2.3. For i> jr 2, the C,,, problem is NP-complete for chordal graphs. 
Proof. The reduction is from the C,,, problem, i>jr2 for arbitrary graphs. Given 
G, an input graph for this problem we cc _ruct the chordal graph G’ as follows. 
Form K, a complete graph on I Vo I ver&rLes where there is a one-to-one corre- 
spondence between the vertices in Vo and the vertices in K. Examine all (,“) subsets 
in Vo. If such a subset, S does not form a K, in G then in G’ add KS, a K,_, 
universal to the vertices in K corresponding to S. Before proving that c,,,(G’) = 
c,,,(G) + (y) -k,(G) we state some properties of G’: 
(1) Each K, in G’ is of one of the following three forms: 
(a) K, c K and corresponds to a K, in G. 
(b) K, E K and does not correspond to a K, in G. 
(c) K, =SUKS for some SE K where S does not correspond to a K, in G. 
(ii) Exactly (y) -k,(G) K, are needed in G’ to cover all K, of type (c). 
(iii) A KI in G’ may not have vertices from two different KS. 
(iv) A K, in G’ which covers a K, of type (c) cannot cover a K, of type (a). 
(v) Since i and j are part of the problem instance, G’ may be constructed in 
polynomial time. 
Case 1: c,,,(G’)rc,,,(G)+ (,“)-k,(G). Let X be an optimum K,- j cover of G’. 
Examine each K, in X. If such a K, contains any vertex in a KS (by property (iii) 
it may not contain vertices from more than one such KS) then replace this KJ with 
S. This new K, covers the K,, SUKS and perhaps others (namely, of type (b)). The 
X’ so formed is thus a K,-j cover of G’ with cardinality c,,(G’). Now form A by 
removing from G’ all (y)-&(G) K, which correspond to the (7)-k,(G) subsets of 
Vo which do not form a K, in G. The K, in A must cover all K, in G’ of type (a) 
by property (iv). Thus c,,,(G)5 iA =c,,(G’) - (y) + /c,(G). 
Case 2: c,,,(G’) I c,,(G) + (,“) - k,(G). Assume A is an optimum K, - j cover of 
G. Set X to be A augmented with all S, subsets of size j in Vo which do not form 
a K, in G. Clearly X covers all K, in G’ of types (a) and (c). A K, of type (b) must 
contain a subset of size j which does not form a K, in G and thus all K, of type (b) 
are also covered by X, thereby establishing c,,,(G’)=c,,(G)+(,“)-k,(G). Cl 
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If i =j + 1, then the G’ constructed in this proof is a split graph and we have the 
following corollary. 
Corollary 2.4. For I = j + 1, jr 2, the C,,, problem IS NP-complete for split graphs. 
3. C,, problems on chordal graphs 
Having seen that for i>jr2, the C,,, problem is NP-complete for chordal 
graphs we turn our attention to the C,,, problems. As mentioned in Section 1, 
Gavril [6] showed that the C,, problem is polynomial for chordal graphs. His 
algorithm may be seen as a greedy one which follows a PEO for the chordal graph 
and puts a vertex in the vertex cover only when it is necessary (i.e. the addition of 
the vertex to the graph already treated creates an uncovered edge). It is interesting 
to note that a generalization of this greedy approach will not solve the problem for 
C,, 1 problems, iz 3. A counterexample for i= 3 is presented in Fig. 1. A minimum 
Ks - 1 cover for this graph consists of vertices 3 and 6 and yet the greedy algorithm 
following the PEO illustraed in the numbering of the vertices gives the cover 
1397,g). 
We now present a polynomial-time dynamic programming algorithm which solves 
the C,, problem (ir3) for connected chordal graphs. This algorithm exploits the 
treelike interaction of the cliques of a chordal graph. The following definitions 
make this interaction explicit. Given n a PEO of the connected chordal graph G, 
for each XE Vo define K, to be the set of vertices to the right of x in K and adjacent 
to x. Since n is a PEO, {x} UK, is a clique of G. Let x’ be the first vertex (ac- 
cording to n) in K,. (Note x’=0 iff x is n, the last vertex in w.) T,, the rooted 
clique tree of G w.r.t. a is defined as follows: the nodes are {(x) UK,) Vxe V,. 
{x> UK, is adjacent o (x’} UK,.. The root of T, is (n). Let C be a node in T,. 
G(C) is the induced subgraph of G determined by the subtree of T, rooted at C. 
This tree is similar to the decomposition trees for clique separation developed by 
Gavril[7] and Tarjan [lo]. Clearly G({n}) = G. The clique tree of the chordal graph 
given in Fig. 1 w.r.t. the PEO given by the vertex numbering is presented in 
Fig. 2. G({6,7,8}) is the subgraph induced on (4,5,6,7,8). 
4 
Fig. 1. 
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For any clique C in T, we let C be any K, - 1 cover of C. If [Cl =j and J 2 i then 
J-I + 1~ IC( 5~. If JC i, then 01 ICI ~j. Finally we define cov(G(C), C) to be a 
minimum cardinality K, - 1 cover of G(C) such that Cncov(G(C), C)= C. (I.e. 
cov(G(C), C) is a minimum cardinality set of nodes which covers all K, in G(C) and 
contains only the nodes of C which are in C.) Notice examples can easily be found 
where the number of such minimum cardinality K,- 1 covers grows exponentially 
with the size of ihe graph. As will be shown later, keeping just one such cover 
suffices. This algorithm follows the general paradigm developed in [4]. This 
algorithm is very similar to the one Yannakakis and Gavril independently discovered 
for the maximum k-colourable subgraph problem for chordal graphs for fixed k [ 121. 
Algorithm A. A minimum cardinality K,- 1 cover of a connected chordal graph. 
Input: connected chordal graph G with PEO n. 
Output: cov, a minimum cardinality K, - 1 cover of G. 
Step 1. Construct T,, the rooted clique tree of G w.r.t. n. 
Step 2. Do a bottom-up scan of T, calculating cov(G(C), C) for each node C in 
T, and each K,- 1 cover C of C as follows: 
(i) If C is a leaf, set cov(G(C), C) = C for all C a K, - 1 cover of C. 
(ii) If C is not a leaf and has children Cr, . . . . C, (II l), then for each C, a K,- 1 
cover of C, do: 
for k=l..l do 
begin 
Look at all C, c C, such that (C,n C) = Cn C, (i.e. C, does not intro- 
duce any new nodes of C into C). Let Bk be a set with minimum cardi- 
nality in { CU cov(G(Ck), Ck)) 
end 
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Set cov(G(C),~)= U:=, LQ. 
Step 3. Once a clique C has been processed such that G(C) = G, set cov to be any 
set of minimum cardinality in (cov(G(C9, C)}. Cl 
As an example of this algorithm consider the C,,, problem on the graph in 
Fig. 1 and its clique tree presented in Fig. 2. 
- For all leaf cliques 
cov(G(C), C) = C. 
- For clique {2,3), 
o0v(~({2,319,09=0); 
for all other C, 
cov(G((2,3}), C) = C. 
- For clique { 3,7,8}, 
cov(G((3,7,8}9,{7}9={1,7}; coW((3,7,8)9, (819 = {2,% 
coW((3,7, $19, (798)) = { 1,7,8); 
for all other C, 
cov(G({ 3,7,8)), C) = C. 
- For clique { 6,7,8}, 
oov(G((6,7,8}9, (719 = ($7); 
for all other C, 
oov(G({6,7,8)), (819 = {4,8); 
cov(G({6,7, S}, C) = C. 
- The cov sets for clique {7,8} are listed in Table 3. 
Table 3. cov sets for { 7,8} where Cl - { 3,7.8}, Cz = { 6,7,8} 
c 4 BZ coW(I7,81), C) 
0 I31 (61 (3961 
I71 11,71= {5,71a {1,5,7) 
(81 13,qa {48}a (3,481 
(798) {1,7,8ja I79 81 IL7.8) 
a A choice was made for this entry. 
Examination of Table 3 shows that since G({ 7,819 = G, the smallest KS - 1 cover 
of G is (3,6). 
We now establish the correctness of this algorithm and then show that its timing 
requirements are polynomially bounded. First we state two straightforward lemmas. 
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Lemma 3.1. Let X be a K, - 1 cover of graph G. For any WC Vo, Xn W is a K, - 1 
cover of G[ W]. 
Lemma 3.2. Let G be a chordal graph wrth chque tree T, where node C m T, has 
children C1, . . . , Cl. Then QJ,k 1SJckrl: 
(i) G(C,j~G(C~)=C’,nC’~CC. 
(it) x~G(C’j\c, YEG(C~)\C-(~,JJ)@E~. 
Theorem 3.3. Algorithm A correctiy determines a mmlmum cardinahty K,- I 
cover of a connected chordal graph. 
Proof. To prove this it is sufficient to show that Step 2 of the algorithm correctly 
determines a cov(G(C), C) for each K, - 1 cover C of C. This will be proved by 
induction on the height of C in T,. If C is a leaf it 1s obvious that the cov(G(C), C) 
sets are calculated correctly. Assume that C is not a leaf and for all children 
C ,, .,., C, of C, the cov(G(C,), C,) sets are calculated correctly for all 1 SJSI and 
all C,, K, - 1 covers of C,. Let X be the set calculated by the algorithm for 
cov(G(C), C). 
First we show that X is a K,- 1 cover of G(C) such that XnC= C. By the defi- 
mtion of C all K, in C are covered; by the inductive assumption all K, in G(Ck) 
1 zz kr 1 are covered. There are no other K, since by Lemma 3.2(ii) there are no 
edges between G(C,) \ C and G(Ck) \ C, 1 rjcklf, and there are no edges 
between the node in C, \ C and the nodes in C \ C, , 1 I J 5 1. The fact that Xn C= 
C is clear by the construction. 
We now show the minimality of X. Assume to the contrary that there exists Y 
satisfying all the conditions on X and 1 Y I< IX I. Let Xk ( Yk) denote the restriction 
of X (respectively Y) to G(C,,) for 1 zs k%f. By Lemma 3.1, X, and Yk are K,- 1 
covers of G(Ck), 1 I kll. From Lemma 3.2(i) Y,n Yk < C (m fact, YJn Y, E C) 
1 IJ< kal. (A similar statement holds for X.) 
Thus 
and 
lxI= i, Ix,wnc,jl+Icl 
PI= i, IY,\wq+Icl- 
Since I Y I c 1 X 1 there exists h such that 
Since both X, and Yh contain Cn C, this implies that I YJ < 1 X,1. But Yhn C, is a 
K, - 1 cover of C, and Yn C = C and thus Yn C,, is one of the C, considered by the 
algornhm. By the inductive assumption 
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ICOVKwi), xn cdl 5 ICOV(G(ch), Yn chl 
thereby contradicting the asstmption that 1 Y I< IX /. 
Thus in Step 3, cov is a minimum cardinality K, - 1 cover of G. 0 
Theorem 3.4. Algorithm A runs m ttme bounded by a polynomral m the stze of the 
input graph. 
Proof. The number of covers C to examine for each C is O(lCl’-‘). Since each C 
has at most O(n) children and each child has at most O(n'- ‘) C sets to examme, all 
timing and space requirements are bounded by polynomials in n. U 
Thus for chordal graphs the C, I problems, ir2, belong to P. Since our 
algorithm has exponential growth with i, this result depends on i being fixed. 
As mentioned previously the C,,, problems and the maximum k-colourable sub- 
graph problems are closely related for chordal graphs. This relationship is now 
made explicit. 
Lemma 3.5. If G( V, E) is a perfect graph wrth WC V then G[ W] IS a k-colourable 
subgraph iff V/W is a Kk+ , - 1 cover of G (kr 2). 
Proof. (*) If G[ W] 1s k-colourable there cannot exist a Kk+ 1 in G[ W] and thus all 
Kk+, in G have at least one vertex in V/W. 
(c)If V/WisaKk+l- 1 cover, there cannot exist a &+, in G[ W] which implies 
that G[W] is k-colourable since G is perfect. 0 
As an immediate corollary we have: 
Corollary 3.6. If G IS a perfect graph with WC V, then G[ W] IS a maxtmum k- 
colourable subgraph iff V/W IS a mmimum cardmahty Kk+, - 1 cover of G (k r 2). 
In [12] it was shown that the maximum k-colourable subgraph problem is NP- 
hard for split graphs if k is not fixed. We now reformulate their proof to show that 
allowing i to be part of the input for the C,,, problem on split graphs causes the 
problem to become NP-complete. 
Theorem 3.7. When I is not fixed, the C,, I problem for spht graphs (and thus also 
chordal graphs) is NP-complete. 
Proof. The reduction is from the set covering problem where we are given a set 
x= {Xl, . . . . x,}, a family F={s,,..., s,} of subsets of X and an integer k. The 
problem 1s to determine whether we can cover all elements of X using at most k sets 
from F. 
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Given an instance of the set covering problem we construct a split graph G with 
nodes XUF as follows: X induces an independent set in G, F induces a clique in 
G and we have an edge between x, of X and sJ of F iff x, as,. We claim that there 
1s a solution to the set covering problem iff there exists h nodes in G which cover 
all Km-h+l. 
(* ) Let FC F be a solution to the set covering problem and set h = m - 1 F I. The 
h nodes m G[F \ F] cover all Km-,,+, in G[F]. Any uncovered Km_,,+, must 
consist of an element x, E G[X] being adJacent o the m-h nodes in G[F]. Since F 
IS a set cover x, is non-adjacent o at least one s, in G[F]. 
(I) For h nodes to cover all K,,,_h+l, they must all belong to G[F] otherwise 
there is an uncovered Km_,,+ 1 m G[F]. Let F consist of the remaining nodes in 
G[F]. No vertex in G[X] is adjacent o all nodes in G[F] since this would yield an 
uncovered Km _ ,, + I. Thus every vertex in G[X] is non-adjacent o at least one 
element in G[F] Implying that F is a set cover of X. Cl 
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