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El presente proyecto técnico hace referencia a la implementación de un esquema de 
calidad de servicios (QoS) en la red FTTH (Fiber to the Home) de la empresa Efinet 
cuya misión es la provisión del servicio de internet a las parroquias de Guayllabamba 
y El Quinche. 
 
El objetivo de este trabajo se centra en coadyuvar a la mejora del servicio que presta 
la empresa aprovechando al máximo los recursos tecnológicos existentes para 
optimizar el ancho de banda asignado a sus clientes, a partir de la aplicación de una 
estrategia de QoS específica que se ajuste a las necesidades y requerimientos de los 
clientes de Efinet-tv. 
 
El esquema de calidad de servicio implementado en Efinet-tv se basa en la 
recomendación UIT-T G.1000, mismo que determina un marco de operación para la 
gestión del ancho de banda en empresas proveedoras de internet evaluado el nivel de 
aceptación del servicio por parte de los usuarios. Esto se logra a partir del análisis de 
los resultados obtenidos de la captura y el análisis de tráfico de los clientes durante 
periodos de tiempo determinados en un escenario que incluya el uso exigente de las 













This technical project refers to the implementation of a quality of service (QoS) 
scheme in the FTTH (Fiber to the Home) network of the Efinet company whose 
mission is the provision of internet service to the parishes of Guayllabamba and El 
Quinche. 
 
The objective of this work is to contribute to the improvement of the service provided 
by the company, taking full advantage of the existing technological resources to 
optimize the bandwidth allocated to its customers, based on the application of a 
specific QoS strategy that fits to the needs and requirements of Efinet-tv customers. 
 
The service quality scheme implemented in Efinet-tv is based on the ITU-T G.1000 
recommendation, which determines an operating framework for bandwidth 
management in internet provider companies evaluated the level of service acceptance 
by part of the users. This is achieved from the analysis of the results obtained from the 
capture and analysis of customer traffic for certain periods of time in a scenario that 
includes the demanding use of the most demanded applications, in order to guarantee 














El presente documento plantea el diseño e implementación de un modelo de QoS para 
la empresa Efinet-Tv enfocado en los parámetros que la recomendación UIT-T 
G.1000, misma que propone un conjunto de regulaciones para la óptima provisión de 
servicios de Internet (ISP).  En el capítulo inicial se detalla la problemática detectada 
a partir de un análisis de la situación inicial de la empresa, posteriormente se justifican 
los objetivos planteados y el alcance del proyecto  
 
El capítulo 2 abarca el análisis situacional de la red de la empresa Efinet-tv, partiendo 
del levantamiento de la línea base de la red, donde se describen los aspectos 
tecnológicos de la empresa como su arquitectura lógica y física, el enrutamiento 
configurado, y el análisis de tráfico que cursa por la red. Este último componente se 
analiza mediante un monitoreo de la red realizado para observar el comportamiento de 
los enlaces que proveen el servicio de internet con el fin de identificar y clasificar las 
aplicaciones y servicios de mayor demanda de los usuarios.  
 
El capítulo 3 describe el esquema que se implementó en base a la recomendación UIT-
T G.1000 para la asignación de recursos del equipo principal; se describen los métodos 
utilizados para realizar la clasificación del tráfico, los mismos que se enfocan en 
realizar comparaciones de las cabeceras IP que pasan por la interfaz de servicio. El 
método utilizado se representa en un árbol de colas (queue tree) el cual permite un 
tratamiento y prioridad específicos a cada tráfico basado en el marcado de paquetes. 
 
En la última sección del documento se describen las pruebas de funcionamiento de la 
red con el esquema de calidad de servicio que fue implementado y se realiza un análisis 









1.1. PLANTEAMIENTO DEL PROBLEMA 
La empresa Efinet-tv utiliza la tecnología FTTH (Fiber To The Home) para proveer 
del servicio de internet a sus usuarios, sin embargo, se ha perdido la confiabilidad y la 
seguridad de unificar servicios tales como datos, voz y video. Esto se debe 
principalmente porque todos los tipos de paquetes convergen dentro de una misma 
infraestructura de red, razón por la cual la aplicación de un esquema de calidad de 
servicio toma un rol fundamental, que permitirá que la red sea más flexible y pueda 
soportar muchos tipos de aplicaciones y servicios. 
 
La creciente incorporación de nuevos clientes a la red de Efinet, requiere la 
implementación de una estrategia especializada de calidad de servicio que asegure el 
envío y la recepción de los paquetes, ya que los flujos de datos, voz y video se afectan 
drásticamente principalmente debido a factores como la latencia y pérdida de 
sincronía. 
 
En su gran mayoría la transmisión de datos, VoIP, streaming, etc., que se realiza a 
través de la red de Efinet –Tv, tienen como principal problema la deficiente 
administración del ancho de banda asignado a cada usuario para responder con 
normalidad a todas las solicitudes de servicio. Esto provoca que la red se congestione 
con frecuencia debido a que no existe un tratamiento adecuado para cada tipo de 
tráfico, ocasionando fallas en las conexiones y/o en los tiempos de respuesta de las 
aplicaciones que ejecutan los usuarios.  
 
Adicionalmente, cabe señalar que la empresa no cuenta con un sistema de monitoreo 
en tiempo real para identificar el tipo tráfico que congestiona la red, lo cual 
compromete los tiempos de respuesta y corrección de los problemas que se reportan, 
creando molestias serias y las consecuentes quejas recurrentes en los clientes finales, 




En los últimos años, la Empresa Efinet-tv ha experimentado un crecimiento acelerado 
y con ello también ha surgido la necesidad de pensar en nuevas soluciones orientadas 
a satisfacer la continua y creciente demanda de servicios por parte de sus clientes. Si 
bien, algunas de sus acciones han estado encaminadas a mejorar su infraestructura 
tecnológica, tales como la adquisición de nuevos equipos y la contratación de un mayor 
ancho de banda, esto no ha resuelto por completo la principal problemática que se 
presenta y que se centra en la lentitud del servicio de internet que experimentan sus 
clientes finales, comprometiendo la disponibilidad de la información que ellos 
gestionan. 
 
A partir de este requerimiento, la implementación de un esquema de calidad de servicio 
(QoS), permitirá priorizar el tráfico, clasificando por un lado los flujos que soportan 
una baja latencia como VoIP, streaming, video conferencia entre otros que exigen 
encolamiento FIFO para ser atendidas en tiempo real; y otros que no demandan una 
atención prioritaria como por ejemplo el tráfico de descarga, actualizaciones, etc. 
 
Considerando el anterior escenario, cabe resaltar la importancia de implementar 
políticas que den prioridad diferente a cada tipo de tráfico que pasa por la red, de 
acuerdo con criterios técnicos, para el tratamiento del flujo de datos acordes a las 
solicitudes y requerimientos de los usuarios, de esta forma se podrán gestionar de 
manera eficiente y estructurada las peticiones optimizando el uso del ancho de banda 
y solucionando los problemas de congestión y retardo. 
 
1.3. OBJETIVOS 
1.3.1. Objetivo general 
Desarrollar un esquema de Calidad de Servicio en la red de la empresa Efinet–tv 
basado en la recomendación UIT-T G.1000 para la adecuada provisión del servicio de 




1.3.2. Objetivos específicos 
• Analizar el tráfico de datos en la red de la empresa Efinet –tv para el monitoreo 
de la red considerando las aplicaciones y los servicios usados por sus clientes. 
• Diseñar un esquema de QoS fundamentado en la recomendación UIT-T 
G.1000 mediante un estudio comparativo de los diferentes métodos de calidad 
de servicio existentes. 
• Implementar el esquema de QoS en los equipos de la red de la empresa Efinet-
tv configurando los parámetros definidos en el diseño para la demostración de 
su funcionalidad.  
• Analizar los resultados obtenidos del tráfico de datos con el servicio provisto 
en la red optimizada para la verificación del funcionamiento de la red de la 
empresa Efinet-tv. 
 
1.4. MARCO CONCEPTUAL 
Calidad de servicio (QoS), se refiere a una de las características que cualquier 
tecnología de red utiliza para gestionar el tráfico de datos y disminuir factores como 
la pérdida de paquetes, latencia y jitter. Los recursos de red son gestionados 
estableciendo políticas para el tratamiento específico de los distintos tipos de datos en 
red convergente. (Cisco Networking Academy, 2009)  
 
Las redes empresariales deben proporcionar servicios predecibles y valorables a 
medida que las aplicaciones, como voz, video y datos sensibles al retraso, atraviesan 
la red. Las organizaciones usan QoS para cumplir con los requisitos de tráfico de 
aplicaciones sensibles, como voz y video en tiempo real, y para evitar la degradación 
de la calidad causada por la pérdida de paquetes, la demora y la inestabilidad. (OLG, 
2019) 
 
Las organizaciones pueden lograr QoS mediante el uso de ciertas herramientas y 
técnicas, como el búfer de jitter y la conformación del tráfico. Para muchas 
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organizaciones, QoS incluye un contrato denominado acuerdo de nivel de servicio 
(SLA) con el ISP que garantice un buen rendimiento. (OLG, 2019) 
 
1.4.1. Parámetros de calidad de servicio (QoS) 
Las organizaciones pueden medir QoS cuantitativamente, mediante el uso de varios 
parámetros tales como:  
1.4.1.1. Ancho de banda disponible 
Es la capacidad de un enlace de comunicaciones de red para transmitir la cantidad 
máxima de datos de un punto a otro en un período de tiempo determinado. QoS 
optimiza la red al administrar el ancho de banda y establecer prioridades para las 
aplicaciones que requieren más recursos que otras. (Cisco Networking Academy, 
2009) 
 
1.4.1.2. Variación del retardo (Jitter) 
Es la capacidad de un enlace de comunicaciones de red para transmitir la cantidad 
máxima de datos de un punto a otro en un período de tiempo determinado. QoS 
optimiza la red al administrar el ancho de banda y establecer prioridades para las 
aplicaciones que requieren más recursos que otras. (Cisco Networking Academy, 
2009)  
 
1.4.1.3. Latencia (Delay) 
Es el tiempo que tarda un paquete en viajar desde su origen hasta su destino. La latencia 
debe ser lo más cercana posible a cero. Si una llamada de voz sobre IP tiene una alta 







1.4.1.4. Pérdida de paquetes (Loss) 
Es la medida de los paquetes que no se trasmitieron con éxito en relación a todos los 
paquetes que fueron enviados sobre la misma red. Se detecta utilizando métodos ARQ 
(Automatic Repeat-reQuest) y se miden en bps (bits por segundo), entre las causas 
principales donde se pueda dar la perdida de paquetes en una red son: 
• Debido a fallos de dispositivos de la red 
• Posibles cambios en el esquema de protocolos de red, lo que causa daños en 
los paquetes hasta la perdida de los mismos. 
• Congestión en los enlaces, los que provoca un desbordamiento de buffer en los 
dispositivos de la red 
• Debido a que el medio utilizado para el transporte de datos se ve afectado por 
interferencias físicas o electromagnéticas (como en medios inalámbricos). 
   
1.4.2. Modelos de la calidad de servicio (QoS) 
Para la implementación de QoS se pueden tomar en cuenta tres modelos importantes 
que se detallan a continuación: 
1.4.2.1. Best-Effort 
Este modelo se enfoca en dar la misma prioridad a todos los paquetes y no garantiza 
que el paquete sea entregado. El modelo Best Effort se aplica en las redes que no 
cuentan con políticas de QoS configurados en sus servidores o cuando en la 
infraestructura no es posible realizar la implementación de QoS. (Cisco Networking 
Academy, 2009) 
 
1.4.2.2. IntServ (Integrated Services)  
Es un modelo de QoS que reserva el ancho de banda a lo largo de una ruta específica 
en la red. Las aplicaciones solicitan a la red la reserva de recursos, y los dispositivos 
de red monitorean el flujo de paquetes para asegurarse de que los recursos de la red 
puedan aceptar los paquetes. (Cisco Networking Academy, 2009)  
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1.4.2.3. DiffServ (Differential Services) 
Es un modelo de QoS donde diferencia los distintos tipos de tráfico aplicando políticas 
específicas que garantice condiciones de servicio para estos tipos de tráfico, este 
modelo es más efectivo, flexible y escalable para ser implementado en una red. (Cisco 
Networking Academy, 2009) 
 
1.4.3. Mecanismos de QoS 
Ciertos mecanismos de QoS pueden gestionar la calidad del tráfico de datos y 
mantener los requisitos de QoS especificados en los SLA. Los mecanismos de QoS se 
dividen en categorías específicas según los roles que desempeñan en la administración 
de la red. (Porras, 2010) 
 
1.4.3.1. Las herramientas de clasificación y marcado 
Diferencian entre aplicaciones y clasifican paquetes en diferentes tipos de tráfico. El 
marcado marcará cada paquete como miembro de una clase de red, lo que permite que 
los dispositivos en la red reconozcan la clase del paquete. La clasificación y el marcado 
se implementan en dispositivos de red como enrutadores, conmutadores y puntos de 
acceso. (Cisco Networking Academy, 2009). 
 
1.4.3.2. Las herramientas de gestión de congestión 
Utilizan la clasificación y el marcado de paquetes para determinar en qué cola colocar 
los paquetes. Las herramientas de gestión de congestión incluyen colas prioritarias; 
primero en entrar, primero en salir; y colas de baja latencia. (Cisco Networking 
Academy, 2009) 
 
1.4.3.3. Las herramientas para evitar la congestión 
Monitorean el tráfico que circula por la red en busca de congestión y descartarán los 
paquetes de baja prioridad cuando ocurra la congestión. Las herramientas para evitar 
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la congestión incluyen detección temprana aleatoria ponderada y detección temprana 
aleatoria. (Cisco Networking Academy, 2009) 
 
1.4.3.4. Las herramientas de configuración 
Manipulan el tráfico que ingresa a la red y priorizan las aplicaciones en tiempo real 
sobre las aplicaciones menos urgentes, como el correo electrónico y la mensajería. Las 
herramientas de modelado de tráfico incluyen memorias intermedias, modelado de 
tráfico genérico y modelado de tráfico de Frame Relay. Similar a la configuración, las 
herramientas de control de tráfico se centran en limitar el exceso de tráfico y descartar 
paquetes. (Cisco Networking Academy, 2009) 
 
1.4.3.5. Las herramientas de eficiencia de enlace 
Maximizan el uso del ancho de banda y reducen el retraso de los paquetes que acceden 
a la red. Aunque no es exclusivamente para QoS, las herramientas de eficiencia de 
enlace se utilizan junto con otros mecanismos de QoS. (Cisco Networking Academy, 
2009) 
 
1.4.4. Recomendación UIT-T G.1000  
Para que una matriz de QoS sea útil y lo suficientemente práctico para ser utilizado en 
la industria, debe tener presente criterios que permitan abordar la calidad de las 
funciones de comunicación en todas las perspectivas, como se ilustra en la figura 1 
 
Figura 1. Puntos de vista de QoS  
 
Nota. – Relación de los puntos de vista de QoS cliente – ISP, tomado de UIT-T Rec, 2001   
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La figura 1 muestra la relación de los puntos de vista del proveedor y del cliente, no 
aborda las configuraciones para la implementación de QoS. (UIT-T Rec, 2001) 
 
1.4.4.1. Necesidades de QoS del cliente 
El cliente no tiene la obligación de saber cómo el proveedor de internet presta sus 
servicios ni tampoco del diseño interno de la red, lo único que le interesa es la calidad 
que le es ofrecida de extremo a extremo. Aquí se centran los efectos percibidos desde 
el punto de vista del usuario, más que las características de configuración dentro de 
una red. (UIT-T Rec, 2001) 
 
1.4.4.2. QoS ofrecida por el proveedor de servicio 
La calidad de servicio ofrecida por el proveedor de servicio de internet es una 
afirmación del nivel de calidad que espera entregar al cliente final. Esta QoS es útil 
para la aplicación de los acuerdos de nivel de servicio por el cual van a ser contratados. 
(UIT-T Rec, 2001) 
 
La QoS ofrecida por el proveedor de servicios se puede utilizar en la planificación de 
los documentos para definir los sistemas de medición y establecer los niveles de 
servicio que se manejarán en las bases de datos. (UIT-T Rec, 2001) 
 
1.4.4.3. QoS conseguida o entregada por el proveedor de servicio 
La calidad de servicio que alcanza el proveedor es un manifiesto del nivel de QoS real 
conseguido y entregado al cliente. (UIT-T Rec, 2001) 
 
1.4.4.4. QoS percibida por el cliente 
Para esta QoS se realiza un estudio cuantitativo utilizando encuestas con los clientes 
para dar a conocer los niveles de servicio que están siendo percibidos desde su punto 
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de vista, y que utiliza el proveedor de servicio para conocer el nivel de satisfacción del 
cliente en cuanto a calidad de servicio. (UIT-T Rec, 2001) 
 
1.4.4.5. Relación entre los cuatro puntos de vista sobre la QoS 
Establecidas las necesidades del cliente, el proveedor de servicios cuenta con la 
información necesaria para que determine un nivel de QoS que ha de ofrecer o 
planificar. En determinadas condiciones pueda que el proveedor no esté en condición 
de garantizar la calidad de servicio que el cliente final necesita. (UIT-T Rec, 2001) 
 
El conjunto de relaciones constituye una base para una gestión efectiva y práctica de 
QoS, y cuando los cuatros puntos de vista convergen para prestar un servicio 
determinado podría decirse que se está mejorando. (UIT-T Rec, 2001) 
 
1.4.4.6. QoS en el ámbito IP: Un reto 
Es evidente que un enfoque coherente de la QoS es de gran utilidad para tratar aspectos 
(pérdida y retardo de paquetes, asegurar que se alcanzan los objetivos de calidad de 
servicio de funcionamiento de red de extremo a extremo, un restablecimiento rápido y 
completo de la conectividad de capa IP tras interrupciones) en el momento oportuno. 






2. ANÁLISIS DE LA RED DE DATOS DE LA EMPRESA EFINET-TV 
2.1. DESCRIPCIÓN GENERAL 
La empresa Efinet-tv es una empresa de índole privada que inició sus operaciones en 
el año 2018, y cuyo principal objetivo es ofrecer servicios de conexión en banda ancha 
y televisión por cable para la población de las parroquias de Guayllabamba y El 
Quinche.  
 
La oficina principal de la compañía se encuentra ubicada en Guayllabamba en las 
calles Av. Simón Bolívar y 24 de Mayo y su sucursal en El Quinche se ubica en las 
calles Olmedo y Cuenca. 
          
2.1.1. Misión 
El compromiso de Efinet-tv con el cliente final es mantener su confianza y credibilidad 
en los servicios que les ofrece, dando soluciones inmediatas a cualquier tipo de 
inquietud que el cliente final tenga. Mejorando la conectividad y ofreciendo las 
mejores promociones para el alcance de sus clientes.  
 
2.1.2. Objetivos de la empresa 
Garantizar la conectividad utilizando la tecnología de fibra óptica como medio para el 
transporte de los servicios de internet y televisión por cable con sus clientes finales, 
con la finalidad de: 
• Optimizar el rendimiento de las instalaciones y poder reducir fallos en la red. 
• Tener rápido acceso a suministros y piezas de repuesto.  
• Aumentar la vida útil de la red incluyendo un escenario generalizado para el 
control y gestión de riegos. 
• Asegurar la calidad de los servicios utilizando estrategias que permitan la 
mejora de los sistemas.  
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2.2. LÍNEA DE NEGOCIO  
El modelo comercial de Efinet-tv se basa en el aprovisionamiento del servicio de 
acceso rápido a internet residencial y de televisión por cable para los usuarios de las 
parroquias indicadas, según las necesidades y el presupuesto del cliente final. 
 
Actualmente la cantidad de usuarios de la empresa oscila alrededor de los 500, los 
mismos que se encuentran ubicados en los sectores que se detallan a continuación: 
 
Tabla 1. Sectores de cobertura de la empresa Efinet-tv 
Parroquia Guayllabamba Parroquia El Quinche  
Barrio Bellavista Barrio La Victoria 
Barrio La Nueva Esperanza 1 Parque Central El Quinche 
Barrio Tunaspamba Calle Panamericana Norte  
Barrio San Ignacio Calle Guayaquil  
Barrio Doña Ana  Calle Quito 
Barrio La Nueva Esperanza 2 Calle Cuenca 
Barrio La Colina Calle Cayambe 
Barrio Huertos Familiares Calle Sucre 
Conjunto La Inmaculada Calle Pichincha 
Barrio Santa Ana Calle Olmedo 
Barrio El Molino Calle Carchi 
Parque central de Guayllabamba Calle Checa 
Barrio San Rafael Calle Manabí 
Barrio San Lorenzo Calle Esmeraldas 
Barrio La Victoria Calle Jose Olmedo 
Barrio Los Duques Vía el Quinche – Guayllabamba 
Barrio Filanbanco  
 
Nota. – Sectores de las parroquias de Guayllabamba y El Quinche donde la empresa Efinet-tv  presta 
sus servicios de internet y televisión por cable, Fuente: Jerson Cifuentes, José Chungandro  
 
2.3. DESCRIPCIÓN DE LA RED ACTUAL 
2.3.1. Tipología de la red 
La tecnología utilizada en la red actual de la empresa Efinet-tv pertenece al grupo de 
las redes ópticas pasivas PON (Passive Optical Network), la misma que es idónea para 
brindar el servicio de Internet en entornos abiertos debido a que no se ve afectada por 




El núcleo de la red PON implementada en Efinet-tv está conformada de forma general 
por los siguientes elementos: 
• Un terminal de línea óptico OLT (Optical Line Terminal), dos amplificadores 
ópticos EDFA (Erbium Doped Fiber Amplifier) y los equipos enrutadores 
Mikrotiks ubicados en el nodo central de la empresa. 
• Varios elementos pasivos de ramificación óptica, denominados Splitter. 
• Cajas de distribución óptica NAPs (Network Access Point) que almacena y 
protege los empalmes ópticos por fusión entre el cable de distribución y los 
drops (cable de fibra óptica). 
• Terminales de Red Ópticos ONTs(Optical Network Terminals) o también 
conocidas como ONUs (Optical Network Unit), estos dispositivos se 
encuentran en los hogares del usuario para prestar el servicio de internet 
 
Figura 2. Esquema de la red PON de Efinet-tv 
 
Nota. – Esquema de la red FTTH para proveer servicios de comunicación mediante fibra óptica a los 
usuarios de Efinet-tv, Fuente: Jerson Cifuentes, José Chungandro 
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2.3.2. Arquitectura  
La tecnología de telecomunicaciones implementada para el despliegue de la red de 
Efinet-tv es FTTH (Fiber-to-the-home), la misma que permite brindar el servicio de 
acceso a internet a través de un medio de fibra óptica que llega desde los nodos hasta 
la residencia del usuario. 
 
2.3.2.1. Arquitectura con división distribuida (en cascada) 
La arquitectura de la red se enfoca en reducir costos de construcción y disminuye el 
tiempo para posibles ampliaciones futuras de la red. Se compone de un tramo inicial 
de fibra óptica denominado feeder, conformado por dos niveles de Splitters el primero 
de relación 1:8 y el segundo de relación 1:4. Desde este último splitter parten los 
tramos de fibra óptica hasta los nodos secundarios o hacia las cajas de distribución 
óptica (NAP). Con estas dos etapas de splitting en cascada se obtiene una relación de 
1:32 NAPs por hilo de fibra desde el primer nivel. 
 
Se utilizó este criterio de dos etapas debido al hecho que la red se planificó para atender 
hasta 16 usuarios por cada NAP (datasheet de las NAPs utilizadas revisar Anexo 1), y 
debido a los niveles de splitting, cada puerto GPON (Gigabit-PON) de la OLT 
transmite hasta 64 usuarios y la OLT que utiliza la red de la empresa es de 32 puertos 
GPON lo que da una capacidad de 2048 ONTs y hasta 8192 posibles líneas de 
comunicación. 
 
Mas allá de las características de la arquitectura de la red de Efinet-tv, se determina el 
dimensionamiento del equipo central OLT y se caracteriza el ancho de banda que se 
puede ofrecer a cada cliente, ya que por cada puerto GPON se tiene un throughput de 
1.25 Gbps el cual se comparte entre todos los usuarios conectados a ese puerto. 
 
El siguiente diagrama muestra el esquema de la arquitectura que utiliza (32 puertos 




Figura 3. Red de la empresa Efinet.tv, esquema de splitter (Ejemplo con 1 puerto GPON) 
 
Nota. – Esquema de los dos niveles de splitters que utiliza la empresa para dar servicio activo a una 
NAP y a su vez a dieciséis posibles clientes, Fuente: Jerson Cifuentes, José Chungandro  
 
2.3.3. Topología física y lógica actual 
Actualmente la red cuenta con un nodo principal y 120 nodos secundarios (ver Anexo 
2) pertenecientes a la red de alimentación que se extiende desde el armario de 
distribución óptica ODF (Optical Distribution Frame) en la oficina central, hasta los 
puntos de derivación en las cajas NAPs o nodos secundarios, las que se encuentran 
ubicadas en los postes de las calles, aquí es donde están los puntos para realizar las 
instalaciones con cada suscriptor, cada nuevo cliente termina con un cable drop de 
fibra óptica hasta su domicilio para finalizar la conexión del servicio con la ONT. 
 
La figura 4 y la figura 5 muestran las NAPs ubicadas en los sectores a los que la 















Figura 4. Cobertura de la red de la empresa Efinet-tv Guayllabamba  
 
Nota. – Las marcas señaladas son las NAPs que se encuentran a lo largo de toda la red en la parroquia 
de Guayllabamba, Fuente: Jerson Cifuentes, José Chungandro 
 
Figura 5. Cobertura de la red de la empresa Efinet-tv El Quinche 
 
Nota. – Las marcas señaladas son las NAPs que se encuentran a lo largo de toda la red en la parroquia 
El Quinche, Fuente: Jerson Cifuentes, José Chungandro 
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 Los enlaces de la red de alimentación están conformados por fibra multimodo G.655 
de 96, 48, 24, 12 y 6 hilos, lo cual permite controlar y monitorear todas las cajas NAPs. 
El splitting se realiza en los ODFs ubicados el nodo principal y la distribución se 
realiza directamente a las cajas NAPs situadas en los sectores de cobertura. Las 
distancias máximas hasta los nodos secundarios no supera los 15Km aprovechando la 
potencia de la OLT cuyo límite máximo es de 20Km. En la figura 6, se observa el 
esquema lógico de los equipos que proporcionan el servicio de internet.  
 
Figura 6. Esquema lógico de la empresa Efinet-tv 
 
Nota. –  Representación del esquema lógico de los equipos que conforman el núcleo de red para 
proveer del acceso al servicio de internet, Fuente: Jerson Cifuentes, José Chungandro  
 
El servidor principal que utiliza la empresa Efinet-tv es de las series Mikrotik CCR-
1036, el mismo que además de las funciones de enrutamiento de paquetes, permite 
establecer las reglas para regular el tráfico intercambiado entre las redes públicas y 
privadas. Los equipos para la provisión del servicio de internet se encuentran alojados 




Figura 7. Equipos Oficina Central Efinet-tv 
 
Nota. –  Equipos que conforman el núcleo de red de la empresa Efinet-tv, Fuente: Jerson Cifuentes, 
José Chungandro 
 
2.3.4. Equipamiento activo y pasivo existente 
El equipamiento activo de la red lo componen un enrutador Mikrotik CCR-1036 que 
se conecta a la OLT Huawei MA5680T para proveer los enlaces activos con las ONTs 
del cliente final. 
 
2.3.4.1. Router Mikrotik CCR-1036 
CCR-1036 es un enrutador de grado industrial con una CPU de 36 núcleos de última 
generación. La unidad está equipada con 8 puertos Gigabit Ethernet, 2 puertos SFP 
OLT 
EDFA 
Mikrotik CCR 1036 




(small form-factor pluggable transceptor o transceptor pequeño de factor y forma 
conectable) y pantalla táctil LCD a color, definiciones técnicas revisar Anexo 3. Este 
equipo está configurado para realizar enrutamiento por medio de colas simples (Simple 
Queues) para la administración del ancho de banda de los usuarios, el equipo maneja 
un ancho de banda aproximado de 700 Megas dedicadas. Utiliza un puerto SFP como 
medio para el control del ancho de banda y un puerto Gigabit Ethernet para la 
administración de la OLT. El sistema operativo de este equipo se basa en Linux de 
Mikrotik y utiliza una interfaz gráfica que se utiliza para la administración de 
RouterOS. 
 
El proceso de enrutamiento se basa en establecer las conexiones de las direcciones IP 
de origen a las de destino respondiendo a solicitudes en tiempo real de los usuarios.   
 
Figura 8. Mikrotik CCR-1036 (Efinet-tv) 
 
Nota. –  Enrutador de la gama de Mikrotik RouterOS, este equipo realiza las traducciones de la red 
privada de Efinet-tv a la red pública proporcionada por el ISP portador, Fuente: Jerson Cifuentes, José 
Chungandro 
 
2.3.4.2. OLT Huawei MA5680T 
El MA5680T proporciona voz, datos y servicios de vídeo a gran capacidad de ancho 
de banda. Es un equipo que integra la función de interruptor en capa 2 y capa 3 posee 
un módulo de fuente de alimentación 48 V DC, dos tarjeas PON C+ de 16 puertos 
cada una, la función principal de la tarjeta PON es control de la información 
transmitida desde el nodo principal en ambas direcciones, en sentido ascendente 
obteniendo una clase diferente de distribución de tráfico de información y voz de los 
usuarios y en sentido descendente obteniendo un tráfico de datos, voz y video desde la 
red privada de la empresa a la red pública para el acceso a internet, enviando la 
información a todos los módulos ONTs que están conectados a través de la OLT cuya 
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distancia máxima de operación es de 20 KM.  Para conocer más características técnicas 
del equipo revise Anexo 4. 
 
Figura 9. OLT Huawei MA5680T 
  
Nota. –  La OLT permite utilizar la entrada uplink para proveer por cada uno de sus puertos PON 
velocidades de transmisión de hasta 2.488 Gbit/s, Fuente: Jerson Cifuentes, José Chungandro 
 
2.3.4.3. ONT Huawei 
Un terminal de red óptica ONT (Optical Network Terminal) convierte las señales de 
fibra óptica transmitidas en señales eléctricas; las señales son enviadas a los 
suscriptores individuales desde la OLT sentido descendente, además la ONT puede 
enviar y gestionar diferentes tipos de datos provenientes desde el cliente y enviarlo en 
sentido ascendente a la OLT. Grooming es un proceso de gestión que la ONT utiliza 
para optimizar o reorganizar el flujo de datos para que estos sean transportados más 
eficazmente.  La ONT admite la asignación del ancho de banda para permitir así una 
entrega de datos a la OLT fluida y sin problemas, ya que esta generalmente llega en 
ráfagas desde el cliente. Para conocer más detalles se recomienda revisar el Anexo 5.  
 
Figura 10. ONT Huawei HG8546M 
 
Nota. –  Equipo del cliente final que le permite realizar conexiones a internet, Fuente: Jerson 




Los elementos pasivos que componen la red de Efinet, son básicamente los splitters 




La empresa Efinet-tv utiliza un esquema de direcciones IP clase A y clase C en su 
direccionamiento. La red WAN que permite el acceso a internet utiliza la dirección IP 
pública 45.236.107.54/29 y para la red LAN se utiliza la dirección IP privada 
192.168.40.0/22, y los equipos encargados de proveer el acceso a internet a los 
usuarios (ONTs) utilizan por defecto de fábrica la dirección IP privada 
192.168.100.0/24; y para la administración de la OLT utiliza la dirección IP privada 
10.0.100.0/24    
 
Figura 11. Direccionamiento de la red de la empresa Efinet-tv 
 
Nota. –  Direccionamiento lógico que utiliza la empresa Efinet-tv para proveer el acceso a internet, 


















El proceso que muestra la figura 11 detalla el camino que le toma llegar el mensaje 
con la información enviada desde usuario final hasta internet y viceversa, el enrutador 
(Mikrotik CCR 1036) utiliza el protocolo de resolucion de direcciones ARP (Address 
Resolution Protocol) para asignar una dirección ip estática al equipo del usuario final 
(ONTs). El enrutador utiliza un NAT (Network Address Translation) para traducir 
estas direcciones y dar el acceso a internet utilizando la dirección IP pública 
proporcionada por el ISP Fibramax. 
    
La tabla 2 muestra las direcciones que utiliza la empresa Efinet-tv para proveer del 
servicio de internet. 
 




Gateway Rango de dirección  Red/Prefijo 
Servidor (OLT)  10.0.100.0 10.0.100.1 10.0.100.2-.254 10.0.100.0/24 
Hosts de usuarios  192.168.100.0 192.168.100.1 192.168.100.2-.254 192.168.100.0/24 
Dispositivos de red (ONTs) 192.168.40.0 192.168.40.1 192.168.40.2-.43.254 192.168.40.0/22 
Router (Mikrotik CCR 1036) 45.236.207.56 45.236.207.57 45.236.207.58-.62 45.236.207.56/29 
 
Nota. –  Tabla de direccionamiento donde se detallan el tamaño de la subred tanto de los servidores 
como de los dispositivos ONTs que proveen del acceso a internet, Fuente: Jerson Cifuentes, José 
Chungandro 
 
2.3.6. Servicios de red 
Dentro de los servicios de red que se encuentran vinculados al enrutador se tienen los 
siguientes 
 
2.3.6.1. Servidor DNS transparente 
Todos los equipos conectados en la red de datos de la empresa Efinet-tv, requieren de 
un DNS-Server el cual se encarga de traducir los nombres de dominio de las páginas 
WEB. El servidor DNS identifica el tráfico de las peticiones DNS de cualquier 
dispositivo conectado a la red y realiza el cambio en el destino de la petición, con el 
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objetivo de aumentar la velocidad y reducir el consumo del ancho de banda con el que 
actualmente trabaja la red, para peticiones de resolución de DNS. 
 
2.3.6.2. Servidor DHCP 
Este servidor está destinado para proveer dinámicamente las direcciones IP a los 
clientes asociados a la red de la empresa Efinet-tv al igual que otros parámetros de 
configuración entre clientes de red, como máscara de red, puerta de enlace y otros, 
parámetros que son necesarios para que los dispositivos de la red puedan ser conocidos 
y ser utilizados por los usuarios de la red de Efinet-tv. En la figura 11 se muestra un 
ejemplo del proceso básico de funcionamiento del servidor DNS y la asignación 
dinámica de IP´s entre el servidor DHCP del Mikrotik CCR-1036 y una PC de un 
usuario.  
 
Figura 12. Servidor DNS transparente 
 
Nota. –  El servidor principal envía una respuesta a la solicitud del cliente desde DNS local para 
garantizar una respuesta a los DNS públicos, Fuente: Jerson Cifuentes, José Chungandro 










Solicitud de DNS para www.ups.edu.ec
Respuesta desde 192.168.40.100 (IP local)DNS Request: www.ups.edu.ec











2.3.6.3. Herramientas de monitoreo 
El sistema de monitoreo que utiliza la empresa se enfoca en la obtención de gráficas 
generadas y almacenadas por la herramienta Graphing. Esta herramienta utiliza queues 
simples de modo distribuido y muestra el rendimiento de la red, del CPU, de la 
memoria del Mikrotik CCR-1036 y de las interfaces conectadas al mismo. 
 
Figura 13. Herramienta de monitoreo Graphing de Mikrotik 
 
Nota. – Herramienta Graphing que permite observar de manera gráfica el ancho de banda utilizado en 
las interfaces de mikrotik CCR 1036 de la empresa Efinet-tv, Fuente: Jerson Cifuentes, José 
Chungandro                         
 
En la figura 13 se observa las estadísticas que la herramienta de monitoreo genera, las 
tramas que se presentan especifican el tráfico que sale por la interfaz SFP hacia los 
usuarios, la sección a muestra el tráfico de entrada y salida de la interfaz SFP de un 
lapso de 24 horas, la sección b muestra el mismo tráfico de la interfaz de un periodo 
semanal, la sección c muestra el tráfico mensual y la sección d muestra el tráfico anual 
de la interfaz SFP, en cada trama se especifica las velocidades alcanzadas de entrada 
y salida de la interfaz en Mb.         
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2.4. PROBLEMAS DETECTADOS 
Para determinar los problemas referentes al uso ineficiente del ancho de banda, se 
realizó el monitoreo de la red con el fin de recabar información para realizar un 
posterior análisis del tráfico transmitido. Se determinó una muestra conformada por el 
10% de los usuarios de Efinet (50 suscriptores), a quienes se monitoreó las 24 horas 
durante un período de 15 días desde el 27 de noviembre al 10 de diciembre del año 
2019. El objetivo de esta estrategia fue determinar los servicios, protocolos, puertos y 
aplicaciones más solicitadas, así como las falencias en la atribución dinámica de 
recursos, lo cual provoca la congestión en toda la red y conlleva a una afectación 
drástica en la velocidad de navegación.  Los parámetros analizados fueron los 
siguientes: 
2.4.1. Ancho de Banda utilizado por los enlaces 
Considerando que el conjunto de protocolos TCP/IP son los encargados de gestionar 
los servicios de red, se debió analizar los mecanismos de control propios de estos 
protocolos para establecer como ellos contribuyen a problemas de funcionamiento 
dentro de la red de Efinet-tv. 
 
El equipo encargado de gestionar el tráfico recibe y procesa enormes cantidades de 
datos lo que a su vez genera que las colas sean cada vez más grandes, produciéndose 
continuos retrasos, un alto número de paquetes descartados, además de las 
consecuentes solicitudes de retransmisiones que se solicitan y al ser respondidas 
vuelven a congestionar la red de forma cíclica. 
 
En la figura 14 se muestra el consumo del ancho de banda de toda la red. Se determinó 
las horas pico en donde existe un mayor tráfico y mayor consumo de datos que fue de 
las 19:00 pm – 23:00 pm. En este periodo de tiempo se analizó el consumo del ancho 
de banda con la finalidad de determinar los diferentes tipos de tráfico que pasan por la 
red. Para ver más resultados de las pruebas obtenidas revisar el Anexo 6. 




Figura 14. Tráfico de salida (Herramienta de monitoreo PRTG) 
 
Nota. – La herramienta de monitoreo PRTG, permite tener una representación más detallada donde se 
determinan las horas pico con mayor demanda de tráfico, Fuente: Jerson Cifuentes, José Chungandro 
 
2.4.2. Tipo de tráfico que circula por la red 
Con la ayuda de la herramienta de monitoreo NTOP se obtuvo una representación 
gráfica de la demanda del ancho de banda que generan las aplicaciones más utilizadas 
por los usuarios.  La figura 14 muestra un detalle de los paquetes que pasan por el 
enrutador según el tipo de conexión realizada, protocolo y puerto de destino. El 
consumo que se evidencia limita a que el ancho de banda contratado no garantice el 
acceso confiable a los servicios que demanda el usuario final. 
  
Figura 15. Resultados de la prueba con la herramienta de monitoreo NTOP 
 
Nota. – La herramienta de monitoreo NTOP arroja información detalla de los protocolos y puertos que 
utiliza un servicio o aplicación, Fuente: Jerson Cifuentes, José Chungandro 
27 
 
Ahí se observan que las consultas y la navegación que más realizan los usuarios están 
relacionados con los protocolos ICMP, DNS y aplicaciones como YouTube, Netflix, 
Facebook, Http entre otras. Con la finalidad de analizar detenidamente el 
comportamiento de los distintos tipos de protocolos y puertos que pasan por el 
enrutador, se decidió asignar los usuarios de la muestra a una red privada 
independiente y aplicar las herramientas Ntop y Torch de Mikrotik RouterOS (ver 
Anexo 7). Esta actividad permitió registrar y clasificar los servicios y aplicaciones que 
son más utilizados por los usuarios, tal como se muestra a continuación: 
 
Tabla 3. Prioridad y puertos usados por los usuarios de la empresa Efinet-tv 
APLICACIÓN PROTOCOLO PUERTO PRINCIPALES USADOS 
Http  TCP 80,407 
Https  TCP 443 
WhastApp   Varios puertos 
LoL TCP 2099,5222,5223,8393-8400 /5000-5500 
WoW TCP/UDP 3724,6112-6114,6881-6999 / 3724 
Apple TCP 5223 
PlayStore   Varios puertos 
Facebook   Varios puertos 
Mail TCP 25,110,143,465,587,993 
SpeedTest TCP 8080 
Winbox TCP 8291 
XXX   Varios puertos 
ICMP(Ping) ICMP   
DNS UDP 53 
Netflix   Varios puertos 
Youtube   Varios puertos 
VoIP UDP 10000-20000 
Steam TCP, UDP, Layer7 TCP/UDP 27015,27036,27037  
PUGB Mobile TCP 17500 
FreeFire Mobile UDP 10000-10007 
DOTA2 TCP/UDP 7086-7995,12070-12460,41182-42474 
PS4 Ports TCP/UDP 3478,3480/3478,3479 
Xbox TCP/UDP 3074,53/88,3074,500,3544,4500 
SmartOLT TCP/UDP 2333/2161 
IGMP IGMP   
 
Nota. – Tabla de protocolos y puertos que fueron determinados a partir de las pruebas realizadas con 






2.4.3. Tiempos de respuesta en los enlaces de la red 
Uno de los factores claves para determinar si una conexión es de buena calidad, es la 
latencia, es por ello que, tras haber realizado pruebas de conexión a determinados 
sitios, se determinaron los tiempos que tarda en recibir un paquete desde los servidores 
web. Para establecer la latencia se midieron los tiempos de respuesta haciendo un ping 
a las aplicaciones y servicios que son más utilizadas por el usuario final según lo que 
indica la tabla 3. Ahí se demuestra que la conexión de la red LAN tiene tiempos de 
respuesta altos para la salida a Internet, que superan los 200ms a las solicitudes 
realizadas (ver Anexo 8), lo que evidencia una ineficiente velocidad de conexión con 
el ancho de banda asignado para el usuario. 
 
Una de las aplicaciones de mayor demanda de los usuarios son los videojuegos online, 
mismos que requieren repuesta inmediata y por ello se consideraron para las pruebas 
realizadas. Los resultados de los pings realizados son demasiados altos lo genera un 
lag en la conexión, que es un retraso significativo en la transmisión de los paquetes de 
información lo que hace prácticamente imposible ejecutar un videojuego online con 
resultados satisfactorios (ver Anexo 8).   
    
2.5. REQUERIMIENTOS 
De acuerdo a las pruebas realizadas en el punto anterior, se determina que Efinet-tv 
necesita mejorar la gestión del ancho de banda contratado por sus clientes con el fin 
de asignar un tratamiento específico a la gran cantidad y variedad de los paquetes que 
se transportan sin ninguna diferenciación por su red.  Considerando la tecnología 
actual que utiliza la empresa para brindar el servicio de conectividad de Internet, es 
posible realizar la implementación de una estrategia específica de QoS y de esta forma 
facilitar la gestión de los paquetes que se procesan en el servidor.  
 
Para identificar la variación del tráfico transportado, se utilizó un análisis estadístico 
de los datos recopilados de la red, y de forma general se determinó la carga de tráfico 
de acuerdo con los servicios, protocolos, aplicaciones y a partir de ello se determina 
una respuesta adecuada a los problemas que surjan a causa del exceso de tráfico. La 
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empresa necesita implementar una estrategia que se ajuste a la demanda de sus 
usuarios, aplicando criterios de QoS, como la capacidad para proveer un tratamiento 
diferente de acuerdo con el tipo de tráfico, asignando un ancho de banda y dando una 
prioridad específica al mismo.  
 
El proveedor de servicio de internet debe garantizar al cliente un óptimo servicio, 
mismo que se declara en el contrato del nuevo suscriptor. De acuerdo con la 
recomendación UIT-T G.1000, las necesidades de calidad y servicio se centran en los 
efectos percibidos desde el punto de vista del usuario, por tal motivo la empresa 
requiere de un servicio que permita confirmar un nivel de calidad óptimo real 





3. DISEÑO DE LA PROPUESTA (RED FTTH) 
3.1. GENERALIDADES 
En este capítulo se describe el diseño del esquema de QoS para la gestión y 
priorización del tráfico de la red de Efinet-tv, en cada una de sus etapas y que se 
realizaron a partir del análisis de los datos obtenidos en el capítulo anterior. 
 
3.1.1. Metodología a seguir 
Para el desarrollo del presente proyecto se utilizó una investigación de campo que 
permitió caracterizar la infraestructura de telecomunicaciones de la empresa Efinet-tv 
y sus procesos operacionales. A continuación, se detallan las etapas aplicadas:  
3.1.1.1. Reconocimiento de la red 
En esta etapa se realizó un estudio de la infraestructura de la red donde se incluyen las 
configuraciones y la topología existente de los diferentes dispositivos de 
telecomunicaciones. Se evaluaron los parámetros de la topología física y la estructura 
lógica de la red descritos en el capítulo anterior. Este reconocimiento de red permitió 
determinar los puntos clave de monitoreo, así como la configuración actual de los 
equipos, su funcionamiento y conocer las características de enrutamiento de estos. 
 
3.1.1.2. Análisis de tráfico 
Esta etapa comprende un conjunto de procesos de clasificación y medición del tráfico 
que circula en la red. La investigación descriptiva y de campo permitió observar y 
cuantificar las características propias de cada grupo de usuarios, recolectando datos 
necesarios relacionados con el consumo de ancho de banda para conocer los usos más 
frecuentes de las aplicaciones, mediante una descripción de las actividades que se 






3.1.1.3. Planeación y desarrollo de mejoras 
Con la información recabada en las etapas anteriores, se analizaron los problemas y 
requerimientos presentados por los usuarios y se realizó un análisis estadístico con los 
datos recopilados. Tras este análisis, se pudieron identificar los tipos de servicio, 
protocolo y aplicación que debieran tener más prioridad, lo que ayudó a determinar las 
políticas para el QoS. Se efectuarán las siguientes acciones: 
• Clasificación del tráfico y solicitud de servicios requeridos 
• Jerarquización de los diferentes tipos de servicio y las clases de tráfico, con 
esto la prioridad que se establece en la cola reduce el tiempo de retardo. 
• Establecimiento de políticas, resultado de las características mencionadas y 
ajuste a la jerarquización, tipo de servicio, etc. 
• Determinación del modelo de QoS que mejor se ajuste a las necesidades de 
nivel de servicio ya definidos.   
 
3.1.1.4. Implementación de políticas 
En esta etapa se ejecutaron las acciones planteadas en el apartado anterior. El proceso 
se llevó a cabo en todos los equipos principales que soportan la conectividad de 
internet a los usuarios de la red (OLT Huawei MT5680T y Mikrotik CCR-1036), en 
donde se ejecutaron los procesos de marcado de paquetes para diferenciar y aplicar las 
políticas para tratar el tráfico que circula a la entrada y salida de la red. 
 
3.1.1.5. Comparación de resultados 
En este punto se realizaron un conjunto de pruebas cuyos resultados permitieron 
realizar un análisis comparativo de la red de Efinet antes y después de la 
implementación del modelo de QoS propuesto. Este análisis permitió evaluar si las 
acciones que se implementaron cumplen los requerimientos y las necesidades del 




3.2. DISEÑO DEL ESQUEMA DE QoS 
El esquema de QoS implementado en la red de la empresa Efinet-tv, se enfoca en 
aplicar los parámetros de la recomendación UIT-T G.1000 y se fundamenta en cubrir 
las necesidades del cliente y del proveedor de servicio, es decir que al cliente solo le 
importará la calidad del servicio de extremo a extremo mas no los aspectos de diseño 
de la red.  El objetivo del esquema diseñado es gestionar directamente el ancho de 
banda según las aplicaciones y los protocolos; se tomó como punto inicial el 
ordenamiento del tráfico según los tipos de datos con la finalidad de dar una prioridad 
a los paquetes para asegurar la fluidez del tráfico que es transportado en el servidor, y 
así lograr la optimización en los tiempos de respuesta de la red del ISP. 
 
La estrategia de QoS se configurará en el equipo central Mikrotik RouterOS, el mismo 
que se basa en una plataforma de software y hardware que se pude administrar a través 
de la interfaz Winbox para acceder a los diferentes tipos de configuraciones. 
 
Dentro del menú principal denominado IP, se encuentra el submenú Firewall donde 
está la ventana Connections, que muestra todas las conexiones actuales que pasan por 
el enrutador, se menciona también la ventana Layer7Protocolos donde se configuran 
las ACLs para el análisis de patrones, en la ventana Mangle se realiza el marcado de 
paquetes para el tratamiento de los distintos tipos de tráfico que entran y salen por el 
enrutador y finalmente en el menú principal Queues se encuentra la ventana Queue 
Tree donde se realiza la configuración HTB para el control del ancho de banda. 
Mikrotik RouterOS utiliza una herramienta para visualizar las conexiones en tiempo 
real.  
 
A continuación, en la figura 16 se muestra el diagrama de programación del servidor 






Figura 16. Diseño del diagrama de programación de QoS 
 
Nota. – Algoritmo que representa el esquema utilizado para el diseño de calidad de servicio, Fuente: 
Jerson Cifuentes, José Chungandro 
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A continuación, se indica el proceso de configuración del servidor principal de 
paquetes  
 
3.2.1. Elección del método para la clasificación del tráfico 
Uno de los métodos más comunes para identificar el tipo de tráfico son las listas de 
control de acceso (ACL), que permite proveer de un servicio preferencial a cada tipo 
de tráfico. 
 
3.2.1.1. Listas de control de acceso 
Generalmente son utilizadas como un recurso de seguridad, pero también se puede 
utilizar para clasificar el tráfico que entra o sale de una interfaz, permitiendo darle a 
cada paquete un trato específico. Hay que recalcar que una de las características de una 
ACL es su ejecución en orden secuencial, es decir que, si un paquete cumple con una 
condición, las siguientes líneas ya no se verifican. 
 
En la ventana de configuración Layer7Protocols las listas de control de acceso se 
utilizarán como sentencias que definen el tratamiento de los paquetes que entran o 
salen de la interfaz del equipo (Mikrotik CCR-1036). La utilización de ACL´s no 
interrumpe el proceso de comunicación, ya que la función del router es verificar las 
cabeceras de los paquetes que entran a la interfaz para determinar a dónde debe ser 
entregado. Se utilizará ACLs ya que ofrece ventajas como control de flujo de tráfico 
y seguridades de acceso a la red además de ser compatible con toda marca de equipos. 
 
3.2.2. Jerarquización del tráfico  
Para jerarquizar el tráfico que pasa por el servidor, se aplicará el método HTB 
(Hierarchical Token Bucket), que es un método de encolamiento con clase útil para 
manejar diferentes tipos de tráfico y que permite crear una estructura jerárquica de 
colas y determinar las relaciones entre colas, como “padre-hijo” o “hijo-hijo”. Este 
método recomienda igualar y marcar el tráfico de entrada de acuerdo con el tipo de 
paquete de cada clase específica, y de acuerdo a los tipos de servicios y aplicaciones 
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se colocará una etiqueta específica de encolamiento que determina las acciones para 
cada clase. 
 
En el servidor principal se implementará una jerarquía de dos niveles como se muestra 
en la figura 19, las colas del primer nivel (colas “padre”) son las responsables de la 
distribución del tráfico y se clasifican en servicios, juegos y aplicaciones Web, las 
colas de segundo nivel (colas “hijo”) obedecen a las colas de primer nivel utilizando 
la opción “parent” que asigna cada una de estas colas internas como secundarias a una 
cola padre en base a la clasificación asignada.  
 
3.2.2.1. Marcado de tráfico 
 El modelo de servicios elegido da un tratamiento diferente al tráfico, con prioridades 
relativas en función del campo “tipo de servicio” (TOS), estos se definen en los 
estándares RFC 2474 y RFC 2475. La norma de este modelo reemplaza la 
especificación para definir la prioridad de los paquetes descrito en el estándar RFC 
791. 
  
El modelo de servicios permite implementar varios niveles de prioridad utilizando la 
reasignación de bits de un paquete IP para la identificación de prioridad. Así se puede 
distinguir el tipo o nivel de QoS que cada paquete IP usa en un campo dentro del 
encabezado de este, inicialmente el campo tipo de servicio TOS (DSCP) de longitud 
de 4 bits como se observa en la figura 17 y se decide cambiar la especificación y usar 
ahora los 6 bits más significativos. Las reglas para el marcado de paquetes se realizan 









Figura 17. Cabeceras IP para QoS 
 
Nota. – Comparación de los Bits más significativos antes y después de aplicar el modelo de servicios 
diferenciados (DiffServ), Fuente: Jerson Cifuentes, José Chungandro 
 
La introducción del campo DSCP sustituye al campo Precedencia IP el cual utiliza los 
3 primeros bits para priorizar y clasificar los tipos de paquetes como se observa en la 
siguiente figura:  
 
Figura 18. Campos DSCP y precedencia 
 
Nota. –  Introducción del gestor de clase para priorizar y clasificar el tráfico, Fuente: Jerson Cifuentes, 
José Chungandro 
 
Mangle permite asignar marcas a los diferentes paquetes IP, para luego ser usadas en 
el encolamiento. Las políticas para la identificación y marcado del tráfico pueden estar 
asociadas con una o varias de las siguientes cualidades: 
• Todo tráfico IP  
• Interfaces de entrada 
• Protocolos y puertos 
• Lista de acceso IP  




Precedencia IP Campo TOS No usado
No usadoDSCP
Encabezado IP antes del 
modelo DiffServ 












3.2.3. Establecimiento de políticas      
En este apartado se definen los sistemas de encolamiento que se utilizaron para 
administrar el ancho de banda que demandan los servicios y aplicaciones por parte de 
los usuarios, controlando la inyección del tráfico en la red a partir de la prioridad dada 
a ciertos flujos sobre otros, considerando los cuatro parámetros que determinan la 
calidad de servicio en la red como son retardo, ancho de banda, jitter y pérdida de 
paquetes. La gestión de estos parámetros se explica a continuación: 
3.2.3.1. Control de ancho de banda 
El control de ancho de banda de cada cliente es asignado desde la plataforma que 
utiliza la empresa llamada SMARTOLT (ver Anexo 9), en la cual se configurará un 
árbol de colas para limitar y priorizar el tráfico de la red de Efinet. 
 
3.2.3.2. Aplicación de encolamiento PCQ (Per Connection Queue) 
La estructura HTB a implementar constará de 78 colas: 
• QoS_down cola interna con tres hijos. 
• General cola interna con tres hijos. 
• 1QoS_down_Services cola interna con seis hijos. 
• 2QoS_down_Games cola interna con catorce hijos. 
• 3QoS_down_Web cola interna con doce hijos. 
• Res_10m_(1y2) ambas son colas de hoja 
• El resto de colas de hoja corresponde a los servicios en donde se quiere 
priorizar el tráfico. 
 
A continuación, se muestra el árbol de colas “/queue tree” basado en la aplicación PCQ 
en el servidor con la finalidad de implementar una gestión avanzada de colas basada 
en políticas de priorización global y limitaciones del grupo de usuarios. En cada cola 
se especifican dos límites de velocidad dependiendo del nivel jerárquico y al tipo de 
servicio o aplicación al que se refiera en el árbol de colas; la velocidad CIR 
(Committed Information Rate) o Tasa de información comprometida, donde el 
parámetro limit-at debe satisfacer el flujo de todas las colas, solo ahí la velocidad MIR 
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(Maximal Information Rate) o Velocidad de información necesaria, permite que las 
colas secundarias intenten tomar prestada la velocidad de datos de sus padres que 
necesitan para alcanzar su parámetro max-limit. 
 
Figura 19. Estructura HTB para el tráfico download 
 
Nota. –  Modelo HTB download, que se basó en las aplicaciones y servicios descritas anteriormente 
















































































































El árbol de colas QoS_up que permite gestionar el tráfico de subida se asigna a la 
interfaz de la red pública donde se aplica la estructura HTB,  y se establece únicamente 
el ancho de banda a las clases que componen el primer nivel del árbol de colas, como 
se muestra en la siguiente figura :  
  
Figura 20. Estructura HTB para el tráfico upload 
 
Nota. –  Modelo HTB upload para las mimas aplicaciones y servicios utilizadas para el modelo 
download, Fuente: Jerson Cifuentes, José Chungandro 
 
Las aplicaciones en las que se enfocó el diseño de QoS tienen demandas de diferente 
nivel por este motivo se decidió establecer una prioridad diferente a cada tipo de 
servicio y aplicación bajo un criterio que permita dar un mejor tratamiento a los 




Tabla 4. Valores de prioridad HTB 
APLICACIÓN Priority PROTOCOLO PUERTO PRINCIPALES USADOS 
Http  ALTA TCP 80,407 
Https  ALTA TCP 443 
WhastApp ALTA   Varios puertos 
LoL ALTA TCP 2099,5222,5223,8393-8400 /5000-5500 
WoW ALTA TCP/UDP 3724,6112-6114,6881-6999 / 3724 
Apple ALTA TCP 5223 
PlayStore ALTA   Varios puertos 
Facebook ALTA   Varios puertos 
Mail BAJA TCP 25,110,143,465,587,993 
SpeedTest BAJA TCP 8080 
Winbox BAJA TCP 8291 
XXX BAJA   Varios puertos 
ICMP(Ping) CRITICA ICMP   
DNS CRITICA UDP 53 
Netflix CRITICA   Varios puertos 
Youtube CRITICA   Varios puertos 
VoIP CRITICA UDP 10000-20000 
Steam TCP, UDP, Layer7 MEDIA TCP/UDP 27015,27036,27037  
PUGB Mobile MEDIA TCP 17500 
FreeFire Mobile MEDIA UDP 10000-10007 
DOTA2 MEDIA TCP/UDP 7086-7995,12070-12460,41182-42474 
PS4 Ports MEDIA TCP/UDP 3478,3480/3478,3479 
Xbox MEDIA TCP/UDP 3074,53/88,3074,500,3544,4500 
SmartOLT MEDIA TCP/UDP 2333/2161 
IGMP MEDIA IGMP   
 
Nota. –  Tabla de prioridades de acuerdo a la demanda de los servicios y aplicaciones generadas por 
parte de los usuarios, Fuente: Jerson Cifuentes, José Chungandro 
 
3.2.4. Determinación del modelo de QoS 
A partir del análisis realizado en el punto 1.4.2. donde se definen los modelos de QoS: 
Servicios Diferenciados (DiffServ) y Servicios Integrados (IntServ) se optó por utilizar 
el primer modelo ya que ofrece mayores ventajas en cuanto a escalabilidad, 
flexibilidad y distinción de los diferentes tipos de clase de servicio con la acción del 









4. IMPLEMENTACIÓN DEL ESQUEMA DE QoS 
4.1. GENERALIDADES 
En esta sección se realizarán las configuraciones de los servidores principales de la 
empresa Efinet-tv, los cuales se encuentran ubicados en el nodo central de la red 
ubicado en Guayllabamba con la finalidad de optimizar los recursos tecnológicos con 
los que actualmente cuenta la empresa, mismos que por sus características permite la 
una total adaptación al esquema de calidad de servicio propuesto.   
 
Cabe recalcar que los equipos Mikrotik RouterOS permiten clasificar y dar un 
tratamiento diferente al tráfico que se sujeta a la política, marcado de paquete, tipo de 
cola y prioridad: La ventaja más importante de utilizar estos equipos es su 
interoperatividad con los diferentes fabricantes de OLT (en este caso Huawei), y 
también con las ONT´s lo cual permite una operación altamente compatible tal como 
se muestra en las configuraciones que se detallan a continuación:  
 
4.1.1. Configuración Calidad de Servicio (QoS) en Mikrotik CCR-1036 
RouterOSTM 
El servidor de Calidad de Servicio (QoS), fue configurado en el nodo central de la red 
de la Empresa Efinet-tv, considerando principalmente la priorización de los paquetes 
que circulan a través de la red. 
 
Se configuran dos VLAN en la interfaz (SFP): 
• VLAN1000.- Esta VLAN se utilizará como un segmento de administración 
basado en el protocolo estándar TR-069, que permite usar el Servidor de 
configuración automática (ACS) para administrar de forma remota el equipo 
local del cliente (CPE), incluyendo los parámetros de configuración del 
dispositivo, contraseñas, autenticación y otros parámetros para optimizar la 




• VLAN1100.- Esta VLAN se utilizará para proporcionar acceso a internet, 
usando un rango de direcciones IP Privadas. La traducción de estas direcciones 
a IP Públicas se lo realiza mediante un proceso NAT. Este mecanismo que 
conforma parte de la interfaz del firewall en el Router Mikrotik, es el que se 
encarga de dicha traducción entre direcciones de red, y es capaz de controlar 
el intercambio de paquetes fijándose en los datos de sus encabezados, puertos 
y direcciones de origen y destino.  
 
En las interfaces se creó un bridge (bridge-Monitor) con la interfaz ether10 y ether11-
Monitor para realizar el monitoreo. 
 
Tabla 5. Direccionamiento utilizado en la red de la empresa Efinet-tv 
Uso VLAN Dirección de red Gateway Rango de dirección  Red/Prefijo 
Dispositivos de 
red 
VLAN1000 9.0.0.0 9.0.0.1 9.0.0.10-.15.250 9.0.0.0/20 
VLAN1100 172.0.0.0 172.0.0.1 172.0.0.10-.15.250 172.0.0.0/20 
Administración Bridge-Monitor 192.168.88.0 192.168.88.1 192.168.88.2-.254 192.168.88.0 
 
Nota. – Direccionamiento que permite dar el servicio de acceso a internet (VLAN1100) al igual que el 
acceso remoto a los dispositivos de red (VLAN1000), Fuente: Jerson Cifuentes, José Chungandro 
 
En el Router Mikrotik se encuentran configurados dos procesos de traducción: el NAT 
de origen o srcnat, lo que hace este proceso es traducir la dirección de la red privada 
de un paquete con una dirección IP pública; y una operación inversa para los paquetes 
de respuesta en la otra dirección. También se encuentra configurado el proceso NAT 
destino o dsnat, este proceso permite tener un acceso a los host de la red privada desde 
internet, lo que hace es sustituir la dirección IP de destino de un paquete IP, que viajan 
a través de un router hacia una red privada. 
 
En la siguiente figura 21 se muestra el diseño lógico final al haber implementado el 




Figura 21. Esquema lógico de Efinet-tv con calidad de servicio (QoS) 
 
Nota. – Diseño lógico después de haber implementado el esquema de calidad de servicio en la red de 
la empresa Efient-tv, Fuente: Jerson Cifuentes, José Chungandro 
 
Los paquetes que ingresan al Mikrotik son marcados usando el firewall Mangle, 
configurando el método de servicios diferenciados (DiffServ) del paquete IP, es aquí 
donde se definen los parámetros de prioridad para los paquetes. A continuación, se 
muestran las configuraciones para la implementación de calidad de servicio (QoS) en 
los equipos principales de la red: 
4.1.1.1.  Layer 7 Protocol 
Para realizar el proceso de coincidencia de los campos en un mensaje se utilizan las 
ACL que realizan clasificación y filtrado ya que es una herramienta que se encuentra 
habilitada en la interfaz. El protocolo utiliza un método de búsqueda de patrones 
(ACLs) en los paquetes TCP/UDP regulares. El proceso recoge los 10 primeros bits 
o los primeros 2KB de las conexiones que se ejecutan con el servidor, también busca 
el patrón en base a los datos que se recogieron. 
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Hay que tener en cuenta la cantidad de conexiones que aumentará notablemente el uso 
de la memoria y los procesos del CPU. A continuación, se muestra la configuración en 
Layer7Protocols (Protocolo de Capa 7) 
 
Figura 22. Configuración Layer7Protocol 
 
Nota. – En esta sección de configuración denominada Layer7 Protocols se añaden los registros que 
van hacer comparados, Fuentes: Jerson Cifuentes, José Chungandro 
 
En la figura 23 se observan los protocolos correspondientes a los diferentes servicios 
y aplicaciones para los cuales se comparará la cabecera de los paquetes. 
 
Figura 23. Ventana Firewall (Layer7 Protocols) de Mikrotik RouterOS 
 




4.1.1.2. Filter Rules 
Este proceso se lo realizará en la ventana de Filter Rules donde se añaden las reglas 
que se enfocan en los registros de los servicios y aplicaciones que se configuraron en 
el Layer7 Protocol, se utiliza el proceso “forward” ya que se procesarán los paquetes 
IP que pasen por la VLAN asignada para proporcionar el servicio de internet para 
luego agregar las direcciones detectadas a una lista de destino denominada Address 
List.  
 
Figura 24. Configuración firewall filter 
 
Nota. – En la sección Filter Rules se añaden todas las reglas para la interfaz que proporcionan el 
servicio de acceso a internet (VLAN1100), Fuente: Jerson Cifuentes, José Chungandro  
 
En la figura se pueden observar las reglas que se implementaron. 
 
Figura 25. Ventana Firewall (Filter Rules) de Mikrotik RouterOS 
 
Nota. – Reglas implementadas para el tratamiento de los registros configurados en el apartado 




Aquí se configuran las reglas de marcado conexión y paquetes para realizar QoS, este 
proceso se realizará para cada servicio, aprovechando las marcas de paquete y las 
marcas de conexión previas. Al realizar el proceso de marcado de paquetes se 
determina la prioridad a los distintos tipos de tráfico que pasan por el enrutador, cada 
una de las reglas implementadas revisa la cabecera IP de cada paquete y busca una 
coincidencia en el tráfico de datos. 
 
Las reglas para el marcado de paquetes en Mangle están organizadas en cadenas de 
ejecución. Una de ellas se denomina “prerouting” que se utiliza para realizar el 
marcado del paquete antes de la cola global “queue Global-In”, y una cadena 
denominada “postrounting” que realiza el marcado después de la cola global “queue 
Global-Out”. 
 
Figura 26. Configuración Firewall Mangle, marcado de conexión 
 
Nota. – En la sección para la configuración del marcado de paquetes se añade cada regla de acuerdo a 




Para optimizar la configuración del marcado de paquetes cada regla intentará hacer 
coincidir los datos del encabezado IP del primer paquete de la nueva conexión y 
agregara la marca de conexión a este paquete, por lo tanto en la siguiente regla ya no 
se verificará el encabezado IP de cada paquete que pase por el enrutador, solo se 
realizará la comparación de las marcas de conexión lo que resulta en menor consumo 
de CPU. Además, en cada marcado se debe deshabilitar la opción “Passthrough” con 
esto se reduce el consumo del CPU aún más. El detalle de la configuración de todos 
los servicios y aplicaciones consideradas para el marcado de paquetes se dispone en el 
Anexo 10. 
 
Figura 27 Configuración Firewall Mangle, marcado de paquete 
 
Nota. – En esta misma sección se configura el marcado de paquete una vez realizada la marca de 
conexión así se identifica y clasifica el tráfico que pasa por la interfaz, Fuente: Jerson Cifuentes, José 
Chungandro 
 
En la siguiente figura se observa la configuración de Mangle Rule con las reglas para 




Figura 28. Ventana de Firewall (Mangle) de Mikrotik RouterOS 
 
Nota. – Servidor de marcado de paquetes, el paquete pasa por cada una de estas reglas para ser 
verificada y sometida a las políticas que se implementaron, Fuente: Jerson Cifuentes, José 
Chungandro 
 
4.1.1.4. Queue Tree 
Para la implementación del árbol de colas se configura el tipo de encolamiento 





Figura 29. Configuración Queue Type 
 
Nota. –  En la sección Queues se configuran las colas de carga y descarga con las que se va a trabajar 
en el árbol de colas, Fuente: Jerson Cifuentes, José Chungandro 
 
 El árbol de colas se compone de dos reglas globales tanto para la entrada como para 
la salida de paquetes, y que se asignan a las interfaces respectivas. Las colas padre se 
configuran de acuerdo a la sección 3.2.3.2 del esquema presentado en el capítulo 
anterior. 
 
Figura 30. Configuración Queue Tree 
 
Nota. –  En la sección Queue Tree se configura el modelo HTB que se diseñó en el esquema de 
calidad de servicio del capítulo anterior, Fuente: Jerson Cifuentes, José Chungandro 
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El proceso para la configuración de todo el árbol de colas es repetitivo, para ello se 
configuran los parámetros antes mencionados tanto para la carga y descarga de los 
paquetes que pasan por el enrutador. La configuración completa del árbol de colas se 
explica en el Anexo 11. 
 
4.2. RESULTADOS OBTENIDOS  
Con el fin de comprobar la funcionalidad del esquema de QoS implementado, se 
procede a realizar un monitoreo del tráfico en la red de Efinet, generado por los mismos 
clientes que se seleccionaron para la muestra de la línea base. La idea es comparar el 
tratamiento que el servidor realiza a los paquetes y el desempeño en general de la red 
después de haber implementado las políticas de QoS.  
 
A continuación, se muestran los resultados obtenidos al implementar Calidad de 
Servicio (QoS), aplicando las recomendaciones que el estándar UIT-T G.1000 propone 
para mejorar los tiempos de respuesta a los usuarios finales de un ISP: 
4.2.1. Monitoreo del rendimiento de la red aplicando QoS 
Para el análisis del rendimiento de la red, se realizan pruebas de funcionamiento con 
la herramienta Ntop; en el estudio de los datos obtenidos se utilizó la muestra inicial 
de usuarios en un periodo de 15 días desde el 2 de enero al 17 de enero del 2020, los 
resultados permitieron visualizar el consumo de ancho de banda de servicios tanto de 
datos, voz y video en las horas pico de tráfico en la red como se muestra en la figura 
24, con esto se obtuvo más disponibilidad de los servicios y aplicaciones que son más 
requeridas por los usuarios garantizando el rendimiento óptimo de la red.  
 
Cada uno de los siguientes gráficos muestra por secciones el consumo específico de 
acuerdo con el ancho de banda que utilizan los servicios o aplicaciones en la cuales se 





Figura 31. Resultados de la prueba con la herramienta de monitoreo NTOP 
 
Nota. – Resultados de la herramienta NTOP para el análisis de tráfico después de haber implementado 
calidad de servicio, Fuente: Jerson Cifuentes, José Chungandro 
 
Los tiempos de respuesta para los servicios y protocolos especificados después de 
haber habilitado QoS demuestran que existe una respuesta más corta en ms, como se 
muestra en el Anexo 12. 
   
Una vez realizada la comprobación con los usuarios de la muestra se decidió realizar 
la migración de todos los clientes de la VLAN1100 de servicio al esquema del árbol 
de colas, en la figura 32 se muestran los datos obtenidos después de la implementación 
del esquema, observando que el Queue Tree (árbol de colas) realiza el control de los 




Figura 32. Ventana Queue List (Queue Tree) de Mikrotik RouterOS 
 
Nota. – Árbol de colas implementado en el servidor principal de la red de la empresa Efinet-tv, 




En la figura 32 se puede observar el árbol de colas que se implementó en el esquema 
de calidad de servicio con las políticas definidas en la sección 3.2.3.2 y se definen las 
velocidades Limit-at y Max-limit para el consumo del ancho de banda de los servicios 
y aplicaciones referidos en la tabla 4, en la siguiente columna Avg. Rate se puede 
verificar que los flujos de tráfico están siendo controlados de acuerdo a la estructura 
HTB utilizada en el diseño del esquema de QoS del capítulo 3, lo que resulta a que no 
exista ningún paquete en cola (0 Bytes) como se puede observar en la columna Queued 
Bytes. Las dos últimas columnas muestran el consumo acumulado en Bytes y el total 
de los paquetes que ha sido marcados en el esquema utilizado.   
  
Con la finalidad de observar el consumo real del ancho de banda se utilizó la 
herramienta de monitoreo Cacti, que muestra que el tráfico generado en las interfaces 
representa un consumo óptimo del servicio como se muestra en la figura 26. 
 
Figura 33. Consumo de ancho de banda de un periodo de 24 horas 
 
Nota. – Análisis del consumo del ancho de bando utilizado en la interfaz de servicio con la 




En la figura 33, se puede observar que el consumo del ancho de banda de las interfaces 
de entrada y salida es óptimo en horas pico de la red tras haber implementado el 
esquema de calidad de servicio. 
 
Figura 34. Consumo de ancho de banda un periodo de 72 horas 
 
Nota. – Análisis del ancho de banda donde se observa que existe un consumo similar en los tres días 
utilizando la herramienta de monitoreo Cacti como medio de medición, Fuente: Jerson Cifuentes, José 
Chungandro 
 
En la figura 34 se observa un consumo de las interfaces que proveen el servicio de 
internet, la interfaz sfp-OLT muestra un consumo similar en el periodo tomado para 
este ejemplo, lo que demuestra que en el esquema de calidad de servicio implementado 










• La implementación de un esquema de calidad de servicio (QoS) basados en la 
recomendación UIT-T G.1000, permitió que Efinet-tv mejore significativamente 
su servicio de provisión de Internet optimizando los recursos tecnológicos 
existentes en la empresa. 
 
• El método HTB permitió tener una estructura de colas jerárquicas cada una con 
diferente nivel de prioridad y ancho de banda disponible que permitió satisfacer la 
demanda del flujo de datos que pasan por el enrutador, de esta forma se logra 
óptima eficiencia de la red.     
 
• El modelo DiffServ garantiza que el manejo de la información sea más eficaz, 
debido a que todos los flujos de datos se clasifican en clases con prioridades 
diferentes en los paquetes IP que son marcados y el número de clases es limitado 
e independiente de la cantidad de tráfico o de usuarios, el resultado de este modelo 
proporciona al ISP elegir métodos más factibles que garanticen QoS de extremo a 
extremo. 
 
• El algoritmo para el diseño de programación del esquema de QoS implementados 
sobre la red de Efinet permite el acceso eficiente de la información a los clientes 
bajo los criterios de calidad de servicio que la recomendación UIT-T G.1000 
define, permitiendo una red con alta disponibilidad más segura, fiable, escalable y 
administrable. 
 
• El esquema de calidad de servicio implementado en Efinet-tv contribuyó a que los 
servicios y aplicaciones consigan una apropiada asignación del ancho de banda y 
estén disponibles incluso si la red llegara a congestionarse, disminuyendo los 
tiempos de respuesta y una ejecución óptima de las aplicaciones según la demanda 







• Se sugiere establecer un acuerdo de LSA factible con los usuarios de Efinet-tv, 
donde se especifiquen las condiciones de conexión, así como la estrategia de 
calidad de servicio a aplicar en los enlaces contratados para evitar futuras 
controversias en el servicio provisto. 
 
• Se sugiere configurar un equipo de respaldos del servidor central para garantizar 
la operación y actualización de las políticas de prioridad en la transmisión y 
recepción de información (datos, voz y video). 
 
• La gestión del ancho de banda de la empresa requiere de herramientas 
profesionales de monitoreo y análisis de datos, que brinden una visión más amplia 
del comportamiento de la red y permitan analizar en detalle el sistema de QoS 
configurado. 
 
• Se recomienda realizar un monitoreo permanente de nuevos servicios y/o 
aplicaciones que exijan mayor demanda por parte de los usuarios, para gestionar 
la asignación de un ancho de banda adecuado y en caso de ser necesario ser 
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CCR1036-12G-4S es un enrutador de grado industrial con CPU de 36 núcleos de 
última generación. Si necesita muchos millones de paquetes por segundo, Cloud Core 
Router con 36 núcleos es su mejor opción. 
El dispositivo viene en una caja de montaje en rack de 1U, tiene cuatro puertos SFP, 
doce puertos Ethernet Gigabit, un cable de consola en serie y un puerto USB. 
¡La nueva versión r2 tiene 8 GB de RAM incorporados, ranura M.2 integrada, ranura 
































Hs8545m Huawei HS8545M GPON onda NR HS8545M 1GE + 3FE + 1 Voz + usb 
+ WIFI antena externa igual que F623 f601 v6.0 
Descripción del producto 
El EchoLife HG8546M, un terminal de red óptica (ONT), es una puerta de enlace 
doméstica de alta gama en la solución FTTH de Huawei. Mediante el uso de la 
tecnología GPON, se proporciona acceso de banda ultra ancha para usuarios 
domésticos y SOHO. El H8546M proporciona 1 * puertos POTS, 4 * puertos Ethernet 
FE y 2 * puerto Wi-Fi. El H8546M presenta capacidades de reenvío de alto 
rendimiento para garantizar una excelente experiencia con los servicios de video VoIP, 
Internet y HD. Por lo tanto, el H8546M proporciona una solución de terminal perfecta 







Módulo óptico clase B +. 
 
Modo de autenticación de seguridad: SN, contraseña o SN + contraseña. 
 
Upstream / downstream FEC. 
 
Funciones de voz 
 




Flujo de medios y separación de flujo de señalización. 
 
Funciones de multidifusión 
 
IGMP V2 y V3 snooping / proxy IGMP. 
 
Funciones de wifi 
 
802.11b / g / n, certificado por la Wi-Fi Alliance. 
 




Los servicios de Internet, IPTV y VoIP están vinculados automáticamente a los 
puertos ONT. 
 
Servidor virtual, activador de puerto, DMZ y DDNS. 
 
Características de mantenimiento 
 
Gestión local mediante Web y gestión remota mediante TR069 y OMCI. 
 
Monitoreo de potencia óptica. 
 
802.1ag Ethernet OAM. 
 
Prueba de línea de bucle de puertos POTS, emulación de llamadas y emulación de 
marcado PPPoE. 
 
Características de confiabilidad 
 
Sistemas duales para protección de software. 
 
Protección tipo B y detección ONT deshonesta. 
 
Batería de litio de respaldo y monitoreo de batería de respaldo. 
 
Funciones ecológicas de ahorro de energía. 
 
Ajuste dinámico del consumo de energía. 
 




































RESULTADOS DEL MONITOREO PARA VER LAS APLICACIONES Y 






































































CONFIGURACION DE MANGLE 
/ip firewall mangle 
add action=accept chain=forward comment=\ 
    "Grupo 10 Megas 001 codigo: res_10m_1" disabled=yes 
add action=mark-connection chain=forward comment="Download Movile Apks - APK" \ 
    disabled=yes layer7-protocol=APK new-connection-mark=playstore001_conn \ 
    passthrough=yes src-address-list=res_10m_1 
add action=mark-connection chain=forward comment=PlayStore disabled=yes \ 
    layer7-protocol="Google Play Store" new-connection-mark=playstore001_conn \ 
    passthrough=yes src-address-list=res_10m_1 
add action=mark-connection chain=forward comment="IPA - Apple" disabled=yes \ 
    layer7-protocol=IPA new-connection-mark=playstore001_conn passthrough=yes \ 
    src-address-list=res_10m_1 
add action=mark-connection chain=forward comment="IPWS - Apple" disabled=yes \ 
    layer7-protocol=IPSW new-connection-mark=playstore001_conn passthrough=\ 
    yes src-address-list=res_10m_1 
add action=mark-packet chain=forward connection-mark=playstore001_conn \ 
    disabled=yes new-packet-mark=PlayStore001 passthrough=no 
add action=mark-connection chain=prerouting comment=Facebook disabled=yes \ 
    dst-address-list=Facebook new-connection-mark=facebook001_conn \ 
    passthrough=yes src-address-list=res_10m_1 
add action=mark-packet chain=prerouting connection-mark=facebook001_conn \ 
    disabled=yes new-packet-mark=facebook001 passthrough=no 
add action=mark-connection chain=prerouting comment=WhatsApp disabled=yes \ 
    dst-address-list=Whatsapp new-connection-mark=whatsapp001_conn \ 
    passthrough=yes src-address-list=res_10m_1 
add action=mark-packet chain=prerouting connection-mark=whatsapp001_conn \ 
    disabled=yes new-packet-mark=whatsapp001 passthrough=no 
add action=mark-connection chain=prerouting comment=Spotify disabled=yes \ 
    dst-port=4070 new-connection-mark=Spotify001_conn passthrough=yes \ 
    protocol=tcp src-address-list=res_10m_1 
add action=mark-connection chain=prerouting disabled=yes dst-port=4070 \ 
 
 
    new-connection-mark=Spotify001_conn passthrough=yes protocol=udp \ 
    src-address-list=res_10m_1 
add action=mark-packet chain=prerouting connection-mark=Spotify001_conn \ 
    disabled=yes new-packet-mark=Spotify001 passthrough=no 
add action=mark-connection chain=prerouting comment=Netflix disabled=yes \ 
    dst-address-list=Netflix new-connection-mark=netflix001_conn passthrough=\ 
    yes src-address-list=res_10m_1 
add action=mark-packet chain=prerouting connection-mark=netflix001_conn \ 
    disabled=yes new-packet-mark=Netflix001 passthrough=no 
add action=mark-connection chain=prerouting comment=Youtube disabled=yes \ 
    dst-address-list=Youtube new-connection-mark=youtube001_conn passthrough=\ 
    yes src-address-list=res_10m_1 
add action=mark-packet chain=prerouting connection-mark=youtube001_conn \ 
    disabled=yes new-packet-mark=Youtube001 passthrough=no 
add action=mark-connection chain=prerouting comment=XXX disabled=yes \ 
    dst-address-list=XXX new-connection-mark=xxx001_conn passthrough=yes \ 
    src-address-list=res_10m_1 
add action=mark-packet chain=prerouting connection-mark=xxx001_conn disabled=\ 
    yes new-packet-mark=xxx001 passthrough=no 
add action=mark-connection chain=prerouting comment="Http Descarga" \ 
    connection-bytes=500000-0 disabled=yes dst-port=80 new-connection-mark=\ 
    descarga001_conn passthrough=yes protocol=tcp src-address-list=res_10m_1 
add action=mark-connection chain=prerouting comment="Https Descarga" \ 
    connection-bytes=500000-0 disabled=yes dst-port=443 new-connection-mark=\ 
    descarga001_conn passthrough=yes protocol=tcp src-address-list=res_10m_1 
add action=mark-packet chain=prerouting connection-mark=descarga001_conn \ 
    disabled=yes new-packet-mark=descarga001 passthrough=no 
add action=mark-connection chain=prerouting comment=Http connection-bytes=\ 
    0-500000 disabled=yes dst-port=80 new-connection-mark=http001_conn \ 
    passthrough=yes protocol=tcp src-address-list=res_10m_1 
add action=mark-packet chain=prerouting connection-mark=http001_conn \ 
    disabled=yes new-packet-mark=http001 passthrough=no 
add action=mark-connection chain=prerouting comment=Https disabled=yes \ 
    dst-port=443 new-connection-mark=https001_conn passthrough=yes protocol=\ 
 
 
    tcp src-address-list=res_10m_1 
add action=mark-packet chain=prerouting connection-mark=https001_conn \ 
    disabled=yes new-packet-mark=https001 passthrough=no 
add action=mark-connection chain=prerouting comment=Otros disabled=yes \ 
    new-connection-mark=otras001_conn passthrough=yes src-address-list=\ 
    res_10m_1 
add action=mark-packet chain=prerouting connection-mark=otras001_conn \ 
    disabled=yes new-packet-mark=other001 passthrough=no 
add action=mark-connection chain=prerouting comment=Apple disabled=yes \ 
    dst-port=5223 new-connection-mark=apple_conn passthrough=yes protocol=tcp 
add action=mark-packet chain=prerouting connection-mark=apple_conn disabled=\ 
    yes new-packet-mark=apple passthrough=no 
add action=mark-connection chain=prerouting comment="ICMP (Ping)" \ 
    new-connection-mark=icmp_conn passthrough=yes protocol=icmp 
add action=mark-packet chain=prerouting connection-mark=icmp_conn \ 
    new-packet-mark=icmp passthrough=no 
add action=change-dscp chain=prerouting new-dscp=1 packet-mark=icmp \ 
    passthrough=yes 
add action=mark-connection chain=postrouting new-connection-mark=icmp_conn \ 
    passthrough=yes protocol=icmp 
add action=mark-packet chain=postrouting connection-mark=icmp_conn \ 
    new-packet-mark=icmp passthrough=no 
add action=change-dscp chain=postrouting new-dscp=1 packet-mark=icmp \ 
    passthrough=yes 
add action=mark-connection chain=prerouting comment=IGMP new-connection-mark=\ 
    igmp_conn passthrough=yes protocol=igmp 
add action=mark-packet chain=prerouting connection-mark=igmp_conn \ 
    new-packet-mark=Igmp passthrough=no 
add action=mark-connection chain=prerouting comment=DNS dst-port=53 \ 
    new-connection-mark=dns_conn passthrough=yes protocol=udp 
add action=mark-packet chain=prerouting connection-mark=dns_conn \ 
    new-packet-mark=dns passthrough=no 
add action=change-dscp chain=prerouting new-dscp=2 packet-mark=dns \ 
    passthrough=yes 
 
 
add action=mark-connection chain=prerouting comment=L2TP new-connection-mark=\ 
    vpn_conn passthrough=yes protocol=l2tp 
add action=mark-packet chain=prerouting connection-mark=vpn_conn \ 
    new-packet-mark=vpn passthrough=no 
add action=mark-connection chain=prerouting comment=SmartOLT dst-port=2333 \ 
    new-connection-mark=smartolt_conn passthrough=yes protocol=tcp 
add action=mark-connection chain=prerouting dst-port=2161 \ 
    new-connection-mark=smartolt_conn passthrough=yes protocol=udp 
add action=mark-connection chain=prerouting content=smartolt.com \ 
    new-connection-mark=smartolt_conn passthrough=yes 
add action=mark-packet chain=prerouting connection-mark=smartolt_conn \ 
    new-packet-mark=smartolt passthrough=no 
add action=mark-connection chain=prerouting comment=Mail dst-port=\ 
    25,110,143,465,587,993,995 new-connection-mark=mail_conn passthrough=yes \ 
    protocol=tcp 
add action=mark-packet chain=prerouting connection-mark=mail_conn \ 
    new-packet-mark=mail passthrough=no 
add action=mark-connection chain=prerouting comment=SpeedTest \ 
    layer7-protocol=SpeedTest new-connection-mark=speedtest_conn passthrough=\ 
    yes 
add action=mark-connection chain=prerouting dst-port=8080 \ 
    new-connection-mark=speedtest_conn passthrough=yes protocol=tcp 
add action=mark-packet chain=prerouting connection-mark=speedtest_conn \ 
    new-packet-mark=speedtest passthrough=no 
add action=mark-connection chain=prerouting comment=\ 
    "Download Movile Apks - APK" layer7-protocol=APK new-connection-mark=\ 
    playstore_conn passthrough=yes 
add action=mark-connection chain=prerouting comment=PlayStore \ 
    layer7-protocol="Google Play Store" new-connection-mark=playstore_conn \ 
    passthrough=yes 
add action=mark-connection chain=prerouting comment="IPA - Apple" \ 
    layer7-protocol=IPA new-connection-mark=playstore_conn passthrough=yes 
add action=mark-connection chain=prerouting comment="IPWS - Apple" \ 
    layer7-protocol=IPSW new-connection-mark=playstore_conn passthrough=yes 
 
 
add action=mark-packet chain=prerouting connection-mark=playstore_conn \ 
    new-packet-mark=PlayStore passthrough=no 
add action=mark-connection chain=prerouting comment=Facebook \ 
    dst-address-list=Facebook new-connection-mark=facebook_conn passthrough=\ 
    yes 
add action=mark-packet chain=prerouting connection-mark=facebook_conn \ 
    new-packet-mark=facebook passthrough=no 
add action=mark-connection chain=prerouting comment=WhatsApp \ 
    dst-address-list=Whatsapp new-connection-mark=whatsapp_conn passthrough=\ 
    yes 
add action=mark-packet chain=prerouting connection-mark=whatsapp_conn \ 
    new-packet-mark=whatsapp passthrough=no 
add action=mark-connection chain=prerouting comment=Spotify dst-port=4070 \ 
    new-connection-mark=Spotify_conn passthrough=yes protocol=tcp 
add action=mark-connection chain=prerouting dst-port=4070 \ 
    new-connection-mark=Spotify_conn passthrough=yes protocol=udp 
add action=mark-packet chain=prerouting connection-mark=Spotify_conn \ 
    new-packet-mark=Spotify passthrough=no 
add action=mark-connection chain=prerouting comment=Netflix dst-address-list=\ 
    Netflix new-connection-mark=netflix_conn passthrough=yes 
add action=mark-packet chain=prerouting connection-mark=netflix_conn \ 
    new-packet-mark=Netflix passthrough=no 
add action=mark-connection chain=prerouting comment=Youtube dst-address-list=\ 
    Youtube new-connection-mark=youtube_conn passthrough=yes 
add action=mark-packet chain=prerouting connection-mark=youtube_conn \ 
    new-packet-mark=Youtube passthrough=no 
add action=mark-connection chain=prerouting comment=XXX dst-address-list=XXX \ 
    new-connection-mark=xxx_conn passthrough=yes 
add action=mark-packet chain=prerouting connection-mark=xxx_conn \ 
    new-packet-mark=xxx passthrough=no 
add action=mark-connection chain=prerouting comment="Http Descarga" \ 
    connection-bytes=500000-0 dst-port=80 new-connection-mark=descarga_conn \ 
    passthrough=yes protocol=tcp 
add action=mark-connection chain=prerouting comment="Https Descarga" \ 
 
 
    connection-bytes=500000-0 dst-port=443 new-connection-mark=descarga_conn \ 
    passthrough=yes protocol=tcp 
add action=mark-packet chain=prerouting connection-mark=descarga_conn \ 
    new-packet-mark=descarga passthrough=no 
add action=mark-connection chain=prerouting comment=Http connection-bytes=\ 
    0-500000 dst-port=80 new-connection-mark=http_conn passthrough=yes \ 
    protocol=tcp 
add action=mark-packet chain=prerouting connection-mark=http_conn \ 
    new-packet-mark=http passthrough=no 
add action=mark-connection chain=prerouting comment=Https dst-port=443 \ 
    new-connection-mark=https_conn passthrough=yes protocol=tcp 
add action=mark-packet chain=prerouting connection-mark=https_conn \ 
    new-packet-mark=https passthrough=no 
add action=mark-connection chain=prerouting comment="PS4 Ports" dst-port=\ 
    3478-3480 new-connection-mark=PS4_ports_conn passthrough=yes protocol=tcp 
add action=mark-packet chain=prerouting connection-mark=PS4_ports_conn \ 
    new-packet-mark=PS4_ports passthrough=no 
add action=mark-connection chain=prerouting dst-port=3478,3479 \ 
    new-connection-mark=PS4_udp_ports_conn passthrough=yes protocol=udp 
add action=mark-packet chain=prerouting connection-mark=PS4_udp_ports_conn \ 
    new-packet-mark=PS4_ports_upd passthrough=no 
add action=mark-connection chain=prerouting comment=Xbox dst-port=3074,53 \ 
    new-connection-mark=xbox_conn passthrough=yes protocol=tcp 
add action=mark-packet chain=prerouting connection-mark=xbox_conn \ 
    new-packet-mark=xbox passthrough=no 
add action=mark-connection chain=prerouting dst-port=88,3074,500,3544,4500 \ 
    new-connection-mark=xbox_udp_conn passthrough=yes protocol=udp 
add action=mark-packet chain=prerouting connection-mark=xbox_conn \ 
    new-packet-mark=xbox_udp passthrough=no 
add action=mark-connection chain=prerouting comment="Steam TCP, UDP, Layer7" \ 
    new-connection-mark=steam-conn passthrough=yes port=\ 
    27000-28999,3478,4379,4380 protocol=udp 
add action=mark-connection chain=prerouting dst-port=27015,27036,27037 \ 
    new-connection-mark=steam-conn passthrough=yes protocol=tcp 
 
 
add action=mark-connection chain=prerouting layer7-protocol=Steam \ 
    new-connection-mark=steam-conn passthrough=yes protocol=tcp 
add action=mark-packet chain=prerouting connection-mark=steam-conn \ 
    new-packet-mark=steam passthrough=no 
add action=mark-connection chain=prerouting comment="PUGB Mobile" dst-port=\ 
    17500 new-connection-mark=pugb_mobile_conn passthrough=yes protocol=tcp 
add action=mark-packet chain=prerouting connection-mark=pugb_mobile_conn \ 
    new-packet-mark=PUBG_Mobile passthrough=no 
add action=mark-connection chain=prerouting comment="FreeFire Mobile" \ 
    dst-port=10000-10007 new-connection-mark=freefire_conn passthrough=yes \ 
    protocol=udp 
add action=mark-packet chain=prerouting connection-mark=freefire_conn \ 
    new-packet-mark=FreeFire_Mobile passthrough=no 
add action=mark-connection chain=prerouting comment=LoL dst-port=\ 
    2099,5222,5223,8393-8400 new-connection-mark=lol_conn passthrough=yes \ 
    protocol=tcp 
add action=mark-packet chain=prerouting connection-mark=lol_conn \ 
    new-packet-mark=lol passthrough=no 
add action=mark-connection chain=prerouting dst-port=5000-5500 \ 
    new-connection-mark=lol_udp_conn passthrough=yes protocol=udp 
add action=mark-packet chain=prerouting connection-mark=lol_udp_conn \ 
    new-packet-mark=lol_udp passthrough=no 
add action=mark-connection chain=prerouting comment=WoW dst-port=\ 
    3724,6112-6114,6881-6999 new-connection-mark=wow_conn passthrough=yes \ 
    protocol=tcp 
add action=mark-packet chain=prerouting connection-mark=wow_conn \ 
    new-packet-mark=wow passthrough=no 
add action=mark-connection chain=prerouting dst-port=3724 \ 
    new-connection-mark=wow_udp_conn passthrough=yes protocol=udp 
add action=mark-packet chain=prerouting connection-mark=wow_udp_conn \ 
    new-packet-mark=wow_udp passthrough=no 
add action=mark-connection chain=prerouting comment=Lineage2 dst-port=\ 
    2106,2009,7777 new-connection-mark=lineage2_conn passthrough=yes \ 
    protocol=udp 
 
 
add action=mark-packet chain=prerouting connection-mark=lineage2_conn \ 
    new-packet-mark=Lineage2 passthrough=no 
add action=mark-connection chain=prerouting comment=PUGB dst-port=\ 
    7086-7995,12070-12460,41182-42474 new-connection-mark=pubg_conn \ 
    passthrough=yes protocol=udp 
add action=mark-packet chain=prerouting connection-mark=pubg_conn \ 
    new-packet-mark=PUBG passthrough=no 
add action=mark-connection chain=prerouting comment=DOTA2 dst-port=\ 
    27000-28998 new-connection-mark=dota2_conn passthrough=yes protocol=tcp 
add action=mark-connection chain=prerouting dst-port=27000-28998 \ 
    new-connection-mark=dota2_conn passthrough=yes protocol=udp 
add action=mark-packet chain=prerouting connection-mark=dota2_conn \ 
    new-packet-mark=DOTA2 passthrough=no 
add action=mark-connection chain=prerouting comment=VoIp dst-port=10000-20000 \ 
    new-connection-mark=voip_conn passthrough=yes protocol=udp 
add action=mark-packet chain=prerouting connection-mark=voip_conn \ 
    new-packet-mark=voip passthrough=no 
add action=mark-connection chain=prerouting comment=Winbox dst-port=8291 \ 
    new-connection-mark=winbox_conn passthrough=yes protocol=tcp 
add action=mark-packet chain=prerouting connection-mark=winbox_conn \ 
    new-packet-mark=winbox passthrough=no 
add action=mark-connection chain=prerouting comment=Otros \ 
    new-connection-mark=otras_conn passthrough=yes 
add action=mark-packet chain=prerouting connection-mark=otras_conn \ 












CONFIGURACION QUEUE TREE 
/queue tree 
add max-limit=700M name=QoS_down parent=vlan1100 queue=download 
add limit-at=700M max-limit=700M name=General parent=QoS_down queue=download 
add name=res_10m_1 packet-mark=no-mark parent=QoS_down 
add name=res_10m_2 packet-mark=no-mark parent=QoS_down 
add limit-at=678M max-limit=678M name=3QoS_down_Web parent=General 
add limit-at=11M max-limit=11M name=2QoS_down_Games parent=General 
add limit-at=11M max-limit=11M name=1QoS_down_Services parent=General 
add name="ICMP_(Ping)_up" packet-mark=icmp parent=1QoS_up_Services priority=1 \ 
    queue=default 
add name=DNS_up packet-mark=dns parent=1QoS_up_Services priority=2 queue=\ 
    default 
add name=Http_up packet-mark=http parent=3QoS_up_Web priority=1 queue=upload 
add name=Https_up packet-mark=https parent=3QoS_up_Web priority=1 queue=\ 
    upload 
add name=Otros_up packet-mark=other parent=3QoS_up_Web priority=7 queue=\ 
    upload 
add limit-at=180k max-limit=5M name=WinBox packet-mark=winbox parent=\ 
    1QoS_down_Services priority=7 queue=default 
add max-limit=5M name=LoL_udp packet-mark=lol_udp parent=2QoS_down_Games \ 
    priority=1 queue=download 
add name=WinBox_up packet-mark=winbox parent=1QoS_up_Services priority=7 \ 
    queue=default 
add name=LoL_up packet-mark=lol parent=2QoS_up_Games priority=3 queue=upload 
add name=LoL_udp_up packet-mark=lol_udp parent=2QoS_up_Games priority=3 \ 
    queue=upload 
add name=WoW_up packet-mark=wow parent=2QoS_up_Games priority=2 queue=upload 
add name=WoW_udp_up packet-mark=wow_udp parent=2QoS_up_Games priority=2 \ 
    queue=upload 
add limit-at=910k max-limit=5M name="ICMP_(Ping)" packet-mark=icmp parent=\ 
    1QoS_down_Services priority=1 queue=default 
 
 
add limit-at=910k max-limit=5M name=DNS packet-mark=dns parent=\ 
    1QoS_down_Services priority=2 queue=default 
add limit-at=11M max-limit=330M name=Http packet-mark=http parent=\ 
    3QoS_down_Web priority=4 queue=download 
add limit-at=19M max-limit=330M name=Https packet-mark=https parent=\ 
    3QoS_down_Web priority=4 queue=download 
add max-limit=5M name=WoW packet-mark=wow parent=2QoS_down_Games priority=2 \ 
    queue=download 
add max-limit=5M name=WoW_udp packet-mark=wow_udp parent=2QoS_down_Games \ 
    priority=2 queue=download 
add max-limit=5M name=LoL packet-mark=lol parent=2QoS_down_Games priority=1 \ 
    queue=download 
add limit-at=19M max-limit=365M name=Otros packet-mark=other parent=\ 
    3QoS_down_Web priority=7 queue=download 
add limit-at=230M max-limit=410M name=Youtube packet-mark=Youtube parent=\ 
    3QoS_down_Web priority=6 queue=download 
add name=Youtube_up packet-mark=Youtube parent=3QoS_up_Web priority=4 queue=\ 
    upload 
add max-limit=5M name=PUBG_Movile packet-mark=PUBG_Mobile parent=\ 
    2QoS_down_Games priority=3 queue=download 
add name=PUGB_Movile_up packet-mark=PUBG_Mobile parent=2QoS_up_Games \ 
    priority=6 queue=upload 
add limit-at=102M max-limit=410M name=Netflix packet-mark=Netflix parent=\ 
    3QoS_down_Web priority=6 queue=download 
add name=Netflix_up packet-mark=Netflix parent=3QoS_up_Web queue=upload 
add limit-at=5M max-limit=330M name=Spotify packet-mark=Spotify parent=\ 
    3QoS_down_Web priority=5 queue=download 
add name=Spotify_UP packet-mark=Spotify parent=3QoS_up_Web queue=upload 
add limit-at=180k max-limit=8M name=IGMP packet-mark=Igmp parent=\ 
    1QoS_down_Services priority=3 queue=default 
add limit-at=6M max-limit=330M name=SpeedTest packet-mark=speedtest parent=\ 
    3QoS_down_Web priority=7 queue=download 
add limit-at=38M max-limit=365M name=WhatsApp packet-mark=whatsapp parent=\ 
    3QoS_down_Web priority=4 queue=download 
 
 
add limit-at=165M max-limit=410M name=Facebook packet-mark=facebook parent=\ 
    3QoS_down_Web priority=5 queue=download 
add limit-at=70M max-limit=330M name=Descarga packet-mark=descarga parent=\ 
    3QoS_down_Web queue=download 
add limit-at=2100k max-limit=8M name=Mail packet-mark=mail parent=\ 
    1QoS_down_Services priority=5 queue=default 
add max-limit=10M name=VoIp packet-mark=voip parent=2QoS_down_Games priority=\ 
    4 queue=download 
add limit-at=8M max-limit=365M name=XXX packet-mark=xxx parent=3QoS_down_Web \ 
    priority=7 queue=download 
add max-limit=5M name=Steam packet-mark=steam parent=2QoS_down_Games \ 
    priority=4 queue=download 
add max-limit=3M name=PS4_Port packet-mark=PS4_ports parent=2QoS_down_Games \ 
    priority=5 queue=download 
add max-limit=5M name=PS4_Port_udp packet-mark=PS4_ports_upd parent=\ 
    2QoS_down_Games priority=5 queue=download 
add name=Xbox_up packet-mark=xbox parent=2QoS_up_Games priority=1 queue=\ 
    upload 
add max-limit=6M name=Xbox_udp packet-mark=xbox_udp parent=2QoS_down_Games \ 
    priority=5 queue=download 
add name=IGMP_up packet-mark=Igmp parent=1QoS_up_Services priority=3 queue=\ 
    default 
add name=Mail_up packet-mark=mail parent=1QoS_up_Services priority=5 queue=\ 
    default 
add name=SpeedTest_up packet-mark=speedtest parent=3QoS_up_Web priority=7 \ 
    queue=upload 
add name=VoIp_up packet-mark=voip parent=3QoS_up_Web priority=1 queue=upload 
add name=Steam_up packet-mark=steam parent=2QoS_up_Games priority=4 queue=\ 
    upload 
add max-limit=6M name=Xbox packet-mark=xbox parent=2QoS_down_Games priority=5 \ 
    queue=download 
add name=Facebook_up packet-mark=facebook parent=3QoS_up_Web priority=2 \ 
    queue=upload 
add name=WhatsApp_up packet-mark=whatsapp parent=3QoS_up_Web priority=3 \ 
 
 
    queue=upload 
add name=XXX_up packet-mark=xxx parent=3QoS_up_Web priority=7 queue=upload 
add name=Xbox_udp_up packet-mark=xbox_udp parent=2QoS_up_Games priority=1 \ 
    queue=upload 
add name=PS4_Port_up packet-mark=PS4_ports parent=2QoS_up_Games priority=1 \ 
    queue=upload 
add name=PS4_Port_udp_up packet-mark=PS4_ports_upd parent=2QoS_up_Games \ 
    priority=1 queue=upload 
add limit-at=370k max-limit=5M name=SmartOLT packet-mark=smartolt parent=\ 
    1QoS_down_Services priority=6 queue=default 
add name=SmartOlt_Up packet-mark=smartolt parent=1QoS_up_Services priority=6 \ 
    queue=default 
add max-limit=10M name=FreeFire_Mobile packet-mark=FreeFire_Mobile parent=\ 
    2QoS_down_Games priority=2 queue=download 
add max-limit=3M name=PUBG packet-mark=PUBG parent=2QoS_down_Games priority=3 \ 
    queue=download 
add max-limit=2M name=DOTA2 packet-mark=DOTA2 parent=2QoS_down_Games \ 
    priority=3 queue=download 
add name=Descarga_up packet-mark=descarga parent=3QoS_up_Web queue=upload 
add name=PlayStore_up packet-mark=PlayStore parent=3QoS_up_Web priority=5 \ 
    queue=upload 
add name=DOTA2_up packet-mark=DOTA2 parent=2QoS_up_Games priority=3 queue=\ 
    upload 
add name=FreeFire_Mobile_up packet-mark=FreeFire_Mobile parent=2QoS_up_Games \ 
    priority=3 queue=upload 
add name=PUBG_up packet-mark=PUBG parent=2QoS_up_Games priority=3 queue=\ 
    upload 
add limit-at=6M max-limit=330M name=PlaysStore packet-mark=PlayStore parent=\ 









RESULTADOS DEL MONITOREO DESPUES DE LA IMPLEMETACIÓN 
 
 
 
