The design of single-user decorrelating receivers employing nite-precision sequences for despreading is considered. The problem is formulated as a non-linear bounded integer optimization problem which is shown to be NP-hard. A branch-and-bound algorithm for nding the best nite-precision decorrelating sequence is described. Numerical examples demonstrate that the loss in performance between the optimum, in nite-precision and the best nite-precision decorrelator is small even for large channel occupancies. Some sub-optimum algorithms are investigated which greatly reduce the computational complexity associated with nding good nite-precision decorrelator sequences.
Introduction
Linear decorrelating receivers for direct-sequence spread-spectrum multiple access communication systems 1, 2] appear to be the most promising candidates for practical implementations of multi-user detectors. Originally believed to be optimum in the minimum probability of error sense 3], linear decorrelating receivers are now known to be somewhat inferior to the optimum receiver derived by Verdu 4] . However, decorrelating receivers compare favorably to other receiver structures 4 8] because they are optimally near-far resistant, they do not require knowledge of the received signal amplitudes and phases, and their computational complexity is on the same order as that of the conventional matched lter detector 1, 2, 9].
Optimum single-user decorrelating receivers correlate the received signal with a sequence of (in nite precision) real numbers and so far complexity comparisons did not re ect the need for a oating point multiplier in decorrelating receivers. We investigate the design of single-user decorrelating receivers which are identical in structure and complexity to the conventional matched lter receiver. Hence, we concentrate on receivers of the form shown in Figure 1 with the additional requirement that the multiplication in the receiver is performed with nite precision only. The multiplications required in the matched lter receiver are all trivial because the elements of the k-th user's spreading sequence satisfy a k;l 2 f?1; 1g. Hence, to make complexity comparisons more meaningful, we restrict the elements of the sequence c k in Figure 1 to be integers between ?M and M such that multiplications can be performed with simple combinatorial logic circuits.
From a practical view point, this problem is important because xed-point implementations are cheaper, faster, and more energy e cient than designs with oating-point processing units. Cost and energy considerations are among the main engineering criteria for example in mobile receiver units for wireless communication networks. The issue of speed is always a concern in spread spectrum systems as the demodulator has to operate at the chip rate and higher chip rates are synonymous with higher system capacities.
With current technology, a fully digital matched lter receiver can be implemented in CMOS for chip rates of up to approximately 30 Mchips per second (see e.g. 10] ). Receivers correlating with sequences c k of small integers can be implemented in the same technology 1 with marginally more logic gates for the integer multiplication and accumulation unit.
It is well known that linear decorrelating receivers can also be implemented as a bank of matched lters for all K active users followed by a linear lter and a decision device 2, 9] . This structure is ideally suited for simultaneous detection of multiple signals and oatingpoint multiplications are carried out only at the much lower bit-rate. However, this receiver requires K times as many correlators as the matched lter receiver and the additional bit-rate linear lter.
Two types of computational complexity are of relevance to our problem. The demodulation complexity is a measure of the number of operations required while the receiver is operating. This measure is typically normalized to one bit and referred to as the time-complexity per bit (TCB). Clearly, the TCB of the receiver under consideration is the same as that of the conventional matched lter detector. However, the complexity of the multiplication depends on the limit M on the absolute value of the elements c k .
As we will see, the trade-o for the very low demodulation complexity associated with small values of M is a very high design complexity. That means, the e ort required to nd sequences c k which lead to good receivers is considerable. This observation casts serious doubt on the feasibility of using optimum nite-precision decorrelators in rapidly time-varying multiuser channels. However, for example in applications where users operate in synchronism and the sequences c k can be pre-computed the design complexity is of little concern. Further, we will comment below on some fast procedures for nding good, sub-optimum sequences. This paper is organized as follows. Section 2 introduces the system model and the measure of performance. Next, we give a precise problem formulation and proceed to assess the computational complexity of the problem. In section 4, an algorithm for nding the optimum integer constrained sequences is presented and numerical examples are given to demonstrate the performance limits of nite-precision decorrelators. Section 5, contains ideas for sub-optimum algorithms and their assessment through numerical examples. In the penultimate section we extend the problem to the case of asynchronous users. The nal section contains concluding remarks.
Problem Formulation
Initially, to simplify the exposition we will assume that all users are received bit-synchronously such that one-shot detection is optimum. Assuming antipodal signaling, the baseband-equivalent received signal during one bit-interval can be written as
where E k denotes the signal energy of the k-th user, b k 2 f?1; 1g is the k-th user's information bit, and N t is a white Gaussian noise process. We will assume, without loss of generality, that the carrier phases k are all equal to zero. For direct-sequence spread-spectrum signaling, the spreading signals s k (t) are given by s k (t) = 1
where rectangular pulse waveforms, (t) = 1 for 0 t < 1 and (t) = 0 else, have been assumed for simplicity. The chip period T c is related to the symbol period T by T = NT c , where N is the length of the spreading sequence a k = fa k;l g N l=1 and a k;l 2 f?1; 1g.
As the measure of performance of our detectors we adopt the near-far robustness which is de ned as 9] k = inf E j ; j6 =k k ; (3) where k is the asymptotic e ciency k = supf0 r 1; lim !0 P k ( ) Q( p rE k ) < 1g:
(4) In (4), P k ( ) denotes the bit error probability of the k-th user in the multi-user environment and Q(x) = R 1
As the name suggests, the near-far robustness performance measure captures the ability of a multi-user receiver to operate in severe multiple-access interference. For a linear singleuser receiver as shown in Figure 1 the sequence c k must be orthogonal to all the other users spreading sequences to guarantee that the receiver is near-far robust, i.e. k > 0. Linear receivers with this property are called decorrelating receivers. It is easily veri ed, that the near-far robustness of a decorrelating receiver is given by d k = c T k a k kc k k ka k k : (5) where k k denotes the Euclidean norm of a vector. From (5) it follows that the bit-error probability of a decorrelating receiver is given by P d k ( ) = Q( q d k E k = ). Hence, decorrelating 3 receivers trade o immunity to interfering signals against signal to noise ratio.
As outlined above, the objective of this research is to investigate the problem of nding integer sequences c k for the receiver shown in Figure 1 which are maximally near-far robust. Thus, we are looking for the solution of the following constrained integer optimization problem, Problem (Optimum Finite Precision Decorrelator).
c k = arg max c k c T k a k kc k k ka k k subject to: c T k a j = 0, 8j 6 = k jc k;l j M c k;l integer:
The rst constraint guarantees that signals from interfering users are eliminated while the other constraints enforce the bounded integer requirements.
Without the integer constraints, the solution to the above problem is readily found to be 2]ĉ
where S is the (K ?1) (K ?1) matrix with columns consisting of the spreading sequences a j for j 6 = k. We will assume throughout that (S T S) ?1 exists, i.e., that the spreading sequences a j are linearly independent. Then, this solution corresponds to the projection of the vector a k onto the space orthogonal to the space spanned by the interfering users' signals.
In the next section, we will show that the integer constrained problem is much more di cult to solve.
Design Complexity
In this section we will demonstrate that the optimization problem formulated in (6) is NPhard. Hence, this problem is as hard as other well-known di cult problems like the traveling salesman problem or integer linear programming (ILP). Clearly, this is a very negative result and casts doubt on the feasibility of the proposed receiver in practice.
To assess the computational complexity of the above optimization problem let us introduce the recognition version associated with it. Recognition problems can be answered either yes or no and they are easily checked for membership in the class of problems NP. The recognition version corresponding to Optimum Finite Precision Decorrelator asks whether there is a sequence satisfying all of the constraints and achieving a speci ed level of performance. 
If the answer to the this question is yes, then the answer to the question whether there is a sequence satisfying the constraints and achieving = p Eka k k is also a rmative.
We will prove NP-completeness by employing the standard technique of polynomially transforming a problem that is known to be NP-complete into the problem under consideration (e.g. 11], chapter 15). Speci cally, we will begin with the following 0/1 linear programming problem.
Problem (0/1 LP with ternary coefficients). Is there a length N vector x with elements x i 2 f0; 1g such that
a ij x i l j for j = 1; : : : ; K (9) with a ij 2 f?1; 0; 1g and l j 2 Z?
This problem is easily shown to be equivalent to the Satisfiability problem (see 11], p.315) which was the rst problem ever shown to be NP-complete 12].
The above problem resembles Finite Precision Decorrelator in that it contains a number of linear constraints and permits the elements of the maximizer to come only from a nite set of integers. However, two elements are still missing an energy constraint on the maximizer and the constraint on the magnitude of it's elements. Towards including the energy constraint, we demonstrate that the problem remains NP-complete if a constraint is imposed on the number of non-zero components of x which, for a vector of 0/1 variables, is equivalent to an energy constraint. Formally, we de ne the following problem and state the corresponding theorem which is proven in the appendix. Next, we demonstrate that the problem remains NP-complete when the requirement that the elements of x are binary is replaced with a constraint on the absolute value of the elements of x. a ij x i = l j for j = 1; : : : ; K (11) with a ij 2 f?1; 0; 1g and l j 2 Zfor j = 1; : : : ; K?
The proof of the following theorem can be found in Appendix B.
Theorem 2. Energy constrained, bounded ILP with ternary coefficients is NP-complete.
Clearly, the recognition version of Finite Precision Decorrelator is an instance of bounded ILP with ternary coefficients and energy constraint and hence the following corollary is an immediate consequence of Theorem 2.
Corollary 3. Finite Precision Decorrelator is NP-complete.
Similarly, our main result in this section is an immediate consequence and can be stated as follows.
Proposition 4. Optimum Finite Precision Decorrelator is NP-hard.
Proof. Optimum Finite Precision Decorrelator is an optimization problem and therefore it is not in NP, i.e., there is no known polynomial time algorithm to verify that an alleged solution is truly optimum. However, the simpler recognition version of the problem is NPcomplete.
Clearly, this is not an encouraging result as it casts serious doubt on the practicality of nite-precision decorrelators in many situations. Nevertheless, in the next section we will indicate by means of numerical examples that nite precision decorrelators compare quite favorably even for relatively high channel occupancies. Furthermore, in section 5 some suboptimum algorithms for nding good decorrelating sequences will be considered.
4 Optimal Sequences
In light of the results of the previous section it is obvious that the computation of integer decorrelator sequences is the main obstacle for implementation of nite precision decorrelators in practice. In this section, we present a branch-and-bound algorithm 13] for e ciently searching through all integer sequences in the constraint set. Some numerical results obtained with this algorithm are presented and performance of nite-precision and in nite-precision decorrelators are compared.
A Branch-and-Bound Algorithm
Branch-and-bound is an implicit enumeration technique. As opposed to explicit enumeration, where each possible sequence c k is considered in turn, implicit enumeration techniques seek to determine large parts of the enumeration tree which cannot contain the optimum solution and hence need not be considered.
More speci cally, a branch-and-bound algorithm proceeds through the vertices of the enumeration tree and seeks to determine upper bounds on the objective function for each of the branches emanating from the current vertex. If the upper bound is smaller than the best currently known solution then no improvement can be achieved by following that branch.
In the enumeration tree, a vertex is fully characterized by the set F of indices of the variables that are xed and the sequence c f of values for these xed variables. We say that a vertex v is live if at least one of the branches emanating from it still has the potential to improve on the currently best known solution. Let the value of the currently best known solution be m. Then, we can summarize the algorithm in the ow chart in Figure 2 .
After initialization, the algorithm contains a loop which systematically explores the enumeration tree. Each time through the loop, a new element (with index i k ) is added to the set of xed elements F. This new element can take on integer values ?M c i k M and for each of these possible values an upper bound on the objective function is computed as described below. Three possible scenarios must be distinguished for all possible values of c i k depending on the resulting bounds.
The rst case arises if a bound does not exceed the value of the currently best known solution m. Then, no improvement is possible in the subtree emanating from the corresponding branch and we can mark that branch as explored. Conversely, if the bound is larger than m we can not exclude the possibility that there is a better feasible solution in the attached subtree and we have to consider that branch as live. Finally, the process of computing the bound could yield a feasible all-integer solution which is better than the currently best solution. Then, we store that solution as the currently best solution and update m accordingly. Furthermore, we can mark the corresponding branch as explored as no better solution can be found in the attached subtree.
If live branches exist at the current vertex, we make a greedy branching decision by choosing the branch with the largest bound and add the corresponding value of c i k to the vector of xed elements c f (denoted by c f = c f ]c i k in Figure 2 ). Then, the branching process repeats with the choice of the next index i k+1 to be added to the set of xed elements F.
Otherwise, no further improvement is possible from the current vertex and the algorithm backtracks to the preceding vertex by removing the last added index from F. If the set F is empty and backtracking is not possible, the algorithm terminates. Clearly, upon termination the currently best known solution is the optimum solution. If m = 0 upon termination then there is no other feasible solution besides c k = 0.
The algorithm described above has been implemented in MATLAB and has been tested for a variety of multi-user scenarios. Before describing the results of these experiments we will rst discuss the problem of computing bounds.
Computing Bounds
The crucial step in the branch-and-bound algorithm is the computation of upper bounds on the objective function. An obvious way to nd such bounds is to remove the integer constraint on the components which are not xed at the current vertex. Let the sequence of xed integer components, i.e., the sequence whose indices are elements of F, be denoted by c f . Similarly, the sequence of free elements is denoted by c u . Further, we divide the matrix S whose columns consist of the interfering users' spreading sequences a j for j 6 = k into two matrices, S f and S u which consist of the rows of S which are and are not in the index set F, respectively. With this notation, the objective becomes to nd the maximum of the function 
Hence, the problem of computing bounds is a non-linear constrained optimization problem with both equality and inequality constraints. Fortunately, the above problem has some properties which make it amenable to optimization. First, de ne the set in which the maximizer c u of interest must be contained, = fc u 2 R N?jFj : jc u;l j M 8l 6 2 F; S T u c u = ?S T f c f ; (c f + c u ) T a k 0g; (14) where jFj denotes the number of indices in the set F. The last constraint was included in to re ect the observation that the maximum near-far robustness d k is non-negative 2 . Now, we can demonstrate that over the closed and convex set the objective function f is pseudo-concave which is de ned as follows (see 14], p. 34).
De nition 1. A di erentiable function h : R N ! R is pseudo-concave if rh(x) T (y ? x) 0 ) h(y) h(x): (15) Note that pseudo-concavity is a weaker condition than concavity. However, if a function is pseudo-concave then any local minimum is also a global minimum just as for a concave function (e.g., Lemma 2.9 in 14]).
Theorem 5. The objective function f is pseudo-concave.
Theorem 5 is proven in Appendix C. It enables us to demonstrate that if the set is not empty then there exists a unique solution to our optimization problem. The following theorem gives necessary and su cient conditions for the maximizer. (18) Furthermore, the sequenceĉ u which satis es these conditions is a global maximizer for this problem.
The proof of this theorem is standard (see e.g., proof of Theorem 2.15 in 14]) and is omitted here. The three conditions in the theorem above are simply the rst order necessary KuhnTucker conditions for our constrained optimization problem. Su ciency of these conditions and the uniqueness of the maximizer follow from the pseudo-concavity of the objective function and the convexity of the constraint set .
The discussion above establishes that the problem of nding the bounds required in the branch-and-bound algorithm is well-behaved and possesses properties which make it amenable to optimization. Most importantly, there are no local maxima and therefore standard methods can be used to nd the global maximum of the objective function (e.g., 14, 15]).
A Bound Based on a Euclidean Norm Constraint
Even though solving the constrained optimization problem (13) is well behaved, it's solution may still be computationally intensive because of the potentially large number of inequality constraints. As an alternative, we have experimented with a bound on the Euclidean norm of the free coe cients. Speci cally, in (13) 3. In all other cases, the maximizer of (21) isr = r max .
Hence, the computation of bounds under a constraint on the Euclidean norm of c u is possible in closed form and computationally inexpensive. In addition, explicit computation of the required inverses (S T u S u ) ?1 can be avoided by updating this inverse recursively (using the matrix inversion lemma) as components are added or removed from the index set F during the branch-and-bound algorithm. In section 5, we will see that in many cases the computation of bounds under the Euclidean norm constraint appears to lead to faster algorithms.
Numerical Examples
The branch and bound algorithms described above were used to compute optimum nite precision decorrelator sequences. The following setup was used for the numerical experiment.
All users employed di erent phases of the same Gold-sequence.
The Gold-sequence generated from maximal-length sequences with generator polynomials g 1 1 = 45 8 and g 2 = 75 8 was used 16].
All users were assumed to transmit in bit-synchronism.
Code phases were generated randomly such that all code phases were distinct.
The results of the numerical experiment are summarized in Figures 3 and 4 . Figure 3 shows the near-far robustness versus the number of interfering users. Each point in the graphs in this Figure represents the average over ten di erent sets of code phases. Figure 4 shows the range of the simulation results for the di erent levels of precision.
The results show clearly that for low and moderate channel occupancies (up to approximately twenty interferers) the near-far robustness obtained by the nite precision decorrelators is only slightly inferior to the performance of the unconstrained decorrelator. Beginning with the number of interferers K ? 1 = 22, the performance of the decorrelator with sequence elements not exceeding M = 1 drops signi cantly and in some cases no decorrelating sequence can be found at all. Similar behavior sets in for the decorrelators with element magnitudes limited to M = 2 and M = 4 when the number of interferers reaches K ? 1 = 26 and K ? 1 = 28, respectively.
The results of this experiment indicate that nite-precision decorrelators have the ability to closely track the performance of the unconstrained, in nite-precision decorrelators even for moderately high channel occupancies. These observations are encouraging and indicate that optimum nite-precision decorrelators may nd application in situations where the sequences can be pre-computed, e.g., in systems involving a central unit transmitting bit-synchronously to a nite number of users.
Unfortunately, numerical experiments with longer spreading sequences are not feasible because of the computational complexity involved in computing optimum decorrelator sequences. To still get an impression of the performance of nite-precision decorellators when used with longer spreading sequences we employed the sub-optimum algorithm described in the next section.
On Sub-Optimum Algorithms
When executing the branch-and-bound algorithm, it was observed that a feasible solution was found in most cases after a very short time. The bulk of the computational e ort was then spent to marginally improve the initial solution or to verify that no better solution exists.
This observation suggests to simply stop the execution of the branch-and-bound algorithm as soon as a feasible solution is found. Recall that the branching decisions were made in a greedy manner (see section 4.1). Hence, when xing a new element of c f the loss in performance can be expected to be held to a minimum and, thus, the initial solution should be close to the optimum solution.
The branch-and-bound algorithm was modi ed to terminate whenever either the rst feasible solution was found or a xed number of operations was exceeded. If a solution was found it was returned, otherwise, c k = 0 and thus d k = 0 was returned. Two sets of experiments were then performed using the sub-optimum algorithm. The rst set of experiments uses the same set-up as in the previous section and compares the sub-optimum (truncated) algorithm to the optimum (full) branch-and-bound algorithm. The second set of experiments explores performance with longer spreading sequences.
Numerical Examples
Length 31 Sequences. The objective of this rst set of experiments was to assess the relative performance and complexity of the truncated branch-and-bound algorithm. All experiments were conducted with the magnitude of the elements of c k limited to M = 1. Figure 5 shows that the near-far robustness d k achieved with the truncated algorithms follows closely the performance of the full branch-and-bound algorithm. This observation con rms our speculations concerning the e ect of the greedy branching decisions. The choice of the norm constraint, in nity vs. Euclidean, used for the computation of the bound appears to have no signi cant in uence on the performance.
To assess the computational burden associated with the computation of nite-precision decorrelator sequences we collected two statistics during the numerical experiments: the number of times the subroutine for computing bounds is invoked and the total number of oating point operations 3 . Figure 6 shows the average number of times bounds were computed during the execution of the algorithms as a function of the number of interferers. The graph shows that the full branch-and-bound algorithm requires between one and three orders of magnitude more bound computations than either of the truncated algorithms. The truncated branchand-bound algorithm using the in nity norm constraint requires on average slightly fewer bound computations than the one using the Euclidean norm constraint. This observation is consistent with the fact that any sequence satisfying the in nity norm constraint automatically satis es the Euclidean norm constraint but not vice versa. Hence, the bound under the Euclidean norm constraint will be looser in general. 3 A MATLAB built-in utility was used to nd this quantity.
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However, as Figure 7 shows, this slightly larger number of bound computations is more than o set by the simplicity of computing bounds under the Euclidean norm constraint when the total number of oating point operations is considered. Again, the truncated algorithms require between one and three orders of magnitude fewer operations than the full branch-andbound algorithm. The truncated algorithms in turn require between one and two orders of magnitude more operations than the computation of the in nite precision sequence.
While the number of bound computations is largely constant for the number of interferers considered in this experiment, the number of operations increases substantially with the number of interferers. This increase is due to the larger number of constraints on the solution which directly a ects the size of the matrices S T S and S T u S u which must be inverted during the computation of the in nite precision decorrelator and the bounds, respectively.
Length 127 Sequences. The modi ed algorithm was then tested on a scenario involving up to 25 users employing di erent phases of a Gold-sequence of length 127 (generator polynomials g 1 = 211 8 and g 2 = 217 8 ). An exhaustive search, even with the branch-and-bound algorithm, is no longer feasible for this length of the spreading sequences.
The results of the numerical experiments with a sub-optimum algorithm (Euclidean norm) are summarized in Figures 8 and 9 . Both gures show the mean and range of ten simulations for each number of interferers considered. Figure 8 compares the performance of the in nite precision decorrelator measured in terms of d k and a nite precision decorrelator with M = 1. The graph shows that for all numbers of interferers considered here, the performance of the nite precision decorrelator compares favorably with the nite precision decorrelator. Figure 9 shows the number of operations until a solution was found with the truncated branch-and-bound algorithm and compares it to the number of operations for computing innite precision sequences. The gure shows that the average required number of operations grows rapidly with the number of interferers and exceeds the number of operations for computing in nite precision sequences by between one and three orders of magnitude. Furthermore, large variations were observed in the number of required operations. This spread is mainly due to a large variation in the number of bound computations during the execution of the branch-and-bound algorithm a phenomenon not observed with length 31 sequences.
Overall, the results of the numerical experiments are encouraging. The sub-optimum algorithms described above perform well in terms of near-far robustness and, at the same time, the computational burden of these algorithms may still be acceptable, in particular if only a few interfering signals must be rejected.
Other Sub-Optimum Algorithms
Other sub-optimum algorithms are possible. One idea is to ignore the division by the norm of the decorrelator sequence in the objective function (6) 
The linear constraints can now be combined into a single constraint as shown in the next theorem. To simplify the notation, we will assume without loss of generality that the intended user's index is k = 1. The proof of Theorem 7 is contained in the appendix. 
With the constraints combined into a single constraint dynamic programming can be employed to solve (23). However, the complexity of the resulting algorithm is of order O((MN) K ). Thus, this approach is not feasible even for systems of moderate size K. However, in many cases only the strongest interferers must be rejected by the decorrelator and if the number of these strong interferers is small, the outlined dynamic programming solution is feasible.
Alternatively, neighborhood-search methods are candidates for solving the nite-precision decorrelator design problem (e.g., 11], ch. 19). However, complete investigation of this subject is beyond the scope of this paper.
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So far we have assumed that all users are transmitting in bit-synchronism. Clearly, this assumption is unrealistic in most situations of interest. The objective of this section is to brie y outline how the results from the previous sections can be extended to the more general case of asynchronous users.
If the signals from di erent users are not restricted to be synchronous we can write the baseband equivalent received signal as
(26) In comparison with the synchronous case (8) , this model includes non-zero relative delays k for the interfering users. Without loss of generality, we assume that the delay for the intended users signal is equal to zero. Then, in the l-th bit period, i.e., for lT t (l + 1)T, an interfering user's signal depends on the current bit b (l) k and the previous bit b (l? 1) k . Hence, one-shot detection is no longer optimum. However, the receiver in Figure 1 can still be used to achieve immunity from the in uence of interfering users' signals.
To see this, notice that the contribution of the j-th interfering user's signal in the l-th bit period at the output of the summing device of the receiver in Figure 1 
where L j = b j =T c c and c j = j ?L j T c . Hence, to eliminate any in uence from the interfering users we must choose the decorrelating sequence c k such that each of the four sums in (27) is equal to zero. Note that the range of indices for the rst and third as well as the second and fourth sum, respectively, do not overlap. Thus, each element of the decorrelating sequence c k appears in two constraints. Furthermore, to compute the decorrelating sequence c k knowledge of the interfering users' signal energies E j and phases j is still not required. Also, only the integer part L j of the delays j have to be known. This means, that the nite-precision decorrelator requires only relatively loose synchronization to the interfering users' signals. Consequently, the only di erence between the synchronous case and the asynchronous case is that the linear equality constraints in (6) have to be replaced with constraints that the sums in (27) are equal to zero. Otherwise, the discussion of the synchronous case in the previous sections generalizes easily.
Conclusions
In this paper, we have demonstrated that the problem of designing optimum nite-precision decorrelators for CDMA multi-user networks is NP-hard. This result indicates that use of optimum nite-precision decorrelators in networks with time-varying multi-user interference is not feasible. However, in networks which allow for pre-computation of the decorrelator sequences the proposed approach is highly desirable because of the low demodulation complexity of the resulting receivers. We described a branch-and-bound algorithm for nding optimum niteprecision decorrelator sequences and demonstrated that the associated problem of computing upper bounds for the objective function is well behaved and admits simple solutions. By means of numerical examples we demonstrated that optimum nite-precision receivers closely match the performance of in nite-precision decorrelators up to moderately high channel occupancies. Sub-optimum (truncated) branch-and-bound algorithms were described to greatly reduce the computational burden associated with nding good nite-precision decorrelator sequences.
Do our ndings preclude the use of nite-precision decorrelators in practice? On one hand, the numerical examples indicate that nite precision decorrelators have the potential to perform very well even in systems with moderately large numbers of interferers. Hence, the main obstacle is the computational complexity associated with computing optimum sequences. In applications which allow the decorrelator sequences to be pre-computed this obstacle is of relatively little concern. Furthermore, the sub-optimum algorithms presented here can be employed to solve the sequence design problem by trading o computational complexity against a marginal loss in performance. This solution appears particularly attractive if one considers that in many applications it may be su cient to reject only the strongest few interfering signals. In this case, the numerical examples presented in section 5 indicate that the computational burden associated with nding good nite precision sequences is only approximately one order of magnitude larger than the burden for computing optimum in nite precision sequences.
Therefore, we believe that the potential for using nite-precision decorrelators in CDMA networks is considerable. The simplicity of the resulting receiver leads to cost-e ective, energy e cient, yet near-far robust implementations. And, the computational complexity associated with computing good nite-precision decorrelator sequences may be tolerable in many situation of practical interest. 
