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Abstract—We propose a family of grid methods for the numerical solution of an advection equation
with a time delay in a general form. The methods are based on the idea of separating the current state
and the prehistory function. We prove the convergence of the second-order method coordinatewise
and do that of the ﬁrst-order with respect to time. The proof is based on techniques applied
for proving analogous theorems for functional diﬀerential equations and on the general theory of
diﬀerence schemes. We illustrate the obtained results with a test example.
DOI: 10.3103/S1066369X13100095
Keywords and phrases: advection equations, time delay, diﬀerence scheme, numerical meth-
ods.
1. Introduction. The problem. Many papers are dedicated to the qualitative theory of partial
functional diﬀerential equations (see, for example, [1] and references therein). Since in most cases one
cannot solve such equations analytically, the elaboration, substantiation, and computer realization of
numerical methods for this class of equations are of essential interest (see the review in [2]). Many
diﬀerence schemes [3] are known for advection equations without delay. In the paper [4], for an advection
equation with a delay, one considers an approximation of the derivative with respect to the phase variable
with two nodes, which provides only the ﬁrst order of convergence with respect to x. The present paper
continues the investigation initiated in [5].
Advection equations with delay arise in modeling the dynamics of populations structured with respect
to the cell size [6, 7], the age of specimen, etc.
Consider the following advection equation with aftereﬀect:
∂u(x, t)
∂t
+ a
∂u(x, t)
∂x
= f(x, t, u(x, t), ut(x, ·)), (1)
where x ∈ [0,X] and t ∈ [t0; θ] are, respectively, the spatial and time variables (independent ones),
u(x, t) is the desired function, ut(x, ·) = {u(x, t + ξ), − τ ≤ ξ < 0} is the prehistory function of the
desired function at the moment t, τ > 0 is the value of the delay, and a > 0 is a coeﬃcient.
Together with the equation, we state the initial condition
u(x, t) = ϕ(x, t), x ∈ [0,X], t ∈ [t0 − τ, t0], (2)
the boundary one
u(0, t) = g(t), t ∈ [t0, θ], (3)
and the ﬁtting condition
g(t0) = ϕ(0, t0).
We assume that the functional f and functions ϕ and g are such that problem (1)–(3) has a unique
solution. Questions of the existence and uniqueness of a solution to the stated boundary value problem
were considered in [1].
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We denote by Q = Q[−τ, 0) the set of piecewise-continuous on [−τ, 0) functions u(ξ) which have
a ﬁnite number of discontinuity points of the ﬁrst kind, where a function is continuous from the right.
We deﬁne the norm of functions on Q by the formula ‖u(ξ)‖ = sup
ξ∈[−τ,0)
|u(ξ)|. Additionally we assume
that the functional f(x, t, u, v(·)) is deﬁned on [0,X]× [t0, θ]×R×Q and is Lipschitzian in the last two
arguments, i.e.,
∃Lf ∈ R ∀x ∈ [0,X], t ∈ [t0, θ], u1 ∈ R, u2 ∈ R, v1 ∈ Q, v2 ∈ Q :
|f(x, t, u1, v1(·)) − f(x, t, u2, v2(·))| ≤ Lf
(|u1 − u2|+ ‖v1(·)− v2(·)‖Q
)
.
2. The diﬀerence scheme. We split the segment of variation of the spatial variable [0,X] into parts
with the step h = X/N, introducing points xi = ih, i = 0, . . . , N, and do the segment of variation of
the time variable [t0, θ] into parts with the step Δ, introducing points tj = t0 + jΔ, j = 0, . . . ,M . We
assume that the value τ/Δ = m is a natural number. We denote by uij approximations of the function
u(xi, tj) at nodes.
For the calculation of the functional f it is necessary to know values of the function u(x, t) between
the grid nodes. With each ﬁxed i = 0, . . . , N we introduce the discrete prehistory up to the time
moment tj , j = 0, . . . ,M : {uik}j = {uik, j −m ≤ k ≤ j}. We treat the operator deﬁned on the set
of all feasible prehistories and acting by the rule I : {uik} → vi,j(·) ∈ Q[−τ,Δ) as the interpolation-
extrapolation operator. Here Q[−τ,Δ) is the set of piecewise continuous on [−τ,Δ) functions with a
ﬁnite number of discontinuity points of the ﬁrst kind, where a function is continuous from the right.
We say that an interpolation-extrapolation operator has an error of order p on the exact solution, if
∃C1 ∈ R, C2 ∈ R ∀i = 0, . . . , N, j = 0, . . . ,M, t ∈ [tj − τ, tj+1] :
|vi,j(t)− u(xi, t)| ≤ C1 max
j−m≤k≤j
|uik − u(xi, t)|+ C2Δp.
For example, a piecewise-constant interpolation has the ﬁrst order, and a piecewise-linear one
vi,j(tj + ξ) =
1
Δ
(
(tk − tj − ξ)uik−1 + (tj + ξ − tk−1)uik
)
, tk−1 ≤ tj + ξ ≤ tk, −τ ≤ ξ ≤ 0,
with an extrapolation by continuity
vi,j(tj + ξ) =
1
Δ
((−ξ)uij−1 + (Δ + ξ)uij), 0 ≤ ξ ≤ Δ,
has the second order ([8], P. 98).
For 0 ≤ s ≤ 1 we consider the family of methods j = 0, . . . ,M − 1:
u1j+1 − u1j
Δ
+ a
(
s
−4u0j+1 − 2ha (f0j+1 − g˙j+1) + 4u1j+1
2h
+ (1− s) −4u
0
j − 2ha (f0j − g˙j) + 4u1j
2h
)
= f1j ,
uij+1 − uij
Δ
+ a
(
s
ui−2j+1 − 4ui−1j+1 + 3uij+1
2h
+ (1− s) u
i−2
j − 4ui−1j + 3uij
2h
)
= f ij , i = 2, . . . , N, (4)
with the initial condition
ui0 = ϕ(xi, t0), i = 0, . . . , N,
vi,0(t) = ϕ(xi, t), t < t0, i = 0, . . . , N,
and the boundary one
u0j = g0(tj), j = 0, . . . ,M.
Here f ij = f(xi, tj , u
i
j , v
i,j(·)) is the value of the function f calculated on an approximate solution,
vi,j(·) is the result of a piecewise-linear interpolation with an extrapolation by continuity, and g˙j =
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dg(t)
dt
∣∣
t=t0+jΔ
. For constructing a numerical method, we additionally assume that g(t) is a diﬀerentiable
function.
Let us explain the way in which we have obtained the scheme. The derivative ∂u/∂t in Eq. (1) is
approximated by a ﬁnite diﬀerence over two nodes. For nodes (i, j), i = 2, . . . , N , j = 0, . . . ,M − 1, the
derivative ∂u/∂x is approximated by a ﬁnite diﬀerence over three nodes on the right edge. For i = 1 such
an approximation requires to calculate u−1j . For i = 1 we apply the approximation over three nodes with
the multiple node (0, j)
∂u1j
∂x
≈ −4u
0
j − 2h∂u0j/∂x + 4u1j
2h
.
In view of (1) we have
∂u0j
∂x =
1
a
(
f0j −
∂u0j
∂t
)
; due to (3) we obtain
∂u0j
∂x =
1
a(f
0
j − g˙j).
We call the mesh function
Ψ1j =
u(x1, tj+1)− u(x1, tj)
Δ
+ as
−4u(x0, tj+1)− 2ha (f0j+1 − g˙j+1) + 4u(x1, tj+1)
2h
+ a(1− s) −4u(x0, tj)−
2h
a (f
0
j+1 − g˙j) + 4u(x1, tj)
2h
− f1j ,
Ψij =
u(xi, tj+1)− u(xi, tj)
Δ
+ as
u(xi−2, tj+1)− 4u(xi−1, tj+1) + 3u(xi, tj+1)
2h
+ a(1− s) u(xi−2, tj)− 4u(xi−1, tj) + 3u(xi, tj)
2h
− f ij, i = 2, . . . , N (5)
the residue of method (4). Here f
i
j = f(xi, tj , u(xi, tj), utj (xi, ·)) is the value of the function f calculated
on the exact solution.
Theorem 1. Assume that the exact solution u(x, t) to problem (1)–(3) is thrice continuously
diﬀerentiable with respect to x and twice continuously diﬀerentiable with respect to t, while the
ﬁrst derivative of the solution with respect to x is continuously diﬀerentiable in t. Then the residue
of method (4) has the order h2 + Δ.
Denote εij = u(xi, tj)− uij , i = 0, . . . , N , j = 0, . . . ,M .
Deﬁnition 1. A method is said to converge, if εij → 0 as h → 0 and Δ → 0 for all i = 0, . . . , N and
j = 0, . . . ,M . A method is said to converge with the order of hp + Δq, if there exists a constant C such
that ‖εij‖ ≤ C(hp + Δq) for all i = 0, . . . , N and j = 0, . . . ,M .
3. Stability and convergence order of a method. In this Item we consider problems with the
homogeneous boundary condition u(x0, t) = 0, t ∈ [t0, θ]. The replacement u˜(x, t) = u(x, t)− g(t)
turns the initial problem into the mentioned one.
Introduce a vector yj = (u1j , u
2
j , . . . , u
N
j )
′ ∈ Y , j = 0, . . . ,M − 1, where the symbol ′ is the transpo-
sition sign, and Y is the vector space with the norm
‖y‖2 =
N∑
i=1
y2i .
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On the space Y we deﬁne an operator A by the matrix
A =
a
2h
⎛
⎜
⎜⎜
⎜⎜
⎜⎜
⎜
⎜⎜
⎜⎜
⎜⎜
⎜
⎝
4 0 0 0 . . . . . . . . . 0
−4 3 0 0 . . . . . . . . . 0
1 −4 3 0 . . . . . . . . . 0
0 1 −4 3 . . . . . . . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 . . . . . . 0 1 −4 3 0
0 . . . . . . 0 0 1 −4 3
⎞
⎟
⎟⎟
⎟⎟
⎟⎟
⎟
⎟⎟
⎟⎟
⎟⎟
⎟
⎠
.
Then we can rewrite system (4) in the form
yj+1 − yj
Δ
+ sAyj+1 + (1− s)Ayj = Fj , (6)
where Fj = (f1j + sf
0
j+1 + (1− s)f0j , f2j , . . . , fNj )′.
Let us use the identity yj+1 = yj + Δ(yj+1 − yj)/Δ and introduce the operator B = E + sΔA (E is
the identity operator). We can write Eq. (6) as a two-level diﬀerence scheme in the canonical form [9]
B
yj+1 − yj
Δ
+ Ayj = Fj . (7)
The operator A is positive deﬁnite with eigenvalues λ1(A) = 8h/a, λ2(A) = · · · = λn(A) = 6h/a.
Hence, B is a positive deﬁnite operator. Since B is invertible, we can write (7) in the form yj+1 =
Syj + ΔB−1 Fj , where S = (E −ΔB−1 A) is the so-called [8, 10] operator of moving by a step.
Deﬁnition 2. The diﬀerence scheme (7) is said to be stable, if ‖S‖ < 1.
Theorem 2. If the condition s ≥ 1/2 is fulﬁlled, then the diﬀerence scheme (7) is stable.
Proof. Let us consider (7) from the point of view of operator-diﬀerence equations and apply methods of
the stability veriﬁcation of a two-level diﬀerence scheme [9] and the separation of ﬁnite-dimensional and
inﬁnite-dimensional components [8, 10].
We symmetrize Eq. (7) by multiplying its both parts by A−1 and obtain
(A−1 + sΔE)
yj+1 − yj
Δ
+ E yj = A−1Fj .
Denoting B̂ = A−1 + sΔE, Â = E, and F̂j = A−1Fj , we write
B̂
yj+1 − yj
Δ
+ Â yj = F̂j . (8)
Method (8) is stable if and only if B̂ ≥ 0.5Â ([9], P. 333, theorem 1). This is equivalent to A−1 +
ΔE(s− 0.5) ≥ 0. Since A−1 is a positive deﬁnite operator, the latter inequality is fulﬁlled for any Δ, only
if s ≥ 0.5.
By the method of embedding a scheme with a weight into the general diﬀerence scheme with
aftereﬀect [10] we prove the following theorem.
Theorem 3. If, together with the stability condition s ≥ 1/2, one applies a piecewise-linear
interpolation, then method (4) converges, and the convergence order is h2 + Δ.
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4. Numerical experiments. Consider the test equation
∂u
∂x
+
∂u
∂t
= cosx cos t− u(x, t− π/2)
with initial and boundary conditions
u(x, t) = sinx cos t, 0 ≤ x ≤ π, −π/2 ≤ t ≤ 0,
u(0, t) = 0, 0 ≤ t ≤ π.
The exact solution of this boundary value problem is u(x, t) = sinx cos t.
The table below contains deviations diff = max
i,j
|uij − u(xi, tj)| of the approximate solution calcu-
lated by method (4) with s = 0.8 from the exact one.
Table. The maximum of the absolute value of the diﬀerence
between the exact and approximate solutions at mesh points
No. 1 2 3 4 5 6 7 8
h π/10 π/20 π/20 π/40 π/10 π/20 π/40 π/80
Δ π/20 π/20 π/40 π/40 π/400 π/400 π/400 π/400
diff 0.0782 0.0971 0.0469 0.0515 0.0421 0.0144 0.0049 0.0051
In experiments Nos. 5–7 the error related to the time discretization is small in comparison with
the error related to the coordinate discretization; the analysis of the error behavior reveals the square
convergence with respect to x, i.e., when the step becomes half as much, the error becomes less than
half as much.
The analysis of the data in the table shows that only the correlated decrease of steps yields the
decrease of error. Thus, in experiments Nos. 7–8 the halving of h does not cause the corresponding
decrease of error, because the total error is mostly induced by the time discretization.
By Theorem 2 for s = 0.8 scheme (7) is stable with any correlation of steps; however, due to the
incorrectness of the numerical diﬀerentiation, the decrease of h makes the approximation of ∂u/∂x in (4)
more sensitive to the computer rounding error, which leads to the increase of the error. The decrease
of Δ correlated with h is a peculiar regularizer which prevents errors from growing and accumulating.
Experiments Nos. 1–4 illustrate this fact.
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