AND CONCLUSIONS 1. We have analyzed receptive fields (RFs) of directionally selective (DS) complex cells in the striate cortex of the cat. We determined the extent to which the DS of a complex cell depends on spatially identifiable subunits within the RF by studying responses to an optimally oriented, three-luminance-valued, gratinglike stimulus that was spatiotemporally randomized.
1. We have analyzed receptive fields (RFs) of directionally selective (DS) complex cells in the striate cortex of the cat. We determined the extent to which the DS of a complex cell depends on spatially identifiable subunits within the RF by studying responses to an optimally oriented, three-luminance-valued, gratinglike stimulus that was spatiotemporally randomized.
2. We identified subunits by testing for nonlinear spatial RF interactions. To do this, we calculated Wiener-like kernels in a spatial superposition test that depended on two RF positions at a time. The spatial and temporal separation of light and dark bars at these two positions varied over a spatial range of 8" and a temporal range of t 112 ms in increments of 0.5 O and 16 ms, respectively.
3. DS responses in complex cells cannot be explained by their responses to single light or dark bars because any linear superposition of responses whose time course is uniform across space shows no directional preference. 4 . Nonlinear interactions between a flashed reference bar that is fixed in position and a second bar that is flashed at surrounding positions help explain DS by showing multiplicative-type facilitation for bar pairs that mimic motion in the preferred direction and suppression for bar pairs that mimic motion in the null direction. Interactions in the preferred direction have an optimal space/time ratio (velocity), exhibited by elongated, obliquely oriented positive domains in a spacetime coordinate frame. This relationship is inseparable in space-time. The slope of the long axis specifies the preferred speed, and its negative agrees with the most strongly suppressed speed in the opposite direction.
5. When the reference bar position is moved across the RF, the spatiotemporal interaction moves with it. This suggests the existence of a family of nearly uniform subunits distributed across the RF. We call the subunit interaction, as averaged across the RF, the "motion kernel" because its spatial and temporal variables are those necessary to specify the velocity, the only parameter that distinguishes a moving image from a temporally modulated stationary image. The nonlinear interaction shows a spatial periodicity, which suggests a mechanism of velocity selectivity for moving extended images.
6. Our spatiotemporal interactions agree with the predictions of certain psychophysical models of movement perception and show that fully motion-opponent signals are not present in our DS neurons. We have developed a new kernel formulation that allows testing of separate light-and dark-bar effects. We find that the preferred direction for spatiotemporal interactions reverses when light-dark bar combinations are used, which agrees with results from psychophysical "reversed-phi" tests and with predictions of their associated models. The inversion of the interaction for opposite-sign bars that is responsible for this effect suggests that the nonlinear interaction is closely related to the product of bar luminances.
7. Compared with a nondirectional member of the same (complex) cortical family, a DS complex cell exhibits three mechanisms that contribute to its DS: 1) between different RF regions, selectivity for asynchrony in stimulus onset that can exceed 80 ms, 2) facilita- tion, approximated by the product of the bar luminances, that enhances responses to motion in the preferred direction, and 3) suppression, approximated by the negative product of the bar luminances, perhaps through membrane nonlinear compressive interactions, that vetoes responses to motion in the null direction.
INTRODUCTION
Directional selectivity (DS) is a common property of visual neurons that confers on their receptive fields (RFs) a preferred direction for a moving image, usually independent of whether it is dark or light with respect to the background. In the geniculocortical pathway of cats, this useful RF property seems to arise in the striate cortex, as neurons of the dorsal lateral geniculate nucleus (LGN) do not show significant DS (85) .
The extent to which neurons in the visual cortex of a higher mammal depend for their DS on elusive subregions of their RFs called subunits is largely unknown.
The term subunit, as used here, refers to a localized, independent subregion in the RF. This region differs from the segregated ON or OFF region of a simple RF that responds to onset or removal, respectively, of a stationary light stimulus, as described by Hubel and Wiesel (37). The subregion or module considered here performs a transformation that cannot be explained by the gross properties of the RF as measured with a single flashed stimulus. The key element in defining a subunit is the dependence of the transformation on a specific range of spatial (and often temporal) stimulus properties.
A practical requirement for demonstrating subunits in a visual RF is that it show nonlinear additivity for responses to spatially separated stimuli. When an RF shows linear spatial summation, there is no basis on which to subdivide it spatially, except for the different responses of some cells to increases and decreases in stimulus flux. Linear RFs also yield less useful models because there is no unique order in which to assemble a multistage information processing network like the visual system. The noncommutativity in nonlinear systems often makes possible a more highly constrained model than in a linear system (47) . Nonlinear spatial interactions over distances smaller than the size of the RF are the first level of evidence necessary to prove the existence of subunits.
In the rabbit retina, experiments with pairs of stimuli [e.g., Barlow and Levick (8) and Wyatt and Daw (90) ] have strongly supported the existence of DS subunits. They showed a directionally asymmetric distribution of locations suppressing responses at a reference position when that reference position lies in the null direction of a DS receptive field. We use the term suppression here to denote operation of a nonlinear gating process rather than "inhibition,"
which can refer to a linear subtractive postsynaptic process. Barlow and Levick (8) found clear evidence for nonlinear summation, and called the resulting operation a "veto" or "AND NOT" gate, which is one example of a general class of multiplicative nonlinear interactions. The constancy of this interaction while the reference position was moved across the RF is evidence that the DS property in rabbit ganglion cells is dependent on a family of reduplicated subunits that are distributed across the RF.
Results of experiments in the cat (24, 25, 30,6 1) have hinted at the existence of subunit structure in DS neurons of the striate cortex. However, in these experiments and in unpublished two-bar experiments from our own laboratory, interpretations have been hampered by a difficulty in distinguishing the defining spatially dependent suppressive interactions from postsynaptic inhibition that simply depresses the measured neuron below its threshold (see also Ref. 66) . Furthermore, the long recording time needed to test a range of RF positions has hampered a clear demonstration of a uniform family of interactions across space. The random-stimulus method we outline here addresses these previous limitations by 1) increasing the average discharge rate enough to see normally subthreshold effects, 2) distinguishing between spatial and temporal interactions, and 3) concentrating a large number of test stimuli into a given test period.
We have studied the process of DS by using pairs of stimuli to represent components of image motion. We have found that not only do DS neurons have subunits, as shown by nonlinear spatiotemporal interactions over short distances, but that those subunits are distributed as a nearly uniform family across the RF. Furthermore, the nonlinear properties of these subunits go a long way toward ex-plaining the cell's selectivity for direction, and possibly speed, of a moving image. These results have been reported briefly (18, 20, 2 1).
METHODS

Surgical preparation
We made extracellular single-unit recordings in area 17 of lightly anesthetized adult cats. Details of the preparation have been reported elsewhere (12, 22, 23) . Briefly, cats were preanesthetized with a 10 mg/kg intramuscular injection of ketamine, intubated, and surgically anesthetized as necessary with thiopental sodium for exposing area 17 and installing on the skull a fluid-tight cylindrical well. Our use of high-viscosity silicone fluid inside the well prevented brain oscillations and facilitated direct viewing of the cortical surface for placement of penetrations with micropipettes that measured -100 MQ when filled with 3 M KCl. Cortical landmarks and the progression of RF locations were used to ensure that penetrations were restricted to area 17 on the medial wall of the hemisphere. Contact and trial-case lenses focused the eyes on a tangent screen or video screen at 115 cm. Before singlecell recording, we switched the animal to a continuous intravenous infusion of l-2 mg l kg-' l h-' of thiopental mixed with 0.125 mg l kg-' l h-' of Alloferin (Roche) for paralysis. Heart rate was monitored continuously to ensure that anesthetic dosage was sufficient to keep the animal in a relaxed and unresponsive state.
RF class$cation: conventional stimuli
Initially we hand plotted on the tangent screen cortical RFs in the dominant eye to determine location, size, presence of DS, and approximate preferred orientation. We then inserted a mirror into the path to the tangent screen and centered an 8 by 11 O video monitor on the RF. A 1 cycle/deg squarewave grating, created on the video screen by a (Matrox) frame buffer in a (DEC) PDP 1 l/23, and drifting at 7.8 O/s, allowed us to fine-tune the preferred orientation and direction, when there was a preferred direction. Then we presented moving edges, moving light bars, and flashing light and dark bars to assess the type of RF and the extent of DS. These stimuli are standard for classifying cortical RFs (13, 22, 33, 73, 76) . Simple cells showed separate regions of response to presentation (ON responses) and removal (OFF responses) of a light stimulus, whereas cells of the complex family (C and B) gave both ON and OFF responses to either light or dark stimuli (22, 33, 34, 37, 39, 61, 62) .
Random stimuli
Having classified the RF, we then presented a video-generated random-bar "white-noise" stimulus that has been described previously ( 12) . It consisted of 16 contiguous 0.5 by 11 O bars, each of which could change its luminance randomly and independently of the other bars every video frame (about every 16 ms). This random grating included only three intensities, a light level at 444 cd/m2, a mean luminance at 222 cd/m2, and a dark level at nearly 0 cd/m2. Each of the three luminances occurred with equal probability, as determined by a 32-bit linear congruential random number generator (Ref. 43 , sect. 3.2.1 and 3.3.3.). Thus the stimulus was a pseudorandom ternary spatiotemporal grating with a uniform probability distribution.
The stimulus was generated off-line and recorded through the frame buffer on a frame-by-frame video recorder (GYYR) for playback in real time during the experiment. We corrected the nonlinearity of the video phosphor with a diode circuit to provide equal luminance changes for the dark-and light-bar stimuli. Although the contrast of the stimulus was theoretically 100% [C = (L,,, -L,in)/(2Lme,n)], the 16-ms frame time was sufficiently shorter than the integration period of the (human) visual system that the luminance of bars appeared to be modulated continuously and over a narrow contrast range. As all possible combinations of dark and light bars could occur in a given frame, the grating included narrow and wide bars of both contrast signs, moving up and down in short sequences at random regions of the RF, and at speeds whose values were limited only by the 16-ms temporal quantization and the OS0 bar width.
Technical limitations prevented us from presenting the grating longer than 7 min continuously, but we repeated the presentation up to five times when time permitted. We always presented bars at the optimal orientation for the RF, and bars were long enough to fill or extend beyond the RF. Therefore these experiments were two dimensional, one in space, and one in time.
Data analysis
The times of neural impulses were measured with a resolution of 1 ms and stored on disk for off-line analysis. We have used Wiener-kernel analysis here for initial assessment of linear and especially nonlinear RF properties in Figs. 2-4 and 6. Wiener-kernel analysis is a well-established general method for analyzing nonlinear interactions (14, 5 1, 52) and has been used in the cortex by us previously ( 12, 17) .
However, we have found it useful to develop a separate set of kernel formulations that yield more information about responses to the specific ternary stimulus we have chosen, and without increasing the calculation effort. This formulation is related to Wiener kernels, but also to the conventional peristimulus time (PST) histogram measurement (27) in that it depends on a response summation that is time-locked to the stimulus. This technique EMERSON, CITRON, VAUGHN, AND KLEIN was first described for random stimuli by Klein (41) , based on a theoretical treatment by Klein and Yasui (42) . All three measures are composed of cross-correlations between a stimulus function and a neural response (27, 41, 46) . The chief advantage of the new formulation over Wiener kernels is that we obtain more accurate response estimates to isolated light-and dark-bar events because the calculation incorporates more of the available response information. Yet the calculations need be only of second order in space or time (i.e., they consider responses to only two stimuli at a time) to produce the same accuracy as would require up to fourth order in the conventional Wiener representation. The formal basis for these ternary kernels, their relation to Wiener kernels, and principles to facilitate implementation in software are presented below in the APPENDIX.
Kernels were calculated using a C program running on a (DEC) VAX 1 l/750. A full kernel for all 136 bar-pair combinations across 16 positions, and covering interaction durations up to 0.48 s in increments of 16 ms, required -1.3 h for a typical 7-min data segment (see last section of APPENDIX).
In this paper we will use the terms time-locked response and measured response to mean a response measure or estimate that has been calculated as described in the APPENDIX, in the same sense that a PST histogram is a measure of a response. Although measures shown here provide reliable estimates of responses to briefly presented stimuli (e.g., Fig. lo) , responses are of lower amplitude than might be expected from an isolated bar flash. (Amplitude calibration in all figures is expressed as firing probability per 16-ms bin.) However, the shape and amplitude of our responses are appropriate for the highly adapted operating point established by the high average power of the white-noise stimulus we used to measure them. The increase in average firing rate and decrease in gain associated with the whitenoise experiment agree qualitatively with the effects of the "contrast gain control" reported by Shapley and Victor for high contrast sum-of-sinusoids stimuli at low temporal frequencies in the cat's retina (74, 75) . In the temporal domain, our random grating is closely related to this stimulus. Effects in the LGN and cortex that are similar to those in the retina could explain the strong dependence of cortical cell gain on average stimulus contrast (see DIS-CUSSION).
Extrapolating from results in the retina (74, 84) we might expect our kernels also to be somewhat faster than responses to isolated stimuli (note short latencies in Fig. 1D ). These differences from responses to isolated stimuli, which have lower average power, can be accounted for by the higher-order terms in each component of Ey. 4 in APPENDIX (Eq. M). However, these corrections have been ignored here in favor of the more straightforward calculation of responses appropriate to the highly adapted state in which the white-noise experiment was carried out. The amplitude of moving-bar responses that are estimated from these kernel measurements will be somewhat larger than that of the kernels themselves because of the large number of interactions that such a stimulus elicits. The consistency with which our time-locked responses agree with DS or its absence in these cells strongly supports the validity of these measures.
RESULTS
These results were drawn from a sample of 11 simple cells, 5 C (complex) cells (33), 4 B (complex) cells (34), and 2 nonoriented cells recorded in our first five random-grating experiments in area 17 of the cat. Detailed spatiotemporal analysis has been performed on two DS simple cells, one DS complex cell, two DS B cells, and one nondirectional B cell. Because of the completeness of measurements obtained using these techniques, we will illustrate quantitative data from only two cortical neurons. We chose two cells of the complex family because they showed strong responses to briefly flashed single bars, and because the time course of the response was independent of RF position, which simplifies interpretation of DS mechanisms (see Ref. 24 and Fig. 1 D   below ). As their RF properties were typical of other complex cells we have analyzed, however, these cells are representative of the population. The first is a strongly DS C cell, about which preliminary measurements and a second-order Wiener estimate of responses to a moving bar have already been published (12) . The second cell is another member of the complex family, a B cell (34), and responded to slower movement, but it provides a good control because it was not DS. Simple cells are treated separately in DISCUSSION.
Components of a moving bar stimulus
To appreciate the relevance of pairs of bars for studying neural processing of image motion it is necessary to consider the components that make up a bar moving intermittently across the RF of a cortical neuron. We know that intermittent motion elicits a strong perception of movement when the spatial and temporal increments between successive frames are small enough (1, 86 Retinal eccentricity was 11.7". Each kernel calculation in this paper was derived from a I-l-min random-stimulus presentation in which the first 10 s were ignored to establish a stable operating point. Light bar luminance was 444 cd/m2, mean was 222 cd/m2, dark bar and region surrounding the stimulus were near 0 cd/m2 (as dark as was possible without masking pilot lights, etc., < 1 cd/m2). Figure 1A shows schematically such a stimulus step of the movement. However, the response as it crosses the RF of the first complex cell was highly DS, the cell preferring the upward mentioned above, cell l-3. In Fig. 1 Fig. 1C ). The only exception is the simple cell that has an ON region adjacent to an OFF region ("odd symmetry" in space), or that might show systematically increasing latency for successive positions across space. In either cell, responses would be highly dependent on the contrast sign of the bars (e.g., light vs. dark).
Responses to single bars
The best stimulus for measuring these single-position effects is a presentation that is short enough to provide high temporal resolution, but energetic enough to elicit a reasonable response. Our 16-ms stimulus frame fulfilled these criteria. Cell 1-3 responded more strongly to flashing dark than to flashing light bars and was more DS to moving dark than light edges (not shown). As complex cells always show the same preferred direction for light and dark bars (29), we have concentrated here on dark-bar responses. We tested this cell by time-locking our average response measure to the occurrence of dark bars within the random sequence in a way closely related to the temporal averaging of responses to periodically repeated stimuli in a conventional PST histogram. Single-bar events are mathematically independent of all other stimuli. Therefore, responses to each event can be isolated through Wiener-kernel analysis (52) . The chief consequence of the strong even-order nonlinearities in these cells (see below) is to increase the average firing rate enough that negative response phases can be seen that would have been hidden below threshold if tested with a conventional stimulus. Just as when calculating a conventional PST histogram, effects of breathing, heart rate, and other physiological influences unrelated to the presented stimulus tend to average to zero. responses to intermittent motion in this neuron (cf. Refs. 22, 66). Therefore, the neuron must be using information from nonlinear interactions between two or more positions in the RF. Although there is psychophysical evidence for dependence of velocity discrimination on up to eight sequential stimuli (57) we wanted to evaluate for cortical cells Poggio and Reichardt's hypothesis (68) that secondorder spatial interactions are both minimal and optimal for directional systems and that a second-order representation (decomposition) of a multiple-input network like a cortical neuron may adequately explain its responses to movement (67) . Therefore, we began our analysis by studying single-unit response interactions elicited by pairs of bars. The narrow velocity tuning of our two-bar functions seems to justify this approach.
Responses to bar pairs Fig. 11 , superimposed on the (solid) linear superposition. It is calculated as shown in the brace to the right of the dotted curve. This estimate of the two-bar response includes only three ternary-kernel response components, but it is a close approximation to the formal fourth-order Wiener response estimate of Eqs. Al and A7 for S = Sn (which implies that SP = 0). The two k, contributions are the dominant first-order ternary terms that generate time-dependent responses, and k,, turns out to be the only second-order ternary term that is necessary to describe responses dependent on both stimulus positions.
The test of linearity consists of comparing the measured experimental double-impulse response with its linear prediction. The difference between these two measures, shown as the shaded region in Fig. 11 , is the spatiotemporal nonlinear interaction. Its time course, calculated as k,, of Eq. A16, is shown in Fig.  1 J as a function of a new temporal variable, 7, where 7 begins at the occurrence of the second stimulus, which is the first opportunity for a nonlinear interaction. The interaction is to be considered as the correction to the linear superposition that is necessary to explain the response to the paired dark bars. The negativity of the interaction agrees with the DS of the cell because the paired bars represent a piece of motion in the downward, "null" direction, in which the response to the second bar was nearly completely removed by the presence of the first bar. Note that although our measurements agree with DS, the interaction of Fig.  1, I and J may not include all components that would occur in responses to a moving bar. This interaction includes up to fourth-order Wiener kernels (Eq. AN), but, as mentioned above, we have limited calculations to spatial samples at only two positions.
In our first attempt to examine the nonlinear properties of these units, we wanted to know which spatial and temporal bar combinations produced the strongest interactions and whether they were positive or negative. Therefore, we have calculated second-order Wiener kernels (14) from the time-locked response components. The time course of this "hz" [h2(a, b) of Eqs. A3 and Al 51 is shown in Fig. 1K . It agrees with the shape of the darkdark bar interaction shown above in Fig. 1 J, but is of lower amplitude. The Wiener secondorder kernel underestimates the amplitude of the dark-dark interaction because it provides an average of the contributions to the kernel from all four possible stimulus polarities (lightlight, light-dark, etc.), and in this case the other contributions are smaller. Nevertheless, the sign of the second-order Wiener kernel has always agreed with the preferred direction in DS units, and this measure has provided the most reliable (noise free) indication of interactions in these neurons (cf. Fig. 1 , Jvs. K). Therefore, we have used Wiener kernels for all figures except 1 D, 1 4 G-J, and 5.
As we were interested in relating nonlinear interactions to image movement across the RF (Fig. 1 E) , we needed to assess interactions for a large number of paired stimulus positions, and for each pair combination, a wide range of temporal separations. Our use of 16 random-bar sequences, presented simultaneously (see METHODS), reduced the time required to acquire the data compared with that necessary if we had separately presented bar pairs at each possible combination. But spatial separation, temporal separation, and time course (7 dependence) of the interaction left one too many independent variables to plot in three dimensions. In two earlier papers we have shown the time course of second-order Wiener-kernel interactions resulting from a range of temporal separations ( 12) , and spatial separations (19), each calculated for a single 7-min randomstimulus presentation. Here we used the similar time course among these interactions (an example of which is shown in Fig. 1K for 35 min of data) to express their strength as a scalar measure, thereby eliminating one dimension. For all three-dimensional (3D) plots we have summed the interaction over the first five bins (first 80 ms following the second bar) to characterize the interaction by a single number of excess or deficient spikes for the 80-ms period.
Spatiotemporal nonlinearities in a DS complex cell: interactions around a single center position
Consider the simplest case of two-bar interactions that would occur in a moving stimulus. Figure 1E shows that one "center" bar is always presented at a central position 9, and an additional "neighbor"
bar is presented at a position above or below the center bar. The interactions resulting from stimulus pairs in In this coordinate frame, a bar moving upward in the RF will map out a locus of points described by the solid arrows in Fig. 2C . As the slope in this coordinate frame is proportional to the velocity, a faster upward moving bar will have a steeper slope (FAST arrow), and a downward moving bar will have a downward pointing trajectory (broken arrow); in each case the speed equals the absolute value of the slope.
Note that to estimate the response in time to a bar moving at one of these velocities, one must reconsider the 7 dimension that was suppressed in Fig. 2 , because the 7 course determines the duration and shape of the response.
All straight-line trajectories intersect with the point AT = 0, neighbor position 9, because the neighbor and center bars approach coincidence at position 9 for any bar moving across the RF as long as the center is restricted to position 9. The coincident case is shown for completeness at the middle of Fig. lE , and it corresponds to intensive nonlinearities (related to the intensity of the stimulus) rather than to changes in speed or direction of a moving stimulus. This value for A7 = 0 and As (spatial separation) = 0, is calculated as /&(a, a) in Eqs. A3 and A15 The sign of the nonlinearity for the coincident case is positive, implying facilitation (see DISCUSSION) .
Positive values, distributed horizontally around the center of the unfilled ellipse in Fig.  2C , are purely temporal interactions, and result from a threshold or other accelerating temporal nonlinearity that a long-duration stationary bar or a slowly moving one would elicit (see DISCUSSION and Refs. 48, 49) . These measurements, which apply to a single position, are called "self kernels." Measurements not on the temporal axis are called "cross kernels," because they apply to interactions across two positions. The ordinate axis that passes through the coincident point in Fig. 2C includes cross-kernel interactions that are independent of motion, as they occur with no time difference. Portions of hatched ellipses in (6 1) and by Heggelund (32). In complex units, such as those illustrated here, these suppressive "sidebands" probably result from the antagonistic center-surround RF structure of neurons in the LGN that project to these in Fig. 1K ). "Fast" arrow indicates the trajectory associated with a faster upward moving bar. Gap in arrows at the center symbolizes the independence of this "intensive" nonlinearity from the motion domain. All perspective data (e.g., A) in this study were interpolated to produce a surface with spatial and temporal resolution 3 times the original 16 (or in the case of spatially averaged kernels, 17) X 15 measured data points. A bivariate method incorporating the surrounding 8 points was used (2 Figure 2A shows an oblique perspective view of the interaction surface for cell l-3 that corresponds to stimuli of Fig. 1E (neighbor bars interacting with a center bar at position 9) and to responses of Fig. 1K . Note that there is an elongated ridge of facilitative interactions, and that it is surrounded on either side by valleys of suppression. Once again, we use the terms facilitation and suppression here to avoid the linear connotation of the terms excitation and inhibition, which are best restricted to additive influences on a neuron's firing rate. The contour plot of Fig. 2B shows that the direction of the ridge is aligned neither with the spatial nor temporal axis but lies obliquely oriented in the space-time coordinate frame. Therefore, velocities lying in the region of the solid (SLOW) arrow of Fig. 2C will be strongly favored because they benefit from positive spatiotemporal interactions at that velocity and because they avoid strong suppressive interactions. By contrast, bar movements in the opposite direction, but at the same speed (designated by the broken arrow), are strongly discriminated against because they invoke the strongest possible suppression at the deepest part of the valleys.
(Asterisks in Fig. 2 , B and C designate locations of the measured minimal values in A and B.) Note that in this space-time coordinate frame, a reversal of direction at the same image speed is defined by a reversal of the neighbor position with respect to central position 9 (solid SLOW arrow to dotted arrow in Fig.  2C ) and not by a 90' rotation in the spacetime plane. Figure 2 shows that nonlinear interactions around position 9 help explain directional selectivity in that part of the RF. Note that these interactions extend ~2' above and 1.5 O below position 9, which is slightly beyond the boundaries of the RF as measured by a single flashing dark bar in Fig. 1D . However, their changes in sign over space imply that the cell has access to spatial information with finer resolution than that provided by an aperture whose diameter equals the total RF width.
Interactions around other center positions
We wondered whether other parts of the RF would show interactions that are fixed in RF space, or whether interactions would move with the reference position. Figure 3 shows interaction surfaces for center bars at positions 7-11. Neighbor-bar positions have been plotted relative to the position of the center bar, that position always appearing at the center of the relative spatial axis (As = 0). Note that for each region of the RF there is a central positive ridge surrounded on either side by negative valleys, and that the period of the interaction seems to be constant across the RF. Although there is some attenuation of the interaction surface on the side nearest the edge of the RF (centers 11 and 7 in Figs. 3, A and D), the relative homogeneity of this interaction across space provides the strongest possible evidence that the RF can be divided into independent, separately identifiable subunits (see INTRO-DUCTION) and that these subunits are distributed in a nearly uniform family across the RF.
The average subunit characteristic: the "motion kernel"
If these subunits have uniform properties, then we should be able to calculate a more reliable measure by averaging the spatiotemporal interactions with reference to the center bar, i.e., by averaging the amplitude of plots in Figs We will refer to the spatially averaged kernel as the motion kernel, because our spatiotemporal nonlinear kernel represents a global spatial average of results from testing the RF at a wide range of possible image speeds and directions and is expressed in spatiotemporal coordinates that embody constant-velocity motion as straight-line loci. Of six motion-kernel mea- Psychophysical experiments have shown that if the contrast sign of a stepwise moving object is reversed, the perceived direction of movement often reverses (4, 5). Adelson and Bergen (1) have shown that this result is expected for any velocity model in which the initial spatial and temporal processing is linear.
We wanted to test whether the complex cell, which depends completely on nonlinear interactions for its DS, would show the same effect. To answer this question, it was necessary to consider higher than second-order Wiener kernels as used here in Figs. 2-4 . Therefore, we calculated separately the samesign and opposite-sign second-order motion components, as outlined in Eq. A 12. The result is shown in Fig. 5 in the As versus AT format, averaged across the same five central positions as in Fig. 4 . Figure 5 , A and B shows that the average of the light-light and dark-dark interactions has the same ridge-and-valley structure as the average second-order Wiener motion kernel of Fig. 4 . This agreement about an upward preferred direction among the same-sign kernel, the response to conventional movingbar stimuli, and the Wiener second-order kernel reinforces our use of the more reliable Wiener second-order kernel to measure initially these spatiotemporal nonlinearities.
The opposite-sign interaction shown in Fig.  5 , C and D, however, has a different shape. Because this interaction is nearly the inverse of the interaction in Fig. 5 , A and B, a single valley of suppression now runs in the previously preferred direction, and two ridges now define the preferred direction. Thus the null velocity has replaced the previously preferred velocity, and the presently preferred velocity is only loosely constrained to be in the downward direction, facilitation occurring over a broad range of speeds (see DISCUSSION) .
Because the same-sign and opposite-sign expressions depend only on the second-and fourth-order Wiener kernels (Eq. Al2), we can now test the extent to which fourth-order Wiener kernels are necessary to explain DS in this neuron. Although the difference between same-sign and opposite-sign terms of Eq. A12 and between A and C of Fig. 5 equals the second-order interaction shown in Fig. 4 , the average, as plotted in Fig. 5E , shows only the fourth-order Wiener-kernel contribution, h4(a, a, b, b). The lack of structure in this plot supports the conclusion stated in APPENDIX that fourth-order effects are likely to be small, at least those measurable with a ternary stimulus and those that depend on only two positions. To the extent that this observation holds across all DS complex cells, reversed-phi behavior will be exhibited in all DS complex cortical cells. Third-order effects (not shown) are related to differences between responses to light and dark stimuli and will be treated in a future paper.
Interactions in a nondirectional B cell
We have shown that a complex cell depends for its DS on positive and negative nonlinear interactions that are obliquely oriented in a space-time coordinate frame. Our goal is to understand the mechanisms that generate these useful properties. To assess whether the positive and negative interactions are associated with different cellular mechanisms, we tested their separability by analyzing a control case that was also from the complex family (a B cell, see METHODS and beginning of RE- . E: mean of A and C. Its lack of structure shows that the second-order "diagonals" of the fourth-order Wiener kernels in a complex cell are negligible (Eq. Al2). B and D: contour intervals at 0.003 1, with lowest at kO.003 1. As the ternary kernel value is undefined for spatial separation (As) = 0 and temporal separation (AT) = 0 (no main-diagonal terms exist, as discussed in APPENDIX following Eq. A 7), we interpolated this central point using the surrounding 24 measured points (2) before computing a new triple-resolution surface.
SULTS),
but was unusual in the extent to which it lacked DS. Figure 6A shows that upward and downward intermittent motion of a light bar elicited nearly equal responses for the two directions. The modulation of the response at each stepwise movement of the bar was similar to that of cell l-3, shown in Fig. lB , except that cell l-3 was highly DS. Figure 6B shows the motion kernel for this cell, averaged across the same positions 7-11 as for cell l-3 in Fig. 4A . Once again, the interaction distance (range of A@ shown in Fig. 6C extends somewhat beyond the RF as plotted with a flashing bar (not shown), but its spatial grain (smallest spatial separation between positive and negative interaction peaks of Fig. 6C ) is smaller than the RF width.
Two differences from the DS cell of Fig. 4 are noteworthy. The spatiotemporal interactions are not obliquely oriented in Fig. 6C as they are in Fig. 4B and in the four other DS cells we have examined. The lack of oblique interactions in a nondirectional cell compared with their presence in strongly DS cells, and the lack of a linear explanation for DS in Fig.  ID , supports the hypothesis that DS is dependent on these interactions. Second, in the nondirectional cell the magnitude of the strongest suppressive interaction immediately below the central facilitation in Fig. 6Cis only 38% of the magnitude of the strongest facilitative interaction, compared with 8 1% for the strongly DS cell of Fig. 4B . The strength of suppressive interactions in the other four DS cells was even higher (covering a range of 89-14 1%). Furthermore, negative domains in Fig.  6C did not invert when opposite-sign stimuli were used, as the central positive region did (not shown).
Thus, between DS and nondirectional cells, the positive and negative interactions seem to be dissociable in amplitude and contrast-sign dependence, which implies that DS cells de- Fig. 4 . In this cell, data were drawn from only one 7-min random stimulus presentation.
Note lack of oriented interaction domains and the weakness of suppressive valleys compared with Fig. 4 . C: contour intervals at 0.0063, with lowest to.003 1. Retinal eccentricity was 9.7". As, spatial separation; AT, temporal separation.
pend on different mechanisms from nondismaller than the RF size and that those DS rectional cells, and that positive and negative interactions were distributed uniformly across phases of the interaction may depend on difthe RF. We have used Wiener-kernel analysis ferent membrane mechanisms. We will conof responses to a spatiotemporal stimulus to sider these mechanisms below in more detail.
show that cortical neurons in the cat depend for processing information about moving im-DISCUSSION Evidence for subunits ages on similar short-distance nonlinear interactions between pairs of RF positions. Directional selectivity is associated with obliquely As mentioned in the INTRODUCTION, Baroriented positive and negative spatiotemporal low and Levick (8) defined DS subunits in the nonlinear interaction domains (Fig. 2) , whose rabbit retina by showing that optimal stimulus properties agree with the RF's preferred direcseparations for nonlinear interactions were tion. These properties imply that the cell will be responsive to a limited range of speeds in that direction and will be unresponsive to almost any speed in the opposite, null, direction. Although the size of the spatial stimulus separation for optimal interaction is typically smaller than the size of the RF, this evidence alone is not conclusive for the existence of RF subunits. For example, Goodwin et al. (30) provided evidence for short-distance interactions in cortical cells, but concluded that DS responses were dependent on the centripetal or centrifugal responsivity of LGN units to moving stimuli. In their model, the only cortical entity resembling a subunit was the structure necessary to blank out half the LGN RF that was selective for the opposite direction of movement. Later, Emerson and Gerstein (24) and then Ganz and Felder (25) showed in simple cells that the local interactions were preserved when the center position was moved to several positions across the RF. Movshon et al. (6 l) , and more recently Baker and Cynader (7), used a double-bar experiment to test for the same property in complex cells. The apparent invariance of the interaction across space in these earlier studies is shown directly for both space and time in the present study. It demonstrates that the RF is divided into functional subunits and that these are distributed in overlapping fashion across the RF as a nearly homogeneous family.
Number of subunits
The number of subunits in a given RF depends on their size and the extent of overlap in the distribution.
Because the spatial resolution in our experiments was limited to 0.5 O, and the optimal interaction occurred between adjacent bars, it is possible that the subunit size was smaller than our 0.5 O bar separation, which would increase the number of subunits. With conventional bars, optimal values as small as 0.13 O for a 1.3 O simple RF have been obtained (Fig. 54 of Emerson and Gerstein, Ref. 24). Baker and Cynader (7) have reported an optimal interaction distance between onequarter and one-half of the RF "wavelength", which is roughly equal to the RF width. These values would set the lower bound (without overlap) at about 8-10 subunits per RF.
Shape of the subunit characteristic
The averaged subunit characteristic (motion kernel) shown in Fig. 4 exhibits a highly periodic structure along the null trajectory. This structure, which was found in all five of the DS units examined, along with the gradually tapering amplitude in both directions, resembles an oriented Gabor function, which is simply a one-dimensional sinusoidal grating multiplied by a two-dimensional Gaussian weighting function. Recently, both Marcelja (50) and Daugman (15) have pointed out that RFs with 2D spatial Gabor filter properties have the advantage of providing an optimal combination of localization in space and spatial frequency. This attribute could increase the spatial selectivity of neurons such that a given extended image element would stimulate a minimal number of neurons. The spatial and temporal parameters of a spatially extended moving object will depend on the size, texture, and velocity of the object. Neurons that show motion kernels like that in Fig. 4A will exhibit selectivity for a narrower range of object speed and direction than if they did not have the Gabor-like valleys and secondary peaks, because repeated stimulus elements that fall on positive ridges at the optimal velocity may fall into the valleys at off-optimal velocities. Thus the periodicity of the nonlinear interaction surface may serve to sharpen the localization in 2D spatiotemporal velocity space for moving objects, just as periodic linear RF excitation and inhibition can sharpen spatial frequency and orientation selectivity in 2D spatial coordinates (16, 40, 58, 63) .
Comparison bet ween physiological and psychophysical results
The temporal range of interactions found here agrees roughly with the maximal values of 80-100 ms found by Braddick ( 10) for psychophysically measured coherent motion that was attributed to the "short-range" process. However, the spatial-separation range of up to 2 O for DS in cell l-3 far exceeds the maximal 0.25" value reported for 0.045" image elements. This discrepancy could be related to larger RFs in the cat, the large RF eccentricity of this cell (11.7"), differences between stimuli, or the possibility that perception may not depend on responses of these cortical cells.
More recently, several models of motion perception have been published that relate to psychophysical measurements (1, 11, 7 1, 8 1 6 ) have a format similar to ours, which invites a comparison with our results. These authors performed a spatiotemporal masking experiment that required the discrimination of a drifting sinusoidal grating in the presence of a sinusoidally counterphase-modulated sinusoidal grating of 33% contrast. The increase in contrast of the drifting stimulus necessary to discriminate its direction in the presence of the masking grating was plotted as a function of the spatial and temporal frequency of the masking grating. Near the spatial and temporal values of the drifting grating, the threshold for seeing movement was increased, presumably because otherwise linear channels that carried the motion signal were being adapted by the counterphase grating. Data were then inverse Fourier transformed from spatial-and temporal-frequency coordinates to space and time to provide the space-time characteristic of peripheral linear filters carrying information about motion. These authors assumed that all the energy resided in the upper right and lower left quadrants of the spatiotemporal frequency plane, which is equivalent to assuming that the peripheral filters are both completely DS and unidirectional (show no response in the null direction) to drifting sinusoidal gratings. If a filter is unidirectional, it becomes spacetime inseparable over the four quadrants of a spatiotemporal frequency plot that represents both directions of motion (see next section). Threshold contrast data transformed into space-time coordinates showed an obliquely elongated region with valleys and small secondary maxima on either side, just like our physiological data of Fig. 4A .
To the extent that assumptions about DS [supported, for example, by Wilson (SS)], unidirectionality, and inseparability are reasonable for the human visual system, the compelling similarity between physiological and psychophysical spatiotemporal functions suggests that we may be measuring a single-unit process on which perception depends. Stromeyer and colleagues (77) have tested the unidirectional assumption for motion perception by adding to a high-contrast counterphase mask two drifting sinusoidal test components, each of which either increased or decreased the strength of the leftward or rightward component. The high sensitivity to simultaneous increases for the component in one direction and decreases for the opposite direction shows that perception of high-speed gratings depends on opponent rather than unidirectional detectors, but not necessarily at the stage we have tested physiologically (see discussion of models, below). The nonlinear neural transformation we report here may be preliminary to the perceptual process of assessing contrast sensitivity by using just-visible motion, itself, a separate highly nonlinear operation, because any decision process is inherently nonlinear (see discussions of psychophysical linking hypotheses in Refs. 8 1, 82) .
Physiologically, we find nonlinear interactions over bar-repair temporal separations of at least 112 ms (temporal interaction of Fig.  4A ). Movshon and colleagues (61) found a similar range for facilitation in a complex cell. This large range of temporal interactions agrees with those of Burr et al. (11) for a drift rate of 1.6O/s, but is larger than their values for higher drift rates. The shapes of the spatiotemporal interaction domains depend on the speed of the drifting grating in the psychophysical experiment; the spatial scale expands with increasing speed (11) . Shapes of model domains also differ slightly with assumptions about phase, which was not measured. On the whole, however, shapes of psychophysical domains are remarkably similar to those in the physiological data.
Spatiotemporal nonlinearity and space-time inseparability
Our nonzero results from superposition tests of linearity (e.g., Fig. 1, F-K) along intensive, spatial, temporal dimensions, and combinations thereof, denote a strong reliance of DS complex cells on spatiotemporal nonlinearities, a finding that agrees with results of earlier studies (e.g., Ref. 61). A property of an RF that is independent of its linearity is the separability of its responses along spatial and temporal dimensions. Space-time separability implies that spatial and temporal filtering are accomplished in serial, or at different steps in the processing, which constitutes one of the simpler forms of organization.
Mathematically, separability requires the existence of one function along the spatial axis, and another along the temporal axis, whose multiplicative, or "outer," product generates the measured 2D spatiotemporal function. However, the fundamental operation of neural convergence (e.g., summing of two signals with different time courses) can easily destroy separability. The oblique orientation of elongated spatiotemporal nonlinear domains in each quadrant of our data (e.g., Fig. 2 ) shows that in a DS neuron the optimal temporal separation between two image elements is strongly dependent on the spatial separation. Optimal spatial and temporal separation are positively correlated, for example, along the obliquely oriented ridge of a DS cell, and therefore are inseparable. Specifically, no combination of functions along spatial and temporal axes of Fig. 2B could be found whose 2D product would mimic the measured interaction, even when quadrants are considered separately.
To compare our findings of space-time inseparability with earlier results of frequency analysis in the cat's visual cortex, we need to consider the Fourier transform of our spatiotemporal two-bar interaction surface (Fig. 2,  A and B) . This spatiotemporal frequency function is likely to resemble that of the initial linear spatiotemporal filters. Examination of Gaskill (Ref. 26, p. 13 1-l 33) and Daugman (15) shows that the transform of an obliquely oriented 2D space-time Gabor function with even symmetry (Fig. 2, A and B) and with equal spatial and temporal extent (unity aspect ratio) is a spatiotemporal frequency surface on which the energy is concentrated in two identical circular profiles in diagonally symmetric frequency quadrants. The lack of oblique orientation in these frequency profiles implies independence between optimal spatial and temporal frequency when cells are tested with sinusoidal gratings that drift in one direction. Therefore, our results agree with those of earlier sinusoidal studies in area 17 of the cat (36, 78) in which spatial and temporal frequency appear separable when tested in one frequency quadrant only (one direction). Whether such responses are separable in a formal mathematical sense over the frequency coordinates that include all four quadrants depends on the sign and magnitude of responses in adjacent quadrants (opposite direction). (See Reichardttype models, below.) Daugman (15) has also shown that oblique elliptical elongation of a profile in frequency coordinates does not change the period or oblique orientation of ridges and valleys in the space-time plot, but rather transforms inversely to an obliquely oriented elliptical space-time window through which the nonzero values of the function appear. Therefore, occasional reports of mild "velocity tuning" in area 17 based on a positive correlation between optimal spatial and temporal frequency (36, 39) imply a failure of single-quadrant frequency separability, but would appear in our plots only as a slight elongation in the extent of the interaction along the ridge. Horizontal elongation in our plots implies an arbitrary scaling difference (higher temporal than spatial resolution) between these otherwise independent dimensions. Note that the negative correlation between optimal spatial and temporal frequencies found by Bisti and colleagues (9) in area 18 of the cat also implies single-quadrant inseparability in frequency coordinates, but in the direction opposite to that expected for velocity tuning [velocity of a drifting grating is (temporal frequency)/( spatial frequency)]. Thus, again, our results in the spacetime domain agree with sinusoidal measurements of DS cells in area 17 by lacking an obliquely elongated interaction window.
Our results, however, appear to differ from those of a recent study in which discrete pairs of flashing conventional bars were used to test interactions in DS complex cells. Baker and Cynader (7) have reported that the "optimal" spatial separation for strongest nonlinear interaction is independent of the temporal separation. Their measurement of the optimal spatial separation depended on subtracting the response to a bar pair in the null direction from that to the same bar pair, but in the preferred direction. Although this preferredminus-null subtraction removes the background firing rate and also most of the singlebar response that would be common to both directions, it combines two processes that do not have the same optimal separation (their Fig. 70) .
To assess the consequence of this calculation on our own measurements, we subtracted each value on the left side of Fig. 4B from the mirror-symmetric one on the right side (for a A7 with the same absolute value). In four of the five DS units we have analyzed, the subtraction removed all of the obliquely oriented spatiotemporal interaction components, which converted the plots into separable functions of space and time. This change occurs because the subtraction cancels primary and secondary positive regions at A7 values of -64 ms (A7 = +4). The calculation also enhances regions with intermediate A7 values (A7 = +2) by constructively combining secondary positive regions with the ends of the negative regions. A concomitant of this subtraction is that all values along the central vertical axis, and in particular As = 0 and A7 = 0, are forced to zero. Our finding of strong positive nonlinearities at this location (see . . . INTENSIVE NONLINEARITIES, below) eliminates any possibility of space-time separability in our Wiener-kernel results, even when measurements have been restricted to one space-time quadrant. However, the association of the (0, 0) point with the intensive dimension reduces its importance for motion, compared with the patently movement-related spatiotemporal interactions shown here. The survival of spacetime inseparability in one of our DS B cells shows that separability generated by the preferred-minus-null subtraction in the other four cells is not a mathematical identity, but depends on the spatiotemporal (e.g., Gabor-like) properties of the neuron being measured (see Reichardt-type models, below). Direct subtraction of the first-order responses, as we do implicitly in our calculation of the second-order Wiener kernel (Fig. 2 and Eq. AO), permits a more appropriate test of separability in that it separately tests each direction for linear superposition.
In a more recent report, Baker and Cynader (Ref. 6 , and personal communication) have suggested that explicitly subtracting responses to the single bars for each direction did not reduce the separability of their spatiotemporal interaction plots. If this suggestion proves to apply generally to striate neurons, we can only assume that there is a difference in the operating point of cells under the two stimuli. Stimulus differences include a higher average power in our stimulus, shorter duration for the individual bar presentations, and inclusion of dark bars as well as light bars. The first two properties of our stimulus adapt (lower the incremental gain of) the cells such that responses are less likely to saturate; but at the same time, the self-conditioning property of the random grating increases the average firing rate enough that negative response phases are unlikely to be hidden below the cell's threshold. By including dark as well as light bars, whose luminance is modulated symmetrically around the spatial and temporal mean, we believe that our stimulus establishes an operating point for the cell that is similar to that for the real visual world. In this state the neuron expresses suppression as easily as facilitation.
There is a sense in which our findings on the shape of the spatiotemporal interaction could be considered trivial. Our nonlinear interactions show the spatiotemporal dependence of any linear filter that responds over a limited range of spatial frequencies and temporal frequencies and is also unidirectionally DS [as in Figs. 8E, 9F, lower 10, and 11 of Adelson and Bergen (1) and Fig. 9 of Watson and Ahumada (SS)]. All neurons have the first two properties, and DS is so common that it is unusual to find a cell that lacks DS to the extent shown in Fig. 6 , and is as separable in space-time. This agreement with expectations about the linear distal portions of the system at least reassures us that there is nothing pathological about the operating point of neurons in our experiment. Linearity would be the first property to suffer if neurons were operating near the limits of their normal range. We wondered what kind of nonlinear spatiotemporal transformation complex cells could be performing to code the linear properties of their distal filters with such fidelity. We will return to this question below in the context of models.
Simple cells
It is natural to consider whether the principles we have outlined here in detail for complex cells apply also to simple cells. Earlier studies (22, 29, 30) Fig. 3 ), differ more than in complex cells (48) . Both motion kernels (averaged across space as in Fig.  4) , however, bore a strong resemblance to Fig. 4 in that they had oriented domains, were periodic with intense suppressive regions, and lost their space-time inseparability under the preferred-minus-null subtraction. One had a lower slope, which implies a slower preferred stimulus speed, a typical property for simple cells (22, 60).
Thus DS simple cells, in addition to their strong linear components, carry coherent nonlinear information about direction of image movement. A useful operation for a higher level neuron would be to sample from a group of simple cells, each with different RF properties except for a common preferred direction. This operation would parallel our motionkernel calculation, in which we extract a distributed RF property by averaging across space. The message that survives the convergence is that something was moving in this part of visual space, in the appropriate direction, and more or less at the appropriate speed.
Comparison of temporal properties with earlier studies
At this point in our second-order analysis, Wiener kernels have not revealed very much about the specific nature of the nonlinear interaction. But even second-order analysis can tell us much about the spatial and temporal dependence of that nonlinearity. The present results seem to agree roughly with the temporal properties of the original DS model of Barlow and Levick (8) for the rabbit retina. However, a question has arisen in the literature (25, 79) whether in the cat the signal generated by the first of two interacting inputs needs a time delay, as specified in the rabbit model.
Is a time delay necessary between interacting inputs?
Ganz and Felder (25) have obtained strong suppression for stimulus presentations that are simultaneous and have pointed out that cancellation of responses in the null direction requires only that the suppression outlasts the excitation, and not that it be delayed with respect to it. The issue here is partly semantic. Clearly, a mechanism that operates for simultaneous bar events is related to summation in the spatial domain rather than to DS (see upper and lower suppressive regions in Fig.  6C ), because there is no spatiotemporal order in such a stimulus. The difference between their finding of strong directionally symmetric suppression between stimuli with onset asynchronies (SOAs) of t25 ms and the indication in our data of a delay for each phase of the response that is proportional to the spatial separation down to 16 ms or less may depend on their use of 400-ms stimuli compared with our 16-ms stimuli. In their case a significant proportion of the two stimuli with short SOAs would overlap, which would blur the temporal structure of the interaction and dilute any spatiotemporal effects. If the duration of a spatiotemporal interaction can be shown to be sufficiently short, a delay must be postulated to explain the temporal asymmetry we have shown for large spatial separations (see below). Our 16-ms stimulus is brief enough to test separately the duration and the delay of the interaction.
Time course of the interaction elicited by a single barjlask Figure 1 , H versus J illustrates why in this cell the suppressive interaction elicited by a bar flash at position 10 can be tested only for a period that coincides with the impulse response of the second stimulus (at position 9). Any suppression that preceded or outlasted the second impulse-response would be invisible because of the lack of a reference signal. To test the full duration of the interaction elicited by a single bar flash, therefore, it is necessary to change the timing of the second stimulus, which is equivalent to measuring the shape along the AT axis of interaction domains in a horizontal slice through the contour plot of Fig. 2B . Such measurements for Figs. 2B or 4B (slices not shown separately here) illustrate that the interaction is not a simple monophasic one as might be expected from the monophasic time course of the individual impulse responses in the bar-pair interaction (Fig. 1, D or K). Horizontal slices through this surface at different neighbor positions show two or even three alternating phases, which makes both the duration and the absolute delay more complicated to interpret. Although the total duration of the interaction extends more than 80 ms after a priming bar flash, the alternating phases of the interaction give these cells a temporal grain size that allows higher temporal resolution than an 80-ms monophasic interaction would. This same structural detail provided by subunits in the spatial domain allows high spatial resolution for a complex cell, even though it has a large RF.
EMERSON, CITRON, VAUGHN, AND KLEIN
This temporal resolution, coupled with a gradual shift in temporal phase of the interaction as the neighbor bar moves across space, suggests that temporal delay is an important aspect of directional selectivity. Each phase of the interaction occupies less than the total interaction range for most neighbor positions. Therefore, the sustained "inhibition"
(we prefer the term suppression) reported by Goodwin et al. (30) and by Ganz and Felder (25) is probably caused by the sustained nature of their suppressing first stimulus, and not by a monophasic process whose duration exceeds that of the response to the stimulus. In the LGN, Mastronarde (55, 55a, 55b) and Humphrey and Weller (38) have reported a large proportion of "lagged" X-cells whose latencies to peak response for a flashing spot can exceed 90 ms. These neurons, or their Y counterparts, may provide delayed input that is used nonlinearly by cortical DS units to accomplish directional sequence detection that extends over large intervals in time and space.
Whether the observed temporal delays are caused by discrete propagation-like signal delays or by temporal phase shifts in a periodic function is an open question. At position 9 of Fig. 2B , events initiated by the first bar are sufficiently strong that they cause an inverted interaction with a second bar at the same position that is delayed by up to at least 80 ms. For spatially separated stimuli, if we believe that phase inversions in the triphasic interaction at position 11, compared with position 9, could occur without signal delays, the required total range of temporal delays would be reduced to ~40 ms, a value that approaches the total response latency of these cortical neurons (Fig. lo) . Otherwise, the required range would be about twice that (80 ms). The length and smoothness of the positive ridge in Fig. 2 , in combination with the broad spatial distribution of subunits shown in Fig. 3 , suggests an important constraint on any model designed to explain DS responses in these cells. Each point in visual space requires a full range of response delay elements because a given position (say 9) will require a short delay if it is interacting with close positions and proportionately longer delays if it is interacting with distant positions. This requirement makes the possibility of LGN-generated delays attractive because for each point in visual space the full range of delays would be available in the cortex before orientation selectivity is imposed. This possibility would preclude the need for a separate set of cortical delay elements before each DS cortical cell. Whatever number of discrete delays seems necessary for the propagation model, it would equal the number of required temporal phase lags in filters of the low-pass spatiotemporal model. The role of the cortex in creating these temporal mechanisms may be restricted to an earlier developmental period in which synaptic connections with each RF region are reinforced only if that region has the appropriate latency relative to each nearby interacting region. These results support the validity of the delay in the Barlow and Levick (8) DS model for application to the cat's cortex. Next we consider the polarity of the interaction.
A possible membrane mechanism for DS suppression
The deeper valleys of the DS complex unit in Fig. 4 , compared with the nondirectional unit in Fig. 6 , imply that nonlinear suppression has special significance for a DS neuron. The timing of the enhanced suppression is curiously arranged such that the speed most strongly discriminated against in the null direction is the best speed for the opposite direction (see Fig. 2 , B and C).
A possible membrane basis for this suppressive mechanism has been proposed recently (19, 44) . The logical gating function necessary to discriminate against a stimulus moving in the null direction may be built into the dendritic structure of the neurons we are measuring. Thin dendritic processes, even spines [as we have suggested previously ( 19)], are likely sites for nonlinear interactions between inhibitory and excitatory synapses, the interaction described by Torre and Poggio (79) and Koch and colleagues (44) . On such a process the inhibitory postsynaptic potential from a suppressing input will have the best chance of gating out the excitatory postsynaptic potential from a normally excitatory event. It seems worthwhile to us to further explore the possibility that the DS transformations we have found depend solely on processing of information from LGN inputs. DS is a property that discriminates spatiotemporal order over remarkably small distances. A requirement for large cortical cell assemblies would likely reduce spatial resolution. A second mechanism that could produce suppression will be considered in the next section in the context of observed temporal interactions. and their slower counterparts in the cortex (3, 65, 83) . This attenuation can be strong enough in a superposition test with conventional stimuli that responses to bar pairs in the preferred direction may not exceed responses to the separately measured flashed single-bar components with which they are compared. A recently described exception is the report by Mikami et al. (59) To examine the extent to which the above mechanism could explain our observed facilitation and also our observed suppression in both simple and complex cells, we have modeled informally the effects of a neural threshold by performing a superposition test (as in Fig.  1 , F-J) on two identical impulse responses and their temporally shifted sums after all three were subjected to a hard threshold. We used a biphasic (positive-negative) first-order impulse response from the ON In simple cells, on the other hand, the biphasic shape of impulse responses and the results of preliminary system modeling (48) show that such early threshold effects can be compensated to recreate a linear representation at the level before the threshold of the simple cell being measured. This compensation occurs, presumably, through convergence in the visual cortex of on-excitatory and offinhibitory pathways, the inhibition generated by interneurons in the cortex (48, 69) . Thus neurons, which are clearly nonlinear elements, can participate in linear sensorial representations if threshold nonlinearities of early elements are cancelled through this "push-pull" arrangement.
When superposition after a model threshold was tested between either two positive or two EMERSON, CITRON, VAUGHN, AND KLEIN negative impulse responses, a wide range of threshold values was able to produce the triphasic "Mexican-hat"-shaped interaction that can be imagined for a horizontal (A7) cross section through the self-kernel interaction at position 9 of Fig. 2B . The symmetrically placed suppressive regions in the superposition test (even more clearly visible at As = 0 of Fig.  6C ) might be explained by cancellation between antagonistic response phases, one of which, by itself, was not visible above the threshold.
Our success at mimicking temporal nonlinearities at a single position encouraged us to try modeling spatial interactions as the sum of an impulse response and its scaled and delayed replica, followed by a hard threshold. In contrast to results for the self kernels, we could not find a threshold value for a range of input signals that would mimic the alternating odd and even temporal symmetry shown by the spatial cross-kernels of An exceedingly valuable property of our random stimulus is that it increases the average firing rate of the cell enough that in the cortex, threshold nonlinearities are circumvented except in Strong OFF areas Of some simple Cells (not shown). In complex cells the positive interaction shown at the centers of Figs. 2-4 is an "essential" intensive nonlinearity (i.e., it does not disappear with small signal amplitudes) that does not depend on responses falling below the threshold in the measured neuron. This facilitation is associated with the excitatory response to either light or dark stimuli in a complex cell (22, 61) which in turn is related to its ON-OFF responses to a flashing bar. Therefore, the half-wave rectifying (threshold) nonlinearities discussed in the previous section are appropriate for describing intensive nonlinearities in the firing patterns of simple cortical cells when they operate near threshold, and full-wave rectifying nonlinearities are more appropriate for complex cells. We have attempted a preliminary simulation of these two intensive nonlinearities by generating a spike record for each rectifier in response to our white-noise stimulus. The second-order Wiener kernels look the same except that the full-wave amplitude exceeds that of the half-wave by a factor of two. This prediction agrees with our finding of stronger intensive nonlinearities at the center of complex As versus A7 plots than for those in simple cells. Furthermore, as the nondirectional neuron of Fig. 6 also shows strong central facilitation, this property is not uniquely associated with DS. Hochstein and Shapley (35) and Victor and Shapley (84) have found rectification in nonlinear subunits of retinal Y cells. However, the full-wave rectifying nonlinear intensive component in a complex cell dominates the response, compared with the weaker rectifying nonlinearity exhibited by retinal Y cells (35). We will postpone a detailed analysis of intensive nonlinearities in simple and complex cells until a future paper.
Others who have measured DS spatial cross-kernel interactions with white noise have found positive interactions for sequences in the preferred direction across the diagonal from negative interactions in the null direction [see Marmarelis and McCann (53) for DS interactions in flies]. In nondirectional neurons of the catfish retina, however, facilitation was hardly evident at all (54) , and in the LGN facilitation could be predicted from the center and surround impulse responses after passing through a threshold [ Fig. 9 of Gielen et al. (28)]. As described above for comparisons with modeled thresholds, the spatial cross-kernels of cortical DS units cannot be predicted from outer products of the impulse responses (Fig. 1D) . Furthermore, as the kernels are therefore inseparable when expressed as 2D functions of time after the two stimuli (kernels here are not shown in this ?a vs. Q" format), it is impossible to find any two prethreshold impulse responses whose product describes the interaction. Thus our cross-kernels agree with those of DS units in the fly and provide further evidence of differences between mechanisms of temporal and spatial nonlinearity.
In the As versus A7 format used here, the continuity in Figs. 2-4 of central values with adjacent values along the positive ridge sug-gests that these spatial nonlinearities may be closely related to a full-wave rectifier. Although the second-order Wiener spatiotemporal kernel plotted in Figs. 2-4 provides a detailed picture of the dependence of second-order nonlinearities on spatial and temporal stimulus parameters, it provides little information about dependence of these interactions on stimulus sign. This is because the measure of the interaction [hz(a,b)] is proportional to the product of the luminances of the two bars with respect to the mean (Eq. A.?). Therefore a suppressive effect elicited by bars of opposite sign would appear as a positive contribution to the second-order Wiener kernel. With only second-order Wiener kernels available, and in the absence of a likely facilitative membrane mechanism, until now we have assumed that the sole source of apparently positive spatial interactions was suppressive membrane interactions (as described above) between oppositesign stimuli (19). The hypothesized suppressive interaction for opposite-sign stimuli does occur for sequences in the preferred direction APPENDIX and shown here in Fig. 5, A and B) has forced us to reinterpret our older results ( 19). We now conclude that facilitation as well as suppression operates for real moving objects and probably at the membrane level.
REVERSED-PHI EFFECTS.
By calculating separate ternary kernels for same-sign and opposite-sign bars (Eq. A12) we have shown in Fig. 5 that the spatiotemporal interaction plots are nearly inversely related. This means that for an intermittently moving image that reversed its contrast the once null direction would become the preferred direction. As mentioned in RESULTS, this prediction agrees with the results of psychophysical experiments reported by Anstis and colleagues (4, 5) . Furthermore, Fig. SD defines a broader range of acceptable speeds for images moving in the new preferred direction than Fig. 5B does for the original preferred direction because of the large angle subtended by the double positive ridge for velocity loci in the upper left and lower right quadrants of the opposite-sign interaction (Fig. 5D ). If perception of reversed Dhi denends on these units. it might be difficult to assign a precise speed to apparent movement in the reversed-phi psychophysical experiment.
The reversed-phi experiment of Fig. 5 shows that interactions between bars of the same polarity that are flashed sequentially at the preferred velocity elicit strong facilitation, and that opposite-sign bars elicit equally strong suppression.
This result suggests that the functional nonlinear spatial interaction might take the form of the four-quadrant (signed) product of the two signed stimulus luminances with respect to the mean, one of which is delayed relative to the other to bring the signals simultaneously to the point of interaction. Suppressive domains of the interaction, which correspond to sequences in the null direction, also show inversion of the response for opposite-sign bars. This suggests that a product function operates also in suppression for the null direction; the sign of the product is simply inverted from that for sequences in the preferred direction. Our finding of facilitation in the cat's cortex corresponds to the excitatory conjunction or AND scheme that was considered for the rabbit retina by Barlow and Levick (8), but was largely rejected. Therefore, the nature of the nonlinearity in our data from the cat's visual cortex differs from predictions of the Barlow and Levick model in its dependence on stimulus intensity.
Reichardt-type motion-opponent models
Our finding of productlike nonlinearities motivates an evaluation of a general class of movement models known as Reichardt-type opponent models. In these models [summarized recently by van Santen and Sperling (82)], image movement in one direction causes a positive output and in the opposite direction causes a negative output (hence, "opponent"). The delay is often caused by low-pass temporal filtering of one of the two input signals. The directionally opponent signal is obtained within each "detector" by subtracting the output from two multipliers in mirror symmetric "subunits," which we will refer to as "halfdetectors," each pair of which are fed by a pair of positions. This detector shows equal responses to combinations of light or dark bars as long as the temporal spectrum is the same (phase independence), by virtue of their pure second order. a monertv that exists onlv after the final subtraction of mirror-symmetric halfdetector responses. Many insect visual systems have this pure second-order property (3 1, 68, 70) . Our lack of fourth-order Wiener-kernel interactions (Fig. 5E ) and strong dependence on second-order Wiener-kernel interactions support Poggio and Reichardt's hypothesis (68) that movement analysis depends heavily on low-order nonlinearities, and may explain the agreement between our data and certain predictions of Reichardt models. The delayand-multiply mechanism suggested by our data provide some support for operation of at least the half-detector portion of a traditional Reichardt autocorrelation mechanism (70) in the mammalian visual cortex (but see below).
TOPOLOGYVERSUSTHEFUNCTIONALINTER-ACTIONINMOVEMENTMODELS.
The above discussion concerns the "functional" nature of the interaction between two spatially restricted inputs, once we have limited analysis to only two positions at a time [a "p order" of two (68)]. We will return to the analytic form of the interaction briefly after the next section. Poggio and Reichardt (68) have pointed out that it is wise to distinguish another property of RFs and their related models. The topology of a model is the spatial (and in our case also temporal) distribution of inputs that converge pair-wise to interact with each other. In the original version of the Reichardt model (68, 70) the two inputs corresponded to photoreceptors that, because of the ommatidial structure of the insect's eye, were assumed to sample over a small region in visual space. Thus the spatial inhomogeneity among interacting inputs that is necessary to confer a preferred direction on an RF would have to rely on asymmetric connectivity among RF positions feeding a family of Reichardt detectors.
More recently van Santen and Sperling (8 1, 82) have added to each of the two detector inputs a linear spatial filter that corresponds to center-surround RF structure. These bandpass filters reduce artifactual reversals in sign of the output (reversals in preferred direction) that can occur because of spatial aliasing. This addition can impose its own inhomogeneous topology on the model, depending on the properties of the linear spatiotemporal filters. In particular, this "elaborated Reichardt detector" (ERD) departs from the original detector by sampling over more than two spatial positions, and within the detector itself, by imposing temporal constraints on previously independent spatial samples. Still, the ERD is close to the original model in that it retains the direct multiplication of peripherally filtered signals.
SPACE-TIME SEPARABILITY IN REICHARDT-TYPE DETECTORS.
An unexpected property of these Reichardt-type detectors is that their separable filters, their mirror symmetry, and their opponent output compels both their amplitude characteristic and their spatiotemporal interaction to be separable in either frequency or space-time coordinates [see Fig. 6C of van Santen and Sperling (82)]. In an ERD, the multiplier of each half-detector uses the delayed signal from the contralateral spatial filter, as well as the undelayed ipsilateral signal, which makes the outputs identical after one is reversed with respect to the spatial or temporal axes. The final subtraction between half-detector outputs makes the opponent output "antisymmetric" (8 l), i.e., mirror symmetric with respect to space or time, but with an inversion in sign, because the sum of a function and its antisymmetric partner is also antisymmetric.
This subtraction in the ERD is mathematically identical to the preferred-minus-null calculation performed by Baker and Cynader (7), as described above under space-time inseparability. The separability of their results and of results for four out of five of our DS cells when we analyzed our data in the same way probably reflects properties of the peripheral filters. A consideration of the Fourier representation of a space-time Gabor filter ( 15, 26) shows that even such an inseparable function as an obliquely oriented 2D Gabor function, when added to its antisymmetric partner, becomes four-quadrant separable. The DS cell in our white-noise cortical data that remained inseparable through this calculation shows that antisymmetry in a measured spatiotemporal function does not guarantee space-time separability. Apparently not all DS cortical cells depend on Gabor filters. The assured separability of the ERD would generate strong DS but perhaps broaden the velocity selectivity for moving extended objects.
Although space-time separability has primarily only mathematical consequences for experiments with bars and other aperiodic stimuli, McKee and colleagues (56) have shown that for drifting sinusoidal gratings, an array of separable filters can be blind to certain spatial and temporal frequency shifts, even though they correspond to a change in velocity (their Fig. 8 ). An array of space-time inseparable detectors, on the other hand (their Fig.  9 ) preserves the information necessary to extract velocity independently of spatial and temporal frequency. Thus in the space-time domain our complex cells do not seem to represent the output of an elaborated Reichardttype full-opponent model, although they do exhibit the productlike nonlinearities of the component half-detectors.
A spatiotemporal energy model
Another model, proposed by Adelson and Bergen ( 1 ), uses similar linear filters at the input, and under certain conditions, the output is formally equivalent to the ERD-type models. However, it emphasizes the calculation of separate motion "energy" signals for each of the two directions at a stage before the final subtraction. This distinction is important because comparisons of our data with preliminary spatiotemporal two-pulse interaction tests of this model (Adelson and Bergen, personal communication) show that our data closely resemble the phase-independent movement "energy" for one direction of motion that appears at the stage before the final opponent difference is calculated. A major difference between these models is that the ERD (82) is fundamentally opponent and shows directionally opponent temporal modulation at each half-detector before the final subtraction. The opponency of ERD half-detectors depends on the time-averaged signal at the halfdetector being equal to that at the full detector, which holds for a range of reasonable assumptions about the linear filters (82) . At this same level in the energy model the squaring and addition of unidirectional signals from oriented 2D Gabor-like filters that differ in phase by m 90° removes the phase modulation for the preferred direction without time-averaging, and does not alter the zero-amplitude linear filter response for the null direction. The loss of the negative (opponent) signals for the null direction at the preopponent level of the energy model depends entirely on the inclusion of a single term that consists of the sum of the squares of each of the four separable early filter responses [see Fig. 18 of Adelson and Bergen ( 1 )]. Otherwise the two models would be identical at both the preopponent and the opponent levels. This term may be related to our large positive self kernel. As mentioned above, a second difference between these models is the space-time separability of each stage of the ERD versus the inseparability (spatiotemporal orientation) of relationships in the energy model at the two stages preceding the opponent output.
Thus, at this point, our data seem to support the topology and functional connectivity of Adelson and Bergen's energy model ( 1) . Note that the topology of spatiotemporal energy models and also of the spatially dependent delay explanation, depends on approximately linear distal processing. Therefore, it is unlikely that cortical measurements of complex cells could distinguish between the two linearly equivalent models. Only measurements in the retina and LGN may be able to determine whether spatiotemporal phase differences of the energy model or discrete spatially dependent time delays provide a more appropriate spatiotemporal model.
The analytic form of the interaction
At their opponent outputs ERD and spatiotemporal-energy models do not differ in their functional interaction, each approximating a product function.
The sign of the interaction automatically accounts for suppression in the null direction and for facilitation in the preferred direction. This apparent product function also supports the segregation of moving textured surfaces, because it assists establishment of "correspondence" (80) between shifted image elements. No element of a real moving object can reverse from light to dark; and such a reversal within the spatial interaction range of an RF discriminates against that element's potential contribution to the motion signal by assigning a negative weight to its interaction.
Neither the direct product of the ERD nor the squaring operation at earlier stages of the energy model would seem to be natural operations for synaptic membrane mechanisms. As our ternary stimulus samples the intensive domain at only three luminances, however, it EMERSON, CITRON, VAUGHN, AND KLEIN is impossible, by directly measuring ternary cortical kernels, to distinguish between any candidate mechanisms that show a positive interaction. In addition to the temporal modeling of threshold nonlinearities and the simulation of rectifying nonlinearities described above, a candidate intensive nonlinearity that we have simulated successfully with white noise is a combination of absolute-value terms that also could be produced by inverting and threshold operations. Considering the complexity of spatial nonlinearities, further measurements and/or functional identification of the steps preceding the cortical interaction (38a, 44a) will be necessary to establish the functional interaction in more detail. The relevance of the present results for perception may be that each subunit of the small subpopulation of properly velocity-matched DS cortical receptive fields will record the passage of a moving image element over a short distance, as in a snapshot, and then hand off that image element to the next subunit. Populations of neurons using this mechanism form a possible single-cell substrate for the absence of perceptual smear in moving images ( 11) and support the principle advanced by Nakayama (64) that image motion is processed by the brain as a separate dimension.
APPENDIX A description of ternary kernels
The purpose of this APPENDIX is to develop the mathematical formalism necessary to calculate, use, and interpret ternary kernels. The properties of these kernels will be compared with and derived from the properties of Wiener kernels.
Ternary stimuli
The stimuli used for these experiments are called "white-noise ternary" (WNT) stimuli. Specifically, they are two-dimensional functions of RF position (a) and time (t), and have three luminance values, 1 t=p>, 0 (= > z , and -1 (=n). The value of the stimulus at any position and time is taken from a discrete probability distribution having values of p, z, and y2 with probabilities 4, 1 -2q, and 4, respectively. Note that the values of the WNT stimulus are symmetric in luminance and probability. The value of q = l/3 was used for the present paper (i.e., it was a uniform WNT stimulus). Lower-case variables (e.g., s) will be used to represent WNT stimuli used in the measurement of the kernels, and upper-case variables (e.g., ??) to represent arbitrary ternary ae-cell response we are interested in estimating. 
Orthogonal series
An orthogonal "Wiener-like" expansion can be used to express the response, R(t), to any ternary stimulus, S(a,t), in terms of kernels measured with a WNT stimulus, including terms up to fourth order. Similar equations can be found in Ref. The nth-order spatiotemporal kernels discussed in this paper are, in reality, 2n-dimensional objects. Although the temporal index tends to be suppressed, an n-dimensional function of time is associated with each n-dimensional combination of the spatial indices. Repeated spatial indices imply repeated temporal indices, and they imply a "diagonal" element, e.g., h3(a, a, b) is a second-order diagonal of the third-order kernel. This APPENDIX will clarify the role played by the diagonal elements of the higherorder kernels that can be measured by a WNT stimulus. It will be shown that these diagonal kernels distinguish between the response to a positive and a negative flash, and that they also contain information about how the lower-order kernels change with the stimulus strength.
Completeness
The body of this paper is concerned with the directional selectivity of cortical cells. In particular, the cell's response to a double pulse is of interest. The goal of our WNT expansion is, within the limitations of three-level stimuli at each of two positions, to describe completely the system's response to a single or double pulse. Each pulse can be an increment (p) or decrement (n) from a mean level (2) .
It is useful to count the exact number of terms needed in Q. Al to have a complete specification of the system including all double pulse interactions.
Suppose the response memory of the system is NR time units (i.e., the poststimulus time histograms would be NR time units long). Suppose further that the stimulus memory of the system is NS time units (i.e., the response to a pulse is affected by a prior pulse that occurred up to NS time units earlier).
Ignoring the spatial dependence of the kernels, the number of terms needed to specify a system's response to a ternary stimulus is 1 + 2NR + 4NR X NS. The first term corresponds to the average background response, which is specified by a single parameter. The second term gives the number of parameters that are needed to specify the response to a single flash. The factor of two is needed to handle independently the response to increments and to These terms are missing because the cubic function that is orthogonal to the zeroth-, first-, and secondorder polynomials is S3(a) -S(a) (see Table I Dependence of kernels on stimulus strength
The diagonals of the higher-order kernels specify how the lower-order kernels depend on the stimulus strength. Suppose in one experiment the kernels have been measured using a WNT stimulus that has probability q of having the positive or negative level with respect to the mean, and in the next experiment a WNT stimulus has the same luminance levels but with probability 4'. (For the stimulus to remain ternary, however, q' must be strictly 42.) The relationship between the two sets of kernels is found by using the first basis set (Eq. A3) to make the expansion (Eq. Al) for the second experiment. The results for terms up to the second-order are Al.) Triple-flash terms are diagonal terms that involve more than two distinct spatial indices (not included in the present analysis). Thus it is seen that the diagonal elements of higher-order kernels are useful for specifying how the lower-order kernels depend on the stimulus power level.
By setting q equal to 0 it is possible to express the WNT kernels (with (s2) = q') in terms of the single flash kernels (with (s2) = 0). Similarly, setting q' = 0 allow s one to express the single-flash kernels in terms of the WNT kernels. In other words, q = 0 corresponds to a conventional single-flash experiment (usually repeated periodically to improve measurement reliability).
Relationship between Wiener-like and Wiener kernels
Much of the white-noise literature has used Gaussian white-noise stimuli. The kernels obtained with Gaussian noise are called Wiener kernels. They have the advantage that the diagonal elements have the same normalization as the off-diagonal elements. WNT kernels, however, have the advantage that the higher-order diagonals can be reinterpreted in terms of the response to positive and negative increments around a mean luminance, as will be shown in the next section. The ternary Wiener-like kernels defined by Eqs. Al and A3 can be related to Gaussian Wiener kernels by techniques discussed in Klein and Yasui (42) . Equations 26-27 from that paper show how the kernels obtained from testing the system with an arbitrary WNT stimulus can be related to the Wiener kernels obtained from testing the same system using a white-noise Gaussian stimulus of the same mean luminance and power density. Thus the second-order ternary Wiener-like kernels that are shown in Figs. l-4 and 6 differ from true Wiener kernels by fourth-order terms. Note that it is not possible to assess the magnitude of any of the diagonals in the above equations using a WNT stimulus. However, the ratio of the second-to fourth-order kernel and first-to third-order kernel is estimated to be about ( 1 /NR)2 (see Eqs. 2 
Ternary kernels
When one measures kernels with a MINT stimulus, there exists an alternative representation of any spatiotemporal ternary stimulus, S(a, t). This representation is useful because the third-and fourth-order Wiener-like kernels are replaced by lower-order "ternary" kernels for positive and negative stimuli. In this way the "meaning" of the higher-order kernels is clarified in the sense that the ternary kernels show separately the responses to brief light and dark stimuli, and to their four possible combinations. The following equations define "luminance projections" for any symmetric ternaryvalued stimulus. It should be pointed out that in any attempt to estimate responses to a new stimulus, S, estimates at luminance values similar to those tested in the original measuring sequence can be made with more confidence than those at increasingly disparate values. Equation A 7 is a complete two-pulse expansion according to our earlier criterion because it has explicitly 1 + 2NR + 4NR X NS terms. The kernels in this expansion are called ternary kernels because the subscripts label the different possible ternary states of a given bar at a given time. Note that only kernels for positive and negative stimuli contribute to the response. The ternary expansion has seven terms, just as Eq. AI (the Wiener-like expansion) has seven terms. In fact, the two expansions are equivalent and the term-by-term equivalence will be made explicit later in this APPENDIX (Eqs. AI0 and All). The form of the expansion given by Eq. A7 is simpler than Eq. Al in that at most secondorder terms are present rather than fourth order. Furthermore, there is no contribution from the diagonal of the second-order ternary kernel (equal position and equal time), because stimulus terms of the form (S, -(~~)/2)~ or (S, -(s2)/2)(S, -(s2)/2) for a = b are not linearly independent of SP or Sn, and therefore are accounted for in the first three terms of Eq. A7.
A basic difference between the ternary expansion (Eq. A7) and the Wiener-like expansion (Eq. Al) is that the basis functions of the former are not orthogonal, whereas the latter are. Orthogonality of the Wiener-like expansion results from the vanishing of cross-correlations of the basis functions: (sol) = ((S2 -(s2))1) = ((S2 -(s2))S) = 0. For the ternary basis functions the cross-correlation does not vanish: ((S, -(s2)/2) @ (Sn -(s2)/2)) = -(~~)~/4.
However, there is no need to have an orthogonal basis set. In fact, the Volterra expansion in powers of S(a) is not orthogonal. The advantage of an orthogonal basis set is that a straightforward procedure is available for measuring the kernels (46), as shown in Eq. A3. For nonorthogonal basis sets a novel procedure is needed to calculate the kernels, as is discussed next.
Ternary kernel measurement
The cross-correlation expressions that allow the ternary kernels to be measured are given by for i, j = p, y2 where the sP, sn, and sz are the "luminance projections" (see Eq. A6) of the WNT stimulus. (Remember that q = (s2)/2.) The notations used in Eq. A8 can be clarified by examining the case of the first-order kernel for i = y1 (the response to a brief negative flash). For the stimulus used here in the cortical experiment, the probability was q = l/3. The cross-correlation becomes The connection between the Wiener-like kernels and the ternary kernels can be established by substituting the definition of si,j(a, t) = Si,j(a, t) for i, j = p, ~2, and z of Eq. A6 into Eq. A8. The relations between the two types of kernels are Note that kp and k, closely resemble second-order Wiener response estimates (Eq. Al) for impulsive light and dark bars, respectively. Wiener-like kernels can also be expressed in terms of ternary kernels by inverting Eq. AlO. This illustrates that some diagonals of higher-order Wiener-like kernels can be expressed in terms of lower-order ternary kernels.
Reversed-phi motion ,(a, b) and k&a, b) , respectively. The plots represent these functions of 7 by summing over the first five 7 bins after the second stimulus (the 7 variable is suppressed to permit presentation of the interaction directly in As and AT). By using Eq. AI0 these combinations can be expressed as Wienerlike kernels Figure 5E shows that the fourthorder contribution is insignificant.
Practical ternary kernel calculation
This section will outline the mathematical relationships necessary to develop a straightforward and efficient procedure for computing ternary or Wiener-like kernels, each based on ternary stimuli. Because of the multidimensional nature of the stimulus, it becomes advantageous to think of these initial computations as forming a "database" from which all kernel calculations become a simple matter of combining appropriate pieces.
As shown by Marmarelis and Marmarelis (52), spike-train output reduces the first-order kernel calculations to averaging the stimulus waveform S(ti -7) over the spike times, ti. Second-order kernels are computed by averaging S(ti -T)S(ti -7 + A7) over the spike times, ti. Normally A7, the temporal separation between the two stimuli, ranges over about half the range of 7, the time course of the interaction relative to the second stimulus. Because of the ternary nature of the stimuli, another simplification arises. Instead of multiplying the stimulus and response values for each of the firstand second-order Wiener kernel calculations (Eg. A3), each separate value is accumulated in a separate term. For the first-order ternary kernel this gives us three terms corresponding to the individual responses to the p, yt, and z levels. These are not independent, as their mean must equal ho, the mean response level, which is also calculated. The response to level z is maintained in the database as a redundant event used for checking the calculation. For the second-order responses, individual records are maintained for responses to pp, nn, pn, and np. The other five combinations can be deduced from these responses and the first-order terms (see Eq. A14).
For a single-input single-output system, this "time-locked" breakdown of the response is quick and simple to compute and may reveal temporal and intensive nonlinearities that Wiener-like kernels tend to hide, such as different responses to light and dark bars. This method becomes even more useful for multiple-input, single-output systems where spatial interactions can be the dominant nonlinearity. Multiple-input systems multiply quadratically the number of response conditions that have to be stored separately; hence the concept of a database becomes justified. In the present instance with As ranging up to t8 positions over the RF and A7 ranging from +7, 1,800 cross-spatial terms and 112 self-spatial terms have to be computed, each one storing separately the responses to four stimulus combinations. The first-order combinations are also computed, but require little time or space compared with the second order. In all, 7,696 response records are computed, each with a time-component range from -4 to +25 16-ms bins. To normalize the timelocked histograms properly, the stimulus count associated with each time-locked histogram is also stored. 
