Abstract. We present a parallel algorithm for solving backward stochastic differential equations. We improve the algorithm proposed by Gobet and Labart (2010) based on an adaptive Monte Carlo method with Picard's iterations, and propose a parallel version of it. We test our algorithm on linear and nonlinear drivers up to dimension 8 on a cluster of 312 CPUs. We obtained very encouraging efficiency ratios greater than 0.7.
Introduction
Let . ; F ; P / be a given probability space endowed with a d -dimensional standard Brownian motion W , whose natural filtration, augmented with P -null sets, is denoted by .F t / 0Ät ÄT (T is a fixed terminal time). We denote by .Y t;x ; Z t;x / the solution of the following backward stochastic differential equation ( The process Y is real-valued, whereas the process Z has values in R d (as a row vector). Solving BSDEs numerically is a very challenging issue. On a single processor system, it can require several hours of computation for high values of d . Recent advances in parallel computing hardwares such as multi-core processors, clusters and GPUs are then of high interest. Several algorithms to solve BSDEs can be found in the literature. In [16] an algorithm to solve quasilinear PDEs (associated to forward BSDEs) using a finite difference approximation is presented. Concerning algorithms based on the dynamic programming equation, we refer to [2, 6, 7, 11] . In [6] , the authors compute the conditional expectations appearing in the dynamic programming equation using Malliavin calculus techniques, whereas [11] propose a scheme based on iterative regression functions, approximated by projections on a reduced set of functions -the coefficients of the projection being evaluated using Monte Carlo simulations. In [2] and [7] , quantization techniques for solving reflected BSDEs and forward BSDEs respectively are used. Bender and Denk [3] propose a forward scheme which avoids the use of nested conditional expectations backward in time. Instead, it mimics Picard's type iterations for BSDEs and, consequently, has nested conditional expectations along the iterations. Our approach is based on the algorithm developed in [10] which combines Picard's iterations and an adaptive control variate to solve the associated nonlinear PDE (called PACV algorithm in the following). Compared to the algorithms based on the dynamic programming equation, the PACV algorithm provides regular solutions in time and space (which is coherent with the regularity of both the option price and its delta).
In this paper, we propose a parallel version of the algorithm developed by [10] , after having replaced the kernel operator by an extrapolating operator to approximate functions and their derivatives. The parallelization is far from being as simple as for crude Monte Carlo algorithms. We explain the difficulties encountered when parallelizing it and how we solved them. Our implementation relying on MPI for passing messages is therefore suitable for clusters. Finally, we present and discuss the performances of our approach for solving BSDEs appearing in financial problems, such that pricing European options in the Black-Scholes framework with a borrow rate different from the bond rate. In this context, the driver is nonlinear and pricing cannot be achieved using a standard Monte Carlo approach.
The paper is organised as follows. In Section 2, we briefly recall the link between BSDEs and PDEs which is the keystone of the PACV algorithm. In Section 3, we describe the algorithm and discuss the choice of the approximating operator and in Section 4 we explain how the parallelization has been carried out. Finally, in Section 5, we conclude the paper by some numerical tests of our parallel algorithm for pricing and hedging European basket options under constrained portfolios in dimension up to 8. 
Definitions and notations
Let C k;l b be the set of continuously differentiable functions W .t; x/ 2 OE0; T R d with continuous and uniformly bounded derivatives w.r.t. t (resp. w.r.t. x) up to order k (resp. up to order l).
By C k p we denote the set of C k 1 functions with piecewise continuous k th order derivative. For˛2 0; 1, C kC˛i s the set of C k functions whose k th order derivative is Hölder continuous with order˛.
Link between BSDEs and nonlinear PDEs
From now on, we assume the following hypothesis, which ensures among others existence and uniqueness of solutions to equations (1.1)-(1.2).
Hypothesis 2.1. We assume the following:
The driver f is a bounded Lipschitz continuous function, i.e., there exists an L f > 0 such that
is uniformly elliptic on OE0; T R d , i.e., there exist two positive constants 0 ; 1 such that for any 2 R d and any .t; x/ 2 OE0;
ˆis bounded in C 2C˛,˛2 0; 1.
b and are in C Let us also recall the link between BSDEs and semilinear PDEs, which is the keystone of the PACV algorithm. We refer to [19] or [8] for a proof of the following result.
We can link the solution .Y; Z/ of the BSDE (1.1) to the solution of a PDE. Let u be a C 1;2 function satisfying ju.t; x/j C j@ x u.t; x/ .t; x/j Ä C.1 C jxj/ and solvinǵ @ t u.t; x/ C Lu.t; x/ C f .t; x; u.t; x/; .@ x u /.t; x// D 0;
with L defined by 3 Presentation of the PACV Algorithm
Description
We present the algorithm introduced by [10] to solve standard BSDEs. Assume that we want to solve BSDE (1.1) with X starting from x at time 0. In the following, for the sake of clearness, we may omit the upper index .0; x/ when there is no possible confusion and use the notations X (resp. .Y; Z/) instead of X 0;x (resp. .Y 0;x ; Z 0;x /). Then, (2.2) gives 8t 2 OE0; T ; .Y t ; Z t / D .u.t; X t /; @ x u.t; X t / .t; X t //:
Then, solving BSDE (1.1) is equivalent to solving the semilinear PDE (2.1) on the interval OE0; T . The current algorithm provides a converging sequence of approximations .u k / k of the solution of this PDE, based on Picard's iterations combined with an adaptive Monte Carlo method. We need to approximate u on the whole domain OE0; T R d (since we want to get .Y t ; Z t / 0Ät ÄT ). Then, we need to compute each approximation u k on a grid of points. Let u k denote the approximation of the solution u of (2.1) at step k. If we are able to compute an explicit solution of (1.2), the approximation of .Y; Z/ at step k follows from (2.2):
Otherwise, we introduce the approximation X N of X obtained with a N -time step Euler scheme:
where ' N .s/ D sup¹t j W t j Ä sº is the largest discretization time not greater than s and ¹0 D t 0 < t 1 < < t N D T º is a regular subdivision of the interval OE0; T . / (where X N;t;x denotes the approximation of X t;x using an Euler scheme with N time steps) between t and T and the semilinear PDE (2.1) satisfied by u, we get that the correction term is given by
where G k denotes the -algebra generated by the set of all random variables used to build u k . In other words, the conditional expectation in equation ( From a practical point of view, the PDE (2.1) is solved on OE0; T D where D R d is chosen such that P .8t 2 OE0; T ; X t 2 D/ is very close to 1. Algorithm 3.3. We begin with u 0 Á 0. Assume that an approximated solution u k of class C 1;2 is built at step k. Here are the different steps to compute u kC1 .
Pick at random n points .t
Evaluate the Monte Carlo correction c k at step k at the points .t 
where P k is a deterministic operator, which only uses the values of the function at the points .t
Än to approximate the function on the whole domain OE0; T D. The choice of the operator P k is discussed in Section 3.2.
Choice of the operator
The most delicate part of the PACV algorithm is how to extrapolate a function h and its derivatives when only knowing its values at n points .t i ; x i / i D1;:::;n OE0; T D:
A kernel operator
In the originally published PACV Algorithm, a function h was extrapolated from the values computed on the grid by using a kernel operator of the form
where K t is a one-dimensional kernel whereas K x is a product of d one-dimensional kernels. Hence, evaluating the function h at a given point .t; x/ required O.n d / computations.
The convergence result established by [10, Theorem 5.1] was based on the properties of the operator presented in [10, Section 4] . Using the linearity and the boundedness of the operator, they managed to prove that the errors kv P k vk and k@ x v @ x .P k v/k are bounded, which is a key step in proving the convergence of the algorithm. At the end of their paper, they present an operator based on kernel estimators satisfying the assumptions required to prove the convergence of the algorithm.
An extrapolating operator
The numerical properties of kernel operators are very sensitive to the choice of their window parameters which are quite hard to tune for each new problem. Hence, we have tried to use an other solution. Basically, we have used a leastsquare approach which consists in extrapolating a function by solving a leastsquare problem defined by the projection of the original function on a countable set of functions. Assume we know the values .y i / i D1;:::;n of a function h at the points .t i ; x i / i D1;:::;n , the function h can be extrapolated by computing
where .B l / lD1;:::;p are some real-valued functions defined on OE0; T D. Onceį s computed, we set
For the implementation, we have chosen the .B l / lD1;:::;p as a free family of multivariate polynomials. For such a choice, O h is known to converge uniformly to h when p goes to infinity if D is a compact set and h is continuous on OE0; T D. Our algorithm also requires to compute the first and second derivatives of h which are approximated by the first and second derivatives of O h. Although the idea of approximating the derivatives of a function by the derivatives of its approximation is not theoretically well justified, it is proved to be very efficient in practice. We refer to [20] for an application of this principle to the computations of the Greeks for American options. In the following, we denote by PACVLS this new algorithm with the extrapolating step performed by a least-squared method.
Practical computation of the vector˛. In this part, we shall use the notation
It is quite easy to see from equation (3.6) that˛is the solution of a linear system. The value˛is a critical point of the criteria to be minimised in equation (3.6 ) and the vector˛solves
where the p p matrix A D . P n i D1 B l .t i ; x i /B j .t i ; x i // l;j D1;:::;p and the vector B D .B 1 ; : : : ; B p / . The matrix A is symmetric and positive definite but often ill-conditioned, so we cannot rely on the Cholesky factorization to solve the linear system but instead we have to use some more elaborate techniques such as a QR factorization with pivoting or a singular value decomposition approach which can better handle an almost rank deficient matrix. In our implementation of Algorithm 4.1, we rely on the routine dgelsy from Lapack [1] , which solves a linear sys-tem in the least-square sense by using some QR decomposition with pivoting combined with some orthogonalization techniques. Fortunately, the ill-conditioning of the matrix A can be improved by centering and normalizing the polynomials .B l / l such that the domain OE0; T D is actually mapped to OE 1; 1 d 0 . This reduction improves the numerical behaviour of the polynomial chaos decomposition by a great deal.
The construction of the matrix A has a complexity of O.np 2 d 0 /. The computation of˛(equation (4.3)) requires to solve a linear system of size p p which requires O.p 3 / operations. The overall complexity for computing˛is then
Choice of the .B l / l . The function u k we want to extrapolate at each step of the algorithm is proved to be quite regular (at least C 1;2 ), so using multivariate polynomials for the B l should provide a satisfactory approximation. Actually, we used polynomials with d 0 variates, which are built using tensor products of univariate polynomials and if one wants the vector space Vect¹B l W l D 1; : : : ; pº to be the space of d 0 -variate polynomials with global degree less than or equal to Á, then p has to be equal to the binomial coefficient
This little example shows that p cannot be fixed by specifying the maximum global degree of the polynomials B l without leading to an explosion of the computational cost, we therefore had to find an other approach. To cope with the curse of dimensionality, we studied different strategies for truncating polynomial chaos expansions. We refer the reader to [4, Chapter 4] for a detailed review on the topic. From a computational point of view, we could not afford the use of adaptive sparse polynomial families because the construction of the family is inevitably sequential and it would have been detrimental for the speed-up of our parallel algorithm. Therefore, we decided to use sparse polynomial chaos approximation based on an hyperbolic set of indices as introduced by [5] .
A canonical polynomial with d 0 variates can be defined by a multi-index
-i being the degree of the polynomial with respect to the variate i . Truncating a polynomial chaos expansion by keeping only the polynomials with total degree not greater than Á corresponds to the set of multi-indices ¹ 2
The idea of hyperbolic sets of indices is to consider the pseudo q-norm of the multi-index with q Ä 1´
Note that choosing q D 1 gives the full family of polynomials with total degree not greater than Á. The effect of introducing this pseudo-norm is to favor low-order interactions: this approach tends to first capture the main effects and after add some interactions with a low degree. Decreasing q leads to a sparser representation, therefore less precise but also faster to compute, which allows for considering larger total degrees while keeping the computational time reasonable.
Parallel approach
In this part, we present a parallel version of the PACVLS algorithm, which is far from being embarrassingly parallel as a crude Monte Carlo algorithm. We explain the difficulties encountered when parallelizing the algorithm and how we managed to solve them.
Detailed presentation of the PACVLS algorithm
Here are the notations we use in the algorithm.
n is the number of points of the grid.
k is the index of current Picard's iteration.
K it is the number of iterations of the algorithm.
M is the number of Monte Carlo samples.
N is the number of time steps used for the discretization of X.
p is the number of functions B l used in the extrapolating operator. This is not a parameter of the algorithm on its own as it is determined by fixing Á and q (the maximum total degree and the parameter of the hyperbolic multi-index set), but the parameter p is of great interest when studying the complexity of the algorithm.
.B l / 1ÄlÄp is a family of multivariate polynomials used for extrapolating functions from a finite number of values. 
Complexity of the algorithm
In this section, we study in details the different parts of Algorithm 4.1 to determine their complexities. Before diving into the algorithm, we would like to briefly look at the evaluations of the function u k and its derivatives. We recall that Algorithm 4.1. The PACVLS algorithm.
4:
Let W be a Brownian motion with values in R d discretised on a time grid with N time steps.
7:
Let U U OE0;1 .
8:
Compute
end for The overall complexity of Algorithm 4.1 is
To parallelise an algorithm, the first idea coming to mind is to find loops with independent iterations which could be spread out on different processors with very few communications. The iterations of the outer loop (line 2) are linked from one step to the following, consequently there is no hope parallelizing this loop. On the contrary, the iterations over i (loop line 4) are independent as are the ones over m (loop line 5), so we have at hand two candidates to implement parallelizing. We could even think of a 2 stage parallelism: first parallelizing the loop over i over a small set of processors and inside this first level parallelizing the loop over m. Actually, M is not large enough for the parallelization of the loop over m to be efficient (see Section 3.2). It turns out to be far more efficient to parallelise the loop over i as each iteration of the loop requires a significant amount of work.
Description of the parallel part Parallel topology
As we have just explained, we have decided to parallelise the loop over i (line 4 in Algorithm 4.1). We have used a Master Slave approach. In the following, we assume to have P C 1 processors at hand with n > P . We reproduce the following scheme at each step of the algorithm: (i) Send to each of the P slave processors the solution˛k computed at the previous step of the algorithm.
(ii) Spread the computation of the vector c k among the P slave processors.
(iii) Get from all the slave processors their contributions to the computation of c k and compute˛k C1 . This part is done by the master process.
Note that at the end of every iteration, i.e. after the computation the vector˛, all the processors have to be synchronised, which is obviously a bottle neck of our approach but also an intrinsic characteristic of the mathematical problem. Now, we make precise how we have implemented step ii of the above scheme Load-balancing. At step k, the computation of the vector c k requires to run a Monte Carlo computation at each point of the grid .t
. The burning issue is to know how to distribute these computations among the P slave processes. Several strategies can be used to do so, we have decided to concentrate on two approaches: the first one is fully dynamic while the second is purely static.
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Dynamic approach. At iteration k, the master assigns slave i the computation of the correction term .c k i / for all 1 Ä i Ä P . As soon as a slave process has finished its computation, it sends the result back and the master process assigns it the computation of the correction c k at an other point of the grid. The process goes on until the correction has been computed at all points. In this approach, the approximate number of communications between the master and a slave process is bn=P c C 1.
Static approach. Before starting any computations, assign to each process a block of points at which the corrections c k should be computed and send each slave process the corresponding data all at once. This way, at each iteration k, only two communications between the master and a slave process have to be initialised: one at the beginning to send the data and one at the end to get the result back.
The performances of these two strategies are compared in details in Section 6.3.
Passing messages. Considering the wide range of data to be sent and the intensive use of complex structures, the most natural way to pass these objects was to rely on the packing mechanism of MPI. Moreover, packing enables to build a message composed of objects of different types, which can therefore be passed in a single message. The numerical library we are using in the code (see Section 4.3) already has a MPI binding which makes the packing mechanism and message passing almost transparent.
Random numbers in a parallel environment
One of the basic problem when solving a probabilistic problem in parallel computing is the generation of random numbers. Random number generators are usually devised for sequential use only and special care should be taken in parallel environments to ensure that the sequences of random numbers generated on each processor are independent. We would like to have minimal communications between the different random number generators, ideally after the initialisation process, each generator should live independently of the others.
There are basically two strategies for that: either to split a unique stream in substream or to create independent streams.
(i) Splitting a sequence of random numbers across several processors can only be efficiently implemented if the generator has some splitting facilities such that there is no need to draw all the samples prior to any computations. We refer to [13, 14] for a presentation of a generator with splitting facilities. To efficiently split the sequence, one should know in advance the number of samples needed by each processor or at least an upper bound of it. To encounter this problem, the splitting could be made in substreams by jumping ahead of P steps at each call to the random procedure if P is the number of processors involved. This way, each processor uses a sub-sequence of the initial random number sequence rather than a contiguous part of it. However, as noted by [9] , long range correlations in the original sequence can become short range correlations between different processors when using substreams.
Actually, the best way to implement splitting is to use a generator with a huge period such as the Mersenne Twister (its period is 2 19937 1) and divide the period by a million or so if we think we will not need more than a million independent substreams. Doing so, we come up with substreams which still have an impressive length, in the case of the Mersenne Twister each substream is still about 2 19917 long.
(ii) A totally different approach is to find generators which can be easily parametrised and to compute sets of parameters ensuring the statistical independence of the related generators. Several generators offer such a facility such as the ones included in the SPRNG package (see [17] for a detailed presentation of the generators implemented in this package) or the dynamically created Mersenne Twister (DCMT in short), see [18] .
For our experiments, we have decided to use the DCMT. This generator has a sufficiently long period (2 521 for the version we used) and we can create at most 2 16 D 65536 independent generators with this period which is definitely enough for our needs. Moreover, the dynamic creation of the generators follows a deterministic process (if we use the same seeds) which makes it reproducible.
The library used for the implementation
Our code has been implemented in C using the PNL library (see [15] ). This is a scientific library available under the Lesser General Public Licence and it offers various facilities for solving mathematical problems and more recently some MPI bindings have been added to easily manipulate the different objects available in PNL. In our problem, we needed to manipulate matrices and vectors and pass them from the master process to the slave processes and decided to use the packing facilities offered by PNL through its MPI binding. The technical part was not only message passing but also random number generation as we already mentioned above and PNL offers many functions to generate random vectors or matrices using several random number generators among which the DCMT.
Besides message passing, the algorithm also requires many other facilities such as multivariate polynomial chaos decomposition which is part of the library. For the moment, three families of polynomials (canonical, hermite and Tchebichev 26 C. Labart and J. Lelong polynomials) are implemented along with very efficient mechanism to compute their first and second derivatives. The implementation tries to make the most of code factorization to avoid recomputing common quantities several times. The polynomial chaos decomposition toolbox is quite flexible and offers a reduction facility such as described in Section 3.2 which is completely transparent from the user's side. To face the curse of dimensionality, we used sparse polynomial families based on an hyperbolic set of indices.
Numerical experiments
In this section, we study the convergence of the PACVLS Algorithm and test its parallel version in high dimension. To do so, we compare our results with benchmarks ensuing from financial problems. Then, we apply the parallel version of the PACVLS Algorithm to price and hedge European options. We consider the case of the Black-Scholes model with a linear driver (through the pricing of European options in a standard case) and with a nonlinear driver (through the pricing of European options with a borrowing rate higher than the bond rate).
Framework
Consider a financial market with a risk-free asset satisfying dS 0 t D rS 0 t dt and d risky assets, with prices S 1 t ; : : : ; S d t at time t . We assume that .S t / satisfies the following stochastic differential equation,
on a finite interval OE0; T , where T is the maturity of the option, i represents the trend of S i and . † ij / uj is the matrix of volatility which embeds both the correlation between the assets and the volatilities of each of them. We denote by S t;x s a continuous version of the flow of the stochastic differential equation (5.1). Note that S t;x t D x almost surely. We are interested in computing the price of a European option with payoff .S T /, whereˆW R d ! R C is a continuous function and S follows (5.1).
Linear driver. We denote by V t the option price and by t the amount of the wealth V t invested in the i th stock at time t. From [8] , we know that the couple .V; / satisfies
where Â is the solution (supposed to be unique) of the linear system r1 D †Â where 1 is a vector whose elements are all 1. Then, .V; / is solution of a standard BSDE (1.1). Note that Y corresponds to V , Z corresponds to t † and the driver f .t; x; y; z/ WD ry zÂ :
Nonlinear driver. Let us now consider the hedging of claims with a borrowing rate higher than the bond rate. We refer to [8] for this example of constrained portfolio. We consider the case where the investor is allowed to borrow money at time t at an interest rate R > r, where r is the constant bond rate. We borrow and invest money in the bond at the same time, but we restrict ourselves to policies in which the amount borrowed at time t is equal to .
The strategy (wealth, portfolio) .V; / satisfies
Finding the strategy .V; / consists in solving BSDE (1.1) with the nonlinear driver f .t; x; y; z/ WD ry zÂ C .R r/ y
Numerical results
The accuracy tests have been achieved using the facilities offered by the University of Savoie computing center MUST. We consider the multidimensional BlackScholes model defined by equation (5.1). We introduce the volatility vector and assume that the volatility matrix
where the matrix L satisfies
Since we know how to simulate the law of .S t ; S T / exactly for t < T , there is no use to discretise equation (5.1) using the Euler scheme. In this section, N D 2.
We want to study the numerical accuracy of our algorithm and to do that we consider the case of European basket options for which we can compute benchmark prices by using very efficient Monte Carlo methods, see [12] for instance for an efficient high-dimensional adaptive Monte Carlo method. In the following paragraphs, we compute using our algorithm an approximation of Y at time t D 0; this value is then compared to the benchmark prices.
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Standard European put basket option (linear driver). Consider the following put basket option with maturity T ,
in the standard case, i.e., when the borrowing rate equals the bond one. M=5000 n=1000 M=50000 n=1000 M=50000 n=2000 To conclude, we notice that the larger the number of Monte Carlo simulations is, the smoother the convergence is. The influence of n does not seem so crucial.
Standard European call basket option (linear driver). Consider the following call basket option with maturity T ,
in the standard case, i.e., when the borrowing rate equals the bond one. Figure 2 represents the evolution of the approximated price of a European call option in dimension 8 for M D 5;000 (curve ( )) and for M D 50;000 (curve (C)). As for the pricing of the put basket option in dimension 5, one notices that the curve (C) converges very fast toward the reference price. This curve corresponds to M D 50;000 and n D 1;000. Curve ( ) (M D 5;000) oscillates around the reference price. As before, one notices that the larger M is, the faster the convergence is, even for small values of n. European put basket option with higher borrowing rate (nonlinear driver). Consider the put basket option with payoff given by (5.2) with maturity T when the borrowing rate differs from the bond one. In such a case, the driver is nonlinear and satisfies f .t; x; y; z/ WD ry zÂ C .R r/ y
In this case we do not have any reference price, we only study the convergence of the algorithm. Discussion on the influence of the various parameters. We have noticed in our experiments that the number of Monte Carlo samples plays a crucial role in the convergence whereas this parameter did not prove so central in the convergence rate obtained by [10] . From our point of view, this behaviour is closely related to the choice of the interpolating operator. In this article, we have chosen to consider a least-square polynomial approximation based on the reference values computed at the point .t k i ; x k i / using a Monte Carlo method. Hence, a weak accuracy on these values can lead to a fairly different polynomial approximation. In a way, the polynomial approximation tends to incorporate the noise on the original data, which explains why the numerical convergences illustrated in Figures 2 and 4 depend so much on the number of Monte Carlo samples M . This phenomenon is even emphasised for the approximation of the derivatives which definitely drive the convergence of the algorithm -at least in the nonlinear case. To improve the computation of the derivatives, one needs to consider polynomials with higher degrees, but the global degree dramatically impacts the computational cost of the algorithm, hence the use of sparse bases.
6 Performance analysis
The cluster
All our performance tests have been carried out on a PC cluster from INRIA ParisRocquencourt with 316 cores. Each node has two processors with six cores per processor: INTEL Xeon X5650 2.67 GHz. Inside one node, all the cores share 48Gb of RAM. All the nodes are interconnected using a Gigabit Ethernet network. In none of the experiments did we make the most of the multi core architecture since our code is single threaded. Hence, in our implementation a multi core processor is actually seen as many single core processors.
The performance measurements
The performance analysis of the algorithm has been carried out in the BlackScholes model in dimensions 5 and 8 in the nonlinear case, i.e., with a borrowing rate different from the bond rate and the trend is also chosen different from the bond rate.
Definition 6.1 (Efficiency). The efficiency of a parallel algorithm using n cores is defined by E.n/ D sequential computational time n computational time for n cores :
We show on Figures 5 and 6 our efficiency measures as cross marks "C". One may wonder why the efficiency graphs are so irregular; there are two reasons for that. First, since the algorithm is random, the computational time may vary slightly between two runs. Second, adding one more processor only decreases the computation time if it enables to reduce the amount of computations of the most loaded processors and this is not so frequent. Let us take an example: assume we have 2;000 correction terms to compute and 100 slave processors, each of them will compute 20 correction terms; but if instead we have 101 slave processors, 20 slave processors will compute 19 correction terms whereas the 81 other slave processors will still have to compute 20 correction terms, hence the time to wait for the result will be the same for 100 and 101 processors. We need at least 106 processors to eventually reduce the computational time; in this case, each slave processor will compute at most 19 correction terms. Therefore, we thought that an average efficiency function could be more meaningful and we decided to plot the linear regression of the efficiency measures as plain lines on our graphs (see Figures 5 and 6) .
A quick comparison of Figures 5 and 6 shows that the scalability of our approach becomes better when the dimension of the problem increases. We expected such a behaviour as the computational cost increases much faster that the communication cost. Actually, the dynamic load-balancing approach is far more sensitive to the dimension of the problem than the static one: from our experiments, the static approach always outperforms the dynamic one. We refer to Section 6.3 for a detailed analysis of the two strategies.
Load-balancing
From a theoretical point of view, the dynamic load-balancing ensures that the computations are better shared among the nodes such that all the nodes ideally stop working at the same time. This dynamic approach should show better results than the static one, but one has to take into account the extra communications induced by the dynamism. Actually, we can see from Figures 5 and 6 that our experiments contradict this theoretical intuition and we will try to understand why. To do so, we first analyse the static approach and study how we could improve it.
Static approach. The idea of the static approach is to equally spread the computations of the n correction terms .c k i / 1Äi Än . Practically, there is hardly no chance that the number of processors P divides n; hence, one has to be careful of how to treat the remainder since the computation cost of one correction term is far from negligible. Therefore, the remaining computations (n bn=P c P correction terms to be computed) are uniformly shared among all the processors, which means that some processors compute bn=P c C 1 correction terms whereas the others only compute bn=P c terms. Obviously, in this approach we assume that all the correction terms require the same computational effort, which is a realistic assumption at least at large scale. This computation effort may vary depending on the .t i / i Äi Än when using the Euler scheme; however if we assume that the number of t i is large enough, then the strong law of large numbers guarantees that the computational effort should be roughly the same for all the processors. Dynamic approach. In the dynamic load-balancing, at the beginning of every iteration, the master process entrusts every slave process with the computation of one correction term; this means that the master has to communicate with each slave. Then, as soon as a slave finishes its computation, it sends the result back to the master process which in turn sends it back a new correction term to be computed and the process goes on until all the correction terms are computed. Obviously, this way of balancing computations looks smart, but it creates far more communications than in the static approach. This is actually confirmed by our ex-periments in which the static approach is faster and shows a better scalability. The dynamic approach requires 2n communications between the master and a slave process whereas the static one requires only 2P communications. To improve the scalability of the dynamic approach, we could try to use a divide to conquer approach: we could group corrections and consider several master processes, each of them being in charge of balancing a bunch of computations. This would significantly reduce the overhead between the computations of two correction terms.
Conclusion
In this work, we have presented a parallel algorithm for solving BSDE in high dimensions and applied it to the pricing and hedging of European options with a bond rate different from the borrow rate. Solving a BSDE at large scale remains a computationally demanding problem for which very few scalable implementations have been studied. Our parallel algorithm shows an encouraging scalability in high dimensions. To improve the efficiency of the algorithm, we could try to refactor the interpolation step to make it more accurate and less sensitive to the curse of dimensionality. The interpolation step is solved sequentially for the moment and a first improvement could be to use a multi-thread solver for this part.
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