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ABSTRACT 
It is well known that a matrix is of monotone kind if and only if it has a regular 
inverse, all of whose entries are nonnegative. Motivated by a variety of practical and 
theoretical problems, in the last 15 years several generalizations of that notion have 
appeared in the literature. In this paper some generalizations of matrix monutonicity 
are investigated and practical characterizations are given. 
1. EINLEITUNG 
1st die Matrix A eines gegebenen linearen Systems Ax = b > 0 von der 
einen oder anderen Monotonie, so existiert ein nichtnegativer Vektor x, der in 
einem gewissen Sinn optimal fiir das betrachtete System ist. Das Ziel dieser 
Arbeit ist daher, fiir die in [13,15] definierten Monotoniebegriffe, die alle 
Erweiterungen des Begriffs von monotoner Art von L. Collatz [5] sind, 
praktische Charakterisierungen anzugeben. Dabei zeigt sich, daD sich diese 
Bedingungen ti nichtnegative Matrizen besonders leicht iiberpriifen lassen. 
2. BEZEICHNUNGEN 
Wir betrachten ausschIiel3lich nur reelle Matrizen. 1st A eine m x n 
Matrix (kurz: A E Rmxn) vom Rang r, so bezeichnen wir mit 
R(A) -das Bild von A, 
N(A) -den Kern von A, 
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At -die Transponierte von A, 
Ai -die Moore-Penrose Inverse von A, 
NJ A) -die Klasse der zu N(A) komplementaren Raume bzgl. R”, 
R,(A) -die Klasse der zu R(A) komplement’aren Raume bzgl. R”. 
Die Elemente aus N,(A)x R,(A) nennen wir A-zuliissig. 1st nun (M, S) 
A-zukbsig, so bezeichnen wir mit 
P M, N(A) -den Projektor auf M entlang N(A), 
P R(A), s -den Projektor auf R(A) entlang S. 
Matrizen, deren Eintragungen samtlich nichtnegativ sind, heiBen nichtnega- 
tiu. 
3. DER INVERSENBEGRIFF 
1st A eine gegebene m X n Matrix, so betrachten wir zu jedem A-zukh- 
sigen Paar (M, S) jeweils das folgende System von Matrizengleichungen: 
AGA=A, (3.1) 
GAG=G, (3.2) 
AG = ‘R(A), S) W) 
GA = ‘hf, N(A)’ (3-M) 
Speziell fiir M = R(A’) und S = N(A’) ist das entsprechende System aquiva- 
lent zu den vier Penrose Gleichungen [lo] (siehe such [6,16]), deren eindeu- 
tige Liisung man bekanntlich mit At bezeichnet. 1st {i, j, k} c { 1,2} U 
NJ A)U R,(A), so schreiben wir A{ i, j, k } fiir die Klasse derjenigen n x m 
Matrizen, welche die Matrizengleichungen (3.i), (3.j) und (3. k) erfiYrllen. Die 
Elemente dieser IUasse nennen wir { i, j, k }-Znverse von A. Eine { l}-Inverse 
heiDt vielfach such Generalisierte Znuerse (kurz: G-Inverse). Eigenschaften 
dieses Inversenkonzepts findet der Leser u.a. etwa in [13,15,17]. Unter 
A{ i, j, k}+ verstehen wir schheDlich die Klasse der nichtnegativen {i, j, k}- 
Inversen von A. 
4. DIE MONOTONIEBEGRIFFE 
In [ 13,151 werden die folgenden Begriffe als natiirliche Verallgemeinerung 
des Monotoniebegriffs eon monotoner Art von L. Collatz [5] (siehe such [7,1]) 
definiert. 
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DEFINITION 4.1. 1st A eine m x tr Matrix und {i, k} c N,(A)uR,(A), 
so heiBt A 
(a) monoton, wenn eine nichtnegative { l}-Inverse von A existiert. 
(b) streng morwton, wenn eine nichtnegative { 1,2}-Inverse von A ex- 
istiert. 
(c) {i, k}-morwton, wenn eine nichtnegative {i, k}-Inverse von A ex- 
istiert. 
(d) streng {i, k}- monoton, wenn eine nichtnegative (2, i, k }-Inverse von 
A existiert. 
DEFINITION 4.2. 1st A eine m X n Matrix vom Rang r, so nennen wir A 
(a) schwach-r-momton, wenn eine nichtsingul’are r X r Untermatrix von A 
existiert, die monoton ist. 
(b) streng-r-mm&on, wenn aIle nichtsinguharen T X r Untermatrizen von 
A monoton sind. 
In [15] interessierten uns Beziehungen zwischen einer monotonen Matrix 
vom Rang r und ihren regularen Untermatrizen der Ordnung r X r. Dagegen 
wohen wir in diesem Aufsatz praktische Charakterisierungen fur die { i, k }- 
Monotonie herleiten. Zu diesem Zweck definieren wir nun noch zwei un- 
terschiedhch starke Arten der Monomialit’at fiir nicht notwendig regr&ue 
Matrizen (siehe such [ 131). Eine reguhare Matrix heil3t bekannthch monomial, 
wenn sie sich als Prod& einer Permutationsmatrix mit einer Diagonalmatrix 
schreiben la.Bt. Wir erweitem diesen Begriff fiir eine beliebige Matrix wie 
folgt: 
DEFINITION 4.3. 1st A eine m X n Matrix vom Rang r, so nennen wir A 
(a) schwach-r-monomial, wenn eine nichtsingultie r x T Untermatrix von 
A existiert, die monomial ist. 
(b) streng-r-monomial, wenn alle nichtsing&tren r x r Untermatrizen von 
A monomial sind. 
5. EFFIZIENTE PARAMETRISIERUNGEN 
Wir bestimmen in diesem Abschnitt effiziente Parametrisierungen der 
KlassenA{i,k}fiir{i,k}cN,(A)UR,(A).Ausdiesenwerdensichdannim 
nachsten Abschnitt einfache notwendige und hinreichende Bedingungen fiir 
die {i, k}-Monotonie ergeben. 
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Seien nun also A E Wx” vom Rang r und (M, S)E N,(A)x R,(A) 
gegeben. Es ist klar, da13 sich A mittels geeigneter Permutationsmatrizen P 
und Q schreiben la& in der Form 
Z’AQt= -$- B[Z j T] =:F, 
[ 1 
(5.1) 
in der B eine nach Voraussetzung existierende nichtsingukare r X r Unterma- 
trix von A ist. AuBerdem ist es nicht schwer, die Giiltigkeit von 
[ 1 --- ; r’[z j o] l {I} 
zu uberpriifen. 
Mit Hilfe der wohlbekannten Aussagen von 
LEMMA 5.1 (R. C. Bose). Sind C und D nichtsingukire Matrinen und 
CAD = H, so gilt: 
API = {DIHUI {C>* 
und 
LEMMA 5.2 (R. A. Penrose). Mit jeder beliebigen G-Znversen G von A 
gilt: 
bekommen wir aus (5.1) und (5.2) nach einigen Umformungen die folgende 
effiziente Parametrisierung von A.{ l}. 
SATZ 5.3. 
B-‘-V12U-T(V21+V22U) I v,, 
__------_v__-_-_----‘-~- P 
21 I 2211 
v,, E RrX(m-r), v,, E RW)X’, v, E Rc”-‘)xc”-‘) . I 
CHARAKTERISIERUNGEN VON MONOTONEN MATRIZEN 83 
Im Gegensatz zu dieser Darstelhmg ist die in Lemma 5.2 gegebene 
Parametrisienmg genau nur fur den uninteressanten Fall A = 0 effizient, da 
andemfalls die Parametermatrizen V = 0 bzw. V = GAG, die dann 
voneinander verschieden sind, dieselbe G-Inverse-namlich GAG -bestim- 
men. 
Aus Satz 5.3 lassen sich such effiziente Parametrisierungen der Klassen 
pi:= A(l)(A) und !$a:= {A}A{l} ableiten. Wir erhalten 
SATZ 5.4. 
qj2= p’ -; B[B-‘-LUiL]PLER’X(“-‘) . 
i [ 1 ) 
Die Effizienz dieser Darstelhmgen wurde dabei erzielt, indem wir in den 
notwendigen Berechnungen die Parametertransformationen 
K=V,,+V,U (5.3) 
bzw. 
L = v,, + TV,, (5.4) 
durchfiihrten. 
Da wegen 
(vgl. (3.2) in [15], Kapitel 1 in [13]) b a er such die Elemente aus N,(A) die 
Klasse !@i effizient parametrisieren, 1st evident, daB zwischen den Elementen 
M aus iV,( A) und den Matrizen K aus Rcnprjxr eine eineindeutige Beziehung 
besteht. Eine analoge Beziehung ergibt sich natiirlich such zwischen den 
Elementen S aus R,(A) und den Matrizen L aus RrXcm-‘). In den weiteren 
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Untersuchungen kijnnen (und werden) wir daher K mit M und L mit S 
identifizieren. Beachten wir jetzt aber (5.3) und (5.4), so ergeben sich nun aus 
Satz 5.3 sofort such effiziente Darstellungen von A{ &I}, A{ S} und A{ M, S}. 
SATZ 5.5. 
(a) 
B-l -V,,U-TK I V,, 
---K-vc’_--/-f- P 
2.2 I 2211 
BP’-L&TV,, I L-TV,, 
_____v---___~_-_--- f 
21 I 22 1 
v,, E gn-w, v,, E p”-‘)xc”-” , 
: 
cc> 
A{ $f, S} = 
i 1 Q” B-l- LU-T(K-V,,U) / L-TV,, _____-K~vv______:_-v--- 22 I 22 11 P 
6. CHARAKTERISIERUNGEN 
Aus Satz 5.3 und Satz 5.5 ergeben sich sofort die nachfolgenden Cha- 
rakterisiexungen. 
SATZ 6.1. A ist genau nur dann 
(a) monoton, wenn nichtnegative Mat&en V12,V21,V22 existieren mit 
B ~ ’ > V,,U + TV,, + TV..,U. 
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(b) { M }-man&on, wenn nichtnegative Matrizen Viz, V,, existieren mit 
K > V,,U, B- ’ > VJJ + TK. 
(c) {S }-monoton, wenn nichtnegative Matrizen I?&, V,, exist&en mit 
L&TV&B-‘>LU+TV,,. 
(d) { M, S }-monoton, wenn eine nichtnegative Matrix V,, existiert mit 
L>,TV,,, K>V,,U, B-‘>(L-TV,,)U+TK. 
Als Korollare hierzu bekommen wir 
KOROLLAR 6.2. Zst U (T) in der Faktarisierung (5.1) nichtnegativ, so ist 
A genau nur dann { M }-monaton ({ S }- monoton), wenn K > 0 und B-’ 2 TK 
(L > 0 und B-’ > LU) ist. 
KOROLLAR 6.3. Sind U,T in (5.1) nichtnegative Mat&en, so ist die 
Morwtonie von B und die Nichtnegativitat von K (L) notwendig fur die 
{ M }-Monotonie ({ S }-Monutonie) von A. 
und 
KOROLLAR 6.4. Sind U, T in der Faktorisierung (5.1) nichtnegativ, so 
impliziert die { M, S )-Morwtonie von A die Nichtnegativitat der Mat&en L, 
K und die Monotonie von B. 
Es ist evident, da0 Umkehrungen der letzten beiden Korollare nur durch 
zusatzliche Annahmen erzwungen werden konnen. Dagegen gilt stets 
SATZ 6.5. Sind U und Tin (5.1) nichtnegative Mat&en, so sind folgende 
Aussagen zueinander aquivalent: 
(a) A ist marwton, 
(b) B ist monoton, 
(c) A ist schwach-r-morwton, 
(d) A ist streng monoton. 
Beweis. Wegen U >, 0 und T > 0 ergibt sich (b) aus (a) nach Satz 6.1(a). 
Offensichtlich folgt aus (b) sofort (c). (c) impliziert (d) nach Diagramm 5.1 in 
[15]. SchlieDlich zieht (d) wegen A{ 1,2} c A{ l} such (a) nach sich. n 
Am Ende dieses Abschnitts betrachten wir nun noch die Spezialfalle 
M = B(Af) und S = N( At). (5.1) imphziert 
R(At) = Q’R -;; 
ii Ii 
86 HANS JOACHIM WERNER 
und damit ist klar. daB 
P R(A'),N(A)= Q[ I( t ‘; Z+TTt)-‘[Z j T]Q 
ist. Ein Vergleich mit der in Satz 5.4(a) gegebenen Parametrisierung von Q 1 
liefert, da0 zu M = R(A’) die Parametermatrix 
K=Tyz+TTt)-5-l 
gehort. Aus ah&hen ijberlegungen erkennen wir, dal3 zu S = N(At) die 
Parametermatrix 
L = B_‘(Z + UW) _‘Uf 
gehort. Wir konnen nun natiirhch die Aussagen dieses Abschnitts fiir diese 
Spezialfalle umschreiben. So geht z.B. Korollar 6.2 nach einigen Umformun- 
gen iiber in 
KOROLLAR 6.6. Zst U (T) in der Faktorisierung (5.1) nichtnegativ, so ist 
A genau nur dann { R(At)}-monoton ({ N(At)}-monoton), wenn 
[I j T]+B-la0 (+]+>o) 
ist. 
7. CHARAKTERISIERUNGEN BE1 EINER NICHTNEGATIVEN 
AUSGANGSMATRIX 
Fiir eine nichtnegative Matrix A gilt eine von der Faktorisierung (5.1) 
unabhangige Version von Satz 6.5 (zum Beweis siehe [15, Diagramm 5.2 
zusammen mit der dort Satz 5.5 folgenden Bemerkung]), namlich 
SATZ 7.1. Zst A eine nichtnegative Matrix, so sind folgende Aussagen 
zueinander iiquivalent: 
(a) A ist monoton, 
(b) A ist schwach-r-monomial, 
(c) A ist streng monoton. 
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Wir erkennen hieraus aber, da13 eine nichtnegative Matrix genau nur dann 
monoton ist, wenn sie eine Faktorisienmg der Art (5.1) zul&Bt, in der B 
monomial ist. In einer entsprechenden Faktorisierung sind drnn natiirlich 
zwangsl’aufig such U und T nichtnegative Matrizen. Wir vereinbaren jetzt, in 
Zukunft stets von einer derartigen kanonischen Faktorisierung auszugehen, 
wenn wir nichtnegative monotone (also schwach-r-monomiale) Matrizen auf 
speziellere Monotonien hin untersuchen werden. 
Fur eine nichtnegative schwach-r-monomiale Matrix l&l% sich Korollar 6.2 
schreiben in der Form 
KOROLLAR 7.2. 1st A nichtnegativ und schwach-r-monomial, so ist A 
genau nur dann { M }-monton ({ S }- monoton), wenn K a0 und B-l> TK 
(L 2 0 und B-’ b LU) ist. 
Daher gilt fur die zu M gehorende Parametermatrix K einer nichtnegati- 
ven und {M }-monotonen Matrix A (in einer kanonischen Faktorisierung) 
notwendigerweise: 
(a) Sind in der i-ten Spalte von T zwei oder mehr Eintragungen positiv, so 
enthit die i-te Zeile von K nur Nullen. 
(b) En&h die i-te Spalte von T genau nur eine positive Eintragung, so 
enthalt die i-te Zeile von K maximal eine positive Eintragung. 
(c) 1st die i-te Spalte von T identisch Null, so diirfen samtliche Eintra- 
gungen in der i-ten Zeile von K beliebig, aber natiirlich mussen sie nichtnega- 
tiv sein. 
Die Parametermatrix ist dann also ganz ‘ahnlich strukturiert wie T. ;ihnliche 
Aussagen gelten such fur eine nichtnegative { S }-monotone Matrix. 
BEISPIEL 7.3. Aus Korollar 7.2 und der anschlieljenden Bemerkung folgt 
sofort, daB die Matrix 
A=[i-!-& :] 
genau nur fiir den Raum 
1 
M=R ([ Ii 0 0 
aus N,(A), zu dem die Parametermatrix K = 0 gehort, { M }-monoton ist. 
Aus Korollar 6.6 erhalten wir ferner die folgenden iiberaus praktischen 
Charakterisienmgen. 
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SATZ 7.4. Ist A nichtnegativ und schwach-r-monomial, so ist A genau 




Diese Behauptungen ergeben sich aus Korollar 6.6, beachten wir, da13 
nach Satz 3.5.14 in [ 131 etwa [Z j T] + > 0 genau nur dann gilt, wenn [I j T] 
streng-r-monomial ist. 
BEISPIEL 7.5. Die Matrix 
1 0 1 
A= [ o 1 0 1  1  
ist offensichtlich schwach-r-monomial und damit nach Satz 7.1 such monoton. 
Schreiben wir A nun in der Form 
A= [-<$-][l 1 A], 
so ist nach Satz 7.4 auBerdem klar, da13 A zwar { R(Af)}-monoton, nicht aber 
{ N( At )}-monoton ist. 
Uberdies erhalten wir fur die Klasse der nichtnegativen GInversen die 
folgende parametrische Darstehung 
A(l)+= { [‘k” % +,l:. 
Aus Satz 7.4 erhalten wir schlieBlich noch 
SATZ 7.6. Eine nichtnegative Matrix A ist genau nur dann 
{WA?, WAY}- morwton, wenn sie streng-r-monomial ist. 
8. ANWENDUNGEN 
In diesem vorletzten Abschnitt wenden wir uns einigen einfachen 
Anwendungsm@Iichkeiten der obigen Theorie zu. Seien V und W gegebene 
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positiv definite Mat&en der Ordnung m x m bzw. n x n. Mit 1). 1) v und 1). lJw 
bezeichnen wir die elliptischen Normen, die sich mittels V und W in 
bekannter Weise auf R” bzw. R” definieren lassen. 
Fiir das lineare System 
Ax=b>O (8.1) 
gelten die folgenden Resultate: 
SATZ 8.1. 1st b E R(A) und ist A monoton, so existiert eine nichtnegative 
L&sung von (8.1). Eine solche Losung wird dann durch Gb mit G E A{ l} + 
gegeben. 
SATZ 8.2. 1st b E R(A) und ist A { Wp’R(At)}-monoton, dann ist such 
die Liisung minim&r W-Norm von (8.1) nichtnegativ. Sie l@t sich dann mit 
G E A{ W-lR(At)} + schreiben in der Form Gb. 
1st das System (8.1) dagegen inkonsistent, so bekommen wir 
SATZ 8.3. 1st A { VIN( A’)}- monoton, so besitzt (8.1) eine nichtnegative 
verallgemeinerte LSLiisung, d. h. es exist&t eine nichtnegative Losung des 
Optimierungsprogramms: Minimiere 1 I b - Ax 11”. Eine derartige Losung ist 
dann durch Gb mit G E A { V- ‘N( A’)} + gegeben. 
SATZ 8.4. Zst A streng { W- ‘R( At ),V ’ N( At )}-monoton, so ist such die 
verallgemeinerte LSLiisung mit minim&r W-Norm des Systems (8.1) 
nichtnegativ. 
9. SCHLUSSBEMERKUNGEN 
Eine Vielzahl von praktischen und theoretischen Problemen fiihrte in den 
letzten fiinfzehn Jahren zu einer raschen Weiterentwicklung der Theorie der 
monotonen Matrizen. Erganzend zu Abschnitt 8 verweisen wir den Leser auf 
das Buch [3] von Berman und Plemmons, in dem weitere Anwendungen-so 
beispielsweise im geschlossenen Modell der Input-Output Analyse, in der 
Theorie der Markov-Ketten, bei bestimmten Problemen der linearen Opti- 
mierung und bei Iterationsverfahren zur Losung von konsistenten linearen 
Gleichungssystemen (hierzu siehe such [8])-aufgezeigt und diskutiert 
werden. 
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AuBerdem weisen wir darauf hin, da13 dieser Artikel in eine Serie von 
neueren Arbeiten-siehe [2], [9], [ll-151 und andere-hillt, die alle darauf 
abzielen, die verschiedenen Matrizenmonotonien zu charakterisieren bzw. 
Beziehungen zwischen diesen Begriffen aufzudecken. Insbesondere werden 
Resultate der vorliegenden Arbeit in [9] dazu benutzt, urn ausfiihrlich MP 
Matrizen-das sind Matrizen, die eine nichtnegative {l}-Inverse von vollem 
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