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ABSTRACT
Whether or not the rich star cluster population in the Large Magellanic Cloud (LMC)
is affected by significant disruption during the first few ×108 yr of its evolution is
an open question and the subject of significant current debate. Here, we revisit the
problem, adopting a homogeneous data set of broad-band imaging observations. We
base our analysis mainly on two sets of self-consistently determined LMC cluster
ages and masses, one using standard modelling and one which takes into account the
effects of stochasticity in the clusters’ stellar mass functions. On their own, the results
based on any of the three complementary analysis approaches applied here are merely
indicative of the physical conditions governing the cluster population. However, the
combination of our results from all three different diagnostics leaves little room for any
conclusion other than that the optically selected LMC star cluster population exhibits
no compelling evidence of significant disruption – for clusters with masses, Mcl, of
log(Mcl/M⊙) & 3.0–3.5 – between the age ranges of [3–10] Myr and [30–100] Myr,
either ‘infant mortality’ or otherwise. In fact, there is no evidence of any destruction
beyond that expected from simple models just including stellar dynamics and stellar
evolution for ages up to 1 Gyr. It seems, therefore, that the difference in environmental
conditions in the Magellanic Clouds on the one hand and significantly more massive
galaxies on the other may be the key to understanding the apparent variations in
cluster disruption behaviour at early times.
Key words: galaxies: evolution – galaxies: individual (Large Magellanic Cloud) –
galaxies: star clusters
1 INTRODUCTION
Star clusters are the most highly visible stellar population
components in galaxies beyond the Local Group. Their in-
tegrated properties are generally used to trace, e.g., their
host galaxy’s star (cluster) formation history, the impact
and time-scales of the most recent (major) mergers or close
encounters with any neighbouring galaxies, and the extent
to which environmental conditions drive the evolution of star
cluster systems in their own right.
The galaxies in the Local Group represent unique
benchmarks which can be used to verify analyses based on
integrated cluster properties using resolved stellar photome-
try (e.g., de Grijs & Anders 2006; Colucci & Bernstein 2012;
Baumgardt et al. 2013; Cezario et al. 2013; de Meulenaer et
⋆ E-mail: grijs@pku.edu.cn
al. 2013). As such, the star cluster systems in the Small and
Large Magellanic Clouds (SMC, LMC) can provide unique
insights into the properties of their resolved star cluster pop-
ulations. Prompted by recent claims (Chandar, Fall & Whit-
more 2010a; Chandar, Whitmore & Fall 2010b) and coun-
terclaims (e.g., Baumgardt et al. 2013) that the disruption
rate of star clusters in the LMC may be significant from
early ages (a few Myr) up to an age of ∼ 1 Gyr, we decided
to revisit this issue based on a number of complementary
approaches.
Chandar et al. (2010a,b) determined the cluster popula-
tion’s age and mass distributions based on fits to the broad-
band spectral-energy distributions (SEDs) from Hunter et
al.’s (2003) comprehensive database of integrated LMC clus-
ter photometry. They used simple stellar population (SSP)
models characterized by fully sampled stellar mass functions
(MFs) for their parameter derivation (cf. Section 2). Two
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other studies used exactly the same photometric database
to independently determine the clusters’ ages and masses.
Specifically, de Grijs & Anders (2006) adopted fully sam-
pled SSP models to determine the LMC cluster population’s
properties, while Popescu et al. (2012) took into account
the effects of stochastically sampled stellar MFs, which be-
come particularly noticeable for cluster masses below a few
×104 M⊙ (cf. Section 3). Given that these studies all used
the same basic cluster photometry, it is instructive to first
compare Chandar et al.’s (2010a,b) results with those of de
Grijs & Anders (2006), since both teams based their pa-
rameter determinations on the same underlying physical as-
sumptions (barring small differences between the actual SSP
models used, which we discuss below where relevant). We
will then proceed by properly taking into account the effects
of stochastic sampling of the clusters’ stellar MFs, which
is arguably a physically sounder assumption for lower-mass
clusters.
This debate goes beyond the mere niche of the question
as to how star cluster populations evolve. Most importantly,
it touches upon the process in which disrupting star clusters
populate their host galaxy’s galactic field. At present, two
competing theories hold sway in this area. One supports the
idea that early star cluster disruption is independent of clus-
ter mass and does not depend on the clusters’ environment
either (e.g., Chandar et al. 2010a,b; Fall & Chandar 2012),
which must be contrasted with the view that environmen-
tal differences lead to different cluster disruption signatures,
which may also exhibit a dependence on cluster mass (e.g.,
de Grijs & Goodwin 2008, 2009, and references therein; see
also Lamers 2009). In this paper we will show that, at least
for the LMC and for the data set in common among all com-
peting studies (Hunter et al. 2003; de Grijs & Anders 2006;
Chandar et al. 2010a,b; Popescu et al. 2012; Baumgardt et
al. 2013), the overwhelming evidence rules out – at high sta-
tistical significance – substantial cluster disruption at early
times (t . 108 yr). In Section 6.1, we will place these results
in a more general context.
2 CLUSTER DATA
In de Grijs & Anders (2006) we compared the physical pa-
rameters of the LMC’s star cluster population obtained from
resolved photometry and spectroscopy on the one hand and
integrated SEDs on the other. This was necessarily restricted
to age comparisons of the more massive LMC sample clus-
ters, as constrained by the availability of prior age determi-
nations in the literature at that time. Using our AnalySED
tool for star cluster analysis based on broad-band SEDs as-
suming fully populated stellar MFs (Anders et al. 2004b),
we re-analysed the current most comprehensive database of
integrated LMC cluster photometry (Hunter et al. 2003).
Prior to this, we had already concluded (de Grijs et al.
2005) that application of the AnalySED approach based
on standard modelling employing the galev SSP models
(Kotulla et al. 2009; and references therein, as well as subse-
quent, unpublished updates) showed that the relativemasses
within a given cluster system can be determined to very
high accuracy (provided that the clusters’ stellar MFs are
well-populated), depending on the specific combination of
passbands used (Anders et al. 2004b). Under the conditions
explored in de Grijs et al. (2005), we found that the ab-
solute accuracy with which the cluster mass distribution
can be reproduced using different model approaches (in-
cluding different SSP models, filter combinations, and in-
put physics) is σM = ∆〈log(Mcl/M⊙)〉 ≤ 0.14, compared
with σt = ∆〈log(t yr
−1)〉 ≤ 0.35 for the age distribution:
“[t]his implies that mass determinations are mostly insensi-
tive to the approach adopted” (de Grijs et al. 2005), because
the mass-to-light ratio of a given SSP depends only weakly
on the population’s age, at least within reasonably narrow
age ranges. In any cluster analysis used to derive ages and
masses, the age uncertainties are, by far, the most signifi-
cant.
Driven by a number of controversies that had appeared
in the literature (Chandar, Fall & Whitmore 2006; Gieles,
Lamers & Portegies Zwart 2007), we proceeded to apply our
analysis approach to the SMC’s star cluster system (de Grijs
& Goodwin 2008), based on Hunter et al.’s (2003) broad-
band magnitudes. We concluded that the optically selected
SMC star cluster population has undergone at most ∼ 30
per cent disruption between the age ranges of approximately
[3–10] Myr and [40–160] Myr, a process often referred to as
‘infant mortality’.1 We ruled out an alleged (Chandar et
al. 2006) 90 per cent cluster disruption rate per decade of
log(t yr−1) for t ≤ 109 yr.
In the mean time, Chandar et al. (2010a,b) have used
the same Hunter et al. (2003) photometric database, com-
bined with their independently determined yet unpublished
age and mass estimates for 854 LMC clusters, to raise a new
controversy. They suggest that a scenario in which clusters
undergo gradual, mass-independent disruption up to t ∼ 1
Gyr provides the best match to the data. However, Baum-
gardt et al. (2013) recently concluded that significant cluster
disruption appears to set in only after an age of ∼ 200 Myr
(see also de Grijs & Goodwin 2009). This latter conclusion is
consistent with the results of Parmentier & de Grijs (2008).
Neither of these latter authors focussed on the evolution of
the youngest clusters, however, nor did Baumgardt et al.
(2013) explore the apparent discrepancies with Chandar et
al. (2010a,b) in detail. Addressing these two aspects is what
we set out to do here.
In addition, upon close inspection of the LMC clus-
ter database (which was kindly provided by D. Hunter), it
turns out that it includes a significant number of duplicate
clusters. These duplicates were not in all cases identified
by Hunter et al. (2003), but they only become apparent
based on a detailed comparison of the spatial distribution of
the clusters. We hence proceeded to clean the Hunter et al.
(2003) database, resulting in a sample of 748 unique clusters
(see also Popescu, Hanson & Elmegreen 2012; Baumgardt et
al. 2013).
Figure 1a shows the LMC cluster distribution in the di-
agnostic age–mass diagram based on our cleaned database;
the relevant cluster parameters are included in Table 1.
The original integrated cluster photometry is available from
Popescu et al. (2012; their tables 1 and 2). At first glance,
1 When we refer to ‘infant’ mortality in this paper, this relates to
the mass-independent disruption of a fraction of the total cluster
sample owing to rapid gas expulsion during the first ∼ 107 yr
(with an upper limit of 2–4× 107 yr) of the population’s lifetime.
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Table 1. LMC cluster positions and derived parameters.
RA (J2000) Dec (J2000) MV log(t yr
−1) log(Mcl/M⊙) Cluster name(s)
(hh mm ss.ss) (dd mm ss.ss) (mag) (min) (best) (max) (min) (best) (max)
04 44 47.00 −69 38 31.83 −4.120 8.134 8.318 8.358 3.009 3.161 3.190 LW46, KMHK63
04 44 59.63 −70 18 05.40 −3.807 7.944 8.000 8.301 2.730 2.764 2.998 BSDL14
04 45 05.91 −68 47 43.18 −1.641 6.903 7.857 8.301 1.029 1.892 2.220 SL27, KMHK64
04 45 08.87 −69 48 11.20 −2.624 7.964 8.326 8.422 2.267 2.542 2.611 LW49, KMHK67
04 45 41.00 −70 59 23.00 −3.789 8.064 8.334 8.408 2.791 3.000 3.053 SL31, LW53, KMHK75
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
Notes:
The 1σ uncertainties in the age and mass estimates are represented by the differences between the ‘best’ values and the minimum/
maximum allowable solutions from the analysis of de Grijs & Anders (2006), who adopted Z = 0.4 Z⊙ and E(B − V ) = 0.1 mag. Table
1 is published in its entirety in the electronic edition of the paper. A portion is shown here for guidance regarding its form and content.
Figure 1. (a) Age–mass distribution (de Grijs & Anders 2006)
of the 748 optically selected LMC clusters based on our updated
database. (b) As panel (a), but for the parameters determined
by Popescu et al. (2012; their tables 1 and 2) for 920 LMC clus-
ters. For reasons of presentational clarity we have omitted the
relevant error bars on the data points in both panels, although
they have been taken into account properly in our analysis (see
text). The solid (red) lines indicate the approximate 50 per cent
completeness limits, MV ≃ −4.3 mag, based on the galev SSP
models. The blue dashed boxes indicate a section of parameter
space which will be discussed in Section 5.1.
two narrow features in the age distribution are apparent.
These so-called ‘chimneys’ at log(t yr−1) = 6.6 and ∼ 7.2
are associated with, respectively, the minimum age included
in our SSP models (any clusters characterized by younger
SEDs are returned to the youngest age by our fitting rou-
tines) and the onset of red supergiants in realistic stellar
populations. The latter chimney is an artefact caused by a
local minimum in parameter space. We also note that the
observational completeness limit (indicated by the solid red
line, which represents the ∼ 50 per cent completeness level,
at MV ≃ −4.3 mag; for a discussion, see de Grijs & Anders
2006) is a function of age, so that – depending on the age
range of interest – one needs to vary the minimum mass to
compare and assess the MFs of different cluster subsamples.
Finally, we explored whether any other existing
databases of LMC cluster parameters could be exploited to
support the analysis presented in this paper. We specifically
focussed on the catalogue of Glatt, Grebel & Koch (2010),
who compiled data of 1193 populous LMC clusters with ages
of up to 1 Gyr based on the most up-to-date and compre-
hensive LMC object catalogue of Bica et al. (2008). Glatt et
al. (2010) used the optical broad-band photometry from the
Magellanic Clouds Photometric Survey (MCPS; Zaritsky et
al. 2004) to construct colour–magnitude diagrams (CMDs)
and subsequently determined ages for their entire sample
based on isochrone fits. Unfortunately, the lower age bound-
ary pertaining to the Glatt et al. (2010) sample is poorly de-
fined. They only performed isochrone fitting of CMDs associ-
ated with objects identified as genuine clusters (flagged ‘C’)
by Bica et al. (1996). This selection resulted in poorly un-
derstood systematic effects, however: (i) Bica et al.’s (1996)
classification is, essentially, based on visual examination and
hence affected by subjectivity, and (ii) very young objects
are usually classified as ‘associations’ or ‘nebulae’, which
leads to a subjective, variable lower age limit of ∼ 10 Myr
to the Glatt et al. (2010) sample. These considerations ren-
der the applicability of the latter catalogue rather limited
in the context of our assessment of the reality of early star
cluster disruption in the LMC. Nevertheless, this database
can and will be used to provide circumstantial support to
our results in Section 5.
3 STOCHASTICITY IN THE CLUSTERS’
STELLAR MASS FUNCTIONS
In analyses of integrated star cluster photometry, one must
be careful to assess the effects of stochastic sampling of
the stellar initial MF (IMF). Particularly for cluster masses
Mcl . a few× 10
4M⊙, broad-band SEDs may yield signifi-
cantly different ages and – to a lesser extent – masses than
the true cluster parameters (e.g., Cervin˜o, Luridiana & Cas-
tander 2000; Cervin˜o et al. 2002; Cervin˜o & Luridiana 2004,
2006; Barker, de Grijs & Cervin˜o 2008; Ma´ız Apella´niz 2009;
Popescu & Hanson 2010; Fouesneau & Lanc¸on 2010; Silva-
Villa & Larsen 2010, 2011; Fouesneau et al. 2012; Popescu
et al. 2012; Anders et al. 2013). Since our cluster mass es-
timates go down to a few ×103M⊙, one should expect that
our results would also be affected by stochasticity, although
c© 2013 RAS, MNRAS 000, 000–000
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we point out that in de Grijs & Anders (2006) we found
excellent agreement between our age estimates based on
broad-band SED analysis and those from resolved photom-
etry or spectroscopy, provided that the effects of the age–
extinction and age–metallicity degeneracies are duly taken
into account.
Recently, Popescu et al. (2012) re-analysed the LMC
cluster photometry of Hunter et al. (2003) using their novel
masscleanage approach, which allows one to take into ac-
count the effects of stochastic sampling of the stellar MF
and, hence, determine the uncertainties associated with
adoption of such MFs. The age–mass diagram based on their
modelling is shown in Fig. 1b. Although both panels of Fig.
1 show appreciable differences in the details, the overall dis-
tributions appear fairly similar in terms of their coverage of
the relevant parameter space, particular once one considers
the clusters well above the 50 per cent completeness limit
(e.g., both catalogues are roughly equally split into clusters
younger and older than 100 Myr). Most importantly in the
context of the present work, the Popescu et al. (2012) results
yield significantly lower masses for a fraction of the LMC
clusters (i.e., those located below the generic 50 per cent
completeness limit), which is an expected effect of fitting in-
tegrated magnitudes affected by stochastically sampled stel-
lar MFs with fully sampled SEDs (e.g., Silva-Villa & Larsen
2010, 2011; Anders et al. 2013). We also note that Popescu
et al.’s (2012) cluster ages extend up to log(t yr−1) = 9.5,
while the galev models used to construct Fig. 1a include
older ages. Close inspection of both sets of results shows
that of the 10 clusters rendered older than log(t yr−1) = 9.5
by our galev-based approach, six and four were returned
as, respectively, log(t yr−1) ∼ 9 and log(t yr−1) < 8 by the
masscleanage approach.
Baumgardt et al. (2013; their fig. 2) compared the age
determinations of de Grijs & Anders (2006) with those of
Popescu et al. (2012) and found a systematic deviation from
the one-to-one locus. They suggested that this tilt in the
distribution is most likely caused by the effects of stochas-
ticity. Here, we make an effort at quantifying the impact
of stochastic effects, since this will be important for the
discussion in the remainder of the paper. In Table 2 we
compare the slope (including the statistical uncertainty in
the fit) in the log(t yr−1) [de Grijs & Anders 2006] versus
log(t yr−1) [Popescu et al. 2012] diagram for (i) different
low-mass limits and (ii) using both the de Grijs & Anders
(2006) and the Popescu et al. (2012) cluster mass deter-
minations as our basis. It appears that for cluster masses
log(Mcl/M⊙) & 3.0–3.5 (where the value of the lower limit
depends on the database used for the mass determination),
the age comparison is statistically consistent with a one-to-
one distribution. Among the clusters younger than 109 yr
(the age range of interest in this paper) in the de Grijs & An-
ders (2006) sample, 142 of 550 (25.8 per cent) are less mas-
sive than log(Mcl/M⊙) = 3.0 yet brighter than the canonical
selection limit at MV = −4.3 mag. A similar fraction, 21.6
per cent (119 of 552 clusters), meet the same selection cri-
teria in the Popescu et al. (2012) sample.
This conclusion is also consistent with the statistical
differences between the cluster mass determinations. Fig. 2
shows the extent to which the de Grijs & Anders (2006)
and Popescu et al. (2012) masses are comparable. The top
panel shows the individual mass measurements and their
Figure 2. Comparison of cluster masses determined by de Grijs
& Anders (2006) and Popescu et al. (2012). Top: Direct compari-
son, including uncertainties. Bottom: Representation as a density
distribution.
associated uncertainties. The bottom panel is based on the
same data set, but here we use a density distribution to
highlight the locus of the majority of our sample clus-
ters. It is clear that, for clusters with log(Mcl/M⊙) . 3.5,
the Popescu et al. (2012) masses are systematically higher
than their counterparts from de Grijs & Anders (2006). For
higher-mass clusters, the similarity between both studies
is, in fact, quite close. The masses and ages in both data
sets are statistically similarly distributed for clusters with
log(Mcl/M⊙) ≥ 3.5, within the associated uncertainties. For
instance, for log(Mcl/M⊙) ≥ 3.0 (3.5), the slope in Fig. 2 is
1.04± 0.05 (1.00 ± 0.08).
As a result of these considerations, we are confident
c© 2013 RAS, MNRAS 000, 000–000
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Table 2. Quantitative, statistical comparison of the derived LMC cluster ages for different sample selections.
Sample Referencea Slopeb Referencea Slopeb
All clusters N/A 0.82± 0.02 N/A 0.82± 0.02
log(Mcl/M⊙) ≥ 3.0 de Grijs & Anders (2006) 0.96± 0.04 Popescu et al. (2012) 0.90± 0.03
log(Mcl/M⊙) ≥ 3.5 de Grijs & Anders (2006) 1.03± 0.06 Popescu et al. (2012) 1.03± 0.03
log(Mcl/M⊙) ≥ 4.0 de Grijs & Anders (2006) 1.00± 0.11 Popescu et al. (2012) 1.07± 0.04
Notes:
a Database used to determine the lower mass limit; b Horizontal axis: age determinations from de Grijs & Anders (2006); vertical axis:
age determinations from Popescu et al. (2012).
that the effects of stochasticity in the clusters’ stellar MFs,
while clearly present, do not significantly impede our anal-
ysis. In the remainder of this paper and where relevant, we
will split up our sample of LMC clusters into different mass-
limited subsamples, to explore specifically whether stochas-
tic sampling effects could have a significant impact on our
conclusions. Finally, and perhaps most importantly, we also
note that the comparison studies using this same database
(in particular Chandar et al. 2010a,b) are similarly affected
by these effects. The effects of taking into account stochas-
tic sampling become clear when we consider the numbers of
young, ≤ 109 yr-old clusters between log(Mcl/M⊙) = 3.0
and 3.5 in both of our catalogues. We find a total of 179
clusters (32.5 per cent) of clusters in this selection box in
the de Grijs & Anders (2006) database, compared with 262
objects (47.6 per cent) in the Popescu et al. (2012) tables.
4 CLUSTER MASS FUNCTIONS
In de Grijs & Goodwin (2008) we explored the potential ef-
fects of star cluster infant mortality in the SMC by analysing
the cluster MFs as a function of age. Particularly for the
youngest ages, cluster MFs are well described by power-law
distributions of the form Ncl ∝M
−α
cl , where Ncl is the num-
ber of clusters of mass Mcl, while the power-law slope α is
usually close to 2 (e.g., de Grijs et al. 2003; Portegies Zwart,
McMillan & Gieles 2010; Fall & Chandar 2012). Here we ap-
ply the same analysis techniques to our LMC sample. One
significant advantage of using the LMC cluster sample com-
pared with the SMC cluster population is its approximately
threefold larger number of clusters, resulting in compara-
tively smaller statistical uncertainties.
Figure 3 shows the cluster MFs for five statistically com-
plete LMC cluster subsamples, based on both the de Grijs
& Anders (2006) and Popescu et al. (2012) age and mass
determinations (left- and right-hand columns, respectively).
We have included the best power-law fits as black dash-
dotted lines. Note that in the representation where we show
log(Ncl) as a function of log(Mcl), the canonical power-law
index of −2 translates into a slope of −1. It is clear that for
log(t yr−1) . 8.0–8.5 (depending on the parameter set used
for the analysis) the MFs are well described by such a canon-
ical power-law function. The red dashed lines represent these
power laws with a slope of −1 in the parameter space defined
by Fig. 3. In panels (b)–(e) and (g)–(j) we show the canon-
ical MFs, scaled from the best-fitting loci in Figs 3a and 3f,
respectively, by the difference in age range between the pan-
els. In de Grijs & Goodwin (2008), we explained that the
main uncertainties introduced by adopting this method are
owing to fluctuations caused by small-number statistics in
the youngest age range and the exact length of the youngest
age range, for which we adopted a minimum age for opti-
cally visible clusters of 3 Myr. The youngest age limit is set
by the time it takes a cluster to emerge from its natal gas
and dust cloud and become optically visible (cf. de Grijs &
Goodwin 2008).
The scaled canonical cluster MFs provide remarkably
good matches to the MFs in, respectively, panels (b)–(c) and
(g)–(h), given the simplifying underlying (null) hypothesis
of constant cluster formation. The small apparent difference
between the canonical and best-fitting slopes in panel (b)
– although they are still comparable within the formal sta-
tistical uncertainties – is likely owing to the appearance of
red supergiants in this age range, combined with the possi-
ble effects of stochasticity. (The presence of red supergiants
in stochastically sampled clusters will cause SED fits based
on fully sampled IMFs to return cluster masses that are bi-
ased towards higher values.) Stochastic sampling effects are
also the likely cause for the ∼ 1–2σ slope discrepancy seen
in panel (h). Based on this analysis alone, it appears that
the effects of significant cluster disruption become apparent
only beyond log(t yr−1) ∼ 8. Although we do not claim that
this result on its own validates the assumption of constant
cluster formation, nor the absence of rapid cluster disrup-
tion in the LMC, it contributes to the overall, self-consistent
picture of early cluster evolution which we are painting in
this paper.
Under the assumption that the cluster formation rate
has remained roughly constant (within 10 per cent for
t ≤ 109 yr; cf. Maschberger & Kroupa 2011; see also Sec-
tion 6.1), we conclude on the basis of Fig. 3 that there is
no compelling evidence of significant mortality, either in-
fant mortality or disruption up to ∼ 100 Myr and within
the Poissonian uncertainties. In the next section, we will at-
tempt to quantify the maximum disruption rate allowed by
the data and the corresponding uncertainties.
5 DISRUPTION OR EVOLUTION?
To underscore the key result from the previous section,
in Fig. 4 we plot the LMC cluster age distribution ex-
pressed in number of clusters per Myr. We show both the
full, magnitude-limited LMC cluster sample and three mass-
limited subsamples. In addition, we have included two ar-
rows to highlight the main differences between the theoreti-
cal expectations for no cluster infant mortality and a 90 per
c© 2013 RAS, MNRAS 000, 000–000
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Figure 3. Cluster MFs for statistically complete LMC cluster subsamples. Age and mass ranges are indicated in most panel legends; for
panels (f)–(i) we have adopted a minimum cluster mass of 103 M⊙. The vertical dotted lines indicate the low-mass limits adopted for
the power-law distributions; for panels (a)–(e) and (i)–(j), these represent the approximate 50 per cent completeness limits. Error bars
represent Poissonian errors, while the (red) dashed lines represent cluster MFs of ‘canonical’ slope α = 2, shifted vertically as described
in the text. Except for the dashed line in the top panels, these canonical MFs are not fit results. The (black) dash-dotted lines represent
the best-fitting cluster MFs for 3.0 ≤ log(Mcl/M⊙) ≤ 5.0; for panels (d), (e) and (j) we used the selection limit as lower fitting boundary.
cent disruption rate per decade in age. Both predictions also
include the usual effects of stellar evolution and fading, i.e.,
they follow standard SSP evolution as implemented in the
galev models. Just as for the SMC cluster system, if we
force it to pass through the data point associated with the
youngest age range, the blue, long-dashed arrow does not
appear to describe any of the trends even remotely satisfac-
torily for ages up to t = 108 yr. Specifically, we can rule out
a 90 per cent disruption rate per decade of age up to an age
of 1 Gyr at the & 8σ level (where σ refers to the Poissonian
uncertainties shown in Fig. 4).
As additional support of this conclusion, in Fig. 5 we
reproduce the LMC cluster age distribution based on the
full de Grijs & Anders (2006) sample (Fig. 4), and add the
equivalent distributions based on both the Popescu et al.
(2012) and the Glatt et al. (2010) catalogues, using the same
selection limit. Although the Glatt et al. (2010) database in-
cludes stars down to V ∼ 24 mag, their LMC stellar census
used to construct cluster CMDs is significantly incomplete
below V ≃ 23 mag (which limits their cluster age determi-
nations to a maximum of ∼ 1 Gyr). This implies that many
low-mass, low-luminosity clusters are likely yet to be de-
tected. The census of brighter, more massive clusters is sig-
nificantly more complete and comparable among all studies
(cf. Baumgardt et al. 2013). However, since in this paper we
will apply the same selection limits to the Glatt et al. (2010)
data as to the de Grijs & Anders (2006) and Popescu et al.
(2012) samples,2 the results should be comparable for the
appropriate age ranges. Recall that Glatt et al. (2010) only
2 To convert the apparent magnitudes of Glatt et al. (2010) to
considered clusters aged between ∼ 10 Myr and 1 Gyr, but
note as a caveat that for the youngest ages in the catalogue
the cluster census may be somewhat incomplete owing to
a potentially variable lower-age limit (see Section 2). These
authors provide ages, extinction values and integrated V -
band photometry for all clusters in their sample; although
they do not state specifically whether their V -band magni-
tudes have been extinction-corrected, our interpretation of
their description is that they are (but this makes a negligible
difference to our results, in any case).
Reassuringly, all three distributions exhibit the same
overall behaviour and even their absolute scaling renders
the distributions virtually indistinguishable. All three sam-
ples, based on two independent photometric catalogues and
three independently determined age distributions, are con-
sistent with an age distribution for ages up to ∼ 108 yr that
is best described by simple stellar evolution (i.e., evolution-
ary fading), without the need for additional disruption. In
all three cases, the slope of the distribution becomes signifi-
cantly steeper only for ages in excess of 100 Myr, where we
are likely witnessing the onset of dynamical disruption (cf.
Boutloukos & Lamers 2003; Lamers et al. 2005).
If we now compare Figs 4 and 5 with fig. 17 (left) of
Chandar et al. (2010a), we first note that for ages & 108
yr, the overall distributions appear fairly similar, with a sig-
nificant steepening of the distribution occurring around 100
Myr. However, for younger ages, the Chandar et al. (2010a)
distribution is ‘negatively curved’, compared with the ‘posi-
absolute magnitudes, we adopted the canonical LMC distance
modulus of (m−M)0 = 18.50 mag.
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tively curved’ age distributions resulting from the three cat-
alogues considered in this paper. In fact, this appearance is
predominantly driven by Chandar et al.’s (2010a) youngest
age bin, which exhibits a clear excess in cluster numbers
compared with the youngest age bin in the other distribu-
tions discussed in this context. We will explore the back-
ground to this apparent discrepancy in the next section.
5.1 Discrepancies
Note that one of the main differences between our results
and those of Chandar et al. (2010a,b) is driven by our respec-
tive analysis methods. Chandar et al. (2010a,b) characterize
their entire age- and mass-limited cluster (sub-)samples by
a single disruption law (i.e., a straight-line fit in their equiv-
alent representations of our Fig. 4), which may not be war-
ranted, as we show here. Our approach, on the other hand,
is to explore whether a 90 per cent disruption rate is sup-
ported for the earliest age ranges. The differences between
both sets of results therefore hinge on the treatment of the
data points pertaining to the youngest ages.
We will, therefore, perform a detailed comparison of
Chandar et al’s (2010a) age–mass diagram (their fig. 3; top
panel) with the equivalent diagrams shown in Fig. 1. The
main differences in the cluster distributions between de Grijs
& Anders (2006) and Chandar et al. (2010a) are (i) the
presence of a population of young, high-mass clusters in the
Chandar et al. (2010a) data set, which are virtually absent
in the de Grijs & Anders (2006) results, and (ii) an over-
density (chimney) of clusters near log(t yr−1) ≃ 6.6 in the
Chandar et al. (2010a) data. The latter overdensity is related
to the fitting procedure, as already acknowledged by Chan-
dar et al. (2010a) in the context of their comparison with
the original Hunter et al. (2003) results. Similar overdensi-
ties, although for different ages, are seen in our age–mass
diagram of Fig. 1a (cf. Section 2). This type of behaviour is
inherent to the use of broad-band SEDs to determine inte-
grated cluster properties.
The significant difference in the number of young, high-
mass clusters between both studies is more worrying: such
objects are among the brightest sources in a given cluster
sample and should therefore be found in any analysis. To
explore the reason for this discrepancy, we specifically focus
on the section of parameter space covered by log(t yr−1) ≤
6.6 and log(Mcl/M⊙) ≥ 3.5, indicated by the blue dashed
boxes in Figs 1a and 1b. Since the parameters derived by
Chandar et al. (2010a) are not publicly available, we base
our comparison on their published figure. In the relevant
section of parameter space, Chandar et al. (2010a) include
18 objects in their fig. 3 (top panel). The equivalent region
contains a single source in de Grijs & Anders (2006), whereas
in Popescu et al. (2012) this region remains unoccupied.
We re-emphasize that all of these studies used the same
photometric database as input for their cluster age and mass
distributions.
Chandar et al. (2010a) based their broad-band SED fits
on the Bruzual & Charlot (2003) SSPs for Z = 0.008, a
Salpeter (1955)-type IMF and Fitzpatrick’s (1999) Galac-
tic extinction law. Although de Grijs & Anders (2006) and
Popescu et al. (2012) used different SSP models and extinc-
tion laws, these choices are not expected to lead to signifi-
cantly different cluster age and mass estimates (cf. de Grijs
Figure 4. LMC cluster age distribution expressed as number of
clusters per Myr. Shown are four different samples, including the
full magnitude-limited LMC sample, and three mass-limited sub-
samples (shifted vertically, for reasons of clarity, by the constant
offsets indicated). The mass-limited subsamples are 50 per cent
complete to the left of the vertical dashed lines included at the
bottom of the figure, where the numbers refer to the 50 per cent
completeness limits for a given range, expressed in log(Mcl/M⊙).
The vertical error bars are Poissonian errors; the horizontal error
bars indicate the age ranges used for the generation of these data
points. The dashed arrow shows the expected effects due to evo-
lutionary fading of a cluster sample made up of SSPs, based on
the galev SSP models, while the dash-dotted arrow represents
the combined effects of a fading cluster population and 90 per
cent cluster disruption per decade in log(t yr−1).
et al. 2005). The main difference between the approach taken
by Chandar et al. (2010a) on the one hand and de Grijs &
Anders (2006) and Popescu et al. (2012) on the other re-
sides in the choice of stellar IMF. The latter studies used
a Kroupa (2002)-type IMF, which would yield lower clus-
ter masses by a factor of ∼ 3.8 (or ∼ 0.6 dex) compared
to the use of a Salpeter (1955) IMF. However, Chandar et
al. (2010a) argue that this difference is offset by the need
to apply aperture corrections to the original integrated clus-
ter photometry, thus eventually leading to similar masses.
Finally, we note that the youngest isochrone in the galev
SSP models is characterized by an age of log(t yr−1) = 6.6,
whereas the youngest object in Chandar et al. (2010a) in the
parameter space of interest has an age of log(t yr−1) ≃ 6.26
(1.8 Myr); we considered this too young for a cluster to have
emerged from its natal molecular and dust cloud (cf. Section
4).
With these differences in mind, we reverse engineered
the photometric measurements in the Johnson V band (with
and without extinction corrections) that would be associated
with the Chandar et al. (2010a) age/mass combinations for
the youngest, highest-mass clusters located in the dashed
regions in Fig. 1. On the basis of a comparison of the V -
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Figure 5. As Fig. 4, but for magnitude-limited subsamples based
on all three catalogues discussed in this paper.
band magnitudes thus derived with the original integrated
cluster photometry, we conclude that
(i) the majority of the objects in this region with cluster
parameters derived by Chandar et al. (2010a) are up to 3
mag brighter than any of the clusters in the original photo-
metric database; and
(ii) a handful of the youngest, lowest-mass clusters (pa-
rameters as derived by Chandar et al. 2010a) may have
counterparts in the de Grijs & Anders (2006) and Popescu
et al. (2012) data sets, although in these instances the lat-
ter authors obtained best-fitting parameters corresponding
to older, more massive clusters. Such discrepancies can be
traced back to the well-known age–extinction(–metallicity)
degeneracy and are not a real reason for serious concerns in
the context of this paper.
Thus, while some of the lower-mass clusters of Chandar
et al. (2010a) in the section of parameter space of interest
could have counterparts in our own and the Popescu et al.
(2012) databases, we are unable to identify the highest-mass
clusters in Chandar et al. (2010a) in the original data set
that forms the basis for all three analyses. Yet, it is this
subsample of clusters that drives the controversy and the
conclusion that significant cluster disruption may affect the
LMC cluster sample from the youngest ages onwards. Based
on the comparison performed here, we are forced to conclude
that, in retrospect, this claim appears to be unwarranted. In
the following, we will attempt to place this conclusion on a
firmer quantitative footing.
5.2 Cumulative distribution functions
For any of the mass-limited subsamples, significant disrup-
tion does not occur until t & 108 yr (cf. Parmentier &
de Grijs 2008; Baumgardt et al. 2013); for the full LMC
cluster sample, one could argue that some effects of disrup-
tion, in addition to evolutionary fading, start to appear for
log(t yr−1) & 7.5. Note that this age range is beyond that
where we would consider the relevant disruption process ‘in-
fant’ mortality (although this is a matter of semantics).
Using a Monte Carlo approach, we will now attempt to
quantify the rate of disruption allowed by the data, using the
cumulative cluster age distribution. Our basic assumption is
that clusters are born uniformly in (linear) time following a
power-law MF, N(M0) ∝M
−α
0 , where α = 2. Irrespective of
the effects of infant mortality, if any, clusters evolve owing to
stellar evolution and two-body relaxation according to the
formalism of Lamers et al. (2005). The fraction of the mass
of a cluster with initial mass M0 that is still bound at age t
is given by
µev(t) ≡
Mcl(t)
M0
= 1− qev(t), (1)
where qev is the mass lost through stellar evolution,
log qev = (log t− aev)
bev + cev, (2)
and aev = 7, bev = 0.255 and cev = −1.820. The ‘tidal’
parameter t0, defined as the normalization factor of the dis-
ruption time-scale,
tdis = t0
(
Mcl
M⊙
)γ
(3)
(and γ = 0.67 in our model; cf. Boutloukos & Lamers 2003),
can be varied, but it only makes a measurable difference to
our results if t0 < 10
6 yr, which has been ruled out by prior
analysis of the LMC cluster sample, which also established
that tdis,LMC > 10
9 yr for 104 M⊙ clusters (Parmentier & de
Grijs 2008). Therefore, the cluster mass at age t will simply
be a function of M0 and age, modulo the t0 parameter.
Clusters are observed if their mass at a particular age
is higher than some limiting mass, Mlim(t) (defined by the
observational completeness limit), which is well represented
by
log(Mlim/M⊙) = 0.5 log(t yr
−1)− 1.5 + S, (4)
where S is a ‘selection factor’ which allows us to explore the
importance of varying the selection limit: S = 0 roughly
follows the selection limit of the observations for 6.5 <
log(t yr−1) < 9 (see Fig. 1), while for S = 0.5 this limit
moves up by ∆ log(Mcl/M⊙) = 0.5.
Figure 6 shows the LMC clusters’ cumulative distribu-
tion functions (CDFs) for (top) the de Grijs & Anders (2006)
catalogue and (bottom) the Popescu et al. (2012) database
using S = 0, 0.5 and 1 as selection limits. In the top panel,
the CDFs contain, respectively, 709, 544 and 256 clusters;
the equivalent numbers in the bottom panel are 671, 473,
and 211 clusters, respectively. Interestingly, the de Grijs &
Anders (2006) CDFs for different values of S are essentially
the same (we will discuss the differences seen in the Popescu
et al. 2012 data below). There is no apparent correlation be-
tween the numbers of clusters in any age range with cluster
mass (although the total numbers change), which is con-
sistent with a roughly constant cluster-formation rate. In
addition, if any significant level of cluster disruption were
at play, the data are also consistent with no strong mass
dependence.
Figure 7 shows the CDF of the LMC cluster popula-
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Figure 6. Top: Cumulative distribution functions (CDFs) based
on the de Grijs & Anders (2006) cluster sample for ‘selection
factors’ S = 0, 0.5 and 1 – as defined in Eq. (4) – represented by
the solid, dashed and dash-dotted lines, respectively. Bottom: As
the top panel, but for the Popescu et al. (2012) sample.
tion based on the de Grijs & Anders (2006) sample (solid
line, where the sudden jumps are caused by the chimneys
in the data set). The red dashed lines represent the CDF
(for S = 0) of the artificially generated Monte Carlo clus-
ters characterized by a constant cluster-formation rate and
based on standard N-body dynamics, including the effects
of stellar evolution but no infant mortality. Note that in all
cases where we show CDFs, here and below, the data and
model must necessarily match at a cumulative fraction of
unity, which represents our normalization. The observations
are well fitted by a model without the need for any signifi-
cantly enhanced (infant) mortality after 4 Myr, beyond the
disruption that would be expected from the combined ac-
tion of stellar evolution and stellar dynamics (predominantly
two-body relaxation) on time-scales up to 109 yr. Note that
we model such evolution using the analytic prescription of
Lamers et al. (2005). In reality, the t0 parameter would vary
with position and time, which may lead to some (possibly
significant) differences to the cluster disruption properties
and time-scales at different galactocentric radii (see, e.g.,
Bastian et al. 2012). A small amount of additional disrup-
tion (either infant mortality or dynamical dissolution) could
be accommodated by the data, but there is no need to do
Figure 7. CDFs of the LMC cluster age distribution. The solid
lines represent the de Grijs & Anders (2006) data for S = 0;
the red dashed lines are the best fit for t > 4 × 106 yr (our
lower boundary), assuming no disruption (specifically, no infant
mortality), again for S = 0. Green dashed lines: Predicted CDFs
for 50 per cent infant mortality at an age of 10 Myr, followed by
stellar evolutionary and dynamical evolution from the models of
Lamers et al. (2005), adopting t0 = 106 yr (top), and 90 per cent
mortality per decade in log(t yr−1) and minimal evolution, i.e.,
t0 = 109 yr (bottom), for t ≤ 109 yr, normalized at t = 109 yr.
so. Where our models include the effects of infant mortality,
this is implemented by the removal of a given fraction (as
specified in the text) of the star cluster population at an age
of 10 Myr, irrespective of cluster mass.
The top panel of Fig. 7 also shows the expected CDF
for 50 per cent cluster infant mortality at an age of 10 Myr,
followed by standard stellar and dynamical evolution, for
the same t0. Although t0 is a free parameter, the observa-
tional data are inconsistent with significant early disruption,
irrespective of the value of t0: in essence, early (infant) mor-
tality causes a change in the CDF slope at early times, which
remains. The smooth shape of the data suggests no ‘kink’
and, therefore, no significant infant mortality.
The bottom panel of Fig. 7 explores the idea of a 90 per
cent disruption rate per decade in log(t yr−1) up to t = 109
yr. The green dashed line is the closest that this model (i.e.,
for t0 = 10
9 yr) is found to approach the data, given that
the data and the model must reach a cumulative fraction of
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unity at the same time; it is clearly a very poor match. The
main problem with this model is that to find any clusters at
all at the oldest ages requires very large numbers of clusters
at young ages, as shown by the difference between the green
dashed line and the data at the youngest ages: instead of
the observed fraction of < 15 per cent, more than half of our
sample clusters would need to be younger than 10 Myr. If
this were the case, this would suggest significant deviations
from the roughly constant cluster formation rate implied by
the observational data (e.g., Maschberger & Kroupa 2011;
see also Section 6.1).
In the context of our comparison with the Chandar et
al. (2010a,b) results, the de Grijs & Anders (2006) database
is the most appropriate comparison sample, given that it
is also based on SED fits assuming fully sampled cluster
stellar IMFs. This notion is supported by Chandar et al.’s
(2010a,b) conclusion that the impact of sample incomplete-
ness on their results is minimal at the low-mass end, as we
also found for the de Grijs & Anders (2006) sample. The
effects caused by stochastic sampling of the stellar MFs be-
come apparent in the bottom panel of Fig. 7. Whereas the
Popescu et al. (2012) data describe a qualitatively similar
behaviour as those in the top panel of that figure in terms
of the absence of a clear need for significant cluster disrup-
tion to have occurred in the last ∼ 100 Myr, taking into
account stochastic sampling tends to lead to an overproduc-
tion of massive clusters aged between approximately 10 and
30 Myr, compared to the results from ‘standard’ modelling.
This effect becomes apparent for S = 1, i.e., well above our
selection limit; for S = 0 and 0.5, the Popescu et al. (2012)
results are, in fact, similar to (although not the same as) the
de Grijs & Anders (2006) CDFs.
5.3 A variable cluster-formation rate?
Figures 8 and 9 illustrate and summarize the expected ef-
fects of cluster infant mortality and of changing the cluster-
formation rate and the characteristic disruption time-scale,
t0. Both figures show the de Grijs & Anders (2006) and
Popescu et al. (2012) data sets for S = 0 (thick dashed
and solid red lines, respectively), as well as four representa-
tive models each (black lines of different styles). All models
adopt a power-law initial cluster MF with an index of α = 2,
and dynamical cluster disruption following the Lamers et al.
(2005) prescription. The models in Fig. 8 are based on a con-
stant cluster-formation rate, combined with cluster disrup-
tion for t0 = 10
6 yr and t0 = 10
7 yr (black solid and dashed
lines, respectively). The black dash-dotted line represents a
scenario of 90 per cent mass-independent infant mortality at
10 Myr, followed by stellar evolution and dynamical cluster
disruption characterized by t0 = 10
6 yr (cf. Fig. 7. Similarly,
the black dotted line is for 70 per cent mass-independent in-
fant mortality at 10 Myr and disruption characterized by
t0 = 10
7 yr.
A straight line in this diagram would represent equal
numbers of clusters per decade in age. This is, in essence,
shown by the black solid line, combined with a short charac-
teristic disruption time-scale (t0 = 10
6 yr). The black dashed
line in Fig. 8 is relevant for a population containing a larger
number of older clusters (closer to equal numbers per linear
time period), since t0 is longer, at 10
7 yr. If the LMC clus-
ter population were characterized by a scenario in which
Figure 8. CDFs of the LMC cluster age distributions based
on both data sets considered in this paper (for S = 0). The
thick red lines represent the data sets (solid line: Popescu et
al. 2012; dashed line: de Grijs & Anders 2006); the black lines
show various model predictions. All models adopt a power-law
initial cluster MF with an index of α = 2. From top to bottom,
the models include (dash-dotted line) a scenario of 90 per cent
mass-independent infant mortality at 10 Myr, followed by stel-
lar evolution and dynamical cluster disruption characterized by
t0 = 106 yr; (solid line) a scenario based on a constant cluster-
formation rate and dynamical cluster disruption following Lamers
et al. (2005) for t0 = 106 yr; (dashed line) the same model as rep-
resented by the solid line, but for t0 = 107 yr; (dotted line) a
model showing the predictions for 70 per cent mass-independent
infant mortality at 10 Myr, followed by stellar evolution and dy-
namical cluster disruption characterized by t0 = 107 yr.
90 per cent of clusters had suffered from infant mortality
(as suggested by Chandar et al. 2010a,b), the vast majority
of clusters would need to be young, since only 10 per cent
would survive and contribute to the observed CDF.
The alternative to the scenario represented by the black
solid line (no infant mortality and a short characteristic dis-
ruption time-scale), would be evolutionary conditions dom-
inated by t0 ∼ 10
7 yr and at most a small amount of infant
mortality acting on time-scales up to a few ×107 yr. The
dotted line in Fig. 8 is based on the assumption that all in-
fant mortality has occurred by t = 107 yr. Infant mortality
which acts by an age of a few ×107 yr, as usually adopted,
causes a clearly discernible kink in the CDF, which in turn
causes the model to attain values that are significantly too
large at the youngest ages and not seen in either of our data
sets. As such, neither of our data sets support a significant
amount of infant mortality at early times (t . a few ×107
yr).
Figure 9 shows the effect on the CDF of changing
the cluster-formation rate. The thin black lines show four
different scenarios for the LMC’s cluster-formation history
over the past Gyr for a characteristic dissolution time-scale
t0 = 10
6 yr. None of the models in this figure include any
infant mortality; they only include evolutionary fading of
their stellar populations and evaporation owing to dynami-
cal evolution.
Increasing the past cluster-formation rate (through
adoption of either a generally higher rate or in a series of
bursts) leads, unsurprisingly, to an increase in the number
of clusters at older ages. The effect of introducing bursts
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Figure 9. CDFs of the LMC cluster age distributions based on
both data sets considered in this paper (again for S = 0), explor-
ing the effects of varying the cluster-formation rate. The thick
red lines represent the data sets (solid line: Popescu et al. 2012;
dashed line: de Grijs & Anders 2006); the black lines show various
model predictions. All models adopt a power-law initial cluster
MF with an index of α = 2 and dynamical cluster disruption fol-
lowing Lamers et al. (2005) for t0 = 106 yr. From top to bottom,
the models include (solid line) the reference scenario (identical
to the solid line in Fig. 8) based on a constant cluster-formation
rate; (dash-dotted line) a constant cluster-formation rate in lin-
ear time with two additional bursts of cluster formation at 125
and 800 Myr, each of which formed 10 per cent of the total num-
ber of clusters; (dashed line) a continuously decreasing cluster-
formation rate (in linear time) by a factor of four between 1 Gyr
and the present time; (dotted line) a decreasing cluster-formation
rate (in linear time), but with the addition of two bursts at 125
and 800 Myr. The latter model is hence a combination of the
dash-dotted and dashed lines.
of cluster formation are more or less obvious, depending on
the fraction of the total number of clusters formed in these
bursts. As an example, we adopted a scenario in which 10
per cent of the total number of clusters were formed in each
instantaneous burst. Although this is admittedly excessive,
it helps to illustrate the point we want to convey based on
Fig. 9.
It might na¨ıvely be thought that increasing the past
cluster-formation rate – and so increasing the number of
older clusters relative to younger clusters – would give scope
for an enhanced rate of infant mortality. However, in Fig.
9 the model CDFs for higher past cluster-formation rates
lie below the observations, whilst in Fig. 8 including infant
mortality, combined with a constant cluster-formation rate,
means that there are too few old clusters compared to the
observations. Let us now consider what this means for a
scenario of ‘classical’ infant mortality. If infant mortality is
rapid (i.e., caused by gas expulsion shortly after cluster for-
mation), then the infant-mortality-induced loss of clusters
from one’s sample occurs after some 10–20 Myr. Therefore,
it is at the very youngest ages that clusters must be vastly
overproduced relative to the observations. Including a de-
creasing cluster-formation rate with time lowers the (dash-
dotted) 90 per cent infant mortality model line in Fig. 8 to
some extent, but still over half of the clusters in our samples
should be < 10 Myr old compared to the 15 per cent that is
observed.
In summary, the relatively small number of young clus-
ters in both the de Grijs & Anders (2006) and the Popescu
et al. (2012) samples implies that a scenario in which 90 per
cent of the cluster population undergoes infant mortality is
unrealistic and not supported by either data set. Alterna-
tively, a longer characteristic disruption time-scale appears
to be ruled out as well, given that there are too few old
clusters in either of our catalogues to support such a model.
In addition, adoption of a longer disruption time-scale will
cause the CDF to be increasingly shifted to older ages, hence
leading to ever more significant model underpredictions
compared with the behaviour of the actual data sets.
Finally, although we set out to show that a scenario in-
volving 90 per cent cluster infant mortality at early times
appears to be ruled out by both data sets, we will now com-
ment briefly on the shapes of the CDFs defined by our two
data sets. Although they are largely consistent with one an-
other for S = 0, the data sets exhibit some small systematic
differences, in particular for the youngest clusters (t . a few
×107 yr). In the context of the diagnostic age–mass diagram,
we attributed this to the effects of stochastic sampling of
the clusters’ stellar MFs. In relation to the CDFs discussed
in this section, these differences may be either realistic or
caused by a preferential reduction of cluster masses based
on stochastic modelling. We are, indeed, concerned that such
a bias may have been introduced by the stochastic modelling
approach. We are currently exploring these issues using our
newly developed, extensive stochastic model set based on
the galev stellar population models (Anders et al. 2013).
We will apply these models to our unprecedented Hubble
Space Telescope-based imaging data set of the rich star clus-
ter system associated with the dwarf starburst galaxy NGC
5253 (de Grijs et al. 2013), which covers 10 passbands from
near-ultraviolet to near-infrared wavelengths.
If, on the other hand, these systematic differences reflect
the true physical properties of the LMC cluster sample as
derived by Popescu et al. (2012), what would this mean for
our analysis in this section? The de Grijs & Anders (2006)
data set appears to be well represented by a roughly con-
stant cluster-formation rate over the time span considered
here; to match the Popescu et al. (2012) data set, a sce-
nario involving a slight enhancement or a minor burst in the
cluster-formation rate in the past few ×107 yr might pro-
vide a somewhat better match. One can, of course, vary past
cluster-formation rates and different prescriptions of clus-
ter mortality (infant or otherwise) to find a good fit to the
observations. For example, a generally decreasing cluster-
formation rate but with periods of enhanced cluster forma-
tion in the past 100 Myr provides a good fit without the
need to invoke infant mortality. Vastly increased cluster for-
mation 50–300 Myr ago with significant infant mortality can
also produce a reasonable fit (even though such a scenario
predicts almost no 20–50 Myr-old clusters). An acceptable
fit can also be obtaind with significant cluster mortality oc-
curring at 100 Myr rather than 10 Myr. However, without
a good physical reason to think that these are reasonable
models, particularly in the absence of supporting evidence
for such scenarios based on independent studies (see also
Section 6.1), we argue that it is rather pointless to pursue
such fits.
c© 2013 RAS, MNRAS 000, 000–000
12 Richard de Grijs, Simon P. Goodwin and Peter Anders
6 CONTEXT
We have thus far specifically focussed on a detailed and thor-
ough (re-)analysis of the LMC cluster population as covered
by the Hunter et al. (2003) database. Since a number of
different authors reached conflicting conclusions as regards
the early evolution of the galaxy’s cluster system, but based
on the same basic photometric data set, our aim was to ex-
plore the underlying reasons for this discrepancy. In this sec-
tion, we take the discussion further by addressing the more
general context associated with this work. In particular, we
will address (i) the key assumption that the LMC’s cluster-
formation history has remained roughly constant over the
past ∼ 1 Gyr, and (ii) the impact of the partial coverage
of the LMC’s extent by the Hunter et al. (2003) cluster
database on our understanding of the LMC cluster popu-
lation’s properties and evolutionary history as a whole.
6.1 The LMC’s cluster-formation rate
Under the key assumption that the cluster formation rate
has remained roughly constant, our ‘null hypothesis’, we
concluded that there is no compelling evidence (within the
uncertainties) of significant cluster disruption for t . 100
Myr. Our analysis of the shape and normalization of the
cluster MFs, aided by our results from an assessment of the
CDFs for different selection limits, supports the notion of a
roughly constant cluster-formation rate. In this section, we
will address the validity of this assumption, so as to place
our results in the more general context of the LMC’s overall
star- and cluster-formation history.
Prior to the series of papers based on the Hunter et al.
(2003) photometric cluster database, the only ‘modern’ anal-
yses of the LMC’s cluster-formation history were published
by Girardi et al. (1995) and Pietrzyn´ski & Udalski (2000).
Girardi et al. (1995) analysed integrated UBV photometry
from a pre-publication release of Bica et al.’s (1996) cata-
logue and concluded that the LMC’s evolutionary history
is characterized by periods of enhanced cluster formation,
by a factor of . 2, at ∼ 100 Myr and 1–2 Gyr, as well as
by the well-known, pronounced ‘age gap’ between ∼ 3 and
[12–15] Gyr (see below). Pietrzyn´ski & Udalski (2000) used
ischrone fits to determine ages of up to 1.2 Gyr of 600 clus-
ters in the central LMC (bar) area. They concluded that the
LMC cluster-formation rate is characterized by a number of
bursts with complex age structure, specifically centred at
ages of ∼ 7, 125 and 800 Myr. The most recent period of en-
hanced cluster formation produced of order a factor of 1.5–2
more clusters per unit (linear) age range than the equiva-
lent rate during the galaxy’s more quiescent period(s), while
the burst centred at ∼ 125 Myr produced cluster numbers
boosted by yet another factor of ∼ 2 – when we smooth the
Pietrzyn´ski & Udalski (2000) cluster age distribution to the
same resolution as adopted in this paper.
However, the empirically derived cluster age distribu-
tion is the product of cluster formation and disruption as
a function of time. Adopting the cluster age distribution
as proxy of a galaxy’s cluster-formation history only yields,
therefore, merely part of the story. A roughly constant age
distribution could therefore imply a similarly shaped cluster-
formation history, but it could also result from a balanced
interplay between cluster formation and disruption.
A number of authors have suggested that the LMC’s
resolved stellar population could provide clues as to the
galaxy’s cluster-formation history based on CMD analysis
(for a recent discussion, see Maschberger & Kroupa 2011),
provided that the star- and cluster-formation histories can
be mapped onto one another within reasonably small uncer-
tainties. However, (massive) cluster and field-star formation
may well require different conditions to thrive in, implying
that the two formation scenarios may not always be coin-
cident. This type of scenario is likely, in fact, given the ob-
served disparities between the cluster and field-star age dis-
tributions in, e.g., the Magellanic Clouds as well as in NGC
1569 (e.g., Anders et al. 2004a). In particular, the LMC ex-
hibits a well-known gap in the cluster age distribution, al-
though the age distribution of the field stellar population
appears more continuous (e.g., Olszewski et al. 1996; Geha
et al. 1998; Sarajedini 1998; and references therein). In ad-
dition, the cluster and field-star age distributions are also
significantly different in the SMC (cf. Rafelski & Zaritsky
2005; Gieles et al. 2007).
Maschberger & Kroupa (2011) recently performed a
very careful and detailed study of the LMC’s cluster-
formation history (based on the ages and masses from de
Grijs & Anders 2006) and its relationship, if any, to the
galaxy’s field-star formation history. They compared the
LMC’s star-formation history based on CMD analysis (us-
ing observational data from Harris & Zaritsky 2009) with the
galaxy’s cluster-formation history resulting from considera-
tion of both the most massive clusters only (cf. Maschberger
& Kroupa 2007) and of the total mass in clusters of any
mass, although in the latter case they could trace only the
most recent [20–400] Myr period.
These authors found that the shape of the resulting
cluster-formation history matches that of the field-star for-
mation history based on CMD analysis very well for the
past 109 yr (cf. their fig. 8). The absolute value for the star-
formation rate based on their most-massive cluster analysis
also matches that of the field stars, while the absolute val-
ues differ systematically for the results based on the total
mass in star clusters; this is interpreted in terms of either
a low bound star cluster-formation efficiency or a high de-
gree of infant mortality. Once again, therefore, these results
based on empirical cluster age distributions are affected by
a degeneracy between cluster formation and disruption sce-
narios.
The precise shape of the most recent LMC cluster-
formation history derived by Maschberger & Kroupa (2011)
depends ultimately on whether or not the actively star-
forming region centred on 30 Doradus (30 Dor) and its mas-
sive central cluster R136 are included in the models. The
Hunter et al. (2003) catalogue does not contain the 30 Dor
region (see also the discussion in Section 6.2). Maschberger
& Kroupa (2011; their figs 3, bottom, and 4) show that the
LMC’s cluster-formation rate over the past ∼ 1 Gyr has re-
mained constant within ∼ 10 per cent if 30 Dor is included,
while it shows a reduction in the cluster formation rate in
the past few ×107 yr by a factor of 3–4 if 30 Dor is not
included. The cluster-formation history based on the total
mass in clusters shows a relatively enhanced period of clus-
ter formation 20–40 Myr ago, and a reduction by a factor
of ∼ 3–4 more recently (cf. their figs 5 and 6). Fig. 4 of
Baumgardt et al. (2013), which shows the LMC cluster sys-
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tem in the (dNcl/dt versus log t) plane, also supports this
conclusion.
In summary, although the LMC’s cluster-formation his-
tory is still subject to sizeable uncertainties, our null hy-
pothesis of a roughly constant cluster-formation rate for the
past 109 yr is likely not too far off the mark. There is lit-
tle, if any, modern empirical support for a significantly en-
hanced cluster-formation rate in the past few ×107 yr, by
an order of magnitude or more, which would be required to
reconcile a high infant-mortality rate with the results from
our diagnostic tests in this paper, modulo the degeneracy
between cluster formation and disruption scenarios pointed
out above. If anything, the galaxy’s cluster-formation rate
may have declined by a factor of a few compared with that
20–40 Myr ago.
6.2 How representative is our LMC cluster data
set?
Our results and the comparisons discussed in Sections 1
through 5 were largely based on the Hunter et al. (2003) clus-
ter photometry of 748 distinct star clusters above a nominal
selection limit of MV ≃ −4.3 mag. To place these results
into a more general context, we need to consider whether
and to what extent this cluster database is representative of
the LMC’s cluster population as a whole.
The Hunter et al. (2003) cluster sample is based on
Massey’s (2002) 14.5 deg2 CCD survey of the Magellanic
Clouds; for an overview of the survey’s spatial coverage, see
his fig. 1 (see also Maschberger & Kroupa 2011, their fig. 1).
The Hunter et al. (2003) cluster sample does not cover the
entire LMC (e.g., it does not cover the entire bar region),
although this does not stop Hunter et al. (2003) from specif-
ically assuming that their objects are representative of the
LMC cluster population as a whole. Their database covers
approximately half of the LMC bar and a number of fields in
the more extended LMC disc region. One important caveat
is that the actively star-forming field centred on the 30 Dor
region is not included in the catalogue. As we saw in Sec-
tion 6.1, whether or not the young, massive clusters in this
field are included in our analysis may lead to different in-
terpretations as regards the shape of the cluster-formation
history.
Baumgardt et al. (2013, their fig. 1) show the cover-
age of the Hunter et al. (2003) clusters with respect to that
of both the Pietrzyn´ski & Udalski (2000; Optical Gravita-
tional Lensing Experiment, ogle ii) and the Glatt et al.
(2010) samples. The ogle ii sample predominantly covers
the central regions of the galaxy, including the entire LMC
bar. This sample thus extends the Hunter et al. (2003) cov-
erage to include the missing part of the bar region, but it
does not include a significant number of clusters in the more
general field of the LMC. The Glatt et al. (2010) data are
based on the MCPS, which covers the central 64 deg2 of the
LMC. Their clusters extend well beyond the coverage of the
Hunter et al. (2003) database, with a particularly large ex-
cess of clusters towards the north compared to the Hunter
et al. (2003) coverage. Glatt et al. (2010) found evidence of
variable star (cluster)-formation histories across the LMC
system, so that a complete picture of the galaxy’s cluster
properties requires the largest possible spatial coverage.
In the context of our focus on the youngest clusters in
Figure 10. As Fig. 5, but for the ogle ii and Glatt et al.
(2010) catalogues. The distributions include all clusters in the
Pietrzyn´ski & Udalski (2000) database of cluster ages based on
ogle ii and objects brighter than V0 = 16.0 mag from the Glatt
et al. (2010) sample, corresponding to the approximate 50 per
cent completeness limit. The de Grijs & Anders (2006) results,
for MV ≤ −4.3 mag, are shown for reference.
the LMC, it is therefore particularly frustrating that the
Glatt et al. (2010) sample cannot shed light on the cluster
formation and disruption scenarios for clusters younger than
a few ×107 yr (cf. the discussion in Section 2). Nevertheless,
these authors state specifically that “the youngest clusters
reside in the supergiant shells, giant shells, the intershell re-
gions and towards regions with a high Hα content”. These
regions, in particular the (super-)giant shells as well as the
young, star-forming blue and south-eastern arms, are mostly
located outside the Massey (2002) survey area. However, in
Fig. 5 we compared the Glatt et al. (2010) cluster parame-
ters with those of de Grijs & Anders (2006) and Popescu et
al. (2012), for the same limiting magnitude, and concluded
that the dNcl/dt distributions as a function of age are both
qualitatively and quantitatively similar for all samples. Since
adoption of a limiting magnitude is equivalent to imposing
a limiting mass for a given age, this leads us to suggest that
the Hunter et al. (2003) clusters – which, after all, formed
the basis for the de Grijs & Anders (2006) and Popescu et al.
(2012) results – are representative of the LMC’s cluster pop-
ulation at large for an age-dependent minimum mass limit
corresponding to MV ≃ −4.3 mag. In other words, many
of the young clusters in the Glatt et al. (2010) catalogue
would fall below our selection limit adopted here (see be-
low). These results also suggest that, although the Massey
(2002) survey did not cover the entire LMC disc region, its
coverage is sufficient to trace a representative, magnitude
(mass)-limited sample of LMC clusters with ages up to 1
Gyr.
The diversity of cluster-formation rates across the LMC
(cf. Glatt et al. 2010) is exemplified by the dNcl/dt distri-
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butions in Fig. 10. We show the de Grijs & Anders (2006)
results for MV ≤ −4.3 mag for reference. We also include
the Glatt et al. (2010) clusters, having imposed a limiting
magnitude of V0 = 16.0 mag, which corresponds to their
cluster sample’s approximate 50 per cent completeness limit,
if we assume that the bright end of the cluster luminosity
function is adequately represented by a single power law.
This sample of clusters has been drawn from across the ex-
tended LMC system, containing numerous clusters outside
the Massey (2002) fields (cf. Baumgardt et al. 2013; their
fig. 1). In addition, we show the distribution for the ogle
ii clusters centred on the LMC bar with isochrone-based
age determinations from Pietrzyn´ski & Udalski (2000). The
latter sample is limited to clusters younger than about 1.2
Gyr because of the observational completeness limit for sin-
gle stars, V ≈ 21.5 mag. The catalogue’s photometric com-
pleteness characteristics have not been explored in detail (cf.
Pietrzyn´ski et al. 1999), but the depth of the observations
is of order 1.5 mag shallower than that of the MCPS used
by Glatt et al. (2010).
The differences in the cluster-formation (and, possibly,
disruption) histories among the three samples are clear. The
Glatt et al. (2010) extended LMC disc sample contains a sig-
nificantly larger sample of clusters at any age than the ref-
erence sample, but particularly for log(t yr−1) & 7.5. Note,
however, that the curve turns down to lower rates more
rapidly for younger ages than that representing the de Grijs
& Anders (2006) sample. The ogle ii sample shows larger
variations from one time step to the next, which may im-
ply a significantly more bursty cluster-formation rate in the
galaxy’s bar (cf. Pietrzyn´ski & Udalski 2000) than in the
less dense regions at larger radii sampled by both compari-
son samples. The overall trend, however, does not support a
significant increase of cluster formation at very young ages.
Finally, we return to the obvious omission of the 30 Do-
radus region and its massive, central star cluster R136. This
is one of a very small number of massive clusters left out of
our analysis and which would have been taken into account
given the observational selection limit imposed if it had been
covered by the original survey data. Addition of a single or
a few young, < 107 yr-old clusters to either of our main
databases would increase the relevant number of clusters in
this age range by ∼ 10–20 per cent. However, we would need
at least an order of magnitude more young clusters and a
factor of 2–4 more clusters with ages of log(t yr−1) ∼ 7.5
(and more massive than our age-dependent mass limit) to
conclusively support a high degree of early cluster disrup-
tion. The empirical data do not allow us to reach such a
conclusion.
7 CONCLUSION
On their own, the results based on any of the individual ap-
proaches presented here are merely indicative of the physical
conditions governing the LMC’s cluster population. How-
ever, the combination of our results from all three differ-
ent diagnostics leaves little room for any conclusion other
than that a high rate of early cluster disruption is sum-
marily ruled out. The CDF results show, in particular, that
high levels of infant mortality require that the vast majority
of one’s cluster sample must be young, unless the cluster-
formation rate were significantly higher: for a disruption rate
of 90 per cent per decade in age up to 109 yr, instead of
the observed fraction of < 15 per cent, more than half of
our sample clusters would need to be younger than 10 Myr.
Such high star- and cluster-formation rates appear to be
ruled out for t . 109 yr on the basis of analyses of both the
cluster population (Maschberger & Kroupa 2011) and the
LMC field’s star-formation history (e.g., Harris & Zaritsky
2009; Rubele et al. 2012; and references therein).
We thus conclude that the cluster disruption rate in
the LMC, at least over the past 100 Myr, has been well be-
low that found for large and/or interacting galaxies like the
Antennae system (Whitmore, Chandar & Fall 2007; and ref-
erences therein), M51 (Bastian et al. 2005), and the Milky
Way (Lada & Lada 2003). We do not find any compelling
evidence of significant cluster disruption and estimate a con-
servative maximum disruption rate of less than 10 per cent
per decade in log(t yr−1), up to t ≃ 108 yr. It seems, there-
fore, that the difference in environmental conditions in the
Magellanic Clouds on the one hand and significantly more
massive galaxies on the other may be the key to understand-
ing the apparent variations in cluster disruption behaviour.
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