In this paper, we establish some functional central limit theorems for a large class of general supercritical superprocesses with spatially dependent branching mechanisms satisfying a second moment condition. In the particular case when the state E is a finite set and the underline motion is an irreducible Markov chain on E, our results are superprocess analogs of the functional central limit theorems of [14] for supercritical multitype branching processes. The results of this paper are refinements of the central limit theorems in [22] .
The recent study of spatial central limit theorems for branching Markov processes started with [1] . In this paper, Adamczak and Mi loś proved some central limit theorems for supercritical branching Ornstein-Uhlenbeck processes with binary branching mechanism. In [19] , Mi loś proved some central limit theorems for supercritical super Ornstein-Uhlenbeck processes with branching mechanisms satisfying a fourth moment condition. In [20] , we established central limit theorems for supercritical super Ornstein-Uhlenbeck processes with branching mechanisms satisfying only a second moment condition. More importantly, compared with the results of [1, 19] , the central limit theorems in [20] are more satisfactory since our limit normal random variables are non-degenerate.
In [21] , we sharpened and generalized the spatial central limit theorems mentioned above, and obtained central limit theorems for a large class of general supercritical branching symmetric Markov processes with spatially dependent branching mechanisms satisfying only a second moment condition. In [22] , we obtained central limit theorems for a large class of general supercritical superprocesses with symmetric spatial motions and with spatially dependent branching mechanisms satisfying only a second moment condition. Furthermore, we also obtained the covariance structure of the limit Gaussian field in [22] . In [23] , we extended the results of [21] to supercritical branching nonsymmetric Markov processes with spatially dependent branching mechanisms satisfying only a second moment condition.
The main purpose of this paper is to establish functional central limit theorems, for supercritical superprocesses with spatially dependent branching mechanisms satisfying only a second moment condition, similar to those of [14] , for supercritical multitype branching processes. For simplicity, we will assume the spatial process is symmetric. One could combine the techniques of this paper with that of [23] to extend the results of this paper to the case when the spatial motion is not symmetric. We leave this to the interested reader.
The organization of this paper is as follows. In the remainder of this section, we spell out our assumptions and present our main result. Section 2 contains some preliminary results, while the proof of the main result is given in Section 3.
Spatial process
Our assumptions on the underlying spatial process are the same as in [21] . In this subsection, we recall the assumptions on the spatial process.
E is a locally compact separable metric space and m is a σ-finite Borel measure on E with full support. ∂ is a point not contained in E and will be interpreted as the cemetery point. Every function f on E is automatically extended to E ∂ := E ∪ {∂} by setting f (∂) = 0. We will assume that ξ = {ξ t , Π x } is an m-symmetric Hunt process on E. The semigroup of ξ will be denoted by {P t : t ≥ 0}. We will always assume that there exists a family of continuous strictly positive symmetric functions {p t (x, y) : t > 0} on E × E such that P t f (x) = E p t (x, y)f (y) m(dy).
It is well-known that for p ≥ 1, {P t : t ≥ 0} is a strongly continuous contraction semigroup on
Define a t (x) := p t (x, x). We will always assume that a t (x) satisfies the following two conditions:
(a) For any t > 0, we have E a t (x) m(dx) < ∞.
(b) There exists t 0 > 0 such that a t 0 (x) ∈ L 2 (E, m).
It is easy to check (see [21] ) that condition (b) above is equivalent to (b ′ ) There exists t 0 > 0 such that for all t ≥ t 0 , a t (x) ∈ L 2 (E, m).
These two conditions are satisfied by a lot of Markov processes. In [21] , we gave several classes of examples of Markov processes satisfying these two conditions.
Superprocesses
Our basic assumptions on the superprocess are the same as in [22] . In this subsection, we recall these assumptions. Let B b (E) (B + b (E)) be the set of (nonnegative) bounded Borel functions on E. The superprocess X = {X t : t ≥ 0} is determined by three parameters: a spatial motion ξ = {ξ t , Π x } on E satisfying the assumptions of the previous subsection, a branching rate function β(x) on E which is a nonnegative bounded Borel function and a branching mechanism ψ of the form ψ(x, λ) = −a(x)λ + b(x)λ 2 + (0,+∞) (e −λy − 1 + λy)n(x, dy), x ∈ E, λ > 0, ( Let M F (E) be the space of finite measures on E, equipped with topology of weak convergence. The superprocess X is a Markov process taking values in M F (E). The existence of such superprocesses is well-known, see, for instance, [10] or [18] . As usual, f, µ := f (x)µ(dx) and µ := 1, µ . According to [18, Theorem 5.12] , there is a Borel right process X = {Ω, G, G t , X t , P µ } taking values in M F (E) such that for every f ∈ B + b (E) and µ ∈ M F (E),
where u f (x, t) is the unique positive solution to the equation
where ψ(∂, λ) = 0, λ > 0. By the definition of Borel right processes (see [18, Definition A.18] ), (G, G t ) t≥0 are augmented, (G t : t ≥ 0) is right continuous and X satisfies the Markov property with respect to (G t : t ≥ 0). Moreover, such a superprocess X has a Hunt realization in M F (E), see [18, Theorem 5.12] . In this paper, the superprocess we deal with is always this Hunt realization.
Then, by our assumptions, α(x) ∈ B b (E) and A(x) ∈ B b (E). Thus there exists K > 0 such that
For any f ∈ B b (E) and (t, x) ∈ (0, ∞) × E, define
It is well-known that T t f (x) = P δx f, X t for every x ∈ E.
It is shown in [21] that there exists a family of continuous strictly positive symmetric functions {q t (x, y), t > 0} on E × E such that q t (x, y) ≤ e Kt p t (x, y) and for any f ∈ B b (E),
It follows immediately that, for any p ≥ 1, {T t : t ≥ 0} is a strongly continuous semigroup on
Define a t (x) := q t (x, x). It follows from the assumptions (a) and (b) in the previous subsection that a t enjoys the following properties:
(ii) There exists t 0 > 0 such that for all t ≥ t 0 , a t (x) ∈ L 2 (E, m).
By Hölder's inequality, we get
Since q t (x, y) and a t (x) are continuous in x ∈ E, by the dominated convergence theorem, we get
It follows from (i) above that, for any t > 0, T t is a compact operator. The infinitesimal generator
has purely discrete spectrum with eigenvalues −λ 1 > −λ 2 > −λ 3 > · · · . It is known that either the number of these eigenvalues is finite, or lim k→∞ λ k = ∞. The first eigenvalue −λ 1 is simple and the eigenfunction φ 1 associated with −λ 1 can be chosen to be strictly positive everywhere and continuous. We will assume that φ 1 2 = 1. φ 1 is sometimes denoted as
j , j = 1, 2, · · · n k } be an orthonormal basis of the eigenspace associated with −λ k . It is well-known that {φ
. . } forms a complete orthonormal basis of L 2 (E, m) and all the eigenfunctions are continuous. For any k ≥ 1, j = 1, . . . , n k and t > 0, we
It follows from the relation above that all the eigenfunctions φ
The basic facts recalled in this paragraph are well-known, for instance, one can refer to [8, Section 2] .
In this paper, we always assume that the superprocess X is supercritical, that is, λ 1 < 0.
In this paper, we also assume that, for any t > 0 and x ∈ E,
Here is a sufficient condition for (1.10). Suppose that Φ(z) = inf x∈E ψ(x, z)β(x) can be written in the form:
with a ∈ R, b ≥ 0 and n being a measure on (0, ∞) satisfying 
Main Result
In the remainder of this paper, whenever we deal with an initial configuration µ ∈ M F (E), we are implicitly assuming that it has compact support.
We will use (·, ·) m to denote inner product in L 2 (E, m). Any f ∈ L 2 (E, m) admits the following expansion:
where
j ) m and the series converges in L 2 (E, m). a 1 1 will sometimes be written as
where we use the usual convention inf ∅ = ∞. We note that if f ∈ L 2 (E, m) is nonnegative and
In [22, Lemma 1.1], it has been proved that, for any nonzero
In particular, we write
∞ . {W t : t ≥ 0} is a nonnegative martingale and
Thus W ∞ is non-degenerate. Moreover, we have
The following three subspaces of L 2 (E, m) will be needed in the statement of the main result:
The space C l consists of the functions in L 2 (E, m) that only have nontrivial projections onto the eigen-spaces corresponding to those "large" eigenvalues −λ k satisfying λ 1 > 2λ k . The space C l is of finite dimension. The space C c is the (finite dimensional) eigen-space corresponding to the "critical" eigenvalue −λ k with λ 1 = 2λ k . Note that there may not be a critical eigenvalue and C c is empty in this case. The space C s consists of the functions in
have nontrivial projections onto the eigen-spaces corresponding to those "small" eigenvalues −λ k
Then, 12) which implies that U q |f | ∈ L p (E, m). Let f + and f − be the positive part and negative part of f respectively. For any x ∈ E with U q |f |(x) < ∞, we define
otherwise we define U q f (x) be an arbitrary real number. It follows from (1.12) that U q is a bounded linear operator on L p (E, m). Notice that
One can easily check that, for f ∈ L 2 (E, m), γ(U q f ) = γ(f ). In fact, by Fubini's theorem, we have
For any f ∈ L 2 (E, m), the random variable U q |f |, X t ∈ [0, ∞] is well defined. Since µ has compact support and T t (U q |f |) is continuous, P µ ( U q |f |, X t ) = T t (U q |f |), µ < ∞, and thus P µ ( U q |f |, X t < ∞) = 1. Therefore, for t ≥ 0, P µ ( U q f, X t is finite) = 1. In Subsection 2.3, we will give a stronger result: for any µ ∈ M F (E) and f ∈ L 2 (E, m), it holds that For f ∈ C s , define
(1.14)
We write σ f,0 as σ 2 f . For h ∈ C c , define
and
We write β 2 g := β g,0 . For f ∈ C s and g ∈ C l , we define
(1.17)
and 
) is a constant process, and 20) and
valued Gaussian process with mean 0 and covariance functions given by
For f ∈ L 2 (E, m), we define
, thus we have
Using the convergence of the first, second and fourth components in Theorem 1.1, we get for any
is a continuous Gaussian process with mean 0 and covariance function
If f (c) = 0, then
Thus using the convergence of the first and third components in Theorem 1.1, we get
) is a constant process. Moreover, W ∞ and G 2,g (c) are independent.
Note that, if λ 1 = 2λ γ(f ) , then F t+· (g (s) ) = 0, and thus we have
).
Preliminaries
In this section, we give some useful results and facts. In the remainder of this paper we will use the following notation: for two positive functions f and g on E, f (x) g(x) means that there exists a
In [21, (2.25)], we have proved that
Estimates on the moments of X
In this subsection, we will recall some results about the moments of f, X t . The first result is [21,
x ∈ E and t > 0, we have
where the series in (2.2) converges absolutely and uniformly in any compact subset of E. Moreover,
We now recall the second moments of the superprocess {X t : t ≥ 0} (see, for example, [22] ): for
, we have for any t > 0,
Thus,
where Var µ stands for the variance under
The next result is [22, Lemma 2.6].
Excursion measures of X
We use D to denote the space of M F (E)-valued right continuous functions t → ω t on (0, ∞) having zero as a trap. We use (A, A t ) to denote the natural σ-algebras on D generated by the coordinate process.
It is known (see [18, Section 8.4] ) that one can associate with {P δx : x ∈ E} a family of σ-finite 14) and, for every 0 < t 1 < · · · < t n < ∞, and nonzero
For earlier work on excursion measures of superprocesses, see [12, 17, 11] .
For any µ ∈ M F (E), let N (dω) be a Poisson random measure on the space D with intensity E N x (dω)µ(dx), in a probability space ( Ω, F , P µ ). We define another process {Λ t : t ≥ 0} by Λ 0 = µ and
Let F t be the σ-algebra generated by the random variables {N (A) : A ∈ A t }. Then, {Λ, ( F t ) t≥0 , P µ } has the same law as {X, (G t ) t≥0 , P µ }, see [18, Theorem 8.24 ]. Thus,
The proposition below contains some useful properties of N x . The proofs are similar to those in
Potential functions
Recall that q > max{K, −2λ 1 }. For any x ∈ E such that U q |f |(x) < ∞, we have
Moreover, U q f, X t is finite and right continuous, P µ -a.s.
Proof: First, we claim that, if f is nonnegative and bounded, e −qt U q f, X t is a nonnegative right continuous supermartingale with respect to {G t : t ≥ 0}. In fact, since T t f (x) ≤ f ∞ e Kt , we have
Since T t f (x) is continuous, by the dominated convergence theorem, we get that U q f is continuous.
Thus, U q f is a bounded and continuous function on E. Since X is a right continuous process in M F (E), we get that t → U q f, X t is right continuous. By Fubini's theorem, we have, for any
x ∈ E and t ≥ 0,
By the Markov property of X, we have, for t > s,
Thus, e −qt U q f, X t is a supermartingale.
is a nonnegative right continuous supermartingale with respect to {G t : t ≥ 0}, and, as M → ∞. is bounded on each finite interval, P µ -a.s., which implies that for any N > 0,
Thus, we have
Finally, we consider general f ∈ L 2 (E, m). Let
We have proved that, for any µ ∈ M F (E), P µ (Ω 0 ) = 1. It follows that, for ω ∈ Ω 0 ,
is well defined and right continuous. The proof is now complete. ✷
Martingale problem of X
In this subsection, we recall the martingale problem of superprocesses. For more details, see, for instance, [18, Chapter 7] .
For our superprocess X, there exists a worthy (G t )-martingale measure {M t (B) : t ≥ 0; B ∈ B(E)} with covariation measure
Let L 2 ν (E) be the space of two-parameter predictable processes h s (x) such that for all T > 0 and µ ∈ M F (E),
is well defined and it is a square-integrable cadlag G t -martingale under P µ , for each µ ∈ M F (E),
which implies that
is well defined. Now, using a routine limit argument, we can show that (2.22) holds for all f ∈
we have, P µ -a.s.,
where the fourth equality follows from the stochastic Fubini's theorem for martingale measures (see, for instance, [18, Theorem 7 .24]). Thus, for t > 0 and µ ∈ M F (E),
For any u > 0 and 0 ≤ T ≤ u, we define
Then, for any µ ∈ M F (E), {M
T , 0 ≤ T ≤ u} is a cadlag square-integrable martingale under P µ with
Note that
Proof: Since U q f, X t is right continuous, P µ -a.s., in light of (2.25), to prove (2.28), it suffices to prove that J Thus, it is easy to see that J f 1 (t) is continuous in t ∈ (0, ∞). Now, we consider J f 2 (t). We claim that, for any t 1 > 0,
t 1 t<u is right continuous, by the dominated convergence theorem, to prove (2.29), it suffices to show that
By the L p maximum inequality and (2.27), we have
By (2.8) and (2.4), we have, for u > t 1 ,
Since a t 1 (x) is continuous in E and µ has compact support, it follows that E a t 1 (z) 1/2 µ(dz) < ∞.
Thus, by (2.32), we have
Now (2.31) follows immediately. Since t 1 > 0 are arbitrary, we have 
It is known (see, for example, [13, Chapter VI, 3.20] ) that,
−→ X as n → ∞ for some dense subset D of R + .
Finite dimensional convergence
The following lemma is a generalization of [22, Remark 1.3] . 
For t > t 0 , by (2.4), we have
By (3.2) and (3.3), we have lim sup
Letting M → ∞, we arrive at (3.1). ✷
Recall that
and for g(x) = k:
where H k,j ∞ is the martingale limit of H k,j t . And recall that
It is easy to see that I s+t g = I s (I t g) and T u (I u g) = I u (T u g) = g. Thus, we have, as u → ∞,
It follows from [22, Lemma 3.1] that the limit H k,j
in L 2 (N x ). Then, as u → ∞,
Since N x I u g, ω u = P δx I u g, X u = g(x), we get that
By (2.18) and (2.7), we have
The following simple fact will be used later: 
Here G 2,h ∼ N (0, ρ 2 h ) is a constant process and
valued Gaussian random variable, with mean 0 and covariance
Moreover, W ∞ , G 2,h and
Proof: We put θ 1,0 = θ 2,0 = θ 3,0 = 0, τ 0 = 0 and
For j = 1, · · · , k, by (3.5),
Then, by (3.15), we get that
The last equality above follows from the Markov property of X, (2.16) and the fact that
In the proof of [22, Theorem 1.4], we have proved that
Thus, by the dominated convergence theorem, we get that
It is known (see [22, 3.44] ) that
, we have, as t → ∞,
By the Markov property of X, we have
For part (I), by the definition of g k , we get that
(3.17)
Since h ∈ C c , we have T s h(x) = e −λ 1 s/2 h(x). Thus, for x ∈ E,
Hence, we have
For part (II), we define for j = 1, · · · , k,
By Lemma 3.1, we get that, as t → ∞,
in P µ -probability. Thus, we get that, as t → ∞,
Now, we deal with part (III). For x 1 , x 2 ∈ R, by (3.10), we have
Using (3.21) with x 1 = e λ 1 (t+τ k )/2 B k , ω s k and x 2 = θ 2,k t −1/2 e λ 1 (t+τ k )/2 h, ω s k , we get
Notice that U (·, x) ↓ 0, as t → ∞. Thus, for t > u,
where the last equality follows from (2.3). Letting u → ∞, we get that
Thus, by (3.18) , (3.20) and (3.22), we have that, as t → ∞,
Hence, using the Markov property and the dominated convergence theorem, we get that, as t → ∞,
Repeating the above procedure k times, we obtain that, as t → ∞,
By [22, Lemma 3.5], we have
Thus, by (3.16), (3.23) and (3.24), we get
By the definition of C j in (3.19), we have,
In the following, we calculate the three parts separately.
1. By (3.9) and (3.17), we have that, for j = 1, · · · , k,
By (3.8) and (3.17), we get that
Thus, we have, for j = 1, · · · , k,
Summing over j and using the fact that g 0 = 0, we get
By (2.7), we have
Thus, we get, for j = 0, · · · , k − 1,
Therefore, summing over j on both sides of the above equality, we get
where the last equality follows from the fact that θ 1,0 = 0 andf k = θ 1,k f .
Thus, we get that
Combining (3.25)-(3.28), we get (3.11) immediately.
The proof is now complete. ✷ Remark 3.3 By Lemma 3.2, for any f ∈ C s and g ∈ C l , there exists a Gaussian process G 1,Uqf , G 3,g with mean 0 and covariance function defined as in Theorem 1.1. Furthermore, the next lemma shows that, this Gaussian process has a continuous version. Thus, the Gaussian process G 1,Uqf , G 3,g defined in Theorem 1.1 exists. Proof: By Kolmogorov's continuity criterion, it suffices to show that, for any τ 2 > τ 1 ≥ 0,
where C is a constant.
(
we have
where G ∼ N (0, 1). In the following, we write U q f as f (q) . By (3.12), we have
We rewrite the last integral above as the sum of integrals over (0, t 0 ) and (t 0 , ∞). For s > t 0 ,
For s ≤ t 0 , since T s 4 ≤ e Ks , we have
Combining (3.32) and (3.33) we get that
It follows from Fubini's theorem that, for p = 2, 4,
Since T u f p ≤ e Ku f p and q > K, we have
Now, combining (3.35)-(3.37), we obtain that, for p = 2, 4,
Now, by (3.34), we have
Thus, by (3.30) and (3.38), we get
(2) We claim that
where C is a constant. To prove (3.40), using the same argument as that of leading to (3.30), it suffices to show that, for 0 ≤ τ 1 ≤ τ 2 ,
By (1.9), we have that for any x ∈ E,
where k 0 = sup{k : 2λ k < λ 1 }. By the definition of I u g,
It follows that
Now the proof is complete. ✷ By Lemma 3.2 and Lemma 3.4, we get the following Corollary immediately.
and Y
3,g t t>0
are C-tight in D(R).
The tightness of
The main purpose of this subsection is to prove that Y 
defined on the space (Ω n , F n , {F n t } t≥0 , P n ). If (X n ) satisfies the following two conditions: Lemma 3.7 If f ∈ C s and µ ∈ M F (E), then for any N > 0,
Proof: In this proof, we always assume that t > 3t 0 . By (2.28), for any t > 0,
Next, we deal with
Using (2.32) with t 1 = t, we have, for t > 3t 0 ,
where in the third inequality we use (2.10). It follows that,
The proof is now complete. ✷ Next, we prove that
First, we deal with J 4 . Since T, S ∈ T t N , (t + T ) ∧ u and (t + S) ∧ u are both {G τ : τ ≥ 0}-stopping times. Thus, by (2.26), we have
Then,
where in the third inequality we used (2.4) and the fact that T u−s 4 ≤ e K(u−s) . Note that
By Lemma 3.1, we get that V (u − s, t + s) → 0 as t → ∞. By the dominated convergence theorem, we get that
It follows from (3.52) that
where in the second inequality we used the fact that T ∧ u − S ∧ u < θ. 
Finally, we consider J 5 (t, T, S). By Hölder's inequality, we get
where in the second to the last inequality we used (2.10). Thus, we get that in D(R)
The next lemma will be used to prove the tightness of (Y Moreover, as t → ∞,
which implies that (C t ) t≥0 is C-tight in D(R).
Proof: Let D be the subset of all the positive rational numbers. For any subsequence (n k ), by a diagonal argument, we can find a further subsequence (n ′ k ) and a set Ω 0 ⊂ Ω with P (Ω 0 ) = 1 such that for τ ∈ D and ω ∈ Ω 0 , lim k→∞ C n ′ k (τ )(ω) = C(τ )(ω). Proof: For h ∈ C c , we have T t h = e −λ 1 t/2 h. Thus, by (2.22), we get that, for t ≥ 0, P µ −a.s.
h, X t = e −λ 1 t/2 h, X 0 + e −λ 1 t/2 t 0 E e λ 1 s/2 h(x)M (ds, dx). is C-tight in D(R) under P µ . The proof is now complete. ✷
