Abstract: In this article, we have defined the remainder form of the sequential ϕ-modulus using ϕ-function by introducing the notion of second order modulus of smoothness for sequences. Structural properties of sequence spaces generated by means of the sequential ϕ-moduli are investigated.
Introduction
In mathematical analysis, modulus of continuity, modulus of smoothness and its variation are the basic characteristic properties of continuous function. The modulus of continuity and smoothness of functions may be defined on the spaces of continuous function, L p -spaces etc. The modulus of continuity and smoothness are important tools for approximate a function. It has extensive applications in the theory of approximations and Fourier analysis. Musielak [2] c 2013 Academic Publications, Ltd.
investigated approximation results by means of translated sequences. Musielak et al.(see [3] ) in his consecutive paper obtained approximation results, particularly in Orlicz sequence spaces using sequential modulus defined by the relation ω(x, r) = sup m≥r sup i≥m |t i+m − t i |, r = 0, 1, 2, . . ., where x = {t i } ∞ i=0 and studied a modular space of sequences defined by this modulus (see [2] , [3] ).
In the present article, we have transferred the second order L p -modulus defined by ω 2 (f, δ) = sup 0≤|h|<δ f (t + 2h) − 2f (t + h) + f (t)
to the sequential case and studied some structural properties of sequence spaces generated by this modulus.
Sequential Modulus of Order Two
Let X denote the space of all real sequences. and let ϕ be a ϕ-function (see for definition [1] , [8] ). For x ∈ X, we write (τ m x) j = t j for j < m and = t m+j for j ≥ m, where m,
is called the m-th translation of the sequence x = {t i } ∞ i=0 and the remainder form of the sequential ϕ-modulus of the sequence x is defined as [1] , [2] , [4] ).
Let I be an identity operator on X. Define sequential modulus of 2nd order of sequence x = {t i } ∞ i=0 as
Define the remainder form of the sequential ϕ-modulus of 2nd order of x as
where ∆ 2 m is the 2nd order difference operator ∆ m :
Let Ψ be a non-negative, non-decreasing function of u ≥ 0 such that Ψ(u) → 0 as u → 0 + , Ψ is not identically zero and {a r } be the sequence of real numbers such that inf r≥0 a r > 0. (see [4] )
We now consider the following classes of sequences
The following properties of ϕ-function will be useful to prove our results [1, 4, 5, 6, 7, 9] : The function Ψ is said to satisfy the condition (∆ 2 ) for small u ( for all u ), if there are u 0 > 0 and K > 0 such that
The sequence ϕ = {ϕ i } ∞ i=0 is said to satisfy the condition (A), if for every ǫ > 0 there exists a L > 0 and α > 0 such that
The sequence ϕ = {ϕ i } ∞ i=0 is said to satisfy the condition (A) ′ , if for every u > 0 there exists an α > 0 such that for all i = 0, 1, 2, . . ..
The function Ψ satisfy the condition (B), if there exists a v > 0 such that for every δ > 0 there is an η > 0 satisfying the inequality
The sequence ϕ = {ϕ i } ∞ i=0 of ϕ-functions is said to satisfy the condition (C), if for every η > 0 there exists an ǫ > 0 such that for all u > 0 and all indices i, the inequality ϕ i (u) < ǫ implies u < η. are not s-convex (0 < s ≤ 1). For example see [4] .
. There are ϕ-function Ψ not satisfying (B). For example see [5] .
Main Results
Theorem 3. Let the functions ϕ i satisfy (∆ 2 ) for all u and the function
Proof. The proof of this theorem is easy to show. So, we omit the proof.
Theorem 4. Let one of the following two conditions hold:
Proof. Suppose (P 1 ) is satisfied and x 1 , x 2 ∈ X 2 ϕ (Ψ). Let ξ be a real number. Then there is a number λ > 0 such that a r Ψ(ω 2 ϕ (λx i , r)) → 0 as r → ∞ for i = 1, 2. We have
So, x 1 + x 2 ∈ X 2 ϕ (Ψ). Further, it is easy to see that ξx 1 ∈ X 2 ϕ (Ψ) for any real number ξ. Therefore X 2 ϕ (Ψ) is a linear space. The second part of this theorem is easy to proof. So, we omit the details.
For every x ∈ X we define the functional Proof. If Ψ is concave and Ψ(0) = 0 then Ψ satisfies the condition (∆ 2 ) for all u > 0 because Ψ(2u) ≤ 2Ψ(u). Hence by Theorem 4 X 2 ϕ (Ψ) is a linear space. Now, if
Therefore ̺ is a pseudomodular. Now let us suppose the condition (b) ı.e. ϕ i 's are s-convex for each i = 0, 1, 2, . . . holds. Then ϕ = {ϕ i } ∞ i=0 satisfies (A) ′ and Theorem 4 implies X 2 ϕ (Ψ) is a linear space. Now for α, β ≥ 0, α s + β s = 1,
Therefore ̺(αx + βy) ≤ ̺(x) + ̺(y) for α, β ≥ 0, α s + β s = 1. Other properties of pseudomodular are obvious. Hence ̺ is a pseudomodular.
It is note that the above definition of pseudomodular generalizes the definition of pseudomodular defined in [6] . Now corresponding to this pseudomodular ̺ we denote
This is called modular space. Now for this pseudomodular ̺ we define a functional
for x ∈ X ̺ . The functional in (4) defines an F -pseudonorm on X ̺ [see [1] ].
Completeness
This section deals with the completeness of the spaces X ̺ and X 2 ϕ (Ψ) X ̺ with respect to both the F -norm |.| ̺ and modular structure. We begin with the following theorem: Proof. Let {x n } ∞ n=1 be a Cauchy sequence in X ̺ , x n = {t n i } ∞ i=0 and a = inf r≥0 a r > 0. Without loss of generality, we choose t n 1 = 0, t n 2 = 0 for n = 1, 2, 3, . . .. Then for every ǫ > 0, there exists a natural number N ∈ N such that x p − x q ̺ < ǫ for p, q > N u ǫ > 0 such that 0 < u ǫ < aΨ(ǫ), and 
Applying the condition (C) of ϕ i 's in (5), we have for every η > 0
Now (6) 
Indeed, for r = 1 and m = 1 we have
is a Cauchy sequence in X ̺ and hence convergence. In a similar way, we can obtain the convergence of {t
, for p > N, m ≥ r ≥ 0 and as d → ∞.
(7) Taking the supremum over m ≥ r in both sides of (7), we get Therefore for p > N and r ≥ 0, we get
Now, we prove that x p − x ∈ X ̺ for large p, i.e. ̺(λ(x p − x)) → 0 as λ → 0 + . For this, we choose a natural number N and a fixed ǫ > 0. Then for p > N and λ > 0, we write
As q → ∞, (6) becomes
Then using (10), equation (9) becomes 
Therefore from (8), we have for arbitrary ǫ > 0,
Thus, |x p − x| ̺ < u ǫ < aΨ(ǫ) for p > N , and we get |x p − x| ̺ → 0 as p → ∞. Hence X ̺ is complete. Proof. Since X 2 ϕ (Ψ) X ̺ is a subspace of X̺, so to complete the proof it is sufficient to prove that X 2 ϕ (Ψ) X ̺ is closed in X ̺ with respect to the Fréchet norm |.| ̺ . Let x n ∈ X 2 ϕ (Ψ) for each n ∈ N and x n → x in X ̺ . By definition of Fnorm convergence, we have for all λ > 0 a r Ψ(ω 2 ϕ (λ(x− x n ), r)) → 0 as n → ∞, uniformly with respect to r. By assumption, there exists M, δ > 0 such that 0 < Ψ(u) ≤ δ implies u ≤ M . Taking λ > 0 fixed, we may find n 1 > 0 such that Ψ(ω 2 ϕ (λ(x − x n ), r)) ≤ δ for n ≥ n 1 and consequently we obtain ω 2 ϕ (λ(x − x n ), r) ≤ M for n ≥ n 1 . Let l > 0 be a number such that K ≤ 2 l . Since Ψ satisfies the condition (∆ 2 ) for small u with a constant K 1 > 0, we obtain that Ψ(ω 
for n ≥ n 1 . Now for an arbitrary ǫ > 0 there exists a n 0 ≥ n 1 such that a r Ψ(ω 2 ϕ (λ(x − x no ), r)) < ǫ 2K Therefore for some λ > 0, from (11) we get a r Ψ(ω 2 ϕ (λx, r)) < ǫ 2 + ǫ 2 = ǫ for r ≥ r 0 . This shows that x ∈ X 2 ϕ (Ψ). Also Theorem 6 implies that x ∈ X ̺ and it finishes the proof.
