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Abstract
The strong lottery ticket hypothesis (LTH) postulates that one can approximate any target neural
network by only pruning the weights of a sufficiently over-parameterized random network. A recent work by
Malach et al. [1] establishes the first theoretical analysis for the strong LTH: one can provably approximate
a neural network of width d and depth l, by pruning a random one that is a factor O(d4l2) wider and twice
as deep. This polynomial over-parameterization requirement is at odds with recent experimental research
that achieves good approximation with networks that are a small factor wider than the target. In this work,
we close the gap and offer an exponential improvement to the over-parameterization requirement for the
existence of lottery tickets. We show that any target network of width d and depth l can be approximated
by pruning a random network that is a factor O(log(dl)) wider and twice as deep. Our analysis heavily
relies on connecting pruning random ReLU networks to random instances of the SubsetSum problem. We
then show that this logarithmic over-parameterization is essentially optimal for constant depth networks.
Finally, we verify several of our theoretical insights with experiments.
1 Introduction
Many of the recent unprecedented successes of machine learning can be partially attributed to state-of-the-art
neural network architectures that come with up to tens of billions of trainable parameters. Although test
accuracy is one of the gold standards in choosing one of these architectures, in many applications having
a “compressed” model is of practical interest, due to typically reduced energy, memory, and computational
footprint [2–15]. Such a compressed form can be achieved by either modifying the architecture to be leaner
in terms of number of weights, or by starting with a high-accuracy network and pruning it down to one that
is sparse in some representation domain, while not sacrificing much of the original network’s accuracy. A rich
and long body of research work shows that one can prune a large network to a tiny fraction of its size, while
maintaining (or sometimes even improving) its original accuracy [2–15].
Although network pruning dates back at least to the 80s [16–19], there has been a recent flurry of results
that introduce sophisticated pruning, sparsification, and quantization techniques which lead to significantly
compressed model representations that attain state-of-the-art accuracy [2,14,15]. Several of these pruning
methods require many rounds of pruning and retraining, resulting in a time-consuming and hard to tune
iterative meta-algorithm.
Could we avoid this pruning and retraining cycle, by “winning” the weight initialization lottery, with a
ticket that puts stochastic gradient descent (SGD) on a path to, not only accurate, but also very sparse neural
networks? Frankle and Carbin [20] define lottery tickets as sparse subnetworks of a randomly initialized
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network, that if trained to full accuracy just once, can reach the performance of the fully-trained but dense
target model. If these lottery tickets can be found efficiently, then the computational burden of pruning and
retraining can be avoided.
Several works build and expand on the lottery ticket hypothesis (LTH) that was introduced by Frankle
and Carbin [20]. Zhou et al. [21] experimentally analyze different strategies for pruning. Frankle et al. [22]
relate the existence of lottery tickets to a notion of stability of networks for SGD. Cosentino et al. [23]
show that lottery tickets are amenable to adversarial training, which can lead to both sparse and robust
neural networks. Soelen et al. [24] show that the winning tickets from one task are transferable to another
related task. Sabatelli et al. [25] show further that the trained winning tickets can be transferred with
minimal retraining on new tasks, and sometimes may even generalize better than models trained from scratch
specifically for the new task.
Along this literature, a striking finding was reported by Ramanujan et al. [26] and Wang et al. [27]: one
does not even need to train the lottery tickets to get high test accuracy; they find that high-accuracy, sparse
models simply reside within larger random networks, and appropriate pruning can reveal them. However,
these high-accuracy lottery tickets do not exist in plain sight, and finding them is in itself a challenging (as
a matter of fact NP-Hard) computational task. Still, the mere existence of these random substructures is
interesting, and one may wonder whether it is a universal phenomenon.
The phenomenon corroborated by the findings in Ramanujan et al. [26] is referred to as the strong lottery
ticket hypothesis. Recently, Malach et al. [1] proved the strong LTH for fully connected networks with ReLU
activations. In particular, they show that one can approximate any target neural network, by pruning a
sufficiently over-parameterized network of random weights. The degree of over-parameterization, i.e., how
much larger this random network has to be, was bounded by a polynomial term with regards to the width d
and depth l of the target network. Specifically, their analysis requires the random network to be of width
O˜(d5l2/2) and depth 2l, to allow for a pruning that leads to an -approximation with regards to the output
of the target network, for any input in a bounded domain. They also show that the required width can be
improved to O˜(d2l2/2) under some sparsity assumptions on the input. Although polynomial, the required
degree of over-parameterization is still too demanding, and it is unclear that it explains the experimental
results that corroborate the strong LTH. For example, it does not reflect the findings in Ramanujan et al. [26]
that only seem to require a constant factor over-parameterization, e.g., a randomly initialized Wide ResNet50,
can be pruned to a model that has the accuracy of a fully trained ResNet34. In this work, our goal is to
address the following question:
What is the required over-parameterization so that a network of random weights can be pruned
to approximate a smaller target network?
Towards this goal, we identify the crucial step in the proof strategy of Malach et al. [1] that leads to the
polynomial factor requirement on the per-layer over-parameterization. Say that one wants to approximate
a weight w∗ ∈ [−1, 1] with a random number drawn from a distribution, e.g., Uniform([−1, 1]). If we draw
n = O(1/) i.i.d. samples,
X1, . . . , Xn ∼ Uniform([−1, 1]),
then one of these Xi’s will be  close to w∗, with constant probability. In a way, this random sampling
generates an -net, i.e., a set of number such that any weight in [−1, 1] is  close to one of these n samples.
Pruning that set down to a single number, i.e., selecting the point closest to w∗, leads to an  approximation
for a single weight. At the cost of a polynomial overhead on the number of samples n, one can appropriately
apply this to every weight of a given layer, and then all layers of the network, in order to obtain a uniform
approximation result for every possible input of the neural network.
Perhaps the surprising fact is that one can achieve the same approximation, with exponentially smaller
number of samples, while still using a pruning algorithm. The idea is that instead of approximating the
target weight w∗ with only one of the n samples X1, . . . , Xn, one could add a subset of them to get a better
approximation. Indeed, when n = O(log(1/)), then, with high probability, there exists a subset S ⊆ [1, . . . , n],
such that ∣∣∣∣∣∑
i∈S
Xi − w∗
∣∣∣∣∣ ≤ .
Hence, approximating w∗ by the best subset sum
∑
i∈S Xi, offers an exponential improvement on the sample
complexity requirement compared to approximating it with one of the Xi’s.
2
The above approximation result for random Xi’s is drawn from a line of work on the random SubsetSum
problem [28–31]. In particular, Lueker [31] showed that one can achieve an -approximation of any target
number t ∈ [−1, 1], with only O(log (1/)) i.i.d. samples from any distribution that contains a uniform
distribution on [−1, 1], by using the solution to the following (NP-hard in general) problem
min
S
∣∣∣∣∣t−∑
i∈S
Xi
∣∣∣∣∣ .
Adapting this result to ReLU activation functions is precisely what allows us to get an exponential improvement
on the over-parameterization required for the strong LTH to be true.
Our Contributions: In this work, by adapting the random SubsetSum results of Lueker [31] to ReLU
activation functions, we offer an exponential improvement on the over-parameterization required for the
strong LTH to be true. In particular we establish the following result.
Theorem 1. (informal) A randomly initialized network with width O(d log(dl/min{, δ})) and depth 2l, with
probability at least 1− δ, can be pruned to approximate any neural network with width d and depth l, up to
error .
The formal statement of Theorem 1 is provided in Section 3. Note that in the above result, no training is
required to obtain the sparser network within the random model, i.e., pruning is all you need. Further, note
that we guarantee a good approximation to any network of fixed width and depth by pruning a single larger
network that is logarithmically wider. That is, the set of networks obtained by pruning the larger random
network amounts to an -net with regards to the smaller target networks.
We then show that this logarithmic over-parameterization is essentially optimal for constant depth
networks. Specifically, we provide a lower bound for 2-layered networks that matches the upper bound
proposed in Theorem 1, up to logarithmic terms with regards to the width:
Theorem 2. (informal) There exists a 2-layer neural network with width d which cannot be approximated to
error within  by pruning a randomly initialized 2-layer network, unless the random network has width at
least Ω(d log(1/)).
The formal statement of Theorem 2 is provided in Section 4. To the best of our knowledge, [1] and
our paper are the only works that mathematically prove the strong lottery ticket hypothesis, and this work
provides the tightest bounds for the required over-parameterization known so far.
Notation We use lower-case letters to represent scalars, e.g., we may use w to denote the weight of a single
link between two neurons. We use bold lower-case letters to denote vectors, for example, v,u,v1,v2. The
i-th coordinate of the vector v is denoted as vi. Finally, matrices are denoted by bold upper-case letters. For
a vector v, We use ‖v‖ to denote its `2 norm. If a matrix W has dimension d1 × d2, we say W ∈ Rd1×d2 .
The operator norm of a d1× d2 dimensional matrix M is defined as ‖M‖ = supx∈Rd2 ,‖x‖=1 ‖Mx‖. We denote
the uniform distribution on [a, b] by U [a, b]. We use c, C to denote positive absolute constants, which may
vary from place to place, and their exact values can be inferred from the proof details
2 Preliminaries and Setup
In this work, our goal is to approximate a target network f(x) by pruning a larger network g(x), where
x ∈ Rd0 . The target network f is a fully-connected, ReLU neural network of the following form
f(x) = Wlσ(Wl−1 . . . σ(W1x)), (1)
where Wi has dimension di × di−1, x ∈ Rd0 , and σ(·) is the ReLU activation that is, σ(x) = x · 1x≥0. A
second, larger network g(x) is of the following form
g(x) = M2lσ(M2l−1 . . . σ(M1x). (2)
3
Our goal is to obtain a pruned version of g by eliminating weights, i.e.,
gˆ(x) = (S2l M2l)σ((S2l−1 M2l−1) . . . σ((S1 M1)x)), (3)
where each Si is a binary (pruning) matrix, with the same dimension as Mi, and  represents element-wise
product between matrices. Our objective is to obtain a good approximation while controlling the size of
g(·), i.e., the width of Mi’s. In this work we only prune neuron weights, and not entire neurons. We refer
the reader to Malach et al. [1] for the differences between the two approaches: pruning weights and pruning
neurons.
We consider the case where the weight matricesM2l, . . . ,M1 of g(·) are randomly initialized. In particular,
each element of the matrices is an independent sample from U [−1, 1].
The error metric that we use is the uniform approximation over the normed-ball, i.e., ĝ is -close to f in
the following sense:
max
x∈Rd0 :‖x‖≤1
‖f(x)− ĝ(x)‖ ≤ .
Observe that a result of this kind can be generalized from the domain {‖x‖ ≤ 1} to an arbitrarily large radius
r, {‖x‖ ≤ r}, by scaling  appropriately. It is necessary, though, to consider only bounded domains because
ReLU neural networks are positive-homogeneous (f(αx) = αf(x) for α ≥ 0) and thus, any non-zero error
can be made arbitrarily large for unbounded domains.
3 Lottery Tickets via Subset Sum
We now present our results for approximating a target network by pruning a sufficiently over-parameterized
neural network. In fact, we prove that a single random, logarithmically over-parameterized neural network
can be pruned to approximate any neural network of a fixed architecture, with high probability. We define F
to be the set of target ReLU neural networks f such that (i) f : Rd0 → Rdl , (ii) f has depth l (iii) weight
matrix of i-th layer has dimension di × di−1 and spectral norm at most 1. That is,
F = {f : f(x) = Wlσ(Wl−1 . . . σ(W1x)), ∀i Wi ∈ Rdi×di−1 and ‖Wi‖ ≤ 1} (4)
We prove that a randomly initialized neural network
g(x) = M2lσ(M2l−1 . . . σ(M1x)),
which has 2l layers and layer widths log di−1dilmin{,δ} times the corresponding layer widths of F , with probability
1− δ, can approximate any neural network in F up to error . For simplicity, we state our results for matrices
with spectral norm at most 1, but they can readily be generalized to arbitrary norm bounds.
Theorem 1. Let F be as defined in Eq. (4). Consider a randomly initialized 2l-layered neural network
g(x) = M2lσ(M2l−1 . . . σ(M1x)),
where every weight is drawn from U [−1, 1], M2i has dimension
di × Cdi−1 log di−1dil
min{, δ}
and M2i−1 has dimension
Cdi−1 log
di−1dil
min{, δ} × di−1.
Then, with probability at least 1− δ, for every f ∈ F ,
min
Si∈{0,1}di×di−1
sup
‖x‖≤1
‖f(x)− (S2l M2l)σ((S2l−1 M2l−1) . . . σ((S1 M1)x)‖ < .
Note that the above result offers a uniform approximation guarantee for all networks in F by only pruning
a single over-parameterized network g. In this sense if G is the set of all pruned versions of the base neural
network g(x), then our guarantee states that, with probability 1− δ,
sup
f∈F
min
gˆ(x)∈G
sup
‖x‖≤1
‖f(x)− gˆ(x)‖ < .
4
Proof Outline of Theorem 1 To illustrate the connection between the SubsetSum problem and our
objective of approximating a the network by pruning, we start with a toy example where, we approximate a
single weight by pruning a linear network in Subsection 3.1.
In Subsection 3.2, we build up on the idea presented in Subsection 3.1 to show how to approximate a
single weight by pruning a ReLU network (see Lemma 1). Lemma 1 states that we can approximate a single
link with a O(log(1/)) wide network. Then in Subsection 3.3, we prove Lemma 2 which says that we can
approximate a neuron with d weights using O(d log(d/)) wide network. Moreover, reusing weights allows us
to approximate a whole layer of d neurons with a O(d log(d/)) wide network (see Lemma 3, Subsection 3.4).
Finally, we complete the proof of Theorem 1 in Subsection 3.5 by showing that if we can approximate each
layer in the target network individually, we also get a good end-to-end approximation.
3.1 Single Link: Pruning a Linear Network
We now explain our approximation scheme for a single link weight by pruning a random two-layered linear
neural network. Let the scalar target function be f(x) = w · x, where |w| ≤ 0.5. To make the task simpler,
let us assume (just for this subsection) that the second layer is deterministic, and has weights that are all
equal to 1. Thus, the over-parameterized neural network g(·), that we will prune, has the following linear
architecture:
g(x) = 1Tax =
n∑
i=1
aix,
where 1 is all-ones vector, a = [a1, . . . , an]T , and the weights ai are sampled from U [−1, 1]. Figure 1b shows
a visual representation of this network.
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x
<latexit  sha1_base64=" 01ubqO81sBIBeN 6h9o11Oj0jhCk= ">AAAB7HicbVBN T8JAEJ3FL8Qv1K OXjdSEE2m56JHEi 0dMLJBAQ7bLFjZ st83u1kgafoMXD xrj1R/kzX/jAj0 o+JJJXt6bycy8M BVcG9f9RqWt7Z3d vfJ+5eDw6Piken rW0UmmKPNpIhLV C4lmgkvmG24E66 WKkTgUrBtObxd+ 95EpzRP5YGYpC2 IyljzilBgr+Y7z5 DjDas1tuEvgTeI VpAYF2sPq12CU0 Cxm0lBBtO57bmq CnCjDqWDzyiDTL CV0Ssasb6kkMdNB vjx2jq+sMsJRom xJg5fq74mcxFrP 4tB2xsRM9Lq3EP /z+pmJboKcyzQz TNLVoigT2CR48T keccWoETNLCFXc3 orphChCjc2nYkP w1l/eJJ1mw3Mb3 n2z1qoXcZThAi6 hDh5cQwvuoA0+U ODwDK/whiR6Qe/o Y9VaQsXMOfwB+v wBTdGNmA==</la texit><latexit  sha1_base64=" 01ubqO81sBIBeN 6h9o11Oj0jhCk= ">AAAB7HicbVBN T8JAEJ3FL8Qv1K OXjdSEE2m56JHEi 0dMLJBAQ7bLFjZ st83u1kgafoMXD xrj1R/kzX/jAj0 o+JJJXt6bycy8M BVcG9f9RqWt7Z3d vfJ+5eDw6Piken rW0UmmKPNpIhLV C4lmgkvmG24E66 WKkTgUrBtObxd+ 95EpzRP5YGYpC2 IyljzilBgr+Y7z5 DjDas1tuEvgTeI VpAYF2sPq12CU0 Cxm0lBBtO57bmq CnCjDqWDzyiDTL CV0Ssasb6kkMdNB vjx2jq+sMsJRom xJg5fq74mcxFrP 4tB2xsRM9Lq3EP /z+pmJboKcyzQz TNLVoigT2CR48T keccWoETNLCFXc3 orphChCjc2nYkP w1l/eJJ1mw3Mb3 n2z1qoXcZThAi6 hDh5cQwvuoA0+U ODwDK/whiR6Qe/o Y9VaQsXMOfwB+v wBTdGNmA==</la texit><latexit  sha1_base64=" 01ubqO81sBIBeN 6h9o11Oj0jhCk= ">AAAB7HicbVBN T8JAEJ3FL8Qv1K OXjdSEE2m56JHEi 0dMLJBAQ7bLFjZ st83u1kgafoMXD xrj1R/kzX/jAj0 o+JJJXt6bycy8M BVcG9f9RqWt7Z3d vfJ+5eDw6Piken rW0UmmKPNpIhLV C4lmgkvmG24E66 WKkTgUrBtObxd+ 95EpzRP5YGYpC2 IyljzilBgr+Y7z5 DjDas1tuEvgTeI VpAYF2sPq12CU0 Cxm0lBBtO57bmq CnCjDqWDzyiDTL CV0Ssasb6kkMdNB vjx2jq+sMsJRom xJg5fq74mcxFrP 4tB2xsRM9Lq3EP /z+pmJboKcyzQz TNLVoigT2CR48T keccWoETNLCFXc3 orphChCjc2nYkP w1l/eJJ1mw3Mb3 n2z1qoXcZThAi6 hDh5cQwvuoA0+U ODwDK/whiR6Qe/o Y9VaQsXMOfwB+v wBTdGNmA==</la texit><latexit  sha1_base64=" 01ubqO81sBIBeN 6h9o11Oj0jhCk= ">AAAB7HicbVBN T8JAEJ3FL8Qv1K OXjdSEE2m56JHEi 0dMLJBAQ7bLFjZ st83u1kgafoMXD xrj1R/kzX/jAj0 o+JJJXt6bycy8M BVcG9f9RqWt7Z3d vfJ+5eDw6Piken rW0UmmKPNpIhLV C4lmgkvmG24E66 WKkTgUrBtObxd+ 95EpzRP5YGYpC2 IyljzilBgr+Y7z5 DjDas1tuEvgTeI VpAYF2sPq12CU0 Cxm0lBBtO57bmq CnCjDqWDzyiDTL CV0Ssasb6kkMdNB vjx2jq+sMsJRom xJg5fq74mcxFrP 4tB2xsRM9Lq3EP /z+pmJboKcyzQz TNLVoigT2CR48T keccWoETNLCFXc3 orphChCjc2nYkP w1l/eJJ1mw3Mb3 n2z1qoXcZThAi6 hDh5cQwvuoA0+U ODwDK/whiR6Qe/o Y9VaQsXMOfwB+v wBTdGNmA==</la texit>
wx
<latexit sha1_base64="AkkSX2C dUpJCA999lK/iDVyZoTw=">AAAB7XicbVA9TwJBEJ3DL8Qv1NJmI2dCRe 5otCSxscREPhK4kL1lD1b2di+7eyq58B9sLDTG1v9j579xgSsUfMkkL+ /NZGZemHCmjed9O4WNza3tneJuaW//4PCofHzS1jJVhLaI5FJ1Q6wpZ4K 2DDOcdhNFcRxy2gkn13O/80CVZlLcmWlCgxiPBIsYwcZKbdd9fHLdQbni 1bwF0Drxc1KBHM1B+as/lCSNqTCEY617vpeYIMPKMMLprNRPNU0wmeAR 7VkqcEx1kC2unaELqwxRJJUtYdBC/T2R4VjraRzazhibsV715uJ/Xi810 VWQMZGkhgqyXBSlHBmJ5q+jIVOUGD61BBPF7K2IjLHCxNiASjYEf/Xldd Ku13yv5t/WK41qHkcRzuAcquDDJTTgBprQAgL38Ayv8OZI58V5dz6WrQU nnzmFP3A+fwAo1Y4Z</latexit><latexit sha1_base64="AkkSX2C dUpJCA999lK/iDVyZoTw=">AAAB7XicbVA9TwJBEJ3DL8Qv1NJmI2dCRe 5otCSxscREPhK4kL1lD1b2di+7eyq58B9sLDTG1v9j579xgSsUfMkkL+ /NZGZemHCmjed9O4WNza3tneJuaW//4PCofHzS1jJVhLaI5FJ1Q6wpZ4K 2DDOcdhNFcRxy2gkn13O/80CVZlLcmWlCgxiPBIsYwcZKbdd9fHLdQbni 1bwF0Drxc1KBHM1B+as/lCSNqTCEY617vpeYIMPKMMLprNRPNU0wmeAR 7VkqcEx1kC2unaELqwxRJJUtYdBC/T2R4VjraRzazhibsV715uJ/Xi810 VWQMZGkhgqyXBSlHBmJ5q+jIVOUGD61BBPF7K2IjLHCxNiASjYEf/Xldd Ku13yv5t/WK41qHkcRzuAcquDDJTTgBprQAgL38Ayv8OZI58V5dz6WrQU nnzmFP3A+fwAo1Y4Z</latexit><latexit sha1_base64="AkkSX2C dUpJCA999lK/iDVyZoTw=">AAAB7XicbVA9TwJBEJ3DL8Qv1NJmI2dCRe 5otCSxscREPhK4kL1lD1b2di+7eyq58B9sLDTG1v9j579xgSsUfMkkL+ /NZGZemHCmjed9O4WNza3tneJuaW//4PCofHzS1jJVhLaI5FJ1Q6wpZ4K 2DDOcdhNFcRxy2gkn13O/80CVZlLcmWlCgxiPBIsYwcZKbdd9fHLdQbni 1bwF0Drxc1KBHM1B+as/lCSNqTCEY617vpeYIMPKMMLprNRPNU0wmeAR 7VkqcEx1kC2unaELqwxRJJUtYdBC/T2R4VjraRzazhibsV715uJ/Xi810 VWQMZGkhgqyXBSlHBmJ5q+jIVOUGD61BBPF7K2IjLHCxNiASjYEf/Xldd Ku13yv5t/WK41qHkcRzuAcquDDJTTgBprQAgL38Ayv8OZI58V5dz6WrQU nnzmFP3A+fwAo1Y4Z</latexit><latexit sha1_base64="AkkSX2C dUpJCA999lK/iDVyZoTw=">AAAB7XicbVA9TwJBEJ3DL8Qv1NJmI2dCRe 5otCSxscREPhK4kL1lD1b2di+7eyq58B9sLDTG1v9j579xgSsUfMkkL+ /NZGZemHCmjed9O4WNza3tneJuaW//4PCofHzS1jJVhLaI5FJ1Q6wpZ4K 2DDOcdhNFcRxy2gkn13O/80CVZlLcmWlCgxiPBIsYwcZKbdd9fHLdQbni 1bwF0Drxc1KBHM1B+as/lCSNqTCEY617vpeYIMPKMMLprNRPNU0wmeAR 7VkqcEx1kC2unaELqwxRJJUtYdBC/T2R4VjraRzazhibsV715uJ/Xi810 VWQMZGkhgqyXBSlHBmJ5q+jIVOUGD61BBPF7K2IjLHCxNiASjYEf/Xldd Ku13yv5t/WK41qHkcRzuAcquDDJTTgBprQAgL38Ayv8OZI58V5dz6WrQU nnzmFP3A+fwAo1Y4Z</latexit>
(a) Target weight
x
<latexit s ha1_base64="01ubqO 81sBIBeN6h9o11Oj0j hCk=">AAAB7HicbVBNT 8JAEJ3FL8Qv1KOXjdS EE2m56JHEi0dMLJBAQ 7bLFjZst83u1kgafoM XDxrj1R/kzX/jAj0o+J JJXt6bycy8MBVcG9f9 RqWt7Z3dvfJ+5eDw6P ikenrW0UmmKPNpIhLVC 4lmgkvmG24E66WKkTg UrBtObxd+95EpzRP5Y GYpC2IyljzilBgr+Y7 z5DjDas1tuEvgTeIVpA YF2sPq12CU0Cxm0lBB tO57bmqCnCjDqWDzyi DTLCV0Ssasb6kkMdNBv jx2jq+sMsJRomxJg5f q74mcxFrP4tB2xsRM9 Lq3EP/z+pmJboKcyzQz TNLVoigT2CR48Tkecc WoETNLCFXc3orphChC jc2nYkPw1l/eJJ1mw3 Mb3n2z1qoXcZThAi6hD h5cQwvuoA0+UODwDK/ whiR6Qe/oY9VaQsXMO fwB+vwBTdGNmA==</la texit><latexit s ha1_base64="01ubqO 81sBIBeN6h9o11Oj0j hCk=">AAAB7HicbVBNT 8JAEJ3FL8Qv1KOXjdS EE2m56JHEi0dMLJBAQ 7bLFjZst83u1kgafoM XDxrj1R/kzX/jAj0o+J JJXt6bycy8MBVcG9f9 RqWt7Z3dvfJ+5eDw6P ikenrW0UmmKPNpIhLVC 4lmgkvmG24E66WKkTg UrBtObxd+95EpzRP5Y GYpC2IyljzilBgr+Y7 z5DjDas1tuEvgTeIVpA YF2sPq12CU0Cxm0lBB tO57bmqCnCjDqWDzyi DTLCV0Ssasb6kkMdNBv jx2jq+sMsJRomxJg5f q74mcxFrP4tB2xsRM9 Lq3EP/z+pmJboKcyzQz TNLVoigT2CR48Tkecc WoETNLCFXc3orphChC jc2nYkPw1l/eJJ1mw3 Mb3n2z1qoXcZThAi6hD h5cQwvuoA0+UODwDK/ whiR6Qe/oY9VaQsXMO fwB+vwBTdGNmA==</la texit><latexit s ha1_base64="01ubqO 81sBIBeN6h9o11Oj0j hCk=">AAAB7HicbVBNT 8JAEJ3FL8Qv1KOXjdS EE2m56JHEi0dMLJBAQ 7bLFjZst83u1kgafoM XDxrj1R/kzX/jAj0o+J JJXt6bycy8MBVcG9f9 RqWt7Z3dvfJ+5eDw6P ikenrW0UmmKPNpIhLVC 4lmgkvmG24E66WKkTg UrBtObxd+95EpzRP5Y GYpC2IyljzilBgr+Y7 z5DjDas1tuEvgTeIVpA YF2sPq12CU0Cxm0lBB tO57bmqCnCjDqWDzyi DTLCV0Ssasb6kkMdNBv jx2jq+sMsJRomxJg5f q74mcxFrP4tB2xsRM9 Lq3EP/z+pmJboKcyzQz TNLVoigT2CR48Tkecc WoETNLCFXc3orphChC jc2nYkPw1l/eJJ1mw3 Mb3n2z1qoXcZThAi6hD h5cQwvuoA0+UODwDK/ whiR6Qe/oY9VaQsXMO fwB+vwBTdGNmA==</la texit><latexit s ha1_base64="01ubqO 81sBIBeN6h9o11Oj0j hCk=">AAAB7HicbVBNT 8JAEJ3FL8Qv1KOXjdS EE2m56JHEi0dMLJBAQ 7bLFjZst83u1kgafoM XDxrj1R/kzX/jAj0o+J JJXt6bycy8MBVcG9f9 RqWt7Z3dvfJ+5eDw6P ikenrW0UmmKPNpIhLVC 4lmgkvmG24E66WKkTg UrBtObxd+95EpzRP5Y GYpC2IyljzilBgr+Y7 z5DjDas1tuEvgTeIVpA YF2sPq12CU0Cxm0lBB tO57bmqCnCjDqWDzyi DTLCV0Ssasb6kkMdNBv jx2jq+sMsJRomxJg5f q74mcxFrP4tB2xsRM9 Lq3EP/z+pmJboKcyzQz TNLVoigT2CR48Tkecc WoETNLCFXc3orphChC jc2nYkPw1l/eJJ1mw3 Mb3n2z1qoXcZThAi6hD h5cQwvuoA0+UODwDK/ whiR6Qe/oY9VaQsXMO fwB+vwBTdGNmA==</la texit>
1
<latexit sha1_base6 4="q03gFtXPfFd7dmyvSyaOWmNIRg4=">AAA B7HicbVBNT8JAEJ36ifiFevSykZpwIi0XPZJ4 8YiJBRJoyHaZwobtttndmhDCb/DiQWO8+oO8+ W9coAcFXzLJy3szmZkXZYJr43nfztb2zu7ef umgfHh0fHJaOTtv6zRXDAOWilR1I6pRcImB4U ZgN1NIk0hgJ5rcLfzOEyrNU/lophmGCR1JHn NGjZUC1/Vdd1CpenVvCbJJ/IJUoUBrUPnqD1O WJygNE1Trnu9lJpxRZTgTOC/3c40ZZRM6wp6 lkiaow9ny2Dm5tsqQxKmyJQ1Zqr8nZjTReppE tjOhZqzXvYX4n9fLTXwbzrjMcoOSrRbFuSAmJ YvPyZArZEZMLaFMcXsrYWOqKDM2n7INwV9/e ZO0G3Xfq/sPjWqzVsRRgku4ghr4cANNuIcWBM CAwzO8wpsjnRfn3flYtW45xcwF/IHz+QPhmI 1R</latexit><latexit sha1_base6 4="q03gFtXPfFd7dmyvSyaOWmNIRg4=">AAA B7HicbVBNT8JAEJ36ifiFevSykZpwIi0XPZJ4 8YiJBRJoyHaZwobtttndmhDCb/DiQWO8+oO8+ W9coAcFXzLJy3szmZkXZYJr43nfztb2zu7ef umgfHh0fHJaOTtv6zRXDAOWilR1I6pRcImB4U ZgN1NIk0hgJ5rcLfzOEyrNU/lophmGCR1JHn NGjZUC1/Vdd1CpenVvCbJJ/IJUoUBrUPnqD1O WJygNE1Trnu9lJpxRZTgTOC/3c40ZZRM6wp6 lkiaow9ny2Dm5tsqQxKmyJQ1Zqr8nZjTReppE tjOhZqzXvYX4n9fLTXwbzrjMcoOSrRbFuSAmJ YvPyZArZEZMLaFMcXsrYWOqKDM2n7INwV9/e ZO0G3Xfq/sPjWqzVsRRgku4ghr4cANNuIcWBM CAwzO8wpsjnRfn3flYtW45xcwF/IHz+QPhmI 1R</latexit><latexit sha1_base6 4="q03gFtXPfFd7dmyvSyaOWmNIRg4=">AAA B7HicbVBNT8JAEJ36ifiFevSykZpwIi0XPZJ4 8YiJBRJoyHaZwobtttndmhDCb/DiQWO8+oO8+ W9coAcFXzLJy3szmZkXZYJr43nfztb2zu7ef umgfHh0fHJaOTtv6zRXDAOWilR1I6pRcImB4U ZgN1NIk0hgJ5rcLfzOEyrNU/lophmGCR1JHn NGjZUC1/Vdd1CpenVvCbJJ/IJUoUBrUPnqD1O WJygNE1Trnu9lJpxRZTgTOC/3c40ZZRM6wp6 lkiaow9ny2Dm5tsqQxKmyJQ1Zqr8nZjTReppE tjOhZqzXvYX4n9fLTXwbzrjMcoOSrRbFuSAmJ YvPyZArZEZMLaFMcXsrYWOqKDM2n7INwV9/e ZO0G3Xfq/sPjWqzVsRRgku4ghr4cANNuIcWBM CAwzO8wpsjnRfn3flYtW45xcwF/IHz+QPhmI 1R</latexit><latexit sha1_base6 4="q03gFtXPfFd7dmyvSyaOWmNIRg4=">AAA B7HicbVBNT8JAEJ36ifiFevSykZpwIi0XPZJ4 8YiJBRJoyHaZwobtttndmhDCb/DiQWO8+oO8+ W9coAcFXzLJy3szmZkXZYJr43nfztb2zu7ef umgfHh0fHJaOTtv6zRXDAOWilR1I6pRcImB4U ZgN1NIk0hgJ5rcLfzOEyrNU/lophmGCR1JHn NGjZUC1/Vdd1CpenVvCbJJ/IJUoUBrUPnqD1O WJygNE1Trnu9lJpxRZTgTOC/3c40ZZRM6wp6 lkiaow9ny2Dm5tsqQxKmyJQ1Zqr8nZjTReppE tjOhZqzXvYX4n9fLTXwbzrjMcoOSrRbFuSAmJ YvPyZArZEZMLaFMcXsrYWOqKDM2n7INwV9/e ZO0G3Xfq/sPjWqzVsRRgku4ghr4cANNuIcWBM CAwzO8wpsjnRfn3flYtW45xcwF/IHz+QPhmI 1R</latexit>
1
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a2
<latexit sha1_base6 4="ozkK+RwAPEK99768oD3k5OUkN2k=">AAA B7HicbVBNT8JAEJ36ifiFevSyEUw4kZaLHkm8 eMTEAgk0ZLpsYcN22+xuTUjDb/DiQWO8+oO8+ W9coAcFXzLJy3szmZkXpoJr47rfztb2zu7ef umgfHh0fHJaOTvv6CRTlPk0EYnqhaiZ4JL5hh vBeqliGIeCdcPp3cLvPjGleSIfzSxlQYxjyS NO0VjJr+GwWRtWqm7DXYJsEq8gVSjQHla+BqO EZjGThgrUuu+5qQlyVIZTweblQaZZinSKY9a 3VGLMdJAvj52Ta6uMSJQoW9KQpfp7IsdY61kc 2s4YzUSvewvxP6+fmeg2yLlMM8MkXS2KMkFMQ hafkxFXjBoxswSp4vZWQieokBqbT9mG4K2/v Ek6zYbnNryHZrVVL+IowSVcQR08uIEW3EMbfK DA4Rle4c2Rzovz7nysWrecYuYC/sD5/AGaLI 3K</latexit><latexit sha1_base6 4="ozkK+RwAPEK99768oD3k5OUkN2k=">AAA B7HicbVBNT8JAEJ36ifiFevSyEUw4kZaLHkm8 eMTEAgk0ZLpsYcN22+xuTUjDb/DiQWO8+oO8+ W9coAcFXzLJy3szmZkXpoJr47rfztb2zu7ef umgfHh0fHJaOTvv6CRTlPk0EYnqhaiZ4JL5hh vBeqliGIeCdcPp3cLvPjGleSIfzSxlQYxjyS NO0VjJr+GwWRtWqm7DXYJsEq8gVSjQHla+BqO EZjGThgrUuu+5qQlyVIZTweblQaZZinSKY9a 3VGLMdJAvj52Ta6uMSJQoW9KQpfp7IsdY61kc 2s4YzUSvewvxP6+fmeg2yLlMM8MkXS2KMkFMQ hafkxFXjBoxswSp4vZWQieokBqbT9mG4K2/v Ek6zYbnNryHZrVVL+IowSVcQR08uIEW3EMbfK DA4Rle4c2Rzovz7nysWrecYuYC/sD5/AGaLI 3K</latexit><latexit sha1_base6 4="ozkK+RwAPEK99768oD3k5OUkN2k=">AAA B7HicbVBNT8JAEJ36ifiFevSyEUw4kZaLHkm8 eMTEAgk0ZLpsYcN22+xuTUjDb/DiQWO8+oO8+ W9coAcFXzLJy3szmZkXpoJr47rfztb2zu7ef umgfHh0fHJaOTvv6CRTlPk0EYnqhaiZ4JL5hh vBeqliGIeCdcPp3cLvPjGleSIfzSxlQYxjyS NO0VjJr+GwWRtWqm7DXYJsEq8gVSjQHla+BqO EZjGThgrUuu+5qQlyVIZTweblQaZZinSKY9a 3VGLMdJAvj52Ta6uMSJQoW9KQpfp7IsdY61kc 2s4YzUSvewvxP6+fmeg2yLlMM8MkXS2KMkFMQ hafkxFXjBoxswSp4vZWQieokBqbT9mG4K2/v Ek6zYbnNryHZrVVL+IowSVcQR08uIEW3EMbfK DA4Rle4c2Rzovz7nysWrecYuYC/sD5/AGaLI 3K</latexit><latexit sha1_base6 4="ozkK+RwAPEK99768oD3k5OUkN2k=">AAA B7HicbVBNT8JAEJ36ifiFevSyEUw4kZaLHkm8 eMTEAgk0ZLpsYcN22+xuTUjDb/DiQWO8+oO8+ W9coAcFXzLJy3szmZkXpoJr47rfztb2zu7ef umgfHh0fHJaOTvv6CRTlPk0EYnqhaiZ4JL5hh vBeqliGIeCdcPp3cLvPjGleSIfzSxlQYxjyS NO0VjJr+GwWRtWqm7DXYJsEq8gVSjQHla+BqO EZjGThgrUuu+5qQlyVIZTweblQaZZinSKY9a 3VGLMdJAvj52Ta6uMSJQoW9KQpfp7IsdY61kc 2s4YzUSvewvxP6+fmeg2yLlMM8MkXS2KMkFMQ hafkxFXjBoxswSp4vZWQieokBqbT9mG4K2/v Ek6zYbnNryHZrVVL+IowSVcQR08uIEW3EMbfK DA4Rle4c2Rzovz7nysWrecYuYC/sD5/AGaLI 3K</latexit> 1! 0
<latexit sha1_base6 4="sZLkQA2adT7Cb4/yurDMYKJT84s=">AAA B7HicdVBNS8NAEN3Ur1q/qh69LBahp7CJoa23 ghePFUxbaEPZbDft0s0m7G6EEvobvHhQxKs/y Jv/xk1bQUUfDDzem2FmXphypjRCH1ZpY3Nre 6e8W9nbPzg8qh6fdFWSSUJ9kvBE9kOsKGeC+p ppTvuppDgOOe2Fs+vC791TqVgi7vQ8pUGMJ4 JFjGBtJN8Z6gSNqjVkX7UarteAyEao6bhOQdy md+lBxygFamCNzqj6PhwnJIup0IRjpQYOSnW QY6kZ4XRRGWaKppjM8IQODBU4pirIl8cu4IVR xjBKpCmh4VL9PpHjWKl5HJrOGOup+u0V4l/eI NNRK8iZSDNNBVktijIOdQKLz+GYSUo0nxuCi WTmVkimWGKiTT4VE8LXp/B/0nVtB9nOrVdr19 dxlMEZOAd14IAmaIMb0AE+IICBB/AEni1hPV ov1uuqtWStZ07BD1hvn5YOjnQ=</latexit><latexit sha1_base6 4="sZLkQA2adT7Cb4/yurDMYKJT84s=">AAA B7HicdVBNS8NAEN3Ur1q/qh69LBahp7CJoa23 ghePFUxbaEPZbDft0s0m7G6EEvobvHhQxKs/y Jv/xk1bQUUfDDzem2FmXphypjRCH1ZpY3Nre 6e8W9nbPzg8qh6fdFWSSUJ9kvBE9kOsKGeC+p ppTvuppDgOOe2Fs+vC791TqVgi7vQ8pUGMJ4 JFjGBtJN8Z6gSNqjVkX7UarteAyEao6bhOQdy md+lBxygFamCNzqj6PhwnJIup0IRjpQYOSnW QY6kZ4XRRGWaKppjM8IQODBU4pirIl8cu4IVR xjBKpCmh4VL9PpHjWKl5HJrOGOup+u0V4l/eI NNRK8iZSDNNBVktijIOdQKLz+GYSUo0nxuCi WTmVkimWGKiTT4VE8LXp/B/0nVtB9nOrVdr19 dxlMEZOAd14IAmaIMb0AE+IICBB/AEni1hPV ov1uuqtWStZ07BD1hvn5YOjnQ=</latexit><latexit sha1_base6 4="sZLkQA2adT7Cb4/yurDMYKJT84s=">AAA B7HicdVBNS8NAEN3Ur1q/qh69LBahp7CJoa23 ghePFUxbaEPZbDft0s0m7G6EEvobvHhQxKs/y Jv/xk1bQUUfDDzem2FmXphypjRCH1ZpY3Nre 6e8W9nbPzg8qh6fdFWSSUJ9kvBE9kOsKGeC+p ppTvuppDgOOe2Fs+vC791TqVgi7vQ8pUGMJ4 JFjGBtJN8Z6gSNqjVkX7UarteAyEao6bhOQdy md+lBxygFamCNzqj6PhwnJIup0IRjpQYOSnW QY6kZ4XRRGWaKppjM8IQODBU4pirIl8cu4IVR xjBKpCmh4VL9PpHjWKl5HJrOGOup+u0V4l/eI NNRK8iZSDNNBVktijIOdQKLz+GYSUo0nxuCi WTmVkimWGKiTT4VE8LXp/B/0nVtB9nOrVdr19 dxlMEZOAd14IAmaIMb0AE+IICBB/AEni1hPV ov1uuqtWStZ07BD1hvn5YOjnQ=</latexit><latexit sha1_base6 4="sZLkQA2adT7Cb4/yurDMYKJT84s=">AAA B7HicdVBNS8NAEN3Ur1q/qh69LBahp7CJoa23 ghePFUxbaEPZbDft0s0m7G6EEvobvHhQxKs/y Jv/xk1bQUUfDDzem2FmXphypjRCH1ZpY3Nre 6e8W9nbPzg8qh6fdFWSSUJ9kvBE9kOsKGeC+p ppTvuppDgOOe2Fs+vC791TqVgi7vQ8pUGMJ4 JFjGBtJN8Z6gSNqjVkX7UarteAyEao6bhOQdy md+lBxygFamCNzqj6PhwnJIup0IRjpQYOSnW QY6kZ4XRRGWaKppjM8IQODBU4pirIl8cu4IVR xjBKpCmh4VL9PpHjWKl5HJrOGOup+u0V4l/eI NNRK8iZSDNNBVktijIOdQKLz+GYSUo0nxuCi WTmVkimWGKiTT4VE8LXp/B/0nVtB9nOrVdr19 dxlMEZOAd14IAmaIMb0AE+IICBB/AEni1hPV ov1uuqtWStZ07BD1hvn5YOjnQ=</latexit>
(b) Over-parameterized linear network
a2
<latexit sha1_base64="ozkK+RwAPEK99768oD3 k5OUkN2k=">AAAB7HicbVBNT8JAEJ36ifiFevSyEUw4kZaLHkm8eMTEAgk0ZLpsYcN22+xuTUjDb/DiQW O8+oO8+W9coAcFXzLJy3szmZkXpoJr47rfztb2zu7efumgfHh0fHJaOTvv6CRTlPk0EYnqhaiZ4JL5hhv BeqliGIeCdcPp3cLvPjGleSIfzSxlQYxjySNO0VjJr+GwWRtWqm7DXYJsEq8gVSjQHla+BqOEZjGThgrU uu+5qQlyVIZTweblQaZZinSKY9a3VGLMdJAvj52Ta6uMSJQoW9KQpfp7IsdY61kc2s4YzUSvewvxP6+fme g2yLlMM8MkXS2KMkFMQhafkxFXjBoxswSp4vZWQieokBqbT9mG4K2/vEk6zYbnNryHZrVVL+IowSVcQR0 8uIEW3EMbfKDA4Rle4c2Rzovz7nysWrecYuYC/sD5/AGaLI3K</latexit><latexit sha1_base64="ozkK+RwAPEK99768oD3 k5OUkN2k=">AAAB7HicbVBNT8JAEJ36ifiFevSyEUw4kZaLHkm8eMTEAgk0ZLpsYcN22+xuTUjDb/DiQW O8+oO8+W9coAcFXzLJy3szmZkXpoJr47rfztb2zu7efumgfHh0fHJaOTvv6CRTlPk0EYnqhaiZ4JL5hhv BeqliGIeCdcPp3cLvPjGleSIfzSxlQYxjySNO0VjJr+GwWRtWqm7DXYJsEq8gVSjQHla+BqOEZjGThgrU uu+5qQlyVIZTweblQaZZinSKY9a3VGLMdJAvj52Ta6uMSJQoW9KQpfp7IsdY61kc2s4YzUSvewvxP6+fme g2yLlMM8MkXS2KMkFMQhafkxFXjBoxswSp4vZWQieokBqbT9mG4K2/vEk6zYbnNryHZrVVL+IowSVcQR0 8uIEW3EMbfKDA4Rle4c2Rzovz7nysWrecYuYC/sD5/AGaLI3K</latexit><latexit sha1_base64="ozkK+RwAPEK99768oD3 k5OUkN2k=">AAAB7HicbVBNT8JAEJ36ifiFevSyEUw4kZaLHkm8eMTEAgk0ZLpsYcN22+xuTUjDb/DiQW O8+oO8+W9coAcFXzLJy3szmZkXpoJr47rfztb2zu7efumgfHh0fHJaOTvv6CRTlPk0EYnqhaiZ4JL5hhv BeqliGIeCdcPp3cLvPjGleSIfzSxlQYxjySNO0VjJr+GwWRtWqm7DXYJsEq8gVSjQHla+BqOEZjGThgrU uu+5qQlyVIZTweblQaZZinSKY9a3VGLMdJAvj52Ta6uMSJQoW9KQpfp7IsdY61kc2s4YzUSvewvxP6+fme g2yLlMM8MkXS2KMkFMQhafkxFXjBoxswSp4vZWQieokBqbT9mG4K2/vEk6zYbnNryHZrVVL+IowSVcQR0 8uIEW3EMbfKDA4Rle4c2Rzovz7nysWrecYuYC/sD5/AGaLI3K</latexit><latexit sha1_base64="ozkK+RwAPEK99768oD3 k5OUkN2k=">AAAB7HicbVBNT8JAEJ36ifiFevSyEUw4kZaLHkm8eMTEAgk0ZLpsYcN22+xuTUjDb/DiQW O8+oO8+W9coAcFXzLJy3szmZkXpoJr47rfztb2zu7efumgfHh0fHJaOTvv6CRTlPk0EYnqhaiZ4JL5hhv BeqliGIeCdcPp3cLvPjGleSIfzSxlQYxjySNO0VjJr+GwWRtWqm7DXYJsEq8gVSjQHla+BqOEZjGThgrU uu+5qQlyVIZTweblQaZZinSKY9a3VGLMdJAvj52Ta6uMSJQoW9KQpfp7IsdY61kc2s4YzUSvewvxP6+fme g2yLlMM8MkXS2KMkFMQhafkxFXjBoxswSp4vZWQieokBqbT9mG4K2/vEk6zYbnNryHZrVVL+IowSVcQR0 8uIEW3EMbfKDA4Rle4c2Rzovz7nysWrecYuYC/sD5/AGaLI3K</latexit>
a1
<latexit sha1_base64="y6ehziVBOqmiNknPAlZ KxrW8p4o=">AAAB7nicbVBNS8NAEJ34WetX1aOXxUboqSS96LHgxWMF+wFtKJPtpl262YTdjVBCf4QXD4 p49fd489+4bXPQ1gcDj/dmmJkXpoJr43nfztb2zu7efumgfHh0fHJaOTvv6CRTlLVpIhLVC1EzwSVrG24 E66WKYRwK1g2ndwu/+8SU5ol8NLOUBTGOJY84RWOlruvi0HfdYaXq1b0lyCbxC1KFAq1h5WswSmgWM2mo QK37vpeaIEdlOBVsXh5kmqVIpzhmfUslxkwH+fLcObm2yohEibIlDVmqvydyjLWexaHtjNFM9Lq3EP/z+p mJboOcyzQzTNLVoigTxCRk8TsZccWoETNLkCpubyV0ggqpsQmVbQj++subpNOo+17df2hUm7UijhJcwhX UwIcbaMI9tKANFKbwDK/w5qTOi/PufKxat5xi5gL+wPn8AVHBjiU=</latexit><latexit sha1_base64="y6ehziVBOqmiNknPAlZ KxrW8p4o=">AAAB7nicbVBNS8NAEJ34WetX1aOXxUboqSS96LHgxWMF+wFtKJPtpl262YTdjVBCf4QXD4 p49fd489+4bXPQ1gcDj/dmmJkXpoJr43nfztb2zu7efumgfHh0fHJaOTvv6CRTlLVpIhLVC1EzwSVrG24 E66WKYRwK1g2ndwu/+8SU5ol8NLOUBTGOJY84RWOlruvi0HfdYaXq1b0lyCbxC1KFAq1h5WswSmgWM2mo QK37vpeaIEdlOBVsXh5kmqVIpzhmfUslxkwH+fLcObm2yohEibIlDVmqvydyjLWexaHtjNFM9Lq3EP/z+p mJboOcyzQzTNLVoigTxCRk8TsZccWoETNLkCpubyV0ggqpsQmVbQj++subpNOo+17df2hUm7UijhJcwhX UwIcbaMI9tKANFKbwDK/w5qTOi/PufKxat5xi5gL+wPn8AVHBjiU=</latexit><latexit sha1_base64="y6ehziVBOqmiNknPAlZ KxrW8p4o=">AAAB7nicbVBNS8NAEJ34WetX1aOXxUboqSS96LHgxWMF+wFtKJPtpl262YTdjVBCf4QXD4 p49fd489+4bXPQ1gcDj/dmmJkXpoJr43nfztb2zu7efumgfHh0fHJaOTvv6CRTlLVpIhLVC1EzwSVrG24 E66WKYRwK1g2ndwu/+8SU5ol8NLOUBTGOJY84RWOlruvi0HfdYaXq1b0lyCbxC1KFAq1h5WswSmgWM2mo QK37vpeaIEdlOBVsXh5kmqVIpzhmfUslxkwH+fLcObm2yohEibIlDVmqvydyjLWexaHtjNFM9Lq3EP/z+p mJboOcyzQzTNLVoigTxCRk8TsZccWoETNLkCpubyV0ggqpsQmVbQj++subpNOo+17df2hUm7UijhJcwhX UwIcbaMI9tKANFKbwDK/w5qTOi/PufKxat5xi5gL+wPn8AVHBjiU=</latexit><latexit sha1_base64="y6ehziVBOqmiNknPAlZ KxrW8p4o=">AAAB7nicbVBNS8NAEJ34WetX1aOXxUboqSS96LHgxWMF+wFtKJPtpl262YTdjVBCf4QXD4 p49fd489+4bXPQ1gcDj/dmmJkXpoJr43nfztb2zu7efumgfHh0fHJaOTvv6CRTlLVpIhLVC1EzwSVrG24 E66WKYRwK1g2ndwu/+8SU5ol8NLOUBTGOJY84RWOlruvi0HfdYaXq1b0lyCbxC1KFAq1h5WswSmgWM2mo QK37vpeaIEdlOBVsXh5kmqVIpzhmfUslxkwH+fLcObm2yohEibIlDVmqvydyjLWexaHtjNFM9Lq3EP/z+p mJboOcyzQzTNLVoigTxCRk8TsZccWoETNLkCpubyV0ggqpsQmVbQj++subpNOo+17df2hUm7UijhJcwhX UwIcbaMI9tKANFKbwDK/w5qTOi/PufKxat5xi5gL+wPn8AVHBjiU=</latexit>
an
<latexit sha1_base64="YclBm2TajHDeO4pFggq 8EfbkhdA=">AAAB7HicbVBNT8JAEJ36ifiFevSyEUw4kZaLHkm8eMTEAgk0ZLtMYcN22+xuTUjDb/DiQW O8+oO8+W9coAcFXzLJy3szmZkXpoJr47rfztb2zu7efumgfHh0fHJaOTvv6CRTDH2WiET1QqpRcIm+4UZ gL1VI41BgN5zeLfzuEyrNE/loZikGMR1LHnFGjZX8Gh3K2rBSdRvuEmSTeAWpQoH2sPI1GCUsi1EaJqjW fc9NTZBTZTgTOC8PMo0pZVM6xr6lksaog3x57JxcW2VEokTZkoYs1d8TOY21nsWh7Yypmeh1byH+5/UzE9 0GOZdpZlCy1aIoE8QkZPE5GXGFzIiZJZQpbm8lbEIVZcbmU7YheOsvb5JOs+G5De+hWW3VizhKcAlXUAc PbqAF99AGHxhweIZXeHOk8+K8Ox+r1i2nmLmAP3A+fwD1WI4G</latexit><latexit sha1_base64="YclBm2TajHDeO4pFggq 8EfbkhdA=">AAAB7HicbVBNT8JAEJ36ifiFevSyEUw4kZaLHkm8eMTEAgk0ZLtMYcN22+xuTUjDb/DiQW O8+oO8+W9coAcFXzLJy3szmZkXpoJr47rfztb2zu7efumgfHh0fHJaOTvv6CRTDH2WiET1QqpRcIm+4UZ gL1VI41BgN5zeLfzuEyrNE/loZikGMR1LHnFGjZX8Gh3K2rBSdRvuEmSTeAWpQoH2sPI1GCUsi1EaJqjW fc9NTZBTZTgTOC8PMo0pZVM6xr6lksaog3x57JxcW2VEokTZkoYs1d8TOY21nsWh7Yypmeh1byH+5/UzE9 0GOZdpZlCy1aIoE8QkZPE5GXGFzIiZJZQpbm8lbEIVZcbmU7YheOsvb5JOs+G5De+hWW3VizhKcAlXUAc PbqAF99AGHxhweIZXeHOk8+K8Ox+r1i2nmLmAP3A+fwD1WI4G</latexit><latexit sha1_base64="YclBm2TajHDeO4pFggq 8EfbkhdA=">AAAB7HicbVBNT8JAEJ36ifiFevSyEUw4kZaLHkm8eMTEAgk0ZLtMYcN22+xuTUjDb/DiQW O8+oO8+W9coAcFXzLJy3szmZkXpoJr47rfztb2zu7efumgfHh0fHJaOTvv6CRTDH2WiET1QqpRcIm+4UZ gL1VI41BgN5zeLfzuEyrNE/loZikGMR1LHnFGjZX8Gh3K2rBSdRvuEmSTeAWpQoH2sPI1GCUsi1EaJqjW fc9NTZBTZTgTOC8PMo0pZVM6xr6lksaog3x57JxcW2VEokTZkoYs1d8TOY21nsWh7Yypmeh1byH+5/UzE9 0GOZdpZlCy1aIoE8QkZPE5GXGFzIiZJZQpbm8lbEIVZcbmU7YheOsvb5JOs+G5De+hWW3VizhKcAlXUAc PbqAF99AGHxhweIZXeHOk8+K8Ox+r1i2nmLmAP3A+fwD1WI4G</latexit><latexit sha1_base64="YclBm2TajHDeO4pFggq 8EfbkhdA=">AAAB7HicbVBNT8JAEJ36ifiFevSyEUw4kZaLHkm8eMTEAgk0ZLtMYcN22+xuTUjDb/DiQW O8+oO8+W9coAcFXzLJy3szmZkXpoJr47rfztb2zu7efumgfHh0fHJaOTvv6CRTDH2WiET1QqpRcIm+4UZ gL1VI41BgN5zeLfzuEyrNE/loZikGMR1LHnFGjZX8Gh3K2rBSdRvuEmSTeAWpQoH2sPI1GCUsi1EaJqjW fc9NTZBTZTgTOC8PMo0pZVM6xr6lksaog3x57JxcW2VEokTZkoYs1d8TOY21nsWh7Yypmeh1byH+5/UzE9 0GOZdpZlCy1aIoE8QkZPE5GXGFzIiZJZQpbm8lbEIVZcbmU7YheOsvb5JOs+G5De+hWW3VizhKcAlXUAc PbqAF99AGHxhweIZXeHOk8+K8Ox+r1i2nmLmAP3A+fwD1WI4G</latexit>
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<latexit sha1_base64="8U3UkVgWCJn2d6xquf9 ozm9CVQM=">AAAB7nicbVBNS8NAEJ34WetX1aOXxUboqSS96LHgxWMF+wFtKJvNtF262YTdjVBCf4QXD4 p49fd489+4bXPQ1gcDj/dmmJkXpoJr43nfztb2zu7efumgfHh0fHJaOTvv6CRTDNssEYnqhVSj4BLbhhu BvVQhjUOB3XB6t/C7T6g0T+SjmaUYxHQs+YgzaqzUdd1oKF13WKl6dW8Jskn8glShQGtY+RpECctilIYJ qnXf91IT5FQZzgTOy4NMY0rZlI6xb6mkMeogX547J9dWicgoUbakIUv190ROY61ncWg7Y2omet1biP95/c yMboOcyzQzKNlq0SgTxCRk8TuJuEJmxMwSyhS3txI2oYoyYxMq2xD89Zc3SadR9726/9CoNmtFHCW4hCu ogQ830IR7aEEbGEzhGV7hzUmdF+fd+Vi1bjnFzAX8gfP5A7NHjmU=</latexit><latexit sha1_base64="8U3UkVgWCJn2d6xquf9 ozm9CVQM=">AAAB7nicbVBNS8NAEJ34WetX1aOXxUboqSS96LHgxWMF+wFtKJvNtF262YTdjVBCf4QXD4 p49fd489+4bXPQ1gcDj/dmmJkXpoJr43nfztb2zu7efumgfHh0fHJaOTvv6CRTDNssEYnqhVSj4BLbhhu BvVQhjUOB3XB6t/C7T6g0T+SjmaUYxHQs+YgzaqzUdd1oKF13WKl6dW8Jskn8glShQGtY+RpECctilIYJ qnXf91IT5FQZzgTOy4NMY0rZlI6xb6mkMeogX547J9dWicgoUbakIUv190ROY61ncWg7Y2omet1biP95/c yMboOcyzQzKNlq0SgTxCRk8TuJuEJmxMwSyhS3txI2oYoyYxMq2xD89Zc3SadR9726/9CoNmtFHCW4hCu ogQ830IR7aEEbGEzhGV7hzUmdF+fd+Vi1bjnFzAX8gfP5A7NHjmU=</latexit><latexit sha1_base64="8U3UkVgWCJn2d6xquf9 ozm9CVQM=">AAAB7nicbVBNS8NAEJ34WetX1aOXxUboqSS96LHgxWMF+wFtKJvNtF262YTdjVBCf4QXD4 p49fd489+4bXPQ1gcDj/dmmJkXpoJr43nfztb2zu7efumgfHh0fHJaOTvv6CRTDNssEYnqhVSj4BLbhhu BvVQhjUOB3XB6t/C7T6g0T+SjmaUYxHQs+YgzaqzUdd1oKF13WKl6dW8Jskn8glShQGtY+RpECctilIYJ qnXf91IT5FQZzgTOy4NMY0rZlI6xb6mkMeogX547J9dWicgoUbakIUv190ROY61ncWg7Y2omet1biP95/c yMboOcyzQzKNlq0SgTxCRk8TuJuEJmxMwSyhS3txI2oYoyYxMq2xD89Zc3SadR9726/9CoNmtFHCW4hCu ogQ830IR7aEEbGEzhGV7hzUmdF+fd+Vi1bjnFzAX8gfP5A7NHjmU=</latexit><latexit sha1_base64="8U3UkVgWCJn2d6xquf9 ozm9CVQM=">AAAB7nicbVBNS8NAEJ34WetX1aOXxUboqSS96LHgxWMF+wFtKJvNtF262YTdjVBCf4QXD4 p49fd489+4bXPQ1gcDj/dmmJkXpoJr43nfztb2zu7efumgfHh0fHJaOTvv6CRTDNssEYnqhVSj4BLbhhu BvVQhjUOB3XB6t/C7T6g0T+SjmaUYxHQs+YgzaqzUdd1oKF13WKl6dW8Jskn8glShQGtY+RpECctilIYJ qnXf91IT5FQZzgTOy4NMY0rZlI6xb6mkMeogX547J9dWicgoUbakIUv190ROY61ncWg7Y2omet1biP95/c yMboOcyzQzKNlq0SgTxCRk8TuJuEJmxMwSyhS3txI2oYoyYxMq2xD89Zc3SadR9726/9CoNmtFHCW4hCu ogQ830IR7aEEbGEzhGV7hzUmdF+fd+Vi1bjnFzAX8gfP5A7NHjmU=</latexit>
cn
<latexit sha1_base64="37gil/dYd0n+lERzs8r LGNvnIB4=">AAAB7nicbVBNS8NAEJ34WetX1aOXxUboqSS96LHgxWMF+wFtKJvtpF262YTdjVBCf4QXD4 p49fd489+4bXPQ1gcDj/dmmJkXpoJr43nfztb2zu7efumgfHh0fHJaOTvv6CRTDNssEYnqhVSj4BLbhhu BvVQhjUOB3XB6t/C7T6g0T+SjmaUYxHQsecQZNVbqui4bStcdVqpe3VuCbBK/IFUo0BpWvgajhGUxSsME 1brve6kJcqoMZwLn5UGmMaVsSsfYt1TSGHWQL8+dk2urjEiUKFvSkKX6eyKnsdazOLSdMTUTve4txP+8fm ai2yDnMs0MSrZaFGWCmIQsficjrpAZMbOEMsXtrYRNqKLM2ITKNgR//eVN0mnUfa/uPzSqzVoRRwku4Qp q4MMNNOEeWtAGBlN4hld4c1LnxXl3PlatW04xcwF/4Hz+ALG/jmQ=</latexit><latexit sha1_base64="37gil/dYd0n+lERzs8r LGNvnIB4=">AAAB7nicbVBNS8NAEJ34WetX1aOXxUboqSS96LHgxWMF+wFtKJvtpF262YTdjVBCf4QXD4 p49fd489+4bXPQ1gcDj/dmmJkXpoJr43nfztb2zu7efumgfHh0fHJaOTvv6CRTDNssEYnqhVSj4BLbhhu BvVQhjUOB3XB6t/C7T6g0T+SjmaUYxHQsecQZNVbqui4bStcdVqpe3VuCbBK/IFUo0BpWvgajhGUxSsME 1brve6kJcqoMZwLn5UGmMaVsSsfYt1TSGHWQL8+dk2urjEiUKFvSkKX6eyKnsdazOLSdMTUTve4txP+8fm ai2yDnMs0MSrZaFGWCmIQsficjrpAZMbOEMsXtrYRNqKLM2ITKNgR//eVN0mnUfa/uPzSqzVoRRwku4Qp q4MMNNOEeWtAGBlN4hld4c1LnxXl3PlatW04xcwF/4Hz+ALG/jmQ=</latexit><latexit sha1_base64="37gil/dYd0n+lERzs8r LGNvnIB4=">AAAB7nicbVBNS8NAEJ34WetX1aOXxUboqSS96LHgxWMF+wFtKJvtpF262YTdjVBCf4QXD4 p49fd489+4bXPQ1gcDj/dmmJkXpoJr43nfztb2zu7efumgfHh0fHJaOTvv6CRTDNssEYnqhVSj4BLbhhu BvVQhjUOB3XB6t/C7T6g0T+SjmaUYxHQsecQZNVbqui4bStcdVqpe3VuCbBK/IFUo0BpWvgajhGUxSsME 1brve6kJcqoMZwLn5UGmMaVsSsfYt1TSGHWQL8+dk2urjEiUKFvSkKX6eyKnsdazOLSdMTUTve4txP+8fm ai2yDnMs0MSrZaFGWCmIQsficjrpAZMbOEMsXtrYRNqKLM2ITKNgR//eVN0mnUfa/uPzSqzVoRRwku4Qp q4MMNNOEeWtAGBlN4hld4c1LnxXl3PlatW04xcwF/4Hz+ALG/jmQ=</latexit><latexit sha1_base64="37gil/dYd0n+lERzs8r LGNvnIB4=">AAAB7nicbVBNS8NAEJ34WetX1aOXxUboqSS96LHgxWMF+wFtKJvtpF262YTdjVBCf4QXD4 p49fd489+4bXPQ1gcDj/dmmJkXpoJr43nfztb2zu7efumgfHh0fHJaOTvv6CRTDNssEYnqhVSj4BLbhhu BvVQhjUOB3XB6t/C7T6g0T+SjmaUYxHQsecQZNVbqui4bStcdVqpe3VuCbBK/IFUo0BpWvgajhGUxSsME 1brve6kJcqoMZwLn5UGmMaVsSsfYt1TSGHWQL8+dk2urjEiUKFvSkKX6eyKnsdazOLSdMTUTve4txP+8fm ai2yDnMs0MSrZaFGWCmIQsficjrpAZMbOEMsXtrYRNqKLM2ITKNgR//eVN0mnUfa/uPzSqzVoRRwku4Qp q4MMNNOEeWtAGBlN4hld4c1LnxXl3PlatW04xcwF/4Hz+ALG/jmQ=</latexit>
c2
<latexit sha1_base64="MkhlxI7VhPTlu/NkZrE 4tgQTaUA=">AAAB7nicbVBNS8NAEJ34WetX1aOXxUboqSS96LHgxWMF+wFtKJvtpF262YTdjVBCf4QXD4 p49fd489+4bXPQ1gcDj/dmmJkXpoJr43nfztb2zu7efumgfHh0fHJaOTvv6CRTDNssEYnqhVSj4BLbhhu BvVQhjUOB3XB6t/C7T6g0T+SjmaUYxHQsecQZNVbqui4bNlx3WKl6dW8Jskn8glShQGtY+RqMEpbFKA0T VOu+76UmyKkynAmclweZxpSyKR1j31JJY9RBvjx3Tq6tMiJRomxJQ5bq74mcxlrP4tB2xtRM9Lq3EP/z+p mJboOcyzQzKNlqUZQJYhKy+J2MuEJmxMwSyhS3txI2oYoyYxMq2xD89Zc3SadR9726/9CoNmtFHCW4hCu ogQ830IR7aEEbGEzhGV7hzUmdF+fd+Vi1bjnFzAX8gfP5A1ZXjig=</latexit><latexit sha1_base64="MkhlxI7VhPTlu/NkZrE 4tgQTaUA=">AAAB7nicbVBNS8NAEJ34WetX1aOXxUboqSS96LHgxWMF+wFtKJvtpF262YTdjVBCf4QXD4 p49fd489+4bXPQ1gcDj/dmmJkXpoJr43nfztb2zu7efumgfHh0fHJaOTvv6CRTDNssEYnqhVSj4BLbhhu BvVQhjUOB3XB6t/C7T6g0T+SjmaUYxHQsecQZNVbqui4bNlx3WKl6dW8Jskn8glShQGtY+RqMEpbFKA0T VOu+76UmyKkynAmclweZxpSyKR1j31JJY9RBvjx3Tq6tMiJRomxJQ5bq74mcxlrP4tB2xtRM9Lq3EP/z+p mJboOcyzQzKNlqUZQJYhKy+J2MuEJmxMwSyhS3txI2oYoyYxMq2xD89Zc3SadR9726/9CoNmtFHCW4hCu ogQ830IR7aEEbGEzhGV7hzUmdF+fd+Vi1bjnFzAX8gfP5A1ZXjig=</latexit><latexit sha1_base64="MkhlxI7VhPTlu/NkZrE 4tgQTaUA=">AAAB7nicbVBNS8NAEJ34WetX1aOXxUboqSS96LHgxWMF+wFtKJvtpF262YTdjVBCf4QXD4 p49fd489+4bXPQ1gcDj/dmmJkXpoJr43nfztb2zu7efumgfHh0fHJaOTvv6CRTDNssEYnqhVSj4BLbhhu BvVQhjUOB3XB6t/C7T6g0T+SjmaUYxHQsecQZNVbqui4bNlx3WKl6dW8Jskn8glShQGtY+RqMEpbFKA0T VOu+76UmyKkynAmclweZxpSyKR1j31JJY9RBvjx3Tq6tMiJRomxJQ5bq74mcxlrP4tB2xtRM9Lq3EP/z+p mJboOcyzQzKNlqUZQJYhKy+J2MuEJmxMwSyhS3txI2oYoyYxMq2xD89Zc3SadR9726/9CoNmtFHCW4hCu ogQ830IR7aEEbGEzhGV7hzUmdF+fd+Vi1bjnFzAX8gfP5A1ZXjig=</latexit><latexit sha1_base64="MkhlxI7VhPTlu/NkZrE 4tgQTaUA=">AAAB7nicbVBNS8NAEJ34WetX1aOXxUboqSS96LHgxWMF+wFtKJvtpF262YTdjVBCf4QXD4 p49fd489+4bXPQ1gcDj/dmmJkXpoJr43nfztb2zu7efumgfHh0fHJaOTvv6CRTDNssEYnqhVSj4BLbhhu BvVQhjUOB3XB6t/C7T6g0T+SjmaUYxHQsecQZNVbqui4bNlx3WKl6dW8Jskn8glShQGtY+RqMEpbFKA0T VOu+76UmyKkynAmclweZxpSyKR1j31JJY9RBvjx3Tq6tMiJRomxJQ5bq74mcxlrP4tB2xtRM9Lq3EP/z+p mJboOcyzQzKNlqUZQJYhKy+J2MuEJmxMwSyhS3txI2oYoyYxMq2xD89Zc3SadR9726/9CoNmtFHCW4hCu ogQ830IR7aEEbGEzhGV7hzUmdF+fd+Vi1bjnFzAX8gfP5A1ZXjig=</latexit>
X
i2S1
bi (aix) ⇡  (wx)
<latexit sha1_base64="Zq8YnjvAtX+h1z+i+Xe wTU9qDtI=">AAACIXicbVDLTgIxFO34RHyhLt00gglsyAwbWZK4cYlRHglDJndKgYa2M2k7CpnwK278FT cuNMad8WcsiImCJ7nJ6Tn3pveeMOZMG9f9cNbWNza3tjM72d29/YPD3NFxU0eJIrRBIh6pdgiaciZpwzD DaTtWFETIaSscXc781h1VmkXy1kxi2hUwkKzPCBgrBblqoeDrRAQpwz6T+CbwpjgM7EOzgYAiBGxcwj7E sYrGP+L9uFQoBLm8W3bnwKvEW5A8WqAe5N79XkQSQaUhHLTueG5suikowwin06yfaBoDGcGAdiyVIKjupv MLp/jcKj3cj5QtafBc/T2RgtB6IkLbKcAM9bI3E//zOonpV7spk3FiqCTfH/UTjk2EZ3HhHlOUGD6xBIh idldMhqCAGBtq1obgLZ+8SpqVsueWvetKvlZcxJFBp+gMFZGHLlANXaE6aiCCHtATekGvzqPz7Lw579+t a85i5gT9gfP5BXtQocI=</latexit><latexit sha1_base64="Zq8YnjvAtX+h1z+i+Xe wTU9qDtI=">AAACIXicbVDLTgIxFO34RHyhLt00gglsyAwbWZK4cYlRHglDJndKgYa2M2k7CpnwK278FT cuNMad8WcsiImCJ7nJ6Tn3pveeMOZMG9f9cNbWNza3tjM72d29/YPD3NFxU0eJIrRBIh6pdgiaciZpwzD DaTtWFETIaSscXc781h1VmkXy1kxi2hUwkKzPCBgrBblqoeDrRAQpwz6T+CbwpjgM7EOzgYAiBGxcwj7E sYrGP+L9uFQoBLm8W3bnwKvEW5A8WqAe5N79XkQSQaUhHLTueG5suikowwin06yfaBoDGcGAdiyVIKjupv MLp/jcKj3cj5QtafBc/T2RgtB6IkLbKcAM9bI3E//zOonpV7spk3FiqCTfH/UTjk2EZ3HhHlOUGD6xBIh idldMhqCAGBtq1obgLZ+8SpqVsueWvetKvlZcxJFBp+gMFZGHLlANXaE6aiCCHtATekGvzqPz7Lw579+t a85i5gT9gfP5BXtQocI=</latexit><latexit sha1_base64="Zq8YnjvAtX+h1z+i+Xe wTU9qDtI=">AAACIXicbVDLTgIxFO34RHyhLt00gglsyAwbWZK4cYlRHglDJndKgYa2M2k7CpnwK278FT cuNMad8WcsiImCJ7nJ6Tn3pveeMOZMG9f9cNbWNza3tjM72d29/YPD3NFxU0eJIrRBIh6pdgiaciZpwzD DaTtWFETIaSscXc781h1VmkXy1kxi2hUwkKzPCBgrBblqoeDrRAQpwz6T+CbwpjgM7EOzgYAiBGxcwj7E sYrGP+L9uFQoBLm8W3bnwKvEW5A8WqAe5N79XkQSQaUhHLTueG5suikowwin06yfaBoDGcGAdiyVIKjupv MLp/jcKj3cj5QtafBc/T2RgtB6IkLbKcAM9bI3E//zOonpV7spk3FiqCTfH/UTjk2EZ3HhHlOUGD6xBIh idldMhqCAGBtq1obgLZ+8SpqVsueWvetKvlZcxJFBp+gMFZGHLlANXaE6aiCCHtATekGvzqPz7Lw579+t a85i5gT9gfP5BXtQocI=</latexit><latexit sha1_base64="Zq8YnjvAtX+h1z+i+Xe wTU9qDtI=">AAACIXicbVDLTgIxFO34RHyhLt00gglsyAwbWZK4cYlRHglDJndKgYa2M2k7CpnwK278FT cuNMad8WcsiImCJ7nJ6Tn3pveeMOZMG9f9cNbWNza3tjM72d29/YPD3NFxU0eJIrRBIh6pdgiaciZpwzD DaTtWFETIaSscXc781h1VmkXy1kxi2hUwkKzPCBgrBblqoeDrRAQpwz6T+CbwpjgM7EOzgYAiBGxcwj7E sYrGP+L9uFQoBLm8W3bnwKvEW5A8WqAe5N79XkQSQaUhHLTueG5suikowwin06yfaBoDGcGAdiyVIKjupv MLp/jcKj3cj5QtafBc/T2RgtB6IkLbKcAM9bI3E//zOonpV7spk3FiqCTfH/UTjk2EZ3HhHlOUGD6xBIh idldMhqCAGBtq1obgLZ+8SpqVsueWvetKvlZcxJFBp+gMFZGHLlANXaE6aiCCHtATekGvzqPz7Lw579+t a85i5gT9gfP5BXtQocI=</latexit>
X
i2S2
di (cix) ⇡   ( wx)
<latexit sha1_base64="uOa9cQGjmG/FrmC7g1y YyflnCBw=">AAACI3icbVDLTgIxFO3gC/E16tJNI5jAAjLDRuOKxI1LjPJIGDLplAINbWfSdhQy4V/c+C tuXGiIGxf+iwVmoeBJbnJ6zr3pvSeIGFXacb6szMbm1vZOdje3t39weGQfnzRVGEtMGjhkoWwHSBFGBWl oqhlpR5IgHjDSCkY3c7/1SKSioXjQk4h0ORoI2qcYaSP59nWh4KmY+wmFHhXw3q9OYc83D0UHHBWxT8cl 6KEokuEYllO1/DQuFQq+nXcqzgJwnbgpyYMUdd+eeb0Qx5wIjRlSquM6ke4mSGqKGZnmvFiRCOERGpCOoQ JxorrJ4sYpvDBKD/ZDaUpouFB/TySIKzXhgenkSA/VqjcX//M6se5fdRMqolgTgZcf9WMGdQjngcEelQR rNjEEYUnNrhAPkURYm1hzJgR39eR10qxWXKfi3lXztWIaRxacgXNQBC64BDVwC+qgATB4Bq/gHXxYL9ab NbM+l60ZK505BX9gff8AesWiNQ==</latexit><latexit sha1_base64="uOa9cQGjmG/FrmC7g1y YyflnCBw=">AAACI3icbVDLTgIxFO3gC/E16tJNI5jAAjLDRuOKxI1LjPJIGDLplAINbWfSdhQy4V/c+C tuXGiIGxf+iwVmoeBJbnJ6zr3pvSeIGFXacb6szMbm1vZOdje3t39weGQfnzRVGEtMGjhkoWwHSBFGBWl oqhlpR5IgHjDSCkY3c7/1SKSioXjQk4h0ORoI2qcYaSP59nWh4KmY+wmFHhXw3q9OYc83D0UHHBWxT8cl 6KEokuEYllO1/DQuFQq+nXcqzgJwnbgpyYMUdd+eeb0Qx5wIjRlSquM6ke4mSGqKGZnmvFiRCOERGpCOoQ JxorrJ4sYpvDBKD/ZDaUpouFB/TySIKzXhgenkSA/VqjcX//M6se5fdRMqolgTgZcf9WMGdQjngcEelQR rNjEEYUnNrhAPkURYm1hzJgR39eR10qxWXKfi3lXztWIaRxacgXNQBC64BDVwC+qgATB4Bq/gHXxYL9ab NbM+l60ZK505BX9gff8AesWiNQ==</latexit><latexit sha1_base64="uOa9cQGjmG/FrmC7g1y YyflnCBw=">AAACI3icbVDLTgIxFO3gC/E16tJNI5jAAjLDRuOKxI1LjPJIGDLplAINbWfSdhQy4V/c+C tuXGiIGxf+iwVmoeBJbnJ6zr3pvSeIGFXacb6szMbm1vZOdje3t39weGQfnzRVGEtMGjhkoWwHSBFGBWl oqhlpR5IgHjDSCkY3c7/1SKSioXjQk4h0ORoI2qcYaSP59nWh4KmY+wmFHhXw3q9OYc83D0UHHBWxT8cl 6KEokuEYllO1/DQuFQq+nXcqzgJwnbgpyYMUdd+eeb0Qx5wIjRlSquM6ke4mSGqKGZnmvFiRCOERGpCOoQ JxorrJ4sYpvDBKD/ZDaUpouFB/TySIKzXhgenkSA/VqjcX//M6se5fdRMqolgTgZcf9WMGdQjngcEelQR rNjEEYUnNrhAPkURYm1hzJgR39eR10qxWXKfi3lXztWIaRxacgXNQBC64BDVwC+qgATB4Bq/gHXxYL9ab NbM+l60ZK505BX9gff8AesWiNQ==</latexit><latexit sha1_base64="uOa9cQGjmG/FrmC7g1y YyflnCBw=">AAACI3icbVDLTgIxFO3gC/E16tJNI5jAAjLDRuOKxI1LjPJIGDLplAINbWfSdhQy4V/c+C tuXGiIGxf+iwVmoeBJbnJ6zr3pvSeIGFXacb6szMbm1vZOdje3t39weGQfnzRVGEtMGjhkoWwHSBFGBWl oqhlpR5IgHjDSCkY3c7/1SKSioXjQk4h0ORoI2qcYaSP59nWh4KmY+wmFHhXw3q9OYc83D0UHHBWxT8cl 6KEokuEYllO1/DQuFQq+nXcqzgJwnbgpyYMUdd+eeb0Qx5wIjRlSquM6ke4mSGqKGZnmvFiRCOERGpCOoQ JxorrJ4sYpvDBKD/ZDaUpouFB/TySIKzXhgenkSA/VqjcX//M6se5fdRMqolgTgZcf9WMGdQjngcEelQR rNjEEYUnNrhAPkURYm1hzJgR39eR10qxWXKfi3lXztWIaRxacgXNQBC64BDVwC+qgATB4Bq/gHXxYL9ab NbM+l60ZK505BX9gff8AesWiNQ==</latexit>
d1! 0
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(c) Over-parameterized ReLU network
Figure 1: (a) Target network is a linear univariate wx. (b) A simplified construction, where we approximate the weight w by
pruning an over-parameterized two-layered linear network with deterministic second layer of all 1s. We only prune the second
layer by setting weights to 0. (c) Our construction from the proof of Lemma 1 that uses ReLU units. Our construction adds an
additional hidden layer of size 2n = O(log(1/)). WLOG, assume w ≥ 0. As the hidden layer also has ReLU activation, we
make use of the identity wx = σ(wx)− σ(−wx) and approximate the two terms separately. We prune the network such that
the (i) top half of the network (ai, bi) approximates σ(wx), (ii) and the bottom half (ci, di) approximates −σ(−wx) . We only
prune the weights in the second layer (shown in red) for a technical reason which helps us reuse the weights in the first layer
subsequently in the proof of Theorem 1.
Then, the question is how large does n (the width of the random network) need to be so that we can
approximate wx by pruning weights in a. As |x| ≤ 1, we see that it is equivalent to following:
P
(
∃S ⊆ [n] : ∣∣w − ∑
i∈S
ai
∣∣ ≤ ) ≥ 1− δ, (5)
where the probability is taken over the randomness in ai’s. Note that this condition is tightly related to a
random instance of the subset sum problem, i.e., minS⊆{1,...,n}
∣∣w −∑i∈S ai∣∣ . This problem was studied by
Lueker [31], who obtains the following result:
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Theorem 3. (Corollary 2.5 [31]) Let X1, . . . , Xn be i.i.d. uniform over [−1, 1], where n ≥ C log 2min{,δ} .
Then, with probability at least 1− δ, we have
∀z ∈ [−0.5, 0.5], ∃S ⊂ [n] such that |z − ∑
i∈S
Xi| ≤ .
Lueker in [31], establishes this theorem by a beautiful and intricate proof that employs concentration
of martingales, and is crucial for the proof of our upper bound. Using Theorem 3, we see that if n ≥
C log(1/min{, δ}), then Eq. (5) holds. We can prune the network by simply setting ai to 0 for i /∈ S.
Equivalently, we could instead prune the output layer at indices that are not in S, as shown in Figure 1b.
Note that the dependence on  is only logarithmic, which leads to only logarithmic dependence on width in
Theorem 1.
3.2 Single link: Pruning a ReLU Network
We now show how the ideas from Subsection 3.1 can be extended to random ReLU networks.
Lemma 1. (Approximating a weight) Let g : R → R be a randomly initialized network of the form
g(x) = vTσ(ux), where v,u ∈ R2n, n ≥ C log 2 , and all vi, ui’s are drawn i.i.d. from U [−1, 1]. Then with
probability at least 1− ,
∀w ∈ [−1, 1], ∃ s ∈ {0, 1}2n : sup
x:|x|≤1
|wx− (v  s)Tσ(ux)| < .
Proof. We decompose wx as wx = σ(wx)− σ(−wx) and WLOG assume w ≥ 0. Let
v =
[
b
d
]
,u =
[
a
c
]
, s =
[
s1
s2
]
,
where a,b, c,d ∈ Rn, s1, s2 ∈ {0, 1}n. Thus, (vs)Tσ(ux) = (bs1)Tσ(ax)+(ds2)Tσ(cx). See Figure 1c
for a diagram.
Step 0: Equivalence between pruning u and v. Note that (v  s)Tσ(ux) = vTσ((s u)x). Thus, in
the the following construction, we will prune u (a and c) instead of v, for simplicity.
Step 1: Pre-processing a. Let a+ = max{0,a} be the vector obtained by pruning all the negative entries
of a. Thus, a+ contains n i.i.d. random variables from the mixture distribution: (1/2)P0 + (1/2)U [0, 1],
where P0 is the degenerate distribution at 0.
Since w ≥ 0, then for x ≤ 0 we have that σ(wx) = bTσ(a+x) = 0. Moreover, further pruning of a+ would
not affect this equality for x ≤ 0. We thus focus our attention on x > 0 in steps 1 and 2. Therefore, we get
that σ(wx) = wx and bTσ(a+x) = bTa+x =
∑
i bia
+
i x.
Step 2: Pruning a via SubsetSum. Consider the random variable Zi = bia+i . We show that Theorem 3
also holds for Zi’s (See Corollary 1 and Corollary 2 in Appendix A). Therefore, as long as n ≥ C log 2/,
with probability 1− /2, we can choose a subset of {Z1, Z2, . . . , Zn} to approximate w up to . That is with
probability 1− /2,
∀w ∈ [0, 1], ∃s1 ∈ {0, 1}n : |w − bT (s1  a+)| < /2,
and because |x| ≤ 1, we can uniformly bound the error between the linear function wx and the pruned version
of the network. Therefore, with probability 1− /2,
∀w ∈ [0, 1], ∃s1 ∈ {0, 1}n : sup
x∈[−1,1]
|σ(wx)− bTσ((s1  a+)x)| < /2, (6)
where we use that for x < 0, σ(wx) = bTσ((s1 · a+))x = 0.
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Step 3: Pre-processing c. We now turn our attention to x ≤ 0 with a similar procedure as steps 1 and 2.
We begin by pre-processing c. Let c− = min{0, c} be the vector obtained by pruning the positive entries of
c. Therefore, c− contains n i.i.d. random variables from the mixture distribution: (1/2)P0 + (1/2)U [−1, 0],
where P0 is the degenerate distribution at 0.
Step 4: Pruning c via SubsetSum. For x ≥ 0, we have that σ(−wx) = 0 and dTσ(c−x) = 0. Moreover,
pruning c− further does not affect the equality. Thus, we only consider the case x < 0.
For x < 0, we get that −σ(−wx) = −(−wx) = wx and also σ(c−x) = c−x. Thus dTσ(c−x) = (dT c−)x.
Observe that the bia+i and dic
−
i have the exact same distribution and thus similar to the step 2 above, as
long as n ≥ C log 2/, with probability at least 1− /2,
∀w ∈ [0, 1], ∃s2 ∈ {0, 1}n : |w − dT (s2  c−)| < 
2
.
Since |x| ≤ 1, we get that with equally high probability,
∀w ∈ [0, 1], ∃s2 ∈ {0, 1}n : sup
x∈[−1,1]
| − σ(−wx)− dTσ((s2  c−)x)| < /2, (7)
where we use that for x ≤ 0, wx = −σ(−wx) and dT (s2  c−)x = dTσ((s2  c−)x).
Step 5: Tying it all together. Recall that w ≥ 0. By a union bound, we assume that Equations (6)
and (7) hold with probability at least 1− . On that event, we get that
inf
s∈{0,1}2n
sup
|x|≤1
|wx− vTσ((u s)x)|
= inf
s1,s2
sup
|x|≤1
|wx− bTσ((s1  a)x)− dTσ((s2  c)x)|
≤ inf
s1,s2
sup
|x|≤1
|wx− bTσ((s1  a+)x)− dTσ((s2  c−)x)| (Using steps 1 and 3)
= inf
s1,s2
sup
|x|≤1
|σ(wx)− σ(−wx)− bTσ((s1  a+)x)− dTσ((s2  c−)x)|
≤ inf
s1
sup
|x|≤1
|σ(wx)− bTσ((s1  a+)x)|+ inf
s2
sup
|x|≤1
| − σ(−wx)− dTσ((s2  c−)x)|
≤ ,
where the last steps uses Equations (6) and (7).
3.3 Approximating a single neuron
In this subsection we prove the following lemma on approximating a (univariate) linear function wTx, which
highlights the main idea in approximating a (multivariate) linear function Wx (see Lemma 3 in Subsection
3.4).
Lemma 2. (Approximating a linear function) Consider a randomly initialized neural network g(x) =
vTσ(Mx) with x ∈ Rd such that M ∈ RCd log d×d and v ∈ RCd log d , where each weight is initialized
independently from the distribution U [−1, 1].
Let ĝ(x) = (s v)Tσ((TM)x) be the pruned network for a choice of binary vector s and matrix T. If
fw(x) = w
Tx be the linear function, then with probability at least 1− ,
∀w : ‖w‖∞ ≤ 1,∃ s,T : sup
x:‖x‖∞≤1
‖fw(x)− ĝ(x)‖ < .
Proof. We will approximate wTx coordinate-wise. See Figure 2 for illustration.
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x2
<latexit sha1_bas e64="IwjnD//lhNUUB4+AboqhpsSXGfU= ">AAAB7nicbVA9TwJBEJ3DL8Qv1NJmI2d CRe5otCSxscREPhK4kL1lgA17e5fdPSO 58CNsLDTG1t9j579xgSsUfMkkL+/NZGZe mAiujed9O4Wt7Z3dveJ+6eDw6PikfHrW1 nGqGLZYLGLVDalGwSW2DDcCu4lCGoUCO+ H0duF3HlFpHssHM0swiOhY8hFn1Fip47p Pg7rrDsoVr+YtQTaJn5MK5GgOyl/9Ycz SCKVhgmrd873EBBlVhjOB81I/1ZhQNqVj 7FkqaYQ6yJbnzsmVVYZkFCtb0pCl+nsio 5HWsyi0nRE1E73uLcT/vF5qRjdBxmWSGp RstWiUCmJisvidDLlCZsTMEsoUt7cSNqG KMmMTKtkQ/PWXN0m7XvO9mn9frzSqeRxF uIBLqIIP19CAO2hCCxhM4Rle4c1JnBfn 3flYtRacfOYc/sD5/AF2f449</latexit ><latexit sha1_bas e64="IwjnD//lhNUUB4+AboqhpsSXGfU= ">AAAB7nicbVA9TwJBEJ3DL8Qv1NJmI2d CRe5otCSxscREPhK4kL1lgA17e5fdPSO 58CNsLDTG1t9j579xgSsUfMkkL+/NZGZe mAiujed9O4Wt7Z3dveJ+6eDw6PikfHrW1 nGqGLZYLGLVDalGwSW2DDcCu4lCGoUCO+ H0duF3HlFpHssHM0swiOhY8hFn1Fip47p Pg7rrDsoVr+YtQTaJn5MK5GgOyl/9Ycz SCKVhgmrd873EBBlVhjOB81I/1ZhQNqVj 7FkqaYQ6yJbnzsmVVYZkFCtb0pCl+nsio 5HWsyi0nRE1E73uLcT/vF5qRjdBxmWSGp RstWiUCmJisvidDLlCZsTMEsoUt7cSNqG KMmMTKtkQ/PWXN0m7XvO9mn9frzSqeRxF uIBLqIIP19CAO2hCCxhM4Rle4c1JnBfn 3flYtRacfOYc/sD5/AF2f449</latexit ><latexit sha1_bas e64="IwjnD//lhNUUB4+AboqhpsSXGfU= ">AAAB7nicbVA9TwJBEJ3DL8Qv1NJmI2d CRe5otCSxscREPhK4kL1lgA17e5fdPSO 58CNsLDTG1t9j579xgSsUfMkkL+/NZGZe mAiujed9O4Wt7Z3dveJ+6eDw6PikfHrW1 nGqGLZYLGLVDalGwSW2DDcCu4lCGoUCO+ H0duF3HlFpHssHM0swiOhY8hFn1Fip47p Pg7rrDsoVr+YtQTaJn5MK5GgOyl/9Ycz SCKVhgmrd873EBBlVhjOB81I/1ZhQNqVj 7FkqaYQ6yJbnzsmVVYZkFCtb0pCl+nsio 5HWsyi0nRE1E73uLcT/vF5qRjdBxmWSGp RstWiUCmJisvidDLlCZsTMEsoUt7cSNqG KMmMTKtkQ/PWXN0m7XvO9mn9frzSqeRxF uIBLqIIP19CAO2hCCxhM4Rle4c1JnBfn 3flYtRacfOYc/sD5/AF2f449</latexit ><latexit sha1_bas e64="hP+6LrUf2d3tZaldqaQQvEKMXyw= ">AAAB2XicbZDNSgMxFIXv1L86Vq1rN8E iuCozbnQpuHFZwbZCO5RM5k4bmskMyR2 hDH0BF25EfC93vo3pz0JbDwQ+zknIvScu lLQUBN9ebWd3b/+gfugfNfzjk9Nmo2fz0 gjsilzl5jnmFpXU2CVJCp8LgzyLFfbj6f 0i77+gsTLXTzQrMMr4WMtUCk7O6oyaraA dLMW2IVxDC9YaNb+GSS7KDDUJxa0dhEF BUcUNSaFw7g9LiwUXUz7GgUPNM7RRtRxz zi6dk7A0N+5oYkv394uKZ9bOstjdzDhN7 Ga2MP/LBiWlt1EldVESarH6KC0Vo5wtdm aJNChIzRxwYaSblYkJN1yQa8Z3HYSbG29 D77odBu3wMYA6nMMFXEEIN3AHD9CBLghI 4BXevYn35n2suqp569LO4I+8zx84xIo4 </latexit><latexit sha1_bas e64="mR4mArHNTTk24vcpqbXhgcyEtcQ= ">AAAB43icbZBLSwMxFIXv+Ky1anXrJtg RXJWZbnQpuHFZwT6gHUomzbShSWZI7oh l6I9w40IR/5M7/43pY6GtBwIf5yTk3hNn UlgMgm9va3tnd2+/dFA+rBwdn1RPK22b5 obxFktlaroxtVwKzVsoUPJuZjhVseSdeH I3zztP3FiR6kecZjxSdKRFIhhFZ3V8/3n Q8P1BtRbUg4XIJoQrqMFKzUH1qz9MWa6 4Riaptb0wyDAqqEHBJJ+V+7nlGWUTOuI9 h5oqbqNiMe6MXDpnSJLUuKORLNzfLwqqr J2q2N1UFMd2PZub/2W9HJObqBA6y5Frtv woySXBlMx3J0NhOEM5dUCZEW5WwsbUUIa uobIrIVxfeRPajXoY1MOHAEpwDhdwBSFc wy3cQxNawGACL/AG717mvXofy7q2vFVv Z/BH3ucPXGCNAA==</latexit><latexit sha1_bas e64="mR4mArHNTTk24vcpqbXhgcyEtcQ= ">AAAB43icbZBLSwMxFIXv+Ky1anXrJtg RXJWZbnQpuHFZwT6gHUomzbShSWZI7oh l6I9w40IR/5M7/43pY6GtBwIf5yTk3hNn UlgMgm9va3tnd2+/dFA+rBwdn1RPK22b5 obxFktlaroxtVwKzVsoUPJuZjhVseSdeH I3zztP3FiR6kecZjxSdKRFIhhFZ3V8/3n Q8P1BtRbUg4XIJoQrqMFKzUH1qz9MWa6 4Riaptb0wyDAqqEHBJJ+V+7nlGWUTOuI9 h5oqbqNiMe6MXDpnSJLUuKORLNzfLwqqr J2q2N1UFMd2PZub/2W9HJObqBA6y5Frtv woySXBlMx3J0NhOEM5dUCZEW5WwsbUUIa uobIrIVxfeRPajXoY1MOHAEpwDhdwBSFc wy3cQxNawGACL/AG717mvXofy7q2vFVv Z/BH3ucPXGCNAA==</latexit><latexit sha1_bas e64="0hDodt+COnGxHTBFEYhPX+S3MIE= ">AAAB7nicbVA9TwJBEJ3DL8Qv1NJmI2d CRe5otCSxscREPhK4kL1lDjbs7V1294y E8CNsLDTG1t9j579xgSsUfMkkL+/NZGZe mAqujed9O4Wt7Z3dveJ+6eDw6PikfHrW1 kmmGLZYIhLVDalGwSW2DDcCu6lCGocCO+ HkduF3HlFpnsgHM00xiOlI8ogzaqzUcd2 nQd11B+WKV/OWIJvEz0kFcjQH5a/+MGF ZjNIwQbXu+V5qghlVhjOB81I/05hSNqEj 7FkqaYw6mC3PnZMrqwxJlChb0pCl+ntiR mOtp3FoO2NqxnrdW4j/eb3MRDfBjMs0My jZalGUCWISsvidDLlCZsTUEsoUt7cSNqa KMmMTKtkQ/PWXN0m7XvO9mn/vVRrVPI4i XMAlVMGHa2jAHTShBQwm8Ayv8Oakzovz 7nysWgtOPnMOf+B8/gB13447</latexit ><latexit sha1_bas e64="IwjnD//lhNUUB4+AboqhpsSXGfU= ">AAAB7nicbVA9TwJBEJ3DL8Qv1NJmI2d CRe5otCSxscREPhK4kL1lgA17e5fdPSO 58CNsLDTG1t9j579xgSsUfMkkL+/NZGZe mAiujed9O4Wt7Z3dveJ+6eDw6PikfHrW1 nGqGLZYLGLVDalGwSW2DDcCu4lCGoUCO+ H0duF3HlFpHssHM0swiOhY8hFn1Fip47p Pg7rrDsoVr+YtQTaJn5MK5GgOyl/9Ycz SCKVhgmrd873EBBlVhjOB81I/1ZhQNqVj 7FkqaYQ6yJbnzsmVVYZkFCtb0pCl+nsio 5HWsyi0nRE1E73uLcT/vF5qRjdBxmWSGp RstWiUCmJisvidDLlCZsTMEsoUt7cSNqG KMmMTKtkQ/PWXN0m7XvO9mn9frzSqeRxF uIBLqIIP19CAO2hCCxhM4Rle4c1JnBfn 3flYtRacfOYc/sD5/AF2f449</latexit ><latexit sha1_bas e64="IwjnD//lhNUUB4+AboqhpsSXGfU= ">AAAB7nicbVA9TwJBEJ3DL8Qv1NJmI2d CRe5otCSxscREPhK4kL1lgA17e5fdPSO 58CNsLDTG1t9j579xgSsUfMkkL+/NZGZe mAiujed9O4Wt7Z3dveJ+6eDw6PikfHrW1 nGqGLZYLGLVDalGwSW2DDcCu4lCGoUCO+ H0duF3HlFpHssHM0swiOhY8hFn1Fip47p Pg7rrDsoVr+YtQTaJn5MK5GgOyl/9Ycz SCKVhgmrd873EBBlVhjOB81I/1ZhQNqVj 7FkqaYQ6yJbnzsmVVYZkFCtb0pCl+nsio 5HWsyi0nRE1E73uLcT/vF5qRjdBxmWSGp RstWiUCmJisvidDLlCZsTMEsoUt7cSNqG KMmMTKtkQ/PWXN0m7XvO9mn9frzSqeRxF uIBLqIIP19CAO2hCCxhM4Rle4c1JnBfn 3flYtRacfOYc/sD5/AF2f449</latexit ><latexit sha1_bas e64="IwjnD//lhNUUB4+AboqhpsSXGfU= ">AAAB7nicbVA9TwJBEJ3DL8Qv1NJmI2d CRe5otCSxscREPhK4kL1lgA17e5fdPSO 58CNsLDTG1t9j579xgSsUfMkkL+/NZGZe mAiujed9O4Wt7Z3dveJ+6eDw6PikfHrW1 nGqGLZYLGLVDalGwSW2DDcCu4lCGoUCO+ H0duF3HlFpHssHM0swiOhY8hFn1Fip47p Pg7rrDsoVr+YtQTaJn5MK5GgOyl/9Ycz SCKVhgmrd873EBBlVhjOB81I/1ZhQNqVj 7FkqaYQ6yJbnzsmVVYZkFCtb0pCl+nsio 5HWsyi0nRE1E73uLcT/vF5qRjdBxmWSGp RstWiUCmJisvidDLlCZsTMEsoUt7cSNqG KMmMTKtkQ/PWXN0m7XvO9mn9frzSqeRxF uIBLqIIP19CAO2hCCxhM4Rle4c1JnBfn 3flYtRacfOYc/sD5/AF2f449</latexit ><latexit sha1_bas e64="IwjnD//lhNUUB4+AboqhpsSXGfU= ">AAAB7nicbVA9TwJBEJ3DL8Qv1NJmI2d CRe5otCSxscREPhK4kL1lgA17e5fdPSO 58CNsLDTG1t9j579xgSsUfMkkL+/NZGZe mAiujed9O4Wt7Z3dveJ+6eDw6PikfHrW1 nGqGLZYLGLVDalGwSW2DDcCu4lCGoUCO+ H0duF3HlFpHssHM0swiOhY8hFn1Fip47p Pg7rrDsoVr+YtQTaJn5MK5GgOyl/9Ycz SCKVhgmrd873EBBlVhjOB81I/1ZhQNqVj 7FkqaYQ6yJbnzsmVVYZkFCtb0pCl+nsio 5HWsyi0nRE1E73uLcT/vF5qRjdBxmWSGp RstWiUCmJisvidDLlCZsTMEsoUt7cSNqG KMmMTKtkQ/PWXN0m7XvO9mn9frzSqeRxF uIBLqIIP19CAO2hCCxhM4Rle4c1JnBfn 3flYtRacfOYc/sD5/AF2f449</latexit ><latexit sha1_bas e64="IwjnD//lhNUUB4+AboqhpsSXGfU= ">AAAB7nicbVA9TwJBEJ3DL8Qv1NJmI2d CRe5otCSxscREPhK4kL1lgA17e5fdPSO 58CNsLDTG1t9j579xgSsUfMkkL+/NZGZe mAiujed9O4Wt7Z3dveJ+6eDw6PikfHrW1 nGqGLZYLGLVDalGwSW2DDcCu4lCGoUCO+ H0duF3HlFpHssHM0swiOhY8hFn1Fip47p Pg7rrDsoVr+YtQTaJn5MK5GgOyl/9Ycz SCKVhgmrd873EBBlVhjOB81I/1ZhQNqVj 7FkqaYQ6yJbnzsmVVYZkFCtb0pCl+nsio 5HWsyi0nRE1E73uLcT/vF5qRjdBxmWSGp RstWiUCmJisvidDLlCZsTMEsoUt7cSNqG KMmMTKtkQ/PWXN0m7XvO9mn9frzSqeRxF uIBLqIIP19CAO2hCCxhM4Rle4c1JnBfn 3flYtRacfOYc/sD5/AF2f449</latexit ><latexit sha1_bas e64="IwjnD//lhNUUB4+AboqhpsSXGfU= ">AAAB7nicbVA9TwJBEJ3DL8Qv1NJmI2d CRe5otCSxscREPhK4kL1lgA17e5fdPSO 58CNsLDTG1t9j579xgSsUfMkkL+/NZGZe mAiujed9O4Wt7Z3dveJ+6eDw6PikfHrW1 nGqGLZYLGLVDalGwSW2DDcCu4lCGoUCO+ H0duF3HlFpHssHM0swiOhY8hFn1Fip47p Pg7rrDsoVr+YtQTaJn5MK5GgOyl/9Ycz SCKVhgmrd873EBBlVhjOB81I/1ZhQNqVj 7FkqaYQ6yJbnzsmVVYZkFCtb0pCl+nsio 5HWsyi0nRE1E73uLcT/vF5qRjdBxmWSGp RstWiUCmJisvidDLlCZsTMEsoUt7cSNqG KMmMTKtkQ/PWXN0m7XvO9mn9frzSqeRxF uIBLqIIP19CAO2hCCxhM4Rle4c1JnBfn 3flYtRacfOYc/sD5/AF2f449</latexit >
xd
<latexit sha1_bas e64="f9JXrTpEI/6Cn9sJK2tSuGtt5wk= ">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LDZ CTyXpRY8FLx4r2A9oQ9lsNu3S3U3Y3Yg l9Ed48aCIV3+PN/+N2zYHbX0w8Hhvhpl5 YcqZNp737ZS2tnd298r7lYPDo+OT6ulZV yeZIrRDEp6ofog15UzSjmGG036qKBYhp7 1wervwe49UaZbIBzNLaSDwWLKYEWys1HP dp1HkuqNqzWt4S6BN4hekBgXao+rXMEp IJqg0hGOtB76XmiDHyjDC6bwyzDRNMZni MR1YKrGgOsiX587RlVUiFCfKljRoqf6ey LHQeiZC2ymwmeh1byH+5w0yE98EOZNpZq gkq0VxxpFJ0OJ3FDFFieEzSzBRzN6KyAQ rTIxNqGJD8Ndf3iTdZsP3Gv59s9aqF3GU 4QIuoQ4+XEML7qANHSAwhWd4hTcndV6c d+dj1Vpyiplz+APn8wfCq45v</latexit ><latexit sha1_bas e64="f9JXrTpEI/6Cn9sJK2tSuGtt5wk= ">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LDZ CTyXpRY8FLx4r2A9oQ9lsNu3S3U3Y3Yg l9Ed48aCIV3+PN/+N2zYHbX0w8Hhvhpl5 YcqZNp737ZS2tnd298r7lYPDo+OT6ulZV yeZIrRDEp6ofog15UzSjmGG036qKBYhp7 1wervwe49UaZbIBzNLaSDwWLKYEWys1HP dp1HkuqNqzWt4S6BN4hekBgXao+rXMEp IJqg0hGOtB76XmiDHyjDC6bwyzDRNMZni MR1YKrGgOsiX587RlVUiFCfKljRoqf6ey LHQeiZC2ymwmeh1byH+5w0yE98EOZNpZq gkq0VxxpFJ0OJ3FDFFieEzSzBRzN6KyAQ rTIxNqGJD8Ndf3iTdZsP3Gv59s9aqF3GU 4QIuoQ4+XEML7qANHSAwhWd4hTcndV6c d+dj1Vpyiplz+APn8wfCq45v</latexit ><latexit sha1_bas e64="f9JXrTpEI/6Cn9sJK2tSuGtt5wk= ">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LDZ CTyXpRY8FLx4r2A9oQ9lsNu3S3U3Y3Yg l9Ed48aCIV3+PN/+N2zYHbX0w8Hhvhpl5 YcqZNp737ZS2tnd298r7lYPDo+OT6ulZV yeZIrRDEp6ofog15UzSjmGG036qKBYhp7 1wervwe49UaZbIBzNLaSDwWLKYEWys1HP dp1HkuqNqzWt4S6BN4hekBgXao+rXMEp IJqg0hGOtB76XmiDHyjDC6bwyzDRNMZni MR1YKrGgOsiX587RlVUiFCfKljRoqf6ey LHQeiZC2ymwmeh1byH+5w0yE98EOZNpZq gkq0VxxpFJ0OJ3FDFFieEzSzBRzN6KyAQ rTIxNqGJD8Ndf3iTdZsP3Gv59s9aqF3GU 4QIuoQ4+XEML7qANHSAwhWd4hTcndV6c d+dj1Vpyiplz+APn8wfCq45v</latexit ><latexit sha1_bas e64="f9JXrTpEI/6Cn9sJK2tSuGtt5wk= ">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LDZ CTyXpRY8FLx4r2A9oQ9lsNu3S3U3Y3Yg l9Ed48aCIV3+PN/+N2zYHbX0w8Hhvhpl5 YcqZNp737ZS2tnd298r7lYPDo+OT6ulZV yeZIrRDEp6ofog15UzSjmGG036qKBYhp7 1wervwe49UaZbIBzNLaSDwWLKYEWys1HP dp1HkuqNqzWt4S6BN4hekBgXao+rXMEp IJqg0hGOtB76XmiDHyjDC6bwyzDRNMZni MR1YKrGgOsiX587RlVUiFCfKljRoqf6ey LHQeiZC2ymwmeh1byH+5w0yE98EOZNpZq gkq0VxxpFJ0OJ3FDFFieEzSzBRzN6KyAQ rTIxNqGJD8Ndf3iTdZsP3Gv59s9aqF3GU 4QIuoQ4+XEML7qANHSAwhWd4hTcndV6c d+dj1Vpyiplz+APn8wfCq45v</latexit >
⇡ wdxd
<latexit sha1_base64="q+bsyvNu56d uEVJhKTtFm6kFbDI=">AAAB/HicbVC7TsMwFHXKq5RXoCOLRYPUqUq6wFiJhbFI9CG 1VeQ4TmvVsSPbgUZR+RUWBhBi5UPY+BvcNgO0HOlKR+fcq3vvCRJGlXbdb6u0tb2zu 1ferxwcHh2f2KdnXSVSiUkHCyZkP0CKMMpJR1PNSD+RBMUBI71gerPwew9EKir4vc 4SMorRmNOIYqSN5NtVxxmiJJFiBh/9EM780HF8u+Y23CXgJvEKUgMF2r79NQwFTmPC NWZIqYHnJnqUI6kpZmReGaaKJAhP0ZgMDOUoJmqUL4+fw0ujhDAS0hTXcKn+nshRrF QWB6YzRnqi1r2F+J83SHV0PcopT1JNOF4tilIGtYCLJGBIJcGaZYYgLKm5FeIJkgh rk1fFhOCtv7xJus2G5za8u2atVS/iKINzcAHqwANXoAVuQRt0AAYZeAav4M16sl6sd +tj1Vqyipkq+APr8wfkvJOI</latexit><latexit sha1_base64="q+bsyvNu56d uEVJhKTtFm6kFbDI=">AAAB/HicbVC7TsMwFHXKq5RXoCOLRYPUqUq6wFiJhbFI9CG 1VeQ4TmvVsSPbgUZR+RUWBhBi5UPY+BvcNgO0HOlKR+fcq3vvCRJGlXbdb6u0tb2zu 1ferxwcHh2f2KdnXSVSiUkHCyZkP0CKMMpJR1PNSD+RBMUBI71gerPwew9EKir4vc 4SMorRmNOIYqSN5NtVxxmiJJFiBh/9EM780HF8u+Y23CXgJvEKUgMF2r79NQwFTmPC NWZIqYHnJnqUI6kpZmReGaaKJAhP0ZgMDOUoJmqUL4+fw0ujhDAS0hTXcKn+nshRrF QWB6YzRnqi1r2F+J83SHV0PcopT1JNOF4tilIGtYCLJGBIJcGaZYYgLKm5FeIJkgh rk1fFhOCtv7xJus2G5za8u2atVS/iKINzcAHqwANXoAVuQRt0AAYZeAav4M16sl6sd +tj1Vqyipkq+APr8wfkvJOI</latexit><latexit sha1_base64="q+bsyvNu56d uEVJhKTtFm6kFbDI=">AAAB/HicbVC7TsMwFHXKq5RXoCOLRYPUqUq6wFiJhbFI9CG 1VeQ4TmvVsSPbgUZR+RUWBhBi5UPY+BvcNgO0HOlKR+fcq3vvCRJGlXbdb6u0tb2zu 1ferxwcHh2f2KdnXSVSiUkHCyZkP0CKMMpJR1PNSD+RBMUBI71gerPwew9EKir4vc 4SMorRmNOIYqSN5NtVxxmiJJFiBh/9EM780HF8u+Y23CXgJvEKUgMF2r79NQwFTmPC NWZIqYHnJnqUI6kpZmReGaaKJAhP0ZgMDOUoJmqUL4+fw0ujhDAS0hTXcKn+nshRrF QWB6YzRnqi1r2F+J83SHV0PcopT1JNOF4tilIGtYCLJGBIJcGaZYYgLKm5FeIJkgh rk1fFhOCtv7xJus2G5za8u2atVS/iKINzcAHqwANXoAVuQRt0AAYZeAav4M16sl6sd +tj1Vqyipkq+APr8wfkvJOI</latexit><latexit sha1_base64="q+bsyvNu56d uEVJhKTtFm6kFbDI=">AAAB/HicbVC7TsMwFHXKq5RXoCOLRYPUqUq6wFiJhbFI9CG 1VeQ4TmvVsSPbgUZR+RUWBhBi5UPY+BvcNgO0HOlKR+fcq3vvCRJGlXbdb6u0tb2zu 1ferxwcHh2f2KdnXSVSiUkHCyZkP0CKMMpJR1PNSD+RBMUBI71gerPwew9EKir4vc 4SMorRmNOIYqSN5NtVxxmiJJFiBh/9EM780HF8u+Y23CXgJvEKUgMF2r79NQwFTmPC NWZIqYHnJnqUI6kpZmReGaaKJAhP0ZgMDOUoJmqUL4+fw0ujhDAS0hTXcKn+nshRrF QWB6YzRnqi1r2F+J83SHV0PcopT1JNOF4tilIGtYCLJGBIJcGaZYYgLKm5FeIJkgh rk1fFhOCtv7xJus2G5za8u2atVS/iKINzcAHqwANXoAVuQRt0AAYZeAav4M16sl6sd +tj1Vqyipkq+APr8wfkvJOI</latexit>
⇡ w2x2
<latexit sha1_base64="3ygsbwok2HV m6AGwiUrpAUbdDLI=">AAAB/HicbVC7TsMwFHXKq5RXoCOLRYPUqUqywFiJhbFI9CG 1VeS4TmvVsSPbgUZR+RUWBhBi5UPY+BvcNgO0HOlKR+fcq3vvCRNGlXbdb6u0tb2zu 1ferxwcHh2f2KdnHSVSiUkbCyZkL0SKMMpJW1PNSC+RBMUhI91werPwuw9EKir4vc 4SMozRmNOIYqSNFNhVxxmgJJFiBh8DH84C33ECu+Y23CXgJvEKUgMFWoH9NRgJnMaE a8yQUn3PTfQwR1JTzMi8MkgVSRCeojHpG8pRTNQwXx4/h5dGGcFISFNcw6X6eyJHsV JZHJrOGOmJWvcW4n9eP9XR9TCnPEk14Xi1KEoZ1AIukoAjKgnWLDMEYUnNrRBPkER Ym7wqJgRv/eVN0vEbntvw7vxas17EUQbn4ALUgQeuQBPcghZoAwwy8AxewZv1ZL1Y7 9bHqrVkFTNV8AfW5w9LnJMk</latexit><latexit sha1_base64="3ygsbwok2HV m6AGwiUrpAUbdDLI=">AAAB/HicbVC7TsMwFHXKq5RXoCOLRYPUqUqywFiJhbFI9CG 1VeS4TmvVsSPbgUZR+RUWBhBi5UPY+BvcNgO0HOlKR+fcq3vvCRNGlXbdb6u0tb2zu 1ferxwcHh2f2KdnHSVSiUkbCyZkL0SKMMpJW1PNSC+RBMUhI91werPwuw9EKir4vc 4SMozRmNOIYqSNFNhVxxmgJJFiBh8DH84C33ECu+Y23CXgJvEKUgMFWoH9NRgJnMaE a8yQUn3PTfQwR1JTzMi8MkgVSRCeojHpG8pRTNQwXx4/h5dGGcFISFNcw6X6eyJHsV JZHJrOGOmJWvcW4n9eP9XR9TCnPEk14Xi1KEoZ1AIukoAjKgnWLDMEYUnNrRBPkER Ym7wqJgRv/eVN0vEbntvw7vxas17EUQbn4ALUgQeuQBPcghZoAwwy8AxewZv1ZL1Y7 9bHqrVkFTNV8AfW5w9LnJMk</latexit><latexit sha1_base64="3ygsbwok2HV m6AGwiUrpAUbdDLI=">AAAB/HicbVC7TsMwFHXKq5RXoCOLRYPUqUqywFiJhbFI9CG 1VeS4TmvVsSPbgUZR+RUWBhBi5UPY+BvcNgO0HOlKR+fcq3vvCRNGlXbdb6u0tb2zu 1ferxwcHh2f2KdnHSVSiUkbCyZkL0SKMMpJW1PNSC+RBMUhI91werPwuw9EKir4vc 4SMozRmNOIYqSNFNhVxxmgJJFiBh8DH84C33ECu+Y23CXgJvEKUgMFWoH9NRgJnMaE a8yQUn3PTfQwR1JTzMi8MkgVSRCeojHpG8pRTNQwXx4/h5dGGcFISFNcw6X6eyJHsV JZHJrOGOmJWvcW4n9eP9XR9TCnPEk14Xi1KEoZ1AIukoAjKgnWLDMEYUnNrRBPkER Ym7wqJgRv/eVN0vEbntvw7vxas17EUQbn4ALUgQeuQBPcghZoAwwy8AxewZv1ZL1Y7 9bHqrVkFTNV8AfW5w9LnJMk</latexit><latexit sha1_base64="3ygsbwok2HV m6AGwiUrpAUbdDLI=">AAAB/HicbVC7TsMwFHXKq5RXoCOLRYPUqUqywFiJhbFI9CG 1VeS4TmvVsSPbgUZR+RUWBhBi5UPY+BvcNgO0HOlKR+fcq3vvCRNGlXbdb6u0tb2zu 1ferxwcHh2f2KdnHSVSiUkbCyZkL0SKMMpJW1PNSC+RBMUhI91werPwuw9EKir4vc 4SMozRmNOIYqSNFNhVxxmgJJFiBh8DH84C33ECu+Y23CXgJvEKUgMFWoH9NRgJnMaE a8yQUn3PTfQwR1JTzMi8MkgVSRCeojHpG8pRTNQwXx4/h5dGGcFISFNcw6X6eyJHsV JZHJrOGOmJWvcW4n9eP9XR9TCnPEk14Xi1KEoZ1AIukoAjKgnWLDMEYUnNrRBPkER Ym7wqJgRv/eVN0vEbntvw7vxas17EUQbn4ALUgQeuQBPcghZoAwwy8AxewZv1ZL1Y7 9bHqrVkFTNV8AfW5w9LnJMk</latexit>
⇡ w1x1
<latexit sha1_base64="ZbXXdk6VIve Dt2PDUpl7thSVUKA=">AAAB/HicbVC7TsMwFHXKq5RXoCOLRYPUqYq7wFiJhbFI9CG 1UeS4TmvVSSzbgUZR+RUWBhBi5UPY+BvcNgO0HOlKR+fcq3vvCQRnSrvut1Xa2t7Z3 SvvVw4Oj45P7NOzrkpSSWiHJDyR/QAryllMO5ppTvtCUhwFnPaC6c3C7z1QqVgS3+ tMUC/C45iFjGBtJN+uOs4QCyGTGXz0EZz5yHF8u+Y23CXgJkEFqYECbd/+Go4SkkY0 1oRjpQbIFdrLsdSMcDqvDFNFBSZTPKYDQ2McUeXly+Pn8NIoIxgm0lSs4VL9PZHjSK ksCkxnhPVErXsL8T9vkOrw2stZLFJNY7JaFKYc6gQukoAjJinRPDMEE8nMrZBMsMR Em7wqJgS0/vIm6TYbyG2gu2atVS/iKINzcAHqAIEr0AK3oA06gIAMPINX8GY9WS/Wu /Wxai1ZxUwV/IH1+QNIjJMi</latexit><latexit sha1_base64="ZbXXdk6VIve Dt2PDUpl7thSVUKA=">AAAB/HicbVC7TsMwFHXKq5RXoCOLRYPUqYq7wFiJhbFI9CG 1UeS4TmvVSSzbgUZR+RUWBhBi5UPY+BvcNgO0HOlKR+fcq3vvCQRnSrvut1Xa2t7Z3 SvvVw4Oj45P7NOzrkpSSWiHJDyR/QAryllMO5ppTvtCUhwFnPaC6c3C7z1QqVgS3+ tMUC/C45iFjGBtJN+uOs4QCyGTGXz0EZz5yHF8u+Y23CXgJkEFqYECbd/+Go4SkkY0 1oRjpQbIFdrLsdSMcDqvDFNFBSZTPKYDQ2McUeXly+Pn8NIoIxgm0lSs4VL9PZHjSK ksCkxnhPVErXsL8T9vkOrw2stZLFJNY7JaFKYc6gQukoAjJinRPDMEE8nMrZBMsMR Em7wqJgS0/vIm6TYbyG2gu2atVS/iKINzcAHqAIEr0AK3oA06gIAMPINX8GY9WS/Wu /Wxai1ZxUwV/IH1+QNIjJMi</latexit><latexit sha1_base64="ZbXXdk6VIve Dt2PDUpl7thSVUKA=">AAAB/HicbVC7TsMwFHXKq5RXoCOLRYPUqYq7wFiJhbFI9CG 1UeS4TmvVSSzbgUZR+RUWBhBi5UPY+BvcNgO0HOlKR+fcq3vvCQRnSrvut1Xa2t7Z3 SvvVw4Oj45P7NOzrkpSSWiHJDyR/QAryllMO5ppTvtCUhwFnPaC6c3C7z1QqVgS3+ tMUC/C45iFjGBtJN+uOs4QCyGTGXz0EZz5yHF8u+Y23CXgJkEFqYECbd/+Go4SkkY0 1oRjpQbIFdrLsdSMcDqvDFNFBSZTPKYDQ2McUeXly+Pn8NIoIxgm0lSs4VL9PZHjSK ksCkxnhPVErXsL8T9vkOrw2stZLFJNY7JaFKYc6gQukoAjJinRPDMEE8nMrZBMsMR Em7wqJgS0/vIm6TYbyG2gu2atVS/iKINzcAHqAIEr0AK3oA06gIAMPINX8GY9WS/Wu /Wxai1ZxUwV/IH1+QNIjJMi</latexit><latexit sha1_base64="ZbXXdk6VIve Dt2PDUpl7thSVUKA=">AAAB/HicbVC7TsMwFHXKq5RXoCOLRYPUqYq7wFiJhbFI9CG 1UeS4TmvVSSzbgUZR+RUWBhBi5UPY+BvcNgO0HOlKR+fcq3vvCQRnSrvut1Xa2t7Z3 SvvVw4Oj45P7NOzrkpSSWiHJDyR/QAryllMO5ppTvtCUhwFnPaC6c3C7z1QqVgS3+ tMUC/C45iFjGBtJN+uOs4QCyGTGXz0EZz5yHF8u+Y23CXgJkEFqYECbd/+Go4SkkY0 1oRjpQbIFdrLsdSMcDqvDFNFBSZTPKYDQ2McUeXly+Pn8NIoIxgm0lSs4VL9PZHjSK ksCkxnhPVErXsL8T9vkOrw2stZLFJNY7JaFKYc6gQukoAjJinRPDMEE8nMrZBMsMR Em7wqJgS0/vIm6TYbyG2gu2atVS/iKINzcAHqAIEr0AK3oA06gIAMPINX8GY9WS/Wu /Wxai1ZxUwV/IH1+QNIjJMi</latexit>
⇡ wTx
<latexit sha1_base64="rQXf+fO2ifA RJnZEVfup6k6FJwY=">AAACC3icbZC7TsMwFIadcivlFmBksdogdaqSLjBWYmEsUm9 SEyrHdVqrjhPZDrSKurPwKiwMIMTKC7DxNjhtkKDllyx9+s858jm/HzMqlW1/GYWNz a3tneJuaW//4PDIPD7pyCgRmLRxxCLR85EkjHLSVlQx0osFQaHPSNefXGX17h0Rkk a8pWYx8UI04jSgGCltDcyyZbkojkU0hW6I1NgP0vv5beuHp3PLGpgVu2YvBNfByaEC cjUH5qc7jHASEq4wQ1L2HTtWXoqEopiReclNJIkRnqAR6WvkKCTSSxe3zOG5doYwiI R+XMGF+3siRaGUs9DXndmOcrWWmf/V+okKLr2U8jhRhOPlR0HCoIpgFgwcUkGwYjM NCAuqd4V4jATCSsdX0iE4qyevQ6dec+yac1OvNKp5HEVwBsqgChxwARrgGjRBG2DwA J7AC3g1Ho1n4814X7YWjHzmFPyR8fENqFuatg==</latexit><latexit sha1_base64="rQXf+fO2ifA RJnZEVfup6k6FJwY=">AAACC3icbZC7TsMwFIadcivlFmBksdogdaqSLjBWYmEsUm9 SEyrHdVqrjhPZDrSKurPwKiwMIMTKC7DxNjhtkKDllyx9+s858jm/HzMqlW1/GYWNz a3tneJuaW//4PDIPD7pyCgRmLRxxCLR85EkjHLSVlQx0osFQaHPSNefXGX17h0Rkk a8pWYx8UI04jSgGCltDcyyZbkojkU0hW6I1NgP0vv5beuHp3PLGpgVu2YvBNfByaEC cjUH5qc7jHASEq4wQ1L2HTtWXoqEopiReclNJIkRnqAR6WvkKCTSSxe3zOG5doYwiI R+XMGF+3siRaGUs9DXndmOcrWWmf/V+okKLr2U8jhRhOPlR0HCoIpgFgwcUkGwYjM NCAuqd4V4jATCSsdX0iE4qyevQ6dec+yac1OvNKp5HEVwBsqgChxwARrgGjRBG2DwA J7AC3g1Ho1n4814X7YWjHzmFPyR8fENqFuatg==</latexit><latexit sha1_base64="rQXf+fO2ifA RJnZEVfup6k6FJwY=">AAACC3icbZC7TsMwFIadcivlFmBksdogdaqSLjBWYmEsUm9 SEyrHdVqrjhPZDrSKurPwKiwMIMTKC7DxNjhtkKDllyx9+s858jm/HzMqlW1/GYWNz a3tneJuaW//4PDIPD7pyCgRmLRxxCLR85EkjHLSVlQx0osFQaHPSNefXGX17h0Rkk a8pWYx8UI04jSgGCltDcyyZbkojkU0hW6I1NgP0vv5beuHp3PLGpgVu2YvBNfByaEC cjUH5qc7jHASEq4wQ1L2HTtWXoqEopiReclNJIkRnqAR6WvkKCTSSxe3zOG5doYwiI R+XMGF+3siRaGUs9DXndmOcrWWmf/V+okKLr2U8jhRhOPlR0HCoIpgFgwcUkGwYjM NCAuqd4V4jATCSsdX0iE4qyevQ6dec+yac1OvNKp5HEVwBsqgChxwARrgGjRBG2DwA J7AC3g1Ho1n4814X7YWjHzmFPyR8fENqFuatg==</latexit><latexit sha1_base64="rQXf+fO2ifA RJnZEVfup6k6FJwY=">AAACC3icbZC7TsMwFIadcivlFmBksdogdaqSLjBWYmEsUm9 SEyrHdVqrjhPZDrSKurPwKiwMIMTKC7DxNjhtkKDllyx9+s858jm/HzMqlW1/GYWNz a3tneJuaW//4PDIPD7pyCgRmLRxxCLR85EkjHLSVlQx0osFQaHPSNefXGX17h0Rkk a8pWYx8UI04jSgGCltDcyyZbkojkU0hW6I1NgP0vv5beuHp3PLGpgVu2YvBNfByaEC cjUH5qc7jHASEq4wQ1L2HTtWXoqEopiReclNJIkRnqAR6WvkKCTSSxe3zOG5doYwiI R+XMGF+3siRaGUs9DXndmOcrWWmf/V+okKLr2U8jhRhOPlR0HCoIpgFgwcUkGwYjM NCAuqd4V4jATCSsdX0iE4qyevQ6dec+yac1OvNKp5HEVwBsqgChxwARrgGjRBG2DwA J7AC3g1Ho1n4814X7YWjHzmFPyR8fENqFuatg==</latexit>
Figure 2: Approximating a single neuron σ(wT x): A diagram showing our construction to approximate a single neuron σ(wT x).
We construct the first hidden layer with d blocks (shown in blue), where each block contains k = O
(
log d

)
neurons. We first
pre-process the weights by pruning the first layer so that it has a block structure as shown. For ease of visualization, we only
show two connections per block, i.e., each neuron in the ith block is connected to xi and (before pruning) the output neuron.
We then use Lemma 1 to show that second layer can be pruned so that ith block approximates wixi. Overall, the construction
approximates wTx. Note that, after an initial pre-processing of the first layer, we only prune the second layer so that we can
re-use the weights to approximate other neurons in a layer.
Step 1: Pre-processingM We first begin by pruningM to create a block-diagonal matrixM′. Specifically,
we create M′ by only keep the following non-zero entries:
M′ =

u1 0 . . . 0
0 u2 . . . 0
...
... . . . 0
0 0 . . . ud
 , where ui ∈ RC log( d )
We choose the binary matrix T to be such that M′ = TM. We also decompose v and s as
s =

s1
s2
...
sd
 , v =

v1
v2
...
vd
 , where si,vi ∈ RC log( d ).
Using this notation, we can express our network as the following:
(s v)Tσ(M′x) =
d∑
i=1
(si  vi)Tσ(uixi). (8)
Step 2: Pruning u Let n = C log(d/) and define the event Ei, be the following event from the Lemma 1:
Ei, :=
{
sup
w∈[−1,1]
inf
si∈{0,1}n
sup
x:|x|≤1
|wx− (vi  si)Tσ(uix)| ≤ 
}
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Define the event E :=
⋂
iEi,, the intersection of all the events. We consider the event E d , where the
approximation parameter is d . For each i, Lemma 1 shows that event Ei, d holds with probability at least
1− d because the dimension of vi and ui is at least C log(d/). Taking a union bound we get that the event
E 
d
holds with probability at least 1− . On the event E 
d
, we obtain the following series of inequalities:
sup
‖w‖∞≤1
inf
s,T
sup
‖x‖∞≤1
|wTx− (s2  v)Tσ((S1 M)x)|
≤ sup
‖w‖∞≤1
inf
s∈{0,1}dn
sup
‖x‖∞≤1
|wTx− (s2  v)Tσ(M′x)|
(Pruning M according to Step 1 (Pre-processing M).)
= sup
‖w‖∞≤1
inf
s1,...,sd∈{0,1}n
sup
‖x‖∞≤1
∣∣∣∣∣
d∑
i=1
wixi −
d∑
i=1
(si  vi)Tσ(uixi)
∣∣∣∣∣ (Using Eq. (8))
≤ sup
‖w‖∞≤1
inf
s1,...,sd∈{0,1}n
sup
‖x‖∞≤1
d∑
i=1
∣∣wixi − (si  vi)Tσ(uixi)∣∣
=
d∑
i=1
sup
|wi|≤1
inf
si∈{0,1}n
sup
|xi|≤1
∣∣wixi − (si  vi)Tσ(uixi)∣∣
≤
i∑
i=1
d

d
(By definition of the event E 
d
)
≤ .
3.4 Approximating a single layer
In this subsection, we approximate a layer from the target network by pruning 2 layers of a randomly
initialized network. The overview of the construction is given in Figure 3.
Lemma 3. (Approximating a layer) Consider a randomly initialized two layer neural network g(x) = Nσ(Mx)
with x ∈ Rd1 such that N has dimension (d2 × Cd1 log d1d2 ) and M has dimension (Cd1 log d1d2 × d1), where
each weight is initialized independently from the distribution U [−1, 1].
Let ĝ(x) = (SN)Tσ((TM)x) be the pruned network for a choice of pruning matrices S and T. If
fW(x) = Wx is the linear (single layered) network, where W has dimensions d2 × d1, then with probability
at least 1− ,
sup
W:‖W‖≤1,W∈Rd2×d1
∃S,T : sup
x:‖x‖∞≤1
‖fW(x)− ĝ(x)‖ < .
Proof. Our proof strategy is similar to the proof in Lemma 2.
Step 1: Pre-processing M Similar to Lemma 2, we begin by pruning M to get a block diagonal matrix
M′.
M′ =

u1 0 . . . 0
0 u2 . . . 0
...
... . . . 0
0 0 . . . ud1
 , where ui ∈ RC log( d1d2 )
Thus, T is such that M′ = TM. We also decompose N and S as following
S =

sT1,1 . . . s
T
1,d1
sT2,1 . . . s
T
2,d1
... . . .
...
sTd2,1 . . . s
T
d2,d1
 , N =

vT1,1 . . . v
T
1,d1
vT2,1 . . . v
T
2,d1
... . . .
...
vTd2,1 . . . v
T
d2,d1
 , where vi,j ,ui ∈ RC log( d1d2 )
9
x1
<latexit sha1_bas e64="xYLquUraU360Q5xT0IaXrsSabng= ">AAAB7nicbVA9TwJBEJ3DL8Qv1NJmI2 dCRe5otCSxscREPhK4kL1lDjbs7V1294y E8CNsLDTG1t9j579xgSsUfMkkL+/NZGZe mAqujed9O4Wt7Z3dveJ+6eDw6PikfHrW 1kmmGLZYIhLVDalGwSW2DDcCu6lCGocCO +HkduF3HlFpnsgHM00xiOlI8ogzaqzUcd 2nge+6g3LFq3lLkE3i56QCOZqD8ld/mLA sRmmYoFr3fC81wYwqw5nAeamfaUwpm9A R9iyVNEYdzJbnzsmVVYYkSpQtachS/T0x o7HW0zi0nTE1Y73uLcT/vF5moptgxmWaG ZRstSjKBDEJWfxOhlwhM2JqCWWK21sJG 1NFmbEJlWwI/vrLm6Rdr/lezb+vVxrVPI 4iXMAlVMGHa2jAHTShBQwm8Ayv8Oakzov z7nysWgtOPnMOf+B8/gB0+Y48</latex it><latexit sha1_bas e64="xYLquUraU360Q5xT0IaXrsSabng= ">AAAB7nicbVA9TwJBEJ3DL8Qv1NJmI2 dCRe5otCSxscREPhK4kL1lDjbs7V1294y E8CNsLDTG1t9j579xgSsUfMkkL+/NZGZe mAqujed9O4Wt7Z3dveJ+6eDw6PikfHrW 1kmmGLZYIhLVDalGwSW2DDcCu6lCGocCO +HkduF3HlFpnsgHM00xiOlI8ogzaqzUcd 2nge+6g3LFq3lLkE3i56QCOZqD8ld/mLA sRmmYoFr3fC81wYwqw5nAeamfaUwpm9A R9iyVNEYdzJbnzsmVVYYkSpQtachS/T0x o7HW0zi0nTE1Y73uLcT/vF5moptgxmWaG ZRstSjKBDEJWfxOhlwhM2JqCWWK21sJG 1NFmbEJlWwI/vrLm6Rdr/lezb+vVxrVPI 4iXMAlVMGHa2jAHTShBQwm8Ayv8Oakzov z7nysWgtOPnMOf+B8/gB0+Y48</latex it><latexit sha1_bas e64="xYLquUraU360Q5xT0IaXrsSabng= ">AAAB7nicbVA9TwJBEJ3DL8Qv1NJmI2 dCRe5otCSxscREPhK4kL1lDjbs7V1294y E8CNsLDTG1t9j579xgSsUfMkkL+/NZGZe mAqujed9O4Wt7Z3dveJ+6eDw6PikfHrW 1kmmGLZYIhLVDalGwSW2DDcCu6lCGocCO +HkduF3HlFpnsgHM00xiOlI8ogzaqzUcd 2nge+6g3LFq3lLkE3i56QCOZqD8ld/mLA sRmmYoFr3fC81wYwqw5nAeamfaUwpm9A R9iyVNEYdzJbnzsmVVYYkSpQtachS/T0x o7HW0zi0nTE1Y73uLcT/vF5moptgxmWaG ZRstSjKBDEJWfxOhlwhM2JqCWWK21sJG 1NFmbEJlWwI/vrLm6Rdr/lezb+vVxrVPI 4iXMAlVMGHa2jAHTShBQwm8Ayv8Oakzov z7nysWgtOPnMOf+B8/gB0+Y48</latex it><latexit sha1_bas e64="xYLquUraU360Q5xT0IaXrsSabng= ">AAAB7nicbVA9TwJBEJ3DL8Qv1NJmI2 dCRe5otCSxscREPhK4kL1lDjbs7V1294y E8CNsLDTG1t9j579xgSsUfMkkL+/NZGZe mAqujed9O4Wt7Z3dveJ+6eDw6PikfHrW 1kmmGLZYIhLVDalGwSW2DDcCu6lCGocCO +HkduF3HlFpnsgHM00xiOlI8ogzaqzUcd 2nge+6g3LFq3lLkE3i56QCOZqD8ld/mLA sRmmYoFr3fC81wYwqw5nAeamfaUwpm9A R9iyVNEYdzJbnzsmVVYYkSpQtachS/T0x o7HW0zi0nTE1Y73uLcT/vF5moptgxmWaG ZRstSjKBDEJWfxOhlwhM2JqCWWK21sJG 1NFmbEJlWwI/vrLm6Rdr/lezb+vVxrVPI 4iXMAlVMGHa2jAHTShBQwm8Ayv8Oakzov z7nysWgtOPnMOf+B8/gB0+Y48</latex it>
x2
<latexit sha1_bas e64="IwjnD//lhNUUB4+AboqhpsSXGfU= ">AAAB7nicbVA9TwJBEJ3DL8Qv1NJmI2 dCRe5otCSxscREPhK4kL1lgA17e5fdPSO 58CNsLDTG1t9j579xgSsUfMkkL+/NZGZe mAiujed9O4Wt7Z3dveJ+6eDw6PikfHrW 1nGqGLZYLGLVDalGwSW2DDcCu4lCGoUCO +H0duF3HlFpHssHM0swiOhY8hFn1Fip47 pPg7rrDsoVr+YtQTaJn5MK5GgOyl/9Ycz SCKVhgmrd873EBBlVhjOB81I/1ZhQNqV j7FkqaYQ6yJbnzsmVVYZkFCtb0pCl+nsi o5HWsyi0nRE1E73uLcT/vF5qRjdBxmWSG pRstWiUCmJisvidDLlCZsTMEsoUt7cSN qGKMmMTKtkQ/PWXN0m7XvO9mn9frzSqeR xFuIBLqIIP19CAO2hCCxhM4Rle4c1JnBf n3flYtRacfOYc/sD5/AF2f449</latex it><latexit sha1_bas e64="IwjnD//lhNUUB4+AboqhpsSXGfU= ">AAAB7nicbVA9TwJBEJ3DL8Qv1NJmI2 dCRe5otCSxscREPhK4kL1lgA17e5fdPSO 58CNsLDTG1t9j579xgSsUfMkkL+/NZGZe mAiujed9O4Wt7Z3dveJ+6eDw6PikfHrW 1nGqGLZYLGLVDalGwSW2DDcCu4lCGoUCO +H0duF3HlFpHssHM0swiOhY8hFn1Fip47 pPg7rrDsoVr+YtQTaJn5MK5GgOyl/9Ycz SCKVhgmrd873EBBlVhjOB81I/1ZhQNqV j7FkqaYQ6yJbnzsmVVYZkFCtb0pCl+nsi o5HWsyi0nRE1E73uLcT/vF5qRjdBxmWSG pRstWiUCmJisvidDLlCZsTMEsoUt7cSN qGKMmMTKtkQ/PWXN0m7XvO9mn9frzSqeR xFuIBLqIIP19CAO2hCCxhM4Rle4c1JnBf n3flYtRacfOYc/sD5/AF2f449</latex it><latexit sha1_bas e64="IwjnD//lhNUUB4+AboqhpsSXGfU= ">AAAB7nicbVA9TwJBEJ3DL8Qv1NJmI2 dCRe5otCSxscREPhK4kL1lgA17e5fdPSO 58CNsLDTG1t9j579xgSsUfMkkL+/NZGZe mAiujed9O4Wt7Z3dveJ+6eDw6PikfHrW 1nGqGLZYLGLVDalGwSW2DDcCu4lCGoUCO +H0duF3HlFpHssHM0swiOhY8hFn1Fip47 pPg7rrDsoVr+YtQTaJn5MK5GgOyl/9Ycz SCKVhgmrd873EBBlVhjOB81I/1ZhQNqV j7FkqaYQ6yJbnzsmVVYZkFCtb0pCl+nsi o5HWsyi0nRE1E73uLcT/vF5qRjdBxmWSG pRstWiUCmJisvidDLlCZsTMEsoUt7cSN qGKMmMTKtkQ/PWXN0m7XvO9mn9frzSqeR xFuIBLqIIP19CAO2hCCxhM4Rle4c1JnBf n3flYtRacfOYc/sD5/AF2f449</latex it><latexit sha1_bas e64="hP+6LrUf2d3tZaldqaQQvEKMXyw= ">AAAB2XicbZDNSgMxFIXv1L86Vq1rN8 EiuCozbnQpuHFZwbZCO5RM5k4bmskMyR2 hDH0BF25EfC93vo3pz0JbDwQ+zknIvScu lLQUBN9ebWd3b/+gfugfNfzjk9Nmo2fz 0gjsilzl5jnmFpXU2CVJCp8LgzyLFfbj6 f0i77+gsTLXTzQrMMr4WMtUCk7O6oyara AdLMW2IVxDC9YaNb+GSS7KDDUJxa0dhEF BUcUNSaFw7g9LiwUXUz7GgUPNM7RRtRx zzi6dk7A0N+5oYkv394uKZ9bOstjdzDhN 7Ga2MP/LBiWlt1EldVESarH6KC0Vo5wtd maJNChIzRxwYaSblYkJN1yQa8Z3HYSbG 29D77odBu3wMYA6nMMFXEEIN3AHD9CBLg hI4BXevYn35n2suqp569LO4I+8zx84xIo 4</latexit><latexit sha1_bas e64="mR4mArHNTTk24vcpqbXhgcyEtcQ= ">AAAB43icbZBLSwMxFIXv+Ky1anXrJt gRXJWZbnQpuHFZwT6gHUomzbShSWZI7oh l6I9w40IR/5M7/43pY6GtBwIf5yTk3hNn UlgMgm9va3tnd2+/dFA+rBwdn1RPK22b 5obxFktlaroxtVwKzVsoUPJuZjhVseSde HI3zztP3FiR6kecZjxSdKRFIhhFZ3V8/3 nQ8P1BtRbUg4XIJoQrqMFKzUH1qz9MWa6 4Riaptb0wyDAqqEHBJJ+V+7nlGWUTOuI 9h5oqbqNiMe6MXDpnSJLUuKORLNzfLwqq rJ2q2N1UFMd2PZub/2W9HJObqBA6y5Frt vwoySXBlMx3J0NhOEM5dUCZEW5WwsbUU IauobIrIVxfeRPajXoY1MOHAEpwDhdwBS Fcwy3cQxNawGACL/AG717mvXofy7q2vFV vZ/BH3ucPXGCNAA==</latexit><latexit sha1_bas e64="mR4mArHNTTk24vcpqbXhgcyEtcQ= ">AAAB43icbZBLSwMxFIXv+Ky1anXrJt gRXJWZbnQpuHFZwT6gHUomzbShSWZI7oh l6I9w40IR/5M7/43pY6GtBwIf5yTk3hNn UlgMgm9va3tnd2+/dFA+rBwdn1RPK22b 5obxFktlaroxtVwKzVsoUPJuZjhVseSde HI3zztP3FiR6kecZjxSdKRFIhhFZ3V8/3 nQ8P1BtRbUg4XIJoQrqMFKzUH1qz9MWa6 4Riaptb0wyDAqqEHBJJ+V+7nlGWUTOuI 9h5oqbqNiMe6MXDpnSJLUuKORLNzfLwqq rJ2q2N1UFMd2PZub/2W9HJObqBA6y5Frt vwoySXBlMx3J0NhOEM5dUCZEW5WwsbUU IauobIrIVxfeRPajXoY1MOHAEpwDhdwBS Fcwy3cQxNawGACL/AG717mvXofy7q2vFV vZ/BH3ucPXGCNAA==</latexit><latexit sha1_bas e64="0hDodt+COnGxHTBFEYhPX+S3MIE= ">AAAB7nicbVA9TwJBEJ3DL8Qv1NJmI2 dCRe5otCSxscREPhK4kL1lDjbs7V1294y E8CNsLDTG1t9j579xgSsUfMkkL+/NZGZe mAqujed9O4Wt7Z3dveJ+6eDw6PikfHrW 1kmmGLZYIhLVDalGwSW2DDcCu6lCGocCO +HkduF3HlFpnsgHM00xiOlI8ogzaqzUcd 2nQd11B+WKV/OWIJvEz0kFcjQH5a/+MGF ZjNIwQbXu+V5qghlVhjOB81I/05hSNqE j7FkqaYw6mC3PnZMrqwxJlChb0pCl+nti RmOtp3FoO2NqxnrdW4j/eb3MRDfBjMs0M yjZalGUCWISsvidDLlCZsTUEsoUt7cSN qaKMmMTKtkQ/PWXN0m7XvO9mn/vVRrVPI 4iXMAlVMGHa2jAHTShBQwm8Ayv8Oakzov z7nysWgtOPnMOf+B8/gB13447</latex it><latexit sha1_bas e64="IwjnD//lhNUUB4+AboqhpsSXGfU= ">AAAB7nicbVA9TwJBEJ3DL8Qv1NJmI2 dCRe5otCSxscREPhK4kL1lgA17e5fdPSO 58CNsLDTG1t9j579xgSsUfMkkL+/NZGZe mAiujed9O4Wt7Z3dveJ+6eDw6PikfHrW 1nGqGLZYLGLVDalGwSW2DDcCu4lCGoUCO +H0duF3HlFpHssHM0swiOhY8hFn1Fip47 pPg7rrDsoVr+YtQTaJn5MK5GgOyl/9Ycz SCKVhgmrd873EBBlVhjOB81I/1ZhQNqV j7FkqaYQ6yJbnzsmVVYZkFCtb0pCl+nsi o5HWsyi0nRE1E73uLcT/vF5qRjdBxmWSG pRstWiUCmJisvidDLlCZsTMEsoUt7cSN qGKMmMTKtkQ/PWXN0m7XvO9mn9frzSqeR xFuIBLqIIP19CAO2hCCxhM4Rle4c1JnBf n3flYtRacfOYc/sD5/AF2f449</latex it><latexit sha1_bas e64="IwjnD//lhNUUB4+AboqhpsSXGfU= ">AAAB7nicbVA9TwJBEJ3DL8Qv1NJmI2 dCRe5otCSxscREPhK4kL1lgA17e5fdPSO 58CNsLDTG1t9j579xgSsUfMkkL+/NZGZe mAiujed9O4Wt7Z3dveJ+6eDw6PikfHrW 1nGqGLZYLGLVDalGwSW2DDcCu4lCGoUCO +H0duF3HlFpHssHM0swiOhY8hFn1Fip47 pPg7rrDsoVr+YtQTaJn5MK5GgOyl/9Ycz SCKVhgmrd873EBBlVhjOB81I/1ZhQNqV j7FkqaYQ6yJbnzsmVVYZkFCtb0pCl+nsi o5HWsyi0nRE1E73uLcT/vF5qRjdBxmWSG pRstWiUCmJisvidDLlCZsTMEsoUt7cSN qGKMmMTKtkQ/PWXN0m7XvO9mn9frzSqeR xFuIBLqIIP19CAO2hCCxhM4Rle4c1JnBf n3flYtRacfOYc/sD5/AF2f449</latex it><latexit sha1_bas e64="IwjnD//lhNUUB4+AboqhpsSXGfU= ">AAAB7nicbVA9TwJBEJ3DL8Qv1NJmI2 dCRe5otCSxscREPhK4kL1lgA17e5fdPSO 58CNsLDTG1t9j579xgSsUfMkkL+/NZGZe mAiujed9O4Wt7Z3dveJ+6eDw6PikfHrW 1nGqGLZYLGLVDalGwSW2DDcCu4lCGoUCO +H0duF3HlFpHssHM0swiOhY8hFn1Fip47 pPg7rrDsoVr+YtQTaJn5MK5GgOyl/9Ycz SCKVhgmrd873EBBlVhjOB81I/1ZhQNqV j7FkqaYQ6yJbnzsmVVYZkFCtb0pCl+nsi o5HWsyi0nRE1E73uLcT/vF5qRjdBxmWSG pRstWiUCmJisvidDLlCZsTMEsoUt7cSN qGKMmMTKtkQ/PWXN0m7XvO9mn9frzSqeR xFuIBLqIIP19CAO2hCCxhM4Rle4c1JnBf n3flYtRacfOYc/sD5/AF2f449</latex it><latexit sha1_bas e64="IwjnD//lhNUUB4+AboqhpsSXGfU= ">AAAB7nicbVA9TwJBEJ3DL8Qv1NJmI2 dCRe5otCSxscREPhK4kL1lgA17e5fdPSO 58CNsLDTG1t9j579xgSsUfMkkL+/NZGZe mAiujed9O4Wt7Z3dveJ+6eDw6PikfHrW 1nGqGLZYLGLVDalGwSW2DDcCu4lCGoUCO +H0duF3HlFpHssHM0swiOhY8hFn1Fip47 pPg7rrDsoVr+YtQTaJn5MK5GgOyl/9Ycz SCKVhgmrd873EBBlVhjOB81I/1ZhQNqV j7FkqaYQ6yJbnzsmVVYZkFCtb0pCl+nsi o5HWsyi0nRE1E73uLcT/vF5qRjdBxmWSG pRstWiUCmJisvidDLlCZsTMEsoUt7cSN qGKMmMTKtkQ/PWXN0m7XvO9mn9frzSqeR xFuIBLqIIP19CAO2hCCxhM4Rle4c1JnBf n3flYtRacfOYc/sD5/AF2f449</latex it><latexit sha1_bas e64="IwjnD//lhNUUB4+AboqhpsSXGfU= ">AAAB7nicbVA9TwJBEJ3DL8Qv1NJmI2 dCRe5otCSxscREPhK4kL1lgA17e5fdPSO 58CNsLDTG1t9j579xgSsUfMkkL+/NZGZe mAiujed9O4Wt7Z3dveJ+6eDw6PikfHrW 1nGqGLZYLGLVDalGwSW2DDcCu4lCGoUCO +H0duF3HlFpHssHM0swiOhY8hFn1Fip47 pPg7rrDsoVr+YtQTaJn5MK5GgOyl/9Ycz SCKVhgmrd873EBBlVhjOB81I/1ZhQNqV j7FkqaYQ6yJbnzsmVVYZkFCtb0pCl+nsi o5HWsyi0nRE1E73uLcT/vF5qRjdBxmWSG pRstWiUCmJisvidDLlCZsTMEsoUt7cSN qGKMmMTKtkQ/PWXN0m7XvO9mn9frzSqeR xFuIBLqIIP19CAO2hCCxhM4Rle4c1JnBf n3flYtRacfOYc/sD5/AF2f449</latex it><latexit sha1_bas e64="IwjnD//lhNUUB4+AboqhpsSXGfU= ">AAAB7nicbVA9TwJBEJ3DL8Qv1NJmI2 dCRe5otCSxscREPhK4kL1lgA17e5fdPSO 58CNsLDTG1t9j579xgSsUfMkkL+/NZGZe mAiujed9O4Wt7Z3dveJ+6eDw6PikfHrW 1nGqGLZYLGLVDalGwSW2DDcCu4lCGoUCO +H0duF3HlFpHssHM0swiOhY8hFn1Fip47 pPg7rrDsoVr+YtQTaJn5MK5GgOyl/9Ycz SCKVhgmrd873EBBlVhjOB81I/1ZhQNqV j7FkqaYQ6yJbnzsmVVYZkFCtb0pCl+nsi o5HWsyi0nRE1E73uLcT/vF5qRjdBxmWSG pRstWiUCmJisvidDLlCZsTMEsoUt7cSN qGKMmMTKtkQ/PWXN0m7XvO9mn9frzSqeR xFuIBLqIIP19CAO2hCCxhM4Rle4c1JnBf n3flYtRacfOYc/sD5/AF2f449</latex it>
xd
<latexit sha1_bas e64="f9JXrTpEI/6Cn9sJK2tSuGtt5wk= ">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LD ZCTyXpRY8FLx4r2A9oQ9lsNu3S3U3Y3Yg l9Ed48aCIV3+PN/+N2zYHbX0w8Hhvhpl5 YcqZNp737ZS2tnd298r7lYPDo+OT6ulZ VyeZIrRDEp6ofog15UzSjmGG036qKBYhp 71wervwe49UaZbIBzNLaSDwWLKYEWys1H Pdp1HkuqNqzWt4S6BN4hekBgXao+rXMEp IJqg0hGOtB76XmiDHyjDC6bwyzDRNMZn iMR1YKrGgOsiX587RlVUiFCfKljRoqf6e yLHQeiZC2ymwmeh1byH+5w0yE98EOZNpZ qgkq0VxxpFJ0OJ3FDFFieEzSzBRzN6Ky AQrTIxNqGJD8Ndf3iTdZsP3Gv59s9aqF3 GU4QIuoQ4+XEML7qANHSAwhWd4hTcndV6 cd+dj1Vpyiplz+APn8wfCq45v</latex it><latexit sha1_bas e64="f9JXrTpEI/6Cn9sJK2tSuGtt5wk= ">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LD ZCTyXpRY8FLx4r2A9oQ9lsNu3S3U3Y3Yg l9Ed48aCIV3+PN/+N2zYHbX0w8Hhvhpl5 YcqZNp737ZS2tnd298r7lYPDo+OT6ulZ VyeZIrRDEp6ofog15UzSjmGG036qKBYhp 71wervwe49UaZbIBzNLaSDwWLKYEWys1H Pdp1HkuqNqzWt4S6BN4hekBgXao+rXMEp IJqg0hGOtB76XmiDHyjDC6bwyzDRNMZn iMR1YKrGgOsiX587RlVUiFCfKljRoqf6e yLHQeiZC2ymwmeh1byH+5w0yE98EOZNpZ qgkq0VxxpFJ0OJ3FDFFieEzSzBRzN6Ky AQrTIxNqGJD8Ndf3iTdZsP3Gv59s9aqF3 GU4QIuoQ4+XEML7qANHSAwhWd4hTcndV6 cd+dj1Vpyiplz+APn8wfCq45v</latex it><latexit sha1_bas e64="f9JXrTpEI/6Cn9sJK2tSuGtt5wk= ">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LD ZCTyXpRY8FLx4r2A9oQ9lsNu3S3U3Y3Yg l9Ed48aCIV3+PN/+N2zYHbX0w8Hhvhpl5 YcqZNp737ZS2tnd298r7lYPDo+OT6ulZ VyeZIrRDEp6ofog15UzSjmGG036qKBYhp 71wervwe49UaZbIBzNLaSDwWLKYEWys1H Pdp1HkuqNqzWt4S6BN4hekBgXao+rXMEp IJqg0hGOtB76XmiDHyjDC6bwyzDRNMZn iMR1YKrGgOsiX587RlVUiFCfKljRoqf6e yLHQeiZC2ymwmeh1byH+5w0yE98EOZNpZ qgkq0VxxpFJ0OJ3FDFFieEzSzBRzN6Ky AQrTIxNqGJD8Ndf3iTdZsP3Gv59s9aqF3 GU4QIuoQ4+XEML7qANHSAwhWd4hTcndV6 cd+dj1Vpyiplz+APn8wfCq45v</latex it><latexit sha1_bas e64="f9JXrTpEI/6Cn9sJK2tSuGtt5wk= ">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LD ZCTyXpRY8FLx4r2A9oQ9lsNu3S3U3Y3Yg l9Ed48aCIV3+PN/+N2zYHbX0w8Hhvhpl5 YcqZNp737ZS2tnd298r7lYPDo+OT6ulZ VyeZIrRDEp6ofog15UzSjmGG036qKBYhp 71wervwe49UaZbIBzNLaSDwWLKYEWys1H Pdp1HkuqNqzWt4S6BN4hekBgXao+rXMEp IJqg0hGOtB76XmiDHyjDC6bwyzDRNMZn iMR1YKrGgOsiX587RlVUiFCfKljRoqf6e yLHQeiZC2ymwmeh1byH+5w0yE98EOZNpZ qgkq0VxxpFJ0OJ3FDFFieEzSzBRzN6Ky AQrTIxNqGJD8Ndf3iTdZsP3Gv59s9aqF3 GU4QIuoQ4+XEML7qANHSAwhWd4hTcndV6 cd+dj1Vpyiplz+APn8wfCq45v</latex it>
⇡ wT1 x
<latexit sha1_base64="3BuVE0qeBnA jSmJBaF73YPYNgws=">AAACDXicbVC7TsMwFHV4lvIKMLJYNEidqqQLjJVYGIvUl9S UyHGd1qrjRLYDraL8AAu/wsIAQqzsbPwNThskaDmSpeNz7tW99/gxo1LZ9pextr6x ubVd2inv7u0fHJpHxx0ZJQKTNo5YJHo+koRRTtqKKkZ6sSAo9Bnp+pOr3O/eESFpx FtqFpNBiEacBhQjpSXPtCzLRXEsoil0Q6TGfpDeZ55z2/r5TTPL8syKXbPngKvEKUg FFGh65qc7jHASEq4wQ1L2HTtWgxQJRTEjWdlNJIkRnqAR6WvKUUjkIJ1fk8FzrQxh EAn9uIJz9XdHikIpZ6GvK/Md5bKXi/95/UQFl4OU8jhRhOPFoCBhUEUwjwYOqSBYsZ kmCAuqd4V4jATCSgdY1iE4yyevkk695tg156ZeaVSLOErgFJyBKnDABWiAa9AEbYD BA3gCL+DVeDSejTfjfVG6ZhQ9J+APjI9v5KubWg==</latexit><latexit sha1_base64="3BuVE0qeBnA jSmJBaF73YPYNgws=">AAACDXicbVC7TsMwFHV4lvIKMLJYNEidqqQLjJVYGIvUl9S UyHGd1qrjRLYDraL8AAu/wsIAQqzsbPwNThskaDmSpeNz7tW99/gxo1LZ9pextr6x ubVd2inv7u0fHJpHxx0ZJQKTNo5YJHo+koRRTtqKKkZ6sSAo9Bnp+pOr3O/eESFpx FtqFpNBiEacBhQjpSXPtCzLRXEsoil0Q6TGfpDeZ55z2/r5TTPL8syKXbPngKvEKUg FFGh65qc7jHASEq4wQ1L2HTtWgxQJRTEjWdlNJIkRnqAR6WvKUUjkIJ1fk8FzrQxh EAn9uIJz9XdHikIpZ6GvK/Md5bKXi/95/UQFl4OU8jhRhOPFoCBhUEUwjwYOqSBYsZ kmCAuqd4V4jATCSgdY1iE4yyevkk695tg156ZeaVSLOErgFJyBKnDABWiAa9AEbYD BA3gCL+DVeDSejTfjfVG6ZhQ9J+APjI9v5KubWg==</latexit><latexit sha1_base64="3BuVE0qeBnA jSmJBaF73YPYNgws=">AAACDXicbVC7TsMwFHV4lvIKMLJYNEidqqQLjJVYGIvUl9S UyHGd1qrjRLYDraL8AAu/wsIAQqzsbPwNThskaDmSpeNz7tW99/gxo1LZ9pextr6x ubVd2inv7u0fHJpHxx0ZJQKTNo5YJHo+koRRTtqKKkZ6sSAo9Bnp+pOr3O/eESFpx FtqFpNBiEacBhQjpSXPtCzLRXEsoil0Q6TGfpDeZ55z2/r5TTPL8syKXbPngKvEKUg FFGh65qc7jHASEq4wQ1L2HTtWgxQJRTEjWdlNJIkRnqAR6WvKUUjkIJ1fk8FzrQxh EAn9uIJz9XdHikIpZ6GvK/Md5bKXi/95/UQFl4OU8jhRhOPFoCBhUEUwjwYOqSBYsZ kmCAuqd4V4jATCSgdY1iE4yyevkk695tg156ZeaVSLOErgFJyBKnDABWiAa9AEbYD BA3gCL+DVeDSejTfjfVG6ZhQ9J+APjI9v5KubWg==</latexit><latexit sha1_base64="3BuVE0qeBnA jSmJBaF73YPYNgws=">AAACDXicbVC7TsMwFHV4lvIKMLJYNEidqqQLjJVYGIvUl9S UyHGd1qrjRLYDraL8AAu/wsIAQqzsbPwNThskaDmSpeNz7tW99/gxo1LZ9pextr6x ubVd2inv7u0fHJpHxx0ZJQKTNo5YJHo+koRRTtqKKkZ6sSAo9Bnp+pOr3O/eESFpx FtqFpNBiEacBhQjpSXPtCzLRXEsoil0Q6TGfpDeZ55z2/r5TTPL8syKXbPngKvEKUg FFGh65qc7jHASEq4wQ1L2HTtWgxQJRTEjWdlNJIkRnqAR6WvKUUjkIJ1fk8FzrQxh EAn9uIJz9XdHikIpZ6GvK/Md5bKXi/95/UQFl4OU8jhRhOPFoCBhUEUwjwYOqSBYsZ kmCAuqd4V4jATCSgdY1iE4yyevkk695tg156ZeaVSLOErgFJyBKnDABWiAa9AEbYD BA3gCL+DVeDSejTfjfVG6ZhQ9J+APjI9v5KubWg==</latexit>
⇡ wT2 x
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Figure 3: Approximating a layer σ(Wx): A diagram showing our construction to approximate a layer. Let w1,w2, . . . ,wd
be the d rows of W, i.e., the weights of d neurons. Our construction has an additional hidden layer, which contains d blocks
(highlighted in blue), where each unit contains k = O(log( d

) neurons. We first pre-process the weights by pruning the first layer
so that it has a block structure as shown. For ease of visualization, we only show two connections per block, i.e., each neuron in
the ith block is connected to xi and (before pruning) all the output neurons.
Using this notation, we get the following relation:
(SN)σ(M′x) =

∑d1
j=1(s1,j  v1,j)Tσ(ujxj)
...∑d1
j=1(sd2,j  vd2,j)Tσ(ujxj)
 (9)
Step 2: Pruning N Note that vi,j and ui contain i.i.d. random variables from Uniform distribution. Let
n = C log(d1d2/) and define Ei,j, be the following event from the Lemma 1:
Ei,j, :=
{
sup
w∈[−1,1]
inf
si,j∈{0,1}n
sup
x:|x|≤1
|wx− (vi,j  si,j)Tσ(uix)| ≤ 
}
Define E :=
⋂
1≤i≤d2
⋂
1≤j≤d1 Ei,j, to be the intersection of all individual events. Lemma 1 states that
each event Ei,j, d1d2 holds with probability 1−

d1d2
because ui and vi,j have dimensions at least C log(d1d2 ).
By a union bound, the event E 
d1d2
holds with probability 1− . On the event E 
d1d2
, we get the following
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inequalities:
sup
W:‖W‖≤1
inf
S,T
sup
‖x‖∞≤1
‖Wx− (SN)Tσ((TM)x)‖
≤ sup
W:‖W‖≤1
inf
S
sup
‖x‖∞≤1
‖Wx− (S2 N)Tσ(M′x)‖
(Pruning M according to Step 1 (Pre-processing M))
≤ sup
W:‖W‖≤1
inf
si,j∈{0,1}n
sup
‖x‖∞≤1
d2∑
i=1
∣∣∣∣∣∣
d1∑
j=1
wi,jxj −
d1∑
j=1
(si,j  vi,j)Tσ(ujxj)
∣∣∣∣∣∣ (Using Eq. (9))
≤ sup
wi,j :|wi,j |≤1
inf
si,j∈{0,1}n
sup
xj :|xj |≤1
d2∑
i=1
d1∑
j=1
∣∣wi,jxj − (si,j  vi,j)Tσ(ujxj)∣∣
≤ sup
wi,j :|wi,j |≤1
inf
si,j∈{0,1}n
d2∑
i=1
d1∑
j=1
sup
xj :|xj |≤1
∣∣wi,jxj − (si,j  vi,j)Tσ(ujxj)∣∣
=
d2∑
i=1
d1∑
j=1
sup
wi,j :|wi,j |≤1
inf
si,j∈{0,1}n
sup
xj :|xj |≤1
∣∣wi,jxj − (si,j  vi,j)Tσ(ujxj)∣∣
≤ d1d2 
d1d2
≤ . (By definition of the event E 
d1d2
)
3.5 Proof of Theorem 1
We now state the proof of Theorem 1 with the help of the lemmas in the previous subsection.
Proof. (Proof of Theorem 1) Let xi be the input to the i-th layer of f(Wl,...,W1)(x). Thus,
1. x1 = x,
2. for 1 ≤ i ≤ l − 1, xi+1 = σ(Wixi).
Thus f(Wl,...,W1)(x) = Wlxl.
For ith layer weights Wi, let S2i and S2i−1 be the binary matrices that achieve the guarantee in Lemma 3.
Lemma 3 states that with probability 1− 2l the following event holds:
sup
Wi∈Rdi+1×di :‖Wi‖≤1
∃S2i,S2i−1 : sup
x:‖x‖≤1
‖Wix− (M2i  S2i)σ((S2i M2i−1)x)‖ < /2l. (10)
As ReLU is 1-Lipschitz, the above event implies the following:
sup
Wi∈Rdi+1×di :‖Wi‖≤1
∃S2i,S2i−1 : sup
x:‖x‖≤1
‖σ(Wix)− σ((M2i  S2i)σ((S2i M2i−1)x))‖ < /2l. (11)
Taking a union bound, we get that with probability 1− , the above inequalities (10) and (11) hold for every
layer simultaneously. For the remainder of the proof, we will assume that this event holds. For the any
fixed function f , let gf = g(Wl,...,W1) be the pruned network constructed layer-wise, by pruning with binary
matrices satisfying Eq. (10) and Eq. (11), and let these pruned matrices be M′i. Let x′i be the input to the
2i− 1-th layer of gf . We note that x′i satisfies the following recurrent relations:
1. x′1 = x,
2. for 1 ≤ i ≤ l − 1, x′i+1 = σ(M′2iσ(M′2i−1x′i)).
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Because the input x has ‖x‖ ≤ 1, Equation (11) also states that ‖x′i‖ ≤
(
1 + 2l
)i−1. To see this, note that
we use Equation (11) to get for 1 ≤ i ≤ l − 1 as
‖σ(Wix′i)− x′i+1‖ ≤ ‖x′i‖(/2l)
=⇒ ‖x′i+1‖ ≤ ‖x′i‖(/2l) + ‖σ(Wix′i)‖ ≤ ‖x′i‖(/2l) + ‖Wix′i‖ ≤ ‖x′i‖(/2l) + ‖x′i‖.
Applying this inequality recursively, we get the claim that for 1 ≤ i ≤ l − 1, ‖x′i‖ ≤
(
1 + 2l
)i−1. Using this,
we can bound the error between xi and x′i. For 1 ≤ i ≤ l − 1,
‖xi+1 − x′i+1‖ =‖σ(Wixi)− σ(M′2iσ(M′2i−1x′i))‖
≤‖σ(Wixi)− σ(Wix′i)‖+ ‖σ(Wix′i)− σ(M′2iσ(M′2i−1x′i))‖
≤‖xi − x′i‖+ ‖Wix′i −M′2iσ(M′2i−1x′i)‖
<‖xi − x′i‖+
(
1 +

2l
)i−1 
2l
,
where we use Equation (10). Unrolling this we get
‖xl − x′l‖ ≤
l−1∑
i=1
(
1 +

2l
)i−1 
2l
.
Finally using the inequality above, we get that with probability at least 1− ,
‖f(Wl,...,W1)(x)− g(Wl,...,W1)(x)‖ = ‖Wlxl −M′2lσ(M′2l−1x′l)‖
≤ ‖Wlxl −Wlx′l‖+ ‖Wlx′l −M′2lσ(M′2l−1x′l)‖
≤ ‖xl − x′l‖+ ‖Wlx′l −M′2lσ(M′2l−1x′l)‖
< ‖xl − x′l‖+
(
1 +

2l
)l−1 
2l
≤
(
l−1∑
i=1
(
1 +

2l
)i−1 
2l
)
+
(
1 +

2l
)l−1 
2l
≤
l∑
i=1
(
1 +

2l
)i−1 
2l
=
(
1 +

2l
)l
− 1
< e/2 − 1
< . (Since  < 1.)
Replacing  in this proof with min{, δ} gives us the statement of the theorem.
4 Lower Bound by Parameter Counting
We now state the lower bound for the required over-parameterization by showing that even approximating a
linear network requires blow up of width by log(1/). For a matrix W, we can express the linear function Wx
as a ReLU network hW (see Eq. (12)). Let F be the set of neural networks, that represent linear functions
with spectral norm at most 1, i.e.,
F := {hW : W ∈ Rd×d : ‖W‖ ≤ 1}, where hW(x) =
[
I −I]σ([ W−W
]
x
)
. (12)
We prove that if a random network (with arbitrary distribution) approximates every hW ∈ F with
probability at least 0.5, then the random network needs at least d2 log(1/) parameters. For a two-layered
network, this means that the width must be at least d log(1/). Note that our lower bound does not require a
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uniform approximation over F , which is achieved by Theorem 1 with d log(d/) width. Therefore, Theorem 2
shows a lower bound to the version of the lottery ticket hypothesis considered by Malach et al. [1], whereas
Theorem 1 shows an upper bound for a stronger version of the LTH.
Our proof strategy is a counting argument, which shows that |G| has to be large deterministically.
Particularly, there exists a matrix W that is far from all the pruned networks in G with high probability,
unless |G| is large enough. Together with the fact that |G| scales with the number of parameters, we get the
desired lower bound.
Formally, we have the following theorem:
Theorem 2. Consider a neural network, g : Rd → Rd of the form g(x) = Mlσ(Ml−1 . . . σ(M1x)), with
arbitrary distributions on M1, . . . ,Ml. Let G be the set of neural networks that can be formed by pruning g,
i.e., G = {ĝ : ĝ(x) = (Sl Ml)σ(. . . σ((S1 M1)x)), where S1, . . .Sl are pruning matrices }. Let F be as
defined in Eq. (12). If the following statement holds:
∀h ∈ F ,P
(
∃g′ ∈ G : sup
x:‖x‖≤1
‖h(x)− g′(x)‖ < 
)
≥ 1
2
, (13)
then g(x) has Ω(d2 log(1/)) parameters. Further, if l = 2, then width of g(x) is Ω(d log(1/)).
Proof. Firstly, note that hW(x) = Wx. Another fact we use in this proof is that matrices W of dimension
d× d can be considered as points in the space Rd×d ≡ Rd2 . The metric that we would be using on this space
would be the operator norm of matrices ‖ · ‖. Note that G is a random set of functions, but we abuse the
notation by using |G| denote the maximum number of sub-networks that can be formed, starting from any
initialization with the given architecture.
Step 1: Packing argument. Consider the normed space of d× d matrices, W = {W ∈ Rd×d : ‖W‖ ≤ 1},
with the operator norm ‖ · ‖. Let P be a 2-separated set of (W, ‖ · ‖), i.e. P ⊂ W and ‖M−M′‖ > 2 for
all distinct M,M′ ∈ P.
Note that any function g′ can only approximate at most one member of P. To see this, let us assume on
the contrary that a g′ can approximate two distinct members W1 and W2 of P. Then a triangle inequality
states that
‖W1 −W2‖ = sup
x:‖x‖≤1
‖W1x−W2x‖ ≤ sup
x:‖x‖≤1
‖g′(x)−W1x‖+ sup
x:‖x‖≤1
‖g′(x)−W2x‖ ≤ 2,
which is a contradiction to the definition of a 2-separated set. Hence, g′ can approximate at most only one
member of P.
Step 2: Relation between |G| and |P|. The goal of this step is to show that, under the theorem
assumptions, |P| < 2|G|. If |P| > 2|G|, then we show that one of the matrices in P is the difficult matrix W
that we’re looking for.
Let us assume that |P| > 2|G|. Recall that the previous step states that, for any realization of g, the
corresponding G can only approximate at most |G| matrices in P. Therefore, for a fixed realization of G, we
get that ∑
W∈P I
(
∃g′ ∈ G : supx:‖x‖≤1 ‖g′(x)−Wx‖ ≤ 
)
|P| ≤
|G|
|P| <
1
2
.
Taking the expectation over the distribution of g, we get that∑
W∈P P
(
∃g′ ∈ G : supx:‖x‖≤1 ‖g′(x)−Wx‖ ≤ 
)
|P| <
1
2
.
As the minimum is less than the average, there exists a W ∈ P such that
P
(
∃g′ ∈ G : sup
x:‖x‖≤1
‖g′(x)−Wx‖ ≤ 
)
<
1
2
,
which is a contradiction to Eq. (13). Therefore, 2|G| > |P|.
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Step 3: Lower bound on |P|. We will now choose P with the maximum cardinality of all 2-separated
sets, i.e., that achieves the packing number. As packing number is lower bounded by the covering number,
we will try to find a lower bound on the size of an 2-net of W [32, Lemma 4.2.8]. Now, any 2-cover has has
to have at least Vol({W:‖W‖≤1})Vol({W:‖W‖≤2}) elements, where the volume is the Lebesgue measure in R
d×d = Rd2 . We
also have that
Vol({W : ‖W‖ ≤ c} > 0
because {W : ‖W‖ ≤ c} contains
{W : ‖W‖Frobenius ≤ c}.
Thus, we get that
Vol({W : ‖W‖ ≤ 1})
Vol({W : ‖W‖ ≤ 2}) = (2)
−d2 .
Putting everything together, we get that
2|G| > |P| > |N (W, ‖ · ‖, 2)| ≥
(
1
2
)−d2
.
Case l = 2 Let the dimension of M2 be d× s and the dimension of M1 be s× d. We need a lower bound
on s. Now, the number of matrices that can be created by pruning M2 are 2sd and similarly the number of
matrices that can be created by pruning M1 are 2sd. Thus, the total number of ReLUs that can be formed
by pruning M2 and M1 is at most 22sd. Thus, |G| ≤ 22sd. Therefore, we get that
22sd+1 >
(
1
2
)−d2
.
This shows that s = Ω (d log(1/2)) is needed to approximate every function in F by pruning g with probability
1/2.
Case l > 2 Let the total number of parameters be m. Therefore, we get that |G| ≤ 2m. Following the same
arguments as before, we get that m = Ω
(
d2 log
(
1
2
))
.
Remark 1. Note that Theorem 2 focuses on approximating (linear) multivariate functions, which is an
important building block in approximating multilayer neural networks. At the same time, our bounds are
tight only for networks with constant depth. Generalizing Theorem 2 for deeper networks would require a
better understanding of the increase in representation power of neural networks with depth. We leave further
investigation of both of these questions for future work.
5 Experiments
We verify our results empirically by approximating a target network via SubsetSum in Experiment 1, and
by pruning a sufficiently over-parameterized neural network that implements the structures in Figures 1b and
1c in Experiment 2. In both setups, we benchmark on the MNIST [33] dataset, and all training and pruning
is accomplished with cosine annealing learning rate decay [34] on a batch size 64 with momentum 0.9 and
weight decay 0.0005.
Experiment 1: SubsetSum. We approximate a two-layer, 500 hidden node target network with a
final test set accuracy of 97.19%. Every weight was approximated in this network with a subset sum of
n = C log2(
1
 ) ≈ 21 coefficients, for  = 0.01 and C = 3. To solve SubsetSum more efficiently, we implement
the following mixed integer program (MIP) for every weight w in the target network and solve it using
Gurobi’s [35] MIP solver:
min
x1,...,xn
∣∣∣∣∣w −
n∑
i=1
aixi
∣∣∣∣∣ subject to
∣∣∣∣∣w −
n∑
i=1
aixi
∣∣∣∣∣ ≤ , xi ∈ {0, 1} ∀i = 1, . . . , n ,
ai ∈ [l, u] ∀i = 1, . . . , n,
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where l and u are the bounds of the uniform coefficient distribution and  is sufficiently large. Every set
of ai coefficients is unique to the approximation of w, and these coefficients are drawn uniformly from a
range which is fine-tuned for the target network. We recommend that the set [l, u] be large enough to at
least contain all weights in the target network, making the solution to any SubsetSum problem less likely
to be infeasible. When the bounds are close to the minimum and maximum weight values in the network,
we find that we can decrease n, either by increasing  or decreasing C, thereby reducing time complexity.
Since the solver finds the optimal solution, most weights in our approximated network were well below 0.01
error, and our approximated network maintained the 97.19% test set accuracy. The 397, 000 weights in our
target network were approximated with 3, 725, 871 coefficients in 21.5 hours on 36 cores of a c5.18xlarge AWS
EC2 instance. Such a running time is attributed to solving many instances of this nontrivial combinatorial
problem.
Experiment 2: Pruning Random Networks. We train baseline networks, including two-layer and
four-layer fully connected networks with 500 hidden nodes per layer (learning rate 0.1 for 10 epochs) and
LeNet5 (learning rate 0.01 for 50 epochs). In Figure 4, we show the result of implementing the structure in
Figure 1c (with and without ReLU activation) in each of these networks, and compare the result with their
respective baselines and wide-network counterparts. More specifically, we compare the results of pruning our
structure with pruning a wider, random network such that the number of parameters is approximately equal
to the number of parameters in the network with our structure. We use the edge-popup [26] algorithm to
prune the networks, which finds a subnetwork in each of these two architectures without training the weights.
Since our structure in Figure 1c is well-defined only for fully connected layers, we prune LeNet5 by randomly
initializing and freezing the convolutional filters and pruning the fully connected layers. The weights and
scores in the pruned networks are initialized with a Kaiming Normal [36] and Kaiming Uniform distribution,
respectively. The LeNet5 networks are pruned with learning rate 0.01; the fully connected networks utilize a
learning rate of 0.1. Experiments are run on these pruned architectures for 10, 20, 30, 50, and 100 epochs, and
the maximum accuracy for each architecture for a particular number of parameters is then selected. We vary
the number of parameters in each network by adjusting the [0, 1] sparsity parameter.
(a) Two-Layer Fully Connected (b) Four-Layer Fully Connected
(c) LeNet5
Figure 4: Performance of pruning our structure shown in Figure 1c, with and without ReLU activation, using 5 (ai, bi) coefficient
pairs per weight. The number of parameters is a function of the sparsity of each network. Results are benchmarked on MNIST.
Note that the use of additional ReLU activations leads to worse performance than the use of an identity
mapping when the number of parameters is small. We posit that the additional sparsification from ReLU
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degrades the performance of our already sparsified network.
The findings from this second experiment indicate that the performance of a pruning algorithm can vary
with regards to its approximation capacity of the target network, depending on the network topology. Note
that the different network topologies all contain, approximately, the same number of weights, hence should
lead to similar approximations. However we see that the choice of architecture plays an important role in the
performance and efficiency of a given pruning algorithm.
6 Discussion
In this paper we establish a tight version of the strong lottery ticket hypothesis: there always exist subnetworks
of randomly initialized over-parameterized networks that can come close to the accuracy of a target network;
further this can be achieved by random networks that are only a logarithmic factor wider than the original
network. Our results are enabled by a very interesting paper on the random subset sum problem from
Lueker [31], and the essential building block of our analysis is to show that a linear function f(x) =
∑d
i=1 wixi
on d parameters, can be approximated by selecting a subset of the coefficients of a random one that has
d log(dl/) parameters.
Our current work focuses on general fully connected networks. It would be interesting to extend the
results to convolutional neural networks. Other interesting structures that come up in neural networks are
sparsity and low-rank weight matrices. This leads to the question of whether we can leverage the additional
structure in the target network to improve our results. An interesting question from a computational point of
view is whether our analysis gives insights to improve the existing pruning algorithms [26]. As remarked
in Malach et al. [1], the strong LTH implies that pruning an over-parameterized network to obtain good
accuracy is NP-Hard in the worst case. It is an interesting future direction to find efficient algorithms for
pruning which provably work under mild assumptions on the data.
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A Subset sum results
A.1 Product of uniform distributions contains a uniform distribution
Lemma 4. Let X ∼ U [0, 1] (or X ∼ U [−1, 0]) and Y ∈ U [−1, 1] be independent random variables. Then the
PDF of the random variable XY is
fXY (z) =
{
1
2 log
1
|z| |z| ≤ 1
0 otherwise
Proof. It is easy to see why fXY (z) = 0 for z > 1. We prove for X ∼ U [0, 1]. The proof for X ∼ U [−1, 0] is
similar.
Let us first try to find the CDF of XY .
Let 0 ≤ z ≤ 1 be a real number. Note that XY ≤ 1. Now, if XY ≤ z, and if Y ≥ z, then X ≤ z/Y .
However, if Y < z, then X can be anything in its support [0, 1]. Thus,
FXY (z) = P(XY ≤ z)
=
∫ z
0
1
2
∫ 1
0
1dxdy +
∫ 1
z
1
2
∫ z/y
0
1dxdy
=
z
2
+
1
2
∫ 1
z
z
y
dy
=
z
2
− z log z
2
.
Differentiating this, the pdf for 0 ≤ z ≤ 1 is
fXY (z) =
1
2
log
1
z
.
Now, because XY is symmetric around 0, we get that for |z| ≤ 1
fXY (z) =
1
2
log
1
|z| .
Corollary 1. Let X ∼ U [0, 1] (or X ∼ U [−1, 0]) and Y ∈ U [−1, 1] be independent random variables. Let P
be the distribution of XY . Let δ0 be the Dirac-delta function. Define a distribution D = 12δ0 +
1
2P .
Then, there exists a distribution Q such that
P =
(
1
2
log 2
)
U
[
−1
2
,
1
2
]
+
(
1− 1
2
log 2
)
Q
Proof. The corollary follows from the observation that Lemma 4 shows that pdf of P is lower bounded by
(log 2)U
[− 12 , 12] on [− 12 , 12].
A.2 Subset sum problem with product of uniform distributions
Corollary 2 ( [31]). Let X1, . . . , Xn be i.i.d. from the distribution in the hypothesis of Corollary 1, where
n ≥ C log 2 (for some universal constant C). Then, with probability at least 1− , we have
∀z ∈ [−1, 1], ∃S ⊂ [n] such that
∣∣∣∣∣z −∑
i∈S
Xi
∣∣∣∣∣ ≤ .
Proof. This is a direct application of Markov’s inequality on Corollary 3.3 from [31] applied to the distribution
in the hypothesis of Corollary 1.
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