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Introduccio´n
Esta tesis presenta una visio´n global y pra´cticamente autocontenida de los avances
que se llevaron a cabo en la de´cadas de los an˜os 1960 y 1970 con respecto al estudio de
las estructuras de contacto en variedades diferenciables. Nuestro objetivo principal sera´
exhibir expl´ıcitamente estructuras me´tricas de contacto en las denominadas variedades de
Brieskorn, que surgen como el conjunto de ceros de los llamados polinomios de Brieskorn-
Pham intersecado con la esfera unitaria.
Para ello comenzaremos desarrollando a grandes rasgos los conceptos relaciona-
dos a la geometr´ıa simple´ctica, la geometr´ıa compleja y las variedades de Ka¨hler. Luego
realizaremos un esbozo de prueba del teorema de Boothby-Wang, que constituye una gen-
eralizacio´n de la fibracio´n de Hopf. A continuacio´n presentaremos la construccio´n de es-
tructuras me´tricas de contacto, en particular, las denominadas estructuras de Sasaki. El
objetivo de ello es obtener estructuras de Sasaki en las variedades de Brieskorn, las cuales
exhibiremos en coordenadas a fin de obtener un procedimiento para construirlas en una va-
riedad de Brieskorn arbitraria. Por u´ltimo, relacionaremos lo estudiado con la fibracio´n de
Boothby-Wang para probar que las estructuras construidas pueden ser proyectadas como
hipersuperficies en el espacio proyectivo complejo. Debido a la naturaleza de las nociones
presentadas, se espera que el lector tenga un conocimiento elemental de la geometr´ıa rie-
manniana.
Quisiera agradecer a mis padres Carlos y Margarita y a mi hermana Mo´nica por
brindarme siempre su apoyo incondicional; a mi asesor Jaime Cuadros, por su paciente y
eficaz supervisio´n; a los profesores Alfredo Poirier y Richard Gonzales por sus comentarios
y cr´ıticas constructivas; y en general a todos los profesores de la Pontificia Universidad
Cato´lica del Peru´ que contribuyeron a mi formacio´n.
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Cap´ıtulo 1
Geometr´ıa simple´ctica
1.1 Variedades simple´cticas
Empezaremos definiendo un tipo de variedad diferenciable, llamada variedad simple´ctica.
Los distintos tipos de variedades que estudiaremos luego sera´n generalizaciones del concepto
de variedad simple´ctica en contextos diversos. Las variedades simple´cticas son variedades
de dimensio´n par que admiten una forma diferencial de grado 2 cerrada y no degenerada.
Ma´s adelante, generalizaremos esta nocio´n y definiremos formas simple´cticas en variedades
complejas que admiten una me´trica hermitiana.
Definicio´n 1.1.1. Sea el par (M,ω), donde M es una variedad diferenciable de dimensio´n
par 2n, n ∈ Z, y ω es una forma diferencial de grado 2 definida globalmente en M . Se
dice que la variedad M es una variedad simple´ctica y ω es una forma simple´ctica si
se satisfacen las siguientes condiciones:
(S1) la forma diferencial ω es no degenerada; es decir, ω ∧ . . . ∧ ω︸ ︷︷ ︸
n veces
6= 0;
(S2) la forma diferencial ω es cerrada; es decir, la derivada exterior de ω es ide´nticamente
nula.
Nuestro objetivo en este cap´ıtulo es caracterizar las variedades simple´cticas. En esta
seccio´n nos restringiremos al caso de variedades reales. Veamos a continuacio´n el ejemplo
ma´s sencillo.
Ejemplo 1.1.2. Consideremos el espacio de fases de un sistema de n part´ıculas que
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no interactu´an y cuyo movimiento esta´ restringido a una sola dimensio´n. El movimiento
de la i-e´sima part´ıcula, 1 ≤ i ≤ n, puede describirse mediante su posicio´n qi y su mo-
mento lineal pi. El espacio de fases del sistema puede ser descrito por las coordenadas
(q1, . . . , qn, p1, . . . , pn) ∈ R2n. Si definimos la 2-forma
ω0 =
n∑
i=1
dqi ∧ dpi,
observamos que ω0 es cerrada y no degenerada. Por lo tanto ω0 es una forma simple´ctica y
(R2n, ω0) es una variedad simple´ctica. Observemos que si tenemos una funcio´n diferenciable
H : R2n −→ R, entonces se cumple dH = iXHω, donde iXH representa la contraccio´n por
el campo vectorial XH , el cual esta´ dado por
XH =
n∑
i=1
(
∂H
∂pi
∂
∂qi
− ∂H
∂qi
∂
∂pi
)
.
Si γ : R −→ R2n, con γ(t) = (q1(t), . . . , qn(t), p1(t), . . . , pn(t)), es una curva integral de
XH , entonces satisface (XH)γ(t) = γ˙(t). Al evaluar, obtenemos
p˙i = −∂H
∂qi
,
q˙i =
∂H
∂pi
;
es decir, se obtienen las ecuaciones de Hamilton para el sistema de part´ıculas.
Ejemplo 1.1.3. Podemos generalizar el ejemplo anterior al contexto de una variedad
cualquiera. Sea X una variedad diferenciable de dimensio´n n, y sea M = T ∗X su fibrado
cotangente. Dado un elemento (q, p) de M , donde q ∈ X y p ∈ T ∗qX (el espacio cotangente
en q), podemos elegir un sistema local de coordenadas (q1, . . . , qn, p1, . . . pn) donde qi,
i = 1, 2, . . . , n, son las coordenadas de q y p =
∑
i pidqi. En M , definimos la forma
simple´ctica ω como
ω =
n∑
i=1
dqi ∧ dpi.
Observemos que si definimos la forma de grado 1 mediante
α =
n∑
i=1
pidqi,
entonces se tiene ω = −dα. A la 1-forma diferencial α se le denomina forma tautolo´gica
o forma de Liouville. A la forma ω se le conoce como forma simple´ctica cano´nica.
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Adema´s observemos que en este caso la forma simple´ctica ω no solo es cerrada, si no
tambie´n exacta. Generalmente, las formas simple´cticas no sera´n exactas.
Definicio´n 1.1.4. Sean (M,ω) y (M ′, ω′) variedades simple´cticas y ϕ : M → M ′ un
difeomorfismo. Decimos que ϕ es un simplectomorfismo si se tiene ϕ∗ω′ = ω. Si existe
un simplectomorfismo ϕ : M →M ′, decimos que (M,ω) y (M ′, ω′) son simplectomorfas.
De hecho, todas las variedades simple´cticas son localmente simplectomorfas a R2n
con la forma simple´ctica ω0 =
∑n
i=1 dqi∧dpi dada como en el ejemplo 1.1.2. Este resultado
se conoce como teorema de Darboux. La demostracio´n de este hecho se puede consultar
en [Be01].
Definicio´n 1.1.5. Sea (M,ω) una variedad simple´ctica. Si H : M → R es una funcio´n
real de clase C∞ definida sobre M , su derivada exterior dH es una forma de grado 1. En
[DS01] se prueba que las condiciones (S1) y (S2) implican que existe un campo vectorial
XH de clase C
∞ de modo que se tiene iXHω = dH. A este campo vectorial se le conoce
como campo vectorial Hamiltoniano con funcio´n hamiltoniana H.
Proposicio´n 1.1.6. La funcio´n hamiltoniana H y la forma simple´ctica ω son invariantes
bajo la aplicacio´n del campo vectorial Hamiltoniano XH ; es decir, las derivadas de Lie de
H y de ω en la direccio´n del campo XH se anulan.
Prueba. Para H : M → R tenemos £XHH = dH(XH) = iXHω(XH) = ω(XH , XH) = 0.
Para la forma simple´ctica ω, usamos la fo´rmula de Cartan y obtenemos
£XHω = iXHdω + d(iXHω) = d(dH) = 0.
1.2 Aplicacio´n momento
Definicio´n 1.2.1. Sea M una variedad y sea X un campo vectorial completo en M ; es
decir, las curvas integrales de X esta´n definidas en todo R. La familia de difeomorfismos
generada por X es el conjunto de transformaciones de M {ρt : M →M ; t ∈ R} tal que
para cada p ∈M , la funcio´n ρt(p) es la u´nica curva integral de X que atraviesa p en t = 0.
Equivalentemente, esta familia cumple dos condiciones:
(F1) ρ0(p) = p;
(F2)
dρt
dt
(p) = Xρt(p).
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Como consecuencia de (F1) y (F2) se cumple ρs◦ρt = ρs+t. Una familia de transformaciones
que satisface esta condicio´n se denomina familia uniparame´trica de difeomorfismos.
Denotamos mediante exp tX a la familia uniparame´trica de difeomorfismos generada por
el campo vectorial X.
Rec´ıprocamente, una familia uniparame´trica de difeomorfismos {ρt : M →M ; t ∈ R}
genera un campo vectorial X. Este campo vectorial esta´ definido de modo que, en cada
punto q ∈M , el vector Xq es el vector tangente a la curva ρt(q). De forma equivalente, se
tiene
Xq =
d
dt
ρt(q)
∣∣∣∣
t=0
.
Ejemplo 1.2.2. Consideremos GLm(R) el grupo de matrices m × m reales invertibles.
Como GLm(R) es un abierto de Rm×m, entonces es una variedad cuyo espacio tangente en
cada punto es el conjunto de matrices reales m×m, que denotamos mediante Mm(R). Sea
X una matriz en Mm(R) y consideremos el campo vectorial tangente a GLm(R) constante
e igual a X en todo punto. Para hallar la familia de difeomorfismos generada por X, es
necesario resolver la ecuacio´n diferencial matricial
dρt
dt
= X
sujeta a la condicio´n inicial ρ0(A) = A, donde A es un elemento de GLm(R). Se observa
fa´cilmente que se cumple
ρt(A) = A+ tX.
Adema´s, ρs(ρt(A)) = ρs(A+ tX) = A+ tX + sX = A+ (t+ s)X = ρs+tX.
Ejemplo 1.2.3. Sea X una matriz real m ×m. Consideremos ahora el campo vectorial
Y : GLm(R) −→ TGLm(R) dado por Y (A) = X ·A. La familia de difeomorfismos generada
por Y se determina resolviendo la ecuacio´n diferencial
dρt
dt
= Xρt
sujeta a la condicio´n inicial ρ0(A) = A. Luego, ρt(A) = A exp (tX), donde exp representa
la exponencial matricial. Nuevamente se verifica ρs(ρt(A)) = ρs+t(A).
Definicio´n 1.2.4. Sea ψ : G ×M → M una accio´n de un grupo de Lie G sobre una
variedad simple´ctica (M,ω). Denotamos a los elementos de la imagen de la accio´n ψ
mediante ψ(g,m) = ψg(m) = gm, donde el conjunto {ψg, g ∈ G} esta´ conformado por
transformaciones de M . Si para todo punto g en la variedad M se cumple que ψg es un
simplectomorfismo, decimos que ψ es una accio´n simple´ctica. En particular, si G = R,
entonces la familia de simplectomorfismos de M dada por {ψt, t ∈ R} genera un campo
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vectorial X en M en el sentido de la definicio´n 1.2.1. Decimos que ψ es una accio´n
hamiltoniana si existe H : M → R tal que dH = iXω.
Buscaremos extender la definicio´n de accio´n hamiltoniana para un grupo de Lie G
arbitrario. Para ello sera´ necesario entender co´mo la familia {ψg, g ∈ G} genera un campo
vectorial en M .
Definicio´n 1.2.5. Sea L la accio´n simple´ctica de un grupo de Lie G sobre la variedad
simple´ctica (M,ω). Denotemos por g al a´lgebra de Lie correspondiente a G, la cual puede
ser identificada con el espacio tangente TeG sobre el elemento identidad e del grupo G o con
el espacio de campos vectoriales invariantes por la izquierda en G. Para X ∈ g, definimos
el campo vectorial σ(X) mediante
σ(X)m =
d
dt
(Lexp tX(m))|t=0 = d
dt
(exp(tX)m)|t=0.
Al campo vectorial σ(X) se le denomina generador infinitesimal de la accio´n L en M
asociado a X.
El segundo ingrediente necesario para la generalizacio´n buscada, denominada apli-
cacio´n momento, es una condicio´n de equivarianza respecto a la representacio´n coadjunta
del grupo de Lie. Algunos autores no consideran que esta condicio´n sea necesaria para la
definicio´n de aplicacio´n momento. Sin embargo, siguiendo [DS01], incluiremos la condicio´n
de equivarianza en la definicio´n ya que se cumple en todos los ejemplos importantes. Recor-
damos para ello algunas definiciones pertinentes relacionadas a la representacio´n de grupos
de Lie.
Definicio´n 1.2.6. Sea G un grupo de Lie y sea ϕg : G → G la operacio´n de conjugacio´n
por el elemento g ∈ G; es decir,
ϕg : G −→ G
a 7−→ gag−1.
La derivada de ϕg en la identidad es una aplicacio´n lineal invertible de g en s´ı mismo, que
denotamos por Adg. La aplicacio´n
Ad : g −→ GL(g)
g 7−→ Adg
se denomina representacio´n adjunta de G en g. Si g∗ es el espacio vectorial dual de g y
tenemos α ∈ g∗, definimos Ad∗gα mediante
〈
Ad∗gα,X
〉
=
〈
α,Adg−1X
〉
, donde 〈, 〉 representa
la aplicacio´n de los elementos de g∗ sobre los elementos de g. Luego podemos definir la
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representacio´n coadjunta de G en g como
Ad∗ : g −→ GL(g∗)
g 7−→ Ad∗g.
Teniendo en mente las definiciones anteriores, procedemos a generalizar el concepto
de accio´n hamiltoniana para la accio´n sobre una variedad de un grupo de Lie cualquiera.
Definicio´n 1.2.7. Una accio´n ψ : G×M →M es hamiltoniana si existe una aplicacio´n
µ : M −→ g∗
tal que
(M1) se cumple dµX = iσ(X)ω, donde µ
X : M → R esta´ definida por µX(p) = 〈µ(p), X〉,
para X ∈ g.
(M2) µ es equivariante con respecto a la accio´n ψ y a la accio´n coadjunta Ad∗ de G en g∗;
es decir, se cumple
µ ◦ ψg = Ad∗g ◦ µ.
A la aplicacio´n µ se le denomina una aplicacio´n momento y a un (M,ω,G, µ), G-espacio
hamiltoniano.
Ejemplo 1.2.8. Consideremos la accio´n por traslaciones de G = R3 sobre M = T ∗R3 =
R6. Para ello tomemos (q1, q2, q3, p1, p2, p3) = (~q, ~p) coordenadas en M y consideremos la
forma simple´ctica cano´nica ω =
∑3
i=1 dqi ∧ dpi. Sea ~a = (a1, a2, a3) un vector en R3 = g.
Entonces la accio´n por traslacio´n esta´ dada por
ψ~a : R3 × R6 −→ R6
(~a, (~q, ~p)) 7−→ (~q + ~a, ~p).
El generador infinitesimal asociado con ~a es el campo vectorial constante (~a, 0), pues se
tiene
σ(a)(q,p) =
d
dt
(~q + exp t~a, p)|t=0 = (~a, 0).
Afirmamos que ψ es una accio´n hamiltoniana y que la aplicacio´n µ : M → g∗ dada por
µ(~q, ~p) = ~p es la correspondiente aplicacio´n momento. Para ello basta verificar que µ
satisface las condiciones (M1) y (M2).
Observemos que µ~a(~q, ~p) esta´ dado por 〈µ(~q, ~p),~a〉 = ~a.~p. Luego dµ~a = a1dp1 +
a2dp2 + a3dp3. Por otro lado, es directo verificar que se cumple iσ(a)ω = a1dp1 + a2dp2 +
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a3dp3. Con ello hemos verificado (M1). Notemos ahora que se satisface µ ◦ ψ~a(~q, ~p) =
µ(~q + ~a, ~p) = ~p. Adema´s, como G es conmutativo, a aplicacio´n Adg es la identidad y se
cumple Ad∗g(~p) = ~p. Queda probado que µ satisface la condicio´n (M2).
Ejemplo 1.2.9. Ahora, consideremos la accio´n por rotaciones sobre M = T ∗R3 = R6. El
grupo de Lie que actu´a sobre M es ahora el grupo especial ortogonal SO(3). La accio´n del
grupo ψ esta´ dada por
ψ : SO(3)× R6 −→ R6
(A, (~q, ~p)) 7−→ (A~q,A~p).
El a´lgebra de Lie so(3) es el conjunto de matrices antisime´tricas 3× 3. Si X es una matriz
antisime´trica de la forma
X =
 0 −x3 x2x3 0 −x1
−x2 x1 0
 ,
entonces podemos identificarla biun´ıvocamente con el vector ~X = (x1, x2, x3). En conse-
cuencia, so(3) ≈ R3. Adema´s la aplicacio´n del operador X sobre un vector ~q es igual al
producto vectorial entre ~X y ~q; es decir, se tiene
X~q = ~X × ~q.
Luego, si X ∈ so(3), entonces el generador infinitesimal correspondiente en el punto (p, q)
de R6 esta´ dado por
σ(X)(q,p) = ( ~X × ~q, ~X × ~p).
Afirmamos que la accio´n ψ es hamiltoniana y que
µ : R6 −→ R3 ≈ so(3)
(~q, ~p) 7−→ ~q × ~p
es una aplicacio´n momento para ψ. En efecto, tenemos µX(~q, ~p) = det (~q, ~p, ~X). La derivada
exterior de µX esta´ dada por
dµX =
3∑
i=1
{
( ~X × ~q)idpi − ( ~X × ~p)idqi
}
.
En la expresio´n anterior, el sub´ındice i representa la componente vectorial i-e´sima. Un
ca´lculo directo muestra
iσ(X)ω =
3∑
i=1
{
( ~X × ~q)idpi − ( ~X × ~p)idqi
}
.
Luego, se verifica la propiedad (M1) para µ. Adema´s µ◦ψA(q, p) = A~q×A~p = (detA)A(~q×
~p) = A(~q×~p). Por otro lado, se tiene Ad∗A(X) = AT ·X ·A con lo cual Ad∗A(~q×~p) = A(~q×~p).
Se verifica directamente (M2) y queda probada la afirmacio´n.
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1.3 Variedades complejas
En esta seccio´n y en la siguiente definiremos algunas estructuras adicionales que permitira´n
relacionar las variedades simple´cticas con la geometr´ıa compleja. De hecho, como veremos
a continuacio´n, las variedades simple´cticas y las complejas son ejemplos particulares de
las denominadas variedades casi complejas. Si contamos con una me´trica hermitiana es
posible definir, de manera sencilla, una forma diferencial de grado 2 no degenerada en la
variedad compleja. Si esta forma, denominada forma asociada, es cerrada, obtenemos una
forma simple´ctica que denominamos forma de Ka¨hler.
Definicio´n 1.3.1. Una estructura casi compleja en una variedad M es un tensor J de
grado (1,1) tal que en cada punto p, la transformacio´n lineal Jp : TpM −→ TpM satisface
J2p = −I. Al par (M,J) se le denomina variedad casi compleja.
Proposicio´n 1.3.2. Toda variedad simple´ctica (M,ω) admite una estructura casi compleja
J . Adema´s, existe una me´trica riemanniana gˆ que cumple las siguientes condiciones.
(MC1) La me´trica gˆ es una me´trica asociada a la variedad simple´ctica (M,ω) con es-
tructura compleja J ; es decir, se cumple gˆ(JX, Y ) = ω(X,Y ) para X,Y campos
vectoriales tangentes a M .
(MC2) La me´trica gˆ es compatible; es decir, se tiene gˆ(JX, JY ) = gˆ(X,Y ) para X,Y
campos vectoriales tangentes a M .
Prueba. Toda variedad admite una me´trica riemanniana. Sea g tal me´trica. Definimos una
matriz A mediante
ω(X,Y ) = g(AX,Y ).
Tal matriz existe ya que podemos expresar los elementos de la matriz A mediante la fo´rmula
A ji =
∑
k ωikg
kj , donde gkj son los elementos de la inversa de g. Tenemos as´ı
g(AX,Y ) = ω(X,Y ) = −ω(Y,X) = −g(AY,X) = −g(X,AY ) = −g(A†X,Y ).
Luego A = −A† y por tanto AA† = −A2. Este operador es positivo, hermitiano y diago-
nalizable con valores propios positivos. Podemos definir
J = (
√
AA†)−1A
con lo cual se logra J2 = −I. Observemos que el tensor J esta´ definido en toda la variedad.
Con ello hemos construido expl´ıcitamente una estructura casi compleja en una variedad
simple´ctica cualquiera.
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Notemos de lo anterior que es posible definir una me´trica gˆ mediante gˆ(X,Y ) =
g(AX, JY ). La verificacio´n de que gˆ es una me´trica riemanniana es relativamente sen-
cilla. Esta me´trica gˆ satisface gˆ(JX, Y ) = ω(X,Y ) y gˆ(JX, JY ) = gˆ(X,Y ). En efecto,
observemos que de J† = −J y gˆ(X,Y ) = ω(X, JY ) obtenemos
gˆ(JX, Y ) = gˆ(X,−JY ) = ω(X,−J2Y ) = ω(X,Y )
gˆ(JX, JY ) = gˆ(X,−J2Y ) = gˆ(X,Y ).
Definicio´n 1.3.3. Sea (M,J) una variedad casi compleja. Podemos complejificar el
fibrado tangente de M definiendo
TMC = TM ⊗R C.
Al fibrado vectorial complejo TMC se le denomina fibrado tangente complejificado.
Este fibrado puede separarse en la suma directa de los subespacios propios del operador
J correspondientes a los valores propios i y −i, a los cuales denotamos por T 1,0 y T 0,1
respectivamente. Expl´ıcitamente tales subespacios esta´n dados por
T 1,0M = {X − iJX,X ∈ TM} ,
T 0,1M = {X + iJX,X ∈ TM} .
Del mismo modo podemos definir el fibrado de formas diferenciales compleji-
ficado ΛCM = ΛM ⊗R C. Las formas diferenciales en este espacio son de la forma ω− iτ ,
donde ω y τ son formas reales en M . En particular definimos
Λ1,0M =
{
η ∈ ΛCM,η(Z) = 0 para todo Z ∈ T 0,1M
}
=
{
ω − iω ◦ J, ω ∈ Λ1M} ,
Λ0.1M =
{
η ∈ ΛCM,η(Z) = 0 para todo Z ∈ T 1,0M
}
=
{
ω + iω ◦ J, ω ∈ Λ1M} .
El subfibrado de formas complejificadas de grado 1, denotado por Λ1CM , es tambie´n la
suma directa de estos dos espacios.
Definicio´n 1.3.4. Una forma de tipo (l,m) es una forma diferencial en el espacio
generado por el producto exterior de l formas de tipo (1, 0) y m formas de tipo (0, 1).
Decimos que una forma de tipo (l,m) en la variedad casi compleja (M,J) tiene grado
l+m y denotamos el espacio que generan por Λ(l,m)M . Notemos que el espacio de formas
de grado k en (M,J), denotado por ΛkM , se expresa como suma directa
ΛkM =
⊕
l+m=k
Λ(l,m)M.
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Observemos que la derivada exterior de una forma de tipo (l,m) con grado l+m = k
es una forma de grado k+1, pero no necesariamente podra´ expresarse como la suma de una
forma de grado (l + 1,m) con una forma de grado (l,m+ 1). Sin embargo, como veremos
ma´s adelante, esto s´ı sucede en una variedad compleja.
Definicio´n 1.3.5. Una variedad compleja M de dimensio´n m es un espacio topolo´gico
de Hausdorff segundo-numerable junto con un atlas (Uα, ϕα) que cumple las siguientes
propiedades:
(C1) los abiertos Uα cubren M;
(C2) cada aplicacio´n ϕα : Uα −→ U˜α es un homeomorfismo entre Uα y un abierto U˜α de
Cm;
(C3) si Uα ∩ Uβ 6= ∅, entonces la aplicacio´n cambio de coordenadas
ϕβα := ϕβ ◦ ϕ−1α : ϕα(Uα ∩ Uβ) −→ ϕβ(Uα ∩ Uβ)
es biholomorfa (holomorfa con inversa holomorfa).
Proposicio´n 1.3.6. Toda variedad compleja es casi compleja.
Prueba. Sea M una variedad compleja de dimensio´n m. Para probar esta proposicio´n
debemos construir un tensor J de tipo (1,1) cuyo cuadrado sea −I. En una carta (Uα, ϕα)
alrededor de un punto p de M , definimos
Jα = (ϕα)
−1
∗ ◦ jn ◦ (ϕα)∗,
donde jm =
(
0 Im×m
−Im×m 0
)
y el diferencial de ϕα se entiende como la derivada en R2m.
Un ca´lculo inmediato demuestra que se cumple J2α = −I. Luego, solo resta probar que Jα
define un tensor. Si ϕβ es otra carta que contiene a p, entonces se tiene
Jβ = (ϕβ)
−1
∗ ◦ jn ◦ (ϕβ)∗ = (ϕβ)−1∗ ◦ jn ◦ (ϕβα)∗ ◦ (ϕα)∗.
Como ϕβα es biholomorfa por (C3), entonces su diferencial (ϕβα)∗ conmuta con jn ya que
las derivadas parciales cumplen con las relaciones de Cauchy-Riemann. Luego,
Jβ = (ϕβ)
−1
∗ ◦ (ϕβα)∗ ◦ jn ◦ (ϕα)∗ = (ϕα)−1∗ ◦ jn ◦ (ϕα)∗ = Jα.
En resumen, hemos definido en M una estructura casi compleja.
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Podr´ıamos preguntarnos bajo que´ condiciones se cumple el rec´ıproco de la proposicio´n
1.3.6. Esto equivale a preguntarse si la estructura casi compleja J proviene de una estruc-
tura compleja en la variedad M . De ser as´ı se dice que J es integrable. De hecho, el
teorema de Newlander-Nirenberg afirma que J es integrable si y solo si su torsio´n de
Nijenhuis NJ , dada por
NJ(X,Y ) = [X,Y ] + J [JX, Y ] + J [X, JY ]− [JX, JY ],
es ide´nticamente nula. Al ser un resultado cla´sico, admitiremos este teorema sin de-
mostracio´n y lo usaremos libremente en adelante.
Definicio´n 1.3.7. Dada una variedad casi compleja (M,J), los operadores de Dolbeaut
∂ y ∂¯ sobre Λ(l,m) se definen mediante
∂ : Λ(l,m)M −→ Λ(l+1,m)M
ω 7−→ pi(l+1,m)dω,
∂¯ : Λ(l,m)M −→ Λ(l,m+1)M
ω 7−→ pi(l,m+1)dω,
donde pi(i,j) : Λi+jM −→ Λ(i,j) es la proyeccio´n cano´nica de una forma de grado i+ j sobre
su componente en el subespacio de las formas de tipo (i, j). Como se observo´ anteriormente,
en general no es cierto que d = ∂ + ∂¯. A continuacio´n demostraremos que la igualdad s´ı se
cumple en variedades complejas.
Proposicio´n 1.3.8. En una variedad compleja M , la derivada exterior de una forma
diferencial de tipo (l,m) es igual a la suma de los operadores de Dolbeaut sobre Λ(l,m); es
decir, se tiene d = ∂ + ∂¯.
Prueba. Localmente en un abierto U ⊂M , podemos complejificar el fibrado tangente:
TCU = TU ⊗ C.
Tal fibrado complejificado esta´ generado por los subfibrados propios de la estructura com-
pleja J . El subfibrado T 1,0 relativo al valor propio i esta´ generado por
{
1
2
∂
∂xj
− i ∂∂yj
}
;
el subfibrado T 0,1 relativo al valor propio −i, por
{
1
2
∂
∂xj
+ i ∂∂yj
}
. Utilizamos la notacio´n
∂
∂zj
= 12
∂
∂xj
− i ∂∂yj y ∂∂z¯j = 12 ∂∂xj + i ∂∂yj .
De manera ana´loga, el fibrado cotangente es la suma directa de los fibrados Λ1,0U y
Λ0,1U generados respectivamente por {dxj + idyj} y {dxj + idyj}. Denotamos por dzj =
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dxj + idyj y dz¯j = dxj − idyj a las formas duales a los campos vectoriales ∂∂zj y ∂∂z¯j
respectivamente. En U , podemos escribir una forma ω de grado k como
ω =
∑
|J |+|K|=k
aJ,KdxJ ∧ dyK ,
donde J y K son multi-´ındices y los coeficientes aJ,K son funciones complejas definidas en
U . Luego, mediante un cambio de variable, reexpresamos ω como
ω =
∑
|J |+|K|=k
bJ,KdzJ ∧ dz¯K =
∑
l+m=k
 ∑
|J |=l,|K|=m
bJ,KdzJ ∧ dz¯K
 .
Cada te´rmino
∑
|J |=l,|K|=m bJ,KdzJ∧dz¯K es una forma de tipo (l,m). Tomamos la derivada
exterior de ω y obtenemos
dω =
∑
l+m=k
 ∑
|J |=l,|K|=m
∂bJ,KdzJ ∧ dz¯K +
∑
|J |=l,|K|=m
∂¯bJ,KdzJ ∧ dz¯K
 = ∂ω + ∂¯ω
ya que se tiene dbJ,K = ∂bJ,K + ∂¯J,K por ser bJ,K una funcio´n compleja definida en U .
A continuacio´n presentaremos un ejemplo no trivial de variedad compleja llamado
espacio proyectivo complejo. Este resultara´ ser una variedad de Ka¨hler segu´n la definicio´n
que veremos en la seccio´n 1.4. Como se seguira´ trabajando con esta variedad, sera´ conve-
niente fijar una notacio´n para los abiertos de la cobertura del espacio proyectivo, las cartas
y las funciones de transicio´n.
Ejemplo 1.3.9. El espacio proyectivo complejo de dimensio´n n, denotado CPn,
se puede visualizar como el conjunto de rectas en Cn+1. Afirmamos que este conjunto
constituye una variedad compleja de manera natural. Para ello, formalizamos nuestra idea
intuitiva de la siguiente manera. Sean z y w elementos de Cn+1 − {0}, escribiremos z ∼ w
si y solo si existe λ ∈ C − {0} = C∗ tal que z = λw. Es sencillo ver que ∼ define una
relacio´n de equivalencia. El espacio proyectivo complejo de dimensio´n n se define como
CPn = (Cn+1 − {0})/ ∼= {[z], z ∈ Cn+1}
donde [z] =
{
λz, z ∈ Cn+1 − {0} , λ ∈ C∗}. Dotamos ahora al espacio proyectivo de una
estructura diferenciable dada por las cartas (Ui, ϕi)i=0,1,...,n. Los abiertos Ui esta´n definidos
por
Ui := {[z = (z0, z1, . . . , zn)] ∈ CPn, zi 6= 0} .
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Evidentemente se tiene
⋃n
i=0 Ui = CPn con lo cual se cumple la condicio´n (C1). Las cartas
coordenadas ϕi : Ui −→ Vi ⊂ Cn se definen como
ϕi([z0, z1, . . . , zn]) = (
z0
zi
,
z1
zi
, . . . ,
zi−1
zi
,
zi+1
zi
, . . .
zn
zi
),
las mismas que son homeomorfismos; por tanto se cumple (C2). Por u´ltimo debemos
comprobar que los cambios de coordenadas son biholomorfos. Para ello basta observar que
la aplicacio´n de cambio de coordenadas ϕij = ϕi ◦ ϕ−1j : Vi ∩ Vj −→ Vi ∩ Vj esta´ dada
expl´ıcitamente por
ϕij(w1, . . . , wn) =
(
w1
wi
, . . . ,
wj−1
wi
,
1
wi
,
wj
wi
,
wj+1
wi
, . . . ,
wi−1
wi
,
wi+1
wi
, . . . ,
wn
wi
)
.
Por lo tanto se cumple (C3) y queda constatado que CPn es una variedad compleja.
1.4 Variedades de Ka¨hler
En la seccio´n anterior hemos demostrado que tanto las variedades simple´cticas como las
variedades complejas se encuentran dentro de una familia ma´s amplia de variedades, lla-
madas variedades casi complejas. Resulta natural preguntarse, asimismo, si hay variedades
simple´cticas complejas. De hecho, existen en abundancia y reciben el nombre de variedades
de Ka¨hler, en honor a Erich Ka¨hler quien fue el primero en introducirlas.
Definicio´n 1.4.1. Sea (M,J) una variedad casi compleja. Una me´trica hermitiana es
una me´trica riemanniana h compatible con la estructura casi compleja J ; es decir, se tiene
h(JX, JY ) = h(X,Y ) para todo X,Y ∈ TM . La forma fundamental Ω asociada a una
me´trica hermitiana se define mediante Ω(X,Y ) = h(JX, Y ).
Proposicio´n 1.4.2. La extensio´n por linealidad compleja de una me´trica hermitiana h al
fibrado tangente complejificado TMC cumple las siguientes propiedades:
(H1) h(Z¯, W¯ ) = h(Z,W ), para todo Z,W ∈ TMC,
(H2) h(Z, Z¯) > 0, para todo Z ∈ TMC,
(H3) h(Z,W ) = 0, para todo par de campos vectoriales Z,W tal que ambos son secciones
de T 1,0M o de T 0,1M .
Prueba. Probaremos (H3) ya que las dema´s propiedades se demuestran de manera similar.
Sean Z y W ∈ T 1,0M . Entonces Z = X − iJX y W = Y − iJY para algunos X,Y ∈ TM .
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Evaluamos y obtenemos
h(Z,W ) = h(X − iJX, Y − iJY ) = h(X,Y )− ih(JX, Y )− ih(X, JY )− h(JX, JY )
= −ih(JX, Y )− ih(X,JY ),
donde la u´ltima igualdad se sigue por compatibilidad. Adema´s, usando nuevamente la
compatibilidad se observa h(X, JY ) = h(JX,−Y ) = −h(JX, Y ). Por lo tanto, h(Z,W ) =
0. En el caso que Z y W sean secciones de T 0,1M se procede de manera similar.
En el caso de una variedad compleja M , escogemos coordenadas locales holomorfas
zα. De manera ana´loga a la proposicio´n anterior, se demuestra que las componentes hαβ¯ =
h( ∂∂zα ,
∂
∂z¯β
) son reales, de modo que expresamos h localmente como
h =
∑
α,β
hαβ¯(dzα ⊗ dz¯β + dz¯α ⊗ dzβ).
Al ser ∂∂zα vector propio correspondiente al valor propio i de J , obtenemos la expresio´n en
coordenadas locales de la forma fundamental asociada:
Ω = i
∑
α,β
hαβ¯dzα ∧ dz¯β.
Definicio´n 1.4.3. Una variedad de Ka¨hler es una variedad compleja M junto con una
me´trica hermitiana h tal que la forma fundamental asociada a h es cerrada. Si ω es la
forma fundamental asociada, al cumplirse dω = (∂ + ∂¯)ω = 0, observamos que tambie´n
es cerrada bajo la accio´n de los operadores de Dolbeaut ∂ y ∂¯. Si la forma fundamental
asociada a una me´trica hermitiana es cerrada, entonces se le denomina forma de Ka¨hler.
La siguiente proposicio´n nos ayudara´ a obtener formas de Ka¨hler en una variedad compleja.
Proposicio´n 1.4.4. Sea M una variedad compleja y sea ρ : M −→ R una funcio´n de
clase C∞ estrictamente plurisubharmo´nica; es decir, la matriz hessiana de ρ es definida
positiva en todo punto p ∈M . Entonces la forma
ω =
i
2
∂∂¯ρ
es de Kahler. A la funcio´n ρ se le denomina potencial de Ka¨hler global.
Prueba. Para probar que ω es cerrada, observemos que al cumplirse d2 = ∂2 + ∂¯2 + (∂∂¯ +
∂¯∂) = 0 y como ∂2, ∂¯2 y (∂∂¯ + ∂¯∂) actu´an sobre diferentes subfibrados, tenemos que cada
uno de estos operadores de Dolbeaut de segundo orden es igual a cero. Luego se satisface
∂ω =
i
2
∂2∂¯ω = 0,
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∂¯ω =
i
2
∂¯∂∂¯ω = − i
2
∂¯2∂ω = 0.
A continuacio´n, debemos probar que ω proviene de una me´trica hermitiana h con la
cual es compatible. Para ello es preciso construir una me´trica que cumpla las propiedades
(H1), (H2) y (H3). Es sencillo probar que una me´trica con estas caracter´ısticas restringida
a vectores en TM es una me´trica riemanniana compatible con la estructura compleja. Defi-
nimos, con este objetivo, h(X,Y ) = ω(X,JY ). Bastara´ probar que h tiene las propiedades
deseadas. Para ello podemos tomar coordenadas locales y escoger campos vectoriales X e
Y con coordenadas
X =
∑
λσ
(
Xλ
∂
∂zλ
+ X˜σ
∂
∂z¯σ
)
,
Y =
∑
λσ
(
Yλ
∂
∂zλ
+ Y˜σ
∂
∂z¯σ
)
.
Un ca´lculo directo muestra que g(X,Y ) se expresa en estas coordenadas como
g(X,Y ) = i∂∂¯ρ(X, JY ) =
∑
αβ
(
∂2ρ
∂zα∂zβ
(XαY˜β + X˜βYα)
)
.
De esta expresio´n y recordando que ρ es plurisubharmo´nica, se obtienen directamente
las propiedades (H1), (H2) y (H3) y queda demostrado que h es la me´trica hermitiana
buscada.
De hecho, existe un rec´ıproco para el teorema anterior, conocido como el lema i∂∂¯.
Lo enunciamos a continuacio´n.
Proposicio´n 1.4.5. (Lema i∂∂¯) Sea ω una forma cerrada de tipo (1,1) en una variedad
compleja y sea p ∈M . Entonces existe una vecindad U de p y una funcio´n real diferenciable
ρ : U −→ R tal que
ω = i∂∂¯ρ.
A ρ se le conoce como potencial de Ka¨hler local. No demostraremos esta
proposicio´n, pero el lector interesado puede consultar [DS01] o [Mo07].
El siguiente ejemplo toma en cuenta lo expuesto anteriormente para demostrar que
el espacio proyectivo complejo es una variedad de Ka¨hler y para construir en e´l una forma
de Ka¨hler expl´ıcita.
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Ejemplo 1.4.6. (Me´trica de Fubini-Study) Definimos la funcio´n ρ : Cn −→ C mediante
ρ(z) = log |z|2 + 1 y afirmamos que es estrictamente plurisubarmo´nica. En efecto, los
elementos Hjk de la matriz hessiana H de la funcio´n diferenciable ρ esta´n dados por
Hjk =
∂2
∂zj∂z¯k
(log |z|2 + 1) = δjk
log |z|2 + 1 −
z¯jzk
(log |z|2 + 1)2 ,
donde j, k = 1, . . . , n y δjk es el tensor de Kronecker. Evaluamos v¯Hv y obtenemos
v¯Hv =
|v|2
|z|2 + 1 −
〈v¯, z¯〉 〈v, z〉
(|z|2 + 1)2 .
Por la desigualdad de Cauchy, se obtiene
v¯Hv >
|v|2
|z|2 + 1 −
|v|2|z|2
(|z|2 + 1)2 =
|v|2
(|z|2 + 1)2 > 0
para todo v 6= 0. Por lo tanto, la matriz hessiana de ρ es definida positiva y ρ es estricta-
mente plurisubarmo´nica. En consecuencia, definimos
ωˆFS = i∂∂¯ log(|z|2 + 1).
La proposicio´n 1.4.4 garantiza que ωˆFS es una forma de Ka¨hler en Cn, la cual se denomina
forma de Fubini-Study en Cn. Ahora observemos que, segu´n nuestra definicio´n de ϕij
en el ejemplo 1.3.9, tenemos
ϕ∗ij log(|z|2 + 1) = log(|z|2 + 1) + log
1
|zi|2 .
Luego, como ∂∂¯ log |zi|2 = 0, se tiene
ϕ∗ωˆFS = i∂∂¯ϕ∗ij log(|z|2 + 1) = iϕ∗ij∂∂¯ log(|z|2 + 1) = ∂∂¯ log(|z|2 + 1);
es decir, ϕ∗ijωˆFS = ωˆFS . Luego obtenemos ϕ
∗
i ωˆFS = ϕ
∗
j ωˆFS . Con ello resulta permisible
definir la forma de Fubini-Study en el espacio proyectivo CPn, que denotamos por
ωFS . Por u´ltimo, observemos que si pi : Cn+1 − {0} −→ CPn es la proyeccio´n usual al
espacio proyectivo complejo, podemos definir fj : Cn+1 − {0} −→ Cn por fj = ϕj ◦ pi. Se
tiene entonces
log(1 + |fj(z)|2) = log |z|2 − log |zj |2,
y por lo tanto f∗j (∂∂¯ log(1 + |z|2) = ∂∂¯ log |z|2. Obtenemos as´ı pi∗ωFS = i∂∂¯ log |z|2.
Cap´ıtulo 2
Geometr´ıa de contacto y fibracio´n
de Boothby-Wang
2.1 Variedades de contacto
En esta seccio´n estudiaremos un ana´logo de dimensio´n impar de las variedades simple´cticas,
denominadas variedades de contacto. En las variedades de contacto existen teoremas y
estructuras similares a las de las variedades simple´cticas; pero adema´s admiten un campo
vectorial con ciertas caracter´ısticas de intere´s, denominado campo vectorial de Reeb. Tanto
las variedades simple´cticas como las de contacto cobrara´n importancia cuando estudiemos
ma´s adelante las variedades de Sasaki y, en particular, cuando construyamos variedades de
Brieskorn.
Definicio´n 2.1.1. Sea el par (M,α), donde M es una variedad de dimensio´n impar 2n+1
y α es una forma diferenciable de grado 1 definida en M . Decimos que M es una variedad
de contacto si α∧ (dα)n es no degenerada (en particular, es un elemento de volumen). A
la forma α se le denomina forma de contacto.
Observemos que la forma α define en M una distribucio´n, denominada estructura
de contacto, dada por H : p 7−→ Hp = kerαp. Cada uno de los espacios vectoriales
Hp ⊂ TpM tiene codimensio´n 1.
Definicio´n 2.1.2. En una variedad de contacto (M,α), definimos el campo vectorial
de Reeb R asociado a la forma de contacto α como aquel que cumple las siguientes
condiciones:
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(R1) £Rα = 0;
(R2) α(R) = 1.
Si 2n + 1 es la dimensio´n de M , por la condicio´n de contacto α ∧ (dα)n 6= 0, se
observa que dα tiene rango 2n y por ende tiene nu´cleo de dimensio´n 1. Como £Rα =
d(iRα) + iR(dα) = 0 se tiene iRdα = 0. Asimismo dα es invariante a lo largo de las curvas
del campo vectorial de Reeb, ya que se tiene £Rdα = d(iRdα) + iRd
2α = 0. Se sigue de
ello TpM = kerαp ⊕ ker dαp para todo punto p in M .
La condicio´n (R1) determina la direccio´n de R; mientras que (R2) normaliza R y por
lo tanto ambas condiciones definen un´ıvocamente al campo vectorial de Reeb. De hecho,
el campo vectorial de Reeb existe para toda forma de contacto α. La demostracio´n de esta
afirmacio´n puede encontrarse en [BG08].
Ejemplo 2.1.3. Consideremos R2n+1 con coordenadas (x1, . . . , xn, y1, . . . yn, z) y defi-
namos la forma α0 de grado 1 mediante
α0 =
n∑
i=1
xidyi + dz.
Tenemos que dα0 =
∑
i dxi ∧ dyi, con lo cual (dα0)n = n!(dx1 ∧ . . .∧ dxn ∧ dy1 ∧ . . .∧ dyn)
y α0 ∧ (dα0)n = n!(dx1 ∧ . . . dxn ∧ dy1 ∧ . . .∧ dyn ∧ dz). Luego α0 es una forma de contacto
en R2n+1, a la cual llamamos forma de contacto cano´nica. La estructura de contacto
H = kerα0 esta´ dada en cada punto por los hiperplanos
H(x1,...,xn,y1,...yn,z) =
{
v = (a1, . . . , an, b1, . . . , bn, c) ∈ R2n+1 :
∑
i
bixi + c = 0
}
y el campo vectorial de Reeb es el campo unitario en la direccio´n positiva del eje z.
Ejemplo 2.1.4. Sea M una hipersuperficie de R2n+2 (dimM = 2n+1) tal que ninguno de
sus planos tangentes pase por el origen. Construiremos una estructura de contacto en M ;
as´ı obtendremos abundancia de ejemplos de variedades de contacto. Para ello, tomemos
coordenadas (x1, . . . , x2n+2) en R2n+2 y definamos
α = x1dx2 − x2dx1 + . . .+ x2n+1dx2n+2 − x2n+2dx2n+1.
En el punto p = (p1, . . . , p2n+2) de M , tomemos v1, . . . , v2n+1 vectores linealmente inde-
pendientes y w = v1 × . . . × v2n+1 el 2n + 1 producto vectorial de ellos. El vector w es
ortogonal al hiperplano generado por {v1, . . . , v2n+1} y sus componentes esta´n dadas por
wi =
〈
w,
∂
∂xi
〉
= det(
∂
∂xi
, v1, . . . , v2n+1) = (−1)i+1dx1∧. . .∧d̂xi∧. . .∧dx2n+2(v1, . . . , v2n+1),
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donde ∂∂xi indica el vector unitario en la i-e´sima direccio´n y d̂xi indica omisio´n del factor
dxi. Ahora calculamos α ∧ (dα)n y utilizando la misma notacio´n obtenemos
α ∧ (dα)n = n!
2n+2∑
i=1
(−1)i+1xidxi ∧ . . . d̂xi ∧ . . . ∧ dx2n+2.
Finalmente evaluamos en {v1, . . . , v2n+1}, vectores que se encuentran en TpM , para lograr
(α ∧ (dα)n)p(v1, . . . , v2n+1) = n!
2n+2∑
i=1
piwi.
Si i : M −→ R2n+2 es la inclusio´n, de la igualdad anterior y del hecho de que se tenga
〈p, w〉 6= 0 (ya que el plano tangente en p no pasa por el origen), deducimos que i∗α no se
anula en TM y por tanto es una forma de contacto en M .
Definicio´n 2.1.5. Sean (M1, α) y (M2, β) variedades de contacto. Un contactomorfismo
f : M1 −→M2 es un difeomorfismo tal que f∗β = τα, donde τ : M1 −→ R es una funcio´n
real diferenciable que no se anula en ningu´n punto debido a la condicio´n de contacto.
Equivalentemente, f es un contactomorfismo si lleva la estructura de contacto Hα relativa
a α a la estructura de contacto Hβ relativa a β; es decir, si X ∈ Hα, entonces f∗X ∈ Hβ.
La equivalencia de ambas definiciones se verifica notando que β(f∗X) = f∗β(X) =
τα(X) = 0; y por otro lado si β(f∗X) = 0, entonces f∗β(X) = 0 lo cual a su vez implica
que f∗β es proporcional a α. En caso exista un contactomorfismo entre dos variedades de
contacto M1 y M2, se dice que estas son contactomorfas.
De manera ana´loga a la situacio´n en variedades simple´cticas, existe un teorema de
Darboux de contacto que afirma que toda variedad de contacto es localmente contacto-
morfa a (R2n+1, α0), como se definio´ en el ejemplo 2.1.3.
Proposicio´n 2.1.6. (Simplectizacio´n). Sea (M,α) una variedad de contacto y sea pi :
M × R −→ M la proyeccio´n sobre M . Entonces (M × R, d(etpi∗α)), donde t denota la
coordenada en R, es una variedad simple´ctica.
Prueba. Sea dimM = 2n− 1 y pongamos ω = d(etpi∗α). Evidentemente ω es cerrada, por
tanto basta probar que ωn no se anula. Calculamos el producto exterior
ωn = (d(etpi∗α))n = (et(dt ∧ pi∗α+ dpi∗α))n
= ent
(
(dt ∧ pi∗α)n +
(
n
1
)
(dt ∧ pi∗α)n−1 ∧ dpi∗α+ . . .
+
(
n
n− 1
)
(dt ∧ pi∗α) ∧ (dpi∗α)n−1 + (dpi∗α)n
)
.
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En esta expresio´n, el u´nico te´rmino que no se anula es el penu´ltimo, dado que los anteriores
involucran una potencia de dt que es una forma de grado 1, y el u´ltimo involucra a dαn, que
es una forma de grado 2n sobre una variedad de dimensio´n 2n− 1. Al simplificar logramos
ωn = nentdt ∧ α ∧ (dα)n−1 6= 0,
y por tanto ω es una forma simple´ctica. A (M×R, ω) se le conoce como la simplectizacio´n
de M .
Ejemplo 2.1.7. Siguiendo al ejemplo 2.1.4, en la esfera de tres dimensiones S3 ⊂ R4
tomamos coordenadas (x1, y1, x2, y2) y definimos la forma de contacto
α = x1dy1 − y1dx1 + x2dy2 − y2dx2.
El campo vectorial
R = x1
∂
∂y1
− y1 ∂
∂x1
+ x2
∂
∂y2
− y2 ∂
∂y2
restringido a puntos en S3 es tangente a S3. Observamos que si i es la inclusio´n de S3
en R4, entonces i∗α es una forma de contacto en S3, como se vio en el ejemplo 2.1.4.
En consecuencia se tiene i∗α(R) = x21 + y21 + x22 + y22 = 1 en la esfera. Adema´s, como
dα = 2(dx1 ∧ dy1 + dx2 ∧ dy2), tenemos iRdα = −2(x1dx1 + y1dx1 +x2dx2 + y2dy2). Al ser
la forma de grado 0 dada por f(x1, y1, x2, y2) = x
2
1 + y
2
1 + x
2
2 + y
2
2 constante en la esfera, se
tiene
df = 0 = 2(x1dx1 + y1dy1 + x2dx2 + y2dx2).
Por lo tanto (i∗α)(R) = 1 y £R(i∗α) = 0. El campo vectorial R cumple con las condiciones
(R1) y (R2): en efecto R es el campo vectorial de Reeb correspondiente a la forma de
contacto i∗α.
Las curvas integrales de este campo vectorial se corresponden con las fibras de la
fibracio´n de Hopf p definida por
p : S3 ⊂ C2 −→ CP 1
(z1, z2) 7−→ [(z1, z2)] ,
donde (z1, z2) = (x1 + iy1, x2 + iy2). En efecto, p
−1([(z1, z2)]) = {λ(z1, z2), λ ∈ C, |λ| = 1}
ya que (z′1, z′2) esta´ en la preimagen de [(z1, z2)] si y solo si (z′1, z′2) = λ(z1, z2). Como
1 = |z′1|2 + |z′2|2 = |λ|2(|z1|2 + |z2|2) = |λ|2, se debe tener |λ| = 1. Luego la fibra es una
curva γ en S3 parametrizada por γ(θ) = (eiθz1, e
iθz2). Los vectores tangentes a γ son de
la forma
γ′(0) = (iz1, iz2) = x1
∂
∂y1
− y1 ∂
∂x1
+ x2
∂
∂y2
− y2 ∂
∂x2
= R,
lo cual demuestra la afirmacio´n.
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2.2 Fibrados principales
En esta seccio´n desarrollaremos las herramientas necesarias para demostrar ma´s adelante el
teorema de Boothby-Wang. Estudiaremos los denominados fibrados principales, los cuales
han encontrado aplicaciones diversas en la formalizacio´n de teor´ıas de calibre en f´ısica.
Para ello sera´ necesario introducir conceptos de curvatura y conexio´n en estos fibrados.
Definicio´n 2.2.1. Sea P una variedad y sea R : P ×G −→ P una accio´n por la derecha
de un grupo de Lie G sobre P . Denotamos R(g, p) = Rgp = p · g. Sean M = P/G el
espacio de o´rbitas de la accio´n y pi : P −→ M la proyeccio´n natural de un punto de P a
su respectiva o´rbita. Decimos que (P,M, pi) es un G-fibrado principal si se cumplen las
siguientes condiciones:
(F1) la accio´n de G sobre P es libre; es decir, R(p, g) = p si y solo si g = e, donde e es la
identidad en G;
(F2) la proyeccio´n pi : P −→M = P/G es diferenciable;
(F3) el fibrado (P,M, pi) es localmente trivial: la trivialidad local significa que M ad-
mite una cobertura por abiertos Uα asociados a una familia de difeomorfismos ψα :
pi−1(Uα) −→ Uα ×G tal que ψα(p, g) = (pi(p), gα(p)), para todo p ∈ pi−1(Uα) y para
alguna aplicacio´n equivariante gα : pi
−1(Uα) −→ G; es decir gα(p · g) = gα(p) · g.
A la variedad P se le denomina espacio total; a la variedad M se le conoce como
espacio base y a G como grupo estructural. Dado X en g, el a´lgebra de Lie del grupo
G, de manera ana´loga a la definicio´n 1.2.6 se puede definir el generador infinitesimal,
que tambie´n denotamos por σ(X), como el campo vectorial dado por
σ(X)p =
d
dt
(Rexp tX(p))|t=0 = d
dt
(p · exp tX)|t=0
en cada punto p de P .
Definicio´n 2.2.2. Sea (P,M, pi) un G-fibrado principal y sea p un punto de P . El
subespacio vectorial Vp = ker(pi∗)p ⊂ TpP se denomina espacio vertical en p. Un campo
vectorial X es vertical si Xp ∈ Vp para todo p ∈ P . Notemos que la distribucio´n V ⊂ TP
de espacios verticales es invariante bajo la accio´n R de G. Para verificar esta afirmacio´n,
observemos que para un campo vectorial vertical X se tiene (pi∗)p(Xp) = 0. Adema´s, como
pi ◦Rg(p) = pi(p), obtenemos
(pi∗)pg(Rg)∗(Xp) = (pi ◦Rg)∗(Xp) = (pi∗)p(Xp) = 0.
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As´ı, (Rg)∗(Vp) ⊂ Vpg. La inclusio´n contraria se demuestra de manera ana´loga. Por lo tanto
se tiene (Rg)∗(Vp) = Vpg. Notemos adema´s que si Y es un elemento del a´lgebra de Lie g,
se satisface
pi∗σp(Y ) =
d
dt
(pi(p · exp tY ))|t=0 = d
dt
(pi(p))|t=0 = 0.
La igualdad anterior indica que σ(Y ) es un campo vectorial vertical. De hecho, σp es un
isomorfismo entre g y el espacio vertical Vp.
Definicio´n 2.2.3. Sea (P,M, pi) un G-fibrado principal y denotemos mediante R la accio´n
por la derecha de G sobre P . Una conexio´n es una distribucio´n diferenciable H de
subespacios Hp ⊂ TpP complementarios a los espacios verticales Vp que es invariante bajo
la accio´n R de G; es decir, se tiene (Rg)∗(Hp) = Hpg. Los espacios Hp reciben el nombre
de espacios horizontales.
Como la dimensio´n de los espacios verticales es igual a k = dimG, los espacios
horizontales tienen dimensio´n dimP − k. Luego la conexio´n es el nu´cleo de k formas
diferenciales de grado 1 que podemos escribir como una 1-forma α con valores vectoriales
de k componentes. La imagen debera´ ser un espacio vectorial de dimensio´n k; tomaremos la
imagen igual al a´lgebra de Lie g de G. Definimos la forma de conexio´n α : P → Λ1(TpP, g)
como
αp(Y ) =
{
X si Yp = σp(X) para algu´n X ∈ g
0 si Yp es horizontal.
Proposicio´n 2.2.4. Sea (P,M, pi) un G-fibrado principal y X un elemento del a´lgebra de
Lie de G. Entonces (Rg)∗(σp(X)) = σp·g(adg−1(X)). En consecuencia, si α es la forma
de conexio´n asociada a una conexio´n H, se cumple R∗gαpg(Y ) = adg−1 ◦ αp(Y ) para todo
Y ∈ TpP .
Prueba. Para comprobar la primera afirmacio´n calculamos
(Rg)∗(σp(X)) =
d
dt
(p exp(tX)g)|t=0 = d
dt
(pgg−1 exp(tX)g)|t=0
=
d
dt
(pg exp(tadg−1X))) = σpg(adg−1(X)).
La segunda afirmacio´n se sigue de la primera. Si Y es un vector horizontal lo buscado es
trivial. Por otro lado, si Y = σ(X) para algu´n X ∈ g, se tiene
R∗gαpg(Y ) = αpg((Rg)∗(σ(X))) = αpg(σpg(adg−1(X))) = adg−1(X) = adg−1 ◦ αp(Y ).
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Definicio´n 2.2.5. Sea (P,M, pi) unG-fibrado principal y sea h : TP −→ TP la proyeccio´n
horizontal sobre una conexio´n H a lo largo de la distribucio´n vertical. Cada hp : TpP −→
TpP es una aplicacio´n lineal que se anula en vectores verticales y es la identidad al res-
tringirse a vectores horizontales. Asimismo, sea α la forma de conexio´n asociada a H.
Definimos la curvatura ω : P → Λ2(P, g) de la conexio´n como la 2-forma con valores en
el a´lgebra de Lie g mediante
ωp(u, v) = dαp(hu, hv).
De hecho, la curvatura ω puede expresarse en te´rminos de la ecuacio´n de estructura,
que se encuentra demostrada en [KN63], a trave´s de
ω = dα+
1
2
[α, α] .
Hasta este punto hemos trabajado con G-fibrados principales sin imponer condi-
ciones sobre el grupo G. En la seccio´n 2.3 enunciaremos y desarrollaremos a grandes
rasgos el teorema de Boothby-Wang. Para comprender el teorema no es necesario conocer
toda la teor´ıa de conexio´n y curvatura en G-fibrados; por lo tanto no sera´ desarrollada con
mayor profundidad. Recomendamos que el lector interesado consulte [DF84], ya que en
el cap´ıtulo 25 se expone el tema con amplio detalle. Nosotros nos enfocaremos en fibra-
dos cuyo grupo estructural es el c´ırculo S1 o cualquier grupo homeomorfo al mismo como
U(1) o SO(2). En este caso, lo expuesto arriba se simplifica notablemente y se relaciona
directamente con los conceptos definidos en la seccio´n 2.1.
Definicio´n 2.2.6. Un fibrado principal (P,M, pi) es un fibrado circular si su grupo
estructural es S1. Usualmente presentamos S1 como U(1) o SO(2). Observemos que el
a´lgebra de Lie u(1) asociada a U(1) es igual a iR ≈ R. Por tanto, no habra´ pe´rdida
de generalidad en considerar que el a´lgebra de Lie asociada al grupo estructural de un
fibrado circular es R. Observamos que la forma de conexio´n y la curvatura asociadas a una
conexio´n H son formas diferenciales usuales con valores reales.
Proposicio´n 2.2.7. Sea (P,M, pi) un fibrado circular con conexio´n H y sea ξ = σ(1) el
campo vectorial que genera la accio´n de S1 en M . Entonces la forma de conexio´n α cumple
las propiedades (R1) y (R2) con respecto al campo vectorial ξ.
Prueba. Para probar que α cumple (R2) basta ver que se tiene α(σ(1)) = 1. Para demostrar
(R1), notemos que la condicio´n de equivarianza R∗gα = adg−1 ◦ α (ver Proposicio´n 2.2.4)
se reduce a la invarianza de α bajo la accio´n del grupo; es decir, se cumple R∗gα = α.
Observemos adema´s que la familia uniparame´trica de difeomorfismos generada por σ(1) es
Rexp(t). Luego se tiene
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£ξα =
d
dt
(
R∗exp(t)α
)
=
dα
dt
= 0.
La proposicio´n anterior muestra que cuando el espacio total P es de dimensio´n impar
2n+1 y la forma de conexio´n α cumple con la condicio´n de contacto α∧(dα)n 6= 0, entonces
(P, α) es una variedad de contacto y ξ = σ(1) es el campo vectorial de Reeb asociado a α.
A continuacio´n veremos un ejemplo expl´ıcito de esta situacio´n.
Ejemplo 2.2.8. La fibracio´n de Hopf, introducida en el ejemplo 2.1.7, puede tratarse
como un fibrado circular. Esta vez extenderemos la fibracio´n de Hopf a dimensiones ma´s
altas. Sea pi definida por
pi : S2n+1 ⊂ Cn+1 −→ CPn
(z1, . . . , zn+1) 7−→ [(z1, . . . , zn+1)] .
Si consideremos la accio´n ρ de U(1) sobre la esfera 2n+ 1 dimensional S2n+1 ⊂ Cn+1 dada
por
ρ : U(1)× S2n+1 −→ S2n+1
eiθ × (z1, . . . , zn+1) 7−→ (eiθz1, . . . , eiθzn+1),
se observa, de manera ana´loga al ejemplo 2.1.7, que se tiene CPn = S2n+1/U(1). La accio´n
determina un fibrado circular donde el espacio total es S2n+1, el grupo estructural es U(1) y
el espacio base es CPn. Sea p = (p1, . . . , pn+1) ∈ S2n+1 ⊂ Cn+1. El generador infinitesimal
de la accio´n U(1) es el campo vectorial R dado por
Rp = σp(1) =
d
dt
(
(p1, . . . , pn+1)e
it
) |t=0 = i(p1, . . . , pn+1),
el cual determina el campo vectorial tangente a la esfera
Rp = x1
∂
∂y1
− y1 ∂
∂x1
+ . . .+ xn+1
∂
∂yn+1
− yn+1 ∂
∂xn+1
en coordenadas reales pi = xi+ iyi. Luego, la forma de conexio´n expresada en coordenadas
reales es
α = x1dy1 − y1dx1 + . . .+ xn+1dyn+1 − yn+1dxn+1.
En el ejemplo 2.1.4 se demostro´ que α∧ (dα)n es no degenerada, y por ende tampoco lo es
su restriccio´n a S2n+1 Asimismo, de manera similar al ejemplo 2.1.7, se demuestra que R
es el campo vectorial de Reeb asociado a i∗α, donde i es la inclusio´n de S2n+1 en R2n+2.
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Observamos entonces que, en este caso en particular, la forma de conexio´n es una forma de
contacto y el generador infinitesimal de la accio´n de grupo es el campo vectorial de Reeb
asociado.
Si elegimos la distribucio´n horizontal como la distribucio´n ortogonal al fibrado lineal
generado por R, tenemos que, para u ∈ TpS2n+1, la proyeccio´n horizontal h esta´ dada por
hp(u) = u− 〈u,R〉pRp. Al ser iRα = 0, tenemos d(i∗α)(h(u), h(v)) = d(i∗α)(u, v). Luego
la curvatura esta´ dada por ω(u, v) = d(i∗α)(u, v). En coordenadas complejas podemos
expresar
i∗α =
i
2
n+1∑
j=1
(zjdz¯j − z¯jdzj) = i
2
(∂¯ − ∂) log |z|2.
Por lo tanto se tiene
d(i∗α) =
i
2
(∂ + ∂¯)(∂¯ − ∂) log |z|2 = i∂∂¯ log |z|2 = pi∗ωFS ,
donde ωFS es la forma de Fubini-Study en CPn. Se sigue que la curvatura asociada a la
distribucio´n horizontal elegida es pi∗ωFS .
2.3 Teorema de Boothby-Wang
En esta seccio´n desarrollaremos el teorema de Boothby-Wang, el cual permite construir
variedades de contacto regulares a partir de variedades simple´cticas. De hecho, tales va-
riedades sera´n fibrados circulares sobre la variedad simple´ctica. Boothby-Wang afirma,
adema´s, que las u´nicas variedades de contacto regulares que existen son estos fibrados. El
teorema es en esencia una generalizacio´n de la fibracio´n de Hopf y puede ser usado para
construir variedades de contacto en abundancia. Para enunciarlo necesitaremos definir
algunas nociones previas.
Proposicio´n 2.3.1. (Teorema del flujo tubular). Sea M una variedad diferenciable de
dimensio´n n y sea X un campo vectorial completo definido sobre M que no se anula en
ningu´n punto. Entonces en torno de todo p ∈M existe una carta coordenada (U,ϕ) y ε > 0
tal que dentro de la caja de flujo
{(x1, . . . , xn) ∈ Rn : |xi| < ε, para i = 1 . . . , n} ,
se cumple ϕ(p) = 0 ∈ Rn y ϕ∗(X) = ∂∂x1 .
La prueba de este teorema es elemental pero te´cnica. El lector interesado puede
consultar [PM82].
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Definicio´n 2.3.2. Se dice que un campo vectorial completo X que no se anula en ningu´n
punto de una variedad M es regular si para todo p ∈ M existe una caja de flujo que es
atravesada como ma´ximo una vez por cada curva integral de X. Decimos que una forma
de contacto es una forma regular si el campo vectorial de Reeb asociado es regular.
Observemos que si M es una variedad compacta y X es una campo vectorial regular,
entonces las curvas integrales son homeomorfas al c´ırculo. Esto se debe a que las curvas
integrales de un campo vectorial completo son conjuntos cerrados dentro dentro de un
compacto, por lo tanto son compactas y no pueden ser homeomorfas a la recta real.
Utilizando el resultado de la proposicio´n 2.2.7, vemos que si la forma de conexio´n
de un fibrado principal circular (P,M, pi) es una forma de contacto sobre P asociada al
campo vectorial de Reeb R, entonces las curvas integrales de R son las fibras de la accio´n
S1. Por la trivialidad local, estas fibras son disjuntas y difeomorfas al c´ırculo, por lo tanto
R es una campo vectorial regular.
Para enunciar el teorema de Boothby-Wang necesitaremos un concepto adicional
relacionado con la teor´ıa de de Rham: el concepto de forma diferencial integral. Enun-
ciaremos algunas propiedades de las formas integrales en fibrados circulares, pero no las
demostraremos debido a que se nos alejar´ıamos mucho de nuestro objetivo. El lector puede
profundizar en este tema en [DP77].
Definicio´n 2.3.3. Sea M una variedad diferenciable y sea ω una forma diferencial cerrada
de grado k definida en M . Decimos que ω es una forma diferencial integral si para todo
cociclo diferenciable γ de orden k la integral
∫
γ ω es un nu´mero entero. Si (M,ω) es una
variedad simple´ctica y ω es integral, decimos que ω es una forma simple´ctica integral.
El concepto anterior puede formularse en te´rminos de cohomolog´ıa; sin embargo,
para nuestro propo´sito, solamente necesitaremos la siguiente observacio´n. Sea (P,M, pi)
un fibrado circular principal y α una forma de conexio´n. Como vimos en la proposicio´n
2.2.7, si Rg representa la accio´n por la derecha de un elemento g ∈ S1, entonces se cumple
R∗gdα = dα. Por lo tanto se induce una forma ω en el espacio base M tal que dα = pi∗ω.
En este caso, por ser S1 abeliano, la ecuacio´n de estructura nos indica que la curvatura es
precisamente pi∗ω. Sin embargo, abusando un poco del lenguaje, tambie´n denominaremos
curvatura a ω. Si ω es la curvatura asociada a la forma de conexio´n α, entonces ω/2pi es
una forma entera y la clase de cohomolog´ıa determinada por ella, denominada clase de
Euler, esta´ relacionada biun´ıvocamente con el tipo de isomorfismo del fibrado. Adema´s,
cualquier forma entera de grado 2 definida en el fibrado se encuentra en la clase de Euler.
A partir de estas definiciones y observaciones formulamos la siguiente proposicio´n.
Proposicio´n 2.3.4. Sea (M,ω) una variedad simple´ctica, donde ω/2pi es una forma
simple´ctica integral. Sea (P,M, pi) un fibrado circular con clase de Euler [ω/2pi]. Entonces
existe una forma de contacto regular α sobre P cuya curvatura asociada es ω. Adema´s,
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el campo vectorial de Reeb R asociado a la forma de contacto α coincide con el generador
infinitesimal de la accio´n de S1 sobre P .
Prueba. Por la observacio´n realizada en la definicio´n 2.3.2 y por la proposicio´n 2.2.7, basta
probar que existe una forma de contacto α sobre P cuya curvatura es ω. Para ello tomemos
una forma de conexio´n α′ cualquiera. Entonces existe ω′ tal que dα′ = pi∗ω′. Como ω′/2pi
es una forma entera, se encuentra en la misma clase de cohomolog´ıa de ω. Esto quiere
decir que existe una forma diferencial β de grado 1 definida sobre M tal que
ω − ω′ = dβ.
Luego, si tomamos α = α′ + pi∗β, comprobamos que α es una conexio´n 1-forma so-
bre el fibrado. Esto se debe que para todo Y ∈ u(1) se tiene α(σ(Y )) = α′(σ(Y )) +
β(pi∗σ(Y )). Pero, al cumplirse pi∗σ(Y ) = 0 por ser σ(Y ) un campo vectorial vertical, ten-
emos α(σ(Y ))α′(σ(Y )) = Y . Asimismo, dα = dα′ + d(pi∗β) = dα′ + pi∗ω − pi∗ω′ = pi∗ω; es
decir, la curvatura asociada a α es ω. Por u´ltimo, debemos comprobar que α cumple la
condicio´n de contacto. En efecto, se satisface
α ∧ (dα)n = α ∧ pi∗ωn 6= 0
por ser ω una forma simple´ctica.
El teorema de Boothby-Wang proporciona las condiciones para que se cumpla el
rec´ıproco de la proposicio´n anterior. Espec´ıficamente, establece que toda variedad de con-
tacto compacta cuya forma de contacto sea regular es el fibrado circular de una variedad
simple´ctica con forma simple´ctica entera. A continuacio´n enunciaremos el teorema y ex-
hibiremos, a grandes rasgos, los pasos involucrados en la su prueba.
Teorema 2.3.5. (Fibracio´n de Boothby-Wang). Sea (P, α′) una variedad de contacto
compacta y conexa, de dimensio´n 2n + 1 y con forma de contacto regular α′. Entonces
existe una forma de contacto α = τα′, donde τ : P −→ R es una funcio´n que no se anula
en ningu´n punto de M , cuyo campo vectorial de Reeb genera una accio´n libre de S1 sobre
P . Asimismo, existe una variedad simple´ctica M de dimensio´n 2n con forma simple´tica
integral ω, y una aplicacio´n diferenciable pi : P −→ M tal que (P,M, pi) es un fibrado
circular. Adema´s, α es una forma de conexio´n en este fibrado cuya curvatura asociada es
ω.
Prueba. Dada la variedad de contacto (P, α′) con forma de contacto regular α′, tenemos
por definicio´n que el campo vectorial de Reeb R′ asociado a α′ es regular. Luego, como se
menciono´ en la definicio´n 2.3.2, al ser P compacta las curvas integrales maximales de R′
son homeomorfas al c´ırculo. Un resultado de Palais en [Pa57] afirma que el conjunto M de
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curvas integrales maximales de R′ con la topolog´ıa cociente es una variedad diferenciable
de dimensio´n 2n. Adema´s, la proyeccio´n natural pi : P −→ M es diferenciable y la terna
(P,M, pi) constituye un fibrado.
A continuacio´n demostraremos que la curvas integrales de R′ generan en P una
accio´n libre de S1. Para ello, probaremos que las curvas integrales maximales de R′ tienen
periodo constante. Sea entonces {ϕt : P −→ P, t ∈ R} la familia uniparame´trica de difeo-
morfismos generada por R′, como en la definicio´n 1.2.1. Definimos λ : P −→ R de modo
que λ(p) es el periodo de la curva integral de R′ que pasa por p ∈ P . Formalmente se define
λ(p) = inf {t, t > 0, ϕt(m) = m}. Este periodo existe debido a que las curvas integrales de
R′ son homeomorfas a c´ırculos; es decir, son cerradas en P . Observemos adema´s que la
funcio´n λ tiene una cota inferior positiva. En efecto, como P es compacta, entonces puede
ser cubierta por un nu´mero finito de cajas de flujo (ver definicio´n 2.3.1). En cada caja de
flujo, la funcio´n periodo λ esta´ acotada inferiormente por el lado 2ε de la misma.
Demostraremos a continuacio´n que la funcio´n λ es constante en P . Sea k una me´trica
riemanniana en M . Definimos una me´trica g sobre P v´ıa g = pi∗k+ α′ ⊗ α′, donde ⊗ es el
producto tensorial de formas diferenciales. Observemos que R′ es un campo vectorial de
Killing de magnitud unitaria respecto a g; es decir, se cumple £R′g = 0 y g(R
′, R′) = 1.
En efecto, se tiene
g(R′, R′) = pi∗k(R′, R′) + α′ ⊗ α′(R′, R′) = k(pi∗R′, pi∗R′) + α′(R′)α′(R′) = 1
ya que pi∗(R′) = 0 y α′(R′) = 1. Por otro lado, como pi∗k es constante a lo largo del flujo
de R′, tenemos £R′pi∗k = 0. De ello se desprende
£R′g = £R′pi
∗k + £R′α′ ⊗ α′ + α′ ⊗ £R′α′ = 0,
por ser R′ el campo vectorial de Reeb asociado a α′. Afirmamos que las curvas integrales de
R′ son geode´sicas. Para ello basta demostrar que se tiene ∇R′R′ = 0. Primero observemos
que, por la condicio´n de norma unitaria, tenemos 0 = ∇Xg(R′, R′) = 2g(∇XR′, R′), donde
la primera igualdad se debe a que g(R′, R′) es constante y la segunda igualdad se obtiene al
combinar la simetr´ıa y la compatibilidad de la me´trica. Ahora, para todo campo vectorial
diferenciable no nulo X en P , se tiene
0 = (£R′g)(R
′, X) = ∇R′g(R′, X)− g(£R′R′, X)− g(R′,£R′X)
= ∇R′g(R′, X)− g(R′,£R′X)
= g(∇R′R′, X) + g(R′,∇R′X)− g(R′,∇R′X) + g(R′,∇XR′)
= g(∇R′R′, X).
Luego inferimos ∇R′R′ = 0 y las curvas integrales de R′ son geode´sicas. Para un punto
q ∈ P , denotaremos la curva integral de R′ que contiene a q mediante γq. Escojamos
2.3. TEOREMA DE BOOTHBY-WANG 32
arbitrariamente un punto p en la variedad P . Por la definicio´n de la funcio´n periodo
λ, tenemos ϕλ(p)(p) = p y ϕt(p) 6= p para todo 0 < t < λ(p). Por la condicio´n de
regularidad, existe una caja de flujo B alrededor de p de manera que sea atravesada por
cada curva integral de R′ como ma´ximo una vez. Tomemos x ∈ B que no se encuentre
en γp y tracemos la geode´sica cx que une x y γp. Las geode´sicas cx y γp son ortogonales
en el punto de interseccio´n x¯. Notamos que ϕλ(p) es una isometr´ıa, ya que ϕt es el grupo
uniparame´trico de difeomorfismos asociado al campo vectorial de Killing R′. Por lo tanto,
la imagen de la geode´sica cx es ella misma. Adema´s, por la condicio´n de regularidad, para
todo punto q en cx se tiene que ϕλ(p)(q) se encuentra en γq. As´ı, se tiene ϕλ(p)(x) = x
y el periodo es constante al ser P una variedad diferenciable conexa. No habra´ riesgo de
confusio´n si denotamos el periodo constante mediante λ.
Para obtener la forma de contacto buscada, definamos la forma α = 1λα
′ y R = λR′.
Notemos que α es una forma de contacto cuyo campo vectorial de Reeb asociado es R.
Las curvas integrales de R tienen periodo unitario constante. De este modo, el grupo
uniparame´trico de difeomorfismos ψt de R depende solo de la clase de equivalencia mo´dulo
1 de t; por ende, el campo vectorial R genera una accio´n libre de S1. Queda demostrado
que, bajo esta accio´n de S1, se satisfacen las condiciones (F1) y (F2) en (P,M, pi). La
prueba de (F3) tambie´n hace uso de la regularidad de R′ e implica la construccio´n de las
funciones de transicio´n. Para mayores detalles al respecto, referimos al lector al cap´ıtulo 3
de [Be01].
En el fibrado S1-principal construido, el espacio vertical kerpi∗ coincide con el fibrado
lineal generado por R. Elijamos, de manera natural, la distribucio´n kerα como distribucio´n
horizontal en el fibrado. Por ser α una forma de contacto y por la condicio´n S1, esta
distribucio´n es invariante bajo la accio´n por la derecha de S1. Ya hemos visto que el
a´lgebra de Lie de S1 puede ser identificada con R y que se tiene R = σ(1). Ya que α es una
forma de contacto, de la condicio´n (R2) vemos que se satisface α(σ(1)) = 1. De hecho, se
cumple α(σ(x)) = x para todo x ∈ R. Tenemos entonces que α es una forma de conexio´n.
Sea ahora ω la curvatura de la forma de conexio´n α. Como S1 es un grupo abeliano,
la ecuacio´n de estructura se reduce a dα = pi∗ω. Es directo observar que se tiene pi∗dω = 0,
por lo tanto obtenemos dω = 0. Adema´s (pi∗ω)n = (dα)n 6= 0, lo cual implica ωn 6= 0. As´ı,
ω es una forma simple´ctica sobre M . Adema´s, el hecho de que las funciones de transicio´n
en el fibrado tengan valores reales mo´dulo 1 implica que la forma simple´ctica es integral.
No daremos detalles al respecto, pero el lector interesado puede consultar [Ko56].
Cap´ıtulo 3
Geometr´ıa riemanniana en
variedades de contacto
3.1 Estructuras me´tricas de contacto
Empezaremos ahora con el estudio de la geometr´ıa riemanniana en las variedades de con-
tacto. Para ello, estudiaremos ciertos tipos de me´tricas con propiedades de compatibilidad,
de manera muy similar al caso de las variedades casi complejas estudiadas en la seccio´n
1.3.
Definicio´n 3.1.1. Sean M una variedad diferenciable de dimensio´n impar, α : M →
Λ1(M,R) una 1-forma diferencial, R : M → TM un campo vectorial y φ un tensor de tipo
(1,1) sobre M . Decimos que (M,φ,R, α) es una variedad casi de contacto si se cumplen
las siguientes condiciones:
(CC1) φ2 = −I+ α⊗R,
(CC2) α(R) = 1.
En tal caso, decimos tambie´n que (φ,R, α) es una estructura casi de contacto
sobre la variedad M . En la siguiente proposicio´n veremos algunas propiedades adicionales
que se desprenden de esta definicio´n.
Proposicio´n 3.1.2. Sea (M,φ,R, α) una variedad casi de contacto de dimensio´n 2n+ 1.
Entonces se cumple φ(R) = 0 y α ◦ φ = 0. Adema´s, el rango de φ es 2n.
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Prueba. De las condiciones (CC1) y (CC2) tenemos
φ2(R) = −R+ α(R)R = −R+R = 0.
Por lo tanto, o bien φ(R) = 0 o φ(R) es un vector propio de φ con valor propio nulo. Si se
diera la segunda situacio´n, tendr´ıamos
0 = φ2(φ(R)) = −φ(R) + α(φ(R))R;
es decir, se tendr´ıa φ(R) = α(φ(R))R. Si φ(R) fuera no nulo, de esta u´ltima igualdad se
tiene α(φ(R)) 6= 0. Luego,
0 = φ2(R) = α(φ(R))φ(R) = α(φ(R))2R 6= 0.
Por contradiccio´n, φ(R) debe ser nulo.
Para demostrar que α ◦ φ es ide´nticamente nulo, evaluemos φ3(X) para un campo
vectorial X de dos maneras:
φ3(X) = φ2(φ(X)) = −φ(X) + α(φ(X))R
φ3(X) = φ(φ2(X)) = φ(−X + α(X)R) = −φ(X) + α(X)φ(R) = −φ(X).
Igualando ambas ecuaciones obtenemos que α(φ(X)) = 0 para X arbitrario.
Finalmente, si R′ ∈ kerφ, donde R′ es no nulo, entonces 0 = φ2(R′) = −R′+α(R′)R.
As´ı, todo R′ ∈ kerφ es paralelo a R, lo cual implica que kerφ tiene dimensio´n 1 y que la
imagen de φ tiene dimensio´n 2n.
Definicio´n 3.1.3. Sea (M,φ,R, α) una variedad casi de contacto y g una me´trica rie-
manniana definida sobre M . Se dice que g es compatible con la estructura de contacto
(φ,R, α) si satisface
g(φX, φY ) = g(X,Y )− α(X)α(Y ).
Cuando definimos una me´trica compatible g sobre la variedad de contacto (M,φ,R, α),
decimos que (φ,R, α, g) es una estructura me´trica casi de contacto. De manera
ana´loga a la definicio´n 1.4.1, definimos la 2-forma Φ asociada a esta estructura como
Φ(X,Y ) = g(φX, Y ).
De la proposicio´n 3.1.2 se deduce que una me´trica compatible g cumple con g(X,R) =
α(X). Esta condicio´n cobrara´ importancia en la definicio´n 3.1.4, en donde se introducira´
la nocio´n de estructura me´trica de contacto.
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Definicio´n 3.1.4. Sea (M,α) una variedad de contacto con campo vectorial de Reeb R.
Decimos que una me´trica riemanniana g es una me´trica asociada si existe un tensor
φ de tipo (1,1) de modo que (φ,R, α, g) sea una estructura me´trica casi de contacto y
g(φX, Y ) = dα(X,Y ). En tal caso decimos que (φ,R, α, g) es una estructura me´trica
de contacto.
Proposicio´n 3.1.5. Sea (M,α) una variedad de contacto y sea R el campo vectorial de
Reeb asociado. Entonces existe una estructura me´trica casi de contacto (φ,R, α, g) tal que
g(φX, Y ) = dα(X,Y ).
Prueba. Sea k′ una me´trica riemanniana en M . Definamos la me´trica riemanniana k
mediante
k(X,Y ) = k′(−X + α(X)R,−Y + α(Y )R) + α(X)α(Y ).
La verificacio´n de que k es definida positiva y sime´trica es directa; adema´s cumple con
k(X,R) = α(X). Sea H = kerα la estructura de contacto asociada a α. Entonces dα
restringida a H define una forma de grado 2 cerrada y no degenerada, al ser α ∧ (dα)n 6=
0. Al copiar el procedimiento utilizado en la proposicio´n 1.3.2, podemos encontrar una
estructura casi compleja φ′ definida en H y una me´trica gˆ compatible con φ′ tal que
gˆ(φ′X,Y ) = dα(X,Y ).
Podemos extender φ′ a un tensor φ definido en todo M , si notamos que se tiene
TpM = Hp⊕ker dαp y que ker dα es el espacio de una dimensio´n generado por R. Definimos
φ por la fo´rmula
φp(X) =
{
φ′p(X) si Xp ∈ Hp
0 si Xp ∈ ker dαp
De este modo se tendra´ φ(R) = 0. Se verifica directamente φ2 = −I+ α⊗R.
Tambie´n podemos extender gˆ a una me´trica g, al definir
gp(X,Y ) =
{
gˆp(X,Y ) si Xp, Yp ∈ Hp,
k(X,Y ) si Xp ∈ ker dαp o Yp ∈ ker dαp.
Esta me´trica g es compatible con φ en la distribucio´n H debido a que gˆ lo es. Tambie´n
es compatible en la direccio´n de R, ya que se tiene g(φ(X), φ(R)) = 0 = k(X,R) −
α(X)α(R) = g(X,R) − α(X)α(R). Adema´s, es una me´trica asociada a dα ya que gˆ es
una me´trica asociada a φ′ en H, y cumple g(φR,X) = 0 = dα(R,X) y g(φ(X), R) =
α(φ(X)) = 0 = dα(φ(X), R).
Ejemplo 3.1.6. Consideremos el espacio euclideano R2n+1 con coordenadas (x1, . . . , xn, y1,
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. . . , yn, z) provisto de la forma de contacto usual α dada por
α =
n∑
i=1
xidyi + dz.
En este caso el campo vectorial de Reeb esta´ dado por R = ∂∂z . Definimos la me´trica
riemanniana g mediante
g = α⊗ α+
n∑
i=1
(
(dxi)
2 + (dyi)
2
)
Asimismo definimos el tensor de orden (1,1) por
φ =
n∑
i=1
(
dyi ⊗ ∂
∂xi
− dxi ⊗ ∂
∂yi
+ xidxi ⊗ ∂
∂z
)
.
A continuacio´n, veremos que (φ,R, α, g) es una estructura me´trica de contacto en
R2n+1. Primero comprobamos que el tensor φ que acabamos de definir cumple con la
condicio´n (CC1). Para ello basta evaluar en la base
(
∂
∂x1
, . . . , ∂∂xn ,
∂
∂y1
, . . . , ∂∂yn , z
)
. En
efecto, obtenemos
φ
(
∂
∂xk
)
= − ∂
∂yk
+ xk
∂
∂z
; φ
(
∂
∂yk
)
=
∂
∂xk
; φ
(
∂
∂z
)
= 0.
De estas igualdades podemos calcular el valor de φ2 en la base y comparar:
φ2
(
∂
∂xk
)
= φ
(
∂
∂yk
+ xk
∂
∂z
)
= − ∂
∂xk
= − ∂
∂xk
+ α
(
∂
∂xk
)
︸ ︷︷ ︸
0
∂
∂z
φ2
(
∂
∂yk
)
= φ
(
∂
∂xk
)
= − ∂
∂yk
+ xk︸︷︷︸
α
(
∂
∂yk
)
∂
∂z
φ2
(
∂
∂z
)
= 0 = − ∂
∂z
+ α
(
∂
∂z
)
︸ ︷︷ ︸
1
∂
∂z
.
Luego tenemos φ2 = −I+ α⊗R.
Ahora procedemos a comprobar que la me´trica g es compatible con φ y asociada a
dα. Para ello evaluamos en dos campos vectoriales U y V arbitrarios, que expresamos en
coordenadas como
U =
n∑
k=1
(
Uxk
∂
∂xk
+ Uyk
∂
∂yk
)
+ U z
∂
∂z
,
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V =
n∑
k=1
(
V xk
∂
∂xk
+ V yk
∂
∂yk
)
+ V z
∂
∂z
.
De este modo podemos evaluar, por ejemplo,
φ(U) =
n∑
k=1
(
Uyk
∂
∂xk
− Uxk
∂
∂yk
+ Uxk xk
∂
∂z
)
.
La fo´rmula para φ(V ) es ana´loga. Luego, al tenerse α ◦ φ = 0, obtenemos
g(φ(U), φ(V )) =
n∑
i=1
(
(dxi)
2 + (dyi)
2
)
(φ(U), φ(V )) =
n∑
i=1
(Uyi V
y
i + U
x
i V
x
i )
= g(U, V )− α(U)α(V )
con lo cual g resulta compatible con φ. Adema´s se cumple
g(φ(U), V ) =
n∑
i=1
(Uyi V
y
i − Uxi V xi ) =
n∑
i=1
(dxi ∧ dyi) (U, V ) = dα(U, V )
con lo cual g es una me´trica asociada a α. Queda probado, entonces, que (φ,R, α, g) es una
estructura de contacto en R2n. Si bien se ha definido una estructura me´trica de contacto
en R2n+1, debemos advertir que esta no es la u´nica que existe en el espacio euclideano.
Ejemplo 3.1.7. Consideremos ahora la esfera de dimensio´n impar S2n+1 como subvariedad
de R2n+2, en el cual especificamos coordenadas rectangulares (x1, . . . , xn+1, y1, . . . , yn+1).
Como se vio en el ejemplo 2.1.4, la 1-forma
α =
n+1∑
i=1
(xidyi − yidxi)
restringida a la esfera es una forma de contacto en S2n+1. Denotamos a la forma de
contacto en la esfera por i∗α, donde i es la inclusio´n natural de S2n+1 en R2n+1. Sea R el
campo vectorial sobre R2n+2 dado por
R =
n+1∑
i=1
xi
∂
∂yi
−
n+1∑
i=1
yi
∂
∂xi
.
Al restrigir este campo a la esfera, obtenemos campo vectorial tangente a ella que resulta
ser el campo vectorial de Reeb asociado a i∗α.
Sea J la estructura casi compleja usual en R2n+2, dada por
J =
(
0 I
−I 0
)
,
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donde I es la matriz identidad (n+1)×(n+1), y sea pi : R2n+2−{0} −→ S2n+1 la proyeccio´n
radial. Definimos φ(X) = pi∗(J(X)). Como J(R) es normal a la esfera, tenemos φ(R) = 0.
Dado un punto y un vector v ∈ R2n+2, se cumple J(x) = −R (al identificar a x como
vector). La expresio´n para el tensor φ es
φx(v) = Jv − g(x, Jv) x|x|2 ,
donde g es la me´trica euclideana en R2n+2. En particular, si x ∈ S2n+1 y v ∈ TxS2n+1,
tenemos
φ2x(v) = φ(Jv − g(x, Jv)x) = J(Jv − g(x, Jv)x)− g(x, J(Jv − g(x, Jv)x))x
= −v + g(x, Jv)R− g(x,−v + g(x, Jv)R)︸ ︷︷ ︸
0
Jx.
Este u´ltimo te´rmino es cero debido a que v y R son tangentes a la esfera, mientras que x
es un vector normal. Notemos que se cumple g(x, Jv) = αx(v), luego la expresio´n anterior
se simplifica a
φ2(v) = −v + α(v)R.
De ello se obtiene que la terna (φ,R, i∗α), donde φ y R esta´n restringidos al espacio tangente
a la esfera, constituye una estructura casi de contacto en S2n+1.
Si consideramos la me´trica inducida g en la esfera, probaremos a continuacio´n que
(φ,R, i∗α, g) una estructura me´trica de contacto. Para ello debemos comprobar que g es
compatible con φ y es una me´trica asociada α. En efecto, para u, v ∈ TxS2n+1, se tiene
g(φx(u), φx(v)) = g(Ju− gx(x, Ju)x, Jv − g(x, Jv)x)
= g(Ju, Jv)− g(x, Jv)g(Ju, x)− g(x, Ju)g(x, Jv) + g(x, Ju)g(x, Jv)
= g(u, v)− αx(u)αx(v).
Equvalentemente, escribimos g(φ(X), φ(Y )) = g(X,Y )− α(X)α(Y ) para X,Y ∈ TS2n+1;
es decir, g es compatible. Adema´s se tiene
gx(φxu, v) = gx(Jxu− gx(x, Jxu)x, v) = gx(Ju, v) = dαx(u, v),
como puede comprobarse al calcular en coordenadas locales. As´ı, se tiene g(φ(X), Y ) =
dα(X,Y ). En resumen, (φ,R, i∗α, i∗g) resulta ser una estructura me´trica de contacto en
S2n+1.
Ejemplo 3.1.8. Dada (P, α) una variedad de contacto compacta con campo vectorial
de Reeb R regular, consideremos pi : P −→ M la fibracio´n de Boothby-Wang como en el
teorema 2.3.5, con (M,ω) variedad simple´ctica. Sea H una distribucio´n horizontal asociada
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a la fibracio´n. Como pi∗|Hp es biyectiva, para todo campo vectorial X en M existe un campo
vectorial p˜iX en P tal que se cumple p˜iX ∈ H y p˜i(pi∗X) = X.
Sea gˆ una me´trica asociada para ω y J la estructura casi compleja correspondiente.
Podemos definir, para X un campo vectorial en P , el tensor φ de tipo (1,1) dado por
φ(X) = p˜i(Jpi∗X). Notamos que, si X es horizontal, se tiene φ2(X) = −X; mientras que
si X ∈ kerpi∗ es vertical, se cumple φ2(X) = 0. Como el campo vectorial de Reeb R es
vertical, tenemos φ2 = −I+ α⊗R.
Definamos ahora una me´trica riemanniana g mediante
g = pi∗gˆ + α⊗ α.
Eata resulta compatible con φ por ser gˆ compatible con J . Adema´s, recordando que se
cumple dα = pi∗ω, tenemos
gp(φX, Y ) = gˆpi(p)(Jpi∗X,pi∗Y ) = ωpi(p)(pi∗X,pi∗Y ) = (pi∗ω)p(X,Y ) = dαp(X,Y ).
Luego (φ,R, α, g) es una estructura me´trica de contacto en P . Observemos que en este
caso R es un campo vectorial de Killing, ya que al satisfacerse pi∗R = 0, pi∗gˆ es constante
en la direccio´n de R. Una estructura me´trica de contacto cuyo campo vectorial de Reeb es
un campo vectorial de Killing recibe el nombre de estructura de K-contacto.
Proposicio´n 3.1.9. Sea (M,φ,R, α, g) una variedad me´trica de contacto. Entonces las
curvas integrales de R son geode´sicas.
Prueba. Sabemos que se cumple α(X) = g(X,R). En particular, se tiene g(R,R) = 1. Por
lo tanto, para todo campo vectorial X, tenemos 0 = ∇Xg(R,R) = 2g(∇XR,R). Adema´s,
por la condicio´n (C2) de la definicio´n 2.1.1, tenemos
0 = (£Rα)(X) = R(α(X))− α(£RX) = ∇Rg(X,R)− g(∇RX −∇XR,R)
= g(∇RX,R) + g(X,∇RR)− g(∇RX,R) + g(∇XR,R) = g(X,∇RR)
Luego se satisface ∇RR = 0 y las curvas integrales de R resultan geode´sicas.
3.2 Variedades de Sasaki
En esta seccio´n ampliaremos el concepto de estructura me´trica de contacto para definir
las estructuras de Sasaki. Estas son estructuras de contacto con la propiedad adicional de
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normalidad, lo cual significa que la estructura de contacto es en cierto modo integrable. Al
tomar en cuenta la condicio´n de que la 2-forma asociada a la estructura me´trica de contacto
coincide con la derivada exterior de la forma de contacto, las estructuras de Sasaki repre-
sentan un paralelo de las variedades de Ka¨hler en geometr´ıa de contacto. Empezaremos
por definir normalidad en estructuras casi de contacto.
Definicio´n 3.2.1. Sea (M,φ,R, α) una variedad casi de contacto y consideremos la varie-
dad M ×R. Podemos escribir los campos vectoriales en M ×R como (X, f ddt), donde t es
la coordenada en R y X es un campo vectorial en M . La funcio´n f : M × R −→ R es de
clase C∞. En M × R podemos definir el tensor J de tipo (1,1) mediante
J(X, f
d
dt
) =
(
φ(X)− fR, α(X) d
dt
)
.
Notemos que se cumple
J2(X, f
d
dt
) = J
(
φ(X)− fR, α(X) d
dt
)
=
(
φ(φ(X)− fR)− α(X)R,α(φ(X)− fR) d
dt
)
= (−X,−f d
dt
).
Por lo tanto J es una estructura casi compleja en M × R.
La torsio´n de Nijenhuis NA para un tensor diferenciable A de tipo (1,1) definido
sobre una variedad diferenciable M se define mediante
NA(X,Y ) = −A2[X,Y ] +A[AX,Y ] +A[X,AY ]− [AX,AY ].
No es dif´ıcil probar que la torsio´n NA de un tensor A es un tambie´n un tensor. En
particular, si ϕ : M −→ R es una funcio´n de clase C∞, entonces se cumple
NA(ϕX, Y ) = NA(x, ϕY ) = ϕNA(X,Y ).
Si la torsio´n de Nijenhuis de A es ide´nticamente nula, decimos que A es integrable. Si
la estructura casi compleja J es integrable, decimos que la estructura casi de contacto
(φ,R, α) es normal.
En la siguiente proposicio´n, buscaremos expresar la condicio´n de normalidad en
funcio´n del tensor estructural φ.
Proposicio´n 3.2.2. Sea (M,φ,R, α) una variedad casi de contacto. La estructura casi de
contacto (φ,R, α) es normal si y solo si
Nφ − dα⊗R = 0,
donde Nφ es la torsio´n de Nijenhuis del tensor φ.
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Prueba. Ya que NJ es un tensor de tipo (1,2) que es antisime´trico, este queda totalmente
determinado al ser evaluado en dos pares de campos vectoriales en M × R de la forma
((X, 0), (Y, 0)) y ((X, 0), (0, ddt)). Con ello, buscamos expresar la torsio´n NJ en te´rminos
de Nφ. Tenemos
NJ((X, 0), (Y, 0)) = [(X, 0), (Y, 0)] + J
([(
φ(X), α(X)
d
dt
)
, (Y, 0)
])
+ J
([
(X, 0),
(
φ(Y ), α(Y )
d
dt
)])
−
[(
φ(X), α(X)
d
dt
)
,
(
φ(Y ), α(Y )
d
dt
)]
.
Podemos expresar el primer sumando como
([X,Y ], 0) = (−φ2([X,Y ]) + α([X,Y ])R, 0)
Para expandir el segundo y el tercer sumando, observemos primero que se tiene[(
φ(X), α(X)
d
dt
)
, (Y, 0)
]
=
(
[φ(X), Y ],−Y (α(X)) d
dt
)
.
Al evaluar, obtenemos para el segundo te´rmino
J
([(
φ(X), α(X)
d
dt
)
, (Y, 0)
])
=
(
φ[φ(X), Y ] + Y (α(X))R,α([φ(X), Y ])
d
dt
)
.
Podemos trabajar de manera ana´loga para expandir el tercer te´rmino y obtenemos
J
([
(X, 0),
(
φ(Y ), α(Y )
d
dt
)])
=
(
φ[X,φ(Y )]−X(α(Y ))R,α([X,φ(Y )]) d
dt
)
.
Desarrollamos ahora el cuarto sumando:[(
φ(X), α(X)
d
dt
)
,
(
φ(Y ), α(Y )
d
dt
)]
=
(
[φ(X), φ(Y )], (φ(X)(α(Y ))− φ(Y )(α(X))) d
dt
)
.
Sumamos todos los te´rminos y utilizamos las fo´rmulas intr´ınsecas para la derivada exterior
y la derivada de Lie. La suma se reduce a
NJ((X,Y ), 0) =
(
Nφ(X,Y )− dα(X,Y )R, ((£φ(Y )α)(X)− (£φ(X)α)(Y ))
d
dt
)
.
Si NJ es nulo, entonces los tensores definidos por
N (1)(X,Y ) = Nφ(X,Y )− dα(X,Y )R
N (2)(X,Y ) = (£φ(Y )α)(X)− (£φ(X)α)(Y )
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tambie´n se anulan. Con esto se ha probado que NJ = 0 implica que N
(1) = Nφ − dα ⊗ R
se anula.
Para probar la implicacio´n contraria, evaluamos primero NJ((X, 0), (0,
d
dt)). Como
en el ca´lculo anterior, se tiene
NJ((X, 0), (0,
d
dt
)) = J
[(
φ(X), α(X)
d
dt
)
,
(
0,
d
dt
)]
+ J [(X, 0), (−R, 0)]
−
[(
φ(X), α(X)
d
dt
)
, (−R, 0)
]
;
ya que
[
(X, 0), (0, ddt)
]
= 0. Evaluamos los corchetes de Lie en cada te´rmino para obtener[(
φ(X), α(X)
d
dt
)
,
(
0,
d
dt
)]
= 0; [(X, 0), (−R, 0)] = (−[X,R], 0);
[(
φ(X), α(X)
d
dt
)
, (−R, 0)
]
=
(
−[φ(X), R], R(α(X)) d
dt
)
.
Adema´s, se tiene J(−[X,R], 0) = − ((φ([X,R]), α([X,R]) ddt). Sumando todos los te´rminos,
y utilizando la fo´rmula intr´ınseca de la derivada de Lie, la expresio´n buscada se reduce a
NJ((X, 0), (0,
d
dt
)) = −((£Rφ)(X), (£Rα)(X)).
Definimos ahora los tensores
N (3)(X) = (£Rφ)(X);
N (4)(X) = (£Rα)(X).
Observemos que J es integrable si y solo si todos los N (i) son nulos. La proposicio´n quedara´
probada si demostramos que N (1) = 0 implica N (i) = 0 para i = 2, 3, 4.
Primero probemos que N (1) = 0 implica N (4) = 0. Para ello evaluamos N (1)(X,R)
y obtenemos
0 = N (1)(X,R) = Nφ(X,R)− dα(X,R)R
= −φ2[X,R] + φ[φ(X), R] +R(α(X))R+ α([X,R])R
= [X,R]− α([X,R]) + φ[φ(X), R] +R(α(X))R+ α([X,R])R
= [X,R] + φ[φ(X), R] +R(α(X))R.
Al aplicar α a la u´ltima igualdad, y si tenemos en cuenta que α ◦ φ = 0 y X(α(R)) = 0,
usando la fo´rmula de derivada exterior obtenemos
0 = α([X,R]) +R(α(X)) = −dα(X,R) = −iRdα(X).
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Por la fo´rmula de Cartan, se tiene
(£Rα) = d(iRα)︸ ︷︷ ︸
0
+iRdα = 0.
De ello se concluye N (4) = 0.
Ahora demostramos la igualdad N (3) = 0. Por el ca´lculo anterior notamos que se
cumple
0 = N (1)(φ(X), R) = [φ(X), R]− φ[X,R] = φ((£Rφ)(X)) = −(£Rφ)(X) = −N (3)(X).
Por u´ltimo, demostramos N (2) = 0. Para ello notamos que, como α◦φ = 0, se sigue
α(Nφ(φ(X), Y )) = α(−[φ2(X), φ(Y )]. Luego,
0 = α(N (1)(φ(X), Y )) = α(−[φ2(X), φ(Y )])− dα(φ(X), Y )
= α([X,φ(Y )]− α([α(X)R,φ(Y )])− dα(φ(X), Y )
= α([X,φ(Y )])− α(α(X)[R,φ(Y )]− φ(Y )(α(X))R)− dα(φ(X), Y )
= α([X,φ(Y )] + φ(Y )(α(X))− α(X)α([R,φ(Y )]))− dα(φ(X), Y ).
Observemos que se tiene
(£φ(X)α)(Y ) = φ(X)(α(Y ))− α([φ(X), Y ]) = dα(φ(X), Y );
(£φ(Y )α)(X) = φ(Y )(α(X)) + α([X,φ(Y )]);
0 = dα(R,φ(Y )) = R(α(φ(Y ))︸ ︷︷ ︸
0
−φ(Y )(α(R))︸ ︷︷ ︸
0
−α([R,φ(Y )]).
Luego la expresio´n anterior se reduce a
0 = α(N (1)(φ(X), Y )) = (£φ(Y )α)(X)− (£φ(X)α)(Y ) = N (2)(X,Y ),
y queda probada la implicacio´n buscada.
Sera´ u´til en el futuro tener en cuenta las definiciones de los tensores N (1), N (2),N (3)
y N (4) que se especificaron en la demostracio´n anterior. Reescribimos a continuacio´n las
expresiones para cada uno de ellos con el objetivo de tenerlas a la mano.
N (1)(X,Y ) = Nφ(X,Y )− dα(X,Y )R;
N (2)(X,Y ) = (£φ(Y )α)(X)− (£φ(X)α)(Y );
N (3)(X) = (£Rφ)(X);
N (4)(X) = (£Rα)(X).
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De hecho, podemos caracterizar las estructuras me´tricas de contacto mediante N (2),N (3)
y N (4) de la siguiente manera.
Proposicio´n 3.2.3. Sea M una variedad de contacto y sea (φ,R, α, g) una estructura
me´trica de contacto asociada a M . Entonces los tensores N (4) y N (2) se anulan. Adema´s,
si la estructura es de K-contacto, es decir, el campo vectorial es de Killing, entonces N (3)
tambie´n se anula.
Prueba. En una estructura me´trica de contacto (φ,R, α, g), se satisface £Rα = 0, ya que
α es la forma de contacto y R es el campo vectorial de Reeb asociado a ella. As´ı, por
definicio´n, N (4)(X) = 0. Adema´s, se cumple
(£φ(X)α)(Y ) = φ(X)(α(Y ))− α(£φ(X)Y ) = dα(φ(X)Y ).
Por lo tanto, se obtiene
N (2)(X,Y ) = dα(φ(Y ), X)− dα(φ(X), Y )
= g(Y − α(Y )R,X) + g(−X + α(X)R, Y )
= g(Y,X)− g(X,Y )− α(Y )α(X) + α(X)α(Y ) = 0.
Si la estructura es de K-contacto, y como £Rdα = 0, se tiene
0 = (£Rdα)(X,Y ) = R(dα(X,Y ))− dα(£RX,Y )− dα(X,£RY )
= R(g(φ(X), Y ))− g(φ(£RX), Y )− g(φ(X),£RY )
= R(g(φ(X), Y ))− g(£Rφ(X), Y ) + g((£Rφ)(X), Y )− g(φ(X),£RY )
= (£Rg)(φ(X), Y ) + g((£Rφ)(X), Y ) = g((£Rφ)(X), Y ).
Como la igualdad se cumple para Y arbitrario, tenemos N (3)(X) = (£Rφ)(X) = 0.
Definicio´n 3.2.4. Sea M una variedad diferenciable y (φ,R, α, g) una estructura me´trica
de contacto. Decimos que (M,φ,R, α, g) es una variedad de Sasaki si (φ,R, α, g) es normal.
En tal caso, a la estructura me´trica de contacto se le conoce como estructura de Sasaki.
A continuacio´n daremos algunos ejemplos de variedades de Sasaki. Los siguientes
ejemplos demostrara´n que las estructuras me´tricas de contacto definidas en R2n+1 y S2n+1
en los ejemplos 3.1.6 y 3.1.7, respectivamente, son de Sasaki.
Ejemplo 3.2.5. Para demostrar que la estructura me´trica de contacto (φ,R, α, g) definida
en el ejemplo 3.1.6 es Sasaki, debemos probar que se cumple Nφ = dα⊗ R. Para calcular
Nφ, al ser este un tensor antisime´trico, basta evaluar las compenentes
Nφ(
∂
∂xi
,
∂
∂xj
); Nφ(
∂
∂yi
,
∂
∂yj
); Nφ(
∂
∂xi
,
∂
∂yj
); Nφ(
∂
∂xi
,
∂
∂z
); Nφ(
∂
∂yi
,
∂
∂z
).
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De hecho, todas ellas se anulan excepto la tercera. Debido a que los ca´lculos son muy
similares, calcularemos solo esta componente, cuyo ca´lculo es el ma´s elaborado. Tenemos
as´ı
Nφ(
∂
∂xi
,
∂
∂yj
) = −
[
∂
∂xi
,
∂
∂yj
]
+ φ
[
φ(
∂
∂xi
),
∂
∂yj
]
+ φ
[
∂
∂xi
, φ(
∂
∂yj
)
]
−
[
φ(
∂
∂xi
), φ(
∂
∂yj
)
]
= 0 + φ
[
− ∂
∂yi
+ xi
∂
∂z
,
∂
∂yj
]
︸ ︷︷ ︸
0
+φ
[
∂
∂xi
,
∂
∂xj
]
︸ ︷︷ ︸
0
−
[
∂
∂yi
+ xi
∂
∂z
,
∂
∂xj
]
= δij
∂
∂z
= dα(
∂
∂xi
,
∂
∂yj
)
∂
∂z
.
Como se tiene R = ∂∂z , se demuestra la condicio´n de normalidad. Por lo tanto, la estructura
es de Sasaki.
Ejemplo 3.2.6. Ahora demostraremos que la estructura me´trica de contacto definida en
S2n+1 en el ejemplo 3.1.7 es de Sasaki. Para ello usaremos una estrategia diferente que
en el ejemplo anterior. Consideremos S2n+1 × R+ ≈ R2n+2 − {0}. Probaremos que la
estructura casi compleja usual J en R2n+2 − {0} coincide con
Jˆ
(
X, f
d
dt
)
=
(
φ(X)− fR, α(X) d
dt
)
cuando X es un campo vectorial tangente a S2n+1 y f ddt es normal a la esfera, donde
f : R2n+2 − {0} −→ R es una funcio´n real de clase C∞. Para ello consideremos un punto
x ∈ R2n+2 y un vector v ∈ TR2n+2. Descompongamos v en su componente tangencial vt
y su componente normal vn al hiperplano determinado por x. Estas componentes esta´n
dadas, respectivamente, por
vt = v − g(x, v) x|x|2 ,
vn = g(x, v)
x
|x|2 .
Tenemos Jv = J(vt + vn). As´ı,
Jvt =
(
Jv − g(Jv, x) x|x|2 + g(x, v)
R
|x|2 ,−g(Jv, x)
x
|x|2
)
= (φ(v) + vnR,α(v)) = (φ(vt), α(v))
donde el primer te´rmino en el pare´ntesis representa la componente tangencial y el segundo
la componente normal al hiperplano normal a x. Asimismo se tiene
Jvn = (−vnR, 0).
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Por lo tanto se consigue Jv = (φ(vt) − vnR,α(v)) = Jˆv. Como J es integrable, por la
definicio´n 3.2.1 queda probado que la estructura definida en la esfera es de Sasaki.
Es natural preguntarse si la estructura me´trica de contacto definida para la fibracio´n
de Boothby-Wang en el ejemplo 3.1.8 es de Sasaki. De hecho, en general, no lo es, si bien
ya hemos probado que es de K-contacto. En [Mo64] se demuestra que esta estructura es
de Sasaki si y solo si la estructura simple´ctica del espacio base proviene de una forma de
Ka¨hler. El siguiente ejemplo corrobora esta afirmacio´n.
Ejemplo 3.2.7. Sea (P, α) una variedad de contacto compacta y regular de dimensio´n
2n+1 y sea R el campo vectorial de Reeb asociado a α. Por el teorema de Boothby-Wang,
P es el espacio total de un fibrado circular principal sobre una variedad simple´ctica (M,ω).
Sea pi la proyeccio´n de este fibrado y J una estructura casi compleja sobre M . Definimos
φ y g sobre P de la misma manera que en el ejemplo 3.1.8, de modo que (P, φ,R, α, g)
resulta una variedad me´trica de contacto. Al tenerse £Rφ = 0, se logra
Nφ(R,X) = −φ2[R,X] + φ[R,φ(X)] = −φ((£Rφ)(X)) = 0.
Recordemos que el tensor estructural φ fue definido mediante φ = p˜iJpi∗, donde p˜i
es la inversa de pi∗ restringida a kerα. Calculamos el tensor N (1) asociado a φ. Para X, Y
campos vectoriales horizontales en P tenemos
N (1)(X,Y ) = Nφ(X,Y )− dα(X,Y )
= −p˜iJ2pi∗[X,Y ] + p˜iJ2pi∗[p˜iJ2pi∗(X), Y ]
+ p˜iJ2pi∗[x, p˜iJ2pi∗(Y )]− [p˜iJ2pi∗(X), p˜iJ2pi∗(Y )]− dα(X,Y ).
Si notamos la igualdad p˜i[X,Y ] = h[p˜i(x), p˜i(Y )], donde h es la proyeccio´n horizontal, pode-
mos descomponer el factor [p˜iJ2pi∗(X), p˜iJ2pi∗(Y )] en su componente horizontal p˜i[Jpi∗(X),
Jpi∗Y ] y vertical α([p˜iJ2pi∗(X), p˜iJ2pi∗(Y )])R. Luego la expresio´n anterior se reduce a
N (1)(X,Y ) = p˜iNJ(X,Y )− α([p˜iJ2pi∗(X), p˜iJ2pi∗(Y )])R− dα(X,Y ).
Pero, como se observa directamente de la fo´rmula intr´ınseca para la derivada exterior y
la compatibilidad de la me´trica, se tiene α([φ(X), φ(Y )] = −dα(X,Y ). As´ı, obtenemos
N (1) = p˜iNJ . Se deduce que φ sera´ normal si y solo si J es integrable. Por lo tanto, en una
fibracio´n de Boothby-Wang, un espacio base de Ka¨hler esta´ asociado a una estructura de
Sasaki en el espacio total.
3.3 Simplectizacio´n co´nica y cil´ındrica
En esta seccio´n daremos una definicio´n alternativa de variedad de Sasaki en te´rminos del
cono me´trico. La definicio´n de normalidad en la seccio´n anterior puede interpretarse como
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equivalente a que el cilidro me´trico sea una variedad compleja. Nuestro objetivo sera´
relacionar ambas definiciones; para ello comenzaremos por deducir algunas propiedades
de cono me´trico de una variedad diferenciable en funcio´n de las estructuras de contacto
definidas en ella.
Definicio´n 3.3.1. Sea M una variedad diferenciable con una me´trica riemanniana g
definida sobre ella. El cilindro me´trico asociado a (M, g) es la variedad riemanniana
(K(M), gK), donde K(M) = M × R y gK = dt2 + pi∗g, donde t representa la coordenada
real y pi es la proyeccio´n del cilindro sobre M . Ana´logamente, definimos el cono me´trico
asociado a (M, g) como la variedad riemanniana (C(M), gC), donde C(M) = M × R+ y
gC = dr
2 + r2pi∗g, donde r es la coordenada real positiva. No habra´ riesgo de confusio´n si
denotamos tambie´n por pi la proyeccio´n del cono sobre M .
Observemos que en el cono me´trico podemos definir un grupo uniparame´trico de
homotecias {ψλ}λ∈R que actu´a por la izquierda en el cono mediante
ψλ :C(M) −→ C(M)
(x, r) 7−→ (x, λr).
Es directo comprobar que la me´trica co´nica gC es homoge´nea de grado 2 bajo ψλ, pues
satisface ψ∗λgC = λ
2gC . Como la accio´n del grupo es en esencia multiplicacio´n por un
nu´mero, el a´lgebra de Lie es la recta real. La accio´n del grupo esta´ generada por
σ(p,r)(1) =
d
dt
(p, etr)|t=0 = (0, r) = r d
dr
.
Proposicio´n 3.3.2. Sea M una variedad diferenciable de dimensio´n impar y sea (φ,R, α, g)
una estructura me´trica casi de contacto definida en M . Entonces se cumple lo siguiente:
(1) existe una estructura casi compleja J en K(M), de modo que gK es hermitiana y
compatible con J ;
(2) existe una estructura casi compleja I en C(M), de modo que gC es hermitiana y
compatible con I.
Adema´s, si la estructura casi de contacto es normal, tanto J como I son integrables.
Prueba. Para demostrar (1), basta, como es usual definir
J(X, f
d
dt
) = (φ(X)− fR, α(X) d
dt
).
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Ya hemos comprobado, en la definicio´n 3.2.1 que J es una estructura casi compleja. Clara-
mente gK es una me´trica riemanniana. Solo debemos probar la compatibilidad:
gK(J(X, f
d
dt
), J(Y, h
d
dt
)) = α(X)α(Y ) + g(φ(X)− fR, φ(Y )− hR)
= α(X)α(Y ) + g(X,Y )− α(X)α(Y ) + f · g
= g(X,Y ) + f · g = gK((X, f d
dt
), (Y, h
d
dt
)).
La demostracio´n de (2) es ana´loga si definimos la estructura casi compleja I en C(M)
mediante
I(X, fr
d
dr
) = (φ(X)− fR, α(X)r d
dr
).
Si la estructura casi de contacto es normal, las estructuras casi complejas definidas
son integrables por la definicio´n 3.2.1.
A continuacio´n veremos que, bajo ciertas condiciones, el rec´ıproco de la proposicio´n
anterior tambie´n se cumple.
Proposicio´n 3.3.3. Sea (M, g) una variedad riemanniana y supongamos que el cilindro
me´trico (K(M), gK) y el cono me´trico (C(M), gC) admitan estructuras casi complejas J e
I compatibles con las me´tricas respectivas. Denotemos, como es usual, la coordenada real
del cilindro por t y la coordenada real del cono por r. Entonces se cumple lo siguiente.
(1) Si R = J( ddt) es un campo vectorial tangente a M que no se anula en ningu´n punto,
entonces M admite una estructura me´trica casi de contacto.
(2) Si R = I(r ddr ) es un campo vectorial tangente a M que no se anula en ningu´n punto,
entonces M admite una estructura me´trica casi de contacto.
Prueba. Con R = J( ddt), definimos en el cilindro la forma diferencial αˆ(X) = gK(R,X).
Observamos que se cumple αˆ(R) = gK(R,R) = gK(
d
dt ,
d
dt) = 1. De forma natural, podemos
definir la forma α = i∗αˆ sobre M , donde i es la inmersio´n de M en su cilindro. Si LR es
el fibrado de rectas generado por R, tenemos TK(M) = kerα⊕ LR. Definimos
φ(X) =
{
J(X) si X ∈ kerα
0 si X ∈ LR,
y observamos que se cumple φ2 = −I+ α⊗R. As´ı, como en la proposicio´n 3.1.2, se tiene
α ◦ φ = 0 y φ(R) = 0. Para probar (1) debemos comprobar la igualdad g(φ(X), φ(Y )) =
49 3.3. SIMPLECTIZACIO´N CO´NICA Y CILI´NDRICA
g(X,Y )− α(X)α(Y ). Para ello, supongamos primero X,Y ∈ kerα ∩ TM . Por la compa-
tibilidad de gK tenemos entonces
g(X,Y ) = gK(J(X, 0), J(X, 0)) = g(φ(X), φ(Y )).
Ahora, si X ∈ kerα ∩ TM , tenemos g(X,R) − α(X)α(R) = α(X) − α(X) = 0 =
g(φ(X), φ(R)). Por u´ltimo, obtenemos g(R,R)− α(R)α(R) = 0 = g(φ(R), φ(R)).
En el caso del cono,para R = I(r ddr ), definimos αˆ(X) =
1
r2
gC(R,X). La forma α y
el tensor estructural φ se definen manera totalmente ana´loga al cilindro. La demostracio´n
para el cono resulta ser, entonces, casi ide´ntica al caso del cilindro.
La ventaja de utilizar el cono me´trico radica en que podemos calcular la forma casi
de contacto α de la siguiente manera. Definamos en el cono una 1-forma αˆ mediante
αˆ = dc log r = I(d log r) = i(∂¯ − ∂) log r,
donde dcβ = I ◦β para una forma diferencial β de grado 1. De hecho, αˆ es la misma forma
diferencial definida en la proposicio´n anterior. En efecto, tenemos
I(d log r)(R) =
dr
r
(−I(R)) = dr
r
(r
d
dr
) = 1 = αˆ(R);
I(d log r)(X) =
dr
r
(−I(X)) = 0 = αˆ(X); si X ∈ kerα;
I(d log r)(r
d
dr
) =
dr
r
(R) = 0 = αˆ(r
d
dr
).
Finalmente se tiene α = i∗αˆ, donde i es la inmersio´n de la variedad en su cono me´trico.
En la proposicio´n 2.1.6 vimos que el cilindro M × R de una variedad de contacto
(M,α) es una variedad simple´ctica. Es directo constatar que, al revertir los pasos involu-
crados en la proposicio´n, se obtiene el rec´ıproco. Adema´s, se tiene una simplectizacio´n
similar para el cono que veremos a continuacio´n.
Proposicio´n 3.3.4. (Simplectizacio´n).Dada una variedad M y una 1-forma diferencial α
definida en M . Las siguientes afirmaciones son equivalentes.
(1) (M,α) es una variedad de contacto.
(2) (K(M), d(etpi∗α)) es una variedad simple´ctica, donde t representa la coordenada en R
y pi : K(M) −→M es la proyeccio´n natural.
(3) (C(M), d(r2pi∗α)) es una variedad simple´ctica, donde r representa la coordenada en R
y pi : C(M) −→M es la proyeccio´n natural.
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Prueba. Ya hemos probado la equivalencia entre (1) y (2). Probaremos ahora la equivalen-
cia entre (1) y (3). Por un lado, si dimM = 2n+ 1, bastara´ probar que se tiene ωn+1 6= 0.
En efecto, un ca´culo directo conduce a
ωn+1 = (r2dpi∗α+ 2rdr ∧ pi∗α)n+1 = nrn+2dr ∧ pi∗α ∧ (dpi∗α)n 6= 0.
La implicacio´n contraria se demuestra de manera similar, simplemente revirtiendo los pasos
en los ca´lculos.
Nos interesa ahora saber que´ estructura tiene el cono me´trico de una variedad
me´trica de contacto, en particular cuando la variedad es de Sasaki. La siguiente proposicio´n
nos muestra la relacio´n buscada entre este tipo de variedades y su cono me´trico.
Proposicio´n 3.3.5. Se tiene que (M,φ,R, α, g) es una variedad me´trica de contacto si
y solo si existe una me´trica compatible gˆ en M de modo que la me´trica co´nica gC =
dr2 +r2gˆ es una me´trica asociada en el cono simple´ctico (C(M), 12d(r
2pi∗α)). Por lo tanto,
la variedad me´trica de contacto es de Sasaki si y solo si el cono simple´ctico es una variedad
de Ka¨hler.
Prueba. Sea la estructura de contacto (φ,R, α, g) en M . Tomemos la me´trica gˆ sobre M
dada por gˆ = g2 +
1
2α ⊗ α. Al ser g compatible y asociada a α, es decir, al satisfacerse
g(φ(X), Y ) = dα(X,Y ), resulta que gˆ tambie´n es compatible y cumple gˆ(φ(X), Y ) =
1
2dα(X,Y ). Por lo tanto, podemos expresar gˆ como
gˆ = α⊗ α− 1
2
dα ◦ (φ⊗ I).
Si definimos la estructura casi compleja I como en la proposicio´n 3.3.2 y observamos que
se cumple gˆ(R, Y ) = α(Y ), tenemos
gC(I(X, fr
d
dr
), (Y, hr
d
dr
)) = gC((φ(X)− fR, α(X)r d
dr
), (Y, hr
d
dr
))
= hr2α(X) + r2(
1
2
dα(X,Y )− fα(Y ))
= rdr ∧ pi∗α(I(X, fr d
dr
), (Y, hr
d
dr
))
− r
2
2
pi∗dα(I(X, fr
d
dr
), (Y, hr
d
dr
)).
Por lo tanto se tiene
gC ◦ (I ⊗ I) = rdr ∧ pi∗α+ r
2
2
pi∗dα =
1
2
d(r2pi∗α).
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Adema´s gC es hermitiana como se vio en la proposicio´n 3.3.2. En particular, si I es
integrable, es decir, si (φ,R, α, g) es de Sasaki, entonces el cono simple´ctico es una variedad
de Ka¨hler. Al recordar la igualdad
pi∗α = dc log r = i(∂¯ − ∂) log r,
la forma de Ka¨hler ω en el cono puede calcularse mediante
ω = d(r2dc log r) = d(rdcr) =
1
2
ddcr2 = i∂∂¯r2.
La afirmacio´n rec´ıproca se demuestra al definir φ, α y R de la misma manera que
en la proposicio´n 3.3.3, y trabajando por casos. Por ejemplo, si X ∈ kerα, tenemos
gC(I(X, 0), (Y, 0)) = r
2gˆ(IX, Y ) = r2gˆ(φ(X), Y ) =
r2
2
dα(X,Y ).
Se procede de manera similar si X esta´ en el fibrado lineal generado por R. Al definir
g = 2gˆ − α ⊗ α, se obtiene que (φ,R, α, g) es una estructura me´trica de contacto sobre
M .
Cap´ıtulo 4
Estructuras de contacto en
variedades de Brieskorn
4.1 Links en hipersuperficies complejas
En esta seccio´n introduciremos el concepto de link en una hipersuperficie compleja. Es-
tos esta´n constituidos por la interseccio´n de una variedad algebraica con esferas de radio
pequen˜o alrededor de un punto singular. Si el radio es suficientemente pequen˜o, veremos
que el teorema de fibracio´n de Milnor nos garantiza que la interseccio´n es una variedad
diferenciable compacta y conexa. En algunos links es posible construir estructuras de
Sasaki como la restriccio´n natural de la estructura en la esfera. Esto sera´ posible, en par-
ticular, en las variedades de Brieskorn que surgen como el link asociado a los polinomios
de Brieskorn-Pham.
Definicio´n 4.1.1. Sea f un polinomio en n + 1 variables complejas (z1, z2, . . . , zn+1) ∈
Cn+1, de modo que las derivadas parciales ∂f∂zi no son ide´nticamente nulas para todo i =
1, . . . , n + 1. El conjunto de ceros del polinomio es denotado por Vf y constituye una
hipersuperficie compleja en Cn+1. Sea w un punto en Vf y sea S2n+1ε (w) la esfera de radio
ε centrada en w. La interseccio´n
Lf = Vf ∩ S2n+1ε (w)
recibe el nombre de link asociado a f de radio ε. En su tratado sobre singularidades en
hipersuperficies complejas, Milnor prueba que el link asociado a un polinomio f es una
variedad diferenciable compacta. Enunciamos a continuacio´n su famoso teorema que ad-
mitimos sin demostracio´n. La teor´ıa que se debe desarrollar para demostrar este resultado
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es extensa y puede consultarse en el texto original de Milnor [Mi68].
Teorema 4.1.2. (Fibracio´n de Milnor). Sea f un polinomio en n + 1 variables com-
plejas (z1, z2, . . . , zn+1) ∈ Cn+1 tal que sus derivadas parciales de primer orden no son
ide´nticamente nulas . Sea Lf (ε) el link de radio ε asociado a f y sea w ∈ Vf , donde
Vf es el conjunto de ceros de f . Entonces existe δ tal que para todo ε < δ la aplicacio´n
φ : S2n+1ε − Lf (ε) −→ S1 dada por
φ(z) =
f(z)
|f(z)|
es la aplicacio´n proyeccio´n de un fibrado diferenciable, donde en particular cada fibra es
diferenciable. Si w es un punto singular de f , cada fibra F tiene el tipo de homotop´ıa de
un bouquet de esferas de dimensio´n n y es homoto´picamente equivalente a su clausura F¯ .
El borde ∂F¯ es igual a Lf (ε) y es una variedad compacta, diferenciable, (n−2)−conexa de
dimensio´n 2n− 1.
No sera´ necesario utilizar el teorema de fibracio´n de Milnor en su totalidad. Sera´
suficiente notar que este teorema garantiza que el link asociado a un polinomio f es una
variedad diferenciable y compacta de dimensio´n 2n − 1. De hecho, es posible construir
estructuras de Sasaki en una gran variedad de links; en particular contruiremos este tipo
de estructura en las llamadas variedades de Brieskorn.
Definicio´n 4.1.3. Un polinomio de Brieskorn-Pham en n + 1 variables complejas
z = (z1, . . . , zn+1) es un polinomio de la forma p(z) = z
a1
1 + · · ·+ zan+1n+1 , donde a1, . . . , an+1
son enteros positivos. Un link de radio unitario asociado a un polinomio de Brieskorn-Pham
recibe el nombre de variedad de Brieskorn. Las variedades de Brieskorn son diferencia-
bles y compactas. Adema´s una variedad de Brieskorn de dimensio´n 2n− 1 es subvariedad
de la esfera unitaria S2n+1. Si una variedad de Brieskorn B de dimensio´n 2n − 1 es el
link unitario asociado al polinomio p(z) = za11 + · · · + zan+1n+1 , entonces la denotaremos por
B2n−1(a1, . . . , an+1).
Ejemplo 4.1.4. Veremos a continuacio´n un ejemplo de variedad de Brieskorn de dimensio´n
1. Estas representan curvas de dimensio´n 1 en R4. ConsideremosB1(2, 1) como subvariedad
compleja de C2. Un punto (z1, z2) ∈ B1(2, 1) debe cumplir las ecuaciones
z21 + z2 = 0,
z1z¯1 + z2z¯2 = 1.
Si consideramos las variables reales (x1, x2, y1, y2), donde z1 = x1 + iy1 y z2 = x2 + iy2,
tenemos que para (x1, x2, y1, y2) ∈ B1(2, 1) se cumple
x21 − y21 + x2 = 0;
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2x1y1 + y2 = 0;
x21 + x
2
2 + y
2
1 + y
2
2 = 1.
Al reemplazar y simplificar, obtenemos
(x21 + y
2
1)
2 + x21 + y
2
1 = 1.
Observamos que B1(2, 1) es una curva regular cerrada en R4 parametrizada por las ecua-
ciones 
x1 =
√
λ cos θ
x2 = λ cos 2θ
y1 =
√
λ sin θ
y2 = −λ sin 2θ,
donde θ ∈ [0, 2pi] y λ =
√
5−1
2 .
Ejemplo 4.1.5. B3(1, 1, 1) es una hipersuperficie compleja de dimensio´n real 3 en C3. En
efecto, como en el ejemplo anterior, un punto (z1, z2, z3) ∈ B3(1, 1, 1) cumple
z1 + z2 + z3 = 0,
z1z¯1 + z2z¯2 + z3z¯3 = 1.
As´ı, si zj = xj + iyj , para j = 1, 2, 3, tenemos
x1 + x2 + x3 = 0
y1 + y2 + y3 = 0
x21 + x
2
2 + x
2
3 + y
2
1 + y
2
2 + y
2
3 = 1.
Por lo tanto, al reemplazar y completar cuadrados llegamos a(
x1 +
x2
2
)2
+
3
4
x22 +
(
y1 +
y2
2
)2
+
3
4
y22 =
1
2
.
No existe una parametrizacio´n global para B3(1, 1, 1). Sin embargo, es posible cubrirla con
parametrizaciones locales. Por ejemplo, en el abierto de B3(1, 1, 1) dado por su interseccio´n
con
U =
{
(x1, y1, x2, y2, x3, y3) ∈ R6;xi > 0, yi > 0, i = 1, 2, 3
}
podemos expresar una parametrizacio´n mediante
x1 =
1
2 cosϑ cos θ −
√
2
3 cosϑ sin θ
x2 =
√
2
3 cosϑ sin θ
x3 = −12 cosϑ cos θ
y1 =
1
2 sinϑ cos η −
√
2
3 sinϑ sin η
y2 =
√
2
3 sinϑ sin η
y3 = −12 sinϑ cos η,
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donde ϑ ∈ (0, pi2 ), θ ∈ (pi2 − tan−1
√
3
8 , pi) y η ∈ (pi2 − tan−1
√
3
8 , pi).
Nuestro intere´s principal sera´ obtener estructuras de Sasaki en las variedades de
Brieskorn. Para ello, podemos valernos del siguiente resultado de Okumura dado en
[Ok68], en cuak afirma que bajo ciertas condiciones la restriccio´n de una estructura me´trica
de contacto a una subvariedad es una estructura me´trica de contacto sobre la misma.
Proposicio´n 4.1.6. (Okumura). Sea (M,φ,R, α, g) una variedad de Sasaki y N una
subvariedad diferenciable inmersa en M . Sea i : N −→ M la inclusio´n de N en M .
Supongamos que se cumplen las siguientes condiciones.
(OK1) El campo vectorial R restringido a N , denotado por R|N , es tangente a N .
(OK2) φ(TpN) ⊂ TpN para todo punto p ∈ N .
Entonces (N,φ|N , R|N , i∗α, i∗g), donde φ|N representa la restriccio´n de φ a la subvariedad
N , es una variedad de Sasaki.
Prueba. Las condiciones (OK1) y (OK2) garantizan que las restricciones φN y RN esta´n
bien definidas en N . Tambie´n quedan bien definidos i∗α y i∗g. Adema´s, por tratarse de
restricciones a una subvariedad inmersa, RN , φN , i
∗α y i∗g satisfacen las mismas relaciones
que φ, R, α y g. Por lo tanto constituyen una estructura de Sasaki en N .
Notemos que podr´ıamos haber usado esta propiedad para demostrar que la esfera
de dimensio´n impar es de Sasaki. Sin embargo, resulto´ ilustrativo construir a estructura de
Sasaki de manera expl´ıcita. Esto resultara´ particularmente u´til porque las variedades de
Brieskorn heredara´n la estructura de Sasaki de la esfera en donde esta´n inmersas. Sin em-
bargo, en general, la estructura de Sasaki que construimos en el ejemplo 3.2.6 no cumplira´
(OK1) y (OK2) con respecto a la variedad de Brieskorn. No obstante, sera´ posible defor-
mar la estructura de manera que las condiciones se cumplan, como veremos en la siguiente
seccio´n.
4.2 Deformaciones de estructuras de Sasaki
En esta seccio´n se desarrollara´ el me´todo seguido por Takahashi en [Ta78] para construir
nuevas estructuras de Sasaki en una variedad a partir de una estructura de Sasaki pre-
existente. El proceso recibe el nombre de deformacio´n de estructuras de Sasaki, y es de
particular utilidad para construir estructuras de este tipo en subvariedades inmersas. En
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particular, el me´todo nos permitira´ construir estructuras de Sasaki en las variedades de
Brieskorn.
Proposicio´n 4.2.1. (Takahashi) Sea (M,φ,R, α, g) una variedad de Sasaki y sea S un
campo vectorial diferenciable sobre M que satisface las siguientes condiciones.
(TK1) £Sg = 0
(TK2) [S,R] = 0
(TK3) 1 + α(S) > 0
Entonces la estructura (φ˜, R˜, α˜, g˜) dada por
R˜ = R+ S,
α˜ = (1 + α(S))−1α,
φ˜(X) = φ(X − α˜(X)R˜),
g˜(X,Y ) = (1 + α(S))−1g(X − α˜(X)R˜, Y − α˜(Y )R˜) + α˜(X)α˜(Y ),
donde X e Y son campos vectoriales diferenciables en M , es tambie´n una estructura de
Sasaki. Diremos que (φ˜, R˜, α˜, g˜) es la estructura deformada asociada a (φ,R, α, g)
generada por campo vectorial S.
Prueba. Es evidente que α˜ es una forma de contacto sobre M . Para demostrar que la
estructura (φ˜, R˜, α˜, g˜) es de Sasaki bastara´ verificar una a una las siguientes condiciones:
(1) α˜(R˜) = 1,
(2) £R˜α˜ = 0,
(3) φ˜2(X) = −X + α˜(X)R˜,
(4) g˜(φ˜(X), φ˜(Y )) = g˜(X,Y )− α˜(X)α˜(Y ),
(5) dα˜(X,Y ) = g˜(φ˜(X), Y ),
(6) Nφ˜(X,Y ) = dα˜(X,Y )R˜,
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donde X e Y son campos vectoriales diferenciables arbitrarios en M y Nφ˜ es la torsio´n de
Nijenhuis de φ˜. La demostracio´n de la proposicio´n se realizara´ paso a paso.
Demostracio´n de (1): Evidente de la definicio´n.
Demostracio´n de (2): Demostraremos primero que se cumple £R˜φ = 0 y £R˜α = 0. Como
en la demostracio´n de la proposicio´n 3.2.3, y al usar (TK1), se observa que se tiene
(£R˜dα)(X,Y ) = g((£R˜φ)(X), Y ).
Si tomamos X ∈ kerα, se comprueba de manera directa que se cumple (iR˜dα)(X) =
dα(X, R˜) = α(Nφ(X, R˜)) = 0. Un argumento similar muestra (iR˜dα)(R) = 0. Entonces
se obtiene £R˜dα = d(iR˜dα) = 0. As´ı, inferimos £R˜φ = 0. Por la linealidad de φ y por
(TK2), conseguimos
0 = (£R˜φ
2)(X) = £R˜α(X)R+ α(X) [R˜, R]︸ ︷︷ ︸
0
;
por lo tanto, se satisface £R˜α = 0. Se desprende la igualdad £R˜α˜ = (1+α(S))
−1£R˜α = 0.
Demostracio´n de (3): Tomemos X ∈ ker α˜ = kerα. En tal caso, y como se cumple
φ˜(X) = φ(X) y ˜φ(X) ∈ ker α˜, tenemos φ˜2(X) = φ2(X) = −X. Por otro lado, tenemos
φ˜(R˜) = φ(R˜− α˜(R˜)R˜) = φ(R˜− R˜) = 0. Con ello el tensor φ˜ queda determinado.
Demostracio´n de (4): Debemos probar que g˜ es compatible con φ˜. Observemos que se
cumple
g˜(φ˜(X), φ˜(Y )) = (1 + α(S))−1g(φ˜(X)− α˜(φ˜(X)), φ˜(Y )− α˜(φ˜(Y ))) + α˜(φ˜(X))α˜(φ˜(Y )).
Al cumplirse α˜ ◦ φ˜ = 0, tenemos
g˜(φ˜(X), φ˜(Y )) = (1 + α(S))−1g(φ˜(X), φ˜(Y )) = (1 + α(S))−1g(φ(X − α˜(X)R˜, φ(Y − α˜(Y )R˜))
= (1 + α(S))−1
[
g(X − α˜(X)R˜, Y − α˜(Y )R˜)− α(X − α˜(X)R˜)α(Y − α˜(Y )R˜)
]
.
La u´ltima igualdad se deduce de la compatibilidad de g. Ahora, notemos que al satisfacerse
α(X − α˜(X))R˜ = α(X)− α˜(X)α(R+ S) = α(X)− α˜(X)− α(S)α˜(X) = 0, tenemos
g˜(φ˜(X), φ˜(Y )) = (1 + α(S))−1g(X − α˜(X)R˜, Y − α˜(Y )R˜) = g˜(X,Y )− α˜(X)α˜(Y ).
As´ı, g˜ resulta compatible con φ˜.
Demostracio´n de (5): Tomemos X, Y ∈ kerα. Entonces se tiene
dα˜(X,Y ) = −α˜([X,Y ]) = −(1 + α(S))−1α([X,Y ]) = (1 + α(S))−1g(φ(X), Y )
= (1 + α(S))−1g(φ˜(X), Y ) = g˜(φ˜(X), Y ).
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Por otro lado, para X ∈ kerα, se tiene dα˜(R˜,X) = −α˜([R˜,X]) = (£R˜α˜)(X) = 0 =
g˜(φ˜(R˜), X).
Demostracio´n de (6): Tomemos X, Y ∈ kerα. Entonces, dado que se cumple φ(X) = φ˜(X)
y φ(Y ) = φ˜(Y ), tenemos
Nφ˜(X,Y ) = −φ˜2[X,Y ] + φ˜([φ(X), Y ]) + φ˜([X,φ(Y )])− [φ(X), φ(Y )]
= Nφ(X,Y )− α([X,Y ])R− α˜([X,Y ])R˜− φ(α˜([φ(X), Y ])R˜+ α˜([X,φ(Y )])R˜)
= −α˜([X,Y ])R˜+ (1 + α(S))−1N (2)(X,Y )φ(R˜) = dα˜(X,Y )R˜,
donde N (2) es el tensor definido en la proposicio´n 3.2.2. Por otro lado, si X ∈ kerα,
entonces se verifica
Nφ˜(R˜,X) = [R˜,X]− φ˜([R˜, φ(X)]) = φ˜((£R˜φ˜)(X)).
Bastara´ probar entonces que se tiene £R˜φ˜ = 0. En efecto, se cumple
(£R˜φ˜)(X) = £R˜φ(X − α˜(X)R˜)− φ˜([R˜,X])
= (£R˜φ)(X − α˜(X)R˜)︸ ︷︷ ︸
0
+φ([R˜,X − α˜(X)R˜])− φ([R˜,X])− α˜([R˜,X])︸ ︷︷ ︸
0
R˜) = 0
Ejemplo 4.2.2. Tomemos coordenadas (x1, . . . , xn+1, y1, . . . , yn+1) en R2n+2. Recordemos
que en la esfera Sn+1 ⊂ R2n+2 la estructura de Sasaki usual (φ,R, α, g) esta´ dada por
φ = pi∗J,
donde pi : R2n+2 −→ S2n+1 es la proyeccio´n radial,
R =
n+1∑
i=1
(
xi
∂
∂yi
− yi ∂
∂xi
)
,
por la restriccio´n a la esfera de
α =
n+1∑
i=1
(xidyi − yidxi)
y la restriccio´n de la me´trica euclideana g en R2n+2. Los campos vectoriales de la forma
xk
∂
∂yk
− yk ∂∂xk son campos de Killing de g. As´ı, al definir
S =
n+1∑
i=1
(ri − 1)
(
xi
∂
∂yi
− yi ∂
∂xi
)
,
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donde los ri son nu´meros reales, observamos directamente que se cumplen (TK1) y (TK2).
Si exigimos
n+1∑
i=1
ri(x
2
i + y
2
i ) > 0,
se cumplen las condiciones de la proposicio´n 4.2.1 y por lo tanto la estructura deformada
asociada a S sera´ tambie´n una estructura de Sasaki sobre la esfera.
4.3 Estructuras de Sasaki en variedades de Brieskorn
En esta seccio´n utilizaremos el resultado de Takahashi para mostrar que existe una estruc-
tura deformada en la esfera que induce una estructura de Sasaki sobre las variedades de
Brieskorn inmersas en ella. Con este resultado, procederemos a dar ejemplos expl´ıcitos de
tales estructuras.
Proposicio´n 4.3.1. Toda variedad de Brieskorn admite una estructura de Sasaki.
Prueba. Consideremos el polinomio de Brieskorn-Pham dado por F (z) = za11 + · · · +
z
an+1
n+1 , donde z = (z1, . . . , zn+1). La variedad de Brieskorn asociada esta´ dada por B =
B2n−1(a1, . . . , an+1) = S2n+1 ∩ F−1(0). En el ejemplo 4.2.2 se vio que
S =
n+1∑
i=1
(
A
aj
− 1)
(
xi
∂
∂yi
− yi ∂
∂xi
)
,
donde A es el mı´nimo comu´n mu´ltiplo de los enteros aj , genera una deformacio´n de la
estructura de Sasaki usual en la esfera, que denotamos por (φ,R, α, g). Tomamos en S2n+1
la deformacio´n de la estructura de Sasaki asociada al campo vectorial S, y denotamos a la
estructura deformada por (φ˜, R˜, α˜, g˜). En este caso podemos expresar R˜ y α˜ por
R˜ =
n+1∑
i=1
A
aj
(
xi
∂
∂yi
− yi ∂
∂xi
)
,
α˜ =
n∑
i=1
K−1(xidyi − yidxi)
donde K =
∑n
i=1
A
ai
(x2i + y
2
i ). Probaremos que la restriccio´n de esta estructura deformada
a la variedad de Brieskorn es una estructura de Sasaki. Para ello bastara´ probar las
condiciones (OK1) y (OK2). Para comprobar (OK1), por el teorema de la preimagen,
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verificar R˜p(F ) = 0 para todo p ∈ B. Sea P la parte real de F y Q la parte imaginaria.
Entonces se tiene
R(P ) =
1
2
n∑
i=1
A
ai
(
xi
∂
∂yi
− yi ∂
∂xi
)
(za11 + · · ·+ zan+1n+1 + z¯a11 + · · ·+ z¯ann )
= −A
2i
(za11 + · · ·+ zan+1n+1 − z¯a11 − · · · − z¯ann ) = −AQ.
De manera ana´loga se obtiene R(Q) = AP . As´ı, para p ∈ B, se obtiene Rp(P + iQ) =
−AQ(p) + iAP (p) = 0.
Denotemos al conjunto de ceros de F mediante ZF . Denotemos tambie´n por (φˆ, Rˆ, αˆ, gˆ)
a la estructura deformada en la esfera restringida a B. Como F esta´ definido por una
ecuacio´n holomorfa, si tomamos X ∈ TpZF , por las ecuaciones de Cauchy-Riemann y el
teorema de la preimagen, tenemos que se cumple
Jp(X)(F ) = (F∗J)p(X) = i(F∗)p(X) = 0,
donde J es la estructura compleja en Cn+1. Por lo tanto J(TZF ) ⊂ TZF . Adema´s,
en ker αˆ se cumple φˆ|ker αˆ = φ˜|ker αˆ = φ|ker αˆ = J |ker αˆ. En un punto p ∈ B, se tiene
ker αˆp = kerαp ∩ TpZF . Como φ˜(R˜) = φˆ(Rˆ) = 0, basta probar la inclusio´n φ˜ ker αˆ ⊂ ker αˆ.
Notemos que se tiene φ˜(kerα) ⊂ kerα. Como J deja invariante a TZF , deja invariante
tambie´n ker αˆ. Queda probada la condicio´n (OK2) y con ello que la estructura (φˆ, Rˆ, αˆ, gˆ)
es de Sasaki en B.
Ejemplo 4.3.2. En este ejemplo usaremos nuestra construccio´n de la estructura de Sasaki
en la esfera dada en el ejemplo 3.1.7 para expresar en coordenadas la estructura deformada
construida en la proposicio´n anterior. En consecuencia, podremos expresar estructuras de
Sasaki expl´ıcitamente para una variedad de Brieskorn dada. Sea B = B2n−1(a1, . . . , an+1)
una variedad de Brieskorn, y definamos wi =
A
ai
, donde A es el mı´nimo comu´n mu´ltiplo de
a1, . . . , an+1. Si (φ˜, R˜, α˜, g) es la estructura deformada definida en la proposicio´n anterior,
ya sabemos que las expresiones de α˜ y R˜ en coordenadas (x1, . . . , x2n+2) de R2n+2 esta´n
dadas por
R˜ =
n+1∑
i=1
wi
(
xi
∂
∂yi
− yi ∂
∂xi
)
,
α˜ =
n+1∑
i=1
K−1(xidyi − yidxi),
donde K =
∑n+1
i=1 wi(x
2
i + y
2
i ).
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En uso de la estructura φ definida en el elemplo 3.1.7, podemos expresar φ˜. Sean
g la me´trica euclideana y J la estructura casi compleja usual en R2n+2. Entonces en un
punto x = (x1, . . . , x2n+1) ∈ B se tiene
g
(
φ˜(
∂
∂xi
),
∂
∂xj
)
= g
(
J(
∂
∂xi
)− g(x, J( ∂
∂xi
))x− α˜( ∂
∂xi
)(J(R˜)− g(x, J(R˜))x, ∂
∂xj
)
.
Si tomamos en cuenta que se cumplen α˜(
∂
∂xi
) = − yi
K
, J(R˜) =
∑n+1
i=1 wi
(
xi
∂
∂xi
+ yi
∂
∂yi
)
y g(X, JR) = K, obtenemos
g
(
φ˜(
∂
∂xi
),
∂
∂xj
)
=
yi(wx)j
K
con (wx)j = wjxj . De manera ana´loga, al poner (wy)j = wjyj y con δij el tensor de
Kronecker, calculamos
g
(
φ˜(
∂
∂xi
),
∂
∂yj
)
= −δij + yi(wy)j
K
;
g
(
φ˜(
∂
∂yi
),
∂
∂xj
)
= δij − xi(wx)j
K
;
g
(
φ˜(
∂
∂xi
),
∂
∂xj
)
= −xi(wy)j
K
.
As´ı, se obtiene
φ˜x =
n+1∑
i,j=1
yi(wx)j
K
dxi ⊗ ∂
∂xj
+
(
−δij + yi(wy)j
K
)
dxi ⊗ ∂
∂yj
+
(
δij − xi(wx)j
K
)
dyi ⊗ ∂
∂xj
− xi(wy)j
K
dyi ⊗ ∂
∂yj
.
Ahora calculamos en coordenadas la me´trica deformada g˜. Para ello evaluamos en
x = (x1, . . . , xn+1) ∈ B para obtener
g˜
(
∂
∂xi
,
∂
∂xj
)
=
1
K
g
(
∂
∂xi
− α˜( ∂
∂xi
)R˜,
∂
∂xj
− α˜( ∂
∂xj
)R˜
)
+ α˜(
∂
∂xi
)α˜(
∂
∂xj
).
De g( ∂∂xi , R˜) = −(wy)i y g(R˜, R˜) =
∑n+1
i=1 ((wx)
2
i + (wy)
2
i ) obtenemos
g˜
(
∂
∂xi
,
∂
∂xj
)
=
1
K
δij − yiyj
K2
(wi + wj − 1) + yiyj
K3
n+1∑
k=1
((wx)2k + (wy)
2
k).
4.3. ESTRUCTURAS DE SASAKI EN VARIEDADES DE BRIESKORN 62
De manera ana´loga se tiene
g˜
(
∂
∂xi
,
∂
∂yj
)
= g
(
∂
∂yj
,
∂
∂xi
)
=
xjyi
K2
(wi + wj − 1)− xjyi
K3
n+1∑
k=1
((wx)2k + (wy)
2
k);
g˜
(
∂
∂yi
,
∂
∂yj
)
=
1
K
δij − xixj
K2
(wi + wj − 1) + xixj
K3
n+1∑
k=1
((wx)2k + (wy)
2
k).
Con las expresiones anteriores, tenemos a la mano un procedimiento directo para
exhibir expl´ıcitamente estructuras de Sasaki en una variedad de Brieskorn. Por ejemplo,
para B3(2, 3, 5), tenemos w1 = 15, w2 = 10 y w3 = 6. De este modo logramos
K = 15(x21 + y
2
1) + 10(x
2
2 + y
2
2) + 6(x
2
3 + y
2
3),
α˜ =
1
K
3∑
i=1
(xidyi − yidxi),
R˜ = 15
(
x1
∂
∂y1
− y1 ∂
∂x1
)
+ 10
(
x2
∂
∂y2
− y2 ∂
∂x2
)
+ 6
(
x3
∂
∂y3
− y1 ∂
∂x3
)
.
Hallar todos los elementos de las matrices que representan a φ˜ y g˜ en coordenadas es
ma´s trabajoso, ya que se debe escribir 16 elementos diferentes en cada caso. Entre otros,
tenemos
g
(
φ˜(
∂
∂x1
),
∂
∂x2
)
=
10x2y1
K
,
g˜
(
∂
∂x1
,
∂
∂x2
)
= −24y1y2
K2
+
y1y2
K3
(
100(x21 + y
2
1) + 225(x
2
2 + y
2
2) + 36(x
2
3 + y
2
3)
)
.
Ejemplo 4.3.3. Consideremos el caso Bˆ = B2n−1(a1, . . . , an+1) en donde a = a1 = a2 =
. . . = an+1. Tomemos la accio´n U(1) como en el ejemplo 2.2.8 y definamos Z = Bˆ/U(1).
Al ser el polinomio de Brieskorn homoge´neo, Z es una subvariedad de CPn.
Bˆ
i−−−−→ S2n+1ypi ypi
Z j−−−−→ CPn.
Si i : Bˆ −→ S2n+1 es la inclusio´n de Bˆ en la esfera y α es la forma de contacto usual en la
esfera, es fa´cil ver que i∗α es la forma de contacto en Bˆ, ya que en este caso la deformacio´n
es trivial, y es igual a i∂∂¯ log |z|2 como se vio en el ejemplo 2.2.8. As´ı, si pi : Cn+1 −→ CPn
es la proyeccio´n natural, d(i∗α)◦pi es igual a la forma de Fubini Study ωFS restringida a la
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hipersuperficie Z. Por lo tanto la accio´n U(1) determina una fibracio´n de Boothby-Wang
de B sobre una variedad de Kahler, lo cual confirma que Bˆ es de Sasaki.
El argumento anterior puede generalizarse para una variedad de Brieskorn B =
B2n−1(a1, . . . , an+1), donde a1, . . . , an+1 no son necesariamente todos iguales. Para ello,
al poner wi =
A
ai
, con A igual al mı´nimo comu´n mu´ltiplo de a1, . . . , an+1, definimos una
accio´n σ de C sobre Cn+1 mediante
σ : C× Cn+1 −→ Cn+1
λ× (z1, . . . , zn+1) 7−→ (λw1 , z1, . . . , λwn+1zn+1).
El cociente CP (w) = Cn+1/C bajo la accio´n σ, donde w = (w1, . . . , wn+1), recibe el nombre
de espacio proyectivo complejo ponderado. Es importante observar, sin embargo, que
CP (w) no es una variedad diferenciable; de hecho, no es siquiera una variedad topolo´gica.
Por ejemplo, basta observar que, en los ve´rtices, las vecindades no son difeomorfas a Cn,
sino al cociente de Cn/G, donde G es un grupo finito. Una entidad de este tipo recibe el
nombre de orbifold.
No es dif´ıcil demostrar que, para todo elemento en [z] = [(z1, . . . zn+1)] ∈ CP (w),
existe un representante u = (u1, . . . , un+1) de modo que se tenga [u] = [z] y u ∈ S2n+1 ⊂
Cn+1. Por ello, podemos construir CP (w) como el cociente de una accio´n U(1) sobre S2n+1
dada por
s : U(1)× S2n+1 −→ S2n+1
eiθ × (z1, . . . , zn+1) 7−→ (eiθw1z1, . . . , eiθwn+1zn+1).
Se puede demostrar que CP (w) es un orbifold de Ka¨hler, en el sentido que admite una
2-forma similar a la forma de Fubini-Study. Sin embargo, esta forma no es, en general,
definida positiva. Existen subespacios de CP (w) donde la 2-forma se anula, por lo cual
una posible me´trica asociada tambie´n se anular´ıa en dichos subespacios. No exploraremos
esta me´trica singular de tipo Fubini-Study en este trabajo. Referimos al lector interesado
a [RT11].
Si definimos Z = B/U(1) ⊂ CP (w) con la accio´n definida arriba y si f(z1, . . . , zn+1) =
za11 + . . .+z
an+1
n+1 es el polinomio de Brieskorn-Pham asociado a B, entonces Z es una hiper-
superficie en CP (w) dada por
Z = {[z1, . . . , zn+1] ∈ CP (w), f(z1, . . . , zn+1) = 0} .
La hipersuperficie Z esta´ bien definida ya que se tiene f(λw1z1, . . . , λwn+1zn+1) =
λAf(z1, . . . , zn+1). Sin embargo, esta no es necesariamente una variedad diferenciable dado
que podr´ıa heredar las singualaridades del orbifold CP(w). Esto evidentemente genera
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problemas si uno desea usar el teorema de Boothby-Wang para garantizar la existencia de
fibrados principales del c´ırculo cuyos espacios totales sean variedades de Brieskorn. En este
sentido, no es extender de manera directa el diagrama dado arriba al nivel de orbifolds. Para
lograr esta extensio´n debemos trabajar en una categor´ıa ma´s general. En este escenario, la
2-forma simple´ctica es representada como una clase racional (no necesariamente integral) y
se debe apelar a una extensio´n del teorema de Boothby-Wang disen˜ada para encajar dentro
de este nueva situacio´n. El lector interesado puede encontrar una discusio´n en detalle de
este punto de vista en [BG08]. Nosotros preferimos apelar a la construccio´n de estructuras
Sasaki v´ıa el cono me´trico para atacar este problema.
Ejemplo 4.3.4. En este ejemplo construiremos la estructura deformada de Takashi uti-
lizando el cono me´trico introducido en la seccio´n 3.3. Como Cn+1−{0} es el cono me´trico de
S2n+1, nosotros estamos interesados en definir una forma de Fubini-Study en Cn+1−{0} que
genere la estructura de Takahashi en la esfera, con el me´todo introducido en la proposicio´n
3.3.5. Siguiendo de cerca a Sparks en [Sp11], definimos r˜ : Rn+1 −→ R mediante
r˜2(ρ1, . . . , ρn+1) =
n+1∑
i=1
ρ
2/wi
i
donde zi = ρie
iθi . Afirmamos que r˜2 es una funcio´n estrictamente plurisubarmo´nica en
Cn+1. En efect,o el elemento Hjk de la matriz Hessiana H de r˜2 esta´ dado por
Hjk = δjk
z
1/wj
j z
1/wk
k
wjwk
;
es decir, H es una matriz diagonal con entradas positivas. Por lo tanto H es definida
positiva.
Definimos la forma de Fubini-Study ponderada en Cn+1 mediante ω˜FS = i∂∂¯r˜2.
Entonces, para
r˜
∂
∂r˜
=
n+1∑
i=1
wiρi
∂
∂ρi
definimos
R˜ = J(r˜
∂
∂r˜
) =
n+1∑
i=1
wiρi
∂
∂θi
=
n+1∑
i=1
wi
(
xi
∂
∂yi
− yi ∂
∂xi
)
,
donde zi = xi+iyi. Podemos hallar la forma de contacto en la esfera como en la proposicio´n
3.3.3:
α˜ = i(∂¯ − ∂) log r˜ =
n+1∑
i=1
1
wi
ρ2/wi−1dθi.
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As´ı, se observa directamente la igualdad α˜(R˜) = 1. Ahora, denotemos por la forma de
contacto usual en la esfera mediante α. Recordemos que se tiene X ∈ kerα si y solo si
J(X) es tangente a M . Lo mismo sucede para un campo vectorial X ∈ ker α˜. Al determinar
la misma estructura de contacto, entonces existe una funcio´n diferenciable f : M −→ R
tal que se tiene α˜ = fα. Evaluando en R˜ se obtiene
α˜ =
α
α(R˜)
,
que es justamente la forma de contacto deformada de Takahashi.
Ahora definimos
φ˜(X) =
{
J(X) si X ∈ ker α˜
0 si X ∈ LR˜
y g˜(X,Y ) = dα˜(φ˜(X), Y ). De este modo hemos obtenido, con un me´todo distinto, la
estructura deformada de Takahashi. Esta estructura es de Sasaki, ya que ωFS es una
forma de Ka¨hler en el cono.
Refirie´ndonos al ejemplo 4.3.3, cabe mencionar que la estructura de Ka¨hler en Cn+1
es heredada por el espacio proyectivo complejo ponderado a trave´s de la accio´n C∗ in-
ducida por el campo vectorial de Euler r˜ ∂∂r˜ . Un ejercicio interesante consiste en exhibir las
estructuras de contacto que se generan en B a partir de las distintas generalizaciones de la
me´trica de Fubini-Study, obteniendo as´ı diversidad de estructuras de Sasaki en las varie-
dades de Brieskorn diferentes a la estructura de Takahashi. Tambie´n se podr´ıa trabajar en
exhibir expl´ıcitamente la forma simple´ctica racional generada en Z y la forma de Ka¨hler
en CP (w) en coordenadas locales.
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