SUMMARY This paper introduces an evaluation framework for Japanese noisy speech recognition named AURORA-2J. Speech recognition systems must still be improved to be robust to noisy environments, but this improvement requires development of the standard evaluation corpus and assessment technologies. Recently, the Aurora 2, 3 and 4 corpora and their evaluation scenarios have had significant impact on noisy speech recognition research. The AURORA-2J is a Japanese connected digits corpus and its evaluation scripts are designed in the same way as Aurora 2 with the help of European Telecommunications Standards Institute (ETSI) AURORA group. This paper describes the data collection, baseline scripts, and its baseline performance. We also propose a new performance analysis method that considers differences in recognition performance among speakers. This method is based on the word accuracy per speaker, revealing the degree of the individual difference of the recognition performance. We also propose categorization of modifications, applied to the original HTK baseline system, which helps in comparing the systems and in recognizing technologies that improve the performance best within the same category.
Introduction
The recent progress of speech recognition technology has been brought about by the advent of statistical modeling and large-scale corpora. Furthermore, it is also known that progress has been accelerated by the U.S. DARPA projects initiated in the late '80s in terms of project participants competitively developing speech recognition systems on the same task, using the same training and test corpus.
However, current speech recognition performance must still be improved if the system is to be exposed to noisy environments, where speech recognition applications might be used in practice. Therefore, robustness to acoustic noise is an emerging and crucial factor to be solved for speech recognition systems.
With regard to the noise robustness problem, there have been two evaluation projects, SPINE1, 2 [1] and AU-RORA [2] . The SPINE (SPeech recognition In Noisy Environment) project was organized by U.S. DARPA, with SPINE1 in 2000 and SPINE2 in 2001. The task included spontaneous English dialog between an operator and a soldier in a noisy field to evaluate spontaneous continuous speech recognition in noisy environments. The results of the project brought many improvements to continuous noisy speech recognition, though the task seems quite special and a little difficult to handle.
On the other hand, the European Telecommunications Standards Institute (ETSI) AURORA group initiated a special session in the EUROSPEECH conference. They are actively working to develop standard technologies under ETSI for distributed speech recognition [3] . In parallel with their standardization activities, they have distributed to academic researchers a noisy connected speech corpus based on TI digits with baseline HTK scripts for further noisy speech recognition research. To date, Aurora 2, a connected digit corpus of telephone band-limited speech with additive noise, and Aurora 3, an in-car noisy digit and word corpus, have been distributed with HTK scripts, which can be used to obtain baseline performance and relative improvements over the baseline results [5] , [6] . The advantages of the AU-RORA are 1) the connected digit task is relatively small compared to spontaneous speech, and 2) the baseline performance can be easily attained by the attached HTK scripts.
The authors voluntarily organized a special working group in October 2001 under the auspices of the Information Processing Society of Japan in order to assess speech recognition technology in noisy environments. The focus of the working group included the planning of comprehensive fundamental assessments of noisy speech recognition, standardized corpus collection, evaluation strategy developments, and distribution of standardized processing modules. To begin with, we decided to follow the Aurora 2, connected digit telephone band-width speech corpus and evaluation, since the task is small enough and the evaluation scheme is quite clear. As for the Japanese Aurora 2, AURORA-2J, we have translated English digits into Japanese digits. Although there are alternative pronunciations for Japanese digit pronunciation, we specified one of those taking account of occurrence frequencies in a real usage. Then we added the same noise as that in Aurora 2 to Japanese digit data. This paper also describes a new baseline HTK script designed for AURORA-2J.
The Aurora 2 provided an Excel spreadsheet to calculate average word accuracy and relative improvements compared to those of the baseline system. This spreadsheet is indeed useful for showing average performances and improvements by the proposed methods. However, these scores do not always reflect the real feelings of users of speech recognition systems. Thus, we further investigate a new method to analyze the speech recognition performance in terms of performance differences among speakers.
Finally as researchers develop new methods and improve performance, comparisons become increasingly more difficult. To avoid this problem, we also propose categorization of modifications that applied to the original HTK baseline system. This categorization will help us to compare the systems and to recognize technologies that improve the performance most in the same category.
In this paper, Sect. 2 describes the AURORA-2J corpus collection and its evaluation scripts. The evaluation schemes and the results are described in Sect. 3. Section 4 describes the categories in which the developed noisy speech recognition system should be fairly compared. Finally, Sect. 5 summarizes the paper and describes future directions.
AURORA-2J Data Configuration and Baseline
Recognition System
Pronunciation of Japanese Digits
The data contained in AURORA-2J is the same as in Aurora 2, but uttered in Japanese. The number of speakers is the same and the digit strings for each speaker are identical. Figure 1 shows a histogram of the number of digits in the training data and test data. Although there are no six digit utterances in the database † , the occurrence frequencies of two-, three-, four-, five-, and seven-digit utterances are almost equal. Table 1 shows the pronunciations of eleven digits in Aurora 2 and AURORA-2J. Speakers were requested to pronounce digits as specified in this table. The occurrence frequency of each digit is also shown in the table, indicating that the occurrences of these digits are also well balanced in the database.
Although vowel lengthening sometimes occurs in /ni/ and /go/, the two pronunciations are not distinguished in AURORA-2J.
Sometimes, "4" is read as /shi/, "7" is read as /shichi/, and "0" is read as /rei/ in Japanese. However, in order to make perplexity the same as Aurora 2, these pronunciations were not employed in AURORA-2J. 
Data Recording
A headset microphone, Sennheiser MHD25, was used for recording with a USB-audio interface (Edirol UA-5) connected to a Windows personal computer. The recording was done in a soundproof booth where speakers read a list of digit strings presented on CRT monitor screen connected to the PC. The speech was sampled at 16 kHz and quantized to 16 bit linear PCM data without any compression.
Filtering and Noise Adding
The AURORA-2J database follows the Aurora 2 database, and was created in exactly the same way. All programs and scripts used here were kindly provided by the AURORA project for both filtering and noise adding.
Filtering
An additional filtering is applied to consider the realistic frequency characteristics of terminals and equipment in the telecommunication area. Two types of "standard" frequency † The source speech for Aurora 2 is TIdigits [4] which does not include six digit utterances, either. Unfortunately, the document of TIdigits does not mention the reason for this.
characteristics are used: G.712 and MIRS [5] . The recommended G.712 provides the transmission performance characteristics of PCM channels in digital transmission equipment, and its frequency characteristic is flat in the range between 300 and 3,400 Hz. MIRS can be seen as a frequency characteristic that simulates the behavior of a telecommunication terminal, and its frequency characteristics shows a rising characteristic with an attenuation of lower frequency. Speech signals and noise signals are passed through either of these filters.
Noise Adding
Filtered noise signals are artificially added to the filtered speech signals. To add noises at a desired SNR (20 dB, 15 dB, 10 dB, 5 dB, 0 dB and −5 dB), we calculate the SNR after filtering both signals. We also use noise signals as follows:
These are considered as the most probable cases for telecommunication terminals such as cellphones. And our noise data is the same as that for Aurora 2, which is described in [5] for details. Since the airport noise contains Japanese and English annauncement, influences on the performance are supposed to be the same.
Training/Testing Dataset
The design of the training and testing datasets is the same as that of Aurora 2. Two sets of training data are prepared, such as a clean-training dataset and a multicondition dataset. Total utterances are 8,440 by 110 speakers (55 male and 55 female speakers). For the multicondition training dataset, four types of noise (Subway, Babble, Car, Exhibition) are added to the clean speech in five types of SNR (clean, 20 dB, 15 dB, 10 dB, 5 dB). For each noise and SNR condition, 422 utterances are included. The G.712 filter is applied to all the speech data.
For the testing dataset, we prepare three types of dataset completely the same way as in Aurora 2.
[Testset A] The noise condition is the same as in the multicondition training set. Subway, Babble, Car, and Exhibition noises are used. [Testset B] The noise condition is different from the multicondition training dataset. Restaurant, Street, Airport, and Station noises are used. [Testset C] The channel condition is different from the training dataset. The MIRS channel is applied to the speech data. Subway and Street noises are used.
Reference Scripts
The reference back-end scripts using HTK [7] are mostly based on the original Aurora 2 baseline back-end scripts [5] , and some modifications were introduced from the Microsoft complex baseline back-end scripts [8] . The reference scripts are written in sh and perl, and there is an additional feature -the number of dimensions of feature vectors can be easily changed.
We chose a setup with the best performance as the baseline among various conventional ones without noise-robust techniques. The various conditions in the reference scripts were determined experimentally, and many experimental investigations have been conducted. For example, although introduction of the auto label production in training phase was considered as in the Microsoft scripts, it was not introduced due to its effect of degrading the recognition performance. We also exermined the case of not using log energy and energy normalization. Experiments were performed on various conditions of log energy; we decided on using log energy in this reference baseline.
As a result, the number of recognition units, the HMM topology, and the training procedure were basically the same as the original Aurora 2 conditions, except for the strategy of increasing the number of Gaussian mixtures per state. The feature vector consists of 12 MFCC and log energy with their corresponding delta and acceleration coefficients and cepstral mean normalization (CMN) was not applied to these features. Thus, each vector contained 39 components in total. These parameters were calculated using HCopy with the same conditions as the Aurora 2 HTK baseline. Table 2 summarizes the speech analysis and HMM conditions. Figure 2 shows the recognition grammar in the reference scripts, where '|' denotes alternatives, '<>' denotes one or more repetitions, and '[ ]' encloses options. This grammar generates arbitrary repetitions of digits optionally followed by short pauses, and tereminal silences are also allowed. Since this reference script aims at the evaluation of acoustic models, a very simple language model is actually used to avoid the effect the language model has on the recognition performance. 
Evaluation Schemes
To evaluate a speech recognition system, the average recognition performance of speakers is often used. Since AURORA-2J is the platform for evaluating noisy speech recognition, we define the calculation method of the average recognition rates that enables us to evaluate the noisereduction methods not only by the overall performance, but also by the performance for each noise condition.
Indeed, these recognition rates are good measurements; these values are obtained by averaging the performance among the speakers, and the result is impossible to tell the any difference in the recognition performances among speakers. In real use, however, individual differences reflect the real feelings of users of speech recognition systems. To overcome this, we propose a new method to compensate for the speaker variability. Section 3.1 describes the ETSI standard DSR front-end ES 202 050 [9] . The front-end is used as an example for the evaluation. In Sect. 3.2, we explain the details of the average recognition performance evaluation measures, a tool for calculating the measures, and an example evaluation result. In Sect. 3.3, we introduce a new method to analyze the effect of speaker variability on the recognition performance. Figure 3 shows a block diagram of ES 202 050 on the terminal side. Cepstral features are computed from an input signal after noise reduction and waveform processing, then blind equalization is applied to the features. Finally, the features are compressed and further processed for channel transmission. In this paper, however, only the feature extraction part in Fig. 3 is used.
ETSI ES 202 050
Noise reduction is based on Wiener filter theory and performed in two stages as shown in Fig. 4 . In the first stage, the linear spectrum of each frame is estimated, then frequency domain Wiener filter coefficients are computed by using the current frame spectrum and the spectra of the noise frames detected by using the VAD (Voice Activity Detection). In the PSD (Power Spectral Density) Mean block, the spectrum is smoothed along the frame index. Finally, the input signal is de-noised by filtering the time domain Melwarped Wiener filter, which is converted from the Wiener filter for the linear frequency domain. In the second stage, additional and dynamic noise reduction is performed according to the signal-to-noise ratio of the output signal in the first stage. After this, the DC offset of the de-noised signal is removed.
Evaluation Based on Average Recognition Performance
The AURORA-2J provides a common Microsoft Excel spreadsheet. This spreadsheet automatically calculates the relative performance toward the baseline performance when recognition results are inputted into the spreadsheet. Using this, we can compare the recognition performance objectively among various noise-reduction methods. Table 3 shows the details of AURORA-2J's baseline performance and the evaluation results by the ES 202 050 front-end, while Table 4 shows a summary of the evaluation. These tables are obtained by the provided spreadsheet explained above.
In Table 3 , %Acc and Relative performance are calculated by the following equations:
Relative performance
where H, I and N indicate the number of correct words, the number of inserted words and the total number of words, respectively. Note that the average %Acc for each type of noise is calculated by averaging the %Acc for 0 dB to 20 dB SNRs. The calculation method of %Acc is the same as that of Aurora 2 used as a standard evaluation environments of noisy speech recognition [5] . Then, the average %Acc of each testset is calculated by averaging the %Acc of the noises included in the testset. The overall average %Acc is the weighted averages of testsets A, B, and C with weights proportional to the sizes of the testsets. Furthermore, the average Relative performance is calculated by using the average %Acc and the average %Acc of baseline performance; this is not calculated as the average of Relative performance in the individual noise condition. Table 3 contains all the %Acc for every noise condition, the various average %Acc for the baseline and evaluated methods, and their relative performance. The summary shown in Table 4 contains the average %Acc values and their relative performance. Also in the summary, the results of clean training and multicondition training are averaged.
In Table 3 , we can see that the %Acc by ES 202 050 is considerably higher than that of the baseline performance: in clean training, the average %Acc under the 15-dB SNR condition was 95%. Furthermore, even under the 10-dB SNR condition, the average %Acc was close to 90%. In multicondition training, ES 202 050 also shows good performance, where even under 5-dB SNR condition, the average %Acc was close to 90%. From the relative performance, we can also see that the performance of ES 202 050 is considerably good.
Performance Analysis Based on Word Accuracy Per Speaker
Averaged accuracies described in Sect. 3.2 are calculated from the recognition results of a large number of speakers because the recognition performance strongly depends on speaker variability. However, these measures cannot indicate the performance difference among speakers.
Here, we propose a performance analysis method based on word accuracy per speaker. In the method, the following values are calculated, then compared among recognizers and noise-reduction methods.
• The maximum, minimum, average values and standard deviations of the word accuracy per speaker; • The histogram of the word accuracy per speaker;
• The rate of speakers whose word accuracy exceeds x%.
The comparison enables us to analyze how the recognition performance is affected by speaker variability. Table 5 shows the maximum, minimum, average value and standard deviation of the word accuracy per speaker, where each value was calculated from the overall perfor- mance of each individual speaker.
We can see that the maximum and minimum values of ES 202 050 were considerably higher than that of the baseline front-end. The maximum value was 96.03% for the multicondition training and even 88.04% for the clean training. The standard deviation of ES 202 050 also became slightly smaller than that of the baseline front-end. However, there was still a great difference between the maximum and the minimum value. Figure 5 shows histograms of the word accuracy per speaker under clean training, where the noise was the subway for testset A and the SNR value was set to 5 dB. In Fig. 5 , the horizontal axis is the range of word accuracy and the vertical axis is the number of speakers.
The distribution center of ES 202 050 is clearly was skewed to the right side, while that of the baseline front-end is skewed to the left. However, the tail of the distribution of ES 202 050 spreads to the left side, which means that there were many speakers whose word accuracy was still low.
Finally, Figs. 6 and 7 show the rate of speakers whose word accuracy was more than x% for the baseline front-end and ES 202 050, respectively.
We can see that the rate of speakers decreased remarkably when the target word accuracy, x, was close to 100%. This rate could be regarded as a measure for judging whether a system is eligible for realistic service. For example, when the target word accuracy and the rate of speakers are set to 90%, ES 202 050 satisfies this condition for the SNR of 20 dB in clean training and 10 dB in multicondition training. This fact confirms that the availability of ES 202 050 is considerably better than that of the baseline front-end.
Evaluation Categories
Strictly speaking, the purpose of AURORA project is to develop and evaluate front-ends for recognizers. However, in some papers reported so far, many modifications to the original baseline back-end were introduced, such as using extra data not included in the AURORA database, increasing the number of mixtures, using HMMs that were not wholeword models, and so on. The recognition results using these methods cannot be fairly compared with methods using the original back-end HTK system. Therefore, we propose new evaluation categories in this paper, where one method is compared with other methods only within the same category. These categories were designed to show how much the user's method modified the baseline sysytem from a viewpoint of changes in training method, adaptation process, model topology, decoder, and computational cost in the recognition phase except for the change of front-end process. According to the degree of modification to the backend system from the original baseline, users declare the category to which they belong from the following categories:
Category 0. No changes to the back-end HTK scripts.
Changes to only front-end processing, i.e. changes to feature vectors, can be included in this category. 
Category 1.
If the HMM topology is the same as the baseline scripts, any training process will be allowed. Discriminative training can be introduced in this category. The computational cost in the recognition phase should be the same as it was. Category 2. If the HMM topology is the same, adaptation processes can be introduced using some testing data. Speaker or environment adaptation, and PMC with one state noise model can be allowed in this category. An increase in the computational cost will be caused only by the adaptation process. Category 3. Changes in the standard HMM topology. A different number of mixtures and states can be allowed. However, the recognition unit should comprise wholeword models. PMC with more than one state noise model can be included in this category. Category 4. Any process will be allowed as long as the computational cost is under the CPU time that the baseline scripts used. For example, a complex structure model can be used with low-dimensional feature vectors. Category 5. Any process with any computational cost will be allowed. Category B. The use of any training data not included in AURORA is allowed -not only speech data, but also environment noise data. Of course, the evaluation data is AURORA. This category essentially differs from Categories 1-5.
Conclusion
In this paper, we introduced AURORA-2J, an evaluation framework for Japanese noisy speech recognition. AURORA-2J consists of a Japanese connected-digits corpus and its evaluation scripts. The data collection, baseline scripts, and its baseline performance were described. We also proposed a new performance analysis method based on the word accuracy per speaker to consider performance differences among speakers. To compare the performances of various noise-reduction methods, we proposed categorizing modifications of the baseline back-end system. These data and evaluation tools are available to the public. See the AURORA-J Web site † to find contact information for obtaining the data. Tools used for the evaluation described in Sect. 3 can also be downloaded from the same Web site.
We plan to develop a series of frameworks for noisy speech recognition, named CENSREC (Corpus and Environments for Noisy Speech RECognition). AURORA-2J is also regarded as a part of the series and has been given an alternative name, CENSREC-1. In the near future, we will develop the frameworks AURORA-2.5J with digitstring utterances spoken by speakers listening to the same noises as AURORA-2J through headphones, which can be seen as noise-free AURORA-2J with Lombard effects, and AURORA-2J with those recorded in a car, to evaluate the systems under more realistic environments. We also plan to develop a series of frameworks with word utterances in parallel with the AURORA-J series, and all the frameworks including the AURORA-J series will be distributed as a series of the CENSREC.
