Abstract. Mean-field models, while they can be cast into an extensive thermodynamic formalism, are inherently non additive. This is the basic feature which leads to ensemble inequivalence in these models. In this paper we study the global phase diagram of the infinite range Blume-Emery-Griffiths model both in the canonical and in the microcanonical ensembles. The microcanonical solution is obtained both by direct state counting and by the application of large deviation theory. The canonical phase diagram has first order and continuous transition lines separated by a tricritical point. We find that below the tricritical point, when the canonical transition is first order, the phase diagrams of the two ensembles disagree. In this region the microcanonical ensemble exhibits energy ranges with negative specific heat and temperature jumps at transition energies. These two features are discussed in a general context and the appropriate Maxwell constructions are introduced. Some preliminary extensions of these results to weakly decaying nonintegrable interactions are presented.
Introduction
Thermodynamics of systems with long range interactions is quite distinct from that of systems where the interactions are short ranged. For pairwise interactions, long range potentials decay at large distances as V (r) ∼ 1/r α with 0 ≤ α ≤ d in d dimensions. Such systems are not extensive , although models used to describe them can be made extensive by an appropriate volume dependent rescaling (the Kac prescription) [1] . However, even with such rescaling, these models remain inherently non-additive. Namely, when divided into two or more macroscopic subsystems, the total energy (or other extensive quantity) of the system, is not necessarily equal to the sum of the energies of the subsystems. Since additivity is an essential ingredient in the derivation of thermodynamics and statistical mechanics of systems with short range interactions, its violation may lead to interesting and unusual effects.
To illustrate the lack of additivity in these systems consider an extremely simple example of an Ising model with infinite range, mean-field like, interactions, corresponding to α = 0. The Hamiltonian takes the form
where σ i = ±1 is the spin 1/2 variable on site i and N is the number of spins in the system. This Kac type pre-factor is taken to ensure extensivity. Let us consider for simplicity a system with vanishing magnetization, M = N i=1 σ i = 0. It is clear that the energy, E = H, of the system satisfies E = 0. Now let us divide the system into two subsystems, I and II, each composed of N/2 sites, where all spins in subsystem I are up while those in subsystem II are down (see Fig. 1 ). The energies of the two subsystems, E I and E II satisfy E I = E II = −JN/4. Since the sum of the two energies E I + E II is not equal to the total energy E the system is clearly not additive.
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Fig. 1. A two phase configuration of the infinite range interaction Ising model for which the energy is non-additive
The lack of additivity may result in many unusual properties of systems with long range interactions, like inequivalence of various ensembles, negative specific heat in the microcanonical ensemble and possible temperature discontinuity at first order transitions. For example, the usual argument for the non-negativity of the specific heat, or equivalently, for the concavity of the entropy-energy curve s(ǫ), makes use of the fact that systems with short range interactions are additive. Here s = S/N and e = E/N are the entropy and energy per particle, respectively. An entropy curve which is not concave in the energy interval e 1 < e < e 2 (see Fig. 2 ) is unstable for systems with short range interactions since entropy may be gained by phase separating the system into two subsystems with energy densities e 1 and e 2 while keeping the total energy fixed. In particular the average energy and entropy densities in the coexistence region is given by the weighted average of the corresponding densities of the two coexisting systems, and thus the correct entropy curve in that region is given by the common tangent line (see Fig. 2 ), resulting in an overall concave curve. On the other hand for systems with long range interactions, additivity does not hold, and thus it is not always the case that entropy may be gained by phase separation. In such cases the non-concave entropy curve may in fact be the correct entropy of the system, resulting, for example, in negative specific heat. A non-concave entropy curve, which for additive systems is made concave by considering two phase coexistence configurations in the region where the entropy of the homogeneous system is non-concave. This procedure is not applicable for non-additive systems like those with long range interactions.
Self gravitating particles are perhaps the most extensively studied systems with long range forces (corresponding to α = 1 in d = 3 dimensions). The fact that the entropy of these systems is not necessarily a concave function of the energy has first been pointed out by Antonov [2] . The thermodynamical consequences of this observation have been elaborated using simple models by Lynden-Bell [3] , Thirring [4] and others (see also the papers by Chavanis [5] and Padhmanaban [6] in this book for a review).
In fact, non-additivity is not limited to systems with long range interactions. Finite systems with short range interactions, such as atomic clusters, are nonadditive as long as they are small enough so that surface energy may not be neglected as compared with the bulk energy [7] . Negative specific heat in clusters of atoms has been discussed by R. M. Lynden-Bell [8] and it has been recently observed experimentally, as discussed in this book in Refs. [7, 9] .
In the present paper we consider a simple spin 1 mean-field model (α = 0) and study its phase diagram both within the canonical and the microcanonical ensembles. This model, known as the Blume-Emery-Griffiths (BEG) model [10] , may serve as a useful tool for studying thermodynamic effects which characterize systems with long range interactions. The canonical phase diagram of this model has been studied in the past, and it exhibits a line of phase transitions separating a magnetically ordered phase from a paramagnetic one. The line is composed of a first order transition and a second order transition segments separated by a tricritical point. The microcanonical phase diagram on the other hand exhibits some rather distinct features [11] . While the second order segment of the canonical phase diagram is present also in the microcanonical ensemble, the nature of the first order segment, its location and the location of the tricritical point are rather different. In this ensemble, a region with negative specific heat is found, as well as a first order transition at which the temperatures of the two coexisting phases are different.
The paper is organized as follows: in Sec. 2 the BEG model is introduced and its canonical phase diagram is studied. The microcanonical phase diagram and the relationship between the two ensembles are studied in Sec. 3. Some features of the Maxwell constructions leading to temperature jumps are presented in Sec. 4. An alternative more general derivation of the expression for microcanonical entropy is presented in Sec. 5. The results presented in this paper are generalized to models with slowly decaying interactions (with 0 < α < d) in Sec. 6. Finally, concluding remarks are given in Sec. 7 2 The Blume-Emery-Griffiths model in the canonical ensemble
We consider a spin model with infinite range, mean-field like, interactions whose phase diagram can be analyzed analytically both within the canonical and the microcanonical ensembles. This study enables one to compare the two resulting diagrams and get a better understanding of the effect of the non-additivity on the thermodynamic behavior of the system. The model we consider is a simple version of the Blume-Emery-Griffiths (BEG) model [10] , known as the BlumeCapel model, with infinite range interactions. The model is defined on a lattice, where each lattice point i is occupied by a spin-1 variable S i = 0, ±1. The Hamiltonian is given by
where J > 0 is a ferromagnetic coupling constant and ∆ controls the energy difference between the magnetic (S i = ±1) and the non-magnetic (S i = 0) states. The canonical phase diagram of this model in the (T, ∆) plane has been studied in the past [10] . The free energy
where Z is the partition function
with β = 1/k B T and k B the Boltzmann constant, can be exactly derived in the N → ∞ limit. One uses the Hubbard-Stratonovich transformation, which in this case amounts to the simple Gaussian identity
with a = i S i /N and b = βJN/2. One then easily gets
where
Using Laplace's method to perform the integral in formula (6) in the N → ∞ limit, one finally gets
At T = 0 the model has a ferromagnetic phase for 2∆/J < 1 and a non-magnetic phase otherwise separated by a first order phase transition. Indeed, the paramagnetic zero temperature state S i = 0, ∀i is degenerate with the ferromagnetic state S i = 1, ∀i (or S i = −1, ∀i) at 2∆/J = 1 (this latter state being the ground state for 2∆/J < 1), a typical scenario for first order phase transitions. At ∆ = −∞ the model reduces to the mean-field Ising model and hence it has a second order phase transition at k B T /J = 1. The (T, ∆) phase diagram displays a transition line separating the low temperature ferromagnetic phase from the high temperature paramagnetic phase. The transition line is found to be first order at high ∆ values, while it is second order at low ∆. The second order line is found by locating the instability of the paramagnetic phase x = 0, which means finding the condition for the x 2 coefficient in formula (7) to be zero (note that f (β, x) is even in x). One gets for the second order term
The two segments of the transition line (high and low ∆) are separated by a tricritical point located at ∆/J = ln(4)/3 ≃ 0.4621, βJ = 3. This is obtained by requiring that both the x 2 coefficient off (β, x) in (7) and the
vanish. The first order segment of the transition line is obtained numerically by equating the free energies of the ferromagnetic and the paramagnetic states.
The behavior of the function βf (β, x) as β varies is shown in Fig. 3 at a second order phase transition (∆ = 0) and in Fig. 4 at a first order phase transition (∆ = 0.476190). 
where Q = Using Stirling's approximation in the large N limit, the entropy, S = k B ln Ω, is given by
where q = Q/N and m = M/N are the quadrupole moment and the magnetization per site, respectively. Let ǫ = E/∆N be the dimensionless energy per site, normalized by ∆. Equation (11) may be written as
where K = J/2∆. Using this relation, the entropy per site s = S/(k B N ) can be expressed in terms of m and ǫ. At fixed ǫ, the value of m which maximizes the entropy corresponds to the equilibrium magnetization. The corresponding equilibrium entropy s(ǫ) = max m s(ǫ, m) contains all the information about the thermodynamics of the system in the microcanonical ensemble. For instance, temperature can be obtained from the relation
As usual in systems where the energy per particle is bounded from above, the model has both a positive and a negative temperature region: entropy is a one humped function of the energy. The interesting features take place in the positive temperature range. In order to locate the continuous transition line, one develops s(ǫ, m) in powers of m, in analogy with what has been done above for the canonical free energy
and
In the paramagnetic phase both A and B are negative, and the entropy is maximized by m = 0. The continuous transition to the ferromagnetic phase takes place at A = 0 for B < 0. In order to obtain the critical line in the (T, ∆) plane we first observe that temperature is calculable on the critical line (m = 0) using (15) and (17
Requiring now that A = 0, one gets the following expression for the critical line
whereβ ≡ β∆. Equivalently, this expression may be written asβK = 1/2ǫ. The microcanonical critical line thus coincides with the critical line (9) obtained for the canonical ensemble. The tricritical point of the microcanonical ensemble is obtained at A = B = 0. Combining these equations with Eq. (19) one finds that at the tricritical pointβ satisfies
Equations (20, 21) yield a tricritical point at K ≃ 1.0813,β ≃ 1.3998. This has to be compared with the canonical tricritical point located at K = 3/ ln(16) ≃ 1.0820,β = ln(4) ≃ 1.3995. The two points, although very close to each other, do not coincide. The microcanonical critical line extends beyond the canonical one. In the region between the two tricritical points, the canonical ensemble yields a first order transition at a higher temperature, while in the microcanonical ensemble the transition is still continuous. It is in this region, as discussed below, that negative heat capacity appears. A schematic phase diagram near the canonical tricritical point (CTP) and the microcanonical one (MTP) is given in which are reached when approaching the transition energy from below and from above (see Fig. 6d ). The two microcanonical temperature lines and the canonical first-order transition line all merge on the T = 0 line at 2∆/J = 1.
To get a better undertanding of the microcanonical phase diagram and also to compare our results with those obtained for self-gravitating and for finite systems we consider the temperature-energy relation T (ǫ). This curve has two branches: a high energy branch (19) corresponding to m = 0, and a low energy branch obtained from (15) using the spontaneous magnetization m s (ǫ). At the intersection point of the two branches the two entropies become equal. Their first derivatives at the crossing point can be different, resulting in a jump in the temperature, i.e. a microcanonical first order transition. When the transition is continuous in the microcanonical ensemble, i.e. the first derivative of the entropy branches at the crossing point are equal, our model always displays, at variance with what happens for gravitational systems, a discontinuity in the second derivative of the entropy. This is due to the fact that here we have a true symmetry breaking transition. Fig. 6 displays the T (ǫ) curve for increasing values of ∆. For ∆/J = ln(4)/3), corresponding to the canonical tricritical point, the lower branch of the curve has a zero slope at the intersection point (Fig. 6a) . Thus, the specific heat of the ordered phase diverges at this point. This effect signals the canonical tricritical point as it appears in the microcanonical ensemble. Increasing ∆ to the region between the two tricritical points a negative specific heat in the microcanonical ensemble first arises (∂T /∂ǫ < 0), see Fig. 6b . At the microcanonical tricritical point ∆ the derivative ∂T /∂ǫ of the lower branch diverges at the transition point, yielding a vanishing specific heat (Fig. 6c) . For larger values of ∆ a jump in the temperature appears at the transition energy (Fig. 6d) . The lower temperature corresponds to the m = 0 solution (19) and the upper one is given by exp(β) = 2(1 − q * )/ (q * ) 2 − (m * ) 2 , where m * , q * are the values of the order parameters of the ferromagnetic state at the transition energy. The negative specific heat branch disappears at larger values of ∆, leaving just a temperature jump (see Fig. 6e ). In the ∆/J → 1/2 limit the low temperature branch, corresponding to q = m = 1 in the limit, shrinks to zero and the m = 0 branch (19) occupies the full energy range (Fig. 6f) . We now present some general considerations concerning the intricate relation between canonical and microcanonical ensembles. The following discussion is quite general, and not specific to the BEG model. Let us first calculate the canonical partition sum using the density of states Ω = e N s(e,m) , where e = E/N is the energy density and m the order parameter (for the BEG model e = ǫ∆, m is the magnetization and q is obtained from e and m by relation (14)).
where we have replaced the sum over the configurations by the sum over the values of the energy per spin and the order parameter, which for finite N take discrete values. In the thermodynamic limit N → ∞, the free energy in the canonical ensemble is thus given by
e − s(e, m) β .
The point where the minimum is reached yields the mean energy and magnetization per spin in the canonical ensemble. As explained above, the microcanonical entropy is s(e) = max
and the magnetization in the microcanonical ensemble is the point where the maximum is reached. All questions are now reduced to the solution of the two variational problems (23) and (24) . The first order conditions are the same for the two problems
where the second condition is indeed given in the microcanonical case by the definition of temperature. We will denote by e * (β), m * (β) the solution of the variational problem (25) . Using (25) , it is straightforward to verify that
meaning that the canonical mean energy coincides with the minimizing energy. Hence, the extrema in (23) and in (24) are the same. However this does not imply ensemble equivalence: we have to study the stability of these extrema.
In order to discuss the stability of the canonical solution one has to determine the sign of the eigenvalues of the Hessian of the function to be minimized in (23 (27) where, for example, s mm is the second derivative of s with respect to m. The extremum is a minimum if and only if the determinant and the trace of the Hessian are positive
which implies that s ee and s mm must be negative, and moreover s ee < −s 2 me /|s mm |. This has strong implications on the canonical specific heat, which must be positive. Let us prove it using the variational approach, instead of the usual Thirring argument [4] , that uses the expression of the canonical partition sum. Indeed, taking the derivatives of Eqs. (25) with respect to β, after having substituted into them e * (β), m * (β), one gets
where it is understood that all second derivatives are computed at e * (β), m * (β). Recalling now that the specific heat per particle at constant volume is,
which is always positive if the stability conditions (29) are satisfied. However, since the stability condition in the microcanonical ensemble only requires that s mm is negative, in order to have an entropy maximum, this indirectly proves that a canonically stable solution is also microcanonically stable. The converse is not true: one may well have an entropy maximum, s mm < 0, which is a free energy saddle point, with s ee > 0. This implies that the specific heat (33) can be negative .
The above results are actually quite general, provided the canonical and microcanonical solutions are expressed through variational problems of the type (23) and (24) . The extrema, and thus the caloric curves T (e), are the same in the two ensembles, but the stability of the different branches is different (see also the important paper by Katz [12] and the contribution by Chavanis to this book [5] for a discussion of this point in connection to self-gravitating systems). Another example of this behavior is discussed for the HMF model in this book [16] .
Maxwell constructions
In this Section we briefly comment on the Maxwell construction leading to temperature jumps in the microcanonical ensemble. This is quite a new feature, a sort of analogue of the latent heat phenomenon in the canonical ensemble. Let us begin with the ordinary Maxwell construction in the canonical ensemble. We consider the curve β(e) as in Fig. 7a . It is the situation of Fig. 6c , if for simplicity we disregard the discontinuity in the temperature derivative, which is irrelevant for the present reasoning. The equal area Maxwell condition
where β c is the first order transition inverse temperature. Since β = ds/de, this implies s(e 3 ) − s(e 1 ) − β c (e 3 − e 1 ) = 0.
Using now the definition of free energy, f = e − s/β, we obtain the usual equal free energy condition at a first order phase transition,
Near a discontinuous microcanonical transition, the β(e) curve has the typical shape given in Fig. 7b . This is in fact the case of Fig. 6 , if one continues the low energy branch of β(e) above the microcanonical transition energy, drawing the metastable and the unstable lines as well. We invert this relation to obtain e(β) in the vicinity of e c . Then, the equal areas condition reads 
using e = d(βf )/dβ, we get
which implies s(β 3 ) = s(β 1 ) .
This is the equal entropy condition at a microcanonical discontinuous transition. Eq. (37) is valid only for the simple configuration of Fig. 7b ; for more complex curves one has to evaluate the areas more carefully (see also the discussion by Chavanis [5] ). 
The microcanonical solution by large deviation techniques
In Section 3 we derived an expression for the logarithm of the density of states at fixed energy and magnetization, i.e. the entropy s(e, m), using combinatorial techniques. We now present an alternative derivation of the entropy using Cramér's theorem [13] . This theorem, derived in the context of large deviation theory , states the following: consider a set of N independent and identically distributed random variables in
One would like to know the probability distribution of the average M N = 1/N X i . For this purpose, one defines, for
where the average is taken with respect to the common Probability distribution Function (PdF) of all X i . Now let s(x)/k B , with x ∈ R d , be the inverse Legendre transform of ψ s(x)
Then, under quite general conditions, Cramér's theorem states that the PdF of the average is
This yields an expression for the logarithm of the density of states s(x)/k B . The great advantage of this method is, of course, its generality, since it applies also when combinatorial tools are not available. Let us give a brief heuristic argument for this result in the d = 1 case, λ, x ∈ R. The probability of having M N = x is given by the volume in phase space compatible with M N = x. Let dµ be the common measure of all X i . One gets,
where the Dirac δ function has been represented by a Laplace integral over a path Γ transverse to the real axis in the complex λ plane. Evaluating the last integral using the saddle point method one is lead to look for the critical points of λx − ψ(λ), with ψ(λ) = ln[ e λX ], which justifies Eq. (41).
As an example, let us apply this method to the BEG model 1 . In this case the X i variables are bidimensional (d = 2), X i = (S 2 i , S i ), so that ψ(λ, ρ) = ln e λS 2 i +ρSi 1 An application to the Ising model and to other systems can be found in [14] = ln(1 + 2e λ cosh ρ) − ln 3 (46)
To calculate s(q, m) we now have to solve equations ∂ψ/∂λ = q and ∂ψ/∂ρ = m for λ and ρ. One gets
where r is the ratio m/q. Substituting in (41), we obtain the expected result
where the − ln 3 constant is a normalization factor related to the fact that the total number of configurations is 3 N .
Slowly decaying interactions
So far, we have restricted our study to infinite-range models. Space is in this case irrelevant, which simplifies very much the study. However, the physically interesting interactions (gravity for instance) are not infinite range, and one may wonder whether the properties of the previous Sections still hold in a more general case. To answer this question we discuss in this Section spin systems on d-dimensional lattices with pairwise interaction potential between two sites i and j decaying with the distance r ij like 1/r α ij (0 ≤ α < d), so that the interaction is long-range. An Ising model with short range algebraically decaying interactions (α > d) has been studied in the past by Dyson [15] . More recently, versions of the Hamiltonian Mean Field model [16] , with slowly decaying long-range interactions among rotors (α < d) have been considered by several authors [17, 18] and the problem has been discussed in a more general framework in Ref. [19] .
Our main result is that all peculiar features of the microcanonical ensemble of infinite range models extend to these slowly decaying interactions. We proceed by considering a continuum, or coarse grained version of magnetic systems. We then explain that in fact these coarse grained models can be derived from the microscopic models, like the Ising or the BEG models considered in this paper, using the large deviations tools introduced in Section 5 (see [23] for a more thorough discussion of this point).
We begin by analyzing the phase diagram of the continuum version of the Ising model with algebraically decaying interactions (0 < α < d). We show that as in the mean field model (α = 0) this model does not exhibit a phase transition in the microcanonical ensemble. We then consider the continuum version of the BEG model.
The Ising Hamiltonian functional with algebraically decaying interactions in d = 1 dimensions on the segment [0, 1] with periodic or free boundary conditions (to be discussed below) takes the form
where m(x) is the local magnetization, r(x, y) is the distance between x and y on the segment (the shortest distance for periodic boundary conditions), and J > 0 is a ferromagnetic coupling constant . The entropy density corresponding to a magnetization profile m(x) of an Ising variable may be written as
Once the energy and entropy functionals are given, the microcanonical (canonical) solution is obtained by a maximization (minimization) of the entropy (freeenergy) functional under the constraint of constant energy (temperature). We begin below with the discussion of these two variational problems for the Ising model s Ising (e) = max
in the microcanonical ensemble , and
in the canonical ensemble . So far, although we have stated the problem for the Ising model, we could have followed the same path, whatever the lattice model and the boundary conditions are. We can reach a general conclusion at this point by writing down the extremality conditions of the two variational problems (52) and (53). The first order reads
in the microcanonical ensemble, where β is a Lagrange multiplier. In the canonical ensemble
Hence, the first order extremality conditions lead to the same equations for the two ensembles. However, this does not imply ensemble equivalence, since the stability of the solutions may differ in the two ensembles, as has been noted in Section 4. Before proceeding, let us briefly recall the results of Ref. [17] . These authors, discussing the Hamiltonian Mean Field model with slowly decaying interactions [16, 22] , remarked that, choosing appropriately the renormalization factor in the Hamiltonian, the thermodynamic behavior of the system turned out to be independent of α; i.e. the system behaves at 0 < α < 1 (slowly decaying case) exactly as if α = 0 (mean-field case). An explanation of this result was provided by Campa et al. [18] through a canonical analysis of long-range interacting systems on lattices with periodic boundary conditions, and independently by Vollmayr-Lee and Luijten [19] in a more general context. Unfortunately, neither of the two latter methods provide the microcanonical solution. The method we present here is, instead, fully general and allows to discuss in detail how to extend the results for α = 0 to α > 0.
Let us solve now the variational problem of Eqs. (54) and (55) for the Ising model [21] . The magnetization profile that extremizes entropy and free energy satisfies the following self-consistency condition
In the canonical ensemble, β is fixed, whereas in the microcanonical ensemble it has to be tuned in order to get the required energy. For periodic boundary conditions, the integral on the r.h.s. of Eq. (56) does not depend on x, and Eq.(56) always has a homogeneous solution with m(x) independent of x. Eq. (56) then reduces to the usual consistency equation of the mean-field Ising model, and the system behaves exactly as in the α = 0 case, showing a phase-transition in the canonical ensemble (no transition is present in the microcanonical ensemble). On the contrary, for free boundary conditions, there is no non-zero constant solution, and the system develops a non trivial magnetization profile that can be only numerically computed from Eq.(56). Moreover, in this case a phase transition is present in the canonical ensemble, while the microcanonical ensemble is always in a magnetically ordered phase. The magnetization profile in the microcanonical ensemble for free boundary conditions is shown in Fig. 8 for three different values of α. Let us now discuss the behavior of the BEG model for slowly decaying interactions. The energy functional is
where all is defined as before and, moreover, q(x) is the quadrupolar field in the continuum on the segment (55) (where we replace the Ising subscript by the BEG one) also for α > 0. Moreover, detailed calculations [24] show that these solutions are local maxima of the entropy and local minima of the free energy. Thus one concludes that for periodic systems the entropy and free energy are independent of α and the conclusions reached for α = 0 are valid for 0 < α < d. In particular, ensemble inequivalence can be extended to the case of long-range algebraically decaying interactions.
Let us briefly sketch these calculations. To verify that uniform profiles are not destabilized by modulations, it is convenient to develop q(x) and m(x) in Fourier series: q(x) = kq k u k (x), m(x) = km k u k (x), where k ranges from −∞ to +∞ and u k (x) = cos kx if k ≥ 0, u k (x) = sin kx if k < 0 .
The Fourier representation, due to the periodicity, diagonalizes the Hamiltonian. The energy may thus be written as
Here λ k are the energy eigenvalues andK = 2 αJ /2∆(1 − α) is chosen such that the largest eigenvalue is unity λ 0 = 1 (this amounts to choose the prefactorÑ in the Kac prescription, see below).
The free energy functional is
so that we get the first order conditions
We can easily check that the uniform profile q =q 0 , m =m 0 (withq 0 and m 0 given by the α = 0 case) is indeed a solution of these conditions. To prove that the uniform profile is a free energy minimum, we evaluate now the Hessian matrix at this point
This infinite Hessian matrix turns out to be positive definite. To prove this, it is sufficient to verify that each matrix H k
is positive definite, when taken at the solution point. This follows easily from the fact that H 0
is positive definite (because the point considered is the solution of the α = 0 case), and recalling that λ k ≤ 1 for whatever k.
We have thus proved that the local stability of the uniform profiles at α = 0 are not modified in the canonical ensemble when α > 0. All canonical T (e) curves shown in Fig. 6 thus extend to the α > 0 case. We now make use of the general discussion at the end of Section 3. We recall that results there derived state, in particular, that a stable canonical solution is always a stable microcanonical one, and that if one follows a T (e) curve, like in Fig. 6 , a change of stability in the microcanonical ensemble may occur only where this curve has a vertical tangent (see [12] and the contribution by Chavanis [5] to this book). We thus conclude that the microcanonical part of Fig. 6 does not change either. This reasoning is however not rigorous, since we have considered only local stability; it may happen that when α > 0, a heterogeneous solution appears and it could yield the true free energy minimum or entropy maximum. Some numerical investigations we have carried out did not detect any such heterogeneous solution.
We now turn to a different issue, namely the correspondence between the microscopic models and the continuum ones. In the following we show that the Ising energy functional (50) can be derived by coarse graining from the microscopic Ising Hamiltonian with slowly decaying interactions
where r ij is the distance on a 1D lattice between spins at sites i and j. The interaction is non integrable for α ≤ 1. The normalizationÑ = 2
ensures that the energy is extensive and the prefactor provides a convenient normalization for the eigenvalues of the Hamiltonian in the case of periodic boundary conditions. To make the correspondence between continuous and microscopic models explicit, one has to setJ = (1 − α)J/2 α in Eq. 50 . Analogously, the BEG microscopic model we refer to is
The coarse-graining procedure we present, closely follows Ref. [20] . We will keep here a heuristic level of description, although all the following calculations can be made rigorous using the language and techniques of large deviation theory [13] . A more detailed account of this derivation is given in Ref. [23] .
The first step involves a coarse-graining procedure. We divide the lattice in N/n boxes, each one containing n sites. We then describe macroscopically the system in the Ising case by an average magnetization in each box, or, in the BEG case, by the average m and q. In the limit N → ∞, n → ∞ with N/n → ∞, the system is then described by continuous functions m(x), q(x), with x ∈ [0, 1] if the system length is normalized. We have to show in the following that all the information lost in the coarse graining procedure is unessential.
In the mean-field case (α = 0), the Hamiltonian had a natural and exact expression as a function of the macroscopic parameters m (Ising) or m and q (BEG). The long-range Ising case has already been discussed [21] and it has been shown that the intra-box couplings can be neglected in the thermodynamic limit, leading to the expression for the Hamiltonian functional (50) and for the entropy (51) as a function of the macroscopic parameter m(x). The generalization to the BEG model of the method applied in Ref. [21] is straightforward and allows one to obtain the Hamiltonian functional (57). The estimation is uniform over all the microscopic configurations [23] , and r(x, y) is the distance between the two boxes located in x and y. On the contrary, if α > d, there is no way to approximate the Hamiltonian in the continuum limit described above as a functional of m(x) and q(x).
We show now how to construct the entropy functional for the Ising model. Its extension to the BEG model is straightforward. We have to estimate the probability to obtain a certain given macroscopic configuration m(x), assuming the equiprobability of microscopic configurations. For a finite number of boxes, N/n, we can evaluate the probability to get a given average magnetization in each box
where s i is the entropy associated to the i-th box. Letting n and N/n go to infinity, we obtain
which defines the entropy functional s Ising of the Ising model. Let us remark again that large deviation techniques [13] give a precise and rigorous meaning to these calculations, and allow one to extend this type of derivation to all sort of lattice models. The field q(x) of the BEG model can be treated in a similar way as m(x) and one gets the BEG entropy functional similarly. Chavanis [5] and, Cohen and Ispolatov [25] analyze in this book more realistic off-lattice systems, self-gravitating or interacting through a 1/r α potential (α < 3) . They study the thermodynamic properties of these models through a mean-field approximation, and the phenomenology is pretty much the same as the one decribed here. Unfortunately, to see the analogies, one must cope with discrepancies in the "vocabulary". For instance, the microcanonical first order transition described here is called gravitational first order transition, whereas the canonical first order one is called normal first order transition. Within the conventions of this paper one can see that, varying a control parameter (the interaction K for the BEG model, and a parameter controlling the short range cut-off in gravitational models) the system crosses over from a microcanonical first order transition to a microcanonical second order one (or no transition at all in the gravitational systems) associated with a canonical first order, and then recovers full ensemble equivalence, crossing the critical point.
All these off-lattices studies raise the question of the validity of the meanfield approximation, which is intimately related to the scaling with N of the thermodynamic variables and potentials. In our case, the mean field treatment is fully valid in the thermodynamic limit, but the problem was avoided using the physically unjustified Kac prescription [1] in which the coupling constants are rescaled byÑ .
Conclusions
In this paper a detailed comparison is made between the canonical and the microcanonical phase diagrams of the spin-1 BEG model with mean field long range interactions. Since systems with long range interactions, and particularly mean field models, are non-additive the two ensembles need not be equivalent. The BEG model, for which both phase diagrams can be evaluated analytically, provides a convenient and interesting ground for studying the distinctions between the two ensembles. Although the model is rather simple, it exhibits a non-trivial phase diagram, which in the canonical ensemble consists of both a first order and a second order transition lines separated by a tricritical point. It is shown that the microcanonical phase diagram, while it yields the same thermodynamic behavior in the region where the canonical transition is second order, it differs considerably from the canonical one in the region where the transition is first order. In particular it exhibits a region with a negative specific heat, a tricritical point whose location differs from that of the canonical ensemble, and a first order line at which the two coexisting phases have different temperatures. The mechanisms which lead to these features are rather general, and thus they are expected to take place in other models with long range interactions within the microcanonical ensemble (see also [26, 27] ).
A straightforward generalization of these results to models with algebraically decaying interactions are considered. It is shown that the mean field phase diagram remains valid even for these interactions, as long as they are long range.
It would be of great interest to extend this study in the future and to analyze and compare canonical and microcanonical phase diagrams in more complex cases, where higher order multicritical points are present. Such studies may eventually lead to general rules which should be obeyed by microcanonical phase diagrams of systems with long range interactions, in analogy to the rules existing for systems with short range interactions, like the Gibbs phase rules, the Landau and Lifshitz symmetry rules for continuous transitions and others.
