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Abstract – Particle filtering is becoming increasingly used in various areas, including localization, navigation, tracking, computer vision,
mobile robotics, digital communications, etc. An overview of the currently existing algorithms is presented here, within the framework of hidden
Markov models.
1 Introduction
Le filtrage particulaire, de´veloppe´ a` l’origine [22] dans la
communaute´  poursuite  , connaıˆt actuellement un fort de´ve-
loppement dans de nombreux domaines relevant des sciences
et techniques de l’information et de la communication, ou des
sciences de l’inge´nieur :
– localisation, navigation, poursuite [23],
– poursuite multi–cibles [25, 26],
– vision [28], [36, 37],
– robotique [19],
– traitement du signal audio [18, 41],
– communications nume´riques [3], [7, 42, 43], [40].
Cette liste de re´fe´rences est bien suˆr loin d’eˆtre exhaustive, en
particulier dans le domaine de la poursuite.
Il s’agit d’une me´thode de simulation se´quentielle, de type
Monte Carlo, c’est–a`–dire d’une me´thode dans laquelle
– des particules explorent l’espace d’e´tat, en e´voluant de
manie`re inde´pendante comme le processus sous–jacent,
– et interagissent sous l’effet d’un me´canisme de se´lection,
qui concentre automatiquement les particules (i.e. la puis-
sance de calcul disponible) dans les re´gions d’inte´reˆt de
l’espace d’e´tat.
En toute ge´ne´ralite´, le processus sous–jacent est une chaıˆne de
Markov, ou un processus de Markov a` temps continu, dont l’es-
pace d’e´tat peut eˆtre fini, continu (euclidien), hybride (fini /
continu), variable dans le temps, trajectoriel, etc. la seule condi-
tion e´tant qu’il soit possible de le simuler facilement. Dans le
cas du filtrage particulaire, le me´canisme de se´lection est as-
sure´ par la fonction de vraisemblance : a` chaque pas de temps,
une particule a d’autant plus de chance de se reproduire a` la
ge´ne´ration suivante qu’elle est cohe´rente avec l’observation cou-
rante. Ces me´thodes sont tre`s facile a` mettre en œuvre, puis-
qu’il suffit de savoir simuler de manie`re inde´pendante des tra-
jectoires du processus sous–jacent, et se situent a` l’interface
des algorithmes ge´ne´tiques et des syste`mes de particules en in-
teraction.
Pour les aspects mathe´matiques, le cours [2] est une tre`s
bonne introduction, et le long article [11] pre´sente une synthe`se
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des tre`s nombreux re´sultats obtenus par les auteurs. Les appli-
cations du filtrage particulaire sont maintenant nombreuses :
on en trouvera quelques exemples dans l’ouvrage collectif [15]
et dans le nume´ro spe´cial [13], ou` on trouvera aussi un tre`s
bon tutoriel [1]. Enfin, on trouvera dans [31] des applications
des me´thodes de Monte Carlo se´quentielles dans d’autres do-
maines, en dehors du traitement du signal et des images : bio-
logie, dynamique mole´culaire, etc.
2 Bootstrap filter
De nombreux algorithmes de filtrage particulaire ont e´te´ pro-
pose´s et e´tudie´s dans la litte´rature depuis une dizaine d’anne´es.
On commence par de´crire l’algorithme de base, le premier his-
toriquement a` contenir une e´tape de redistribution, introduit
sous le nom de filtre particulaire avec interaction [12], boots-
trap filter [22], Monte Carlo filter [29] ou algorithme conden-
sation (conditional density propagation) [28].
2.1 Mode`le d’e´tat non–line´aire
non–gaussien
On conside`re le proble`me simple suivant, ou` il s’agit d’es-
timer l’e´tat
 d’un syste`me (par exemple la position et la
vitesse d’un mobile), au vu d’observations 	
  (par
exemple des observations d’angles et / ou de distance par rap-
port a` une ou plusieurs stations) recueillies dans un bruit blanc
additif, pas ne´cessairement gaussien. En ge´ne´ral, les observa-
tions seules ne permettent d’estimer l’e´tat cache´, et il est ne´ces-
saire de disposer d’un mode`le a priori, suffisamment re´aliste,
































blancs inde´pendants, inde´pendants de la condition initiale  
 ,
c’est–a`–dire des suites de v.a. inde´pendantes, pas ne´cessaire-












+ . Sous ces hypothe`ses : (i) les
e´tats cache´s .
  0
suivent une dynamique markovienne (condi-







ne de´pend que de l’e´tat pre´ce´dent  ﬀﬁ ), et (ii) condi-






sont inde´pendantes, et la distribution de l’observation   ne
de´pend que de l’e´tat
 
au meˆme instant : 






















la fonction de vraisemblance associe´e, qui quantifie l’ade´qua-
tion de chaque e´tat , par rapport a` l’observation courante   :




a` laquelle on s’attend si le syste`me occupait l’e´tat , , et
l’observation re´elle   .
2.2 Algorithme











a` l’aide d’un syste`me de particules caracte´rise´ par













au me´canisme d’e´volution suivant
mutation entre deux observations, les particules explorent l’es-
pace d’e´tat de fac¸on inde´pendante, en imitant le compor-
tement suivi par l’e´tat cache´, c’est–a`–dire en suivant le
mode`le a priori,
ponde´ration lorsqu’une nouvelle observation est disponible,
l’ade´quation de chaque particule avec cette observation
est e´value´e graˆce a` la fonction de vraisemblance : chaque
particule est alors affecte´e d’un poids proportionnel a` la
valeur calcule´e,
se´lection les particules sont e´limine´es ou multiplie´es, en fonc-
tion de leur poids, c’est–a`–dire que les particules auront
d’autant plus de descendants a` la ge´ne´ration suivante que
leur vraisemblance est grande.
Pour mettre en œuvre l’algorithme de´crit dans le Tableau 1, il
suffit de savoir
– simuler une v.a. selon la distribution initiale,
et en tout point , de l’espace d’e´tat






a`–dire selon la dynamique du mode`le a priori,
– calculer a` une constante multiplicative pre`s la fonction de






, ait une densite´ par rapport a` une mesure
ne de´pendant pas de l’e´tat , , et qu’on dispose d’une ex-
pression explicite pour cette densite´.
On verra dans la suite de l’article qu’il est possible de modifier
cet algorithme sur plusieurs points
– dans l’e´tape de se´lection, il est possible de re´duire la va-
riance introduite par l’e´tape de re´–e´chantillonnage, en uti-
lisant d’autres algorithmes de redistribution des particules,
voir Annexe B,
– il est recommande´ de ne pas redistribuer les particules a`
chaque instant, mais seulement quand un de´se´quilibre trop
important est constate´ dans la re´partition de leurs poids,
voir Annexe C,
– dans l’e´tape de mutation, il est possible de laisser les par-
ticules explorer l’espace d’e´tat selon une autre transition
`A l’instant initial 

:








ponde´ration pour   ﬀ :































`A tout instant ('  :
mutation inde´pendamment pour   ﬀ :













ponde´ration pour   ﬀ :












se´lection inde´pendamment pour    !ﬀ :













TAB. 1 – Bootstrap filter
que celle correspondant a` la dynamique du mode`le a priori,
quitte a` ponde´rer (ou rejeter) les v.a. simule´es, de fac¸on a`
compenser cette erreur, voir Section 4.
L’e´tape de se´lection, au cours de laquelle les particules sont
e´limine´es ou multiplie´s, est cruciale pour l’efficacite´ de l’algo-
rithme. Si cette e´tape est omise, tout se passe comme si ﬀ tra-















e´taient simule´es une fois pour toutes, en aveugle, avant meˆme
que les observations soient disponibles. Il n’y a aucune rai-
son pour que, parmi ces ﬀ trajectoires donne´es a` l’avance, il
s’en trouve meˆme une seule qui soit proche de la vraie tra-
jectoire. En pratique, on constate d’ailleurs que tre`s rapide-
ment une trajectoire concentre tout le poids, les autres trajec-
toires ayant un poids quasi–nul et ne contribuant pas a` l’esti-
mation de l’e´tat cache´ (jusqu’a` ce qu’e´ventuellement une autre
trajectoire, ayant fini par acque´rir un poids cumule´ supe´rieur,
concentre a` son tour tout le poids). La solution a` ce proble`me
de de´ge´ne´rescence des poids consiste pre´cise´ment a` redistri-
buer les particules, de fac¸on a` utiliser au mieux les ressources
disponibles.
2.3 Points faibles et variantes
On peut remarquer que l’algorithme de´crit dans cette section
effectue la redistribution de manie`re aveugle : une population
de particules est propose´e a` l’issue de l’e´tape de mutation, et la
seule latitude laisse´e a` l’algorithme est de valider ou d’invali-
der chacune des particules propose´es, au vu de son ade´quation
a` la nouvelle observation. Dans certains cas, par exemple si le
bruit d’observation est additif et que le rapport signal–a`–bruit
est fort, il est peut–eˆtre de´ja` trop tard pour re´agir : la fonc-
tion de vraisemblance e´tant tre`s localise´e, il peut arriver qu’au-
cune des particules propose´es a` l’issue de l’e´tape de muta-
tion ne convienne. Une premie`re solution consiste a` introduire
avant l’e´tape de se´lection une e´tape de re´gularisation par noyau,
e.g. kernel filter [27], filtre particulaire pre´–re´gularise´ [33], qui
offre la possibilite´ de proposer des particules dans un voisi-
nage des particules de´ja` propose´es. Ide´alement, il faudrait pou-
voir forcer le me´canisme de mutation a` proposer des particules
dans des re´gions de forte vraisemblance, c’est–a`–dire effectuer
la redistribution de manie`re guide´e par la nouvelle observation.
Plusieurs me´thodes ont e´te´ propose´es : prior editing [22], auxi-
liary particle filter [39], correction progressive [33], annealed
importance sampling [34], bridging densities [21].
`A l’issue de l’e´tape de redistribution, les descendants d’une
particule qui a e´te´ multiplie´e occupent toutes la meˆme position.
Si la transition
   /ﬁ 
, est faiblement bruite´e, voire
meˆme de´terministe, alors la capacite´ d’exploration de l’espace
d’e´tat est tre`s diminue´e. Pour re´soudre ce proble`me de de´ge´ne´-
rescence des positions, on peut ajouter, a` l’issue de l’e´tape de
se´lection, une e´tape de roughening [22], qui consiste essentiel-
lement a` ajouter un bruit dans le mode`le d’e´tat, et qui a donne´
lieu au filtre particulaire post–re´gularise´ [33], ou quelques ite´-
rations d’une me´thode MCMC [20].
3 Mode`les de Markov cache´s
Les mode`les de Markov cache´s posse`dent un tre`s grand pou-
voir de mode´lisation, et permettent de de´crire tre`s simplement
des structures de de´pendances temporelles complexes. En pra-
tique, il suffit de spe´cifier les transitions    ﬀﬁ  , et
les densite´s d’e´mission   

 
, . Par rapport aux mode`les
line´aires gaussiens usuels, il est e´galement tre`s facile
– d’inclure dans la mode´lisation des contraintes sur l’e´tat,
– de conside´rer des mode`les de Markov a` e´tat fini, continu,
hybride continu / fini, variable dans le temps, trajectoriel,
etc.,
et les algorithmes associe´s, a` base de syste`mes de particules
en interaction, sont tre`s simples et intuitifs a` de´velopper et a`
mettre en œuvre.
3.1 Mode`le d’e´tat
On suppose que la suite des e´tats cache´s .   0 forme une
chaıˆne de Markov sur un espace  (on peut meˆme conside´rer




ses valeurs dans un espace
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Cette situation est comple`tement de´crite par la donne´e de la

























 ,$ + ,


, ou bien cette expression est si com-

















est impossible. Dans la plupart des cas pratiques, y compris
dans l’exemple conside´re´ en (1), la distribution de probabilite´


 ,$ + ,

n’admet de´ja` pas de densite´ par rapport a` la mesure
de Lebesgue sur  .
En revanche, il est souvent tre`s facile de simuler une v.a. se-




 (c’est le cas dans
l’exemple conside´re´ en (1), pourvu toutefois qu’on sache ge´ne´-
rer une v.a. selon la distribution de probabilite´     +
 ). Dans
toute la suite, on fera donc l’hypothe`se que pour tout point de
de´part ,ﬂ








3.2 Canal sans me´moire
L’hypothe`se usuellement faite dans les mode`les de Markov
cache´s pour relier les observations aux e´tats cache´s, est de sup-
poser que les observations sont inde´pendantes, sachant les e´tats
cache´s, et que la probabilite´ d’e´mission de   ne de´pend que























































































Cette situation est compleˆtement de´crite par le diagramme de






















































On peut ve´rifier que le mode`le (1) rentre bien dans ce cadre.
Dans tous les mode`les ou` le bruit d’observation est additif, avec
une densite´ connue explicitement, il est en principe facile de
calculer la fonction de vraisemblance (2) mais ce calcul peut
parfois eˆtre couˆteux, par exemple dans les applications en vi-
sion. Si le bruit d’observation n’est pas additif, une solution
possible consiste a` conside´rer un mode`le perturbe´, incluant un
petit bruit d’observation de densite´ connue [10]. Des mode`les
beaucoup plus ge´ne´raux, ou` les observations et les e´tats cache´s
forment conjointement une chaıˆne de Markov [10], voire meˆme
des mode`les non–markoviens [9], peuvent e´galement eˆtre con-
side´re´s.
3.3 Filtre baye´sien
L’objectif est l’estimation re´cursive de l’e´tat cache´   au
vu des observations 	 
  

. On introduit a` cet effet les






















Dans un contexte line´aire gaussien, ces lois conditionnelles sont















et le filtre de Kalman donne des e´quations pour le calcul re´cursif





, et des matrices de
covariance d’erreur    ﬀﬂﬁ et   . Dans le cas ge´ne´ral conside´re´






est de´crite par les deux e´tapes
suivantes
´Etape de pre´diction Entre l’instant    













































´Etape de correction `A l’instant  , une nouvelle observation


est disponible : on utilise






– et la fonction de vraisemblance    ,   ,
pour corriger l’information sur l’e´tat cache´


, a` l’aide de la






































































au mode`le a priori, on pourra utiliser un noyau   	,$+-,   ,
qui peut de´pendre de l’observation   , voire meˆme de toutes
les observations passe´es 	 
 $  , et qui domine le noyau
positif (non–normalise´)    ,    	,$+-,  , avec la de´rive´e de
Radon–Nikodym ﬃ  	,$,  , i.e.





















4 Me´thodes de Monte Carlo
se´quentielles
`A chaque instant  , le filtre optimal
)














































. Si on applique suc-

































































































ﬀ , d’ou` (en interpre´tant 	   )  /ﬁ  comme la
marginale d’une loi de´finie sur l’espace produit
  ) l’ap-




























est un ﬀ –e´chantillon distribue´ selon la loi









































































, et on retrouve ainsi, pour un mode`le
plus ge´ne´ral, les caracte´ristiques du bootstrap filter pre´sente´ a`
la Section 2, ou` les particules explorent d’abord l’espace d’e´tat
en aveugle, selon le noyau de transition du mode`le a priori,
avant d’eˆtre ponde´re´es (puis se´lectionne´es) graˆce a` la fonction

















































ne de´pend pas de , , et peut donc eˆtre utilise´ pour la se´lection,




















































comme la marginale d’une loi









































































Malheureusement, sauf dans quelques cas particuliers [16], on











































































, ou` ) ﬁ
















comme la marginale d’une loi de´finie sur l’espace






























































































Algorithme ge´ne´rique Un algorithme de Monte Carlo se´-
quentiel assez ge´ne´ral est de´crit dans le Tableau 2, ou`







associe´ au mode`le a priori, mais
selon un autre noyau de transition    , +-,  , voir (3),
– les particules ne sont redistribue´es que si les poids af-
fecte´s aux particules sont trop de´se´quilibre´s, selon un des
crite`res de´crits dans l’Annexe C,
– le cas e´che´ant, les particules ne sont pas re´–e´chantillon-
ne´s, mais sont redistribue´es selon un des me´canismes de´-
crits dans l’Annexe B.
5 Rao–Blackwellisation
Bien que les me´thodes de Monte Carlo soient en principle
applicables en dimension quelconque, il est e´videmment im-
portant dans chaque application de tirer parti de toutes les par-
ticularite´s du proble`me, de fac¸on a` re´duire la partie de l’espace
d’e´tat ou` on aura vraiment besoin d’utiliser des particules :
s’il existe des me´thodes de´terministes qui permettent de trai-
ter certaines composantes du vecteur d’e´tat, il est bien suˆr re-
commande´ de les utiliser. Dans chacun des deux exemples ci–
dessous, l’approximation particulaire prend la forme
`A l’instant initial 

:








ponde´ration pour   ﬀ :










`A tout instant ('  :
mutation inde´pendamment pour   ﬀ :







ponde´ration pour   ﬀ :























'  , alors redistribuer les







, avec des poids e´gaux a` 

ﬀ .
TAB. 2 – Algorithme de Monte Carlo se´quentiel
– d’un syste`me de particules a` valeurs dans la partie  non–
line´aire  de l’espace d’e´tat,
– a` chaque particule est attache´ un filtre de Kalman, dont
de´pendent
– une distribution gaussienne sur la partie  line´aire  de
l’espace d’e´tat,
– le poids de la particule.
Ce principe est tre`s largement utilise´ dans les applications [5],
[17], [23], [7].






























































































ve´rifie un syste`me line´aire gaussien triangu-
laire, et seule la composante

-




























































Il s’agit d’une me´thode classique permettant d’approcher une
distribution de probabilite´
)
, appele´e distribution cible, en si-
mulant des v.a. selon une autre distribution de probabilite´  , ap-
pele´e distribution instrumentale (ou distribution d’importance
dans le cas de l’e´chantillonnage pre´fe´rentiel). L’hypothe`se de
base est que  domine
)
, i.e.







































































est un ﬀ –e´chantillon distribue´ selon la loi
d’importance  , et on obtient l’approximation (biaise´e, mais








































ne sont pas distribue´es
selon la loi cible
)






se´ment pour fonction de compenser cette erreur.
B Redistribution
Dans l’e´tape de se´lection, il faut ge´ne´rer une v.a.  (en fait,
un e´chantillon de taille ﬀ ), selon une distribution de probabilite´














Il suffit de ge´ne´rer d’abord une v.a.  a` valeurs dans l’ensemble









. Le me´thode la plus directe est la me´thode d’inver-





 . Si 

















alors on pose    . Une recherche binaire en 	 
 ﬀ  ope´ra-
tions permet d’obtenir ce re´sultat, et il suffit donc de 	  ﬀ
 ﬀ 






Statistique d’ordre uniforme On divise l’intervalle      en
ﬀ segments contigus de longueurs ﬃ
ﬁ
ﬂﬃ respective-
ment, et on ge´ne`re en une fois ﬀ variables ale´atoires  ﬁ 








 . Si 
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alors on pose  ﬁ   . Ge´ne´rer une statistique d’ordre uniforme
peut se faire en 	  ﬀ

ope´rations [4], et il suffit de 	  ﬀ  tests
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Plus ge´ne´ralement, pour choisir une approximation entie`re

ﬁ
de ﬀ ﬃﬁ pour    ﬀ tout en rajoutant le moins d’ale´a
possible, l’ide´e naturelle est de commencer par cre´er  ﬁ 
 






















particules de manie`re comple`tement de´terministe, chacune avec























particules a` choisir. On peut citer par exemple
ﬁ
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– ou la me´thode de branchement de Bernoulli [8] (dans la-
quelle le nombre de particules n’est pas ne´cessairement
constant), qui consiste a` attribuer  ou  descendant supple´-
mentaire a` la particule

ﬁ , avec probabilite´ ﬃﬁ$ , inde´pen-

























La me´thode suivante donne aussi une variance minimale.
´Echantillonnage syste´matique [29], [4] On ge´ne`re une unique











ﬂﬁ #  
ﬀ pour 
 
ﬀ . Si 
ﬁ




















alors on pose  ﬁ 

$
. Il suffit de 	  ﬀ  tests de comparaison
































C Crite`re de redistribution



























e´quilibre´s. Deux mesures heuristiques ont e´te´ propose´s pour
quantifier l’e´cart a` l’e´quidistribution, et pour prendre la de´cision
de redistribuer les particules.
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