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Résumé. En analyse symbolique, un objet complexe peut Œtre dØcrit par une va-
riable s’exprimant comme une distribution de probabilitØ. La classication d’un
ensemble d’objets symboliques dØcrits par ce type de variable, peut Œtre obtenue
en appliquant une dØcomposition de mØlange de copules archimØdiennes sur les
valeurs des distributions calculØes en un nombre q de points distincts, appelØs
coupures. Jusqu’à prØsent ces coupures ont ØtØ choisies arbitrairement.
Dans cet article nous montrons d’abord de façon empirique sur quelques exemples
que le taux d’erreur de classement varie avec le nombre de coupures et leur posi-
tion. Nous proposons ensuite de xer ces deux paramŁtres grâce à une interaction
visuelle.
1 Introduction
En analyse symbolique (Bock et Diday, 2000) une variable peut, entre autre, Œtre dØcrite par
une distribution de probabilitØ continue. Dans ce cas, la classication en K groupes de N objets
symboliques dØcrits par cette variable, peut Œtre obtenue en appliquant une dØcomposition de
mØlange aux valeurs obtenues par l’Øchantillonnage des distributions calculØes en q endroits
distincts, appelØs coupures. L’estimation des composantes du mØlange est rØalisØe à l’aide de
copules archimØdiennes. Cette appproche a dØjà ØtØ utilisØe avec succŁs par (Vrac et al., 2001)
sur des donnØes atmosphØriques avec deux coupures. Nous Øtendons cette approche en permet-
tant d’utiliser un nombre plus grand de coupures (Cuvelier et Noirhomme-Fraiture, 2005).
Dans tout les cas, le choix des coupures se rØvŁle dØterminant pour la qualitØ de la classica-
tion, mais actuellement aucun critŁre de dØcision automatique n’existe pour effectuer ce choix.
Nous proposons donc, à l’instar de (Poulet, 2003) et de (Guo, 2003), une coopØration entre
une technique automatique de classication et technique visuelle de choix des coupures. Ce
choix des coupures par visualisation Øtant basØ sur des heuristiques inspirØes des rØsultats de
simulations.
Dans le paragraphe 2 nous rappellerons briŁvement l’algorithme des nuØes dynamiques appli-
quØ aux distributions de probabilitØ, et nous introduirons la notion de copule. Le paragraphe 3
traitera de l’inuence du nombre et du choix des coupures dans la qualitØ de la classication.
Nous dØtaillerons ensuite dans le paragraphe 4 l’intØrŒt du choix visuel des coupures.
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2 Classication de distributions de probabilitØs
2.1 Distributions de distributions
Nous supposerons que nous avons comme base de travail un tableau T de n lignes et p
colonnes, et que la jme colonne contient des distributions de probabilitØs , c’est-à-dire que si
nous notons Y j la jeme variable alors Y ji est une distribution Fi(.) pour tout i ∈ {1, ..., n}.
Dans ce qui suit nous noterons ωi le concept dØcrit par l’objet symbolique de la ieme ligne, et
Fωi(.) la distribution associØe. Pour effectuer la classication en K classes nous commençons
par Øchantilloner les distributions en q valeurs T1, ..., Tq , et donc pour chaque i ∈ {1, ..., n}
nous calculerons Fi(T1), ..., Fi(Tq). Si nous appelons Ω l’ensemble de tous les concepts, la
distribution conjointe des valeurs Fi(Tj) est dØnie par :
HT1,...,Tq (x1, ..., xq) = P (ω ∈ Ω : {Fω(T1) ≤ x1} ∩ ... ∩ {Fω(Tq) ≤ xq}) (1)
et est appelØe distribution de distributions.
La mØthode, classique, de dØcomposition de mØlange consiste à considØrer cette distribution
comme Øtant la rØsultante d’un mØlange de distributions :
HT1,...,Tq (x1, ..., xq) =
K∑
i=1
pi ·H
i
T1,...,Tq
(x1, ..., xq;βi) (2)
avec ∀ i ∈ {1, ...,K} : 0 < pi < 1 et
∑K
i=1 pi = 1.
La distribution de la ieme classe Øtant donnØe par H iT1,...,Tq (x1, ..., xq;βi) , avec βi ∈ Rd, et pi
Øtant la probabilitØ qu’un ØlØment appartienne à cette classe.
La densitØ de chaque distribution est donnØe par :
h(x1, ..., xq) =
∂q
∂x1...∂xq
H(x1, ..., xq) (3)
2.2 Algorithme des nuées dynamiques
L’algorithme utilisØ (Diday, 2002) est en fait une extension de la mØthode des nuØes dyna-
miques (Diday et al., 1974) dans le cas d’un mØlange. L’idØe principale est, alternativement,
d’estimer au mieux la distribution de chaque classe, et ensuite de vØrier que chaque objet
symbolique appartient à la classe de densitØ maximale. L’Øtape d’estimation est rØalisØe en
maximisant un critŁre de qualitØ, ici la log-vraisemblance :
lvc(P, β) =
K∑
i
∑
ω∈Pi
log(h(w)) (4)
avec
h(w) = hT1,...,Tq (Fω(T1), ..., Fω(Tq)) (5)
La classication commence avec une partition initiale alØatoire, et les deux Øtapes suivantes
sont donc rØpØtØes jusqu’à stabilisation de la partition :
 Etape 1 : Estimation des paramètres
DØterminer le vecteur (β1, ..., βK) qui maximise le critŁre de qualitØ.
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 Etape 2 : Distribution des objets symboliques dans les classes
Les classes (Pi)i=1,...,K , dont les paramŁtres ont ØtØ calculØs à l’Øtape 1, sont construites
comme suit
Pi = {ω : h(ω, βi) ≥ h(ω, βm)∀m} (6)
2.3 Copules
L’estimation de distributions multivariØes et de leurs densitØs n’est pas toujours chose aisØe,
alors que l’estimation univariØe pose moins de problŁmes.
Ainsi dans notre cas, les marges des distributions H iT1,...,Tq (x1, ..., xq;βi) dØnies par
GiTj (x) = P{ω ∈ Pi : Fω(Tj) ≤ x} (7)
peuvent Œtre facilement estimØes par
ĜiTj (x) =
card{ω ∈ Pi : Fω(Tj) ≤ x}
card(Pi)
(8)
et les densitØs associØes par la mØthode des noyaux (Silverman, 1986)
ĝTi(x) =
1
card(Pi) · h
∑
ω∈Pi
K
(
x− Fω(Ti)
h
)
(9)
oø K est une fonction noyaux (Gaussienne, Epanechnikov, Triangulaire,...) et h est le paramŁtre
de lissage, qui peut Œtre calculØ à l’aide de l’Erreur Quadratique Moyenne IntØgrØe (Mean In-
tegrated Square Error - MISE).
La notion de copule (Nelsen, 1999) permet d’utiliser ces estimations des marges pour recons-
truire les distributions multivariØes.
Par dØnition
C(u1, ..., un) est une copule
ssi
C est une distribution multivariØe dont toutes les marginales sont uniformes sur [0, 1]
Les copules sont des outils prØcieux dans la modØlisation des structures de dØpendance grâce
au thØorŁme de Sklar :
Si H(x1, , xn) est une distribution multivariØe de marginales F1(x1), ..., Fn(xn)
alors il existe une copule C telle que
H(x1, ..., xn) = C(F1(x1), ..., Fn(xn)) (10)
de plus, si F1, ..., Fn sont toutes continues, alors C est unique ; sinon C est unique seulement
sur domF1 × ...× domFn Les copules capturent la structure de dØpendance et permettent de
sØparer la modØlisation de celle-ci de la modØlisation des marges.
Plusieurs techniques de construction des copules existent (Joe, 1997; Nelsen, 1999), et parmi
celles-ci une mØthode gØnŁre une classe importante de copules : les copules archimØdiennes.
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2.4 Copules Archimédiennes
Les copules archimØdiennes sont dØnies par
C(u) = C(u1, ..., un) = φ
−1
(
n∑
i=1
φ(ui)
)
(11)
oø φ est une fonction, appelØe gØnØrateur, de [0, 1] vers [0,∞] telle que
 φ est une fonction continue strictement dØcroissante
 φ(0) = ∞ et φ(1) = 0
 φ−1 est complØtement monotonique sur [0,∞[ c-à-d que
(−1)k
dk
dtk
φ−1(t) ≥ 0 (12)
quel que soit t ∈ [0,∞[ et pour tout k.
Il existe quatre familles de copules archimØdiennes bivariØes qui possŁdent une extension in-
tØressante en dimension quelconque. Il s’agit des copules de Clayton, Gumbel, Frank et Joe.
Dans le cadre de cet article nous n’utiliserons que la premiŁre : la copule de Clayton :
Cθ(u) =
(
n∑
i=1
(u−θi )− n + 1
)− 1
θ
(13)
Une des propriØtØs des copules archimØdiennes est que pour k xØ (avec 2 ≤ k ≤ n) toutes
les marges de dimension k d’une copule sont identiques. Ainsi les marges bidimensionnelles,
obtenues à partir de l’expression (11) de la façon suivante,
φ−1
φ(ui) + φ(uj) + ∑
k 6=i,j
φ(1)
 = φ−1 (φ(ui) + φ(uj)) = C(ui, uj) (14)
sont toutes modŁlisØes de la mŒme façon, c’est-à-dire avec le mŒme gØnØrateur φ.
3 Inuence du nombre et du choix des coupures
Pour illustrer notre propos nous utiliserons un ensemble articiel de donnØes (cf. Figure
1). Cet ensemble est constituØ de 4 groupes de distributions. En parcourant le graphe de
gauche à droite, nous trouvons 45 distributions exponentielles (exp1), 45 distributions nor-
males (norm1), 45 distributions exponentielles (exp2), et enn 50 distributions beta (beta1).
Pour chaque distribution, 500 nombres alØatoires ont ØtØ gØnØrØs suivant la loi choisie,
ensuite on a estimØ la distribution empirique.
Nous avons ensuite gØnØrØ tous les ensembles de 2 à 7 coupures Øquidistantes (d’un multiple
de 0.25) et ayant comme premiŁre coupure au moins -4, et comme derniŁre coupure au plus 4 :
{{Tk = d+k.s : k ∈ {0, ..., q−1}} : q ∈ {2, ..., 7};−4 ≤ T0;Tq−1 ≤ 4; s = k∗0.25} (15)
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FIG. 1  Exemple d’ensemble de donnØe
Ensuite nous avons effectuØ les classications sur base de chacun de ces ensembles de 2 à 7
coupures ( 820 ensembles ). Ces classications ont ØtØ rØalisØes en utilisant toujours la mŒme
partition initiale, et ce an de pouvoir comparer les rØsultats des classications.
Sur ces 820 ensembles de coupures, seuls 9 ensembles permettent de classer sans erreur les
distributions. Ces ensembles sont les suivants : {−1.50, 0.50}, {−1.50, 1.00}, {−1.50, 1.25},
{−1.50, 1.50}, {−1.75, 1.50}, {−1.50, 2.00}, {−1.50, 2.25}, {−1.75, 2.25}, {−1.50, 2.50}.
Comme on peut le voir dans le tableau 1, si on choisit les coupures de maniŁre arbitraire
on peut obtenir des cas favorables et avoir un taux d’erreur proches de 0, mais aussi obtenir des
cas trŁs dØfavorables et avoir jusqu’à 51% d’erreur. Nous avons dŁs lors besoin d’heuristiques
pour bien choisir les coupures.
Concentrons-nous maintenant sur les ensembles de coupures qui permettent d’effectuer la
classication avec un taux d’erreur acceptable (10% maximum). En comparant les rØsultats par
dimension des intervalles de la premiŁre et de la derniŁre coupure (Tableau 2) et le graphique
nous pouvons observer les comportements suivants :
1. la longueur des intervalles des valeurs intØressantes pour les coupures varie de façon
dØcroissante par rapport au nombre de coupures ;
Classication de distributions : choix de la dimension par visualisation
q Erreur moyenne Erreur minimale Erreur maximale
2 28,8% 0% 49,1%
3 33,1% 1,6% 51,3%
4 31,3% 4,3% 48,6%
5 28,5% 7% 48,6%
6 29% 5,4% 48,6%
7 28% 6,4% 49,1%
TAB. 1  Minima, maxima et moyennes par dimension
q Erreur moyenne T1 Tq
2 0.0334 [-2.50, -0.25] [-1.75, 4.00]
3 0.0529 [-1.75, -0.75] [ 0.25, 2.25]
4 0.0639 [-2.50, -0.50] [ 0.25, 2.75]
5 0.0828 [-2.75, -1.75] [-0.50, 1.25]
6 0.0567 [-2.75, -2.50] [ 0.00, 2.25]
TAB. 2  Intervalles des premiŁres et derniŁres coupures pour les meilleurs ensembles.
2. l’augmentation du nombre de coupures n’amØliore pas nØcessairement le taux d’erreur ;
Le premier comportement est dß au fait que les copules archimØdiennes modØlisent de la
mŒme façon toutes les relations entres les marges (cf. supra). Cela permet de laisser "tomber"
le dØbut et la n de l’ensemble des valeurs des distributions aux comportements diffØrents de
la partie centrale.
Le second comportement veille à maximiser le nombre d’informations par coupure compte
tenu du nombre de coupures.
4 IntØrŒt du choix visuel
Les coupures ayant une inuence directe sur la qualitØ des rØsultats, nous ne pouvons nous
satisfaire d’un choix alØatoire. En nous inspirant des comportements ci-dessus nous pouvons
Ømettre les heuristiques suivantes :
1. minimiser le nombre de coupures choisies ;
2. choisir des coupures qui maximisent le nombre de groupes discernables de valeurs le
long de ces coupures, en veillant à ce que chaque groupe soit discernØ un maximum de
fois sur l’ensemble des coupures ;
Ainsi sur notre exemple, on peut visuellement repØrer les zones suivantes dans l’espace pos-
sible des coupures :
 un faible intervalle situØ autour de -0.5 oø l’on peut presque distinguer 4 groupes dis-
tincts de valeurs ;
 un intervalle allant de -2.25 à 1.75 oø l’on peut en chaque point distinguer au moins 3
groupes distincts de valeurs ;
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 un intervalle allant de -3.25 à 4 oø l’on peut en chaque point distinguer au moins deux
distincts de valeurs ;
En suivant les heuristiques ØnoncØes on peut par exemple choisir deux coupures, la premiŁre
−2 ≤ T1 ≤ −1 et la seconde 1 ≤ T2 ≤ 1.75. Dans nos tests les classications qui ont
utilisØ des coupures respectant ces conditions ont les rØsultats suivants pour les taux d’erreurs :
moyenne = 14,2%, min = 0% , max = 27%, ce qui reprØsente une substantielle augmentation
par rapport au choix alØatoire.
5 Conclusions et perspectives
Dans cet article nous avons montrØ comment le choix des coupures nØcessaires à la clas-
sication pouvait se faire aisØment visuellement. Nous avons aussi suggØrØ deux heuristiques
qui doivent guider ce choix visuel. Dans le futur, plusieurs axes de recherche sont à dØvelop-
per,notamment :
 la dØternimation du nombre optimal de coupures ;
 l’aide à la dØtermination visuelle du nombre de classes distincts le long d’une coupure.
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Summary
In symbolic data analysis, a complex object can be provided in the form of a continuous
distribution. The classication of a set of symbolic objects described by this type of variable,
can be obtained by applying a mixture decomposition of archimedean copulas to the values
of the distributions calculated in a number Q of distinct points, called cuts. Until now these
cuts were arbitrarily selected. In this article we show initially in an empirical way on some
examples that the error rate of classication varies with the number of cuts and their positions.
We then propose to chose these two parameters thanks to a visual interaction.
