When memory is tested, researchers are often interested in the items that were correctly recalled or recognized, while ignoring or factoring out trials where one "recalls" or "recognizes" a nonstudied item. However, intrusions and false alarms are more than nuisance data and can provide key insights into the memory system. The present article reports 2 experiments demonstrating that people are remarkably consistent in the rate at which they incorrectly report memory for nonstudied items, even across a range of differing stimuli and test features. Experiment 1 found that individual differences in false alarms and intrusions were strongly related, even while controlling for the shared influence of memory ability on these incorrect response types. Furthermore, intrusion rate was found to be related to response bias as well, but this effect was suppressed by the shared influence of memory ability, demonstrating that an independent measure of memory ability is an important control in investigations into individual differences in response bias. Experiment 2 revealed that the relations between intrusions and false alarm rate and response bias were entirely explained by one's ability to discriminate episodic memories from semantic generation. This work links together previous work on individual differences in intrusions and in false alarms, and highlights the ability to identify the source of a memory as the key cognitive trait underlying incorrect response styles on various memory tests.
When thinking about memory, people tend to be interested in what one correctly remembers and what one forgets. However, relatively less attention is paid to cases where one "remembers" information that was not actually encoded. Yet, in memory research, participants regularly report remembering items that were never presented. In the case of research on recall, these extralist items-sometimes referred to as false recall or intrusions-are frequently ignored. In the case of research on recognition memory, false recognition of nonstudied items-referred to as false alarms-is most often accounted for statistically, with the goal of removing its influence from the data and having measures of true memory only (Abdi, 2007; Wixted, 2007) . A popular method for accounting for false recognition comes from signal detection theory; this method accounts for response bias, which is a participant's tendency to identify items as studied (or "old") versus nonstudied (or "new"). Thus, false alarms are often treated as an artifact of one's tendency to respond liberally (more "old" responses) or conservatively (more "new" responses). A participant with a liberal response bias will tend to report more items as having been studied, which will result in many hits for studied items but also a relatively large number of false alarms to nonstudied items, whereas a conservative responder will report more items as being new, resulting in fewer hits and fewer false alarms.
Thus, two different types of memory tests tend to be associated with two very different treatments of incorrect responses: In recall research, incorrect responses tend to be ignored whereas, in recognition research, their influence tends to be removed from the data mathematically. Despite different methods, both approaches treat incorrect responses as nuisance data rather than responses that are interesting in and of themselves. The exception to this is a large literature on false memory, where "memory" for items that were never in fact presented is the focus of study. In this literature, tasks and stimuli are often designed to evoke specific types of intrusions (and sometimes false alarms). For example, in the DeeseRoediger-McDermott paradigm (DRM; Deese, 1959; Roediger & McDermott, 1995) , participants are presented with a list of words that are related to one critical-but never presented-word, and interest is in false memory for the critical lure while other types of intrusions are often ignored (for a review, see Gallo, 2010) . In the present article, the focus is not on incorrect recall produced by false memory paradigms designed to evoke intrusions, but instead on intrusions and false alarms produced in standard recall or recognition tests, with the hypothesis being that these incorrect responses are more than just noise in the data.
People are very consistent in the proportion of false alarms that they make on recognition tests, demonstrating reliability over time and across different stimuli (e.g., pictures vs. words; Kantner & Lindsay, 2012 , 2014 . Similarly, people have been found to be consistent in the number of intrusions they make on various recall tests (Lövdén, 2003; Unsworth, 2009; Unsworth & Brewer, 2010) . For example, Unsworth and Brewer (2010) used a latent variable analysis on intrusion rates from a number of different recall tasks, some of these being the DRM false memory paradigm, sourcemonitoring tasks in which participants must identify a context detail of an item (e.g., this item was presented in the upper left quadrant of the screen), and free recall of semantically related or unrelated words. Unsworth and Brewer found significant correlations among their measures of intrusions, and confirmatory factor analyses revealed that intrusion rates from the various tests fit best as one intrusion factor (see also Lövdén, 2003; Unsworth, 2009) . In other words, participants who made many intrusions on one recall task also made many intrusions on other recall tasks, and these individual differences were consistent irrespective of the specific features of any individual recall task.
The work by Lindsay (2012, 2014) and Unsworth and Brewer (2010) are examples of the recent trend to examine individual differences in incorrect responses and to relate them to various personality and cognitive traits (see also Aminoff et al., 2012) . However, despite this recent trend, there has not yet been a thorough examination of the individual differences in incorrect response patterns across intrusions and false alarms. The most thorough examinations of the relation between intrusions and false alarms come from two different articles, both involving a false memory paradigm; these studies revealed a weak relation between false alarms on a recognition test and the tendency to report false memories using the DRM paradigm (Kantner & Lindsay, 2012; Zhu, Chen, Loftus, Lin, & Dong, 2013) . However, these studies used only the DRM paradigm, which is a unique paradigm that involves the study of items that are strongly semantically related with particular emphasis on false memory for the related but nonstudied critical lure. It is not clear whether this result would extend beyond this paradigm to intrusions produced on various types of cued-recall tests. Therefore, the present work uses structural equation modeling to provide a thorough examination of whether intrusions and false alarms are in fact related to each other. Furthermore, this article also presents an examination of the cognitive factors that underlie any variance shared between intrusions and false alarms. In doing so, I demonstrate that incorrect responses (intrusions and false alarms) are not nuisance data, but instead (a) that they are highly consistent response patterns spanning different types of tests (e.g., recognition, cued recall, and free recall) and stimuli (e.g., pictures, words, and word pairs), (b) that they are not simply an artifact of memory ability, and (c) that the consistent response pattern is the result of one's ability to correctly identify the source of a memory.
Experiment 1
The purpose of Experiment 1 was to explore the relation between intrusions from cued-recall tests and response measures from recognition tests (i.e., response bias and false alarms) to determine whether there were consistent individual differences in incorrect response styles across various memory tests. In this experiment, participants completed a series of cued-recall and recognition tests. Intrusions, false alarms, and response bias were then examined using confirmatory factor analysis to determine whether response styles were consistent across different tests of the same type (e.g., across three different recognition tests), and structural equation modeling was used to explore the relation between different measures of guessing from the various memory tests. I hypothesized that there would be consistent individual differences across both intrusions and false alarms and that intrusions might be related to a more liberal response bias.
In this experiment, I also examined whether memory ability contributed to individual differences in incorrect responses. It is possible that consistent patterns in incorrect responding are simply a by-product of memory ability. This possibility arises from two findings. First, Unsworth (2009) has demonstrated that memory ability is a negative predictor of intrusions, establishing a relation on recall tests. Second, extensive research on the mirror effect in recognition demonstrates that strengthening memory (and thereby increasing hit rate) decreases the false alarm rate (e.g., Cary & Reder, 2003; Glanzer & Adams, 1990) . In other words, false alarm rate moves as a function of memory strength. Thus, individual differences in intrusions or false alarm rates might exist only as a by-product of individual differences in memory ability, and if this were the case, they would not be very interesting. To address this possibility, memory ability was used as a predictor before assessing the relation between measures of incorrect responding. If false alarms and intrusions are simply a by-product of memory ability, then controlling for memory ability should yield no significant relation between the various measures of incorrect responding because all meaningful variance would be explained by memory ability. Alternatively, it is possible that incorrect response measures are affected by cognitive traits other than memory ability and, therefore, there should be a significant relation between measures of incorrect responding even after controlling for memory ability. This finding would lay the groundwork for examining cognitive traits that might underlie consistent incorrect response patterns across various memory tests.
Method
Participants. There were 156 students from the University of Waterloo who participated in exchange for partial course credit. All had normal or corrected-to-normal vision and reported fluency in written and spoken English.
Materials and procedure. Participants completed six blocks of tasks. In each block, participants completed a study phase, a distractor phase, and a test phase. The unique characteristics of each block are described below; however, there were some commonalities across all blocks. First, in all blocks, three stimuli were included at the beginning of the study phase to address the primacy effect; these items were not included in the test in any of the blocks and are not included in the descriptions of the materials below. Second, the distractor task was the same for each block: Participants were presented with a unique three-digit number and were asked to count backward by 7 for 30 s. This distractor task was used to prevent rehearsal between study and test.
Each block had a unique stimulus set and the test type was either cued recall or recognition. To create the word lists for some of the blocks, a large set of common nouns was selected from the MRC psycholinguistic database (Coltheart, 1981) . All of these words had word frequency scores lower than 500. This document is copyrighted by the American Psychological Association or one of its allied publishers.
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Block 1. Forty pairs of unrelated words were constructed from the set of common nouns. The 40 cues were randomly selected, and the 40 targets were randomly selected with the constraint that they began with one of the seven following letters: a, b, c, h, m, p, or s. This constraint was included because participants would be tested using one-letter word stems (e.g., thumb-m). By restricting targets to a smaller set of first letters, the distinctiveness of the one-letter cue was reduced, and participants would have more opportunities to produce intrusions on the test. One set of cuetarget pairs was constructed and was presented to all participants for study. Each pair was presented for 3,000 ms with a 250 ms interstimulus interval. For each test trial, participants were presented with the cue word and a one-letter word stem (e.g., thumb-m) and were given up to 10 s to complete the word stem with a studied word.
Block 2. Fifty-six words were selected from the set of common nouns. Each item was presented for 1,500 ms with a 250 ms interstimulus interval. Memory for the items was tested using a simple recognition task. In this test, individual items were presented and participants were to indicate whether each item was old (i.e., studied) or new. The test was comprised of the 56 studied words and 56 new words, which were intermixed.
Block 3. Category-exemplar pairs were selected from Battig and Montague's (1969) category norms. Eight exemplars from each of six categories were selected. Exemplars were selected with one important criterion: There must be another exemplar of higher frequency in that category that begins with the same letter. For example, FRUIT-apricot was selected because the exemplar apple is of higher frequency. This was done to reduce the likelihood that participants would guess the correct item; in the above example, if a participant could not remember the studied item and were to guess, he would most likely guess apple, which would be properly identified as an intrusion rather than mistakenly classified as a correctly recalled item. Participants first studied these category-exemplar word pairs individually for 2,000 ms each with a 250 ms interstimulus interval. After the distractor phase, participants were shown category cues along with one-letter word stems (e.g., FRUIT-a) and were given up to 10 s to complete the word stem with a studied exemplar. Testing was blocked, such that all exemplars for one category were tested before progressing to the next category.
Block 4. Fifty-six images of classic art pieces were presented for 1,500 ms each with a 250 ms interstimulus interval. During a recognition test, individual images were presented and participants were to indicate whether the image was old or new. The test was comprised of the 56 studied images and 56 new images, which were intermixed.
Block 5. The study session for Block 5 was identical to that of Block 3. The materials were also categorized, but they were from six new categories such that there was no overlap with Block 3. The items were selected from positions 6 to 40 from Battig and Montague's (1969) category norms. There was no additional requirement that there be a stronger exemplar that starts with the same letter (as in Block 3); this requirement was not necessary because the test phase involved category-cued free recall, which did not include one-letter word stems. Instead, participants were simply presented with a category label (e.g., TRANSPORTATION) and were to type in studied exemplars from that category as they came to mind. Thus, when selecting stimuli, the five strongest exemplars from each category were avoided because these would be the most likely candidates if participants were to guess. For this test, time was not restricted; participants were instructed to type "finish" when they could not remember any more exemplars from that category, after which the next category label appeared on the screen.
Block 6. Fifty-six words were selected from a larger set of common nouns. Each was presented for 1,500 ms with a 250 ms interstimulus interval. For the test, Block 6 used a recollection/ familiarity recognition test, rather than a standard old/new recognition test. Before the test, participants were given extensive instruction on the difference between "re-experiencing" a memory and feeling that an item is "familiar." Emphasis was placed on remembering specific detail about the studied word (e.g., remembering what one thought when she saw the word); a memory without specific detail was to be labeled familiar, whereas a memory with specific contextual detail was to be labeled "re-experienced." Items for which the participant had no memory were to be labeled new. The test was comprised of the 56 studied words and 56 new words, which were intermixed.
For all memory tests, no instructions were given regarding guessing or incorrect responding. This was done intentionally to allow participants to complete the tests guided by their individual response styles. If participants asked whether they could guess, which happened on only a couple of occasions, the research assistant responded by telling the participants to respond in the way that they thought best.
Because this is an individual differences study, one random sequence of study and test stimuli was created for each block and this sequence was presented to all participants. This was done to reduce any possible noise produced by different sequences of items. All study and distractor words were carefully reviewed to ensure that words were not repeated across blocks.
Results
Data from one participant were removed from analyses because Block 6 was not completed correctly (no new responses were given), resulting in a final sample size of 155 participants.
The measure of response bias used in the present work is c (criterion). Kantner and Lindsay (2012) found that different measures of response bias (e.g., c a , B") had similar correlations across their various tasks (see their Table 2 ). Therefore, because of its wide-spread use, c was selected to quantify response bias. A positive c value indicates conservative responding, with a tendency to respond "new" more frequently than "old".
Descriptive statistics for and correlations between all measures are displayed in Tables 1 and 2 , respectively. When computing c, cases where participants achieved perfect performance on old or new items were computed by adjusting the score by .01, such that 1.00 proportion hits was converted to .99 and .00 proportion false alarms was converted to .01. Rather than analyzing raw intrusions scores, proportion scores were used. This was done to account for the fact that participants with good memory will correctly complete more of the word stems, leaving fewer opportunities for intrusions or guesses. Therefore, the number of intrusions was assessed relative to the number of incorrect stems (i.e., for Block 1: # intrusions/[40 -# correctly recalled]; for Block 3: # intrusions/ This document is copyrighted by the American Psychological Association or one of its allied publishers.
[48 -# correctly recalled]); this score reflects participants' tendency to produce an intrusion only in cases where they had the opportunity to do so. Intrusions for Block 5 were not proportionalized because the test was free recall rather than cued recall, so participants could make as many responses (importantly, intrusions) as they wanted. Confirmatory factor analysis. Confirmatory factor analysis was used to assess the hypothesized structure of the data. The Intrusions factor was formed by having the intrusion measures from Blocks 1, 3, and 5 load together on the same factor. The FA factor was formed by having the false alarm rates from Blocks 2, 4, and 6 load together on the same factor. The Response Bias factor was formed by having c scores from Blocks 2, 4, and 6 load together on the same factor. And, finally, the Memory factor was formed by having the proportions of items correctly recalled from Blocks 1, 3, and 5 and the proportion of recollection ("re-experienced") responses from Block 6 load on the same factor. The Memory factor did not include hit rates from Blocks 2, 4, and 6 because c is calculated from both hit and false alarm rates. If the Memory factor included hit rates from the recognition tasks, it would not be independent from the Response Bias factor and, therefore, could not be estimated in the same model. For this same reason, FA and Response Bias could not be estimated in the same model (as a demonstration of the lack of independence, see the strong correlations between response bias, false alarms, and hits for Blocks 2, 4, and 6 in Table 2 ). Therefore, two separate confirmatory factor analyses were run to address the fact that FA and Response Bias were not independent. The first included the Memory, Intrusions, and FA factors, and the second included the Memory, Intrusions, and Response Bias factors. In each analysis, the latent factors were allowed to correlate with each other. Furthermore, error variables from the same task were allowed to covary (e.g., the error for intrusions from Block 1 was allowed to covary with the error for memory from Block 1) to address shared method variance, and the error variables for intrusions and for hits from Blocks 1 and 3 were allowed to covary to account for the similarity in the testing method for Blocks 1 and 3 (cued ϩ stem recall) relative to Block 5 (category-cued free recall).
Model fits were assessed using a combination of several fit indices:
2 , root-mean-square error of approximation (RMSEA), and the comparative fit index (CFI). A nonsignificant 2 statistic is typically desirable; however, large samples often yield significant values because 2 is sensitive to small deviations between the observed and the reproduced covariance matrices. Therefore, fit can be assessed using a ratio between 2 and df. Acceptable fit is indicated by a 2 ratio of two or less, a RMSEA value of less than .08, and a CFI value of greater than .90. This and all subsequent models were run using Amos 22 for SPSS (Chicago, IL). Results from each confirmatory factor analysis are reported in Tables 3 and 4. Each measure loaded significantly on its factor and the fit of both models was good (model with FA: 2 (26) ϭ 34.53, p ϭ .12, 2 /df ϭ 1.33, RMSEA ϭ .05, CFI ϭ .98; model with Response Bias:
2 (26) ϭ 48.64, p ϭ .005, 2 /df ϭ 1.87, RMSEA ϭ .08, CFI ϭ .96), indicating that the measures loaded onto the factors as expected. As predicted, the interfactor correlations revealed that FA and Intrusions were related. Furthermore, Memory correlated negatively with both FA and Intrusions, replicating the finding that those with superior memory tend to make fewer false alarms and fewer intrusions (e.g., Unsworth, 2009 ).
An interesting note: Memory correlated negatively with Response Bias, indicating that those with superior memory tended to respond more liberally on recognition tests. Given that the Memory factor was formed using only recall and recollection responses, the relation between Memory and Response Bias could be interpreted in the following way: Individuals with a more liberal response bias produce more correct items on a recall test because they use a strategy that involves guessing, which sometimes results in a correct item. However, it seems unlikely that pure guessing in the absence of any true memory would frequently result in more correct cued-recall performance, particularly when the recall cue is an unrelated word (as in Block 1) or when the exemplar is not the strongest associate of the test cue (as in Blocks 3 and 5). A more likely interpretation is that those with a more liberal response bias require less memory strength to report an item, whereas those with a more conservative response bias required greater certainty before reporting an item and will, therefore, forgo reporting recalled items for which their memory is weak, even though the memory is correct. This explanation is consistent with the logic of signal detection theory: Response bias represents one's threshold of memory strength for endorsement, such that a conservative responder requires more memory strength before endorsing an item-studied or nonstudied-as old. Applying this to a cuedrecall task, a conservative responder might internally generate a target, but fail to report it because it does not surpass her threshold of necessary memory strength for reporting. Thus, the conservative responder will report fewer correct items, not because she has poor memory, but because she reports only the strongest of items.
When considering the interfactor correlations in Table 4 , it is surprising that Response Bias was not related to Intrusions. Specifically, Response Bias and Intrusions were hypothesized to be negatively related (i.e., conservative responders make fewer intrusions), but this relation was not found to be significant. However, the negative relation between Memory and Response Bias suggests that there might be suppression in the relation between Response Bias and Intrusions. That is, those with the highest Memory scores tended to be more liberal and to make fewer intrusions, but those who made fewer intrusions were hypothesized to be conservative responders. Thus, the relation between Response Bias and Intrusions could be influenced both by the shared relation with Memory and the underlying negative relation between Response Bias and Intrusions. In this case, the positivity from the shared relation with Memory might have suppressed the underlying negative relation. Therefore, in the subsequent section, structural equation modeling was used to control for the shared influence of Memory on these latent factors.
Structural equation modeling. Of primary interest was whether Intrusions were related to Response Bias. Confirmatory factor analysis yielded a nonsignificant interfactor correlation between Intrusions and Response Bias. However, the pattern of interfactor correlations between Response Bias and Memory and between Memory and Intrusions suggests that the interfactor correlation between Response Bias and Intrusions might be suppressed. To assess the possibility of suppression, Memory was included as a predictor of Intrusions and of Response Bias, while Intrusions and Response Bias were allowed to correlate. This model allowed for the assessment of the relation between Intrusions and Response Bias, after controlling for the shared influence of Memory. The model is presented in Figure 1A .
Once the shared influence of Memory was controlled, the relation between Intrusion and Response Bias was significant. In other words, this model demonstrated that the relation between Response Bias and A similar analysis was performed on the factors Memory, FA, and Intrusions. This second structural equation model was developed to determine whether the influence of Memory fully explains the relation between FA and Intrusions. It has been demonstrated that memory ability is a negative predictor of intrusions (Unsworth, 2009) . Given that Memory was found to negatively correlate with FA, it is possible that FA and Intrusions were related because they were both affected by Memory, with stronger memory ability resulting in fewer intrusions and fewer false alarms. If this were the case, then the relation between measures of guessing from different memory tests would be nothing more than a by-product of memory ability. Alternatively, if a relation was found after controlling for Memory, then this would demonstrate that consistent individual differences in incorrect responding are not simply a by-produce of memory ability but instead reflect an underlying cognitive trait. This model is displayed in Figure 1B .
The model revealed that individual differences in incorrect response patterns were not simply a by-product of memory ability. Instead, the relation between FA and Intrusions remained significant even when controlling for the shared influence of Memory, suggesting that something other than memory ability underlies consistent incorrect responding on different memory tests. 
Discussion
This study examined the relation between different measures of guessing on cued-recall and recognition tests. Structural equation modeling revealed that FA was related to Intrusions on cued-recall tasks, and this relation was significant even after controlling for the shared influence of Memory. Similarly, Response Bias was found to be related to Intrusions, but the relation was suppressed by a shared influence from Memory and was only observed when controlling for the shared influence of Memory. The demonstration of this suppression effect is extremely important for the current status of individual differences research on incorrect responding. Particularly, observations of no relation between different measures (e.g., intrusions and response bias) could be because of polarized relations between memory and the measures of interest. Therefore, this experiment demonstrates the importance of including an independent measure of memory ability as a control in studies examining the relation between response bias and measures of incorrect responding.
The key finding from the present work was a robust relation between measures of incorrect responding, and one that is not explained by memory ability. This finding demonstrates that a cognitive trait other than memory ability drives incorrect responding on various memory tests. In Experiment 2, I explored a cognitive trait that might underlie incorrect response tendencies across various memory tests.
Experiment 2
In Experiment 1, the rate at which participants made incorrect responses was consistent, even across different test characteristics and stimuli. That is, incorrect responding on cued-recall tests was strongly related to false alarm rate on recognition tests, and this pattern remained even when controlling for the shared influence of memory ability. This finding suggests that there is a cognitive trait that is separable from pure memory ability that underlies incorrect responding, and that this cognitive trait affects performance on memory tests similarly even when test demands or stimulus features differ.
The purpose of Experiment 2 was to explore a cognitive trait hypothesized to underlie the variance shared between incorrect responding on cued-recall and on recognition tests. This trait involves correctly attributing the feeling of familiarity of an item (Whittlesea & Williams, 2000) to its proper source. For example, if upon seeing FRUIT-a, "apple" comes to mind, can one accurately determine whether the source of apple was a study list (i.e., episodic memory) versus existing knowledge of the strong association between fruit and apple (semantic memory)? The ability to do so was predicted to underlie the variance shared between intrusions and false alarms. That is, individuals who fail to discriminate between episodic memories and familiarity arising from other sources, such as semantic generation or similarity to a study stimulus, will on average produce more incorrect responses on cued-recall tests. A similar process was thought to occur during recognition: When individuals encounter a lure that feels familiar, if they are unable to easily identify the derivation of that familiarity, such as similarity or recent exposure in an extraexperimental context, then they might be more likely to incorrectly endorse that item. This type of incorrect responding on both recall and recognition tests could occur because participants mistakenly attribute some of the familiarity to episodic memory rather than to other sources, or because they are unsure of the origin of possible responses and decide to endorse any familiar memories. Thus, I This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
predicted that individual differences in the ability to discriminate episodic retrieval from other types of "memories" would underlie the relation between intrusions and false alarms. In the present article, I refer to this ability as retrieval discrimination. To measure retrieval discrimination, a novel test was introduced: After completing the entire cued-recall task, participants were given a surprise response-confidence test during which they were again presented with each of the cues from the test (FRUIT-a) along with the response that they had provided (apple). They were asked to indicate for each response their confidence in whether that item had been presented during study or was a guess. This test allowed me to assess participants' accuracy at identifying whether their responses reflected true episodic memory versus other forms of memory (i.e., a "guess"). A participant with poor retrieval discrimination would have low accuracy on this response confidence task, frequently indicating that incorrect responses reflected studied items and that correct responses reflected guesses, whereas a participant with strong retrieval discrimination would have high accuracy, correctly indicating that correct responses reflected studied items and that incorrect responses reflected guesses. High versus low confidence did not factor into this measure-only accuracy of classification mattered.
I hypothesized that individuals with poor retrieval discrimination would produce more intrusions and false alarms because they would not be able to accurately attribute the feeling of familiarity during test to semantic activation rather than to true episodic memory for studied items. The result of this would be more intrusions on a cued-recall test and more false alarms on a recognition test. More important, in line with this logic, I predicted that retrieval discrimination would explain a significant portion of the variance shared between these two types of incorrect response patterns on memory tests, positioning retrieval discrimination as a key cognitive trait underlying incorrect responding across a variety of memory tests.
The surprise response-confidence task allowed for the measurement of another trait in addition to retrieval discrimination, which provided discriminant validity for the retrieval discrimination trait. This second trait was hypothesized to be a significant predictor of intrusions only, and was not predicted to explain variance shared between intrusions and false alarms. It reflects an individual's tendency to report a guess based on semantic memory, even while being confident that the response was not part of the study set (e.g., providing apple for the cue FRUIT-a even while being certain that apple was not a studied item; a precise description of how intentional guessing was quantified is described in the Method section below). Here, this trait is referred to as intentional guessing and might reflect a maximizing strategy; it is not a failure of the memory system because-despite reporting it-the individual is quite certain that the guess was not part of the study set.
Intentional guessing was a suspected predictor of cued-recall intrusions, but not of false alarms. If intentional guessing were to affect recognition responses, then the participant would likely respond with "old" to every item, resulting in very high (or perfect) hits as well as very high false alarms. Although participants differ in their tendency toward more liberal or more conservative responding, extreme liberal responding would be an odd strategy for a participant to adopt on a recognition test and would result in unusable data.
1 Therefore, intentional guessing was not hypothesized to be a predictor of false alarms. Thus, retrieval discrimination was predicted to explain significant variance shared between intrusions and false alarms, but intentional guessing was not. This expected pattern would provide a demonstration that not all traits explain shared variance; instead, it would support the key role of retrieval discrimination and provide discriminant validity for the construct.
Method
Participants. There were 103 students from the University of Waterloo who participated in exchange for partial course credit. All had normal or corrected-to-normal vision and reported fluency in written and spoken English.
Materials and procedure. Participants first completed a recognition block, which was followed by a cued-recall block. As in Experiment 1, the same sequence of stimuli was presented to all participants for all study and test sessions.
Recognition block. The recognition procedure was similar to that of Block 2 from Experiment 1. Forty words were selected from the set of common nouns. Each item was presented for 2,000 ms with a 250 ms interstimulus interval. Three additional items began the study phase to address the primacy effect, but memory for these three items was not tested. After the study session, participants completed the distractor task used in the previous experiments. The task lasted 2 min and during that time participants were presented with a new three-digit number every 30 s and were to count backward by 7 s until the number disappeared. Memory for the study items was tested using a simple recognition task. In this test, individual items were presented and participants were to indicate whether each item was old (i.e., studied) or new. The test was comprised of 40 studied words and 40 new words, which were intermixed. For this test and the cued-recall test, no instructions were given regarding guessing or incorrect responding.
Cued-recall block. The cued-recall procedure was similar to that of Block 3 from Experiment 1. Participants first studied 48 category-exemplar word pairs individually for 2,000 ms each with a 250 ms interstimulus interval. Three additional pairs were included at the beginning of the study phase to address the primacy effect; these were not included in the test. After the study, participants were presented with a three-digit number and were given 30 s to count backward by 7 s. During a test, participants were then shown category cues along with one-letter word stems (e.g., FRUIT-a) and were given up to 10 s to complete the word stem with a studied exemplar. Eighteen new cues, which could not be completed by any of the study items, were included in this test (e.g., FRUIT-o, because there were no studied fruit items that began with "o"). These were included so that intrusions could be measured independently of memory ability. In Experiment 1, intrusions were measured as a proportion of the number of cues that were not correctly completed, and the total number of cues not correctly completed differed across participants depending on how many study items they remembered. Even though a proportion 1 It could be the case that intentional guessing correlates with response bias, such that those who respond more liberally on recognition tests would also demonstrate higher intentional guessing. If this were the case, then it would suggest that the same strategic approach underlies response bias setting as well as intentional guessing. This possibility was also assessed in Experiment 2, but was not supported by the model. This document is copyrighted by the American Psychological Association or one of its allied publishers.
score was used to address the problem of the effect of memory ability on the number of trials on which a participant can guess, there is still the problem of some dependency in the measures. The inclusion of new cues in Experiment 2 allowed for the determination whether the proportion score effectively controlled for the effect of memory ability: If the proportion score did effectively control for memory ability, then in Experiment 2, the intrusion rate for old cues (using the proportion score) should be highly correlated with intrusion rate for new cues (that they were; see Table 6 ).
One random order of test trials was created, and the test was not blocked by category (as it was in Experiment 1), but was fully randomized across categories. After the cued-recall test was completed, participants performed a surprise response-confidence task. In this task, participants were shown each cue again along with their response to that cue in quotation marks and they were to rate their confidence in the accuracy of the response that they had given. Participants were shown four response options: (a) "I am certain that this response is incorrect," (b) "I think that this response is incorrect," (c) "I think that this response is correct," and (d) "I am certain that this response is correct." For example, a participant would see the cue FRUIT-a along with her cued-recall response, which might have been apple. In this case, she might then respond with "2" to indicate that she thinks that the response she gave on the test was not part of the study list but that she is not certain (if she was certain that it was not part of the study set, then she should select "1"). Participants were told that they did not have to use the whole response scale; instead, they were encouraged to select the most accurate option for each cued-recall response. They did not make confidence responses for trials on which they had made no response. More important, the confidence test was administered after the cued-recall test to prevent it from having an effect on participants' response strategy during the cued-recall test. If the response-confidence judgments were made after each cuedrecall trial, it might lead participants to deviate from their natural response styles on the cued-recall test. Therefore, participants were not aware that they would be completing the response-confidence task until the cued-recall test was complete.
The confidence test allowed for the computation of two unique variables. The first was a retrieval discrimination score, which reflected participants' ability to accurately distinguish true recall from nonstudied responses and was a proportion of the number of items correctly identified as their type (studied, guess) out of the total number of responses made on the cued-recall test. In other words, if the individual produced 10 intrusions and 10 correct responses to the studied cues on the cued-recall test, and then correctly identified 7 of the intrusions as nonstudied items (i.e., response options 1 and 2) and 8 of the studied responses as correct (i.e., response options 3 and 4), then that participant would have a retrieval discrimination score of .75 (15/20), indicating that he could correctly classify the identify of 75% of his responses from the cued-recall test.
The second variable was a score that reflected an individual's tendency to produce intrusions on the cued-recall test even while being very confident that that item did not occur during study, here referred to as intentional guessing. This was computed as the proportion of intrusions for which participants gave a "1" response on the confidence test relative to all cues that were not correctly completed (i.e., # intrusions with "1" response/[48 ϩ 18 -# correctly recalled]). For example, if a participant had given the response "orange" to the cue FRUIT-o, which was not a studied item (there was in fact no studied "o" exemplar in the FRUIT category), and then during the confidence test she responded with "1" ("I am certain that this response is incorrect"), this would increase the intentional guessing score. If she had correctly recalled 16 items, and gave a "1" for only one of the intrusions, then she would have an intentional guessing score of .02 (1/[48 ϩ 18 Ϫ 16]), indicating that she produced an intentional guess 2% of the time when she had not correctly recalled anything.
Results
One participant performed at chance on the recognition test and was, therefore, excluded from all subsequent analyses. The final dataset included 102 participants. However, one participant did not have a criterion measure because performance on the recognition memory test was perfect (100% hits, 0% false alarms). Analyses included this participant only when a model did not require data from the missing cell.
Two measures of intrusions could be obtained from the cuedrecall test: one from the studied cues (# old intrusions/[48 -# correctly recalled]) and one from the new cues (# new intrusions/ 18). Descriptive statistics for and correlations between all measures are displayed in Tables 5 and 6, respectively. 2 Structural equation modeling. To first assess whether the general pattern of results found in Experiment 1 were replicated using only one task of each type, two models were created in the likenesses of those from Figure 1 . Because this experiment used only one cue-recall and recognition test, measures were used directly in the model in most cases (rather than latent factors): Memory was the number of items correctly recalled on the cuedrecall test, FA was the proportion of false alarms from the recognition test, and Response Bias was the criterion value from the recognition test. An Intrusions factor was derived using the proportion of intrusions on new test cues and the proportion of intrusions on studied test cues.
As shown in Figure 2 , Intrusions correlated with Response Bias (Panel A) and with FA (Panel B), successfully replicating Experiment 1. That is, Intrusions and Response Bias correlated negatively, indicating that more conservative responders have fewer intrusions on a cued-recall test, and Intrusions and FA correlated positively, indicating that those who endorsed more new items on a recognition test also made more intrusions on a cued-recall test. The predictive paths for Memory were-for the most part-not significant. This is likely because of reduced power from using only one measure for Memory (rather than four, as in Experiment 1).
To extend the findings from Experiment 1, two novel predictors were added to the models. The predictors Retrieval Discrimination and Intentional Guessing were included to determine whether these two traits might explain the variance shared between Intrusions and Response Bias and FA. These models are shown in 2 Reliability for new intrusions was found to be quite weak. This is likely because of the fact that the split-half method reduced the samples to nine per half. Although reliability was low, this measure correlated strongly with study intrusions (r ϭ .78), and, furthermore, latent variable analysis was used to estimate an Intrusions factor, which would reduce some of the influence of unreliability on the path estimates. This document is copyrighted by the American Psychological Association or one of its allied publishers.
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly. /df ϭ 1.24, RMSEA ϭ .05, CFI ϭ 1.00), and, importantly, with the inclusion of the additional predictors, the correlations between incorrect response measures were not significant. Therefore, these models demonstrate that together Retrieval Discrimination, Intentional Guessing, and Memory explained the majority of the variance shared between Intrusions and FA and Intrusions and Response Bias.
When Retrieval Discrimination and Intentional guessing were included in the models as predictors of Intrusions and Response Bias or Intrusions and FA, both were found to predict the outcome variables. However, the pattern of relations differed. Specifically, as seen in Figure 3 , Retrieval Discrimination was found to be a significant predictor of Intrusions, Response Bias and FA, whereas Intentional Guessing, on the other hand, was a significant predictor only of Intrusions and had no relation with either of the recognition test measures. This outcome is predicted by signal detection theory, as response bias is thought to reflect the threshold at which signal outweighs noise and leads to an old response, even if the item is a new item. Therefore, signal detection theory predicts that false alarms occur for items that participants believe were studied items; they should not reflect intentional guesses that participants know are not correct, but instead a failure to correctly discriminate episodic memories from familiar but nonepisodic memories. Therefore, intentional guessing should not affect recognition tests, a prediction that was confirmed by the model.
The observation that Retrieval Discrimination was a predictor of Intrusions, FA, and Response Bias suggests that Retrieval Discrimination is likely the key trait underlying individual differences in incorrect responding across various memory tests. Intentional Guessing is an unlikely candidate for explaining variance shared because it was found to be a significant predictor only of Intrusions. To explicitly test whether Retrieval Discrimination explained the variance shared between incorrect response measures, I broke down the models of Figure 3 into separate models: One set of models had Retrieval Discrimination and Memory as predictors, and the other set had Intentional Guessing and Memory as predictors. Each of these models was then compared with a nearly identical model with only one change: Intrusions and Response Bias or Intrusions and FA were not allowed to correlate (see an example of a pair of models in Figure 4) . By contrasting the fit of the model with correlated measures to the fit of the model with uncorrelated measures, I could determine whether the predictors explain the majority of the variance shared between Intrusions and Response Bias or Intrusions and FA. In other words, this analysis determined whether a correlation between the measures of incorrect responding significantly improved the fit of the model. If the two models do not differ statistically, then this would demonstrate that the predictors explained all significant variance shared between the measures of incorrect responding, because a correlation was not necessary for good fit.
To compare fits, the 2 difference between the two models was computed, and the difference was assessed for significance at p Ͻ .05 (df ϭ 1, because only the correlation parameter changed). The models and their fits are detailed in Table 7 .
When Retrieval Discrimination was used as a predictor, it did not matter whether Intrusions and FA or Intrusions and Response Bias were allowed to correlate; the model fits did not differ statistically. This outcome suggests that Retrieval Discrimination underlay individual differences in measures of incorrect responding across cuedrecall and recognition tests, supported by the lack of significant correlation in both models (Model 1B: r ϭ .05, p ϭ .61; Model 2B: r ϭ Ϫ.18, p ϭ .10). That is, individuals' consistency in producing intrusions on a cued-recall test and false alarms or a liberal response bias on a recognition test was due to poor retrieval discrimination ability; after accounting for this trait, there was no significant shared variance left to explain.
Retrieval Discrimination was not the only trait related to individual differences on memory tests, but it was the only trait that explained the variance shared across recall and recognition tests. Intentional Guessing was not found to explain shared variance, which is evident in Figure 4 . When contrasting the fit of a model in which Intrusions and FA or Intrusions and Response Bias were uncorrelated with a model in which they were allowed to correlate, fit differed significantly; thus, Intentional Guessing did not explain the variance shared between these measures of incorrect responding and correlation was necessary for good fit in this model (Model 3B: r ϭ .33, p ϭ .003; Model 4B: r ϭ Ϫ.30, p ϭ .006). However, Intentional Guessing was found to explain unique variance on cued-recall tests, beyond that of Retrieval Discrimination. That is, Intentional Guessing was found to be a discrete trait that influenced Intrusions. The Intentional Guessing measure is likely measuring a tendency toward response completion or maximization. This could be a strategy, but one that is different from simple conservative versus liberal responding and is limited to cued-recall tests only. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
General Discussion
In two experiments, I examined individual differences in intrusions on cued-recall tests and explored how they related to measures from recognition tests. Experiment 1 revealed that intrusion rate was related to false alarm rate, and this relation was independent of the shared influence of memory ability. Thus, individual differences in incorrect response measures across cued-recall and recognition tests were the result of more than just memory strength. This highlights the importance of incorrect responses: They are not simply nuisance data or a by-product of memory ability, but instead reflect meaningful individual differences in response style.
Experiment 2 revealed the underpinnings of these meaningful individual differences: Specifically, I found that the ability to effectively discriminate true episodic memories from nonstudied responses explained the variance shared between intrusions and false alarms, as well as the variance shared between intrusions and response bias, lending support to the notion that consistent individual differences in incorrect responding on cued-recall and recognition tests are due primarily to one's ability to correctly identify the source of the products of retrieval. Indeed, in Experiment 2, retrieval discrimination was found to explain all significant variance shared between intrusions and false alarms, suggesting that it is the key trait underlying incorrect response patterns across different memory tests.
One limitation of this conclusion, however, is the short time-course of these experiments. All measures were collected within a single session. Therefore, it is possible that relations are because of consistency in the participants' states, rather than true underlying differences that are stable over time. However, research by Lindsay (2012, 2014) has revealed strong consistency in individual differences in recognition performance. Considering that false alarm rate, response bias, and intrusions seem to be strongly related, the recognition work by Kantner and Lindsay suggests that similar measures in cued-recall might be equally stable.
When it came to retrieval discrimination and response bias, it was interesting to discover a negative relation. This effect was interesting because one could expect a parabolic relation, with poorer retrieval discrimination as one moves further away from response bias ϭ 0. That is, those with strong retrieval discrimination might be expected to set the most optimized response bias for detecting signal from noise (c ϭ 0); those with weak retrieval discrimination, on the other hand, might be expected to set response biases that were either too liberal or too conservative. However, this was not in fact the case in Experiment 2: A quadratic relation did not significantly improve a regression model where Retrieval Discrimination predicted Response Bias, ⌬R 2 ϭ .02, F(1, 98) ϭ 2.16, p ϭ .15, demonstrating that the linear relation provides a superior fit for the data. Thus, the data suggest that those who are poor at monitoring the source of their memories tend toward conservatism, perhaps recognizing that they cannot easily distinguish true memory from semantic activation and thereby proceeding cautiously in reporting.
It is worth noting that the retrieval discrimination variable measured in the present work is conceptually similar to the wellknown cognitive trait of source monitoring. Source monitoring is the ability to correctly determine the episodic context in which an item was learned (Johnson, Hashtroudi, & Lindsay, 1993; Mitchell & Johnson, 2009 This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
and female voices, and source monitoring could be measured as the probability of correct identification of whether a word had been spoken by a male or female. Source monitoring can also involve correctly attributing a memory to a particular environmental context in which an item was learned, the format in which an item was originally presented, the list in which the item occurred, or other types of sources. Important to the present work is that source monitoring has been implicated as a key factor in intrusions in recall and false memory (Koriat & Goldsmith, 1996; Qin, Ogle, & Goodman, 2008; Unsworth & Brewer, 2010; Winograd, Peluso, & Glover, 1998) . For example, Unsworth and Brewer (2010) found that poor source monitoring was a strong predictor of increased intrusions on a variety of recall tests, such as delayed free recall, the DRM false memory paradigm, and paired associates recall. Koriat and Goldsmith (1996) also demonstrated a link between monitoring ability and intrusions, suggesting that "people cannot readily improve the overall quality of information that they retrieve, but they can improve the quality of what they report" (p.
507, authors' italics); in other words, monitoring processes cannot increase correct recall, but they can affect decisions about reporting based on the quality of retrieved information. This view of monitoring (see also postretrieval monitoring; e.g., Hayama & Rugg, 2009 ) shares conceptual overlap with the retrieval discrimination measure in the present study: In both cases, the proposed traits emphasize one's ability to identify the source of memory activation, whether that be one of several environmental conditions or features (source monitoring) or between episodic versus semantic retrieval (retrieval discrimination). Thus, it is possible that retrieval discrimination and source monitoring both rely on the same underlying cognitive mechanism. Future research on this topic would be beneficial in understanding the possible link between source monitoring and what has been referred to here as retrieval discrimination. A second key finding yielded by the present experiments was the suppression effect observed when examining the relation between intrusions and response bias in Experiment 1. On their own, the response bias and intrusions factors were not found to negatively correlate, but a more complex model demonstrated that this was because of memory ability being negatively related both to intrusions and to response bias. Thus, individuals with the strongest memory ability tended to be less conservative in their response patterns and also to make fewer intrusions, but those who made fewer intrusions were hypothesized to be conservative responders. When the relation with memory ability was controlled using a structural equation model, the suppressed relation between intrusions and response bias was revealed. This demonstrates that memory ability is an important control when researchers assess the overlap between intrusion rate and response bias.
It is worth noting that the present work does not rule out the possible influence of other cognitive and personality traits on incorrect response rates. For example, Aminoff and colleagues (2012) found that a cognitive style of verbalizing and some personality factors (e.g., negative affect, fun-seeking behavior) were related to a participant's tendency to shift response bias as task demands changed, and Winograd and colleagues (1998) found that intrusion and false alarm rates correlated with reports of dissociative experiences. However, these studies examined correlations between cognitive and personality traits with a particular response pattern on a particular type of test. The present work more broadly demonstrates that the cognitive trait of retrieval discrimination underlies the majority of the variance shared across various tests and measures of incorrect responding. Other cognitive and personality traits might account for the small amount of remaining shared variance (although there was no significant shared variance left to explain in Experiment 2; see Figure 3 ), Table 7 ). The values displayed are the standardized estimates. Direct measures are displayed as squares, whereas derived factors are displayed as ovals. Paths significant at p Ͻ .05 are represented with black text; nonsignificant paths are represented with grey text. This document is copyrighted by the American Psychological Association or one of its allied publishers.
and there are likely other cognitive and personality traits that affect recognition or cued-recall tests independently, as was found with the intentional guessing measure in Experiment 2. However, when it comes to understanding the cognitive trait that affects consistent performance across a variety of memory tests, the present work demonstrates that the ability to discriminate the source of a retrieved memory plays a significant role in producing incorrect responses across a variety of memory tasks.
Conclusion
People respond to various memory tests and stimuli with remarkable consistency, suggesting that certain cognitive and perhaps personality traits guide performance on these tasks. In fact, this does seem to be the case: One's ability to determine the source of a memory affects not only correct responses on memory tests, but also the rate at which one makes incorrect responses across different test types. This demonstrates the ubiquitous impact of monitoring on memory. Indeed, activating a memory is not enough; to accurately remember, one must also be able to discriminate true episodic memory from other types of activation. When able to do so, one improves not only the ability to properly produce a true memory, but also the ability to edit out inappropriate or false memories.
