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What is Cryptolysis?
Cryptolysis is a framework that includes a collection of automated attacks on the classical ciphers based on the article [CD98] .
Tools 1.2.1 Java
We have chosen to implement our project using the Java programming language. This choice is justified by the binary portability of the Java applications as well as facilitating memory management tasks and other issues, so we can concentrate more on the algorithms instead. Java also provides us with built-in types and data-structures to manage collections (build, sort, store/retrieve) efficiently [Fla97] .
MARF
Portions of Cryptolysis reply on MARF, described in many published works, we just cite one instance here for the follow up information [The10] .
Before we begin, you should understand the basic system architecture. Understanding how the parts interact will make the follow up sections somewhat clearer. This document presents architecture of the Cryptolysis system, including the layout of the physical directory structure, and Java packages. Figure 2 .2 presents the Ciphers Framework; its purpose is to have some quick in-house tools for creating testing ciphertexts. The most common API in here is a series of encrypt() and decrypt() calls. Then, Figure 2 .3 presents the core of this work, namely modules to perform the described attacks on ciphertext. They all implement the analyze() method. In Figure 2 .4, is the way the main application uses (i.e. instantiates) the concrete modules based on the set of options supplied.
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Cryptanalysis Heuristics
Most of this work is based on [CD98] .
Word Boundary Detection
Since the deciphered text comes in as a stream of characters with no spaces or punctuation as a bonus it is a good idea to implement automatic placement of spaces between words in the text for ease of reading. This problem in speech recognition and natural language processing (NLP) is often referred to as word boundary detection. The two main methods approaching this problem of converting a stream of characters to a stream of words are a dictionary approach and a statistical approach of n-gram language models. The models can be further refined with sentence boundary detection via statistical NLP parsing. The below are the details of the methodology for implementation of these two approaches in Cryptolysis, their current paramters, advantages, limitations, and the way these limiations can be overcome.
All methods have some training to do prior use on the source language corpora 1 . The trained data has to be serialized somehow and be usable at later runs of the application.
Dictionary Approach
The dictionary approach is the most common one. One has to compile a dictionary of words of English from some training corpora. Next, when doing the word boundary detection, start with the first character of the stream and try to match a longest possible word that begins with this character and subsequent characters match; if so insert a space.
The Requirements
• If not importing the dictionary from some external sources, the training corpora must be large to include more words.
• Recovery technique should be in place if a matching word is not found in the dictionary, e.g. by proceeding further until a word is found and keep the previous sequence of characters as if it was a word.
Problems and Limitations
• Word is not found; especially this is pertinent to to proper names of people, places, etc. which all cannot be easily found in the training copora in comprehensive manner. Likewise, some domain specific terms and names, equations, etc. may cause this problem.
• Composite words is another issue. By matching the longest possible matching sequence may miss a space or cases and won't be able to distinguish whether there was a space or not. For example, these two cases are legal: "therefore" and "there for eternity" in example setences "Therefore, the theorem holds." and "This stone was lying there for eternity.". Both instances will be picked up as "therefore" resuling in a non-dictionary word "ternity" for the second example. Similar problem applies to "thereto", "thereafter", "thereby", and other composite words.
• The storage space required to contain the dictionary is large and keeps growing if you add more words at training. Therefore, the look up speed reduces.
Character N-gram Language Model
Unlike the dictionary approach, the character n-gram model looks at sequences of n characters when looking up spaces; thus, it operates on the source character stream directly and produces the word stream from probabilistic table look ups. This is a statistical approach. Here we chose a 3-gram model for space detection. During training for each word we count how often the following occurs:
• 2 last characters of the preceeding word and a space
• last character of the preceeding word, space, and the first character of the second word
• space and the first two characters of the second word
The frequencies later on stored in the probabilistic table and the table is serialized. Of course, text boundaries are need to be accounted for as there is no preceeding word before first at the beginning and the second word after last.
These 2-character sequences (barring space) are then looked up in the text to parse after the deciphering and spaces are put according to the probabilites found during training.
The storage space requrires for this method are a lot less than that of the dictionary approach and scanning is faster. However, it may put spaces in the undesired places due to irregularities in natural language.
Problems
• One-character words
• Creating non-existent words
Statistical Parsing
Statistical NLP parsing [JM00, Mar03, The10] can help disambiguate with the composite words and even find the sentence boundaries. This can be used as refinement tool for either for the methods presented above. By trying to parse a longest parseable span of words with a valid parse would give the setence boundary. If no parse at all found, it either means the word boundary for some words was not done properly or the words are not in the dicitonary/grammar or the source text has not properly Englishformed sentences.
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Chapter 4
Applications
This chapter is to describe the application that employs the Cryptolysis framework. Its source code revision is quoted in the Appendix and is subject to maintenance on SourceForge as resources permit.
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Chapter 5
Results
The results are found in the aux folder in the arXiv submissions and have not been integrated yet as nice tables and graphs into the document. Please consult the files in that directory.
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Chapter 6
Conclusions Revision : 1.2
We have built a simple framework for verification of classical cipher attacks, that is expandable and a platform for comparative experiments. We obtained some encouraging results by guessing out the keys during the implemented attack scenarios. We plan on expanding to include other algorithms and frameworks in the testing environment and improve integration with other frameworks. 
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