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ABSTRACT
Yinghao Pan: Secondary Analysis in Outcome-Dependent-Sampling
Designs
(Under the direction of Haibo Zhou and Jianwen Cai)
Outcome-dependent-sampling (ODS) schemes have long been used to reduce the cost
for epidemiology studies. In ODS designs, one observes the exposure/covariates with a
probability that depends on the outcome variable. Popular ODS designs include case-control
for binary outcome, and case-cohort for time-to-event outcome. Most studies have multiple
endpoints of interest in addition to the primary outcome. This means that investigators often
need to reuse the already collected data to evaluate the association between a secondary
outcome and the covariates. This is referred to as secondary analysis. However performing
secondary analysis in ODS designs can be tricky as the ODS data is not representative of the
general population. In this dissertation, we study how to correctly and efficiently conduct
secondary analysis in ODS designs.
We consider analyzing a secondary outcome in case-cohort studies. We proposed a
maximum estimated likelihood approach, where the likelihood is based on jointly modeling
the time-to-failure outcome and the secondary outcome. It is shown that our proposed
estimated likelihood estimator has greater statistical efficiency over two inverse probability
weighted type estimators. We apply our method to a data from Sister Study.
In the second part of the dissertation, we investigate how to properly analyze a secondary
outcome under an ODS scheme discussed in Zhou et al. (2002). In this ODS design,
supplemental samples are taken from different strata of the continuous outcome variable in
addition to a simple random sample. We do not make any parametric assumptions on the
outcome variables, and only specify the form of the regression mean. Inverse probability
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weighted (IPW) and augmented inverse probability weighted (AIPW) estimating equations
are proposed to conduct secondary analysis. Data from Collaborative Perinatal Project
(CPP) is utilized to illustrate our method.
Finally, we proposed efficient secondary analysis techniques for data from two-phase
studies. The general two-phase sampling design includes case-cohort, generalized case-cohort
and two-phase survival outcome-dependent sampling (SODS) as special cases. We developed
a restricted maximum likelihood estimator based on the empirical likelihood function of the
data. We apply our method to a data set from Norwegian Mother and Child Cohort Study
(MoBa).
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CHAPTER 1: INTRODUCTION
If time and resources permitted, investigators would like to collect all the data on every
member in a study population. However, this is usually not the case as large epidemiology
studies typically require recruiting thousands of subjects and long time to follow up. Most
of the costs and efforts come from collecting covariate information. In many studies, the
primary outcome variable is easy to obtain, while some exposure variables are expensive to
measure. This motivates statisticians to develop outcome-dependent-sampling (ODS) designs.
In such designs, the probability of observing the exposure/covariate for a subject depends on
the observed value of the outcome variable. By oversampling certain subjects, ODS design
allows investigators to concentrate the resources on the segment of the population that are
most informative in explaining the outcome/exposure relationship. ODS designs, coupled
with appropriate analysis, provides more efficient estimates than standard statistical analysis
based on a simple random sample.
For studies with binary outcome (i.e. the disease occurrence status), case-control design
has been widely used since Cornfield (1951). When the disease is rare, much of the information
collected on disease free subjects is redundant. Case-control design addresses this issue by
oversampling the cases. The case-cohort design (Prentice, 1986) is another well known
cost-effective ODS design used to study the determinants of a time-to-event outcome. Other
ODS designs include generalized case-cohort design (Chen, 2001; Cai and Zeng, 2007), ODS
scheme for continuous outcome (Zhou et al. 2002), survival outcome-dependent sampling
(SODS) scheme for failure-time data (Ding et al. 2014) and so on. We will review them in
detail in the next chapter.
In any real study, there are often more than one endpoint beside the primary outcome
variable. For investigators, interest often rises to re-use the existing data to establish the
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relationship between the covariates and a secondary outcome. This is referred to as secondary
analysis. When the original data is a simple random sample of the general population,
standard analysis methods can be used. However, when the original data is collected in an
outcome-dependent way, secondary analysis can be challenging. As the data obtained from
ODS designs is no longer a random representative of the general population, a naive approach
ignoring the outcome-dependent sampling scheme will yield biased results. There has been
extensive work focusing on secondary analysis in case-control studies, which will be reviewed
later in the next chapter. However, up to my knowledge, there has been few research on
secondary analysis in case-cohort study, and there is no existing work on secondary analysis
in other types of ODS designs, such as the continuous outcome ODS scheme (Zhou et al.
2002) and the general ODS scheme for failure-time data (Ding et al. 2014). Our research is
intended to fill these gaps.
Our research is motivated by several real data examples. Sister Study (Kim et al., 2011,
2013) is one study that adopts the case-cohort design. The Sister Study targets US women
who have a sister with breast cancer, but with no breast cancer themselves at the start of
the study. In this study, the primary time-to-event outcome is time to diagnosed breast
cancer, and the expensive exposure variable is PGE-M, a major prostaglandin E2 metabolite.
Because lab analysis of PGE-M level is costly, the exposure variable PGE-M is only measured
in a simple random sample plus all those subjects who developed the breast cancer during
the follow up. After studying the primary endpoint (time to breast cancer), investigators
might be interested in investigating the relationship between a secondary outcome (BMI in
this case) and the main exposure (PGE-M). Instead of designing and implementing a new
study, investigators would prefer to re-use the existing Sister Study data to study the link
between BMI and PGE-M, considering the tremendous cost and efforts involved in collecting
the exposure variable.
Another real data example would be Collaborative Perinatal Project (CPP) (Niswander
and Gordon, 1972). The main purpose of CPP is to study the in utero exposure to polychlori-
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nated biphenyls (PCBs) in relation to children’s IQ performance. A continuous outcome ODS
scheme is implemented as ascertainment of PCB level is expensive. PCB level is measured
only for a simple random sample and two supplemental samples taken from two tails of the
IQ performance. With the collected CPP data set, investigators might want to re-use it to
explore the association between the PCB level and a secondary outcome (children’s birth
weight).
Norwegian Mother and Child Cohort Study (MoBa) (Whitworth et al., 2012) is one
study that utilizes the SODS design. The original aim of the study is to assess the effect
of perfluoroalkyl substances (PFASs) on women’s subfecundity. Subfecundity is defined as
having a time to pregnancy (TTP) longer than 12 months. Using the existing data obtained
via SODS designs, we are interested in studying the relationship between the expensive
exposure (PFASs) and other outcomes of interest, such as children’s birth weight. Our
methodology research will allow investigators to answer these questions.
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CHAPTER 2: LITERATURE REVIEW
In this chapter, we review all the literatures related to our topic, and outline our proposed
work.
In section 2.1, we review the literatures on four types of cost-effective ODS designs: 1)
case-control design. 2) ODS scheme with a continuous outcome discussed in Zhou et al.
(2002). 3) case-cohort design. 4) ODS scheme for failure-time data proposed by Ding et al.
(2014). All the papers we reviewed in this section focus on evaluating the association between
the exposure variable and the primary outcome variable (for which the sampling scheme is
based on). In section 2.2, we review the existing work on analyzing a secondary outcome
under ODS designs. In section 2.3, we review three frequently used semiparametric inference
methods: augmented estimating equation, estimated likelihood and empirical likelihood.
These methods will be used in our proposed work. We conclude this chapter by outlining the
proposed work in section 2.4.
2.1 Outcome-Dependent-Sampling Designs
2.1.1 Statistical Methods for Case-control Design
As all studies have a limited budget, investigators would like to concentrate their resources
on the segment of the population that conveys the most information about the primary
outcome/exposure relationship. This motivates statisticians to develop different outcome-
dependent-sampling strategies according to the nature of the primary outcome. When the
primary outcome is binary, case-control design (Cornfield, 1951) is often preferred. Case-
control studies are retrospective. Study subjects with the outcome of interest (case) are
compared to a control group, and then researchers retrospectively retrieve the exposure and
covariate information. As discussed in Breslow and Powers (1978), Prentice and Pyke (1979),
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the prospective and retrospective models lead to identical maximum likelihood estimates of
the odds ratios for case-control data. This means that standard logistic regression could be
applied to the case-control study as if the data had been obtained in a prospective study.
There are several extensions of case-control design. White (1982) proposed a two-stage
design especially for a rare disease and a rare dichotomous exposure variable. In the first
stage, the disease and exposure status are ascertained on a relatively large sample. The
design for this stage could be case-control, or a cohort study. Then in the second stage,
simple random samples are drawn within the four groups: two case groups (diseased and
exposed/unexposed) and two control groups (non-diseased and exposed/unexposed), and
other covariates are measured on these four random subsamples. When the disease and
exposure is rare, four groups would have quite different sizes. The observations from the
small groups will have more information than observations from the larger groups. Hence,
this two stage design will be more efficient than a similar one stage design. Breslow and Cain
(1988) considers the two-stage case-control study, and proposed a modified logistic regression.
In the first stage, disease status and easy to obtain covariates are obtained for a large number
of subjects. Then in the second stage, expensive exposure is measured for a case-control
sample from the general population. Flanders and Greenland (1991) showed how to use
pseudo-likelihood approach to analyze two stage case-control data. Zhao and Lipsitz (1992)
reviewed twelve two-stage designs, which include two-stage case-control and case-cohort as
special case.
2.1.2 Statistical Methods for ODS Scheme with a Continuous Outcome
In many studies, the primary outcome is measured on a continuous scale. In order to
implement a cost-effective design, investigators usually dichotomize the continuous outcome
based on whether it is above or below a certain cut off point. However, some efficiency is lost
by converting a continuous outcome into dichotomous scale. The choice of the cut off point
is also subjective, which makes the results incomparable between different studies.
In order to address this issue, Zhou et al. (2002) proposed an ODS design for a study
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with a continuous outcome. Let Y be the primary outcome, and X be the vector of
covariates. Assume that the domain of Y can be partitioned into K mutually exclusive strata,
Ck = (ak−1, ak], k = 1, . . . , K, where ak, k = 0, 1, . . . , K are pre-fixed constants that satisfy
−∞ = a0 < a1 < a2 < · · · < aK =∞. In the ODS design, a simple random sample of size n0
is selected from the full cohort, and then supplemental samples of size nk is chosen from each
of the kth stratum: Ck, k = 1, . . . , K. Let N be the size of the full cohort, and let nV be the
size of the ODS sample. Then, nV =
∑K
k=0 nk. According to measurement error literature,
the ODS sample is called the validation sample, as we observed (Y,X) on these nV subjects.
Let nV¯ = N − nV , then these nV¯ subjects for whom X is not observed are referred to as the
nonvalidation sample. In addition, let S0, Sk, k = 1, . . . , K be the index set of the simple
random sample, and the supplemental samples, respectively. Then V = ∪Kk=0Sk is the index
set of the validation sample (ODS sample). Zhou et al. (2002) used only the validation
sample to develop the likelihood function.
Let fβ(y | x) be the conditional density of Y given X, and let GX and gX denote the
cumulative distribution and density function of X, respectively. Also, F (u) = Pr(Y ≤ u)
and F (u | x) = Pr(Y ≤ u | x). Then the likelihood function for the validation sample is
L(β,GX) =
{∏
i∈S0
fβ(yi | xi)gX(xi)
}
×
[
K∏
k=1
∏
j∈Sk
fβ(yj, xj | yj ∈ Ck)
]
=
{∏
i∈S0
fβ(yi | xi)×
K∏
k=1
∏
j∈Sk
fβ(yj | xj)
F (ak | xj)− F (ak−1 | xj)
}
×
{∏
i∈S0
gX(xi)×
K∏
k=1
∏
j∈Sk
[F (ak | xj)− F (ak−1 | xj)]gX(xj)
F (ak)− F (ak−1)
}
= L1(β)× L2(β, gX). (2.1)
As discussed in Zhou et al. (2002), it is possible to draw inference on β by directly maximizing
L1(β) without knowingGX . However, it is apparent that this is not the most efficient estimator.
In addition, when GX is parametrically specified up to some parameters θ, it is possible
to maximize L(β,GX) with respect to (β, θ). But this approach faces the risk of model
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misspecification, as covariates X could be high-dimensional. In their paper, the empirical
likelihood approach is adopted (Owen. 1988, 1990; Vardi, 1985). They choose to leave GX
unspecified and obtain an empirical likelihood function of GX over all distributions whose
support contains the observed X values in the ODS sample.
Weaver and Zhou (2005) took an estimated likelihood approach for the regression analysis
under continuous outcome ODS design. They made an attempt to incorporate the information
in the non-validation sample, as the primary outcome Y is often measured for all the
observations. The full sample likelihood is proportional to
LF (β,GX) =
[∏
i∈V
fβ(Yi | Xi)
]
·
[∏
i∈V
dGX(Xi)
]
·
∏
j∈V¯
fY (Yj; β)
 , (2.2)
where fY (y; β) is the marginal density of Y , i.e. fY (y; β) =
∫
fβ(y | x)dGX(x). Let Nk be
the number of observations in the full cohort that belong to the kth stratum, n0,k is defined
likewise for the SRS sample. In addition, let Vk represent the index set of the observations in
the validation sample that belong to kth stratum. Then there are nk + n0,k observations in
the index set Vk. It is known that
GX(x) = Pr{X ≤ x} =
K∑
k=1
Pr{Y ∈ Ck}Pr{X ≤ x | Y ∈ Ck}.
Weaver and Zhou (2005) proposed to use the following GˆX(x) to consistently estimate GX(x),
the distribution function of X:
GˆX(x) =
K∑
k=1
Nk
N
Gˆk(x),where Gˆk(x) =
∑
i∈Vk
I{Xi ≤ x}
nk + n0,k
.
Then it is possible to consistently estimate the marginal density of Y with the following
estimator:
fˆY (Yj; β) =
K∑
k=1
Nk
N(nk + n0,k)
∑
i∈Vk
fβ(Yj | Xi). (2.3)
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Replacing (2.3) into (2.2), and perform a log transformation, we have the following estimated
log-likelihood:
lˆF (β) = lF (β, GˆX) =
[∑
i∈V
log fβ(Yi | Xi)
]
+
∑
j∈V¯
log
{
K∑
k=1
Nk
N(nk + n0,k)
∑
i∈Vk
fβ(Yj | Xi)
} .
The proposed estimator is obtained from maximizing this estimated likelihood. Estimated
likelihood method can be traced back to Pepe and Fleming (1991) and Carroll and Wand
(1991). The general idea is to nonparametrically estimate some components of the likelihood
function (often a distribution function or a conditional distribution function) using the
validation sample.
Song et al. (2008) showed that ODS design with a continuous outcome can be viewed
as a natural extension of the two-stage case-control design to the continuous outcome case.
Same as Weaver and Zhou (2005), the likelihood function for the full sample is
LF (β,GX) =
[∏
i∈V
fβ(Yi | Xi)gX(Xi)
]
·
∏
j∈V¯
∫
fβ(Yj | x)dGX(x)
 . (2.4)
Song et al. (2008) developed a semiparametric efficient estimator for this setting. Replace
g(Xi) with gi, the aim is to maximize the following log-likelihood:
lF (β, gi) =
∑
i∈V
log fβ(Yi | Xi) +
∑
i∈V
log gi +
∑
j∈V¯
log
{∑
i∈V
gifβ(Yj | Xi)
}
,
under the constraint that
∑
i∈V gi = 1. Lagrange multiplier can be invoked.
Other literatures on ODS scheme with a continuous outcome include the following: Zhou
et al. (2011a) studied the partial linear model in the continuous outcome ODS setting. In
the partial linear model, the functional form of the exposure X is not specified. This is the
main difference between their work and previous research. Similar to previous notations, we
use Y to denote the primary continuous outcome, X be the expensive exposure and Z be the
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vector of other covariates. Then the partial linear model has the following form:
E(Y | X,Z) = g(X) + ZTγ, (2.5)
where g(·) is an unknown smooth function. Zhou et al. (2011a) derived a penalized likelihood
based on the validation sample data assuming that g(·) is a spline function. Qin and Zhou
(2011) also studied the partial linear model under the same ODS design. But they incorporated
the non-validation sample information into the likelihood. Zhou et al. (2011b) proposed a
two-stage outcome-auxiliary-dependent sampling design (OADS). Suppose W is an auxiliary
variable for the exposure X, meaning that W provides no additional information about Y
when X and Z are known. The OADS design is as follows: In the first stage, outcome Y ,
auxiliary variable W , and other covariates Z are observed for all individuals. In the second
stage, expensive exposure X is measured on a simple random sample and supplemental
samples chosen from each stratum based on the partition of the domain of Y ×W . An
estimated likelihood method is developed for this OADS design. Another recent development
is the probability dependent sampling (PDS) design proposed by Zhou et al. (2014). Same
as in ODS, an SRS sample is selected from the general population in the first stage. Before
obtaining supplemental samples, a model for E(X | Y, Z) is fitted using the first phase simple
random sample. In the second stage, supplemental samples are drawn from those whose X
values are more likely to be in the two tails. Based on the likelihood for validation sample,
Zhou et al. (2014) used an empirical likelihood procedure. It is shown that PDS design, with
appropriate analysis will lead to more efficient estimates than ODS designs.
2.1.3 Statistical Methods for Case-cohort Design
The Cox proportional hazards model (Cox, 1972) has been the most popular model used
to study the effect of risk factors on failure times. Under this model, the hazard function for
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the failure time T˜ given possibly time-dependent covariates Z(·) has the following form:
λ(t | Z(t)) = λ0(t) exp{β ′Z(t)}, (2.6)
where λ0(t) is the unspecified baseline hazard function, and β is the parameter of interest.
Let C be the censoring time. For right-censored failure time data, what we observe is
T = min(T˜ , C), and ∆ = I(T˜ ≤ C), the failure indicator. Using counting process approach,
let N(t) = I(T ≤ t,∆ = 1) and let Y (t) = I(T ≥ t) be the at-risk process. We assume that
the failure time T˜ and censoring time C are conditionally independent given Z. Then for a
cohort of n independent observations on the triplets (T,∆, Z), partial likelihood (Cox, 1972,
1975) is given by
L(β) =
n∏
i=1
∏
t≥0
{
exp(β
′
Zi(t))∑n
j=1 Yj(t) exp(β
′Zj(t))
}∆Ni(t)
,
where ∆Ni(t) = 1 if the ith subject fails at time t, and 0 otherwise. Then the log-likelihood
function is
l(β) =
n∑
i=1
∫ ∞
0
{
β
′
Zi(t)− log
(
n∑
j=1
Yj(t) exp(β
′
Zj(t))
)}
dNi(t).
Let τ be the end of the follow up period such that Pr(Y (τ) = 1) > 0, then the score equation
can be written as
U(β) =
n∑
i=1
∫ τ
0
{Zi(t)− E(β, t)} dNi(t), (2.7)
where E(β, t) = S(1)(β, t)/S(0)(β, t) and S(0)(β, t) = 1
n
∑n
i=1 Yi(t) exp(β
′
Zi(t)), S
(1)(β, t) =
1
n
∑n
i=1 Zi(t)Yi(t) exp(β
′
Zi(t)). E(β, t) can be viewed as an empirical average of the covariates.
The parameter of interest β can be estimated by the root of the score equation (2.7).
For studies with failure outcome, case-cohort design (Prentice, 1986) is a well known
outcome-dependent-sampling design used to study the association between a time-to-event
outcome and risk factors. In case-cohort design, the expensive exposure is only measured on
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a simple random sample of the full cohort and on all the failure individuals. For case-cohort
data, (2.7) cannot be calculated, because calculation of E(β, t) involves unobserved data.
Hence, the risk set for each failure time needs to be modified. Prentice (1986) proposed the
following pseudo-score equation:
U(β) =
n∑
i=1
∫ τ
0
{
Zi(t)−
∑
j∈R˜(t) Zj(t)Yj(t) exp(β
′
Zj(t))∑
j∈R˜(t) Yj(t) exp(β
′Zj(t))
}
dNi(t), (2.8)
where R˜(t) = D(t)∪C. C represents the random subcohort, and D(t) = {i | Ni(t) 6= Ni(t−)}.
D(t) is the index set of the subjects who fail at time t. In other words, the risk set at each
time t contains all subcohort members at risk at time t and any subject outside the subcohort
that fails at time t. As the filtration is not nested, standard martingale convergence results
by Anderson and Gill (1982) can not be applied directly. A combination of martingale and
finite population convergence results need to be used to rigorously derive the asymptotic
properties. This is discussed in detail in Self and Prentice (1988).
Self and Prentice (1988) proposed another pseudo-score equation by setting R˜(t) = C.
This means that only random subcohort members are included in the risk set. Compared to
Prentice (1986), the risk set is slightly different. However, it can be shown that these two
estimators are asymptotically equivalent as any individual’s contribution to S(1) and S(0) are
asymptotically negligible.
Variance computation for the pseudo-likelihood estimator (Prentice, 1986; Self and
Prentice, 1988) is very complicated. Wacholder et al. (1989) developed a bootstrap estimate
of the variance. But their approach is quite computationally intensive. Barlow (1994) and
Lin and Ying (1993) proposed other variance estimators that can be computed more easily.
Barlow (1994) also proposed a slightly different pseudo-likelihood compared to Prentice (1986)
and Self and Prentice (1988). In his pseudo-score equation, a time-dependent weight w(t) is
used:
U(β) =
n∑
i=1
∫ τ
0
{
Zi(t)−
∑n
j=1 Zj(t)Yj(t)wj(t) exp(β
′
Zj(t))∑n
j=1 Yj(t)wj(t) exp(β
′Zj(t))
}
dNi(t), (2.9)
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where wi(t) = dNi(t) + {1 − dNi(t)}ξim(t)/m˜(t), m(t) is the number of individuals in the
full cohort at risk at time t, m˜(t) is the number of individuals in the random subcohort that
is at risk at time t, ξi is the indicator of being in the random subcohort C for ith subject.
This means that for a subject in the random subcohort (ξi = 1) that does not fail at time
t (dNi(t) = 0), the weight received is m(t)/m˜(t). This is different from Prentice (1986), in
which subcohort members will always receive weight 1.
Chen and Lo (1999) derived a class of estimating equations for the case-cohort design.
The general idea is that while constructing the risk set, the information in all case samples
should be used. Hence, their estimator has improved efficiency over the pseudo-likelihood
estimator of Prentice (1986) and Self and Prentice (1988). The pseudo-score equation for
Prentice (1986) is
U(β) =
n∑
i=1
∫ τ
0
{
Zi(t)−
∑
j∈R˜(t) Zj(t)Yj(t) exp(β
′
Zj(t))∑
j∈R˜(t) Yj(t) exp(β
′Zj(t))
}
dNi(t). (2.10)
Notice that the second term in (2.10) estimate m(t), the conditional expectation of Z given
T = t and ∆ = 1. It is known that
E(Z | T = t,∆ = 1) = E(Ze
β
′
ZI(T≥t))
E(eβ
′ZI(T≥t))
=
pE(Zeβ
′
ZI(T≥t)|∆ = 1) + (1− p)E(Zeβ
′
ZI(T≥t)|∆ = 0)
pE(eβ
′ZI(T≥t)|∆ = 1) + (1− p)E(eβ′ZI(T≥t)|∆ = 0)
,(2.11)
where p = Pr(∆ = 1). Let pˆ be a consistent estimator of p, and replace the conditional
expectations in (2.11) by the empirical estimates, it is possible to obtain a class of consistent
estimators for m(t). As discussed in Chen and Lo (1999), suppose that R1 is the index set
of a random sample of k1 cases and R0 is the index set of a random sample of k0 controls.
Let R1t and R0t be the index set of the risk set in cases and controls, respectively. Then the
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following estimating equation can be constructed:
∑
i∈R1
∫ τ
0
Zi(t)− (pˆ/k1)
∑
j∈R1t Zj(t)e
β
′
Zj(t) + {(1− pˆ)/k0}
∑
j∈R0t Zj(t)e
β
′
Zj(t)
(pˆ/k1)
∑
j∈R1t e
β′Zj(t) + {(1− pˆ)/k0}
∑
j∈R0t e
β′Zj(t)
 dNi(t) = 0.
(2.12)
Based on (2.12), Chen and Lo (1999) proposed a class of estimators that apply to different
situations of case-cohort design.
Other research work related to case-cohort design includes the following: Chen (2001)
improved the pseudo-likelihood estimator by finding an optimal sample reuse method via
local averaging. Borgan et al. (2000) considered stratified case-cohort design, and showed
that the stratified case-cohort design were more efficient than a randomly sampled case-cohort
study. Kulich and Lin (2004) developed a general class of doubly weighted estimator with
time-varying weights under the stratified case-cohort designs, which includes Chen and Lo
(1999), Borgan et al. (2000, est. II) and Chen (2001) as special cases. Kang and Cai (2009)
extended the weighted estimating equation approach to generalized case-cohort study with
multiple disease outcomes. They use marginal proportional hazards regression models to deal
with correlated multiple disease outcomes. Kim et al. (2013) further improved the efficiency
of estimators in case-cohort design with multiple disease outcomes. The general idea of their
work is to use the covariate information from cases of all types in constructing the weight
function.
2.1.4 Statistical Methods for ODS Scheme with a Failure Outcome
In case-cohort design, the exposure variable is ascertained in a simple random sample
plus all the cases. However, when the disease event is not rare, collecting the covariate
information on all the cases can be costly. Generalized case-cohort design has been proposed
to address this issue (e.g. Chen, 2001; Cai and Zeng, 2007; Kang and Cai, 2009), where
the expensive exposure is only measured for a subset of the cases. Following the idea of
generalized case-cohort design, Ding et al. (2014) proposed an ODS design for failure-time
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data with right censoring. In this ODS design, in addition to a simple random sample,
supplemental cases are selected from different strata of the observed failure time. This ODS
design has more efficiency over the generalized case-cohort design, as it allows investigators
to oversample certain more informative failure subjects.
Ding et al. (2014) used an empirical likelihood approach to estimate the hazard ratio
parameters for data collected from this failure-time ODS design. Let T˜ be the primary failure
time of interest, and C be the censoring time. Also, let T = min(T˜ , C) be the observed time,
∆ = I(T˜ ≤ C) be the event indicator, and Z be a p-dimensional covariate. It is assumed
that T˜ and C are conditionally independent given Z.
Suppose that the failure time T˜ follows the Cox proportional hazards model (Cox, 1972):
λ(t | Z) = λ0(t) exp(β ′Z),
where λ0(t) is the unspecified baseline hazard function, and β is the parameter of interest. Let τ
be the largest observed time of all the cases. The interval (0, τ ] can be divided into K mutually
exclusive strata: Ak = (ak−1, ak], k = 1, . . . , K, where 0 = a0 < a1 < · · · < aK−1 < aK = τ .
Ding et al. (2014) considers the following ODS design: In the first phase, a simple random
sample (SRS) of size n0 is chosen from the full cohort of size N . In the second phase,
supplemental cases of size nk are selected from each of the above kth stratum: Ak. Sample
sizes nk, k = 0, . . . , K are constants fixed by design. To fix notation, let V, S0, and Sk be the
index set of the overall ODS sample, simple random sample, and supplemental cases from
the kth stratum, respectively. Then, V = ∪Kk=0Sk. Using measurement error literature, V is
called the validation sample. The failure-time outcome (T,∆) is observed for all subjects in
the population, but the expensive exposure is measured only in the validation sample (the
ODS sample).
Ding et al. (2014) utilizes only the validation sample. Let QZ(·) and qZ(·) denote the
cumulative distribution and density function of Z, respectively. In addition, let f(· | ·) denote
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the conditional density function. The likelihood function corresponding to the validation
sample is the following:
L(β,QZ) =
[ ∏
i∈S0
f(Ti,∆i | Zi)qZ(Zi)
][ K∏
k=1
∏
i∈Sk
f(Ti,∆i, Zi|∆i = 1, Ti ∈ Ak)
]
. (2.13)
Let fβ,Λ0(t|Z) and F¯β,Λ0(t|Z) be the conditional density function and survival function
of T˜ given Z. In addition, let sC(t) and SC(t) be the density and survival function of the
censoring time C. Then it can be shown that the likelihood function (2.13) is proportional to
L(β,QZ ,Λ0, SC) =
[ ∏
i∈S0
(fβ,Λ0(Ti | Zi))∆i(F¯β,Λ0(Ti | Zi))1−∆i
]
·
[ K∏
k=0
∏
i∈Sk
qZ(Zi)
]
·
[ K∏
k=1
∏
i∈Sk
fβ,Λ0(Ti | Zi)
]
·
[ K∏
k=1
(∫
Z
∫
Ak
fβ,Λ0(t | Z)SC(t) dt dQZ(Z)
)−nk]
. (2.14)
L(β,QZ ,Λ0, SC) has a semiparametric format, in which (QZ ,Λ0, SC) are infinite-dimensional
nuisance parameters. Ding et al. (2014) uses the following strategy: first, consistent estimators
for Λ0 and SC are found, and plugged into the joint likelihood L(β,QZ ,Λ0, SC) to obtain an
estimated likelihood function Lˆ(β,QZ). Then empirical likelihood approach is adopted to
deal with QZ , which considers discrete distributions with point masses at the observed values
of covariates Z in the ODS sample. Lagrange multiplier method can be invoked to maximize
this semiparametric likelihood.
2.2 Secondary Analysis in ODS Designs
In the previous section, we have focused on reviewing statistical methods for outcome-
dependent-sampling designs. All the statistical methods we reviewed aim to assess the
relationship between the exposure variable and the primary outcome variable (for which the
sampling scheme is based on). In this section, we review the existing literatures related to
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analyzing a secondary outcome under ODS designs.
2.2.1 Naive Analysis
In case-control design, cases and controls have unequal selection probabilities and thus
the case-control sample is not representative of the general population. Let D be the primary
binary outcome (often disease status), Y2 denote a secondary outcome, and X be other
covariates. Most of the publications in the medical or epidemiology literature have used
standard linear regression analysis to analyze a secondary outcome in case-control data. This
includes the following five types of analyses:
(1) Regress Y2 over X using controls only.
(2) Regress Y2 over X using cases only.
(3) Regress Y2 over X using the case-control sample.
(4) Regress Y2 over X in cases and in controls separately, and then the results are combined
using meta-analysis.
(5) Regress Y2 over X using the case-control sample, including the disease status D as a
covariate in the model.
However, none of the above five analyses are correct statistically speaking. (1) and (2)
are invalid as the secondary outcome/exposure relationship among cases and among controls
can be significantly different from that in the general population. Analysis (3) is a naive
approach which treats the case-control sample as if it were a simple random sample from the
general population. As pointed out by several authors (e.g. Jiang et al., 2006; Lin and Zeng,
2009; Monsees et al., 2009), analysis (3) is valid only if the primary disease outcome D and
the secondary outcome Y2 are conditionally independent given other covariates Z.
In case-cohort design, the expensive exposure is only ascertained for a simple random
sample of the general population, plus those individuals who experienced the event of interest.
The simple random sample is called subcohort. As the subcohort is representative of the
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general population, standard statistical analysis such as linear regression could be conducted
using only the subcohort to yield valid conclusions about the secondary outcome/exposure
association. However, this approach is inefficient as we do not use the available information
from supplemental cases.
In order to meet the growing demand of analyzing secondary outcome under ODS designs,
a significant amount of research work has been done. They can be roughly summarized into
three categories: 1) Inverse Probability Weighting methods. 2) Likelihood-based methods. 3)
Semiparametric efficient estimating equation.
2.2.2 Inverse Probability Weighting
Richardson et al. (2007) and Monsees et al. (2009) showed that inverse probability
weighted (IPW) regression provides unbiased estimates of the secondary outcome/exposure
association in case-control study. In their papers, the conditional distribution of Y2 given X
is parametrically specified, i.e. fβ(Y2 | X). Let V be the index of the case-control sample,
then IPW regression is equivalent to maximizing the following weighted log-likelihood.
l(β) =
∑
i∈V
1
pii
log fβ(Y2i | Xi), (2.15)
where pii is the probability of being selected into the case-control sample for subject i, or
a consistent estimator thereof. The IPW method is valid when case and control sampling
fractions are available. However, it suffers from bias and inflated variance when the selection
probability cannot be correctly estimated. The simple IPW method also does not utilize
the information collected on the primary outcome D. Hence it will not be fully efficient,
compared to the likelihood-based methods we will review in the next subsection.
2.2.3 Likelihood-based Methods
Lee et al. (1997) and Jiang et al. (2006) considers analyzing a categorical secondary
outcome in the case-control data. Lee et al. (1997) developed a maximum likelihood estimate
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of the regression coefficients assuming that the sampling rates for cases and controls are
known. The general idea is to jointly model the conditional distribution of D and Y2 given
X. Jiang et al. (2006) extends the discussion of Lee et al. (1997) by considering several
different semiparametric approach. The simulation studies also reveal the fact that their
semiparametric likelihood approach is more efficient than IPW regression.
Lin and Zeng (2009) uses a retrospective likelihood approach for proper analysis of
secondary phenotype data in case-control studies, which explicitly conditions on the sampling
scheme. The secondary outcome variable Y2 can be either continuous or discrete as long as
the conditional density of Y2 given X is specified explicitly using a parametric model, i.e.
Pβ(Y2 | X). For a binary secondary outcome Y2, logistic regression is used.
Pβ(Y2 = 1 | X) = e
β0+β1X
1 + eβ0+β1X
.
In addition, logistic regression is used to describe the association between D and (X, Y2).
Pγ(D = 1 | X, Y2) = e
γ0+γ1X+γ2Y2
1 + eγ0+γ1X+γ2Y2
.
The likelihood function takes the retrospective form
∏
i∈V P (Y2i, Xi | Di), which is equivalent
to
L(β, γ, P (X)) =
∏
i∈V
{
Pγ(Di = 1 | Xi, Y2i)Pβ(Y2i | Xi)P (Xi)
P (Di = 1)
}Di
∏
i∈V
{
Pγ(Di = 0 | Xi, Y2i)Pβ(Y2i | Xi)P (Xi)
P (Di = 0)
}1−Di
, (2.16)
where P (Di = 1) =
∑
y
∑
x Pγ(Di = 1 | x, y )Pβ( y | x )P (x). Note that P (X) is a nuisance
parameter in the likelihood function L(β, γ, P (X)). As X could be high-dimensional, specify-
ing a parametric distribution for the covariates X is highly prone to model misspecification.
Hence, profile likelihood method is used where we only need to consider discrete distribution
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with point masses at the observed values of X. Let P (Xi) = pi, then the final goal is
to maximize the log-likelihood function under the constraint that
∑
i∈V pi = 1. Through
simulation studies, Lin and Zeng (2009) is able to show that their proposed estimator has
control over type-I error rate while maximizing statistical power.
He et al. (2012) proposed a gaussian copula approach for secondary analysis of case-
control data. A copula is a multivariate distribution for which the marginal distribution of
each variable is uniform. By using the copula approach, modeling the joint distribution is
decomposed into modeling the marginal distribution and specifying a copula. Compared to
Lin and Zeng (2009), which makes restrictive assumptions on the distribution of secondary
outcome, the copula approach allows more flexible distributions of the secondary outcome as
long as it comes from an exponential family. Another advantage is that the copula approach
can handle multiple secondary outcomes simultaneously.
Shen et al. (2015) proposed a retrospective likelihood-based method for case-cohort
data. Though the primary purpose of the paper is not on the secondary analysis, their
approach could be utilized to analyze a categorical secondary outcome. The retrospective
likelihood they proposed treats a categorical secondary outcome as the dependent variable,
while treating the time-to-event outcome and other covariates as independent variables. Let
T˜ be the primary event time of interest and C be the censoring time. Under right censorship,
what we observe is T = min(T˜ , C) and the event indicator ∆ = I(T˜ < C). Let Y2 be a
categorical secondary outcome which takes values 0, 1, . . . , g0 and X be the covariates. The
secondary outcome Y2 is often a SNP genotype.
A Cox proportional hazards model (Cox, 1972) is assumed for hazard function of the
primary event time of interest:
λ(t | Y2, X) = λ0(t) exp
{
β
′
XX +
g0∑
g=1
βgI(Y2 = g)
}
, (2.17)
where λ0(t) is the unspecified baseline hazard function, βG = (β1, . . . , βg0)
′ . The association
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of the secondary outcome Y2 given X is modeled through
Rg(α,X) = log
P (Y2 = g | X)
P (Y2 = 0 | X) , g = 1, . . . , g0. (2.18)
with α being the unknown model parameters.
The log-likelihood function takes the retrospective form,
∑
i∈V logP (Y2i | ∆i, Ti, Xi),
where V is the index set for the case-cohort sample. Let D = (∆, T,X)′ , η = (β ′G, α′)′ , θ(t) =
{β ′X ,Λ0(t)}, where Λ0(t) is the unspecified baseline cumulative hazard function. Then, Shen
et al. (2015) showed that
log
P (Y2 = g | ∆, T,X)
P (Y2 = 0 | ∆, T,X) = log
P (∆, T | Y2 = g,X)
P (∆, T | Y2 = 0, X) + log
P (Y2 = g | X)
P (Y2 = 0 | X)
= ∆βg − Λ0(T )eβ
′
XX(eβg − 1) +Rg(α,X) ≡ rD{g | η, θ(t)}.
Using the fact that
∑g0
g=0 P (Y2 = g | ∆, T,X) = 1, it can be shown that
P (Y2 = 0 | ∆, T,X)
(
1 +
g0∑
g=1
erD{g|η,θ(t)}
)
= 1.
The log-likelihood function can be written as
l{η, θ(t)} =
∑
i∈V
[
log
P (Y2 = Y2i | ∆i, Ti, Xi)
P (Y2 = 0 | ∆i, Ti, Xi) + logP (Y2 = 0 | ∆i, Ti, Xi)
]
=
∑
i∈V
[
rDi{Y2i | η, θ(t)} − log
{
1 +
g0∑
g=1
erDi{g|η,θ(t)}
}]
. (2.19)
The log-likelihood function (2.19) has a semiparametric form, with Λ0 as the nuisance
parameters. Shen et al. (2015) estimated Λ0 using a weighted Breslow estimator from the
case-cohort sample. After plug in the Breslow estimator Λˆ0, the log-likelihood function can
be maximized with respect to η. In the simulation studies, it is shown that their estimator is
more efficient than IPW estimators.
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2.2.4 Estimating Equation
Unlike the previous literature in which Y2 given X is often specified in a parametric
fashion, Wei et al. (2013) proposed a robust estimation method for secondary analysis of
case-control data. In their paper, the secondary outcome Y2 given X is assumed to follow a
homoscedastic regression model, with the distribution of Y2 left unspecified. That is,
Y2 = α + µ(X, β) + ,
where µ(·) is a known function, the error term  has mean 0 and is independent of X. But
the distribution of  is not specified.
Wei et al. (2013) showed how to consistently estimate the parameter of interest β, even if
the assumed model of Y2 given X is not correct. For their method to work, assumptions have
to be made that either the disease rate is known or well estimated, or that the disease is
rare. Similar to the previous literature, logistic regression is used to describe the association
between D and (Y2, X).
P (D = 1 | X, Y2) = e
γ0+m(Y2,X,γ1)
1 + eγ0+m(Y2,X,γ1)
,
where m(·) is a known function. Let pi1 = P (D = 1) and pi0 = P (D = 0) be the probability of
being cases and controls in the general population. In addition, let n1 and n0 be the number
of cases and controls in the case-control sample. Let κ = γ0 + log(n1/n0)− log(pi1/pi0). Then
the estimation procedure of Wei et al. (2013) can be summarized as the following:
1. First use the case-control sample data to perform an ordinary logistic regression of
D on (Y2, X) to obtain γˆ1 and κˆ. This is valid because it is known that standard
logistic regression on case-control data indeed leads to consistent estimates of odds
ratios (Prentice and Pyke, 1979).
2. Then take a score function that would be appropriate if the data (Y2, X) were from
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a simple random sample of the general population. For instance, one score function
could be
L(Y2, X, α, β) = µ(X, β)(Y2 − α− µ(X, β)).
3. The score function L would not have mean 0 under case-control sampling scheme.
However, using the approach of Chen et al. (2009), the score function can be adjusted
to have mean 0 under case-control sample.
Ma and Carroll (2016) considers another semiparametric estimation method for secondary
analysis in case-control data. Only the form of the regression mean is specified, which
means that the error term can have arbitrary distribution, and also can be heteroscedastic
(distribution of the error term depends on the covariates). The model is:
Y2 = µ(X, β) + ,
where µ(·) is some specified link function. The only assumption made on the error term is
that E( | X) = 0. The major difference between Ma and Carroll (2016) and previous work is
that previous work has assumed at least one of following four conditions:
1. A parametric distribution for the error term.
2. A homoscedastic distribution for the error term.
3. The disease rate in the true population is known.
4. Rare disease assumption, i.e. P (D = 1) < 0.01.
Let n0 and n1 be the number of controls and cases in the case-control sample. Ma and
Carroll (2016) adopts the idea of superpopulation. The superpopulation is an imaginary
infinite population in which the case to control ratio is the same as that in the case-control
sample, i.e. n1/n0. In this sense, the case-control sample can be viewed as a sample
of independent and identically distributed observations from this superpopulation. Using
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subscript ‘true’ and ‘super’ to denote quantities related to the true general population, and
the hypothetical superpopulation, respectively. They established the link between density
in the true population and density in the superpopulation. For D = 0, 1, the density of
(X, Y2, D) in the superpopulation is
Psuper(X, Y2, D) = Psuper(D)Psuper(X, Y2 | D)
=
nD
n0 + n1
· Ptrue(X, Y2 | D)
=
nD
n0 + n1
· Ptrue(D | X, Y2)Ptrue( | X)Ptrue(X)
Ptrue(D)
. (2.20)
As the case-control sample is an i.i.d. sample from the superpopulation, classical semi-
parametric approaches (Bickel et al., 1993; Tsiatis, 2006) can be used. In their paper, it is
also mentioned that the proposed estimator is not only efficient with respect to the superpop-
ulation, but also for the true population (Ma, 2010). The Simulation results showed that the
proposed estimator has similar performance as Wei et al. (2013) in the homoscedastic case.
While, the estimator by Wei et al. (2013) has substantial bias in the heteroscedastic case.
2.3 Semiparametric Inference Methods
2.3.1 Augmented Estimating Equation
When dealing with data obtained from complex designs, many researchers would like to
use some form of a weighted estimator, where the weight for an individual in the validation
sample is set to the inverse of the selection probability, and weight for individual in non-
validation sample is set to 0. Suppose that there are N subjects in the full cohort. Let ri be
the indicator of observing the expensive exposure for subject i, pii be the probability of being
selected into the validation sample V . Furthermore, let ui be any kernel function that has
mean 0, then the IPW estimating equation can be written as
∑
i∈V
1
pii
ui =
N∑
i=1
ri
pii
ui = 0
23
The idea of weighting can be traced back to Horvitz and Thompson (1952) in the survey
sampling literature. However, this complete-case IPW estimator is clearly not efficient as
information in the non-validation sample is not utilized at all.
Robins, Rotnitzky and Zhao (1994) showed that one can improve the efficiency of IPW
estimator by adding a parametric augmentation term. They proposed a class of augmented
inverse probability weighted estimating equations that would work when the data are missing
at random or the missing probabilities are known or can be modeled parametrically. Let h(·)
be any function. Then an augmented IPW estimating equation is
N∑
i=1
ri
pii
ui + (1− ri
pii
)h(·) = 0
Any choice of h(·) would lead to a consistent estimator. However, the optimal estimator is
achieved when h(·) is the conditional expectation of the kernel function given the observed
data.
For case-cohort, continuous ODS (Zhou et al, 2002), and some other ODS schemes, the
probability of observing the expensive exposure only depends on the outcome, which is usually
observed for all study subjects. Hence these ODS designs can be regarded as special cases of
data that are missing at random. This means that the augmented IPW estimating equation
could be applied to data from these designs.
2.3.2 Estimated Likelihood
The principle idea of estimated likelihood is to replace an unspecified distribution or
conditional distribution function in the likelihood with a consistent estimator. Pepe and
Fleming (1991) and Carroll and Wand (1991) both developed the estimated likelihood method
when the validation sample is a simple random sample. In Pepe and Fleming (1991), they
assume that the covariates which can be observed in the entire population is categorical, and
use the empirical distribution to estimate the conditional distribution. In Carroll and Wand
(1991), kernel estimators are used when some covariates are continuous.
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Reilly and Pepe (1995) developed a mean score method, which allows the validation sample
to be outcome-dependent. Compared to Pepe and Fleming, Carroll and Wand, the mean
score method are applicable to a wider range of study designs. However, their method requires
the outcome to be discrete. Weaver and Zhou (2005) proposed another estimated likelihood
when the validation sample is not SRS. The main idea is to express the distribution function
as a weighted average of the conditional distributions within each stratum, then a consistent
estimator is based on the empirical cumulative distribution of all sampled observations from
each stratum. The details are already reviewed in subsection 2.1.2. Zhou and Pepe (1995),
Hu and Lawless (1997), and Zhou and Wang (2000) applied estimated likelihood approaches
to time-to-event data.
2.3.3 Empirical Likelihood
The idea of empirical likelihood comes from Owen (1988, 1990). Empirical likelihood
approach allows statisticians to take advantages of the likelihood method, and yet without
having to assume the form of the underlying distribution. Especially when we face the
challenge of specifying the covariate distribution, it is better to leave the covariate distribution
unspecified and derive an empirical likelihood function overall all distributions whose support
contains the observed values.
In Owen (1988), it is shown that empirical likelihood ratio functions can be used to
construct confidence intervals for the sample mean, and many other statistical functionals.
Owen (1990) further extended the method to multivariate parameters. Owen (1991) and
Kolaczyk (1994) have extended empirical likelihood methodology to several problems such as
linear regression, generalized linear model and so on.
Qin and Lawless (1994) establishes the link between empirical likelihood and general
estimating equation. Consider i.i.d. random variables x1, . . . , xn with distribution F , and
a p-dimensional parameter θ associated with F . Suppose that there are r functionally
independent unbiased estimating equations gj(x, θ), j = 1, . . . , r, i.e. E{gj(x, θ)} = 0. Let
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g(x, θ) = (g1(x, θ), . . . , gr(x, θ))
′. Then we want to maximize the empirical likelihood function
L(F ) =
n∏
i=1
dF (xi) =
n∏
i=1
pi (2.21)
subject to the constraints that
pi ≥ 0,
∑
i
pi = 1,
∑
i
pig(xi, θ) = 0
The maximum could be found by using a Lagrange multipliers. Let
H =
∑
i
log pi + ρ(1−
∑
i
pi)− nλT
∑
i
pig(xi, θ),
where ρ and λ = (λ1, . . . , λr)T are Lagrange multipliers. Take derivatives of H with respect
to pi, we have
ρ = n, pi =
1
n
· 1
1 + λTg(xi, θ)
.
λ can be written as a function of θ based on the following constraint.
0 =
∑
i
pig(xi, θ) =
1
n
∑
i
1
1 + λTg(xi, θ)
g(xi, θ).
Now the empirical likelihood function can be rewritten as
LE(θ) =
n∏
i=1
{
1
n
· 1
1 + λ(θ)Tg(xi, θ)
}
. (2.22)
The estimate θˆ that maximizes (2.22) is called the maximum empirical likelihood estimate
(MELE).
2.4 Outline of Proposed Work
In this section, we will give a brief outline of our proposed work.
26
2.4.1 Regression Analysis for Secondary Response Variable
in a Case-cohort Study
In Chapter 3, we consider regression analysis for secondary response variable in a case-
cohort study. In subsection 2.2.3, we presented one method developed for analyzing a
categorical secondary outcome in case-cohort study (Shen et al., 2015). However, their
approach does not apply to settings where the secondary outcome is on a continuous scale.
We want to propose a general framework analyzing a continuous secondary outcome as long as
the conditional density of the secondary outcome given other covariates is specified explicitly
using a parametric model.
Let Y2 be the secondary outcome, X be the expensive exposure, and Z be other covariates.
In addition, let T˜ denote the primary event time of interest and C the censoring time. Under
right censoring, we can only observe T = min(T˜ , C), and ∆ = I(T˜ < C), where T is the
observation time, and ∆ is the event indicator. We start by joint modeling the primary
time-to-event outcome and the secondary outcome.
We assume that the secondary outcome Y2 given (X,Z) follows a linear model:
Y2 = β0 + β1X + β2Z + ,
where  ∼ N(0, σ2), and ’s are independent. Without loss of generality, we assume the
following Cox model (Cox, 1972) for the primary time-to-event outcome:
λ(t | X, Y2, Z) = λ0(t) exp{γ1X + γ2Y2 + γ3Z},
Let N be the size of the full cohort. Case-cohort studies can be considered as two-phase
studies: in the first phase, information on observation time, event indicator, secondary
response, and inexpensive covariates are gathered for each member of the full cohort. That is,
we observe {(Ti,∆i, Y2i, Zi), i = 1, ..., N}. In the second phase, covariate X is measured for
subjects in the subcohort, and cases (∆i = 1). Let V0 be the index set of the simple random
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sample taken from the baseline cohort, and V1 be the index set of the remaining cases in
the full cohort. Then we observe {Xi, i ∈ V0 ∪ V1} in the second phase. Let V = V0 ∪ V1.
Then V is the validation sample, where subjects have the expensive exposure X measured.
Similarly, let V¯ denote non-validation sample, where subjects do not have the measured X.
The data structure for the problem we consider can be organized as following:
First phase: {Ti,∆i, Y2i, Zi}, i = 1, ..., N ;
Second phase: {subcohort sample} {Xi}, i ∈ V0;
{supplemental cases} {Xi | ∆i = 1, i /∈ V0}, i ∈ V1.
(2.23)
Let f(· | ·) denote the conditional density function, and G(· | ·) denote the conditional
distribution function. Assume that the conditional distribution of X given other covariates
Z only depends on W , a subset of Z. That is, GX|Z(x | z) = GX|W (x | w).
Similar to Weaver and Zhou (2005), we developed a likelihood which incorporates the in-
formation in the non-validation sample. The likelihood corresponding to (2.23) is proportional
to
LN(ξ,Λ0(t)) =
∏
i∈V
f(Ti,∆i, Y2i | Xi, Zi)×
∏
j∈V¯
(∫
x
f(Tj,∆j, Y2j | x, Zj)dGX|W (x | Wj)
)
,
The joint likelihood function can not be directly maximized as the conditional distribution
of the expensive exposure given other covariates and the baseline cumulative hazard function
are not specified. Baseline cumulative hazard can be estimated by a weighted Breslow
estimator. Utilizing estimated likelihood technique (Pepe and Fleming, 1991; Weaver and
Zhou, 2005), we nonparametrically estimate GX|W . For discrete W , let
GˆX|W (x | w) =
∑
i∈V0
I(Xi ≤ x,Wi = w)/
∑
i∈V0
I(Wi = w).
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For continuous W , we use the kernel method to estimate GX|W .
GˆX|W (x | w) =
∑
i∈V0
I(Xi ≤ x)φh(Wi − w)/
∑
i∈V0
φh(Wi − w),
where φh(·) = φ(·/h) is a kernel function with a bandwidth h.
After plugging Λˆ0 and GˆX|W into the likelihood LN (ξ,Λ0(t)), we maximize the estimated
likelihood.
2.4.2 Secondary Analysis for Data from an Outcome-Dependent
Sampling Design
In Chapter 4, we look at how to conduct secondary analysis in continuous outcome ODS
scheme discussed in Zhou et al. (2002).
To fix notation, let Y1 be the primary continuous outcome variable that the ODS sampling
scheme is based on. Let X be the expensive exposure, which is only observed for some
subjects, and Z be the vector of other covariates that are easy to obtain. Furthermore, let Y2
denote a continuous secondary response.
Unlike in Chapter 3, we make no attempt to jointly model the primary outcome and
the secondary outcome in a parametric fashion. For instance, we don’t want to make the
bivariate normality assumption as it is usually too strong in practice. Instead, we only specify
the form of the regression mean. Let µ1i = E(Y1i | Xi, Zi) and µ2i = E(Y2i | Xi, Zi) denote
the conditional expectation of Y1i and Y2i given the covariates, respectively. We are interested
in estimating the regression coefficients (β, γ) from the following two models:
µi =
 µ1i
µ2i
 =
 E(Y1i | Xi, Zi)
E(Y2i | Xi, Zi)
 =
 g1(β0 + β1Xi + β2Zi)
g2(γ0 + γ1Xi + γ2Zi)
 .
where g1(·) and g2(·) are specified link functions, such as g(x) = x for linear regression and
g(x) = 1/[1 + exp(−x)] for logistic regression. Without loss of generality, we use the identity
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link g1(x) = g2(x) = x to illustrate our ideas.
We partition the domain of Y1 into a union of 3 mutually exclusive intervals: A1∪A2∪A3 =
(−∞, a]∪ (a, b]∪ (b,+∞). Let N be the size of the full cohort. The ODS design proposed by
Zhou et al. (2002) can be regarded as a two-phase design: in the first phase, information
on primary outcome, secondary outcome, and inexpensive covariates are observed for each
member of the full cohort. That is, we observe {(Y1i, Y2i, Zi), i = 1, . . . , N}. In the second
phase, the expensive exposure X is measured on a simple random sample of size n0 and
two supplemental samples drawn from two tails of the distribution of Y1. i.e. supplemental
sample of size n1 from {Y1 ∈ A1} and supplemental sample of size n3 from {Y1 ∈ A3}. Let V0,
V1, V3 be the index set of simple random sample, supplemental sample taken from {Y1 ≤ a},
and supplemental sample taken from {Y1 > b}, respectively. That is to say, we observe
{Xi, i ∈ V0 ∪ V1 ∪ V3} in the second phase. Here the sample sizes n0, n1, n3 are fixed by
design. Let V = V0 ∪ V1 ∪ V3, then V is the index set of the validation sample. In addition,
let ri be the indicator variable of Xi being observed for subject i, then V = {i : ri = 1} and
V¯ = {i : ri = 0}.
The data structure for the ODS design can be summarized as the following:
First phase: {Y1i, Y2i, Zi}, i = 1, ..., N ;
Second phase: {SRS} {Xi}, i ∈ V0;
{supplemental sample 1} {Xi | Y1i ∈ A1}, i ∈ V1;
{supplemental sample 2} {Xi | Y1i ∈ A3}, i ∈ V3.
(2.24)
Let
ei =
 e1i
e2i
 =
 Y1i − µ1i
Y2i − µ2i
 .
Since no parametric assumptions are made about the primary and secondary outcome, any
likelihood-based method is inappropriate. First, we propose the following inverse probability
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weighted (IPW) estimating equation using validation sample only.
∑
i∈V
1
pii
DTi Q
−1ei =
N∑
i=1
ri
pii
DTi Q
−1ei = 0, (2.25)
where Q is the covariance matrix of (Y1, Y2), i.e. Q = Cov(Y1, Y2). pii is the probability of
being selected into the validation sample for each subject i, and
Di =
∂µi
∂(β, γ)T
=
 1 Xi Zi 0 0 0
0 0 0 1 Xi Zi
 .
The simple IPW estimating equation (2.25) only utilizes the information of the validation
sample where the expensive exposure is measured. Following the ideas from Robins, Rotnitzky,
and Zhao (1994), an augmented inverse probability weighted (AIPW) estimating equation is
used, which can further enhance efficiency:
N∑
i=1
{
ri
pii
DTi Q
−1ei + (1− ri
pii
)EXi|Y1i,Y2i,Zi
[
DTi Q
−1ei
]}
= 0. (2.26)
Notice that in both (2.25) and (2.26), we need to plug in the consistent estimators of pi
and Q. In order to use (2.26), we also need to assume a structure form for the conditional
moments, i.e. E(Xi | Y1i, Y2i, Zi) and E(X2i | Y1i, Y2i, Zi).
2.4.3 Efficient Secondary Analysis of Data from Two-Phase Studies
In Chapter 5, we study how to carry out secondary analysis in general two-phase studies.
Case-cohort, generalized case-cohort, and SODS design (Ding et al., 2014) are all special
cases of two-phase sampling designs. Without loss of generality, we use SODS design to
illustrate our method.
Let T˜ be the primary failure time of interest, and C be the censoring time. Under right
censorship, the observed time is T = min(T˜ , C), and ∆ = I(T˜ ≤ C) is the event indicator.
Furthermore, let Y denote a continuous secondary outcome, X be the exposure variables
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that are only measured on the validation sample. Assume that T˜ and C are conditionally
independent given (Y,X).
Same as in Chapter 3, we start by joint modeling the primary time-to-event outcome and
the secondary outcome. We focus on studying the relationship of the secondary outcome Y
with respect to the covariates X. The following linear model is used:
Y = β0 + β1X + ,
where ′s are independent and identically distributed normal random variables with mean 0
and variance σ2. For the primary failure outcome, we consider the following proportional
hazards model (Cox, 1972):
λ(t|X, Y ) = λ0(t) exp{γ1X + γ2Y },
Let τ be the largest observed time of all the cases. We partition the interval (0, τ ] into
K mutually exclusive strata: Ak = (ak−1, ak], k = 1, . . . , K, where 0 = a0 < a1 < · · · <
aK−1 < aK = τ . We consider the following two-stage SODS design (Ding et al., 2014): in
the first stage, information on observation time, event indicator, and secondary response are
obtained for all members of the full cohort with size N . In the second stage, the exposure
variables X are measured for a simple random sample and supplemental cases from each of
the kth stratum Ak. We let V0, and Vk be the index set of the simple random sample, and
supplemental cases from the kth stratum, respectively. Then, V = ∪Kk=0Vk represents the
validation sample where X is observed. In addition, we use V¯ to denote the non-validation
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sample. The data structure is the following:
First stage: {Ti,∆i, Yi}, i = 1, ..., N ;
Second stage: {subcohort sample} {Xi}, i ∈ V0;
{supplemental cases} {Xi|∆i = 1, Ti ∈ Ak}, i ∈ Vk, k = 1, . . . , K.
(2.27)
Let G(·) and g(·) be the cumulative distribution function and density function of X,
respectively. In addition, let ξ = (β, γ, σ2), which is our parameter of interest. The likelihood
corresponding to (2.27) is:
LN(ξ,Λ0, G) =
{∏
i∈V
fξ,Λ0(Ti,∆i, Yi|Xi)g(Xi)
}{∏
j∈V¯
∫
x
fξ,Λ0(Tj,∆j, Yj|x)dG(x)
}
. (2.28)
In the likelihood function (2.28), ξ is the parameter of interest, Λ0 and G are infinite
dimensional nuisance parameters. First, we utilize the SRS sample to get a consistent
estimator for Λ0. After plugging Λˆ0 into (2.28), and take the log function, we have the
following estimated log-likelihood function:
lˆN(ξ,G) =
∑
i∈V
log fˆξ(Ti,∆i, Yi|Xi) +
∑
i∈V
log g(Xi) +
∑
j∈V¯
log
{∫
x
fˆξ(Tj,∆j, Yj|x)dG(x)
}
.
(2.29)
We use the empirical likelihood method, and replace g(Xi) = gi, i ∈ V , then the estimated
log-likelihood is
lˆN(ξ, gi) =
∑
i∈V
log fˆξ(Ti,∆i, Yi|Xi) +
∑
i∈V
log gi +
∑
j∈V¯
log
{∑
i∈V
gifˆξ(Tj,∆j, Yj|Xi)
}
. (2.30)
We want to maximize (2.30) under the constraint that
∑
i∈V gi = 1. We consider the following
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Lagrange multiplier function.
H(ξ, gi, λ) =
∑
i∈V
log fˆξ(Ti,∆i, Yi|Xi) +
∑
i∈V
log gi
+
∑
j∈V¯
log
{∑
i∈V
gifˆξ(Tj,∆j, Yj|Xi)
}
− λ
(∑
i∈V
gi − 1
)
.
We take the derivative of H with respect to gi, and set it to be 0. We have
gˆi =
{
N −
∑
j∈V¯
fˆξ(Tj,∆j, Yj|Xi)∑
k∈V gˆkfˆξ(Tj,∆j, Yj|Xk)
}−1
. (2.31)
We use the mixed Newton method to obtain the estimators (Song, Zhou and Kosorok, 2009).
Step1. Start with initial estimates ξ0 and g0i , i ∈ V .
Step2. For fixed ξ0, we use g0i as starting parameters, and solve the equation (2.31)
iteratively using the fixed-point algorithm until it convergences and call the solution gci .
Step3. Insert gci into the likelihood and maximize it with respect to ξ using Newton’s
method. We call the solution ξc.
Step4. Repeat steps 2 and 3 until convergence.
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CHAPTER 3: REGRESSION ANALYSIS FOR SECONDARY
RESPONSE VARIABLE IN A CASE-COHORT STUDY
3.1 Introduction
The case-cohort study design (Prentice, 1986) is a cost-effective sampling strategy that
is used to study the association between an often expensive exposure variable and a time-
to-event outcome. One example of a case-cohort study is the Sister Study conducted by
NIEHS (Kim et al., 2011, 2013), where the time-to-event outcome of interest is time to
breast cancer and the expensive exposure measure is a major prostaglandin E2 metabolite
(PGE-M). The Sister Study targets US women who have a sister with breast cancer, but
with no breast cancer themselves at the enrollment. The case-cohort study design can be
viewed as a two-phased study. In the first phase, information on the time-to-event outcome
and some relatively easy-to-obtain covariates are measured on all cohort members. In the
second phase, the exposure variable of interest is measured in a random sample of the full
cohort, plus those subjects who experienced the event of interest. The simple random sample
here is referred as subcohort and those failures are referred as the cases. Many methods have
been proposed to estimate the hazard ratio parameters with case-cohort data, e.g. Prentice
(1986); Self and Prentice (1988); Chen and Lo (1999); Chen and Little (1999); Borgan et al.
(2000); Kulich and Lin (2004); Scheike and Martinussen (2004); Kang and Cai (2009a); Kim
et al. (2013). For binary response outcome-dependent-sampling data, related work was done
by Wang and Zhou (2006, 2010).
With tremendous cost and efforts involved in collecting the exposure variable in case-cohort
study, interest rises to use the collected case-cohort data to study the relationship between
other important responses to the exposure. Relative to the failure time used to design the
case-cohort study, these important responses are referred as the secondary responses. For
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instance, in our Sister Study, investigators are interested in studying the relationship between
BMI and PGE-M since recent research has indicated that there might be a positive association
between obesity and prostaglandin E2 (Morris et al., 2011; Subbaramaiah et al., 2011). How
to analyze the secondary outcome (BMI in this case) in a case-cohort study efficiently and
correctly is not a straightforward exercise, as the original study data are obtained in an
outcome-dependent way (depend on the primary outcome, i.e. the time-to-event variable).
This is an issue that puzzled investigators who try to take advantage of the exposure variable
measured in the original case-cohort study, yet not sure how to handle the biased sampling
nature of the data based on the primary time-to-event outcome. A naive but inefficient
approach is to take the subcohort portion of the biased sampling data, and ignore those
of cases. Clearly, this approach is discarding a big portion of the data. There has been
several research on secondary analysis in another type of biased sampling data, the well
known case-control study for binary outcome. This includes the profile likelihood (Lee et al.,
1997; Jiang et al., 2006); retrospective likelihood (Lin and Zeng, 2009); inverse probability
weighting (Richardson et al., 2007; Monsees et al., 2009), and estimating equation (Wei
et al., 2013; Ma and Carroll, 2016). For case-cohort data, Shen et al. (2015) proposed a
retrospective likelihood method that can be used to analyze a categorical secondary outcome.
However, there has been a lack of research on the secondary response regression analysis in
the case-cohort study in general.
Our research is motivated by the need in the Sister Study where we aim to establish the
relationship between PGE-M and BMI. In this paper, we propose an estimated likelihood
method for linear regression analysis of a continuous secondary response variable using
case-cohort data. We jointly model the time-to-event outcome (time to breast cancer) and
the continuous secondary response (BMI). The likelihood function involves the conditional
distribution of the expensive exposure given other inexpensive covariates. We estimate
it in a nonparametric fashion. We compare our proposed estimated likelihood estimator
to two inverse probability weighting (IPW) type estimators we developed, and show that
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the estimated likelihood method has greater statistical efficiency. The advantage of our
proposed method is that it is efficient, and yet require no strong parametric assumptions. The
performance of our estimator is explored under a variety of conditions where complications
could arrive.
The organization of the paper is as follows. In Section 3.2, we present some notations, data
structure and model for case-cohort design. In Section 3.3, we outline the estimation algorithm
for our proposed estimated likelihood estimator and establish its asymptotic properties. We
further develop two new IPW type estimators in Section 3.4. In Section 3.5, we investigate
the finite sample performance of our proposed estimators via simulation studies. In Section
3.6, we apply our method to Sister Study data. Final remarks are given in Section 3.7.
3.2 Data Structure and Model
We consider efficient inference of a continuous secondary response, denoted by Y2, with
respect to an expensive exposure, denoted by X, in a case-cohort design. To fix notation, let T˜
denote the primary event time of interest and C the censoring time. Let T = min(T˜ , C), and
∆ = I(T˜ < C), where T is the observation time, and ∆ is the event indicator. Throughout the
paper, we refer to individuals who have the event as cases (∆ = 1) and censored individuals
as non-cases (∆ = 0). Furthermore, let (X,Z) denote the vector of covariates with X being
the expensive scalar covariate obtained only for the subcohort and the cases, and Z being
the other first-phase covariates. Z can be either discrete or continuous variables. We assume
that T˜ and C are conditionally independent given (Y2, X,Z), and the censoring time C does
not depend on Y2 but can depend on X and Z.
We assume that the underlying data {(Ti,∆i, Y2i, Xi,Zi), i = 1, ..., N} are independent
and identically distributed random vectors, where N denotes the size of the full cohort.
Case-cohort studies can be considered as two-phase studies: in the first phase, information on
observation time, event indicator, secondary response, and inexpensive covariates are gathered
for each member of the full cohort. That is, we observe {(Ti,∆i, Y2i,Zi), i = 1, ..., N}. In
the second phase, covariate X is measured for subjects in the subcohort, and those who
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experienced the event of interest (∆i = 1). Let V0 be the index set of the simple random
sample taken from the baseline cohort, and V1 be the index set of the remaining cases in the
full cohort. Then we observe {Xi, i ∈ V0 ∪ V1} in the second phase. Let nSRS be the size
of the subcohort, nV1 be the size of the supplemental cases. Here, nSRS is a pre-specified
number and nV1 is a random variable.
Let nV = nSRS + nV1 be the number of individuals for which we observed X, and let
nV¯ = N − nV be the number of individuals for whom X is not observed. Borrowing the
terminology from measurement error literature, we will refer to the nV complete observations
as the validation sample, and nV¯ incomplete observations as non-validation sample. Let
V = V0 ∪ V1 be the index set of the validation sample, and V¯ be the index set of the
non-validation sample. In addition, let Ri indicates whether the ith subject is selected into
the validation sample, then V = {i : Ri = 1} and V¯ = {i : Ri = 0}. The data structure for
the problem we consider is the following:
First phase: {Ti,∆i, Y2i,Zi}, i = 1, ..., N ;
Second phase: {subcohort sample} {Xi}, i ∈ V0;
{supplemental cases} {Xi | ∆i = 1, i /∈ V0}, i ∈ V1.
(3.1)
The main interest in this paper is to model the association between X and the secondary
response Y2, adjusting for Z in the population from the following linear model:
Y2 = β0 + β1X + β2Z + , (3.2)
where  ∼ N(0, σ2), and ’s are independent. We note that model (3.2) above, not model
(3.3) below, is the main model for this paper. Our goal is to develop an efficient inference
procedure on β = (β0, β1,β2).
Without loss of generality, we assume the following Cox model (Cox, 1972) for the primary
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response variable:
λ(t | X, Y2,Z) = λ0(t) exp{γ1X + γ2Y2 + γ3Z}, (3.3)
where λ(t | X, Y2,Z) is the conditional hazard function of T˜ given (X, Y2,Z), and λ0(t) is
the baseline hazard function. Let Λ0(t) =
∫ t
0
λ0(u)du denote the baseline cumulative hazard
function.
3.3 Estimated Likelihood Approach
Let f(· | ·) denote the conditional density function, and G(· | ·) denote the conditional
distribution function. Let W be the informative components of Z about X, in the sense that
GX|Z(x | z) = GX|W(x | w). If we are to jointly model {T,∆, Y2}, then the full-information
likelihood for data in (3.1) is proportional to
LN(ξ,Λ0(t)) =
∏
i∈V
f(Ti,∆i, Y2i | Xi,Zi)×
∏
j∈V¯
(∫
x
f(Tj,∆j, Y2j | x,Zj)dGX|W(x |Wj)
)
,
(3.4)
where ξ = (β,γ, σ2). The log-likelihood of (3.4) takes the form:
lN(ξ,Λ0(t)) =
∑
i∈V
{
log fγ(Ti,∆i | Xi, Y2i,Zi) + log fβ,σ2(Y2i | Xi,Zi)
}
+
∑
j∈V¯
log
(∫
x
fγ(Tj,∆j | x, Y2j,Zj)fβ,σ2(Y2j | x,Zj)dGX|W(x |Wj)
)
.(3.5)
The parameters contained in the above equation involve (β,γ, σ2), though our main focus
is on the inference of β while γ, σ2 are nuisance parameters. Later, we will show that our
proposed estimated likelihood estimator is more efficient than IPW type estimators because
we took a joint likelihood approach and incorporated the failure outcome information (T,∆)
in the full cohort. Note that the conditional distribution of X given W, GX|W is involved in
(3.4) and (3.5).
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Thus, we propose to work with the following estimated likelihood:
lˆN(ξ,Λ0(t)) =
∑
i∈V
{
log fγ(Ti,∆i | Xi, Y2i,Zi) + log fβ,σ2(Y2i | Xi,Zi)
}
+
∑
j∈V¯
log
(∫
x
fγ(Tj,∆j | x, Y2j,Zj)fβ,σ2(Y2j | x,Zj)dGˆX|W(x |Wj)
)
,(3.6)
where we nonparametrically estimate the conditional distribution GX|W. For discrete W, let
GˆX|W(x | w) =
∑
i∈V0
I(Xi ≤ x,Wi = w)/
∑
i∈V0
I(Wi = w).
For continuous W, we use the kernel method to estimate GX|W.
GˆX|W(x | w) =
∑
i∈V0
I(Xi ≤ x)KH(Wi −w)/
∑
i∈V0
KH(Wi −w),
where KH(·) = |H|−1/2K(H−1/2·) is a multivariate kernel with a bandwidth matrix H. The
optimal bandwidth H can be selected using cross-validation, or using an ad-hoc value. For
instance, when W is univariate, a simple bandwidth selection is H = 2σ̂W · n−1/3SRS , where σ̂W
is the estimated standard deviation of W .
In the estimated likelihood expression (3.6), fγ(Ti,∆i | Xi, Y2i,Zi) and fβ,σ2(Y2i | Xi,Zi)
can be written in explicit forms based on linear model (3.2) and Cox model (3.3). We know
that fγ(Ti,∆i | Xi, Y2i,Zi) is equal to
{
λ0(Ti) exp(γ1Xi + γ2Y2i + γ3Zi)
}∆i
e−Λ0(Ti) exp(γ1Xi+γ2Y2i+γ3Zi)λ1−∆iC (Ti)e
−ΛC(Ti),
where λC is the hazard function of the censoring time C, and ΛC(t) =
∫ t
0
λC(u)du is the
cumulative hazard. Hence, log fγ(Ti,∆i | Xi, Y2i,Zi) is the sum of
∆i log λ0(Ti) + ∆i(γ1Xi + γ2Y2i + γ3Zi)− Λ0(Ti) exp(γ1Xi + γ2Y2i + γ3Zi)
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and a function that does not involve x or (ξ,Λ0(t)). Also,
log fβ,σ2(Y2i | Xi,Zi) = −1
2
log(2piσ2)− 1
2σ2
(Y2i − β0 − β1Xi − β2Zi)2.
The estimated log-likelihood lˆN(ξ,Λ0(t)) has a semi-parametric form, with ξ being the
parametric part and Λ0(t) the nonparametric component. Because the baseline cumulative
hazard Λ0(t) is unknown, we cannot directly maximize lˆN(ξ,Λ0(t)) with respect to ξ. We
propose to use an inverse probability weighted partial likelihood estimates from Chen and Lo
(1999) to obtain (γˆ01 , γˆ02 , γˆ03) as initial parameter estimates for the Cox model (3.3). We then
estimate the baseline cumulative hazard using a weighted Breslow estimator,
Λˆ0(t) =
∑
j∈V
I(Tj ≤ t)∆j∑
l∈V pˆi
−1
l I(Tl ≥ Tj) exp(γˆ01Xl + γˆ02Y2l + γˆ03Zl)
,
where pˆil = 1 for cases, and pˆil = nSRS/N for non-cases. Furthermore, we use the inverse
probability weighted linear regression on the validation sample to obtain (βˆ00 , βˆ01 , βˆ02, σˆ0) as
initial parameter estimates for the linear regression model (3.2), where cases receive unit
weight, and non-cases have weight N/nSRS.
Finally, we plug in the baseline cumulative hazard estimate Λˆ0(t) into the estimated
log-likelihood, and maximize it with respect to ξ. Let
l˜N(ξ) = lˆN(ξ, Λˆ0(t)),
then our proposed nonparametric estimated likelihood estimator ξˆNPEL is the solution to the
following estimating equation (3.7):
1
N
∂l˜N(ξ)
∂ξ
= 0. (3.7)
Newton-Raphson algorithm can now be invoked, where (γˆ01 , γˆ02 , γˆ03 , βˆ00 , βˆ01 , βˆ02, σˆ0) are the
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starting values.
Next we present the asymptotic property of our proposed estimator. The following
results are provided for the case when W is discrete. Asymptotic results for W being
continuous can be derived similarly. We assume that as N → ∞, nV /N → p¯i > 0 and
nSRS/nV → ρSRS > 0. Therefore, p¯i is the proportion of validation sample in the overall
population. ρSRS represents the proportion of simple random sample in the validation
sample. In addition, we let Ek denote the conditional expectation given ∆ = k. That is,
Ek[h(T,∆, Y2, X,Z)] = E[h(T,∆, Y2, X,Z) | ∆ = k]. Let ξ∗ be the true underlying value of
ξ. Under some general regularity conditions (see Appendix), we have the following theorems.
Theorem 3.1. (i) ξˆNPEL is a consistent estimator of ξ∗ and (ii) ξˆNPEL has the following
asymptotic distributional properties:
√
N(ξˆNPEL − ξ∗) D−→ N(0,ΣNPEL(ξ∗)).
where
ΣNPEL(ξ∗) = I−1(ξ∗) + ρSRSp¯iI−1(ξ∗)Σ(ξ∗)I−1(ξ∗),
with Σ(ξ) = varX,W
{
(1− p¯i)QX,W(ξ,Λ0)
}
, and
I(ξ) = −ρSRSp¯iE
[
∂2 log f(T,∆, Y2 | X,Z; ξ)
∂ξ∂ξT
]
− (1− p¯i)E0
[
∂2 log f(T,∆, Y2 | Z; ξ)
∂ξ∂ξT
]
−(1− ρSRS)p¯iE1
[
∂2 log f(T,∆, Y2 | X,Z; ξ)
∂ξ∂ξT
]
, (3.8)
QX,W(ξ,Λ0) =
∑
w
P (W = w|∆ = 0) I(W = w)
P (W = w)ρSRSp¯i
E
[
MX(T,∆, Y2,Z,w; ξ,Λ0)|∆ = 0
]
.
(3.9)
where
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MX(T,∆, Y2,Z,W; ξ,Λ0) =
∂f(T,∆, Y2 | X,Z; Λ0)/∂ξ∫
f(T,∆, Y2 | X,Z; Λ0)dGX|W(X |W)
− f(T,∆, Y2 | X,Z; Λ0)
∫
∂f(T,∆, Y2 | X,Z; Λ0)/∂ξdGX|W(X |W)
| ∫ f(T,∆, Y2 | X,Z; Λ0)dGX|W(X |W)|2 . (3.10)
Replacing the population quantities in Theorem 3.1 with the sample quantities, a consistent
estimator for asymptotic covariance matrix ΣNPEL(ξ∗) is provided by the following theorem:
Theorem 3.2. A consistent estimator for variance matrix ΣNPEL(ξ∗) can be obtained as
Σ̂NPEL(ξˆNPEL) = Iˆ
−1(ξˆNPEL) +
nSRS
N
× Iˆ−1(ξˆNPEL)Σ̂(ξˆNPEL)Iˆ−1(ξˆNPEL), (3.11)
where Iˆ(ξ) = − 1
N
∂2 l˜N (ξ)
∂ξ∂ξT
, and Σ̂(ξ) = v̂ar{Xi,Wi:i∈V0}
{
N−nV
N
Q̂Xi,Wi(ξ)
}
, with
Q̂Xi,Wi(ξ) =
∑
j∈V¯
1
N − nV ×
N · I(Wi = Wj)∑
i∈V0 I(Wi = Wj)
×
{
∂f(Tj,∆j, Y2j | Xi,Zj; Λˆ0)/∂ξ
fˆ(Tj,∆j, Y2j | Zj; Λˆ0)
− f(Tj,∆j, Y2j | Xi,Zj; Λˆ0)∂fˆ(Tj,∆j, Y2j | Zj; Λˆ0)/∂ξ[
fˆ(Tj,∆j, Y2j | Zj; Λˆ0)
]2
 ,
where fˆ(Tj,∆j, Y2j | Zj; Λˆ0) =
∫
f(Tj,∆j, Y2j | x,Zj; Λˆ0)dGˆX|W(x |Wj).
Outline of the proofs of these two theorems are provided in the Appendix.
3.4 Derivation of Two New IPW Type Estimators
In this section, we derive two inverse probability weighting type estimators for the
secondary outcome analysis. One is the basic weighted estimator and the other one is the
augmented IPW estimator. Though the general ideas of probability weighted estimator is
there (Horvitz and Thompson, 1952), we develop out these ideas explicitly as competing
estimators for the proposed ξˆNPEL. Later in the simulation study, we will compare our
proposed estimator to these two IPW type estimators.
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The first IPW estimator βˆIPW , is a basic weighted least squares estimator, where the
weight is taken as the inverse of the selection probability into the validation sample. That is,
we want to minimize
∑
i∈V
1
pii
(Y2i − β0 − β1Xi − β2Zi)2 =
N∑
i=1
Ri
pii
(Y2i − β0 − β1Xi − β2Zi)2,
where pii is the selection probability for the ith subject. In the case-cohort design, pii = 1 for
cases, as all cases are included into the validation sample. For non-cases, pii = nSRS/N , the
probability of being selected into the SRS portion of the validation sample. Let X˜i = (1, Xi,Zi)
be the vector of covariates for ith subject, including the intercept. It is easy to see that the
IPW estimator βˆIPW satisfies the following score equation:
N∑
i=1
Ri
pii
X˜Ti (Y2i − X˜iβ) = 0. (3.12)
We notice that in (3.12), all cases will receive unit weights, and all non-cases selected into
the validation sample will have weights larger than one. The inverse probability weighting
method will give an unbiased estimator of the parameters β. However it may also result
in reduced efficiency, since the cases would always receive smaller weights than non-cases
regardless of whether the case status is linked to the secondary outcome/exposure relationship.
The second IPW estimator, βˆAIPW , is an augmented IPW that incorporates the available
information in the full cohort. Similar to Robins et al. (1994), we have the following estimating
equation:
N∑
i=1
{
Ri
pii
X˜Ti (Y2i − X˜iβ) + (1−
Ri
pii
)EXi|Y2i,Zi
[
X˜Ti (Y2i − X˜iβ)
]}
= 0, (3.13)
where an augmented term is added. The second term in (3.13) involves E(Xi | Y2i,Zi) and
E(X2i | Y2i,Zi). We use a linear regression to approximate these moments, i.e. E(Xi |
Y2i,Zi) = φ0 + φ1Y2i + φ2Zi, V ar(Xi | Y2i,Zi) = τ 2. Based on SRS portion of the data,
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a linear regression can be fitted to obtain parameter estimates for (φ0, φ1,φ2, τ 2). After
plugging (φˆ0, φˆ1, φˆ2, τˆ 2) into (3.13), Newton-Raphson algorithm can be invoked to obtain
βˆAIPW .
3.5 Simulation Studies
We conducted a series of simulation studies. First, we evaluated the performance of
our estimator when the underlying assumption is met. Then, we further broaden out to
evaluate the proposed method under situations where models are misspecified: (i) If W, the
informative components of Z about X, is misspecified. (ii) The error term  in linear model
(3.2) is not normally distributed.
Four competing estimators are compared: (i) βˆSRS, fitting a linear regression of the
secondary response Y2 on {X,Z} based on the SRS portion of the validation sample; (ii)
βˆIPW denotes the inverse probability weighting method using only the observations from the
validation sample; (iii) βˆAIPW denotes the augmented inverse probability weighting method
we derive in section 3.4 which incorporates the available information in the full cohort; (iv)
βˆNPEL denotes the estimated likelihood method we proposed.
In the first set of studies, we let the full cohort size to be N = 1000. The data were
generated by the following models: Y2 = β0 + β1X + β2Z + , where X ∼ N(0, 1), Z ∼
Bernoulli(0.45), and  ∼ N(0, 1). We set β0 = 1, β2 = −0.5, and allow β1 to take
value 0 or 0.5. The event time T˜ follows an exponential distribution with hazard function:
λ(t | X, Y2, Z) = λ0(t) exp{γ1X + γ2Y2 + γ3Z}, with λ0(t) = 1, γ1 = 0.5, γ3 = −0.5, and γ2
takes value 0 or log(1.2). We assume that the censoring time follows a uniform distribution
on interval (0, C). When γ2 = 0, C = 0.52 or 0.15 corresponds to 80% or 95% censoring,
respectively. When γ2 = log(1.2), C = 0.42 or 0.1 corresponds to 80% or 95% censoring,
respectively.
From the full cohort, we first select a simple random sample of size nSRS = 200, then
we add all cases for the case-cohort sample. As we are mainly interested in studying the
relationship between the secondary outcome Y2 and the expensive exposure X, we focus on
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the estimation of β1. Since Z is discrete, we use the empirical distribution function to estimate
the conditional distribution of X given Z. We report the mean of the parameter estimates,
empirical standard error, mean of the estimated standard error, and 95% confidence interval
coverage. The simulation results based on 1000 replications are shown in Table 3.1.
We have the following observations from Table 3.1. (i) All four estimators yield ap-
proximately unbiased estimates. (ii) The proposed estimated likelihood estimator βˆNPEL
is the most efficient in all settings. (iii) The estimated standard error is very close to the
empirical standard error (ie. ŜE is close to SE). (iv) The 95% confidence interval coverage is
close to 0.95, which implies that the asymptotic normal approximation works well in these
situations. (v) We also notice that when β1 is significantly different from 0 (i.e. β1 = 0.5),
βˆAIPW outperforms βˆIPW by a certain margin. The difference between these two estimators
is negligible when β1 = 0.
We conducted further simulation studies to assess the performance of our proposed
estimator under a wide range of proportion of SRS sample in the full cohort. The simulation
set up is as follows: β0 = 1, β1 = 0.5, β2 = −0.5, γ1 = 0.5, γ2 = log(1.2), γ3 = −0.5.
X ∼ N(0, 1), Z ∼ Bernoulli(0.45). The censoring time follows a uniform distribution on
interval (0, 0.42), which yields approximately 80% censoring. Let the full cohort size be 1000,
and vary the SRS sample size.
Figure 3.1 shows the sample relative efficiency of βˆNPEL relative to βˆSRS, βˆIPW , and βˆAIPW ,
respectively. The sample relative efficiency is calculated as the square of empirical standard
error ratio, i.e. SRENPEL:SRS = var(βˆSRS)/var(βˆNPEL) = (SE(βˆSRS)/SE(βˆNPEL))2. The
efficiency of our proposed estimated likelihood estimator over the other competing estimators
decreases as the proportion of SRS sample increases. When the proportion is larger than
0.4, the efficiency gain is fairly small. This indicates that our proposed method has larger
efficiency gain when the SRS sample is a small portion of the full cohort.
We also compare our proposed estimator βˆNPEL and βˆSRS under various censoring
percentage. Figure 3.2 shows the sample relative efficiency of βˆNPEL to βˆSRS, under 80%,
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Table 3.1: Simulation results with full cohort sizeN = 1000, the SRS sample size is nSRS = 200.
X ∼ N(0, 1), Z ∼ Bernoulli(0.45).
True β1 True γ2 Methods Estimated quantities for β1
Mean SE ŜE CI
Censoring percentage = 80%
0 0 βˆSRS 0.000 0.070 0.071 0.948
βˆIPW 0.002 0.063 0.063 0.950
βˆAIPW 0.002 0.064 0.063 0.944
βˆNPEL 0.002 0.051 0.052 0.945
log(1.2) βˆSRS 0.000 0.071 0.071 0.947
βˆIPW 0.001 0.065 0.063 0.943
βˆAIPW 0.001 0.066 0.063 0.934
βˆNPEL 0.002 0.055 0.052 0.935
0.5 0 βˆSRS 0.495 0.071 0.071 0.953
βˆIPW 0.495 0.063 0.063 0.939
βˆAIPW 0.498 0.054 0.055 0.954
βˆNPEL 0.495 0.046 0.048 0.955
log(1.2) βˆSRS 0.500 0.071 0.071 0.946
βˆIPW 0.499 0.064 0.064 0.939
βˆAIPW 0.502 0.056 0.056 0.953
βˆNPEL 0.500 0.047 0.048 0.954
Censoring percentage = 95%
0.5 0 βˆSRS 0.499 0.071 0.071 0.945
βˆIPW 0.501 0.069 0.068 0.935
βˆAIPW 0.504 0.060 0.059 0.935
βˆNPEL 0.499 0.055 0.057 0.955
log(1.2) βˆSRS 0.499 0.073 0.071 0.940
βˆIPW 0.500 0.071 0.068 0.930
βˆAIPW 0.504 0.062 0.059 0.934
βˆNPEL 0.498 0.058 0.059 0.951
NOTE: the models are Y2 = β0 + β1X + β2Z + , λ(t|X,Y2, Z) =
λ0(t) exp{γ1X + γ2Y2 + γ3Z}.
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Figure 3.1: SREs comparing various estimators, under 80% censoring.
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90%, and 95% censoring. We find that our proposed estimated likelihood estimator has larger
efficiency gain with smaller censoring rate.
0.0 0.2 0.4 0.6 0.8 1.0
0
2
4
6
8
10
proportion of SRS sample in the full cohort
SR
E N
PE
L:
SR
S
80% censoring
90% censoring
95% censoring
Figure 3.2: SREs comparing βˆNPEL to βˆSRS, under various censoring percentage.
Misspecification of W, the informative components of Z about X. To study the
performance of βˆNPEL when W is misspecified, we generate the data by the following models:
Y2 = β0 + β1X + β2Z1 + β3Z2 + , where Z1 ∼ Bernoulli(0.45), Z2 ∼ Bernoulli(0.6),  ∼
N(0, 1). The expensive exposure X is simulated as: X ∼ N(Z1, 1). Let Z = (Z1, Z2),
then G(X|Z) = G(X|Z1), i.e. the true W is Z1. We set β0 = 1, β2 = −0.5, β3 = 2, and
allow β1 to take value 0 or 0.5. The event time T˜ follows an exponential distribution with
hazard function: λ(t | X, Y2,Z) = λ0(t) exp{γ1X + γ2Y2 + γ3Z1 + γ4Z2}, with λ0(t) = 1,
γ1 = 0.5, γ2 = log(1.2), γ3 = −0.5 and γ4 = 1. The censoring time follows a uniform
distribution on interval (0, 0.14), which leads to 80% censoring. Same as before, N = 1000
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and nSRS = 200.
Table 3.2 summarizes the simulation results. Under null hypothesis (β1 = 0), βˆNPEL has
good performance even if we misspecify W. However, when β1 is significantly different from
0 (i.e. β1 = 0.5), misspecification of W (using Z2 only) would lead to substantial bias and
poor coverage probability of 95% CI. In the Discussion Section, we will provide practical
guidance on how to choose W. The general idea is that we should select the components of
Z that correlates to X the most.
Table 3.2: Performance of our proposed estimator βˆNPEL when we misspecify W. Z = (Z1, Z2),
where Z1 ∼ Bernoulli(0.45), Z2 ∼ Bernoulli(0.6). X ∼ N(Z1, 1), which means that Z1 is
the informative components of Z about X. The true W is Z1.
True β1 W used Estimated quantities for β1
Bias SE ŜE CI
0 Z1 0.001 0.053 0.052 0.952
Z2 0.001 0.049 0.049 0.936
(Z1, Z2) 0.001 0.053 0.052 0.954
0.5 Z1 −0.002 0.046 0.047 0.958
Z2 −0.063 0.044 0.045 0.728
(Z1, Z2) −0.007 0.046 0.048 0.964
NOTE: Models are Y2 = β0 + β1X + β2Z1 + β3Z2 + ,
λ(t|X,Y2,Z) = λ0(t) exp{γ1X + γ2Y2 + γ3Z1 + γ4Z2}.
Non-normal error term. Finally, we investigate the case where the error term  is
not normally distributed. The simulation set up is the same one in which we investigate
the implications of misspecifying W, except for the error term. We consider three scenarios:
(i) The error term is a gamma distribution with shape parameter 2, rate parameter 1, then
normalized to have mean 0 and variance 1. This error term is right-skewed. (ii) The error
term depends on Z1, which is a standard normal distribution multiplied by (1 + Z21)3/4/2.
(iii) The error term depends on X, which is a standard normal distribution multiplied by
(1 +X2)3/4/2.
Simulation results are summarized in Table 3.3, where we use Z1 to estimate G(X | Z).
We have the following conclusions. (i) When the error term is skewed (not symmetric around
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0), βˆIPW and βˆAIPW performs relatively well, while βˆNPEL has larger bias. This comes from
the fact that the estimated likelihood estimator is more reliant on the normality assumption.
On the other hand, the IPW and AIPW estimator we developed do not explicitly use the
normality assumption of the error term. (ii) When the error term is heteroscedastic, but not
depend on X, the proposed βˆNPEL is unbiased and the most efficient among all estimators.
(iii) When the error term depends on X, βˆNPEL is still unbiased, but the asymptotic covariance
estimator tends to underestimate the empirical covariance.
In practice, we could first fit a linear regression of Y2 on (X,Z) based on SRS portion of
the data to check the normality and homogeneity assumption. If we find that the residual
depends on X, we need to employ some variable transformation techniques to obtain a more
homogeneous error term. After that, our estimated likelihood method can be used.
Table 3.3: Simulation results when  is not normal. β1 = 0.5. Z = (Z1, Z2), where
Z1 ∼ Bernoulli(0.45), Z2 ∼ Bernoulli(0.6), X ∼ N(Z1, 1).
Methods Estimated quantities for β1
Bias SE ŜE CI
gamma error
βˆIPW −0.001 0.063 0.061 0.936
βˆAIPW 0.007 0.065 0.061 0.916
βˆNPEL −0.033 0.051 0.049 0.889
heteroscedastic case (related to Z1)
βˆIPW 0.001 0.044 0.042 0.937
βˆAIPW 0.004 0.037 0.036 0.942
βˆNPEL −0.004 0.032 0.032 0.956
heteroscedastic case (related to X)
βˆIPW 0.001 0.099 0.096 0.940
βˆAIPW 0.003 0.096 0.093 0.928
βˆNPEL −0.013 0.074 0.051 0.818
NOTE: Models are Y2 = β0 + β1X + β2Z1 +
β3Z2+, λ(t|X,Y2,Z) = λ0(t) exp{γ1X+γ2Y2+
γ3Z1 + γ4Z2}.
51
3.6 Analysis of Sister Study Data
We applied our method to data from the Sister Study (Kim et al., 2011, 2013) to assess
the relationship between BMI and PGE-M. The Sister Study is a cohort study conducted
on US women aged 35-74. To be eligible, women cannot have breast cancer themselves at
the start of the study but have a sister with breast cancer. The participants come from
all 50 states and Puerto Rico, and were recruited by health professionals, internet, and a
national campaign. The enrollment time is from 2003 to 2009. Twenty five thousand and
eight hundred subjects completed the baseline activities by June 1, 2007. We further restrict
the study population to women who are postmenopausal, age 50 or older, and not currently
using hormone replacement therapies, which yields a full cohort of size 11338.
Information on subject’s breast cancer status is followed up via annual and biennial
questionnaires until September 2010. Other information such as age, BMI, medication use
are collected for each member in the full cohort (N=11338). In the original study, the
primary interest is to assess the effect of PGE-M on the risk of breast cancer. Because the
measurement of PGE-M level from urine samples can be expensive, a case-cohort design is
implemented. A simple random sample of 300 participants were selected from the eligible full
cohort. Then 307 supplemental cases were added to create a case cohort sample. PGE-M
levels were quantified for the subcohort members and the supplemental cases.
Prior research indicate that obesity might be positively related to prostaglandin E2
(Morris et al., 2011; Subbaramaiah et al., 2011). In this analysis, we use normalized BMI
as the secondary outcome and normalized PGE-M as the exposure which is only available
on the case-cohort sample. Additional confounding variables include use of nonsteroidal
anti-inflammatory drugs (NSAIDS), current drinking status, current smoking status, indicator
variables of older than 60 and waist circumference larger than 35 inches. We fit the following
two models:
BMI = β0 + β1PGEM + β2NSAIDS + β3DRINKING+ β4AGE + ,
52
Table 3.4: Analysis of Sister Study.
Proposed EL SRS IPW
Estimate ŜE Estimate ŜE Estimate ŜE
Linear Model Int 0.020 0.061 0.394 0.158 0.337 0.135
(outcome: BMI) PGE-M 0.361 0.052 0.194 0.057 0.186 0.049
NSAIDS 0.397 0.049 0.257 0.116 0.308 0.100
DRINKING −0.266 0.055 −0.434 0.140 −0.446 0.120
AGE −0.111 0.046 −0.266 0.115 −0.213 0.099
Cox Model PGE-M 0.185 0.103 −0.183 0.448 0.190 0.250
BMI 0.081 0.125 0.269 0.426 0.154 0.397
NSAIDS 0.249 0.175 −0.493 0.719 0.580 0.666
AGE 0.039 0.183 −0.227 0.797 −0.193 0.601
WAIST 0.037 0.243 −0.061 0.979 −0.231 0.860
SMOKE 0.469 0.331 −17.1 7704 0.449 1.031
λ(t) = λ0(t) exp{γ1PGEM + γ2BMI + γ3NSAIDS + γ4AGE + γ5WAIST + γ6SMOKE},
where λ(t) is the conditional hazard of breast cancer given PGE-M, BMI and other covariates.
The estimated conditional distribution of the expensive exposure PGE-M given other covariates
is based on use of NSAIDS, current drinking status, and an indicator variable of older than
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The results are shown in Table 3.4. All three analyses confirm that PGE-M level is
significantly related to BMI. The proposed estimator in general provides a more precise
estimate of the effects. Most of the variance estimates for the proposed method are smaller
than those from competing methods. All three analyses confirm that there is a positive
relationship between BMI and use of NSAIDS, and that there is a negative relationship
between current drinking, age and BMI.
3.7 Discussion
To study the hard-to-obtain exposure variable that is only measured in a case-cohort
study with some other important responses is desired by all investigators. However, how
to properly account for the biased sampling nature of a case-cohort study in a secondary
outcome regression analysis, or how to best utilize the available data to achieve a more
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efficient inference is not a well thought out issue. Without loss of generality, we assume a
linear model for the secondary response and our goal in this paper is to obtain unbiased
and efficient estimates for the linear model parameters in model (3.2). We propose a new
and efficient estimator for the secondary outcome regression analysis in a case-cohort study.
Our estimation is based on jointly modeling the time-to-event outcome and the secondary
response. The joint likelihood is not tractable as the conditional distribution of expensive
exposure given other inexpensive covariates as well as the baseline cumulative hazard are
not specified. We estimate this conditional distribution and the baseline cumulative hazard
function nonparametrically. Our proposed method has the advantage of making no new
parametric assumptions, and yet still able to improve efficiency relative to other competing
estimators.
In the simulation studies, we find that misspecification of W would lead to certain degree
of bias. We suggest the following practical guidelines on how to choose W. Due to “curse
of dimensionality”, the W we use should not be more than 3 components in general, unless
the SRS sample size is very large. When covariates Z has low dimension (i.e. <= 3),
one can simply include all covariates into W. When the dimension of Z is medium (i.e.
3 < dim(Z) < 10), we suggest to calculate the correlation between X and each covariate in Z,
and then select 3 most correlated components. When Z is very high-dimensional (i.e. >= 10),
we suggest to use dimension-reduction techniques such as principal component analysis to
get a lower dimensional Z˜, then our proposed estimated likelihood method can be carried out
by using Z˜ as the regression covariates and the informative components W.
Our approach can be extended in several other ways. Although we use a linear model
(3.2) for the association between the secondary response Y2 and all covariates (X,Z), our
method can be applied to other discrete or continuous secondary outcomes, as long as the
conditional distribution of Y2 given (X,Z) is specified parametrically. Our model can also
be easily generalized to the case in which the linear model (3.2) and Cox model (3.3) have
different covariates. In our paper, we use the empirical distribution to estimate the conditional
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distribution GX|W when W is discrete, and use the kernel method when W is continuous. In
real data examples, however, W could have both discrete and continuous components. One
naive way is to discretize the continuous variables in W, and then estimate using empirical
distributions. However, this could result in some loss of information, better approaches
could be developed here. In addition, instead of assuming that the error term  in the linear
model (3.2) follows a normal distribution, we are working on a more robust semiparametric
estimation where the only assumption we make is E( | X,Z) = 0.
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CHAPTER 4: SECONDARY ANALYSIS FOR DATA FROM
AN OUTCOME-DEPENDENT SAMPLING DESIGN
4.1 Introduction
In many epidemiology studies, the primary outcome variable is easy to obtain, while some
exposure variables are expensive or difficult to measure. This motivates statisticians to develop
outcome-dependent-sampling (ODS) designs, in which the selection probability depends on
the primary outcome variable. The main idea of such ODS designs is to concentrate resources
on those subjects that are more informative in explaining the outcome/exposure relationship.
The case-control design has been widely used for studies with a binary primary outcome
(Cornfield, 1951). Prentice (1986) proposed a case-cohort study design for failure time
regression analysis. Zhou et al. (2002) considers an ODS design for data with a continuous
primary outcome: in their design, in addition to a simple random sample (SRS) from the full
cohort, two supplemental simple random samples are drawn from two tails of the outcome
distribution. The initial simple random sample from the entire cohort provides information
about the overall population, and supplemental samples allow investigators to oversample
those subjects that are more informative about the exposure-response relationship. One
example of such ODS design is the Collaborative Perinatal Project (CPP) (Zhou et al., 2002;
Longnecker et al., 1997). The main purpose of CPP is to study the relationship between
in utero exposure to polychlorinated biphenyls (PCBs) and multiple neurological outcomes,
including children’s IQ performance. As PCB level is expensive to ascertain, an ODS scheme
is adopted: a simple random sample is taken, and two supplemental samples are chosen from
two tails of the IQ distribution. Related work on ODS to evaluate the association between
expensive exposure and the primary outcome variable include Zhou et al. (2002); Weaver
and Zhou (2005); Wang and Zhou (2006); Song et al. (2009); Wang and Zhou (2010); Qin
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and Zhou (2011), Zhou et al. (2011a,b).
In any real studies, it is typical that there are more than one endpoints of interest. As such,
investigators would like to re-use the ODS data to study the association between a secondary
outcome and the obtained exposure variable. For example, in the CPP data, investigators
are also interested in examining the relationship between PCB level and children’s birth
weight. Many prior studies have tried to assess the association between these two measures,
and yet so far have failed to reach a consistent conclusion (Fein et al., 1984; Dar et al., 1992;
Vartiainen et al., 1998; Grandjean et al., 2001; Karmaus and Zhu, 2004; Longnecker et al.,
2005; Murphy et al., 2010). With CPP data collected in the first place using an ODS design
to evaluate children’s IQ and PCB level, we are interested in adding some evidence to this
research problem by developing a valid and efficient method for secondary analysis under
ODS designs.
In this paper, we develop a method for conducting secondary analysis under continuous
outcome ODS design described by Zhou et al. (2002). As the data obtained from ODS
design is not a random sample of the overall population, performing secondary analysis is
not straightforward. Ignoring the biased sampling nature of the data could yield an invalid
estimate of the true parameters in the general population. The analysis restricted to the
subjects in the simple random sample portion is clearly inefficient as it under-use the available
data. A significant amount of work was done on secondary analysis in case-control data. This
includes the likelihood-based methods (Lee et al., 1997; Jiang et al., 2006; Lin and Zeng,
2009); inverse probability weighting (IPW) (Richardson et al., 2007; Monsees et al., 2009);
and estimating equation (Wei et al., 2013; Ma and Carroll, 2016). However, to the best of
our knowledge, there has been no research conducted on the secondary regression analysis in
the continuous outcome ODS design framework.
We propose estimating equation approaches to analyze a secondary outcome for data
obtained from an ODS design with a continuous primary outcome. The advantage of our
approach is that no additional model assumptions are specified. The augmented estimating
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equation utilizes the available information in the full cohort, and hence increases efficiency.
In addition, our method is computationally stable and fast. The organization of the paper is
as follows. In Section 4.2, we present some notations, data structure and our model under
ODS designs. In Section 4.3, we propose two estimating equations, IPW estimating equation
and augmented IPW estimating equation. We give the corresponding asymptotic properties
in Section 4.4. In Section 4.5, we present the simulation results which compare our proposed
estimator to other competing estimators. In Section 4.6, we apply our methods to CPP
data to study the relationship between children’s birth weight and maternal PCB level. We
conclude this paper by a brief discussion in Section 4.7.
4.2 Data Structure and Model
To fix notation, let Y1 be the primary continuous outcome variable that the ODS sampling
scheme is based on. Let X be the expensive exposure, which is only observed for some
subjects, and Z be the vector of other covariates that are easy to obtain. Furthermore, let
Y2 denote a continuous secondary response. Our interest lies in efficient inference of the
secondary response Y2 with respect to X adjusting for other covariates Z for data obtained
from continuous outcome ODS design.
We partition the domain of Y1 into a union of 3 mutually exclusive intervals: A1∪A2∪A3 =
(−∞, a]∪ (a, b]∪ (b,+∞). We assume that the underlying data {(Y1, Y2, X, Z), i = 1, . . . , N}
are independent and identically distributed random vectors, with N be the size of the
full cohort. The ODS design proposed by Zhou et al. (2002) can be regarded as a two-
phase design: in the first phase, information on primary outcome, secondary outcome, and
inexpensive covariates are observed for each member of the full cohort. That is, we observe
{(Y1i, Y2i, Zi), i = 1, . . . , N}. In the second phase, the expensive exposure X is measured on
a simple random sample of size n0 from the full cohort and two supplemental simple random
samples drawn from two tails of the distribution of Y1, i.e. supplemental sample of size n1 from
{Y1 ∈ A1} and supplemental sample of size n3 from {Y1 ∈ A3}. Let V0, V1, V3 be the index
set of simple random sample, supplemental sample taken from {Y1 ≤ a}, and supplemental
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sample taken from {Y1 > b}, respectively. That is to say, we observe {Xi, i ∈ V0 ∪ V1 ∪ V3}
in the second phase. Here the sample sizes n0, n1, n3 are fixed by design. Note that we use
fixed size sampling (sampling without replacement) for both the initial simple random sample
and the supplemental samples. When stratum sizes (i.e. number of subjects in A1, A3) are
very large, the stratum specific sampling probabilities are effectively fixed. Therefore, our
fixed size sampling would be equivalent to independent Bernoulli sampling, asymptotically
speaking.
Let V = V0 ∪ V1 ∪ V3, and let nV be the size of V . Then, nV = n0 + n1 + n3. Using
terminology from measurement error literature, these nV observations are called validation
sample. In addition, we let nV¯ = N − nV . We refer to the nV¯ observations as the non-
validation sample because expensive exposure X is not measured for these individuals. Let
V¯ represent the index set of the non-validation sample, and ri be the indicator variable of
observing X for subject i, then V = {i : ri = 1} and V¯ = {i : ri = 0}.
The data structure for the ODS design can be summarized as the following:
First phase: {Y1i, Y2i, Zi}, i = 1, ..., N ;
Second phase: {SRS} {Xi}, i ∈ V0;
{supplemental sample 1} {Xi | Y1i ∈ A1}, i ∈ V1;
{supplemental sample 2} {Xi | Y1i ∈ A3}, i ∈ V3.
(4.1)
Let µ1i = E(Y1i | Xi, Zi) and µ2i = E(Y2i | Xi, Zi) denote the conditional expectation
of Y1i and Y2i given the covariates, respectively. In most problems, we are interested in
estimating the regression coefficients (β, γ) from the following two models:
µi =
 µ1i
µ2i
 =
 E(Y1i | Xi, Zi)
E(Y2i | Xi, Zi)
 =
 g1(β0 + β1Xi + β2Zi)
g2(γ0 + γ1Xi + γ2Zi)
 . (4.2)
where g1(·) and g2(·) are specified link functions, such as g(x) = x for linear regression.
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Without loss of generality, we use the identity link g1(x) = g2(x) = x to illustrate our ideas
throughout the paper. It is also worth mentioning that no distributional assumptions are
made about y1i and y2i. Since analysis on secondary outcome is our primary goal, we focus
on developing an efficient inference procedure for (γ0, γ1, γ2).
4.3 Estimating Equation Approach
4.3.1 Inverse Probability Weighted Estimating Equation
Let ξ = (β, γ). Since we do not make any parametric assumptions about Y1 and Y2, no
likelihood-based approach is valid. Let ei = (e1i, e2i)′ = (Y1i − µ1i, Y2i − µ2i)′ . Following the
ideas from Horvitz and Thompson (1952); Liang and Zeger (1986); Zhao et al. (1996), we first
propose an inverse probability weighted (IPW) estimating equation which uses the validation
sample only:
S1(ξ,Q, pi) =
∑
i∈V
s1i(ξ,Q, pi) =
∑
i∈V
1
pii
DTi Q
−1ei =
N∑
i=1
ri
pii
DTi Q
−1ei = 0, (4.3)
where Q is the covariance matrix of (Y1, Y2), i.e. Q = Cov(Y1, Y2). pii is the probability of
being selected into the validation sample for each subject i, and
Di =
∂µi
∂(β, γ)T
=
 1 Xi Zi 0 0 0
0 0 0 1 Xi Zi
 .
We cannot directly solve equation (4.3) as the covariance matrix Q and the selection
probability pi is unknown. Hence, the general idea is to plug in consistent estimators of Q
and pi into S1(ξ,Q, pi) to get Sˆ1(ξ) = S1(ξ, Qˆ, pˆi), and then solve the equation Sˆ1(ξ) = 0.
Because Y1 and Y2 are observed for each member of the full cohort, a consistent estimator
of the covariance matrix Q is the sample covariance derived from the full cohort. That is,
Qˆ =
 1N−1 ∑Ni=1(Y1i − Y¯1)2 1N−1 ∑Ni=1(Y1i − Y¯1)(Y2i − Y¯2)
1
N−1
∑N
i=1(Y1i − Y¯1)(Y2i − Y¯2) 1N−1
∑N
i=1(Y2i − Y¯2)2
 ,
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where Y¯1 and Y¯2 are sample means for Y1 and Y2, respectively.
Let Nk, k = 1, 2, 3 be the number of observations in the full cohort that belong to the kth
stratum Ak. Similarly, let n0,k, k = 1, 2, 3 be the number of observations in the SRS that
belong to stratum Ak. That is, N = N1 + N2 + N3, n0 = n0,1 + n0,2 + n0,3. Then for each
subject, the observed probability of being sampled within its respective strata Ak can be
written as
pˆii =

(n0,1 + n1)/N1 if Y1i ≤ a
n0,2/N2 if a < Y1i ≤ b
(n0,3 + n3)/N3 if Y1i > b
It is straightforward to show that pˆii is a consistent estimator for pii. Hence, our first proposed
estimator ξˆIPW satisfies the following estimating equation (4.4), and can be obtained using
Newton-Raphson algorithm.
Sˆ1(ξ) =
∑
i∈V
sˆ1i(ξ) =
∑
i∈V
1
pˆii
DTi Qˆ
−1ei =
N∑
i=1
ri
pˆii
DTi Qˆ
−1ei = 0. (4.4)
4.3.2 Augmented Inverse Probability Weighted Estimating Equation
The weighted estimating equation (4.4) described above may not be efficient as it uses
only the information contained in the validation sample where the expensive exposure X is
observed. Following the ideas from Robins et al. (1994), an augmented estimating equation
can be used. Let ui be any kernel function, and let h(y1i, y2i, zi) be any function, then
N∑
i=1
[ ri
pii
ui + (1− ri
pii
)h(y1i, y2i, zi)
]
= 0
is an augmented estimating equation. Any choice of h(·) would lead to a consistent estimate
of the parameters. This comes from the fact that
E[(1− ri
pii
)h(y1i, y2i, zi)] = Ey1i,y2i,zi [h(y1i, y2i, zi)Eri|y1i,y2i,zi(1−
ri
pii
)] = 0.
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However, an optimal choice of h(·) would improve the efficiency. From Robins et al. (1994),
it is shown that the optimal h(·) should be the conditional expectation of the kernel function
given the observed data, i.e. h(y1i, y2i, zi) = E(ui | y1i, y2i, zi).
Following this line of reasoning, we propose the following augmented inverse probability
weighted (AIPW) estimating equation based on estimating equation (4.3).
S2(ξ,Q, pi) =
N∑
i=1
s2i(ξ,Q, pi) =
N∑
i=1
{ ri
pii
DTi Q
−1ei + (1− ri
pii
)EXi|Y1i,Y2i,Zi
[
DTi Q
−1ei
] }
= 0.
(4.5)
Notice that the augmented estimating equation (4.5) incorporates all the information available
in the full cohort, including those observations in the non-validation sample. In order to
use estimating equation (4.5), one needs to assume a form of the conditional moments, i.e.
E(Xi | Y1i, Y2i, Zi) and E(X2i | Y1i, Y2i, Zi). As the expensive exposure variable is often on a
continuous scale, it is reasonable to assume that
E(Xi | Y1i, Y2i, Zi) = φ0 + φ1Y1i + φ2Y2i + φ3Zi,
and
Var(Xi | Y1i, Y2i, Zi) = σ2.
Then the second-order moment can be expressed through the conditional mean and conditional
variance as E(X2i | Y1i, Y2i, Zi) = Var(Xi | Y1i, Y2i, Zi) + [E(Xi | Y1i, Y2i, Zi)]2.
Let φ = (φ0, φ1, φ2, φ3). We notice that S2(ξ,Q, pi, φ, σ2) has several components, in which
ξ is the parameter of interest and (Q, pi, φ, σ2) are nuisance parameters. The following shows
how to conduct the analysis step by step.
Step 1: A linear regression can be fitted to obtain parameter estimates for (φ, σ2) based on the
SRS portion of the data.
Step 2: Same as in subsection 4.3.1, we use Qˆ and pˆi to consistently estimate Q and pi.
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Step 3: We plug consistent estimators into S2(ξ,Q, pi, φ, σ2) to obtain Sˆ2(ξ) = S2(ξ, Qˆ, pˆi, φˆ, σˆ2),
and solve the equation Sˆ2(ξ) = 0. Our second proposed estimator ξˆAIPW is the solution
to the following augmented inverse probability weighted estimating equation:
Sˆ2(ξ) =
N∑
i=1
sˆ2i(ξ) =
N∑
i=1
{ ri
pˆii
DTi Qˆ
−1ei + (1− ri
pˆii
)EˆXi|Y1i,Y2i,Zi
[
DTi Qˆ
−1ei
]}
= 0. (4.6)
Note that how to estimate (Q, pi, φ, σ2) does not influence the asymptotic distribution of
ξˆAIPW as long as the nuisance parameter estimates are root-N consistent. In the Appendix,
we use a lemma from Yuan and Jennrich (2000) to show why this is the case.
4.4 Asymptotic Results
In this section, we will present theorems regarding the consistency and asymptotic
normality for our proposed estimators ξˆIPW and ξˆAIPW . Let ξ∗ be the true values of the
parameters of interest, and let (Q∗, pi∗, φ∗, σ2∗) denote the true values of the nuisance parameters
(Q, pi, φ, σ2). In addition, we let Ek denote the conditional expectation given Y1 ∈ Ak. That
is, for any function f(·), Ek[f(Y1, Y2, X, Z)] = E[f(Y1, Y2, X, Z) | Y1 ∈ Ak]. Under regularity
conditions outlined in the Appendix, and assume that n0/nV → ρ0 > 0 and nk/nV → ρk ≥ 0
for k = 1, 3, the following theorems hold for ξˆIPW and ξˆAIPW :
Theorem 4.1. ξˆIPW and ξˆAIPW converges in probability to ξ∗.
Theorem 4.2. Let θ denote the nuisance parameter (Q, pi), then ξˆIPW has the following
asymptotic distributional properties:
√
nV (ξˆIPW − ξ∗) D→ N
(
0, I−11 (ξ∗, θ∗)Σ1(ξ∗, θ∗)I
−1
1 (ξ∗, θ∗)
)
, (4.7)
where
I1(ξ, θ) = −ρ0E
[∂s1(ξ, θ)
∂ξT
]
− ρ1E1
[∂s1(ξ, θ)
∂ξT
]
− ρ3E3
[∂s1(ξ, θ)
∂ξT
]
,
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and
Σ1(ξ, θ) = ρ0E[s1(ξ, θ)s1(ξ, θ)
T ] + ρ1E1[s1(ξ, θ)s1(ξ, θ)
T ] + ρ3E3[s1(ξ, θ)s1(ξ, θ)
T ].
Replacing the population quantities with the sample quantities, a consistent estimator for
the asymptotic variance-covariance matrix can be obtained as:
Iˆ−11 (ξˆIPW , θˆ)Σˆ1(ξˆIPW , θˆ)Iˆ
−1
1 (ξˆIPW , θˆ),
where Iˆ1(ξ, θ) = − 1nV
∑
i∈V
∂s1i(ξ,θ)
∂ξT
, and Σˆ1(ξ, θ) = 1nV
∑
i∈V s1i(ξ, θ)s1i(ξ, θ)
T .
Theorem 4.3. Let η = (Q, pi, φ, σ2) denote all the nuisance parameters. ξˆAIPW has the
following asymptotic distributional properties:
√
N(ξˆAIPW − ξ∗) D→ N
(
0, I−12 (ξ∗, η∗)Σ2(ξ∗, η∗)I
−1
2 (ξ∗, η∗)
)
,
where I2(ξ, η) = −E
[
∂
∂ξT
s2(ξ, η)
]
, and Σ2(ξ, η) = E
[
s2(ξ, η)s2(ξ, η)
T
]
.
Replacing the population quantities with the sample quantities, a consistent estimator for
the asymptotic variance-covariance matrix can be obtained as:
Iˆ−12 (ξˆAIPW , ηˆ)Σˆ2(ξˆAIPW , ηˆ)Iˆ
−1
2 (ξˆAIPW , ηˆ),
where Iˆ2(ξ, η) = − 1N
∑N
i=1
∂
∂ξT
s2i(ξ, η), and Σˆ2(ξ, η) = 1N
∑N
i=1 s2i(ξ, η)s2i(ξ, η)
T .
Outline of the proofs are in the Appendix. We will apply a result of Foutz (1977) to prove
the consistency of our estimator, and use Taylor expansion together with Slutsky theorem to
prove asymptotic normality.
4.5 Simulation Studies
In this section, we conduct extensive simulation studies to evaluate the finite sample
performance of our proposed estimator. There are three competing estimators: (i) ξˆSRS
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denotes the MLE estimate based on SRS portion of validation sample. (ii) ξˆIPW denotes the
estimate from our inverse probability weighted estimating equation proposed in subsection
4.3.1. (iii) ξˆAIPW denotes the estimator from our proposed augmented IPW estimating
equation in subsection 4.3.2.
The data are generated from the following models:
Y1 = β0 + β1X + β2Z + e,
Y2 = γ0 + γ1X + γ2Z + ,
(4.8)
where X ∼ N(0, 1), Z ∼ Bernoulli(0.45), and (e, ) follow a bivariate normal distribution
with var(e) = σ21, var() = σ22, cov(e, ) = ρσ1σ2. The true parameter values are β0 = 1, β2 =
−0.5, γ0 = 1, γ2 = −0.5, σ1 = σ2 = 1, ρ = 0.8. We allow β1 and γ1 to take value 0 or 0.5.
Let µY1 and σY1 be the sample mean and standard deviation for the primary outcome Y1
observed in the full cohort. In continuous outcome ODS design, we first select a simple random
sample of size n0, then a supplemental sample of size n1 is chosen from {Y1 ≤ µY1−aσY1} and
a supplemental sample of size n3 chosen from {Y1 ≥ µY1 + aσY1}. The validation sample has
size nV = n0 + n1 + n3. We consider the following two settings: (i) n0 = 200, n1 = n3 = 100.
(ii) n0 = 300, n1 = n3 = 50. In addition, we also vary the cut off points of the strata by
considering different values of a, i.e. a = 1 or 1.5.
Tables 4.1 and 4.2 show the simulation results based on 1000 independent replications.
The full cohort size is N = 3000. In Table 4.1, (n0, n1, n3) = (200, 100, 100). In Table 4.2,
(n0, n1, n3) = (300, 50, 50). The mean of parameter estimates, empirical standard deviation of
parameter estimates, mean of the estimated standard deviation, and 95% confidence interval
coverage are reported. In addition, we show the sample relative efficiency of ξˆAIPW and ξˆSRS
both relative to ξˆIPW in terms of estimating γ1. The sample relative efficiency is defined as the
square of empirical standard deviation ratio, i.e. SREAIPW :IPW = var(ξˆIPW )/var(ξˆAIPW ) =
(sd(ξˆIPW )/sd(ξˆAIPW ))
2.
From Tables 4.1 and 4.2, we have the following observations: (i) All three estimators yield
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Table 4.1: Simulation results based on 1000 simulations with n0 = 200, n1 = n3 = 100, the
validation sample size is nV = 400, the full cohort size is N = 3000.
βˆ1 γˆ1
a β1 γ1 Methods Mean sd ŝd CI Mean sd ŝd CI SRE
1.0 0 0 ξSRS −0.002 0.070 0.071 0.948 −0.001 0.068 0.071 0.966 0.58
ξIPW −0.001 0.045 0.046 0.947 0.002 0.052 0.052 0.947 1.00
ξAIPW 0.000 0.046 0.046 0.946 0.002 0.052 0.052 0.945 1.00
0 0.5 ξSRS 0.002 0.069 0.071 0.956 0.502 0.070 0.071 0.955 0.53
ξIPW 0.003 0.045 0.045 0.952 0.502 0.051 0.051 0.947 1.00
ξAIPW 0.003 0.038 0.037 0.956 0.504 0.040 0.040 0.938 1.63
0.5 0 ξSRS 0.501 0.073 0.071 0.944 0.001 0.070 0.071 0.952 0.55
ξIPW 0.503 0.048 0.050 0.958 0.003 0.052 0.053 0.947 1.00
ξAIPW 0.503 0.043 0.042 0.936 0.000 0.043 0.043 0.942 1.46
0.5 0.5 ξSRS 0.499 0.072 0.071 0.949 0.499 0.071 0.071 0.948 0.56
ξIPW 0.501 0.047 0.050 0.960 0.500 0.053 0.053 0.952 1.00
ξAIPW 0.502 0.045 0.045 0.951 0.502 0.050 0.048 0.943 1.12
1.5 0 0 ξSRS −0.002 0.070 0.071 0.954 0.000 0.071 0.071 0.959 0.69
ξIPW 0.001 0.053 0.053 0.938 0.001 0.059 0.058 0.952 1.00
ξAIPW 0.001 0.053 0.053 0.934 0.001 0.060 0.058 0.940 0.97
0 0.5 ξSRS 0.003 0.071 0.071 0.950 0.501 0.073 0.071 0.949 0.68
ξIPW 0.001 0.053 0.053 0.946 0.500 0.060 0.058 0.932 1.00
ξAIPW 0.001 0.042 0.042 0.951 0.503 0.046 0.045 0.935 1.70
0.5 0 ξSRS 0.500 0.069 0.072 0.968 0.002 0.068 0.072 0.960 0.68
ξIPW 0.504 0.052 0.054 0.955 0.004 0.056 0.058 0.953 1.00
ξAIPW 0.505 0.047 0.047 0.947 0.001 0.047 0.047 0.949 1.42
0.5 0.5 ξSRS 0.496 0.071 0.071 0.947 0.500 0.070 0.071 0.956 0.62
ξIPW 0.501 0.053 0.054 0.954 0.504 0.055 0.057 0.955 1.00
ξAIPW 0.503 0.050 0.050 0.944 0.505 0.052 0.052 0.947 1.12
Results are based on the model Y1 = β0 +β1X +β2Z+ e, Y2 = γ0 +γ1X +γ2Z+ , where X ∼ N(0, 1),
Z ∼ Bernoulli(0.45), and (e, ) follow a bivariate normal distribution with var(e) = σ21 , var() = σ22 ,
cov(e, ) = ρσ1σ2.; the true parameter values are β0 = 1, β2 = −0.5, γ0 = 1, γ2 = −0.5, σ1 = σ2 =
1, ρ = 0.8. The cut off points for the ODS design are µY1 ± aσY1 . ξSRS denotes the MLE estimate
based on SRS portion of the validation sample. ξIPW denotes the estimate from our inverse probability
weighted estimating equation. ξAIPW denotes the estimate from augmented inverse probability weighted
estimating equation.
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Table 4.2: Simulation results based on 1000 simulations with n0 = 300, n1 = n3 = 50, the
validation sample size is nV = 400, the full cohort size is N = 3000.
βˆ1 γˆ1
a β1 γ1 Methods Mean sd ŝd Mean sd ŝd SRE
1.0 0 0 ξSRS 0.000 0.058 0.058 −0.001 0.060 0.058 0.69
ξIPW 0.001 0.046 0.045 0.000 0.050 0.048 1.00
ξAIPW 0.001 0.046 0.045 0.000 0.050 0.048 1.00
0 0.5 ξSRS −0.004 0.058 0.058 0.496 0.058 0.058 0.66
ξIPW −0.001 0.045 0.045 0.498 0.047 0.048 1.00
ξAIPW −0.001 0.036 0.037 0.500 0.038 0.038 1.53
0.5 0 ξSRS 0.501 0.057 0.058 0.001 0.058 0.058 0.63
ξIPW 0.502 0.043 0.047 0.001 0.046 0.049 1.00
ξAIPW 0.502 0.038 0.039 0.000 0.040 0.039 1.32
0.5 0.5 ξSRS 0.500 0.057 0.058 0.498 0.057 0.058 0.65
ξIPW 0.502 0.043 0.047 0.501 0.046 0.049 1.00
ξAIPW 0.503 0.041 0.041 0.502 0.044 0.043 1.09
1.5 0 0 ξSRS −0.001 0.059 0.058 −0.002 0.058 0.058 0.74
ξIPW −0.001 0.047 0.046 −0.002 0.050 0.050 1.00
ξAIPW −0.001 0.047 0.046 −0.002 0.050 0.050 1.00
0 0.5 ξSRS 0.000 0.057 0.058 0.499 0.056 0.058 0.73
ξIPW 0.000 0.045 0.047 0.500 0.048 0.050 1.00
ξAIPW 0.000 0.038 0.038 0.503 0.038 0.039 1.60
0.5 0 ξSRS 0.500 0.060 0.058 0.001 0.059 0.058 0.75
ξIPW 0.501 0.048 0.047 0.000 0.051 0.049 1.00
ξAIPW 0.502 0.042 0.040 0.000 0.043 0.041 1.41
0.5 0.5 ξSRS 0.499 0.059 0.058 0.499 0.058 0.058 0.68
ξIPW 0.500 0.046 0.047 0.500 0.048 0.049 1.00
ξAIPW 0.501 0.043 0.043 0.501 0.044 0.044 1.19
Results are based on the model Y1 = β0 +β1X +β2Z+ e, Y2 = γ0 +γ1X +γ2Z+ , where X ∼ N(0, 1),
Z ∼ Bernoulli(0.45), and (e, ) follow a bivariate normal distribution with var(e) = σ21 , var() = σ22 ,
cov(e, ) = ρσ1σ2.; the true parameter values are β0 = 1, β2 = −0.5, γ0 = 1, γ2 = −0.5, σ1 = σ2 =
1, ρ = 0.8. The cut off points for the ODS design are µY1 ± aσY1 . ξSRS denotes the MLE estimate
based on SRS portion of the validation sample. ξIPW denotes the estimate from our inverse probability
weighted estimating equation. ξAIPW denotes the estimate from augmented inverse probability weighted
estimating equation.
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virtually unbiased estimates. (ii) Regardless of whether we are interested in estimating β1 or
γ1, the augmented estimating equation estimator ξˆAIPW is the most efficient in all settings
except for when β1 = γ1 = 0, where the performance of ξˆIPW and ξˆAIPW are similar. For
example, when (n0, n1, n3) = (200, 100, 100), a = 1, β1 = 0, γ1 = 0.5, the empirical standard
deviation estimating γ1 is 0.040 for ξˆAIPW , which is smaller than 0.051 for ξˆIPW and 0.070 for
ξˆSRS. The efficiency gain comes from the fact that ξˆAIPW utilizes all the available information
in the full cohort. (iii) For all estimators, averages of the estimated standard deviation is
very close to the empirical standard deviation (ie. ŝd is close to sd) (iv) The 95% confidence
interval coverage is close to 0.95, which implies that the asymptotic normal approximation
works well in these finite sample size settings. (v) When the cut off points are further out (i.e.
a = 1 versus a = 1.5), the efficiency gains of ξˆIPW , ξˆAIPW over ξˆSRS are slightly lower (Table
4.1). The ODS sample is more enriched with a = 1.5. However, this more enriched study
design is offset by the highly variable IPW weighting distribution that results in efficiency
loss. (vi) Comparing the results across Tables 4.1 and 4.2 in terms of estimating γ1, we
find that, for a given validation sample size (nV = 400), when SRS sample size is larger (i.e.
n0 = 200 versus n0 = 300), the standard deviation decreases for ξˆIPW and ξˆAIPW . However,
ξˆSRS has a faster decreasing rate. That is, the efficiency gains of ξˆIPW , ξˆAIPW over ξˆSRS is
smaller when the SRS sample size is larger.
We further investigate the performance of our proposed estimators in estimating γ1 under
different combinations of the SRS sample and supplemental samples. The simulation set up is
as follows: a = 1.0, β0 = 1, β1 = 0.5, β2 = −0.5, γ0 = 1, γ1 = 0.5, γ2 = −0.5, σ1 = σ2 = 1, ρ =
0.8. The full cohort has size N = 3000. We fix the validation sample to have size nV = 400,
and vary (n0, n1, n3). Figure 4.1 shows the sample relative efficiency of ξˆAIPW , ξˆSRS relative
to ξˆIPW over a wide range of proportion of the SRS sample in the validation sample (n0/nV ).
We confirm that when SRS sample size is larger, there is larger efficiency gain of ξˆAIPW over
ξˆIPW , while the efficiency gain of ξˆIPW , ξˆAIPW over ξˆSRS is smaller.
We also evaluate the efficiency gain of our proposed estimators for different values of ρ,
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Figure 4.1: SREs comparing ξˆAIPW and ξˆSRS to ξˆIPW in terms of estimating γ1, under various
combinations of SRS and supplemental samples.
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Figure 4.2: SREs comparing ξˆAIPW and ξˆSRS to ξˆIPW in terms of estimating γ1, under
different values of ρ.
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where ρ is the correlation coefficient between two error terms e and  in (4.8). Figure 4.2
shows the corresponding sample relative efficiency. When correlation changes from −1 to 1,
the efficiency gain of ξˆIPW over ξˆSRS is relatively stable for different ρ values. On the other
hand, the efficiency gain of ξˆAIPW over ξˆIPW is decreasing when γ1 > 0, increasing when
γ1 > 0, and symmetric when γ1 = 0.
Finally, we investigate the scenario where the error term  is not normally distributed. We
compare ξˆIPW and ξˆAIPW to ξˆSPML, which is a semi-parametric maximum likelihood estimator
similar to Jiang et al. (2006). In deriving ξˆSPML, we assume that (Y1, Y2) is bivariate normal,
and use estimated likelihood technique to deal with the nuisance functions. The simulation
set up is the same as Table 4.1 except for the error term. We assume that e ∼ N(0, 1),  is a
gamma distribution with shape parameter 2, rate parameter 1, then normalized to have mean
0 and variance 1. This error term is right-skewed. From Table 4.3, we see that our proposed
estimators are more robust to model misspecification than ξˆSPML. When true γ1 = 0.5, the
95% confidence interval coverage rate is poor for ξˆSPML. ξˆSPML also has larger empirical
standard deviation than ξˆIPW and ξˆAIPW as it misspecified the distribution of Y2.
4.6 Collaborative Perinatal Project Data
In this section, we applied our method to analyze the Collaborative Perinatal Project
(CPP) data set. The Collaborative Perinatal Project is originally conducted as a cohort study
to evaluate the risk factors for birth defects and other neurological disorders of childhood
(Niswander and Gordon, 1972). The study involved 12 hospitals/universities located across
the United States. In all, 55,908 pregnancies were registered, representing the experience
about 44,000 women. The children born during the study were followed up until 8 years
old. One hypothesis is that maternal PCB levels are related to children’s IQ performance
at 7 years of age (Longnecker et al., 1997). Because the exposure variable PCB levels are
very expensive to measure, ODS design is conducted based on CPP data. A simple random
sample of 849 individuals is selected, and then two supplemental samples are selected based
on the children’s IQ score. One supplemental sample of size 81 is selected from the lower tail
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Table 4.3: Simulation results when  is not normal. The full cohort size is N = 3000,
(n0, n1, n3) = (200, 100, 100).
γˆ1
a β1 γ1 Methods Mean sd ŝd CI
1.0 0 0 ξIPW 0.003 0.062 0.060 0.941
ξAIPW 0.003 0.063 0.060 0.926
ξSPML 0.001 0.052 0.051 0.960
0 0.5 ξIPW 0.499 0.062 0.060 0.946
ξAIPW 0.502 0.061 0.059 0.932
ξSPML 0.493 0.074 0.064 0.871
0.5 0 ξIPW 0.002 0.060 0.058 0.933
ξAIPW 0.001 0.057 0.055 0.930
ξSPML −0.001 0.046 0.046 0.953
0.5 0.5 ξIPW 0.501 0.056 0.057 0.954
ξAIPW 0.505 0.051 0.053 0.940
ξSPML 0.494 0.062 0.054 0.899
Results are based on the model Y1 = β0 + β1X + β2Z + e, Y2 = γ0 + γ1X + γ2Z + , where
X ∼ N(0, 1), Z ∼ Bernoulli(0.45), and e ∼ N(0, 1),  is a gamma distribution with shape parameter
2, rate parameter 1, normalized to have mean 0 and variance 1. The true parameter values are
β0 = 1, β2 = −0.5, γ0 = 1, γ2 = −0.5. The cut off points for the ODS design are µY1 ± aσY1 . ξIPW
denotes the estimate from our inverse probability weighted estimating equation; ξAIPW denotes the
estimate from augmented inverse probability weighted estimating equation; ξSPML is a semi-parametric
maximum likelihood estimator similar to Jiang et al. (2006), which models (Y1, Y2) parametrically
using a bivariate normal distribution.
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of the IQ distribution, defined by 1 standard deviation below the mean IQ score in the CPP
population. The other supplemental sample of size 108 is chosen from 1 standard deviation
above the mean IQ score.
Many researchers have made efforts to assess whether there is association between PCB
level and child’s birth weight, but the findings from these studies are not consistent. Some
indicate an inverse association (Fein et al., 1984; Karmaus and Zhu, 2004; Murphy et al.,
2010), while other indicates a positive association (Dar et al., 1992), or no association at
all (Vartiainen et al., 1998; Grandjean et al., 2001; Longnecker et al., 2005). We utilize our
available CPP data to perform the secondary outcome analysis. In our analysis, we use the
Weschler Intelligence Scale for children at 7 years old (IQ) as the primary outcome, and
child’s birth weight (in grams) to be the secondary outcome. Other confounding variables
include: parent’s education level (EDU), social economic status of the child’s family (SES),
race ethnicity of the child (RACE), and gender of the child (GENDER).
Table 4.4 shows the parameter estimates, estimated standard deviation and 95% confidence
intervals for the secondary outcome model, which regresses birth weight over PCB level
adjusting for other covariates. SRS denotes the regression analysis based on the simple random
sample portion of the data. IPW denotes the inverse probability weighted estimating equation
we proposed in subsection 4.3.1, which uses the validation sample only. AIPW denotes the
augmented inverse probability weighted estimating equation proposed in subsection 4.3.2.
All three analyses confirm that maternal PCB concentration is not significantly associated
with child’s birth weight. However, the proposed IPW and AIPW estimator provide more
precise estimates of the effects, evidenced by the reduced standard deviation estimate and
narrower confidence interval. For example, the estimated standard deviation for the PCB
effect is 8.41 for IPW and 8.46 for AIPW, which is smaller than 9.20 for the standard
regression analysis based on the SRS portion of the data. All three analyses confirm that
being white has a positive impact on child’s birth weight, while AIPW analysis shows that
social economic status has a positive impact on birth weight. In addition, girls have lower
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Table 4.4: Analysis for a secondary outcome: children’s birth weight in CPP study
Variables SRS IPW AIPW
Int Estimate 3208.14 3209.44 3089.24
ŝd 86.54 79.49 21.97
95% CI (3038.52, 3377.76) (3053.64, 3365.24) (3046.18, 3132.30)
PCB Estimate −0.67 −5.44 −5.49
ŝd 9.20 8.41 8.46
95% CI (−18.70, 17.36) (−21.92, 11.04) (−22.07, 11.09)
EDU Estimate −8.97 −8.81 1.70
ŝd 9.10 8.39 1.36
95% CI (−26.81, 8.87) (−25.25, 7.63) (−0.97, 4.37)
SES Estimate 13.94 16.06 13.58
ŝd 10.77 10.33 2.16
95% CI (−7.17, 35.05) (−4.19, 36.31) (9.35, 17.81)
RACE Estimate 204.10 206.16 189.84
(WHITE=1) ŝd 38.13 37.93 6.29
95% CI (129.37, 278.83) (131.82, 280.50) (177.51, 202.17)
GENDER Estimate −147.69 −145.65 −119.25
(FEMALE=1) ŝd 34.72 31.96 5.33
95% CI (−215.74,−79.64) (−208.29,−83.01) (−129.70,−108.80)
The response variable is child’s birth weight in grams. The expensive exposure is mother’s PCB level.
Other confounding variables include: parent’s education level (EDU), social economic status of the
child’s family (SES), race ethnicity of the child (RACE), and gender of the child (GENDER). The
results under SRS are the regression analysis using the SRS portion of the ODS sample. IPW is the
inverse probability weighted estimating equation, and AIPW is the augmented inverse probability
weighted estimating equation we proposed.
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birth weight compared to boys as we expected.
4.7 Discussion
Investigators would all like to utilize the availability of expensive exposure that is already
measured in a previous study. Most studies have multiple endpoints beside the primary
outcome. This means that we often need to re-use the already collected data to analyze a
secondary outcome in relation to the expensive exposure. However, when the original data is
collected via an outcome-dependent fashion, secondary outcome analysis can be challenging
as the ODS sample is no longer a simple random sample of the general population. As
more studies are conducted using ODS designs, there is ever increasing needs for performing
secondary analysis correctly and efficiently for data from ODS designed studies. Our research
is intended to fill these gaps, and is the first attempt to develop efficient inference procedure
for a secondary outcome under the continuous outcome ODS design. We proposed IPW and
AIPW estimating equations, in which only the form of the regressions are specified. Our
proposed approach has the advantage of making no parametric distribution assumptions on
(Y1, Y2), and thus is robust to model misspecification. Yet, our proposed estimators are able
to improve efficiency relative to the naive analysis using SRS sample only.
In the simulation studies, we notice that the proposed estimator ξˆIPW and ξˆAIPW has
larger efficiency gain over ξˆSRS when the SRS sample size is relatively small compared to the
validation sample (supplemental samples from two tails have relatively larger size compared
to SRS). In practice, however, one would want to keep the SRS sample not too small, as our
proposed estimators ξˆIPW and ξˆAIPW have some bias when the SRS sample takes up less
than 15% of the validation sample. This means that one needs to be cautious in applying
our method if the available ODS data has very small SRS sample compared to the validation
sample (n0/nV < 15%).
In our paper, when we implemented our augmented inverse probability weighted estimator,
we specified the form of the conditional moments, E(X | Y1, Y2, Z) and E(X2 | Y1, Y2, Z)
using a linear regression model. In practice, the expensive exposure X might be discrete,
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then a generalized linear model could be adopted. We could also use some nonparametric
techniques to estimate these conditional moments. Interest rises to see if there exists any
difference between parametric and nonparametric methods. In addition, we used the observed
selection probability pˆii in both IPW and AIPW estimators. In some ODS designs, the true
selection probability is known based on the design structure and can be calculated. It would
be interesting to see whether using the true probability or observed probability makes any
difference in statistical efficiency. Furthermore, we are looking for a flexible parametric family
to jointly model the primary and secondary outcome. Copula seems to be a natural way to
achieve the goal. This is another possible area of future research.
4.8 Supplementary Materials
In the Supplementary Materials, we provide additional simulation results. These simula-
tions have similar set up with CPP data, the real data example in our paper. We simulate the
covariates such that they mimic the distribution of PCB, EDU, SES, RACE and GENDER
from CPP data set. The full cohort has size N = 40000, and the ODS sample consists of 850
simple random sample and 200 supplemental samples. The results are summarized in Table
4.5.
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Table 4.5: Simulation results based on 1000 simulations with n0 = 850, n1 = n3 = 100, the
validation sample size is nV = 1050, the full cohort size is N = 40000.
Parameters Methods Bias % sd ŝd CI
γ0 ξSRS 0.03% 84.26 84.15 0.955
ξIPW 0.07% 73.48 75.01 0.946
ξAIPW 0.03% 27.83 27.82 0.958
γ1 ξSRS 8.0% 8.87 8.98 0.958
ξIPW 6.6% 8.15 8.09 0.941
ξAIPW 6.2% 8.18 8.09 0.944
γ2 ξSRS 5.3% 8.44 8.61 0.946
ξIPW 9.0% 7.58 7.72 0.950
ξAIPW 1.3% 1.26 1.33 0.963
γ3 ξSRS 0.27% 10.69 10.57 0.952
ξIPW 1.40% 9.74 9.59 0.947
ξAIPW 0.47% 1.64 1.64 0.951
γ4 ξSRS 0.45% 39.01 38.53 0.949
ξIPW 0.26% 34.92 35.30 0.955
ξAIPW 0.06% 6.04 5.97 0.948
γ5 ξSRS 2.66% 34.27 34.42 0.954
ξIPW 1.76% 30.73 31.26 0.961
ξAIPW 0.00% 5.23 5.33 0.954
The Bias % is calculated as the absolute value of the deviation divided by the true parameter
value. The deviation is the difference between mean of parameter estimates and the true parameter
value. Results are based on the model Y1 = β0 + β1X + β2Z1 + β3Z2 + β4Z3 + β5Z4 + e, Y2 =
γ0 + γ1X + γ2Z1 + γ3Z2 + γ4Z3 + γ5Z4 + , where (X,Z1, Z2, Z3, Z4) mimics the distribution of
PCB, EDU, SES, RACE and GENDER from CPP data set. The error terms (e, ) follow a bivariate
normal distribution with var(e) = σ21 , var() = σ22 , cov(e, ) = ρσ1σ2; the true parameter values are
β0 = 72, β1 = 0.25, β2 = 1.2, β3 = 1.5, β4 = 9, β5 = 0, γ0 = 3100, γ1 = −5, γ2 = −3, γ3 = 15, γ4 =
200, γ5 = −120, σ1 = 12, σ2 = 500, ρ = 0.5. The cut off points for the ODS design are µY1 ± σY1 .
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CHAPTER 5: EFFICIENT SECONDARY ANALYSIS OF
DATA FROM TWO-PHASE STUDIES
5.1 Introduction
Two-phase sampling design has been widely used to reduce the cost for studies with time
to event outcome. In the first phase of a typical two-phase design, information about the
time to event outcome and other easy to obtain covariates (i.e, age, BMI) is available for each
member of the study population; in the second phase, the information collected in the first
phase is used to determine which cohort members will be measured for expensive exposure
variables. The second-phase sampling usually depends on the time to event outcome. For
instance, case-cohort design (Prentice, 1986) is one example of two-phase studies, where
time to event outcome is available for each member of the full cohort, and the expensive
covariates are measured on a simple random sample of the full cohort and on all the failure
subjects. The simple random sample is often referred as subcohort and those failures are
referred as cases. When the disease rate is not rare, generalized case-cohort design has
been proposed (Chen, 2001; Cai and Zeng, 2007; Kang and Cai, 2009b). In generalized
case-cohort design, rather than including all the cases which can be a huge number under
non-rare event, the exposure information is ascertained only for a subset of the cases. Ding
et al. (2014) proposed a survival outcome-dependent sampling design (SODS) for failure-time
data with right censoring. In this SODS scheme, in addition to the subcohort, supplemental
cases are selected from different strata of the observed failure times. This SODS design is
a further improvement over generalized case-cohort design in that it allows the selection of
supplemental cases to depend on the observed failure time. One example of such SODS design
is a data from Norwegian Mother and Child Cohort (MoBa) study (Whitworth et al., 2012).
The primary aim of the study is to assess the effect of perfluoroalkyl substances (PFASs) on
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women’s subfecundity. Subfecundity is defined as having a time to pregnancy (TTP) larger
than 12 months. As measurements of PFAS are prohibitively expensive, these substances are
only obtained on a simple random sample of 550 subjects and a supplemental sample of 400
women whose TTP is larger than 12 months.
Case-cohort, generalized case-cohort and SODS design all belong to the general two-phase
sampling designs. There is extensive literature in evaluating the association between the
exposure variables and the time to event outcome in these two-phase studies (Prentice, 1986;
Self and Prentice, 1988; Chen and Lo, 1999; Borgan et al., 2000; Chen, 2001; Kulich and Lin,
2004; Scheike and Martinussen, 2004; Cai and Zeng, 2007; Kang and Cai, 2009b; Kim et al.,
2013; Ding et al., 2014; Zeng and Lin, 2014).
However, in the real studies, it is seldom that there is only one endpoint of interest.
Investigators often would like to re-use the existing data to study the association between
the exposure variables and a secondary endpoint. This is referred as secondary analysis.
For instance, in the MoBa data, investigators are also interested in examining the relation
between in utero exposure to PFASs and children’s birth weight. Many researchers have
attempted to assess the association between these two measures, but the conclusions are
inconsistent (Inoue et al., 2004; Apelberg et al., 2007; Grice et al., 2007; Monroy et al., 2008;
Nolan et al., 2009; Washino et al., 2009; Stein et al., 2009; Verner et al., 2015). The statistical
methodology developed in this paper will help investigators to answer this scientific question
by efficiently re-using the MoBa data.
As data obtained from two-phase designs is not a simple random sample of the general
population, performing secondary analysis is tricky. Ignoring the biased sampling nature
would lead to invalid inferences. On the other hand, some naive approaches could be taken.
For instance, we could take out the subcohort portion of the data and conduct secondary
analysis using standard statistical analysis. However, this is clearly inefficient as it throws
away a big trunk of the available data. A significant amount of work was done on secondary
analysis of case-control or nested case-control data. These research can be briefly summarized
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into three categories: inverse probability weighting (Richardson et al., 2007; Monsees et al.,
2009), likelihood-based method (Lee et al., 1997; Jiang et al., 2006; Saarela et al., 2008;
Lin and Zeng, 2009; Saarela et al., 2012; Salim et al., 2014), and estimating equation (Wei
et al., 2013; Ma and Carroll, 2016). However generally speaking, there is lack of research in
secondary analysis techniques for data obtained from outcome-dependent sampling designs.
In this paper, we propose a restricted maximum likelihood estimator based on the empirical
likelihood corresponding to the two-phase sampling design. We jointly model the time-to-event
outcome and the outcome of interest in secondary analysis. The advantage of our method
is that it is efficient and yet require no strong parametric assumptions on the covariate
distributions.
The paper is organized as follows. In Section 5.2, we introduce the data structure for
two-phase design. We outline the estimation algorithm for our proposed restricted maximum
likelihood estimator and present its asymptotic properties. In Section 5.3, we compare our
proposed estimator to two competing estimators. In Section 5.4, we use the data set from
Norwegian Mother and Child Cohort Study to illustrate our method. Final remarks are given
in Section 5.5.
5.2 Design and Inference for a Secondary Outcome in Two-phase Studies
5.2.1 Design and Data Structure
Our proposed method works for general two-phase sampling with time-to-event outcome
as the original endpoint. Without loss of generality, we use two-phase SODS design to
illustrate our ideas.
Let T˜ denote the event time of interest and C being the censoring time. Under right
censoring scheme, we observe T = min(T˜ , C) and ∆ = I(T˜ ≤ C), which is observed time
and event indicator, respectively. Furthermore, let Y denote a continuous scale secondary
outcome. In this paper, we assume that Y is easy to obtain, and thus available for each
member of the full cohort. Let X be the exposure variables that are only measured in the
80
selected simple random sample and the supplemental cases. T˜ and C are assumed to be
conditionally independent given (Y,X).
Let τ be the largest observed time of all the cases. We partition the interval (0, τ ] into
K mutually exclusive strata: Ak = (ak−1, ak], k = 1, . . . , K, where 0 = a0 < a1 < · · · <
aK−1 < aK = τ . Two-phase SODS design (Ding et al., 2014) is often implemented as
follows: in the first phase, information on observation time, event indicator, and secondary
response are obtained for all members of the full cohort with size N . In the second phase,
the exposure variables X are measured for a simple random sample and supplemental cases
from each of the kth stratum Ak. We let V0 and Vk be the index set of the simple random
sample, and supplemental cases from the kth stratum, respectively. Then, V = ∪Kk=0Vk
represents the validation sample where X is observed. In addition, we use V¯ to denote the
non-validation sample. Let Ri be the indicator variable of observing X for ith subject. Then,
V = {i : Ri = 1}, V¯ = {i : Ri = 0}. The data structure is the following:
First phase: {Ti,∆i, Yi}, i = 1, ..., N ;
Second phase: {subcohort sample} {Xi}, i ∈ V0;
{supplemental cases} {Xi|∆i = 1, Ti ∈ Ak}, i ∈ Vk, k = 1, . . . , K.
(5.1)
We assume that Y given X satisfies the following linear model in the population:
Y = β0 + β1X + , (5.2)
where  ∼ N(0, σ2), and ’s are independent. Notice that (5.2) is our main model in this
paper as our focus is on secondary analysis. For time to event outcome, proportional hazards
model (Cox, 1972) is used to specify the hazard function of T˜ :
λ(t|X, Y ) = λ0(t) exp{γ1X + γ2Y }, (5.3)
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where λ0(t) is the baseline hazard function. Let Λ0(t) =
∫ t
0
λ0(u)du denote the baseline
cumulative hazard function. We confine our attention to time-independent covariates X and
Y . Note that the secondary outcome Y is included as a covariate in the Cox model (5.3).
This enables us to jointly model (T,∆) and Y .
5.2.2 Semiparametric Maximum Likelihood Inference
Let G(·) and g(·) be the cumulative distribution function and density function of X,
respectively. In addition, let ξ = (β, γ, σ2), which is our parameters of interest. For subject
in V , the contribution to the likelihood is the density of (T,∆, Y,X). For subject in V¯ , the
contribution is the density of (T,∆, Y ). Hence, the full likelihood corresponding to (5.1) is:
LN(ξ,Λ0, G) =
{∏
i∈V
fξ,Λ0(Ti,∆i, Yi|Xi)g(Xi)
}{∏
j∈V¯
∫
x
fξ,Λ0(Tj,∆j, Yj|x)dG(x)
}
. (5.4)
The log-likelihood function is
lN(ξ,Λ0, G) =
∑
i∈V
log fξ,Λ0(Ti,∆i, Yi|Xi)+
∑
i∈V
log g(Xi)+
∑
j∈V¯
log
{∫
x
fξ,Λ0(Tj,∆j, Yj|x)dG(x)
}
.
(5.5)
Using missing-data notations, the log-likelihood in (5.5) can also be written as
N · PN
{
R log fξ,Λ0(T,∆, Y | X) +R log g(X) + (1−R) log fξ,Λ0,G(T,∆, Y )
}
,
where PN is the empirical measure; PNf(T,∆, Y,X,R) = N−1
∑N
i=1 f(Ti,∆i, Yi, Xi, Ri) for
any measurable function f . Based on models (5.2) and (5.3), we can express fξ,Λ0(Ti,∆i, Yi|Xi)
explicitly.
fξ,Λ0(Ti,∆i, Yi|Xi) = fγ,Λ0(Ti,∆i|Yi, Xi)fβ,σ2(Yi|Xi),
where fγ,Λ0(Ti,∆i|Yi, Xi) is proportional to
[λ0(Ti) exp{γ1Xi + γ2Yi}]∆ie−Λ0(Ti)eγ1Xi+γ2Yi .
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In the log-likelihood function (5.5), ξ is the parameter of interest, while Λ0 and G are
infinite dimensional nuisance parameters. First, we utilize the SRS sample to get a consistent
estimator for Λ0. We propose to use the SRS portion of the data to obtain γˆ0 = (γˆ01 , γˆ02)
as a partial likelihood estimator under (5.3). Then the baseline cumulative hazard can be
estimated by a Breslow estimator,
Λˆ0(t) =
∑
i∈V0
I(Ti ≤ t)∆i∑
l∈V0 I(Tl ≥ Ti) exp(γˆ01Xl + γˆ02Yl)
.
After plugging Λˆ0 into (5.5), we have the following estimated log-likelihood function:
lˆN(ξ,G) =
∑
i∈V
log fˆξ(Ti,∆i, Yi|Xi) +
∑
i∈V
log g(Xi) +
∑
j∈V¯
log
{∫
x
fˆξ(Tj,∆j, Yj|x)dG(x)
}
.
(5.6)
We use the empirical likelihood method, and replace g(Xi) = gi, i ∈ V , then the estimated
log-likelihood is
lˆN(ξ, gi) =
∑
i∈V
log fˆξ(Ti,∆i, Yi|Xi) +
∑
i∈V
log gi +
∑
j∈V¯
log
{∑
i∈V
gifˆξ(Tj,∆j, Yj|Xi)
}
. (5.7)
We want to maximize (5.7) under the constraint that
∑
i∈V gi = 1. We consider the following
Lagrange multiplier function.
H(ξ, gi, λ) =
∑
i∈V
log fˆξ(Ti,∆i, Yi|Xi) +
∑
i∈V
log gi
+
∑
j∈V¯
log
{∑
i∈V
gifˆξ(Tj,∆j, Yj|Xi)
}
− λ
(∑
i∈V
gi − 1
)
.
We take the derivative of H with respect to gi, and set it to be 0.
∂H
∂gi
=
1
gi
+
∑
j∈V¯
fˆξ(Tj,∆j, Yj|Xi)∑
k∈V gkfˆξ(Tj,∆j, Yj|Xk)
− λ = 0. (5.8)
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Multiplying both sides of (5.8) by gi, and summing over {i ∈ V }, we have
∑
i∈V
gi
∂H
∂gi
= N − λ ·
∑
i∈V
gi = N − λ = 0.
Thus, λ = N . Substitute back into (5.8), we have
gˆi =
{
N −
∑
j∈V¯
fˆξ(Tj,∆j, Yj|Xi)∑
k∈V gˆkfˆξ(Tj,∆j, Yj|Xk)
}−1
. (5.9)
We use the mixed Newton method to obtain the estimators (Song, Zhou and Kosorok, 2009).
Step1. Start with initial estimates ξ0 and g0i , i ∈ V . Here, ξ0 can be obtained from
the standard partial likelihood and least squares based on the SRS portion of the data.
g0i = 1/nV , i ∈ V , where nV is the size of the validation sample.
Step2. For fixed ξ0, we use g0i as starting parameters, and solve the equation (5.9)
iteratively using the fixed-point algorithm until it convergences and call the solution gci .
Step3. Insert gci into the likelihood and maximize it with respect to ξ using Newton’s
method. We call the solution ξc.
Step4. Repeat steps 2 and 3 until convergence. We denote the final value ξˆP and gˆi as
our proposed estimator.
The algorithm outlined above works well. Using the fixed point algorithm avoids computing
the inverse of a huge matrix, as usually required in the Newton method. This makes our
method computationally efficient.
5.2.3 Asymptotic Results
To obtain the variance estimator for ξˆP , we will use the profile likelihood approach
proposed by Murphy and Van der Vaart (2000). Let plN(ξ) = maxG∈G lN(ξ,G,Λ0) be
the profile likelihood of the log-likelihood function. Let p̂lN(ξ) = maxG∈G lN(ξ,G, Λˆ0) be
the profile likelihood of the estimated log-likelihood function. It can be shown that p̂lN(ξ)
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approximates a nondegenerate parabolic function around ξˆP . Let ξ∗ denote the true parameter
values, under certain regularity conditions outlined in the Appendix, the following theorems
hold for our proposed estimator ξˆP :
Theorem 5.1. ξˆP converges in probability to ξ∗.
Theorem 5.2. ξˆP has the following asymptotic distributional properties:
√
N(ξˆP − ξ∗) D→ N
(
0, J−1(ξ∗)Σ(ξ∗)J−1(ξ∗)
)
, (5.10)
where J(ξ) is the limiting Hessian matrix of the profile likelihood plN(ξ), i.e. J(ξ) =
limN→∞{− 1N ∂
2plN (ξ)
∂ξ∂ξT
}. Σ(ξ) = var{M(ξ)}, where
M(ξ) = R · ∂fξ,Λˆ0(T,∆, Y | X)/∂ξ
fξ,Λˆ0(T,∆, Y | X)
+ (1−R) · ∂fξ,Λˆ0(T,∆, Y )/∂ξ
fξ,Λˆ0(T,∆, Y )
. (5.11)
Replacing the population quantities in Theorem 5.2 with the sample quantities, a consistent
estimator for the asymptotic covariance matrix is given by the following theorem:
Theorem 5.3. A consistent estimator for the asymptotic covariance matrix is
Jˆ−1(ξˆP )Σˆ(ξˆP )Jˆ−1(ξˆP ),
where Jˆ(ξ) = − 1
N
∂2p̂lN (ξ)
∂ξ∂ξT
, Σˆ(ξ) = v̂ari=1,...,N{Mi(ξ)}, where
Mi(ξ) = Ri ·
∂fξ,Λˆ0(Ti,∆i, Yi | Xi)/∂ξ
fξ,Λˆ0(Ti,∆i, Yi | Xi)
+ (1−Ri) ·
∂f˜ξ,Λˆ0(Ti,∆i, Yi)/∂ξ
f˜ξ,Λˆ0(Ti,∆i, Yi)
,
where f˜ξ,Λˆ0(Ti,∆i, Yi) =
∑
k∈V gˆkfξ,Λˆ0(Ti,∆i, Yi | Xk).
Outlines of the proofs are provided in the Appendix.
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5.3 Numerical Studies
5.3.1 Derivation of an IPW estimator for Secondary Analysis
In this subsection, we derive an inverse probability weighting (IPW) estimator as a
competing estimator for ξˆP . Although the general idea of probability weighted estimator
is long-standing (Horvitz and Thompson, 1952), we develop out this idea explicitly in the
context of secondary analysis in two-phase studies. Later in the simulation studies, we will
compare our proposed estimator ξˆP to the IPW estimator.
The IPW estimator βˆIPW is a weighted least squares estimator, where the weight is the
inverse of the selection probability into the validation sample. That is, we aim to minimize
∑
i∈V
1
pii
(Yi − β0 − β1Xi)2 =
N∑
i=1
Ri
pii
(Yi − β0 − β1Xi)2,
where pii is the selection probability for the ith subject.
In case-cohort design, pii = 1 for cases, as all cases are included into the validation sample.
For non-cases, pii = n0/N , the probability of being selected into the SRS portion of the
validation sample.
In two-phase SODS design, we use the observed selection probability for pii. That is,
for each failed subject, pii is taken as the observed probability of being sampled within its
respective stratum Ak. For non-case subjects, pii = n0/N .
5.3.2 Simulation Studies
We carried out simulation studies to compare our proposed estimator ξˆP to other competing
estimators. First, we evaluated the finite sample performance of our proposed estimator when
the underlying assumption is met. Then, we investigated the performance under scenarios
where models are misspecified, for instance, if the error term  in linear model (5.2) is not
normally distributed.
Three competing estimators are compared: (i) ξˆSRS, fitting a linear regression of Y given
X using SRS portion of the data. (ii) ξˆIPW , an IPW estimator described in subsection 5.3.1.
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(iii) ξˆP , our proposed restricted maximum likelihood estimator.
Our proposed estimator works for general two-phase studies with a time to event outcome.
However, in this section, we focus on secondary analysis of data from two-phase SODS design.
Let full cohort size be N = 2500, the data were generated according to the following models:
Y = β0 + β1X1 + β2X2 + ,
where X1 ∼ N(0, 1), X2 ∼ Bernoulli(0.6), and  ∼ N(0, 1). We set β0 = 1, β2 = −0.5 and
vary β1 to be either 0 or 0.5. The event time T˜ follows an exponential distribution with
hazard function:
λ(t) = λ0(t) exp{γ1X1 + γ2X2 + γ3Y },
with λ0(t) = 1, γ1 = log(1.2), γ2 = −0.5, γ3 = 0.5. The censoring time C follows a uniform
distribution on the interval (0, c). The censoring percentages are approximately 60% and
80% with c being 1 and 0.4, respectively.
The two-phase SODS design is often implemented as follows: first, a simple random
sample of size n0 is selected. Then all cases are partitioned into three strata, separated
by 0.3 and 0.7 quantiles of the failure times in the cases. Supplemental samples of size
n1 and n3 are selected from the lower stratum and the higher stratum, respectively. The
validation sample has size nV = n0 + n1 + n3. We consider the following two settings: (i)
(n0, n1, n3) = (400, 100, 100). (ii) (n0, n1, n3) = (500, 50, 50).
Based on 1000 replications, the simulation results are presented in Table 5.1. We report
the mean of the parameter estimates, empirical standard deviation of parameter estimates,
mean of the estimated standard deviation, and 95% confidence interval coverage.
From Table 5.1, we have the following conclusions: (i) All three estimators are virtually
unbiased. The largest bias for our proposed estimator is about 5% of the true effect size.
(ii) Regardless of estimating β1 or β2, our proposed estimator ξˆP is the most efficient in all
settings. For example, when (n0, n1, n3) = (500, 50, 50), β1 = 0.5, and the failure rate being
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Table 5.1: Simulation results, secondary analysis for two-phase SODS design. The full cohort
size is N = 2500. The error term is normally distributed.
True β1 Failure Method Estimated quantities for β1 Estimated quantities for β2
rate Mean SD ŜD CI Mean SD ŜD CI
(n0, n1, n3) = (400, 100, 100)
0.0 20% ξˆSRS −0.001 0.050 0.050 0.954 −0.499 0.101 0.102 0.951
ξˆIPW −0.001 0.047 0.047 0.950 −0.499 0.094 0.096 0.946
ξˆP −0.004 0.040 0.040 0.945 −0.477 0.078 0.076 0.946
40% ξˆSRS −0.003 0.052 0.050 0.938 −0.500 0.105 0.102 0.936
ξˆIPW −0.003 0.047 0.045 0.934 −0.499 0.093 0.092 0.948
ξˆP −0.005 0.042 0.040 0.938 −0.485 0.078 0.075 0.939
0.5 20% ξˆSRS 0.499 0.051 0.050 0.943 −0.502 0.106 0.103 0.942
ξˆIPW 0.499 0.047 0.047 0.943 −0.502 0.099 0.096 0.939
ξˆP 0.480 0.036 0.035 0.915 −0.467 0.082 0.079 0.925
40% ξˆSRS 0.502 0.050 0.050 0.957 −0.501 0.107 0.102 0.931
ξˆIPW 0.502 0.045 0.045 0.954 −0.500 0.096 0.092 0.936
ξˆP 0.489 0.035 0.034 0.932 −0.482 0.081 0.079 0.941
(n0, n1, n3) = (500, 50, 50)
0.0 20% ξˆSRS 0.000 0.044 0.045 0.959 −0.497 0.089 0.091 0.960
ξˆIPW 0.000 0.042 0.043 0.961 −0.498 0.085 0.087 0.958
ξˆP 0.000 0.040 0.040 0.960 −0.495 0.077 0.076 0.946
40% ξˆSRS 0.000 0.044 0.045 0.947 −0.501 0.094 0.092 0.944
ξˆIPW 0.000 0.042 0.042 0.948 −0.502 0.088 0.086 0.939
ξˆP −0.001 0.040 0.040 0.945 −0.498 0.081 0.075 0.923
0.5 20% ξˆSRS 0.501 0.045 0.045 0.955 −0.505 0.093 0.091 0.950
ξˆIPW 0.501 0.043 0.043 0.950 −0.504 0.088 0.087 0.957
ξˆP 0.494 0.035 0.034 0.947 −0.494 0.081 0.079 0.943
40% ξˆSRS 0.500 0.046 0.045 0.944 −0.496 0.090 0.091 0.957
ξˆIPW 0.501 0.044 0.042 0.943 −0.497 0.085 0.085 0.948
ξˆP 0.497 0.037 0.034 0.935 −0.493 0.078 0.079 0.948
The results are based on models Y = β0 + β1X1 + β2X2 +  and λ(t) = λ0(t) exp{γ1X1 +
γ2X2 + γ3Y } where  ∼ N(0, 1), X1 ∼ N(0, 1), X2 ∼ Bernoulli(0.6); the true parameters are
β0 = 1, β2 = −0.5, γ1 = log(1.2), γ2 = −0.5, γ3 = 0.5, λ0(t) = 1. ξˆSRS, ξˆIPW , ξˆP are defined in
Section 5.3.2. SD, standard deviation; CI, confidence interval.
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20% (80% censoring), the empirical standard deviation estimating β1 is 0.035 for ξˆP , which
is smaller than 0.043 for ξˆIPW and 0.045 for ξˆSRS. The efficiency gain comes from the fact
that our proposed estimator takes a likelihood approach which incorporated the available
information (T,∆, Y ) in the full cohort. (iii) For all estimators, averages of the estimated
standard deviation is quite close to the empirical standard deviation (i.e., ŜD is close to
SD). (iv) The 95% confidence interval coverage is approximately 0.95, which means that the
asymptotic normal approximation works well for these settings. (v) When SRS sample size
is larger (i.e. n0 = 400 vs n0 = 500), the empirical bias for our proposed estimator ξˆP is
decreasing. The reason is that we used the SRS sample to estimate the nuisance function
Λ0(t). The smaller the SRS sample, the more likely to introduce some bias during this process.
(vi) The efficiency gain of ξˆP over ξˆSRS is smaller when SRS takes up a larger proportion of
the validation sample (i.e., n0/nV is larger).
We further assess the performance of our proposed estimator under different allocations
of SRS sample and supplemental samples. The simulation set up is similar to Table 5.1. Now
we fix β1 = 0.5, failure rate being 40%, and change the size of the simple random sample.
Figure 5.1 shows the sample relative efficiency of ξˆP over ξˆSRS, and ξˆP over ξˆIPW in terms of
estimating β1. The sample relative efficiency is defined as SREP :SRS = var(ξˆSRS)/var(ξˆP ).
The plot confirms that the efficiency gain of ξˆP over ξˆSRS and ξˆIPW is smaller when the SRS
sample takes up a large portion of the validation sample. When the SRS proportion is larger
than 90%, the efficiency gain is fairly small. This indicates that when n0/nV is very large,
we can simply use naive SRS analysis or other IPW type estimators without losing too much
statistical efficiency.
Finally, we investigate the scenarios where the error term  in (5.2) is not normally
distributed. The simulation set up is the same as before, except for the error term. We
assume that  follows a gamma distribution with shape parameter 2 or 5, rate parameter 1,
and then normalized to have mean 0 and variance 1. The error term is right skewed.
Results are summarized in Table 5.2. We draw the following conclusions: (i) When true
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Figure 5.1: SREs comparing ξˆP to ξˆSRS and ξˆIPW in terms of estimating β1, under various
combinations of SRS and supplemental samples.
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β1 = 0, ξˆP would perform quite well in terms of estimating β1. ξˆP is the most efficient
and CI coverage rate is close to 0.95. (ii) When true β1 6= 0, ξˆP would have larger bias
while ξˆSRS and ξˆIPW performs relatively well. This comes from the fact that our proposed
estimator is more reliant on the normality assumption. On the other hand, least squares
based approach (SRS and IPW) do not explicitly utilize the normality assumption of the
error term. (iii) The empirical bias for ξˆP is smaller when the failure rate is larger. The
smaller bias results in improved coverage rate of the 95% confidence interval. (iv) When the
shape parameter is changed from 2 to 5, the empirical bias for ξˆP is smaller. This is what we
expected, as normalized gamma distribution with shape parameter 5 is more close to the
normal distribution.
In practice, we could first use the SRS portion of the data to fit a linear regression of Y
given X to check the normality assumption. If evidence suggests that normality assumption
is violated, we need to employ some variable transformation techniques before using our
proposed method.
5.4 Analysis of the MoBa Study Data
The Norwegian Mother and Child Cohort Study (MoBa) is an ongoing prospective
cohort study conducted by Norwegian National Public Health Institute (NIPH) and National
Institute of Environmental Health Sciences (NIEHS). Pregnant Norwegian women were
enrolled from 1999 to 2008, and followed-up with a series of questionnaires regarding their
demographic, lifestyle factors, and medical history. The goal of the study is to assess the
effect of environmental and other exposures in the health of women and their children. The
data set we used was based on women enrolled from 2003 to 2004 with approximately 7000
subjects.
One aim for the MoBa study is to investigate the potential effect of PFASs on women’s
subfecundity. As PFAS ascertainment is very expensive, concentrations were only measured
on a simple random sample of 550 individuals and another 400 individuals whose TTP was
longer than 12 months. Among these 950 women, blood samples were collected around
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Table 5.2: Simulation results when the error term  is not normally distributed. The full
cohort size is N = 2500, (n0, n1, n3) = (500, 50, 50).
True β1 Failure Method Estimated quantities for β1 Estimated quantities for β2
rate Mean SD ŜD CI Mean SD ŜD CI
gamma error with shape parameter 2
0.0 20% ξˆSRS 0.000 0.045 0.045 0.945 −0.506 0.096 0.091 0.935
ξˆIPW 0.000 0.042 0.041 0.942 −0.505 0.086 0.083 0.934
ξˆP −0.003 0.039 0.038 0.943 −0.456 0.080 0.076 0.900
40% ξˆSRS 0.001 0.046 0.045 0.939 −0.500 0.091 0.092 0.944
ξˆIPW 0.001 0.042 0.041 0.939 −0.498 0.084 0.083 0.944
ξˆP −0.001 0.040 0.039 0.939 −0.468 0.079 0.076 0.924
0.5 20% ξˆSRS 0.499 0.045 0.045 0.946 −0.498 0.090 0.091 0.952
ξˆIPW 0.499 0.042 0.041 0.938 −0.499 0.082 0.083 0.959
ξˆP 0.446 0.039 0.039 0.725 −0.455 0.083 0.083 0.929
40% ξˆSRS 0.503 0.045 0.045 0.955 −0.498 0.090 0.091 0.950
ξˆIPW 0.501 0.041 0.041 0.946 −0.498 0.082 0.083 0.946
ξˆP 0.459 0.041 0.039 0.800 −0.471 0.084 0.083 0.936
gamma error with shape parameter 5
0.5 20% ξˆSRS 0.503 0.045 0.045 0.947 −0.502 0.087 0.091 0.962
ξˆIPW 0.502 0.043 0.041 0.932 −0.502 0.082 0.083 0.950
ξˆP 0.468 0.039 0.036 0.846 −0.480 0.082 0.080 0.946
40% ξˆSRS 0.497 0.046 0.045 0.944 −0.498 0.092 0.091 0.952
ξˆIPW 0.498 0.042 0.041 0.945 −0.497 0.083 0.083 0.955
ξˆP 0.473 0.039 0.036 0.874 −0.486 0.083 0.083 0.946
The results are based on models Y = β0+β1X1+β2X2+ and λ(t) = λ0(t) exp{γ1X1+γ2X2+
γ3Y } where  follows a normalized gamma distribution. X1 ∼ N(0, 1), X2 ∼ Bernoulli(0.6);
the true parameters are β0 = 1, β2 = −0.5, γ1 = log(1.2), γ2 = −0.5, γ3 = 0.5. ξˆSRS, ξˆIPW , ξˆP
are defined in Section 5.3.2. SD, standard deviation; CI, confidence interval.
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gestational week 17. Levels of Perfluorooctanoic acid (PFOA) and Perfluorooctanesulfonic
acid (PFOS) were measured from the maternal blood samples by high performance liquid
chromatography/tandem mass spectrometry.
Many prior studies have tried to evaluate the association between maternal PFAS and
children’s birthweight. However, different studies have led to inconsistent findings. Some
indicate an inverse association (Apelberg et al., 2007; Washino et al., 2009; Verner et al.,
2015), while others indicate a positive association (Stein et al., 2009), or no association at all
(Inoue et al., 2004; Grice et al., 2007; Monroy et al., 2008; Nolan et al., 2009).
We utilize the available MoBa data to conduct an secondary analysis. We use children’s
birth weight (in kilograms) as the secondary outcome (Y ). The exposure variables (X)
include PFOA, gestational age in days, Mother’s age, Mother’s prepregnancy BMI (1=obese,
0=normal), and parous (1=have previous baby deliveries, 0=none). In this data set, there was
no censoring, meaning that the exact time to pregnancy was observed for every woman. We
generated a censoring time that is uniform from 0 to 60 months. This yields 10% censoring
in the full cohort.
The results for the secondary outcome model are summarized in Table 5.3. All three
analyses confirm that in utero exposure to PFOA has a weak inverse association with
children’s birth weight. However, this relationship is not statistically significant. The length
of gestational period and Mother’s BMI are positively associated with children’s birth weight.
Women who have given birth to babies before are more likely to deliver a heavier baby. In
addition, our proposed estimator provides more precise estimates of the effects, as it has the
smallest estimated standard deviation for most of the parameters.
5.5 Concluding Remarks
To re-use the existing data to study other outcomes of interest is desired by all investigators.
If the original data was obtained as a simple random sample of the general population,
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Table 5.3: Analysis of MoBa data. Outcome: children’s birth weight.
SRS IPW Proposed Method
Estimate ŜD Estimate ŜD Estimate ŜD
Int −4.3024 0.4341 −4.1802 0.4324 −4.9936 0.2668
PFOA −0.0010 0.0165 −0.0045 0.0190 −0.0095 0.0162
GestationalAge 0.0272 0.0015 0.0267 0.0015 0.0294 0.0009
MotherAge 0.0055 0.0045 0.0070 0.0040 0.0083 0.0038
MotherBMI 0.1331 0.0384 0.1219 0.0376 0.1502 0.0379
parous 0.2268 0.0369 0.2351 0.0357 0.2659 0.0295
secondary analysis is straightforward as standard statistical analysis could be implemented.
However, how to properly account for the biased sampling nature of the two-phase studies in
secondary analysis, or how to efficiently use all the available data is not a easy task. In this
paper, we proposed a secondary analysis procedure that works for general two-phase sampling
design with time-to-event outcome. Our estimation algorithm is based on a restricted
maximum likelihood estimator of the empirical likelihood function, where the empirical
likelihood corresponds to the data structure of the two-phase designs. Our approach is robust
as no parametric assumptions are made about the covariates distribution, and yet still able
to improve efficiency relative to other competing estimators.
In the simulation studies, we find that our proposed estimator has certain bias when
the SRS sample is very small. This is mainly due to the fact that we used SRS sample to
estimate the baseline cumulative hazard function. When the SRS size is small, bias could
be introduced during this process. It would be interesting to see if we could come up with
better estimators for this nuisance function.
In our paper, we assumed that Y given X follows a normal distribution. Our method can
be extended to other distribution as long as it is parametrically specified. However, in real
data, sometimes it is not easy to determine which parametric family is the most appropriate
for the data, and we often run into the risk of model misspecification. Hence, we will be
working on a more robust semiparametric estimation where the only assumption made is
E( | X) = 0. Related to this question, we need to develop model diagnostics to check the
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model assumptions and for evaluating the fit of the model to the data at hand. One could
use the SRS portion of the data to conduct standard diagnostic analysis. However, there
could be better ways of diagnostic which utilizes more subjects in the cohort.
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CHAPTER 6: SUMMARY AND FUTURE RESEARCH
In this dissertation, we have studied the secondary analysis procedures for data obtained
from outcome-dependent sampling designs. By properly jointly modeling the primary outcome
(the one that the study design is based on) and the secondary outcome of interest, we develop
methods that would account for the biased sampling nature of the data. We investigated both
the asymptotic properties and finite sample performance of our proposed estimators, and
compare it to other competing estimators, such as IPW type estimators and naive analysis
using SRS sample only. Our procedures enable investigators to analyze more outcomes in
data obtained from complex ODS designs.
In Chapter 3, we proposed an estimated likelihood method for secondary analysis of
case-cohort data. We start by jointly modeling the failure outcome and the secondary
outcome using linear regression model and Cox model. Then a semiparametric likelihood
function is derived corresponding to the data structure of case-cohort design. We used the
SRS sample to consistently estimate a nuisance function, the conditional distribution of the
expensive exposure given other covariates. It is found that our estimated likelihood estimator
outperforms the IPW and augmented IPW estimator. The secondary analysis procedure is
applied to Sister Study to confirm that there is significant association between PGE-M level
and women’s BMI.
In Chapter 4, we investigated how to perform secondary analysis under an ODS scheme
with a continuous outcome. We further relaxed the distributional assumptions on the outcome
variables by only specifying the form of the regression means. We used IPW and augmented
IPW estimating equations to analyze a secondary outcome under this ODS design. The CPP
data is used to illustrate our method.
In Chapter 5, we proposed efficient secondary analysis approach for data from two-phase
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studies. The general two-phase sampling includes case-cohort, generalized case-cohort and
SODS design as special cases. Our method is efficient in that it is a restricted maximum
likelihood estimator of the underlying empirical likelihood function. The developed algorithm
is utilized to analyze the MoBa Study data.
There are several future directions where we can extend the research presented in this
dissertation.
First, in the dissertation, we have only investigated the scenarios where the secondary
outcome of interest (Y ) is continuous. It is desirable to extend our secondary analysis
procedures to other settings as the secondary outcome can be any type, such as continuous,
discrete, longitudinal and so on. For instance, instead of assessing the association between
maternal PCB level and children’s birth weight in CPP Study, we could investigate the
effect of maternal PCB level on children’s growth curve from birth to 7 years old. This is
feasible as endpoints such as BMI are often measured repeatedly throughout the study period.
One potential starting point is to adequately jointly model the primary outcome and the
longitudinal scale secondary outcome, and try to derive a likelihood based on the ODS design.
Second, we have proposed secondary analysis procedures for several outcome-dependent
sampling designs, such as case-cohort, generalized case-cohort, ODS design with a continuous
outcome, and survival outcome-dependent sampling (SODS) design. However, there are other
ODS designs that we haven’t studied, such as outcome-auxiliary dependent sampling (OADS)
and probability dependent sampling (PDS). Every year, statisticians are also proposing more
and more cost-effective sampling designs that have the biased sampling nature. It would be
interesting to see if we could develop a general secondary analysis framework that works for
all or most of the ODS designed studies.
In Chapter 3 and 5, we used the linear regression model and the Cox model to jointly
model the primary time-to-event outcome (T,∆) and the secondary outcome (Y ). That is,
we assume that Y given covariates X follows a parametric distribution model, and the hazard
function for failure time follows a semiparametric Cox model. It would be interesting to see
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if we could relax the model assumptions by only specifying the regression mean for Y given
X. In addition, as our main model is the secondary outcome model, while the parameters
associated with time-to-event outcome is nuisance parameters. It is intriguing to see if we
could altogether avoid specifying a model for the time-to-event outcome, or by specifying a
more flexible model.
Last but not least, it is possible for us to combine secondary analysis and variable selection
together. With the increasing availability of the “Big Data", data sets often have a large
number of observations and covariates. With such data, the goal is to identify a subset of the
covariates that are related to the outcomes of interest. In our dissertation, we discussed the
scenarios where the exposure variables in the secondary outcome model have low or moderate
dimension. The case for high dimensional covariates is not studied by us nor by any existing
literatures in secondary analysis of case-control data. In the future, I think this is a promising
area worth working on. A natural starting point is to combine the existing semiparametric
method we used (empirical likelihood, estimated likelihood) with a penalty term that deals
with complexity of the model.
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APPENDIX A:
A.1 Appendix for Chapter 3
We follow the proofs of Pepe and Fleming (1991) and Weaver and Zhou (2005) with some
modifications. The main idea is to express the estimated score function and estimated hessian
matrix as the summation of several terms.
∂l˜N(ξ)
∂ξ
=
[
∂l˜N(ξ)
∂ξ
− ∂lˆN(ξ,Λ0)
∂ξ
]
+
[
∂lˆN(ξ,Λ0)
∂ξ
− ∂lN(ξ,Λ0)
∂ξ
]
+
∂lN(ξ,Λ0)
∂ξ
,
and
∂2l˜N(ξ)
∂ξ∂ξT
=
[
∂2l˜N(ξ)
∂ξ∂ξT
− ∂
2lˆN(ξ,Λ0)
∂ξ∂ξT
]
+
[
∂2lˆN(ξ,Λ0)
∂ξ∂ξT
− ∂
2lN(ξ,Λ0)
∂ξ∂ξT
]
+
∂2lN(ξ,Λ0)
∂ξ∂ξT
.
Aside from the assumptions we made in section 3.3, we make the following assumptions:
A1. The parameter space Ξ is a compact subspace of Rp, and that the true underlying
value ξ∗ lies in the interior of the parameter space; the covariate space, X is a compact subset
of R; and the covariate space, Z, is a compact subset of Rq for some q ≥ 1.
A2. f(T,∆, Y2 | X,Z; ξ) is continuous in both (T, Y2) and ξ and is strictly positive for all
(T,∆, Y2, X,Z) and ξ ∈ Ξ. Furthermore, the partial derivatives ∂f(T,∆, Y2 | X,Z; ξ)/∂ξi
and ∂2f(T,∆, Y2 | X,Z; ξ)/∂ξi∂ξj, for i, j = 1, ..., p, exist and are continuous for all ξ ∈ Ξ.
A3. Interchanges of differentiation and integration of f(T,∆, Y2 | X,Z; ξ) are valid for
first and second partial derivatives with respect to ξ.
A4. The following expected value matrices are all finite and positive definite at ξ∗:
E
[
−∂
2 log f(T,∆, Y2 | X,Z; ξ)
∂ξ∂ξT
]
, E1
[
−∂
2 log f(T,∆, Y2 | X,Z; ξ)
∂ξ∂ξT
]
and
E0
[
−∂
2 log f(T,∆, Y2 | Z; ξ)
∂ξ∂ξT
]
.
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A5. There exists a δ > 0 such that, for the set A = {ξ ∈ Ξ : |ξ − ξ∗| ≤ δ},
E
{
sup
A
∣∣∣∣∂2 log f(T,∆, Y2|X,Z; ξ)∂ξi∂ξj
∣∣∣∣ } <∞
for i, j = 1, ..., p.
A6. Let τ be the endpoint of the study. We assume that Λ0(τ) <∞. Let Y (t) be the at
risk process, we also assume that P (Y (t) = 1) > 0 for all t ∈ (0, τ ].
A7. Other regularity conditions such as those assumed in Self and Prentice (1988). These
conditions are necessary for Λˆ0 to be a consistent estimator for Λ0.
Outline of proof of Theorem 3.1 (Consistency):
Proof. We can show that
1
N
[
∂2lˆN(ξ,Λ0)
∂ξ∂ξT
− ∂
2lN(ξ,Λ0)
∂ξ∂ξT
]
p−→ 0 as N →∞.
This holds uniformly for ξ in parameter space. Using the fact that Λˆ0(t) is a consistent
estimator of Λ0(t) and l˜N(ξ) = lˆN(ξ, Λˆ0(t)), it is easy to derive that
− 1
N
∂2l˜N(ξ)
∂ξ∂ξT
p−→ I(ξ) as N →∞. (A.1)
where I(ξ) is given in (3.8). Furthermore, let U˜ (ξ) be the estimated score equation, that is
U˜(ξ) = ∂l˜N(ξ)/∂ξ. We can show that
1
N
U˜(ξ∗)
p−→ 0 as N →∞.
Using assumption A4, It can be verified that I(ξ) is invertible. Hence, we can apply a result
of Foutz (1977), which proves that our estimator is a consistent solution to the likelihood
equations.
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(Proof of Asymptotic Normality):
Proof. We proved that ξˆNPEL is consistent, so we can do a Taylor expansion in the neighbor-
hood of ξ∗,
0 =
∂l˜N(ξˆNPEL)
∂ξ
=
∂l˜N(ξ∗)
∂ξ
+
∂2l˜N(ξ∗)
∂ξ∂ξT
(ξˆNPEL − ξ∗)(1 + op(1)).
After rearranging the above equation, we have
√
N(ξˆNPEL − ξ∗) =
[
− 1
N
∂2l˜N(ξ∗)
∂ξ∂ξT
]−1(
1√
N
∂l˜N(ξ∗)
∂ξ
)
+ op(1).
Recall that U˜(ξ) is the estimated score equation, i.e. U˜(ξ) = ∂l˜N(ξ)/∂ξ. That is,
U˜(ξ) =
∑
i∈V
∂f(Ti,∆i, Y2i|Xi,Zi; Λˆ0)/∂ξ
f(Ti,∆i, Y2i|Xi,Zi; Λˆ0)
+
∑
j∈V¯
∫
∂f(Tj,∆j, Y2j|x,Zj; Λˆ0)/∂ξdGˆX|W(x|Wj)∫
f(Tj,∆j, Y2j|x,Zj; Λˆ0)dGˆX|W(x|Wj)
.
We write the estimated score equation as the following:
U˜(ξ) =
∑
i∈V
∂f(Ti,∆i, Y2i|Xi,Zi; Λˆ0)/∂ξ
f(Ti,∆i, Y2i|Xi,Zi; Λˆ0)
+
∑
j∈V¯
∫
∂f(Tj,∆j, Y2j|x,Zj; Λˆ0)/∂ξdGX|W(x|Wj)∫
f(Tj,∆j, Y2j|x,Zj; Λˆ0)dGX|W(x|Wj)
+
∑
j∈V¯
{∫
∂f(Tj,∆j, Y2j|x,Zj; Λˆ0)/∂ξdGˆX|W(x|Wj)∫
f(Tj,∆j, Y2j|x,Zj; Λˆ0)dGˆX|W(x|Wj)
−
∫
∂f(Tj,∆j, Y2j|x,Zj; Λˆ0)/∂ξdGX|W(x|Wj)∫
f(Tj,∆j, Y2j|x,Zj; Λˆ0)dGX|W(x|Wj)
}
Notice that the first two terms are the true score function if the conditional distribution of X
given W is parametrically specified, whereas the last term represents the difference between
our estimated score function and the true score function. Using central limit theorem and
the fact that Λˆ0(t) is a consistent estimator of Λ0(t), we can easily derive that the sum of the
first two terms divided by
√
N converges in distribution to a multivariate normal distribution
with mean 0 and covariance matrix given by I(ξ). The third term divided by
√
N can be
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re-expressed as the sum of OP
(
1√
N
)
and
1√
N
∑
j∈V¯
{∫
∂f(Tj,∆j, Y2j|x,Zj; Λˆ0)/∂ξdGˆX|W(x|Wj)∫
f(Tj,∆j, Y2j|x,Zj; Λˆ0)dGX|W(x|Wj)
−
∫
∂f(Tj,∆j, Y2j|x,Zj; Λˆ0)/∂ξdGX|W(x|Wj)
| ∫ f(Tj,∆j, Y2j|x,Zj; Λˆ0)dGX|W(x|Wj)|2 ×
∫
f(Tj,∆j, Y2j|x,Zj; Λˆ0)dGˆX|W(x|Wj)
}
=
1√
N
∑
i∈V0
N − nV
N
∑
j∈V¯
1
N − nVMXi(Tj,∆j, Y2j,Zj,Wj; ξ, Λˆ0)
N · I(Wi = Wj)∑
i∈V0 I(Wi = Wj)
, (A.2)
where MX(T,∆, Y2,Z,W; ξ,Λ0) is defined in (3.10). Let
M¯Xi,Wi(ξ,Λ0) =
∑
j∈V¯
1
N − nVMXi(Tj,∆j, Y2j,Zj,Wj; ξ,Λ0)
N · I(Wi = Wj)∑
i∈V0 I(Wi = Wj)
,
then (A.2) is reduced to
1√
N
∑
i∈V0
N − nV
N
M¯Xi,Wi(ξ, Λˆ0).
Using law of large numbers, we can show that
∑
i∈V0
N − nV
N
M¯Xi,Wi(ξ, Λˆ0)
a.s.−→
∑
i∈V0
(1− p¯i)QXi,Wi(ξ,Λ0),
where QX,W(ξ,Λ0) is defined in (3.9). Using Liapunov’s central limit theorem, we have
1√
N
∑
i∈V0
N − nV
N
M¯Xi,Wi(ξ, Λˆ0)
D−→ N (0, ρSRSp¯iΣ(ξ))
where Σ(ξ) = varX,W {(1− p¯i)QX,W(ξ,Λ0)} . Finally, using Slutsky theorem, we conclude
that
√
N(ξˆNPEL − ξ∗) D−→ N(0,ΣNPEL(ξ∗)), where
ΣNPEL(ξ∗) = I−1(ξ∗) + ρSRSp¯iI−1(ξ∗)Σ(ξ∗)I−1(ξ∗).
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A.2 Appendix for Chapter 4
We provide the outline of the proofs for the augmented IPW estimator ξˆAIPW . The proof
for ξˆIPW follows the similar arguments and thus omitted here. Let η = (Q, pi, φ, σ2) denote
all the nuisance parameters. We make the following regularity conditions:
A1. The parameter space of ξ, Ξ, is a compact subspace of Rp, and that the true
underlying value ξ∗ lies in the interior of the parameter space; the covariate space, X is a
compact subset of R; and the covariate space, Z, is a compact subset of Rq for some q ≥ 1.
A2. For all (Y1, Y2, X, Z), s2(ξ, η) is continuous for all ξ ∈ Ξ; the partial derivatives
∂s2(ξ,η)
∂ξi
, for i = 1, . . . , p, exist and are continuous for all ξ ∈ Ξ.
A3. Interchanges of differentiation and integration are valid for s2(ξ, η) and its first order
partial derivatives with respect to ξ.
A4. The following expected value matrix is finite and negtive definite at (ξ∗, η∗):
E
[ ∂
∂ξT
s2(ξ, η)
]
.
A5. The supremum of ∂s2(ξ,η)
∂ξT
in the neighborhood of ξ∗ is bounded by a function g that
has finite expectation.
(Outline of the proof for Consistency):
By law of larger numbers, it is straightforward to show that
1
N
N∑
i=1
s2i(ξ∗, η∗)
p−→ E[s2(ξ∗, η∗)] = 0 as N →∞. (A.3)
Using the fact that ηˆ = (Qˆ, pˆi, φˆ, σˆ2) is a consistent estimator of η∗, and sˆ2i(ξ) = s2i(ξ, ηˆ), it
can be shown that
1
N
N∑
i=1
sˆ2i(ξ∗)− 1
N
N∑
i=1
s2i(ξ∗, η∗)
p−→ 0 as N →∞. (A.4)
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Combining (A.3) and (A.4), we know that
1
N
Sˆ2(ξ∗) =
1
N
N∑
i=1
sˆ2i(ξ∗)
p−→ 0 as N →∞.
Furthermore, using Assumptions A1 to A3 and consistency of ηˆ, we can show that
1
N
[∂Sˆ2(ξ)
∂ξT
− ∂S2(ξ, η∗)
∂ξT
]
p−→ 0 as N →∞. (A.5)
holds uniformly for ξ in parameter space. Also, by law of large numbers,
1
N
∂S2(ξ, η∗)
∂ξT
=
1
N
N∑
i=1
∂
∂ξT
s2i(ξ, η∗)
p−→ E
[ ∂
∂ξT
s2(ξ, η∗)
]
as N →∞. (A.6)
Combining (A.5) and (A.6), we have
1
N
∂Sˆ2(ξ)
∂ξT
p−→ E
[ ∂
∂ξT
s2(ξ, η∗)
]
as N →∞.
uniformly for ξ ∈ Ξ. From Assumption A4, we know that E
[
∂
∂ξT
s2(ξ, η)
]
is negative definite,
and hence invertible at (ξ∗, η∗). Hence, we can apply a result of Foutz (1977), which uses the
Inverse Function Theorem to prove that our proposed estimator is a consistent and unique
solution to the estimating equations.
(Outline of the proof for Asymptotic Normality):
Let us denote
AN =
1
N
N∑
i=1
∂
∂ξT
s2i(ξ∗, η∗), BN =
1
N
N∑
i=1
∂
∂ηT
s2i(ξ∗, η∗).
Using Lemma 2 from Yuan and Jennrich (2000), we have
√
N
[ 1
N
S2(ξˆ, ηˆ)− 1
N
S2(ξ∗, η∗)
]
= AN
√
N(ξˆ − ξ∗) +BN
√
N(ηˆ − η∗). (A.7)
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Let A,B be the limit of AN , BN respectively. By law of large numbers, we know that
AN =
1
N
N∑
i=1
∂
∂ξT
s2i(ξ∗, η∗)
p−→ E
[∂s2(ξ∗, η∗)
∂ξT
]
= −I2(ξ∗, η∗).
BN =
1
N
N∑
i=1
∂
∂ηT
s2i(ξ∗, η∗)
p−→ E
[∂s2(ξ∗, η∗)
∂ηT
]
= 0.
That is, A = −I2(ξ∗, η∗) and B = 0. Rearrange (A.7) and using the fact that S2(ξˆ, ηˆ) = 0,
we have
−AN
√
N(ξˆ − ξ∗) = 1√
N
S2(ξ∗, η∗) +B
√
N(ηˆ − η∗) + (BN −B)
√
N(ηˆ − η∗).
B = 0,
√
N(ηˆ − η∗) is bounded in probability. Hence, we know that
−AN
√
N(ξˆ − ξ∗) = 1√
N
S2(ξ∗, η∗) + op(1).
By the central limit theorem,
−AN
√
N(ξˆ − ξ∗) D→ N
(
0,Σ2(ξ∗, η∗)
)
,
where Σ2(ξ, η) = E
[
s2(ξ, η)s2(ξ, η)
T
]
. Then using Slutsky Theorem, we know that
√
N(ξˆ − ξ∗) D→ N
(
0, I−12 (ξ∗, η∗)Σ2(ξ∗, η∗)I
−1
2 (ξ∗, η∗)
)
.
Notice that B = 0 implies that the asymptotic distribution of ηˆ does not influence the
asymptotic distribution of ξˆ as long as ηˆ is root-N consistent.
A.3 Appendix for Chapter 5
1. Asymptotic properties for γˆ0 and Λˆ0
First we present asymptotic properties for the partial likelihood estimator γˆ0 and the
Breslow estimator Λˆ0. These results come naturally from Andersen and Gill (1982), and Lin
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(2007).
We impose the following assumptions:
A1. Let τ be the endpoint of the study. We assume that Λ0(τ) <∞.
A2. Let Bi(t) be the at risk process for ith subject, we assume that P (Bi(t) = 1) > 0 for
all t ∈ (0, τ ].
A3. The covariate space, X is a compact subset of Rp for some p ≥ 1.
A4. Let X˜i = (Xi, Yi) be the vector of covariates included in the Cox model (5.3). Some
further definitions are:
S(0)(γ, t) =
1
n0
∑
i∈V0
Bi(t) exp{γ′X˜i},
S(1)(γ, t) =
1
n0
∑
i∈V0
X˜iBi(t) exp{γ′X˜i},
S(2)(γ, t) =
1
n0
∑
i∈V0
X˜⊗2i Bi(t) exp{γ
′
X˜i},
E(γ, t) =
S(1)(γ, t)
S(0)(γ, t)
,
V (γ, t) =
S(2)(γ, t)
S(0)(γ, t)
− E(γ, t)⊗2,
where X˜⊗2i = X˜iX˜
′
i . Notice that all the quantities defined above are based on the simple
random sample portion of the data. Let s(0), s(1), s(2) be the limiting values of S(0), S(1), S(2),
and define e = s(1)/s(0), v = s(2)/s(0) − e⊗2.
A5. The matrix Σ1 =
∫ τ
0
v(γ, t)s(0)(γ, t)λ0(t)dt is positive definite.
A6. The Lindeberg condition as Assumption C from Andersen and Gill (1982).
Using the above assumptions, it is easy to know that the partial likelihood estimator γˆ0
has the following asymptotic normal distributions:
n
1/2
0 (γˆ0 − γ∗) D−→ N(0,Σ−11 ),
In addition, n1/20 (Λˆ0(t)− Λ0(t)) converges to a zero-mean Gaussian process where covariance
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function at time (t, s) is
[∫ t
0
e(γ∗, u)λ0(u)du
]′
Σ−11
[∫ s
0
e(γ∗, u)λ0(u)du
]
+
∫ min(t,s)
0
λ0(u)
s(0)(γ∗, u)
du.
2. Consistency of ξˆP
Recall that the log-likelihood function is
lN(ξ,Λ0, G) =
∑
i∈V
log fξ,Λ0(Ti,∆i, Yi|Xi)+
∑
i∈V
log g(Xi)+
∑
j∈V¯
log
{∫
x
fξ,Λ0(Tj,∆j, Yj|x)dG(x)
}
.
The profile likelihood function is
plN(ξ) = max
G∈G
lN(ξ,G,Λ0).
The estimated log-likelihood lˆN(ξ,G) is the same as lN(ξ,Λ0, G) except that Λ0 is replaced
by Λˆ0. In addition, p̂lN(ξ) = maxG∈G lˆN(ξ,G).
In order to prove the consistency and asymptotic normality property of our proposed
estimator ξˆP , we need to impose additional assumptions:
A7. The parameter space Ξ is a compact subspace of Rq, and that the true underlying
value ξ∗ lies in the interior of the parameter space.
A8. f(T,∆, Y | X; ξ) is continuous in both (T, Y ) and ξ and is strictly positive for all
(T,∆, Y,X) and ξ ∈ Ξ. Furthermore, the partial derivatives ∂f(T,∆, Y | X; ξ)/∂ξi and
∂2f(T,∆, Y | X; ξ)/∂ξi∂ξj, for i, j = 1, ..., q, exist and are continuous for all ξ ∈ Ξ. The
same condition is also assumed for f(T,∆, Y ).
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A9. The class of functions
F ≡
{ ∂
∂ξ
log fξ,Λ0(T,∆, Y | X) +
∂
∂ξ
log
∫
x
fξ,Λ0(T,∆, Y | x)g(x)dx : ξ ∈ Ξ, t ∈ [0, τ ]
}
is P-Donsker with square-integrable envelop function.
A10. The class of functions
G ≡
{ ∂2
∂ξ∂ξT
log fξ,Λ0(T,∆, Y | X)+
∂2
∂ξ∂ξT
log
∫
x
fξ,Λ0(T,∆, Y | x)g(x)dx : ξ ∈ Ξ, t ∈ [0, τ ]
}
is Glivenko-Cantelli and bounded in L1(P ).
A11. The estimator ∂
∂ξ
log fξ,Λˆ0(T,∆, Y | X)+ ∂∂ξ log
∫
x
fξ,Λˆ0(T,∆, Y | x)g(x)dx belongs to
F . The estimator ∂2
∂ξ∂ξT
log fξ,Λˆ0(T,∆, Y | X) + ∂
2
∂ξ∂ξT
log
∫
x
fξ,Λˆ0(T,∆, Y | x)g(x)dx belongs
to G .
A12. J(ξ) is finite and positive definite at ξ∗.
Using the fact that Λˆ0 is a consistent estimator for Λ0, and − 1N ∂
2plN (ξ)
∂ξ∂ξT
P−→ J(ξ), it can
be shown that
− 1
N
∂2p̂lN(ξ)
∂ξ∂ξT
P−→ J(ξ)
holds uniformly for ξ in parameter space. This comes naturally from Lemma 1 of Yuan and
Jennrich (2000). In addition, let Uˆ(ξ) be the score equation of the profile likelihood p̂lN(ξ).
That is, Uˆ(ξ) = ∂p̂lN(ξ)/∂ξ. It can be shown that
1
N
Uˆ(ξ∗)
P−→ 0.
Using Assumption A12, we know that J(ξ) is invertible. Hence, we can apply a result of
Foutz (1977), which uses Inverse Function Theorem to prove that our proposed estimator is
a consistent and unique solution to the likelihood equations.
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3. Asymptotic normality of ξˆP
The smoothness conditions of Theorem 1 in Murphy and Van der Vaart (2000) can be
verified based on the assumptions A7 - A11. Using this theorem, we know that for any
random sequence ξ˜ P−→ ξ∗,
p̂lN(ξ˜) = p̂lN(ξ∗) + (ξ˜− ξ∗)T
∂p̂lN(ξ∗)
∂ξ
+
1
2
(ξ˜− ξ∗)T ∂
2p̂lN(ξ∗)
∂ξ∂ξT
(ξ˜− ξ∗) + oP (
√
N ||ξ˜− ξ∗||+ 1)2.
Using the similar argument as Corollary 1 from Murphy and Van der Vaart (2000), we
know that our proposed estimator ξˆP is asymptotically normal, and has the asymptotic
expansion
√
N(ξˆP − ξ∗) =
[
− 1
N
∂2p̂lN(ξ∗)
∂ξ∂ξT
]−1(
1√
N
∂p̂lN(ξ∗)
∂ξ
)
+ op(1).
We already proved that − 1
N
∂2p̂lN (ξ)
∂ξ∂ξT
P−→ J(ξ). Let Gˆξ be the maximizer of G 7→ lˆN(ξ,G),
then
1√
N
∂p̂lN(ξ)
∂ξ
=
1√
N
N∑
i=1
{
Ri·∂fˆξ(Ti,∆i, Yi | Xi)/∂ξ
fˆξ(Ti,∆i, Yi | Xi)
+(1−Ri)·
∫
x
∂fˆξ(Ti,∆i, Yi | x)/∂ξdGˆξ(x)∫
x
fˆξ(Ti,∆i, Yi | x)dGˆξ(x)
}
.
Using Liapunov’s central limit theorem, we have
1√
N
∂p̂lN(ξ)
∂ξ
D→ N(0,Σ(ξ)),
where Σ(ξ) = var{M(ξ)}. The definition of M(ξ) is given by (5.11). Finally, using Slutsky
Theorem, we conclude that
√
N(ξˆP − ξ∗) D→ N
(
0, J−1(ξ∗)Σ(ξ∗)J−1(ξ∗)
)
.
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