Sometimes, it is difficult to cope with a good set of values for the parameters of an algorithm that solves an specific optimization problem. This work presents a methodology for fine-tuning the parameters of a Simulated Annealing (SA) algorithm solving the Bridge Club (BC) problem. The methodology uses Covering Arrays as a tool that evaluates a set of values for the parameters of the SA so that it achieves its best performance when solving BC. The results in the experiments performed show that, using this methodology, the SA reached the optimal solution of the BC problem with a relatively small number of evaluations, in comparison with other strategies that solves BC.
INTRODUCTION
The Bridge Club (BC) problem has been considered as a case of study in discrete optimization. This problem, in appearance simple, arises as a complex problem when solved by an exact approach. The Bridge Club problem and its optimal solution are defined in (Elenbogen and Maxim, 1992) .
BC has been solved using several approximated approaches: greedy algorithm (Elenbogen and Maxim, 1992) , partial branch & bound (Elenbogen and Maxim, 1992) , steepest descent (Elenbogen and Maxim, 1992) , annealed search (Elenbogen and Maxim, 1992), Kreher, et. al. (Kreher et al., 1996) , Genetic Algorithm (Simpson, 1997) , tabu search (Morales, 1997) . Even though some of these techniques are sensitive to the values of its parameters, few is known about how good such values are (Simpson, 1997) . Table 1 compares the reported algorithms that solve the BC problem. First column shows the name of the methods. The second and third columns show the best solution and time spent by each algorithm, respectively. The last column shows the number of evaluations of the cost function used by each algorithm to reach their best reported value. The best values for the parameters of an algorithm are estimated according with the problem that is solved. Several strategies to choose these values can be found in the literature. Generally, the best values for an algorithm are determined through an experimental design. Sometimes, these values are taken from the literature (Laarhoven and Aarts, 1987) . Some other are just chosen without validating its effectiveness. More recent approaches try new techniques based on factorial designs (Díaz and Laguna, 2006) .
In the search for the best solution of a problem we try to find the best values for its parameters and the parameters of the algorithm that solves it. The parameters of a problem are the ones that are defined according with its definition. Among these parameters are the neighborhood function, the evaluation function, initial solution and internal representation. The parameters of an algorithm are those that do not need the definition of the problem to be specified. Some examples of algorithm parameters are temperature and population. Most of the time, the selection of the values for the parameters of the problem is independent from the parameters of the algorithm. This way of choosing values represents an area of opportunity in the sense that, combining both kind of parameters we can choose their values in one experimental design and we can exploit the relationship that can exist between the parameters of the algorithm and the parameters of the problem.
In order to show the effectiveness of a methodology for fine-tuning parameters of both the algorithm and the problem, this paper proposes a methodology based on Covering Arrays (Lopez-Escogido et al., 2008) . The proposed methodology fine-tunes the parameters of a solution for the Bridge Club problem via Simulated Annealing.
This document is organized as follows. Section 2 shows the details about the implementation of the Simulated Annealing that solves the Bridge Club problem. Section 3 describes the methodology used to tune the parameters of the Simulated Annealing as well as the parameters of the problem. Section 4 shows the results of applying the tuning process in the solution of the Bridge Club problem through the Simulated Annealing algorithm. Finally, section 5 presents the conclusions derived from this research work.
SIMULATED ANNEALING
The Simulated Annealing Algorithm(SA) first introduced by S.Kirkpatrick (Kirkpatrick, 1983 ) is inspired in statistical mechanics. The parameters of the SA are the cooling schedule and the stop criterion. The parameters of the BC problem are the internal representation of the solution, the initial solution, the neighborhood function and the evaluation function.
The cooling schedule refers to an initial temperature T 0 , a final temperature T f , a cooling factor α, the frozen parameter Γ (number of consecutive Markov chains without improvement) and the length of a Markov chain L. In addition, in order to determine the moment in which the SA ends, a number of evaluations I is used. Once that the evaluation function is performed I times, the SA exits and reports the best solution achieved.
The solution representations for the BC problem are based in the matrix representations proposed in (Simpson, 1997) (Elenbogen and Maxim, 1992 ) (representation R a ) and a new representation (representation R c that fixes the group A in the initial solution in the first column of the representation proposed by (Elenbogen and Maxim, 1992) .
The initial solution for all the representations is randomly generated. The values of the matrix M with representation R a will be randomly chosen between {1, 2, ..., 12} or between {A, B,C} otherwise. In this approach we tested three evaluation functions. The first one Π 1 (M ) shown in Equation 1 and defined in Elenbogen, et al. (Elenbogen and Maxim, 1992) .
Two other evaluation functions are analyzed in the solution of the BC problem. The evaluation function Π 2 (M ) rises to 4 instead of 2 the difference (m i j − 2). The evaluation function Π 2 (M ) obtains the absolute difference instead of a power. Any evaluation function Π must be minimized by the SA algorithm to achieve the optimal solution.
This research work proposes three methods to The SA stops the search for a solution for the BC problem when one of the following criteria are met: the system get frozen, the final temperature T f has been reached, the maximum number of evaluations I has been exceeded or the optimal solution has been found, i.e., Π(M ) = 12, for a particular value of M .
The next section describes the tuning process followed to find the best values for the parameters of the SA to solve the BC problem.
FINE-TUNING OF THE SA
Fine-tuning of parameters is the process of adjusting the parameters of an algorithm to solve a problem. Several works like (Barr et al., 1995) , (Fink and S., 2002) have addressed the importance of performing a calibration of the parameters in heuristic and metaheuristic approaches. Related works about methodologies that can be followed to perform a fine-tuning are shown in (Díaz and Laguna, 2006) , (Fidanova et al., 2009) , (Taguchi, 1994) .
A Covering Array(CA) (Lopez-Escogido et al., 2008) is an array M of size N × k consisting of N vectors of length k with entries from 0, 1, . . . , v − 1 (v is the size of the alphabet) such that every one of the v t possible vectors of size t occurs at least once in every possible selection of t elements from the vectors. The parameter t is referred to as the covering strength.
This process is based in a set of instances β of a problem P and in a Covering Array CA(N;t, k, v) to study the effect of the interaction between parameters in the solution of P using an algorithm A.
In the CA, the value k is the number of parameters of the algorithm A and the problem P object of the fine-tuning. The value of the alphabet v will correspond to the cardinality of the set of values for the parameters considered in the tuning process. The level of interaction between parameters is initialized to t = 2. During the process, the performance ϕ t of the algorithm solving the problem P with a level of interaction t is measured. If the performance is improved, the values of the parameters of P and A are adjusted in order to find better solutions. If the performance ϕ t is no longer improved, the interaction level t is increased by one only if ϕ t − ϕ t−1 > ε. ε is a threshold selected so that the fine-tuning process halts in a suitable amount of time. Every time that the level of interaction t is increased then a new CA(N;t, k, v) must be constructed. The next section presents the experiments done to tune the values of the parameters of the Simulated Annealing to solve the BC problem using the methodology described in this section. 
EXPERIMENTAL RESULTS
The methodology described in Section 3 was used to fine-tune the parameters of the Simulated Annealing in order to solve the BC problem.
The initial values selected for the parameters during the tuning process are shown in Table 2 . The first column shows the parameter, the last 3 columns are the values selected for that parameter. Table 3 , in the first column, shows the first CA(14; 2, 10, 3) used for the tuning process. The alphabet for this CA is shown in the Table 2 . Each digit from left to right correspond to a parameter shown in Table 2 . The values 0, 1 and 2 correspond to values in the columns 2, 3 and 4, in Table 2 , respectively.
The BC problem was solved using the SA and the CA shown in the first column of Table 3 . The BC problem was solved 31 times by each configuration. Table 3 summarizes the results obtained during the fine-tuning process using a level of interaction of two t = 2. Column 2 shows the best solution achieved by each configuration. Column 3 shows the number of times that the optimal solution was reached. Column 4 presents the average cost of a solution using a specific configuration. Column 5 presents the average time measured in seconds that the SA spent in finding the optimal solution. Column 6 is the average number of times that the evaluation function was computed during the SA. Column 7 shows the average number of times that the SA needs to compute the evaluation function in order to find the optimal solution.
The results presented in Table 3 show a low quality in the solution achieved by the SA using the combination of the values described by CA(14; 2, 10, 3). The best configuration just achieved the optimum value 19% of the times. The solutions of the SA averaged a distance of 168% over the optimal solution, in the best case.
In order to improve the performance of the SA when solving the BC, the level of interaction between parameters t was increased. A new Covering Array CA(54; 3, 10, 3) was used. The results obtained were significantly improved. The best configuration achieved the optimum value in 54% of the cases. The solutions of the SA averaged a distance of 6% over the optimal solution. And with respect to the number of evaluations performed by the SA to find the optimal solution, it averages 25458 evaluations. In general, the time spent by the SA in finding a solution was around 0.81 seconds. The improvement achieved in the next level of interaction t = 4 did not surpass the threshold ε. The fine-tuning process halted at this point. The SA algorithm performed better with the configuration 2010002110 for the SA algorithm and BC parameters.
CONCLUSIONS
This document presents a methodology for finetuning the parameters of the SA and the BC problem. The methodology relies on the use of a CA to perform the parameters tuning.
The fine-tuning process adjusts the values of the set of parameters formed by the parameters of the SA and the parameters of the Bridge Club problem. An initial interaction of level two (a CA of strength t = 2) was initially proven, the best configuration achieved the optimal solution 19% of the times it was runned. In general, it averaged a 168% above the optimal solution. When increasing the level of interaction to three (a CA of strength t = 3), the best configuration found the optimal solution in 54% of the times and its average distance from the optimal was reduced to 6%, a dramatical change with respect to the interaction of level t = 2. No significative change in the performance of the SA were achieved with greater level of interaction.
The SA algorithm improves the reported results by other approaches. The methodology shows that the performance of an algorithm can be dramatically affected by the interaction level between the parameters involved. In our case of study, an interaction level of value three t = 3 was sufficient to find satisfactory values for the parameters of the SA in order to get a good performance in solving the BC problem. Finally, we can conclude that the Covering Arrays, as part of experimental designs, are valuable tools for fine-tune parameters associated with an algorithm and the problem being solved.
