Human sensory processing is inherently noisy: if a participant is presented with the same set of stimuli multiple times and is asked to perform a task related to some property of the stimulus by pressing one of two buttons, the set of responses generated by the participant will differ on different presentations even though the set of stimuli remained the same. This response variability can be used to estimate the amount of internal noise (i.e. noise that is not present in the stimulus but in the participant's decision making process). The procedure by which the same set of stimuli is presented twice is referred to as double-pass (DP) methodology. This procedure is well-established, but there is no accepted recipe for how the repeated trials may be delivered (e.g. in the same order as they were originally presented, or in a different order); more importantly, it is not known whether the choice of delivery matters to the resulting estimates. Our results show that this factor (as well as feedback) has no measurable impact. We conclude that, for the purpose of estimating internal noise using the DP method, the system can be assumed to have no inter-trial memory.
Introduction
In a typical 2-alternative forced choice (2AFC) experiment the human participant is presented with two sensory stimuli on every trial: one contains a signal with some added noise, while the other contains noise alone. The observer is required to choose the stimulus containing the signal, and the task is repeated for N trials. The two noise samples presented on an individual trial are distinct from the other N À 1 trials, while the intensity of the signal is adjusted to yield threshold performance ($75% correct responses). A second experiment is then run (referred to as 'double pass') in which the same N trials are presented to the participant. This means that, on each trial, the noise samples are identical to those used in the previous experiment, the signal to be detected is added to the same stimulus, and everything shown to the observer is identical to what was shown during the previous experiment. In other words, the two passes of a given trial are identical in terms of the external stimulation delivered to the participant. If the participant were to operate in a purely deterministic fashion as a function of the input stimulus, then it is expected that she/he would generate the same response on both passes of a given trial. It is perhaps surprising that, in a typical experiment, the same response happens only on roughly three out of four trials (Burgess & Colborne, 1988; Green, 1964; Neri, 2010) .
This common finding leads to the conclusion that the specific choice generated by a human participant on a given trial is not a deterministic function of what is happening on the monitor but also depends, to a large extent, on a loud source of variability that is not under direct experimental control: internal noise (Barlow, 1956; Pelli, 1990) . The importance of this source of variability was first emphasized by Green (1964) . Over the decades that followed, some important studies (e.g., Burgess & Colborne, 1988) have added relevant knowledge, but there has been no attempt to provide a more comprehensive view of this phenomenon until more recently (Neri, 2010 ). An issue of significance to this approach, and one that has so far remained unresolved, is whether the internal noise estimates obtained using the DP methodology depend on the manner in which the repeated sequence of stimuli is presented to the participant. While planning an experiment of this kind, it seems important to have some knowledge of whether the spatial and temporal structure of the experiment (i.e. how stimuli are presented within a given trial and across trials) has any significant effect on the estimation of internal noise; yet this issue has never been addressed before. The goal of our study was to rectify this anomaly in the literature and, in so doing, offer some preliminary guidelines for designing double-pass experiments in the future.
It is important to note that, following previous work (Burgess & Colborne, 1988; Green, 1964; Neri, 2010) , we are not interested here in the source of the internal noise, but only in the estimation of this noise. Furthermore, it is impossible to tackle this problem quantitatively without some model of how the decisional process that leads to the participant's choice operates. In line with previous treatments of this topic (Burgess & Colborne, 1988) we rely on the standard signal detection theory (SDT) approach (Green & Swets, 1966; Neri, 2010) . This framework is particularly useful because it bypasses the specifics of individual stimuli and experimental protocols (Neri, 2010) , allowing us to estimate and compare internal noise for different stimuli (auditory versus visual) and conditions (spatial versus temporal 2AFC, as well as different double-pass strategies). We found that the specific choice of double-pass strategy had no impact on the estimated internal noise within the resolution of our measurements (see Section 4).
Methods

Auditory experiments
On each trial the participant was asked to press button 1 for sounds of increasing frequency and button 2 for sounds of decreasing frequency. Six participants with reported normal hearing took part in the experiments. Participants were familiarized with the task during three preliminary training blocks of 20 trials each. Trials were then collected in blocks of 100 at a fixed signal-to-noise level; this level was chosen to target threshold performance (d 0 $ 1). Auditory feedback (correct/incorrect) and a pause of 1 s followed each trial. The stimulus of increasing frequency consisted of 13 temporal segments, each lasting 20 ms (total stimulus duration 260 ms) and with frequency content ranging from 1267 Hz in the first segment to 3207 Hz in the last segment on 'low-pitch' trials, or from 3430 Hz to 8680 Hz on 'high-pitch' trials (in approximately 1/10 octave steps). The stimulus of decreasing frequency was created similarly but contained a mirrored frequency range. These ranges were selected to correspond to equal levels of perceived loudness on the Equal-Loudness Level Contours as defined in the International standard ISO 226:2003. Because the selected frequency ranges were fixed throughout the experiment, the stimulus (signal and noise) was defined by an amplitude and a phase matrix, each of size 13 Â 15 (13 temporal segments and 15 frequency levels: [1267 1352 1443 1541 1644 1755 1874 2000   2140 2289 2449 2620 2802 2998 3207] Hz for low pitch trials  and [3430 3670 3926 4200 4492 4806 5141 5500 5871 6267  6690 7141 7622 8136 8685 ] Hz for high pitch trials). The signal amplitude is represented by an identity matrix, i.e. a diagonal modulation over time and frequency. Each element of the noise amplitude matrix followed a Rayleigh distribution (with r = 1) and was also randomly assigned. Each element of the phase matrix followed a uniform distribution between Àp and p and was randomly and independently assigned for each trial, stimulus and element. The same phase matrix was assigned to both signal and noise (added in-phase). For the purpose of generating the physical stimulus all sounds were monaurally sampled at 20 kHz (i.e. approximately double the sampling frequency (8680 Hz) in line with Nyquist theorem). Stimuli were presented through high-quality headphones (Sennheiser) and were calibrated at 68 dB using a sound pressure level meter. Internal noise estimates did not differ between 'lowpitch' and 'high-pitch' trials (at p > 0.05 using Wilcoxon signedrank test); we therefore combined data from the two trial types. We collected 3.8 ± 1.4 K trials per participant (mean ± SD across participants) in roughly equal number for the three different DP strategies. Fig. 1 shows examples of the auditory stimulus.
Visual experiments
Ten participants performed the same task on both visual experiments (temporal and spatial 2AFC). We presented two stimuli on each trial: one stimulus contained four horizontal Gabor patches (grating wavelength = 1 deg, cosine phase, SD of Gaussian envelope = 0.5 degrees, contrast 100%), the other stimulus four vertical ones. Stimulus duration was 200 ms. Task was to identify (on a touch screen) the vertical stimulus. Gaussian-distributed orientation noise was added to each Gabor patch by rotating the patch around its initially assigned vertical/horizontal orientation (each patch was assigned a noise sample independently of all other patches). A preliminary staircase procedure was used to set the noise level for each participant (66 ± 14 degrees mean ± SD across participants) to target threshold performance. In the spatial 2AFC experiments the two stimuli were presented simultaneously, one above and one below fixation (eccentricity of 11 degrees). In the temporal 2AFC experiments they were presented at the same Fig. 1 . Example of two low pitch trials (1-3 kHz range), one with increasing frequency (A-C, labeled 'Up Signal') and one with decreasing frequency (D-F, labeled 'Down Signal'). Observers were asked to decide, on each trial, whether the stimulus contained the Up (A) or the Down (D) signal. The final stimulus (C and F) was obtained by adding spectrotemporal noise (B and E). eccentricity (randomly above or below) but in sequential order: the first stimulus was presented, followed by a pause (200 ms), followed by the second stimulus. Trial-by-trial feedback (correct/ incorrect) was provided in both experiments, except for the condition where we deliberately removed feedback to study its potential effect (Fig. 6) . We collected an average of 1.8 ± 600 K trials per participant (mean ± SD across participants) for the spatial 2AFC experiments and 2.7 ± 1.4 K trials for the temporal 2AFC experiments in roughly equal number for the three different DP strategies. Fig. 2 shows examples of the visual stimulus (spatial 2AFC version); top diagrams show magnified images of the target patch to demonstrate more clearly its appearance in the absence/presence of orientation noise. Visual stimuli for the temporal version of the experiment were very similar except they presented upper and lower patches separately in successive intervals.
Different strategies for second-pass delivery
When designing double pass experiments, the experimenter must decide on how trials in the second pass are to be delivered. We tested three different strategies, two of which ('chronological order' and 'permuted order') have been used before in the literature (e.g. Conrey & Gold, 2009; Neri, 2010) . In the 'one-by-one' strategy, we repeated each stimulus immediately: trial number 2 showed the same stimulus presented on trial number 1, trial number 4 showed the same stimulus presented on trial number 3, and so on. In the 'chronological order' strategy, we presented the first sequence of distinct N stimuli and then repeated them in the same order. In the 'permuted order' strategy, we repeated the N stimuli in randomly permuted order (i.e. when presenting a trial in the second pass, a randomly selected trial from the first pass is repeated with the condition that no two trials are selected twice). At the end of the project, we informally queried participants as to whether they had noticed that some stimuli were being presented more than once; none of the participants reported noticing any repetition pattern for any of the three presentation strategies.
Internal noise estimation
The procedure we adopted in this article has been detailed in previous publications (Burgess & Colborne, 1988; Neri, 2010) . Briefly here, for a 2AFC task we assume that the internal response before the addition of internal noise follows a normal distribution for the non-target stimulus, and a normal distribution with mean d 0 in for the stimulus containing the target. Each response is added to a Gaussian noise source with standard deviation r i ; only this noise source differs for repeated presentations and represents internal noise. On each trial, the model selects the stimulus associated with the largest response (this decision rule is equivalent to taking the difference between target and non-target distributions, which results in a Gaussian distribution with mean different from 0, and applying a threshold of 0). Different d Notice that in the above-detailed framework the internal response of the system is defined in units of external noise SD: this quantity is implicitly set to 1. There is no other meaningful unit in which to define the internal response (Green & Swets, 1966) ; for a noiseless system, d
0 is defined in these same units. Consequently, the SD of the internal noise source r i is also defined in units of external noise SD, i.e. internal noise is defined as a fraction of external noise (with reference to SD). This is the only unit in which this quantity can be measured as it is defined in psychological space (not in the space of the stimulus, see Green (1964) ) and, as such, can only be measured with reference to the natural units of that space (Burgess & Colborne, 1988; Neri, 2010) . Strictly speaking, the protocol used for the auditory experiments (Section 2.1) was not 2AFC because only one stimulus (increasing or decreasing frequency) was presented on a given trial, however the same methodology for estimating internal noise can be applied provided bias was negligible (we did not measure any significant response bias across participants). For the bias-free case, symmetry considerations imply that choices made on increasing-frequency trials and choices made on decreasingfrequency trials can be treated using the same framework: both involve a Gaussian distribution (with same SD determined by external and internal noise) truncated at the same threshold point for generating the response. The threshold point (criterion) is the mean between the two distributions; we can set it to 0 without loss of generality. The model then reduces to a decision variable with a Gaussian distribution having a mean value of d 0 in and SD determined by external and internal noise: the same model described above for the final decision variable in the 2AFC task.
Statistical analysis
To compare among the three different strategies in terms of the estimated internal noise and sensitivity, we applied a Wilcoxon Fig. 2 . Visual stimulus used in the spatial 2AFC experiments. A shows the stimulus as it appeared on the monitor; it consisted of a central fixation cross and two patches, one above and one below fixation. One of the two patches (top in this example) contained vertical Gabor elements, while the other patch (bottom) contained horizontal elements. In the absence of noise (B), all elements within a given patch were oriented as just described (either vertical or horizontal). Observers were asked to select the vertically oriented patch. In the presence of orientation noise (C), individual elements were randomly and independently tilted around their initial orientation. Refer to Section 2 for further details on the stimulus. signed-rank test (a non-parametric paired difference test) to all three possible pairwise combinations of DP strategies (chronological vs one-by-one, chronological vs permute, and one-by-one vs permute) without correcting for multiple comparisons. Because multiple comparison correction would serve to reduce the p threshold for significance, and because we did not find any significant difference at the uncorrected p threshold value of 0.05, our conclusions would be made stronger by correcting for multiple comparisons. We deliberately avoided the correction in the first instance to detect potential effects with a lax criterion. We then applied Friedman tests (one-way repeated measures analysis of variance by ranks) to further confirm our results from the Wilcoxon signed-rank tests. All our tests, whether corrected or uncorrected, returned the same answer of no significant difference in internal noise for the three different DP strategies we studied. We did not use parametric statistical tests, namely t-test and AN-OVA, because Shapiro-Wilk normality tests indicated that not all datasets are normally distributed.
Simulations
The simulations were similar to those described in Section 2.4. For each iteration, we simulated N trials of an observer with fixed d 0 in and r i and computed the corresponding q and a values. We then applied the estimation procedure described in Section 2.4 to obtain an estimate of r i for that iteration. We ran 100 iterations per condition: in Figs. 8 and 9 we plot the median across these 100 iterations, together with the corresponding 25-75th percentile range, for the following values of N (number of trials): 100, 200, 500, 1000, 2000, 5000, 10,000. For Fig. 9 , each iteration consisted of the following procedure. We simulated eight different observers with internal noise spanning the 0.6-2.6 range in logarithmic steps; this choice was motivated by an attempt to reproduce the conditions of our experiments. On each iteration, we first estimated internal noise for each observer separately, resulting in a set of eight internal noise estimates. We then repeated the process after resetting the internal noise intensity associated with each observer from its original value of x to a new value x Â (1 + k). We obtained a new set of eight internal noise estimates, which we compared against the original estimates using a Wilcoxon signed-rank test (similar to what was done throughout this article). If the difference was significant at a threshold value of p < 0.05, the corresponding k value was accepted as the minimum resolvable difference for that iteration; if the difference was not significant, we repeated the process for a larger value of k until significance was achieved, and the corresponding value was accepted for that iteration. As for the previous simulations, we ran 100 iterations of this procedure and plot the corresponding 25-75th percentile range in Fig. 9 as a function of number of trials.
Results
We tested three different strategies (one-by-one, chronological, and permuted) for estimating internal noise with visual and auditory stimuli using different protocols (e.g. spatial versus temporal 2AFC experiments), with and without feedback (see Section 2 for further details). two (different symbols refer to different participants); Fig. 3F -H plot the same for d 0 . There was no difference in sensitivity across the board (symbols fall around unity line in all plots): Wilcoxon signedrank tests return 0.68, 0.58, and 0.22 from left to right (Fig. 3F-H) and a Friedman test returns p = 0.56. This result is partly expected because we specifically tailored signal intensity to target the performance level of d 0 $ 1 in each participant (see Section 2), however we used the same threshold signal intensity for the three DP strategies so it is not inconceivable that there may have been differences in performance (see some marginal effects of this kind for the visual experiments detailed below). The results also show no significant difference (at p > 0.05) for the different strategies on the estimates for internal noise (signed-rank p values are 0.84, 0.11, and 0.93 from left to right in Fig. 3B-D ; Friedman test returns p = 0.36). A visual indication of this result is offered by symbols scattering around the unity line in all plots.
Auditory experiments
We conclude from these measurements that, at least insofar as the specific stimuli used in these auditory experiments are concerned (see Section 2), the specific choice of double-pass strategy had no detectable impact on the final estimate of internal noise. Please refer to Section 4 for considerations relating to the generalizability of these results. Fig. 4 plots results from visual experiments involving orientation discrimination of Gabor patch arrays (see Section 2); plotting conventions are identical to those used in Fig. 3 . Because 2AFC experiments in the visual modality are typically of the spatial kind (i.e. the two stimuli are delivered to the participant at different spatial locations and the participant is asked to choose for example the stimulus on the left as opposed to the one on the right), we initially performed these experiments using a spatial 2AFC protocol (see Section 2).
Visual experiments (spatial 2AFC)
Similarly to the auditory experiments, there was no effect of double-pass strategy on the internal noise estimates we obtained from the visual experiments. Symbols generally fall around the unity line in Fig. 4B-D ; it appears that there were potential outliers, however it is important to keep in mind that these are not unusual for a relatively large set of measurements such as the one we report here. Signed-rank tests return p-values of 0.57, 0.10, and 0.62 (Fig. 4B-D) , and the Friedman test returns p = 0.58.
Differently from the auditory experiments, we found two instances of a small difference in sensitivity: estimates obtained from the chronological order strategy were slightly smaller than: (1) those obtained from the one-by-one strategy, as indicated by the fact that symbols in Fig. 4F fall above the unity line at p = 0.009 (Wilcoxon signed-rank test); and (2) those obtained from the permute-order strategy (Fig. 4G , p = 0.037; this value does not survive Bonferroni correction for multiple comparisons at b = 0.017). There is no difference between permute order and one-by-one strategies (Fig. 4H , p = 0.92) and the above-detailed differences do not survive a Friedman test (p = 0.067). It should be noted that the effect is relatively small (average difference is $10% and $3% respectively).
We wished to verify that the lack of effect on the estimated amount of internal noise detailed above is not dependent upon the specific choice of presentation protocol for the stimulus; we therefore repeated the visual experiments using a temporal, rather than spatial, 2AFC paradigm (see Section 3.3).
Visual experiments (temporal 2AFC)
Fig . 5 shows the results from visual experiments involving stimuli as similar as possible to those used in the spatial 2AFC experiments detailed above, with the only difference that the presentation protocol involved two temporal rather than spatial intervals (see Section 2). There was no convincing effect of DP strategy on the estimated amount of internal noise: symbols fall around unity line in Fig. 5B -D (with some outliers) and signedrank tests return p-values of 0.23, 0.26, and 0.08. A Friedman test returns p = 0.02, however the indication of potential differences from this test is not supported by the paired comparisons from the signed-rank tests (see values above); the indication from the Friedman test is therefore not robust. Fig. 4 . Internal noise and sensitivity ðd 0 Þ estimates for the spatial 2AFC visual experiment. Same plotting conventions as in Fig. 3 . Fig. 6 . The effect of feedback (or lack thereof) on internal noise and d 0 estimates. We only tested the 'chronological order' strategy for this comparison. Similar plotting conventions to those adopted in Fig. 3 . There were significant differences in sensitivity. Estimates of sensitivity from the one-by-one strategy were larger than those obtained from both (1) chronological order strategy (points fall above the line in Fig. 5F ) with a p value of 0.027 (signed-rank) which does not survive Bonferroni correction at b = 0.017; (2) permute order strategy (points fall under the line in Fig. 5H ) with a p value of 0.005 (signed-rank test) which does survive Bonferroni correction. Chronological and permute strategies were similar (signed-rank test, p = 0.76), but Friedman returned p = 0.008 < 0.05 suggesting an effect of DP on sensitivity which, in this case, is also supported by the signed-rank tests. We do not have a ready explanation for this effect. In this context we notice that the effects on sensitivity we measured for the spatial version of the experiments (Section 3.2) are not consistent with those detailed above for the temporal version: sensitivity estimates from the one-by-one strategy were larger than those obtained from the permute order strategy in the temporal version, but similar in the spatial version. It seems therefore unlikely that a simple explanation may account for all effects from both datasets.
We found that internal noise estimates obtained using the temporal 2AFC protocol were not statistically different from those obtained using the spatial 2AFC protocol (p = 0.50, Wilcoxon signedrank test). We conclude from this result that the choice of stimulus presentation (temporal vs spatial) has no effect on internal noise estimates.
Effect of trial-by-trial feedback
Within the context of potential inter-trial effects, we were also interested in studying whether trial-by-trial feedback may have a significant effect on our measurements. This is an important issue for DP experiments, because the feedback delivered during the first pass will be different from the feedback delivered during the second pass. This difference may be interpreted as a difference in the external stimulus presented to the observer during the two passes (even though the difference does not pertain to the visual stimulus per se), which would undermine the entire approach.
A possible solution is to play back the feedback associated with the first pass during the second pass (see Conrey & Gold (2009) for an example): feedback would be veridical (i.e. coupled with the response generated by the observer on a given trial) only during the first pass, while it would be decoupled during the second pass (i.e. the observer would receive feedback based on the response he/she gave to a given stimulus during the first pass, even though the response to that same stimulus during the second pass may have been different). A potential issue with this approach is that it may lead observers to adopt a slightly different strategy during the second pass due to unreliable feedback. More generally, it is not known whether feedback matters at all for the kind of measurements we are presently interested in.
Five participants repeated the spatial visual experiment with chronological order strategy but without feedback (550 ± 500 trials per participant). Fig. 6B and D compare estimates with feedback (plotted on the y axis) versus those without feedback (x axis); both d 0 and internal noise show no significant difference (Wilcoxon signed-rank returns p = 1 and p = 0.81 for internal noise and d 0 respectively), indicating that feedback is irrelevant for the purpose of estimating internal noise using the DP methodology.
Discussion
Summary of results
To summarize our results and to check for potential correlations between estimates of internal noise and estimates of sensitivity, Fig. 7 plots d 0 (y axis) versus internal noise (x axis) from all our experiments for both modalities (black for auditory, light gray for spatial visual and dark gray for temporal visual with different symbols referring to different participants), presentation protocols and DP strategies. Values for d 0 are distributed around 1 (horizontal dashed line), as expected from our experimental protocol (see Section 2). Values for internal noise fall within the range reported in previous work (Neri, 2010) with a mean of $1.6. There was no effect of different modality/protocol/DP-strategy on the estimates of internal noise we report here. Also consistent with previous work (Neri, 2010) is the lack of any significant correlation between d 0 and internal noise (r = À0.09, p = 0.42). This lack of correlation indicates that the observed effects of DP strategy on sensitivity (see Section 3.3) did not reflect, directly or indirectly, potential effects of DP strategy on internal noise.
Potential relations to previous literature on inter-trial dependencies
There is substantial evidence of sequential dependencies in behavioral data, stretching back to the first half of the 20th century (e.g. Skinner, 1942; see Stewart, Brown, and Chater (2002) and Martini (2010) for more recent examples). Particularly relevant in the present context is previous work on detection of threshold signals (Senders & Sowards, 1952; Verplanck, Collier, & Cotton, 1952) where it was shown that the response generated on a given trial is not independent from the response given on preceding trials, i.e. a form of inter-trial memory. Based on these earlier findings, it may be expected that the specific DP strategy used to deploy the second pass would affect the resulting estimates of internal noise. Consider for example the comparison between chronological order strategy and one-by-one strategy: in the former the sequential order of the input stimuli is preserved between the two passes on a 50-trial cycle, while in the latter it is preserved from trial to trial. Because sequential effects decrease with trial cycle length (Monto, Palva, Voipio, & Palva, 2008) , we may expect less response consistency in the former case, and consequently higher internal noise estimates.
This is not what we observed. As detailed previously, there was no effect of DP strategy on our estimates. It is possible that sequential effects were operating in our experiments but that their impact on our estimates was too small to be measurable: although intertrial effects are measurable and reproducible with sufficient data mass (Laming, 1979; Monto et al., 2008) , the size of the effects is small (inter-trial correlations in the order of 10%) and decay quickly with trial cycle (as already mentioned). As we discuss in more detail in the next section, our protocols/procedures would not reliably resolve effects smaller than $10%. Alternatively, our results would indicate that observers generated their response on a given trial based on what they saw (or heard) on that trial, regardless of what came before it.
Sequential effects have often been associated with intrinsic properties of behavior, e.g. a tendency to switch from one response to the alternative response (Verplanck, Collier, & Cotton, 1952) . It is therefore reasonable to expect that these effects may depend on feedback: in the absence of feedback, participants may apply a switching strategy of this kind; the presence of feedback, however, would signal that target location is uncorrelated with their intrinsic tendency to produce a given response pattern and may encourage them to ignore it. This line of reasoning motivated us to study potential effects of feedback on our estimates, but once again we were unable to measure any effect of this manipulation (Fig. 6 ).
Resolution of our measurements
It is inevitable that our conclusions only apply within the resolution limits of our measurements. As we mentioned briefly above, it is possible that sequential effects as well as other perceptual mechanisms specific to different DP strategies had an impact on our estimates, but that such impact was beyond the resolution of our procedures. The following question then becomes relevant: what is the resolution of our procedures? In other words: how large is the smallest differential effect of DP strategy that can be detected by our protocols/measurements? To provide at least a tentative answer to this question, we simulated a 2AFC task performed by a synthetic observer with a fixed amount of internal noise over an increasing number of trials ranging from 100 to 10,000 (see Section 2 for details). Fig. 8A plots the 25-75th percentile range for simulated estimates corresponding to an internal noise intensity of 1.3. For 100 trials (leftmost symbol), the estimates span a large range (0.1-0.7) around the expected value of 1.3 (indicated by dashed line). As the number of trials is increased the range is reduced significantly. We obtained similar results for an internal noise intensity of 0.6 (Fig. 8B ) and 2.6 (Fig. 8C) , except there was lower variability for the former and higher variability for the latter as expected (measurement noise is affected by the intrinsic noisiness of the system).
We then ran a different set of simulations in which eight synthetic observers, with internal noise intensities spanning the 0.6-2.6 range, performed the 2AFC task for an internal noise value of x Â (1 + k), and increased k until the set of x values corresponding to the eight observers could be discriminated at a preset statistical level (p < 0.05 on a Wilcoxon signed-rank test) from the set of x Â (1 + k) values (see Section 2 for more details). Fig. 9 shows the resulting values for k; as expected, this value decreases as the number of trials is increased. For the number of trials corresponding to our measurements (indicated by vertical dashed lines), the resolvable difference is in the order of 10-15%. Our conclusion that DP strategy does not affect internal noise estimates must therefore be interpreted with relation to effects that are not much smaller than about 15%; this conclusion is also consistent with the only instances in which we found empirical evidence of potential differences in sensitivity (Sections 3.2 and 3.3): the observed differences around 15% (e.g. one-by-one versus chronological order) were just significant, while smaller differences (e.g. 3% difference for one-by-one versus permute order) did not survive correction for multiple comparisons. It may well be that there are effects of DP strategy on internal noise in the range below 15%; we are not in a position to establish whether this may or may not be the case given the data at hand. We emphasize, however, that resolving differences much smaller than 15% would require numbers of trials in the order of 10 K, which is rather large by current standards in the literature. Our conclusions are therefore immediately relevant to most practical applications of the double-pass methodology.
Can we generalize?
When taken together, our results indicate that measurements of internal noise based on the double-pass methodology are robust to the specific choice of double-pass strategy. This is an encouraging result, not least because it provides a rationale for comparing estimates across studies that used different presentation strategies. A relevant question at this stage is how far can we generalize our results, i.e. will they apply to substantially different stimuli and/or tasks? For example, would we obtain the same results were we to use moving stimuli instead of static oriented Gabors?
We cannot answer this question without running the relevant experiment, and obviously we cannot run a different experiment for every possible stimulus of interest to vision/audition scientists. Our strategy in tackling this problem has been to run experiments for two different modalities, in the assumption that within- Fig. 8 . The effect of data mass (number of trials) on internal noise estimation. A-C show results for three different simulated values of internal noise (1.3, 0.6 and 2.6 respectively); the same input d 0 value of 1.5 was used for all three simulations. Symbols plot median value of estimated internal noise across 100 simulations; error bars plot 25-75th percentile range. Dashed lines indicate simulated value. The indicated number of trials refers to one pass only; the total number of trials that would be needed for the corresponding double-pass experiment is therefore twice the above-reported figure. See Methods for further details on the simulations. modality differences would be smaller than between-modality differences. Because we found similar effects (or lack thereof) for the two modalities of vision and audition, we conclude that our results should generalize well to other visual/auditory stimuli (in line with previous work Neri, 2010) . However a definitive answer to this question will require further empirical verification. Fig. 9 . Simulation results showing the minimum detectable significant change in internal noise estimate for a given number of trials in one pass (must be doubled to obtain the actual number of trials that would be needed for the double-pass experiment). An internal noise value of 1.3 was used for these simulations; y axis plots percentage deviation from this value. Symbols plot median value across 100 simulations; error bars plot 25-75th percentile range. The average number of trials corresponding to our three main experimental conditions (Auditory, Spatial Visual and Temporal Visual) is indicated by dashed lines. See Section 2 for further details on the simulations.
