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V doktorski disertaciji obravnavamo izboljšave večjedrnih omrežnih naprav na področju 
zmogljivosti in učinkovitosti. Glavni motiv za izboljšave so stalno prisotne zahteve po hitrih in 
zanesljivih povezavah med elektronskimi napravami vseh tipov. Te naprave omogočajo 
uporabnikom številne omrežne storitve, pri katerih je zahtevana neprekinjena povezljivost. 
Omrežja, ki to povezljivost omogočajo, vzpostavljajo in vzdržujejo omrežni operaterji, ki 
potrebujejo vedno bolj učinkovite izvedbe omrežnih naprav, s katerimi lahko zagotavljajo 
visoko kakovostne in stroškovno učinkovite omrežne storitve. Visoke zmogljivosti in 
energijsko učinkovitost je mogoče doseči z uporabo večjedrnih računalniških platform, ki v 
omrežjih pospešeno zamenjujejo enojedrne platforme.  
Uporaba večjedrnih platform sama po sebi ne prinese povečanja zmogljivosti, če jim 
programska oprema ni prilagojena, tako da lahko ustrezno izkorišča razpoložljive sistemske 
vire. Postopki obdelave omrežnega prometa v omrežnih napravah morajo biti izvedeni 
vzporedno, kar lahko dosežemo na dva načina: a) z uravnoteženim razporejanjem omrežnega 
prometa na razpoložljiva procesorska jedra in b) z vzporedno izvedbo omrežnih 
funkcionalnosti, ki jih nudi omrežna naprava. Za osnovi cilj doktorskega dela smo si zadali 
razvoj in ovrednotenje dveh inovativnih izboljšav za povečanje zmogljivosti in učinkovitosti 
večjedrnih omrežnih naprav.  
Prvo izboljšavo predstavlja adaptivna metoda razporejanja omrežnega prometa, ki smo jo 
zasnovali kot kombinacijo razporejanja omrežnega prometa na podlagi omrežnih paketov in na 
podlagi tokov. Pri tem je vsakemu procesorskemu jedru dodeljena izbrana količina žetonov, ki 
določajo koliko omrežnih paketov sme določeno jedro obdelati. Vsak obravnavan paket 
zmanjša število žetonov za enega. Žetoni se periodično prerazporejajo glede na povprečno 
obremenjenost procesorskih jeder, s čimer je breme obdelave omrežnega prometa 
uravnoteženo razporejeno med razpoložljiva jedra. Če omrežni paket sprejme jedro, ki nima 
več na voljo nobenega žetona, ga posreduje najbližjemu sosednjemu jedru, ki ima dostop do 
skupnega predpomnilnika, s čimer se minimalno poveča čas medjedrne komunikacije. Opisano 
metodo razporejanja omrežnega prometa smo vključili v omrežno napravo Linux Bridge in jo 
v preizkusnem okolju ovrednotili z dvema scenarijema. Pri prvem scenariju smo posnemali 
najmanj ugodne pogoje delovanja, pri katerih je poudarek na enem prevladujočem 





drugem scenariju pa smo posnemali hrbtenično internetno povezavo, pri čemer je mrežni 
promet sestavljen iz večjega števila tokov s približno enakomerno porazdelitvijo omrežnih 
paketov. V prvem primeru se zmogljivost, ki jo merimo s prepustnostjo, z uporabo predlagane 
izboljšave poveča za 2,8-krat, pri čemer smo uporabili štiri procesorska jedra. V drugem 
primeru pa zmogljivost ostane na približno enakem nivoju, kot pri razporejanju omrežnega 
prometa na podlagi tokov, ki je privzet način obravnave omrežnih paketov.  
Drugo izboljšavo predstavlja vzporedna izvedba šifriranja omrežnega prometa, s katerim sta 
zagotovljeni varnost in zasebnost omrežnih povezav. Pri tem smo uporabili kombinacijo 
postopkovne in podatkovne dekompozicije, s katero smo izvedbo pogostih šifrirnih algoritmov 
razdelili na več opravil, ki lahko tečejo sočasno. Ta opravila se morajo medsebojno usklajevati, 
kar med njimi zahteva dodatno komunikacijo, ki lahko zmanjša učinkovitost vzporedne 
izvedbe. Dodatna komunikacija ima sicer pri šifrirnih algoritmih, ki so večinoma računsko 
nezahtevni, še posebej velik učinek, saj lahko relativno malo komuniciranja hitro izniči 
pohitritve, ki so dosežene z vzporedno izvedbo. V okviru izboljšave smo zato dodatno 
optimizirali komunikacijo med opravili z uporabo atomarnih spremenljivk in vhodno-izhodnih 
vrst, ki ne potrebujejo zaklepanja kritičnih delov program. Vsa opravila smo dodelili sosednjim 
jedrom z dostopom do skupnega predpomnilnika in tako povečali hitrost medjedrne 
komunikacije. Rezultati vrednotenja prikazujejo dosežene pohitritve na računalniku z 
dvanajstimi jedri: 1,9 pri AES in 6,3 pri 3DES ter 7,6 pri RSA šifrirnem algoritmu.    
Poleg dveh opisanih izboljšav je v disertaciji predstavljena tudi metodologija za 
sistematično vrednotenje zmogljivosti in učinkovitosti večjedrnih omrežnih naprav. Definirali 
smo ključne kriterije za ovrednotenje zmogljivosti in učinkovitosti, ki poleg standardnih meril 
za zmogljivost in kakovost zagotavljanja storitev, vsebujejo tudi merila za merjenje 
izkoriščenosti sistemskih virov kot npr. obremenjenost procesorskih jeder, delež zadetkov 
predpomnilnika, pohitritve in učinkovitost vzporednih izvedb. Opisani so tudi postopki 
sistematičnega vrednotenja učinkovitosti omrežnih naprav, ki vključujejo izgradnjo 
preizkusnega okolja, pripravo preizkusnih orodij, izvedbo preizkusnih postopkov in analizo 
rezultatov.  
Predstavljena metodologija je bila uporabljena za izvedbo primerjalnih meritev med 
različnimi izvedbami omrežnih naprav s poudarkom na primerjavi tradicionalnih strojno 
definiranih in hitro razvijajočih se programsko definiranih omrežnih napravah, ki tečejo na 





omrežne naprave bistveno bolj zmogljive in tudi energijsko učinkovitejše v primerjavi s 
programsko definiranimi napravami. Le-te pa so zaradi veliko večje fleksibilnosti veliko bolj 
stroškovno učinkovite, saj je njihov razvoj enostavnejši in hitrejši, hkrati pa lahko 
pouporabljajo obstoječo računalniško opremo. Vanje je tudi enostavnejše vključevati 
inovativne izboljšave, kot npr. metode predstavljene v tem delu, hkrati pa se lažje vključujejo v 
sodobne koncepte omreženja, kot npr. virtualizacija omrežnih funkcionalnosti.  
Ključne besede: omrežna naprava, večjedrna platforma, razporejanje omrežnega prometa, 
vzporedni sistemi, virtualizacija omrežij, učinkovitost, uravnovešenje bremena, zamenjava 












The dissertation is focused in the performance and efficiency improvements of multi-core 
based networking devices. The main motivation for the improvements presented in this work 
are constantly growing demands for fast and reliable network communications between all 
types of electronic devices. These devices offer to users an ever increasing number of network-
based services, which require a continuous connectivity to computer networks. Service 
providers, which must maintain these large networks, demand efficient networking devices, so 
they can provide cost-effective high-quality services. In order to meet these demands, single-
core based networking devices are being replaced by multi-core based devices, which are able 
to offer significantly more performance and at the same time consume less power.  
The usage of multi-core networking devices itself, however, does not improve the 
performance, unless devices are modified in a way that all available hardware resources are 
utilized. Therefore, to make multi-core networking devices efficient, the process of handling 
the network traffic must be parallelized, which can be achieved by two different concepts: a) 
by a distribution of the network traffic among available processor cores and b) by a parallel 
implementation of offered network functionalities. The main goal of our work is to develop 
and evaluate two innovative improvements of networking devices, implemented on multi-core 
architectures, which can increase the performance and efficiency of networking.  
The first improvement is in development and implementation of an adaptive network-
traffic-distribution method, which is a combination of packet-based and flow-based traffic 
distributions. In this method each core is assigned a specific amount of tokens, which represent 
the number of network packets that the core is allowed to process. Each processed packet 
consumes one token. The tokens are redistributed periodically according to the average core 
load, so the load of packet processing is balanced among available cores. If a core runs out of 
tokens, it assigns the packet to the nearest adjacent core, possibly operating on the shared 
cache memory, which minimizes the time of inter-core communications. We experimentally 
validated the method by integrating it in to the Linux Bridge and performed the tests with the 
“worst case” scenario, with one dominant flow, and the “backbone-link” scenario, with a large 
number of flows that have a similar packet rate. In the first case, the performance in traffic 





with a large amount of traffic flows, the performance remains similar to the existing state-of-
the-art flow-based methods.  
The second improvement is a parallelization of the network-traffic encryption process, 
which is used to ensure the safety and privacy of network communications. We combined 
functional and data decompositions to create many tasks in common encryption algorithm 
implementations that can run in parallel. These tasks, however, must be synchronized, which 
reduces the efficiency of the parallelization. Because encryption algorithms have low 
computational complexity, even low synchronization overhead can nullify the improvements 
of the parallelization. We therefore minimized the time of inter-task communication by 
assigning the tasks to adjacent cores with common cache memory and by using atomic 
variables and lock-free queues for network packet storage. The results of the verification show, 
that we achieve, on a computer with twelve cores, speedups of 1.9, 6.3 and 7.6 with encryption 
algorithms AES, 3DES and RSA, respectively.   
In addition to the two presented methods we also defined a methodology for systematic 
efficiency evaluation of multi-core based networking devices. We defined key criteria that 
include standard performance and quality-of-service metrics as well as other indicators, which 
evaluated the utilization of system resources e.g., core load, cache hit ratio, speedup and 
parallel efficiency. We described steps required to perform the systematic evaluation, which 
include establishing a testing environment, preparing testing tools, conducting testing 
procedures defined according to evaluation criteria, and analyzing the results.  
The established testing methodology was used to compare different implementations of 
networking devices with the focus on the comparison of traditional hardware-defined 
networking devices with the emerging software-defined networking devices, which are 
implemented entirely in software and run on the commercial-of-the-shelf hardware. The results 
have shown, that hardware defined networking devices achieve more performance and are also 
significantly more energy efficient than software-defined devices. The latter are on the other 
hand much more flexible, which results in a simple and cost effective development. Due to 
their flexibility, the previously described performance-improvement methods can be more 
easily embedded in the software-defined devices. Additionally, they can be easily used in 





Key words: networking device, multi-core architecture, traffic distribution, parallel 














1 Uvod ....................................................................................................................... 1 
1.1 Motivacija in cilji ..................................................................................................................... 1 
1.2 Pregled literature ...................................................................................................................... 5 
1.3 Izvirni znanstveni prispevki ..................................................................................................... 7 
1.4 Struktura disertacije ................................................................................................................. 7 
2 Pregled izvedb omrežnih naprav ............................................................................ 9 
2.1 Vloga omrežnih naprav v računalniških omrežjih ................................................................... 12 
2.1.1 Omrežne naprave v fizičnih omrežjih ............................................................................... 14 
2.1.2 Omrežne naprave v virtualiziranih omrežjih ..................................................................... 15 
2.2 Strojno definirane omrežne naprave ........................................................................................ 23 
2.2.1 Arhitektura  namenske računalniške opreme za strojno definirane omrežne naprave ...... 24 
2.2.2 Izvedbe strojno definiranih omrežnih naprav ................................................................... 26 
2.3 Programsko definirane omrežne naprave ................................................................................. 27 
2.3.1 Arhitektura COTS računalniške opreme za omrežne naprave .......................................... 28 
2.3.2 Izvedbe programsko definiranih omrežnih naprav ............................................................ 30 
3 Metodologija vrednotenja zmogljivosti in učinkovitosti omrežnih naprav ........... 35 
3.1 Kriteriji za vrednotenje zmogljivosti in učinkovitosti .............................................................. 35 
3.1.1 Prepustnost ........................................................................................................................ 35 
3.1.2 Povprečna časovna zakasnitev omrežnih paketov ............................................................ 36 
3.1.3 Izgubljeni omrežni paketi in paketi z zamenjanim vrstnim redom ................................... 37 
3.1.4 Obremenitev procesorskih jeder ....................................................................................... 38 
3.1.5 Učinkovitost uporabe predpomnilnikov ............................................................................ 38 
3.1.6 Notranja stanja omrežne naprave ...................................................................................... 39 
3.1.7 Pohitritev in učinkovitost vzporednega izvajanja ............................................................. 40 
3.1.8 Energijska in stroškovna učinkovitost .............................................................................. 41 
3.2 Preizkušanje zmogljivosti in učinkovitosti .............................................................................. 42 





3.2.2 Priprava preizkusnih orodij ............................................................................................... 46 
3.2.3 Izgradnja preizkusnega okolja ........................................................................................... 49 
3.2.4 Izvedba preizkusov in analiza rezultatov .......................................................................... 49 
4 Povečanje učinkovitosti omrežnih naprav na večjedrnih platformah .................... 51 
4.1 Adaptivno razporejanje omrežnih paketov ............................................................................... 54 
4.1.1 Cilji izboljšav .................................................................................................................... 56 
4.1.2 Metoda razporejanja omrežnih paketov z uporabo žetonov .............................................. 58 
4.1.3 Ovrednotenje učinka metode ............................................................................................. 64 
4.2 Vzporedna izvedba obdelave omrežnih paketov ...................................................................... 79 
4.2.1 Cilji izboljšav .................................................................................................................... 82 
4.2.2 Vzporedna izvedba šifriranja omrežnih paketov z uporabo kombinacije podatkovne in 
postopkovne dekompozicije............................................................................................................. 83 
4.2.3 Ovrednotenje učinka koncepta vzporedne izvedbe ........................................................... 91 
5 Primerjava učinkovitosti izvedb omrežnih naprav ................................................ 105 
5.1 Primerjava zmogljivosti ........................................................................................................... 109 
5.1.1 Preizkusni postopki in preizkusno okolje .......................................................................... 110 
5.1.2 Izvedba preizkusov ............................................................................................................ 112 
5.1.3 Rezultati ............................................................................................................................ 113 
5.2 Primerjava energijske učinkovitosti ......................................................................................... 117 
5.3 Primerjava stroškovne učinkovitosti ........................................................................................ 120 
5.4 Komentar primerjav tipov omrežnih naprav ............................................................................ 122 
6 Zaključek ............................................................................................................... 124 
6.1 Zaključki doktorskega dela s poudarki na znanstvenih prispevkih .......................................... 125 
6.2 Možnosti nadaljnega razvoja učinkovitosti omrežnih naprav .................................................. 127 








COTS  Commercial Off The Shelf (splošno dostopne računalniške platforme) 
OS  Operating System (operacijski sistem) 
GRO  Generic Receive Offload (splošna razbremenitev sprejemnega 
mehanizma z združevanjem omrežnih paketov) 
GSO   Generic Segmentation Offload (splošno razdruževanje omrežnih 
paketov pri oddaji) 
NAPI  New Application Programming Interface (nov programerski vmesnik) 
RSS  Receive Side Scaling (povečanje obsega sprejemnega mehanizma) 
RPS  Receive Packet Steering (usmerjanje sprejetih omrežnih paketov)  
XPS  Transmit Packet Steering (usmerjanje oddanih omrežnih paketov)  
RFS  Receive Flow Steering (usmerjanje sprejetih omrežnih tokov) 
ISO/OSI  International Standard Organization/Open System Interconnection 
(Mednarodna organizacija za standardizacijo / odprti sistem 
povezovanja) 
ASIC   Application-Specific Integrated Circuit (aplikacijsko-specifično 
integrirano vezje) 
SDN  Software Defined Networks (programsko definirana omrežja) 
NDV  Network Functions Virtualization (virtualizacija omrežnih 
funkcionalnosti) 
VLAN Virtual Local Access Network (navidezno lokalno omrežje) 
VPN Virtual Private Networks (navidezno zasebno omrežje) 
ON  Overlay Networks (prekrivna omrežja) 
ACL Access Control Lists (dostopovni seznami) 
SOA Service-Oriented Architecture (storitveno-orientirana arhitektura) 
NIC Network Interface Cards (omrežni vmesniki) 
vNIC Virtual Network Interface Cards (navidezni omrežni vmesniki) 
SR-IOV  Single Root – Input/Output Virtualization (virtualizacija vhodno-
izhodnih omrežnih funkcij na osnovi korenske funkcije) 
SerDes  Serializer/Deserializer (vmesnik SerDes) 





VEPA   Virtual Etherent Port Aggregator (navidezni združevalnik omrežnih 
vrat) 
WAN  Wide Area Network (prostrano omrežje) 
RAM Random Access Memory (pomnilnik z naključnim dostopom) 
DDR SDRAM  Double Data Rate Synchronous Dynamic RAM (sinhroni RAM z 
dvojno hitrostjo dostopa) 
TCP  Transmission Control Protocol (protokol za krmiljenje dostopa) 
MSI-X  Extended Message Signaled Interrupts (razširjene prekinitve na 
osnovi signalnih sporočil) 
DPI  Deep Packet Inspection (podrobno preverjanje omrežnih paketov) 
RRTD  Round-Robin Traffic Distribution (razporejanje omrežnega prometa z 
metodo Round-Robin) 
WRRTD  Weighted Round-Robin Traffic Distribution (razporejanje omrežnega 
prometa z metodo uteženi Round-Robin) 
HBTD  Hash Based Traffic Distribution (razporejanje omrežnega prometa na 
podlagi zgoščevalne funkcije) 
IPI  Inter-Processor- Interrupt (med-procesorska prekinitev) 
MTU  Maximum transmission unit (največja velikost prenosne enote) 
TBTD  Token Based Traffic Distribution (razporejanje omrežnega prometa 
na podlagi žetonov) 
HC  Hash Calculator (modul za izračun vrednosti zgoščevalne funkcije) 
FCS  Flow Core Selector (modul za izbiro jedra na podlagi tokov) 
TSC  Target Core Selector (modul za končno izbiro jedra) 
RM  Resources Monitor (nadzornik sistemskih sredstev) 
TB  Tokens Balancer (modul za razporejanje žetonov) 
HRJ  Hierarhična razporeditev jeder 
MAC  Media Access Control (krmiljenje dostopa do medija) 
CAM  Content Addressable Memory (pomnilnik z naslovljivo vsebino) 
WIDE  Widely Integrated Distributed Environment 
3DES  Triple Data Encryption Standard (trojno šifriranje po standardu za 
šifriranje podatkov) 
AES  Advanced Encryption Standard (napredni standard za šifriranje) 





ECB  Electronic Codebook (metoda elektronske šifrirne knjige) 
CBC  Cipher-Block Chaining (metoda veriženja šifrirnih blokov) 
CAS  Compare and Swap (princip primerjaj in zamenjaj) 
FIFO  First-In-First-Out (princip prvi noter prvi ven) 
IPCM  Intel Performance Counter Monitor 
CMR Click Modular Router 
ITSA Ixia Testing System and Analyzer 
OVS Open vSwitch 
WOS Windows omrežno stikalo 
IES Iskratel Ethernet Switch 
VSS vSphere Standard Switch 
LOS Linux omrežno stikalo 
HVS Hyper-V Virutal Switch 
VALE Virtual Local Ethernet 
STP  Spanning Tree Protocol (protokol vpetega drevesa) 
NDIS   Network Driver Interface Specification (specifikacija vmesnika 
omrežnih gonilnikov) 
IGMP   Internet Group Management Protocol (internetni protokol za 
upravljanje skupin) 
VvH VMware vSphere Hypervisor 
KVM  Kernel-based Virtual Machine 
IC  Iskratel Chasis (Iskratel ohišje za omrežne naprave) 
OSTA  Open Source Traffic Analyzer 
GbE  Gigabit Ethernet 
BRAS  Broadband Remote Access Server (širokopasovni dostopovni strežnik) 
NVGRE  Network Virtualized Generic Routing Encapsulation (navidezna 
inkapsulacija pri generičnem usmerjanju) 
VxLAN   Virtual eXtended Local Area Network (razširjeno navidezno lokalno 
omrežje) 
STT   Stateless Transport Tunneling (tuneliranje brez stanj na nivoju 
transportnega sloja) 
SSL  Secure Sockets Layer (sloj varnih vtičnic) 







1.1 Motivacija in cilji 
Potrebe po hitrih in učinkovitih komunikacijah med elektronskimi napravami vseh vrst v 
sodobnem času izredno hitro naraščajo, kar je posledica razmaha številnih omrežnih storitev, 
ki jih ljudje uporabljajo na vseh področjih svojega življenja, pri tem pa zahtevajo hitre 
povezave in visoko kakovost storitev. Ponudniki storitev po drugi strani svojim uporabnikom 
želijo ponuditi tudi čim bolj pester nabor storitev ob čim manjših stroških. Ta cilj je mogoče 
doseči le s stalnimi inovativnimi izboljšavami na področju povečevanja zmogljivosti in 
učinkovitosti osnovnih gradnikov računalniških omrežij – omrežnimi napravami, katerih cilj je 
zagotavljanje hitrega, zanesljivega in varnega prenosa komunikacijskih sporočil med 
napravami, ki so povezane v omrežje.  
Povečevanje hitrosti komunikacij in naraščanje števila tako omrežnih storitev, kot tudi 
njihovih uporabnikov, pomeni tudi neprestano povečevanje števila omrežnih naprav in 
računalniških strežnikov v računalniških omrežjih [1-4], kot prikazuje Slika 1-1 (število 
prodanih omrežnih stikal smo ocenili iz podatkov o količini prodanih stikalnih vrat, pri čemer 
smo upoštevali, da ima v povprečju stikalo 24 vrat).   
 






Kljub temu, da se cena teh naprav glede na ponujeno zmogljivost znižuje, naraščajo 
prihodki iz prodaje teh naprav (Slika 1-2), hkrati pa se povečujejo hitrosti omrežnih vmesnikov 
[4]. Tako bodo v naslednjih letih 1 GbE vmesnike skoraj popolnoma zamenjali 10, 40 in 100 
GbE vmesniki, s tem da naj bi njihova cena ostala na približno enakem nivoju.  
 
Slika 1-2: Pregled in napoved prihodkov od prodaje usmerjevalnikov, omrežnih stikal in 
računalniških strežnikov.  
Z velikim številom omrežnih naprav postajajo računalniška omrežja vedno težje 
obvladljiva, pri čemer nastajajo vedno večje potrebe po izboljšavah pri nadzoru in upravljanju 
ter varnosti. Strnemo torej lahko, da so za zagotavljanje vseh potreb uporabnikov nujne nove 
zasnove omreženja in izboljšave omrežnih naprav na področjih zmogljivosti, učinkovitosti, 
kakovosti obdelave omrežnega prometa, upravljanja in zmanjševanja stroškov.  
Glede na način izvedbe, delimo omrežne naprave na strojno in programsko definirane. 
Omrežne naprave prve skupine so zgrajene na podlagi namenske računalniške opreme, kar jim 
omogoča doseganje visoke zmogljivosti in kakovosti obdelave omrežnega prometa. Na njih 
sicer tudi teče programska oprema, vendar večinoma le za krmiljenje strojno-računalniške 
opreme. Zaradi tega imajo naprave tega tipa precej omejeno fleksibilnost, hkrati pa je njihov 
razvoj dolgotrajnejši in dražji, saj je treba sočasno razvijati programsko in namensko 





Pomanjkljivosti prvega tipa omrežnih naprav, ki jih definira namenska računalniška 
oprema,  poskušajo odpraviti programsko definirane omrežne naprave, ki tečejo na splošno 
dostopnih oz. COTS (angl. Commercial Off The Shelf) računalniških platformah. Ker njihovo 
delovanje v celoti definira programska oprema, so bistveno bolj fleksibilne, s čimer je njihov 
razvoj enostavnejši in hitrejši. Vključevanje inovativnih izboljšav je pri tem tipu hitrejše, kar 
jim omogoča lažje vključevanje v nove koncepte omreženja kot npr. NFV (angl. Network 
Funcions Virtualization). Po drugi strani pa zaradi COTS računalniške opreme, ki ni 
optimizirana za obdelavo omrežnega prometa, dosegajo zmogljivosti strojno definiranih 
omrežnih naprav.  
Zaradi hitrejšega, enostavnejšega in cenejšega razvoja ter možnosti pouporabe obstoječe 
računalniške opreme, je v sodobnem času začel hitro naraščati delež programsko definiranih 
omrežnih naprav. Glavni izziv pri tem je zagotavljanje visoke zmogljivosti in kakovosti 
obdelave omrežnega prometa, tako na področju COTS platform, kot tudi na področju inovacij 
pri razvoju programske opreme.  
Zaradi doseženih zgornjih mej konvencionalnih metod povečanja zmogljivosti računalniške 
opreme, kot npr. višanje takta, cevovodenje in predvidevanje razvejitev procesorskih ukazov, 
je edini način izboljšav računalniške opreme uporaba večjedrnih platform. Razpoložljivi 
računski viri se s tem ustrezno povečajo, vendar je za učinkovit izkoristek le-teh potrebna 
sprememba zasnove programske opreme. Tako je pri obdelavi omrežnega prometa treba 
zagotoviti čim višji nivo vzporednega izvajanja, kar omogoča učinkovito izrabo razpoložljivih 
jeder na računalniških platformah. Večinoma je pri vzporednem izvajanju potrebna tudi 
medjedrna komunikacija, ki mora biti čim manjša.  
Cilj doktorske disertacije je razvoj novih metod za učinkovitejše delovanje omrežnih naprav 
na večjedrnih računalniških platformah. Pri tem je treba upoštevati osnovne lastnosti delovanja 
omrežnih naprav in značilnosti arhitekture uporabljenih računalniških platform. V osnovi lahko 
učinkovitost omrežnih naprav na večjedrnih platformah dosežemo z dvema pristopoma:  
 učinkovito razporejanje omrežnega prometa na razpoložljiva jedra in  
 vzporedna izvedba oz. paralelizacija posameznih funkcionalnosti omrežnih naprav.  
Pri prvem pristopu se obdelava omrežnega prometa vrši ločeno na vseh razpoložljivih 
procesorskih jedrih. Omrežni paketi se takoj po sprejemu razporedijo med razpoložljiva jedra 





medjedrne komunikacije malo, s čimer postane tak pristop primeren za računsko manj 
zahtevne omrežne funkcionalnosti. Veliko medjedrne komunikacije bi namreč pri računsko 
nezahtevnih postopkih obdelave lahko hitro izničilo povečanje zmogljivosti na račun 
uporabljene večjedrne platforme. Slabost te metode so možnosti za zamenjave vrstnega reda 
omrežnih paketov, ki nastanejo zaradi ločene obravnave razporejenih omrežnih paketov in 
lahko znatno vplivajo na končno zmogljivost omrežnih naprav. Glavni cilj izboljšav z uporabo 
tega pristopa je torej uravnoteženo razporejanje omrežnega prometa z najmanjšim možnim 
deležem zamenjav vrstnega reda omrežnih paketov, pri čemer želimo, z upoštevanjem 
arhitekture uporabljenih večjedrnih računalniških platform, doseči čim večji izkoristek 
razpoložljivih sistemskih virov.  
 Drugi pristop temelji na podatkovni oz. postopkovni dekompoziciji (ali kombinaciji obeh) 
obdelave omrežnih paketov, s čimer se omrežne funkcionalnosti razdelijo na zaporedne 
postopke, ki se morajo izvajati eden za drugim, in na vzporedne postopke, ki se lahko izvajajo 
sočasno. Teh postopkov mora biti čim več, saj se le na ta način lahko uravnoteženo razporedijo 
na razpoložljiva procesorska jedra. Ker se morajo vzporedni postopki izdatneje časovno 
usklajevati, je medsebojne komunikacije več kot pri prvem pristopu, kar pomeni, da se ta 
pristop uporablja pri računsko zahtevnejših omrežnih funkcionalnostih. Za večjo učinkovitost 
je torej ključnega pomena ustrezno zmanjšanje režijskih stroškov medsebojne komunikacije.  
Učinkovitost razvitih metod povečanja učinkovitosti omrežnih naprav smo preverili z 
ustreznim ovrednotenjem, pri čemer je bilo treba predvideti vse pogoje, ki vplivajo na 
delovanje: umestitev omrežne naprave v računalniško omrežje, obremenitev z ustreznim 
omrežnim prometom in ustrezne nastavitve omrežnih naprav. Poleg zmogljivosti in kakovosti 
obdelave omrežnega prometa je treba izmeriti tudi izkoriščenost sistemskih virov, dosežene 
pohitritve ter energijsko in stroškovno učinkovitost. Koristno je izvesti tudi meritve notranjih 
stanj, kot npr. izkoriščenost predpomnilnika in velikosti vhodno-izhodnih vrst, s katerimi lahko 
pridobimo dodatne informacije za izboljšanje učinkovitosti razvitih metod.  
 S predlaganimi metodami želimo povečati zmogljivost omrežnih naprav, ki slonijo na 
večjedrnih arhitekturah, in hkrati ohraniti zahtevano kakovost obdelave omrežnega prometa. 
Ob tem je treba doseči čim višji nivo skalabilnosti, kar pomeni, da se ob večjem številu 





1.2 Pregled literature 
Na področju učinkovitosti omrežnih naprav so prisotne stalne težnje po razvoju inovativnih 
izboljšav, ki morajo slediti zahtevam po hitrih, zanesljivih in učinkovitih komunikacijah v 
računalniških omrežjih. Podlaga za te izboljšave (vključujoč metode, ki so predstavljene v tem 
delu) so sodobne izvedbe omrežnih naprav, ki so opisane v [5-12]. Izboljšave lahko razdelimo 
na dva tipa: izboljšave povečanja zmogljivosti, ki temeljijo na splošnih optimizacijah 
obravnave omrežnega prometa, in izboljšave, ki omogočajo povečanje zmogljivosti z 
učinkovitim izkoristkom večjedrnih platform.  
V prvem tipu so vsebovane izboljšave uporabe pomnilnika, kot npr. [13, 14], kjer se 
pomnilnik namenjen shranjevanju omrežnih paketov ob njihovi oddaji, ne sprosti, ampak se 
pouporabi za prihajajoče pakete. Bolj učinkovita in celovita rešitev so programska ogrodja za 
pohitritev sprejema in oddaje omrežnih paketov, kot npr. netmap [15], PF_RING [16] in 
DPDK (angl. Data Plane Development Kit) [17], ki uporabljajo mehanizme, kot npr. 
predhodne rezervacije pomnilnika za omrežne pakete, skupni pomnilnik za vhodne in izhodne 
pakete in obdelavo omrežnih paketov brez kopiranja. Pri tem dosežejo prepustnost obdelave 
omrežnih paketov tudi čez 10 Gbit/s [15]. Ker gre pri teh ogrodjih za precejšne spremembe 
omrežnih delov operacijskih sistemov (OS-ov), je treba prirediti tudi gonilnike omrežnih 
vmesnikov.  
Na področju blaženja učinka sistemskih prekinitev (angl. interrupt mitigation) sta se 
uveljavila postopka GRO (angl. Generic Receive Offload)  [18] in GSO (angl. Generic 
Segmentation Offload) [19], ki omogočata združevanje podobnih omrežnih paketov in tako 
zmanjšujeta režijske stroške pri obdelavi omrežnih paketov. Podoben učinek ima na OS-u 
Linux tudi mehanizem NAPI (angl. New Application Programming Interface) [7, 20, 21], ki v 
primeru velike prometne obremenitve onemogoči sistemske prekinitve in sprejema omrežne 
pakete preko mehanizma poizvedovanja (angl. polling). Režijski stroški obdelave sistemskih 
prekinitev se v tem primeru zmanjšajo, kar omogoča doseganje višje zmogljivosti. Na ta način 
sta namreč hkrati zagotovljena visoka prepustnost pri visoki prometni obremenitvi (dolgi 
omrežni paketi), ko ni treba servisirati prekinitev, in majhen časovni zamik pri nizki prometni 





Drugi tip izboljšav, ki omogoča izkoriščanje večjedrnih platform, temelji na dveh že 
omenjenih pristopih: učinkovito razporejanje omrežnega prometa na razpoložljiva jedra in 
vzporedna izvedba posameznih funkcionalnosti omrežnih naprav.  
V vse sodobne operacijske sisteme je privzeto vključeno razporejanje omrežnega prometa 
na podlagi tokov (tok je skupina omrežnih paketov, ki so enakega tipa in se pošiljajo med 
dvema določenima končnima točkama), ki je podprto z računalniško opremo, kot npr. RSS 
(angl. Receive Side Scaling) [22] ali pa v celoti izvedeno s programsko opremo, kot npr. RPS 
(angl. Receive Packet Steering), XPS (angl. Transmit Packet Steering) in RFS (angl. Receive 
Flow Steering) [23]. V vseh primerih se iz omrežnih paketov izračuna vrednost zgoščevalne 
funkcije (angl. hash), na podlagi katere se paket dodeli določenemu procesorskemu jedru. Če 
se število omrežnih paketov v tokovih znatno razlikuje, ti mehanizmi niso učinkoviti, saj 
posledično breme obravnave omrežnega prometa ni enakomerno razporejeno po jedrih. Za 
večjo učinkovitost lahko uporabimo razporejanje omrežnega prometa na podlagi paketov [24], 
kjer lahko omrežne pakete razporejamo bolj neodvisno, vendar se pri tem lahko zamenja vrstni 
red paketov [25], ki lahko povzroči znaten padec zmogljivosti omrežnih naprav [26]. Temu 
pojavu se izognemo na več načinov: z vključevanjem podpore zagotavljanja pravilnega 
vrstnega reda v komunikacijske protokole [27-30], s preprečevanjem zamenjav vrstnega reda 
[31, 32] in s popravljanjem vrstnega reda paketov [33, 34]. Primer učinkovitega razporejanja 
omrežnih paketov je predstavljen v [35], kjer se tokovi v omrežnem prometu razdelijo na 
agresivne in normalne. Agresivni tokovi so tisti, ki vsebujejo veliko število omrežnih paketov 
na časovno enoto in se razporejajo po jedrih na podlagi paketov, medtem ko se normalni 
tokovi razporejajo na podlagi tokov. Tako se vzpostavi dobro razmerje med učinkovitostjo in 
količino zamenjav vrstnega reda omrežnih paketov. Konkretna učinkovita izvedba večjedrne 
omrežne naprave je predstavljena v [36], ki kot kombinacija splošne računalniške platforme in 
programske opreme, vključuje vzporedno izvedbo obdelave omrežnega prometa z 
razporejanjem paketov na nivoju več jeder znotraj računalnikov in tudi na nivoju medsebojno 
povezanih računalnikov. S štirimi štirijedrnimi računalniki je bila dosežena prepustnost 
obdelave 12 Gb/s.  
Prav tako učinkovita metoda povečevanja učinkovitosti omrežnih naprav je vzporedna 
izvedba posameznih funkcionalnosti omrežnih naprav, ki je osnovana na splošni metodologiji 
snovanja vzporednih algoritmov [37-40]. Učinek vzporedne izvedbe je prikazan v [41], kjer je 
prikazano precejšnje povečanje zmogljivosti na večjedrnem računalniku. Na podlagi teh 





vendar je treba vzporedne algoritme prirediti posebnostim pri obravnavi omrežnih sporočil v 
omrežnih napravah. Tako je v članku [42] prikazan učinek izboljšav na podlagi učinkovite 
delitve skupnega pomnilnika. Kritični del pomnilnika je v tem primeru pomnožen in dodeljen 
vsem procesorskim jedrom, s čimer se zmanjša potreba po komunikaciji med vzporednimi 
opravili, kar omogoča doseganje večjih zmogljivosti. Primer vzporedne izvedbe zahtevnejših 
omrežnih funkcionalnosti, kot je npr. šifriranje omrežnega prometa [43] prav tako prikazuje 
pomen optimizacije komunikacije med vzporedno tekočimi opravili.  
Sistematično vrednotenje omrežnih naprav je predstavljeno v [44-46], na podlagi katerega 
smo z upoštevanjem specifik večjedrnih platform lahko opisali postopke vrednotenja, ki 
zagotavljajo relevantne rezultate.   
1.3 Izvirni znanstveni prispevki 
Disertacija glede na zadane cilje zajema naslednje znanstvene prispevke:  
 Razvoj nove metodologije adaptivnega razporejanja omrežnih sporočil za povečanje 
zmogljivosti omrežnih naprav izvedenih na večjedrnih splošno dostopnih 
računalniških platformah (Poglavje 4.1).  
 Vzporedna izvedba temeljnih funkcionalnosti programsko osnovanih omrežnih 
naprav na večjedrnih računalniških platformah z namenom povečanja njihove 
zmogljivosti (Poglavje 4.2).  
 Ovrednotenje učinka predlaganih metod adaptivnega razporejanja omrežnih sporočil 
in vzporedne izvedbe temeljnih funkcionalnosti omrežnih naprav (Poglavje 3).  
 Primerjava zmogljivosti in ekonomske smotrnosti optimiziranih programsko 
osnovanih omrežnih naprav z omrežnimi napravami, ki so osnovane na namenskih 
računalniških platformah (Poglavje 5).  
1.4 Struktura disertacije 
Uvodnemu poglavju sledi pregled izvedb omrežnih naprav, v katerem opredelimo njihovo 
vlogo v fizičnih in virtualnih računalniških omrežjih. Predstavljene so osnovne značilnosti 
omrežnih naprav in opisani načini njihovega delovanja. Ločeno so predstavljene strojno 
definirane in programsko definirane omrežne naprave s poudarkom na njihovi zgradbi in 





V poglavju 3 predstavljamo metodologijo za vrednotenje učinka metod izboljšav omrežnih 
naprav, kar je podlaga za tretji izvirni znanstveni prispevek doktorskega dela. Najprej so 
predstavljeni osnovni kriteriji za merjenje zmogljivosti in učinkovitosti večjedrnih omrežnih 
naprav, pri čemer je se upošteva predvsem stopnja izkoriščenosti razpoložljivih sistemskih 
virov. Na podlagi teh kriterijev so izdelani preizkusni postopki, ki omogočajo natančnejšo 
analizo delovanja omrežnih naprav in posledično olajšajo razvoj inovativnih izboljšav. V 
drugem delu poglavja je predstavljen proces sistemskega vrednotenja omrežnih naprav, ki 
omogoča pridobivanje relevantnih in ponovljivih rezultatov.  
V poglavju 4, v katerem sta zajeta prvi in drugi znanstveni prispevek doktorskega dela, se 
posvečamo inovativnim metodam za povečanje učinkovitosti omrežnih naprav. V podpoglavju 
4.1 je predstavljena nova adaptivna metoda razporejanja omrežnih paketov na procesorska 
jedra z uporabo žetonov, ki je hkrati prvi znanstveni prispevek te disertacije. V podpoglavju 
4.2 je predstavljena vzporedna izvedba funkcionalnosti šifriranja omrežnih paketov z uporabo 
podatkovne in postopkovne dekompozicije, ki zajema drugi znanstveni prispevek te disertacije. 
Obe predlagani metodi sta ovrednoteni glede na metodologijo, ki je opisana v  poglavju 3.  
Poglavje 5, ki zajema četrti znanstveni prispevek doktorskega dela, je namenjeno primerjavi 
učinkovitosti med različnimi izvedbami omrežnih naprav. Izvedene so primerjave programsko 
in strojno definiranih omrežnih naprav, enojedrnih in večjedrnih omrežnih naprav ter omrežnih 
naprav v virtualiziranem in nevirtualiziranem okolju. Poleg primerjave zmogljivosti in 
kakovosti obdelave omrežnega prometa, je predstavljena tudi primerjalna analiza na področju 
energijske in stroškovne učinkovitosti. V zaključku poglavja predstavimo kazalnike 
nadaljnjega razvoja omrežnih naprav.  
Doktorska disertacija je zaključena s poglavjem 6, kjer povzamemo izvedene znanstvene 
prispevke in preko komentarjev in diskusije ocenimo učinek predlaganih izboljšav ter podamo 










Omrežno stikalor  ti l
Usmerjevalnikrj l i





















valnega slojaP oodatki p ovezt i l  l j
i o mrežnega slojakPodatt i r  l j


















V tem kontekstu tako govorimo o dveh tipih omrežnih naprav:  
 strojno definirane in  
 programsko definirane.  
Čeprav tradicionalne omrežne naprave, ki jih uvrščamo med strojno definirane naprave, 
vsebujejo tudi veliko količino programske opreme (povprečen strojno definiran omrežni 
usmerjevalnik ima 2-10 milijonov vrstic kode [48]), je pri teh napravah strojno-računalniška 
oprema tista, ki opredeljuje oz. definira njihove osnovne značilnosti. Programska oprema na 
teh napravah tako služi predvsem nadzoru in upravljanju računalniške opreme, od katere so 
odvisne njene funkcionalnosti in zmogljivost.  
Značilnosti programsko definiranih omrežnih naprav pa po drugi strani določa programska 
oprema, medtem ko je vloga računalniške opreme zgolj v podpori funkcij računanja, obdelave 
podatkov in prenosa omrežnih paketov. Programska oprema v omrežnih napravah tega tipa ni 
dosledno vezana na določeno računalniško opremo in jo lahko enostavno prenesemo na drugo 
računalniško opremo, če na primer želimo povečati njihovo zmogljivost. Njihov razvoj je tudi 
enostavnejši in hitrejši, saj pri izdelavi programske opreme nismo vezani na posebnosti 
namenske računalniške opreme. Seveda to tudi pomeni, da je pri omrežnih napravah tega tipa 
težje doseči želeno zmogljivost in učinkovitost, saj se ne moremo zanašati na pomoč namenske 
računalniške opreme. Vključitev programsko definiranih omrežnih naprav v sodobne koncepte 
grajenja računalniških omrežij kot npr. virtualizacija omrežij (angl. network virtualization), 
programsko definirana omrežja (angl. Software Defined Networks - SDN) in virtualizacija 
omrežnih funkcionalnosti (angl. Network Functions Virtualization - NFV), je prav zaradi 
njihove fleksibilnosti in enostavnosti razvoja lažja kot pri strojno definiranih omrežnih 
napravah, kar pomeni, da vedno bolj pridobivajo na uveljavljenosti in popularnosti.  
Ne glede na izvedbo omrežnih naprav je stalno prisotna težnja po povečanju njihove 
zmogljivosti, saj zahteve po višjih hitrostih komunikacij v računalniških omrežjih, ob 
zagotavljanju ustrezne kakovosti storitev, neprestano naraščajo. Računalniška oprema, ki je 
namenjena omrežnim napravam, se zato stalno izboljšuje tako na področju hitrosti dostopa do 
podatkov, kot tudi v povečevanju računske zmogljivosti. Ko so številni mehanizmi povečanja 
zmogljivosti, kot so več-nivojski predpomnilnik, povečevanje delovne frekvence vodil in 
procesorjev, vzporednost na nivoju procesorskih ukazov (angl. instruction-level parallelism) in 





naslednji logični korak prehod na večjedrno arhitekturo. S tem se ne poveča samo skupna 
zmogljivost opreme, ampak se relativno zmanjša tudi njena poraba energije. Prehod na 
večjedrno arhitekturo pa na drugi strani zahteva precejšnje arhitekturne in izvedbene 
spremembe pri razvoju omrežnih naprav, ki morajo učinkovito izkoriščati več procesorskih 
jeder.  
V nadaljevanju poglavja bomo najprej predstavili vlogo omrežnih naprav v računalniških 
omrežjih in opisali njihovo vključevanje v tradicionalne in sodobne koncepte grajenja 
računalniških omrežij. Nato bomo podrobneje predstavili oba tipa izvedbe omrežnih naprav 
(strojno in programsko definirane) in opisali njune značilnosti. Pri tem se bomo osredotočili na 
zmogljivost, fleksibilnost, učinkovitost in skalabilnost predvsem njihovih večjedrnih izvedb.  
2.1 Vloga omrežnih naprav v računalniških omrežjih 
Poglavitna vloga omrežnih naprav je zagotavljanje hitre, zanesljive, varne in učinkovite 
obdelave omrežnega prometa pri komunikaciji v računalniških omrežjih. V tem kontekstu 
govorimo o kakovosti storitev računalniškega omrežja (angl. Quality of Service - QoS) [50-
52], ki jo sestavljajo predvsem naslednji dejavniki:  
 prepustnost (angl. throughput),  
 časovna zakasnitev omrežnih paketov (angl. latency),  
 trepetanje oz. nihanje časovne zakasnitve omrežnih paketov (angl. jitter),  
 delež izgubljenih omrežnih paketov (angl. packet loss ratio) in  
 delež zamenjave vrstnega reda omrežnih paketov (angl. packet reodreding ratio).  
Vsi ti dejavniki znatno vplivajo na zadovoljstvo uporabnikov računalniškega omrežja, zato 
jih je pri načrtovanju računalniških omrežij treba upoštevati in jih med delovanjem omrežja 
tudi spremljati ter po možnosti na njih vplivati, tako da so njihove vrednosti čim bolj 
optimalne. Na kakovost storitev računalniškega omrežja lahko vplivamo predvsem z 
zagotavljanjem ustrezne zmogljivosti omrežnih naprav, pri kateri sta pomembna predvsem 
prepustnost in časovna zakasnitev [53-55].  
Z vse večjim pomenom računalniških omrežij, preko katerih se pretaka ogromna količina 
informacij, je postala zelo pomembna tudi varnost komunikacij. Poleg varnostnih 
mehanizmov, ki so vključeni v komunikacijske protokole, morajo tudi same omrežne naprave 




onemogočati vdore in napade na omrežje ter zagotavljati varnost in zasebnost prenosov 
komunikacijskih sporočil. Najbolj razširjeni mehanizmi zagotavljanja varnosti in zasebnosti 
so: 
 navidezno lokalno omrežje (angl. Virtual Local Access Network – VLAN),  
 navidezno zasebno omrežje (angl. Virtual Private Networks -  VPN),  
 prekrivna omrežja (angl. Overlay Networks - ON) in  
 seznami nadzora dostopa (angl. Access Control Lists - ACL).  
VLAN [56] deluje na povezovalnem sloju ISO/OSI referenčnega modela in omogoča 
razdelitev omrežja na več delov, pri čemer se vsakemu delu dodeli ena ali več VLAN ID 
oznak. Omrežne naprave s podporo VLAN mehanizmu zagotavljajo izolacijo med deli 
omrežja, ki imajo različne VLAN ID oznake, razen če na napravi prehodi niso eksplicitno 
dovoljeni.  
VPN [57] zagotavlja varnost komunikacije tako, da omrežne pakete šifrira in jih z uporabo 
tunelskih protokolov prenese preko običajnih komunikacijskih protokolov. Ta mehanizem 
sicer potrebuje več sistemskih virov, vendar je s šifriranjem varnost komunikacij precej 
izboljšana.  
ON [48, 58] je mehanizem, ki omogoča izgradnjo virtualne topologije omrežja nad 
obstoječo topologijo fizičnega omrežja. Običajno se uporabljajo rešitve, kot npr. NVGRE 
(angl. Network Virtualized Generic Routing Encapsulation ) [59], VxLAN (angl. Virtual 
eXtended Local Area Network) [60] in STT (angl. Stateless Transport Tunneling) [61], ki z 
inkapsulacijo protokolov povezovalnega sloja v omrežni sloj ISO/OSI modela ustvarjajo 
poljubne topologije omrežja. Tako zaradi skrite originalne omrežne topologije otežijo 
varnostne vdore.  
ACL [62] omogoča definiranje poljubnih pravil, ki določajo, ali omrežna naprava prepušča 
ali preprečuje določen tip omrežnega prometa. Na ta način lahko učinkovito onemogočimo 
napade in hkrati zaščitimo omrežno napravo pred preobremenitvami. Dodatno je mogoče 
vključiti tudi oblikovanje dinamike omrežnega prometa (angl. traffic shaping), spreminjanje 
naslovov omrežnih paketov (angl. Network Address Translation - NAT) in razvrščanje 





S povečevanjem obsega računalniških omrežij so le-ta postala težko obvladljiva, zato je bilo 
v zadnjem času veliko truda vloženega v povečanje učinkovitosti upravljanja in nadzora, pri 
čemer je cilj predvsem olajšanje načrtovanja omrežij, obvladovanje njihovega delovanja in 
iskanje nepravilnosti v omrežjih. Sistemi za upravljanje omrežij morajo biti enostavni in 
prijazni do uporabnika. Pri tem morajo podpirati vse sloje ISO/OSI referenčnega modela, saj 
morajo komunicirati z omrežnimi napravami vseh tipov. K učinkovitosti upravljanja prispevajo 
tudi standardizirani komunikacijski protokoli, kot je na primer SNMPv3 (angl. Simple 
Network Management Protocol) [63], ki omogočajo enostavno in varno upravljanje in nadzor 
delovanja omrežnih naprav.  
Spremljanje omrežnega prometa je pri omrežnih napravah običajno izvedeno preko 
zrcaljenih vhodno-izhodnih vrat (angl. mirror port) s podvajanjem omrežnega prometa, ki 
prehaja preko vrat omrežnih naprav. Pri virtualnih omrežjih omrežni promet poteka med 
virtualnimi računalniki, ki lahko tečejo na istem fizičnem strežniku. Ker v tem primeru, 
omrežni promet ne prehaja med fizičnimi napravami, se namesto zrcaljenih vrat uporabljajo 
tehnologije, kot npr. NetFlow in sFlow [64], pri katerih se izvaja iskanje zahtevanih tokov 
(torej koreliranih omrežnih paketov, ki so enakega tipa in se pošiljajo med  dvema določenima 
končnima točkama) omrežnega prometa (angl. traffic flow). Omrežni paketi teh tokov se nato 
pošljejo analizatorju tokov, ki omogoča ustrezen nadzor.  
2.1.1 Omrežne naprave v fizičnih omrežjih 
Poleg zagotavljanja povezljivosti med končnimi točkami, kot so računalniki, strežniki, 
telefoni in modemi, je vloga omrežnih naprav v fizičnih omrežnih tudi zagotavljanje dodatnih 
omrežnih funkcionalnosti, kot npr. požarni zid, NAT in DPI (angl. Deep Packet Inspection) 
[65], ki uporabnikom omrežij omogočajo številne dodatne storitve. S tem se povečuje 
zahtevnost omrežnih naprav, ki potrebujejo vedno več računske moči in vedno višje hitrosti 
prenosa podatkov. Hitrost razvoja omrežnih naprav se tako zvišuje, pri čemer se uveljavljajo 
številni inovativni pristopi, kot npr. uporaba večjedrnih platform in uporaba programsko 
definiranih omrežnih naprav, ki zagotavljajo ustrezno hitrost in kakovost obdelave omrežnega 
prometa ob stroškovni in energijski učinkovitosti.   
Slika 2-3 prikazuje primer fizičnega računalniškega omrežja z najbolj pogostimi omrežnimi 
napravami. Končne točke se v omrežje povezujejo preko dostopovnih točk (brezžična 
dostopovna točka ali modem) ali pa z neposredno povezavo v omrežno stikalo ali 
usmerjevalnik. Več končnih točk medsebojno povežemo z omrežnim stikalom, pri čemer so 
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omrežni vmesniki. Povezava med virtualnimi in fizičnimi vmesniki je v tem primeru izvedena 
z uporabo binarne preslikave (angl. binary translation).  
Paravirtualizacija na drugi strani omogoča bolj učinkovito izrabo sistemskih virov, saj je v 
tem primeru povezava med virtualnimi in fizičnimi vmesniki izvedena bolj na neposreden 
način brez posnemanja. Pri tem so potrebne določene prilagoditve na OS-ih virtualnih 
računalnikov in gonilnikih omrežnih vmesnikov. Zaradi boljše učinkovitosti tega pristopa 
dandanes vsi popularni OS-i podpirajo paravirtualizirane gonilnike omrežnih vmesnikov za 
najbolj popularne hipervizorje, ki jih prikazuje Tabela 2-1.  
Virtualno stikalo Paravirtualiziran gonilnik 
Open vSwitch virtio/VHOST [69] 
Linux Bridge  virtio/VHOST [69] 
Virtual Local Ethernet paravirtualized e1000 driver [71] 
vSphere Standard Switch vmxnet3 [72] 
Hyper-V Virtual Switch hv_netvsc [73] 
Tabela 2-1: Seznam paravirtualiziranih gonilnikov omrežnih vmesnikov za popularne 
operacijske sisteme.  
 Vedno večje število elementov v virtualiziranih okoljih in vse večje zahteve glede hitrosti 
prenosov v računalniških omrežjih poleg virtualizacije omrežnih vmesnikov zahtevajo tudi 
optimizacijo učinkovitosti povezovanja elementov znotraj virtualiziranega omrežja. Tako 
lahko na podlagi raziskav, ki obravnavajo zmogljivost arhitektur računalništva v oblaku [74, 
75], ugotovimo, da ima učinkovitost omreženja vedno večji vpliv na kakovost storitev, ki jih 
ponuja računalništvo v oblaku.  
Iz teh potreb so bili uvedeni koncepti virtualizacije omrežij (angl. network virtualization) 
[58], kot npr. SDN [48] in NFV [76], ki poleg učinkovitih povezav med elementi v 
virtualiziranem okolju omogočajo tudi varnost, enostavno upravljanje in nadzor, zagotavljanje 
kakovosti storitev ter učinkovito izrabo sistemskih virov.  
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Podatkovna ravnina skrbi za ustrezno obravnavo omrežnega prometa, ki vključuje 
podajanje, usmerjanje in razporejanje omrežnih paketov ter pri tem uporablja tabele tokov 
omrežnega prometa (angl. flow tables), v katerih je določeno, kako je določene omrežne 
pakete  potrebno obravnavati. Pri običajnem omrežnem prometu večino omrežnih paketov 
obdela le ta ravnina.  
Nadzorna ravnina se vključi v obravnavo omrežnih paketov le v primeru, ko podatkovna 
ravnina nima informacije, kako je treba obravnavati določen omrežni paket. S pomočjo logike, 
ki je vgrajena v to ravnino in je odvisna od funkcionalnosti, ki jih ponuja omrežna naprava, se 
ustrezno nastavijo tabele tokov omrežnega prometa, ki podatkovni ravnini podajo informacijo 
o načinu obravnave omrežnih paketov.  
Upravljalna ravnina omogoča nastavljanje delovanja podatkovne in nadzorne ravnine ter 
definira vmesnike, ki so povezani z upravljalno programsko opremo, preko katere omrežni 
administratorji na enostaven način upravljajo z omrežno napravo.   
Bistvo koncepta SDN je torej ločitev nadzorne in podatkovne ravnine. Kot prikazuje Slika 
2-7, podatkovna ravnina ostaja v omrežni napravi, kjer se vršita analiza in ustrezna obravnava 
omrežnih paketov. Nadzorna ravnina, kjer se določajo algoritmi obravnavanja omrežnega 
prometa in se določa logika delovanja omrežne naprave, pa je prestavljena v centraliziran SDN 
krmilnik (angl. SDN controller), ki se zaveda vseh stanj in sprememb v omrežju. 
Komunikacija med omrežno napravo in SDN krmilnikom je izvedena s komunikacijskimi 
vmesniki, med katerimi poteka nadzorni protokol, npr. OpenFlow [79], ki je podprt pri večini 
strojno in programsko definiranih omrežnih naprav. Upravljanje SDN krmilnika poteka preko 
uporabniških vmesnikov ali protokolov, kot npr. SNMPv3 in NETCONF [80].  
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Pred kratkim predstavljen koncept NFV [76] predvideva zamenjavo velikega deleža fizičnih 
namenskih omrežnih naprav v virtualiziranih okoljih z njihovimi virtualiziranimi izvedbami, ki 
so zgrajene na podlagi programske opreme, ki teče na COTS platformah. Te programsko 
definirane omrežne naprave so nato nameščene na virtualne entitete znotraj virtualiziranega 
okolja. Zato za izvedbo naprednih omrežnih funkcionalnosti ne potrebujemo več namenskih in 
pogosto dražjih naprav, ampak uporabimo kar obstoječe COTS strežnike, ki so med sabo 
povezani z omrežnimi vmesniki. Infrastrukturo virtualiziranega okolja torej sestavljajo 
virtualni računalniki, na katerih so izvedene storitve, ki so ponujene uporabnikom, in hkrati 
tudi vse omrežne funkcionalnosti, ki omogočajo zanesljivost, zmogljivost, varnost, upravljanje 
in nadzor komunikacij. Nevirtualizirane omrežne naprave so uporabljene le v primeru 
osnovnih omrežnih funkcionalnosti, kot npr. usmerjanje, ki morajo zagotavljati hitre povezave 
med fizičnimi elementi infrastrukture virtualiziranega okolja.  
Glavne prednosti koncepta NFV so poleg cenovne učinkovitosti in boljšega izkoristka pri 
izrabi sistemskih virov tudi manjše število omrežnih naprav v omrežju in s tem posredno 
manjša poraba energije. V tem kontekstu se običajno uporabi še koncept SDN, ki poenostavi 
upravljanje z omrežjem in njegov nadzor. Vključevanje novih omrežnih funkcionalnosti je 
poenostavljeno, saj je treba nadgraditi le določeno programsko opremo za razliko od fizičnega 
omrežja, kjer je treba nadgraditi tudi namensko računalniško opremo. Virtualizirane omrežne 
naprave se lahko zato enostavno prenašajo med fizičnimi računalniškimi strežniki preko 
mehanizma sprotne migracije (angl. live migration) [81], kar omogoča fleksibilnost, 
skalabilnost in možnost prilagajanja na trenutne obremenitve.  
Seveda je NFV koncept izvedljiv le v primeru, če imamo na voljo računalniške strežnike, ki 
lahko NFV napravam zagotovijo dovolj sistemskih virov za doseganje zahtevane zmogljivosti. 
Tako je ob rastočih zahtevah po hitrosti povezovanja v računalniških omrežjih nujna uporaba 
večjedrnih platform, ki zagotavljaj boljšo energijsko učinkovitost. Uporabljeni omrežni 
vmesniki morajo poleg naštetega vsebovati tudi številne mehanizme za delno obdelavo 
omrežnih paketov, kar razbremeni centralne procesorje. V zadnjem času se pojavljajo 
mehanizmi, kot npr. SR-IOV (angl. Single Root – Input/Output Virtualization) [82], ki 
povečajo učinkovitost omrežnih vmesnikov v virtualiziranem okolju, še posebej pri uporabi 
večjedrnih platform. Kljub vsemu, pa je še vedno glavni izziv koncepta NFV doseganje 
ustrezne zmogljivosti [78], saj so zaradi relativno novega področja potrebne številne 




optimizacije na programski opremi, ki bodo omogočale učinkovito izrabo vseh sistemskih 
virov, ki so na voljo pri uporabi COTS platform.   
2.2 Strojno definirane omrežne naprave 
Strojno definirane omrežne naprave so osnovane na namenski računalniški opremi, ki v 
veliki meri določa njene lastnosti. Programska koda, ki je pogosto tudi del teh naprav in je 
običajno izvedena v obliki mikrokode, je namenjena predvsem krmiljenju funkcionalnih delov 
računalniške opreme. Realizacija omrežnih funkcionalnosti z uporabo sestavnih delov 
računalniške opreme omogoča doseganje visokih zmogljivosti in hkrati zagotavlja visok nivo 
kakovosti obdelave omrežnega prometa. Ker je celotna platforma prirejena določenemu naboru 
omrežnih funkcionalnosti, je izkoristek razpoložljivih sistemskih virov velik. Posledično je 
visoka tudi energijska učinkovitost ter s tem zagotovljeni nizki stroški obratovanja.  
Po drugi strani je delovanje omrežnih naprav tega tipa v celoti odvisno od uporabljene 
računalniške opreme, kar omejuje njihovo fleksibilnost. Vključevanje novih funkcionalnosti v 
omrežne naprave tako običajno zahteva vključevanje dodatnih komponent v računalniško 
platformo. Zaradi vse večjih zahtev po fleksibilnosti so se poleg omrežnih naprav, ki temeljijo 
na ASIC vezjih, pojavile tudi omrežne naprave na podlagi omrežnih procesorjev, ki so zgrajeni 
iz splošnih procesorjev in dodatnih programirljivih procesnih enot, katerim je mogoče 
prilagajati delovanje s spreminjanjem mikrokode.  
Za doseganje zahtev po visokih hitrostih komunikacije 40-100 GbE je nujen prehod na 
večjedrno arhitekturo, ki omogoča vzporedno obdelavo omrežnega prometa. Več ASIC vezij je 
v tem primeru povezano v različne topologije, ki omogočajo povečanje skupne zmogljivosti ob 
optimizaciji medsebojne komunikacije. Omrežni procesorji pa na drugi strani vsebujejo 
večjedrne splošne procesorje in več namenskih procesnih enot.  
Razvoj strojno definiranih omrežnih naprav je zaradi uporabe namenske opreme in uporabe 
mikrokode, ki temelji na nižje-nivojskih programskih jezikih, bolj zahteven kot pri programsko 
definiranih napravah, kjer se za razvoj programske kode, ki teče na splošno namenskih 
procesorjih, uporabljajo višje-nivojski programski jeziki, kot npr. C++. Pri strojno definiranih 
omrežnih napravah vsak prehod na zmogljivejšo računalniško opremo zato zahteva tudi 
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napravah, ki so zaradi uporabe večjedrnih platform tudi zelo zmogljive. Po drugi strani pa je 
energijska učinkovitost nekoliko manjša zaradi večjega števila elementov v procesorju.  
2.2.2 Izvedbe strojno definiranih omrežnih naprav 
Zaradi različnih načinov delovanja in različnih vlog, ki jih imajo omrežne naprave v 
računalniških omrežjih, obstajajo številni tipi izvedb, ki omogočajo njihovo optimalno 
delovanje, s čimer je mogoče dosegati želene hitrosti komunikacije v računalniških omrežjih. 
Glede na njihovo vlogo se strojno definirane omrežne naprave ločijo predvsem po: ceni, fizični 
velikosti, porabi energije, razširljivosti, fleksibilnosti, hitrosti oz. prepustnosti ter možnostmi 
upravljanja in nadzora.  
Poleg omrežnih stikal in usmerjevalnikov, ki so najbolj razširjeni in skrbijo za povezovanje 
elementov omrežja in zanesljivo komunikacijo med njimi, obstajajo tudi strojno definirane 
omrežne naprave, ki zagotavljajo varnost in ustrezno kakovost storitev. Varnost je 
zagotovljena z napravami IDS (angl. Intrusion Detection System), kot npr. požarni zid, NAT in 
VPN upravljalnik, ki preprečujejo varnostne vdore in nepooblaščen dostop do komunikacijskih 
podatkov [5, 6]. Kakovost storitev zagotavljajo naprave, ki odpravljajo anomalije omrežij, 
obravnavajo prioritetne omrežne pakete in razvrščajo omrežni pomet, kot npr. enota za 
popravljanje vrstnega reda sporočil, ki je opisana v [33].  
S pojavom virtualizacije omreženja dobivajo strojno definirane omrežne naprave nove 
vloge. Tako se pojavljajo strojno definirana virtualna omrežna stikala, ki podpirajo standarde, 
kot so VEPA (angl. Virtual Etherent Port Aggregator) [85] ali VN-tagging [86], ki so z 
virtualiziranim okoljem povezana preko zunanjih vmesnikov tako, da lahko obravnavajo 
omrežni promet med virtualnimi računalniki.  
Za manjša in "kampus" omrežja so namenjene nizkocenovne dostopovne omrežne naprave, 
ki omogočajo vključevanje končnih točk v večja omrežja. Te naprave se nato preko vmesnika 
WAN (angl. Wide Area Network) vključujejo v jedrna omrežja (angl. core network), ki 
vsebujejo zmogljivejše omrežne naprave, ki so zmožne podpirati visoke hitrosti obdelave 
omrežnega prometa. Hkrati je potrebna večja zanesljivost delovanja, večja fleksibilnost ter bolj 
učinkovito upravljanje. Prav zaradi tega so take naprave za nekaj cenovnih razredov dražje kot 
dostopovne omrežne naprave mini omrežij.  




2.3 Programsko definirane omrežne naprave 
Razvoj programsko definiranih omrežnih naprav v celoti izvedenih s programsko opremo, 
ki teče na splošno dostopnih COTS platformah, se je začel že kmalu po pojavu računalniškega 
omreženja, ko je bil v OS-e vključen omrežni del, ki skrbi za podporo komunikacijskim 
protokolom in storitvam za učinkovito povezovanje med računalniki. S tem je bilo mogoče v 
OS-e vključiti tudi nekatere enostavne funkcionalnosti omrežnih naprav, kot sta premoščanje 
in usmerjanje, s čimer je vsak računalnik lahko postal omrežna naprava.  
Zmogljivost programsko definiranih omrežnih naprav je v začetku precej zaostajala za 
strojno definiranimi napravami, ki jim namenska računalniška oprema omogoča visok nivo 
optimizacije. COTS platforme po drugi strani niso optimizirane za opravila obdelave 
omrežnega prometa, poleg tega pa na njih običajno tečejo tudi druge aplikacije, ki vplivajo na 
delovanje omrežnih funkcionalnosti predvsem na področju zanesljivosti in varnosti. Zaradi 
tega programsko definirane omrežne naprave večinoma niso bile uporabljane za profesionalne 
namene, ampak so bile namenjene domači uporabi in raziskovalnim dejavnostim, kjer so prišle 
do izraza predvsem prednosti, kot so enostaven in hiter razvoj, enostavni načini vključevanja 
dodatnih funkcionalnosti in pouporaba že obstoječe računalniške opreme.  
Z novimi koncepti grajenja računalniških omrežij, kot npr. virtualizacija omrežij, SDN in 
NFV (opisanih v podpoglavju 2.1.2) in s popularizacijo računalništva v oblaku, se je nabor 
uporabe programsko definiranih omrežnih naprav bistveno povečal. Programsko definirane 
omrežne naprave danes igrajo ključno vlogo pri povezovanju vozlišč v virtualiziranih 
omrežjih, saj omogočajo učinkovitejšo izrabo sistemskih virov, lažjo vključitev v virtualizirano 
okolje, enostavnejše upravljanje in boljšo ekonomsko učinkovitost, kot njihove strojno 
definirane različice.  
Kot smo ugotovili v podpoglavju 2.1.2, je ob vseh naštetih prednostih ključni izziv 
programsko definiranih omrežnih naprav doseganje želenih zmogljivosti, saj potrebe po hitri 
komunikaciji znotraj omrežij neprestano rastejo. Predpogoj za doseganje visoke zmogljivosti je 
zmogljiva COTS računalniška oprema, na kateri teče programska koda. Na tem področju so 
bile v zadnjem času izvedene številne izboljšave pri zagotavljanju visoke računske 
zmogljivosti, pri dostopu do podatkov in pri optimizaciji prenosnih poti. Programska oprema 
za omrežne naprave mora vse te izboljšave v celoti izkoristiti in jih vključiti v svojo zasnovo. 
Poleg tega so za zagotavljanje večjih zmogljivosti potrebne številne inovativne programsko 
osnovane izboljšave.  

























deluje pri nižjih delovnih taktih, medtem ko se njihova skupna zmogljivost bistveno poveča. 
Učinkovit način medjedrne komunikacije, ki je uporabljen v sodobnih COTS platformah, je 
uporaba deljenega predpomnilnika (platforma, ki jo prikazuje Slika 2-10, uporablja L3 
predpomnilnik).  
2.3.1.2 Pomnilnik 
Pomnilnik, ki je v uporabi v COTS platformah je tipa  DDR SDRAM (angl. Double Data 
Rate Synchronous Dynamic Random Access Memory), ki omogoča visoke hitrosti 
shranjevanja podatkov. Trenutno verzija DDR3 [87] dosega hitrosti do 17 Gb/s s časovno 
zakasnitvijo do 13 ns.  
2.3.1.3 Omrežni vmesniki 
Ključen del COTS platform za omrežne naprave so omrežni vmesniki, ki so bili v zadnjem 
času deležni številnih izboljšav za večje zmogljivosti. Dostop do pomnilnika in 
predpomnilnikov je izveden neposredno z uporabo mehanizmov DMA (angl. Direct Memory 
Access) [88, 89] in DCA (angl. Direct Cache Access) [90], s čimer se v veliki meri odpravi 
potreba po posredovanju osrednjega procesorja pri shranjevanju in premeščanju omrežnih 
paketov v pomnilniku.  
Osrednji procesor je dodatno razbremenjen z uporabo pohitritvenih modulov v omrežnih 
vmesnikih, ki prevzamejo del bremena obdelave omrežnega prometa. Na ta način so postopki, 
kot npr. računanje kontrolne vsote, zahtevna obdelava omrežnih paketov protokola TCP (angl. 
Transmission Control Protocol) [91] in postopki šifriranja omrežnih paketov v celoti izvedeni 
v omrežnem vmesniku, kar omogoča doseganje večje prepustnosti. Posebni moduli na 
omrežnih vmesnikih lahko opravljajo tudi operacije nadzora omrežnega prometa, kot npr. 
filtriranje.  
Število obravnav sistemskih prekinitev, ki se pogosto uporabljajo za obdelavo omrežnih 
paketov, je ustrezno zmanjšano z mehanizmi blaženja učinka prekinitev, ki združujejo podobne 
prekinitvene dogodke in tako zmanjšajo režijske stroške pri obdelavi sistemskih prekinitev. 
Enak učinek dosežejo tudi mehanizmi skupinske obdelave omrežnih paketov, kot npr. RSC 
(angl. Receive Side Coalescing) in LSO (angl. Large Segment Offload) [92], ki združujejo 
podobne omrežne pakete pri sprejemu in jih razdružujejo pri oddaji.  
V okviru optimalne izkoriščenosti večjedrnih platform zmorejo omrežni vmesniki z 





razporejati breme obdelave omrežnega prometa na več različnih procesorskih jeder in tako 
povečati skupno zmogljivost.  
Za dodatno povečanje učinkovitosti omrežnih vmesnikov v virtualiziranem okolju so vanje 
vključeni moduli, ki zmanjšajo režijske stroške pri obdelavi omrežnega prometa med 
virtualnimi računalniki, kot npr. SR-IOV [82] in VMDq (angl. Virtual Machine Device 
queues) [94].  
2.3.1.4 Integrirano vezje matične plošče in povezave med elementi 
Poleg uporabe zmogljivih elementov v COTS platformah so enako pomembne hitre 
povezave med njimi, saj bistveno vplivajo na prepustnost in časovne zakasnitve pri obdelavi 
omrežnega prometa. Tradicionalno skupno vodilo so učinkovito zamenjali vmesniki 
neposrednega dostopa, kot npr. QPI (angl. Quick Parth Interconnect) [95] in HyperTransport 
[96], preko katerih procesorska jedra komunicirajo s pomnilnikom, z integriranim vezjem 
matične plošče in med sabo (Slika 2-10). Omrežni vmesniki uporabljajo za komunikacijo 
vodilo PCI-e [97], ki omogoča visoke hitrosti prenosa z uporabo več vzporednih prenosnih 
linij, katerih število je mogoče prilagajati zahtevani hitrosti komunikacije. Integrirano vezje 
matične plošče mora vse povezave medsebojno usklajevati, da se komunikacija med elementi 
izvaja  brez motenj.  
2.3.2 Izvedbe programsko definiranih omrežnih naprav 
Že omenjene programsko definirane omrežne naprave, ki so izvedene kot dodatek k OS-om, 
se še vedno razvijajo in izboljšujejo, kljub vsemu pa morajo funkcionirati kot del splošno 
namenskih OS-ov, ki vključujejo še številne funkcionalnosti, s katerimi si morajo deliti 
sistemske vire.  
Za uporabo v večjih omrežjih in za komercialne namene je bilo treba spremeniti OS-e tako, 
da se omrežnim funkcionalnostim podredi delovanje ostalih funkcionalnosti in s tem omogoči 
razvoj izboljšav predvsem na področju zmogljivosti, varnosti, nadzora, upravljanja in 
namestitvenih postopkov. V to skupino sodijo spremenjeni OS-i, kot npr. Vyatta/VyOS [98] in 
pfSense [99], ki omogočajo številne omrežne funkcionalnosti, od osnovnih, kot npr. 
premoščanje in usmerjanje, do naprednejših, kot npr. požarni zid, NAT in DPI. Omogočeno je 
tudi spremljanje omrežnega prometa, ki potuje preko omrežne naprave. Upravljanje in nadzor 
sta izvedena podobno kot pri profesionalnih visoko-zmogljivostnih strojno definiranih 
omrežnih napravah.  




Poleg sprememb OS-ov se razvijajo tudi dodatki k OS-om, ki dopolnijo omrežni del OS-a  
in s tem omogočajo izvedbo fleksibilnih in zmogljivih omrežnih naprav. Primer takega dodatka 
je programsko ogrodje CMR (angl. Click Modular Router) [10], ki poleg zmogljivosti 
zagotavlja tudi fleksibilnost in enostavnost izgradnje programsko definiranih omrežnih naprav. 
CMR sestavljajo tako imenovani CMR elementi, od katerih vsak predstavlja eno izmed 
omrežnih funkcionalnosti, kot npr. usmerjanje, oblikovanje dinamike omrežnega prometa in 
filtriranje. Z uporabo namenskega programskega jezika se ti elementi enostavno vključijo v 
sestavo tako zgrajene omrežne naprave, kar omogoča hitro izgradnjo zapletenih omrežnih 
naprav. Ker so ključni deli CMR-ja izvedeni v jedru OS-a Linux, z njim lahko dosegamo 
visoke hitrosti obdelave omrežnih paketov, kot to prikazujejo rezultati v [36], kjer na podlagi 
štirih strežnikov s CMR-jem zgrajen usmerjevalnik RB4 doseže skupno prepustnost 35 Gbit/s.  
Zaradi popularizacije računalništva v oblaku je v zadnjem času poudarek razvoja 
programsko definiranih omrežnih naprav na njihovem vključevanju v virtualizirano okolje. Vsi 
popularni hipervizorji uporabljajo za povezovanje virtualnih računalnikov visoko optimizirane 
programsko definirane omrežne naprave, ki so večinoma izvedene kot virtualna stikala.  
Slika 2-11 prikazuje virtualizirano okolje, kjer za povezave med virtualnimi računalniki 
skrbijo virtualna stikala. Vsako stikalo ima določeno število virtualnih vhodno-izhodnih vrat, 
na katere se priključijo virtualni omrežni vmesniki virtualnih računalnikov. Poleg teh vrat 
imajo virtualna stikala tudi zunanja vrata (angl. uplink ports), ki se povežejo na fizične 
omrežne vmesnike in s tem omogočajo povezovanje med virtualnimi računalniki na ločenih 
računalniških platformah. Dodatna zunanja vrata lahko služijo za zagotavljanje redundančnih 

























Virtualno stikalo Dostopnost Tip vključevanja v 
okolje 
Podprti hipervizorji 
Open vSwitch  Odprtokodni Vtičnik za 
hipervizorje 
Xen, KVM, Parallels, 
VMWare in Linux 
hipervizorji 
Linux Bridge  Odprtokodni Del OS-a Xen, KVM, Parallels, 
WMVware in Linux 
hipervizorji  
Virtual  Local 
Ethernet 
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Plačljiv NFV omrežni 
element 
NFV vključevanje v 
vSphere, Xen, KVM, 
Hyper-V 
Tabela 2-2: Pregled popularnih virtualnih stikal.  
Glavna prednost programsko definiranih omrežnih naprav je torej njihova tesna povezanost 
z virtualiziranim okoljem. Tako ima ta tip naprav neposreden dostop do notranjih  informacij o 
stanju okolja, kot npr: 
 intenzivnost omrežnega prometa,  
 poraba sistemskih virov,  
 omrežne nastavitve naprav v omrežju in   
 povezave med napravami v omrežju. 
Te informacije se lahko učinkovito uporabijo pri optimizacijah delovanja omrežja, kot npr. 





zahtevnejših omrežnih funkcionalnosti, kot npr. DPI [65]. Ker omrežne naprave tečejo na isti 
računalniški opremi kot virtualni računalniki, se za medsebojno komunikacijo lahko uporabi 
princip deljenega pomnilnika. Omrežni promet v tem primeru ne potuje preko omrežnih 
vmesnikov in prenosnega medija, ampak med komuniciranjem ostane na isti lokaciji v 
pomnilniku kar lahko znatno zmanjša časovne zakasnitve.  
  




3 Metodologija vrednotenja zmogljivosti in 
učinkovitosti omrežnih naprav 
Zmogljivost omrežnih naprav je ključnega pomena pri zagotavljanju hitrih povezav v 
računalniških omrežjih. Kot smo omenili v podpoglavju 2.1, omrežne naprave zagotavljajo 
poleg povezljivosti tudi številne omrežne funkcionalnosti za povečanje kakovosti storitev in 
varnosti ter zasebnosti komunikacije. Pri tem je za doseganje želene zmogljivosti treba izdelati 
oziroma izbrati ustrezno računalniško opremo in izvesti ustrezne optimizacije programske 
opreme.  
Poleg zmogljivosti nas običajno zanima tudi učinkovitost omrežnih naprav, ki jo definiramo 
kot delež koristnega dela med njihovim delovanjem. To pomeni, da so omrežne naprave 
učinkovite, če v čim večji meri izkoriščajo sistemske vire, ki so jim na voljo. Hkrati izvajajo 
obdelavo omrežnega prometa z najmanjšim možnim številom računskih operacij in minimalno 
potrebno komunikacijo med njenimi elementi, pri tem pa porabijo čim manj energije pri čim 
manjših proizvodnih stroških. Učinkovitost in zmogljivost lahko zato vrednotimo z več 
kriteriji, ki jih bomo opisali v nadaljevanju poglavja. Nato bomo predstavili načine 
preizkušanja in vrednotenja teh kriterijev z ustreznimi preizkusnimi postopki. Metodologijo 
bomo priredili omrežnim napravam, ki so osnovane na večjedrnih računalniških platformah.  
3.1 Kriteriji za vrednotenje zmogljivosti in učinkovitosti 
3.1.1 Prepustnost 
Osnovni kriterij za vrednotenje zmogljivosti omrežnih naprav je prepustnost [53, 54], ki jo 
lahko definiramo kot hitrost obdelave omrežnih paketov (angl. packet/frame rate): 
𝑇𝑝 =
š𝑡𝑒𝑣𝑖𝑙𝑜 𝑜𝑏𝑑𝑒𝑙𝑎𝑛𝑖ℎ 𝑜𝑚𝑟𝑒ž𝑛𝑖ℎ 𝑝𝑎𝑘𝑒𝑡𝑜𝑣
č𝑎𝑠 𝑜𝑏𝑑𝑒𝑙𝑎𝑣𝑒
,  
 ali pa kot hitrost obdelave podatkov (angl. bit rate), ki jo merimo v obdelanih bitih na 











Obe predstavitvi prepustnosti sta sicer povezani (hitrost obdelave podatkov je enaka hitrosti 
obdelave omrežnih paketov pomnožene s povprečno dolžino paketov), vendar z njima merimo 
dva različna vidika zmogljivosti omrežnih naprav.  
Prvi vidik se nanaša na obdelavo omrežnih paketov kot podatkovnih enot. Kot smo opisali v 
podpoglavju 2.3, vsak omrežni paket ne glede na njegovo dolžino zahteva določene postopke 
pri obdelavi, kot je izvedba prekinitvenih oziroma poizvedovalnih rutin, analiza glave paketa 
in pošiljanje paketa v omrežje. Iz tega vidika vrednotimo omrežne naprave, ki med obdelavo 
večinoma analizirajo samo glave omrežnih paketov, kot npr. omrežna stikala in 
usmerjevalniki, in je zaradi tega njihova zmogljivost predvsem odvisna od števila obdelanih 
omrežnih paketov na časovno enoto.  
Pri omrežnih napravah, ki podatke v omrežnih paketih izdatneje analizirajo in spreminjajo, 
je zmogljivost odvisna tudi od dolžine omrežnih paketov. V tem primeru uporabimo drugi 
vidik, ki se nanaša na podatkovno prepustnost omrežnega prometa, kjer je predvsem 
pomembno učinkovito prehajanje podatkov iz omrežja skozi omrežno napravo. To omogočajo 
predvsem hitra podatkovna vodila in vmesniki pri računalniški opremi ter programsko 
osnovane optimizacije prenosa podatkov v omrežnih napravah.  
Pri vrednotenju zmogljivosti omrežnih naprav je dolžina omrežnih paketov v omrežnem 
prometu pomembna, zato je pri preizkušanju treba zagotoviti čim manjše dolžine omrežnih 
paketov in s tem čim bolj povečati število omrežnih paketov v omrežnem prometu pri določeni 
pasovni širini podatkovnega prenosa. Za preizkušanje hitrosti obdelave podatkov, pa 
povečamo dolžine omrežnih paketov in tako zagotovimo prenos velikih količin podatkov.  
Dolžina omrežnih paketov je omejena s standardi, ki omejujejo najmanjše in največje 
velikosti paketov. Pri prometu tipa Ethernet, ki je prevladujoč povezovalni protokol pri 
računalniških omrežjih, so paketi lahko dolgi od 64 do 1500 bytov. Najvišjo mejo (angl. 
maximum transmition unit - MTU) je sicer mogoče z uporabo koncepta velikih paketov (angl. 
jumbo frames) povečati običajno na 9.000 bytov, vendar ta rešitev ni standardna in ni 
združljiva z vsemi omrežnimi napravami.  
3.1.2 Povprečna časovna zakasnitev omrežnih paketov 
 Povprečna časovna zakasnitev omrežnih paketov je definirana kot povprečen časovni 
zamik, kateremu so podvrženi omrežni paketi med obravnavo v omrežni napravi. Čas 
obravnave je določen kot razlika med časom, ko je sprejet prvi bit in časom, ko je oddan prvi 
bit omrežnega paketa [53]. Na časovno zakasnitev v napravi vplivajo zahtevnost obdelave, 




optimizacija prenosne poti, način sprejema in oddaje omrežnih paketov ter čakanje na 
obdelavo v vrstah.  
Pri določenih omrežnih napravah so možne še dodatne pohitritve, kot npr. pri omrežnih 
stikalih, ki omogočajo poleg običajnega načina »shrani-in-predaj« (angl. store-and-forward) še 
optimiziranega, imenovanega »odreži-in-predaj« (cut-through) [7]. V drugem načinu se 
omrežni paketi ne shranijo v celoti v pomnilnik omrežnega stikala (kot pri prvem načinu), 
ampak se takoj po sprejemu glave omrežnega paketa, ko ima omrežno stikalo že dovolj 
informacij za ustrezno predajanje paketa, izvede odločitev o tem, kam naj se paket pošlje. 
Podajanje omrežnih paketov je tako neodvisno od njihove velikosti, vendar pa je v tem primeru 
otežen nadzor nad napakami v omrežnih paketih.   
3.1.3 Izgubljeni omrežni paketi in paketi z zamenjanim vrstnim redom 
Napake v omrežnih paketih in izgubljeni paketi, vplivajo na hitrost komunikacije, saj je 
treba pošiljanje takih paketov ponoviti. To ne vpliva samo na komunikacijsko povezavo, na 
kateri je prišlo do okvarjenih ali izgubljenih paketov, ampak lahko vpliva tudi na zasičenost 
celotnega omrežja. Povezave, ki uporabljajo komunikacijske protokole z mehanizmi za 
zagotavljanje zanesljivosti prenosa, kot npr. TCP, namreč ob izgubljenem ali okvarjenem 
paketu zahtevajo ponovno pošiljanje problematičnega paketa, tako da pošiljajo nadzorne 
omrežne pakete. Velik delež izgubljenih ali okvarjenih paketov tako povzroči tudi veliko 
dodatnih nadzornih paketov, ki lahko v končni fazi zasičijo vse povezave v omrežju. Za 
vrednotenje in preizkušanje omrežnih naprav se zato uporablja merjenje deleža izgubljenih 
paketov (angl. packet-loss ratio), ki vrednoti zanesljivost in zmogljivost: 
 
𝑅𝐿𝑃 =
š𝑡𝑒𝑣𝑖𝑙𝑜 𝑝𝑜𝑠𝑙𝑎𝑛𝑖ℎ 𝑝𝑎𝑘𝑒𝑡𝑜𝑣 − š𝑡𝑒𝑣𝑖𝑙𝑜 𝑑𝑜𝑠𝑡𝑎𝑣𝑙𝑗𝑒𝑛𝑖ℎ 𝑝𝑎𝑘𝑒𝑡𝑜𝑣
š𝑡𝑒𝑣𝑖𝑙𝑜 𝑝𝑜𝑠𝑙𝑎𝑛𝑖ℎ 𝑝𝑎𝑘𝑒𝑡𝑜𝑣
.  
Zamenjan vrstni red omrežnih paketov, ki se pojavi zaradi različnih možnih prenosnih poti 
skozi omrežne naprave, ima podoben neželen vpliv na hitrost omrežnih povezav kot izgubljeni 
paketi. Delež paketov z zamenjanim vrstnim redom (angl. reordered packet ratio) 
vrednotimo z razmerjem:  
𝑅𝑅𝑃 =
š𝑡𝑒𝑣𝑖𝑙𝑜 𝑝𝑎𝑘𝑒𝑡𝑜𝑣 𝑧 𝑧𝑎𝑚𝑒𝑛𝑗𝑎𝑛𝑖𝑚 𝑣𝑟𝑠𝑡𝑛𝑖𝑚 𝑟𝑒𝑑𝑜𝑚
š𝑡𝑒𝑣𝑖𝑙𝑜 𝑝𝑜𝑠𝑙𝑎𝑛𝑖ℎ 𝑝𝑎𝑘𝑒𝑡𝑜𝑣
.  
Do zamenjanega vrstnega reda pride predvsem pri večjedrnih omrežnih napravah [100] in 







omogočajo več vzporednih obdelovalnih linij. Vsak predčasen ali zakasnel omrežni paket 
upočasni omrežni podatkovni pretok. Pri omrežnih protokolih z mehanizmi za zagotavljanje 
zanesljivosti prenosa, kot npr. TCP, lahko učinek zamenjanega vrstnega reda omrežnih 
paketov bistveno zmanjša prepustnost omrežja, kar je podrobneje predstavljeno v [26].  Tu so 
avtorji  opisali rešitve v obliki dopolnitev omrežnih protokolov, ki pa povečajo zahtevnost 
obdelave prometa, zato je treba v omrežnih napravah zagotavljati čim manj paketov z 
zamenjanim vrstnim redom.  
3.1.4 Obremenitev procesorskih jeder 
Na zmogljivost omrežnih naprav v veliki meri vpliva tudi njihova učinkovitost, ki se 
vrednoti z več kriteriji. Pri sodobnih omrežnih napravah, ki so zgrajene na večjedrnih 
računalniških platformah, je za visoko učinkovitost pomembno, da je breme obravnave 
omrežnega prometa enakomerno porazdeljeno po sistemskih virih. Delež obremenitev merimo 
s povprečno obremenitvijo posameznih procesorskih jeder in skupno povprečno obremenitvijo 
vseh procesorskih jeder v vseh procesorjih. Obremenitev jeder je določena s časom, ko 
procesorsko jedro dejansko izvaja ukaze in torej ni v nedejavnem (angl. idle) načinu. Največjo 
učinkovitost je dosežena, ko je obdelava omrežnega prometa porazdeljena tako, da se jedra 
vključujejo po potrebi. Ko aktivno procesorsko jedro doseže visoko obremenjenost, se 
postopoma vključujejo naslednja jedra, ki prevzamejo del obravnave omrežnega prometa. Na 
ta način so nedejavna jedra lahko izključena, kar poveča poleg računske učinkovitosti tudi 
učinkovitost izrabe porabljene energije.  
3.1.5 Učinkovitost uporabe predpomnilnikov 
Na obremenitev procesorjev pomembno vpliva uporaba predpomnilnikov. Zato je 
pomemben kriterij določanja učinkovitosti omrežnih naprav tudi delež zadetkov 
predpomnilnika (angl. cache-hit-ratio). Sodobna procesorska jedra vsebujejo večnivojski 
predpomnilnik, ki omogoča hitrejši dostop do podatkov, hkrati pa je le-ta uporabljen kot deljen 
pomnilnik, ki omogoča hitro komunikacijo med procesorskimi jedri na večjedrnih platformah. 
Slika 3-1 prikazuje shemo povezave jeder in predpomnilnika, ki je zgrajen iz več hierarhično 
povezanih nivojev. Predpomnilnik nivoja L1 je vezan na posamezno jedro, predpomnilniška 
nivoja L2 in L3 pa sta skupna več jedrom. Velikost predpomnilnika je precej manjša od 
glavnega pomnilnika, kar pomeni, da morajo biti tu shranjeni le podatki, ki so najpogosteje 
uporabljeni. Kot prikazuje Slika 3-1, se zadetek predpomnilnika zgodi, če je podatek, ki ga 
zahteva neko procesorsko jedro, že v predpomnilniku. V nasprotnem primeru govorimo o 
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Spremljanje zasedenosti vhodno-izhodnih vrst procesorskih jeder na večjedrnih platformah 
omogoča dodaten vpogled v porazdelitev omrežnega prometa. Na podlagi teh rezultatov lahko 
upravljamo razporejanje bremena obdelave omrežnih paketov za doseganje optimalnih 
rezultatov. Zasedenost vrst lahko služi kot posreden kazalec obremenjenosti določenega 
procesorskega jedra - jedro, ki ima polne vhodno-izhodne vrste je očitno preobremenjeno, saj 
ne more pravočasno obdelati omrežnih paketov, ki so mu bili dodeljeni.   
Kot so ugotovili v delu [13], je zaseganje in sproščanje pomnilnika ena izmed računsko 
zahtevnih operacij. Zato so bile izvedene številne optimizacije, ki poskušajo zmanjšati število 
obeh operacij. Pri tem običajno uporabljajo že predhodno zasežene pomnilniške bloke [71], ali 
pa ponovno uporabijo že zasežene dele pomnilnika [13].  
3.1.7 Pohitritev in učinkovitost vzporednega izvajanja 
Ker morajo omrežne naprave na večjedrnih platformah za učinkovito delovanje obdelavo 
omrežnega prometa izvajati vzporedno, moramo za vrednotenje njihovega delovanja uporabiti 
tudi kriterije iz metodologije vrednotenja vzporednih sistemov. Podatek, ki nam pove, v 





kjer je Ts čas izvrševanja obdelave omrežnih paketov na enem jedru in TPn čas izvajanja 
obdelave na n jedrih [37, 38].  
Ker nas pri omrežnih napravah zanima večje število omrežnih paketov, ki sestavljajo 
omrežni promet, in ker smo kot glavno merilo zmogljivosti omrežnih naprav določili 
prepustnost, ki je določena kot hitrost obdelave omrežnih paketov oziroma podatkov, bomo 









kjer sta T1 in Tn časa obdelave #p omrežnih paketov na enem jedru oziroma na n jedrih.  













Idealno ali linearno pohitritev dosežemo, če vsako jedro zmanjša čas izvajanja za 1/n, če je 
skupno število jeder n, kar pomeni, da je učinkovitost 1. Teoretično je možna tudi super 
linearna pohitritev [101], ko dodano jedro zmanjša čas izvajanja za več kot 1/n, na račun 
dodanega procesorja in dodanega predpomnilnika. Idealne pohitritve pa so v praksi težko 
dosegljive predvsem zaradi dveh razlogov. Prvič, vzporedna obdelava omrežnega prometa na 
več jedrih zahteva medsebojno komuniciranje med jedri, ki usklajuje delovanje. To pomeni 
dodatno obremenitev procesorjev, kar zmanjšuje skupno zmogljivost omrežnih naprav. Drugič, 
enakomerne razporeditve bremena obdelave paketov med razpoložljiva jedra ni mogoče 
enostavno doseči, hkrati pa postopki obdelave omrežnih paketov skoraj vedno vsebujejo delež 
zaporedne obdelave, kar glede na Amdahlov [102] in Gustafsonov zakon  [39] zmanjšuje 
možnosti za pohitritev.  
Metodologijo vrednotenja vzporednih sistemov lahko predstavimo tudi z vidika 
skalabilnosti omrežnih naprav, ki določa, kako učinkovito lahko izkoristimo dodatne 
sistemske vire. Pri analizi skalabilnosti ugotavljamo, v kakšni meri se poveča zmogljivost 
omrežnih naprav, če npr. podvojimo število procesorskih jeder [37]. Rezultate vrednotenja 
vzporednega izvajanja najbolj nazorno prikažemo v obliki grafa, ki prikazuje enega izmed 
kriterijev zmogljivosti v odvisnosti od števila uporabljenih jeder.  
V sodobnih omrežjih, ki so grajena za računalništvo v oblaku, se zahteva velik izkoristek 
izrabe sistemskih virov, pri čemer je pomembno tudi prilagaje bremenu, ki ga zahteva 
obdelava omrežnega prometa. Iz tega vidika je definiran še kriterij elastičnosti kot zmožnost 
omrežne naprave, da se njeno delovanje dinamično prilagaja zahtevnosti obdelave omrežnega 
prometa [103]. Če omrežna naprava ne more več obdelovati omrežnega prometa z 
razpolagajočimi viri, zahteva in vključi dodatne vire. Ko se breme obdelave zmanjša, lahko 
odvečne vire sprosti, tako da so na voljo drugim funkcijam ali napravam. Prilagajanje, ki je 
sicer navzgor omejeno s skalabilnostjo, mora biti odzivno in mora čim manj vplivati na 
zmogljivost omrežne naprave, saj se izvaja med njenim delovanjem.  
3.1.8 Energijska in stroškovna učinkovitost 
Za naprave v velikih računalniških omrežjih je pomembna tudi energijska učinkovitost, ki 
neposredno vpliva na vzdrževalne stroške. V našem primeru jo definiramo kot razmerje med 
prepustnostjo in porabljeno električno energijo: 
𝐸𝑒𝑡 =


















skladno z dvema definicijama prepustnosti.  
Energijska učinkovitost je pri uporabi večjedrnih platform znatno višja, saj so lahko delovne 
frekvence procesorskih jeder nižje, kar bistveno zmanjšuje porabo energije med delovanjem.  
Uporabnost omrežnih naprav ocenimo tudi z vidika stroškovne učinkovitosti, ki vključuje 
stroške razvoja in proizvodnje omrežne naprave. Na stroške razvoja vplivajo zahtevnost 
razvojnega postopka, stroški razvoja računalniške opreme in stroški nadgradenj. Stroškovna 





je razmerje stroškov razvoja in prepustnosti, ki je lahko opredeljena kot hitrost obdelave 
omrežnih paketov ali hitrost obdelave podatkov.  
Stroškovno učinkovitost proizvodnje omrežnih naprav pa definiramo kot:  
𝐸𝑐𝑝 =
𝑛𝑎𝑗𝑣𝑒č𝑗𝑎 𝑑𝑜𝑠𝑒ž𝑒𝑛𝑎 𝑝𝑟𝑜𝑝𝑢𝑠𝑡𝑛𝑜𝑠𝑡 
𝑠𝑡𝑟𝑜š𝑒𝑘 𝑝𝑟𝑜𝑖𝑧𝑣𝑜𝑑𝑛𝑗𝑒
. 
3.2 Preizkušanje zmogljivosti in učinkovitosti 
S preizkušanjem zmogljivosti in učinkovitosti omrežnih naprav poskušamo ugotoviti, kako 
omrežne naprave delujejo, ko so polno obremenjene daljše časovno obdobje v realnem okolju 
[44]. Pri tem ugotavljamo njihove mejne zmogljivosti, iščemo morebitna ozka grla, ki 
zmanjšujejo učinkovitost, in praktično vrednotimo izboljšave in nove funkcionalnosti, ki jih 
vgrajujemo v omrežne naprave.  
Sistematični pristop k preizkušanju zmogljivosti in učinkovitosti je pogoj za kakovostne 
meritve [46]. V našem primeru bomo preizkušanje razdelili v naslednje faze: 
 izdelava preizkusnih postopkov na podlagi izbranih kriterijev za preizkušanje,  
 priprava preizkusnih orodij,  
 priprava in nastavitev preizkusnega okolja,  








3.2.1 Izdelava preizkusnih postopkov 
Za celostno obravnavo zmogljivosti in učinkovitosti določimo preizkusne postopke, ki 
opredeljujejo načine obremenitve omrežnih naprav in definirajo merilno metriko, ki omogoča 
meritve vseh pomembnih kriterijev.  
Omrežne naprave obremenimo tako, da jih na nadzorovanem preizkusnem okolju 
podvržemo omrežnemu prometu, s katerim želimo posnemati delovanje omrežnih naprav 
predvsem iz dveh vidikov: 
 največja možna obremenitev in 
 delovanje v resničnih pogojih.  
V prvem primeru želimo zagotoviti omrežni promet, ki predstavlja za omrežno napravo 
najbolj neugodne pogoje delovanja (angl. worst-case scenario), ki se lahko zgodijo med 
delovanjem. Na ta način ugotavljamo, kako so omrežne naprave prilagojene na take pogoje 
delovanja in kako le-ti vplivajo na njihovo stabilnost.  
Iz vidika posnemanja delovanja omrežnih naprav v resničnih pogojih moramo najprej 
analizirati okolje, v katerem bodo omrežne naprave delovale, in potem na podlagi te analize 
čim bolj verodostojno modelirati omrežni promet, kateremu so podvržene omrežne naprave. S 
tem lahko praktično preverimo učinkovitost vključenih optimizacijskih mehanizmov v 
omrežne naprave in s posnemanjem resničnih pogojev preverimo, v kolikšni meri ti mehanizmi 
vplivajo na delovanje ostalih sestavnih delov omrežnih naprav. 
Pri obeh vidikih so za vrednotenje zmogljivosti in učinkovitosti omrežnih naprav ključnega 
pomena naslednje lastnosti omrežnega prometa: 
 dolžina omrežnih paketov,  
 količina sočasnih tokov oz. koreliranih omrežnih paketov,  
 povprečno trajanje tokov,  
 vsebovani komunikacijski protokoli,  
 dinamika časov med prihodi omrežnih paketov (angl. inter-arrival time) in  
 dinamika izbruhov omrežnih paketov (angl. burst).  
Kot smo že omenili, je dolžina omrežnih paketov omejena glede na uporabo določenih 





omejitev od 64 do 1500 bytov. Za primer največje možne obremenitve zato uporabimo mejne 
vrednosti dolžine omrežnih paketov:  
 dolžina 64 bytov za merjenje prepustnosti po enačbi (3-1) in 
 dolžina 1500 bytov za merjenje prepustnosti po enačbi (3-2).  
V primeru merjenja delovanja v realnih pogojih pridobimo dolžine iz analize omrežnih 
podatkov, ki so na voljo v različnih virih, kot npr. [104] ali [105]. Običajno so v prometu 
zastopani omrežni paketi vseh možnih dolžin znotraj dovoljenih mej pri čemer za 
poenostavitev postopka pogosto razdelimo promet na segmente glede na dolžino in  
porazdelitev omrežnih paketov.  
Pri omrežnih napravah na večjedrnih platformah na zmogljivost bistveno vpliva količina 
sočasnih tokov v omrežnem prometu, ki je odvisna od tega, koliko komunikacijskih poti je 
vzpostavljenih po omrežju preko vseh končnih točk. Več tokov v omrežnem prometu pomeni, 
da jih lahko bolj učinkovito razporejamo po več procesorskih jedrih z uporabo mehanizmov, 
kot npr. RSS, RPS in RFS, brez tveganja, da bi prišlo do zamenjanega vrstnega reda omrežnih 
paketov. Omenjeni mehanizmi razporejajo posamezen podatkovni tok na določeno 
procesorsko jedro, tako da vsi omrežni paketi iz istega toka potujejo skozi omrežno napravo po 
enaki poti in s tem ohranjajo izvoren vrstni red.  
Ker različni omrežni protokoli zahtevajo različen nivo obdelave omrežnih paketov, je za 
zmogljivost omrežnih naprav pomembna tudi njihova porazdelitev v omrežnem prometu, ki je 
odvisna od namena uporabe računalniškega omrežja. Zastopanost komunikacijskih protokolov 
omrežnega prometa določajo predvsem uporabniki in aplikacije na končnih točkah. Glede na 
analize realnega omrežnega prometa, so tako najbolj zastopani omrežni protokoli IP UDP, IP 
TCP in ICMP, ki so v uporabi pri večini računalniških aplikacij, kar prikazuje Tabela 3-1.  
Omrežni 
protokol 
Namen uporabe Značilnosti 
IP TCP video na zahtevo, video klici, 
omrežni promet preko protokolov 
HTTP, FTP, Skype, FTP 
mehanizmi zagotavljanja zanesljivosti 
prenosa, nadzor pretoka podatkov, 
zavedanje stanj povezave 
IP UDP govorni klici, P2P (angl. peer-to-
peer), IP TV, omrežni promet preko 
protokolov DNS, SNMPv3 
brez nadzora povezljivosti in 
mehanizmov zagotavljanja 
zanesljivosti 
ICMP nadzor omrežnega prometa nadzor povezljivosti po protokolu IP 
verzije 4 
Tabela 3-1: Najbolj pogosti komunikacijski protokoli v računalniških omrežjih.  




Zaradi številnih funkcionalnih modulov v računalniških omrežjih, ki na različne načine 
obravnavajo omrežne pakete, čas med prihodi omrežnih paketov v splošnem ni stalen ampak 
se lahko precej spreminja. Tabela 3-2 prikazuje pogosto uporabljene porazdelitvene funkcije 
[106, 107] s katerimi predstavljamo časovno dinamiko obravnavanja omrežnih paketov. 
Ime porazdelitve Porazdelitvena funkcija Uporabljeni simboli 













2𝜎2   
µ - aritmetična sredina, 
σ- standardna deviacija 
Pareto porazdelitev  
 
𝑃(𝑥) = 𝛼𝑏𝛼𝑥−𝛼−1  α – repni (Paretov) 
indeks, b – minimalna 
vrednost, ki jo lahko 
zavzame x,  








)𝛼  a – parameter merila, b – 
parameter oblike 
Tabela 3-2: Porazdelitvene funkcije časa med prihodi omrežnih paketov.  
Na podlagi analize omrežnega prometa in lastnosti računalniškega omrežja, za katerega so 
namenjene preizkušane omrežne naprave, ter na podlagi zgradbe omrežnih naprav izberemo 
ustrezen način modeliranja delovanja omrežnih naprav in ustrezno porazdelitev časa prihodov 
omrežnih paketov.  
Delovanje omrežnih naprav delujočih na večjedrnih računalniških platformah običajno 
ponazorimo z modelom več-strežniškega sistema s čakalno vrsto [106], pri čemer na časovni 
zamik paketov vplivajo: 
 obdelava omrežnih paketov,  
 čakanje v vrsti in  
 prenos po prenosnem mediju.  
Različne časovne porazdelitve med prihodi paketov znatno vplivajo na učinkovitost 






Za modeliranje običajno uporabimo model več-strežniškega sistema slonečega na modelu 
Markova, ki je po Kendall-Leejevi metodi označen kot:   
(𝑀/𝑀)/𝑐, 
kjer je c število uporabljenih procesorskih jeder na računalniški platformi in M/M oznaka za 
Poissionovo porazdelitev prihodov omrežnih paketov z eksponentno porazdelitvijo časov med 
prihodi paketov [106].  
Tako modelirana dinamika časovne porazdelitve omrežnih paketov ima znaten vpliv na 
zmogljivost omrežnih naprav, saj je treba v neugodnih primerih obdelovati omrežne pakete, ki 
si zelo hitro sledijo -  v najneugodnejšem primeru tako hitro, kot to dopuščajo prenosni mediji 
in omrežni vmesniki.  
Po drugi strani se lahko paketi pojavljajo v obliki kratkotrajnih izbruhov, ko omrežna 
naprava v zelo kratkem času prejme omrežne pakete z največjo možno hitrostjo. Omrežne 
naprave morajo biti načrtovane tako, da tudi v teh primerih ne prihaja do izgub omrežnih 
paketov. Običajne rešitve za omenjene težavne primere slonijo na začasnem shranjevanju 
paketov v hitrem medpomnilniku pred kasnejšo obdelavo. 
Ko določimo način obremenitve omrežnih naprav, sestavimo preizkusne postopke za 
merjenje zmogljivosti, ki običajno vključujejo meritve vseh preizkusnih kriterijev (opisanih v 
podpoglavju 3.1) v odvisnosti od obsega obremenitve. Jakost obremenitve nastavljamo tako, 
da postopoma povečujemo prometno obremenitev torej količino omrežnih paketov na časovno 
enoto oz. količino podatkov na časovno enoto v omrežnem prometu, vse dokler so omrežne 
naprave zmožne zagotavljati ustrezno kakovost obdelave omrežnega prometa. 
3.2.2 Priprava preizkusnih orodij 
Meritve, ki jih zahtevajo preizkusni postopki, je treba opraviti v kontroliranem okolju, z 
ustreznimi preizkusnimi orodji, ki so bistveno bolj natančna, od zahtevane natančnosti meritev 
zmogljivosti in učinkovitosti omrežnih naprav. Njihovo delovanje mora hkrati čim manj 









V nadaljevanju bomo opisali preizkusna orodja, ki so potrebna za celostno preizkušanje 
omrežnih naprav in omogočajo: 
 generiranje ustreznega omrežnega prometa,  
 zajem omrežnega prometa v pomembnih točkah omrežja,   
 analizo zajetega omrežnega prometa in  
 merjenje notranjih stanj omrežnih naprav.  
3.2.2.1 Generatorji omrežnega prometa 
Generatorji omrežnega prometa [108-110] morajo zagotavljati kontrolirano pošiljanje 
omrežnih paketov v omrežje, pri čemer so potrebne natančne nastavitve zgradbe oz. dolžine 
omrežnih paketov in dinamike njihove časovne porazdelitve v omrežnem prometu. 
Enostavnejše izvedbe generatorjev, ki delujejo na nižjih nivojih, obsegajo le grajenje poljubnih 
omrežnih paketov in njihovo pošiljanje v omrežje, medtem ko zahtevnejše izvedbe vsebujejo 
bolj celostne simulacije določenih omrežnih protokolov in samostojno določajo zgradbo in 
velikost omrežnih paketov v odvisnosti od specifikacij protokolov. Najzahtevnejše izvedbe 
generatorjev pa lahko simulirajo izbrane končne točke omrežja in aktivnosti njihovih 
uporabnikov.  
Generirani omrežni paketi omogočajo ustrezno analizo omrežnega prometa s tem, da 
vključijo dodatne informacije v podatkovni del omrežnih paketov, kot so časovni žigi (angl. 
timestamp) in številke zaporedja paketov v toku (angl. sequence numbers). Časovni žigi 
omogočajo izračun časovnih zakasnitev omrežnih paketov med potovanjem po omrežju, 
številke zaporedja paketov pa so vezane na podatkovne tokove v omrežnem prometu in 
omogočajo zaznavanje in statistično obdelavo zamenjav vrstnega reda omrežnih paketov 
znotraj tokov.  
Glede na vedno večje zahtevane hitrosti povezovanja v računalniških omrežjih, je 
pomemben izziv generatorjev omrežnega prometa tudi zagotavljanje zadostne hitrosti 
generiranja omrežnih paketov in zanesljivosti delovanja. V preteklosti so bili generatorji 
večinoma izvedeni z namensko računalniško opremo, kar jim je zagotavljalo dovolj veliko 
zmogljivost. S pojavom virtualizacije omreženja, ko so generatorji potrebni tudi na virtualnih 
računalnikih, pa pridobivajo na veljavi tudi programsko zasnovani generatorji, ki sicer še 
vedno ne dosegajo zmogljivosti namenskih, vendar pa njihova fleksibilnost in stroškovna 





3.2.2.2 Zajemalniki omrežnega prometa 
 Zajemalniki omrežnega prometa se vključujejo v preizkusno okolje tako, da čim manj 
vplivajo na delovanje omrežnih naprav in na promet v omrežju. Zajemanje poteka v 
preizkusnem okolju z vnaprej določenimi točkami zajema, kamor priključujemo zajemalnike, 
ali z vključitvijo zajemalnika v omrežne naprave oz. v generatorje omrežnega prometa. 
Prednost uporabe točk zajema je, da jih lahko postavimo med katerokoli povezavo v omrežju, 
pri čemer zanemarljivo vplivajo na delovanje omrežja. Po drugi strani pa ločene zajemalne 
naprave ne potrebujemo, če vključimo zajemanje omrežnega prometa v omrežne naprave, 
vendar v tem primeru zajemanje porablja sistemske vire omrežne naprave in zmanjšuje njihovo 
zmogljivost. Slednji način je sicer edina možnost zajemanja pri virtualnih omrežjih, kjer je 
celotno omrežje sestavljeno iz logičnih povezav, pri katerih lahko zajemanje izvajamo le z 
mehanizmi, ki so vgrajeni v omrežne naprave, npr. NetFlow ali sFlow [64].  
3.2.2.3 Analizatorji omrežnega prometa 
Analizatorji omrežnega prometa so računsko zahtevna preizkusna orodja, ki med drugim 
vključujejo meritve in obdelavo številnih podatkov [107], in sicer: 
 analizo prepustnosti omrežnega prometa,  
 časovne zakasnitve paketov,  
 analizo dolžine paketov,  
 analizo protokolov in omrežnih naslovov,  
 analizo tokov v omrežnem prometu in  
 analizo zamenjav vrstnega reda omrežnih paketov..  
Računsko manj zahtevna analiza se lahko izvaja sproti, medtem ko je za bolj zahtevno 
analizo potrebno zajemanje omrežnega prometa za nadaljnjo kasnejšo analizo. Rezultati so 
lahko v tem primeru v celoti pridobljeni šele po končanem preizkušanju. Pri izvedbi 
analizatorjev omrežnega prometa na podlagi programske opreme je torej zaradi zahtevnosti 
analize treba ustrezno optimirati njihovo delovanje, še posebej če so analizatorji vključeni v 
omrežne naprave.  
3.2.2.4 Merjenje notranjih stanj omrežnih naprav 
Meritve notranjih stanj omrežnih naprav, ki so potrebne za vrednotenje učinkovitosti, so 
navadno del omrežnih naprav in zato ne smejo biti pretirano računsko potratne. Statistika 
sistemskih prekinitev je običajno vključena v nadzorni sistem omrežne naprave oz. njenega 




OS-a. Drugi statistični podatki, kot so zaseganje in sproščanje pomnilnika in delež zadetkov 
predpomnilnikov, so vključeni v računalniško opremo in jih pridobimo z branjem sistemskih 
registrov. Ostale meritve, kot npr. statistika vhodno-izhodnih vrst, pa je treba dodatno vključiti 
v nadzorni sistem. Običajno je mogoče, da se meritve notranjih stanj omrežnih naprav izključi 
med normalnim obratovanjem.  
3.2.3 Izgradnja preizkusnega okolja 
Za izvedbo preizkusov zgradimo preizkusno okolje, ki vključuje: 
 preizkušane omrežne naprave,  
 preizkusna orodja,  
 dodatne enote omrežja, ki zagotavljajo delovanje preizkušane omrežne naprave v 
resničnih pogojih in 
 ustrezne povezave med vsemi enotami.  
Vse enote preizkusnega okolja morajo biti ustrezno nastavljene, tako da razmere odražajo 
resnične pogoje delovanja. Pri tem morajo biti preizkusna orodja vključena v okolje na način, 
da čim manj vplivajo na meritve in na delovanje preizkušane omrežne naprave in morebitnih 
dodatnih enot. Njihovo delovanje se pogosto posnema, s čimer se celotno preizkusno okolje 
enostavneje zgradi in je s tem stroškovno bolj učinkovito.  
3.2.4 Izvedba preizkusov in analiza rezultatov 
Slika 3-2 prikazuje potek omrežnega prometa v preizkusnem okolju pri meritvah, ki 
omogočajo pridobivanje rezultatov za vrednotenje zmogljivosti in učinkovitosti omrežnih 
naprav. Generator omrežnega prometa vključi v podatke omrežnih paketov dodatne 
informacije (npr. časovni žig in številka zaporedja v toku), ki omogočajo statistično analizo 
podatkov na sprejemni strani. Paketi se pošljejo v omrežje preko dodatnih elementov omrežja 
do preizkušane omrežne naprave, ki jih ustrezno obdela. V točkah zajema se podatki usmerijo 
v analizator omrežnega prometa, ki na podlagi obdelanih informacij iz zajetih omrežnih 
paketov izračuna končne rezultate preizkusov. Analiza običajno obsega štetje prispelih in 
izgubljenih paketov in paketov z zamenjanim vrstnim redom, računanje časovnih zakasnitev in 
preverjanje pravilnosti paketov. Podatki analize skupaj s podatki o notranjih stanjih omrežnih 
naprav omogočajo analizatorju omrežnega prometa določiti vrednosti kriterijev za vrednotenje 
zmogljivosti in zanesljivosti omrežnih naprav podanih v poglavju 3.1.  
Grajenje omrežnih 
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4 Povečanje učinkovitosti omrežnih naprav na 
večjedrnih platformah 
Učinkovitost omrežnih naprav je mogoče povečati z optimizacijo programske opreme oz. 
mikrokode in s čim boljšim izkoriščanjem pohitritvenih mehanizmov, ki so vgrajeni v 
računalniško opremo. Arhitektura računalniške opreme se ob tem stalno razvija, s čimer se 
povečujeta predvsem računska moč in hitrost dostopa do podatkov. Pri tem je najbolj 
neposreden način povečevanja učinkovitosti z večjedrno arhitekturo, ki omogoča znatno 
povečevanje računske zmogljivosti in hkrati energijske učinkovitosti, saj lahko večjedrna 
platforma deluje z zmanjšano sistemsko frekvenco. Zaradi teh prednosti se večjedrne platforme 
dandanes uporabljajo na praktično vseh računalniških področjih.  
Učinkovita uporaba večjedrnih platform zahteva večje spremembe pri zasnovi programske 
opreme, ki mora učinkovito uporabiti vsa razpoložljiva jedra. V osnovi je treba v okviru 
programske opreme zagotoviti več čim bolj enako zahtevnih opravil, ki se morejo izvajati 
vzporedno in tako lahko napredujejo sočasno. S tem se poveča učinkovitost, saj se računsko 
breme uravnoteženo razporedi med razpoložljiva procesorska jedra.  
V večini primerov morajo opravila medsebojno komunicirati, kar predstavlja dodatno 
računsko breme, ki lahko znatno vpliva na skupno zmogljivost. Optimizacija medsebojne 
komunikacije je tako zelo pomemben dejavnik pri učinkovitosti izvedb programske opreme na 
večjedrnih platformah. Hkrati mora biti programska oprema tudi skalabilna, kar pomeni čim 
bolj sorazmerno povečanje zmogljivosti ob povečanju števila jeder na računalniški platformi.  
Osnoven in najbolj enostaven način uporabe večjedrnih platform je uporaba principa SMP 
(angl. Symetrical Multi Processing) [111], ki vsem obstoječim procesom dodeluje procesorski 
čas razpoložljivih procesorskih jeder, pri čemer se predpostavlja, da imajo vsa jedra enako 
hiter dostop do podatkov shranjenih v pomnilniku. Bolj učinkovit, toda zahtevnejši, je način 
NUMA (angl. Non Uniform Memory Access) [111], pri katerem se programska oprema 
zaveda arhitekturnih značilnosti večjedrne platforme, kjer imajo zaradi različnih medsebojnih 





Ob upoštevanju Amdahlovega zakona [39] je povečanje zmogljivosti oz. pohitritev, ki je 
definirana z enačbo (3-7), nadalje odvisna od stopnje zaporednosti obdelave omrežnih paketov 






kjer je ts čas izvršitve dela obdelave omrežnih paketov, ki ga ni mogoče izvesti vzporedno, 
in tp čas izvršitve dela obdelave omrežnih paketov, ki ga je mogoče izvajati sočasno na več 
procesorskih jedrih. Stopnja zaporednosti ima zalogo vrednosti 0 ≤ 𝐹 ≤ 1 . Po 
Gustafsonovem zakonu (za razliko od Amdahlovega zakona) je čas tp odvisen od števila 
uporabljenih jeder, tako da je pohitritev [38] definirana kot:  
 
𝑆𝑛(𝑛) = 𝑛 − (𝑛 − 1)𝐹(𝑛) 
in lahko zavzame vrednosti 1 ≤ 𝑆𝑛(𝑛) ≤ 𝑛.  
Stopnja zaporednosti pri obdelavi omrežnih naprav na večjedrnih platformah je dodatno 
odvisna od številnih dejavnikov, ki jih je pri izvedbi treba upoštevati: 
 števila vhodno-izhodnih vrat,  
 značilnosti omrežnega prometa in  
 postopkov obdelave omrežnega prometa.  
Število vhodno-izhodnih vrat - Omrežne naprave sprejemajo in oddajajo omrežne pakete 
preko vhodno-izhodnih vrat, kjer obravnava poteka zaporedno, in sicer: 
 pri sprejemu paketi prihajajo zaporedno v vhodna vrata, kjer jih je potrebno shraniti 
v pomnilnik,  
 pri oddaji je treba omrežne pakete v določenem zaporedju pošiljati v omrežje.  
Stopnja zaporednosti se relativno zmanjša, če je vhodno-izhodnih vrat več, saj se tako 
sprejem in oddaja omrežnega prometa lahko vršita vzporedno ob predpostavki, da je omrežni 
promet enakomerno razporejen po vseh vhodno-izhodnih vratih.  
(4-1) 
(4-2) 




Značilnosti omrežnega prometa - Na stopnjo zaporednosti vpliva tudi zgradba omrežnega 
prometa, ki določa, v kolikšni meri je omrežne pakete mogoče enakomerno porazdeliti po 
razpoložljivih jedrih. Omrežne naprave običajno omrežne pakete, ki pripadajo enemu toku, 
obdelujejo zaporedno, da se ohrani njihov vrstni red. V nasprotnem primeru bi namreč lahko 
prišlo do zasičenja omrežja in posledično do motenj pri komunikaciji med končnimi točkami 
[26]. Omrežni promet, ki vsebuje veliko število tokov, torej koreliranih paketov, ki pripadajo 
eni komunikacijski povezavi, omogoča relativno enakomeren izkoristek procesorskih jeder, še 
posebej, če tokovi vsebujejo podobno število paketov na časovno enoto.  
Postopki obdelave omrežnega prometa – Po sprejemu omrežnih paketov je mogoče 
njihovo obdelavo razporediti na več jeder, pri čemer smo omejeni s stopnjo zaporednosti 
postopkov obdelave. Poleg tega je treba upoštevati stroške dekompozicije problema [38], ki se 
odražajo v: 
 povečanju računskega bremena zaradi dodatnih mehanizmov za zagotavljanje 
vzporednosti izvajanja,  
 morebitni neenakomerni porazdelitvi problema in  
 povečani komunikaciji zaradi sinhronizacije vzporedno tekočih postopkov. 
V splošnem je tako glavni izziv vzporedne izvedbe zagotoviti čim večjo stopnjo 
vzporednosti in hkrati čim bolj zmanjšati breme dodatne komunikacije, kar je še posebej 
zahtevno pri postopkih obdelave, ki so računsko manj zahtevni. V tem primeru namreč režijski 
stroški dodatne komunikacije hitro presežejo breme obdelave, kar lahko pomeni celo 
zmanjšanje zmogljivosti v primerjavi z enojedrnimi platformami, kot je prikazano v [112].  
Za učinkovito izrabo omrežnih naprav na večjedrnih platformah imamo tako na razpolago 
dva koncepta:  
 učinkovito razporejanje omrežnega prometa na razpoložljiva jedra in  
 vzporedna izvedba postopkov obdelave omrežnih paketov.  
Prvi način je osnovan na podatkovni dekompoziciji problema iz vidika vhodnih podatkov 
kot celote, pri čemer vhodni omrežni promet na učinkovit način razporedimo na razpoložljiva 
procesorska jedra tako, da omrežne pakete vstavljamo v vhodne vrste posameznih jeder. Pri 
tem je treba upoštevati tako lastnosti razvrščanih paketov, kot tudi arhitekturne značilnosti 





boljšo kakovost obdelave omrežnega prometa. Zaradi minimalne potrebe po dodatnem 
bremenu medjedrne komunikacije je ta način primeren za omrežne funkcionalnosti, ki 
vsebujejo računsko manj zahtevno obdelavo, kot npr. premoščanje in usmerjanje.  
Drugi način temelji na kombinaciji postopkovne in podatkovne dekompozicije iz vidika 
posameznih omrežnih paketov. Pri tem obdelavo paketov razdelimo na več postopkov, ki jih je 
mogoče izvajati vzporedno oz. podatke v paketu razdelimo na več delov, ki so lahko 
vzporedno obdelani. Vzporedni postopki obdelave so sedaj medsebojno znatno povezani, zato 
morajo biti ustrezno sinhronizirani, kar povečuje režijske stroške. Zaradi tega je ta način 
zagotavljanja vzporednosti primeren za omrežne funkcionalnosti z bolj zahtevno obdelavo 
omrežnih paketov, kot npr. šifriranje, stiskanje podatkov in DPI, kjer breme dodatne 
komunikacije manj vpliva na pohitritev in končno zmogljivost omrežnih naprav.  
V nadaljevanju bomo predstavili dve novi metodi za povečanje učinkovitosti omrežnih 
naprav na večjedrnih platformah. Prva metoda temelji na učinkovitem razporejanju omrežnih 
paketov, ki s pomočjo dodatnih informacij o večjedrni arhitekturi platforme omogoča 
doseganje večje zmogljivosti in se hkrati prilagaja značilnostim omrežnega prometa. Druga 
metoda pa temelji na vzporedni izvedbi zahtevnejših funkcionalnosti omrežnih naprav z 
uporabo kombinacije podatkovne in postopkovne dekompozicije, ki z ustrezno optimizacijo 
medsebojne komunikacije doseže zahtevano pohitritev delovanja.  
4.1 Adaptivno razporejanje omrežnih paketov 
Razporejanje obdelave omrežnega prometa po jedrih na večjedrnih platformah je učinkovit 
in enostaven način zagotavljanja večje zmogljivosti in učinkovitosti omrežnih naprav. Glede 
na način delovanja ločimo [24]: 
 razporejanje na podlagi paketov in 
 razporejanje na podlagi tokov.  
Pri razporejanju na podlagi paketov se obravnava vsak omrežni paket posebej, ne glede na 
njegovo vsebino ali povezanost z drugimi paketi v omrežnem prometu. Na ta način je mogoče 
dosegati poljuben nivo uravnoteženosti bremena obdelave. Najbolj preprosta metoda je RRTD 
(angl. Round-Robin Traffic Distribution), ki za obdelavo omrežnih paketov izmenično 
uporablja vsa razpoložljiva jedra. Naprednejša je metoda WRRTD (angl. Weighted Round-
Robin Traffic Distribution) [24], ki z upoštevanjem značilnosti arhitekture vsakemu jedru 
priredi utež, ki določa, kolikšen delež omrežnih paketov to jedro lahko obdela. V splošnem pa 




lahko uporabimo katerokoli metodo razporejanja, pri čemer lahko vključimo tudi dinamično 
prilagajanje razporejanja glede na omrežni promet oz. na razpoložljive sistemske vire. Po drugi 
strani pa poljubni omrežni paketi lahko med obdelavo potujejo skozi omrežno napravo po 
različnih poteh, pri čemer se lahko znatno razlikuje hitrost njihove obdelave. To lahko zaradi 
neupoštevanja vsebine paketov in njihove korelacije z ostalimi paketi povzroči zamenjave 
vrstnega reda paketov znotraj tokov. Posledično se lahko znatno zmanjša prepustnost omrežja, 
še posebej pri protokolih, ki vsebujejo nadzor prenosa, kot npr. TCP [26].  
Razporejanje na podlagi tokov, ki deluje na podlagi analize medsebojnih korelacij med 
omrežnimi paketi, zagotavlja, da so omrežni paketi, ki pripadajo določenemu toku, obdelani na 
enak način in na istih procesorskih jedrih, kar zagotavlja originalen vrstni red, ko dospejo do 
ciljne končne točke. Najbolj pogosta metoda razporejanja je HBTD (angl. Hash Based Traffic 
Distribution) [24], ki omrežne pakete dodeluje v tokove na podlagi ene izmed zgoščevalnih 
funkcij npr. Toeplitz [113], ki upošteva naslednje podatke: 
 izvorni in ponorni IP-naslov,  
 izvorna in ponorna omrežna vrata transportnega ISO/OSI sloja in  
 uporabljeni komunikacijski protokoli.  
Razporejanje je v tem primeru odvisno od značilnosti in števila tokov v omrežnem prometu, 
kar omejuje možnosti za uravnoteženo obremenitev procesorskih jeder. Hkrati pa analiza tokov 
zahteva dodatne sistemske vire. V primeru, ko omrežni promet vsebuje majhno število tokov z 
različnim številom paketov na časovno enoto (angl. packet-rate), so nekatera jedra bistveno 
bolj obremenjena, kot druga, kar ni učinkovito. Slika 4-1 prikazuje metodo HBTD, ki je 
pogosto uporabljena v mehanizmih razporejanja omrežnega prometa, kot sta RSS in RPS. V 
uporabi je tako pri programsko definiranih, kot tudi pri strojno definiranih omrežnih napravah. 
Po sprejemu omrežnega paketa se izračuna Toeplitz zgoščevalna funkcija, katere rezultat se 
primerja z vnosi v RPS tabeli, ki vsebuje preslikave vrednosti zgoščevalnih funkcij (ki 
predstavljajo tokove) na ciljna jedra. Če vrednosti izračunane zgoščevalne funkcije ni v RPS 
tabeli, se vanjo doda nov vnos, ki izračunani vrednosti dodeli enega izmed jeder. Po analizi 
RPS tabele se sedaj lahko določi ciljno jedro, ki je določeno za izvedbo postopka obdelave 
paketa. Če ciljno procesorsko jedro ni jedro, ki je sprejelo omrežni paket, se paket doda v 
vhodno vrsto drugega omrežnega paketa preko mehanizma IPI (angl. Inter-Processsor- 
Interrupt) [7]. V nasprotnem primeru se omrežni paket obdela na jedru, ki ga je sprejelo.  





















Optimalna izkoriščenost sistemskih virov – Zaradi dodatnih režijskih stroškov pri 
delovanju omrežnih naprav na večjedrnih platformah, ki se odražajo v dodatni komunikaciji in 
potrebi po sinhronizaciji med jedri, ima lahko uporaba večjedrne platforme tudi negativen 
učinek na zmogljivost, kot je prikazano v [112]. Zato je treba v izvedbo izboljšav vključiti tudi 
informacije o arhitekturi uporabljene večjedrne platforme, kot so število in razporeditev 
nivojev predpomnilnika, načini dostopa do pomnilnika ter razporeditev jeder in njihove 
medsebojne povezave. S tem je mogoče doseči boljšo prepustnost in višji nivo skalabilnosti, 
pri čemer se delovanje omrežne naprave prilagaja razpoložljivim sistemskim virom in 
bremenu.  
Minimalno število zamenjav vrstnega reda – Uporaba večjedrnih platform za omrežne 
naprave lahko privede do zamenjav vrstnega reda omrežnih paketov [114]. Med glavne vzroke 
spadajo:  
 neenakomerna razporeditev bremena obdelave omrežnega prometa,  
 različne hitrosti dostopa procesorskih jeder do predpomnilnika in pomnilnika in 
 morebitne razlike med zmogljivostjo posameznih jeder. 
Poleg tega tudi uporaba sodobnih omrežnih vmesnikov, ki vsebujejo številne pohitritvene 
mehanizme [25], lahko povzroči, da so omrežni paketi, ki so prišli v omrežno napravo pozneje, 
obdelani pred paketi, ki so bili v tem času že v omrežni napravi.  
Zamenjava vrstnega reda omrežnih paketov predstavlja težavo predvsem pri omrežnih 
protokolih, kot npr. TCP, ki zagotavljajo zanesljiv prenos podatkov. Vsak omrežni paket z 
zamenjanim vrstnim redom se namreč obravnava kot izgubljen, kar sproži zahteve po 
ponovnem pošiljanju paketov. Posledično se zmanjša efektivna prepustnost omrežja. Ta 
problem lahko učinkovito rešujemo z naslednjimi pristopi:  
 uporaba razširitev omrežnih protokolov, ki zmanjšujejo število ponovnih pošiljanj 
omrežnih paketov [28-30],  
 uporaba mehanizmov popravljanja razvrščanja, ki vzpostavijo originalen vrstni red 
paketov, preden le-ti zapustijo omrežno napravo [33, 35],  
 uporaba mehanizmov deljenja tokov, ki razdelijo tokove na več delov, tako da med 






Vsi ti postopki predstavljajo za omrežne naprave dodatno računsko breme, zato je pri 
razporejanju omrežnega prometa pomembno zmanjšati zamenjave vrstnega reda na minimum, 
da dosežemo želeno učinkovitost.   
4.1.2 Metoda razporejanja omrežnih paketov z uporabo žetonov 
Da bi dosegli cilje, ki so predstavljeni v prejšnjem podpoglavju, smo razvili novo adaptivno 
metodo razporejanja bremena obdelave omrežnih paketov imenovano TBTD (angl. Token 
Based Traffic Distribution), ki je kombinacija razporejanja omrežnega prometa na podlagi 
paketov in na podlagi tokov. Metodo smo izvedli kot dopolnitev omrežnega dela OS-a Linux, 
ki je pogosto uporabljen kot zmogljiva in fleksibilna platforma za izgradnjo programsko 
definiranih omrežnih naprav. Zaradi svoje odprtokodne narave in razširjenosti na vseh 
popularnih procesorskih arhitekturah, je ta OS zelo primeren za raziskovalne namene in 
preverjanje učinkovitosti novo razvitih metod. Za vrednotenje izboljšav metode smo uporabili 
večjedrno COTS računalniško opremo, ki predstavlja sodobno platformo za izvedbo omrežnih 
naprav, še posebej v konceptu virtualizacije omrežij.  
Metoda TBTD dopolnjuje vse sodobne mehanizme, ki so vključeni v omrežni del OS-a 
Linux, kot npr. RPS, RFS, XFS [23], in vse pohitritve, ki so vgrajene v sodobne omrežne 
vmesnike, kot npr. RSS in VMDq, tako da odpravi omejitve glede razporejanja in s tem 
zmanjša njihovo odvisnost od lastnosti omrežnega prometa. Hkrati poveča učinkovitost tako, 
da se prilagaja lastnostim omrežnega prometa in arhitekturi večjedrne platforme.  
Shemo delovanja predlagane metode prikazuje Slika 4-2, kjer predpostavljamo računalniški 
sistem z n procesorskimi jedri C1 do Cn, izmed katerih ima vsako svojo vhodno vrsto Qi. 
Osnova metode je definiranje funkcije f, ki preslika vsak vhodni omrežni paket 𝑝 ∈ 𝑃 v indeks 
procesorskega jedra:  
𝑓(𝑝): 𝑃 → {1,2,3 … 𝑛} 
Sprejem omrežnih paketov poteka po načinu s prekinitvami ali s poizvedovanjem. Pri 
prvem načinu vsak vhodni omrežni paket sproži sistemsko prekinitev, ki se obravnava s 
prekinitveno rutino. Med obravnavanjem te rutine so sistemske prekinitve onemogočene, kar 
pomeni, da v tem času omrežna naprava ne more sprejemati novih paketov. V primeru, da je 
obravnavanje omrežnih paketov računsko zahtevno, je čas obravnave ustrezno velik in 
posledično lahko pride do izgube paketov. Rešitev tega problema je v razdelitvi obravnavanja 
rutin na dva nivoja: zgornja in spodnja polovica [7]. Spodnja polovica samo sprejme paket, ga 
(4-3) 




shrani v pomnilnik ali predpomnilnik in zatem pošlje zgornji polovici sporočilo (preko 
sistemske prekinitve) o prispelem paketu. Zgornja polovica obdeluje shranjene pakete, toda pri 
tem ne onemogoča sistemskih prekinitev, kar dovoljuje nemoten sprejem omrežnih paketov. 
Obravnava s prekinitvami tako omogoča zelo hitro obravnavo omrežnih paketov, ki so na ta 
način deležni majhnih časovnih zakasnitev, vendar pa režijski stroški prekinitvenih rutin 
zmanjšujejo zmogljivost omrežnih naprav, še posebej pri velikih prometnih obremenitvah.  
Način s poizvedovanjem deluje tako, da procesi obravnave omrežnih paketov stalno 
poizvedujejo preko omrežnih vmesnikov po vhodnih paketih. Ključnega pomena pri tem je 
določitev pravega časovnega intervala poizvedovanja. Velik časovni interval namreč povečuje 
časovne zakasnitve, majhen interval pa po drugi strani povečuje režijske stroške sprejema 
paketov.  
Dobre lastnosti obeh principov so združene v konceptu sprejema omrežnih paketov NAPI 
[20], ki pri majhnih prometnih obremenitvah uporablja princip sistemskih prekinitev, pri 
velikih obremenitvah pa se uporablja princip s poizvedovanjem. Na ta način se učinkovito 
izognemo tudi pojavu livelock [21], ki se pojavi pri principu sistemskih prekinitev ob velikih 
obremenitvah. V tem primeru lahko namreč režijski stroški tega principa popolnoma 
obremenijo vsa procesorska jedra, tako da se obdelava omrežnih paketov, ki ima nižjo 
prioriteto od obravnave prekinitev, sploh ne more izvesti.  
Ne glede na princip sprejema omrežnih paketov, eno izmed jeder sprejme omrežni paket, 
kjer se v modulu HC (angl. Hash Calculator) izračuna vrednost zgoščevalne funkcije za 
določitev pripadnosti omrežnega paketa določenemu toku. Običajno se za izračun uporabijo: 
ponorni in izvorni IP-naslovi, ponorni in izvorna vrata in uporabljen komunikacijski protokol. 
Izračunana vrednost zgoščevalne funkcije se primerja z vnosi v tabeli zgoščevalnih preslikav 
(angl. Hash Map), ki vsebuje povezave med vrednostmi zgoščevalnih funkcij (ki predstavljajo 
tokove) in procesorskimi jedri. Na podlagi te primerjave modul FCS (angl. Flow Core 
Selector), določi ciljno jedro obdelave toka CFT. V primeru, da tabela še ne vsebuje določene 
vrednosti zgoščevalne funkcije, se vanjo doda nov vnos, ki tej vrednosti dodeli ciljno jedro 
obdelave toka z uporabo metode Round-Robin. Na ta način se obdelava omrežnih tokov 
enakomerno razporedi po razpoložljivih procesorskih jedrih. Modul FCS torej določa, katero 
jedro naj bi obdelalo paket, če ne želimo, da pride do zamenjave vrstnega reda paketov znotraj 
tokov. Funkcionalnost modula je enaka programsko osnovanem mehanizmu RPS oz. strojno 



























Na začetku imajo vsa procesorska jedra enako število žetonov in sicer: 𝜏𝑖 =
𝜏
𝑛
 . Količina 
žetonov je nato ažurirana vsako periodo Δt, ko se z uporabo modula RM (angl. Resources 
Monitor) izmerijo obremenjenosti vseh jeder:  
 
𝐿𝑖 =
del časa ∆𝑡, ko procesorsko jedro izvaja ukaze
∆𝑡
.  
Časovna perioda posodabljanja razporeditve žetonov po procesorskih jedrih se lahko med 
samim delovanjem tudi spreminja glede na potrebe po hitrosti prilagajanja omrežnemu 
prometu. V našem primeru smo uporabili konstantno vrednost ∆𝑡 = 2 𝑠 , da lahko jasneje 
ovrednotimo učinkovitost metode.  
Nove razporeditve žetonov se določijo glede na vrednosti obremenjenosti jeder v modulu 
TB (angl. Tokens Balancer), kjer se izvaja Algoritem 4-1, ki je predstavljen s psevdokodo.  
Algoritem 4-1: Izračun razporeditve žetonov.  
1: while true do 
2:  for i=1 to n do  
3:   izračunaj Li z uporabo modula RM  
4:  določi h (indeks komunikacijsko najbližjega jedra) iz 
tabele HRJ 
5:   if (Li < LT) & (τh > 0) then 
6:    τi = τi+1 
7:   τh = τh-1 
8:  else if (Li > LT) & (τi > 0) then 
9:   τi = τi-1 
10:   τh = τh+1 
11:   end if  
12:  end for 
13:  počakaj Δt 
14: end while 
 
Določanje količine žetonov za procesorska jedra se izvaja v neskončni zanki (vrstica 1 in 
14) vsako časovno periodo Δt. Za vsako jedro Ci se v tej zanki izračuna Li. Če je Li manjši kot 
prag za mejno obremenjenost LT (v našem primeru smo uporabili 𝐿𝑇 = 0,95), se razpoložljivi 
žetoni prenašajo iz Ci na druga jedra glede na njihovo hierarhično razporeditev (tabela HRJ), 
tako da vsota žetonov τ ostaja konstantna (vrstice 3-10).  
V večjedrnih platformah namreč različna jedra dostopajo do pomnilnika različno. Nekatera 
jedra komunicirajo med sabo preko predpomnilnikov (običajno L2 ali L3) nekatera pa le preko 
pomnilnika (Slika 2-10 in Slika 3-1). Za doseganje visokih zmogljivosti je najbolje, da pri 






komunicirajo. To informacijo dobimo iz tabele HRJ, ki vsebuje vnose hierarhičnih 
razporeditev jeder za vsak Ci. Vnosi so predstavljeni kot zaporedje indeksov jeder, ki se začne 
z indeksom jedra, s katerim Ci najhitreje komunicira, torej mu je najbližji, in se konča z najbolj 
oddaljenim. Tabela HRJ je lahko zgrajena na podlagi informacij OS-a avtomatsko ali pa se 
zaporedja indeksov definirajo na podlagi dokumentacije o uporabljeni procesorski arhitekturi.  
Algoritem 4-1 na podlagi tabele HRJ določi jedro Ch, ki je komunikacijsko najbližje jedru 
Ci (vrstica 4) in nanj prenese žetone. Hkrati zagotovi, da so vsa jedra, ki sodelujejo pri 
obravnavi omrežnega prometa polno obremenjena, preden se v obravnavo vključi novo jedro. 
Na ta način je število uporabljenih jeder najmanjše potrebno, da se zagotovi kakovostna 
obdelava omrežnega prometa brez izgub. S tem se zmanjšajo režijski stroški medjedrne 
komunikacije, kar poveča izkoristek predpomnilnikov. Hkrati omejimo nepotrebno 
vključevanje jeder v obdelavo omrežnega prometa, ki lahko tako opravljajo druga opravila ali 
pa se izključijo in s tem povečajo energijsko učinkovitost omrežne naprave.  
Končno ciljno jedro za obdelavo omrežnega prometa CT se določi v modulu TCS, ki za 
vhodno spremenljivko sprejme ciljno jedro obdelave toka CFT. Algoritem 4-2 predstavlja 
psevdokodo, algoritma ki se izvaja v modulu TCS.  
Za optimalno delovanje se razporejanje omrežnih paketov po metodi TBTD izvaja samo v 
primeru, ko je obremenitev procesorskega jedra CR, ki sprejema omrežne pakete, nad pragom 
LT (vrstica 1). V primeru, da jedro CR lahko samostojno obdela omrežni promet, namreč ni 
potrebe po razporejanju omrežnih paketov, saj se s tem povečuje količina medjedrne 
komunikacije in se hkrati pojavljajo zamenjave vrstnega reda omrežnih paketov, kar zmanjšuje 
kakovost zagotavljanja storitev omrežne naprave. Na več jedrih so torej obdelani samo 
dominantni tokovi, ki povzročajo ozka grla za prepustnost omrežnih naprav.  
Pri določanju ciljnega jedra za obravnavo omrežnih paketov uporabljamo tekoče žetone 
označene z 𝜏𝑖𝑅, ki predstavljajo dinamično vrednost, ki določa koliko omrežnih paketov lahko 
jedro Ci še obdela znotraj časovne periode. Vrednost 𝜏𝑖𝑅  se tako ob vsaki obdelavi paketa 
zmanjša za en žeton. Na začetku vsake časovne periode so vrednosti 𝜏𝑖𝑅 prekopirane iz 𝜏𝑖 v 
tabeli razporeditve žetonov (vrstice 2-6). Če ima CFT v trenutku sprejema omrežnega paketa na 
voljo še kaj žetonov torej 𝜏𝐹𝑇𝑅 > 0, potem CFT lahko obdela omrežni paket in tako postane 
ciljno jedro CT (vrstici 7 in 8). V nasprotnem primeru je obdelava omrežnega paketa dodeljena 




hierarhično najbližjemu jedru Ch z vsaj enim žetonom, ki ga dobimo iz zaporedja indeksov 
jeder v tabeli HRJ (vrstice 10-16).  
Jedru CT, ki obdela paket, se zmanjša število tekočih žetonov 𝜏𝑖𝑅 za enega (vrstica 18). Ko 
vsem jedrom zmanjka tekočih žetonov (vrstica 19), se le-ti spet na novo določijo s kopiranjem 
iz posodobljene tabele razporeditve žetonov (vrstice 20-22).  
Algoritem 4-2: Izbira končnega jedra za obdelavo.  
1: if (𝐿𝐶𝑅 > 𝐿𝑇) then 
2:  if (prvo izvajanje) then 
3:  for (each in tabela razporeditve žetonov) do 
4:    
5:  end for 
6:  end if 
7:  if then 
8:  CT=CFT 
9:  else  
10:  for (each Ch from tabela HRJ) do 
11:   najdi naslednje komunikacijsko najbližje jedro Ch 
12:   if (𝜏ℎ
𝑅 > 0) then 
13:    CT=Ch 
14:    break; 
15:   end if 
16:  end for 
17:  end if 
18:   
19:  if (all ) then 
20:  for (each  in tabela razporeditve žetonov) do 
21:    
22:  end for 
23: end if 
24: end if 
 
Računsko zahtevnost TBTD metode izračunamo s seštevanjem zahtevnosti sestavnih 
modulov (Slika 4-2) po asimptotski notaciji. Najprej se po sprejemu omrežnega paketa v HC 
modulu izvede izračun zgoščevalne funkcije, ki ima za vhod glavo paketa. Za izračun se 
običajno uporablja Toeplitz funkcija [113], ki uporablja operacijo LFSR (angl. Linear-
Feedback Shift Register) z zahtevnostjo O(1). V modulu FCS, kjer se določi CFT, se izvaja 
iskanje po tabeli razporeditve žetonov, ki je neodvisno od števila uporabljenih procesorskih 
jeder ali vhodno-izhodnih vrat omrežne naprave. V modulu TCS se izvaja Algoritem 4-2, ki je 


















prireditev vrednosti in eno zmanjševanje vrednosti, torej je zahtevnost algoritma O(n). 
Algoritem 4-1, ki se izvaja v časovnih periodah ∆𝑡 = 2 𝑠  znotraj modula TB, zahteva n 
izračunov obremenjenosti procesorja, eno povečanje in eno zmanjšanje vrednosti, kar pomeni 
računsko zahtevnost O(n). Vendar pa je zaradi relativno velike časovne periode v našem 
primeru njegov prispevek k skupni zahtevnosti zanemarljiv. Skupna zahtevnost metode je torej 
O(n).  
Glede na zahteve, podane v poglavju 4.1.1, metoda TBTD torej prinaša naslednje prednosti: 
 obdelava omrežnega prometa je učinkovito razporejena po več procesorskih jedrih, s 
čimer se poveča prepustnost in skalabilnost omrežnih naprav;  
 uporaba informacij o arhitekturi uporabljene večjedrne platforme, ki so zbrane v 
tabeli HRJ, omogoča izbiro optimalnih poti omrežnih paketov skozi napravo;   
 ker se žetoni, na podlagi katerih se razporejajo omrežni paketi po procesorskih 
jedrih, v časovnih periodah stalno preračunavajo, se metoda prilagaja spremembam 
v omrežnem prometu in v razpoložljivih sistemskih virih;  
 vključitev modula FCS, ki deluje z uporabo koncepta razporejanja na podlagi tokov, 
minimizira število omrežnih paketov z zamenjanim vrstnim redom.  
4.1.3 Ovrednotenje učinka metode 
4.1.3.1 Preizkusno okolje in orodja 
Opisano metodo TBTD smo preizkusili tako, da smo jo izvedli z dopolnitvami jedra OS-a 
Linux, ki teče na sodobni COTS večjedrni platformi (Slika 2-10). Njena zasnova omogoča 
učinkovito medjedrno komunikacijo in hiter prenos omrežnih paketov. Osnovana je na dveh 
procesorjih Intel Xeon X5660, ki vsebujeta vsak po šest jeder z delovno frekvenco 2.8 GHz. 
Vsak procesor vsebuje 12 MB L3 predpomnilnika, preko katerega jedra medsebojno 
komunicirajo. Procesorja podpirata tehnologijo HyperThreading, ki smo jo izklopili, saj v 
našem primeru, kjer neposredno določamo jedra za obravnavo omrežnega prometa, nima 
želenega učinka. Dostop do 12 GB pomnilnika z delovno frekvenco 1333 MHz je preko hitrih 
vmesnikov QPI [95], ki omogočajo prepustnost 102,6 Gb/s. Za prenos omrežnih paketov iz in 
v omrežje smo uporabili dva dvo-vratna omrežna 10 GbE vmesnika AOC-STGN-I2S, ki se v 
platformo povezujeta preko x8 PCI-e v2.0 vodila, ki omogoča skupno prepustnost 32Gb/s. 
Vmesniki podpirajo tudi mehanizem RSS (zaradi omejitev programskega gonilnika je RSS 
lahko uporabil le šest od dvanajstih razpoložljivih jeder, kar pa ni vplivalo na končne 
rezultate), ki omogoča pošiljanje omrežnih paketov na poljubna procesorska jedra.  




Za izvedbo preizkusov smo uporabili profesionalno preizkusno orodje ITSA (angl. Ixia 
Testing System and Analyzer), ki s programsko opremo IxExplorer [117] omogoča: 
 generiranje omrežnega prometa s poljubnim nastavljanjem vsebine in dinamike 
pošiljanja omrežnih paketov,  
 zajem omrežnega prometa in 
 analizo zajetega omrežnega prometa v realnem času.  
Za izvedbo meritev notranjih stanj omrežnih paketov smo ustrezno dopolnili jedro OS-a 
Linux, tako da so se meritve izvajale v realnem času brez znatnega vpliva na zmogljivost 
omrežnih naprav.  
4.1.3.2 Preizkusni postopki 
Da smo lahko čim bolj transparentno ovrednotili učinke predlagane TBTD metode, smo 
predlagano metodo vključili v programsko definirano omrežno stikalo na podlagi OS-a Linux 
(LOS), ki teče na COTS platformi. Delovanje omrežnega stikala je namreč računsko precej 
nezahtevno, saj obsega le primerjavo MAC (angl. Media Access Control) naslovov omrežnih 
paketov z vnosi v CAM (angl. Content Addressable Memory) tabeli in pošiljanje na pravilne 
izhodne omrežne vmesnike. Kritičen del pri doseganju visoke zmogljivosti je torej 
optimizacija komunikacije na večjedrnih platformah, kar pri naših preizkusnih postopkih 
želimo preverjati. V primeru računsko bolj zahtevne obdelave paketov lahko pričakujemo še 
večjo učinkovitost predlagane TBTD metode.  
Izvedbo metode TBTD smo primerjali z metodama [24] (poglavje 4.1): 
 RRTD (angl. round robin traffic distribution) in 
 HBTD (angl. hash based traffic distribution).  
Prva metoda je najbolj osnoven način razporejanja omrežnih paketov na večjedrnih 
omrežnih napravah, kjer omrežne pakete izmenično obdelujejo vsa razpoložljiva jedra [24].  
Pri drugi metodi, ki je vgrajena v mehanizme RSS in RPS, se omrežni paketi razporejajo na 







Glede na običajno uporabo omrežnih stikal definiramo dve vlogi: 
 združevanje LAN omrežij z manjšim številom končnih točk in  
 premoščanje omrežnega prometa v jedrnem omrežju (angl. core network).  
Za preizkus prve vloge definiramo scenarij najbolj neugodnih pogojev delovanja, ki vsebuje 
majhno število tokov v omrežnem prometu z neenakomerno razporejenimi omrežnimi paketi. 
V tem primeru obstoječi mehanizmi zagotavljanja visokih zmogljivosti na večjedrnih 
platformah z metodo HBTD, kot sta RSS in RPS, nimajo učinka, saj se tokovi ne morejo 
učinkovito razporediti po procesorskih jedrih.  
Za preizkus druge vloge definiramo scenarij posnemanja hrbtenične povezave, ki vsebuje 
veliko število tokov v omrežnem prometu z enakomerno razporejenimi omrežnimi paketi. V 
tem primeru pričakujemo učinkovito delovanje metode HBTD, pri čemer pa nas predvsem 
zanima, ali metoda TBTD odraža enako učinkovitost kot HBTD.  
Scenarij najbolj neugodnih pogojev delovanja – Pri tem scenariju, ki ga shematično 
prikazuje Slika 4-3, želimo preveriti obnašanje primerjanih metod razporejanja omrežnega 
prometa v primeru majhnega števila tokov v omrežnem prometu, ki lahko povzroči ozko grlo 
pri doseganju zmogljivosti omrežnih naprav na večjedrnih platformah.  
LOS nastavimo tako, da ima en vhodni omrežni vmesnik in tri izhodne vmesnike. S 
preizkusnim orodjem ITSA generiramo omrežni promet, ki vstopa v LOS preko vhodnega 
vmesnika in vsebuje tri tokove na podlagi protokola TCP. Vsak tok ima različen ciljni MAC 
naslov, tako da LOS tokove ustrezno razporedi na izhodne omrežne vmesnike. Število 
omrežnih paketov v posameznih tokovih je neenakomerno razporejeno in sicer en tok vsebuje 
skoraj vse pakete v prometu (označen na sliki z debelejšo črto), medtem ko ostala dva tokova 
vsebujeta samo en omrežni paket na sekundo. S tako razporeditvijo simuliramo razmere, ko en 
dominanten tok onemogoča učinkovito razporejanje omrežnih paketov na več jeder in s tem  
povzroča znatno zmanjšanje zmogljivosti LOS-a.  
Ker je pri funkcionalnosti premoščanja glavno merilo zmogljivosti hitrost obdelave 
omrežnih paketov, smo uporabili najmanjše možne dolžine omrežnih paketov, ki po standardu 
Ethernet znašajo 64 bytov. To nam pri omejeni omrežni hitrosti omrežnih vmesnikov (10 








dodati še dodatnih 20 bytov, ki jih doprineseta preambula in med-paketna vrzel. Povprečna 
dolžina omrežnih paketov je tako 860 bytov kar omogoča pri 10-GbE povezavi največjo 
prometno obremenitev 1.450.000 p/s.  
Dolžina omrežnih paketov [byte] Delež v omrežnem prometu 
64-83 36 % 
84-159 7 % 
160-319 2 % 
320-639 3 % 
640-1279 3 % 
1280-1500 49 % 
 
Tabela 4-2: Porazdelitev dolžine omrežnih paketov v posnetkih realnega prometa hrbtenične 
povezave.  
Čase med prihodi paketov smo modelirali z eksponentno verjetnostno porazdelitvijo, ki je 
posledica Poissionove porazdelitve časov prihodov omrežnih paketov [119]. Pravilnost modela 
smo potrdili z analizo časov med prihodi paketov v posnetkih realnega prometa.  
Vse iz posnetkov pridobljene parametre omrežnega prometa smo tako vključili v modeliran 
omrežni promet, ki smo ga generirali z ustreznimi nastavitvami preizkusnega orodja ITSA.  
4.1.3.3 Izvedba preizkusov 
Vse tri primerjane metode razporejanja omrežnega prometa smo izvedli v jedru OS-a Linux 
Fedora 18 z različico jedra 3.7.7, kjer smo izključili vse nepotrebne sistemske funkcionalnosti 
kot npr. X server, NetworkManager, firewall, cpuspeed, irqbalance.  
Metodo TBTD smo izvedli z optimizacijo medprocesne in medjedrne komunikacije, tako da 
smo uporabljali atomarne (angl. atomic) spremenljivke. Izkoristili smo tudi vse že znane 
mehanizme zagotavljanja učinkovitosti omrežnih naprav na večjedrnih platformah, kot sta RSS 
in RPS.  
Metodo HBTD smo izvedli v okviru mehanizma RSS vključenega v omrežne vmesnike, ki 
smo jih uporabljali pri naših meritvah. V primeru, da vmesniki ne podpirajo tega mehanizma 
se uporabi programska inačica RPS, ki je standardno vključena v jedro OS-a Linux.  
Dodatno smo v jedru OS-a Linux izvedli tudi enostavno metodo razporejanja RRTD, ki 





obravnavo omrežnih paketov procesorskim jedrom. Ta metoda ne omogoča optimizacije 
medjedrne komunikacije, zato pričakujemo pri tej metodi najslabše rezultate.  
4.1.3.4 Rezultati 
Scenarij najbolj neugodnih pogojev delovanja 
Slika 4-5 prikazuje graf prepustnosti pri vseh treh primerjanih metodah razporejanja 
omrežnega prometa s konstantnim časom med prihodi paketov 𝛽 = 1
𝜆
 , pri čemer konstantne 
oz. zasičene vrednosti predstavljajo največje vrednosti, pri katerih prihaja do izgube omrežnih 
paketov zaradi omejitev zmogljivosti. Kot je razvidno iz slike, RRTD in HBTD metodi 
dosežeta podobne rezultate: 720.000 in 770.000 p/s. Po drugi strani pa metoda TBTD doseže 
2.030.000 p/s, kar je več kot 2,8 krat večja prepustnost kot pri ostalih dveh metodah.  
 
Slika 4-5: Prepustnost omrežne naprave pri scenariju najbolj neugodnih pogojev delovanja.   
Pri eksponentni porazdelitvi časov med prihodi paketov, pri kateri ima večina omrežnih 
paketov zelo kratke čase med prihodi, pade največja prepustnost metode TBTD na 1.950.000 
p/s. Sprejem omrežnih paketov namreč ne glede na uporabljeno metodo poteka preko 
sistemskih prekinitev na enem jedru, kar pomeni, da lahko le-ta sprejme omejeno število 
omrežnih paketov s kratkimi časi med njihovimi prihodi. Podobno obnašanje zaznamo tudi pri 
izbruhih omrežnih paketov, kjer mejna prepustnost pade na 2.000.000 p/s.   




Meritve povprečne obremenitve procesorjev, ki jih prikazuje Slika 4-6 prikazujejo 
precejšnje razlike med primerjanimi metodami. Kot vidimo, največ sistemskih virov porabi 
metoda RRTD, saj ne glede na značilnosti omrežnega prometa vedno uporablja vseh 12 
razpoložljivih procesorskih jeder. To dejstvo potrjuje tudi Slika 4-7, kjer je posebej prikazano 
število uporabljenih jeder v odvisnosti od obremenitve generiranega omrežnega prometa pri 
posameznih metodah. Tako je pri največji prepustnosti 770.000 p/s pri metodi RRTD 
povprečna skupna obremenitev procesorskih jeder 37 %. Velik del te obremenitve je posledica 
medprocesorske komunikacije in dodatnega bremena zaradi neusklajenosti predpomnilnikov.  
Metoda HBTD po drugi strani zaradi enega dominantnega toka, ki lahko obremeni samo 
eno procesorsko jedro, izkorišča bistveno manj sistemskih virov. Kot prikazuje Slika 4-6, je 
tako povprečna skupna obremenitev procesorskih jeder le okoli 10 %, kar približno ustreza eni 
dvanajstini razpoložljivih virov.  
 
Slika 4-6: Povprečna obremenitev procesorjev pri scenariju najbolj neugodnih pogojev 
delovanja.  
Metoda TBTD se za razliko od ostalih dveh metod prilagaja omrežnemu prometu tako, da 
postopoma vključuje procesorska jedra, kar prikazuje Slika 4-7. Torej, če je eno jedro dovolj 
za obravnavo omrežnega prometa, potem se omrežni promet na ostala jedra ne razporeja. Ko 
metoda TBTD zazna, da eno jedro ne zadostuje, postopoma začne vključevati ostala jedra, vse 





primerjavi z metodo RRTD bistveno zmanjšane potrebe po medjedrni komunikaciji, kar se 
odraža v povečani prepustnosti ob manjši skupni obremenitvi procesorskih jeder, ki je 36 %.  
 
Slika 4-7: Število uporabljenih procesorskih jeder pri scenariju najbolj neugodnih pogojev 
delovanja.  
Natančnejši vpogled v delovanje metode TBTD podaja Tabela 4-3, ki prikazuje, kako so 
žetoni porazdeljeni po procesorskih jedrih v odvisnosti od prometne obremenitve (skupno 
število žetonov je 100). Vidimo, da do prometne obremenitve 600.000 p/s ostajajo vsi žetoni 
na enem jedru, nato pa se postopoma dodeljujejo ostalim jedrom. Čeprav imamo na voljo 
dvanajst jeder, pa metoda TBTD pri scenariju najbolj neugodnih pogojev delovanja uporablja 
samo štiri, saj je pri velikih prometnih obremenitvah zaradi enega dominantnega toka v 
omrežnem prometu eno izmed jeder (v Tabeli 4-3 je to Jedro1) popolnoma zaposleno z 
obravnavo prekinitvenih rutin za sprejem omrežnih paketov, ki se izvajajo zaporedno. 
Postopek sprejema omrežnih paketov torej v tem primeru omejuje skalabilnost metode TBTD, 
saj ozko grlo za doseganje prepustnosti predstavlja Jedro1, ki ne sodeluje pri obdelavi 
omrežnega prometa (število žetonov na tem jedru je enako nič), ampak le sprejema in 
razporeja omrežne pakete.    
Skalabilnost metode TBTD se bistveno poveča, če omrežni promet vsebuje večje število 
dominantnih tokov. Tako se v primeru dveh tokov v generiranem omrežnem prometu 
prepustnost poveča na 3.600.000 p/s pri osmih uporabljenih jedrih. Vsa razpoložljiva jedra pa 




lahko izkoristimo že v primeru treh dominantnih tokov, kjer dosežemo prepustnost 5.500.000 
p/s.  
Prometna 
obremenitev [k p/s] 
Žetoni 
Jedro1 Jedro2 Jedro3 Jedro4 
0-600 100 0 0 0 
700 91 9 0 0 
800 73 27 0 0 
900 57 43 0 0 
1000 47 53 0 0 
1100 34 66 0 0 
1200 30 70 0 0 
1300 23 69 8 0 
1400 17 62 21 0 
1500 12 61 27 0 
1600 2 56 42 0 
1700 0 50 50 0 
1800 0 47 46 7 
1900 0 43 43 14 
2000 0 44 44 12 
2100 0 42 43 15 
2200 0 42 42 16 
 
Tabela 4-3: Končna porazdelitev žetonov pri scenariju najbolj neugodnih pogojev delovanja.  
Učinkovitost optimizacije medjedrne komunikacije lahko dodatno preverimo z meritvami 
deleža zadetkov predpomnilnika, saj je v našem primeru medjedrna komunikacija zagotovljena 
z uporabo L3 predpomnilnika (Slika 2-10). Kot prikazuje Slika 4-8, je najmanj zadetkov 
predpomnilnika pri metodi RRTD (okoli 20 %), kar je logično, saj so v obravnavo paketov 
vključena vsa jedra, ki morajo izdatno medsebojno komunicirati. Pri metodah HBTD in TBTD 
je delež zadetkov predpomnilnika bistveno večji, kar je še posebej opazno pri večjih prometnih 
obremenitvah. Pri obremenitvi okoli 100.000 p/s je sicer delež občutno manjši, kar je posledica 
koncepta NAPI pri sprejemu omrežnih paketov. Pri manjših obremenitvah namreč koncept 
NAPI uporablja mehanizem sprejema paketov s prekinitvami, medtem ko pri večjih 
obremenitvah preklopi na mehanizem s poizvedovanjem [7, 20]. Programske prekinitvene 





so lahko med izvajanjem prekinjene, kar povzroča številna preklapljanja procesnega konteksta 
(angl. context switch) in posledično se povečajo zgrešitve predpomnilnikov [7]. Mehanizem s 
poizvedovanjem, ki je v uporabi pri večjih obremenitvah pa lahko postopoma poveča delež 
zadetkov predpomnilnika vse do 98 %.  
 
Slika 4-8: Delež zadetkov L3 predpomnilnika pri scenariju najbolj neugodnih pogojev 
delovanja.  
Ker je pri scenariju najbolj neugodnih pogojev delovanja, zaradi enega dominantnega toka v 
omrežnem prometu, pri metodi HBTD večinoma obremenjeno samo eno jedro, glede na 
enačbo (3-7) ni pohitritve, čeprav omrežna naprava deluje na večjedrni platformi. Metoda 
RRTD, ki izkorišča vsa razpoložljiva jedra, zaradi velikega deleža medjedrne komunikacije 
dosega le minimalno pohitritev 1.07, in posledično, glede na enačbo (3-8),nizko učinkovitost 
vzporednosti, le 0.09. Pričakovano pa se bistveno bolje odreže metoda TBTD, ki doseže večjo 
prepustnost in s tem pohitritev 2,82 ter učinkovitost  vzporednosti 0,70.  
V primeru eksponentne porazdelitve časov med prihodi omrežnih paketov je zaradi večje 
obremenjenosti sprejemnega mehanizma pohitritev metode TBTD nekoliko manjša in sicer 
2,70 z učinkovitostjo vzporednosti 0.68. Podobno tudi izbruhi v omrežnem prometu zmanjšajo 
pohitritev na 2.77 in učinkovitost vzporednosti na 0.69.  
Rezultati povprečnih časovnih zakasnitev omrežnih paketov pri meritvi, ki je trajala 100 
sekund, prikazuje Slika 4-9. Spet se najslabše odreže metoda RRTD, ki doda visoke časovne 
zakasnitve že pri manjših prometnih obremenitvah, saj je ne glede na prometno obremenitev 




stalno potrebna izdatna medjedrna komunikacija. Po drugi strani metodi HBTD in TBTD 
dodata pri obdelavi omrežnih paketov manjše zakasnitve, saj uporabljata manj procesorskih 
jeder, s čimer so zahteve po komunikaciji med njimi tudi ustrezno manjše. To ugotovitev 
potrjuje tudi primerjava rezultatov na Slika 4-7 in Slika 4-9. Vsako na novo, v obdelavo 
paketov vključeno jedro, povzroči povišanje povprečnih časovnih zakasnitev.   
 
Slika 4-9: Povprečna časovna zakasnitev omrežnih paketov pri scenariju najbolj neugodnih 
pogojev delovanja.  
Rezultate analize deleža omrežnih paketov z zamenjanim vrstnim redom prikazuje Slika 
4-10. Metoda HBTD po predvidevanjih ne povzroča zamenjav vrstnega reda omrežnih 
paketov, saj zagotavlja paketom, ki pripadajo istemu toku, enovito pot skozi omrežno napravo, 
pri čemer se njihov vrstni red ne more zamenjati.  
Metoda RRTD lahko povzroči zamenjan vrstni red omrežnih paketov že pri nizkih 
prometnih obremenitvah, kar je pričakovano, saj zaradi izmeničnega dodeljevanja procesorskih 
jeder za obdelavo paketov, zaporedni paketi potujejo skozi omrežno napravo po različnih 
poteh. Paketi, ki so sicer lahko sočasno obdelani, zaradi različnega delovanja jeder in 
njihovega različnega dostopa do pomnilnika do ciljne končne točke ne pridejo v pravilnem 
vrstnem redu. Iz slike je razvidno tudi, da po začetni vrednosti 43 % delež paketov z 
zamenjanim vrstnim redom postopno pada na 30 % pri prometni obremenitvi 400.000 p/s in se 
nato spet začne povečevati. Razlog za to je uporabljen koncept sprejema paketov NAPI, ki pri 





se število preklapljanj procesnega konteksta zmanjšuje in s tem se zmanjšujejo tudi zamenjave 
vrstnega reda. Pri nadaljnjem večanju prometne obremenitve pa učinek neenakega dostopa 
posameznih jeder do pomnilnika postane bolj izrazit, tako da se število omrežnih paketov z 
zamenjanim vrstnim redom spet začne povečevati.  
Metoda TBTD ne odpravlja učinka zamenjav vrstnega reda, ampak ga ob povečanju 
prepustnosti poskuša čim bolj zmanjšati in tako povečati učinkovitost omrežnih naprav. Če 
primerjamo rezultate, ki jih prikazujeta Slika 4-7 in Slika 4-10, opazimo, da je delež omrežnih 
paketov z zamenjanim vrstnim redom v veliki meri odvisen od števila uporabljenih jeder. 
Vsako novo uporabljeno jedro povzroči bistveno povečanje deleža paketov z zamenjanim 
vrstnim redom.  
Za dodatno povečanje zmogljivosti je treba tudi pri metodi TBTD uporabljati mehanizme 
odpravljanja zamenjav vrstnega reda, kot npr. TCP-NCR ali D-SACK, ki učinkovito 
odpravljajo negativne učinke zamenjav vrstnega reda na prepustnost omrežnih naprav [26].  
  
Slika 4-10: Delež omrežnih paketov z zamenjanim vrstnim redom pri scenariju najbolj 
neugodnih pogojev delovanja.  
Scenarij posnemanja hrbtenične povezave 
Pri scenariju posnemanja hrbtenične povezave vse primerjane metode dosežejo največjo 
možno prepustnost – 1.450.000 p/s pri 10-GbE povezavi z eksponentno porazdelitvijo časov 
med prihodi paketov in z dolžinami omrežnih paketov, ki jih prikazuje Tabela 4-2. Ker 




obremenitveni omrežni promet vsebuje veliko število tokov, se le-ti lahko z uporabo 
mehanizma RSS učinkovito razporedijo po vseh razpoložljivih jedrih brez zamenjav vrstnega 
reda omrežnih paketov.  
Povprečne obremenitve procesorjev, ki jih prikazuje Slika 4-11, kažejo podobno delovanje 
metod HBTD in TBTD, pri katerih skupna obremenitev procesorjev pretežno linearno narašča 
z večanjem prometne obremenitve. Pričakovano je povprečna skupna obremenitev procesorjev 
pri metodi RRTD znatno višja, saj so potrebe po medjedrni komunikaciji zaradi uporabe vseh 
razpoložljivih jeder bistveno večje. To potrjujejo tudi meritve deleža zadetkov L3 
predpomnilnika, ki je v primeru metode RRTD le 32 %, medtem ko je pri metodah HBTD in 
TBTD 83 % pri vseh merjenih prometnih obremenitvah.  
 
Slika 4-11: Povprečna obremenitev procesorjev pri scenariju posnemanja hrbtenične 
povezave.  
Rezultate časovnih zakasnitev omrežnih paketov pri scenariju posnemanja hrbtenične 
povezave prikazuje Slika 4-12. Če te rezultate primerjamo z rezultati scenarija najbolj 
neugodnih pogojev delovanja (Slika 4-9), opazimo, da so časovne zakasnitve v primeru 
hrbtenične povezave pri metodah HBTD in TBTD bistveno večje, kar je pričakovano, saj pri 
obravnavi sodeluje več procesorskih jeder, kar vpliva na daljše časovne zakasnitve. Pri metodi 
RRTD, so po drugi strani časovne zakasnitve pri scenariju posnemanja hrbtenične povezave 
manjše, saj v obeh primerih omrežni promet obravnavajo vsa jedra, le razporejanje omrežnih 





ki se uporablja pri scenariju najbolj neugodnih pogojev delovanja. Manjše zmanjšanje 
časovnih zakasnitev pri prometnih obremenitvah med 400.000 p/s in 1.000.000 p/s je posledica 
uporabe koncepta NAPI za sprejem omrežnih paketov. Po začetnem večanju prometne 
obremenitve namreč koncept NAPI preklopi iz mehanizma s sistemskimi prekinitvami v 
mehanizem s poizvedovanjem, s čimer se zmanjšajo režijski stroški obravnave prekinitvenih 
rutin. Pri omrežnih obremenitvah višjih od 1.000.000 p/s pa se računska zahtevnost obdelave 
paketov poveča v taki meri, da se časovne zakasnitve spet začnejo povečevati.  
 
Slika 4-12: Povprečna časovna zakasnitev omrežnih paketov pri scenariju posnemanja 
hrbtenične povezave.  
Pri scenariju posnemanja hrbtenične povezave se zamenjave vrstnega reda ne pojavljajo, saj 
omrežni promet vsebuje veliko število tokov, ki se lahko enakomerno razporedijo po več jedrih 
z uporabo RSS mehanizma. Tako se omrežni paketi, ki pripadajo istemu toku, obdelajo na 
enem jedru in zamenjava vrstnega red ni možna.  
4.1.3.5 Komentar rezulatov in možnosti za nadaljne izboljšave 
Rezultati meritev kažejo, da predlagana metoda TBTD prekaša metodi RRTD in HBTD, ker 
se prilagaja lastnostim prometne obremenitve in razpoložljivim sistemskim virom pri čemer se 
poveča učinkovitost delovanja omrežnih naprav. Pri omrežnem prometu, ki vsebuje veliko 
število tokov, metoda TBTD izkazuje enako učinkovitost kot standardno uporabljena metoda 
HBTD. Pri omrežnem prometu, ki vsebuje majhno število tokov, z neenakomerno 
razporejenimi omrežnimi paketi, pa metoda TBTD bistveno izboljša hitrost obdelave 




omrežnega prometa. Pri tem se vrstni red nekaterih omrežnih paketov zamenja, vendar je ta 
učinek zaradi prilagajanja metode značilnostim omrežnega prometa minimalen.  
Nadaljnje izboljšave metode TBTD so možne na področju zmanjševanja števila zamenjav 
vrstnega reda, vključujoč izvedbo mehanizmov popravljanja razvrščanja, ki vzpostavijo 
originalen vrstni red paketov [33] ali pa uporabo mehanizmov deljenja tokov, s čimer se 
zmanjša število omrežnih paketov z zamenjanim vrstnim redom [116]. Metodo bi lahko 
izboljšali tudi tako, da v omrežnem prometu poiščemo agresivne tokove, kot je to predlagano v 
[35], in samo te razporejamo na več jeder, kar bi lahko pohitrilo proces prilagajanja metode 
TBTD in ga naredilo bolj natančnega. Končno pa bi lahko metodo TBTD izvedli tudi na 
drugih omrežnih napravah, ki izvajajo bolj zahtevne postopke obdelave omrežnega prometa, 
zaradi česar lahko pričakujemo še večje pozitivne učinke predlagane metode.   
4.2 Vzporedna izvedba obdelave omrežnih paketov 
Cilj vzporedne izvedbe postopkov obdelave omrežnih paketov je povečanje zmogljivosti 
omrežnih naprav in učinkovita izraba vseh sistemskih virov, ki jih zagotavljajo večjedrne 
platforme. Stopnja povečanja zmogljivosti je, kot smo uvodoma omenili, predvsem odvisna od 
stopnje neločljive zaporednosti algoritma obdelave omrežnih paketov, od optimizacije 
komunikacije med vzporednimi deli algoritma obdelave in od uravnoteženosti obremenitve 
razpoložljivih procesorskih in pomnilniških virov.  
Kot prikazuje Slika 4-13, se postopek vzporedne izvedbe začne z dekompozicijo oz. 
razcepom problema, ki je lahko podatkovni, postopkovni ali kombinacija obeh [37, 38, 40]. Pri 
tem je treba podatke in postopke obdelave omrežnih paketov razdeliti na čim več delov, ki se 
lahko izvajajo sočasno. Nato sledi vzpostavitev načinov komuniciranja med postopki, ki 
sočasno obdelujejo omrežne pakete. Ker vsaka dodatna medsebojna komunikacija lahko zniža 
učinkovitost, jo je treba v čim večji meri zmanjšati. To dosežemo predvsem z: 
 izbiro ustreznega načina komunikacije,  
 podvajanjem računanja in  
 strnjevanjem postopkov obdelave.  
V splošnem je komunikacijo mogoče izvesti z uporabo sporočil, kot npr. sistemska 


















večjedrnih platformah razlikuje glede na lokacijo jeder, izmenično obremenjevanje jeder (npr. 
Round-Robin) ne prinese nujno  najboljših rezultatov. Pri razporejanju je treba upoštevati tudi 
značilnosti arhitekture računalniških platform, na katerih so osnovane omrežne naprave, kot 
npr. dostop do pomnilnika, razporeditev večnivojskega predpomnilnika in povezave med 
procesorskimi jedri.  
Na področju vzporednih izvedb omrežnih naprav je optimizacija režijskih stroškov 
komunikacije še posebej pomembna, saj so omrežne funkcionalnosti večinoma zasnovane 
tako, da je obdelava omrežnega prometa računsko čim manj zahtevna, kar zagotavlja obdelavo 
velike količine omreženega prometa v realnem času. Vzporedna izvedba osnovnih omrežnih 
funkcionalnosti, npr. premoščanja ali usmerjanja omrežnih paketov, ki obsega le analizo glav 
omrežnih paketov, zato zelo težko doseže pričakovan učinek vzporedne izvedbe, ki bi moral 
biti viden v povečani prepustnosti. Bolj smiselno je torej vzporedno izvesti zahtevnejše 
omrežne funkcionalnosti, kot npr. šifriranje omrežnih paketov ali DPI, ki vključujejo večje 
število računskih postopkov, hkrati pa je njihovo delovanje odvisno od dolžine omrežnih 
paketov. To torej pomeni, da lahko pri vzporedni izvedbi uporabimo tako podatkovno kot tudi 
postopkovno dekompozicijo problema.  
Povedano lahko strnemo s štirimi bistvenimi lastnostmi, ki lahko vplivajo  na pohitritev 
delovanja vzporednih izvedb omrežnih naprav: 
 stopnja neločljive zaporednosti algoritmov za obdelavo omrežnega prometa;  
 režijski stroški komunikacije med opravili obdelave ter posledično razmerje med 
zahtevnostjo računanja in komunikacije;  
 dodatni postopki, ki jih je treba izvesti samo za zagotavljanje vzporednega 
delovanja;    
 stopnja uravnoteženosti bremen, ki so dodeljena procesorskim in pomnilniškim 
virom. 
V nadaljevanju bomo predstavili vzporedno izvedbo postopkov šifriranja omrežnih paketov, 
ki omogočajo varnost in zasebnost komunikacij v računalniških omrežjih in so zaradi vedno 
večje stopnje povezovanja omrežij pogosto uporabljane pri komunikacijskih protokolih, kot 
npr. SSL (angl. Secure Sockets Layer), TLS (angl. Transport Layer Security) in SNMPv3 [63, 
121]. Predlagana rešitev temelji na kombinaciji postopkovne in podatkovne dekompozicije 
problema, s čimer je zagotovljeno ustrezno število vzporednih opravil, med katerimi je 





prometa. Najprej bomo predstavili cilje naših izboljšav, na podlagi katerih bomo izdelali 
kriterije za vrednotenje učinkovitosti predlagane rešitve.   
4.2.1 Cilji izboljšav 
Pri vzporednih izvedbah funkcionalnosti omrežnih naprav na večjedrnih platformah želimo 
v splošnem pri postopkih obdelave omrežnega prometa najti čim več opravil, ki se lahko 
izvajajo vzporedno, kar omogoča učinkovito povečanje zmogljivosti ob zagotavljanju ustrezne 
kakovosti storitev. Učinek vzporedne izvedbe je v veliki meri odvisen od značilnosti računskih 
postopkov, ki sestavljajo funkcionalnost. Pri tem je predvsem pomembno razmerje med 
režijskimi stroški komunikacije in računsko zahtevnostjo postopkov: 
𝑅𝑜 =
𝑝𝑜𝑟𝑎𝑏𝑙𝑗𝑒𝑛 𝑝𝑟𝑜𝑐𝑒𝑠𝑜𝑟𝑠𝑘𝑖 č𝑎𝑠 𝑧𝑎 𝑘𝑜𝑚𝑢𝑛𝑖𝑘𝑎𝑐𝑖𝑗𝑜
𝑝𝑜𝑟𝑎𝑏𝑙𝑗𝑒𝑛 𝑝𝑟𝑜𝑐𝑒𝑠𝑜𝑟𝑠𝑘𝑖 č𝑎𝑠 𝑧𝑎 𝑖𝑧𝑣𝑒𝑑𝑏𝑜 𝑟𝑎č𝑢𝑛𝑠𝑘𝑖ℎ 𝑝𝑜𝑠𝑡𝑜𝑝𝑘𝑜𝑣 𝑜𝑚𝑟𝑒ž𝑛𝑒 𝑓𝑢𝑛𝑘𝑐𝑖𝑜𝑛𝑎𝑙𝑛𝑜𝑠𝑡𝑖 
.   
Kot smo uvodoma ugotovili, je pri izvedbah funkcionalnosti omrežnih naprav zahtevnost 
računskih postopkov majhna zaradi potrebnega zagotavljanja visoke prepustnosti. Režijski 
stroški komunikacije so sicer odvisni od načina vzporedne izvedbe in stopnje optimizacije, 
vendar v splošnem ne morejo biti poljubno majhni in tako znatno vplivajo na RO.  
 Podobno, kot pri adaptivnem razporejanju omrežnih paketov (podpoglavje 4.1), želimo 
doseči visoko prepustnost obdelave omrežnega prometa ob nizkih časovnih zakasnitvah 
omrežnih paketov [53, 54].  
Ob povečanju števila uporabljenih procesorskih jeder želimo doseči čim večje pohitritve 
oz. povečanja zmogljivosti in s tem učinkovitost vzporednega izvajanja. Ob tem je 
pomemben cilj tudi skalabilnost izvedbe omrežnih naprav, ki zagotavlja zadovoljivo 
povečanje zmogljivosti tudi pri uporabi več procesorskih jeder. Osnova za dosego tega cilja je 
predvsem zagotovitev majhne stopnje zaporednosti (4-1), ki omogoča čim večjo zgornjo mejo 
pohitritve. Nadalje je treba čim bolj zmanjšati režijske stroške komunikacije med vzporedno 
tekočimi opravili, ki so predvsem odvisni od načina vzporedne izvedbe in števila vzporedno 
tekočih opravil.  
Optimalna uravnoteženost obremenitve procesorskih jeder omogoča učinkovito izrabo 
računalniške opreme, s čimer zagotovi tako energijsko kot tudi stroškovno učinkovitost. Cilj 
izboljšav je torej uporabiti le tista jedra, ki zagotavljajo večjo zmogljivost omrežne naprave, 
neizkoriščena jedra pa se lahko uporabijo za druga opravila. Z adaptivnim prilagajanjem 
števila vzporedno tekočih opravil prometni obremenitvi dosežemo želeno učinkovitost. 
Izvedba mora vsebovati tudi varnostne mehanizme pri morebitnih preobremenitvah, ko se 
(4-5) 




mora vzdrževati predpisani nivo prepustnosti pa čeprav je treba zavračati presežne omrežne 
pakete.  
4.2.2 Vzporedna izvedba šifriranja omrežnih paketov z uporabo 
kombinacije podatkovne in postopkovne dekompozicije 
Šifriranje omrežnih paketov je sestavni del vedno več komunikacijskih protokolov in je tudi 
del standardnega svežnja protokolov za zagotavljanje varnosti komunikacije v računalniških 
omrežjih – IPSec [122]. Uporabljajo se številni načini šifriranja, med katerimi prevladuje 
uporaba hitrih šifrirnih algoritmov, ki zmorejo zagotavljati ustrezno prepustnost pri obdelavi 
omrežnega prometa. Kljub hitrim algoritmom, ostaja šifriranje v primerjavi z npr. 
premoščanjem ali usmerjanjem, še vedno zahtevnejši postopek. Za doseganje v prejšnjem 
podpoglavju opisanih ciljev povečanja zmogljivosti je zato treba na večjedrnih omrežnih 
napravah postopke šifriranja omrežnih paketov izvesti vzporedno.  
Učinkovitost vzporedne izvedbe je odvisna od arhitekture večjedrne platforme, dolžine 
omrežnih paketov in šifrirnega algoritma. Za oceno učinkovitosti predlagane rešitve vzporedne 
izvedbe šifriranja smo primerjali vzporedne izvedbe najbolj pogosto uporabljenih šifrirnih 
algoritmov [123]:  
 3DES (angl. Triple Data Encryption Standard),  
 AES (angl. Advanced Encryption Standard) in  
 RSA (Rivest, Shamir, Adleman).  
3DES, ki je osnovan na DES algoritmu, spada med simetrične blokovne šifrirne algoritme, 
ki uporablja 64 bitne ključe (od tega je 8 bitov namenjenih preverjanju parnosti) in 64 bitne 
velikosti blokov. 3DES odpravlja varnostne pomanjkljivosti originalnega DES algoritma tako, 
da uporablja tri zaporedna DES šifriranja nad istim podatkovnim blokom, pri čemer praviloma 
uporablja tudi tri različne šifrirne ključe.  
AES je naslednik algoritmov DES in 3DES in je prav tako simetrični blokovni šifrirni 
algoritem, ki uporablja različne dolžine ključev (128, 192 in 256 bitov) in 128 bitne velikosti 
blokov. Zaradi večjih dolžin ključev je varnejši od DES in 3DES in hkrati (zaradi 
učinkovitejših algoritmov) hitrejši, zaradi česar je najbolj pogosto uporabljan algoritem v 
omrežnih napravah.  
RSA je najbolj razširjen blokovni šifrirni algoritem z javnim ključem, ki uporablja 





šifrirnih ključev. Za šifriranje in dešifriranje uporablja različna ključa: javni in zasebni. Podatki 
se šifrirajo z javnim ključem, dešifriranje pa se vrši z uporabo zasebnega ključa. Pri tem ni 
treba varno izmenjavati ključev, saj je med končnima točkama treba izmenjati samo javni 
ključ. Po hitrosti pa RSA zaostaja za obema prejšnjima algoritmoma.   
Ker so vsi obravnavani algoritmi blokovnega tipa, je pri izbiri količine podatkov za 
šifriranje potrebno upoštevati omejitve glede velikosti blokov. Šifriranje se namreč izvaja v 
zaporednih korakih nad številom bitov, ki obsegajo en blok. Poznanih je več načinov za 
določaje vključevanja zaporednih blokov v postopek šifriranja [124], kot npr. ECB (angl. 
Electronic Codebook) ali CBC (Cipher-Block Chaining). Če količina podatkov namenjenih 
šifriranju ni večkratnik velikosti blokov, se jim dodajo manjkajoči biti z uporabo bitnega 
zapolnjevanja (angl. padding). Le-to je uporabno tudi za povečanje varnosti, saj se z njim 
zakrije originalna količina podatkov. V splošnem je torej količina šifriranih podatkov enaka ali 
večja od originalne količine podatkov. Upoštevati je treba še, da smo pri omrežnih napravah 
omejeni z dolžino omrežnih paketov, zato je potrebno prilagoditi dolžino šifriranih paketov, 
tako da ne presegajo največjih dovoljenih vrednosti oz. MTU.  
Vzporedno izvedbo šifriranja omrežnih paketov smo v prvem koraku izvedli z uporabo 
postopkovne dekompozicije s tem, da smo obravnavo omrežnih paketov razdelili na spodnjo in 
zgornjo polovico. Ta način je opisan v [7] in je uporabljen tudi za obravnavo sistemskih 
prekinitev pri sprejemu omrežnih paketov v jedru Linux OS-a. Spodnja polovica, ki predstavlja 
zaporedni del obdelave omrežnega prometa, obsega le nujne postopke za sprejem omrežnih 
paketov, ki jih nato na učinkovit način posreduje zgornji polovici, ki izvrši šifriranje omrežnih 
paketov in njihovo pošiljanje. S tem pristopom torej zmanjšamo stopnjo zaporednosti obdelave 
paketov.  
Drugi korak vzporedne izvedbe je razdelitev zgornje polovice obravnave omrežnega 
prometa na sočasno tekoča opravila. Ker obravnavani šifrirni algoritmi, ki so najbolj pogosti v 
računalniških omrežjih, obsegajo računske postopke, ki si morajo slediti v določenem 
zaporedju, vzporedna izvedba s postopkovno dekompozicijo ne bi prinesla želenega učinka 
povečanja prepustnosti. Zato smo se vzporedne izvedbe lotili s podatkovno dekompozicijo 
šifrirnih algoritmov, kjer smo podatke v omrežnih paketih, ob upoštevanju omenjenih 
omejitev, razdelili na več delov, nad katerimi poteka vzporedno šifriranje. Želene učinke 
povečanja zmogljivosti smo dosegli tudi z optimizacijo komunikacije med opravili in 











































Opravilo SR, ki je zaporedne narave, mora po sprejemu omrežnih paketov te podatke čim 
bolj enakomerno porazdeliti med 𝑡 ≤ 𝑛 opravil Pi. Pri tem je treba upoštevati tudi velikosti 
blokov, ki se sicer razlikujejo glede na uporabljen blokovni šifrirni algoritem.  
Izračun razdelitve podatkov v omrežnih paketih prikazuje Algoritem 4-3. V prvi vrstici se z 
uporabo celoštevilskega deljenja izračuna število blokov M, ki so dodeljeni vsakemu izmed r 
delov di. Nato izračunamo U, ki določa kolikim delom lahko dodelimo dodaten blok podatkov 
(vrstica 2). V tretji vrstici izračunamo preostanek podatkov R, ki ni večkratnik lB in je dodan 
zadnjemu, torej r-temu delu podatkov. Znotraj for zanke (vrstice 4-10) vsakemu delu podatkov 
di določimo začetno velikost li, ki se izračuna z množenjem M in lB (vrstica 5). V primeru, da je 
na voljo še dodatni blok podatkov, se le-ta doda li –ju in se odšteje od skupnega števila 
dodatnih blokov U (vrstice 6-9). Končno se doda velikost preostanka podatkov R (vrstica 11) 
zadnjemu, torej r-temu delu.  
Algoritem 4-3: Izračun razdelitve podatkov omrežnih paketov.  
1: M = ⌊ ⌊𝑙 𝑙𝐵⁄ ⌋ / 𝑟⌋ 
2: U = ⌊𝑙 𝑙𝐵⁄ ⌋ mod r 
3: R = 𝑙 mod 𝑙𝐵 
4:  for i=1 to r do  
5:  𝑙𝑖 = M * 𝑙𝐵 
6:   if (U > 0) then 
7:    𝑙𝑖 = 𝑙𝑖 + 𝑙𝐵  
8:   U = U - 1 
9:   end if  
10:  end for 
11:  𝑙𝑟 = 𝑙𝑟 + R 
 
V primeru uporabe načina blokovnega šifriranja CBC, je treba informacije o velikostih 
posameznih delov li prenesti do ciljne končne točke, saj so le-te potrebne za uspešno 
dešifriranje. Pri dešifriranju je namreč treba sestavljen omrežni paket razstaviti na posamezne 
dele in jih postopoma dešifrirati. V primeru bolj enostavnega načina ECB brez bitnega 
zapolnjevanja to ni potrebno, saj je mogoče iz delov sestavljen omrežni paket dešifrirati brez 
razstavljanja. Informacije o velikosti delov se lahko prenesejo v glavi omrežnega paketa, ali pa 
so dodane šifriranim podatkom. 
Za optimizacijo delovanja se v okviru opravila SR vnaprej določi tudi pomnilniški prostor za 
shranjen šifriran paket. Vsak del šifriranih podatkov se namreč vpiše na predhodno določeno 
mesto v pomnilniku, tako da so po šifriranju v opravilih Pi deli podatkov šifriranega 
omrežnega paketa že pravilno sestavljeni. Ker velikost šifriranih podatkov zaradi bitnega 




zapolnjevanja ni enaka velikosti originalnih podatkov, je predviden prostor za šifrirane podatke 
treba povečati tako, da je njegova velikost večkratnik velikosti blokov posameznega šifrirnega 
algoritma. Pri izvedbi šifriranja omrežnih sporočil, katerih velikost je omejena, moramo 
velikosti vhodnih omrežnih paketov prirediti tako, da šifrirani paketi ne presegajo dovoljenih 
velikosti MTU. V primeru AES in RSA algoritmov je največja dovoljena velikost podatkov 
[121]: 
𝑙 = 𝑀𝑇𝑈 − (𝑀𝑇𝑈 𝑚𝑜𝑑 𝑙𝐵) − 1,  
kjer je lB velikost bloka pri določenem algoritmu in MTU največja dovoljena velikost 
podatkov omrežnega paketa. V primeru RSA algoritma so velikosti blokov enake velikostim  
ključev, hkrati pa se uporablja več načinov bitnega zapolnjevanja (Tabela 4-4), ki povečajo 
varnost šifriranja in hkrati zmanjšajo količino uporabnih podatkov, ki jih lahko v okviru enega 
bloka šifriramo.  





Tabela 4-4: Tipi bitnega zapolnjevanja pri RSA šifrirnem algoritmu.  
Največja dovoljena velikost podatkov je tako pri RSA algoritmu določena z enačbo [121]: 
𝑙𝑀 = 𝑀𝑇𝑈 − (𝑀𝑇𝑈 𝑚𝑜𝑑 𝑙𝐾) − 𝑡 ∗ 𝑙𝑃, 
kjer je lK velikost javnega šifrirnega ključa, t število vzporednih opravil in lP velikost 
uporabljenega zapolnjevanja.  
V opravilu SR je treba nastaviti tudi potrebne šifrirne ključe, ki so praviloma različni za vsak 
podatkovni tok oziroma za komunikacijo med dvema končnima točkama. V opravilu SR se na 
podlagi analize glave paketov šifrirni ključi pridobijo iz tabele šifrirnih ključev, v katero so 
dodani ob začetku vzpostavljanja zveze z enim od načinov v varne izmenjave ključev, kot npr. 
IKE (angl. Internet Key Exchange) [125]. Ti ključi se nato skupaj z informacijo o lokaciji 
podatkov v pomnilniku posredujejo opravilom Pi.  
Na učinkovitost vzporedne izvedbe pomembno vpliva prirejanje procesorskih jeder 
posameznim opravilom Pi, ki posredno vpliva na uravnovešenost obdelave omrežnega 
prometa. V predlagani rešitvi predvidevamo t opravil Pi z vhodnimi vrstami Qi, ki so dodeljena 







(Slika 4-14). Za povečanje učinkovitosti izrabe predpomnilnikov zaporednim programskim 
nitim Ti priredimo ustrezna zaporedna procesorska jedra Ci. Na ta način programske niti, med 
katerimi pričakujemo največ komunikacije, lahko učinkovito komunicirajo preko deljenega 
predpomnilnika (Slika 2-10).  
Pri vzporedni izvedbi želimo definirati funkcijo f, ki preslika množico šifrirnih nalog  𝑃𝑟 ∈
𝑃 v indeks procesa oz programske niti:  
𝑓(𝑟): 𝑃𝑟 → {1, 2, 3 … 𝑛},  
za 𝑟 ≤ 𝑡. Ker vsaka naloga predstavlja šifriranje enega dela podatkov omrežnega paketa di, 
nam ta preslikava pove, v katero izmed vrst Qi dodamo določen di. S to preslikavo torej 
določenemu delu podatkov omrežnega paketa di dodelimo procesorsko jedro, na kateremu se 
bo šifriranje izvedlo.  
Pri tem je treba najti tako preslikavo, ki bo šifriranje podatkov omrežnega paketa izvedla 
najhitreje. To pomeni, da breme obdelave dodelimo procesom oz. nitim Ti, ki so najmanj 
obremenjene oz. njihova opravila Pi nimajo polnih vhodnih vrst Qi . V primeru, da so vse 
vhodne vrste polne, omrežni paket zavržemo. Na ta način enakomerno razporedimo breme 
obdelave in se hkrati izognemo preobremenitvam določenih procesorskih jeder ter s tem 
povečamo učinkovitost.  
Algoritem 4-4 prikazuje dodeljevanje delov podatkov omrežnih paketov posameznim nitim 
Ti oz. njihovim opravilom Pi z vhodnimi vrstami Qi. Za vsak di se poišče prvi 𝑙𝑄𝑗, ki ne presega 
največje dovoljene količine podatkov v vhodni vrsti lMAX (vrstice 3-4). V našem primeru smo 
določili 𝑙𝑀𝐴𝑋 = 100 , s čimer zagotovimo dovolj majhne časovne zakasnitve ob veliki 
učinkovitosti. Če števec j v zanki for preseže število opravil, ki so na voljo t, se preverjanje 
vrne na prvo vhodno vrsto (vrstice 5-7). Končno se di dodeli vhodni vrsti Qj (vrstica 9).  
Algoritem 4-4: Razporejanje podatkov omrežnih paketov na vzporedno tekoča opravila.  
1: j=1 
2: for i=1 to r do 
3:  while (𝑙𝑄𝑗 ≥ 𝑙𝑀𝐴𝑋) do 
4:   j=j+1 
5:  if (𝑗 > 𝑡) then 
6:   j=1; 
7:  end if 
8:  end while 
9:  dodaj 𝑑𝑖 v 𝑄𝑗 
10: end for 
 
(4-8) 




Opisani algoritem zagotavlja, da se obdelava omrežnih paketov enakomerno razporedi med 
procese, ki imajo v vhodni vrsti še prostor za podatke. Hkrati se posamezni deli omrežnega 
paketa poskušajo dodeliti sosednjim procesorskim jedrom, ki učinkoviteje medsebojno 
komunicirajo preko deljenega predpomnilnika (Slika 2-10 in Slika 3-1), kar poveča število 
zadetkov predpomnilnika.  
Opravila P1 do Pt sprejemajo dele podatkov skupaj s šifrirnimi ključi, izvedejo šifriranje in 
zapišejo šifrirane podatke na določeno mesto v pomnilniku. Zatem preverijo, če so bili 
predhodno šifrirani vsi preostali deli podatkov določenega omrežnega paketa. V ta namen 
uporabijo indikator števila obdelanih delov podatkov ID, preko katerega si Pi sporočajo,  koliko 
delov podatkov omrežnega paketa je bilo uspešno šifriranih. Ko je ID enak številu vseh delov r, 
je obdelava omrežnega paketa zaključena, pri čemer se lahko sestavi šifriran omrežni paket, ki 
se pošlje v omrežje ali pa v nadaljnjo obdelavo.  
Kot smo ugotovili pri definiranju ciljev izboljšav, je za doseganje visoke zmogljivosti 
ključnega pomena majhen RO (4-5), ki določa razmerje med režijskimi stroški komunikacije in 
računsko zahtevnostjo postopkov. Zaradi relativno majhne zahtevnosti obdelave omrežnih 
paketov pri postopkih šifriranja, je vpliv komunikacije med vzporedno tekočimi opravili zelo 
velik.  
V prvi vrsti mora biti komunikacije čim manj, saj vzporedno tekoča opravila med 
komuniciranjem ne morejo sočasno napredovati, kar zmanjšuje stopnjo zaporednosti. V našem 
primeru ima tako vsako opravilo Pi svojo vhodno vrsto Qi, tako da je potrebna le sinhronizacija 
med posameznimi opravili SR in Pi pri dodajanju in pri jemanju podatkov iz vhodnih vrst. 
Opravila Pi pa medsebojno komunicirajo samo preko indikatorja števila obdelanih delov 
podatkov ID.   
Na učinkovitost vzporedne izvedbe vpliva tudi način medsebojne komunikacije. Ker 
predvidevamo omrežno napravo na eni večjedrni platformi, je najbolj učinkovit način uporaba 
deljenega pomnilnika, pri čemer moramo zagotoviti ustrezno sinhronizacijo dostopa, da ne 
pride do nepooblaščenih sprememb oziroma nedoločenih sinhronizacijskih stanj. Osnovna 
rešitev je zaklepanje deljenih podatkov z uporabo semaforjev ali metod medsebojnega 
izključevanja, ki pa ni optimalna, saj zaklepanja in odklepanja povzročajo preklapljanja 
procesnega konteksta, kar zahteva dodatne sistemske vire in zmanjšuje delež zadetkov 
predpomnilnika na procesorskih jedrih. Za naš koncept vzporedne izvedbe smo zato uporabili 
bolj učinkovite atomarne spremenljivke (za izvedbo indikatorja ID) in programske vrste, ki ne 





[120, 127]. Ti algoritmi uporabljajo koncept CAS (angl. Compare and Swap) skupaj z 
atomarnimi spremenljivkami in blokadami pomnilnika (angl. memory barrier) [128].  
Za učinkovito delovanje predlaganega koncepta vzporedne izvedbe je treba določiti tudi 
optimalne vrednosti števila opravil, ki sočasno obdelujejo dele podatkov t, in števila delov 
podatkov paketa r. Za zmanjšanje medjedrne komunikacije je treba izbrati čim manjši t, ki 
lahko še obdela zahtevan omrežni promet. S tem se zmanjša tudi število uporabljenih 
procesorskih jeder, kar zmanjša režijske stroške medjedrne komunikacije in poveča energijsko 
učinkovitost.  
Pri izbiri vrednosti r pa moramo upoštevati tudi velikosti omrežnih paketov in omejitve 
šifrirnih algoritmov. Največje možno število delov podatkov tako lahko določimo iz enačbe: 
𝑟𝑀𝐴𝑋 = 𝑙 𝑚𝑜𝑑 𝑙𝐵 + 1,  
kjer je l velikost podatkov v omrežnem paketu, lB pa velikost šifrirnega bloka določenega 
algoritma. Večji r tako pomeni večjo možnost razporeditve obdelave podatkov po procesorskih 
jedrih, kar poveča učinek vzporedne izvedbe. Če je mogoče, je torej priporočljivo izbrati r 
enak številu t, saj tako vsako vzporedno opravilo Pi obdeluje svoj del podatkov. V primeru, da 
šifrirni algoritem ne dopušča te možnosti torej 𝑟𝑀𝐴𝑋 ≤ 𝑡, lahko pride do zamenjav vrstnega 
reda omrežnih sporočil. Opravila P1 do Pt namreč lahko v tem primeru sočasno in neodvisno 
obdelujejo več omrežnih paketov, pri čemer zaradi različne obremenjenosti procesorskih jeder 
ni mogoče zagotoviti, da bo vsak omrežni paket obdelan pred njegovim predhodnikom. Ker 
zamenjave vrstnega reda praviloma prinašajo zmanjšanje prepustnosti [26], se temu stanju 
lahko izognemo tako, da zmanjšamo t na vrednost rMAX.  
V splošnem torej dosežemo večjo zmogljivost, če določimo večji t pri bolj zahtevnih 
šifrirnih algoritmih in pri večjih omrežnih paketih, kjer je R0 glede na enačbo (4-5) manjši. 
Obratno ima pri manj zahtevnih šifrirnih algoritmih R0 večji učinek, zato je optimalna vrednost 
t manjša. Zaradi velikega števila  dejavnikov je optimalno vrednost t najlaže določiti z 










Predlagana rešitev je torej skladna z zahtevami podanimi v prejšnjem podpoglavju saj 
omogoča: 
 visoko prepustnost zaradi nizkih režijskih stroškov medprocesne in medjedrne 
komunikacije;  
 majhne časovne zakasnitve zaradi kratkih vhodnih vrst;  
 enostavno razporejanje bremena šifriranja omrežnih paketov na več procesorskih 
jeder, ki ga je mogoče prilagajati računski zahtevnosti šifrirnih algoritmov, s čimer 
se poveča skalabilnost omrežnih naprav;   
 zaradi optimalne in uravnotežene razporeditve bremena na razpoložljiva procesorska 
jedra so sistemski viri učinkovito izkoriščeni.  
4.2.3 Ovrednotenje učinka koncepta vzporedne izvedbe 
4.2.3.1 Izvedba vzporednosti 
Opisano vzporedno izvedbo šifriranja omrežnih sporočil smo udejanili kot sistemsko 
aplikacijo na OS-u Linux. V glavnem procesu izvedbe se izvršuje opravilo SR, ki predhodno 
ustvari t programskih niti, v katerih se izvršujejo opravila Pi. Vsak sprejet omrežni paket je 
razdeljen na r delov, njihova obdelava pa je dodeljena posameznim programskim nitim. 
Komunikacija med programskimi nitmi poteka preko atomarnih spremenljivk in podatkovnih 
vrst tipa FIFO (angl. First-In-First-Out), ki so del skupnega pomnilnika, kar omogoča 
učinkovito sinhronizacijo med opravili. Za povečanje učinkovitosti komunikacije uporabljamo 
podatkovne vrste iz knjižnice liblfds [126], ki so izvedene na podlagi povezanih seznamov in 
ne zahtevajo zaklepanja kritičnega dela. Za upravljanje s šifrirnimi ključi in šifriranje podatkov 
v opravilih Pi uporabljamo odprtokodno programsko knjižnico OpenSSL [121], ki poleg 
podpore številnim varnostnim protokolom vključuje tudi hitre izvedbe šifriranja najbolj 
pogostih šifrirnih algoritmov.  
4.2.3.2 Preizkusno okolje in orodja 
Opisano vzporedno izvedbo šifriranja omrežnih sporočil smo vključili v programsko 
definirano omrežno napravo na OS-u Linux, ki teče na večjedrni platformi (Slika 2-10). 
Osnovana je na dveh procesorjih Intel Xeon X5660, ki vsebujeta vsak šest jeder s delovno 
frekvenco 2.8 GHz. Za medprocesorsko komunikacijo je na voljo 12 MB L3 predpomnilnika 
oz. hitri vmesniki QPI [95], ki omogočajo prepustnost 102,6 Gb/s. Ti vmesniki so namenjeni 
tudi za dostop procesorjev do 12 GB pomnilnika z delovno frekvenco 1333 MHz. Za povezavo 





Zaradi omejitev glede velikosti šifrirnih podatkov, ki jih določata enačbi (4-6) in (4-7) lahko 
pri AES in 3DES algoritmih uporabimo največje velikosti omrežnih paketov 1456 bytov, pri 
RSA algoritmu pa 1075 bytov.  
Vzporedne izvedbe algoritmov smo primerjali z njihovimi serijskimi izvedbami, pri čemer 
je mogoče ugotoviti pohitritve in vzporedno učinkovitost predlaganih izvedb.  
Za preizkus predvidevamo dva scenarija: 
 posnemanje šifriranja ene namenske povezave in 
 posnemanje šifriranja celotnega omrežnega prometa v računalniškem omrežju.  
 Za preizkus prvega scenarija predvidevamo namensko povezavo med dvema končnima 
točkama, ki izmenjujeta podatke, medtem ko je druga komunikacija med njima zanemarljiva. 
Pri tem predvidevamo dolge omrežne pakete, ki zagotavljajo visoko prepustnost.  
Pri drugem scenariju predvidevamo omrežno napravo, ki je vključena v povezave med 
določenimi končnimi točkami, pri katerih zagotavljamo varnost prenosa vseh omrežnih 
paketov s šifriranjem njihove vsebine. Pri tem moramo posnemati realni omrežni promet za 
katerega podatke dobimo iz posnetkov realnega omrežnega prometa, kot npr. projekt WIDE 
[104]. Podobno, kot v podpoglavju 4.1.3.2, smo uporabili 900 sekundne posnetke vzorčne 
točke F iz povezave trans-Pacific, pri čemer smo izračunali povprečne vrednosti desetih 
posnetkov iz dni od 1.1.2013 do 10.1.2013. V našem primeru so zanimive predvsem povprečne 
velikosti omrežnih paketov (Tabela 4-2) in število sočasnih tokov v omrežnem prometu:  
 1300 TCP tokov in  
 500 UDP tokov.  
Iz podatkov, ki jih prikazuje Tabela 4-2, lahko izračunamo povprečno dolžino omrežnih 
paketov, ki je 840 bytov, vendar je zaradi preambule in med-paketne vrzeli treba tej vrednosti 
dodati še dodatnih 20 bytov (podrobnosti so opisane v poglavju 4.1); torej je povprečna dolžina 
omrežnih paketov 860 bytov. Čase med prihodi paketov smo podobno kot v poglavju 4.1 
modelirali z eksponentno verjetnostno porazdelitvijo, ki je posledica Poissionove porazdelitve 
časov prihodov omrežnih paketov [119].  
Modeliran omrežni promet smo generirali v preizkusnem okolju z ustreznimi nastavitvami 





4.2.3.4 Izvedba preizkusov 
Aplikacijo za vzporedno izvedbo šifriranja smo naložili na OS Linux CentOS 7.0 z različico 
jedra 3.10, kjer smo izključili vse nepotrebne sistemske funkcionalnosti, tako da so bili vsi 
sistemski viri razpoložljivi šifrirni aplikaciji. To omrežno napravo smo vključili v preizkusno 
okolje, ki ga prikazuje Slika 4-15. Z uporabo preizkusnega orodja ITSA smo nato generirali 
omrežni promet, ki je ustrezal scenarijema predstavljenima v podpoglavju 4.2.3.3, in ga poslali 
proti preizkušani omrežni napravi. V izvedeni aplikaciji na omrežni napravi, je moč izbirati 
šifrirne mehanizme (AES, RSA in 3DES) in način delovanja: zaporedni ali vzporedni. Pri 
vzporednem načinu je bilo mogoče nastavljati tudi število programskih niti t in število delov r, 
na katere smo razdelili omrežne pakete za vzporedno izvedbo obdelave.  
Med preizkušanjem je omrežna naprava sprejemala omrežne pakete, jih šifrirala in pošiljala 
nazaj proti ITSA-ju, kjer je bil poslan omrežni promet analiziran. Na podlagi te analize in na 
podlagi meritev notranjih stanj omrežne naprave z uporabo aplikacije IPCM (angl. Intel 
Performance Counter Monitor) [130] in lastno izvedenih preizkusnih števcev smo pridobili 
relevantne primerjalne rezultate, ki so predstavljeni v naslednjem poglavju.  
4.2.3.5 Rezultati 
Primerjavo doseženih prepustnosti pri scenariju šifriranja namenske povezave z 
obravnavanimi šifrirnimi algoritmi v odvisnosti od števila vzporednih opravil t oziroma 
uporabljenih procesorskih jeder prikazuje Slika 4-16. Dosežena zaporedna prepustnost je na 
grafu prikazana pri enem uporabljenem jedru oz. pri t=1. Rezultati prikazujejo, da je 
učinkovitost vzporedne izvedbe odvisna tudi od zahtevnosti šifrirnega algoritma.  
Pri računsko nezahtevnem AES algoritmu se prepustnost z vključevanjem procesorskih 
jeder začne strmo povečevati, vendar le do uporabe štirih jeder. Zatem začne strmo padati in 
pri uporabljenih sedmih jedrih pade pod prepustnost zaporedne izvedbe. Trend se nadaljuje do 
uporabe vseh dvanajstih jeder, ki dosegajo le polovico prepustnosti zaporedne izvedbe. Ker je 
algoritem AES računsko nezahteven, učinek računskih stroškov medjedrne in mednitne 
komunikacije hitro preseže učinek povečanja zmogljivosti vzporedne izvedbe. Boljšo 
skalabilnost dosežemo z računsko zahtevnejšim algoritmom 3DES, pri katerem začne 
prepustnost padati pri desetih uporabljenih jedrih, hkrati pa je padanje tudi manj strmo. 
Prepustnost pri najbolj zahtevnem algoritmu RSA z večanjem t stalno narašča, vendar je glede 
na enačbo (4-9) in uporabljeno velikost šifrirnega ključa največje število delov rMAX = 5, kar 
pomeni, da lahko brez učinkov zamenjave vrstnega reda uporabimo le šest procesorskih jeder - 




eno jedro za spodnjo polovico obravnave in po eno jedro za vsak del podatkov. Rezultati 
propustnosti za RSA algoritem so zato predstavljeni le od prvega do šestega jedra.  
 
Slika 4-16: Prepustnost obravnavanih šifrirnih algoritmov v odvisnosti od uporabljenih 
procesorskih jeder pri šifriranju namenske povezave.  
Rezultati pri 𝑡 > 𝑟𝑀𝐴𝑋 so predstavljeni od sedmega do dvanajstega jedra in so označeni z 
RSA-ZVR. V tem primeru propustnost narašča, vendar se pojavljajo zamenjave vrstnega reda 
omrežnih paketov, kot prikazuje Slika 4-17.  
 
Slika 4-17: Delež zamenjav vrstnega reda pri obravnavanih algoritmih v odvisnosti od 





Pri drugem scenariju, kjer poteka posnemanje šifriranja celotnega omrežnega prometa in je 
povprečna velikost omrežnih paketov manjša, so absolutne vrednosti prepustnosti večje, kot 
prikazuje Slika 4-18. To je pričakovan rezultat, saj je hitrost šifriranja odvisna tudi od velikosti 
omrežnih paketov. Zaradi manjše računske zahtevnosti je pri  algoritmu 3DES opazno 
zmanjševanje prepustnosti že pri sedmih uporabljenih jedrih, saj je z manjšo računsko 
zahtevnostjo večji tudi R0, kar zmanjšuje skalabilnost vzporedne izvedbe obdelave paketov.  
 
 
Slika 4-18: Prepustnost obravnavanih šifrirnih algoritmov v odvisnosti od uporabljenih 
procesorskih jeder pri šifriranju celotnega omrežnega prometa.  
Za bolj nazorno predstavitev rezultatov zmogljivosti vzporedne izvedbe šifriranja 
omrežnega prometa strnimo vse rezultate najvišjih doseženih prepustnosti pri posameznih 
šifrirnih algoritmih za oba predvidena preizkusna scenarija. Slika 4-19 potrjuje, da je mogoče z 
vzporedno izvedbo bistveno povečati skupno zmogljivost šifriranja omrežnega prometa v 
omrežnih napravah. Vidimo tudi, da je učinek vzporedne izvedbe večji pri računsko 
zahtevnejših algoritmih in pri večjih omrežnih paketih, saj so v tem primeru relativni režijski 
stroški medjedrne in medprocesne komunikacije manjši.  





Slika 4-19: Najvišje dosežene prepustnosti šifrirnih algoritmov: (a) - scenarij šifriranja 
namenske povezave, (b) - scenarij šifriranja celotnega omrežnega prometa.   
Pomemben pokazatelj učinkovitosti vzporedne izvedbe obravnavanih šifrirnih algoritmov 
so tudi dosežene pohitritve glede na enačbo (3-7), ki jih za scenarij šifriranja namenske 
povezave prikazuje Slika 4-20. Pričakovano so največje pohitritve dosežene pri dveh 
zahtevnejših algoritmih, ki zato izkazujeta visoko stopnjo skalabilnosti. Po drugi strani pa AES 
doseže pohitritev le 1,9 pri štirih uporabljenih jedrih. Z večanjem števila uporabljenih jeder pa 
se zaradi velikega R0, njegova pohitritev zmanjša.  
 
Slika 4-20: Pohitritve obravnavanih šifrirnih algoritmov v odvisnosti od uporabljenih 





Nekoliko manjše pohitritve dobimo pri scenariju šifriranja celotnega omrežnega prometa. V 
povprečju manjši omrežni paketi namreč zmanjšajo računsko zahtevnost šifriranja. S tem se 
poveča R0 in zmanjša učinek vzporedne izvedbe. 3DES algoritem v tem primeru doseže 
vrednost največje pohitritve 5,0 pri sedmih uporabljenih jedrih (pri prvem scenariju 6,3 pri 
desetih uporabljenih jedrih). Tudi največja pohitritev AES algoritma pri tem scenariju pade iz 
1,9 na 1,7.  
 
Slika 4-21: Pohitritve obravnavanih šifrirnih algoritmov v odvisnosti od uporabljenih 
procesorskih jeder pri šifriranju celotnega omrežnega prometa.  
Na podlagi izračunov pohitritev in enačbe (3-8) določimo še učinkovitost vzporednega 
izvajanja, ki pokaže, v kolikšni meri so izkoriščena razpoložljiva procesorska jedra. Slika 4-22 
prikazuje rezultate učinkovitosti za scenarij šifriranja namenske povezave. Največja 
učinkovitost vzporedne izvedbe algoritma AES je pri treh uporabljenih procesorskih jedrih, 
medtem ko računsko bolj zahtevna algoritma dosežeta največjo učinkovitost pri šestih 
uporabljenih jedrih. Njuna učinkovitost je znatno večja kot pri AES algoritmu.  





Slika 4-22: Učinkovitost vzporednega izvajanja obravnavanih šifrirnih algoritmov v 
odvisnosti od uporabljenih procesorskih jeder pri šifriranju namenske povezave.  
Podobne rezultate kot pri šifriranju namenske povezave dobimo tudi pri scenariju šifriranja 
celotnega omrežnega prometa, ki jih prikazuje Slika 4-23. Največja učinkovitost pri 
posameznih algoritmih je dosežena pri enakem številu uporabljenih jeder, njene vrednosti pa 
so nekoliko manjše.  
Oba računsko zahtevnejša algoritma (3DES in RSA) dosežeta največjo učinkovitost pri 
uporabljenih šestih jedrih, kar je pričakovano glede na uporabljeno večjedrno platformo (Slika 
2-10), ki uporablja dva šest-jedrna procesorja (Poglavje 4.2.3.2). Ker si vsa jedra znotraj 
procesorja delijo L3 predpomnilnik, je komunikacija med njimi hitra. Ko je uporabljenih vseh 
šest jeder enega procesorja, je treba preiti na jedra iz drugega procesorja. Jedra med različnimi 
procesorji komunicirajo počasneje in posledično se znatno poveča R0, kar zmanjša učinkovitost 
obdelave omrežnega prometa. V primeru algoritma AES ta učinek ni opazen, saj je R0 že v 
osnovi bistveno večji, tako da je največja učinkovitost dosežena še preden se uporabijo jedra 






Slika 4-23: Učinkovitost vzporednega izvajanja obravnavanih šifrirnih algoritmov v 
odvisnosti od uporabljenih procesorskih jeder pri šifriranju celotnega omrežnega prometa.  
Ob doseženi prepustnosti je pri delovanju omrežnih naprav pomembna tudi kakovost 
obdelave omrežnih paketov. Pri tem so pomemben dejavnik povprečne časovne zakasnitve, ki 
jih prikazuje Slika 4-24 in smo jih pridobili pri prometni obremenitvi 5.000 p/s v časovnem 
obdobju 100 sekund. Ker so rezultati med dvema preizkusnima scenarijema skoraj identični, so 
predstavljeni le rezultati scenarija šifriranja namenske povezave. S povečevanjem uporabljenih 
procesorskih jeder časovne zakasnitve večinoma padajo vse do uporabe šestih jeder. Z 
uporabljenim sedmim jedrom vrednosti poskočijo in nato z večanjem uporabljenih jeder spet 
padajo. Tako delovanje je glede na uporabljeno večjedrno platformo (Slika 2-10) pričakovano, 
saj je medjedrna komunikacija med jedri enega procesorja veliko hitrejša kot med jedri 
različnih procesorjev. Ko v obdelavo omrežnih paketov vključimo tudi sedmi procesor, ki je 
lociran na drugem procesorju, se komunikacija med opravili, ki šifrirajo omrežni paket, 
upočasni, kar posledično pomeni višje časovne zakasnitve.  





Slika 4-24: Povprečne časovne zakasnitve vzporednih izvedb šifrirnih algoritmov odvisnosti 
od uporabljenih procesorskih jeder pri šifriranju namenske povezave.  
Poleg meritev zmogljivosti in kakovosti obdelave omrežnih paketov so za analizo in 
ovrednotenje predlaganega koncepta vzporedne izvedbe obdelave omrežnega prometa 
pomembne tudi meritve notranjih stanj, ki prikazujejo obnašanje šifrirne omrežne naprave pri 
različnih pogojih delovanja. Tudi v tem primeru so rezultati med dvema preizkusnima 
scenarijema skoraj identični in so zato predstavljeni le rezultati scenarija šifriranja namenske 
povezave. Slika 4-25 prikazuje povprečno obremenjenost vseh procesorskih jeder v odvisnosti 
od tega, koliko jeder je namenjenih šifriranju omrežnega prometa. Kot vidimo, obremenjenost 
narašča precej enakomerno vse do 100 %. Vsa opravila Pi, ki tečejo znotraj  programskih niti 
Ti, so namreč realizirana kot neskončna zanka, ki z metodo poizvedovanja stalno preverja 
prisotnost podatkov za obdelavo v svoji vhodni vrsti. Na ta način je omrežni promet hitro 
obdelan, vendar so po drugi strani tudi ob majhnih prometnih obremenitvah procesorskih jeder, 






Slika 4-25: Povprečna obremenjenost procesorskih jeder pri šifriranju namenske povezave v 
odvisnosti od uporabljenih procesorskih jeder.  
Učinkovitost medjedrne komunikacije preverimo nazadnje še z meritvami deleža zadetkov 
L3 predpomnilnika, ki jih prikazuje Slika 4-26. Rezultati kažejo na velik delež zadetkov 
predpomnilnika pri uporabi jeder, ki so locirani na enem procesorju (procesorjev na enem 
jedru je šest). V tem primeru namreč medjedrna komunikacija poteka z deljenim L3 
predpomnilnikom, kar posledično pomeni velik delež zadetkov predpomnilnika. Z vključitvijo 
jedra iz drugega procesorja pa delež zadetkov predpomnilnika strmo pade, saj morajo vsa jedra 
dodatno komunicirati s sedmim jedrom brez uporabe predpomnilnika. S povečevanjem števila 
uporabljenih jeder iz drugega procesorja je komunikacij preko vmesnikov QPI [95], ki so 
počasnejše od uporabe deljenega L3 predpomnilnika, vedno več, kar posledično zmanjšuje 
delež zadetkov predpomnilnika.  





Slika 4-26: Delež zadetkov L3 predpomnilnika v odvisnosti od uporabljenih procesorskih 
jeder pri šifriranju namenske povezave.  
4.2.3.6 Komentar rezultatov in možnosti za nadaljne delo 
Predstavljeni rezultati prikazujejo uspešno povečanje zmogljivosti vzporednih izvedb 
algoritmov šifriranja omrežnega prometa s predlaganimi načini. Ugotovimo lahko, da je 
učinkovitost vzporedne izvedbe odvisna od številnih dejavnikov: dolžine omrežnih paketov, 
arhitekture uporabljene računalniške platforme, računske zahtevnosti šifrirnih algoritmov in 
načinov dostopa procesorskih jeder do pomnilnika in predpomnilnika. Le z upoštevanjem vseh 
teh dejavnikov in prilagajanjem nanje lahko dosežemo pohitritve, ki učinkovito izkoristijo 
potencial večjedrnih platform.  
Ker morajo omrežne naprave obdelovati omrežni promet v realnem času, so postopki 
obdelave relativno računsko nezahtevni. Vsak način vzporedne izvedbe mora tako za dosego 
želenih pohitritev in učinkovitosti ustrezno zmanjšati režijske stroške komunikacije, da 
pozitivni učinki vzporedne obdelave pridejo dovolj do izraza. Hkrati je treba breme obdelave 
čim bolj uravnoteženo razporediti po razpoložljivih sistemskih virih.  
S predlaganim načinom vzporedne izvedbe šifriranja omrežnih paketov smo dosegli želene 
pohitritve: pri AES algoritmu do 1,7 do 1,9, pri 3DES algoritmu od 5,0 do 6,3 in pri RSA 
algoritmu 7,6. Hkrati so se zmanjšale časovne zakasnitve omrežnih paketov med obdelavo. 





obdelave omrežnega prometa, zato je ključnega pomena izbira pravilne arhitekture uporabljene 
večjedrne platforme, ki zagotavlja hitre medjedrne povezave.  
Nadalje lahko izvedbo koncepta izboljšamo z izvedbo v jedru OS-a, kjer lahko zaradi 
manjših režijskih stroškov pričakujemo še večje skupne prepustnosti šifriranja omrežnega 
prometa. Dodatno bi lahko koncept izvedli v enem izmed ogrodij za hitro obdelavo omrežnih 
paketov, kot npr. DPDK [17] ali netmap [71]. Zanimivo bi bilo tudi raziskati, kako predlagan 
mehanizem deluje pri drugih, po možnosti računsko zahtevnejših algoritmih, kjer pričakujemo 
še večje pohitritve in še boljšo skalabilnost.  
  




5 Primerjava učinkovitosti izvedb omrežnih 
naprav 
V prejšnjih poglavjih predstavljene izvedbe in predlagane izboljšave omrežnih naprav 
želimo medsebojno primerjati iz več vidikov, ki obsegajo področja zmogljivosti, fleksibilnosti 
in energijske ter stroškovne učinkovitosti. Pri tem bomo izpostavili predvsem primerjave 
izvedb omrežnih naprav, ki imajo enake ali podobne funkcionalnosti, vendar zaradi različnih 
osnov, na podlagi katerih so razvite, izkazujejo različne lastnosti, ki v določenih primerih 
predstavljajo prednosti, v določenih pa pomanjkljivosti.  
V prvi vrsti želimo primerjati strojno definirane omrežne naprave s programsko 
definiranimi, ki z uveljavljanjem virtualizacije omreženja postajajo vedno bolj pogoste. Zaradi 
namenske računalniške opreme so strojno definirane naprave praviloma učinkovitejše in 
energijsko manj potratne, vendar so po drugi strani ravno zaradi tega vezane na uporabljeno 
računalniško opremo, manj fleksibilne in slabše nadgradljive. Razvoj strojno definiranih 
naprav je dražji in dolgotrajnejši, saj je zahtevano natančno poznavanje lastnosti uporabljene 
računalniške opreme, medtem ko so za programsko definirane naprave, ki tečejo na splošno 
dostopnih COTS platformah, na voljo uveljavljena razvojna orodja, ki olajšajo in pohitrijo 
razvoj.  
Zanima nas tudi primerjava učinkovitosti omrežnih naprav osnovanih na večjedrnih 
platformah z napravami, ki tečejo na enojedrnih platformah. Pri tem sta glede na dosežena 
povečanja zmogljivosti zanimivi tudi poraba energije in stroškovna učinkovitost.  
S pojavom virtualizacije omreženja in novih konceptov računalniškega omreženja, kot npr. 
SDN in NFV, ki predvidevajo drugačne umestitve omrežnih naprav v omrežja, je zanimiva 
tudi primerjava učinkovitosti takih omrežnih naprav znotraj virtualiziranega okolja z 
omrežnimi napravami, ki delujejo v nevirtualiziranem okolju.  
Za tip omrežne naprave, na kateri smo izvedli primerjalne preizkuse, smo izbrali omrežno 
stikalo, ki na najnižjem nivoju omogoča povezovanje računalniških omrežij s funkcionalnostjo 
premoščanja [5, 7, 131]. Premoščanje je enostavna omrežna funkcionalnost, ki ni računalniško 
zahtevna in običajno ne zahteva posebnih nastavitev, ki bi preizkusne postopke naredile bolj 





razlike med posameznimi izvedbami omrežnih naprav, ki se pojavljajo predvsem pri 
učinkovitosti sprejema in pošiljanja omrežnih paketov, izkoriščanju razpoložljivih sistemskih 
virov, doseženi kakovosti obdelave omrežnega prometa in energijski učinkovitosti.  
Primerjalne meritve smo izvedli na programsko definiranih omrežnih stikalih: LOS, Open 
vSwitch (OVS), Windows omrežno stikalo (WOS) in na strojno definiranemu omrežnemu 
stikalu Iskratel Ethernet Switch (IES). V virtualiziranem okolju smo enake oz. primerljive 
preizkusne postopke izvedli na programsko definiranih omrežnih stikalih: vSphere Standard 
Switch (VSS), LOS, OVS, Hyper-V Virutal Switch (HVS) in Virtual Local Ethernet (VALE), 
ki so predstavniki virtualnih stikal in se v virtualizirano okolje povezujejo preko različnih 
hipervizorjev (Tabela 2-2).  
Strojno definirano omrežno stikalo IES temelji na namenski računalniški platformi, ki je 
kombinacija namenskega procesorja za izvajanje premoščanja, in večjedrnega omrežnega 
procesorja, kot je podrobneje opisano v nadaljevanju. Programsko definirana omrežna stikala 
smo poganjali na večjedrni COTS platformi, ki jo prikazuje Slika 2-10 in je podrobneje 
opisana v poglavju 2.3.1. 
LOS je privzeto vključen v Linux jedro [7] kot jedrni modul in podpira ANSI/IEEE 802.D 
standard [131] skupaj s protokolom STP. Ker je LOS integriran del Linux jedra, so režijski 
stroški sprejema in oddaje omrežnih paketov zelo majhni, hkrati pa je mogoče izkoriščati tudi 
pohitritvene mehanizme, kot npr. GSO, GRO, RPS, RFS in XPS [23], ki so vključeni v 
omrežni del OS-a Linux (poglavje 1.2). Dodatne funkcionalnosti so mogoče z uporabo 
aplikacije ebtables [132], ki vključuje filtriranje, oblikovanje, nadzor in analizo omrežnega 
prometa, ki ga obdeluje LOS.  
OVS [133] je omrežno stikalo, ki je vključeno v OS-e Linux, FreeBSD in NetBSD in lahko 
deluje samostojno ali kot vtičnik za večino popularnih hipervizorjev. V celoti podpira koncept 
SDN, tako da je razdeljen na dva dela. Prvi del, ki je vključen v jedro OS-ov, izvaja funkcijo 
podatkovne ravnine (Slika 2-6), torej skrbi za učinkovito obdelavo omrežnega prometa skupaj 
s funkcijami za zagotavljanje varnosti, nadzora in kakovosti obdelave omrežnega prometa. 
Učinkovitost tega dela je ključnega pomena za zagotavljanje zmogljivosti OVS-ja, saj preko 
njega prehaja celoten omrežni promet. Drugi del, ki izvaja funkcijo nadzorne ravnine skrbi za 
upravljanje in nadzor prvega dela ter vključuje nadzorne vmesnike, ki omogočajo vključitev 
zunanjih SDN nadzornih naprav. Te naprave lahko (običajno preko protokola OpenFlow [79]) 




nadzorujejo več instanc OVS-jev, s čimer sta zagotovljena upravljanje in nadzor več omrežij iz 
ene točke. To poenostavi upravljanje, kar je še posebej pomembno z vidika virtualizacije 
omrežij, kjer je prisotnih več virtualnih omrežij, znotraj katerih se povezave med vozlišči 
dinamično spreminjajo. Nastavitve virtualnih omrežij se zaradi ene nadzorne točke lahko 
ohranjajo tudi med postopkom migracije virtualnih računalnikov med fizičnimi strežniki [65]. 
Podobno kot LOS, tudi OVS vključuje vse pohitritvene mehanizme za obravnavo omrežnega 
prometa, ki so vključeni v podprte OS-e [23].   
WOS je preprosto omrežno stikalo, ki je na voljo na vseh aktualnih verzijah OS-a MS 
Windows in podpira ANSI/IEEE 802.D standard [131] in protokol STP. Poleg premoščanja ne 
vsebuje dodatnih funkcionalnosti. Izveden je kot sistemski gonilnik NDIS (angl. Network 
Driver Interface Specification), s čimer je zagotovljena visoka zmogljivost, ki je dodatno 
povečana z uporabo v OS-e vključenih pohitritvenih mehanizmov, kot npr. RSS [134].  
 IES je strojno definirano omrežno stikalo, ki je osnovano na namenskem omrežnem 
procesorju BCM56844, ki skrbi za funkcionalnost premoščanja, medtem ko se ostale omrežne 
funkcije izvajajo na večjedrnem omrežnem procesorju QorIQ P3041, ki vsebuje štiri jedra 
e500-mc pri 1.5 GHz in dodatne programirljive procesne enote, kot npr. upravitelj vhodno-
izhodnih vrst in upravitelj medpomnilnika. Vsebuje 1 GB delovnega pomnilnika vrste DDR3, 
ki komunicira s procesorji preko 64 bitnega DDR3/3L vodila s hitrostjo 600 MHz. Za omrežno 
povezovanje je na voljo 64 omrežnih vmesnikov, od katerih smo za preizkuse uporabili štiri s 
prepustnostjo 10 GbE. IES poleg premoščanja vključuje še dodatne omrežne funkcionalnosti, 
kot npr. IGMP vohljanje (angl. Internet Group Management Protocol Snooping) in DHCP 
relejni agent (angl. DHCP Relay Agent). Programska oprema, ki teče na OS-u Wind River 
Linux, je lahko dodatno optimizirana, saj uporablja namensko osnovane gradnike računalniške 
platforme, s čimer je omogočena nizka poraba električne energije in sta zagotovljeni visoka 
zmogljivost in kakovost obdelave omrežnega prometa.  
VSS je virtualno omrežno stikalo, ki je sestavni del hipervizorja VMware vSphere 
Hypervisor (VvH). Ker VvH teče neposredno na računalniški opremi brez standardnega OS-a, 
so režijski stroški sprejema in oddaje omrežnih paketov manjši kot pri virtualnih stikalih, ki za 
delovanje potrebujejo OS, kar omogoča doseganje visoke zmogljivosti. Poleg tega modularna 
zasnova VSS-ja omogoča enostavno vključevanje posameznih omrežnih funkcionalnosti po 
potrebi kar med delovanjem. Poleg osnovnega premoščanja VSS nudi tudi zagotavljanje 





filtriranjem in nadzor ter zajem omrežnega prometa. VSS je tudi razširljiv, saj vsebuje 
programske vmesnike, preko katerih je mogoče vključiti tudi lastne namensko razvite module. 
Virtualni računalniki se v VSS priključujejo preko virtualnih vrat, medtem ko so povezave 
med različnimi virtualiziranimi okolji možne preko zunanjih vrat. Ker VSS ne podpira 
protokola STP, premoščanje med tem tipom vrat ni omogočeno, saj je s tem zagotovljeno 
omrežje brez zank.  
HVS je sestavni del hipervizorja Hyper-V, ki poleg standardnega premoščanja omogoča 
varnostne mehanizme, kot npr. ACL, izolacija omrežij v virtualiziranem okolju, oblikovanje 
omrežnega prometa in njegov nadzor. Izveden je kot sistemski gonilnik NDIS na OS-ih tipa 
MS Windows Server, kar omogoča visoko zmogljivost. Skalabilnost HVS-ja na večjedrnih 
platformah je dosežena z uporabo mehanizma RSS [134], pri čemer se vhodni omrežni promet 
razdeli na več tokov, ki jih lahko vzporedno obdela več jeder. Virtualni računalniki se 
povezujejo preko virtualnih vrat, povezave med virtualiziranimi okolji pa so možne preko 
zunanjih vrat. Podobno kot VSS, tudi HVS ne podpira protokola STP. HVS je zgrajen 
modularno, pri čemer ga je mogoče nadgrajevati z razširitvami tujih proizvajalcev, ki 
omogočajo zajemanje in analizo omrežnega prometa ter vključujejo dodatne varnostne 
mehanizme in pohitritve, kot npr. PF1000 [135].  
VALE [136] je programsko definirano omrežno stikalo, ki temelji na pohitritvenem 
programskem ogrodju netmap [71], kar mu omogoča zelo visoko zmogljivost. VALE je sicer 
še vedno v fazi raziskovalnega projekta, zaradi česar še vedno ni široko podprt pri popularnih 
hipervizorjih. Za primerjalne preizkuse smo tako uporabili dopolnjen hipervizor KVM (angl. 
Kernel-based Virtual Machine), ki omogoča vključitev virtualnega stikala VALE v 
virtualizirano okolje. Podprti so samo nekateri gonilniki za omrežne naprave in sicer virtio, 
e1000 in ixgbe. Z vključitvijo dodatnih omrežnih funkcionalnosti (trenutno VALE podpira 
samo funkcionalnost premoščanja) in s pred kratkim predstavljeno modularno zasnovano 









Pregled značilnosti predstavljenih omrežnih stikal prikazuje Tabela 5-1.  
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IES strojno definirano namenska 
računalniška oprema  
Podpora protokolu 
IGMP.  
VSS virtualno omrežno 
stikalo 
virtualizirano okolje Povezovanje v 
vSphere operacijskem 
sistemu 
HVS  virtualno omrežno 
stikalo 
virtualizirano okolje Povezpovanje v 
Hyper-V hipervizorju 
VALE virtualno omrežno 
stikalo 
virtualizirano okolje / 
Tabela 5-1: Osnovne značilnosti preizkušanih omrežnih stikal.  
V nadaljevanju bomo prikazali rezultate primerjave zmogljivosti posameznih izvedb 
omrežnih stikal, njihove energijske in prostorske učinkovitosti, razširljivosti, fleksibilnosti in 
nadgradljivosti. Na podlagi ocen razvojnih, proizvodnih in obratovalnih stroškov bomo 
analizirali stroškovno učinkovitost določenih tipov omrežnih naprav. Končno bomo na podlagi 
vseh analiz podali predvidevanja glede trendov nadaljnjega razvoja omrežnih naprav.    
5.1 Primerjava zmogljivosti 
Kot smo opisali v poglavju 3.1, je glavno merilo za zmogljivost omrežnih naprav dosežena 
prepustnost obdelave omrežnega prometa glede na enačbi (3-1) in (3-2), ki sta med sabo 
povezani s faktorjem povprečne velikosti omrežnih paketov. Ker bomo v preizkusnem okolju 
primerjali zmogljivost omrežnih stikal, pri katerih je osnovno merilo zmogljivosti število 
obdelanih paketov na časovno enoto, bomo meritve predstavljali s prepustnostjo po enačbi 





sporočila, kar pomeni, da je zmogljivost omrežnih stikal precej neodvisna od velikosti 
omrežnih paketov.  
Dodatno merilo za zmogljivost omrežnih stikal je tudi kakovost obdelave omrežnega 
prometa, ki se odraža v povprečnih časovnih zakasnitvah omrežnih paketov, kot je opisano v 
poglavju 3.1.2. Ker se pri strojno definiranih omrežnih napravah obdelava paketov izvaja 
neposredno na računalniški opremi, pričakujemo v primerjavi s programsko definiranimi 
napravami bistveno manjše povprečne časovne zakasnitve.  
5.1.1 Preizkusni postopki in preizkusno okolje 
Primerjavo zmogljivosti različnih izvedb omrežnih naprav smo izvedli na enak način kot v 
poglavju 4.1.3.2, kjer smo definirali dva preizkusna scenarija:  
 scenarij najbolj neugodnih pogojev delovanja in 
 scenarij posnemanja hrbtenične povezave.  
Na ta način smo izvedli preizkuse v pogojih delovanja, ki odražajo pogostejše vloge 
omrežnih stikal: združevanje LAN omrežij z manjšim številom končnih točk in premoščanje 
omrežnega prometa v jedrnem omrežju.  
Preizkušanje izvedb omrežnih stikal v nevirtualiziranem okolju smo izvedli v preizkusnem 
okolju, ki je opisano v poglavju 4.1.3.1. Pri tem smo uporabili preizkusno orodje ITSA [117], s 
pomočjo katerega smo izvedli preizkusne postopke meritev zmogljivosti, ki so opisani v 
poglavju 4.1.3.2, v preizkusnih okoljih za scenarij najbolj neugodnih pogojev delovanja (Slika 
4-3) in scenarij posnemanja hrbtenične povezave (Slika 4-4). Ker orodje ITSA ne omogoča 
izvedbe preizkusov v virtualiziranem preizkusnem okolju, smo v tem primeru uporabili 
odprtokodna orodja: pktgen [109] in netperf [137], ki ju je mogoče namestiti na virtualne 
računalnike.  
Orodje pktgen je visoko-zmogljivi generator omrežnega prometa, ki omogoča nastavljivo 
hitrost generiranja omrežnih paketov poljubnih velikosti, kar nam omogoča preizkušanje 
scenarija najbolj neugodnih pogojev. Za natančne meritve zmogljivosti in povprečnih časovnih 
zakasnitev smo uporabili razširitev orodja pktgen OSTA (angl. Open Source Traffic Analyzer) 
[138]. Preizkusno okolje, v katerem smo preizkušali scenarij najbolj neugodnih pogojev 


















scenarijev opisanih v prejšnjem poglavju. Na vseh omrežnih stikalih smo nastavili standardno 
funkcijo premoščanja med omrežnimi vmesniki. 
Za izvedbo preizkusov v virtualiziranem okolju smo na večjedrno platformo najprej 
namestili ustrezne OS-e in hipervizorje, ki so potrebni za namestitev posameznih virtualnih 
stikal in jih prikazujeta Tabela 2-2 in Tabela 5-2. Poleg hipervizorjev smo zatem namestili 
preizkušana virtualna stikala in potrebne preizkusne virtualne računalnike, na katere smo 
namestili OS Tiny Core Linux verzije 4.4.7. Na virtualnih računalnikih smo štiri omrežne 
vmesnike povezali z virtualnimi vrati na preizkušanih virtualnih stikalih, pri tem pa smo 
uporabili paravirtualizirane gonilnike, ki ustrezajo uporabljenim hipervizorjem (Tabela 2-1). Z 
uporabo preizkusnih orodij pktgen/OSTA in netperf smo nato izvedli preizkuse  zmogljivosti 
virtualnih stikal na podlagi v prejšnjem poglavju opisanih scenarijev. Za scenarij najbolj 
neugodnih pogojev smo uporabili okolje, ki ga prikazuje Slika 5-1, in preizkusno orodje 
pktgen/OSTA, s katerim smo pošiljali 64-bytov dolge omrežne pakete združene v en tok in na 
ta način generirali največje možno število omrežnih paketov na časovno enoto. Pri scenariju 
posnemanja hrbtenične povezave smo uporabili preizkusno okolje, ki ga prikazuje Slika 5-2, in 
orodje netperf. Za merjenje prepustnosti smo poganjali tip preizkusa TCP_STREAM, pri 
katerem smo nastavili ustrezne dolžine omrežnih paketov (Tabela 4-2). Za merjenje 
povprečnih časovnih zakasnitev pa smo uporabili tip preizkusa TCP_RR, ki meri povprečne 
časovne zakasnitve glede na število prenosov omrežnih paketov na časovno enoto [137]. 
Pravilnost rezultatov zakasnitev smo preverili z visoko ločljivimi meritvami, ki smo jih 
dodatno izvedli z instanco orodja  pktgen/OSTA na prvem virtualnem računalniku.  
5.1.3 Rezultati 
Rezultate primerjav prepustnosti vseh programsko definiranih omrežnih stikal na večjedrnih 
in enojedrnih platformah pri scenariju najbolj neugodnih pogojev prikazuje Slika 5-3. Na sliki 
zaradi preglednosti ni prikazano strojno definirano stikalo IES, ki doseže največjo možno 
prepustnost za 10-GbE standard - 14.880.952 p/s.  
Med programsko definiranimi stikali v nevirtualiziranem okolju na večjedrni platformi 
dosežeta najboljšo zmogljivost OVS in LOS z vključeno TBTD metodo (poglavje 4.1.2), ki sta 
na sliki označena z OVS-TB in LOS-TB. Precej slabše se odrežejo stikala brez izboljšav, pri 
katerih najslabšo zmogljivost izkaže WOS. V virtualiziranem okolju (na sliki so vsa stikala, ki 
smo jih preizkušali v virtualiziranem okolju, označena s predpono »V-») najboljšo zmogljivost 
dosežeta  VSS in VALE, medtem, ko je HVS najmanj zmogljiv. Rezultati so pričakovani, saj 





OS-a: VSS je tesno povezan s hipervizorjem brez klasičnega vmesnega OS-a, VALE pa 
vsebuje pohitritvene izboljšave v omrežnem podsistemu OS-a.  
Če primerjamo zmogljivost programsko definiranih stikal in njihovih virtualnih izvedenk,  
opazimo, da je zmogljivost virtualnih stikal opazno manjša, kar je pričakovano, saj mora 
omrežni promet med obdelavo prehajati skozi hipervizor, ki predstavlja dodatno vmesno plast. 
Hkrati pa gonilniki virtualnih omrežnih vmesnikov ne morejo izkoriščati strojno definiranih 
pohitritvenih enot, tako kot je to v primeru uporabe fizičnih omrežnih vmesnikov. Če torej 
primerjamo rezultate prepustnosti, ki jih dosegata LOS in OVS, opazimo, da v virtualiziranem 
okolju njuna zmogljivost pade za 40 %.  
Primerjava zmogljivosti omrežnih stikal na večjedrnih platformah z zmogljivostjo na 
enojedrnih platformah pokaže precej podobne rezultate, razen v primeru izboljšav razporejanja 
omrežnega prometa, kot npr. TBTD, kjer je večjedrna platforma učinkovito izkoriščena. 
Preizkušana programsko definirana stikala torej v primeru scenarija najbolj neugodnih pogojev 
privzeto niso optimizirana za poganjanje na večjedrnih platformah.  
 
Slika 5-3: Prepustnost programsko definiranih omrežnih stikal pri scenariju najbolj 
neugodnih pogojev delovanja.  
Slika 5-4 prikazuje rezultate primerjav prepustnosti vseh programsko definiranih omrežnih 
stikal na enojedrnih in večjedrnih platformah pri scenariju posnemanja hrbtenične povezave. 
Poleg strojno definiranega omrežnega stikala IES vsa programsko definirana omrežna stikala 




na večjedrnih platformah izven virtualiziranega okolja dosežejo največjo možno prepustnost 
glede na dolžine paketov, ki jih prikazuje Tabela 4-2, in sicer 1.450.000 p/s. V omrežnem 
prometu je namreč pri scenariju posnemanja hrbtenične povezave prisotnih veliko tokov, ki se 
lahko z uporabo mehanizmov, kot npr. RSS in RPS, enakomerno porazdelijo po razpoložljivih 
jedrih. V primeru enojedrne platforme je tako prepustnost precej nižja, in sicer na podobnih 
vrednostih kot pri scenariju najbolj neugodnih pogojev. Podobno, kot pri prejšnjem scenariju, 
najboljšo prepustnost prikaže OVS, najslabšo pa WOS. Razporejanje omrežnega prometa na 
enojedrni platformi seveda ni možno, tako da uporaba metode TBTD (na sliki označeno s 
pripono »-TB«) prepustnosti pričakovano ne izboljša.  
V virtualiziranem okolju (stikala označena s predpono »V-») so dosežene nižje 
prepustnosti, saj v tem primeru gonilniki ne podpirajo mehanizmov RSS in RPS, prav tako pa 
se ne morejo zanašati na pohitritvene strojno definirane enote kot v primeru uporabe fizičnih 
omrežnih vmesnikov. Najboljšo prepustnost tako doseže OVS, blizu pa sta tudi VSS in VALE, 
ki sta sicer očitno bolje optimizirana za scenarij najbolj neugodnih pogojev, kjer dosežeta 
boljšo prepustnost.  
 
Slika 5-4: Prepustnost programsko definiranih omrežnih stikal pri scenariju posnemanja 
hrbtenične povezave.  
Večjedrna platforma v virtualiziranem preizkusnem okolju ne doprinese bistvenega 





vmesnikov in hipervizorji niso učinkoviti pri izkoriščanju večjedrnih platform, tudi če je v 
omrežnem prometu prisotnih veliko tokov. 
Povprečne časovne zakasnitve omrežnih paketov pri vseh preizkušanih omrežnih stikalih na 
večjedrni platformi za oba preizkusna scenarija prikazuje Slika 5-5. Meritve smo izvedli pri 
prometni obremenitvi 100.000 p/s in pri trajanju meritve 100 sekund. Povprečne časovne 
zakasnitve so pričakovano najmanjše pri strojno definiranem omrežnem stikalu IES in sicer 3,3 
µs pri scenariju najbolj neugodnih pogojev (a) ter 4,1 µs pri scenariju posnemanja hrbtenične 
povezave (b). Programsko osnovana omrežna stikala, ki temeljijo na OS-u Linux, povzročijo 
zakasnitve okoli 13 µs pri prvem in 35 µs pri drugem scenariju, medtem ko WOS prikaže 
bistveno slabše rezultate – 121 µs do 139 µs.  
V virtualiziranem okolju so rezultati povprečnih časovnih zakasnitev precej razgibani, kar 
kaže na različne stopnje optimizacije virtualnih omrežnih stikal pri zagotavljanju kakovosti 
obdelave omrežnega prometa. Najmanjše časovne zakasnitve povzročita LOS in OVS (okoli 
10 µs), medtem ko so pri ostalih zakasnitve precej večje – še posebej pri HVS-ju, ki povprečno 
povzroči zakasnitve 118 µs pri scenariju najbolj neugodnih pogojev in 132 µs pri scenariju 
posnemanja hrbtenične povezave. Opazimo tudi, da je precejšnja razlika v časovnih 
zakasnitvah pri stikalu VALE, če primerjamo oba preizkusna scenarija, kar očitno nakazuje na 
neoptimizirano delovanje tega virtualnega omrežnega stikala, če je v omrežnem prometu 
veliko število tokov. Sicer tudi v splošnem realni promet, ki ga simuliramo v drugem scenariju, 
slabše vpliva na rezultate, saj so povprečne časovne zakasnitve pri vseh stikalih večje.  
Če primerjamo rezultate med preizkusi v virtualiziranem okolju in izven virtualiziranega 
okolja (primerjalne rezultate lahko dobimo predvsem s stikaloma LB in OVS), so v 
virtualiziranem okolju zakasnitve nekoliko manjše. To je pričakovan rezultat, saj omrežni 
paketi pri komunikaciji med virtualnimi računalniki znotraj virtualiziranega okolja ne 
prehajajo čez fizično omrežje skozi fizične omrežne vmesnike, ampak so stalno v pomnilniku 
računalniške platforme, pri čemer je njihova obdelava hitrejša.  





Slika 5-5: Povprečne časovne zakasnitve omrežnih paketov: (a) - scenarij najbolj neugodnih 
pogojev, (b) - scenarij posnemanja hrbtenične povezave.  
5.2 Primerjava energijske učinkovitosti 
Skladno s povečevanjem števila elementov v računalniških omrežjih narašča poraba 
električne energije, pri čemer je treba zagotoviti tudi primerno odvajanje proizvedene toplote. 
Zagotavljanje energijske učinkovitosti omrežnih naprav tako postaja pomemben dejavnik, ki 
ga je treba upoštevati pri njihovem razvoju.  
Energijsko učinkovitost smo v poglavju 3.1.8 definirali z enačbama (3-9) in (3-10). Glede 
na to, da smo meritve prepustnosti večinoma izvedli na podlagi enačbe (3-1), smo v 
predstavitvah rezultatov energijske učinkovitosti uporabljali enačbo (3-9). Pri meritvah smo se 
osredotočili predvsem na primerjavo med energijsko učinkovitostjo programsko in strojno 
definiranih naprav. Pričakujemo, da bodo strojno definirane omrežne naprave zaradi namenske 
računalniške opreme energijsko bistveno bolj učinkovite kot programsko definirane, ki tečejo 
na COTS platformah.  
Meritve porabe električne energije smo izvajali v preizkusnih okoljih, ki jih prikazujejo 
Slika 4-3, Slika 4-4, Slika 5-1 in Slika 5-2. V primeru, da omrežna stikala tečejo v 
virtualiziranem okolju, na porabo energije ne vplivajo le virtualna stikala, ampak tudi virtualni 
računalniki, na katerih tečejo preizkusna orodja. V tem primeru smo ločeno izmerili vpliv 





Porabo energije preizkušanih omrežnih stikal pri največji doseženi prepustnosti (glede na 
rezultate, ki jih prikazujeta Slika 5-3 in Slika 5-4) prikazuje Slika 5-6. Kot smo predvidevali, je 
poraba energije strojno definiranega omrežnega stikala IES izrazito manjša kot pri programsko 
definiranih izvedenkah, ki tečejo na večjedrni COTS platformi. COTS platforma namreč 
vsebuje več računalniških komponent in več pomnilnika, kar posledično porablja znatno več 
električne energije. Opazne so tudi razlike med posameznimi programsko definiranimi 
omrežnimi stikali, ki so predvsem odraz uporabljenega OS-a, učinkovitosti izrabe sistemskih 
virov in posledično dosežene prepustnosti. Največjo porabo tako izkazujejo stikala, ki so 
osnovana na OS-u MS Windows, medtem ko so stikala na OS-u Linux energijsko najmanj 
potratna.  
 
Slika 5-6: Poraba energije preizkušanih omrežnih stikal pri največji doseženi prepustnosti: 
(a) - scenarij najbolj neugodnih pogojev, (b) - scenarij posnemanja hrbtenične povezave.  
Meritve porabe energije postavimo v kontekst učinkovitosti tako, da upoštevamo tudi 
njihovo doseženo prepustnost po enačbi (3-9). Rezultate energijske učinkovitosti programsko 
definiranih omrežnih stikal prikazuje Slika 5-7, medtem ko zaradi preglednosti rezultati IES-a 
niso prikazani. IES namreč v primerjavi z ostalimi preizkušanimi stikali doseže znatno večjo 
učinkovitost – 175.000 obdelanih omrežnih paketov na Joul (p/J).  
Tudi med programsko definiranimi stikali so precejšnje razlike. V primeru scenarija najbolj 
neugodnih pogojev največjo učinkovitost dosežeta stikala OVS in LOS z vključeno metodo 
TBTD (poglavje 4.1.2), ki sta na sliki označena kot OVS-TB in LOS-TB. Sicer se pri tem 




pojavljajo tudi zamenjave vrstnega reda omrežnih paketov, ki lahko povzročijo zmanjšanje 
zmogljivosti, kar pa lahko precej zmanjšamo z uporabo ustreznih mehanizmov (TCP-NCR ali 
D-SACK [26]). Primerjava rezultatov stikal OVS in LOS z OVS-TB in LOS-TB tako 
nakazuje, da se z boljšo izrabo večjedrne platforme energijska učinkovitost bistveno poveča. 
Vpliv dodatno porabljene energije, ko obremenimo več jeder, je namreč majhen v primerjavi s 
pridobljeno zmogljivostjo. Pri scenariju posnemanja hrbtenične povezave so razlike manj 
izrazite, saj so v tem primeru zaradi daljših omrežnih paketov, največje možne prometne 
obremenitve omrežnih stikal manjše. Razlike so tako opazne samo med OS-i, na katerih tečejo 
stikala.  
V primerjavi z nevirtualiziranim okoljem so omrežna stikala v virtualiziranem okolju (na 
sliki označena s predpono »V-») v splošnem energijsko manj učinkovita, saj so v tem primeru 
v obravnavo omrežnega prometa vključeni tudi hipervizorji, ki porabljajo dodatne sistemske 
vire in s tem energijo. V primeru scenarija najbolj neugodnih pogojev se tako med virtualnimi 
omrežnimi stikali za najbolj učinkovita izkažeta VSS in VALE, medtem ko je pri scenariju 
posnemanja hrbtenične povezave najbolj energijsko učinkovit OVS.  
 
Slika 5-7: Energijska učinkovitost preizkušanih omrežnih stikal pri največji doseženi 






5.3 Primerjava stroškovne učinkovitosti 
Stroški postavitve in vzdrževanja računalniških omrežij postajajo vedno večji zaradi 
naraščajočih zahtev po številnih omrežnih funkcionalnostih in vedno višjih hitrosti 
komunikacij. Zato vedno bolj pridobiva na pomenu stroškovna učinkovitost vseh elementov 
omrežja, ki obsega vidike razvoja, proizvodnje in uporabe omrežnih naprav.  
S stališča razvoja omrežnih naprav lahko ocenimo stroškovno učinkovitost razvoja 
omrežnih naprav z enačbo (3-11), kjer moramo ob izmerjeni zmogljivosti poznati tudi stroške 
razvoja posameznih tipov omrežne naprave. Pri strojno definiranih omrežnih napravah je treba 
poleg razvoja programske opreme upoštevati tudi razvoj računalniške platforme, kar znatno 
vpliva na končne stroške razvoja. Programsko definirane naprave pa uporabljajo COTS 
računalniške platforme, ki so splošno dobavljive, hkrati pa so izvedbe osnovnih omrežnih 
funkcionalnosti na voljo kot odprtokodna programska oprema (angl. open source), ki jo lahko 
uporabljamo tudi v komercialne namene z relativno malo stroški (v tem primeru seveda ne 
moremo zahtevati uradne podpore oz. vzdrževanja pridobljene programske opreme s strani 
razvijalcev). Stroške v tem primeru predstavljata predvsem izvedba namestitve in integracija 
uporabljene programske opreme, medtem ko je njena nakupna cena enaka nič.  
Razvojne stroške omrežne naprave IES po podatkih podjetja Iskratel ocenjujemo na 
800.000-900.000 €, kar je ekvivalentno razvojnim vložkom približno 180-200 človek mesecev 
(ČM). Pri programsko definiranih omrežnih napravah stroške namestitve in integracije 
programske opreme ocenimo na 1 ČM oz. 2 ČM v primeru virtualiziranega okolja, kar znaša 
približno 4.500 € oz. 9.000 €.  
Ocene stroškovne učinkovitosti razvoja omrežnih naprav (𝐸𝑐𝑑) za vsa preizkušana omrežna 
stikala pri scenariju najbolj neugodnih pogojev (pri tem scenariju namreč v največji meri 
prometno obremenimo omrežna stikala zaradi kratkih omrežnih paketov) prikazuje Tabela 5-3. 
Zaradi visokih razvojnih stroškov doseže stikalo IES daleč najslabši 𝐸𝑐𝑑  18 p/s€. Med 
programsko osnovanimi omrežnimi stikali najboljše rezultate izkazujeta OVS-TB in LOS-TB, 
medtem ko najmanjši 𝐸𝑐𝑑  doseže WOS. Če medsebojno primerjamo programsko osnovana 
omrežna stikala v virtualiziranem okolju (označena s predpono »V-»), ugotovimo, da se v tem 
primeru najbolje izkaže V-VSS, najslabše pa V-HVS. V splošnem pa virtualna stikala dosegajo 
manjši 𝐸𝑐𝑑 kot stikala v nevirtualiziranem okolju.   
 




Omrežno stikalo 𝑬𝒄𝒅[p/s€] 𝑬𝒄𝒑 [p/s€] 
IES 18 4.251 
LOS 159 143 
LOS-TB 449 404 
OVS 256 230 
OVS-TB 511 460 
WOS 89 73 
V-VSS 222 200 
V-LOS 93 84 
V-OVS 129 116 
V-HVS 87 71 
V-VALE 191 172 
Tabela 5-3: Stroškovna učinkovitost razvoja in proizvodnje preizkušanih omrežnih naprav.  
Tabela 5-3 prikazuje tudi rezultate stroškovne učinkovitosti proizvodnje omrežnih naprav 
(𝐸𝑐𝑝) glede na enačbo (3-12). Pri tem smo za proizvodne stroške naprave IES uporabili oceno 
4.500 € (glede na podatke podjetja Iskratel). Za proizvodne stroške programsko osnovanih 
omrežnih naprav smo upoštevali oceno cene COTS računalniške platforme – 5.000 € skupaj s 
ceno plačljive programske opreme, ki je bila v primeru OS-a MS Windows Server 2012 
približno 500 €,  v primeru drugih OS-ov pa nič, saj je njihova nakupna cena enaka nič. 
Rezultati ocene 𝐸𝑐𝑝  prikažejo najvišjo učinkovitost proizvodnje pri omrežnem stikalu IES, 
medtem ko so razmerja pri programsko osnovanih stikalih enaka kot pri oceni 𝐸𝑐𝑑- najvišjo 
učinkovitost prikažeta OVS-TB v nevirtualiziranem okolju in V-VSS v virtualiziranem okolju. 
Najslabše rezultate dobimo pri stikalih osnovanih na OS-u MS Windows Server 2012: WOS in 
V-HVS.  
Pri rezultatih 𝐸𝑐𝑝  za programsko definirane omrežne naprave je pomembno posebej 
poudariti, da pri ocenah nismo upoštevali, da lahko na COTS računalniški platformi poleg 
programsko definiranih omrežnih naprav tečejo še številne druge aplikacije. Prav tako lahko za 
namene omrežnih naprav pouporabimo obstoječo računalniško opremo. V obeh primerih se 






5.4 Komentar primerjav tipov omrežnih naprav 
Rezultati primerjalnih meritev med različnimi tipi omrežnih naprav kažejo na precejšnje 
razlike, ki so posledica njihove različne zasnove. Na področju zmogljivosti in energijske 
učinkovitosti so v precejšni prednosti strojno definirane omrežne naprave, ki kot kombinacija 
namenske računalniške opreme in zanjo namenjene programske opreme, omogočajo ustrezno 
optimizacijo postopkov obdelave omrežnega prometa. Po drugi strani pa so nefleksibilne, saj je 
izvedba omrežnih funkcij v veliki meri vezana na določeno namensko računalniško platformo. 
Nekatere funkcije, ki jih uporabljena namenska platforma ne podpira, zelo težko izvedemo 
naknadno, v določenih primerih pa je izvedba celo onemogočena. Razvoj strojno definiranih 
omrežnih naprav je zato dolgotrajnejši, saj je za izvedbo novih omrežnih funkcij ali povečanje 
zmogljivosti treba razviti poleg nove programske opreme tudi novo strojno opremo.   
Programsko definirane omrežne naprave so manj učinkovite, saj so možnosti za 
optimizacijo omrežnih funkcionalnosti omejene, ker so naprave izvedene na splošno 
namembnih COTS računalniških platform. Njihova programska osnova pa po drugi strani 
omogoča bistveno večjo fleksibilnost in razširljivost. Relativno enostavno in hitro lahko v 
omrežne naprave dodajamo dodatne (tudi nestandardne) funkcije oz. lahko obstoječe funkcije 
priredimo posebnemu namenu omrežne naprave. 
Z vse večjimi zahtevami po zagotavljanju vedno bolj zapletenih omrežnih funkcij, ki jih je 
običajno treba razviti v zelo kratkem času, postajata fleksibilnost in razširljivost vedno bolj 
pomembna dejavnika. Zaradi hitrejših razvojnih ciklov, namreč hitrost razvoja neposredno 
vpliva na stroškovno učinkovitost, pri čemer so, glede na rezultate izračunov v prejšnjem 
poglavju, v bistveni prednosti programsko definirane omrežne naprave. Za razvoj vsake nove 
funkcionalnosti sta pri strojno definiranih omrežnih napravah potrebna razvoj strojne 
računalniške platforme in izvedba funkcije v programski opremi. Pri programsko definiranih 
napravah, pa se razvije oz. dopolni le programska oprema. Podobno je pri povečanju 
zmogljivosti, kjer je pri strojno definiranih napravah treba poleg zamenjave strojne 
računalniške platforme ustrezno prirediti tudi programsko opremo, pri programsko definiranih 
napravah pa programsko opremo le prenesemo na bolj zmogljivo COTS platformo. Rezultati 
stroškovne učinkovitosti proizvodnje omrežnih naprav, ki so predstavljeni v prejšnjem 
poglavju, sicer dajejo prednost strojno definiranim omrežnim napravam, vendar smo pri naših 
izračunih predpostavili, da je COTS platforma, ki smo jo uporabili za programsko definirane 
omrežne naprave, dodeljena samo funkcijam omrežne naprave. V večini primerov temu ni 




tako, saj na uporabljenih računalniških platformah lahko tečejo tudi številne druge aplikacije 
(kar pa običajno ne velja za strojno definirane omrežne naprave), ki vključujejo dodatne 
funkcije in tako povečajo izkoristek sistemskih virov. Pogosto lahko pouporabimo že obstoječo 
računalniško opremo, kar še posebej pride do izraza pri konceptu računalništva v oblaku, kjer 
je mogoče sistemske vire računalniške infrastrukture dinamično dodeljevati posameznim 
funkcionalnostim po potrebi. Z upoštevanjem naštetih dejstev so programsko osnovane 
naprave v splošnem stroškovno bolj učinkovite.  
Prav stroškovna učinkovitost pa je poleg enostavnejšega upravljanja in nadzora glavno 
gonilo uveljavljanja sodobnih konceptov omreženja, kot so virtualizacija omreženja, SDN in 
NFV, ki v ospredje postavljajo prav programsko definirane omrežne naprave. Ob manjših 
razvojnih stroških ti koncepti omogočajo tudi enostavnejši razvoj omrežnih naprav ter hitrejše 
uveljavljanje inovacij v vseh elementih omrežij. Po drugi strani pa so pred sodobnimi koncepti 
omreženja še veliki izzivi, ki jih bo treba zadovoljivo rešiti. Na primer, zmogljivost in 
energijska učinkovitost programsko osnovanih omrežnih naprav nista na želenem nivoju in ju 
je treba z inovativnimi mehanizmi, optimizacijami programske opreme in povečanjem 
izkoristka razpoložljivih sistemskih virov (še posebej na večjedrnih platformah) ustrezno 
povečati, da bosta zadostila potrebam sodobnih omrežij. Treba je zagotoviti tudi varnost in 
robustnost programsko osnovanih omrežnih naprav, saj si običajno delijo računalniške 
platforme še z drugimi aplikacijami, ki med izvajanjem lahko vplivajo druga na drugo. Ne 
nazadnje pa je treba na novo opredeliti ustrezne protokole, ki omogočajo učinkovito delovanje, 
varnost, upravljanje in nadzor programsko osnovanih elementov omrežja. 
Če povzamemo rezultate primerjalnih meritev, so torej strojno definirane omrežne naprave 
primernejše v zahtevnih aplikacijah, ki zahtevajo visoko zmogljivost ob enostavnejših 
omrežnih funkcijah, saj zmorejo zagotavljati visoko prepustnost ob nizkih časovnih 
zakasnitvah. V primeru zapletenejših funkcij obdelave omrežnega prometa kot npr. DPI, NAT, 
požarni zid, BRAS (angl. Broadband Remote Access Server) in IDS, pa je bolj smiselno 
uporabiti programsko definirane omrežne naprave, saj se s tem poenostavi razvoj in izvedba 
aplikacij, kar bistveno poveča stroškovno učinkovitost. Optimalna rešitev je torej uporaba 
smiselne kombinacije strojno in programsko definiranih omrežnih naprav glede na pogoje 






V doktorski disertaciji smo predstavili načine za povečanje učinkovitosti omrežnih naprav 
na večjedrnih računalniških platformah. Omrežne naprave so namreč pomemben člen pri 
zagotavljanju vedno večjih potreb po hitrih in zanesljivih komunikacijah med napravami, ki so 
povezane v računalniška omrežja. Povečanje zmogljivosti je mogoče s prehodom na omrežne 
naprave izvedene z večjedrnimi platformami, pri čemer je ključnega pomena čim večji 
izkoristek razpoložljivih sistemskih virov.  
Cilj disertacije je razviti nove postopke povečanja učinkovitosti večjedrnih omrežnih 
naprav, pri čemer smo izhajali iz dveh konceptov: razporejanje omrežnega prometa na 
razpoložljiva jedra in vzporedna izvedba postopkov obdelave omrežnih paketov. V okviru teh 
dveh konceptov smo zasnovali in izvedli dve novi metodi, ki omogočata povečanje 
zmogljivosti omrežnih naprav zaradi boljšega izkoristka večjedrnih platform, optimizacije 
medjedrne komunikacije in prilagajanja na arhitekturo uporabljene računalniške platforme.  
Za ovrednotenje učinka predstavljenih metod smo opredelili kriterije za merjenje 
zmogljivosti in učinkovitosti omrežnih naprav, na podlagi katerih smo zasnovali preizkusne 
postopke. Le-te smo izvedli v preizkusnem okolju, v katerem smo uporabili ustrezna 
preizkusna orodja, ki so omogočala natančne meritve.  
Rezultati preizkusov so prikazali bistveno izboljšanje zmogljivosti omrežnih naprav, ki so 
imele vključene zasnovane metode, v primerjavi z omrežnimi napravami brez vključenih 
pohitritvenih metod. Zasnovane metode so namreč povečale izkoriščenost večjedrne 
računalniške platforme, saj je bilo pri obdelavi omrežnega prometa vključenih več jeder, ob 
tem pa nismo zaznali bistvenega negativnega vpliva na kakovost obdelave omrežnega prometa.  
V preizkusnem okolju smo dodatno izvedli primerjalne meritve zmogljivosti in 
učinkovitosti med različnimi izvedbami omrežnih naprav. Bistveno večjo zmogljivost dosežejo 
strojno definirane omrežne naprave, ki so poleg tega tudi energijsko učinkovitejše. Po drugi 
strani so programsko definirane omrežne naprave bolj fleksibilne, zaradi česar je njihov razvoj 
hitrejši in enostavnejši. Poleg stroškovne učinkovitosti so tudi prilagodljive, kar jim omogoča 
vključevanje v sodobne koncepte računalniškega omreženja, kot npr. NFV. Metode izboljšav 
predstavljene v doktorskem delu  omogočajo boljši izkoristek večjedrnih računalniških 
platform, kar se kaže v hitrejših in energijsko ter cenovno učinkovitejših komunikacijah v 





V nadaljevanju predstavljamo povzetek znanstvenih prispevkov, ki smo jih izvedli in 
predstavili v  tem doktorskem delu. 
6.1 Zaključki doktorskega dela s poudarki na znanstvenih 
prispevkih 
Prispevek 1. Razvoj nove metodologije adaptivnega razporejanja omrežnih sporočil za 
povečanje zmogljivosti omrežnih naprav izvedenih na večjedrnih splošno dostopnih 
računalniških platformah.  
Razvili smo metodo adaptivnega razporejanja omrežnih paketov z uporabo žetonov. 
Metoda, ki je opisana v poglavju 4.1, temelji na kombiniranju razporejanja omrežnega prometa 
na podlagi paketov z razporejanjem na podlagi tokov, pri čemer upoštevamo tudi arhitekturo 
uporabljene računalniške platforme.  
Vsakemu izmed razpoložljivih procesorskih jeder dodelimo določeno število žetonov, ki 
določajo koliko omrežnih paketov naj določeno jedro obdela. Žetoni se med delovanjem 
dinamično razporejajo glede na povprečno obremenjenost jeder, tako da so omrežni paketi 
dodeljeni tistim jedrom, ki lahko obravnavo izvedejo najbolj učinkovito. Medjedrna 
komunikacija je optimizirana tako, da se omrežni paketi (če je le mogoče) razporejajo med 
jedra, ki lahko hitro komunicirajo preko deljenega predpomnilnika. Rezultati vrednotenja 
izvedene metode so pokazali, da je pri najbolj neugodnih pogojih delovanja omrežnih naprav 
pohitritev metode 2,82 in učinkovitost vzporednosti 0,69. Ob tem se sicer lahko pojavi 
zamenjan vrstni red omrežnih paketov, katerega negativne učinke pa je mogoče z ustreznimi 
komunikacijskimi protokoli znatno zmanjšati.  
Prispevek 2. Vzporedna izvedba temeljnih funkcionalnosti programsko osnovanih omrežnih 
naprav na večjedrnih računalniških platformah z namenom povečanja njihove zmogljivosti.  
Postopke obdelave omrežnega prometa v omrežnih napravah smo izvedli vzporedno, pri 
čemer smo kot temeljno funkcionalnost izbrali šifriranje omrežnih paketov, ki se uporablja pri 
zagotavljanju varnosti in zasebnosti v omrežnih komunikacijah. Pri tem se uporabljajo različni 
šifrirni algoritmi, ki so računsko različno zahtevni.  
Za vzporedno izvedbo šifriranja, ki je opisana v poglavju 4.2, smo uporabili kombinacijo 





vzporedno na več procesorskih jedrih. Z določitvijo velikega števila opravil v obdelavi 
omrežnega prometa, ki so se lahko izvajala vzporedno, smo zelo zmanjšali zaporeden delež 
obdelave paketov. Ker so šifrirni algoritmi računsko relativno nezahtevni, je bilo treba, da smo 
dosegli želene pohitritve, izdatno zmanjšati komunikacijo med vzporedno tekočimi šifrirnimi 
opravili. Pri tem smo za izvedbo uporabili atomarne spremenljivke in vhodno-izhodne vrste, ki 
ne potrebujejo zaklepanja kritičnega dela v vzporednem računalniškem programu.  
Rezultati so pokazali povečanje zmogljivosti vzporednih izvedb pri izbranih algoritmih  
šifriranja omrežnega prometa, saj smo na dvanajstih jedrih dosegli naslednje pohitritve: pri 
AES algoritmu do 1,7 do 1,9 in pri 3DES algoritmu od 5,0 do 6,3 ter pri RSA algoritmu 7,6, 
hkrati pa so se zmanjšale časovne zakasnitve omrežnih paketov med obdelavo.  
Prispevek 3. Ovrednotenje učinka predlaganih metod adaptivnega razporejanja omrežnih 
sporočil in vzporedne izvedbe temeljnih funkcionalnosti omrežnih naprav.  
Najprej smo opredelili kriterije za vrednotenje zmogljivosti in učinkovitosti omrežnih 
naprav, ki so ob standardnih pokazateljih zmogljivosti obsegali tudi kriterije za določanje 
izkoriščenosti večjedrnih platform ter kriterija skalabilnosti in elastičnosti, ki sta sicer 
pokazatelja uporabnosti in kakovosti izboljšav. Nato smo sistematično opisali postopke 
preizkušanja zmogljivosti in učinkovitosti omrežnih naprav, ki so obsegali izdelavo 
preizkusnih postopkov, pripravo preizkusnih orodij in preizkusnega okolja in izvedbo izdelanih 
postopkov. Pri tem smo izpostavili vzpostavitev pravilnih pogojev delovanja v preizkusnem 
okolju, ki mora vključevati scenarije najbolj neugodnih pogojev (za preverjanje robnih pogojev 
delovanja omrežnih naprav) in scenarije realnih pogojev.  
Prispevek 4. Primerjava zmogljivosti in ekonomske smotrnosti optimiziranih programsko 
osnovanih omrežnih naprav z omrežnimi napravami, ki so osnovane na namenskih 
računalniških platformah.  
Izvedli smo neposredno primerjavo med različnimi izvedbami omrežnih naprav z meritvami 
zmogljivosti, kakovosti obdelave omrežnega prometa ter energijske in stroškovne 
učinkovitosti. Daleč največjo zmogljivosti in kakovost obdelave omrežnih paketov je dosegla 
strojno definirana omrežna naprava, ki je zmožna učinkovito izkoriščati namensko 
računalniško opremo. Programsko definirane omrežne naprave precej manj zmogljive, lahko 
tudi za en velikostni razred. Rezultati omrežnih naprav, ki so tekle v virtualiziranem okolju, so 





virov. Rezultati meritev so tudi nakazali, da programsko definirane omrežne naprave razen v 
primeru mehanizmov RSS oz. RPS zelo slabo izkoriščajo večjedrne platforme na katerih 
tečejo. To nakazuje nujnost nadaljnjega razvoja programsko definiranih omrežnih naprav z 
uvajanjem inovativnih izboljšava, kot npr. nove metode predstavljene v tem delu. 
Na področju energijske učinkovitosti se je prav tako najbolje izkazala strojno definirana 
omrežna naprava, medtem ko programsko definirane naprave (v virtualiziranem in v 
nevirtualiziaranem okolju) ne zmorejo dovolj učinkovito izkoristiti splošno namenskih COTS 
platform.  
Rezultati meritev na področju stroškovne učinkovitosti pa na drugi strani nakazujejo 
bistveno prednost vseh programsko definiranih omrežnih naprav, saj je njihov razvoj 
enostavnejši in hitrejši kot pri strojno definiranih omrežnih napravah. Če upoštevamo, da lahko 
za programsko definirane omrežne naprave pouporabimo obstoječo računalniško opremo, so 
proizvodni stroški teh naprav še manjši. Hkrati pa so omrežne naprave tega tipa bolj 
fleksibilne, s čimer se lažje vključujejo v nove koncepte omreženja, ki z uvajanjem novih 
poslovnih modelov omogočajo optimizacijo stroškov izgradnje in vzdrževanja računalniških 
omrežij.  
6.2 Možnosti nadaljnega razvoja učinkovitosti omrežnih naprav 
Znatne razlike v učinkovitosti različnih izvedb omrežnih naprav (poglavje 5) nakazujejo, da 
obstajajo še številne možnosti za izboljšave. V disertaciji smo predstavili dve novi metodi za 
povečanje zmogljivosti in učinkovitosti omrežnih naprav: adaptivno razporejanje in vzporedna 
obdelava, ki bi jih lahko z nadaljnjim razvojem še  izpopolnili, kot smo opisali v poglavjih 
4.1.3.5 in 4.2.3.6.  
Ker se v večjedrnih računalniških platformah število jeder neprestano povečuje, bo nujno 
čim bolj povečati skalabilnost, tako da bi predstavljeno metodo vzporednega razporejanja 
omrežnega prometa TBTD vključili kar v mehanizme RSS, RPS in XPS, s čimer bi dodatno 
zmanjšali stopnjo zaporednosti pri sprejemu in oddaji omrežnih paketov. Lahko bi izboljšali 
tudi elastičnost predstavljenih metod tako, da bi se v odvisnosti od bremena spreminjal delovni 
takt procesorskih jeder, oziroma bi se nedejavna jedra dinamično izklapljala, s čimer bi 
povečali energijsko učinkovitost omrežnih naprav.  
Na področju zagotavljanja kakovosti obdelave omrežnega prometa bi z uporabo 





paketov dosegli manjše časovne zakasnitve. Pomemben dejavnik pri kakovosti obdelave 
omrežnega prometa so tudi zamenjave vrstnega reda omrežnih sporočil, ki bi jih lahko 
učinkovito zmanjšali z vgradnjo enote za popravljanje vrstnega reda omrežnih paketov v 
omrežne naprave [33].  
Nenazadnje bi bilo treba predstavljene izboljšave čimprej vključiti v čim več različnih 
omrežnih naprav in jih ovrednotiti tudi v praksi s čim širšim naborom preizkusnih scenarijev 
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