to automated dataloggers, however, can record temporally continuous data with little maintenance over long 
One of these SVAT schemes, the simultaneous heat and of the model to simulate ERS water content values gives it the potenwater (SHAW) model, is a detailed physical-process tial to be periodically updated with remotely sensed data to predict model capable of simulating the effects of a multispecies vadose zone soil water content over large areas at high temporal resoplant canopy on heat and water transfer at the soil- atmosphere interface (Flerchinger, 1987) . Unfortunately, numerous studies have shown that SVAT models in general are subject to errors as a result of simplified S oil water plays a key role in the transfer of energy model physics and complicated meteorological and siteand mass between land surfaces and the atmocharacteristic inputs (Houser, 1996; Henderson-Sellers, sphere, rivers, and aquifers (Blyth et al., 1993) . In fact, 1996; Desborough et al., 1996; Lau et al., 1996) . Consethe spatial and temporal distribution of soil water is a quently, SVAT models do not always produce reliable critical part of many disciplines including agriculture, soil water estimates. Furthermore, these models usually forest ecology, hydroclimatology, civil engineering, warequire extensive meteorological and site-characteristic ter resources, and ecosystem modeling (Houser, 1996) . input parameters that can be difficult to acquire. Unfortunately, difficulties with soil water measurement Because both in situ soil measurements and SVAT techniques have made long-term regional data sets diffimodels are problematic, no large-scale soil water inforcult to compile. Therefore, it is important to define an mation exists at the spatial and temporal resolutions approach to monitor, characterize, and model soil water required to investigate how soil water can influence over a wide range of temporal and spatial scales (Islam various land and atmospheric processes. Recent studies and Engman, 1996) . have proposed that images from synthetic aperture raLong-term soil water data sets are rare because many dar (SAR) sensors can be used to map spatially distribsoil water sampling techniques (e.g., gravimetric, neuuted soil water patterns within 5 cm of the surface (Entron probe, and time domain reflectometry) can be labor gman and Chauhan, 1995; Sano, 1997) . This method intensive and difficult to learn without appropriate would provide a way to estimate soil water at large-scale training. Gravimetric measurements are simple and acresolutions not achievable with in situ measurements or curate, but are destructive and require at least 24 h of modeling methods. Unfortunately, many studies require post-processing. Traditional time domain reflectometer vadose zone soil water measurements rather than sur-(TDR) sensors yield accurate measurements with califace soil water measured by the SAR sensor. Furtherbration, but are expensive and take spatially discrete more, soil water information from orbiting SAR sensors measurements. Neutron probes are nondestructive and would only be available at the time of the satellite overcan sample over great depths, but are expensive and pass, which could be as infrequent as once a month. potentially hazardous without appropriate training. FiBy combining SAR-derived surface soil water maps berglass electrical resistance sensors (ERS) connected with a SVAT scheme, it may be possible to obtain spatially distributed, temporally continuous information on vadose zone soil water measurements. That is, using techniques described by Sano (1997) and Moran et al. (1998) , SAR images may be converted into surface soil water maps suitable for SVAT processing. Using these data along with required model inputs (meteorological, initialization, and site parameters), one may utilize the SVAT scheme to model soil water at depth, between and during satellite overpasses. At each subsequent satellite overpass, model parameters may be reinitialized according to the newly acquired SAR-derived soil water data, ultimately yielding a large-scale, temporally continuous soil water data set. In theory, this synthesis should result in less error than with remotely sensed data or the SVAT model used alone.
The first step in developing such a combined approach is to investigate the accuracy and precision of a SVAT model to estimate surface and vadose zone soil water over time. In this study, we calibrated a network of in situ ERS to create a long-term, temporally continuous soil water data set that could be used to study the SHAW model. Two objectives of this research were to (i) develop a 12-mo, hourly soil water data set at 5-, 15-, and 30-cm depths under three bare and three shrub-cover surfaces, and (ii) study the relationship between measured and predicted soil water contents. 
Site Description
this study were similar to those described by Colman and Soil water data were collected from the Lucky Hills subwaHendrix (1949) and identical to those of Amer et al. (1994) . tershed in the Walnut Gulch Experimental Watershed located Each 4-by 4-cm ERS contains several fiberglass layers in the vicinity of Tombstone, AZ (Renard et al., 1993) . The wrapped around stainless-steel screens that are connected by Lucky Hills subwatershed was instrumented in 1990 by the wire leads to an automated datalogger. Original laboratory-USDA-ARS as part of the interdisciplinary Monsoon '90 field and site-calibration procedures for ERS used in the expericampaign for continuous measurement of local energy condiment were described by Amer et al. (1994) . Three-pronged tions and surface energy balance (Kustas and Goodrich, 1994) TDR probes constructed by the USDA-ARS were placed (Fig. 1) . Standard measurements included soil water, soil temadjacent to the ERS at each depth in the trenches (Bach, perature, soil heat flux, relative humidity, incoming solar radi-1991). Dataloggers recorded hourly ERS values and ARS ation, net radiation, wind speed, and wind direction (Stannard scientists collected TDR samples in the field at time intervals et al., 1994) .
varying from daily to biweekly between August 1990 and July The Lucky Hills subwatershed is at a 1371-m elevation and 1991. ERS readings were stored as a series of resistances (⍀) has an average annual precipitation of 300 mm, 70% of which while TDR readings were calibrated to yield the volumetric falls during the summer monsoon between July and September water content ( v ) of the soil. ERS readings were averaged, (Tiscareno-Lopez, 1991) . This 1.46-ha area is dominated by respectively, using data collected from three trenches under creosote bush (Larrea tridentada ) at 2-to 5-m spacing (26% bare soil and three trenches under creosote cover. In this cover) with surface rock percentages ranging from 0 to 46% study, it was assumed that TDR measurements represent the (Kustas and Goodrich, 1994) . Larger creosote shrubs are actual water content of the soil. about 1-m tall and can be characterized by a spatially averaged leaf-area index value of 0.4 (Flerchinger et al., 1998 Eighteen pairs of ERS and TDR probes were installed where Y is TDR measured v , a and b are parameters to horizontally into trench faces under three bare and three be optimized, and X is ERS-measured resistance (⍀). This shrub-covered surfaces at 5-, 15-, and 30-cm depths according expression (Eq.
[1]) was modified from the original calibration to procedures outlined by Bach (1991) . Detailed descriptions expression used by Amer et al. (1994) by eliminating an addiof each trench location and its respective surface vegetation tive coefficient so that each parameter, when optimized, was significantly different from zero. This transformation was deand profile characteristics are also presented. ERS used in The SHAW model uses a modified form of Richards equation to calculate v at each node, based on water-content values signed so that the model would be more sensitive to water defined at the lower boundary (Flerchinger, 1987 
Model Testing
sample size used in each calibration was 78, but ranged from 46 to 103, due to instrumentation problems and measurement Two separate trials were used to simulate hourly v under errors. Statistical tests were used to show that the a and b bare and shrub surface cover at 5-, 15-, and 30-cm depths. In parameter values were significantly different from zero (␣ ϭ both cases, many site parameters were used that were identical 0.05 and ␣ ϭ 0.10).
to those used in previous simulations completed by FlerIn this analysis, it was assumed that the variability in v chinger et al. (1998) . Specific textural and hydraulic soil parammeasurements could be attributed to the calibration errors of eters, however, were modified to match trench data measured the TDR and ERS. Bach (1991) described the installation directly at the location of the soil water sensors under bare and calibration procedures of the TDR probes used in this soil and shrub cover (Table 2 ). Surface and root plant parameexperiment. These calibrations did not account for temperaters were used in shrub-cover simulations only and were deture fluctuations that could affect TDR readings. Halbertsma fined by Flerchinger et al. (1998) . Bare-soil simulations did et al. (1994) found that TDR readings are only slightly influnot include root-distribution parameters because no discrete enced by changing temperature and salinity conditions; and measurements could be included. Hourly meteorological data Dalton (1992) found that TDR readings are independent of inputs were collected from meteorological-energy flux (METtemperature in soil textures finer than sand. Without consider-FLUX) towers located in the subwatershed (Kustas and Gooding these limitations, calibrations revealed that for the 95% rich, 1994). Initial and final soil temperature readings for the confidence interval (95% CI), the root mean square error simulation period were recorded by thermocouples installed (RMSE) of the TDR measurements was 0.02 m 3 m
Ϫ3
. Ultiadjacent to ERS and TDR probes in the soil at 5-, 15-, and mately, the total error in each calibration was quantitatively 30-cm depths. (Flerchinger, 1987) . A vertical, one-dimensional profile extending from the vegetation canopy to a specified depth for each are given in Table 3 . Finally, hourly measured and within the soil is represented by this model. At various points lower-boundary conditions. Other inputs required by the
indicates the deviation of model include general site parameters, textural and physical tent values. Model outputs include a summary of water balance, in addition to temperature, water, and solute profiles. Table 4 . In all cases, t tests (␣ ϭ 0.05 and ␣ ϭ fried (1993). Calibration parameters were applied to 0.10) indicated that optimized a and b parameters were each of the 18 individual ERS. In all cases, estimated significantly different from zero, demonstrating that the v values below the calculated residual water content of calibration function effectively translated resistance valthe soil were adjusted to a threshold value of 3.4% ues into v without yielding an average water content. (Woolhiser et al., 1990) . Data presented in Fig. 2 show a calibration curve with matched TDR and ERS values (R 2 ϭ 0.88). Clearly,
Calibration Error
resistance values approach zero as v increases. In some cases, the calibration functions showed considerable Individual sensor calibration errors were estimated scatter, especially at higher resistance values (Ͼ1000 ⍀).
as the square root of the sum of the squares for the Each calibration function, however, accounted for this TDR and ERS RMSE values (95% CI) ( 
Model Evaluation: Bare Soil
Data presented in Table 6 summarize the results of statistical analyses used to evaluate the performance of Model Evaluation: Shrub Cover (Fig. 3) . The bimodal distribution in this plot can be characterized by temporal association. That is, the lower
The results of statistical analyses used to evaluate the group of matched points falls below the 1:1 line because performance of the SHAW model under shrub cover are it shows a period in the driest part of the summer season summarized in Table 6 . At each depth, SHAW model v where the SHAW model is underestimating v . Convalues underestimated calibrated ERS v values. MBE, versely, the highest cluster on the scatterplot indicates MPD, and RMSE values were lower, on average, than that the model consistently overestimates v in moist those calculated in the bare-soil simulations but were conditions. This trend is evident when the data are plotdistributed differently. In this case, MBE and MPD ted on a time series (Fig. 4) .
values at the 15-cm depth were higher than those at Statistical analysis indicates that model simulations 5 cm. Similar to the results for bare-soil simulations, improved at 15 cm. MBE, MPD and RMSE values were MBE and MPD values were lowest at the lower-boundapproximately half as large as those at the 5-cm depth.
ary layer. A possible explanation for the differences The scatterplot (Fig. 3 ) and time series (Fig. 4) of the between measured and simulated v at 5 and 15 cm may be related to root distribution parameters defined as calibrated ERS and SHAW v values at 15 cm under model inputs. That is, root extraction of soil water at At the lower-boundary layer (30 cm), the SHAW both depths may have been too high, ultimately causing model simulated v values well. However, just as in the the model to underestimate v . A second possible explabare-soil simulations, v values at the lower boundary nation for the discrepancy between simulated and meaare calculated by using linear interpolation between insured v may be due to a positive bias in transpiration termediate v values used as model inputs and are exdemand (Jones, 1983) . Model estimates of transpiration pected to be nearly identical. may have been too high, causing the model profile to lose water, ultimately yielding low v values.
Model Uncertainty
Data presented in Fig. 5 (Fig. 6) .
parameters was determined. In particular, bulk density, saturated hydraulic conductivity, surface roughness, satThe scatterplot and time series of measured and simulated v values at the 15-cm depth under shrub cover urated water content, root distribution percentages, and porosity were analyzed. Data presented in Tables 7 and are presented in Fig. 5 and 6 , respectively. These data indicate that during inter-storm periods throughout the 8 show the change in v for the entire simulation, based upon parameter adjustments under bare soil and shrub year, SHAW v estimates were substantially lower than measured v values. Once again, inaccurate root districover, respectively. In both simulations, distinct peaks that overestimated bution, a positive bias in transpiration demand, and soil hydraulic properties may be responsible for these measured v were apparent immediately after rainstorm events (Fig. 4 and 6 ). These peaks suggest that paramediscrepant results. ters identifying soil porosity, saturated conductivity, or ments to root-distribution parameters will significantly affect modeled v . saturated water content may have been too high. In each case, with sufficiently large precipitation, the model will As one may surmise, changing a combination of hydraulic and physical parameters, rather than a single saturate the soil layers to the saturated surface porosity, ultimately yielding peaks that overestimate v . Sensitivparameter, would be the best way to calibrate the SHAW model. It is clear from these analyses that peaks ity analyses indicated that a 10% increase in the porosity index value could change v for the simulation by as and drying rates would be influenced by a combination of many hydrologic parameters including porosity, satumuch as 0.005 m 3 m Ϫ3 (Table 8) . Shrub-cover simulations underestimated v values at rated hydraulic conductivity, root distribution, and bulk density. 5-and 15-cm depths during inter-storm periods. A possible source of these discrepancies may be attributed to root-distribution parameters rather than the soil-
DISCUSSION
hydraulic properties highlighted in Tables 7 and 8 . If the root-distribution values were too high, water extracIn future studies, it will be critical to examine the physical structure of the SHAW model to determine if tion by the plant roots would be too large, ultimately producing unrealistically low v values. Sensitivity analyit could be linked with remotely sensed data. That is, one must determine if the model could be modified to ses indicate, however, that a 10% adjustment will change v by only 0.001 m 3 m Ϫ3 . Therefore, only major adjustuse remotely sensed soil water values to update and 
