1. Introduction {#sec1}
===============

Pancreatic carcinoma is a frequent digestive tract tumor. The malignant degree of this kind of cancer is always very high, and it is difficult to be early diagnosed and treated. Due to the fact that pancreatic carcinoma is often diagnosed when it is advanced, very few pancreatic tumors can be removed by operation. As we know, many famous people died of this disease. So, it is necessary to diagnose pancreatic carcinoma as early as possible. Computer-aided diagnosis (CAD) \[[@B1]\] technology was established with the development of image-processing technology and pattern recognition technology. Researching of CAD technology shows that CAD can provide advisory opinions for the doctor and help to improve the diagnostic rate. With the development of medical imaging, it is important to represent the pancreas by a model and it is also important to try to distinguish different appearance of pancreas.

Tensors are geometrical quantity that is used to describe linear relations among vectors, scalars, and other tensors. In this paper, the pancreas CT images can be treated as several third-order tensors, and then we extract the feature to gain the eigentensors for classification.

Principal component analysis (PCA) \[[@B2]\] is a famous method used in the recognition of subspace, which is one of the classical methods based on statistical feature. The core idea of PCA is to reduce the dimensionality of a dataset that consisted of a larger number of interrelated variables and, in the meantime, try to retain the variation in the original dataset as much as possible \[[@B3]\]. But this method has two problems. Basic using of PCA to transfer tensor objects to high-dimension vector (vectorization) obviously results in high cost of processing and memory in next step \[[@B4]\]. For example, if there is a gray image (640 × 640), the vector which the image transfers to will be 409600 × 1.In using PCA, reshaping breaks the natural structure and correlation in the original data \[[@B4]\], which may affect the subsequent operation and lead to bad results.

In order to solve these problems, this paper uses multilinear principal component analysis (MPCA) referred to in \[[@B4]\]. MPCA follows the classical PCA paradigm and multilinear algorithm, to ensure the fact that it is able to reduce all the tensor dimensionality and that it is also able to get more variational forms among the original tensors with tensorial mapping to keep original structure and correlation \[[@B4]\].

Support vector machine (SVM) \[[@B5]\] is commonly used to train a classifier. The main factor to affect the classification performance is the parameters used in SVM. Recently, there are many algorithms for SVM parameters optimization, such as ant colony (ACO) algorithm \[[@B6]\], simulated annealing (SA) algorithm, genetic algorithm (GA) \[[@B7]\], and quantum genetic algorithm (QGA) \[[@B8], [@B9]\]. SA is a generic probabilistic algorithm, which is good at locating the optimal solution of the variable in a large search space. The advantages of SA are described as follows.The objective function can be nonlinear, discontinuous, and random.The objective function can have any boundary conditions and constraints.The programming workload of SA is low, so that it is easy to be implemented.In statistics, we can find the optimal solutions.

But there are also some problems of SA. For example, rapid cooling can lead to simulation hardening which cannot be ensured to find the optimal solution. Quantum evolution algorithm (QEA) \[[@B10]\] is also a probability optimization algorithm. QEA has good searching ability for low dimensional function. However, it is not good for high dimensional functions. Therefore, in this paper, we use quantum simulated annealing algorithm (QSA) \[[@B11]\], which is the combination of SA and QEA, to optimize SVM parameters for training classifier of pancreatic diseases. This paper is organized as follows. [Section 2](#sec2){ref-type="sec"} introduces the proposed method; firstly, we will explain the construction of high-order tensor, then we briefly introduce the method of MPCA for feature extraction, and finally we introduce the support vector machine of quantum simulated annealing algorithm optimization (QSA-SVM) for classification. [Section 3](#sec3){ref-type="sec"} presents the construction of pancreas images after MPCA and the results of classification, and we discuss the future of clinical implications of the results. In [Section 4](#sec4){ref-type="sec"}, we conclude the works in this paper.

2. Materials and Method {#sec2}
=======================

In this section, firstly we will introduce the whole procedure of the proposed method, which is shown in [Figure 1](#fig1){ref-type="fig"}, and then we give a detailed explanation of each process.

The process of the proposed method is as follows.Image preprocessing: first, we segment the CT images of abdomen to gain the pancreas region of image, and then we normalized the images after segmentation.High-order tensors construction: at first, we collect a group of pancreatic images and then combine them into a new dataset.The feature extraction: in this paper, we use the method of MPCA to extract the eigentensors for classification.Pancreas diseases classification based on QSA-SVM: after we obtain the eigentensors by MPCA, we can treat the eigentensors as samples, and then we use the approach of SVM optimized by QSA to classify pancreas diseases.

2.1. Construction of Tensors {#sec2.1}
----------------------------

We treat the segmented pancreatic CT images as several third-order tensors with the column, row, and thickness modes. In this paper, we treat each CT image as one data sample. Hence, the input is several third-order tensors and the spatial column space, row space, and the thickness space were regarded as its three modes, as shown in [Figure 2](#fig2){ref-type="fig"}.

The size of each image is standard 128 × 128; the thickness of the CT image is 2.77 mm. Before providing the samples to MPCA, the tonsorial inputs need to be normalized to the same dimension in each mode, so the three modes of the tensor are normalized by default, and we can consider one sample as *A* ∈ *R* ^*I*~1~×*I*~2~×*D*~3~^.

2.2. Feature Extraction Based on MPCA {#sec2.2}
-------------------------------------

In this paper, an MPCA \[[@B4]\] solution to the problem of dimensionality reduction for tensor objects is introduced; its research and analysis are also included. First we provided a series of zero-mean value *N*-order tensor *x* ~*m*~ ∈ *R* ^*I*~1~×*I*~2~×⋯×*I*~*N*~^, we need to gain a group of new *N*-order tensor, *y* ~*m*~ ∈ *R* ^*J*~1~×*J*~2~×⋯×*J*~*N*~^  (*J* ~*n*~ \< *I* ~*n*~), that needs to be closed to the original tensor as much as possible. The procedure of MPCA algorithm is shown in [Figure 3](#fig3){ref-type="fig"}.

In the preprocessing phase, we center the input original tensors *x* ~*m*~ as ${\overset{¯}{x}}_{m} = x_{m} - \overset{¯}{x}$, *m* = 1,..., *M*, where *M* is the number of the samples, and the tensor mean can be described as follows: $$\begin{matrix}
{\overset{¯}{x} = \frac{1}{M}{\sum\limits_{m = 1}^{M}x_{m}}.} \\
\end{matrix}$$

In the initialization phase, we calculate the eigendecomposition of $\phi^{(n)\ast} = {\sum_{m = 1}^{M}{{\overset{¯}{x}}_{m(n)} \cdot {\overset{¯}{x}}_{m(n)}^{T}}}$ and set the *n*th mapping matrix *U* ^(*n*)^ which consists of the eigenvectors corresponding to the most significant *J* ~*n*~ eigenvalues, for *n* = 1,..., *N*  (*N* = 3).

In the local optimization phase, we will focus on doing the local optimization to obtain the new *N*-order tensors *y* ~*m*~; the detailed method of the optimization is given in \[[@B4]\] and the pseudocode of the method is shown as [Pseudocode 1](#pseudo1){ref-type="fig"}. In the pseudocode, Ψ~*y*~ is the total tensor scatter of *y* ~*m*~, *m* = 1,..., *M*, *M* is the number of the samples, and *ϕ* ^(*n*)^ can be defined as ([2](#EEq2){ref-type="disp-formula"}). In ([2](#EEq2){ref-type="disp-formula"}), ${\overset{¯}{U}}_{\phi(n)}$ is the mean mapping matrix of *ϕ* ^(*n*−1)^: $$\begin{matrix}
{\phi^{(n)} = {\sum\limits_{m = 1}^{M}{Z_{(n)} \cdot {\overset{¯}{U}}_{\phi(n)} \cdot {\overset{¯}{U}}_{\phi{(n)}}^{T} \cdot Z_{{(n)}^{T}}}},} \\
{Z_{(n)} = X_{m(n)} - {\overset{¯}{X}}_{(n)},} \\
{{\overset{¯}{U}}_{\phi(n)} = \left( {{\overset{¯}{U}}^{({n + 1})} \otimes \cdots \otimes {\overset{¯}{U}}^{({n + N})} \otimes {\overset{¯}{U}}^{(1)} \otimes \cdots \otimes {\overset{¯}{U}}^{({n - 1})}} \right).} \\
\end{matrix}$$

In the projection phase, we project the centralized eigentensors ${\overset{¯}{x}}_{m}$ using the *n*th mapping matrix *U* ^(*n*)^ obtained by the local optimization phase to get the new eigentensors *y* ~*m*~. It is shown as follows: $$$$

We used the eigenvector *y* ~*m*~\* projected by the eigentensors *y* ~*m*~ for classification \[[@B4]\].

2.3. Construction of the Classifier {#sec2.3}
-----------------------------------

### 2.3.1. Concept of Quantum Bit and Quantum Gate {#sec2.3.1}

The term quantum comes from quantum mechanics. Quantum, which is the general name of all microscopic particles in the microscopic world, is different from the macroscopic object. Its movements obey the statistical law, not the deterministic law. Compared with the classical computing using 0 and 1 to represent information, the quantum computing uses \|0〉, \|1〉 and their superposition state to represent information. The superposition state is as follows: $$\begin{matrix}
{\left. \left| \varphi \right. \right\rangle = \alpha\left. \left| 0 \right. \right\rangle + \beta\left. \left| 1 \right. \right\rangle,\quad\text{s}.\text{t}.{\,\,}\alpha^{2} + \beta^{2} = 1.} \\
\end{matrix}$$

The measurement of quantum state can cause the collapse of quantum state, so that the final state can be confirmed. The relationship of quantum state, superposition state, and the collapse caused by measurement is shown in [Figure 4](#fig4){ref-type="fig"}.

In the quantum computing, the quantum state changes when we have a series of unitary transformations on it. The equipment (a unitary matrix) is called quantum gate which is as follows: $$\begin{matrix}
{\begin{bmatrix}
{\cos\theta} & {- \sin\theta} \\
{\sin\theta} & {\cos\theta} \\
\end{bmatrix}.} \\
\end{matrix}$$

We exchange two probability amplitudes of a quantum bit by the quantum gate as follows $$\begin{matrix}
{\begin{bmatrix}
0 & 1 \\
1 & 0 \\
\end{bmatrix}\begin{bmatrix}
\alpha \\
\beta \\
\end{bmatrix} = \begin{bmatrix}
\beta \\
\alpha \\
\end{bmatrix}.} \\
\end{matrix}$$

### 2.3.2. Construction of the Classifier Based on QSA {#sec2.3.2}

We use SVM to train the classifier. SVM can be used to solve some problems, such as the small number of samples, nonlinear, high dimension pattern recognition, and local minimum point, but if the selection of the kernel function parameters, penalty factor *C*, or other parameters is not reasonable, the SVM prediction accuracy will be greatly reduced in classification process.

In this paper, QSA is used for optimizing the SVM parameters, penalty factor *C*, and the parameter of RBF *γ*.

We assume that there are *m* chromosomes in the population and *n* quantum bits in a chromosome. In QSA, the two probability amplitudes of the quantum bit are treated as the chromosome gene. In the fixed population scale, it can make the search space double, so that the convergence speed will be fast. In fact, the optimal solution is embodied in the optimal probability amplitude of the quantum bit of the optimal chromosome. We assume that the optimal probability amplitude is (cos⁡*φ* ~1~, cos⁡*φ* ~2~,..., cos⁡*φ* ~*n*~), when another chromosome has the quantum bits (*π*/2 − *φ* ~1~, *π*/2 − *φ* ~2~,..., *π*/2 − *φ* ~*n*~), the sine item of this chromosome also has the optimal solution.

In the following description, we set that Φ~*i*~ is the *i*th chromosome in the population, *θ* ~*ij*~ is the phase, 1 ≤ *i* ≤ *m*, 1 ≤ *j* ≤ *n*. For *C*, its value ranges from 2^−10^ (min⁡⁡*c*) to 2^9^ (max⁡⁡*c*) and for *γ*, its value ranges from 2^−10^ (min⁡⁡*g*) to 2^10^ (max⁡⁡*g*).

The main flow of QSA-SVM is shown in [Figure 5](#fig5){ref-type="fig"}.

Step 1Initialization of parameters.

Step 2Coding the chromosome using phase, *ϕ* ~*i*~ = \[*θ* ~*i*1~, *θ* ~*i*2~,..., *θ* ~*i*3~\].

Step 3Solution space transformation for chromosomes and computing fitness. For the quantum bit, \[cos⁡*θ* ~*ij*~,sin*θ* ~*ij*~\]^*T*^, we use the linear transformation \[[@B12]\] as ([7](#EEq7){ref-type="disp-formula"}) to transform to the solution space. In ([7](#EEq7){ref-type="disp-formula"}), *X* ^*j*^ is one gene on chromosome, min and max, respectively, are minimum and maximum of *X* ^*j*^ in practice, *X* ~*ic*~ ^*j*^ is the corresponding cos solution of phase *θ* ~*ij*~, and *X* ~*is*~ ^*j*^ is the sin solution. In our method, *X* ^*j*^can represent the penalty factor *C* or the parameter of RBF *γ*: $$\begin{matrix}
\begin{bmatrix}
X_{ic}^{j} \\
X_{is}^{j} \\
\end{bmatrix} \\
{\,\, = \frac{1}{2}\begin{bmatrix}
{1 + \cos\theta_{ij}} & {1 - \cos\theta_{ij}} \\
{1 + \sin\theta_{ij}} & {1 - \sin\theta_{ij}} \\
\end{bmatrix}\begin{bmatrix}
{\max} \\
{\min} \\
\end{bmatrix},\quad X^{j} \in \left\lbrack {\min,\max} \right\rbrack.} \\
\end{matrix}$$We use the SVM prediction accuracy as the fitness of chromosomes and leave one out (LOO) to evaluate. Then, we keep all information of the optimal individual.

Step 4Computing the annealing temperature *T*. In ([8](#EEq8){ref-type="disp-formula"}), gen is the iterations, *T* ~0~ is the initial temperature, and *α* is the cooling ratio of simulated annealing to control the rate of cooling: $$\begin{matrix}
{T = \alpha^{\text{gen}} \times T_{0}.} \\
\end{matrix}$$

Step 5The position update of new individual. We divide the neighborhood space for phase and then generate a random update vector *S*, which specifies the location of the phase for updating. One phase is selected randomly to get a new chromosome in the neighborhood space. If the fitness of new chromosome is better than the old one, we will replace the old with the new one. We update the designated quantum bits by *S* through quantum gate according to the above.

Step 6According to the Metropolis criterion, we update the chromosomes. The probability of new chromosomes acceptation obeys the Boltzmann probability distribution. In ([9](#EEq9){ref-type="disp-formula"}), fit(*ϕ* ~*i*~) is the fitness of parent chromosome *ϕ* ~*i*~ and fit(*ϕ* ~*i*~′) is the fitness of child chromosome. If fit(*ϕ* ~*i*~′) is greater than fit(*ϕ* ~*i*~), the new chromosome will be accepted with probability 1. Otherwise, the new chromosome will be accepted with probability *p* ~*i*~: $$\begin{matrix}
{P\left( {\phi_{i} = \phi_{i}^{\prime}} \right) = \begin{cases}
1 & {\text{fit}\left( \phi_{i}^{\prime} \right) > \text{fit}\left( \phi_{i} \right)} \\
p_{i} & {\text{fit}\left( \phi_{i}^{\prime} \right) \leq \text{fit}\left( \phi_{i} \right)} \\
\end{cases},} \\
{p_{i} = \frac{1}{1 + \exp\left\lbrack {\left( {\text{fit}\left( \phi_{i}^{\prime} \right) - \text{fit}\left( \phi_{i} \right)} \right)/T} \right\rbrack}.} \\
\end{matrix}$$

Step 7Implement quantum variation operation using the following: $$\begin{matrix}
{\theta_{ij}^{\prime} = \frac{\pi}{2} - \theta_{ij}.} \\
\end{matrix}$$

Step 8Update the current individuals and execute [Step 3](#step3){ref-type="statement"} to get the global optimal individual.

Step 9Determine if it has met the end conditions true is the end to return the optimal parameters and false goes to [Step 4](#step4){ref-type="statement"}.

Step 10Use the optimal parameters to train an SVM classifier.

After we obtain the classifier using optimal parameters, we will use it to classify the testing samples. Then, we compare the classification labels with the known labels, so that we can get the classification accuracy for evaluating the performance of classifier. It is shown as ([11](#EEq11){ref-type="disp-formula"}). TN is the total number of testing samples, and CN is the number of testing samples which are classified correctly: $$\begin{matrix}
{\text{Accuracy} = \frac{\text{CN}}{\text{TN}}.} \\
\end{matrix}$$

3. Results and Discussion {#sec3}
=========================

We select 114 groups of pancreas images; among them 81 groups are normal and 33 groups are abnormal. The resolution of each image is 128 × 128 and the thickness is 2.77 mm. Among these 114 groups, we select 40 groups of normal images and 16 groups of abnormal images as the testing samples and others as the training samples.

[Figure 6](#fig6){ref-type="fig"} shows two images; one of them is normal data and the other one is abnormal data. The pancreatic morphology of abnormal data is thick and big.

We can see the mean of the samples of each 81 normal pancreas and 33 abnormal pancreas in [Figure 7](#fig7){ref-type="fig"}.

In this paper, we use the SVM method to classify the pancreas data. We can see several results in [Table 1](#tab1){ref-type="table"}. In [Table 1](#tab1){ref-type="table"}, *γ* is the parameter gamma of the kernel function RBF and *C* is the penalty factor. From [Table 1](#tab1){ref-type="table"}, we can see that the results on centered data are significantly better than the results on the data without centering, so the variation capture with respect to the data center is more powerful in classification than variation capture with respect to the original data.

The experimental result of 5 groups of QSA-SVM is shown in [Table 2](#tab2){ref-type="table"}. We can see that the mean operation duration is approximate 129.35 s, the mean accuracy of classification is 94.64%, the parameter gamma of the kernel function RBF *γ*, and the mean values of penalty factor *C* are 543.12728 and 108.20392.

Compared with other classifiers, the accuracy of QSA-SVM is better which is shown in [Figure 8](#fig8){ref-type="fig"}. And in [Figure 9](#fig9){ref-type="fig"}, the comparison of running time is shown.

Classifier BPNN is BP neural network, the accuracy is 25% and the running time is 6.76 s; classifier Fisher is fisher linear classifier, the accuracy and running time are 35% and 0.98 s; classifier SVM is the common SVM, the accuracy is 71.4286% and the running time is only 0.13 s; classifier ACO-SVM \[[@B13], [@B14]\] is the optimized classifier SVM using ant colony algorithm which has the same accuracy with common SVM, but the running time is 544.51 s, it is much slower than the proposed method. As [Figure 8](#fig8){ref-type="fig"} shows, QSA-SVM has better efficiency in classification than others, and in [Figure 9](#fig9){ref-type="fig"}, it is slower than several methods, but it is faster than ACO-SVM which is also able to optimize the parameters of SVM.

At present, radiologists usually diagnose pancreatic diseases with their own experience and the morphology information of image. But missed diagnosis sometimes inevitably happened due to individual differences of patients or limitation of doctor\'s knowledge of image information. Hence, the proposed method can be used in CAD technology and give early diagnosis of pancreatic diseases in the acceptable time of doctor, so that the classifier can help doctors to diagnose the disease of patient and improve diagnosis rate of disease.

4. Conclusions {#sec4}
==============

In this paper, tensors have been used to represent the image and MPCA extended linear PCA to multilinear subspace learning for the tensor object analysis, and QSA-SVM method has been proposed to classify images. As an application for classifying pancreatic images, the method combining MPCA and QSA-SVM achieved the better classification accuracy, because MPCA method can preserve the relationship of features in the original tensor and the structure of the original image as much as possible; in the acceptable time, QSA which was used for optimizing SVM classified model is able to find the optimal model parameters. Therefore, the proposed method can improve the classification accuracy of pancreatic images and then assist doctors to diagnose diseases.
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###### 

Accuracy of centered data and not centered data using SVM.

  *γ*     *C*   Centered data   Not centered data
  ------- ----- --------------- -------------------
  0.375   145   71.43%          46.33%
  0.165   120   71.42%          43.66%
  0.100   200   68.29%          38.54%
  0.325   350   65.63%          37.53%

###### 

Experiments result of QSA-SVM.

  *γ*        *C*        Accuracy   Time
  ---------- ---------- ---------- ----------
  412.3415   20.0268    92.8571%   134.33 s
  459.1865   127.9188   94.6429%   134.83 s
  357.8127   95.1239    91.0714%   114.28 s
  465.7957   30.7913    96.4286%   111.06 s
  1020.5     267.1588   98.2143%   152.23 s
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