Turbine blade cooling experiments often use mixtures of air and a heavy gas (CO 2 , SF 6 
Introduction
Gas turbine technology often has to deal with situations where two gas streams having unequal temperatures are mixed. Coolant gases injected into combustors and coolant gas exhausting into the mainstream from cooled turbine blades or from interdisk cavities are just a few examples. The duplication of the temperature distributions of these flows in developmental tests or detailed experimental studies is generally quite costly. In many situations a partial simulation may be acceptable in which the hot ͑or cold͒ stream is simulated by some inert gas that has the same temperature as the test air, but its molecular weight ͑i.e., density͒ is different. Coolant streams may be simulated with a heavy gas, such as CO 2 or SF 6 , while helium is an appropriate substitute for hot gases. For the purposes of the present paper, we shall refer to such a gas as a ''ballast'' gas. A wide range of density ratios may be realized by mixing ballast gases with air in various controlled proportions.
The thermodynamic state of a binary gas mixture of known constituents is characterized by three variables, e.g., pressure, temperature, and mass fraction of ballast gas. The mass fraction affects all thermodynamic properties. If the constituent gases are thermally and calorically perfect gases with known properties, then the computation of the speed of sound is a simple matter ͑see appendix͒.
If the test in question requires the determination of spatial flow property distributions, i.e., local measurements have to be made, then the knowledge of mass fraction is necessary to compute the local Mach numbers from pressure probe data. The dependence of Mach number on mass fraction ͑for a given value of the static/ total pressure ratio͒ is significant, especially at low speeds. If the local mass fraction is not known, then this variation becomes a measurement error.
The focus of the present work lies in the measurement of time mean flowfield properties in turbulent, adverse environments. Turbulence property measurements and optical methods are not considered. The paper relates to measurements that involve the withdrawal of a sample gas stream through a small sampling probe that offers good spatial resolution. Since ballast gases are inert, the mass fraction is unaffected by any pressure or temperature change that might occur in the sample stream after ingestion. The desired characteristics of the method are dictated by the nature of experiments simulating propulsion devices. The method has to be fast, because test times may have to be short. Short run duration may be mandated by the cost of the ballast gas, and/or by a requirement that measurements be made at many locations throughout the flow in a single run. Purging times of the sampling flow system have to be short, which generally implies that the system must have very low volume. The system must work at the wide range of pressure levels usually found in propulsion experiments.
Commercially available systems are generally highly accurate. There are systems based on gas chromatography, thermal conductivity, paramagnetic resonance, or a variety of other principles. These systems are generally too slow, require too large a sample or discrete, stationary samples. Most have limitations on the operating pressure that make them poorly suited for the type of experiments considered here. Most commercial systems represent an overkill in terms of analytical capability and precision. In our case, the ability to detect minute mass fractions of unknown elements is not required. The species present in the gas are known and true analysis is not needed: only the mass fraction of a known gas is to be determined. For the purposes considered here, a modest 1-2 percent uncertainty in concentration is entirely adequate.
The best known technique that approaches these requirements has been developed by Brown and Rebollo ͓1͔. Their method uses a hot wire placed behind a choked sampling orifice, and has a fine spatial resolution and an excellent time response, suitable for the determination of turbulence properties. On the other hand, the device is not robust, its fabrication requires high skill levels, and the operation relies on extensive calibrations. For the purposes of time mean property measurements, the extremely fast response of the Brown and Rebollo scheme is not required. This paper describes a device for the measurement of heavy gas concentration, with characteristics that make it suitable for research applications involving cooling problems.
Acoustic Measurement of Concentration. The measurement concept is based on the fact that the molecular weights of ballast gases are significantly different from those of air for the very reason they are being employed. All gases considered here are assumed to be thermally and calorically perfect, such that R and c p are constants. The values of these constants differ significantly from the values applicable to air ͑Table 1͒. The gas properties of the mixture depend on the mass fraction of the ballast gas, C b ͑details in appendix͒.
In particular, the speed of sound for a mixture of thermally perfect gases is given ͓2͔ as
If the temperature is known from an independent measurement, then Eq. ͑1͒ establishes a relation between the mass fraction of the ballast gas and the speed of sound. Figure 1 illustrates that the connection between ā and C b is unique for a given mixture and it is also monotonic. It is evident that a basis exists for the measurement of the ballast gas mass fraction by measuring the speed of sound of the mixture. One important advantage of the method is that calibration is not required, at least not in principle. Practical considerations or a need for the highest possible accuracy may make calibration advisable, but the corrections are expected to be minor.
The authors arrived at this concept independently, but discovered later that similar methods have been proposed and at least partially developed by others earlier ͓3͔. However, the details of implementation described here are new.
Sampling. The sample to be analyzed is withdrawn from a turbulent stream using a small tube facing the flow. In the application that motivated this work, the mean Mach number of the stream is in the range 0.8-1.4 and the static pressure varies from 80 to 140 kPa absolute. The frontal open area of the probe is 0.21 mm 2 , which is 52 percent of the total frontal area including the wall thickness. The volumetric flow rate of the sample flow is 1-4 L/min. The local mean velocity, total pressure, and temperature are determined simultaneously by independent means and are available in real time to assist the concentration measurement.
The intent is to sample the flow in such a way that the disturbance to the flow is minimized and thereby spatial resolution is maximized. It is assumed that this condition is best approximated if the mean velocity of the sample ͑at the entrance opening of the aspirating tube͒ is equal to the time mean velocity of the undisturbed flow at the same location ͑''isokinetic sampling''͒. Provisions are included in the design to achieve this condition.
Sampling a turbulent stream of variable density is a complex process ͑especially in supersonic flow͒. The relation of the mixedout sample concentration to the mean and turbulent properties of the stream is an important issue, but outside the scope of this paper. The paper is focused on the determination of concentration in the sample flow.
Transverse Transmission of Sound
There are probably many ways to determine acoustic speed in a sample flow. Sajben and Crafton ͓4͔ describe several concepts that have been tested using audio frequencies, with limited success. The acoustic methods were handicapped by turbulence noise in the audio range and were replaced by concepts involving ultrasonic signals. Devices using streamwise propagation have been tried, but were unworkable with SF 6 , due to a combination of ͑a͒ large distance between the transducers and ͑b͒ high level of absorption in SF 6 at ultrasonic frequencies ͑which was unexpected͒. Eventually, a concept using transverse propagation of ultrasound evolved. This device has been fully developed and the rest of this paper is devoted to its detailed description. Figure 2 shows two views of the device and Fig. 3 shows details of the ultrasonic transducer installation. The principal element of the device is a flat, rectangular cross-sectional channel, with two transducers facing each other on opposite sides. Transmission occurs in a direction normal to the flow, in one direction only. The travel time of the signal does not depend on the flow speed.
Concept.
Previous work provided ample warning that precise temperature control will be an essential part of the final configuration, in part to allow the calculation of the speed of sound, and in part because the transducers are temperature dependent and minor temperature drifts were seen to cause major changes in output. The configuration of the device was dictated to a large extent by the requirements of thermal control. All flow passages are contained within an aluminum block that is kept at a constant temperature by a ribbon heater surrounding it. The block is split in the middle to allow installation and inspection of the transducers and other internal components. The heater is driven by a controller using the output from a thermistor located very near to the end of the narrow channel. The flow first enters a small plenum chamber, then passes into a very high aspect ratio, flat channel ͑0.8 ϫ15.2ϫ152 mm͒. The small channel height allows the stream to reach thermal equilibrium with the walls before reaching the transducers. The channel entry is slightly constricted to improve the spanwise flow distribution.
The channel widens greatly just upstream of the transducers, to provide the separation required for a reasonable travel time and thereby for an acceptable accuracy. Since large area ratio diffusers are known to have distorted exit flows, fine screens are placed both upstream and downstream of the actual measurement section to force an even flow distribution.
Description of System Components.
A schematic diagram of the entire system is shown in Fig. 4 . The sample of a gas mixture is taken at the location of interest in a stream of unknown concentration. The sample enters the device; it is thermally stabilized in the flat channel and enters the sensor part where the speed of sound of the sample is detected. After leaving the device, the gas sample passes through a flowmeter and a flow controller, a damping volume, and eventually a vacuum pump. The flowmeter monitors and the controller adjusts the actual mass flowrate. The vacuum pump ensures that the pressure differential required to drive the sample stream is available, even at relatively low test section pressures.
The concentration measurement requires its own PC, designated as CMPC. The CMPC is in communication with the computer controlling the entire experiment ͑designated as EXPC͒.
The aluminum block and the components contained within it will be referred to as the ''concentration meter'' or CM for short. The CM and all the associated additional components taken together will be called the ''concentration measurement system,'' or CMS.
The following subsections provide detailed descriptions of the system components.
Transducers. We selected a resonant ultrasonic transducer with a resonant frequency of 150 kHz ͑International Transducers Corp., Model ITC-9072͒. The interior of the transducer ͑Fig. 3͒ contains a cylindrical cavity bounded on one side with a piezoelectric crystal, to the outer side of which a silicon diaphragm ͑diameterϭ16 mm͒ is attached. The gas environment is on the outside of the silicon membrane. Since the distance between the two sensors is only 12 mm, a pressure pattern of multiple reflections is created in the space separating them, after sending a sine burst of 15 cycles. In order to minimize the disturbing effects of these reflections, a fabric layer is attached to both transducers to damp the reflections coming off them. While the fabric also attenuates the initial signal, this loss is more than balanced by the fact that the multiple reflection pattern essentially vanishes.
The sensor must be operational at pressures significantly higher ͑or lower͒ than atmospheric ͑from Ϫ50 to ϩ100 kPa gage͒. This is a nontrivial requirement and received special attention. External overpressures of this magnitude could deflect the diaphragms and increase the distance between them such that the propagation time would increase. Transducer characteristics could also change with the deformation. To avoid these problems, a small bypass passage was machined into the bore holding the transducer ͑Fig. 3͒. The passage equalizes the static pressures on the two sides of diaphragm and the diaphragm deformation does not occur.
Thermal Control. The speed of sound depends on the gas temperature ͓Eq. ͑1͔͒, hence temperature measurement errors translate into inaccuracies of the concentration measurement. Furthermore, the resonant-type ultrasonic transducer responded by large phase shifts to even moderate temperature changes.
An effective solution of this problem is a temperature regulation of the aluminum block that contains the entire CM. The temperature of the gas sample is controlled by keeping the wall temperature constant in a narrow passage through which the gas flows just before entering the sensor section. The block also provides a constant temperature environment for the ultrasonic transducers, minimizing drifts in their outputs. Figure 5 shows the configuration of the thermal controls. The core of the system is a 32ϫ39ϫ244 mm aluminum block ͑Fig. 2͒, equipped with two flexible ribbon heaters attached to the block surface. Silicon paste is used to reduce contact resistance to heat conduction. The heaters are connected in parallel, for a total resistance of 4⍀. The maximum power produced by the heaters is 16 W. Transactions of the ASME
The gas sample is heated as the gas flows through a rectangular channel inside the aluminum block. The dimensions of the channel were chosen to produce less than 0.1 K deviation from the set temperature in the gas stream at the outlet of the slot ͑i.e., just before entering the sensor section͒, provided the input temperature of the gas is within 10 K of the set point temperature of the regulator. The design calculations assumed the flow rate to be 3 L/min for both air and SF 6 .
To obtain a high level of temperature stability, a commercial PID controller has been chosen, in combination with a sensitive thermistor as temperature sensor. The output of the controller is constant voltage while the heater current varies as needed. The performance of the temperature controller is monitored and its functions can be commanded by the operator through the controller/EXPC interface. The aluminum block is enclosed in a thermally insulated lucite capsule to minimize the effects of temperature variations in the surrounding air.
Tests of the heat exchanger and the control system showed that the design conditions were met. Typically, when the inlet air temperature was 10°C, then a set point temperature of 30°C resulted in outlet stream temperatures within 0.2°C of the set value.
The exit temperature of the sample was measured by an uncalibrated thermocouple located 5 mm downstream of the heat exchanger outlet. The thermistor used to measure the channel wall temperature was calibrated against a ͑commercially calibrated͒ T-type thermocouple. Since temperature drift is of more concern than a precise knowledge of absolute temperature, these sensors were considered adequate. ͑Note that 1 K temperature error causes only 0.17 percent error in the speed of sound.͒ Control and Measurement of Flow Rate. Isokinetic sampling requires the measurement and control of the gas sample flow. This is accomplished by a thermal mass flowmeter/ controller ͑Datametrics Model 825͒. This unit is a combination of a mass flowmeter and a control system ͑Fig. 6͒.
Since pressure, temperature, and mixture mass fraction can all change during the experiment, the measurement of flow rate is a nontrivial problem for most flowmeters. A thermal mass flowmeter was selected mostly because it has the advantage of having a high tolerance for pressure and temperature variations. Once calibrated, a simple relation exists between the output signal, the actual mass flowrate, and the specific heat (c p ) of the mixture. The specific heat depends on the mass fraction, but since the latter is continuously measured, the variation of c p can be readily accounted for in the data reduction procedure.
The Datametrics unit has a built-in control system and control valve that regulates the flowrate according to an externally input set-point signal and to the flowmeter readout representing the actual flowrate. The readout and control signals are handled by the computer ͑EXPC͒. All data needed to calculate the isokinetic condition are available to the EXPC, such that the necessary flowrate in the sampling system using the flow controller can be set.
Since the pressure at the sampling probe may drop below atmospheric under some conditions, a vacuum pump is provided near the downstream end of the flow system. A damping volume is also inserted between the pump and the flowmeter to attenuate pressure oscillations caused by the vacuum pump. If the total pressure at the sampling probe is sufficiently high, then the vacuum pump is not needed. For simplicity, the pump is left in place at all times, since its presence has no adverse effects on the operation of the system.
Measurement of Propagation Time.
The CMPC is equipped with a Physical Acoustics data acquisition card ͑model IAD-90͒ capable of a maximum sampling frequency of 32 MHz. This card has one eight-bit channel operated in the range of Ϯ10 V. Before a data sample is taken, the data card sends out a trigger signal. This signal is received by the digital wave generator ͑Hewlett Packard HP33120A͒, which then sends a 15-cycle sine burst at a frequency of 150 kHz to one of the ultrasonic transducers. This transducer emits an ultrasonic wave, which propagates through the gas sample in the transverse direction and is received by the second sensor. This sensor converts the arriving burst into an electronic signal, which is filtered and amplified ͑Stanford Research amplifier SR560͒. The conditioned output signal is then read by the data acquisition card and is analyzed by the software.
Software and Data Acquisition Procedures. The basic approach of the software is an adaptation of the scheme developed by Nagy and Blaho ͓5͔. Other options are available, but this method offered the best combination of accuracy and reliability. The software is Windows-based and is convenient to use.
The method is based on selecting a particular single period ͑a ''reference wave''͒ from the received ultrasonic burst and track- ing the zero-crossing point of this wave as the concentration changes. When a pure ''reference gas'' of known properties ͑i.e., air͒ is blown through the sensor, then the reference wave is located in the received burst ͑Fig. 7͒ at the start of the measurement. If the gas is changed into a mixture, then the wave pattern will drift, i.e. the time interval D between the trigger signal and the reference wave will change. Only a small drift is expected between two consequent measurements since the burst rate is a fast 200 Hz. The location of the new zero crossing is expected to be between the minimum on the left and maximum on the right side of the previous zero crossing. The interval between one of the extrema and the zero crossing corresponds to a quarter cycle, or 1.67 s. A new zero crossing is found in the new data and taken as a new reference point for the next measurement. A sudden change of concentration or other errors could cause the system to loose track of the wave, causing a large error in concentration measurement. If this occurs, the reference wave has to be restablished by blowing the reference gas through the device again. The tests of the system show that the 200 Hz data rate is sufficient to capture rapid changes in the concentration of the sample gas. The largest drift measured in calibrations corresponded to a phase shift about 50°of the burst signal ͑0.93 s͒.
The time delay, D , contains two parts, a constant, C , and a variable part, P . The constant part, C , can be further broken down into two contributions: E , that is caused by the electronic circuits and the mechanical properties of the ultrasonic transducers, plus the time, T , the time elapsed between the beginning of the first wave of the burst and the actual reference point. The variable part, P , is the burst propagation time in the sample gas. We have
In order to illustrate the importance of these intervals, consider that at a driving frequency of f ϭ150 kHz, the wave period is T W ϭ6.67 s. For a spacing of 1 cm between the transducers, the propagation times vary from P ϭ33 s ͑pure air͒ to P ϭ83 s ͑pure SF 6 ). The difference is 50 s, or 7.5 periods. This means that the identification of the intended reference wave is of paramount importance.
The propagation time P calculation is based on the comparison of the measured time delays ( D ) of the reference gas and of the mixture. The speed of sound of the reference gas is calculated using the temperature of the set point. The propagation time of this reference gas is calculated from the speed of sound and the distance between the transducers (Lϭ0.0123 m). The propagation time of the mixture is then calculated as the difference between the time delays ( D ) of the mixture and the reference gas, plus the propagation time of the reference gas. The speed of sound of the mixture is a function of the propagation time of the mixture and the distance L. Once the speed of sound is known, the concentration calculation is just a matter of using the equations in the appendix.
The CMPC software continuously sends the information about the actual concentration to the EXPC through a serial connection.
Temporal Characteristics. The ultrasonic system is capable of acquiring concentration data at rates up to 200 values per second. However, the response time to concentration changes is limited by the purging time of the system, which is governed by the internal volume of the CM and by the volumetric flow rate ͑7.6 cm 3 and 1-4 L/min͒. The corresponding ratios of volume to volumetric flow rates range from 0.11 to 0.45 s. The system is thus estimated to be capable of acquiring 2-8 valid data points per second, each data point being the average of approximately 10-20 bursts.
This time limitation is rooted in the size of the ultrasonic transducers, which dictated the dimensions of the duct segment that contain them. This duct segment is the largest contributor to the total internal volume. A search is under way for alternate configurations that could minimize the transducer-related volumes.
The CM also has a response time to pressure changes, due to the finite time required to equalize the pressures on the two sides of the ultrasonic transducer diaphragm ͑Fig. 3͒. The time is controlled largely by the cross-sectional area of the equalizing passage. This response time was found to be approximately 1 s. Enlargement of the passage size would reduce this time.
The sampling probe will generally experience turbulent fluctuations that might induce pressure fluctuations inside the system. However, these fluctuations occur at frequencies well below the 150 kHz frequency of the ultrasonic signal and they are completely filtered out before the signal is processed. In any case, the sample flow system has a high resistance to flow, which implies a high level of viscous damping, such that even the low-frequency oscillation amplitudes are likely to be low.
Calibration of Flowmeters
As stated in the beginning, the CMS should not require calibration. However, such a claim is unlikely to be accepted by potential users without a demonstration of its capabilities, and a comparison to another, independent method was made.
Accurate flow metering is required for two different purposes: ͑a͒ calibration of the flowmeter to be used for the routine, operational measurement of the sample stream flow rate, and ͑b͒ onetime creation of a sample stream with precisely known concentration, for the purpose of validating the ultrasonic concentration measurement method.
While the primary purpose of this work was to create a reliable device and method for measuring concentration, the achievement of accurate flow metering required a large part of the total effort. Thermal Mass Flowmeter. As stated before, a thermal flowmeter was chosen for the routine measurement of the mass flow of the sample stream. This type of flowmeter is based on measuring the temperature change in the gas flowing through a bypass thermal element where a constant heat flux is applied into the gas. The mass flow rate is then obtained from an equation of the form
The function f is ͑in principle͒ independent of the gas being measured: The gas properties enter only through the specific heat. The specific heat (c p ) can be calculated, in our application, from the speed of sound measurement, and the expectation was that no additional data would be necessary. Transactions of the ASME The Datametrics 825 thermal mass flowmeter was calibrated with various gases, against a precision volume flow device ͑SKC Accuflow Film Calibrator 715͒ in a range of 0-5 L/min. These calibrations showed that the simple relation given as Eq. ͑4͒ is in error by a few percent. To account for the discrepancy, a correction factor was calculated from the calibration data for each gas. The correction factors for various gases, when plotted against c p , showed a systematic variation and could be fitted by an algebraic expression. This expression was assumed to apply to all mixtures and was used to determine flow rates in all cases. Since the correction factor depended only on c p , the procedure may be viewed as using an ''effective'' or ''corrected'' specific heat for the gas.
Rotameters. An experimental setup was assembled that created continuous streams of two different gases, measured both flowrates, mixed them, and fed the mixture to the ultrasonic meter. The gases were of commercial purity obtained from standard high-pressure bottles. The pure gas flowrates were measured by rotameters ͑Gilmont GE700͒.
The rotameters were calibrated against the Datametrics thermal mass flow meter ͑which was previously calibrated against the Accuflow device͒. Since the pressures and temperatures of the gases during the rotameter calibrations were not identical to those during the Datametrics calibration against the Accuflow unit, nor were they the same during actual CMS operation, the rotameters require corrections. The test conditions are different because of a large pressure drop across the CM, its associated small tubing, and also the exhaust tubing to a vent ͑up to 50 kPa͒. These pressure differentials were not present during the calibrations.
The need for corrections implied that static pressure and temperature had to be monitored at each rotameter. The relevant conditions are those prevailing at the floats and these were best approximated by the condition downstream of the rotameter. The pressure upstream of the rotameter was generally very different from that near the float, due to a precision flow control valve built into the rotameters on the upstream side, which created a large pressure drop. The static pressure was measured by using a pressure transducer ͑Meriam Instrument, Model DN0010PG͒ attached to a tap in a tube fitting, and the temperature by a thermocouple inserted into the stream.
Since the rotameters are volumetric flow devices, the pressure and temperature were also needed to make the conversions to mass flow units.
The data showed that the standard density corrections recommended by the manufacturers were inadequate to account for the condition changes in a rotameter. A correction procedure has been developed that represented the aerodynamic forces on the spherical float as a drag force ͓6͔. According to this analysis, the actual flow rate and the flow rate under standard conditions are related by the following expression:
where the dependence of the drag coefficient on Reynolds number. ͓i.e., the c D (Re) relation͔ is specific to the float geometry. In our case we used the drag coefficient relation for a sphere in an infinite stream. While this procedure neglects the influence of the surrounding tube on the sphere drag, the viscous trends are likely to be the same. Correction ͑5͒ was found to work quite well in relating different measurement conditions for a single gas. As illustrated in Fig. 8 , accounting for the Reynolds number dependence in the abovedescribed fashion reduced the errors to less than half in comparison to those associated with a simple density ratio correction.
Unfortunately, large errors were found when we attempted to use Eq. ͑5͒ to relate calibrations performed in air to measuring flow rates of other gases. This finding prompted the separate calibration of the rotameters against the Datametrics unit for each gas.
Results of Comparison Tests
The CMS was tested extensively using tests streams of known concentration. Figure 9 shows the configuration of the system in the comparison test. Two streams of pure gases are obtained from high-pressure bottles and mixed to create the test gas mixture. The flowrate of each pure gas stream is regulated manually with a valve and measured with a calibrated rotameter. The mass flowrates were calculated after applying corrections to each flowmeter, as appropriate for the gas and for the measured pressure/ temperature. The actual mass fraction of the mixture downstream of the mixing point was then obtained. The temperature of the ultrasonic CM ͑and thereby that of the gas mixture͒ was set on the temperature controller and kept constant at 30°C for all tests.
Data were obtained for mixtures of air with He, air with CO 2 , and air with SF 6 . Information from the flowrate measurement ͑''actual'' values͒ and from the ultrasonic technique ͑''indicated'' values͒ is compared in Figs. 10-15 . It is important to realize that data from the conventional measurement methods ͑which we opted to label ''actual'' quantities͒ are subject to errors that are marginally smaller or perhaps even larger than those we are attempting to validate ͑and call ''indicated'' values͒. Regardless of the relative accuracies, a good agreement justifies confidence in both.
Two types of figures are presented for each mixture. The first type of graph represents the relation between the actual speed of sound and the propagation times ͑both actual and indicated͒. The actual propagation time was calculated from the mass fraction, known from the measured mass flow rates. For this mass fraction the actual speed of sound was calculated using the relations of the appendix. The actual travel time P was calculated from this speed of sound and the distance between the transducers. The indicated travel time was obtained from the ultrasonic measurement.
The second type of graph illustrates the difference between actual and indicated concentrations as the function of the actual concentration. The actual concentration of the ballast gas was calculated from the mass flow rates. The indicated speed of sound was evaluated from the measured travel time P and the distance between the transducers. Using the relations of the appendix, the indicated mass fraction could be calculated from this speed. The difference between the actual and indicated concentrations (⌬C b ) is plotted in the graph against the actual concentration. The difference ⌬C b is multiplied by 100 to obtain the result in percentages.
1 Clearly, the differences shown represent the combined uncertainty of the rotameter and ultrasonic measurements. Figures 10 and 11 are for He/air mixtures. The travel time is shorter for He than for air because the speed of sound is much higher in He ͑Table 1͒. Figure 11 shows that ⌬C b between the two concentration measurement methods is within 2 percent until the He concentration reaches 0.4, beyond which the difference goes up to 4 percent. The reason for the trend is that at high He concentrations the rotameter used for air mass flow rate measurement operates at the very low end of its range and the associated flowrate error is likely to be a major contribution to the total.
Figures 12 and 13 show the results for CO 2 /air mixtures. The properties of these gases are very close to each other, so that no difficulties were observed with the rotameter measurements over any portion of the mass fraction range. The difference ⌬C b is in the range of 2 percent. Figures 14 and 15 show the data for SF 6 /air mixtures. The densities and acoustic speeds of these two gases are very different. This fact led to problems very similar to those found with the He/air mixtures, except in this case the inaccuracies were related to using the low range of the rotameter for the heavy gas. The comparison graph for ⌬C b ͑Fig. 15͒ shows that large errors occur when the SF 6 concentrations are less than 0.5.
Relatively large combined errors were thus found at conditions where the densities of the component species were very different. However, the ultrasonic method operates most accurately under such conditions, because large differences in the speeds of sound help the resolution of the travel time measurement. It is thus highly probable that the large apparent errors at very high ͑or very low͒ concentrations are due to errors in determining the ''actual'' values of the concentration, and not to errors associated with the ''indicated'' values produced by the ultrasonic new method.
Uncertainty Estimates
As mentioned before, the comparison of the two methods yields discrepancies that have contributions from each method.
Uncertainty in the indicated data may be due to errors in determining ͑a͒ the burst propagation time or ͑b͒ the gas temperature, or else they may be caused by ͑c͒ temperature or/and ͑d͒ pressure effects on the ultrasonic transducers. It is noted that the high digitization rate ͑32 MHz͒ allows an accurate measurement of time intervals such that errors due to time measurements are on the order of 0.1 percent in the time of propagation and 0.2 percent in the concentration measurements for pure air. Estimating the accuracy of the basic measurements, the resultant uncertainty of the concentration figures can be determined ͓7͔. A detailed analysis of this type was carried out. The study is reported elsewhere ͓6͔ and only some of results are summarized here.
For an air/SF 6 mixture and for a worst-case operating pressure of 100 kPa gage the resultant uncertainty was computed to be 0.18 percent ͑at C SF 6 ϭ100 percent) and 2.0 percent ͑at C SF 6 ϭ0 percent). The numbers represent uncertainties of the absolute concentration ͑i.e., ⌬C b , not ⌬C b /C b ) and correspond to two standard deviations ͑implying that the confidence for obtaining results within the error bars on any of the plots is 96 percent͒. The largest error contribution is due to pressure effects on the ultrasonic transducers, amounting to 83 percent of the uncertainty figures given above.
The combined uncertainties ͑including those related to both the actual and the indicated data͒, are shown in Figs. 11, 13, and 15 with error bars. The error bars are given for 96 percent confidence. The trends clearly show that the errors are due to using the low range on one of the two rotameters, as explained in the previous section.
Summary
A measurement system was developed for the measurement of mass fraction in very low flow rate sample flows of binary gas mixtures. The system measures the speed of sound by ultrasonic methods and calculates the mixture concentration by using the connection between concentration and acoustic speed. The operational features of the system make it suitable for use in experiments relevant to cooling where the coolant/mainstream density ratios are simulated by the use of air/heavy gas mixtures. The accuracy of the system ͑difference between indicated and actual concentration͒ was demonstrated to be better than 2 percent for mixtures of air and He, CO 2 , and SF 6 . The system may be used for any pair of gases without a need for calibration, provided their densities are unequal. Time response is limited by the purge time of the system, and is equal to approximately 0.1-0.5 s, depending on flowrate. Optical access to the site of sampling is not required by the technique. The system is rugged and may be used in noisy, turbulent environments.
