The purpose of this research is to better understand and characterize the time duration distributions between the push back, stop and taxi events within the ramp area transit time. The ramp area transit time is the time between push back and arrival at the taxiway spot. Specifically, the goodness-of-fit of log-normal and gamma distributions are assessed to different processes within ramp area transit time data that was collected at the Charlotte Douglas airport over a three day period. In this paper, we also assess the goodness-of-fit of two-dimensional parametric distributions to sampled two-dimensional ramp area conflict distribution data. Better understanding of both the distributions related to the different processes within the ramp area transit time and the conflict distributions are critical to the execution of safe and efficient ramp area operations.
I. Introduction
Air traffic demand continues to grow and forces operations of the National Air Space (NAS) to keep pace with increased capacity. A key concept in air traffic flow management is balancing demand and capacity to maintain safety while minimizing delays. Accuracy of the wheels-off time estimate affects the quality of traffic demand estimates. Inaccurate traffic demand estimates can result in either inadequate or unneeded flow restrictions [1] . A large source of error in predicting the demand results from the prediction errors of the taxi times [2] , which also plays a role in the prediction of the wheels-off time. Wheels-off time uncertainty is caused by uncertainty in gate departure time, ramp area transit time, and taxi-out time. The ramp area transit time is the time between push back from the gate and arrival at the taxiway spot, which is the ramp area exit point.
The purpose of this paper is to better understand time distributions of different processes within the ramp area transit time. This type of analysis is important because the uncertainty within the distributions should be accounted for in order to execute safe and efficient ramp area operations. Mean value estimates for the different processes can be used to schedule aircraft, however, many aircraft will deviate from the mean. This can force aircraft to slow down or stop along the route to avoid a loss of separation.
In contrast, we propose to use the full distribution for the different processes within the ramp area. This provides for schedules where aircraft can travel along their route unimpeded in the presence of other aircraft and trajectory uncertainties [3, 4] . A recent study [5] estimated as much as 18% of fuel consumption during taxi operations was due to stop-and-go activity. The study also concluded that under the assumption of 15 knots or greater speed for all unimpeded aircraft, there is the potential to reduce overall fuel consumption on the surface by at least 21%. In this paper we analyze ramp area transit time data that was collected at the Charlotte Douglas (CLT) airport over a three day period. Using the collected data, we also infer conflict distributions representing combinations of push back times, for aircraft at different gates, that lead to a conflict in their sampled trajectory data. Understanding the conflict distribution is important because it plays a critical role in computing aircraft push back time windows that ensure conflict free trajectories [6] within the ramp area.
Unlike maneuvers on taxiways and runways, aircraft maneuvers within the ramp area are typically not confined to well-defined trajectories. The shape and timing of the trajectories are influenced by the pilot and are stochastic in nature. Most previous research focused on taxi-out times and did not analyze ramp area transit time. The taxi-out times were modeled using a Erlang and log-normal distribution [7] [8] [9] [10] [11] and the goodness-of-fit was also assessed [12, 13] .
In our previous work [3, 4] based on a scaled-down robot experiment, we collected aircraft trajectory data related to the ramp area transit time. We used data from a robot experiment because trajectory data are not readily available mainly due to the lack of surveillance equipment in the ramp area. Moreover, investments in collecting ramp area trajectory data are unlikely unless the usefulness of the data in increasing airport efficiency is illustrated. We then modeled ramp area trajectories as a stochastic process with three discrete states: push back, stop, and taxi. The time spent in each discrete state was modeled as a gamma distribution and fitted to the robot experiment data.
In this paper, we explore not only the gamma distribution, but also a log-normal distribution to the collected airport operational data for the push back, stop and taxi processes. Since the Erlang distribution is a special case of the gamma distribution we do not consider it here. The goodness-of-fit of the distribution is assessed using hypothesis testing with multiple statistical tests.
We then sample a large number of ramp area trajectories using the fitted parametric distributions as input to a stochastic model of ramp area trajectories. The sampled trajectories are used to estimate conflict distributions defined by the time separation of two aircraft at the taxiway spot. These two-dimensional conflict distributions are analyzed and the goodness-of-fit of a multivariate Gaussian, Gaussian Copula, and t-Copula are considered. This paper is organized as follows. In Section II, we describe the experiment that was performed at the CLT airport and report the raw data that was collected. Then in Section III we assess the goodness-of-fit of the log-normal and gamma distributions to the collected data. In Section IV we use the fitted distributions to sample ramp area trajectories and conflict distributions. Next, in Section V we analyze the goodness-of-fit of a multivariate Gaussian, Gaussian Copula, and t-Copula. Lastly, in Section VI we provide an overview of the work that was done and concluding remarks.
II. Data Collection Methodology and Raw Collected Data
In this paper, we analyze data that was collected within the CLT south sector ramp area between August 23-25, 2015 . The layout of the CLT airport is shown in Fig. 1a and a zoomed in view of the south sector ramp area is illustrated in Fig. 1b . The ramp tower is colored in red and provides the south sector ramp controllers with a view down the center alley.
The experimental data was collected by an observer located in the ramp tower. The observer had access to the controller radio frequency and was able to monitor communication between pilots and the ramp controller. This allowed for the observer to distinguish among trajectories that are allowed to proceed unimpeded and trajectories that are held by controllers for various reasons.
The goal of the experiment was to collect unimpeded trajectory data between the gate and various spots within the ramp area. Although both departure and arrival trajectory data were collected, in this paper we focus on the departure data. For a single departure trajectory, six pieces of data were collected. 1) We collected the gate number from which the aircraft trajectory begins. 2) We recorded the time that the aircraft push back is initiated. 3) We recorded the time that the stop phase of the trajectory is initiated. 4) We recorded the time that the taxi phase of the trajectory is initiated. 5) We recorded the time that the trajectory arrives at the spot. 6) We recorded the spot number that the trajectory arrived at. The four spots are indicated in Fig. 1b .
After the data was collected over the three day period, the data was processed which provides the time that each trajectory spends in discrete states push back, stop, and taxi. Figure 2 shows an example of the processed data that was collected. In the figure, each sub figure illustrates the histogram of data for different gates as well as different days. Within each subfigure there are 3 histograms which illustrate the histogram for the push back maneuver, the stop maneuver and the taxi maneuver from top to bottom respectively. Data from all gates is shown in the first column, data from the middle gates B6-B12 and C7-C13 is shown in the second column and data from the back gates B2-B4 and C3-C5 is shown in the second column. Data that was collected over all three days is shown in the first row, data collected on the first day is shown in the second row, data collected on the second day is shown in the third row and data collected on the third day is shown in the fourth row. In Fig. 3 we analyze the collected data from all gates over all days colored in red and in Fig. 4 we analyze the collected data from the middle gates over all the days colored in magenta.
III. Statistical Testing of Collected 1-D Time Distributions
In this Section and Section V we consider the problem of comparing samples from two probability distributions f and g defined on the domain X by proposing the null hypothesis H 0 : f (x) = g(x), for every x ∈ X . Statistical tests are implemented to test against the alternative hypothesis H 1 : f (x) = g(x), for some x ∈ X . We use the statistical tests to compare the collected data to known parametric distributions. If the collected data and the parametric distributions are a good fit within a 95% confidence interval then we will accept the null hypothesis, else we reject the null hypothesis.
Kolmogorov-Smirnov 1-Dimensional Test:
The Kolmogorov-Smirnov(KS) [14, 15] test is a 1-dimensional distribution free test. We analyze the empirical distribution CDF F n against the CDF of the parametric distribution G. The KS statistic for empirical distribution F n with n iid observations
By the Glivenko-Cantelli theorem [16] , if the sample F n (x) comes from the distribution G(x), then D n converges to 0 almost surely in the limit when n goes to infinity.
Kernel Method 2 Sample Test:
The kernel method [17] is a non-parametric 2 sample test. The test statistic is the distance between the means of the two samples mapped into a reproducing kernel Hilbert space (RKHS). The statistical test is implemented based on a large deviation bound for the test statistic.
Given observations X := {x 1 , x 2 , ..., x m } and Y := {y 1 , y 2 , ..., y n } drawn independently and identically distributed (i.i.d.) from f and g respectively, let F be a class of functionsf : X → R and let f, g, X, Y be defined as above. We define the maximum mean discrepancy (MMD) and its empirical estimate as
Let F be a unit ball in a universal RKHS H defined on the compact metric space X with associated kernel function k(·, ·).
Intuitively we expect MMD[F, X, Y ] to be small if f = g, and the quantity to be large if the distributions are far apart. The statistical test can be carried out using a large deviation bound with the acceptance region
where α is the desired significance level of the test.
Quantile-Quantile (Q-Q) plot:
The quantile-quantile (Q-Q) plot [18] , is a visual goodness-of-fit test that can be applied to 1-D distributions.
Corresponding to any ordinate value p there are two quantile values q f (p) and q g (p). A Q-Q plot of samples from f and g is then just a scatter plot of q f (p) versus q g (p) for various p. If f and g are drawn from the same distributions, then the plot of f -quantiles versus g-quantiles will be a straight line configuration with slope 1, pointed towards the origin. If g is a linear function of f then the corresponding Q-Q plot will still be linear but with possibly changed location and slope. It is this linear invariance property which has made the use of Q-Q plots appealing.
For the case in which the variables have heavy tails, the Q-Q plot tends to emphasize the comparative structure in the tails and to blur the distinctions in the 'middle' where the densities are high.The reason for this is that the quantile is a rapidly changing function of p when the density is sparse (in the tails) and a slowly changing function of p where the density is high (in the middle). [18] .
Analysis of Collected 1-D Time Distributions
In this section we analyze the data that was collected by evaluating the results of the KS test, the kernel two sample test and the Q-Q plot. Figure 3 and Fig. 4 show the results of the different statistical tests applied to aircraft from all gates and applied to aircraft from the middle Gates B6-B12 and C7-C13 respectively. Each figure contains 3 rows of figures where the top row analyzes the push back data, the middle row analyzes the stop data and the bottom row analyzes the taxi data.
Both Fig. 3 and Fig.4 contain 3 columns of subfigures. In the first column we show the raw data with a histogram and also show the three different parametric distributions that were fitted to the data including a normal distribution, gamma distribution, and log-normal distribution.
The second column of subfigures represent the analysis of the three 1-D statistical tests which compare the collected data in each row to a gamma distribution. The third column of subfigures represent the analysis of the three 1-D tests which compare the collected data to a log-normal distribution. Within each subfigures in column 2 and 3 we show the Q-Q plot, followed by the results of the kernel two sample test using confidence level α = 0.05, followed by the results of the KS test using confidence level α = 0.05. The statistical tests are run for 100 independently drawn samples of the two distributions For example in Fig. 3 , the subfigure in row 1 and column 2 contains the results of the three statistical tests applied to the push back data for trajectories originating from all gates. In contrast, in Fig. 4 , the subfigure in row 2 and column 2 contains the results of the three statistical tests applied to the stop data for trajectories originating from the middle gates B6-B12 and C7-C13.
The results in Fig. 3 and Fig.4 appear to illustrate that there is a trade-off between the two distributions that we fit in column 2 (gamma distribution) and column 3 (log-normal distribution). The results of the KS test and kernel 2 sample test estimate that the log-normal distribution is a better fit for the collected data of push back and stop. The Q-Q plots, however, show a different result as the tails of Q-Q plot for the log-normal distribution are more nonlinear than the tails of the Q-Q plot for the gamma distribution. This implies the right tail of the log-normal distribution is heavier than the data that was collected. Although the log-normal distribution might do a good job at fitting the mean and CDF of the distribution, the gamma distribution appears to provide a better fit along the right tail of the distribution. Fitting the tails of the distribution is important because overestimating the density along the right tail of the distribution can impact ramp area throughput as the separation at the taxiway spot should be increased to accommodate for the greater uncertainty.
IV. Sampled Ramp Area Trajectories and Sampled Conflict Distributions
We begin this Section by defining the stochastic model of aircraft trajectories. The essence of the idea is to capture data influenced by the human operator and use the observed distributions as input to a stochastic model. We use the model to sample [19, 20] a large number of realistic trajectories. The sampled aircraft trajectories are used to generate a probabilistic measure of conflict within the ramp area. These distributions will be analyzed in Section V.
The discrete states i = 0, 1, .., 4 defined as gate, push back, stop, taxi, and spot are the building blocks of our stochastic hybrid automaton model [21] . A single ramp area departure trajectory for aircraft i is described by our automaton where each discrete state is defined by the continuous time evolution:
For q = 0(gate), q = 2(stop), q = 4(spot):
For q = 1(push back):
where dW i v is an increment of a unit intensity Wiener process and σ i v is a scaling factor for the intensity of the variations in the velocity v i . The control u i θ (t) and u i v (t) defines the evolution of the heading angle and velocity of the deterministic component of the trajectory, respectively. The deterministic component of the trajectory is defined by the path aircraft follow within the NASA Ames Future Flight Central (FFC) [22] simulations of the CLT ramp area. Given that we are interested in sampling unimpeded trajectories, we believe this provides a good representation of the path a pilot would follow in the absence of other aircraft.
For q = 3(taxi):
where dW i θ is an increment of a unit intensity Wiener process and σ i θ is a scaling factor for the intensity of the variations in the heading angle θ i . The introduction of the terms dW i v and dW i θ in the equations transforms the otherwise deterministic system of equations into a stochastic process.
We use the data that was captured during the three day experiment at CLT to provide a distribution over the continuous interval of time that we could spend in any given discrete state. We use these distributions of time to fit parametric distributions for push back, stop and taxi. Sampling from these distributions provides the time each trajectory should spend within each discrete state. We then sample a large number of realistic trajectories, see Fig. 5 . In the first column we illustrate the evolution of trajectories in time and • Measure the spatial proximity of the aircraft along the route and provide a conflict flag if aircraft lose spatial separation.
in the second column we show the distribution of the different discrete states push back, stop and taxi. The distributions of push back, stop and taxi are color coded to represent the relationship to the middle and front gate distributions of Fig. 2, Fig. 3, and Fig. 4 . The sample distributions of stop and taxi were accepted by the K-S test and the kernel 2 sample test when analyzed for goodness-of-fit. The sample distribution of push back were accepted by the K-S test and rejected for the kernel 2 sample test.
After sampling trajectories, we estimate the probability density function for trajectory duration of aircraft i in the absence of any other aircraft in the ramp area. We refer to this type of distribution as natural since the aircraft is unimpeded. We are interested in computing push back windows for aircraft i such that the aircraft arrives at the terminal node at the scheduled time t i . Therefore, we enforce a terminal condition in time for the sampled trajectories and this generates a distribution for the push back time. In addition, enforcing this terminal condition in time provides us with a set of departing trajectories that all enter the FAA controlled taxiway at the same time.
Using the family of trajectories defined by the natural distributions of aircraft i and j, we generate a measure of conflict defined by the ratio of conflicting trajectories to total trajectories. We compute the measure of conflict by fixing the terminal time of aircraft i in time such that t i = 0. Next we fix the terminal time of aircraft j in time, e.g. t j = −200. Given the relative schedule defined by t j − t i , there exists a family of trajectories for both aircraft i and j that push back from their respective gates and taxi to the terminal node as required.
For the relative schedule t j − t i , we sample a single trajectory from the family of trajectories for aircraft i and j, measure their spatial proximity along the route, and provide a conflict flag if the aircraft lose spatial separation. If we continue this process of randomly sampling from the family of trajectories with fixed terminal times, we compute a conflict ratio for the relative separation in time at the taxiway spot, see Algorithm 1. The fixed terminal times are considered for every whole second and the estimated conflict distribution provides a measure of conflict at a resolution of 1 second, see Fig. 6a .
V. Statistical Testing of Sampled Two-Dimensional Conflict Distributions
In this Section we use the hypothesis testing method described in Section III to assess the goodness-offit of a multivariate Gaussian, Gaussian Copula, and t-Copula to the sampled distribution of red conflict points seen in Fig. 6b . We begin this section by describing the two new test statistics derived from the Wald-Wolfowitz Runs Test and the Kolmogorov Smirnov Test which we use to analyze the fit of the twodimensional distributions.
Wald-Wolfowitz Two-Dimensional Runs Test:
The Wald-Wolfowitz runs test [23] is a 1-dimensional distribution free test. Consider two random samples F ∼ f and G ∼ g. A run of a sequence is defined as a maximal non-empty segment of the sequence consisting of adjacent equal elements. For example the ranked list distributed as F F F F GGF F consists of 3 runs, 2 of which are F and the other G. Under the null hypothesis H 0 : f = g, the number of runs in a sequence of N elements is a random variable whose conditional distribution given n observations F and m observations G is approximately normal with µ = 2 * m * n N + 1 (10)
This test can be extended to d-dimensions with the multivariate runs test proposed by [24] and later shown to be consistent against the general alternative hypothesis H 1 [25] . The multivariate runs test extends the notion of a run to d-dimensional space by constructing the minimum spanning tree (MST) of the data set F ∪ G. After the MST has been constructed, we eliminate all edges where the vertices of the edge are from different families of the data. We define the multivariate run test statistic R = 1 + Number of cross matches = Number of disjoint trees (12) Under the null hypothesis H 0 the expected value of R and variance can be derived through a combinatorial argument as
where C is the number of edge pairs that share a common node in the MST. Define the new statistic
Under the null hypothesis H 0 : f = g, the test statistics W approaches the standard normal distribution. Similar tests can be run where we use optimal non-bipartite matching [26] , matching based on minimum energy [27] , or nearest neighbors [28] .
Kolmogorov-Smirnov Two-Dimensional Test:
Extending this test from 1-dimension to d-dimensions is not straightforward. The KS test requires the definition of a probability function that is independent of the direction of ordering, which is not possible given that there are 2 d − 1 ways of defining a CDF in a d-dimensional space [29] . Furthermore, tests based on binning face the hurdle of "the curse of dimensionality": a high dimensional space is mostly empty and binning tests can only start to be effective when the data sets are very large [30] . To address this, authors [31, 32] defined the statistic independent of any particular ordering by finding the largest difference under all possible orderings.
Analysis of Goodness-of-Fit for Two-Dimensional Conflict Distributions
Now we analyze the distribution of red conflict points illustrated in Fig. 6b . This type of analysis is important because understanding the conflict distributions help us better understand the risk of conflicts. From a visual perspective, the conflict distributions for some values such as t j − t i = 0 or t j − t i = 20 seem "regular" and familiar. For some relative schedules, such as t j − t i = −20 or t j − t i = 150, the distributions exhibit odd shapes and skew that do not appear so "regular". These difference in distribution could be reasonable given the difference in ratio of conflicts for the two schedules.
In order to assess the goodness-of-fit of the conflict distributions and potential qualitative differences, we select the conflict distributions for t j − t i = 20 and t j − t i = −20 seen in Fig. 6b . We analyze the goodnessof-fit of a multivariate Gaussian, Gaussian Copula, and t-Copula distribution to the samples. Figure 7 shows the results of the hypothesis testing applied to the two distributions. In the figure, the first row of subfigures are the statistical tests applied to the conflict distribution t j − t i = −20 and the second row are the tests applied to the conflict distribution t j − t i = 20. The first column is assessing the fit of the multivariate Gaussian, the second column assessing the fit of the Gaussian Copula, and the third column assessing the fit of the t-Copula.
Within each subfigure the top image shows the distribution of the Wald-Wolfowitz test statistic W for 100 independent tests. Below the distribution is the binary decision for the Wald-Wolfowitz test to reject the null hypothesis H 0 for a confidence interval α = 0.05. Below that we have the binary decision for the K-S test to reject the null hypothesis H 0 for a confidence interval α = 0.05. Lastly we illustrate the kernel threshold and the kernel statistic for the kernel two sample test for with confidence level α = 0.05.
The second row of subfigures within Fig. 7 analyzes the conflict distributions for t j − t i = 20. As can be seen in the figure, the multivariate Gaussian does not seem to be a good fit for the distribution. The Wald-Wolfowitz test statistic has a mean less than −1 which indicates that we are getting less cross-matches on average than we should if the null hypothesis H 0 were true. For the Gaussian Copula and the t-Copula the test statistic W mean is approaching 0, indicating that we are getting the expected number of crossmatches if the null hypothesis H 0 were true. The distributions of the test statistic W seem different for the Gaussian Copula and t-Copula. Given that the test statistic W should approach the standard normal, this could indicate the Gaussian Copula is a better fit.
Next, consider the first row of subfigures within Fig. 7 which analyze the conflict distributions for t j −t i = −20. As can be seen, the Wald-Wolfowitz test statistics W is rejected for a large number of test for the relative schedule t j − t i = −20 regardless of the distribution that is being fit to the data. This indicates that the conflict distributions are statistically different from the parametric distributions we are considering. This is in contrast to the K-S test statistic and kernel two sample test statistic which are accepted for a large number of tests for the Gaussian Copula and t-Copula distributions, but not the multivariate Gaussian. This indicates that the multivariate Gaussian is not a good fit, but the Gaussian Copula and t-Copula may be a good fit.
To get a better understanding why the Wald-Wolfowitz test statistic W would reject tests when the K-S and kernel two sample test accept the test, we visually analyze the distributions. The first row of subfigures in Fig. 8 show the sampled conflict points for t j − t i = −20 in red and samples from the fitted distributions in blue. Compare the first row of subfigures to the second row of subfigures, which are defined the same way for the conflict distribution t j − t i = 20.
From Fig. 8 it seems like there may be a reason that the Wald-Wolfowitz test rejects the samples for t j − t i = −20 but accept samples for t j − t i = 20. For the figures analyzing distributions from t j − t i = 20 the concentration of blue and red points seems rather uniform. There are no large concentrations of blue or red points throughout the domain, instead they are equally distributed amongst themselves. In contrast, the figures analyzing the distributions from t j − t i = −20 have higher concentrations of blue or red points where individual colonies seem to appear. The Wald-Wolfowitz test statistic W is able to catch on to this difference in concentration and reject the tests.
Overall, this analysis suggests that the conflict distributions can be qualitatively different depending on the conflict ratio. For conflict distributions that have a high ratio of conflicts the distributions seem more "regular" and this notion was confirmed when we found that the Gaussian Copula and t-Copula distributions are strong candidates to fit the distributions. For conflict distributions that have a low ratio of conflicts the distributions do not seem so "regular" and this notion was confirmed with one of the statistical tests, but was not supported by two other statistical tests.
This contradiction between statistical tests introduces an interesting question. What is the most appropriate metric for our purposes to assess the goodness-of-fit of a two-dimensional distribution? Whereas the K-S test and kernel two sample test can confirm that the mean and CDF are a good fit, we know that the tails may be poorly accounted for. Intuitively, the Wald-Wolfowitz Runs test seems like a more natural candidate in two-dimensions and our results showed the test to distinguish between two distributions more stringently.
Understanding the conflict distribution is important because it plays a critical role in computing aircraft push back time windows that ensure conflict free trajectories [6] . For example, if we underestimate the density along the tails of the conflict distributions this can lead to unexpected conflicts in the ramp area and a greater likelihood of aircraft having to slow down or stop to avoid a loss of separation. Moreover, knowing the conflict distributions are a good fit to a parametric distribution can help us derive confidence intervals related to the push back windows that are ultimately computed.
VI. Conclusion
In this paper, we analyzed the time duration distributions of different processes within the ramp area transit time. The processes that we consider are push back, stop, and taxi. The analyzed data were collected between August 23-25, 2015 at the Charlotte Douglas (CLT) airport. Specifically, we assessed the goodnessof-fit of a gamma distribution and log-normal distribution to the different processes.
The analysis of data shows that the log-normal and gamma distributions are reasonable fit to push back, stop, and taxi. The analysis also show that there exists a trade-off between the two distributions. Whereas the log-normal may better fit the mean and CDF of the distribution, the gamma distribution provides a better fit along the right tail of the distribution Next, we analyzed the goodness-of-fit of a multivariate Gaussian, Gaussian Copula, and t-Copula distribution to the sampled two-dimensional conflict distributions. The analysis showed that the conflict distributions may be qualitatively different depending upon the conflict ratio. For conflict distributions with a high ratio of conflicts, the Gaussian Copula and t-Copula are reasonable fits. For conflict distributions with a low ratio of conflicts, the statistical tests contradict each other and it is not clear if these distributions are a good fit.
The results show that parametric distributions can be a good fit for the duration of the different processes within the ramp area transit time and the two-dimensional conflict distributions. This is important because the better that we understand these distributions, the more we can anticipate the uncertainty that is intrinsic within them. Furthermore, knowing the conflict distributions are a good fit to a parametric distribution can help us derive confidence intervals related to the push back time windows that are eventually computed. Future work will use more ramp area data to analyze whether the distributions of the different processes within the ramp area are time dependent or stationary processes.
Understanding the uncertainty within the distributions is critical for the safe and efficient execution of ramp area operations. For example, overestimating the right tail of the distributions for the different processes within ramp area transit time can impact throughput as the separation at the taxiway spot should be increased to accommodate for the greater uncertainty. Similarly, if we underestimate tails of the conflict distributions this can lead to conflicts that were not anticipated and a greater likelihood of aircraft having to slow down or stop to avoid a loss of separation. Ultimately, these distributions are important because they play a critical role in computing push back time windows that ensure aircraft can travel unimpeded from their gate to the departure runway queue in the presence of other aircraft and trajectory uncertainties. Figure 2 . The processed data is illustrated using histograms. The x-axis represents the time spent in seconds to complete each process and the y-axis represents the number of aircraft within each bin. Data from all gates is shown in the first column, data from the middle gates B6-B12 and C7-C13 is shown in the second column and data from the back gates B2-B4 and C3-C5 is shown in the second column. Data that was collected over all three days is shown in the first row, data collected on the first day is shown in the second row, data collected on the second day is shown in the third row and data collected on the third day is shown in the fourth row. Figure 3 . Analysis of collected data from all gates over all days. The push back data is in the first row, the stop data the second row, and the taxi data the third row. The first column shows the histogram of data and the fitted distributions, the second column show the results of the three different statistical tests assessing the goodness-of-fit of the gamma distribution to the collected data, and the third column show the results of the three different statistical tests assessing the goodness-of-fit of the log-normal distribution to the collected data. Figure 4 . Analysis of collected data from middle gates B6-B12 and C7-C13. The push back data is in the first row, the stop data the second row, and the taxi data the third row. The first column shows the histogram of data and the fitted distributions, the second column show the results of the three different statistical tests assessing the goodness-of-fit of the gamma distribution to the collected data, and the third column show the results of the three different statistical tests assessing the goodness-of-fit of the log-normal distribution to the collected data. Figure 5 . Sampled trajectories from the stochastic model that was described in Section 5. The sampled trajectories from gate B10 are shown in the first row and the sampled trajectories from gate B14 are shown in the second row. In the first column we illustrate the evolution of trajectories in time and in the second column we show the distribution of the different discrete states push back, stop and taxi. The distributions of push back, stop and taxi are color coded to represent the relationship to the middle and front gate distributions of Fig. 2, Fig. 3, and Fig. 4 . The sample distributions of stop and taxi were accepted by both the K-S test and the kernel 2 sample test when analyzed for goodness-of-fit. The sample distribution of push back were accepted by the K-S test and rejected for the kernel 2 sample test. Figure 6 . a) Sampled conflict distribution estimated from the conflict ratio defined by the relative taxiway schedule t B14 − t B10 . b) Two-dimensional conflict distributions for different values of the relative schedule ranging from t B14 − t B10 = −20 to t B14 − t B10 = 250. The shape and structure of the conflict distributions appear to be different for different values of the conflict ratio. Figure 7 . Analysis of two-dimensional conflict distributions. The first row analyzes the sampled distribution t B14 − t B10 = −20 and the second row assesses the goodness-of-fit to the sampled distribution t B14 − t B10 = 20. The first column assesses the goodness-of-fit of a multi-variate distribution, the second column assesses the goodness-of-fit of a Gaussian Copula, and third column assess the goodness-of-fit of a t-Copula. Figure 8 . Analysis of the sampled conflict points (red) with the samples from the parametric distribution (blue) and the edges of the MST that do not include cross matches (green). The first row analyzes the sampled distribution t B14 − t B10 = −20 and the second row assesses the goodness-of-fit to the sampled distribution t B14 − t B10 = 20. The first column analyzes a multi-variate distribution, the second column analyzes a Gaussian Copula, and third column analyzes a t-Copula.
