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Reward-based decision-learning refers to the process of learning to select those actions
that lead to rewards while avoiding actions that lead to punishments.This process, known
to rely on dopaminergic activity in striatal brain regions, is compromised in Parkinson’s dis-
ease (PD). We hypothesized that such decision-learning deﬁcits are alleviated by induced
positive affect, which is thought to incur transient boosts inmidbrain and striatal dopaminer-
gic activity. Computational measures of probabilistic reward-based decision-learning were
determined for 51 patients diagnosed with PD. Previous work has shown these measures
to rely on the nucleus caudatus (outcome evaluation during the early phases of learn-
ing) and the putamen (reward prediction during later phases of learning). We observed
that induced positive affect facilitated learning, through its effects on reward prediction
rather than outcome evaluation. Viewing a few minutes of comedy clips served to rem-
edy dopamine-related problems associated with frontostriatal circuitry and, consequently,
learning to predict which actions will yield reward.
Keywords: Parkinson’s disease, positive affect, frontostriatal circuitry, probabilistic learning
INTRODUCTION
Parkinson’s disease (PD) is aneurodegenerative process commenc-
ing in the midbrain, in particular affecting dopaminergic neurons
of the substantia nigra projecting into the dorsolateral striatum
(mostly the putamen; Bjorklund and Dunnett, 2007), result-
ing in motor deﬁcits, such as tremor, bradykinesia, and rigidity
(McAuley, 2003). As the disease progresses, dopamine (DA) deple-
tion affecting cognitive circuits of the basal ganglia contribute to
impairments in a range of cognitive domains, including reinforce-
ment learning, reversal learning, risky decision-making, working
memory, response inhibition, and speed/accuracy balancing (e.g.,
Cooper et al., 1992; Swainson et al., 2000; Cools et al., 2001; Frank,
2005; Moustafa et al., 2008; Wylie et al., 2009, 2010; Claassen et al.,
2011). The purpose of the present investigation was to determine
whether reward-based learning deﬁcits in patients with PD might
be remedied non-invasively by factors that induce positive affect.
Induced positive affect yields improved performance in a vari-
ety of tasks that rely on frontostriatal dopaminergic interac-
tions, including antisaccade tasks, task switching, and varieties
of Go/NoGo tasks such as the AX-CPT (Dreisbach and Goschke,
2004;Dreisbach et al., 2005;Dreisbach,2006;Vander Stigchel et al.,
2011; van Wouwe et al., 2011a). Interestingly, patients with PD
show performance impairments in each of these tasks (e.g., Kita-
gawa et al., 1994), suggesting that performance improvements after
positive affect might result from changes in dopaminergic levels
in the brain. Before discussing how induced positive affect might
remedy PD-related deﬁcits in reward-based decision-learning, we
ﬁrst turn to a brief exposition of the neurocognitive bases of such
reinforcement learning.
NEUROCOGNITIVE MECHANISMS UNDERLYING REWARD-BASED
DECISION-LEARNING
Decisions about how best to respond in a situation are often
guided by past learning of the relations between events, actions,
and their outcomes. Probabilistic reward-based decision-learning
paradigms enable us to measure the process of learning (through
trial-and-error) associations between stimuli, actions, and their
related rewards. Several brain areas have been linked to key aspects
of reward-based decision-learning, including prefrontal regions
(e.g., the dorsolateral and orbitofrontal cortices) and the basal
ganglia. Additionally, the neurotransmitter DA plays a modula-
tory role in these functions through projections from midbrain
DA nuclei to the striatum and cortical areas (Schultz, 2006).
Lesion and human imaging studies support a functional dis-
sociation between the contributions of various regions within the
striatum to reward-based decision-learning (for an overview, see
Balleine et al., 2007). In addition to the role of dorsal versus ventral
striatum in different aspects of reward-based learning (Knutson
et al., 2001; McClure et al., 2003; O’Doherty et al., 2004; Seger and
Cincotta, 2005; Seymour et al., 2007), recent fMRI work suggest
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that distinct regions within dorsal striatum may contribute to
different phases of learning (Haruno and Kawato, 2006a).
A Q-learning model can be used to generate individual para-
meters that reﬂect two important aspects of learning. First, the
mismatch between anticipated rewards and actual rewards is com-
puted as a reward prediction error (RPE), which learners use for
adjusting decision-making on future trials, in particular in the
early stages of learning when they rely on feedback to determine
which actions maximize rewards. Haruno and Kawato (2006a)
observed that higher RPE values were associated with activation
of the caudate nucleus and ventral striatum and their associ-
ated frontal circuitry (orbitofrontal, dorsolateral prefrontal, and
anterior cingulate cortex), involved in generating and testing
hypotheses regarding reward optimization (c.f. Alexander et al.,
1990; Oyama et al., 2010). Second, as learning progresses, partic-
ipants attempt to forecast which actions will likely yield reward
(or avoid punishment); this is computed as the stimulus-action-
dependent reward prediction (SADRP). Higher SADRP values
reﬂect more effective learning of stimulus-action-reward asso-
ciations, and hence, are maximal at the later stages of the task.
Haruno and Kawato (2006a) reported higher SADRP values to be
associated with activation of the anterior putamen and its asso-
ciated motor circuitry (supplementary motor area, premotor and
primary motor cortex), involved in integrating information on
the expectation of reward with processes that mediate the actions
leading to the reward (c.f. Alexander et al., 1990; Gerardin et al.,
2003).
To explain these patterns, the authors proposed that the cau-
date (embedded in the cortical striatal loop which includes the
orbitofrontal cortex and dorsolateral prefrontal cortex) is involved
in generating and testing hypotheses regarding reward optimiza-
tion. Global reward-related features of the stimulus-action-reward
associations are propagated from the caudate to motor loops
(which include the putamen and premotor areas) by means of
a dopamine signal that is subserved by reciprocal projections
between the striatum and the substantia nigra (Haruno and
Kawato, 2006b). During later stages of learning, putamen activ-
ity increases with reward predictions (i.e., with learning SADRPs).
Activity in the putamen increases to incorporate more speciﬁc
motor information with the associated stimuli and the expected
reward; that is, the reward associated with a speciﬁc stimulus and a
speciﬁc action becomes more predictable and learning is gradually
ﬁne-tuned (Haruno and Kawato, 2006b). As these SADRP values
increase, the RPE is reduced as subjects more accurately anticipate
the rewards associated with their actions. Note that the change
in emphasis from RPE during early phases of learning to SADRP
during later stages bears resemblance to the dynamics of phasic
DA-activity as a function of learning. The phasic DA bursts dis-
playedby striatal neurons in response to rewardhavebeen reported
to shift in time from the presentation of unexpected reward dur-
ing early phases of learning to the presentation of conditioned
reward-predicting stimuli during later stages (Schultz et al., 2003;
Balleine et al., 2007).
REMEDIES FOR COGNITIVE IMPAIRMENTS IN PARKINSON’S DISEASE
DA medication in Parkinson’s patients, serving to increase
dopaminergic inﬂux into the striatum, improves the efﬁcacy of
using incoming response-relevant stimulus information to con-
trol behavior (Cools et al., 2001, 2007). Reward-based learning
beneﬁts from DA medication, speciﬁcally for learning that certain
actions are likely to yield reward (Frank, 2005; Shohamy et al.,
2005; Bodi et al., 2009). Because regions of the striatum are dif-
ferentially affected by PD, DA medication may differentially affect
these structures and their related functions. Using the Q-learning
approach sketched above, van Wouwe et al. (2012) observed that
DA medication improved SADRP (i.e., reward prediction, pre-
sumably supported by the anterior putamen and associated motor
circuitry), but did not affect RPE (i.e., outcome evaluation, pre-
sumably supported by the caudate and ventral striatum and asso-
ciated frontal circuitries). Similar effects were observed for the
effects of deep brain stimulation of the subthalamic nucleus (van
Wouwe et al., 2011b).
To the extent that impaired decision-learning in patients with
PD follows from the decline in their striatal DA-system, one
might suppose that any intervention that enhances dopamin-
ergic functionality may serve to remedy the learning deﬁcit. In
fact, mild increases in DA-activity in the reward-processing sys-
tem can be triggered by a broad spectrum of positive reinforcers
(Burgdorf and Panksepp, 2006). One simple, non-invasive, and
even agreeable means to trigger mild increases in DA levels is
the induction of positive affect (a mood state characterized by
subjective well-being and happiness; Ashby et al., 1999, 2002).
Recent neuroimaging studies in humans have demonstrated that
funny cartoons, implicit laughter, affectively positive music, and
positive (as opposed to negative) emotional pictures can activate
reward-related areas. According to a neurobiological theory on the
inﬂuence of positive affect (Ashby et al., 1999; Ashby et al., 2002),
induced positive affect leads to temporary increase of dopamine
release in midbrain DA-generation centers. This dopamine release
is subsequently propagated to dopaminergic projection sites in
the prefrontal cortex and the striatum. Only a limited amount
of DA transporters is available to remove DA from the synaptic
cleft; hence, once boosted, DA levels will remain elevated for some
period of time after affect induction. Together, these ﬁndings sug-
gest a neurobiological link between positive affect and a transient
but functional boost in DA.
Positive affect can be induced by commonplace methods,
including watching comedy movie clips, experiencing success on
an ambiguous task, self-recall of positive emotional states, and
administering small unexpected rewards. These positive feelings
last for approximately 30 min, a time course similar to that of
DA-release in the ventral striatum induced by brief electrical stim-
ulation (Floresco et al., 1998). Behavioral inﬂuences of positive
affect are thought to be mediated by the same tonic dopamin-
ergic neural mechanisms that mediate reward. We predict that
PD-related impairments in reward-based decision-learning will
be remedied by watching brief feel-good movie clips.
THE PRESENT STUDY
The present study investigates the effect of induced positive affect
on reward-based decision-learning. PD patients performed the
previously mentioned probabilistic learning task (Haruno and
Kawato, 2006a) after watching either Charlie Chaplin slapstick
movie clips (between-subjects) or affect-neutral documentary
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clips. We determined the effect of induced affect on RPEs, in par-
ticular during the early phase of learning, and on formation of
stimulus-action-reward associations (SADRP), in particular dur-
ing more progressed phases of learning. Based on recent ﬁndings
on the effects of DA medication on reward-based learning in
this task (van Wouwe et al., 2012), we expect that positive affect
will help improve the putamen-based process of predicting which
action will yield reward (reﬂected by SADRP in late stages of learn-
ing) more than the caudate-based process of outcome evaluation
(expressed in RPE early during learning).
MATERIALS AND METHODS
PARTICIPANTS
A total of 51 PD patients participated in the experiment after
giving written informed consent. They were recruited through
Dutch national websites dedicated to PD, and received a small
present in return for their participation. All patients had normal
or corrected-to normal vision, and no Parkinson-unrelated neu-
rological or psychiatric history according to self-report. Patients
were tested individually at their homes. They were asked to
abstain from drinking coffee during the hour before testing, and
to continue taking their medication at the required time on
the day of testing. Tests were planned 60–90 min after regular
medication intake. In addition to monoamine oxidase (MAO-
B)/catechol-O-methyl transferase (COMT) inhibitors (N = 29),
patients received either dopamine precursors only (levodopa;
N = 10), agonists only (pramipexole, ropinirole, pergolide, aman-
tadine, or apomorphine; N = 9), levodopa plus agonists (N = 32),
or neither (N = 1). Explorative analyses indicated that there was
no difference between the neutral and positive affect groups in
terms of daily levodopa dosage [t (49)= 0.129, p = 0.898], ago-
nists dosage [above- versus below-average versus no agonist,
χ2(1, 51)= 0.644, p = 0.725], or years since formal diagnosis
[t (49)= 0.259, p = 0.797].
Each of the patients was assigned randomly to one of two affect
induction groups. The two groups (N = 24/27 for neutral and
positive affect groups, respectively) did not differ in terms of age
[M = 62/59, st.dev= 9.7/10.5, t (49)= 0.914, p = 0.365], years of
disease since diagnosis [M = 7.0/6.7, st.dev= 4.8/4.5, t (49)= 0.
259, p = 0.797], daily dosage (mg/day) of levodopa [M = 404/393,
st.dev= 311/327, t (49)= 0.129, p = 0.898], level of education
[t (49)= 0. 658, p = 0.514], and male/female composition [χ2(1,
51)= 1.663, p = 0.197].
PROCEDURES
The experiment consisted of a training session (two practice
blocks, seeTask), amoodmeasurement, a ﬁlm clip for affect induc-
tion, another mood measurement, an experimental session (two
test blocks, see Task), a third mood measurement, and an exit
session (consisting of general health questionnaires, a brief exit
interview, and debrieﬁng), all frequently interrupted with short
breaks. The whole session lasted 60 min maximum. All exper-
imental procedures were approved by a local ethics committee
and by the board of the Dutch Parkinson Patiënten Vereniging,
and were conducted in accordance with the Helsinki Declaration,
international laws, and institutional guidelines.
AFFECT INDUCTION
Affect induction was operationalized by showing the patients ﬁlm
clips that lasted 8–9 min. One group of patients (referred to as
the Positive Affect group) watched a slapstick clip from the Char-
lie Chaplin movie City Lights (the famous boxing scene, ending
just prior to the part where Chaplin loses the ﬁght). The other
patients (referred to as the Neutral Affect group) watched a clip
from a Dutch documentary on toll for heavy-trafﬁc on the Ger-
man Autobahn. The clips were played on a 17′′-widescreen laptop
computer. Mood was measured three times: immediately before
and after affect induction, and immediately after the experimental
session. We used a short Manekin test in which mood (valence,
from negative to positive) and arousal (from not aroused to highly
aroused) were scored on a 5-point Likert scale ranging from −2 to
+2 (Hutchison et al., 1996).
TASK AND APPARATUS
A probabilistic learning task, adapted from Haruno and Kawato
(2006a), was implemented on a 17′′-widescreen laptop computer,
placed at a distance of ∼60 cm in front of the participant. Stimuli
consisted of colored fractal pictures against a white background.
Responses to stimuli were right or left button presses registered
by comfortable response keys (see Figure 1; the computer key-
board was shielded with a perspex plate such that hands and wrists
could rest on the plate, which minimized tremor and prevented
unintentional depressing of other keys).
Subjects were instructed that the goal of the task was to make
as much money as possible by pressing a left or a right button to
each picture stimulus that appeared on the computer screen. Each
response provided the chance to either win or lose C0.25 in game
FIGURE 1 | Laptop computer with adjusted response buttons.The
computer keyboard was shielded with a perspex plate such that hands and
wrists could rest comfortably on the plate, which minimized tremor and
prevented unintentional depressing of other keys.
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money (note: participants were not remunerated for their partici-
pation). Figure 2 depicts the sequence of a trial from the task. Each
trial began with the presentation of one of three picture stimuli
(colored fractals) in the center of the screen. The picture stim-
ulus subtended visual angles of 5.67˚× 4.41˚ (9 cm× 7 cm) and
remained on the screen for 1000 ms. Participants were instructed
to view the picture stimulus, but not to respond until the pic-
ture stimulus disappeared and was replaced by a response screen.
The response screen consisted of the ﬁxation cross and two blue
boxes displayed at the bottom left and bottom right portions of
the screen, respectively (see Figure 2). Upon the presentation of
the response screen, the participant was instructed to make a left
or a right button press, which would then be indicated on the
screen by a change in color (from blue to green) of the box that
corresponded to the response side that was chosen (left button
press= left box turns green). The participant was given 2 s to issue
a response. After the button press was indicated on the screen for
500 ms, a large box with feedback appeared in the center of the
screen for 2000 ms. If the participant chose the correct response,
the large box appeared in green, indicating that C0.25 had been
won. If the incorrect response was chosen, the box appeared in
red, indicating that the participant had lost C0.25. Throughout
the entire trial, and throughout the entire block, a running tab of
the total amount of money won by the participant was depicted
in the upper center portion of the screen. Thus, if the partici-
pant won or lost C0.25 on a particular trial, the running total was
immediately updated.
Participants completed a practice block in which they learned
for each of the three picture stimuli which response led to reward,
until they selected the correct button ﬁve subsequent times for all
stimuli (max 60 trials). This practice block was non-probabilistic,
so as to acquaint the patients with the general task and set-up.
Next, participants completed a practice block of 21 trials in which
the reward outcome of each response to a picture stimulus was
determined. For each picture, one response hand was assigned as
the optimal choice and the other response hand was designated
as the non-optimal choice; selecting the optimal response hand
resulted in a 90% probability of winning C0.25 and a 10% prob-
ability of losing C0.25; the probabilities of winning versus losing
were reversed for the non-optimal response hand. As an exam-
ple, a left response to fractal stimulus X yielded a C0.25 reward
with a probability of 0.9 (90%) and a C0.25 loss with a proba-
bility of 0.1 (10%). A right response to the same stimulus yielded
a C0.25 loss with a probability of 0.9 and a C0.25 with a proba-
bility of 0.1. Therefore, the optimal behavior for fractal stimulus
X was to press the left button, which participants had to learn
by trial-and-error. The dominant probabilities for optimal behav-
ior regarding the other fractal stimuli were also 0.9; the optimal
response for each fractal was pseudo-randomized over left and
right hands, such that the left response was optimal for one or two
stimuli whereas the right response was optimal for the remaining
stimuli.
Next, after the affect induction session, participants completed
two experimental blocks of 60 trials each. In the ﬁrst block, the
probabilities were 90:10 as described above; in the second block,
the probabilities were 80:20. For each training and experimen-
tal block, a novel set of three picture stimuli was used, and the
speciﬁc response options were randomly mapped onto each of the
fractals. Across blocks and across participants, left and right hand
dominant response patterns occurred equally often. Additionally,
the fractal stimuli were presented pseudo-randomly (with equal
frequency) within a block.
DATA ANALYSIS
Computational model to calculate SADRP and RPE
A reinforcement model (Q-learning; Sutton and Barto, 1998)
was used to compute each participant’s SADRP and RPE during
learning. Q-learning is an implementation of a temporal differ-
ence model which assumes that stimulus-action-reward associa-
tions are acquired as a single representation during learning. The
SADRP value (Q) consists of the predicted amount of reward for a
certain decision (left or right response, r) made for a speciﬁc stim-
ulus (one of three fractal stimuli, FS). Thus, the value of SADRPon
trial t is the value of Q associated with the particular stimulus and
response on that trial. This value thus relates reward to sensory
input and actions. Individual predicted reward values (SADRPs)
for each action (two possible responses) and each fractal stimulus
(three different fractal stimuli) are calculated at time t, Qt (FS, r)
which adds up to six SADRP values per block. The RPE repre-
sents the actual reward received (Rt) minus the expected reward,
RPE=Rt −Qt (FS, r). For the next occurrence of the same stim-
ulus and action, SADRP and RPE values are updated according
to the “Q-learning algorithm” to maximize reward (Sutton and
Barto, 1998)
Qt+1 (FS, r) = Qt (FS, r) + aFSt (Rt − (Qt (FS, r))) .
The learning rate aFSt is updated separately for each FS according
to the following rule:
aFSt =
(
aFSt−1
)
1 + aFSt−1
.
The formula of this learning rate is often used in reinforcement
learning studies or studies on adaptive control (Young, 1984; Bert-
sekas and Tsitsiklis, 1996; Dayan et al., 2000; Haruno and Kawato,
2006a,b). It provides an estimation of a learning parameter which
is updated recurrently with the presentation of a stimulus. In the
current study, aFSt reduces with the presentation of each fractal
stimulus, but remains equal if a speciﬁc FS is not presented. The
initial value of the learning rate was set to 1, and was previously
observed not to affect the estimation of SADRP and RPE (Haruno
and Kawato, 2006a).
The learning rate (aFSt ) decreases toward the end of the learning
stage (when SADRP becomes reliable). This is an important fea-
ture of aFSt because itmeans that, at the end of learning, the SADRP
is less affected by an unexpected RPE (due to the probabilistic
nature of the task).
Reward prediction errors are expected to be large early on dur-
ing learning (i.e., ﬁrst 20 trials), and small later on (i.e., the last
20 trials). By contrast, the SADRP value is expected to be small
during initial phases of learning, but to increase and converge to
an asymptotic value as learning progresses.
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FIGURE 2 |Trial example of the probabilistic learning task adapted from Haruno and Kawato (2006a). In the example, the subject receives a reward by
pressing the left button with this speciﬁc stimulus.
Statistical analyses
To test for the efﬁcacy of affect induction, a Mann–Whitney U test
was used to compare mood and arousal between groups across the
three measurements.
For the probabilistic learning task, average reward per trial,
average SADRP value per trial, and average RPE value per trial in
each block were analyzed by a repeated-measures analysis of vari-
ance (RM-ANOVA) including the within-subject variables Stage
(ﬁrst, second,and thirdpart of the block,comprising 20 trials each)
and Probability (90/10, 80/20) and the between-subjects variable
Affect Group (Positive, Neutral). Where appropriate, the effects of
Stage were examined further using linear and quadratic contrast
analyses.
RESULTS
AFFECT INDUCTION
Before the ﬁlm clips, mood (as indexed by the Manekin
score on the valence question) was comparable across
Affect groups (MPOS = 0.88, MNEU = 0.83; Mann–Whitney
U = 323.500, p = 0.992). Immediately after the ﬁlm clips,
mood was elevated in the Positive compared to Neutral
group (MPOS = 1.16,MNEU = 0.54;Mann–WhitneyU = 174.000,
p = 0.003), and within the Positive group after compare to before
affect induction [F(1, 26)= 4.24,p = 0.05].After the experimental
blocks,mood levels were equal again (MPOS = 1.00,MNEU = 1.04;
Mann–Whitney U = 304.000, p = 0.672). Thus, the positive affect
induction was successful, albeit short-lived. Arousal was not
different between groups at any stage (all F < 1.8).
PROBABILISTIC LEARNING: REWARD
Not surprisingly, average reward per trial (in C) increased as
a function of learning Stage [Mﬁrst = 0.059, M second = 0.099,
M third = 0.110; F(2, 98)= 18.49, p < 0.001; linear contrast:
p < 0.001, quadratic contrast: p = 0.023]. Probability also pro-
duced a main effect on reward, such that better performance
was seen in the 90:10 compared to 80:20 blocks [M 90:10 = 0.120,
M 80:20 = 0.058; F(1, 49)= 44.93, p < 0.001]. This effect of Proba-
bility remained constant across Stages [F(2, 98)= 0.69].
Positive affect induction exerted a beneﬁcial effect on
reward per trial [MPOS = 0.096, MNEU = 0.082; F(1, 49)= 5.12,
p < 0.028]. This inﬂuence of Affect was seen for early, middle, and
late Stages of learning alike [F(2, 98)= 1.55], remained constant
across 90:10 and 80:20 Probabilities [F(1, 49)= 2.11], and did not
engage in a three-way interaction with Stage and Probability [F(2,
98)= 0.55].
PROBABILISTIC LEARNING: RPE
As expected, the average RPE per trial (in C) was observed to
diminish from early to later Stages of learning [Mﬁrst = 0.191,
M second = 0.152, M third = 0.148; F(2, 89)= 65.29, p < 0.001; lin-
ear contrast: p < 0.001, quadratic contrast: p < 0.001]. Probability
also affected RPE, such that smaller RPEs were observed in the
90:10 compared to 80:20 blocks [M 90:10 = 0.138, M 80:20 = 0.192;
F(1,49)= 79.59,p < 0.001]. The effect of Stage varied across Prob-
abilities [F(2, 98)= 4.14, p = 0.019]; as can be seen in Figure 3A,
the diminution of RPE as a function of learning was steeper in
the 90:10 than 80:20 probability condition. Thus, patients learned
to reduce their prediction errors over time, especially in the easier
condition.
Positive affect induction failed to exert any effect on RPE [main
effect of Affect: F(1, 49)= 2.32; Affect× Stage: F(2, 98)= 0.65;
Affect×Probability:F(1,49)= 0.002;Affect× Stage×Probability:
F(2, 98)= 0.66].
PROBABILISTIC LEARNING: SADRP
In line with expectations, the average SADRP per trial (in
C) was observed to increase from early to later Stages of
learning [Mﬁrst = 0.046, M second = 0.081, M third = 0.097; F(2,
89)= 64.29, p < 0.001; linear contrast: p < 0.001, quadratic con-
trast: p < 0.008]. Probability also affected SADRP, such that
smaller SADRPs were observed in the 80:20 compared to
90:10 blocks [M 90:10 = 0.099, M 80:20 = 0.048; F(1, 49)= 30.53,
p < 0.001]. The effect of Stage varied across Probabilities [F(2,
98)= 4.32, p = 0.016]; as can be seen in Figure 3B, the 90:10 prob-
ability condition showed a steep increase of SADRP as a function
of learning, whereas no such increase was seen in the 80:20 con-
dition. Thus, patients learned to predict which stimulus-action
combinations yielded reward, but only in the easier Probability
condition.
Positive affect induction exerted a beneﬁcial effect on SADRP
[MPOS = 0.096, MNEU = 0.082; F(1, 49)= 4.48, p < 0.039]. This
inﬂuence of Affect differed across learning Stages [F(2, 98)= 3.19,
p = 0.045]. As can be seen in Figure 4, SADRP was low in the
early stage of learning for positive and neutral Affect groups alike,
but the increase during later stages was steeper for the positive
Affect group, suggesting that positive affect facilitates learning that
response X to stimulus Y is likely to yield reward. The inﬂuence
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FIGURE 3 | Q-model parameters values during stages 1 (trial 1–20), 2 (trial 21–40), and 3 (trial 41–60) of learning, separately for each probability
condition. (A) Average RPE values per trial. (B) Average SADRP values per trial.
FIGURE 4 | Average SADRP values per trial, separately for each Affect
group, during stages 1 (trial 1–20), 2 (trial 21–40), and 3 (trial 41–60) of
learning, collapsed across the 90:10 and 80:20 conditions.
of Affect was similar for the 90:10 and 80:20 Probabilities [F(1,
49)= 0.79], and did not engage in a three-way interaction with
Stage and Probability [F(2, 98)= 0.13].
DISCUSSION
Induced positive affect was expected to inﬂuence distinct compo-
nents of reward-based learning in patients with PD. We investi-
gated the effects of positive affect induction (i.e., watching Charlie
Chaplin slapstick movie clips) on outcome evaluation (the pro-
cessing of RPEs to update hypotheses) and reward anticipation
(the formation of SADRP) that have been tied to distinct regions
in the striatum and their associated circuitries. For learning to be
successful, subjects must evaluate discrepancies between expected
(or predicted) reward associated with a particular decision and
the actual outcome of that decision. When an error occurs (i.e.,
predicted reward does not match the actual outcome), expectan-
cies about possible outcomes associated with a decision can be
updated to increase the likelihood of selecting a more optimal (i.e.,
reward-yielding) response in the future. As expectancies about
the outcomes of particular decisions become more accurate, sub-
jects are less swayed by the occasional violation of these reward
expectancies and learn to optimize their selection of the most
advantageous response to a stimulus. Behavioral ﬁndings typically
reported for the probabilistic reward-based decision-learning task
adopted here (e.g., Haruno and Kawato, 2006a; van Wouwe et al.,
2012) were successfully reproduced in the current study. Partici-
pants’ learning improved from the beginning to the end of the task:
the formation of predictive stimulus-action-reward associations
increased over time while prediction errors diminished.
Parkinson’s disease patients were shown affectively neutral or
positive ﬁlm clips before participating in the learning task. We
predicted that induced positive affect would improve the forma-
tion of stimulus-action-reward associations (as reﬂected in higher
SADRP values), especially toward the end of the task, with less
pronounced effects on outcome evaluation (expressed in RPE).
Evidence that positive affect was induced was provided by pre- and
post-test Likert scales in which participants in the positive affect
condition conﬁrmed that they felt more positive and amused after
compared to before viewing the positive movie clip, whereas par-
ticipants in the neutral condition reported no change in affect after
the clip. Indeed, learning (as measured by earned rewards) bene-
ﬁted from induced positive affect. Consistent with our predictions,
SADRP at the late stages of learning was larger in the positive com-
pared to neutral affect group. Positive affect did not inﬂuence RPE
values, not even when zooming in on the initial learning phase.
These ﬁndings present a striking parallel with recent ﬁnd-
ings on the effects of DA medication on reward-based learning
in the same task. Using a within-subjects design, van Wouwe
et al. (2012) observed that PD patients who were on compared
to off their regular DA medication showed higher SADRP val-
ues, especially toward the later stages of learning, while RPEs
remained unaltered, even in early stages of learning. Although by
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no means conclusive, the present data are suggestive of the notion
that induced positive affect incurs an increase in tonic DA which
then modulates learning in much the same way as DA medication
does.
Neuroimaging and computational studies (Haruno and
Kawato, 2006a,b) have suggested that SADRP values are linked
to activity in the anterior putamen (and its associated sensori-
motor circuitry involved in action selection), whereas RPE values
are linked to activity in the caudate and ventral striatum (and
their associated circuitry involved in hypothesis generation and
value updating). The present ﬁndings therefore provide consis-
tent, albeit indirectly, with the idea that induced positive affect
may beneﬁt the action-oriented learning functions of the severely
dopamine-depletedputamen inPDpatients,while leaving thepro-
cessing of RPEs in the less affected caudate and ventral striatum
unaltered.During initial stages of mild PD, the disease is character-
ized by DA depletions in the striatum that produce motor deﬁcits,
involving the motor loop (including putamen and supplementary
motor areas). During later stages of more progressed PD, these
effects extend to the dorsolateral loop (including the dorsolateral
prefrontal cortex and the dorsolateral head of the caudate) and
still later to the orbitofrontal loop (lateral orbitofrontal cortex,
ventromedial head of caudate) and the anterior cingulate loop
(involving the anterior cingulate cortex and the ventral striatum,
in particular the nucleus accumbens). Based on these differential
effects of PD progression on striatal subregions and associated cir-
cuitries (Kaasinen and Rinne, 2002), it can be argued that SADRP
should indeed beneﬁt more from DA medication and positive
affect than RPE, as the putamen is usually more depleted from DA
than caudate and ventral striatum early in the disease. However,
since the present data do not speak directly to the issue of striatal
subcomponents, future work should conﬁrm these speculations.
RELATION TO OTHER STUDIES: REINFORCEMENT LEARNING IN
PARKINSON’S DISEASE
Studies of PD patients are important from a clinical perspective,
but also provide a complementary approach to investigate the role
of the basal ganglia and DA function in reward-based learning.
The primary treatment to reduce PD motor symptoms such as
tremor, bradykinesia, and rigidity, aims to increase DA availability
and activity, including, most prominently, medication function-
ing as a DA precursor (typically levodopa) or as a DA agonist
(Hornykiewicz, 1974). Because regions of the striatum are differ-
entially affected by the disease,DAmedication differentially affects
these structures and their related functions.AlthoughDApharma-
cotherapy successfully improves motor deﬁcits in PD, its effects on
cognitive processes are more ambivalent. For example, DA med-
ication can have positive and negative consequences on cognitive
performance among PD patients (Cools, 2006). Speciﬁc cognitive
functions that rely on the heavily DA-depleted dorsolateral and
motor loops improve with DA pharmacotherapy, whereas other
aspects of cognition that depend on ventral circuitries of the basal
ganglia and remain relatively spared in early PD are impaired by
DA medication (Gotham et al., 1988; Swainson et al., 2000; Cools
et al., 2001; Czernecki et al., 2002).
However, not all aspects of reward-based decision-learning are
compromised by DA medication. For example, Shohamy et al.
(2005) found that feedback-based learning improved when PD
patients were ON DA medication compared to when they were
OFF medication. Frank et al. (2004) showed that this beneﬁt
obtained speciﬁcally for learning that certain actions are likely to
yield reward, whereas learning that certain other actions are likely
to yield punishment was negatively affected by DA medication.
This pattern of levodopa-induced improved incentive learning but
impaired avoidance learning, replicated by Bodi et al. (2009), is
taken to reﬂect strengthened disinhibition along the direct route
and weakened inhibition along the indirect route within the basal
ganglia.
Although studies converge on the notion that striatal regions
play a key role in reward-based decision-learning (Knutson et al.,
2001; McClure et al., 2003; Frank et al., 2004; O’Doherty et al.,
2004; Tricomi et al., 2004; Seger and Cincotta, 2005; Haruno and
Kawato, 2006a,b; Bodi et al., 2009; Cools et al., 2009), the modu-
latory role of DA in different structures within the striatum is not
yet well established. DA might have dissociable effects on differ-
ent component processes of reward-based decision-learning (vis.
outcome evaluation, supported by caudate and ventral striatum,
versus reward prediction, supported by anterior putamen).
While reinforcement learning appears to depend on phasic DA
dynamics, the modulation of dopamine levels by medication (l-
dopa) or, allegedly, by positive affect, is of more tonic nature,
begging the question why and how tonic alterations of DA levels
should inﬂuence reinforcement learning. First, there is evidence
that administration of l-dopa yields an increase in presynaptic
dopamine synthesis increases (Tedroff et al., 1996; Pavese et al.,
2006) and in phasic (spike-dependent) DA bursts (Keller et al.,
1988; Harden and Grace, 1995). Second, in a probabilistic rein-
forcement learning paradigm, Parkinson’s patients learned better
from positive feedback when they were ON compared to OFF
their dopaminergic medication (Frank et al., 2004). It should be
noted that in the latter study, learning from NEGATIVE feedback
was impaired when PD patients learned were ON compared to
OFF their dopaminergic medication; presumably, the continuous
medication-induced stimulation of D2 receptors effectively pre-
cludes the detection of phasic dips in DA ﬁring (Frank, 2005).
Thus, Frank’s patient and modeling work showed that PD patients
OFF medication more effectively process negative feedback in
comparison to positive feedback whereas PD patients ON med-
ication show the opposite pattern. In the current task though,
a RPE results from either unexpected positive or negative feed-
back, thus a preference for positive or negative feedback cannot be
distinguished based on SADRP and RPE values.
RELATION TO OTHER STUDIES: POSITIVE AFFECT
Induced positive affect has been shown to yield improved perfor-
mance in a variety of tasks that rely on frontostriatal dopaminergic
interactions (e.g., Dreisbach and Goschke, 2004; Dreisbach, 2006;
Van der Stigchel et al., 2011; van Wouwe et al., 2011a; for a recent
review see Chiew and Braver, 2011). Findings that patients with
PD show performance impairments in these tasks (e.g., Kitagawa
et al., 1994) lend some suggestive credit to the notion that per-
formance improvements after positive affect might result from
changes in dopaminergic levels in the brain. Circumstantial evi-
dence in support of this notion derives from similarities between
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the effects of induced positive affect and those of genetic variations
in DA polymorphisms as well as individual differences in spon-
taneous eye-blink rate. Compared to individuals with low blink
rates, greater cognitive ﬂexibility was observed in individuals with
high blink rates (allegedly associated with high tonic DA levels),
especially if they were carriers of the DRD4 exon III 4/7 geno-
type (associated with high levels of prefrontal DA; Dreisbach et al.,
2005).
In a recent study (van Wouwe et al., 2011a), we provided indi-
rect evidence for a modulatory effect of induced positive affect
on the dynamics of subcortical dopamine. In accordance with
the logic explicated in Frank’s model (outlined above), if posi-
tive affect serves to increase striatal DA levels, then the increased
availability of DA molecules in the synaptic cleft should limit
the effects of phasic dips as triggered by negative feedback and
errors. As a result, a less pronounced dopaminergic error sig-
nal should be carried to the dorsal medial frontal cortex, which
should in turn give rise to a less pronounced error-related neg-
ativity as measured using scalp-EEG immediately after a per-
formance error. Consistent with Ashby’s notion that induced
positive affect produced a transient boost in DA, van Wouwe
et al. (2011a) observed reduced amplitudes for the error-related
negativity after watching comedy clips compared to neutral ﬁlm
fragments.
The current study contributed insights beyond those reported
above by focusing on component processes of reward-based
decision-learning that rely on different striatal circuits, and by
examining the effects of induced positive affect on model para-
meters representing these component processes. The evidence
reported here likens the effects of induced positive effect directly
to the effects of DA agonists in PD patients. Our results allow
us to articulate with greater precision the effect of positive affect
on the caudate and ventral striatum on the one hand and on
the putamen on the other. While positive affect leaves outcome
evaluation processes (supported by caudate and ventral striatum)
unaffected, learning to predict which actions yield reward (sup-
ported by the anterior putamen and associated motor circuitry)
is improved, at least transiently, after viewing movie clips con-
taining positive and amusing content, such as Charlie Chaplin
slapstick.
The present observations touch also on recent ﬁndings on the
effect of motivational incentives on the efﬁciency of cognitive per-
formance in patients with PD (Harsay et al., 2010). DA neurons
in the striatal reward system respond with a phasic increase in ﬁr-
ing to stimuli that cue the prospect of upcoming reward (Schultz
et al., 1992; Kawagoe et al., 2004). Evidence from non-human
primates suggests direct striatal dopaminergic modulation of
reward-dependent improvements of performance (Nakamura and
Hikosaka, 2006). Neural decrements in reward-processing among
patientswithPDpresumably reﬂect degenerationof dopaminergic
neurotransmission (Backman et al., 2006; Kaasinen et al., 2000),
and may be remedied by increasing reward (Goerendt et al., 2004).
Due perhaps to deterioration in dopaminergic striatal circuitry,
antisaccade performance is subject to decline in individuals with
PD; the prospect of future reward, however, provides a motiva-
tional incentive for optimizing oculomotor preparation (Harsay
et al., 2010).
LIMITATIONS
Some limitations apply to the experimental paradigm adopted
here. First, in our version of the reward-based learning task, the
patients always received the 90:10 block before the 80:20 block.
The ﬁnding that probability did not inﬂuence any of the effects
of interest may therefore have been confounded by an order effect
(e.g., the increased difﬁculty associated with lower probabilities
might have been countered by increases in learning efﬁciency due
to practice). We used a ﬁxed easy-to-more-difﬁcult order to ascer-
tain successful learning and comfortable participation in all of our
patients. We readily acknowledge that, had we not used such a
ﬁxed order, we might have been able to show that, for instance,
positive affect beneﬁts learning in difﬁcult situations more than in
easier conditions.
The between-subjects design used in the present study has
some obvious disadvantages. However, as conﬁrmed in an infor-
mal pilot, when we combined the two affect conditions into one
within-subjects design, the experiment lasted too long, such that
(1) some patients experienced substantial fatigue during the sec-
ond subsession, and (2) the wear-out of dopamine medication
started to play a role (with either decreased performance toward
the end of the session, or the need to take medication during the
secondhalf of the session).Hence,we decided to opt for a between-
subjects design; despite the increase in variance, the effects of
induced effect turned out to be robust enough to counter this
disadvantage. Yet, future studies should aim at replicating such
ﬁndings in a within-subjects setting.
The addition of age-matched control groups might have sup-
plemented the conclusions of this study in interesting ways. In
particular, such an addition could conﬁrm that the patients were
more impaired than healthy controls in reinforcement learning (as
documented in the literature), and could specify how much pos-
itive affect ameliorated deﬁcits relative to performance in healthy
controls. Yet, the key rationale of studying PD patients was that the
nature of their speciﬁc impairment is such that, if the dopamine
hypothesis were correct, their deﬁcient reinforcement learning
performance should beneﬁt from induced positive affect. Such
a ﬁnding (as we obtained) is in and of itself important and
informative: DA-related deﬁcits in PD can be remedied (at least
transiently) by such a simple (and pleasant) measure as induced
positive affect. The importance of that ﬁnding should in itself
not depend on comparing this effect to age-matched controls,
even though we recognize the potential supplemental value of
such a comparison, and recommend such comparisons for future
studies.
Stimulus-action-dependent reward prediction and RPE have
been linked to the role of DA bursts at different time points and in
different stages of learning. These distinctions notwithstanding,
SADRP and RPE are not entirely independent at the behavioral
level. By and large, increases in SADRP values are associated with
decreases in RPE values. Thus, while our ﬁndings suggest that
induced positive affect impacts putamen-based processes more
than processes supported by caudate and ventral striatum, and
that induced positive affect impacts late stages of learning more
than early stages, these ﬁndings do not entirely exclude the pos-
sibility that the caudate and ventral striatum are modulated by
positive affect altogether.
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Finally, we did not obtain clinical measures of disease severity
or progression, such asUPDRS scores orHoehn–Yahr assessments,
nor did we pursue formal diagnostic interviews by specialists.
Thus,we cannot exclude that our positive andneutral affect groups
differed in terms of relevant clinical variables. Yet, since the groups
did not differ in years since disease onset, medication dosage, or
other background variables, and since our samples included only
patients who could ambulate independently (rendering it unlikely
that they met criteria for Hoehn–Yahr stages IV or V), and since
the sample sizes in our groups were rather considerable in com-
parison to typical studies in the ﬁeld (for evidence on individual
differences among PD patients revealed only in larger samples,
see Wylie et al., 2009), we are conﬁdent that the results reported
here are representative and robust. The ﬁnding that the SADRP
values, previously associated with putamen function, beneﬁt more
from induced positive affect than the RPE values, previously asso-
ciated with the function of the caudate and accumbens nuclei,
appears to underline the suggestion that our patient groups were
on average in relatively early stages of their disease, affecting the
putamen more than other striatal areas. We acknowledge the lack
of UPDRS scores or Hoehn–Yahr assessments limits the conclu-
siveness of our inferences (even though such measures do not
provide direct measures of putamen versus caudate/accumbens
involvement; in fact, identical UPDRS scores may actually reﬂect
very different underlying patterns of striatal circuit dysfunction).
However, we view the potential of our approach to differentiate
these possible patterns (by incorporating the Q-model and the
documented correspondence of the Q-learning model’s key para-
meters to striatal substructures) as a major strength of our study
approach. This approach allows us to articulate with greater pre-
cision which aspects of the striatal circuitry beneﬁts from induced
positive affect.
CONCLUSION
In conclusion, induced positive affect modulates computational
measures of probabilistic reward-based decision-learning in
patients diagnosed with PD. Previous work has shown these mea-
sures to rely on the nucleus caudatus and nucleus accumbens
(outcome evaluation during the early phases of learning) and the
anterior putamen (reward prediction during later phases of learn-
ing). We observed that positive affect facilitated learning, through
its effects on reward prediction rather than outcome evaluation;
these effects show a striking similarity to the effects of dopamin-
ergic medication. Among PD patients who were on their regular
medication regime,watching a fewminutes of comedy clips appar-
ently served to remedydopamine-relatedproblems associatedwith
frontostriatal circuitry and, consequently, in learning to predict
which actions will yield reward.
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