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LYUBEZNIK NUMBERS AND INJECTIVE DIMENSION IN
MIXED CHARACTERISTIC
DANIEL J. HERNÁNDEZ, LUIS NÚÑEZ-BETANCOURT, FELIPE PÉREZ, AND EMILY E. WITT
Abstract. We investigate the Lyubeznik numbers, and the injective dimension of local co-
homology modules, of finitely generated Z-algebras. We prove that the mixed characteristic
Lyubeznik numbers and the standard ones agree locally for almost all reductions to positive
characteristic. Additionally, we address an open question of Lyubeznik that asks whether the
injective dimension of a local cohomology module over a regular ring is bounded above by the
dimension of its support. Although we show that the answer is affirmative for several families
of Z-algebras, we also exhibit an example where this bound fails to hold. This example settles
Lyubeznik’s question, and illustrates one way that the behavior of local cohomology modules of
regular rings of equal characteristic and of mixed characteristic can differ.
1. Introduction
Since its introduction by Grothendieck in the 1960s, the theory of local cohomology has been
an active area of research in commutative algebra, algebraic geometry, and neighboring fields.
In this paper, we are especially motivated by the following observation: despite the fact that
local cohomology modules of regular rings are typically large (e.g., not finitely generated), they
often satisfy strong structural conditions. More precisely, consider the following conditions on a
module M over a ring R.
(1) The number of associated primes of M is finite.
(2) The Bass numbers of M are finite.
(3) inj.dimRM ≤ dimSuppRM .
1
(4) The local cohomology of M with support in a maximal ideal of R is injective.
In condition (3) above, we use inj.dimRM to denote the injective dimension of M (i.e., the
length of a minimal injective R-resolution of M), and dimSuppRM to denote the dimension of
the support of M as a topological subspace of SpecR (i.e., the longest length of a chain of prime
ideals in R whose terms are contained in the support of M .)
It was shown by Huneke and Sharp in positive characteristic [HS93], and by Lyubeznik in
equal characteristic zero [Lyu93] and in unramified mixed characteristic [Lyu00], that the local
cohomology modules of a regular local ring with support in an arbitrary ideal satisfy conditions
(1) and (2) above. More recently, it was shown by Bhatt, Blickle, Lyubeznik, Singh, and Zhang
that the local cohomology modules of a smooth Z-algebra with support in an arbitrary ideal
also satisfy condition (1) [BBL+14]. The extent to which local cohomology modules satisfy (3)
and (4) is a subtle issue, and an overarching theme of this paper; we recall results regarding
conditions (3) and (4) by Huneke and Sharp, Lyubeznik, and Zhao later in this introduction.
The finiteness condition (2) for local cohomology is a crucial ingredient in the definition of
the so-called Lyubeznik numbers, a family of integer-valued invariants associated to a local ring
containing a field. In addition to encoding important properties of the ambient ring [Kaw00,
Wal01, Kaw02, Lyu06, Zha07], Lyubeznik numbers also have interesting geometric and topolog-
ical interpretations, including connections with singular and étale cohomology [GLS98, BB05]
and with simplicial complexes [ÀMGLZA03, ÀMV14, AMY14]. It is worth pointing out that
1To avoid contemplating the dimension of ∅, we only consider property (3) for nonzero M .
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properties (1), (3), and (4) play an important role in the proofs of these results. The finiteness
property (2) is also used to define the mixed characteristic Lyubeznik numbers2, a variant of the
(standard) Lyubeznik numbers defined by the second and fourth authors [NBW13]. A major
obstruction to understanding these invariants has been the uncertainty surrounding properties
(3) and (4) in mixed characteristic.
This article has two major goals: the first is to investigate the relationship between the
(standard) Lyubeznik numbers and the mixed characteristic Lyubeznik numbers in the case in
which they are both defined (that is, for local rings of positive characteristic), and the second is
to investigate when local cohomology modules satisfy conditions (3) and (4).
1.1. A comparison of Lyubeznik numbers. Suppose that (R,m,k) is a local ring. If R
contains a field, and may be realized as R ∼= S/I, where S is a regular local ring containing a
field, then the (standard) Lyubeznik number of R with respect to integers i, j ≥ 0 is defined as
the ith Bass number of the local cohomology module Hdim(S)−jI (S); i.e.,
λi,j(R) = dimk Ext
i
S(k,H
dim(S)−j
I (S)).
In an attempt to study local rings of mixed characteristic (that is, rings of characteristic zero
with positive characteristic residue fields), the second and fourth authors proposed the following
analogous definition: if the residue field k of R has characteristic p > 0, and R may be realized
as R ∼= T/J , where T is an unramified regular local ring of mixed characteristic p > 0, then the
mixed characteristic Lyubeznik number3 of R with respect to integers i, j ≥ 0 is defined as
λ˜i,j(R) = dimk Ext
i
T (k,H
dim(T )−j
J (T )).
One may then extend these definitions to an arbitrary local ring (R,m,k) by defining
λi,j(R) = λi,j(R̂) and λ˜i,j(R) = λ˜i,j(R̂).
(The fact that R̂ can be realized in the specified ways follows from the Cohen structure theorems
[Coh46]). In either case, the Lyubeznik numbers depend only on R and the indices i and j, but
not on any of the choices made realizing R (or R̂) as a quotient [Lyu93, NBW13].
It is important to note that, although the mixed characteristic Lyubeznik numbers were origi-
nally defined to study rings of mixed characteristic, both the standard and the mixed character-
istic Lyubeznik numbers are defined for rings of (equal) characteristic p > 0. This observation
motivates the following question.
Question A. For which rings of positive characteristic is it true that the (standard) Lyubeznik
numbers and the mixed characteristic Lyubeznik numbers agree?
It is known that Question A has a positive answer for Cohen-Macaulay rings and rings of small
dimension [NBW13, Corollary 5.3]. Interestingly enough, however, these types of Lyubeznik
numbers need not always agree, as exhibited by a certain quotient of a power series over a field
of characteristic two by a squarefree monomial ideal [NBW13, Remark 6.11].
In this article, we consider Question A from the perspective of reduction to positive charac-
teristic. Recall that if R is a finitely generated Z-algebra, then we call
Fp ⊗Z R = R/pR
the reduction of R to characteristic p > 0. In this context, one may specialize Question A, and
instead ask for which reductions of a given finitely generated Z-algebra do the standard and
2In [NBW13, NBWZ14], these invariants are referred to as Lyubeznik numbers in mixed characteristic.
3This terminology is not intended to imply that R must be of mixed characteristic in order to define λ˜i,j(R)
(this would be false), but is chosen to emphasize that the integers λ˜i,j(R) arise from considering R (or R̂) as a
quotient of a regular unramified ring of mixed characteristic.
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mixed characteristic Lyubeznik numbers agree locally. Before stating our general result in this
direction, we present an illustrative example.
Example 1.1 (Cohen-Macaulay rings). If a finitely-generated Z-algebra R is Cohen-Macaulay,
then so are its reductions R/pR for all p ≫ 0 [HH99, Theorem 2.3.5]. In light of this, the
aforementioned result [NBW13, Corollary 5.3] shows that if p ≫ 0 and A is the localization of
R/pR at a prime ideal, then λ˜i,j (A) = λi,j (A) for all integers i, j ≥ 0. In fact, the vanishing
of local cohomology modules described in [PS73, Theorem III.4.1] implies that both of these
invariants are zero unless j = dim(R).
As suggested by this example, the standard and mixed characteristic Lyubeznik numbers agree
locally for almost all reductions to characteristic p > 0 of a given finitely-generated Z-algebra.
Theorem B (cf. Theorem 4.5). If R is a finitely generated Z-algebra, then there exists a finite
set of prime integers W with the following property: If p is prime and not contained in W , and
A is the localization of Fp ⊗Z R at a prime ideal, then λ˜i,j(A) = λi,j(A) for all integers i, j ≥ 0.
A fundamental tool in our proof of Theorem B is the fact that local cohomology modules of
polynomial rings over Z have finitely many associated primes [BBL+14].
1.2. The injective dimension of local cohomology modules. In light of the fact that the
local cohomology of a regular ring containing a field satisfies the structural conditions (3) and
(4), the following question of Lyubeznik [Lyu93, Lyu00] is natural.
Question C (Lyubeznik). Given an ideal I of a regular local ring S, do the conditions (3) and
(4) hold for nonzero HjI (S)?
This question has been unresolved in the mixed characteristic case for more than two decades.
To the best of our knowledge, the most significant step toward answering Question C is the
result of Zhou [Zho98, Theorem 5.1], which says the following: If S is regular of unramified
mixed characteristic, and HjI (S) is nonzero for some ideal I of S and integer j ≥ 0, then the
injective dimension of HjI (S) is bounded above by dimSuppS H
j
I (S) + 1. Furthermore, if m
is a maximal ideal of S, then the injective dimension of the iterated local cohomology module
H imH
j
I (S) is at most one. In this article, we prove that the answer to the first part Question C
is affirmative, in most cases, for Z-algebras that descend from Q-algebras.
Theorem D (cf. Theorem 5.4). Given an ideal I of S = Z[x1, . . . , xn] with Q⊗ZH
j
I (S) 6= 0, there
exists a finite set of primes W with the following property: If Q is a prime ideal in SuppS H
j
I (S)
not lying over any prime in W 4, then inj.dimS H
j
I (S)Q ≤ dimSuppS H
j
I (S)Q.
We also show that local cohomology modules satisfy condition (4) in several cases; see Propo-
sition 5.10 for details. Moreover, although we have identified many cases with a positive answer
to Question C, we also construct an example in which properties (3) and (4) fail to hold (cf. the
example presented in [NBW13, Remark 6.11]).
Theorem E (cf. Theorem 6.3). There exists an ideal I of a regular local ring (T,m) of mixed
characteristic, and nonnegative integers i and j, for which inj.dimS H
j
I (T ) > dimSuppS H
j
I (T ),
and such that the iterated local cohomology module H imH
j
I (T ) is not injective.
This theorem establishes a negative answer to both parts of Question C, effectively settling it.
Furthermore, it exhibits a previously-unknown way in which regular rings of equal characteristic
and those of mixed characteristic can behave differently.
4The condition that Q⊗ZH
j
I (S) 6= 0 and the finiteness of W imply that the set of all such prime ideals Q is a
non-empty open (i.e., dense) subset of SuppS H
j
I (S). See Subsection 5.2 for more details.
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We conclude this introduction by mentioning one further result, which may be regarded as an
extension of the recent noted work on smooth Z-algebras [BBL+14]; see Section 3 for the proof.
Theorem F. Given ideals I1, . . . , It of S = Z[x1, . . . , xn], and nonnegative integers j1, . . . , jt, the
t-fold iterated local cohomology module HjtIt · · ·H
j1
I1
(S) has only finitely many associated primes.
We note that Theorem F, and the ideas behind the proof (namely, Corollary 3.11) play a key
role in our proofs of Theorem B, Theorem D, and Proposition 5.10.
2. Local cohomology
In this section, we recall some basic properties of local cohomology modules, and refer the
reader to [BS98] for more details.
2.1. Koszul and local cohomology. The (cohomological) Koszul complex of an element f of
a commutative ring R is the complex K•(f ;R) given by 0 −→ R −→ R −→ 0, where the non-
trivial map is multiplication by f , the left-most copy of R is in degree zero, and the right-most
copy in degree one. More generally, the Koszul complex of a finite sequence f = 〈f1, · · · , fs〉 in
R on an R-module M is defined to be the tensor product of complexes
K•(f ;M) := K•(f1;R)⊗R · · · ⊗R K
•(fs;R)⊗RM,
where we regard M as a complex concentrated in degree zero. The k-th Koszul cohomology
module of f is then defined to be Hk(f ;R) := Hk(K•(f ;R)).
Given a non-negative integer t, the commutative diagram of R-modules
(2.1.1) 0 // R
f t
// R //
f

0
0 // R
f t+1
// R // 0
defines a map of complexes K•(f t;R)→ K•(f t+1;R), and tensoring maps of this form together,
and then tensoring with M , produces a map
(2.1.2) K•(f t;M)→ K•(f t+1;M),
where fn is the sequence obtained by raising every term in f to the n-th power. We use
K•(f∞;M) to denote the limit complex of this directed system, and we recall that there exists
a canonical isomorphism K•(f∞;M) ∼= Cˇ•(f ;M), where Cˇ•(M ;f ) denotes the Čech complex
of f on M . Taking homology in (2.1.2) produces a directed system of R-modules, and as direct
limits commute with homology, we obtain a functorial isomorphism
(2.1.3) lim
t→∞
Hk(K•(f t;M)) ∼= Hk(K•(f∞;M)) ∼= Hk(Cˇ•(f ;M)).
These R-modules depend only on the ideal a generated by the terms in f , and we refer to
these isomorphic objects, denoted by Hka (M), as the k-th local cohomology module of M with
support in a.
2.2. Long exact sequences in local cohomology. Assume now that R is Noetherian. Given
an ideal a of R and a short exact sequence 0 → M → N → P → 0 of R-modules, there is a
functorial long exact sequence
· · · → Hka (M)→ H
k
a (N)→ H
k
a (P )→ H
k+1
a (M)→ · · · .
Given f ∈ R and an R-module M , there is also a long exact sequence, functorial in M ,
· · · → Hka+fR(M)→ H
k
a (M)→ H
k
a (Mf )→ H
k+1
a+fR(M)→ · · · ,
where the map from Hka (M) to H
k
a (Mf )
∼= Hka (M)f is the natural localization map.
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3. Finiteness of associated primes of iterated local cohomology modules
The goal of this section is to prove Theorem F, which extends the recent result of Bhatt, Blickle,
Lyubeznik, Singh, and Zhang on the finiteness of the associated primes of local cohomology
[BBL+14, Theorem 1.2]. The proof itself appears in the last subsection, while in the earlier
subsections, we survey some results from the theory of F -modules and D-modules. Our main
reference for the theory of F -modules is [Lyu97].
3.1. F -modules. Given a ring R of characteristic p > 0 and a non-negative integer e, let R(e)
denote the abelian group R considered as an R-bimodule via the rule r · x · s = rxsp
e
. For
the remainder of this subsection, we assume that R is regular, so that the functor F taking an
R-module M to the (left) R-module F (M) = R(e) ⊗RM is exact. An F -module consists of an
R-module M and an R-module isomorphism M ∼= F (M), which we call the structure morphism
ofM . The isomorphism R→ F (R) given by x 7→ x⊗1 shows that R is an F -module, and in this
article, we always regard R as an F -module in this way. A map between F -modules M ∼= F (M)
and N ∼= F (N) is an R-linear map M → N that respects the structure morphisms (that is, so
that the expected diagram commutes).
Given a map α :M → F (M) of R-modules, consider the following commutative diagram.
M
α
//
α

F (M)
F (α)
//
F (α)

F 2(M)
F 2(α)

F 2(α)
// · · ·
F (M)
F (α)
// F 2(M)
F 2(α)
// F 3(M)
F 3(α)
// · · ·
If M denotes the direct limit of the first row of this diagram, the vertical arrows induce an
isomorphism M → F (M ). In this case, we say that α generates the F -module M .
3.2. Local cohomology as an F -module. The localization of an F -module can be regarded
as an F -module in such a way that the localization map is a map of F -modules [Lyu97, Example
1.2]. In particular, the Čech complex of an F -module is a complex of F -modules, and therefore,
the (iterated) local cohomology of an F -module is also an F -module. In Proposition 3.3 below,
which is an adaptation of [Lyu97, Proposition 1.11(b)], we describe another (isomorphic) F -
module structure on local cohomology. Before proceeding, we recall some basic facts:
Remark 3.1 (Direct limits and tensor products). The natural numbers are a basic example of
a filtered poset. As such, direct limits of N-directed systems satisfy certain desirable conditions.
For example, if {Mi}
∞
i=1 and {Ni}
∞
i=1 are two directed systems of R-modules, then(
lim
i→∞
Ni
)
⊗R
(
lim
i→∞
Mi
)
∼= lim
i→∞
(Mi ⊗R Ni).
The analogous identity for complexes of R-modules also holds [ILL+07, Theorem 4.28], and we
use these identities without mention in the following remark.
Remark 3.2 (Koszul complexes and the Frobenius functor). The standard F -module structure
R ∼= F (R) allows us to canonically identify K•(fp;R) with F (K•(f ;R)), which gives us two
different ways to regard the second row in the following commutative diagram
0 // R
f
// R //
fp−1

0
0 // R
fp
// R // 0
.
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In other words, there exists a commutative diagram of complexes
K•(f ;R)
((P
PP
PP
PP
PP
PP
P
ww♦♦
♦♦
♦♦
♦♦
♦♦
♦
K•(fp;R)
∼=
// F (K•(f ;R)).
More generally, given a finite sequence f in R, the flatness of the Frobenius morphism allows
us tensor sequences of this form together to obtain a commutative diagram
K•(f ;R)
((◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
ww♦♦
♦♦
♦♦
♦♦
♦♦
♦
K•(fp;R)
∼=
// F (K•(f ;R)).
Next, fix an R-module M , and let M be the F -module generated by α : M → F (M).
Tensoring the vertical maps above with α produces
(3.2.1) K•(f ;M)
((◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
vv♠♠
♠♠
♠♠
♠♠
♠♠
♠♠
K•(fp;F (M))
∼=
// F (K•(f ;M)),
and considering the directed systems that result from iterating these maps, we see that
lim
e→∞
F e(K•(f ;M)) ∼= lim
e→∞
K•(fp
e
, F e(M)) = lim
e→∞
(
K•(fp
e
;R)⊗ F e(M)
)
∼=
(
lim
e→∞
K•(fp
e
;R)
)
⊗
(
lim
e→∞
F e(M)
)
=
(
lim
e→∞
K•(fp
e
;R)
)
⊗M
∼= lim
e→∞
(
K•(fp
e
;R)⊗M
)
= K•(f∞;M ).
At the level of homology, the isomorphism K•(f∞,M ) ∼= lime→∞ F e(K•(f ;M)) becomes
Hka (M ) = H
k(K•(f∞,M )) ∼= lim
e→∞
Hk(F e(K•(f ;M)) ∼= lim
e→∞
F e(Hk(f ;M)),
where a is the ideal generated by the terms of f , and the last directed system is obtained by
taking homology of the right-most map in (3.2.1).
We summarize the content of Remark 3.2 below.
Proposition 3.3 (cf. [Lyu97, Proposition 1.11(b)]). Fix a finite sequence f in R whose terms
generate the ideal a of R. Fix an arbitrary R-linear homomorphism α : M → F (M), and let
β : Hk(f ;M) → F (Hk(f ;M)) be the associated map induced by (3.2.1). If M is the F -module
generated by α, and N is the F -module generated by β, then there exists an isomorphism of
F -modules N ∼= Hka (M ) such that
Hk(f ;M) //

Hk(f ;M )

N
∼=
// Hka (M )
commutes, where Hk(f ;M) → N is the map to the direct limit, Hk(f ;M) → Hk(f ;M ) is the
functorial map induced by the map to the direct limit M → M , and the right-most vertical map
is the one given by the natural transformation from Koszul to local cohomology.
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3.3. Iterated local cohomology. For the rest of this section, we work in the following context.
Setup 3.4. Let S be a polynomial ring over Z. For every t ∈ N, fix a finite sequence f t in S
generating an ideal at ⊆ S. For all d > 0 and u ∈ Zd, consider the compositions of functors
Au( ) = Hu1(f1 ; ) ◦ · · · ◦H
ud(fd ; ) and B
u( ) = Hu1a1 ◦ · · · ◦H
ud
ad
( )
from the category of S-modules to itself. Note that the natural transformation from Koszul to
local cohomology induces a natural transformation of functors Au → Bu for every u ∈ Zd.
Remark 3.5 (Induced functors on the reductions of S modulo a prime integer). Fix a prime
integer p > 0, and set R = S/pS. If M is an R-module, then HkI (M) is also an R-module, and
is in fact isomorphic (as R-modules) to HkIR(M). The analogous property also holds for Koszul
cohomology, and it follows from these observations that, when restricted to the category of R-
modules, the functor Au (respectively, Bu) may be regarded as an iterated Koszul (respectively,
local) cohomology functor on R. It is also worth pointing out that the natural transformation
from Au → Bu as functors of S-modules restricts to a natural transformation of functors of
R-modules, and is compatible with the one given by considering Au and Bu as iterated Koszul
and local cohomology of R-modules. Finally, we note that the functor Bu not only induces a
functor of R-modules, but also induces a functor of FR-modules, where FR denotes the Frobenius
functor on the polynomial ring R.
The following technical result is centered on the behavior of iterated local and Koszul coho-
mology with respect to the sequence 0 → S
p
−→ S → S/pS → 0, with p > 0 a prime integer.
This result plays an important role in the proof of Theored 3.10 later in this section, and in some
sense, is what one needs to overcome the lack, in general, of long exact sequences associated to
iterated cohomology.
Lemma 3.6. Let Gu denote either the functor Au or Bu. Fix a positive integer d and a prime
integer p > 0, and consider the exact sequence of S-modules 0→ S
p
−→ S → S/pS → 0. If either
(1) the induced map Gu(S)
p
−→ Gu(S) is injective for every 1 ≤ c ≤ d and u ∈ Zc, or
(2) the induced map Gu(S)→ Gu(S/pS) is surjective for every 1 ≤ c ≤ d and u ∈ Zc,
then for all 1 ≤ c ≤ d and u ∈ Zc, we have an exact sequence
0→ Gu(S)
p
−→ Gu(S)→ Gu(S/pS)→ 0.
Proof. Set R = S/pS. We proceed by induction on d. First, suppose that d = 1. In this case, the
key point is that the functor Gu with u ∈ Z has an associated long exact sequence. Moreover,
if multiplication by p on Gu(S) is injective for every u ∈ Z, or Gu(S) → Gu(R) is surjective for
every u ∈ Z, then the long exact sequence in Gu induced by
0→ S
p
−→ S → R→ 0
splits into short exact sequences, which establishes the lemma when d = 1.
Next, suppose that the lemma is true for some positive integer d, and that either multiplication
by p is injective on Gu(S) for every 1 ≤ c ≤ d+1 and u ∈ Zc, or that Gu(S)→ Gu(R) is surjective
for every 1 ≤ c ≤ d+ 1 and u ∈ Zc. The inductive hypothesis then implies that
(3.3.1) 0→ Gu(S)
p
−→ Gu(S)→ Gu(R)→ 0
is exact for every 1 ≤ c ≤ d and u ∈ Zc. Thus, to complete the proof, it suffices to show that
(3.3.1) is exact when u is replaced with any w ∈ Zd+1.
Fix u ∈ Zd. As in the base case, the long exact sequence in either Koszul or local cohomology
(depending on which iterated functor Gu represents) induced by (3.3.1) splits into short exact
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sequences of the form 0 → Gw(S)
p
−→ Gw(S) → Gw(R) → 0, with w ∈ Zd+1, by our assump-
tions on the maps induced by Gw. As every sequence of this form with w ∈ Zd+1 arises in this
way, we can conclude the proof. 
The following is an extension of Proposition 3.3 to the context of iterated cohomology.
Proposition 3.7. Let R = S/pS denote the reduction of S modulo some prime integer p > 0.
Fix an FR-module M ∼= FR(M ) and u ∈ Z
d, and let β : Au(M ) → FR(A
u(M )) be the map
obtained by iterating5 the one induced by (3.2.1). If N is the FR-module generated by β, then
there exists an isomorphism of FR-modules N ∼= B
u(M ) such that
Au(M )
∼=
//

Au(M )

N
∼=
// Bu(M )
commutes, where Au(M )→ N is the map into the direct limit, Au(M ) ∼= Au(M ) is obtained by
applying Au to the identification of M with the F -module generated by its structure morphism,
and the right-most vertical map is the one given by the natural transformation from Au to Bu.
Proof. This follows from a straightforward induction on d ≥ 1 in which one repeatedly invokes
Proposition 3.3, with α being the structure morphism M ∼= F (M ). 
3.4. F -modules and D-modules. Let T be a a ring, and let D(T ) denote the ring of Z-linear
differential operators on T . Throughout this discussion, the term “D-module” always refer to a
left D(T )-module. Note that a D-module is always T -module via restriction of scalars.
The maps in the Čech complex of a sequence in T on a D-module M are D-linear, and so
the local cohomology of M inherits a natural D-module structure from M [Lyu93, Example
2.1(iv)]. This also shows that given a map of D-modules, the associated (functorial) maps on
local cohomology are again D-linear. It follows that the iterated local cohomology modules of
a D-module are themselves D-modules, and that the functorial maps determined by iterated
local cohomology are D-linear. There is another canonical D-module structure on iterated local
cohomology in positive characteristic. Indeed, if T has characteristic p > 0 with Frobenius functor
F , then the structure morphism M ∼= F (M) of an F -module M allows one to define a natural
D(T )-module structure on M [Lyu97, Section 5]. Fortunately, these two D-module structures
on (iterated) local cohomology (one coming from the Čech complex, and the other induced by
the F -module structure) are isomorphic (see, e.g., [Lyu97, Example 5.1(b) and 5.2(c)]). When
referring to (iterated) local cohomology in positive characteristic as a D-module, we always mean
either of these two isomorphic D-module structures.
The following result gives an important criterion for when a subset of given F -module generates
it as D-module, and plays a crucial role in our proof of Proposition 3.9.
Lemma 3.8 ([ÀMBL05, Corollary 4.4]). Suppose that T is a regular finitely generated algebra
over an F -finite regular local ring of characteristic p > 0. If M is a finitely generated T -module,
and a T -linear map M → F (M) generates the F -module M , then the image of M in the direct
limit M generates M as a D(T )-module.
We now specialize to the context of Setup 3.4.
Proposition 3.9. Fix u ∈ Zd and a prime integer p > 0. If the map Au(S) → Au(S/pS)
induced by the map S → S/pS is surjective, then so is the induced map Bu(S)→ Bu(S/pS).
5In this iterative process, we repeatedly apply the fact that the Frobenius functor is exact.
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Proof. Set R = S/pS. Let α : R ∼= F (R) be defined via x 7→ x⊗1, and let β : Au(R)→ F (Au(R))
be the map given by iterating the one induced by 3.2.1. If N is the F -module generated by β,
then by Proposition 3.7, there exists an isomorphism of F -modules N ∼= Bu(R) such that
Au(R)
∼=
//

Au(R)
φ

N
∼=
// Bu(R)
commutes, where φ denotes the map induced by the natural transformation from Au to Bu. By
Lemma 3.8, the image of Au(R) in N generates N as an D(R)-module. However, as the lower
row is an isomorphism of F -modules, our earlier discussion implies that it is also an isomorphism
of D(R)-modules, and consequently, the image of Au(R) under the composition
Au(R)→ N ∼= Bu(R),
which equals Im(φ) by the commutativity of the diagram, generates Bu(R) as a D(R)-module.
Next, consider the following commutative diagram, which is obtained by applying the natural
transformation Au → Bu to the canonical surjection S → R.
(3.4.1) Au(S) //

Au(R)
φ

Bu(S)
ψ
// Bu(R)
By our earlier discussion, the iterated local cohomology modules Bu(S) and Bu(R) are D(S)-
modules, and the map ψ is D(S)-linear. It follows that Im(ψ) is a D(S)-module that is killed
by p, and is therefore a D(S)/pD(S) ∼= D(R)-submodule of Bu(R) (the preceding isomorphism
follows from the discussion in [BBL+14, Subsection 2.1]).
We now combine these observations to complete the proof: By hypothesis, the top row in
(3.4.1) is surjective, and therefore, Im(φ) ⊆ Im(ψ). However, as noted above, Im(φ) generates
Bu(R) over D(R), and Im(ψ) is a D(R)-submodule of Bu(A), so that
Bu(R) = D(R) · Im(φ) ⊆ D(R) · Im(ψ) = Im(ψ),
which allows us to conclude that ψ is surjective. 
Theorem 3.10. Fix a positive integer d. If multiplication by a prime integer p > 0 is injective
on Au(S) for every 1 ≤ c ≤ d and u ∈ Zc, then it is also injective on Bu(S) for every 1 ≤ c ≤ d
and u ∈ Zc.
Proof. Set R = S/pS. According to Lemma 3.6, our hypothesis that multiplication by p is
injective implies that Au(S) → Au(R) is surjective for every 1 ≤ c ≤ d and u ∈ Zc. It follows
from Proposition 3.9 that Bu(S)→ Bu(R) is also surjective for every 1 ≤ c ≤ d and u ∈ Zc, and
applying Lemma 3.6 once more shows that multiplication by p on Bu(S) is injective for every
1 ≤ c ≤ d and u ∈ Zc. 
Corollary 3.11. Given a positive integer d, there are only finitely many prime integers p > 0
for which multiplication by p on is not injective on Bu(S) for some u ∈ Zd.
Proof. If p is a zero divisor on Bu(S) for some u ∈ Zd, then it then follows from Theorem 3.10
that p must be a zero divisor Aw(S) for some 1 ≤ c ≤ d and w ∈ Zc, and therefore that p is
contained in an associated prime of such a module. The fact that there are only finitely many
such p > 0 then follows from the fact that there are only finitely many non-zero iterated Koszul
cohomology modules of this form, and that each associated prime of each such module (of which
there are only finitely many, since these modules are finitely generated over S) can contain at
most one positive prime integer. 
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3.5. The finiteness of associated primes of iterated local cohomology. We are now ready
to prove Theorem F from the introduction. In the context of Setup 3.4, this theorem states that
for every positive integer d and u ∈ Zd, the module Bu(S) has finitely many associated primes.
Proof of Theorem F. Fix a positive integer d and an element u ∈ Zd, and set B = Bu(S). The
unique map Spec(S)→ Spec(Z) induces a map pi : AssS(B)→ Spec(Z). To show that AssS(B)
is finite, it suffices to show that the image of pi is finite, and that the fiber over any point in the
image of pi is also finite.
To show that the image of pi is finite, it suffices to show that it contains only finitely many
positive prime integers. However, if a prime integer p > 0 is contained in the image of pi, then p
is contained in some associated prime of B, and is therefore a zero divisor on B. Corollary 3.11
then shows that there are only finitely many such prime integers.
We now consider the fibers of pi. The associated primes in pi−1(0) are in one-to-one correspon-
dence with the associated primes of the localization Q ⊗Z B = Bu(Q ⊗Z S), and there are only
finitely many such primes by [Lyu93, Remark 3.7(i)]. On the other hand, the primes in pi−1(p)
for some prime integer p > 0 are precisely the associated primes of B containing p, and there are
only finitely many such primes by [NB13, Theorem 1.2]. 
4. On the agreement of (standard) and mixed characteristic Lyubeznik numbers
In this section, we focus on Question C from the introduction, which is concerned with the
equality of the (standard) and mixed characteristic Lyubeznik numbers in a natural context
in which they are both defined (namely, for local rings of characteristic p > 0 obtained from
some fixed finitely generated Z-algebra). The first subsection is dedicated to establishing some
important results (the results established in this subsection are utilized in both the current and
the next section). In the second subsection, we prove Theorem B (in fact, we prove a more
precise statement in Theorem 4.5). We refer the reader to the introduction for the definition of
the standard and mixed characteristic Lyubeznik numbers.
4.1. Preliminary lemmas. Throughout this subsection, we suppose that T is an unramified
regular local ring of mixed characteristic p > 0, with residue field k. In what follows, we
repeatedly use (without further reference) the fact that local cohomology modules of T and
T/pT with support in arbitrary ideals have finite Bass numbers [Lyu00, HS93].
Lemma 4.1. If M is a T -module such that pM = 0, then
ExtiT (k,M)
∼= ExtiT/pT (k,M)⊕ Ext
i−1
T/pT (k,M)
as modules over T/pT for every integer i.
Proof. Let g be a finite sequence in T such that, together with p, forms a regular system of
parameters for T . By definition, the complex K•(p,g;M) equals
K•(g;T )⊗T K
•(p;M) = K•(g;T )⊗T
(
0→M
p
−→M → 0
)
,
and therefore,
Ki(p,g;M) =
(
Ki(g;T )⊗T M
)
⊕
(
Ki−1(g;T )⊗T M
)
,
where the copy of M in the left-hand summand is in degree zero, and that in the right-hand
summand is in degree one. By hypothesis, multiplication by p on M is the zero map, and given
this, it follows that the differentials onK•(p,g;M) preserve each summand in this decomposition.
In fact, it is straightforward to verify that, up to a sign, the induced maps on each summand
agree with the differentials on the complexes Ki(g;M) and Ki−1(g;M), respectively. In other
words, there is an isomorphism of complexes
(4.1.1) Ki(p,g;M) ∼= Ki(g;M)⊕Ki−1(g;M).
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By our choice of g, we may compute ExtiT (k,M) as the cohomology of K
i(p,g;M). Moreover,
the image of g modulo p forms a system of parameters for T/pT , and the Koszul complex of g
modulo p onM , considered as a module over T/pT , can be identified with the complex K•(g;M).
As before, this complex can be used to compute the modules ExtiT/pT (k,M), and the lemma then
follows from (4.1.1). 
Using Lemma 4.1, we can relate the Bass numbers of certain local cohomology modules of T
with those of certain local cohomology modules of the reduction of T modulo p.
Corollary 4.2. If a is an ideal of T such that multiplication by p is injective on Hja (T ) for every
j ≥ 0, then for every pair of nonnegative integers i and j,
dimk Ext
i
T (k,H
j
a (T )) = dimk Ext
i−1
T/pT (k,H
j
a(T/pT )).
Proof. Our hypothesis on p guarantees that the long exact sequence in local cohomology with
respect to a associated to the short exact sequence 0→ T
p
−→ T → T/pT → 0 breaks into short
exact sequences
0→ Hja (T )
p
−→ Hja(T )→ H
j
a (T/pT )→ 0.
In turn, each such short exact sequence in local cohomology induces a long exact sequence
· · · // Exti−1T (k,H
j
a (T ))
p
// Exti−1T (k,H
j
a (T )) // Ext
i−1
T (k,H
j
a (T/pT )) EDBC
GF@A
00❛❛❛ ExtiT (k,H
j
a(T ))
p
// ExtiT (k,H
j
a (T )) // · · · ,
and as multiplication by p is zero on each ExtiT (k,H
j
a (T )), we obtain short exact sequences
(4.1.2) 0→ Exti−1T (k,H
j
a (T ))→ Ext
i−1
T (k,H
j
a(T/pT )) → Ext
i
T (k,H
j
a (T ))→ 0
for every pair of integers i and j.
We are now ready prove the corollary by induction on i ≥ 0. If i = 0, then it is automatic
that Exti−1T/pT (k,H
j
a(T/pT )) is zero, while the fact that ExtiT (k,H
j
a (T )) is also zero follows from
(4.1.2). Next, suppose that
dimk Ext
i
T (k,H
j
a (T )) = dimk Ext
i−1
T/pT (k,H
j
a (T/pT ))
for some i ≥ 0 and all j ≥ 0. According to (4.1.2),
dimk Ext
i+1
T (k,H
j
a (T )) = dimk Ext
i
T (k,H
j
a (T/pT ))− dimk Ext
i
T (k,H
j
a (T )),
and by Lemma 4.1 (with M = Hja(T/pT )), we also have that
dimk Ext
i
T (k,H
j
a(T/pT )) = dimk Ext
i
T/pT (k,H
j
a (T/pT )) + dimk Ext
i−1
T/pT (k,H
j
a (T/pT )).
Substituting the second identity into the first shows that dimk Exti+1T (k,H
j
a (T )) equals
dimk Ext
i
T/pT (k,H
j
a(T/pT )) + dimk Ext
i−1
T/pT (k,H
j
a (T/pT ))− dimk Ext
i
T (k,H
j
a (T )),
and our inductive hypothesis implies that the two right-most terms are equal, leaving
dimk Ext
i+1
T (k,H
j
a (T )) = dimk Ext
i
T/pT (k,H
j
a (T/pT )),
which allows us to conclude the proof. 
We now shift our attention to the study of certain local cohomology modules with support in
ideals containing a prime integer p > 0.
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Lemma 4.3. If b is an ideal of T containing p, then Hj−1
b
(Tp/T ) ∼= H
j
b
(T ) for every j ≥ 0.
Furthermore, if a is an ideal of T such that multiplication by p is injective on Hja (T ) for every
j ≥ 0, and b = a+ pT , then for every j ≥ 0, there is a short exact sequence
0→ Hja(T/pT )→ H
j
b
(Tp/T )
p
−→ Hj
b
(Tp/T )→ 0.
Proof. Since bTp = Tp, the long exact sequence in local cohomology induced by the short exact
sequence 0 → T → Tp → Tp/T → 0 implies that H
j−1
b
(Tp/T ) ∼= H
j
b
(T ) for all integers j ≥ 0,
establishing the first claim.
Next, let a be above, and set b = a+ pT . Since multiplication by p is injective on Hja (T ), the
localization map Hja(T )→ H
j
a(Tp) is injective, and therefore, the long exact sequence
· · · → Hja (T )→ H
j
a (Tp)→ H
j+1
b
(T )→ · · ·
breaks into short exact sequences
(4.1.3) 0→ Hja (T )→ H
j
a(Tp)→ H
j+1
b
(T )→ 0.
As p is a unit in Tp, multiplication by p on H
j
a (Tp) ∼= H
j
a(T ) ⊗T Tp is surjective, and (4.1.3)
then implies that multiplication by p must also be surjective on the quotient Hj+1
b
(T ). It then
follows from the first part of the lemma that multiplication by p is surjective on Hj
b
(Tp/T ), and
consequently, the long exact sequence in local cohomology associated to the short exact sequence
0→ T/pT → Tp/T
p
−→ Tp/T → 0,
in which the first homomorphism sends the class of x to the class of xp , induces short exact
sequences 0→ Hj
b
(T/pT ) → Hj
b
(Tp/T )
p
−→ Hj
b
(Tp/T )→ 0 for every j ≥ 0. Finally, because the
expansions of a and b to T/pT agree, we may replace b with a in the first module in this short
exact sequence. 
Corollary 4.4. If a is an ideal of T such that multiplication by p is injective on Hja (T ) for every
j ≥ 0, and b = a+ pT , then for every pair of nonnegative integers i and j,
dimk Ext
i
T (k,H
j
b
(T )) = dimk Ext
i
T/pT (k,H
j−1
a (T/pT )).
Proof. The short exact sequence given in Lemma 4.3 induces the long exact sequence
· · · // Exti−1T (k,H
j
a (T/pT )) // Ext
i−1
T (k,H
j
b
(Tp/T ))
p
// Exti−1T (k,H
j
b
(Tp/T )) EDBC
GF@A
00❜❜❜ Ext
i
T (k,H
j
a (T/pT )) // Ext
i
T (k,H
j
b
(Tp/T ))
p
// ExtiT (k,H
j
b
(Tp/T )) // · · · .
As multiplication by p is zero on k, it is also zero on every module in this sequence, which
therefore breaks into short exact sequences
0→ Exti−1T (k,H
j
b
(Tp/T ))→ Ext
i
T (k,H
j
a (T/pT ))→ Ext
i
T (k,H
j
b
(Tp/T ))→ 0.
On the other hand, setting M = Hja (T/pT ) in Lemma 4.1 also shows that
ExtiT (k,H
j
a (T/pT ))
∼= ExtiT/pT (k,H
j
a(T/pT )) ⊕ Ext
i−1
T/pT (k,H
j
a(T/pT )).
Comparing these two descriptions of ExtiT (k,H
j
b
(T/pT )), and then inducing on i ≥ 0, show
that dimk ExtiT/pT (k,H
j−1
a (T/pT )) = dimk Ext
i
T (k,H
j−1
b
(Tp/T )) for all i, j ≥ 0, and the corol-
lary then follows from the first isomorphism in Lemma 4.3. 
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4.2. On the agreement of Lyubeznik numbers. Theorem B is a statement about the
Lyubeznik numbers of rings obtained from a polynomial ring over Z by first killing a prime
integer p > 0, and then localizing at a prime ideal. Below, we set the notation needed to
precisely describe this process (and this notation also appear in Theorem 4.5).
Let S denote a polynomial ring over Z, fix an ideal I of S, and set R = S/I. Furthermore, fix
a prime integer p > 0, and an ideal Q of S containing a prime integer p > 0 and I. The ideal
Q expands to a prime ideal under the canonical map from S to each of the rings S/pS,R, and
R/pR = S/(I + pS); abusing notation, we also use Q to denote the expansion of Q ⊆ S to these
rings. We also set T = SQ, so that (T,QT,k) is a regular local ring of mixed characteristic p. In
fact, because T/pT is the localization of a polynomial ring over Fp (and, in particular, a regular
local ring), the prime p must be part of a minimal generating set for the maximal ideal of T (i.e.,
T is unramified). Finally, we set
A = (R/pR)Q = SQ/(ISQ + pSQ) = T/(IT + pT ).
To prove Theorem B, it suffices to show that there exists a finite set of prime integers W for
which λi,j(A) = λ˜i,j(A) for i, j ≥ 0 whenever p /∈W . Below, we establish a slightly more refined
statement.
Theorem 4.5 (cf. Theorem B). Under the above notation, let W denote set of prime integers
that are zero divisors on HjI (S) for some j ≥ 0 (which is a finite set by Corollary 3.11). If p /∈W
and i, j ≥ 0, then
λi,j(A) = λ˜i,j(A) = λ˜i+1,j+1(RQ).
Proof. By definition, we have an exact sequence
0→ IT → T → RQ → 0 and 0→ IT + pT → T → A→ 0
of T -modules, and an exact sequence of T/pT -modules
0→ (IT + pT )/pT → T/pT → A→ 0.
Set d = dim(T ). As the left-most term in the short exact sequence of T/pT -modules agrees
with the expansion of IT to T/pT , these sequences imply that
λ˜i+1,j+1(RQ) = dimk Ext
i+1
T (k,H
d−j−1
IT (T )),
λ˜i,j(A) = dimk Ext
i
T (k,H
d−j
IT+pT (T )), and
λi,j(A) = dimk Ext
i
T/pT (k,H
d−j−1
IT (T/pT )).
As p /∈ W , multiplication by p is injective on HjI (S) for every j ≥ 0. As T is flat over S,
it follows that multiplication by p is also injective on HjIT (T ) = T ⊗S H
j
I (S) for every j ≥ 0.
In light of this, we may then combine Corollary 4.2 (with a = IT ) and our description of the
Lyubeznik numbers above to conclude that λ˜i+1,j+1(RQ) = λi,j(A). Similarly, we may apply
Corollary 4.4 (with a = IT ) to concluce that λ˜i,j(A) = λi,j(A). 
5. Affirmative answers to Lyubeznik’s question
In this section, we consider Lyubezink’s question (i.e., Question C from the introduction),
which asks the following: Suppose I is an ideal of a regular local ring (S,m) such that HjI (S) 6= 0.
• Is inj.dimS H
j
I (S) less than or equal to dimSuppS H
j
I (S)?
• Is the iterated local cohomology module H imH
j
I (S) injective for every i ≥ 0?
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In the first subsection (namely, in Theorem 5.4), we give a positive answer to the first question
in an interesting case, and in the third subsection (namely, in Proposition 5.10), we do the same
for the second question. In the second subsection, we discuss the condition that local cohomology
over a finitely generated Z-algebra descends from local cohomology over Q.
5.1. Positive answers to the question on injective dimension.
Remark 5.1 (On the support of certain local cohomology). Suppose that a is an ideal of a ring
T . If j ≥ 0 and p > 0, then because multiplication by p is zero on Hja(T/pT ),
(5.1.1) SuppT H
j
a(T/pT ) = SuppT H
j
a(T/pT ) ∩ V(pT ) = SuppT/pT H
j
a(T/pT ),
where we have identified Spec(T/pT ) with V(pT ) ⊆ SpecT . If, in addition, multiplication by p
is injective on every local cohomology module of T with support in a, then the exact sequence
0→ Hja(T )
p
−→ Hja(T )→ H
j
a(T/pT ) → 0
implies further that
SuppT H
j
a(T/pT ) ⊆ (SuppT H
j
a(T )) ∩ V(pT ).
Furthermore, because every prime in (SuppT H
j
a(T )) ∩V(pT ) must properly contain an asso-
ciated prime of HJa (T ) (the properness follows from the assumption that p is a nonzerodivisor
on Hja(T ), and therefore cannot be contained in any associated prime), this shows that
(5.1.2) dimSuppT H
j
a(T/pT ) ≤ dim(SuppT H
j
a (T ) ∩V(pT )) ≤ dimSuppT H
j
a(T )− 1.
Lemma 5.2. Let (T,m) be an unramified regular local ring of mixed characteristic p > 0. If
Q ( m is a prime ideal of T , and a is an arbitrary ideal of T , then for j ≥ 0,
ExtiTQ(TQ/QTQ,H
j
a (TQ)) = 0 for i > dimSuppT H
j
a(T ).
Proof. Any chain of prime ideals in SuppT H
j
a(T ) contained in Q can be extended by adding m.
In other words, dimSuppT H
j
a (TQ) ≤ dimSuppT H
j
a (T )− 1, so that by [Zho98, Theorem 5.1],
inj.dimHja (TQ) ≤ dimSuppT H
j
a (TQ) + 1 ≤ dimSuppT H
j
a (T ).
Thus, all Bass numbers of Hja(TQ) vanish above dimSuppT H
j
a (T ). 
Proposition 5.3. Let T be an unramified regular local ring of mixed characteristic p > 0, and
let a be an ideal of T such that multiplication by p is injective on every local cohomology module
of T with support in a. If b = a+ pT and Hj
b
(T ) is nonzero, then
inj.dimT H
j
b
(T ) ≤ dimSuppT H
j
b
(T ).
Proof. Given such a nonzero local cohomology module Hj
b
(T ), we aim to show that all of its
Bass numbers beyond the dimension of its support are zero. Lemma 5.2 shows that this holds
for Bass numbers with respect to non-maximal prime ideals, so it remains to show that
(5.1.3) dimk ExtiT (k,H
j
b
(T )) = 0 for i > dimSuppT H
j
b
(T ),
where k denotes the residue field of T .
To establish (5.1.3), our strategy will be to “replace" the T -modules in this statement with
T/pT -modules, and then appeal to results in [Lyu93] (the key point being that T/pT is a regular
local ring of characteristic p > 0). As a first step in this direction, observe that Corollary 4.4
allows us to restate (5.1.3) as
dimk Ext
i
T/pT (k,H
j−1
b
(T/pT )) = 0 for i > dimSuppT H
j
b
(T ).
Assume, momentarily, that
(5.1.4) SuppT H
j
b
(T ) = SuppT/pT H
j−1
a (T/pT ),
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where we regard the latter set as a subset of Spec(T/pT ) = V(pT ) ⊆ SpecT . Given this, we
may rewrite (5.1.3) as the equivalent condition
dimk Ext
i
T/pT (k,H
j−1
b
(T/pT )) = 0 for i > dimSuppT/pT H
j−1
a (T/pT ),
and this condition holds by [Lyu93, Corollary 3.6].
Thus, to conclude the proof, it suffices to justify (5.1.4). Towards this, notice that localizing
the sequence given by Lemma 4.3 at a prime ideal Q of T gives a short exact sequence
0→ Hj−1a (T/pT )Q → H
j−1
b
(Tp/T )Q
p
→ Hj−1
b
(Tp/T )Q → 0.
As p ∈ b, multiplication by p cannot be injective on Hj−1
b
(Tp/T )Q unless it is the zero module,
and so Hj−1
b
(Tp/T )Q vanishes if and only if H
j−1
a (T/pT )Q does. In other words,
SuppT H
j−1
b
(Tp/T ) = SuppT H
j−1
a (T/pT ).
To establish (5.1.4), simply note that the left-hand side above agrees with SuppT H
j
b
(T ) by
Lemma 4.3, and that the right-hand side above agrees with SuppT/pT H
j−1
a (T/pT ) by (5.1.1). 
Theorem 5.4 (cf. Theorem D). Let S be a polynomial ring over Z, and I an ideal of S. Let W
denote the set of prime integers that are zero divisors on HjI (S) for some j ≥ 0 (which is a finite
set by Corollary 3.11). If Q ∈ SuppS H
j
I (S) does not lie over a prime in W , then
inj.dimS H
j
I (S)Q ≤ dimSuppS H
j
I (S)Q.
Proof. Suppose Q is a prime ideal in SuppS H
j
I (S) lying over p /∈ W . Let T = SQ, and let k
be its residue field. As in the proof of Proposition 5.3, we reduce to proving a statement about
T/pT -modules, and then appeal to [Lyu93]. We stress, however, that the reduction step here is
different from the one used in the proof of Proposition 5.3.
Since all Bass numbers of HjIT (T ) with respect to non-maximal prime ideals of T vanish
beyond the dimension of its support by Lemma 5.2, it is enough to show that
dimK Ext
i
T (k,H
j
IT (T )) = 0 if i > dimSuppT H
j
IT (T ),
which, by Corollary 4.2, may be restated as
(5.1.5) dimK Exti−1T/pT (k,H
j
IT (T/pT )) = 0 if i > dimSuppT H
j
IT (T ).
By our choice of p, (5.1.2) shows that
dimSuppT/pT H
j
IT (T/pT ) + 1 ≤ dimSuppT H
j
IT (T ),
and therefore, the condition in (5.1.5) holds whenever
dimK Ext
i−1
T/pT (k,H
j
I (T/pT )) = 0 if i− 1 > dimSuppT H
j
IT (T ).
However, this last condition holds by [Lyu93, Corollary 3.6]. 
5.2. On the condition that local cohomology of Z-algebras descends from Q. Let S be
a polynomial ring over Z, and I an ideal of S. In this subsection, we consider the condition that
Q⊗Z H
j
I (S) 6= 0,
which appears in the statement of Theorem D, but not in the statement of Theorem 5.4.
First, we consider what occurs when this condition fails: Fix an integer j ≥ 0, and set
H = HjI (S). If Q ⊗Z H = 0, then no associated prime of H lies over 0 ∈ Z. Consequently, as
any prime Q ∈ SuppS H contains an associated prime Q0 of H, the preceding observation shows
that pZ = Q0 ∩Z ⊆ Q ∩Z for some prime integer p > 0, and it follows that Q ∩ Z = pZ as well.
However, being an element of an associated prime, p is a zero divisor on H, and therefore, Q lies
over a prime contained in the set W appearing in the statement of Theorem 5.4. It follows from
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this that for such local cohomology modules, Theorem 5.4 is vacuous. We provide a concrete
example of this situation below.
Example 5.5. Let S be a polynomial ring in six indeterminates over Z, and let I denote the
monomial ideal corresponding to Reisner’s variety [Rei76]. It is know that H = H4I (S) is nonzero
[Lyu84, Example 1]. On the other hand, Q ⊗Z S/I is Cohen-Macaulay [Rei76, Remark 3], and
therefore, Q⊗Z H = 0 by [ÀM00, Proposition 3.1]. By the preceding discussion, Theorem 5.4 is
an empty statement in this case. See Section 6 for a closely-related example.
Next, we consider the situation when local cohomology of S descends from Q. In Corollary
5.7 below, we show that this condition guarantees that Theorem 5.4 is not vacuous. We start
with a lemma that is well known to experts.
Lemma 5.6. If A is finitely generated as an algebra, and torsion-free, over Z, then there are
only finitely many prime integers that are units of A.
Proof. Suppose that there exists an infinite sequence of prime integers {pk}∞k=1 that are units of
A. By generic freeness [HR74, Lemma 8.1], there exists a non-zero integer d such that Ad is free
over Zd. For k ≫ 0, the prime integer pk does not divide d, and therefore, ∩∞k=1pkZd = 0; as Ad is
free over Zd, we also have that ∩∞k=1pkAd = 0. However, because multiplication by d is injective
on A, we have that A ⊆ Ad, and therefore, ∩∞k=1pkA ⊆ ∩
∞
k=1pkAd = 0, which contradicts the
assumption that each pkA = A for every k ≥ 1. 
Corollary 5.7. Let A be a domain that contains Z, and that is finitely generated as an algebra
over Z, and let I be an ideal of A. If Q ⊗Z H
j
I (A) 6= 0, then for all but finitely many prime
integers p > 0, there exists a prime Q ∈ SuppAH
j
I (A) such that Q ∩ Z = pZ.
Proof. The hypothesis that Q ⊗Z H
j
I (A) 6= 0 implies that there exists an associated prime Q0
of HjI (A) such that Q0 ∩ Z = 0. Set B = A/Q0. By hypothesis, Z ⊆ A, and as Q0 ∩ Z = 0,
we also have that Z = Z/(Q0 ∩ Z) ⊆ B. As B is a domain, this shows that B is a finitely
generated algebra and torsion-free over Z, and by Lemma 5.6, there exists N > 0 such that any
prime p > N is not a unit of B. For such a prime, Q0 + pA 6= A (otherwise, q + pa = 1 for
some q ∈ Q0 and a ∈ A, which would then imply that p was a unit of B). If Q is any prime
ideal of A containing the proper ideal Q0 + pA, then Q contains p, by construction, and Q is in
SuppAH
j
I (A), since it contains Q0. 
5.3. Positive answers to the question on iterated local cohomology. In this subsection,
we address Lyubeznik’s second question concerning the injectivity of certain iterated local co-
homology modules. Before we start our discussion, we recall a result of the second and fourth
authors (this result plays an important role in both the current and subsequent section).
Remark 5.8 (A criterion for injectivity). Let A be a power series ring over a complete Noetherian
discrete valuation ring (V, pV ) of mixed characteristic p > 0, and let D = D(A,V ) denote the
ring of V -linear differential operators on A. If H is any (iterated) local cohomology module of
A, then H is a D-module [Lyu93, Example 2.1(iv)] and has finite Bass numbers over A [NB13,
Theorem 5.1]. Consequently, if we assume further that H is supported only at the maximal
ideal of A, then [NBW13, Lemma 4.2] implies that H is an injective A-module if and only if
multiplication by p on H is surjective.
Remark 5.9 (A specialized criterion for injectivity). Fix a prime integer p > 0, and let S be
either a polynomial ring over Z, or over the localization of Z at pZ. Let A be the completion
of S at the maximal ideal m generated by p and the variables in S. Note that regardless of the
choice of S, A is a power series ring over the p-adic integers. Fix an (iterated) local cohomology
module H of S, and suppose that H is supported only at the maximal ideal m. This condition
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implies that, when regarded as an A-module in the natural way, H is isomorphic to an (iterated)
local cohomology module of A. Thus, by Remark 5.8, if multiplication by p on H is surjective,
then H is injective over A. However, as the S-module H is supported only at m, this implies
that H is injective over S as well.
Proposition 5.10. Let S be a polynomial ring over Z, and let n be the ideal of S generated by the
variables. Fix an ideal I of S, and let W denote the set of prime integers that are zero divisors on
some (iterated) local cohomology module of the form HjI (S) or H
i
nH
j
I (S) (which is a finite set by
Corollary 3.11). If p /∈W and m = n+ pS, then the iterated local cohomology modules H imH
j
I (S)
and H imH
j
I+pS(S) are injective for all i, j (and, in fact, H
i
mH
j
I+pS(S)
∼= H i+1m H
j−1
I (S)).
Proof. Consider the long exact sequence
(5.3.1) · · · −→ H imH
j
I (S) −→ H
i
nH
j
I (S)−→H
i
nH
j
I (S)p−→H
i+1
m H
j
I (S) −→ · · · .
By our choice of p, each localization map in this sequence is injective, and therefore, each map
H inH
j
I (S)p−→H
i+1
m H
j
I (S)
is surjective. Therefore, as multiplication by p is surjective on H inH
j
I (S)p, it is also surjective on
the quotient H imH
j
I (S). As the iterated local cohomology module H
i
mH
j
I (S) is supported only at
m, it follows from Remark 5.9 that H imH
j
I (S) is an injective S-module.
Next, consider the long exact sequence
· · · → Hj−1I (S)→ H
j−1
I (Sp)→ H
j
I+pS(S)→ · · · .
As above, the localization maps in this sequence are injective, and so we obtain short exact
sequences 0→ Hj−1I (S)→ H
j−1
I (Sp)→ H
j
I+pS(S)→ 0, each of which induces
· · · → H imH
j−1
I (Sp)→ H
i
mH
j
I+pS(S)→ H
i+1
m H
j−1
I (S)→ H
i+1
m H
j−1
I (Sp)→ · · · .
Since p is contained in m, all modules of the form H imH
j
I (Sp) vanish. Thus, H
i
mH
j
I+pS(S) is
isomorphic to H i+1m H
j−1
I (S), the latter of which we have already established is injective. 
6. A negative answer to Lyubeznik’s question on injective dimension
In this section, we fix the following conventions. For clarity in notation, we set p = 2. We also
let V be the localization of Z at pZ, and set S = V [x1, . . . , x6]. Let m denote the maximal ideal
of S generated by p and the indeterminates, and let I be the ideal generated by the following
monomials (cf. [NBW13, Remark 6.11]):
µ1 = x1x2x3, µ2 = x1x2x4, µ3 = x1x3x5, µ4 = x1x4x6, µ5 = x1x5x6,
µ6 = x2x3x6, µ7 = x2x5x6, µ8 = x2x4x5, µ9 = x3x4x5, µ10 = x3x4x6.
The goal of this section is to show that H4I (S) can be used to provide a negative answer to
Lyubeznik’s question (i.e., Question C from the introduction).
We begin with an important preliminary observation: Consider the long exact sequence
· · · → H3I+pS(S)→ H
3
I (S)→ H
3
I (Sp)→ H
4
I+pS(S)→ H
4
I (S)→ H
4
I (Sp)→ · · · .
It was shown in [NBW13, Remark 6.3 and the proof of Proposition 6.10] that HjI+pS(S) vanishes
unless j = 4. Furthermore, Sp/ISp is known to be Cohen-Macaulay [Rei76, Remark 3], and as
Sp is a polynomial ring over Q, we may apply [ÀM00, Proposition 3.1] to conclude that
(6.0.2) HjI (Sp) = 0 if j 6= dim(Sp)− dim (Sp/ISp) = 3.
Therefore, the long exact sequence above reduces to
(6.0.3) 0→ H3I (S)→ H
3
I (Sp)→ H
4
I+pS(S)→ H
4
I (S)→ 0.
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Lemma 6.1. SuppS H
4
I (S) ⊆ {m}.
Proof. For 1 ≤ j ≤ 7, let aj denote the ideal of S generated by µj+1, . . . , µ10, and let bj = ajSµj .
A direct computation shows that b1 = (x4, x5, x6)Sµ1 , and therefore,
H3b1(Sµ1)
∼=
(
H3(x4,x5,x6)(S)
)
x1x2x3
∼=
(
Sx4x5x6
Sx4x5 + Sx4x6 + Sx5x6
)
x1x2x3
∼=
Sx1x2x3x4x5x6
Sx1x2x3x4x5 + Sx1x2x3x4x6 + Sx1x2x3x5x6 .
(6.0.4)
In particular, this module vanishes after localizing at any of x4, x5, or x6, so that
(6.0.5) SuppS H
3
b1
(Sµ1) ⊆ V(x4, x5, x6).
The following computations imply that H i
bj
(Sµj ) = 0 for i ≥ 3 and 2 ≤ j ≤ 7:
b2 = (x5, x6)Sµ2 , b3 = (x4, x6)Sµ3 , b4 = (x3, x5)Sµ4
b5 = (x2, x3x4)Sµ5 , b6 = (x4, x5)Sµ6 , b7 = (x4)Sµ7 .
Then, substituting this vanishing into the long exact sequence
· · · → H3bj (Sµj )→ H
4
aj−1S(S)→ H
4
ajS(S)→ H
4
bj
(Sµj )→ · · · ,
shows H4
aj−1S
(S) ∼= H4ajS(S) for 2 ≤ j ≤ 6, and therefore, that
H4a1(S) = · · · = H
4
a7
(S) = 0,
where the last equality holds since a7 is generated by the three monomials µ1, µ2, µ3 ∈ S.
Substituting this vanishing into the long exact sequence
· · · → H3a1(S)→ H
3
b1
(Sµ1)→ H
4
I (S)→ H
4
a1
(S)→ H4b1(Sµ1)→ · · · ,
shows that H3
b1
(S) surjects onto H3I (S). It follows from this and (6.0.5) that
(6.0.6) SuppS H
4
I (S) ⊆ SuppH
3
b1
(Sµ1) ⊆ V(x4, x5, x6).
We next construct another closed set containing SuppS H
4
I (S) using a similar argument. For
3 ≤ j ≤ 9, let cj be the ideal of S generated by µ1, . . . , µj−1. Let dj = cj Sµj , so that
d4 = (x2, x3x5)Sµ4 , d5 = (x3, x4)Sµ5 , d6 = (x1)Sµ6 ,
d7 = (x1, x3)Sµ7 d8 = (x1, x6)Sµ8 , d9 = (x1, x2)Sµ9 ,
and d10 = (x1, x2, x5)Sµ10 . As before, this shows that H
i
dj
(Sµj ) = 0 for i ≥ 3 and 4 ≤ j ≤ 10,
and combining this with the long exact sequence
· · · → H3dj (Sµj )→ H
4
cj+1S(S)→ H
4
cjS(S)→ H
4
dj
(Sµj )→ · · · ,
shows that H4c10(S) = · · · = H
4
c4
(S) = 0, where the last equality holds since c4 can be generated
by the three monomials µ8, µ9, µ10 ∈ S. This and the long exact sequence
· · · → H3c10(S)→ H
3
d10
(Sµ10)→ H
4
I (S)→ H
4
c10
(S)→ H4d10(Sµ10)→ · · · ,
imply that H3d10(Sµ10) surjects onto H
4
I (S), and by isomorphisms analogous to those in (6.0.4),
we can conclude that SuppS H
3
d10
(Sµ10) is contained in V(x1, x2, x5), so that
SuppSH
4
I (S) ⊆ SuppS H
3
d10
(Sµ10) ⊆ V(x1, x2, x5).(6.0.7)
Notice that after interchanging x1 with x3 and x4 with x6, the set of generators of I remains
the same. Thus, applying this symmetry to (6.0.7) implies that SuppS H
4
I (S) ⊆ V(x2, x3, x5) as
well, and these containments and (6.0.6) allow us to conclude that
SuppS H
4
I (S) ⊆ V(x4, x5, x6) ∩V(x1, x2, x5) ∩ V(x2, x3, x5) = V(x1, x2, x3, x4, x5, x6).
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Finally, as H4I (Sp) = 0 by (6.0.2), we have that
SuppS H
4
I (S) ⊆ V(pS) ∩ V(x1, x2, x3, x4, x5, x6) = {m}.

Lemma 6.2. Multiplication by p on H4I (S) is not surjective. In particular, H
4
I (S) 6= 0.
Proof. In [NBW13, Corollary 6.9], it was shown that multiplication by p on H4I+pS(S) is not
surjective. With this in mind, suppose that multiplication by p on H4I (S) is surjective. We aim
to derive a contradiction showing that this implies that p must also be surjective on H4I+pS(S).
Consider the following commutative diagram, whose rows are the sequence (6.0.3):
0 // H3I (S)
α
//
p

H3I (Sp)
β
//
p

H4I+pS(S)
γ
//
p

H4I (S)
//
p

0
0 // H3I (S)
α
// H3I (Sp)
β
// H4I+pS(S)
γ
// H4I (S)
// 0.
Supposing that the last column is exact, we now show via a diagram chase that the third column is
also exact: Take v ∈ H4I+pS(S). If w = γ(v), then there exists w
′ ∈ H4I (S) such that pw
′ = w by
our assumption. In addition, there exists v′ ∈ H4I+pS(S) such that γ(v
′) = w′. Since the diagram
is commutative, we have that γ(pv′) = w = γ(v), so that v− pv′ ∈ Ker(γ) = Im(β). Thus, there
exists u ∈ H3I (Sp) such that β(u) = v − pv
′. Since multiplication by p is an automorphism on
H3I (Sp), there exist u
′ such that pu′ = u. Let z = β(u′) + v′. Then
pz = pβ(u′) + pv′ = β(pu′) + pv′ = β(u) + pv′ = v − pv′ + pv′ = v.
As v was arbitrary, this shows that multiplication by p on H4I+pS(S) is surjective. By our earlier
discussion, this is a contradiction. 
With these results in hand, we are finally able to show that the answer to Lyubeznik’s question
(Question C in the introduction) is not always positive.
Theorem 6.3 (cf. Theorem E). Let T denote the completion of S at m. Then the injective
dimension of H4IT (T ) = H
0
mTH
4
IT (T ) is one, while its support is zero-dimensional. In particular,
this local cohomology module provides a negative answer to both parts of Lyubeznik’s question.
Proof. As H4I (S) is supported only at m by Lemma 6.1, it is naturally a module over the com-
pletion of S at m, T ; moreover, H4IT (T ) ∼= H
4
I (S) as T -modules, and as a T -module, it is
supported only at the maximal ideal mT of T . As multiplication by p is not surjective on
H4IT (T ) = H
0
mTH
4
IT (T ) by Lemma 6.2, we know that this module is not injective by Remark 5.8.
We can then apply [Zho98, Theorem 5.1] to see that
1 ≤ inj.dimT H
4
IT (T ) ≤ dimSuppT H
4
IT (T ) + 1 = 0 + 1 = 1. 
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