Abstract. The literature provides dichotomies involving homomorphisms (like the G 0 dichotomy) or reductions (like the characterization of sets potentially in a Wadge class of Borel sets, which holds on a subset of a product). However, part of the motivation behind the latter result was to get reductions on the whole product, like in the classical notion of Borel reducibility considered in the study of analytic equivalence relations. This is not possible in general. We show that, under some acyclicity (and also topological) assumptions, this is widely possible. In particular, we prove that, for any nonself dual Borel class Γ, there is a concrete finite ⊑ c -antichain basis for the class of Borel relations, whose closure has acyclic symmetrization, and which are not potentially in Γ. Along similar lines, we provide a sufficient condition for ⊑ c -reducing G 0 . We also prove a similar result giving a minimum set instead of an antichain if we allow rectangular reductions.
Introduction
• In [K-S-T] , the authors characterize the analytic graphs having a Borel countable coloring. In order to do this, they introduce a graph G 0 on the Cantor space 2 ω . We will consider the dissymetrized version G 0 of G 0 , so that G 0 is the symmetrization s(G 0 ) of the oriented graph G 0 . The following result, often called the G 0 dichotomy, is essentially proved in [K-S-T] . All our relations will be binary. Theorem 1.1 (Kechris, Solecki, Todorčević) Let X be a Polish space, and A be an analytic relation on X. Then exactly one of the following holds: (a) there is a Borel countable coloring of (X, A), i.e., a Borel function c : X → ω such that c(x) = c(y) if (x, y) ∈ A, (b) there is a continuous homomorphism from (2 ω , G 0 ) into (X, A), i.e., a continuous function f : 2 ω → X such that f (α), f (β) ∈ A if (α, β) ∈ G 0 (or, equivalently, G 0 ⊆ (f ×f ) −1 (A)).
The authors conjecture the injectivity of the continuous homomorphism when (b) holds. In [L3] , it is proved that this is not possible in general, considering a counter-example with countable vertical sections. However, the authors show that the injectivity is possible in several cases, in particular for acyclic graphs with s(G 0 ). In practice, we will consider acyclicity only for symmetric relations since this is what matters in our Cantor-like constructions. We will say that an arbitrary relation is Acyclic (with a capital A) if its symmetrization is acyclic. The following is also essentially proved in [K-S-T] .
Theorem 1.2 (Kechris, Solecki, Todorčević) Let X be a Polish space, and A be an analytic digraph on X. We assume that A is Acyclic. Then exactly one of the following holds: (a) there is a Borel countable coloring of (X, A), (b) there is an injective continuous homomorphism from (2 ω , G 0 ) into (X, A).
• It is natural to ask for a reduction instead of a homomorphism in (b) . Recall that if X, Y are topological spaces, and A (resp., B) is a relation on X (resp., Y ), then (X, A) ⊑ c (Y, B) ⇔ ∃f : X → Y injective continuous such that f (x), f (y) ∈ B if and only if (x, y) ∈ A.
In this case, we say that f is an injective continuous reduction from (X, A) into (Y, B). If f is only Borel, then we say that (X, A) is Borel reducible to (Y, B) (notion widely studied when A and B are analytic equivalence relations). In [L3] , we can find the following result: Theorem 1.3 (Miller) Let X be a Polish space, and A be an analytic oriented graph on X. We assume that A is locally countable and Acyclic. Then exactly one of the following holds:
(a) there is a Borel countable coloring of (X, A), (b) there is an injective continuous reduction from (2 ω , G 0 ) into (X, A).
There is a more general version of this result in [L-M] (see Theorem 15), with the same kind of assumptions.
Intuitively, we are looking for basis as small as possible for the inclusion, i.e., for antichain basis. In practice, C will always be a class of pairs of the form (X, A), where is a Polish space and A is a relation on X. The elements of our basis will be of the form (2 ω , B) (except where indicated), and ≤ will always be ⊑ c , so that we will not mention Polish spaces, 2 ω and ⊑ c . For example, Theorem 1.3 says that G 0 is minimum among analytic locally countable Acyclic oriented graphs without Borel countable coloring.
• We prove the following sufficient condition for reducing G 0 . Theorem 1.8 {(1, 1 2 ), G 0 , s(G 0 )} is an antichain basis for the class of analytic relations, contained in a pot (F σ Note that this extends Theorem 1.3. Indeed, under the assumptions of Theorem 1.3, the reflexion theorem gives a Borel locally countable Acyclic digraph B containing A. It remains to note that B is pot(F σ ) since a Borel set with countable vertical sections has F σ vertical sections and is therefore pot(F σ ) (see [Lo1] ). We will see that this is a real extension, in the sense that we can find a F σ acyclic graph D on 2 ω and Borel oriented subgraphs of D, without Borel countable coloring, of arbitrarily high potential complexity (see Proposition 3.17). Theorem 1.8 applies to analytic relations whose closure is Acyclic. More generally, all the dichotomy results in this paper work for Borel relations whose closure is an Acyclic oriented graph, and for Borel graphs whose closure is an acyclic graph. We always prove more than that, in different directions.
• In order to state our main theorem, we need some notation.
Notation.
If s ∈ 2 <ω , then N s := {α ∈ 2 ω | s ⊆ α} is the associated basic clopen set.
-The dual class of Γ isΓ := {¬A | A ∈ Γ}. If Γ =Γ is a Borel class, we say that Γ is a non self-dual Borel class (this means that Γ is of the form Σ 0 ξ or Π 0 ξ ).
-If R is a relation on 2 ω , then R = := R, R := R ∪ ∆(2 ω ), R ⊏ := R ∪ ∆(N 0 ) and R ⊐ := R ∪ ∆(N 1 ).
-Let A ⊆ X ×Y . We consider the bipartite oriented graph G A on X ⊕Y defined by
• We introduce a bipartite version of G 0 . We set B 0 := {(0α, 1β) | (α, β) ∈ G 0 }. In particular, with a slight abuse of notation, B 0 = G G 0 . We will repeat this abuse of notation.
Now we can state our main positive result.
Theorem 1.9 Let Γ be a non self-dual Borel class. Then there is a concrete relation R on 2 ω , contained in N 0 ×N 1 , satisfying the following properties.
(1) R is complete for the class of sets which are the intersection of aΓ set with a closed set.
(2) If Γ = Σ 0 1 , then the set A := A e | A ∈ {R, R ∪ R −1 , R ∪ (R −1 \R −1 )} ∧ e ∈ {=, , ⊏, ⊐} ∪ s(R) e | e ∈ {=, , ⊏}
is an antichain made of non-pot(Γ) Acyclic relations. (3) If Γ is of rank at least two, then (i) A is a basis for the class of non-pot(Γ) Borel subsets of a pot(F σ ) Acyclic relation G, (ii) R is minimum among non-pot(Γ) Borel subsets of a pot(F σ ) Acyclic oriented graph G, (iii) s(R) is minimum among non-pot(Γ) Borel graphs contained in a pot(F σ ) acyclic graph G. (iv) R ∪ ∆(2 ω ) is minimum among non-pot(Γ) Borel quasi-orders (or partial orders) contained in a pot(F
2 , then (i) the set R e | e ∈ {=, , ⊏, ⊐} ∪ s(R) e | e ∈ {=, , ⊏} is a basis for the class of Let us precise our optimality considerations in Theorem 1.9.
non-pot(Γ) Borel locally countable Acyclic relations, (ii) R is minimum among non-pot(Γ) Borel locally countable Acyclic oriented graphs, (iii) s(R) is minimum among non-pot(Γ) Borel locally countable acyclic graphs. (iv) R ∪ ∆(2 ω ) is minimum among non-pot(Γ) Borel locally countable Acyclic quasi-orders (or partial orders). (5) If
Γ = Π 0 1 , then R = B 0
and (i) the conclusions of (3).(ii), (3).(iii) and (3).(iv) remain true if G is potentially closed, (ii) the set A ∪ {G 0 , s(G 0 )} is an antichain basis for the class of non-pot(Γ) Borel subsets of a potentially closed Acyclic relation. (6) If
Γ = Σ 0 1 , then R = {(0α, 1α) | α ∈ 2 ω }
and the conclusions of (3).(ii) and (3).(iii) remain true if the potential complexity of G is arbitrary. In fact, {∆(2 ω ), R, s(R)} is an antichain basis for the class of non-pot(Γ) Borel Acyclic relations, and ∆(2 ω ) is minimum among non-pot(Γ) Borel Acyclic quasi-orders (or partial orders).

Theorem 1.11 Let Γ be a non self-dual Borel class. (1) If
Γ = Σ 0 1 ,
then there is no Acyclic oriented graph which is minimum among non-pot(Γ) Borel Acyclic oriented graphs. (2) If Γ is of rank at least two, then there is no relation which is minimum among non-pot(Γ) Borel subsets of a pot(Γ ⊕Γ
(2) The assumption is optimal, because of (6). For instance, ∆(2 ω ) ⊑ c {(0α, 1α) | α ∈ 2 ω } , but the converse fails.
(3).
(ii) By Theorem 1.11.(2), the assumption "G is pot(F σ )" is optimal for Γ = Σ 0 2 . We do not know whether this assumption is optimal if the rank of Γ is at least three (Theorem 1.11.(2) just says that we cannot replace F σ with Γ ⊕Γ).
(3).(i) and (3).(iii)
We do not know whether the assumption on G is optimal.
(5) By Theorem 1.11.(3), the classĎ 2 (Σ 0 1 ) is optimal.
• A common strategy is used to prove Theorems 1.8 and 1.9.(3). In both cases, we want to build a reduction. Using some known results about injective homomorphisms (Theorem 1.2) and injective reductions (Corollary 1.12 in [L4] and its injective version due to Debs), we work in the domain space only, with some concrete examples instead of the abstract notions of Borel chromatic number or potential Borel class. However, the injective version due to Debs is not true if the rank of Γ is at most two, because of cycle problems again. We use some injective versions in the style of Debs's one for the first Borel classes, in the acyclic case (see [L-Z] ).
• The fact of considering Borel locally countable Acyclic relations in Theorem 1.9.(4) is natural if we look at Theorem 1.3, and also the assumption of Theorems 1.8 and 1.9.(3). We would like to find, for each non self-dual Borel class Γ, an antichain basis for the class of non-pot(Γ) Borel locally countable Acyclic relations. Recall that a Borel locally countable set is pot(Σ 0 2 ). Theorem 1.9.(6) solves the case Γ = Σ 0 1 . We use an injective version of Corollary 1.12 in [L4] for Γ = Π 0 2 in the locally countable case which improves Theorem 7 in [L2] (see [L-Z] ). As a consequence, we get Theorem 1.9.(4), which solves the case Γ = Π 0 2 . It remains to study the case Γ = Π 0 1 . Note that it is essential here to assume some acyclicity. Indeed, Theorem 5 in [L3] gives a ⊑ c -antichain of size continuum made of D 2 (Σ 0 1 ) oriented graphs with locally countable closure which are ⊑ cminimal among non-pot(Π 0 1 ) Borel relations. Moreover, Theorem 19 in [L-M] shows that there is no antichain basis for the class of non-pot(Π 0 1 ) D 2 (Σ 0 1 ) oriented graphs with locally countable closure.
• In order to try to extend Theorem 1.9.(5), we introduce the following examples:
We prove the following additional dichotomy results. • Note that we cannot hope for a single minimum set in Theorem 1.9.(3), since the pre-image of a symmetric set by a square map is symmetric. However, a positive result holds with rectangular maps. Theorem 1.13 Let Γ be a non self-dual Borel class of rank at least two. There is aΓ relation S on 2 ω , contained in a closed set C with G C Acyclic, such that for any Polish spaces X, Y , and for any Borel subset B of X ×Y contained in a pot(F σ ) set F with G F Acyclic, exactly one of the following holds:
Theorem 1.12 The set
(a) the set B is pot(Γ), (b) there are f : 2 ω → X and g : 2 ω → Y injective continuous such that S = (f ×g) −1 (B).
This result holds for Γ = Π 0 1 when F is pot Ď 2 (Σ 0 1 ) (except that S is not open, we can take S = G 0 , and the classĎ 2 (Σ 0 1 ) is optimal), and Γ = Σ 0 1 , in which case F does not have to be pot(F σ ).
• The paper is organized as follows. In Section 2, we prove Theorem 1.8. In Section 3, we give some material concerning potential Borel classes useful for the sequel. In Section 4, we prove some general results about our antichain basis. In Sections 5-7, we prove Theorems 1.9, 1.11, 1.12 and 1.13 when the rank is at least three, two and one respectively.
Countable Borel chromatic number
Basic facts and notions
The reader should see [K] for the standard descriptive set theoretic notation used in this paper.
Definition 2.1 Let A be a relation on X. We set A −1 := {(x, y) ∈ X 2 | (y, x) ∈ A}, and the symmetrization of A is s(A) : 
(e) connected if for each x, y ∈ X there is an A-path (x i ) i≤n with x 0 = x and x n = y, (f) bipartite if there are disjoint subsets S 0 , S 1 of X such that A ⊆ (S 0 ×S 1 ) ∪ (S 1 ×S 0 ), (g) locally countable if A has countable horizontal and vertical sections (this also makes sense in a rectangular product X ×Y ).
We start with a simple algebraic fact about connected acyclic graphs. Lemma 2.2 Let G (resp., H) be an acyclic graph on X (resp., Y ), and h be an injective homomorphism from (X, G) into (Y, H). We assume that G is connected. Then h is an isomorphism of graphs
Proof. Assume that (x, y) / ∈ G. We have to see that h(x), h(y) / ∈ H. As G is connected, there is (x i ) i≤n injective with x 0 = x, x n = y, and (x i , x i+1 ) ∈ G if i < n. As (x, y) / ∈ G, n = 1. We may assume that n ≥ 2. As h is an injective homomorphism, h(x i ) i≤n is injective and h(x i ), h(x i+1 ) ∈ H if i < n. The acyclicity of H gives the result.
Notation.
We have to introduce a minimum digraph without Borel countable coloring, namely G 0 .
• Let ψ : ω → 2 <ω be a natural bijection. More precisely, ψ(0) := ∅ is the sequence of length 0, ψ(1) := 0, ψ(2) := 1 are the sequences of length 1, and so on. Note that |ψ(n)| ≤ n if n ∈ ω. Let n ∈ ω. As |ψ(n)| ≤ n, we can define s n := ψ(n)0 n−|ψ(n)| . The crucial properties of the sequence (s n ) n∈ω are the following:
-(s n ) n∈ω is dense in 2 <ω . This means that for each s ∈ 2 <ω , there is n ∈ ω such that s n extends s (denoted s ⊆ s n ).
-|s n | = n.
• We put G 0 := {(s n 0γ, s n 1γ) | n ∈ ω ∧ γ ∈ 2 ω } ⊆ 2 ω × 2 ω . Note that G 0 is analytic (in fact a difference of two closed sets) since the map (n, γ) → (s n 0γ, s n 1γ) is continuous.
Assume now that A is antisymmetric. We argue by contradiction, which gives n ≥ 2 and an injective s(G A )-path (ε i , z i ) i≤n such that (ε 0 , z 0 ), (ε n , z n ) ∈ s(G A ). This implies that ε i = ε i+1 if i < n and n is odd. Thus (z i ) i≤n is a s(A)-path such that (z 2j ) 2j≤n and (z 2j+1 ) 2j+1≤n are injective and (z 0 , z n ) ∈ s(A). As s(A) is acyclic, the sequence (z i ) i≤n is not injective. We erase z 2j+1 from this sequence if z 2j+1 ∈ {z 2j , z 2j+2 } and 2j +1 ≤ n, which gives a sequence (z ′ i ) i≤n ′ which is still a s(A)-path with (z ′ 0 , z ′ n ′ ) ∈ s(A), and moreover satisfies
If n ′ < 2, then n = 3, z 0 = z 1 and z 2 = z 3 . As A is antisymmetric and ε 3 = ε 1 = ε 2 = ε 0 , we get z 0 = z 2 , which is absurd. If n ′ ≥ 2, then (z ′ i ) i≤n ′ is not injective again. We choose a subsequence of it with at least three elements, made of consecutive elements, such that the first and the last elements are equal, and of minimal length with these properties. The Acyclicity of A implies that this subsequence has exactly three elements, say
As A is antisymmetric and ε 2j+3 = ε 2j+1 = ε 2j+2 = ε 2j+4 , we get z 2j+2 = z 2j+4 , which is absurd. If z ′ i = z 2j , then z ′ i+1 = z 2j+2 , and z ′ i+2 = z 2j+3 . As A is antisymmetric and ε 2j+3 = ε 2j+1 = ε 2j+2 = ε 2j , we get z 2j = z 2j+2 , which is absurd.
Remark. Proposition 2.3 says that s(G 0 ) = s s(G 0 ) is acyclic. But s(G 0 ) is reflexive, and the
This shows that the assumption that A is irreflexive or antisymmetric is useful.
The next result implies that the Acyclic reasonably definable relations are very small.
Lemma 2.5
Let A be a σ(Σ 1 1 ) relation on a Polish space X such that G A is Acyclic, and C, D be Cantor subsets of X. Then A ∩ (C ×D) is meager in C ×D.
• We construct Ψ : 2 <ω → 2 <ω and δ ∈ ω ω strictly increasing satisfying the following conditions:
• Assume that this is done. We define f : 2 ω → 2 ω by {f (α)} = n∈ω N Ψ(α|n) , and f is continuous. In order to see that f is injective, it is enough to check that Ψ(s0) = Ψ(s1) if s ∈ 2 <ω . Assume that s ∈ 2 l . We fix, for each i < L := L s,s l , n i := n s,s l i ∈ ω and ε i := ε s,s l i ∈ 2 such that u
• It remains to prove that the construction is possible. We first set Ψ(∅) := ∅. Assume that Ψ[2 ≤l ] satisfying (1)-(4) has been constructed, which is the case for l = 0. Note that Ψ |2 l is an injective homomorphism from s(T l ) into s(T k l ), and therefore an isomorphism of graphs onto its range by Lemma 2.2. Moreover,
We define temporary versionsΨ(uε) of the Ψ(uε)'s byΨ(uε) := Ψ(u)(s δ(l) ε − s δ(l) |k l ), ensuring Conditions (1), (2) and (3).
For Condition (4), note that L := L s,t ≥ 2. Here again,Ψ |2 l+1 is an isomorphism of graphs onto its range. This implies that Ψ (u s,t i ) i≤L is the injective s(T )-path fromΨ(s) toΨ(t). Thus
Corollary 2.7 Let X be a Polish space, A be an analytic subset of a pot(F σ ) Acyclic digraph G on X. Then exactly one of the following holds:
Proof. By Theorem 1.1, (a) and (b) cannot hold simultaneously. So assume that (a) does not hold. Let τ be a finer Polish topology on X such that G ∈ F σ (X, τ ) 2 . Theorem 1.2 gives g : 2 ω → (X, τ ) injective continuous with G 0 ⊆ (g×g) −1 (A). We now apply Theorem 2.6 to S := (g×g) −1 (G), which gives h : 2 ω → 2 ω injective continuous with
Proof of Theorem 1.8. By Theorem 1.1, 1 2 , G 0 and s(G 0 ) are in the context of Theorem 1.8. Assume that A is an analytic relation on a Polish space X, without Borel countable coloring, contained in a pot(F σ ) symmetric acyclic relation S. If A is not irreflexive, then let (x, x) ∈ A, and 0 → x is a witness for (1, 1 2 ) ⊑ c (X, A). So we may assume that A and S are irreflexive. Corollary 2.7 gives f : 2 ω → X with G 0 ⊆ A ′ := (f ×f ) −1 (A) ⊆ s(G 0 ). By Theorem 1.2 again, two cases can happen.
• Either there is a Borel countable coloring of R := A ′ \ < lex . This gives a non-meager R-discrete G δ subset G of 2 ω . Note that A ′ ∩ G 2 is an analytic oriented graph on G without Borel countable coloring and (f ×f ) −1 (S) ∩ G 2 is a pot(F σ ) acyclic graph containing A ′ ∩ G 2 . Corollary 2.7 gives g : 2 ω → G injective continuous with
• Or there is h : 2 ω → 2 ω injective continuous with G 0 ⊆ (h×h) −1 (R). Note that A ′′ := (h×h) −1 (A ′ ) is analytic, contains s(G 0 ), and is contained S ′ := (h×h) −1 (f×f ) −1 (S) , which is a pot(F σ ) acyclic graph.
Question. Can we extend Theorem 1.8 to any acyclic graph?
The next remark essentially says that Theorem 1.8 applies to analytic relations whose tree has Acyclic levels.
Proposition 2.8 Let X be a Polish space, C be a closed subset of the Baire space, b : C → X be a continuous bijection, and A an analytic relation on X. We assume that the levels of the tree of s (b×b) −1 (A) are acyclic. Then A is contained in a pot(Π 0 1 ) symmetric acyclic relation.
Proof. The levels of the tree of s (b×b) −1 (A) are defined, for each l ∈ ω, by
As they are acyclic, s (b×b) −1 (A) is acyclic too. Thus s (b×b) −1 (A) is a closed symmetric acyclic relation containing (b×b) −1 (A). We are done since b is a Borel isomorphism.
Potential Borel classes
Notation. Fix some standard bijection < ., . >: ω 2 → ω, for example
Let I : ω → ω 2 be its inverse (I associates (l) 0 , (l) 1 with l).
We identify (2 l ) 2 and (2 2 ) l , for each l ∈ ω+1.
is a frame, then we will call T the tree on 2 2 generated by F:
The existence condition in (1) and the density condition (2) ensure that ⌈T ⌉ is big enough to contain sets of arbitrary high complexity. The uniqueness condition in (1) and condition (3) ensure that ⌈T ⌉ is small enough to make the reduction in Theorem 3.3 to come possible. The last part of condition (2) gives a control on the verticals which is very useful to construct complex examples. This definition is a bit different from Definition 2.1 in [L5] , where (|u q 0w0 N | − 1) 0 is considered instead of (|u q 0w0 N |) 0 in Condition (2). This new notion is simpler and more convenient to study the equivalence relations associated with ideals (see [C-L-M] for a use of this kind of equivalence relations). In most cases, our examples will be ideals (see Lemma 3.16). Also, we do not need
Lemma 3.2
There is a frame.
for each l ∈ ω. This allows us to define
Note that (u l , v l ) is well defined and |(u l , v l )| = l, by induction on l. It remains to check that condition (2) in the definition of a frame is fulfilled. We set n := ψ −1 (w), and l := p+1, < q, n > . It remains to put N := l−q−|w|: (u q 0w0 N , v q 1w0 N ) = (u l+1 , v l+1 ), and
This finishes the proof.
In the sequel, T will be the tree generated by a fixed frame F. We set, for each l ∈ ω,
The proof of Proposition 3.2 in [L4] shows that s(G T l ) is an acyclic graph if l ∈ ω, and Lemma 2.4 shows that s(T l ) is acyclic if l ≥ 1 since ⌈T ⌉ ⊆ N 0 ×N 1 (it is also connected, by induction on l). Using Theorem 1.10 in [L4] , this gives the next result, without the injectivity complement due to Debs. Notation. We use complex one-dimensional sets to build complex two-dimensional sets, using the symmetric difference. More precisely, recall that the symmetric difference α∆β of α, β ∈ 2 ω is the element of 2 ω defined by (α∆β)(m) = 1 exactly when α(m) = β(m). We associate the following two-dimensional sets to the one-dimensional set I ⊆ 2 ω . We set
and S I := ⌈T ⌉ ∩ E I . If I is a nonempty ideal (i.e., I is closed under taking subsets and finite unions), then E I is the equivalence relation associated with I. The following result ensures that S I is complicated if I is.
Definition 3.4 Let I ⊆ 2 ω , 2 ω being identified with the power set of ω. We say that I is vertically invariant if, whenever i :
Recall that
Theorem 3.5 Let Γ be a non self-dual Borel class, I ⊆ 2 ω be a vertically and
This is essentially Lemma 2.6 in [L5] , when s = ∅ and G = 2 ω . The general proof is very similar, but we give it for completeness. The first part of the next definition gives the objects expressing the complexity of S I on some generic vertical (S I ) α . The second part gives a condition on I which is sufficient to ensure the complexity of S I , together with a topological complexity condition. Definition 3.6 Let n ∈ ω\{0}, α ∈ 2 ω , F : 2 ω → 2 ω , and I ⊆ 2 ω . We say that (a) (n, α, F ) is a transfer triple if, for any β ∈ 2 ω , there is an injection i : ω → ω such that
(b) I is transferable if β ∈ I ⇔ α∆F (β) ∈ I for any transfer triple (n, α, F ) and any β ∈ 2 ω , (c) I is weakly transferable if β ∈ I ⇔ α∆F (β) ∈ I for any transfer triple (1, α, F ) and any β ∈ 2 ω .
We could also mention {m ∈ ω | β(m) = 0}, but we really care about the value 1. The reason why we wrote "n ∈ ω \{0}" is that (γ∆δ)(0) = 1 if (γ, δ) ∈ ⌈T ⌉. The following lemma is the key ingredient in the proof of Theorem 3.5.
Lemma 3.7 Let (u, v) ∈ T and G be a dense G δ subset 2 ω . Then we can find n ∈ ω\{0}, α ∈ N un ∩ G and
If moreover u = ∅, then we can have n = 1.
dense open subsets of 2 ω whose intersection is G. We construct finite approximations of α and F . The idea is to linearize the binary tree 2 <ω . This is the reason why we will use the bijection ψ defined in the introduction. In order to construct F (β), we have to imagine, for each length l, the different possibilities for β|l. More precisely, we construct a map l : 2 <ω → ω \ {0}. We want the map l to satisfy the following conditions:
• Assume that this construction is done. As u l(0 q ) u l(0 q+1 ) for each natural number q, we can define α := sup q∈ω u l(0 q ) . Similarly, as v l(β|q) v l(β|(q+1)) , we can define F (β) := sup q∈ω v l(β|q) , and F is continuous.
This implies that α, F (β) |l(β|q) ∈ T . We are done since l(β|q) ≥ q.
(c) Assume that m ∈ ω and β(m) = 1. We set w := β|m, so that
Assume that k ≥ n and α(k) = F (β)(k). Note that the only coordinates where α and F (β) can differ are below n or one of the l(β|q)'s. This gives m with k = l(β|m), and
Now it is clear that the formula i(m) := l(β|m) defines the injection we are looking for.
• So let us prove that the construction is possible. We construct l(w) by induction on ψ −1 (w). (1)- (5) have been constructed, which is the case for r = 1.
Fix s ∈ 2 <ω and ε ∈ 2 such that ψ(r + 1) = sε, with r ≥ 1. Note that ψ −1 (s) < r, so that l(s) < l ψ(r) , by induction assumption. We set t := u l(ψ(r)) − u l(ψ(r)) |(l(s) + 1) 0. We choose
Proof of Theorem 3.5. Let us prove that I is transferable. Let (n, α, F ) be a transfer triple, and β in 2 ω . This gives an injection i :
Thus I is transferable.
We argue by contradiction. This gives P ∈ pot(Γ), and a dense G δ subset H of 2 ω such that
Let us prove that I = D, which will contradict the fact that I / ∈ Γ. Let β ∈ 2 ω . As I is transferable, β ∈ I is equivalent to α∆F (β) ∈ I. Thus
Similarly, β / ∈ I ⇒ β / ∈ D, and I = D.
Notation. In Theorem 3.5, if s = ∅ and G = 2 ω , then we do not need to assume that I is E 0 -invariant. It is enough to assume that I is invariant under the following map. Let h 0 : 2 ω → 2 ω be the map defined by h 0 (α) :
Corollary 3.8 Let Γ be a non self-dual Borel class of rank at least two, I ⊆ 2 ω be a vertically and h 0 -invariant trueΓ set, X be a Polish space, and A, B be disjoint analytic relations on X.
(1) Exactly one of the following holds:
B). (2) If moreover Γ is of rank at least three, then we can have f injective in (b). (3) (Debs) We cannot replace ⌈T ⌉\S I with ¬S I in (b).
Proof. (1) We first prove the fact that Theorem 3.5 holds if I is only h 0 -invariant, when s = ∅. The proof of Theorem 3.5 shows that I is weakly transferable if I is vertically and h 0 -invariant. It remains to apply Lemma 3.7 to (u, v) := (∅, ∅) and G := H. By Theorem 3.5, (a) and (b) cannot hold simultaneously. Assume that A is not separable from B by a pot(Γ) set. This gives disjoint Borel subsets C 0 , C 1 of X such that A ∩ (C 0 ×C 1 ) is not separable from B ∩ (C 0 ×C 1 ) by a pot(Γ) set since the rank of Γ is at least two (consider a countable partition of the diagonal of X into Borel rectangles with disjoint sides). We may assume that C 0 , C 1 are clopen, refining the Polish topology if necessary. Theorem 3.3 gives, for each ε ∈ 2, f ε : 2 ω → C ε continuous such that
(2) We apply Theorem 3.3 and the disjointness of C 0 and C 1 .
(3) See Theorem 1.13 in [L4] .
We will construct some examples satisfying the assumptions of Theorem 3.5.
Notation and definition. We set FIN
We say that I ⊆ 2 ω is free if I ⊇ FIN.
Proposition 3.9 Let I ⊆ 2 ω be a free vertically invariant ideal. Then I is transferable.
Proof. Let (n, α, F ) be a transfer triple, and β ∈ 2 ω . This gives an injection i :
Notation. We now introduce the operations that will be used to build our examples. They involve some bijection from ω 2 onto ω, which will not always be < ., . >. Indeed, in order to preserve the property of being vertically invariant, we will consider the bijection ϕ : ω 2 → ω defined by
• Let α ∈ 2 ω and n ∈ ω. Recall that (α) n ∈ 2 ω is defined by (α) n (p) := α(< n, p >). Similarly, we define n (α) ∈ 2 ω by n (α)(p) := α ϕ(n, p) .
• If α 0 , ..., α l ∈ 2 ω , then we define max i≤l α i ∈ 2 ω by (max i≤l α i )(p) := max i≤l α i (p).
• If α, β ∈ 2 ω , then we say that α ≤ β when α(n) ≤ β(n) for each n ∈ ω.
These properties are also true with n (.) instead of (.) n .
Proof. This is immediate.
Notation. We now recall the operations of Lemma 1 in [Ca] (see also [Ka] ). Let J , J 0 , J 1 , ... ⊆ 2 ω .
•
Remark. Proposition 3.10 implies that J m , J a are ideals if the J n 's are, free if the J n 's are.
Lemma 3.11
Let n ∈ ω, J ⊆ 2 ω , and
Proof. Let i : ω → ω be injective such that i(m) 0 = (m) 0 for each m ∈ ω, and N ⊆ ω with characteristic function χ N . Then
Moreover, I is injective. Indeed,
Proof. We set, for n ∈ ω, I n := {α ∈ 2 ω | n (α) ∈ J n }, so that the I n 's are vertically invariant, by Lemma 3.11. Let i : ω → ω be injective such that i(m) 0 = (m) 0 for each m ∈ ω, and N ⊆ ω with characteristic function χ N . Then
The proof is similar with J a .
The next result is proved in [Ca] (see Lemmas 1 and 2).
In the same spirit, we have the following.
Lemma 3.14 Let J 0 , J 1 , ... ⊆ 2 ω , and λ = sup n∈ω ↑ ξ n be an infinite limit ordinal. We assume that
Proof. Assume that A := n∈ω ↑ A n , where A n ∈ Π 0 ξn (2 ω ) (this is a typical Σ 0 λ set since (ξ n ) n∈ω is strictly increasing). Let f n : 2 ω → 2 ω continuous with
We are now ready to introduce some examples.
Notation. We set
is an infinite limit countable ordinal.
Corollary 3.15
All the sets previously defined are free and vertically invariant ideals, and in particular transferable. Moreover,
Proof. It is clear that -FIN and I 3 are free ideals, -FIN is vertically invariant and Σ 0 2 -complete.
• Let us prove that I 3 is vertically invariant. Let i : ω → ω be injective such that i(m) 0 = (m) 0 for each m ∈ ω, and N ⊆ ω with characteristic function χ N . Then
• I 3 is Π 0 3 -complete by Lemma 1 in [Ca] .
• The rest follows from the remark before Lemma 3.11, Corollary 3.12, Proposition 3.9, and Lemmas 3.13 and 3.14.
We now introduce some examples satisfying the assumptions of Theorem 3.5.
Lemma 3.16 Let Γ be a non self-dual Borel class of rank at least two. Then there is a vertically and E 0 -invariant trueΓ set I ⊆ 2 ω such that S I and S ¬I are dense in ⌈T ⌉. We can take I := FIN if Γ = Π 0 2 , and I :
..}, then we apply Corollary 3.15, and in this case I can even be a free ideal, so that E I is an equivalence relation. If Γ is in {Σ 0 2 , Π 0 3 , Σ 0 4 , Π 0 5 , ...}, then we take the complement of this ideal. It is also a vertically and E 0 -invariant trueΓ set. It remains to see the density in ⌈T ⌉. So let (u, v) ∈ T . By Theorem 3.5, Proof. We set, for ε ∈ 2, ψ ε (α) := εα, which defines homeomorphisms ψ ε : 2 ω → N ε . We set
Let us check that D is acyclic. We argue by contradiction, which gives n ≥ 2 and an injective D-path
As s(⌈T ⌉) contains the couples of the form (0γ, 1γ), this contradicts the acyclicity of s(⌈T ⌉).
Corollary 3.15 gives a free vertically invariant ideal I ⊆ 2 ω complete for a non self-dual Borel class Γ of arbitrarily high rank. Theorem 3.5 shows that S I / ∈ pot(Γ). Note that the set
is Borel and not pot(Γ). Thus G I \∆(2 ω ) ⊆ D ∩ < lex is a Borel oriented subgraph of D and not pot(Γ) in general. The freeness of I implies that there is no Borel countable coloring of G I \∆(2 ω ). This finishes the proof.
Some general facts Antichains
The following lemma gives a way of expanding antichains.
Lemma 4.1 Let A, B be ⊑ c -antichains made of nonempty subsets of
Proof. (a) Let A, B ∈ B and e, e ′ ∈ {=, , ⊏} such that A e ⊑ c B e ′ with witness f . Then f is also a witness for A ⊑ c B since A = A e \∆(2 ω ) and B = B e ′ \∆(2 ω ). As B is an antichain, we must have A = B. Assume that e = e ′ . As A = is irreflexive and A is reflexive, e ′ =⊏.
Assume for example that ε ′ = 0, the other case being similar. Then f (εα), f (εα) ∈ A e ′ , so that (εα, εα) ∈ A e = A, which is absurd.
If e is not =, then it is . Here again, we pick εα, (1−ε)β , and get ε ′ . Assume for example that ε ′ = 1, the other case being similar. Then f (εα), f (εα) / ∈ A e ′ , so that (εα, εα) / ∈ A e = A ∪ ∆(2 ω ), which is absurd.
(b) Let A, B ∈ A and e, e ′ ∈ {=, , ⊏, ⊐} such that A e ⊑ c B e ′ with witness f . As in (a) we must have A = B, e ′ ∈ {⊏, ⊐}, and e ∈ {⊏, ⊐} too. Assume that e is ⊏ and e ′ is ⊐, the other case being similar. Here again, we pick εα, (1−ε)β , and get ε ′ . Assume for example that ε ′ = 0, the other case being similar. Then (1−ε)β, (1−ε)β ∈ A e , so that ε = 1. This shows that ε = ε ′ . Thus A ∩ (N 0 ×N 1 ) is reducible to A ∩ (N 1 ×N 0 ) with witness f , which contradicts our assumption.
(c) Let A, B ∈ A ∪ B and e, e ′ ∈ {=, , ⊏, ⊐} such that A e ⊑ c B e ′ with witness f . As in (a) we must have A = B. It remains to apply (a) and (b).
Corollary 4.2 Let Γ be a non self-dual Borel class of rank at least two, and R be a trueΓ relation on 2 ω , contained in N 0 ×N 1 , and such that R\R is dense in R. Then
is an antichain made ofΓ ⊕ Γ sets.
to check that A ∪ B is an antichain.
Note the elements of A are not reducible to s(R) since they are not symmetric. Similarly, the sets R ∪ R −1 , s(R) are not reducible to R, R ∪ (R −1 \R −1 ) since they are not antisymmetric.
is reducible to R with witness f , then f is a homomorphism from R into itself. Thus f is a homomorphism from R into itself. Therefore f is a homomorphism from R −1 into itself, which is absurd.
As s(R) is not closed and s(R ∪ R −1 ) = s(A) = s(R) is, the sets R, s(R) are not reducible to
If A is reducible to B := R ∪ R −1 with witness g, then g is a homomorphism from R\R into itself since R\R = B\B ⊆ A\A. Thus g is a homomorphism from R into itself, by our density assumption. Therefore g reduces R and R −1 to themselves, which is absurd.
For Γ = Π 0 1 , a similar conclusion holds, for slightly different reasons. In this case, we set R := B 0 ,
Proof. We set A := {B 0 , N 0 , M 0 } and B := {s(B 0 )}. By Lemma 4.1.(c), it is enough to check that A ∪ B is an antichain. We argue as in the proof of Corollary 4.2, except for the following.
If M 0 is reducible to N 0 with witness g, then g is a homomorphism from
into itself again. This gives k injective continuous such that g(εα) = εk(α) if ε ∈ 2 and α ∈ 2 ω . Therefore g reduces B 0 and B −1 0 to themselves, which is absurd.
For Γ = Σ 0 1 , we have a smaller antichain. In this case, we set
Proposition 4.4 The set
Proof. The intersection of the elements of our set with N 0 × N 1 is {(0α, 1α) | α ∈ 2 ω }, which is not a countable union of Borel rectangles, and thus is not pot(Σ 0 1 ). So they are not pot(Σ 0 1 ). We set
Minimality
We are now interested in the minimality of R and its associated relations among non-pot(Γ) relations when R is not pot(Γ). Indeed, the intersection of the associated relations with N 0 ×N 1 is exactly R, so that they are not pot(Γ) in this case. We start with a simple fact.
Proposition 4.5 Let Γ be a Borel class, and R be a relation on 2 ω , which is ⊑ c -minimal among non-pot(Γ) relations. Then s(R) is also ⊑ c -minimal among non-pot(Γ) relations if it is not pot(Γ).
Proof. Assume that (X, S) ⊑ c 2 ω , s(R) with witness f , where X is Polish and S is not pot(Γ). We set B := (f ×f ) −1 (R), so that (X, B) ⊑ c (2 ω , R), S = B ∪ B −1 and B / ∈ pot(Γ). By the minimality of R, (2 ω , R) ⊑ c (X, B), and 2 ω , s(R) ⊑ c X, s(B) = (X, S).
Similarly, the following holds.
Lemma 4.6 Let Γ be a Borel class. Assume that
is not pot(Γ) too. Let B be a non-pot(Γ) Borel graph on a Polish space X, contained in a pot(F σ ) acyclic graph G, C be a closed subset of ω ω and b : C → X be a continuous bijection.
Proposition 4.7 Let Γ = Σ 0 1 be a non self-dual Borel class, and A be a digraph on
among non-pot(Γ) relations if it is not pot(Γ).
Proof. Assume that (X, S) ⊑ c (2 ω , A ) with witness f , where X is Polish and S is not pot(Γ). Then S is reflexive and f is also a witness for X, S \∆(X) ⊑ c (2 ω , A). As Γ ⊇ Π 0 1 , S \∆(X) is not pot(Γ). By the minimality of A, (2 ω , A) ⊑ c X, S\∆(X) , which implies that 2 ω , A ) ⊑ c (X, S). This finishes the proof.
The reason why we exclude ⊐ for s(R) is the following.
Proposition 4.8 Let R be a relation on 2 ω contained in N 0 ×N 1 . We assume that
(2) the projections of R are N 0 and N 1 .
Proof. Let f be a witness for (2 ω , R) ⊑ c (2 ω , R −1 ). Then f reduces s(R) to itself, and is a homomorphism from R into R −1 . By (2), f changes the first coordinate. Therefore f reduces s(R) ⊏ to
Proposition 4.9 Let Γ be a non self-dual Borel class, and R be a relation on 2 ω which is minimum among non-pot(Γ) Borel subsets of a closed Acyclic oriented graph. Then the reduction (2 ω , R) ⊑ c (2 ω , R −1 ) holds.
Proof. Note that R −1 is a non-pot(Γ) Borel subset of a closed Acyclic oriented graph, which gives the result.
Examples and homomorphisms
For Γ of rank at least two, the following is a key tool.
Theorem 4.10 Let I ⊆ 2 ω be a vertically invariant set, and F be a F σ relation on 2 ω containing ⌈T ⌉ ∩ E 0 .
(a) If F is an Acyclic oriented graph, then there is an injective continuous homomorphism
(b) If F is an acyclic graph, then there is an injective continuous homomorphism f : 2 ω → 2 ω from (⌈T ⌉, ¬s(⌈T ⌉), E I , ¬E I ) into (⌈T ⌉, ¬F, E I , ¬E I ) (and thus from ⌈T ⌉ ∩ E I , ⌈T ⌉\E I , ¬s(⌈T ⌉) into (⌈T ⌉ ∩ E I , ⌈T ⌉\E I , ¬F )).
Proof. (a)
of dense open subsets of 2 ω such that ¬F = m∈ω O m . We inductively construct δ ∈ ω ω , and define a function f : 2 ω → 2 ω by f (α) := α(0)0 δ(0) α(1)0 δ(1) ..., so that f will be injective continuous. The approximations f m : 2 m → 2 <ω of f are defined by f m (s) := s(0)0 δ(0) ...s(m−1)0 δ(m−1) . We define k m by Σ i<m 1+δ(i) , so that f m (s) ∈ 2 km for each s ∈ 2 m . We will build δ satisfying the following properties:
(
• Assume that this is done. If (α, β) ∈ ⌈T ⌉, then (α, β)|m ∈ T m for each m ∈ ω, so that
if and only if ζ(m) = 1. As I is vertically invariant, A ∈ I is equivalent to i[A] ∈ I. Thus ζ ∈ I is equivalent to f (ζ) ∈ I. It remains to note that f (α∆β) = f (α)∆f (β), and to apply the previous point to ζ := α∆β, to see that (α, β) ∈ E I if and only if f (α), f (β) ∈ E I .
• So let us prove that the construction is possible. Note first that
for any δ ∈ ω ω . Assume that δ(q) is constructed for q < m, which is the case for m = 0. If (u, v) ∈ T m+1 , then we can find q ≤ m and w ∈ 2 m−q with (u, v) = (u q 0w, v q 1w). In particular,
is an injective homomorphism of graphs from 2 m+1 , s(T m+1 ) into 2 <ω , s(T ) . As 2 m+1 , s(T m+1 ) is acyclic connected and 2 <ω , s(T ) is acyclic, this map is an isomorphism onto its range by Lemma 2.2. In particular, it preserves the lengths of the injective paths. If (u, v) ∈ (2 m+1 × 2 m+1 ) \ T m+1 , then there are three cases:
, in which case the injective s(T m+1 )-path from u to v has length at least 3. Thus the injective s(T )-path from φ(u) to φ(v) has length at least 3, and the injective s(⌈T ⌉ ∩ E 0 )-path and the injective s(F )-path from φ(u)0 ∞ to φ(v)0 ∞ have length at least 3. Thus
(b) This is a consequence of the proof of (a).
Remark. When F is meager, we can replace the assumption "F is an Acyclic oriented graph" (resp., "F is an acyclic graph") with "F is an oriented graph (resp., a graph) and
The version of Theorem 4.10 for Γ = Π 0 1 is as follows.
Theorem 4.11 Let F be a closed relation on 2 ω such that
Proof. (a) The proof is quite similar to that of Theorem 2.6. Note that ¬F is a dense open set, by Lemmas 2.4 and 2.5. We define ψ 0 := h 0|N 0 and ψ n+1 : N 0sn0 → N 1sn1 by ψ n+1 (0s n 0γ) := 1s n 1γ, so that B 0 = n∈ω Gr(ψ n ).
(1) ∀s ∈ 2 <ω ∀ε ∈ 2 Ψ(s) Ψ(sε) (2) ∀l ∈ ω ∃k l ∈ ω ∀s ∈ 2 l |Ψ(s)| = k l (3) δ(0) = 0 ∧ ∀v ∈ 2 <ω ∃w ∈ 2 <ω Ψ(0v), Ψ(1v) = (0w, 1w) (4) ∀n ∈ ω ∀v ∈ 2 <ω ∃w ∈ 2 <ω Ψ(0s n 0v), Ψ(1s n 1v) = (0s δ(n+1)−1 0w, 1s
• Assume that this is done. We define f : 2 ω → 2 ω by {f (α)} = n∈ω N Ψ(α|n) , and f is continuous. Condition (4) ensures that B 0 ⊆ (f ×f ) −1 (B 0 ), and Condition (5) ensures that ¬B 0 ⊆ (f ×f ) −1 (¬F ).
In order to see that f is injective, it is enough to check that Ψ(s0) = Ψ(s1) if s ∈ 2 <ω , and we may assume that s = ∅.
As k l+1 > δ(l) > sup i<L δ(n i ), Ψ(s0) = Ψ(s1).
• It remains to prove that the construction is possible. We first set Ψ(∅) := ∅. As F is a closed oriented graph and (0 ∞ , 10 ∞ ) ∈ B 0 , (10 ∞ , 0 ∞ ) / ∈ F . This gives N ∈ ω such that N 10 N ×N 0 N+1 ⊆ ¬F , and we set Ψ(ε) := ε0 N . Assume that Ψ[2 ≤l ] and δ(j) j<l satisfying (1)-(5) have been constructed, which is the case for l ≤ 1. Let l ≥ 1. Note that Ψ |2 l is an injective homomorphism from s(B l ) into s(B k l ), and therefore an isomorphism of graphs onto its range by Lemma 2.2. Moreover, 
We conclude as in the previous case.
(b) This is a consequence of the proof of (a) (here, Ψ(ε) := ε).
Remark. This proof shows that we can replace the assumption "F is closed" with "F is F σ and the disjoint union s(F ) ∪ Gr(h 0 ) is acyclic". In the proof, we write ¬F = l∈ω O l , where O l is dense open, and replace ¬F with O |s| in (5).
For Γ = Π 0 1 , the following holds.
Lemma 4.12
The set R := B 0 is a D 2 (Σ 0 1 ) relation on 2 ω , contained in N 0 × N 1 , satisfying the following properties.
(1) For each s ∈ 2 <ω , and for each dense
The projections of R are N 0 and N 1 .
Proof.
(1) As the maps f : α → 0α and g : β → 1β satisfy
it is enough to see that G 0 ∩(N s ∩C) 2 / ∈ pot(Π 0 1 ). We argue by contradiction, which gives a countable partition of N s ∩ C into Borel sets whose square does not meet G 0 . One of these Borel sets has to be non-meager, which is absurd, as in the proof of Proposition 6.2 in [K-S-T] .
Basis
We first introduce a definition generalizing the conclusion of Corollary 3.8. In order to make it work for the first Borel classes, we add an acyclicity assumption. Corollary 3.8 says that if Γ is a non self-dual Borel class of rank at least three and I is a vertically and h 0 -invariant trueΓ set, then S I has the (Γ, Γ ′ )-basis property for each class of Borel sets Γ ′ closed under continuous pre-images.
Theorem 4.14 Let Γ be a non self-dual Borel class of rank at least two, I ⊆ 2 ω be a vertically and
2 ), and
a class of Borel sets closed under continuous pre-images. We assume that R has the
(Γ, Γ ′ )-basis property. Then R, R ∪ R −1 , R ∪ (R −1 \R −1 ), s
(R) is a basis for the class of non-pot(Γ) Borel subsets of a pot(Γ ′ ) acyclic graph.
Proof. By Theorem 3.5, all the examples are in the context of the theorem. So let B be a non-pot(Γ) Borel relation on a Polish space X, contained in a pot(Γ ′ ) acyclic graph H. We can change the Polish topology and assume that H is in Γ ′ . We set G := B ∩ B −1 .
Case 1 G is pot(Γ).
Assume first that Γ = Π 0 2 . Note that B \G is not separable from H \B by a pot(Γ) set P , since otherwise B = (P ∩ H) ∪ G ∈ pot(Γ). As R has the (Γ, Γ ′ )-basis property, there is g : 2 ω → X injective continuous such that R ⊆ (g × g) −1 (B \ G) and R \ R ⊆ (g × g) −1 (H \ B). Theorem 4.10 gives an injective continuous homomorphism h : 2 ω → 2 ω from (⌈T ⌉, ¬s(⌈T ⌉), E I , ¬E I ) into (⌈T ⌉, ¬(g×g) −1 (H), E I , ¬E I ). We set k := g •h and B ′ := (k×k) −1 (B), so that (2 ω , B ′ ) ⊑ c (X, B) and R ⊆ B ′ ⊆ R ∪ (R −1 \ R −1 ). Indeed, h is a homomorphism from R −1 into itself, and g is a homomorphism from R −1 into ¬B, since otherwise there is (α, β) ∈ R −1 with g(α), g(β) ∈ B, and g(β), g(α) ∈ G\G. If Γ = Π 0 2 , then we argue similarly: B \G is not separable from ¬B by a pot(Γ) set, and we can apply Theorem 4.10 since (g ×g) −1 (H) contains R = ⌈T ⌉ ∩ E 0 . So we may assume that R ⊆ B ⊆ R ∪ (R −1 \R −1 ) and X = 2 ω . We write B = R ∪ S, where S is a Borel subset of R −1 \R −1 .
Case 1.1 R is not separable from S −1 by a pot(Γ) set.
As R has the (Γ, Γ ′ )-basis property, we can find g ′ : 2 ω → 2 ω injective continuous such that
is a closed acyclic graph containing ⌈T ⌉. Theorem 4.10 gives an injective continuous homomorphism
Case 1.2 R is separable from S −1 by a pot(Γ) set.
Let Q ⊆ ⌈T ⌉ ⊆ N 0 ×N 1 be such a set. Note that R is not separable from Q\R by a pot(Γ) set, by Theorem 3.5. As R has the (Γ, Γ ′ )-basis property, there is g ′′ : 2 ω → 2 ω injective continuous with R ⊆ (g ′′ ×g ′′ ) −1 (R) and R\R ⊆ (g ′′ ×g ′′ ) −1 (Q\R). Note that g ′′ reduces R to B on s(R). Theorem 4.10 gives an injective continuous homomorphism l ′′ : 2 ω → 2 ω from (⌈T ⌉, ¬s(⌈T ⌉),
Case 2 G is not pot(Γ).
Assume first that Γ = Π 0 2 . Note that G is not separable from H\B by a pot(Γ) set P , since otherwise G = (P ∩ H) ∩ (P ∩ H) −1 would be pot(Γ). As in Case 1 we get g : 2 ω → X injective continuous such that R ⊆ (g×g) −1 (G) and R\R ⊆ (g×g) −1 (H\B). Theorem 4.10 gives an injective continuous homomorphism h : 2 ω → 2 ω from (⌈T ⌉, ¬s(⌈T ⌉), E I , ¬E I ) into (⌈T ⌉, ¬(g×g) −1 (H), E I , ¬E I ). We set k := g • h and also
Indeed, h is a homomorphism from R −1 ∩ E I into itself, and g is a homomorphism from R −1 ∩ E I into B, since G is symmetric. If Γ = Π 0 2 , then we argue similarly: G is not separable from ¬B by a pot(Γ) set, and we can apply Theorem 4.10 since (g ×g) −1 (H) contains R = ⌈T ⌉ ∩ E 0 . So we may assume that X = 2 ω and s(R) ⊆ B ⊆ R ∪ R −1 . We write B = s(R) ∪ S, where S is a Borel subset of Theorem 4.14 gives A in {R, R∪R −1 , R∪(R −1 \R −1 ), s(R)} reducible to B\∆(X) with witness f . We set B ′ := (f ×f ) −1 (B), so that (2 ω , B ′ ) ⊑ c (X, B) and A ⊆ B ′ ⊆ A ∪ ∆(2 ω ). This means that we may assume that X = 2 ω and there is a Borel subset J of 2 ω such that B = A ∪ ∆(J). We set, for ε ∈ 2, S ε := {α ∈ 2 ω | εα ∈ J}. This defines a partition {S 0 ∩ S 1 , S 0 \S 1 , S 1 \S 0 , (¬S 0 ) ∩ (¬S 1 )} of 2 ω into Borel sets. By Baire's theorem, one of these sets is not meager.
Claim Let s ∈ 2 <ω , C be a dense G δ subset of 2 ω , and e ∈ {⊏, ⊐}. Then
It remains to apply Theorem 3.5.
(b) By (a), R ∩ (2×N s ) 2 is not pot(Γ), and it is reducible to R. By Corollary 4.2 and Theorem 4.14, R is minimal among non-pot(Γ) sets, so that (2 ω , R) ⊑ c 2 × N s , R ∩ (2 × N s ) 2 with witness f . Note that f is a homomorphism from ⌈T ⌉ into itself, by density. In particular, f sends N ε into itself for each ε ∈ 2. This shows that f reduces s(R) e to s(R) e ∩ (2×N s ) 2 . ⋄ Case 1 S 0 ∩ S 1 is not meager.
Let s ∈ 2 <ω and C be a dense G δ subset of 2 ω such that N s ∩ C ⊆ S 0 ∩ S 1 . We set
A). The claim implies that A ′ is not pot(Γ). Corollary 4.2 and
Theorem 4.14 show that A is minimal among non-pot(Γ) sets, so that (2 ω , A) ⊑ c 2×(N s ∩ C), A ′ with witness f ′ . The map f ′ is also a witness for
Case 2 S 0 \S 1 is not meager.
As in Case 1 we get s, C with
, for topological complexity reasons. If A = s(R), then we can find t ∈ 2 <ω and e ∈ {⊏, ⊐} such that
by Proposition 4.9 and Theorem 4.14, R is reducible to R −1 since R is contained in a closed Acyclic oriented graph, which is not the case of R ∪ (R −1 \ R −1 ). This implies that s(R) ⊏ is reducible to s(R) ⊐ . It remains to note that (2 ω , s(R) e ) ⊑ c 2×N t , s(R) e ∩ (2×N t ) 2 , by the claim.
Case 3 S 1 \S 0 is not meager.
We argue as in Case 2 to see that (2 ω , A ⊐ ) ⊑ c (2 ω , B).
Case 4 (¬S 0 ) ∩ (¬S 1 ) is not meager.
Remark. This shows that, under the same assumptions,
e | e ∈ {=, , ⊏} is a basis for the class of non-pot(Π 0 2 ) pot(F σ ) Acyclic relations. 
Then S := {(α, β) ∈ 2 ω ×2 ω | (0α, 1β) ∈ O} satisfies the conclusion of Theorem 1.13.
Proof. We set O
′ := S. As O ∈Γ, S ∈Γ. As O is contained in H, O ′ is contained in the closed set C := H ′ . As H ⊆ N 0 × N 1 , the map εz → (ε, z) is an isomorphism from H onto G H ′ . Thus s(G C ) is
acyclic since it is isomorphic to s(H). The shift maps s
, which shows that O ′ is not pot(Γ). This shows that (a) and (b) cannot hold simultaneously.
Note that G B is a Borel oriented graph on the Polish space X ⊕Y contained in G F , which is a pot(F σ ) Acyclic oriented graph since the map (ε, z) → z reduces G F to F on ({0}×X)×({1}×X). Assume that B is not pot(Γ). Then G B is not pot(Γ) since the maps z → (ε, z) reduce B to G B . As O is minimum, we get i : 2 ω → X ⊕Y injective continuous such that O = (i×i) −1 (G B ). It remains to set f (α) := i 1 (0α) and g(β) := i 1 (1β). Indeed, if α ∈ N ε , then α is the limit of points of Π ε [O] , so that i 0 (α) = ε.
Study when the rank of Γ is at least three
Theorem 5 Let Γ be a non self-dual Borel class of rank at least three, I ⊆ 2 ω given by Lemma 3.16, and R := S I .
(a) the set A defined in Theorem 1.9 is a basis for the class of non-pot(Γ) Borel subsets of a pot(F σ ) Acyclic relation. (b) R is minimum among non-pot(Γ) Borel subsets of a pot(F σ ) Acyclic oriented graph. (c) s(R) is minimum among non-pot(Γ) Borel graphs contained in a pot(F σ ) acyclic graph. (d) R ∪ ∆(2 ω ) is minimum among non-pot(Γ) Borel quasi-orders (or partial orders) contained in a pot(F σ ) Acyclic relation.
Proof. (a) We apply Theorem 4.15 to Γ ′ := F σ . This is possible, by the remark before Theorem 4.14.
(b) Assume that B is a non-pot(Γ) Borel subset of a pot(F σ ) Acyclic oriented graph. By (a), R or R ∪ (R −1 \R −1 ) is reducible to B since B is an oriented graph. It cannot be R ∪ (R −1 \R −1 ), which is not contained in a pot(F σ ) Acyclic oriented graph since R is not pot(F σ ).
(c) We apply Lemma 4.6 and (b).
is not pot(Γ) and is contained in a pot(F σ ) Acyclic relation. Assume that Q is a non-pot(Γ) Borel quasi-order on a Polish space X, contained in a pot(F σ ) Acyclic relation. (a) gives A ∈ A with (2 ω , A) ⊑ c (X, Q). As Q is reflexive, A has to be reflexive too, so that e = . We saw that I can be a free ideal if the rank of Γ is infinite or if Γ ∈ {Π 0 2 , Σ 0 3 , Π 0 4 , Σ 0 5 , ...}. Note that S I = {(α, β) ∈ ⌈T ⌉ | α∆β ∈ I}, R = ⌈T ⌉ since S I is dense in ⌈T ⌉.
If the rank of Γ is infinite or if
are not transitive. This shows that
..}, then I can be the complement of the set I previously considered. As R is not pot(Γ), there are α, β, γ with β = γ and (0α, 1β), (0α, 1γ) ∈ R. Then (1γ, 0α) ∈ s(R) and
Proof of Theorem 1.9 when the rank is at least three. Fix I given by Lemma 3.16. We set R := S I .
(1) We apply Theorem 3.5.
(2) We apply Theorem 3.5, Corollary 4.2, and the beginning of Section 3 (which ensures that s(⌈T ⌉) is acyclic).
(3) We apply Theorem 5.
Proof of Theorem 1.11 when the rank is at least three. (2) We argue by contradiction, which gives O. Lemma 3.16 gives I. By Theorem 5, O is reducible to S I , O is contained in a closed Acyclic oriented graph, and S I is reducible to O. By Theorem 3.5,
Acyclic oriented graph. Thus S I is reducible to U I , which contradicts Corollary 4.2.
(1) We argue by contradiction, which gives O ′ . Lemma 3.16 gives I. By Theorem 5, O ′ is reducible to S I , and O ′ is contained in a closed Acyclic oriented graph. Thus O ′ is minimum among Borel relations, contained in a pot(Γ ⊕Γ) Acyclic oriented graph, which are not pot(Γ). We just saw that this cannot happen.
Proof of Theorem 1.13 when the rank is at least three. We apply Theorem 5 and Lemmas 3.16, 4.16. Lemma 4.16 is applied to O := S I and H := ⌈T ⌉. If α ∈ N ε and s is the shift map, then 0s(α), 1s(α) is in ⌈T ⌉ and is the limit of points of O.
Study when the rank of Γ is two
We start with a consequence of Corollary 6.4 in [L-Z] . Proof of Theorem 1.9.(1)-(3) when Γ = Π 0 2 . We set R := ⌈T ⌉ ∩ E 0 , and argue as when the rank of Γ is at least three (we just have to replace Theorem 5 with Theorem 6.2).
Proof of Theorems 1.11 and 1.13 when Γ = Π 0 2 . We argue as when the rank of Γ is at least three (we just have to replace Theorem 5 with Theorem 6.2). Proof. (a) Let us check that R has the (Σ 0 2 , F σ )-basis property. Let X be a Polish space, and A, B be disjoint analytic relations on X such that A is contained in a pot(F σ ) symmetric acyclic relation F . Note first that R is not separable from R\R by a pot(Σ 0 2 ) set, by Theorem 3.5. So assume that A is not separable from B by a pot(Σ 0 2 ) set. Note that A is not separable from B ∩ F by a pot(Σ 0 2 ) set. Corollary 6.1 gives g : 2 ω → X injective continuous such that ⌈T ⌉ ∩ E 0 ⊆ (g×g) −1 (B ∩ F ) and ⌈T ⌉\E 0 ⊆ (g×g) −1 (A), and we are done.
We can now apply Theorem 4.15 to Γ ′ := F σ .
(b) Assume that B is a non-pot(Σ 0 2 ) Borel subset of a pot(F σ ) Acyclic oriented graph. By (a), R or R ∪ (R −1 \R −1 ) is reducible to B since B is an oriented graph. It cannot be R ∪ (R −1 \R −1 ), which is not contained in a pot(F σ ) Acyclic oriented graph since R is not pot(F σ ).
(d) We argue as in the proof of Theorem 5.
Proof of Theorem 1.9.
(1)-(3) when Γ = Σ 0 2 . We set R := ⌈T ⌉\E 0 , and argue as when the rank of Γ is at least 3 (we just have to replace Theorem 5 with Theorem 6.3).
Proof of Theorems 1.11 and 1.13 when Γ = Σ 0 2 . We argue as when the rank of Γ is at least three (we just have to replace Theorem 5 with Theorem 6.3).
If we add an acyclicity assumption to Corollary 6.5 in [L-Z] , then we get a reduction on the whole product, namely Theorem 1.9.(4). We can prove it using Corollary 6.5 in [L-Z] , but in fact it is just a corollary of Theorem 1.9.(3).
Proof of Theorem 1.9.(4). We apply the fact, noted in the introduction, that a Borel locally countable relation is pot(F σ ), and Theorem 1.9.(3). We use the fact that R ∪ R −1 and R ∪ (R −1 \R −1 ) are not localy countable.
Study when the rank of Γ is one
We first study the case Γ = Σ 0 1 .
Proof of Theorem 1.9.(6).
As the pot(Σ 0 1 ) sets are exactly the countable unions of Borel rectangles, ∆(2 ω ), Gr(h 0|N 0 ), Gr(h 0 ) are not pot(Σ 0 1 ). Note that these relations are closed and Acyclic since Gr(h 0 ) is acyclic. Considerations about reflexivity and Proposition 4.4 show that these relations form a ⊑ c -antichain. So assume that B is a non-pot(Σ 0 1 ) Borel Acyclic relation, so that B is not a countable union of Borel rectangles.
If {x ∈ X | (x, x) ∈ B} is uncountable, then it contains a Cantor set C. Lemmas 2.4 and 2.5 show that B ∩ C 2 is meager in C 2 . Mycielski's theorem gives a Cantor subset K of C such that K 2 ∩ B = ∆(K) (see 19.1 in [K] ). This implies that 2 ω , ∆(2 ω ) ⊑ c (X, B).
So we may assume that {x ∈ X | (x, x) ∈ B} is countable, and in fact that B is irreflexive. As B is not a countable union of Borel rectangles, we can find Cantor subsets C, D of X and a homeomorphism ϕ : C → D whose graph is contained in B (see [P] ). As B is irreflexive, ϕ is fixed point free and we may assume that C and D are disjoint. Let Ψ 0 : N 0 → C be a homeomorphism, and
We also set B ′ := (Ψ×Ψ) −1 (B), so that B ′ is a relation on 2 ω containing Gr(h 0|N 0 ) and satisfying the same properties as B. By Lemmas 2.4 and 2.5, B ′ is meager. Let ϕ ε : 2 ω → N ε be the homeomorphism defined by ϕ ε (α) := εα, and B ′′ := ε,ε ′ ∈2 (ϕ ε ×ϕ ε ′ ) −1 (B ′ ), so that B ′′ is a reflexive meager relation on 2 ω . Mycielski's theorem gives a Cantor subset K of 2 ω such that K 2 ∩ B ′′ = ∆(K). Let h : 2 ω → K be a homeomorphism, and g(εα) := ϕ ε h(α) . Then g is injective continuous. We set
If S is meager, then let P be a Cantor subset disjoint from S. Then
is a non-pot(Σ 0 1 ) Acyclic oriented graph on 2×P , and, repeating the previous discussion, we see that
Similarly, if S is not meager, then let Q be a Cantor subset of S. Then
is a non-pot(Σ 0 1 ) acyclic graph on 2×Q, and, repeating the previous discussion, we see that
For the last assertion, let Q be a non-pot(Γ) Borel Acyclic quasi-order on a Polish space X. Theorem 1.9 gives A ∈ {∆(2 ω ), R, s(R)} with (2 ω , A) ⊑ c (X, Q). As R and s(R) are not reflexive, A has to be ∆(2 ω ).
If we apply Theorem 1.9.(6) and Lemma 4.16, then we get a version of Theorem 1.13 for Γ = Σ 0 1 . Let us mention a corollary in the style of Corollary 6.4 in [L-Z] .
Corollary 7.1 Let X be a Polish space, and B be a Borel Acyclic relation on X. Then exactly one of the following holds:
(a) the set B is pot(Σ 0 1 ), (b) there are f, g : 2 ω → X injective continuous with ∆(2 ω ) = (f ×g) −1 (B).
We now study the case Γ = Π 0 1 . We will apply several times Corollary 3.10 in [L-Z] and use the following lemma.
Lemma 7.2 Let X be a Polish space, B be a relation on X, C, D be closed subsets of X, and f, g : 2 ω → X be continuous maps such that G 0 ⊆ (f ×g) −1 B ∩ (C ×D) . Then f (resp., g) takes values in C (resp., D).
Proof. The first projection of G 0 is comeager, so that f (α) ∈ C for almost all α, and all α by continuity. Similarly, g(β) ∈ D for all β.
In our results about potentially closed sets, the assumption of being pot Ď 2 (Σ 0 1 ) is equivalent to being pot(Π 0 1 ), in the acyclic context. We indicate the classĎ 2 (Σ 0 1 ) for optimality reasons.
are Cantor subsets of X by Lemmas 2.4 and 2.5, so that we can write O\∆(X) = n∈ω A n ×B n , with A n or B n countable for each n. In particular, O\∆(X) is pot(∆ 0 1 ) by Remark 2.1 in [L1] . Note that O∩∆(X) is a Borel set with closed vertical sections and is therefore pot(Π 0 1 ) (see [Lo1] ). Thus O = O\∆(X) ∪ O ∩ ∆(X) and G are pot(Π 0 1 ).
Proof of Theorem 1.9.(1)-(2) and (5).(i) when
, and is Acyclic. By Proposition 7.3, R is not pot Ď 2 (Σ 0 1 ) . 
Assume that B is a non-pot(Π 0 1 ) Borel subset of a pot(Π 0 1 ) Acyclic oriented graph. Note that there is a Borel countable coloring of (X, B). Indeed, we argue by contradiction. Theorem 1.8 gives f : 2 ω → X injective continuous such that G 0 = (f × f ) −1 (B). This shows the existence of a pot(Π 0 1 ) oriented graph separating G 0 from ∆(2 ω ). This gives a Borel countable coloring of (2 ω , G 0 ), which is absurd.
This shows the existence of a Borel partition (B n ) n∈ω of X into B-discrete sets. This gives m = n such that B ∩ (B m ×B n ) is not pot(Π 0 1 ). We can change the Polish topology, so that we can assume that the B n 's are clopen and B is contained in a closed Acyclic oriented graph F . Note that
, and that
. The shift maps s ε : N ε → 2 ω , for ε ∈ 2, are continuous injections and
is a closed Acyclic oriented graph on 2 ω containing B 0 , and contained in
For s(B 0 ), we apply the proof of Lemma 4.6 and the previous argument. For the last assertion, we argue as in the proof of Theorem 5 (assuming that Theorem 1.9.(5).(ii) is proved, which will be done later).
(2) We apply Proposition 4.3 and Lemma 4.12.
The proof of Lemma 4.16 and Theorem 1.9 give the version of Theorem 1.13 for Γ = Π 0 1 announced in the introduction.
Proof. Assume that f : 2 ω → 2 ω is injective continuous and B 0 = (f ×f ) −1 (G s(G 0 ) ). Let S : 2 ω → 2 ω be the shift map defined by S(εα) := α. Then the maps α → S f (0α) and β → S f (1β) define a rectangular continuous reduction of G 0 to s(G 0 ). Indeed, it is clearly a homomorphism. The first projection of G 0 is comeager, so that 0 ⊆ f (0α) for almost all α, and all α by continuity. Similarly, 1 ⊆ f (1β) for all β, which gives a rectangular reduction. As G 0 \G 0 = ∆(2 ω ) = s(G 0 )\s(G 0 ), we have in fact a square rectangular continuous reduction, which is not possible since G 0 is antisymmetric and s(G 0 ) is symmetric.
Remarks. (a)
The assumptions "F is closed" and "F is Acyclic" in Theorem 4.11 are useful. Indeed, for the first one, assume that F is G s(G 0 ) . Then F satisfies the assumptions of Theorem 4.11, except that it is not Π 0 1 . If the conclusion was true, then we would have B 0 ⊑ c G s(G 0 ) , which is absurd by Proposition 7.4.
For the second one, assume that F is G s(G 0 ) . Then F satisfies the assumptions of Theorem 4.11, except that it is not Acyclic. If the conclusion was true, then we would have B 0 ⊑ c G s(G 0 ) . As in the proof of Proposition 7.4, this would give a rectangular continuous reduction of G 0 to s(G 0 ), with witnesses f ′ , g ′ . As in the proof of Proposition 7.4, we cannot have f ′ = g ′ . The proof of Proposition 7.4 shows that f ′ , g ′ are injective. Let α ∈ 2 ω with f ′ (α) = g ′ (α). Then for example there is n ∈ ω such that g ′ (α) = ϕ n f ′ (α) (we use the notation in the proof of Theorem 2.6). In particular, there are clopen sets U, V such that (1) We argue as when the rank of Γ is at least three.
An antichain made non-pot(Π
1 ) Acyclic digraphs, with locally countable closure, which are not pot(Π 0 1 ).
Proof. By Theorem 1.5, G 0 and s(G 0 ) are not pot(Π 0 1 ). As there is a rectangular continuous reduction of G 0 or s(G 0 ) to the intersection of any of the other examples with N 0 ×N 1 , they are not pot(Π 0 1 ). All the examples are D 2 (Σ 0 1 ). They are clearly irreflexive, and have locally countable closure, like G 0 . We saw the acyclicity of s(G 0 ) in Proposition 2.3, that of s(B 0 ) in Lemma 4.12, and that of s(T 0 ) in the proof of Theorem 1.11. The symmetrization of any of the ten sets is a subset of one of these three symmetrizations, and thus is acyclic.
• By Proposition 4.3, {B 0 , N 0 , M 0 , s(B 0 )} is an antichain.
• As U 0 is neither an oriented graph, nor a graph, it is not reducible to the other examples, except maybe N 0 . The set U 0 is not reducible to N 0 since s(N 0 ) is closed and s(U 0 ) is not.
• As N 0 is neither an oriented graph, nor a graph, it is not reducible to any of the other examples, except maybe U 0 . As its symmetrization is closed, the other examples different from M 0 are not reducible to it.
• Assume, towards a contradiction, that N 0 is reducible to U 0 , with witness f . Then
which gives ε ∈ 2 and β ∈ 2 ω such that f (0 ∞ ), f (10 ∞ ) = (εβ, (1−ε)β). Thus (1−ε)β, εβ) ∈ U 0 , which is absurd. Note that this argument also shows that M 0 is not reducible to B 0 and U 0 .
are graphs, the elements of the first set are incomparable with the elements of the second one. So we can consider these two sets separately.
• Let us consider the first one. Note that G 0 ⊑ c B 0 and B 0 ⊑ c G 0 . Indeed, for the first claim, there is a Borel countable coloring of B 0 . For the second one, we argue by contradiction, which gives f continuous.
Using the same arguments as in these proofs, we see that {G 0 , B 0 , G s(G 0 ) } is an antichain, that G 0 is incomparable with the other examples, and that T 0 , M 0 are not reducible to G s(G 0 ) . The symmetrization of M 0 is closed, which is not the case of the other symmetrizations, so that M 0 cannot ⊑ c -reduce another one.
The set T 0 is not reducible to B 0 . Indeed, we argue by contradiction, so that T 0 is a subset of a pot(Π 0 1 ) Acyclic oriented graph, by Theorem 1.9. Thus s(T 0 ) is a subset of a pot(Π 0 1 ) acyclic graph G, and G s(G 0 ) "is" a subset of the pot(Π 0 1 ) Acyclic oriented graph G ∩ (N 0 ×N 1 ) . By Theorem 1.9 again, B 0 is reducible to G s(G 0 ) , which is absurd.
It remains to see that B 0 , M 0 , G s(G 0 ) are not reducible to T 0 . If B 0 is reductible to T 0 with witness f , then f is also a reduction of s(B 0 ) to s(T 0 ).
This gives a rectangular continuous reduction of G 0 to s(G 0 ), which is absurd. Similarly, G s(G 0 ) is not reductible to T 0 . If M 0 is reductible to T 0 with witness f , then
which gives ε ∈ 2 and β ∈ 2 ω such that f (0 ∞ ), f (10 ∞ ) = εβ, (1−ε)β . Thus (1−ε)β, εβ ∈ T 0 , which is absurd.
• As s(B 0 ) is not reducible to s(T 0 ), B 0 and s(B 0 ) are not reducible to U 0 . Let us prove that G s(G 0 ) , T 0 , s(T 0 ) are not reducible to U 0 . Let us do it for T 0 , the other cases being similar.
We argue by contradiction, which gives f . Note that
where g is injective continuous. Similarly, f (10 N β) = (1−ε)h(β), where h is injective continuous.
which is absurd.
• Let us consider the second one. As in the previous point, s(G 0 ) is not comparable with s(B 0 ) and s(T 0 ). We saw that s(B 0 ) is not reducible to s(T 0 ). If s(T 0 ) is reducible to s(B 0 ), then it is a subset of a pot(Π 0 1 ) acyclic graph, which is absurd as before.
A basis result
We will see that the elements of this antichain are minimal. In fact, we prove more.
Proof of Theorem 1.9.(5).(ii).
We set A ′′ := {B 0 , N 0 , M 0 } and B ′′ := {s(B 0 )}. By Lemma 4.12 and Proposition 7.5, A ′′ ∪ B ′′ is a ⊑ c -antichain made of D 2 (Σ 0 1 ) relations, whose closure is Acyclic and is contained in (N 0 ×N 1 ) ∪ (N 0 ×N 1 ), which are not pot(Π 0 1 ). By Lemma 4.1, A is also a ⊑ c -antichain. The proof of Proposition 7.5 shows that A∪{G 0 , s(G 0 )} is a ⊑ c -antichain, which is made of relations in the context of the theorem.
• We first consider the case of digraphs. So assume that B is a non-pot(Π 0 1 ) Borel digraph contained in a pot(Π 0 1 ) symmetric acyclic relation F . By Theorem 1.8, we may assume that there is a Borel countable coloring (B n ) n∈ω of B. We can change the Polish topology, so that we may assume that the B n 's are clopen and F is closed. Let m = n such that B ∩ (B m ×B n ) is not pot(Π 0 1 ). Note that
Lemma 7.2 shows that f ′ takes values in B m and g ′ takes values in B n , so that
The proof of Theorem 1.9.(5).(i) gives h : 2 ω → B m ∪ B n injective continuous such that
and F ′′ := (h× h) −1 (F ′ ) is a closed acyclic graph on 2 ω contained in (N 0 × N 1 ) ∪ (N 1 × N 0 ) and containing B 0 . Theorem 4.11 gives i : 2 ω → 2 ω injective continuous such that
, and thus ¬s(B 0 ) ⊆ ¬B ′ . We proved that B 0 ⊆ B ′ ⊆ N 0 .
Then (2 ω , A) ⊑ c (X, B) for some A ∈ {B 0 , s(B 0 )}. Indeed, letG be a dense G δ subset of 2 ω disjoint from S, and G := 2×G. Then
We set B ′′ := {(α, β) ∈G 2 | (1α, 0β) ∈ B ′ }. Note that B ′′ is a Borel oriented graph onG contained in the F σ acyclic graph s(G 0 ) ∩G 2 . By Theorem 1.8, either B ′′ has a Borel countable coloring, or
) with witness g.
-In the first case, we find a non meager G δ subset G ′ of 2 ω contained inG which is B ′′ -discrete.
, by Theorem 1.9 and Lemma 4.12.
-In the second case, note that G 0 ⊆ (g×g) −1 (B ′′ −1 ) ⊆ (g×g) −1 (G 0 ). Theorem 2.6 gives g ′′ : 2 ω → 2 ω injective continuous such that
Case 2 S is not meager.
Then let us show that (2 ω , A) ⊑ c (X, B) for some A ∈ {N 0 , M 0 }. Indeed, letH be a non-meager G δ subset of 2 ω contained in S, and H := 2×H.
0 is Borel. By Theorem 1.8, either there is a Borel countable coloring of B ′′ , or (2 ω , G −1 0 ) ⊑ c (H, B ′′ ) with witness g.
-In the first case, there is a non meager G δ subset H ′ of 2 ω contained inH which is B ′′ -discrete.
is a F σ Acyclic oriented graph on H ′ without Borel countable coloring. Theorem 1.8 givesg : 2 ω → H ′ injective continuous such that G 0 = (g ×g) −1 (G 0 ). It remains to consider εα → εg(α) to get our reduction.
-In the second case, note that
Theorem 2.6 gives g ′′ : 2 ω → 2 ω injective continuous such that
,
as in the previous point. We define f ′′ as in the previous point, and here again f ′′ is a witness for
• We now consider the general case of non necessarily irreflexive relations. Let B be a non-pot(Π 0 1 ) Borel subset of a pot(Π 0 1 ) symmetric acyclic relation. We may assume that B is contained in a closed symmetric acyclic relation F .
We set N := {x ∈ X | (x, x) / ∈ B}. Note that N is Borel, so that we may assume that N is clopen, and B ∩ (N × ¬N ) and B ∩ (¬N × N ) are pot(Π 0 1 ). This is also the case of B ∩ (¬N ) 2 , which is a reflexive relation on ¬N . Indeed, we may assume that ¬N is uncountable, which gives a Borel isomorphism Ψ :
and
). By our assumption, the (Ψ×Ψ) −1 (B) ∩ (N sε ×N s(1−ε) )'s are pot(Π 0 1 ). We are done since they can accumulate only on the diagonal. This shows that B ∩ N 2 is a non-pot(Π 0 1 ) Borel digraph on N . By our assumption, it has no Borel countable coloring. Theorem 1.8 gives A ∈ {G 0 , s(G 0 )} such that
Case 2 There are disjoint Borel subsets C, D of X such that B ∩ (C ×D) is not pot(Π 0 1 ).
Note that we may assume that C, D are clopen. The case of digraphs gives
with witness g, for coloring reasons. Note
is not pot(Π 0 1 ). This implies that we may assume that
We set
Indeed, we argue by contradiction to see this, which gives n ≥ 2 and (γ i ) i≤n injective with (γ i , γ i+1 ) ∈ F ′ for each i < n and
This gives an injective F -path with at least n+1 elements contradicting the acyclicity of F .
Corollary 2.7 gives h : 2 ω → N 0 N injective continuous such that
Symmetry considerations show that in fact
We set k(εα) := εh(α), which defines k : 2 ω → N 0 N+1 ∪ N 10 N injective continuous with
This means that we may assume that X = 2 ω and
This proof also shows that we may assume that B ∩ (N 0 × N 1 ) ∪ (N 0 × N 1 ) = A. It remains to study B ∩ (N 2 0 ∪ N 2 1 ). Assume that (0α, 0β) ∈ B and α = β. Then we can find n ∈ ω, ε ∈ 2 and γ ∈ 2 ω such that (α, β) ∈ (s n εγ, s n (1 − ε)γ). Then (0s n 1γ, 0s n 0γ, 1s n 1γ) is an injective F -path contradicting the acyclicity of F since (0s n 1γ, 1s n 1γ) ∈ B 0 ⊆ F . Similarly, (1α, 1β) cannot be in B if α = β. This proves that we may assume that A ⊆ B ⊆ A ∪ ∆(2 ω ). This means that we may assume that X = 2 ω and there is a Borel subset I of 2 ω such that B = A ∪ ∆(I). Then we argue as in the proof of Theorem 4.15. The (a) part of the claim comes from Lemma 4.12.(1). For the (b) part of the claim, the minimality of B 0 comes from the case of digraphs. The witness f is a homomorphism from B 0 into itself and sends N ε into itself. For Case 2, B 0 is minimum among non-pot(Π 0 1 ) subsets of a closed Acyclic oriented graph, by Theorem 1.9.(5).(i), so that we can apply Proposition 4.9. We conclude as in the proof of Theorem 4.15.
Note that this implies that
(ii) is optimal in terms of potential complexity, because of G s(G 0 ) , T 0 and s(T 0 ), by Proposition 7.5. We now give a consequence of our results of injective reduction on a closed set. Corollary 7.6 Let X be a Polish space, and B be a Borel Acyclic digraph on X contained in a pot Ď 2 (Σ 0 1 ) locally countable relation. Then exactly one of the following holds:
Proof. Let F be a pot Ď 2 (Σ 0 1 ) locally countable relation containing B. Then F is in fact pot(Π 0 1 ). Assume that (a) does not hold. By Theorem 1.8, we may assume that there is a Borel coloring (B n ) n∈ω of B. As B is locally countable and we can change the Polish topology, we may assume that B is F σ , F is closed, and the B n 's are clopen. Let m = n such that B ∩ (B m × B n ) is not pot(Π 0 1 ). Corollary 3.10 in [L-Z] gives f 0 : 2 ω → B m and f 1 : 2 ω → B n injective continuous with
. We set h(εα) := f ε (α), so that h is injective continuous and B 0 = B 0 ∩ (h×h) −1 (B). It remains to set B ′ := (h×h) −1 (B).
Minimality Theorem 7.7 The sets
Proof. By Lemma 4.5, it is enough to prove that G s(G 0 ) is ⊑ c -minimal among non-pot(Π 0 1 ) relations. So assume that A ⊆ X 2 is not pot(Π 0 1 ) and (X, A) ⊑ c (2 ω , G s(G 0 ) ) with witness g. Then A is a D 2 (Σ 0 1 ) Acyclic oriented graph with locally countable closure. By Corollary 7.6, (2 ω , G 0 ) ⊑ c (X, A) or there is a D 2 (Σ 0 1 ) Acyclic oriented graph B on 2 ω with locally countable closure contained in (N 0 ×N 1 ) ∪ (N 1 ×N 0 ) such that B 0 = B 0 ∩ B and (2 ω , B) ⊑ c (X, A). So we may assume that X is compact and A ∈ K σ . We set R :
Note that B ⊆ s(G 0 ) and the shift map is a rectangular reduction of R ⊆ N 0 × N 1 to B. Thus B is a non-pot(Π 0 1 ) subset of s(G 0 ). This implies that B has no Borel countable coloring. Theorem 1.8 implies that G 0 ⊑ c B or s(G 0 ) ⊑ c B, with witness h. We set f (εα) := εh(α), so that f is injective continuous. As
, R). The first possibility cannot occur by Proposition 7.5 and we are done.
We need several results to prepare the proof of the minimality of T 0 and U 0 .
Theorem 7.8 Let
We assume that (0α, 1β) ∈ B ⇔ (0β, 1α) ∈ B. Then there is f : 2 ω → 2 ω injective continuous such that s(T 0 ) = (f ×f ) −1 (B) and B 0 ⊆ (f ×f ) −1 (B 0 ).
Indeed, assume that n ≥ 2 and (x i ) i≤n is an injective B ′ -path with (x 0 , x n ) ∈ B ′ . If n is odd, then (0x 0 , 1x 1 , 0x 2 , 1x 3 , ..., 1x n ) is an injective B-path contradicting the acyclicity of B. If n is even, then (0x 0 , 1x 1 , 0x 2 , 1x 3 , ..., 0x n , 1x 0 , 0x 1 , 1x 2 , 0x 3 , ..., 1x n ) is also an injective B-path contradicting the acyclicity of B.
Theorem 2.6 gives g : 2 ω → 2 ω injective continuous satisfying the inclusions s(G 0 ) = (g×g) −1 (B ′ ) and G 0 ⊆ (g × g) −1 (G 0 ) since G 0 ⊆ B ′ . We set f (εα) := εg(α), so that f is injective continuous. Note that B 0 ⊆ (f ×f ) −1 (B 0 ) and
and we are done since
Proof. We set B ′ := {(α, β) ∈ 2 ω × 2 ω | (0α, 1β) ∈ B}. Note that B ′ is a F σ acyclic graph on 2 ω , as in the proof of Theorem 7.8. We set M := {α ∈ 2 ω | (1α, 0α) ∈ B}. Note that M is meager. Indeed, we argue by contradiction. As M is F σ , this gives (α, β) ∈ G 0 ∩ M 2 . Then by assumption (0α, 1β, 0β, 1α) is an injective s(B)-path contradicting the Acyclicity of B. So let G be a dense G δ subset of 2 ω disjoint from M . Note that G 0 ⊆ B ′ , so that there is no Borel countable coloring of
as in the proof of Theorem 7.8. We set B ′′ := (f ×f ) −1 (B). Then B ′′ satisfies the same assumptions as B, B ′′ ⊑ c B and (1α, 0α) / ∈ B ′′ for each α ∈ 2 ω .
We now set B ′′′ := {(α, β) ∈ 2 ω ×2 ω | (0α, 1β) ∈ B ′′ ∨ (1α, 0β) ∈ B ′′ }. As for B ′ , Theorem 1.8 gives h : 2 ω → 2 ω injective continuous such that s(G 0 ) = (h×h) −1 (B ′′′ ). We set l(εα) := εh(α), so that l is injective continuous. As in the previous paragraph, (0α, 1β) ∈ G s(G 0 ) ⇔ l(0α), l(1β) ∈ B ′′ . It remains to see that l(1α), l(0β) / ∈ B ′′ . We argue by contradiction, so that 1h(α), 0h(β) ∈ B ′′ , h(α), h(β) ∈ B ′′′ , (α, β) ∈ s(G 0 ), (β, α) ∈ s(G 0 ), (0β, 1α) ∈ G s(G 0 ) and l(0β), l(1α) ∈ B ′′ . As B ′′ is antisymmetric, we get l(0β) = l(1α), which is absurd.
Theorem 7.10 Let B be a Borel relation on
• Let us prove that we may assume that B ′ is not pot(Π 0 1 ). We argue by contradiction, which gives a non-meager
In this case, (0α, 1β) ∈ G s(G 0 ) ⇔ 0h(α), 1h(β) ∈ B, which implies that
In both cases,
• We set
• Let us prove that we may assume that B ′′ is not pot(Π 0 1 ). We argue by contradiction, which gives a non-meager
As G ′ is not meager, there is no Borel countable coloring of
The map h • f is a witness for the fact that there is no Borel countable coloring of
• By Theorem 1.8 again,
In this case, (1α, 0β) ∈ T 0 ⇔ 1h ′ (α), 0h ′ (β) ∈ B, and
• Now four new cases are possible.
Cases 1.1 and 2.1 hold
Moreover, this is equivalent to (1α, 0β) ∈ T 0 , so that (2 ω , T 0 ) ⊑ c (X, B) with witness εα → εh ′ (α).
Cases 1.1 and 2.2 hold
Here again, 0h ′ (α), 1h ′ (β) ∈ B ⇒ 1h ′ (α), 0h ′ (β) ∈ B, and (1α, 0β
with witness h 0 .
-In the first case, we get a non-meager
As (2 ω , G −1
-In the second case, we set f 0 (εα) := εh 0 (α) and B 1 := (f 0 ×f 0 ) −1 (B 0 ). Note that (2 ω , B 1 ) ⊑ c (2 ω , B 0 ),
is a F σ relation on 2 ω , B 1 ∩ (N 0 ×N 1 ) = G G 0 , (0α, 1β) ∈ B 1 implies that (1α, 0β) ∈ B 1 , and (1α, 0β) ∈ B 1 ⇔ (1β, 0α) ∈ B 1 .
Note that
Corollary 2.7 gives h 1 : 2 ω → 2 ω injective continuous such that
By symmetry considerations, we see that G 0 = (h 1 ×h 1 ) −1 (G 0 ) and (h 1 ×h 1 ) −1 (B ′ 1 ) = s(G 0 ). This shows that the map εα → εh 1 (α) is a witness for (2 ω , T 0 ∪ G −1 s(G 0 ) ) ⊑ c (2 ω , B 1 ). Now the map εα → (1−ε)α is a witness for the fact that (2 ω , U 0 ) ⊑ c (2 ω , T 0 ∪ G −1 s(G 0 ) ).
-The third case is similar to and simpler than the second one. We get 2 ω , s(T 0 ) ⊑ c (2 ω , B 1 ).
Cases 1.2 and 2.1 hold
Here, 0h ′ (α), 1h ′ (β) ∈ B ⇔ 0h ′ (β), 1h ′ (α) ∈ B and (1α, 0β) ∈ T 0 is equivalent to 1h ′ (α), 0h ′ (β) ∈ B, which implies that 0h ′ (α), 1h ′ (β) ∈ B. We set f ′ (εα) := εh ′ (α) and B 0 := (f ′ ×f ′ ) −1 (B). Note that (2 ω , B 0 ) ⊑ c (2 ω , B), B 0 ⊆ (N 0 ×N 1 ) ∪ (N 1 ×N 0 ) is a F σ relation on 2 ω , contained in the F σ acyclic graph (f ′ × f ′ ) −1 s(T 0 ) , B 0 ∩ (N 1 × N 0 ) = U 0 ∩ (N 1 × N 0 ), (0α, 1β) ∈ B 0 ⇔ (0β, 1α) ∈ B 0 , and (1α, 0β) ∈ B 0 ⇒ (0α, 1β) ∈ B 0 . Note that
Corollary 2.7 gives h 0 : 2 ω → 2 ω injective continuous such that
By symmetry considerations, we see that G 0 = (h 0 ×h 0 ) −1 (G 0 ) and (h 0 ×h 0 ) −1 (B ′ 0 ) = s(G 0 ). This shows that the map εα → εh 0 (α) is a witness for (2 ω , U 0 ) ⊑ c (2 ω , B 0 ).
Cases 1.2 and 2.2 hold
Here again, 0h ′ (α), 1h ′ (β) ∈ B ⇔ 0h ′ (β), 1h ′ (α) ∈ B and (1α, 0β) ∈ G −1 s(G 0 ) is equivalent to 1h ′ (α), 0h ′ (β) ∈ B ⇔ 1h ′ (β), 0h ′ (α) ∈ B. We set f ′ (εα) := εh ′ (α) and B 0 := (f ′ ×f ′ ) −1 (B). Note that (2 ω , B 0 ) ⊑ c (2 ω , B), B 0 ⊆ (N 0 ×N 1 ) ∪ (N 1 ×N 0 ) is a F σ relation on 2 ω , contained in the F σ acyclic graph (f ′ ×f ′ ) −1 s(T 0 ) , B 0 ∩ (N 1 ×N 0 
, and (0α, 1β) ∈ B 0 ⇔ (0β, 1α) ∈ B 0 . We set B ′ 0 := {(α, β) ∈ 2 ω ×2 ω | (0α, 1β) ∈ B 0 }. Note that B ′ 0 is a F σ graph on 2 ω contained in the acyclic graph (h ′ ×h ′ ) −1 s(G 0 ) . By Theorem 1.8, either there is a Borel countable coloring of B ′ 0 , or 2 ω , s(G 0 ) ⊑ c (2 ω , B ′ 0 ) with witness h 0 .
In the first case, (2 ω , G s(G 0 ) ) ⊑ c (2 ω , B 0 ), as when 1.1 and 2.2 hold. In the second case, we set f 0 (εα) := εh 0 (α) and B 1 := (f 0 ×f 0 ) −1 (B 0 ). Note that (2 ω , B 1 ) ⊑ c (2 ω , B 0 ),
is a F σ relation on 2 ω , B 1 ∩ (N 0 ×N 1 ) = G s(G 0 ) , and (1α, 0β) ∈ B 1 is equivalent to (1β, 0α) ∈ B 1 . We set S := (α, β) ∈ 2 ω ×2 ω | 0h 0 (α), 1h 0 (β) ∈ B 0 ∧ 1h 0 (α), 0h 0 (β) ∈ B 0 . Note that S is a graph on 2 ω contained in s(G 0 ). By Corollary 2.7, either there is a Borel countable coloring of S, or there is g 0 : 2 ω → 2 ω injective continuous such that G 0 ⊆ (g 0 ×g 0 ) −1 (S) ⊆ (g 0 ×g 0 ) −1 s(G 0 ) ⊆ s(G 0 ).
-In the first subcase, we get a non-meager S-discrete G δ subset G 1 of 2 ω . Note that B 1 ∩ (2×G 1 ) 2 is a F σ Acyclic oriented graph on 2×G 1 . Theorem 1.8 shows that 2 ω , s(G 0 ) ⊑ c G 1 , s(G 0 ) ∩ G 2 1 with witness g 1 . The map f 1 : εα → εg 1 (α) is a witness for
We set B 2 := (f 1 × f 1 ) −1 (B 1 ). Note that (2 ω , B 2 ) ⊑ c (2 ω , B 1 ), B 2 ⊆ (N 0 × N 1 ) ∪ (N 1 × N 0 ) is a F σ Acyclic oriented graph on 2 ω , B 2 ∩ (N 0 × N 1 ) = G s(G 0 ) , and (1α, 0β) ∈ B 2 is equivalent to (1β, 0α) ∈ B 2 . By Theorem 7.9, (2 ω , G s(G 0 ) ) ⊑ c (2 ω , B 2 ) ⊑ c (2 ω , B).
-In the second subcase, (g 0 × g 0 ) −1 (S) = (g 0 × g 0 ) −1 s(G 0 ) = s(G 0 ) since S is a graph. We set f 2 (εα) := εg 0 (α) and B 3 := (f 2 ×f 2 ) −1 (B 1 ). Note that (2 ω , B 3 ) ⊑ c (2 ω , B 1 ),
is a F σ relation on 2 ω , B 3 ∩ (N 0 ×N 1 ) = G s(G 0 ) , and (1α, 0β) ∈ B 3 is equivalent to (1β, 0α) ∈ B 3 . Moreover, (0α, 1β) ∈ B 3 implies that (1α, 0β) ∈ B 3 .
We set B ′ 3 := {(α, β) ∈ 2 ω ×2 ω | (1α, 0β) ∈ B 3 }. We repeat the previous argument, which gives a relation B 4 on 2 ω with (2 ω , B 4 ) ⊑ c (2 ω , B 3 ), B 4 ∩ (N 1 ×N 0 
s(G 0 ) , (0α, 1β) ∈ B 4 is equivalent to (0β, 1α) ∈ B 4 , and (1α, 0β) ∈ B 4 is equivalent to (0α, 1β) ∈ B 4 . This means that B 4 = s(T 0 ).
Theorem 7.11
The set T 0 is ⊑ c -minimal among non-pot(Π 0 1 ) relations.
Proof. Assume that A ⊆ X 2 is not pot(Π 0 1 ) and (X, A) ⊑ c (2 ω , T 0 ) with witness g. Then A is a D 2 (Σ 0 1 ) Acyclic oriented graph with locally countable closure. By Corollary 7.6, (2 ω , G 0 ) ⊑ c (X, A) or there is a D 2 (Σ 0 1 ) Acyclic oriented graph B ⊆ (N 0 ×N 1 ) ∪ (N 1 ×N 0 ) on 2 ω with locally countable closure such that B 0 = B 0 ∩ B and (2 ω , B) ⊑ c (X, A). In particular, (2 ω , B) ⊑ c (2 ω , T 0 ) with witness h. As (0α, 1α) ∈ B \B, h(0α), h(1α) ∈ T 0 \T 0 = {(εγ, (1−ε)γ) | ε ∈ 2 ∧ γ ∈ 2 ω }.
If (1α, 0α) ∈ B, then h(1α), h(0α) ∈ T 0 ∩ {(εγ, (1 − ε)γ) | ε ∈ 2 ∧ γ ∈ 2 ω }, which is absurd. This implies that (εγ, (1 − ε)γ) / ∈ B if ε ∈ 2 and γ ∈ 2 ω . Thus B 0 = B 0 ∩ s(B) and s(B) is not pot(Π 0 1 ). Note that h is a witness for 2 ω , s(B) ⊑ c 2 ω , s(T 0 ) . The minimality of s(T 0 ) implies that 2 ω , s(T 0 ) ⊑ c 2 ω , s(B) . Replacing B with its pre-image if necessary, we may assume that B is a D 2 (Σ 0 1 ) oriented graph on 2 ω such that s(B) = s(T 0 ). Theorem 7.10 gives A ′ in {G s(G 0 ) , T 0 , U 0 , s(T 0 )} such that (2 ω , A ′ ) ⊑ c (2 ω , B). Proposition 7.5 shows that A ′ = T 0 , and we are done.
Theorem 7.12
The set U 0 is ⊑ c -minimal among non-pot(Π 0 1 ) sets.
Proof. Assume that A ⊆ X 2 is not pot(Π 0 1 ) and (X, A) ⊑ c (2 ω , U 0 ) with witness g. Then A is a D 2 (Σ 0 1 ) Acyclic digraph with locally countable closure. By Corollary 7.6, (2 ω , G 0 ) ⊑ c (X, A) or 2 ω , s(G 0 ) ⊑ c (X, A) or there is a D 2 (Σ 0 1 ) Acyclic digraph B on 2 ω with locally countable closure contained in (N 0 × N 1 ) ∪ (N 1 × N 0 ) such that B 0 = B 0 ∩ B and (2 ω , B) ⊑ c (X, A). In particular, (2 ω , B) ⊑ c (2 ω , U 0 ) with witness h. As in the proof of Theorem 7.11, we may assume that B is a D 2 (Σ 0 1 ) digraph on 2 ω such that s(B) = s(T 0 ). We conclude as in the proof of Theorem 7.11.
Proof of Theorem 1.12. We set A ′′ := {B 0 , N 0 , M 0 , G s(G 0 ) , U 0 }, B ′′ := {T 0 , s(B 0 ), s(T 0 )}. By Proposition 7.5, A ′′ ∪ B ′′ is a ⊑ c -antichain made of D 2 (Σ 0 1 ) Acyclic relations, with locally countable closure contained in (N 0 × N 1 ) ∪ (N 0 × N 1 ), which are not pot(Π 0 1 ). This implies that A ′ is made of D 2 (Σ 0 1 ) Acyclic relations, with locally countable closure, which are not pot(Π 0 1 ). By Lemma 4.1, A ′′′ := A e | A ∈ A ′′ ∧ e ∈ {=, , ⊏, ⊐} ∪ A e | A ∈ B ′′ ∧ e ∈ {=, , ⊏} is also a ⊑ c -antichain. The proof of Proposition 7.5 shows that {G 0 , s(G 0 )} ∪ A ′′′ = A ′ is a ⊑ c -antichain.
By Theorems 1.9.(5).(ii), 7.7, 7.11 and 7.12, the elements of the antichain in the statement of Proposition 7.5 are ⊑ c -minimal (among non-pot(Π 0 1 ) relations). By Proposition 4.7, A is ⊑ cminimal if A ∈ A ′′ ∪ B ′′ . By Theorem 1.9.(5).(ii), the elements of A are also minimal. It remains to see that the elements of A e | A ∈ {G s(G 0 ) , U 0 } ∧ e ∈ {⊏, ⊐} ∪ A ⊏ | A ∈ {T 0 , s(T 0 )} are minimal. Let us do it for A := T 0 , the other cases being similar. Assume that (X, S) ⊑ c (2 ω , A ⊏ ) with witness f , where X is Polish and S is not pot(Π 0 1 ). Then f is also a witness for X, S \∆(X) ⊑ c (2 ω , A).
Note that S is the disjoint union of S \∆(X) and ∆(J) ∈ pot(Π 0 1 ), where J is a Borel subset of X. Thus S \∆(X) is not pot(Π 0 1 ). By Theorem 7.11, A is minimal among non-pot(Π 0 1 ) relations. Thus (2 ω , A) ⊑ c X, S \∆(X) with witness h. We set S ′ := (h×h) −1 (S), so that (2 ω , S ′ ) ⊑ c (X, S), S ′ = A ∪ ∆(I) (where I is a Borel subset of 2 ω ). This means that we may assume that X = 2 ω and S = A ∪ ∆(I), where I is a Borel subset of 2 ω . We set, for ε ∈ 2, S ε := {α ∈ 2 ω | εα ∈ I}. This defines a partition {S 0 ∩ S 1 , S 0 \S 1 , S 1 \S 0 , (¬S 0 ) ∩ (¬S 1 )} of 2 ω into Borel sets. By Baire's theorem, one of these sets is not meager. Let s ∈ 2 <ω and C be a dense G δ subset of 2 ω such that N s ∩ C is contained in one of these sets.
We saw in the proof of Lemma 4.12 that G 0 ∩ (N s ∩ C) 2 is not pot(Π 0 1 ) if s ∈ 2 <ω and C is a dense G δ subset of 2 ω . In particular, there is no Borel countable coloring of G 0 ∩ (N s ∩ C) 2 . By Theorem 1.8, (2 ω , G 0 ) ⊑ c N s ∩ C, G 0 ∩ (N s ∩ C) 2 with witness g. This implies that the map g ′ : εα → εg(α) reduces A ⊏ to A ⊏ ∩ 2×(N s ∩ C) 2 .
Case 1 S 0 ∩ S 1 is not meager.
The map g ′ is a witness for (2 ω , A ) ⊑ c 2×(N s ∩ C), A ∩ 2×(N s ∩ C) 2 . Now note that S ∩ 2 × (N s ∩ C) 2 = A ∩ 2 × (N s ∩ C) 2 , so that (2 ω , A ) ⊑ c (2 ω , S) ⊑ c (2 ω , A ⊏ ), which contradicts the fact that A ′ is a ⊑ c -antichain.
The map g ′ is a witness for (2 ω , A ⊏ ) ⊑ c 2×(N s ∩ C), A ⊏ ∩ 2×(N s ∩ C) 2 . Now note that S ∩ 2×(N s ∩ C) 2 = A ⊏ ∩ 2×(N s ∩ C) 2 , so that (2 ω , A ⊏ ) ⊑ c (2 ω , S).
The map g ′ is a witness for (2 ω , A ⊐ ) ⊑ c 2×(N s ∩ C), A ⊐ ∩ 2×(N s ∩ C) 2 . Now note that
2 , so that (2 ω , A ⊐ ) ⊑ c (2 ω , S) ⊑ c (2 ω , A ⊏ ). It remains to note that (2 ω , A ⊏ ) ⊑ c (2 ω , A ⊐ ) with witness εα → (1−ε)α if A ∈ {T 0 , s(T 0 )}.
The map g ′ is a witness for (2 ω , A = ) ⊑ c 2×(N s ∩ C), A = ∩ 2×(N s ∩ C) 2 . Now note that S ∩ 2 × (N s ∩ C) 2 = A = ∩ 2 × (N s ∩ C) 2 , so that (2 ω , A = ) ⊑ c (2 ω , S) ⊑ c (2 ω , A ⊏ ), which contradicts the fact that A ′ is a ⊑ c -antichain.
