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Abstract
For any acquisition program, whether Department of Defense (DOD) or industry
related, the primary driving factor behind the success of a program is whether or not
the program remains within budget, stays on schedule and meets the defined perfor-
mance requirements. If any of these three criteria are not met, the program manager
may need to make challenging decisions. Typically, if the program is expected to not
stay within budget or is expected to be delayed for one reason or another, the program
manager will tend to limit areas of testing in order to meet these criteria. The result
tends to be a reduction in the test budget and/or a shortening in the test timeline,
both of which are already lean. The T&E community needs new test methodologies
to test systems and gain insight on whether a system meets performance standards,
within the budget and timeline constraints. In particular, both fundamental and
advanced aspects of experimental design need to be adapted.
The use of experiential design within DOD has continued to grow because of
the needed adaptation. Many different types of experiments have been used. An ex-
perimental design that is often needed is one that involves a restricted randomization
design such as a split-plot design. Split-plot designs arise when specific factors are
difficult (or impossible) to vary, a frequent occurrence within the T&E community.
However, split-plot designs have limitations on the estimation of the whole-plot (hard-
to-change) and subplot (easier-to-change) errors without the conduct of a sufficient
number of replications for the design. Within the timeline constraints for particular
programs, sufficient replications are difficult, even impossible to complete. The in-
ability to conduct the sufficient replications often lead to models that lack precision
in error estimation and thus imprecision in corresponding conclusions.
This work develops and examines a methodology for analyzing test results con-
ducted by split-plot designs using re-sampling techniques to provide better estimates
iv
of the error terms. The premise is to determine a set of rules using bootstrapping, a
particular re-sampling technique, that can be applied to the analysis of a split-plot
design, in order to create a representative regression model that can be used by the
T&E community to gain required system insight.
v
Preface
This work is dedicated to all who gave and continue to give in order for me to achieve




I would like to personally thank all of those who contributed greatly to the completion
of this research. First and foremost, God, without whom I would not be able to
accomplish anything. Second, those in the academic environment, in particular, Dr.
Hill, without his guidance and instruction this effort would not have been completed.
Third, but not least, my wife and kids who gave up the most in this academic endeavor.





Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
Preface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii
I. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Problem Statement . . . . . . . . . . . . . . . . . . . . . 2
1.3 Research Objectives/Questions/Hypotheses . . . . . . . 3
1.4 Research Focus . . . . . . . . . . . . . . . . . . . . . . . 3
1.4.1 Methodology . . . . . . . . . . . . . . . . . 3
1.4.2 Assumptions/Limitations . . . . . . . . . . 4
1.4.3 Implications . . . . . . . . . . . . . . . . . 4
1.5 Preview . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
II. Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1 Test and Evaluation . . . . . . . . . . . . . . . . . . . . 6
2.1.1 Developmental Test . . . . . . . . . . . . . . . . 6
2.1.2 Operational Test . . . . . . . . . . . . . . . . . 6
2.1.3 Best Practices . . . . . . . . . . . . . . . . . . . 7
2.1.4 NRC Study – Dynamics in Acquisition of military
systems . . . . . . . . . . . . . . . . . . . . . . 8
2.1.5 Types of Tests . . . . . . . . . . . . . . . . . . . 10
2.2 Design of Experiments . . . . . . . . . . . . . . . . . . . 11
2.2.1 History . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.2 Strategy of Experimentation . . . . . . . . . . . 13
2.2.3 What is Design of Experiments? . . . . . . . . . 14
2.2.4 Why DOE? . . . . . . . . . . . . . . . . . . . . 16
2.2.5 What Applications? . . . . . . . . . . . . . . . . 17
2.2.6 What is a Split-Plot Design? . . . . . . . . . . . 17
2.2.7 Split-Plot Design Model Examples . . . . . . . 18
2.2.8 Split-Plot Analysis . . . . . . . . . . . . . . . . 19
2.2.9 Split-plot Advantages and Disadvantages . . . . 23
viii
Page
2.3 Re-sampling . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3.1 What is re-sampling? . . . . . . . . . . . . . . . 25
2.3.2 What are some re-sampling methods . . . . . . 26
2.3.3 Permutation Tests . . . . . . . . . . . . . . . . 26
2.3.4 Jackknife . . . . . . . . . . . . . . . . . . . . . 27
2.3.5 Cross-validation . . . . . . . . . . . . . . . . . . 28
2.3.6 Bootstrap . . . . . . . . . . . . . . . . . . . . . 29
2.3.7 Bootstrap Confidence Interval Methods . . . . . 31
2.3.8 Different Bootstrap Methods . . . . . . . . . . . 32
2.4 Relation to Methodology . . . . . . . . . . . . . . . . . . 33
III. Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.1 Monte Carlo . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2 Bootstrap applied to Linear regression . . . . . . . . . . 34
3.3 Split-Plot Data Generation . . . . . . . . . . . . . . . . 35
3.4 Example Analysis . . . . . . . . . . . . . . . . . . . . . . 38
3.5 Split-plot Analysis . . . . . . . . . . . . . . . . . . . . . 42
3.5.1 Expected Value Simulation . . . . . . . . . . . . 42
3.6 Bootstrap Methods . . . . . . . . . . . . . . . . . . . . . 44
3.6.1 Bootstrap Simulation–Residual Method 1 . . . . 44
3.6.2 Bootstrap Simulation–Residual Method 2 . . . . 50
3.6.3 Bootstrap Simulation–Residual Method 3 . . . . 52
3.6.4 Bootstrap Simulation–Obervations Method 1 . . 56
3.6.5 Bootstrap Simulation–Obervations Method 2 . . 58
3.7 Comparison Criteria . . . . . . . . . . . . . . . . . . . . 58
3.7.1 Direct Comparison . . . . . . . . . . . . . . . . 58
3.7.2 Sign test . . . . . . . . . . . . . . . . . . . . . . 60
3.7.3 Paired-t test . . . . . . . . . . . . . . . . . . . . 62
IV. Analysis and Results . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.1 Simulation Validation and Verification . . . . . . . . . . 64
4.2 Direct Comparison . . . . . . . . . . . . . . . . . . . . . 64
4.2.1 EV . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.2.2 RM1 . . . . . . . . . . . . . . . . . . . . . . . . 67
4.2.3 RM2 . . . . . . . . . . . . . . . . . . . . . . . . 69
4.2.4 RM3 . . . . . . . . . . . . . . . . . . . . . . . . 71
4.2.5 OM1 . . . . . . . . . . . . . . . . . . . . . . . . 73
4.2.6 OM2 . . . . . . . . . . . . . . . . . . . . . . . . 75
4.3 Paired-t Test and Sign Test . . . . . . . . . . . . . . . . 77
ix
Page
V. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . 79
Appendix A. Detailed Analysis . . . . . . . . . . . . . . . . . . . . . . 80
Appendix B. Blue Dart . . . . . . . . . . . . . . . . . . . . . . . . . . 215
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216




2.1. Bootstrap Process Schematic – General . . . . . . . . . . . . . 30
3.1. Two-Stage Randomization . . . . . . . . . . . . . . . . . . . . 37
3.2. Split-Plot Error Structure . . . . . . . . . . . . . . . . . . . . . 37
3.3. Bootstrap Residual Method 1 Schematic . . . . . . . . . . . . . 46
3.4. Residual Method 1 Bootstrap Methodology Details . . . . . . . 46
3.5. Bootstrap Residual Method 2 Schematic . . . . . . . . . . . . . 51
3.6. Residual Method 2 Bootstrap Methodology Details . . . . . . . 51
3.7. Bootstrap Residual Method 3 Schematic . . . . . . . . . . . . . 54
3.8. Residual Method 3 Bootstrap Methodology Details . . . . . . . 54
3.9. Bootstrap Observation Method 1 Schematic . . . . . . . . . . . 57
3.10. Observation Method 1 Bootstrap Methodology Details . . . . . 57
3.11. Bootstrap Observation Method 2 Schematic . . . . . . . . . . . 59




2.1. General ANOVA for Split-Plot Analysis . . . . . . . . . . . . . 20
2.2. Experiment on the Tensile Strength of Paper from Montgomery
(2007) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3. ANOVA of Tensile Strength of Paper example . . . . . . . . . . 21
3.1. Split-Plot Designs . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2. Standard Deviations for Error Distribution Sets . . . . . . . . . 38
3.3. R∗(j) example for RM1 . . . . . . . . . . . . . . . . . . . . . . . 48
3.4. Y ∗(j) example for RM1 . . . . . . . . . . . . . . . . . . . . . . . 49
3.5. Bootstrap Error Estimates for RM1 . . . . . . . . . . . . . . . 49
3.6. R•(j) example for RM2 . . . . . . . . . . . . . . . . . . . . . . . 52
3.7. Y •(j) example for RM2 . . . . . . . . . . . . . . . . . . . . . . . 53
3.8. R•(j) example for RM3 . . . . . . . . . . . . . . . . . . . . . . . 55
3.9. Y •(j) example for RM3 . . . . . . . . . . . . . . . . . . . . . . . 56
4.1. Simulation Validation . . . . . . . . . . . . . . . . . . . . . . . 64
4.2. Expected Value Direct Comparison Confidence Intervals . . . . 66
4.3. RM1 Direct Comparison Confidence Intervals . . . . . . . . . . 68
4.4. RM2 Direct Comparison Confidence Intervals . . . . . . . . . . 70
4.5. RM3 Direct Comparison Confidence Intervals . . . . . . . . . . 72
4.6. OM1 Direct Comparison Confidence Intervals . . . . . . . . . . 74
4.7. OM2 Direct Comparison Confidence Intervals . . . . . . . . . . 76
A.1. Paired-t Comparison - EV vs. RM1 - Design 1, Distribution 1 . 80
A.2. Sign Test Comparison - EV vs. RM1 - Design 1, Distribution 1 80
A.3. Paired-t Comparison - EV vs. RM1 - Design 1, Distribution 5 . 81
A.4. Sign Test Comparison - EV vs. RM1 - Design 1, Distribution 5 81
A.5. Paired-t Comparison - EV vs. RM1 - Design 1, Distribution 13 82
xii
Table Page
A.6. Sign Test Comparison - EV vs. RM1 - Design 1, Distribution 13 82
A.7. Paired-t Comparison - EV vs. RM1 - Design 2, Distribution 1 . 83
A.8. Sign Test Comparison - EV vs. RM1 - Design 2, Distribution 1 83
A.9. Paired-t Comparison - EV vs. RM1 - Design 2, Distribution 5 . 84
A.10. Sign Test Comparison - EV vs. RM1 - Design 2, Distribution 5 84
A.11. Paired-t Comparison - EV vs. RM1 - Design 2, Distribution 13 85
A.12. Sign Test Comparison - EV vs. RM1 - Design 2, Distribution 13 85
A.13. Paired-t Comparison - EV vs. RM1 - Design 3, Distribution 1 . 86
A.14. Sign Test Comparison - EV vs. RM1 - Design 3, Distribution 1 86
A.15. Paired-t Comparison - EV vs. RM1 - Design 3, Distribution 5 . 87
A.16. Sign Test Comparison - EV vs. RM1 - Design 3, Distribution 5 87
A.17. Paired-t Comparison - EV vs. RM1 - Design 3, Distribution 13 88
A.18. Sign Test Comparison - EV vs. RM1 - Design 3, Distribution 13 88
A.19. Paired-t Comparison - EV vs. RM1 - Design 4, Distribution 1 . 89
A.20. Sign Test Comparison - EV vs. RM1 - Design 4, Distribution 1 89
A.21. Paired-t Comparison - EV vs. RM1 - Design 4, Distribution 5 . 90
A.22. Sign Test Comparison - EV vs. RM1 - Design 4, Distribution 5 90
A.23. Paired-t Comparison - EV vs. RM1 - Design 4, Distribution 13 91
A.24. Sign Test Comparison - EV vs. RM1 - Design 4, Distribution 13 91
A.25. Paired-t Comparison - EV vs. RM1 - Design 5, Distribution 1 . 92
A.26. Sign Test Comparison - EV vs. RM1 - Design 5, Distribution 1 92
A.27. Paired-t Comparison - EV vs. RM1 - Design 5, Distribution 5 . 93
A.28. Sign Test Comparison - EV vs. RM1 - Design 5, Distribution 5 93
A.29. Paired-t Comparison - EV vs. RM1 - Design 5, Distribution 13 94
A.30. Sign Test Comparison - EV vs. RM1 - Design 5, Distribution 13 94
A.31. Paired-t Comparison - EV vs. RM1 - Design 6, Distribution 1 . 95
A.32. Sign Test Comparison - EV vs. RM1 - Design 6, Distribution 1 95
A.33. Paired-t Comparison - EV vs. RM1 - Design 6, Distribution 5 . 96
xiii
Table Page
A.34. Sign Test Comparison - EV vs. RM1 - Design 6, Distribution 5 96
A.35. Paired-t Comparison - EV vs. RM1 - Design 6, Distribution 13 97
A.36. Sign Test Comparison - EV vs. RM1 - Design 6, Distribution 13 97
A.37. Paired-t Comparison - EV vs. RM1 - Design 7, Distribution 1 . 98
A.38. Sign Test Comparison - EV vs. RM1 - Design 7, Distribution 1 98
A.39. Paired-t Comparison - EV vs. RM1 - Design 7, Distribution 5 . 99
A.40. Sign Test Comparison - EV vs. RM1 - Design 7, Distribution 5 99
A.41. Paired-t Comparison - EV vs. RM1 - Design 7, Distribution 13 100
A.42. Sign Test Comparison - EV vs. RM1 - Design 7, Distribution 13 100
A.43. Paired-t Comparison - EV vs. RM1 - Design 8, Distribution 1 . 101
A.44. Sign Test Comparison - EV vs. RM1 - Design 8, Distribution 1 101
A.45. Paired-t Comparison - EV vs. RM1 - Design 8, Distribution 5 . 102
A.46. Sign Test Comparison - EV vs. RM1 - Design 8, Distribution 5 102
A.47. Paired-t Comparison - EV vs. RM1 - Design 8, Distribution 13 103
A.48. Sign Test Comparison - EV vs. RM1 - Design 8, Distribution 13 103
A.49. Paired-t Comparison - EV vs. RM1 - Design 9, Distribution 1 . 104
A.50. Sign Test Comparison - EV vs. RM1 - Design 9, Distribution 1 104
A.51. Paired-t Comparison - EV vs. RM1 - Design 9, Distribution 5 . 105
A.52. Sign Test Comparison - EV vs. RM1 - Design 9, Distribution 5 105
A.53. Paired-t Comparison - EV vs. RM1 - Design 9, Distribution 13 106
A.54. Sign Test Comparison - EV vs. RM1 - Design 9, Distribution 13 106
A.55. Paired-t Comparison - EV vs. RM2 - Design 1, Distribution 1 . 107
A.56. Sign Test Comparison - EV vs. RM2 - Design 1, Distribution 1 107
A.57. Paired-t Comparison - EV vs. RM2 - Design 1, Distribution 5 . 108
A.58. Sign Test Comparison - EV vs. RM2 - Design 1, Distribution 5 108
A.59. Paired-t Comparison - EV vs. RM2 - Design 1, Distribution 13 109
A.60. Sign Test Comparison - EV vs. RM2 - Design 1, Distribution 13 109
A.61. Paired-t Comparison - EV vs. RM2 - Design 2, Distribution 1 . 110
xiv
Table Page
A.62. Sign Test Comparison - EV vs. RM2 - Design 2, Distribution 1 110
A.63. Paired-t Comparison - EV vs. RM2 - Design 2, Distribution 5 . 111
A.64. Sign Test Comparison - EV vs. RM2 - Design 2, Distribution 5 111
A.65. Paired-t Comparison - EV vs. RM2 - Design 2, Distribution 13 112
A.66. Sign Test Comparison - EV vs. RM2 - Design 2, Distribution 13 112
A.67. Paired-t Comparison - EV vs. RM2 - Design 3, Distribution 1 . 113
A.68. Sign Test Comparison - EV vs. RM2 - Design 3, Distribution 1 113
A.69. Paired-t Comparison - EV vs. RM2 - Design 3, Distribution 5 . 114
A.70. Sign Test Comparison - EV vs. RM2 - Design 3, Distribution 5 114
A.71. Paired-t Comparison - EV vs. RM2 - Design 3, Distribution 13 115
A.72. Sign Test Comparison - EV vs. RM2 - Design 3, Distribution 13 115
A.73. Paired-t Comparison - EV vs. RM2 - Design 4, Distribution 1 . 116
A.74. Sign Test Comparison - EV vs. RM2 - Design 4, Distribution 1 116
A.75. Paired-t Comparison - EV vs. RM2 - Design 4, Distribution 5 . 117
A.76. Sign Test Comparison - EV vs. RM2 - Design 4, Distribution 5 117
A.77. Paired-t Comparison - EV vs. RM2 - Design 4, Distribution 13 118
A.78. Sign Test Comparison - EV vs. RM2 - Design 4, Distribution 13 118
A.79. Paired-t Comparison - EV vs. RM2 - Design 5, Distribution 1 . 119
A.80. Sign Test Comparison - EV vs. RM2 - Design 5, Distribution 1 119
A.81. Paired-t Comparison - EV vs. RM2 - Design 5, Distribution 5 . 120
A.82. Sign Test Comparison - EV vs. RM2 - Design 5, Distribution 5 120
A.83. Paired-t Comparison - EV vs. RM2 - Design 5, Distribution 13 121
A.84. Sign Test Comparison - EV vs. RM2 - Design 5, Distribution 13 121
A.85. Paired-t Comparison - EV vs. RM2 - Design 6, Distribution 1 . 122
A.86. Sign Test Comparison - EV vs. RM2 - Design 6, Distribution 1 122
A.87. Paired-t Comparison - EV vs. RM2 - Design 6, Distribution 5 . 123
A.88. Sign Test Comparison - EV vs. RM2 - Design 6, Distribution 5 123
A.89. Paired-t Comparison - EV vs. RM2 - Design 6, Distribution 13 124
xv
Table Page
A.90. Sign Test Comparison - EV vs. RM2 - Design 6, Distribution 13 124
A.91. Paired-t Comparison - EV vs. RM2 - Design 7, Distribution 1 . 125
A.92. Sign Test Comparison - EV vs. RM2 - Design 7, Distribution 1 125
A.93. Paired-t Comparison - EV vs. RM2 - Design 7, Distribution 5 . 126
A.94. Sign Test Comparison - EV vs. RM2 - Design 7, Distribution 5 126
A.95. Paired-t Comparison - EV vs. RM2 - Design 7, Distribution 13 127
A.96. Sign Test Comparison - EV vs. RM2 - Design 7, Distribution 13 127
A.97. Paired-t Comparison - EV vs. RM2 - Design 8, Distribution 1 . 128
A.98. Sign Test Comparison - EV vs. RM2 - Design 8, Distribution 1 128
A.99. Paired-t Comparison - EV vs. RM2 - Design 8, Distribution 5 . 129
A.100. Sign Test Comparison - EV vs. RM2 - Design 8, Distribution 5 129
A.101. Paired-t Comparison - EV vs. RM2 - Design 8, Distribution 13 130
A.102. Sign Test Comparison - EV vs. RM2 - Design 8, Distribution 13 130
A.103. Paired-t Comparison - EV vs. RM2 - Design 9, Distribution 1 . 131
A.104. Sign Test Comparison - EV vs. RM2 - Design 9, Distribution 1 131
A.105. Paired-t Comparison - EV vs. RM2 - Design 9, Distribution 5 . 132
A.106. Sign Test Comparison - EV vs. RM2 - Design 9, Distribution 5 132
A.107. Paired-t Comparison - EV vs. RM2 - Design 9, Distribution 13 133
A.108. Sign Test Comparison - EV vs. RM2 - Design 9, Distribution 13 133
A.109. Paired-t Comparison - EV vs. RM3 - Design 1, Distribution 1 . 134
A.110. Sign Test Comparison - EV vs. RM3 - Design 1, Distribution 1 134
A.111. Paired-t Comparison - EV vs. RM3 - Design 1, Distribution 5 . 135
A.112. Sign Test Comparison - EV vs. RM3 - Design 1, Distribution 5 135
A.113. Paired-t Comparison - EV vs. RM3 - Design 1, Distribution 13 136
A.114. Sign Test Comparison - EV vs. RM3 - Design 1, Distribution 13 136
A.115. Paired-t Comparison - EV vs. RM3 - Design 2, Distribution 1 . 137
A.116. Sign Test Comparison - EV vs. RM3 - Design 2, Distribution 1 137
A.117. Paired-t Comparison - EV vs. RM3 - Design 2, Distribution 5 . 138
xvi
Table Page
A.118. Sign Test Comparison - EV vs. RM3 - Design 2, Distribution 5 138
A.119. Paired-t Comparison - EV vs. RM3 - Design 2, Distribution 13 139
A.120. Sign Test Comparison - EV vs. RM3 - Design 2, Distribution 13 139
A.121. Paired-t Comparison - EV vs. RM3 - Design 3, Distribution 1 . 140
A.122. Sign Test Comparison - EV vs. RM3 - Design 3, Distribution 1 140
A.123. Paired-t Comparison - EV vs. RM3 - Design 3, Distribution 5 . 141
A.124. Sign Test Comparison - EV vs. RM3 - Design 3, Distribution 5 141
A.125. Paired-t Comparison - EV vs. RM3 - Design 3, Distribution 13 142
A.126. Sign Test Comparison - EV vs. RM3 - Design 3, Distribution 13 142
A.127. Paired-t Comparison - EV vs. RM3 - Design 4, Distribution 1 . 143
A.128. Sign Test Comparison - EV vs. RM3 - Design 4, Distribution 1 143
A.129. Paired-t Comparison - EV vs. RM3 - Design 4, Distribution 5 . 144
A.130. Sign Test Comparison - EV vs. RM3 - Design 4, Distribution 5 144
A.131. Paired-t Comparison - EV vs. RM3 - Design 4, Distribution 13 145
A.132. Sign Test Comparison - EV vs. RM3 - Design 4, Distribution 13 145
A.133. Paired-t Comparison - EV vs. RM3 - Design 5, Distribution 1 . 146
A.134. Sign Test Comparison - EV vs. RM3 - Design 5, Distribution 1 146
A.135. Paired-t Comparison - EV vs. RM3 - Design 5, Distribution 5 . 147
A.136. Sign Test Comparison - EV vs. RM3 - Design 5, Distribution 5 147
A.137. Paired-t Comparison - EV vs. RM3 - Design 5, Distribution 13 148
A.138. Sign Test Comparison - EV vs. RM3 - Design 5, Distribution 13 148
A.139. Paired-t Comparison - EV vs. RM3 - Design 6, Distribution 1 . 149
A.140. Sign Test Comparison - EV vs. RM3 - Design 6, Distribution 1 149
A.141. Paired-t Comparison - EV vs. RM3 - Design 6, Distribution 5 . 150
A.142. Sign Test Comparison - EV vs. RM3 - Design 6, Distribution 5 150
A.143. Paired-t Comparison - EV vs. RM3 - Design 6, Distribution 13 151
A.144. Sign Test Comparison - EV vs. RM3 - Design 6, Distribution 13 151
A.145. Paired-t Comparison - EV vs. RM3 - Design 7, Distribution 1 . 152
xvii
Table Page
A.146. Sign Test Comparison - EV vs. RM3 - Design 7, Distribution 1 152
A.147. Paired-t Comparison - EV vs. RM3 - Design 7, Distribution 5 . 153
A.148. Sign Test Comparison - EV vs. RM3 - Design 7, Distribution 5 153
A.149. Paired-t Comparison - EV vs. RM3 - Design 7, Distribution 13 154
A.150. Sign Test Comparison - EV vs. RM3 - Design 7, Distribution 13 154
A.151. Paired-t Comparison - EV vs. RM3 - Design 8, Distribution 1 . 155
A.152. Sign Test Comparison - EV vs. RM3 - Design 8, Distribution 1 155
A.153. Paired-t Comparison - EV vs. RM3 - Design 8, Distribution 5 . 156
A.154. Sign Test Comparison - EV vs. RM3 - Design 8, Distribution 5 156
A.155. Paired-t Comparison - EV vs. RM3 - Design 8, Distribution 13 157
A.156. Sign Test Comparison - EV vs. RM3 - Design 8, Distribution 13 157
A.157. Paired-t Comparison - EV vs. RM3 - Design 9, Distribution 1 . 158
A.158. Sign Test Comparison - EV vs. RM3 - Design 9, Distribution 1 158
A.159. Paired-t Comparison - EV vs. RM3 - Design 9, Distribution 5 . 159
A.160. Sign Test Comparison - EV vs. RM3 - Design 9, Distribution 5 159
A.161. Paired-t Comparison - EV vs. RM3 - Design 9, Distribution 13 160
A.162. Sign Test Comparison - EV vs. RM3 - Design 9, Distribution 13 160
A.163. Paired-t Comparison - EV vs. OM1 - Design 1, Distribution 1 . 161
A.164. Sign Test Comparison - EV vs. OM1 - Design 1, Distribution 1 161
A.165. Paired-t Comparison - EV vs. OM1 - Design 1, Distribution 5 . 162
A.166. Sign Test Comparison - EV vs. OM1 - Design 1, Distribution 5 162
A.167. Paired-t Comparison - EV vs. OM1 - Design 1, Distribution 13 163
A.168. Sign Test Comparison - EV vs. OM1 - Design 1, Distribution 13 163
A.169. Paired-t Comparison - EV vs. OM1 - Design 2, Distribution 1 . 164
A.170. Sign Test Comparison - EV vs. OM1 - Design 2, Distribution 1 164
A.171. Paired-t Comparison - EV vs. OM1 - Design 2, Distribution 5 . 165
A.172. Sign Test Comparison - EV vs. OM1 - Design 2, Distribution 5 165
A.173. Paired-t Comparison - EV vs. OM1 - Design 2, Distribution 13 166
xviii
Table Page
A.174. Sign Test Comparison - EV vs. OM1 - Design 2, Distribution 13 166
A.175. Paired-t Comparison - EV vs. OM1 - Design 3, Distribution 1 . 167
A.176. Sign Test Comparison - EV vs. OM1 - Design 3, Distribution 1 167
A.177. Paired-t Comparison - EV vs. OM1 - Design 3, Distribution 5 . 168
A.178. Sign Test Comparison - EV vs. OM1 - Design 3, Distribution 5 168
A.179. Paired-t Comparison - EV vs. OM1 - Design 3, Distribution 13 169
A.180. Sign Test Comparison - EV vs. OM1 - Design 3, Distribution 13 169
A.181. Paired-t Comparison - EV vs. OM1 - Design 4, Distribution 1 . 170
A.182. Sign Test Comparison - EV vs. OM1 - Design 4, Distribution 1 170
A.183. Paired-t Comparison - EV vs. OM1 - Design 4, Distribution 5 . 171
A.184. Sign Test Comparison - EV vs. OM1 - Design 4, Distribution 5 171
A.185. Paired-t Comparison - EV vs. OM1 - Design 4, Distribution 13 172
A.186. Sign Test Comparison - EV vs. OM1 - Design 4, Distribution 13 172
A.187. Paired-t Comparison - EV vs. OM1 - Design 5, Distribution 1 . 173
A.188. Sign Test Comparison - EV vs. OM1 - Design 5, Distribution 1 173
A.189. Paired-t Comparison - EV vs. OM1 - Design 5, Distribution 5 . 174
A.190. Sign Test Comparison - EV vs. OM1 - Design 5, Distribution 5 174
A.191. Paired-t Comparison - EV vs. OM1 - Design 5, Distribution 13 175
A.192. Sign Test Comparison - EV vs. OM1 - Design 5, Distribution 13 175
A.193. Paired-t Comparison - EV vs. OM1 - Design 6, Distribution 1 . 176
A.194. Sign Test Comparison - EV vs. OM1 - Design 6, Distribution 1 176
A.195. Paired-t Comparison - EV vs. OM1 - Design 6, Distribution 5 . 177
A.196. Sign Test Comparison - EV vs. OM1 - Design 6, Distribution 5 177
A.197. Paired-t Comparison - EV vs. OM1 - Design 6, Distribution 13 178
A.198. Sign Test Comparison - EV vs. OM1 - Design 6, Distribution 13 178
A.199. Paired-t Comparison - EV vs. OM1 - Design 7, Distribution 1 . 179
A.200. Sign Test Comparison - EV vs. OM1 - Design 7, Distribution 1 179
A.201. Paired-t Comparison - EV vs. OM1 - Design 7, Distribution 5 . 180
xix
Table Page
A.202. Sign Test Comparison - EV vs. OM1 - Design 7, Distribution 5 180
A.203. Paired-t Comparison - EV vs. OM1 - Design 7, Distribution 13 181
A.204. Sign Test Comparison - EV vs. OM1 - Design 7, Distribution 13 181
A.205. Paired-t Comparison - EV vs. OM1 - Design 8, Distribution 1 . 182
A.206. Sign Test Comparison - EV vs. OM1 - Design 8, Distribution 1 182
A.207. Paired-t Comparison - EV vs. OM1 - Design 8, Distribution 5 . 183
A.208. Sign Test Comparison - EV vs. OM1 - Design 8, Distribution 5 183
A.209. Paired-t Comparison - EV vs. OM1 - Design 8, Distribution 13 184
A.210. Sign Test Comparison - EV vs. OM1 - Design 8, Distribution 13 184
A.211. Paired-t Comparison - EV vs. OM1 - Design 9, Distribution 1 . 185
A.212. Sign Test Comparison - EV vs. OM1 - Design 9, Distribution 1 185
A.213. Paired-t Comparison - EV vs. OM1 - Design 9, Distribution 5 . 186
A.214. Sign Test Comparison - EV vs. OM1 - Design 9, Distribution 5 186
A.215. Paired-t Comparison - EV vs. OM1 - Design 9, Distribution 13 187
A.216. Sign Test Comparison - EV vs. OM1 - Design 9, Distribution 13 187
A.217. Paired-t Comparison - EV vs. OM2 - Design 1, Distribution 1 . 188
A.218. Sign Test Comparison - EV vs. OM2 - Design 1, Distribution 1 188
A.219. Paired-t Comparison - EV vs. OM2 - Design 1, Distribution 5 . 189
A.220. Sign Test Comparison - EV vs. OM2 - Design 1, Distribution 5 189
A.221. Paired-t Comparison - EV vs. OM2 - Design 1, Distribution 13 190
A.222. Sign Test Comparison - EV vs. OM2 - Design 1, Distribution 13 190
A.223. Paired-t Comparison - EV vs. OM2 - Design 2, Distribution 1 . 191
A.224. Sign Test Comparison - EV vs. OM2 - Design 2, Distribution 1 191
A.225. Paired-t Comparison - EV vs. OM2 - Design 2, Distribution 5 . 192
A.226. Sign Test Comparison - EV vs. OM2 - Design 2, Distribution 5 192
A.227. Paired-t Comparison - EV vs. OM2 - Design 2, Distribution 13 193
A.228. Sign Test Comparison - EV vs. OM2 - Design 2, Distribution 13 193
A.229. Paired-t Comparison - EV vs. OM2 - Design 3, Distribution 1 . 194
xx
Table Page
A.230. Sign Test Comparison - EV vs. OM2 - Design 3, Distribution 1 194
A.231. Paired-t Comparison - EV vs. OM2 - Design 3, Distribution 5 . 195
A.232. Sign Test Comparison - EV vs. OM2 - Design 3, Distribution 5 195
A.233. Paired-t Comparison - EV vs. OM2 - Design 3, Distribution 13 196
A.234. Sign Test Comparison - EV vs. OM2 - Design 3, Distribution 13 196
A.235. Paired-t Comparison - EV vs. OM2 - Design 4, Distribution 1 . 197
A.236. Sign Test Comparison - EV vs. OM2 - Design 4, Distribution 1 197
A.237. Paired-t Comparison - EV vs. OM2 - Design 4, Distribution 5 . 198
A.238. Sign Test Comparison - EV vs. OM2 - Design 4, Distribution 5 198
A.239. Paired-t Comparison - EV vs. OM2 - Design 4, Distribution 13 199
A.240. Sign Test Comparison - EV vs. OM2 - Design 4, Distribution 13 199
A.241. Paired-t Comparison - EV vs. OM2 - Design 5, Distribution 1 . 200
A.242. Sign Test Comparison - EV vs. OM2 - Design 5, Distribution 1 200
A.243. Paired-t Comparison - EV vs. OM2 - Design 5, Distribution 5 . 201
A.244. Sign Test Comparison - EV vs. OM2 - Design 5, Distribution 5 201
A.245. Paired-t Comparison - EV vs. OM2 - Design 5, Distribution 13 202
A.246. Sign Test Comparison - EV vs. OM2 - Design 5, Distribution 13 202
A.247. Paired-t Comparison - EV vs. OM2 - Design 6, Distribution 1 . 203
A.248. Sign Test Comparison - EV vs. OM2 - Design 6, Distribution 1 203
A.249. Paired-t Comparison - EV vs. OM2 - Design 6, Distribution 5 . 204
A.250. Sign Test Comparison - EV vs. OM2 - Design 6, Distribution 5 204
A.251. Paired-t Comparison - EV vs. OM2 - Design 6, Distribution 13 205
A.252. Sign Test Comparison - EV vs. OM2 - Design 6, Distribution 13 205
A.253. Paired-t Comparison - EV vs. OM2 - Design 7, Distribution 1 . 206
A.254. Sign Test Comparison - EV vs. OM2 - Design 7, Distribution 1 206
A.255. Paired-t Comparison - EV vs. OM2 - Design 7, Distribution 5 . 207
A.256. Sign Test Comparison - EV vs. OM2 - Design 7, Distribution 5 207
A.257. Paired-t Comparison - EV vs. OM2 - Design 7, Distribution 13 208
xxi
Table Page
A.258. Sign Test Comparison - EV vs. OM2 - Design 7, Distribution 13 208
A.259. Paired-t Comparison - EV vs. OM2 - Design 8, Distribution 1 . 209
A.260. Sign Test Comparison - EV vs. OM2 - Design 8, Distribution 1 209
A.261. Paired-t Comparison - EV vs. OM2 - Design 8, Distribution 5 . 210
A.262. Sign Test Comparison - EV vs. OM2 - Design 8, Distribution 5 210
A.263. Paired-t Comparison - EV vs. OM2 - Design 8, Distribution 13 211
A.264. Sign Test Comparison - EV vs. OM2 - Design 8, Distribution 13 211
A.265. Paired-t Comparison - EV vs. OM2 - Design 9, Distribution 1 . 212
A.266. Sign Test Comparison - EV vs. OM2 - Design 9, Distribution 1 212
A.267. Paired-t Comparison - EV vs. OM2 - Design 9, Distribution 5 . 213
A.268. Sign Test Comparison - EV vs. OM2 - Design 9, Distribution 5 213
A.269. Paired-t Comparison - EV vs. OM2 - Design 9, Distribution 13 214
A.270. Sign Test Comparison - EV vs. OM2 - Design 9, Distribution 13 214
xxii
An Empirical Study of Re-sampling Techniques as a




Cost, schedule and performance typically drive the decisions that program man-
agers make in a system acquisition lifecycle, whether Department of Defense (DOD)
or industry related. In fact, the program manager’s success is generally defined by
how well the program stays under cost, stays within scheduled time constraints, and
meets pre-determined performance objectives. Within the DOD, the program man-
ager’s success is handicapped by limited budgets, highly technical requirements and
immediate warfighter operational requirements. Thus, the program manager is nearly
always in a highly stressed environment, mitigating risk, trying to stay under cost,
stay within schedule and meet sometimes dynamic performance objectives. In many
cases a program manager uses a reduction in Test and Evaluation (T&E) as a potential
solution. However, T&E is a crucial part of the Defense Acquisition and Management
System. In fact, T&E needs to provide accurate and relevant assessments of system
performance and provide early identification of any deficiencies which allow for cor-
rective actions to take place. The test community needs the ability to make statistical
assertions based on test results to best meet acquisition program needs.
Clearly, the ability for T&E to provide accurate and relevant assessments, pro-
vide early identification of problems, and make valid statistical assertions is greatly
impacted by any forced reduction in the test effort. Adverse outcomes of reduced test
efforts include: the system may not be fully tested, not enough test conditions are
used to generate statistical confidence and power, the tester is unable to identify and
understand the system-under-test (SUT) in order to fix problems. These outcomes,
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and others, highlight the need to use test resources efficiently and effectively. In fact,
the use of industry best practices and state-of-the-art statistical methodologies may
improve the ability of the T&E enterprise [7]. These best practices and methodologies
are entering the DOD test community with the advent of an emphasis on experimen-
tal design practice and are helping address the impacts of limited testing. There are,
however, still limitations and additional analytical advancements needed.
This research is an empirical study examining statistical methodologies with
potential applicability in improving the analytical results of certain experimental de-
signs, split-plot designs. These results could be applied by the T&E community to
better obtain several objectives pertinent to T&E: mitigate risk for fielding the sys-
tem, improve system performance by fully understanding the SUT, ensure the system
meets operational requirements and limit total cost of test.
1.2 Problem Statement
Completely randomized designs (CRDs), such as factorial and fractional facto-
rial designs, have been the popular method to plan and conduct tests within DOD
T&E. These designs focus on various combinations of factor settings and complete
randomization of the schedule of experimental runs, which is ideal. Unfortunately,
complete randomization, sometimes referred to as “full randomization,” is sometimes
neither feasible nor effective. For instance, there may be a hard-to-change or costly
factor(s) whose randomization would hurt the test conduct efficiency. Therefore, a
restricted randomization approach is utilized, such as a split-plot design. Unlike
standard statistical models, split-plot designs involve two types of experimental error,
whole-plot and subplot error. The whole-plot is associated with the hard-to-change
factors while the subplot error is associated with the fully randomized, or easy-to-
change, factors. To estimate the whole-plot error, design replications are needed.
However, resources often do not allow for sufficient replication. In this case, the ex-
perimenters may not be able to determine if the non-randomized whole-plot factor
had a treatment effect, or even get an accurate representation of the whole-plot error.
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This leads to the question: Is there a method(s) of analysis that could be applied
to the non-randomized factor to determine the treatment effect and provide a more
reasonable estimate for the whole-plot error?
Because of the inability to perform replicates or many multiple replicates of a
split-plot design, the number of degrees of freedom for the whole-plot error is relatively
small. More replicates means more degrees of freedom for the whole-plot error, thereby
increasing the precision of the test. Thus, is there a method(s) that can compensate
for the small degrees of freedom associated with whole-plot error; thereby increasing
the precision of the test without conducting more test points?
1.3 Research Objectives/Questions/Hypotheses
The research objective is to develop, examine and test methodologies for an-
alyzing test results from split-plot designs. In particular, this work determines the
applicability of bootstrapping in supporting the analysis of split-plot designs. A de-
termination on when bootstrapping is effective is made. The research inspects an
array of split-plot design models and approaches.
1.4 Research Focus
1.4.1 Methodology. There are cases in which split-plot designs are
more suitable than other experimental designs, due to restrictions on randomization.
Kowalski and Potcner [24] state, in regards to CRDs,
In practice, however, the limitations and challenges of experimenting
in the real world result in these simple experiments being the exception
rather than the norm. Typically, an experiment will contain some form of
a restriction on the randomization. [24]
There are cases in which a CRD is unrealistic and the split-plot design will
result in considerable experimental efficiency. A split-plot design does have certain
limitations it presents in the analysis. For example, “ whole-plot treatments in a split-
plot design are confounded with the whole-plots and the subplot treatments are not
3
confounded, it is best to assign the factor we are most interested in to the subplots,
if possible” [33]; The effect of the whole-plot factor, which will have the least number
of experimental replicates, is estimated less precisely than the subplot factors, which
will have more experimental replicates [24]. Therefore, this research examines the
merit of using re-sampling techniques, in particular bootstrapping, as a method for
increasing the precision of the whole-plot error estimates in split-plot designs. This is
done via an empirical study with a priori split-plot design models, beginning with the
most simple case and progressing to more complex, where the whole-plot and subplot
errors are “ known ”.
1.4.2 Assumptions/Limitations. The assumptions for this research are
the following:
1. The regression model used to generate the initial samples is a good representa-
tion of the true model for the system-under-test.
2. Bootstrapping can be applied to a small sample size with reasonable accuracy
(bootstrapping does not necessarily work well with small sample sizes).
3. Guidelines for using bootstrapping techniques can be generated as a result of
this empirical study.
1.4.3 Implications. This research has implications on the T&E testing
community. CRDs are the exception, not the norm for testing [24]. This implies
that split-plot designs, and other non-completely randomized, designs are used more
frequently. If a “true” performance model could be represented with even fewer test
points, and/or from a typical split-plot design with the use of re-sampling techniques,
it could greatly benefit the T&E community. Application of DOE already creates a
potential reduction in test time, provides more insight on system performance and is
a potential cost reduction, due to conducting fewer test points. If there was a way to
increase the benefit and gain more insight with fewer test points for a particular test,
this may increase the number or types of tests performed in a test program.
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1.5 Preview
This research is an empirical study of re-sampling techniques and the impacts
that these techniques have on the analysis of split-plot designs. Chapter II, Liter-
ary Review, summarizes the literature background for the research. Included in this
chapter are the following topics: background on the role of T&E, particularly within
the DOD; a historical account of experimental design and how it has changed the
face of T&E, focused mostly on split-plot designs; and a description and definition of
particular re-sampling techniques, in particular, the bootstrap method. Chapter III,
Methodology, provides the details of this research and the methodology employed.
Chapter IV, Results and Analysis, present the findings and the premise behind de-
termining the merit of re-sampling to split-plot designs. Chapter V, Conclusion,
summarizes the work, to include recommendations for using re-sampling techniques
in the analysis of split-plot designs.
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II. Literature Review
2.1 Test and Evaluation
In the DOD, T&E’s fundamental purpose is knowledge gathering, in order to,
assist decision makers in “managing the risks involved in developing, producing, op-
erating, and sustaining systems and capabilities. [47]” Additionally, T&E provides
knowledge of system capabilities and limitations to allow for either further develop-
mental improvements and/or optimization of system performance by the user com-
munity. Therefore, the goal of test is the identification of deficiencies, whether tech-
nical, operational and system, early in the lifecycle, so that mitigating actions can be
implemented prior to the use of the system operationally. T&E of systems may in-
clude: Developmental Test and Evaluation (DT&E), Operational Test and Evaluation
(OT&E), Live Fire Test and Evaluation (LFT&E), family-of-systems interoperability
testing, information assurance testing, and modeling and simulation (M&S) [47]. The
type and amount of testing completed is generally decided by the system program
manager (PM) and will almost always be driven by cost, schedule and performance.
2.1.1 Developmental Test. Developmental Test and Evaluation (DT&E)
plans and conducts tests to determine whether the system meets its technical and
performance specifications. The goal of many Developmental Testers is to test the
system until it breaks. Thus, within DT&E, testers try to identify the technical capa-
bilities and limitations of system(s), identify technical risks, stress the system under
test to ensure the robustness of the system, assess technical progress and maturity
against the critical technical parameters as documented in the Test and Evaluation
Master Plan (TEMP) and provide support, data and analytic, on whether the system
is ready for IOT&E [47]. The primary focus of DT&E is to discover and learn about
the system.
2.1.2 Operational Test. Operational Test and Evaluation (OT&E) deter-
mines the operational effectiveness and suitability of the system under operationally
realistic conditions against threat or threat-representative forces. OT&E also assesses
6
impact to combat operations and provide additional information on the system’s op-
erational capabilities [47]. The primary focus of OT&E is to assess and confirm the
operational capability of the system. OT&E is a crucial element of assessing whether
a system is ready for full-rate production.
2.1.3 Best Practices. “Benchmarking” is a common practice in which com-
panies compare products, services and processes against other similar organizations
to determine how they measure in regards to best practices. In fact, studies have been
conducted on what are considered the “best practices.” A study performed by the
Science Applications International Corporation (SAIC) for the Directorate of Test,
Systems Engineering and Evaluation (DTSE&E), Office of the Secretary of Defense,
Washington, D.C. sought to answer the fundamental question:
What are the best practices in Test and Evaluation that are currently
employed by successful enterprises to support the maturation of product
design; measure the performance of the production-ready version; and
verify product acceptability for the end user application? [8]
To interview successful enterprises, SAIC designed questions of industry that address
certain areas:
Why do you test? How do you test? When do you stop? What is the
value added by T&E? What do you consider your T&E best practices?
Why?
Practices employed by commercial enterprises were deemed “best” practices if
they:
1. Added significant value to the process by which a product was created;
2. Helped create a better product in a cheaper, faster manner; or
3. Contributed in a traceable way to the success of the company.
Among the study conclusions were: Some commercial “best” practices can be
applied to DOD T&E; DOD has already identified some best practices, but they need
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to be communicated more effectively; and emphasis could be increased on reducing the
time required for DOD test programs. The study also recommended DTSE&E take
an active role in leading the implementation of “best” practices based on commercial
and DOD experience. Two areas noted by the study that merit attention are:
1. Test cycle-time reduction through the use of streamlining and appropriate “fast-
track” or accelerated procedures (e.g., accomplish testing more effectively/effi-
ciently, eliminate duplicative testing), and
2. T&E process improvement.
The study includes potential avenues of T&E process improvement: explore
additional ways in which rapidly emerging information technology can be used to
make T&E better, faster, and cheaper; continue to scrutinize detailed test plans to
ensure that testing will generate sufficient information to address the critical issues
while at the same time avoiding the expenditure of time and resources on nonessential
data [8].
2.1.4 NRC Study – Dynamics in Acquisition of military systems. The Panel
on Statistical Methods for Testing and Evaluating Defensive Systems was entrusted
with examining the statistical techniques currently used in design and evaluation
of operational tests (and can be applied to all DOD testing) in DOD and making
recommendations for improvement. Cohen et al. [7] state that the acquisition of
military systems is quite dynamic. Because of the dynamics, they conclude that
the DOD must re-think how tests are designed, systems are evaluated and how the
acquisition process is structured. They highlight five areas in which changes are
occurring and challenging T&E:
1. Decreased Testing Budgets – test efforts are often smaller, shorter and have
fewer prototypes;
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2. More Complicated Systems – system complexity implies more measures of per-
formance and effectiveness, which increases test design and test evaluation com-
plexity;
3. More Software Intensive Systems – new systems require latest techniques in
software engineering;
4. More Upgrades to Systems, “Evolutionary Procurement” – require the use of
archived information; and
5. Greater Interest in System Reliability, Availability, and Maintainability.
Even with the decreasing test budgets that often lead to smaller and shorter
tests executed with fewer prototypes, Cohen et al. conclude that more sophisticated
statistical methods can help make the most effective use of whatever resources are
available. In fact, they believe “even modest improvements in testing by use of the
most appropriate statistical methods can lead to more efficient use of public funds
and considerable improvements in the reliability and effectiveness of the systems de-
ployed.” They also assert, when appropriate, methods for combining test data with
information from other sources can be used to provide additional information for
decision making [7].
In essence, the advancement of technology creates more complex systems, thereby
increasing the complexity of the test design and evaluation, which may require more
sophisticated statistical analysis. The tests performed must produce results that per-
mit the best decisions be made about the system. Specific techniques in experimental
design have been developed to support this. These techniques are used to design tests
to either maximize the information gained given a pre-specified cost or to minimize
costs while providing enough information that permits a decision with acceptably
small risk. Furthermore, a few experimental design principles can be applied to a
wide variety of testing problems. Two particular principles are: test more where vari-
ation is expected to be the greatest and select factor levels that can best characterize
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the system. Cohen at al. highlight two key problems from their examination of test
designs within DOD.
First, there is no evidence of a methodical approach to test planning,
which is an important prerequisite to successful test design in industrial
applications. Second, although we found many examples of the proper use
of specific techniques of experimental design – including simple ideas, such
as the benefits of randomization and control, and some more sophisticated
designs such as fractional factorial designs – there were also test designs
that were clearly not representative of the state of the art. [7]
2.1.5 Types of Tests. There are three general categories of tests:
1. Test to specification – Hypothesis test, Estimation test, Sampling plans, Quality
Assurance
2. Test for problems – Intuition and experience, Edge of the envelope, Corner of
the envelope
3. Test to characterize – Experimental Design
The focus of a test to specification involves using criteria that help the tester
determine the merit of the system under test. The tester determines whether to pass or
fail (Go/No-Go; Meets/Does not meet) the system by comparing the system against
some threshold(s). Most of the time these specific thresholds are considered the
Critical (Key) Performance Parameters (C(K)PP). Historically, this type of testing
has been the “bread and butter” of testing. Typically, a hypothesis test is formulated.
The tester will identify a test statistic used to assess the truth of the null hypothesis.
After a test, a p-value is computed. The p-value is the probability that a test statistic
is at least as significant as the one observed assuming that the null hypothesis were
true. Many times, this type of test is conducted in a one-factor-at-a-time approach.
This approach fails to consider any possible interaction between factors. Generally, a
test to specification invokes α, β, power, error and sample size issues.
The focus of tests for problems involves designing the test to maximize the
number of problems found at some least cost and in the shortest amount of test time.
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Such tests often involve a lot of intuition and experience and could be effective if
all the right subject matter experts are involved. However, this test method is poor
in computing metrics or statistics, since its purpose is only to find problems. Tests
designed in this fashion usually involve looking at the performance of the system in
conditions generally defined as the edge of the performance envelope or the corner of
the performance envelope. An assumption in this type of test is that if the system
works at the edges/corners of performance, then the system will work anywhere. This
is not always a valid assumption; only the behavior at the edges or corners are known
when such tests are conducted.
In the test to characterize, the tester is trying to characterize the performance
of the system across a variety of conditions. Tests to characterize are generally ef-
fective in finding problems and addressing issues that are inherent with the test to
specification. In addition, tests to characterize are normally conducted according to a
well-designed strategy (experimental design). The strategy calls for the manipulation
of factors of interest in a systematic format to draw specific inferences about the effect
of the factors. The objective of the experiment may include the following: [33]
1. Determine which variables are most influential on the response;
2. Determine where to set the influential factors so that the responses are almost
always near the desired nominal value;
3. Determine where to set the factors so that the variability in the response is
small; and
4. Determine where to set the influential factors so that the effects of the uncon-
trollable factors are minimized.
2.2 Design of Experiments
2.2.1 History. Montgomery discusses four eras in the modern development
of statistical experimental design. The four eras include the agricultural era led by
the pioneering work of Sir Ronald A. Fisher; the industrial era, catalyzed by the
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development of the response surface methodology by Box and Wilson; the “quality
improvement” era led by the work of Genichi Taguchi, and others; the present era led
by a renewed general interest in statistical design by both researchers and practitioners
[33].
During the 1920s and early 1930s, Fisher developed new methodologies for agri-
cultural experimentation, generally regarded as the pioneering work in experimental
design. He noted that agricultural experiments tend to be large and require a long
time to complete. Therefore, the experimenter has to take into account for variation
in the agricultural plots. He then recognized that flaws in the conduct of experiments
often impacted the analysis of the data within the experiment. This recognition led
to the introduction of the principles of randomization, replication, blocking, orthog-
onality, and statistical thinking and principles into designing experiments [33].
Box and Wilson catalyzed the industrial era with their development of response
surface methodology. They recognized that industrial experiments are different from
agricultural experiments based on their application of experimental design techniques
to problems in the chemical industry. They noticed that they can observe a response
almost immediately (immediacy), gain information from an experiment, and then
apply any lessons learned to the design of the next experiment (sequentiality) [33].
In the 1970s interest in quality improvement within industry increased. This
led to the “quality improvement” era. Taguchi, and others, during that era had a
significant impact in the interest and use of experimental design through designed
experiments. In particular, Taguchi advocated the idea of robust parameter design
to improve a system or process. His intentions were to make processes less sensitive
to hard to control factors (e.g. environmental factors), make products less sensitive
to component variation, as well as, find levels of the process variables that tend to
optimize to a desired value while also reducing the variability. His work was contro-
versial, but had a number of positive outcomes as noted by Montgomery; “Designed
experiments became more widely used in discrete parts industries and many other
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industries that had previously made little use of the technique.” It also help lead to
the beginning of the fourth era of statistical design, in addition to the introduction
of formal education in statistical experimental design in many universities [33].
The fourth era of statistical design included a renewed interest in experimental
design and developed new techniques to experimental problems, including alternatives
to Taguchi’s methods and computer generated designs [33].
2.2.2 Strategy of Experimentation. The strategy of experimentation is a
general approach to planning and conducting an experiment. In planning and con-
ducting an experiment, an experimenter can use several strategies. Examples may
include the best-guess approach, one-factor-at-a-time (OFAT) approach and special-
ized designs to include factorial experiments. Montgomery [33] highlights these three
strategies by using a very simplistic example, golfing, and what influence four different
factors had on his golf score. The four factors are:
1. The type of driver used,
2. The type of ball used,
3. Walking and carrying the golf clubs versus riding in a cart, and
4. Drinking water versus drinking beer while playing.
The best-guess approach involves selecting an arbitrary, but rationalized , com-
bination of the factors, play golf and see what happens. During the round, it may be
noticed that depending on the type of driver, the shot was impacted (several wayward
shots). The next round it is decided to not use the driver that caused the wayward
shots. This continues for as many rounds as played, switching the level of a factor
based on the outcome of the previous round. This approach gives no guarantee of
finding the best solution. Another strategy is the OFAT approach. This approach in-
volves selecting levels, for each factor, to create a baseline. Factor levels are changed,
one factor at a time, with the other factors held constant at the baseline levels. After
each factor has been tested at every level, graphs are usually constructed showing the
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effect the change of a level had on the response variable. The optimal combination is
selected from the graphs. OFAT experiments fail to consider any possible interactions
between the factors and are less efficient than other methods based on a statistical
approach to design.
The final strategy discussed is the factorial experiment. Here, the factors are
varied together, instead of one at a time. With this type of experiment the experi-
menter can investigate the individual effects of each factor and consider any possible
interactions that exist between factors. An advantage of this approach is that it makes
the most efficient use of the experimental data. A factorial experiment is a specific,
and very popular design within the Design of Experiments (DOE) paradigm.
2.2.3 What is Design of Experiments? DOE is a systematic and rigorous
process of planning, conducting and analyzing experiments, a specialized form of ex-
perimental design. It involves planning the experiment so that appropriate data is
collected and analyzed using proper statistical methods. This approach seeks valid
and objective conclusions [33]. A poor design may capture little information, so
great thought by the experimenter working with subject matter experts is needed.
Designing an experiment means taking the time and effort to properly organize the
experiment to ensure that the correct data is available (type and amount) to for-
malize the conclusions as clearly and efficiently as possible. The primary goal of an
experimental design of this type is to establish (or rule out) a cause-effect relationship
between the independent and dependent variables [33]. In addition, DOE is meant to
extract the maximum amount of information with minimal cost.
The basic principles of DOE are randomization, replication, blocking and or-
thogonality. Randomization implies that individual experiments are performed in
random order. Randomization has three purposes. First, randomization helps to
evenly distribute system or process idiosyncratic characteristics, so as to not bias
the outcome of the experiment. Second, randomization allows the computation of
an unbiased estimate of error effects. Third, randomization helps to ensure that the
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error effects are statistically independent, a requirement for many statistical meth-
ods [29] [5].
A replication is an independent repeat of a factor combination comprising an
individual experiment. Replication provides an unbiases estimate of true experimental
error. This estimate becomes a key measurement in determining statistical differences
in the data. The more replications, the better the estimate of the experimental error,
and the more precise the estimate of the response of interest. Replication reflects
sources of variability within runs.
Blocking is an experimental procedure used to improve precision with which
comparisons among the factors are made. Blocking is used to isolate the variation
attributed to a nuisance factor. The nuisance factors are factors that may influence
the response that are uncontrollable and blocking attempts to reduce or eliminate that
variance. The orthogonality of the test conditions immediately implies that all the
test conditions are inherently independent [33]. Therefore, a design that is orthogonal
is advantageous.
Common experimental designs include: [33]
1. 2k factorial design – A design that has k factors, each at only two levels (“high”
and “low”), particularly useful in the early stages of experimental work when
many factors are likely to be investigated, widely used in factor screening ex-
periments and in sequential experimentation.
2. 3k factorial design – A factorial arrangement with k factors, each at three levels
(“low”, “intermediate” and “high”), allows for a quadratic relationship between
response and design factors.
3. Mixed-level factorial design – Factors have varied levels, mostly two or three,
and usually occur when there are both quantitative and qualitative (mixed)
factors in the experiment.
4. Fractional factorial design – These designs are used in screening experiments
used to try and reduce a large set of experimental factors down to a smaller,
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more manageable set. Their success is based on three key ideas: Sparsity of
effects principle (system is driven by main effects and low-order interactions),
the projection property (design projected into stronger designs in the subset
of significant factors) and sequential experimentation (combine runs from other
fractional factorials to assemble a larger design).
5. Response surface design – Designs for first-order and second-order models, most
often used to build models for making predictions, determining optimality, and
characterizing system surfaces that are non-linear in structure.
6. Nested designs – Levels of one factor are similar but not identical for different
levels of another factor,
7. Split-plot designs – These designs are used when it is impossible to run a CRD
due to limitations involving time, material, cost and resources. These designs
typically fix the levels of hard-to-change (HTC) factor and run all combinations
of the other factors for each HTC factor setting.
2.2.4 Why DOE? DOE is a multipurpose methodology that can be used in
many situations. A test designed using the principles of DOE yields a more effective
method of test. The structure of DOE allows an experimenter to gain more insight
faster and at a lower cost. Fewer runs are typically needed for a test conducted in
a purposeful manner, and at the same time DOE provides information about the
interaction of factors and the way the total system works, something that cannot be
understood OFAT testing.
DOE provides other benefits to a test. DOE can avoid the confounding of effects
that may occur when there is not a systematic approach to the design and conduct
of the test. DOE can also help determine the important variables that need to be
controlled and at the same time help determine the unimportant variables that may
not need to be controlled.
Additional advantages of DOE include: [45]
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1. DOE provides a structured planning process used to involve stakeholders to
generate test and analysis plans that are comprehensive and efficient;
2. Sequential testing and analysis leads to quicker system discovery and under-
standing; and
3. Empirical statistical models can be used for estimation and prediction of system
response functions.
2.2.5 What Applications? DOE has been applied in many functional ar-
eas including Research ( [25]), Product development ( [28], [23]), Quality Control
( [34], [49]), Market Research ( [42], [48]), and Engineering. In research, DOE has
been used to quantify interrelationships between variables and to screen large sets of
variables to find important subsets of variables. Product development has used DOE
to improve products through reformulation and improvement of products as well as in
development of new products. DOE is used in quality control in setting specifications
on quality characteristics. In addition, DOE is used in market research to measure
consumer preference for products and determine how to optimize the sale of products
among consumers.
Other specific examples of DOE include process characterization, process valida-
tion, process optimization, simulation, robust parameter design and Military T&E [6].
2.2.6 What is a Split-Plot Design? A specialized design that has been used
by experimenters is a split-plot design. A split-plot design is a multifactor factorial
experiment in which the experimenter is unable (or doesn’t choose) to completely
randomize the order of the runs in at least one of the factors in the design.
Split-plot designs have three main characteristics: [24]
1. The levels of all the factors are not randomly determined and reset for each
experimental run – A HTC factor is held at a particular setting and all combi-
nations of the other factors are run.
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2. The size of the experimental unit is not the same for all factors – A factor is
applied to a larger group involving combinations of the other factors; whole plot
versus subplot.
3. There is a restriction on the random assignment of the treatment combinations
to the experimental units – A prohibition in assigning treatments to the units
completely randomly.
The most frequently encountered situations where split-plot designs occur are:
1. When an experiment consists of two types of experimental units – some factors
require large experimental units (whole plots) and others require small experi-
mental units (subplots), or
2. When some factor levels are easy or inexpensive to change (ETC) while others
are HTC – HTC factors form the whole plots; ETC factors form the subplots.
2.2.7 Split-Plot Design Model Examples. A great example of a split-plot
design can be found in agricultural research, where it is common to experiment on
plots (fields) of land. For example, several varieties of a crop are planted in different
fields. Each field is divided into multiple subplots and each subplot is treated with
a different type of fertilizer. In this case, the different crops represent the main
treatments (whole-plot) and the different fertilizers are the sub-treatments (subplots).
The linear model for the split-plot design, when considering two factors, is the
following:
yijk = µ+ τi + βj + (τβ)ij + γk + (τγ)ik + (βγ)jk + (τβγ)ijk + ²ijk (2.1)
where τ corresponds to the effects represented by blocks or replicates, β corresponds
to the effects due to main treatments (factor A),τβ corresponds to the whole-plot
error, γ corresponds to the subplot treatment (factor B), τγ corresponds to the block
or replicate interaction with B, βγ corresponds to the interaction between factors A
18
and B, and τβγ is the subplot error. [33] An alternative form of the model above is
the following:
yijk = µ+ τi + βj + (τβ)ij + γk + (τγ)ik + (βγ)jk + ²ijk (2.2)
(τβ)ij is still the whole-plot error, however ²ijk now represents the subplot error. If
it is reasonable to assume that the replicate and Factor B interaction, along with,
replicates and Factor A, Factor B interaction are negligible then this alternative is
satisfactory. [33]
The model expands when additional factors are added. For example, consider
an experiment with four design factors (A,B,C,D). Now factors A and B are difficult
to change, whereas C and D are easy to change. The model for this experiment is
the following:
yijklm = µ+ τi+ βj+ γk+(βγ)jk+ θijk+ δl+λm+(δλ)lm+(βδ)jl+(βλ)jm+(γδ)kl+
(δλ)lm + (βγδ)jkl + (βγλ)jkm + (βδλ)jlm + (γδλ)klm + (βγδλ)jklm + ²ijklm
τ represents the replicate effect, β and γ represents the whole plot main effects, θ is
the whole plot error, δ and λ represent the subplot main effects, and ² is the subplot
error. [33]
2.2.8 Split-Plot Analysis. The analysis of a split-plot experiment is easiest if
done with two separate analyses, one for the whole plot and the other for the subplot.
As is typical with other experimental designs, the null hypothesis, H0, is that there is
no effect due to a factor. However, since the analysis is performed first for the whole
plot and then for the subplot, different criteria are used in forming the associated test
F-statistics. In particular, the F-statistic is the ratio between the mean square of the
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Table 2.1: General ANOVA for Split-Plot Analysis
Sources of Variation Sum of Squares Degrees of Freedom Mean Square F0
Replicates SSreplicate r − 1 SSreplicater−1
Factor A SSA a− 1 SSAa−1 MSAMSWPerror
Whole Plot Error SSWPerror (r − 1)(a− 1) SSWPerror(r−1)(a−1)
Factor B SSB b− 1 SSBb−1 MSBMSSPerror
Factor AB SSAB (a− 1)(b− 1) SSAB(a−1)(b−1) MSABMSSPerror
Subplot Error SSSPerror a(r − 1)(b− 1) SSSPerrora(r−1)(b−1)
Total SSTotal rab− 1





In the case of the whole plot factor(s), the mean square error is the mean square
error of the whole plots, MSWPerror. The mean square error for the subplot factor(s)
is the mean square error for the subplot, MSSPerror.
Table 2.1, summarizes the analysis of variance (ANOVA) for the case represented
in equation 2.2 where there are only two factors, a whole plot factor (a levels) and a
subplot factor (b levels).
The following example comes from Montgomery [33]. A two factor, split-plot
design involves a paper manufacturer who is interested in three different pulp prepara-
tion methods (Factor A) and four different cooking temperatures for the pulp (Factor
B). The manufacturer wants to study the effect these two factors have on the overall
tensile strength of the paper. In this case, Factor A is the whole plot factor and
Factor B is the subplot factor. Twelve observations are required to complete each
replicate of the factorial experiment and three replicates are needed. However, only
12 runs are capable in a day. The experiment is then conducted, such that, a batch
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Table 2.2: Experiment on the Tensile Strength of Paper from Montgomery (2007)
Pulp Replicate 1 Replicate 2 Replicate 3
Preparation Method 1 2 3 1 2 3 1 2 3
Temperature (F)
200 30 34 29 28 31 31 31 35 32
225 35 41 26 32 36 30 37 40 34
250 37 38 33 40 42 32 41 39 39
275 36 42 36 41 40 40 40 44 45
Table 2.3: ANOVA of Tensile Strength of Paper example
Sources of Variation Sum of Squares Degrees of Freedom Mean Square F0
Replicates 77.556 2 38.778
Factor A 128.389 2 64.194 7.08
Whole Plot Error 36.278 4 9.069
Factor B 434.083 3 144.694 36.43
Factor AB 75.167 6 12.528 3.15
Subplot Error 71.500 18 3.972
Total 822.972 35
of pulp is prepared by one method, split into four samples and observations for all
four temperatures are obtained from that batch. A total of 36 observations are made
with 9 different batches. This is a split-plot design and the analysis performed is a
split-plot analysis. Table 2.2 and Table 2.3 summarizes the data for the experiment
and analysis on the tensile strength of paper, respectively.
Initially, the whole plot analysis is conducted. In the whole plot analysis, the
source of variation that is of interest is replicates (or blocks), pulp preparation method
(Factor A) and the whole plot error.
































































Finally, the subplot analysis is conducted. In the subplot analysis, the source
of variation that is of interest is temperature (Factor B), AB interaction and the
subplot error.



























SSSPerror = SSTotal − SSreplicate − SSFactorA − SSWPerror − SSFactorB − SSAB
=
∑




− 77.556− 128.39− 36.276− 434.08− 75.17
= 822.97− 751.47
= 71.5
































2.2.9 Split-plot Advantages and Disadvantages. Advantages of a split-plot
design include:
1. It provides an efficient use of factors requiring large experimental units in com-
bination with other factors requiring small experimental units; it allows them
to be tested in the same experiment [38].
2. It allows increased precision for comparing certain factors, as compared to a
Randomized Block Design. Subplot variance is generally less than whole-plot
variance, the subplot treatment factor and interaction are generally tested with
greater sensitivity [38].
3. It allows the introduction of new treatments into an experiment already in
progress. A second factor may be included at very little cost [38].
4. It can combine experiments in which some factors require large amounts of
experimental material and other factors require very little material [39].
5. It is a natural way to handle repeated measurements [39].
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6. It helps in saving experimental material [39].
Disadvantages of a split-plot design:
1. Analysis is complicated by the presence of two experimental error variance com-
ponents [38].
2. Low precision on the whole plot errors can result in large differences being in-
significant, while small differences on the subplots may be statistically significant
even though they are of no practical significance [38].
3. When missing data occur, the analysis is typically more complicated than for a
randomized complete block design with missing data [39].
In order to compensate for the differences in size and precision of the whole plot
and subplot factors, the following are considered:
1. If more precision is needed for some factor B compared to another factor A,
assign factor B to the subplots and factor A to the whole plots
2. If the main effect of one factor (factor A) is expected to be much larger, and
easier to detect as significant, than that of the other factor (factor B), factor A
should be assigned to the whole plots and factor B to the subplots.
3. If experimental practices require a factor to use large plots, assign that factor
to whole plots.
2.3 Re-sampling
Prior to the advancements in computer processing many researchers embraced
traditional statistical methods rather than experimenting with new techniques, such as
re-sampling methods. Three factors contributed to this practice. First, new methods
were not readily known and the concepts tended to remain obscure. Textbooks do
not include the advanced techniques immediately; there is typically a time delay for
inclusion. Second, software programs previously were devoted to conventional data
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analysis and did not always include the new techniques. Even if a researcher was
aware of newer techniques, the limited software availability led to the use of traditional
methods. Third, traditional procedures are perceived as founded on solid theoretical
and empirical justification, while new techniques face initial criticism and may lack
accepted justification [52].
The continued use of traditional methods over newer methods does come with
a price. Only certain types of statistics are analyzed, such as the mean and standard
deviation. In addition, certain assumptions about the underlying data distribution are
usually needed, like the normality assumption. Finally, researchers need specialized
training to apply, understand, and appreciate statistics [40].
Today, with the advancements in computer processing, re-sampling methods are
aided by high-speed computers since all techniques rely on the computer to generate
data sets from the original data. Thus, re-sampling methods have become increasingly
popular as statistical tools. They have overcome the limitations presented previously.
Virtually any statistic can be analyzed, no assumptions are needed about the distri-
bution of the data and the techniques are easily understood. Also, the methods are
very robust, and their computational demands are no longer an issue.
2.3.1 What is re-sampling? Re-sampling refers to a variety of statistical
methods based on available data rather than on a set of assumptions about the un-
derlying population. In re-sampling, the basic idea is to mimic the process of sampling
by picking samples at random from a hypothetical population of interest, based on
a sample from that population, to draw improved inferences about the population.
Usually, in order to draw inferences, many samples are needed from the population.
At times it becomes too expensive or impractical to sample more data from the
population itself. Instead, sample variability is studied using re-sampling methods
constructed on the computer (Monte Carlo simulations). However, no more infor-
mation is provided about the population other than that obtained from the original
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sample data using these methods, but it can provide a way to draw inferences about
the population based on the sampled data set where traditional methods could not.
2.3.2 What are some re-sampling methods. Re-sampling methods include
permutation tests, jackknife methods, cross-validation, and bootstrap methods. They
are used to perform many functions to include:
1. Estimating the precision of the sample statistics by using subsets of available
data.
2. Estimating the precision of the sample statistics by drawing randomly with
replacement from a set of data points.
3. Exchanging labels on the data points when performing significance tests.
4. Validating models by using random subsets.
Permutation tests involve the shuﬄing of the observed data to determine how
unusual an observed outcome is. Jackknife methods involve computing the statistic
of interest for all combinations of the data where one (or more) of the original data
points are removed. Cross-validation uses part(s) of the available data to fit a model
and the remaining part(s) to test the model. Bootstrap methods attempt to estimate
the sampling distribution of a population by generating new samples by drawing (with
replacement) from the original data. Each are discussed further; bootstrap methods
are the focus of this research.
2.3.3 Permutation Tests. Permutation tests are a computer-intensive statis-
tical technique introduced by R.A. Fisher in the 1930’s. The idea predates computers
and was introduced more as a theoretical argument supporting Student’s t-test than
as a useful statistical method [19]. Modern computational power makes permutation
tests practical to use. The permutation test is a non-parametric test and requires no
particular assumptions concerning statistical distributions, they are increasingly ap-
plied even in the context of traditional tests such as correlation, t-tests, and ANOVAS.
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A typical permutation test problem involves testing the hypothesis that two or
more samples might belong to the same population. The test proceeds as follows:
1. Obtain observational samples.
2. Devise a test statistic, θ.
3. Calculate test statistic on the obtained data, θˆoriginal.
4. Define a null hypothesis,H0.
5. Randomly rearrange data to create permutation sample.
6. Calculate test statistic for permutation sample, θˆn where n = 1, 2, . . . , N . Record
the statistic of interest.
7. Repeat Steps 5-6 N times, such that N is a large number to create empirical
distribution of the test statistic.
8. Compare θoriginal to empirical test statistic distribution. If true test statistic is
greater than (1 − α) percent of the random values, then the null hypothesis is
rejected at p < α.
Further information on permutation tests is included in [19], [20], [37].
2.3.4 Jackknife. The jackknife method introduced by Quenouille, and fur-
ther developed by Tukey, is a technique for estimating the bias and standard error
of an estimate. [32] The jackknife is less dependent on model assumptions and does
not need the theoretical formula required by the traditional approaches. However, it
does require computing the statistic m times, therefore prior to the advancements in
computer processing it was not a popular method.
The jackknife provides a way of decreasing bias and obtain standard errors in
situations where the standard methods might be inappropriate (i.e., distribution of
the sample is not normal). The jackknife method works by calculating the statistic
(or statistics) of interest, omitting each data value in turn. These “partial estimates”
are then combined with the estimate obtained from the inclusion of all sample points
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to produce the pseudo-values. The jackknife estimate of the statistic involves the
mean and standard error of the pseudo-values.
The jackknife proceeds as follows:
1. Obtain an observational sample, X = (X1, · · · , Xm).
2. Devise point estimate, θ.
3. Calculate point estimate on the obtained data, θˆoriginal.
4. Create jackknife samples that leave out jth observation
X(j) = (X1, X2, · · · , Xj−1, Xj+1, · · · , Xm).
for j = 1, 2, · · · ,m.
5. Calculate point estimate on jacknife samples, |hatθ(j).
6. Calculate pseudovalue on jackknife samples
pj = mθoriginal − (m− 1)θˆ(j).
for j = 1, 2, · · · ,m.






for j = 1, 2, · · · ,m.
Further information on jackknife methods is included in [31], [32], [19], [14], [17].
2.3.5 Cross-validation. Prediction error measures how well a model predicts
the response value of a future observation. Since it is sensible to choose a model that
has the lowest prediction error among a set of candidates, it is often used for model
selection. Cross-validation is a method used for estimating prediction error [14].
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Usually, data is limited because of insufficient resources. Cross-validation uses
part of the available data to fit the model, and a different part to test it. When
there are large amounts of data, the data are commonly split into two equal parts.
When there is not, K-fold cross-validation is used to make more efficient use of the
the available information. K-fold cross-validation proceeds as follows [14]:
1. Split the data into K roughly equal-sized parts.
2. For the kth part, fit the model to the other K−1 parts of the data, and calculate
the prediction error of the fitted model when predicting the kth part of the data.
3. Do the above for k = 1, 2, · · · , K and combine the K estimates of prediction
error.
Further information on cross-validation is included in [44], [16], [19].
2.3.6 Bootstrap. The bootstrap method was introduced by Efron [14] as
a computer-based method for estimating the standard error of the point estimate
and is described in depth in Efron and Tibshirani [19]. Additional resources that
helped in the generation of the information below on bootstrap include: [18], [50], [43],
[51]. The idea behind the bootstrap is that in the absence of any other knowledge
about a population, the distribution of values found in a random sample of size m
best represents the distribution in the population. The bootstrap uses the original
population sample and increases the sample size by re-sampling from that population.
A benefit of the bootstrap methodology is that it requires no theoretical calculations,
and can be found no matter how complicated the point estimator may be.
A bootstrap sample X∗ = (X∗1 , X
∗
2 , · · · , X∗m), is obtained by randomly sampling
m times, with replacement, from the original observational sample (X = (X1, X2, · · · , Xm)).
For each independent bootstrap sample, X∗1, X∗2, · · · , X∗B (B is the number of boot-
strap samples generated), a bootstrap replication (the value of the statistic of interest
for the bootstrap samples) is calculated. Figure 2.1 is a schematic of the bootstrap
process.
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Figure 2.1: Bootstrap Process Schematic – General.
The bootstrap has two important assumptions:
1. The original sample is a valid representative of the population.
2. Each observation in a sample is independent and identically distributed (i.i.d).
Advantages of the bootstrap include:
1. The bootstrap is quite general;
2. It is a nonparametric approach and does not require distributional assumptions;
and
3. Users can apply bootstrap to statistics with sampling distributions that are
difficult to derive.
Disadvantages of the bootstrap include:
1. Bootstrap is sensitive to outliers in the data set; and
2. It is a computer intensive method.
The general procedure for the bootstrap is as follows:
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1. Obtain an observational sample, (X1, · · · , Xm).
2. Draw B independent bootstrap samples from the original sample of size m
3. Estimate the parameter of interest for each bootstrap sample θ∗b, where b =
1, 2, · · · , B.






5. Estimate the standard error for the estimator by finding the standard deviation
of the bootstrap replications.
There is no general agreement on the number of bootstrap replications needed
in bootstrap. For estimating errors, B is usually 50-250, and for bootstrap confidence
intervals, a much larger B is required, 500-10,000 [46].
2.3.7 Bootstrap Confidence Interval Methods. Many methods have been
used to formulate the bootstrap confidence interval and include: the bootstrap per-
centile method, bootstrap-t methods, BCa method, ABC method.
The bootstrap percentile method is popular due to its simplicity. After the
conduct of B = 1000 bootstrap replications of θ∗ , the bootstrap replications are rank
ordered, smallest to largest. Then, the two-tailed bootstrap percentile confidence
interval at 95 percent level of confidence is the 25th entry, B.025, and the 975th entry,
B.975. These confidence intervals in general are not symmetric. The centered version
of the bootstrap percentile method states that the real valued estimator θ lies within
the range (2θ∗ −B.975, 2θ∗ −B.025).
The Bootstrap-t procedure estimates the t-distribution directly from the obser-
vational sample. This estimation is used as the test statistic to formulate the confi-
dence intervals. Further information on the Bootstrap-t is found in [14], [21], [13].
BCa method is an automatic algorithm for producing confidence intervals from
a bootstrap distribution. This method relies on the cumulative distribution function
(CDF) of the bootstrap replications and two numerical parameters: the bias correction
31
z0 and the acceleration a. Further information for this method can be found in [15],
[21], [19], [13].
The ABC method or approximate bootstrap confidence intervals method is
a method of approximating the BCa interval endpoints analytically, without using
Monte Carlo replication. It works by approximating the bootstrap random sam-
pling results using a Taylor series expansion. DiCiccio and Efron [12] introduced this
method and it is discussed in [19], [13].
2.3.8 Different Bootstrap Methods. In addition to the nonparametric boot-
strap described previously, other variations include the parametric bootstrap, wild
bootstrap, smoothed bootstrap, m-Out-of-n-bootstrap, iterated bootstrap, balanced
bootstrap and blocked bootstrap.
With the parametric bootstrap, a distribution model is fit to the data, often by
maximum likelihood. Bootstrap samples are then drawn from the distribution model.
The parameter of interest is computed from these samples as with the non-parametric
bootstrap. Typically, assumptions are made regarding the underlying distribution of
the population [19]. The wild bootstrap is generally used in a regression setting with
heteroscedasticity issues. It proposes to multiply each residual independently by a
random variable with expectation zero and variance one. The technique is developed
in [28] and discussed in [30], [11], [10], [9]. The smoothed bootstrap is typically referred
to as an intermediate solution between parametric and nonparametric bootstrapping.
Instead of re-sampling directly from the empirical distribution, the distribution is
smoothed first and then the smoothed version is used to generate the new samples.
A simpler method adds a small amount of random noise to each bootstrap obser-
vation. Further information on the smoothed bootstrap is contained in [41], [22],
and [19]. The m-Out-of-n-bootstrap is a fairly new approach with active research in
the area. It appears to be a very general way to resolve bootstrap failure by forming
smaller bootstrap samples from larger samples. Work is found in [2] and [1]. The
Iterated bootstrap, or double bootstrap, involves bootstrapping the bootstrap sam-
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ples. Discussion on this is in [11], [27], [35]. The balanced bootstrap is an alternative
sampling method that forces each observation to occur a total of m×B times in the
collection of m× B bootstrap samples. The balanced bootstrap is further examined
in [4] and [36]. The blocked bootstrap is used in the case of dependent observations,
where the ordinary bootstrap fails, since bootstrap samples are drawn independently
from the original sample. A way to overcome the failure is by re-sampling blocks of
consecutive observations. Particular block bootstrap methods are discussed in [26].
2.4 Relation to Methodology
DOD test resources are limited. DOD test conduct often faces randomization
restrictions. Many of the resulting tests take on a split-plot structure. Re-sampling
methods have been successfully applied in a variety of statistical settings. Bootstrap
re-sampling may have applicability in DOD test as a basis for improving the precision
associated with the error estimates in split-plot test analysis.
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III. Methodology
This research examines the application of bootstrapping to potentially improve the
error estimation in split-plot experiments. For various split-plot designs a theoret-
ical model is defined and sampled to create split-plot design experimental results.
These theoretical models include defined whole-plot and subplot error components.
The results are then bootstrapped and analyzed to assess any improvements in error
estimation.
3.1 Monte Carlo
Monte Carlo simulations are methods to iteratively evaluate deterministic mod-
els using random numbers as inputs. The idea behind Monte Carlo simulations is
to use random samples of inputs to explore the dynamic behavior of a process. The
Monte Carlo methodology was first employed by scientists working on nuclear weapons
projects in the 1940s, as part of the Los Alamos National Laboratory. No single ap-
proach for the Monte Carlo method is used; a number of approaches exist. Monte
Carlo approaches tend to have the following pattern:
1. Define the domain of possible inputs.
2. Generate inputs randomly from the domain using a specified probability distri-
butions.
3. Perform a deterministic computation using the inputs.
4. Aggregate the results of the individual computations into the final results. In
general, Monte Carlo is used to refer to any type of random sampling empirical
study.
3.2 Bootstrap applied to Linear regression
Bootstrap techniques can be applied to linear regression model selection. Most
of the bootstrap techniques when applied to linear regression use the ordinary least
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squares (OLS) procedures to estimate the parameters of the model. In the regression
setting, there are two different ways to conduct the re-sampling [46]:
1. The regressor(s) is random (Random-x re-sampling).
2. The regressor(s) is fixed (fixed-x re-sampling).
In the fixed-x re-sampling a particular method has been developed by Efron and
Tibshirani called the classical bootstrap fixed-x re-sampling method (CBRM). The
procedure is summarized as follows [19]:
1. Step 1: Fit the OLS to the original sample of observations to get the fitted
values.
2. Step 2: Obtain the residuals.
3. Step 3: Draw n bootstrap random samples with replacement from the residuals.
4. Step 4: Fit the OLS to the bootstrapped values.
5. Step 5: Repeat steps 3 and 4 B times, where B is the bootstrap replications.
3.3 Split-Plot Data Generation
The split-plot designs represented in Table 3.1 (varying from a single whole plot
and a single subplot factor to five whole plot and five subplot factors) were used to
generate samples and examine the applicability of bootstrapping to improve error
estimates of whole plot and subplot errors in split-plot analysis.
A defined split-plot model is used to generate the data for each Monte Carlo
simulation. A different model is defined for each of the designs used. The model
defined for each design includes coefficients for the intercept, the main effects and
two-way interactions. In addition, the random errors are generated based on the
error structure for split-plot experiments defined by Bisgaard and de Pinho [3]; they
explain the two-stage split-plot randomization and why it is appropriate to use two
separate normal plots for the analysis of two-level factorial split-plot experiments. (See
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Table 3.1: Split-Plot Designs










Figure 3.1). The hierarchical structure of a two-level, split-plot experiment involves a
random error, εi, with standard deviation, σ1,between whole-plot trials and another
random error, εij, with standard deviation, σ0, between subplots. The error structure,
defined above and illustrated further in Figure 3.2, acknowledges that subplot trials
within the same whole-plot are more alike than subplot trials from different whole-
plots. Thus, the combined error for each observation,or trial, is the sum of the two
errors.
Ek = εi + εij (3.1)
When conducting a Monte Carlo simulation to study split-plot design analysis,
the two random errors that represent the combined error, Equation 3.1, are assigned
via random number draws from two normal distributions representing the two distinct
errors, both with mean of zero and standard deviation of σ1 and σ0, respectively (i.e.,
εi ∼ Norm(0, σ1) and εij ∼ Norm(0, σ0)). A random draw is performed for each
distinct whole plot and subplot (ar and abr random draws needed respectively; a
represents the number of whole plots in a single replication of the design; b represents
the number of subplots within each whole plot; r represents the number of replications
observed). For the study, 13 sets of distributions were used to represent the respective
errors. The sets are included in Table 3.2.
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Figure 3.1: Two-stage randomization in a split-plot experi-
ment from Bisgaard (2004). Two errors: the whole plot error εi
and subplot error εij.
Figure 3.2: Error Structure of 23 factorial experiment from
Bisgaard (2004). A and B are whole plot factors and C is sub-
plot factor. 37
Table 3.2: Standard Deviations for Error Distribution Sets















The observation data for the designs indicated in Table 3.1, is then represented
by the following:
Yk = Xk ∗ C + Ek, (3.2)
such that Yk represents the k
th observation generated, C represents the coefficients
for the design model, Xk represents the k
th augmented design point (Augmented
design point includes a column to represent the intercept, each factor and two-way
interaction), and Ek is the combined random error for the k
th design point.
3.4 Example Analysis
An example for three replications of Design 1 indicated in Table 3.1 is presented.
Equation 3.3 is the theoretical model used in the simulation for Design 1.
E(y) = 50 + 10A+ 5B + 2AB (3.3)
where A,B, are the setting levels for factor A, factor B, respectively.
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1. Define X:
For this example, there is only one whole-plot factor (A), one subplot factor
(B), and one interaction term (AB). Each factor is defined at two levels, a high
setting (1) and a low setting (-1).
The design matrix, X, for Design 1 example is.
X =

1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1
1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1
1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1

.
For matrix X, Column 1 represents the intercept; Column 2 represents the
setting for Factor A (1 or -1); Column 3 represents the setting for Factor B
(1 or -1); Column 4 represents the setting for Interaction AB (1 or -1). The
augmented design point, X1, is defined by row 1 of X,X2 is defined by row 2 of
X,X3 is defined by row 3 of X,X4 is defined by row 4 of X, etc.
2. Define C:
The model for Design 1, includes only four coefficients; the intercept coefficient,









For matrix C, Row 1 represents the coefficient for the Intercept; Row 2 repre-
sents the coefficient for Factor A; Row 3 represents the coefficient for Factor B;
Row 4 represents the coefficient for Interaction AB;
3. Define E:
E is a matrix that contains abr (defined previously) elements of Ek. For this

































For this example, εi ∼ Norm(0, 6) and εij ∼ Norm(0, 10) (not a distribution set
in Table 3.2). Eighteen random draws are obtained from the two distributions,

































4. Evaluate Y :
Simple matrix computations are used to generate each Y , as follows:
Y =

1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1
1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1
1 1 1 1
1 1 −1 −1
1 −1 1 −1








































Matrix Y represents the observations from an experiment and serve as the
pseudo-experiment results. Throughout each simulation, for each particular
bootstrap method, the Matrix Y remains the same. The use of the same Ma-
trix Y for each simulation is synonymous to using the same Common Random
Number (CRN) stream. The differences found in comparing the simulations is
thus due to the particular bootstrap method used in the analysis rather than
due to a difference in Matrix Y .
3.5 Split-plot Analysis
3.5.1 Expected Value Simulation. The expected value (EV) simulation pro-
vides the traditional and expected value results for the split-plot analysis. EV verifies
the coded split-plot analysis algorithms within MatLab, and validates the expected
value theory for split-plot analysis, particularly in regards to whole-plot and subplot
error components. The split-plot algorithms used in EV are the same algorithms used
in all other simulations.
Within the simulation, standard split-plot analysis is performed. The results are
dependent upon both the number of replications performed in the pseudo-experiment
and the distribution with which the two errors were generated to form Matrix Y .
In addition, as the number of replications increase the whole-plot and subplot error





The error estimates generated in EV are compared to various bootstrap method
estimates. The comparison indicates how well each method captures the known true
error components and how much, if at all, bootstrapping improves the error compo-
nent estimates.
Experiments are simulated to represent experiments providing 2 to 20 replica-
tions. This range is used to gain insight into whether bootstrapping use improves
with an increase in actual observation set size. In addition, expected value of the
simulation is confirmed with the conduct of a larger replicated experiment.
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To explain EV, the analysis of Matrix Y is detailed. In the analysis, a represents
the number of whole-plots in a single replication of Design 1 (a = 2); b represents
the number of subplots within each whole plot (b = 2); r represents the number of
replications observed (r = 3). Note that when the design analyzed is of differing size
than that in Design 1, a and b are determined by the following:
a = # whole-plot factors ×# whole-plot levels
b = # subplot factors ×# subplot levels
Split-Plot analysis on Matrix Y determines estimates for the whole-plot error
and subplot error. The results of the analysis are the following:













; for j = 1, 2
= 388.1208
SSWPerror = SSWP − SSFactorA − SSreplicate
= 47.6907


















− SSFactorA − SSFactorB; for j, k = 1, 2
= 14.004
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SSSPerror = SSTotal − SSreplicate − SSFactorA − SSWPerror − SSFactorB − SSAB
= 453.0722





The whole-plot error estimate is 23.8454 and the subplot error estimate is
113.2680. The true whole-plot error is 172 while the true subplot error estimate
is 100. This is a problem with small samples. However, as the number of replica-
tions increase, both the whole-plot error and subplot error estimate converge to the
true values. At 10,000 replications, the whole plot error estimate is 172.8368 and
the subplot error estimate is 99.9797. This example illustrates how a small number
of replications may not be enough. The next question is whether the sample size is
sufficient for a bootstrap approach to improve the error estimate. Thus, these er-
ror estimates are compared to various re-sampling methods for each combination of
design, distribution set, and experimental replication.
3.6 Bootstrap Methods
Five separate re-sampling methods are examined, three based on residual re-
sampling, two based on re-sampling the pseudo-experiment observations. The residual
methods, RM1, RM2, RM3, vary how residuals are re-sampled with respect to whole-
plot or subplot error structure. The observational methods, OM1 and OM2, vary how
multiple replication pseudo-experiments are re-sampled.
3.6.1 Bootstrap Simulation–Residual Method 1. The Residual Method 1
(RM1) simulation employs the CBRM methodology. It begins with the initial obser-
vations (Matrix Y ) and fits a linear regression model using Least Squares methodology,
C∗ = (X ′X)−1X ′Y. (3.4)
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Using the Design 1 example,
X ′X =

12 0 0 0
0 12 0 0
0 0 12 0






























The observations are formed by matrix multiplication of the augmented design
points and the newly found regression coefficients,
Yfit = X × C∗. (3.5)
Yfit =

1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1
1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1
1 1 1 1
1 1 −1 −1
1 −1 1 −1
























The residuals are obtained by subtracting the fitted observations from the initial
observations,
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Figure 3.3: Bootstrap Residual Method 1 Schematic.
Figure 3.4: Residual Method 1 Bootstrap Methodology De-
tails.
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R∗ = Y − Yfit. (3.6)
The schematic for the methodology employed in RM1 is shown in Figure 3.3.















































The residuals (R∗) are then re-sampled with replacement to generate a boot-
strapped sample of residuals, R∗(j); 1000 such samples are generated. In RM1, each
residual has an equal chance being sampled, but it may not occur in each bootstrap
sample (e.g., R∗4 occurred in bootstrap sample R
∗
(2), but not R
∗
(1)). A specific residual
can also be repeated within a bootstrap sample, such as R∗2, sampling with replace-
ment is used. An important concept in RM1 is that the re-sampling does not factor
in whether the residual is whole plot or subplot. RM1 method omits the dependent
structure of the observations [3]. Although R∗1 is the residual for design point 1 within
whole plot 1, R∗1 can occur in the bootstrap sample in any whole plot. Figure 3.4
indicates this for bootstrap sample R∗(1) when R
∗
1 becomes the residual for design point
j which is in whole-plot ar. Also, every bootstrap sample includes the same number
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(3) . . . R
∗
(1000)
-1.2249 11.5246 3.4740 . . . 3.4740
1.8931 16.5687 -1.2249 . . . -12.1255
-15.3437 -1.2249 3.4740 . . . 16.5687
1.8931 -15.3437 -3.6328 . . . 0.1589
-1.5291 16.5687 -1.5291 . . . 16.5687
-15.3437 1.8931 -12.1255 . . . -9.9955
-9.9955 -1.2249 3.4740 . . . 3.4740
10.2324 11.5246 0.1589 . . . 3.4740
11.5246 -1.5291 -9.9955 . . . -3.6328
11.5246 0.1589 0.1589 . . . 10.2324
-15.3437 1.8931 -15.3437 . . . 3.4740
11.5246 11.5246 -1.2249 . . . -1.5291
of observations as in the initial observations, Y . If r replications are in Matrix Y ,
then r replications are produced for R∗(j).
Since the methodology produces values for R∗(j) such that j = 1,2,. . . ,1000, only
R∗(j) values for j = 1, 2, 3, and 1000 are provided in Table 3.3 .
The new observations are generated by:
Y ∗(j) = Yfit +R
∗
(j) (3.7)
Y ∗(j) values for j = 1, 2, 3, and 1000 are provided in Table 3.4 .
Split-plot analysis is performed on the new sample of observations, Y ∗(j). The
whole plot and subplot error estimates are recorded. 1,000 bootstrap samples are
generated to obtain 1,000 estimates for the whole plot and subplot errors. The whole
plot and subplot error estimates are then aggregated to obtain a point estimate for
the two errors usingWP and SP equations represented in Figure 3.3. The aggregated
estimates are then compared to the true values and to values obtained via EV.
The error estimates for j = 1, 2, 3, and 1000 are provided in Table 3.5 .
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(3) . . . Y
∗
(1000)
58.6952 71.4447 63.3941 . . . 63.3941
50.9856 65.6611 47.8676 . . . 36.9670
31.0416 45.1604 49.8593 . . . 62.9540
41.7719 24.5351 36.2460 . . . 40.0376
58.3910 76.4888 58.3910 . . . 76.4888
33.7488 50.9856 36.9670 . . . 39.0970
36.3898 45.1604 49.8593 . . . 49.8593
50.1112 51.4034 40.0376 . . . 43.3528
71.4447 58.3910 49.9246 . . . 56.2873
60.6171 49.2513 49.2513 . . . 59.3249
31.0416 48.2784 31.0416 . . . 49.8593
51.4034 51.4034 38.6539 . . . 38.3497
Table 3.5: Bootstrap Error Estimates for RM1
Y ∗(j) Whole Plot Error Subplot Error
j = 1 127.9929 26.3788
j = 2 224.7176 81.8165
j = 3 40.9805 60.6184
j = 1000 64.6885 126.9732
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3.6.2 Bootstrap Simulation–Residual Method 2. Residual Method 2 (RM2)
simulation employs the CBRM methodology and therefore begins with the initial

























The residuals are obtained by equation 3.6
The schematic for the methodology employed in RM2 is shown in Figure 3.5.
The details of the specific bootstrap technique used is represented in Figure 3.6.
Since the methodology produces values for R•(j) such that j = 1,2,. . . ,1000, only
R•(j) values for j = 1, 2, 3, and 1000 are provided in Table 3.8 .
The residuals in each specific whole plot are resampled with replacement to
generate a bootstrapped sample of residuals, R•(j). Each residual within a whole plot
has an equal chance of occuring for an observation within that whole plot. Therefore,
50
Figure 3.5: Bootstrap Residual Method 2 Schematic.
Figure 3.6: Residual Method 2 Bootstrap Methodology De-
tails.
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(3) . . . R
•
(1000)
-1.2249 -15.3437 10.2324 . . . -12.1255
-1.5291 -1.2249 -12.1255 . . . 0.1589
-9.9955 -9.9955 -1.2249 . . . -3.6328
1.8931 0.1589 10.2324 . . . -1.2249
-1.5291 -12.1255 -3.6328 . . . 3.4740
-12.1255 3.4740 -9.9955 . . . 11.5246
3.4740 1.8931 -15.3437 . . . 0.1589
-1.5291 -3.6328 -1.2249 . . . 1.8931
1.8931 10.2324 11.5246 . . . -1.5291
10.2324 -9.9955 3.4740 . . . 10.2324
11.5246 0.1589 16.5687 . . . -1.5291
-15.3437 3.4740 -9.9955 . . . 10.2324
it does matter what whole plot the residual comes from. This method attempts
to address the dependence among observations within a whole-plot [3]. If R•1 is a
residual for a design point in whole-plot 1, R•1 can only occur as a residual in a
bootstrap sample for a design point within whole-plot 1. A residual can repeat within
a bootstrap sample as represented by R•j in Figure 3.6. In addition, every bootstrap
sample will include the same number of observations as in the initial observations.
The new observations are then generated by equation 3.7.
Split-plot analysis is performed on the new sample of observations, Y •(j). The
whole-plot and subplot error estimates are recorded. 1,000 bootstrap samples are
generated to obtain 1,000 estimates for the whole-plot and subplot errors. The whole-
plot and subplot error estimates are then aggregated to obtain a point estimate for
the two errors using WP and SP equations in Figure 3.5. The aggregated estimates
are then compared to the true values and to values obtained via EV.
3.6.3 Bootstrap Simulation–Residual Method 3. Residual Method 3 (RM3)
simulation employs the CBRM methodology, begins with the initial observations (Ma-
trix Y ), and fits a linear regression model using equation 3.4 to yield
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(3) . . . Y
•
(1000)
57.0242 42.9054 68.4815 . . . 46.1236
50.373 50.6772 39.7766 . . . 52.061
29.4858 29.4858 38.2564 . . . 35.8485
45.9289 44.1947 54.2682 . . . 42.8109
56.72 46.1236 54.6163 . . . 61.7231
39.7766 55.3761 41.9066 . . . 63.4267
42.9553 41.3744 24.1376 . . . 39.6402
42.5067 40.403 42.8109 . . . 45.9289
60.1422 68.4815 69.7737 . . . 56.72
62.1345 41.9066 55.3761 . . . 62.1345
51.0059 39.6402 56.05 . . . 37.9522



























Figure 3.7: Bootstrap Residual Method 3 Schematic.
Figure 3.8: Residual Method 3 Bootstrap Methodology De-
tails.
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(3) . . . R
•
(1000)
-6.9259 3.8477 -14.3705 . . . 6.3537
-4.9632 7.2875 -18.8393 . . . 7.6266
11.8945 1.3872 -8.7422 . . . 0.1817
10.3498 -0.4291 -5.6529 . . . 2.0493
0.8439 13.2740 6.3537 . . . -18.8393
2.6601 11.6504 5.3923 . . . -14.3705
6.7718 3.7490 4.9545 . . . 2.8152
5.1482 3.3309 2.8152 . . . 4.7104
2.4761 -15.0603 0.8439 . . . -7.8873
5.2261 -14.3705 2.3210 . . . -5.9921
-15.6711 -8.4030 13.2740 . . . 12.3126
-17.8104 -6.2637 11.6504 . . . 11.0396
The residuals are obtained by equation 3.6. However, instead of using bootstrap
procedures as in RM2, RM3 will estimate the whole-plot error and subplot error
for each individual observation and then bootstraps on whole-plot error as well as
subplot error. The whole-plot error estimation is obtained by averaging the residuals
within whole-plot. This average then becomes the whole-plot error estimate for all
observations within this whole-plot. The subplot estimates are found by subtraction.
The schematic for the methodology employed in RM3 is shown in Figure 3.5.
The details of the specific bootstrap technique used is represented in Figure 3.6.
Since the methodology produces values for R•(j) such that j = 1,2,. . . ,1000, only
R•(j) values for j = 1, 2, 3, and 1000 are provided in Table 3.8 .
The whole-plot error residuals are re-sampled with replacement to generate
bootstrapped samples of whole-plot residuals. The structure of the whole-plot er-
ror residuals does matter therefore this method attempts to address the correlation
among observations within a whole-plot by maintaining the same whole-plot error
residual for each observation within a whole-plot [3]. The subplot error residuals are
also re-sampled with replacement to generate bootstrap samples of subplot residuals.
Once the whole-plot and subplot residuals are generated, the whole-plot and subplot
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(3) . . . Y
•
(1000)
62.9134 64.1189 56.2239 . . . 76.2497
47.5702 49.5329 40.2860 . . . 60.3395
45.3899 27.5144 49.2675 . . . 46.6629
42.2804 22.0730 43.1363 . . . 41.3190
56.4680 67.8799 73.0815 . . . 62.6417
41.2198 55.7049 59.7287 . . . 47.5702
48.3061 33.4819 44.9632 . . . 50.5405
45.6147 29.5851 38.8320 . . . 44.7599
47.3323 77.5503 47.3323 . . . 46.3985
30.8787 59.7287 31.3944 . . . 34.3185
56.1879 46.2447 49.1689 . . . 34.1717
52.8067 43.5534 43.5534 . . . 31.9960
residuals are added to produce the new residual for the bootstrap samples. The new
observations are then generated by equation 3.7.
Split-plot analysis is performed on the new sample of observations, Y •(j). The
whole-plot and subplot error estimates are recorded. 1,000 bootstrap samples are
generated to obtain 1,000 estimates for the whole-plot and subplot errors. The whole-
plot and subplot error estimates are then aggregated to obtain a point estimate for
the two errors using WP and SP equations in Figure 3.5. The aggregated estimates
are then compared to the true values and to values obtained via EV.
3.6.4 Bootstrap Simulation–Obervations Method 1. The Observations Method
1 (OM1) simulation begins with the initial set of observations (Matrix Y ). The obser-
vations are sampled with replacement across replications to generate a bootstrapped
sample of observations, Y ¯(j). The schematic for the methodology employed in OM1 is
shown in Figure 3.9. The details of the specific bootstrap technique used is represented
in Figure 3.10.
Each replicated observation associated with a design point has an equal chance
of occurring. In addition, every bootstrap sample will include the same number of
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Figure 3.9: Bootstrap Observation Method 1 Schematic.
Figure 3.10: Observation Method 1 Bootstrap Methodology
Details.
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observations as in the initial observations, Matrix Y . If r replications are in Matrix
Y , then r replications are provided for bootstrap sample Y ¯(j)
Split-plot analysis is performed on the new sample of observations, Y ¯(j). The
whole plot and subplot error estimates are recorded. 1,000 bootstrap samples are
generated to obtain 1,000 estimates for the whole plot and subplot errors. The whole
plot and subplot error estimates are then aggregated to obtain a point estimate for
each error estimate. The aggregated estimates are then compared to the true values
and to values obtained via EV.
3.6.5 Bootstrap Simulation–Obervations Method 2. The Observations Method
2 (OM2) simulation begins with the initial observations (Matrix Y ) The observations
of a specific design point are sampled with replacement across replication to generate
a bootstrapped sample of observations, Y ◦(j). The bootstrap sample formed has 250
replications rather than the r replications represented in Matrix Y . The schematic
for the methodology employed in OM2 is shown in Figure 3.11. The details of the
specific bootstrap technique used is represented in Figure 3.12. Split-plot analysis is
performed on the new sample of observations, Y ◦(j). The whole plot and subplot error
estimates are recorded and then compared to true values and to values obtained via
EV.
3.7 Comparison Criteria
Comparison methods are used to assess how well, if at all, the bootstrap meth-
ods improve error estimation in split-plot analysis. Three methods are used in this
research. The results chapter uses the first method primarily with details on the sign
test and paired-t test results provided in Appendix A.
3.7.1 Direct Comparison. The benefit of a Monte Carlo study is that the
true error components are known. Thus, the primary measure of comparison em-
ployed is how well EV and each bootstrap method estimates the true error structure
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Figure 3.11: Bootstrap Observation Method 2 Schematic.
Figure 3.12: Observation Method 2 Bootstrap Methodology
Details.
59
components. This comparison involves all 5 re-sampling methods, the EV method,
across 9 split-plot designs, 13 distributional sets, and 2 to 20 replications per pseudo-
experiment. In subsequent analyses, the data presented are restricted to the 9 split-
plot designs, across 3 distributional sets, for 2, 5, 10, and 20 replications per pseudo-
experiment.
Define mj, j = 1, . . . , 5 as methods RM1, RM2, RM3, OM1 and OM2, respec-
tively. Let T denote the true error component and EV the associated EV estimate.
Then, let WPmj and SPmj represent the whole-plot and subplot, respectively, error
estimate obtained via method j. Let WPT ,WPT ,WPEV , and SPEV represent the
corresponding true error and EV-estimated error values. Assume each Monte Carlo
experiment is replicated K times. Then,
d1k = WPmj −WPT , k = 1, . . . , K; j = 1, . . . , 5. (3.8)
d2k = SPmj − SPT , k = 1, . . . , K; j = 1, . . . , 5. (3.9)
d3k = WPEV −WPT , k = 1, . . . , K; j = 1, . . . , 5. (3.10)
d4k = SPEV − SPT , k = 1, . . . , K; j = 1, . . . , 5. (3.11)
Calculate means, d¯1, d¯2, d¯3, and d¯4 from the d1k, d2k, d3k, and d4k data, respec-
tively, and produce confidence intervals for each mean reported by split-plot design
and distribution set, for each level of pseudo-experiment replication.
These data yield insight into how accurate each of EV and the re-sampling
methods estimate the true error structure as a function of design size, error structure,
and replication level.
3.7.2 Sign test. The sign test is a non-parametric test based on the binomial
distribution and used to determine whether two samples (X and Y) are represented by
the same underlying distribution. If the two samples are from the same distribution,
then xi ∈ X and yi ∈ Y are equally likely to be larger than the other. Therefore, to
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use the sign test, the number of times xi is larger than yi is counted and denoted as
w (ties are ignored). The probability that at least w wins occur (p = P (W ≥ w))
by chance alone is then represented by the binomial distribution, W = bin(n, 0.5). In
this case, n is the number of non-equal valued comparisons available.
The use of the sign test in this research is adapted as such:
1. Whole plot (wpi) and subplot (spi) error component estimates are found for two
simulated methods; i = 1 represents method 1, i = 2 represents method 2; with
method one generally a re-sampling method and method 2 the EV method.
2. Accuracy of error estimates based on theory is determined, Awpi = |E(wp)− wpi|
and Aspi = |E(sp)− spi|, respectively; where




E(sp) = σ20 (3.13)
3. Minimum value is determined
minwp = min(Awp1 , Awp2) (3.14)
minsp = min(Asp1 , Asp2) (3.15)
4. Determine count, w, based on following: If minwp = Awp1 increase w by 1
5. Determine p-value of the sign test
p − value = P (W ≥ w) (3.16)
Note: If the p-value is less than α, method 1 is more accurate method. However, if
the p-value is greater than 1− α, method 2 is more accurate method.
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These data results are provided in Appendix A but summarized in the Results
chapter.
3.7.3 Paired-t test. A paired-t test is used to formulate a confidence interval
that can help determine whether two samples (X and Y) are represented by the same
underlying distribution. The difference between the samples is calculated for each
pair, Z = Y − X. From the differences, the mean (Z¯) and standard deviation (σZ)
are calculated. A confidence interval is formed based on the mean and standard
deviation of the differences. If the interval contains 0 then there is not sufficient
evidence to conclude the two samples are from different underlying distributions. An
assumption with this test is that the differences between the two samples, Z = Y −X
are normally distributed.
The use of the paired-t test in this research is adapted as such:
1. Whole plot (wpi) and subplot (spi) error component estimates are found for two
simulated methods; i = 1 represents method 1, i = 2 represents method 2;
2. Accuracy of error estimates based on theory is determined, Awpi =| E(wp) −
wpi | and Aspi =| E(sp)− spi |, respectively; where




E(sp) = σ20 (3.18)
3. Differences formulated
Zwp = Awp1 − Awp2 (3.19)
Zsp = Asp1 − Asp2 (3.20)
4. Mean and standard deviation calculated
5. Confidence interval formed
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These results are provided in Appendix A. These results help determine whether
any bootstrapping method improves the error component estimate as compared to the
EV method. The Results chapter summarizes these data results.
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IV. Analysis and Results
This chapter compares the expected value (EV) simulation and the five bootstrap
methods to the true model error components. The accuracy and precision of each
method is discussed while the sign test and paired-t test results are summarized.
4.1 Simulation Validation and Verification
The EV approach had multiple purposes: to verify the MatLab split-plot analy-
sis algorithms, to validate simulation output, and to generate the standard split-plot
analysis for comparison. Verification involved analyzing the data from the experi-
ment in Table 2.2 to confirm that proper results are obtained (Table 2.3). Validation
involved performing expected value calculations for the whole-plot and subplot error
components for the designs in Table 3.1 and a subset of the distributions in Table
3.2. With the simulation, 10,000 replications are analyzed to provide estimates of
the expected value calculations. These values are compared to the true error compo-





results are included in Table 4.1.
Table 4.1: Simulation Validation
Split-Plot Distribution Expected Error - Sim Expected Error - Theory
Design Structure WPerror SPerror WPerror SPerror
1 1 12.0382 3.9992 12 4
2 1 20.0092 4.0405 20 4
3 1 36.3433 4.0159 36 4
4 5 108.6039 100.4642 108 100
5 5 116.4417 100.4317 116 100
6 5 133.5337 100.2209 132 100
7 13 205.3691 3.9891 204 4
8 13 406.4293 3.9917 404 4
9 13 809.1066 3.9925 804 4
The Table 4.1 results indicate that EV is an accurate representation of standard
split-plot analysis. The same algorithms are used to estimate the whole-plot and
subplot errors for each of the bootstrap methods.
4.2 Direct Comparison
Each re-sampling method and the EV method are compared to the true split-
plot error components across 9 split-plot designs, 3 distributional sets, for the 2, 5, 10,
64
and 20 replication designs. All comparisons are based on K = 20 . These results are
used to determine the merits of each of the 5 bootstrap methods towards improving
the split-plot error estimates. Summaries of the results in Appendix A focus on
whether bootstrapping helps improve error estimates beyond what the EV method
accomplishes. All confidence intervals in the subsequent comparisons method are at
an individual α = 0.05 level of significance.
4.2.1 EV. The direct comparison confidence intervals (CIs) and mean difer-
ence from truth for EV at each design, distributional set and replication level are
included in Table 4.2. The results provide estimates of the error components attain-
able just using the actual test results. The results are an indication of the general
robustness, accuracy and precision of split-plot analysis across design, distribution set
and replication levels.
In general, EV performs well, clearly, with fewer replications, the error estimates
are not as accurate as CI widths are larger (less precise), and fewer design CIs contain
the true error components. For the 2 replication designs in the study, only 9 of
the 27 subplot error and 22 of the 27 whole-plot error CIs contain the true error
component. Designs with 20 replications showed 24 of the 27 subplot and 25 of the 27
whole-plot CIs, contain the true error component. Distribution 5 employs a subplot
distribution much larger than the whole-plot distribution, something unlikely to occur
in practice. Many of the 2 replication designs that failed to cover the true value were
Distribution 5 cases (6 of the 18 subplot and 2 of the 5 whole-plot failures). This
empirical evidence indicates that improvements in accuracy and precision of error
estimation is warranted,particularly for experiments with fewer replications. Thus,
new methods based on re-sampling are investigated in split-plot analysis to determine











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































4.2.2 RM1. RM1 is a residual bootstrap method. The pseudo-experimental
data is used to estimate the statistical model with which residuals are then calculated.
The residuals are then bootstrapped across all experimental observations (each ob-
servation assumed independent) and new bootstrap samples are formed. Whole-plot
and subplot errors are estimated for each bootstrap sample. The bootstrap sample
estimates are then aggregated to form the bootstrap estimate for the 20 iterations of
the 2, 5, 10 and 20 replicate experiments analyzed.
Table 4.3 compares RM1 estimates to true values. RM1 methodology does
not improve the accuracy but does improve precision of the error estimates over
EV. In designs with 2 replications, only 5 of the 27 subplot error and 0 of the 27
whole-plot error CIs contain the true error component. Even with 20 replications,
only 5 subplot error (a different subset of 5) and 1 whole-plot error CIs contain
the true error component. Even though the precision is better, the subplot error
is substantially larger, while the whole-plot error is substantially smaller than the
true values. Surprisingly, this method did perform better in analyzing results for
Distribution 5 then did EV. It is conjectured that the distortion in the error estimates
is due to the correlation between observations within the same whole-plot. If this
structure is not maintained, then when the bootstrap is performed the errors will be
smoothed as is indicated in the results for this method.
Bootstrapping across the residuals is not a promising method, so RM1 is not
really a candidate to augment split-plot analysis. Methods that incorporate the de-
pendence within whole-plots are examined next. The RM1 method mixes errors amon
the whole-plots obscuring the estimation process thus yielding inferior estimates as













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































4.2.3 RM2. RM2 is a residual bootstrap method devised to address the
correlation between observations within whole-plots. In RM2, residuals are re-sampled
within a whole-plot. New bootstrap samples are formed. Whole-plot and subplot
errors are estimated for each bootstrap sample. The bootstrap sample estimates are
then aggregated to form the bootstrap estimate for the 20 iterations of the 2, 5, 10
and 20 replicate experiments analyzed.
Table 4.4 compares RM2 estimates to true values. For designs with lower replica-
tions, the RM2 methodology improves (in accuracy) over RM1 estimates and performs
as well, or better, than EV in many cases. However, as experimental replication in-
creases, the accuracy improvement over EV disappears until there is no improvement
in the precision of the whole-plot error estimate. The precision of the subplot error
estimates improve, but the estimates are biased low. In designs with 2 replications, 6
of the 27 subplot error and 21 of the 27 whole-plot error confidence intervals contain
the true error component. In designs with 20 replications, 0 subplot error and 11
whole-plot error confidence intervals contain the true error component. RM2 may
be sufficient to augment EV in providing more accurate subplot error estimates with
better precision for Designs 6, 8, and 9 throughout the spectrum of distribution sets
analyzed in this research for experiments between 2 and 5 replications even though
accuracy and precision is not improved for whole-plot error estimates. Further in-
vestigation for these particular experiments may be needed. Further investigation on
methods that account for the correlation within whole-plots using other bootstrap
techniques is another avenue of further investigation. While the whole-plot sampling
seems more intuitive, the sampling seems to distort the subplot error estimate and









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































4.2.4 RM3. RM3 is the final residual bootstrap method discussed in this
research. RM3 separately re-samples the whole-plot and subplot residuals. The two
bootstrapped residual types form the error term as in Equation 3.1. With the new
bootstrap samples, whole-plot and subplot errors are estimated for each bootstrap
sample. The bootstrap sample estimates are then aggregated to form the bootstrap
estimate and 20 iterations of 2, 5, 10 and 20 replicate experiments are analyzed.
Table 4.5compares RM3 estimates to true values. Splitting the residuals into
whole-plot and subplot residuals and bootstrapping both residual types do not appear
as effective, but provides better precision in the estimates. In designs with 2 replica-
tions, 5 of the 27 subplot error and 1 of the 27 whole-plot error confidence intervals
contain the true error component. In designs with 20 replications, 0 subplot error and
12 whole-plot error confidence intervals contain the true error component. RM3 does
show promise in improving subplot error estimate accuracy and precision for designs
at least the size of Designs 8 and 9. However, further improvements in whole-plot
error estimation accuracy is highly unlikely. The results may improve in accuracy if
the whole-plot residuals are re-sampled without replacement; this approach was not
examined in this research. In general, this further delineation of re-sampling, down

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































4.2.5 OM1. OM1 is an observational bootstrap method that re-samples
across observational replicates. New bootstrap samples are formed and whole-plot
and subplot errors are estimated for each bootstrap sample. The bootstrap sample
estimates are then aggregated to form the bootstrap estimate. 20 iterations of 2, 5,
10 and 20 replicate experiments are analyzed.
Table 4.6 compares 0M1 estimates to the true values. The mean difference and
CI widths are similar to those from RM1. In designs with 2 replications, 5 of the 27
subplot error and 0 of the 27 whole-plot error confidence intervals contain the true
error component. In designs with 20 replications, only 5 subplot error and 1 whole-
plot error confidence intervals contain the true error component. Surprisingly again,
OM1 did improve EV estimates for distribution 5. While this re-sampling method
should have been quite viable, particularly with highly replicated pseudo-experiments,






























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































4.2.6 OM2. OM2 is an observational bootstrap method that re-samples
across observational replicates similar to OM1. However, this method expands the 2,
5, 10, 20 replication designs to 250 replication designs. New bootstrap samples are
formed and whole-plot and subplot errors are estimated for each bootstrap sample.
The bootstrap sample estimates are then aggregated to form the bootstrap estimate
with 20 iterations of 2, 5, 10 and 20 replicate experiments are analyzed.
Table 4.7 compares OM2 estimates to the true values. The mean difference
and CI widths are similar to RM1 and OM1 results. In addition, with designs with
2 replications, 6 of the 27 subplot error and 0 of the 27 whole-plot error confidence
intervals contain the true error component. In designs with 20 replications, 8 subplot
error and 1 whole-plot error confidence intervals contain the true error component.
As with OM1, OM2 improved EV results for distribution 5 but even with the large




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































4.3 Paired-t Test and Sign Test
Paired-t test and sign test analyses were conducted on the results. All such tab-
ulations are provided in Appendix A. Both tests determine whether or no a bootstrap
method, as applied to the pseudo-experiment, improved the EV error component
estiamte.
In the paired-t test, three outcomes are possible for each particular design,
distributional set and replication level; using α = 0.05.
1. If the CI contains zero then the EV and the bootstrap method used for com-
parison are considered the same; the EV is not improved.
2. If the CI contains negative values, then the bootstrap method has the best
accuracy and should be used to perform the split-plot analysis, the method
improves the EV.
3. If the CI contains positive values then EV estimate has the best accuracy and
should be used to perform the split-plot analysis; the method does not improve
the EV estimates.
The sign test is the non-parametric counter to the paired-t test but can yield
additional insight in some cases. In the sign test, three outcomes are possible for each
particular design, distributional set and replication level, using α = 0.12.
1. If the p-value is between 0.06 and 0.94 then the EV and the bootstrap method
used for comparison are considered the same.
2. If the p-value is less than 0.06 then the bootstrap method is the method that
has the best accuracy and should be used to perform the split-plot analysis.
3. If the p-value is greater than 0.94 then EV is the method that has the best
accuracy and should be used to perform the split-plot analysis.
In general, the re-sampling methods examined are not providing improved error
component estimates. Additional inferences are made for two bootstrap methods,
77
RM2 and RM3. The results for both tests indicate that for a subset of designs and
distributions the whole-plot error may in fact be estimated more accurately by RM2
and RM3 than just by EV. The subplot error estimates is still not as EV in these two
methods. Further investigation is needed to confirm these findings and build upon




Five bootstrap methods are defined and empirically examined to determine
whether bootstrap methods can be used to improve the error component estimation
in split-plot experiments. For the most part, the assessment of bootstrap as a viable
methodology for improving the error estimation in split-plot designs is inconclusive.
Of the five methods, none really provided consistent improvement over the analysis of
just the experimental data. However, two methods (RM2 and RM3) did show promise
in providing avenues to further research and for obtaining more accurate and precise
estimates (At least for a subset of the conditions analyzed and reported on).
It is hoped that some of the details of this research can be useful to help drive
theory behind the use of bootstrap methodology. That work can then in turn provide
more detail in improving the accuracy and precision of the whole-plot error estimate.
Although the findings in this research were inconclusive, further investigation
on additional re-sampling methods is warranted. A follow-on directly related can
involve determining whether a bias correction could be applied to the whole-plot and
subplot estimates found to improve accuracy. In addition, research on whether the
whole-plot and subplot distributions estimation from the experimental data could be
investigated.
The full realm of bootstrap methods have not been utilized and the use of
any of the other methods discussed in the literature review may provide benefits to
examining of split-plot analysis via bootstrap methodology. Future avenues of research
include residual re-sampling methods that clarify v.s. obscure the error components.
Observational sampling methods focused on purely increasing experimental size might
show promise. Empirically looking at more varied distributional forms of the error
components may yield insight into when re-sampling may be beneficial, a cursory
assessment has been done, but not included. Finally, methods such as balanced
bootstrap should be explored.
79
Appendix A. Detailed Analysis
The following 270 tables summarize the EV estimates versus each re-sampling esti-
mate for all designs for 3 distributions for the paired-t test and the sign test.
Table A.1: Paired-t Comparison - EV vs. RM1 - Design 1, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -8.8342 2.0807 Same
3 -4.4024 0.1811 Same
4 -7.4922 0.9897 Same
5 1.5407 3.5140 EV
6 -0.5681 2.7025 Same
7 -0.0650 2.9114 Same
8 -0.2798 3.8445 Same
9 -1.0144 2.6441 Same
10 1.6530 3.5701 EV
15 -0.7366 1.9497 Same
20 -0.1002 2.9043 Same
SP
2 -0.9373 1.0767 Same
3 -0.4732 1.6936 Same
4 -0.2483 2.1169 Same
5 -0.4333 1.0018 Same
6 0.1952 1.6511 EV
7 0.3266 1.7970 EV
8 0.0808 1.8473 EV
9 0.2689 1.9850 EV
10 0.9238 2.1534 EV
15 1.5797 3.5052 EV
20 2.2127 3.4809 EV
Table A.2: Sign Test Comparison - EV vs. RM1 - Design 1, Distribution 1
Error Replications Count p-value Conclusion
WP
2 11 0.252 Same
3 12 0.132 Same
4 12 0.132 Same
5 3 0.999 EV
6 8 0.748 Same
7 5 0.979 EV
8 5 0.979 EV
9 7 0.868 Same
10 1 1.000 EV
15 9 0.588 Same
20 2 1.000 EV
SP
2 12 0.132 Same
3 8 0.748 Same
4 9 0.588 Same
5 10 0.412 Same
6 4 0.994 EV
7 5 0.979 EV
8 6 0.942 EV
9 4 0.994 EV
10 3 0.999 EV
15 2 1.000 EV
20 0 1.000 EV
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Table A.3: Paired-t Comparison - EV vs. RM1 - Design 1, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -78.0829 6.0980 Same
3 -54.2687 -3.1332 RM1
4 -77.2033 7.5955 Same
5 -46.3246 9.3232 Same
6 -44.6623 3.7665 Same
7 -21.6526 0.8252 Same
8 -36.2408 -2.4588 RM1
9 -34.5185 2.1947 Same
10 -17.5146 7.9761 Same
15 -23.9004 -3.5784 RM1
20 -20.0567 -0.9112 RM1
SP
2 -10.1069 20.5431 Same
3 -23.9936 12.7778 Same
4 -3.9523 18.3544 Same
5 -12.6780 12.3256 Same
6 -19.1234 6.9344 Same
7 -14.1196 7.9666 Same
8 -22.9675 0.2242 Same
9 -22.3388 3.0970 Same
10 -19.6819 1.1685 Same
15 -13.8206 1.3918 Same
20 -7.4064 2.9726 Same
Table A.4: Sign Test Comparison - EV vs. RM1 - Design 1, Distribution 5
Error Replications Count p-value Conclusion
WP
2 12 0.132 Same
3 14 0.021 RM1
4 13 0.058 RM1
5 9 0.588 Same
6 12 0.132 Same
7 11 0.252 Same
8 14 0.021 RM1
9 14 0.021 RM1
10 9 0.588 Same
15 14 0.021 RM1
20 14 0.021 RM1
SP
2 13 0.058 RM1
3 10 0.412 Same
4 5 0.979 EV
5 7 0.868 Same
6 11 0.252 Same
7 10 0.412 Same
8 12 0.132 Same
9 13 0.058 RM1
10 12 0.132 Same
15 13 0.058 RM1
20 14 0.021 RM1
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Table A.5: Paired-t Comparison - EV vs. RM1 - Design 1, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -158.7413 36.3813 Same
3 -27.5665 47.6953 Same
4 -72.0783 70.4079 Same
5 27.8511 80.3792 EV
6 25.9156 76.7124 EV
7 26.0799 76.2766 EV
8 26.3686 75.2757 EV
9 27.3655 82.2873 EV
10 58.3210 92.1506 EV
15 32.4933 72.9339 EV
20 37.2710 80.0102 EV
SP
2 22.4520 60.6529 EV
3 38.7233 73.9373 EV
4 57.9539 93.2862 EV
5 50.7435 80.5249 EV
6 63.2956 85.4249 EV
7 62.1370 88.9958 EV
8 64.9518 80.5432 EV
9 63.0225 83.7333 EV
10 77.3504 94.9473 EV
15 75.7828 100.2551 EV
20 81.7744 98.6445 EV
Table A.6: Sign Test Comparison - EV vs. RM1 - Design 1, Distribution 13
Error Replications Count p-value Conclusion
WP
2 11 0.252 Same
3 5 0.979 EV
4 7 0.868 Same
5 3 0.999 EV
6 5 0.979 EV
7 3 0.999 EV
8 3 0.999 EV
9 1 1.000 EV
10 1 1.000 EV
15 1 1.000 EV
20 1 1.000 EV
SP
2 1 1.000 EV
3 1 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.7: Paired-t Comparison - EV vs. RM1 - Design 2, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -3.8606 3.7479 Same
3 0.2760 7.1793 EV
4 1.9667 7.5838 EV
5 -1.9305 8.5048 Same
6 -1.3530 7.7338 Same
7 -5.6373 7.4765 Same
8 -2.6413 8.2008 Same
9 2.9966 7.7833 EV
10 3.7499 9.3356 EV
15 2.1916 8.5492 EV
20 7.9482 10.4434 EV
SP
2 -0.1104 1.7137 Same
3 -0.1088 1.4784 Same
4 -0.3862 1.0521 Same
5 0.5367 2.1623 EV
6 1.3917 3.3118 EV
7 2.1032 4.6861 EV
8 1.4147 3.2052 EV
9 1.5500 3.1441 EV
10 2.0188 3.8985 EV
15 2.5738 3.9558 EV
20 2.6015 3.6262 EV
Table A.8: Sign Test Comparison - EV vs. RM1 - Design 2, Distribution 1
Error Replications Count p-value Conclusion
WP
2 8 0.748 Same
3 6 0.942 EV
4 4 0.994 EV
5 2 1.000 EV
6 5 0.979 EV
7 5 0.979 EV
8 4 0.994 EV
9 2 1.000 EV
10 2 1.000 EV
15 3 0.999 EV
20 0 1.000 EV
SP
2 5 0.979 EV
3 7 0.868 Same
4 10 0.412 Same
5 2 1.000 EV
6 1 1.000 EV
7 0 1.000 EV
8 2 1.000 EV
9 2 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.9: Paired-t Comparison - EV vs. RM1 - Design 2, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -62.8732 6.0723 Same
3 -28.6715 2.6729 Same
4 -36.5984 7.2023 Same
5 -41.7084 5.3474 Same
6 -44.5043 1.0445 Same
7 -52.2701 5.7355 Same
8 -51.0940 7.6508 Same
9 -56.0630 -3.6432 RM1
10 -37.8854 2.2678 Same
15 -46.2438 -11.2699 RM1
20 -22.0602 -0.4605 RM1
SP
2 -13.2920 25.6278 Same
3 -6.9552 19.6034 Same
4 -9.8028 11.0947 Same
5 -1.7304 10.3827 Same
6 -3.0849 7.0125 Same
7 -3.9434 8.5530 Same
8 -2.2966 7.6407 Same
9 -4.7614 6.2082 Same
10 -0.1616 7.8970 Same
15 -6.7221 0.6580 Same
20 -3.8660 2.4674 Same
Table A.10: Sign Test Comparison - EV vs. RM1 - Design 2, Distribution 5
Error Replications Count p-value Conclusion
WP
2 13 0.058 RM1
3 12 0.132 Same
4 13 0.058 RM1
5 12 0.132 Same
6 14 0.021 RM1
7 11 0.252 Same
8 13 0.058 RM1
9 15 0.006 RM1
10 12 0.132 Same
15 16 0.001 RM1
20 14 0.021 RM1
SP
2 7 0.868 Same
3 6 0.942 EV
4 6 0.942 EV
5 7 0.868 Same
6 7 0.868 Same
7 8 0.748 Same
8 8 0.748 Same
9 8 0.748 Same
10 8 0.748 Same
15 14 0.021 RM1
20 9 0.588 Same
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Table A.11: Paired-t Comparison - EV vs. RM1 - Design 2, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 28.3720 161.3363 EV
3 37.1779 154.1622 EV
4 130.8455 239.2571 EV
5 66.8165 253.6095 EV
6 93.0902 231.6880 EV
7 -36.9115 184.4578 Same
8 50.4437 250.0125 EV
9 149.2429 228.9644 EV
10 86.3108 224.7952 EV
15 67.3694 234.9967 EV
20 194.3079 259.1705 EV
SP
2 39.3037 76.8297 EV
3 38.8984 83.2675 EV
4 46.4965 68.4372 EV
5 55.4120 85.9368 EV
6 74.0704 104.5303 EV
7 76.7342 119.8519 EV
8 66.6120 101.9517 EV
9 70.0533 93.4502 EV
10 82.9221 109.6857 EV
15 82.9550 114.4904 EV
20 83.2270 101.3938 EV
Table A.12: Sign Test Comparison - EV vs. RM1 - Design 2, Distribution 13
Error Replications Count p-value Conclusion
WP
2 4 0.994 EV
3 4 0.994 EV
4 1 1.000 EV
5 1 1.000 EV
6 2 1.000 EV
7 3 0.999 EV
8 2 1.000 EV
9 0 1.000 EV
10 3 0.999 EV
15 2 1.000 EV
20 1 1.000 EV
SP
2 1 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.13: Paired-t Comparison - EV vs. RM1 - Design 3, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -5.7936 15.8533 Same
3 -20.8663 13.9322 Same
4 -0.4069 17.2108 Same
5 8.8662 17.8247 EV
6 7.6440 20.0519 EV
7 9.6456 16.7340 EV
8 0.3730 20.1470 EV
9 11.1407 21.0128 EV
10 12.9298 21.6889 EV
15 18.2111 24.1379 EV
20 18.4876 24.2455 EV
SP
2 -0.3293 1.1048 Same
3 1.2164 3.8101 EV
4 1.0496 3.0933 EV
5 1.6056 3.7489 EV
6 1.6595 3.5825 EV
7 2.0814 3.4580 EV
8 2.3858 3.7390 EV
9 1.9949 3.2000 EV
10 2.5204 3.5894 EV
15 2.7014 3.3404 EV
20 3.0211 3.8276 EV
Table A.14: Sign Test Comparison - EV vs. RM1 - Design 3, Distribution 1
Error Replications Count p-value Conclusion
WP
2 7 0.868 Same
3 5 0.979 EV
4 5 0.979 EV
5 2 1.000 EV
6 2 1.000 EV
7 0 1.000 EV
8 3 0.999 EV
9 3 0.999 EV
10 1 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 8 0.748 Same
3 3 0.999 EV
4 3 0.999 EV
5 2 1.000 EV
6 3 0.999 EV
7 0 1.000 EV
8 0 1.000 EV
9 1 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.15: Paired-t Comparison - EV vs. RM1 - Design 3, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -32.5971 9.4569 Same
3 -133.6153 38.3772 Same
4 -132.2620 -8.4491 RM1
5 -56.2038 -4.2898 RM1
6 -59.0476 -9.1194 RM1
7 -34.3141 1.6295 Same
8 -76.3053 9.1443 Same
9 -42.5850 0.5325 Same
10 -28.2139 3.2022 Same
15 -16.0828 9.8107 Same
20 -7.5930 12.1286 Same
SP
2 -19.1751 14.2020 Same
3 -8.5819 7.3200 Same
4 -6.3732 6.0263 Same
5 -5.9009 4.7819 Same
6 -3.8835 4.5090 Same
7 -3.9153 4.7086 Same
8 -2.0038 5.0828 Same
9 -2.6283 2.1747 Same
10 -3.0437 1.9695 Same
15 -2.4853 0.6723 Same
20 -1.4833 1.1206 Same
Table A.16: Sign Test Comparison - EV vs. RM1 - Design 3, Distribution 5
Error Replications Count p-value Conclusion
WP
2 13 0.058 RM1
3 11 0.252 Same
4 14 0.021 RM1
5 14 0.021 RM1
6 14 0.021 RM1
7 12 0.132 Same
8 12 0.132 Same
9 12 0.132 Same
10 13 0.058 RM1
15 9 0.588 Same
20 10 0.412 Same
SP
2 9 0.588 Same
3 11 0.252 Same
4 8 0.748 Same
5 11 0.252 Same
6 8 0.748 Same
7 10 0.412 Same
8 7 0.868 Same
9 11 0.252 Same
10 10 0.412 Same
15 12 0.132 Same
20 8 0.748 Same
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Table A.17: Paired-t Comparison - EV vs. RM1 - Design 3, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -87.6710 356.7842 Same
3 -275.0753 351.5137 Same
4 146.0026 435.1887 EV
5 279.2346 452.3615 EV
6 289.0762 537.8988 EV
7 267.4167 426.3876 EV
8 161.8037 492.9599 EV
9 354.1633 540.0879 EV
10 354.6211 546.4037 EV
15 474.0345 583.7742 EV
20 456.1043 584.8268 EV
SP
2 29.2776 61.6995 EV
3 50.1966 112.0131 EV
4 56.5085 98.3661 EV
5 60.5597 98.9128 EV
6 61.9036 99.1688 EV
7 71.6404 105.1350 EV
8 78.0409 101.2988 EV
9 63.9981 82.0375 EV
10 82.8152 105.5262 EV
15 78.9075 98.0466 EV
20 87.2194 106.6894 EV
Table A.18: Sign Test Comparison - EV vs. RM1 - Design 3, Distribution 13
Error Replications Count p-value Conclusion
WP
2 4 0.994 EV
3 5 0.979 EV
4 1 1.000 EV
5 0 1.000 EV
6 1 1.000 EV
7 0 1.000 EV
8 2 1.000 EV
9 0 1.000 EV
10 2 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 1 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.19: Paired-t Comparison - EV vs. RM1 - Design 4, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -1.8902 3.8411 Same
3 1.9422 4.4819 EV
4 0.6442 3.9975 EV
5 2.5717 4.1028 EV
6 0.8069 3.7602 EV
7 1.1681 3.9602 EV
8 0.3689 3.1300 EV
9 1.8141 3.3224 EV
10 0.7795 3.2539 EV
15 0.9344 2.8562 EV
20 2.2485 3.2912 EV
SP
2 -0.7619 1.4862 Same
3 0.0384 1.2198 EV
4 -0.3104 1.2395 Same
5 0.6583 1.7690 EV
6 1.1149 2.9840 EV
7 1.4538 3.1342 EV
8 1.9072 3.4303 EV
9 1.5319 2.7675 EV
10 2.1337 3.3468 EV
15 2.5014 3.8857 EV
20 2.3261 3.2725 EV
Table A.20: Sign Test Comparison - EV vs. RM1 - Design 4, Distribution 1
Error Replications Count p-value Conclusion
WP
2 3 0.999 EV
3 2 1.000 EV
4 3 0.999 EV
5 0 1.000 EV
6 3 0.999 EV
7 4 0.994 EV
8 5 0.979 EV
9 1 1.000 EV
10 1 1.000 EV
15 2 1.000 EV
20 0 1.000 EV
SP
2 11 0.252 Same
3 4 0.994 EV
4 10 0.412 Same
5 3 0.999 EV
6 2 1.000 EV
7 2 1.000 EV
8 0 1.000 EV
9 1 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
89
Table A.21: Paired-t Comparison - EV vs. RM1 - Design 4, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -49.4876 9.7995 Same
3 -22.0396 15.0805 Same
4 -18.6964 9.7079 Same
5 -10.8633 15.6413 Same
6 -17.9479 5.8583 Same
7 -14.2808 7.5419 Same
8 -12.9445 7.0963 Same
9 -22.3277 -1.5249 RM1
10 -17.4752 0.3426 Same
15 -13.3491 4.3764 Same
20 -12.9894 1.2985 Same
SP
2 -13.6614 18.6622 Same
3 -5.5112 17.4631 Same
4 -27.0135 -0.5132 RM1
5 -19.0869 3.7475 Same
6 -10.4372 4.2628 Same
7 -8.5164 4.7462 Same
8 -12.0120 1.5584 Same
9 -12.6074 0.1960 Same
10 -8.3842 4.8940 Same
15 -7.5532 3.6056 Same
20 -4.6129 3.3420 Same
Table A.22: Sign Test Comparison - EV vs. RM1 - Design 4, Distribution 5
Error Replications Count p-value Conclusion
WP
2 11 0.252 Same
3 10 0.412 Same
4 12 0.132 Same
5 9 0.588 Same
6 9 0.588 Same
7 12 0.132 Same
8 10 0.412 Same
9 16 0.001 RM1
10 12 0.132 Same
15 9 0.588 Same
20 12 0.132 Same
SP
2 8 0.748 Same
3 8 0.748 Same
4 12 0.132 Same
5 13 0.058 RM1
6 13 0.058 RM1
7 11 0.252 Same
8 13 0.058 RM1
9 13 0.058 RM1
10 12 0.132 Same
15 10 0.412 Same
20 11 0.252 Same
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Table A.23: Paired-t Comparison - EV vs. RM1 - Design 4, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -1.0001 82.7309 Same
3 60.6522 98.6997 EV
4 45.4315 88.1692 EV
5 77.3931 103.7942 EV
6 48.0899 89.1110 EV
7 46.5397 87.2122 EV
8 28.2222 76.8255 EV
9 68.6009 93.9498 EV
10 57.9381 92.5300 EV
15 55.8916 87.4106 EV
20 77.9797 94.6621 EV
SP
2 39.5829 77.8544 EV
3 54.3798 74.1430 EV
4 58.8273 77.2860 EV
5 73.2792 85.0377 EV
6 71.8853 96.6837 EV
7 73.9256 99.3655 EV
8 78.1415 103.4767 EV
9 73.9360 92.9302 EV
10 80.1240 95.8414 EV
15 89.0388 105.5934 EV
20 84.9686 97.0421 EV
Table A.24: Sign Test Comparison - EV vs. RM1 - Design 4, Distribution 13
Error Replications Count p-value Conclusion
WP
2 4 0.994 EV
3 0 1.000 EV
4 2 1.000 EV
5 0 1.000 EV
6 1 1.000 EV
7 2 1.000 EV
8 2 1.000 EV
9 0 1.000 EV
10 1 1.000 EV
15 1 1.000 EV
20 0 1.000 EV
SP
2 0 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.25: Paired-t Comparison - EV vs. RM1 - Design 5, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 5.0799 10.5309 EV
3 3.5464 9.3207 EV
4 2.1183 9.5211 EV
5 4.4399 10.9192 EV
6 5.1331 9.5643 EV
7 7.1747 11.3220 EV
8 7.1015 9.5174 EV
9 4.7830 9.9155 EV
10 7.9405 10.6094 EV
15 6.5481 10.4666 EV
20 8.6739 10.6353 EV
SP
2 -0.5761 0.7271 Same
3 0.9887 2.5585 EV
4 1.2845 3.2084 EV
5 2.1061 4.0220 EV
6 2.2640 3.5218 EV
7 2.3901 3.4037 EV
8 2.4485 3.2886 EV
9 2.7175 4.0388 EV
10 2.6052 3.5985 EV
15 2.8195 3.9303 EV
20 3.3847 3.9999 EV
Table A.26: Sign Test Comparison - EV vs. RM1 - Design 5, Distribution 1
Error Replications Count p-value Conclusion
WP
2 2 1.000 EV
3 1 1.000 EV
4 2 1.000 EV
5 1 1.000 EV
6 2 1.000 EV
7 1 1.000 EV
8 0 1.000 EV
9 2 1.000 EV
10 0 1.000 EV
15 1 1.000 EV
20 0 1.000 EV
SP
2 9 0.588 Same
3 3 0.999 EV
4 3 0.999 EV
5 1 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.27: Paired-t Comparison - EV vs. RM1 - Design 5, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -24.5011 29.5496 Same
3 -31.4625 12.1798 Same
4 -31.3644 11.4250 Same
5 -39.2470 2.0997 Same
6 -22.6134 2.8622 Same
7 -13.6360 10.2683 Same
8 -30.6054 -0.1084 RM1
9 -14.6712 8.4451 Same
10 -16.4031 2.4355 Same
15 -22.7287 0.5187 Same
20 -9.0016 5.4349 Same
SP
2 -33.6794 4.3878 Same
3 -12.5619 5.5766 Same
4 -8.3532 2.8016 Same
5 -0.1029 9.4176 Same
6 -7.5926 2.4755 Same
7 -5.8462 2.8176 Same
8 -5.1896 2.3133 Same
9 -3.4539 3.0797 Same
10 -4.3759 2.4540 Same
15 -2.6248 2.4512 Same
20 -2.3774 2.5589 Same
Table A.28: Sign Test Comparison - EV vs. RM1 - Design 5, Distribution 5
Error Replications Count p-value Conclusion
WP
2 8 0.748 Same
3 9 0.588 Same
4 10 0.412 Same
5 12 0.132 Same
6 14 0.021 RM1
7 9 0.588 Same
8 14 0.021 RM1
9 9 0.588 Same
10 11 0.252 Same
15 12 0.132 Same
20 10 0.412 Same
SP
2 11 0.252 Same
3 9 0.588 Same
4 11 0.252 Same
5 6 0.942 EV
6 12 0.132 Same
7 11 0.252 Same
8 11 0.252 Same
9 10 0.412 Same
10 11 0.252 Same
15 8 0.748 Same
20 11 0.252 Same
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Table A.29: Paired-t Comparison - EV vs. RM1 - Design 5, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 165.1018 260.4982 EV
3 165.3232 255.3646 EV
4 102.9414 253.8565 EV
5 167.4288 270.5802 EV
6 197.3367 259.3694 EV
7 200.2686 271.1835 EV
8 229.6302 261.5236 EV
9 154.6970 268.2379 EV
10 201.7273 256.0610 EV
15 191.9997 252.0770 EV
20 229.9861 270.1536 EV
SP
2 37.2217 60.8457 EV
3 63.7603 89.9941 EV
4 64.8278 102.7821 EV
5 80.7829 108.2935 EV
6 77.9199 100.9863 EV
7 79.6295 99.3812 EV
8 79.9565 93.6243 EV
9 89.6934 112.4910 EV
10 82.5152 100.9435 EV
15 85.9804 105.3781 EV
20 91.5195 103.8624 EV
Table A.30: Sign Test Comparison - EV vs. RM1 - Design 5, Distribution 13
Error Replications Count p-value Conclusion
WP
2 0 1.000 EV
3 1 1.000 EV
4 2 1.000 EV
5 1 1.000 EV
6 0 1.000 EV
7 1 1.000 EV
8 0 1.000 EV
9 1 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 0 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.31: Paired-t Comparison - EV vs. RM1 - Design 6, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 1.0101 19.3626 EV
3 11.5598 19.9771 EV
4 8.9737 23.6369 EV
5 17.1540 23.6442 EV
6 15.0908 21.6323 EV
7 15.2584 21.9408 EV
8 14.6152 21.7406 EV
9 18.3538 24.5528 EV
10 19.5002 24.4473 EV
15 20.5216 24.0576 EV
20 21.6079 24.1107 EV
SP
2 0.6535 3.3834 EV
3 1.5315 3.1716 EV
4 2.3856 3.6971 EV
5 2.4663 3.5152 EV
6 2.6681 3.9135 EV
7 2.7972 4.0821 EV
8 3.3411 4.4152 EV
9 3.1474 4.1590 EV
10 3.0239 3.8456 EV
15 3.1405 4.1295 EV
20 3.2764 3.9626 EV
Table A.32: Sign Test Comparison - EV vs. RM1 - Design 6, Distribution 1
Error Replications Count p-value Conclusion
WP
2 3 0.999 EV
3 0 1.000 EV
4 2 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 1 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 5 0.979 EV
3 2 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.33: Paired-t Comparison - EV vs. RM1 - Design 6, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -77.1659 13.3165 Same
3 -25.2448 9.2640 Same
4 -59.5742 23.6315 Same
5 -17.5053 11.0088 Same
6 -19.1378 2.9685 Same
7 -5.0875 21.0917 Same
8 -24.9870 8.0207 Same
9 -7.9759 17.9785 Same
10 0.5501 16.7400 EV
15 -8.4486 14.2460 Same
20 5.8331 19.1232 EV
SP
2 -37.4138 -18.8144 RM1
3 -17.3272 -6.6950 RM1
4 -9.3720 -1.1754 RM1
5 -6.8567 0.0798 Same
6 -5.5842 -0.0521 RM1
7 -4.1609 0.7430 Same
8 -1.9038 0.9134 Same
9 -3.1322 0.2613 Same
10 -2.3500 0.7580 Same
15 -1.1943 1.8697 Same
20 -0.7013 1.6906 Same
Table A.34: Sign Test Comparison - EV vs. RM1 - Design 6, Distribution 5
Error Replications Count p-value Conclusion
WP
2 15 0.006 RM1
3 10 0.412 Same
4 8 0.748 Same
5 10 0.412 Same
6 12 0.132 Same
7 3 0.999 EV
8 10 0.412 Same
9 8 0.748 Same
10 6 0.942 EV
15 7 0.868 Same
20 3 0.999 EV
SP
2 17 0.000 RM1
3 18 0.000 RM1
4 14 0.021 RM1
5 12 0.132 Same
6 14 0.021 RM1
7 13 0.058 RM1
8 11 0.252 Same
9 12 0.132 Same
10 10 0.412 Same
15 14 0.021 RM1
20 10 0.412 Same
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Table A.35: Paired-t Comparison - EV vs. RM1 - Design 6, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 96.1452 440.8126 EV
3 353.2957 557.8097 EV
4 336.9769 587.6258 EV
5 417.2118 587.6477 EV
6 416.0987 572.9633 EV
7 440.6333 578.8209 EV
8 433.3207 563.9421 EV
9 489.0330 625.5607 EV
10 498.7949 623.0076 EV
15 548.0899 624.2569 EV
20 539.6986 606.8424 EV
SP
2 54.9211 111.8214 EV
3 62.6696 98.8585 EV
4 75.6018 103.2683 EV
5 78.2984 101.5574 EV
6 77.4825 104.6064 EV
7 83.3010 110.8233 EV
8 90.2321 112.3993 EV
9 88.6938 111.1728 EV
10 85.7600 106.4786 EV
15 86.0785 105.4459 EV
20 87.7091 102.9253 EV
Table A.36: Sign Test Comparison - EV vs. RM1 - Design 6, Distribution 13
Error Replications Count p-value Conclusion
WP
2 3 0.999 EV
3 0 1.000 EV
4 1 1.000 EV
5 1 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 0 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.37: Paired-t Comparison - EV vs. RM1 - Design 7, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 0.4968 4.8703 EV
3 0.9012 3.9961 EV
4 0.3692 3.8563 EV
5 0.3594 4.3069 EV
6 1.3027 4.2765 EV
7 1.3833 3.4839 EV
8 0.9165 3.2804 EV
9 1.0844 3.8135 EV
10 2.6334 3.6946 EV
15 2.4073 3.6118 EV
20 2.3005 3.4944 EV
SP
2 -0.3941 1.5817 Same
3 1.2505 2.6949 EV
4 1.7343 3.4409 EV
5 2.2288 3.5822 EV
6 2.4133 3.7656 EV
7 2.1633 3.6573 EV
8 2.5869 3.7836 EV
9 2.6442 3.8565 EV
10 2.2680 3.2232 EV
15 3.2438 3.8537 EV
20 3.1290 3.8709 EV
Table A.38: Sign Test Comparison - EV vs. RM1 - Design 7, Distribution 1
Error Replications Count p-value Conclusion
WP
2 3 0.999 EV
3 4 0.994 EV
4 5 0.979 EV
5 3 0.999 EV
6 3 0.999 EV
7 2 1.000 EV
8 4 0.994 EV
9 3 0.999 EV
10 0 1.000 EV
15 0 1.000 EV
20 1 1.000 EV
SP
2 9 0.588 Same
3 2 1.000 EV
4 2 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.39: Paired-t Comparison - EV vs. RM1 - Design 7, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -20.8259 16.0890 Same
3 -23.0013 3.3087 Same
4 -10.8819 15.0503 Same
5 -25.1438 -0.7122 RM1
6 -25.2313 1.0435 Same
7 -18.6082 3.9297 Same
8 -13.1623 4.5837 Same
9 -16.5731 1.1186 Same
10 -12.7552 1.9532 Same
15 -13.0023 -0.1441 RM1
20 -4.0300 5.0599 Same
SP
2 -48.1365 -2.1321 RM1
3 -23.0479 -1.8255 RM1
4 -13.9595 2.3414 Same
5 -11.5743 3.6591 Same
6 -6.7400 4.9525 Same
7 -10.8028 4.4521 Same
8 -9.7476 0.2330 Same
9 -8.4811 0.1696 Same
10 -6.5630 3.0083 Same
15 -5.8586 1.5076 Same
20 -7.2135 -0.1634 RM1
Table A.40: Sign Test Comparison - EV vs. RM1 - Design 7, Distribution 5
Error Replications Count p-value Conclusion
WP
2 7 0.868 Same
3 11 0.252 Same
4 6 0.942 EV
5 13 0.058 RM1
6 11 0.252 Same
7 11 0.252 Same
8 11 0.252 Same
9 13 0.058 RM1
10 12 0.132 Same
15 14 0.021 RM1
20 8 0.748 Same
SP
2 10 0.412 Same
3 14 0.021 RM1
4 13 0.058 RM1
5 12 0.132 Same
6 9 0.588 Same
7 10 0.412 Same
8 15 0.006 RM1
9 16 0.001 RM1
10 11 0.252 Same
15 13 0.058 RM1
20 12 0.132 Same
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Table A.41: Paired-t Comparison - EV vs. RM1 - Design 7, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 44.7571 103.0558 EV
3 45.4297 106.3880 EV
4 22.4732 86.3414 EV
5 57.5184 104.0195 EV
6 60.7105 100.8043 EV
7 64.3263 100.5166 EV
8 49.2408 87.2549 EV
9 71.9706 100.2067 EV
10 83.3293 100.1966 EV
15 75.3782 90.3044 EV
20 72.1597 90.8698 EV
SP
2 61.2838 88.0397 EV
3 72.5239 95.3174 EV
4 74.5674 103.9180 EV
5 82.1042 98.7225 EV
6 84.2526 100.7955 EV
7 86.2065 103.4308 EV
8 91.1053 108.8517 EV
9 86.1929 100.2587 EV
10 86.2098 96.5400 EV
15 92.3398 103.0861 EV
20 95.4211 105.8765 EV
Table A.42: Sign Test Comparison - EV vs. RM1 - Design 7, Distribution 13
Error Replications Count p-value Conclusion
WP
2 2 1.000 EV
3 1 1.000 EV
4 4 0.994 EV
5 1 1.000 EV
6 1 1.000 EV
7 2 1.000 EV
8 2 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 0 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.43: Paired-t Comparison - EV vs. RM1 - Design 8, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -2.9173 8.8850 Same
3 5.3939 11.1134 EV
4 7.5351 10.3331 EV
5 7.7910 10.4196 EV
6 8.9593 11.0221 EV
7 8.3127 10.7617 EV
8 8.8500 10.7770 EV
9 7.9910 10.2424 EV
10 8.7816 10.8509 EV
15 8.9558 11.0215 EV
20 9.1455 10.4515 EV
SP
2 0.9525 3.6944 EV
3 2.1089 3.5342 EV
4 2.5304 3.3971 EV
5 2.7927 3.6925 EV
6 2.6451 3.2886 EV
7 3.2487 3.9640 EV
8 3.0700 3.8189 EV
9 3.2433 4.0580 EV
10 3.4613 4.0353 EV
15 3.1901 3.8840 EV
20 3.4580 4.0349 EV
Table A.44: Sign Test Comparison - EV vs. RM1 - Design 8, Distribution 1
Error Replications Count p-value Conclusion
WP
2 5 0.979 EV
3 2 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 2 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.45: Paired-t Comparison - EV vs. RM1 - Design 8, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -60.9008 3.5631 Same
3 -27.7200 2.4009 Same
4 -32.2251 6.8098 Same
5 -21.4603 1.7577 Same
6 -18.1123 1.3111 Same
7 -12.6331 4.7577 Same
8 -22.9813 1.9556 Same
9 -12.7833 3.8079 Same
10 -7.7839 6.6123 Same
15 -12.0767 -0.0462 RM1
20 -6.1711 1.5744 Same
SP
2 -41.2444 -21.9801 RM1
3 -19.2027 -5.6900 RM1
4 -12.0543 -1.7573 RM1
5 -7.3535 -0.5926 RM1
6 -8.5520 -1.7893 RM1
7 -4.7568 0.3948 Same
8 -4.5685 1.6509 Same
9 -4.0676 1.0689 Same
10 -3.4633 1.3804 Same
15 -2.2364 1.8524 Same
20 -1.8198 2.4285 Same
Table A.46: Sign Test Comparison - EV vs. RM1 - Design 8, Distribution 5
Error Replications Count p-value Conclusion
WP
2 11 0.252 Same
3 12 0.132 Same
4 9 0.588 Same
5 12 0.132 Same
6 13 0.058 RM1
7 10 0.412 Same
8 10 0.412 Same
9 12 0.132 Same
10 7 0.868 Same
15 12 0.132 Same
20 12 0.132 Same
SP
2 18 0.000 RM1
3 14 0.021 RM1
4 15 0.006 RM1
5 13 0.058 RM1
6 15 0.006 RM1
7 10 0.412 Same
8 12 0.132 Same
9 11 0.252 Same
10 13 0.058 RM1
15 11 0.252 Same
20 7 0.868 Same
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Table A.47: Paired-t Comparison - EV vs. RM1 - Design 8, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 10.3149 243.9461 EV
3 178.9537 265.1991 EV
4 235.2446 271.8359 EV
5 232.8913 281.0747 EV
6 243.0526 283.0975 EV
7 225.9082 261.6161 EV
8 247.9951 289.2988 EV
9 225.3344 263.6771 EV
10 229.9458 274.7659 EV
15 249.3842 274.6658 EV
20 241.1294 278.1106 EV
SP
2 69.9775 121.4506 EV
3 78.0231 103.2014 EV
4 81.3981 97.4178 EV
5 84.4526 101.2106 EV
6 83.5851 94.7544 EV
7 93.2235 107.3547 EV
8 85.8197 99.9356 EV
9 92.5599 107.0972 EV
10 92.7592 105.8365 EV
15 86.4840 98.0285 EV
20 92.3909 104.6055 EV
Table A.48: Sign Test Comparison - EV vs. RM1 - Design 8, Distribution 13
Error Replications Count p-value Conclusion
WP
2 3 0.999 EV
3 1 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 0 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.49: Paired-t Comparison - EV vs. RM1 - Design 9, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 3.5276 23.6171 EV
3 12.9496 22.1298 EV
4 11.4646 22.1252 EV
5 18.4770 24.4268 EV
6 18.7151 26.5007 EV
7 18.5793 24.3576 EV
8 20.1466 24.9670 EV
9 21.4638 25.3268 EV
10 22.8095 25.1930 EV
15 24.0792 25.8927 EV
20 23.6567 25.8408 EV
SP
2 2.2648 4.1822 EV
3 2.5894 4.1482 EV
4 3.4729 4.6785 EV
5 3.1496 4.0599 EV
6 3.2842 4.1991 EV
7 3.4967 4.4009 EV
8 3.5356 4.4433 EV
9 3.4659 4.1775 EV
10 3.4202 4.0645 EV
15 3.5016 3.9714 EV
20 3.5465 4.0785 EV
Table A.50: Sign Test Comparison - EV vs. RM1 - Design 9, Distribution 1
Error Replications Count p-value Conclusion
WP
2 2 1.000 EV
3 2 1.000 EV
4 2 1.000 EV
5 0 1.000 EV
6 1 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 0 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.51: Paired-t Comparison - EV vs. RM1 - Design 9, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -90.1698 6.8050 Same
3 -28.6034 3.4821 Same
4 -34.5663 8.1219 Same
5 -6.0917 14.2942 Same
6 -10.9916 14.9294 Same
7 -2.2351 20.3502 Same
8 -3.1566 12.0869 Same
9 -2.9640 15.7622 Same
10 7.2684 22.1825 EV
15 8.3534 20.6776 EV
20 8.4710 17.5320 EV
SP
2 -26.3536 -18.0912 RM1
3 -13.9076 -7.3992 RM1
4 -5.8982 -1.0875 RM1
5 -4.5721 -1.3379 RM1
6 -3.4923 0.2143 Same
7 -1.0772 1.6183 Same
8 -2.0441 1.7813 Same
9 -0.5032 2.4286 Same
10 -0.4467 2.2376 Same
15 -0.9158 1.5690 Same
20 1.0562 2.8083 EV
Table A.52: Sign Test Comparison - EV vs. RM1 - Design 9, Distribution 5
Error Replications Count p-value Conclusion
WP
2 12 0.132 Same
3 14 0.021 RM1
4 9 0.588 Same
5 9 0.588 Same
6 6 0.942 EV
7 5 0.979 EV
8 7 0.868 Same
9 9 0.588 Same
10 4 0.994 EV
15 4 0.994 EV
20 1 1.000 EV
SP
2 20 0.000 RM1
3 18 0.000 RM1
4 17 0.000 RM1
5 18 0.000 RM1
6 13 0.058 RM1
7 10 0.412 Same
8 10 0.412 Same
9 8 0.748 Same
10 9 0.588 Same
15 11 0.252 Same
20 4 0.994 EV
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Table A.53: Paired-t Comparison - EV vs. RM1 - Design 9, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 209.2620 587.7752 EV
3 387.7583 577.5206 EV
4 385.9712 575.8384 EV
5 471.8090 612.6003 EV
6 511.4795 650.9958 EV
7 501.9256 621.1686 EV
8 525.3030 642.5102 EV
9 564.8506 649.1569 EV
10 569.9054 631.9745 EV
15 592.8742 630.0694 EV
20 601.5254 648.3985 EV
SP
2 83.3165 123.7239 EV
3 78.6869 112.4624 EV
4 92.3433 117.6745 EV
5 88.0339 111.5045 EV
6 86.9012 107.4731 EV
7 91.8877 111.3834 EV
8 94.4471 114.5082 EV
9 90.7280 106.1298 EV
10 89.7400 103.9293 EV
15 92.7448 104.7567 EV
20 90.9994 103.0016 EV
Table A.54: Sign Test Comparison - EV vs. RM1 - Design 9, Distribution 13
Error Replications Count p-value Conclusion
WP
2 1 1.000 EV
3 1 1.000 EV
4 1 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 0 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.55: Paired-t Comparison - EV vs. RM2 - Design 1, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -0.5713 0.0584 Same
3 -1.1442 0.2399 Same
4 -0.8415 0.4605 Same
5 -0.9415 0.4995 Same
6 -0.7014 0.8537 Same
7 -1.1119 0.3618 Same
8 -1.3572 0.2490 Same
9 -1.5932 0.0209 Same
10 -1.1546 0.0624 Same
15 -1.4965 0.2545 Same
20 -1.2898 0.3339 Same
SP
2 0.6394 1.6627 EV
3 0.2422 1.7604 EV
4 1.0740 1.9175 EV
5 0.9091 1.8208 EV
6 0.6862 1.6621 EV
7 0.9077 1.8462 EV
8 0.5409 1.5792 EV
9 0.0833 1.7340 EV
10 0.3994 1.6661 EV
15 0.6405 1.7693 EV
20 1.0028 1.7780 EV
Table A.56: Sign Test Comparison - EV vs. RM2 - Design 1, Distribution 1
Error Replications Count p-value Conclusion
WP
2 14 0.021 RM2
3 14 0.021 RM2
4 12 0.132 Same
5 12 0.132 Same
6 10 0.412 Same
7 12 0.132 Same
8 13 0.058 RM2
9 14 0.021 RM2
10 14 0.021 RM2
15 13 0.058 RM2
20 13 0.058 RM2
SP
2 1 1.000 EV
3 3 0.999 EV
4 2 1.000 EV
5 3 0.999 EV
6 1 1.000 EV
7 1 1.000 EV
8 3 0.999 EV
9 3 0.999 EV
10 2 1.000 EV
15 3 0.999 EV
20 2 1.000 EV
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Table A.57: Paired-t Comparison - EV vs. RM2 - Design 1, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -12.1180 2.5998 Same
3 -18.8563 17.0244 Same
4 -13.1398 15.2133 Same
5 -19.6939 9.5347 Same
6 -16.0543 15.8088 Same
7 -17.4348 14.5662 Same
8 -14.6661 18.4920 Same
9 -23.4590 18.7443 Same
10 -18.3466 16.5002 Same
15 -10.9290 20.0704 Same
20 12.0651 42.5051 EV
SP
2 15.8679 41.4739 EV
3 5.5633 43.8181 EV
4 27.2419 48.0191 EV
5 22.9600 45.5374 EV
6 16.6445 41.1103 EV
7 22.6497 46.0131 EV
8 13.5624 39.4791 EV
9 1.9928 43.0768 EV
10 9.5054 41.5523 EV
15 16.1813 44.1472 EV
20 24.9259 44.2555 EV
Table A.58: Sign Test Comparison - EV vs. RM2 - Design 1, Distribution 5
Error Replications Count p-value Conclusion
WP
2 12 0.132 Same
3 12 0.132 Same
4 10 0.412 Same
5 13 0.058 RM2
6 10 0.412 Same
7 11 0.252 Same
8 8 0.748 Same
9 12 0.132 Same
10 10 0.412 Same
15 10 0.412 Same
20 6 0.942 EV
SP
2 1 1.000 EV
3 3 0.999 EV
4 2 1.000 EV
5 3 0.999 EV
6 1 1.000 EV
7 1 1.000 EV
8 3 0.999 EV
9 3 0.999 EV
10 2 1.000 EV
15 3 0.999 EV
20 1 1.000 EV
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Table A.59: Paired-t Comparison - EV vs. RM2 - Design 1, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -0.5813 0.4004 Same
3 -0.9251 0.7897 Same
4 -0.4004 1.0410 Same
5 -1.5136 -0.0872 RM2
6 -1.0185 0.6685 Same
7 -0.9216 0.8001 Same
8 -1.3055 0.2668 Same
9 -2.0774 -0.4929 RM2
10 -0.8398 0.9993 Same
15 -1.7074 -0.0153 RM2
20 -1.9487 -0.2923 RM2
SP
2 0.6585 1.6659 EV
3 0.2419 1.7782 EV
4 1.0653 1.9116 EV
5 0.8978 1.8200 EV
6 0.6864 1.6578 EV
7 0.9122 1.8476 EV
8 0.5138 1.5635 EV
9 0.0848 1.7354 EV
10 0.3870 1.6747 EV
15 0.6506 1.7716 EV
20 1.0061 1.7747 EV
Table A.60: Sign Test Comparison - EV vs. RM2 - Design 1, Distribution 13
Error Replications Count p-value Conclusion
WP
2 14 0.021 RM2
3 15 0.006 RM2
4 9 0.588 Same
5 15 0.006 RM2
6 13 0.058 RM2
7 11 0.252 Same
8 13 0.058 RM2
9 16 0.001 RM2
10 10 0.412 Same
15 14 0.021 RM2
20 15 0.006 RM2
SP
2 1 1.000 EV
3 3 0.999 EV
4 2 1.000 EV
5 2 1.000 EV
6 1 1.000 EV
7 1 1.000 EV
8 3 0.999 EV
9 3 0.999 EV
10 2 1.000 EV
15 3 0.999 EV
20 1 1.000 EV
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Table A.61: Paired-t Comparison - EV vs. RM2 - Design 2, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -1.3425 0.2963 Same
3 -1.8712 -0.2237 RM2
4 -2.0533 -0.2956 RM2
5 -1.4261 0.6567 Same
6 -0.6410 1.6299 Same
7 -1.0451 1.2718 Same
8 -1.4911 0.8965 Same
9 -2.1454 0.2667 Same
10 -1.1149 1.2861 Same
15 -0.9146 1.5592 Same
20 -0.9899 1.6044 Same
SP
2 0.0481 1.6364 EV
3 0.1348 1.3583 EV
4 0.2740 1.2096 EV
5 0.7316 1.2387 EV
6 0.3965 1.1884 EV
7 0.7224 1.2205 EV
8 0.6965 1.1615 EV
9 0.2864 0.9270 EV
10 0.6119 1.1204 EV
15 0.4975 0.9761 EV
20 0.5208 0.9497 EV
Table A.62: Sign Test Comparison - EV vs. RM2 - Design 2, Distribution 1
Error Replications Count p-value Conclusion
WP
2 15 0.006 RM2
3 15 0.006 RM2
4 15 0.006 RM2
5 12 0.132 Same
6 8 0.748 Same
7 11 0.252 Same
8 11 0.252 Same
9 14 0.021 RM2
10 10 0.412 Same
15 9 0.588 Same
20 9 0.588 Same
SP
2 4 0.994 EV
3 3 0.999 EV
4 3 0.999 EV
5 2 1.000 EV
6 2 1.000 EV
7 1 1.000 EV
8 2 1.000 EV
9 3 0.999 EV
10 2 1.000 EV
15 2 1.000 EV
20 2 1.000 EV
110
Table A.63: Paired-t Comparison - EV vs. RM2 - Design 2, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -26.8307 9.7778 Same
3 -35.6989 -0.7951 RM2
4 -28.8075 11.7473 Same
5 -12.4041 35.6159 Same
6 -4.9280 43.6083 Same
7 8.4626 51.9790 EV
8 -10.3340 42.8150 Same
9 -15.0189 34.5258 Same
10 -2.8228 45.9169 Same
15 4.6458 48.3749 EV
20 30.9298 60.8950 EV
SP
2 1.1664 40.8060 EV
3 3.4258 33.7132 EV
4 6.9498 30.1481 EV
5 18.1453 30.8348 EV
6 9.8841 29.8009 EV
7 18.0232 30.3464 EV
8 17.2524 29.0190 EV
9 6.7786 23.0426 EV
10 15.3976 27.9313 EV
15 12.2646 24.3271 EV
20 12.9564 23.7890 EV
Table A.64: Sign Test Comparison - EV vs. RM2 - Design 2, Distribution 5
Error Replications Count p-value Conclusion
WP
2 13 0.058 RM2
3 15 0.006 RM2
4 11 0.252 Same
5 7 0.868 Same
6 8 0.748 Same
7 4 0.994 EV
8 8 0.748 Same
9 8 0.748 RM2
10 6 0.942 EV
15 4 0.994 EV
20 3 0.999 EV
SP
2 4 0.994 EV
3 3 0.999 EV
4 3 0.999 EV
5 2 1.000 EV
6 2 1.000 EV
7 1 1.000 EV
8 2 1.000 EV
9 3 0.999 EV
10 2 1.000 EV
15 2 1.000 EV
20 2 1.000 EV
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Table A.65: Paired-t Comparison - EV vs. RM2 - Design 2, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -1.2288 1.0005 Same
3 -1.8029 -0.1222 RM2
4 -2.4756 -0.3162 RM2
5 -0.7211 1.2470 Same
6 -1.1404 1.2677 Same
7 -1.5814 0.9296 Same
8 -1.5837 1.2519 Same
9 -2.0158 0.5971 Same
10 -0.8628 1.6390 Same
15 -1.7687 0.9454 Same
20 -1.5330 1.1649 Same
SP
2 0.0560 1.6363 EV
3 0.1422 1.3554 EV
4 0.2785 1.2236 EV
5 0.7295 1.2417 EV
6 0.3930 1.1943 EV
7 0.7223 1.2168 EV
8 0.6967 1.1618 EV
9 0.2911 0.9351 EV
10 0.6118 1.1137 EV
15 0.4862 0.9728 EV
20 0.5185 0.9532 EV
Table A.66: Sign Test Comparison - EV vs. RM2 - Design 2, Distribution 13
Error Replications Count p-value Conclusion
WP
2 14 0.021 RM2
3 15 0.006 RM2
4 16 0.001 RM2
5 10 0.412 Same
6 10 0.412 Same
7 11 0.252 Same
8 10 0.412 Same
9 13 0.058 RM2
10 9 0.588 Same
15 11 0.252 Same
20 11 0.252 Same
SP
2 4 0.994 EV
3 3 0.999 EV
4 3 0.999 EV
5 2 1.000 EV
6 2 1.000 EV
7 1 1.000 EV
8 2 1.000 EV
9 3 0.999 EV
10 2 1.000 EV
15 2 1.000 EV
20 2 1.000 EV
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Table A.67: Paired-t Comparison - EV vs. RM2 - Design 3, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -1.4449 0.6612 Same
3 -1.6715 0.4882 Same
4 -0.9380 1.9341 Same
5 -2.2204 0.6839 Same
6 -1.2967 1.8468 Same
7 -2.5513 0.3455 Same
8 -0.5715 2.4315 Same
9 -2.1666 0.7807 Same
10 -1.8530 1.1333 Same
15 -1.8414 1.0803 Same
20 -1.3691 1.5870 Same
SP
2 -0.6828 0.7769 Same
3 -0.1852 0.7167 Same
4 -0.1774 0.6571 Same
5 -0.2323 0.4766 Same
6 -0.1575 0.5700 Same
7 -0.0417 0.6184 Same
8 -0.1737 0.4547 Same
9 -0.1610 0.4787 Same
10 -0.0532 0.4307 Same
15 -0.0785 0.3784 Same
20 0.0617 0.4062 EV
Table A.68: Sign Test Comparison - EV vs. RM2 - Design 3, Distribution 1
Error Replications Count p-value Conclusion
WP
2 13 0.058 RM2
3 12 0.132 RM2
4 9 0.588 Same
5 13 0.058 RM2
6 10 0.412 Same
7 14 0.021 RM2
8 8 0.748 Same
9 12 0.132 Same
10 11 0.252 Same
15 11 0.252 Same
20 9 0.588 Same
SP
2 7 0.868 Same
3 8 0.748 Same
4 6 0.942 EV
5 9 0.588 Same
6 8 0.748 Same
7 6 0.942 EV
8 8 0.748 Same
9 8 0.748 Same
10 7 0.868 Same
15 7 0.868 Same
20 6 0.942 EV
113
Table A.69: Paired-t Comparison - EV vs. RM2 - Design 3, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -45.1745 0.3150 Same
3 -19.4101 34.3183 Same
4 -19.1879 43.8650 Same
5 3.2432 60.8828 EV
6 11.4539 70.1417 EV
7 9.0862 70.6987 EV
8 24.3736 75.1638 EV
9 5.1970 57.4637 EV
10 2.3723 62.2594 EV
15 39.3881 85.8203 EV
20 48.1957 82.1777 EV
SP
2 -17.0711 19.4229 Same
3 -4.6312 17.9179 Same
4 -4.4355 16.4269 Same
5 -5.8074 11.9151 Same
6 -3.9373 14.2494 Same
7 -1.0425 15.4591 Same
8 -4.3433 11.3673 Same
9 -4.0250 11.9675 Same
10 -1.3301 10.7683 Same
15 -1.9617 9.4589 Same
20 1.5434 10.1562 EV
Table A.70: Sign Test Comparison - EV vs. RM2 - Design 3, Distribution 5
Error Replications Count p-value Conclusion
WP
2 15 0.006 RM2
3 9 0.588 Same
4 9 0.588 Same
5 6 0.942 EV
6 6 0.942 EV
7 5 0.979 EV
8 5 0.979 EV
9 7 0.868 Same
10 5 0.979 EV
15 3 0.999 EV
20 1 1.000 EV
SP
2 7 0.868 Same
3 8 0.748 Same
4 6 0.942 EV
5 9 0.588 Same
6 8 0.748 Same
7 6 0.942 EV
8 8 0.748 Same
9 8 0.748 Same
10 7 0.868 Same
15 7 0.868 Same
20 6 0.942 EV
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Table A.71: Paired-t Comparison - EV vs. RM2 - Design 3, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -2.3176 1.2231 Same
3 -2.2825 -0.4496 RM2
4 -2.2698 1.3128 Same
5 -2.8104 0.2108 Same
6 -3.2818 0.1510 Same
7 -2.3584 1.1384 Same
8 -1.1160 2.5017 Same
9 -2.9769 -0.3724 RM2
10 -2.2728 0.8245 Same
15 -3.0000 -0.2259 RM2
20 -2.9336 -0.1599 RM2
SP
2 -0.6828 0.7769 Same
3 -0.1852 0.7167 Same
4 -0.1774 0.6571 Same
5 -0.2323 0.4766 Same
6 -0.1575 0.5700 Same
7 -0.0417 0.6184 Same
8 -0.1737 0.4547 Same
9 -0.1610 0.4787 Same
10 -0.0532 0.4307 Same
15 -0.0785 0.3784 Same
20 0.0617 0.4062 EV
Table A.72: Sign Test Comparison - EV vs. RM2 - Design 3, Distribution 13
Error Replications Count p-value Conclusion
WP
2 16 0.001 RM2
3 18 0.000 RM2
4 12 0.132 Same
5 14 0.021 RM2
6 14 0.021 RM2
7 13 0.058 RM2
8 8 0.748 Same
9 15 0.006 RM2
10 12 0.132 Same
15 15 0.006 RM2
20 15 0.006 RM2
SP
2 7 0.868 Same
3 8 0.748 Same
4 6 0.942 EV
5 9 0.588 Same
6 8 0.748 Same
7 6 0.942 EV
8 8 0.748 Same
9 8 0.748 Same
10 7 0.868 Same
15 7 0.868 Same
20 6 0.942 EV
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Table A.73: Paired-t Comparison - EV vs. RM2 - Design 4, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -0.8724 0.2342 Same
3 -0.8366 0.3668 Same
4 -1.3603 0.0456 Same
5 -0.8142 0.6735 Same
6 -0.9848 0.5424 Same
7 -0.4963 0.9907 Same
8 -0.7731 0.8120 Same
9 -1.3704 0.1258 Same
10 -0.9126 0.8352 Same
15 -0.6729 1.0074 Same
20 -1.0359 0.7577 Same
SP
2 0.5026 1.7847 EV
3 1.0719 1.8652 EV
4 0.2611 1.4734 EV
5 0.2227 1.7323 EV
6 0.7119 1.8174 EV
7 0.9091 1.8947 EV
8 1.0994 1.9669 EV
9 0.8417 1.7359 EV
10 0.9365 1.8161 EV
15 1.1615 1.8399 EV
20 1.3300 1.7986 EV
Table A.74: Sign Test Comparison - EV vs. RM2 - Design 4, Distribution 1
Error Replications Count p-value Conclusion
WP
2 13 0.058 RM2
3 12 0.132 Same
4 14 0.021 RM2
5 10 0.412 Same
6 12 0.132 Same
7 9 0.588 Same
8 9 0.588 Same
9 14 0.021 RM2
10 11 0.252 Same
15 10 0.412 Same
20 11 0.252 Same
SP
2 2 1.000 EV
3 1 1.000 EV
4 5 0.979 EV
5 3 0.999 EV
6 2 1.000 EV
7 1 1.000 EV
8 2 1.000 EV
9 2 1.000 EV
10 2 1.000 EV
15 2 1.000 EV
20 0 1.000 EV
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Table A.75: Paired-t Comparison - EV vs. RM2 - Design 4, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -21.5000 0.1493 Same
3 -26.3814 -0.6414 RM2
4 -14.2285 17.8802 Same
5 -11.9716 25.5195 Same
6 -12.7447 21.7528 Same
7 -4.0847 29.6417 Same
8 -0.2614 25.6110 Same
9 -7.8575 24.8676 Same
10 7.1937 40.2851 EV
15 7.2258 38.3678 EV
20 14.1829 41.0902 EV
SP
2 0.5026 1.7847 EV
3 1.0719 1.8652 EV
4 0.2611 1.4734 EV
5 0.2227 1.7323 EV
6 0.7119 1.8174 EV
7 0.9091 1.8947 EV
8 1.0994 1.9669 EV
9 0.8417 1.7359 EV
10 0.9365 1.8161 EV
15 1.1615 1.8399 EV
20 1.3300 1.7986 EV
Table A.76: Sign Test Comparison - EV vs. RM2 - Design 4, Distribution 5
Error Replications Count p-value Conclusion
WP
2 15 0.006 RM2
3 15 0.006 RM2
4 10 0.412 Same
5 8 0.748 Same
6 9 0.588 Same
7 7 0.868 Same
8 5 0.979 EV
9 10 0.412 Same
10 6 0.942 EV
15 5 0.979 EV
20 4 0.994 EV
SP
2 2 1.000 EV
3 1 1.000 EV
4 5 0.979 EV
5 3 0.999 EV
6 2 1.000 EV
7 1 1.000 EV
8 2 1.000 EV
9 2 1.000 EV
10 2 1.000 EV
15 2 1.000 EV
20 0 1.000 EV
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Table A.77: Paired-t Comparison - EV vs. RM2 - Design 4, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -0.9095 0.2776 Same
3 -0.7486 0.4895 Same
4 -1.4296 0.0563 Same
5 -1.1714 0.4296 Same
6 -1.0383 0.6935 Same
7 -0.9748 0.6496 Same
8 -1.1347 0.5531 Same
9 -1.4049 0.3389 Same
10 -1.4608 0.3285 Same
15 -1.3598 0.4810 Same
20 -1.6044 0.1692 Same
SP
2 0.5001 1.7813 EV
3 1.0674 1.8641 EV
4 0.2636 1.4710 EV
5 0.2015 1.7240 EV
6 0.7161 1.8281 EV
7 0.8916 1.8914 EV
8 1.1038 1.9646 EV
9 0.8488 1.7344 EV
10 0.9398 1.8163 EV
15 1.1666 1.8372 EV
20 1.3268 1.7972 EV
Table A.78: Sign Test Comparison - EV vs. RM2 - Design 4, Distribution 13
Error Replications Count p-value Conclusion
WP
2 13 0.058 RM2
3 11 0.252 Same
4 14 0.021 RM2
5 12 0.132 Same
6 12 0.132 Same
7 12 0.132 Same
8 11 0.252 Same
9 14 0.021 RM2
10 13 0.058 RM2
15 12 0.132 Same
20 14 0.021 RM2
SP
2 3 0.999 EV
3 1 1.000 EV
4 5 0.979 EV
5 3 0.999 EV
6 2 1.000 EV
7 1 1.000 EV
8 2 1.000 EV
9 2 1.000 EV
10 2 1.000 EV
15 2 1.000 EV
20 0 1.000 EV
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Table A.79: Paired-t Comparison - EV vs. RM2 - Design 5, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -1.6105 0.2615 Same
3 -1.1661 1.1102 Same
4 -1.2651 0.9873 Same
5 -0.0200 2.0906 Same
6 -2.0297 0.4053 Same
7 -0.3996 1.8011 Same
8 -1.4737 1.1114 Same
9 -1.2716 1.1461 Same
10 -0.6390 1.8002 Same
15 -0.5493 1.8238 Same
20 -0.0815 2.0992 Same
SP
2 -0.9891 0.8246 Same
3 -0.2626 0.9292 Same
4 0.2394 0.9817 EV
5 0.3082 1.1287 EV
6 -0.2745 0.7086 Same
7 0.2368 0.8621 EV
8 0.1376 0.8472 EV
9 0.4196 0.9246 EV
10 0.3601 0.9059 EV
15 0.4202 0.8426 EV
20 0.5347 0.8607 EV
Table A.80: Sign Test Comparison - EV vs. RM2 - Design 5, Distribution 1
Error Replications Count p-value Conclusion
WP
2 12 0.132 Same
3 11 0.252 Same
4 10 0.412 Same
5 6 0.942 EV
6 14 0.021 RM2
7 9 0.588 Same
8 11 0.252 Same
9 10 0.412 Same
10 8 0.748 Same
15 8 0.748 Same
20 6 0.942 EV
SP
2 9 0.588 Same
3 5 0.979 EV
4 3 0.999 EV
5 4 0.994 EV
6 8 0.748 Same
7 5 0.979 EV
8 4 0.994 EV
9 4 0.994 EV
10 5 0.979 EV
15 2 1.000 EV
20 0 1.000 EV
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Table A.81: Paired-t Comparison - EV vs. RM2 - Design 5, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -24.1736 17.5170 Same
3 -14.8764 34.7164 Same
4 -1.7524 43.5398 Same
5 1.5599 47.3601 EV
6 17.5029 61.2001 EV
7 31.6004 63.8264 EV
8 20.5953 59.2564 EV
9 21.5863 63.4977 EV
10 32.6709 64.8253 EV
15 42.4199 66.9122 EV
20 46.8418 72.9529 EV
SP
2 -24.7275 20.6145 Same
3 -6.5644 23.2307 Same
4 5.9842 24.5433 EV
5 7.7060 28.2187 EV
6 -6.8624 17.7140 Same
7 5.9200 21.5537 EV
8 3.4407 21.1798 EV
9 10.4898 23.1138 EV
10 9.0032 22.6471 EV
15 10.5061 21.0642 EV
20 13.3672 21.5176 EV
Table A.82: Sign Test Comparison - EV vs. RM2 - Design 5, Distribution 5
Error Replications Count p-value Conclusion
WP
2 10 0.412 Same
3 9 0.588 Same
4 7 0.868 Same
5 6 0.942 EV
6 5 0.979 EV
7 3 0.999 EV
8 4 0.994 EV
9 4 0.994 EV
10 2 1.000 EV
15 1 1.000 EV
20 1 1.000 EV
SP
2 9 0.588 Same
3 5 0.979 EV
4 3 0.999 EV
5 4 0.994 EV
6 8 0.748 Same
7 5 0.979 EV
8 4 0.994 EV
9 4 0.994 EV
10 5 0.979 EV
15 2 1.000 EV
20 0 1.000 EV
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Table A.83: Paired-t Comparison - EV vs. RM2 - Design 5, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -2.0460 -0.4462 Same
3 -1.8581 0.8444 Same
4 -1.5242 1.0447 Same
5 -0.9038 1.5868 Same
6 -1.9663 0.7933 Same
7 -1.7709 0.8912 Same
8 -1.9893 0.5591 Same
9 -1.4443 1.0875 Same
10 -1.5535 1.1076 Same
15 -1.8250 1.0157 Same
20 -2.0426 0.7579 Same
SP
2 -0.9974 0.8206 Same
3 -0.2353 0.9439 Same
4 0.2316 0.9787 EV
5 0.2994 1.1250 EV
6 -0.2569 0.7126 Same
7 0.2452 0.8724 EV
8 0.1433 0.8500 EV
9 0.4163 0.9255 EV
10 0.3694 0.9087 EV
15 0.4273 0.8467 EV
20 0.5318 0.8613 EV
Table A.84: Sign Test Comparison - EV vs. RM2 - Design 5, Distribution 13
Error Replications Count p-value Conclusion
WP
2 16 0.001 RM2
3 12 0.132 Same
4 11 0.252 Same
5 9 0.588 Same
6 12 0.132 Same
7 11 0.252 Same
8 12 0.132 Same
9 11 0.252 Same
10 11 0.252 Same
15 12 0.132 Same
20 12 0.132 Same
SP
2 9 0.588 Same
3 5 0.979 EV
4 3 0.999 EV
5 4 0.994 EV
6 8 0.748 Same
7 5 0.979 EV
8 4 0.994 EV
9 4 0.994 EV
10 5 0.979 EV
15 2 1.000 EV
20 0 1.000 EV
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Table A.85: Paired-t Comparison - EV vs. RM2 - Design 6, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -1.3408 1.2069 Same
3 -1.7470 1.0751 Same
4 -1.3151 1.5259 Same
5 -2.4984 0.0929 Same
6 -1.7979 1.2672 Same
7 -1.7221 1.3889 Same
8 -0.2424 2.6939 Same
9 0.6147 2.9854 EV
10 -1.7699 1.0838 Same
15 -1.2408 1.8812 Same
20 -1.4846 1.7286 Same
SP
2 -1.8497 -0.7991 RM2
3 -1.0684 -0.2721 RM2
4 -0.6539 0.0747 Same
5 -0.5307 0.1572 Same
6 -0.3548 0.2892 Same
7 -0.3097 0.2807 Same
8 -0.3231 0.2227 Same
9 -0.2361 0.3154 Same
10 -0.1622 0.3030 Same
15 0.0373 0.3607 EV
20 0.1300 0.3951 EV
Table A.86: Sign Test Comparison - EV vs. RM2 - Design 6, Distribution 1
Error Replications Count p-value Conclusion
WP
2 9 0.588 Same
3 11 0.252 Same
4 10 0.412 Same
5 14 0.021 RM2
6 10 0.412 Same
7 11 0.252 Same
8 6 0.942 EV
9 4 0.994 EV
10 12 0.132 Same
15 9 0.588 Same
20 10 0.412 Same
SP
2 17 0.000 RM2
3 16 0.001 RM2
4 12 0.132 Same
5 12 0.132 Same
6 9 0.588 Same
7 10 0.412 Same
8 11 0.252 Same
9 10 0.412 Same
10 8 0.748 Same
15 8 0.748 Same
20 4 0.994 EV
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Table A.87: Paired-t Comparison - EV vs. RM2 - Design 6, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -16.1120 40.9905 Same
3 21.4499 70.2240 EV
4 28.2283 71.5229 EV
5 10.2172 62.4613 EV
6 25.7528 74.9430 EV
7 38.8198 76.6351 EV
8 54.3135 89.0414 EV
9 56.7945 81.7486 EV
10 54.0547 82.4583 EV
15 50.0930 77.9686 EV
20 56.4722 83.7865 EV
SP
2 -46.2432 -19.9770 RM2
3 -26.7110 -6.8031 RM2
4 -16.3476 1.8668 Same
5 -13.2682 3.9292 Same
6 -8.8707 7.2301 Same
7 -7.7415 7.0176 Same
8 -8.0771 5.5670 Same
9 -5.9024 7.8856 Same
10 -4.0557 7.5743 Same
15 0.9324 9.0171 EV
20 3.2507 9.8785 EV
Table A.88: Sign Test Comparison - EV vs. RM2 - Design 6, Distribution 5
Error Replications Count p-value Conclusion
WP
2 8 0.748 Same
3 5 0.979 EV
4 3 0.999 EV
5 5 0.979 EV
6 4 0.994 EV
7 2 1.000 EV
8 1 1.000 EV
9 1 1.000 EV
10 1 1.000 EV
15 1 1.000 EV
20 1 1.000 EV
SP
2 17 0.000 RM2
3 16 0.001 RM2
4 12 0.132 Same
5 12 0.132 Same
6 9 0.588 Same
7 10 0.412 Same
8 11 0.252 Same
9 10 0.412 Same
10 8 0.748 Same
15 8 0.748 Same
20 4 0.994 EV
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Table A.89: Paired-t Comparison - EV vs. RM2 - Design 6, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -1.9365 0.8588 Same
3 -2.6664 0.3311 Same
4 -1.6459 1.5421 Same
5 -2.8964 -0.0445 RM2
6 -2.3559 0.6918 Same
7 -2.1620 1.0666 Same
8 -0.4005 2.3760 Same
9 -0.2384 2.7178 Same
10 -2.7006 0.5979 Same
15 -1.7022 1.6818 Same
20 -2.3368 0.9158 Same
SP
2 -1.8415 -0.7975 RM2
3 -1.0651 -0.2740 RM2
4 -0.6548 0.0738 Same
5 -0.5265 0.1640 Same
6 -0.3595 0.2866 Same
7 -0.3121 0.2746 Same
8 -0.3261 0.2222 Same
9 -0.2392 0.3151 Same
10 -0.1642 0.3062 Same
15 0.0401 0.3650 EV
20 0.1321 0.3970 EV
Table A.90: Sign Test Comparison - EV vs. RM2 - Design 6, Distribution 13
Error Replications Count p-value Conclusion
WP
2 11 0.252 Same
3 13 0.058 RM2
4 10 0.412 Same
5 14 0.021 RM2
6 11 0.252 Same
7 11 0.252 Same
8 7 0.868 Same
9 6 0.942 EV
10 13 0.058 RM2
15 10 0.412 Same
20 12 0.132 Same
SP
2 17 0.000 RM2
3 16 0.001 RM2
4 12 0.132 Same
5 12 0.132 Same
6 9 0.588 Same
7 10 0.412 Same
8 11 0.252 Same
9 10 0.412 Same
10 8 0.748 Same
15 8 0.748 Same
20 4 0.994 EV
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Table A.91: Paired-t Comparison - EV vs. RM2 - Design 7, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -0.7353 0.8874 Same
3 -0.6264 0.9886 Same
4 -0.5683 0.9581 Same
5 -0.1833 1.4900 Same
6 0.4184 1.6724 EV
7 -0.6824 1.0609 Same
8 -0.0692 1.5305 Same
9 0.1155 1.5205 EV
10 -0.8252 0.8718 Same
15 0.2590 1.6459 EV
20 0.1585 1.6698 EV
SP
2 -1.2173 1.0422 Same
3 -0.0350 1.6228 Same
4 0.7992 1.8786 EV
5 0.4902 1.6374 EV
6 1.1301 1.8454 EV
7 1.0325 1.7683 EV
8 1.0656 1.6650 EV
9 1.1106 1.6153 EV
10 1.1316 1.6921 EV
15 1.3557 1.7890 EV
20 1.3239 1.7584 EV
Table A.92: Sign Test Comparison - EV vs. RM2 - Design 7, Distribution 1
Error Replications Count p-value Conclusion
WP
2 11 0.252 Same
3 10 0.412 Same
4 8 0.748 Same
5 7 0.868 Same
6 4 0.994 EV
7 9 0.588 Same
8 6 0.942 EV
9 6 0.942 EV
10 10 0.412 Same
15 5 0.979 EV
20 6 0.942 EV
SP
2 9 0.588 Same
3 5 0.979 EV
4 2 1.000 EV
5 2 1.000 EV
6 2 1.000 EV
7 2 1.000 EV
8 1 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.93: Paired-t Comparison - EV vs. RM2 - Design 7, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -5.5318 30.6017 Same
3 -7.0840 27.0558 Same
4 8.7173 36.2265 EV
5 13.1518 43.3304 EV
6 21.9651 40.9558 EV
7 9.8734 33.4534 EV
8 12.5963 39.7359 EV
9 28.2522 46.8092 EV
10 18.3721 43.0553 EV
15 31.0077 45.4862 EV
20 31.3738 48.5031 EV
SP
2 -30.4323 26.0557 Same
3 -0.8758 40.5688 Same
4 19.9788 46.9646 EV
5 12.2540 40.9343 EV
6 28.2514 46.1348 EV
7 25.8134 44.2065 EV
8 26.6408 41.6260 EV
9 27.7653 40.3819 EV
10 28.2897 42.3035 EV
15 33.8924 44.7259 EV
20 33.0973 43.9612 EV
Table A.94: Sign Test Comparison - EV vs. RM2 - Design 7, Distribution 5
Error Replications Count p-value Conclusion
WP
2 8 0.748 Same
3 8 0.748 Same
4 4 0.994 EV
5 4 0.994 EV
6 3 0.999 EV
7 5 0.979 EV
8 3 0.999 EV
9 0 1.000 EV
10 4 0.994 EV
15 0 1.000 EV
20 2 1.000 EV
SP
2 9 0.588 Same
3 5 0.979 EV
4 2 1.000 EV
5 2 1.000 EV
6 2 1.000 EV
7 2 1.000 EV
8 1 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.95: Paired-t Comparison - EV vs. RM2 - Design 7, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -1.0849 0.7233 Same
3 -0.9016 0.9971 Same
4 -0.8991 0.7328 Same
5 -0.9181 1.0214 Same
6 -0.9440 0.7616 Same
7 -0.6203 1.2116 Same
8 -0.3654 1.3028 Same
9 -0.8520 1.0056 Same
10 -1.6697 0.0675 Same
15 -0.9131 0.9316 Same
20 -0.6489 1.2813 Same
SP
2 -1.2261 1.0466 Same
3 -0.0427 1.6270 Same
4 0.8023 1.8776 EV
5 0.4746 1.6409 EV
6 1.1390 1.8531 EV
7 1.0256 1.7680 EV
8 1.0694 1.6599 EV
9 1.1105 1.6161 EV
10 1.1438 1.7029 EV
15 1.3487 1.7854 EV
20 1.3225 1.7618 EV
Table A.96: Sign Test Comparison - EV vs. RM2 - Design 7, Distribution 13
Error Replications Count p-value Conclusion
WP
2 12 0.132 Same
3 11 0.252 Same
4 9 0.588 Same
5 9 0.588 Same
6 10 0.412 Same
7 9 0.588 Same
8 7 0.868 Same
9 10 0.412 Same
10 14 0.021 RM2
15 10 0.412 Same
20 9 0.588 Same
SP
2 9 0.588 Same
3 5 0.979 EV
4 2 1.000 EV
5 2 1.000 EV
6 2 1.000 EV
7 2 1.000 EV
8 1 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.97: Paired-t Comparison - EV vs. RM2 - Design 8, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -1.0803 1.4406 Same
3 -0.8098 1.6047 Same
4 -1.1793 1.4754 Same
5 -0.4996 2.0233 Same
6 -1.2104 1.2079 Same
7 0.4443 2.7243 EV
8 0.1100 2.4413 EV
9 -0.1996 2.2434 Same
10 0.5869 2.7020 EV
15 -0.8706 1.5435 Same
20 0.1107 2.3516 EV
SP
2 -2.2222 -0.8934 RM2
3 -1.3280 -0.0083 RM2
4 -0.6540 0.3371 Same
5 -0.2149 0.5738 Same
6 -0.4345 0.4150 Same
7 -0.0310 0.6501 Same
8 0.0467 0.7032 EV
9 0.1929 0.7252 EV
10 0.2630 0.7159 EV
15 0.4012 0.7657 EV
20 0.4826 0.8797 EV
Table A.98: Sign Test Comparison - EV vs. RM2 - Design 8, Distribution 1
Error Replications Count p-value Conclusion
WP
2 9 0.588 Same
3 9 0.588 Same
4 9 0.588 Same
5 8 0.748 Same
6 10 0.412 Same
7 4 0.994 EV
8 6 0.942 EV
9 7 0.868 Same
10 5 0.979 EV
15 9 0.588 Same
20 6 0.942 EV
SP
2 17 0.000 RM2
3 13 0.058 RM2
4 11 0.252 Same
5 7 0.868 Same
6 10 0.412 Same
7 6 0.942 EV
8 7 0.868 Same
9 5 0.979 EV
10 4 0.994 EV
15 2 1.000 EV
20 1 1.000 EV
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Table A.99: Paired-t Comparison - EV vs. RM2 - Design 8, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 2.6834 48.1846 EV
3 15.5554 62.3135 EV
4 35.5256 65.8021 EV
5 38.2403 68.5441 EV
6 41.7532 67.3401 EV
7 50.6588 72.8480 EV
8 53.8461 75.0428 EV
9 44.2590 68.4258 EV
10 53.5695 74.5905 EV
15 49.4530 71.4416 EV
20 55.1846 72.7830 EV
SP
2 -55.4672 -22.4214 RM2
3 -33.4622 -0.4163 RM2
4 -16.3722 8.4412 Same
5 -5.4527 14.3544 Same
6 -10.8336 10.3710 Same
7 -0.7882 16.2052 Same
8 1.1095 17.5657 EV
9 4.8328 18.2988 EV
10 6.5649 17.9138 EV
15 10.0101 19.1493 EV
20 11.9621 21.8995 EV
Table A.100: Sign Test Comparison - EV vs. RM2 - Design 8, Distribution 5
Error Replications Count p-value Conclusion
WP
2 5 0.979 EV
3 5 0.979 EV
4 2 1.000 EV
5 1 1.000 EV
6 0 1.000 EV
7 1 1.000 EV
8 1 1.000 EV
9 0 1.000 EV
10 1 1.000 EV
15 1 1.000 EV
20 0 1.000 EV
SP
2 17 0.000 RM2
3 13 0.058 RM2
4 11 0.252 Same
5 7 0.868 Same
6 10 0.412 Same
7 6 0.942 EV
8 7 0.868 Same
9 5 0.979 EV
10 4 0.994 EV
15 2 1.000 EV
20 2 1.000 EV
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Table A.101: Paired-t Comparison - EV vs. RM2 - Design 8, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -1.1506 1.4068 Same
3 -1.7278 0.9731 Same
4 -1.1144 1.6113 Same
5 -1.5223 1.2030 Same
6 -2.0678 0.8129 Same
7 -0.5835 2.1685 Same
8 -1.1848 1.5744 Same
9 -1.1775 1.7202 Same
10 -1.1777 1.5377 Same
15 -2.6864 -0.2029 RM2
20 -0.9843 1.7362 Same
SP
2 -2.2387 -0.9130 RM2
3 -1.3264 -0.0010 RM2
4 -0.6560 0.3361 Same
5 -0.2165 0.5711 Same
6 -0.4265 0.4205 Same
7 -0.0325 0.6448 Same
8 0.0459 0.7043 EV
9 0.1977 0.7345 EV
10 0.2628 0.7145 EV
15 0.4041 0.7656 EV
20 0.4783 0.8785 EV
Table A.102: Sign Test Comparison - EV vs. RM2 - Design 8, Distribution 13
Error Replications Count p-value Conclusion
WP
2 9 0.588 Same
3 11 0.252 Same
4 9 0.588 Same
5 11 0.252 Same
6 12 0.132 Same
7 7 0.868 Same
8 9 0.588 Same
9 9 0.588 Same
10 10 0.412 Same
15 15 0.006 RM2
20 9 0.588 Same
SP
2 17 0.000 RM2
3 13 0.058 RM2
4 11 0.252 Same
5 7 0.868 Same
6 10 0.412 Same
7 7 0.868 EV
8 7 0.868 Same
9 5 0.979 EV
10 4 0.994 EV
15 2 1.000 EV
20 2 1.000 EV
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Table A.103: Paired-t Comparison - EV vs. RM2 - Design 9, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 0.2449 3.0197 EV
3 -1.0973 2.1124 Same
4 0.0181 2.9251 EV
5 -0.8223 2.1263 Same
6 -0.4545 2.3602 Same
7 0.4735 3.1315 EV
8 0.1248 2.8280 EV
9 -0.0840 2.7176 Same
10 -0.8282 2.2183 Same
15 -0.8031 2.3675 Same
20 -0.1999 2.5945 Same
SP
2 -1.7952 -1.4377 RM2
3 -1.1542 -0.8190 RM2
4 -0.8534 -0.3344 RM2
5 -0.7013 -0.2298 RM2
6 -0.6061 -0.1403 RM2
7 -0.3462 0.0957 Same
8 -0.3198 0.1251 Same
9 -0.1860 0.2143 Same
10 -0.1860 0.2013 Same
15 -0.0514 0.3024 Same
20 0.0379 0.3093 EV
Table A.104: Sign Test Comparison - EV vs. RM2 - Design 9, Distribution 1
Error Replications Count p-value Conclusion
WP
2 5 0.979 EV
3 9 0.588 Same
4 6 0.942 EV
5 10 0.412 Same
6 8 0.748 Same
7 5 0.979 EV
8 5 0.979 EV
9 6 0.942 EV
10 8 0.748 Same
15 8 0.748 RM2
20 6 0.942 EV
SP
2 20 0.000 RM2
3 20 0.000 RM2
4 15 0.006 RM2
5 16 0.001 RM2
6 15 0.006 RM2
7 12 0.132 Same
8 10 0.412 Same
9 10 0.412 Same
10 11 0.252 Same
15 9 0.588 Same
20 5 0.979 EV
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Table A.105: Paired-t Comparison - EV vs. RM2 - Design 9, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 45.1704 88.6245 EV
3 43.4981 85.5999 EV
4 70.0015 90.1412 EV
5 58.8030 86.3427 EV
6 62.6216 83.6273 EV
7 71.9673 87.0381 EV
8 48.5658 76.5549 EV
9 57.7390 82.3789 EV
10 60.9790 86.5027 EV
15 55.7473 79.6389 EV
20 67.0472 84.9386 EV
SP
2 -44.8204 -35.9821 RM2
3 -28.8316 -20.5248 RM2
4 -21.4543 -8.4116 RM2
5 -17.4528 -5.6668 RM2
6 -15.1783 -3.4019 RM2
7 -8.6741 2.3808 Same
8 -7.9238 3.1110 Same
9 -4.5702 5.4055 Same
10 -4.6998 4.9477 Same
15 -1.2570 7.5890 Same
20 0.9183 7.6325 EV
Table A.106: Sign Test Comparison - EV vs. RM2 - Design 9, Distribution 5
Error Replications Count p-value Conclusion
WP
2 3 0.999 EV
3 3 0.999 EV
4 1 1.000 EV
5 1 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 1 1.000 EV
9 1 1.000 EV
10 1 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 20 0.000 RM2
3 20 0.000 RM2
4 15 0.006 RM2
5 16 0.001 RM2
6 15 0.006 RM2
7 12 0.132 Same
8 10 0.412 Same
9 10 0.412 Same
10 11 0.252 Same
15 8 0.748 Same
20 5 0.979 EV
132
Table A.107: Paired-t Comparison - EV vs. RM2 - Design 9, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -0.0292 3.2139 Same
3 -1.0740 2.4414 Same
4 -1.1236 2.4192 Same
5 -0.7360 2.6381 Same
6 -1.7474 1.4701 Same
7 0.0963 2.8639 EV
8 -0.0631 2.8150 Same
9 -1.4091 1.9346 Same
10 -2.3435 0.8179 Same
15 -1.6780 1.6602 Same
20 -1.6534 1.7686 Same
SP
2 -1.7853 -1.4344 RM2
3 -1.1462 -0.8192 RM2
4 -0.8550 -0.3299 RM2
5 -0.7003 -0.2298 RM2
6 -0.6087 -0.1379 RM2
7 -0.3509 0.0945 Same
8 -0.3198 0.1236 Same
9 -0.1822 0.2196 Same
10 -0.1885 0.1988 Same
15 -0.0523 0.3026 Same
20 0.0355 0.3062 EV
Table A.108: Sign Test Comparison - EV vs. RM2 - Design 9, Distribution 13
Error Replications Count p-value Conclusion
WP
2 7 0.868 Same
3 8 0.748 Same
4 8 0.748 Same
5 7 0.868 Same
6 11 0.252 Same
7 6 0.942 EV
8 6 0.942 EV
9 10 0.412 Same
10 12 0.132 Same
15 10 0.412 Same
20 10 0.412 Same
SP
2 20 0.000 RM2
3 20 0.000 RM2
4 15 0.006 RM2
5 16 0.001 RM2
6 15 0.006 RM2
7 12 0.132 Same
8 10 0.412 Same
9 10 0.412 Same
10 11 0.252 Same
15 9 0.588 Same
20 5 0.979 EV
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Table A.109: Paired-t Comparison - EV vs. RM3 - Design 1, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -9.9072 0.3964 Same
3 -6.6080 -1.2627 RM3
4 -7.6236 -1.9270 RM3
5 -1.7612 0.1644 Same
6 -3.6657 -0.4789 RM3
7 -3.3040 -0.7138 RM3
8 -3.0568 -0.0819 RM3
9 -3.6828 -0.4237 RM3
10 -1.7624 0.1599 Same
15 -2.0377 0.3038 Same
20 -2.0176 -0.0752 RM3
SP
2 0.6310 1.6569 EV
3 0.2400 1.7600 EV
4 1.0775 1.9217 EV
5 0.9044 1.8166 EV
6 0.6794 1.6561 EV
7 0.9093 1.8506 EV
8 0.5461 1.5698 EV
9 0.0828 1.7337 EV
10 0.3876 1.6683 EV
15 0.6380 1.7720 EV
20 0.9957 1.7740 EV
Table A.110: Sign Test Comparison - EV vs. RM3 - Design 1, Distribution 1
Error Replications Count p-value Conclusion
WP
2 12 0.132 Same
3 17 0.000 RM3
4 16 0.001 RM3
5 12 0.132 Same
6 14 0.021 RM3
7 15 0.006 RM3
8 14 0.021 RM3
9 14 0.021 RM3
10 13 0.058 RM3
15 13 0.058 RM3
20 14 0.021 RM3
SP
2 1 1.000 EV
3 3 0.999 EV
4 2 1.000 EV
5 3 0.999 EV
6 1 1.000 EV
7 1 1.000 EV
8 2 1.000 EV
9 3 0.999 EV
10 2 1.000 EV
15 3 0.999 EV
20 2 1.000 EV
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Table A.111: Paired-t Comparison - EV vs. RM3 - Design 1, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -100.1545 -11.7240 RM3
3 -56.2738 -15.0710 RM3
4 -69.7889 -17.9848 RM3
5 -43.0398 -7.7881 RM3
6 -44.2727 -9.8620 RM3
7 -36.6524 -7.7766 RM3
8 -25.6075 -8.4985 RM3
9 -29.7029 9.4903 Same
10 -26.3542 10.1345 Same
15 -9.5566 21.7752 Same
20 6.1495 35.1513 EV
SP
2 16.0053 41.3329 EV
3 6.1304 43.9008 EV
4 26.8484 47.9194 EV
5 22.7088 45.5617 EV
6 17.2967 41.3612 EV
7 22.5337 46.0010 EV
8 13.4548 39.3811 EV
9 2.3321 43.3192 EV
10 9.4072 41.5769 EV
15 16.1020 44.3709 EV
20 25.0930 44.4554 EV
Table A.112: Sign Test Comparison - EV vs. RM3 - Design 1, Distribution 5
Error Replications Count p-value Conclusion
WP
2 14 0.021 RM3
3 16 0.001 RM3
4 17 0.000 RM3
5 18 0.000 RM3
6 15 0.006 RM3
7 17 0.000 RM3
8 17 0.000 RM3
9 13 0.058 RM3
10 14 0.021 RM3
15 8 0.748 RM3
20 4 0.994 RM3
SP
2 1 1.000 EV
3 3 0.999 EV
4 2 1.000 EV
5 2 1.000 EV
6 1 1.000 EV
7 1 1.000 EV
8 2 1.000 EV
9 3 0.999 EV
10 2 1.000 EV
15 3 0.999 EV
20 1 1.000 EV
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Table A.113: Paired-t Comparison - EV vs. RM3 - Design 1, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -195.7034 4.2841 Same
3 -82.3572 0.5898 Same
4 -111.1852 4.9439 Same
5 -31.7445 28.4454 Same
6 -44.3662 8.7341 Same
7 -37.0995 16.9197 Same
8 -47.3525 1.6874 Same
9 -40.1603 11.4204 Same
10 -17.0971 20.1917 Same
15 -32.1620 6.3672 Same
20 -35.1093 -1.4574 RM3
SP
2 0.6373 1.6531 EV
3 0.2521 1.7712 EV
4 1.0836 1.9229 EV
5 0.9253 1.8228 EV
6 0.6821 1.6591 EV
7 0.9019 1.8424 EV
8 0.5462 1.5746 EV
9 0.0713 1.7253 EV
10 0.3901 1.6587 EV
15 0.6499 1.7682 EV
20 1.0050 1.7794 EV
Table A.114: Sign Test Comparison - EV vs. RM3 - Design 1, Distribution 13
Error Replications Count p-value Conclusion
WP
2 15 0.006 RM3
3 14 0.021 RM3
4 11 0.252 Same
5 10 0.412 Same
6 12 0.132 Same
7 10 0.412 Same
8 11 0.252 Same
9 11 0.252 Same
10 7 0.868 Same
15 12 0.132 Same
20 16 0.001 RM3
SP
2 1 1.000 EV
3 3 0.999 EV
4 2 1.000 EV
5 3 0.999 EV
6 1 1.000 EV
7 1 1.000 EV
8 3 0.999 EV
9 3 0.999 EV
10 2 1.000 EV
15 3 0.999 EV
20 1 1.000 EV
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Table A.115: Paired-t Comparison - EV vs. RM3 - Design 2, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -10.0659 -1.3582 RM3
3 -5.7008 1.8407 Same
4 -5.4341 0.5936 Same
5 -8.7496 -0.9160 RM3
6 -7.5624 0.6178 Same
7 -7.0870 -0.9071 RM3
8 -8.3751 -0.7519 RM3
9 -5.1513 -0.4904 RM3
10 -3.2024 1.7548 Same
15 -4.6262 -0.2408 RM3
20 -1.2603 1.8064 Same
SP
2 0.0387 1.6445 EV
3 0.1368 1.3528 EV
4 0.2895 1.2115 EV
5 0.7272 1.2324 EV
6 0.3927 1.1871 EV
7 0.7214 1.2223 EV
8 0.6900 1.1620 EV
9 0.2819 0.9298 EV
10 0.6091 1.1171 EV
15 0.4958 0.9733 EV
20 0.5175 0.9497 EV
Table A.116: Sign Test Comparison - EV vs. RM3 - Design 2, Distribution 1
Error Replications Count p-value Conclusion
WP
2 15 0.006 RM3
3 10 0.412 RM3
4 14 0.021 RM3
5 15 0.006 RM3
6 14 0.021 RM3
7 18 0.000 RM3
8 16 0.001 RM3
9 15 0.006 RM3
10 11 0.252 Same
15 13 0.058 RM3
20 11 0.252 Same
SP
2 4 0.994 EV
3 3 0.999 EV
4 3 0.999 EV
5 2 1.000 EV
6 2 1.000 EV
7 1 1.000 EV
8 2 1.000 EV
9 3 0.999 EV
10 2 1.000 EV
15 2 1.000 EV
20 2 1.000 EV
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Table A.117: Paired-t Comparison - EV vs. RM3 - Design 2, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -84.3435 -18.1779 RM3
3 -48.8118 -19.0530 RM3
4 -43.1620 -8.5405 RM3
5 -42.4273 -2.7633 RM3
6 -26.5623 18.6310 Same
7 -14.1787 33.8160 Same
8 -25.5035 18.6339 Same
9 -24.6080 34.1639 Same
10 -8.2608 38.0422 Same
15 4.9959 42.4593 EV
20 30.3858 54.7191 EV
SP
2 1.3027 40.9840 EV
3 3.3805 33.8171 EV
4 6.9595 30.2607 EV
5 18.3991 30.9641 EV
6 9.8926 29.6614 EV
7 18.2913 30.4998 EV
8 17.3420 29.0587 EV
9 7.0364 23.1781 EV
10 15.3027 27.8610 EV
15 12.2990 24.3107 EV
20 12.8987 23.7931 EV
Table A.118: Sign Test Comparison - EV vs. RM3 - Design 2, Distribution 5
Error Replications Count p-value Conclusion
WP
2 14 0.021 RM3
3 16 0.001 RM3
4 15 0.006 RM3
5 12 0.132 Same
6 11 0.252 Same
7 7 0.868 Same
8 9 0.588 Same
9 10 0.412 Same
10 7 0.868 Same
15 7 0.868 Same
20 1 1.000 EV
SP
2 4 0.994 EV
3 3 0.999 EV
4 3 0.999 EV
5 2 1.000 EV
6 2 1.000 EV
7 1 1.000 EV
8 2 1.000 EV
9 3 0.999 EV
10 2 1.000 EV
15 2 1.000 EV
20 2 1.000 EV
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Table A.119: Paired-t Comparison - EV vs. RM3 - Design 2, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -142.1848 31.8308 Same
3 -93.9895 29.7491 Same
4 -39.0919 85.1953 Same
5 -105.3847 55.2587 Same
6 -119.3100 37.6914 Same
7 -151.7668 -32.3811 RM3
8 -106.6851 35.6610 Same
9 -66.2646 4.8585 Same
10 -112.7719 9.7025 Same
15 -97.8959 -4.9254 RM3
20 -39.6728 22.7429 EV
SP
2 0.0342 1.6412 EV
3 0.1448 1.3541 EV
4 0.2820 1.2177 EV
5 0.7315 1.2382 EV
6 0.3904 1.1806 EV
7 0.7317 1.2209 EV
8 0.6969 1.1602 EV
9 0.2867 0.9302 EV
10 0.6084 1.1076 EV
15 0.4993 0.9769 EV
20 0.5213 0.9589 EV
Table A.120: Sign Test Comparison - EV vs. RM3 - Design 2, Distribution 13
Error Replications Count p-value Conclusion
WP
2 13 0.058 RM3
3 10 0.412 Same
4 6 0.942 EV
5 10 0.412 Same
6 13 0.058 RM3
7 15 0.006 RM3
8 11 0.252 Same
9 14 0.021 RM3
10 12 0.132 Same
15 14 0.021 RM3
20 9 0.588 Same
SP
2 4 0.994 EV
3 3 0.999 EV
4 3 0.999 EV
5 2 1.000 EV
6 2 1.000 EV
7 1 1.000 EV
8 2 1.000 EV
9 3 0.999 EV
10 2 1.000 EV
15 2 1.000 EV
20 2 1.000 EV
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Table A.121: Paired-t Comparison - EV vs. RM3 - Design 3, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -17.7868 7.1878 Same
3 -29.6546 -0.9426 RM3
4 -14.9798 1.0688 Same
5 -9.3412 3.1988 Same
6 -8.4517 2.5173 Same
7 -10.3503 -2.4828 RM3
8 -18.1567 -3.1759 RM3
9 -10.3841 -0.0451 RM3
10 -9.4833 -0.8133 RM3
15 -6.4613 -0.7752 RM3
20 -5.0095 0.8361 Same
SP
2 -0.6711 0.7778 Same
3 -0.1750 0.7147 Same
4 -0.1883 0.6510 Same
5 -0.2347 0.4707 Same
6 -0.1463 0.5751 Same
7 -0.0444 0.6165 Same
8 -0.1607 0.4647 Same
9 -0.1639 0.4833 Same
10 -0.0506 0.4304 Same
15 -0.0792 0.3771 Same
20 0.0603 0.4065 EV
Table A.122: Sign Test Comparison - EV vs. RM3 - Design 3, Distribution 1
Error Replications Count p-value Conclusion
WP
2 11 0.252 Same
3 14 0.021 RM3
4 12 0.132 Same
5 14 0.021 RM3
6 13 0.058 RM3
7 15 0.006 RM3
8 17 0.000 RM3
9 13 0.058 RM3
10 13 0.058 RM3
15 14 0.021 RM3
20 11 0.252 Same
SP
2 8 0.748 Same
3 8 0.748 Same
4 6 0.942 EV
5 9 0.588 Same
6 7 0.868 Same
7 6 0.942 EV
8 8 0.748 Same
9 8 0.748 Same
10 7 0.868 Same
15 7 0.868 Same
20 6 0.942 EV
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Table A.123: Paired-t Comparison - EV vs. RM3 - Design 3, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -61.9295 -18.3157 RM3
3 -91.8303 20.9417 Same
4 -96.0959 -22.7217 RM3
5 -27.5078 45.4550 Same
6 -16.9336 16.7426 Same
7 -12.8592 42.3940 Same
8 -16.1783 38.3576 Same
9 5.0165 47.7076 EV
10 0.1672 43.8132 EV
15 25.5128 56.9690 EV
20 36.4193 62.7863 EV
SP
2 -16.8795 19.6389 Same
3 -4.4923 17.8663 Same
4 -4.7018 16.1304 Same
5 -6.0702 11.8018 Same
6 -3.9685 14.0907 Same
7 -1.1366 15.4289 Same
8 -4.2771 11.3675 Same
9 -3.9512 12.1085 Same
10 -1.4785 10.6279 Same
15 -1.9217 9.5091 Same
20 1.4479 10.0819 EV
Table A.124: Sign Test Comparison - EV vs. RM3 - Design 3, Distribution 5
Error Replications Count p-value Conclusion
WP
2 16 0.001 RM3
3 14 0.021 RM3
4 15 0.006 RM3
5 10 0.412 Same
6 10 0.412 Same
7 7 0.868 Same
8 8 0.748 Same
9 6 0.942 EV
10 5 0.979 EV
15 2 1.000 EV
20 1 1.000 EV
SP
2 7 0.868 Same
3 8 0.748 Same
4 6 0.942 EV
5 8 0.748 Same
6 8 0.748 Same
7 6 0.942 EV
8 8 0.748 Same
9 8 0.748 Same
10 7 0.868 Same
15 7 0.868 Same
20 6 0.942 EV
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Table A.125: Paired-t Comparison - EV vs. RM3 - Design 3, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -386.1131 156.4717 Same
3 -549.7079 -27.6540 RM3
4 -246.9631 62.4314 Same
5 -158.7375 53.1557 Same
6 -137.2379 115.2459 Same
7 -199.1559 -35.7545 RM3
8 -370.5395 -43.5758 RM3
9 -158.8850 62.4621 Same
10 -197.9268 -4.3205 RM3
15 -89.3709 34.0017 Same
20 -110.6957 18.8716 Same
SP
2 -0.6785 0.7743 Same
3 -0.1850 0.7087 Same
4 -0.1842 0.6467 Same
5 -0.2386 0.4746 Same
6 -0.1643 0.5610 Same
7 -0.0460 0.6213 Same
8 -0.1669 0.4587 Same
9 -0.1585 0.4840 Same
10 -0.0585 0.4272 Same
15 -0.0830 0.3749 Same
20 0.0610 0.4020 EV
Table A.126: Sign Test Comparison - EV vs. RM3 - Design 3, Distribution 13
Error Replications Count p-value Conclusion
WP
2 9 0.588 Same
3 14 0.021 RM3
4 11 0.252 Same
5 9 0.588 Same
6 7 0.868 Same
7 15 0.006 RM3
8 13 0.058 RM3
9 11 0.252 Same
10 13 0.058 RM3
15 11 0.252 Same
20 12 0.132 Same
SP
2 8 0.748 Same
3 8 0.748 Same
4 6 0.942 EV
5 8 0.748 Same
6 8 0.748 Same
7 5 0.979 EV
8 8 0.748 Same
9 8 0.748 Same
10 8 0.748 Same
15 8 0.748 Same
20 6 0.942 EV
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Table A.127: Paired-t Comparison - EV vs. RM3 - Design 4, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -2.3640 3.4447 Same
3 1.3791 3.9187 EV
4 -0.0540 3.4031 Same
5 1.7683 3.3660 EV
6 -0.0081 2.9450 Same
7 0.3510 3.1834 EV
8 -0.5661 2.2734 Same
9 0.8975 2.5359 EV
10 -0.0006 2.3372 Same
15 -0.1558 1.9202 Same
20 1.2456 2.4756 EV
SP
2 -0.4731 1.1991 Same
3 -0.3646 0.6937 Same
4 -1.0305 0.2004 Same
5 -1.0790 -0.2190 RM3
6 -0.2326 0.5467 Same
7 -0.3214 0.3289 Same
8 -0.4451 0.5852 Same
9 -0.5383 0.1848 Same
10 -0.2758 0.5188 Same
15 -0.1188 0.5546 Same
20 -0.0080 0.4211 Same
Table A.128: Sign Test Comparison - EV vs. RM3 - Design 4, Distribution 1
Error Replications Count p-value Conclusion
WP
2 3 0.999 EV
3 4 0.994 EV
4 3 0.999 EV
5 2 1.000 EV
6 3 0.999 EV
7 4 0.994 EV
8 6 0.942 EV
9 3 0.999 EV
10 4 0.994 EV
15 3 0.999 EV
20 2 1.000 EV
SP
2 9 0.588 Same
3 10 0.412 Same
4 13 0.058 RM3
5 16 0.001 RM3
6 8 0.748 Same
7 9 0.588 Same
8 10 0.412 Same
9 14 0.021 RM3
10 10 0.412 Same
15 7 0.868 Same
20 6 0.942 EV
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Table A.129: Paired-t Comparison - EV vs. RM3 - Design 4, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -53.9086 7.3679 Same
3 -26.5751 10.5307 Same
4 -24.3889 5.1029 Same
5 -14.5308 10.4739 Same
6 -20.2888 1.5992 Same
7 -16.5493 3.1884 Same
8 -16.1695 0.8178 Same
9 -25.3100 -4.7144 RM3
10 -18.8495 -0.2043 RM3
15 -13.9012 2.1046 Same
20 -13.6001 -0.5936 RM3
SP
2 -2.4207 29.5678 Same
3 9.3712 31.1315 EV
4 -12.8609 16.3875 Same
5 -10.2835 22.7044 Same
6 -2.0169 22.7031 Same
7 -1.2946 24.1962 Same
8 4.4036 25.5402 EV
9 -3.8916 19.2571 Same
10 -3.4971 20.9100 Same
15 4.7772 21.9503 EV
20 6.8504 20.6213 EV
Table A.130: Sign Test Comparison - EV vs. RM3 - Design 4, Distribution 5
Error Replications Count p-value Conclusion
WP
2 11 0.252 Same
3 11 0.252 Same
4 12 0.132 Same
5 11 0.252 Same
6 13 0.058 RM3
7 12 0.132 Same
8 13 0.058 RM3
9 14 0.021 RM3
10 14 0.021 RM3
15 12 0.132 Same
20 15 0.006 RM3
SP
2 7 0.868 Same
3 4 0.994 EV
4 7 0.868 Same
5 6 0.942 EV
6 5 0.979 EV
7 5 0.979 EV
8 3 0.999 EV
9 4 0.994 EV
10 6 0.942 EV
15 3 0.999 EV
20 4 0.994 EV
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Table A.131: Paired-t Comparison - EV vs. RM3 - Design 4, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -9.9136 76.4415 Same
3 52.3259 87.8136 EV
4 33.0198 77.3071 EV
5 64.4996 90.9193 EV
6 31.7541 74.6089 EV
7 30.1311 74.8742 EV
8 13.2045 61.9139 EV
9 52.1312 80.4700 EV
10 41.5152 77.8647 EV
15 37.3468 70.9876 EV
20 60.8326 80.0973 EV
SP
2 15.8510 41.8262 EV
3 22.2263 42.4788 EV
4 20.3525 38.3821 EV
5 34.0206 42.5373 EV
6 27.6416 45.3790 EV
7 32.7860 51.3427 EV
8 33.3813 54.4717 EV
9 32.1655 42.8664 EV
10 33.3617 46.6061 EV
15 38.5761 47.6584 EV
20 40.6718 45.6782 EV
Table A.132: Sign Test Comparison - EV vs. RM3 - Design 4, Distribution 13
Error Replications Count p-value Conclusion
WP
2 5 0.979 EV
3 0 1.000 EV
4 3 0.999 EV
5 1 1.000 EV
6 2 1.000 EV
7 2 1.000 EV
8 2 1.000 EV
9 1 1.000 EV
10 1 1.000 EV
15 1 1.000 EV
20 0 1.000 EV
SP
2 1 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.133: Paired-t Comparison - EV vs. RM3 - Design 5, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 3.9740 9.3900 EV
3 1.0680 7.2079 EV
4 -0.7957 6.7826 Same
5 0.1473 7.8964 EV
6 0.9834 6.1437 EV
7 3.2128 7.7860 EV
8 3.3143 6.0392 EV
9 -0.1438 5.9958 Same
10 4.0454 7.2795 EV
15 2.5943 7.3133 EV
20 4.2619 6.4903 EV
SP
2 -1.2610 0.1473 Same
3 -0.0429 0.9236 Same
4 0.0814 1.3357 EV
5 0.2013 1.0886 EV
6 0.2447 0.9495 EV
7 0.2107 1.0189 EV
8 0.3681 0.9383 EV
9 0.2801 1.0361 EV
10 0.5509 1.0942 EV
15 0.8124 1.5108 EV
20 0.8215 1.3516 EV
Table A.134: Sign Test Comparison - EV vs. RM3 - Design 5, Distribution 1
Error Replications Count p-value Conclusion
WP
2 3 0.999 EV
3 3 0.999 EV
4 5 0.979 EV
5 3 0.999 EV
6 4 0.994 EV
7 3 0.999 EV
8 2 1.000 EV
9 6 0.942 EV
10 2 1.000 EV
15 2 1.000 EV
20 1 1.000 EV
SP
2 10 0.412 Same
3 8 0.748 Same
4 8 0.748 Same
5 4 0.994 EV
6 2 1.000 EV
7 5 0.979 EV
8 3 0.999 EV
9 3 0.999 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.135: Paired-t Comparison - EV vs. RM3 - Design 5, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -30.4079 20.9032 Same
3 -34.5815 -2.0745 RM3
4 -42.7816 -7.4093 RM3
5 -39.7490 -6.5302 RM3
6 -21.4710 -1.6698 RM3
7 -16.4107 -4.8608 RM3
8 -31.6309 -10.7005 RM3
9 -18.5680 -1.4155 RM3
10 -18.9348 -5.1630 RM3
15 -21.9759 -4.9047 RM3
20 -10.3828 4.6128 Same
SP
2 -30.0125 12.0694 Same
3 -10.8842 14.1055 Same
4 0.4974 12.6350 EV
5 0.8734 16.9795 EV
6 -12.2183 7.1879 Same
7 -5.0090 11.0120 Same
8 -5.0842 8.3165 Same
9 -0.9386 10.9421 Same
10 -3.1720 9.5439 Same
15 -3.1639 7.3347 Same
20 -0.9885 8.1819 Same
Table A.136: Sign Test Comparison - EV vs. RM3 - Design 5, Distribution 5
Error Replications Count p-value Conclusion
WP
2 8 0.748 Same
3 13 0.058 RM3
4 16 0.001 RM3
5 15 0.006 RM3
6 13 0.058 RM3
7 15 0.006 RM3
8 16 0.001 RM3
9 13 0.058 RM3
10 15 0.006 RM3
15 16 0.001 RM3
20 8 0.748 Same
SP
2 10 0.412 Same
3 6 0.942 EV
4 6 0.942 EV
5 6 0.942 EV
6 10 0.412 Same
7 7 0.868 Same
8 8 0.748 Same
9 6 0.942 EV
10 7 0.868 Same
15 9 0.588 Same
20 7 0.868 Same
147
Table A.137: Paired-t Comparison - EV vs. RM3 - Design 5, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 142.4264 234.4599 EV
3 116.5535 206.4314 EV
4 40.2218 203.9649 EV
5 89.5414 205.2140 EV
6 117.3928 197.3548 EV
7 122.2437 202.4102 EV
8 151.9852 193.4475 EV
9 52.5287 184.2053 EV
10 118.5242 191.7015 EV
15 111.9947 185.1332 EV
20 144.9129 193.0472 EV
SP
2 18.6985 37.6865 EV
3 29.9426 51.8270 EV
4 32.3279 58.6559 EV
5 37.6564 57.3510 EV
6 37.0064 50.4916 EV
7 34.6346 50.3475 EV
8 35.8282 46.5306 EV
9 35.5365 50.1966 EV
10 38.3240 51.5276 EV
15 43.7142 55.8013 EV
20 43.9096 52.3322 EV
Table A.138: Sign Test Comparison - EV vs. RM3 - Design 5, Distribution 13
Error Replications Count p-value Conclusion
WP
2 1 1.000 EV
3 1 1.000 EV
4 2 1.000 EV
5 1 1.000 EV
6 0 1.000 EV
7 1 1.000 EV
8 0 1.000 EV
9 3 0.999 EV
10 0 1.000 EV
15 2 1.000 EV
20 0 1.000 EV
SP
2 2 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.139: Paired-t Comparison - EV vs. RM3 - Design 6, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -3.6240 15.2672 Same
3 5.6348 14.0677 EV
4 2.6991 17.7173 EV
5 8.6055 16.4795 EV
6 5.7401 14.7220 EV
7 5.8731 13.7986 EV
8 4.5560 13.8063 EV
9 8.2325 15.9564 EV
10 9.9986 15.8048 EV
15 10.4666 16.1276 EV
20 12.1468 15.3757 EV
SP
2 -0.4956 1.3801 Same
3 0.1619 1.1470 EV
4 0.6407 2.1332 EV
5 0.6153 1.3212 EV
6 0.7379 1.6470 EV
7 0.8286 1.6379 EV
8 1.2298 2.0450 EV
9 1.0190 1.6750 EV
10 0.8920 1.5097 EV
15 1.2149 1.7284 EV
20 1.2145 1.6897 EV
Table A.140: Sign Test Comparison - EV vs. RM3 - Design 6, Distribution 1
Error Replications Count p-value Conclusion
WP
2 6 0.942 EV
3 3 0.999 EV
4 4 0.994 EV
5 3 0.999 EV
6 3 0.999 EV
7 2 1.000 EV
8 4 0.994 EV
9 3 0.999 EV
10 1 1.000 EV
15 1 1.000 EV
20 0 1.000 EV
SP
2 9 0.588 Same
3 6 0.942 EV
4 3 0.999 EV
5 3 0.999 EV
6 0 1.000 EV
7 2 1.000 EV
8 0 1.000 EV
9 1 1.000 EV
10 1 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.141: Paired-t Comparison - EV vs. RM3 - Design 6, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -88.8672 -1.0907 RM3
3 -47.5464 -6.4914 RM3
4 -67.3960 1.4201 Same
5 -42.3117 -15.4863 RM3
6 -40.7173 -19.6628 RM3
7 -23.5521 0.8894 Same
8 -40.3991 -11.9322 RM3
9 -23.0045 -2.3129 RM3
10 -25.1658 -8.5505 RM3
15 -24.4841 -8.6987 RM3
20 -15.2144 -3.3153 RM3
SP
2 -42.0241 -20.4878 RM3
3 -22.5266 -8.1908 RM3
4 -13.0411 -0.8555 RM3
5 -10.9640 1.7315 Same
6 -8.4968 1.8708 Same
7 -8.1610 1.7071 Same
8 -8.0269 -0.2702 RM3
9 -6.2965 2.3402 Same
10 -6.1664 1.4214 Same
15 -2.8931 2.8808 Same
20 -3.0219 2.1178 Same
Table A.142: Sign Test Comparison - EV vs. RM3 - Design 6, Distribution 5
Error Replications Count p-value Conclusion
WP
2 16 0.001 RM3
3 10 0.412 Same
4 16 0.001 RM3
5 17 0.000 RM3
6 17 0.000 RM3
7 14 0.021 RM3
8 15 0.006 RM3
9 12 0.132 Same
10 17 0.000 RM3
15 18 0.000 RM3
20 16 0.001 RM3
SP
2 17 0.000 RM3
3 18 0.000 RM3
4 14 0.021 RM3
5 12 0.132 Same
6 12 0.132 Same
7 13 0.058 RM3
8 14 0.021 RM3
9 11 0.252 Same
10 12 0.132 Same
15 9 0.588 Same
20 10 0.412 Same
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Table A.143: Paired-t Comparison - EV vs. RM3 - Design 6, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -29.1338 344.0175 Same
3 209.7298 409.4726 EV
4 196.3094 466.5666 EV
5 215.9664 429.7710 EV
6 200.6343 410.0211 EV
7 218.7235 387.2708 EV
8 218.4136 387.2063 EV
9 260.4510 436.7253 EV
10 268.1545 414.1030 EV
15 332.5130 437.9975 EV
20 322.9677 412.9909 EV
SP
2 27.3470 60.0028 EV
3 27.0710 47.4546 EV
4 39.8292 66.8576 EV
5 34.8432 50.6051 EV
6 32.9600 52.8312 EV
7 35.8829 53.6203 EV
8 43.9760 60.9366 EV
9 40.4636 56.0310 EV
10 35.9122 48.6289 EV
15 42.0084 53.2370 EV
20 41.2632 51.3401 EV
Table A.144: Sign Test Comparison - EV vs. RM3 - Design 6, Distribution 13
Error Replications Count p-value Conclusion
WP
2 4 0.994 EV
3 1 1.000 EV
4 4 0.994 EV
5 2 1.000 EV
6 2 1.000 EV
7 1 1.000 EV
8 1 1.000 EV
9 1 1.000 EV
10 1 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 0 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.145: Paired-t Comparison - EV vs. RM3 - Design 7, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -2.1581 1.6617 Same
3 -1.5975 0.4134 Same
4 -1.6329 0.0626 Same
5 -1.3443 -0.0102 RM3
6 -0.6856 0.8040 Same
7 -0.6181 0.4385 Same
8 -0.8527 0.1186 Same
9 -0.6343 0.3302 Same
10 -0.9082 0.1984 Same
15 -0.2560 0.9885 Same
20 -0.1143 1.1473 Same
SP
2 -1.2184 1.0454 Same
3 -0.0363 1.6311 Same
4 0.7996 1.8812 EV
5 0.4826 1.6401 EV
6 1.1413 1.8504 EV
7 1.0282 1.7665 EV
8 1.0786 1.6662 EV
9 1.1093 1.6162 EV
10 1.1434 1.7028 EV
15 1.3526 1.7903 EV
20 1.3250 1.7606 EV
Table A.146: Sign Test Comparison - EV vs. RM3 - Design 7, Distribution 1
Error Replications Count p-value Conclusion
WP
2 8 0.748 Same
3 9 0.588 Same
4 12 0.132 Same
5 14 0.021 RM3
6 9 0.588 Same
7 11 0.252 Same
8 12 0.132 Same
9 11 0.252 Same
10 11 0.252 Same
15 7 0.868 Same
20 6 0.942 EV
SP
2 9 0.588 Same
3 5 0.979 EV
4 2 1.000 EV
5 2 1.000 EV
6 2 1.000 EV
7 2 1.000 EV
8 1 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.147: Paired-t Comparison - EV vs. RM3 - Design 7, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -22.6028 0.1091 Same
3 -23.2581 -3.9275 RM3
4 -6.3640 14.9309 Same
5 0.0509 19.9747 EV
6 3.9091 21.8313 EV
7 0.8429 20.0609 EV
8 2.7768 25.4966 EV
9 17.8984 34.5096 EV
10 9.5563 31.5892 EV
15 25.2567 37.7035 EV
20 26.6651 43.1499 EV
SP
2 -30.5175 25.9895 Same
3 -0.5939 40.7037 Same
4 20.1504 47.0337 EV
5 12.2624 41.2380 EV
6 28.4208 46.3515 EV
7 25.7020 44.1594 EV
8 26.7851 41.5929 EV
9 27.7828 40.4801 EV
10 28.4935 42.4613 EV
15 33.8910 44.6937 EV
20 33.2127 44.0695 EV
Table A.148: Sign Test Comparison - EV vs. RM3 - Design 7, Distribution 5
Error Replications Count p-value Conclusion
WP
2 13 0.058 RM3
3 16 0.001 RM3
4 6 0.942 EV
5 4 0.994 EV
6 4 0.994 EV
7 7 0.868 Same
8 5 0.979 EV
9 2 1.000 EV
10 4 0.994 EV
15 0 1.000 EV
20 2 1.000 EV
SP
2 9 0.588 Same
3 5 0.979 EV
4 2 1.000 EV
5 2 1.000 EV
6 2 1.000 EV
7 2 1.000 EV
8 1 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.149: Paired-t Comparison - EV vs. RM3 - Design 7, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -17.3688 50.6295 Same
3 -19.0806 35.4381 Same
4 -31.8826 13.4559 Same
5 -11.0873 21.8927 Same
6 -13.4160 17.8075 Same
7 -5.7064 18.0134 Same
8 -17.8828 2.7730 Same
9 -4.0358 14.0619 Same
10 -3.7468 12.9148 Same
15 -7.4808 3.3428 Same
20 -6.2973 2.0156 Same
SP
2 -1.2163 1.0480 Same
3 -0.0209 1.6320 Same
4 0.7854 1.8771 EV
5 0.4781 1.6358 EV
6 1.1410 1.8504 EV
7 1.0405 1.7713 EV
8 1.0782 1.6693 EV
9 1.1141 1.6187 EV
10 1.1391 1.7005 EV
15 1.3501 1.7863 EV
20 1.3241 1.7627 EV
Table A.150: Sign Test Comparison - EV vs. RM3 - Design 7, Distribution 13
Error Replications Count p-value Conclusion
WP
2 5 0.979 EV
3 6 0.942 EV
4 10 0.412 Same
5 6 0.942 EV
6 8 0.748 Same
7 6 0.942 EV
8 13 0.058 RM3
9 5 0.979 EV
10 9 0.588 Same
15 10 0.412 Same
20 11 0.252 Same
SP
2 9 0.588 Same
3 5 0.979 EV
4 2 1.000 EV
5 2 1.000 EV
6 2 1.000 EV
7 2 1.000 EV
8 1 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
154
Table A.151: Paired-t Comparison - EV vs. RM3 - Design 8, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -8.2043 1.3995 Same
3 -2.6993 1.1810 Same
4 -2.4161 -0.6534 RM3
5 -1.4540 0.1466 Same
6 -1.8332 -0.1940 RM3
7 -1.2261 0.3971 Same
8 -0.9494 0.1775 Same
9 -0.7623 0.7353 Same
10 -0.4300 0.7701 Same
15 -1.1363 0.6396 Same
20 -0.2859 1.4898 Same
SP
2 -2.2303 -0.9007 RM3
3 -1.3267 -0.0049 RM3
4 -0.6531 0.3403 Same
5 -0.2112 0.5741 Same
6 -0.4289 0.4156 Same
7 -0.0336 0.6496 Same
8 0.0489 0.7023 EV
9 0.1953 0.7336 EV
10 0.2670 0.7191 EV
15 0.3995 0.7648 EV
20 0.4819 0.8790 EV
Table A.152: Sign Test Comparison - EV vs. RM3 - Design 8, Distribution 1
Error Replications Count p-value Conclusion
WP
2 9 0.588 Same
3 10 0.412 Same
4 17 0.000 RM3
5 11 0.252 Same
6 12 0.132 Same
7 12 0.132 Same
8 12 0.132 RM3
9 9 0.588 Same
10 11 0.252 Same
15 11 0.252 Same
20 6 0.942 EV
SP
2 17 0.000 RM3
3 13 0.058 RM3
4 11 0.252 Same
5 7 0.868 Same
6 10 0.412 Same
7 6 0.942 EV
8 7 0.868 Same
9 5 0.979 EV
10 4 0.994 EV
15 2 1.000 EV
20 1 1.000 EV
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Table A.153: Paired-t Comparison - EV vs. RM3 - Design 8, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -45.1756 -13.8359 RM3
3 -2.8320 31.1893 Same
4 12.9874 33.1328 EV
5 18.5089 43.7313 EV
6 24.5748 46.9945 EV
7 36.9742 57.3573 EV
8 40.8679 56.8204 EV
9 36.5371 58.1738 EV
10 44.5827 65.2072 EV
15 43.2772 62.4146 EV
20 49.8078 66.3924 EV
SP
2 -55.6199 -22.5168 RM3
3 -33.3364 -0.1710 RM3
4 -16.4133 8.4921 Same
5 -5.3962 14.3687 Same
6 -10.6404 10.5370 Same
7 -0.7783 16.2970 Same
8 1.2687 17.5856 EV
9 4.8191 18.2575 EV
10 6.4748 17.9450 EV
15 10.0362 19.1218 EV
20 12.0196 22.0119 EV
Table A.154: Sign Test Comparison - EV vs. RM3 - Design 8, Distribution 5
Error Replications Count p-value Conclusion
WP
2 17 0.000 RM3
3 6 0.942 EV
4 2 1.000 EV
5 4 0.994 EV
6 3 0.999 EV
7 1 1.000 EV
8 0 1.000 EV
9 1 1.000 EV
10 1 1.000 EV
15 1 1.000 EV
20 0 1.000 EV
SP
2 17 0.000 RM3
3 13 0.058 RM3
4 11 0.252 Same
5 7 0.868 Same
6 10 0.412 Same
7 6 0.942 EV
8 7 0.868 Same
9 5 0.979 EV
10 4 0.994 EV
15 2 1.000 EV
20 1 1.000 EV
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Table A.155: Paired-t Comparison - EV vs. RM3 - Design 8, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -136.1800 80.4395 Same
3 -48.3562 65.7046 Same
4 -4.3234 41.3574 Same
5 -10.8084 45.8800 Same
6 -3.3789 37.8401 Same
7 -38.1358 5.6065 Same
8 -7.0881 35.7590 Same
9 -31.8824 4.1287 Same
10 -23.2752 14.6372 Same
15 -3.9300 15.6559 Same
20 -14.1316 6.9532 Same
SP
2 -2.2366 -0.9062 RM3
3 -1.3391 -0.0141 RM3
4 -0.6557 0.3373 Same
5 -0.2117 0.5795 Same
6 -0.4264 0.4197 Same
7 -0.0320 0.6534 Same
8 0.0473 0.7023 EV
9 0.1957 0.7288 EV
10 0.2601 0.7157 EV
15 0.3998 0.7658 EV
20 0.4790 0.8782 EV
Table A.156: Sign Test Comparison - EV vs. RM3 - Design 8, Distribution 13
Error Replications Count p-value Conclusion
WP
2 8 0.748 Same
3 6 0.942 EV
4 8 0.748 Same
5 5 0.979 EV
6 6 0.942 EV
7 14 0.021 RM3
8 5 0.979 EV
9 14 0.021 RM3
10 10 0.412 Same
15 6 0.942 EV
20 11 0.252 Same
SP
2 17 0.000 RM3
3 13 0.058 RM3
4 11 0.252 Same
5 7 0.868 Same
6 10 0.412 Same
7 7 0.868 Same
8 7 0.868 Same
9 5 0.979 EV
10 4 0.994 EV
15 2 1.000 EV
20 1 1.000 EV
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Table A.157: Paired-t Comparison - EV vs. RM3 - Design 9, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -13.9855 3.3336 Same
3 -6.3217 2.3635 Same
4 -8.4842 -1.5380 RM3
5 -3.9722 0.2178 Same
6 -3.0024 0.7579 Same
7 -3.1530 -0.0202 RM3
8 -0.8665 0.9157 Same
9 -0.9626 0.4456 Same
10 -1.1261 1.0118 Same
15 -1.1012 0.8638 Same
20 -0.6657 1.3233 Same
SP
2 -1.8025 -1.4393 RM3
3 -1.1531 -0.8240 RM3
4 -0.8536 -0.3286 RM3
5 -0.6941 -0.2283 RM3
6 -0.6068 -0.1406 RM3
7 -0.3490 0.0962 Same
8 -0.3192 0.1225 Same
9 -0.1845 0.2150 Same
10 -0.1918 0.1950 Same
15 -0.0507 0.3033 Same
20 0.0375 0.3082 EV
Table A.158: Sign Test Comparison - EV vs. RM3 - Design 9, Distribution 1
Error Replications Count p-value Conclusion
WP
2 11 0.252 Same
3 9 0.588 EV
4 13 0.058 RM3
5 12 0.132 Same
6 11 0.252 Same
7 14 0.021 RM3
8 12 0.132 Same
9 11 0.252 Same
10 11 0.252 Same
15 10 0.412 Same
20 8 0.748 Same
SP
2 20 0.000 RM3
3 20 0.000 RM3
4 15 0.006 RM3
5 16 0.001 RM3
6 15 0.006 RM3
7 12 0.132 Same
8 10 0.412 Same
9 10 0.412 Same
10 11 0.252 Same
15 9 0.588 Same
20 5 0.979 EV
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Table A.159: Paired-t Comparison - EV vs. RM3 - Design 9, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -40.1041 4.4087 Same
3 1.4658 34.5461 EV
4 27.0508 49.7310 EV
5 32.3127 56.1462 EV
6 41.3646 60.8986 EV
7 53.1077 67.6541 EV
8 40.0975 66.0324 EV
9 42.5706 67.2365 EV
10 50.8648 74.2823 EV
15 50.0378 71.9580 EV
20 60.7133 76.6575 EV
SP
2 -44.3174 -35.6691 RM3
3 -28.8391 -20.4961 RM3
4 -21.2558 -8.2195 RM3
5 -17.5072 -5.7222 RM3
6 -15.1979 -3.4693 RM3
7 -8.6006 2.4273 Same
8 -7.9929 3.0247 Same
9 -4.6668 5.3361 Same
10 -4.7247 4.9080 Same
15 -1.4022 7.5354 Same
20 0.8770 7.6783 EV
Table A.160: Sign Test Comparison - EV vs. RM3 - Design 9, Distribution 5
Error Replications Count p-value Conclusion
WP
2 11 0.252 Same
3 5 0.979 EV
4 2 1.000 RM3
5 1 1.000 Same
6 0 1.000 Same
7 0 1.000 RM3
8 1 1.000 Same
9 1 1.000 Same
10 1 1.000 Same
15 0 1.000 Same
20 0 1.000 Same
SP
2 20 0.000 RM3
3 20 0.000 RM3
4 15 0.006 RM3
5 16 0.001 RM3
6 15 0.006 RM3
7 12 0.132 Same
8 10 0.412 Same
9 10 0.412 Same
10 11 0.252 Same
15 8 0.748 Same
20 5 0.979 EV
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Table A.161: Paired-t Comparison - EV vs. RM3 - Design 9, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -244.4457 160.5642 Same
3 -87.8952 122.0230 Same
4 -171.9301 31.5472 Same
5 -63.1875 55.8486 Same
6 -16.0122 93.0399 Same
7 -64.1738 38.5775 Same
8 -32.6204 47.4015 Same
9 -39.0492 38.8967 Same
10 -42.2239 31.8921 Same
15 -38.0200 14.5053 Same
20 -9.0345 22.8852 Same
SP
2 -1.7943 -1.4349 RM3
3 -1.1600 -0.8205 RM3
4 -0.8549 -0.3318 RM3
5 -0.7020 -0.2330 RM3
6 -0.6073 -0.1361 RM3
7 -0.3489 0.0921 Same
8 -0.3183 0.1243 Same
9 -0.1851 0.2157 Same
10 -0.1899 0.1968 Same
15 -0.0510 0.3042 Same
20 0.0341 0.3063 EV
Table A.162: Sign Test Comparison - EV vs. RM3 - Design 9, Distribution 13
Error Replications Count p-value Conclusion
WP
2 7 0.868 Same
3 5 0.979 EV
4 12 0.132 Same
5 9 0.588 Same
6 6 0.942 Same
7 10 0.412 Same
8 8 0.748 Same
9 8 0.748 Same
10 10 0.412 Same
15 11 0.252 Same
20 8 0.748 Same
SP
2 20 0.000 RM3
3 20 0.000 RM3
4 15 0.006 RM3
5 16 0.001 RM3
6 15 0.006 RM3
7 12 0.132 Same
8 10 0.412 Same
9 10 0.412 Same
10 11 0.252 Same
15 9 0.588 Same
20 5 0.979 EV
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Table A.163: Paired-t Comparison - EV vs. OM1 - Design 1, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -8.8258 2.0035 Same
3 -4.4970 0.1969 Same
4 -7.5889 0.9018 Same
5 1.5492 3.4783 EV
6 -0.4649 2.7857 Same
7 -0.1511 2.8570 Same
8 -0.3415 3.8375 Same
9 -1.0436 2.5958 Same
10 1.6611 3.6055 EV
15 -0.7633 1.9539 Same
20 -0.0679 2.9589 Same
SP
2 -0.9437 0.9449 Same
3 -0.5108 1.6456 Same
4 -0.2359 2.1236 Same
5 -0.4492 1.0154 Same
6 0.1576 1.6075 EV
7 0.3343 1.7980 EV
8 0.0814 1.8498 EV
9 0.2639 1.9848 EV
10 0.9090 2.1406 EV
15 1.5737 3.4770 EV
20 2.2351 3.4663 EV
Table A.164: Sign Test Comparison - EV vs. OM1 - Design 1, Distribution 1
Error Replications Count p-value Conclusion
WP
2 11 0.252 Same
3 12 0.132 Same
4 12 0.132 Same
5 4 0.994 EV
6 8 0.748 Same
7 5 0.979 EV
8 5 0.979 EV
9 7 0.868 Same
10 1 1.000 EV
15 9 0.588 Same
20 2 1.000 EV
SP
2 12 0.132 Same
3 8 0.748 Same
4 9 0.588 Same
5 9 0.588 Same
6 4 0.994 EV
7 5 0.979 EV
8 6 0.942 EV
9 4 0.994 EV
10 3 0.999 EV
15 1 1.000 EV
20 0 1.000 EV
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Table A.165: Paired-t Comparison - EV vs. OM1 - Design 1, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -78.3095 5.4457 Same
3 -55.2780 -3.5908 OM1
4 -77.2300 6.6976 Same
5 -45.9474 9.1081 Same
6 -44.8769 3.9660 Same
7 -22.0283 0.7576 Same
8 -37.9253 -3.0784 OM1
9 -34.1964 2.7412 Same
10 -17.6705 8.0715 Same
15 -23.9196 -3.8394 OM1
20 -19.4634 -0.0364 OM1
SP
2 -10.1916 20.7636 Same
3 -23.6077 12.2845 Same
4 -3.9360 18.5193 Same
5 -12.9728 12.5833 Same
6 -19.6300 6.6849 Same
7 -14.5473 7.6541 Same
8 -23.3889 -0.4453 OM1
9 -23.1538 2.9401 Same
10 -19.5536 1.0286 Same
15 -13.7882 1.2133 Same
20 -7.3188 2.9303 Same
Table A.166: Sign Test Comparison - EV vs. OM1 - Design 1, Distribution 5
Error Replications Count p-value Conclusion
WP
2 12 0.132 Same
3 14 0.021 OM1
4 13 0.058 OM1
5 9 0.588 Same
6 12 0.132 Same
7 11 0.252 Same
8 14 0.021 OM1
9 15 0.006 OM1
10 8 0.748 Same
15 14 0.021 OM1
20 14 0.021 OM1
SP
2 13 0.058 OM1
3 9 0.588 Same
4 5 0.979 EV
5 8 0.748 Same
6 11 0.252 Same
7 10 0.412 Same
8 12 0.132 Same
9 14 0.021 OM1
10 12 0.132 Same
15 13 0.058 OM1
20 14 0.021 OM1
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Table A.167: Paired-t Comparison - EV vs. OM1 - Design 1, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -163.0255 35.3560 Same
3 -27.1374 47.2144 Same
4 -70.7601 70.3111 Same
5 28.8120 80.7113 EV
6 26.6461 76.7835 EV
7 26.0939 77.0860 EV
8 25.9717 74.9956 EV
9 28.0785 82.0808 EV
10 58.2952 92.1462 EV
15 32.2960 72.6446 EV
20 37.5715 80.6007 EV
SP
2 22.6885 59.2627 EV
3 39.1652 74.8114 EV
4 58.0534 93.6321 EV
5 50.4986 80.0794 EV
6 62.9770 85.1848 EV
7 61.8018 88.6929 EV
8 64.8262 80.7840 EV
9 63.0511 84.3088 EV
10 76.9026 95.0991 EV
15 75.9909 100.2541 EV
20 81.9130 98.6266 EV
Table A.168: Sign Test Comparison - EV vs. OM1 - Design 1, Distribution 13
Error Replications Count p-value Conclusion
WP
2 11 0.252 Same
3 5 0.979 EV
4 7 0.868 Same
5 3 0.999 EV
6 5 0.979 EV
7 3 0.999 EV
8 2 1.000 EV
9 1 1.000 EV
10 1 1.000 EV
15 1 1.000 EV
20 1 1.000 EV
SP
2 1 1.000 EV
3 1 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.169: Paired-t Comparison - EV vs. OM1 - Design 2, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -3.5444 4.0910 Same
3 0.4039 7.3564 EV
4 2.0723 7.7043 EV
5 -1.9742 8.5462 Same
6 -1.1812 7.8201 Same
7 -5.4935 7.5133 Same
8 -2.6134 8.2588 Same
9 2.9777 7.8434 EV
10 3.7196 9.2965 EV
15 2.2718 8.5785 EV
20 7.9624 10.4586 EV
SP
2 0.0862 2.0275 EV
3 -0.0914 1.5726 Same
4 -0.3520 1.1079 Same
5 0.5448 2.2039 EV
6 1.3937 3.3752 EV
7 2.1218 4.6822 EV
8 1.4158 3.2236 EV
9 1.5649 3.1913 EV
10 2.0356 3.8780 EV
15 2.5660 3.9659 EV
20 2.6122 3.6446 EV
Table A.170: Sign Test Comparison - EV vs. OM1 - Design 2, Distribution 1
Error Replications Count p-value Conclusion
WP
2 8 0.748 Same
3 6 0.942 EV
4 4 0.994 EV
5 2 1.000 EV
6 5 0.979 EV
7 5 0.979 EV
8 4 0.994 EV
9 2 1.000 EV
10 1 1.000 EV
15 3 0.999 EV
20 0 1.000 EV
SP
2 4 0.994 EV
3 7 0.868 Same
4 10 0.412 Same
5 4 0.994 EV
6 1 1.000 EV
7 0 1.000 EV
8 2 1.000 EV
9 2 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.171: Paired-t Comparison - EV vs. OM1 - Design 2, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -54.3409 12.7188 Same
3 -25.3665 5.6338 Same
4 -33.3065 10.0086 Same
5 -41.1849 6.0418 Same
6 -43.7910 1.9295 Same
7 -51.4110 7.4205 Same
8 -50.9596 8.6397 Same
9 -56.4635 -4.0295 OM1
10 -38.0162 1.9777 EV
15 -45.3891 -10.5209 OM1
20 -21.2610 0.2970 EV
SP
2 -20.7178 15.8970 EV
3 -9.4361 16.7404 Same
4 -10.5880 8.7872 Same
5 -2.3350 9.5555 EV
6 -3.3375 6.7752 EV
7 -4.3052 8.1924 EV
8 -2.1049 7.7178 EV
9 -5.1303 5.9070 EV
10 -0.2623 7.7445 EV
15 -6.6636 0.4909 EV
20 -3.9484 2.4629 EV
Table A.172: Sign Test Comparison - EV vs. OM1 - Design 2, Distribution 5
Error Replications Count p-value Conclusion
WP
2 13 0.058 OM1
3 12 0.132 Same
4 13 0.058 OM1
5 11 0.252 Same
6 14 0.021 OM1
7 9 0.588 Same
8 12 0.132 Same
9 15 0.006 OM1
10 11 0.252 Same
15 17 0.000 OM1
20 14 0.021 OM1
SP
2 8 0.748 Same
3 6 0.942 EV
4 9 0.588 Same
5 8 0.748 Same
6 7 0.868 Same
7 8 0.748 Same
8 8 0.748 Same
9 10 0.412 Same
10 7 0.868 Same
15 14 0.021 OM1
20 10 0.412 Same
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Table A.173: Paired-t Comparison - EV vs. OM1 - Design 2, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 28.9318 161.6761 EV
3 38.6292 154.3778 EV
4 130.3000 239.4215 EV
5 66.6932 253.1714 EV
6 92.6982 231.2785 EV
7 -37.1287 184.3108 Same
8 50.3712 250.0767 EV
9 149.2779 228.6555 EV
10 87.0565 225.4615 EV
15 67.2897 234.8020 EV
20 194.1491 259.3294 EV
SP
2 39.6553 77.0524 EV
3 39.2059 83.5707 EV
4 46.6823 68.6118 EV
5 55.3386 86.1522 EV
6 74.1421 104.4089 EV
7 76.9356 120.6860 EV
8 66.6747 102.4986 EV
9 70.0930 93.2435 EV
10 82.8581 109.6575 EV
15 82.9829 114.1737 EV
20 83.2527 101.4160 EV
Table A.174: Sign Test Comparison - EV vs. OM1 - Design 2, Distribution 13
Error Replications Count p-value Conclusion
WP
2 5 0.979 EV
3 4 0.994 EV
4 1 1.000 EV
5 1 1.000 EV
6 2 1.000 EV
7 3 0.999 EV
8 2 1.000 EV
9 0 1.000 EV
10 3 0.999 EV
15 2 1.000 EV
20 1 1.000 EV
SP
2 1 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.175: Paired-t Comparison - EV vs. OM1 - Design 3, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -5.1646 16.3151 Same
3 -20.3493 14.4030 Same
4 -0.1193 17.5752 Same
5 9.0917 18.0090 EV
6 7.8172 20.2111 EV
7 9.8945 16.9443 Same
8 0.4788 20.3533 EV
9 11.3795 21.2475 EV
10 13.0436 21.8250 EV
15 18.2946 24.2037 EV
20 18.4923 24.2822 EV
SP
2 -0.1037 1.3584 Same
3 1.3128 4.0088 EV
4 1.1473 3.1923 EV
5 1.6906 3.8467 EV
6 1.7107 3.6324 EV
7 2.1263 3.5090 EV
8 2.4282 3.7957 EV
9 2.0364 3.2376 EV
10 2.5413 3.6056 EV
15 2.7126 3.3723 EV
20 3.0343 3.8388 EV
Table A.176: Sign Test Comparison - EV vs. OM1 - Design 3, Distribution 1
Error Replications Count p-value Conclusion
WP
2 5 0.979 EV
3 5 0.979 EV
4 5 0.979 EV
5 2 1.000 EV
6 2 1.000 EV
7 0 1.000 EV
8 3 0.999 EV
9 3 0.999 EV
10 1 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 8 0.748 Same
3 1 1.000 EV
4 3 0.999 EV
5 2 1.000 EV
6 3 0.999 EV
7 0 1.000 EV
8 0 1.000 EV
9 1 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.177: Paired-t Comparison - EV vs. OM1 - Design 3, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -19.1430 21.8566 Same
3 -125.5893 50.3533 Same
4 -127.0853 -1.9935 OM1
5 -48.9132 2.9629 Same
6 -53.5146 -4.8387 OM1
7 -30.9580 6.4077 Same
8 -73.7984 13.0887 Same
9 -39.2816 4.0651 Same
10 -25.9296 5.3090 Same
15 -13.5717 12.1789 Same
20 -6.7002 13.2530 Same
SP
2 -17.9780 6.7119 Same
3 -9.5077 4.4612 Same
4 -6.3089 4.2258 Same
5 -4.5206 4.6555 Same
6 -3.4571 4.1803 Same
7 -3.6427 4.2968 Same
8 -1.4210 5.4146 Same
9 -2.2842 2.2320 Same
10 -2.4977 2.1089 Same
15 -2.3689 0.6817 Same
20 -1.4238 1.2848 Same
Table A.178: Sign Test Comparison - EV vs. OM1 - Design 3, Distribution 5
Error Replications Count p-value Conclusion
WP
2 12 0.132 Same
3 11 0.252 Same
4 14 0.021 OM1
5 13 0.058 OM1
6 13 0.058 OM1
7 11 0.252 Same
8 11 0.252 Same
9 12 0.132 Same
10 12 0.132 Same
15 8 0.748 Same
20 10 0.412 Same
SP
2 10 0.412 Same
3 10 0.412 Same
4 10 0.412 Same
5 10 0.412 Same
6 9 0.588 Same
7 10 0.412 Same
8 8 0.748 Same
9 9 0.588 Same
10 9 0.588 Same
15 11 0.252 Same
20 8 0.748 Same
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Table A.179: Paired-t Comparison - EV vs. OM1 - Design 3, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -86.3585 357.7381 Same
3 -273.4700 351.5701 Same
4 146.2244 435.7945 EV
5 280.2435 454.8443 EV
6 290.4177 538.5359 EV
7 267.9994 426.2457 EV
8 162.1080 493.3853 EV
9 353.9704 539.9599 EV
10 354.6142 546.6857 EV
15 474.0529 583.2009 EV
20 455.7807 584.6658 EV
SP
2 29.5744 62.1359 EV
3 50.1225 112.3693 EV
4 56.8869 98.5894 EV
5 60.8278 99.1739 EV
6 61.9814 99.2548 EV
7 71.7026 105.0954 EV
8 78.0026 101.2814 EV
9 64.0738 82.0490 EV
10 82.6953 105.4786 EV
15 78.6372 97.8644 EV
20 87.2860 106.7123 EV
Table A.180: Sign Test Comparison - EV vs. OM1 - Design 3, Distribution 13
Error Replications Count p-value Conclusion
WP
2 4 0.994 EV
3 5 0.979 EV
4 1 1.000 EV
5 0 1.000 EV
6 1 1.000 EV
7 0 1.000 EV
8 2 1.000 EV
9 0 1.000 EV
10 2 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 0 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.181: Paired-t Comparison - EV vs. OM1 - Design 4, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -1.7106 4.0182 Same
3 2.0183 4.6021 EV
4 0.7029 4.0607 EV
5 2.6390 4.1825 EV
6 0.8794 3.8101 EV
7 1.2826 4.0041 EV
8 0.4545 3.1679 EV
9 1.8207 3.3220 EV
10 0.8096 3.2816 EV
15 0.9652 2.9014 EV
20 2.2468 3.3191 EV
SP
2 -0.7469 1.5506 Same
3 0.1658 1.4308 EV
4 -0.2725 1.3219 Same
5 0.7427 1.8517 EV
6 1.1351 3.0401 EV
7 1.5147 3.2111 EV
8 1.9743 3.4189 EV
9 1.5923 2.8184 EV
10 2.1752 3.4088 EV
15 2.5354 3.9006 EV
20 2.3413 3.2956 EV
Table A.182: Sign Test Comparison - EV vs. OM1 - Design 4, Distribution 1
Error Replications Count p-value Conclusion
WP
2 3 0.999 EV
3 2 1.000 EV
4 3 0.999 EV
5 0 1.000 EV
6 3 0.999 EV
7 4 0.994 EV
8 5 0.979 EV
9 1 1.000 EV
10 1 1.000 EV
15 2 1.000 EV
20 0 1.000 EV
SP
2 12 0.132 Same
3 4 0.994 EV
4 9 0.588 Same
5 3 0.999 EV
6 2 1.000 EV
7 2 1.000 EV
8 0 1.000 EV
9 1 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.183: Paired-t Comparison - EV vs. OM1 - Design 4, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -46.5832 13.7018 Same
3 -20.2440 17.2527 Same
4 -16.9534 11.1711 Same
5 -10.8319 15.1724 Same
6 -16.9231 6.3376 Same
7 -13.0709 9.1689 Same
8 -12.4252 8.0752 Same
9 -21.5447 -0.2959 OM1
10 -17.5351 0.8865 Same
15 -13.5744 4.4047 Same
20 -13.0227 1.4080 Same
SP
2 -19.6445 10.7692 Same
3 -8.3955 14.3434 Same
4 -27.4420 -2.6447 OM1
5 -17.3668 2.7601 Same
6 -11.6553 2.6391 Same
7 -8.6357 4.1511 Same
8 -11.7718 1.0539 Same
9 -11.8918 -0.1243 OM1
10 -7.9247 5.0989 Same
15 -7.6509 3.5392 Same
20 -4.1405 3.9064 Same
Table A.184: Sign Test Comparison - EV vs. OM1 - Design 4, Distribution 5
Error Replications Count p-value Conclusion
WP
2 10 0.412 Same
3 10 0.412 Same
4 11 0.252 Same
5 9 0.588 Same
6 8 0.748 Same
7 12 0.132 Same
8 9 0.588 Same
9 14 0.021 OM1
10 12 0.132 Same
15 10 0.412 Same
20 13 0.058 OM1
SP
2 9 0.588 Same
3 7 0.868 Same
4 14 0.021 OM1
5 12 0.132 Same
6 13 0.058 OM1
7 11 0.252 Same
8 13 0.058 OM1
9 13 0.058 OM1
10 12 0.132 Same
15 10 0.412 Same
20 10 0.412 Same
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Table A.185: Paired-t Comparison - EV vs. OM1 - Design 4, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -0.7820 82.4433 Same
3 61.2890 99.0238 EV
4 45.6754 88.3024 EV
5 77.5510 103.6043 EV
6 48.4045 88.5880 EV
7 46.3866 86.9394 EV
8 29.2139 77.5807 EV
9 67.9366 94.0761 EV
10 58.0125 92.6145 EV
15 55.8820 87.4287 EV
20 78.1416 94.7482 EV
SP
2 39.9657 77.2973 EV
3 54.6575 75.0407 EV
4 59.1515 77.1980 EV
5 72.9882 84.8715 EV
6 71.5101 96.4639 EV
7 74.0228 98.8804 EV
8 78.0313 103.5767 EV
9 74.0813 92.5331 EV
10 80.2900 96.2202 EV
15 89.2818 105.6970 EV
20 84.8147 96.8205 EV
Table A.186: Sign Test Comparison - EV vs. OM1 - Design 4, Distribution 13
Error Replications Count p-value Conclusion
WP
2 4 0.994 EV
3 0 1.000 EV
4 2 1.000 EV
5 0 1.000 EV
6 1 1.000 EV
7 2 1.000 EV
8 2 1.000 EV
9 0 1.000 EV
10 1 1.000 EV
15 1 1.000 EV
20 0 1.000 EV
SP
2 0 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.187: Paired-t Comparison - EV vs. OM1 - Design 5, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 5.6790 11.0852 EV
3 3.9715 9.6804 EV
4 2.3974 9.8215 EV
5 4.7469 11.1474 EV
6 5.3567 9.7487 EV
7 7.3510 11.5262 EV
8 7.2620 9.6857 EV
9 4.8604 10.0066 EV
10 8.0731 10.7674 EV
15 6.6458 10.5509 EV
20 8.7163 10.6967 EV
SP
2 -0.0490 1.1888 Same
3 1.2122 2.8362 EV
4 1.4627 3.4428 EV
5 2.2302 4.1638 EV
6 2.3775 3.6434 EV
7 2.4775 3.4917 EV
8 2.5419 3.3785 EV
9 2.7694 4.0895 EV
10 2.6580 3.6646 EV
15 2.8574 3.9872 EV
20 3.4029 4.0171 EV
Table A.188: Sign Test Comparison - EV vs. OM1 - Design 5, Distribution 1
Error Replications Count p-value Conclusion
WP
2 1 1.000 EV
3 1 1.000 EV
4 2 1.000 EV
5 1 1.000 EV
6 2 1.000 EV
7 1 1.000 EV
8 0 1.000 EV
9 2 1.000 EV
10 0 1.000 EV
15 1 1.000 EV
20 0 1.000 EV
SP
2 7 0.868 Same
3 2 1.000 EV
4 3 0.999 EV
5 1 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.189: Paired-t Comparison - EV vs. OM1 - Design 5, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -10.7215 43.9439 Same
3 -26.1441 21.9533 Same
4 -28.4098 19.2252 Same
5 -34.4073 8.5029 Same
6 -19.2836 8.4130 Same
7 -11.0037 14.1569 Same
8 -27.9220 3.7434 Same
9 -13.0233 11.9036 Same
10 -13.3992 5.5408 Same
15 -20.8961 2.7932 Same
20 -7.6520 6.7469 Same
SP
2 -28.2216 -3.6133 OM1
3 -11.4252 2.3570 Same
4 -7.4003 2.2893 Same
5 1.3625 9.0093 EV
6 -6.3530 2.4815 Same
7 -4.7087 3.2931 Same
8 -4.7330 2.5434 Same
9 -3.2541 3.3129 Same
10 -3.9464 2.6778 Same
15 -2.4352 2.7123 Same
20 -2.1710 2.9170 Same
Table A.190: Sign Test Comparison - EV vs. OM1 - Design 5, Distribution 5
Error Replications Count p-value Conclusion
WP
2 6 0.942 EV
3 8 0.748 Same
4 8 0.748 Same
5 12 0.132 Same
6 11 0.252 Same
7 8 0.748 Same
8 11 0.252 Same
9 8 0.748 Same
10 9 0.588 Same
15 11 0.252 Same
20 10 0.412 Same
SP
2 14 0.021 OM1
3 11 0.252 Same
4 14 0.021 OM1
5 7 0.868 Same
6 11 0.252 Same
7 11 0.252 Same
8 11 0.252 Same
9 11 0.252 Same
10 9 0.588 Same
15 9 0.588 Same
20 10 0.412 Same
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Table A.191: Paired-t Comparison - EV vs. OM1 - Design 5, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 165.7989 260.7828 EV
3 165.3824 255.9888 EV
4 103.2299 254.4636 EV
5 168.5848 270.7543 EV
6 197.1217 259.3920 EV
7 200.5234 271.1251 EV
8 229.0784 261.7030 EV
9 154.0546 268.2778 EV
10 201.8990 256.4459 EV
15 192.5573 252.1845 EV
20 230.0741 269.8483 EV
SP
2 38.0611 61.7858 EV
3 63.8900 90.2174 EV
4 65.1619 102.7844 EV
5 80.6512 108.1429 EV
6 78.1784 101.3931 EV
7 79.6672 99.4518 EV
8 80.0730 93.5976 EV
9 89.8150 112.9839 EV
10 82.4709 100.8212 EV
15 85.9409 105.2125 EV
20 91.4060 103.9536 EV
Table A.192: Sign Test Comparison - EV vs. OM1 - Design 5, Distribution 13
Error Replications Count p-value Conclusion
WP
2 0 1.000 EV
3 1 1.000 EV
4 2 1.000 EV
5 1 1.000 EV
6 0 1.000 EV
7 1 1.000 EV
8 0 1.000 EV
9 1 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 0 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.193: Paired-t Comparison - EV vs. OM1 - Design 6, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 2.0273 20.3197 EV
3 12.1937 20.6467 EV
4 9.5207 24.1614 EV
5 17.5568 24.0282 EV
6 15.4469 22.0531 EV
7 15.5790 22.2444 EV
8 14.8848 22.0336 EV
9 18.5783 24.7895 EV
10 19.7039 24.6226 EV
15 20.6391 24.1916 EV
20 21.6909 24.2083 EV
SP
2 1.3018 4.0782 EV
3 1.7881 3.4695 EV
4 2.5438 3.8648 EV
5 2.5848 3.6269 EV
6 2.7740 4.0213 EV
7 2.8537 4.1345 EV
8 3.4035 4.4714 EV
9 3.1984 4.2127 EV
10 3.0661 3.8795 EV
15 3.1631 4.1431 EV
20 3.2946 3.9837 EV
Table A.194: Sign Test Comparison - EV vs. OM1 - Design 6, Distribution 1
Error Replications Count p-value Conclusion
WP
2 3 0.999 EV
3 0 1.000 EV
4 2 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 1 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 5 0.979 EV
3 1 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.195: Paired-t Comparison - EV vs. OM1 - Design 6, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -53.2920 37.8529 Same
3 -8.8302 23.8389 Same
4 -47.5587 35.5553 Same
5 -7.3213 21.7958 Same
6 -10.0226 11.7649 Same
7 3.1920 28.6185 Same
8 -18.8296 14.9291 Same
9 -1.9854 24.3241 Same
10 5.7523 21.1841 EV
15 -5.4164 17.2124 Same
20 8.0609 21.3128 EV
SP
2 -21.3873 -6.5206 OM1
3 -11.3347 -3.1914 OM1
4 -6.6919 0.5721 Same
5 -4.6303 0.5865 Same
6 -4.0217 0.5616 Same
7 -3.0220 1.2778 Same
8 -1.1626 1.5012 Same
9 -2.4945 0.7284 Same
10 -1.7433 1.1265 Same
15 -1.0358 2.2236 Same
20 -0.6263 1.9200 Same
Table A.196: Sign Test Comparison - EV vs. OM1 - Design 6, Distribution 5
Error Replications Count p-value Conclusion
WP
2 8 0.748 Same
3 9 0.588 Same
4 7 0.868 Same
5 6 0.942 EV
6 9 0.588 Same
7 2 1.000 EV
8 10 0.412 Same
9 6 0.942 EV
10 5 0.979 EV
15 5 0.979 EV
20 3 0.999 EV
SP
2 17 0.000 OM1
3 17 0.000 OM1
4 14 0.021 OM1
5 13 0.058 OM1
6 13 0.058 OM1
7 13 0.058 OM1
8 9 0.588 Same
9 14 0.021 OM1
10 7 0.868 Same
15 12 0.132 Same
20 10 0.412 Same
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Table A.197: Paired-t Comparison - EV vs. OM1 - Design 6, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 96.2334 440.8385 EV
3 354.0721 558.5624 EV
4 338.2019 588.5731 EV
5 416.8831 587.9346 EV
6 416.4759 573.6778 EV
7 440.7703 579.1335 EV
8 433.9851 564.6054 EV
9 489.8309 626.7046 EV
10 499.0746 623.3828 EV
15 548.1055 624.5917 EV
20 540.0832 607.0541 EV
SP
2 55.5360 112.3372 EV
3 62.7802 99.0277 EV
4 75.9515 103.5087 EV
5 78.1376 101.6731 EV
6 77.5325 104.5101 EV
7 83.2271 110.9537 EV
8 90.1758 112.1568 EV
9 88.6607 111.1849 EV
10 85.9001 106.5394 EV
15 86.0270 105.4424 EV
20 87.6821 102.9528 EV
Table A.198: Sign Test Comparison - EV vs. OM1 - Design 6, Distribution 13
Error Replications Count p-value Conclusion
WP
2 3 0.999 EV
3 0 1.000 EV
4 1 1.000 EV
5 1 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 0 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.199: Paired-t Comparison - EV vs. OM1 - Design 7, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 0.0922 4.5118 EV
3 0.9040 4.0167 EV
4 0.3074 3.9562 EV
5 0.5293 4.4845 EV
6 1.1527 4.3276 EV
7 1.3266 3.4665 EV
8 0.9336 3.3077 EV
9 1.1274 3.8394 EV
10 2.6729 3.7142 EV
15 2.3807 3.5888 EV
20 2.2965 3.5195 EV
SP
2 0.1828 2.6196 EV
3 1.5870 3.0888 EV
4 2.0021 3.6454 EV
5 2.5210 3.8851 EV
6 2.5654 3.8262 EV
7 2.1886 3.6557 EV
8 2.6667 3.8426 EV
9 2.7132 3.9666 EV
10 2.3174 3.2962 EV
15 3.2337 3.8364 EV
20 3.1557 3.8811 EV
Table A.200: Sign Test Comparison - EV vs. OM1 - Design 7, Distribution 1
Error Replications Count p-value Conclusion
WP
2 5 0.979 EV
3 4 0.994 EV
4 5 0.979 EV
5 3 0.999 EV
6 3 0.999 EV
7 2 1.000 EV
8 4 0.994 EV
9 3 0.999 EV
10 0 1.000 EV
15 0 1.000 EV
20 1 1.000 EV
SP
2 7 0.868 Same
3 1 1.000 EV
4 2 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.201: Paired-t Comparison - EV vs. OM1 - Design 7, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -10.6979 21.9496 Same
3 -21.8626 9.0221 Same
4 -8.5815 17.7468 Same
5 -23.6361 1.8534 Same
6 -25.4671 2.1986 Same
7 -17.5823 5.4649 Same
8 -12.1903 5.8634 Same
9 -15.9691 2.8806 Same
10 -11.6266 3.4995 Same
15 -12.6788 0.3138 Same
20 -3.3276 5.8426 Same
SP
2 -29.2700 1.3728 Same
3 -21.4909 -2.7255 OM1
4 -11.4527 3.8301 Same
5 -7.4199 5.8835 Same
6 -4.8163 7.7381 Same
7 -10.7808 4.0903 Same
8 -9.8168 -0.2221 OM1
9 -7.6686 2.1209 Same
10 -6.1594 4.1114 Same
15 -5.3321 2.2076 Same
20 -7.4339 -0.6885 OM1
Table A.202: Sign Test Comparison - EV vs. OM1 - Design 7, Distribution 5
Error Replications Count p-value Conclusion
WP
2 7 0.868 Same
3 11 0.252 Same
4 7 0.868 Same
5 14 0.021 OM1
6 11 0.252 Same
7 10 0.412 Same
8 10 0.412 Same
9 13 0.058 OM1
10 12 0.132 Same
15 14 0.021 OM1
20 8 0.748 Same
SP
2 11 0.252 Same
3 14 0.021 OM1
4 11 0.252 Same
5 11 0.252 Same
6 11 0.252 Same
7 11 0.252 Same
8 14 0.021 OM1
9 15 0.006 OM1
10 12 0.132 Same
15 12 0.132 Same
20 14 0.021 OM1
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Table A.203: Paired-t Comparison - EV vs. OM1 - Design 7, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 23.1171 87.8225 EV
3 41.4911 101.3028 EV
4 13.5983 84.2567 EV
5 57.2552 103.1730 EV
6 56.8358 98.7463 EV
7 62.2188 98.7250 EV
8 47.6509 85.8831 EV
9 70.7870 99.3372 EV
10 82.1951 99.2936 EV
15 74.6319 89.2743 EV
20 71.3868 90.1656 EV
SP
2 54.8153 80.4336 EV
3 70.0271 93.2986 EV
4 72.8727 99.8898 EV
5 81.5435 98.4486 EV
6 83.4557 98.3137 EV
7 85.1724 102.1037 EV
8 90.3111 107.6270 EV
9 85.5167 100.2069 EV
10 85.5212 95.8610 EV
15 91.8882 102.6800 EV
20 94.7989 105.2885 EV
Table A.204: Sign Test Comparison - EV vs. OM1 - Design 7, Distribution 13
Error Replications Count p-value Conclusion
WP
2 3 0.999 EV
3 1 1.000 EV
4 4 0.994 EV
5 2 1.000 EV
6 1 1.000 EV
7 2 1.000 EV
8 2 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 0 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.205: Paired-t Comparison - EV vs. OM1 - Design 8, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -4.1607 8.8072 Same
3 5.3406 11.0063 EV
4 7.5989 10.2287 EV
5 7.6337 10.2624 EV
6 9.0036 11.1068 EV
7 8.0440 10.6533 EV
8 8.7421 10.7745 EV
9 7.8262 10.2157 EV
10 8.7084 10.8545 EV
15 8.9330 10.9724 EV
20 9.0705 10.4567 EV
SP
2 1.4488 4.1164 EV
3 2.3872 3.8141 EV
4 2.6396 3.5456 EV
5 2.8184 3.7925 EV
6 2.7260 3.3771 EV
7 3.2622 3.9546 EV
8 3.1019 3.8476 EV
9 3.2484 4.0830 EV
10 3.4734 4.0618 EV
15 3.1757 3.8872 EV
20 3.4659 4.0351 EV
Table A.206: Sign Test Comparison - EV vs. OM1 - Design 8, Distribution 1
Error Replications Count p-value Conclusion
WP
2 5 0.979 EV
3 2 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 1 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.207: Paired-t Comparison - EV vs. OM1 - Design 8, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -52.1256 18.8318 Same
3 -20.7686 13.5287 Same
4 -30.8090 13.2973 Same
5 -14.9426 9.1323 Same
6 -13.3325 8.4761 Same
7 -9.7765 8.6835 Same
8 -18.7393 6.4059 Same
9 -8.7093 8.0129 Same
10 -4.2765 10.2292 Same
15 -9.1421 1.7156 Same
20 -4.9581 3.0586 Same
SP
2 -24.3241 -4.5174 OM1
3 -12.1580 -1.0932 OM1
4 -7.7608 2.4633 Same
5 -4.9710 1.3927 Same
6 -6.9177 -0.6318 OM1
7 -3.1533 1.6077 Same
8 -3.3940 3.2330 Same
9 -2.8019 1.8154 Same
10 -2.9005 2.5782 Same
15 -1.3588 2.7409 Same
20 -1.4084 2.6841 Same
Table A.208: Sign Test Comparison - EV vs. OM1 - Design 8, Distribution 5
Error Replications Count p-value Conclusion
WP
2 8 0.748 Same
3 11 0.252 Same
4 11 0.252 Same
5 8 0.748 Same
6 9 0.588 Same
7 9 0.588 Same
8 10 0.412 Same
9 7 0.868 Same
10 8 0.748 Same
15 10 0.412 Same
20 11 0.252 Same
SP
2 16 0.001 OM1
3 14 0.021 OM1
4 12 0.132 Same
5 11 0.252 Same
6 15 0.006 OM1
7 10 0.412 Same
8 11 0.252 Same
9 11 0.252 Same
10 11 0.252 Same
15 10 0.412 Same
20 7 0.868 Same
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Table A.209: Paired-t Comparison - EV vs. OM1 - Design 8, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -46.9162 208.1845 Same
3 164.5731 250.4065 EV
4 225.7233 265.2253 EV
5 224.2010 272.1496 EV
6 237.5648 279.2732 EV
7 216.8456 253.5093 EV
8 242.9024 285.3054 EV
9 220.2925 258.8332 EV
10 226.2083 272.3399 EV
15 245.3390 272.3137 EV
20 238.1279 275.5154 EV
SP
2 62.5117 111.5644 EV
3 74.3135 100.7883 EV
4 79.5140 95.7578 EV
5 81.3935 99.9132 EV
6 82.3715 93.6883 EV
7 91.0640 105.0558 EV
8 84.5445 99.0184 EV
9 91.0244 105.7672 EV
10 91.9760 104.9743 EV
15 85.5627 97.1863 EV
20 91.9074 103.8228 EV
Table A.210: Sign Test Comparison - EV vs. OM1 - Design 8, Distribution 13
Error Replications Count p-value Conclusion
WP
2 4 0.994 EV
3 1 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 0 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.211: Paired-t Comparison - EV vs. OM1 - Design 9, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 0.1449 20.6514 EV
3 11.8912 21.3577 EV
4 10.8228 21.7583 EV
5 18.3210 24.1721 EV
6 18.2418 26.1637 EV
7 17.9993 23.8975 EV
8 19.3680 24.3315 EV
9 21.3799 25.0934 EV
10 22.3602 25.1514 EV
15 24.0512 25.8461 EV
20 23.5877 25.8358 EV
SP
2 2.4939 4.4533 EV
3 2.6929 4.2174 EV
4 3.5334 4.7082 EV
5 3.2014 4.0627 EV
6 3.2868 4.1906 EV
7 3.4646 4.3798 EV
8 3.4693 4.4053 EV
9 3.4630 4.1921 EV
10 3.4203 4.0459 EV
15 3.5058 3.9732 EV
20 3.5430 4.0744 EV
Table A.212: Sign Test Comparison - EV vs. OM1 - Design 9, Distribution 1
Error Replications Count p-value Conclusion
WP
2 2 1.000 EV
3 2 1.000 EV
4 2 1.000 EV
5 0 1.000 EV
6 1 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 0 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.213: Paired-t Comparison - EV vs. OM1 - Design 9, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -68.9406 25.1948 Same
3 -16.9136 18.2794 Same
4 -23.4390 21.2322 Same
5 2.5158 23.1687 Same
6 -2.3056 22.9995 Same
7 1.6732 26.2527 EV
8 1.9579 17.0116 EV
9 1.4808 21.1016 EV
10 11.6439 26.5402 EV
15 11.4010 23.7263 EV
20 10.4061 19.8674 EV
SP
2 -10.6594 -2.4280 OM1
3 -7.5784 -1.1186 OM1
4 -1.9974 2.6046 Same
5 -2.6824 0.4318 Same
6 -1.3982 2.4040 Same
7 0.1015 2.7829 EV
8 -0.9616 2.9353 Same
9 0.2736 3.2655 EV
10 0.5286 3.0783 EV
15 -0.5313 1.9160 Same
20 1.3648 3.1615 EV
Table A.214: Sign Test Comparison - EV vs. OM1 - Design 9, Distribution 5
Error Replications Count p-value Conclusion
WP
2 8 0.748 Same
3 9 0.588 Same
4 7 0.868 Same
5 7 0.868 Same
6 4 0.994 EV
7 4 0.994 EV
8 5 0.979 EV
9 7 0.868 Same
10 3 0.999 EV
15 1 1.000 EV
20 1 1.000 EV
SP
2 17 0.000 OM1
3 16 0.001 OM1
4 10 0.412 Same
5 12 0.132 Same
6 10 0.412 Same
7 7 0.868 Same
8 8 0.748 Same
9 8 0.748 Same
10 6 0.942 EV
15 10 0.412 Same
20 1 1.000 EV
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Table A.215: Paired-t Comparison - EV vs. OM1 - Design 9, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 121.1398 495.1217 EV
3 339.6678 548.7103 EV
4 352.1239 550.1627 EV
5 457.3374 595.9603 EV
6 488.7038 634.5021 EV
7 486.6681 598.7887 EV
8 503.4978 622.9819 EV
9 556.3395 638.3007 EV
10 556.4501 625.6290 EV
15 586.8016 627.0710 EV
20 598.3061 645.6642 EV
SP
2 73.8258 116.3000 EV
3 75.4923 107.8230 EV
4 89.4063 113.7801 EV
5 86.5546 109.4907 EV
6 85.1837 104.5791 EV
7 89.4300 109.5426 EV
8 91.9801 112.2935 EV
9 89.6871 105.1090 EV
10 88.7440 102.5682 EV
15 92.3123 104.2611 EV
20 90.6681 102.7681 EV
Table A.216: Sign Test Comparison - EV vs. OM1 - Design 9, Distribution 13
Error Replications Count p-value Conclusion
WP
2 2 1.000 EV
3 2 1.000 EV
4 1 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 0 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.217: Paired-t Comparison - EV vs. OM2 - Design 1, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -8.6751 2.0006 Same
3 -4.3690 0.3794 Same
4 -7.4455 0.9263 Same
5 1.5335 3.4856 EV
6 -0.4790 2.8371 Same
7 -0.1627 2.8455 Same
8 -0.3240 3.8647 Same
9 -1.0232 2.5519 Same
10 1.7106 3.7990 Same
15 -0.5781 1.9471 Same
20 -0.1258 2.7972 Same
SP
2 -0.8711 1.0852 Same
3 -0.4671 1.7453 Same
4 -0.2467 2.1567 Same
5 -0.5364 1.0050 Same
6 0.1705 1.6399 EV
7 0.2364 1.6668 EV
8 0.1986 1.9645 EV
9 0.2841 2.0485 EV
10 0.9501 2.0815 EV
15 1.5864 3.4338 EV
20 2.2004 3.4622 EV
Table A.218: Sign Test Comparison - EV vs. OM2 - Design 1, Distribution 1
Error Replications Count p-value Conclusion
WP
2 11 0.252 Same
3 12 0.132 Same
4 11 0.252 Same
5 4 0.994 EV
6 7 0.868 Same
7 5 0.979 EV
8 7 0.868 Same
9 8 0.748 Same
10 2 1.000 EV
15 9 0.588 Same
20 4 0.994 EV
SP
2 12 0.132 Same
3 7 0.868 Same
4 9 0.588 Same
5 10 0.412 Same
6 5 0.979 EV
7 5 0.979 EV
8 5 0.979 EV
9 4 0.994 EV
10 2 1.000 EV
15 4 0.994 EV
20 0 1.000 EV
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Table A.219: Paired-t Comparison - EV vs. OM2 - Design 1, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -79.2713 4.3833 Same
3 -54.0375 -3.1651 OM2
4 -76.4845 7.9967 Same
5 -44.9790 9.3405 Same
6 -40.2683 5.5758 Same
7 -19.5734 3.3985 Same
8 -35.0962 -1.0838 Same
9 -31.5678 5.4601 Same
10 -19.5023 5.3365 Same
15 -23.9465 -3.6505 Same
20 -18.4229 1.2718 Same
SP
2 -10.4712 20.7918 Same
3 -22.9025 12.5377 Same
4 -3.1587 19.1082 Same
5 -13.5933 11.6333 Same
6 -19.7341 4.5653 Same
7 -14.3004 7.5136 Same
8 -21.3371 1.3713 Same
9 -21.6624 3.6557 Same
10 -18.6704 1.4873 Same
15 -15.6052 1.2513 Same
20 -5.7936 6.5689 Same
Table A.220: Sign Test Comparison - EV vs. OM2 - Design 1, Distribution 5
Error Replications Count p-value Conclusion
WP
2 12 0.132 Same
3 14 0.021 OM2
4 12 0.132 Same
5 9 0.588 Same
6 12 0.132 Same
7 12 0.132 Same
8 14 0.021 OM2
9 15 0.006 OM2
10 10 0.412 Same
15 15 0.006 OM2
20 14 0.021 OM2
SP
2 13 0.058 OM2
3 8 0.748 Same
4 5 0.979 EV
5 7 0.868 Same
6 11 0.252 Same
7 12 0.132 Same
8 12 0.132 Same
9 13 0.058 OM2
10 11 0.252 Same
15 14 0.021 OM2
20 10 0.412 Same
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Table A.221: Paired-t Comparison - EV vs. OM2 - Design 1, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -159.2408 35.0014 Same
3 -28.6133 47.2970 Same
4 -69.9004 70.6079 Same
5 29.0919 81.5937 EV
6 26.8955 76.0319 EV
7 24.8069 75.9485 EV
8 25.6563 75.2379 EV
9 26.1250 82.4019 EV
10 56.1800 92.5171 EV
15 34.8024 75.7017 EV
20 39.3289 78.1584 EV
SP
2 22.4549 60.7528 EV
3 37.7712 74.0375 EV
4 58.7480 96.8100 EV
5 50.0090 80.0921 EV
6 62.2963 85.7204 EV
7 60.2283 84.8086 EV
8 63.3384 78.4352 EV
9 63.6565 83.1023 EV
10 75.9785 92.7090 EV
15 77.1563 102.0171 EV
20 81.3802 100.7429 EV
Table A.222: Sign Test Comparison - EV vs. OM2 - Design 1, Distribution 13
Error Replications Count p-value Conclusion
WP
2 10 0.412 Same
3 6 0.942 EV
4 7 0.868 Same
5 2 1.000 EV
6 5 0.979 EV
7 3 0.999 EV
8 2 1.000 EV
9 1 1.000 EV
10 1 1.000 EV
15 1 1.000 EV
20 1 1.000 EV
SP
2 1 1.000 EV
3 1 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.223: Paired-t Comparison - EV vs. OM2 - Design 2, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -3.4419 4.2498 Same
3 0.3688 7.3154 EV
4 1.8943 7.5419 EV
5 -1.7729 8.7083 Same
6 -1.0803 7.8785 Same
7 -5.4958 7.5697 Same
8 -2.3315 8.2176 Same
9 3.0646 7.9351 EV
10 3.5494 9.3564 EV
15 2.1704 8.4790 EV
20 8.2541 10.6603 EV
SP
2 -0.2793 1.2943 Same
3 -0.1921 1.2302 Same
4 -0.3719 0.8964 Same
5 0.3432 1.8837 EV
6 1.2352 3.0345 EV
7 2.0002 4.6845 EV
8 1.3141 3.1299 EV
9 1.4572 3.1199 EV
10 1.9280 3.8062 EV
15 2.4675 3.7873 EV
20 2.5125 3.5344 EV
Table A.224: Sign Test Comparison - EV vs. OM2 - Design 2, Distribution 1
Error Replications Count p-value Conclusion
WP
2 8 0.748 Same
3 6 0.942 EV
4 4 0.994 EV
5 2 1.000 EV
6 5 0.979 EV
7 5 0.979 EV
8 4 0.994 EV
9 1 1.000 EV
10 3 0.999 EV
15 3 0.999 EV
20 0 1.000 EV
SP
2 8 0.748 Same
3 7 0.868 Same
4 10 0.412 Same
5 3 0.999 EV
6 2 1.000 EV
7 1 1.000 EV
8 2 1.000 EV
9 3 0.999 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.225: Paired-t Comparison - EV vs. OM2 - Design 2, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -54.6074 12.9673 Same
3 -25.6020 4.3374 Same
4 -32.4951 11.7725 Same
5 -41.8301 6.6733 Same
6 -43.2989 3.1059 Same
7 -54.8174 9.9754 Same
8 -47.1762 9.3639 Same
9 -54.2614 -2.1651 OM2
10 -37.6813 3.4819 Same
15 -44.6356 -12.1456 OM2
20 -22.0342 -3.1179 OM2
SP
2 -6.4319 30.3543 Same
3 -4.7710 22.4632 Same
4 -6.8460 13.5406 Same
5 -0.5958 13.1808 Same
6 -0.8610 10.1391 Same
7 -1.6899 10.7556 Same
8 -0.9698 9.7138 Same
9 -5.0554 6.4960 Same
10 -0.3965 9.4099 Same
15 -7.6307 -0.6073 OM2
20 -2.3655 4.7989 Same
Table A.226: Sign Test Comparison - EV vs. OM2 - Design 2, Distribution 5
Error Replications Count p-value Conclusion
WP
2 13 0.058 OM2
3 11 0.252 Same
4 12 0.132 Same
5 12 0.132 Same
6 14 0.021 OM2
7 10 0.412 Same
8 12 0.132 Same
9 15 0.006 OM2
10 12 0.132 Same
15 17 0.000 OM2
20 15 0.006 OM2
SP
2 4 0.994 EV
3 4 0.994 EV
4 4 0.994 EV
5 5 0.979 EV
6 6 0.942 EV
7 7 0.868 Same
8 7 0.868 Same
9 9 0.588 Same
10 7 0.868 Same
15 15 0.006 OM2
20 7 0.868 Same
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Table A.227: Paired-t Comparison - EV vs. OM2 - Design 2, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 28.6388 161.8541 EV
3 39.8528 154.3943 EV
4 129.9640 237.7573 EV
5 67.6947 251.0607 EV
6 94.0520 234.5178 EV
7 -38.8185 183.6647 Same
8 44.6246 247.5692 EV
9 147.2260 229.3026 EV
10 85.1342 225.9435 EV
15 69.7907 234.7913 EV
20 193.2100 260.1993 EV
SP
2 33.0161 65.4671 EV
3 35.7283 76.6812 EV
4 43.8272 66.4636 EV
5 52.5947 83.5690 EV
6 70.7345 100.0879 EV
7 74.8917 115.6298 EV
8 64.3982 97.8720 EV
9 68.9908 91.7631 EV
10 81.3853 107.0485 EV
15 82.2812 112.1345 EV
20 84.3848 100.5111 EV
Table A.228: Sign Test Comparison - EV vs. OM2 - Design 2, Distribution 13
Error Replications Count p-value Conclusion
WP
2 5 0.979 EV
3 4 0.994 EV
4 1 1.000 EV
5 1 1.000 EV
6 2 1.000 EV
7 3 0.999 EV
8 2 1.000 EV
9 0 1.000 EV
10 3 0.999 EV
15 2 1.000 EV
20 1 1.000 EV
SP
2 1 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.229: Paired-t Comparison - EV vs. OM2 - Design 3, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -5.0590 16.2645 Same
3 -20.4830 14.4852 Same
4 -0.0016 17.7006 Same
5 9.2121 18.2627 EV
6 8.2461 20.3226 EV
7 9.7762 16.6971 EV
8 0.5883 20.3186 EV
9 11.4305 21.1615 EV
10 13.0823 21.7798 EV
15 18.2957 24.2431 EV
20 18.2554 24.1296 EV
SP
2 -0.6209 0.6551 Same
3 0.6706 2.7007 EV
4 0.6352 2.3573 EV
5 1.1946 3.0864 EV
6 1.3695 3.0953 EV
7 1.7676 3.0607 EV
8 2.0766 3.4025 EV
9 1.7228 2.8435 EV
10 2.3226 3.3257 EV
15 2.5551 3.2520 EV
20 2.8487 3.6911 EV
Table A.230: Sign Test Comparison - EV vs. OM2 - Design 3, Distribution 1
Error Replications Count p-value Conclusion
WP
2 5 0.979 EV
3 5 0.979 EV
4 5 0.979 EV
5 2 1.000 EV
6 2 1.000 EV
7 0 1.000 EV
8 3 0.999 EV
9 3 0.999 EV
10 1 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 8 0.748 Same
3 5 0.979 EV
4 2 1.000 EV
5 4 0.994 EV
6 2 1.000 EV
7 1 1.000 EV
8 0 1.000 EV
9 1 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.231: Paired-t Comparison - EV vs. OM2 - Design 3, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -18.3488 22.6944 Same
3 -126.9091 49.8020 Same
4 -128.5670 -2.2398 OM2
5 -50.3333 4.2677 Same
6 -51.9059 -1.9916 OM2
7 -30.1079 6.5670 Same
8 -72.5484 12.0343 Same
9 -37.6057 3.2400 Same
10 -27.9879 8.0851 Same
15 -15.4916 8.3332 Same
20 -7.4613 16.3784 Same
SP
2 -9.0313 29.4006 Same
3 -3.3869 14.8224 Same
4 -3.1000 12.1069 Same
5 -7.0058 6.7706 Same
6 -5.4911 7.1583 Same
7 -3.6523 7.3210 Same
8 -2.4533 6.1230 Same
9 -3.3554 3.4767 Same
10 -5.1105 2.1966 Same
15 -3.5864 0.7388 Same
20 -1.9528 1.5747 Same
Table A.232: Sign Test Comparison - EV vs. OM2 - Design 3, Distribution 5
Error Replications Count p-value Conclusion
WP
2 12 0.132 Same
3 10 0.412 Same
4 15 0.006 OM2
5 11 0.252 Same
6 13 0.058 OM2
7 11 0.252 Same
8 10 0.412 Same
9 12 0.132 Same
10 12 0.132 Same
15 11 0.252 Same
20 11 0.252 Same
SP
2 5 0.979 EV
3 7 0.868 Same
4 7 0.868 Same
5 10 0.412 Same
6 8 0.748 Same
7 8 0.748 Same
8 7 0.868 Same
9 10 0.412 Same
10 11 0.252 Same
15 12 0.132 Same
20 9 0.588 Same
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Table A.233: Paired-t Comparison - EV vs. OM2 - Design 3, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -89.7287 356.8283 Same
3 -276.4987 350.4788 Same
4 147.1992 434.9554 EV
5 279.6036 452.8056 EV
6 290.5070 538.3043 EV
7 265.6940 426.1282 EV
8 162.5728 494.6936 EV
9 355.9069 538.8990 EV
10 352.3187 544.6519 EV
15 469.9286 580.5525 EV
20 454.8770 582.1367 EV
SP
2 20.1783 43.7228 EV
3 41.9979 94.2874 EV
4 50.3613 87.4377 EV
5 54.9972 89.9732 EV
6 57.8085 93.2423 EV
7 67.7659 98.7802 EV
8 74.0810 96.3265 EV
9 61.3946 78.5646 EV
10 79.8827 101.4860 EV
15 77.1124 95.8898 EV
20 85.1470 104.4884 EV
Table A.234: Sign Test Comparison - EV vs. OM2 - Design 3, Distribution 13
Error Replications Count p-value Conclusion
WP
2 4 0.994 EV
3 5 0.979 EV
4 1 1.000 EV
5 0 1.000 EV
6 1 1.000 EV
7 0 1.000 EV
8 2 1.000 EV
9 0 1.000 EV
10 2 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 1 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.235: Paired-t Comparison - EV vs. OM2 - Design 4, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 2.2501 6.3876 EV
3 3.9167 7.3355 EV
4 2.6921 5.7861 EV
5 3.9498 6.4228 EV
6 3.8751 6.1703 EV
7 3.5717 5.4564 EV
8 3.2868 6.1327 EV
9 2.6611 4.6973 EV
10 3.0996 5.3432 EV
15 3.1296 5.1959 EV
20 3.1355 4.3423 EV
SP
2 -0.8915 0.9147 Same
3 -0.1889 0.7965 Same
4 -0.5371 0.7492 Same
5 0.3269 1.3446 EV
6 0.9005 2.7765 EV
7 1.3344 2.9879 EV
8 1.6871 3.2508 EV
9 1.5911 2.6944 EV
10 1.9749 3.3546 EV
15 2.4234 3.8667 EV
20 2.2297 3.2132 EV
Table A.236: Sign Test Comparison - EV vs. OM2 - Design 4, Distribution 1
Error Replications Count p-value Conclusion
WP
2 2 1.000 EV
3 1 1.000 EV
4 2 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 1 1.000 EV
8 2 1.000 EV
9 1 1.000 EV
10 1 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 13 0.058 OM2
3 7 0.868 Same
4 11 0.252 Same
5 3 0.999 EV
6 3 0.999 EV
7 2 1.000 EV
8 0 1.000 EV
9 1 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.237: Paired-t Comparison - EV vs. OM2 - Design 4, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -46.2974 13.5726 Same
3 -18.4561 17.9577 Same
4 -16.0613 12.0114 Same
5 -10.1493 14.7255 Same
6 -15.5454 7.5254 Same
7 -15.4546 7.1360 Same
8 -11.2519 8.2256 Same
9 -21.2640 0.4110 Same
10 -16.5648 1.4940 Same
15 -13.1528 4.6459 Same
20 -11.1571 2.6073 Same
SP
2 -6.4791 24.0198 Same
3 -1.7645 21.0244 Same
4 -23.1257 3.5038 Same
5 -15.7062 4.2401 Same
6 -8.0201 6.6030 Same
7 -4.1452 8.4839 Same
8 -10.1625 2.6574 Same
9 -12.7543 -0.3612 OM2
10 -8.3674 5.1738 Same
15 -7.3255 4.7405 Same
20 -3.6707 4.1976 Same
Table A.238: Sign Test Comparison - EV vs. OM2 - Design 4, Distribution 5
Error Replications Count p-value Conclusion
WP
2 11 0.252 Same
3 10 0.412 Same
4 11 0.252 Same
5 8 0.748 Same
6 8 0.748 Same
7 9 0.588 Same
8 9 0.588 Same
9 14 0.021 OM2
10 13 0.058 OM2
15 7 0.868 Same
20 11 0.252 Same
SP
2 7 0.868 Same
3 8 0.748 Same
4 11 0.252 Same
5 10 0.412 Same
6 9 0.588 Same
7 10 0.412 Same
8 11 0.252 Same
9 14 0.021 OM2
10 13 0.058 OM2
15 10 0.412 Same
20 10 0.412 Same
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Table A.239: Paired-t Comparison - EV vs. OM2 - Design 4, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -0.4558 82.4848 Same
3 61.0562 98.6070 EV
4 47.1948 89.7044 EV
5 77.4647 103.6320 EV
6 46.8092 87.4923 EV
7 48.9760 87.5262 EV
8 28.8510 75.7379 EV
9 67.8790 93.9904 EV
10 59.7310 94.1698 EV
15 56.4187 89.5333 EV
20 79.1070 95.3624 EV
SP
2 30.6475 61.0595 EV
3 47.1193 65.0435 EV
4 55.7472 73.7371 EV
5 68.5364 80.6304 EV
6 67.8578 91.5554 EV
7 70.8722 94.2661 EV
8 73.4998 96.0910 EV
9 71.5772 91.3340 EV
10 78.0562 92.2871 EV
15 88.1878 105.8610 EV
20 83.5268 94.2169 EV
Table A.240: Sign Test Comparison - EV vs. OM2 - Design 4, Distribution 13
Error Replications Count p-value Conclusion
WP
2 4 0.994 EV
3 0 1.000 EV
4 2 1.000 EV
5 0 1.000 EV
6 1 1.000 EV
7 2 1.000 EV
8 2 1.000 EV
9 0 1.000 EV
10 1 1.000 EV
15 1 1.000 EV
20 0 1.000 EV
SP
2 0 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.241: Paired-t Comparison - EV vs. OM2 - Design 5, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 5.7677 11.1599 EV
3 3.9484 9.7354 EV
4 2.3717 9.8142 EV
5 4.6906 11.2922 EV
6 5.4611 9.7127 EV
7 7.2454 11.5343 EV
8 7.1818 9.6681 EV
9 5.1603 9.9853 EV
10 8.1545 10.8302 EV
15 6.6463 10.5688 EV
20 8.7735 10.7136 EV
SP
2 -1.3451 0.0429 Same
3 0.3154 1.4866 EV
4 0.6752 2.3768 EV
5 1.5848 3.3362 EV
6 1.7671 3.0381 EV
7 1.9902 2.9518 EV
8 2.0610 2.8443 EV
9 2.4828 3.7643 EV
10 2.3387 3.2622 EV
15 2.6389 3.7511 EV
20 3.1786 3.7962 EV
Table A.242: Sign Test Comparison - EV vs. OM2 - Design 5, Distribution 1
Error Replications Count p-value Conclusion
WP
2 1 1.000 EV
3 1 1.000 EV
4 2 1.000 EV
5 1 1.000 EV
6 2 1.000 EV
7 1 1.000 EV
8 0 1.000 EV
9 2 1.000 EV
10 0 1.000 EV
15 1 1.000 EV
20 0 1.000 EV
SP
2 13 0.058 OM2
3 5 0.979 EV
4 5 0.979 EV
5 1 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.243: Paired-t Comparison - EV vs. OM2 - Design 5, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -9.7231 45.3802 Same
3 -24.8579 21.8490 Same
4 -27.3348 17.8609 Same
5 -34.4609 7.6830 Same
6 -18.8554 9.2407 Same
7 -10.1097 15.1813 Same
8 -27.8040 3.7066 Same
9 -13.8900 11.2567 Same
10 -14.1585 5.0842 Same
15 -18.3793 4.2384 Same
20 -6.9571 8.6255 Same
SP
2 -26.4955 20.7299 Same
3 -9.2874 15.4777 Same
4 -3.1366 9.4513 Same
5 0.2536 13.9505 EV
6 -10.1460 4.0089 Same
7 -5.7419 4.4054 Same
8 -6.2182 2.0132 Same
9 -3.8350 4.5240 Same
10 -5.4502 2.7360 Same
15 -3.5562 2.0247 Same
20 -2.8376 1.4688 Same
Table A.244: Sign Test Comparison - EV vs. OM2 - Design 5, Distribution 5
Error Replications Count p-value Conclusion
WP
2 6 0.942 EV
3 8 0.748 Same
4 8 0.748 Same
5 12 0.132 Same
6 8 0.748 Same
7 6 0.942 EV
8 12 0.132 Same
9 8 0.748 Same
10 12 0.132 Same
15 10 0.412 Same
20 8 0.748 Same
SP
2 9 0.588 Same
3 7 0.868 Same
4 8 0.748 Same
5 6 0.942 EV
6 12 0.132 Same
7 12 0.132 Same
8 11 0.252 Same
9 12 0.132 Same
10 13 0.058 OM2
15 9 0.588 Same
20 11 0.252 Same
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Table A.245: Paired-t Comparison - EV vs. OM2 - Design 5, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 165.7228 261.3846 EV
3 165.7336 254.4903 EV
4 105.7766 256.6250 EV
5 167.2434 271.0341 EV
6 196.0540 258.9346 EV
7 200.2157 271.4411 EV
8 228.4449 261.8413 EV
9 152.8864 267.5062 EV
10 201.1504 256.8212 EV
15 189.4806 252.0514 EV
20 230.5717 271.4953 EV
SP
2 25.0102 41.9903 EV
3 52.0236 73.8470 EV
4 57.0099 90.3971 EV
5 72.8220 97.7527 EV
6 71.7388 92.8701 EV
7 74.2969 93.6541 EV
8 75.2291 87.7645 EV
9 84.9039 107.6507 EV
10 78.2103 96.2580 EV
15 84.5549 104.0385 EV
20 89.9452 103.2430 EV
Table A.246: Sign Test Comparison - EV vs. OM2 - Design 5, Distribution 13
Error Replications Count p-value Conclusion
WP
2 0 1.000 EV
3 1 1.000 EV
4 2 1.000 EV
5 1 1.000 EV
6 0 1.000 EV
7 1 1.000 EV
8 0 1.000 EV
9 1 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 0 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.247: Paired-t Comparison - EV vs. OM2 - Design 6, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 1.9117 20.2687 EV
3 12.1750 20.7057 EV
4 9.5994 24.1847 EV
5 17.7605 24.1482 EV
6 15.2782 21.8066 EV
7 15.6656 22.3190 EV
8 14.8984 22.0322 EV
9 18.4806 24.8428 EV
10 19.8387 24.6426 EV
15 20.6580 24.2569 EV
20 21.5976 24.0492 EV
SP
2 -1.3844 0.3518 Same
3 0.4768 1.5287 EV
4 1.2840 2.3648 EV
5 1.6815 2.6061 EV
6 1.9993 3.1501 EV
7 2.2041 3.3612 EV
8 2.7968 3.8087 EV
9 2.7201 3.6464 EV
10 2.6455 3.4224 EV
15 2.9101 3.8590 EV
20 3.0852 3.8096 EV
Table A.248: Sign Test Comparison - EV vs. OM2 - Design 6, Distribution 1
Error Replications Count p-value Conclusion
WP
2 3 0.999 EV
3 0 1.000 EV
4 2 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 1 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 11 0.252 Same
3 5 0.979 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.249: Paired-t Comparison - EV vs. OM2 - Design 6, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -54.1910 37.0410 Same
3 -8.5717 24.6076 Same
4 -47.9670 33.6135 Same
5 -8.6510 21.0575 Same
6 -10.1469 12.8353 Same
7 3.9159 30.1664 EV
8 -18.5501 17.0272 Same
9 -1.1229 26.0792 Same
10 6.1607 22.7111 EV
15 -7.4835 16.2570 Same
20 6.8445 21.8947 EV
SP
2 -44.2127 -7.5687 OM2
3 -27.4292 -2.5387 OM2
4 -13.9045 2.2892 Same
5 -14.3410 1.6969 Same
6 -11.0404 1.1704 Same
7 -8.4385 1.7248 Same
8 -8.2570 -0.6692 OM2
9 -6.1648 0.8354 Same
10 -6.4303 0.0124 Same
15 -1.7130 1.0068 Same
20 -3.1180 0.6716 Same
Table A.250: Sign Test Comparison - EV vs. OM2 - Design 6, Distribution 5
Error Replications Count p-value Conclusion
WP
2 9 0.588 Same
3 8 0.748 Same
4 7 0.868 Same
5 8 0.748 Same
6 8 0.748 Same
7 1 1.000 EV
8 10 0.412 Same
9 6 0.942 EV
10 5 0.979 EV
15 7 0.868 Same
20 3 0.999 EV
SP
2 14 0.021 OM2
3 15 0.006 OM2
4 12 0.132 Same
5 12 0.132 Same
6 12 0.132 Same
7 13 0.058 OM2
8 15 0.006 OM2
9 12 0.132 Same
10 14 0.021 OM2
15 11 0.252 Same
20 11 0.252 Same
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Table A.251: Paired-t Comparison - EV vs. OM2 - Design 6, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 96.7858 440.5401 EV
3 353.4212 558.0768 EV
4 337.4082 590.3425 EV
5 418.4285 588.5744 EV
6 417.1367 576.2066 EV
7 439.9828 578.6659 EV
8 437.6056 567.8148 EV
9 490.0334 626.0593 EV
10 500.2742 625.1865 EV
15 545.2439 622.5022 EV
20 539.0287 606.4549 EV
SP
2 32.9882 69.2990 EV
3 47.6581 75.4684 EV
4 63.2652 86.4206 EV
5 68.1981 88.7395 EV
6 69.1403 93.8393 EV
7 75.9867 101.3692 EV
8 83.0907 103.8464 EV
9 82.8422 104.4227 EV
10 80.3612 99.7571 EV
15 82.2852 101.0313 EV
20 85.1490 99.5380 EV
Table A.252: Sign Test Comparison - EV vs. OM2 - Design 6, Distribution 13
Error Replications Count p-value Conclusion
WP
2 3 0.999 EV
3 0 1.000 EV
4 1 1.000 EV
5 1 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 0 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.253: Paired-t Comparison - EV vs. OM2 - Design 7, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 1.3703 5.5249 EV
3 1.4278 4.4597 EV
4 0.6165 4.3131 EV
5 0.8968 4.7219 EV
6 1.4168 4.5938 EV
7 1.5136 3.6772 EV
8 1.1675 3.4895 EV
9 1.1518 3.9220 EV
10 2.7701 3.8233 EV
15 2.6112 3.6959 EV
20 2.3183 3.5560 EV
SP
2 -1.4442 0.0703 Same
3 0.1380 1.4207 EV
4 0.9924 2.4143 EV
5 1.6512 2.8619 EV
6 1.8512 3.0207 EV
7 1.6588 3.0230 EV
8 2.1123 3.3584 EV
9 2.2447 3.4214 EV
10 1.9501 2.9396 EV
15 3.0367 3.5698 EV
20 2.9686 3.7655 EV
Table A.254: Sign Test Comparison - EV vs. OM2 - Design 7, Distribution 1
Error Replications Count p-value Conclusion
WP
2 3 0.999 EV
3 4 0.994 EV
4 4 0.994 EV
5 2 1.000 EV
6 3 0.999 EV
7 2 1.000 EV
8 4 0.994 EV
9 3 0.999 EV
10 0 1.000 EV
15 0 1.000 EV
20 1 1.000 EV
SP
2 10 0.412 Same
3 7 0.868 Same
4 2 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 1 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.255: Paired-t Comparison - EV vs. OM2 - Design 7, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -1.5154 33.4325 Same
3 -18.5239 13.2623 Same
4 -6.7772 22.1405 Same
5 -21.6241 4.3747 Same
6 -23.8505 4.4929 Same
7 -17.6415 8.2144 Same
8 -9.5621 8.2727 Same
9 -15.8021 4.7145 Same
10 -11.0781 5.8900 Same
15 -10.2158 2.3892 Same
20 -2.8709 6.4770 Same
SP
2 -42.7810 7.5269 Same
3 -18.8670 5.2578 Same
4 -9.0890 7.1248 Same
5 -12.0513 5.8435 Same
6 -6.5375 5.2872 Same
7 -10.9870 4.6267 Same
8 -8.7039 0.8007 Same
9 -8.2184 -0.5450 OM2
10 -7.2507 3.3048 Same
15 -6.1714 2.1854 Same
20 -8.1257 -1.0882 OM2
Table A.256: Sign Test Comparison - EV vs. OM2 - Design 7, Distribution 5
Error Replications Count p-value Conclusion
WP
2 6 0.942 EV
3 11 0.252 Same
4 7 0.868 Same
5 12 0.132 Same
6 11 0.252 Same
7 10 0.412 Same
8 9 0.588 Same
9 11 0.252 Same
10 10 0.412 Same
15 13 0.058 OM2
20 6 0.942 EV
SP
2 10 0.412 Same
3 11 0.252 Same
4 7 0.868 Same
5 9 0.588 Same
6 11 0.252 Same
7 9 0.588 Same
8 12 0.132 Same
9 13 0.058 OM2
10 11 0.252 Same
15 12 0.132 Same
20 15 0.006 OM2
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Table A.257: Paired-t Comparison - EV vs. OM2 - Design 7, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 44.3465 103.5424 EV
3 49.3047 107.9290 EV
4 23.0899 87.3628 EV
5 61.9402 106.4000 EV
6 61.1446 102.9056 EV
7 64.1145 102.4513 EV
8 50.5379 88.6180 EV
9 72.6542 100.3769 EV
10 83.0035 101.8591 EV
15 75.9602 91.8741 EV
20 72.7214 90.4177 EV
SP
2 33.7805 49.4836 EV
3 54.9523 74.1642 EV
4 62.0340 85.5389 EV
5 72.2877 89.1088 EV
6 75.7420 90.2627 EV
7 79.0730 94.1450 EV
8 83.3146 99.7183 EV
9 80.4973 94.6545 EV
10 80.7633 90.8742 EV
15 89.2893 100.6285 EV
20 91.9070 102.8269 EV
Table A.258: Sign Test Comparison - EV vs. OM2 - Design 7, Distribution 13
Error Replications Count p-value Conclusion
WP
2 2 1.000 EV
3 1 1.000 EV
4 4 0.994 EV
5 1 1.000 EV
6 1 1.000 EV
7 2 1.000 EV
8 2 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 0 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.259: Paired-t Comparison - EV vs. OM2 - Design 8, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -2.2702 9.8225 Same
3 6.0689 11.6607 EV
4 8.1156 10.6848 EV
5 7.9579 10.5781 EV
6 9.2735 11.3842 EV
7 8.1806 10.7481 EV
8 8.9239 10.9947 EV
9 8.0637 10.5129 EV
10 8.8873 11.0648 EV
15 8.9875 11.0107 EV
20 9.0602 10.4130 EV
SP
2 -1.4269 0.2616 Same
3 0.3857 1.5470 EV
4 1.3034 2.0458 EV
5 1.8072 2.6018 EV
6 1.9025 2.4434 EV
7 2.5065 3.1376 EV
8 2.5140 3.1486 EV
9 2.6426 3.4103 EV
10 2.9723 3.5016 EV
15 2.8757 3.5848 EV
20 3.2742 3.8838 EV
Table A.260: Sign Test Comparison - EV vs. OM2 - Design 8, Distribution 1
Error Replications Count p-value Conclusion
WP
2 5 0.979 EV
3 2 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 14 0.021 OM2
3 5 0.979 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.261: Paired-t Comparison - EV vs. OM2 - Design 8, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -39.6418 29.2058 Same
3 -13.2727 21.2172 Same
4 -27.6016 17.2951 Same
5 -12.8071 12.2101 Same
6 -10.4815 11.8769 Same
7 -7.2312 10.2331 Same
8 -17.4101 8.3501 Same
9 -8.1379 8.6491 Same
10 -3.4160 11.1668 Same
15 -9.1260 2.7567 Same
20 -5.2680 3.3657 Same
SP
2 -42.3957 -12.8290 OM2
3 -31.8310 -3.1373 OM2
4 -17.6046 -1.5884 OM2
5 -11.8671 1.0203 Same
6 -15.5835 -2.7694 OM2
7 -10.9015 -1.4889 OM2
8 -7.4791 0.0294 Same
9 -6.9479 0.1651 Same
10 -6.5303 -0.3639 OM2
15 -4.5706 1.1109 Same
20 -3.1587 0.8817 Same
Table A.262: Sign Test Comparison - EV vs. OM2 - Design 8, Distribution 5
Error Replications Count p-value Conclusion
WP
2 7 0.868 Same
3 6 0.942 EV
4 8 0.748 Same
5 6 0.942 EV
6 9 0.588 Same
7 8 0.748 Same
8 8 0.748 Same
9 7 0.868 Same
10 7 0.868 Same
15 10 0.412 Same
20 11 0.252 Same
SP
2 16 0.001 OM2
3 13 0.058 OM2
4 15 0.006 OM2
5 13 0.058 OM2
6 14 0.021 OM2
7 15 0.006 OM2
8 12 0.132 Same
9 15 0.006 OM2
10 13 0.058 OM2
15 12 0.132 Same
20 12 0.132 Same
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Table A.263: Paired-t Comparison - EV vs. OM2 - Design 8, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -2.4078 234.6349 Same
3 176.4491 260.9307 EV
4 232.2032 272.4497 EV
5 231.1237 278.0202 EV
6 240.3105 281.6876 EV
7 220.4243 257.2052 EV
8 243.6004 287.4151 EV
9 222.2219 260.2743 EV
10 228.0442 274.8922 EV
15 247.0854 273.6711 EV
20 238.9056 277.8431 EV
SP
2 35.9196 66.2037 EV
3 55.3714 76.2995 EV
4 65.4989 78.9159 EV
5 69.9678 85.8850 EV
6 72.1565 82.4851 EV
7 82.2147 95.9248 EV
8 76.7362 90.3134 EV
9 84.3245 98.2534 EV
10 85.8788 97.8249 EV
15 81.8905 93.1185 EV
20 89.0427 100.5834 EV
Table A.264: Sign Test Comparison - EV vs. OM2 - Design 8, Distribution 13
Error Replications Count p-value Conclusion
WP
2 3 0.999 EV
3 1 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 0 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.265: Paired-t Comparison - EV vs. OM2 - Design 9, Distribution 1
Error Replications Paired-t Confidence Interval Conclusion
WP
2 3.4936 23.5546 EV
3 12.9664 22.2870 EV
4 11.5840 22.3653 EV
5 18.7920 24.5901 EV
6 18.5853 26.3559 EV
7 18.2487 24.1325 EV
8 19.6605 24.6052 EV
9 21.6017 25.2851 EV
10 22.6578 25.3259 EV
15 24.1193 25.9746 EV
20 23.6744 25.9586 EV
SP
2 -1.6125 -0.5790 OM2
3 0.3936 1.5489 EV
4 1.8118 2.8279 EV
5 1.9538 2.7083 EV
6 2.2581 3.0942 EV
7 2.5832 3.4164 EV
8 2.7082 3.5658 EV
9 2.8236 3.4804 EV
10 2.8550 3.4376 EV
15 3.1193 3.6082 EV
20 3.2361 3.7843 EV
Table A.266: Sign Test Comparison - EV vs. OM2 - Design 9, Distribution 1
Error Replications Count p-value Conclusion
WP
2 2 1.000 EV
3 2 1.000 EV
4 2 1.000 EV
5 0 1.000 EV
6 1 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 18 0.000 OM2
3 5 0.979 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Table A.267: Paired-t Comparison - EV vs. OM2 - Design 9, Distribution 5
Error Replications Paired-t Confidence Interval Conclusion
WP
2 -64.8835 42.5646 Same
3 -7.3784 26.0522 Same
4 -18.0763 27.0721 Same
5 6.5622 26.5557 EV
6 0.6673 26.4362 EV
7 4.3461 27.4507 EV
8 3.9738 19.5121 EV
9 3.6102 21.4931 EV
10 11.6916 27.4298 EV
15 13.2377 25.0281 EV
20 11.0983 20.9674 EV
SP
2 -72.5056 -40.7397 OM2
3 -36.5611 -17.2602 OM2
4 -24.5334 -9.1674 OM2
5 -17.9777 -6.5923 OM2
6 -13.9795 -5.7492 OM2
7 -9.3472 -2.4714 OM2
8 -8.5112 -1.6871 OM2
9 -5.0783 0.6473 Same
10 -6.5166 -1.1333 OM2
15 -3.7868 0.0320 Same
20 -1.8811 0.1081 Same
Table A.268: Sign Test Comparison - EV vs. OM2 - Design 9, Distribution 5
Error Replications Count p-value Conclusion
WP
2 6 0.942 EV
3 5 0.979 EV
4 7 0.868 Same
5 6 0.942 EV
6 4 0.994 EV
7 4 0.994 EV
8 4 0.994 EV
9 5 0.979 EV
10 2 1.000 EV
15 1 1.000 EV
20 2 1.000 EV
SP
2 18 0.000 OM2
3 19 0.000 OM2
4 16 0.001 OM2
5 16 0.001 OM2
6 16 0.001 OM2
7 16 0.001 OM2
8 14 0.021 OM2
9 13 0.058 OM2
10 15 0.006 OM2
15 12 0.132 EV
20 15 0.006 OM2
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Table A.269: Paired-t Comparison - EV vs. OM2 - Design 9, Distribution 13
Error Replications Paired-t Confidence Interval Conclusion
WP
2 179.6890 548.7617 EV
3 362.8529 563.6973 EV
4 365.6821 560.1141 EV
5 463.8380 602.9592 EV
6 494.0403 637.7421 EV
7 491.0046 602.8586 EV
8 507.1832 627.0178 EV
9 558.5094 640.8128 EV
10 560.2092 627.4725 EV
15 588.2841 627.4296 EV
20 598.8936 647.4131 EV
SP
2 39.5910 64.2984 EV
3 53.8743 77.8019 EV
4 71.0658 91.5207 EV
5 72.6022 92.3253 EV
6 73.9302 90.8603 EV
7 79.6718 97.4472 EV
8 83.2521 101.2781 EV
9 81.7767 96.1727 EV
10 81.4186 94.1384 EV
15 87.5570 98.8346 EV
20 87.1901 98.8522 EV
Table A.270: Sign Test Comparison - EV vs. OM2 - Design 9, Distribution 13
Error Replications Count p-value Conclusion
WP
2 1 1.000 EV
3 1 1.000 EV
4 1 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
SP
2 0 1.000 EV
3 0 1.000 EV
4 0 1.000 EV
5 0 1.000 EV
6 0 1.000 EV
7 0 1.000 EV
8 0 1.000 EV
9 0 1.000 EV
10 0 1.000 EV
15 0 1.000 EV
20 0 1.000 EV
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Appendix B. Blue Dart
Test and Evaluation (T&E) is a crucial part of the Defense Acquisition Management
System. T&E needs to provide accurate and relevant assessments of system per-
formance and provide early identification of deficiencies which allow for corrective
actions to take place. However, limited budgets impact the amount of test that can
occur. The ability for T&E to provide statistical assertions is greatly impacted by any
forced reduction in the T&E effort. Experimental design methods seek to improve
the efficiency and effectiveness of TE in austere budgetary environments.
Design of Experiments (DOE) is a systematic methodology to plan, conduct,
and analyze an experiment in a more efficient and effective manner by maximizing
the insights gained in system performance for the effort expended in experimental, or
test, resources expended. The DoD has all but mandated the use of DOE throughout
the acquisition developmental and operational life cycle.
DOE is not, however, without limitations, especially when few experimental
replications are used, which is often the case in Air Force T&E. DOE is often limited
with experimental runs cannot be accomplished in the ideal, randomized fashion, a
situation known as restricted randomization. A split-plot experimental design is used,
and analyzed, when the restricted randomization situation arises.
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