Abstract-Two-stage problem of stochastic convex programming with fuzzy probability distribution is studied in this paper. Multicut L-shaped algorithm is proposed to solve the problem based on the fuzzy cutting and the minimax rule. Theorem of the convergence for the algorithm is proved. Finally, a numerical example about two-stage convex recourse problem shows the essential character and the efficiency.
Introduction
Stochastic programming is an important class of mathematical programming with random parameters, and has been widely applied to various fields such as economic management and optimization control [1] . Two-stage stochastic programming is a kind of mathematical programming where the decision variables and the decision process can be decomposed into two stages based on random parameters are observed before and after the specific value.
Stochastic linear programming as a basic issue has been studied widely, and many research results have been reported. In [2] , two-stage problem of stochastic linear programming and the basic algorithm were first proposed and applied to the linear optimal control problem. Since then, a large variety of algorithms including Benders decomposition [2] [3] , stochastic decomposition [4] , subgradient decomposition [5] [6] , nested decomposition [7] , and disjunctive decomposition [8] for the two-stage stochastic linear programming had been developed. Among these methods, Benders decomposition also called the L-shaped method has become the main approach to deal with stochastic programming problems.
The theories and algorithms obtained before on stochastic linear programming all are based on a hypothesis that the probability distributions of random parameters have completely information. However, in many situations, due to lack of the date, the probability of a random event is not fully known, and need to get an approximate range with the help of experts' experience. Recently, model of the stochastic linear program with fuzzy probability distribution was proposed in [9] , and the modified L-shaped algorithm was presented to solve the model. Stochastic convex programming is an important class of stochastic nonlinear program and has more widely application than stochastic linear programming [10] . As a result, stochastic convex programming with fuzzy probability distribution will have more useful in many practical situations. In this paper, two-stage stochastic convex programming with fuzzy probability distribution and the solving method are studied, a numerical example shows the essential character and the efficiency. 
Two-stage stochastic convex programming under fuzzy probability distribution
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When the random variable obeys fuzzy probability distribution, the scope of i p is as follows [9] 1
where 1 2 , , ,
denotes the vagueness level, and the level
expresses the DM credibility degree of the partial information on probability distribution. The fuzzy probability distributions results in that mathematical expectation [ 
then (1) can be expressed as follows
where ( , )
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I. MULTICUT L-SHAPED ALGORITHM
The problem (4) is equivalent to:
where 
and
The standard L-shaped algorithm for solving above problem can be designed under outer linearization (see e.g. [9] ). Suppose that 1 2 ( , , , ) (5) can be replaced by the following (7)
. ,
because of each constrain in (5) corresponds to N constraints in (7) . The multicut L-shaped algorithm is defined as follows:
, and 0 x is given. S1. Set 1 k k , solve the following master problem:
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be an optimal solution of problem (8) . Note that if no constraint (a4) is present for
T is set equal to f , 
is an optimal solution. 
Theorem of convergence for the algorithm Proposition 1.
In the algorithm, constraint set (a3) is finite.
Proof The proof of this proposition is the same to the standard L-shaped algorithm (see e.g. [2] i Q x Z . Proof By the duality theory (see e.g. [11] ), it holds that
We know from the convexity of ( , )
is a linear support of ( , )
i Q x Z . Theorem. Suppose that the algorithm generates an infinite sequence of 1 ( , , , )
is the limit point of an arbitrary subsequence 1 ( , , , )
, and for each , i
is an optimal solution of problem (7) , x is an optimal solution of problem (4) .
Proof Since the number of the constraints of type (a3) is finite, we have that j k x K for j k sufficiently large. We also know K is closed convex set, then x K .By known, for each , i
lim( ) 0
is a feasible solution of problem (7) .
On the other hand, if x is optimal solution to the minimax problem(4), but not necessarily an optimal solution in iteration j k , then
By continuity of the convex function we have that
then, for a certain value 1 2 ( , , , )
is an optimal solution to problem (7) , and x is an optimal solution to problem(4).
Numerical example
Consider the following two-stage stochastic convex programming t (8, 8, 7, 7, 8, 5, 6, 8, 5) Where obj.val refers to the objective value, 1 9 ( , , ) t t t "
is the vector on the number of iterations of each scenario.
Conclusion
Two-stage stochastic convex programming with fuzzy probability distribution is proposed in this paper. The multicut L-shaped algorithm for solving the problem is presented, and the theorem of convergence is given. Finally, a numerical test example demonstrates the essential character and the efficiency of the algorithm.
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