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Abstract
This paper is devoted to the computation of statistical characteristics of
the response of discrete vibration systems with a random external excitation.
The excitation can act at multiple points and is modeled by a time-shifted
random process and its derivatives up to the second order. Statistical charac-
teristics of the response are given by expansions as to the correlation length
of a weakly correlated random process which is used in the excitation model.
As the main result analytic expressions of some integrals involved in the ex-
pansion terms are derived.
1 Introduction
Mathematical modeling of real-world vibration systems (e. g. vehicles moving on
a rough guideway, rotating generator shafts excited by random fluctuations of the
generator torque) results in a system of ordinary differential equations (ODE) con-
taining random parameters. For a linear system with n degrees of freedom (DOF)
and a random external excitation we get
Ap¨+Bp˙+Cp = f(t, ω) (1)
with the initial conditions p(t0) = p0 , p˙(t0) = p1 . Thereby the n-dimensional
vector p contains the response variables, A,B,C are n× n matrices and f(., ω) is a
n-dimensional random vector function representing the random excitation terms.
In the case of vehicle vibrations we have to model time-shifted excitations by the
road irregularities at multiple points of the vehicle suspension (spring and damper
combinations). This can be done assuming the right hand side of (1) to have the
representation
f(t, ω) =
2∑
l=0
Plfˆ
(l)(t, ω) (2)
with fˆ(t, ω) = (g(t+ τ1, ω), . . . , g(t+ τr, ω), 0, . . . , 0)
τ ,
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where Pl, l = 0, 1, 2, are real n × n matrices, τp, p = 1, . . . , r, r ≤ n, are the time
shifts and g(t, ω) denotes the time dependent random road profile.
Since the right hand side of (1) contains random terms (which are explained in
Section 2) the response p is a random function, too. Section 3 deals with the problem
of computation of statistical characteristics (such as mean, variance, correlation and
spectral density function) of the random response p = p(t, ω) to given characteristics
of the random excitation term f = f(t, ω). For the solution of that problem we use
an expansion method presented in [5, 6] from where the ideas and the notations are
taken. For a modified expansion method see [7]. Section 4 investigates the analytic
representation of some integrals involved in the expansion coefficients. With the
help of such representations (computer) time expensive numerical integration can
be avoided. They allow the treatment of random vibration systems with larger
numbers of DOF.
For numerical results for linear and nonlinear vehicle vibrations we refer to [6, 10, 9]
and for linear torsional vibrations of a generator shaft to [11]. The case of an
excitation of vehicles by two correlated random tracks is considered in [1, 8]
2 Random Excitation
While the structure of the excitation term f on the right hand side of (1) is given
by (2) now the statistical properties of the random profile g(t, ω) are investigated.
In many applications weakly stationary random excitations (e.g. road profiles) are
modeled by random processes with a correlation function
Rgg(t) = E {g(s)g(s+ t)} = σ
2e−γ|t| , γ > 0, (3)
where E {.} denotes the expectation, and a corresponding spectral density
S(α) =
σ2
pi
γ
γ2 + α2
(see [2], [3], [4]). The correlation function (3) is not differentiable at t = 0, and
therefore these processes need not to be differentiable. Hence, processes of this type
are not suitable as excitations in (1) if derivatives of the excitations are included.
To obtain differentiable processes of a similar type the process g(t, ω) is expressed
by a integral functional of a weakly correlated and weakly stationary process hε(t, ω)
(see [5],[6])
g(t, ω) =
t∫
−∞
Q(t− u)hε(u, ω) du (4)
where Q(t) is a twice continuously differentiable function with
Q(0) = 0 , Q′(0) = 0 , Q′′(0) = 0.
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Further, Q(.) and its first and second derivative are assumed to be square-integrable.
Hence, the process g(t, ω) is twice continuously differentiable with an uniform rep-
resentation of the process and its derivatives,
g(l)(t, ω) =
t∫
−∞
Q(l)(t− u)hε(u, ω) du, l = 0, 1, 2.
The essential property of a weakly correlated function hε(s, ω) is that the influence
of the values of the function does not reach far. Values of the function at two points
do not correlate (are independent) if the distance of the two points exceeds the
correlation length ε. The quantity ε is assumed to be sufficiently small to apply
expansions as to ε for approximations of the distribution of linear functionals as (4)
(see [5]). For the correlation function we get the expansion
Rgg(t, s) = E {g(t)g(s)}
=
∫ t
−∞
∫ s
−∞
Q(t− u)Q(s− v)E {hε(u)hε(v)} du dv
= ε · a
∫ min(t,s)
−∞
Q(t− u)Q(s− u) du+ o(ε). (5)
Here, a is the so-called intensity defined by
a = lim
ε↓0
1
ε
ε∫
−ε
E {hε(t)hε(t+ u)} du.
If the non-random kernel function in (4) is chosen as
Q(t) = Q0(t)e
−γt, γ > 0,
where for δ > 0
Q0(t) =


0 for t < 0
6
(
t
δ
)5
− 15
(
t
δ
)4
+ 10
(
t
δ
)3
for 0 ≤ t ≤ δ
1 for t > δ,
(6)
we get an excitation which is centered and wide-sense stationary with an auto-
correlation function for which the expansion (5) gives
Rgg(τ) = E {g(s)g(s+ t)}
= ε ·
(
a
2γ
e−γ|t| +O(δ)
)
+ o(ε)
≈ ε ·
a
2γ
e−γ|t| for ε, δ small.
This approximation of the correlation function corresponds to the model (3) if we
put σ2 = aε2γ . Therefore, this method can also be interpreted as a smoothing of the
3
correlation function (3) in a δ-neighbourhood of t = 0. The parameters of Q(t) can
be determined by comparison with results from measurements (see [6]).
As can be seen in the next Section, the response variables can be represented as sums
of integral functionals of weakly correlated functions as above in (4) with appropriate
kernel functions. Hence, the correlation function (as well as other characteristics)
of the response can be expanded as to ε in a similar way.
3 Linear Random Vibration Systems
Now we consider the solution of the linear system of second-order ODEs (1). By
forming the state vector z = (p˙,p)τ ∈ R2n the system (1) is transformed into a
system of 2n first-order ODEs
z˙(t) = Rz(t) +D
(
f(t, ω)
0
)
, z(t0) = z0, (7)
with 2n× 2n matrices
R = −
(
A O
O In
)−1 (
B C
−In O
)
and D =
(
A O
O In
)−1
,
where A is assumed to be regular, In denotes the n × n identity matrix and
z0 = (p1,p0)
τ .
We assume stability of the system (7), i.e. the eigenvalues of A have negative real
parts only. Furthermore, the eigenvalues are assumed to be simple. Then there
exists the decomposition
R = VΛV−1 with Λ = diag(λ1, . . . , λ2n), Reλi < 0, λi 6= λj,
for i, j = 1, . . . , 2n, i 6= j, and a 2n×2n-matrix V containing the eigenvectors of R.
By the substitution z = Vx the system (7) is transformed into a decoupled complex
system of first-order ODE
x˙(t) = Λx(t) + f˜(t, ω), x(t0) = x0 = V
−1z0, (8)
with f˜(t, ω) = V−1D
(
f(t, ω)
0
)
.
To study the statistical properties of the system response x(t, ω) in terms of sta-
tionary random vector processes we consider the so-called stationary solution of (8),
that is the solution for t0 → −∞. It is found to be
x(t, ω) =
t∫
−∞
eΛ(t−s)f˜(s, ω)ds. (9)
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Equation (9) can be used for the stochastic analysis of the response. For the response
mean we get E {x(t)} = 0. It is equal to the solution of the so-called averaged
problem, which is obtained from (8) by replacing the random input term f˜(t, ω) by
its (non-random) expectation E
{
f˜(t)
}
= 0.
For the evaluation of the variances and correlation functions we have to consider
the fluctuation x(t, ω)−E {x(t)} = x(t, ω)− 0. Substituting our excitation models
(2) and (4) we find for the i-th response variable and its first derivative x
(k)
i (t, ω),
i = 1, . . . 2n, k = 0, 1, (see [6])
x
(k)
i (t, ω) =
r∑
q=1
t+τq∫
−∞
G
(k)
iq (t− u+ τq)hε(u, ω)du, (10)
with the matrix function
G(k)(t) =
2∑
l=0
t∫
0
eΛ(t−v) P˜l Q
(l+k)(v)dv (11)
where P˜l = V
−1D
(
Pl O
O O
)
, l = 0, 1, 2. (12)
The right hand side of (10) is a sum of integral functionals of hε(s, ω) for which we
can apply the expansion (5) to find the following approximation of the correlation
function
R
x
(k1)
j1
x
(k2)
j2
(t1, t2) = E
{
x
(k1)
j1
x
(k2)
j2
}
= ε · R1
x
(k1)
j1
x
(k2)
j2
(t1, t2) + o(ε) (13)
where the first expansion term is found to be
R1
x
(k1)
j1
x
(k2)
j2
(t1, t2) = a
r∑
q1=1
r∑
q2=1
min(t1+τq1 ,t2+τq2 )∫
−∞
G
(k1)
j1q1
(t1 − u+ τq1)G
(k2)
j2q2
(t2 − u+ τq2)du
for k1, k2 = 0, 1 und j1, j2 = 1, ..., 2n and (.) denotes complex conjugate.
For t1 + τq1 ≤ t2 + τq2 we find for the integral
t1+τq1∫
−∞
G
(k1)
j1q1
(t1−u+τq1)G
(k2)
j2q2
(t2−u+τq2)du =
∞∫
0
G
(k1)
j1q1
(u)G
(k2)
j2q2
(t2+τq2−t1−τq1+u)du.
For t1 + τq1 ≥ t2 + τq2 follows
t2+τq2∫
−∞
G
(k1)
j1q1
(t1−u+τq1)G
(k2)
j2q2
(t2−u+τq2)du =
∞∫
0
G
(k1)
j1q1
(t1+τq1−t2−τq2+u)G
(k2)
j2q2
(u)du.
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From the last two equations it can be seen that the first expansion term in (13) is
a function of t = t2 − t1 only and can be represented by
R1
x
(k1)
j1
x
(k2)
j2
(t) = a
r∑
q1=1
r∑
q2=1
T
k1,k2
j1,j2 q1,q2
(t+ τq2 − τq1).
with
T
k1,k2
j1,j2 q1,q2
(t) =


∞∫
0
G
(k1)
j1q1
(u− t)G
(k2)
j2q2
(u)du for t ≤ 0
∞∫
0
G
(k1)
j1q1
(u)G
(k2)
j2q2
(u+ t)du for t ≥ 0.
(14)
The corresponding correlation function of the original system (7) can be found by
applying the inverse transformation. Using matrix notation we get
Rzz(t) = E {z(s)z
τ(s + t)} =
z=Vx
VRxx(t)V
∗.
Rzz(τ) contains the correlation functions for the response variables pi(t, ω) and its
first derivatives p˙i(t, ω), i = 1, . . . , n. Spectral density functions can be computed
applying the Fourier tranformation.
4 Computation of the matrix function G(k)(.)
For the approximation of the response correlation function using the expansion
method presented in the last Section the integrals in (14) have to be evaluated. These
integrals contain the product of two elements of the matrix functionG(k)(.), k = 0, 1.
Especially in the case of large systems numerical integation of these integral as well
as of the integral involved in G(k)(.) itself (see (11)) can be very time consuming.
Since the integrand of G(k)(.) contains a product of an exponential function and a
polynomial it is possible to derive analytic expressions for these integrals. Subse-
quently, for the case of the integral involved in G(k) this derivation is presented.
From (11) results
G(k)(t) =
2∑
l=0
t∫
0
eΛ(t−v) Q(l+k)(v) dv P˜l
=
2∑
l=0
F(l+k)(t)P˜l (15)
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where
F(l)(t) =
t∫
0
eΛ(t−v) Q(l)(v) dv, l = 0, . . . 3.
The matrices P˜l are given in (12) and
Q(t) = Q0(t)e
−γt,
with Q0(t) given in (6) which is a polynomial of degree 5 in [0, δ], δ > 0.
To evaluate F(l)(t), l = 0, . . . , 3 we consider the following decomposition
F(l)(t) =
t∫
0
eΛ(t−v) Q(l)(v) dv
= ηδ(t)
2F(l)(t, t) + (1− ηδ(t))
(
2F(l)(t, δ) +
1F(l)(t)
)
. (16)
Here, the function ηδ(t) is defined by
ηδ(t) :=


1 for δ ≥ t
0 for δ < t
, (17)
hence
(1− ηδ(t)) =


0 for δ ≥ t
1 for δ < t
.
Further (16) contains the complex diagonal matrix functions
1F(l)(t) =
t∫
δ
eΛ(t−v) Q(l)(v) dv (18)
2F(l)(t, β) =
β∫
0
eΛ(t−v) Q(l)(v) dv, (19)
with β = min(t, δ).
For the diagonal entries 1Fj(l)(t), j = 1, .., 2n, l = 0, . . . , 3, of the first function we
find
1Fj(l)(t) =
t∫
δ
eλj(t−v) Q(l)(v) dv
=
t∫
δ
eλj(t−v) (−γ)l e−γv dv
7
= (−γ)l eλjt
t∫
δ
e−(λj+γ) v dv
=


(−γ)l e−γ t (λj + γ)
−1
(
e(λj+γ) (t−δ) − 1
)
for λj 6= −γ
(−γ)l eλjt (t− δ) for λj = −γ.
(20)
For the matrix function 2F(l)(t, β), l = 0, . . . , 3, β = min(t, δ) we derive by l-fold
partial integration and using of Q(l)(0) = 0, l = 0, 1, 2,
2F(l)(t, β) =
β∫
0
eΛ(t−v) Q(l)(v) dv
= eΛt
β∫
0
e−Λv Q(l)(v) dv
= eΛt

e−ΛvQ(l−1)(v)∣∣∣β
0
−
β∫
0
−Λ e−Λv Q(l−1)(v) dv


= eΛt

e−ΛβQ(l−1)(β) +Λ
β∫
0
e−Λv Q(l−1)(v) dv


...
= eΛt

e−Λβ l∑
k=1
Λk−1 Q(l−k)(β) +Λl
β∫
0
e−Λv Q(v) dv

 . (21)
Since Q(t) is a product of an exponetial function and a polynomial in [0, δ] we derive
for the remaining integral in (21) for λj 6= −γ by 6-fold partial integration
β∫
0
e−λjv Q(v) dv =
β∫
0
e−(λj+γ)v Q0(v) dv
= − (λj + γ)
−1
e−(λj+γ)v Q0(v)
∣∣∣β
0
−
β∫
0
− (λj + γ)
−1
e−(λj+γ)v Q
(1)
0 (v) dv
...
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=
5∑
k=0
− (λj + γ)
−k−1
e−(λj+γ)v Q
(k)
0 (v)
∣∣∣β
0
+ (λj + γ)
−6
β∫
0
e−(λj+γ)v Q
(6)
0 (v) dv
= −e−(λj+γ)β (λj + γ)
−1
5∑
k=0
(λj + γ)
−k
Q
(k)
0 (β)
+ (λj + γ)
−1
5∑
k=3
(λj + γ)
−k
Q
(k)
0 (0), (22)
since Q
(6)
0 (v) ≡ 0 and Q
(p)
0 (0) = 0 for p = 0, 1, 2. In the case λj = −γ we have
β∫
0
e−λjv Q(v) dv =
β∫
0
e−(λj+γ)v Q0(v) dv
=
β∫
0
6
(
v
δ
)5
− 15
(
v
δ
)4
+ 10
(
v
δ
)3
dv
=
β6
δ5
−
3β5
δ4
+
10β4
4δ3
. (23)
Substitution of (21), (22), (23) into (19) and (20) into (18) leads to the analytic
representation of the matrix function F(l)(t) in (16) and it follows
Theorem 1
For the matrix function G(k), k = 0, 1, defined in (11) it holds
G(k)(t) =
2∑
l=0
F(l+k)(t)P˜l
with P˜l given in (12) and the diagonal matrix function
F(l)(t) = ηδ(t)
2F(l)(t, t) + (1− ηδ(t))
(
2F(l)(t, δ) +
1F(l)(t)
)
where the diagonal entries for j = 1, . . . , 2n are given by
1Fj(l)(t) =


(−γ)l e−γ t (λj + γ)
−1
(
e(λj+γ) (t−δ) − 1
)
for λj 6= −γ
(−γ)l eλjt (t− δ) for λj = −γ
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and
2Fj(l)(t, β) =


eλjt e−λjβ
l∑
k=1
λk−1j Q
(l−k)(β)
−eλj t λlj e
−(λj+γ)β
5∑
k=0
(λj + γ)
−k−1
Q
(k)
0 (β)
+eλjt λlj
5∑
k=3
(λj + γ)
−k−1
Q
(k)
0 (0) for λj 6= −γ
eλjt e−λjβ
l∑
k=1
λk−1j Q
(l−k)(β)
+eλjt λlj
(
β6
δ5
− 3β
5
δ4
+ 10β
4
4δ3
)
for λj = −γ
and ηδ(t) is defined in (17).
By means of this theorem an analytic expression of the stationary response variables
and its first derivatives given in (10) is available.
5 Conclusions
Expansions of statistical characteristics of the response of discrete vibration systems
with an external random excitation have been considered. A random process which
generates the time-shifted excitation at multiple points has been modeled by an
integral functional of a weakly correlated random process with a correlation length
ε. The expansions are given with respect to this correlation length for ε ↓ 0.
To avoid time expensive numerical integration the system of second order ODEs
has been transformed into complex first order system with a diagonal sytem matrix
by modal decompostion. Futher, analytic expressions of some integrals involved in
the expansion terms have been found. They allow the analytic representation of the
stationary response.
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