Abstract. Let j(n) denote the smallest positive integer m such that every sequence of m consecutive integers contains an integer prime to n. Let P n be
0.1. Introduction. Let n be a positive integer. Every sequence of n consecutive integers contains an a with (a, n) = 1. In [7] , Jacobsthal raised the question: For a given n, what is the smallest number m with the property that every sequence of m consecutive integers contains an a with (a, n) = 1? The Jacobsthal function j(n) is defined to be the smallest m with this property. Equivalently, it is the largest difference between consecutive terms in the sequence of integers relatively prime to n. For example, we have j(6) = 4, j(30) = 6. Trivially, one has j(n) ≤ n and Jacobsthal conjectured j(n) log n log 2 n 2 , where f (x) g(x) is understood to mean that there is a constant C such that |f (x)| ≤ Cg(x) for all x, and log k x is the iterated logarithm defined by log k x = log x, if k = 1, log(log k−1 x), if k > 1.
The best known upper bound, (0.1) j(n) log 2 n, is due to Iwaniec [6] . If m, n are both divisible by the same primes, then j(m) = j(n). Hence, in studying j(n), we can restrict our attention to n that are the product of distinct primes. In this paper, we consider the particular case when n is the product of the first k primes. Let P n denote the product of the first n primes and define h(n) = j(P n ).
Jacobsthal [7] , Kanold [9] , and Stevens [15] established upper bounds for h(n); Maier and Pomerance [11] and Pintz [12] have established lower bounds for h (n) . Exact values for h(n) have been previously calculated for n ≤ 24 [8] and are the unshaded entries in Table 1 . In this paper, we present an algorithm that enabled us to calculate h(n) for 25 ≤ k ≤ 49. These values appear as the shaded entries in Table 1 . In Figure 1 , we graph the exact values for h(n) versus A(n) (see (1.4) ), the main term of the best known asymptotic lower bound for h(n). In Figure 2 ,
we graph the ratio h(n)/A(n).
In Section 1, we review the upper and lower bounds that have been established for h(n) and present the connection between h(n) and the problem of determining large gaps between consecutive primes. In Section 2, we introduce killing sieves and relate them to h(n). In Section 3, we describe a bound that reduces the search space for finding a maximal (S n , k)-killing sieve. In Section 4, we describe the algorithm that permits an efficient calculation of h(n) using killing sieves. Upon first reading this section, one should follow the example in Section 5. In Section 6, we discuss our use of distributed computing and the technical details of our computation. At the end of the paper, we include data tables that determine a sequence of h(n) − 1 consecutive integers, each of which is divisible by one of the first n primes.
Notation. Finally, we list the following notations that are used throughout the paper: [1, z] = the set of positive integers ≤ z. p i denotes the ith prime. q i denotes the ith odd prime. S n = {q 1 , . . . , q n } is the set of the first n odd primes. P (x) is the product of the primes p ≤ x. P n is the product of the first n primes.
Bounds on h(n)
Though exact values for h(n) are difficult to compute, there has been extensive work done on establishing upper and lower bounds for h(n). Previous to the estimate in (0.1), Iwaniec [5] showed
Iwaniec's bound is proved using sieve theory. Using very elementary arguments, Kanold [9] proved h(n) ≤ 2 for all n and h(n) ≤ 2 √ n , if n ≥ e 50 . By elementary means, Stevens [15] proved for n ≥ 15 the stronger (for n > 4, 000, 000) bound
While considerably weaker asymptotically than (1.1), (1.2) provides an explicit constant.
The best lower bound for h(n) is due to Pintz [12] , improving on previous work of Maier and Pomerance [11] . Define P (x) to be the product of the primes less than or equal to x. Pintz proved
where γ ≈ .577216 is Euler's constant. Letting x = p n , the nth prime, we obtain
We define
A(n) represents the asymptotic lower bound function for h(n). We compare its values with those of h(n) in Figures 1 and 2 . Let J(x) = max n≤x j(n). Combining (1.3) with the approximation P (log x) ≈ x, [11, 12] established a similar lower bound for J(x). [12] showed that
For completeness, we mention that Maier and Pomerance have conjectured that
Lastly, we note that estimate (1.5) is then used by [11, 12] to establish the same lower bound as in (1.5) for the function
which measures the maximal gap between two consecutive primes with the smaller prime ≤ x. This connection with the maximal gaps between consecutive primes is a major motivation for the study of lower bounds for the Jacobsthal function. The lower bounds for h(n) established above are all based on sieve methods. In contrast, the strongest result proved algebraically without sieve methods is the much weaker result:
Proof. Let N = p 1 · · · p n−2 and = ±1. By the Chinese Remainder Theorem, we can find an integer x such that
with a gap of length 2p n−1 .
Killing sieves
We use the same notations as described at the end of the Introduction. Because P n , the product of the first n primes, grows exponentially as a function of n, it is impractical to determine h(n) for n > 20 by a brute-force search of the gaps between elements of Z * P n . To compute h(n) for n < 50, we employ a reduction, based on a generalization of an idea of J. Haugland [4] , that uses killing sieves. We note that algorithms similar in spirit were used by Gordon and Rodemich [3] to study admissible sets for the Prime k-tuples Conjecture. In this section, we define killing sieves and relate them to the function h(n). Definition 2.1. Let r ≥ k ≥ 0 be integers and let S = {t 1 , . . . , t r } be a set of primes. An S-sieve with k elements is a set T , where
and c j ∈ Z t i j is an equivalence class mod t i j , for j = 1, . . . , k. (6, 10) , (7, 6) , (8, 14) , (9, 12) , (10, 21) , (11, 30) , (12, 31) , (13, 33) , (14, 28) , (15, 13)} (the second entries come from the column for n = 19 in .1)). Then
Examples 2.4. (i) Let
is an (S, 0)-killing sieve of length z.
It is useful to reduce the problem of searching for an (S, k)-killing sieve to the problem of searching for an (S, k +1)-killing sieve. The following elementary lemma gives a specific case when we can do this reduction. We now define the function w(n) and relate it to the function h(n). Definition 2.7. For n ≥ 1, we define w(n) to be the maximal length of an S nkilling sieve, where S n is the set of the first n odd primes.
Proof. Let h = h(n + 1). We first show that h ≤ 2w(n) + 2. By definition of h, there is an integer b such that each term in the sequence
is divisible by one of the first n + 1 primes p i . If (b, P n+1 ) = 1 or (b + h, P n+1 ) = 1, the sequence in (2.2) would then be a subsequence of a longer sequence with the same property. As this would imply h(n + 1) > h, we must have (b, P n+1 ) = (b + h, P n+1 ) = 1. In particular, b is odd and h must be even. Thus, (2.2) gives an arithmetic sequence of odd integers
where each term is divisible by one of the odd primes p 2 , . . . , p n+1 . Let N = p 2 · · · p n+1 and choose β ∈ Z such that 2β ≡ 1 mod N . Then the sequence 
Hence there is an S n -killing sieve of length w. Since w ≤ w(n), we have h = 2w + 2 ≤ 2w(n) + 2. Conversely, if there is an S n -killing sieve of length w(n), these steps can be reversed to show h(n + 1) ≥ 2w(n) + 2. The proposition then follows.
Bounding a killing sieve
In this section, we establish a bound in Proposition 3.10 that gives an efficient means to search through all possible (S n , k)-killing sieves of maximal length. We use the same notations as described at the end of the Introduction and recall that S n = {q 1 , . . . , q n } is the set of the first n odd primes.
Let n ≥ 1 and assume T = { (i 1 , c 1 ) , . . . , (i r , c r )} is an S n -sieve for some r ≤ n. For a positive integer z, define:
and define
The number n j represents the number of integers in I j−1 that are in the congruence class c j mod q i j . By definition, z ≥ r j=1 n j . We can then use the sum to determine when T is an (S n , n − r)-sieve. We now prove a useful upper bound for the n j . The case i = 1 is due to J. Haugland [4] . 
Proof. (i)
which contradicts the hypothesis. The cases when i = 2, 3 are proved similarly. We now prove (ii). Let i = 5 and j > 2. Let y be the smallest element in I j−1 − I j . Assume n j > 6. Then there are positive integers t 6 
Either y + q i j or y + 2q i j is congruent to c 1 mod 3. Suppose y + 2q i j ≡ c 1 mod 3. Then t k ≡ 2 mod 3 for each k and we must have t 6 ≥ 9. If t 6 = 9, then {t 1 , . . . , t 6 } = {1, 3, 4, 6, 7, 9}. However, with this set of t k , since q i j = 5, the set S in (3.1) contains an element in each of the congruence classes {0, 1, 2, 3, 4} mod 5. This results in a contradiction as one of the terms y + t k q i j would not be an element of I 2 . Hence t 6 ≥ 10 and from (3.1), we have
which contradicts the hypothesis. An identical argument when y + q i j ≡ c 1 mod 3 also gives a contradiction. Hence, the initial assumption is wrong and n j ≤ 6. A similar argument proves (ii) for i = 4.
Remark 3.4. We note that the lemma can be generalized to i > 5, but these cases have not been useful for the calculation of h(n).
Definition 3.5. Let q, z be integers satisfying (z − 1) < 10q. We define m(q, z) = 1 + i, where i is the smallest natural number such that m i > (z − 1)/q. Definition 3.6. Define S n (z) to be the set of primes q ∈ S n with 10q ≤ z − 1. Define r n (z) = |S n (z)| and R n (z) = q∈S n (z) q. Later, we will need to use the following elementary lemma:
Lemma 3.8. Let n, z be given.
We now establish a fundamental bound that expedites the calculation of h(n). We first make the following definition.
We note that i ≥ k + 1 > r n (z) and thus the summand term m(q i , z) is defined. 
Proof. By definition, the (S n , i k − k)-killing sieve must consist of pairs (i j , c j ) for
Thus (3.2) is proved.
The algorithm
In this section, we describe an efficient algorithm for calculating w(n) by finding an S n -killing sieve of maximal length. We use the same notations as described at the end of the Introduction. Recall that S n = {q 1 , . . . , q n } is the set of the first n odd primes and that r n (z), R n (z) are defined in Definition 3.6.
Assume n ≥ 4. Suppose that T = { (i 1 , c 1 ) , . . . , (i n , c n )} is an S n -killing sieve of length z. By Remark 2.3(iv), there is an integer c with the property that the set T = { (1, c mod q 1 ) , . . . , (r n (z), c mod q r n (z) )} is a subset of T . We note that I r n (z) (T ) = I r n (z) (T ) and denote it by I r n (z) .
The elements of I r n (z) defined in (3.2) can then be identified with the units mod R n (z) in the sequence of integers 1 − c, . . . , z − c. Additionally, since we are ultimately trying to find a maximal S n -killing sieve, we can assume that c is also a unit mod R n (z). Assume 111 ≤ z ≤ n i=1 q i (in practice, the upper bound is always satisfied). By Lemma 3.8, we can assume z ≤ R n (z) and the terms of the sequence will be distinct mod R n (z).
In a naive brute-force algorithm to find T , one tries all possible c ∈ Z * R n (z) (which determines the subset T ) and congruence classes c j mod q i j , for r n (z) ≤ j ≤ n (which determines T \T ). However, this algorithm can be sharpened to permit a more efficient search. First, by Proposition 3.10, I r n (z) must satisfy
Otherwise, T cannot be extended to an S n -killing sieve of length z. Hence, one must choose c ∈ Z * R n (z) so that (4.1) is satisfied. Second, by Lemma 2.6, we can assume that T is an (S n , n − r)-killing sieve of length z with r n (z) ≤ r ≤ n and
for some integers i r n (z)+1 , . . . , i r satisfying r n (z) < i r n (z)+1 < . . . < i r ≤ n, and
by Proposition 3.10. Most choices of c, i j , and c j mod q i j do not satisfy (4.1) and (4.2), and can be discarded. Due to the reduced number of possible c, i j , and congruence classes c j mod q i j to consider, a modified brute-force search can successfully determine a maximal (S n , n − r)-killing sieve for n < 49, for some r. We now discuss how r and the i j for j > r n (z) are chosen. As there are fewer choices of parameters c j mod q i j in an (S n , h + 1)-killing sieve as compared to an (S n , h)-killing sieve, one would like to make this reduction whenever possible. We repeatedly make the reduction in the following case. Given an (S n , h)-killing sieve T , and two integers j, k with 0 < k < j ≤ n − h, suppose that no two of the elements of |I k (T )| lie in the same congruence class mod q i j (with i j as in (2.1)). Then (i j , c) ∈ T for some c. By Lemma 2.6,T = T \(i j , c) is an (S n , h + 1)-killing sieve in which i j does not appear as the first coordinate of any pair.
Combining these observations, we obtain an algorithm (detailed in Table 4 ) for determining the maximal length of an S n -killing sieve. The algorithm begins by searching for an S n -killing sieve of length z, where z is an initial value. If we assume that w(n − 1), the maximal length of an S n−1 -killing sieve, is known, one can begin with z ≥ w(n − 1) + 1 as w(n) ≥ w(n − 1) + 1. If the initial choice of z is too high, no S n -killing sieve of length z will be found. If an S n -killing sieve of length z is found, then the algorithm proceeds by finding an S n -killing sieves of increasing length until there is a z for which no S n -killing sieve of length z can be found. Then w(n) = z − 1 and h(n) = 2w(n) + 2.
The algorithm cycles through all possible c ∈ Z * R , where R = R n (z) (unless 105 ≤ z < 111). We note that as z increases, there are fewer possible choices of c and c i satisfying (4.1), (4.2) (see also the conditions in Steps 5 and 6c(iii) below). Hence, as long as R remains unchanged, the search runs progressively faster as z increases. If z increases and R changes, then the search slows down as the number of possible c that need to be examined in Step 4 increases.
Finally, we note that when z > R n (z) (which only occurs when z < 70 or 106 ≤ z ≤ 110), we can modify the algorithm by using the set {3, 5, 7, 11} in place of the set S n (z) and define r = 4, R = 1155 in lieu of r n (z), R n (z).
Example: Calculation of h(20)
In this section, we work out the details of the algorithm in Table 4 Starting with an initial value of z ≤ ω(n), the algorithm finds S nkilling sieves of increasing length z. w(n) is the final z for which an (S n , k)-killing sieve of length z can be successfully found.
1. Begin with a positive integer z. 2. If z < 111, let r = 4, R = 1155. Otherwise, let R = R n (z), r = r n (z) using Definition 3.6. 
, continue with Step 6. Otherwise, go to
Step 6c(i). 2) for k = 3 is satisfied, it may be possible that T 0 can be extended to an S 19 -killing sieve of length 86. We now start with Step 6 in Table 4 . We have h = k = 0 and r = 3. Since the elements 3, 25 ∈ T 0 are congruent mod 11, we can take h = 1 and i 4 
Proceeding through the algorithm, in Step 6, when h = 12 and k 12 = 0, we find in Step 6a that no such j exists. Hence in Step 6b we set k 12 = 4. The algorithm then concludes that T 12 is an (S 19 , 4)-killing sieve of length 86.
We note that with the sieve T 12 , there are five primes (q = 23, 59, 61, 67, 71), where n i (with i determined by q = q i ) is less than the optimal bound m(q i , 86). In these cases, we have n i = m(q i , 86) − 1. One might hope that a different choice of the c i would permit n i = m(q i , 86) and result in a longer S 19 -killing sieve.
Suppose we try to find an S 19 -killing sieve of length 87. Using the same data as above, we would again arrive at Step 6b with h = 12 and then choose k 12 = 4; but now |I 15 
Details of computation
The algorithm was coded in C, and initially run on a Linux 2.6 Ghz server. The program uses minimal memory, and processor speed is the main constraint for the calculation of h(n) for increasing values of n. For n = 42, the calculation took approximately two months (we note that once h = h(n) is known, it is much faster to verify that h(n) = h by starting the search with z = h). To enable the calculation of h(n) for n ≥ 43, a distributed computing approach was used [13] to enable a number of computers to simultaneously search different areas of the search space for a ∈ Z (see Step 3 of the algorithm). With a cluster of thirty computers (GNU/Linux 2.4 Ghz), the calculation of h(49) took approximately two months.
Let w n−1 be the value calculated by the computer program as the maximal length of an S n−1 -killing sieve. From the data in Tables 3 and 4 , it is simple to verify that there is a killing sieve of length w n−1 . Hence w(n − 1) ≥ w n−1 , and the values in Table 1 provide lower bounds for h(n). Assuming a correct implementation in the computer program of the algorithm in this paper, these lower bounds are the actual values of w(n − 1), h(n), respectively. We note that the computer program's calculations agree with previous calculations of h(n), for n ≤ 24. Table 3 . Congruence data for an S n -killing sieve of maximal length w for 19 ≤ n ≤ 33. Tables 3, 4 : Fix 19 ≤ n ≤ 48 and let S n = {q 1 , . . . , q n }, where q i is the ith odd prime. Fix the table column corresponding to n. The shaded rows indicate the primes in S n (w(n)) for that n. Let R = {r 1 , . . . , r t } ⊂ S n be the set of those primes for which the corresponding entry is an asterisk. For q ∈ R, let c q be the corresponding entry. The set T = {(i, c q i )| for i such that q i ∈ R} forms a (S n , t)-killing sieve of length w(n). Let I = {y 1 , . . . , y t } ⊂ [1, z] be the subset of t integers associated to T . Choose a ∈ Z such that a ≡ −c q mod q, for all primes q ∈ S n \R and a ≡ −y i mod r i for i = 1, . . . , t. The sequence a + 1, . . . , a + w(n) has length w(n) and every term is divisible by a prime in S n . Finally, 2a + 1 + n i=1 q n is the first term of a sequence of h(n + 1) − 1 integers that are each divisible by one of the first n + 1 primes. 1  8  2  4  1  1  24  1  2  2  14  9  10  31  21  4  27  6  25  15  27  27  22  28  26  10  7  5  19  37  30  8  16  16  29  31  16  28  32  1  13  21  12  20  17  41  31  33  22  39  21  17  18  16  12  18  17  10  19  26  31  43  33  41  12  35  11  17  20  32  10  16  15  34  32  24  25  47  28  6  28  36  5  16  28  6  6  12  11  15  18  5  8  53  13  *  43  21  42  3  6  43  37  43  5  11  11  15  52  59  *  21  *  45  15  19  43  8  2  8  7  37  9  8  24  61  *  29  6  14  50  39  60  51  51  57  59  13  27  6  9 
Explanation of

