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Abstract
In this paper we consider the one-dimensional, biased, randomly trapped random walk when
the trapping times have infinite variance. We prove sufficient conditions for the suitably scaled
walk to converge to a transformation of a stable Le´vy process. As our main motivation, we apply
subsequential versions of our results to biased walks on subcritical Galton-Watson trees conditioned
to survive. This confirms the correct order of the fluctuations of the walk around its speed for values
of the bias that yield a non-Gaussian regime.
1 Introduction
Randomly trapped random walks (RTRWs) were introduced in [3] to generalise models such as the
Bouchaud trap model (see [12, 23, 35, 40]), as well as to provide a framework for studying random
walks on other random graphs in which trapping naturally occurs such as random walks on percolation
clusters (see [20, 24]) and random walk in random environment (see [11, 30, 38]). In the inaugural paper,
the authors prove that the possible scaling limits of the unbiased RTRW on Z belong to a class of time
changed Brownian motions (called randomly trapped Brownian motions) including the fractional kinetics
process (see [34]) and the FIN diffusion (see [22]) as well as a larger class where the time change retains
much of the random spatial inhomogeneity in a more complex manner than in the FIN case. Unbiased
RTRWs on Zd for d ≥ 2 have been studied further in [17] where a complete classification of the possible
scaling limits is given; generalising previously well known results for models such as the continuous time
random walk [34] and the Bouchaud trap model [5].
In this paper, we are interested in biased RTRWs in one dimension motivated by the study of
biased random walks on subcritical Galton-Watson (GW) trees conditioned to survive. Specifically, we
study regimes in which the trapping is sufficiently strong so that the walk experiences non-Gaussian
fluctuations. In recent years there has been much progress in models involving trapping; reviews of
recent developments, more extensive background and further motivation is given in [4] and [6].
We now define the one dimensional RTRW via a random time change of a simple random walk.
Set a bias parameter β ≥ 1 and a law pi on (0,∞)-valued probability measures. Fix an environment
ω = (ωx)x∈Z distributed according to the environment law P := pi⊗Z. Let (Yk)k≥0 be a simple random
walk on Z starting from Y0 = 0 with transition probabilities Pω(Yk+1 = y − 1|Yk = y) = (β + 1)−1 =
1− Pω(Yk+1 = y + 1|Yk = y). For x ∈ Z write
L(x, n) :=
n∑
k=0
1{Yk=x}
for the local time of Y at site x by time n. Under the quenched law Pω, let (ηx,i)x∈Z,i≥1 be independent
with ηx,i distributed according to the law ωx. We define the clock process
Sn :=
∑
x∈Z
L(x,n−1)∑
i=1
ηx,i =
n−1∑
k=0
ηYk,L(Yk,k) and write S
−1
t := sup{k ≥ 0 : Sk ≤ t}
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for its inverse. We then define the randomly trapped random walk by
Xt := YS−1t
.
For a fixed environment ω, this process is then a continuous time random walk on Z with kth holding
time ηk := ηYk,L(Yk,k) distributed according to the k
th trap ωYk seen by the embedded walk. We note
that the law of Y is independent of the environment and we often drop the superscript from Pω when
considering the embedded walk to emphasise this. For convenience we will define St = Sbtc where
btc := max{k ∈ Z : k ≤ t} for non-integer t ∈ R. The main results in this article will be with respect to
the annealed law P(·) := ∫ Pω(·)P(dω).
Although we have the same underlying graph as studied in [3], we do not observe time changes which
retain the randomness of the spatial composition in the same way. The reason for this is that the bias
constantly forces the walk into new regions of the graph making it unlikely that the walk spends a large
amount of time in any finite region. In particular, by a law of large numbers it is straightforward to see
that Ynt/n converges P-a.s. to the deterministic process υβt where
υβ =
β − 1
β + 1
. (1.1)
A law of large numbers and central limit theorems for the randomly trapped random walk on Z have
been shown in [14]. That is, it is shown that if the bias is positive (β > 1) and the expected holding
time E[η0] is finite, then Xnt/n converges P-a.s. to the deterministic process νβt where
νβ = υβE[η0]−1 (1.2)
is called the speed of the walk. Following this, an annealed invariance principle is shown which states
that, if β > 1 and E[η20 ] <∞ then for some ς ∈ (0,∞)
Bnt :=
Xnt − ntνβ
ς
√
n
converges in P-distribution to a Brownian motion.
In this article we consider the randomly trapped random walk when the trapping is too strong to
obtain a central limit theorem. In this setting there are two distinct phases depending on whether
E[η0] <∞ or not. In both cases we prove functional limiting results for the position of the walk.
In Section 2 we consider the sub-ballistic phase. That is, when the holding times have infinite mean,
in Theorem 1 we give conditions under which the clock process St can be rescaled to converge to a Le´vy
process (see [9] for background on Le´vy processes). We then use this to show that the position of the
walk converges, after suitable rescaling, to the scaled inverse of the aforementioned process.
By a  b we mean that there exist constants c, C such that cb ≤ a ≤ Cb and by a ∼ b we mean
that a/b converges to a positive constant. Throughout, we use DU , DJ1 and DM1 to denote the space
of ca`dla`g functions mapping [0,∞) to R equipped with the uniform, J1 and M1 topologies respectively;
we refer the reader to [10, 39] for a detailed set up of these spaces.
Theorem 1. Let β > 1, α ∈ (0, 1) and f : N× R+ → R be such that f(1, λ)  λα. Suppose there exists
nk ↗∞, an = n1/αL(n) for some L slowly varying such that for any l ∈ N and λ > 0 we have
−nk log
(
E
[
Eω
[
exp
(
− λ
ank
η0
)]l])
→ f(l, λ) (1.3)
as k → ∞. Then, as k → ∞, (Snkt/ank , Xank t/nk)t≥0 converges in P-distribution on DM1 × DU to
(St, υβS−1t )t≥0 where St is a Le´vy process with Laplace transform
E [exp (−λSt)] = exp
(
−tυ2β
∞∑
l=1
f(l, λ)(1− υβ)l−1
)
.
In particular, if (1.3) holds for all subsequences nk then f(l, λ) = g(l)λ
α for some g 6≡ 0 and St is an
2
α-stable subordinator.
In Section 3 we consider the case where the holding times have finite mean but infinite variance. In
this setting we are able to apply the speed result from [14] but the fluctuations are too large to obtain
a central limit theorem. Here, we prove conditions under which, after suitable centring and rescaling,
the time taken to reach the ntth level of the backbone converges to a Le´vy process. We then use results
of [39] to show that the centred and rescaled walk converges in distribution to a Le´vy process which we
describe in greater detail in Section 3 following the proof. Write ∆m := inf{t > 0 : Xt = m} for the first
hitting time of m. The main result of Section 3 is Theorem 2.
Theorem 2. Let β > 1, α ∈ (1, 2) and f : N× R+ → R be such that f(1, λ)  λα. Suppose there exists
nk ↗∞, an = n1/αL(n) for some L slowly varying such that for any l ∈ N and λ > 0 we have
nk log
(
E
[
Eω
[
exp
(
− λ
ank
(η0 − E[η0])
)]l])
→ f(l, λ) (1.4)
as k →∞. Then, as k →∞, (
∆nktνβ − nkt
ank
,
Xnkt − nktνβ
ank
)
t≥0
converges in P-distribution on DM1 ×DM1 to (Vt,−νβVt)t≥0 where Vt is a Le´vy process. In particular,
if (1.4) holds for all subsequences nk then f(l, λ) = g(l)λ
α for some g 6≡ 0 and Vt is an α-stable process.
The two asymptotic conditions (1.3) and (1.4) appear to be quite technical however they relate to
the usual stable law conditions. Specifically, η0 belongs to the domain of attraction of a stable law of
index α with respect to P if and only if the relevant asymptotic holds with l = 1 for all subsequences
nk and f(1, λ) = cλ
α for some constant c (e.g. [39, Chapter 4]). We need to extend to l ≥ 2 to account
for the walk visiting vertices multiple times and we consider more general f so that we may consider
holding times which do not belong to the domain of attraction of any stable law.
It is worth noting that three of the four processes converge in the M1 topology; it is natural to
consider whether convergence can be extended to the J1 topology. The main issue we encounter is that
if the slowing is caused by spending a large amount of time in a few large traps in the environment then
the total time spent in one of these traps may consist of several long excursions. This results in several
large jumps in the discrete process Snt contributing to a single large jump in the limit. This means that
the convergence will not hold under the J1 topology which distinguishes between a series of small jumps
in quick succession and a single large jump of the combined magnitude. A similar argument can be used
for the position of the walk and in Section 4 we use the example of random walk in random scenery to
show that, in general, (Xnt − ntνβ)/an does not converge in DJ1 .
In Section 5 we consider our main motivating example of random walks on subcritical GW-trees. A
subcritical GW-tree conditioned to survive consists of a semi-infinite path (called the backbone) with
finite GW-trees as leaves. These finite branches form traps in the environment which slow the walk.
Typically, the branches are quite short therefore the walk on the tree does not deviate far from the back-
bone. For this reason we have that the walk on the tree behaves like a randomly trapped random walk
on Z with holding times distributed as excursion times in finite GW-trees. Biased walks on subcritical
GW-trees are, therefore, a natural example of the randomly trapped random walk. Furthermore, they
exhibit interesting behaviour as the relationship between the bias and offspring law influences the trap-
ping. In Theorem 3 we determine the correct range of biases so that the walk undergoes non-Gaussian
fluctuations in the spirit of Theorem 2. To avoid introducing a large amount of notation here, we defer
an explicit construction of the model and an overview the known results to Section 5.
A key incentive for studying random walks on subcritical GW-trees is to understand random walks
on supercritical GW-trees and percolation clusters. Although these models do not fit directly into the
randomly trapped random walk framework, many of the estimates on excursion times and techniques
developed here can be extended to (or used directly in) these models. Analogues of our results in these
models would confirm several conjectures from [6] which we discuss further in Section 5.
A frequent question for random walk in random environment models is whether annealed convergence
results can be extended to the quenched setting. This typically relies on properties of the embedded walk
and the homogeneity of the random environment. For example, using a technique developed in [11], it
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can be shown (see [17]) that, for a randomly trapped random walk that satisfies an annealed invariance
principle in sufficiently high dimension, the convergence extends to a quenched invariance principle. This
typically fails in low dimension where the local time of the walk is concentrated on a smaller collection of
vertices. Indeed, it has been shown in [14] that a biased randomly trapped random walk in one dimension
satisfying an annealed invariance principle requires an environment dependent correction in order that
convergence occurs in the quenched setting. This behaviour extends to the regime we consider here and
therefore extending to the quenched setting is substantial.
2 Sub-ballistic regime
In this section we classify limits of the RTRW model where the embedded random walk has a positive
bias and the holding times have infinite mean. The main aim is to prove Theorem 1 which we do by
considering the arguments of [17] and applying results of [39]. For x ∈ Z write
ωˆx(λ) =
∫
e−λuωx(du) = Eω[e−ληx,1 ]
to be the quenched Laplace transform of ωx. Recall from (1.1) that υβ = (β − 1)/(β + 1) is the speed of
the embedded walk Y . By the Gambler’s ruin this is the probability that Y never returns to the origin.
For convenience we write PY (·) := P(·|Y ) and Pω,Y (·) := Pω(·|Y ). We begin, in Proposition 2.1, by
showing that the one-dimensional distributions of the scaled clock process converge.
Proposition 2.1. Under the assumptions of Theorem 1, for any λ > 0,
lim
k→∞
E
[
exp
(
−λSnkt
ank
)]
= exp
(
−υ2βt
∞∑
l=1
f(l, λ)(1− υβ)l−1
)
.
Proof. For simplicity we write n for nk with the understanding that we consider subsequences along
which (1.3) holds. Conditional on Y , the holding times at different vertices are independent therefore
EY
[
exp
(
−λSnt
an
)]
= EY
exp
− λ
an
∑
x∈Z
L(x,bntc−1)∑
i=1
ηx,i

=
∏
x∈Z
EY
exp
− λ
an
L(x,bntc−1)∑
i=1
ηx,i
 .
Under Pω,Y the holding times at a given vertex are independent and do not depend on Y therefore we
can write the above expression as
∏
x∈Z
EY
Eω,Y
L(x,bntc−1)∏
i=1
e−
λ
an
ηx,i
 = ∏
x∈Z
EY
[
ωˆx
(
λ
an
)L(x,bntc−1)]
=
∞∏
l=1
∏
x∈Rl(nt)
E
[
ωˆx
(
λ
an
)l]
where Rl(m) = {x ∈ Z : L(x,m− 1) = l} is the number of vertices with local time l at time m− 1. By
translation invariance we then have that
EY
[
exp
(
−λSnt
an
)]
=
∞∏
l=1
E
[
ωˆ0
(
λ
an
)l]|Rl(nt)|
= exp
( ∞∑
l=1
|Rl(nt)| log
(
E
[
ωˆ0
(
λ
an
)l]))
.
4
Write R+l (m) = {x ∈ Z : L(x,m − 1) ≥ l} then by [37] we have that, for fixed t > 0, |Rl(nt)|/bntc
converges almost surely to υ2β(1− υβ)l−1 and |R+l (nt)|/bntc converges almost surely to υβ(1− υβ)l−1 as
n→∞. The local time at the origin stochastically dominates that of any other vertex therefore
E [|R+l (m)|]
m
=
1
m
m∑
x=−m
P(L(x,m) ≥ l) ≤ 2m+ 1
m
P(L(0,m) ≥ l).
The local time L(0,m) is increasing in m, therefore for each l ≥ 1 we have that P(L(0,m) ≥ l) ≤
P(L(0,∞) ≥ l) = (1−υβ)l−1 since L(0,∞) is geometrically distributed with termination probability υβ .
It follows that
E [|R+l (nt)|]
nt
≤ C(1− υβ)l (2.1)
uniformly over n, t, l. For fixed M ∈ N, by using the convergence of |Rl(nt)|/bntc and the assumptions
on ωˆ we have that for P -a.e. Y
M∑
l=1
|Rl(nt)| log
(
E
[
ωˆ0
(
λ
an
)l])
→ −υ2βt
M∑
l=1
f(l, λ)(1− υβ)l−1.
By Jensen’s inequality and (1.3),
− log(E[ωˆ0(λ/an)l]) ≤ −l log(E[ωˆ0(λ/an)]) ≤ Clλαn−1
thus f grows at most linearly in l and therefore we have that
∑M
l=1 f(l)(1−υβ)l−1 converges as M →∞.
Moreover,
−
∞∑
l=M
|Rl(nt)| log
(
E
[
ωˆ0
(
λ
an
)l])
≤ Cλ
α
n
∞∑
l=M
l|Rl(nt)|.
By Markov’s inequality and (2.1) we have that for c1 ∈ (0,− log(1− υβ)) and some c˜ > 0
P
( |R+l (nt)|
nt
≥ e−c1l
)
≤ E
[ |R+l (nt)|
nt
]
ec1l ≤ C(1− υβ)lec1l ≤ Ce−c˜l.
A union bound then shows that
P
 ⋃
l≥M
{ |Rl(nt)|
nt
≥ e−c1l
} ≤∑
l≥M
e−c˜l ≤ Ce−c˜M .
It then follows that, for δ > 0,
P
(
−
∞∑
l=M
|Rl(nt)| log
(
E
[
ωˆ0
(
λ
an
)l])
≥ δ
)
≤ Ce−c˜M + 1{Ctλα∑∞k=M le−c˜l≥δ}
which converges to 0 as M →∞ independently of n. In particular,
∞∑
l=1
|Rl(nt)| log
(
E
[
ωˆ0
(
λ
an
)l])
→ −υ2βt
∞∑
l=1
f(l, λ)(1− υβ)l−1
in P -probability therefore, by bounded convergence, we have that
lim
n→∞E
[
exp
(
−λSnt
an
)]
= exp
(
−υ2βt
∞∑
l=1
f(l, λ)(1− υβ)l−1
)
.
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Before proving the main result we state a technical lemma which allows us to compare the process
with a version in which we re-sample the environment at fixed times. This will allow us to show that the
limiting process has independent increments. The result follows similarly to [17, Lemma 3.2] therefore
we omit the proof.
Fix d ∈ N, 0 < t1 < ... < td = t and let ω := (ωjx)x∈Z,j=1,...,d be a sequence of i.i.d. pi random
measures. For x ∈ Z, j = 1, ..., d and i ≥ 1 let ηjx,i be independent with law ωjx. Let j(x) be such that
ntj(x)−1 ≤ ∆Yx < ntj(x) denote the index of the interval in which x is first reached. Define
S′m :=
∑
x∈Z
L(x,m−1)∑
i=1
η
j(x)
x,i
then S′ d= S with respect to the annealed law P. The clock process S′m can be thought of as the sum of
the first m holding times where we refresh the entire unseen environment at times ntj . We then define
the approximation of S′:
S′′m =
d∑
j=1
(m∧ntj)−1∑
k=ntj−1
ηjYk,L(Yk,k).
The process S′′m can be thought of as the sum of the first m holding times where we refresh the entire
environment at times ntj . By independence of the environment and the walk between times ntj−1 and
ntj we have that the differences S
′′
ntj − S′′ntj−1 are independent.
Lemma 2.2. Under the assumptions of Theorem 1 we have that for any ε > 0,
P
(
sup
s≤t
|S′′ns − S′ns| > εan
)
converges to 0 as n→∞.
Using these two results we can conclude the proof of Theorem 1 by applying results of [39].
Proof of Theorem 1. We begin by completing the result for the clock process St. By Proposition 2.1 we
have that the one-dimensional distributions of Snkt/ank converge and the limit St is P-a.s. finite for any
t > 0. Moreover, P-a.s. we have that S0 = 0 since
lim
t→0
E[exp(−λSt)] = 1. (2.2)
It then follows from equivalent characterisations of convergence for monotone functions [39, Theorem
13.6.3] and that Snkt in increasing in t that Snkt/ank converges in distribution to the process St with
respect to the M1 topology.
The clock process Sm has stationary increments because the traps in the environment are i.i.d.
therefore S also has stationary increments. By Lemma 2.2 we have that S has independent increments.
To show that S is a Le´vy process it remains to show that for every ε > 0 and t ≥ 0 we have that
limh→0+ P(|St+h − St| > ε) = 0. This follows from (2.2) since S has stationary and independent
increments.
The limit process St belongs to D([0,∞),R), is unbounded and strictly increasing. By continuity of
the inverse at strictly increasing functions [39, Corollary 13.6.4], the inverse map between unbounded,
increasing functions inDM1 ontoDU is continuous at unbounded, strictly increasing functions. Therefore,
the sequence S−1ank t/nk converges in P-distribution on DU to S
−1
t .
The main result then follows from continuity of composition at continuous limits [39, Theorem 13.2.1]
since Ynt/n converges P-a.s. on DU ([0,∞),R) to the process tυβ and Xank t/nk = YS−1ank t/nk.
We want to show that if the convergence in (1.3) holds along all subsequences then f(l, λ) = g(l)λα
for a function g 6≡ 0. Notice that
−n log
(
E
[
Eω
[
exp
(
− λ
an
η0
)]l])
= −n log
(
E
[
Eω
[
exp
(
− 1
(nλ−α)1/αL(nλ−α)
L(nλ−α)
L(n)
η0
)]l])
.
(2.3)
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Since L is slowly varying, for λ > 0 fixed we have that L(nλ−α)/L(n) converges to 1 as n → ∞. In
particular, using computations similar to Proposition 2.1, it is straightforward to show that, for each
l ∈ N, the right hand side of (2.3) converges to f(l, 1)λα. By assumption we have that the left hand side
of (2.3) converges to f(l, λ) therefore we indeed have that f(l, λ) = g(l)λα for g(l) = f(l, 1).
To show that St is an α-stable subordinator it suffices to note that St is increasing and self-similar:
St = lim
n→∞
Snt
an
= lim
n→∞
aλn
an
· Sλn
t
λ
aλn
d
= St/λ lim
n→∞
aλn
an
= λ1/αSt/λ.
3 Ballistic regime
In this section we consider the regime in which E[η0] < ∞ but E[η20 ] = ∞. In this setting we do
not have a central limit theorem for X; however, by [14, Corollary 2.2] we have that if β > 1 then
Xntn
−1 converges P-a.s. to νβt where νβ is given in (1.2). Recall that we define the first hitting times
∆m := inf{t ≥ 0 : Xt = m}. The main aim of the section is to prove Theorem 2 which shows
that (∆ntνβ − nt)/an and (Xnt − ntνβ)/an converge jointly to a pair of Le´vy processes under certain
assumptions on the distribution of the holding times and for a suitable scaling an.
Our strategy will be as follows. We begin by using a regeneration structure in order to approximate
∆nt by an i.i.d. sum of random variables. We then prove convergence of the Laplace transforms of these
variables. This completes the results for ∆nt which we then extend to the inverse by using standard
inverse results for processes with linear centring. We then conclude the result for Xnt by showing that
it does not deviate too far from an appropriate transformation of the inverse of ∆nt.
We begin by exploiting the renewal structure of the walk. Let ζY0 = 0 and, for j = 1, 2, ..., define
ζYj := inf{m > ζYj−1 : {Yr}m−1r=0 ∩ {Yr}∞r=m = ∅} to be the regeneration times of the walk Y . We then
have that ζXj := SζYj for j ≥ 1 are regeneration times for X, %j := XζXj = YζYj are regeneration points
and we write
χ+j := νβ
(
(ζXj − ζXj−1)− E[η0](ζYj − ζYj−1)
)
,
χ−j := υβ(ζ
Y
j − ζYj−1)− (%j − %j−1),
χj := νβ
(
ζXj − ζXj−1
)− (%j − %j−1) = χ+j + χ−j .
Similarly to [14, Lemma 2.3] and using a law of large numbers, we have that the families {χ+j }j≥2,
{χ−j }j≥2 and {χj}j≥2 are centred and i.i.d. under P whenever β > 1 and E[η0] <∞. In particular,
Σm :=
m∑
j=2
χj =
(
ζXmνβ −XζXm−
)− (ζX1 νβ −XζX1 )
is a sum of i.i.d. centred random variables which we will later use to approximate ∆ntνβ − nt along a
certain time change. We first show that Σnkt/ank converges to a Le´vy process which we begin, in Lemma
3.1, by showing that {χ−j }j≥2 are negligible.
Lemma 3.1. Suppose β > 1 and T <∞. If an >> n1/2 then
sup
t≤T
∣∣∣∣∣∣
nt∑
j=2
χ−j
an
∣∣∣∣∣∣
converges in P-probability to 0 as n→∞.
Proof. Define
Σ−m :=
m∑
j=2
χ−j
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which is a martingale with centred and independent jumps. The time and distance between regenerations
of a biased random walk on Z have exponential moments by [19, Lemma 5.1] therefore χ−j also have
exponential moments.
By Doob’s inequality we then have that for ε > 0,
P
(
sup
m≤nT
|Σ−m| ≥ εan
)
≤ E[Σ
−
nT ]
ε2a2n
≤ CT,εn
a2n
E
[(
χ−2
)2]
which converges to 0 as n→∞ since n/a2n → 0 and χ−2 has exponential moments.
We now turn to proving convergence of Σ+m :=
∑m
j=2 χ
+
j after suitable scaling which we do by
considering the Laplace transform. We first prove a technical lemma that will allow us to use dominated
convergence in the proof of this result.
Lemma 3.2. Under the assumptions of Theorem 2 there exist constants c, C depending only on λ such
that for sufficiently large k (independently of l)
cl ≤ nk log
(
E
[
Eω
[
exp
(
− λ
ank
(η0 − E[η0])
)]l])
≤ Cl2.
Proof. For simplicity we write n for nk with the understanding that we consider subsequences along which
(1.4) holds. By Jensen’s inequality, for a positive random variable Z and l ∈ Z satisfying E[Zl] <∞ we
have
l log (E [Eω [Z]]) ≤ log
(
E
[
Eω [Z]
l
])
≤ log (E [Eω [Zl]]) . (3.1)
Choose
Z(λ) = exp
(
− λ
an
(η0 − E[η0])
)
then Z(λ)l = exp
(
− lλ
an
(η0 − E[η0])
)
= Z(lλ)
however, by (1.4),
n log
(
E
[
Eω [Z]
l
])
∼ f(l, λ) and n log (E [Eω [Zl]]) ∼ f(1, lλ) ≤ C(lλ)α.
The bound (3.1) then implies that clλα ≤ f(l, λ) ≤ C(lλ)α for positive constants c, C. In particular,
f(l, λ) > 0 for all λ > 0.
The lower bound in the statement follows from (1.4) with l = 1 and (3.1):
n log
(
E
[
Eω
[
exp
(
− λ
an
(η0 − E[η0])
)]l])
≥ ln log
(
E
[
Eω
[
exp
(
− λ
an
(η0 − E[η0])
)]])
≥ cλl.
For the upper bound, using (3.1) we have that
n log
(
E
[
Eω
[
exp
(
− λ
an
(η0 − E[η0])
)]l])
≤ nλlE[η0]
an
+ n log
(
E
[
exp
(
− λl
an
η0
)])
. (3.2)
Using that e−y ≤ 1− y + y2/2 for y ≥ 0, we have
E
[
exp
(
− λl
an
η0
)]
− 1 + λl
an
E[η0]
= E
[(
exp
(
− λl
an
η0
)
− 1 + λl
an
E[η0]
)
1{η0>an}
]
+ E
[(
exp
(
− λl
an
η0
)
− 1 + λl
an
E[η0]
)
1{η0≤an}
]
≤ λlE
[
η0
an
1{η0>an}
]
+ (λl)
2 E
[(
η0
an
)2
1{η0≤an}
]
.
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It then follows by properties of stable laws (cf. [21, Chapter XVII.5]) that the sequences
nE
[
η0
an
1{η0≥an}
]
and nE
[(
η0
an
)2
1{η0≤an}
]
are bounded above. We therefore have that, for some constant C,
E
[
exp
(
− λl
an
η0
)]
≤ 1− λlE[η0]
an
+
Cl2
n
(3.3)
uniformly over l ≥ 1.
We want to show that we can choose N0 sufficiently large such that the right-hand side of (3.3) is
strictly larger than zero for any k ≥ 1 and n ≥ N0. Since α ∈ (1, 2) we have that n/a2n → 0 as n → ∞
therefore fix N0 large enough such that, for n ≥ N0,
n(λE[η0])2
Ca2n
<
1
2
.
We can write
1− λlE[η0]
an
+
Cl2
n
= 1− l
an
(
λE[η0]− Clan
n
)
where the term in the brackets is only positive if l < λE[η0]n/(Can). This means that
l
an
(
λE[η0]− Ckan
n
)
≤ λE[η0]n
Ca2n
· λE[η0] ≤ 1
2
for any n ≥ N0. This shows that the right-hand side of (3.3) is strictly larger than zero for any l ≥ 1
and n ≥ N0.
Since log(1 + x) ≤ x for x > −1 we then have that
n log
(
E
[
exp
(
− λl
an
η0
)])
≤ −nλlE[η0]
an
+ Cl2.
Combining this with (3.2) we then have that
n log
(
E
[
Eω
[
exp
(
− λ
an
(η0 − E[η0])
)]l])
≤ Cl2.
We now show that the scaled sum of the random variables χ+j converges along the given subsequences.
Let I := {Yj}ζ
Y
2 −1
j=ζY1
denote the set of vertices in the first regeneration block and for l = 1, 2, ... let
Il := {x ∈ I : L(x,∞) = l} denote those visited exactly l times.
Proposition 3.3. Under the assumptions of Theorem 2
lim
k→∞
E
exp
− λ
ank
tnk∑
j=2
χ+j
 = exp(t ∞∑
l=1
f(l, λνβ)E [|Il|]
)
.
Proof. As in Lemma 3.2 we write n for nk with the understanding that we consider subsequences along
which (1.4) holds. Since χ+j are i.i.d. we have that
E
exp
− λ
an
tn∑
j=2
χ+j
 =
nE
[
exp
(
− λanχ
+
2
)
− 1
]
n
+ 1
tn−1
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therefore it suffices instead to show that
lim
n→∞nE
[
exp
(
− λ
an
χ+2
)
− 1
]
=
∞∑
l=1
f(l, λ)E [|Il|].
We first show that E [|Il|] decays exponentially in l. Since %1 ≥ 1 we have that
E [|Il|] ≤ E
[∑
x∈I
1{L(x,∞)≥l}
]
=
∑
x∈N
E
[
1{x∈I}1{L(x,∞)≥l}
]
.
Using Cauchy-Schwarz and that L(x,∞) are identically distributed for x ∈ N we have that this is
bounded above by∑
x∈N
P (x ∈ I)1/2 P (L(x,∞) ≥ l)1/2 = P (L(0,∞) ≥ l)1/2
∑
x∈N
P (x ∈ I)1/2 .
The number of returns to the origin is geometrically distributed with probability υβ of moving away
from the origin and never returning; therefore, P (L(0,∞) ≥ l) = (1 − υβ)l−1. By [19, Lemma 5.1] we
have that P (x ∈ I) ≤ P(x ≤ ζY2 ) ≤ Ce−cx. It follows that
E [|Il|] ≤ C (1− υβ)l/2
∑
x≥0
e−cx/2 ≤ C
(
2
β + 1
)l/2
. (3.4)
Conditional on Y , the holding times at different vertices are independent therefore
E
[
exp
(
− λ
νβan
χ+2
)]
= E
[
exp
(
− λ
an
(
ζX2 − ζX1 − E[η0](ζY2 − ζY1 )
))]
= E
exp
− λ
an
∑
x∈I
L(x,∞)∑
j=1
(ηx,j − E[ηx,j ])

= E
∏
x∈I
EY
exp
− λ
an
L(x,∞)∑
j=1
(ηx,j − E[ηx,j ])
 .
Under Pω,Y the holding times at a given vertex are independent and identically distributed therefore we
can write the above expression as
E
∏
x∈I
EY
Eω,Y
L(x,∞)∏
j=1
e−
λ
an
(ηx,j−E[ηx,j ])
 = E [ ∞∏
k=1
∏
x∈Il
EY
[
Eω,Y
[
e−
λ
an
(ηx,1−E[ηx,1])
]l]]
.
For x ∈ Z let η˜x = ηx,1 be the first holding time at x. Notice that, since η˜x is independent of Y , we have
that
Ψl,x := E
Y
[
Eω,Y
[
e−
λ
an
(ηx,1−E[ηx,1])
]l]
= E
[
Eω
[
e−
λ
an
(η˜x−E[η˜x])
]l]
is independent of Y and, therefore, deterministic. In particular, since ωx are i.i.d. under P we have that
Ψl,x does not depend on x and we can write
E
[
exp
(
− λ
νβan
χ+2
)]
= E
[
exp
( ∞∑
l=1
|Il| log(Ψl,0)
)]
. (3.5)
Furthermore, since η˜0 ≥ 0 we have that log(Ψl,0) ≤ lλE[η0]/an.
Using a Taylor expansion we have that for any x ∈ R there exists w ∈ [0, x] such that
ex = 1 + x+
ew
2
x2.
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It follows from this, and that log(Ψl,0) ≤ lλE[η0]/an, that there exists a random variable W which is
bounded above by
λE[η0]
an
∞∑
l=1
l|Il|
such that
nE
[
exp
( ∞∑
l=1
|Il| log(Ψl,0)
)
− 1
]
= nE
 ∞∑
l=1
|Il| log(Ψl,0) + e
W
2
( ∞∑
l=1
|Il| log(Ψl,0)
)2 .
Using the previous upper bound on log(Ψl,0) and Cauchy-Schwarz we then have that
nE
eW
2
( ∞∑
l=1
|Il| log(Ψl,0)
)2 ≤ Cλn
a2n
E
exp(λE[η0]
an
∞∑
l=1
l|Il|
)( ∞∑
l=1
l|Il|
)2
≤ Cλn
a2n
E
[
exp
(
2λE[η0]
an
∞∑
l=1
l|Il|
)]1/2
E
( ∞∑
l=1
l|Il|
)41/2 .
The sum
∑∞
l=1 l|Il| is the time between regenerations of the embedded walk Y . By [19, Lemma
5.1] this has exponential moments therefore we can choose n sufficiently large such that both of the
expectations in the previous equation are finite. Since an = n
1/αL(n) for α ∈ (1, 2) we have that n/a2n
converges to 0 as n→∞ and therefore
nE
[
exp
( ∞∑
l=1
|Il| log(Ψl,0)
)
− 1
]
= nE
[ ∞∑
l=1
|Il| log(Ψl,0)
]
+ o(1).
The function n log(Ψl,0) is deterministic and converges to the positive constant f(l, λ). By Lemma
3.2 we have that for n suitably large cl ≤ n log(Ψl,0) ≤ Cl2 independently of l. It follows from (3.4) that
∞∑
l=1
l2E [|Il|] <∞,
and therefore by dominated convergence we have that, as n→∞,
nE
[ ∞∑
l=1
|Il| log(Ψl,0)
]
=
∞∑
l=1
E [|Il|]n log(Ψl,0) →
∞∑
l=1
f(l, λ)E [|Il|] .
Combining with (3.5) completes the proof.
By Lemma 3.1 and Proposition 3.3 we now have the following corollary.
Corollary 3.4. Under the assumptions of Theorem 2, the sequence Σnkt/ank converges in distribution
on DJ1 to a process V˜αt with Laplace exponent t
∑∞
l=1 f(l, λνβ)E [|Il|].
We now have the required framework to prove Theorem 2 which is a convergence result for (∆nktνβ −
nkt)/ank and (Xnkt − nktνβ)/ank . The approach we take is to compare ∆ with Σ and then use a result
of [39] that allows us to deduce convergence for the inverse of ∆.
Proof of Theorem 2. Write ψt := sup{j ≥ 0 : ζXj ≤ t} to be the number of regenerations by time t. It
follows by the law of large numbers and continuity of the inverse at strictly increasing functions [39,
Corollary 13.6.4] that ψntn
−1 converges P-a.s. to Rt := (E[η0]E[ζY2 − ζY1 ])−1t. By Corollary 3.4 and
J1-continuity of composition [39, Theorem 13.2.2] we then have that Σψtnk /ank converges in distribution
on DJ1([0,∞),R) to the process V˜Rt .
Recall that
Σm =
(
ζXmνβ −XζXm
)− (ζX1 νβ − %1)
11
where a−1nk
(
ζX1 νβ − %1
)
converges to 0 in probability. It follows that
Σψnkt +
(
ζX1 νβ − %1
)
= νβζ
X
ψnkt
−XζXψnkt = νβ
(
∆%ψnkt
− %ψnktν−1β
)
.
Notice that %ψnktn
−1
k is bounded above by t and converges P-a.s. to t since the distance between regen-
erations has exponential moments by [19, Lemma 5.1]. In particular, if
uk := dM1
(∆νβ%ψnkt − %ψnkt
ank
)
t∈[0,T ]
,
(
∆nktνβ − nkt
ank
)
t∈[0,T ]

converges to 0 in probability then (∆nktνβ − nkt)/ank converges in distribution on DM1 to the process
Vt := ν−1β V˜Rνβt .
Since ∆ is increasing and the regeneration points are ordered we have that
%ψnkt ≤ nkt ≤ %ψnkt+1 and ∆%ψnkt ≤ ∆nkt ≤ ∆%ψnkt+1 .
In particular, uk ≤ (1 + νβ)(%ψnkt+1 − %ψnkt)/ank . Using that there are at most nkT regenerations by
level nkT we then have that uk is bounded above by C supj≤nkT (%j+1 − %j)/ank . Let ε > 0, using a
union bound and that the distance between regenerations have exponential moments we have that
P (uk > ε) ≤ nkTP(%2 − %1 > Cεank) + P(%1 > Cεank) ≤ CTnke−cεank
which converges to 0 as k →∞.
The inverse ∆−1t = sup{Xs : s ≤ t} =: Xt is the furthest vertex reached by time t. By inverse with
linear centring [39, Theorem 13.7.1] we have that(
∆nktνβ − nkt
ank
,
Xnkt − nktνβ
ank
)
t≥0
converge jointly in distribution on DM1 ×DM1 to the pair (Vt,−νβVt). Moreover, letting τ0 denote the
first hitting time of 0, using a union bound we have
P
(
sup
t≤nT
Xt −Xt > C log(n)
)
≤ nTPbC log(n)c(τ0 <∞) = nTβ−bC log(n)c
which converges to 0 for C large therefore we have the desired convergence replacing X with X.
Finally, as in the proof of Theorem 1, independent and stationary increments of Vt follow from
independent and stationary increments of the discrete process. Combined with the form of the Laplace
transform we have that Vt is a Le´vy process. Similarly, when the convergence holds along all subsequences
nk, the form of the Laplace transform yields self-similarity and therefore the process is α-stable.
Noting that Vˆt := −V˜Rνβt is the limiting process for (Xnkt − nktνβ)/ank where Rt = (E[η0]E[ζY2 −
ζY1 ])
−1t and V˜αt has Laplace exponent t
∑∞
l=1 f(l, λνβ)E [|Il|], we can express the moment generating
function of Vˆαt as
E[eλVˆt ] = exp
(
tνβ
E[η0]E[ζY2 − ζY1 ]
∞∑
l=1
f(l, λνβ)E [|Il|]
)
.
Notice that the random variables ηm − E[η0] are bounded below and therefore have a one-sided heavy
tail. It follows that ∆nt − ntνβ is a totally asymmetric jump process and therefore the process Vt can
be decomposed into a positive jump process with negative drift.
We now prove a technical result that will make the condition (1.4) more straightforward to apply.
We show that we can decompose the excursion times and remove parts of the excursion that do not
contribute to the fluctuations. Let X˜ be a randomly trapped random walk with some trap measure p˜i
and embedded walk Y then denote by η˜ the sequence of holding times.
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Corollary 3.5. Let β > 1, α ∈ (1, 2) and f : N × R+ → R be such that f(1, λ)  λα. Suppose that
the exists a coupling of X, X˜ such that, for some  > 0, E[|η0 − η˜0|α+] < ∞. If there exists nk ↗ ∞,
an = n
1/αL(n) for some L slowly varying such that for any l ∈ N and λ > 0 we have
nk log
(
E
[
Eω
[
exp
(
− λ
ank
(η˜0 − E[η˜0])
)]l])
∼ f(l)λα
as k →∞ then, as k →∞, (
∆nktνβ − nkt
ank
,
Xnkt − nktνβ
ank
)
t≥0
converges in P-distribution on DM1 ×DM1 to (Vt,−νβVt)t≥0 where Vt is a Le´vy process. In particular,
if (1.4) holds for all subsequences nk then f(l, λ) = g(l)λ
α for some g 6≡ 0 and Vt is an α-stable process.
Proof. Since, in each model, the traps are i.i.d. under P and each holding time in a fixed trap is inde-
pendent, by translation invariance there exists a version X˜ coupled to X such that E[(ηk − η˜k)α+] <∞
for all k ∈ N. Write ∆˜m := inf{t > 0 : X˜t = m} to be the first hitting time of level m by the walk X˜
and ν˜β its speed. We want to show that
sup
m≤n
∣∣∣∣∣∆˜m −∆m −m(ν˜
−1
β − ν−1β )
an
∣∣∣∣∣ (3.6)
converges to 0 in probability as n→∞.
First suppose that η˜k ≥ ηk P-a.s.. In particular, we assume that E[η˜0 − η0] > 0 since, otherwise,
the result follows trivially. Define Xˆ to be the randomly trapped random walk with embedded walk Y
and holding times η˜k − ηk. This walk has first hitting times ∆ˆm = ∆˜m −∆m and, since E[ηˆα+0 ] < ∞,
we have that the walk is ballistic and has speed νˆβ = υ∞/E[η˜0 − η0] (see (1.2)) which gives us that
νˆ−1β = ν˜
−1
β − ν−1β . In particular (3.6) is equal to
sup
m≤n
∣∣∣∣∣∆ˆm −mνˆ
−1
β
an
∣∣∣∣∣ .
It then follows straightforwardly from the proof of Theorem 2 that this converges to 0 in probability as
n→∞.
Note that by a symmetric argument we have that if η˜k ≤ ηk P-a.s. then (3.6) converges to 0 in
probability as n→∞. For general X˜ we can define a new randomly trapped random walk with holding
times η˜k ∧ ηk. Using the triangle inequality we then have that (3.6) converges to 0 in probability as
n→∞. The result then follows by Theorem 2.
4 Counterexample for convergence in the Skorohod topology
Recall that in Theorem 2 we consider the M1 topology as opposed to the stronger J1 topology considered
for Σ in Corollary 3.4. Given that our approach was to compare ∆ with Σ, one may question whether
we should be able to extend the statements of Theorem 2 to the J1 topology. This is not possible in the
general setting because, between regenerations, the walk experiences several large holding times at the
same significant vertex. This means that ∆ fluctuates between regeneration points whereas Σ groups
the fluctuations into a single jump.
We now use the example of the random walk in random scenery to show that, in general, the con-
vergence in Theorem 2 cannot be extended to J1 convergence. Let (κx)x∈Z be an i.i.d. sequence of
(0,∞)-valued random variables under P. We then define the holding times by Pω(ηx,j = κx) = 1 for all
j ≥ 1 and x ∈ Z. Let X denote the randomly trapped random walk, S its clock process and ∆ the first
hitting times.
Proposition 4.1 shows that the assumptions of Theorems 1 and 2 hold under a simple stable law
condition for the environment.
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Proposition 4.1. Let α > 0, β > 1 and suppose that P(κ0 ≥ t) ∼ t−αL(t) as t → ∞ for a function L
which varies slowly at ∞. Then, there exists an = n1/αL(n) for a slowly varying function L such that
1. If α ∈ (0, 1) then as n → ∞, (Snt/an, Xant/n)t≥0 converges in P-distribution on DM1 × DU to
(St, υβS−1t )t≥0 where St is an α-stable subordinator.
2. If α ∈ (1, 2) write νβ = υβ/E[κ0] then, as n→∞,(
∆ntνβ − nt
an
,
Xnt − ntνβ
an
)
t≥0
converges in P-distribution on DM1 ×DM1 to (Vt,−νβVt)t≥0 where Vt is an α-stable process.
Proof. The holding time η0 is almost surely fixed and equal to κ0 under P
ω; we therefore have that
Eω[g(η0)] = g(κ0) for any function g.
For α ∈ (0, 1), by assumption, κ0 belongs to the domain of attraction of stable law of index α with
respect to P hence there exists an = n
1/αL(n) such that nP(κ0 > tan) ∼ Ct−α. Since κ0 is almost
surely non-negative, it follows from a Tauberian theorem (e.g. [21, Theorem XIII.5.1]) that
−n log
(
E
[
Eω
[
exp
(
− λ
an
η0
)]l])
= −n log
(
E
[
exp
(
− lλ
an
κ0
)])
∼ C(lλ)α.
The first result then follows from Theorem 1.
Similarly, for α ∈ (1, 2), by assumption, κ0 belongs to the domain of attraction of stable law of index
α with respect to P hence there exists an = n
1/αL(n) such that nP(κ0 − E[κ0] > tan) ∼ Ct−α and
therefore, since κ0 −E[κ0] is centred and bounded below,
n log
(
E
[
Eω
[
exp
(
− λ
an
(η0 − E[η0])
)]l])
= n log
(
E
[
exp
(
− lλ
an
(κ0 −E[κ0])
)])
converges to C(lλ)α for some constant C. The result then follows from Theorem 2.
We now give an argument which shows that, in general, the M1 convergence in Theorem 2 cannot be
extended to J1 convergence. For f ∈ D([0,∞),R) and T, h > 0 let
ω˜(f, T, h) := inf
(Ik)
max
k
sup
r,s∈Ik
|f(s)− f(r)|
denote the modulus of continuity where the infimum is over partitions of [0, T ) into Ik = [vk, vk+1)
such that vk+1 − vk > h for all k ≥ 1. By [28, Theorem 16.10], if Z, (Zn)∞n=1 are random elements of
D([0,∞),R) then Zn converges in distribution to Z in DJ1 if and only if Zn converges to Z in the sense
of finite dimensional distributions and, for any T > 0,
lim
h→0
lim sup
n→∞
E[ω˜(Zn, T, h) ∧ 1] = 0.
Let us assume that β > 1 and P(κ0 ≥ t) = t−α ∧ 1 for α ∈ (1, 2). Write
Zn(t) :=
Xt − tνβ
an
then |Zn(s)− Zn(r)| =
∣∣∣∣Xs −Xr − νβ(s− r)an
∣∣∣∣ .
Since α > 1 we have that the walk is ballistic therefore
lim
n→∞P
(
∆nTνβ/2 ≤ nT
)
= 1.
That is, with high probability the walk visits at least nTνβ/2 vertices by time nT .
Let λ > 0 then the probability that at least one of these first nTνβ/2 vertices has a holding time of
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at least λn := λan = λn
1/α and no more than hn := hn/3 is at least
P
nTνβ/2⋃
x=1
{κx ∈ [λn, hn)}
 = 1− (1− (λn)−α + (hn)−α)nTνβ/2 → 1− e−λ−αTνβ2 > 0.
Let xˆ := inf{x ≥ 0 : κx ∈ [λn, hn)}. Notice that the probability that the embedded walk moves from
a vertex y to y − 1 and then back to y starting from the first hitting time of y is
P(Y∆Yy +1 = y − 1, Y∆Yy +2 = y) =
β
(β + 1)2
> 0
independently of the environment. In particular, this holds for y = xˆ and, writing
An := {∆nTνβ/2 ≤ nT} ∩ {xˆ ≤ nTνβ/2} ∩ {Y∆Yxˆ +1 = xˆ− 1} ∩ {Y∆Yxˆ +2 = xˆ},
we have that for any fixed h > 0
lim sup
n→∞
P(An) ≥ β
(β + 1)2
(
1− e−
λ−αTνβ
2
)
> 0.
Let ϑn := ∆xˆ be the first hitting time of xˆ then ϑ
+
n := ϑn + κxˆ is the time that the walk first moves
from xˆ to one of its neighbours. Similarly, write ϑ˜n := inf{t > ϑ+n : Xt = xˆ} to be the first return time
to xˆ after the first visit and let ϑ˜+n := ϑ˜n + κxˆ be the time at which the walk moves away from xˆ for the
second time.
Let (Ik) be a partition of [0, T ) into intervals [vk, vk+1) satisfying vk+1−vk > h for all k. On the event
An we have that for any such partition there exists some k such that either ϑn, ϑ+n ∈ Ik or ϑ˜n, ϑ˜+n ∈ Ik.
We then have that
lim sup
n→∞
|Zn(ϑn)− Zn(ϑ+n )| = lim sup
n→∞
νβκxˆ + 1
an
≥ λνβ .
The same holds for ϑ˜n, ϑ˜
+
n . In particular, choosing λ ≤ ν−1β ,
lim sup
n→∞
E[ω˜(Zn, T, h) ∧ 1] ≥ λνβ lim sup
n→∞
P(An) ≥
λνββ
(
1− e−λ
−αTνβ
2
)
(β + 1)2
> 0.
This proves that
lim
h→0
lim sup
n→∞
E[ω˜(Zn, T, h) ∧ 1] 6= 0.
for the random walk in random scenery and, therefore, Theorem 2 cannot be extended to the J1 topology.
5 Random walks on Galton-Watson trees
For a fixed tree T rooted at ρ, we write ←−x to denote the parent of x ∈ T and c(x) the set of children
of x. For β ≥ 1, we then define the β biased random walk X as the Markov chain started from a fixed
vertex z with transition probabilities
PTz (Xn+1 = y|Xn = x) =

1
1+β|c(x)| , if y =
←−x ,
β
1+β|c(x)| , if y ∈ c(x), x 6= ρ,
1
|c(ρ)| , if y ∈ c(x), x = ρ,
0, otherwise.
That is, X is the random walk which is β times more likely to move along a given edge away from the
root than it is to move along the unique edge directed towards the root.
Let ξ be a random variable taking values in the non-negative integers with masses pk := P(ξ = k),
mean µ ∈ (0, 1) and variance σ2 < ∞. Denote by Zn the nth generation size of a GW-process with
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Figure 1: A sample subcritical GW-tree conditioned to survive T with the backbone Y represented by solid
lines and the buds and traps connected by dashed lines.
this offspring law (e.g. [2]). Such a process gives rise to a random rooted tree T ξ where individuals in
the process are represented by vertices (with the unique progenitor as the root ρ) and undirected edges
connect individuals with their offspring. To avoid the trivial case in which no traps form we also assume
that p0 + p1 < 1.
It has been shown in [29] that there is a well defined probability measure P over GW-trees conditioned
to survive T which arises as the limit as n → ∞ of probability measures over GW-trees conditioned to
survive up to generation n. It can be seen (e.g. [27]) that the tree can be constructed by attaching i.i.d.
finite trees to a single semi-infinite path. More specifically, we can construct a random tree with the
desired law using two types of vertices which we refer to as special and normal. Define ξ∗ to be a random
variable with the size-biased law given by the probabilities P(ξ∗ = k) = kpkµ−1. The construction is
then as follows:
1) Start with a single special vertex;
2) At each generation, let every normal vertex give birth to vertices according to independent copies of
the original offspring distribution (all of which are labelled as normal);
3) At each generation, let every special vertex give birth to vertices according to independent copies
of the size-biased distribution (one of which is chosen uniformly at random to be special and the
remaining vertices are labelled as normal).
We will denote by ρk the special vertex in the k
th generation and Y := (ρ0 = ρ, ρ1, ...) the semi-infinite
path formed by the special vertices (which we call the backbone). We then write T ∗−x for the branch
rooted at x ∈ Y; that is, the tree formed by the descendants of x which are not in the descendant tree
of the unique child of x on Y (see Figure 1).
In this section we consider a biased random walk X on T and we denote by |x| := d(x, ρ) the graph
distance between the x ∈ T and the root of the tree. As for the randomly trapped random walk, we use
P(·) = ∫ PTρ (·)P(dT ) for the annealed law.
It has been shown in [14, Theorem 4] that if 1 < β < µ−1 then |Xn|/n converges P-a.s. to a fixed
(known) speed νβ . Moreover, this has been extended to a functional central limit theorem in [14, Theorem
4] when 1 < β < µ−1/2 and E[ξ3] < ∞. That is, under these conditions, (|Xnt| − ntνβ)/
√
n converges
in P-distribution to a scaled Brownian motion. In this section we consider the case µ−1/2 < β < µ−1
in which the walk is ballistic and does not satisfy a central limit theorem. We show in Theorem 3 that,
along given subsequential limits, the suitably centred and scaled process converges to a Le´vy process. In
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particular, the correct scaling of the centred walk up to time n is n1/γ where
γ := − log(µ)
log(β)
∈ (1, 2).
Theorem 3. Suppose E[ξ2+γ ] < ∞ and µ−1/2 < β < µ−1 then, for ς > 0 write nk(ς) = bςµ−kc. As
k →∞, (
∆nktνβ − nkt
n
1/γ
k
,
Xnkt − nktνβ
n
1/γ
k
)
t≥0
converges in P-distribution on DM1 ×DM1 to (Vt,−νβVt)t≥0 where Vt is a Le´vy process.
It is natural to consider whether the convergence can be proved more generally (i.e. along all subse-
quences) however, this is not the case. To see this we first note that the height H := sup{n ≥ 0 : Zn > 0}
of the subcritical tree is approximately geometrically distributed with parameter µ; specifically, by [31,
Theorem B] the sequence P(H ≥ n)µ−n is decreasing and converges to a positive constant:
cµ := lim
n→∞
P(H ≥ n)
µn
. (5.1)
The time spent in a branch largely consists of a geometric number of excursions from the deepest point
to itself. Each of these excursions is short but, by the Gambler’s ruin, the probability that the walk
escapes the branch on a given excursion is of the order β−H. It follows that the trapping times behave
approximately like βH. These times do not belong to the domain of attraction of any stable law and
therefore we do not observe full convergence. We direct the reader to [7] for a more detailed illustration
of this lattice effect. A related model has been considered in [8] and [26] in which the bias is chosen
randomly for each edge according to a non-lattice condition. This modification removes the lattice effect
in the sub-ballistic regime and should also be applicable here.
The case in which β > µ−1 has been studied further in [15] where it is shown that |Xn| scales with
nγ but also experiences the lattice effect. This corresponds with the regime covered by Theorem 1 which
we do not study further here. Furthermore, similar results to those mentioned above have been shown
for the random walk on critical and supercritical GW-trees (cf. [1, 7, 16, 18, 32, 36]). We also refer the
Figure 2: Phase diagram depicting the escape regimes of the biased random walk on the subcritical Galton-
Watson tree for different combinations of mean and bias. In region A the walk is recurrent. In region B the walk
is ballistic and satisfies a functional central limit theorem. In region C the walk is ballistic and has fluctuations
of order n1/γ . In region D the walk is subballistic and the distance reached by the walker by time n is of order
nγ (meaning level n is first reached around time n1/γ).
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reader to [33]) for further background on random walks on GW-trees and their connection to electrical
network theory.
Although Theorem 3 does not extend to random walks on supercritical GW-trees, many of the
techniques used in the proof of Theorems 2 and 3 can be adapted to the supercritical setting. In
particular, a corresponding result should hold with β
1/2
c < β < βc and γ = log(βc)/ log(β) where βc is
the critical value of the bias determined in [32]. Proving this would confirm [6, Conjecture 3.3].
The remainder of this section will proceed as follows. In Subsection 5.1 we show that we can consider
the walk on the tree in the RTRW framework. This is done by extending the GW-tree conditioned to
survive into a two-sided tree, constructing holding times for a RTRW using a sequence of GW-trees
and showing that the finite trees are sufficiently short so that the walk never deviates too far from the
backbone. In Subsection 5.2 we decompose the trapping times and use Corollary 3.5 to remove parts of
the excursions which do not contribute to the limiting process. Finally, in Subsection 5.3, we show that
the asymptotic (1.4) holds with these reduced excursion times. This allows us to deduce the result from
Theorem 2.
5.1 The walk on the tree as a randomly trapped random walk
In this section we show that it suffices to consider a certain RTRW instead of the walk on a GW-tree.
We begin by extending the GW-tree to a two sided version. A two-sided tree T ∗ can be constructed
as the extension of a subcritical GW-tree conditioned to survive by using the infinite backbone Y∗ =
(..., ρ−1, ρ0, ρ1, ...) and i.i.d. branches. We then write T for the maximal subtree of T ∗ rooted at ρ0. Let
X∗ be a random walk on T ∗ and X the walk on T coupled to X∗ so that
Xn = X
∗
L (n) where L (n) = min
{
m ≥ 0 :
m∑
k=1
1{X∗k−1,X∗k∈T } ≥ n
}
.
The process X is then a biased random walk on T whose transitions coincide with the transitions of
X∗ restricted to T . The two walks X and X∗ deviate by at most the time spent by X∗ in T ∗ \ T .
By transience of the embedded walk on Y∗, the walk X∗ almost surely spends a finite amount of time
outside the infinite sub-tree rooted at ρ0 (cf. [13]). In particular, d(Xn, X
∗
n) < log(n) with high probability
therefore, since we consider polynomial scaling, we can consider the walk X∗ instead of X.
We now construct the holding times of the randomly trapped random walk via a sequence of i.i.d.
trees. For x ∈ Y∗, let T ∗−x be the branch rooted at x in T ∗. Denote by T x the finite tree T ∗−x with an
additional vertex ρx (germ) appended as a parent of the root x. Transitions to this additional vertex
will correspond to transitions along the backbone.
Consider a walk W on T x with transition probabilities
PT x(Wn+1 = y|Wn = w) =

1, if x = y = ρ,
β+1
1+β(|c(w)|+1) , if w = x, y = ρx,
β
1+β(|c(w)|+1) , if w = x, y ∈ c(w),
β
1+β|c(w)| , if w /∈ {x, ρx}, y ∈ c(w),
1
1+β|c(w)| , if w /∈ {x, ρx}, y =←−w ,
0, otherwise.
(5.2)
An excursion by W in T x started from x until absorption in ρx has the same distribution as the time taken
to move between backbone vertices of T ∗ started from x. In particular, we can construct a randomly
trapped random walk on Z with embedded walk given by the projection of Y ∗ (the embedded walk of
X∗) onto Z, environment determined by ω = (T ρk)k∈Z and excursion times given by the excursions of
X∗. In particular, we have that the RTRW is at k ∈ Z precisely when X∗ is in T ∗−ρk .
For C large, up to level n there will be no branches of height greater than C log(n) with high
probability (cf. [15]). It follows that X∗ and the RTRW deviate by at most C log(n) with high probability.
Since we consider polynomial scaling, it suffices to consider this randomly trapped random walk instead
of X∗ and thus X. To ease notation, we now denote by X the randomly trapped random walk.
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5.2 A decomposition of the trapping times
By Theorem 2 it suffices to show that for any l ∈ N, λ > 0 and a real valued function f satisfying
f(1, λ)  λγ ,
nk(ς) log
(
E
[
ET
[
exp
(
− λ
nk(ς)1/γ
(η0 − E[η0])
)]l])
∼ f(l, λ)
as k →∞. With a slight abuse of notation we will write n instead of nk(ς) until we need to consider the
specific subsequences.
The purpose of this section is to decompose the holding times of the RTRW; we begin by proving
upper bounds on the expected excursion times of biased random walks in trees. Let T be a fixed tree
rooted at a vertex ρ with germ ρ. Let W be a random walk on T with transitions given by (5.2) and
first return times τ+x . Let T be a random tree with germ ρ, root ρ and first generation size ξ∗ − 1 which
are the roots of independent GW-trees (T ξk )ξ
∗−1
k=1 . Let H denote the height of T .
Lemma 5.1. Suppose that E[ξ3] < ∞, β > 1 and µ < 1 then, for any α ∈ (1, 2] there exist constants
C1, C2 <∞ such that for any h ≥ 1
1.
ETρ [(τ
+
ρ )
α] ≤ C1
∞∑
k=0
∞∑
j=0
ZTk (Z
T
j )
2βjα;
2.
E
[
ETρ [(τ
+
ρ )
α]
∣∣H ≤ h] ≤ C2h(βαµ)h.
Proof. For x in T let vx denote the number of visits to x before reaching ρ. Using convexity and that
vx is geometrically distributed we have that
ETρ [(τ
+
ρ )
α] = ETρ
[(∑
x∈T
vx
)α]
≤
(∑
x∈T
1
)(∑
x∈T
ETρ [v
α
x ]
)
≤ C
∞∑
k=0
ZTk
∑
x∈T
(β|c(x)|+ 1)αβα|ρ−x|.
Noting that (β|c(x)|+ 1)α ≤ (β|c(x)|+ 1)2 ≤ C((ZT|x|+1)2 + (ZT|x|)2) gives the first result.
Since ξ has finite third moments and P(H ≤ 1) is bounded below by a constant we have that, by [14,
Lemma 4.1],
E[ZTk (Z
T
j )
2|H ≤ h] ≤ 1{j,k≤h}E[Z
T
k (Z
T
j )
2]
P(H ≤ h) ≤ Cµ
k∨j1{j,k≤h}.
Substituting this into the previous equation gives second result.
Since we can consider a single excursion in an individual branch, we will simplify notation by studying
the holding time η0 as the excursion time of the random walk W (whose transition probabilities are given
in (5.2)) on the dummy tree T with germ ρ and root ρ which has ξ∗ − 1 offspring (ρk)ξ
∗−1
k=1 which are
roots of independent GW-trees (T ξk )ξ
∗−1
k=1 . We write T
ξ
k for the tree formed by attaching the root ρ to
the tree T ξk . Let
Nk :=
η0∑
n=1
1{Wn−1=ρ, Wn=ρk}
be the number of entrances into the tree T ξk . Letting τ0,k = −1 we have that τ j,k := inf{n > τ j−1,k :
Wn = ρ, Wn+1 = ρk} is the start time of the jth excursion into T ξk and τ j,kρ := inf{n > τ j,k : Wn = ρ}
is the end time of the excursion. It follows that
η0 = 1 +
ξ∗−1∑
k=1
Nk∑
j=1
(τ j,kρ − τ j,k)
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where the 1 corresponds to the final step from the root to the germ. Each trap T ξk has a deepest vertex
which we denote by δk (if there is more than one of equal depth then we choose one from the final
generation uniformly at random). We can then write
Gj,k :=
τj,kρ∑
n=τj,k
1{Wn=δk}
to be the number of visits to δk on the j
th excursion into T ξk . In particular, we write
i) τ0,j,kδ := 0 and τ
i,j,k
δ := inf{n > τ i−1,j,kδ : Wn = δk} to be the hitting times of δk on the jth excursion
into T ξk ;
ii) Ti,j,k := τ
i+1,j,k
δ − τ i,j,kδ to be the duration of the ith excursion from δk to itself on the jth excursion
into T ξk for i = 1, ..., Gj,k − 1;
iii) Tj,k := (τ
j,k
ρ − τGj,k−1,j,kδ + τ1,j,kδ − τ j,k)1{Gj,k>0}+ (τ j,kρ − τ j,k)1{Gj,k=0} to be the remainder of the
jth excursion into T ξk (which consists of the first journey to the deepest point, the last journey from
the deepest point and the entire excursion if the deepest point is not reached).
Using the convention that
∑−1
i=1 λi = 0, we then have
η0 = 1 +
ξ∗−1∑
k=1
Nk∑
j=1
Tj,k + Gj,k−1∑
i=1
Ti,j,k
 .
We now show that we can ignore the parts of the excursion given by Tj,k thus allowing us to consider
holding times of the form given in (5.3) below. The proof of this follows by comparing the excursions
forming Tj,k with excursion times in unconditioned GW-trees in which the bias along the spine (from
the root to the deepest point) acts towards the root and the bias inside the foliage acts away from the
spine (but we control the height of the foliage).
Lemma 5.2. Under the assumptions of Theorem 3, there exists α > γ such that
E
1 + ξ∗−1∑
k=1
Nk∑
j=1
Tj,k
α <∞.
Proof. Write T (1) := (τ1,1ρ − τG1,1−1,1,1δ )1{G1,1>0} to be the time taken to return to the root from the
deepest point, T (2) := (τ1,1,1δ − τ1,1)1{G1,1>0} to be the time taken to reach the deepest point from the
root and T (3) := (τ1,1ρ − τ1,1)1{G1,1=0} to be the duration of an excursion when it does not reach the
deepest point. Then T1,1 = T
(1) + T (2) + T (3). By convexity we have that
E
1 + ξ∗−1∑
k=1
Nk∑
j=1
Tj,k
α ≤ CE [(ξ∗)α]E [Nα1 ](E [(T (1))α]+ E [(T (2))α]+ E [(T (3))α]) .
Since ξ has finite third moments we have that ξ∗ has finite second moments and therefore E [(ξ∗)α] <∞
for α ≤ 2. The number of entrances into the first trap is geometrically distributed with termination
probability (β + 1)/(2β + 1) and therefore E [Nα1 ] <∞ for any α <∞.
For convenience, we will consider a biased walk W on a dummy trap T ξ with root ρ and deepest
point δ. Let H denote the height of T ξ and Ph(·) = P(·|H = h) the environment law conditioned on the
hight of the tree. Then
E
[
(T (1))α
]
≤
∞∑
h=1
P(H = h)Eh
[
ET
ξ
δ
[
(τ+ρ )
α|τ+ρ < τ+δ
]]
.
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Recall that a trap T ξ has a unique self-avoiding path connecting ρ and δ which we call the spine
and denote by δ0 = δ, δ1, ..., δH = ρ. For a vertex δk on the spine, we refer to the vertices which are
descendants of δk but not on the spine as being in the subtrap T ξ
δk
at δk. Conditioning on τ+ρ < τ
+
δ or
τ+δ < τ
+
ρ does not change the transition probabilities inside the subtraps or the probability of moving
into a subtrap (cf. [7]). Let
Lk =
τ+δ ∧τ+ρ∑
n=1
(1{Wn−1=δk−1}∩{Wn=δk} + 1{Wn−1=δk+1}∩{Wn=δk})
denote the number of visits to δk from one its neighbours on the spine before reaching ρ or δ. Using
convexity we then have that
E
[
(T (1))α
]
≤
∞∑
h=1
P(H = h)hα−1
h∑
k=1
Eh
[
ET
ξ
δ
[Lαk |τ+ρ < τ+δ ]]Eh [ET ξδk [(τ+δk−1 ∧ τ+δk+1)α]] .
Similarly, we have
E
[
(T (2))α
]
≤
∞∑
h=1
P(H = h)hα−1
h∑
k=1
Eh
[
ET
ξ
ρ
[Lαk |τ+δ < τ+ρ ]]Eh [ET ξδk [(τ+δk−1 ∧ τ+δk+1)α]] ,
E
[
(T (3))α
]
≤
∞∑
h=1
P(H = h)hα−1
h∑
k=1
Eh
[
ET
ξ
ρ
[Lαk |τ+ρ < τ+δ ]]Eh [ET ξδk [(τ+δk−1 ∧ τ+δk+1)α]] .
The only term that differs in these expressions is the expected local time at vertices on the spine. By the
Gambler’s ruin, the walk on the spine can be stochastically dominated by a biased random walk where
the bias favours steps towards δ when conditioned on τ+δ < τ
+
ρ and ρ when conditioned on τ
+
ρ < τ
+
δ . It
immediately follows that there exists a constant C which is independent of h and k such that
Eh
[
ET
ξ
δ
[Lαk |τ+ρ < τ+δ ]] ,Eh [ET ξρ [Lαk |τ+δ < τ+ρ ]] ,Eh [ET ξρ [Lαk |τ+ρ < τ+δ ]] ≤ C.
Since the number of children δk has off the spine is stochastically dominated by a size biased random
variable and each of these is the root of a GW-tree conditioned to have height at most k− 1, by Lemma
5.1,
Eh
[
ET
ξ
δk
[
(τ+
δk−1 ∧ τ+δk+1)α
]] ≤ E [ETρ [(τ+ρ )α]∣∣H ≤ k] ≤ Ck(βαµ)k.
By (5.1) we have that P(H = h) ≤ Cµh for some constant C <∞. It follows that for i = 1, 2, 3
E
[
(T (i))α
]
≤ C
∞∑
h=1
µhhα−1
h∑
k=1
k(βαµ)k ≤ C
∞∑
h=1
hα(βαµ2)h
which is finite since βαµ2 < 1.
By Lemma 5.2 and Corollary 3.5 we can now consider holding times of the form
ξ∗−1∑
k=1
Nk∑
j=1
Gj,k−1∑
i=1
Ti,j,k. (5.3)
The excursions Ti,j,k from the deepest point δk in the trap T ξk are typically very short because the
bias is acting towards δk. They do, however, depend on the height of the trap which (through Gj,k)
is largely responsible for the heavy tailed behaviour in the above sum. We therefore want to consider
excursion times from the deepest point that do not depend on the height of the trap; for this, we will
replace Ti,j,k with excursion times on T ξk extended to an infinite trap T ∗k using the construction of [25].
That is, starting from T ξk , we can iteratively construct a random infinite tree T ∗k with deepest point δk
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such that, denoting by δ1k the parent of δk and δ
l+1
k the parent of δ
l
k,
1) the subtree of T ∗k consisting of δlk and all of its descendants is a GW-tree conditioned to have height
l;
2) for l = |ρk − δk|, the subtree of T ∗k consisting of δlk and all of its descendants is T ξk .
We now show that we can replace Ti,j,k with excursion times on T ∗k . We begin by constructing these
excursion times. For k = 1, ..., ξ∗ − 1 let
1) Xkn be independent β-biased random walks on T ∗k started from Xk0 = δk;
2) T ∗1,1,k = inf{n > 0 : Xkn = δk} be the first return time to δk;
3) A1,1,k := {T ∗1,1,k > inf{n > 0 : Xkn = δ|ρk−δk|k } be the event that the walk leaves T ξk before returning
to δk.
We then have that
1) T˜1,1,k := T
∗
1,1,k1A1,1,k + T1,1,k1Ac1,1,k has the same law as T
∗
1,1,k but is coupled to T1,1,k such that
T1,1,k = T˜1,1,k + 1{A1,1,k}(T1,1,k − T ∗1,1,k);
2) (T˜1,1,k)k≥1 are i.i.d. with respect to P;
3) for each k we can construct (T˜i,j,k)i,j≥1 which are
i) i.i.d. with respect to PT
∗
k ;
ii) coupled to Ti,j,k such that Ti,j,k = T˜i,j,k + 1{Ai,j,k}(Ti,j,k − T ∗i,j,k) where (T ∗i,j,k)i,j≥1 are inde-
pendent excursion times on T ∗k and Ai,j,k are the events that the corresponding walks leave
T ξk .
Before showing that we can replace Ti,j,k with T˜i,j,k, we first show that T˜i,j,k have finite second
moments.
Lemma 5.3. Under the assumptions of Theorem 3 we have that E[T˜ 21,1,1] <∞.
Proof. Let δ∗ denote the spine {δ0, δ1, ...} of T ∗ and, for x ∈ T ∗, let vx denote the number of visits to x
before returning to δ = δ0. By the Gambler’s ruin we have that PT
∗
δ (τ
+
δk
< τ+δ ) ≤ Cβ−k. Since the walk
on the spine is β-biased we have that E δ
∗
δk [(vδk)
2] ≤ C independently of k. Moreover, the time spent in
a subtrap rooted at δk is stochastically dominated by the time spent in the tree T conditioned to have
height at most k. By Lemma 5.1 it follows that
E[T˜ 21,1,1] ≤
∞∑
k=0
E
[
PT
∗
δ (τ
+
δk
< τ+δ )
]
E
[
E δ
∗
δk [(vδk)
2]
]
E
[
ETρ [(τ
+
ρ )
2]|H ≤ k
]
≤
∞∑
k=0
β−kk(β2µ)k
which is finite since βµ < 1.
The following lemma shows that we can replace the excursions Ti,j,k with excursions on the infinite
traps (which are independent of the height of the original trap).
Lemma 5.4. Under the assumptions of Theorem 3 we have that, for some α > γ,
E
ξ∗−1∑
k=1
Nk∑
j=1
Gj,k−1∑
i=1
1{Ai,j,k}(Ti,j,k − T ∗i,j,k)
α <∞.
Proof. Since E[(ξ∗)α],E[Nαk ] <∞, by convexity it suffices to show that
E
G1,1−1∑
i=1
1{Ai,1,1}(Ti,1,1 − T ∗i,1,1)
α (5.4)
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is finite. Summing over the height H of the trap T ξ1 and using that P(H = h) ≤ Cµh we have that (5.4)
is bounded above by
∞∑
h=1
P(H = h)Eh
G1,1−1∑
i=1
1{Ai,1,1}(Ti,1,1 − T ∗i,1,1)
α ≤ ∞∑
h=1
µhEh
[
Gα1,1
]
Eh
[(
1{A1,1,1}(T1,1,1 − T ∗1,1,1)
)α]
.
It follows from Lemma 5.1 that E
[(
T1,1,1 − T ∗1,1,1
)α ∣∣A1,1,1,H = h] ≤ h(βαµ)h. Conditional onH = h
we have that G1,1 is geometrically distributed with termination probability (β
h − β)/(βh − 1) which
gives us that E
[
Gα1,1
∣∣H = h] ≤ Cβαh. Similarly, P(A1,1,1|H = h) ≤ Cβ−h therefore we have that (5.4)
is bounded above by
∞∑
h=1
µhβh(α−1)E
[(
T1,1,1 − T ∗1,1,1
)α ∣∣A1,1,1,H = h] ≤ ∞∑
h=1
h(β2α−1µ2)h.
Since α > γ = log(µ−1)/ log(β) we have that β2α−1µ2 = β2(α−γ)−1 < 1 for α < γ + 1/2. For such α we
then have that the above sum is finite which completes the proof.
By Lemma 5.4 and Corollary 3.5 we can now consider holding times of the form
ξ∗−1∑
k=1
Nk∑
j=1
Gj,k−1∑
i=1
T˜i,j,k.
On the event that δk is reached on the j
th excursion into T ξk , the random variable Gj,k − 1 is
geometrically distributed with termination probability
qHk := P
T ξk
δk
(τ+ρ < τ
+
δk
) =
β − 1
βHk − 1
where Hk = |ρ− δk| is the height of the trap T ξk . We will replace Nk with the number of excursions into
T ξk such that δk is reached so that we can consider Gj,k as geometrically distributed. The probability that
δk is reached on a given excursion depends on the height of the trap; we also remove this dependency.
Write Bk :=
∑Nk
j=1 1{Gj,k>0} for the number of excursions that reach δk then Bk is binomially dis-
tributed with Nk trials and success probability
P
T ξk
ρk (τ
+
δk
< τ+ρ ) =
βHk(1− β−1)
βHk − 1 = (1− β
−1) +
1− β−1
βHk − 1 .
Let B˜k be binomially distributed with Bk trials and success probability β
−Hk . Then B˜k is binomially
distributed with Nk trials and success probability 1− β−1 such that B˜k ≤ Bk. Let G˜j,k be independent
and equal in distribution (with respect to PT ) to Gj,k − 1 conditional on {Gj,k > 0}.
Lemma 5.5. Under the assumptions of Theorem 3 we have that, for some α > γ,
E
ξ∗−1∑
k=1
Bk−B˜k∑
j=1
G˜j,k∑
i=1
T˜i,j,k
α <∞.
Proof. Since E[(ξ∗)α] <∞, by convexity it suffices to show that
E
B1−B˜1∑
j=1
G˜j,1∑
i=1
T˜i,j,1
α <∞ (5.5)
in finite.
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Since B1 − B˜1 ≤ N11{B1 6=B˜1} we have that (5.5) is bounded above by
E
 N1∑
j=1
1{B1 6=B˜1}
G˜j,1∑
i=1
T˜i,j,1
α ≤ E[Nα1 ]E
1{B1 6=B˜1} G˜1,1∑
i=1
T˜i,1,1
α
where we have that E[Nα1 ] <∞. Summing over the height H of the trap T ξ1 , using that P(H = h) ≤ Cµh
and independence of G˜1,1 with (T˜i,1,1)i≥1 we have that (5.5) is bounded above by
C
∞∑
h=1
µhP(B1 6= B˜1|H = h)E[G˜α1,1|H = h]E[T˜α1,1,1].
By definition of Bk and B˜k we have that P(B1 6= B˜1|H = h) ≤ Cβ−h and, as in Lemma 5.4, we have
that E[G˜α1,1|H = h] ≤ βαh. By Lemma 5.1 we have that E[T˜α1,1,1] <∞ therefore it follows that (5.5) can
be bounded above by
C
∞∑
h=1
(βα−1µ)h
which completes the proof since βα−1µ ∈ (0, 1).
By Corollary 3.5 we can now consider holding times of the form
η˜0 :=
ξ∗−1∑
k=1
B˜k∑
j=1
G˜j,k∑
i=1
T˜i,j,k
where we recall that
1) ξ∗ − 1 is the number of children of ρ in T ;
2) B˜k are jointly equal in distribution to the number of excursions into T ξk which reach the deepest
points δk;
3) G˜j,k are equal in distribution to the number of excursions from δk to itself (for a walk started at δk)
which depend on T only through Hk;
4) T˜i,j,k are excursions (from δk to itself) in the infinite traps T ∗k and, conditional on T ∗k , are independent
of Hk.
5.3 Subsequential convergence of the Laplace transforms
In this section we show that for any l ∈ N, λ > 0 and a real valued function f satisfying f(1, λ)  λγ ,
nk(ς) log
(
E
[
ET
[
exp
(
− λ
nk(ς)1/γ
(η˜0 − E[η˜0])
)]l])
∼ f(l, λ)
as k → ∞. As before, we continue to write n for nk(ς) until we require the specific subsequences.
We begin by rearranging the quenched Laplace transform of η˜0 using the distributions and dependence
structure of ξ∗, B˜k, G˜j,k and Ti,j,k detailed in the previous section.
Lemma 5.6. Under the assumptions of Theorem 3 we have that,
ET
[
exp
(
− λ
n1/γ
η˜0
)]
=
1
1 + β−1β+1
∑ξ∗−1
k=1
(
1− ET
[
exp
(
− λ
n1/γ
∑G˜1,k
i=1 T˜i,1,k
)]) .
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Proof. Write ϑk := E
T
[
exp
(
− λ
n1/γ
∑G˜1,k
i=1 T˜i,1,k
)]
then, since ξ∗ and ϑk are deterministic with respect
to PT and that T˜i,j,k and G˜j,k are independent of ξ∗ and B˜k we have that
ET
[
exp
(
− λ
n1/γ
η˜0
)]
= ET
ξ∗−1∏
k=1
ϑB˜kk
 = ∑
(bk)
ξ∗−1
k=1 ∈Zξ
∗−1
+
ξ∗−1∏
k=1
ϑbkk
PT
ξ∗−1⋂
k=1
B˜k = bk
 .
Summing over the total number of excursions
∑ξ∗−1
k=1 B˜k we have that the above expression is equal to
∞∑
L=0
(
(ξ∗ − 1)(β − 1)
ξ∗(β − 1) + 2
)L(
β + 1
ξ∗(β − 1) + 2
) ∑
(bk)
ξ∗−1
k=1 ∈Zξ
∗−1
+∑ξ∗−1
k=1 bk=L
(ξ∗ − 1)−L
(
L
b1, ..., bξ∗−1
) ξ∗−1∏
k=1
ϑbkk
=
β + 1
ξ∗(β − 1) + 2
∞∑
L=0
(
(β − 1)∑ξ∗−1k=1 ϑk
ξ∗(β − 1) + 2
)L
=
1
1 + β−1β+1
∑ξ∗−1
k=1 (1− ϑk)
which completes the proof.
The excursion times (Ti,1,k)i≥1 are identically distributed with respect to PT and independent from
G˜1,k; therefore,
ET
exp
− λ
n1/γ
G˜1,k∑
i=1
T˜i,1,k
 = ET
G˜1,k∏
i=1
exp
(
− λ
n1/γ
T˜i,1,k
)
= ET
[
ET
[
exp
(
− λ
n1/γ
T˜1,1,k
)]G˜1,k]
=
1
1 +
1−qHk
qHk
ET
[
1− exp
(
− λ
n1/γ
T˜1,1,k
)]
by using the probability generating function of a geometric random variable.
Write
ψ(k)n =
1− qHk
qHk
λ
n1/γ
ET [T˜1,1,k] =
βHk − β
β − 1
λ
n1/γ
ET [T˜1,1,k]
then using Lemma 5.3 and a Taylor expansion we have that
E
[
ET
[
exp
(
− λ
n1/γ
η˜0
)]l]
= E

 1
1 + β−1β+1
∑ξ∗−1
k=1
(
1− 1
1+ψ
(k)
n
)
l
+O(n−2/γ).
This reduces the proof of Theorem 3 to showing convergence of
n log
E

 1
1 + β−1β+1
∑ξ∗−1
k=1
(
1− 1
1+ψ
(k)
n
)
l
 exp( lλE[η˜0]
n1/γ
) (5.6)
along the given subsequences.
Let
Φ(M)n :=
β − 1
β + 1
M∑
k=1
(
1− 1
1 + ψ
(k)
n
)
then E[Φ(ξ
∗−1)
n ] =
λE[η˜0]
n1/γ
+
β − 1
β + 1
E[ξ∗ − 1]E
[
(ψ
(1)
n )2
1 + ψ
(1)
n
]
25
and the first expectation in (5.6) can be written as
1− l
(
E[Φ(ξ
∗−1)
n ] +E
[
(Φ
(ξ∗−1)
n )2
1 + Φ
(ξ∗−1)
n
])
+
l∑
j=2
(−1)j
(
l
j
)
E
( Φ(ξ∗−1)n
1 + Φ
(ξ∗−1)
n
)j .
Noting that
exp
(
lλE[η˜0]
n1/γ
)
= 1 + l
λE[η˜0]
n1/γ
+O(n−2/γ) = 1 + lE[Φ(ξ
∗−1)
n ] +O(n
−2/γ),
it suffices to show convergence of
nE
[
(ψ
(1)
n )2
1 + ψ
(1)
n
]
, nE
[
(Φ
(ξ∗−1)
n )2
1 + Φ
(ξ∗−1)
n
]
and nE
( Φ(ξ∗−1)n
1 + Φ
(ξ∗−1)
n
)j
for every j ≥ 2. Using integration by parts we have that
nE
[
(ψ
(1)
n )2
1 + ψ
(1)
n
]
= n
∫ ∞
0
t(2 + t)
(1 + t)2
P(ψ(1)n > t)dt (5.7)
nE
[
(Φ
(ξ∗−1)
n )2
1 + Φ
(ξ∗−1)
n
]
= n
∞∑
M=1
P(ξ∗ − 1 = M)E
[
(Φ
(M)
n )2
1 + Φ
(M)
n
]
= n
∞∑
M=1
P(ξ∗ − 1 = M)
∫ ∞
0
t(2 + t)
(1 + t)2
P(Φ(M)n > t)dt
nE
( Φ(ξ∗−1)n
1 + Φ
(ξ∗−1)
n
)j = n ∞∑
M=1
P(ξ∗ − 1 = M)E
( Φ(M)n
1 + Φ
(M)
n
)j
= n
∞∑
M=1
P(ξ∗ − 1 = M)
∫ ∞
0
jtj−1
(1 + t)j+1
P(Φ(M)n > t)dt.
Noting that ξ∗ − 1 has finite 1 + γ moments and∫ ∞
0
t(2 + t)
(1 + t)2
t−γdt,
∫ ∞
0
jtj−1
(1 + t)j+1
t−γdt <∞,
Lemma 5.7 shows that the integrands in the right hand side of (5.7) are bounded above by an integrable
function. By dominated convergence, it follows that it remains to show convergence of nP(ψ
(1)
n > t) and
nP(Φ
(M)
n > t) for almost every t > 0.
Lemma 5.7. Under the assumptions of Theorem 3, there exists a constant C such that for any M ∈ N
we have
nP(ψ(1)n > t) ≤ Ct−γ and nP(Φ(M)n > t) ≤ CM1+γt−γ
uniformly over n ∈ N and t > 0.
Proof. Using that P(H ≥ t) ≤ Cµt for some constant C we have that
nP(ψ(1) > t) ≤ nP
(
βH >
Cλ,βtn
1/γ
ET [T˜1,1,1]
)
≤ nE
P
H > log (Cλ,βtn1/γ)− log
(
ET [T˜1,1,1]
)
log(β)
∣∣ET [T˜1,1,1]

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≤ nE
[
µ
log(Cλ,βtn1/γ)−log(ET [T˜1,1,1])
log(β)
]
= Ct−γE
[
ET [T˜1,1,1]γ
]
which is bounded above by Ct−γ since E
[
ET [T˜1,1,1]2
]
< ∞ by Lemma 5.3. Noting that Φ(M)n ≤
Cβ
∑M
k=1 ψ
(k)
n , a union bound and the above estimate on nP(ψ(1) > t) immediately give the bound for
nP(Φ
(M)
n > t).
We now conclude by proving convergence of nP(ψ
(1)
n > t) and nP(Φ
(M)
n > t) for almost every t > 0.
Lemma 5.8. Under the assumptions of Theorem 3 we have that, for every M ∈ N, nk(ς)P(ψ(1)nk(ς) > t)
and nk(ς)P(Φ
(M)
nk(ς)
> t) converge as k →∞ for almost every t > 0.
Proof. Using that P(H ≥ m) ∼ cµµm and E[ET [T˜1,1,1]γ ] <∞ we have that
nkP(ψ
(1)
nk
> t) = nkP
(
βH >
tn
1/γ
k (β − 1)
λET [T˜1,1,1]
+ β
)
= nkE
P
H > log
(
tn
1/γ
k (β−1)
λET [T˜1,1,1]
+ β
)
log(β)
∣∣∣ET [T˜1,1,1]


converges for almost every t > 0 due to our choice of subsequence nk = bςµ−kc.
Let χ
(i)
k = ψ
(i)
nk/(1 + ψ
(i)
nk ) then by the first part of the lemma we have that nkP(χ
(i)
k > t) converges
for almost every t > 0. In particular, nkP(Φ
(1)
n > t) converges for almost every t > 0. To show that
nkP(Φ
(M)
nk > t) converges for almost every t > 0 we show that
lim
k→∞
nk(P(Φ
(M)
n > t)−MP(Φ(1)n > t)) = 0. (5.8)
We show that (5.8) holds for M = 2, convergence then holds for general M by an inductive argument.
For any t > 0 we have that
P(χ
(1)
k + χ
(2)
k > t) ≥ P(χ(1)k > t) +P(χ(2)k > t)−P(χ(1)k > t, χ(2)k > t).
By independence of χ
(1)
k and χ
(2)
k we have that nkP(χ
(1)
k > t, χ
(2)
k > t) = nkP(χ
(1)
k > t)P(χ
(2)
k > t)
converges to 0 as k →∞ thus lim infk→∞ nk(P(Φ(2)n > t)− 2P(Φ(1)n > t)) ≥ 0.
Next, we have that for any ε > 0,
P(χ
(1)
k + χ
(2)
k > t) ≤ P(χ(1)k > ε, χ(2)k > ε) +P(χ(1)k > t− ε, χ(2)k < ε) +P(χ(2)k > t− ε, χ(1)k < ε).
By the previous part of the lemma we have that nkP(χ
(1)
k > ε, χ
(2)
k > ε) converges to 0 as k → ∞.
Moreover, by independence of χ
(1)
k and χ
(2)
k for almost every t > 0 we have that
lim
ε→0
lim sup
k→∞
nk|P(χ(1)k > t− ε)P(χ(2)k < ε)−P(χ(1)k > t)| = 0
therefore lim supk→∞ nk(P(Φ
(2)
n > t)− 2P(Φ(1)n > t)) ≤ 0 which completes the proof.
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