Consider a superdiffusion X on R d corresponding to the semilinear operator A(u) = Lu + βu − ku 2 , where L is a second order elliptic operator, β(·) is in the Kato class and bounded from above, and k(·) ≥ 0 is bounded on compact subsets of R d and is positive on a set of positive Lebesgue measure.
Introduction

Model
For any measurable space (E, B), we denote by M (E) the set of all finite measures on B, equipped with the weak topology. We denote by M the Borel σ-field on M (E), and so M generated by all the functions f B (µ) = µ(B) with B ∈ B. The space of finite measures with compact support will be denoted by M c (E). The expression ⟨f, µ⟩ stands for the integral of f with respect to µ.
With β belonging to a certain Kato class (see Definition 1.2) and k being locally bounded from above and nonnegative, we will define the fundamental quantity λ 2 in (1.4) and show that λ 2 < ∞. We will write ({X t } t≥0 ; P µ , µ ∈ M (R d )) to denote the superprocess (a measure-valued Markov process) with P µ (X 0 = µ) = 1, corresponding to the semilinear elliptic operator A(u) := Lu + βu − ku 2 on R d . For the precise definition, see Definition 1.3 below. As we will see in Theorem 1.2 and Theorem 1.4, the superprocess is well defined and has a càdlàg version.
Motivation
The main purpose of this paper is to complement the results obtained in [8] . In particular, we study the growth/decay rate of the total mass of X and weak extinction of X. Whereas in [8] , the local behavior of the mass has been shown to be intimately related to the generalized principal eigenvalue corresponding to the expectation operator, here we will show that the global behavior of the mass is linked to another important quantity, the L ∞ -bound for the semigroup.
Known results
We first recall some definitions from Engländer and Kyprianou [8] . (i) We say that X exhibits local extinction under P µ if for every bounded Borel set B ⊂ R d , there exists a random time τ B such that P µ (τ B < ∞) = 1 and P µ (X t (B) = 0 for all t ≥ τ B ) = 1.
(ii) We say that X exhibits weak local extinction under P µ if for every bounded Borel set B ⊂ R d , P µ (lim t→∞ X t (B) = 0) = 1.
(iii) We say that X exhibits extinction under P µ if there exists a stopping time τ such that P µ (τ < ∞) = 1 and P µ (X t (R d ) = 0 for all t ≥ τ ) = 1.
(iv) We say that X exhibits weak extinction under P µ if P µ (lim t→∞ X t (R d ) = 0) = 1.
Let λ 2 be the growth bound of the semigroup in L 2 (R d , m) corresponding to the operator L+β (see (1.4) and (1.5)). In [23] , Pinsky gave a criterion for the local extinction of X under the assumption that β is Hölder continuous, namely, he proved that X exhibits local extinction if and only if λ 2 ≤ 0. In particular, local extinction does not depend on the branching intensity k, but it does depend on L and β. (Note that, in regions where β > 0, β can be considered as mass creation, whereas in regions where β < 0, β can be considered as mass annihilation.) Since local extinction depends on the sign of λ 2 , therefore, heuristically, it depends on the competition between the outward speed of particles and the mass creation. The main tools of [23] are PDE techniques. In [8] , Engländer and Kyprianou presented probabilistic (martingale and spine) arguments for the fact that λ 2 ≤ 0 implies weak local extinction, while λ 2 > 0 implies that, for any λ < λ 2 Putting things together, one concludes that in this case local extinction is in fact equivalent to weak local extinction and there is a dichotomy in the sense that the process either exhibits local extinction (when λ 2 ≤ 0), or there is local exponential growth with positive probability (when λ 2 > 0).
We will see that, on the other hand, extinction and weak extinction are different in general. The intuition behind this is that the total mass ∥X t ∥ may stay positive but decay to zero, while drifting out (local extinction) and on its way obeying changing branching laws. (For a concrete example see Example 5.3.) This could not be achieved in a fixed compact region with fixed branching coefficients.
In [8] an analogous result has been verified for branching diffusions too, by using the same method. (Note that for branching diffusions, weak (local) extinction and (local) extinction are obviously the same, because the local/total mass is an integer.) It was also noted that the growth rate of the total mass may exceed λ 2 (see [8, remark 4] ).
Our main results
It is important to point out that weak extinction, unlike local extinction, depends on the branching intensity k as well. It is natural to ask whether β or k plays the more important role. The answer: β plays the main role, k only has a minor significance. We will prove that the exponential growth rate of the total mass is λ ∞ , defined by (1.8). More precisely, there are three cases:
1. If mass creation is large enough so that λ ∞ > 0, then the total mass of X tends to infinity exponentially with rate λ ∞ > 0;
2. if annihilation is strong enough so that λ ∞ < 0, then the total mass of X tends to zero exponentially with rate λ ∞ < 0, even under survival;
3. if λ ∞ = 0, then weak extinction depends on k.
Concerning the third case, under some further conditions on β, we will give a necessary and sufficient condition for X to exhibit weak extinction (see Remark 1.10).
In all the work mentioned above, β is assumed to be Hölder continuous. In this paper, we relax this condition by using results of [2, 4, 13, 14, 30] on Schrödinger operators. The results of this paper are new even under the assumption that β is Hölder continuous. Furthermore, even under the Hölder continuity assumption, the arguments of this paper can not be simplified by much.
Before we give the main results of this paper, let us introduce some definitions and notations.
Definition 1.2 (Kato class)
A measurable function q on R d is said to be in the Kato
It is easy to see that any bounded function is in the Kato class K(ξ). For any q ∈ K(ξ), denote e q (t) := exp
and define
whenever the integral on the righthand side makes sense.
Assumption 1.1
In the remainder of this article, we will always assume that β ∈ K(ξ). 
One may define a semigroup {P
In Section 2 we will prove the following probabilistic characterization of λ 2 (β) 
, and for any bounded Borel f ≥ 0 on R d , one has
where u is the minimal nonnegative solution to
We will also say that (
is the superprocess 'corresponding to the
Remark 1.3 (Minimality and uniqueness)
Under our general condition on k, we do not claim the uniqueness of the solution to the cumulant equation (1.7). In the Appendix, we will construct a minimal solution instead. If, however, k ∈ K(ξ) holds as well, then the solution is unique, see Remark 6.1.
Right after the construction of the superprocess, one of course would like to know what regularity properties of the paths one can assume.
Theorem 1.4 Suppose that β ∈ K(ξ) and is bounded from above, and k ≥ 0 is locally bounded. The superprocess constructed in Theorem 1.2 has a version which has càdlàg paths (that is, right continuous paths with left limits in the weak topology of measures).
Throughout this paper, the following assumption will be in force:
Assumption 1.2 (Regularity assumption)
The superprocess X has càdlàg paths.
The proofs of Theorems 1.2 and 1.4 are relegated to the Appendix.
Remark 1.5 (β unbounded from above)
Note that to get a regular version of X we supposed that β is bounded from above. This was a purely technical assumption, and in fact, this is the only reason we need this condition. All of the arguments in this paper work for any β ∈ K(ξ) except when we need the regularity of X.
Returning now to the analytic tools needed, another very important quantity besides λ 2 is given in the following definition.
Definition 1.4 (L
As already mentioned, λ ∞ plays a crucial role in describing the behavior of the total mass of the superprocess, while λ 2 describes the behavior of the local mass. Indeed from (1.4) and (1.8) it is obvious that λ ∞ (β) ≥ λ 2 (β). In fact, λ ∞ (β) = λ 2 (β) and λ ∞ (β) > λ 2 (β) are both possible. For conditions under which λ ∞ (β) = λ 2 (β), we refer to Chen [3, Section 4] and the references therein. We will give some examples of λ ∞ (β) > λ 2 (β) in Section 5.
For simplicity, we will write λ 2 (β) as λ 2 , and λ ∞ (β) as λ ∞ when the potential β is fixed.
The following notion is of fundamental importance.
Definition 1.5 (gauge function)
For any β ∈ K(ξ), we define 9) when the right hand side is well defined. The function g β , called the gauge function, is very useful in studying the potential theory of the Schrödinger-type operator L + β.
We are now ready to state the main results of this paper, the first of which treats the 'overscaling' and 'underscaling' of the total mass ∥X t ∥ := ⟨1, X t ⟩.
In particular, if λ ∞ < 0, then X suffers weak extinction.
holds, then for any λ < λ ∞ ,
The next two theorems give some insight as to what happens when the scaling of the total mass is exactly at λ ∞ .
Theorem 1.7 (Scaling at
(1) Assume that λ ∞ > 0 and that (1.11) holds.
If, in addition, β ≤ 0 on R d , the superprocess suffers weak extinction.
Theorem 1.8 Assume that there is a bounded solution
If, in addition, h satisfies that 
where m is the function defined in (1.1) and G(x, y) is the Green function corresponding to ξ with respect to m(x)dx in R d .
The class K ∞ (ξ) was first introduced in [4, 2] . When ξ is transient and
Let M be the upper bound. By Jensen's inequality, we have 22) which implies that 1 t log sup
Thus by definition, In Section 5 we will give some examples for which the conditions of our theorems are satisfied.
Preparations: Feynman-Kac semigroups
Recall that β is in the Kato class K(ξ). In this section, we present some preliminary results on the Feynman-Kac semigroup. Recall from Section 1 that
and that {P
where
In this case, we will write G D to denote the Green function of ξ D with respect to
We will use the shorthand ξ (n) to denote ξ Dn and G n to denote G Dn . It follows from [15, 17] that G n is comparable to the Green function of the killed Brownian motion in D n . Therefore, there exists
for any ball B ⊂ D n ; and when d = 1
for any ball B ⊂ D n .
The 3G inequalities and the Martin kernel
For convenience, we define
for any ball B ⊂ D n ; and when d = 1, by direct calculation,
for any ball B ⊂ D n . The three inequalities above are called 3G inequalities.
for some x 0 ∈ B. Then one can easily deduce from the 3G inequalities above that there
It follows from [16, 17] that for any n ≥ 1, there exist
We then have the following result.
Proof. It follows from (2.11) that there exist constants c 1 , c 2 > 1 such that for any
we can apply the arguments in the proof of [5, Lemma 3.5] and the first part of the proof of [5, Theorem 3.6 ] to get the conclusion of our proposition. 2
Probabilistic representation of λ 2
The following result is a generalization of [22, Theorem 4.4.4] and it implies that (1.5) is valid when β ∈ K(ξ).
Proposition 2.2 (Probabilistic representation of λ 2 ) Let
Proof. Let P β,n t stand for P β,Dn t and let
where ∥P
For any n ≥ 1, by using (2.1)-(2.3) and Proposition 2.1 we can easily see that β ∈ K ∞ (ξ (n) ) (The definition of the Kato class K ∞ (ξ (n) ) is similar to Definition 1.6; see [4] for details.). Thus it follows from [3, Theorem 2.3] that for any n ≥ 1,
Now combining this with (2.12)-(2.13) yields the conclusion of our proposition. 2
Properties of the gauge function
The following basic properties of g β will be used later.
Lemma 2.3 (1) For any open set D ⊂ R d and nonnegative measurable function f on
(2.14)
Proof.
(1) The proof follows the same line of arguments as that of [5, Theorem 5.18] .
Without loss of generality, we may and do assume that K ⊂ B(0, n) and that there exists
Then by the definition of g D β,f and the strong Markov property, for any ball
By (2.8)-(2.10) and Proposition 2.1, for any ϵ > 0, we can choose r 0 = r 0 (n, β) ∈ (0, 1] such that for any r ∈ (0, r 0 ) and any (x, z) ∈ B × ∂B:
where Π z x stands for the law of the M B (·, z)-conditioned diffusion, i.e., the process such that for all bounded Borel function on B and t > 0,
Repeating the argument of [5, Theorem 5.17], we get that 
where σ stands for the surface measure on ∂B and K B is the Poisson kernel of B with respect to ξ. It follows from the Harnack inequality (applied to the harmonic functions of ξ) that there exists some c > 1 such that
therefore we have sup
Now (2.14) follows from a standard chain argument. The last assertion of (1) can be proved by repeating the argument of the Corollary to [5, Theorem 5.18] and we omit the details.
(2) The proof of (2) is the same as that of (1) 
The operator
G 0 f will be denoted as Gf . The following result will be needed later.
Lemma 2.4 Suppose that
Proof. The proof is similar to that of the first part of Lemma 2.3. For convenience, we put f := G β f in this proof. Without loss of generality, we may and do assume that the compact set K satisfies K ⊂ B(0, n), and furthermore, that there exists an
. By the strong Markov property, for any B = B(x 1 , r), we have 
Then we have
and
where C is the upper bound of f on B. It follows from the Harnack inequality (for harmonic functions of ξ) that there exists some c > 1 such that
Thus sup
Now the assertion of the lemma follows from a standard chain argument. 2 3 Proofs of Theorem 1.6 and Theorem 1.7
The following result is [7, Lemma 1.5].
Lemma 3.1 We can rewrite the above equation (1.7) as
Combining (1.6) and (3.2), we get the following expectation and variance formulas: for any bounded nonnegative function f on R d and any nonzero µ ∈ M (R d ),
where Var µ stands for variance under P µ .
Lemma 3.2 If λ
∞ > 0 then lim inf t→∞ ∥P β t 1∥ −1 ∞ ∫ t 0 ∥P β s 1∥ ∞ ds < ∞. (3.5)
Proof:
For convenience, we denote ∥P β t 1∥ ∞ by h(t) in this proof. Suppose that the statement is false. Then
and so for any K > 0, there exists
), this contradicts to the fact that
This contradiction proves the lemma. 
Proof of Theorem 1.6
For the proof of the theorem, we will need the following slight generalization of Doob's maximal inequality for submartingales.
Lemma 3.3
Assume that T ∈ (0, ∞), and that the non-negative, right continuous, filtered stochastic process (M t , F t , P) 0≤t≤T satisfies that there exists an a > 0 such that
Then, for every α ∈ (0, ∞) and 0 ≤ S ≤ T ,
Proof: Looking at the proof of Doob's inequality (see [27, Theorems 5.2.1 and 7.1.9] and their proofs), one can see that, when the submartingale property is replaced by our assumption, the whole proof goes through, except that now one has to include a factor a −1 on the right hand side.
Proof of Theorem 1.6: (1) By a standard Borel-Cantelli argument, it suffices to prove that with an appropriate choice of T > 0, it is true that for any given ϵ > 0,
. Pick a number 0 < a < 1 and fix it. Let
If we show that for a sufficiently small T > 0 and all n ≥ 1, the process {M (n) t } 0≤t≤T satisfies that for all 0 < s < t < T ,
then, by using Lemma 3.3, we can continue (3.8) with
Since λ > λ ∞ and ∥P
as n → ∞, therefore (3.6) holds. It remains to check (3.9). Let 0 < s < t < T . Using the Markov and branching properties at time n + s,
At this point we are going to determine T as follows. According to the assumption β ∈ K(ξ),
Pick T > 0 such that
for all 0 < t < T and all x ∈ R d . By Jensen's inequality,
and thus
holds too, for all 0 < t < T and all x ∈ R d . Returning to (3.10), for 0 < s < t < T , 
By (3.3) and (3.4), (3.12) and (3.14) yield
So, we have for every K > 0, 
which means that (3.13) holds with λ replaced by λ ∞ . So the proof of Theorem 1.6(2) works with λ replaced by λ ∞ .
(2) By (3.3), we have
Letting t → ∞ and using Fatou's lemma, we get
Note that Π µ e β−λ∞ (t) = ⟨Π · e β−λ∞ (t), µ⟩. Using (1.15) we get
where in the first equality we used the inequality Π · e β−λ∞ (t) ≤ sup x∈R d Π x (sup t≥0 e β−λ∞ (t)) and the fact that µ is finite measure, and in the second equality we used the inequality e β−λ∞ (t) ≤ sup t≥0 e β−λ∞ (t) < ∞ Π x -a.s. for any x ∈ R d , and (1.15). Hence by (3.20) we
which implies (1.16). Finally, when β ≤ 0, trivially λ ∞ ≤ 0; hence P µ (lim inf t→∞ ∥X t ∥ = 0) = 1. On the other hand, ∥X∥ is a supermartingale by the expectation formula and the branching Markov property, and thus, lim t→∞ ∥X t ∥ exists P µ -a.s. Hence, we can improve the liminf to a limit. We start with a lemma. Proof. Recall that D n = B(0, n) and τ n is the first exit time of ξ from D n . Since h is harmonic with respect to the operator L + β − λ ∞ , we have 
Lemma 4.1 Assume that β ∈ K(ξ) and that h > 0 is a bounded solution to
By the branching and Markov properties, for r ≤ s < t, we have 
Define P µ by the martingale change of measure
Following [8] we make the following observations. First, the probability measure P µ corresponds to the so-called 'spine-decomposition' of the process. Secondly, M h is a positive P µ -supermartingale, and thus it has a P µ -a.s. limit. Finally, by [8, Theorem
where dΠ
, the domain was bounded and instead of h, the unique solution to the Dirichlet boundary value problem was considered. However, the only property of the solution that was used in the proof was its invariance under the Feynman-Kac semigroup. We have this property for our h too by (4.2).) After the observations above, the rest is just standard measure theory. Namely, by Fatou's lemma,
s., and therefore
Finally, suppose that, with probability one, ∥X t ∥ = 0 for some t > 0. Since convergence in mean implies that lim t→∞ M h t is not identically zero, we get a contradiction.
Alternative proof of Theorem 1.8
The following result will imply Theorem 1.8 very easily. 
Theorem 4.2 Suppose that β ∈ K(ξ) and that
It follows from (4.4) and Lemma 2.4 that
Thus by the variance formula (3.4) and (4.1), we have
By the L 2 -convergence theorem, M h t converges to some η in L 2 (P µ ). In particular,
and therefore, P µ (η < ∞) = 1, and P µ (η = 0) < 1.
Preparation for the proof of Theorem 1.9
In the remainder of this section, we suppose λ ∞ = 0 and that h > 0 is a bounded solution to (L + β)u = 0 in R d in the sense of distributions. For c > 0, put
then u ch (t, x) is a solution of the following integral equation:
By Lemma 3.1, the above integral equation is equivalent to
Since h is a bounded positive solution to (L + β)u = 0, we have
Thus (4.9) can be rewritten as
In particular,
By Lemma 4.1, under P µ , exp(−c⟨h, X t ⟩), t ≥ 0 is a bounded submartingale. Thus u ch (t, x) is non-increasing in t. Hence, by the dominated convergence theorem, for every
Note that if k and β are radial functions, and if L is radial, then u ch (·) is a radial function, i.e., u ch (x) = u ch (∥x∥).
Lemma 4.3 (1) For any
(2) If L, k and β are radial, then
(1) By the special Markov property, for every fixed x ∈ R d , one has exp(−u ch (x)) = P δx exp(−c lim t→∞ ⟨h, X t ⟩)
By Jensen's inequality, ξ τ B(x,r) )e β (τ B(x,r) )).
(2) Similarly we have, for x ∈ B(0, R), that (τ B(0,R) )).
2
Note that u ch (x) is increasing in c. Let
That is, if
Proof. We first prove that if there exists a measurable set A ⊂ R d with positive Lebesgue 
Proof of Theorem 1.9
Since β ∈ K ∞ (ξ), by the Gauge Theorem (see [4, 
By dominated convergence,
Take h = g β . We know that h is a bounded solution of (L + β)u = 0 and satisfies (1.18); by Lemma 4.4 we only need to prove that if for every
First note that the assumption that
Letting t → ∞, we get
Letting R → ∞ in (4.13), one gets
Since u ch (x) > 0 and 0 < h(x) < ∞, we have lim inf R→∞ u ch (R) > 0. Then (4.18) implies (4.17). 2
Examples
Some super-diffusions with λ ∞ > λ 2
We start with an example in one dimension and with constant mass creation. 
For the large time behavior of X the following hold. 
In fact, by [8] , the local mass grows exponentially with positive probability, that is, not just in expectation.
(ii) If β > 0, since Π x e β (t) = e βt for all x ∈ R and t ≥ 0, (1.11) is satisfied. Thus by Theorem 1.6, we have that, for any λ > β,
and that if k is bounded, then, for any λ < β,
(iii) Since u ≡ 1 solves Lu = 0, by Theorem 4.2, if there exists an x 0 ∈ R such that
Hence,
(iv) Since L is radial, by Theorem 1.9 we have that in the case of critical branching
In summary, (a) If β > 0, the exponential growth rate of the total mass is β.
(b) If β = 0, weak extinction depends on the branching rate function k: the superprocess exhibits weak extinction if and only if (5.2) holds.
In the next example the motion component is a multidimensional 'outward OrnsteinUhlenbeck' process. 
Example 5.2 Consider the elliptic operator
and the starting measure µ = X 0 satisfies ∫
See [11, Theorem 1] and [10, Example 23] .
(ii) By Theorem 1.6, we have that, for any λ > β,
and that if k is bounded in R d , then, for any λ < β,
(iii) Obviously, u ≡ 1 is a bounded solution to Lu = 0, and using Theorem 4.2, we have that if the branching rate k satisfies
, there exists lim t→∞ exp(−βt)∥X t ∥ P µ -a.s., and
Extinction and weak extinction
Next is an example illustrating the difference between extinction and weak extinction. The superprocess X below exhibits local extinction and also weak extinction, nevertheless it survives with positive probability. 
, that is, let X correspond to the semilinear elliptic operator A, where
By Theorem 1.6, X suffers weak extinction:
Also, clearly, λ 2 = −B, yielding that X also exhibits local extinction.
Now we are going to show that, despite the above, the process X survives with positive probability, that is
In order to do this, we will use the definition and basic properties of h-transforms and weighted superprocesses. These can be found in Section 2 of [9] . The function h(x) := e ± √ 2(B−ϵ)x transforms the operator A into A h , where
(Note that h ′′ /2 − (B + ϵ)h = 0). The superprocess X h corresponding to A h is in fact the same as the original process X, weighted by the function h, and consequently, survival (with positive probability) is invariant under h-transforms. But X h has a conservative motion component and constant branching mechanism, which is supercritical, and therefore X h survives with positive probability; the same is then true for X. ⋄
The super-Brownian motion case
In this subsection we focus on the special case when the underlying motion process is a Brownian motion, that is, when L = ∆/2; in the remainder of this section we will always assume that this is the case. In this case β ∈ K(ξ) if and only if defined in [30] . We recall the definition of the class K ∞ d defined in [13, 14] in the case d ≤ 2.
Definition 5.1 (The classes K
ln(|y|)|q(y)|dy < ∞.
The d ≥ 3 case
We first recall the following definition from [25] . Note: The reader should not confuse the above properties of the function β with the (local) criticality (or sub-or supercriticality) of the branching, which simply refer to the sign of β (in certain regions).
The following result relates the above definition to the solutions of
and is due to [30] .
Then the following conditions are equivalent: It is easy to check that, for any
In this special case, the following result shows that h can be obtained as large time asymptotic limit of Schrödinger semigroup (see [25, Theorem 3 .1] 5) and lim 
which means that conditions (1.11) and (1.13) are satisfied. 2
The d ≤ 2 case
The following Lemma is due to [13, 14] . 
where for every open set B, T B = inf{t > 0; ξ t ∈ B} denotes the first hitting time of B, and T 0 = T {0} denotes the first hitting time of ξ at the point 0. h is also bounded below from 0.
It follows from the lemma above that, in the case
and β − λ ∞ (β) is critical, then the assumption (1.18) of Theorem 1.8 is satisfied.
and β is subcritical, Murata proved that there exists a positive solution h to (5.3) such that
as |x| → ∞. See [20, Theorem 4.1] . ⋄
and β − λ is subcritical, then there is no positive bounded solution to (L + β − λ)h = 0. In order to deal with the subcritical case, we need to develop some results on Schrödinger semigroups. We believe, that these results are also of independent interest.
Proof. Since λ ∞ (β) = 0, β is either critical or subcritical. For the subcritical case we will prove a stronger result later, see Lemma 5.7. Now we suppose that β is critical. Then Lemma 5.5 asserts that there exists a bounded solution ψ to (5.3) such that ψ > 0 and sup
This proves (5.8). If β is subcritical, we have the following stronger result.
Proof. We first prove the result for dimension d = 2. For r > 0 we denote the open ball of radius r with center at the origin and its open exterior by
According to [14, Proposition 2.2] , there exists an r 0 > 0 such that for all r ≥ r 0 and
Choose r 0 large enough such that Suppµ ⊂ B r 0 . We fix two real numbers r and R with R > r ≥ r 0 . Since β is subcritical, by [13, Theorem 2.1],
We define
In particular, S 1 = S. For any f ∈ C(∂B r ), we define
It follows from [14, Theorem 2.4] that λ(β) < 1. Thus there exists δ > 0 such that λ(β) + δ < 1, and sufficiently large n such that, ∥A
By the strong Markov property applied at τ B R , and by (5.10), we have 
By the strong Markov property, applied at S n , and by (5.11), and (5.12), we have
Observe that e β (t) = 1 + 
where T b is the first hitting time of ξ at the point b. By Theorem 4.8 in [13] , u(a, b)u(b, a) < 1 for any a, b ∈ R 1 . For any x ∈ R 1 , define
Repeating the above proof for d = 2 with S replaced by S x we can similarly obtain (5.9) for d = 1. We omit the details. 2
Proof. By (5.9) and by dominated convergence, it suffices to show
We continue to use the notations in the proof of Lemma 5.9. We first prove (5.15) for dimension d = 2. Using the strong Markov property of ξ, applied at τ B R , and Fatou's lemma, we get
Thus by Lemma 2.3, Π x e β (∞) ≡ 0 in R 2 .
Now we suppose d = 1. For any x ∈ R, let S x be defined as in proof of Lemma 5.9. By the strong Markov property of ξ applied at S x , we have, for any x ∈ R 1 ,
Since Π x e β (S x ) = u(x, x + 1)u(x + 1, x) < 1, the above equality yields Π x e β (∞) = 0 for every x ∈ R. 2 
Remark 5.11 It follows from the two results above that
, if d ≤ 2, L = ∆/2, λ ∞ (β) > 0, β − λ ∞ (β) ∈ K ∞ d and β − λ ∞ (β) is subcritical,
Compactly supported mass annihilation
We conclude this section of examples, as well as the whole article, with two simple examples which satisfy the assumptions of Theorem 1.7(2). In both cases we consider compactly supported mass annihilation terms.
We start with a two-dimensional example. 
where c is a positive constant determined by x, K and α. Therefore, for any x ∈ R 2 ,
log Π x e β (t) = 0. It is obvious that λ ∞ (β) ≤ 0. Then λ ∞ = 0 and g β−λ∞ (x) ≡ 0. It is obvious that (1.15) holds since β ≤ 0. Using again that β ≤ 0, we are done by part (2) of Theorem 1.7.
2
Finally, we discuss an example in one-dimension.
Example 5.5 (d=1; compactly supported mass annihilation) Let ξ be a Brownian motion in R, and β ≤ 0 a continuous function on R with compact support.
Proposition 5.13 In this case weak extinction holds.
Proof: It is well known that β is subcritical (see [24] ). By [29] , 
