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1 . INTRODUCTION
Consider the differential operator A defined on C2(I ), I = (0, 1), which
is given by
(1 .1)
	
Af =xD2f +flDf,
a and fl are real functions defined on I, D f and D2 f denote the first
respectively the second derivative of f .
Under certain conditions concerning a and
fi
(See MARTINI [5]) the
smallest closed extension j of A is the infinitesimal generator of a strongly
continuous contraction semi-group {Tt} (t z 0) of class (Co) on the Banach
space C(I) . In that case we have the relation
00
(1 .2) R(A
; A)/= f e
-10 T t f dt
a
for each
/
E C(I) when the real part Re
A
of A is sufficiently large . Here
R(A ; A) denotes the resolvent of A at the value
A .
In order to obtain representations of R( . ; A) we first make an analysis
of A in some suitably constructed Hilbert spaces . In this way by means
of spectral theory we obtain a representation of R( . ; A) for a class of
functions containing the set Q-(1) of smooth functions with compact
support in I. By extension we find expressions for R( . ; A) valuable for
each / E C(I) . Finally transforming equation (1 .2) we get a representation
of the semi-group {Tt} (t>=0) .
As an illustration we take A(x, D) = cx(1- x)D2 , c being a positive
number.
2 .
THE HILBERT SPACES H(I, a) AND V(I, a)
Let I be the open interval (0, 1) of the real axis and a a continuous
real function defined on I such that a(x) > 0 on I.
1) The authors are grateful for the stimulation received from Prof . P
. C
. Sikkema
during the preparation of this paper
.
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DEFINITION 1 . H(I, a) is the space of complex-valued functions which
are square-integrable over I with respect to the measure dx/a . This space
has inner product
(f, 9)H= f f(x) 9(x)
0
	
(x)
DEFINITION 2 . (I, a) is the space of all f e H(I, a) with the property
that its distributional derivative D f is square-integrable over I with
respect to the ordinary Lebesgue-measure. This space has inner product
(f, 9)v = f /(x) g(x)
ax)
+
f
DI(x) Dg(x) dx .
0
REMARK. Co (I) is dense in (I, a) and hence in H(I, a) .
Moreover : (I, a) is contained in H(I, a) with continuous inclusion map .
3 . THE THEOREM OF FRECHET-KOLMOGORO
e are interested in the question whether the embedding J of (I, a)
into H(I, a) is compact (completely continuous) . So we need a criterion
for relatively compactness of subsets of H(1, a) . The theorem of Frechet-
Kolmogorov gives a decisive answer in the following case
THEOREM 1 . Let R be the real line . Then a subset K of LP(R) (1 :5p < oo),
the space o f functions such that /JP is integrable, is relatively compact i f
it satisfies the conditions
sup II/Ilp=sup {f
I/(s)1Pds}'Ip<oo ;
lEE /EH R
(3.2) lim f ~f(t+s)-f(s)Ipds=O uniformly in f EK ;
t-0
(3.1)
R
(3.3) lim f I f (s)IP ds= 0 uniformly in f e K .
a}co
13I>a
For a proof see YosIDA, p. 275. The proof is given with the help of the
classical theorem of Ascoli-Arzela .
4 . THE EMBEDDING J : (I, a) c H(I, N)
The theorem of Frechet-Kolmogorov is formulated for the real axis
and not for the interval (0, 1) . So we need a modification. To obtain this
modification we have to consider the following maps
The linear and continuous embedding J of (I, a) into H(I, a) ; the
isometry T of H(I, a) onto L2(I), f i--* f •a- I for each f E H(I, cc) ; the
partial isometry P of L2(I) into L2(R), f i-
7
for each / e L 2 (I), where
j(x)=1(x) if x E I and j(x)=0 if x e R \ I .
Summarizing we have
(4.1) (I, a)-L H(I, a) --> L2(I) - L2(R)
I-
f
i-3 / 1-->'X-1 / 1-* a -} / .
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e have to determine conditions concerning a under which the em-
bedding J is compact ; i .e ., conditions such that the closed unit ball K,
K={f If e (I, a), IIflIv< 1}, in (I, a) is relatively compact in H(I, N) .
According to (4.1) this is equivalent to the question ; for which function
a is the set P . T . J(K) _ {a
-1
f I f E K} relatively compact in D(R). Thus,
we can apply the theorem of Frechet-Kolmogorov. So the set J(K)=K
is relatively compact iff
00
(4.2)
	
sup
{ f
IN-1
/12 dx}
1
< 00
fEK -00
00
(4.3) Jim f
Ia
-1
f(t+s)-a
-1
f(s)I2ds=0 uniformly in/ eK
t->0 -00
(4.4) Jim f
IN-1
f
l 2
dx=0 uniformly in f E K.
at-0
ixi>fi
Obviously, in our case (4.2) and (4.4) are satisfied . Hence the embedding
J is compact iff
00 `_
(4.5) lim f I
a-1
At +s) -a-1
/(8)12
ds uniformly in f c- K.
t-
.0 -00
5 . THE CLASS OF FUNCTIONS K = { f If c , I If I I v <
1 }
e first consider some properties of the functions f c K .
LEMMA 1 . The functions f e K are uniformly bounded ; i .e ., there exists
a number M> 0 such that I f (x) I s M for each / E K and each x E I .
PROOF . The functions / e K are absolutely continuous on every closed
subinterval of I and f
o
IDf (u)
I 2
du <<-1 holds too. Hence it follows that
(5.1)
I1(x) - f(xo)1 2 =I
f
Df(u)dul2<_Ix-xol
.1
f
IDf(u)l 2
du<_1
xo x
0
for each x, xo E I and each f e K. Take xo E I and suppose that the set
{I/(xo)I If
E K} is not bounded . Then there exists a sequence
{I
f„(xo)I}
(n=1, 2, . . .) in K such that I fn(xo)I >_n . From (5.1) it follows that Ifn(x)1 2:_
zn-1 for any x c I . Now, take a closed interval [a, b] C I . The function
a is continuous and a(x) > 0 on this closed bounded interval . Then there
exists a number d > 0 with the property that a-1 (x) >= d > 0 for any x e [a, b] .
Consequently this gives a - 1(x)I f,t(x)I zd(n-l) for any x e [a, b] or
a-1(x)1
fn(x)I 2 j=d2(n-1) 2 for any x E [a, b] . The integral in
6
f
X-1(x)lfn(x)1 2 dx?d2(n -1
) 2(b - a)
a
does not converge to a finite number as n --* o0 in contradiction with
the property that f
o
a1(x) I f (x) I 2 dx S 1 for each f E K. Thus the set
{If(xo)I I f e
K) is bounded. According to (5.1) the set {f I f e K) is uniformly
bounded .
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LEMMA 2 . The functions f c K are uniformly continuous .
PROOF . The functions f e K are absolutely continuous on every closed
subinterval of I. Hence it follows that
x+h
	
x+h
&+h)-t(X)j2=
I f Df(u) dull
<
Ih1 . 1 f IDf(u)1 2
du1s Ih1
when x, x + h c I because f
u
ID f(u)1 2 du <-1 . Now h can be chosen arbitrarily
small and independent of x E I. So the lemma is proved .
LEMMA 3 . a. Suppose a -i is not square-integrable on the interval (0, ] .
Then we have lima + o /(x) = 0 for each f E K.
b . Suppose a- i is not square-integrable on the interval [1, 1). Then we
have limn t 1 /(x) = 0 for each f E K.
PROOF . a . Any function / E K is uniformly continuous and bounded
according to lemma 1 and lemma 2 and so it can be extended to the
closure I=[0, 1] of I . Let /* be this extension of / to [0, 1] . Suppose
f *(0)=d=A 0 . Then there exists an interval [0, a1), a1 E (0, 1), such that
l
a l
f a-1 (x)If(x)1 2
dx> f a-1
(x)If(x)1 2
dx=
0 0
al
a
= f
a-1(X)1/*(X)12dx>jjd12
f a1(x)dx=oo
0 0
in contradiction to the property fo X-1
(X)
I
I(X)
12 dx < oo .
b . The proof is analogous to that of a .
6 . THE FUNCTION a
Now we prove that the algebraic embedding J of (I, a) into H(I, a)
is compact in the following case .
THEOREM 2 . Suppose there exist a, b e (0, 1) such that
f a(x) x dx
< oo and f
a-
(1- x) dx < oo .
b (x)
Then the embedding J is compact .
To prove this theorem we need the following result .
LEMMA 4 . a. For every s > 0 there exists a p1 > 0 such that for every
f e K and every p e (0, p1) the inequality
2)
1
f a
.
If(x) I2
dx< s
x)
holds i f a satisfies the conditions o f theorem 2 .
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b. For every e > 0 there exists a q1 > 0 such that for every / e K and
every q e (q1, 1) the inequality
f a(x) I
f (x)
I2
dx < e
holds i f a satisfies the conditions o f theorem 2 .
PROOF . a . The indefinite integral is a continuous function of its
upper bound. Thus for each e > 0 there exists a p1 > 0 such that
(6.1)
	
f ax) xdx<e
for any p E (0, p 1 ) .
Further we can write every function f e K as I(x) = fox DI(8) ds according
to lemma 3 for
• x
(6
.2) f(x)=f*(x)=f*(x)-f*(0)=
f Df*(s)ds= f Df(s)ds .
0
0
From (6.1), (6 .2) and fo IDf(u)I2 dus1 for each / e K we get
D
f
a
-1(X)If(X)I
2 dX=
0
D X D X D
= f a-1(x) I f D f (u) dull dx <=
f a-1(x) x f ID/(u)
12
dudx S f a-1(x) xdx < e
0 0
0
0 0
for all p with 0 < p < p1 uniformly in f E K.
b . The proof is analogous to that of a .
PROOF OF THEOREM 2 . According to (4.5) we have to prove that for
every e > 0 there exists a 6 > 0 such that f °_°00 Ia- 1 f (s + t) -a - f f (s) I 2 ds < s
when 0< ItI <6 uniformly in f E K. e can restrict ourselves to the case
that t > 0 . For suppose that t < 0. Then we have
00
f
Ia -i f(s+t) - a-1 f(s)I
2
ds=
-00
• -~ 00
= f la -} f(s)-a-}
f(s-t)I 2 ds=
f
IX-1fff(s-t)-a
-1 f(s)I 2
ds=
-00 -00
• - `,
= f I
a
-} ff(s+u)-a-} f(s)I 2
ds
-00
with u = - t > 0 . Now take an e > 0 . e divide the integral into the
following part
00 - 0
f
Ia-if(s+t)-a-} f(s)I2ds= f a
1
(s+t)If(s+t)I 2
ds+
-00 -t
(6.3)
+ f
Ia-}(s+t) f(s+t) -a -}(s) f(s)I 2
ds+
f N1(S)If(s)I2
ds .
0 i-t
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Firstly, we estimate the integral fa- t la-i(s+t) f(s+t)-a-}(8)1(8)12ds .
For that purpose we also divide this integral into parts . Take a E (0, 1)
and t > 0 such that a + t E (0, 1) . Then it follows that
a
fIa-}(8+t) I(S+t) -a_f(8) f(s)1 2 d8 :9
0
a
	
a
(6
.4) _<_2 f a1(s+t)If(s+t)I 2 ds+2 f a1 (s)If(s)I 2
ds5
o 0
a+t a+t a+t
;5;2f a
-1 (8 )l/( 8)I 2
d8+2 f a-1
(s)If(8)I 2
dS=4 f
a-1(s)If(8)12
ds .
o 0 0
According to lemma 4a we can choose a and tl > 0 such that
a+t l
f
a-1(s)If(s)I2ds<
24
0
for each f e K. Hence we have
(6.5)
f
Ia -
*
(8+t) f(s+t)-a-}(s)f(s)I2ds<
6
0
for any t c (0, ti) and the chosen a uniformly in f e K.
Next we take b c (0, 1) . Analogous to (6.4) it follows that
1-t 1
(6
.6)
f Ia -}(s+t)f(s+t)-a -1(s)f(s)I 2
ds54 f a1 (8)If(s)I 2
ds .
b b
Now, we put t2=1-b . From (6.6) and lemma 4b we get that there
exists a t2 > 0 such that
1-t
s
(6.7)
f
IN-}(s+t)f(s+t)-a-}(s)f(s)I2ds<
b
for any t E (0, t 2 ) uniformly in f e K.
e estimate the integral faIa-}(8 + t) f(s + t) -a -} (8) f (s)
I 2
ds as follows
(6.9)
b
f
Ia-}(s+t)f(S+t)-a-}(S)f(S)I2&=
.a
b
b
= fIa-}(s+t)f(s+t)-a-}(s)f(s+t)+a-}(s)f(s+t)-a-}(s)f(s)I2dss
a
(6.8)
b
s 2fIa -1(s+t) f(s+t)-a-}(s)f(8+t)I2d
b b
= 2 f If(s+t)1 2
la-}(s+t)-a-}(s)12+2 f X-1
(s)If(s+t)-f(s)1
2
ds .
a
a
a
8+ 2fl a-}(8) f (s+t)-a-}(s)f (s)I 2ds=
ds
From lemma 1 and (6.8) it follows that
b
b
f Ia-}(s+t)f(s+t)-oc-*(s)f(s)I2
dss 2M2
f
la-}(s+t)-a-}(s)I2 ds+
a
b
+2f
a1 (8 )If(8 +t)-f(s)1 2
da .
a
27 Indagationes
a
(6.10)
(6.11)
(6.12)
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The functions / e K are absolutely continuous on every closed sub-
interval of I and possess the property that fo ID/(u)I2 du<-1 for each / EK.
Thus we get
b
	
b s+t
-1(s)I/(s+t)-/(s)I2d8<=f
a-1(S)t
f
ID/(u)I 2 duds<
a s
b
t f x-1(s) ds=t A L
a
From (6.9), (6.10) and (6.11) we get
b
f I -}(8+t)/(s+t)-cC-+(8)/(s)I2d8<
_
<2M
2
24M2(b-a)
(b-a) 2A1
.
24A 1 6
with A 1= fg a-1 (8) ds . A 1 depends only on a and b and not on t .
Take d e (0, 1-b). Then the function a is continuous and therefore
uniformly continuous on the closed interval [a, b + d] and there exists a
t3 with t3 E (0, d) such that for any u and u' of [a, b + d] and I u - u' l < t3
we have
IX-4(U)
-a-I(u')I2<
e
24M 2(b -a)
uniformly in / EK for each t with 0 < t < min (t3 , a/24M) = t4 .
As a result it follows from (6.5), (6 .7) and (6.12) that there exists a
t5 > 0 such that we have
1-t
(6.13) f Ia-'IX-a-}(s)/(s)I2ds<
6+ +
6
2
0
for each t E (0, t5 ) uniformly in / e K with t 5 = min (tl, t2 , t4 ) .
Secondly, the integral f°
-t
X-1
(s+t)I/(8+t)I2 ds satisfies the relation
0
t
(6.14) f a
-1
(s+t)I/(s+t)I 2 ds= f a
1(s)I/(,)I2 ds
.
t 0
Then according to lemma 4a there exists a t6 > 0 such that
(6.15) f
A-' (s+t)I/(s+t)I2d8<
4
-t
for any t c- (0, t6) uniformly in
/ E K.
Thirdly, the integral
fl-,X --'(8)11(8)1
2
d8. According to lemma 4b there
exists a t7 > 0 such that
(6.16)
f
a1(s)I/(8)I2ds<
4
1-t
for any t E (0, t7) uniformly in / e K.
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From (6 .3), (6 .13), (6.15) and (6.16) it follows that for each t with
0 < t < min (t5, t6, t7) we have
00
(6.17)
	
f Ia
-
i f(t+s)-a-1 f(s)12ds<
4
+ 2 + 8 =8
-00
uniformly in f c K. Thus the embedding J is compact in accordance with
(4.5) .
7 .
A
THEOREM CONCERNING INFINITESIMAL GENERATORS
In MARTINI [5] the following theorem is proved .
THEOREM 3 . Let A be the linear operator defined on C2(I) which is given
by A f =aD2 f + f D f , where a and
fi
satisfy the following conditions
1 . a E C-(!), /9 E C-(1) ;
2 . a(x) > 0 when x c I and a(x) = 0 when x belongs to the boundary oI of I ;
3 . a-1 is not integrable over neighbourhoods o f endpoints o f I ;
4 . is bounded on I.
ASSERTIONS : The operator A is closable in C(I) provided with the
topology o f uniform convergence on I and the smallest closed extension A
o f A is an infinitesimal generator o f a strongly continuous contraction semi-
group {Tt} (t >= 0) o f class (Co) on C(I) .
8 . A REPRESENTATION OF SEMI-GROUPS
Inthe paper [5] it is established that the map A x =A-A, Al : D -> H(I, a),
where A equals (1 . 1), applied in distributional sense,
D={fI f c- (I, a), Af E H(I, a)}
and A is a complex number, has for Re A sufficiently large an inverse
GA : H(I, a) -> D .
Now suppose that the embedding J : (I, a) c H(I, a) is compact, then
the composition Gx=J o Gx, Gx : H(I, a) --> H(I, a), is compact as a compo-
sition of a compact linear and a bounded linear operator .
D C (I, a) C-
T
~ H(I, a)
A
I
I GA'
y
H(I, a)
In addition if A is symmetric ; i .e . (Au, v)H=(u, A )H for all u, v e D,
it follows that for real A sufficiently large the operator G'I is selfadjoint .
Thus we can apply the spectral theory for compact selfadjoint operators
to Gx. Hence G' has the representation ;
(8.1)
GA
' f
=
Gfk 2: (f,fkl)Hfkl
k 1*1k
for each f e H(I, a), where {,ak} are the eigenvalues of Gx and {fka} (l C- It)
is an orthonormal set of eigenvectors belonging to the eigenvalue uk .
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Further it can easily be seen that GA'/ coincides with R(A ; A) / when
f e H(I, a) n C(I) . Hence it follows that
(8.2)
	
R(A ; A)/=
I µk I
(f, fkl)Htkl
k I e'k
when / E H(I, a) n C(I) . Remembering that Co (I) is contained in
H(I, a) n C(I) and since for each / E C(I) and A 0 0 there exists a function
f in the range of A-A such that / equals f at the boundary of I we can
derive by extension an expression for R(A ; A)f when / E C(I) . Between the
resolvent R( . ; A) and the semi-group {T t } (tz0) corresponding to the
infinitesimal generator A exists the relation
(8 .3) R(A ; A) f = f e -xtT t f dt
0
for each / E C(I) (see DUNFORD-SCH ARTZ [2], p . 622, theorem 11) ; so by
transforming (8.3) we obtain a formula for the contraction semi-group
{Tt} (tz0) .
e illustrate our method in the next section in case A (x, D) = cx(l - x) D 2 ,
c being a positive constant .
9. EXAMPLE
Consider the differential operator A on C2(I) which is given by A(x, D) _
= cx(1- x) D
21
. This operator satisfies the conditions of the theorem of
section 7. Thus the existence of a strongly continuous contraction semi-
group {T t} (t z0) of operators on C(I) corresponding to A is garanteed .
The embedding J of (I, a) in H(I, a) with x(x) =cx(1-x), x e I, is
compact according to theorem 2 .
From (8 .2) and (8.3) it follows that the relation
co
(9.1) f e
-1tT
t / dt= I,uk I (f, /kl)Hfkl
0 (k)
161k
for each / E H(I, a) n C(I) holds .
LEMMA 5. The eigenvalues µk#0 of G,'k are given by yk=1/(A+ck(k+1))
(k = 1, 2, . . . ) . The only eigen functions yk(x) which belong to
µk
0 0 in the
space H(I,a) are yk(x)=xF{-k, k+1 ; 2 ; x} .
PROOF . It can easily be seen that a function is an eigenfunction of
G.a corresponding to an eigenvalue
µk
=A 0 iff it is an eigenfunction of
A x
corresponding to the eigenvalue 1
/µk .
Define
(9.2) Q
c Cµk
then we can write the equation A x / = (1 /µ k) f as (1/µk)f - (~ - A ) / _
=c+61
+cx(1-x) D2 f =0, or
(9.3) x(1-x) D2 f +af =0 .
Hence the eigenvalues
µkg
0 of GA' are the values µk=1/(A+ ca) for
those a's for which (9.3) has non-trivial solutions belonging to H(I .a)
401
The differential equation (9.3) is a special case of the differential
equation
(9.4)
	
~(1-~)D2v+(,u+1)(1-2g)Dv+(v-,u)(v+,u+1)v=0 .
(Take ,u = -1 and a = v(v + 1) ) . The last equation is derived from Legendre's
differential equation .
2
(9 .5) z(1-z)D2 w-2zDw+ [v(v+1)_ 1 '_z2 w=0
by means of the successive transforms w=(z 2 -1)}u v and z=1-2C.
(ERDELYI e.0 . [3], p. 121) . Now if P,I(z) is a solution of Legendre's
differential equation then y,(C) = {4~(C -1)}} P,-I(1- 2~) is a solution of (9.3) .
A solution of Legendre's differential equation is
(9.6)
P,,-'(x) =
(1+x) F(-v, v+l ; 2 ; 1 2 x
)
, x E (-1, +1)
(ERDELYI e .o . [3], p. 143), so
(9.7) y,(x)=xF{-v, v+ 1 ; 2 ; x}
is a solution of (9.3) .
Consider the integral
f
a(x)
Iyv(x)l2dx=2
f 1 x x IF{-v, v+1 ; 2 ; x}I2 dx .
The integrand is at most singular at the point x = 1 . In this point we
have F{-v,v+1 ; 2 ; 1}=1/(I'(2+v)I'(1-v)) for 2>Re(-v+v+1)=1
(ERDELYI e.0 . [3], p . 104) . Hence it follows that F{-v, v+1 ; 2 ; x} is not
zero for all values v except v = 1, 2, . . . and v = - 2, - 3, . . . such that the
integral does not converge to a finite value . In the case of the values
v =1, 2, . . . and v = - 2, - 3, . . . the function
F{_
v, v + 1 ; 2 ; x} is a poly-
nomial and we have F{ - v, v + 1 ; 2 ; 1 } = 0 which follows from lemma 6
to be derived hereafter . Hence it follows that the integral is finite for
the values v =1, 2, . . . and v = - 2, - 3, . . . . The solutions y, of (9.3) only
belong to H(I, a) for the values v =1, 2, . . . and v = - 2, - 3, . . . .
Legendre's differential equation has a solution Q,,(x) which is linear
independent of Pu(x) and of which we know that the behavior in the
neighbourhood of the point x =1 is defined by the term
(9.8)
2-(µ/2)-1x(-,u)x(v+,u+1)(1-x)µ/2
Re(,u)<0
x(v-,u+1) '
(ERDELYI, e.0 . [3], p. 163) . In the case u = -1 we have the term
(1-x) -}
v(v+ 1)1/2
Now, the function y2.,(x)={x(x-1)}}Q,-1(1-2x) is a solution of (9.3) .
This function
Y2.,
is linear independent of y, too . Further we have
f x(12
x)
Iy2.v(x)j
2 dx= 2 f IQ,- 1(1-2x) 1 2 dx= f1 IQ,- 1(u)I2
du .
From (9 .8) it follows that Qy 1(x) is not square-integrable for the values
v :A 0, v =~& -1 . Thus y 2. , does not belong to the space H(I, a) for v 0 0,
v =A - 1. In the case of the values v = 0, v = -1 we have as differential
equation (9.3) : x(1-x) D2 f =0 . Two linear independent solutions of this
equation are 11(x) =a and /2 (x) = bx, x c (0, 1), a =A 0 and b =A 0 . This functions
do not belong to H(I, a) for the integrals
1
	
2f x(1 x) III(x)12
dx and f x(12 x) 1/2(x)12 dx
0
are not finite. Hence it follows that there is no solution of (9.3) which
is linear independent of yv and also belongs to H(I, a) for all v .
Resuming, we get that Gx has the eigenvalues y'* 0,
,uv
=1/(A + cv(v + 1)),
v =1, 2, . . . and v = - 2, - 3, . . ., while y, is the only eigenfunctions of G
A
'
belonging to ,uv =A 0 .
For every v we have ,u~
v
1=u,1 and y_v_1(x)=y,.(x) for any xe(0, 1) .
Thus lemma 5 is proved .
The functions {yk } (k=1, 2, . . .) are orthogonal because they belong to
different eigenvalues of the linear bounded and selfadjoint operator G,' .
To normalize the functions we need the following
LEMMA 6 . Let the functions P;,"•fl)(x) be the Jacobi polynomials . Then
we have yn(x)=(1/n) x(1-x)P;,11!(1-2x) (n=1, 2, . . .) . Further we have
IIynI1 2
=2I((2n+1)n(n+l)) (n=1, 2, . . .) .
PROOF. e can write the function yn as follows
yn(x)=xF{-n, n+1
; 2 ; x}=x j (
n), (n
r~ l), xr -
~r=o (r)
. .
(9.9)
for any x .
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=x LrI (r+1) !r!
{(-n+l) . . . (-n+r-1)(n+2) . . . (n+r)} •
(-n)(n+1) / _
=x
L
rI (r+ 1)!r ! {( -
n+ 1 ) . . . (-n+r-1)(n+2) . . .
(n+r)} .
• [(-n+r)(n+r+ 1)-r(r+
1)]] _
x
xr
(-n+ 1)r(n+ 2)r
-
r(r
)
(n+1)r-1(n+2)r-1 _
(n+1)!r!
! 1	(
r+1)!r!
"'
(-n+ 1)r(n+
2)r
n-1
(-n+l)k(n+2)k
k+l
a
_
_x
=o
	 (r+1)!r!	xr- ~ (k+1)!k!	x
r
n
"-1
(-n+ 1)r (n+ 2)r
r r+1
(-n+1)n (n+2)n
n
-x
r
(r+1)!r!	{x -x }+
(n+1)!n!
x
-
n-1
(-n+ 1)r (n+ 2) r
=x(1-x)	 xr=x(1-x)F{-n+1, n+2 ; 2 ; x}
r=o
(r+1)!r!
Now, we have
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Pa. l)(x)=
(
nn 1)
F{-n,
n+3 ; 2
;
1-
2
x~
(ERDELYI
e.0 .
[3], p. 170) . Hence it follows with (9.9) that yn(x)=
=(1/n) x(1-x)Pnl 1I(1-2x) for any x .
Concerning the norm of y,,, we have
IIynIIg = f
	
2 Iym(x)I 2
dx=
0
x(1-x)
= 2
1
x(1-x)IP(n-11(1-2x)I2dx= 4n
+1
2
f(1-
y)(1+y)IP~n'-
l
i(y)I 2 dy
0 -1
and from a formula given in ABRAMO
ITZ
and
STEGUN [1] we know that
1 8 P(n+1)P(n+1) -
2
IIynIIg-
4n2 (2n+1) ' (n-1)!I'(n+2) (2n+1)n(n+1)
Now from (8.2) and (8.3) it follows that for A real and sufficiently large
00
f e
it
T t f dt = n=1
,u
1
`
/,
Yn	yn
0
(
IIynIIH H Ilynllx
1 (2m-1)2
(m-1)
,
A+cm(m-1)
(f'Ym-1)Hym-1
m=2
=
2
00
(2m-1)m(m-1)
(xlem(m-1)}t
2
Cf
e-
dtl (l~ ym-1)Hym-1=
m-2 00
=
00
e-2t
C ~
e
-~m(m-1, t,
(2m - 1)
2
m(m - 1)
(l'
Ym-1)Hym-1J
dt
0 ms2
for each / E C(I) r) H(I, a) . Hence we have
00
Tt f= Y
e-cm(m-1)t
(2m-1)2(m-1)
(f, ym-1)HYm-1=
m=2
I
2
e-cm(m-1) t,
(2m-1)2(m-1)
10
f
u(12 u)
/(u)y..-i(u)du
' ym-1=
= f
00
e-
Cm(m
-1 )t
.(2m-1)m(m-1)
(11 u)f(u)ym-1(u)ym-1
du
0 m-2
u
for each / e C(I) n H(I, a), t z 0 . Let
1
00
p(t, .,u)=
.-
e-cm(m-1) t .
(2m -
1)m(m
-
1)ym-1(u)ym-1
2G(1
- u) m=2
then we have Ttf= f
o
p(t, . , u) /(u) du for each / e C(I) n H(I, a), t z 0 .
The extension of this expression to all / e C(I) takes place in the following
way. Let M be the linear manifold spanned by the two elements 1 and x.
404
Then we can split C(I) up into the direct sum C(I) =M $+ Cv(I ), where
Cv(I) is the space of all / E C(I) which are zero at the boundary of I.
Then Co (I) is a dense subset of Cv(I) . Co (I) is a dense subset of
C(I) r1 H(I, a) too. Thus we can extend the expression to the space C v(I) .
Now we can write any function / E C(I) as / = /'+ g, where f' E C0(I)
and g(x) =ax+b, x c I, a and b constants. Then we have the relation
T'f=Tif'+Ttg=Ttf'+Ttg, where {Ti} (t>t0) is the semi-group of oper-
ators Tt on C(I) . According to lemma 7b of DUNFORD -SCH ARTZ [2],
p. 619 the relation DT' f =ATt f =TtA f holds for each / E D(A) . Thus we
have A(Ttg)=cx(1-x)D 2Tig=Ti(0)=0=D(T'g) for any tz0 and if t=0
then T, =I. Here I is the identity operator of C(I) . Hence it follows that
T;g=g for each g e M.
CONCLUSION . The elements of the strongly continuous contraction semi-
group {Tt} (t>=0), T t : C(I) -- C(I), generated by the differential operator
A (x, D) = cx(1- x) D2 on C2(I) are given by the explicit formula
1
Tt f = f p(t, . , u) f'(u) du +g
0
for each f e C(I), where
1
	
00
p(t,
.,u)=u(1-u)
2 e cm(m
l)t
.(2m-1)m(m-1)y _1(u)ym-1
t? 0 and f = f'+g, f' E C,(1), g c- X.
The same expression for p(t, . , u) can be found in KARLIN-ZIEGLER [4] .
The function Q,,(x) =x(1- x) P(32)(1- 2x), where P;,112)(x) is the Jacoby
polynomial normalized to be 1 at x=1, used in KARLIN-ZIEGLER [4] is
the same as the function
yn_1
in our case . The Jacobi polynomial P(,I• 1)(x)
has the property that P;,11~(1)=(n n
-1)=n,
(ERDELYI e.o . [3], p . 164) .
From lemma 6 we conclude that Q. = y.-j .
REMARK . In [4] a reference is given for a proof of the explicit formula
for the semi-group {Tt } (t z 0) associated with the operator A(x, D) =
= cx(1- x) D2 . However, our opinion is that this reference contains no
proof of this formula at all.
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