This paper considers inference under progressive type-II censoring scheme with a compound Rayleigh failure time distribution. The maximum likelihood (ML) and the Bayes estimators for the two unknown parameters of the compound Rayleigh distribution (CRD) distribution are derived. A Bayesian approach using Markov chain Monte Carlo (MCMC) method to generate from the posterior distributions and in turn computing the Bayes estimators are developed. Point estimation and confidence intervals based on maximum likelihood and bootstrap methods are also proposed. The approximate Bayes estimators have been obtained under the assumptions of informative and non-informative priors. An example with the real data is discussed to illustrate the proposed methods. Finally, we made comparisons between the maximum likelihood and different Bayes estimators using a Monte Carlo simulation study.
Introduction
In the past several decades, censoring is very common in life tests. There are many situations in life-testing and reliability studies in which the experimenter may be unable to obtain complete information on failure times of all experimental items. There are also situations wherein the removal of items prior to failure is pre-planned in order to reduce the cost and time associated with testing. The most common censoring schemes are type-I and type-II censoring, but the conventional type-I and type-II censoring schemes do not have the flexibility of allowing removal of items at points other than the terminal point of the experiment. For this reason, we consider a more general censoring scheme called progressive type-II right censoring. It can be described as follows. Suppose that n independent items are put on a life test with continuous identically distributed failure times X 1 , X 2 , ..., X n . Suppose further that a censoring scheme (R 1 , R 2 , ..., R m ) is previously fixed such that immediately following the first failure X 1 , R 1 surviving items are removed from the experiment at random, and immediately following the second failure X 2 , R 2 surviving items are removed from the experiment at random. This process continues until, at the time of the m th observed failure X m , the remaining R m surviving items are removed from the test. The m ordered observed failure times denoted by X The special case when R 1 = R 2 = · · · = R m−1 = 0 so that R m = n − m is the case of conventional type-II right censored sampling. Also when R 1 = R 2 = · · · = R m = 0, so that m = n, the progressively type-II right censoring scheme reduces to the case of no censoring (ordinary order statistics). Many authors have discussed inference under progressive type-II censored using different lifetime distributions, see for example, [7, 5, 20, 22, 17, 8] and [16] . A thorough overview of the subject of progressive censoring is given in [4] , and in the excellent review article by [3] .
In Bayesian approach, we need to integrate over the posterior distribution and the problem is that the integrals are usually impossible to evaluate analytically. Markov chain Monte Carlo (MCMC) technique is a Monte Carlo integration method which draws samples from the target posterior distribution. MCMC methodology provided a convenient and efficient way to sample from complex, high-dimensional statistical distributions. Recently, application of the MCMC method to the estimation of parameters or some other vital properties about statistical models is very common. Green et al. [12] using the MCMC method for estimating the three parameters Weibull distribution, and they showed that the MCMC method is better than the ML method, when given a proper prior distribution of the parameters. As a generalization of the two parameter Weibull model, Gupta et al. [13] gave a complete Bayesian analysis of the Weibull extension model using MCMC simulation and complete sample. Recently, Mahmoud et al. [18] using Markov chain Monte Carlo to Study the estimation of the coefficient of variation.
The compound Rayleigh distribution (CRD) is a special case of the three-parameter Burr type-XII distribution. The two-parameter version of this distribution was studied by several authors, such as [1] , [2] among others. The two parameter compound Rayleigh distribution CRD(α, β ) provides a population model which is useful in several areas of statistics, including life testing and reliability. The probability density function (pdf), and the cumulative distribution function (cdf) of the CRD(α, β ) are given, respectively, by
and
where α and β are the shape and the scale parameters respectively. In this paper we consider the Bayesian inference of the shape and scale parameters for progressive type-II censored data when both parameters are unknown. We assumed that the shape parameter α and the scale parameter β have the gamma prior and they are independently distributed. As expected in this case also, the Bayes estimates can not be obtained in closed form. We propose to use the Gibbs sampling procedure to generate MCMC samples, and then using the MetropolisHastings (MH) algorithms, we obtain the Bayes estimates of the unknown parameters. We perform some simulation experiments to see the behavior of the proposed Bayes estimators and compare their performances with the maximum likelihood estimators (MLEs).
The rest of the paper is organized as follows. In the next section, the ML estimators of the unknown parameters and approximate confidence intervals are presented. The corresponding parametric bootstrap confidence intervals for the parameters are given in Section 3. In Section 4, we cover Bayes estimates and construction of credible intervals using the MCMC techniques. In Section 5, for illustrative purposes, we performed a real data analysis. Comparisons among estimators are investigated through Monte Carlo simulations in Section 6. Finally, conclusions appear in Section 7.
Maximum likelihood estimation
If the failure times of the items originally on test with progressive censoring scheme (R 1 , R 2 , ..., R m ) are from a continuous population with probability density function f (x) and cumulative distribution function F(x), then the joint probability density function of a progressively type-II censored sample
of size m from a sample of size n is given by
where
and f (.), F (.) are the same as defined before in (1.1) and (1.2) respectively. The likelihood function can be written as
where A is defined in (2.2), Therefore ignoring the additive constant the log-likelihood function may be written as
Assuming that the parameters α and β are unknown, the MLEs of the parameters α, and β are obtained by solving the following likelihood equations simultaneously:
Since Eq. (2.6) cannot be solved analytically some numerical methods such as Newton-Raphson method must be employed.to solve (2.6) and get the MLE, β , and hence α, by using (2.5).
The asymptotic variance-covariance matrix of the MLE for parameters α, and β is given by elements of the inverse of the Fisher information matrix
Unfortunately, the exact mathematical expressions for the above expectations are very difficult to obtain. Therefore, we give the approximate (observed) asymptotic varaince-covariance matrix for the MLE, which is obtained by dropping the expectation operator E
The asymptotic normality of the MLE can be used to compute the approximate confidence intervals for parameters α, and β . Therefore, (1 − γ)100% confidence intervals for parameters α, and β become
where Z γ/2 is the percentile of the standard normal distribution with right-tail probability γ/2.
Parametric bootstrap confidence intervals
A parametric bootstrap interval provides much more information about the population value of the quantity of interest than does a point estimate. In this section, we propose to use confidence intervals based on the parameteric bootstrap methods (i) percentile bootstrap method (Boot-p) based on the idea of Efron [10] .
(ii) bootstrap-t method (Boot-t) based on the idea of Hall [14] . The algorithms for estimating the confidenc eintervals using both methods are illustrated as follows
Step 1 From the original data x ≡ x R 1:m:n , x R 2:m:n , ..., x R m:m:n compute the ML estimates of the parameters α and β by solving the equations (2.5) and (2.6).
Step 2 Use α and β to generate a bootstrap sample x * with the same values of R i , m; (i = 1, 2, .., m) using algorithm presented in [6] .
Step 3 As in Step 1, based on x * compute the bootstrap sample estimates of α and β , say α * and β * . Stap 4 Repeat Steps 2-3 B times representing B bootstrap MLE's of α, and β based on B different bootstrap samples.
Step 5 Arrange all α * s and β * s, in an ascending order to obtain the bootstrap sample (ϕ
Let G(z) = P(ϕ l ≤ z) be the cumulative distribution function of ϕ 1 .Define ϕ lboot = G −1 (z) for given z. The approximate bootstrap 100(1 − 2γ)% confidence interval of ϕ l is given by
(3.1)
Bootstrap-t method (Boot-t)
Algorithm 2.
Step 1 From the original data x ≡ x R 1:m:n , x R 2:m:n , ..., x R m:m:n compute the ML estimates of the parameters α and β by solving the Eqs. (2.5) and (2.6).
Step 2 Using α and β generate abootstrap sample x * . Based on x * compute the bootstrap estimate of α and β using (2.5) and (2.6), say α * and β * and the following statistics
where Var( α * ) and Var( β * ) are obtained using the Fisher information matrix.
Step 3 Repeat Step 2, B boot times. Stap 4 For the T * 1 and T * 2 values obtained in Step2, determine the upper and lower bounds of the 100(1 − γ)% confidence interval of α and β as follows: let H(x) = P(T * i ≤ x), i = 1, 2 be the cumulative distribution function of T * 1 and T * 2 . For a given x, define
Here also, Var( α) and Var( β ) can be computed as same as computing the Var( α * ) and Var( β * ). The approximate 100(1 − 2γ)% confidence interval of α and β are given by
Bayesian estimation
In this section we describe how to obtain the Bayes estimates and the corresponding credible intervals of parameters α and β when both are unknown. For computing the Bayes estimates, we assume mainly a squared error loss (SEL) function. Now let us consider independent gamma priors for the parameters α and β with the pdfs as
where a, b, c and d are assumed to be known and are chosen to reflect prior knowledge about α and β . Note that when a = b = c = d = 0, (we call it prior 0) they are the non-informative priors of α and β , respectively. It follows from (2.3), (4.1) and (4.2) that the joint posterior density function of α and β given x is thus
It is not possible to compute (4.3) analytically. The problem is that the integrals in (4.3) are usually impossible to evaluate analytically, and the numerical methods may fail. The MCMC method provides an alternative method for parameter estimation. In the following subsections, we propose using the MCMC technique to obtain Bayes estimates of the unknown parameters and construct the corresponding credible intervals.
MCMC technique
Markov chain Monte Carlo (MCMC) methods use computer simulation of Markov chains in the parameter space Gilks et al. [11] . The Markov chains are defined in such a way that the posterior distribution in the given statistical inference problem is the asymptotic distribution. This allows to use ergodic averages to approximate the desired posterior expectations. Several standard approaches to define such Markov chains exist, including Gibbs sampling, Metropolis-Hastings (MH) and reversible jump. The MH algorithm is a very general MCMC method first developed by Metropolis et al. [19] and later extended by Hastings [15] . Using these algorithms it is possible to implement posterior simulation in essentially any problem which allow pointwise evaluation of the prior distribution and likelihood function. It can be used to obtain random samples from any arbitrarily complicated target distribution of any dimension that is known up to a normalizing constant. In fact, Gibbs sampler is just a special case of the MH algorithm. Details of the MCMC method can be found in [11, 21] .
In order to use the method of MCMC for estimating the parameters of the CR(α, β ) distribution, namely, α and β . Let us consider independent priors as in (4.1) and (4.2), the full conditional distribution for any parameter can be obtained, to within a constant, by factoring out from the likelihood function L(x; α, β ) any terms containing the relevant parameter and multiplying by its prior. From (4.3), the marginal posterior density of α is proportional to
Similarly, the full posterior conditional distribution for β is proportional to
It can be seen that Eq. (4.4) is a gamma density with shape parameter (m + a) and scale parameter
β and, therefore, samples of α can be easily generated using any gamma generating routine. But the conditional posterior distribution of β Eq. (4.5) cannot be reduced analytically to well known distributions and therefore it is not possible to sample directly by standard methods, but the plot of it show that it is similar to normal distribution. So to generate random numbers from this distribution, we use the Metropolis-Hastings method with normal proposal distribution. Now, we propose the following scheme to generate α and β from the posterior density functions and in turn obtain the Bayes estimates and the corresponding credible intervals
Step 1 Start with an β (0) =β , M = burn − in.
Step 2 Set t = 1.
Step 3 Generate α (t) from Gamma distribution π * 1 (α|β , x).
Step 4 Using Metropolis-Hastings (see, Metropolis et al. [19] ), generate β (t) from π * 2 (β |α, x) with the N(β (t−1) , σ 2 ) proposal distribution where σ 2 is the variance of β obtained using variance-covariance matrix.
Step 5 Compute β (t) and α (t) .
Step 6 Set t = t + 1.
Step 7 Repeat Steps 3 − 6 N times.
Step 8 Obtain the Bayes estimates of β and α with respect to the SEL function as
Step 9 To compute the credible intervals of β and α, order β 1 , .. 
Illustrative example (real data)
To illustrate the application of our proposed method, we chose the real data set which was reported by [9] and represents the survival times in years of a group of patients given chemotherapy treatment. Based on these data, we compute the approximate MLEs, Bootstrap confidence intervals (Bootp, Boot-t) and Bayes estimates of α and β using MCMC method, we assume that informative priors a = 2, b = 2, c = 2 and d = 2) on both α and β .The density function of π * 2 (β |α, x) as given in (4.5) is plotted in Figure 1 . It can be approximated by normal distribution function as mentioned in Subsection 4.1. Also, we compute the 95%, approximate confidence intervals (ACI), Bootstrap confidence intervals and approximate credible intervals based on the MCMC samples. The results are given in Table 1 . Figures 2 and 3 plot the MCMC out put of α and β ,using 10 000 MCMC samples (dashed line represent means and red lines represent lower and upper bounds of 95% probability intervals.). The plot of histogram of α and β generated by MCMC method are given in Figures 4  and 5 . This was done with 1000 bootstrap sample and 10 000 MCMC sample and discard the first 1000 values as 'burn-in'. Published by Atlantis Press Copyright: the authors 
Simulation study
In order to compare the parameters estimators, Monte Carlo simulations were performed utilizing 1000 progressively type-II censored samples for each simulations. The mean square error (MSE) is used to compare the estimators. The samples were generated by using the algorithm described in Balakrishnan and Sandhu [6] using (α, β ) = (1, 2), (0.5, 1) with different sample of sizes (n), different effective sample of sizes (m) and different of sampling schemes (i.e., different R i values). Also, we used different hyperparameters a, b, c and d. First, we used the noninformative gamma priors for both the parameters, that is, when the hyperparameters are 0. We call it prior 0:
Note that as the hyperparameters go to 0, the prior density becomes inversely proportional to its argument and also becomes improper. This density is commonly used as an improper prior for parameters in the range of 0 to infinity, and this prior is not specifically related to the gamma density. For computing Bayes estimators, other than prior 0, we also used informative prior, including prior 1, a = 1, b = 2, c = 2 and d = 1. In two cases, we used the squared error loss function to compute the Bayes estimates. We also computed the Bayes estimates and 95% credible intervals based on 10000 MCMC samples and discard the first 1000 values as 'burn-in'. We report the average Bayes estimates, mean squared errors MSEs, coverage percentages, and average confidence interval lengths. For comparison purposes, we also compute the MLEs and the 95% confidence intervals based on the observed Fisher information matrix. Finally, we used the same 1000 replicates to compute different estimates for each scheme Tables 2-5 report the results based on MLEs and the Bayes estimators using noninformative prior and informative prior on both α and β . Corresponding to each scheme, the first figure represents the average confidence interval and credible interval lengths, with the corresponding coverage percentage reported below it in parentheses.
Conclusion
In this article, we have considered the maximum likelihood (ML), and Bayes estimates for the parameters of the compound Rayleigh distribution CRD(α, β ) using progressive type-II censoring scheme. Also, we develop different confidence intervals, namely the confidence intervals obtained by using asymptotic distributions of the MLEs, two different bootstrap confidence intervals and the symmetric credible intervals for the parameters of the CRD(α, β ). A simulation study was conducted to examine and compare the performance of the proposed methods for different sample sizes, and different censoring schemes. From the results, we observe the following.
(i) From the results obtained in Tables 2-5 . It can be seen that the performance of the Bayes estimators with respect to the noninformative prior (prior 0) is quite close to that of the MLEs.
