Abstract
Introduction
During the past three decades, motion planning has emerged as a crucial and productive research area in robotics (Latombe 1991) . The basic motion-planning problem is to find a collision-free path for a robot-a rigid or articulated objectamong rigid static obstacles. This is a purely geometric problem, which looks deceptively simple; in fact, except for robots with few degrees of freedom (DoFs), it is computationally hard. In the mid-1980s, the most advanced planners were barely able to compute collision-free paths for planar objects translating and rotating in two-dimensional workspaces. Impressive progress has been made since then, and today's planners routinely solve complex practical problems, some involving robots with many DoFs in complex environments. For instance, the planner in Tombropoulos, Adler, and Latombe
The International Journal of Robotics Research Vol. 18, No. 11, November 1999 , pp. 1119 -1128 (1999) is used by neurosurgeons to compute the motion of an articulated robot equipped with a linear accelerator-the Cyberknife-that performs radiosurgical operations of brain tumors. The planner in Jones, Wilson, and Calton (1997) successfully computed assembly plans for the guidance section of the Hughes AIM-9X air-to-air missile (an assembly made of 472 parts described by over 55 Mb of CAD data). Motion planning has also found applications outside the realm of traditional robotics, such as design for manufacturing, graphic animation and video game software, minimally invasive surgical planning, and molecule binding and folding. Problems arising from these domains are shaping motion-planning research at least as much as robotics problems.
Several extensions of the basic problem have been studied, where, for instance, obstacles are moving, kinematic and dynamic constraints limit robot motions, optimized trajectories must be computed, or multiple robots have to be coordinated. Like the basic problem, some of these problems now have solutions that can be used in practice, but many still require more research. Changes in robotics technology, as well as new applications, will also raise new research problems. For instance, reconfigurable modular robots are now being developed, some with several hundred modules (Casal and Yim 1999; Kotay et al. 1998; Yim 1993 ). They will need new types of planners to compute their reconfiguring motions.
A reason for the success of motion-planning research is that it is both narrow enough to make it easy to assess progress and deep enough that most results raise new issues motivating additional research. In the future, motion-planning research will remain productive by both investigating some fundamental problems (e.g., the interaction between complexity, controllability, and recognizability [Latombe 1995] or motion planning to achieve sensing goals [Gonzales-Baños et al. 1998 ]) and studying more specific problems arising from challenging applications. As the number of processors interacting with physical and/or virtual worlds (the so-called embedded processors) becomes much larger than that of desktop computers, applications of motion planning are likely to grow in number, complexity, and diversity. For that to happen, our vision must broaden beyond traditional mobile robots and manipulator arms to encompass many other artifacts interacting with the physical world, ranging from airplanes and automobiles, to surgical tools, to molecules.
In this paper, I first describe some important achievements of the last three decades (Section 2). Next I present computational issues and problems that have recently emerged and will grow in importance in the coming years (Section 3). Then I review a number of applications that are likely to motivate some of the research during the next decade (Section 4). In conclusion, I give some of my expectations for the future (Section 5). It is clearly impossible to present a complete panorama of motion planning within a few pages (even one that would be close to complete); by necessity, this paper only presents a limited number of viewpoints.
Throughout this paper, the term path planning refers to the purely geometric problem of computing a collision-free path for a robot among static obstacles. The term motion planning is used for problems involving time, dynamic constraints, object coordination, sensory interaction, and so on.
Achievements

Early Work
Motion planning became a topic of significant research during the 1970s. As early as 1969, Nilsson described a mobile robot system with motion-planning capabilities. He introduced the visibility graph method (combined with the A * search algorithm) to find the shortest collision-free path for a robot represented by a point amid polygonal obstacles. This technique has remained enormously popular. The need for more sophisticated motion planners arose as researchers envisioned "task-level" robot programming systems for mechanical assembly (Ambler and Popplestone 1975; Liebermann and Wesley 1977; Lozano-Pérez 1976; Taylor 1976) .
In 1977, Udupa introduced the idea of shrinking a robot to a point for collision avoidance. In 1979, Lozano-Pérez and Wesley exploited this idea in a more general and systematic way and proposed a complete 1 path planner for polygonal/polyhedral robots moving in translation among polygonal/polyhedral obstacles. This work led to the concept of configuration space.
Mathematical Foundations
In the early 1980s, Lozano-Pérez introduced the concept of a robot's configuration space (Lozano-Pérez 1983) , which affected motion planning more than any other idea. The robot is represented as a point-called a configuration-in a pa-rameter space encoding the robot's DoFs-the configuration space. The obstacles in the workspace map forbidden regions into the configuration space. The complement of these regions is the free space. Path planning for a dimensioned robot is thus "reduced" to the problem of planning a path for a point in a space that has as many dimensions as the robot has DoFs.
During the 1980s, classical tools from differential geometry were used to study the manifold structure of a configuration space, along with its more specific topological, geometric, and algebraic properties. Physical concepts, such as force and friction, were elegantly mapped into this representation. Most of these mathematical results are collected in Latombe (1991) . They have played a crucial role in helping us understand motion-planning problems, especially nonholonomic planning and optimal planning. The semialgebraic structure of a robot configuration space, combined with techniques to solve decision problems in the first-order theory of the reals, led to the general-purpose path-planning algorithms mentioned below.
Computational Analysis
In the 1980s, the path-planning problem attracted interest from the theoretical computer science community. In 1979, Reif showed that path planning for a 3-D linkage made of polyhedral links is PSPACE-hard. The proof uses the robot's DoFs to encode the configuration of a polynomial space bounded Turing machine and design obstacles that force the robot's motions to simulate the computation of this machine. This analysis provides evidence that any complete planner will run in exponential time in the number of DoFs.
In 1983, Schwartz and Sharir proposed a complete generalpurpose path planning-algorithm based on an algebraic decomposition of the robot's configuration space known as the Collins decomposition. This algorithm takes time doubly exponential in the number of DoF. A few years later, Canny (1988) developed a singly exponential algorithm that computes a representation of the robot's free space in the form of a network of 1-D curves. None of these algorithms has been implemented, but each helped with calibrating the complexity of path planning and understanding its combinatorial nature.
Complete specific algorithms have also been developed mainly for robots with 2 or 3 DoF. For a k-sided polygonal robot moving freely in a polygonal workspace, the algorithm in Halperin and Sharir (1996) takes O((kn) 2+ ) time, where n is the total number of edges of the workspace. Some of these more specific algorithms have been implemented. But they are usually not robust to floating-point approximations and they have not been used in practice so far.
Practical Planners
The prohibitive complexity of complete path planners and/or their lack of robustness has motivated the development of heuristic planners (Gupta and del Pobil 1998) . Two popular approaches were introduced in the 1980s: approximate cell decomposition, where the free space is represented by a collection of simple cells (Brooks and Lozano-Pérez 1983) , and potential field (Khatib 1986 ). The latter was initially proposed for online collision avoidance, but it can easily be combined with grid-searching techniques to solve planning problems (Barraquand and Latombe 1991) .
Both approaches are resolution-complete, if properly implemented: whenever a path exists, they find one if the resolution parameter (the size of the smallest cells or the resolution of the grid) is set fine enough. They can solve complex pathplanning problems in 2-D and 3-D configuration spaces in a fraction of a second. For example, without any precomputation, the planner in Kuffner and Latombe (1999) generates navigation paths for virtual characters at the video frame rate (1/30 s) in dynamically changing workspaces.
But none of these approaches extends well to robots with more than 4 or 5 DoF. Then, either the number of cells becomes too large or the potential field has local minima. For many-DoF robots, several heuristic techniques have been proposed that offer no formal guarantee of performance. The resulting planners have not been reliable (e.g., they often fail to solve seemingly simple problems), and none of them has had significant impact.
In 1991, a randomized planner was introduced (Barraquand and Latombe 1991), which was able to solve complex path-planning problems for many-DoF robots by alternating "down motions" to track the negated gradient of a potential field and "random motions" to escape local minima. To avoid pathological cases caused by the deterministic potential field, another type of randomized planner was later developed (Kavraki et al. 1996) , which consists of sampling the configuration space at random and connecting the samples in free space by "local" paths (typically straight paths), thus creating a probabilistic roadmap (PRM). Samples and local paths are checked for collision using a fast collision checker (e.g., Quinlan 1994) , which avoids the prohibitive computation of an explicit representation of the free space. Experiments with PRM planners have been quite successful, showing that they are both fast and reliable even with robots with many DoF. Formal analysis supports this experimental observation by showing that PRM planning is complete in a probabilistic sense. Under reasonable geometric assumptions on the free space (see Subsection 3.2), the probability that a PRM planner fails to find a path while one exists decreases exponentially toward zero with the number of samples (Hsu, Latombe, and Motwani 1997) . Interestingly, this analysis relates the number of samples needed to the geometric "goodness" of the free space, rather than to its combinatorial complexity.
PRM planners are also robust to floating-point approximations and quite easy to implement. A number of variants applying different sampling strategies have been recently developed (Amato et al. 1998; Hsu, Latombe, and Motwani 1997; Hsu, Latombe, and Sorkin 1999; Kavraki, Lamiraux, and Holleman 1998; LaValle and Kuffner 1999) . Some of these variants solve motion planning problems involving nonholonomic and dynamic constraints, optimization criteria, moving obstacles, and/or flexible robots.
Other Results
Other motion planning problems have been investigated, some with mixed practical results. We mention a few below.
Nonholonomic planning. In the 1990s, a fertile research area has been path planning for nonholonomic robots, mainly carlike robots and multibody tractor-trailer robots with lowerbounded turning radii. Concepts from differential geometry and control theory have been used to study the controllability of these robots and produce effective planning techniques Latombe 1989, 1993) . A nonholonomic robot is said to be locally controllable if, at every configuration, the control Lie algebra associated with the valid controls has the same dimension as the robot's configuration space. If a nonholonomic robot R n is controllable, then any free path of the holonomic robot R h having the same geometry as R n can be locally deformed into a free path satisfying the kinematic constraints of R n . Several practical planners have been developed for locally controllable nonholonomic robots with few DoF, based on the discretized exploration of the free space (Barraquand and Latombe 1993) , on the local deformation of a previously computed holonomic path (Laumond et al. 1994 ), or on PRM-type planning (Švestka and Overmars 1995) . No practical planner, however, currently exists to compute paths for many-DoF nonholonomic robots; the technique in Barraquand and Latombe (1993) is computationally too costly, while the techniques in Laumond et al. (1994) and Švestka and Overmars (1995) lack the "local paths" that are needed for deforming a holonomic path or for connecting the samples of a roadmap. Path planning for robots that are not locally controllable (e.g., a carlike robot that can only move forward) remains an open problem.
Part orientation/positioning. An application area that has recently motivated considerable research is part feeding. An algorithm that plans the tilting motions of a tray containing a planar part of known shape to orient it to a desired orientation is presented in Erdmann and Mason (1988) . The influential algorithm in Goldberg (1993) computes a sequence of squeezes by a frictionless, sensorless, parallel-jaw gripper to achieve a single orientation of a polygonal part (up to symmetries of the part's convex hull). Programmable vector fields created by arrays of tiny actuators, such as MEMS, have also been proposed to orient and position planar parts (Böhringer, Donald, and MacDonald 1996) . A plan then consists of applying a sequence of vector fields. But it was shown recently that for most planar parts, a single, carefully crafted vector field suffices to achieve a unique position and orientation of a part of given geometry (Böhringer et al. 1999) , hence eliminating the need for any planner.
Assembly sequencing. Here the goal is to compute both an order in which the components of a product can be assembled and the corresponding movements of the parts. Early research produced techniques to compute the cone of possible motions of a part in contact with other parts and proposed assembly sequencers that use a trial-and-error approach to compute how a product can be disassembled (Homem de Mello and Sanderson 1991). However, the inherent combinatorial complexity of trial-and-error restricts its applicability to very simple products and disassembly sequences where a single part is removed at each step. The nondirectional blocking graph (NDBG) was proposed to avoid this combinatorial trap (Wilson and Latombe 1995) . It is a subdivision of the space of allowable motions (e.g., translations) into a finite number of cells such that within each cell the set of blocking relations between all pairs of parts remains fixed. The NDBG is precomputed and then queried to generate assembly sequences. This approach was effectively implemented for several families of motions, including the family of extended rigid-body motions, which spans a 5-D sphere in 6-D space (each motion is the composition of a translation along a fixed vector and a rotation around another fixed vector) ). The Archimedes system (Jones, Wilson, and Calton 1997) based on the NDBG approach was successfully applied to several products, including the 472-part guidance section of the Hughes AIM-9X air-to-air missile. Nevertheless, as all exact cell decomposition methods, the NDBG approach is sensitive to floating-point approximations, which complicate its implementation. Its complexity also grows exponentially with the dimension of the space of allowed motions.
Uncertainty. Early in the 1970s, motion planning with uncertainty in control and sensing attracted considerable attention, in particular to compute fine motions for delicate assembly operations (Lozano-Pérez 1976; Taylor 1976) . Many researchers regarded this problem as one of the most interesting problems in motion planning. An elegant frameworkpreimage backchaining (Lozano-Pérez, Mason, and Taylor 1984)-was proposed along with reasonably efficient algorithms in low-dimensional spaces (Briggs 1989; Lazanas and Latombe 1995) . These methods have been applied to mobile robot navigation problems, but their practical impact so far remains limited. Today, most experimental robotics systems deal with uncertainty at execution time (e.g., by sensing whatever environmental features turn visible to maintain a best estimate of the robot location) rather than at planning time. One reason is that planners use simplified models of uncertainty that do not represent reality well; but, on the other hand, using more realistic models seems to prohibitively increase the cost of planning. In other words, what is gained by taking uncertainty into account in a planner is outweighed by the increased complexity and the reduced flexibility of the planner. The choice of an appropriate level of abstraction for representing uncertainty in motion planning still remains an open question.
New Issues and Problems
Enabling Tools and Technology
As motion planning matures, more applications require dealing with complex geometric models. For instance, in virtual prototyping and manufacturing, path planners are already applied to CAD models of robots and obstacles that are made of several hundreds of thousands of triangles. Soon, millions of triangles, or more, will have to be considered. This trend will require paying more attention to some basic tools than has been done in the past.
Distance computation. PRM planners spend 90% of their time, or more, in checking collision or computing distances between robots and obstacles. In most applications, the running time of the planner now depends less on the (fixed) number of DoF of the moving objects than on the geometric complexity of the robots and obstacles. Efficient distance computation algorithms have recently been developed (e.g., Quinlan 1994; Wilson et al. 1999 ), but more needs to be done. As for many basic operations in graphics, it is likely that this progress will eventually come from hardware implementations.
Robust computation. Many planning algorithms in lowdimensional spaces (e.g., assembly sequencing) are based on decomposing that space into cells, such that in each cell a set of certificates (e.g., blocking relations) remains true or false. Cell boundaries are critical (hyper-)surfaces where some certificates may change. Such planning algorithms are very sensitive to floating-point errors. Efficient and robust tools will have to be developed before these algorithms can be widely used in practice. 2 Dynamic data structures. Dealing with many moving objects in complex environments or with complex deformable objects will require appropriate dynamic data structures that can be efficiently updated, for instance, by exploiting the temporal and spatial coherence of the physical world (Lin and Canny 1991) . The kinetic data structure (KDS) in Guibas (1998) is a significant step in this direction. As objects move, a KDS dynamically maintains a set of assertions that guarantee the correctness of an easy computation for an attribute of interest (e.g., the convex hull of moving objects, the closest pair of objects, etc.). The events that require updating the KDS are the failures of these assertions. It is reasonable to expect that specific hardware will become available in the future to quickly predict and schedule such events.
Issues with Randomized Planners
Despite their empirical success, randomized planners still raise open issues. Investigating these issues will be critical to make PRM planners even more reliable and faster, and to facilitate their application to harder motion planning problems; that is, problems requiring the coordination of many moving objects.
Theoretical analysis shows that PRM planners work well in free spaces that satisfy two simple visibility properties, -goodness and expansiveness. A robot's free space F is -good (for some ∈ (0, 1]) if every configuration in F "sees" a subset of F whose total volume is at least an fraction of F 's total volume (two configurations see each other if they can be connected in F by a "local" planner) (Kavraki et al. 1995) . Loosely speaking, F is expansive if it does not contain "narrow passages" (Hsu, Latombe, and Motwani 1997) . Under those two conditions, the probability that a PRM planner fails to find a path while one exists decreases exponentially toward zero with the number of samples picked in F (Hsu, Latombe, and Motwani 1997) .
This analysis and experiments show that the main outstanding issue with PRM planners is the "narrow passage" problem (Hsu et al. 1998; Wilmarth, Amato, and Stiller 1999) : if the free space contains narrow passages, the planner must pick a prohibitively large number of samples over the entire free space so that enough samples fall in such passages to establish connections through them. When narrow passages can be easily inferred from the workspace geometry, potential field techniques (Barraquand and Latombe 1991) can be used to bias the sampling of the free space. Unfortunately, the robot DoF, the mechanical bounds for each DoF, and the workspace obstacles may create narrow passages in free space that cannot be easily derived from the workspace. In such cases, it is proposed in Hsu et al. (1998) to accept samples that are not in free space, but for which the penetration distance of the robot into the obstacles is small. The effect is to widen the narrow passages, which makes it easier to find them. But this technique has serious drawbacks, including the fact that no general and sufficiently efficient algorithm is currently available to compute penetration distances.
Even in the absence of narrow passages, PRM planning raises another important issue: as long as a planner does not return a path, there is no way to know whether a path exists. The analysis in Hsu, Latombe, and Motwani (1997) and Kavraki et al. (1995) establishes a relation between the number of samples and the probability of not finding a path, but this relation involves parameters (such as the of thegoodness property) that are not known in advance. Evaluating such parameters is likely to be as hard as path planning itself. Perhaps more usable analytical results can be established.
Physical Models
The most important developments in motion planning are likely to come from using more comprehensive models of the real world, including physical and uncertainty models. Indeed, path-planning problems are purely geometric, a fact that considerably limits the applicability of the corresponding algorithms.
Path-planning algorithms may be extended to take into account physical models. For instance, once a collision-free geometric path has been computed, this path may be deformed to optimize a criterion (e.g., minimize execution time) under dynamic constraints (Hsu, Latombe, and Sorkin 1999) . PRM planning techniques have also been used to generate quasioptimal motions (kinodynamic problem) directly, by growing a tree of sample states from the initial configuration of the robot (LaValle and Kuffner 1999) . Each iteration consists of picking a state in the tree and a control at random; integrating the control equations over a short time interval yields a new state if no collision is detected. PRM planning has also been used to generate collision-free motions for deformable objects among rigid obstacles (Kavraki, Lamiraux, and Holleman 1998 ). An energy is associated with each possible deformation, and configurations with low energy are preferred over configurations with high energy.
More complex physical models will be needed. For instance, in surgery (e.g., endoscopic operations), it is desirable to precompute minimally invasive paths of surgical tools among soft tissue structures having different elastic properties. In many tasks (e.g., mechanical assembly, medical surgery), motions must be computed for objects sliding in contact with one another, which requires dealing with friction models. Eventually, the complexity of the models may lead to developing new types of planning techniques.
New Forms of Planning
Most motion-planning problems considered so far require one or several moving objects to reach a given final configuration. New forms of planning will be considered in the future. We review two of them below, for which partial results have already been obtained.
Manipulation planning. Here, a number of movable objects must reach goal configurations. But none of them is able to move alone. Instead, they must be grasped and displaced by robots. In general, neither the order in which the movable objects must be displaced nor the robots that should grasp them are specified as inputs. So, the problem is a composite planning problem where one must plan both the motions of the movable objects and those of the robots that will move them. Potentially, this can be very difficult. In particular, avoiding collision among robots, obstacles, and movable objects may require the movable objects to be displaced in some very specific ordering; how can such an ordering be efficiently computed? Several other issues must also be considered, like grasp planning and ensuring that every intermediate arrangement of objects is stable. Stand-alone grasp planning techniques exist, but only certain grasps may allow the robot to carry the movable objects to their goals; how can the manipulation planner efficiently deal with the interaction between grasps and paths? A few manipulation planners have been proposed (Alami, Laumond, and Siméon 1995; . But they only address a limited number of issues, and none is widely applicable. Several application areas, such as virtual prototyping to help designers create products that are easy to assemble and service, will motivate the development of more useful manipulation planners.
Planning for sensing. Sensors can be used to acquire information about an environment, like building a 3-D model or localizing objects of interest. Active sensing is aimed at moving sensors appropriately to acquire the needed information as quickly and reliably as possible (Gonzalez-Baños et al. 1998) . In this context, a problem that has recently attracted interest is to plan the motion of a mobile robot (or a team of robots) equipped with visual sensors to eventually find a moving intruder hiding in a given environment. Here, the state of the robot at any one time can no longer be reduced to a mere configuration or even a (configuration, velocity) pair; it must also contain information representing what the robot knows. In the intruder example, we can associate a visibility region with each configuration of the robot. In a polygonal environment, this region is a polygon bounded by both obstacle edges and free edges. The information state defines the free edges behind which the intruder may still hide (Guibas et al. 1997 ). The planner must compute a trajectory of the robot leading to an information state such that the intruder cannot be hiding behind any of the free edges of the current visibility region. Executing that path guarantees that the intruder will eventually be detected.
Integration
Most motion planners must eventually interact with other modules in an integrated system. For example, a motion planner for a robot must interact with a controller, which transforms plans into low-level motor commands, and with sensor modules, which localize the robot in its environment. Clearly, integration means much more than mere juxtaposition. For instance, a planner may take dynamic constraints into account and compute motion plans that are easier to execute, or, instead, the controller may include reactive collision avoidance to reduce the computational work of the planner.
There has been significant work on integrating motion planning with control and sensing. This type of integration remains nevertheless rather poorly understood. Some interesting techniques, like the elastic strip (Brock and Khatib 1999) or landmark techniques (Takeda, Facchinetti, and Latombe 1994) have been proposed, but few widely accepted architectural principles have emerged. As more complex systems are built, we can expect significant progress in this area.
Integration will also require that we develop a better understanding of the limits of what planning can and cannot do. Consider facial animation for virtual characters, an important topic in computer graphics. One problem is to make a face say a given sentence by coordinating lip motions and sound. Would it make sense to develop a planner that computes the motions of the lips from the input sentence? Very likely not. A system like the one described in Bregler, Covell, and Slaney (1997) solves the problem more efficiently by associating pnonemes to video-captured motions and applying morphing techniques to combine these recorded mouth gestures. Similarly, it would probably not be very effective to plan the motion of a humanoid robot to sit on a chair; the motion algorithm could instead be crafted by hand and recorded in a library of specific motions. Motion planning should be reserved for motions that are so diverse that they cannot be anticipated and stored in databases of clipped motions.
Applications
Robotics. So far, motion planners have not been widely used in industrial robot systems. Most industrial robots perform repetitive tasks and their motions are programmed by hand (e.g., using a teach pendant). However, the situation is changing. Several CAD-based robot-programming systems now include motion planners, which may be used to automatically compute robot paths. For some applications, this facility is becoming critical. For example, consider spot-welding operations on car frames. Most welding workstations in a body shop contain multiple robots operating concurrently, each performing a sequence of several welding operations. Path coordination is particularly difficult to craft by hand. Automatic path planning greatly simplifies the task of programming the robots. It also makes it possible to compute the optimal location of each robot to minimize the cycle time (Hsu, Latombe, and Sorkin 1999) . Moreover, if test crashes suggest modifications of the welding points after the robots have been programmed, the planner can update the robot trajectories. This kind of application will motivate the development of planners capable of consistently producing quasi-optimal motions in geometrically complex environments.
Obviously, as robots make inroads in other, less structured environments (military, surveillance, construction, space), we can expect the need for online, efficient planners to grow.
Virtual prototyping. It is becoming common practice to design complex products using solely CAD systems. The systems that will manufacture and service these products tend to be also designed using CAD systems.
For years, CAD systems have been sophisticated but passive electronic drafting tables equipped with 3-D visualization capabilities. Now, CAD systems evolve to incorporate more active tools, for example, for checking interferences among parts, computing and simulating motions, or analyzing manufacturability and serviceability. An important function of these tools is to provide feedback to the designers regarding their products and help them make decisions about how objects move or are moved during manufacturing, maintenance, and servicing, as well as during regular operations by the product users.
Virtual prototyping will motivate the development of planners able to compute difficult paths quickly and reliably in complex geometric environments. Some motion planners are already applied in this context. For example, the randomized planner in Chang and Li (1995) verifies that parts of an aircraft engine can be removed for inspection. The nonholonomic planner in Han (1999) checks accessibility of a space by a wheelchair in the CAD model of a building.
Graphic animation. During the past few years, a number of robotics techniques have made significant inroads in graphic systems, e.g., dynamic modeling to create physically realistic animation, vision sensing to automatically acquire 3-D models, haptic interaction to "feel" virtual objects, and motion planning to create collision-free motions. Today, the development of video games on the Internet, the development of interactive training systems, the increasing sophistication of Web sites, and the computer-aided production of movies raise the need for new tools that will facilitate the creation and animation of autonomous virtual characters (or digital actors) in 3-D worlds. Motion planning techniques will be used to direct digital actors at the task level and to create highly interactive systems. 3 This domain will motivate the creation of fast planners capable of using physically based models to generate realistic-looking motions. It will require planned motions to be seamlessly combined with motions extracted from large libraries of clipped motions. See and Kuffner and Latombe (1999) for preliminary results in motion planning applied to the animation of digital actors.
Medical surgery. Imaging techniques are now widely available to produce detailed and precise computer representations of 3-D tissue structures. Motion planning will increasingly be used in surgical planning to compute the motion of the surgical tools. For instance, the planner in Tombropoulos, Adler, and Latombe (1999) is now in clinical use by neurosurgeons to compute the successive positions and orientations of a radiation beam to destroy brain tumors without damaging healthy tissues surrounding them, especially highly sensitive and/or critical structures like the optic nerves. The radiation beam is produced by a linear accelerator that is displaced by a 6-DoF manipulator robot.
Several researchers are currently working on the creation of realistic models of human soft tissues in order to compute their deformations under external forces, such as those applied by surgical tools when they probe, grasp, pinch, cut, pierce, and suture the tissues (Delingette 1998) . This research will enable motion planning techniques to compute minimally invasive paths for surgical tools (e.g., endoscopes, scalpels).
Computational biology. Computational biology raises many problems where it is necessary to reason about molecule motions. For example, a drug molecule, called a ligand, is usually a small (20 to 50 atoms) but flexible (5 to 15 torsional DoF) molecule, which acts by binding into the pocket of a large and mostly rigid molecule, called the receptor. The ligand deforms and moves under the influence of forces internal to the ligand and forces caused by the interaction between the ligand and the receptor. Drug design aims at creating a synthesizable ligand that can move and deform to a low-energy configuration, called a conformation, that exhibits geometric and chemical complementarity with the desired binding pocket (Kavraki 1997) . A PRM-type planner is described in Singh, Latombe, and Brutlag (1999) that verifies the existence of a low-energy path for a given ligand to a binding pocket of a protein. This planner uses the energy field in the configuration space of the ligand to bias the sampling toward low-energy configurations near the receptor's outer surface. Eventually, such a planner could be used to scan large databases of ligands that are publicly available or owned by pharmaceutical companies to extract those ligands that are the most likely to bind at a desired binding site.
Expectations
Today, path planning for few-DoF robots is quasiinstantaneous, even in large and complex environments encountered in practical problems. Within a few years, this will also be true for many-DoF robots (including animated figures, such as virtual characters modeled with several dozen DoF, or more) using randomized planning. This trend will encompass more complex planning problems, like optimal planning with kinematic and dynamic constraints and planning with deformable robots and obstacles, to which PRM-type planning has been shown to extend well.
As several forms of motion planning turn "real-time," the role of planning in integrated systems will change from a costly resource that should be rarely invoked to a cheap commodity that can be called at will. For example, the planner in Kuffner and Latombe (1999) is invoked to plan the navigation path of a virtual character whenever this character senses a change in its environment; because the planner is fast enough, there is no attempt whatsoever to reuse the previously computed path. Moreover, the same system can easily handle multiple independent characters, without any noticeable slowdown.
Randomized planning will make motion planning less dependent on the number of DoF than on the geometric complexity of the environment. However, progress in enabling technologies, like specific hardware to perform distance computation operations and to maintain dynamic data structures, should make it possible to handle robots and environments described by hundreds of millions of polygons.
Motion planning applications will grow considerably. CAD-based robot-programming systems will include planners to compute quasi-optimal motions of robots and to optimize robot layouts. CAD systems will include planners to verify that products or building facilities can be easily manufactured or built, and serviced. In video games, character motions will be (re-)computed on the fly to adapt to user inputs, allowing new forms of games to be created. More generally, video games, movies, animated Web pages, and interfaces will converge, with motion planning and motion capture used jointly to produce rich interactive animation of virtual characters. Motion planners will help surgeons plan for minimally invasive operations. Software packages to assist biochemists in the discovery of new drugs will include motion planners to compute plausible motions of ligands binding against proteins.
Simultaneously, new motion-planning problems will be investigated. For instance, reconfigurable robots made up of thousands of modules will require planners to compute their reconfiguration motions (Casal and Yim 1999) ; today this problem is mostly open. Robots equipped with sensors to collect information will need planners to decide which are the most efficient motions to obtain pertinent information. Minimizing surgical invasiveness will require planners that reason about the deformations of soft tissues caused by the motions of surgical tools. It is almost certain that the basic path-planning problem, which has been the focus of the research in motion planning for more than two decades, will soon lose this status. No other problem, however, seems basic enough to play the same role in the future.
