It was proved in [14] that the existence of a noncritical multiplier for a (smooth) nonlinear programming problem is equivalent to an error bound condition for the Karush-Kuhn-Thcker (KKT) system without any assumptions. This paper investigates whether this result still holds true for a (smooth) nonlinear semidefinite programming (SDP) problem. We first introduce the notion of critical and noncritical multipliers for a SDP problem and obtain their complete characterizations in terms of the problem data. We prove for the SDP problem, the noncriticality property can be derived from the error bound condition for the KKT system without any assumptions, and this fact is revealed by some simple examples. Besides we give an appropriate second-order sufficient optimality condition characterizing noncriticality explicitly. We propose a set of assumptions from which the error bound condition for the KKT system can be derived from the noncriticality property. Finally we establish a new error bound for x-part, which is expressed by both perturbation and the multiplier estimation.
Introduction
Consider an optimization problem of the following form for all (x, y) in a neighborhood of (x,ȳ), where M (x) is the set of all the multipliers at the pointx.
When f and G are continuously differentiable and K is a polyhedral set, Problem (1.1) is a conventional nonlinear programing (NLP). It is well known that for NLP the local error bound plays a critical role in the convergence analysis for numerical algorithms when the KKT system has nonisolated solutions. For example, if the error bound condition holds, algorithms can be constructed which converge locally superlinearly to a KKT point [14, Chapter 7] . Therefore the characterization of the error bound condition is an important issue for the study of NLP problem. Izmailov and solodov defined critical multipliers and noncritical conterparts, they showed the existence of the local error bound (1.2) around the KKT point (x,ȳ) is equivalent to requiring thatȳ is noncritical [14, Chapter 1] .
Recently Mordukhovich and Sarabi [16] consider the following problem min f (x) = ϕ 0 (x) + θ(Φ(x)), x ∈ R n , (
where Φ : R n → R m and Ψ : R n × R m → R l are sufficiently smooth while the convex function θ : R m →R := (−∞, ∞] is extended-real-valued but piecewise linear. This is just the case of Problem (1.1) where f (x) := ϕ 0 (x) + θ(Φ(x)), G(x) := Φ(x), and K := dom θ := {z ∈ R m |θ(z) < ∞}. They proposed critical and noncritical multipliers for the KKT system of (1.3), and established the equivalent relation between noncritical multipliers and the local error bound (1.2).
When K is a nonpolyhedral set, critical and noncritical multipliers are not easy to be characterized. Sun, Cui and Toh [5] provided sufficient conditions to guarantee the metric subregularity of KKT mappings for solving linearly constrained convex semidefinite programming with multiple solutions. When the set K in (1.1) belongs to the class of C 2 -cone reducible sets, Ding, Sun and Zhang [7] showed that under the Robinson constaint qualification, the KKT solution mapping is robustly isolated calm if and only if both the strict robinson constraint qualification and second order sufficient condition hold. Cui, Ding and Zhao [4] provided two types of sufficient conditions for ensuring the quadratic growth conditions of a class of constrained convex symmetric and non-symmetric matrix optimization problems regularized by nonsmooth spectral functions. These sufficient conditions are derived via the study of the C 2 -cone reducibility of spectral functions and the metric subregularity of their subdifferentials, respectively.
Mordukhovich and Sarabi [16] introduced the notions of critical and noncritical multipliers for KKT systems of a class of composite optimization problems which is a extension of the notions by Izmailove and Solodov [13] developed for classical KKT systems for NLPs.
When K = S p + , the cone of positively semidefinite matrices in S p , how can we define critical and noncritical multipliers, is the result for the equivalence of the existence of noncritical multipliers and the local error bound still valid? These questions are quite interesting and challenging. The purpose of this paper is to try answering these questions.
The remaining parts of this paper are organized as follows. In the next section, we introduce some definitions and preliminary results required in the subsequent analysis from variational analysis. In section 3, we define critical and noncritical multipliers for KKT systems of SDPs, establish equivalent description of them and specify them for noncritical multipliers for particular KKT systems. We also characterize noncritical multipliers for KKT systems for SDPs via some error bounds, present a new second-order sufficient condition (SOSCȳ) which ensures the noncriticality of multiplierȳ. Section 4 is mainly devoted to characterizing another kind of error bound. We also proof (SOSCȳ) is a sufficient condition for this kind of error bound. We conclude this paper in section 5.
Preliminaries
In this section we recall some basic notions and definitions in variational analysis which are extensively used in this paper. For a set valued mapping S : X ⇒ Y with X , Y being finite dimensional Hilbert spaces, the upper limite is the set lim sup
while the inner limit is the set lim inf
with N ∞ := {N ⊆ N : N \N is f inite}(N is the natural numbers). Based on the definition of inner and outer limits of set-valued mappings, normal cone and tangent cone can be calculated. Z is a finite dimensional Hilbert space, and Ω ∈ Z is locally closed aroundx ∈ Ω. The regular normal cone to Ω at x is defined byN respectively. If h : Y →R is an extend-valued function on a finite Hilbert space, define the basic subdifferential of h atz ∈ dom h by
The indicator function for set Ω is δ Ω = δ(z; Ω) := 0 for z ∈ Ω and δ(z; Ω) := ∞ otherwise, and we have
The regular coderivative, the limiting coderivative and the graphical derivative to S at (x,ȳ) ∈ gph S are defined byD 
(2.13)
For any matrix A ∈ S p , let A have the following eigenvalue decomposition 14) where α := {i :
) and A = X + Y have the eigenvalue decomposition (2.14) then the following results can be get easily
Define the matrix ∈ S P with entries 16) where 0/0 is defined to be 1.
Then from [5] we have
For the convenience of the latter discussions, we denote the critical cone of
, and the critical cone of S p − at Y associated with X as
17) 
Then there exist a constant k > 0, depending on A and x ⋆ i , i = 1, · · · , p, such that for any x ∈ X and any (y,
In our subsequent discussion, like [5] we need the concept of bounded linear regularity of a collection of closed convex sets, see, e.g., [1, Definition 5.6].
} is said to be boundedly linearly regular if for every bounded set B ⊆ X , there exists a constant κ > 0 such that
(2.20)
A sufficient condition to guarantee the property of bounded linear regularity was established in [2, Corollary 3]. 
23)
where ∆X = X −X, ∆Y = Y −Ȳ .
Noncritical multipliers for semidefinite programming
Consider the following SDP problem min
where f : R n → R and G : X → S p are twice continuously differentiable functions. The Lagrangian function of (3.24) is defined by
Letx ∈ R n be a feasible point to (3.24). We define the set of Lagrange multipliers associated withx by
Suppose thatx is a feasible solution to problem (3.24). The critical cone C(x) of (3.24) atx is defined by
Ifx is a stationary point of problem (3.24) andȳ ∈ Λ(x), then
We say that the Robinson constraint qualification (RCQ) for problem (3.24) holds at a feasible pointx if
It is well known that the RCQ holds at a locally optimal solutionx ∈ R n if and only if Λ(x) is a nonempty, convex, and compact subset of S p . The SRCQ is said to hold for problem (3.24) atx with respect toȳ ∈ Λ(x) = ∅ if
The set of Lagrange multipliers Λ(x) is a singleton if the SRCQ holds. Letx be a stationary of (3.24), andȳ be an associated Lagrange multiplier. Assume SRCQ is satisfied atx. Local optimality ofx implies the second order necessary condition (SONC) in the following form
Recall that the second order sufficient condition (SOSC) which ensures thatx is a locally optimal solution to (3.24) is defined by
We say that the second order sufficient condition for problem (3.24) satisfied atx respect toȳ 
The multiplierȳ ∈ Λ(x) is noncritical for (3.24) otherwise, i.e., when the generalized equation (3.34) admits only the trivial solution ξ = 0.
For NLP it has been proved that superlinear convergence results for dual stabilization methods under assumptions that rely on the dual estimates being close enough to a noncritical Lagrange multiplier, see [17] .
In the following, we consider the characterization of noncritical multipliers. Theorem 3.1. Let (x,ȳ) is a KKT point of (3.24). Thenȳ is noncritical for (3.24) if and only if we can derive ξ = 0 from
Proof. Relation (3.34) can be reformulated as In view of the definition of the graphical derivative (see (2.12)), we have
which is equivalent to
andȳ have the same eigenvalue decomposition. Applying Lemma 2.1, we obtain
This proof is completed. ✷ Corollary 3.1. Assume (x,ȳ) is a KKT point of (3.24).ȳ is critical for (3.24) if and only if the following system
admits a solution pair (ξ, η) ∈ R n × S p with ξ = 0.
The following result provides us a useful criterion for charactering critical multipliers.
Corollary 3.2. (equivalent description of critical multipliers). Let (x,ȳ) be a KKT point of (3.24). Thenȳ is critical for (3.24) if and only if the following system
Proof. From the proof of the Theorem 3.1, we obtain that (3.34) can be reformulated as
Then applying Lemma 2.2, the results can be derived. ✷ We next show noncritical multipliers of SDP is compatible with the NLP case.
Example 3.1. Consider SDP (3.24) with G(x) = Diag(g 1 (x), · · · , g p (x)), where g i : R n → R, i ∈ {1, · · · , p}. We denote g(x) := (g 1 (x), · · · , g p (x)) T ,Ȳ := Diag(λ 1 , · · · ,λ p ) ∈ Λ(x), andȳ := (λ 1 , · · · ,λ p ) T . Suppose without loss of generality thatx satisfies g 1 (x) = · · · = g p (x) = 0. Denote the index subsets by I − := {i ∈ {1, · · · , p} :λ i < 0} and I 0 := {i ∈ {1, · · · , p} :λ i = 0}.
(3.49)
From Theorem 3.1 we have thatȲ is a noncritical multiplier ofx if and only if
(3.50)
The above relations also illustrate thatȳ is a noncritical multiplier atx for the following inequality constrained NLP:
Now, we turn to explore the relation between noncriticality property and error bound condition. The KKT system of (3.24) is defined by:
(3.52)
The canonical perturbation of system (3.52) is defined by
with the canonical parameter pair (p 1 , p 2 ) ∈ R n × S p . Consider the set-valued mapping Φ : R n × S p ⇒ R n × S p associated with (3.53) by
and then define the solution map S KKT : R n × S p ⇒ R n × S p to (3.53) as the inverse to (3.54) by
For each given (p 1 , p 2 ) ∈ R n × S p , it is easily verified that the the solution set of the KKT system (3.53) can be rewritten as
where Ψ : R n × S p → R n × S p is Robinson's normal mapping defined by
Let (x,ȳ) be a solution to the KKT system (3.53) with (p 1 , p 2 ) = (0, 0). Denotez := G(x) +ȳ. Then Π S p + is globally Lipschitz continuous (with modulus 1) and G is locally Lipschitz continuous.
Theorem 3.2. (noncritical property from error bounds of solutions under canonical perturbations) Let (x,ȳ) ∈ S KKT (p 1 , p 2 ) with (p 1 , p 2 ) = (0, 0) in (3.56). If there is a number ε > 0 and neighborhoods U of 0 ∈ R n , W ⊆ S p of 0 such that for any (p 1 , p 2 ) ∈ U × W and any
we have the estimate
holds. Then the Lagrange multiplierȳ ∈ Λ(x) satisfying (3.34) is noncritical for Problem (3.24).
Proof. To justifyȳ is noncritical, we need to verify by Theorem 3.1 that the validity of the error bound condition in (3.58) ensures that for any solution pair (ξ, η) ∈ R n × S p to (3.35) we have ξ = 0. Pick up any pair (ξ, η) ∈ R n × S p satisfying (3.35), let t > 0, and define (x t , z t ) := (x + tξ,z + tG ′ (x)ξ + tη).
Thus we have for t sufficiently small that
Moreover,
(z)) = 0, we deduce from the above equality that
It follow from (3.60) and (3.62) that (x t , z t ) is a solution to the system Ψ(x, z) = (p 1t , −p 2t ), where
is a solution to (3.53) associated with (p 1t , p 2t ) and hence we arrive at
by (3.67). It yields ξ = 0 and thus justifies the claim. ✷ From Theorem 3.2 we know that if the multiplier for the KKT point is critical then the error bound does not hold at this KKT point. Let us consider the following two examples, and the first one is a convex quadratic semidefinite programming (SDP) constructed by Bonnans and Shapiro. 
where x = (x 1 , x 2 ) ∈ R 2 , Diag(x) is the 2 × 2 diagonal matrix whose ith diagonal element is x i , i = 1, 2, A is a nondiagonal matrix in S 2 , and ε is a scalar parameter. When ε = 0, the optimization problem (3.64) has the unique optimal solution x = (0, 0) with the unique Lagrange multiplierȲ = [ −1 0 0 0 ]. By calculating we get thatȲ is a critical multiplier. It is also easy to see that for any given ε ≥ 0, problem (3.64) has a unique optimal solution X(ε) = (x 1 (ε), x 2 (ε)) with x 2 (ε) of order ε 2/3 as ε → 0, which illustrates that the error bound like (3.58) does not hold at (x,Ȳ ). So this example is consistent with Theorem 3.2.
Example 3.3. Consider the following parametric problem:
65)
, and t is a scalar parameter. When t = 0, the optimization problem (3.65) has a KKT point (x,Ȳ ) = ((0, 0), O) with the multiplierȲ = O (null matrix). For any given t ≥ 0, problem (3.65) has a KKT point (X(t), Y (t)) = ((
which reveals that the error bound like (3.58) holds at (x,Ȳ ). Calculating based on Corollary 3.2,Ȳ is a noncritical multiplier. This example is also consistent with Theorem 3.2.
In NLPs noncriticality of the multipliers is sufficient for the error bound holding at the KKT point. We inspired by the work of Cui [5] , if we assume some conditions hold, then error bound can be derived from noncritical multipliers.
Assume that the following two conditions hold:
If the Lagrange multipliersȳ ∈ Λ(x) from (3.34) is noncritical for (3.24), then there are numbers ε > 0, κ > 0 and neighborhoods U of 0 ∈ R n , W ⊆ S p of 0 such that for any (p 1 , p 2 ) ∈ U × W and any (x p 1 p 2 , y p 1 p 2 ) ∈ S(p 1 , p 2 ) ∩ B ε (x,ȳ) we have the estimate
(3.67)
. In addition, if there existsŷ ∈ Λ(x) such that rank (x) + rank (ŷ) = p, then we also have
Proof. We shall first show that under the given conditions, there exist constants ε > 0, κ > 0 and neighborhoods U of 0 ∈ R n and W ⊆ S p of 0 such that (3.67) holds. Suppose on the contrary that (3.67) fails, i.e., for any k ∈ N there are (p 1k , p 1k ) ∈ B 1
(3.70) Let us assume without loss of generality that
For simplicity, we denote
and for all k ≥ 0,
which together with the fact that (
76)
Let us divide the last equality of (3.70) by x k −x on the both sides. Since 
Conclusion
In this paper we consider a class of generalized SDPs which are not only restricted to linear or convex problems. When the KKT system of the SDP has nonisolated solutions we define the noncritical multipliers and prove under certain conditions, noncriticality of multipliers is equivalent to the local error bound holding at the KKT point, which is useful to construct algorithms that converge locally superlinearly. We introduce a kind of second order sufficient condition SOSCȳ different from the usual SOSC, which is a sufficient condition for noncriticality. Inspired by the structure of noncriticality of multipliers, we show a new structure of KKT points. The equivalence between the new structure and a new error bound for x-part has been constructed. This kind of error bound also holds when the KKT point satisfies SOSCȳ.
