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Abstract
Random matrix theory (RMT) filters, applied to covariance matrices of financial
returns, have recently been shown to offer improvements to the optimisation of stock
portfolios. This paper studies the effect of three RMT filters on realised portfolio
risk, and on the stability of the filtered covariance matrix, using bootstrap analysis
and out-of-sample testing.
We propose an extension to an existing RMT filter, (based on Krzanowski stabil-
ity), which is observed to reduce risk and increase stability, compared to other RMT
filters tested. We also study a scheme for filtering the covariance matrix directly, as
opposed to the standard method of filtering correlation, where the latter is found
to lower realised risk on average, by up to 6.7%.
We consider both equally and exponentially weighted covariance matrices in our
analysis, and observe that the overall best method out-of-sample was that of ex-
ponentially weighted covariance, with our Krzanowski stability-based filter applied
to the correlation matrix. We also find that the optimal out-of-sample decay fac-
tors, for both filtered and unfiltered forecasts, were higher than those suggested by
Riskmetrics [1], with those for the latter approaching a value of α = 1.
In conclusion, RMT filtering reduced realised risk on average, and in the majority
of cases, when tested out-of-sample, but increased realised risk on a marked number
of individual days, in some cases more than doubling it.
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1 Introduction
Markowitz portfolio theory [2], an intrinsic part of modern financial analysis,
relies on the covariance matrix of returns and this can be difficult to estimate.
For example, for a time series of length T , a portfolio of N assets requires (N 2+
N)/2 covariances to be estimated from NT returns. This results in estimation
noise, since the availability of historical information is limited. Moreover, it
is commonly accepted that financial covariances are not fixed over time (e.g.
[1,3,4]) and thus older historical data, even if available, can lead to cumulative
noise effects.
Random matrix theory (RMT), first developed by authors such as Dyson
and Mehta [5–8], to explain the energy levels of complex nuclei [9], has re-
cently been applied to noise filtering in financial time series, particularly in
large dimensional systems such as stock markets, by several authors including
Plerou et al. [9–13] and Laloux et al. [14,15]. Both groups have analysed US
stock markets and have found that the eigenvalues of the correlation matrix
of returns are consistent with those calculated using random returns, with
the exception of a few large eigenvalues. Moreover, their findings indicated
that these large eigenvalues, which do not conform to random returns, had
eigenvectors that were more stable over time. Of particular interest was the
demonstration [9,15], that filtering techniques, based on RMT, could be ben-
eficial in portfolio optimisation, both reducing the realised risk of optimised
portfolios, and improving the forecast of this realised risk.
More recently, Pafka et al. [16] extended RMT to provide Riskmetrics type [1]
covariance forecasts. Riskmetrics, dating from the 1990’s and considered a
benchmark in Risk management [16], uses an exponential weighting to model
the heteroskedasticity of financial returns. Pafka et al. [16] showed that RMT-
based eigenvalue filters can improve the optimisation of minimum risk portfo-
lios, generated using exponentially weighted forecasts. However, these authors
found that the decay factors which produced the least risky portfolios were
higher than the range suggested by Riskmetrics and further concluded that
unfiltered Riskmetrics-recommended forecasts were unsuitable for their port-
folio optimisation problem. A recent paper by Sharifi et al. [17], using equally
weighted, high frequency returns for estimating covariances, proposed an alter-
native eigenvalue-filtering method, based on a principal components technique
developed by Krzanowski [18] for measuring the stability of eigenvectors, in
relation to small perturbations in the corresponding eigenvalues. Sharifi et
al. [17] concluded that filtering correlation matrices according to the method
outlined in Laloux et al. [15] had a negative effect on this stability.
Our objectives in this article are (i) to present a computationally efficient
method of calculating the maximum eigenvalue of an exponentially weighted
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random matrix (ii) to study the behaviour of the stability-based filter [17] for
daily data and for exponentially weighted covariance (iii) to explore the pos-
sibility of filtering the covariance matrix directly (as opposed to the standard
method of filtering correlation) and (iv) to compare three available RMT fil-
ters using bootstrapping and out-of-sample testing. The paper is organised as
follows. In Section 2, we review the theoretical background for the three RMT
filters, Section 3 contains the in-sample analysis of the filters from a stability
and risk reduction perspective, and in Section 4 we present results of the out-
of-sample test on effectiveness of the filters, in reducing risk. In Appendix A,
we describe the filtering methods of Laloux et al. [15] and Plerou et al. [9].
2 Background
2.1 Random Matrix Theory and Historical Covariance
As described by Laloux et al. [14], Plerou et al. [9], Sharifi et al. [17] and
others, in the context of correlation matrices of financial returns, if R is any
matrix defined by
R =
1
T
AA′ (1)
where A is an N×T matrix whose elements are i.i.d. 1 random variables with
zero mean, then it has been shown [19] that, in the limit N → ∞, T → ∞
such that Q = T/N ≥ 1 is fixed, the distribution P (λ) of the eigenvalues of
R is self-averaging, and is given by
P (λ) =


Q
2piσ2
√
(λ+−λ)(λ−λ−)
λ
if λ− ≤ λ ≤ λ+
0 otherwise
(2)
where σ2 is the variance of the elements of A and
λ± = σ
2
(
1 + 1/Q± 2
√
1/Q
)
. (3)
Financial correlation and covariance matrices can be expressed, in general, in
the form given by Equation (1), so matrices for historical data can be compared
1 i.i.d. ≡ independent and identically distributed
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to those generated from random returns. Here we define the covariance matrix
V = {σij}Ni,j=1 of returns 2 by
σij = 〈Gi(t)Gj(t)〉 − 〈Gi(t)〉〈Gj(t)〉 (4)
where 〈·〉 refers to the mean over time, and the correlation matrix C =
{ρij}Ni,j=1 is given by
ρij = σij/
√
σiiσjj (5)
where {Gi(t)}i=1,...,Nt=1,...,T are the returns
Gi(t) = ln(Si(t)/Si(t− 1)) (6)
and where Si(t) is the spot price of asset i at time t.
2.2 Random Matrix Theory and Exponentially Weighted Covariance
In extending RMT filtering to exponentially weighted matrices, Pafka et al. [16]
have analysed matrices of the form M = {mij}Ni,j=1 with
mij =
∞∑
k=0
(1− α)αkxikxjk (7)
and where {xik}i=1,...,Nk=0,...,∞ are assumed to be N.I.D.(0, σ2). 3 They have shown
that, in the special case N → ∞, α → 1 with Q ≡ 1/(N(1 − α)) fixed, the
density, ρ(λ), of the eigenvalues of M is given by ρ(λ) = Qv/pi where v is the
root of
F (v) =
λ
σ2
− vλ
tan(vλ)
+ ln(vσ2)− ln(sin(vλ))− 1
Q
(8)
F (v) is well defined on the open interval (0, pi/λ). If a root does not exist on
this interval for a given value of λ we define ρ(λ) = 0 for that λ. The family
of matrices, defined by Equation (7), includes the Riskmetrics [1] covariance
2 throughout this paper the following notation is used: {xi}Ni=1 ≡ {xi : i =
1, . . . , N}, {xij}Ni,j=1 ≡ {xij : i = 1, . . . , N ; j = 1, . . . , N}, {xit}i=1,...,Nt=1,...,T ≡ {xit :
i = 1, . . . , N ; t = 1, . . . , T} etc.
3 N.I.D.(µ, σ2) ≡ Normally and identically distributed (with mean µ and variance
σ2)
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and correlation matrices. Following this, we define the exponentially weighted
covariance matrix V∗ = {σ∗ij}Ni,j=1 by
σ∗ij =
1− α
1− αT
T−1∑
t=0
αt(Gi(T − t)− 〈Gi〉)(Gj(T − t)− 〈Gj〉) (9)
and define the corresponding, exponentially weighted, correlation matrix C∗ =
{ρ∗ij}Ni,j=1 by
ρ∗ij = σ
∗
ij/
√
σ∗iiσ
∗
jj (10)
Here, α is commonly called the decay factor.
2.3 Maximum Eigenvalue of an Exponentially Weighted Random Matrix
The maximum eigenvalue of an exponentially weighted random matrix can
be found using Equation (8), but a more efficient method can be derived as
follows. On the interval v ∈ (0, pi/λ), the following limits hold
lim
v→0
F (v) =
λ
σ2
− ln
(
λ
σ2
)
− 1
Q
− 1 (11)
lim
v→(pi/λ)
F (v) =∞ (12)
Moreover, F (v) is increasing on the interval v ∈ (0, pi/λ), since for x = vλ
F ′(v) =
1
v
− x
v
(
2 tan(x)− x sec2(x)
tan2(x)
)
(13)
=
1
v
(
sin2(x)− 2x sin(x) cos(x) + x2
sin2(x)
)
(14)
and also h(x) = sin2(x)−2x sin(x) cos(x)+x2 > 0 on x ∈ (0, pi), which is true
because h(0) = 0 and h′(x) = 4x sin2(x) > 0.
Therefore, a root of F (v) exists on v ∈ (0, pi/λ) for a given Q and λ when its
lower limit is negative on the interval, i.e. when
λ
σ2
− ln
(
λ
σ2
)
< 1 +
1
Q
(15)
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Now, as seen from Figure 1, λ/σ2− ln(λ/σ2) ≥ 1, with a minimum at 1 when
λ = σ2, and it crosses 1 + 1/Q > 1 just once above λ = σ2 and once below it.
Outside of the open interval, bracketed by these crossovers, we have
λ
σ2
− ln
(
λ
σ2
)
≥ 1 + 1
Q
(16)
and thus F (v) cannot have a root on v ∈ (0, pi/λ). It follows that these
crossovers are the minimum and maximum possible eigenvalues for the expo-
nentially weighted random matrix. Thus, the theoretical maximum eigenvalue
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Fig. 1. x− ln(x)
is the solution of
λ
σ2
− ln
(
λ
σ2
)
= 1 +
1
Q
, λ > σ2 (17)
We note also that Potters et al. [20] have demonstrated an alternative deriva-
tion, with σ = 1, using “Blue” functions.
2.4 Krzanowski Stability
One of the filtering methods discussed, Sharifi et al. [17], and considered also
here, is based on the stability, as described by Krzanowski [18], of the filtered
matrix. Krzanowski [18] measured eigenvector stability, specifically the effect
on each eigenvector of a perturbation in the corresponding eigenvalue. This is
in contrast to stability over time, as analysed by many other authors, e.g. [9,
15]. Krzanowski [18] considered the angle, θi, between an eigenvector vi and v
p
i ,
where vpi is the maximum perturbation that can be applied to vi while ensuring
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that the eigenvalue, λpi , corresponding to v
p
i is within  of the eigenvalue, λi,
corresponding to vi. He showed that θi is given by:
cos θi =


(
1 + 
λi−λi−1
)− 1
2 for λpi < λi
(
1 + 
λi+1−λi
)− 1
2 for λi < λ
p
i
(18)
where λ1 ≤ λ2 ≤ . . . ≤ λL are the eigenvalues, and suggested using  = kλi
with k = 0.1, 0.05 or 0.01. We have chosen k = 0.1, which was the most
consistent with typical eigenvalue changes between different subperiods of our
data. When measuring mean stability, of the filtered and unfiltered covariance
matrices, the arithmetic mean of the cases λpi < λi and λi < λ
p
i was calculated.
2.5 Filtering Methods
All three filtering methods compared here are based on replacing the “noisy”
eigenvalues of the covariance or correlation matrix, while maintaining its trace.
The noisy eigenvalues are taken to be those that are less than or equal to
the maximum possible eigenvalue of the corresponding random matrix. The
theoretical limiting cases (described, Sections 2.1 and 2.2) are commonly used
to estimate the maximum eigenvalues of the random matrices. However, these
can also be estimated by calculating them directly from Monte Carlo simulated
random returns (for example if the number of assets is small). In this work, we
have used “first order filtering”, i.e. exactly the maximum eigenvalue predicted
by RMT. Improvement to these filters can potentially be made, by adjusting
these limits to take account of the largest measured eigenvalues (generally
known not to be random). For further details see, e.g., Laloux et al [15].
The filtering methods of Laloux et al. [15] (referred to hereafter as LCPB), and
of Plerou et al. [9] (referred to hereafter as PG+), are detailed in Appendix A.
The third filtering method is defined as follows. To maximise the Krzanowski
stability of the filtered matrix, while also maintaining its trace, the method
of Sharifi et al. [17] replaces the noisy eigenvalues with ones that are equally
and maximally spaced, are positive, and have sum equal to the sum of those
replaced. To achieve maximal spacing, it was assumed that the smallest re-
placement eigenvalue should be very close to zero. In this paper, this method
is adapted by making the smallest replacement eigenvalue a parameter of the
filter, so that changes in stability and optimisation results, achieved for var-
ious values of this parameter, can be measured. We call the adapted version
the KR method.
The KR method is identical to the LCPB method except in the choice of
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eigenvalues to replace the noisy eigenvalues. If Λnoisy = {yi}ni=1 are the orig-
inal noisy eigenvalues then for the KR method the replacement eigenvalues
Λnew = {xi}ni=1 are given by xi = x1 + (i− 1)k for some constant k, defined
by the choice of minimum replacement eigenvalue x1 and the constraint that
the sum of the replacement eigenvalues must equal the sum of the eigenvalues
being replaced. In addition, the replacement eigenvalues must all be strictly
positive. It follows that k = 2(a − x1)/(n − 1) where a is the mean of the
eigenvalues being replaced. The cases k > 0 and k < 0 can be shown to be
equivalent, so we can assume without loss of generality that x1 ≤ a. Moreover,
the case k = 0 just collapses to the LCPB method (as defined in Appendix
A), since k = 0 ⇔ x1 = a.
2.6 Data
The data, used to test filter performance, were daily closing prices for the S&P
500 index stocks, with the index composition taken as of 1st February 2006 4 .
The dataset runs from 1st June 1995 to 1st February 2006, and any series not
covering the entire period were discarded, leaving a total of 432 stocks.
3 In Sample Evaluations
3.1 Evaluation Methods
For the in-sample analysis, and following [16], bootstrapped samples were
taken, together with the mean across these samples. For a given value of N
(the number of assets) and F (the forecast horizon in working days), we ran-
domly selected N assets from the data set, and a random test date. Everything
up to and including the test date was taken as historical information and ev-
erything afterwards as realised, future information. For the same N and F , we
repeated this random selection 1000 times, with replacement, and calculated
the mean, across all bootstrapped samples, of (i) the realised risk of the fore-
cast minimum risk portfolio [16] (calculated using our forecast covariance) and
(ii) the mean Krzanowski stability [18] across all eigenvectors of the forecast
covariance matrix. We analysed the cases N = 100, 250 and 432, and F = 20
and 50. The results for F = 50 were very similar to those for F = 20 and thus
we concentrated subsequently on the F = 20 case.
A covariance forecast in this context consisted of a raw forecast, which was
4 from www.standardandpoors.com
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either exponentially or equally weighted, and could be unfiltered, or filtered
by one of the LCPB, PG+ or KR methods applied to either the covariance
or correlation matrix. In much of the literature (e.g. [9, 15]) the correlation
matrix is filtered, it being closer to the RMT assumption of i.i.d. returns than
the covariance matrix. Here, we also wish to assess the impact of filtering
covariance directly, since it retains more information about the individual
assets.
On each test date, we calculated the forecast minimum risk portfolio, opti-
mised as follows [16]. Choose a portfolio weighting {wi}Ni=1 that minimises
N∑
i,j=1
wiwjσˆij (19)
while satisfying the budget constraint
N∑
i=1
wi = 1 (20)
Here, Vˆ = {σˆij}Ni,j=1 is one of the 14 forecast covariance matrices. The solution,
{wˆi}Ni=1, of this problem is:
wˆi =
∑N
j=1 σˆ
−1
ij∑N
j,k=1 σˆ
−1
jk
∀i (21)
where Vˆ−1 = {σˆ−1ij }Ni,j=1 is the matrix inverse of Vˆ. The realised risk of the
optimal portfolio is defined by
√√√√√ N∑
i,j=1
wˆiwˆjσ˜ij (22)
Here, V˜ = {σ˜ij}Ni,j=1 is the realised covariance matrix, and is just the (equally
weighted) covariance matrix of the realised future returns over the investment
period. The forecast risk is calculated analogously, using the forecast covari-
ance matrix, Vˆ .
By comparing the covariance forecasts in this way, we measure their effect on
realised risk without using forecast returns, which would introduce unwanted
noise into the results. Further, we have not used any knowledge of future re-
turns in our tests, since we wished to evaluate both forecasting methods (equal
vs. exponential weighting) as well as filtering methods. This is in contrast to
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some previous studies, that have isolated the effect of the filtering method
on the correlation matrix, by using future knowledge of realised returns to
estimate the variance of each individual asset.
3.2 Measuring Noise
Figure 2 shows, for equally and exponentially weighted forecasts, and for 100
and 432 assets, the percentage of measured eigenvalues, for both covariance
and correlation forecasts, that were larger than the corresponding maximum
eigenvalue predicted by RMT. It can be seen that, in general, compared to the
correlation matrix, the covariance matrix contained more “non-random” eigen-
values. In the case of exponentially weighted matrices with 432 assets however,
the effect was less pronounced. For a wide range of decay factor values, expo-
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Fig. 2. Percentage of eigenvalues that are larger than the maximum eigenvalue
predicted by RMT, for equally weighted correlation and covariance with (a) 100
assets and (c) 432 assets, and for exponential weights with (b) 100 assets and (d)
432 assets.
nentially weighted matrices had very few non-noisy eigenvalues when all 432
assets were used. The range for α included values suggested by Riskmetrics [1]
(0.94 to 0.97). The high level of measured noise reflects that lowering the value
of the decay factor is equivalent to using less (equally weighted) data. Despite
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this, the filtered exponentially weighted forecasts produced some of the lowest
mean realised risks.
3.3 Stability
Focusing on stability, Figure 3 displays, for selected filters, and averaged over
all bootstrap samples, the mean stability across all eigenvectors of the filtered
covariance matrix, (for the case of 100 assets, and using equally weighted fore-
casts). These results are representative of the stability results for other sizes of
asset group, and for exponential weights. The covariance matrices produced by
KR filtering are seen to have better stability than the LCPB and PG+ filtered
ones, particularly for direct filtering of the covariance matrix. The KR meth-
ods considered, (and their defining minimum replacement eigenvalues), were:
KR2 (1
2
Λnoisy), KR4 (
1
4
Λnoisy), KR8 (
1
8
Λnoisy), KR16 (
1
16
Λnoisy), KR64
( 1
64
Λnoisy), KR100 (
1
100
Λnoisy) and KR1000 (
1
1000
Λnoisy), where Λnoisy is
the mean of the noisy eigenvalues. It can also be seen that stability improved
as the minimum replacement eigenvalue for the KR filter approached zero.
However, the closer the minimum eigenvalue approached to the mean noisy
eigenvalue, the more stability decreased (though it remained above that of the
LCPB and PG+ filters). These results are consistent with the definition of the
KR filter, which is designed to give improved stability.
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Fig. 3. In-sample mean stability for the equally weighted covariance forecast with
100 assets, filtering correlation (left) and covariance (right)
3.4 In-Sample Risk Reduction
We found that the KR method as described in Sharifi et al. [17] (i.e. with a min-
imum replacement eigenvalue of 10−8 ) was not competitive when compared
to other methods for reducing risk, including comparison with the unfiltered
series. Figure 4 shows a sample comparison of this method, (which we call
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method KR0), with the LCPB and unfiltered methods and it is clear that the
KR0 method increases mean realised risk. We found a marked risk reduction
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Fig. 4. In-sample mean realised risk for unfiltered, LCPB and KR0 filtered expo-
nentially weighted forecasts, with 432 assets, (filtering covariance).
was achieved by varying the minimum replacement eigenvalue. The in-sample
results showed, in general, the potential of RMT filters to reduce realised
risk, and we noted, in particular, that the KR2, KR4 and KR8 methods were
amongst the best performing of all filters for this, and were also reasonably
consistent with each other. In general, optimisation performance of the KR
filters disimproved as the minimum replacement eigenvalue approached zero.
In many cases, two local minima were produced for the choice of optimal de-
cay factor for the exponential weights 5 . One of these coincided with the
suggestion of Riskmetrics [1], i.e. 0.97 for monthly forecasts. The other was
much closer to 1. Figure 5 shows an extract of the in-sample results, namely
the best, or two best, filtering methods, from the point of view of mean re-
alised risk, in each of the following cases: equally weighted filtered correlation,
equally weighted filtered covariance, exponentially weighted filtered correla-
tion and exponentially weighted filtered covariance. Results for 100 assets
(left) and 432 assets (right) are shown vs. decay factors (α) in the case of
exponential weighting and vs. number of past moves (T ) in the case of equal
weighting. The legends can be interpreted as “forecast weighting (equal or ex-
ponential), matrix filtered (correlation or covariance), filtering method”. For
example, “Equal, Corr, KR2” refers to the mean realised risk over all boot-
strapped samples for equally weighted forecasts, filtered using method KR2
on the correlation matrix.
5 optimal for reducing in-sample realised risk
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Fig. 5. In-sample mean realised risk for selected best forecasting methods, for 100
assets (left) and 432 assets (right)
4 Out-of-Sample Testing
For comparing the models out-of-sample we used forward validation. This
method considers every available test date and for each one uses data prior to
the test date to optimise any model parameters. This allows the comparison
of filtering methods with different numbers of parameters and also gives some
insight into the stability of the models over time. The value of the weight-
ing parameter (α or T ) and the choice of KR model were determined out-
of-sample. Possible KR models were all KR models mentioned above (KR2,
KR4, KR8, KR16, KR64, KR100, KR1000 and KR0) as well as the the LCPB
model for completeness. The forward validation was performed over a period
of 1658 days, 129 of which were used as the initial training period. Subsequent
retraining was done daily. We used the realised risk of the forecast minimum
risk portfolio as our metric and all 432 assets were used to eliminate the need
to arbitrarily choose assets each day. Table 1 shows a summary of the per-
formance of the covariance forecasting and filtering combinations. The figures
shown are mean realised risk as a percentage of the result for unfiltered equally
weighted covariance. The overall best performing combination in this test was
exponential weighting with a KR filter applied to the correlation matrix (84%).
RMT filtering is seen on average to reduce realised risk in all cases where it
is used.
Table 2 shows a breakdown of the mean realised risk of the various weightings
and filters on an “annual” basis over 6 years. In this case a year is taken
to have 255 trading days, with the final year having 254. Here there are a
few instances where filtering increases the mean risk in a year. However, the
majority of the time filtering reduces risk. The overall best method was found
to produce the lowest risk in three of the six years, and was competitive in
the other three years. The stability-based KR filter is the only filter to reduce
mean realised risk in all cases in each year.
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Table 1
Mean out-of-sample realised risk as a percentage of that for unfiltered equally
weighted covariance. The weights (equal or exponential) are as described in Sec-
tions 2.1 and 2.2 and values are set using daily forward validation. Filtering is seen
to reduce mean realised risk in all cases, and to as low as 84% of our benchmark
risk, when applying KR filtering to the correlation matrix for exponentially weighted
forecasts.
Model Unfiltered LCPB PG+ KR
Equal Weights/Correlation Filtered 100 87.3 87.6 85.1
Exponential Weights/Correlation Filtered 93.4 87.1 88.1 84
Equal Weights/Covariance Filtered 100 93.6 89.2 88.4
Exponential Weights/Covariance Filtered 93.4 92 87.1 86.7
Table 2
Mean out-of-sample realised risk per year for 6 years as a percentage of equally
weighted unfiltered result each year. In a few cases, RMT filtering is seen to
increase mean realised risk over the course of a year. The KR filter is the
only one to reduce realised risk in all cases each year.
Weights Filtered Filter 1 2 3 4 5 6
Equal No - 100 100 100 100 100 100
Equal Corr LCPB 86.3 86.5 89.8 85.3 94.6 81.3
Equal Corr PG+ 87.1 84.7 89.8 85.3 95.7 83.5
Equal Corr KR 84.2 84.7 87.4 83.2 91.4 80.2
Exp No - 96.4 96.4 92.9 87.4 95.7 90.1
Exp Corr LCPB 81.3 82.9 89.8 85.3 94.6 91.2
Exp Corr PG+ 84.9 85.6 89 86.3 91.4 93.4
Exp Corr KR 80.6 81.1 89.8 80 88.2 85.7
Equal No - 100 100 100 100 100 100
Equal Cov LCPB 95.7 100 96.1 87.4 91.4 89
Equal Cov PG+ 90.6 85.6 86.6 87.4 100 87.9
Equal Cov KR 89.2 91.9 92.1 83.2 87.1 84.6
Exp No - 96.4 96.4 92.9 87.4 95.7 90.1
Exp Cov LCPB 92.1 95.5 99.2 85.3 84.9 93.4
Exp Cov PG+ 86.3 87.4 91.3 84.2 83.9 90.1
Exp Cov KR 89.2 89.2 90.6 81.1 83.9 83.5
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Table 3
Percentage of the time each method had the lowest mean out-of-sample realised
risk on an annual, monthly and daily basis. Unfiltered forecasts are seen to have
the lowest for only 6% of the days and for 5.5% of the months. The most consis-
tent method was the stability-based filter, applied to the correlation matrix of the
exponentially weighted forecasts.
Weights Filtered Filter Yearly Monthly Daily
Equal No - 0 0 0.8
Equal Corr LCPB 0 4.1 7.1
Equal Corr PG+ 0 9.6 6.9
Equal Corr KR 16.7 8.2 7.7
Exp No - 0 5.5 5.2
Exp Corr LCPB 0 6.2 4.9
Exp Corr PG+ 0 4.1 6.1
Exp Corr KR 50 25.3 19
Equal No - 0 0 0.8
Equal Cov LCPB 0 4.1 3.3
Equal Cov PG+ 16.7 8.2 7.5
Equal Cov KR 0 2.7 4.6
Exp No - 0 5.5 5.2
Exp Cov LCPB 0 6.8 6.9
Exp Cov PG+ 16.7 8.2 8.8
Exp Cov KR 0 6.8 11.2
Table 3 shows the percentage of times that best performance was achieved by
each method, on an annual, monthly and daily basis. One month is assumed
equal to exactly 21 trading days for this purpose. The daily results show that
an unfiltered forecast was best for only 6% of days, and on the majority of
these days the best unfiltered forecast was exponentially weighted. The fact
that unfiltered forecasting was found to be best for 5.5% of the months reflects
some clustering of these daily effects. Overall, the best method was consistently
so on a monthly (25.3%) and daily (19%) basis.
Table 4 shows the frequency of daily filtering effects. “Low” and “High” specify
a range for the realised risk, expressed as a percentage of the relevant unfiltered
realised risk. Methods L, P and K refer to the LCPB, PG+ and KR filters
respectively. L/C and L/V refer to the LCPB filter applied to the correlation
matrix and covariance matrix respectively and the L column is the sum of
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Table 4
Daily frequency of percentage effect, on realised risk, of applying RMT filters. “Low”
and “High” specify a range for the realised risk, expressed as a percentage of the
relevant unfiltered realised risk. Methods L, P and K refer to the LCPB, PG+ and
KR filters. L/C and L/V refer to filtering the correlation and covariance matrices
respectively. Filtering is seen to reduce realised risk 72.3% of the time overall, while
stability-based filtering reduced it the most often, 80.5% of the time. It can also be
seen that, despite reducing mean realised risk overall, all filters have the potential
to markedly increase realised risk on any individual day.
Low High L/C P/C K/C L/V P/V K/V L P K
40 60 38 45 25 10 42 5 48 87 30
60 80 723 649 816 449 604 513 1172 1253 1329
80 100 1431 1464 1626 1359 1523 1941 2790 2987 3567
100 120 668 706 495 909 720 575 1577 1426 1070
120 140 158 153 80 278 148 22 436 301 102
140 160 30 32 11 36 15 2 66 47 13
160 180 7 8 4 7 4 0 14 12 4
180 200 3 1 1 8 2 0 11 3 1
200 220 0 0 0 1 0 0 1 0 0
220 240 0 0 0 1 0 0 1 0 0
these. The effects on equally weighted and exponentially weighted matrices
are combined to calculate L/C, L/V etc. For example, the LCPB method
reduced realised risk to 60%-80% of the unfiltered realised risk for 1172 of
the 6116 daily tests. When only correlation filtering is accounted for LCPB
filtering reduces to 60%-80% for 723 out of 3058 tests, 1529 equally weighted
and 1529 exponentially weighted. From this we can see that, taking the mean
across all filters, RMT filtering reduced realised risk on 72.3% of the days. This
breaks down as 74.3% when correlation was filtered and 70.3% when covariance
was filtered. The KR method was the most consistent in terms of reducing
realised risk (80.5% of the time overall). However, combining all methods,
RMT filtering caused increased realised risk by 20% or more around 5.5% of
the days, with correlation and covariance filtering accounting for roughly half
of this each. KR filtering increased realised risk by 20% or more the least often
(2.0% of the days). On 0.3% of the days, RMT filtering increased realised risk
by 60% or more, at least doubling it on two of those days. This shows that,
while RMT filtering reduced realised risk on average, and on the majority of
days, all the tested filters had the capacity to increase realised risk, and some
marked increases were observed.
Figure 6 shows the values of the decay factors chosen through time by the for-
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ward validation. The decay factor chosen for the unfiltered series, not shown,
was always the maximum tested (0.999). All the decay factors chosen using
forward validation were higher than the 0.97 suggested by Riskmetrics [1],
especially those for filtering covariance.
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Fig. 6. Optimal forward validation decay factor values for filtering the correlation
matrix (left) and the covariance matrix (right). The range of decay factors seen here
is higher in all cases than the Riskmetrics [1] value of 0.97.
5 Conclusions
In this work we have studied application of RMT filters to the optimisation
of financial portfolios. Broadly, our results for our novel filter are in agree-
ment with previous results [16], that RMT-based filtering can improve the
realised risk of minimum risk portfolios. Based on Krzanowski stability, the
filter extends that which we developed earlier, Sharifi et al. [17], and offers
improvements in terms of risk and stability compared to other RMT filters
tested.
Using forward validation, RMT filters were found to reduce mean realised risk,
overall, in all cases tested. However, in some individual years this was not the
case. When considering individual days, RMT filtering was found to reduce
realised risk for 72.3% of the test cases (74.3% for filtering correlation and
80.5% for the best filter). However, it was also found capable of increasing
realised risk for all types of filters, substantially in some cases. The over-
all best method, out-of-sample, was exponentially weighted covariance, with
our Krzanowski stability-based filter applied to the correlation matrix. This
method also showed good consistency for reducing risk on an annual, monthly
and daily basis.
When examined in-sample, filtering covariance, rather than correlation, pro-
duced lower risk portfolios in some cases, but on average filtering correlation
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generated lower realised risk out-of-sample. In-sample tests also supplied some
evidence, in the form of local optima, to support the Riskmetrics [1] recom-
mended decay factor of 0.97. However, the optimal out-of-sample decay fac-
tors, for both filtered and unfiltered forecasts, were higher in all cases than
those suggested by Riskmetrics [1], with those for the latter approaching a
value of α = 1.
While this work focuses on the realised risk (of the forecast minimum risk
portfolio) as the measure for assessing optimal performance, we note that
a different choice of metric can affect the results. For example, minimising
portfolio risk and obtaining the best forecast of portfolio risk do not necessarily
result in the same choice of models or parameters. This limits wide ranging
conclusions on best choice of filter or parameter values. Instead, these results
suggest that RMT filtering has the potential to offer risk reduction for portfolio
optimisation applications.
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A LCPB and PG+ Filtering Methods
A.1 LCPB Filtering Method
The method described by Laloux et al. [15] (and referred to here as LCPB)
takes the set, Λ, of eigenvalues of some N×N matrix, M, and the correspond-
ing eigenvectors, E, and defines the subset
Λnoisy = {λ ∈ Λ : λ ≤ λ+} (A.1)
of noisy eigenvalues, where λ+ is some maximum eigenvalue predicted by
RMT. A set of filtered eigenvalues are then defined as
Λfiltered = Λnew ∪ (Λ− Λnoisy) (A.2)
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where
Λ− Λnoisy = {λ ∈ Λ : λ /∈ Λnoisy} (A.3)
are the eigenvalues assumed to contain information and
Λnew = {λi : λi = Λnoisy∀ i = 1, . . . , n} (A.4)
where n is the number of elements in Λnoisy and Λnoisy is the mean of all
the elements of Λnoisy. In other words, the noisy eigenvalues are all replaced
with their mean. These filtered eigenvalues Λfiltered are then combined, via
the eigen decomposition theorem 6 , with the original eigenvectors, E, to
construct a filtered matrix
Mfiltered = EDfilteredE
−1 (A.5)
where Dfiltered is a matrix with Λfiltered on the main diagonal and zeroes
everywhere else. Replacing the noisy eigenvalues by the mean noisy eigenvalue
means that the trace of Mfiltered is equal to the trace of M.
A.2 PG+ Filtering Method
As described by Plerou et al. [9] (and referred to here as PG+), this method
is the same as the LCPB method, except that the noisy eigenvalues are all
replaced by zeroes. Then, after the filtered matrix Mfiltered is built, its main
diagonal is set to be equal to that of the original matrix M, thus preserving
the trace.
6 Let M be a square matrix and let E be the matrix of its eigenvectors. If E is
a square matrix then M = EDE−1 where D is a diagonal matrix containing the
corresponding eigenvalues on the main diagonal. [21]
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