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Uvod
U linearnoj se algebri cˇesto javljaju problemi u kojima je potrebno izracˇunati determinantu
matrice, rang matrice, inverz ili rijesˇiti sustav linearnih jednadzˇbi. Svaki od ovih problema
ima nekoliko metoda koje vode rjesˇenju. No, samo je jedan nacˇin rjesˇavanja isti kod svih
problema, a to je svodenje matrice na trokutasti ili dijagonalni oblik. Najcˇesˇc´e je upravo
taj nacˇin i najbrzˇi jer su trokutaste matrice jednostavne za racˇunanje. Cilj ovog rada je
predstaviti rjesˇenja navedenih problema za blok-matrice. Vidjet c´emo da je opet najbrzˇi
nacˇin rjesˇavanja problema svodenje blok-matrice na blok-trokutastu matricu. Upravo pri
tom svodenju javlja se blok koji nazivamo Schurov komplement.
Rad je podijeljen u tri glavna poglavlja. U prvom poglavlju uvodimo i definiramo Schu-
rov komplement te dajemo kratak pregled linearne algebre. U drugom poglavlju bavimo se
primjenom Schurovog komplementa na kvadratne i regularne matrice, a u trec´em poglav-
lju poopc´avamo rezultate iz drugog poglavlja tako da vrijede za pravokutne i singularne
matrice.
Osvrnimo se na povijest Schurovog komplementa izmedu 1812. i 1968. godine. Naziv
Schurov komplement i pripadajuc´a oznaka prvi se put pojavljuju u cˇlancima u Basel Mathe-
matical Notes i Linear Algebra and its Applications koje je objavila matematicˇarka Emilie
Virginia Haynsworth. Naziv Schurov komplement uvela je u matematicˇku nomenklaturu u
cˇast poznatog matematicˇara Issaija Schura (1875.-1941.) koji 1812. godine iskazuje lemu
o determinanti Schurovog komplementa (cˇiji naziv takoder uvodi Haynsworth). Na temu
Schurov komplement, mnogi su poznati matematicˇari dali svoj doprinos linearnoj algebri,
a neki od njih su James Joseph Sylvester, William Jolly Duncan, Alexander Craig Aitken,
vec´ spomenuta Emilie Virginia Haynsworth i josˇ mnogi drugi.
Schurov komplement igra vazˇnu ulogu u analizi matrica, statistici, numericˇkoj analizi,
paralelnom racˇunarstvu i brojnim drugim podrucˇjima matematike, a i izvan nje.
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Poglavlje 1
Oznake i definicije
Prisjetimo se vec´ poznatih oznaka iz linearne algebre. S Mm,n oznacˇit c´emo matricu dimen-
zije m × n cˇiji elementi pripadaju polju F. Polje F oznacˇava polje realnih ili kompleksnih
brojeva. Cˇesto c´emo koristiti i oznaku Im koja predstavlja jedinicˇnu matricu dimenzije
m × m. Koristimo i jednu manje poznatu oznaku za blok-dijagonalne matrice, A ⊕ B. Ta
oznaka predstavlja blok-matricu koja ima blokove A i B na dijagonali, a nul-blokove na
preostalim mjestima.
Ovaj rad bavi se proucˇavanjem blok-matrica, tj. konkretnije, proucˇavanjem determi-
nante, inverza, ranga i inercije blok-matrice te rjesˇavanjem jako velikih sustava linearnih
jednadzˇbi. Prije nego sˇto rijesˇimo problem svodenja blok-matrice na dijagonalni oblik,
prisjetimo se kako smo to radili s matricom cˇiji su elementi realni ili kompleksni brojevi.
Radi jednostavnosti i kasnije analogije s blok-matricom, uzmimo matricu N ∈ M2,2 oblika
N =
(
a b
c d
)
.
Elementarnim transformacijama nad retcima i stupcima, ako je a , 0, matricu N transfor-
miramo u dijagonalnu ovako:(
a b
c d
)
∼
(
a b
0 d − cba
)
∼
(
a 0
0 d − cba
)
,
pri cˇemu smo u prvom koraku drugom retku dodali prvi redak pomnozˇen s − ca , a u drugom
koraku smo drugom stupcu dodali prvi stupac pomnozˇen s −ba . Zapisˇimo gornji postupak
u obliku umnosˇka (
1 0
− ca 1
) (
a b
c d
) (
1 −ba
0 1
)
=
(
a 0
0 d − cba
)
,
pri cˇemu su matrice kojima slijeva i zdesna mnozˇimo matricu N elementarne matrice.
3
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Analognim postupkom mozˇemo od blok-matrice dobiti dijagonalnu blok-matricu. Uz-
mimo blok-matricu M ∈ Mm+p,m+n oblika
M =
(
A B
C D
)
,
pri cˇemu su A ∈ Mm,m, B ∈ Mm,n, C ∈ Mp,m i D ∈ Mp,n matrice nad poljem F (R ili C) i A
je regularna. Iduc´a skica c´e objasniti zasˇto smo uzeli basˇ ovakve dimenzije matrica.
m n
m A B m
p C D p
m n
Josˇ je nejasno zasˇto smo pretpostavili da je A kvadratna i regularna. No, to c´e se razjas-
niti cˇim krenemo matricu M transformirati u dijagonalnu. Zˇelimo ponisˇtiti blok na mjestu
(2, 1). Pitamo se kojom matricom moramo mnozˇiti prvi redak da bismo dodavanjem dru-
gom retku na mjestu (2, 1) dobili C−C. Kada bismo matricu A pomnozˇili matricom −CA−1
slijeva, dobili bismo −C. Kako mnozˇenje matrica nije komutativno, pitamo se mozˇemo li
−C dobiti i na drugi nacˇin: da matricu A pomnozˇimo zdesna matricom −A−1C? Produkt
−CA−1 postoji jer su matrice C i A−1 ulancˇane, dok produkt −A−1C ne postoji jer matrice
A−1 i C nisu ulancˇane. Zato matricu A mnozˇimo matricom −CA−1 slijeva, a ne matricom
−A−1C zdesna. Sada je jasno zasˇto A mora biti kvadratna i regularna.
Dakle, drugom multiretku matrice M dodajemo prvi multiredak pomnozˇen s −CA−1
slijeva, a zatim drugom multistupcu dodajemo prvi multistupac pomnozˇen s −A−1B zdesna.
Navedene transformacije mozˇemo zapisati ovako:(
I 0
−CA−1 I
) (
A B
C D
) (
I −A−1B
0 I
)
=
(
A 0
0 D −CA−1B
)
, (1.1)
pri cˇemu su matrice kojima mnozˇimo matricu M slijeva i zdesna analogoni elementarnih
matrica, tj. ”elementarne blok-matrice”. Upravo se matrica na mjestu (2, 2) s desne strane
zadnje jednakosti naziva Schurov komplement M/A (cˇitati: M po A).
Lako se uvjerimo da vrijedi i sljedec´a jednakost, tzv. blok-dijagonalizacijska forma:(
A B
C D
)
=
(
I 0
CA−1 I
) (
A 0
0 D −CA−1B
) (
I A−1B
0 I
)
. (1.2)
U svakom od prethodnih primjera, matricu smo mogli dijagonalizirati i krenuvsˇi od ele-
menta/bloka na mjestu (2, 2) ako je element na tom mjestu razlicˇit od nule, odnosno, ako
je matrica na tom mjestu regularna. Uzmimo matricu M ∈ Mp+m,n+m oblika
M =
(
A B
C D
)
,
5pri cˇemu su A ∈ Mp,n, B ∈ Mp,m, C ∈ Mm,n i D ∈ Mm,m matrice nad poljem F (R ili C)
i D je regularna. Tada elementarnim transformacijama nad retcima i stupcima matrice M
mozˇemo dobiti blok-dijagonalnu matricu na sljedec´i nacˇin:(
I −BD−1
0 I
) (
A B
C D
) (
I 0
−D−1C I
)
=
(
A − BD−1C 0
0 0
)
. (1.3)
blok-dijagonalizacijska forma gornje matrice M kojoj je blok D regularan je(
A B
C D
)
=
(
I BD−1
0 I
) (
A − BD−1C 0
0 D
) (
I 0
D−1C I
)
. (1.4)
Nadalje, lako se provjeri, ako je B regularna, da vrijedi sljedec´a jednakost(
A B
C D
)
=
(
I 0
DB−1 I
) (
0 B
C − DB−1A 0
) (
I 0
B−1A I
)
. (1.5)
Analogno, ako je C regularna, vrijedi(
A B
C D
)
=
(
I AC−1
0 I
) (
0 B − AC−1D
C 0
) (
I C−1D
0 I
)
. (1.6)
Primijetimo da prethodne dvije jednakosti ne predstavljaju blok-dijagonalizacijsku formu
matrice M, no mi ih ovdje navodimo jer c´emo ih kasnije koristiti u dokazu teorema.
Definicija Schurovog komplementa mozˇe se pronac´i u [1], [2] i [6].
Definicija 1.0.1. Neka je matrica M ∈ Mm+p,m+n oblika
M =
(
A B
C D
)
,
pri cˇemu su A ∈ Mm,m, B ∈ Mm,n, C ∈ Mp,m i D ∈ Mp,n matrice nad poljem F (R ili C) i A
je regularna. Tada definiramo Schurov komplement M/A kao:
M/A = D −CA−1B.
Ako je D kvadratna (n = p) i regularna, tada definiramo Schurov komplement M/D kao:
M/D = A − BD−1C.
Napomena 1.0.2. U ostatku rada podrazumijevamo da je matrica M particionirana kao u
Definiciji 1.0.1 te da su njeni blokovi A, B,C,D dimenzije kao sˇto je tamo navedeno, osim
ako u teoremu ne napomenemo drukcˇije.
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U nastavku c´emo iskazati josˇ jedan bitan teorem koji nam omoguc´ava racˇunanje Schu-
rovog komplementa blok-matrice kojima su blokovi opet blok-matrice. No, najprije iska-
zujemo propoziciju koju koristimo u dokazu tog teorema.
Sljedec´a propozicija i teorem mogu se nac´i u [1].
Propozicija 1.0.3. Neka su dane matrice M, L ∈ Mm,n te neka je blok A regularan.
M =
(
A B
C D
)
, L =
(
I 0
−CA−1 I
)
.
Tada je (LM)/A = M/A.
Dokaz. Mnozˇenjem matrica L i M dobivamo
LM =
(
A B
0 M/A
)
.
Sada je ocˇito (LM)/A = M/A. 
Teorem 1.0.4 (Kvocijentna formula). Neka su M, A, E kvadratne regularne matrice takve
da je
M =
(
A B
C D
)
, A =
(
E F
G H
)
.
Tada je A/E regularni gornji lijevi blok-matrice M/E i vrijedi M/A = (M/E)/(A/E).
Dokaz. Prvu tvrdnju, da je blok A/E regularan dokazat c´emo u iduc´em poglavlju. Za sada,
uzmimo da je istinita. Izracˇunajmo Schurov komplement M/E kako bismo se uvjerili da je
njegov gornji lijevi blok-matrica A/E. Uvrstimo blok particiju od A koji je dan u teoremu
na odgovarajuc´e mjesto matrice M. Sada je
M =
 E F B1G H B2C1 C2 D
 ,
pri cˇemu je
(
B1
B2
)
= B,
(
C1 C2
)
= C. Vrijedi
M/E =
(
H B2
C2 D
)
−
(
G
C1
)
E−1
(
F B1
)
.
Mnozˇenjem i oduzimanjem matrica dobivamo da je
M/E =
(
A/E ∗
∗ ∗
)
.
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Kako nas zanima samo gornji lijevi blok, ostale blokove ne moramo racˇunati. Time smo se
uvjerili da je zaista A/E gornji lijevi blok-matrice M/E. Neka je L matrica particionirana
ovako
L =
(
I 0
−CA−1 I
)
.
Tada je
LM =
(
A B
0 M/A
)
.
Uvrstimo blok particiju od A iz teorema. Dobivamo sljedec´u matricu
LM =
E F B1G H B20 0 M/A
 .
Prema Propoziciji 1.0.3 vrijedi
M/E = (LM)/E.
Po definiciji Schurovog komplementa vrijedi
(LM)/E =
(
H B2
0 M/A
)
−
(
G
0
)
E−1
(
F B1
)
.
Mnozˇenjem i oduzimanjem matrica dobivamo
(LM)/E =
(
A/E B2 −GE−1B1
0 M/A
)
.
Racˇunanjem Schurovog komplementa ((LM)/E)/(A/E) dobivamo ((LM)/E)/(A/E) = M/A,
tj. M/A = (M/E)/(A/E). 
1.1 Pregled linearne algebre
U ovom dijelu navodimo bez dokaza standardne teoreme iz linearne algebre na koje se
referiramo kroz cijeli rad. Ovi rezultati mogu se nac´i u [3], [4] i [5].
Jedan od najpoznatijih i nabitnijih teorema iz linearne algebre je Binet-Cauchyjev te-
orem koji kroz rad primjenjujemo u vec´ini dokaza.
Teorem 1.1.1 (Binet-Cauchy). Neka su A, B ∈ Mm. Tada vrijedi
det(AB) = det A det B.
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Josˇ jedan poznatiji teorem koji daje formulu za determinantu donjetrokutaste ili gor-
njetrokutaste matrice je sljedec´i teorem.
Teorem 1.1.2. Neka je A = [ai j] ∈ Mm trokutasta matrica. Tada je
det A = a11a22 · . . . · amm.
Sljedec´i teorem je analogon prethodnom teoremu za determinantu blok-trokutaste ma-
trice.
Teorem 1.1.3. Neka su X,Y ∈ Mm, X =
(
A C
0 B
)
, Y =
(
A 0
D B
)
blok-matrice pri cˇemu je
n ≥ 2, A ∈ Mk, B ∈ Mm−k, C ∈ Mk,m−k, D ∈ Mm−k,k, 1 ≤ k < m. Tada je
det X = det A det B,
det Y = det A det B.
Sljedec´a dva teorema daju formule za determinantu matrice koja je nastala zamjenom
dvaju redaka/stupaca te matrice koja je nastala tako da smo nekom retku/stupcu pribrojili
neki drugi redak/stupac pomnozˇen skalarom.
Teorem 1.1.4. Neka matrica B nastaje medusobnom zamjenom dvaju redaka (ili stupaca)
u matrici A ∈ Mm. Tada je
det B = − det A.
Teorem 1.1.5. Neka matrica B = [bi j] nastaje iz matrice A = [ai j] ∈ Mm tako da nekom
retku/stupcu u A pribrojimo neki drugi redak (stupac) matrice A pomnozˇen skalarom λ , 0.
Tada je
det B = det A.
U nastavku navodimo definiciju regularne matrice.
Definicija 1.1.6. Za matricu A ∈ Mm kazˇemo da je regularna ako postoji matrica B ∈ Mm
takva da vrijedi AB = BA = I. U tom slucˇaju matricu B zovemo multiplikativni inverz (ili
samo inverz) matrice A i oznacˇavamo je s A−1.
Slijedi i dobro poznati teorem o inverzu umnosˇka matrica.
Teorem 1.1.7. Ako su A, B ∈ Mm regularne, tada je i njihov umnozˇak regularan te vrijedi
(AB)−1 = B−1A−1.
Iduc´i teorem daje formulu za inverz blok-trokutaste matrice. Ovaj teorem nije toliko
poznat kao oni dosad navedeni, no nama c´e u radu biti koristan.
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Teorem 1.1.8. Neka su A, B ∈ Mm, A =
(
I X
0 I
)
, B =
(
I 0
X I
)
regularne blok-matrice. Tada
je
A−1 =
(
I −X
0 I
)
, B−1 =
(
I 0
−X I
)
.
Sljedec´i teorem je takoder manje poznat, ali za nas je bitan.
Teorem 1.1.9. Neka je A ∈ Mm regularna, A =
(
0 X
Y 0
)
, pri cˇemu su blokovi X,Y regularni.
Tada je
A−1 =
(
0 Y−1
X−1 0
)
.
Prisjetimo se definicije ranga, a zatim i ekvivalentnih matrica.
Definicija 1.1.10. Maksimalan broj linearno nezavisnih stupaca matrice M ∈ Mm,n naziva
se rang matrice M, u oznaci r(M).
Teorem 1.1.11. Za matricu M ∈ Mm,n vrijedi r(A) = r(Aτ).
Iz gornje definicije i teorema mozˇemo izvesti sljedec´i zakljucˇak: broj linearno neza-
visnih stupaca matrice jednak je broju linearno nezavisnih redaka matrice. Stoga, rang
mozˇemo racˇunati i kao maksimalan broj linearno nezavisnih redaka matrice.
Definicija 1.1.12. Kazˇemo da je matrica B ∈ Mm,n ekvivalentna matrici A ∈ Mm,n (i pisˇemo
A ∼ B) ako se B mozˇe dobiti iz A primjenom konacˇno mnogo elementarnih transformacija
redaka ili stupaca.
Sljedec´i teorem povezuje elementarne transformacije redaka ili stupaca s rangom te
matrice. Ovaj teorem cˇesto koristimo u radu.
Teorem 1.1.13. Neka su A, B ∈ Mm,n. Tada vrijedi A ∼ B⇔ r(A) = r(B).
U nastavku navodimo definiciju hermitski adjungirane matrice.
Definicija 1.1.14. Za A = [ai j] ∈ Mm definira se hermitski adjungirana matrica A∗ =
[bi j] ∈ Mm s bi j = a ji, ∀i, j, gdje je a ji kompleksno konjugiran broj broja a ji.
U radu c´e se spominjati hermitske i unitarne matrice pa c´emo ih ovdje definirati.
Definicija 1.1.15. Za matricu A ∈ Mm kazˇemo da je hermitska ako vrijedi A∗ = A.
Definicija 1.1.16. Za matricu U ∈ Mm kazˇemo da je unitarna ako vrijedi U∗U = UU∗ = I.
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Iduc´i teorem koristimo u dokazu jednog bitnog rezultata u radu.
Teorem 1.1.17. Ako je matrica A ∈ Mm hermitska, onda postoji unitarna matrica U ∈
Mm takva da je A = U∗DU, pri cˇemu je D ∈ Mm dijagonalna matrica. Nadalje, D =
diag(α1, . . . , αk,−β1, . . . ,−βl, 0, . . . , 0), pri cˇemu je {α1, . . . , αk} skup pozitivnih svojstvenih
vrijednosti matrice A, {β1, . . . , βl} skup negativnih svojstvenih vrijednosti matrice A, a broj
nula na dijagonali u D odgovara kratnosti nul svojstvene vrijednosti.
Prethodni teorem u pojednostavljenom smislu osigurava dijagonalizaciju hermitske
matrice. Prisjetimo se definicija svojstvene vrijednosti i spektra.
Definicija 1.1.18. Za skalar λ ∈ F kazˇemo da je svojstvena vrijednost matrice A ∈ Mm
ako postoji stupac x ∈ Mm,1, x , 0 takav da je Ax = λx. Skup svih svojstvenih vrijednosti
matrice A naziva se spektar i oznacˇava sa σ(A).
Sljedec´i teorem opisuje spektar hermitske matrice.
Teorem 1.1.19. Svojstvene vrijednosti hermitske matrice su realni brojevi.
Sljedec´i teorem opisuje spektar blok-trokutaste matrice.
Teorem 1.1.20 (Spektar blok-trokutaste matrice). Neka su M,N ∈ Mm, M =
(
A C
0 B
)
,
N =
(
A 0
D B
)
blok-dijagonalne matrice. Tada je
σ(M) = σ(A) ∪ σ(B),
σ(N) = σ(A) ∪ σ(B).
Definirat c´emo relaciju slicˇnosti izmedu dvije matrice, a zatim iskazujemo teorem koji
povezuje slicˇne matrice i njihove svojstvene vrijednosti.
Definicija 1.1.21. Za matrice A, B ∈ Mm kazˇemo da su slicˇne ako postoji regularna matrica
S ∈ Mm takva da vrijedi A = S −1BS .
Teorem 1.1.22. Slicˇne matrice imaju iste svojstvene vrijednosti.
U nastavku c´emo navesti teorem u kojem spominjemo pozitivno semidefinitne matrice
pa definirajmo najprije pozitivno semidefinitne matrice.
Definicija 1.1.23. Hermitska matrica P ∈ Mm je pozitivno definitna ako za svaki stupac
x ∈ Mm,1, x , 0 vrijedi
x∗Ax > 0.
Matrica P je pozitivno semidefinitna ako za svaki stupac x ∈ Mm,1, x , 0 vrijedi
x∗Ax ≥ 0.
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Sljedec´i teorem mozˇe se nac´i u [5].
Teorem 1.1.24 (Polarna dekompozicija matrice). Neka je A ∈ Mm. Tada postoje pozitivno
semidefinitne matrice P1, P2 ∈ Mm i unitarna matrica U ∈ Mm takve da je
A = P1U = UP2.
Matrice P1 i P2 su jedinstveno odredene s A, a ako je A regularna, onda je i U jedinstveno
odredena s A. Umnozˇak P1U nazivamo desna polarna dekompozicija, a umnozˇak UP2
lijeva polarna dekompozicija.
Prethodni teorem nam zapravo znacˇi da se svaka matrica mozˇe rastaviti na produkt
unitarne i pozitivno semidefinitne matrice te pozitivno semidefinitne i unitarne matrice.

Poglavlje 2
Primjena Schurovog komplementa
2.1 Determinanta
Determinanta matrice ima bitnu ulogu u racˇunanju inverza matrice te rjesˇavanju sustava
cˇime se dalje bavimo u sljedec´im potpoglavljima. Stoga je uvijek zanimljivo za danu
matricu promotriti njenu determinantu. U nasˇem slucˇaju, promatrat c´emo determinantu
blok-matrice, a posebno i determinantu Schurovog komplementa. Takoder, navest c´emo i
identitet koji svoju primjenu nalazi u racˇunanju determinante vrlo velikih matrice. Teoremi
iz ovog dijela mogu se nac´i u [1] i [2].
Teorem 2.1.1 (Schurova formula). Neka je M kvadratna matrica particionirana kao u
Definiciji 1.0.1 te neka je A regularna. Tada je determinanta Schurovog komplementa
jednaka
det(M/A) = det M/ det A.
Analogno, ako je D regularna, tada je determinanta Schurovog komplementa jednaka
det(M/D) = det M/ det D.
Dokaz. Dokaz c´emo provesti uz pretpostavku da je A regularna. Izracˇunajmo determinantu
obje strane jednakosti (1.2). Primjenom Binet-Cauchyjevog teorema na tu jednakost, do-
bivamo ∣∣∣∣∣∣A BC D
∣∣∣∣∣∣ =
∣∣∣∣∣∣ I 0CA−1 I
∣∣∣∣∣∣
∣∣∣∣∣∣A 00 M/A
∣∣∣∣∣∣
∣∣∣∣∣∣I A−1B0 I
∣∣∣∣∣∣
Prema Teoremu 1.1.3 po kojem je determinanta blok-trokutaste matrice jednaka umnosˇku
determinanti dijagonalnih blokova dobivamo sljedec´u jednakost
det M = det A · det(M/A)
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Kako je A regularna, to je njena determinanta razlicˇita od nule pa drugu jednakost slobodno
dijelimo s det A pa vrijedi
det(M/A) = det M/ det A.
Analogno, kada je D regularna, iz jednakosti (1.4) se dokazˇe da je
det(M/D) = det M/ det D.

Primijetimo, ako je A regularna, iz Schurove formule direktno slijedi da je M regularna
ako i samo ako je M/A regularna. Ovaj zakljucˇak c´emo koristiti pri racˇunanju inverza u
sljedec´em potpoglavlju. Primijetimo takoder da je ovim zakljucˇkom dokazan i prvi dio
Kvocijentne formule (Teorem 1.0.4).
U nastavku c´emo primjenom prethodnog teorema izvesti nekoliko vazˇnih rezultata.
Teorem 2.1.2 (Sylvestrov identitet). Neka je A ∈ Mm,n, B ∈ Mn,m, Im ∈ Mm te In ∈ Mn.
Tada je
det(Im + AB) = det(In + BA).
Dokaz. Uz dane pretpostavke teorema uzmimo josˇ i kvadratnu matricu M dimenzije m× n
oblika:
M =
(
Im −A
B In
)
.
Razlog uzimanja basˇ ovakve matrice je intuitivan; kada bi elementi ove blok-matrice bili
realni brojevi, determinanta bi bila det M = 1 + BA = 1 + AB.
Izracˇunajmo determinantu ove matrice na dva nacˇina primjenom Schurove formule.
Kako je Im regularna i M kvadratna, imamo:
det M = det(Im) · det(M/Im) = det(Im) · det(In − BI−1m (−A)) = det(In + BA). (2.1)
Kako je In regularna, imamo:
det M = det(In) · det(M/In) = det(In) · det(Im − (−A)I−1n B) = det(Im + AB). (2.2)
Iz (2.1) i (2.2) dobivamo trazˇenu jednakost:
det(Im + AB) = det(In + BA).
. 
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Neka su m i n prirodni brojevi takvi da je m >> n. Tada je In + BA ∈ Mn matrica puno
manje dimenzije nego matrica Im + AB ∈ Mm pa prema prethodnom teoremu tada mozˇemo
racˇunati determinantu manje matrice umjesto determinante velike matrice. Ovaj teorem
svoju primjenu nalazi u teoriji slucˇajnih matrica.
Prirodno se namec´e pitanje mozˇemo li dobiti neki rezultat ako jedinicˇnu matricu zami-
jenimo bilo kakvom matricom. Odgovor na to pitanje daje sljedec´a lema.
Lema 2.1.3. Neka je A ∈ Mm regularna te neka su B ∈ Mm,n i C ∈ Mn,m. Tada vrijedi
det(A + BC) = det(A) · det(In +CA−1B).
Dokaz. Dokaz provodimo na analogan nacˇin kao i prethodni. Uz dane pretpostavke leme,
uzmimo josˇ i matricu M ∈ Mm+n oblika
M =
(
A B
−C In
)
.
Razlog uzimanja basˇ ovakve matrice je intuitivan; kada bi elementi ove blok-matrice bili
realni brojevi, determinanta bi bila det M = A + BC.
Izracˇunajmo determinantu ove matrice na dva nacˇina primjenom Schurove formule.
Kako je A regularna i M kvadratna, imamo
det(M) = det(A) · det(M/A) = det(A) · det(In +CA−1B). (2.3)
Kako je In regularna, imamo
det(M) = det(In) · det(M/In) = det(In) · det(A − BI−1n (−C)) = det(A + BC). (2.4)
Iz (2.3) i (2.4) dobivamo trazˇenu jednakost. 
2.2 Inverz
U ovom dijelu bavimo se inverzom blok-matrica pa c´emo najprije izvesti formulu za inverz.
Teoremi iz ovog dijela preuzeti su iz [1] i [2].
Teorem 2.2.1. Neka je M matrica oblika M =
(
A B
C D
)
te neka su M i A regularne matrice.
Tada je M/A regularna te je
M−1 =
(
A−1 + A−1B(M/A)−1CA−1 −A−1B(M/A)−1
−(M/A)−1CA−1 (M/A)−1
)
.
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Dokaz. Da je M/A regularna vec´ smo dokazali u prethodnom dijelu (iz Schurove formule).
Kako bismo izveli formulu za inverz, M c´emo zapisati kao produkt dviju regularnih
matrica, blok donjetrokutaste matrice P i blok gornjetrokutaste matrice Q. Primijetimo, P
je regularna jer na dijagonali ima jedinice, a Q ima regularan blok A i regularan Schurov
komplement Q/A = M/A pa je po Schurovoj formuli i sama regularna.(
A B
C D
)
=
(
Im 0
CA−1 In
)
︸       ︷︷       ︸
P
·
(
A B
0 D −CA−1B
)
,︸                 ︷︷                 ︸
Q
pri cˇemu su A i Im kvadratne matrice dimenzije m, D i In kvadratne matrice dimenzije n, B
je matrica dimenzije m × n, a C je matrica dimenzije n × m. Sada imamo
M = PQ
M−1 = (PQ)−1 = Q−1P−1. (2.5)
Zapisˇimo P−1 kao blok-matricu oblika
P−1 =
(
X Y
Z W
)
.
Iz PP−1 = I racˇunamo inverz (
Im 0
CA−1 In
)
·
(
X Y
Z W
)
=
(
I 0
0 I
)
.
Nakon mnozˇenja izjednacˇavanjem blokova dobivamo sustav
X = I
Y = 0
CA−1X + Z = 0
CA−1Y + W = I.
(2.6)
Rjesˇavanjem sustava (2.6) dobivamo
P−1 =
(
I 0
−CA−1 I
)
. (2.7)
Zapisˇimo sada Q−1 kao blok-matricu oblika
Q−1 =
(
X Y
Z W
)
.
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Iz QQ−1 = I racˇunamo inverz(
A B
0 D −CA−1B
) (
X Y
Z W
)
=
(
I 0
0 I
)
.
Nakon mnozˇenja izjednacˇavanjem blokova dobivamo sustav
AX + BZ = I
AY + BW = 0
(D −CA−1B)Z = 0
(D −CA−1B)W = 0.
(2.8)
Znamo da je D−CA−1B = M/A , 0 jer je M/A regularna, pa postoji (M/A)−1 te rjesˇavanjem
sustava (2.8) dobivamo
Q−1 =
(
A−1 −A−1B(D −CA−1B)−1
0 (D −CA−1B)−1
)
. (2.9)
Sada uvrstimo (2.7) i (2.9) u (2.5). Uvodenjem oznake M/A = D − CA−1B za Schurov
komplement konacˇno imamo:
M−1 =
(
A−1 + A−1B(M/A)−1CA−1 −A−1B(M/A)−1
−(M/A)−1CA−1 (M/A)−1
)
. (2.10)
Analognim postupkom, ako je D regularna, dobivamo:
M−1 =
(
(M/D)−1 −(M/D)−1BD−1
−D−1C(M/D)−1 D−1 + D−1C(M/D)−1BD−1
)
. (2.11)

Primijetimo da su posljednje dvije matrice ”centralnosimetricˇne” ako A zamijenimo s
D te B s C, i obratno. Zanimljivo je da od jednostavnih pretpostavki (da su M i A ili M i D
regularne) dobivamo ovakve pravilnosti pa se prirodno namec´e pitanje sˇto dobivamo uve-
demo li josˇ neku pretpostavku. Sljedec´i nam teoremi daju odgovore upravo na ta pitanja.
Teorem 2.2.2 (Duncanova formula inverzije). Neka je M matrica oblika M =
(
A B
C D
)
te
neka su M, A i D regularne matrice. Tada je
(M/D)−1 = A−1 + A−1B(M/A)−1CA−1. (2.12)
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Dokaz. Ovaj rezultat slijedi direktno iz prethodnog teorema izjednacˇavanjem (2.10) i (2.11).
U originalnim oznakama imamo:
(A − BD−1C)−1 = A−1 + A−1B(M/A)−1CA−1.
Izjednacˇavanjem dobivamo i sljedec´u jednakost:
(M/A)−1 = D−1 + D−1C(M/D)−1BD−1,
odnosno, u originalnim oznakama:
(D −CA−1B)−1 = D−1 + D−1C(M/D)−1BD−1.

Specijalizirajmo prethodne teoreme tako da proucˇimo kako izgleda inverz regularne
blok-matrice kojoj su svi blokovi regularne matrice jednakih dimenzija. No, kako bismo
proucˇili taj slucˇaj, izvedimo prvo formulu za inverz uz pretpostavku da je B ili C regularna
matrica.
Teorem 2.2.3. Neka je M matrica oblika M =
(
A B
C D
)
te neka su M i B kvadratne i
regularne matrice. Tada je M/B regularna te je
M−1 =
( −(M/B)−1DB−1 (M/B)−1
B−1 + B−1A(M/B)−1DB−1 −B−1A(M/B)−1
)
.
Dokaz. Dokazˇimo najprije prvi dio teorema: ako su M i B regularne, tada je M/B regu-
larna. Zapisˇimo M kao u (1.5). Primjenom Binet-Cauchyjevog teorema na tu jednakost
dobivamo ∣∣∣∣∣∣A BC D
∣∣∣∣∣∣ =
∣∣∣∣∣∣ I 0DB−1 I
∣∣∣∣∣∣
∣∣∣∣∣∣ 0 BC − DB−1A 0
∣∣∣∣∣∣
∣∣∣∣∣∣ I 0B−1A I
∣∣∣∣∣∣ .
Primjenom Teorema 1.1.3 o determinanti blok-trokutaste matrice imamo
det M =
∣∣∣∣∣∣ 0 BC − DB−1A 0
∣∣∣∣∣∣ .
Gornju blok-matricu mozˇemo zamjenom redaka transormirati u blok-dijagonalnu matricu.
Zamjenom dva retka matrice determinanti te matrice mijenja se predznak pa vrijedi
det M = (−1)k
∣∣∣∣∣∣C − DB−1A 00 B
∣∣∣∣∣∣ ,
2.2. INVERZ 19
pri cˇemu je k broj obavljenih zamjena redaka. Opet, primjenom Teorema 1.1.3 dobivamo
det M = (−1)k det(C − DB−1A) · det(B)
te uvodenjem oznake M/B = C − DB−1A za Schurov komplement imamo
det M = (−1)k det(B) · det(M/B).
Kako su det M i det B razlicˇite od nule, slijedi da je i det(M/B) razlicˇita od nule, odnosno,
M/B je regularna.
Izvod formule za inverz provest c´emo na drugacˇiji nacˇin nego u Teoremu 2.2.1 kako
bismo pokazali visˇe razlicˇitih dokaza za analogne tvrdnje. Pretpostavimo da su M i B
regularne. Koristimo opet zapis matrice M kao u (1.5). Dakle,
M =
(
A B
C D
)
=
(
I 0
DB−1 I
) (
0 B
C − DB−1A 0
) (
I 0
B−1A I
)
.
Oznacˇimo s M−1 inverz matrice M. Tada vrijedi
M−1 =
(
I 0
B−1A I
)−1 ( 0 B
C − DB−1A 0
)−1 ( I 0
DB−1 I
)−1
1.1.8,1.1.9
=
(
I 0
−B−1A I
) (
0 (C − DB−1A)−1
B−1 0
) (
I 0
−DB−1 I
)
=
(
I 0
−B−1A I
) (
0 (M/B)−1
B−1 0
) (
I 0
−DB−1 I
)
=
(
0 (M/B)−1
−B−1 −B−1A(M/B)−1
) (
I 0
−DB−1 I
)
=
( −(M/B)−1DB−1 (M/B)−1
B−1 + B−1A(M/B)−1DB−1 −B−1A(M/B)−1
)
. (2.13)
Analogno, ako su M i C regularne, iz zapisa (1.6) dobivamo
M−1 =
(
I −C−1D
0 I
) (
0 C−1
(M/C)−1 0
) (
I −AC−1
0 I
)
=
(−C−1D(M/C)−1 C−1 +C−1D(M/C)−1AC−1
(M/C)−1 −(M/C)−1AC−1
)
. (2.14)
Primijetimo da smo opet dobili ”centralnosimetricˇne” matrice ako B zamijenimo s C te D
s A i obratno. 
Sljedec´i teorem daje nam vrlo jednostavan inverz ako su svi blokovi matrice kvadratni,
regularni i jednakih dimenzija.
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Teorem 2.2.4 (Aitkenova formula). Neka je M matrica oblika M =
(
A B
C D
)
te neka su M,
A, B, C i D regularne matrice te neka su svi blokovi jednakih dimenzija. Tada je
M−1 =
(
(M/D)−1 (M/B)−1
(M/C)−1 (M/A)−1
)
. (2.15)
Dokaz. Ako matricu M komplementiramo po A, B, C i D te izvedemo inverz M−1 za svaki
od komplementa, dobivamo redom formule (2.10), (2.11), (2.13) i (2.14). No, kako se u
sva cˇetiri slucˇaja radi o istoj matrici (M−1), za svaki blok mozˇemo odabrati jedan od cˇetiri
razlicˇita zapisa. Od ta cˇetiri zapisa po bloku, odaberemo onaj koji se javlja u (2.15). 
Napomena 2.2.5. Primijetimo da u prethodnom teoremu stoji pretpostavka da blokovi
moraju biti jednakih dimenzija. Provedimo diskusiju u kojoj c´emo objasniti zasˇto je ta
pretpostavka potrebna. Kako bi Schurovi komplementi uopc´e postojali, svi blokovi moraju
biti regularni, a posebno, i kvadratni. Neka je A ∈ Mk. Tada je B ∈ Mk,p i C ∈ Mr,k. No,
kako su B i C kvadratne, mora biti k = p = r pa je i D ∈ Mr,p zapravo k × k matrica.
Teorem 2.2.6 (Woodburyjeva formula). Neka su A ∈ Mm, B ∈ Mm,n, C ∈ Mn,m, T ∈ Mn te
neka su A, T i A + BTC regularne. Tada je
(A + BTC)−1 = A−1 − A−1BT (T + TCA−1BT )−1TCA−1.
Dokaz. Primijetimo slicˇnost Woodburyjeve i Duncanove formule (Teorem 2.2.2). Wood-
bury je 6 godina nakon Duncana dosˇao do istog rezultata kao i Duncan, a takoder i do ovog
teorema koji je po njemu i dobio ime. Ovaj teorem je zapravo generalizacija Duncanove
formule. Vec´ u samim pretpostavkama javlja se matrica T koju dosad nismo spominjali
niti smo koristili tu oznaku. Zapravo, ako uvedemo supstituciju T = −D−1, s lijeve strane
gornje jednakosti dobivamo lijevu stranu jednakosti Duncanove formule, a desne strane
jednakosti u Woodburyjevoj i Duncanovoj formuli naizgled nisu jednake. U nastavku do-
kazujemo da su i desne strane jednake uz supstituciju T = −D−1. Raspisˇimo desnu stranu
jednakosti Woodburyjeve formule ovako:
A−1 − A−1BT (T + TCA−1BT )−1TCA−1 = A−1 − A−1BT (T (I +CA−1BT ))−1TCA−1
= A−1 − A−1BT (I +CA−1BT )−1(T−1)TCA−1
= A−1 − A−1BT (I +CA−1BT )−1CA−1
= A−1 − A−1BT ((T−1 +CA−1B)T )−1CA−1
= A−1 − A−1BT (T−1)(T−1 +CA−1B)−1CA−1
= A−1 − A−1B(T−1 +CA−1B)−1CA−1.
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Uvedimo supstituciju T = −D−1 (koristimo i oblik T−1 = −D) kojom dobivamo:
A−1 − A−1B(−D +CA−1B)−1CA−1 = A−1 + A−1B(D −CA−1B)−1CA−1.
Desna strana gornje jednakosti je upravo desna strana Duncanove formule. Dakle, dokazali
smo da su desne strane Woodburyjeve i Duncanove formule jednake (uz supstituciju), a
kako smo vec´ dokazali da su i lijeve strane tih formula jednake, time smo dokazali nasˇ
teorem.
Dokaz mozˇemo provesti i na drugi nacˇin; tako da ustanovimo da je desna strana jedna-
kosti Woodburyjeve formule inverz izraza A+BTC. U dokazu c´e se pojaviti donji izraz koji
nec´emo na prvu znati pretvoriti u nama koristan izraz, pa ga zato izdvajamo prije dokaza i
pretvaramo u oblik koji c´e nam u dokazu biti pogodan za pojednostavljivanje.
(A + BTC)A−1BT = BT + BTCA−1BT = B(T + TCA−1BT ) (2.16)
Kako znamo da je
(A + BTC)(A + BTC)−1 = I, (2.17)
ako dokazˇemo da je
(A + BTC)(A−1 − A−1BT (T + TCA−1BT )−1TCA−1) = I, (2.18)
tada smo dokazali teorem. Racˇunanjem gornjeg umnosˇka dobivamo:
(A + BTC)(A−1 − A−1BT (T + TCA−1BT )−1TCA−1)
= (A + BTC)A−1 − (A + BTC)(A−1BT )(T + TCA−1BT )−1TCA−1
(2.16)
= (A + BTC)A−1 − B(T + TCA−1BT )(T + TCA−1BT )−1TCA−1
= I + BTCA−1 − BTCA−1
= I.
Sada iz (2.17) i (2.18) slijedi tvrdnja teorema:
(A + BTC)−1 = A−1 − A−1BT (T + TCA−1BT )−1TCA−1.

Primijetimo da je razlika izmedu ove dvije formule u nacˇinu primjene; dok je Dunca-
nova formula povezana sa Schurovim komplementom i matricom M cˇiji su elementi blo-
kovi A, B, C i D, Woodbury daje formulu pomoc´u koje racˇunamo inverz izraza A+ BTC u
kojem su A, B, C i T nezavisne matrice (ne moraju biti blokovi neke druge matrice).
Ovaj teorem nam zapravo daje formulu pomoc´u koje racˇunamo inverz (A+BTC)−1. Na
prvu nam se cˇini tezˇe izracˇunati desnu stranu gornje jednakosti, no, u numericˇkoj analizi
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gdje ova formula nalazi svoju primjenu, cˇesto je dan A−1 te je laksˇe izacˇunati inverz izraza
T + TCA−1BT (nego trazˇeni inverz), a samim time i cijelu desnu stranu jednakosti.
Woodburyjeva formula ima nekoliko zanimljivih posljedica, a mi ovdje navodimo jednu
od njih.
Teorem 2.2.7 (Sherman-Morrison). Neka je A ∈ Mm regularna i neka su b, c ∈ Mm,1
stupcˇasti vektori. Tada je A + bcτ regularna ako i samo ako je 1 + cτA−1b , 0. Ako je
A + bcτ regularna, onda je
(A + bcτ)−1 = A−1 − A
−1bcτA−1
1 + cτA−1b
.
Dokaz. Napomenimo prvo zasˇto za matricu 1 + cτA−1b pisˇemo da je razlicˇita od nule
umjesto regularna, a tada c´e biti jasno i zasˇto tu matricu pisˇemo u nazivniku gornje jed-
nakosti. Kako su b i c stupcˇasti vektori, to je produkt cτA−1b matrica dimenzije 1 × 1
koju onda poistovjec´ujemo s njenim jedinim elementom. To opravdava i postojanje sume
1 + cτA−1b.
Dokazˇimo prvi dio teorema: A + bcτ je regularna ako i samo ako je 1 + cτA−1b , 0.
Iskoristimo sada lemu (2.1.3). Kako je A regularna, vrijedi:
det(A + bcτ) = det(A) · det(I1 + cτA−1b).
Kako je I1 = 1, imamo:
det(A + bcτ) = det(A) · det(1 + cτA−1b).
Pretpostavili smo da je A regularna pa vrijedi det A , 0. Stoga je det(A+bcτ) , 0 ako i samo
ako je det(1+ cτA−1b) , 0, odnosno A+ bcτ je regularna ako i samo ako je 1+ cτA−1b , 0.
Dokazˇimo sada i drugi dio teorema, tj. formulu:
(A + bcτ)−1 = A−1 − A
−1bcτA−1
1 + cτA−1b
.
Ova formula je zapravo specijalan slucˇaj Woodburyjeve formule (2.2.6) u kojoj je T = I1.
Raspisˇimo sada izraz (A + bcτ)−1 po Woodburyjevoj formuli:
(A + bcτ)−1 = A−1 − A−1b(1 + cτA−1b)−1cτA−1.
Vec´ smo konstatirali da je 1 + cτA−1b skalar, pa gornju jednakost mozˇemo pisati i ovako:
(A + bcτ)−1 = A−1 − A
−1bcτA−1
1 + cτA−1b
.
Primijetimo da smo dobili upravo jednakost koju je i trebalo dokazati. 
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2.3 Sustavi linearnih jednadzˇbi
Znamo da matrice imaju bitnu primjenu u rjesˇavanju sustava linearnih jednadzˇbi pa je zato
ovaj dio posvec´en upravo sustavima linearnih jednadzˇbi. Znamo iz vlastitog iskustva ko-
liko matricˇni zapis sustava linearnih jednadzˇbi mozˇe olaksˇati i ubrzati racˇun, no, zamislimo
jako velik sustav linearnih jednadzˇbi te njegov matricˇni prikaz. Svjesni smo toga da nam
u takvoj situaciji ni matricˇni prikaz ne bi puno olaksˇao posao. Kako matematicˇari vole
u kompleksnim situacijama kao sˇto je ova trazˇiti nove metode koje pruzˇaju jednostavnije
rjesˇavanje problema, tako su i za ovaj problem nasˇli rjesˇenje.
Kada u matematici naidemo na problem, cˇesto mu pristupamo tako da ga pokusˇamo
razlozˇiti na manje probleme te rijesˇiti njih. Tako c´emo i dani sustav razlozˇiti na manje
sustave.
Kroz sljedec´i primjer demonstrirat c´emo dva nacˇina rjesˇavanja sustava jednadzˇbi te
predstaviti teorem koji c´emo zatim primijeniti kao drugi nacˇin rjesˇavanja primjera. Za
demonstraciju koristimo manji sustav linearnih jednadzˇbi umjesto jako velikog jer je u
prvom planu ovog rada primjena Schurovog komplementa i predstavljanje bitnih teorema,
no, trebamo imati na umu da se teorem kojeg navodimo primjenjuje kod velikih sustava.
Primjer 2.3.1. Rijesˇimo sljedec´i sustav:
x1 + x2 + 2x3 = 2
x1 − x2 − 2x3 = 0
x1 + 2x2 + 2x3 = 1.
Gaussovom metodom eliminacije dobivamo:1 1 2 | 21 −1 −2 | 01 2 2 | 1
 ∼
1 1 2 | 20 −2 −4 | −20 1 0 | −1
 ∼
1 0 2 | 30 0 −4 | −40 1 0 | −1
 ∼
1 0 2 | 30 0 1 | 10 1 0 | −1

∼
1 0 0 | 10 0 1 | 10 1 0 | −1
 ∼
1 0 0 | 10 1 0 | −10 0 1 | 1

Dakle, rjesˇenje sustava je (1,−1, 1).
Sada se pitamo kako bismo mogli ovaj sustav rijesˇiti na drukcˇiji nacˇin. Matricˇni prikaz
sustava mozˇemo zapisati ovako: MX = N, pri cˇemu je M matrica koeficijenata sustava,
X je matrica nepoznanica, a N matrica slobodnih cˇlanova sustava. Uvrstimo M, X i N i
dobivamo: 1 1 21 −1 −21 2 2

x1x2x3
 =
201

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Vec´ smo spominjali razlaganje problema na manje probleme pa se pitamo sˇto to u nasˇem
slucˇaju znacˇi. Na primjer, matricu mozˇemo razlozˇiti na manje matrice tako da je rasˇcˇlanimo
na blokove. Vec´ nas sam spomen blok-matrice asocira na prijasˇnja razmatranja pa mozˇemo
pretpostaviti da c´e nas ova metoda voditi u pravom smjeru. Matricu M mozˇemo rasˇcˇlaniti
na blokove na visˇe nacˇina, a mi c´emo odabrati sljedec´i:
M =
 1 1 21 −1 −2
1 2 2

Pritom moramo biti pazˇljivi pri rasˇcˇlanjivanju X i N na blokove jer su sada blokovi tih
matrica jedinstveno odredeni matricom M.
X =
 x1x2
x3
 ,N =
 20
1

Prije nego sˇto nastavimo sa rjesˇavanjem primjera, trebat c´e nam sljedec´i teorem pre-
uzet iz [1].
Teorem 2.3.2. Neka je dan sustav linearnih jednadzˇbi MX = N, pri cˇemu je M matrica
koeficijenata sustava oblika M =
(
A B
C D
)
, X =
(
x y
)τ
je matrica nepoznanica, N =(
p q
)τ
je matrica slobodnih cˇlanova sustava. Ako su M i D regularne, tada je
x = (M/D)−1(p − BD−1q).
Analogno, ako su M i A regularne, tada je
y = (M/A)−1(q −CA−1 p).
Dokaz. Izrazimo X iz jednadzˇbe MX = N i to tako da jednadzˇbu pomnozˇimo s M−1 slijeva.
Iz pretpostavke da je M regularna, znamo da postoji M−1. Pretpostavimo josˇ da je i D
regularna pa je onda M−1 prema (2.11) jednak
M−1 =
(
(M/D)−1 −(M/D)−1BD−1
−D−1C(M/D)−1 D−1 + D−1C(M/D)−1BD−1
)
.
Sada u X = M−1N uvrstimo X, M−1 i N te dobivamo(
x
y
)
=
(
(M/D)−1 −(M/D)−1BD−1
−D−1C(M/D)−1 D−1 + D−1C(M/D)−1BD−1
) (
p
q
)
.
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Nakon mnozˇenja matrica, izjednacˇavanjem blokova dobivamo x = (M/D)−1(p − BD−1q).
Osim x mozˇemo izraziti i y, no y ima jednostavniji prikaz ako pretpostavimo da je A regu-
larna te gornji postupak provedemo za M−1 oblika (2.10), tj.
M−1 =
(
A−1 + A−1B(M/A)−1CA−1 −A−1B(M/A)−1
−(M/A)−1CA−1 (M/A)−1
)
. (2.19)
Opet, u X = M−1N uvrstimo X, M−1 i N te dobivamo(
x
y
)
=
(
A−1 + A−1B(M/A)−1CA−1 −A−1B(M/A)−1
−(M/A)−1CA−1 (M/A)−1
) (
p
q
)
.
Nakon mnozˇenja matrica izjednacˇavanjem blokova dobivamo y = (M/A)−1(q−CA−1 p). 
Josˇ c´emo kratko prokomentirati ovaj teorem. U pretpostavci teorema je vec´ dan sustav
u obliku MX = N, pa raspisˇimo sustav u obliku jednadzˇbi:
Ax + By = p
Cx + Dy = q.
Kada bismo ovaj sustav rijesˇili, dobili bismo upravo x i y iz teorema. Znamo da sustav
jednadzˇbi mozˇe imati nula rjesˇenja, jedinstveno rjesˇenje ili beskonacˇno mnogo rjesˇenja.
Kako se ovaj teorem mozˇe primijeniti za M, A i D regularne, odnosno, teorem ne vrijedi za
bilo kakav sustav jednadzˇbi, istrazˇimo sada odnos rjesˇenja jednadzˇbe i regularnosti matrica
M, A i D. Primijetimo najprije da ovaj teorem mozˇemo primijeniti jedino na kvadratne
sustave (one koji imaju jednak broj jednadzˇbi i nepoznanica) jer po pretpostavci teorema
matrica M mora biti regularna, sˇto znacˇi da je kvadratna.
Opet, iz pretpostavke da je M regularna i kvadratna po definiciji je sustav MX = N Cra-
merov. Nadalje, Cramerov sustav je rjesˇiv te mu je rjesˇenje jedinstveno pa zakljucˇujemo da
c´e nas ovaj teorem sigurno dovesti do rjesˇenja koje c´e biti jedinstveno. Josˇ jedan zakljucˇak
vrijedi napomenuti: ovaj teorem ne mozˇemo primijeniti na sustave koji imaju beskonacˇno
mnogo rjesˇenja ili na one koji nemaju rjesˇenje.
Prirodno se namec´e pitanje postoji li slicˇna metoda rjesˇavanja sustava koji nisu Cra-
merovi, tj. hoc´e li nam i tada Schurov komplement posluzˇiti. Kada sustav nije Cramerov
mozˇemo primijeniti poopc´enje Schurovog komplementa, no o tome c´emo visˇe u sljedec´em
poglavlju.
Primijetimo da u dosadasˇnjoj raspravi nismo spominjali regularnost matrica A i D sˇto
znacˇi da postojanje rjesˇenja sustava ne ovisi o regularnosti matrica A i D. No, da bi inverz
(2.10) i (2.11) matrice M postojao moramo pretpostaviti da su A i D regularne.
Kako bi za jako velike sustave bilo nespretno provjeravati regularnost matrice M, umjesto
toga mozˇemo provjeriti regularnost matrica A i M/A jer regularnost matrice A ionako mo-
ramo provjeriti, a Schurova formula (2.1.1) nam govori da ako su A i M/A regularne, tada
je i M regularna. Analogno vrijedi za D i M/D.
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Konacˇno se mozˇemo vratiti nasˇem primjeru i rijesˇiti ga primjenom gornjeg teorema.
Primjer. Matricu M smo rastavili na blokove ovako:
M =
 1 1 21 −1 −2
1 2 2
 .
Racˇunanjem determinanti matrica A, D, M/A i M/D zakljucˇujemo da su regularne.
Uvrstimo originalne oznake za Schurov komplement M/A = D − CA−1B i M/D =
A− BD−1C. Elementarnim transformacijama matrice A dobivamo da je njen inverz jednak
A−1 =
(1
2
1
2
1
2 −12
)
.
Inverz matrice D jednak je
D−1 =
(
1
2
)
.
Mnozˇenjem i zbrajanjem matrica lako dobivamo
M/A =
(
−2
)
, M/D =
(
0 −1
2 1
)
.
Determinante ovih matrica su razlicˇite od nula, tj. M/A i M/D su regularne. Kako su
A, D, M/A i M/D regularne, to je i M regularna i time su sve pretpostavke nasˇeg teorema
zadovoljene te ga mozˇemo primijeniti. Kako bismo izracˇunali x i y, potrebni su nam inverzi
Schurovih komplementa M/A i M/D. Vrijedi
(M/A)−1 =
(
−12
)
, (M/D)−1 =
( 1
2
1
2−1 0
)
.
Konacˇno, u formulu
x = (M/D)−1(p − BD−1q)
uvrstimo
x =
(
x1
x2
)
, p =
(
2
0
)
, q =
(
1
)
.
Mnozˇenjem i oduzimanjem matrica dobivamo(
x1
x2
)
=
(
1
−1
)
.
Analogno, uvrsˇtavanjem y, p i q u formulu
y = (M/A)−1(q −CA−1 p)
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dobivamo (
x3
)
=
(
1
)
.
Dakle, rjesˇenje sustava je (1,−1, 1) sˇto odgovara rjesˇenju dobivenom Gaussovom me-
todom eliminacije.
Ova metoda rjesˇavanja velikih sustava nalazi primjenu u paralelnom racˇunarstvu. Pro-
motrimo rjesˇenje x, y iz Teorema 2.3.2. Zakljucˇujemo da x i y ne ovise jedan o drugome.
Dakle, moguc´e je x i y racˇunati paralelno. Primijetimo josˇ da umjesto matrice M koristimo
samo njene blokove (i Schurov komplement) kako bismo izracˇunali x i y. Na jako velikom
sustavu linearnih jednadzˇbi time smo uvelike olaksˇali i ubrzali postupak rjesˇavanja tog
sustava. Kada se takav sustav rjesˇava na procesoru s visˇe jezgri koje paralelno izvrsˇavaju
dijelove problema tada je ucˇinkovitost ove metode u usporedbi s metodama koje pozna-
jemo otprije i visˇe nego ocˇita.
Osim navedenih razloga primjene ove metode, postoji josˇ jedna prednost ove metode
u usporedbi s Gaussovom eliminacijom. Primijetimo da smo problem invertiranja matrice
dimenzije (p+ q)× (p+ q) sveli na problem invertiranja matrica p× p i q× q, a iz vlastitog
iskustva znamo da je laksˇe i brzˇe invertirati dvije manje matrice nego jednu veliku matricu.
2.4 Rang
Rang je, slicˇno kao i determinanta, ucˇestali pojam u linearnoj algebri. Takve elementarne
pojmove uvijek je korisno razmotriti u kontekstu onoga sˇto proucˇavamo jer basˇ zbog svoje
jednostavnosti primjenu nalaze u mnogim podrucˇjima linearne algebre. Analogno kao kod
determinante, istrazˇit c´emo poveznicu ranga blok matrice i ranga Schurovog komplementa.
Teorem koji navodimo nalazi se u [1] i [2].
Teorem 2.4.1. Neka je M matrica oblika M =
(
A B
C D
)
i neka je A regularna. Tada vrijedi
r(M) = r(A) + r(M/A). (2.20)
Analogno, ako je D regularna, vrijedi
r(M) = r(D) + r(M/D).
Dokaz. Pretpostavimo da je A regularna i oznacˇimo s A−1 njen inverz. Kada na matricu pri-
mijenimo elementarne transformacije, rang joj se ne mijenja. Drugom multiretku matrice
M dodajmo prvi multiredak pomnozˇen s −CA−1 pa dobivamo:(
A B
C D
)
∼
(
A B
0 M/A
)
.
28 POGLAVLJE 2. PRIMJENA SCHUROVOG KOMPLEMENTA
No, elementarne transformacije mozˇemo primjenjivati i nad multistupcima matrice, pa dru-
gom multistupcu matrice M dodajmo prvi multistupac pomnozˇen s −BA−1:(
A B
0 M/A
)
∼
(
A 0
0 M/A
)
.
Izracˇunajmo sada rang posljednje dobivene matrice.
Rang matrice je broj linearno nezavisnih redaka matrice. Nul matrice na sporednoj di-
jagonali ne utjecˇu na rang cijele matrice jer ako su retci (stupci) matrice linearno nezavisni,
ostat c´e linearno nezavisni i ako joj dopisˇemo nul retke (stupce) te ako su retci (stupci) ma-
trice linearno zavisni, ostat c´e linearno zavisni i ako joj dopisˇemo nul retke (stupce). Zato
zakljucˇujemo da je broj linearno nezavisnih redaka (stupaca) matrice M jednak sumi broja
linearno nezavisnih redaka (stupaca) matrice A i broja linearno nezavisnih redaka (stupaca)
matrice M/A. Tu tvrdnju zapisujemo ovako:
r(M) = r(A) + r(M/A).
Analogno bismo dokazali tvrdnju kada je D regularna. 
Formula (2.20) vrijedi i za nesˇto blazˇe pretpostavke od regularnosti od A, ali o tome
c´emo visˇe rec´i kada uvedemo poopc´eni Schurov komplement. Napomenimo josˇ da formula
(2.20) ne vrijedi opc´enito.
2.5 Inercija
U ovom dijelu predstavit c´emo bitan rezultat ovog rada koji povezuje inerciju i Schurov
komplement. No, najprije definirajmo inerciju. Definicije i teoremi iz ovog dijela preuzeti
su iz [1].
Definicija 2.5.1. Neka je A ∈ Mm,n kvadratna hermitska matrica. Definiramo inerciju
matrice A, u oznaci In(A), kao uredenu trojku
In(A) = (p(A), q(A), z(A)) ,
pri cˇemu je p(A) broj pozitivnih svojstvenih vrijednosti matrice A, q(A) broj negativ-
nih svojstvenih vrijednosti matrice A te z(A) broj nul svojstvenih vrijednosti matrice A
(racˇunajuc´i njihove kratnosti).
Prisjetimo se da su svojstvene vrijednosti hermitske matrice realni brojevi pa zato ima
smisla promatrati inerciju basˇ za hermitske matrice.
U nastavku navodimo josˇ jednu bitnu definiciju.
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Definicija 2.5.2. Za matrice A, B ∈ Mm kazˇemo da su *-kongruentne ako postoji regularna
matrica G ∈ Mm takva da je A = G∗BG.
Teorem 2.5.3. Relacija *-kongruencija je relacija ekvivalencije.
Dokaz. Neka su A, B,C ∈ Mm te neka su G,H ∈ Mm regularne.
Uzmimo G = I. Tada vrijedi A = I∗AI, tj. A je *-kongruentna sama sa sobom. Dakle,
vrijedi refleksivnost.
Neka je A *-kongruentna s B, tj. vrijedi A = G∗BG. Kako je G regularna, postoje G−1 i
(G∗)−1 takve da je
B = (G∗)−1AG−1.
Kako vrijedi (G∗)−1 = (G−1)∗, zakljucˇujemo da je *-kongruencija simetricˇna.
Neka je A *-kongruentna s B, tj. vrijedi A = G∗BG i neka je B *-kongruentna s C, tj.
vrijedi B = H∗CH. U prvu jednakost uvrstimo B iz druge jednakosti pa imamo
A = G∗(H∗CH)G.
Zbog asocijativnosti mnozˇenja matrica vrijedi
A = (G∗H∗)C(HG) = (HG)∗C(HG).
Kako je umnozˇak dviju regularnih matrica regularna matrica, po definiciji *-kongruencije
je A *-kongruentna s C pa vrijedi tranzitivnost.
Dakle, *-kongruencija je refleksivna, simetricˇna i tranzitivna pa je relacija ekvivalen-
cije. 
Iskazat c´emo josˇ jedan teorem koji koristimo u dokazu sljedec´eg teorema.
Propozicija 2.5.4. Neka je A ∈ Mm hermitska. Tada je r(A) = p(A) + q(A), pri cˇemu je
r(A) rang matrice A, a p(A) i q(A) broj pozitivnih i broj negativnih svojstvenih vrijednosti
matrice A.
Dokaz. Kako je A hermitska, prema Teoremu 1.1.17 postoji unitarna matrica U takva da
je A = U∗DU, pri cˇemu je D dijagonalna matrica sa svojstvenim vrijednostima matrice A
na dijagonali (ukljucˇujuc´i kratnosti). Prema Teoremu 1.1.13 matrice A i D su ekvivalentne
(jer je U regularna) pa imaju isti rang. No, rang matrice D je suma broja pozitivnih p(A) i
broja negativnih q(A) svojstvenih vrijednosti matrice A. Time je tvrdnja dokazana. 
Teorem 2.5.5 (Sylvestrov zakon inercije). Neka su A, B ∈ Mm hermitske. Tada je In(A) =
In(B) ako i samo ako su A i B *-kongruentne.
30 POGLAVLJE 2. PRIMJENA SCHUROVOG KOMPLEMENTA
Dokaz. Dokazˇimo prvo da vrijedi: ako je In(A) = In(B), tada su A i B *-kongruentne.
Prema teoremu 1.1.17 (o dijagonalizaciji hermitskih matrica) matrice A i B mozˇemo dija-
gonalizirati. Dakle, postoji unitarna matrica U takva da vrijedi
A = U∗(E ⊕ (−F) ⊕ 0z(a))U,
pri cˇemu je E ⊕ (−F) ⊕ 0z(a) dijagonalna matrica sa svojstvenim vrijednostima matrice A
na dijagonali i to tako da je E blok koji na dijagonali ima pozitivne svojstvene vrijednosti
matrice A, −F blok koji na dijagonali ima negativne svojstvene vrijednosti matrice A te 0z(a)
blok koji na dijagonali ima nul svojstvene vrijednosti matrice A (s kratnostima). Kako je U
unitarna matrica, posebno je i regularna pa je po definiciji *-kongruencije A *-kongruentna
s E ⊕ (−F) ⊕ 0z(a). Analogno, postoji unitarna matrica V takva da vrijedi
B = V∗(E′ ⊕ (−F′) ⊕ 0z(B))V,
pri cˇemu je E′ ⊕ (−F′) ⊕ 0z(B) dijagonalna matrica sa svojstvenim vrijednostima matrice
B na dijagonali. Analogno kao gore zakljucˇujemo da je B *-kongruentna s E′ ⊕ (−F′) ⊕
0z(B). Kako bismo zakljucˇili da su A i B *-kongruentne, uspostavit c´emo neku vezu izmedu
njihovih dijagonalnih matrica svojstvenih vrijednosti.
Uzmimo sada matricu G := E−1/2 ⊕ F−1/2 ⊕ Iz(A) u kojoj blok E−1/2 predstavlja dija-
gonalnu matricu s elementima na dijagonali oblika 1√
λ
, pri cˇemu je λ pozitivna svojstvena
vrijednost. Analogno, blok F−1/2 je dijagonalna matrica s elementima na dijagonali oblika
− 1√
λ
, pri cˇemu je λ apsolutna vrijednost negativne svojstvene vrijednosti. Ocˇito je da je
takva matrica G regularna. Lako se provjeri da vrijedi sljedec´a jednakost
G∗(E ⊕ (−F) ⊕ 0z(B))G = Ip(A) ⊕
(
−Iq(A)
)
⊕ 0z(A).
Po definiciji su matrice (E ⊕ (−F)⊕ 0z(A)) i Ip(A) ⊕
(
−Iq(A)
)
⊕ 0z(A) *-kongruentne pa su zbog
tranzitivnosti i matrice A i Ip(A) ⊕
(
−Iq(A)
)
⊕ 0z(A) *-kongruentne.
Uzmimo sada matricu H := (E′)−1/2 ⊕ (F′)−1/2 ⊕ Iz(B) kojoj su pojedini blokovi kao
gore opisani za matricu G. Matrica H je regularna. Vrijedi sljedec´a jednakost, analogna
jednakosti za matricu G
H∗(E′ ⊕ (−F′) ⊕ 0z(B))H = Ip(B) ⊕
(
−Iq(B)
)
⊕ 0z(B).
Po definiciji su matrice (E′⊕ (−F′)⊕0z(B)) i Ip(B)⊕
(
−Iq(B)
)
⊕0z(B) *-kongruentne pa su zbog
tranzitivnosti i matrice B i Ip(B) ⊕
(
−Iq(B)
)
⊕ 0z(B) *-kongruentne.
Kako je po pretpostavci In(A) = In(B) matrice Ip(A)⊕
(
−Iq(A)
)
⊕0z(A) i Ip(B)⊕
(
−Iq(B)
)
⊕0z(B)
su jednake. Time smo uspostavili, kao sˇto je najavljeno, relaciju *-kongruencija izmedu
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dijagonalnih matrica svojstvenih vrijednosti matrica A i B. Kako je *-kongruencija sime-
tricˇna i tranzitivna zakljucˇujemo da su A i B *-kongruentne.
Sada dokazˇimo obrat teorema. Ako su A, B ∈ Mm hermitske i *-kongruentne, tada je
In(A) = In(B). Dokaz c´emo rastaviti na slucˇajeve kada su A i B regularne te kada su A i
B singularne. Valja napomenuti i zasˇto slucˇajeve u kojima je jedna od matrica regularna, a
druga singularna ne promatramo. Pretpostavili smo da su A i B *-kongruentne, pa postoji
regularna matrica U takva da vrijedi A = U∗BU. No, tada je A regularna ako i samo ako je
B regularna. Dakle, ne mozˇe biti A regularna, a B singularna, i obratno.
Promatrajmo slucˇaj kada su A i B regularne. U gornjem dokazu dobili smo da su A i
Ip(A) ⊕
(
−Iq(A)
)
*-kongruentne. Neka je Ip(A) ⊕
(
−Iq(A)
)
:= V Lako se vidi da je V unitarna.
Takoder smo u gornjem dokazu utvrdili da su B i Ip(B) ⊕
(
−Iq(B)
)
*-kongruentne. Neka je
Ip(B) ⊕
(
−Iq(B)
)
:= W. Opet, lako se vidi da je W unitarna. Kako su po pretpostavci A i
B *-kongruentne, zbog tranzitivnosti su V i W *-kongruentne. Dakle, postoji regularna
matrica G takva da je V = G∗WG. Prema teoremu o polarnoj dekompoziciji matrice
(Teorem 1.1.24) postoje unitarna matrica U i pozitivno semidefinitna matrica P takve da je
G = PU. Takvu matricu G uvrstimo u V = G∗WG i dobivamo
V = (PU)∗W(PU).
V = U∗P∗WPU = U∗PWPU.
Gornja jednakost mozˇe se zapisati kao
P−1(UVU∗) = WP.
Izraz s lijeve strane je desna polarna dekompozicija, a s desne strane je lijeva polarna
dekompozicija. Prema Teoremu 1.1.24 vrijedi UVU∗ = W. Kako su V i W unitarno ekvi-
valentne, prema Teoremu 1.1.22 V i W imaju iste svojstvene vrijednosti. No, primijetimo
da V i A te W i B imaju iste svojstvene vrijednosti pa vrijedi In(A) = In(B).
Neka su A i B singularne. Kako su A i B *-kongruentne, postoji regularna matrica
H takva da je A = H∗BH. Kako je H regularna, matrice A i B su ekvivalentne. Prema
Teoremu 1.1.13 ekvivalentne matrice imaju isti rang pa vrijedi r(A) = r(B). No, tada
je prema Propoziciji 2.5.4 z(A) = z(B). Uzmimo matrice A1 = Ip(A) ⊕ (−Iq(A)) i B1 =
Ip(B) ⊕ (−Iq(B)). Tada su matrice A1 ⊕ 0z(A) i A te B1 ⊕ 0z(A) i B *-kongruentne jer su A1 ⊕ 0z(A)
i B1 ⊕ 0z(A) unitarne dijagonalizacije matrica A i B. Kako su A i B *-kongruentne, zbog
tranzitivnosti su A1 ⊕ 0z(A) i B1 ⊕ 0z(A) *-kongruentne. Dakle, postoji regularna matrica G
takva da vrijedi
A1 ⊕ 0z(A) = G∗(B1 ⊕ 0z(A))G. (2.21)
Matricu G particioniramo uskladeno s blokovima od B1 ⊕ 0z(A) da ih mozˇemo ulancˇati,
dakle
G =
(
G11 G12
G21 G22
)
.
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Jednakost (2.21) sada mozˇemo zapisati ovako(
A1 0
0 0z(A)
)
=
(
G∗11 G
∗
21
G∗12 G
∗
22
) (
B1 0
0 0z(A)
) (
G11 G12
G21 G22
)
.
Mnozˇenjem i izjednacˇavanjem blokova dobivamo
A1 = G∗11B1G11.
Kako je G11 regularna (jer je G regularna), A1 i B1 su *-kongruentne. No, A1 i B1 su
regularne, a za regularne matrice koje su *-kongruentne smo vec´ u prvom slucˇaju dokazali
da vrijedi In(A1) = In(B1). K tome vrijedi josˇ i z(A) = z(B) pa je In(A) = In(B).

Konacˇno, mozˇemo otkriti vezu izmedu inercije i Schurovog komplementa. Tu vezu
prva je uspostavila Emilie Virginia Haynsworth te teorem nosi njeno ime. Haynsworth je
ujedno uvela i naziv Schurov komplement u matematicˇku nomenklaturu.
U teoremu koristimo izraz glavna podmatrica blok-matrice za blok na mjestu (1, 1)
blok-matrice.
Teorem 2.5.6. Neka je A ∈ Mm hermitska te neka je A11 glavna regularna podmatrica od
A. Tada vrijedi
In(A) = In(A11) + In(A/A11).
Dokaz. Neka je matrica A particionirana na sljedec´i nacˇin(
A11 A12
A∗12 A22
)
.
Neka je G particionirana na blokove iste velicˇine kao kod A definirana ovako
G :=
(
I −A−111 A12
0 I
)
.
Tada je
G∗AG =
(
A11 0
0 A/A11
)
.
Matrica G je ocˇito regularna pa zakljucˇujemo da su A i G∗AG *-kongruentne. Prema
Teoremu 2.5.5 vrijedi In(A) = In(G∗AG) te po teoremu o spektru blok-trokutaste ma-
trice (Teorem 1.1.20) vrijedi σ(G∗AG) = σ(A11) ∪ σ(A/A11). Onda posebno vrijedi i
In(G∗AG) = In(A11) + In(A/A11) pa je konacˇno In(A) = In(A11) + In(A/A11). 
Poglavlje 3
Poopc´eni Schurov komplement
U prethodnom poglavlju bavili smo se kvadratnim i regularnim blok-matricama, no u
praksi se cˇesto susrec´emo sa singularnim i pravokutnim matricama pa se prirodno namec´e
pitanje proucˇavamo li Schurov komplement samo u okviru kvadratnih i regularnih matrica
ili je moguc´e razmisˇljati izvan tog okvira. Kod definiranja Schurovog komplementa zahti-
jevali smo da jedan od blokova matrice bude regularan kako bi postojao inverz tog bloka.
Znamo da singularna matrica nema inverz, ali mozˇemo definirati tzv. poopc´ene inverze.
U nastavku slijedi definicija takvih inverza. Definicije i teoremi iz ovog dijela mogu se
pronac´i u [1] i [2].
Definicija 3.0.1. Neka je matrica A ∈ Mm,n te neka je matrica Ag ∈ Mn,m takva da zadovo-
ljava neka od sljedec´ih svojstava:
1. AAgA = A
2. AgAAg = Ag
3. (AAg)∗ = AAg
4. (AgA)∗ = AgA.
Kazˇemo da je matrica Ag poopc´eni inverz ako zadovoljava prvo svojstvo. Ako zadovo-
ljava prva dva svojstva, nazivamo je refleksivni poopc´eni inverz, a ako zadovoljava sva
navedena svojstva nazivamo je pseudoinverz ili, cˇesˇc´e, Moore-Penroseov inverz.
Primijetimo, ako je A regularna matrica, tada je Ag = A−1 pa je Ag jedinstven. Za singu-
larnu matricu postoji beskonacˇno mnogo njenih poopc´enih inverza, no Moore-Penroseov
inverz je jedinstven za svaku matricu. Ove tvrdnje nec´emo dokazivati jer nam je cilj is-
trazˇiti vezu Moore-Penroseovog inverza i Schurovog komplementa. No, najprije uvodimo
josˇ neke oznake i definicije koje c´emo koristiti.
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Definicija 3.0.2. Neka je A ∈ Mm,n te neka je α ⊆ {1, . . . ,m} neprazan podskup skupa
indeksa redaka i β ⊆ {1, . . . , n} neprazan podskup skupa indeksa stupaca. Tada definiramo
podmatricu matrice A u oznaci A[α, β] kao matricu dimenzije card(α) × card(β) cˇiji ele-
menti odgovaraju elementima matrice [ai, j] pri cˇemu je i ∈ α i j ∈ β. Matricu A[α, α] krac´e
oznacˇavamo s A[α].
Napomena 3.0.3. Neka je A ∈ Mm,n te neka je α ⊆ {1, . . . ,m} neprazan podskup skupa re-
daka i β ⊆ {1, . . . , n} neprazan podskup skupa stupaca. Cˇesto nam je potrebna podmatrica
A[αc, βc], pri cˇemu je αc komplement skupa α te βc komplement skupa β. Takoder, koristit
c´emo i oznake A[αc, β] i A[α, βc].
Na sljedec´em primjeru objasnit c´emo gornje oznake.
Primjer 3.0.4. Neka je dana matrica
A =
 1 −2 5 3 −1−3 0 1 6 10 7 4 5 −7
 .
Neka je α = {1, 3} i β = {1, 2, 4}. Tada je matrica A[α, β] nastala ”prepisivanjem” redaka
iz skupa α i stupaca iz skupa β matrice A, tj.
A[α, β] = A[{1, 3}, {1, 2, 4}] =
(
1 −2 3
0 7 5
)
.
Matrica A[α] nastala je ”prepisivanjem” redaka iz skupa α i stupaca iz skupa α matrice
A, tj.
A[α] = A[{1, 3}, {1, 3}] =
(
1 5
0 4
)
.
Matrica A[αc, βc] nastala je ”prepisivanjem” redaka iz skupa α
c = {2} i stupaca iz skupa
βc = {3, 5} matrice A, tj.
A[αc, βc] = A[{2}, {3, 5}] =
(
1 1
)
.
Matrica A[αc, β] nastala je ”prepisivanjem” redaka iz skupa α
c i stupaca iz skupa βmatrice
A, tj.
A[αc, β] = A[{2}, {1, 2, 4}] =
(
−3 0 6
)
.
Recimo da matricu A zˇelimo particionirati na blokove na sljedec´i nacˇin:
A =
 1 −2 5 3 −1−3 0 1 6 1
0 7 4 5 −7
 .
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Primijetimo da sljedec´im zapisom za α = {1, 2} i β = {1} dobivamo upravo gornju blok-
matricu
A =
(
A[α, β] A[α, βc]
A[αc, β] A[αc, βc]
)
.
Dakle, matricu mozˇemo proizvoljno particionirati na blokove koristec´i odredene podma-
trice. Matricu je moguc´e na analogan nacˇin particionirati i na visˇe blokova, pa se tada
koriste dodatne oznake α1, . . . , αm i β1, . . . , βn, no nama su za potrebe ovog rada dovoljna
cˇetiri bloka kao gore.
Primijetimo da smo u gornjem primjeru particionirali matricu na pravokutne i sin-
gularne blokove te da je i sama matrica pravokutna i singularna. Konacˇno, definirajmo
poopc´eni Schurov komplement za takve matrice.
Definicija 3.0.5. Neka je matrica A ∈ Mm,n te neka je α ⊆ {1, . . . ,m} i β ⊆ {1, . . . , n}. Tada
je poopc´eni Schurov komplement, u oznaci A/A[α, β], jednak
A/A[α, β] = A[αc, βc] − A[αc, β](A[α, β])gA[α, βc],
pri cˇemu je (A[α, β])g Moore-Penroseov inverz matrice A[α, β].
Primijetimo da za kvadratnu matricu A i regularan blok A[α, β] dobivamo upravo de-
finiciju Schurovog komplementa jer je tada Moore-Penroseov inverz zapravo standardni
inverz. U literaturi se cˇesto Schurov komplement definira pomoc´u podmatrica, basˇ kao u
gornjoj definiciji, ali u kontekstu regularnih matrica (pa i regularnog inverza). U usporedbi
s definicijom Schurovog komplementa, prednost ove definicije je sazˇetost. Naime, primi-
jetimo da u ovoj definiciji nigdje nismo implicitno odredili particiju matrice A niti smo
spominjali dimenzije blok-matrica. Razlog tome su nove oznake koje smo uveli. Primije-
timo takoder da odabirom skupova α i β jedinstveno odredujemo blokove matrice.
U prethodnom poglavlju povezali smo Schurov komplement s determinantom, inver-
zom, rjesˇavanjem sustava linearnih jednadzˇbi te rangom. Ovdje c´emo provesti diskusiju o
tome kako povezati poopc´eni Schurov komplement s gore navedenim podrucˇjima linearne
algebre. Primijetimo prvo da o determinanti nema smisla diskutirati kada se radi o singular-
nim matricama. poopc´eni inverz smo vec´ definirali te ni o njemu nec´emo provoditi dodatnu
diskusiju, no trebamo imati na umu da se proucˇavanjem poopc´enih inverza mozˇe doc´i do
raznih bitnih rezultata. Nadalje, u prethodnom poglavlju iskazali smo teorem o rjesˇenju
kvadratnog sustava koji daje jedinstveno rjesˇenje sustava te smo vec´ tamo proveli diskusiju
o tome kako se u praksi cˇesto javljaju i pravokutni sustavi s beskonacˇno mnogo rjesˇenja.
Upravo je primjenom poopc´enog Schurovog komplementa moguc´e izraziti rjesˇenja pravo-
kutnog sustava. Mozˇemo samo zamisliti koliko je bitna primjena teorema koji daje rjesˇenja
takvog sustava u paralelnom racˇunarstvu.
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U nastavku, diskusiju o rangu provodimo malo detaljnije. Prisjetimo se teorema o
rangu (Teorem 2.4.1). Ako je M kvadratna i regularna matrica te je A glavna podmatrica
matrice M takoder kvadratna i regularna, onda je r(M) = r(A) + r(M/A). Prirodno se
namec´e pitanje kakva je veza ranga i poopc´enog Schurovog komplementa, tj. postoji li
formula za rang i kada M i/ili A nisu regularne. Krenimo od jednostavnog primjera koji c´e
odgovoriti na jedno od tih pitanja.
Primjer 3.0.6. Neka je
M =

1 1 1 1
1 1 −1 0
1 −1 0 0
1 0 0 0
 =
(
A B
B∗ 0
)
,
pri cˇemu je
A =
(
1 1
1 1
)
, B =
(
1 1
−1 0
)
.
Tada je
M/A = 0 − B∗AgB =
(
0 0
0 1/4
)
.
Ocˇito je r(M) = 4, dok je r(A) + r(M/A) = 1 + 1 = 2. Kako je r(M) > r(A) + r(M/A),
zakljucˇujemo da jednakost r(M) = r(A) + r(M/A) ne vrijedi opc´enito.
Dakle, za regularnu matricu M i njen singularni blok A ne vrijedi teorem 2.4.1. Ocˇito
je nemoguc´e da za matricu M i njen glavni blok A vrijedi r(M) < r(A) + r(M/A). Zato
zakljucˇujemo da za proizvoljnu matricu M i njen glavni blok A vrijedi r(M) ≥ r(A) +
r(M/A).
No, znacˇi li to da jednakost vrijedi samo za regularne M i A? Kako bismo odgovorili
na to pitanje, navodimo sljedec´i teorem bez dokaza.
Teorem 3.0.7. Neka je matrica M ∈ Mm,n i N ∈ Mm,p. Tada matrica MMg djeluje na
matricu N kao jedinicˇna matrica, tj. vrijedi
MMgN = N
ako i samo ako je vektorski prostor koji razapinju stupci matrice N sadrzˇan u vektorskom
prostoru koji razapinju stupci matrice N, sˇto oznacˇavamo sa C(N) ⊆ C(M). Ovdje Mg
oznacˇava bilo koji od tri moguc´a pseudoinverza. Analogno, ako je C(N∗) ⊆ C(M∗), tada je
NMgM = N.
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Konacˇno, navodimo teorem koji povezuje rang matrice s poopc´enim Schurovim kom-
plementom.
Teorem 3.0.8. Neka je M ∈ Mm,n matrica oblika(
A B
C D
)
te neka vrijedi C(B) ⊆ C(A) i C(C∗) ⊆ C(A∗). Tada je
r(M) = r(A) + r(M/A),
pri cˇemu je M/A = D −CAgB poopc´eni Schurov komplement.
Dokaz. U dokazu c´emo koristiti jednakost (1.1), pri cˇemu umjesto A−1 podrazumijevamo
Ag. Dokazˇimo najprije da ta jednakost vrijedi za Ag. Mnozˇenjem matrica s lijeve strane
jednakosti (1.1) dobivamo(
I 0
−CAg I
) (
A B
C D
) (
I −AgB
0 I
)
=
(
A −AAgB + B
−CAgA +C (−CAgA +C)(−AgB) −CAgB + D
)
.
Kako je C(B) ⊆ C(A) i C(C∗) ⊆ C(A∗) prema Teoremu 3.0.7 vrijedi
AAgB = B, CAgA = C.
Dakle, vrijedi sljedec´a jednakost(
I 0
−CAg I
) (
A B
C D
) (
I −AgB
0 I
)
=
(
A 0
0 M/A
)
.
Matrice s kojima mnozˇimo M slijeva i zdesna su regularne, a to znacˇi da se mogu zapisati
kao produkt konacˇno mnogo elementarnih matrica. No, onda su M i matrica s desne strane
jednakosti ekvivalentne pa imaju isti rang. Rang matrice s desne strane jednakosti jednak
je r(A) + r(M/A) (dokaz te tvrdnje je u dokazu Teorema 2.4.1). Konacˇno, zakljucˇujemo da
je
r(M) = r(A) + r(M/A).

3.1 Jacobijev identitet
U ovom dijelu vratit c´emo se proucˇavanju kvadratnih i regularnih matrica, no koristimo no-
vouvedene oznake. Iduc´i teorem povezuje determinante blokova matrice, slicˇno kao i Sc-
hurova formula, no u usporedbi sa Schurovom formulom, Jacobijev identitet je opc´enitiji.
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Teorem 3.1.1. Neka je A ∈ Mm regularna te neka su α ⊆ {1, . . . ,m} i β ⊆ {1, . . . ,m} takvi
da vrijedi |α| = |β|. Tada vrijedi∣∣∣det A−1[αc, βc]∣∣∣ = ∣∣∣∣∣det A[β, α]det A
∣∣∣∣∣ .
Dokaz. Ovaj teorem najcˇesˇc´e se koristi za α = β = {1, . . . , k}, k ≤ m pa c´emo prvo dokazati
tvrdnju teorema za taj slucˇaj kako bismo stekli osnovnu ideju dokaza.
Neka vrijede pretpostavke teorema i neka je α = β = {1, . . . , k}, k ≤ m. Obratimo
pazˇnju na matricu A−1[αc, βc] = A−1[αc] u tvrdnji teorema. Ta matrica oznacˇava inverz
bloka na mjestu (2, 2) matrice A. Po teoremu 2.2.1 inverz tog bloka jednak je inverzu
Schurovog komplementa A/A[α]. Dakle, kako vrijedi
A−1[αc] = (A/A[α])−1,
racˇunanjem determinante navedene jednakosti dobivamo
det(A−1[αc]) = det(A/A[α])−1.
Primjenom teorema o determinanti inverza gornju jednakost mozˇemo zapisati ovako
det(A−1[αc]) =
det A[α]
det A
. (3.1)
Zadnja jednakost odgovara tvrdnji teorema za α = β = {1, . . . , k}, k ≤ m. Primijetimo da u
tom slucˇaju lijeva i desna strana imaju isti predznak.
Promotrimo sada slucˇaj kada su α i β proizvoljni podskupovi od {1, . . . ,m} takvi da je
|α| = |β| = k. Prethodni slucˇaj nam je bio jednostavan za dokazivanje jer je podmatrica
koju smo promatrali zapravo bila prvi blok-matrice A. I u ovom slucˇaju mozˇemo retke iz
α dovesti na prvih k mjesta permutacijskom matricom P te stupce iz β dovesti na prvih k
mjesta permutacijskom matricom Q. Za takve matrice P i Q vrijedi
A[α, β] = (PAQ)[K],
pri cˇemu je K = {1, . . . , k}. Kako su P i Q produkti elementarnih matrica koje mijenjaju
poredak redaka/stupaca, vrijedi P = P−1 i Q = Q−1. Analogno, za matricu A−1 vrijedi
A−1[α, β] = (PA−1Q)[K].
Retci i stupci matrice A−1 koji nisu u α i β nisu ni u prvih k redaka i stupaca matrice PA−1Q
pa tu tvrdnju zapisˇimo ovako
A−1[αc, βc] = (PA−1Q)[Kc].
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Racˇunanjem determinante s obje strane jednakosti dobivamo
det(A−1[αc, βc]) = det(PA−1Q)[Kc]
= det(QAP)−1[Kc]
(3.1)
=
det(QAP)[K]
det(QAP)
=
det A[β, α]
(−1)l det A .
Primijetimo da se javlja predznak (−1)l ovisno o tome koliko redaka i stupaca smo za-
mijenili. Kada umjesto predznaka stavimo apsolutne vrijednosti s obje strane jednakosti,
dobivamo upravo tvrdnju teorema.
Takoder, primijetimo da se na kraju javlja matrica A[β, α] sa zamijenjenim poretkom
skupova indeksa u odnosu na pocˇetak gdje smo imali A−1[αc, βc]. To je zbog toga sˇto su
kod invertiranja PA−1Q, permutacijske matrice P i Q zamijenile mjesta (kada mnozˇimo
s lijeve strane permutacijskom matricom, mijenjamo poredak redaka, a kad mnozˇimo s
desne mijenjamo poredak stupaca). 
Napomenimo josˇ da Jacobijev identitet ima visˇe razlicˇitih verzija. U tim verzijama su
ispermutirane oznake αc i βc ili su dane neke slabije tvrdnje od ove ili pak jacˇe. Jacˇa verzija
ovog teorema umjesto apsolutnih vrijednosti ima tocˇan predznak (koji smo i mi u dokazu
spominjali).
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Sazˇetak
U ovom radu predstavili smo Schurov komplement kvadratne blok-matrice i njegove pri-
mjene kod determinante, inverza, sustava linearnih jednadzˇbi, ranga i inercije. Takoder smo
i poopc´ili Schurov komplement na singularne i pravokutne blok-matrice te opet proucˇavali
primjenu poopc´enog Schurovog komplementa na gore navedena podrucˇja linearne alge-
bre. Time smo dali pregled elementarnih pojmova linearne algebre u kontekstu Schurovog
komplementa. Primjena Schurovog komplementa moguc´a je u podrucˇjima unutar i izvan
okvira matematike pa je i danas aktualna i zanimljiva tema za istrazˇivanje i primjene.

Summary
In this thesis we have presented Schur complement of a square matrix and its applications
to determinants, inverse, system of linear equations, rank and inertia. Moreover, we have
defined generalized Shur complement for singular and rectangular matrix and once again
discussed its application on the above mentioned areas of Linear Algebra. In this way we
gave an overview of elementary concepts of Linear algebra within the context of Schur
complements. Schur complement can be used both within and outside of mathematics and
they are still a popular and interesting area od research.
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