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Abstract
We develop methods that construct an optimal set of vectors with a specified inner product
structure, from a given set of vectors in a complex Hilbert space. The optimal vectors are
chosen to minimize the sum of the squared norms of the errors between the constructed vectors
and the given vectors. Four special cases are considered. In the first, the constructed vectors
are orthonormal. In the second, they are orthogonal. In the third, the Gram matrix of inner
products of the constructed vectors is a circulant matrix. As we show, the vectors form a
cyclic set. In the fourth, the Gram matrix has the property that the rows are all permutations of
each other. The constructed vectors are shown to be geometrically uniform. © 2002 Elsevier
Science Inc. All rights reserved.
AMS classification: 65F25; 15A04; 15A23; 15A99
Keywords: Orthogonalization; Polar decomposition; Least-squares; Circulant matrices; Geometric uni-
formity; Generalized Fourier transform
1. Introduction
Constructing a set of orthonormal (or orthogonal) vectors {hk, 1  k  N} from
a given set of vectors {sk, 1  k  N} is a well-known problem. We may view this
problem as a special case of an inner product shaping problem, in which we construct
a set of vectors from a given set of vectors such that the inner products between
vectors in the set have some specified structure.
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There are many ways to construct vectors with specified inner products. In this pa-
per we consider new methods that construct vectors that are closest in a least-squares
sense to a given set of vectors. Specifically, the constructed vectors are chosen to
minimize the sum of the squared norms of the error vectors between the constructed
vectors and the given vectors. The development considers both the case in which
the given vectors are linearly independent and the case in which they are linearly
dependent.
Orthonormalization procedures that have some form of optimality have been sug-
gested in [5,15,31]. Constructing least-squares orthonormal vectors can be viewed
as a special case of an orthogonal Procrustes problem [17,18,20,27,32]. In Section
3 we review these known results, and provide new insight into the optimal solution
in the case in which the given vectors are linearly dependent. We refer to the clos-
est orthonormal vectors as the orthonormal least-squares vectors (OLSV). Section
4 generalizes these results to allow for unequal weighting of the squared norms of
the error vectors. The resulting vectors are referred to as the weighted orthonormal
least-squares vectors (WOLSV).
Section 5 considers the problem of constructing orthogonal vectors that are not
constrained to have equal norm, that are closest to the given vectors in a least-squares
sense. The optimal vectors are referred to as the orthogonal least-squares vectors
(OGLSV). Obtaining a closed form analytical expression for the optimal vectors in
this case is in general a difficult problem. We first consider a special case for which
an analytical solution is derived. We then propose an iterative algorithm to construct
the OGLSV in the general case.
In Section 6 we consider the problem of constructing an optimal vector set {gk, 1
k  N} with circulant inner product structure 〈gm, gk〉 = ak−m mod N . As we show,
these vectors form a cyclic set; the optimal vectors are therefore referred to as the
cyclic least-squares vectors (CLSV). Section 7 generalizes these results to allow
for arbitrary permuted inner product shaping. In this case the vectors {gk} are con-
structed so that {〈gm, gk〉, 1  k  N} is an arbitrary permutation of {〈g1, gk〉, 1 
k  N} for all m. We show that the constructed vectors are geometrically uniform
(GU) [16]. The optimal vectors of this form are therefore referred to as the GU
least-squares vectors (GULSV).
Extensions of this work to more general forms of least-squares inner product
shaping are considered in [9, Chapter 8].
Before proceeding to the detailed development, in Section 2 we first provide an
overview of the notation and a formulation of our problem.
2. Problem formulation
We denote vectors in a complex Hilbert space H by lowercase letters. Vectors
in Cm are denoted by boldface lowercase letters, and matrices in Cm×m by boldface
uppercase letters. General linear transformations are denoted by uppercase letters.
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The Frobenius norm of a linear transformation is denoted by ‖A‖2F = Tr(A∗A). Im
denotes the m×m identity matrix, PU denotes the orthogonal projection onto the
subspace U, (·)∗, (·)† and Tr(·) denote the adjoint, the Moore–Penrose pseudoin-
verse, and the trace, respectively. δkm denotes the Kronecker delta function where
δmk = 1 if m = k, and 0 otherwise.
To facilitate our derivations throughout the paper we introduce the following def-
inition. Let {xk, 1  k  N} denote a set of N vectors in H. The set transformation
(ST) X: CN →H corresponding to these vectors is given by
Xa =
N∑
k=1
xkak
for any vector a ∈ CN , where ak denotes the kth component of a. From the definition
of the adjoint X∗:H→ CN , if a = X∗y then ak = 〈xk, y〉.
Suppose we are given a set of N vectors {sk, 1  k  N} and a corresponding ST
S in a complex Hilbert space H, with inner product 〈x, y〉 for any x, y ∈H. The
vectors {sk} span an M-dimensional subspace U ⊆H. If the vectors are linearly
independent, then M = N ; otherwise M < N . Our objective is to construct a set of
vectors with a specified inner product structure, from the given vectors {sk, 1  k 
N}. We consider the following problems:
(1) Construct a set of orthonormal vectors {hk, 1  k  N} so that 〈hm, hk〉 = δmk
(Section 3).
(2) Construct a set of orthogonal vectors {hk, 1  k  N} so that 〈hm, hk〉 = c2kδmk
for some ck  0 (Section 5). We consider both the case of constrained norms
(Section 5.1) and the case of unconstrained norms (Sections 5.2–5.4).
(3) Construct a set of cyclic vectors {gk, 1  k  N} so that 〈gm, gk〉 = ak−m mod N
for some {ak, 0  k  N − 1}. We consider both the case of constrained inner
products (Section 6.1) and the case of unconstrained inner products (Section
6.2).
(4) Construct a set of GU vectors {gk, 1  k  N} so that {〈gm, gk〉, 1  k  N} =
P {ak, 0  k  N − 1} for all m, where P {ak, 0  k  N − 1} is a permutation
of {ak, 0  k  N − 1} (Section 7).
In all the problems above we seek the vectors that are “closest” to the vectors sk in
the least-squares sense, so that they minimize the least-squares error
E =
N∑
k=1
〈ek, ek〉 = ‖Υ ‖2F (1)
subject to the appropriate constraint on the inner products. Here ek = sk − hk or
ek = sk − gk and Υ = S −H or Υ = S −G is the ST corresponding to the vectors
ek , where H and G are the STs corresponding to the vectors hk and gk , respectively.
The optimizing vectors that minimize E subject to the constraints (1)–(4) above are
referred to, respectively, as the OLSV, OGLSV, CLSV, and GULSV.
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Least-squares inner product shaping has potential applications to a variety of
problems. One application, explored in [6], is to a detection problem in quantum
mechanics. In this context, a set of orthonormal vectors defines a measurement that
can be performed on a quantum system. The problem then is to construct a measure-
ment, or equivalently a set of orthonormal vectors, that is optimized to distinguish
between nonorthogonal vectors. It turns out that the OLSV lead to measurements
that have many desirable properties.
Another application is to a generic classical detection problem in which one of
a set of known signals is transmitted, and the objective is to detect the transmitted
signal from the signal which has been received over an additive noise channel. A
generic receiver typically used in such problems is the well-known matched filter
(MF) receiver which consists of correlating the received signal with the possible
transmitted signals. We can improve the performance over the MF receiver in many
cases by correlating the received signal with a set of signals with a specified inner
product structure, tailored to the specific problem, that are closest in a least-squares
sense to the transmitted signals [7–9]. Similar applications to the problem of sup-
pressing interference in multiuser wireless communication systems have also been
explored [9–12].
Finally, we note that most signals used in digital communications are GU [16,33].
Such signal sets have strong symmetry properties that are desirable in various appli-
cations such as channel coding [16,29,33], and multiple description source coding
[13,19]. It may therefore be useful to have a method for constructing optimal signal
sets of this form.
3. Least-squares orthonormalization
In this section we consider the problem of constructing a set of orthonormal
vectors {hk, 1  k  N} with corresponding ST H, that minimize E = ‖S −H‖2F
subject to 〈hm, hk〉 = δmk , or H ∗H = IN . Thus H is constrained to be a partial
isometry.1
If H = Cn for some n  N , then sk = sk, hk = hk are vectors in Cn, and S =
S, H = H are the n×N matrices of columns sk and hk , respectively. The least-
squares orthonormalization problem reduces to finding the partial isometry H that
minimizes ‖S − H‖2F. The optimal H, denoted Ĥ, is well known (see, e.g., [15,24,34])
and is the partial isometry in the polar decomposition [24,26] of S. The OLSV are
then the columns of Ĥ.
Let S have a singular value decomposition (SVD) S = UV∗, where U is an
n×N partial isometry,  is an N ×N diagonal matrix and V is an N ×N unitary
matrix. Then
Ĥ = UV∗.
1 A partial isometry is a transformation T that satisfies T ∗T = I.
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If the vectors sk are linearly independent, then
Ĥ = S(S∗S)−1/2.
The OLSV can also be obtained as the solution to an orthogonal Procrustes prob-
lem [18,20,32]. In this problem, we are given two n×N matrices A and B, and we
want to rotate B into A by seeking a unitary matrix Ẑ to minimize ‖A − BZ‖2F. By
choosing A = S and B as a matrix whose columns form an orthonormal basis forU,
the minimization problem of (1) reduces to an orthogonal Procrustes problem. The
OLSV are then the columns of BẐ.
IfH is an arbitrary Hilbert space, then the optimal ST Ĥ can be found by identi-
fying H with CN using an appropriate choice of coordinates, resulting in
Ĥ = UV∗,
where now S = UV∗ is the SVD of S, where U : CN →H is a partial isometry,
and  and V are defined as before. The OLSV are then hˆk = Ĥ ik , where ik ∈ CN is
the vector with mth component δmk . If the vectors sk are linearly independent, then
Ĥ = S(S∗S)−1/2.
Evidently, the OLSV {hˆk} have the property that they do not depend on the order of
the vectors {sk}.
From the properties of the polar decomposition it follows that Ĥ is unique if
and only if the vectors sk are linearly independent [15,34]. We now try to gain some
insight into the OLSV in the linearly dependent case. Our problem is to find a set of N
orthonormal vectors that are as close as possible to the vectors {sk, 1  k  N} that
span an M-dimensional subspaceU. When M < N , there are at most M orthonormal
vectors in U. Therefore, the optimal orthonormal vectors hk must lie partly in the
orthogonal complement U⊥, and consequently span an N-dimensional subspace V,
whereU ⊂V. Each vector has a component inU, hUk = PUhk , and a component in
U⊥, hU⊥k = PU⊥hk . We may now rewrite the error E of (1) as
E =
N∑
k=1
〈
sk − hUk − hU
⊥
k , sk − hUk − hU
⊥
k
〉
=
N∑
k=1
(〈
sk − hUk , sk − hUk
〉+ 〈hU⊥k , hU⊥k 〉) ,
since 〈sk − hUk , hU
⊥
k 〉 = 0. For any choice of orthonormal vectors hk ,
N∑
k=1
〈
hUk , h
U
k
〉 = Tr((HU)∗HU) = Tr(PUHH ∗) = Tr(PUPV) = Tr(PU) = M,
where HU = PUH is the ST corresponding to the vectors hUk = PUhk . So
158 Y.C. Eldar / Linear Algebra and its Applications 348 (2002) 153–174
N∑
k=1
〈
hU
⊥
k , h
U⊥
k
〉 = N∑
k=1
(〈hk, hk〉 − 〈hUk , hUk 〉) = N −M.
Thus, minimization of E is equivalent to minimization of
E′ =
N∑
k=1
〈
sk − hUk , sk − hUk
〉
.
We conclude that when the vectors sk are linearly dependent, choosing a set
of orthonormal vectors which are as close as possible to the vectors sk is equivalent
to choosing a set of orthonormal vectors whose projections onto U are closest to
these vectors.2 The closest projections are unique, and are the vectors corresponding
to
ĤU = PUĤ = U I˜MV∗ = S
(
(S∗S)1/2
)†
, (2)
where I˜M is a diagonal matrix whose first M diagonal elements are equal to 1 and
whose remaining diagonal elements are equal to 0.
The optimal vectors hˆk satisfy
〈hˆk, sk〉 = 〈PUhˆk, sk〉 = [Ĥ ∗PUS]kk = α[S∗S]1/2kk , (3)
where [·]mk denotes themkth element of the corresponding matrix. This relation may
be used to derive bounds on the inner products 〈hˆk, sk〉 in terms of the inner products
〈sk, sm〉; see [21].
We summarize our results regarding the OLSV in the following theorem.
Theorem 1 (Orthonormal least-squares vectors (OLSV)). Let {sk, 1  k  N} be
a set of N vectors in a Hilbert space H, that span an M-dimensional subspace
U ⊆H. Let {hˆk, 1  k  N} denote N optimal vectors that are orthonormal and
minimize the least-squares error defined by (1). Let S = UV∗ and Ĥ denote the
set transformations corresponding to the vectors sk and hˆk, respectively. Then the
optimal Ĥ can be chosen as
Ĥ = UV∗.
The corresponding vectors {hˆk = Ĥ ik, 1  k  N} are defined as the OLSV. In ad-
dition,
(1) If M = N, then
(a) Ĥ = S(S∗S)−1/2;
(b) the OLSV are the unique orthonormal vectors that minimize the least-squares
error.
(2) If M < N, then
2 These projections constitute a normalized tight frame [1] for U. The problem of least-squares tight
frame construction is also considered in [14].
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(a) the projection of Ĥ onto U is unique and is given by PUĤ = S((S∗S)1/2)†;
(b) the vectors {PUhˆk, 1  k  N} are the closest projections onto U of a set
of orthonormal vectors to the vectors {sk, 1  k  N}, in the least-squares
sense.
4. Weighted least-squares orthonormalization
In Section 3 we sought a set of orthonormal vectors {hk, 1  k  N} to mini-
mize the sum of the squared errors (1), where we are assigning equal weights to the
different errors. We now seek the orthonormal vectors hk that minimize a weighted
squared error,
Ew =
N∑
k=1
wk
〈
sk − hk, sk − hk
〉
, (4)
where wk  0 is the weight given to the kth squared norm error.
To derive the solution to this minimization problem let Sw = SW, where W is an
N ×N diagonal matrix with diagonal elements wk . Then
Ew = Tr
(
(S −H)∗(S −H)W)
= Tr ((Sw −H)∗(Sw −H))+ Tr ((W − IN)H ∗H )
+Tr (W(IN − W)S∗S)
= Tr ((Sw −H)∗(Sw −H))+K,
where K is independent of the choice of H, since H ∗H = IN for any H. Thus min-
imizing Ew is equivalent to minimizing E′w = ‖Sw −H‖2F, which is equivalent to
least-squares minimization (1), with Sw substituted for S.
Employing the SVD Sw = UwwV∗w, the optimal ST Ĥw follows from
Theorem 1,
Ĥw = UwV∗w.
If the vectors sk are linearly independent and wk > 0 for all k, then
Ĥw = Sw
(
S∗wSw
)−1/2 = SW(W∗S∗SW)−1/2.
The WOLSV are then given by hˆwk = Ĥwik .
5. Least-squares orthogonalization
We now consider the problem of constructing optimal orthogonal vectors
{hk, 1  k  N} from the given vectors {sk, 1  k  N}. We may wish to
constraint the vectors {hk} to have some specified norm, e.g., 〈hk, hk〉 = 〈sk, sk〉, or
we may choose the vectors {hk} to be orthogonal and to minimize the
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least-squares error E = ‖S −H‖2F. In this case 〈hk, hk〉 will be such that E is
minimized.
5.1. Orthogonalization with constrained norms
We first consider the problem of constructing a set of vectors {hk, 1  k  N}
that minimize E = ‖S −H‖2F subject to the constraint
〈hm, hk〉 = c2kδmk,
where the scalars ck  0 are specified. We assume without loss of generality that
ck > 0 for 1  k  P . We may now write the error E as
E =
N∑
k=1
〈sk − hk, sk − hk〉 =
N∑
k=1
c2k〈s˜k − h˜k, s˜k − h˜k〉, (5)
where the vectors h˜k are orthonormal vectors such that h˜k = (1/ck)hk, 1  k  P ,
and the vectors s˜k are defined by s˜k = (1/ck)sk, 1  k  P and s˜k = 0, P + 1 
k  N . Comparing (5) with (4), the orthonormal vectors ˆ˜hk that minimize (5) are the
WOLSV corresponding to the vectors {s˜k} with weights wk = c2k . Thus, ˆ˜hk = ̂˜H ik ,
wherê˜H = U˜ V˜∗.
Here S˜C2 = U˜ ˜V˜∗ is the SVD of S˜C2, S˜ = SC† is the ST corresponding to the
vectors s˜k , and C is the diagonal matrix with diagonal elements ck . The OGLSV are
then hˆk = ck ˆ˜hk = Ĥ ik , where
Ĥ = U˜ V˜∗C. (6)
Note that the vectors hˆk lie in the space V spanned by the first P columns of
U˜ . This follows from the fact that with T = SC, T ∗T is a block diagonal matrix
whose lower (N − P)× (N − P) block is a 0 matrix with all 0 entries, so that V˜
is also a block diagonal matrix. Then the the last N − P elements of each of the
first P columns of the matrix V˜C are all equal 0, and the remaining columns of V˜C
are all 0.
Therefore, as we now show, if P  M , then we can always choose Ĥ so
that the vectors hˆk lie in the M-dimensional space U spanned by the vectors sk .
Specifically, if L = rank(SC) is equal to P, thenV is equal to the space spanned by
the first P columns of SC so thatV ⊆ U. Since hˆk ∈V, it follows immediately that
hˆk ∈ U. If L < P then only the first L columns of U˜ are specified, and the remaining
columns can be chosen arbitrarily. Since these L columns span a subset of U, we
can always choose the next P − L columns so that the space V spanned by
the first P columns of U˜ is also a subset of U. Then since hˆk ∈V and V ⊆ U,
hˆk ∈ U.
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If the vectors sk are linearly independent and ck > 0 for all k, then
Ĥ = SC(CS∗SC)−1/2C. (7)
5.2. Unconstrained orthogonalization
We now consider the orthogonalization problem with unconstrained norms. Thus,
we seek a set of vectors hk that minimize E = ‖S −H‖2F subject to
〈hm, hk〉 = 0 for m /= k.
Expressing the error E as
E =
N∑
k=1
(〈sk, sk〉 + 〈hk, hk〉 − 2{〈hk, sk〉}) ,
and denoting h˜k = (1/bk)hk , where b2k = 〈hk, hk〉, it follows that minimization of E
is equivalent to minimization of
E′ =
N∑
k=1
(〈hk, hk〉 − 2{〈hk, sk〉}) = N∑
k=1
(
b2k − 2bk
{〈h˜k, sk〉}) . (8)
To determine the optimal vectors hk we have to minimize E′ with respect to bk and
h˜k . Fixing h˜k and minimizing with respect to bk , the optimal value of bk , denoted bˆk ,
is given by
bˆk = 
{〈h˜k, sk〉}. (9)
Substituting bˆk back into (8), the vectors h˜k are chosen to maximize
Rhs =
N∑
k=1
2{〈h˜k, sk〉} (10)
subject to the constraint 〈h˜m, h˜k〉 = δmk .
Obtaining a closed form analytical expression for the orthonormal vectors h˜k that
maximize (10) is a difficult problem (in the general case). In fact, we can show
that this problem is similar to a detection problem in quantum mechanics for which
there is no known analytical solution in general [6,22]. However, as we show in
Section 5.3, in the special case where the vectors {sk} have a symmetry property
referred to as geometric uniformity [16], an analytical solution can be obtained. An
iterative algorithm for constructing a set of orthonormal vectors that maximize (10)
for arbitrary vectors {sk} is considered in Section 5.4.
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5.3. Maximizing Rhs for geometrically uniform vector sets
To obtain a more convenient expression for Rhs , let S = UV∗ and H˜ denote
the STs corresponding to sk and h˜k , respectively. Since {h˜k} are proportional to the
vectors closest to the vectors {sk}, the space spanned by the vectors sk is a subspace
of the space spanned by the vectors h˜k . In addition, the vectors h˜k are orthonormal.
Consequently, H˜ has an SVD of the form H˜ = UQ for some N ×N unitary matrix
Q. Let vk and qk denote the columns of V∗ and Q∗, respectively. Then we can express
Rhs as
Rhs =
N∑
k=1
2{〈h˜k, sk〉} = N∑
k=1
2{〈U∗h˜k, U∗sk 〉} = N∑
k=1
2{〈qk,vk 〉}.
Our problem then reduces to finding a set of orthonormal vectors qk that max-
imize
∑N
k=1 2{〈qk,vk〉}, where the vectors vk are also orthonormal. Using the
Cauchy–Schwarz inequality,
Rhs =
N∑
k=1
2{〈1/2qk,1/2vk 〉}  N∑
k=1
∣∣〈1/2qk,1/2vk 〉∣∣2

N∑
k=1
〈
qk,qk
〉〈
vk,vk
〉
, (11)
with equality if and only if 1/2qk = xk1/2vk for some xk > 0 and all k. In par-
ticular, we have equality for qk = vk . In general the bound of (11) depends on the
unknown vectors qk . However, in the special case where 〈vk,vk〉 = C independent
of k, (11) reduces to
Rhs  C
N∑
k=1
〈
qk,qk
〉 = C Tr(QQ∗) = C Tr()
with equality if vk = qk . Since 〈vk,vk〉 is the kth diagonal element of (S∗S)1/2
we conclude that if the diagonal elements of (S∗S)1/2 are equal, then the optimal
orthonormal vectors maximizing Rhs correspond to UV∗, and are therefore just the
OLSV with respect to {sk}. We note that like the OLSV, if the vectors {sk} are lin-
early dependent, then the vectors maximizing Rhs are not unique. However, their
projections onto U are always unique.
In [6] it was shown that when the vectors {sk} are geometrically uniform (GU),3
the components of the vectors vk have equal magnitude 1/N for all k, so that
〈vk,vk〉 = 1/N∑j σj independent of k. Therefore, in this case the OLSV max-
3 A set of vectors is GU if given any two vectors sk and sl in the set, there is an isometry Tkl that
transforms sk into sl while leaving the set invariant [16]. A more detailed discussion on GU vector sets is
given in Section 7.
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imize Rhs . From (9), bˆk = [(S∗S)1/2]kk = (1/N)∑j σj for all k so that the optimal
orthogonal vectors have equal norm.
5.4. Iterative algorithm maximizing Rhs for arbitrary vector sets
For simplicity of exposition, we assume throughout this section thatH = Rn for
some n  N so that Rhs =∑Nk=1〈h˜k, sk〉2.
The proposed algorithm proceeds as follows. Starting with an arbitrary matrix
with orthonormal columns, at each iteration we construct a new matrix with ortho-
normal columns by multiplying the current matrix by an orthogonal matrix. The
orthogonal matrix is chosen so that Rhs does not decrease form iteration to itera-
tion, where at each iteration Rhs is computed using the orthonormal columns of the
new matrix. Since Rhs is bounded above for any choice of orthonormal vectors, the
iterations are guaranteed to converge.
The algorithm is initialized by choosing an arbitrary matrix H(0) with orthonormal
columns h(0). A good choice is the matrix H(0) = S(S∗S)−1/2, where S is the matrix
of columns sk , So that the columns h(0)k are the closest orthonormal vectors in a least-
squares sense to the vectors sk . Then, for j = 0, 1, 2, . . . , we choose an orthogonal
matrix Q(j), and set H(j+1) = H(j)Q(j). If the columns of H(j) are orthonormal, and
Q(j) is an orthogonal matrix, then the columns of H(j+1) are also orthonormal. Since
the columns of H(0) are orthonormal, H(j) will have orthonormal columns for all j.
Suppose we can choose Q(j) so that for all j,
R
(j+1)
hs  R
(j)
hs . (12)
Here R(j)hs =
∑N
k=1(d
(j)
kk )
2 where d(j)kk = 〈h(j)k , sk〉, and h(j)k denotes the kth column
of H(j). Then, since R(j+1)hs 
∑N
k=1〈sk, sk〉 for all j, the iterations are guaranteed to
converge to a local maximum.
Thus, the crux of the algorithm is choosing Q(j) so that (12) is satisfied for all
j. This can be accomplished by choosing Q(j) to be an “optimal” Givens rotation
[17]. A Givens rotation J(r, l, θ) is an orthogonal matrix that is equal to the identity
matrix except for the entries[
jrr jrl
jlr jll
]
=
[
c −s
s c
]
.= J(θ), (13)
where jmk is the mkth element of J(r, l, θ), c = cos(θ), s = sin(θ), 1  r , l  N
and r /= l.
Now, let Q(j) = J(r, l, θˆ ), where θˆ is chosen to maximize R(j+1)hs . Since for θ =
0, J(r, l, 0) = IN and R(j+1)hs = R(j)hs , we are guaranteed that for an optimal choice
of θ , (12) is satisfied. Note that if H(j+1) = H(j)J(r, l, θ), then d(j+1)kk = d(j)kk for
k /= l, r . Therefore, choosing θ to maximize R(j+1)hs is equivalent to choosing θ to
maximize
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R
′(j+1)
hs =
(
d
(j+1)
ll
)2 + (d(j+1)rr )2 .
Let j, r, l be fixed, and let D(j) = (H(j))∗S. Denote by D′(j) the 2 × 2 matrix
D′(j) =
[
D(j)(r, r) D(j)(r, l)
D(j)(l, r) D(j)(l, l)
]
.=
[
b11 b12
b21 b22
]
.
Then R′(j+1)hs is equal to the sum of the squares of the diagonal elements of D′(j+1) =
J∗(θ)D′(j), where J(θ) is defined by (13). Thus,
R
′(j+1)
hs = (cb11 + sb21)2 + (cb22 − sb12)2.
In Appendix A we show that R′(j+1)hs is maximized when
θˆ =


1
2 tan
−1 ( y
x
)
and x cos(2θˆ ) > 0, x /= 0,
/4, x = 0, y > 0,
−/4, x = 0, y < 0,
0, x = y = 0,
(14)
where x = b211 + b222 − b221 − b212 and y = b11b21 − b22b12.
The iterations are continued until convergence, where in each iteration we choose
different values of r and l.
We now summarize the iterative algorithm:
(1) Choose the vectors h(0)k as the columns of H(0) = S(S∗S)−1/2, and set j = 0;
(2) choose r and l arbitrarily so that 1  r, l  N and r /= l;
(3) compute b11 = 〈h(j)r , sr 〉, b12 = 〈h(j)r , sl〉, b21 = 〈h(j)l , sr 〉 and b22 = 〈h(j)l , sl〉;
(4) compute H(j+1) = H(j)J(r, l, θˆ ), where θˆ is given by (14);
(5) set j = j + 1 and go to step (2).
Our iterative algorithm can be shown to be equivalent to the algorithm developed
in [23] in the context of quantum detection, which is derived using quantum-me-
chanical ideas and concepts. However, since our algorithm does not invoke such
considerations, its derivation is more straightforward.
Based on results derived in that context it can be shown that the vectors hk maxi-
mizingRhs are unique (up to multiplication by−1) [22,23]. Furthermore, the optimal
vectors hk must be such that the matrix , defined by []ik = 〈hi , sk〉〈hk, sk〉, is
nonnegative definite [23]. Therefore, upon convergence of the algorithm we can test
whether or not the vectors hk are the optimal vectors maximizing Rhs or whether the
algorithm converged to a local maximum, by checking if is nonnegative definite. If
the algorithm converged to a local minimum, then we may slightly rotate the matrix
H of columns hk , i.e., multiply H by a unitary matrix U, such that the rotated vectors
h′k = Uhk result in a higher Rhs ; these vectors form the initial conditions h(0)k for
resumption of the main algorithm. A formula for determining U can be found in [23,
Appendix I]. We note that when the initial conditions for the algorithm are chosen
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as the OLSV, R(0)hs will be pretty close to the maximal value, and the algorithm is
unlikely to converge to a local maximum.
6. Least-squares circulant inner product shaping
In the previous sections we discussed various forms of least-squares orthogo-
nalization, which can be viewed as a special case of the more general problem of
constructing least-squares vectors with a specified inner product structure. We may
view the least-squares inner product shaping problem as a Procrustes problem de-
scribed in Section 3, with B = I and a suitable constraint on the Gram matrix Z∗Z.
Problems of this form with different constraints on Z have been studied previously
in the literature [18]. For example, in [2] the authors consider the case where Z is
constrained to have one of the following forms: Nonnegative elements, symmetric
and nonnegative elements, symmetric nonnegative definite (also considered in [25]),
or a specific set of nonzero elements. In [30] the matrix Z is constrained to be normal,
and in [4,17] the columns of Z are constrained to be normalized. The problem of con-
strained inner products corresponding to a constraint on the off-diagonal elements of
Z∗Z has not been previously addressed in the literature.
In this section we consider circulant inner product shaping, in which we seek a set
of vectors {gk, 1  k  N} corresponding to an ST G that minimizes ‖S −G‖2F, and
such that 〈gm, gk〉 depends only on k −m mod N . Then {〈gm, gk〉, 1  k  N} is a
cyclic permutation of {〈g1, gk〉, 1  k  N} for all m, and the Gram matrix G∗G is
circulant.4 We may wish to constraint the values {〈g1, gk〉, 1  k  N}, or we may
choose these values so that the least-squares error is minimized.
6.1. Constrained circulant inner product shaping
We first consider the problem of minimizing
E =
N∑
k=1
〈sk − gk, sk − gk〉 = ‖S −G‖2F (15)
subject to
〈gm, gk〉 = ak−m mod N, (16)
where the sequence {ak, 0  k  N − 1} is specified. The minimizing vectors are
referred to as the cyclic least-squares vectors (CLSV). This terminology will be jus-
tified in Section 6.1.1 where we show that a set of vectors with inner products satis-
fying (16) forms a cyclic set. The CLSV are then derived in Section 6.1.2.
4 A circulant matrix is a matrix where every row (or column) is obtained by a right circular shift (by
one position) of the previous row (or column).
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6.1.1. Cyclic vector sets
Definition 1. Let {gk, 1  k  N} be a set of vectors that span an M-dimensional
subspace V. Then the vectors gk form a cyclic set if gk = Uk−1g1 for 1  k  N ,
where gk is the representation of gk in an orthonormal basis for V, and U is an
M ×M unitary matrix with UN = I.
We note that the choice of basis in Definition 1 is immaterial; if the representation
of gk in some orthonormal basis for V satisfies the required conditions, then the
representation of gk in any orthonormal basis for V will satisfy these conditions
since any two representations are related by a unitary transformation.
Vector sets with circulant inner product structure are conveniently characterized
by the following theorem.
Theorem 2. A set of vectors {gk, 1  k  N} has a circulant inner product struc-
ture if and only if the vectors form a cyclic set.
The proof of this theorem relies on the following well-known result.
Lemma 1. Let G be a set transformation corresponding to vectors {gk, 1  k 
N}. Then G∗G is circulant if and only if the vectors {gk, 1  k  N} correspond-
ing to G = GF are orthogonal, where F is the N ×N Fourier transform (FT) ma-
trix with mkth element Fmk = 1/
√
Ne−j2(m−1)(k−1)/N . In this case 〈gk, gk〉 = Ak,
where Ak =∑N−1l=0 ale−j2(k−1)l/N .
Proof of Theorem 2. Suppose the vectors gk form a cyclic set. Then
〈gm, gk〉 = 〈gm, gk〉 =
〈
Um−1g1,Uk−1g1
〉 = 〈g1, (Um−1)∗Uk−1g1〉.
Since U is unitary, (Um−1)∗ = U1−m and 〈gm, gk〉 = 〈g1,Uk−mg1〉, which depends
only on k −m mod N since Uk−m = Uk−m mod N .
Now, let the vectors gk corresponding to G have a circulant inner product struc-
ture. Then using Lemma 1 we may decompose G as G = QAF∗, where Q is an
ST corresponding to an orthonormal set of vectors qk , and A is a diagonal N ×N
matrix with kth diagonal element
√
Ak . Then gk = Gik = QAF∗ik = QAfk , where
fk denotes the kth column of F∗. From the definition of F, fk = Dkf1 where Dk
is a diagonal matrix with mth diagonal element ej2(m−1)(k−1)/N . We may express
Dk as Dk = Uk−1, where U is a diagonal unitary matrix with mth diagonal element
um = ej2(m−1)/N . Then
gk = QAfk = QAUk−1f1 = QUk−1Af1, (17)
where the last equality follows from the fact that diagonal matrices commute.
Let V denote the M-dimensional subspace spanned by the vectors gk , and K be
the set of indices for which Ak /= 0. Then V is spanned by the M vectors {qk, k ∈
K}. From (17) it then follows that the components of gk in this bases for V are
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the nonzero elements of Uk−1Af1. Thus, gk = U′k−1g1, where U′ is the M ×M
diagonal matrix with diagonal elements um,m ∈ K . Since U′ is a unitary matrix
with U′N = I, the vectors gk form a cyclic set. 
In summary, a set of vectors {gk} has a circulant inner product structure if and
only if the vectors form a cyclic set. In this case the FT matrix diagonalizes the
corresponding Gram matrix. This property is the key element in the derivation of the
CLSV.
6.1.2. Least-squares cyclic set
Our approach to determining the CLSV is to perform a unitary change of
coordinates F so that S is mapped to S = SF and G is mapped to G = GF. Since
F is unitary, ‖S −G‖2F = ‖S −G‖2F. Thus, we may first solve the circulant inner
product shaping problem in the new coordinate system. The CLSV are then
the vectors corresponding to ĜF∗, where Ĝ minimizes ‖S −G‖2F subject to the
constraint
〈gm, gk〉 = Akδkm (18)
with
Ak =
N−1∑
l=0
ale
−j2(k−1)l/N , 1  k  N, (19)
the (k − 1)th coefficient of the DFT of {ak, 0  k  N − 1}, given by (16). Note
that Ak  0 since the sequence ak is nonnegative definite.
Minimization of ‖S −G‖2F subject to (18) is equivalent to the least-squares or-
thogonalization problem with constrained norms, discussed in Section 5.1. Thus
from (6), the optimal orthogonal vectors correspond to
Ĝ = U V∗A, (20)
where U and V∗ are the right-hand unitary set transformation and the left-hand uni-
tary matrix in the SVD of SA = SFA, and A is the diagonal matrix with diagonal
elements
√
Ak , where Ak is defined in (19).
The CLSV that minimize ‖S −G‖2F subject to (16) are gˆk = Ĝik , where
Ĝ = ĜF∗ = U V∗AF∗. (21)
If rank(A)  M , then the vectors gˆk can always be chosen to lie in U.
If the vectors sk are linearly independent and Ak > 0 for all k, then the vectors gˆk
are unique and
Ĝ = SFA(AF∗S∗SFA)−1/2AF∗.
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If the vectors sk are linearly dependent, then the optimal cyclic vectors are
not unique, however their projections onto U are unique and are given by PUgˆk =
PUĜik , where
PUĜ = SFA((AF∗S∗SFA)1/2)†AF∗.
6.2. Unconstrained circulant inner product shaping
We now seek the vectors {gk, 1  k  N} that minimize ‖S −G‖2F subject to
〈gm, gk〉 = ak−m mod N
for some sequence {ak, 0  k  N − 1} where the ak’s are to be determined.
In analogy to the previous section, we may solve this minimization problem by
performing a change of coordinates and solving an optimal orthogonalization prob-
lem in the new coordinate system. However, now the orthogonal vectors are not
norm constrained. Thus our problem reduces to seeking the orthogonal vectors gk
corresponding to G that minimize ‖S −G‖2F subject to
〈gm, gk〉 = 0 for m /= k. (22)
This minimization problem is equivalent to the unconstrained least-squares orthog-
onalization problem discussed in Section 5.2. We may solve this problem using the
iterative algorithm described in Section 5.4. The optimal cyclic vectors are then given
by gˆk = Ĝik , where Ĝ = ĜF∗, and Ĝ is the ST that minimizes ‖S −G‖2F subject to
(22).
We summarize our results regarding least-squares circulant inner product shaping
in the following theorem.
Theorem 3 (Cyclic least-squares vectors (CLSV)). Let {sk, 1  k  N} be a set of
N vectors in a Hilbert space H, that span an M-dimensional subspace U ⊆H.
Let {gˆk, 1  k  N} denote N optimal vectors that minimize the least-squares error
defined by (15) subject to (16). Let S and Ĝ denote the set transformations corre-
sponding to the vectors sk and gˆk, respectively, and let F be the N ×N FT matrix
with mkth element Fmk = 1/
√
Ne−j2(m−1)(k−1)/N . Then:
(1) If the inner products in (16) are given, then let A be the diagonal matrix with
diagonal elements
√
Ak , where Ak is the (k − 1)th coefficient of the DFT of the
sequence ak, and let SFA = U V∗. Then Ĝ can be chosen as
Ĝ = U V∗AF∗.
The corresponding vectors {gˆk = Ĝik, 1  k  N} form a cyclic set and are de-
fined as the cyclic least-squares vectors. In addition,
(a) If rank(A)  M, then the CLSV can always be chosen to lie in U.
(b) If M = N, then
(i) Ĝ = SFA(AF∗S∗SFA)−1/2AF∗;
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(ii) the CLSV are the unique cyclic vectors that minimize the least-squares
error.
(c) If M < N, then the projection of Ĝ onto U is unique and is given by PUĜ =
SFA((AF∗S∗SFA)1/2)†AF∗.
(2) If the inner products are not specified, then Ĝ can be chosen as Ĝ = ĜF∗,
where Ĝ is the set transformation corresponding to an orthogonal set of vectors
that minimize ‖S −G‖2F with S = SF, and can be computed using the iterative
algorithm of Section 5.4.
7. Least-squares permuted inner-product shaping
In this section we seek a set of vectors {gk, 1  k  N} corresponding to G that
minimize ‖S −G‖2F subject to the constraint{〈gm, gk〉, 1  k  N} = P {ak, 0  k  N − 1} for all m, (23)
where P {ak, 0  k  N − 1} is an arbitrary permutation of {ak, 0  k  N − 1}. In
this case, every row (or column) of the Gram matrix of inner products 〈gm, gk〉 is a
permutation of the first row (or column). We refer to such a matrix as a permuted
matrix.
Throughout this section we restrict our attention to real Hilbert spaces.
As in Section 6, we first characterize a set of vectors with a real permuted
Gram matrix. In particular, in Section 7.2 we show that the vectors are geometrically
uniform (GU) [16], and their Gram matrix is diagonalized by a generalized
FT matrix defined on a direct product of cyclic groups. The derivation of the GULSV
is then analogous to the derivation of the CLSV where the generalized FT matrix is
substituted for the FT matrix. Before deriving the GULSV, in the next section we
define the generalized FT.
7.1. Generalized Fourier transform
Let T = G∗G be a real permuted Gram matrix,5 so that each row of T is a permu-
tation of the first row whose elements are labeled by {ak, 1  k  N}. As we now
show, we may regard the matrix T as the multiplication table of an abelian group with
elements A = {ak, 1  k  N} so that akam = Tkm. Indeed, T1m = a1am = am for
1  m  N and consequently a1 is the identity on A. Furthermore, a1 appears ex-
actly once in each row of T so that there is exactly one element am that satisfies
akam = a1 for each ak; this element is the inverse of ak . Finally, akam = Tkm =
Tmk = amak so that multiplication in the group is commutative. We thus conclude
5 The results hold in the more general case in which the Gram matrix G is symmetric so that G = GT .
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that the group A with multiplication defined above as the group operation is an ab-
elian group:A contains the identity, every element has an inverse, and akam = amak
for all m, k.
To define the generalized FT matrix we rely on the well-known theorem (see e.g.,
[3]) that states that every finite abelian group A with N elements is isomorphic 6 to
a direct product A of a finite number of cyclic groups: A∼= A = ZN1 × · · · × ZNp ,
where ZNm is the cyclic additive group of integers modulo Nm, and N =
∏p
m=1 Nm.
Thus every element ak ∈A can be associated with an element a(k) ∈ A of the form
a(k) = (a(k)1 , a(k)2 , . . . , a(k)p ), where a(k)m ∈ ZNm . We denote this one-to-one corre-
spondence by ak ↔ a(k). Because the correspondence is an isomorphism, it follows
that if ak ↔ a(k), am ↔ a(m), al ↔ a(l) and ak = amal , then a(k) = a(m) + a(l),
where the addition of a(m) = (a(m)1 , a(m)2 , . . . , a(m)p ) and a(l) = (a(l)1 , a(l)2 , . . . , a(l)p )
is performed by component-wise addition modulo the corresponding Nm.
The generalized FT matrix Fg over the groupA is defined in terms of the additive
group A [6,28]: The mkth element of Fg is 1/
√
N〈a(m), a(k)〉, where
〈
a(m), a(k)
〉 = p∏
s=1
e−j2a
(m)
s a
(k)
s /Ns .
Here a(m)s and a(k)s are the sth components of a(m) and a(k), respectively, and the
product a(m)s a(k)s is taken as an ordinary integer modulo Ns . We may readily ver-
ify that Fg is unitary. In the special case where T = G∗G is a circulant matrix,
A∼= A = ZN and 〈a(m), a(k)〉 = e−j2mk/N , where m, k ∈ ZN and the product mk
is taken as an ordinary integer modulo N; thus the generalized FT matrix Fg reduces
to the FT matrix F.
To better acquaint ourselves with the concepts introduced, we consider a simple
example. (The same example was given in [6].) Suppose that
T =


a1 a2 a3 a4
a2 a1 a4 a3
a3 a4 a1 a2
a4 a3 a2 a1

 . (24)
We define the group A = {a1, a2, a3, a4} with multiplication table given by the
Gram matrix T:
a1 a2 a3 a4
a1 a1 a2 a3 a4
a2 a2 a1 a4 a3
a3 a3 a4 a1 a2
a4 a4 a3 a2 a1
(25)
6 Two groups A and A′ are isomorphic, denoted A∼=A′, if there is a bijection (one-to-one and onto
map) ϕ :A→A′ satisfying ϕ(xy) = ϕ(x)ϕ(y) for all x, y ∈A.
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If we define the correspondence
a1 ↔ (0, 0), a2 ↔ (0, 1), a3 ↔ (1, 0), a4 ↔ (1, 1),
then this table becomes the addition table of A = Z2 × Z2:
(0, 0) (0, 1) (1, 0) (1, 1)
(0, 0) (0, 0) (0, 1) (1, 0) (1, 1)
(0, 1) (0, 1) (0, 0) (1, 1) (1, 0)
(1, 0) (1, 0) (1, 1) (0, 0) (0, 1)
(1, 1) (1, 1) (1, 0) (0, 1) (0, 0)
(26)
Only the way in which the elements are labeled distinguishes the table of (26) from
the table of (25); thus A∼= A. The FT matrix Fg over A is the Hadamard matrix
Fg = 12


1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

 .
7.2. Least-squares geometrically uniform set
Definition 2. Let {gk, 1  k  N} be a set of vectors that span an M-dimensional
subspace V. Then the vectors gk form a geometrically uniform (GU) set if gk =
Ukg1 for 1  k  N where gk is the representation of gk in any orthonormal basis
for V, and the matrices {Uk, 1  k  N} are unitary, and form an abelian group 7
G.
Note that a cyclic vector set defined in Definition 1 is a special case of a GU
vector set, where Uk = Uk−1 for some unitary U that satisfies UN = I.
Real vector sets with permuted inner product structure are conveniently charac-
terized by the following theorem.
Theorem 4. A set of real vectors {gk, 1  k  N} has a permuted Gram matrix if
and only if the vectors form a geometrically uniform set.
The proof of the theorem relies on Lemma 2 below. The direct part of the lemma
is proved in [6], while the proof of the converse is straightforward and is therefore
omitted.
Lemma 2. Let G be a set transformation corresponding to real vectors {gk, 1 
k  N}. Then G∗G is a permuted matrix if and only if the vectors {gk, 1  k  N}
7 That is, G contains the identity matrix I; if G contains Uk , then it also contains its inverse U−1k = U∗k ;
the product UkUm of any two elements of G is in G; and UkUm = UmUk for any two elements in G.
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corresponding to G = GFg are orthogonal, where Fg is the generalized FT ma-
trix corresponding to the group {ak = 〈g1, gk〉, 1  k  N}. In this case, 〈gk, gk〉 =
Agk , where Agk is the kth component of
√
NFga, and a is the vector of components
ak.
Proof of Theorem 4. Suppose the vectors gk form a GU set generated by the ab-
elian group G of unitary matrices {Uk, 1  k  N}. Then since U∗m = U−1m ,〈
gm, gk
〉 = 〈gm, gk 〉 = 〈Umg1,Ukg1〉 = 〈g1,U−1m Ukg1〉 = a(U−1m Uk),
where a(Uk) = 〈g1,Ukg1〉. For fixed k, the set U−1k G = {U−1k Um,Um ∈ G} is a per-
mutation of G since U−1k Um ∈ G for all k,m [3]. Therefore {a(U−1k Um), 1  m 
N} is a permutation of {a(Uk), 1  k  N}. Consequently, every row of the Gram
matrix G∗G of elements 〈gm, gk〉 is a permutation of {a(Uk), 1  k  N}, which is
the first row of G∗G.
The proof of the converse is analogous to the proof of Theorem 2 with Fg substi-
tuted for F. 
From Lemma 2 we conclude that instead of seeking the GU vectors {gk} corre-
sponding to G that minimize ‖S −G‖2F, we may seek the orthogonal vectors {gk}
corresponding to G that minimize ‖S −G‖2F, where S = SFg . This problem was
discussed in Section 6.1.2. The optimal GULSV then follow from Theorem 3 with
Fg and Ag substituted for F and A, respectively, where Ag is a diagonal matrix with
diagonal elements
√
Agk , and Agk is defined in Lemma 2.
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Appendix A. Maximizing R′(j+1)
hs
Recall that,
R
′(j+1)
hs = (cb11 + sb21)2 + (cb22 − sb12)2
= c2(b211 + b222)+ s2(b221 + b212)+ 2cs(b11b21 − b22b12), (A.1)
where c = cos(θ) and s = sin(θ). Differentiating (A.1) with respect to θ ,
dR′(j+1)hs
dθ
= −2cs(b211 + b222)+ 2cs(b221 + b212)+ 2(c2 − s2)(b11b21 − b22b12)
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= −x sin(2θ)+ 2y cos(2θ), (A.2)
where x = b211 + b222 − b221 − b212, y = b11b21 − b22b12, and we used the relations
c2 − s2 = cos(2θ), 2cs = sin(2θ). Equating (A.2) to 0 yields
x sin(2θ) = 2y cos(2θ). (A.3)
Note that J(r, l, θ) = J(r, l, θ + 2k) for any integer k. Thus it is sufficient to con-
sider solutions θ ∈ (−, ]. If x /= 0, then the solutions to (A.3) are
θ = 1
2
tan−1
(
2y
x
)
. (A.4)
If x = 0 and y /= 0, then the solutions to (A.3) are θ = ±/4. If x = y = 0, then
from (A.1) we see that R′(j+1)hs does not depend on θ , and we choose θ = 0.
Taking the second derivative of R′(j+1)hs with respect to θ yields
d2R′(j+1)hs
dθ2
= −2x cos(2θ)− 4y sin(2θ).
Thus, a solution θ of (A.3) maximizes R′(j+1)hs if
x cos(2θ)+ 2y sin(2θ) > 0,
which for x /= 0 reduces to
x cos(2θ)(1 + 4y2/x2) > 0.
Thus if x /= 0, then θˆ is a maximum of R′(j+1)hs if θˆ has the form (A.4) and cos(2θˆ )
and x have the same sign. Similarly, for x = 0, sin(2θˆ ) and y must have the same
sign. So, for y > 0, θˆ = /4, and for y < 0, θˆ = −/4.
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