Abstract-Being important parts of the superconducting quantum computer, the high-speed arbitrary waveform generator (AWG), ultraprecision dc source, and high-speed digitizer are used to manipulate the qubit. The complexity of an experimental setup increases rapidly as the number of qubits grows. Cumbersome instrument management, distortion of signals, and inefficiency of data transmission are gradually highlighted and become the bottlenecks in scaling up the number of qubits. In addition, fault-tolerant quantum computing has real-time feedback requirements of qubit states. To deal with these challenges, we propose an instrument management software design in this paper. The software maps the resources of separate instruments to a unified virtual instrument, achieving the scalability of the instruments. The processing and correction of signals are deployed on a server, which automatically corrects the distortion of the signals. By designing a multi-threaded mechanism for the AWG and a custom-defined data-link protocol for the digitizer, the efficiency of the software meets the requirements of experiments. Cooperating with the AWG and digitizer, the software provides the real-time feedback capability using an instruction compiler. Thus, the software meets the requirements of superconducting quantum computing, as demonstrated through its application to a 12-bit quantum experiment.
Intel demonstrated its new 49-qubit superconducting quantum test chip Tangle Lake at CES 2018. Meanwhile, highlevel quantum programming languages have been developed, including quantum computation language [3] , Quipper [4] , and OpenQASM [5] . The advent of these quantum programming languages sketches out a picture of the quantum computer [6] . However, there is a gap between quantum programming languages and quantum chips, requiring a software program to handle scalability of instruments, correction of signals, efficiency of operations, and support of real-time feedback.
In superconducting quantum computing, the states of qubits can be controlled through microwave pulse. The hardware setup for qubits steering is shown in Fig. 1 . In our experiment, a qubit needs four independent channels (X, Y, Z, and dc) and two multiplexed channels (I and Q). As the experiment scales from a single qubit to multiple qubits, the number of X, Y, Z, and dc channels increases linearly. As the number of channels increases, it becomes complicated to manage the channels that are distributed over different instruments due to strict timing requirements across the channels and requires a software program to provide a unified interface to support instrument scalability. The Z and dc channels are used to provide the bias condition of the qubit, directly affecting the stability of the qubit spectrum. The X and Y channels are used to control or measure the qubit state. The I and Q channels are used to estimate the state of a qubit. As the operating 0018-9499 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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mode of the in-phase and quadrature (IQ) mixer suggests [7] , the bias of the X and Y channels leads to the leakage of the local frequency, while the imbalance of the gain and phase leads to the leakage of the image frequency. The accuracy of the control signal is related to the microwave detuning, which determines the upper limit of qubit fidelity [8] . Highfidelity qubit manipulation requires a software program to correct the signal distortion. It takes a long time to conduct an experiment in quantum computing. To avoid the software from significantly lowering the experiment efficiency, reducing the time spent by software itself in the whole experiment is an important goal of software design. Physical qubit is very fragile, making it difficult to implement a real quantum computer directly [9] . To enhance the robustness of qubits, fault-tolerant quantum computation is inevitably a fundamental process. Fault-tolerant quantum computing requires changing the sequence of gates dynamically according to the real-time measurement results of ancilla qubits. Since the coherence time of superconducting qubits is currently only a few tens of microseconds, the time required for the feedback of the qubit state must not exceed the order of submicroseconds. Fault-tolerant quantum computing requires both software and hardware achieving real-time feedback of qubit states.
In response to the demands of superconducting quantum computing, Keysight proposed their S5060A solution [10] , in which the digitizer and arbitrary waveform generator (AWG) are based on a field-programmable gate array (FPGA). Both digitizer and AWG support the hardware virtual instrument (HVI), enabling hardware-based timing control. The solution contains three software products: M3602A is used to program the FPGA, M3601A is used to program the HVI, and Labber is used to manage the instruments and experiments. This provides great flexibility from the FPGA programming to the experiment design. Nevertheless, the software needs to be redeveloped for superconducting quantum computing. Zurich Instruments introduced UHFQA, HDAWG, PQSC, and LabOne in their QCCS [11] . HDAWG provides an onboard instruction set to precisely control the waveform timing, while LabOne provides powerful instruction compilation. However, LabOne is just an instrument control software that does not provide the off-the-shelf waveform management functionality for signal correction. BBN developed the QDSP architecture [12] , where readout system is based on the X6-1000M platform and the control system is APS2. APS2 supports an onboard instruction set for timing and feedback control. The instruction running in APS2 is generated using the quantum gate language (QGL). QGL hides the timing control interface and provides a friendly interface for quantum gate programming. Since QGL is a host software, the user needs to configure hardware parameters independently, thus it does not provide consistent services due to lack of unified interface.
Here, we implement virtual instrumentation through software layering and modularization to meet the scalability requirements. To simplify signals optimization, the correction of signals deploys on a server for automation. A well-designed communication scheme is proposed to improve the experimental efficiency. Real-time feedback control is implemented using a compiler to generate dedicated instructions for custom AWGs.
II. SOFTWARE DESIGN

A. Layering and Modularization
In software engineering, the number of man-months increases dramatically as the number of developers grows [13] . Layering and modularization are an effective way to support software scalability. By analogy with classic computers, we summarize the superconducting quantum computer structure as shown in Fig. 2 . The compilation process is responsible for transforming the high-level quantum algorithm into a valid code for a specified architecture. The function of the synthesis process is to convert the architecture-spec code into logical qubit operations. Similar to FPGAs, the implementation process translates qubit operations to hardware control instructions under the constraint of hardware connections. The communication process is used to maximize the data transmission efficiency of the instrument. For the connection process, it is used to optimize the quality of the input and output signal.
Modularization allows different developers to independently maintain the project, which has an advantage when the software becomes complicated. Here, we used client-server (C/S) architecture in the software design. As shown in Fig. 3 , two stand-alone servers called control server and readout server were designed based on the idea of modularization [14] . The waveform generation, calculation, and analysis operations are deployed on two servers. The client can easily access service using the remote procedure call protocol through Manager. Users need only to develop a lightweight client to complete their experiments, meeting the actual requirements of the rapid development of physical experiments. With the data transmission between clients and servers needing to be forwarded by Manager, the transmission of only instructions and calculation results can prevent massive data exchange and reduce the data forwarding pressure of Manager.
B. Control Server
To provide a consistent interface, the resource manager of the control server abstracts a virtual instrument with corresponding resources from AWGs and ultraprecision dc sources regardless of the instruments being physically separated. The virtual instrument has configurable waveform, trigger, and dc output channels. Each channel can be configured individually. The control server provides a waveform processing engine and an instruction compiler. The user only needs to specify the position and type of waveforms on the time axis. The compiler can automatically generate the corresponding instructions.
1) Waveform Engine:
The control server can store a fixed number of waveforms, and we use the index number to address the waveforms. Similar to the arithmetic-logic unit in a central processing unit, the waveform engine can generate functions such as sine, Gauss, and square, as well as provide operations such as addition, multiplication, integration, and differentiation. The waveform engine supports both symbolic and numerical computation. Symbolic computation is implemented based on the GiNaC library. Some operations such as convolutions and integrals are difficult for symbolic computation. Builtin functions were provided to solve these problems. Using this allows generating desired waveforms without calculating frequently used functions every time. The flattop is a builtin waveform, equivalent to the convolution of a Gaussian function with a rectangular pulse.
Automatic transceiver testing in the RF communication field is a mature technology. The testing can be implemented even on a chip [15] , [16] . Unlike the field of RF communication, superconducting quantum field considers not only frequencydomain characteristics but also time-domain characteristics, which usually require high-precision instruments for calibration. Because of the signal channel is fixed, the control server can precisely correct signal with the measurement transfer parameters. As shown in Fig. 4 , several steps are required before outputting the wave after the waveform operations, which are designed to overcome the defects of the signal channel.
When using a rectangular pulse signal to control the flux bias of superconducting quantum interference device, the rising and falling edges of Z signal are important. In a real channel, the output signal will be distorted. We can use finite impulse response (FIR) filter to optimize the edges. The transfer function of the signal channel H ( j ω) can be calculated according to (1) , where w osc (t) denotes the waveform observed on a oscilloscope and w ideal denotes the waveform sent by the software
Distortion of a channel can be mitigated by constructing the inverse transfer function. The time-domain form of the inverse transfer function can be obtained according to (2) . By configuring h (t) to the FIR filter, the server can achieve distortion cancellation
X and Y signals are connected to the IQ mixer to acquire the RF signal. Here, we can configure the FIR filter, delay, and offset of the channel to compensate for the imbalance of gain, delay, and offset. By configuring the parameters of each channel individually, channels for different purposes can be used.
2) Instruction System: Each channel in a custom AWG contains an independent instruction execution system. Instructions and waveforms are stored in the memory of the custom AWG, which provides six types of instructions as listed in Table I . The control server can generate time-determined instructions for custom AWG according to the feedback task to strictly control the experimental timing.
3) Communication: Both AWGs and ultraprecision dc sources use the reliable transmission control protocol/IP to communicate. The maximum data transmission speed of AWGs is only several Mbps, and serial communication is unacceptable when there is a lot of data to transmit. To make good use of network bandwidth, the control server adopts multi-threaded asynchronous communication scheme as shown in Fig. 5 . The control 
C. Readout Server
Similar to the control server, the readout server is used to provide a consistent interface of digitizers. This also provides a virtual instrument. The virtual instrument has signal input channels and trigger input channels with each signal input channel configured individually. 1) Waveform Analysis: As shown in Fig. 6 , the readout server combines the data frames captured from the custom digitizer first. Then it preprocesses data using FIR filters and analyzes the data. Finally, the server outputs a result.
In dispersive measurement [17] , the information of the quantum state is contained in the amplitude and phase of the readout signal. The amplitude and phase can be represented as I and Q obtained by the homodyne algorithm. We can find the threshold between |0 and |1 using the statistical distribution of points (I, Q) on the IQ plane. Finding it is a prerequisite for realizing real-time feedback.
2) Communication: The custom digitizers produce data as fast as 1 Gsps per channel and transmit data through a custom-defined data-link protocol. The frame structure is shown in Fig. 7 . The destination and source fields are the same as in the Ethernet frame. The hexadecimal value of the protocol is 0xAA55, which is compatible with the standard Ethernet protocol and the frame does not interfere with other frames. The frame type field indicates different types of data. The protocol verifies the correctness of the frame data through the cyclic redundancy check and guarantees the integrity of the data using a frame counter. The WinPcap library is used on a server to handle the frame.
III. TEST RESULT
The performance of the waveform engine and the speed of network communication affect the efficiency of an experiment; We tested them on a computer with 16-GB memory, Intel i7-3770k chipset, and ran a Windows 7 operating system. Waveform generation, instruction compilation, waveform calibration, and data analysis are the main functions of the software. These were verified from the perspective of software design. The software was tested using an active reset circuit, which verified the correctness of the waveform generation and instruments timing control. By calibrating the Z signal, the validity of the calibration model was verified.
A. Data Transmission Speed of the Custom Digitizer
To test the data transmission speed of the digitizers, we triggered it to acquire data at the frequency of 5000 times per second. Each time the digitizer was triggered; 23.6 kB of data was sent by it. By providing a 128 MB user buffer space for WinPcap, the readout server could keep working for 8 h without losing a frame when the data transmission speed reached 944 Mb/s in a single Gigabit network interface card. From the high data transmission speed, real-time data collection in some experiments is realized.
B. Data Transmission Speed of the Custom AWG
To test the transmission speed of AWGs, we sent 25.6 MB of data to each AWG and measure the time it took them to complete the task. The test result is shown in Fig. 8 . It can be noticed from the figure that with the increase of AWGs, only a little extra time is required to finish the task. The multi-threaded scheme improves the overall transmission efficiency of the AWGs.
C. Performance of the Waveform Engine
In the experiment of randomized benchmarking of quantum gates [14] , waveforms need to be generated frequently. The time spent on the waveform generation directly affects the efficiency of the experiment. We tested the time it takes to generate waveforms with a waveform length of 6000 samples. The results are shown in Table II .
D. Circuit Timing
In static circuits, the reset of qubits is achieved by natural cooling, which takes several times of the quantum decoherence time. The procedure of resetting qubits can be accelerated by actively measuring the state of the qubits and dynamically steering them based on the results. The active reset circuit is shown in Fig. 9 . First, the readout AWG sends a readout pulse, while the digitizer performs a real-time calculation and distributes the state of the qubits to the control AWG. Then, the control AWG resets the qubits according to the received quantum state. Next, the control AWG performs the experimental circuits and the results are measured. Finally, the entire procedure is repeated multiple times to complete the ensemble measurement.
When the compiler generates instructions, it can automatically insert a delay and zero output into the circuits. The instructions generated for the active reset circuit are listed in Table III. The instrument setup for simulating the active reset circuit is shown in Fig. 10 . We directly connected the XY output of the control AWG to the IQ input of the digitizer in the software test. By setting the state estimator threshold of the digitizer, different qubit measurement results can be simulated. Fig. 11 shows that the digitizer resolves data to the excited state. Then the control AWG sends a pulse to reset the qubit to the ground state. A total of 1536 ns is taken from start of readout waveform to the start of reset waveform, of which 1000 ns is the time of the waveform output, while 536 ns is the simulated feedback time.
E. Wave Correction
An ideal rectangular signal would be distorted when transmitted over a bandwidth-limited channel due to the infinite bandwidth of the ideal rectangular pulse. To reduce the unwanted distortion, a band-limited signal was used instead of an ideal rectangular pulse in the experiment. Flattop is one of the bandwidth-limited signals. As shown in Fig. 12(a) , the ideal flattop waveform was obtained by convolving a Gaussian waveform with a 3-dB bandwidth of 200 MHz with an ideal rectangular pulse with a width of 50 ns. The AWG output the waveform at a sampling rate of 2 Gsps. The waveform acquired by the oscilloscope is shown in Fig. 12(b) . The signal is significantly distorted, resulting in a narrow flat area of the flattop waveform. The calibration result of the flattop is shown in Fig. 12(c) . As seen in Fig. 12(d) , the flat region of the flattop is significantly improved after the correction. 
IV. DISCUSSION
In our software solution, we adopt the C/S architecture and implement a data processing system on a server. All instrument parameters can be centrally set on the server, realizing instrument virtualization. Also, the quality of the signal is guaranteed by calibration. We designed different communication schemes according to different scenarios. For the custom digitizer, we focus on the high data burst rate, while for the custom AWG, the overall communication efficiency is considered. Compared to our software solution, the software presented by Keysight Technology, Zurich Instruments, and BBN Technology have their defects, requiring users to pay extra efforts on instruments management in physical experiments. Suppose that the coherence time of a qubit is 50 μs. For an AWG with a sampling rate of 2 Gsps, a waveform with a duration of 50 μs requires a maximum of 100 000 samples. Through the test results of the waveform generation speed, we can estimate that the waveform generation time does not exceed 2 ms. Providing each sample of the custom AWG has a resolution of 16 bits, we can estimate that the time required to transmit 100 000 samples is approximately 200 ms. For experiments with a repetition interval of 200 μs, repetition count of 5000, and a total time of 1 s, the processing and transmission time of waveforms account for 17% of total experiment time. While we have optimized the overall efficiency of multiple AWGs, there is still room for efficiency optimization. The software has been demonstrated through its application to a 12-bit quantum experiments [18] . In addition to the field of superconducting quantum computing, the software can be used in other fields such as radar where coherent control of many AWGs and digitizers is required. In the future, the software needs to be further developed to provide higher level functionality such as quantum gate operation by adding new servers.
V. CONCLUSION
Scaling up the number of qubits requires new hardware and software. This paper introduced a software design for instrument management, consisting of a readout server and control server which are used to provide a unified interface of instruments to isolate the users from the complex instrument management. The waveform processing unit of the server realizes the generation of waveforms and automation of calibration, which simplifies the optimization of experiments. The data transmission speed of the readout server and control server reaches hundreds of Mbps, which guarantees the overall efficiency. A dedicated compiler is designed for the custom AWGs, and real-time feedback control can be realized through cooperation with custom AWGs and digitizers. Benefiting from this design, the software meets the requirements of superconducting quantum computing and is used in a 12-bit experiment.
