Planning is underway for a possible post-cryogenic mission with the Spitzer Space Telescope. Only Channels 1 and 2 (3.6 and 4.5 µm) of the Infrared Array Camera (IRAC) will be operational; they will have unmatched sensitivity from 3 to 5 microns until the James Webb Space Telescope is launched. At SPIE Orlando, Mighell described his NASA-funded MATPHOT algorithm for precision stellar photometry and astrometry and presented MATPHOT-based simulations that suggested Channel 1 stellar photometry may be significantly improved by modeling the nonuniform RQE within each pixel, which, when not taken into account in aperture photometry, causes the derived flux to vary according to where the centroid falls within a single pixel (the pixel-phase effect). We analyze archival observations of calibration stars and compare the precision of stellar aperture photometry, with the recommended 1-dimensional and a new 2-dimensional pixel-phase aperture-flux correction, and MATPHOT-based PSF-fitting photometry which accounts for the observed loss of stellar flux due to the nonuniform intrapixel quantum efficiency. We show how the precision of aperture photometry of bright isolated stars corrected with the new 2-dimensional aperture-flux correction function can yield photometry that is almost as precise as that produced by PSF-fitting procedures. This timely research effort is intended to enhance the science return not only of observations already in Spitzer data archive but also those that would be made during the Spitzer Warm Mission.
INTRODUCTION
A detector can be considered to be effectively lossy if a pixel, the smallest optically sensitive unit of the detector, internally exhibits a non-uniform response function that has a quantum efficiency variation with an rms dispersion exceeding an arbitrary level of 1%. By this user-centric definition, the detectors in Channel 1 (Ch1) of the Infrared Array Camera (IRAC) instrument 1 onboard the Spitzer Space Telescope are lossy 2, 3 . Near-infrared astronomical cameras based on lossy detectors can have significant systematic errors in the measurement of total stellar flux and position -if stellar images are undersampled as they are in IRAC Ch1. Precision photometric and astrometric analysis of image data from cameras with undersampled lossy detectors is consequently frequently problematical.
This article describes how the precision of stellar photometry from IRAC Ch1 can be significantly improved by compensating the apparent loss of stellar flux through modeling of the image formation process within the detector. Multiple observations of a single bright isolated star observed with the IRAC Ch1 instrument are described in Section 2. These observations are analyzed in Section 3 using circular aperture photometry with the recommended 1-dimensional (radial) pixel-phase aperture-flux correction from the IRAC Data Handbook 3 . A new analysis technique called the Lost Flux Method (a.k.a. MATPHOT with residuals) is briefly described in Section 4 and then applied to the observations. A new 2-dimensional pixel-phase aperture-flux flux correction is presented in Section 5 and then applied to the previously measured raw circular aperture fluxes; we demonstrate how the precision of aperture photometry of bright isolated stars corrected with the new 2-dimensional correction can yield photometry that is almost as precise as that produced by the Lost Flux Method. Conclusions are presented in Section 6.
OBSERVATIONS
This experiment requires multiple IRAC Ch1 observations with small dither offsets of an isolated bright -but unsaturated -star located in the central region of the IRAC Ch1 field of view. We used the following 16 observations, that were obtained during IRAC Campaign R, because they matched our selection criteria.
Sixteen short (0.4 s) exposure calibration observations of the K0-class star PPM 9412 (a.k.a. HIP 83678, 2MASS J17061029+7340149) were obtained * on 2003 October 8 UT (during Campaign R) with Channel 1 (Ch1) of the Infrared Array Camera (IRAC) instrument onboard the Spitzer Space Telescope after all focus adjustments had been completed. The locations of the star on the array were distributed roughly evenly across a 5×6 pixel box near the array center.
CIRCULAR APERTURE PHOTOMETRY: PART 1

Raw Flux Measurements
Circular aperture photometry with a smaller radius of 5 px (0.6 arcsec) and a sky annulus spanning 12 to 20 px was done using the IRAF 4, 5 imexamine task. Figure 1 
Flux Correction of the IRAC Data Handbook
The stellar flux measured from IRAC images depends on exact location where the center of the star falls within the central pixel of the stellar image. This effect, due to the combination of large quantum efficiency variations within individual pixels and the undersampling of the Point Spread Function by the Detector Response Function, is most severe in Channel 1 (3.6 µm) where the correction can be as much as 4% peak to peak 3 .
For a star with a measured Ch1 flux of F , the IRAC Data Handbook 3 recommends the following flux correction,
where the correction factor 2, 3
is a function of the radial distance (pixel phase), in pixel units, from the centroid of the star, located at (x, y), to the middle of the pixel which contains the centroid,
where ∆X ≡ (X − 0.5) − int(X − 0.5) − 0.5 and ∆Y ≡ (Y − 0.5) − int(Y − 0.5) − 0.5 are, respectively, the pixelphase offsets in x and y (for the IRAF pixel coordinate system), as shown in Fig. 2 . The suggested correction for a pixel-centered star ( ρ = 0 px) yields a flux reduction of 2.1% but a corner-centered star ( ρ = 1/ √ 2 ≈ 0.7071 px) yields a flux increase of 1.7%. The (flux-weighted) centroid is computed within a 10-pixel radius from the center of the pixel which contains the centroid. The pixel-phase correction in the IRAC Data Handbook was an average derived from stellar images located all over the array, not just in the center, where the data used in this work were taken; since the best focus is near the center of the array, stellar images averaged over the array will be a little broader, and possibly a little more circular, than the stellar images seen in the center. 
Flux Measurements Corrected Using δ ρ
Applying the recommended radial Ch1 flux correction (δ ρ : Eq. 2) reduces the relative peak-to-peak spread to 3.3% (see FLUX2 (filled circles) in Fig. 1 ). The median and SIQR of FLUX2 is 12862.5 and 79.5, respectively. The relative robust standard deviation of FLUX2 is 0.92%. This is as good as one is likely to do with these observations using the standard calibration procedures recommended by the IRAC Data Handbook.
MATPHOT (MPDZ) PHOTOMETRY: THE LOST FLUX METHOD
The MATPHOT algorithm for precise and accurate stellar photometry and astrometry with discrete (sampled) Point Spread Functions (PSFs) has been described in detail 6 . The current ANSI/ISO C language implementation of the MATPHOT algorithm works with user-provided discrete PSFs consisting of a numerical table represented by a matrix in the form of a FITS image. Position partial derivatives are computed 7 using the following five-point numerical differentiation formula 8 ,
and discrete PSFs are shifted 9 within an observational model using a 21-pixel-wide damped sinc function,
from the zodiac C library written by Marc Buie of Lowell Observatory, which was specifically designed for use with 32-bit floating numbers. Precise and accurate stellar photometry and astrometry are achieved with undersampled CCD observations by using supersampled discrete PSFs that are sampled 2, 3, or more times more finely than the observational data. Although these numerical techniques are not mathematically perfect, they are sufficiently accurate for precision stellar photometry and astrometry due to photon noise which is present in all astronomical imaging observations. The current photometric reduction code ‡ is based on a robust implementation of the Levenberg-Marquardt method of nonlinear least-squares minimization [10] [11] [12] [13] . Detailed analysis of simulated Next Generation Space Telescope observations demonstrate that millipixel relative astrometry and millimag photometric precision should be achievable with complicated space-based discrete PSFs 6 .
A theoretical 5×5 supersampled model 14 of the IRAC PSF in the central region of IRAC Ch1 is shown in Fig. 3 . Although the PSF appears to be reasonable with a linear stretch (left) which emphasizes the bright central core, a log stretch (right) shows the numerous weak higher-spatial-frequency features of this very complicated PSF. Hoffmann derived this PSF from code v § ray-tracing models developed at NASA's Goddard Space Flight Center (GSFC). This PSF was computed with a theoretical Rayleigh-Jeans source spectrum incident on the telescope, then integrated over wavelength after taking the product with the detector response vs. wavelength. 
Each element is the mean RQE (relative quantum efficiency) value, relative to the center of the pixel, over a 0.2×0.2 pixel 2 area. Such a variation in QE across a pixel could be obtained if photogenerated charges originating at a pixel edge are more likely to recombine than charges originating near a pixel center, because they must random walk further before being collected. The QE variation is expected to be symmetrical about the center of a pixel, since the InSb layer is opaque over the bandpasses of Channels 1 and 2.
An experimental version of the MATPHOT stellar photometry code, called mpdz, was developed to simulate and analyze IRAC Ch1 observations 16, 17 . mpdz models the image formation process within IRAC Ch1 by convolving a 5 × 5 supersampled PSF with the above 5 × 5 relative intrapixel QE variation map for IRAC Ch1.
MATPHOT (mpdz) photometry was performed on the 16 observations with the theoretical 5×5 supersampled IRAC Ch1 PSF shown in Fig. 3 . The open diamonds in Fig. 4 show a 5.1% relative peak-to-peak spread in the raw measured stellar flux (FLUX3) values reported by mpdz. The median and SIQR of FLUX3 is 15831.5 and 121.6, respectively. The relative robust standard deviation of FLUX3 is 1.1%. The upper-left image in Fig. 4 shows the central portion of the first IRAC Ch1 observation. The noiseless best-fit model of the observation is shown in the upper-right image. The residuals remaining after the best-fit model is subtracted from the observation are shown in the lower-left image. The lower-right image is the same as the residual image except that all residuals within a radius of 5 pixels from the fitted center of the star have been set to zero. All of these images are displayed with the same negative linear stretch which was chosen to emphasize the faint features of the stellar image. The filled diamonds in Fig. 4 show a much smaller 1.7% relative peak-to-peak spread in the FLUX4 values; these flux values are the combination of the raw measured stellar fluxes (open diamonds) with the sum of all the residuals (positive and negative) within a radius of 5 pixels from the fitted center of the star. The median and SIQR of FLUX4 is 15566 and 57, respectively. The relative robust standard deviation of FLUX4 is 0.54%. Comparing the Lost Flux Method (a.k.a. MATPHOT with residuals) results with the best results obtained with circular aperture photometry with the recommended radial correction, we see that the precision of photometric measurements have improved significantly using the Lost Flux Method. The relative peak-to-peak spread in independent photometric measurements is a factor of 1.9 smaller (1.7% vs. 3.3%); the relative robust standard deviation decreased by a factor of 1.7 (0.92% vs. 0.54%).
We see that although the recorded flux of point sources was corrupted by using lossy detectors with large intrapixel quantum efficiency variations, it is possible to significantly improve the precision of stellar photometry from observations made with such detectors -if the image formation process inside the detector is accurately modeled.
Aperture photometry of stellar observations obtained with IRAC Ch1 can be significantly improved by simply dividing the raw measured aperture flux with the mpdz-computed volume of the Point Response Function (PRF) which is the convolution of the PSF with the discrete Detector Response Function. When the best uncorrected circular aperture flux measurements were divided by the volume of the best-fit PRF computed by mpdz, the photometric precision improved significantly; the resultant relative peak-to-peak spread is just slightly worse than the spread from the Lost Flux Method results 17 . This suggests that aperture photometry from IRAC Ch1 observations could possibly be significantly improved by using a 2-dimensional correction function rather than the radial (1-dimensional) correction function currently recommended in the IRAC Data Handbook.
CIRCULAR APERTURE PHOTOMETRY: PART 2
One hundred twenty-one thousand IRAC Ch1 observations of a single star on a flat background were simulated and analyzed with mpdz. Each stellar observation was simulated using the PSF shown in Fig. 3 ; a star with an intensity of 63096 electrons was located near the center of an field of 60 × 60 pixels on a flat background of 91.01 electrons (e − ) (B true = 100 photons px −1 ) with a readout noise value of σ RON = 3 e − px −1 . mpdz reports the centroid position of the best-fit PRF as well as the intensity-weighted mean centroid of the stellar image -the latter position being the apparent center of the stellar image which generally is not the center of the PSF due to the non-uniform QE response across IRAC Ch1 (Eq. 6). The difference between the intensity-weighted mean centroid of the stellar IRAC Ch1 images and the true centroid of the PSF is a systematic error which may be a significant fraction of the undersampled IRAC Ch1 pixel. The cyan (gray) points of the left graph of Fig. 6 show the difference between the intensity-weighted mean centroid of the 121,000 simulated stellar images and the true centroid of the input PSFs (X 0 , Y 0 ). The red (black) points show the difference between the centroid of the best-fit PRFs and (X 0 , Y 0 ). This graph suggests that the difference between two point sources on any given IRAC Ch1 BCD image may be systematically off by as much as 0.2 px which is 0.24 arcsec on the sky. Figure 7 shows that the intensity-weighted mean centroid errors are separable in x and y. Applying the centroid correction functions δ x (∆X) and δ y (∆Y ), given in Table 1 , to the intensity-weighted mean centroids significantly reduces the centroid errors of the corrected intensity-weighted mean centroids -the centroid errors are now comparable to those estimated by mpdz (see right graph of Fig. 6 ). A new 2-dimensional pixel-phase aperture-flux correction was derived in the following manner. We established a grid of 13×13 points spanning the range of values for ∆X and ∆Y pixel-phase offsets (-0.5 to 0.5) with steps of 1/12 th of a pixel. The median PRF volume, reported by mpdz, of the 121,000 simulated IRAC Ch1 observations found within 1/24 th of a pixel in x and y was determined for each grid point and was then calibrated in the same manner as the recommended radial correction (Eq. 2) by dividing by the value of the median PRF volume of the all of the 121,000 simulated observations (0.908189). The resulting new 2-dimensional pixel-phase aperture-flux correction function, δ xy (∆X, ∆Y ), is given in Table 2 and is shown graphically in Fig. 8 . Correcting the FLUX1 circular aperture fluxes (from Section 3) with the new 2-dimensional pixel-phase aperture-flux correction function, δ xy (∆X, ∆Y ), yields a significant gain in photometric precision over that obtained with the recommended radial correction: the robust relative standard deviation improved by a factor of 1.48 (from 0.92% to 0.62%: see Fig. 8 ). With the new correction, one can now achieve photometric precision with aperture photometry on bright isolated stars that is comparable to the best results produced by PSF-fitting photometric procedures (0.62% versus 0.54%) ! Figure 9 . Photometric precision with circular aperture photometry corrected with the new 2-dimensional pixelphase aperture-flux correction (top) versus the recommended radial correction (bottom).
CONCLUSION
Planning is underway for a possible post-cryogenic mission with the Spitzer Space Telescope. Only Channels 1 and 2 (3.6 and 4.5 µm) of the Infrared Array Camera will be operational at that time; they will have unmatched sensitivity from 3 to 5 microns until the James Webb Space Telescope is launched. The new 2-dimensional pixelphase aperture-flux correction should enhance the science return not only of existing IRAC Ch1 observations in the Spitzer Data Archive but also those that might be made during Spitzer's possible Warm Mission phase which would start around April 2009 after all of the cryogen is depleted.
Current near-infrared detector technology can produce space-based astronomical imagers with non-uniform pixel response functions. Large intrapixel quantum efficiency variations can cause significant loss of stellar flux depending on where a star is centered within the central pixel of an undersampled stellar image. This article showed how the precision of aperture stellar photometry from an existing space-based near-infrared camera with a lossy detector can be significantly improved by compensating the apparent loss of stellar flux by accurately modeling the image formation process within the detector.
