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I. INTRODUCTION
The Hohenberg-Kohn formulation of density functional theory ͑DFT͒ ͑Refs. 1 and 2͒ provides a powerful technique for the accurate computation of the ground state material properties of condensed matter systems. In recent years the development of density functional perturbation theory ͑DFPT͒ ͑Ref. 3͒ has allowed the response of condensed matter systems to a range of perturbations to be calculated within a density functional framework. Notable examples include the calculation of macroscopic dielectric constants in semiconductors such as silicon, 4 phonon spectra, 3 Raman scattering, and nuclear magnetic resonance chemical shift tensors. 5 There is almost no work concerning the application of DFPT to molecular systems; 6 however, the response of molecular systems to perturbations can yield useful physical insights, as well as provide a rigorous testing ground for ab initio calculations. For example, polarizabilities may be determined by computing a system response to an electric field perturbation; these are of intrinsic interest due to their importance in electro-optical experiments, and are important in understanding intermolecular interactions. Similarly, calculating vibrational properties, i.e., the system response to atomic displacements, is useful in helping to understand the nature of the chemical bonds present, in characterizing and identifying molecules via vibrational spectroscopy, and in providing information about chemical reaction pathways.
The 20 naturally occurring ␣-amino acids are obvious candidates for the application of ab initio calculations. As the building blocks of proteins, they are molecules of biological and biochemical interest: understanding their physical behavior is an essential first step in unravelling both the biological functionality of proteins, and in expressing this functionality in terms of quantum mechanics. A body of ab initio work concerning amino acids does exist, [7] [8] [9] [10] [11] but this is con-cerned, in the main, with conformational analyses of only a small subset of these molecules. In this work, we apply DFPT to the amino acids alanine, leucine, isoleucine, and valine, in order to determine their dielectric and vibrational properties. These calculations are compared to finite difference calculations of the same in order to demonstrate the efficiency of the DFPT framework, and its applicability to problems in molecular physics and quantum chemistry. The chemical structures of the four systems under consideration are given in Fig. 1 .
The paper is structured as follows: the following section provides an overview of the theoretical methods involved, while in Secs. III and IV we present the dielectric and vibrational properties, respectively. In Sec V we discuss our results, and draw our conclusions in Sec. VI.
II. THEORY

A. Polarizabilities
It is useful to elucidate the connections between the polarizability tensor and derivatives of the Kohn-Sham energy. If one considers an electric field perturbation, then the molecular Hamiltonian may be written
where ជ is the dipole moment of the molecule and ជ is the applied perturbing field. Evidently
where E is the molecular energy, and ␣ϭx,y,z, where x, y, and z are Cartesian directions. For a molecule, the dipole moment may be written as a function of the applied field
It then follows that one can write
giving a direct link between the polarizability tensor and the second order derivatives of the total energy. One can then calculate the polarizability by two methods: by computing the dipole moment as a function of electric field, and extracting the polarizability tensor components as the proportionality coefficients; or by directly evaluating the second order derivaive of the energy. The former method is the finite difference method. The objective of DFPT is to enable the second order energy, and thus the polarizability, to be evaluated directly.
DFPT presents a number of advantages over finite difference approaches. The finite difference approach, although trivial to implement, is aesthetically unappealing; furthermore, if one calculates the molecular dipole moment at N different field strengths, say, then one needs to carry out 3N single point calculations, in order to obtain the full polarizability tensor. This is in contrast to DFPT, where the full polarizability tensor can be obtained from one calculation, which in terms of computational cost, is comparable to the single point calculation. Thus DFPT is signficantly more efficient. A further advantage is provided by the ease with which, within the DFPT framework, molecular repsonses to mixed perturbations may be considered. This becomes especially significant when we consider the vibrational properties in the following section. DFPT also allows access to quantities that are difficult to determine using finite difference methods: for example, electric fields in crystalline materials can be treated with care using DFPT, but cannot be implemented using finite difference methods. DFPT is thus more powerful and flexible than simple finite difference methods.
B. Vibrational properties
The vibrational frequencies, or normal modes, may be obtained directly from the second order derivative of the Kohn-Sham energy with respect to atomic displacements. In the harmonic approximation, it is assumed that for small displacements from equilibrium, the molecular energy may be expressed as
where ⌬ ␣ is the displacement of atom in direction ␣ from the equilibrium position . It is then easy to show that the vibrational frequencies are obtained from solutions of the eigenvalue problem
where M is the mass of ion , the e(␣)'s are atomic displacement eigenvectors, and is the vibrational frequency.
Displacing an atom in direction ␣ under zero electric field conditions may also cause a change in the polarization of the molecule, i.e., its dipole moment, in direction ␤. This is equivalent to the change in force upon an atom in direction ␣ caused by a macroscopic field applied in direction ␤ with clamped nuclei, and may be described by the coefficient
where ⍀ 0 is the volume of the supercell used in the calculation, and labels the atoms. Such a quantity is referred to as the Born effective charge, and can be used to describe the well-known phenomenon of LO-TO splitting in ionic semiconductors. 12 Here, we will use such a concept as it is physically useful: it yields information on the change in dipole moment under atomic displacements. Further, it is a chargelike quantity derived from the dynamics of the system; as such, it may prove more useful and convenient in assigning charges to atoms in molecules than conventional Mulliken analysis, 13 which is based upon a rather arbitrary partitioning of electronic charge based on atomic orbitals. Given the effective charges and the normal mode eigenvectors, one can calculate IR absorption spectra from the oscillator strength,
where m is the mode of vibration. Calculation of ab initio absorption spectra allows one to unambiguously assign spectral features to particular molecular motions. This allows for transparent interpretation of vibrational spectra, particularly those of complex systems, allowing the use of spectra as molecular ''fingerprints.'' This is important for both medical applications 14 and astrophysics, where the identification of amino acids in the interstellar medium has profound implications for the origin and likelihood of life on other planets. 15 Furthermore, a knowledge of the vibrational spectrum of a molecule allows one to deduce important information about the symmetry and character of the normal modes.
III. COMPUTATIONAL APPROACH
We carry out our calculations within the plane wave pseudopotential ͑PWP͒ code CASTEP. 16 Plane wave basis sets are advantageous for a variety of reasons: they are, in principle, complete, and convergence may be improved by adjustment of one parameter, namely, the cutoff energy; they cover all space equally, and are not biased towards certain chemical bonds; in contrast to localized basis sets, perturbations leave the basis set unaltered, and thus there is no need for the additional complexities of calculating Pulay-type correction terms. They thus provide a natural basis set in which to implement DFPT calculations. Of course, such a basis set requires a periodic system; this though can be imposed artificially by placing the molecule under consideration in a periodic ''supercell;'' provided that the supercell is sufficiently large, interaction between the molecule and its fictitious periodic images will be minimized. In this work a cubic supercell of 10 Å 3 is used; this is found to have sufficient vacuum region to ensure that the energy levels are nondispersive. Plane wave basis sets used in conjunction with the generalized gradient approximation proposed by Perdew and Wang 17 for exchange and correlation are known to provide a good description of hydrogen bonded systems 18, 19 and are thus suitable for high-quality ab initio calculations of molecular properties.
The electronic ground state is determined using a preconditioned conjugate gradients minimizer. The electronic energy levels are nondispersive, and therefore only the ⌫ point need be considered in carrying out integrations over the Brillouin zone. Interactions betwen the valence electrons and the atomic nuclei are treated using norm conserving pseudopotentials with cutoff energies of 1000 eV; such high cutoffs are required because of the presence of oxygen and nitrogen atoms in these systems and ensure convergence to better than 0.001 eV/atom. This adds considerably to the computational effort of the calculations.
Our calculations fall into three distinct stages: first, the geometrical structures at equilibrium are obtained by minimizing all internal degrees of freedom using the well-known Hellmann-Feynman theorem. We then obtain the polarizabilities by finite difference methods, and by application of DFPT. Last, the molecular normal modes and effective charges are determined using DFPT. A thorough discussion of DFPT may be found in Refs. 20 and 21, while an in-depth discussion of our implementation is provided in Ref. 22 .
IV. ELECTRIC FIELD RESPONSE
A. Polarizabilities
In the gaseous phase amino acids are found to be neutral, although both in solution and in the solid state they are commonly found in a so-called zwitterionic form, 7 whereby the amino group gains a hydrogen atom donated by the carboxy group, leading to two oppositely ionized functional groups on the same molecule. Although overall the molecule is still neutral, we shall continue to use the term to describe the nonzwitterionic form. Further, the isolated molecules are known to possess a degree of conformational freedom, whereby a large number of conformers at closely separated energy levels may exist. It is well known 7 that DFT commonly obtains ground state geometries that are at odds with those obtained experimentally.
In order to validate the accuracy and efficicacy of DFPT when applied to molecular problems, we have calculated the polarizability tensors by two independent methods: by DFPT itself, and by finite differences. Finite difference PWP-DFT calculations of molecular polarizabilities have been shown 23 to be capable of yielding values in better agreement with experiment than more traditional quantum chemical methods such as Hartree-Fock with the MP2 level of correlation. They thus represent an appropriate test of the accuracy of DFPT calculations.
As can be seen in Table I , good agreement between the two methods is found not only for the average of the trace but also for individual diagonal components; such agreement is edifying, and demonstrates convincingly that DFPT can obtain molecular polarizabilities. It is likely that errors originate mainly in the finite difference treatment, as one is effectively taking a numerical derivative; the quality of such a result will depend upon the number of points used to evaluate the polarizability. It can also be seen that the agreement is at times much less satisfactory for the off-diagonal elements. This is because the off-diagonal elements, in contrast to the diagonal elements, are obtained via a nonvariational calculation. As such, they will be extremely sensitive to the quality and convergence of the calculation. It should be noted that the DFPT off-diagonal elements are constrained by symmetry, i.e., element ␣␤ is the same as ␤␣. The finite difference calculations do not have such a constraint, and thus, although in general one finds that it is satisfied to within the second decimal place, it is not always. In this case, one can consider the DFPT result to be the more reliable value. In Fig. 2 we show typical curves displaying dipole moment as a function of applied field for alanine.
The first order electronic density gives the linear variation in the electronic density caused by the external perturbing field. In Figs. 3 and 4 the first order densities obtained by DFPT calculations for alanine and valine are shown. We present these as representative of the types of behavior found. The contributions of the carboxy and amino functional groups may be clearly seen; what is equally clear is that these functional groups are not equally polarizable in different molecular environments; we shall now discuss these contributions in more detail, and attempt to elucidate possible connections between molecules in terms of shared geometric and structural factors.
B. Relation to geometric structure
The most noteworthy structural difference between the molecules under consideration is that leucine forms a zwitterion in the gaseous state, in contrast to the other three molecules. The reason for this is connected to intramolecular hydrogen bonds. In the neutral molecules, there is a hydrogen bond that forms between the hydrogen atom of the carboxy group and the nitrogen of the amine group. The bond lengths, and populations as obtained from a Mulliken population analysis, can be seen in Table II . These suggest that the three bonds are of approximately the same strength, which is perhaps not unexpected. These intramolecular bonds will act so as to stabilize this conformer. However, the position of the amine group with respect to the carboxy group in leucine is such that it is not possible to form a hydrogen bond between these two groups of the same strength; this is essentially because the amine group does not lie in the same plane as the carboxy group. Instead, by zwitterionizing, it is possible for the amine group to form two hydrogen bonds, each bond involving different oxygen atoms in the carboxy group. It is thus energetically favorable for zwitterionization to occur. As can be seen in Table II , in leucine these hydrogen bonds are longer, suggesting that they are weaker, a conclusion that is reinforced by the substantially smaller populations of these bonds.
In support of such a hypothesis, we note that for the neutral molecules alanine and valine, a depletion/ augmentation of charge may be seen in the region between the amino and carboxy groups ͓Figs. 3 and 4͑b͔͒, suggesting the existence of a hydrogen bond between these two functional groups. A similar feature is observed for leucine.
For valine, leucine, and isoleucine, the behavior of the electron density appears to be broadly similar in each case, which, considering the zwitterionization of leucine, is an interesting point. Given the geometric similarities between valine, leucine, and isoleucine, this is perhaps expected, but it does suggest that the geometric structure plays a part in helping to determine the electronic response to external fields. Reinforcing this belief is the observation that in alanine, although neutral, as are isoleucine and valine, the electron density response is rather different. This is significant, and suggests that schemes such as that of Bader 24 based upon the partitioning of the molecular polarizability into transferrable environment-and geometry-independent functional group contributions are inappropriate for these molecules.
V. RESPONSE TO ATOMIC DISPLACEMENT
A. Vibrational properties
In Table III , we show the normal mode frequencies and assignments as calculated using DFPT. DFPT is known to provide accurate vibrational frequencies for both crystalline and molecular systems 6, 25 without the necessity for any systematic scaling of the normal mode frequencies. Although one would expect anharmonicity to be important for the large-amplitude, low-frequency modes, along with the -CH, -NH, and -OH vibrations, in practice we calculate the response to infinitesimal displacements, for which the harmonic approximation is adequate. Further, DFPT is a ground state theory, and does not compute the response of the higher excited vibrational states for which anharmonicity would be more important. Based upon this, the accuracy and the reliability of the assignments presented here will be good. It should be borne in mind that when comparing with experimental results, the harmonic approximation may not be valid unless the results correspond to low-temperature measurments. Further, as alluded to above, the ground-state conformers as determined by DFT are often at odds with experimentally determined conformers; this makes direct comparison between experimental and theoretical values of the normal modes difficult. The results presented are therefore predictive rather than comparative. The normal modes may be used to investigate the nature of the intramolecular hydrogen bonds present in these systems. It is interesting to note that in alanine and isoleucine, there are modes in the range 380-465 cm Ϫ1 that correspond to oscillations of the hydrogen bond existing between the amine and carboxy groups. The fact that these oscillations occur in the same frequency range for both molecules suggests that this particular hydrogen bond is of around the same strength in both of these molecules. This is in agreement with the population analysis and bond lengths described in the preceding section. In valine the same oscillatory motions are observed in the frequency range 350-450 cm Ϫ1 . Examining Table II indicates that in leucine, oscillations in this frequency range do not correspond to hydrogen bond distortions, rather they consist of oscillations of the carbon sidechain, although some of these oscillations suggest the existence of a weak hydrogen bond between the hydrogens on the C ␤ atom and the carboxy group. In leucine we observe oscillations of the three-center hydrogen bond between the amine and carboxy groups in the frequency range 198-266 cm Ϫ1 ; this suggests a weaker hydrogen bond than in the neutral molecules, in agreement with our previous discussion. The identification of these hydrogen bonds is consistent with the discussion in the preceding section regarding the reasons for the zwitterionization of leucine.
Knowledge of the normal modes and the effective charges for the molecules under consideration allows the IR absorption spectra to be calculated. In Figs. 5 and 6 we present the spectra of isoleucine and leucine, respectively. The IR-active modes are obtained using the oscillator strengths calculated according to Eq. ͑8͒. A Gaussian thermal FIG. 5. IR absorption spectrum for isoleucine. Thermal Gaussian broadening corresponding to Tϭ300 K. broadening using a Boltzmann factor is then be applied in order to produce a full spectrum. The spectrum for isoleucine is representative of that of the nonzwitterionic molecules, and therefore we only present this one, and discuss its features with regard to those exhibited in the zwitterionic case. It is interesting to note the contrast between this and the spectrum calculated for leucine, which is zwitterionic. Examination of the phonon eigenvectors for the individual peaks allows one to assign peaks to actual atomic motions. The peak at around 3000 cm Ϫ1 corresponds to oscillation of the OuH bond. As expected, no such peak appears for the zwitterion leucine. The large peak present at around 1600 cm Ϫ1 is due to stretching of the CvO bond. This peak does occur for leucine, but it is striking that in this case, a doublet forms, with a slightly smaller, but closely separated peak present. This doublet is due to the oscillation of the bond between the carbon atom and the deprotonated oxygen atom and the CvO bond, and it is thus not surprising that they are almost equally intense. Correspondingly, one would expect that this peak is absent from the spectra of the neutral molecules, and instead, one observes a peak at around 1400 cm Ϫ1 due to the stretching of the CuO bond and ''rocking'' of the OuH bond. This peak is around half as intense as that of the CvO bond stretching. In the zwitterionic case, one observes another strong peak at 1266 cm Ϫ1 ; this is due to simultaneous excitation of the C ␣ uC bond and the carbon-oxygen bonds within the carboxylyic acid group. In the nonzwitterionic case, a peak around half as small is observed at around 1150 cm Ϫ1 corresponding to oscillations of the carbon sidechain, including stretching of the CuO bond.
B. Effective and Mulliken charges
In Table IV , we present the effective charges for the nitrogen and oxygen atoms in each molecule. It is immediately noticeable that all four molecules possess effective charges that display marked off-digaonal components. It is noteworthy that in all cases except leucine, the average effective charges are approximately the same. The off-diagonal components depend upon the orientation of the molecule concerned with respect to the Cartesian axes. This is not constant from moleucle to molecule, and therefore it is only possible to compare the traces meaningfully. It is not entirely surprising, in light of the discussion above regarding the zwitterionization of leucine in the gaseous phase, that leucine displays markedly different effective charges, and that this is particularly true for the nitrogen atom. It is easy to understand this: the effective charge is directly related to the vibrational properties of the molecule, and quantifies how the electronic structure changes under atomic displacement; it is therefore related directly to the chemical bonds present, and in leucine, the nitrogen atom bonds to three hydrogen atoms, rather than two, as is true for the other three molecules. The oxygen atoms also possess effective charges that are closer in value to each other than is the case in the other molecules. Again, this can be explained with reference to the zwitterionization of the moleucle, which results in both oxygen atoms forming double bonds with the C ␣ atom, rather than just one as in the neutral case. These bonds will be identical and thus one would expect to see similar, if not identical, effective charges. In support of this, it should perhaps be noted that in leucine, the nominal charges as calculated by population analysis for both oxygen atoms are almost identical (Ϫ0.69 versus Ϫ0.70); no such agreement is found for the other three neutral molecules.
It is also interesting to note that the nominal atomic charges determined by Mulliken population analysis 13 display a constancy from molecule to molecule. This is suggestive that the electronic structure of each molecule is the same. This is interesting, as it implies that the geometric structure and the sidechain of the amino acid under consideration have minimal impact upon the electronic structure of the molecule, and that further, that this is dictated in main by the functional groups present. It also suggests that zwitterionization does not substantially alter the population of the nitrogen atom involved, but rather only alters the population of the oxygen atom that donates a proton, as discussed above.
Discrepancies exist between the effective charges and the nominal charges. It is instructive to consider these discrepancies and to attempt to understand their origin. The discrepancies are most marked in dealing with the nitrogen atoms, as the effective charge is almost always around half of the value of the nominal charge; for leucine the disagreement is even more marked. Further, the nominal charges show, in all cases, that the nitrogen has more negative charge than the oxygen atoms. This is in agreement with nitrogen being more electronegative than oxygen. It is noticeable though that this trend is not followed by the effective charges, which in all cases show the reverse, that the effective charge of nitrogen is less than that of the oxygen atoms. Of course, it should be understood that such discrepancies may arise from the fact that the effective charge and the nominal charge encapsulate complementary, but different, aspects of the physics involved: the nominal charge is based upon a decomposition of the Kohn-Sham eigenstates into localized atomic orbitals, and as such yields information on the electronic density; the effective charge, on the other hand, yields information on the vibrational properties, and hence chemical bonding of the molecule concerned. The two are not therefore directly comparable, but rather, are more usefully used as complementary techniques. It can therefore be said that the fact that the effective charges for nitrogen are consistently less negative than those of the oxygen atoms present is due to the differences in chemical bonding.
The discrepancies occurring between the nominal charges and the effective charges do raise some interesting questions: often in molecular mechanics simulations, atomic charges obtained from Mulliken population analysis are used. This though relies upon an arbitary partitioning of charge; other partitioning techniques are equally valid. More importantly, perhaps, the results discussed, particularly leucine, seem to indicate that Mulliken population analysis does not always reflect the physics in the system under consideration: examining the nominal charges alone, one would not be able to identify leucine as being zwitterionic, but this does appear to be reflected in the effective charges calculated. Further, the effective charge is obtained from the dynamics of the system: in a simulation where atoms are subjected to external fields, it would perhaps be more appropriate to use effective charges rather than charges obtained from population analyses. This is an interesting point and deserves further investigation.
VI. CONCLUSIONS
We have calculated the dielectric and vibrational properties of the amino acid molecules alanine, valine, leucine, and isoleucine using density functional perturbation theory. We find that the polarizability tensors show good agreement with values determined by finite difference calculations, while analysis of the first order densities indicates that the contri-butions of the various functional groups to the polarizability are influenced by the geometrical structure of the molecule. It would thus seem that the polarizabilities of each functional group are not transferrable, rendering an additive approach to molecular polarizabilties difficult to justify.
The normal modes are broadly similar for the nonzwitterionic molecules, and differ significantly from the behavior observed in the zwitterionic case. This is most clearly seen when one examines the IR spectra for the two distinct cases. In contrast to the dielectric properties, it seems that the most important factor in determining the vibrational behavior is whether the molecule in question is zwitterionic or not; the different chemical bonds present and the resultant differences in the nature of the hydrogen bonding between the two cases result in very different spectra. Given that the normal modes are a direct reflection of the nature of the chemical bonding present, this is not surprising. The differences in the hydrogen bonding explain the zwitterionization of leucine.
We have also considered the use of the effective charge as a measure of the charge possessed by the constituent atoms of each molecule, and compared this to charges derived from Mulliken population analysis. We have found that the Mulliken charges are approximately constant from molecule to molecule, independent of zwitterionization; thus it seems to fail to reflect changes in electronic structure upon zwitterionization that one would perhaps expect. The effective charges do show a marked change upon zwitterionization, which reflects the different chemical bonds formed. It seems that agreement between the two is not always obtained, probably because each is obtained from different physics.
Understanding the properties of individual molecules is a necessary prerequisite for understanding the properties of molecular crystals. It is hoped that this work will form the basis of a study of the behavior of the amino acids in the solid state, in order to attempt to elucidate the connections between the two. ACKNOWLEDGMENT P.R.T. would like to acknowledge the financial assistance of the EPSRC.
