This paper develops and analyses numerical approximation for linear-quadratic optimal control problem governed by elliptic interface equations. We adopt variational discretization concept to discretize optimal control problem, and apply an interfaceunfitted finite element method due to [A. 
Introduction
Many optimization processes in science and engineering lead to optimal control problems governed by partial differential equations (pdes). In particular in some practical problems, such as the multi-physics progress or engineering design with different materials, the corresponding controlled systems are described by elliptic equations with interface, whose coefficients are discontinuous across the interface.
Let's consider the following linear-quadratic optimal control problem governed by elliptic interface equations: Here Ω ⊆ R d (d = 2, 3) is a polygonal or polyhedral domain, consisting of two disjoint subdomains Ω i (1 ≤ i ≤ 2), and interface Γ = ∂Ω 1 ∩ ∂Ω 2 ; see Figure 1 for an illustration. y d ∈ L 2 (Ω) is the desired state to be achieved by controlling u through interface Γ, and α is a positive constant. a(·) is piecewise constant with a| Ωi = a i > 0, i = 1, 2.
[y] := (y| Ω1 )| Γ − (y| Ω2 )| Γ is the jump of function y across interface Γ, ∇ n y = n · ∇y is the normal derivative of y with n denoting the unit outward normal vector along ∂Ω 1 ∩ Γ, f ∈ L 2 (Ω), g ∈ H 1/2 (Γ), and u a , u b ∈ H 1/2 (Γ) with u a ≤ u b a.e. on Γ.
(1.4)
The choice of homogeneous boundary condition on boundary ∂Ω is made for ease of presentation, since similar results are valid for other boundary conditions. For elliptic interface problem, the global regularity of its solution is often low due to the discontinuity of coefficient a(·). The low global regularity may result in reduced accuracy for its finite element approximations [1, 55] , especially when the interface has complicated geometrical structure [29, 40] . Generally there have two categories in literature to tackle this difficulty, i.e. interface(or body)-fitted methods [2, 7, 15, 28, 46, 33, 56, 11, 59, 16] and interface-unfitted methods. For the interface-fitted methods, meshes aligned with the interface are used so as to dominate the approximation error caused by the non-smoothness of solution. In practice, it is usually difficult to construct such meshes, especially in threedimensional problems.
In contrast, the interface-unfitted methods, with certain types of modifications for approximating functions around interface, do not require the meshes to fit the interface, and thus avoid complicated mesh generation. For some representative interface-unfitted methods, we refer to the extended/generalized finite element method [42, 43, 44, 51, 5] , where additional basis functions characterizing the singularity of solution around interface are enriched into the approximation space, and the immersed finite element method (IFEM) [36, 12, 35, 17, 37, 23, 38] , which uses special finite element basis functions satisfying the interface jump conditions in a certain sense.
In [20] an interface-unfitted finite element method based on Nitsche's approach [45] was proposed for elliptic interface equations. In this method, piecewise linear cut basis functions around interface are added into the standard linear finite element space, and corresponding parameter in the Nitsche's numerical fluxes on each element intersected by interface are chosen to depend on the relative area/volume of the two parts aside interface. This method was later named as CutFEM in [21, 10, 13, 49] . In fact, this method can be viewed as an extended finite element method combined with Nitsche's approach, which is also called as Nitsche-XFEM [3, 32] . As shown in [20] , the CutFEM yields optimal order convergence, i.e. second order convergence in L 2 -norm on a non-degenerate triangulation. For optimal control problem governed by elliptic pdes with smooth coefficients a(·) and with the control u acting in whole domain Ω or on boundary ∂Ω, a lot of finite element methods have been studied; see, e.g. [4, 34, 25, 6, 41, 24, 14, 47, 31, 48, 18, 54, 57, 47] . However, there are limited literature on the numerical analysis for optimal control problems governed by elliptic interface equations. [58] developed a numerical method, based on the variational discretization concept (cf. [25, 26] ), for the case of distributed control, i.e. control u acting in Ω through
where the IFEM is applied to discretize the state equation with homogeneous interface jump condition [a∇ n y] = 0, on Γ.
Optimal error estimates were derived for the control, state and co-state on uniform triangulations. We note that it is usually difficult to extend the IFEM to the case of non-homogeneous interface conditions [22, 19, 30] . [53] investigated hp-finite elements for the model problem (1.1)-(1.3) on interface-fitted meshes, and didn't give optimal convergence rates for the state and control in L 2 norm. In this paper, we'll also adopt the variational discretization concept to discretize the optimal control problem (1.1)-(1.3), and apply the CutFEM on interface-unfitted meshes for the state and co-state equations. Optimal error estimates in both L 2 norm and a meshdependent norm will be derived for the optimal state, co-state, and control under different regularity assumptions.
The rest of this paper is organized as follows. In Section 2, we give some notations and optimality conditions for the optimal control problem. Section 3 sketches the CutFEM briefly, then complements error estimates of the CutFEM in fractional Sobolev space H 3/2 . In Section 4, we firstly give the discrete optimal control problem and its optimality conditions, then derives error estimates for the state ,co-state and control of the optimal control problem. Finally, Section 5 provides numerical examples to verify our theoretical results. 
Notation and optimality conditions
, with the standard L 2 -inner product (·, ·) Λ . We also need the fractional Sobolev space
The weak formulation of state equation (1.2) reads:
Where a(y, w) := (a∇y, ∇w) Ω .
In order to get convergence order of finite element methods, let's make the following regularity assumptions for above interface equations.
Here and in what follows, we use "ā b " to denote that, there is a generic positive constant C, independent of the mesh parameter h and the location of interface relative to the mesh, such that "ā ≤ Cb. "ā ≈b" means "ā b ā". For the boxed control constraint
by standard optimality techniques, we can easily derive existence and uniqueness results and optimality conditions for the optimal control problem.
Lemma 2.1. The optimal control problem (1.1)-(1.3) admits a unique solution (y * , u * ) ∈ H 1 0 (Ω) × U ad , and the equivalent optimality conditions read: find (y
Proof. For the sake of completeness, we give a brief proof. For u ∈ L 2 (Γ), the weak problem (2.1) admits a unique weak solution y = y(u). Let's introduce a reduced functional J(u) := J(y(u), u). Then the existence and uniqueness of u follow from thatJ(·) is strictly convex and continuous in U ad . The equations (2.2)-(2.4) are necessary conditions for the optimal control problem (1.1)-(1.3). And, from the convexity of J(·), they are also sufficient conditions (cf. [39, 52] 
Remark 2.3. The variational inequality (2.4) means that
Lemma 2.2. Assume that (1.4) holds, and let (y * , u * ) ∈ H 1 0 (Ω) × U ad be the solution to the optimal control problem (1.1)-(1.3). Then, under the assumption (R2), we have
, and
As the control constraint in U ad is a boxed one with u a , u b ∈ H 1/2 (Γ), we obtain u * ∈ H 1/2 (Γ) (cf. [52] ).
CutFEM for state and co-state equations
We know that the optimal state y * and co-state p * of (2.2)-(2.4) can respectively be viewed as solutions to the following two interface problems.
Find
Cut finite element schemes
Let T h be a shape-regular triangulation of Ω consisting of open triangles/tetrahedrons, and mesh size h = max K∈T h h K , where h K denotes the diameter of K ∈ T h . We mention that T h is independent of the location of interface, and elements of T h fall into the following three classes:
For element K ∈ G h , which is called as interface element, let's set
and denote by Γ K,h the straight line/plane connecting the intersection between Γ and ∂K.
For ease of discussion, we make the following assumptions on T h and Γ (cf. [20, 49] ).
(A1). For K ∈ G h and an edge/face F ⊂ ∂K, Γ ∩ F is simply connected.
(A2). For K ∈ G h , there is a piecewise smooth function δ which maps Γ K,h to Γ K .
Remark 3.1. Assumptions (A1)-(A2) are easy to satisfy. In R 2 , (A1) means that the interface Γ intersects each edge of interface element K ∈ G h at most once. And (A2) means that the part of interface Γ contained in each interface element K ∈ G h is piecewise smooth. Now let's introduce finite dimensional spaces, for i = 1, 2,
, and φ| ∂Ω∩∂Ωi = 0},
and define two functions κ 1 , κ 2 on Γ by
where |K i | and |K| denote the area/volume of K i and K respectively. It is evident that
For φ ∈ V h , we set φ i := φ| Ωi for i = 1, 2, and
Then the cut finite element schemes for (3.1) and (3.2) are described respectively as follows:
The modified bilinear form a h (·, ·) is given by
and the stabilization parameter λ is taken as
with the constant C > 0 sufficiently large.
Let's introduce a mesh-dependent semi-norm ||| · ||| in H 3/2 (Ω 1 ∪ Ω 2 ) with
where
It is easy to see that ||| · ||| is a norm on V h and it holds
Then we have the following boundedness and coerciveness for the bilinear form a h (·, ·) (cf. [20, Lemma 5] ):
In addition, if C of (3.6) is chosen to be sufficiently large, then
As shown in [20, lemma 1] , the schemes (3.4)-(3.5) are consistent with respect to the weak solutions y * , p
2) respectively in the following sense: for w h ∈ V h , we have
From [20] , the following results of existence, uniqueness, and error estimates hold:
be the solutions to continuous problems (3.1)-(3.2) respectively. If C of (3.6) is chosen to be sufficiently large, then (i) The discrete scheme (3.4) admits a unique solution y h ∈ V h such that
(ii) The discrete scheme (3.5) admits a unique solution p h ∈ V h such that
Remark 3.3. We note that the error estimates in above lemma require that y * , p * ∈ H 2 (Ω 1 ∪ Ω 2 ). For y * , this means that g + u * ∈ H 1/2 (Γ) (cf. [20] and the assumption (R2)). In next section, we'll derive estimates under mild regularity assumptions, say y * , p * ∈ H 3/2 (Ω 1 ∪Ω 2 ).
Alternative error estimates of CutFEM
(Ω) be the extension operators satisfying that, for w ∈ H 
w| K is linear , ∀K ∈ T h , and w| ∂Ω = 0} denote the Scott-Zhang interpoation operator [50] . Then for K ∈ T h and m = 1, 2, we have
(Ω), j = 0, 1 where S K := interior{∪T : T ∈ T h ,T ∩K = ∅}. Thus, by using the real interpolation method (cf. the proof of [8, Theorem (14.3. 3)]), it's easy to get estimation
Now we construct an interpolation operator I * h :
In light of (3.15)-(3.17) and the trace inequality, we have
Similarly, we obtain
Together with above three estimations we yield the desired conclusion.
In view of the above lemma, we can obtain the following error estimates for the cut finite element schemes (3.4)-(3.5) under milder regularity requirement.
Theorem 3.1. Under the assumption (R1), let y * , p
Proof. 
whose equivalent weak problem reads:
Then by the assumption (R1), we have z ∈ H Let z h ∈ V h denote the CutFEM approximation of z, which means that
Similar with (3.19), we derive that
In (3.23) with y * ∈ H 1 0 (Ω) as the test function we have a(z, y
With the consistency (3.10) we have 27) Together with (3.24), (3.26) , the interface conditions [z]| Γ = 0, and the boundedness (3.8), we have 
be the solutions of continuous problems (3.1)-(3.2) respectively, and y h , p h ∈ V h be the solutions of discrete schemes (3.4)-(3.5) respectively. Then for s = 3/2, 2, we have
Proof. It suffices to show (3.28), since (3.29) follows similarly. We'll also use Nitsche's technique. Let z be the weak solution of following interface problem
Whose weak formulation reads:
Let z h ∈ V h denote the CutFEM approximation of z, which means z h satisfies 
By the consistency (3.10) we have 
This inequality, together with (3.12), (3.21) and the estimation (3.32), yields
This completes the proof.
Discrete optimal control problem 4.1 Discrete optimality conditions
With variational discretization concept (cf. [25, 26] ), the optimal control problem (1.1)-(1.3) is approximated by the following discrete optimal control problem min
where y h = y h (u) satisfies
Similar to the continuous case, it holds the following existence and uniqueness result and optimality conditions. Lemma 4.1. The discrete optimal control problems (4.1)-(4.2) admits a unique solution (y * h , u * h ) ∈ V h × U ad , and its equivalent optimality conditions read:
Remark 4.1. Actually the discrete optimal control u * h ∈ U ad is not directly discretized in the objective functional (4.1), since U ad is infinite dimensional. In fact, the variational inequality (4.5) implies that u * h is implicitly discretized through the discrete co-state p * h and the projection P U ad (cf. (2.5)) with
as is one main feature of the variational discretitization concept.
Error estimates
Firstly let's show that, the errors in L 2 -norm or ||| · |||-norm between (y * , p * , u * ) and (y * h , p * h , u * h ), which are the solutions of continuous optimal control problem (2.2)-(2.4) and discrete optimal control problem (4.3)-(4.5) respectively, is bounded from above by the errors between (y * , p * ) and (y h , p h ), which are the solutions of (2.2)-(2.3) and discrete schemes (3.4)-(3.5) respectively. 
where y h , p h ∈ V h are the cut finite element solutions of discrete schemes (3.4)-(3.5) respectively.
Proof. We firstly show (4.6). By(3.4)-(3.5) and (4.3)-(4.4) we get
From (2.4) and (4.5) it follows
Adding the above two inequalities and using (4.12), we obtain
which implies the desired conclusion (4.6). Secondly, let us show (4.7). From (3.7), (3.9), and (4.11), we have
which, together with the triangle inequality, leads to the estimate (4.7). Thirdly, let us show (4.8). From (3.9), (4.10), the trace inequality, and (3.7), we obtain
which, together with the triangle inequality, yields (4.8).
Finally, let us show (4.9). From (3.9), (4.11), and (3.7), we get
which, together with the triangle inequality, indicates (4.9).
Based on above theorem, with the help of (3.11)-(3.14), (3.19)-(3.22) and (3.29), we can immediately obtain the following main results of optimal error estimates.
be the solutions to the continuous problem (2.2)-(2.4) and the discrete problem (4.3)-(4.5), respectively. Then we have, for s = 2,
14)
and for s = 3/2,
Numerical results
We shall provide several 2D numerical examples to verify the performance of the proposed finite element method. Because the variational inequality (4.5) is just equivalent to a projection, we shall simply use the fixed-point iteration algorithm to compute the discrete optimality problem (4.3)-(4.5).
Algorithm

Initialize u
h , else i = i + 1, and go back to Step 2.
Here u 0 is an initial value, Tol is the tolerance, and MaxIte is the maximal iteration number. This algorithm is convergent when the regularity parameter α is large enough (cf. [27] ).
In all numerical examples, we choose Ω ⊆ R 2 to be a square, and use N × N uniform meshes with 2N 2 triangular elements.
Example 5.1. Segment interface.
Take Figure 2 ) with a segment interface
, and set
Let y d , f, g be such that the optimal triple (y * , p * , u * ) of optimal control problem (2.2)-(2.4) is defined as follows We compute the discrete schemes (4.3)-(4.5) with the regularity parameter α = 1, 0.0001 and the stabilization parameter C = 50, 1000. We note that, from (3.10), C is required to be sufficiently large to keep the coerciveness of a h (·, ·). Tables 1-4 show the history of convergence for the optimal discrete triple (y results (4.13)-(4.14), and yields second rates of convergence for y * − y * h 0 , u * − u * h 0,Γ and p * − p * h 0 , which are better than the theoretical order 3/2. We can also see that, without using interface-fitted meshes and adding into the approximation additional basis functions characterizing the singularity around the interface, the P 1 -FEM is not able to attain optimal convergence. Figure 3 ) with a polygonal line interface
And set 
Notice that y We compute the discrete schemes (4.3)-(4.5) with the stabilization parameter C of (3.6) as C = 50. Table 5 shows the history of convergence for the optimal discrete triple (y * h , p * h , u * h ). From the numerical results, we can see that the CutFEM shows higher order rates of convergence than the theoretical results (4.15)-(4.16) (with s = 3/2) for all the error terms. We note that our numerical results are also better than those in [53, Table 1 and Table 2 Since the interface Γ is of complicated shape, it is difficult to give the explicit expressions of the optimal triple (y * , p * , u * ). We compute the discrete schemes (4.3)-(4.5) with the stabilization parameter C = 50 and 1000. Let y * h, 50 and y * h,1000 denote the CutFEM approximations of state y with C = 50 and C = 1000, respectively. Also let p * h,50 and and p * h,1000 denote the CutFEM approximations of co-state p with C = 50 and C = 1000, respectively.
In Figures 5-6 , we give the optimal discrete states y * h,50 , y * h,1000 , and the discrete costates p * h, 50 , p * h,1000 on 64 × 64 mesh. Figure 7 demonstrates the difference y * h,1000 − y * h, 50 and p * h,1000 − p * h,50 on 64 × 64 mesh. These figures show that the numerical interfaces are distinct for both the state and co-state and accord with the interface of the equations. Once again we find that, a large C may affect the numerical results slightly. 
