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Abstract
Since composite materials have been developed, many types of materials (e.g. carbon
ﬁbre, carbon nanotubes (CNTs)) can be embedded in a standard matrix in order to
obtain materials with enhanced physical properties. To investigate enhanced proper-
ties of nano-composites, not only mechanical properties but also electrical properties
should be taken into account. Furthermore, at the nano-scale, covalent forces between
atoms play a crucial role in their behaviour. This thesis is focused on eletromechanical
eﬀects (i.e. piezoelectricity and ﬂexoelectricity) and the size eﬀect in micro/nano ma-
terials. The aim is to implement continuum modelling solutions for nonlocal/gradient
elastic problems in which size eﬀect plays a signiﬁcant role in material behaviour. The
FEniCS Project is used to provide a novel tool for automated solutions of partial diﬀer-
ential equations (PDE) by the ﬁnite element method. In particular, it oﬀers signiﬁcant
ﬂexibility with regards to discretization choices for triangular elements. When imple-
menting a nonlocal/strain gradient elastic framework using FEniCS, a weak form of the
gradient elasticity derived from the Principal of Virtual Work (PVW) is required. Due
to the fourth order PDE in term of displacements in the gradient elasticity, C1 contin-
uous elements (e.g. Hermitian ﬁnite element) are usually required. However, to avoid
the use of C1 continuous elements, an equivalent mixed-type ﬁnite element formula-
tion is considered. To investigate the material behaviour, strain gradient ﬁnite element
formulations based on a mixed variational approach are used. Numerical results are
compared with analytical solutions or experimental data to conﬁrm the convergence
and accuracy of the simulations. To extend the capability of the implementation to
allow the modelling of nanocomposites eﬃciently, Extended Finite Element Method
(XFEM) is introduced. By increasing mesh density only around the discontinuities,
the resulting program runs faster than if a ﬁner mesh had been used everywhere, with
the additional beneﬁt that more accurate results are obtained.
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Preface
The aim of this thesis is to develop material simulation tools based on strain-gradient
theory in which size eﬀects play an essential role. This type of model is required to
simulate micro- or nano-composite materials. These types of material have become
increasingly important in many engineering applications, yet models based on classical
theories do not provide suﬃciently accurate results.
In chapter 1, an introduction to nanomaterials and the multiscale simulations currently
used to model them are given. In chapter 2, the theories of strain gradient elasticity
and eletromechanical phenomena, in particular piezoelectric and ﬂexoelectric eﬀects,
are explained. The ﬁnite element method is introduced in chapter 3.
In chapter 4, implementations and results of strain gradient theory using mixed ﬁnite
element formulation are shown and compared with analytical solutions.
In chapter 5 and 6, nanocomposites are investigated. Numerical results will be com-
pared will analytical solutions and experimental data. To extend the capabilities of the
implementation to enable the calculation to run more eﬃciently, Extened ﬁnite element
method is used.
In chapter 7, eletromechanical eﬀects in composites are considered. An implementation
combining the size eﬀects and electromechanical eﬀect is presented.
14
Published Work
  Phunpeng V, Baiz P. M. and Pinho S. T., Numerical analysis of piezoelectric
functionally graded beams, Proceedings of the 20th UK National Conference of
the Association for Computational Mechanics in Engineering, 26th − 28th March
2012, University of Manchester, UK.
  Phunpeng V. and Baiz P. M., Mixed ﬁnite element formulations for strain gradient
elasticity in FEniCS, Proceedings of the 22nd UK National Conference of the
Association for Computational Mechanics in Engineering, 2nd-4th April 2014,
University of Exeter, UK.
  Phunpeng V. and Baiz P. M., Mixed Finite Element Formulations for Strain-
Gradient Elasticity Problems using the FEniCS Environment, Finite Elements in
Analysis and Design. (Review opinion accepted)
Chapter 1
Introduction
Cutting edge composite material technology is becoming increasingly dependent on
nanosize particles and/or nanostructural systems. Nano-scale systems are now com-
monly embedded into standard matrices in order to obtain materials with enhanced
physical properties. Carbon nanotubes (CNTs) are an example of such nano-scale
structures, about which a great deal of research has been carried out in order to inves-
tigate their properties and potential applications. Other nano scale aggregates that are
being used in state of the art composite technology include Nanoclays and Graphene.
To study nanostructural systems or nanocomposites, classical (local) continuum theo-
ries tend to be inadequate (see Figure 1.1), due to the fact that local theories do not
account for micro/nano structural length scales of the material. Traditional or local
elasticity theory considers that stresses at a point are a function of the strains at the
same point (bonding forces between atoms are not considered). This assumption is
valid for most continuum/macro scale simulations but in general it does not hold for
micro/nano scales. To study the issue of scale dependencies, theories which consider the
material behaviour at a point as a function of the deformation of the local surroundings
have been proposed, these are usually referred to non-local or strain gradient theories.
Non-local theories state that the stress at a point depends on the strain at all points
in the continuum body [34, 79]. There has been a great deal of research carried out
into non-local elastic theories [34, 35, 36, 37, 94] and gradient theories [58, 79, 122],
16
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Figure 1.1: Dispersion relation of longitudinal wave in the armchair (10,10) single walled nan-
otube. The curve predicted by the local (classical) shell model (’nonlocal parame-
ter’, eo = 0) and nonlocal shell models are indicated [109]. The local theory clearly
disagrees with the atomistic data at high momenta.
since these could provide an eﬃcient way to account for important size eﬀects. To
study the size eﬀects in micro/nano composite materials, non-local/strain gradient
theories currently represent one of the most attractive options as they provide a strong
theoretical interpretation that converges to standard behaviours (i.e. at the macro-
scale, non-local/strain gradient theories seamlessly converge to the standard classical
elasticity theory).
This thesis aims to develop simulation tools that will help the understanding of the size
eﬀect and the strain-gradient eﬀect on micro/nano structures. Methods that have been
used to investigate the properties will be shown. Before going deeply into the strain
gradient theories, the deﬁnition of common nanostructures is given. It will be shown
that the application of strain gradient theory and XFEM to composite, piezoelectric and
ﬂexoelectric materials and materials with weak discontinuities produces more accurate
results than standard theories and at a lower computational cost.
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1.1 Nanostructures
Nanostructure is the term that typically describes structures of materials at the nano-
scale. Nanostructure becomes important to a material’s properties when the material
thickness/width is shorter than about 100 nm. At this scale size eﬀects could play an
essential role in a material’s physical behaviour. Examples of nanostructural systems
include systems composed of graphene sheets or carbon nanotubes, which are currently
used in order to enhance material properties of engineering scale structures. Since
the development of nanostructures, such as carbon nanotubes (CNTs), a great deal of
research has been carried out in order to determine their properties and potential appli-
cations. Graphene and CNTs have gained a large amount of interest due to their excep-
tional properties, such as an extremely high Young’s modulus and ultimate strength,
as well as high electrical and thermal conductivity [96, 98]. Their physical properties
are excellent, with high ﬂexibility and low mass density. Unsurprisingly, graphene or
CNTs are currently being embedded in polymers in order to improve their mechanical,
electrical, and thermal properties (among others). However, to fully investigate the en-
hanced properties of nano-composites, eﬃcient (fast and accurate) modelling strategies
are necessary. These new modelling strategies will need to converge with both classical
continuum ﬁnite element models as commonly used in engineering and with atomistic
models as used by physicists. Nonlocal/gradient continuum theories that couple elec-
trical and mechanical ﬁelds are an example of such a theory that could provide an
eﬃcient way to account for important scale eﬀects. This thesis is focused on the de-
velopment of continuum ﬁnite element models of nanostructures using nonlocal/strain
gradient theories. Potential applications of these nonlocal/gradient continuum models
include: advantages of CNTs embedded in composite materials (nanocomposites) in
order to develop advanced/smart structures (materials with enhanced electrical, me-
chanical and thermal properties); and design of Micro and Nano Electro Mechanical
Systems (MEMS-NEMS). The thesis is focused on electromechanical coupling and the
size eﬀect.
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Figure 1.2: Multi-scale material simulation techniques corresponding to length and time scales.
At the lowest length and timescales Quantum mechanical methods are used, but
these are diﬃcult to extend to systems with more than a handful of atoms. At
macroscopic length scales continuum theories such as the Finite Element Method
are used with great success, but these break down at smaller length scales. Between
these two extremes other techniques can be used, such as Quasi-continuum and
Molecular Dynamics.
1.2 Multiscale material simulations
There are several techniques for simulating materials, each of which is appropriate at
a diﬀerent length and time scale. At each length scale material phenomena are totally
diﬀerent due to the diﬀerent eﬀects playing an essential role. Depending on ﬁelds
and/or authors it would be possible to describe many diﬀerent scales, theories and
techniques for material simulations. For simplicity four diﬀerent simulation techniques
corresponding to length and time scales are viewed in Figure 1.2 and these are brieﬂy
explained in the following subsections.
1.2.1 Macro-scale: Finite Element Method (FEM)
At the macroscale, the objects being considered are much larger than the De Broglie
wavelength of their constituent atoms. The size is millimetric and larger. At these
scales the object can be assumed to be a homogeneous or continuum medium. This
length scale is widely used in engineering problems in the framework of standard ﬁ-
nite element method. At these scales classical/local continuum theories often provide
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excellent agreement with experimental results.
1.2.2 Meso-scale: Coarse grained models (CGM)
The Meso-scale refers to objects in the in micrometre/nanometre range. At this scale
the interactions between atoms can begin to play an important role. Approaches such
as Coarse Grained Monte Carlo or the Quasi-continuum method of Tadmor [75] have
been used in the past years to simulate objects at this scale. Other increasingly popular
techniques currently used to analyse this scale are nonlocal theory [37], strain gradi-
ent elasticity, micropolar (Cosserat) elasticity and couple stress theories [28]. Unlike
the local theories, these higher-order continuum theories contain material length scale
parameters that relate to the characteristic length scales of the material. These al-
low ﬁnite size eﬀects to be taken into account. Additionally, the nonlocal elasticity
constitutive equation of nonlocal theory takes account of the fact that the stress at
a point in a continuum body depends on the strain at all points in the whole body.
Murmu and Pradhan (2009) found that “the critical buckling loads of SWCNT added
in an elastic medium are strongly dependent on the nonlocal small-scale coeﬃcients and
on the stiﬀness of the surrounding medium”[84]. Furthermore, Reddy and Pang [94]
presented the numerical solution of the reformulated Euler Bernoulli and Timoshenko
beam theories using the nonlocal constitutive equation, and they summarized that the
nonlocal coeﬃcient (eo) decreased the buckling load and fundamental frequencies of
simply supported beams, clamped beams, and propped cantilever beams, while trans-
verse deﬂections were increased. Recently, Sundararaghavan and Waas [109] compared
curves predicted by the local (classical) shell model (eo = 0) and nonlocal shell mod-
els on the mechanical response of CNTs, Figure 1.1. Nonlocal/Gradient Continuum
theories were shown to represent a good bridge between scales, being both accurate
and inexpensive. Such approaches, in particular the continuum gradient version, will
represent the core theoretical framework of the present work.
Chapter 2
A review of elasticity and
electromechanical eﬀects
Classical continuum theories of elasticity do not include the characteristic lengths (re-
lated to the distance between atoms in a lattice) that are required for studying size
eﬀects of micro/nano structures. However, fully atomistic scale theories cannot be
solved in systems comprising more than a small number of atoms. Nonlocal or gradient
theories are regarded as an attractive option to link the traditional continuum scale
to atomistic scale phenomena as they allow characteristic length scales to be intro-
duced, without requiring the full complexity of atomistic simulations. In this chapter,
classical (local) continuum theories and nonlocal/strain gradient theories will be intro-
duced. Then, electromechanical behaviour will be described and the link between the
mechanical and electrical eﬀects shown.
2.1 Local (Classical) Continuum Theories
In classical continuum theories, the total of all external work done on a domain (Ω) is
equal to the summation of all internal work done within that domain; this principle is
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well known as the Principle of Virtual Work (PVW)
W i = W e , (2.1)
where W i is the internal work and W e is the external work.
In solids, the internal work in a domain is the change in mechanical energy when the
domain is subjected to stresses. In classical theories the change in internal enegry
(δW i) is related to the applied stress (σ) and the increment of strain (ε) by
δW i =
∫
Ω
σijδεij dΩ , (2.2)
with the total change internal energy (ΔW i) between energy and given.
ΔW i =
∫
Ω
∫ εF
0
σijδεij dΩ . (2.3)
with εF is the ﬁnal strain.
The external work is the total work done by the external forces, such as a point load
(F), surface loads (t), and body forces (b) applied per unit volume.
δW e = Fkδuk +
∫
Γ
tkδuk dΓ +
∫
Ω
bkδuk dΩ , (2.4)
where δu is the virtual displacement, and Γ is the surface enclosing in domain Ω. Thus
the principle of virtual work (Eq.2.1) becomes
∫
Ω
σijδεij dΩ = Fkδuk +
∫
Γ
tkδuk dΓ +
∫
Ω
bkδuk dΩ . (2.5)
As can be seen above, classical theories do not include a characteristic length variable
which represents the distance between atoms in a lattice.
The equilibrium equations can be derived from the principle of virtual work using
the variational principle. For the domain Ω shown in Figure 2.1, the solution of the
displacement ﬁeld ui can be investigated by using the known boundary conditions; the
displacement uˆi on part of the surface of the domain dΓD and/or the traction ti on
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Figure 2.1: Linear Elastic Domain Problem. The domain Ω is enclosed by a surface Γ. This
surface can be subdivided into parts dΓ, enclosed by curves Υ. An inﬁnitessimal
element of this curve is denoted dΥ. The boundary conditions can be speciﬁed on
diﬀerent parts of Γ. The surface element on which the traction ti is speciﬁed is
denoted dΓN , while that on which the displacement is speciﬁed is denoted dΓD.
part of the surface of the domain dΓN . In general, the surface element dΓD is not the
same as the surface element dΓN .
In the problem domain, the variation of the internal virtual work Wi is expressed as
δWi =
∫
Ω
σijδεijdΩ , (2.6)
where σij is a stress and δεij is an arbitrary strain. The variation of the external virtual
work is expressed as
δWe =
∫
Ω
bjδujdΩ+
∫
Γ
tjδujdΓ . (2.7)
To ﬁnd the solution of the displacement ﬁeld, Eq.2.6 has to be rewritten in terms of
displacements. For this, the kinematic relation, which deﬁnes the strain,
εij =
1
2
(∂jui + ∂iuj) , (2.8)
is required.
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Noting that, due to the symmetry of σij ,
σijδεij = σij
1
2
(∂iδuj + ∂jδui)
=
σij
2
∂iδuj +
σij
2
∂jδui
=
σij
2
∂iδuj +
σji
2
∂iδuj
= σij∂iδuj ,
(2.9)
it is possible to write the Princple of Virtual Work as
∫
Ω
σij∂iδujdΩ =
∫
Ω
bjδujdΩ+
∫
Γ
tjδujdΓ . (2.10)
Using the product rule,
∫
Ω
∂iσijδujdΩ =
∫
Ω
[(∂iσij)δuj + σij(∂iδuj)]dΩ , (2.11)
Eq. 2.10 can be rewritten as,
∫
Ω
∂iσijδujdΩ−
∫
Ω
(∂iσij)δujdΩ =
∫
Ω
bjδujdΩ+
∫
Γ
tjδujdΓ (2.12)
This can be simpliﬁed further using the Divergence theorem,
∫
Ω
∂iσijδujdΩ =
∫
Γ
niσijδujdΓ , (2.13)
giving, after a simple rearrangement,
∫
Γ
niσijδujdΓ−
∫
Ω
(∂iσij)δujdΩ =
∫
Ω
bjδujdΩ+
∫
Γ
tjδujdΓ . (2.14)
Therefore, the ﬁnal form of the principle of virtual work is;
∫
Ω
(∂iσij + bj)δujdΩ =
∫
Γ
(niσij − tj)δujdΓ . (2.15)
However, by deﬁnition
tj = niσij (2.16)
on the surface Γ, so the right hand side of Eq. 2.15 is equal to zero. Thus, since the
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variation δuj is arbitrary, the equilibrium equation in the body Ω is
∂iσij + bj = 0 . (2.17)
This is the equilibrium equation of classical elasticity theory. It is often used as a
starting point for studying elasticity problems. However, when using the Finite Element
Method the variational form of Eq. 2.15 is required.
2.2 Nonlocal/Gradient theories
Non-local theories state that the stress at a point depends on the strain at all points in
the continuum body [34, 35, 36, 37]. This helps to account for small scale eﬀects such
as inter atomic phenomena that depend on internal length scales and other atomic
interactions, which are not considered in classical continuum theories. Eringen [36]
states that the non-local stress (σnij) at point x is a function of a Kernel that depends
on a non-local modulus and material properties (τ), and a local stress tensor (σij) as
follows
σnij(x) =
∫
Ω
K(| x´− x |, τ)σij(x´)dx´ . (2.18)
From Hooke’s law, the local stress tensor is obtained from the strain ij(x) and material
coeﬃcient tensor, Cijmn, using
σij(x) = Cijmn(x)εmn(x) . (2.19)
Considering Eq.2.18 the kernel function (K(| x´ − x |, τ)) weights the classical stresses
around point x in the whole body and also depends on the internal characteristic length.
Properties of the kernel function include dimensions of length−3, and the fact that the
smaller the atomic distance the greater the kernel weight. Consequently, Eq.2.18 and
Eq.2.19 can be written in an equivalent approximate diﬀerential form to represent the
integral constitutive relation as [36]
(1− τ2l2e2)σnij(x) = σij(x) , (2.20)
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where τ = e0lile , e0 is a material constant, and li and le are the internal and external
characteristic lengths respectively.
Another way to obtain Eq.2.20, is using the Principle of Virtual Work as shown by
Mindlin [77]. In Mindlin’s theory of gradient elasticity, the strain energy density is
expressed in terms of the macroscopic displacements ui and the microscopic deformation
gradient ηijk. Therefore, the principle of virtual work can be written as a function of
strain and microscopic strain gradient (including rotation gradient) as [60, 77, 79],
W = W (εij , ηijk) = W (εij , η¯ij , η¯ijk) . (2.21)
The microscopic deformation gradient ηijk can be deﬁned in one of 3 diﬀerent forms
[5, 13, 14, 60, 77, 79, 114, 115, 132],
In Form I the microscopic deformation gradient is the second gradient of displacement
ηijk = ∂i∂juk . (2.22)
In Form II the microscopic deformation gradient is the ﬁrst gradient of strain
ηijk = ∂iεjk =
1
2
(∂i∂kuj + ∂i∂juk) . (2.23)
Finally, in Form III two diﬀerent microscopic deformation gradients, η¯ijk and η¯ij , are
used to take into account the eﬀects of rotation. These are deﬁned using
Θij =
1
2
(ui,j − uj,i) ,
ωi =
1
2
(∇× u)i = −1
2
eijkΘjk ,
η¯ij = ωj,i ,
η¯ijk = ∂iεjk =
1
3
(∂j∂kui + ∂i∂kuj + ∂i∂juk) .
(2.24)
where Θij is the rotation tensor, wi is the rotation vector and eijk is the alternator
matrix or permutation symbol. In this work, Strain-Gradient Elasticity based on Form-
I and Form-II formulations is considered, since these are the simplest cases to consider
and Form III formuations are much more complicated to implement.
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Figure 2.2: Surface normal vector on the domain. The normal vector to the surface Γ is given
by n. The gradient of the variation in ui is given by ∂jδuk. This can be decom-
posed into components parallel to n (surface normal gradient components) and
components perpendicular to n (surface gradient components).
In 1965, Mindlin [78] showed that the stress σij and double stress τijk are conjugated
with the strain and the second order deformation gradient
σij =
∂W
∂εij
, τijk =
∂W
∂ηijk
. (2.25)
The variational form of the total strain energy in a domain Ω can then be written as
δ
∫
Ω
WdΩ =
∫
Ω
(σijδεij + τijkδηijk)dΩ . (2.26)
Using the divergence theorem to reformulate the previous equation to the ﬁrst variation
of the strain energy density, we obtain (see Appendix A)
δ
∫
Ω
WdΩ =−
∫
Ω
(∂iσik − ∂i∂jτijk)δukdΩ
+
∫
Γ
[nj(σjk − ∂iτijk)δuk + niτijk∂jδuk]dΓ .
(2.27)
For the last term of the surface integral, the gradient of displacement variation on
the boundary surface ∂jδuk (see Figure 2.2) can be decomposed into a surface normal
gradient and a surface gradient as
∂jδuk = [∂jδuk − (ni∂iδuk)nj ] + (ni∂iδuk)nj
= δij∂iδuk − ninj∂iδuk + (ni∂iδuk)nj
= (δij − ninj)∂iδuk + ninj∂iδuk ,
(2.28)
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where ni is the i
th component of the surface normal unit vector. Eq. 2.28 can be writen
more compactly as
∂jδuk = Djδuk + njDδuk , (2.29)
using the notation
D = nk∂k = surface normal gradient operator
Dj = (δjk − njnk)∂k = surface gradient operator.
From Eq.2.29, the last term of the surface integral in Eq.2.27 becomes
∫
Γ
niτijk∂jδukdΓ =
∫
Γ
niτijkDj∂ukdΓ +
∫
Γ
niτijknjD∂ukdΓ . (2.30)
At this point it is assumed that the surface, Γ, enclosing the domain Ω can be divided
into m parts Γm, each enclosed by an edge Υm. Using Stokes’ theorem on a surface Γ,
we obtain
∫
Γm
Dj(niτijkδuk)dΓm =
∮
Υm
nikjτijkδukdΥm +
∫
Γm
(Dpnp)ninjτijkδukdΓm . (2.31)
The surface integral in Eq.2.27 then becomes
∫
Γ
[nj(σjk − ∂iτijk,i) + ninjτijk(Dlnl)−Dj(niτijk)]δukdΓ
+
∫
Γ
ninjτijkDδukdΓ +
∑
m
∮
Υm
(nikiτijk)δukdΥm .
(2.32)
Here, Δ(nikiτijk) is the diﬀerence between nikiτijk on either side of the edge Γm. The
ﬁnal form of the principle of virtual work is then
∫
Ω
[σijδεij+τijkδηijk]dΩ =
∫
Ω
bkδukdΩ+
∫
Γ
[tkδuk+rkDδuk]dΓ+Σm
∮
Υ
pkδukdΥ , (2.33)
where
σij = stress
εij = strain
2. A review of elasticity and electromechanical effects 29
τijk = high-order stress
ηijk = strain gradient
bk = body force per unit volume
ui = displacement
δui = arbitrary displacement increment
tk = traction per unit area
rk = double traction per unit area
pk = line load along sharp edge.
The equilibrium equation in the body is thus [60, 102, 132];
∂i(σik − ∂jτjik) + bk = 0 , (2.34)
and the boundary conditions on Γ and along Υ are (as shown in Figure 2.1)
tk = ni(σik − ∂jτjik) + ninjτijk(Dpnp)−Dj(niτijk) , (2.35)
rk = ninjτijk , (2.36)
and
pk = (nikiτijk) . (2.37)
According to the above equations, gradient elasticity leads to a fourth-order PDE in
terms of displacements that can be solved, for example, by a Hermitian ﬁnite element
implementation (C1 continuity). Another formulation of gradient elasticity FEM im-
plementations consists of second-order PDEs in terms of displacements, but at the cost
of introducing additional variables. This fomulation can be solved by mixed formula-
tions (e.g. strains and/or stresses could be approximated independently together with
displacements [5, 13]). Due to the complications involved in developing general C1
elements (these are straightforward for 1D but more diﬃcult for 2D or 3D), the present
work will speciﬁcally focus on developing gradient ﬁnite element formulations based
2. A review of elasticity and electromechanical effects 30
on a mixed variational approach. These will be discussed in more detail in the next
chapter reviewing FEM.
Examples of the application of Nonlocal/gradeint theory to beams, with analytical so-
lutions, are given in Appendix B. The analytical solutions will be used in later chapters
to check the accuracy of simulation results.
2.3 Electromechanical eﬀects in materials
Since the development of composite materials, advanced/smart structures have become
an area of great interest in many engineering applications. In particular, smart ma-
terials which exhibit electro-mechanical coupling have applications in many devices,
such as miniature actuators, sensors and nano-scale ﬁeld eﬀect transistors. Well-known
smart materials in current use are piezoelectric materials. In this section piezoelec-
tricity is presented as an energy transfer between electrical and mechanical energies
in a material on a macroscopic scale. Furthermore, another electromechanical eﬀect
called the ﬂexoelectric eﬀect is introduced, which is related to the strain gradient in
micro/nano scale.
2.3.1 Piezoelectricity
Piezoelectricity was ﬁrst discovered by French physicists Pierre and Jacques Curie in
1880. Their experimental discoveries were predicated on the observation that when
certain special crystals (i.e.tourmaline, quartz, topaz, cane sugar and Rochelle salt
among them) are mechanically stressed, surface charges are observed. There is a large
a body of research on the properties and uses of such interesting materials. In 2007,
Tomasz and Zielin´ski [129] investigated the piezoelectric eﬀect and gave an explanation
thus; “Piezoelectricity is the ability of some materials to generate an electric charge
in response to applied mechanical stress. If the material is not short-circuited, the
applied charge induces a voltage across the material”. Maranganti [72] gave a more
explicit deﬁnition of piezoelectricity: “Upon application of a uniform strain, internal
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sub-lattice shifts within the unit cell of a non-centrosymmetric dielectric crystal result in
the appearance of a net dipole moment”. It has also been observed that the piezoelectric
eﬀect is symmetric in the sense that charge separation occurs due to stress (the direct
piezoelectric eﬀect) and stress and strain are induced when an electric ﬁeld is applied
(inverse piezoelectric eﬀect).
In an insulating material (dielectric medium), the electric displacement D is related to
the electric ﬁeld E and the polarisation P by
Di = εEi = ε0Ei + Pi , (2.38)
with the polarisation given in terms of the applied electric ﬁeld by
Pi = χEi = (ε− ε0)Ei , (2.39)
where χ is electric susceptibility (a dimensionless number), ε and ε0 denote material
permittivity and the vacuum permittivity respectively. Here, in piezoelectric materials,
an applied mechanical stress can also generate polarisations [25]. Additionally, in a
crystalline dielectric, a strain  induces a polarisation (Pi = diklkl) by the direct
piezoelectric eﬀect. The total induced polarisation in dielectric material is therefore
given by
Pi = (ε− ε0)Ei + diklkl . (2.40)
In a continuum elastic body without an external electric ﬁeld applied, the stress σ and
the strain  are related by
σij = Cijklkl . (2.41)
As a result of applying an electric ﬁeld, internal dipoles in materials are aligned, and
stresses are induced. When this eﬀect is included the coupled piezoelectric constitutive
equations become
σij = Cijklkl − dkijEk , (2.42)
Di = diklkl + aijEj , (2.43)
where Cijkl is the elasticity matrix at constant electric ﬁeld, dikl is the piezoelectric
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matrix, Di is the electric displacement vector [106], and aij is the dielectric matrix
at constant deformation. Ej is the electric ﬁeld vector which is linked to an electric
potential φ by
Ej =
∂φ
∂xj
. (2.44)
Eq.2.42 shows the direct piezoelectric eﬀect (stresses caused by the application of elec-
tric ﬁelds) and Eq.2.43 shows the inverse piezoelectric eﬀect (electric ﬁelds caused by
applied stresses). These piezoelectric constitutive equations are used to model the
electrical and mechanical behaviour of piezoelectric materials [18, 22, 124, 85, 106].
For 2D analysis, the constitutive equations (Eq.2.42) can be reduced to the x− y plane
[85, 46, 128] giving
⎡
⎢⎢⎢⎣
σx
σy
σxy
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎣
C11 C12 0
C12 C22 0
0 0 C44
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
x
y
xy
⎤
⎥⎥⎥⎦−
⎡
⎣ 0 0 d14
d21 d22 0
⎤
⎦
T ⎡
⎣Ex
Ey
⎤
⎦ , (2.45)
⎡
⎣Dx
Dy
⎤
⎦ =
⎡
⎣ 0 0 d14
d21 d22 0
⎤
⎦
⎡
⎢⎢⎢⎣
x
y
xy
⎤
⎥⎥⎥⎦+
⎡
⎣a11 0
0 a22
⎤
⎦
⎡
⎣Ex
Ey
⎤
⎦ . (2.46)
These piezoelectric continuum governing equations can also be derived from Hamil-
ton’s principle, in which the Lagrangian and the virtual work are properly adapted to
include the electrical as well as the mechanical contribution. Hamilton’s principle can
be written as;
δ
∫ t2
t1
(L+W )dt = 0 (2.47)
where the operator δ denotes the ﬁrst-order variation, t1 and t2 deﬁne the time interval
(all variations must vanish at t = t1 and t = t2), the Lagrangian term L is determined
by the energies available in the piezoelectric medium and W is the virtual work of the
external mechanical and electrical forces [4, 3, 90].
The Lagrangian L is deﬁned by the sum of kinetic energy J and electrical enthalpy H
(in linear piezoelectricity). However, since this thesis focuses on a static problem, so J
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is neglected. The variation of electrical enthalpy density δH is deﬁned as;
δH =
1
2
∫
V
σijδijdV − 1
2
∫
V
DiδEidV (2.48)
The virtual work W done by the external mechanical forces and the applied electric
charges is found from;
δW =
∫
V
FiδuidV −Qδφ (2.49)
where δu is the displacement, F is the external force, φ is the electrical potential
(voltage), Qi is the electric charge. The full variational form of piezoelectricity that
needs to be solved is therefore given by
δ
∫
V
1
2
[σijδij −DiδEi] dV +
∫
V
FiδuidV +Qδφ = 0 (2.50)
2.3.2 Functionally graded piezoelectricity
In recent years, the concept of manufacturing a composite material in which the mate-
rial properties are spatially varying has been used as an alternative way of producing
advanced/smart structures. Where piezoelectric materials are layered to manufacture
materials whose electro-mechanical properties vary in only one spatial dimension, the
term functionally graded piezoelectric materials is used.
Functionally Graded Piezoelectric Materials (FGPMs) are a type of material composed
of two or more piezoelectric material layers. Their material properties vary contin-
uously through the thickness direction, z. The smooth variation of their properties
along the z direction allows a greater range of deformation and thus induced electrical
potential, without the extra stress concentration associated with a sharp boundary.
FGPMs have been widely used to produce actuators exhibiting high reliability and
performance. They can be designed for speciﬁc engineering function and various ap-
plications. The material properties of Functionally Graded Piezoelectric beams vary
continuously through the thickness direction according to a simple power law distribu-
tion:
P (z) = (Pt − Pb)
(
z
h
+
1
2
)n
+ Pb (2.51)
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where P is a material property at any point, Pt and Pb are the material properties on
the top surface and the bottom surface, z is a position in the thickness direction, h is
the thickness, and n is the volume fraction index of the FGPMs.
A great deal of research has been carried out on FGPMs using analytical, numerical,
and experimental approaches. Yang and Xiang (2007) [123] investigated analytically
the static bending, free vibration, and dynamic response of FGPMs under a combined
thermal-electro-mechanical load using the diﬀerential quadrature method of illustrating
the deﬂection, natural frequencies and dynamics responses varying the volume fraction
index of FGPMs. He et al. (2001) [42] studied FGPM plates under electro-mechanical
loads. Their deﬂections and variation of the natural frequencies were obtained numeri-
cally by using the ﬁnite element method associated with the approximation of Lagrange
and Hermite shape functions. In 2005, K.Y. Dai et al. [30] presented a meshfree method
using the moving least square (MLS) shape function to analyse a FGPM plate subjected
to thermo-electro-mechanical loads. In 2009, Sinha et al. [103] developed nano-electro-
mechanical devices. They were used as actuators in their experiment which allowed the
comparison of experimental deﬂections and numerical deﬂections calculated by a FEM
simulation. Aldraihem and Khdeir (1999) used ﬁrst-order beam theory (FOBT) and
high-order beam theory (HOBT) to formulate an analytical model of the thickness-
shear and extension of the beam. A ﬁnite element model for piezoelectric composites
was derived from a variational principle by Lam, Peng, Liu, and Reddy (1997) [61].
Hwang and Park (1993) [50] used classical laminate theory with induced strain actu-
ation and Hamilton’s principle to formulate a ﬁnite element model of piezoelectric for
sensors and actuators. Zemcik and Sadilek (2007) [124] developed a one dimensional
ﬁnite element for piezoelectric sensors and actuators. The elements were based on the
Euler-Bernoulli Theory (EBT). In this thesis, FGMs will be investigated using mixed-
FEM in an attempt to determine weather or not nonlocal eﬀects contribute to their
behaviour.
2.3.3 Flexoelectricity
The ﬂexoelectric eﬀect is a further electromechanical eﬀect in insulating materials in
which gradients in the strain induce an electrical polarisation. The similarity between
2. A review of elasticity and electromechanical effects 35
piezoelectricity and ﬂexoelectricity is that both produce polarisations, however they
diﬀer in that piezoelectricity is a macroscopic eﬀect while ﬂexoelectricity is a micro-
scopic one. Therefore theories of strain-gradient elasticity are needed to predict the
response of a micro/nano beam when the ﬂexoelectric eﬀect is involved.
In crystalline dielectrics, the contributed polarisation in response to macroscopic strain
gradient can be written as [29, 72]
Pl = fijkl
∂ij
∂xk
, (2.52)
where Pl is the component of resultant polarisation, fijkl represents the ﬂexoelectric
coeﬃcients, ij is the component of the elastic strain and xk is the direction of the
gradient.
A lot of pioneering work investigating ﬂexoelectric eﬀect has been undertaken. Tagant-
sev [112] showed that the ﬂexoelectric eﬀect cannot only be considered as a nonlocal
generalization of the piezoelectric eﬀect. In his theory, there are four contributions to
the ﬂexoelectric eﬀect [111]: (i) dynamic bulk ﬂexoelectricity (ii) static bulk ﬂexoelec-
tricity (iii) surface ﬂexoelectricity & (iv) surface piezoelectricity. In this thesis only the
static problem is considered, so the dynamic bulk is neglected.
For the surface eﬀects from both ﬂexoelectricity and piezoelectricity, it has been found
that there exists a signiﬁcant size independence in nanostructures. To study the sur-
face eﬀect, in 1975 Gurtin and Ian Murdoch [41] tried to use continuum modelling
to investigate mechanical behaviour of material surfaces in macro scale using a linear
surface elastic theory. They modelled the surface as a thin layer on the bulk material
with diﬀerent material properties. In 2000, Miller and Shenoy [75] developed a simple
model by including the size-dependence of Young’s modulus in nano-scales. In addition,
Huang and Yu [48] investigated the surface piezoelectric eﬀect of a piezoelectric ring. In
2010 an improvement to ﬂexoelectric eﬀect models was established when Shen and Hu
[101] provided a theoretical framework to examine the size eﬀect due to ﬂexoelectricity,
surface eﬀect and electrostatic force.
Since the features of smart structures have been broadly applied in many engineering
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Papers Beam model B.C. Piezo-eﬀect Flexo-eﬀect Surface eﬀect
Liang2013[63] EB CT   
Liang2014[64] EB CT   
Majoub2008[69][70] EB CF   
Yan2011[119] EB CT   
Yan2013[120] EB SS,CC,CT   
Yan2013[121] TB SS   
Table 2.1: A summary of the methods used by recent papers to investigate electromechanical
eﬀects in nanobeams. With the excpetion of Yan et al., all have used theory. No
one has peformed by using 2D plane or 3D continuum theories
applications, the designs of smart structures have assumed many conﬁgurations. The
most widely modelled for nano-smart structures is as a beam model. In 2009, Man-
junath and Bandyopadhyay [71] put forward a design of a single input single output
vibration control system of a smart ﬂexible cantilever beam, whose surface is mounted
by piezoelectric sensors and actuators . As a nano-scaled beam is not a simple ﬁnite
element sample, many researchers have tried to implement and improve the beam mod-
els (e.g. EB-Euler Bounulli beam and TB-Timoshenko beam) in nano-scale. Table 2.1
summarizes published contribution works of beam theories with piezoelectric eﬀect or
ﬂexoelectric eﬀect or surface eﬀect: where B.C. denotes Boundary conditions (e.g. SS
- Simply supported, CC - Clamp-clamped and CT - Cantilever).
In 2008, Majdoub et al.[69] obtained analytical solutions for a nano-scale cantilever
beam based on size-dependent piezoelectricity and elasticity. These solutions were
veriﬁed by atomistic simulations (based on quantumn mechanically derived models),
which were required due to the fact that very little experimental work has been done
on piezoelectric nanobeams. The reason for this is that it is extremely diﬃcult to
collect reliable experimental data at that scale. In 2011, by using the surface-layer
based model, Yan and Jiang [119] acquired the electromechanical coupling behaviour
of piezoelectric nanowires with Bernoulli-Euler Beam theory. Two years after that,
they investigated the ﬂexoelectric eﬀect on the bending of piezoelectric nano-beams
by diﬀerent boundary conditions with diﬀerent beams theories (i.e. Bernoulli-Euler
beam theory or Timoshenko beam theory) [120, 121]. Lately, Liang et al. (2014) [64]
incorporated the ﬂexoelectric and surface eﬀect into his Bernoulli-Euler beam model,
and solved them analytically.
Due to the higher calculating performance of computers, the Finite Element Method
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(FEM) has become an extremely eﬃcient numerical technique for analysis and design of
piezoelectric materials since the 1970s [4, 104, 62]. The FEM using three-dimensional
elements in the piezoelectric medium regions is found to be a good approach in terms
of accuracy and eﬃciency [53]. Koutsawa et al. [59] proposed a new class of one-
dimensional elements for the static analysis of piezoelectric composite beams with a
comparable accuracy. Parashar et al. [89] modelled the nonlinear vibration behaviour
of piezoelectric-integrated structures subject to electric ﬁeld by using the FEM, and
Rahman and Alam [91] studied the ﬁnite element modelling for buckling analysis of a
piezoelectric beam under both electrical and mechanical loads.
However, all of the papers cited above consider the beam to be one dimensional. There
are currently no 2D beam models for piezoelectric nanobeams with the ﬂexoelectric
eﬀect. Developing and implementing such a theory is one of the goals of this thesis,
and will be discussed in chapter 7.
2.3.4 Piezoelectricity with ﬂexoelectric eﬀect
The development of a continuum electromechanical coupling framework by Hu et al.
[47] has resulted in a great deal of interest in nanobeam modelling including the ﬂexo-
electric eﬀect. Taking the ﬂexoelectric eﬀect into account, the bulk electric Gibbs free
energy has been proposed as a hybrid of the internal energy of elastic deformation and
electrostatic ﬁeld. For the sake of simplicity, the contributions of the ﬁfth and sixth or-
der strain gradient elasticity are neglected [69, 68]. The bulk electric Gibbs free energy
can then be written as [64];
Ub = −1
2
aijEiEj +
1
2
cijklijkl − dijkEijk − fijklEiηjkl , (2.53)
where aij , cijkl, dijk and fijkl denote second-order permittivity, four-order elastic, piezo-
electric and ﬂexoelectric tensors, respectively. The other terms are the strain tensor,
ij , the strain gradient tensor, ηjkl, and the electric ﬁeld tensor, Ek. These are deﬁned
as
ij =
1
2
(uj,i + ui,j) , (2.54)
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ηjkl = kl,j =
1
2
(uk,jl + ul,jk) , (2.55)
Ek = −φ,k , (2.56)
where ui is the mechanical displacement component and φ is the electrostatic potential.
Here, the constitutive equations [64] are
σij =
∂Ub
ij
= Cijklkl − dkijEk (2.57)
τjkl =
∂Ub
∂ηjkl
= fijklEi (2.58)
Di =
∂Ub
∂Ei
= aijEj + dijkjk + fijklηjkl , (2.59)
where σij is the classical stress tensor , Di is the electrical displacement vector and τ is
the high-order stress tensor. Substituting these into Eq.2.53, the ﬁnal form of the bulk
electric Gibbs energy can be rewritten as
Ub =
1
2
σijij +
1
2
τjklηjkl − 1
2
DkEk . (2.60)
Eq.2.60 can be expressed in the variational form as
∫
V
δijσijdV +
∫
V
δηjklτjkldV −
∫
V
δEkDk = 0 . (2.61)
Written with these variables, the variational form of Eq.2.61 appears similar to that
of the strain gradient elasticity theory of section 2.2; with the addition of an electric
term.
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In terms of the original variables of Eq.2.53, this variational form can be written as
∫
V
δijCijklkldV −
∫
V
δijdkijEkdV
−
∫
V
δηjklfijklEidV −
∫
V
δEkaijEjdV −
∫
V
δEkdijkjkdV
−
∫
V
δEkfijklηjkldV = 0 .
(2.62)
For mixed formulations, the relaxed strains (ψij) and the Lagrange multiplier (ρ) are
introduced and can be added in the variational from. The relations of the introduced
terms to the original ones are deﬁned as
ψij = uj,i , (2.63)
ρij = −ηkij,k = fijklEi,l . (2.64)
These can be put in the variational form to obtain;
∫
V
δρij(ψij − uj,i)dV = 0 , (2.65)
∫
V
δψij(ρij + ηijk,k)dV = 0 . (2.66)
These are additional equations that need to be solved in the mixed formulations in
addition to the variational form of virtual work equation (Eq.2.62). The energy function
can be rewritten in terms of these additional variables as
2.3.4.1 Example: a 2D piezoelectric beam with ﬂexoelectric eﬀect
For 2D beam models in the x-z plane, Eq.2.38 can be substituted into Eq.2.60 and the
Voigt notation [43] used to write the internal energy as
Ub =
1
2
σ11 +
1
2
σ1313 +
1
2
τ113η113 − 1
2
0E3E3 − 1
2
P3E3 , (2.67)
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where 0 = 8.85× 10−12CV −1m−1 is the permittivity of the vacuum or air, and
E3 = a33P3 − d31ε1 − f13η113 , (2.68)
σ1 = c11ε1 + d31P3 , (2.69)
σ13 = kc4413 = kc44
(
−θ + ∂w
∂x
)
, (2.70)
τ13 = f13P3 . (2.71)
It should be noted that the notation c11 and c44 is adopted to represent the E and G of
materials. In the absence of free electric charges, Gauss’s law can be applied to electric
displacements to get,
∂D3
∂z
=
∂0E3 + P3
∂z
= −ε0∂
2Φ
∂z2
+
∂P3
∂z
= 0 . (2.72)
According to Eq.2.56, Eq.2.68 and Eq.2.72 and applying electric boundary conditions,
the expressions of P3 and E3 in terms of w and θ (for Bernoulli Beams: θ =
∂w
∂x ) are
E3 =
d31
0a33 + 1
∂θ
∂x
z − V
h
, (2.73)
P3 = − 0d311
0a33 + 1
∂θ
∂x
z − f13
a33
∂θ
∂x
− V
a33h
. (2.74)
Hence, σ1 and τ113 can be obtained by substituting Eq.2.73 and Eq.2.74 into Eq.2.75
and 2.71 as,
σ1 = −
(
c11 +
0d
2
31
0a33 + 1
)
∂θ
∂x
z − f13d31
a33
∂θ
∂x
− V d31
a33h
, (2.75)
τ113 = − 0d31f13
0a33 + 1
∂θ
∂x
z − f
2
13
a33
∂θ
∂x
− V f13
a33h
. (2.76)
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Since every term in Eq.2.67 can be expressed in terms of w and θ, the ﬁnal form of the
internal energy of beams is,
δUb = δ
∫
Ω
U¯bdΩ
=
∫
L
(EI)∗
∂θ
∂x
δ
∂θ
∂x
+ kc44A
(
−θ + ∂w
∂x
)
δ
(
−θ + ∂w
∂x
)
+
f13V b
a33
δ
∂θ
∂x
dx .
(2.77)
The eﬀective beam rigidity with ﬂexoelectric eﬀect is,
(EI)∗ =
(
c11 +
0d
2
31
0a33 + 1
)
I +
f213
a33
A . (2.78)
The work done is expressed as,
W =
∫
L
qwdx− 1
2
∫
L
F1
(
∂w
∂x
)2
dx , (2.79)
where
F1 =
∫
A
σ1dA = −d31f13A
a33
∂θ
∂x
− d31V b
a33
. (2.80)
The ﬁrst term in Eq.2.79 is induced by the external load. The ﬁnal form of the virtual
work done is
δW =
∫
L
qδwdx+
∫
L
d31V b
a33
∂w
∂x
δ
∂w
∂x
dx
+
d31f13A
2a33
∫
L
(
∂w
∂x
)2
δ
∂θ
∂x
+ 2
∂w
∂x
∂θ
∂x
δ
∂w
∂x
dx .
(2.81)
To simplify the expression, only external loads (mechanical and electrical loads) are
considered. The induced load term in the second line of the Eq.2.81 is not taken into
account. The second line of Eq.2.81 is therefore eliminated.
The governing equations can be obtained by performing integration by parts of equation
δUb = δW , giving
−(EI)∗ ∂
2θ
∂x2
− kc44A
(
−θ + ∂w
∂x
)
=
d31V b
a33
θ
−kc44A
(
−∂θ
∂x
+
∂2w
∂x2
)
=q .
(2.82)
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Furthermore, Eq.2.82 can be reduced to the form:
(EI)∗
∂3θ
∂x3
+
d31V b
a33
∂θ
∂x
= q . (2.83)
Analytical solutions to Eq.2.83 may be assumed to be of the form,
if V = 0, θ =
q
6(EI)∗
x3 + C1x
2 + C2x+ C3 , (2.84)
if V = 0, θ = D1eλx +D2e−λx + qa33
d31V b
x+D3 , (2.85)
where
λ =
√
− d31V b
a33(EI)∗
. (2.86)
For Bernoulli-Euler Beams, θ = ∂w∂x , the expression of w can be obtained directly from
Eq.2.84 and 2.85
if V = 0, w =
q
24(EI)∗
x4 +
C1
3
x3 +
C2
2
x2 + C3x+ C4 , (2.87)
if V = 0, w = 1
λ
(
D1e
λx −D2e−λx
)
+
qx2
2
a33
d31V b
+D3x+D4 . (2.88)
For Timoshenko Beams, the expression of w can be obtained by substituting Eq.2.84
and 2.85 into Eq.2.82
if V = 0, w =
q
24(EI)∗
x4 +
C1
3
x3 +
1
2
(
C2 − q
kAc44
)
x2
+
(
C3 − 2(EI)
∗
kAc44
C1
)
x+ C4 ,
(2.89)
if V = 0, w =1
λ
(
D1e
λx −D2e−λx
)
+
qx2
2
(
a33
d31V b
− 1
kAc44
)
+D3
(
1− d31V b
a33kAc44
)
x+D4 .
(2.90)
In the solutions there are 4 unknowns (C1, C2, C3, C4 or D1, D2, D3, D4), which can be
determined from the boundary conditions for diﬀerent type of beams.
As shown through this chapter the variational form was derived from the Principal of
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Virtual Work and these can be solved by a well known simulationa tool (Finite element
methods). The detail of the ﬁnite element methods will be described in the next section.
Chapter 3
A review of ﬁnite element
methods
In this chapter the Finite Element Method (FEM), along with several of its exten-
sions, will be introduced. FEM is a numerical technique for solving partial diﬀerential
equations that is widely used to solve engineering problems. In this thesis it will be con-
sidered in the context of the elasticity theories introduced in the previous chapter. The
Classical Continuum FEM is the basic method, and will therefore be explained ﬁrst.
The Extended FEM (XFEM) is an extention of this used to more accurately model
materials with weak discontinuities, which are often present in nanocomposite mate-
rials, and will be discussed in the second section. The mixed-type FEM formulation
is another extension which allows for the eﬃcient solution of strain gradient theories,
and will be introduced in the third section. In the ﬁnal section the FEniCS project, a
computational package for implementing FEM, will be introduced.
3.1 Classical Continuum Finite element method
Most engineering problems cannot be solved analytically due to the complexity of the
system or the boundary conditions, therefore numerical methods must be used instead.
The most widely used and most important computational tool in science and engi-
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neering applications is the Finite Element Method (FEM). It has been implemented
successfully in engineering problems in many areas such as elastics and ﬂuid mechanics
[1, 31, 39, 49, 93, 100], electricity, heat transfer, electromagnetics [52, 67] and biome-
chanics [92, 97](among many others).
The fundamentals of the ﬁnite element method are available in many books; Reddy [93],
Zienkiewicz [130], Hughes [49]. In addition there are many books that demonstrate the
ﬁnite element analysis within MATLAB such as Ferreira [39], which is a numerical
computing environment and programming language.
For use in FEM, the theory of elasticity discussed in the previous chapter needs to be
rewritten in a matrix form. The procedure for this is outlined below. The notation
used is slightly diﬀerent to that in the previous chapter - square brackets around a
variable indicate that it is a tensor, while curly brackets indicate that it is a vector.
The T superscript is used to indicate matrix transposition.
For the static analysis of solids it is assumed that the system is in equilibrium. This
means that the summation of all external work done on the domain is equal to the
summation of all internal work; this conservation of energy is well known as the Prin-
ciple of Virtual Work (PVW) Eq.2.1. In solids, the internal work is the increment of
strain when the domain is subjected to stresses. All the internal force in the domain
can be expressed by the integration shown below
δWi =
∫
V
[δε]T [σ]dV , (3.1)
where σ is the applied stress on the domain and δε is the increment of strain.
The external work is the total work done by the external forces, such as point load,
surface load, and body force. This can be expressed as
δWe = {δu}T {F}+
∫
S
{δu}T {t} dS +
∫
V
{δu}T {b} dV , (3.2)
where {δu} is the virtual displacement, {F} is the point load, {t} is the surface force
which is the forces applied per unit area, {b} is the body force which are forces applied
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per unit volume. Thus the principle of virtual work (Eq.2.1) becomes
∫
V
[δε]T [σ]dV = {δu}T {F}+
∫
S
{δu}T {t} dS +
∫
V
{δu}T {b} dV . (3.3)
When beams or 2D domains are analysed using the FEM, the domain is divided into
a number of elements, e.g. two-node rod elements for beams or three-node triangu-
lar (T3) elements or four-node quadrilateral (Q4) elements for 2D elasticity. For the
sake of simplicity, the following sections will be derived using only a two dimensional
discretization. This can be easily extended to 3D or reduced to 1D while special consid-
erations/assumptions are necessary for beams (both Classical and Timoshenko beam
formulations were also developed during the course of this work). In the case of 2D
elasticity, nodal displacements ui and vi are deﬁned at each node as the x and y dis-
placements of the node respectively from its original position in the global co-ordinate
system
u(x, y) =
⎧⎨
⎩ui(x, y)vi(x, y)
⎫⎬
⎭ = {u} . (3.4)
Strains are determined from the derivatives of the displacements
ε(x, y) =
⎡
⎢⎢⎢⎣
εx
εy
εxy
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎣
∂u
∂x
∂v
∂y
∂u
∂y +
∂v
∂x
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎣
∂
∂x 0
0 ∂∂y
∂
∂y
∂
∂x
⎤
⎥⎥⎥⎦
⎡
⎣u
v
⎤
⎦ = [∂] {u} . (3.5)
Stresses are determined by
σ(x, y) =
⎡
⎢⎢⎢⎣
σx
σy
σxy
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎣
C11 C12 C13
C21 C22 C23
C31 C32 C33
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
x
y
z
⎤
⎥⎥⎥⎦ = [C] {ε} , (3.6)
where [C] is elasticity matrix and {ε} is the strain and [∂] is the derivative matrix with
respect to x and y.
Consider a four node quadrilateral membrane element, the coordinates and displace-
ments are deﬁned by four nodes in the global coordinate system as
x =
n∑
i=1
N ei xi , y =
n∑
i=1
N ei yi , (3.7)
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where xi, yi are nodal coordinates and N
e
i is the element shape function of each element.
Likewise, to interpolate nodal displacements in each element, the formula below is used
u =
n∑
i=1
N ei ui , v =
n∑
i=1
N ei vi , (3.8)
where u, v are the displacements at any point within the element. At this point it is
useful to deﬁne a natural coordinate system for each element, ξ and η, which is measured
from the centre of the element. In this system the coordinates of the nodes are ﬁxed
to be (±1,±1) and (±1,∓1) and the shape functions for the four nodes quadrature
element are given by
N1(ξ, η) =
1
4
(1− ξ)(1− η) , (3.9)
N2(ξ, η) =
1
4
(1 + ξ)(1− η) , (3.10)
N3(ξ, η) =
1
4
(1 + ξ)(1 + η) , (3.11)
N4(ξ, η) =
1
4
(1− ξ)(1 + η) . (3.12)
Therefore the displacements u and v can be found from Eq.3.8-3.12 at natural points
(ξ, η) in the element. These can be rewritten in matrix form as
u =
⎡
⎣N e1 N e2 N e3 N e4 0 0 0 0
0 0 0 0 N e1 N
e
2 N
e
3 N
e
4
⎤
⎦
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ue1
ue2
ue3
ue4
ve1
ve2
ve3
ve4
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
= [N ] {ue} . (3.13)
Thus, from Eq.3.5 and Eq.3.13, the strain can be determined by
ε = [∂][N ] {ue} = [B] {ue} . (3.14)
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where B represents the derivatives in the natural co-ordinate system.
Due to the fact that [N ] is deﬁned in terms of (ξ, η) whilst {ue} is deﬁned in terms of
(x, y) the chain rule Eq.3.15 must be used to calculate derivatives. In matrix form this
is given by ⎡
⎣ ∂∂ξ
∂
∂η
⎤
⎦ =
⎡
⎣∂x∂ξ ∂y∂ξ
∂x
∂η
∂y
∂η
⎤
⎦
⎡
⎣ ∂∂x
∂
∂y
⎤
⎦ . (3.15)
Eq.3.15 can be rewritten as: [
∂
∂ξ
]
= [J ]
[
∂
∂x
]
, (3.16)
where J is the Jacobian matrix relating global coordinate system and natural coordinate
system. The inverse of the Jacobian matrix (J) is deﬁned as (G = J−1). The matrix G
will be used to transform the natural coordinate system (ξ, η) to the global coordinate
system (x, y). The derivatives with respect to the global coordinates are found to be
[
∂
∂x
]
= [G]
[
∂
∂ξ
]
. (3.17)
Thus, ⎡
⎣ ∂∂x
∂
∂y
⎤
⎦ =
⎡
⎣G11 G12
G21 G22
⎤
⎦
⎡
⎣ ∂∂ξ
∂
∂η
⎤
⎦ . (3.18)
The strains are therefore found using
ε =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
εx
εy
εxy
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
=
⎡
⎢⎢⎢⎣
∂
∂x 0
0 ∂∂y
∂
∂y
∂
∂x
⎤
⎥⎥⎥⎦
⎧⎨
⎩uv
⎫⎬
⎭ =
⎡
⎢⎢⎢⎣
G11
∂
∂ξ +G12
∂
∂η 0
0 G21
∂
∂ξ +G22
∂
∂η
G21
∂
∂ξ +G22
∂
∂η G11
∂
∂ξ +G12
∂
∂η
⎤
⎥⎥⎥⎦
⎧⎨
⎩uv
⎫⎬
⎭ . (3.19)
Using Eq.3.3-3.6 and Eq.3.13-3.14 the ﬁnite element governing equation can be written
as
{δu}T
∫
V
[B]T [C][B]dV {δu} = {δu}T {F}+ {δu}T
∫
S
[N ]T {t} dS
+ {δu}
∫
V
[N ]T {b} dV .
(3.20)
This can be rewritten as
{δu}T
[(∑
[k]e {δu} − {Fs}e − {Fb}e
)
− {F}
]
= 0 , (3.21)
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or; (∑
[k]e {δu} − {Fs}e − {Fb}e
)
− {F} = 0 , (3.22)
where:
[k]e =
∫
V [B]
T [C][B]dV = element stiﬀness matrix.
{Fs}e =
∫
S [N ]
T {t} dS = element surface force
{Fb}e =
∫
V [N ]
T {b} dV = element body force
{Fp} = point load.
The governing equation can be written compactly by combining all the external forces
into {F}
[K] {u} = {F} . (3.23)
K can be calculated from the stiﬀness matrix
K =
∫
V
BTCBdV . (3.24)
The volume element is given by
dV = h det(J)dξdη , (3.25)
where det(J) is the determinant of the Jacobian matrix and h is the thickness of the
plate (plane stress assumption). To compute the stiﬀness matrix, numerical integration
such a Gauss quadrature can be used. For this report two-dimensional Gauss quadra-
ture is used. As shown in Eq.3.24, [K] is a matrix dependent on (ξi, ηj). Integration
point and integration weights depend on the type of integration. In the case of the four
node element a 2x2 Gauss rule is employed.
The integration in Eq.3.24 can be replaced by a summation over the Gauss points using
Gauss quadrature in two dimensions. Thus, the stiﬀness matrix can be found by
Ke =
∫ 1
−1
∫ 1
−1
hBTCB det(J)dξdη = h
2∑
i=1
2∑
i=1
BTCB det(J)wiwj , (3.26)
where wi, wj are the corresponding weights for two Gauss integration orders. Likewise,
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{Fb} can be found by using 2D numerical integration procedure based on the Gauss
quadrature:
{Fb}e =
∫ 1
−1
∫ 1
−1
hNT b det(J)dξdη = h
2∑
i=1
2∑
i=1
NT b det(J)wiwj . (3.27)
The governing equation (Eq.3.23) can then be solved to give the displacement {u} in
the natural coordinate system. To obtain the displacements at a point in the global
coordinates, the extrapolation method is used
up =
4∑
i=1
Niui . (3.28)
Likewise, using extrapolation of stress (Bhatti, 2006) [20], the stress at any point in
global coordinate system can be found
σp =
4∑
i=1
Niσi . (3.29)
The FEM introduced in this section is suitable for solving classical continuum problems.
It can also be used to study more complicated problems, such as strain gradient theory.
However, there are several useful extensions for dealing with these more complicated
problems more eﬃciently. Some of these are outlined below.
3.2 Extended Finite Element Method
The extended ﬁnite element method (XFEM) is a numerical method based on the FEM
and the partition of unity method in which discontinuities are treated by enriching the
solution space around the locations of the discontinuities. The resulting program oﬀers
faster convergence rates than the standard FEM, with the additional beneﬁt that more
accurate results are obtained.
Using the basic theory of the partition of unity by Babusˇka and Melenk [74], Belytschko
and Black [19] modelled cracks with an original mesh and an enrichment function in
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addition to the FEM basic function. The XFEM not only reduced the computational
load caused by remeshing, but also exhibited greater accuracy and convergency than the
original meshing FEM approximation. Since the XFEM was introduced, a great deal of
research on discontinuities and singularities (such as inclusions and crack propagations)
has been performed. In 1999, Dolbow and Belytschko [32] modelled a crack growth by
using XFEM to enrich the meshes around the crack. Two year after, Dolbow et al. [33]
developed a crack model including the eﬀects of fractional contact on the crack faces
by using a discontinuous constitutive law on the interfaces. In 2002, the growth of
cohesive cracks was investigated by using XFEM [80]. XFEM for 3D crack propagation
model were also developed by Moe¨s et al. [82] and Ferrie´ et al. [40]. Stolarska et al.
[107] combined the level set method with XFEM on crack locations, resulting in a
more eﬃcient approximation. Combining the level set method and XFEM, Sukumar
et al. [108] set enrichment functions by the level set method and achieved a model of
discontinuities of holes and inclusions. The level set method was invented by Osher and
Sethian in 1988 [87]. Sethian [99] and Osher and Fedkiw [38] gave more explanation of
the level set method.
3.2.1 XFEM formulations
In 1999, Belytschko and Black [19] presented the idea of minimal remeshing, in which
the partition of unity by Melenk and Babusˇka [74] and an enrichment are added into
the conventional FEM in order to divide a standard mesh near a discontinuity. The
level set method [38] is also applied to point out the discontinuity location and exhibits
the function of enrichment.
Applying the partition of unity, the general form of a nodal variable, uh(x), is
uh(x) =
∑
i∈SFEM
Ni(x)ui +
∑
j∈SENR
Nj(x)ϕ(x)aj , (3.30)
where the ﬁrst term is from the conventional FEM approximation. The others in the
second term are the domain of enrichment, SENR, the shape function built by partition
of unity, Nj , the enrichment function, ϕ, and the extra degrees of freedom from enriched
nodes, aj . To evaluate u
h at node xI of an element, the equation above can be expressed
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Figure 3.1: A domain containing a discontinuity, ∂Ω. The discontinuity divides the domain into
two sub-domains Ω+ and Ω−, as shown in the left hand diagram.The right hand
diagram shows the corresponding value of the level set function within the domain
and the discontinuity location in standard elements.
as
uh(xI) = uI + ϕ(xI)aI .
Since the approximation of a nodal variable is not equal to the conventional nodal value
(i.e.,uh(xI) = uI), the enrichment needs to be shifted to ensure the consistency of the
approximation with nodal values. This shift is given by
uh(x) =
∑
i∈SFEM
Ni(x)ui +
∑
j∈SENR
Nj(x)(ϕ(x)− ϕ(xj))aj . (3.31)
3.2.2 Enrichment Function
Based on the level set method [38] (as shown in Figure 3.1), the level set function φ
representing the discontinuities is given by
φ(x) < 0 if x ∈ Ω−
φ(x) = 0 if x ∈ ∂Ω
φ(x) > 0 if x ∈ Ω+ ,
(3.32)
where Ω− and Ω+ are sub-domains, ∂Ω represents the circular boundary (phase inter-
face) on which the level set function is the zero level. The value of the level set function
is deﬁned from the distance function.
d = min(|x− xΓ|) . (3.33)
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If the discontinuity is a straight line, given by ax + by + c = 0, the level set function
can be deﬁned as
φi =
ax+ by + c√
a2 + b2
, (3.34)
where x, y are the coordinates of node i. For a circular discontinuity, deﬁned as√
(x− a)2 + (y − b)2 = c, the level set function is given by
φi =
√
(x− a)2 + (y − b)2 − c . (3.35)
The enrichment function developed by Moe¨s et al. [81] is
ϕ(x) = N(x)|φ| − |N(x)φ| . (3.36)
This enrichment function is used to reduce the eﬀect of the blending elements on the
enriched elements, and can provide a better performance in terms of convergence rate.
3.2.3 Gauss Integration for the enriched element
When the integration of the principle of the virtual work is replaced by a summation
over the Gauss points, a Gauss quadrature scheme is used, giving
∫ 1
−1
∫ 1
−1
f(ξ, η)Jdξdη =
n∑
i=1
n∑
j=1
wiwjf(ξ, η)J , (3.37)
where f represents the function of integration, J represents the Jacobian matrix which
accounts for the relationship between natural derivatives and global derivatives and w
is the corresponding weight for Gauss integration order. The number of Gauss points
inﬂuences the accuracy of the approximation and the stability of the solution. Following
Wriggers and Laursen [118], the speciﬁc Gauss points and the corresponding weights
are deﬁned.
Conventional Gauss integration suﬀers from the inadequacy that elements through
which the discontinuity passes cannot have varying properties. Therefore, an enrich-
ment function is required. Here, the enriched element is divided into multiple sub-
elements which hold properties individually. To calculate the integration of the sub-
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Figure 3.2: Enrichment and Gauss integration points of a quadrilateral enriched element. The
unenriched element, containing a discontinuity dividing it into two parts, is shown
on the left. In the central digram, the element has been enriched by the addition of
several nodes, dividing it into triangular subelements. To eﬀect gaussian integration,
these triangular elements need to be mapped onto a quarilateral, as shown in the
right hand diagram.
Figure 3.3: Enrichment and Gauss integration points of a triangular enriched element. The
unenriched element is shown on the left, and once again contains a discontinuity
dividing it into two regions. In the central diagram, the element is enriched by
adding several nodes, dividing it into several triangular subelements. These are the
same shape as the original element, so will have the same Gauss integration point
structure as the elements outside the unenriched region, as shown on the right.
elements, the Gauss integration is applied to each sub-element. Under the integration
over all the elements (sub-elements and original elements outside the discontinuity re-
gion), the sub divided elements must have the same structure of Gauss point as their
original elements. For example, if the original mesh is quadrilateral and the sub ele-
ments are triangular, new nodes must be added to make the sub elements quadrilateral.
Figure 3.2a demonstrates the Gauss point of a quadrilateral element divided into sub-
triangular elements. Figure 3.3b demonstrates the Gauss point of a triangular element
divided into sub-triangular elements.
3.3 Mixed-Finite element methods
Strain gradient theories of elasticity result in fourth order partial diﬀerential equations
in the displacement variable. To solve these using classical FEM, C1 continuous ele-
ments (e.g. Hermitian ﬁnite elements) are required. These are diﬃcult to implement in
more than one dimension. Alternatively, to avoid the use of C1 continuous elements, an
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equivalent mixed-type ﬁnite element formulation can be used, which requires only C0
continuous elements, but at the cost of introducing additional variables that need to be
calculated. While the motivation for introducing mixed-FEM is to solve strain gradient
theories more eﬀectively, it is instructive to ﬁrst consider the application of this method
to classical elasticity before going on to apply it to more complicated problems.
3.3.1 Mixed Formulations for Classical Elasticity
Mixed Finite Element Methods (mixed-FEM) are formulations in which two or more
ﬁnite element spaces are used to approximate diﬀerent variables. Not only the primary
variable (such as displacements in classical elasticity) but also secondary and/or tertiary
variables would be approximated simultaneously (such as strains/stresses and their
derivatives). These more complex implementations are sometimes called two-ﬁeld or
three-ﬁeld mixed ﬁnite elements. There are many books and published works available
for two-ﬁeld or three-ﬁeld mixed formulations in classical/local elasticity [12, 10, 131].
In the formulations of elasticity problems described above we have used the displace-
ment as the unknown variable. It will now be shown how stresses could also be ap-
proximated together with the displacement. To establish the equilibrium condition the
virtual work principle is used which is written as [1, 51, 131];
∫
V
(δijσij − δuibi) dV −
∫
S
δuitˆidS = 0 , (3.38)
where bi represents the body forces due to gravitation, tˆi are the tractions on surface
S and with the approximation of stresses as;
σ˜ij = {Nσ} {σij} , (3.39)
and the constitutive relation;
σij = Cijklkl = λkkδij + 2μij , (3.40)
where Cijkl = λδijδkl + μ(δikδjl + δilδjk). The constitutive equation can be written in
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(a) (b)
Figure 3.4: The stresses of cantilever beam subject to a point load at the end trip (a) using
FEM based on irreducible formulation (displacement) and (b) using two ﬁeld mixed
formulation (stress and displacement variables). Note that both sets of results are
in close agreement.
variational form (required for use in FEM) as;
∫
V
δσij [kl − Cijklσij ] dV = 0 , (3.41)
where
kl =
1
2
(uk,l + ul,k) ,
Cijklσij = − ν
E
σkkδij +
(1 + ν)
E
σij .
(3.42)
Eq.3.38 and Eq.3.41 can be solved simultaneously to calculate the stress and the dis-
placement.
Figure 3.4 shows the comparison between stresses obtained with an irreducible 3D FEM
formulation as described in the previous chapter and the two ﬁeld mixed FEM formu-
lation (displacements and stresses) outlined above. As expected, excellent agreement is
obtained between both solutions. There is, however, no advantage to using mixed-FEM
for classical continuum models, since only C0 continuous elements are required to solve
the problem using the standard FEM.
3.4 Mixed Formulation for Piezoelectricity
Simulating piezoelectric materials requires the calculation of the electric potential inside
the material domain, in addition to the displacement. As such, it is natural to apply
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the two ﬁeld mixed-FEM to investgate piezoelectric materials.
Consider a two dimensional domain, assumed as a four node quadrature element. Each
node has coordinate (xi, yi), nodal displacements (ui, vi) and nodal electrical potentials
φi. N
e
i is the linear shape function and i labels the nodes with a number; 1,2,3 or 4.
The elemental displacement/potential can be written in terms of the nodal displace-
ments/potentials as:
{ue} = [Nu] {ui}
{φe} = [Nφ] {φi}
(3.43)
Eq.3.43 uses the following representation for the nodal shape function for displacement:
[Nu] =
⎡
⎣Nu1 Nu2 Nu3 Nu4 0 0 0 0
0 0 0 0 Nu1 N
u
2 N
u
3 N
u
4
⎤
⎦ (3.44)
The nodal displacement components for each element are written as:
{ui} =
{
u1 u2 u3 u4 v1 v2 v3 v4
}T
(3.45)
The nodal potential shape function is:
[Nφ] =
[
Nφ1 N
φ
2 N
φ
3 N
φ
4
]
(3.46)
The nodal potential for each element is:
{φi} =
{
φ1 φ2 φ3 φ4
}T
(3.47)
Therefore, the mechanical strain tensor and the electric ﬁeld vector are related to the
nodal displacements and potentials by the shape function derivatives [Bu] and [Bφ]
found by;
{e} = [∂][Nu] {ui} = {Bu} {ui} (3.48)
{Ee} = −∇[Nφ] {φi} −
{
Bφ
}
{φi} (3.49)
where [∂] is the derivative operator and ∇ is the gradient operator.
To use the ﬁnite element method, the piezoelectric continuum governing equation is
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derived by the substitution of Eq.2.48, Eq.2.49 and Eq.3.48-3.49 into Eq.2.47
− {δui}T
∫
V
[Bu]
T [CE ][Bu]dV {ui} − {δui}T
∫
V
[Bu]
T [e][Bφ]dV {φi}
− {δφi}T
∫
V
[Bφ]
T [e]T [Bu]dV {ui}+ {δφi}T
∫
V
[Bφ]
T [eS ][Bφ]dV {φi}
+ {δui}T
∫
V
[Nu]
T [Fv]dV + {δui}T
∫
S
[Nu]
T [FS ]dS
+ {δui}T
∫
S
[Nu]
T [FS ]dS − {δφi}T
∫
S
[Nφ]
TdS − {δφi}T [Nφ]TQ = 0
(3.50)
The general form of the elementary governing equation (Eq.3.50) for static problems
can be written in a similar way to the FEM equations as follows [57];
⎡
⎣[Keuu] [Keuφ]
[Keφu] [K
e
φφ]
⎤
⎦
⎡
⎣{ue}
{φe}
⎤
⎦ =
⎡
⎣{F e}
{Qe}
⎤
⎦ (3.51)
The terms in this equation are known as:
[Keuu] represents stiﬀness matrix of elastic terms,
[Keuφ] and [K
e
φu] represent stiﬀness matrix of piezoelectric coupling terms,
[Keφφ] represents stiﬀness matrix of dielectric terms.
[U e] represents the nodal displacements
[φe] represents the nodal electrical potential
[F e] represents the nodal external force
[Qe] represents the nodal charge .
with the respective matrices and vectors given by:
[Keuu] =
∫
v
[Bu]
T [C][Bu]dV (3.52)
[Keuφ] =
∫
v
[Bu]
T [e][Bφ]dV (3.53)
[Keφu] = [K
e
uφ]
T =
∫
v
[Bφ]
T [e]T [Bu]dV (3.54)
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[Keφφ] = −
∫
v
[Bφ]
T [][Bφ]dV (3.55)
{Fi} =
∫
V
[Nu]
T [Fv]dV +
∫
S
[Nu]
T [FS ]dS + [Nu]
T [FP ] (3.56)
{Qi} = −
∫
S
[Nφ]
TdS − [Nφ]TQ (3.57)
According to the 2D numerical integration procedure based on the Gauss quadrature,
Eq.3.52-3.55 can be found from;
[Keuu] = h
2∑
i=1
2∑
i=1
[Bu]
T [C][Bu]detJwiwj (3.58)
[Keuφ] = h
2∑
i=1
2∑
i=1
[Bu]
T [e][Bφ]detJwiwj (3.59)
[Keφu] = [K
e
uφ]
T = h
2∑
i=1
2∑
i=1
[Bφ]
T [e]T [Bu]detJwiwj (3.60)
[Keφφ] = −h
2∑
i=1
2∑
i=1
[Bφ]
T [][Bφ]detJwiwj (3.61)
The above equations (Eq.3.58-3.61) consider only a single element. When added to-
gether, ensuring that nodes of diﬀerent elements are assembled properly, these produce
the global equation: ⎡
⎣[Kuu] [Kuφ]
[Kφu] [Kφφ]
⎤
⎦
⎡
⎣{u}
{φ}
⎤
⎦ =
⎡
⎣{F}
{Q}
⎤
⎦ (3.62)
In Eq.3.62, the stiﬀness matrix has terms with diﬀerent orders of magnitude. The
piezoelectric stiﬀness matrix can therefore exhibit problems such as ill conditioning -
it is close to being singular. To solve the equations more accurately, singular value
decomposition and a pseudo inverse are needed.
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3.4.1 Singular value decomposition and Pseudo-Inverse
The equation to be solved is of the form U = K−1F , but due to ill conditioning it cannot
be done accurately using normal methods. However, because some of components in
the stiﬀness matrix are very small compared to the others they can be ignored. To ﬁnd
out which terms can be ignored without changing the results substantially, the famous
singular value decomposition (SVD) can be used [22, 21].
To compute the SVD of the stiﬀness matrix (K) the K can be decomposed as [95, 27,
17, 73]:
K = USV T (3.63)
where U is an orthonormal matrix of which the column vectors of U are eigenvectors of
KKT , V is an orthonormal matrix of which the column vectors of U are eigenvectors of
KTK, and S represents a diagonal matrix with the same dimensions asK. The diagonal
components are the square roots of the eigenvalues of KTK (called the singular values
of K) arranged from greatest to least along the diagonal. The rejection of small values
is done by comparing with a proportional threshold [22];
σthreshold = 10
−q 1
N
ΣNi=1σi (3.64)
where q is an integer deﬁned by the user and N is the number of components in the
matrix S. Using the SVD, components of the matrix S are ﬁltered out when the
diagonal component (i, i) of the matrix S is less than σthreshold and also U and V are
reduced by cutting oﬀ columns i and row i respectively. Then the pseudo inverse matrix
can be found easily as follows;
K−1 = (USV T )−1
= (V T )−1S−1U−1
= V S−1UT
(3.65)
As mentioned above, this section shows the relationship between the mechanical and
electrical behaviour of the piezoelectric coupling term and this can be used to analyse
electro-mechanical properties of piezoelectric materials (examples will be shown in later
sections and appendices).
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3.5 Mixed Formulations for Strain-Gradient Theories
The strain gradient elasticity equations lead to fourth-order PDE in terms of displace-
ments only which can be solved by using, for example, Hermitian ﬁnite elements (C1
continuity). Another format of gradient elasticity ﬁnite element formulations consists
of second-order PDE in term of displacement and additional variables which can be
solved by using, for instance, mixed formulations (e.g. strains and/or stresses could be
approximated independently together with displacement[5, 13]). Due to the complica-
tions involved in developing general C1 elements (these are easy for 1D but not for 2D
or 3D), the present work will speciﬁcally focus on developing Gradient Finite Element
formulations based on a Mixed Variational Approach. In the present formulations, the
displacement gradients (also called relaxed strains, ψij) and higher order stresses (also
called Lagrange multipliers, ρjk) together with the displacements (ui) are the unknown
variables of the problem (i.e. each will be approximated independently).
In order to avoid the use of C1 elements, the principle of virtual work will be rewritten.
To derive the weak form of the principle of virtual work, kinematic constrains will be
introduced. These are given by the relaxed strains, deﬁned as
ψij = uj,i . (3.66)
This also requires the introduction of an additional arbitrary variation, the Kinematic
relation of arbitrary variations, relating variations of δu to δψ. It is given by
δψij = δuj,i . (3.67)
Weak Form
Making use of the divergence theorem, the strain energy density Eq.2.33 in the domain
Ω can be rewritten as [102]
∫
Ω
[σijδεij + τijkδηijk + τijk,i(δuk,j − δψjk)]dΩ =
∫
Ω
bkδukdΩ+
∫
Γ
[tkδuk + njrkδuk,j ]dΓ
(3.68)
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When applying a mixed ﬁnite element formulation, we have to enforce the ﬁrst varia-
tional form of the constraints by introducing Lagrange multipliers, deﬁned as
ρjk = −τijk,i (3.69)
The constraints are enforced by writing Eq.3.67 as a variational form, using an arbitrary
variation of the Lagrange multipliers, δτijk,i, giving a set of extra conditions, [102]
∫
Ω
(ψjk − uk,j)δτijk,idΩ = 0 (no sum on j and k) (3.70)
After rewriting Eq.3.68 and Eq.3.70, the modiﬁed virtual work becomes the set of
equations
∫
Ω
(σijδεij − ρjkδuk,j) dΩ =
∫
Ω
bkδuk dΩ+
∫
Γ
tkδuk dΓ∫
Ω
(τijkδηijk + ρjkδψjk) dΩ =
∫
Γ
njrkδuk,j dΓ∫
Ω
(ψjk − uk,j)δρjk dΩ = 0 (no sum on j and k)
(3.71)
These are what need to be solved by using mixed-FEM to model a material that is
described by a strain gradient theory. However, there is an additional complication
associated with using this method - the numerical stability of the method.
Stability condition of mixed approximation
When two or more ﬁnite element function spaces are used in mixed ﬁnite element
methods to evaluate separate variables, the mixed function spaces have to be chosen
carefully. For mixed ﬁnite element formulation based on strain-gradient elasticity, the
necessary conditions for convergence derived by Zervos and et al. [125] is
sNGP ≥ nψ (3.72)
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and suﬃcient conditions for convergence are
nu > nψ + sNGP if nψ ≤ sNGP < nu (3.73)
where nu and nψ are number of degrees of freedom representing displacements (u)
and relaxed strains(ψ). NGP denotes number of Gauss points, s is number of the
components of ψ (s = 4 for 2D problems and s=9 for 3D problems). In addition,
theoretically, other ways to automate the examination of stability is the inf-sup or
LBB condition. Since Babuska (1973) and Brezzi(1974) presented the stability theory
for mixed ﬁnite element discretizations, many papers have been published considering
the appropriate discretization for mixed formulations [6, 7, 8, 9, 10, 11, 12, 15, 16, 24].
3.6 FEniCS: a Finite element simulation tool
There are a number of tools available to implement the ﬁnite element method, each
with their own advantages and disadvantages. The choice of tool depends very much
on the type of problem to be solved and on the available resources.
In this thesis the FEniCS project is used. The FEniCS Project is a modern collection of
open source software components directed at the automated solution of Partial Diﬀer-
ential Equations (PDEs) by FEM [66, 65]. The FEniCS environment provides the fol-
lowing key components: (i) a high-level user interface (written in Python) that imitates
the mathematical formulation of a ﬁnite element discretization, and (ii) sophisticated
computational techniques that allow a large class of ﬁnite element discretizations to be
concisely deﬁned while providing highly eﬃcient code [54, 55, 86]. A very important
characteristic of the FEniCS environment is its ﬂexibility for changing the governing
equations and their method of discretization, allowing the use of highly unusual function
spaces. This ﬂexibility makes FEniCS particularly useful for areas of research in which
computational experimentation with diﬀerent constitutive relations, diﬀerent auxiliary
equations and diﬀerent regimes are of importance (as in the case of strain gradient
elasticity). Its automation focus also allows for the automation of tedious and error-
prone tasks such as the assembly of ﬁnite element matrices and vectors, encouraging
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rapid prototyping and development. Overall, the user-speciﬁed equations and methods
of discretization remain explicit while the generic ﬁnite element implementation details
are kept out of sight.
Advanced FEM implementations in FEniCS are increasingly taking place as the capa-
bilities oﬀered by the project become evident. For example, Abert et al. [2] presented a
micromagnetic simulation code, Hoﬀman et al. [44] presented a framework for adaptive
ﬁnite element computation of turbulent ﬂow and ﬂuid-structure interaction, Mortensen
et al. [83] presented a framework for experiments in computational turbulence while
Vynnytska et al. [116] evaluated the usability of the FEniCS Project for mantle con-
vection simulations.
In the following chapters, FEniCS will be used to implement the mixed ﬁnite element
method for strain gradient elasticity, to model nanocomposites based on strain gradient
theory and to model piezoelectric nanobeams with ﬂexoelectric eﬀect.
Chapter 4
Mixed Finite Element for
Strain-Gradient Problems
In this chapter, the ﬁnite element implementations of the strain gradient elasticity
using the FEniCS project are presented. The FEniCS Project provides a novel tool for
the automated solution of partial diﬀerential equations by the ﬁnite element method.
In particular, it oﬀers a signiﬁcant ﬂexibility with regards to modelling and numerical
discretization choices. The weak form of the gradient elasticity problem is derived from
the Principal of Virtual Work. An equivalent mixed-type ﬁnite element formulation for
the strain gradient elasticity problem is implemented in order to avoid the use of C1
continuous elements. The complete methodology and source codes (Python scripts) are
provided. Numerical results are presented and compared with well-known benchmark
examples, demonstrating the applicability of FEniCS for such applications.
4.1 Introduction
Under certain conditions, there is a direct equivalence between non-local stress theories
and strain gradient theories. From the two approaches, strain gradient theories are
well known to be simpler to solve/implement. They have previously been considered
in several publications, using either the mixed-type ﬁnite element formulation [5, 102]
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or meshless methods [113]. The main diﬃculty of using FEM to solve strain gradient
elasticity is the continuity requirement (C1 continuity). In this thesis, C1 continuous
ﬁnite element can be avoided by a mixed-type formulation.
The main objectives of this chapter are: (i) to implement in FEniCS for the ﬁrst time
a set of mixed ﬁnite element formulations for the solution of strain gradient elasticity,
(ii) to compare the results with the references established in the literature and (iii) to
evaluate the suitability of FEniCS for the solution of strain gradient elasticity prob-
lems. The ﬁrst numerical example considered is a patch test in which the displacement
functions are quadratic polynomials [126]. Material behaviour of a perfectly bonded
bi-material subjected to a shear stress and an inﬁnite plate with a hole subjected to a
distribution load are also investigated. Numerical results are presented and compared
with well-known benchmark solutions, highlighting the suitability of FEniCS for the
solution of this kind of problems.
4.2 Computational Implementation (Patch Test)
In this section the proposed methodology will be demonstrated while solving the patch
test problem. The overall steps of the methodology are: deﬁne a partial diﬀeren-
tial equation (PDE) for problems, deﬁne domains, create a mesh and deﬁne function
spaces, apply boundary conditions, perform computation and visualization of meshes
and results.
Patch tests are well known numerical examples that help to assess the convergence
properties of FEM implementations. The proposed strain gradient mixed ﬁnite ele-
ment implementation and discretizations will be tested with a patch test in which the
displacement functions are quadratic polynomials [105, 126]. This diﬀers from stan-
dard patch tests, which consider only constant stresses and strains and are therefore
unsuitable for testing a method in which strain gradients play an essential role. The di-
mensions of the patch are 0.24×0.12. The boundary conditions are: the displacements
ui and relaxed strains ψij at the boundary nodes. The inner nodes are investigated
and the results are compared with analytical solutions [76].
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Table 4.1: Solution of the patch test problem.
i 1 2 3 4 5 6 7 8 9 10
φ 1 0 y x −νx y/2 −xy (y2 + νx2)/2 xy (y2 − x2)/2
ϕ 0 1 −x −νy y x/2 (x2 + νy2)/2 −xy (x2 − y2)/2 xy
Figure 4.1: Mesh of patch test for 3-node element
4.2.1 Problem deﬁnition
According to Zhao etal.[127] and Soh and Wanji [105], the displacement functions of the
patch test should be a quadratic polynomial that satisﬁes the equilibrium equations.
Following analytical solutions of the patch test [105], the displacement functions are
expressed as
u(x, y) =
10∑
i=1
φiai ,
v(x, y) =
10∑
i=1
ϕibi .
(4.1)
where ai and bi are assumed as be equal to i = 1, 2..., and φi and ψi are deﬁned as
shown in Table 4.1.
For the boundary conditions of the patch test, the nodal displacements and relaxed
strains on the boundaries are given by Eq.4.1. The material properties are assumed as
E = 1000GPa, ν = 0.25 and nonlocal parameter le = 0.1.
4.2.2 FEniCS Implementation
In this section the FEniCS implementation will be explained. For a detailed documen-
tation of the FEniCS project, please refer to the FEniCS manual [65].
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First, the DOLFIN library is called (DOLFIN is a C++/Python library that functions
as the main user interface of FEniCS):
Python code
from dolfin import *
To deal with multi-dimensional arrays and/or matrices, the Numpy library is used:
Python code
import numpy as np
The mesh was created in ABAQUS [110] (although any other mesh generator could be
employed). The input ﬁle from ABAQUS (.inp) was used to obtain the xml ﬁle called
‘PatchTest01.xml’ (see Appendix D for the complete ﬁle).
Python code
# import mesh
mesh = Mesh ( PatchTest01.xml )
To deﬁne function spaces on the domain, diﬀerent element types should be speciﬁed on
a cell (Triangular Shape in 2D or Tetrahedral in 3D). Using a 2D implementation (it is
straightforward to consider a 3D implementation in FEniCS), the degrees of freedom
for each variable are given as follows (displacements u, relaxed strains ψ and Lagrange
multiplier ρ):
u = {u1 u2}2×1 ≈ [Nu]2×2nu {uˆ}2nu×1 , (4.2)
Ψ = {ψ11 ψ12 ψ21 ψ22}4×1 ≈
[
Nψ
]
4×4nψ
{
ψˆ
}
4nΨ×1
, (4.3)
ρ = {ρ11 ρ12 ρ21 ρ22}4×1 ≈ [Nρ]4×4nρ {ρˆ}4nρ×1 , (4.4)
where [Nu],
[
Nψ
]
and [Nρ] represent the shape functions, {uˆ},
{
ψˆ
}
. {ρˆ} represents
nodal values (nodal degrees of freedom) and nu, nψ and nρ are number of nodes per
element.
For displacements and relaxed strains, Lagrange polynomials of degree 2 (CG2) and 1
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(a) (b) (c)
Figure 4.2: The node locations deﬁned for each variable in a triangular element: a) the nodal
displacements are deﬁned at 6 nodes on the element boundary b) the nodal relaxed
strains are deﬁned on nodes at the 3 vertices and c) the nodal Lagrange multiplier
is only deﬁned at 1 node in the centre of the element.
(CG1) will be used respectively (these basis functions belong to the H1 Sobolev space).
For Lagrange multipliers, discontinuous Lagrangian elements of degree 0 (DG0) are
employed (L2 Sobolev space). The graphical representation of these basis functions is
given in Figure 4.2.
The total degrees of freedom for a triangular cell of the discretization described above
are:
{uˆ} = {u11 u21 u31 u41 u51 u61 u12 u22 u32 u42 u52 u62} , (4.5)
{
ψˆ
}
=
{
ψ111 ψ
2
11 ψ
3
11 ψ
1
12 ψ
2
12 ψ
3
12 ψ
1
21 ψ
2
21 ψ
3
21 ψ
1
22 ψ
2
22 ψ
3
22
}
, (4.6)
{ρˆ} = {ρ111 ρ112 ρ121 ρ122} . (4.7)
The functional spaces (basis functions) are deﬁned as follows,
Python code
# define functional spaces
V = VectorFunctionSpace (mesh , CG ,2) # displacements
VV = TensorFunctionSpace (mesh , CG ,1) # relaxed strains
VVV = TensorFunctionSpace (mesh , DG ,0) # Lagrange multipliers
MX = MixedFunctionSpace ([V,VV,VVV])
As part of a symmetric variational weak form, trial and test functions are deﬁned using
the same spaces,
Python code
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# define variational variables
(u, u_RStrain , u_Lagrange ) = TrialFunctions (MX)
(w, w_RStrain , w_Lagrange ) = TestFunctions (MX)
Using the mesh provided, FEniCS is able to deﬁne the entire domain of interest. Bound-
ary deﬁnition is also performed using the mesh provided. In the present case (patch
test), displacements and strains will be deﬁned along all the boundary, therefore the
entire boundary of the patch test will be marked as boundary part 0:
Python code
#Create mesh function over cell facets
boundary_parts = MeshFunction("uint", mesh ,
mesh.topology ().dim()-1)
# define boundaries
# Mark all boundary as subdomain 0
class AllBoundary(SubDomain):
def inside(self , x, on_boundary):
tol = 1E-14 # tolerance for coordinate comparisons
return on_boundary
Gamma = AllBoundary ()
Gamma.mark(boundary_parts , 0)
Loading in FEniCS can be deﬁned along the boundary or in the domain. In the present
case no actual tractions or body forces are applied (only displacements and relaxed
strains are applied), therefore;
Python code
# loading in the surface normal direction , the traction vector
in MPa
tr=Expression (( 0.0 , 0.0 ))
# Body Force , the gravity acceleration in m/s^2
bf=Expression (( 0.0 , 0.0 ))
# define zero clamped conditions
null=Constant(0.0)
According to Eq.4.1, the boundaries conditions of the patch test are deﬁned in FEniCS
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as follows:
u(x, y) = −4x2 + 2xy + 11x/4 + 9y2 + 6y + 1 ,
v(x, y) = 8x2 + 2xy + 4y − 29y2/8 + 2 ,
ψ11(x, y) = 2y − 8x+ 11/4 ,
ψ12(x, y) = 16x+ 2y ,
ψ21(x, y) = 2x+ 18y + 6 ,
ψ22(x, y) = 2x− 29y/4 + 4 .
(4.8)
Python code
# boundary conditions
u0 = Expression("- 4*x[0]*x[0] + 2*x[0]*x[1] + (11*x[0])/4 +
9*x[1]*x[1] + 6*x[1] + 1")
v0 = Expression("8*x[0]*x[0] + 2*x[1]*x[0] + 4*x[1] -
(29*x[1]*x[1])/8 + 2")
psi11 = Expression("2*x[1] - 8*x[0] + 11.0/4.0")
psi12 = Expression("16*x[0] + 2*x[1]")
psi21 = Expression("2*x[0] + 18*x[1] + 6")
psi22 = Expression("2*x[0] - (29*x[1])/4 + 4")
bcs=[DirichletBC(MX.sub(0).sub(0),u0 ,boundary_parts , 0),
DirichletBC(MX.sub(0).sub(1),v0,boundary_parts , 0),
DirichletBC(MX.sub(1).sub(0),psi11 ,boundary_parts , 0),
DirichletBC(MX.sub(1).sub(1),psi12 ,boundary_parts , 0),
DirichletBC(MX.sub(1).sub(2),psi21 ,boundary_parts , 0),
DirichletBC(MX.sub(1).sub(3),psi22 ,boundary_parts , 0)]
Material properties and constants deﬁnitions in FEniCS is also straight forward:
Python code
# material properties
E=1000 #MPa
nu=0.25
Lambda=(E*nu)/(1.0-(nu*nu)) # Plane stress
G=E/(2.0*(1.0+nu))
mu=G
# Micro -structural properties
nonlocal= 0.1
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The next step in the implementation methodology involves the deﬁnition of the gov-
erning equations. First we start with the kinematic relations,
Python code
# metric
delta=Identity(V.cell().d)#Identity(3)
# index notation
i,j,k,l,A,B,K,L,M=indices(9)
# Gradient Mixed Finite Element Formulations
# Strain tensor
def StrainT(u):
return as_tensor ((1./2.*(u[i].dx(j)+u[j].dx(i))),[i,j])
# Stress tensor
def StressT(u):
return as_tensor (( Lambda*StrainT(u)[k,k]*delta[i,j] +
2*mu*StrainT(u)[i,j]),[i,j])
# Relaxed Strain
def RStrain(u):
return as_tensor ((u[j].dx(i)),[i,j])
# Strain Gradient : either Form I or Form II
def RStrainGrad(u_RStrain):
#return as_tensor(u_RStrain[i,k].dx(j),[i,j,k]) #Form I
return as_tensor ((1./2.*(u_RStrain[j,k].dx(i) +
u_RStrain[i,k].dx(j))),[i,j,k]) #From II
# High order stress
def HStress(u_RStrain):
return as_tensor ((mu*nonl*nonl* (RStrainGrad(u_RStrain)[i,j,k]
- RStrainGrad(u_RStrain)[k,j,i])),[i,j,k])
Next, the actual variational formulation is coded as follows (from Eq 3.71),
Python code
# variational formulation
F1 = StressT(u)[i,j]*StrainT(w)[i,j]*dx -
u_Lagrange[i,j]*w[j].dx(i)*dx
- Rho*bf[j]*w[j]*dx - tr[j]*w[j]*ds(1)
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F2 = HStress(u_RStrain)[j,i,k]* RStrainGrad(w_RStrain)[j,i,k]*dx
+ u_Lagrange[i,k]*w_RStrain[i,k]*dx
F30 = u_RStrain[0,0]*w_Lagrange[0,0]*dx -
u[0].dx(0)*w_Lagrange[0,0]*dx
F31 = u_RStrain[0,1]*w_Lagrange[0,1]*dx -
u[1].dx(0)*w_Lagrange[0,1]*dx
F32 = u_RStrain[1,0]*w_Lagrange[1,0]*dx -
u[0].dx(1)*w_Lagrange[1,0]*dx
F33 = u_RStrain[1,1]*w_Lagrange[1,1]*dx -
u[1].dx(1)*w_Lagrange[1,1]*dx
F = F1 + F2 + F30 + F31 + F32 + F33
a=lhs(F)
L=rhs(F)
From the above portion of the script,“a” represents the bilinear form and “L” represents
the linear form, which are automatically identiﬁed and extracted by FEniCS from the
variational formulation. To solve the variational form with the boundary conditions, the
bilinear form, linear form and known variables are assembled as a system of equations
as follows,
Python code
# solving
mx = Function (MX)
(A, b) = assemble_system (a, L, bcs , finalize_tensor = True );
solve (A,mx. vector () ,b,"lu")
u, u_RStrain , u_Lagrange = mx. split ()
u_x , u_y = u. split ()
Finally, the result can be visualised in ParaView (export results to .pvd ﬁle),
Python code
# export results to .pvd files
file=File( PatchTest01BCIII_Disp.pvd )
file<<u
file=File( PatchTest01BCIII_RStrain.pvd )
file<<u_RStrain
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Table 4.2: Numerical results of the patch test at point E (x = 0.04, y = 0.02). It can be seen
that the Fenics implemetation gives excllent agreement with the exact solution.
Results u v ∂u/∂x ∂v/∂x ∂u/∂y ∂v/∂y
Exact [76] 1.2288 2.0929 2.4700 0.6800 6.4400 3.9350
Zhao et.al 2011 [127] 1.2288 2.0929 2.4700 0.6800 6.4400 3.9350
Soh and Wanji 2004 [105] 1.2288 2.0929 2.4700 0.6800 6.4400 3.9350
FEniCS (CG2CG1DG0) 1.2288 2.0929 2.4700 0.6800 6.4400 3.9350
FEniCS (CG2CG2DG0) 1.2288 2.0929 2.4700 0.6800 6.4400 3.9350
FEniCS (CG3CG2DG0) 1.2288 2.0929 2.4700 0.6800 6.4400 3.9350
The above simple implementation is robust and general as will be shown in the following
sections. It also makes evident the suitability of FEniCS to solve these complex ﬁnite
element implementations.
4.2.3 Numerical results
The numerical results and analytical solutions [76] of the patch test are listed in Ta-
ble 4.2 (nodal displacements and relaxed strains of node E as shown in Figure 4.1).
Using the proposed FEniCS project employing the ﬁnite element method, the re-
sults show that triangular cells using three diﬀerent discretizations (CG2CG1DG0,
CG2CG2DG0 or CG3CG2DG0) can be used to eﬃciently interpolate displacements
(u), relaxed strains (ψ) and Lagrange multipliers (ρ).
4.3 Numerical Examples
In this section, the previous FEniCS implementation (patch test) will be modiﬁed in
order to solve other well known benchmark problems in the area of non-local and strain
gradient elasticity. The modiﬁcation will only involve domain/boundary deﬁnition
(extracted from the mesh ﬁle) and boundary conditions (displacement and loading
deﬁned as described by the problem of interest).
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Figure 4.3: A bimaterial under uniform shear and sketch of the mesh
4.3.1 Boundary layer problem
Another standard example used to test the accuracy of FEM is the boundary layer
problem. This consists of two materials bonded perfectly subjected to a shear stress
σ∞21 as shown in Figure 4.3. The shear modulus and non-local parameter of the two
materials are assumed as [102, 113]
μ1 = 2μ2 and l1 = l2 = l . (4.9)
First, the domain is deﬁned via a 2D mesh of triangular cells. In this problem, it is also
necessary to deﬁne the diﬀerent material properties for diﬀerent parts of the domain.
The mesh and the material properties were created in ABAQUS [110]. The input ﬁle
from ABAQUS (.inp) was used to obtain the xml ﬁles for mesh and material properties
(these are called ‘10x10meshI.xml’, ‘10x10meshI E.xml’ and ‘10x10meshI nu.xml’). For
the material properties, a ‘MeshFunction’ over cells is used to represent subdomains of
materials.
Python code
# geometry is a 2D plane : rectangular 10.0 x 10.0
xlength = 5.0
ylength = 5.0
# import mesh and material properties
mesh=Mesh( 10x10meshI.xml )
mfE = MeshFunction( double  ,mesh , 10x10meshI_E.xml )
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mfnu = MeshFunction( double  ,mesh , 10x10meshI_nu.xml )
To create functions of material properties (E and nu), a function space is implemented
to collect all elemental properties (discrete function). The material properties in the
xml ﬁles were read from the mesh functions and are turned to be functions of material
properties (E and nu).
Python code
# Vector space for E and nu (discontinuous Galerkin , constant
over cells)
V0 = FunctionSpace(mesh ,  DG , 0)
# Read in mesh functions and turn in to functions on V0
nu = Function(V0)
E = Function(V0)
for cell_no in range(len(mfE.array())):
E.vector ()[cell_no] = mfE.array()[cell_no]
nu.vector ()[cell_no] = mfnu.array ()[cell_no]
When all other material properties are deﬁned, the functions of E and nu are taken
into account:
Python code
# material properties
Lambda=(E*nu)/(1.0-(nu*nu)) # Plane stress
G=E/(2.0*(1.0+nu))
mu=G
# Micro -structural properties
nonlocal= 0.1
Contrary to the patch test problem, the present case involves the application of diﬀerent
boundary conditions in diﬀerent parts of the surface, therefore requires deﬁnition of
diﬀerent regions of the boundary:
Python code
D = mesh.topology ().dim()
left = compile_subdomains( x[0]== length  )
left.length = -xlength
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right = compile_subdomains( x[0]== length  )
right.length = xlength
bottom = compile_subdomains( x[1]== length  )
bottom.length = -ylength
top = compile_subdomains( x[1]== length  )
top.length = ylength
neumann_domains = MeshFunction("uint",mesh ,D-1)
# marking the parts of surfaces
neumann_domains.set_all(0)
left.mark(neumann_domains ,1)
right.mark(neumann_domains ,2)
bottom.mark(neumann_domains ,3)
top.mark(neumann_domains ,4)
In order to avoid rigid body motion, it is also necessary to deﬁne points to ﬁx the
domain. In this case, the bottom left corner and the bottom right corner are used.
Python code
# from the domain V find the parts of the points to clamp
class Pinpoint(SubDomain):
def __init__(self , coords):
self.coords = np.array(coords)
SubDomain.__init__(self)
def move(self , coords):
self.coords[:] = np.array(coords)
def inside(self , x, on_boundary):
TOL = 1e-3
return np.linalg.norm(x-self.coords) < TOL
# marking the parts of points
pinpoint1 = Pinpoint([-5.0,-5.0])
pinpoint2 = Pinpoint([5.0,-5.0])
Traction, displacement and relaxed strain boundary conditions are now deﬁned. From
Figure 4.3, at the bottom left corner we set u = v = 0 and at the bottom right corner
u = 0. The relaxed strains ψ11 and ψ22 are zero along the left and the right of the
boundary.
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Figure 4.4: Strain 12 using CG2CG1DG0
Python code
# loading in the surface normal direction , the traction vector
in MPa
tr1=Expression (( 0.0 , -1.0 ))
tr2=Expression (( 0.0 , 1.0 ))
tr3=Expression (( -1.0 , 0.0 ))
tr4=Expression (( 1.0 , 0.0 ))
# stating the boundary values ,which will be set after the
assembly
bcs=[DirichletBC(MX.sub(0).sub(0), null , pinpoint1 ,  pointwise  ),
DirichletBC(MX.sub(0).sub(1), null , pinpoint1 ,  pointwise  ),
DirichletBC(MX.sub(0).sub(1), null , pinpoint2 ,  pointwise  ),
DirichletBC(MX.sub(1).sub(0), null , left),
DirichletBC(MX.sub(1).sub(3), null , left),
DirichletBC(MX.sub(1).sub(0), null , right),
DirichletBC(MX.sub(1).sub(3), null , right)]
Results for this problem are provided in Figure 4.4-4.5 and Table 4.3, from where it is
clear that the agreement between FEniCS solutions and analytical solutions is excellent.
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Figure 4.5: The comparison between the normalized strain in the material for various discreati-
zations and the analytical solution. The analytical solution is shown y the solid line,
with the numerical results for three diﬀerent discretisations shown by the shapes.
The numerical results are in excellent agreement with the analytical ones.
Table 4.3: Numerical results of the boundary layer analysis at x1 = 0 and l = 0.1
Analytical FEniCS FEniCS FEniCS
Solutions[102] (CG2CG1DG0) (CG2CG2DG0) (CG3CG2DG0)
x2/l 12/¯12 12/¯12(%error) 12/¯12(%error) 12/¯12(%error)
10.9898 0.6667 0.6669(0.04) 0.6665(0.02) 0.6665(0.02)
9.5309 0.6667 0.6667(0.00) 0.6665(0.02) 0.6665(0.02)
8.1667 0.6666 0.6668(0.04) 0.6665(0.02) 0.6665(0.02)
6.8909 0.6664 0.6664(0.00) 0.6663(0.02) 0.6664(0.01)
5.6979 0.6659 0.6660(0.01) 0.6657(0.04) 0.6659(0.00)
4.5822 0.6644 0.6639(0.07) 0.6638(0.08) 0.6646(0.03)
3.5389 0.6602 0.6591(0.18) 0.6589(0.20) 0.6609(0.10)
2.5633 0.6495 0.6463(0.49) 0.6466(0.46) 0.6510(0.22)
1.6510 0.6240 0.6163(1.24) 0.6184(0.91) 0.6273(0.52)
0.7978 0.5666 0.5628(0.68) 0.5605(1.08) 0.5715(0.87)
0.0000 0.4444 0.4523(1.76) 0.4583(3.11) 0.4499(1.23)
-0.7978 0.3834 0.3917(2.18) 0.3910(1.98) 0.3796(0.99)
-1.6510 0.3547 0.3589(1.20) 0.3582(1.00) 0.3535(0.34)
-2.5633 0.3419 0.3435(0.47) 0.3434(0.44) 0.3411(0.24)
-3.5389 0.3366 0.3372(0.20) 0.3371(0.17) 0.3362(0.12)
-4.5822 0.3345 0.3345(0.01) 0.3347(0.05) 0.3343(0.05)
-5.6979 0.3337 0.3338(0.02) 0.3337(0.01) 0.3336(0.02)
-6.8909 0.3334 0.3333(0.05) 0.3334(0.00) 0.3334(0.00)
-8.1667 0.3334 0.3333(0.01) 0.3334(0.00) 0.3334(0.01)
-9.5309 0.3333 0.3332(0.04) 0.3334(0.00) 0.3334(0.01)
-10.9898 0.3333 0.3333(0.01) 0.3334(0.01) 0.3334(0.02)
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Figure 4.6: A square plate with a circular hole and the mesh used to investigate it. The square
plate has a circular hole in its centre of radius a and is subjected to a uniformly
distributed load, p, as shown on the left. Due to the symmetry of the plate, only
one quadrant is needed to simulate it. The mesh used this quadrant is shown on
the right.
4.3.2 Stress concentration problem
The ﬁnal example considered is an inﬁnite plate with a circular hole as shown in Figure
4.6. The plate is subjected to a uniformly distributed load p, and in this case we will
study the inﬂuence of the size eﬀect in the solution (stress concentration around the
hole).
The results are compared with analytical and numerical results of published works
[76, 102, 105, 127]. First, the domain of the problem is created in Abaqus. The
geometry and mesh are saved as an input ﬁle (.inp) and then these are converted to
the necessary xml ﬁle (mesh ﬁle). Diﬀerent meshes with diﬀerent mesh ratios were
considered to investigate the convergence. In the present example, due to symmetric
considerations only a quarter of the model will be modelled.
Python code
# geometry is a 2D plane : rectangular 30.0 x 30.0
xlength = 30.0
ylength = 30.0
#import mesh
mesh=Mesh( StrucMesh04.xml )
plot(mesh , interactive=True)
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Boundaries of the quarter model will be now marked (deﬁned) for application of bound-
ary conditions,
Python code
D = mesh.topology ().dim()
left = compile_subdomains( x[0]==0.0 )
right = compile_subdomains( x[0]== length  )
right.length = xlength
bottom = compile_subdomains( x[1]==0.0 )
top = compile_subdomains( x[1]== length  )
top.length = ylength
neumann_domains = MeshFunction("uint",mesh ,D-1)
# marking the parts of surfaces
neumann_domains.set_all(0)
right.mark(neumann_domains ,1)
Finally, loading and boundary conditions are deﬁned:
Python code
# loading in the surface normal direction , the traction vector
in MPa
tr=Expression (( 1.0 , 0.0 ))
# stating the boundary values ,which will be set after the
assembly
bcs=[DirichletBC(MX.sub(0).sub(0), 0.0, left),
DirichletBC(MX.sub(0).sub(1), 0.0, bottom),
DirichletBC(MX.sub(1).sub(1), 0.0, left),
DirichletBC(MX.sub(1).sub(2), 0.0, left),
DirichletBC(MX.sub(1).sub(1), 0.0, bottom),
DirichletBC(MX.sub(1).sub(2), 0.0, bottom)]
In the present example as there is only one material deﬁnition, the rest of the script
follows exactly the same steps as the patch test example. Results are presented in
Figure 4.7-4.8 and Tables 4.4-4.5.
The comparison of the stress concentration factor between the analytical solution [76],
the two-dimensional simulations of quadrilateral elements [102, 105, 127] and the three-
dimensional simulations [132] is presented in Table 4.6. The results show that the
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Figure 4.7: Convergence of the stress concentration using CG2CG1DG0 (ν = 0.0 and l =
0.01) at three diﬀerent mesh ratios. All three mesh ratios coverge to the analytical
solution as more nodes are added to the mesh. However, a mesh ratio of 50 is more
accurate for all numbers of nodes.
Figure 4.8: Convergence of the stress concentration using CG2CG1DG0 (ν = 0.0 and l = 0.1)
at three diﬀerent mesh ratios. Once again, all three mesh ratios coverge to the
analytical solution as more nodes are added to the mesh. However, a mesh ratio of
50 is more accurate for all numbers of nodes.
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Table 4.4: Convergence of stress concentration factor (ν = 0.0) based on Strain-gradient for-
mulation II using the CG2CG1DG0 elements and the mesh ratio of 60.
Number of Number of Analytical FEniCS Error
Meshes nodes elements solutions[76] 2D FEM(FormII) (%)
30x30h1A 121 200 2.9984 3.0991 3.66
30x30h1B 441 800 2.9984 3.0348 1.21
30x30h1C 961 1800 2.9984 3.0184 0.67
30x30h1D 1681 3200 2.9984 3.0115 0.44
30x30h1E 2601 5000 2.9984 3.0079 0.32
30x30h1F 3721 7200 2.9984 3.0056 0.24
Table 4.5: Convergence of stress concentration factor (ν = 0.0) based on Strain-gradient for-
mulation I using the CG2CG1DG0 elements and the mesh ratio of 60.
Number of Number of Analytical FEniCS Error
Meshes nodes elements solutions[76] 2D FEM(FormI) (%)
30x30h1A 121 200 2.9984 3.1013 3.43
30x30h1B 441 800 2.9984 3.0384 1.33
30x30h1C 961 1800 2.9984 3.0230 0.82
30x30h1D 1681 3200 2.9984 3.0169 0.62
30x30h1E 2601 5000 2.9984 3.0139 0.52
30x30h1F 3721 7200 2.9984 3.0122 0.46
(a) 30x30h1A (b) 30x30h1B (c) 30x30h1C
(d) 30x30h1D (e) 30x30h1D (f) 30x30h1D
Figure 4.9: Meshes for an inﬁnite plate and hole.
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Table 4.6: Comparison of stress concentration factor (ν = 0.0) with diﬀerent non-local param-
eters with analytical solutions [76]
Analytical 2D FEM 3D FEM FEniCS FEniCS
l/a Solutions[76] [102, 105, 127] [132] (FormII) (FormI)
0.01 2.9984 3.003(0.15%) 3.010(0.39%) 3.0056(0.24%) 3.0122(0.46%)
0.1 2.8779 2.902(0.84%) 2.889(0.38%) 2.8855(0.26%) 2.8898(0.41%)
1.0 1.8888 1.912(1.23%) 1.901(0.65%) 1.8837(0.27%) 1.8939(0.27%)
internal length scale l aﬀects the stress concentration factor signiﬁcantly and the stress
concentration factors obtained with CG2CG1DG0 elements are in excellent agreement
with the analytical solutions.
4.4 Discussion
This chapter has demonstrated the capabilities of the FEniCS Project to solve mixed
ﬁnite element formulation for the study of strain gradient elasticity. The numerical re-
sults using 2D triangular cells show that discretizations of CG2CG1DG0, CG2CG2DG0
and CG3CG2DG0 are in excellent agreement with analytical solutions and other nu-
merical solutions. As expected, the higher the degree of the discretization the better
the solution agreement (but at a higher computational cost).
As demonstrated in the examples, FEniCS capabilities enabled easy implementation of
the variational problems considered. The rich form language provided is helpful in this
regard as it allows complex functionals to be quickly formulated and computed. It is
expected that the scripts provided in this manuscript will help the scientiﬁc community
to develop more general and advanced mechanical models for accurate simulations of
nano/micro engineered composites.
Chapter 5
The modelling of nanocomposites
based on strain-gradient theory
In the previous chapter our FEniCS implementation of mixed FEM was bench marked
against standard analytical solutions, and showed good agreement with them. In this
chapter the implementation will be extended and used to investigate the behaviour
of nanocomposite materials, particularly the Young’s modulus of the nanocomposites.
These materials have no analytical solution to compare with, only experimental data.
Firstly, a brief excursion into the Young’s modulus E in composites is given. A Python
script is implemented to calculate the material properties. To validate the python im-
plementation, a set of simple analyses will be carried out. The results will be compared
with experimental data from published works [117]. Secondly, two models of appro-
priate unit cells of square and hexagonal ﬁbre packing are investigated. Thirdly, the
eﬀect of volume fraction in nanocomposites is presented using three diﬀerent nonlocal
parameters. Finally, at ﬁxed volume fraction the eﬀect of ﬁbre packing formations is
considered with three formations of random reinforced ﬁbres. In summary, the mixed
ﬁnite element method (mixed-FEM) based on strain gradient theory is used for the
ﬁrst time to investigate the Modulus of elastic of nanocomposite materials. By using
the FEniCS implementation, the size eﬀect of is taken into account.
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5.1 Modulus of elastic in composite materials
Focusing on nanocomposite materials consisting of ﬁbres and a polymer matrix, the
Young’s Modulus E (in the same direction of an applied force called the normal direc-
tion) [117] is given by
E =
σave
ave
, (5.1)
where σave and ave represent the average stress and the average strain respectively,
which are deﬁned as
σave =
1
b
∫ b
0
σLdx , (5.2)
ave =
1
bh
∫ b
0
uLdx . (5.3)
Here, h and b represent the length and width of a plate respectively. To compute
the Young’s modulus, Eq.5.1 is written in python script together with the completed
mixed-FEM for strain gradient theory. The whole script will be compiled by the FEniCS
project [65] and is given below
Python code
N = 0
sum_strs = 0
sum_strn = 0
# Average stress
for i in range(mesh.num_vertices ()):
if coor[i][0] == xlength:
sum_strs = sum_strs + stresses.vector ().array ()[i]
N = N+1
average_strs = sum_strs/N
# Average strain
for i in range(mesh.num_vertices ()):
if coor[i][0] == xlength:
sum_strn = sum_strn + disps.vector ().array ()[i]
average_strn = sum_strn/(N*xlength)
# Young s modulus
Young_Modulus = average_strs/average_strn
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Figure 5.1: A bimaterial plate model representing a nano-ﬁbre composite under a mechnical
distributed load. The plate is divided into two sections, one a polymer matrix and
the other a glass ﬁbre, and ﬁxed in position along two edges.
Table 5.1: Material properties of polyester and glass ﬁbre
Composite Young’s modulus Poisson’s ratio
E (GPa) ν
Polyester matrix 4 0.37
Glass ﬁbre 73.7 0.2
5.2 Example I: The modulus of elasticity in a bimaterial
plate
To validate the Python implementation of the material property calculation, a simple
plate consisting of two diﬀerent materials (a ﬁbre and a polymer matrix) is investigated.
An arrangement of glass ﬁbres in a polyester matrix called a unidirectional composite
is considered. The domain has dimensions 10 × 10 nm. The composite consists of
the 40% ﬁbre and 60% matrix by volume fraction (see in Figure 5.1). The material
properties of the polyester and the glass ﬁbre are given in Table 5.1 [117].
The results of calculating the Young’s modulus of the polyester glass ﬁbre composite
using classical and strain gradient elasticity are presented in Table 5.2, along with
experimental data from Wongsto et al. for the purpose of comparison [117]. The results
of using strain gradient theory to determine the Young’s modulus of the material are
well matched with the experimental data.
Table 5.2: The modulus of elasticity, E (GPa) of the polyester glass ﬁbre composite
Experimental data FEM-classical FEM-strain gradient
Wongsto and Li [117] l = 0 l = 10−8 l = 0.01 l = 0.1 l = 1.0
33.3 34.1065 33.5808 33.5808 33.5801 33.5797
Error% 2.42 0.84 0.84 0.84 0.84
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a) Stress b) Strain
Figure 5.2: Stress (a) and Strain (b) distribution in normal direction (x-direction) of the bi-
material plate when l = 0.1. The normal stresses are totally diﬀerent between the
two parts of material, with the stresses being much higher in the ﬁbre part. In the
transition region there is a sharp (but continuous) change in the stress. The stress
is constant in the two regions away from the boundary between them, but with
diﬀerent values. The strain, however, is constant over the whole material domain.
The Young’s modulus is independent of the nonlocal parameter (l), since the strain over
the domain is constant, and hence the strain gradient is zero. As only strain gradient
terms in the material property equations depend on l, the results of any calculation
will have no l dependence. Figure 5.2 demonstrates the stress and strain in the normal
direction (l = 0.1) of the simple bimaterial plate.
5.3 Example II: Unit cells of the UD ﬁbre composites
In this section, a comparison of material behaviour between two diﬀerent ﬁbre forma-
tions, square and hexagonal, is presented. The unit cells of the square and hexagonal
packing arrays are shown in Figure 5.3. The ﬁbres are assumed to be continuous, long,
and straight, with a circular cross-section, and are all aligned with each other and
bonded perfectly with the matrix. Under these assumptions, only a quarter of the unit
cell needs be modelled due to the symmetry of the array.
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a) Square packing array
b) Hexagonal packing array
Figure 5.3: Cross-section views of the materials (left), unit cells of the materials (centre) and
quarter unit cells (right) for: a) square packing array and b) hexagonal packing
array. r represent the radius of ﬁbres and 2b is the width of the unit cell. For the
square lattice, 2b is also the height of the unit cell. For the hexagonal lattice, the
height of the unit cell is 2
√
3b.
The relation between the radius of the ﬁbres, r, and the volume fraction of the material
that is occupied by the ﬁbre, Vf , respectively for square packing and hexagonal packing,
are expressed [117]
rsquare = 2b
√
Vf
π
and rhexagonal = b
√
2
√
3Vf
π
(5.4)
5.3.1 Numerical solutions
In this subsection, a unidirectional (UD) composite consisting of Silenka E-Glass ﬁbres
and an Epoxy matrix is considered. Fibre lattices with square and hexagonal unit cells
are modelled. To keep the width, b, and the volume fraction of the unit cell constant,
the dimensions of the square packing unit cell are deﬁned as 1× 1 with the ﬁbre radius
of 0.87404, and the dimensions of the hexagonal unit cell are deﬁned as 1 × 1.73 with
the ﬁbre radius of 0.81338. Both unit cells have a 40% ﬁbre volume fraction and a 60%
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Figure 5.4: A comparison of the modulus of elasticity for the bimaterial plate using diﬀerent
approaches (i.e. Experiment and FEM classical theory, FEM strain gradient the-
ory). The classical FEM results are less than the experimental for both lattice
types. Using strain gradient thery, the numerical results aproach the experimental
ones for a nonlocal parameter of approximately 1.
matrix volume fraction. The material properties of the ﬁbres and the matrix are given
in the Table 5.3. The boundary conditions are shown in Table 5.4
Table 5.3: Material properties of Silenka E-Glass ﬁbres and the Epoxy matrix
Young’s Modulus (GPa) Poisson’s ratio
Silenka E-Glass ﬁbres 74 0.2
Epoxy matrix 3.35 0.35
Table 5.4: The boundary conditions of the unit cells
At boundary displacement
at y = 0 u = 0
at x = 0 v = 0
at x = 1 u = 0.15 nm
Figure 5.4 demonstrates a comparison of the Young’s modulus between diﬀerent ap-
proaches (i.e. FEM classical theory, FEM strain gradient theory and experiment). It
should be noted that the strain gradient theory provides a closer solution to the exper-
imental data than the classical theory. To understand the material behaviour within
unit cells, the stress plots of the cells have been calculated and are shown in Figure 5.5
and Figure 5.6.The stresses in the ﬁbre are higher than those in the matrix. The stress
concentration occurs at the edge of the ﬁbre nearby the applied force. It is note that
the boundary conditions are not symmetric, so stress doesn’t have lattice symmetry.
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a) b) c)
Figure 5.5: The plot of stresses on a square unit cell by using a) classical theory, b) strain
gradient with l = 0.01 and c) l = 0.1
In 2004, Chen and Papathanasiou [26] stated that at ﬁbre-matrix interfaces stress con-
centrations parallel to the load direction occur. When the length-scale is excluded from
the consideration, the results from classical theory are unable to provide an eﬃcient way
to predict the nanocomposite material behaviour. When the length-scale is considered,
the results obtained by using the strain gradient theory show a stress concentration at
the ﬁbre-matrix interface in which the stress parallels to the load direction. Therefore,
in order to model nanocomposite materials at an accuracy high enough to use in the
development of new devices, the length scale needs to be included.
In the manufacture of composite materials, it is diﬃcult to control the arrangement and
alignment of ﬁbres in a matrix. Therefore the model of composites used above does not
perfectly represent the real conditions of the packing array, and so a diﬀerence between
the experimental data and numerical solutions occurs. Moreover, only a quarter of a
ﬁbre was investigated and used to represent the Young’s modulus of the whole UD
composite. To eliminate the problem of imperfectly controlled ﬁbre arrangement and
a small area of consideration, in the next section a model consisting of more than one
cross-section ﬁbres in a matrix will be investigated with several diﬀerent proportions
of the ﬁbre volume fraction.
5.4 Example III: The eﬀect of the ﬁbre volume fraction
In this section several random ﬁbre packing arrangements with diﬀerent ﬁbre volume
fractions are investigated. The numerical results obtained by the strain gradient theory
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a) b) c)
Figure 5.6: The plots of stresses of a hexagonal unit cell by using a) classical theory, b) strain
gradient with l = 0.01 and c) l = 0.1
Figure 5.7: A model of square packing array ﬁbres with the ﬁbre volume fraction, Vf = 45%
will be compared with experimental data from Hong et al. [45]. Figure 5.7 demonstrates
a more realistic model of a nanocomposite with more reinforced ﬁbres. The arrangement
of the ﬁbres was deﬁned as a common hexagonal packing array.
To examine the eﬀect of the volume fraction on the Young’s modulus, the model di-
mensions have to be deﬁned diﬀerently in order to keep the radius of ﬁbre as equal to
1 and to build the ﬁbre volume fraction of 45%, 60% and 70%. Table 5.5 demonstrates
the dimensions of the three models which have diﬀerent ﬁbre volume fractions. The
Table 5.5: Dimensions of diﬀerent ﬁbre conﬁgurations
Fibre volume Radius of Width Height Distance between
fraction (%) ﬁbre r central ﬁbres h
45 1 5.6785 4.9176 0.839
60 1 4.9177 4.2587 0.4588
70 1 4.56 3.95 0.14
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Table 5.6: Material properties of the glass ﬁbres and Epoxy matrix.
Young’s Modulus (GPa) Poisson’s ratio
Epoxy matrix 3.45 0.35
Glass ﬁbre 73.1 0.22
Figure 5.8: A comparison of the Young’s modulus from diﬀerent approaches (i.e. an experiment
(red dot), FEM classical theory (black line) and FEM strain gradient theory with
l = 0.01 (green dash line), 0.1 (blue dash line) and 1.0 (purple dash line). A best ﬁt
line for the the experimental data is represented by the red line which lies between
numerical data for the l = 0.1 and l = 1.0 cases.
material properties are deﬁned as shown in Table 5.6 [45]. The applied displacements
(Dirichlet boundary conditions) at the boundaries correspond to the ones in Example
II.
5.4.1 Numerical Solutions
Figure 5.8 demonstrates a comparison of the Young’s modulus from diﬀerent approaches
(i.e. an experiment, FEM classical theory and FEM strain gradient theory) with several
ﬁbre volume fraction constants. It is noted that an increase in the ﬁbre volume fraction
and/or the internal length scale parameter results in a greater Young’s modulus in the
composite materials. The internal length scale becomes a signiﬁcant parameter on the
Young’s modulus of the nanocomposite materials.
The best agreement between experimental and numerical data seems to happen for
strain gradient with l=0.1. To understand the material behaviour inside the material,
stress and strain plots at l = 0.1 and Vf = 60% are given in Figure 5.9 and Figure
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Figure 5.9: Stress in x direction by the strain gradient theory (l = 0.1, Vf = 60%)
Figure 5.10: Strain in x direction by the strain gradient theory (l = 0.1, Vf = 60%)
5.10. This clearly shows that the maximum stress is parallel to the loading direction
and lies in between the two adjacent ﬁbres. Therefore, for an appropriate internal
length scale parameter l, the strain gradient theory provides better results. A stress
concentration is present at the ﬁbre-matrix interface, which will result in the failure of
the nanocomposites at this point.
5.5 Example IV: The eﬀect of ﬁbre formations
To investigate the eﬀect of diﬀerent ﬁbre formations (random arrangement of ﬁbres),
the ﬁbre volume fraction is deﬁned as a constant (Vf = 60%). Four models of random
ﬁbre formations are created in ABAQUS. The input ﬁles were converted to xml ﬁles.
The Young’s Moduli of random ﬁbre formations are determined by using mixed-FEM
based on strain gradient theory. Figure 5.11 demonstrates the random ﬁbre forming.
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a) Model A b) Model B c) Model C d) Model D
Figure 5.11: The models of random ﬁbre reinforced composite.
Figure 5.12: The Young’s Modulus for four random ﬁbre reinforced composites by using strain
gradient theory. The experimental value is shown by the solid black line. The
results suggest that a nonlocal parameter between 0.1 and 1.0 best approximates
the real value.
The composites are under the same load and conditions as deﬁned in the previous
example. The material properties of the ﬁbres and the matrix also correspond to the
previous one.
5.5.1 Numerical solutions
Figure 5.12 demonstrates the Young’s modulus from the models of four random ﬁbre
reinforced composites (Vf = 60%) with diﬀerent length-scale parameters l = 10
−8,
0.01, 0.1 and 1.0. It shows that a diﬀerence in reinforced ﬁbre arrangement results in
diﬀerent values of Young’s Modulus. However, as long as the volume fraction is the
same, the ﬁbre arrangement is not a signiﬁcant factor, as the standard deviations of
diﬀerent random packing arrays are very small (see Table 5.7). This behaviour is the
same when length scale parameter is increased.
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Table 5.7: The average of the Young’s modulus and the standard deviation for random ﬁbre
composites (Vf = 60%)
E(GPa) Standard Deviation
Experiment [Hong et al. [45]] 16.2 −
FEM-strain gradient (l = 10−8) 12.4933 0.270
FEM-strain gradient (l = 0.01) 12.5260 0.287
FEM-strain gradient (l = 0.1) 13.9299 0.583
FEM-strain gradient (l = 1) 19.994 1.507
Figure 5.13: The comparison of stress plots on the model A by using a) the classical theory, b)
the strain gradient theory for l = 0.01 and c) for l = 0.1
Figure 5.13 demonstrates a comparison of the stress in the x-direction of model A found
using diﬀerent methods. The methods used are the classical theory, the strain gradient
theory for l = 0.01 and l = 0.1. A high level of stress occurs in the area of the matrix
between two consecutive ﬁbres, the area of which becomes bigger when the length scale
parameter increases. The results of these calculations suggest that the correct nonlocal
parameter lies between l=0.1 and 1.
5.6 Discussion
In this chapter the material behaviour of UD composites was calculated for the ﬁrst
time in FEniCS using a 2D mixed ﬁnite element formulation, including strain gradient
theory. The results are in agreement with experiments done by Papathanasiou et al.
[88], and Chen and Papathanasiou [26]. It seems that an appropriate length scale
parameter will provide better results of the nanocomposite’s material properties and
that this value of the nonlocal parameter lies between 0.1 and 1.0. The signiﬁcant
factors that aﬀect the behaviour of ﬁbre reinforced nanocomposites are the volume
fraction (Vf ) and the type of packing array. Small deviations from perfectly regular
ﬁbre arrangements aﬀect the material properties, but not signiﬁcantly (at least in terms
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of Young’s modulus).
Chapter 6
Piezoelectric nanobeam with
ﬂexoelectric eﬀect
In the previous two chapters, a mixed FEM formulation was implemented in FEinCS. In
chapter 4 it was bench marked against various standard problems to assess its accuracy.
In chapter 5, the implementation was applied to nanocomposite materials and compared
with experimental results. Now, in this chapter, the implementation will be extended
to include both the piezoelectric and ﬂexoelectric eﬀects. In this chapter, an emerging
ﬁnite element implementation for 2D piezoelectric nano-beams with the ﬂexoelectric
eﬀect is presented. 1D piezoelectric nanobeams based on the strain gradient theory are
implemented by using the mixed ﬁnite element method (mixed-FEM).
Firstly, in order to validate the added piezoelectric and ﬂexoelectric terms, 1D piezo-
electric nanobeams are modelled. This validation is required to ensure that the im-
plementations give an answer consistent with analytical solutions or other numerical
techniques. Firstly, 1D piezoelectric nanobeams under diﬀerent conditions (i.e. simply
supported (SS), clamp-clamped (CC) or cantilever (CT)) subjected to a mechanical
distributed load q0 and an electrical load V0 are considered. The employed piezoelec-
tric beams are based on the Timoshenko beam theory (TBT). The results from this
example are compared with analytical solutions. Secondly, the SS-beam under the
same electrical load will be simulated with a mechanical point load P0. This problem
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is implemented in both FEniCS and MATLAB tools to verify the condition for valid-
ity of a pointed load, since there is no experimental data available to compare with.
The results are compared between those from MATLAB and FEniCS. Thirdly, the
SS-beam under the mechanical distributed load q0 will be simulated with various ex-
ternal electric potentials. This is also implemented in both MATLAB and FENICS for
the purpose of comparison. Fourthly, the one dimension of functionally graded piezo-
electric beams will be analysed without the ﬂexoelectric eﬀect and compared with the
results from published works [42, 123, 57]. Once again, both MATLAB and FEnics are
used to implement this problem. Finally, 2D piezoelectric nanobeams under diﬀerent
conditions are considered, including the eﬀect of ﬂexoelectricity. A novel mixed ﬁnite
element implementation for piezoelectricity and ﬂexoelectricity for 2D problems is pre-
sented using FEniCS. Numerical results for this system from diﬀerent beam theories
(i.e. Euler-Bernoulli, Timoshenko and 2D beam theories) will be presented.
6.1 1D Piezoelectric nanobeams
In this section 1D piezoelectric nanobeams will be considered from both the Euler-
Bernoulli and Timoshenko beam theory points of view. Firstly, the mixed FEM theory
for both of these beam types will be introduced, before being applied to several exam-
ples. Throughout this section both FEniCS and MATLAB will be used to implement
the FEM.
6.1.1 Euler-Bernoulli Beam with FEM
Shape Functions and Local Elements
21
Figure 6.1: The 2 nodes 1D element
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Figure 6.1 shows a 1D element in natural coordinates, which is used both in Bernoulli-
Euler beam and Timoshenko beam theories. At each node two degrees of freedom
are considered, the transverse displacement , wi, and the rotation, θi. The transverse
displacement is given by
w = [N ] [Ue] , (6.1)
where
N =
[
N1 N2 N3 N4
]
, Ue =
⎡
⎢⎢⎢⎢⎢⎢⎣
w1
θ1
w2
θ2
⎤
⎥⎥⎥⎥⎥⎥⎦
. (6.2)
A polynomial form for the shape functions is employed [23], of the form
N1 = −3
4
ξ2 +
1
4
ξ3 + 1
N2 = l(−1
2
ξ2 +
1
8
ξ3 +
1
2
)
N3 =
3
4
ξ2 − 1
4
ξ3
N4 = l(−1
4
ξ2 +
1
8
ξ3) ,
(6.3)
where l is the length of the element in the global coordinate system, i.e. the phys-
ical length of the element. According to Eq.2.77 and 2.81, the FEM equations for
piezoelectric beams with ﬂexoelectricity can be expressed as
([Ke1 ] + [K
e
2 ]) {U e} = {F e1 }+ {F e2 } . (6.4)
The split stiﬀness matrices, [K1] and [K2], correspond to
∫
L(EI)
∗ ∂θ
∂xδ
∂θ
∂x and
∫
L
d31V b
a33
∂w
∂x δ
∂w
∂x dx
respectively, which are generated from the internal transverse force. The split force
vectors, {F1} and {F2}, are calculted from
∫
L qδwdx and
∫
L
f13V b
a33
δ ∂θ∂xdx respectively.
These terms can be expanded as
[Ke1 ] =
∫ l
0
(EI)∗
[
∂2N
∂x2
]T [
∂2N
∂x2
]
dx = (EI)∗
⎡
⎢⎢⎢⎢⎢⎢⎣
12
l3
6
l2
−12
l3
6
l2
6
l2
4
l − 6l2 2l
−12
l3
− 6
l2
12
l3
− 6
l2
6
l2
2
l − 6l2 4l
⎤
⎥⎥⎥⎥⎥⎥⎦
, (6.5)
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[Ke2 ] =
∫ l
0
bd31V
a33
[
∂N
∂x
]T [∂N
∂x
]
dx =
bd31V
a33
⎡
⎢⎢⎢⎢⎢⎢⎣
− 65l − 110 65l − 110
−1110 − 2l15 110 l30
6
5l − 110 − 65l 110
− 110 l30 1110 − 2l15
⎤
⎥⎥⎥⎥⎥⎥⎦
, (6.6)
[F e1 ] =
∫ l
0
q[N ]Tdx = q
⎡
⎢⎢⎢⎢⎢⎢⎣
l
2
l2
12
l
2
− l212
⎤
⎥⎥⎥⎥⎥⎥⎦
, (6.7)
and
[F e2 ] = −
∫ l
0
f31bV
a33
[
∂2N
∂x2
]T
dx =
f31bV
a33
⎡
⎢⎢⎢⎢⎢⎢⎣
0
−1
0
1
⎤
⎥⎥⎥⎥⎥⎥⎦
. (6.8)
From these equations solutions for particular boundary conditions can be found.
6.1.2 Timoshenko Beam with FEM
Shape Functions and Local elements
In Timoshenko beam theory the transverse displacement, w, and and the rotation, θ,
are independent. They can be expressed in terms of the nodal values of these variables
as
w =
[
N1 N2
]⎡⎣ w1
w2
⎤
⎦ , θ = [ N1 N2 ]
⎡
⎣ θ1
θ2
⎤
⎦ , (6.9)
or in terms of a single matrix equation as
[
w θ
]
=
⎡
⎣ [N ] [0]
[0] [N ]
⎤
⎦ [Ue] (6.10)
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where
N =
[
N1 N2
]
, Ue =
⎡
⎢⎢⎢⎢⎢⎢⎣
w1
w2
θ1
θ2
⎤
⎥⎥⎥⎥⎥⎥⎦
, (6.11)
N1 =
1− ξ
2
, N2 =
1 + ξ
2
,
(6.12)
and [0] is taken to be the 1×2 zero matrix
Similarly, according to Eq.2.77 and 2.81, the global equation can be expressed as,
([Ke1 ] + [K
e
2 ] + [K
e
3 ]) [U
e] = [F e1 ] + [F
e
2 ] (6.13)
Here [Ke3 ], which doesn’t appear in the previous section is created from the shear strain
part in Eq.2.77. To avoid the shear locking phenomena for Timoshenko beams, diﬀerent
numerical approximations are used [91]; using 2-node Gaussian Quadrature
[Ke1 ] = (EI)
∗
∫ 1
−1
[
[0]
[
∂N
∂ξ
] ]T [
[0]
[
∂N
∂ξ
] ]
Jdξ , (6.14)
[Ke2 ] = −
d31V b
a33
∫ 1
−1
[
[0] [N ]
]T [
[0] [N ]
]
Jdξ , (6.15)
[F e1 ] = q
∫ 1
−1
[
[N ] [0]
]T
Jdξ , (6.16)
[F e2 ] = −
f31V b
a33
∫ 1
−1
[
[0]
[
∂N
∂ξ
] ]T
Jdξ , (6.17)
and using 1-node Gaussian Quadrature
[Ke3 ] = kGA
∫ 1
−1
[ [
∂N
∂ξ
]
−[N ]
]T [ [
∂N
∂ξ
]
−[N ]
]
Jdξ . (6.18)
These equations need to be solved in order to calculate the Timoshenko deﬂections and
rotations.
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(a) (b)
(c)
Figure 6.2: Timoshenko beams under diﬀerent conditions a) SS-beam b) CC-beam and c) CT-
beam
6.2 Example I: piezoelectric nanobeams under electrome-
chanical loads
The ﬁrst 1D beam example considered is Barium Titanate (BaTiO3) subjected to a
distributed load of q0 = 0.2N/m and an electrical load V = 0.1V . This will be modelled
using the Timoshenko beam theory. The size of the beam is deﬁned as b = h = 10nm,
L = 5h, where b, h and L represents the width, the height and the length of the beam
respectively. Since this is a 1D problem, the thickness and width are used only to
calculate the moment of inertia. The material properties of the beam are shown in
Table 6.1 [69].
Table 6.1: Material constants of BaTiO3 [69]
Property Constants c11 c44 d31 a33 f13
Value 131 42.9 1.87× 108 0.79× 108 5
Units GPa GPa V/m Vm/C V
Using the material properties and loads above, the Timoshenko beam theory was im-
plemented in FEniCS. Three diﬀerent boundary conditions are used, these are shown
in Figure 6.2.
The results from these calculations along with the analytical solutions are shown in
Figure 6.3. The FEM results clearly coincide closely with the analytical solution,
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(a)
(b)
(c)
Figure 6.3: The FEM and Analytical solutions for: a) SS beam b) CC beam and c) CT beam
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(a) (b)
Figure 6.4: The piezoelectric cantilever beam subjected to the point load P0 a) at the right end
and b) at the middle
Figure 6.5: The piezoelectric cantilever beam subjected to a point load at the right end
making evident the suitability of the FEniCs implementation to solve piezoelectric
nanobeams with the purposed ﬂexoelectric eﬀect.
6.3 Example II: the cantilever nanobeam under a point
load
The second example considered concerns the static bending behaviour of the piezoelec-
tric cantilever beam is investigated under a point load in order to validate the loading
condition. A point load P0 = 10nN is placed at the right end or the middle of the
cantilever beam instead of the mechanical distributed load of the previous example q0.
The external electrical load V0, however, remains the same as the previous example.
The implementations are coded in both MATLAB and FEniCS. The results from both
tools are compared and shown in Figure 6.5 and Figure 6.6
The results from MATLAB and FEniCS are in excellent agreement. They also show
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Figure 6.6: The piezoelectric cantilever beam subjected to a point load at the middle
Figure 6.7: Simple supported beam under various external electric potential
that the external potential V0 aﬀects the stiﬀness of the beam, and which it can be
observed from the curvature declining part.
6.4 Example III: the cantilever nanobeam under a varia-
tion of electrical potential
In this example, the piezoelectric SS beam under the diﬀerent external electrical po-
tentials of V0 from −0.1V to 0.1V is investigated. The applied mechanical load q0
corresponds to the load in Example I. Figure 6.7 demonstrates the comparison between
the results from analytical and FEM solutions.
Figure 6.7 shows that the positive voltage will magnify the deﬂection, in other words,
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Table 6.2: Dimensionless tip deﬂections (10−4) of the cantilever FGPM beam (n=0.2) under
electromechanical load
Methods
L/h Komeili(TSDT) Komeili(FSDT) Yang and Xiang FEM(EBT) % Diﬀerence
[57] [57] (TBT)[123] (present)
10 20.285 20.245 20.121 19.487 3.15
15 100.36 100.35 100.062 98.656 1.41
20 765.78 765.64 764.572 761.24 0.44
positive electric potential exaggerates the eﬀect of positive uniform mechanical loading.
The results show that the vertical deﬂections along the beams are in excellent agreement
with the analytical solutions.
6.5 Example IV: FGPM monomorph Beams under elec-
tromechanical load
To estimate piezoelectricity without ﬂexoelectricity, beams made of a functionally
graded piezoelectric material (FGPM) under electro-mechanical loads were analysed
(see Figure 6.8a) The FGPM beam consists of PZT-4 on the top surface whereas the
bottom surface consists of PZT-5H [56, 57]. The deﬂections were investigated using
FEM and compared with those from published works using diﬀerent methods (Fi-
nite Fourier Transformation based on EBT[56] and ﬁnite element method based on
TBT[123]). Figure 6.8b shows the transverse deﬂections of a clamped-clamped FGPM
beam subjected to a uniform pressure of 10 kN/m2 and a voltage of 10 V with aspect
ratio L/h = 4 and L/h = 8.
Considering the same FGPM beam under a diﬀerent condition, Figure 6.9 demonstrates
a FGPM cantilever beam subjected to an electromechanical load. Table 6.2 shows the
dimensionless tip deﬂections of a FGPM cantilever beam (with the volume fraction
index of the FGPMs, n=0.2) under a uniform pressure of 10 kN/m2 and a given voltage
of 20 V with three diﬀerent slenderness ratios. The results are compared with those
from published works using diﬀerent methods (ﬁrst-order shear deformation (FSDT),
third-order shear deformation[56] and ﬁnite element method based on EBT[123].
In the ﬁnal considered example of FGPM, a cantilever FGPM beam, which the top
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(a)
(b)
Figure 6.8: Deﬂections of clamped-clamped FGPM beam under an electro-mechanical load with
diﬀerent values of aspect ratio L/h = 4 and L/h = 8
Figure 6.9: The cantilever FGPM beam under electromechanical load (n=0.2) with three dif-
ferent slenderness ratio
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(a)
(b)
(c)
Figure 6.10: A Piezoelectric monomorph beam: a) problem b)with diﬀerent volume fraction
indices and c) the convergence performance of the adopted approximation
surface consists of aluminium oxide while the bottom surface consists of titanium alloy
(T i−6A1−4V ), is subjected to a uniformly distributed load of 100 N/m2 only. Figure
6.10b shows the eﬀect of the volume fraction index on the deﬂections of the cantilever
beam. Where n = 1 states that the volume fraction of aluminium oxide and T i −
6A1 − 4V are equal. When n < 1 the FGPM beam contains more T i − 6A1 − 4V
than aluminium oxide. Figure 6.10c presents convergence performance of the adopted
approximation. All cases considered: aspect ratios (geometry), boundary conditions,
material properties (including the eﬀect of volume fraction indices) and discretization
show an excellent agreement with available results in the open literature.
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6.6 2D Finite Element Modelling for Beams
In the previous examples, only 1D piezoelectric beams were considered. In this section
the method will be extended to include 2D beam models for the piezoelectric nanobeams
with ﬂexoelectric eﬀect (size-dependent eﬀect). Furthermore, the amount of computa-
tional memory usage for the mixed formulation based on strain gradient theory is very
high. However, the FEniCS Project has greatly simpliﬁed the modelling of systems
with a large number of DOFs using FEM. Here, a novel mixed-FEM implementation
using the FEniCS project is presented.
Since the strain gradient term is the second derivatives of displacements, mixed ﬁnite
element method is used.
(0,0) (1,0)
(0,1)

 1
3
2
(0,0) (1,0)
(0,1)

 1
3
2 4
5 6(0,0.5) (0.5,0.5)
(0.5,0)
Figure 6.11: The 3-node and 6-node triangular element
The 3-nodes and 6-nodes elements showed in Figure 6.11 are employed to approximate
relaxed strains and displacements respectively. Shape functions in the local coordinates
are [
N3
]
=
[
ξ 1− ξ − η η
]
,
[
N6
]
=
[
2ξ2 − ξ 2λ2 − λ 2η2 − η 4ξλ 4ηλ 4ξη
]
,
(6.19)
where λ = 1− ξ − η and the superscripts ‘3’ and ‘6’ denote the element types (3 nodes
or 6 nodes triangular element respectively). Following the use of the discretization
CG2CG1DG0 (in chapter 4), the total degrees of freedom for a triangular cell are given
in Eq.4.5 to Eq.4.7. The ﬁnal global equations for 2D beam based on mixed ﬁnite
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element formulations can be expressed as
⎡
⎢⎢⎢⎣
[K1] + [K4] [K3]
T [K5]
T
[K3] [K2] [K6]
T
[K5] [K6] 0
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
[U e]
[Ψe]
[ρe]
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎣
[F1]
[F2]
0
⎤
⎥⎥⎥⎦ , (6.20)
where
[K1] = b
∫ 1
−1
∫ 1
−1
⎡
⎢⎢⎢⎣
∂[N6]
∂ξ 0
0 ∂[N
6]
∂η
∂[N6]
∂η
∂[N6]
∂ξ
⎤
⎥⎥⎥⎦
T
[E]
⎡
⎢⎢⎢⎣
∂[N6]
∂ξ 0
0 ∂[N
6]
∂η
∂[N6]
∂η
∂[N6]
∂ξ
⎤
⎥⎥⎥⎦ Jdξdη , (6.21)
[E] =
⎡
⎢⎢⎢⎣
E − 0d2310a33+1 0 0
0 E − 0d2320a33+1 0
0 0 G
⎤
⎥⎥⎥⎦ , (6.22)
[K2] = −f
2
13
a33
b
∫ 1
−1
∫ 1
−1
[
∂2[N3]
∂η
]T [
∂2[N3]
∂η
]
Jdξdη , (6.23)
[K3] = b
∫ 1
−1
∫ 1
−1
⎡
⎢⎢⎢⎣
∂[N3]
∂η
0
0
⎤
⎥⎥⎥⎦
T ⎡
⎢⎢⎢⎣
−2f13d310a330+1 0 0
0 0 0
0 0 0
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
∂[N6]
∂ξ 0
0 ∂[N
6]
∂η
∂[N6]
∂η
∂[N6]
∂ξ
⎤
⎥⎥⎥⎦ Jdξdη , (6.24)
[K4] = b
∫ 1
−1
∫ 1
−1
⎡
⎢⎢⎢⎣
0 ∂[N
6]
∂ξ
0 ∂[N
6]
∂ξ
0 ∂[N
6]
∂ξ
⎤
⎥⎥⎥⎦
T ⎡
⎢⎢⎢⎣
−V d31a33h 0 0
0 0 0
0 0 0
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
0 ∂[N
6]
∂ξ
0 ∂[N
6]
∂ξ
0 ∂[N
6]
∂ξ
⎤
⎥⎥⎥⎦ Jdξdη , (6.25)
[K5] = −b
∫ 1
−1
∫ 1
−1
[
∂[N6]
∂η 0
]
Jdξdη , (6.26)
[K6] = b
∫ 1
−1
∫ 1
−1
[[
N3
]T ]
Jdξdη , (6.27)
[F1] = q
∫
γ3
[
0 [N6]
]T
Jdγ3 , (6.28)
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[F2] =
V f31b
a33h
∫ 1
−1
∫ 1
−1
[
∂
[
N3
]
∂η
]T
Jdξdη . (6.29)
All the above expressions of relevant matrix are based on the assumptions that the
electric ﬁeld only exists along the z-axis, and the piezoelectric constants and ﬂexoelectric
constants are all zero except for d31 and f13.
6.7 Example V: 2D piezoelectric nanobeam with ﬂexo-
electric eﬀect
Deﬁning the domain problem, the width, the height and the thickness can be simply
deﬁned in FEnics:
Python code
# Problem definition
h=10 #nm
b=10 #nm
L=50 #nm
Material properties and constants deﬁnitions in FEniCS are also straight forward:
Python code
# material properties
E = 131e-9 #N/nm^2
G = (42.9e-9) #N/nm^2
e0=8.85e-12 #C(Vm)^-1
a=0.79e8 #V(nm)(nC)^-1 a_33
d=1.87e-1 #V/nm
f=5 #V f_13
For the domain, the mesh was created in FEniCS, so there is no need to import the
mesh from ABAQUS. Meshing the domain with triangular elements in FEniCS:
Python code
# generate mesh
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xelements=L# means the mesh density is 1 element/nm
yelements=h
xlength=L #nm
ylength=h #nm
mesh = Rectangle(0, 0, xlength , ylength , xelements , yelements)
The basis functions, the trial and test functions are deﬁned as the same as the examples
in chapter 4. For the deﬁnitions of the entire domain of interest, boundary deﬁnitions
are also performed and marked:
Python code
# generate mesh
# left low corner , left right corner , left boundary , right
boundary , left mid point , right mid point
llc , lrc , top , left_b , right_b ,lmp ,rmp=
compile_subdomains([ near(x[0], 0.0) && near(x[1], 0.0) , \
 near(x[0], length) && near(x[1], 0.0) ,
 near(x[1], length) && on_boundary  ,
 near(x[0], 0.0) && on_boundary  ,
 near(x[0], length) && on_boundary  ,
 near(x[0], 0.0) && near(x[1], height) ,
 near(x[0], length) && near(x[1],
height) ])
lrc.length = xlength
top.length = ylength
right_b.length = xlength
rmp.length=xlength
lmp.height=ylength/2
rmp.height=ylength/2
facet_domains = FacetFunction("uint", mesh , 0)
top.mark(facet_domains , 3)
For the boundary conditions, three diﬀerent sets of boundary conditions are considered.
An example of the boundary condition for CC beam is provided:
Python code
# Clamp -clamped beam
bc1_cc = DirichletBC(MX.sub(0), Constant ((0.0, 0.0)), left_b)
bc2_cc = DirichletBC(MX.sub(1).sub(1), Constant(0.0), left_b)
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bc3_cc = DirichletBC(MX.sub(1).sub(2), Constant(0.0), left_b)
bc4_cc = DirichletBC(MX.sub(0), Constant ((0.0, 0.0)), right_b)
bc5_cc = DirichletBC(MX.sub(1).sub(1), Constant(0.0), right_b)
bc6_cc = DirichletBC(MX.sub(1).sub(2), Constant(0.0), right_b)
bcs_cc = [bc1_cc , bc2_cc , bc3_cc , bc4_cc , bc5_cc , bc6_cc]
The next step in the implementation methodology involves the deﬁnition of the gov-
erning equations.
Python code
# metric
delta=Identity(V.cell().d)#Identity(3)
# index notation
i,j,k,l,A,B,K,L,M=indices(9)
# Gradient Mixed Finite Element Formulations
# Strain tensor
def StrainT(u):
return as_tensor ((1./2.*(u[i].dx(j)+u[j].dx(i))),[i,j])
# Relaxed Strain
def RStrain(u):
return as_tensor ((u[j].dx(i)),[i,j])
# Strain Gradient : either Form I or Form II
def RStrainGrad(u_RStrain):
#return as_tensor(u_RStrain[i,k].dx(j),[i,j,k]) #Form I
return as_tensor ((1./2.*(u_RStrain[j,k].dx(i) +
u_RStrain[i,k].dx(j))),[i,j,k]) #From II
Next, the actual variational formulation is coded as follows (from Eq. 6.20):
Python code
# stiffness matrix
a = (E+e0*d**2/(e0*a+1))*b*z[0].dx(0)* y[0].dx(0)*dx +\
E*b*z[1].dx(1)* y[1].dx(1)*dx +\
G*b*(z[0].dx(1)+z[1].dx(0))*( y[0].dx(1)+y[1].dx(0))*dx -\
b*u_Lagr[i,j]*y[j].dx(i)*dx +\
(+f**2/a)*b*RStrnG(z_RStrn)[0,1,0]*RStrnG(y_RStrn)[0,1,0]*dx
+\
(f*d*e0/(e0*a+1))*b*z[0].dx(0)*RStrnGr(y_RStrn)[0,1,0]*dx +\
(-v*d*b/(a*h))* z[1].dx(0)* y[1].dx(0)*dx +\
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b*u_Lagrange[i,k]*y_RStrain[i,k]*dx +\
z_RStrn[0,0]*w_Lagr[0,0]*dx - z[0].dx(0)*w_Lagr[0,0]*dx +\
z_RStrn[0,1]*w_Lagr[0,1]*dx - z[1].dx(0)*w_Lagr[0,1]*dx +\
z_RStrn[1,0]*w_Lagr[1,0]*dx - z[0].dx(1)*w_Lagr[1,0]*dx +\
z_RStrn[1,1]*w_Lagr[1,1]*dx - z[1].dx(1)*w_Lagr[1,1]*dx +\
(f*d*e0/(e0*a+1))*b*RStrnG(z_RStrain)[0,1,0]*y[0].dx(0)*dx
and the normalized electromechanical load given in the linear form is:
Python code
#force vector(two parts)
L = df.Constant(q)*y[1]*ds(3)+\
(v*f*b/(a*h))*RStrainGrad(y_RStrain)[0,1,0]*dx
Finally, to solve the variational form with the chosen boundary conditions, the bilin-
ear form ‘a’, linear form ‘L’ and known variables are assembled. The results can be
visualised in ParaView (export results to .pvd ﬁle),
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Python code
mx = df.Function(MX)
A_matrix = df.assemble(A,exterior_facet_domains=facet_domains ,
mesh=mesh)
b_vector = df.assemble(L,exterior_facet_domains=facet_domains ,
mesh=mesh)
for bc in bcs:
bc.apply(A_matrix , b_vector)
#f.apply(b_vector)
solver = df.LUSolver(A_matrix)
solver.solve(mx.vector (), b_vector)
u_h , u_RStrain , u_Lagrange = mx.split ()
u_x ,u_y =u_h.split()
# write out
file_u = File( deflection.pvd )
file_u<< u_y
6.7.1 Numerical results
Piezoelectric nanobeams under diﬀerent conditions are analysed with the variation of
the aspect ratios (L/h = 5, 10, 15, 20, 25 and 30). The deﬂection (w) of beams at the
endpoint are observed and these will be compared with the validated results of the 1D
piezoelectric nanobeam. In term of comparisons, Error(EB−TB) and Error(2D−TB) are
deﬁned,
Error(EB−TB) =
∣∣∣∣wEB − wTBwTB
∣∣∣∣× 100%, Error(2D−TB) =
∣∣∣∣w2D − wTBwTB
∣∣∣∣× 100%
(6.30)
where the superscripts EB, TB, 2D represent the Euler-Bernoulli beam, Timoshenko
beam and 2D planar beam models respectively. The results of the CC beam are demon-
strated.
In Table 6.3, the aspect ratios varying from 5 to 30 are presented. It should be noted
that under the same applied loads, the displacements calculated from Euler-Bernoulli
theory stay unchanged even though the aspect ratio changes. Due to the fact TB theory
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Table 6.3: Deﬂections (nm) of CC beams with various aspect ratios
CC L/h = 5,qn = 1 L/h = 10,qn = 1
Beam Classical V n = 0 V n = 1 Classical V n = 0 V n = 1
1D(EB) 0.029819 0.023117 0.023142 0.029819 0.023117 0.023142
1D(TB) 0.047289 0.040591 0.040657 0.034177 0.027479 0.027511
Error(EB−TB) 36.94% 43.05% 43.08% 12.75% 15.87% 15.88%
2D 0.046597 0.038733 0.039006 0.034105 0.027136 0.027269
Error(2D−TB) 1.46% 4.58% 4.06% 0.21% 1.25% 0.88%
CC L/h = 15,qn = 1 L/h = 20,qn = 1
Beam Classical V n = 0 V n = 1 Classical V n = 0 V n = 1
1D(EB) 0.029819 0.023117 0.023142 0.029819 0.023117 0.023142
1D(TB) 0.031749 0.025051 0.025078 0.030899 0.024201 0.024227
Error(EB−TB) 6.08% 7.72% 7.72% 3.50% 4.48% 4.48%
2D 0.031737 0.024922 0.025016 0.030901 0.024138 0.024214
Error(2D−TB) 0.04% 0.51% 0.25% 0.01% 0.26% 0.05%
CC L/h = 25,qn = 1 L/h = 30,qn = 1
Beam Classical V n = 0 V n = 1 Classical V n = 0 V n = 1
1D(EB) 0.029819 0.023117 0.023142 0.029819 0.023117 0.023142
1D(TB) 0.030506 0.023807 0.023833 0.030292 0.023594 0.023619
Error(EB−TB) 2.25% 2.90% 2.90% 1.56% 2.02% 2.02%
2D 0.030513 0.023773 0.023838 0.030301 0.023574 0.023632
Error(2D−TB) 0.02% 0.14% 0.02% 0.03% 0.08% 0.05%
considers the eﬀect of shear strain, a big diﬀerence between the results from 1D(EB)
and 1D(TB) is observed.
In order to illustrate the results more evidently, the data from Table 6.3 will be trans-
formed into Figure 6.12, where the horizontal axis represents the aspect ratio(L/h) and
the vertical axis represents the percentage error. The “Classical” column refers to the
beam without the size-dependent eﬀect. Undoubtedly, all the errors are close to zero
when the aspect ratio increases. This means that convergence is approached for these
three kinds of FEM approaches. After looking into it deeper, the contribution of elec-
trical load is relatively small for the CC beams, comparing with the SS beams and CT
beams. This shows the analysis of a piezoelectric nanobeam indicating the ﬂexoelectric
eﬀect, and that the external potential plays a signiﬁcant role. Table 6.4 demonstrates
the results for a diﬀerent beam type, the SS beam, using the same theories as above.
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Figure 6.12: Errors for clamped-ends beams VS aspect ratio
Table 6.4: Deﬂections (nm) of SS beams with various aspect ratios
SS L/h = 5,qn = 1 L/h = 10,qn = 1
Beam Classical V n = 0 V n = 1 Classical V n = 0 V n = 1
1D(EB) 0.14909 0.11559 0.25716 0.14909 0.11559 0.25716
1D(TB) 0.16655 0.13305 0.27488 0.15344 0.11994 0.26157
ErrorEB−TB 10.48% 13.12% 6.45% 2.83% 3.62% 1.69%
2D 0.17211 0.13730 0.27950 0.15412 0.12035 0.26208
Error2D−TB 3.33% 3.19% 1.68% 0.44% 0.34% 0.19%
SS L/h = 15,qn = 1 L/h = 20,qn = 1
Beam Classical V n = 0 V n = 1 Classical V n = 0 V n = 1
1D(EB) 0.14909 0.11559 0.25716 0.14909 0.11559 0.25716
1D(TB) 0.151010 0.11751 0.25911 0.15016 0.11666 0.25826
ErrorEB−TB 1.27% 1.63% 0.75% 0.71% 0.92% 0.43%
2D 0.15124 0.11761 0.25925 0.15027 0.11669 0.25831
Error2D−TB 0.15% 0.09% 0.05% 0.07% 0.03% 0.02%
SS L/h = 25,qn = 1 L/h = 30,qn = 1
Beam Classical V n = 0 V n = 1 Classical V n = 0 V n = 1
1D(EB) 0.14909 0.11559 0.25716 0.14909 0.11559 0.25716
1D(TB) 0.14977 0.11627 0.25785 0.14956 0.11605 0.25763
ErrorEB−TB 0.45% 0.58% 0.27% 0.31% 0.40% 0.18%
2D 0.14984 0.11629 0.25788 0.14960 0.11607 0.25767
Error2D−TB 0.05% 0.02% 0.01% 0.03% 0.02% 0.02%
Table 6.5 demonstrates the results of the CT beam using diﬀerent beam theory (i.e.
classical, strain gradient and 2-dimensional beam theories).
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Table 6.5: Deﬂections (nm) of CT beams with various aspect ratios
CT L/h = 5,qn = 1 L/h = 10,qn = 1
Beam Classical V n = 0 V n = 1 Classical V n = 0 V n = 1
1D(EB) 1.4313 1.1096 0.54458 1.4313 1.1096 0.54458
1D(TB) 1.5012 1.1796 0.62733 1.4488 1.1271 0.57400
ErrorEB−TB 4.66% 5.93% 13.19% 1.21% 1.55% 5.13%
2D 1.4999 1.1744 0.62232 1.4486 1.1262 0.57325
Error2D−TB 0.09% 0.44% 0.80% 0.01% 0.08% 0.13%
CT L/h = 15,qn = 1 L/h = 20,qn = 1
Beam Classical V n = 0 V n = 1 Classical V n = 0 V n = 1
1D(EB) 1.4313 1.1096 0.54458 1.4313 1.1096 0.54458
1D(TB) 1.4391 1.1174 0.56413 1.4357 1.1140 0.56067
ErrorEB−TB 0.54% 0.70% 3.47% 0.31% 0.39% 2.87%
2D 1.4390 1.1171 5.6398 1.4356 1.1139 0.56068
Error2D−TB 0.01% 0.03% 0.03% 0.01% 0.01% 0.0%
CT L/h = 25,qn = 1 L/h = 30,qn = 1
Beam Classical V n = 0 V n = 1 Classical V n = 0 V n = 1
1D(EB) 1.4313 1.1096 0.54458 1.4313 1.1096 0.54458
1D(TB) 1.4341 1.1124 0.55907 1.4332 1.1116 0.55821
ErrorEB−TB 0.20% 0.25% 2.60% 0.13% 0.18% 2.44%
2D 1.4341 1.1124 0.55914 1.4332 1.1116 0.55829
Error2D−TB 0.0% 0.0% 0.01% 0.0% 0.0% 0.01%
6.8 Example VI: Contributions of piezoelectricity and ﬂex-
oelectricity
Size-dependent eﬀects, including piezoelectricity and ﬂexoelectricity, are quantitatively
studied in this section. The size of the beam is deﬁned as b = h = 10nm, L = 5h, where
b, h and L represent the width, the height and the length of the beam respectively.
The material properties of the beam are taken to be the same as in Table 6.1. For
beams imposed by a uniform load (q0 = 0.2N/m), the numerical results of the beam
subjected to the external electric potential 0.1V and without the electrical potential
(V = 0V ) are presented in Figure 6.13a and Figure 6.13b respectively. The black, green,
blue and red lines represent the classic beams, beams only with ﬂexoelctricity, beams
only with piezoelectricity and the beams with both ﬂexoelectricity and piezoelectricity
respectively. It is noted that the eﬀect of piezoelectricity is very limited, and can even
be neglected when the external electric ﬁeld doesn’t exist. For the situation of V = 0,
ﬂexoelctricity stiﬀens the beam, and this kind of eﬀect will reverse when the applied
electric voltage is positive.
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(a)
(b)
Figure 6.13: The comparisons of size dependent eﬀects on a nanobeam subjected to a uniform
load (q0 = 0.2N/m) and an external electric potential; a) V = 0.1V and b) V = 0V
These results are of great assistance to analysis of our theoretical formulation. Since
piezoelectricity can be ignored in Figure 6.13b, we can deduce that those terms with
piezoelectric constant d31 are extremely small. Referring to Eq.6.14-6.18, [K
e
2 ] and [F
e
1 ]
can be eliminated when we set V = 0V , which also means that [Ke2 ] is the main source
term of piezoelectricity. Then the expression of eﬀective rigidity (Eq.2.78) can then be
reduced to the following form
(EI)∗ = c11I +
f213
a33
A . (6.31)
Next, the contribution of each term containing f13 to the ﬂexoelectricity is considered.
The term of
f213
a33
A in Eq.2.78 is named as Term 1, and the term with f13V ba33 in Eq.2.77
is named as Term 2. Following the set-ups above, results for beams under diﬀerent
conditions (i.e. simply supported, clamp-clamped and cantilever) are shown in Figure
6.14. The blue lines are for the case without Term 2, green lines are for the case without
Term 1, and the red lines are the results with all the terms considered. It is interesting
to be to noted that Term 2 in zero, or at least negligible, for clamped beams. For
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(a) SS beam
(b) CC beam
(c) CT beam
Figure 6.14: The eﬀects of ﬂexoelectricity on diﬀerent type of beam boundary conditions
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other beam types, Term 1 and Term 2 are the source terms of ﬂexoelectricity, and have
similar importance.
6.9 Discussion
The concepts of size dependent eﬀects in nano-scale, including piezoelectricity and ﬂex-
oelectricity are crucial. Throughout this chapter, these eﬀects are investigated with 1D
and 2D continuum modelling using FEniCS (and sometimes also MATLAB) implemen-
tations. The beam models (Euler-Bernoulli beam, Timoshenko beam theory and planar
beam models) are implemented by using mixed-FEM. As expected, FEniCS capabilities
prove to be an eﬃcient way to develop advanced models for micro/nano composites.
It should be noted that the size dependence is apparent in nanobeams and it will be-
come less important, and eventually negligible, when the scale increases. The results
also show that the ﬂexoelectric eﬀect plays a more important role in the behaviour
of materials at this scale than the piezoelectric eﬀect. Under a pure mechanical load,
ﬂexoelectricity stiﬀened the beams. Under an external electrical load, with cantilever
beams subjected to a positive voltage, ﬂexoelectricity plays an important role in pre-
venting bending, while a negative voltage has the opposite eﬀect. However, for simply
supported beams and clamp-clamped beams, a positive electric load does not prevent
the beam deﬂection. When the aspect ratio is bigger (i.e. the beam gets thinner),
numerical solutions from three diﬀerent models (i.e Euler-Bounulli beam, Timoshenko
beam and 2D plane beam) tend to converge a little more.
Chapter 7
Extended ﬁnite element method
for strain gradient elasticity
In this chapter, the ﬁrst implementation of the extended ﬁnite element method (XFEM)
for strain gradient elasticity is demonstrated. Three variables involved in the strain
gradient formulation (i.e. displacement, u, relaxed strain, ψ, and Lagrange multipliers,
ρ) need to be enriched individually. Since the Partition of Unity Method (PUM) solver
consisting of PUM library (built on top of DOLFIN) and PUM complier (built on
top FEniCS complier) had not been updated to the most recent DOLFIN version
at the time of writing, MATLAB scripts are used to model discontinuities for the
extended ﬁnite element frameworks. Firstly, MATLAB script will be implemented for
strain gradient problem analyses using mixed-FEM instead of Python script (compiled
by FEniCS). To validate the MATLAB implementation of the mixed-formulation for
strain gradient theory (without XFEM), the patch test (shown in Chapter 4) has to be
reinvestigated. Secondly, to begin with the XFEM for the strain gradient theory, the
enrichment function for all variables will be introduced. The boundary layer problem
(in Chapter 4) will be solved again using XFEM for strain gradient theory, followed by
a repeat of the unidirectional (UD) composite calculations from chapter 5. The eﬀect
of the nonlocal parameter on the UD composite will be presented using the XFEM
approximation. Finally, UD composites with three random ﬁbre formations occupying
a constant ﬁbre volume fraction (Vf = 60%) are analysed.
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7.1 Extended Finite Element Method (XFEM)
To model XFEM benchmarks with weak discontinuities, such as interfaces in a bound-
ary layer problem or a unit cell and random ﬁbre formations of UD composites, an
enrichment function is required. This function will be presented in this section.
7.1.1 Enrichment for displacements
To model XFEM frameworks for strain gradient elasticity, the displacement ﬁeld u needs
to be enriched near the discontinuity region. In a domain, Ω, with a weak discontinuity
∂Ω, the displacement ﬁeld is continuous across the discontinuity, while the strain ﬁeld
(the ﬁrst derivative of displacement) is possibly discontinuous. To account for a change
of the displacement gradient around the discontinuity, an enriched approximation of
displacement, uh(x) for strain gradient elasticity is needed,
uh(x) =
∑
i∈Ω
Ni(x)ui +
∑
j∈Ω∗
Nj(x)(ϕ(x)− ϕ(xj))aj . (7.1)
The enrichment function ϕ is also chosen to be identical to that of implementing XFEM
for classical elasticity.
ϕ(x) = N(x)|φ| − |N(x)φ| . (7.2)
7.1.2 Enrichment for relaxed strains
Both the relaxed strains ψij and strains εij are functions of the displacement gradient.
As mentioned, the strain ﬁeld is possibly discontinuous across the interface between
material types, therefore an enrichment around the discontinuity region is required to
approximate the relaxed strain ﬁeld. Around the discontinuity region, the elements
will be enriched with a small continuous elements to deal with a big change between
the material interface. Using the same discretization as the FEniCS implementation
and the same stability condition as the mixed-FEM approximation (in chapter 4), the
strain ﬁeld for strain gradient elasticity is deﬁned to be continuous, i.e. the strain ﬁeld
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is continuous across the discontinuity. Following this method, the relaxed strain ﬁeld
is enriched in the same way as the displacement ﬁeld. The enriched approximation and
the enrichment function for relaxed strain ﬁeld are expressed,
ψh(x) =
∑
i∈Ω
Ni(x)ψi +
∑
j∈Ω∗
Nj(x)(ϕ(x)− ϕ(xj))bj , (7.3)
where bj are the extra degrees of freedom from the relaxed strains enrichment, and [81]
ϕ(x) = N(x)|φ| − |N(x)φ| . (7.4)
7.1.3 Enrichment for Lagrange Multipliers
In the mixed-type ﬁnite element implementation for strain gradient elasticity, the zeroth
degree discontinuous Lagrange element (DG0) is used to approximate the Lagrange
Multiplier ρ. Unlike the conventional type (i.e. continuous Lagrange element of degree
1 (CG1) and 2 (CG2)) of element in which the interpolation is evaluated from multiple
nodal values, each DG0 element has only a single node. There are no degrees of freedom
at the corners or edges of the element for the DG0 element - only a constant value over
the whole element. To enrich the Lagrange multiplier ﬁeld employing DG0, it is not
feasible to use the same method employed to enrich the displacement and relaxed strain
ﬁelds. Thus, a speciﬁc enrichment function is required. Here, a novel enrichment of
the Lagrange multiplier ﬁeld for strain gradient elasticity is presented.
In general, the Lagrange multiplier ﬁeld ρij is not continuous across elemental bound-
aries. To model XFEM for the discontinuity, DG0 elements divided by the discontinuity
need to be enriched by dividing them into two triangular sub-cells (see Figure 7.1). The
value of ρ is allowed to vary continuously within and between these sub-cells, but not
across the boundary between the sub-cells and a neighbouring element.
According to Eq.3.30, the enriched approximation for ρ is,
ρh(x) =
∑
i∈Ω
Ni(x)ρi +
∑
j∈Ω∗
Nj(x)ϕ(x)cj , (7.5)
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Figure 7.1: Dividing an element into two sub-cells
where cj represents the extra degrees of freedom introduced by the enrichment. For this
speciﬁc case, Ni = 1, Nj = 1 (for DG0 elements) the approximation can be rewritten
as
ρh(x) = ρ1 + ϕ(x)c1 . (7.6)
From the discontinuity deﬁned by the level set method, the enrichment functions ϕ(x)
is expressed as
ϕ(x) = 0 if φ(x) < 0, x ∈ Ω− (7.7)
ϕ(x) = 1 if φ(x) > 0, x ∈ Ω+ . (7.8)
Therefore, when performing calculations either side of a discontinuity, the approxima-
tion of the variable ρ on one side is ρh = ρ1, while for the other side is ρ
h = ρ1 + c1.
7.1.4 Gauss integration
In the XFEM implementation for strain gradient elasticity, all the types of element
employed are triangular. A Gauss integration rule of XFEM for a triangular element
is devised as shown in Figure 3.3 (Chapter 3). Using standard Gauss quadrature in
two dimensions to replace all integration terms (i.e. in the stiﬀness matrix [K]), a
summation over the Gauss point is used.
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Table 7.1: Numerical results of the patch test at point G (x = 0.16, y = 0.08)
Results u v ∂u/∂x ∂v/∂x ∂u/∂y ∂v/∂y
Exact [76] 1.9008 2.5272 1.6300 2.7200 7.7600 3.7400
FEniCS (CG2CG1DG0) 1.9008 2.5272 1.6300 2.7200 7.7600 3.7400
MATLAB (CG2CG1DG0) 1.9008 2.5272 1.6300 2.7200 7.7600 3.7400
7.2 Example I: A patch test using MATLAB approxima-
tion
First, a patch test is required in order to assess the convergence properties of FEM
implementations using MATLAB. Corresponding to the FEniCS implementation in
Chapter 3, the discretization of the displacement functions are deﬁned as quadratic
polynomials (traditional patch tests consider constant strains and stresses). Using the
MATLAB script employing the ﬁnite element method, triangular cells of the discretiza-
tion (CG2CG1DG0) are used to interpolate displacements (u), relaxed strains (ψ) and
Lagrange multipliers (ρ). The dimensions, the material properties and the boundary
conditions of the patch test can be found in Figure 4.1 and Eq.4.8.
Numerical results of triangular cells using the discretization (CG2CG1DG0) from both
MATLAB and FEniCS are compared with analytical solutions [76] in Table 7.1 (nodal
displacements and relaxed strains of node G as shown in Figure 4.1). As can be seen in
the table, the MATLAB results are in excellent agreement with both the exact solution
and the FEniCS implementation.
7.3 XFEM for Strain Gradient Elasticity
In this section, the MATLAB implementation for strain gradient elasticity and the ex-
tended ﬁnite element method (XFEM) are used to model weak discontinuities, includ-
ing the eﬀects of the length scale parameter. The MATLAB implementation is capable
of performing the strain gradient elasticity formulations together with the XFEM, in
which the conventional meshes in the discontinuity region are enriched. The problems
which have been considered in previous chapters (i.e. boundary layer problem, unit
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a) b)
Figure 7.2: Boundary layer problem a) boundary conditions and b) structure mesh for XFEM
cell and random ﬁbre formation of UD composites) are reinvestigated using XFEM to
remesh around the interfaces. Based on strain gradient theory, results from the XFEM
will be compared with the original mixed-FEM and analytical solutions.
7.3.1 Example II: Boundary layer problem using XFEM
In this example the boundary layer problem will be investigated. The domain of the
boundary layer problem is presented in Figure 7.2 a. The boundary conditions are
deﬁned such that the bottom left corner displacements u and v are zero, and at the
bottom right corner u is zero. The relaxed strains ψ11 and ψ22 are zero along the left
and the right boundaries. By using XFEM, the domain is uniformly divided into an
odd number of elements in the vertical direction (see Figure 7.2b for an example). The
discontinuity (the blue line in Figure 7.2) lies through the elements in the middle of
the domain. A high mesh density around the discontinuity is no longer a requirement
due to the appropriate remeshing in XFEM - the uniformly regular meshes around the
discontinuity will be divided into a number of small triangular elements for integration
purposes.
To check the accuracy and convergence, Figure 7.3 demonstrates a comparison between
analytical solutions and numerical results from both XFEM and FEM based on strain
gradient theory and Figure 7.4 shows errors of shear strain at the middle of the domain
(x=0) by using XFEM with diﬀerent number of triangular elements (i.e. 140, 220, 300,
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Figure 7.3: A comparison of shear strain from diﬀerent approaches. Both the XFEM starin gari-
ent and normal strain gradient theories are in close agreement with the analytical
solution.
Figure 7.4: L2-norm for a speciﬁc group of points against Mesh density.
380 and 460 elements).
From Figure 7.4 it can be seen (unsurprisingly) that increasing the number of elements
results in the convergence of the numerical results to the analytical solution. Figure
7.5 demonstrates the shear strain ﬁeld, 12, on the boundary layer problem by using
XFEM.
As the discontinuity lies at the center (x2 = 0) of the uniform regular mesh, those
elements divided by the discontinuity can be enriched by XFEM. To study the eﬀect of
enrichment function on three variable ﬁelds Table 7.2 is provided to show a comparison
of shear strain between analytical solutions [102] and XFEM with the diﬀerence of
enriched ﬁelds.
7. Extended finite element method for strain gradient elasticity 130
−5 −4 −3 −2 −1 0 1 2 3 4 5
−5
−4
−3
−2
−1
0
1
2
3
4
5
x
y
1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
2
x 10−3
−5
0
5
−5
0
5
0.5
1
1.5
2
2.5
x 10−3
yx
sh
ea
r s
tra
in
a) Shear strain (contour plot) b) Shear strain (surface plot)
Figure 7.5: Shear strain ﬁeld for the boundary layer problem, calculated using XFEM. Its
value away from the material discontinuity is a diﬀerent constant in each region.
The discontinuity in the strain at the boundary is approximated by a sharp, but
continuous change in the strain.
Table 7.2: A comparison of shear strain between analytical solution and numerical results (using
460 elements) with the diﬀerence of enriched ﬁelds
x2/l analytical u,ψ,ρ error u,ψ error u error
solution enriched (%) enriched (%) enriched
-9.420 2.000 1.997 0.151 1.996 0.180 1.997 0.123
-8.551 2.000 1.997 0.131 1.997 0.122 1.995 0.231
-7.681 2.000 1.994 0.287 1.992 0.369 1.995 0.222
-6.812 1.999 1.994 0.261 1.994 0.243 1.989 0.494
-5.942 1.998 1.991 0.358 1.989 0.446 1.993 0.240
-5.072 1.996 1.988 0.371 1.988 0.396 1.982 0.698
-4.203 1.990 1.984 0.279 1.983 0.338 1.985 0.266
-3.333 1.976 1.971 0.245 1.970 0.300 1.965 0.577
-2.464 1.943 1.942 0.069 1.942 0.082 1.940 0.167
-1.594 1.865 1.860 0.255 1.859 0.292 1.848 0.899
-0.725 1.677 1.656 1.237 1.661 0.938 1.646 1.822
0.145 1.288 1.288 0.001 1.166 9.527 1.240 3.720
1.014 1.121 1.129 0.706 1.146 2.231 1.144 2.054
1.884 1.051 1.051 0.049 1.059 0.774 1.054 0.272
2.754 1.021 1.022 0.042 1.025 0.384 1.030 0.818
3.623 1.009 1.012 0.262 1.013 0.448 1.014 0.516
4.493 1.004 1.008 0.451 1.010 0.576 1.013 0.944
5.362 1.002 1.006 0.410 1.007 0.528 1.005 0.368
6.232 1.001 1.004 0.359 1.004 0.373 1.008 0.744
7.101 1.000 1.004 0.327 1.005 0.437 1.002 0.179
7.971 1.000 1.002 0.195 1.002 0.162 1.005 0.449
8.841 1.000 1.002 0.203 1.003 0.280 1.001 0.107
9.710 1.000 1.001 0.068 1.000 0.043 1.002 0.173
L2− norm 0.003885 0.017319 0.009403
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Figure 7.6: A unit cell of UD composite under a distributed load along the top and bottom
edges. To model the whole cell under a uniform load along all its edgs, this quadrant
is ﬁxed along the bottom and left edges.
It should be noted that the numerical results obtained by three enriched ﬁelds coincide
with the analytical solution very closely. Dividing the domain into 460 triangular
elements and enriching all three ﬁelds around the discontinuity, a maximum error of
1.2% is obtained. With enrichment missing out either one or two of the ﬁelds, the
numerical results exhibit larger errors around the region of the discontinuity, which is
unacceptable.
7.4 Example III: A quarter of UD composite unit cell us-
ing XFEM
The quarter UD composite unit cell will now be reinvestigated using XFEM. The
domain is subjected to a uniform load on the top edge and the right edge, as shown in
Figure 7.6. Several values of the non-local parameter l are considered to demonstrate
the eﬀect of the nonlocal parameter on displacement and strain ﬁelds at a point.
Figure 7.7 demonstrates displacement ﬁelds by; a) XFEM strain gradient using uniform
regular meshes (with enriched elements) and b) FEM strain gradient with a high mesh
density around the interface.
A comparison of displacement u along the bottom edge obtained from FEM and XFEM
approximations is plotted in Figure 7.8. Here, in Figure 7.8, the two curves of numerical
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Figure 7.7: Displacement ﬁelds a) on uniform regular element with enriched elements and b)
on a high mesh density using FEM for strain gradient elasticity
Figure 7.8: Comparison of displacements between XFEM and classical FEM with a high mesh
density. The results are in excellent agreement, even though the XFEM method is
less computationally expensive.
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Figure 7.9: Convergence of displacements at the middle bottom line (near the interface)
Figure 7.10: Convergence of displacement at the top right corner
results obtained from diﬀerent FEM and XFEM approximations coincide substantially
even though the XFEM curve is calculated using fewer nodes (fewer DoFs). Moreover,
in terms of the convergence, two points are picked in order to explore a comparison of
displacements against number of elements. The locations of the two points are at; i)
the middle of the bottom line (near the interface) and ii) the top right corner.
As the number of nodes increases, the numerical solution of the displacements at two
points exhibit a trend of convergence. Figure 7.8 to Figure 7.10 suggest that the XFEM
implementation of strain gradient elasticity on a UD composite unit cell is valid and
accurate enough to be used in nanocomposite material simulations.
To investigate the UD composite with a variety of nonlocal parameters, displacements
u on the right boundary of the domain are calculated from l = 0.1 to l = 1. Results are
shown in Figure 7.11; it can be seen that the greater the nonlocal parameter, the smaller
7. Extended finite element method for strain gradient elasticity 134
Figure 7.11: X-displacement of nodes along the right edge with l = 0.1, 0.3, 0.5, 0.7, 0.9, 1.0.
As the non-local parameter is increased, the change in the displacement across the
edge decreases.
Figure 7.12: Strain εAxx at l = 0.1 to l = 1.0. As the nonlocal parameter is increased, the strain
decreases.
the diﬀerence is between the maximum and minimum displacements. The tendency of
the displacement is to get ﬂatter when the nonlocal parameter increases. This is due to
the extra energy cost associated with having spatially varying strains in strain gradient
theory. For strain ﬁelds, the eﬀect of diﬀerent nonlocal parameters on the strain ﬁeld
at point A (top right corner of the domain) is demonstrated in Figure 7.12.
It is noted that the nonlocal parameter has an important eﬀect on the strain ﬁeld. The
UD composite gets stiﬀer when the nonlocal parameter increases, since this increases
the energy cost of having a strain gradient. The value of the strain at a particular point
will therefore be more similar to its surrounding points, resulting in lower curvature
of the strain near the maximum point. This is clearly demonstrated in Figure 7.13, in
which strain ﬁelds obtained by diﬀerent nonlocal parameters (l = 0.1 and l = 0.5) are
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Figure 7.13: Strain ﬁeld εxx with diﬀerent nonlocal parameters; a) l = 0.1 and b) l = 0.5
a) Model A b) Model B
Figure 7.14: Two models of UD composites with random ﬁbre formations (Vf = 60%)
plotted.
7.5 Example IV: The eﬀect of ﬁbre formations in UD com-
posite using XFEM
In this section, unidirectional composites with a variable formation are investigated
by using XFEM. Figure 7.14 shows 2D models of UD composites with random ﬁbre
formations with a 60% ﬁbre volume fraction. The properties of the matrix and ﬁbres
are listed in Table.7.3. The boundary conditions of this problem are deﬁned to be
u = 150 nm and v = 0 on the right edge, v = 0 on the bottom edge and u = 0 on the
left edge, with the external force P = 0.
To investigate the Young’s modulus, E, over the domain for all three models, Hooke’s
law is required (see Eq.5.1). Due to the relationship between stress and strain to the
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Table 7.3: Material properties of the matrix and the reinforced ﬁbres
Young’s modulus Poisson’s ration
E (GPa) ν
Fibre 74 0.2
Matrix 3.35 0.35
Table 7.4: The Young’s modulus E (GPa) for the UD composite model A
Experiment [117] FEM Error(%) XFEM Error(%)
classical elasticity 16.2 14.649 9.5 13.795 14.8
nonlocal elasticity l = 0.001 16.2 17.354 7.1 16.020 1.1
nonlocal elasticity l = 0.01 16.2 17.398 7.4 16.086 0.7
nonlocal elasticity l = 0.1 16.2 18.885 16.6 17.322 6.9
force, f and displacement, u, in Hooke’s law, the Young’s modulus can be carried out
with the nodes on an edge of the domain as
E =
∑
i∈Ω fi
ui
, (7.9)
where Ω represents the domain and u represents the displacement. f is calculated from
the displacement ﬁeld using the system of equations [K]{u} = {f}.
Using diﬀerent approaches (i.e. an experiment, ﬁnite element for classical elasticity and
the mixed-type ﬁnite element for strain gradient elasticity with and without XFEM)
results for model A are listed in Table 7.4 while results for model B are listed in Table
7.5.
From the results in Table 7.4 and Table 7.5, it can be seen that the numerical methods
using XFEM for strain gradient elasticity with l = 0.01 achieve the best solutions
(error=0.1% and 0.7% for model A and B respectively). The nonlocal parameter of
strain gradient elasticity signiﬁcantly aﬀects the Young’s modulus. When the length
scale parameter l is appropriate (in this problem l = 0.01), strain gradient elasticity
exhibits results consistent with the experimental data.
Table 7.5: The Young’s modulus E (GPa) for the UD composite model B
Experiment [117] FEM Error(%) XFEM Error(%)
classical elasticity 16.2 10.935 32.5 14.848 8.3
nonlocal elasticity l = 0.001 16.2 13.121 19.0 15.728 2.9
nonlocal elasticity l = 0.01 16.2 13.163 18.7 16.212 0.1
nonlocal elasticity l = 0.1 16.2 14.872 8.2 17.232 6.3
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7.6 Discussion
From the results presented in this chapter, it appears that the novel implementation
of strain gradient elasticity with eXtended ﬁnite element method is valid for use in
nanocomposite material simulations in which size-dependence plays a crucial role. The
functions of enrichment for strain gradient elasticity appear to be appropriate. Unlike
the conventional mixed ﬁnite element for strain gradient elasticity, in which a high mesh
density is employed, when using XFEM for strain gradient elasticity only the elements
around the interface are enriched and so the implementation requires a lower level of
computational cost than the conventional FEM. Moreover, this implementation can
provide a better solution - the numerical results match with the analytical solutions
very well. With an appropriate value of the nonlocal parameter, l, the implementation
can predict the Young’s modulus better than when using the classical theory, with a
better agreement with experimental data.
Chapter 8
Conclusions
This thesis has considered a variety of problems relating to the simulation of material
properties at the nanoscale, particularly those in which size eﬀects are thought to play
an important role.
The main body of the thesis was devoted to the development of a mixed FEM im-
plementation of strain gradient theories using the FEniCS project. As demonstrated
in the examples, FEniCS enabled a quick implementation of the variational problems
considered. The rich form language provided was helpful in this regard as it allowed
complex functionals to be quickly formulated and computed.
Initially, the imlementation was tested against a series of standard problems to check
its accuracy. The results of these tests were presented in chapter 4. When compared
with analytical solutions, the numerical results obtained from the FEniCS implemen-
tation with CG2CG1DG0, CG2CG2DG0 and CG3CG2DG0 discretizations showed an
excellent level of accuracy. This suggests that these discretizations should be chosen
when extending the modelling to systems which lack analytical solutions.
The implementation was then extended to model nanocomposite materials in chapter 5.
A series of systems were studied which lacked analytical solutions, and had only exper-
imental and numerical data regarding their properties. Using the same discretizations
as above, results obtained from the mixed FEM implementation for nonlocal parame-
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ters between 0.1 and 1.0 proved to be in closer agreement with experimental data than
the classical equivalent.
In chapter 6 electro-mechanical eﬀects were added to the implementation in order to
model piezoelectric nanobeams and the ﬂexoelectric eﬀect. The extension was ﬁrst
tested against 1D piezoelectric systems known to have analytical solutions, including
FGPMs. Once again, the results from the FEniCS implementation showed excellent
agreement with the analytical results. The dimensionality of the system was then in-
creased to 2D and the ﬂexoelectic eﬀect added in order to model piezolectric nanobeams
with ﬂexoelectric eﬀects. Such a system lacks an analytic solution. To check the numer-
ical solution, the results for limiting cases were therefore compared to the 1D solutions
calculated peviously. It was shown that as the aspect ratio of the beams was increased
the 2D numerical solutions converged with those in 1D. This increases the conﬁdence
we have in the results.
Now that the capabilities of FEniCS in implementing mixed FEM theories have been
demonstrated, it is expected that the scripts provided in this thesis will help the sci-
entiﬁc community to develop more general and advanced electro-mechanical models
for accurate simulations of nano/micro engineered materials/composites. For example,
now that the scripts have been thoroughly tested, the scripts could be used to model
larger, more complex and more technolgically relevant systems using a supercomputer.
Alternatively or additionally, 3D systems could be considered - the huge increase in
computational resources required to model them can now be justiﬁed based on the
validation of the implementation performed here.
Another extension of this work would be to include thermal eﬀects as well. It is well
known that material properties are often temerature dependent, and thermal eﬀects
can be included in the FEM method by adding their contribution to the varitional
form of the priciple of virtual work. Given the ease in which variational forms can be
modiﬁed in FEniCS, this would be a relatively quick and interesting extension of this
work to implement.
Finally, in the last chapter of this thesis the eXtended FEM (XFEM) method was
implemented in MATLAB for composite materials. Matlab was used due to the lack of
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a PUM library in FEniCS at the time of writing this thesis (it has subsequently been
developed). The FEM mesh was enriched around the discontinuities between the ﬁbre
and matrix sections of the material, providing a more eﬃcient way calculating their
properties than increasing the mesh density of the whole domain. The results obtained
were in good agreement with analytical and numerical data, and for a fraction of the
computational cost of the latter.
This work only considered weak discontinuities. The obvious extension of the research
into XFEM is therefore to include strong discontinuities in order to study important
eﬀects such as crack propogation. However, now that a PUM library is available for
FEniCS, it may now be faster to implement XFEM for this problem using FEniCS.
The scripts developed in the preceeding chapters could then be integrated into the
implementation to model more complex discontinuity problems.
It is expected that a combination of XFEM, gradient elasticity and the eletromechanical
eﬀect will fulﬁll its potential in further research. Using the features provided by the
FEniCS project, it has become extremely easy and fast to implement complex FEM
formulations. Solving complicated problems without analytical solutions can be now be
done accurately using this technique. The implementation of multi-dimensional ﬁnite
element analysis for gradient elasticity can be developed quickly, and to be rapid and
accurate.
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Appendices
Appendix A
Using the divergence theorem, the variation of the total strain energy Eq.2.26 can be
reformulated. The ﬁrst term was already shown in the strain energy density of classical
elasticity (Eq.2.6 -2.10), while the high order term can be rewritten as
∫
Ω
τijkδηijkdΩ =
∫
Ω
τijk∂i∂jδukdΩ (1)
Using the divergence theorem it is possible to write,
∫
Ω
∂i[τijk∂jδuk]dΩ =
∫
Γ
niτijk∂jδukdΓ (2)
It is also possible to write (using the product rule),
∫
Ω
∂i[τijk∂jδuk]dΩ =
∫
Ω
([∂iτijk]∂jδuk + τijk∂i∂jδuk)dΩ (3)
Rearranging Eg.(2-3), we can obtain
∫
Ω
τijkδηijkdΩ =
∫
Γ
niτijk∂jδukdΓ−
∫
Ω
(∂iτijk)∂jδukdΩ (4)
It is necessary to reapply the procedure to the last term of Eq. 4. Using the divergence
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theorem, ∫
Ω
∂j [(∂iτijk)δuk]dΩ =
∫
Γ
nj(∂iτijk)δukdΓ (5)
and the product rule;
∫
Ω
∂j [(∂iτijk)δuk]dΩ =
∫
Ω
[(∂i∂jτijk)δuk + (∂iτijk)∂jδuk]dΩ (6)
Rearranging Eg. 5-6 we obtain;
∫
Ω
(∂iτijk)∂jδukdΩ =
∫
Γ
nj(∂iτijk)δukdΓ−
∫
Ω
(∂i∂jτijk)δukdΩ (7)
Therefore, it possible to write
∫
Ω
τijkδηijkdΩ =
∫
Γ
niτijk∂jδukdΓ−
[∫
Γ
nj(∂iτijk)δukdΓ−
∫
Ω
(∂i∂jτijk)δukdΩ
]
=
∫
Γ
niτijk∂jδukdΓ−
∫
Γ
nj(∂iτijk)δukdΓ +
∫
Ω
(∂i∂jτijk)δukdΩ
(8)
Now we can substitute Eq.2.10 and Eq.8 into the total strain energy density Eq.2.26
to obtain,
δ
∫
Ω
WdΩ =
∫
Ω
(σijδεij + τijkδηijk)dΩ
=
∫
Γ
niσijδujdΓ−
∫
Ω
(∂iσij)δujdΩ
+
∫
Γ
niτijk∂jδukdΓ−
∫
Γ
nj(∂iτijk)δukdΓ +
∫
Ω
(∂i∂jτijk)δukdΩ
= −
∫
Ω
(∂iσij)δujdΩ+
∫
Ω
(∂i∂jτijk)δukdΩ
+
∫
Γ
niσijδujdΓ +
∫
Γ
niτijk∂jδukdΓ−
∫
Γ
nj(∂iτijk)δukdΓ
= −
∫
Ω
(∂iσik)δukdΩ+
∫
Ω
(∂i∂jτijk)δukdΩ
+
∫
Γ
njσjkδukdΓ +
∫
Γ
niτijk∂jδukdΓ−
∫
Γ
nj(∂iτijk)δukdΓ
(9)
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Finally we obtain,
δ
∫
Ω
WdΩ = −
∫
Ω
(∂iσik − ∂i∂jτijk)δukdΩ
+
∫
Γ
[nj(σjk − ∂iτijk)δuk + niτijk∂jδuk]dΓ
(10)
Appendix B
Eq.2.20 can be rewritten in an equivalent diﬀerential form to represent the integral
constitutive relation as [36];
(1− μ2)σij = Cijmnεmn , (11)
where μ = e20l
2
i . Considering Euler-Bernoulli beam and Timoshenko beam theories, the
stress resultants of each beam theory can be express in terms of the strain as:
σxx − μ∂
2σxx
∂x2
= Eεxx and σxz − μ∂
2σxz
∂x2
= Gεxz (12)
The axial force - strain relation is given by
N − μ∂
2N
∂x2
= EAε0xx , (13)
where ε0xx =
∂u
∂x
Considering analytical solutions of linear bending of beams without axial force f sub-
jected to distributed transverse load q0.
Euler-Bernoulli Beam Theory (EBT)
The equation for bending is;
d2
dx2
(
−EI d
2w
dx2
)
− μd
2q
dx2
+ q = 0 . (14)
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Integrating Eq.14;
Q = −EI d
3w
dx3
− μdq
dx
= −q0x− c1 (15)
M = −EI d
2wE
dx
− μq(x) = −q0x
2
2
− c1x− c2 (16)
EI
dwE
dx
= −μq0x+ q0x
3
6
+ c1
x2
2
+ c2x+ c3 (17)
EIwE = −μq0x
2
2
+ q0
x4
24
+ c1
x3
6
+ c2
x2
2
+ c3x+ c4 . (18)
Solving Eq.15-18 with diﬀerent boundary conditions, the deﬂection solution along the
beam and the bending moment solution are derived [94].
Simply supported beams
The boundary conditions are at x = 0 wE = 0, ME = 0 and at x = a wE = 0, ME = 0.
The deﬂection solution;
wE(x) =
q0a
4
24EI
[
x4
a4
− 2x
3
a3
+
x
a
]
+
μq0a
2
2EI
[
x
a
− x
2
a2
]
(19)
and the bending moment solution;
ME(x) = −q0a
2
2
[
x2
a2
− x
a
]
(20)
Clamped beams
The boundary conditions are at x = 0 wE = 0, dw
E
dx = 0 and at x = a w
E = 0, dw
E
dx = 0.
The deﬂection solution;
wE(x) =
q0a
4
24EI
[
x4
a4
− 2x
3
a3
+
x2
a2
]
(21)
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and the bending moment solution;
ME(x) = −q0a
2
12
[
1− 6x
a
+ 6
x2
a2
]
− μq0a2 (22)
Cantilever beams
The boundary conditions are at x = 0 wE = 0, dw
E
dx = 0 and at x = a Q
E = 0, ME = 0.
The deﬂection solution;
wE(x) =
q0a
4
24EI
[
x4
a4
− 4x
3
a3
+ 6
x2
a2
]
− μq0a
2
2EI
(
x2
a2
)
(23)
and the bending moment solution;
ME(x) = −q0a
2
2
[
1− x
a
]2
(24)
Propped Cantilever beams
The boundary conditions are at x = 0 wE = 0, dw
E
dx = 0 and at x = a w
E = 0, ME = 0.
The deﬂection solution;
wE(x) =
q0a
4
48EI
[
2
x4
a4
− 5x
3
a3
+ 3
x2
a2
]
+
12μq0a
2
48EI
(
x2
a2
− x
3
a3
)
(25)
and the bending moment solution;
ME(x) = −q0a
2
24
[
3− 15x
a
+ 12
x2
a2
]
− 3μq0
2
(x
a
− 1
)
(26)
Figure 1 demonstrates the deﬂection of Euler-Bernoulli beams with diﬀerent boundary
conditions.
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(a)
(b)
(c)
(d)
Figure 1: Deﬂections of Euler-Bernoulli beams with diﬀerent boundary conditions; a) Simply
supported beam, b) Cantilever beam, c) Clamped beam and d) Propped Cantilever
beam.
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Timoshenko Beam Theory (TBT)
For Timoshenko beams, the linear equations of bending are [94];
d
dt
[
GAKs
(
φT +
dwT
dx
)]
+ q − μd
2q
dx2
= 0 (27)
d
dx
(
EI
dφT
dx
)
−GAKs
(
φT +
dwT
dx
)
= 0 (28)
Integrating these equations, we obtain;
QT (x) = −q0 ∗ x− c1 (29)
MT (x) = −q0x
2
2
− c1x− c2 (30)
EIφT (x) = μq0x− q0x
3
6
− c1x
2
2
− c2x− c3 (31)
EIwT (x) =− μq0x
2
2
+ q0
x4
24
+ c1
x3
6
+ c2
x2
2
+ c3x+ c4
− EI
GAKs
(
q0
x2
2
− μq0 + c1x
) (32)
Solving Eq.29-32, the deﬂection, rotation and bending moment solutions along the
beam are derived [94].
Simply support beams
The boundary conditions are at x = 0 wE = 0, ME = 0 and at x = a wE = 0, ME = 0.
The solutions become;
wT (x) =
q0a
4
24EI
[
x4
a4
− 2x
3
a3
+
x
a
]
+
q0a
2μ
EI
[
− x
2
2a2
+
x
a
]
+
q0a
2
GAKs
[
− x
2
2a2
+
x
a
] (33)
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φT (x) = − q0a
3
24EI
[
1− 6x
2
a2
+ 4
x3
a3
]
− q0a
3μ
2EIa2
[
1− 2x
a
]
(34)
MT (x) = −q0a
2
2
[
x2
a2
− x
a
]
(35)
Clamped beams
The boundary conditions are at x = 0 wE = 0, dw
E
dx = 0 and at x = a w
E = 0, dw
E
dx = 0.
The solutions become;
wT (x) =
q0a
4
24EI
[
x4
a4
− 2x
3
a3
+
x2
a2
]
+
q0a
2
GAKs
[
− x
2
2a2
+
x
a
]
(36)
φT (x) = − q0a
3
12EI
[
2
x3
a3
− 3x
2
a2
+
x
a
]
(37)
MT (x) = −q0a
2
12
[
1 + 6
x2
a2
− 6x
a
]
− μq0 (38)
Cantilever beams
The boundary conditions are at x = 0 wE = 0, dw
E
dx = 0 and at x = a Q
E = 0, ME = 0.
The solutions become;
wT (x) =
q0a
4
24EI
[
x4
a4
− 4x
3
a3
+ 6
x2
a2
]
− q0x
2μ
2EI
+
q0a
2
2GAKs
[
x2
a2
− 2x
a
]
(39)
φT (x) = −q0a
3
6EI
[
x3
a3
− 3x
2
a2
+ 3
x
a
]
− q0xμ
EI
(40)
MT (x) = −q0a
2
2
[
1− x
a
]2
(41)
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Propped Cantilever beams
The boundary conditions are at x = 0 wE = 0, dw
E
dx = 0 and at x = a w
E = 0, ME = 0.
The solutions become;
wT (x) =− q0a
4
24EI
[
α
(x
a
)3
+ (12μ¯+ 12Ω− 3α)
(x
a
)2 − 6αΩ(x
a
)]
q0a
4
24EI
[(x
a
)4 − 6(x
a
)2] (42)
φT (x) =
q0a
3
24EI
[
−4
(x
a
)3
+ 3α
(x
a
)2
+ (12 + 24μ¯− 6α)
(x
a
)]
(43)
MT (x) = −q0a
2
4
[
−2 + α− α
(x
a
)
+ 2
(x
a
)2]
(44)
Figure 2 demonstrates the deﬂection of Timoshenko beams with diﬀerent boundary
conditions
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(a)
(b)
(c)
(d)
Figure 2: Deﬂections of Timoshenko beams with diﬀerent boundary conditions a) Simply sup-
ported beam, b) Cantilever beam c) Clamped beam and d) Propped Cantilever beam.
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Appendix C
Index notation; Relaxed strain is
ψij = uj,i =
∂uj
∂xi
. (45)
From the relaxed strain, the derivative of relaxed strain will be
ψij,k =
∂2uj
∂xi∂xk
, (46)
and
ψkj,i =
∂2uj
∂xk∂xi
. (47)
To proof that
ψij,k = ψkj,i , (48)
Strain gradient is
ηijk =
1
2
(ψjk,i + ψik,j) =
1
2
(
∂2uk
∂xj∂xi
+
∂2uk
∂xi∂xi
)
. (49)
or, can rewriten as
η111 =
1
2
(ψ11,1 + ψ11,1)
η112 =
1
2
(ψ12,1 + ψ12,1)
η121 =
1
2
(ψ21,1 + ψ11,2)
η122 =
1
2
(ψ22,1 + ψ12,2)
η211 =
1
2
(ψ11,2 + ψ21,1)
η212 =
1
2
(ψ12,2 + ψ22,1)
η221 =
1
2
(ψ21,2 + ψ21,2)
η222 =
1
2
(ψ22,2 + ψ22,2) .
(50)
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From the proof of ψij,k = ψkj,i, the strain gradient will be
ηijk =
∂2uk
∂xi∂xi
, (51)
so that,
ηijk = ηjik . (52)
There are 8 components but only 6 components independently
ηijk =
{
η111 η112 η121 η122 η211 η212 η221 η222
}
. (53)
For high order stress
τijk = μl
2(ηijk − ηkji) , (54)
can be expressed as
τ111 = μl
2(η111 − η111)
τ112 = μl
2(η112 − η211)
τ121 = μl
2(η121 − η121)
τ122 = μl
2(η122 − η221)
τ211 = μl
2(η211 − η112)
τ212 = μl
2(η212 − η212)
τ221 = μl
2(η221 − η122)
τ222 = μl
2(η222 − η222) .
(55)
There are 8 components
τijk =
{
τ111 τ112 τ121 τ122 τ211 τ212 τ221 τ222
}
. (56)
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Appendix D
The following code illustrates the XML format for the Patchtest mesh:
XML code
<?xml version="1.0" encoding="UTF -8"?>
<dolfin xmlns:dolfin="http :// www.fenicsproject.org/">
<mesh celltype="triangle" dim="2">
<vertices size="8">
<vertex index="0" x="0.239999995" y="0.0"/>
<vertex index="1" x="0.180000007" y="0.0299999993"/>
<vertex index="2" x="0.0" y="0.0"/>
<vertex index="3" x="0.0399999991" y="0.0199999996"/>
<vertex index="4" x="0.0" y="0.119999997"/>
<vertex index="5" x="0.159999996" y="0.0799999982"/>
<vertex index="6" x="0.0799999982" y="0.0799999982"/>
<vertex index="7" x="0.239999995" y="0.119999997"/>
</vertices >
<cells size="10">
<triangle index="0" v0="0" v1="1" v2="2"/>
<triangle index="1" v0="3" v1="2" v2="1"/>
<triangle index="2" v0="2" v1="3" v2="4"/>
<triangle index="3" v0="5" v1="1" v2="0"/>
<triangle index="4" v0="5" v1="3" v2="1"/>
<triangle index="5" v0="6" v1="4" v2="3"/>
<triangle index="6" v0="5" v1="0" v2="7"/>
<triangle index="7" v0="6" v1="3" v2="5"/>
<triangle index="8" v0="4" v1="6" v2="7"/>
<triangle index="9" v0="7" v1="6" v2="5"/>
</cells >
</mesh>
</dolfin >
