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We introduce the bottom-up tree-to-graph transducer, which is very
similar to the usual (total deterministic) bottom-up tree transducer
except that it translates trees into hypergraphs rather than trees, using
hypergraph substitution instead of tree substitution. If every output
hypergraph of the transducer is a jungle, i.e., a hypergraph that can be
unfolded into a tree, then the tree-to-graph transducer is said to be
tree-generating and naturally defines a tree-to-tree translation. We
prove that bottom-up tree-to-graph transducers define the same tree-
to-tree translations as the previously introduced top-down tree-to-graph
transducers. This is in contrast with the well-known incomparability
of the usual bottom-up and top-down tree transducers. ] 1998
Academic Press
1. INTRODUCTION
There are many formalisms which take trees as input and
translate them into objects as output; the objects can be,
e.g., strings, trees, graphs, or elements of some semantic
domain. The main criterion for the classification of such
formalisms is the way in which they process an input tree s:
v the translation process is started at the root of s and it
proceeds towards the leaves of s
v the translation process is started at the leaves of s and
it proceeds towards the root of s
v the translation process is started at the root of the
input tree and it can perform an arbitrary tree-walk on s.
Members of the first class are, e.g., top-down tree trans-
ducers [Rou70, Tha70, Eng75, Bak79, GS84], generalized
syntax directed translation schemes [AU71, AU73], macro
tree transducers [Eng80, CF82, EV85], pushdown tree
automata [Gue83], level-n stack transducers [DG81],
high-level tree transducers [EV88], context-free hyper-
graph-based syntax-directed translation schemes [EH92],
and top-down tree-to-graph transducers [EV94]. Members
of the second class are, e.g., bottom-up tree transducers
[Tha73, Eng75, GS84], and tree pushdown automata
[SG85]. Members of the third class are, e.g., attribute
grammars [Knu68], affix grammars [Kos71], tree-walking
automata [AU71], checking tree pushdown transducers
[ERS80], attributed tree transducers [Fu l81], nested stack
tree-to-string transducers [EV86], attribute coupled
grammars [Gie88], higher order attribute grammars
[KSV89], and macro attributed tree transducers [KV94].
Many investigations have been carried out to compare
the translation power of the mentioned formalisms; some of
them concern nondeterministic formalisms, others deter-
ministic or even total deterministic formalisms. Here we are
only concerned with total deterministic formalisms, i.e., for
every input tree exactly one output object is computed.
Moreover, as output objects, we are mainly interested in
trees and we measure the translation power of a formalism
with respect to the class of tree-to-tree translations which
can be computed by instances of the formalism.
In this paper we introduce the concept of bottom-up
tree-to-graph transducer (for short: bu-tg transducer) and
we compare its translation power with the translation
power of the top-down tree-to-graph transducer (for short:
td-tg transducer) which was introduced in [EV94] and
studied in [Dre95, Dre96a, Dre96b]. More precisely, we
prove that the class tgtB of tree-to-tree translations which
are computed by tree-generating bu-tg transducers, and the
class tgtT of tree-to-tree translations which are computed
by tree-generating td-tg transducers, are equal.
In fact, bu-tg transducers and td-tg transducers are
natural generalizations of bottom-up tree transducers (for
short: bu-t transducers) and top-down tree transducers (for
short: td-t transducers), respectively, in the sense that they
operate in exactly the same way, but the output objects are
special graphs (viz. hypergraphs) rather than trees.
Before further discussing bu-tg transducers, td-tg trans-
ducers, and our comparison, we would like to recall from
[Eng75, Eng77] the comparison of td-t transducers and
bu-t transducers, because, at first sight surprisingly, that
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comparison yields a different result; it has been shown
in [Eng77] that the classes tT and tB of tree-to-tree
translations which are computed by td-t transducers and
bu-t transducers, respectively, are incomparable. Thus, we
will first have a look at the reasons for this incomparability
(cf. Section 3 of [Eng77]), second we will discuss the
concept of bu-tg transducer and how it can be viewed as a
tree-generating device, and third we will point out why the
reasons for the incomparability disappear if one generalizes
tree transducers to tree-to-graph transducers.
Recall that we are only dealing with total deterministic
formalisms and that such formalisms compute total func-
tions. Although the transducers considered in [Eng77] are
deterministic and not necessarily total (i.e., they compute
partial functions), all the resultsin particular, the incom-
parabilityalso holds for deterministic tree transducers
which compute total functions. Thus, while recalling
translations which witness the incomparability, we will only
consider total functions.
Now let us look at the incomparability of td-t transducers
and bu-t transducers. There are some typical capabilities of
td-t transducers which are not shared by bu-t transducers:
(td1) Td-t transducers can copy a subtree of the input
tree and translate the copies in different states. An example
of such a tree-to-tree translation is the translation {td1 which
translates a tree
#$(#(#( } } } #(
n
:) } } } )))
into the tree
_(#(#( } } } #(
n
:) } } } )), #(#( } } } #(
n
;) } } } ))).
(td2) Td-t transducers can recognize the highest occur-
rences of a symbol in the input tree. As an example of this
capability consider the ranked alphabet 7=[_(2), #(1), : (0)]
and the tree-to-tree translation {td2 which takes an input
tree s over 7 and returns the tree s$ over 7$=[_(2), #(1), #$ (1),
:(0)] obtained from s by replacing every # by a #$ except at
the topmost nodes. For instance, {td2 translates
_(_(#(_(:, #(:))), :), #(_(#(:), #(:))))
into
_(_(#(_(:, #$(:))), :), #(_(#$(:), #$(:)))).
(td3) Td-t transducers can distinguish between left and
right. As an example consider the tree-to-tree translation
{td3 which takes a tree s over 7 as input tree and delivers the
tree s$ as output tree. The tree s$ is obtained from s by
replacing the leftmost : by :$.
It is characteristic for the td-t transducers which compute
{td1 , {td2 , and {td3 , respectively, that they transport infor-
mation (coded as states) from the root of the input tree to
its leaves. Thus, it is obvious that {td1 , {td2 , and {td3 cannot
be computed by any bu-t transducer.
Now let us turn to some typical properties of bu-t
transducers which are not shared by td-t transducers:
(bu1) Bu-t transducers can delete part of the input tree
depending on whether that part has a certain regular
property. As an example consider the tree-to-tree transla-
tion {bu1 which takes a tree s over 2=[#(1), #$(1), :(0), ;(0)]
as input tree and, if s has the form #$(#( } } } #(:) } } } )), then it
gives back s as output tree, and otherwise it returns the tree
#$(:). Thus, in particular, if s=#$(#( } } } #(;) } } } )), then the
output tree is #$(:), i.e., the subtree #( } } } #(;) } } } ) is deleted
after inspection.
(bu2) Dual to (td2), bu-t transducers can recognize
the lowest occurrences of a symbol in the input tree. As an
example we consider the tree-to-tree translation {bu2 which
takes an input tree s over 7 and delivers s$ over 7$ (7 and
7$ as in (td2)) as output tree where s$ is obtained from s by
replacing every # by #$ except at the lowest #-labeled nodes.
Also here it is quite obvious that {bu1 and {bu2 cannot be
computed by any td-t transducer. However, these advan-
tages of bu-t transducers can be handled by td-t transducers
if they are equipped with regular look-ahead (cf. [Eng77]
for this notion), i.e., tB _ tTtTR where tTR denotes the
class of tree-to-tree translations computed by td-t trans-
ducers with regular look-ahead. The look-ahead can be
used to control the derivations of the transducer in the sense
that a rule is applicable to an input (sub)tree _(s1 , ..., sk)
only if the trees s1 , ..., sk belong to some regular tree
languages which are specified by the rule. This extension
even yields a bigger class of tree-to-tree translations, i.e.,
tTR&(tB _ tT ){<. As a witness for this nonemptiness we
can consider the following tree-to-tree translation {td4 . It
takes a tree s over the ranked alphabet 7=[_(2), #(1), :(0)]
as input tree and, if s contains an odd number of :’s, then
the output tree is :, and if s contains an even number of :’s,
then the output tree is s$; s$ is obtained from s by inserting
above each node of s a symbol from [1(1), 0(1)] such that 1
is above the root and, on every path through s$, 1 and 0
alternate. Clearly, by means of its regular look-ahead, the
td-t transducer can check whether the number of :’s is even
or odd, and by means of its top-down mechanism it can
transport information down to the leaves. It is also obvious
that {td4 can neither be computed by any bu-t transducer
(because it does not know at the leaves whether to start the
insertion with 1 or 0) nor by any td-t transducer (because it
cannot count the number of leaves modulo 2).
Hence, in total, the comparison of tree transducers yields
the following results:
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v the classes tB and tT are incomparable and
v tB _ tT/tTR.
Now we would like to discuss the concept of bu-tg
transducer and the property of being tree-generating. Such
transducers take trees as input and they deliver directed
hypergraphs as output. A directed hypergraph is a graph in
which an edge may be incident with any sequence of nodes
(rather than with a source and a target node as in usual
graphs). Every edge is labeled by a symbol which is taken
from the ranked output alphabet; an edge which is labeled
by a symbol of rank k, is incident with a sequence of k nodes
(and the edge is also said to be of rank k). A sequence of
nodes of the hypergraph is distinguished; they are called the
external nodes. The number of external nodes of a hyper-
graph is called its rank. The way in which a bu-tg transducer
builds its output hypergraph is by hypergraph substitution.
A hypergraph h can be substituted for an edge e of a
hypergraph g, provided h and e have the same rank k
(cf. Fig. 1(a), where k=3; note that g has rank 4). The result
of the substitution is obtained from g by removing e, adding
h, and gluing together the j th node of e with the j th external
node of h, for every 1 jk (cf. Fig. 1(b)). For more details
about hypergraphs we refer the reader to, e.g., [BC87,
Hab92, DHK97, EV94] or Section 2 of this paper.
A bu-tg transducer B is specified by an alphabet Q of
states, the ranked alphabets 7 and 2 of input symbols and
output symbols, respectively, a root marker *  7 of
rank 1, which is put on top of the input tree before starting
the translation, and a finite set R of rules. Every rule has the
form
_((q1 , x1, r1) , ..., (qk , xk, rk) )  (q, h) ,
where k0, _ is an input symbol or the root marker, of
rank k, q1 , ..., qk , q are states, x1, r1 , ..., xk, rk are variables,
and h is a hypergraph of which the edges may be labeled by
output symbols or variables from the left-hand side of this
rule. Variable xi, ri has rank ri ; note that the variables have to
have a rank, because they label edges of the hypergraph h.
For every tree s over 7 _ [*], B translates s into a pair
(q, h) , where q is a state and h is a hypergraph of which
FIG. 1. Substitution of h for e in g.
the edges are labeled by output symbols only. Then q and h
are called the B1 -translation of s and B2 -translation of s,
respectively. With B we associate the tree-to-(hyper)graph
translation {(B) which maps an input tree s to the
B2-translation of the tree *(s).
The intuitive meaning of the rule above is: if s=
_(s1 , ..., sk) and B translates si into (qi , hi), then B trans-
lates s into (q, h$) , where h$ is obtain from h by substituting
hi for every edge of h that is labeled by xi, ri . Note that the
substitution is only defined if hi has rank ri . Thus, in order
to obtain a unique translation for every input tree (as
required for a total deterministic formalism), there should
be exactly one rule as above for every _, all states q1 , ..., qk ,
and all ranks r1 , ..., rk . To handle this technically in a
convenient way, we let Q be a ranked alphabet rather than
an ordinary alphabet as in bu-t transducers. Moreover, we
require that, in a rule as shown, every state qi has the
same rank as the corresponding variable xi, ri , and, in the
right-hand side of the rule, q has the same rank as h. This
guarantees that if B translates the input tree s into (q, h$) ,
then q and h$ have the same rank. Thus, we require that
for every _ # 7 _ [*] with rank k0 and all states
q1 , ..., qk , there is exactly one rule in R with left-hand side
_((q1 , x1, r1) , ..., (qk , xk, rk) ), where ri is the rank of qi .
In the formal definitions, the translation of B is defined
through a particular term rewriting system based on the
rules in R, just as is customary for bu-t transducers. The
terms that are rewritten are trees of which the nodes are
labeled by input symbols and of which the leaves can also
be labeled by objects (q, h) , where q is a state and h is a
hypergraph of which the edges are labeled by output
symbols, of the same rank as q (cf. Fig. 2 in which the term
!1 is rewritten to the term !2). An object (q, h) is in fact the
translation of a subtree of the original input tree. By the
above requirement on R, the derivation relation OB of B is
confluent and terminating, which implies that for every
input tree s there is exactly one (q, h) such that *(s) O*B
(q, h) . We also note that, as explained next, we are only
interested in bu-tg transducers for which {(B)(s) has rank 1
for every input tree s. Therefore, in the formal definition of
a bu-tg transducer, we also require for every rule of R, as
shown above, that h has rank 1 if _=*.
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FIG. 2. A rule and a derivation step of a bu-tg transducer B.
The main advantage of having output hypergraphs,
rather than output trees, is the fact that hypergraphs can
represent trees with shared common subtrees. Such hyper-
graphs are called jungles see, e.g., [Hab92, HKP91, EH92,
EV94]). Roughly speaking, a jungle is a hypergraph h of
rank 1 that can be unfolded into a tree, starting at is external
node as root of the tree. Every part of h that is not reached
by the unfolding is called garbage. A bu-tg transducer B is
tree-generating if, for every input tree s, the hypergraph
{(B)(s) is a jungle. We associate a tree-to-tree translation
{t(B) with a tree-generating bu-tg transducer B which maps
s to the unfolding of the B2 -translation of *(s). Recall that
we denote the class of tree-to-tree translations which are
computed by tree-generating bu-tg transducers, by tgtB.
We also briefly recall the concept of td-tg transducer.
A td-tg transducer T is specified by the ranked alphabets Q,
7, and 2 of states, input symbols, and output symbols,
respectively, an initial state qin with rank 1, and a finite set
R of rules of the form
(q, _(x1 , ..., xk))  h,
where q is a state with rank m0, _ # 7 with rank k0,
x1 , ..., xk are ordinary variables without rank, and h is a
hypergraph of rank m and of which the edges are labeled
either by output symbols or objects of the form (q$, xi) for
some state q$ and some variable xi from the left-hand side of
the rule (and the rank of (q$, xi) is that of q$). Moreover,
for every state q and for every input symbol _, there is
exactly one rule with left-hand side (q, _(x1 , ..., xk)); this
requirement makes the transducer total deterministic.
The set R induces a confluent and terminating derivation
relation OT over hypergraphs of which the edges are
labeled either by output symbols or objects of the form
(q, s) , where s is some subtree of the original input tree.
If (q, _(s1 , ..., sk)) is the label of an edge e in such an
intermediate result !, then the above rule can be applied,
resulting in the substitution of the hypergraph h$ for e in !,
where h$ is obtained from h by replacing every xi by si in its
edge labels. For every state q and input tree s, there is
exactly one hypergraph h over output symbols such that
(q, s) O*T h; this hypergraph is called the q-translation of s.
We associate a tree-to-graph translation {(T) with T which
translates an input tree s into its qin -translation. Similarly to
bu-tg transducers, a td-tg transducer is tree-generating, if
the qin -translation of every input tree is a jungle. The tree-
to-tree translation {t(T ) translates an input tree into the
unfolding of its qin-translation, and the class of tree-to-tree
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translations which are computed by tree-generating td-tg
transducers, is denoted by tgtT.
Now we turn to the question why the advantage of
one type of tree transducer over the other type of tree
transducer disappear when generalizing them to tree-to-
graph transducers.
First, there are no advantages of tree-generating bu-tg
transducers over tree-generating td-tg transducers; in other
words, tree-generating td-tg transducers share all the capa-
bilities of tree-generating bu-tg transducers. This has the
following two reasons:
1. Every tree-generating bu-tg transducer can be simu-
lated by a tree-generating td-tg transducer with regular-
look ahead (i.e., tgtBtgtTR, cf. Lemma 5.1.). This result is
a straightforward generalization of the result tB/tTR
(Theorem 3.2 of [Eng77]) and, in fact, we can take over the
same idea of construction: by means of regular look-ahead,
the td-tg transducer T can compute the states in which the
bu-tg transducer B would arrive at the root of input
subtrees; then T can simulate the rule application of B.
2. Tree-generating td-tg transducers are closed under
regular look-ahead (i.e., tgtTRtgtT, Theorem 6.11 of
[EV94]). This property does not hold for td-t transducers.
However, in the world of (hyper)graphs, the intermediate
checking of a regular property of input subtrees can be
done by means of graphs, which are eventually handled
as garbage; this garbage does not influence the computed
output tree.
In fact, it is not so difficult to image how the tree-to-tree
translations {bu1 and {bu2 (cf. points (bu1) and (bu2) of
the discussion of the incomparability of tT and tB in this
introduction) can be computed by td-tg transducers with
regular look-ahead.
Second, there are no advantages of td-tg transducers over
bu-tg transducers, because we can prove that
for every tree-generating td-tg transducer T, there is
a tree-generating bu-tg transducer B which computes
the same tree-to-tree translation as T. The construc-
tion involves the well-known tupling-selection trick (e.g.,
Theorem 4.1 of [EF81] or Lemma 5.9 of [EV91]). Roughly
speaking, B computes simultaneously the q-translations of
the input subtrees for every state q of T. These translations
are arranged into one hypergraph (this is the tupling).
If a q-translation for some particular state q is needed,
then B selects from the tuple the piece which corresponds to
the q-translation (this is the selection). Note that the root
marker of B is needed to allow B to select the qin-translation
at the root. We note that we can only apply this trick
in the worked of (hyper)graphs and not in the world of
trees, because in the latter there is no possibility to select
pieces from a produced output. We also note that, clearly,
the tupling-selection trick yields a lot of garbage.
Hence, for instance, the tree-to-tree translations {td1 , {td2 ,
and {td3 (cf. points (td1), (td2), and (td3)) and {td4 can
be computed by bu-tg transducers by using the tupling-
selection trick.
Thus we obtain the main result of this paper:
tgtT=tgtB (stated as Theorem 7.1).
In Section 2 we collect all basic notations and the defini-
tions concerning trees and hypergraphs. In Section 3 we
introduce the concept of bu-tg transducer and in Section 4
we recall the concept of td-tg transducer. In Section 5 we
prove that bu-tg transducers can be simulated by td-tg
transducers, and in Section 6 we prove the reverse result.
Finally, in Section 7 we state the main result.
2. PRELIMINARIES
2.1. Notations
The empty set is denoted by <. For n0, [n]=
[1, ..., n]; in particular, [0]=<.
The infinite set X=[x1 , x2 , ...] is called the set of subtree
variables, and for m0, the set [x1 , ..., xm] is denoted
by Xm .
A word is a finite sequence. The empty word is denoted by
*. For a set A, the sets of words over A and of nonempty
words over A are denoted by A* and A+, respectively. For
a word w=a1a2 } } } ak # A+ with a i # A for i # [k], ai is
denoted by w(i). The length of a word w is denoted by lg(w).
Let v be a word and let u1 , ..., un and v1 , ..., vn be two lists
of words for some n0, such that no word occurs twice in
the first list. If the occurrences of words u1 , ..., un in v do not
overlap, then v[u1 v1 , ..., un vn] is the word obtained from
v by replacing every occurrence of ui by vi for every i # [n].
This word is also written as v[ui vi ; 1in].
2.2. Ranked Alphabets and Trees
A ranked set is a tuple (1, rk1), where 1 is a (possibly
infinite) set and rk1 : 1  N is a mapping; for every k0,
1 (k)=[# # 1 | rk1 (#)=k]. If 1 is known from the context,
then it is dropped from rk1 . We also write #(k) to denote
the fact that # has rank k. If A is a set, then (1, A) denotes
the ranked set [(#, a) | # # 1 and a # A] with rk(1, A)
((#, a) )=rk1(#). If 2 is a ranked set, then (1, 2) rp is the
nonranked set [(#, $) | # # 1 (r) and $ # 2(r) for some r0]
of rank preserving combinations of 1 and 2. A ranked
alphabet is a finite ranked set.
Let 1 be a ranked alphabet. Then dec(1 ) denotes the
ranked alphabet (1&1 (0), rk$) with rk$(#)=rk1 (#)&1 for
every # # 1&1 (0). Moreover, inc(1 ) denotes the ranked
alphabet (1, rk$) with rk$(#)=rk1 (#)+1 for every # # 1.
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Let 1 be a ranked set and let A be a set. The set of ( finite,
labeled, and ordered ) trees over 1 indexed by A, denoted by
T1 (A), is the smallest set T such that (i) AT and (ii) if
# # 1 (k) with k0 and t1 , ..., tk # T, then #(t1 , ..., tk) # T. In
case k=0, we identify #( ) with #. In particular, T1 (<) is
denoted by T1 . Thus, viewing the symbols of A as symbols
of rank 0, T1 (A)=T1 _ A .
A finite state (deterministic bottom-up) tree automaton
(without final states) is a tuple B=(P, 7, $), where P and 7
are finite sets of states and ranked input symbols, respec-
tively, and $=[$_]_ # 7 is the family of transition functions,
where $_ : Pk  P for every _ # 7(k). The transition function
extends to a function $ : T7  P by the following recursive
definition [TW68, GS84]: for : # 7(0), $ (:)=$: ; for
_ # 7(k) with k1 and t1 , ..., tk # T7 , $ (_(t1 , ..., tk))=
$_($ (t1), ..., $ (tk)).
Since trees can be viewed as words in the usual way, the
notations v[u1 v1 , ..., unvn] and v[uivi ; 1in] of
Section 2.1 can also be used for trees.
2.3. Hypergraphs
Let 1 be a ranked set. A (directed, edge-labeled ) hyper-
graph over 1 is a tuple g=(V, E, lab, nod, ext), where V is a
finite set of nodes (or vertices), E is a finite set of hyperedges
(or just edges), lab : E  1 is the edge labeling function,
nod : E  V* is the incidence function such that for every
e # E, lg(nod(e))=rk1 (lab(e)), and ext # V* is the sequence
of external nodes. The nodes of V which do not occur in ext,
are called internal nodes.
For a given hypergraph g, its components are denoted
by Vg , Eg , labg , nodg , and extg , respectively. Let e # Eg
and nodg(e)=v1 } } } vk with v1 , ..., vk # Vg . The rank of e,
denoted by rkg(e), is k (thus, rkg(e)=lg(nodg(e))=
rk1 (labg(e))); if k1, then vi with i # [k] is called i-incident
with e or e-incident.
As an example consider the ranked alphabet 1=
[_(3), #(2), : (1), ; (1)]. Figure 3 shows the hypergraph g,
where Vg=[v1 , v2 , v3], Eg=[e1 , e2 , e3 , e4], labg(e1)=;,
labg(e2)=_, labg(e3)=#, and labg(e4)=:, nodg(e1)=*,
FIG. 3. The hypergraph g.
nodg(e2)=v2 v1v1 , nodg(e3)=v2v3 , nodg(e4)=v2 , and extg
=v2v1 v2 . Edges are drawn as boxes and nodes as fat dots.
The small numbers close to the edges indicate the order of
the tentacles (these are the connecting lines between edges
and nodes). The big numbers close to some of the nodes
indicate that they are external nodes.
If lg(extg)=k, then g is called a k-hypergraph and is said
to be of rank k, also denoted by rk(g). For every ranked set
1, the set of (k-)hypergraphs over 1 is denoted by HGR(1 )
(k-HGR(1 ), respectively). In itself, HGR(1) can be con-
sidered as a ranked set (HGR(1 ), rk) and for every
g # HGR(1 ), the rank of g is rk(g) as already defined. Two
hypergraphs g, h over 1 are disjoint if Vg & Vh=< and
Eg & Eh=<.
For hypergraphs with one edge only, we introduce the
following notation. Let # # 1 (m) with m0. The singular
hypergraph labeled by #, denoted by sing(#), is the m-hyper-
graph ([m], [e], lab, nod, ext) with lab(e)=# and nod(e)
=ext=12 } } } m (note that ext is a word of length m).
For hypergraphs g and h, the disjoint union of g and h,
denoted by gh, is the hypergraph (Vg _ Vh , Eg _ Eh ,
labg _ labh , nodg _ nodh , ext), where the union of functions
is defined in an obvious way, and ext=extgexth . In the case
that g and h are not disjoint, two disjoint isomorphic copies
of g and h should be taken first.
Actually, we do not distinguish between isomorphic
hypergraphs whenever that is convenient. The reader is
assumed to be familiar with the way in which this could be
formalized.
The identification of nodes in a hypergraph is formalized
as follows. Let g be a hypergraph and let RVg_Vg be a
binary relation over the set of nodes of g. Let # R denote the
smallest equivalence relation over Vg which contains R and
let , : Vg  Vg# R denote the canonical mapping to the
set Vg# R of equivalence classes. Then gR denotes the
hypergraph (V$, Eg , labg , nod $, ext$), where V$=(Vg # R)
for every e # Eg and i # [rk(e)], nod $(e)(i)=,(nodg(e)(i))
and for every i # [rk(g)], ext$(i)=,(extg(i)).
Hypergraph substitution is defined as in [BC87]; see
also [HK87a, HK87b, Hab92]. Roughly speaking, in a
hypergraph g, an edge e of rank m is replaced by a hyper-
graph h of rank m by pairwise identifying the nodes that are
incident with e, with corresponding external nodes (cf.
Fig. 1). Formally, for a ranked set 1, let g # n-HGR(1 ) with
n0. Let e # Eg with rank m0 and let h # m-HGR(1 ). We
assume that g and h are disjoint (taking an isomorphic copy
of h if necessary). The substitution of h for e in g, denoted by
g[eh], is the n-hypergraph fR over 1, where f and R are
defined as follows:
v Vf=Vh _ Vg
v Ef=(Eg&[e]) _ Eh
v labf is labh _ labg restricted to Ef
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v nodf is nodh _ nodg restricted to Ef
v extf=extg , and
v R=[(u, v) # Vf _Vf | u=nodg(e)(i) and v=exth(i)
for some i # [m]].
For a hypergraph g, a set E$Eg of edges, and a family
[h(e)]e # E$ of hypergraphs, with rk(h(e))=rk(e) for every
e # E$, we define g[eh(e); e # E$] to be g[e1 h(e1)] } } }
[erh(er)], where E$=[e1 , ..., er]. It is well known (and
easy to see) that the result of this simultaneous substitution
does not depend on the order of the single substitutions.
For a set 1 $1 of symbols, and a family [h(#)]# # 1 $ of
hypergraphs, with rk(h(#))=rk(#) for every # # 1 $, we
define g[#h(#); # # 1 $] to be g[eh(labg(e)); e # E$], where
E$=[e # Eg | labg(e) # 1 $]. We also write g[e1 h(e1), ...,
erh(er)] for g[eh(e); e # E$], and g[#1 h(#1), ..., #nh(#n)]
for g[#h(#); # # 1 $] if 1 $=[#1 , ..., #n].
2.4. Tree Representing Hypergraphs
There are particular hypergraphs that can be considered
as a space efficient representation of trees. The tree can be
recovered from such a hypergraph g by unfolding g, starting
at a particular external node that represents the root of the
tree. The determinacy and termination of this unfolding is
guaranteed by certain requirements. Here we distinguish
between two types of such particular hypergraphs, viz.
jungles (that represent trees) and parjungles (that represent
trees with parameters); see, e.g., [EV94, EH92].
To represent trees over a ranked alphabet 1, we consider
hypergraphs over the ranked alphabet inc(1). In fact,
for # # 1 (k), a tree t=#(t1 , ..., tk) will be represented by an
edge e with rk(e)=k+1 and lab(e)=#, together with
representations of t1 , ..., tk ; if nod(e)=v1 } } } vk v, then v
represents the root of t, and vi represents the root of ti ,
i # [k]. This leads to the following formal definitions.
For a hypergraph g and an edge e of g with
nodg(e)=v1 } } } vk , the set arg(e) of arguments of e is the set
FIG. 4. (a) Parjungle g with one parameter and (b) its unfolding tree(g)=#(_(:, _(:, y1))).
[v1 , ..., vk&1], and the result of e, denoted by resg(e), is vk .
For a node v of g, the cardinality of res&1g (v) is called the
in-degree of v. For a node v with in-degree 1, the unique edge
in res&1g (v) will also be denoted by res
&1
g (v).
A path of g from node v0 to node vk is an element
v0e1 v1 } } } ekvk of Vg(EgVg)*, with vi # Vg and ej # Eg , such
that, for every j # [k], vj&1 # arg(ej) and resg(ej)=vj . Then
g is acyclic if no path of g contains a node twice, more
precisely, for every path v0e1v1 } } } ek vk of g and for every
i, j # [0, ..., k], if i{ j, then vi {vj .
For m0, an m-jungle is an acyclic hypergraph of rank
m, of which every node has in-degree 1. A 1-jungle will
be called jungle. In this paper we will only use jungles (i.e.,
1-jungles) and 0-jungles.
Jungles represent trees. But we also need hypergraphs
which represent trees with parameters, called parjungles
(standing for ‘‘jungles with parameters’’).
For m0, a parjungle with m parameters is an acyclic
hypergraph g of rank m+1, such that
(1) extg(1), ..., extg(m) are all distinct,
(2) extg(1), ..., extg(m) have in-degree 0, and
(3) every node v  [extg(1), ..., extg(m)] has in-degree 1.
Note that extg(m+1) has in-degree 0 if it is in [extg(1),
..., extg(m)], but has in-degree 1 if it is not in [extg(1), ...,
extg(m)]. Note also that a jungle is the same as a parjungle
with 0 parameters.
Let g be a parjungle over 1 with m parameters, and
let Ym=[ y1 , ..., ym]. The tree represented by g, denoted
by tree(g), is the tree {(extg(m+1)) where the mapping
{ : Vg  Tdec(1 )(Ym) is defined recursively by
(i) if v is an external node extg(i) for some i # [m], then
{(v)= yi , and
(ii) otherwise {(v)=#({(v1), ..., {(vp)), where #=labg
(res&1g (v)) and v1 } } } vpv=nodg(res
&1
g (v)).
Note that, if g is a jungle, then tree(g) # Tdec(1 ) .
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The function { is also referred to as the unfolding function
of g (cf. Fig. 4 for an example). Note that { prunes off the
parts of g that are not connected to the external node m+1.
Thus, these parts can be viewed as garbage (which in
implementations should be removed to keep a space
efficient representation of trees). In Fig. 4, the edge with
label $ and its 3-incident node are garbage.
3. BOTTOM-UP TREE-TO-GRAPH TRANSDUCERS
In this section we give the formal definitions for the
concepts of bu-tg transducer, its derivation relation, and
the computed tree-to-graph translation. We provide an
inductive characterization of the tree-to-graph translation
and we present an example.
In the rest of this paper we assume that there is a count-
able infinite ranked set GV of so-called graph variables,
where GV=[x i, j | i1, j0] and, for every xi, j # GV,
rk(xi, j)= j.
Definition 3.1. A bottom-up tree-to-graph transducer
(for short: bu-tg transducer) is a tuple B=(Q, 7, 2, *, R),
where
v Q is a ranked alphabet; the elements of Q are called
states;
v 7 and 2 are ranked alphabets; the elements of 7 and
2 are called input symbols and output symbols, respectively;
v * is a symbol of rank 1 called root marker; *  7; the
ranked alphabet 7 _ [*] is denoted by 7 ;
v R is a finite set of rules; for every k0, _ # 7 (k), and
q1 , ..., qk # Q, there is exactly one rule in R of the form
_((q1 , x1, rk(q1)) , ..., (qk , xk, rk(qk)) )  (q, h) ,
where q # Q(r) and h # r-HGR(2 _ [x1, rk(q1) , ..., xk, rk(qk)])
for some r1. Moreover, if _=*, then r=1.
The property of B that, for every _ and q1 , ..., qk there is
at most (at least) one rule in R, is called determinism
(totality, respectively) of B. In fact, in this paper we are only
dealing with total deterministic bu-tg transducers.
Moreover, we do not specify a set of final states for a bu-tg
transducer (as it was done for bu-t transducers in [Eng75,
Eng77]); in other words, every state is a final state.
The reason for the total determinism and the lack of
distinguished final states is the fact that we wish bu-tg trans-
ducers to compute total functions, in order to compare
them to the functions computed by td-tg transducers which
are also total.
For the unique rule with left-hand side _((q1 , x1, rk(q1)) ,
..., (qk , xk, rk(qk)) ), we denote the first and the second
components of its right-hand side by rhs1(_, q1 , ..., qk)
and rhs2(_, q1 , ..., qk), respectively. Intuitively, the rule
_((q1 , x1, rk(q1)) , ..., (qk , xk, rk(qk)) )  (q, h) expresses that
if (qi , hi) is the translation of an input tree si (1ik),
then (q, h$) is the translation of the input tree _(s1 , ..., sk),
where h$ is the graph h in which every edge with label xi, rk(qi)
is replaced by hi (cf. Lemma 3.10). Note that rk(q)=rk(h$);
note also that the tuples (qi , xi, rk(qi)) are elements of
(Q, GV) rp; i.e., q i and x i, rk(qi) have the same rank.
Remark 3.2. A deterministic bottom-up tree transducer
[Eng75] of which every state is final, can be considered
as a particular bu-tg transducer (disregarding the root
maker of input trees): every state has rank 1, and, for every
rule _((q1 , x1, 1) , ..., (qk , xk, 1) )  (q, h) , the hypergraph
h is the jungle representation of some tree over
dec(2 _ [x1, 1 , ..., xk, 1]) (cf. Definition 5.5 of [EV94] for
the notion of jungle representation; intuitively, this
representation transforms a tree t in the obvious way into a
1-hypergraph with sharing of equal subtrees, i.e., into the
smallest jungle h such that tree(h)=t).
In the following let B=(Q, 7, 2, *, R) be an arbitrary
but fixed bu-tg transducer.
Definition 3.3. The derivation relation of B, denoted
by OB , is the binary relation on T7 ((Q, HGR(2)) rp) such
that !1 OB !2 iff
v there is a rule in R of the form _((q1 , x1, rk(q1)) , ...,
(qk , xk, rk(qk)) )  (q, h) ,
v there is a subtree t of !1 , and,
v for every i with 1ik, there is a hypergraph
hi # rk(qi)-HGR(2) such that
(a) t=_((q1 , h1) , ..., (qk , hk) ), and
(b) !2 is obtained from !1 by replacing the subtree t
by the one-node tree (q, h[x1, rk(q1) h1 , ..., xk, rk(qk) hk]).
The derivation relation OB is illustrated in Fig. 2.
Lemma 3.4. The derivation relation OB is locally
confluent.
Proof. Obviously, a bu-tg transducer does not have
critical pairs in the sense that two redexes of OB can over-
lap. This is due to the determinism of B and to the structure
of the left-hand sides of rules. Since there are no critical
pairs, it is clear that OB is locally confluent. K
Lemma 3.5. The derivation relation OB is terminating.
Proof. For a sentential form ! # T7 ((Q, HGR(2)) rp),
let *7 (!) denote the number of nodes of ! that are labeled
with a symbol from 7 . If ! O !$, then *7 (!)>*7 (!$). Since
*7 (!) is finite, there can only be a finite number of such
reductions. Thus, OB is terminating. K
Lemma 3.6. Let s # T7 . There is exactly one state q # Q
and exactly one hypergraph h # HGR(2) such that
s O*B (q, h).
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Proof. Since, by Lemmas 3.4 and 3.5, the derivation
relation OB is locally confluent and terminating, OB is also
confluent. Thus, there is a unique normal form, say nf (s),
of s.
Assume that nf (s)  (Q, HGR(2)) rp. Then there is a sub-
tree t in nf (s) which has the form _((q1 , h1) , ..., (qk , hk) )
with (qi , hi) # (Q, HGR(2)) rp for every 1ik. But
then, due to the fact that B is total deterministic, there is a
rule in B which is applicable to nf (s). This is a contradiction
to the fact that nf (s) is a normal form and hence, nf (s) #
(Q, HGR(2)) rp. K
Definition 3.7. Let s # T7 . The B-translation of s,
denoted by B(s), is the unique pair (q, h) # (Q, HGR(2)) rp
FIG. 5. Illustration of {.
with s O *B (q, h). The first element of B(s) will be denoted
by B1(s), and the second element by B2(s).
Definition 3.8. B is tree-generating if, for every s # T7 ,
the hypergraph B2(*(s)) is a jungle.
Definition 3.9. (a) The tree-to-graph translation
computed by B, denoted by {(B), is the mapping {(B): T7 
HGR(2) such that, for every s # T7 , {(B)(s)=B2(*(s)).
(b) If B is tree-generating, then the tree-(to-graph)-to-
tree translation computed by B is the mapping {t(B) : T7 
Tdec(2) such that {t(B)(s)=tree(B2(*(s))) for every s # T7 .
Note that hypergraphs in the range of {(B) have rank 1
(by the last requirement in Definition 3.1). The class of all
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tree-to-graph translations computed by bu-tg transducers is
denoted by tgB. For tree-generating bu-tg transducers, the
class of computed tree-to-tree translations is denoted
by tgtB.
The B-translation of a bu-tg transducer can be charac-
terized inductively (the proof needs the associativity of
hypergraph substitution; see [Cou87]).
Lemma 3.10. Let _ # 7 (k) and s1 , ..., sk # T7 . Then
B1(_(s1 , ..., sk))=rhs1(_, B1(s1), ..., B1(sk))
and
B2(_(s1 , ..., sk))
=rhs2(_, B1(s1), ..., B1(sk))[xi, rk(B1(si)) B2(si); 1ik].
Example 3.11. Consider the ranked alphabets 7=
[_(2), #(1), :(0)] and 2=7 _ [cons (2), nil(0)]. We define the
tree-to-tree translation { : T7  T2 as follows.
Let s # T7 be an input tree. Let k0 be the unique
number such that
v there is a tree in T[_, :](Xk) in which every xj occurs
exactly once (this tree is called top(s)) and
v there are trees t1 , ..., tk # T7 such that s=top(s)
[xj#(tj); 1 jk].
Then define {(s) recursively as follows (cf. Fig. 5 which
illustrates this function):
(a) If the number of _’s in top(s) is even, then
{(s)=cons(#({(t1)), ..., cons(#({(tk)), nil )...).
FIG. 6. Example of a translation by {.
(b) If the number of _’s in top(s) is odd, then
{(s)=top(s)[xj #({(tj)); 1 jk].
Thus, intuitively, the input tree is partitioned into areas
by cuts of which the nodes are labeled by #. The areas
consist of disjoint pieces of the input tree and { is defined by
the following recursive procedure (cf. Fig. 6 for an example
of a translation by { of an input tree that is divided into
four pieces by two cuts): If a piece contains an even number
of _’s, then a list is built up which contains the results of this
procedure applied to every subtree of the #-labeled nodes of
this piece. If a piece contains an odd number of _’s, then this
piece is reproduced identically as a part of the final output
and the procedure is applied to every subtree of the
#-labeled nodes of this piece.
Now we define a tree-generating bu-tg transducer
B=(Q, 7, 2, *, R) such that {t(B)={. Intuitively, when B
is working at some piece of the input tree, it prepares the
output parts for both cases when finishing with this piece
(either the piece contains an even number or an odd number
of _’s). The finite state automaton, which keeps track of
whether there is an even number or an odd number, is
simulated by the states of B. If B reaches a #-labeled node,
then it can retrieve from its state whether the number of _’s
is even or odd, and then choose the correct output.
Thus, roughly speaking, B performs a kind of tupling
(of two different translations) and selection (on the basis
of a recognizable property). We note that such a tupling
selection mechanism cannot be performed by a bottom-up
tree transducer, because there is no means to select a
specific part of the output tree. On the other hand, this is an
essential property of the bu-tg transducer which builds
hypergraphs rather than trees. We also note that the
recognition of whether there is an even or odd number of _’s
in a piece of the input tree cannot be done by a top-down
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tree transducer, because it cannot use regular look-ahead.
However, tree-generating top-down tree-to-graph-to-tree
transducers (defined in Section 4) are closed under regular
look-ahead (cf. Theorem 6.11 of [EV94]). In fact, { can be
performed also by a top-down tree-to-graph transducer. We
finally note that { even cannot be computed by a top-down
tree transducer with regular look-ahead, because for such a
transducer the height of the output tree is linear in the
height of the input tree, whereas { can increase the height
exponentially (due to case (a) above).
FIG. 7. Rules of B.
Now we define the set Q of states as the set [q (1)f , e
(3),
o(3)] and the set R of rules of B as shown in Figs. 7 and 8.
In the rule with left-hand side _((q1 , x1, 3) , (q2 , x2, 3) ) the
states q1 and q2 are in [e, o] and the state f (q1 , q2) is
defined by f (q1 , q2)=o if q1=q2 , and f (q1 , q2)=e
otherwise. To improve readability of the rules, each graph
variable xi, j is represented by sing(xi, j) in left-hand
sides. Moreover, some obvious tentacle numbers have been
omitted. The ‘‘missing’’ rules of B can be added arbitrarily
(to make it total deterministic).
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FIG. 8. Rules of B (continued).
FIG. 9. Derivation of B.
For the input tree
s=t1[x1 #(t2), x2 #(t3)[x1 #(t4)]]
with
v t1=_(_(x1 , :), x2)
v t2=_(:, :)
v t3=_(x1 , :)
v t4=:
(cf. Fig. 6(a)), the derivation *(s) O*B (qf , h) , where h is
the final hypergraph, is shown in Figs. 9 through 14. As can
be seen from Fig. 14, h is a jungle (with a lot of garbage),
and tree(h) is the tree of Fig. 6(b).
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FIG. 10. Derivation of B (continued).
FIG. 11. Derivation of B (continued).
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FIG. 12. Derivation of B (continued).
FIG. 13. Derivation of B (continued).
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FIG. 14. Derivation of B (continued).
The correctness of B can be shown as follows. The
B2 -translation of an input tree s # T7 is a 3-hypergraph h
such that, for h1, 2=(Vh , Eh , labh , nodh , exth(1) exth(2))
and h1, 3=(Vh , Eh , labh , nodh , exth(1) exth(3)),
h1, 2 and h1, 3 are parjungles with one parameter such that
(using the above terminology)
tree(h1, 2)=cons(#({(t1)), ..., cons(#({(tk)), y1)...),
tree(h1, 3)=top(s)[xj#({(tj)); 1 jk].
Note that tree(h1, 2) contains the parameter y1 , but
tree(h1, 3) does not. Using Lemma 3.10 this statement can
easily be shown by induction on the structure of s. From this
it is easy to prove that {(B)(s) is a jungle and {t(B)(s)={(s).
4. TOP-DOWN TREE-TO-GRAPH TRANSDUCERS
In this section we recall from [EV94] the concept of
top-down tree-to-graph transducer (without and with regular
look-ahead) and its tree-generating version. Moreover, we
recall a useful normal form for top-down tree-to-graph
transducers. We refer the reader to [EV94] for more
detailed explanations and for examples.
Recall that X=[x1 , x2 , ...] is the set of subtree variables
and that Xk=[x1 , ..., xk] for k0.
Definition 4.1. A top-down tree-to-graph transducer
(for short: td-tg transducer) is a tuple T=(Q, 7, 2, qin , R),
where
v Q is a ranked alphabet; the elements of Q are called
states;
v 7 and 2 are ranked alphabets; the elements of 7 and
2 are called input symbols and output symbols, respectively;
v qin # Q is the initial state of rank 1;
v R is a finite set of rules; for every q # Q(m) with m0
and _ # 7(k) with k0 there is exactly one rule of the form
(q, _(x1 , ..., xk))  h,
where h # m-HGR((Q, Xk) _ 2).
The property of T that for every q and _ there is at
most (at least) one rule in R is called determinism (totality,
respectively) of T. Hence, we are dealing only with total
deterministic td-tg transducers in this paper.
The rule ? of T of the form (q, _(x1 , ..., xk))  h is called
the (q, _)-rule (or just, a _-rule) of T and h is also denoted
by rhs(?) or rhs(q, _). Intuitively, the rule (q, _(x1 , ..., xk))
 h expresses that the q-translation of an input tree _(s1 , ...,
sk) is the graph h in which every edge with label (q$, xj) is
replaced by the q$-translation of sj (cf. Lemma 4.7).
An output labeled (state labeled ) edge of rhs(?) is an edge
that is labeled by some output symbol (pair (q$, xj) , where
q$ is a state and xj is a subtree variable, respectively).
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Remark 4.2. A total deterministic top-down tree
transducer [Eng75] can be considered as a special td-tg
transducer: every state has rank 1 and, for every rule
(q, _(x1 , ..., xk))  h, the hypergraph h is the jungle
representation of a tree over dec(2 _ [(q, xj) | q is a state
and 1 jk]. As in Remark 3.2, cf. Definition 5.5 of
[EV94] for the notion of jungle representation.
From now on let T denote an arbitrary but fixed td-tg
transducer (Q, 7, 2, qin , R).
Definition 4.3. The derivation relation OT of T is the
binary relation on HGR((Q, T7) _ 2) such that !1 OT !2 iff
v there is a rule (q, _(x1 , ..., xk))  h in R,
v there is an edge e # E!1 , and
v there are s1 , ..., sk # T7 , such that
(a) lab!1(e)=(q, _(s1 , ..., sk)), and
(b) !2=!1[eh$], where h$ is obtained from h by
replacing every edge label (q$, xj) by the label (q$, sj).
We note that, if !1 is an n-hypergraph and !1 O !2 , then
!2 is an n-hypergraph too (which holds by definition of
hyperedge replacement).
Just as for right-hand sides of rules, we define an output
labeled (state labeled) edge of a hypergraph g # HGR
((Q, T7) _ 2) to be an edge of g that is labeled by an
element of 2 (of (Q, T7) , respectively).
The derivation relation of every td-tg transducer T is
locally confluent and terminating. Thus, OT is confluent
and noetherian (cf. Lemma 3.6 and Lemma 3.7 of [EV94]
for a proof of these statements).
Hence, every sentential form ! of T has a unique normal
form, i.e., there is a unique hypergraph g with output labeled
edges only such that ! O*T g. In particular, this holds for
!=sing((q, s) ) for some state q and input tree s.
Definition 4.4. Let q # Q and s # T7 . The q-translation
of s, denoted by T(q, s), is the unique hypergraph g #
HGR(2), such that sing((q, s) ) O*T g.
Note that, if q has rank m, then sing((q, s) ) is an
m-hypergraph. Since the derivation relation preserves the
rank of hypergraphs, also T(q, s) has rank m. Thus, in
particular, T(qin , s) has rank 1.
Definition 4.5. T is tree-generating if, for every s # T7 ,
the hypergraph T(qin , s) is a jungle.
Definition 4.6. (a) The tree-to-graph translation
computed by T is the mapping {(T) : T7  HGR(2), such
that {(T )(s)=T(qin , s) for every s # T7 .
(b) If T is tree-generating, then the tree-(to-graph)-
to-tree translation computed by T is the mapping {t(T) : T7
 Tdec(2) , such that {t(T )(s)=tree(T(qin , s)) for every
s # T7 .
The class of all tree-to-graph translations computed
by td-tg transducers is denoted by tgT. For tree-generating
td-tg transducers, the class of computed tree-to-tree
translations is denoted by tgtT.
As for bu-tg transducers (cf. Lemma 3.10), it is
straightforward to prove that the translation of an input
tree by a td-tg transducer T can be characterized inductively
as follows (and, again, the proof needs the associativity of
hypergraph substitution, see [Cou87]).
Lemma 4.7. For every q # Q, _ # 7(k) with k0 and
s1 , ..., sk # T7
T(q, _(s1 , ..., sk))
=rhs(q, _)[(q$, xj)T(q$, sj); (q$, xj) # (Q, Xk)].
Now we recall the notion of td-tg transducer with regular
look-ahead on its input trees.
Definition 4.8. A top-down tree-to-graph transducer
with regular look-ahead (for short: td-tgR transducer) is a
tuple T=(Q, P, 7, 2, qin , R, $) where
v (P, 7, $) is a finite state tree automaton, called the
look-ahead automaton of T, and
v (Q, 7, 2, qin , R) is a td-tg transducer in which the
rules now have the form
((q, _(x1 , ..., xk)) , p1 , ..., pk)  h
with q, _, and h as in Definition 4.1, and p1 , ..., pk # P.
Moreover, for every q # Q(m), _ # 7(k), p1 , ..., pk # P there is
exactly one rule in R with left-hand side ((q, _(x1 , ..., xk)) ,
p1 , ..., pk).
For an input symbol _ # 7 of rank 0, the second comma
is dropped from the rule ((q, _) , )  h; i.e., we write
((q, _) )  h.
From now on let T denote an arbitrary but fixed td-tg
transducer with regular look-ahead. The definition of the
derivation relation of a td-tgR transducer is exactly the same
as the definition of the derivation relation of a usual td-tg
transducer (cf. Definition 4.3) with the following restriction:
the rule which is applied has to reflect in its look-ahead
states the properties of the subtrees s1 , ..., sk of the current
input tree s.
Definition 4.9. The derivation relation OT of T is the
binary relation on HGR((Q, T7) _ 2) such that !1 OT !2
iff
v there is a rule ((q, _(x1 , ..., xk)), p1 , ..., pk)  h in R,
v there is an edge e # E!1 , and
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v there are s1 , ..., sk # T7 , such that
(a) lab!1(e)=(q, _(s1 , ..., sk)), and, for every i # [k],
$ (si)= pi , and
(b) as in Definition 4.3, i.e., !2=!1[eh$], where h$ is
obtained from h by replacing every edge label (q$, xj) by
the label (q$, sj).
Since the derivation relation of every td-tgR transducer
T is also confluent and terminating, we can define T(q, s) as
for td-tg transducers in Definition 4.4, and also take over
Definitions 4.5 and 4.6. We denote the classes of tree-to-
graph translations computed by td-tgR transducers and of
tree-to-tree translations computed by tree-generating td-tgR
transducers by tgTR and tgtTR, respectively.
The analogue of Lemma 4.7 is as follows, where we use
rhs(q, _, p1 , ..., pk) to denote the right-hand side of the
unique rule with left-hand side ((q, _(x1 , ..., xk)) ,
p1 , ..., pk).
Lemma 4.10. For every q # Q, _ # 7(k) with k0 and
s1 , ..., sk # T7 ,
T(q, _(s1 , ..., sk))
=rhs(q, _, $ (s1), ..., $ (sk))[(q$, xj)T(q$, s j);
(q$, xj) # (Q, Xk)].
It has been proved in Theorem 6.11 of [EV94] that
tree-generating td-tg transducers are closed under regular
look-ahead.
Theorem 4.11. tgtTR=tgtT.
We now recall a normal form result for td-tg transducers.
Definition 4.12. A td-tg transducer with parjungle
right-hand sides is a td-tg transducer in which the right-hand
side of every rule is a parjungle.
The class of tree-to-tree translations computed by td-tg
transducers with parjungle right-hand sides is denoted by
par-tgtT.
Lemma 4.13. tgtT= par-tgtT.
Proof. It suffices to prove that tgtTpar-tgtT. By
Theorem 6.11 of [EV94], tgtT=MT, where MT is
the class of tree-to-tree translations computed by macro
tree transducers. By Lemma 5.7 of [EV94], every macro
tree transducer can be equivalently transformed into a
tree generating td-tg transducer which, in fact, is a td-tg
transducer with parjungle right-hand sides. This property
can be easily seen from the proof of that Lemma 5.7 and
from the definition of the parjungle representation of a tree
(cf. Definition 5.5 of [EV94]). K
Lemma 4.14. Let T be a td-tg transducer with parjungle
right-hand sides. Then, for every state q and every input tree
s, the q-translation t(q, s) of s is a parjungle.
Proof. Using Lemma 4.7, this property follows from
Lemma 5.3 of [EV94] (cf. the proof of Lemma 5.4 of
[EV94]). K
5. BOTTOM-UP SIMULATED BY TOP-DOWN
In this section we prove that tgtBtgtT. The proof
consists of two steps: first we give a direct construction of
tgBtgTR from which also tgtBtgtTR follows; then we
use the fact that tree-generating td-tg transducers are closed
under regular look-ahead (Theorem 4.11).
The direct construction by means of which the inclusion
tgBtgTR can be proved is a variation of the following
result: Every deterministic bottom-up tree transducer can
be simulated by a deterministic top-down tree transducer
with regular look-ahead (cf. Theorem 3.2 of [Eng77]).
Lemma 5.1. tgBtgTR and tgtBtgtTR.
Proof. Let B=(QB , 7, 2, *, RB) be a bu-tg transducer.
We construct the td-tg transducer T=(QT , P, 7, 2, q in ,
RT , $) with regular look-ahead such that {(B)={(T ) as
follows:
v QT=QB _ [q (1)in ]
v P=QB
v $=[$_]_ # 7 is defined for every _ # 7(k) and
q1 , ..., qk # P by
$_(q1 , ..., qk)=rhs1(_, q1 , ..., qk).
Note that $_ is totally defined, because _ and q1 , ..., qk
determine exactly one rule in RB .
v RT=RT, 1 _ RT, 2 and RT, 1 and RT, 2 are defined
as follows. RT, 1 is the smallest set of rules for which the
following two conditions hold:
(i) Let _((q1 , x1, rk(q1)) , ..., (qk , xk, rk(qk)) )  (q, h)
for some _ # 7(k) (i.e., _{*) with k0 be a rule in RB .
Then the rule
((q, _(x1 , ..., xk)) , q1 , ..., qk)  h$
is in RT, 1 , where h$ is obtained from h by replacing every
edge label xi, rk(qi) by the label (qi , x i) with 1ik.
(ii) Let _((q1 , x1, rk(q1)) , ..., (qk , xk, rk(qk)) )  (q, h)
for some _ # 7(k) with k0 be a rule in RB (as in (i)) and
let *((q, x1, rk(q)) )  (q$, g) be a rule in RB . Then the rule
((qin , _(x1 , ..., xk)) , q1 , ..., qk)  g[x1, rk(q) h$]
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is in RT, 1 , where h$ is obtained from h in the same way as
in (i).
RT, 2 is a set of dummy rules and it is constructed as
follows: If, for some k0, _ # 7(k), q # QT , and q1 , ..., qk # P
there is no rule in RT, 1 with left-hand side ((q,
_(x1 , ..., xk)) , q1 , ..., qk), then RT, 2 contains the rule
((q, _(x1 , ..., xk)) , q1 , ..., qk)  h0 ,
where h0 is an arbitrary hypergraph over 2 of rank rk(q).
This ends the construction of T. Clearly, T is deter-
ministic. Because of RT, 2 , T is also total. The correctness of
this construction follows from Statement 5.1.
Statement 5.1. For every s # T7 , B(s)=($ (s),
T($ (s), s)).
FIG. 15. Rules of the bu-tg transducer B.
The proof of this statement is done by structural induc-
tion on s as follows (using the inductive characterizations in
Lemma 3.10 and Lemma 4.10):
Let s=_(s1 , ..., sk). Assume that _((q1 , x1, rk(q1)) , ...,
(qk , xk, rk(qk)) )  (q, h) is in RB , where qi=B1(si). By
induction hypothesis we can assume that, for every
1ik, B(si)=($ (si), T($ (si), si)) . Then,
B(_(s1 , ..., sk))
=(rhs1(_, B1(s1), ..., B1(sk)),
rhs2(_, B1(s1), ..., B1(sk))[xi, rk(qi) B2(si); 1ik])
by Lemma 3.10
=(rhs1(_, $ (s1), ..., $ (sk)),
rhs2(_, $ (s1), ..., $ (sk))[xi, rk(qi) T($ (si), si); 1ik])
by I.H.
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FIG. 16. Rules of the constructed td-tgR transducer T.
FIG. 17. Rules of the constructed td-tgR transducer T (continued).
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=($_($ (s1), ..., $ (sk)),
rhs2(_, $ (s1), ..., $ (sk))[x i, rk(qi) T($ (si), si); 1ik])
by definition of $
=($ (_(s1 , ..., sk)),
rhs2(_, $ (s1), ..., $ (sk))[x i, rk(qi) T($ (si), si); 1ik])
by definition of $
=($ (_(s1 , ..., sk)),
rhsT ($ (s), _, $ (s1), ..., $ (sk))[(q$, x j)T(q$, sj);
(q$, xj) # (QT , X)])
by (i) in the definition of RT
=($ (_(s1 , ..., sk)),
T($ (_(s1 , ..., sk)), _(s1 , ..., sk)))
by Lemma 4.10.
This proves Statement 5.1. From Lemma 4.10 and the
definition of RT and $ (and the associativity of substitution)
it should be clear that for s # T7
T(qin , s)= g[x1, rk(q) T(q, s)],
where q=$ (s) and g=rhs2(*, q). Hence,
T(qin , s)=rhs2(*, $ (s))[x1, rk($ (s)) T($ (s), s)]
=rhs2(*, B1(s))[x1, rk(B1(s)) B2(s)]
by Statement 5.1
=B2(*(s)) by Lemma 3.10.
This implies that {(B)={(T ). Hence, if B is tree-
generating, then also T is tree-generating, and thus also
{t(B)={t(T). K
Example 5.2. Consider the bu-tg transducer B=(QB ,
7, 2, *, RB) which is in the spirit of Example 2.6 of
[Eng75]. Let QB=[acc(1), rej(1)], 7=[_(2), :(0), ; (0)],
and 2=[_(3), :(1), ;(1)]. The rules of B are shown in
Fig. 15, where the fourth rule represents three rules in which
at least one of the states q1 or q2 is equal to rej.
Intuitively, B checks whether every leaf of the given input
tree is labeled by :. If this is the case, then B provides the
input tree as output tree (in the form of a jungle), otherwise,
B produces the tree ; (again in the form of a jungle). We
note that {t(B) can be computed by a bu-t transducer but
not by a td-t transducer, because a top-down tree trans-
ducer cannot check the labels of the leaves of its input tree
when it is at its root. However, this checking can be done by
regular look-ahead on the input.
Applying the construction of Lemma 5.1 to B we obtain
the td-tgR transducer T=(QT , P, 7, 2, qin , RT , $), where
QT=[acc(1), reg(1), q (1)in ], P=[acc, rej], $:=acc, $;=rej,
$_(acc, acc)=acc, and $_(q1 , q2)=rej for every q1 and q2
such that at least one of them is equal to rej. The rules of T
are shown in Figs. 16 and 17 (without the dummy rules).
Note that the second and fourth rules of Fig. 16 are in fact
superfluous.
Lemma 5.3. tgtBtgtT.
Proof. This follows from Lemma 5.1 and Theorem 4.11. K
6. TOP-DOWN SIMULATED BY BOTTOM-UP
Here we will prove that tree-generating td-tg transducers
can be simulated by tree-generating bu-tg transducers. In
the proof, we use a direct construction which is based on the
well-known ‘‘tupling-selection trick’’ (cf., e.g., Theorem 4.1
of [EF81] or Lemma 5.9 of [EV91]). The idea is roughly as
follows. Let T be a td-tg transducer with states q1 , ..., qn .
Then, for every input subtree s, the bu-tg transducer B,
which is constructed, computes the disjoint sum hs=
T(q1 , s) } } } T(qn , s) in the following way: if the
subtree _(s1 , ..., sk) is translated, then B takes the disjoint
sum rhsT(q1 , _) } } } rhsT (qn , _) of the right-hand sides
of the _-rules and in this graph it replaces every edge labeled
by (qj , xr) by the disjoint sum hsr . Clearly, only the qj -part
of hsr is needed, and the rest of hsr is garbage.
There is one technicality involved in the construction.
Since B should be tree-generating, i.e., the output graphs
should be jungles, also the garbage should fulfill the proper-
ties of jungles. Recall that a jungle is an acyclic hypergraph
of rank 1, of which every node has in-degree 1. In order to
achieve these properties (and, in particular, the last one), we
apply a kind of closure operator to those translations of T
which are not needed by B. For this purpose, we fix an
arbitrary element $ # 2(1) (where 2 is the alphabet of output
symbols of the bu-tg transducer).
Definition 6.1. Let h # m-HGR(2) be a hypergraph
with m1. The closure of h, denoted by closure(h) is the
hypergraph h$ which is obtained from h by defining
v Eh$=Eh _ [ f l | 1lm&1]
v labh$( f l)=$ for every 1lm&1
v nodh$( f l)=exth(l ) for every 1lm&1
v exth$=*.
Lemma 6.2. Let h # m-HGR(2) with m1. If h is a
parjungle, then closure(h) is a 0-jungle.
Proof. We have to check that closure(h) is (i) acyclic,
(ii) of rank 0, and (iii) every node has in-degree 1. Ad (i):
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Since h is a parjungle, h is acyclic by definition of parjungle.
This property is preserved by the closure construction.
Ad (ii): Since extclosure(h)=*, closure(h) has rank 0. Ad (iii):
By definition of parjungle, every node v  [exth(1), ...,
exth(m&1)] has in-degree 1. By construction of the closure,
also every node v # [exth(1), ..., exth(m&1)] has in-degree 1
in closure(h). K
Lemma 6.3. tgtTtgtB.
Proof. Let T=(QT , 7, 2, qin , RT) be a tree-generating
td-tg transducer. By Lemma 4.13 we can assume that T is a
td-tg transducer with parjungle right-hand sides; i.e., the
right-hand side of every rule is a parjungle. We will
construct a tree-generating bu-tg transducer B such that
{t(T )={t(B).
Let QT=[q1 , ..., qn] and assume that qin=q1 . Let
(q1 , ..., qn) be an arbitrary, but fixed order of the states.
Moreover, let (m1 , ..., mn) be the sequence of ranks of states,
i.e., for every 1in, mi=rkQT (qi) (thus, in particular,
m1=1). Finally, let M denote the sum m1+ } } } +mn of the
ranks.
Now we construct the bu-tg transducer B=(QB , 7, 2, *,
RB) as follows:
v QB=[V(M), q (1)fin ].
v RB :
 Let _ # 7(0) and let (q1 , _)  h1 , ..., (qn , _)  hn
be the _-rules of RT . Then the rule _  (V, h1  } } } hn)
is in RB .
 Let _ # 7(k) with k1 and let (q1 , _(x1 , ..., xk))
 h1 , ..., (qn , _(x1 , ..., xk))  hn be the _-rules of RT . Then
the rule
_((V, x1, M) , ..., (V, xk, M) )  (V, h$1  } } } h$n)
is in RB , where h$i is obtained from hi as follows. Let e be an
edge of hi which is labeled by some (qj , xr) . Then define
V labh$i (e)=xr, M and
V nodh$i (e)=ve, 1
t } } } ve, j&1
t nodhi (e) ve, j+1
t } } } ve, n
t ,
where, for every } # [n]&[ j], the sequence ve, }
t is defined
by ve, }, 1 } } } ve, }, m} , and every ve, }, l is a new node in h$i .
Moreover, for every } with } # [n]&[ j] and every l with
1lm}&1, add a new edge fe, }, l to hi$ such that
V labh$i ( fe, }, l)=$ (where $ was fixed just before
Definition 6.1)
V nodh$i ( fe, }, l)=ve, }, l .
(This addition of $-labeled edges guarantees that the garbage
will be closed in the sense of Definition 6.1 and Lemma 6.2.
Note that, for every }{ j, the garbage T(q} , sr) is a
parjungle with m}&1 parameters. Note also that l{m}
because ve, }, m} will be identified with the result node of the
parjungle T(q} , sr).)
 Also, the rule
*((V, x1, M) )  (qfin , h$)
is in RB , where h$ is the hypergraph that is obtained from
the hypergraph h=sing((q1 , x1) ) in the same way as hi$ is
obtained from hi above.
 Moreover, we add dummy rules to RB in order to
fulfill the totality condition in Definition 3.1.
In Statement 6.2 we will prove that, for every input tree
s, there is a 0-jungle g such that B2(s)=T(q1 , s)
} } } T(qn , s)g. The proof is by induction on s. In
particular, we have to define g which, in fact, is the garbage.
Now one should realize that, if s=_(s1 , ..., sk) and hi (i.e.,
the right-hand side of the (qi , _)-rule) contains t state
labeled edges which refer to xr , then there will be t copies of
the garbage which is already computed for sr . This situation
is made precise in the following statement, which explains
the construction of hi$ (and h$). The straightforward proof is
left to the reader.
Statement 6.1. For every 1 jn and 1rk, let gj, r
be an mj-hypergraph and let gr be a 0-hypergraph. Then
hi$[xr, M g1, r  } } } gn, r gr ; 1rk]
=hi[(q j , xr)gj, r ; (qj , xr) # (QT , Xk)] g^,
where g^=[g^e | e # S i] with Si , the set of all state labeled
edges of hi , and, for a state labeled edge e of hi , with label
(qj , xr) , g^e= gr  [closure(g}, r) | } # [n]&[ j]].
Statement 6.2. For every s # T7 there is a 0-jungle g #
HGR(2) such that B2(s)=T(q1 , s) } } } T(qn , s)g.
Proof of Statement 6.2. The proof is by induction on s.
Note that B1(s)=V. At Eq. (8) below, we use the obvious
fact that, if g is a 0-hypergraph, then gh=hg for every
hypergraph h.
Let s=_(s1 , ..., sk) and let (q1 , _(x1 , ..., xk))  h1 , ...,
(qn , _(x1 , ..., xk))  hn be the _-rules of RT . Then
B2(_(s1 , ..., sk))
=rhs2(_, V , ..., V
k
)[xr, M B2(sr); 1rk]
by Lemma 3.10
=(h$1  } } } h$n)[xr, M B2(sr); 1rk]
by construction
=(h$1  } } } h$n)
[xr, M (T(q1 , sr) } } } T(qn , sr)gr); 1rk]
for some 0-jungles gr by I.H.
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=h$1[xr, M (T(q1 , sr) } } }
T(qn , sr)gr); 1rk] } } }
h$n[xr, M (T(q1 , sr) } } } T(qn , sr)gr); 1rk]
by distributivity of substitution over disjoint sum
=h1[(qj , xr)T(qj , sr); (qj , xr) # (QT , Xk)] g^1  } } }
hn[(qj , xr)T(qj , sr); (qj , xr) # (QT , Xk)] g^n
by Statement 6.1 (where g^i=[g^e | e # Si], and for every
state labeled edge e of hi with label (qj , xr) , g^e=
gr [closure(T(q} , sr)) | } # [n]&[ j]])
=rhsT (q1 , _)[(qj , xr)T(qj , sr); (8)
(qj , xr) # (QT , Xk)] } } }
rhsT (qn , _)[(qj , xr)T(qj , sr);
(qj , xr) # (QT , Xk)]g,
where g= g^1  } } }  g^n
=T(q1 , s) } } } T(qn , s)g
by Lemma 4.7. K
Now we have to show that g is a 0-jungle. By
Lemma 4.14, every T(qj , sr) is a parjungle. Hence, by
Lemma 6.2, closure(T(qj , sr)) is a 0-jungle. And, finally, it is
obvious that the sum of two 0-jungles is again a 0-jungle.
Hence, g is a 0-jungle.
Statement 6.3. For every s # T7 there is a 0-jungle
g # HGR(2) such that B2(*(s))=T(q1 , s)g.
Proof of Statement 6.3. Let s # T7 .
B2(*(s))
=rhs2(*, V )[x1, MB2(s)]
by Lemma 3.10
=h$[x1, M B2(s)]
by construction (where h=sing((q1 , x1) ))
=h$[x1, M (T(q1 , s) } } } T(qn , s)g1)]
by Statement 6.2 for some 0-jungle g1
=T(q1 , s)g
by Statement 6.1 where
g= g1 [closure(T(qj , s)) | 2 jn]. K
Note that, since h only contains one edge e which is
labeled by some variable (more precisely, this edge is
labeled by x1, M), the equality shown in Statement 6.1
shrinks to this trivial form.
Statement 6.4. B is tree-generating.
Proof of Statement 6.4. Since T is tree-generating,
T(q1 , s) is a jungle (by Definition 4.5). Then, obviously,
T(q1 , s)g is also a jungle (recall that g is a 0-jungle), and
hence, by Statement 6.3, B2(*(s)) is a jungle too. Then, by
Definition 3.8, B is tree-generating.
FIG. 18. Rules of the td-tg transducer T.
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Statement 6.5. {t(B)={t(T ).
Proof of Statement 6.5. We use the obvious general
property that, if h is a jungle and g is a 0-jungle, then hg
is a jungle with tree(hg)=tree(h). Then, for every s # T7 :
{t(B)(s)=tree(B2(*(s))) by Definition 3.9
=tree(T(q1 , s)g) by Statement 6.3
=tree(T(q1 , s)) by the mentioned property
={t(T )(s) by Definition 4.6. K
Example 6.4. Consider the td-tg transducer T=(QT ,
7, 2, one, RT) with QT=[one(1), zero(1)], 7=[_(2), :(0)],
FIG. 19. Rule of the bu-tg transducer B.
and 2=inc(7 _ [1(1), 0(1)]). Intuitively, T takes a tree s
over 7 and constructs a jungle h which is obtained from s
by inserting above every symbol either 1 or 0. The insertion
is done in such a way that on every path through the result-
ing jungle 1’s and 0’s alternate (with a 1 above the root).
The rules of T are shown in Fig. 18.
It is clear that T is tree-generating and that the right-hand
sides of all rules are parjungles (in fact, jungles). Recall that
tT and tB denote the classes of tree-to-tree translations com-
puted by total deterministic top-down tree transducers and
total deterministic bottom-up tree transducers, respectively.
Then, it is also obvious that {t(T) # tT&tB, because the
bottom-up tree transducer does not know at a leaf whether to
start with the insertion of a 1 or a 0. However, due to
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Lemma 6.3, there is a bu-tg transducer B such {t(B)={t(T ).
Let us construct B=(QB , 7, 2, *, RB) according to the
construction in Lemma 6.3. We note that in this example
there is no need to add $-labeled edges to the right-hand
sides of the rules of B, because the one-translation and the
zero-translation of an input tree are of rank 1.
Then q1=one, q2=zero, m1=m2=1, M=2, QB=
[V(2), q (1)fin ], and the rules in RB are shown in Fig. 19
(without the dummy rules). It should be clear from these
rules that the output graph contains a lot of garbage.
7. CONCLUSION
In the previous two sections we have shown that
tree-generating td-tg transducers and tree-generating




tgtTtgtB by Lemma 6.3
tgtTR by Lemma 5.1
tgtT by Theorem 4.11 K
There are two reasons for this equality:
1. tree-generating td-tg transducers are closed under
regular look-ahead and hence they can test recognizable
properties of input subtrees and
2. tree-generating bu-tg transducers can perform the
tupling-selection trick in order to compute simultaneously
various translations of the td-tg transducer and then select
the appropriate one.
We note that tgtB contains a tree-to-tree translation
which cannot be computed by a td-tR transducer, because
tgtB=tgtT=MT by Theorem 6.11 of [EV94] and MT
contains such a translation (see Example 4.3 of [EV85]).
In fact, as observed before, the translation of Example 3.11
is an example.
Finally, we would like to note that the classes tgT and tgB
of tree-to-graph translations are incomparable as in the case
of tree transducers. In order to show that tgB3 tgT, con-
sider the translation { : T7  HGR(2) with 7=[_(2), :(0)]
and 2=[:(1), ;(1)] such that, for every input tree t, {(t)
yields sing(:) if t contains an even number of leaves and
sing(;) otherwise. Clearly, { can be computed by a bu-tg
transducer (even by a bu-t transducer): two states even and
odd are used to keep track of the number of leaves mod 2 in
the subtrees processed so far and, finally, the rules
*((even, x1, 1) )  (even, sing(:)) and *((odd, x1, 1) ) 
(odd, sing(;)) produce the desired output graph. However,
{  tgT: since garbage is not allowed, it is not possible
to maintain both graphs sing(:) and sing(;) during the
computation and eventually choose the appropriate one
and view the other one as garbage; for the same reason it is
not possible to check all the paths of the input tree (this is
necessary to obtain the information about the number of
leaves).
In order to show that tgT3 tgB consider the translation
{ : T7  HGR(inc(7)) with 7=[#(1), #$ (1), :(0)] such that,
for every input tree t, {(t) is a jungle without garbage and,
if the root of t is labeled by #, then {(t) is obtained from t
by exchanging #’s and #$’s, and if the root of t is not labeled
by #, then {(t) is equal to t (as jungle). Since the decision
whether to exchange #’s and #$’s or not can be taken at
the root of the input tree, { can be computed by a td-tg
transducer (even by a td-t transducer). But { is not in tgB,
because a bu-tg transducer cannot decide how to process a
subtree #( } } } #(:) } } } ) until the root has been reached.
Together with Lemma 5.1 (i.e., tgBtgTR) this also
proves that tgB/tgTR.
The above two examples also show the key role played
by garbage in our result. If we require in the definition of
tree-generating bu-tg and td-tg transducer, the produced
jungles to be garbage-free, then the examples show that the
resulting garbage-free versions of the classes tgtB and tgtT
are incomparable, and hence by Lemma 5.1, properly
included in the garbage-free version of the class tgtTR. We
think that the latter class is in fact equal to tgtTR (and so
to MT ), because the garbage can be determined with the
use of regular look-ahead (cf. Theorem 5.3 of [EH92]). It
may be of interest to find natural characterizations of the
garbage-free versions of the classes tgtB and tgtT in terms
of macro tree transducers. Note that garbage-free tree-
generating tree-to-graph transducers are still more power-
ful than td-t transducers with regular look-ahead: it is easy
to see that the tree transduction { with {(_n:)=_2n: (cf.
Example 4.3 [EV85]) is in the garbage-free version of both
tgtB and tgtT.
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