Abstract-A process for using ground-based photographic imagery to detect and locate power distribution assets is presented. The primary feature of the system presented here is its very low cost compared to more traditional inspection methods, because the process takes place entirely in virtual space. Specifically, the system can locate assets with a precision comparable to typical GPS units used for similar purposes, and can readily identify utility assets, for example transformers, if appropriate training data are provided. Further human intervention would only be necessary in a small fraction of cases, where very high uncertainty is flagged by the system. The feasibility of the process is demonstrated here, and a path to full integration is presented.
I. INTRODUCTION
Traditionally, utilities have used technicians to ride out transmission and distribution (T&D) lines to determine reliability issues and to update related systems with the latest field information. This typically requires two people to scan the line while one drives the vehicle and the other person documents their findings. Handheld sensing devices are also used to pinpoint potential reliability issues. After the inspection, the field technician turns in notes to various departments so that the mapping and system changes are updated and the reliability issues are resolved. Advances have been made in the inspection process, such as line robots, but these are currently targeted for transmission applications. While over 90% of the grid that must be inspected [1] is distribution, their economic significance per unit length is much smaller than for transmission lines, so that inspection of distribution lines is much less pervasive than for the transmission infrastructure. Nevertheless, performance of the emerging "Smart Grid" hinges on the reliability of distribution infrastructure, that can only be assured by utility GIS systems with high levels of integrity. GIS data systems have significant interdependencies on each other, and accurate locational information is crucial [2] , [3] .
Maintaining data quality is challenging due to the sheer volume of data and the number of ways data quality can be compromised. For example, a transformer may be mounted on a different pole than originally specified, and the change not reported. Few utilities have resolved such issues [4] . In many cases, utilities are finding that their capital intensive Smart Grid investments are not yielding anticipated benefits simply because the utility does not have an adequately accurate representation of the distribution system. In more extreme cases, the safety of employees and the public has been compromised due to misrepresented facilities in the GIS [5] . A study by Fig. 1 . A block diagram of the overall processing architecture. The Image Acquisition module collects images alone routes and processes them to form panoramas. The Neural Module finds poles and pole assets in these images, passing meta data to both the Geospatial Location Module and the output GIS database. The Localization module using sequential information gathered from sequences of panoramas to triangulate the latitude and longitude of poles. This information is combined with the pole meta data in the GIS database.
ESRI [6] indicates less that 70% of respondents in a large utility survey report having a complete model of their primary distribution system. Poor data quality presents a clear threat to the business. This threat, and the importance of data have only increased in the modern smart grid paradigm. As a result, there is a need for a low-cost, accurate, easily adaptable inspection tool for distribution applications.
Most of the distribution infrastructure is located near roads, for reasons of accessibility. Ground-based imagery databases, notably Google Street View, are available for the bulk of the road system in the United States and other industrialized countries. Current information on power distribution assets, including poles, lines, transformers and capacitor banks embedded in this imagery could be extracted by automated systems in a "virtual drive-by," mimicking the activity of utility technicians, who could then spend their time more productively addressing any problems thus identified. In this study, the groundwork is laid for implementing a system that automatically inspects, maps and categorizes distribution assets that are visible in ground-based imagery. There are three primary components for the framework, as illustrated schematically in fig. 1 : (1) automated acquisition of relevant ground-based imagery; (2) automated recognition of distribution assets from an image; (3) geographic location of the assets. In the rest of the paper, a description of the implementation of each of these components is given. The accuracy of the results is then discussed, followed by the outline of component integration needed for a fully automated system. 
II. IMAGE ACQUISITION
Using data obtained by capturing images from public roads to recognize items of interest has recently been attempted successfully [7] , [8] , [9] , for example to recognize street signs using machine learning. For these applications, images were obtained using dedicated image acquisition hardware. Recognizing the limitations and costs of dedicated image collection, others resorted to the use of images available in the public domain [10] . Public domain images have also been used recently to assess and monitor the condition of building infrastructure [11] . Several efforts have also been made to combine mapping applications to imaging applications for route planning [12] . In this work, ideas from route planning, image analysis and recognition, and geolocation are combined.
To obtain the images used in the recognition and geolocation process, an automated system was built using the Google Maps Javascript application programming interface (API). The general flow is illustrated in Fig. 2 . The first action is taken by the user, who provides a start and end location using a standard API input to Google Maps, either in terms of latitutdelongitude (LL) coordinates or by street address. Google Maps determines a route between the two points, and displays the route on a map as feedback to the user. Javascript code with Maps API then calculates the total length of the route, which is displayed on the screen. The path is then subdivided into a number of steps of a length set by the user (for example, 5 meters), setting a corresponding number of "stops" along the way from which Street View imagery is sought. As the algorithm advances along the path, at each stop the Street View database is queried for the closest camera vehicle location from which an omnidirectional image was acquired. The route with initial points is shown on a map in Fig. 3(a) , the totality of 300 camera locations for the path is shown on a satellite image in Fig. 3(b) , and a subset thereof is shown in Fig. 3 
(c).
When the location is returned by the API, it is stored locally. After calculating the heading of the vehicle, in terms of degrees from North, a set of four images, as illustrated in Fig. 4 , is downloaded and temporarily stored for image analysis. The four images are then "stitched" together to form a panorama. An example of such a panorama is shown in Fig. 5 . One panorama for each of the "stops" along the route is temporarily stored for asset detection, geolocation and recognition. 
III. RECOGNITION OF UTILITY ASSETS
Color Street View images are processed to identify utility poles using an neural image processing system analogous to the early vision of mammals. A high-level view of the system is shown in Figure 6 . Two streams of neural processing, labeled the "Where" and the "What," are used to extract the location of poles and to detect and classify pole assets [13] , [14] , [15] . These streams work together to extract complementary information about the objects in the image. Images are generally of the size 600×600 color pixels, or compostions of these images, and are converted to "portable anymap format" (.pnm) for ease of computation due to the simple ASCII encoding.
For the Where stream, the color image, shown in Fig. 7(a) , is converted to gray scale intensity format for neural processing. To model the effect of a finite camera lens aperture, a 2D Gaussian filter is convolved with the intensity image. This has the effect of reducing spatial noise. Next, intensity contrast gradient magnitude and direction is computed at every image point using two orthogonal edge detector with derivative of Gaussian convolutional weights. Non-local maxima suppression processing reduces false edges. Gradient magnitudes in two opposite vertical directions are computed and thresholded to minimize clutter. The resultant images are broken down into non overlapping horizontal swaths, shown in Fig. 7(b) separated by blue lines. Two histograms the width of the image are computed for each swath, one for each of the two edge directions. Local maxima are tabulated indicating locations of significant vertical substructures in each of the two gradient directions. Examples of detected edges are shown in Fig. 7(b) , using green lines for left-to-right detection, and red lines for right-to-left detection. Pole segment locations are hypothesized though a scan of the two tables, detecting opposing pairs of vertical substructures with "reasonable" horizontal spacing. Finally evidence for a pole with significant vertical extent is accumulated by scanning for aligning pole segments in the vertical direction, across swaths. Centers of a detected poles are tabulated and passed onto the Geolocation Module.
For the What stream, a neural network is trained to discriminate pole assets from other objects on or near a pole. In this study, only transformers were considered as a proof of concept, although similar techniques could be used to detect a variety of other assets, including breakers, capacitors or even third-party assets. There are in general two non mutually exclusive modes of learning in neural networks: supervised and unsupervised. For this study, a standard Fuzzy ART neural architecture is used, which operates in the unsupervised learning mode [16] . A training set is created manually consisting of examples of transformer features. This is used to incrementally adapt the internal weights of the network to capture the statistical structure of transformers. This is done by repetitively stimulating the network with the examples in the training set until these weights stabilize. One significant advantage of this class of neural network is that its weights stabilize in a very small number of presentations of the training set. All neural network learning algorithms have parameters that determine the character of the learning and how the network performs when exposed to non-training data. In general, the best values for these parameters are estimated though a validation process where another set of data is used to evaluate the networks performance as a function of the learning parameters. In this study, the input feature for the Fuzzy ART is a texture patch. A texture patch is a data representation that encodes the spatial color variability in a small area around an image location. For example, a texture patch centered on the barrel of a transformer would differ significantly from one centered on a wooden power pole. The network is trained on texture patches extracted from close up images of transformers under varying lighting conditions. The network therefore learns to discriminate transformer from non-transformer. A sample of the outcome of texture recognition is shown in Fig. 7(b) .
To narrow the search space and establish a context for the presence of a transformer in an image, the Where stream shares putative pole locations with the What stream, as shown schematically in Fig. 6 . This primes the What stream to focus its search for evidence of transformers in a vertical margin around the pole's horizontal location. The trained neural network categorizes all of the texture patches within this margin and produces an image with pixels labeled transformer or non transformer. This is an example of one way sharing. It is also possible for the What stream to look in other non primed areas of the image and inform the Where stream of possible transformer locations. From this information, it could locally adjust if edge detection thresholds to search for less visible poles.
IV. DISTRIBUTION ASSET GEO-LOCATION
The Google Street View API enables the user to automatically extract the geographic location of the vehicle-mounted camera that is associated with an image downloaded from the database. We use this information to obtain the location of assets detected by the image recognition component of our system. To illustrate the process, the geo-location of utility poles is considered. In a panorama, the angular position of a pole is denoted by angle θ, as depicted in Fig. 5 .
Consider two camera geo-locations, denoted by latitude and longitude coordinates (ξ 1 , η 1 ) and (ξ 2 , η 2 ), and two feature directions θ 1 and θ 2 , as illustrated in Fig. 8 . For the latitude of Corrales, NM, the location of the data considered in this study, one degree of latitude and longitude correspond to 110,942 m and 91,199 m respectively. If distance from point 1 along a line emanating in θ 1 direction is denoted by r, and distance from point 2 along the θ 2 direction by s, then at the intersection, the following holds:
The solution of this system yields the calculated location of a pole. Because each pole can be seen from multiple locations, generally multiple locations are associated with each pole, as a result of error in the geolocation of the camera and in the angular location of the feature.
A critical measure of the usefulness of this methodology is the location accuracy of an asset. If the error is on the order of a meter, then it is possible for utility maintenance operations to clearly identify assets, discriminate between geographically close ones, and dispatch crews where needed. The error in location of a pole by the triangulation procedure discussed here can result from error in the position of the camera vehicle, and error in the angle of the asset being triangulated (θ 1 in fig. 5 ).
To assess the effect of individual error sources, pole positions were obtained using Eqns. 1 and 2, using vehicle position and angle errors that were normally distributed, with standard deviation of 1 m and 5
• respectively. Overall asset positioning error from the combined individual errors are shown in Fig. 9(a) . The influence of error in camera position and error in angular location of the asset is shown in Figs. 9(b and (c) respectively. Clearly, error induced by inaccuracy of angular location of the asset is dominant, as is evident by the reduction in positioning error obtained by reducing the standard deviation of the angular location error by a factor of two, visible in Fig. 9(d) . To reduce this source of error, the systematic optical distortion produced by the image processing in the omnidirectional camera system was characterized and corrected.
For each pair of viewing position, triangulation results in a pole location. Because an individual pole is usually observed from several camera viewing position pairs, multiple locations are produced for the same pole, that may not coincide perfectly as a result of the previously discussed positioning errors. This can be used to increase the accuracy of pole location, owing to the fact that random errors in multiple observations cancel each other out. To produce unique locations for each pole, a "gravity clustering" algorithm is adopted. Like most clustering algorithms, the basic principle is to minimize a potential energy function that results from the dispersion of points. For this case, the total potential energy results from an inter-particle attractive force with magnitude F = d exp(d/d 0 ), where d is the inter-particle distance, d 0 is a distance normalization that sets the distance of maximum attractive force, as shown in the inset in Fig. 10 , and "particles" are interpreted as individual point locations. The particle positions are adjusted using an Euler explicit calculation, until equilibrium (i.e. energy minimization) is achieved. An example of the result of the clustering algorithm is shown in Fig. 10 -points initially close to each other coalesce into a single point, but the centroid of one cluster is not influenced by the position of other clusters. Practical results of the pole location for a path along Corrales Rd., in Corrales, NM, are shown in Fig. 11 . Visual inspection reveals that the error in pole location is generally on the order of 1.5m. This level of accuracy is better than what is possible with a consumer-grade GPS device, typically on the order of 2.5 m [17] .
V. DISCUSSION AND CONCLUSIONS
The feasibility of detecting and geo-locating utility assets from public ground-based imagery databases was demonstrated. A full implementation requires three primary compo- Fig. 11 . Examples of location of poles using multiple triangulations from omnidirectional image panoramas. In the majority of cases, the triangulated location is within one meter of the actual pole position.
m
nents: a route-planning and imagery collection tool; a geolocation tool; and a machine-learning-based image analysis tool. By integrating these components, it will be possible to map and catalog the vast majority of utility distribution assets that are visible from public roads. This technology can find applications in planning, maintenance operations and even disaster relief. In future work, a full characterization of the integrated tool, in terms of location accuracy, detection accuracy and asset recognition ability will be performed. In principle, it becomes possible to detect the majority of utility assets that are located along roads accessible by vehiclemounted cameras. The results of this work suggest the following detection and location structure. A first pass can be used to detect all "candidate" poles by collecting panorama images like the ones discussed here. All these vertical structures are geo-located using the triangulation and clustering strategy procedure described, and recorded in a list. At this point, the image data can be discarded, to comply with terms of use of the image repository. In a second pass, all assets in the list can be re-inspected by returning, in virtual space, to camera locations in the vicinity of the asset. Since direction of the asset with respect to the camera location is known, the camera can be zoomed in, and the asset can be scanned vertically. Images thus acquired can be processed for asset detection. This can be done from multiple locations, to reduce uncertainty in the detection process. This process can also yield levels of will be the object of further investigation.
