Abstract-This paper studies the extension of the multiway relay channel model with restricted encoders (introduced by Gündüz et al.) by adding unit-gain intra-cluster links. In this model, multiple clusters of users communicate with the help of one relay and the users within a cluster wish to exchange messages among themselves. We obtain achievable rates and gaps to the cut-set bound as a function of the number of users and the clusterto-relay gain g.
I. INTRODUCTION
Many different protocols have been proposed to communicate over the Gaussian relay channel, such as Decode-andForward (DF), Amplify-and-Forward (AF), Compress-andForward (CF) [1, Ch. 16] . A natural extension of this threenode channel is the Two-Way Relay Channel (TWRC), where two users wish to exchange messages with the help of a relay. The TWRC without [1] and with [2] , [3] , [4] direct links between the two users has been extensively studied and DF, AF and CF have been adapted to this channel. The Computeand-Forward (CoF) protocol by Nazer et al. [5] , which at the relay decodes the sum of the messages instead of the individual messages, has also been proposed for this channel [6] .
An extension of the TWRC called the multiway relay channel has been proposed by Gündüz et al. in [7] : they consider multiple clusters of users that wish to exchange messages locally within each cluster, with the help of a single relay. Achievable rates for DF, CF, AF and CoF are given for the so-called restricted model, in which the nodes' channel inputs depend only on their own messages, not on past symbols.
The main difference between their multiway relay channel and the model in this paper is that we consider the presence of direct links between users of the same cluster. Our main contribution is the characterization of achievable rates for DF, CF, AF protocols and the cut-set bound. Gaps between this upper bound and the different protocols are also given. We also consider CoF when there are only 2 users per cluster.
II. SYSTEM MODEL
This paper considers a Gaussian multiway relay channel (mRC) in which N users, grouped into L clusters of K ≥ 2 users each (N = KL), exchange messages with the help of one relay. The K users in each cluster want to recover the messages of all other users within their cluster. We consider the case when users in a cluster receive each other's transmitted signals, which may model a sensor network. We also assume that the relay has a better observation of the transmitted messages than the users and model this assumption through a non-unitary gain g > 1 on links between the relay and the users (this can be justified by better antennas and/or higher power and less noise, i.e. more powerful hardware at the relay). All nodes are full-duplex: they can receive and send at the same time. This situation is depicted in Fig. 1 .
Our notation closely follows the one in [7] . User k of cluster l is denoted by T l,k and the relay is denoted by R. The message of user T l,k is denoted by M l,k ∈ M l,k . User T l,k wants to recover the messages (M l,1 , . . . , M l,K ). The fullduplex Gaussian multiway relay channel is modeled as
where Z R and Z j,i are zero-mean, unit-variance Gaussian noises that are independent of each other and the channel inputs. The difference with the model in [7] is the presence of the intra-cluster signal in (1).
A (2 nR1,1 , . . . , 2 nR L,K , n)-code for the multiway relay channel with restricted encoders consists of
All messages M l,k are assumed to be chosen independently and uniformly over M l,k .
We focus on a symmetric network where each user has the same power constraint P and the relay has power constraint P R , for which we characterize the achievable equal rate points (the exchange rate defined in [7] ): R l,k = R, ∀(l, k). Total exchange rate R t is achievable for the mRC with L clusters of K users each if ( Rt KL , . . . , Rt KL ) is an achievable rate tuple. As in [7] ), we suppose that each cluster transmits only over a 1/L time slot. We use the notation C(x) = 1 2 log 2 (1 + x).
III. UPPER BOUND AND ACHIEVABLE RATES
Since each cluster communicates only over a 1/L time slot, we can perform all computations for one cluster and then divide the obtained results by the number of clusters. We can also increase the transmitted power of each user up to P = LP and still satisfy the average power constraint. For notational simplicity, we drop the cluster index, yielding
In the following, two tools are used extensively. First, we bound the exchange rates of a multiple-access channel (MAC). If we consider the MAC Y R = K k=1 X k + Z, where each X k is of power P and Z is zero-mean Gaussian noise of variance N , the destination can decode all messages if
The most restricting inequality is for k = K: if it is satisfied, then all other inequalities are also satisfied. Thus, the exchange rate of a MAC with K users of power P and noise power N is given by
The second tool is the fact that E[V ar(Y |X)] lower-bounds the linear MMSE estimate of Y given X.
A. Cut-set bound Proposition 1: For a symmetric Gaussian multiway channel with direct links, L clusters of K users each, the cut-set bound is given by:
where
Proof: Arguing that the most restricting cut is the one with all nodes but one in a set, we obtain
Using MMSE estimates and the exchange rate constraint for a MAC with K−1 users, we obtain Proposition 1. Here ρ stands for the correlation coefficient
Proposition 2: For a symmetric Gaussian mRC with direct links, L clusters of K users each, the cut-set bound can be upper-bounded by:
Proof sketch: The proof proceeds as follows. Show that f 1 (ρ) is a decreasing function and f 2 (ρ) is either a concave function if
, thus there exists one intersection point and (8) 
or there is at least one intersection point, thus (8) holds.
In the following subsections we characterize exchange rates for various relaying schemes, such as Amplify-and-forward (AF), Decode-and-forward (DF), Compress-and-Forward(CF).
B. Compress-and-forward
This part is inspired by [8] , where a lattice-based CF scheme has been proposed for the Gaussian relay channel, in which a single node wishes to transmit his message to a destination with the help of a relay. Here we extend the proposed scheme to multiple nodes in a cluster.
Proposition 3: For a symmetric Gaussian mRC with direct links, L clusters of K users each, the following exchange rate is achievable with CF relaying using lattice codes:
with
Proof: Codebooks for all transmitters k: c tk ∈ C t = {Λ ct ∩ V c } where Λ c ⊆ Λ ct are nested lattices and Λ c is both Rogers-and Poltyrev-good and Λ ct is Poltyrev-good. To ensure the power constraints, we choose σ 2 (Λ c ) = P . Each message w k ∈ {1, . . . , 2 nR } is associated with one codeword c tk .
Codebook for the relay: c R ∈ C R = {Λ c R ∩ V R } where Λ R ⊆ Λ c R and Λ R is both Rogers-and Poltyrev-good and Λ c R is Poltyrev-good. To ensure the power constraints, we choose σ 2 (Λ R ) = P R . Each compression index i ∈ {1, . . . , 2 nR } is associated with one c R .
Quantization codebook: c q ∈ C q = {Λ q ∩ V} where Λ q is Rogers-good and Λ is Poltyrev-good. We choose
. We use block Markov encoding. In block b, user k sends
where U tk (b) is a dither uniformly distributed over V c .
At the relay, the received signal is compressed to
where U q is a quantization dither uniformly distributed over V q .
where E q is the quantization error. The relay chooses the codeword c R (i(b − 1)) associated with the index i(b − 1) of I(b−1) and sends
User i receives
First, it decodes X R , which can be done if
Then it can remove it, formingỸ
, and usesỸ i (b − 1) as side information to reconstruct Y R (b−1) as:
Then user i decodes the other messages by combiningŶ R andỸ i (b−1) aŝ
Thus, it can decode {X
The source rate constraint leads to D = (1+g 2 )(K−1)P +1 g 2 P R .
C. Decode-and-forward
This part is inspired by [9] , where a DF scheme using AWGN superposition coding and decoding has been proposed for the Gaussian relay channel, in which a node wishes to transmit his message to a destination with the help of a relay. Here we extend the proposed scheme to multiple users in a cluster.
Proposition 4: For a symmetric Gaussian mRC with direct links, L clusters of K users each, the following exchange rate is achievable with DF relaying:
Proof: The codeword of each transmitter is the superposition of two codewords,
where i k , j k range from 1 to 2 nR . We impose the following power constraints: X k1 is of power P R /K and X k2 of power P . In the first block, all K nodes transmit X k (w k,1 , w k,2 ). Then in block 2, all K nodes transmit X k (w k,2 , w k,3 ) until block B +1, where they transmit X k (w k,B+1 , w k,1 ); w k,1 is predetermined for all users. At block b, the relay receives
During the previous block, the relay has decoded all w k,b for k ∈ [1, . . . , K], so it can remove them and decode all w k,b+1
Then the relay sends
User i receives at block b
It starts decoding
D. Amplify-and-forward
This part is inspired by [10] , where an AF scheme has been proposed for the Gaussian relay channel.
Proposition 5: For a symmetric Gaussian mRC with direct links, L clusters of K users each, the following exchange rate is achievable with AF relaying:
Proof: The relay sends
The total noise power is:
. We can divide
where Z eq (b) has unit power.
Thus, the AF protocol transforms the channel into a unitmemory intersymbol MAC. The achievable rate is then given by:
where H(ω) is the Fourier transform of
obtained from 2π 0 log 2 (x + y cos(z))dz = 2π log 2 x + x 2 − y 2 2 (34) found in [11, 4.224.9 ].
E. Compute-and-Forward
Proposition 6: For a symmetric Gaussian mRC with direct links, L clusters of K = 2 users each, the following exchange rate is achievable with CoF relaying:
Proof: The following nested lattices are used:
The relay receives Y R = g(X 1 + X 2 ) + Z R and computes
where log + 2 (x) means log + 2 (x) = max(log 2 (x), 0). Then, using the list decoder proposed in [6] , the destinations can decode each others message as long as R ≤ 1 2 log 2 (1 + P + g 2 P R ).
IV. GAP TO CUT-SET BOUND
Proposition 7: For a symmetric Gaussian mRC with direct links, L clusters of K users each, the CF protocol achieves rates within
2 ) bits of the exchange capacity.
Proof:
where R CSB is the cut-set rate (4). The last inequality is obtained by performing the analysis of 1+(1+g 2 )(K−1)P +g 2 P R 1+(K−1)P +g 2 P R as a function of P and P R .
Similar results can be obtained for the DF and AF protocols. 
V. RESULTS
In Fig. 2 , we plot the cut-set bound, the achievable symmetric rate for the mRC with L = 1 cluster of K = 2 and K = 20 users as a function of P . We can notice the finite gap between the cut-set bound and the CF protocol at all power levels, we also notice that AF follows CF with a constant gap. For a small number of users, CF dominates DF.
In Fig. 3 , we plot the cut-set bound, the achievable symmetric rate for the mRC with L = 1 cluster and P = 30dB as a function of K. We observe that DF achieves the cut-set bound when the relay power doesn't scale with the number of users.
In Fig. 4 , we plot the cut-set bound, the achievable symmetric rate for the mRC with L = 8 clusters of 2 users as a function of P . We can note that for the chosen g, CoF gives the best performances among the proposed schemes. We can also see that the gap between the cut-set bound and CoF tends to zero for high power P . 
VI. DISCUSSION
In this paper we considered an extension of the multiway relay channel proposed by Gündüz et al. in [7] . In our setup, multiple clusters of users with direct intra-cluster links communicate with the help of a single relay. Each user wishes to recover all messages within its cluster. Using results proposed for the Gaussian relay channel based on lattices [5] , [6] [8] or standard AWGN coding/decoding [9] [10], we extended standard schemes such as CF, DF, AF for this setup. For very large user-relay gain g, i.e. when the model becomes that of [7] up to scaling, the behaviors in Fig. 2, Fig. 3, Fig. 4 become the same as the ones obtained by Gündüz et al. in [7] (by scaling the node and relay transmit powers by a factor g 2 ).
