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E i n l e i t u n g 
Sei R e i n Ring m i t Einselement und seien A, B, C,... u n i -
täre R-Rechtsmoduln. Es bedeute A Q M bzw. A M, daß A 
Untermodul bzw. d i r e k t e r Summand von M i s t , wobei auch 
G l e i c h h e i t zugelassen i s t . Ebenso i s t b e i der Mengeninklu-
sio n ACE G l e i c h h e i t e i n g e s c h l o s s e n . M i t End (M) w i r d der 
R 
R-Endomorphismenring von M b e z e i c h n e t . I c h nenne 
f £ Horn (M,N) einen t o t a l e n Nichtisomorphismus von M nach 
K 
N : <==> 
V 0 * A Cf M, B Cf N, f ( A ) C B 
Die Einschränkung f ( A ) c B i n d i e s e r D e f i n i t i o n i s t s i n n -
v o l l , denn im F a l l e f ( A ) <£ B i n d u z i e r t f n i c h t einmal e i -
nen Homomorphismus von A nach B. Die Menge a l l e r t o t a l e n 
Nichtisomorphismen von M nach N heißt das T o t a l von M nach 
N, i n Zeichen Tot(M,N). Im F a l l e M=N w i r d T o t ( M ) : 
= Tot(M,M) g e s c h r i e b e n . Von besonderem I n t e r e s s e i s t der 
F a l l , daß Tot(M) e i n I d e a l i n End_(M) i s t . Das T o t a l wurde 
R 
auf meine Anregung h i n von W.Schneider ["2J eingehend u n t e r -
sucht . 
M i t t l e r w e i l e habe i c h den Eindruck gewonnen, daß man beim 
Aufbau e i n e r T h e o r i e des T o t a i s d i e j e n i g e n Homomorphismen, 
d i e k e i n e t o t a l e n Nichtisomorphismen s i n d , von Anfang an 
stärker berücksichtigen s o l l t e . Der Grund dafür i s t d i e f o l -
gende e i n f a c h e Aussage. 
Lemma : Für f 6 Horn (M,N) s i n d äquivalent —-—— R 
(1) f Tot(M,N) 
(2) j g 6 Horn (N,M) [ f g i s t e i n Idempotent ^ 0 i n E n d ( N j j 
K R 
( 3 ) 3 h £ HomR(N,M) [ h f i s t e i n Idempotent f 0 i n End R(M)J 
[ f : A 3 a >—> f ( a ) £ B 
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(4) ^ f ' e Hom_(N,M) 
[ f f 1 i s t e i n Idempotent i 0 i n End D(N) und 
f f i s t e i n Idempotent £ 0 i n End R(M)j 
Auf Grund d i e s e s Lemmas nenne i c h d i e f 4 Tot(M,N) 
p a r t i e l l i n v e r t i e r b a r . Das A r b e i t e n m i t diesen p a r t i e l l i n -
v e r t i e r b a r e n Endomorphismen i s t besonders bequem, da es auf 
das Rechnen m i t Idempotenten hinausläuft. Das führt zu neuen 
Beweisen von R e s u l t a t e n aus [ 2 ] , aber auch zu neuen Ergeb-
nissen . 
1. P a r t i e l l i n v e r t i e r b a r e Homomorphismen 
Bezeichne S: = End (M) , T: = End_.(N) . Das i n der E i n l e i -
R R 
tung erwähnte Lemma t e i l e n w i r i n zwei Aussagen a uf. 
1.1 H i l f s s a t z : Für f £ Horn (M,N) s i n d äquivalent: 
_———— R 
(a) 3 g 6 Hom_(N,M) [ f g i s t e i n Idempotent 4 0 i n T ] 
R 
(b) 3 h £ Horn ( N , M ) [ h f i s t e i n Idempotent f 0 i n s ] 
R (c) 3 f 6 Horn (N,M) [ f f 1 i s t e i n Idempotent M i n T J R 
und [ f f i s t e i n Idempotent ± 0 i n s j 
Beweis : 
Es genügt (a) ==> ( c ) zu ze i g e n , denn (b) =^ ( c ) e r f o l g t 
analog und ( c ) (a) A (b) i s t k l a r . Sei a l s o f g = e £ 0 
2 2 m i t e = e, dann f o l g t f ge = e = e. Ferner g i l t 
( ( g e ) f ) ( ( g e ) f ) = g e ( f g e ) f = g e 2 f = ( g e ) f , 
2 
also i s t d: = ( g e ) f e i n Idempotent. Aus f d g = e = e + 0 
f o l g t d * 0. Also i s t für f 1 : = ge ( c ) erfüllt. 
1.2 Lemma: Für f £ Horn (M,N) s i n d äquivalent: R 
(1) f ^  Tot(M,N) 
(2) Die Bedingungen ( a ) , ( b ) , ( c ) s i n d erfüllt. 
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Beweis : 
Sei M = A Q A^ und bezeichne 
: A -•> M d i e I n k l u s i o n , 
: M A d i e zu M = A Q A^ gehörende P r o j e k t i o n auf A, 
sowie' : = TT^  den zugehörigen P r o j e k t o r auf A. 
Dann g i l t 1 = TT^  . Entsprechend s e i e n d i e Bezeichnungen 
für NI = B © B^. Wir zeigen z u e r s t 
( 1) = ^  (a) : Die Voraussetzung besagt, daß es M = A <£) A^, 
A # 0 , N = B Q B 1 , m i t f ( A ) C B so g i b t , daß 
f : A 3 a >--> f ( a ) £ B 
ein Isomorphismus i s t . Wegen A * 0 i s t auch B 1 0 und dann 
auch e„ * 0 . Es i s t f = TT f 6 A . 
D O A 
•A - I o- -1 Sei ip : = f = ( J' f L ) . Das gesuchte g w i r d durch 
JD A 
g : = £ ^  TT ß d e f i n i e r t . Dann g i l t zunächst 
e ß f g = 6 B ( 7T Bf = ^ I ß 7 ^ = e ß . 
Wegen f ( A ) C B g i l t f e r n e r B i ( f g ) C B und f o l g l i c h 
f g = e _ f g . A l s o i s t f g = e_ e i n Idempotent £ 0 i n T . B B 
ja) ( 1 ) : Sei f g = e * 0 e i n Idempotent i n T. Setze 
B: = e ( N ) , a l s o e = e_ , dann i s t 
D 
N = e(N) Q ( l - e ) ( N ) = B © B. . Wegen e D # 0 i s t B i 0. 
1 B 
Setze A: = g(B) , dann i s t 
f : A 3 g ( b ) \--> f g ( b ) = e_(b) = b € B , b e B 
a l s o o f f e n s i c h t l i c h e i n Isomorphismus. Wegen 
f o l g t ( D J , 3.4.10) 
M = B i ( g LB) Q Ke( fl^f) = g(B) Q Ke( tf"ßf) . 
Al s o i s t A = g(B) C> M u n d wegen B * 0 und da f e i n 
Isomorphismus i s t , i s t auch A ± 0. 
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Insbesondere f o l g t daraus für Idempotente e e T = End_(M), 
e * 0 , daß e 4 Tot(M) g i l t (denn ee = e £ 0 1). 
1.3 Folgerungen: 
1) I s t e i n ( s i n n v o l l e s ) Produkt von Modulhomomorphismen 
p a r t i e l l i n v e r t i e r b a r , dann i s t j e d e r Faktor p a r t i e l l 
i n v e r t i e r b a r . 
2) Tot(M,N) i s t e i n H a l b i d e a l , d.h. für b e l i e b i g e Moduln 
X,Y g i l t 
Hom D(N,Y)Tot(M,N)Hom_(X,M) C Tot(X,Y) 
(Siehe [2] ,1.2) . 
Beweis : 
1) : Seien zunächst f- £ Horn (M, N) , f 0 £ Horn ( L, M) und 
I K Z K 
s e i ^1^2 P a r t i e 1 1 i n v e r t i e r b a r . Dann e x i s t i e r t e i n 
g € Hom_(N,L) , so daß 
e = ( f 1 f 2 ) g = f x ( f 2 g ) 
e i n Idempotent 4 0 aus T i s t . F o l g l i c h i s t f ^ p a r t i e l l i n -
v e r t i e r b a r . Analog s e i 
d = h ( f 1 f 2 ) = ( h f } ) f 2 
e i n Idempotent 4 0 aus End (L) . Also i s t auch f n p a r t i e l l 
i n v e r t i e r b a r . Für mehr a l s 2 Faktoren f o l g t d i e Behauptung 
durch I n d u k t i o n . 
2) : F o l g t aus 1) . 
Der Modul M heißt t o t a l e r Modul f a l l s Tot(M) : = Tot(M,M) 
a d d i t i v abgeschlossen j s t , Da Tot(M) stets e i n H a l b i d e a l 
i s t , i s t dann Tot(M) e i n I d e a l i n S = End (M). Wir nennen 
M,N e i n t o t a l e s Paar von Moduln, f a l l s Tot(M,N) a d d i t i v 
abgeschlossen i s t . 
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1.4 Bemerkung: I s t mindestens e i n e r der Moduln M,N t o t a l e r 
Modul, dann i s t M,N e i n t o t a l e s Paar. 
Beweis: 
Sei M,N kein t o t a l e s Paar. Dann g i b t es f , g £ Tot(M,N) 
m i t f+g 4 Tot(M,N). F o l g l i c h e x i s t i e r t e i n h £ H_(N,M),so daß 
e: = ( f + g ) h = f h + f g , d: = h ( f + g ) = h f + hg 
Idempotente * 0 i n T bzw. S s i n d . Wegen f , g £ Tot(M,N) 
f o l g t fh,gh <£ Tot ( N ) , hf , h g £ Tot (M) . Da e 4 Tot ( N ) , 
d £ Tot(M) s i n d N und M keine t o t a l e n Moduln. 
2. R a d i k a l und T o t a l 
Während im a l l g e m e i n e n M,N k e i n t o t a l e s Paar i s t , d.h. 
Tot(M,N) + Tot(M,N) ^ Tot(M,N) , i s t jedoch s t e t s eine ge-
wisse a d d i t i v e A b g e s c h l o s s e n h e i t erfüllt und zwar g i l t kurz 
gesagt R a d i k a l + T o t a l C T o t a l . 
Um di e s zu präzisieren , b e t r a c h t e n w i r Horn (M,N) e i n e r s e i t s 
R 
a l s S = End (M) - Rechtsmodul und s c h r e i b e n dann Horn (M,N) 0 
R R o 
und a n d e r e r s e i t s a l s T = End__(N) - Linksmodul Horn (M, N) . 
R I R 
M i t Rad( Horn ( M , N ) 0 ) bzw. Rad( r pHom D( M, N ) ) 
R o 1 R 
s o l l das R a d i k a l d i e s e r Moduln b e z e i c h n e t werden. 
2,1 Satz 
a) Rad(Hom (M,N) ) + Tot(M,N) = Tot(M,N) 
b) Rad( THom R(M,N) ) + Tot(M,N) = Tot(M,N) 
Beweis: 
a) Es genügt Rae ( Horn (M, N) ) + Toi (M,. N) C Tot(M,N) zu z e i -
gen, denn wegen 0 £ Rad(Hom (M,N) ) f o l g t d i e G l e i c h h e i t . 
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Seien g e Rd ( Horn ( M, N ) ) , f £ Tot (M, N ) . Angenommen 
g + f 4 Tot(l,N) , dann g i b t es e i n h £ Horn (N, M) und e i n 
Idempotent e£ S, e * 0 m i t h ( g + f ) = e . Die Abb i l d u n g 
HomR(M,\I)s 9 k 1-4 hk £. S g 
i s t o f f e n s i n t l i e h e i n S-Rechtsmodulhomomorphismus. Dabei 
w i r d das Radikal i n das R a d i k a l a b g e b i l d e t . Also f o l g t 
hg € Rad(S s(=Rad(5)) . Aus h ( g + f ) = e und 
3 = ( l - e ) S + es 
f o l g t 
3 = ( l - e ) S + hfS + hgS 
= ( l - e ) S + hfS , 
wobei b e n u t t wurde, daß für hg £ Rad(S) das R e c h t s i d e a l 
hgS k l e i n i i S g i s t , a l s o weggelassen werden kann. Für ge-
wisse s i ' s 2 - s g i l t dann 
1 = ( 1 -e)s ^ + h f s 2 * 
M u l t i p l i k a t o n m i t e von l i n k s l i e f e r t 
a = e h f s ^ 
Aus f £ TotM,N) f o l g t e i n e r s e i t s e h f s 2 £ Tot(M), anderer-
s e i t s aber «ilt e ^ Tot (M) , Widerspruch ! Also g i l t 
g+f £ Tot(MN) -
Beweis von ) a n a l o g ( B e i Vertauschung der S e i t e n ) . 
Da 0 € Tot(j,N) erhält man aus 2.1 
Rad(Hoi R(M,N) s) C Tot ( M , N ) 
Radr HmD(M,N) ) C Tot( M , N ) T K 
Aus 2.1 e r h l t man daher auch d i e 
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2.2 Folgerung: 
Rad(Hom„(M,N)f) + Rad ( Horn (M, N)) C Tot(M,N) . 
3. P a r t i e l l e I n v e r t i e r b a r k e i t i n Ringen 
I s t R e i n R i n c m i t Einselement, dann g i l t 
End(R_) :R ( 1 ) , End(_R) = R ( r ) , wobei R K 
R^1' bzw. R^r der Ring der L i n k s - bzw. der R e c h t s m u l t i p l i -
k a t o r e n i s t . ] i s t zu R^1^ und zu R^r^ i n natürlicher Weise 
(x x' 1^ bz^. x x ^ r ^ ) r i n g i s o m o r p h und w i r w o l l e n R^1^ 
( r ) 
und Rv m i t : i d e n t i f i z i e r e n . Dann f o l g t Tot(R_) C R , 
Tot(_R) C R .Das Lemma 1.2 nimmt j e t z t d i e folgende Form an. R 
3.1 Lemma 
( v e r g l . [ 2 J , 6 . 1 ) Für r £ R s i n d äquivalent : 
( 1 ) r 4 T o t ( R R ) 
( 2 ) 3 s £ R [ r s i s t e i n Idempotent * 0 i n R j 
( 3 ) ] t £ R [ t r i s t e i n Idempotent H i n R ] 
(4) ] r'£ R f r r 1 und r ' r s i n d Idempotente £ 0 i n R ] 
Da (4) seiten^abhängig i s t , g i l t das g l e i c h e für 
r ^ T o t ( _ R ) . as e r g i b t d i e R 
3.2 Folgerung 
( v e r g l . [2] , 6 . 3 ) Tot ( R R ) = T o t ( R R ) 
Sei nun Tot(R : = Tot(R_) = Tot(_R) . Als S p e z i a l f a l l von 
2.1 e r g i b t s i n j e t z t d i e 
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3.3 Folgerung : 
Rad(R) + Tot(R) = Tot(R) 
Zur Frage, wanrRad(R) = Tot(R) g i l t , i s t der folgende 
Satz von I n t e r e s e . 
3.4 Satz: Sei 1 e i n Ring, i n dem s i c h Idempotente von 
R/Rad(R) l i f t e i l a s s e n und s e i Tot(R/Rad(R)) = 0 , 
dann g i l t Rad(R) = Tot(R) . 
Beweis : 
Wegen Rad(R) CTot(R) muß nur Tot(R) C Rad(R) g e z e i g t werden. 
Beweis i n d i r e k . Sei t £ Tot(R) , t ^ Rad(R) , dann f o l g t 
t : = t + Rad(j) + 0 . Wegen Tot (R/Rad(R) ) = 0 e x i s t i e r t 
e i n s£ R : = RRad(R) m i t t s = £ + 0 , wobei £ Idempotent 
i n R . Nach Voaussetzung e x i s t i e r t e i n Idempotent e £ R 
m i t £ = e undwegen £ # 0 i s t e * 0 . Dann f o l g t aus t s = e 
t s = e + u , u £ Rad(R) 
al s o auch e =j - t s . Wegen t e Tot(R) g i l t - t s e T o t ( R ) , 
a l s o auch u - s £ Rad(R) + Tot(R) = Tot(R) . Aber dazu im 
Widerspruch g i t e 4 T o t ( R ) . Also muß t £ Rad(R) g e l t e n . 
3 . 5 Bemerkunge : 
1) I s t Rad(R) i n N i l i d e a l , dann lassen s i c h Idempotente 
l i f t e n . ( v r g l . [ 1 ] , 11.5.3) 
2) I s t R/Rad(R halbeinfa.cn oder regulär, dann i s t 
Tot ( R/ Rad ( R ) = 0 
3) I s t R_ s e m i p e r f e k t , dann i s t R/Rad(R) h a l b e i n f a c h und 
R 
Idempotentelassen s i c h l i f t e n ( [ l ] , 11.3.2), a l s o 
g i l t j e t z t Rad (R) = Tot(R) . 
- 9 -
Der Rin, R w i r d t o t a l e r Ring genannt, f a l l s Tot (R) 
e i n I d e a l v o r R i s t . G i l t Rad(R) = T o t ( R ) , dann i s t R e i n 
t o t a l e r Ring.Es g i b t jedoch auch t o t a l e Ringe R m i t 
Rad(R) | Tot(*) ( s i e h e [ 2 ] 6.8.7) . 
3.6 Satz : Für einen t o t a l e n Ring R g i l t 
T o t ( R / T o t ( R ) ) = 0 . 
Beweis : 
Sei r € R : = R / T o t ( R ) , r + 0 , dann f o l g t r £ T o t ( R ) . 
Also e x i s t i e r e i n s £ R, so daß r s = e + 0 e i n Idempotent 
i s t . Wegen e£ T o t ( R ) f o l g t r s = e * 0 , wobei e Idempotent 
i n R i s t . Dafer g i l t r 4 Tot^R) und f o l g l i c h Tot(R) = 0. 
4. T o t a l f r e i e Ringe 
I c h bezeichne R a l s t o t a l f r e i e n Ring , f a l l s T o t ( R ) = 0 . 
Wie schon e r a h n t , i s t j e d e r reguläre Ring R t o t a l f r e i , 
denn zu jeder r e R g i b t es s e. R m i t r s r = r , so daß für 
r 4 0 r s e i n I d e m p o t e n t + 0 i s t . Umgekehrt i s t n i c h t j e d e r 
t o t a l f r e i e R-ng regulär, wie e i n B e i s p i e l i n [2] , (2.14) 
z e i g t . 
Zunächst weren e i n i g e e i n f a c h e E i g e n s c h a f t e n von t o t a l -
f r e i e n Ringe] f e s t g e s t e l l t . 
4.1 H i l f s s a t : Sei R t o t a l f r e i . 
1) Jedes Rects- oder L i n k s i d e a l 0 enthält e i n Idem-
pote n t ^ . 
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2) Jedes e i n f a c h e Rechts- oder L i n k s i d e a l von R w i r d durch 
e i n Idempotent erzeugt. 
3) Jedes d i r e k t unzerlegbare Rechts- oder L i n k s i d e a l + 0 
von R i s t e i n einfaches I d e a l . 
4) I s t R d i r e k t e Summe von d i r e k t u n z e r l e g b a r e n Rechts- oder 
L i n k s i d e a l e n , dann i s t R h a l b e i n f a c h . 
Beweis : 1) und 2) s i n d k l a r . 
3) : Seien A e i n d i r e k t u n z e r l e g b a r e s R e c h t s i d e a l und e #0 
e i n Idempotent aus A. Dann f o l g t 
A = eR ® ( ( 1 - e)R ^  A) . 
Da A d i r e k t u n zerlegbar i s t und eR 4= 0 f o l g t A = eR. 
Angenommen A = eR wären n i c h t e i n f a c h und 0 t B ^ A,sowie 
e^ 4 0 e i n Idempotent aus B, dann f o l g t e wie zuvor 
A = e.^ R Q, B . Widerspruch ! 
4) K l a r nach 3 ) . 
Danach s i n d z.B. t o t a l f r e i e s e m i p e r f e k t e Ringe h a l b e i n f a c h . 
4.2 Satz : Sei R t o t a l f r e i und e Idempotent aus R, dann g i l t : 
eR e i n f a c h =^=£ Re e i n f a c h . 
Beweis : 
Sei eR e i n f a c h und s e i se ± 0 , s € R . Dann g i b t es e i n 
t £ R , so daß t s e = e^ # 0 e i n Idempotent i s t . Wir b e t r a c h t e n 
d i e Abbildung 
f : eR 3 ex »--» e^x £ e^R 
Da eR e i n f a c h i s t und e^ £ 0 , i s t d i e s e i n Isomorphismus 
wobei *p (e) = e.. g i l t . Seien TTj d i e z u r Zerlegung 
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R = e^R S ( 1 - e^)R gehörende P r o j e k t i o n auf e^R und 
L : eR R d i e I n k l u s i o n . Dann g i l t 
f : = L <p _ 1 TT 6 End( R R) = R^  1^ . Also e x i s t i e r t e i n b £ R 
m i t f = b'"^. Dafür f o l g t e = f ( e ^ ) = be^ , d.h. 
e 6 Re^ c Rse , al s o Rse = Re. Dies b e d e u t e t , daß Re von 
jedem s e i n e r Elemente + 0 erz e u g t w i r d und f o l g l i c h e i n f a c h 
i s t . Analog für d i e andere R i c h t u n g . 
M i t Soc(R ) bzw. Soc( R) bezeichne i c h den Rechts- bzw. 
K R 
L i n k s s o c k e l von R. 
4.3 Folgerung : I s t R t o t a l f r e i , dann g i l t 
Soc(R R) = Soc( RR) 
Für den nächsten Satz w i r d e i n e E i g e n s c h a f t von Idempotenten 
gebraucht. 
4.4 H i l f s s a t z : Seien e^, Idempotente eines b e l i e b i g e n 
Ringes R m i t e 2R ^ e-^ R , dann g i l t R( 1 - e^) ^ R( 1 - e 2 ) . 
Beweis : 
Aus e 2R C e^R f o l g t e\e2 = e 2 u n d d i - e s i m p l i z i e r t 
( 1 - &±)e2 = 0 • A l s o l i e 9 t R ( l - e^) im L i n k s a n n u l l a t o r 
R(1 - e 2 ) von e 2 . Angenommen R(1 - e^) = R(1 - e 2 ) , 
dann f o l g t e e^ = , a l s o e^R C e 2R im Widerspruch 
zur Voraussetzung. 
Die Nützlichkeit der p a r t i e l l e n I n v e r t i e r b a r k e i t d e m o n s t r i e r e 
i c h schließlich an dem folgenden Satz, der d i e bekannte Tat-
sache einschließt, daß reguläre, e i n s e i t i g noethersche Ringe 
h a l b e i n f a c h s i n d . 
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4.5 Satz; S e i R t o t a l f r e i e r Ring und R erfülle d i e Maximal-
bedingung für L i n k s - (oder Rechts-) I d e a l e , d i e d i r e k t e 
Summanden von R s i n d . Dann i s t R h a l b e i n f a c h . 
Beweis : 
1 . T e i l : Wir zeigen z u e r s t , daß jedes R e c h t s i d e a l * 0 von R 
e i n e i n f a c h e s R e c h t s i d e a l enthält. Beweis i n d i r e k t . 
Sei A^ * 0 e i n R e c h t s i d e a l aus R, das k e i n e i n f a c h e s Rechts-
i d e a l enthält. Sei 0 * e^ e A^ e i n Idempotent. Dann i s t e^R 
n i c h t e i n f a c h . Sei A^ e i n i n e^R echt e n t h a l t e n e s Rechts-
i d e a l und 0 # e 2 £ A^ e i n Idempotent, dann f o l g t e^R £ e^R 
und e^R i s t n i c h t e i n f a c h . Durch I n d u k t i o n e r g i b t s i c h e i n e 
F o l g e e xR £ e 2R % e 3R % ... 
m i t Idempotenten e^, e ^ t e^,... . Nach 4.4 erhält man dann 
die Folae ^ R ( 1 _ e 2 , c R ( 1 _ e 3 ) c ... 
im Widerspruch zur Voraussetzung. 
2. T e i l : Unter der Annahme, daß R n i c h t h a l b e i n f a c h i s t , 
w i r d g e z e i g t : Zu jedem n £ N g i b t es eine Zerlegung 
R = e xR ® e 2R <£}...© e nR Q d n + 1 R , 
wobei d i e e^,...,e , d ^ + ^ o r t h o g o n a l e Idempotente £ 0 
und d i e e.R , i = l , . . . , n e i n f a c h e R e c h t s i d e a l e s i n d . I 
Beweis durch I n d u k t i o n über n. Zunächst g i b t es nach dem 
l . T e i l des Beweises i n R e i n e i n f a c h e s R e c h t s i d e a l e^R 
und dafür g i l t 
R - e 1R © ( l - e 1 )R 
Setze d 2 := . Da R n i c h t h a l b e i n f a c h i s t , muß t 0 
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s e i n . Zum Induktionsschluß s e i dR e i n ei n f a c h e s R e c h t s i d e a l 
aus d^+^R , wobei auch d e i n Idempotent i s t . Dann f o l g t 
d nR = d R © ( ( l - d ) R n d .R) . n+1 ' n+1 
Sei d , = e - + d n n+1 n+1 n+2 
m i t e - £ dR , d ~ £ ( l - d ) R o d .R , dann s i n d n+1 ' n+2 c v ' n+1 
e n und d n zueinander o r t h o g o n a l , e .R = dR i s t n+1 n+2 ^ ' n+1 
e i n f a c h und d _ £ 0 , da sonst R h a l b e i n f a c h wäre. Wegen n + 2 ^ 
e - , d 6 d nR und e.d n = 0 f o l g t n+1 n+2 n+1 I n+1 3 
e.e , = 0 , e.d n = 0 , i = l , . . . , n 
i n+1 ' l n+2 
Auf Grund der I n d u k t i o n s v o r a u s s e t z u n g g i l t 
1 = e n +...+e +d . = e.+...+e +e ,+d n 
1 n n+1 1 n n+1 n+2 
M u l t i p l i k a t i o n m i t e^ von r e c h t s l i e f e r t 
0 = e n e . + d ~e. , i = l , . . . , n n+1 I n+2 l ' 
= . c . = d ~e . n+1 I n+2 I 
vollständig. Man beachte, daß s i c h beim Schluß von n auf n+1 
d i e e^,...,e n n i c h t geändert haben. Zu der Folge e ^ e ^ e ^ , . . . 
von o r t h o g o n a l e n Idempotenten e x i s t i e r t d i e Folge von L i n k s -
i d e a l e n 
Re^ ^ .^ Re 1 © Re 2 £ Re.^  © Re 2 Q Re 3 £ ... 
d i e wegen der Orthogonalität der ,...,e n, d n + 1 d i r e k t e 
Summanden von R s i n d . Widerspruch zur Voraussetzung ! Folg-
l i c h i s t R h a l b e i n f a c h . 
Eine l e i c h t e Rechnung wie im Beweis von 1.1 z e i g t , daß für 
einen t o t a l f r e i e n Ring R und e i n Idempotent e 6. R , e =f 0 
auch der Ring eRe t o t a l f r e i i s t . Andere naheliegenden Fra-
gen s i n d noch o f f e n . Z.B. i s t n i c h t bekannt, ob das Zentrum 
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eines t o t a l f r e i e n Ringes wieder t o t a l f r e i i s t . 
A n d e r e r s e i t s i s t unschwer zu beweisen, daß der Ring a l l e r 
n - r e i h i g e n , q u a d r a t i s c h e n M a t r i z e n m i t K o e f f i z i e n t e n aus 
einem t o t a l f r e i e n Ring wieder t o t a l f r e i i s t . Das h a t eine 
Reihe von i n t e r e s s a n t e n Konsequenzen. Darauf und auf den 
Zusammenhang von t o t a l f r e i e n und regulären Ringen gehe i c h 
b e i späterer Gelegenheit e i n . 
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