The power spectral density of surface-relief variations on polished optical surfaces across microscopic through to macroscopic spatial scales is calculated from measurements on substrates that are being produced for the Laser Interferometer Gravitational-Wave Observatory ͑LIGO͒. These spectra give a guide to the scattering properties of the surface, which in turn critically influence the performance of LIGO. Measurements obtained by use of a full-aperture interferometer and an interference microscope with two different objectives are combined to produce one-dimensional power spectral density representations of the surfaces across spatial frequencies ranging from 0.1 to 8000 cm
Introduction
In this paper we analyze the errors in the optical surfaces polished by the Commonwealth Scientific and Industrial Research Organisation ͑CSIRO͒ for the Laser Interferometer Gravitational-Wave Observatory ͑LIGO͒ project. 1 The surface errors were measured across a 200-mm aperture down to millimeter-scale lengths by use of a digital interferometer and across scale lengths from several millimeters down to several micrometers by use of an interference microscope with two different magnification objectives. The fabrication and the metrology of the LIGO optical substrates are discussed elsewhere. 2 The errors in the topography of an optical surface ͑relative to a plane reference͒ can be described through the use of a power spectral density ͑PSD͒ function. This function yields the distribution in spatial frequency of the square of the amplitude of the surface errors. The PSD is of practical utility through its relation to the angle-dependent scattering properties of the surface. 3 For example, the PSD enables spatial-frequency zones where roughness is anomalously high to be identified, which is of practical importance in the design of optical instrumentation when scatter is an important design issue. 4 It has been argued 5 that a PSD-based description of the surface is less dependent on instrumental effects than are parameters such as surface roughness and correlation length, and the optical specifications for surfaces used in high-power laser systems are now being expressed in some cases in terms of the PSD. 6, 7 However, there are practical issues associated with the calculation of the PSD:
• The PSD is calculated from a record of finite length by use of statistical methods and so can only ever be an estimator of the average PSD of the surface. 8 This estimator has an associated variance and bias that depend on the analysis method chosen.
• The data from which the PSD is calculated often come from measurements across a small fraction of the total surface area. For example, instruments used to measure roughness may sample only the surface across areas of less than several square millimeters.
The measurements performed on the LIGO substrates can be combined by use of a PSD representation to provide a consistent picture of the surface across a wide range of spatial frequencies. Similar analyses have been performed by others for x-ray optics 9 -11 and surfaces on semiconductor devices. 12 The calculation of the variance in a PSD spectrum can be done with well-known statistical approaches 8 and is an important aspect of a PSD-based analysis of surface properties. Such an analysis is presented here.
The paper is organized as follows. The methods used to collect the data are reviewed in Section 2. The mathematical approach used to obtain the power spectra is presented in Section 3. The results of the application of these methods to the analysis of the LIGO data are presented in Section 4, along with an analysis of the statistical validity of these results. Weiss 13 has also analyzed the power spectra of surface features on LIGO optics.
Surface Measurements
The LIGO is designed as a Michelson interferometer with Fabry-Perot resonant cavities in each arm. 1 The light split at a beam splitter ͑BS͒ is directed into the two cavities, which constitute an end test mass ͑ETM͒ with a radius of curvature of 7.4 km and an input test mass ͑ITM͒ with a radius of curvature of 14.2 km. A recycling mirror ͑RM͒ with a radius of curvature of 15 km is used to redirect light exiting the interferometer toward back of the laser in the direction of the interferometer. Between four and eight components of each kind of substrate are being manufactured by CSIRO, along with four folding mirrors ͑FM's͒.
A. Full-Aperture Measurements
The LIGO substrates are 250 mm in diameter. Measurements of the surface figure across a 200-mm aperture are made by use of a large-aperture digital interferometer ͑LADI͒. This interferometer 14 has a measurement repeatability of approximately 0.5 nm ͑as measured by the rms error of repeated measurements at the same location͒ and an absolute uncertainty of calibration of nearly 5 nm. Data are collected with a 760 ϫ 580 pixel array camera. The Nyquist sampling resolution on the surface of the substrate as determined by the pixel spacing was approximately 0.5 mm. Aberrations in the phase map, described by a combination of Zernike polynomials fitted to the data, can be removed by use of analysis software. 15 An example of a phase map for the surface of an ITM is shown in Fig. 1 with and without the Seidel terms ͑power, astigmatism, third-order coma, and spherical aberration͒ removed. A PSD analysis of the LADI data was done on data sets from which these terms had already been removed. The reasons for this are discussed below in Subsection 3.C.
Only calculations of one-dimensional ͑1-D͒ PSD functions are discussed in this paper. Onedimensional data sets were formed from the twodimensional ͑2-D͒ arrays of phase data by the selection of six randomly oriented diametral chords from the phase maps. PSD's calculated from the 1-D data sets were then averaged to calculate a PSD representative of the surface. A simple interpolation scheme was used to map the ͑ x, y͒ phase data onto a polar grid.
There are several advantages to using radial chords rather than x or y chords. First, each chord covers the full 200-mm aperture rather than a subaperture, as in the case of x and y chords. Second, the influence of radially varying features in the LADI phase map that remain even after removing the Seidel terms are better seen when averaging a series of diametral chords. Examples are given in Section 4.
B. Measurement of Fine Spatial Features on the Surface
An interferometric microscope, the TOPO ͑a threedimensional noncontact optical profiler͒ system, 16 was used for the measurements of surface roughness over spatial scales of several millimeters to micrometers. The TOPO system was used with a 2-D measurement head ͑a linear array of 1024 pixel elements͒ and two different magnification objectives ͑40ϫ and 2.5ϫ͒. The 2.5ϫ objective imaged a line segment of the substrate that was 5.28 mm long onto the detector, and the 40ϫ objective imaged a 0.323-mm section. Examples of the data sets collected with each objective are shown in Fig. 2 . Measurements were taken at 12 different locations within a 200-mm aperture by use of both the 2.5ϫ and the 40ϫ objectives, and the PSD's calculated from these measurements Fig. 1 . Gray-scale phase maps of the front surface of an ITM. The aperture is 240 mm. On the left-hand side is the surface as measured, whereas on the right-hand side is the phase map for the surface with power, astigmatism, third-order coma, and spherical aberrations removed. The scale on the right-hand side of each image shows the surface height.
were averaged to obtain PSD's that were more representative of the complete surface than one calculated from a single measurement.
Mathematical Approach

A. Calculation of the Power Spectral Density
The mathematical definitions of the PSD function are discussed extensively elsewhere, 3, 5, 8 and only brief details are given here. The calculations of 1-D PSD's are based either on the periodogram approach, in which the PSD is calculated as the square of the Fourier transform of the spatial distribution of surface errors, 17 or on a Fourier transform of the autocovariance of the surface-error distribution function. We followed the practices of a number of researchers in the field 3 and chose an approach based on the Fourier transform of the autocovariance function ͑ACF͒, although the two approaches are quite equivalent. For calculations based on N regularly spaced samples over a length L of surface errors ͕ z k ͖ the biased estimator of the ACF is defined as
where N is the number of data points and i is the array index: Ϫ͑N Ϫ 1͒ Յ i Յ N Ϫ 1. The ACF is calculated for both positive and negative lags and is symmetric about the zero lag. N is typically approximately 400 for data from the LADI and 1024 for data from the interference microscope. The lag l is equal to i␦l, where ␦l is the spacing between the data points on the surface of the substrate. The maximum lag is ϮL. The subscript "est" indicates that the quantity in Eq. ͑1͒ represents only an estimate rather than the true statistical value. Because of this, the power spectrum calculated from the Fourier transform of the autocovariance given in Eq. ͑1͒ is an estimate of the true spectrum. An estimator for the sample PSD spectrum is 8
where, again, the subscript "est" indicates that the quantity defined in Eq. ͑2͒ is an estimate of the PSD. The function w͑i͒ is called the lag window, and its Fourier transform is called the spectral window. The normalization conditions for w͑i͒ are that it be equal to 1 at zero lag, symmetric about zero, and go to zero at lags less than or equal to ϮL. For the results presented here, we used the so-called Bartlett window, a triangular window equal to unity at zero lag and going to zero at a lag of ϮK, where K Յ N:
Other more-sophisticated windows are possible, 8 but it turns out that the actual window shape does not exert great influence on the main features of the PSD's analyzed here. The most likely reasons for this lack of effect are that there are no spectral features in the PSD's that require careful windowing to identify. We used a fast Fourier transform ͑FFT͒ routine to evaluate Eq. ͑2͒. When applied to the symmetric, windowed ACF ͓i.e., the function acf͑w͔͒ this FFT returns a value for the spectrum of
The normalization factor reflects the number of points used in the calculation and ensures that the PSD satisfies the Parseval theorem, as discussed by Elson and Bennett. 18 The discrete-frequency variable q lies in the range 0 Յ q Յ N͞2. 19 The PSD is then calculated from Eqs. ͑2͒ and ͑3͒ as
where the spatial frequency of the spectrum is q ϭ q N␦l . From the Parseval theorem the rms roughness 12 across any spatial-frequency range q1 to q2 can be calculated by numerical integration of the function of Eq. ͑4͒:
The relation between this profile roughness and the roughness calculated across a sampled area of the surface has been discussed by Church and Takacs. 20 A more-general expression of the Parseval theorem is that the integral of the PSD over the spatial frequency should equal the normalized integral of the square of the surface errors across the measurement aperture:
where the N points of the PSD function are separated by increments ⌬ in spatial frequency. The Parseval theorem is a useful check of the validity of the methods used to calculate the PSD. The left-hand side of Eq. ͑6͒ is the square of the RMS roughness measured by the TOPO or the LADI instrument, and the right-hand side can be calculated by integration of the PSD function derived from the instrumental data. The spectrum must be integrated before the correction factors discussed in Subsection 4.A are applied.
We verified by calculation that, for our data, there is agreement to better than 1% between the left-and the right-hand sides of Eq. ͑5͒ or ͑6͒. The left-hand side is measured directly from surface-profile measurements with the TOPO or the LADI, and the right-hand side is calculated from the integral sum of the PSD spectrum derived from those measurements.
B. Variance in the Power Spectral Density Estimator
The PSD that is calculated from a data set is only an estimator of the true surface PSD. Discrepancies arise because the PSD is calculated from a record of finite length and from a measurement taken across only a fraction of the total surface.
The variance arising from the finite length of the data record is examined first. Jenkins and Watts 8 discuss how the variance in the PSD estimator that is calculated from a single data set can be reduced, although at the expense of the bandwidth of the measurement. A statistical level of confidence given by the number of degrees of freedom in the measurement can also be calculated. This number depends on the windowing procedure; for the Bartlett window the number of degrees of freedom is
The spectral resolution or minimum width of the spectral feature in the PSD function is determined by the aperture and by the windowing function. For the Bartlett window with K Յ N the spectral resolution b is given by
Equations ͑7͒ and ͑8͒ mean that the narrower the lag window, the worse the spectral resolution, but the greater the statistical certainty in estimating the spectrum. For a single data set the variance can be reduced only at the expense of spectral resolution. The number of degrees of freedom can be increased-hence the variance reduced-without compromising the spectral resolution by means of averaging the PSD's calculated from data sets recorded at different locations across the surface. The number of degrees of freedom is given by the number of data sets multiplied by the number of degrees of freedom per data set ͓Eq. ͑7͔͒.
Power spectra calculated from a windowed single data set and from the average of many data sets are shown in Fig. 3 . The PSD of the TOPO 2.5ϫ data averaged from 12 nonwindowed PSD's ͑11 degrees of freedom͒ that were calculated from data sets collected at different locations across an ETM surface with no window function applied is shown in Fig. 3͑a͒ and compared in Fig. 3͑b͒ with the PSD calculated from a data set collected at a single point on the surface and windowed with N͞K ϭ 4 to create 12 degrees of freedom ͓expression ͑10͒, below͔. The agreement between the PSD's that were calculated by use of these different approaches is generally good, as the direct comparison in Fig. 3͑c͒ shows; however, some fluctuations near 100 cm Ϫ1 seen in the windowed single data set ͓Fig. 3͑b͔͒ are not as prominent in the averaged PSD ͓Fig. 3͑a͔͒. Similar small differences occur in other data sets that we examined. The flattening of the curve at the lowest spatial frequencies shown in Fig. 3͑b͒ compared with that shown in Fig. 3͑a͒ is a result of the smoothing effect associated with the windowing function.
Confidence limits for these PSD distributions can be calculated under the assumption that the individual PSD's follow a chi-squared distribution with 12 degrees of freedom. We chose to analyze our results for an 80% confidence limit ͑i.e., in four of five occasions the value of the PSD would be expected to lie within the limits͒. This level of confidence is less than that normally encountered in statistical analysis but for 12 degrees of freedom yields limits that are sufficiently tight to enable comparisons to be made among the different calculations. Ranges of uncertainty in the ratio ͗X͘͞D, where ͗X͘ is the mean value of the distribution and D is the standard deviation, can be derived from standard tables 21 for the Student's t distribution as a function of the confidence limit chosen. D is therefore calculated as a multiple of ͗X͘, and so on a logarithmic plot ͑which is used here͒ it appears as an error bar of constant size for all values of the PSD. In Fig. 3 we show the uncertainty range D for an 80% confidence limit. Good agreement is shown between the results for the two methods of calculating the PSD except at the lowest spatial frequencies. This outcome is not surprising if we consider that there are differences in the spectral responses between the two approaches that will be most significant at the lowest spatial frequencies. The spectral resolution associated with the windowing function shown in Fig. 3͑b͒ is 12 cm Ϫ1 , whereas that for the data shown in Fig. 3͑a͒ is 3 cm Ϫ1 . Elson and Bennett 18 achieved a reduction in variance by segmenting a single data set into a number of shorter data sets, calculating a PSD from each of these, and averaging those PSD's. This approach is actually equivalent to calculating a PSD from the original data set with a Bartlett window whose width equals the length of the data segments. The number of degrees of freedom in such a procedure is given by Eq. ͑7͒ and increases as the window width decreases, in agreement with the observations made by Elson and Bennett. However, low variance is achieved by use of this method only at the expense of spectral resolution, whereas the variance can be reduced without any further loss of spectral resolution beyond that set by the measurement aperture through the averaging of multiple data sets, each extending across the full measurement aperture.
The number of degrees of freedom for the data analyzed in Fig. 3͑a͒ can be increased to achieve a high level of statistical confidence by means of windowing the ACF's of each data set as well as averaging the PSD's of a number of such data sets. The number of degrees of freedom then becomes n͑M Ϫ 1͒, where M is the number of data sets averaged and n is the number of degrees of freedom associated with each windowed data set. Some loss of spectral resolution results from this procedure, although not as much as would result if a single data set were windowed to produce the same number of degrees of freedom. Twelve sets of TOPO 40ϫ data that were recorded at different locations across the surface of an Fig. 3 . ͑a͒ PSD calculated from the average of 12 PSD's that were measured at different locations across the surface of an ETM. ͑b͒ PSD calculated by the windowing of the ACF of a single data set on the same surface with N͞K ϭ 4, yielding 12 degrees of freedom according to Eq. ͑7͒. ͑c͒ Data from ͑a͒ and ͑b͒ overlaid on the same graph ͑solid curves͒. The uncertainty associated with an 80% confidence limit for the PSD of ͑a͒ is represented by the dotted curves. The units of the PSD are in meters cubed.
ETM were analyzed in this fashion. The result with the standard deviation at an 80% confidence level is shown in Fig. 4 for window widths of N͞K ϭ 1, 16. The corresponding numbers of degrees of freedom when the 12 data sets are averaged are 33 and approximately 500, respectively. The spectral resolutions for these calculations are 3 and 48 cm Ϫ1 , respectively. Figure 4 shows that there is little practical improvement in statistical certainty as the window width is narrowed, with a considerable penalty in reduced spectral resolution. The result obtained with N͞K ϭ 1 appears to be a good estimate of the PSD within the limits of confidence specified.
C. Effects of Low-Frequency Terms
The PSD function is affected strongly by the presence of low-frequency terms ͑tilt, curvature, etc.͒ in the data. These terms are removed before analysis. There is both a mathematical and a physical basis for removing these terms.
From a mathematical point of view largeamplitude, low-frequency terms that appear as tilts or slowly varying baselines produce proportionally high leakage across all frequency components. The leakage occurs during the Fourier transform process and can never be removed completely, regardless of the window. Removal of these terms results in a loss of information regarding the low-frequency components of the spectrum but improves the accuracy of calculation of the rest of the spectrum.
From a physical point of view the PSD can be regarded as a descriptor of the stochastic aspects of the polishing process. The spatial features across the full aperture measured by use of the LADI and described by the Seidel terms relate to more deterministic aspects: for example, spherical aberration might result from polishing across a subaperture of the optical substrate. It could be argued on this basis that terms that describe surface features resulting from deterministic polishing processes are not well described in a statistical framework and should be removed from the data prior to analysis.
In Fig. 5 we show PSD spectra for an ITM with and without astigmatism, coma, and spherical aberration ͑the power has already been removed in both plots͒. Although the influence of the aberrations can be seen clearly at the low frequencies, the nature and the magnitude of these low-frequency terms are probably better assessed from the coefficients of the Zernike polynomial fittings than from the PSD spectrum. As a result, we elected to remove the first nine Zernike terms ͑including the dc, or piston, term͒ prior to calculating the PSD; these terms correspond to aberrations up to the third order in tilt, power, focus, astigmatism, coma, and spherical aberration. In this paper ͑unless mentioned otherwise͒ the lowest nine Zernike terms ͑fitted on a least-squares basis͒ were subtracted from the interferometer data sets prior to PSD analysis. The Zernike polynomials used were taken from the research of Wyant and Creath. 22 The low-frequency tilt and curvature terms can be removed from the TOPO data sets by subtraction of the best-fit linear and quadratic lines from the data set. Removal of these terms is very similar to applying a Gaussian-like spectral filter 2 to the data with a cut-on frequency f c that is set by the aperture size, f c ϭ 1͞L.
Experimental Procedures and Results
In this section we present PSD's of a representative sample of data recorded on the LIGO substrates. These PSD functions, obtained from data recorded by different instruments, were combined to produce a composite result that spans a range of spatial frequencies from 0.1 to 8000 cm A. Instrument Calibration
Three-Dimensional Noncontact Optical Interference Microscope
The sensitivity of instruments such as the TOPO will vary as a function of spatial frequency. In the case of the TOPO 40ϫ objective the modulation transfer function falls off beyond a spatial frequency of approximately 5000 cm
Ϫ1
. Church and Takacs 23 proposed that the PSD calculated from the data measured with the TOPO be modified as follows:
, (9) where PSD m is calculated from the measured data and PSD c is the PSD corrected for roll-off in the modulation transfer function of the 40ϫ microscope objective. The parameter d 0 is the resolution limit of the objective, and d N is the sampling ͑Nyquist͒ limit of the detector array. For a 40ϫ objective, d 0 Ϸ d N Ϸ 0.7 m, giving a spatial-frequency cutoff of approximately 10 4 cm
. At this frequency, according to Eq. ͑9͒, the ratio of the measured to the corrected PSD value is approximately 0.7. We used this correction factor in this paper.
The correction factor for the 2.5ϫ objective can be measured directly by comparison of the TOPO measurements with this objective to those made with a Talysurf 24 stylus probe instrument ͑Model 5-60͒ on the same artifact. We used a stylus with a 0.1-m radius in the direction of the scan and a 1-m radius in the direction perpendicular to the scan. Ten scan measurements were made on the sample, each 5 mm in length with 1000 points͞scan. The scan time was 20 s ͑sampling frequency of 50 Hz͒ with a 20-Hz low-pass Butterworth filter to filter noise from the data. This setup gives a sampling rate of 1 point͞5 m with no limitations on the response of the instrument resulting from the tip radius or the sampling frequency of the electronics. PSD functions were calculated from each scan and averaged to obtain an average PSD. A similar process was carried out with the TOPO 2.5ϫ system. The averaged PSD functions were compared, and in Fig. 6 we show the ratio of these two functions as a function of spatial frequency.
It can be seen from Fig. 6 that the response of the TOPO 2.5ϫ system falls off above 350 cm
, and the response can be approximated by the analytic function
where 0 ϭ 350 cm
. The cut-off frequency of 350 cm Ϫ1 is lower than that of approximately 630 cm Ϫ1 estimated by Church and Takacs 23 for a 2.5ϫ objective. The latter value was calculated from simple physical models of the optics and the photodiode array and is quoted for illustration only. The value found in this study is possibly lower than that calculated for ideal optics because of imperfections in some of the critical components in the Michelson-style objective. The uncorrected PSD from the 40ϫ objective shows evidence of a noise floor at the highest spatial frequencies. An example of this can be seen in Fig. 4 . When combining the 40ϫ data with that from the LADI and the TOPO 2.5ϫ, we truncated the 40ϫ data at the spatial frequency of 8000 cm Ϫ1 at which the noise floor appears.
Large-Aperture Digital Interferometer
The frequency response of the LADI detection system was not measured; however, simple calculations show that it is not expected to be limited by the modulation transfer function of the CCD lens or that of the main collimating lens. The frequency response is determined primarily by the CCD's sampling and performance. No correction factor was applied to the PSD calculated from the LADI data.
B. Large-Aperture Digital Interferometer Results
The data sets obtained from the TOPO measurements are one dimensional, and the surface is expected to be relatively isotropic over the 5-mm scale length of the scan ͑2.5ϫ objective͒ or of the 0.3-mm length ͑40ϫ objective͒. This outcome is not so for the LADI data. Even after removal of the first nine Zernike terms the surface shows features that vary radially ͓refer to Fig. 1͑b͔͒ ; some of these features are measurement artifacts, 25 and some are real surface features. Therefore the PSD's calculated from interferometer data that are averaged should come from diametral chords rather than from x-or y-scan data.
In Fig. 7 we show PSD's calculated from the averages of 10 radial and 10 x-scan PSD's for an ETM surface. There are features in the radial PSD that Fig. 6 . Ratio of the response of the WYKO TOPO 2.5ϫ objective compared with that of a Talysurf scanning-stylus instrument. The noise is both instrumental ͑principally in the Talysurf device͒ and the result of the response functions' for each instrument being derived from measurements at differing locations on the substrate. An analytic response function ͓expression ͑10͔͒ is shown for comparison, with 0 ϭ 350 cm
Ϫ1
. The rise in the response curve above ϳ800 cm Ϫ1 is not well fitted by the analytic curve and possibly is due to the TOPO response's becoming noise limited.
are not seen in the x-scan PSD and vice versa. In particular, the radial PSD shows two pronounced peaks at low frequencies that are associated with the circular artifacts seen on the phase map. These peaks are not seen in the x-scan data.
The drop in the PSD at frequencies lower than 0.1 cm Ϫ1 results partially from the removal of lowspatial-frequency components from the phase map. However, the principal reason is that ͓from Eq. ͑2͔͒ the main contribution to the PSD at low frequencies comes from the autovariance calculated at large lags. This contribution goes to zero because, for finite data sets, the number of terms contributing to the sum ͓Eq. ͑1͔͒ goes to zero. This behavior is also seen in the results for the TOPO data ͑see below͒.
The other difference between the spectra is in the detailed shape of the spectrum near 5-6 cm
. The x-scan data show a small peak at this spatial frequency, whereas the radial-scan spectrum flattens out and becomes more noisy. These differences are probably due to the simple interpolation algorithm used to obtain phase values on a polar grid from the Cartesian data array.
Both the x-scan and the radial-scan spectra do suggest that the surface is somewhat rougher near spatial scale lengths of 2 mm or so than at other scale lengths. This length is approximately the size of the polishing facets used on the Teflon lap. 2, 26 This correlation is plausible if we consider that features of a scale size S, which are smaller than a facet ͑scale size F͒, are in uniform contact with a facet for a fraction ͑F Ϫ S͒͞F of the time during polishing. Thus, as F becomes comparable with S, nonuniformities in polishing may become more apparent. When S is much larger than F the facet pattern is unimportant as long as all the facets lie along a common plane. The process we use to condition the Teflon polisher 2,26 ensures that this occurs.
Each kind of substrate ͑BS, ETM, ITM, RM, or FM͒ is polished on a lap that has been conditioned to a shape appropriate to the radius. 2 Because the polishing process is highly reproducible from component to component within a family, we might expect the power spectra of the pieces within a family to be similar. Conversely, we might expect differences between families. These suppositions are borne out by Fig. 8 , which shows the PSD's for four ETM's, four FM's, and three RM's. Each plot is the average of 10 PSD's, all calculated from a radial chord with a windowing function of N͞K ϭ 1. The number of degrees of freedom is therefore 27 ͓Eq. ͑7͔͒. The 80% confidence level calculated for this number of degrees of freedom is shown in the top right-hand corner of each plot in Fig. 8 . The PSD's within each family agree within this level of confidence, although variations are significant at low spatial frequencies.
C. Three-Dimensional Noncontact Optical Interference Microscope Results
TOPO data were recorded with each of the two objectives. The results given here are averages of PSD's calculated from 12 data sets recorded at different locations across a 200-mm aperture. Tilt and curvature were removed from the data set prior to analysis. This is roughly equivalent 2 to removing spectral components with a frequency that is lower than the aperture's cut-off frequency ͑ ϭ 1͞L͒.
Results for the 2.5ϫ and the 40ϫ objectives do not show great differences among substrate families. This trend is illustrated in Fig. 9 . Results for two FM surfaces, two ETM surfaces, and two RM surfaces are shown in Fig. 9͑a͒ for the 2.5ϫ objective and in Fig. 9͑b͒ for the 40ϫ objective. This lack of difference is to be expected because the polishing process at scale lengths of less than a millimeter is principally a function of the slurry and the lap material. 26 These results were not corrected for the instrumental effects discussed in Subsection 4.A.
D. Combined Data
The data from the LADI and the 2.5ϫ and 40ϫ TOPO objectives can be combined to give a PSD for the LIGO surfaces that extend from less than 0.1 cm Ϫ1 to 8000 cm
Ϫ1
. Results for single FM, RM, ETM, and ITM substrate surfaces are shown in Fig. 10 . The corrections to the TOPO data sets discussed in Subsection 4.A were applied. No parameters were adjusted to optimize the degree of overlap between the PSD's for the individual instruments. The number of degrees of freedom of each curve is approximately 30. The uncertainty associated with an 80% confidence limit was calculated for this number of degrees of freedom and is shown in the graphs. Apart from the fall off at the low-frequency end of all traces ͑Sub-section 4.A.1͒, it can be seen that the data closely approximate a straight line on a log-log plot, so the PSD function is of the form
Values of n, the exponent in Eq. ͑11͒, were calculated by the fitting of straight lines to the PSD functions ͑corrected as described in Subsection 4.A͒ across the full range of spatial frequencies shown in Fig. 10 . The lowest-frequency sections of each segment of the PSD curve ͑where the roll-off occurs͒ were not used in this analysis. Values of n for each family of substrates are shown in Table 1 . The variation in n is shown from substrate to substrate within each family. With the exception of the values for the FM surfaces, the value of n lies between 1.4 and 1.5. The value of n typically varies by Ϯ0.05, depending on where the three segments to which the analytic form is fitted overlap. The power-law dependence seen in Eq. ͑11͒ was proposed by Church 5 for a surface with a fractal finish.
The analytic approximation to the data ͓Eq. ͑11͔͒ can be reintegrated and used to recalculate the surface roughness over a given spatial-frequency range. We compared the roughness values measured experimentally with those calculated in this fashion ͑i.e., by use of a spatial-frequency range for integration appropriate to the instrument͒. In the majority of cases the agreement between the calculated and the measured roughness was better than 20% for the TOPO data ͑both 2.5ϫ and 40ϫ͒. However, agreement was not always good for the LADI data; this was most probably because some of the phase maps had some higher-order astigmatic aberrations whose contribution to the roughness when calculated on a 2-D array was removed when a series of 1-D chords was used to calculate the roughness.
Discussion and Conclusions
Our results have shown that a statistically meaningful description of a surface in terms of a PSD can be obtained with a sampling procedure that combines the results from three different measuring instruments. The uncertainty in the PSD that is associated with a specified level of confidence has been calculated from the number of degrees of freedom associated with the measurements. We found that procedures in which the PSD's of multiple data sets were averaged with some windowing of each data set yielded results with acceptable uncertainties without compromising spectral resolution. The results from the different instruments were in agreement to a high level of confidence.
Although direct evidence has not been presented here, the reliability of the calculation of the PSD appears to have been improved by the removal of the Fig. 10 . PSD functions for ͑a͒ a FM, ͑b͒ the RM, ͑c͒ the ETM, ͑d͒ the ITM for which the results from the LADI and the TOPO measurements ͑2.5ϫ and 40ϫ͒ were combined, with corrections as discussed in Subsection 4.A. The uncertainty associated with the 80% confidence limit is shown for each plot. The values of n represent the range of values found for the number of surfaces given. R indicates the specified radius of curvature of the surface.
lowest-spatial-frequency terms. This improvement supports the proposition that a useful method for specifying an optical surface might be in terms of a stochastic and a deterministic component. The deterministic component is related to the surface aberrations whose fundamental spatial scale is of the order of the measurement aperture and can be quantified in terms of these aberrations. The stochastic component remains after the deterministic component is removed and is described by the PSD. The practical implementation of such an approach relies on a judgement as to which aberration terms should be removed.
A variation of this approach has been used to specify the LIGO optics. 27 Here tolerances on several of the main aberrations and on the surface roughness across two spatial-frequency bands have been specified. The value of surface roughness in each spatialfrequency band can be calculated from the integral of the PSD across the range of specified spatial frequencies. This approach could be extended to the specification of surface roughness across a number of spatial-frequency bands as a practical alternative to specifying a PSD function across the full range of spatial frequencies. 6, 7 We gratefully acknowledge the assistance of Frank Lesha, Edita Pavlovic, and Jeff Seckold in making the measurements. Discussions with Rainer Weiss ͑Massachusetts Institute of Technology͒ and Murray Cameron ͑CSIRO͒ on methods for calculating PSD's and PSD representations of surfaces were very valuable, as were discussions with Garilynn Billingsley and Bill Kells ͑LIGO Project, California Institute of Technology͒ on surface specifications. Part of this study was done while C. J. Walsh was at the Optical Sciences Center, University of Arizona, with support from a Fulbright Award. Discussions with James Wyant and Katherine Creath during this time are gratefully acknowledged.
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