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CHAPTER 1
Introduction
1.1. Introduction
The theory of non-Newtonian and viscoelastic fluids flourished in the second half of last century with
the developments of polymers and the growth of materials science and engineering that generated many
new products and applications. The Oldroyd-B equation is a fundamental building block of non-Newtonian
modeling. In this model, it is assumed that the polymers are diluted in a Newtonian solvent so that the
Cauchy stress tensor is split into two parts.
The purpose of this thesis is to analyze a mathematical model of Non-Newtonian and viscous barotropic
fluid flow of Oldroyd-B model with free surfaces in a bounded domain. We prove the local and global well-
posedness of the problem in Lp-Lq framework. To prove it, we use the Lagrange coordinate instead of the
Euler coordinate. Besides that, in the last chapter of this thesis, we investigate the two phase problem of
the Stokes resolvent equations. Therefore, in the following section we present a physical motivation of the
investigated models.
1.2. Physical Motivation
1.2.1. Oldroyd-B Model. We consider the motion of non-Newtonian fluid flow of the compressible
viscous barotropic of Oldroyd-B type. Let Ω be a domain in the N -dimensional Eulclidean space RN (N ≥ 2)
with its boundary consisting of two parts Γ0 and S0, where Γ0∩S0 = ∅. The Ω is occupied by a compressible
viscous baroptropic non-Newtonian fluid of Oldroyd-B type. The present thesis deals with free boundary
problem of Oldroyd B model and the problem is formulated as following:
(1.2.1)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tρ+ div (ρu) = 0 in Ωt,
ρ(∂tu+ u ·∇u)−DivT(u, P (ρ)) = βDiv τ in Ωt,
∂tτ + u ·∇τ + γτ = δD(u) + gα(∇u, τ) in Ωt,
(T(u, P (ρ)) + βτ)nt = −P (ρ∗)nt on Γt,
u = 0 on S0,
(ρ,u, τ)|t=0 = (ρ∗ + θ0,u0, τ0) in Ω0,
Ωt|t=0 = Ω0, Γt|t=0 = Γ0,
for 0 < t < T . Let Ωt and Γt be the evolution of Ω and Γ, respectively. The problem is to determine the
region Ωt ⊂ RN , the density field ρ = ρ(x, t), τ be the elastic part of the stress tensor and the velocity field
u = (u1(x, t), . . . , uN (x, t)).
Here, ρ∗ is a positive constant describing the mass density of the reference domain Ω. T(u,π) the stress
tensor of the form
T(u,π) = S(u)− πI with S(u) = µD(u) + (ν − µ)divuI,(1.2.2)
D(u) the doubled deformation tensor whose (i, j) components are Dij(u) = ∂iuj + ∂jui (∂i = ∂/∂xj), I the
N × N identity matrix, µ, ν, β, γ and δ are positive constants (µ and ν are the first and second viscosity
coeﬃcients, respectively), nt is the unit outer normal to Γt, P (ρ) a C∞ function defined for ρ > 0 which
satisfies that P ′(ρ) > 0 for ρ > 0. Moreover, the function gα(∇u, τ) has a form
gα(∇u, τ) =W(u)τ − τW(u) + α(τD(u) +D(u)τ),(1.2.3)
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where α is a constant with −1 ≤ α ≤ 1 and W(u) the doubled antisymmetric part of the gradient ∇u whose
(i, j) components are Wij(u) = ∂iuj − ∂jui. Finally, for any matrix field K whose components are Kij , the
quantity DivK is an N vector whose i-th component is
∑N
j=1 ∂jKij , and also for any vector of functions
u = (u1, . . . , uN ), divu =
∑N
j=1 ∂juj , and u ·∇u is an N vector whose i-th component is
∑N
j=1 uj∂jui. We
assume that the boundary of Ωt consists of S0 and Γt with S0 ∩ Γt = ∅.
Aside from the dynamical system (2.1.1), a further kinematic condition for Γt is satisfied, which gives
(1.2.4) Γt = {x ∈ RN | x = x(ξ, t) (ξ ∈ S0)},
where x = x(ξ, t) is the solution to the Cauchy problem:
(1.2.5)
dx
dt
= u(x, t) (t > 0), x|t=0 = ξ ∈ Ω.
1.2.2. Two-phase problem of Stokes equations. In this subsection, we consider the R-boundedness
of solution operator families for two-phase Stokes Equations problem. The problem will be formulated in the
following : Let Ω be a domain in RN , N ≥ 2, with two boundaries Γ± which satisfying Γ−∩Γ+ = ∅. Assume
that some hyper-surface Γ divides Ω into two sub-domain of Ω, that is, there are connected subsets Ω± of Ω
such that Ω \ Γ = Ω+ ∪ Ω−. And, also we suppose that Γ ∩ Γ+ = ∅, Γ ∩ Γ− = ∅. Ω±’s boundaries consist of
two part, Γ and Γ±, respectively. Set Ω˙ = Ω+ ∪ Ω− and λ ∈ Σϵ,λ0 which defined by (2.3.1) in Sect. 2 below
for 0 < ϵ < π/2 and λ0 > 0. Then, the problem described by the following system :
(1.2.6)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
λu− ρ−1DivT(u, θ) = f in Ω˙,
divu = g in Ω˙,
[[T(u, θ)n)]] = h in Γ,
[[u]] = 0 on Γ,
T(u, θ)n+ = k on Γ+,
u = 0 in Γ−.
Here, the unknown u = (u1(x), . . . , uN (x))T and θ = θ(x) are N -component vector and scalar functions,
respectively. The right members f = (f1(x), . . . , fN (x))T , g = g(x), h = (h1(x), . . . , hN (x))T and k =
(k1(x), . . . , kN (x))T are given functions. Let ρ± be positive constants and µ± = µ±(x) scalar functions
defined on RN and let χD be the indicator function of D ⊂ RN which defined by ρ = ρ+χΩ+ + ρ−χΩ− ,
µ = µ+χΩ+ + µ−χΩ− , respectively. T(u, θ) = µD(u) − θI, where I is the N × N identity matrix and
D(u) is the doubled deformation tensor of the velocities with (i, j)th elements Dij(u) = ∂iuj + ∂juj , for
i, j = 1, . . . , N and ∂i =
∂
∂xi
. n and n+ are unit normal vector from Ω+ to Ω− on Γ and on Γ+, respectively.
For any function f defined on Ω˙, [[f ]] denotes a jump of f across the interface Γ as follows:
[[f ]] = [[f ]](x, t) = lim
y→x,y∈Ω+
f(y, t)− lim
y→x,y∈Ω−
f(y, t) (x ∈ Γ).
1.3. Overview of this thesis
This thesis is composed of five themed chapters. First chapter is introduction including physical mo-
tivation and the notation. In Chapters 2 and 3, the free boundary problem of the Oldroyd-B model is
treated, which is formulated as (3.1.1). In Chapter 2, the local well-posedness for the equations in Lagrange
coordinates is proved. The local well-posedness means the existence of solutions in a finite time interval for
any initial data. The chapter 2 consists of four sections. Since the domain is unknown, problem (3.1.1) is
transformed to the equations described in the Lagrange coordinate in Sect.1. After this transformation, the
linearized problem is also explained. And then, main theorems concerning the local well-posedness for the
nonlinear problem as well as the maximal Lp-Lq regularity for linearized equations are stated. In Sect. 2, it
is proved the existence of R bounded solution operators of the resolvent problem for the linearized equations.
In Sect. 3, the maximal Lp-Lq regularity theorem is proved by combining the results in Sect. 2 with the Weis
operator valued Fourier multiplier theorem. In Sect. 4, the local well-posedness is proved by the Banach
fixed point theorem based on the results obtained in Sect. 3.
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In chapter 3, the global well-posedness for small initial data is proved, which means the unique existence
of solutions defined on the whole time interval (0,∞). The main ingredient is the exponential decay property
of solutions to the linearized equations. The chapter 3 consists of four sections. The first section is devoted
to stating the main results about the global well-posedness for the nonlinear problem. In Sect. 2, it is proved
the main result concerning the decay properties of solutions to the linearized equations by using results
obtained in Sect. 3. In Sect. 3, the exponential stability of semi-group associated with linearized equations
is proved by showing that the resolvent set contains the whole non-negative real half plan provided that the
underlying space is orthogonal to the rigid motion. In Sect. 4, the global well-posedness is proved by a
bootstrap argument based on the decay theorem obtained in Sect. 2.
In Chapter 4, the resolvent problem for the two phase problem of the Stokes equations is discussed.
The equations is formulated as follows: Let Ω be a domain in RN , N ≥ 2, with two boundaries Γ± which
satisfying Γ−∩Γ+ = ∅. Assume that some hyper-surface Γ divides Ω into two sub-domain of Ω, that is, there
are connected subsets Ω± of Ω such that Ω\Γ = Ω+∪Ω−. And we also suppose that Γ∩Γ+ = ∅, Γ∩Γ− = ∅.
Ω±’s boundaries consist of two part, Γ and Γ±, respectively. Let Ω˙ = Ω+ ∪ Ω−. Now Ω+ is occupied by
one of the fluids with the viscosity coeﬃcient µ+ and the density ρ+, whilst Ω− is occupied by another fluid
with the viscosity coeﬃcient µ− and the density ρ−. Here ρ± and µ± are positive constants. Unknown
domains Ω±t are the evolution of Ω± at time t > 0, where Ω± are occupied by diﬀerent incompressible
viscous fluids, The system of equations describing problem are figured by (1.2.6). The chapter 4 consists of
four sections. In the first section, after it is stated the main result concerning the existence of R bounded
solution operators associated with (1.2.6), the reduced Stokes equations is given and the equivalence between
the Stokes equations and reduced Stokes equations are proved. The main reason why the reduced Stokes
equations are introduced is that the divergence condition is not stable under the localization procedure. In
Sect. 2, the model problem in the whole space with planer interface is studied. In Sect. 3, the perturbed
half-space problem is studied. In Sect. 4, the main result is proved by constructing the parametric with the
help of the partition of unity and the results in Sect. 3.
In Chapter 5, known results about the general domain and the R boundedness for the Lame´ equation
are proved as appendices, which are used in the text. The last chapter of the thesis contains a number of
appendix and the bibliography appears in the last section in this thesis which treat the depth the ideas we
have presented.
1.4. Function Spaces
1.4.1. Lebesgue Space. For any domain D in RN and 1 ≤ p, q ≤ ∞, Lq(D) is notation for the usual
Lebesgue space, which is the class of all Lebesgue measurable function u defined on D for which
(1.4.1) ∥u∥Lp(D) =
⎧⎨⎩
(∫
D
|u(x)|pdx
)1/p
<∞ (1 ≤ p <∞),
essup |u(x)| <∞ (p =∞).
We identify in Lp(D) functions that are equal almost everywhere in D. The elements of Lp(D) are thus
equivalence classes of measurable functions satisfying (1.4.1), two functions being equivalent if they are equal
almost everywhere in Ω. See [26].
1.4.2. Sobolev Space. The Sobolev space is a vector space of functions with weak derivatives. Let
Ω ⊂ RN be an open set. For now, we start by recalling the definition of weak derivatives.
Definition 1.4.1. Assume that u ∈ L1loc. Let α := (α1, . . . ,αN ) ∈ NN0 be a multi-index. If there exists
g ∈ L1loc such that ∫
Ω
u ∂α11 · · · ∂αnN ψ dx = (−1)α1+···+αN
∫
Ω
ψgdx
for all ψ ∈ C∞0 , then g is called a weak partial derivative of u with respect to α = (α1, . . . ,αN ) ∈ NN0 . The
function g is denoted by ∂αx u. Moreover, we write ∇u to denote the weak gradient
(
∂u
∂x1
, . . . , ∂u∂xN
)
of u and
we write short ∂ju for
∂u
∂xj
with j = 1, . . . , N .
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Lemma 1.4.2. (Uniqueness of weak derivatives). A weak αth- partial derivative of u, if it exists, is
uniquely defined up to a set of measure zero.
Definition 1.4.3. The Sobolev space
Wmq (D)
consists of all locally summable functions u : D → R such that for each multi-index α with |α| ≤ k, Dαu
exists in the weak sense and belongs to Lp(D). If u ∈Wmq (D), we define its norms to be :
∥u∥Wmq (D) :=
⎧⎨⎩
(∑
|α|≤m
∫
D |∂αx u(x)|p dx
)1/p
(1 ≤ p <∞)∑
|α|≤m essup |∂αx u(x)| (p =∞)
For definition of Sobolev Space, we can see [2].
1.4.3. Besov Space. Bsp,q(D) denote as Besov space. While ∥ ·∥Bsq,p(D) as its norms. For Sobolev space
on suﬃciently smooth domains the resulting intermediate space are called Besov space. The real interpolation
methods also applies to scale of spaces based on smoothness. For this definition we can see [2]
1.4.4. Bessel Potential Space. Hsq (D) denote as Bessel potential space, while ∥ · ∥Hsq (D) denote its
norms. In particular, W sp (RN ) = Hsp(RN ) for s = m positive integer up to equivalence of norms, when
1 < p <∞. The fractional order Sobolev spaces are natural generalizations of the Sobolev spaces that allow
for fractional orders of smoothness. By multiplying or dividing Fourier transforms by factors of the form
(1+ | · |2)−r/2, when r > 0 these radial factors are constant multiplies of Fourier transforms of certain Bessel
functions; for this reason the space Hsp(RN ) are often called spaces of Bessel potentials, see [2].
1.5. Preliminaries
In this section, we introduce the notation, definitions and Banach fixed point theorem, which are used
in entire of this thesis.
1.5.1. Notation. Let N be the set of all natural numbers and N0 = N ∪ {0}. R denotes the set of real
numbers, and C the sets of all complex numbers. For any multi-index κ = (κ1, . . . ,κN ) ∈ NN0 , we write
|κ| = κ1 + · · ·+ κN and
∂κxψ = ∂
κ1
1 · · · ∂κNN ψ =
α|κ|ψ
∂κ1x1 · · · ∂κNxN
with x = (x1, . . . , xN ) and ∂j = ∂/∂xj . Vector functions and matrix functions are denoted by bold-face letter
which is corresponding to the velocity field, for example g = (g1(x), . . . , gN (x))T , where (g1(x), . . . , gN (x))T
is the transposed (g1(x), . . . , gN (x)), and M = (Mij(x)) which is an N ×N matrix of functions whose (i, j)
component is Mij(x). But, we also use the Greek letters, e.g., ρ, θ, τ , ω, to denote mass density and
elastic tensors unless the confusion may occur, although the elastic tensors are N × N matrices. For the
diﬀerentiations,
∇f = (∂1f(x), . . . , ∂Nf(x))T , ∆f =
N∑
j=1
∂2j f(x), ∆g = (∆g1(x), . . . ,∆gN (x))
T ,
div g =
N∑
j=1
∂jgj(x), ∇2g = {∂i∂jgk(x) | i, j, k = 1, . . . , N} = {∂αgi | |α| = 2, i = 1, . . . , N},
∇g =
⎛⎜⎝ ∂1g1(x) . . . ∂Ng1(x)... . . . ...
∂1gN (x) . . . ∂NgN (x)
⎞⎟⎠ , DivM = ( N∑
j=1
∂jM1j , . . . ,
N∑
j=1
∂jMNj
)T
.
Let D be any domain in RN . C∞(D) denotes the set all C∞ functions defined on D. For 1 ≤ p, q ≤ ∞
m ∈ N and s ∈ R \ N with s > 0, let Lq(D), Wmq (D) and Bsq,p(D) denote the Lebesgue space, Sobolev
space and Besov space, while ∥ · ∥Lq(D), ∥ · ∥Wmq (D) and ∥ · ∥Bsq,p(D) denote their norms, respectively. We
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write W 0q (D) = Lq(D) and W
s
q (D) = B
s
q,q(D). Given 1 < q < ∞, we set q′ = q/(q − 1). Let Ŵ 1q (D) be
a homogeneous space defined by Ŵ 1q (D) = { f ∈ Lq,loc(D) | ∇f ∈ Lq(D)N } with semi-norm ∥∇ · ∥Lq(D).
In addition, let Ŵ 1q,0(D) and W
1
q,0(D) be spaces defined by X
1
q,0(D) = { f ∈ X1q (D) | f = 0 on ∂D } for
X ∈ {W, Ŵ}. We denote the dual spaces of Ŵ 1q (D) and Ŵ 1q,0(D) by Ŵ−1q′ (D) and Ŵ−1q′,0(D), respectively.
Let Sym(RN ) and ASym(RN ) be the set of all N ×N symmetric and anti-symmetric matrices, respectively.
For 1 < q <∞, let q′ = q/(q − 1), which is the dual exponent of q and satisfies 1/q + 1/q′ = 1.
Let X and Y be two Banach spaces with norm ∥ · ∥X and ∥ · ∥Y , respectively. L(X,Y ) denotes the set
of all bounded linear operators from X into Y . Let L(X) = L(X,X). Let Hol (U,L(X,Y)) be the set of all
L(X,Y ) valued holomorphic functions defined on a domain U in C. For d ∈ N with d ≥ 2, the d-product
space of X is defined by Xd = {f = (f, . . . , fd) | fi ∈ X (i = 1, . . . , d)}, while its norm is denoted by ∥ · ∥X
instead of ∥ ·∥Xd for the sake of simplicity. Moreover, XN×N denotes the set of all N×N matrix of functions
whose (i, j) elements are elements in X, while its norm is denoted by ∥ · ∥X too. We set
Wm,ℓq (D) = {(f,g, τ) | f ∈Wmq (D), g ∈W ℓq (D)N , τ ∈Wmq (D)N×N},
∥(f,g, τ)∥Wm,ℓq (Ω) = ∥(f, τ)∥Wmq (Ω) + ∥g∥W ℓq (Ω).
Lp(I,X) and Wmp (I,X) denote the usual Lebesgue space and Sobolev space of X-valued function defined on
an interval I, while ∥ · ∥Lp(I,X) and ∥ · ∥Wmp (I,X) denote their norms, respectively. Moreover, we set
∥eηtf∥Lp((a,b),X) =
(∫ b
a
(eηt∥f(t)∥X)pdt
)1/p
for 1 ≤ p <∞.
Let
Lp,γ(I,X) = {f : I → X | e−γtf ∈ Lp(I,X)},
Lp,0,γ(R, X) = {f ∈ Lp,γ(R, X) | f(t) = 0 for t < 0},
Wmp,γ(I,X) = {f ∈ Lp,γ(I,X) | e−γt∂jt f(t) ∈ Lp(R, X) (j = 1, . . . ,m)},
Wmp,0,γ(R, X) =Wmp,γ(R, X) ∩ Lp,0,γ(R, X).
Let L, L−1, F , and F−1 denote the Laplace transform, the Laplace inverse transform, the Fourier transform,
and the Fourier inverse transform, respectively, which are denoted by
L[f ](λ) =
∫ ∞
−∞
e−λtf(t) dt, L−1[g](t) = 1
2π
∫ ∞
−∞
eλtg(λ) dτ,
F [f ](τ) =
∫ ∞
−∞
e−iτtf(t) dt, F−1[g](t) = 1
2π
∫ ∞
−∞
eiτtg(τ) dτ
with λ = γ + iτ ∈ C. Note that L[f ](λ) = F [e−γtf(t)](τ) and e−γtL−1[g](t) = F−1[g(γ + iτ)](t). For any
real number s ≥ 0, let Hsp,γ(R, X) be the Bessel potential space of order s defined by
Hsp,γ(R, X) = {f ∈ Lp,γ(R, X) | e−γt[Λsγf ](t) = F−1[λsL[f ](λ)](t) ∈ Lp(R, X)}
with λ = γ + iτ and γ > 0. We set
Hsp,0,γ(R, X) = {f ∈ Hsp,γ(R, X) | f(t) = 0 for t < 0},
Hsp,γ(I,X) = {f | ∃f˜ ∈ Hsp,γ(R, X) s.t. f˜(t) = f(t) for t ∈ I},
∥f∥Hsp,γ(I,X) = inf{∥e−γtΛsγ f˜∥Lp(R,X) | f˜ ∈ Hsp,γ(R, X) with f˜ = f on I}.
If X is a UMD space and 1 < p < ∞, then replacing the Fourier multiplier theorem of S. G. Mikhlin [31]
by that of J. Bourgain [3] in the paper due to A. P, Caldero´n [4] concerning Bessel potential spaces, we see
that Hsp,γ is continuously embedded into H
r
p,γ when s > r ≥ 0 and Hsp,γ = W sp,γ when s is non-negative
integers. Moreover, the Sobolev embedding theorem holds, that is, Hsp,γ is continuously embedded into H
r
q,γ
if 1 < p < q < ∞, s > r ≥ 0, and s − r = 1/p − 1/q, and every functions in Hsp,γ coincides almost
5
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everywhere with a Lipschitz continuous functions of order s − 1/p if 0 < s − 1/p < 1. The function spaces
W 2,1q,p,γ(Ω× (0,∞)) and W 2,1q,p,0,γ(Ω× R) for solutions of problems (4.1.13) and (4.1.14) are defined by
W 2,1q,p,γ(Ω× (0,∞)) =W 1p,γ((0,∞), Lq(Ω)) ∩ Lp,γ((0,∞),W 2q (Ω)),
W 2,1q,p,0,γ(Ω× R) =W 1p,0,γ(R, Lq(Ω)) ∩ Lp,0,γ(R,W 2q (Ω)),
respectively.
Hsp,γ((0,∞), H2(1−s)q (Ω)) = [Lp,γ((0,∞),W 2q (Ω)),W 1p,γ((0,∞), Lq(Ω))]s
with complex interpolation functor [·, ·]s and 0 < s < 1, which leads to
Hsp,γ((0,∞), H2(1−s)q (Ω)) ⊂W 2,1q,p,γ(Ω× (0,∞)),
∥f∥
Hsp,γ((0,∞),H2(1−s)q (Ω)) ≤ C
(
∥e−γt∂tf∥Lp((0,∞),Lq(Ω)) + ∥e−γtf∥Lp((0,∞),W 2q (Ω))
)
with a positive constant C = Cs,p,q,γ .
For a = (a1, . . . , an) and b = (b1, . . . , bn), we set a · b =< a,b >=
∑n
j=1 ajbj . For scalar functions
f, g and N -vectors of functions f , g we set (f, g)D =
∫
D fg dx, (f ,g)D =
∫
D f · g dx, (f, g)Γ =
∫
Γ fg dσ,
(f ,g)Γ =
∫
Γ f · gdσ, where σ is the surface element of Γ. For N × N matrices of functions A = (Aij) and
B = (Bij), we set (A,B)D =
∫
DA : B dx and (A,B)Γ =
∫
ΓA : B dσ, where A : B ≡
∑N
i,j=1AijBij .
To denote generic positive constants, we use the letter C. And, Ca,b,c,... means that the constant depends
on the quantities a, b, c, . . . . The values of C and Ca,b,c,... may change from line to line.
1.5.2. Definition of R-boundedness. A central concept in modern analysis is R-boundedness of fam-
ilies operators. By means of this notation stochastic analysis is introduced into operator theory. Furthermore,
we introduce the definition of R- boundedness of the operator family based on Denk, Hieber and Pru¨ss [17].
Definition 1.5.1. A family of operators T ⊂ L(X,Y ) is called R-bounded on L(X,Y ), if there exist
constants C > 0 and p ∈ [1,∞) such that for any n ∈ N, {Tj}nj=1 ⊂ T , {fj}nj=1 ⊂ X and sequences {rj}nj=1
of independent, symmetric, {−1, 1}-valued random variables on [0, 1], we have the inequality:{∫ 1
0
∥
n∑
j=1
rj(u)Tjxj∥pY du
}1/p
≤ C
{∫ 1
0
∥
n∑
j−1
rjxj∥pX du
}1/p
.
The smallest such C is called R-bound of T , which is denoted by RL(X,Y )(T ).
Remark 1.5.2. (1) If T ⊂ B(X,Y ) is R-bounded then its uniformly bounded with
sup{|T | : T ∈ T } ≤ R(T )
This follows from the definition of R-bounded with N = 1, since ∥r1∥Lp(Ω) = 1.
(2) The definition ofR-boundedness is independent of p ∈ [1,∞). This follows from Kahane’s inequality
: For any Banach Space X and 1 ≤ p, q <∞, there is a constant C(p, q,X) such that
∥
N∑
j=1
rjxj∥Lp(Ω;X) ≤ C(p, q,X)∥
N∑
j=1
rjxj∥Lq(Ω;X)
for each N ∈ N, xj ∈ X and for all independent, symmetric, {−1, 1}-valued random variables rj on
a probability space (Ω,A, µ).
(3) Let X = Y = Lp(G) for some open G ⊂ RN . Then, T ⊂ R(X,Y ) is R-bounded if and only if there
exist a constant M > 0 such that the following square function estimate holds :
∥(
N∑
j=1
∥Tjfj∥2)1/2∥Lp(G) ≤M∥((
N∑
j=1
∥fj∥2)1/2)∥Lp(G)
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for all N ∈ N, fj ∈ Lp(G) and Tj ∈ T . This is a consequence of the Khintchine inequality: For each
p ∈ [1,∞) there is a constant Kp > 0 such that
K−1p ∥
N∑
j=1
rjaj∥Lp(Ω) ≤ (
N∑
j=1
∥aj∥2)1/2 ≤ Kp∥
N∑
j=1
rjaj∥Lp(Ω),
for all N ∈ N, aj ∈ C and for all independent, symmetric, {−1, 1}-valued random variables rj on
probability space (Ω,M, µ).
The next Lemma shows that R-bounds behave like norms.
Lemma 1.5.3. (1) Let X, Y be Banach spaces and T , S ⊂ L(X,Y ) be R-bounded then
T + S = {T + S | T ∈ T , S ∈ S}
is R-bounded as well, and
RL(X,Y )((T + S) ≤ RL(X,Y )(T ) +RL(X,Y )(S).
.
(2) If X, Y and Z be Banach spaces and let T ∈ L(X,Y ) and S ⊂ L(Y, Z) be R-bounded. Then
ST = {ST | T ∈ T , S ∈ S} is R-bounded and
RL(X,Z)(T S) ≤ RL(X,Y )(T )RL(Y,Z)(S).
For the proof of this variant of R-boundedness we refer the reader to Denk, Hieber and Pru¨ss [17].
To state the Weis operator valued Fourier multiplier theorem which is obtained by Weis [73], we introduce
the operator valued Fourier multiplier. Let D(R, X) and S(R, X) be the set of all X valued C∞ functions
having compact support and the Schwartz sapce of rapidly decreasing X valued function, respectively, while
S ′(R, X) = L(S(R,C), X). Given M ∈ L1,loc(R\{0}, X), we define the operator TM : F−1D(R, X) →
S ′(R, Y ) by
TMφ = F−1[MF [φ]] (F [φ] ∈ D(R, X)).(1.5.1)
Theorem 1.5.4 (Weis [73]). Let X and Y be two UMD spaces and 1 < p <∞. Let M be a function in
C1(R \ {0},L(X,Y )) such that
RL(X,Y )({M(τ) | τ ∈ R \ {0}}) = κ0 ≤ ∞, RL(X,Y )({τM ′(τ) | τ ∈ R \ {0}}) = κ1 ≤ ∞.
Then, the operator TM defined in (1.5.1) is extended to a bounded linear operator from Lp(R, X) into Lp(R, Y ).
Moreover, denoting this extension by TM , we have
∥TM∥L(Lp(R,X),Lp(R,Y )) ≤ C(κ0 + κ1)
for some positive constant C depending on p, X and Y .
Remark 1.5.5. The definition of UMD space and its fundamental properties are found in [1, III.4].
Proposition 1.5.6. Let 1 < p, q <∞, let D be a domain in RN , and let Σ be a domain in C.
(1) Let m(λ) be a bounded function defined on a subset Λ in a complex plane C and let Mm(λ) be a
multiplication operator with m(λ) defined by Mm(λ)f = m(λ)f for any f ∈ Lq(D). Then
RL(Lq(D))({Mm(λ) | λ ∈ Λ}) ≤ Cn,q,D∥m∥L∞ .
(2) Let n(τ) be a C1 function defined on R\{0} that satisfies the conditions : |n(τ)| ≤ γ and |τn′(τ)| ≤ γ
with some constants γ > 0 for any γ ∈ R \ {0}. Let Tn be an operator valued Fourier multiplier
defined by Tnf = F−1[nF [f ]] for any f with F [f ] ∈ D(R, Lq(D)). Then, Tn is extended to bounded
linear operator from Lp(R, Lq(D)) into itself. Moreover, denoting this extension also by Tn, we have
∥Tn∥L(Lp(R,Lq(D))) ≤ Cp,q,Dγ.
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1.5.3. Uniformly W 2−1/rr domain.
Definition 1.5.7. Let 1 < r <∞ and let Ω be a domain in RN with boundary ∂Ω. We say that Ω is a
uniform W 2−1/rr domain, if there exists positive constants α,β and K such that for any x0 = (x01, . . . , x0n) ∈
∂Ω there exist a coordinate number j and a W 2−1/rr function h(x′) (x′ = (x1, . . . , xˆj , . . . , xn)) defined on
B′α(x′0) with x′0 = (x01, . . . , xˆ0j , . . . , x0n) and ∥h∥W 2−1/rr (B′α(x′0)) ≤ K such that
Ω ∩Bβ(x0) = {x ∈ RN | xj > h(x′) (x′ ∈ B′α(x′0))} ∩Bβ(x0)
∂Ω ∩Bβ(x0) = {x ∈ RN | xj = h(x′) (x′ ∈ B′α(x′0))} ∩Bβ(x0).(1.5.2)
Here, (x1, . . . , xˆj , . . . , xn) = (x1, . . . , xj−1, xj+1, . . . , xn), B′α(x′0) = {x′ ∈ Rn−1 | |x′−x′0| < α} and Bβ(x0) =
{x ∈ R||x− x0| < β}.
1.5.4. Fixed point arguments. To solve nonlinear part of the problem, we use fixed point arguments.
In this subsection, we put the contraction mapping principle and a modification of the contraction mapping
principle, which is useful to analyze the viscoelastic fluid models.
Theorem 1.5.8. Banach’s Fixed Point Theorem. Let Xdenotes a Banach space and let B be a closed
subset of X. Assume that Φ : B → B is a mapping and suppose that
(1.5.3) ∥Φ(x)− Φ(y)∥ ≤ γ∥x− y∥, (x, y ∈ B)
for some constant γ < 1. Then Φ has a unique fixed point in B, that is there exists a unique x ∈ B such
that x = Φ(x).
For the proof of this fixed point theorem, we refer to [26].
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CHAPTER 2
Local Well-Posedness of Oldroyd-B Model
2.1. Introduction
In this chapter we analyze a mathematical model of non-Newtonian compressible viscous barotropic fluid
flow of Oldroyd-B model with free surface in a bounded domain. Let Ω be a domain in the N -dimensional
Eulclidean space RN (N ≥ 2) with its boundary consisting of two parts Γ and S, where Γ ∩ S = ∅. The Ω
is occupied by a compressible viscous baroptropic non-Newtonian fluid of Oldroyd-B type. This thesis deals
with the problem of determining the region Ωt ⊂ RN , the density field ρ = ρ(x, t), τ be the elastic part of
the stress tensor and the velocity field u = (u1(x, t), . . . , uN (x, t)). The aim of this chapter is to prove local
well-possednes theorem of the following equation system :
(2.1.1)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tρ+ div (ρu) = 0 in Ωt,
ρ(∂tu+ u ·∇u)−DivT(u, P (ρ)) = βDiv τ in Ωt,
∂tτ + u ·∇τ + γτ = δD(u) + gα(∇u, τ) in Ωt,
(T(u, P (ρ)) + βτ)nt = −P (ρ∗)nt on Γt,
u = 0 on S,
(ρ,u, τ)|t=0 = (ρ∗ + θ0,u0, τ0) in Ω,
Ωt|t=0 = Ω, Γt|t=0 = Γ
for 0 < t < T . Here, ρ∗ is a positive constant describing the mass density of the reference domain Ω, T(u, θ)
the stress tensor of the form
T(u, θ) = S(u)− θI with S(u) = µD(u) + (ν − µ)divuI,(2.1.2)
D(u) the doubled deformation tensor whose (i, j) components are Dij(u) = ∂iuj + ∂jui (∂i = ∂/∂xj), I the
N × N identity matrix, µ, ν, β, γ and δ are positive constants (µ and ν are the first and second viscosity
coeﬃcients, respectively), nt is the unit outer normal to Γt, P (ρ) a C∞ function defined for ρ > 0 which
satisfies that P ′(ρ) > 0 for ρ > 0. Moreover, the function gα(∇u, τ) has a form
gα(∇u, τ) =W(u)τ − τW(u) + α(τD(u) +D(u)τ),(2.1.3)
where α is a constant with −1 ≤ α ≤ 1 and W(u) the doubled antisymmetric part of the gradient ∇u whose
(i, j) components are Wij(u) = ∂iuj − ∂jui. Finally, for any matrix field K whose components are Kij , the
quantity DivK is an N vector whose i-th component is
∑N
j=1 ∂jKij , and also for any vector of functions
u = (u1, . . . , uN ), divu =
∑N
j=1 ∂juj , and u ·∇u is an N vector whose i-th component is
∑N
j=1 uj∂jui. We
assume that the boundary of Ωt consists of Γ and Γt with Γ ∩ Γt = ∅.
Aside from the dynamical system (2.1.1), a further kinematic condition for Γt is satisfied, which gives
(2.1.4) Γt = {x ∈ RN | x = x(ξ, t) (ξ ∈ Γ)},
where x = x(ξ, t) is the solution to the Cauchy problem:
(2.1.5)
dx
dt
= u(x, t) (t > 0), x|t=0 = ξ ∈ Ω.
Concerning the free boundary problem of the viscous compressible barotropic Newtonian fluid flow,
the local well-posedness and global well-posedness have been studied in the L2 Sobolev-Slobodetskii space
by Denisova and Solonnikov [5, 6], Secchi and Valli [44, 45, 43], Solonnikov and Tani[66, 67, 68], and
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Zajaczkowski [75, 76], and in the Lp-Lq maximal regularity class by Shibata et al [21, 48]. Recently,
M. Nesensohn [37] proved the local well-posedness of the free boundary problem for the non-Newtonian
fluid flow of Oldroyd-B type in the incompressible viscous case (further references are found in [37]). On
the other hand, Shi, Wang and Zhang [46] investigated the asymptotic stability for 1-dimensional motion of
non-Newtonian compressible fluids using L2 energy method. Meanwhile, global existence of strong solutions
of Navier-Stokes equations with non-Newtonian potential for 1-dimensional isentropic compressible fluids
has been studied by Liu, Yuan and Lie [28]. The purpose of this chapter is to prove the theorem of local
well-posedness of problem (2.1.1).
First of all, to prove the local well-posedness of problem (2.1.1), we use the Lagrangian coordinate in
order to transform the time dependent domain Ωt to the fixed domain Ω. Let u(x, t) and v(ξ, t) be velocity
fields in the Euler coordinate and in the Lagrangian coordinate, respectively. The Euler coordinate system
{x} and Lagrangian coordinate system {ξ} are connected by the relation:
x = ξ +
∫ t
0
v(ξ, s)ds ≡ Xv(ξ, t)(2.1.6)
where, v(ξ, t) = (v1(ξ, t), . . . , vN (ξ, t)) = u(Xv(ξ, t), t). Let A be the Jacobi matrix of the transformation
x = Xv(ξ, t), whose (i, j) element is aij = δij +
∫ t
0 (
∂vi
∂ξj
)(ξ, s)ds. There exists a small number σ such that if
max
i,j=1,...,N
∥
∫ t
0
∂vi
∂ξj
(·, s)ds∥L∞(Ω) < σ (0 < t < T ),(2.1.7)
then A is invertible, that is, detA ̸= 0. Thus, we have ∇x = A−1∇ξ = (I +V0(
∫ t
0 ∇v(ξ, s)ds))∇ξ, where
V0(K) is an N ×N matrix of C∞ functions respect to K = (kij) for |K| < 2σ and V0(0) = 0, where kij are
corresponding variables to
∫ t
0 (
∂vi
∂ξj
)(·, s)ds. Let n be the unit outward normal to Γ, and then we have
nt =
A−1n
|A−1n| .(2.1.8)
Suppose that ρ(x, t), u(x, t) and τ(x, t) are solutions of (2.1.1). Setting ρ(Xv(ξ, t), t) = ρ∗+θ0(ξ)+θ(ξ, t),
u(Xv(ξ, t), t) = v(ξ, t) and τ(Xv(ξ, t), t) = τ0(ξ) + ω(ξ, t), we see that problem (2.1.1) is transformed to the
following equations:
(2.1.9)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
θt + (ρ∗ + θ0)divv = F (θ,v,ω) in Ω× (0, T ),
(ρ∗ + θ0)vt −DivS(v) +∇(P ′(ρ∗ + θ0)θ) = g + βDivω +G(θ,v,ω) in Ω× (0, T ),
ωt + γω − gα(∇ν, τ0)− δD(v) = −γτ0 + L(θ,v,ω) in Ω× (0, T ),
(S(v)− P ′(ρ∗ + θ0)θI+ βω)n = h+H(θ,v,ω) on Γ× (0, T ),
v = 0 on S × (0, T ),
(θ,v,ω)|t=0 = (0,u0, 0) in Ω,
where g = −P ′(ρ∗+θ0)∇θ0+βDiv τ0 and h =
(
P (ρ∗+θ0)−P (ρ∗)
)
n−βτ0n. Moreover, F (θ,v,ω),G(θ,v,ω),
L(θ,v,ω), and H(θ,v,ω) are nonlinear functions of the forms:
F (θ,v,ω) = −θdiv v − (ρ∗ + θ0 + θ)Vdiv (
∫ t
0
∇v, ds)∇v,
G(θ,v,ω) = −θvt +Div
(
µVD(
∫ t
0
∇v ds)∇v + (ν − µ)Vdiv (
∫ t
0
∇v ds)∇vI
)
+Vdiv (
∫ t
0
∇v ds)∇
(
µ(D(v) +VD(
∫ t
0
∇v ds)∇v) + (ν − µ)(divv +Vdiv (
∫ t
0
∇v ds)∇v)I
)
− P ′(ρ∗ + θ0 + θ)VD(
∫ t
0
∇v ds)∇(θ0 + θ) + βVdiv (
∫ t
0
∇v ds)τ0 + βVdiv (
∫ t
0
∇v ds)ω
−∇
(∫ 1
0
P ′′(ρ∗ + θ0 + ℓθ)(1− ℓ) dℓθ2
)
,
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H(θ,v,ω) = −{µVD(
∫ t
0
∇v ds)∇v + (ν − µ)(Vdiv (
∫ t
0
∇v ds)∇v)I}n
− {µ(D(v) +VD(
∫ t
0
∇v ds)∇v) + (ν − µ)(divv +Vdiv (
∫ t
0
∇v ds)∇v)I}VD(
∫ t
0
∇v ds)n
+ (
∫ 1
0
P ′′(ρ∗ + θ0 + ℓθ)(1− ℓ)dℓθ2)n+ (P (ρ∗ + θ0 + θ)− P (ρ∗))VD(
∫ t
0
∇v ds)n
− β(τ0 + ω)VD(
∫ t
0
∇v ds)n
L(θ,v,ω) =W(v)ω +VW (
∫ t
0
∇vds)∇v(τ0 + ω)− ωW(v)− (ω + τ0)VW (
∫ t
0
∇v ds)∇v
+ α(ωD(v) + (ω + τ0)VD(
∫ t
0
∇v ds)∇v +D(v)ω +VD(
∫ t
0
∇v ds)∇v(ω + τ0)),
and VD(K), VW (K), and Vdiv (K) are some matrices of C∞ functions with respect to K for |K| ≤ 2σ,
which satisfy the conditon:
(2.1.10) VD(0) = 0, VW (0) = 0, Vdiv (0) = 0.
Employing the argumentation due to Stro¨hmer [70], we can show eventually that the correspondence
x = Xv(ξ, t) is invertible, then problem (2.1.1) and problem (2.1.9) are equivalent. Thus, we show the local
well-posedness of problem (2.1.9).
Next, we focus on linearized problem of (2.1.9). More precisely, the main step of proving local well-
posedness is investigating the Lp-Lq maximal regularity for the following linearized problem:
(2.1.11)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tρ+ γ1divu = f in Ω× (0, T )
γ2∂tu−DivT(u, γ3ρ) = δ1Div τ + g in Ω× (0, T )
∂tτ + δ2τ − gα(∇u, τ1) = δ3D(u) + h in Ω× (0, T )
(T(u, γ3ρ) + δ1τ)n = k on Γ,
u = 0 on S,
(ρ,u, τ)|t=0 = (ρ0,u0, τ0) in Ω,
where γ1, γ2, γ3 and τ1 are uniformly continuous functions with respect to x ∈ Ω, which satisfy the assump-
tions:
(2.1.12) ρ∗/2 ≤ γ2(x) ≤ 2ρ∗, 0 ≤ γ1(x), γ3(x) ≤ ρ1, ∥∇γℓ∥Lr(Ω) ≤ ρ1, (ℓ = 1, 2, 3), ∥τ1∥W 1r (Ω) ≤ ρ1,
while δ1, δ2, and δ3 are positive constants. Note that in problem (2.1.1) we have written δ1 = β, δ2 = γ and
δ3 = δ.
The maximal Lp regularity was proved by Solonnikov [63, 64] for the general parabolic equations which
satisfy the uniform Lopatinski-Shapiro conditions. After Solonnikov’s study about the maximal regularity,
to obtain the maximal Lp result in the model problem, Mogilevskii [33, 34], Mucha and Zajaczkowski
[35] and Solonnikov [65] used the Marcinkiewicz-Mikhlin-Lizorkin multiplier theorems together with some
Hardy type inequality. Pru¨ss and Simonett [39, 40] used H∞ caluculus and Shibata-Shimizu [55] used the
R-boundedness and the Weis operator valued Fourier multiplier theorem.
On the other hand, Denk, Hieber and Pru¨ss [17], Shibata [52], Enomoto and Shibata [21], Enomoto,
von Below and Shibata [21], Dario and Shibata [22], Murata [36] used another methods, namely they
construct the R bounded solution operator to the resolvent problem and used the Weis operator valued
Fourier multiplier theorem to obtain the maximal Lp in time and Lq in space regularity. In this thesis, we
follow Enomoto, von Below, and Shibata [21, 20] to prove the maximal regularity result for problem (2.1.11)
11
2.2. UNIFORM W 2−1/RR DOMAIN CHAPTER 2. LOCAL WELL-POSEDNESS
with help of the R bounded operator for the generalized resolvent problem:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
λθ + γ1divu = f in Ω,
γ2λu−DivT(u, γ3θ) = δ1Div τ + g in Ω,
λτ + δ2τ − gα(∇u, τ1) = δ3D(u) + h in Ω,
(T(u, γ3θ) + δ1τ)n = k on Γ,
u = 0 on S.
(2.1.13)
2.1.1. Main Results. The following theorem represents the main result of this paper.
Theorem 2.1.1. Let n < q <∞, 2 < p <∞ and R > 0. Then, there exists a time 0 < t < T depending
on R such that if the initial data (θ0,u0, τ0) for equations (2.1.1) satisfy
(2.1.14) ∥θ0∥W 1q (Ω) + ∥u0∥
B
2(1− 1
p
)
q,p (Ω)
+ ∥τ0∥W 1q (Ω) ≤ R,
the range condition:
(2.1.15)
ρ∗
2
< ρ∗ + θ0 < 2ρ∗,
and the compatibility condition:
(2.1.16) (T(u0, P (ρ∗ + θ0)) + βτ0)n = −P (ρ∗)n on Γ, u = 0 on S,
then problem (3.1.7) admits a unique solution (θ,v,ω) with
θ ∈W 1p ((0, T ),W 1q (Ω)), v ∈W 1p ((0, T ), Lq(Ω)) ∩ Lp((0, T ),W 2q (Ω)), ω ∈W 1p ((0, T ),W 1q (Ω)N×N )
satisfying the conditions:
ρ∗
4
< ρ∗ + θ0 < 4ρ∗, max
i,j=1,...,n
∫ T
0
∥(∂ui/∂ξj)(·, s)ds∥L∞(Ω) < σ,
and the estimate :
∥θ∥W 1p ((0,t),W 1q (Ω)) + ∥v∥W 1p ((0,t),Lq(Ω)) + ∥v∥Lp((0,t),W 2q (Ω)) + ∥ω∥W 1p ((0,t),W 1q (Ω)) ≤ CR
with some constant C independent of R.
Using the argumentation due to Stro¨hmer [70], we see that the map x = Xv(ξ, t) is a diﬀeomorphism
with suitable regularity, so that for problem (2.1.1) by Theorem 2.1.1 we have
Theorem 2.1.2. Let n < q < ∞, 2 < p < ∞ and R > 0. Then, there exists a time T1 > 0 depending
on R such that if the initial data (θ0,u0, τ0) for problem (2.1.1) satisfies the same condition as in Theorem
2.1.1, then problem (2.1.1) admits a unique solution (ρ,u, τ) with
ρ− ρ∗ ∈W 1p ((0, T ), Lq(Ωt)) ∩ Lp((0, T ),W 1q (Ωt)), u ∈W 1p ((0, T ), Lq(Ωt)) ∩ Lp((0, T ),W 2q (Ωt)),
τ ∈W 1p ((0, T ), L1q(Ωt)) ∩ Lp((0, T ),W 1q (Ωt)).
Remark 2.1.3. In Theorem 2.1.2, v ∈W ℓp((0, T ),Wmq (Ωt)) means that ∂jt v ∈Wmq (Ωt) for t ∈ (0, T ) and
j = 0, 1, . . . , ℓ, where W 0p = Lp, W
0
q = Lq and ∂
0v = v.
2.2. Uniform W 2−1/rr domain
In this section, we discuss some properties of the uniform W 2−1/rr domain and we prepare some calculus
lemmas for the latter use. Let Φ : RN → RN be a bijection of C1 class and let Φ−1 be its inverse map. We
assume that ∇Φ and ∇Φ−1 have the forms: ∇Φ = A + B(x) and ∇Φ−1 = A−1 + B−1(x), where A and
A−1 are orthonormal matrices with constant coeﬃcients and B(x) and B−1(x) are matrices of functions in
W 2r (RN ) with N < r <∞ such that
(2.2.1) ∥(B,B−1)∥L∞(RN ) ≤M1, ∥∇(B,B−1)∥Lr(RN ) ≤M2.
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Let Aij , A−ij , Bij(x) and B−1ij(ξ) be the (i, j) elements of A, A−, B(x) and B−1(ξ), respectively. We will
choose M1 small enough eventually, so that in the sequel, we may assume that 0 < M1 ≤ 1 ≤ M2. Let
Ω+ = Φ(RN+ ) and Γ+ = Φ(RN0 ), where
RN+ = {(x1, . . . , xN ) ∈ RN | xN > 0}, RN0 = {(x1, . . . , xN ) ∈ RN | xN = 0}.
The Γ+ is the boundary of Ω+ and represented by ξ = Φ(x′, 0) with x′ = (x1, . . . , xN−1). Let
(2.2.2) Ni = det
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
∂1ξ1 · · · ∂N−1ξ1
... · · · ...
∂1ξi−1 · · · ∂N−1ξi−1
∂1ξi+1 · · · ∂N−1ξi+1
... · · · ...
∂1ξN · · · ∂N−1ξN
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
with ∂iξj =
∂Φj(x)
∂xi
,
where Φ = (Φ1, . . . ,ΦN ), let n˜+i = (−1)N+iNi/
√∑N
k=1N
2
k , let n+i = n˜+i◦Φ−1, and let nΓ+ = (n+1, . . . , n+N ).
We see that nΓ+ |Γ+ is the unit outer normal to Γ+. Moreover, nΓ+ is defined on RN and by (2.2.1)
(2.2.3) ∥nΓ+∥L∞(RN ) ≤ CN , ∥∇nΓ+∥W 1q (RN ) ≤ CM2 .
Several properties of uniform W 2−1/rr domains are given in the following proposition which was proved
in Enomoto and Shibata [21, Proposition 6.1].
Proposition 2.2.1. Let N < r <∞ and let Ω be a uniform W 2−1/rr domain in RN . Let M1 be any small
number ∈ (0, 1). Then, there exist constants M2 > 0, 0 < d0, d1, d2 < 1, an open set U , at most countably
many N -vector of functions Φ1j and Φ
2
j , and points x
0
j ∈ Ω, x1j ∈ Γ = Γ1, and x2j ∈ S = Γ2 such that the
following assertions hold:
(i) The maps: RN ∋ x 3→ Φij(x) ∈ RN (i = 1, 2) are bijective of C1 class.
(ii) Ω =
(⋃2
i=1
⋃∞
j=1(Φ
i
j(RN+ ) ∩Bdi(xij))
)
∪
(⋃∞
j=1Bd0(x
0
j )
)
, Bd0(x
0
j ) ⊂ Ω,
Φj(RN+ ) ∩Bdi(xij) = Ω ∩Bdi(xij) (i = 1, 2), Φij(RN0 ) ∩Bdi(xij) = Γi ∩Bdi(xij) (i = 1, 2).
(iii) There exist C∞ functions ζij and ζ˜ij (i = 0, 1, 2, j = 1, 2, 3, . . .) such that
0 ≤ ζij , ζ˜ij ≤ 1, supp ζij , supp ζ˜ij ⊂ Bdi(xij), ∥ζij∥W 2∞(RN ), ∥ζ˜ij∥W 2∞(RN ) ≤ c0,
ζ˜ij = 1 on supp ζ
i
j ,
2∑
i=0
∞∑
j=1
ζij = 1 on Ω,
∞∑
j=1
ζij = 1 on Γi (i = 1, 2).
Here, c0 is a constant which depends on M2, N , q and r, but is independent of j = 1, 2, 3, . . ..
(iv) ∇Φij = Aij + Bij, ∇(Φij)−1 = Aij,− + Bij,−, where Aij and Aij,− are N × N constant orthonormal
matrices, and Bij and B
i
j,− are N×N matrices ofW 1r (RN ) functions defined on RN which satisfy the
conditions: ∥Bij∥L∞(RN ) ≤ M1, ∥Bij,−∥L∞(RN ) ≤ M1, ∥∇Bij∥Lr(RN ) ≤ M2 and ∥∇Bij,−∥Lr(RN ) ≤
M2 for i = 1, 2 and j = 1, 2, 3, . . ..
(v) There exists a natural number L ≥ 2 such that any L+1 distinct sets of {Bdi(xij) | i = 0, 1, 2, j =
1, 2, 3, . . .} have an empty intersection.
By Proposition 2.2.1 (v), we have
(2.2.4) C1q ∥f∥qLq(Ω) ≤
2∑
i=0
∞∑
j=1
∥ζijf∥qLq(Ω) ≤
2∑
i=0
∞∑
j=1
∥f∥q
Lq(Ω∩B1j ) ≤ C
2
q ∥f∥qLq(Ω)
for any f ∈ Lq(Ω) and 1 ≤ q <∞ with some positive constants C1q and C2q .
In the sequel, we write Bij = Bdi(x
i
j), (Φ
i
j)
−1 = Ψij , Ω1j = Φ1j (RN+ ),and Γ1j = Φ1j (RN0 ) for the sake of
simplicity. The Γ1j is the boundary of Ω
1
j . We introduce some properties of the unit outer normal n to Γ, the
extension operator E, the space W−1q (Ω) and its norm ∥ · ∥W−1q (Ω), and we prove some inequalities for the
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later use. From the consideration at the beginning of this section it follows the existence of n1k ∈W 1r,loc(RN )
such that n1k = n on Γ ∩B1k and
(2.2.5) ∥n1k∥W 1r (B1k) ≤ C.
Let n˜ =
∑∞
k=1 ζ
1
kn
1
k and S = ∪∞k=1supp ζ1k , and then n = n˜ on Γ and supp n˜ ⊂ S. For the notational
simplicity, hereinafter we write n˜ =
∑∞
k=1 ζ
1
kn
1
k. Since n˜ = n on Γ, we write n = n˜ unless confusion may
occur.
Next, let pj (j = 1, 2, 3, 4) be numbers such that
∑4
j=1(−j)kpj = 1 for k = −1, 0, 1, 2. Given function
f ∈ L1,loc(RN+ ), let
ι[f ](x) =
{
f(x′, xN ) (xN > 0),∑4
j=1 pjf(x
′,−jxN ) (xN < 0).
Obvisouly, ∂kN ι[f ]xN=0+ = ∂
k
N ι[f ]xN=0− = (∂Nf)(x
′, 0+), so that ∥ι[f ]∥Wkq (RN ) ≤ C|f∥Wkq (RN+ ) for k = 0, 1, 2.
Moreover, ι[∂Nf ] = ∂N (
∑4
k=1(−j)−1pjf(x′,−jxN )) for xN < 0, and
∑4
k=1(−j)−1pjf(x′,−jxN )|xN=0− =
f(x′, 0+), so that ∥ι[∂Nf ]∥W−1q (RN ) ≤ C∥f∥Lq(Ω), where W−1q (RN ) is the dual space of W 1q (RN ).
Let the extension operator E be defined by
E[f ] =
1∑
i=0
∞∑
j=1
ι[(ζijf) ◦ Φij ] ◦Ψij +
∞∑
j=1
ζ2j f.
For the product fg, E[fg] is defined by E[fg] = E[f ]E[g], and if g is defined on RN , E[fg] is defined by
E[fg] = E[f ]g. Obviously, E[f ] = f in Ω. Moreover, we have
∥E[u]∥Wkq (RN ) ≤ C∥u∥Wkq (Ω) for k = 0, 1, 2,
∥E[∇u]∥W−1q (RN ) ≤ C∥u∥Lq(Ω).
(2.2.6)
Let
W−1q (Ω) = {f ∈ L1,loc(Ω) | E[f ] ∈W−1q (RN )}, ∥f∥W−1q (Ω) = ∥E[f ]∥W−1q (RN ).
For the later use, we prove
Lemma 2.2.2. Let 1 < q < ∞ and N < s < ∞. Assume that max(q, q′) ≤ s. Then, the following
assertions hold.
(1)
∥fg∥W 1q (Ω) ≤ C∥f∥W 1q (Ω)∥g∥W 1s (Ω), ∥g∥L∞(Ω) ≤ C∥g∥W 1s (Ω).
(2)
∥∇u∥W−1q (Ω) ≤ C∥u∥Lq(Ω),
∥uv∥W−1q (Ω) ≤ Cq∥u∥W−1q (Ω)∥v∥W 1s (Ω),
∥uv∥W−1q (Ω) ≤ Cq∥u∥Lq(Ω)∥v∥Ls(Ω),
(3) Let gk (k = 1, 2, . . .) be functions in W 1s,loc(RN ) such that
(2.2.7) supp gk ⊂ B1k, ∥gk∥W 1s (B1k) ≤ γ0,
for some constant γ0 independent of k = 1, 2, 3, . . .. Then,
∥
∞∑
k=1
ζ1kfgk∥W−1q (Ω) ≤ Cqγ0∥f∥W−1q (Ω),
∥
∞∑
k=1
ζ1kfgk∥Wkq (Ω) ≤ Cqγ0∥f∥Wkq (Ω) (k = 0, 1).
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Proof. (1) It follows from the Sobolev imbedding theorem that ∥g∥L∞(Ω) ≤ C∥g∥W 1s (Ω), so that we also
have ∥(f,∇f)g∥Lq(Ω) ≤ C∥f∥W 1q (Ω)∥g∥W 1s (Ω). By the Sobolev imbedding theorem,
(2.2.8) ∥fg∥La(Ω) ≤ C∥f∥Ls(Ω)∥g∥W 1a (Ω) (a = q, q′).
In fact, by the Ho¨lder inequality, we have ∥fg∥La(Ω) ≤ C∥f∥Ls(Ω)∥g∥Lb(Ω) with 1/a = 1/s+ 1/b. Note that
a ≤ s. If a = s, then b = ∞ and N < a < ∞, so that by the Sobolev imbedding theorem ∥g∥Lb(Ω) ≤
C∥g∥W 1a (Ω). If a < s, then N(1/a− 1/b) = N/s < 1, so that by the Sobolev imbedding theorem we also have∥g∥Lb(Ω) ≤ C∥g∥W 1a (Ω). Thus, we have (2.2.8).
Applying (2.2.8), we have ∥f∇g∥Lq(Ω) ≤ C∥f∥W 1q (Ω)∥∇g∥Ls(Ω). Summing up, we have shown the asser-
tion (1).
(2) The first inequality follows from (2.2.6). To prove the second, we observe that
|(E[uv],ϕ)RN | ≤ ∥u∥W−1q (Ω)∥E[v]ϕ∥W 1q′ (RN ).
for any ϕ ∈W 1q′(RN ). By (2.2.8) we have
(2.2.9) ∥(∇E[v])ϕ∥Lq′ (RN ) ≤ C∥∇E[v]∥Ls(RN )∥ϕ∥W 1q′ (RN ).
Thus, we have ∥E[v]ϕ∥W 1
q′ (RN ) ≤ C∥E[v]∥W 1s (RN )∥ϕ∥W 1q′ (RN ), which implies the second inequality. Analo-
gously, using Ho¨lder’s inequality and replacing ∇E[v] by E[v] in (2.2.9), we have
|(E[uv],ϕ)RN | ≤ ∥E[u]∥Lq(RN )∥E[v]ϕ∥Lq′ (RN ) ≤ C∥E[u]∥Lq(RN )∥E[v]∥Ls(RN )∥ϕ∥W 1q′ (RN ),
which implies the last inequality.
(3) To prove the first inequality, setting g =
∑∞
k=1 ζ
1
kgk, we observe that
|(E[fg],ϕ)RN | = |(E[f ], gϕ)RN ≤ ∥f∥W−1q (Ω)∥gϕ∥W 1q′ (RN )
for any ϕ ∈W 1q′(RN ). By (2.2.4) replacing Ω by RN , (2.2.7) and (2.2.9), we have
∥∇(gϕ)∥q′Lq′ (RN ) ≤ CN,q′
∞∑
k=1
∥∇(ζ1kgk ζ˜1kϕ)∥q
′
Lq′ (RN )
≤ CN,q′
∞∑
k=1
(∥∇(ζ1kgk)∥q
′
Ls(RN )∥ζ˜1kϕ∥
q′
W 1
q′ (RN )
+ ∥ζ1kgk∥q
′
L∞(RN )∥ζ˜1kϕ∥
q′
W 1
q′ (RN )
)
≤ CN,q′γq
′
0
∞∑
k=1
∥ϕ∥q′
W 1
q′ (B
1
k)
≤ CN,q′γq
′
0 ∥ϕ∥q
′
W 1
q′ (RN )
.
Analogously, we also have ∥gϕ∥Lq′ (RN ) ≤ CN,q′γ0∥ϕ∥W 1q′ (RN ). Thus, we have the first inequality.
Analogously, by (2.2.4) we easily have the second inequalities, which completes the proof of Lemma
2.2.2. !
For example, using (2.2.5) and Lemma 2.2.2 we have
∥fn∥Lq(Ω) ≤ C∥f∥Lq(Ω), ∥fn∥W 1q (Ω) ≤ C∥f∥W 1q (Ω),
∥fgn∥W−1q (Ω) ≤ C∥f∥W−1q (Ω)∥g∥W 1q (Ω), ∥fgn∥W−1q (Ω) ≤ C∥f∥Lq(Ω)∥g∥Lq(Ω)
(2.2.10)
with some constant C > 0.
2.3. R bounded solution operators
In this section, we prove the existence of R bounded solution operator associated with generalized
resolvent problem (2.1.13). The main result for the R bounded solution operator is the following theorem.
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Theorem 2.3.1. Let 1 < q <∞, 0 < ϵ < π/2 and N < r <∞. Assume that r ≥ max(q, q′). Let Ω be a
uniform W 2−1/rr domain. Let
(2.3.1) Σϵ,λ0 = {λ ∈ C \ {0} | | arg λ| ≤ π − ϵ, |λ| ≥ λ0}.
Let
Xq(Ω) = {(f,g,h,k)|(f,g,h) ∈W 1,0q (Ω),k ∈W 1q (Ω)N},
Xq(Ω) = {(F1,F2,F3,F4,F5)|F1 ∈W 1q (Ω),F2 ∈ Lq(Ω)N ,F3 ∈ Lq(Ω)N ,F4 ∈ Lq(Ω)N
2
,F5 ∈W 1q (Ω)N
2
, }.
Then, there exists a λ0 ≥ 1 and an operator family R(λ) with
R(λ) ∈ Hol(Λϵ,λ0 ,L(Xq(Ω),W1,2q (Ω)))
such that for any (f,g,h,k) ∈ Xq(Ω) and λ ∈ Σϵ,λ0 , (ρ,u, τ) = R(λ)(f,g,λ1/2k,∇k,h) is a unique solution
to problem (2.1.13).
Moreover, there exists a constant C such that
RL(Xq(Ω),W 1,0q (Ω))({(τ∂τ)ℓ(λR(λ)) | λ ∈ Σϵ,λ0}) ≤ C (ℓ = 0, 1),
RL(Xq(Ω),W 1,0q (Ω))({(τ∂τ)ℓ(γR(λ)) | λ ∈ Σϵ,λ0}) ≤ C (ℓ = 0, 1),
RL(Xq(Ω),Lq(Ω)N2 )({(τ∂τ)ℓ(λ1/2∇PvR(λ)) | λ ∈ Σϵ,λ0}) ≤ C (ℓ = 0, 1),
RL(Xq(Ω),Lq(Ω)N3 )({(τ∂τ)ℓ(∇2PvR(λ)) | λ ∈ Σϵ,λ0}) ≤ C (ℓ = 0, 1),(2.3.2)
with λ = γ + iτ . Here, Pv is the projection operator defined by Pv(ρ,u, τ) = u.
Remark 2.3.2. The F1, F2, F3, F4 and F5 are variables corresponding to f , g, λ1/2k, ∇k, and h,
respectively.
In the sequel, we prove Theorem 2.3.1. To prove Theorem 2.3.1, we reduce the problem to the Lame´
equation:
(2.3.3)
⎧⎪⎨⎪⎩
γ2λu−DivS(u) = g in Ω,
S(u)n = k on Γ,
u = 0 on S.
According to Enomoto, von Below and Shibata [21], we know
Theorem 2.3.3. Let 1 < q <∞, 0 < ϵ < π/2 and N < r <∞. Assume that r ≥ max(q, q′). Let Ω be a
uniform W 2−1/rr domain. Let
Yq(Ω) = {(g,k) | g ∈ Lq(Ω)N ,k ∈W 1q (Ω)N},
Yq(Ω) = {(F2,F3,F4) | F2 ∈ Lq(Ω)N ,F3 ∈ Lq(Ω)N ,F4 ∈ Lq(Ω)N2}
Then there exist a λ0 ≥ 1 and an operator family A(λ) with
A(λ) ∈ Hol(Σϵ,λ0 ,L(Yq(Ω),W2q(Ω)N))
such that for any (g,k) ∈ Yq(Ω) and λ ∈ Λϵ,λ0 , u = A(λ)(g,λ1/2k,∇k) is a unique solution of problem
(2.3.3) and A(λ) satisfy the estimates
RL(Yq(Ω),Lq(Ω)N˜ )({(τ∂τ)ℓ(GλA(λ)) | λ ∈ Σϵ,λ0}) ≤ C (ℓ = 0, 1)
with λ = γ + iτ , where we set N˜ = 2N +N2 +N3 and Gλu = (λu, γu,λ1/2∇u,∇2u).
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Setting θ = λ−1(f − γ1divu) and τ = (λ + δ2)−1
(
δ3D(u) + gα(∇u, τ1) + h
)
in (2.1.13) with λ ̸= 0, we
have ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
γ2λu−DivS(u) = g − λ−1∇(γ3f) + δ1(λ+ δ2)−1Divh
+λ−1∇(γ1γ3divu) + δ1(λ+ δ2)−1Div (gα(∇u, τ1) + δ3D(u)) in Ω,
S(u)n = k+ (λ−1γ3f − δ1(λ+ δ2)−1h)n
−(λ−1γ1γ3divu+ δ1(λ+ δ2)−1(gα(∇u, τ1) + δ3D(u))n on Γ,
u = 0 on S.
Thus, g − λ−1∇(γ3f) + δ1(λ + δ2)−1Divh and k + (λ−1γ3f − δ1(λ + δ2)−1h)n being renamed g and k,
respectively, for the sake of simplicity, we consider the following equations:⎧⎪⎨⎪⎩
γ2λu−DivS(u)−B1(λ)(u) = g in Ω,
S(u)n−B2(λ)(u) = k on Γ,
u = 0 on S,
(2.3.4)
where we have set
B1(λ)(u) = λ
−1∇(γ1γ3divu) + δ1(λ+ δ2)−1Div (gα(∇u, τ1) + δ3D(u)),
B2(λ)(u) = −(λ−1γ1γ3divu+ δ1(λ+ δ2)−1(gα(∇u, τ1) + δ3D(u))n.
(2.3.5)
Hereinafter, we consider problem (2.3.4). Let A(λ) be the operator given in Theorem 2.3.3, and let
u = A(λ)Fλ(g,k) in (2.3.4), where Fλ(g,k) = (g,λ1/2k,∇k). By Theorem 2.3.3, (2.3.4) and (2.3.5), we
have ⎧⎪⎨⎪⎩
γ2λu−DivS(u)−B1(λ)(u) = g − C1(λ)Fλ(g,k) in Ω,
S(u)n−B2(λ)(u) = k− C2(λ)Fλ(g,k) on Γ,
u = 0 on S,
(2.3.6)
where we have set
C1(λ)F = λ−1∇(γ1γ3divA(λ)F) + δ1(λ+ δ2)−1Div (gα(∇A(λ)F, τ1) + δ3D(A(λ)F)),
C2(λ)F = −(λ−1γ1γ3divA(λ)F+ δ1(λ+ δ2)−1(gα(∇A(λ)F, τ1) + δ3D(A(λ)F))n.
(2.3.7)
Let Eλu = (γ2λu − DivS(u) − B1(λ)(u),S(u)n − B2(λ)(u)) and GλF = (C1(λ)F, C2(λ)F). For F =
(F1,F′,F5) ∈ Xq(Ω) with F′ = (F2,F3,F4) ∈ Yq(Ω), and then we may write the equation (2.3.6) in the
form:
(2.3.8) EλA(λ)Fλ(g,k) = (I− GλFλ)(g,k),
where I is the identity map from Yq(Ω) into itself.
Let λ1 be any positive number ≥ λ0. By (2.1.12), Lemma 2.2.2 (1), (2.2.10), Proposition 1.5.3, Proposi-
tion 1.5.6 and Theorem 2.3.3, we have
RL(Yq(Ω),Lq(Ω)N )({(τ∂τ )ℓC1(λ) | λ ∈ Σϵ,λ1}) ≤ Cλ−11 (ℓ = 0, 1),
RL(Yq(Ω),Lq(Ω)N )({(τ∂τ )ℓλ1/2C2(λ) | λ ∈ Σϵ,λ1}) ≤ Cλ−11 (ℓ = 0, 1),
RL(Yq(Ω),Lq(Ω)N2 )({(τ∂τ )ℓ∇C2(λ) | λ ∈ Σϵ,λ1}) ≤ Cλ−11 (ℓ = 0, 1).
(2.3.9)
In fact, for any n ∈ N, λj ∈ Σϵ,λ1 , Fj ∈ Yq(Ω), and independent, symmetric, {−1, 1}-valued random variables
rj (j = 1, . . . , n), we have∫ 1
0
∥
n∑
j=1
rj(u)∇C2(λj)Fj∥Lq(Ω) du
≤ Cρ1
∫ 1
0
(∥
n∑
j=1
rj(u)λ
−1
j A(λj)Fj∥W 2q (Ω) + ∥
n∑
j=1
rj(u)(λj + δ2)
−1A(λj)Fj∥W 2q (Ω)) du
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≤ Cρ1(λ−11 + (λ1 + δ2)−1)
∫ 1
0
∥
n∑
j=1
rj(u)A(λj)Fj∥W 2q (Ω) du
≤ Cρ1λ−11
∫ 1
0
∥
n∑
j=1
rj(u)Fj∥Lq(Ω) du.
Analogously, we have ∫ 1
0
∥
n∑
j=1
rj(u)C1(λj)Fj∥Lq(Ω) du
≤ Cρ1(λ−11 + (λ1 + δ2)−1)
∫ 1
0
∥
n∑
j=1
rj(u)A(λj)Fj∥W 2q (Ω) du
≤ Cρ1λ−11
∫ 1
0
∥
n∑
j=1
rj(u)Fj∥Lq(Ω) du.
And also, ∫ 1
0
∥
n∑
j=1
rj(u)λ
1/2
j C2(λj)Fj∥Lq(Ω) du
≤ Cρ1(λ−11 + (λ1 + δ2)−1)
∫ 1
0
∥
n∑
j=1
rj(u)λ
1/2
j A(λj)Fj∥W 1q (Ω) du
≤ Cρ1λ−11
∫ 1
0
∥
n∑
j=1
rj(u)Fj∥Lq(Ω) du.
Thus, we have (2.3.6) for ℓ = 0. Analogously, we have (2.3.6) for ℓ = 1.
In particular, by (2.3.9) we have
(2.3.10) RL(Yq(Ω),Yq(Ω))({(τ∂τ )ℓFλG(λ) | λ ∈ Σϵ,λ1}) ≤ Cλ−11 (ℓ = 0, 1).
We choose λ1 ≥ λ0 so large that
(2.3.11) Cλ−11 ≤ 1/2
in (2.3.10). Let ∥(g,k)∥Yq(Ω) = ∥g∥Lq(Ω) + ∥k∥W 1q (Ω) and ∥F∥Yq(Ω) =
∑
k=2,3,4 ∥Fk∥Lq(Ω). By (2.3.11)
∥Fλ[GλFλ(g,k)]∥Yq(Ω) = ∥FλGλ(Fλ(g,k))∥Yq(Ω) " (1/2)∥Fλ(g,k)∥Yq(Ω).
Since ∥Fλ(g,k)∥Yq(Ω) is equivalent to ∥(g,k)∥Yq(Ω) provided that λ ̸= 0, I − GλFλ has its inverse operator
(I − GλFλ)−1 in Yq(Ω). By (2.3.8), EλA(λ)Fλ(I − GλFλ)−1(g,k) = (g,k), so that problem (2.3.4) admits
a solution u = A(λ)Fλ(I − GλFλ)−1(g,k). The uniqueness follow from the existence of solutions to the
dual equations. Moreover, Fλ(I − GλFλ)−1 = (I − FλGλ)−1Fλ. Thus, if we define the operator B(λ) =
A(λ)(I − FλGλ)−1, then u = B(λ)Fλ(g,k) = A(λ)Fλ(I − GλFλ)−1(g,k) is a unique solution of problem
(2.3.4), and by Theorem 2.3.3, Proposition 1.5.3, (2.3.10), and (2.3.11), we have
(2.3.12) RL(Yq(Ω),Lq(Ω)N˜ )({(τ∂τ)ℓ(GλB(λ)) | λ ∈ Λϵ,λ0}) ≤ C (ℓ = 0, 1).
For F = (F1,F′,F5) ∈ Xq(Ω) with F′ = (F2,F3,F4) ∈ Yq(Ω), let R(λ)F be defined by
R(λ)F = (λ−1(F1 − γ1divB(λ)F′,B(λ)F′, (λ+ δ2)−1(δ3D(B(λ)(λ)F′ + gα(∇B(λ)F′, τ1) + F5),
and then by Proposition 1.5.3 and (2.3.12), we see that R(λ) is the required operator in Theorem 2.3.1, which
completes the proof of Theorem 2.3.1.
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2.4. Lp-Lq maximal regularity
In this section, we shall prove following theorem which is concerned with the Lp-Lq maximal regularity.
Theorem 2.4.1. Let 1 < p, q < ∞, N < r < ∞, and max(q, q′) ≤ r. Let T be any positive number.
Assume that Ω is a uniform W
2− 1r
r . Let ρ0 ∈ W 1q (Ω), u0 ∈ B2(1−1/p)q,p (Ω)N , and τ0 ∈ W 1q (Ω)N×N be initial
data for problem (2.1.11), and let
f ∈ Lp((0, T ),W 1q (Ω)), g ∈ Lp((0, T ), Lq(Ω)), h ∈ Lp((0, T ),W 1q (Ω)N×N ),
k ∈ Lp((0, T ),W 1q (Ω)N ) ∩W 1p ((0, T ),W−1q (Ω)N )),
be right members for problem (2.1.11). Assume that it holds that the compatibility condition:
(2.4.1) (T(u0, γ3ρ0) + δ1τ0)n = k|t=0 on Γ, u0 = 0 on S.
Then, problem (2.1.11) admits a unique solutions ρ, u and τ with
ρ ∈W 1p ((0, T ),W 1q (Ω)), u ∈ Lp((0, T ),W 2q (Ω)N ) ∩W 1p ((0, T ), Lq(Ω)N ), τ ∈W 1p ((0, T ),W 1q (Ω)N×N )
possessing the estimate:
[[(ρ,u, τ)]]t ≤ Ceγt(∥(ρ0, τ0)∥W 1q (Ω) + ∥u0∥B2(1−1/p)q,p (Ω) + ∥(f,g,h)∥Lp((0,t),W 1,0q (Ω))
+ ∥k∥Lp((0,t),W 1q (Ω)) + ∥∂tk∥Lp((0,t),W−1q (Ω)))(2.4.2)
for any t ∈ (0, T ) with some positive constants γ and C, where we have set
(2.4.3) [[(ρ,u, τ)]]t = ∥(ρ, τ)∥W 1p ((0,t),W 1q (Ω)) + ∥u∥Lp((0,t),W 2q (Ω)) + ∥∂tu∥Lp((0,t),Lq(Ω))
and the constant C in (2.4.2) depends on ρ∗ and ρ1.
To prove Theorem 2.4.1, first of all we transform problem (2.1.11) to the zero initial data case. To this
end, we take a domain Ω1 such that ∂Ω1 = S and Ω ⊂ Ω1. The Ω1 is a uniform W 2−1/rr (N < r < ∞)
domain. Let u0 ∈ B2(1−1/p)q,p (Ω) be an initial velocity field for problem (2.1.11) and let u˜0 = (u˜01, . . . , u˜0N )
be an extension of u0 to Ω1 such that u0 = u˜0 on Ω and ∥u˜0∥B2(1−1/p)q,p (Ω1) ≤ C∥u0∥B2(1−1/p)q,p (Ω). We consider
the time-shifted heat equations:
(2.4.4) ∂tvj + λ0vj − µ∆vj = 0 in Ω1 × (0,∞), vj |S = 0, vj |t=0 = u˜0j
(j = 1, . . . , N). Since u˜0j satisfies the compatiblity condition: u˜0j |S = u0j |S = 0 as follows from (2.4.1),
employing the similar argumentation to that in Shibata [52, 50], we see that there exist vj (j = 1, . . . , N)
such that
vj ∈ Lp((0,∞),W 2q (Ω1)) ∩W 1p ((0,∞), Lq(Ω1)),
∥∂tvj∥Lp((0,∞),Lq(Ω1)) + ∥vj∥Lp((0,∞),W 2q (Ω1)) ≤ C∥u˜0j∥B2(1−1/p)q,p (Ω1) ≤ C∥u0∥B2(1−1/p)q,p (Ω).(2.4.5)
Set v = (v1, . . . , vN ). In problem (2.1.11), we set ρ = ρ0 + θ, u = v +w and τ = τ0 + ω, and then θ, w and
ω satisfy the following equations:
(2.4.6)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tθ + γ1divw = f ′ in Ω× (0, T )
γ2∂tw −DivT(w, γ3θ) = δ1Divω + g′ in Ω× (0, T )
∂tω + δ2ω − gα(∇w, τ1) = δ3D(w) + h′ in Ω× (0, T )
(T(w, γ3θ) + δ1ω)n = k′ on Γ× (0, T ),
w = 0 on S × (0, T ),
(θ,w,ω)|t=0 = (0, 0, 0) in Ω,
with f ′ = f − γ1div v, g′ = g− γ2∂tv+DivT(v, γ3ρ0) + δ1Div τ0, h′ = h− δ2τ0 + gα(∇v, τ1) + δ3D(v), and
k′ = k− (T(v, γ3ρ0) + δ1τ0)n. By (2.4.5) and Lemma 2.2.2 (1) with s = r, (2.2.10) and (2.1.12), we have
(2.4.7) ∥(f ′,g′,h′)∥Lp((0,t),W 1,0q (Ω)) + ∥k′∥Lp((0,t),W 1q (Ω)) + ∥∂tk′∥Lp((0,t),W−1q (Ω)) ≤ CDt
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with
Dt = ∥(ρ0, τ0)∥W 1q (Ω) + ∥u0∥B2−1/pq,p (Ω) + ∥(f,g,h)∥Lp((0,t),W 1,0q (Ω))
+ ∥k∥Lp((0,t),W 1q (Ω)) + ∥∂tk∥Lp((0,t),W−1q (Ω)).
Thus, from now on we consider problem (2.4.6). We modify the right members to consider the problem
on R for time. Given any function f(·, t) defined on (0, T ), let f0 denotes the zero extension of f to (−∞, 0),
namely f0(·, t) = f(·, t) for t ∈ (0, T ) and f0(·, t) = 0 for t ∈ (−∞, 0). Let Et be an operator defined by
(2.4.8) [Etf ](·, s) =
{
f0(·, s) for s < t,
f0(·, 2t− s) for s > t.
Obviously, [Etf ](·, s) = 0 for s ̸∈ (0, 2t). Moreover, if f |t=0 = 0, then we have
(2.4.9) ∂s[Etf ](·, s) =
⎧⎪⎨⎪⎩
0 for s ̸∈ (0, 2t),
(∂sf)(·, s) for s ∈ (0, t),
−(∂sf)(·, 2t− s) for s ∈ (t, 2t).
For t ∈ (0, T ), let
F = Et[f
′], G = Et[g′], H = Et[h′], K = Et[k′].
By the compatibility condition (2.4.1), k′|t=0 = 0, so that by (2.4.9), we have
(2.4.10) ∂sK = (∂sk
′)(·, s) for s ∈ (0, t), ∂sK = −(∂sk′)(·, 2t− s) for s ∈ (t, 2t), ∂sK = 0 for s ̸∈ (0, 2t).
First, we consider the whole time problem:
(2.4.11)
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
∂tθ + γ1divw = F in Ω× R
γ2∂tw −DivT(w, γ3θ) = δ1Divω +G in Ω× R
∂tω + δ2ω − gα(∇w, τ1) = δ3D(w) +H in Ω× R
(T(w, γ3θ) + δ1ω)n = K on Γ× R,
w = 0 on S × R.
Let L and L−1 denote the Laplace-Fourier transform and the inverse Laplace-Fourier transform with respect
to t defined by
L[f ](λ) = fˆ =
∫ ∞
−∞
e−(γ+iτ)tf(t) dt (λ = γ + iτ), L−1[g](t) = 1
2π
∫ ∞
−∞
e(γ+iτ)tg(τ) dτ.
Let Ft and F−1τ be the Fourier transform with respect to t and the inverse Fourier transform with respect
to τ defined by
F [f ](τ) =
∫ ∞
−∞
e−iτtf(t) dt, F−1[g](t) = 1
2π
∫ ∞
−∞
eiτtg(τ) dτ.
We see that
(2.4.12) L[f ](λ) = Ft[e−γtf(t)], L−1[g](t) = eγtF−1τ [g(τ)](t).
Applying the Laplace-Fourier transform to (2.4.11), we have
(2.4.13)
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
λθˆ + γ1div wˆ = Fˆ in Ω
γ2λwˆ −DivT(wˆ, γ3θˆ) = δ1Div ωˆ + Gˆ in Ω
λωˆ + δ2ωˆ − gα(∇wˆ, τ1) = δ3D(wˆ) + Hˆ in Ω
(T(wˆ, γ3θˆ) + δ1ωˆ)n = Kˆ on Γ,
wˆ = 0 on S.
Let R(λ) be the solution operator to problem (2.1.13) given in Theorem 2.3.1, and then we have
(2.4.14) (θ,w,ω) = L−1[R(λ)(Fˆ , Gˆ,λ1/2Kˆ,∇Kˆ, Hˆ)].
20
CHAPTER 2. LOCAL WELL-POSEDNESS 2.4. LP -LQ MAXIMAL REGULARITY
Let Λ1/2γ f be the operator defined by
Λ1/2γ f = L−1[λ1/2L[f ](λ)].
Note that λ1/2Kˆ = L[Λ1/2γ K]. To estimate (θ,w,ω), we use the Weis operator valued Fourier multiplier
theorem (cf. Theorem 1.5.4). Applying Theorem 1.5.4 to (θ,w,ω) defined in (2.4.14), we have
(2.4.15) ∥e−γs(∂tθ, ∂tω)∥Lp(R,W 1q (Ω)) + ∥e−γs(∂tw,Λ1/2γ ∇w,∇2w)∥Lp(R,Lq(Ω))
≤ C(∥e−γs(F,G,H)∥Lp(R,W 1,0q (Ω)) + ∥e−γs(Λ1/2γ K,∇K)∥Lp(R,Lq(Ω)))
for any γ ≥ λ0+1 with some constants C independent of γ, where λ0 is the constant given in Theorem 2.3.1.
By using the fact due to Shibata [53, Appendix], Lemma 2.2.2 and Proposition 1.5.6, we can prove easily
that
∥e−γsΛ1/2γ f∥Lp(R,Lq(Ω) ≤ C{∥e−γs∂sf∥Lp(R,W−1q (Ω)) + ∥e−γsf∥Lp(R,W 1q (Ω))},
∥e−γsγf∥Lp(R,Lq(Ω)) ≤ C∥e−γs∂sf∥Lp(R,Lq(Ω)),
∥e−γs∂tf∥Lp(R,Lq(Ω)) + ∥e−γsf∥Lp(R,W 2q (Ω)) ≤ C∥e−γs(∂sf,Λ1/2γ ∇f,∇2f)∥Lp(R,Lq(Ω)),
(2.4.16)
which, combined with (2.4.15), furnishes that
(2.4.17) γ∥e−γs(θ,w,ω)∥Lp(R,W 1,0q (Ω)) + ∥e−γs(∂tθ, ∂tω)∥Lp(R,W 1q (Ω))
+ ∥e−γs∂tw∥Lp(R,Lq(Ω)) + ∥e−γsw∥Lp(R,W 2q (Ω))
≤ C(∥e−γs(F,G,H)∥Lp(R,W 1,0q (Ω)) + ∥e−γs∇K∥Lp(R,Lq(Ω)) + ∥e−γs∂sK∥Lp(R,W−1q (Ω)))
for any γ ≥ λ0 + 1. By (2.4.8) and (2.4.10), we have
(2.4.18) ∥e−γs(F,G,H)∥Lp(R,W 1,0q (Ω)) + ∥e−γs∇K∥Lp(R,Lq(Ω)) + ∥e−γs∂sK∥Lp(R,W−1q (Ω)) ≤ CDt
with some constant C independent of t. By (2.4.17) and (2.4.18), we see that
(2.4.19) (θ,w,ω)(·, s) = 0 for s < 0.
In fact, we observe that
∥(θ,w,ω)∥Lp((−∞,0),W 1,0q (Ω)) ≤ ∥e−γs(θ,w,ω)∥Lp(R,W 1,0q (Ω)) ≤ γ−1Dt
for any γ ≥ λ0 + 1, so that we have (2.4.19) as γ →∞. Combining (2.4.17), (2.4.18) and (2.4.19), we have
(2.4.20) [[(θ,w,ω)]]t ≤ CeγtDt
for any γ ≥ λ0 + 1 with some constant C independent of γ. Moreover, since [Etf ](·s) = f(·, s) for s ∈ (0, t),
by (2.4.11) and (2.4.19), the (θ,w,ω) is a solution to the equations:
(2.4.21)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂sθ + γ1divw = f ′ in Ω× (0, t)
γ2∂sw −DivT(w, γ3θ) = δ1Divω + g′ in Ω× (0, t)
∂sω + δ2ω − gα(∇w, τ1) = δ3D(w) + h′ in Ω× (0, t)
(T(w, γ3θ) + δ1ω)n = k′ on Γ× (0, t),
w = 0 on S × (0, t),
(θ,w,ω)|s=0 = (0, 0, 0) in Ω.
For 0 < t1 < t2 ≤ T , let θti , wti , and ωti be solutions of equations (2.4.21) with t = ti. By the uniqueness
of solutions which follows from the solvability of the dual problem (cf. [55]), we have (θt1 ,wt1 ,ωt1) =
(θt2 ,wt2 ,ωt2) for s ∈ (0, t1), so that if we set (θ,w,ω) = (θT ,wT ,ωT ), then we have (θ,w,ω) = (θt,wt,ωt)
for any t ∈ (0, T ]. This completes the proof of Theorem 2.4.1.
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2.5. A proof of the local wellposedness
In this section, we prove Theorem 2.1.1 by using the Banach fixed point theorem. In the sequel, we
assume that 2 < p <∞, N < q <∞, and that Ω is a uniform W 2−1/qq domain in RN (N ≥ 2). Let T and L
be any positive numbers and let IL,T be the space defined by
IL,T ={(θ,v, τ) | θ ∈W 1p ((0, T ),W 1q (Ω)), v ∈W 1p ((0, T ), Lq(Ω)N ) ∩ Lp((0, T ),W 2q (Ω)N ),
τ ∈W 1p ((0, T ),W 1q (Ω)N×N ) (θ,v, τ)|t=0 = (0,u0, 0) in Ω, [[(θ,v, τ)]]T ≤ L}.(2.5.1)
Since we choose T > 0 small enough and L > 0 large , enough eventually we may assume that 0 < T ≤ 1 and
L ≥ 1. Moreover, we choose ρ1 in (2.1.12) in such a way that ∥τ0∥W 1q (Ω) ≤ R ≤ ρ1. Given (κ,w,ϕ) ∈ IL,T ,
let θ,v and ψ be solutions to problem :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
θt + (ρ∗ + θ0)divv = F (κ,w) in Ω× (0, T ),
(ρ∗ + θ0)vt −DivS(v) +∇(P ′(ρ∗ + θ0)θ) = βDivψ + g +G(w,κ,ϕ) in Ω× (0, T ),
ψt + γψ − gα(∇u, τ0)− δD(v) = −γτ0 + L(w,ϕ) in Ω× (0, T ),
(S(v)− P ′(ρ∗ + θ0)θI+ βψ)n = h+H(w,κ,ϕ) on Γ× (0, T ),
v = 0 on S × (0, T ),
(θ,v, τ)|t=0 = (0,u0, 0) in Ω.
(2.5.2)
In the sequel, C denotes generic constants independent of R and L, and CR denotes generic constants
independent of L. Mi denotes some special constants. The values of C and CR may change from line to line.
First, we estimate the right-hand side of (3.1.7). By the Sobolev inequality (cf. Lemma 2.2.2 (1)), Ho¨lder
inequality and the identities: κ(·, t) = ∫ t0 ∂sκ(·, s) ds and ϕ(·, t) = ∫ t0 ∂sϕ(·, s) ds, we have
sup
t∈(0,T )
∥
∫ t
0
∇w(·, s)ds∥L∞(Ω) ≤M1T 1/p
′
L, sup
t∈(0,T )
∥
∫ t
0
∇w(·, s)ds∥W 1q (Ω) ≤M1T 1/p
′
L
sup
t∈(0,T )
∥κ(·, s)∥L∞(Ω) ≤M1T 1/p
′
L, sup
t∈(0,T )
∥κ(·, s)∥W 1q (Ω) ≤M1T 1/p
′
L
sup
t∈(0,T )
∥ϕ(·, s)∥L∞(Ω) ≤M1T 1/p
′
L, sup
t∈(0,T )
∥ϕ(·, s)∥W 1q (Ω) ≤M1T 1/p
′
L(2.5.3)
with p′ = p/(p − 1). To determine functions with respect to κ, ϕ and ∫ t0 ∇w(·, s) ds, in view of the range
condition: ρ∗2 < ρ∗ + θ0 < 2ρ∗ in Theorem 2.1.1 and (2.1.7), we choose T small enough so that M1T
1/p′L ≤
ρ∗/2, M1T 1/p
′
L ≤ σ and M1T 1/p′L ≤ 1. Thus,
ρ∗
4
< ρ∗ + θ0 + ℓκ < 4ρ∗ (ℓ ∈ [0, 1]), sup
t∈(0,T )
∥
∫ t
0
∇w(·, s) ds∥L∞(Ω) < σ.(2.5.4)
Recall that ∥θ0∥W 1q (Ω)+∥u0∥
B
2(1− 1
p
)
q,p (Ω)
+∥τ0∥W 1q (Ω) ≤ R (cf. Theorem 2.1.1 (2.1.14)). By (2.5.3) and (2.5.4),
sup
t∈(0,T )
∥Vi(
∫ t
0
∇w(·, s) ds)∥L∞(Ω) ≤ CT 1/p
′
L, sup
t∈(0,T )
∥∇W(
∫ t
0
∇w(·, s)ds)∥W 1q (Ω) ≤ CT 1/p
′
L
sup
t∈(0,T )
∥∇
∫ 1
0
P ′′(ρ∗ + θ0 + ℓκ)(1− ℓ)dℓ∥Lq(Ω) ≤ C(R+ T 1/p
′
L)(2.5.5)
where i = D, div , W , and W = W(K) is any matrix of functions with respect to K. By Lemma 2.2.2 (1),
(2.2.10), (2.5.3), (2.5.4) and (2.5.5),
∥(0,g,−γτ0)∥Lp((0,T ),W 1,0q (Ω)) + ∥h∥Lp((0,T ),W 1q (Ω)) + ∥∂th∥Lp((0,T ),W−1q (Ω)) ≤ CRT 1/p,
∥(F (κ,w),G(w,κ,ϕ),L(w,ϕ))∥Lp((0,T ),W 1,0q (Ω)) ≤ C(L+R)2(T 1/p
′
+ T 1/p),
∥H(w,κ,ϕ)∥Lp((0,T ),W 1q (Ω)) ≤ C(L+R)2(T 1/p
′
+ T 1/p),
(2.5.6)
where we have used the fact that ∂th = 0
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To obtain the following estimates,
sup
t∈(0,T )
∥w(·, t)∥
B2(1−1/p)q,p (Ω)
≤ C(∥∂tw∥Lp((0,T ),Lq(Ω)) + ∥w∥Lp((0,T ),W 2q (Ω)) + ∥u0∥B2(1−1/p)q,p (Ω))(2.5.7)
we use the embedding relation :
Lp((0,∞), X1) ∩W 1p ((0,∞), X0) ⊂ BUC((0,∞), [X0, X1]1−1/p,p)(2.5.8)
for any two Banach spaces X0 and X1 such that X1 dense in X0 and 1 < p < ∞ (cf.[1]). In fact, as was
seen in Sect. 4, let u˜0 ∈ B2(1−1/p)q,p (Ω1) be an extension of u0 such that u˜0 = u0 on Ω and ∥u˜0∥B2(1−1/pq,p (Ω1) ≤
C∥u0∥B2(1−1/p)q,p (Ω), and then there exists a Z ∈W 1p ((0,∞), Lq(Ω)N )∩Lp((0,∞),W 2q (Ω)N ) which satisfies the
equations:
∂tZ+ λ0Z− µ∆Z = 0 in Ω1 × (0,∞), Z|S = 0, Z|t=0 = u˜0 in Ω1,
and possesses the estimate :
(2.5.9) ∥∂tZ∥Lp((0,∞),Lq(Ω1)) + ∥Z∥Lp((0,∞),W 2q (Ω1)) ≤ C∥u0∥B2(1−1/p)q,p (Ω)
with some constant C. Let z = w − Z. Since z|t=0 = 0, by (2.4.8) and (2.4.9) we have
∥ET z∥W 1p ((0,∞),Lq(Ω)) + ∥ET z∥Lp((0,∞),W 2q (Ω)) ≤ C{z∥W 1p ((0,T ),Lq(Ω)) + ∥z∥Lp((0,T ),W 2q (Ω))}
≤ C{∥∂tw∥Lp((0,T ),Lq(Ω)) + ∥w∥Lp((0,T ),W 2q (Ω)) + ∥∂tZ∥Lp((0,∞),Lq(Ω)) + ∥Z∥Lp((0,∞),W 2q (Ω))}.
(2.5.10)
Thus, noting that w = Z+ ET z for t ∈ (0, T ) and using (2.5.8), we have
sup
t∈(0,T )
∥w(·, t)∥
B2(1−1/p)q,p (Ω)
≤ sup
t∈(0,∞)
∥Z(·, t)∥
B2(1−1/p)q,p (Ω)
+ sup
t∈(0,∞)
∥ET z(·, t)∥B2(1−1/p)q,p (Ω)
≤ C{∥∂tw∥Lp((0,T ),Lq(Ω)) + ∥w∥Lp((0,T ),W 2q (Ω)) + ∥∂tZ∥Lp(R+,Lq(Ω)) + ∥Z∥Lp(R+,W 2q (Ω))},(2.5.11)
which, combined with (2.5.9), furnishes (2.5.7). Since B2(1−1/p)q,p (Ω) ⊂W 1q (Ω) as follows from the assumption:
2 < p <∞ by (2.5.7) and the fact: supt∈(0,T ) ∥
∫ t
0 ∇w(·, s)ds∥L∞(Ω) ≤ 1, we have
sup
t∈(0,T )
∥w(·, t)∥W 1q (Ω) ≤ sup
t∈(0,T )
∥w(·, t)∥
B2(1−1/p)q,p (Ω)
≤ C{∥wt∥Lp((0,T ),Lq(Ω)) + ∥w∥Lp((0,T ),W 2q (Ω)) + ∥u0∥B2(1−1/p)q,p (Ω)}.
(2.5.12)
By (2.5.1) we have
(2.5.13) sup
t∈(0,T )
∥w(·, t)∥W 1q (Ω) ≤ C(L+R)
Writing V′j(K) = ∂Vj/∂K for j = D and = div , we have
∂tH(w,κ,ϕ) = −{µVD(
∫ t
0
∇w ds)∇∂tw + µ
(
V′D(
∫ t
0
∇w ds)∇w)∇w
+ (ν − µ)(Vdiv (
∫ t
0
∇w ds)∂t∇w +
(
V′div (
∫ t
0
∇w ds)∇w)∇w)I}n
− {µ(D(∂tw) +VD(
∫ t
0
∇w ds)∇∂tw +
(
V′D(
∫ t
0
∇w ds)∇w)∇w)}VD(∫ t
0
∇v ds)n
− {µ{(D(w) +VD(∫ t
0
∇w ds)∇w)}V′D(
∫ t
0
∇w ds)∇w}n
− (ν − µ){(div (∂tw) +Vdiv (
∫ t
0
∇w ds)∇∂tw +
(
V′div (
∫ t
0
∇w ds)∇w)∇w)I}VD(∫ t
0
∇v ds)n
− (ν − µ){(divw +Vdiv (∫ t
0
∇w ds)∇w)I}V′D(
∫ t
0
∇w ds)∇w}n
+ (2
∫ 1
0
P ′′(ρ∗ + θ0 + ℓκ)(1− ℓ) dℓ κ∂tκ+
∫ 1
0
P ′′′(ρ∗ + θ0 + ℓκ)(1− ℓ)ℓ dℓ κ2∂tκ)n
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+
{
(P (ρ∗ + θ0 + κ)− P (ρ∗))V′D(
∫ t
0
∇w ds)∇w + P ′(ρ∗ + θ0 + κ)∂tκVD(
∫ t
0
∇w ds)}n
− {β∂tϕVD(∫ t
0
∇w ds) + β(ϕ+ τ0)V′D(
∫ t
0
∇w ds)∇w}n.
Applying Lemma 2.2.2 and using (2.5.13), (2.5.3) and (2.5.4), we have
∥∂tH(w,κ,ϕ)∥Lp((0,T ),W−1q (Ω)) ≤ C(L+R)2(T 1/p
′
+ T 1/p).(2.5.14)
Thus, applying Theorem 2.4.1 to problem (2.5.2) and using (2.5.6) and (2.5.14), we have
(2.5.15) [[(θ,v,ψ)]]T ≤ CR(L+R)2(T 1/p′ + T 1/p).
Choosing T > 0 so small that CR(L+R)2(T 1/p
′
+ T 1/p) ≤ L in (2.5.15), we have
(2.5.16) [[(θ,v,ψ)]]T ≤ L.
Let us define a map Φ by Φ(κ,w,ϕ) = (θ,v,ψ), and then by (2.5.16) Φ is a map from IL,T into itself.
For (κi,wi,ϕi) ∈ TL,T (i = 1, 2) let (θ,v,ψ) = Φ(κ1,w1,ϕ1)− Φ(κ2,w2,ϕ2), and let
F = F (κ1,w1)− F (κ2,w2), G = G(w1,κ1,ϕ1)−G(w2,κ2,ϕ2),
L = L(w1,ϕ1)− L(w2,ϕ2), H = H(w1,κ1,ϕ1)−H(w2,κ2,ϕ2),
then by (2.5.2) we have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
θt + (ρ∗ + θ0)divv = F in Ω× (0, T ),
(ρ∗ + θ0)vt −DivS(v) +∇(P ′(ρ∗ + θ0)θ) = βDivψ + G in Ω× (0, T ),
ψt + γψ − gα(∇u, τ0)− δD(v) = L in Ω× (0, T ),
(S(v)− P ′(ρ∗ + θ0)θI+ βψ)n = H on Γ× (0, T ),
v = 0 on S × (0, T ),
(θ,v, τ)|t=0 = (0, 0, 0) in Ω.
(2.5.17)
Since
sup
0∈(0,T )
∥(v1 − v2)(·, t)∥B2(1−1/p)q,p (Ω) ≤ C(∥∂t(v1 − v2)∥Lp((0,T ),Lq(Ω)) + ∥v1 − v2∥Lp((0,T ),W 2q (Ω))
as follows from (2.5.7), employing the same argumentation as in proving (2.5.6) and (2.5.14) we have
∥(F ,G,L)∥Lp((0,T ),W 1,0q (Ω)) + ∥K∥Lp((0,T ),W 1q (Ω)) + ∥∂tK∥Lp((0,T ),W−1q (Ω))
≤ C(R+ L)(T 1/p′ + T 1/p)[[(κ1,w1,ϕ1)− (κ2,w2,ϕ2)]]T .
Thus, applying Theorem 2.4.1 to equations (2.5.17), we have
[[Φ(κ1,w1,ϕ1)− Φ(κ2,w2,ϕ2)]]T ≤ CR(R+ L)(T 1/p′ + T 1/p)[[(κ1,w1,ϕ1)− (κ2,w2,ϕ2)]]T
with some constant CR depending on R. Choosing T > 0 so small that CR(R+ L)(T 1/p
′
+ T 1/p) ≤ 1/2, we
see that Φ is a contraction map on IL,T , and therefore by the Banach fixed point theorem we have a unique
fixed point (θ,v,ω) of the map Φ, which solves the equations (3.1.7) uniquely. This completes the proof of
Theorem 2.1.1.
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CHAPTER 3
Global Well-posedness of Oldroyd-B Model
3.1. Introduction
In the previous chapter we showed the local well-posedness of non-Newtonian compressible viscous
barotropic fluid flow of the Oldroyd-B model with free surface in general domain. In this chapter, we consider
the global well-posedness of the Oldroyd-B type fluid flow in a bounded domain. Let Ω be a bounded domain
in N -dimensional Euclidean space RN (N ≥ 2) occupied by a compressible viscous barotropic non-Newtonian
fluid of Oldroyd-B type. We assume that the boundary of Ω consists of two parts Γ and S, where Γ∩ S = ∅.
Let Ωt and Γt be time evolutions of Ω and Γ, while S be fixed. We assume that the boundary of Ωt consists
of Γt and S with Γt ∩ S = ∅. Let ρ : Ω × [0, T ) → R, v : Ω × [0, T ) → RN and τ : [0,∞) × Ω → RN×N be
the density field, the velocity field, and the elastic part of the stress tensor, respectively, which satisfy the
system of equations (2.1.1). For simplicity view of the reader, we rewrite the problem
(3.1.1)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tρ+ div (ρv) = 0 in Ωt,
ρ(∂tv + v ·∇v)−DivT(v, ρ) = βDiv τ in Ωt,
∂tτ + v ·∇τ + γτ = δD(v) + gα(∇v, τ) in Ωt,
(T(v, ρ) + βτ)nt = −P (ρ∗)nt on Γt,
v = 0 on S,
(ρ,v, τ)|t=0 = (ρ∗ + θ0,v0, τ0) in Ω,
Ωt|t=0 = Ω, Γt|t=0 = Γ,
for 0 < t < T . Here, ρ∗ is a positive constant describing the mass density of the reference domain Ω, T(v, ρ)
the stress tensor of the form
(3.1.2) T(v, ρ) = S(v)− P (ρ)I with S(v) = µD(v) + (ν − µ)divvI,
D(v), v = (v1, . . . , vN ), the doubled deformation tensor whose (i, j) components are Dij(v) = ∂ivj + ∂jvi
(∂i = ∂/∂xj), I the N ×N identity matrix, µ, ν, β, γ and δ are positive constants (µ and ν are the first and
second viscosity coeﬃcients, respectively), nt is the unit outer normal to Γt, P (ρ) a C∞ function defined for
ρ > 0 which satisfies that P ′(ρ) > 0 for ρ > 0. Moreover, the function gα(∇u, τ) has a form
(3.1.3) gα(∇v, τ) =W(v)τ − τW(v) + α(τD(v) +D(v)τ),
where α is a constant with −1 ≤ α ≤ 1 and W(v) the doubled antisymmetric part of the gradient ∇v whose
(i, j) components are Wij(v) = ∂ivj − ∂jvi. Finally, for any matrix field K whose components are Kij , the
quantity DivK is an N vector whose i-th component is
∑N
j=1 ∂jKij , and also divv =
∑N
j=1 ∂jvj , and v ·∇v
is an N vector whose i-th component is
∑N
j=1 vj∂jvi.
Aside from the dynamical system (3.1.1), a further kinematic condition for Γt is satisfied, which gives
(3.1.4) Γt = {x ∈ RN | x = x(ξ, t) (ξ ∈ Γ)},
where x = x(ξ, t) is the solution to the Cauchy problem:
(3.1.5)
dx
dt
= v(x, t) (t > 0), x|t=0 = ξ ∈ Ω.
This fact means that the free surface Γt consists of the same fluid particles, which do not leave it and are
not incident of it from inside Ωt for t > 0. It is clear that Ωt = {x ∈ RN | x = x(ξ, t) (ξ ∈ Ω)}.
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In the mathematical study of the dynamics of compressible viscous fluid flows, the local and global well-
posedness are one of central issues. The local well-posedness of the free boundary problem for the Newtonian
flow without surface tension was first studied by Secchi and Valli [43] in the L2 framework and by Tani
[72] in the Ho¨lder space, without surface tension case, resepctively. Later on the same problem with surface
tension was studied by by Solonnikov and Tani [67] in the L2 framework and by Denisova and Solonnikov
[5, 6] in the Ho¨lder space, respectively.
Moreover, the global wellposedness of the free boundary problem for the Newtonian flow without surface
tension was first studied by Zajaczkowski [76] in the L2 framework using the energy method. One year later,
the same problem with surface tension was investigated by Zajaczkowski [75] and Solonnikov and Tani [68]
independently under the assumption that initial velocity is small enough, and initial mass density and the
reference domain are close to positive constant and a ball using the energy method in the L2 framework,
respectively.
Recently, Enomoto, von Below and Shibata [21] proved the local well-posedness in the maximal Lp-Lq
regularity class in a bounded domain and some unbounded domains which satisfy some uniformity. Morever,
Shibata [51] proved the global well-posedness in a bounded domain also in the maximal Lp-Lq regularity
class, assuming that the initial data are small enough and orthogonal to the rigid space.
But, concerning the free boundary problem for the non-Newtonian fluid flow, there are very few references.
We know only that M. Nesensohn [37] has investigated the local well-posedness of the free boundary problem
for the non-Newtonian fluid flow of Oldroyd-B type in the incompressible viscous fluid flow case in the maximal
Lp regularity class. Recently, the local wellposedness of non-Newtonian compressible viscous barotropic fluid
flow of Oldroyd-B type with free surface has been studied by Maryani [29] in the maximal Lp-Lq regularity
class in a bounded domain and some unbounded domains which satisfy some uniformity. This result and its
proof are written in the chapter 2.
The main aim of this study is to prove the global well-posedness for problem (3.1.1) in the maximal
Lp-Lq regularity class in a bounded domain Ω with 2 < p < ∞ and N < q < ∞, assuming that initial
data are small enough and orthogonal to the rigid motion when S = ∅. To prove it, we use the Lagrange
coordinate instead of the Euler coordinate and prolong the local in time solutions in the Lagrange coordinate
to any time interval. To do this, the decay properties of solutons play an essential role, which is proved in
the case where the velocity field is orthogonal to the rigid motion in the Euler coordinate when S = ∅. Such
observation was found first by Solonnikov [62] in his energy inequality for the full nonlinear-system, but we
formulate this fact in the estimates of solutions to the linearized equations.
Since Ωt should be decided, we formulate problem (3.1.1) in the Lagrange coordinates. In fact, if the
velocity field u(ξ, t) is known as a function of the Lagrange coordinates ξ ∈ Ω, then in view of (3.1.5) the
connection between the Euler coordinates x ∈ Ωt and the Lagrange coordintes ξ ∈ Ω is written in the form
(2.1.6):
Let
x = ξ +
∫ t
0
v(ξ, s) ds ≡ Xv(ξ, t)
be the correspondence between Euler coordinate {x} and Lagrange coordinate {ξ} given in (2.1.6) in Chapter
2. Let ρ(x, t), v(x, t) and τ(x, t) be solutions of (3.1.1) and let
(3.1.6) ρ∗ + θ(ξ, t) = ρ(Xu(ξ, t)), u(ξ, t) = v(Xu(ξ, t), t), ω(ξ, t) = τ(Xu(ξ, t), t).
Employing the same arguments as in Chapter 2, we have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
θt + ρ∗divu = f(θ,u,ω) in Ω× (0, T ),
ρ∗ut −DivS(u) + P ′(ρ∗)∇θ − βDivω = g(θ,u,ω) in Ω× (0, T ),
ωt + γω − δD(u) = L(θ,u,ω) in Ω× (0, T ),
(S(u)− P ′(ρ∗)θI+ βω)n = h(θ,u,ω) on Γ× (0, T ),
u = 0 on S × (0, T ),
(θ,u,ω)|t=0 = (θ0,u0, τ0) in Ω.
(3.1.7)
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Here, f , g, L and h are nonlinear functions defined by
f(θ,u,ω) =− θdivu− (ρ∗ + θ)Vdiv (
∫ t
0
∇uds)∇u
g(θ,u,ω) =− θut +Div
(
µVD(
∫ t
0
∇uds)∇u+ (ν − µ)Vdiv (
∫ t
0
∇uds)∇uI
)
+Vdiv (
∫ t
0
∇uds)∇
(
µ(D(u) +VD(
∫ t
0
∇uds)∇u) + (ν − µ)(divu+Vdiv (
∫ t
0
∇uds)∇u)I
)
− P ′(ρ∗ + θ)VD(
∫ t
0
∇uds)∇θ + βVdiv (
∫ t
0
∇uds)ω −∇
(∫ 1
0
P ′′(ρ∗ + ℓθ)(1− ℓ)dℓθ2
)
L(θ,u,ω) =δVD(
∫ t
0
∇uds)∇u+ gα(∇u,ω) + gα(VW(
∫ t
0
∇uds)∇u,ω)
h(θ,u,ω) =− {µVD(
∫ t
0
∇uds)∇u+ (ν − µ)(Vdiv (
∫ t
0
∇uds)∇u)I}n− βωVD(
∫ t
0
∇uds)n
− {µ(D(u) +VD(
∫ t
0
∇uds)∇u) + (ν − µ)(divu+Vdiv (
∫ t
0
∇uds)∇u)I}VD(
∫ t
0
∇uds)n
+ (
∫ 1
0
P ′′(ρ∗ + ℓθ)(1− ℓ)dℓθ2)n+ (P (ρ∗ + θ)− P (ρ∗))VD(
∫ t
0
∇uds)n.(3.1.8)
HereVD(K),VW(K), andVdiv (K) are some matrices of C∞ functions with respect toK defined on |K| ≤ σ,
which satisfy the null condition:
VD(0) = 0, VW(0) = 0, Vdiv (0) = 0.
To state the compatibility condition for initial data u0, θ0 and τ0, we introduce the space Dq,p(Ω) defined
by
Dq,p(Ω) =
{
(θ0,u0, τ0) ∈W 1q (Ω)×B2(1−1/p)q,p (Ω)N ×W 1q (Ω)N×N |
(S(u0)− (P (ρ∗ + θ0)− P (ρ∗))I+ βτ0)n = 0 on Γ, u0|S = 0
}
.
(3.1.9)
For the notational simplicity, we set
∥(θ0,u0, τ0)∥Dq,p(Ω) = ∥θ0∥W 1q (Ω) + ∥u0∥B2(1−1/p)q,p (Ω) + ∥τ0∥W 1q (Ω).
To state the global well-posedness of problem (3.1.7), we introduce the rigid space Rd which is defined by
Rd = {u | D(u) = 0}.
As is well-known, we have
Rd = {Ax+ b | A ∈ ASym(RN ) and b ∈ RN}.(3.1.10)
Let {pℓ}Mℓ=1 be the system of orthonormal basis of Rd in the L2(Ω) inner-product.
The purpose of this chapter is to prove global well-posedness theorem which is stated in following.
Theorem 3.1.1. Let N < q < ∞ and 2 < p < ∞. Assume that S and Γ are W 2−1/qq compact hyper-
surfaces and that Γ ̸= ∅. Assume that the viscosity coeﬃcients µ and ν satisfy the stability condition:
µ > 0, ν >
N − 2
N
µ(3.1.11)
Then, there exist positive numbers ϵ and η such that for any initial data (θ0,u0, τ0) ∈ Dq,p(Ω) satisfying
the condition that τ0 ∈ Sym(RN ) for any x ∈ Ω, the smallness condition: ∥(θ0,u0, τ0)∥Dq,p(Ω) ≤ ϵ and the
orthogonal condition:
((ρ∗ + θ0)v0,pℓ)Ω = 0 for ℓ = 1, . . . ,M when S = ∅,(3.1.12)
27
3.2. SOME DECAY PROPERTIES OF SOLUTIONS CHAPTER 3. GLOBAL WELL-POSEDNESS
problem (3.1.7) with T =∞ admits unique solutions θ, u and τ with
θ ∈W 1p ((0,∞),W 1q (Ω)), u ∈ Lp((0,∞),W 2q (Ω)N ) ∩Wp((0,∞), Lq(Ω)N ), τ ∈W 1p ((0,∞),W 1q (Ω)N×N )
possessing the estimate:
∥eγs(∂sθ, θ)∥Lp((0,t),W 1q (Ω)) + ∥eγs∂su∥Lp((0,t),Lq(Ω)) + ∥eγsu∥Lp((0,t),W 2q (Ω))
+ ∥eγs(∂sτ, τ)∥Lp((0,t),W 1q (Ω)) ≤ Cϵ
for any t > 0 with some positive number C independent of ϵ and t.
Remark 3.1.2. (1) The range condition (2.1.15) follows from ∥θ0∥L∞(Ω) ≤ ρ∗3 , which is guaranteed
by choosing ϵ > 0 small enough.
(2) The theorem about the local well-posedness of problem (3.1.7) can be proved by using the same
argument as in chapter two of this thesis for small initial data. Thus, we may omit its proof.
(3) Considering the equations in the Euler coordinate system and using the uniqueness of solutions,
we see that if τ0(x) ∈ Sym(RN ) for almost all x ∈ Ω then τ(x, t) ∈ Sym(RN ) for almost all
(x, t) ∈ Ω× (0,∞), too. Since we use the prolongation argument of local in time solutions, we may
assume that the solution τ is symmetric.
Remark 3.1.3. Using the argumentation due to Stro¨hmer [70], we see that the map x = Xu(ξ, t) is
bijective from Ω onto Ωt = {x = Xu(ξ, t) | ξ ∈ Ω} with suitable regularity. Therefore, from Theorem 3.1.1
we have the global well-posedness for problem (3.1.1).
3.2. Some decay properties of solutions
Let Ω be a bounded domain and let both of its boundaries S and Γ be W 2−1/rr hyper-surfaces with
N < r < ∞, and let q be an exponent such that 1 < q < ∞ and max(q, q′) ≤ r. In this section, we show
some exponential stability of solutions to the following problem :
(3.2.1)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tθ + ρ∗divu = f in Ω× (0, T ),
ρ∗∂tu−DivS(u) + P ′(ρ∗)∇θ − βDiv τ = g in Ω× (0, T ),
∂tτ + γτ − δD(u) = H in Ω× (0, T ),
u = 0 on S × (0, T ),
(S(u)− P ′(ρ∗)θI+ βτ)n = k on Γ× (0, T ),
(θ,u, τ)|t=0 = (θ0,u0, τ0) in Ω.
For this purpose, first we analyze the coresponding generalized resolvent problem:
(3.2.2)
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
λθ + ρ∗divu = f in Ω,
ρ∗λu−DivS(u) + P ′(ρ∗)∇θ − βDiv τ = g in Ω,
λτ + γτ − δD(u) = H in Ω,
u = 0 on S,
(S(u)− P ′(ρ∗)θI+ βτ)n = k on Γ.
The resolvent parameter λ in problem (3.2.2) varies in Σϵ,λ0 with Σϵ,λ0 = {λ ∈ C | | arg λ| ≤ π− ϵ, |λ| ≥ λ0}
(ϵ ∈ (0,π/2),λ0 > 0). According to , we have
Theorem 3.2.1. Let 1 < q <∞, 0 < ϵ < π/2 and N < r <∞. Assume that r ≥ max(q, q′). Let Ω be a
bounded domain in RN , whose boundaries S and Γ are both W 2−1/rr compact hyper-surfaces. Let
Σϵ,λ0 = {λ ∈ C \ {0} | | arg λ| ≤ π − ϵ, |λ| ≥ λ0}.
Let
Xq(Ω) = {(f,g,H,k) | (f,g,H) ∈W 1,0q (Ω),k ∈W 1q (Ω)N},
Xq(Ω) = {(F1,F2,F3,F4,F5) |
F1 ∈W 1q (Ω),F2 ∈ Lq(Ω)N ,F3 ∈ Lq(Ω)N ,F4 ∈ Lq(Ω)N
2
,F5 ∈W 1q (Ω)N
2}.
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Then, there exists a λ0 ≥ 1 and an operator family R(λ) ∈ Hol(Σϵ,λ0 ,L(Xq(Ω),W1,2q (Ω))) such that for
any (f,g,H,k) ∈ Xq(Ω) and λ ∈ Σϵ,λ0 , (ρ,u, τ) = R(λ)(f,g,λ1/2k,∇k,H) is a unique solution to problem
(3.2.2).
Moreover, there exists a constant C such that
RL(Xq(Ω),W 1,0q (Ω))({(τ∂τ)ℓ(λR(λ)) | λ ∈ Σϵ,λ0}) ≤ C (ℓ = 0, 1),
RL(Xq(Ω),W 1,0q (Ω))({(τ∂τ)ℓ(γR(λ)) | λ ∈ Σϵ,λ0}) ≤ C (ℓ = 0, 1),
RL(Xq(Ω),Lq(Ω)N2 )({(τ∂τ)ℓ(λ1/2∇PvR(λ)) | λ ∈ Σϵ,λ0}) ≤ C (ℓ = 0, 1),
RL(Xq(Ω),Lq(Ω)N3 )({(τ∂τ)ℓ(∇2PvR(λ)) | λ ∈ Σϵ,λ0}) ≤ C (ℓ = 0, 1),
(3.2.3)
with λ = γ + iτ . Here, Pv is the projection operator defined by Pv(ρ,u, τ) = u.
Remark 3.2.2. (1) The F1, F2, F3, F4 and F5 are variables corresponding to f , g, λ1/2g, ∇g, and H,
respectively.
(2) Theorem 3.2.1 was proved in [29] under more general situation that Ω is a unformly W 2−1/rr domain.
As was shown in Chapter 2, applying Theorem 3.2.1 with the help of Theorem 1.5.4, we have
Theorem 3.2.3. Let 1 < p, q < ∞, N < r < ∞ and T > 0. Assume that max(q, q′) ≤ r. Let Ω be
a bounded domain in RN , whose boundaries S and Γ are both W 2−1/rr compact hyper-surfaces. Then, there
exists a positive number η0 such that for any initial data (θ0,u0, τ0) ∈W 1q (Ω)×B2(1−1/p)q,p (Ω)N ×W 1q (Ω)N×N
and right-hand sides f , g, H and k with
(3.2.4) (f,g,H) ∈ Lp((0, T ),W 1,0q (Ω)), k ∈ Lp((0, T ),W 1q (Ω)N ) ∩W 1p ((0, T ),W−1q (Ω)N )
satisfying the compatibility condition:
(3.2.5) (S(u0)− P ′(ρ∗)θ0I+ βτ0)n = k|t=0 on Γ, u0 = 0 on S,
problem (3.2.1) admits unique solutions θ, u, and τ with
θ ∈W 1p ((0, T ),W 1q (Ω)), u ∈ Lp((0, T ),W 2q (Ω)N ) ∩W 1p ((0, T ), Lq(Ω)N ), τ ∈W 1p ((0, T ),W 1q (Ω)N×N )
possessing the estimate:
∥θ∥Lp((0,t),W 1q (Ω)) + ∥∂su∥Lp((0,t),Lq(Ω)) + ∥u∥Lp((0,t),W 2q (Ω)) + ∥τ∥Lp((0,t),W 1q (Ω))
≤ Cγeη0t{∥θ0∥W 1q (Ω) + ∥u0∥B2(1−1/p)q,p (Ω) + ∥τ0∥W 1q (Ω)
+ ∥(f,H,k)∥Lp((0,t),W 1q (Ω)) + ∥g∥Lp((0,t),Lq(Ω)) + ∥∂sk∥Lp((0,t),W−1q (Ω))}
for any t ∈ (0, T ) with some constant C independent of t.
To prove the global well-posedness of problem (3.1.7), we need some decay properties of solutions to
(3.2.1), which is stated as follows:
Theorem 3.2.4. Let 1 < p, q < ∞, N < r < ∞ and T > 0. Assume that max(q, q′) ≤ r. Let ℓb be
the number defined in Theorem 3.1.1. Let Ω be a bounded domain in RN , whose boundaries S and Γ are
both W ℓb−1/rr compact hyper-surfaces. Then, there exists a positive number γ0 such that for any initial data
(θ0,u0, τ0) ∈ W 1q (Ω) × B2(1−1/p)q,p (Ω)N ×W 1q (Ω)N×N and right-hand sides f , g, H and k satisfying (3.2.4),
and the compatibility condition (3.2.5), problem (3.2.1) admits unique solutions θ, u, and τ with
θ ∈W 1p ((0, T ),W 1q (Ω)), u ∈ Lp((0, T ),W 2q (Ω)N ) ∩Wp((0, T ), Lq(Ω)N ), τ ∈W 1p ((0, T ),W 1q (Ω)N×N ).
Moreover, assuming that τ0 and H are symmetric matrices when S = ∅, we have the estimate :
∥eη1sθ∥W 1p ((0,t),W 1q (Ω)) + ∥eη1s∂su∥Lp((0,t),Lq(Ω)) + ∥eη1su∥Lp((0,t),W 2q (Ω)) + ∥eη1sτ∥W 1p ((0,t),W 1q (Ω))
≤ C
{
∥θ0∥W 1q (Ω) + ∥u0∥B2(1−1/p)q,p (Ω) + ∥τ0∥W 1q (Ω) + ∥e
η1s(f,g,H)∥Lp((0,t),W 1,0q (Ω))(3.2.6)
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+ ∥eη1sk∥Lp((0,t),W 1q (Ω)) + ∥eη1s∂sk∥Lp((0,t),W−1q (Ω)) + d(S)
M∑
ℓ=1
(
∫ t
0
(eη1s|(u(·, s),pℓ)Ω|)pds) 1p
}
for any t ∈ (0, T ) with some positive constants C and η1. Here, d(S) is the number such that d(S) = 1 when
S = ∅ and d(S) = 0 when S ̸= ∅.
Remark 3.2.5. Since D(u) is symmtric, the symmetric condition for τ0 and H yields that τ(x, t) also
symmetric.
To prove Theorem 3.2.4, first we consider problem (3.2.1) with f = 0, g = 0, H = 0 and k = 0. And
then, the corresponding resolvent equation is:
(3.2.7)
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
λθ + ρ∗divu = f in Ω,
ρ∗λu−DivS(u) + P ′(ρ∗)∇θ − βDiv τ = g in Ω,
λτ + γτ − δD(u) = H in Ω,
u = 0 on S,
(S(u)− P ′(ρ∗)θI+ βτ)n = 0 on Γ.
We consider problem (3.2.7) on the underlying space Hq(Ω) which is the set of all (f,g,H) ∈ W 1,0q (Ω) such
that g satisfies the orthogonal condition:
(3.2.8) (g,pℓ)Ω = 0 (ℓ = 1, . . . ,M)
and H is symmetric when S = ∅. And then, any solution (θ,u, τ) of problem (3.2.7) satisfies the orthogonal
condition:
(3.2.9) (u,pℓ)Ω = 0 (ℓ = 1, . . . ,M)
when S = ∅. In fact, assuming that S = ∅, we have τ is symmetric, because D(u) and H are symmetric.
Multiplying the second equation of (3.2.2) by pℓ, we have
ρ∗λ(u,pℓ)Ω − (DivS(u),pℓ)Ω + (P ′(ρ∗)∇θ,pℓ)Ω − (βDiv τ,pℓ)Ω = (g,pℓ)Ω = 0.(3.2.10)
as follows from (3.2.8). On the other hand, using the divergence theorem of Gauß and the boundary condition,
we have
− (DivS(u),pℓ)Ω + (P ′(ρ∗)∇θ,pℓ)Ω − (βDiv τ,pℓ)Ω(3.2.11)
= (µD(u),∇pℓ)Ω +
(
(ν − µ)divu, divpℓ
)
Ω
− (P ′(ρ∗)θ, divpℓ)Ω + β(τ,∇pℓ)Ω.
For the first term of right-hand side (3.2.11), we have
(D(u),∇pℓ)Ω = 1
2
(∇u,D(pℓ))Ω.
Since τ is symmetric, we also have
(τ,∇pℓ)Ω = 1
2
(τ,D(pℓ)Ω.
Moreover,
(3.2.12) D(pℓ) = 0, divpℓ = 0,
so that we have
λ(u,pℓ)Ω) = 0.
Since λ ̸= 0, we have (3.2.9).
Let W˙ 2q (Ω)
N be the set of all u ∈W 2q (Ω)N which satisfies (3.2.9). And also, we introduce an operator A
and a space Dq(A) by
A(θ,u, τ) = (−ρ∗divu, ρ−1∗ (DivS(u)− P ′(ρ∗)∇θ + βDiv τ),−γτ + δD(u)) for (θ,u, τ) ∈ Dq(A),
Dq(A) = {(θ,u, τ) ∈ Hq(Ω) | u ∈ W˙ 2q (Ω)N , u|S = 0, (S(u)− P ′(ρ∗)θI+ βτ)n|Γ = 0}.
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By using A, problem (3.2.1) with f = 0, g = 0, H = 0 and k = 0 is written in the form:
(3.2.13) ∂t(θ,u, τ)−A(θ,u, τ) = (0, 0, 0) for t > 0, (θ,u, τ)|t=0 = (θ0,u0, τ0).
Since R boundedness implies the usual boundedness by choosing n = 1 in Definition 1.5.7, for any ϵ ∈ (0,π/2)
there exists a constant λ1 > 0 such that for any λ ∈ Σϵ,λ1 and (f,g,H) ∈ Hq(Ω) problem (3.2.7) admits a
unique solution (θ,u, τ) ∈ Dq(Ω) possessing the estimate
|λ|∥(θ,u, τ)∥W 1,0q (Ω) + ∥u∥W 2q (Ω) ≤ C∥(f,g,H)∥W 1,0q (Ω)
Thus, there exists a continuous semigroup {T (t)}t≥0 on Hq(Ω) associated with problem (3.2.13) which is
analytic. To prove the exponential stability of {T (t)}t≥0, it is suﬃcient to prove
Theorem 3.2.6. Let 1 < q < ∞, N < r < ∞ and λ1 > 0. Assume that max(q, q′) ≤ r. Let Ω be a
bounded domain in RN , whose boundaries S and Γ are both W 2−1/rr compact hyper-surfaces. Assume that
(3.2.14) µ > 0, ν >
N − 2
N
µ.
Then, for any λ ∈ C with Reλ ≥ 0 and |λ| ≤ λ1 and (f,g,H) ∈ Hq(Ω), problem (3.2.2) admits a unique
solution (θ,u, τ) ∈ Dq(A) satisfying possessing the estimate:
(3.2.15) ∥(θ,u, τ)∥W 1,2q (Ω) ≤ C(∥(f,g,H)∥W 1,0q (Ω) + ∥k∥W 1q (Ω)).
We postpone the proof of Theorem 3.2.6 to Sect. 3. By Theorem 3.2.6, the semigroup {T (t)}t≥0 is
exponentially stable. That is,
Corollary 3.2.7. Let 1 < q < ∞, N < r < ∞ and λ1 > 0. Assume that max(q, q′) ≤ r. Let Ω be
a bounded domain in RN , whose boundaries S and Γ are both W 2−1/rr compact hyper-surfaces. Then, the
semigroup {T (t)}t≥0 is exponantially stable on Hq(Ω), that is,
(3.2.16) ∥T (t)(f,g,H)∥W 1,0q (Ω) ≤ Ce−η1t∥(f,g,H)∥W 1,0q (Ω)
for any (f,g,H) ∈ Hq(Ω) and t > 0 with some positive constants C and η1.
Now, we are in position to prove Theorem 3.2.4. To reduce the problem to the semigroup setting, first
we consider the time shifted equations :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tθ + λ0θ + ρ∗divu = f in Ω× (0, T ),
ρ∗(∂tu+ λ0u)−DivS(u) + P ′(ρ∗)∇θ − βDiv τ = g in Ω× (0, T ),
∂tτ + γτ + λ0τ − δD(u) = H in Ω× (0, T ),
u = 0 on S × (0, T ),
(S(u− P ′(ρ∗)θI+ βτ) · n = k on Γ1 × (0, T ),
(θ,u, τ)|t=0 = (θ0,u0, τ0) in Ω,
(3.2.17)
with large λ0 > 0. For example, in the case (θ0,u0, τ0) = (0, 0, 0) case, by using the R-bounded solution
operators R(λ) given in Theorem 3.2.1), the solutions of (3.2.17) is written by the Laplace inverse transform
of R(λ + λ0)(fˆ(λ), gˆ(λ), Hˆ(λ)), where fˆ(λ), gˆ(λ), and Hˆ(λ) denote the Laplace transform of f , g and H
with respect to time variable t. Thus, using Theorem 3.2.1 with the help of Theorem 1.5.4 and employing
the same argumentation as in Sect.4 of Shibata [48], we have
Theorem 3.2.8. Let 1 < p, q < ∞, N < r < ∞, max(q, q′) ≤ r and T > 0. Let Ω be a bounded
domain in RN , whose boundaires S and Γ are both W 2−1/rr compact hyper-surfaces. Then, for any initial
data (θ0,u0, τ0) ∈ W 1q (Ω) × B2(1−1/p)q,p (Ω)N × W 1q (Ω)N×N and right-hand sides f , g, H, and k satisfying
(3.2.4) and (3.2.5), problem (3.2.17) admits a unique solution (θ,u, τ) with
θ ∈W 1p ((0, T ),W 1q (Ω)), u ∈ Lp((0, T ),W 2q (Ω)N ) ∩W 1p ((0, T ), Lq(Ω)N ), τ ∈W 1p ((0, T ),W 1q (Ω)N×N ).
Moreover, there exsits a constant η such that θ, u, and τ possess the estimate:
∥eηsθ∥W 1p ((0,T ),W 1q (Ω)) + ∥eηs∂su∥Lp((0,T ),Lq(Ω)) + ∥eηsu∥Lp((0,T ),W 2q (Ω)) + ∥eηsτ∥W 1p ((0,T ),W 1q (Ω))
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≤ C
{
∥θ0∥W 1q (Ω) + ∥u0∥B2(1−1/p)q,p (Ω) + ∥τ0∥W 1q (Ω)(3.2.18)
+ ∥eηs(f,g,H)∥Lp((0,T ),W 1,0q (Ω)) + ∥eηsk∥Lp((0,T ),W 1q (Ω)) + ∥eηs∂sk∥Lp((0,T ),W−1q (Ω))}
}
for any η ∈ [0, η2] with some positive constant C depending on η2 but independent of T .
Remark 3.2.9. Since D(v) is symmetric, if H and τ0 are symmetric, then solution τ is also symmetric.
Under the above preparations, we finish proving Theorem 3.2.4. We look for a solution (θ,u, τ) of the
form θ = κ + ω, u = v + w and τ = ψ + ϕ, where (κ,v,ψ) and (ω,w,ϕ) are solutions to the following
problems: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tκ+ λ0κ+ ρ∗divv = f in Ω× (0, T ),
ρ∗(∂tv + λ0v)−DivS(v) +∇(P ′(ρ∗)κ)− βDivψ = g in Ω× (0, T )
∂tψ + λ0ψ + γψ − δD(v) = H in Ω× (0, T ),
v = 0 in S × (0, T ),
(S(v)− P ′(ρ∗)κI+ βψ) · n = k in Γ× (0, T ),
(κ,v,ψ)|t=0 = (θ0,u0, τ0) in Ω,
(3.2.19)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tω + ρ∗divw = λ0κ in Ω× (0, T ),
ρ∗∂tw −DivS(w) +∇(P ′(ρ∗)ω)− βDivϕ = ρ∗λ0v in Ω× (0, T ),
∂tϕ+ γϕ− δD(w) = λ0ψ in Ω× (0, T ),
w = 0 in S × (0, T ),
(S(w)− P ′(ρ∗)ωI+ βϕ)n = 0 in Γ× (0, T ),
(ω,w,ϕ)|t=0 = (0, 0, 0) in Ω,
(3.2.20)
respectively. By Theorem 3.2.8 we know the existence of κ, v and ψ that solve (3.2.19) and possess the
estimate :
∥eηsκ∥W 1p ((0,T ),W 1q (Ω)) + ∥eηs∂sv∥Lp((0,T ),Lq(Ω)) + ∥eηsv∥Lp((0,T ),W 2q (Ω)) + ∥eηsψ∥W 1p ((0,T ),W 1q (Ω))
≤ C
{
∥θ0∥W 1q (Ω) + ∥u0∥B2(1−1/p)q,p (Ω) + ∥τ0∥W 1q (Ω)(3.2.21)
+ ∥eηs(f,H,k)∥Lp((0,T ),W 1q (Ω)) + ∥eηsg∥Lp((0,T ),Lp(Ω)) + ∥eηs∂sk∥Lp((0,T ),W−1q (RN ))
}
.
For the sake of simplicity, we set
Jp,q = ∥θ0∥W 1q (Ω) + ∥u0∥B2(1−1/p)q,p (Ω) + ∥τ0∥W 1q (Ω)
+ ∥eηs(f,H,k)∥Lp((0,T ),W 1q (Ω)) + ∥eηsg∥Lp((0,T ),Lp(Ω)) + ∥eηs∂sk∥Lp((0,T ),W−1q (RN ))
where η is the same positive number given in Theorem 3.2.8.
Let {T (t)}t≥0 be the semigroup associated with (3.2.13) and let z(x, s) = v(x, s)−d(S)
∑M
ℓ=1(v(·, s),pℓ)Ωpℓ.
Defining ω˜, w˜ and ϕ˜ by
(ω˜(·, t), w˜(·, t), ϕ˜(·, t)) = λ0
∫ t
0
T(t− s)(κ(·, s), ρ∗z(·, s),ψ(·, s))ds(3.2.22)
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by the Duhamel principle we see that ω˜, w˜ and ϕ˜ satisfy the equations
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tω˜ + ρ∗div w˜ = λ0κ in Ω× (0, T ),
ρ∗∂tw˜ −DivS(w˜) +∇(P ′(ρ∗)ω˜)− βDiv ϕ˜ = ρ∗λ0(v − d(S)
∑M
ℓ=1(v(·, s),pℓ)Ωpℓ) in Ω× (0, T ),
∂tϕ˜+ γϕ˜− δD(w˜) = λ0ψ in Ω× (0, T ),
w˜ = 0 in S × (0, T ),
(S(w˜)− P ′(ρ∗)ω˜I+ βϕ˜) · n = 0 in Γ× (0, T ),
(ω˜, w˜, ϕ˜)|t=0 = (0, 0, 0) in Ω.
(3.2.23)
Since (z(·, s),pℓ)Ω = 0 for any ℓ = 1, . . . ,M and s ∈ (0, T ) when S = ∅. In fact,
(z(·, s),pj)Ω =(v(x, s)−
M∑
ℓ=1
(v(·, s),pℓ)Ωpℓ,pj) = (v(x, s),pℓ)−
M∑
ℓ=1
(v(·, s),pℓ)Ω(pℓ,pj)Ω
=(v(x, s),pj)Ω − (v(·, s),pj)Ω = 0,
because (pℓ,pk)Ω = 1 for ℓ = k and (pℓ,pk)Ω = 0 for ℓ ̸= k.
By Corollary 3.2.7 and Ho¨lder’s inequality
∥(ω˜(·, t), w˜(·, t), ϕ˜(·, t))∥W 1,0q (Ω) ≤ C
∫ t
0
e−η1(t−s)∥(κ(·, s), z(·, s),ψ(·, s))∥W 1,0q (Ω) ds
≤ C
(∫ t
0
e−η1(t−s) ds
)1/p′(∫ t
0
e−η1(t−s)∥(κ(·, s), z(·, s),ψ(·, s))∥p
W 1,0q (Ω)
ds
)1/p
.
We may assume that pη < η1 without loss of generality. Thus,∫ T
0
(eηt∥(ω˜(·, t), w˜(·, t), ϕ˜(·, t))∥W 1,0q (Ω))p dt
≤ C
∫ T
0
(∫ t
0
e−η1(t−s)(eηt∥(κ(·, s), z(·, s),ψ(·, s))∥W 1,0q (Ω))p ds
)
dt
= C
∫ T
0
(eηs∥(κ(·, s), z(·, s),ψ(·, s))∥W 1,0q (Ω))p
(∫ T
s
e−η(t−s) dt
)
ds
≤ C
∫ T
0
(eηs∥(κ(·, s), z(·, s),ψ(·, s))∥W 1,0q (Ω))p ds
which, combined with (3.2.21), furnishes that
(3.2.24) ∥eηs(ω˜, w˜, ϕ˜)∥Lp((0,T ),W 1,0q (Ω)) ≤ CJp,q.
Since ω˜, ϕ˜ and w˜ satisfy the shifted equations:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ω˜t + λ0ω˜ + ρ∗div w˜ = λ0(ω˜ + κ) in Ω× (0, T ),
ρ∗(w˜t + λ0w˜)−DivS(w˜) +∇(P ′(ρ∗)ω˜)− βDiv ϕ˜
= ρ∗λ0(w˜ + v − d(S)
∑M
ℓ=1(v(·, s),pℓ)Ωpℓ) in Ω× (0, T ),
∂tϕ˜+ λ0ϕ˜+ γϕ˜− δD(w˜) = λ0(ϕ˜+ ψ) in Ω× (0, T ),
w˜ = 0 in S × (0, T ),
(S(w˜)− P ′(ρ∗)ω˜I+ βϕ˜) · n = 0 in Γ× (0, T ),
(ω˜, w˜, ϕ˜)|t=0 = (0, 0, 0) in Ω,
(3.2.25)
by Theorem 3.2.8, (3.2.21) and (3.2.24) we have
∥eηsω˜∥W 1p ((0,T ),W 1q (Ω)) + ∥eηs∂sw˜∥Lp((0,T ),Lq(Ω)) + ∥eηsw˜∥Lp((0,T ),W 2q (Ω))
+ ∥eηsϕ˜∥W 1p ((0,T ),W 1q (Ω)) ≤ CJp,q.(3.2.26)
When S ̸= ∅, setting ω = ω˜, ϕ = ϕ˜ and w = w˜, we have Theorem 3.2.4.
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Finally, we consider the case where S = ∅. Let
ω = ω˜, ϕ = ϕ˜, w = w˜ + λ0ρ∗
M∑
ℓ=1
∫ t
0
(v(·, s),pℓ)Ωdspℓ.
Since pℓ is the first order polynomial and D(pℓ) = 0 and divpℓ = 0,, setting u = v +w and then we have
divu = divv+div w˜, S(u) = S(v)+S(w˜), D(u) = D(v)+D(w˜), and ∇2u = ∇2(v+ w˜). By using (3.2.21)
and (3.2.26), we have∫ T
0
(
eηs∥D(u)∥Lq(Ω)
)p
dt =
∫ T
0
(
eηs∥D(v)∥Lq(Ω)
)p
dt+
∫ T
0
(
eηs∥D(w˜)∥Lq(Ω)
)p
dt
≤
∫ T
0
(
eηs∥v∥W 2q (Ω)
)p
dt+
∫ T
0
(
eηs∥w˜∥W 2q (Ω)
)p
dt ≤ CJp,q.
Thus, by (3.2.22) and (3.2.25) we see that θ, u and τ satisfy the equations (3.2.1). Moreover, by (3.2.21) and
(3.2.26), we have
∥eηsθ∥W 1p ((0,T ),W 1q (Ω)) + ∥eηs∂su∥Lp((0,T ),Lq(Ω)) + ∥eηsD(u)∥Lp((0,T ),Lq(Ω))
+ ∥eηs∇2u∥Lp((0,T ),Lq(Ω)) + ∥eηsτ∥Lp((0,T ),W 1q (Ω)) ≤ CJp,q.(3.2.27)
Using the first Korn inequality, we have
∥u(·, s)∥W 1q (Ω) ≤ C{∥D(u(·, s))∥Lq(Ω) +
M∑
ℓ=1
|(u(·, s),pℓ)Ω|},
which, combined with (3.2.27), furnishes that
∥eηsu(·, s)∥Lp((0,t),W 1q (Ω)) ≤ C{∥eηsD(u(·, s))∥Lp((0,t),Lq(Ω) +
M∑
ℓ=1
(∫ t
0
(eηs|(u(·, s),pℓ)Ω|)pds
)1/p
}
≤ C{Jp,q +
M∑
ℓ=1
(∫ t
0
(eηs|(u(·, s),pℓ)Ω|)pds
)1/p
}(3.2.28)
Thus, combining (3.2.27) and (3.2.28), we have
∥eηsθ∥W 1p ((0,T ),W 1q (Ω)) + ∥eηs∂su∥Lp((0,T ),Lq(Ω)) + ∥eηsu∥Lp((0,T ),W 2q (Ω))
+ ∥eηsτ∥Lp((0,T ),W 1q (Ω)) ≤ C{Jp,q +
M∑
ℓ=1
(∫ t
0
(eηs|(u(·, s),pℓ)Ω|)pds
)1/p
}.
This completes the proof of Theorem 3.2.4.
3.3. Exponential Stability Theorem
In this section, we prove Theorem 3.2.6. For this purpose, first we consider problem (3.2.2) with λ = 0,
that is
(3.3.1)
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
ρ∗divu = f in Ω,
−DivS(u) + P ′(ρ∗)∇θ − βDiv τ = g in Ω,
γτ − δD(u) = H in Ω,
u = 0 on S,
(S(u)− P ′(ρ∗)θI+ βτ)n = k on Γ.
We start with
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Lemma 3.3.1. Let 1 < q < ∞, N < r < ∞ and λ1 > 0. Assume that max(q, q′) ≤ r. Let Ω be a
bounded domain in RN , whose boundaries S and Γ are both W 2−1/rr compact hyper-surfaces. Then, for any
(f,g,H) ∈W 1,0q (Ω) and k ∈W 1q (Ω) satisfying the condition:
(3.3.2) (g,pℓ)Ω + (k,pℓ)Γ = 0 (ℓ = 1, . . . ,M)
when S = ∅, problem (3.3.1) admits unique solutions θ ∈W 1q (Ω) and u ∈ W˙ 2q (Ω) possessing the estimate:
(3.3.3) ∥(θ,u, τ)∥W 1,2q (Ω) ≤ C(∥(f,g,H)∥W 1,0q (Ω) + ∥k∥W 1q (Ω)).
Remark 3.3.2. Recall that W˙ 2q (Ω)
N is the set of all u ∈W 2q (Ω)N which satisfies (3.2.9).
Proof. Setting τ = γ−1(δD(u) +H) in (3.3.1) and inserting the relation divu = ρ−1∗ f in the second
equation and boundary condition, we have
(3.3.4)
⎧⎪⎨⎪⎩
ρ∗divu = f in Ω,
−Div (µ′D(u)− P ′(ρ∗)θI) = g′ in Ω,
(µ′D(u)− P ′(ρ∗)θI)n = k′ on Γ.
with µ′ = µ+ γ−1δβ, g′ = g+Div ((ν − µ)ρ−1∗ fI+ γ−1βH) and k′ = k− ((ν − µ)ρ−1∗ fI+ γ−1βH)n. In the
sequel, we use the estimate:
(3.3.5) ∥hn∥W iq (Ω) ≤ C∥h∥W iq (Ω) (i = 0, 1),
which was proved in the Sect.2.2 of Chapter 2.. By (3.3.5),
∥g′∥Lq(Ω) + ∥k′∥W 1q (Ω) ≤ C(∥(f,g,H)∥W 1,0q (Ω) + ∥k∥W 1q (Ω)).
Moreover, by (3.3.2) and the divergence theorem of Gauß, we have
(3.3.6) (g′,pℓ)Ω + (k′,pℓ)Γ = 0 (ℓ = 1, . . . ,M),
because (3.3.2) holds. To quote a result due to Shibata [47], we introduce the space W 1q′,Γ(Ω) defined by
W 1q′,Γ(Ω) = {ϕ ∈W 1q′(Ω) | ϕ|Γ = 0}.
For any ϕ ∈W 1q′(Ω), it holds that the Poincare´s inequality:
(3.3.7) ∥ϕ∥Lq′ (Ω) ≤ C∥∇ϕ∥Lq′ (Ω) for any ϕ ∈W 1q′,Γ(Ω).
Then, by (3.3.7) we have
|(f,ϕ)Ω| ≤ ∥f∥Lq(Ω)∥ϕ∥Lq′ (Ω) ≤ C∥f∥Lq(Ω)∥∇ϕ∥Lq′ (Ω),
which implies that f ∈W 1,1q (Ω) in terms of the terminology defined in Shibata [47]1). By the Hahn-Banach
theorem, there exists a F ∈ Lq(Ω)N such that f = divF and ∥F∥Lq(Ω) ≤ C∥f∥Lq(Ω).
Instead of (3.3.4), first we consider the equations:
(3.3.8)
⎧⎪⎨⎪⎩
ρ∗divv = f in Ω,
λ0v −Div (µ′D(v)− P ′(ρ∗)pI) = g′ in Ω,
(µ′D(u)− P ′(ρ∗)pI)n = k′ on Γ.
According to [47], there exists a large λ0 > 0 such that problem (3.3.4) admits unique solutions v ∈W 2q (Ω)N
and p ∈W 1q (Ω) possessing the estimate:
∥v∥W 2q (Ω) + ∥p∥W 1q (Ω) ≤ C(∥f∥W 1q (Ω) + ∥g′∥Lq(Ω) + ∥k′∥W 1q (Ω)).
Moreover, by the divergence theorem of Gauß, we have
λ0(v,pℓ) = (g
′,pℓ)Ω + (k′,pℓ)Γ − µ
′
2
(D(v),D(pℓ))Ω − P ′(ρ∗)(p, divpℓ)Ω.
1)The space W 1,1q (Ω) was defined in [47], but we just quote a result due to Shibata [47], so that we do not state its
definition.
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By (3.3.6), we have (v,pℓ)Ω = 0 (ℓ = 1, . . . ,M), so that v ∈ W˙ 2q (Ω)N .
Setting u = v +w and θ = p+ q in (3.3.4), we have
(3.3.9)
⎧⎪⎨⎪⎩
ρ∗divw = 0 in Ω,
−Div (µ′D(w)− P ′(ρ∗)qI) = −λ0v in Ω,
(µ′D(w)− P ′(ρ∗)qI)n = 0 on Γ.
The problem:
(3.3.10)
⎧⎪⎨⎪⎩
ρ∗divw = 0 in Ω,
λv −Div (µ′D(w)− P ′(ρ∗)qI) = −λ0v in Ω,
(µ′D(w)− P ′(ρ∗)qI)n = 0 on Γ.
is uniquely solvable according to a result due to Shibata [47], and the inverse operator concerning problem
(3.3.10) is compact, so that by the Riesz-Schauder theorem, the uniqueness implies the existence in problem
(3.3.9). This fact is called by the Fredholm principle in the sequel. Thus, we examine the uniqueness of
problem (3.3.9). Let w ∈ W˙ 2q (Ω) and q ∈W 1q (Ω) satisfy the homogeneous equation:
(3.3.11)
⎧⎪⎨⎪⎩
ρ∗divw = 0 in Ω,
−Div (µ′D(w)− P ′(ρ∗)qI) = 0 in Ω,
(µ′D(w)− P ′(ρ∗)qI)n = 0 on Γ.
First we consider the case where 2 ≤ q < ∞. Then, w ∈ W˙ 22 (Ω) and q ∈ W 12 (Ω), so that multiplying the
second equation of (3.3.11) by w, integrating the resultant formulas on Ω, and using the divergence theorem
of Gauß, we have
µ′
2
∥D(w)∥2L2(Ω) = 0
because divw = 0. Thus, D(w) = 0, namely w ∈ Rd. On the other hand, w satisfies (3.2.9), so that
w = 0. Moreover, by the boundary condition, we have q = 0 too. Thus, we have the uniqueness, so that
the Riesz-Schauder theorem implies the unique existence of solutions to problem (3.3.9). When 1 < q < 2,
the uniqueness follows from the existence of the dual problem with exponent q′ > 2. Then, we also have
the uniqueness when 1 < q < 2, and therefore the Riesz-Schauder theorem implies the unique existence of
solutions to problem (3.3.9) when 1 < q < 2. Summing up, we have proved the unique exsitence of solutions
θ ∈ W 1q (Ω), u ∈ W˙ 2q (Ω)N and τ ∈ W 1q (Ω)N×N for problem (3.3.1). The estimate (3.3.3) follows from the
Banach closed graph theorem, which completes the proof. !
In the sequel, we prove Theorem 3.2.6. In view of Lemma 3.3.1 by the small perturbation argument,
there exists a small λ0 > 0 such that problem (3.2.2) can be solved with λ ∈ C and |λ| ≤ λ0. Namely,
Theorem 3.2.6 holds for λ ∈ C with |λ| ≤ λ0. Thus, in the sequel, we consider the case where Reλ ≥ 0 and
λ0 ≤ |λ| ≤ λ1. In this case, setting θ = λ−1(f − ρ∗divu) and τ = (λ+ γ)−1(δD(u) +H) in (3.2.2), we have
a generalized Lame´ system:
(3.3.12) ρ∗λu−DivSλ(u) = g′ in Ω, u = 0 on S, Sλ(u)n = k′ on Γ,
where we have set
Sλ(u) = (µ+ β(λ+ γ)
−1δ)D(u) + ((ν − µ) + P ′(ρ∗)ρ∗λ−1)divu,
g′ = g − (P ′(ρ∗)λ−1∇f − β(λ+ γ)−1DivH),
k′ = k+ (P ′(ρ∗)λ−1fI− β(λ+ γ)−1H)n.
Since λ0 ≤ |λ| ≤ λ1, by (3.3.5)
∥g′∥Lq(Ω) + ∥k′∥W 1q (Ω) ≤ Cλ0,λ1(∥(f,g,H)∥W 1,0q (Ω) + ∥k∥W 1q (Ω)).
To solve (3.3.12), first for fixed λ we consider the equations:
(3.3.13) ρ∗κu−DivSλ(u) = g′ in Ω, u = 0 on S, Sλ(u)n = k′ on Γ,
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with new resolvent parameter κ ∈ R. Note that if (g,k) satisfies (3.3.2), then (g′,k′) also satisfies (3.3.2).
Employing the same argumentation as in Shibata and Tanaka [56] or Enomoto, von Below and Shibata
[21], we see that there exists a large κ0 > 0 depending on λ such that for any κ ≥ κ0 and (g′,k′) ∈
Lq(Ω)N × W 1q (Ω)N satisfying (3.3.2) problem (3.3.13) admits a unique solution u ∈ W˙ 2q (Ω)N . Since the
solution operator of problem (3.3.13) with κ = κ0 is compact, by the Riesz-Schauder theory we see that the
uniqueness implies the existence in problem (3.3.12). Thus, we examine the uniqueness. Let u ∈ W˙ 2q (Ω)N
be a solution of the homogeneous equation:
(3.3.14) ρ∗λu−DivSλ(u) = 0 in Ω, u = 0 on S, Sλ(u)n = 0 on Γ.
First we consider the case 2 ≤ q < ∞. In this case, u ∈ W˙ 22 (Ω)N . Thus, multiplying the first equation
(3.3.14) by u and using the divergence theorem of Gauß, we have
(3.3.15) 0 = ρ∗λ∥u∥2L2(Ω) +
1
2
(µ+ β(λ+ γ)−1δ)∥D(u)∥2L2(Ω) + ((ν − µ) + P ′(ρ∗)ρ∗λ−1)∥divu∥2L2(Ω).
When Reλ ≥ 0, Re ρ∗λ−1 ≥ 0 and Reβ(λ+ γ)−1δ ≥ 0, so that taking the real part of (3.3.15), we have
(3.3.16) 0 ≥ ρ∗Reλ∥u∥2L2(Ω) +
µ
2
∥D(u)∥2L2(Ω) + (ν − µ)∥divu∥2L2(Ω).
Since ∥divu∥2L2(Ω) ≤ (N/4)∥D(u)∥2L2(Ω), by (3.3.16) we have
0 ≥
(
ν − N − 2
N
µ
)
∥divu∥2L2(Ω)
provided that Reλ ≥ 0. Since we assume that ν − N−2N µ > 0, we have divu = 0, so that by (3.3.16) and the
assumption that µ > 0, we have D(u) = 0 provided that Reλ ≥ 0. When S ̸= ∅, we have u|S = 0, so that
the first Korn inequality: ∥∇u∥L2(Ω) ≤ C∥D(u)∥L2(Ω) does hold. Therefore, ∇u = 0, which implies that u
is constant. But, u|S = 0, so that finally we arrive at u = 0. On the other hand, when S = ∅, u satisfies
(3.2.9), so that u = 0 too. Therefore, we have the uniqueness, which implies the unique existence of solutions
to problem (3.3.12) for each λ with λ0 ≤ |λ| ≤ λ1 when 2 ≤ q <∞. When 1 < q < 2, the uniqueness follows
from the existence for the dual problem, so that in this case we also have the unique existence of solutions.
If we know the unique exstence of solutions to (3.3.12) for one λ2, by the small perturbation argument there
exists a small number δ depending on λ2 such that the unique exstence of solutions to (3.3.12) holds for
λ ∈ C with |λ − λ2| ≤ δ. Since the set {λ ∈ C | Reλ ≥ 0, λ0 ≤ |λ| ≤ λ1} is compact, we have the unique
existence theorem holds for any {λ ∈ C | Reλ ≥ 0, λ0 ≤ |λ| ≤ λ1} with uniform constant C in the estimate
(3.3.3). This completes the proof of Theorem 3.2.6.
3.4. Proof of global well-posed Theorem
To prove Theorem 3.1.1, we start with
Lemma 3.4.1. Let 1 < p, q < ∞, let T be any positive number and let Ω be a bounded domain in RN ,
whose boundary Γ is a W 2−1/rr compact hyper-surface with N < r < ∞. Then, the following two assertions
hold:
(1) We have
sup
t∈(0,T )
∥u(t)∥
B2(1−1/p)q,p (Ω)
≤ C{∥u(·, 0)∥
B2(1−1/p)q,p (Ω)
+ Iu(T )}
for any u ∈ Lp((0, T ),W 2q (Ω)) ∩W 1p ((0, T ), Lq(Ω)) with some constant C independent of T. Here,
we have set
Iu(T ) = ∥∂tu∥Lp((0,T ),Lq(Ω)) + ∥u∥Lp((0,T ),W 2q (Ω)).
(2) Assume that max(q, q′) ≤ r. Then, we have
∥∇u∥W−1q (Ω) ≤ C∥u∥Lq(Ω) for any u ∈ Lq(Ω),
∥uv∥W−1q (Ω) ≤ C∥u∥W−1q (Ω)∥v∥W 1q (Ω) for any u ∈W−1q (Ω), v ∈W 1q (Ω),(3.4.1)
∥uv∥W−1q (Ω) ≤ C∥u∥Lq(Ω)∥v∥Lq(Ω) for any u, v ∈ Lq(Ω).
Proof. Lemma follows from Lemma 2.2.2 and (2.5.12) in Chapter 2. !
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From now on, we prove Theorem 3.1.1. Let ϵ be a small positive number and we assume that initial data
(θ0,v0, τ0) ∈ Dq,p(Ω) satisfies the conditions:
2
3
ρ∗ < ρ∗ + θ0 <
4
3
ρ∗,
∥θ0∥W 1q (Ω) + ∥u0∥B2(1−1/p)q,p (Ω) + ∥τ0∥W 1q (Ω) ≤ ϵ(3.4.2)
and the orthogonal condition (3.1.12). Since we choose an ϵ small enough eventually, we may assume that
0 < ϵ ≤ 1. Thus, by Theorem 2.1.1, there exists a T0 > 0 such that problem (3.1.7) admits a unique solution
with T = T0. Let T be a positive number and we assume that problem (3.1.7) admits a solution (θ,u,ω)
with
θ ∈W 1p ((0, T ),W 1q (Ω)), u ∈ Lp((0, T ),W 2q (Ω)N ) ∩W 1p ((0, T ), Lq(Ω)N ), ω ∈W 1p ((0, T ),W 1q (Ω)N×N )
satisfying the condition:
(3.4.3)
1
3
ρ∗ < ρ∗ + θ(x, t) <
5
3
ρ∗ for any (x, t) ∈ Ω× (0, T ), sup
0<t<T
∥
∫ t
0
∇u(·, s) ds∥L∞(Ω) ≤ σ.
where σ is the positive number appearing in (2.1.7). We may assume that 0 < σ ≤ 1 and T ≥ T0. Let
I(t) = ∥eηsθ∥W 1p ((0,t),W 1q (Ω)) + ∥eηs∂su∥Lp((0,t),Lq(Ω)) + ∥eηsu∥Lp((0,t),W 2q (Ω)) + ∥eηsω∥W 1p ((0,t),W 1q (Ω))
with some positive constant η for which Theorem 3.2.4 holds. Our main task is to prove
I(t) ≤M1(ϵ+ I(t)2)(3.4.4)
with some constant M1 independent of ϵ and T . To prove (3.4.4), we start with
∥θ(·, t)∥W 1q (Ω) ≤ C(∥θ0∥W 1q (Ω) + I(t)),
∥u(·, t)∥
B2(1−1/p)q,p (Ω)
≤ C(∥u0∥B2(1−1/p)q,p (Ω) + I(t)),
∥ω(·, t)∥W 1q (Ω) ≤ C(∥τ0∥W 1q (Ω) + I(t))(3.4.5)
In fact, writing θ(x, t) = θ0 +
∫ t
0 ∂sθ(·, s)ds and ω(x, t) = θ0 +
∫ t
0 ∂sω(·, s)ds, we have the first and third
inequality in (3.4.5). The second inequality in (3.4.5) follows from Lemma 3.4.1 (1). Hereinafter, the letter C
stands for generic constants independent of T and ϵ. Its value may diﬀer even in a single chain of inequalities.
By Ho¨lder’s inequality, we have∫ t
0
∥u(·, s)∥W 2q (Ω)ds ≤ C
(∫ t
0
e−p
′γsds
)1/p′(∫ t
0
(eγs∥u(·, s)∥W 2q (Ω))pds
)1/p
≤ CI(t).(3.4.6)
To estimate the products, we use the Sobolev embedding theorem:
∥
m∏
j=1
fj∥W 1q (Ω) ≤ C
m∏
j=1
∥fj∥W 1q (Ω), ∥f∥L∞(Ω) ≤ C∥f∥W 1q (Ω)(3.4.7)
because N < q <∞. Since 2 < p <∞, we have B2(1−1/p)(Ω)q,p ⊂W 1q (Ω), that is
∥f∥W 1q (Ω) ≤ C∥f∥B2(1−1/p)q,p (Ω).(3.4.8)
Recall the definition of nonlinear terms f(θ,u,ω), g(θ,u,ω), h(θ,u,ω) and L(θ,u,ω). Using (3.3.5), (3.4.3),
(3.4.5), (3.4.6), (3.4.7), and (3.4.8) and noting that Vdiv (0) = 0, VD(0) = 0, VDiv (0) and V0(0) = 0, we have
(3.4.9) ∥eγs(f(θ,u,ω),h(θ,u,ω),L(θ,u,ω))∥Lp((0,t),W 1q (Ω)) + ∥eγsg(θ,u,ω)∥Lp((0,t),Lq(Ω)) ≤ C(ϵ+ I(t)2).
By (3.3.5), (3.4.1), (3.4.3), (3.4.5), (3.4.6), (3.4.7), and (3.4.8) and noting that Vdiv (0) = 0, VD(0) = 0,
VDiv (0) and V0(0) = 0, we also have
∥eγs∂sh(θ,u,ω)]∥Lp((0,t),W−1q (RN )) ≤ C(ϵ+ I(t)2).(3.4.10)
To obtain (3.4.9) and (3.4.10), we used the fact that (ϵ + I(t))I(t) ≤ (1/2)ϵ2 + (3/2)I(t)2 ≤ 2(ϵ + I(t)2),
because of 0 < ϵ ≤ 1.
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Applying Theorem 3.2.4 to problem (3.1.7) and using (3.4.9) and (3.4.10), we have
I(t) ≤ C{ϵ+ I(t)2 + d(S)
M∑
ℓ=1
(∫ t
0
(eγs|(u(·, s),pℓ)Ω|)pds
)1/p
}.(3.4.11)
Now, we consider the case where S = ∅, namely d(S) = 1. According to the argumentation due to
G. Stro¨hmer [70], the Lagrange transform x = Xu(ξ, t) = ξ +
∫ t
0 u(ξ, s) ds is a bijection from Ω onto
Ωt = {x = Xu(ξ, t) | ξ ∈ Ω} and from Γ onto Γt = {x = Xu(ξ, t) | ξ ∈ S}, so that denoting the inverse map
by Y(x, t), by (3.1.6) we see that ρ(x, t) = ρ∗+θ(Y(x, t), t), v(x, t) = u(Y(x, t), t), and τ(x, t) = ω(Y(x, t), t)
satisfy the equations (3.1.1). Since we assume that τ0 ∈ Sym(RN ), we know that τ ∈ Sym(RN ), too. Let
J be the determinant of the Jacobi matrix of the transformation: x = Xu(ξ, t), and then noting that
ρ(ξ +
∫ t
0 u(ξ, s), t) = ρ∗ + θ(ξ, t) and v(ξ +
∫ t
0 u(ξ, s), t) = u(ξ, t) we have
d
dt
∫
Ωt
(ρ(·, t)v(·, t),pℓ)dx
=
d
dt
[ ∫
Ω
(ρ∗ + θ(ξ, t))u(ξ, t) · pℓ(ξ +
∫ t
0
u(ξ, s)ds)J(ξ, t) dξ
]
=
∫
Ω
∂t
[
(ρ∗ + θ(ξ, t))u(ξ, t)
]
· pℓ(ξ +
∫ t
0
u(ξ, s)ds)J(ξ, t) dξ
+
∫
Ω
(ρ∗ + θ(ξ, t))u(ξ, t) · ∂t
[
pℓ(ξ +
∫ t
0
u(ξ, s)ds)
]
J(ξ, t) dξ
+
∫
Ω
(ρ∗ + θ(ξ, t))u(ξ, t) · pℓ(ξ +
∫ t
0
u(ξ, s)ds)∂tJ(ξ, t) dξ.
Since ∂tJ(ξ, t) = (divv(x, t))J(ξ, t), by (3.1.1) we have
∂t((ρ∗ + θ(ξ, t))u(ξ, t))J(ξ, t) + (ρ∗ + θ(ξ, t))u(ξ, t)∂tJ(ξ, t)
= (∂t(ρv) + v ·∇(ρv) + ρvdivv)J(ξ, t)
= [ρ(∂tv + v ·∇v) + (∂tρ+ div (ρv))v]J(ξ, t)
= (DivT(v, ρ) + βDiv τ)J(ξ, t).
Moreover, representing pℓ(x) = (
∑N
j=1 aijxj , . . . ,
∑N
j=1 aNjxj) + b with aij + aji = 0. we have
u(ξ, t) · ∂t(pℓ(ξ +
∫ t
0
u(ξ, s) ds)) =
N∑
i,j=1
aijui(ξ, t)uj(ξ, t) =
1
2
N∑
i,j=1
(aij + aji)ui(ξ, t)uj(ξ, t) = 0.
Summing up these two facts and using the symmetry of τ and (3.2.12), we have
d
dt
∫
Ωt
(ρ(·, t)v(·, t),pℓ)dx = (DivT(v, ρ) + βDiv τ,pℓ)Ωt
= −µ
2
(D(v),D(pℓ))Ωt − (ν − µ)(divv, divpℓ)Ωt + (P (ρ), divpℓ)Ωt −
β
2
(τ,D(pℓ))Ωt = 0.
Thus, ∫
Ω
(ρ∗ + θ(ξ, t))u(ξ, t)pℓ(ξ +
∫ t
0
u(ξ, s)ds)J(ξ, t)dξ = ((ρ∗ + θ0)v0,pℓ)Ω = 0 (ℓ = 1, . . . ,M)(3.4.12)
for any t ∈ (0, T ). Since J(ξ, t) = det(I + V0(
∫ t
0 ∇u(ξ, s)ds)) and V0(0) = 0, we may write J(ξ, t) in the
form:
J(ξ, t) = 1 + v0(
∫ t
0
∇u(ξ, s) ds)
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where v0 = v0(K) is a C∞ function with respect to K defined on |K| ≤ σ with v0(0) = 0. Moreover, we write
pℓ(ξ +
∫ t
0
u(ξ, s) ds) = pℓ(ξ) +Aℓ
∫ t
0
u(ξ, s) ds
with some constant matrix Aℓ. And then, by (3.4.12) we have
(u(·, t),pℓ)Ω = −ρ−1∗
(
ρ∗(u(·, t),pℓv0(
∫ t
0
∇u(ξ, s)ds))Ω
+ ρ∗(u(·, t), Aℓ
∫ t
0
u(·, s) dsJ(·, t))Ω +
∫
Ω
θ(ξ, t)u(ξ, t)pℓ(ξ +
∫ t
0
u(ξ, s) ds)J(ξ, t) dξ
)
.
(3.4.13)
Thus, using (3.4.3) and (3.4.13) we have
(3.4.14) |(u(·, t),pℓ)Ω| ≤ CI(t)∥u(·, t)∥Lq(Ω),
which furnishes that
M∑
ℓ=1
(∫ t
0
(eγs|(u(·, s),pℓ)Ω|pds
)1/p
≤ CI(t)2.(3.4.15)
Combining (3.4.11) and (3.4.15), we have (3.4.4).
Finally, using (3.4.4), we show that solutions can be prolonged to any time interval beyond (0, T ). Let
r±(ϵ) = (2M1)−1 ±
√
(2M1)−2 − ϵ be the two roots of the quadratic equation: M1(x2 + ϵ) − x = 0. If
0 < ϵ < (2M1)−2 then 0 < r−(ϵ) < r+(ϵ) and r−(ϵ) = M1ϵ + O(ϵ2) as ϵ → 0 + 0. Since I(t) → 0 as t → 0
and I(t) is continuous with respect to t as long as solutions exist, there exists an ϵ0 ∈ (0, 1) such that
I(t) ≤ r−(ϵ) ≤ 2M1ϵ(3.4.16)
for any t ∈ (0, T ) and ϵ ∈ (0, ϵ0). By (3.4.5),
∥θ(·, T )∥W 1q (Ω) + ∥u(·, T )∥B2(1−1/p)q,p (Ω) + ∥ω(·, T )∥W 1q (Ω) ≤M2ϵ ≤M2(3.4.17)
with some constant M2 independent of ϵ. By (3.4.7), ∥θ(·, T )∥L∞(Ω) ≤ C∥θ(·, T )∥W 1q (Ω) ≤ CM2ϵ, so that
choosing ϵ so small that CM2ϵ < (1/3)ρ∗, we have
2
3
ρ∗ < ρ∗ + θ(x, T ) <
4
3
ρ∗.(3.4.18)
We consider the nonlinear equations:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tθ¯ + ρ∗div u¯ = f˜(θ¯, u¯, ω¯) in Ω× (T, T + T1)
ρ∗∂tu¯−DivS(u¯) + P ′(ρ∗)∇θ¯ − βDiv ω¯ = g˜(θ¯, u¯, ω¯) in Ω× (T, T + T1)
∂tω¯ + γω¯ − δD(u¯) = L˜(θ¯, u¯, ω¯) in Ω× (T, T + T1)
(S(u¯)− P ′(ρ∗)θ¯I+ βω¯)n = h˜(θ¯, u¯, ω¯) on Γ1 × (T, T + T1)
u¯ = 0 on S × (T, T + T1)
(θ¯, u¯, ω¯)|t=T = (θ(·, T ),u(·, T ),ω(·, T )) in Ω
(3.4.19)
which is the corresponding equations to main problem for time interval (T, T+T1). Here, f˜(θ¯, u¯, ω¯), g˜(θ¯, u¯, ω¯),
L˜(θ¯, u¯, ω¯) and h˜(θ¯, u¯, ω¯) are nonlinear functions defined by replacing θ, u, ω and
∫ t
0 ∇uds by θ¯, u¯, ω¯ and∫ T
0 ∇uds +
∫ t
T ∇u¯ds in (3.1.8), respectively. Since
∫ T
0 ∥∇u(·, s)∥L∞ds ≤ Cϵ as follows from (3.4.7) and
(3.4.16), employing the same argumentation as in the proof of the local well-posedness for problem (3.1.7) in
Chapter 2, we can choose positive numbers ϵ and T1 so small that problem (3.4.19) admits unique solutions
θ¯, u¯, and ω¯ with
θ¯ ∈W 1p ((T, T + T1),W 1q (Ω)), u¯ ∈ Lp((T, T + T1),W 2q (Ω)N ) ∩W 1p ((T, T + T1), Lq(Ω)N ),
ω ∈W 1p ((T, T + T1),W 1q (Ω))
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satisfying the estimates∫ T+T1
T
∥∇u¯(·, t)∥L∞(Ω)dt ≤ σ/2,
1
3
ρ∗ < ρ∗ + θ¯(x, t) <
5
3
ρ∗ ((x, t) ∈ Ω× (T, T + T1)).(3.4.20)
If we define θ1, ω1 and u1 by
θ1(x, t) =
{
θ(x, t) for 0 < t < T ,
θ¯(x, t) for T < t < T + T1,
u1(x, t) =
{
u(x, t) for 0 < t < T ,
u¯(x, t) for T < t < T + T1,
ω1(x, t) =
{
ω(x, t) for 0 < t < T ,
ω¯(x, t) for T < t < T + T1,
then θ1, ω1 and u1 solve (3.1.7) in (0, T + T1) and
θ1 ∈W 1p ((0, T + T1),W 1q (Ω)), u1 ∈ Lp((0, T + T1),W 2q (Ω)N ) ∩W 1p ((0, T + T1), Lq(Ω)N ),
ω1 ∈W 1p ((0, T + T1),W 1q (Ω)).
Moreover, by (3.4.16), (3.4.7) and (3.4.20) we have 13ρ∗ < ρ∗ + θ1(x, s) <
5
3ρ∗ and
sup
0<t<T+T1
∥
∫ t
0
∇u1(·, s) ds∥L∞(Ω) ≤
∫ T
0
∥∇u(·, s)∥L∞(Ω)ds+
∫ T+T1
T
∥∇u¯(·, s)∥L∞(Ω)ds
≤M3ϵ+ σ/2
with some constant M3 independent of ϵ. Choosing ϵ > 0 so small that M3ϵ ≤ σ/2, we see that θ1 and u1
satisfy (3.4.3) replacing T by T + T1. Therefore, we can prolong θ, u, and ω to (0, T + T1). It follows from
(3.4.17) that T1 is independent of ϵ, so that we can prolong θ, u, and ω to time interval (0,∞) finally with
I(∞) ≤ r1(ϵ), which completes the proof of the existence part of Theorem 3.1.1. But, the uniqueness follows
from the local in time unique existence theorem (Theorem 2.1.1), which completes the proof of Theorem
3.1.1.
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CHAPTER 4
Two-phase Stokes Resolvent Equations
4.1. Introduction
In this chapter we are concerned with the motion of two viscous, immiscible and incompressible fluids
which bounded by a solid surface or a free surface. However, in this thesis we consider only theR-boundedness
of solution operator families for two-phase Stokes Equations. As was seen in the chapters 2 and 3, this is the
most important step to solve the original nonlinear problems in view or the maximal Lp-Lq regularity class.
The problem will be formulated in the following. Let Ω be a domain in RN , N ≥ 2, with two boundaries
Γ± which satisfying Γ− ∩ Γ+ = ∅. Assume that some hyper-surface Γ divides Ω into two domains Ω± ⊂ Ω
such that Ω+ ∩Ω− = ∅ such that Ω \ Γ = Ω+ ∪Ω− where Γ ∩ Γ± = ∅ and the boundaries of Ω± consist two
part Γ and Γ±, respectively. Let Ω˙ = Ω+ ∪ Ω− and let Σϵ,λ0 be the set defined in (2.3.1) of Chapter 2 with
λ0 > 0. The Ω+ is occupied by one of the fluids with the viscosity coeﬃcient µ+ and the density ρ+, whilst
the Ω− is occupied by another fluid with the viscosity coeﬃcient µ− and the density ρ−. Here ρ± and µ±
are positive constants. The equation system of the problems are figured by the following:
(4.1.1)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
λu− ρ−1DivT(u, θ) = f in Ω˙,
divu = g in Ω˙,
[[T(u, θ)n)]] = h in Γ,
[[u]] = 0 on Γ,
T(u, θ)n+ = k on Γ+,
u = 0 in Γ−.
Here, the unknown u = (u1(x), . . . , uN (x))T and θ = θ(x) are N -component vector and scalar functions,
respectively. The right members f = (f1(x), . . . , fN (x))T , g = g(x), h = (h1(x), . . . , hN (x))T and k =
(k1(x), . . . , kN (x))T are given functions. Let ρ± be positive constants and µ± = µ±(x) scalar functions defined
on RN . Let χD be the indicator function of D ⊂ RN , and then ρ and µ are defined by ρ = ρ+χΩ+ + ρ−χΩ−
and µ = µ+χΩ+ + µ−χΩ− , respectively. Let T(u, θ) = µD(u) − θI, where I is the N × N identity matrix
and D(u) is the doubled deformation tensor of the velocities with (i, j)th elements Dij(u) = ∂iuj + ∂juj , for
i, j = 1, . . . , N and ∂i =
∂
∂xi
. n and n+ are unit normal vectors from Ω+ to Ω− on Γ and on Γ+, respectively.
For any function f defined on Ω˙, [[f ]] denotes a jump of f across the interface Γ as follows:
[[f ]] = [[f ]](x, t) = lim
y→x,y∈Ω+
f(y, t)− lim
y→x,y∈Ω−
f(y, t) (x ∈ Γ).
Problem (4.1.1) arises from a linearized system of some two-phase free boundary problem of the Navier-Stokes
equations for incompressible, viscous and immiscible fluids without taking surface tension into account. There
are a lot of studies of two-phase free boundary problem for the Navier-Stokes equations, so that we only see
the case where the two fluids are both incompressible, viscous and immiscible in the following. Such a
situation are treated in several function spaces as follows:
L2 in time and L2 in time setting. Denisova [7, 9] treated the motion of a drop Ω+t, which is the region
occupied by the drop at time t > 0, in another liquid Ω−t = R \ Ω¯+t. More precisely, Denisova [7] showed
some estimates of solutions for linearized problems and [9] the local in time unique existence theorem of the
two-phase free boundary problem describing the aforementioned situation with or without surface tension. In
addition, Denisova [12] proved the unique existence of global in time solutions solutions for small initial data
and its exponential stability in the case where Ω−t is bounded and surface tension does not work. Concerning
43
4.1. INTRODUCTION CHAPTER 4. TWO-PHASE STOKES RESOLVENT
non-homogeneous incompressible fluids, Tanaka [71] showed the global in time unique existence theorem for
small initial data under the same assumption about Ω−t as in [12], but surface tension is taken into account.
Ho¨lder continuous function spaces. A series of papers Denisova-Solonnikov [14, 15] and Denisova [8]
treated the same motion as in [7, 9] mention above. Especially, in [14] and [8] it was established estimates of
solutions for some linearized problems, and in [15] it was proved the local in time unique existence theorem
of the two-phase free boundary problem with surface tension. The global in time unique existence theorem
was proved by Denisova [11] without surface tension and by Denisova-Solonnikov [16] with surface tension
in the case where Ω−t is bounded. Furthermore, there are other topics Denisova [10] and Denisova-Necasova
[13], which consider thermocapillary convection and Oberbeck-Boussinesq approximation, respectively.
Lp in time and Lp in space setting. Pru¨ss and Simonett [42, 39, 40] treated the situation that two
fluid occupy Ω±t = {(x′, xN ) | x′ ∈ RN−1,±(xN − h(x′, t)) > 0}, respectively, where h(x′, t) is an unknown
scalar function describing the interface Γt = {(x′, xN ) | x′ ∈ RN−1, xN = h(x′, t)} of the fluids. In [39] and
[40] it was proved the local solvability of the two phase problem with surface and with surface tension and
gravity, respectively, for small initial data. On the other hand, in [42] it was pointed out that the Reyleigh-
Taylor instability happens if the fluid occupying Ω+t is heavier than the other one. In the Lp-Lq framework,
Shibata-Shimizu [55] showed the maximal Lp-Lq regularity theorem for a linearized problem of the two phase
problem considered in [42, 40] mention above. Furthermore, Hieber and Saito [23] extended the results of
the Newtonian case of [39, 40] to a generalized Newtonian one. The aim of this chapter is to prove the
R-bounded solution operator families of (4.1.1) on a uniform W 2−1/rr domain Ω˙ = Ω+ ∪Ω− (N < r <∞),
which is introduced in the Definition 1.5.7. In addition, the R-bounded solution operator families enable
us to show a maximal Lp-Lq regularity theorem for a time dependent problem and generation of analytic
semigroup associated with (4.1.1), which are provided in subsection 4.1.5 and subsectin 4.1.6, respectively.
The method follows [47], and also, this topic is a continuation of Shibata-Shimizu [55].
Thirdly, we introduce the unique solvability of the weak Dirichlet-Neumann problem. In the case of
Γ+ = ∅ or Γ− = ∅ is admissible, but note that Γ ̸= ∅. Let W 1q,Γ+(Ω) and Ŵ 1q,Γ+(Ω) be Banach spaces defined
by
X1q,Γ+(Ω) =
{ { f ∈ X1q (Ω) | f = 0 on Γ+ }, if Γ+ ̸= ∅,
X1q (Ω), if Γ+ = ∅
for X ∈ {W, Ŵ}, and their norms are given by
∥f∥1Wq,Γ+ (Ω) = ∥f∥W 1q (Ω), ∥f∥
1
Ŵq,Γ+
(Ω) = ∥∇f∥Lq(Ω).
The unique solvability of the weak Dirichlet-Neumann problem is defined in the following.
Definition 4.1.1. Let 1 < q < ∞ and q′ = q/(q − 1). Let W˙ 1q,Γ+(Ω) be a closed subspace of Ŵ 1q,Γ+(Ω),
and suppose that W 1q,Γ+(Ω) is dense in W1q (Ω). Set ρ = ρ+χΩ+ + ρ−χΩ− for positive constants ρ±. Then we
say that the weak Dirichlet-Neumann problem is uniquely solvable on W1q (Ω) for ρ± if the following assertion
holds: For any f ∈ Lq(Ω˙)N there is a unique θ ∈W1q (Ω) satisfying the variational equation:
(4.1.2) (ρ−1∇θ,∇ϕ)Ω˙ = (f ,∇ϕ)Ω˙ for all ϕ ∈W1q′(Ω),
which possesses the estimate: ∥∇θ∥Lq(Ω) ≤ C∥f∥Lq(Ω˙) with some positive constant C independent of θ, ϕ,
and f .
Remark 4.1.2. (1) Let 1 < q < ∞, q′ = q/(q − 1) and the weak Dirichlet-Neumann problem be
uniquely solvable on W1q (Ω) for ρ+ = ρ− = 1. We define Jq(Ω) and Gq(Ω) by
Jq(Ω) = {f ∈ Lq(Ω)N | (f ,∇ϕ)Ω = 0 for all ϕ ∈W1q′(Ω)},
Gq(Ω) = {f ∈ Lq(Ω)N | f = ∇θ for some θ ∈W1q′(Ω)}.
Then, the so-called Helmholtz decomposition: Lq(Ω)N = Jq(Ω) ⊗ Gq(Ω) holds. In fact, it can be
proved as follows: Let f ∈ Lq(Ω)N and let θ ∈W1q (Ω) be the solution to (4.1.2) with f and ρ± = 1.
Then, setting Qqf = θ and Pqf = f −∇Qqf , we have Pqf ∈ Jq(Ω). We thus obtain a decomposition:
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f = Pqf + ∇Qqf ∈ Jq(Ω) + Gq(Ω). Moreover, the decomposition is determined uniquely, since it
holds that, for f ∈ Jq(Ω) ∩Gq(Ω) with f = ∇ψ (ψ ∈W1q (Ω)),
0 = (f ,∇ϕ)Ω = (∇ψ,∇ϕ)Ω for all ϕ ∈W1q′(Ω),
and since we know the uniqueness of solutions for (4.1.2) with ρ± = 1.
(2) In applications, we choose W1q (Ω) in such a way that the weak Dirichlet-Neumann problem is
uniquely solvable for ρ±. Typical examples are as follows: W1q (RN ) = Ŵ 1q (RN ); W1q (RN+ ) =
Ŵ 1q,Γ+(R
N
+ ) = Ŵ
1
q (RN+ ) with Γ+ = ∅ and Γ− = RN0 = {(x′, xN ) | x′ ∈ RN−1, xN = 0}, and
W1q (Ω) is analogously defined by Ŵ 1q (Ω) when Ω is a perturbed RN+ ; W1q (RN− ) = Ŵ 1q,Γ+(RN− ) with
Γ+ = RN0 and Γ− = ∅, and W1q (Ω) is analogously defined by Ŵ 1q,Γ+(Ω) when Ω is a perturbed RN− ;
W1q (Ω) = Ŵ 1q,Γ+(Ω) when Ω is a bounded domain, a layer, a perturbed layer or an exterior domain.
For these situations, the proof of the unique solvability of the weak Dirichlet-Neumann problem will
be announced in [27].
(3) We here set W 1q (Ω˙) +W1q (Ω) = {θ1 + θ2 | θ1 ∈ W 1q (Ω˙), θ2 ∈ W1q (Ω)}. Suppose that the weak
Dirichlet-Neumann problem is uniquely solvable on W1q (Ω) for ρ±. Then for any α ∈ Lq(Ω˙)N ,
β ∈W 1−1/qq (Γ) and γ ∈W 1−1/qq (Γ+), there exist a unique θ ∈W 1q (Ω˙) +W1q (Ω) satisfying the weak
problem :
(ρ−1∇θ,∇ϕ)Ω˙ = (α,∇ϕ)Ω˙ for all ϕ ∈W1q′(Ω),
[[θ]] = β on Γ, θ = γ on Γ+,
which possesses the estimate :
∥∇θ∥Lq(Ω˙) ≤ C
(
∥α∥Lq(Ω˙) + ∥β∥W 1−1/qq (Γ) + ∥γ∥W 1−1/qq (Γ+)
)
with some positive constant C independent of θ, ϕ, α, β, and γ. Thus, it is possible to define a
linear operator K as follows:
K : Lq(Ω˙)N ×W 1q (Ω˙)×W 1q (Ω+)→W 1q (Ω˙) +W1q (Ω)
satisfying the following weak problem:
(ρ−1∇K(α,β, γ),∇ϕ)Ω˙ = (α,∇ϕ)Ω˙ for all ϕ ∈W1q′(Ω),
[[K(α,β, γ)]] = β on Γ, K(α,β, γ) = γ on Γ+,
and the estimate:
∥∇K(α,β, γ)∥Lq(Ω˙) ≤ C
(
∥α∥Lq(Ω˙) + ∥β∥W 1−1/qq (Γ) + ∥γ∥W 1−1/qq (Γ+)
)
with some positive constant C independent of ϕ, α, β, and γ. If Γ+ = ∅, then we denote K(α,β, γ)
by K(α,β, ∅) when Γ− ̸= ∅ and by K(α,β) when Γ− = ∅ for notation convenience.
(4) Let ρ+ = ρ− =: ρ0 in definition 4.1.1. Then we can define, similarly to (3), operator KW , KD and
KF as follows:
KW : Lq(RN )N → Ŵ 1q (RN ), KD : Lq(Ω)N → Ŵ 1q (Ω) (Γ+ = ∅, Γ− ̸= ∅),
KF : Lq(Ω)N ×W 1−1/qq (Γ+)→W 1q (Ω) + Ŵ 1q,Γ+(Ω) (Γ+ ̸= ∅, Γ− = ∅)
satisfying the following weak problem:
(ρ−10 ∇KW (α),∇ϕ)RN = (α,∇ϕ)RN for all ϕ ∈ Ŵ 1q (RN ),
(ρ−10 ∇KD(α),∇ϕ)Ω = (α,∇ϕ)Ω for all ϕ ∈ Ŵ 1q (Ω),
(ρ−10 ∇KF (α,β),∇ϕ)Ω = (α,∇ϕ)Ω for all ϕ ∈ Ŵ 1q,Γ+(Ω),KF (α,β) = β on Γ+
and the estimates:
∥∇KW (α)∥Lq(RN ) ≤ C∥α∥Lq(RN ), ∥∇KD(α)∥Lq(Ω) ≤ C∥α∥Lq(Ω),
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∥∇KF (α,β)∥Lq(Ω) ≤ C
(
∥α∥Lq(Ω) + ∥β∥W 1−1/qq (Γ+)
)
with some constant C independent of α, β and ϕ.
We now state our main results. To this end, we introduce a space for the divergence equation: divu = g
in Ω˙ with boundary conditions: [[u]] ·n = 0 on Γ and u ·n− = 0 on Γ−, where n− is the unit outward normal
vector on Γ−. The hypersurface Γ+ divides RN into two domains, that is, there exist two domains Ω˜ and Ω˜′
such that Ω˜∩ Ω˜′ = ∅ and RN \Γ+ = Ω˜∪ Ω˜′ where it is assumed that Ω˜ contains Ω. Note that Ω˜ = RN when
Γ+ = ∅. Let W−1q (Ω) be the dual space of W1q′(Ω) for 1 < q < ∞ and q′ = q/(q − 1), and let < ·, · >Ω be
the duality pairing between W−1q (Ω) and W1q′(Ω). Then we know that C∞0 (Ω˜) ⊂ W 1q′,Γ+(Ω) ⊂ W1q′(Ω) and
C∞0 (Ω˜) is dense in both W 1q′,Γ+(Ω) and W1q′(Ω), and we set
(4.1.3) Lq,loc(Ω¯) ∩W−1q (Ω) = {g ∈ Lq,loc(Ω¯) | ∃M > 0 ∋ |(g,ϕ)Ω| ≤M∥∇ϕ∥Lq′ (Ω) for any ϕ ∈ C∞0 (Ω˜)}
Let g ∈ Lq,loc(Ω¯)∩W−1q (Ω) and thus g can be extended uniquely to an element ofW−1q (Ω). Such an extended
g is again denoted by g for short. We can see g as a functional on {∇θ | θ ∈ W1q′(Ω)} ⊂ Lq′(Ω)N , which
combined with the Hahn-Banach theorem, furnishes that there is a G ∈ Lq(Ω)N such that ∥g∥W−1
q′ (Ω)
=
∥G∥Lq(Ω) and < g,ϕ >Ω= −(G,∇ϕ)Ω for all ϕ ∈W1q′(Ω). In the following, G is restricted to the functional
on {∇θ | θ ∈ W1q′(Ω)}. Let L˜q(Ω) = Lq(Ω)N/Jq(Ω), and let [G] = {G + f | f ∈ Jq(Ω)} ∈ L˜q(Ω). Then
g 3→ [G] is well-defined, so that we denote [G] by G(g). Especially, we have for g ∈ Lq,loc(Ω¯) ∩W−1q (Ω) and
any representative g ∈ Lq(Ω)N of G(g),
(4.1.4) (g,ϕ)Ω = −(g,∇ϕ)Ω for all ϕ ∈ C∞0 (Ω˜).
In addition, we have ∥g∥W−1q (Ω) = ∥G(g)∥L˜q(Ω), since it holds that
∥G(g)∥L˜q(Ω) = inff∈Jq(Ω) ∥G+ f∥Lq(Ω) ≤ ∥G∥Lq(Ω) = ∥g∥W−1q (Ω)
and that, for any f ∈ Jq(Ω) and any ϕ ∈W1q′(Ω),
| < g,ϕ >Ω | = |(G,∇ϕ)Ω| = |(G+ f ,∇ϕ)Ω| ≤ ∥G+ f∥Lq(Ω)∥∇ϕ∥Lq′ (Ω).
Here we set DIq(Ω) = Lq,loc(Ω¯)∩W−1q (Ω) for short. It can be proved that DIq(Ω) is a Banach space endowed
with ∥ · ∥DIq(Ω) := ∥ ·∥W−1q (Ω) and that W 1q (Ω˙)∩DIq(Ω˙) is characterized as the data space for the divergence
equation above. Then the following theorem presents the main theorem of this section.
Theorem 4.1.3. Let 1 < q < ∞, 0 < ϵ < π/2, N < r < ∞, and max(q, q′) ≤ r with q′ = q/(q − 1).
Suppose that
(1) Ω± are uniform W
2−1/r
r domains;
(2) The weak Dirichlet-Neumann problem is uniquely solvable on W˙ 1q,Γ+(Ω) and W˙
1
q′,Γ+(Ω);
(3) µ± are real valued uniformly continuous functions defined on RN and there exist positive constants
µ±1, µ±2 such that
(4.1.5) µ+1 ≤ µ+(x) ≤ µ+2, µ−1 ≤ µ−(x) ≤ µ−2 for any x ∈ RN .
In addition, µ± ∈ W 1r,loc(RN ) and ∥∇µ±∥Lr(B) ≤ Kr,τ with some positive constant Kr,τ for any
ball B ⊂ RN with radius τ .
(1) Existence. Set
Xq = { (f , g,h,k) | f ∈ Lq(Ω˙)N , g ∈W 1q (Ω˙) ∩DIq(Ω), h ∈W 1q (Ω˙)N , k ∈W 1q (Ω+)N },
Xq = { (F1, . . . , F9) | F1, F2, F4, F6 ∈ Lq(Ω˙)N , F3 ∈ Lq(Ω˙), F5 ∈ Lq(Ω˙)N2 ,
F7 ∈ Lq(Ω+)N2 , F8 ∈ Lq(Ω+)N , F9 ∈W 1q (Ω˙) }.
Then there exists a constant λ0 ≥ 1 and operator families:
A(λ) ∈ Hol(Σϵ,λ0 ,L(Xq,W2q(Ω˙)N)), P(λ) ∈ Hol(Σϵ,λ0 ,L(Xq,W1q(Ω˙) +W1q(Ω)))
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such that, for any λ ∈ Σϵ,λ0 and (f , g,h,k) ∈ Xq, g ∈ G(g), u = A(λ)Fλ(f , g, g,h,k), and θ =
P(λ)Fλ(f , g, g,h,k) are solutions to (4.1.1). In addition,
RL(Xq,Lq(Ω˙)N˜ )
({(
λ
d
dλ
)l
GλA(λ) | λ ∈ Σϵ,λ0
})
≤ γ0 (l = 0, 1),
RL(Xq,Lq(Ω˙)N )
({(
λ
d
dλ
)l
∇P(λ) | λ ∈ Σϵ,λ0
})
≤ γ0 (l = 0, 1)
for some positive constant γ0. Here we have set N˜ = N3+N2+N , Gλu = (∇2u,λ1/2∇u,λu), and
Fλ(f , g, g,h,k) = (f ,∇g,λ1/2g,λg,∇h,λ1/2h,∇k,λ1/2k, g).
(2) Uniqueness. there exists a λ0 ≥ 1 such that if u ∈ W 2q (Ω˙)N ∩ Jq(Ω˙) and θ ∈ W 1q (Ω˙) +W1q (Ω)
satisfies the homogeneous equations:
λu− ρ−1DivT(u, θ) = 0 in Ω˙, [[T(u, θ)n]] = 0, [[u]] = 0 on Γ,
T(u, θ)n+ = 0 on Γ+, u = 0 on Γ−
with λ ∈ Σϵ,λ0 , then u = 0 in Ω˙.
Remark 4.1.4. The symbols F1, F2, F3, F4, F5, F6, F7, F8, and F9 are corresponding variables to f , ∇g,
λ1/2g, λg, ∇h, λ1/2h, ∇k, λ1/2k, and g, respectively. The norm of space Xq is given by ∥(F1, . . . , F9)∥Xq =
∥(F1, . . . , F6)∥Lq(Ω˙) + ∥(F7, F8)∥Lq(Ω+) + ∥F9∥W 1q (Ω˙). In addition, Fλ, Gλ and N˜ of Theorem 4.1.3 are used
in throughout of the paper.
4.1.1. Generation of analytic semigroup and maximal regularity. In this section, after intro-
ducing the Stokes operator in (4.1.12) below, we consider the following initial boundary value problem :
(4.1.6)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tv − ρ−1DivT(v,π) = f in Ω˙× (0,∞),
divv = g in Ω˙× (0,∞),
[[T(v,π)n)]] = [[h]] in Γ× (0,∞),
[[v]] = 0 on Γ× (0,∞),
T(v, θ)n+ = k on Γ+ × (0,∞),
v = 0 in Γ− × (0,∞),
v|t=0 = v0 in Ω˙,
which is called the two-phase Stokes equations in this thesis. We study the generation of analytic semi-group
associated with (4.1.6) and a maximal Lp-Lq regularity for (4.1.6). To consider the generation of analytic
semi-group, first of all we have to formulated (4.1.6) in the semi-group setting . To do that, we eliminate
the pressure terms of (4.1.1) and (4.1.6). Throughout this section, for some q with 1 < q < ∞ and positive
constants ρ±, we assume that the weak Dirichlet-Neumann problem is uniquely solvable on W1q (Ω) for ρ±.
The assumption plays an essential role to eliminate the pressure term from (4.1.6).
4.1.2. Two-phase reduced Stokes resolvent equations. Let 1 < q < ∞, q′ = q/(q − 1), and
u ∈W 2q (Ω˙). We set K(u) = K(α,β, γ) ∈W 1q (Ω˙) +W1q (Ω), defined as in Remark 4.1.2 (3), with
α = ρ−1Div (µD(u))−∇divu, β =< [[µD(u)n]],n > −[[divu]], γ =< µD(u)n+,n+ > −divu.
We here consider the following equations:
(4.1.7)
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
λu− ρ−1DivT(u,K(u)) = f on Ω˙,
[[T(u,K(u))n)]] = [[h]] on Γ,
[[u]] = 0 on Γ,
T(u,K(u))n+ = k on Γ+,
u = 0 on Γ−,
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which is called two-phase reduced Stokes resolvent equations. In this subsection, we construct a solution to
(4.1.7) on the assumption that (4.1.1) is solvable. To this end, we consider the following auxiliary problem:
(λu,ϕ)Ω˙ + (∇u,∇ϕ)Ω˙ = (f ,∇ϕ)Ω˙ for all ϕ ∈W 1q′,Γ+(Ω),(4.1.8)
[[u]] = [[g]] on Γ, u = h on Γ+,
which is the weak Dirichlet-Neumann problem with resolvent parameter λ. Employing the same argument
as in the proof of our main result we can show the following proposition.
Proposition 4.1.5. Let 0 < ϵ < π/2, 1 < q < ∞, N < r < ∞, and max(q, q′) ≤ r with q′ = q/(q − 1).
Suppose that Ω± are uniform W
2−1/r
r domains. Set
Yq = { (f , g, h) | f ∈ Lq(Ω˙)N , g ∈W 1q (Ω˙), h ∈W 1q (Ω+) },
Yq = { (H1, H2, H3, H4, H5) | H1, H2 ∈ Lq(Ω˙)N , H3 ∈ Lq(Ω˙), H4 ∈ Lq(Ω+)N , H5 ∈ Lq(Ω+)}.
Then there exists a positive number λ0 ≥ 1 and an operator family D(λ) with
D(λ) ∈ Hol(Σϵ,λ0 ,L(Yq,W1q(Ω˙)))
such that u = D(λ)(f ,∇g,λ1/2g,∇h,λ1/2h) with λ ∈ Σϵ,λ0 and (f , g, h) ∈ Yq is a unique solution to (4.1.8)
and that
RL(Yq,Lq(Ω˙)N+1)
({(
λ
d
dλ
)l
(λ1/2D(λ),∇D(λ)) | λ ∈ Σϵ,λ0
})
≤ γ0 (l = 0, 1)
for some positive constant γ0.
Remark 4.1.6. H1, H2, H3, H4, and H5 are corresponding variables to f , ∇g, λ1/2g, ∇h, and λ1/2h,
respectively.
We solve (4.1.7) by means of solutions to (4.1.1). Given f ∈ Lq(Ω˙)N , h ∈ W 1q (Ω˙)N and k ∈ W 1q (Ω+)N .
We choose by Proposition 4.1.5 some g in such a way that g solves the weak problem:
(λg,ϕ)Ω˙ + (∇g,∇ϕ)Ω˙ = −(f ,∇ϕ)Ω˙ for all ϕ ∈W 1q′,Γ+(Ω),(4.1.9)
[[g]] =< [[h]],n > on Γ, g =< k,n+ > on Γ+.
Let u ∈ W 2q (Ω˙)N and θ ∈ W 1q (Ω˙) +W1q (Ω) be solutions to (4.1.1) with f , g, h, and k mentioned above.
Then, by the definition of K(u) and Gauss’s divergence theorem together with, [[u]] = 0 on Γ, and u = 0 on
Γ−, we have
(f ,∇ϕ)Ω˙ =(λu− ρ−1Div (µD(u)) + ρ−1∇θ,∇ϕ)Ω˙
=(λu−∇divu− ρ−1∇K(u) + ρ−1∇θ,∇ϕ)Ω˙
=− (λdivu,ϕ)Ω˙ − (∇divu,∇ϕ)Ω˙ + (ρ−1∇(θ −K(u)),∇ϕ)Ω˙
=− (λg,ϕ)Ω˙ − (∇g,∇ϕ)Ω˙ + (ρ−1∇(θ −K(u)),∇ϕ)Ω˙,
for any ϕ ∈W 1q′,Γ+(Ω). This combined with (4.1.9) and the fact that W 1q′,Γ+(Ω) is dense inW1q′(Ω), furnishes
that
(ρ−1∇(θ −K(u)),∇ϕ)Ω˙ = 0 for all ϕ ∈W1q′(Ω).
In addition, we see that [[K(u)− θ]] = 0 on Γ and K(u)− θ = 0 on Γ+, since g satisfies (4.1.9) and
< [[h]],n >= < [[µD(u)n]],n > −[[θ]] = [[K(u)− θ]] + [[divu]]
=[[K(u)− θ]] + [[g]] on Γ,
< k,n+ >= < µD(u)n+,n+ > −θ = K(u)− θ + divu
=K(u)− θ + g on Γ+.
Thus the uniqueness of the weak Dirichlet-Neumann problem implies K(u) = θ, which means that the
solution u ∈W 2q (Ω˙)N of (4.1.1) solves (4.1.7) for f ∈ Lq(Ω˙)N , h ∈W 1q (Ω˙), k ∈W 1q (Ω+) and g of (4.1.9).
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4.1.3. Reduced Stokes implies Stokes. In this subsection, we solve (4.1.1) on the assumption that
(4.1.7) is solvable. Let 1 < q <∞ and q′ = q/(q − 1). Given f ∈ Lq(Ω˙)N , h ∈ W 1q (Ω˙)N and k ∈ W 1q (Ω+)N ,
let κ ∈W 1q (Ω˙) +W1q (Ω) be a solution to the weak problem:
(ρ−1∇κ,∇ϕ)Ω˙ = (f ,∇ϕ)Ω˙ for all ϕ ∈ W˙ 1q′,Γ+(Ω),
[[κ]] = −⟨[[h]],n⟩ on Γ, κ = − < k,n+ > on Γ+.
Then the problem (4.1.1) is reduced to⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
λu− ρ−1DivT(u, θ − κ) = f − ρ−1∇κ, divu = g in Ω˙,
[[T(u, θ − κ)n]] = [[h]]− ⟨[[h]],n⟩n, [[u]] = 0 on Γ,
T(u, θ − κ)n+ = k− ⟨k,n+⟩n+ on Γ+,
u = 0 on Γ−.
It thus suﬃces to consider the problem (4.1.1) under the condition that
(4.1.10) (f ,∇ϕ)Ω˙ = 0 for all ϕ ∈W1q′(Ω), ⟨[[h]],n⟩ = 0 on Γ, ⟨k,n+⟩ = 0 on Γ+.
Given g ∈ W 1q (Ω˙) ∩ DIq(Ω˙) and g ∈ G(g), let Kλ(g) = K(λg − ∇g,−g,−g) by K of Remark 4.1.2(2),
that is Kλ(g) satisfies the following weak problem:
(ρ−1∇Kλ(g),∇ϕ)Ω˙ = (λG(g)−∇g,∇ϕ)Ω˙ for all ϕ ∈W1q′(Ω)
[[Kλ(g)]] = −[[g]] on Γ, Kλ(g) = −g on Γ+.
Let u ∈W 2q (Ω˙)N be a solution to the two-phase reduced Stokes resolvent equations as follows:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
λu− ρ−1DivT(u,K(u)) = f + ρ−1∇Kλ(g) on Ω˙,
[[T(u,K(u))n)]] = [[h]] + [[g]]n on Γ,
[[u]] = 0 on Γ,
T(u,K(u))n+ = k+ gn+ on Γ+,
u = 0 on Γ−.
Then, by (4.1.10) and the definition of K(u), Kλ(g),
0 = (f ,∇ϕ)Ω˙ = (λu− ρ−1(µD(u)) + ρ−1∇K(u)− ρ−1∇Kλ(g),∇ϕ)Ω˙
= −(λdivu,ϕ)Ω˙ − (∇divu,∇ϕ)Ω˙ − (λg−∇g,∇ϕ)Ω˙
= −(λ(divu− g),ϕ)Ω˙ − (∇(divu− g),∇ϕ)Ω˙,
for any ϕ ∈ C∞0 (Ω˜). In addition, by (4.1.10) and the definition of K(u),
[[g]] = ⟨[[µD(u)n]],n⟩ − [[K(u)]] = [[divu]] on Γ,
g = ⟨µD(u)n+,n+⟩ −K(u) = divu on Γ+,
which implies that
[[divu− g]] = 0 on Γ, divu− g = 0 on Γ+.
Thus, Proposition 4.1.5 yields that divu = g in Ω˙, which means that u and θ = K(u) − Kλ(g) solve
(4.1.1).
4.1.4. R-bounded solution operator families for two-phase reduced Stokes resolvent equa-
tions. According to what was pointed out in Subsection (4.1.2) dan Subsection (4.1.3), we consider the
two-phase reduced Stokes resolvent equations (4.1.7) instead of (4.1.1) in what follows. We will prove the
following theorem.
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Theorem 4.1.7. Let 1 < q < ∞, 0 < ϵ < π/2, N < r < ∞ and max(q, q′) ≤ r with q′ = q/(q − 1).
Let ρ± be positive constants. Suppose that 1, 2 and 3 stated in Theorem 4.1.3 hold. Let XR,q and XR,q be
defined by
XR,q = {(f ,h,k) | f ∈ Lq(Ω˙)N ,h ∈W 1q (Ω˙)N ,k ∈W 1q (Ω+)N}
RR,q = {(F1, F2, F3, F4, F5) | F1, F3 ∈ Lq(Ω˙)N , F2 ∈ Lq(Ω˙)N2 , F4 ∈ Lq(Ω+)N2 , F5 ∈ Lq(Ω+)N}.
Then, there exist a positive number λ0 ≥ 1 and an operator family B(λ) with
B(λ) ∈ Hol(Σϵ,λ0 ,L(XR,q,W2q(Ω˙)N))
such that, for any λ ∈ Σϵ,λ0 and (f ,h,k) ∈ XR,q, u = B(λ)Fλ(f ,h,k) is a unique solution to (4.1.7) and
RL(XR,q,Lq(Ω˙)N˜ )
({(
λ
d
dλ
)ℓ
GλB(λ) | λ ∈ Σϵ,λ0
})
≤ γ0 (ℓ = 0, 1)
for some constant γ0 > 0, where we have set N˜ = N3 +N2 +N , Gλu = (∇2u,λ1/2∇u,λu), and
Fλ(f ,h,k) = (f ,∇h,λ1/2h,∇k,λ1/2k).
Remark 4.1.8. (1) According to what was pointed out in subsection 4.1.3, Theorem 4.1.3 follows
from Theorem 4.1.7 together with Lemma 1.5.3 and Proposition 1.5.6, so that it is suﬃces to prove
Theorem 4.1.7 in the following.
(2) If u satisfies (4.1.7) with f ∈ Jq(Ω˙), ⟨[[h]],n⟩ = 0 on Γ, ⟨k,n+⟩ = 0 on Γ+ and λ ∈ Σϵ,λ0 then
divu = 0 in Ω˙ by Proposition 4.1.5. This fact can be obtained in the same manner as in Subsection
4.1.3 with g = 0. It then holds that u belongs to Jq(Ω) by Gauss’s divergence theorem together
with [[u]] = 0 on Γ and u = 0 on Γ+. Here and subsequently, we can see Jq(Ω) as a closed subspace
of Lq(Ω˙)N , so that Jq(Ω) are regarded as Banach spaces endowed with ∥ · ∥Lq(Ω˙).
4.1.5. Generation of analytic semi-group. In this section, we study time-dependent problems. We
now consider the initial boundary value problem:
(4.1.11)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tu− ρ−1DivT(u,K(u)) = 0 on Ω˙× (0,∞),
[[T(u,K(u))n)]] = 0 on Γ× (0,∞),
[[u]] = 0 on Γ× (0,∞),
T(u,K(u))n+) = 0 on Γ+ × (0,∞),
u = 0 on Γ−(0,∞),
u|t=0 = u0 on Ω˙.
To discuss the generation of analytic semigroup associated with (4.1.11) in the semi-group setting, in order
to discuss the generation of analytic semigroup of that problem. To do this, we introduce the Stokes operator
A and its domain Dq(A) as follows:
Dq(A) ={u ∈ Jq(Ω) ∩W 2q (Ω˙)N | [[Tn(µD(u)n)]] = 0 on Γ,
[[u]] = 0 on Γ Tn+(µD(u)n+) = 0 on Γ+, [[u]] = 0 on Γ−},
Au =ρ−1DivT(u,K(u)) for u ∈ Dq(A),(4.1.12)
where we have set
Tnf = f − ⟨f ,n⟩n, Tn+f = f − ⟨f ,n+⟩n+
which are the tangential parts of N -vector f with respect to n and n+, respectively. We then rewrite (4.1.11)
as in the following form:
∂tu−Au = 0 (t > 0), u|t=0 = u0.
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By Theorem 4.1.7, the resolvent set ρ(A) contains Σϵ,λ0 . In addition, denoting the resolvent operator of
A by (λI − A)−1, we have (λI − A)−1f = B(λ)(f , 0, 0, 0, 0) for any λ ∈ Σϵ,λ0 and f ∈ Jq(Ω). Since the
R-boundedness of B(λ) implies the usual boundedness, we have
∥(λ−A)−1∥L(Jq(Ω)) ≤
Mϵ,λ0
|λ| (λ ∈ Σϵ,λ0)
with some positive constant Mϵ,λ0 . By this resolvent estimate, we have the following theorem.
Theorem 4.1.9. Let 1 < q <∞, N < r <∞, and max(q′, q) ≤ r with q′ = q/(q− 1). Let ρ± be positive
constants. Suppose that the condition (1), (2) and (3) stated in Theorem 4.1.3 hold. Then the operator A
generates a C0-semi-group {T (t)}t≥0 on Jq(Ω˙), which is analytic.
4.1.6. Maximal Lp-Lq regularity. Since the equation (4.1.6) is linear, we consider the following two
systems: ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
∂tu− ρ−1DivT(u, θ) = 0, divu = 0 in Ω˙× (0,∞),
[[T(u, θ)n]] = 0, [[u]] = 0 on Γ× (0,∞),
T(u, θ)n+ = 0 on Γ+ × (0,∞),
u = 0 on Γ− × (0,∞),
u|t=0 = u0 in Ω˙,
(4.1.13)
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
∂tu− ρ−1DivT(u, θ) = f , divu = g in Ω˙× (0,∞),
[[T(u, θ)n]] = h, [[u]] = 0 on Γ× (0,∞),
T(u, θ)n+ = k on Γ+ × (0,∞),
u = 0 on Γ− × (0,∞),
u|t=0 = 0 in Ω˙.
(4.1.14)
To state maximal regularity theorems for (4.1.13) and (4.1.14), first of all, we discuss a maximal Lp-Lq
regularity theorem for (4.1.13). Setting u(t) = T (t)u0 and p(t) = K(u(t)), we see that u(t) and p(t) satisfy
(4.1.13), because u(t) ∈ Jq(Ω) for any t > 0, which means that divu = 0 in Ω × (0,∞). Since {T (t)}t≥0 is
analytic, we have
∥T (t)u0∥Lq(Ω˙) ≤ Ceλ0t∥u0∥Lq(Ω˙) for u0 ∈ Jq(Ω˙),
∥∂tT (t)u0∥Lq(Ω˙) ≤ Ct−1eλ0t∥u0∥Lq(Ω˙) for u0 ∈ Jq(Ω˙),
∥∂tT (t)u0∥Lq(Ω˙) ≤ Ceλ0t∥Au0∥Lq(Ω˙) for u0 ∈ Dq(A).
We thus obtain in the same manner as [52, Theorem 3.9]∥∥e−2λ0t∂tu,u,∇u,∇2u)∥∥Lp((0,∞),Lq(Ω˙)) ≤ Cp,q,λ0∥u0∥D2(1−1/p)q,p (Ω˙),
with some constant Cp,q,λ0 , where we have set D2(1−1/p)q,p (Ω˙) = (Jq(Ω˙),Dq(A))1−1/p,p with real interpolation
functor (·, ·)θ,p (0 < θ < 1). Then the following theorem holds.
Theorem 4.1.10. Let 1 < p, q < ∞, N < r < ∞, and max(q, q′) ≤ r with q′ = q/(q − 1). Let ρ± be
positive constants. Suppose that the conditions 1, 2, and 3 stated in Theorem 4.1.3 hold. Then the following
two assertions hold:
(1) There exists a positive constant γ0 ≥ 1 such that, for any u0 ∈ D2(1−1/p)q,p (Ω˙), the problem (4.1.13)
admits a unique solution (u, θ) ∈ W 2,1q,p,γ0(Ω˙× (0,∞))× Lp,γ0((0,∞),W 1q (Ω˙) +W1q (Ω)), which pos-
sesses the estimate:
∥e−γ0t(∂tu,u,∇u,∇2u)∥Lp((0,∞),Lq(Ω˙)) + ∥e−γ0t∇θ∥Lp((0,∞),Lq(Ω˙)) ≤ Cp,q,γ0∥u0∥D2(1−1/p)q,p (Ω˙)
with some positive constant Cp,q,γ0 .
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(2) There exists a positive constant γ0 ≥ 1 such that, for any
f ∈ Lp,0,γ0(R, Lq(Ω˙))N , g ∈ Lp,0,γ0(R,W 1q (Ω˙) ∩DIq(Ω)),
h ∈ H1/2p,0,γ0(R, Lq(Ω˙))N ∩ Lp,0,γ0(R,W 1q (Ω˙))N ,
k ∈ H1/2p,0,γ0(R, Lq(Ω+))N ∩W 1p,0,γ0(R, Lq(Ω+))N ,
and for any representative g ∈ W 1p,0,γ0(R, Lq(Ω˙))N of G(g), the problem (4.1.14) a unique solution
(u, θ) ∈W 2,1q,p,0,γ0(Ω˙× R)N × Lp,0,γ0(R,W 1q (Ω˙) +W1q (Ω)), which possesses the estimate:
∥e−γ0t(∂tu,u,∇u,∇2u)∥Lp(R,Lq(Ω˙)) + ∥e−γ0t∇θ∥Lp(R,Lq(Ω˙)) ≤ Cp,q,γ0Np,q,γ0(f , g, g,h,k)(4.1.15)
for some positive constant Cp,q,γ0 with
Np,q,γ0(f , g, g,h,k) = ∥e−γ0t∂tg, ∥Lp(R,Lq(Ω˙))
+ ∥e−γ0t(f ,∇g,Λ1/2γ0 g,∇h,Λ1/2γ0 h,∇k,Λ1/2γ0 k)∥Lp(R,Lq(Ω˙)).
In addition, if g = 0, h = 0 and k = 0, then
γ∥e−γtu∥Lp(R,Lq(Ω˙)) ≤ Cp,q,γ0∥e−γ0tf∥Lp(R,Lq(Ω˙)) for any γ ≥ γ0.(4.1.16)
Proof. To prove assertion (2). Since, smooth functions whose compact supports with respect to time
variable are dense in the space for f , g, g, h and k, so that we may assume that f , g, g, h and k are smooth
and supported compactly with respect to time variable. Applying the Laplace transform with respect to time
variable t ∈ R to (4.1.14), we have⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
λv − ρ−1DivT(v,π) = L[f ](λ), divv = L[g](λ) in Ω˙,
[[T(v,π)n]] = L[h](λ), [[v]] = 0 on Γ,
T(v,π)n+ = L[k](λ) on Γ+,
v = 0 on Γ−,
(4.1.17)
On the other hand, we observe that
(L[g](λ),ϕ)Ω = −(L[g](λ),∇ϕ)Ω for all ϕ ∈ C∞0 (Ω˜)
because (g(t),ϕ)Ω = −(g(t),∇ϕ)Ω for t ∈ R by (4.1.4), which, combined with the fact that C∞0 (Ω˜) is dense
in W1q′(Ω), furnishes that
(L[g](λ),ϕ)Ω = −(L[g](λ),∇ϕ)Ω for all ϕ ∈W1q′(Ω).
This implies that L[g](λ) ∈ G(L[g](λ)), so that we define, in view of Theorem 4.1.3, we define u and θ by
u = L−1[A(λ)Fλ(L[f ],L[g],L[g],L[h],L[k])], θ = L−1[P(λ)Fλ(L[f ],L[g],L[g],L[h],L[k])].
Since we assume that f , g, g, h and k are supported compactly, it holds that L[f ], L[g], L[g], L[h] and L[k]
are holomorphic functions with respect to λ. Thus u and θ are defined independently of γ ≥ γ0 for λ = γ+iτ ,
where γ0 is a positive number greater than λ0 stated in Theorem 4.1.3. Then,
e−γ0t
(
∂tu,Λ
1/2
γ0 ∇u,∇2u
)
= F−1[Gµ0A(µ0)F [e−γ0tF]](t),(4.1.18)
e−γ0tu = F−1[µ−10 (µ0A(µ0))F [e−γ0tF]], e−γ0t∇θ = F−1[∇P(λ0)F [e−γ0tF]](t)(4.1.19)
with µ0 = γ0 + iτ and
F =
(
f ,∇g,Λ1/2γ0 g, ∂tg,∇h,Λ1/2γ0 h,∇k,Λ1/2γ0 k
)
,
which combining with the R-boundedness of Gµ0A(µ0), µ−10 (µ0A(µ0)) and ∇P(µ0) and also the Weis’s
operator valued Fourier multiplier theorem (c.f [73, Theorem 3.4]) allows us to conclude that the estimates
(4.1.15) holds. Analogously, we can obtain the estimate (4.1.16), which combined with the argumentation
used in [27, Section 7], furnishes that u(t) = 0, θ(t) = 0 for t < 0 and the uniqueness holds. !
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4.1.7. Uniqueness of solution to (4.1.1). Let u ∈W 2q (Ω˙)N ∩Jq(Ω) and θ = θ1+θ2 ∈W 1q (Ω˙)+W1q (Ω)
satisfy the homogeneous equations:
(4.1.20)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
λu− ρ−1DivT(u, θ) = 0 in Ω˙,
divu = 0 in Ω˙,
[[T(u, θ)n)]] = 0 in Γ,
[[u]] = 0 on Γ,
T(u, θ)n+ = 0 on Γ+,
u = 0 in Γ−.
and suppose that the two-phase reduced Stokes resolvent equations (4.1.7) is solvable for q′ = q/(q− 1) with
1 < q <∞. Under this conditions, we prove in this subsection that u = 0 in Ω˙, which leads to the uniqueness
of the problem (4.1.1). To this end, it suﬃces to show that
(4.1.21) (ρu,ψ)Ω˙ = 0 for any ψ ∈ C∞0 (Ω˙)N
in the following. In fact, it holds that u = 0 in Ω± if we choose ψ ∈ C∞0 (Ω±)N in (4.1.21), respectively.
Let κ ∈W1q′(Ω) be the unique solution to the variational problem:
(ρ−1∇κ,∇ϕ)Ω˙ = (ψ,∇ϕ)Ω˙ for any ϕ ∈W1q (Ω),
and let v ∈W 2q′(Ω˙)N be a solution to the equations:
(4.1.22)
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
λρv −DivT(v,K(v)) = ψ − ρ−1∇κ on Ω˙,
[[T(v,K(v))n)]] = 0 on Γ,
[[v]] = 0 on Γ,
T(u,K(v))n+) = 0 on Γ+,
v = 0 on Γ−.
Since, ψ− ρ−1∇κ ∈ Jq′(Ω) we have v ∈ Jq′(Ω˙) As we stated in Remark 4.1.2 (3). Setting K(v) = w1+w2 ∈
W 1q′(Ω˙) +W1q′(Ω), by Gauss’s divergence theorem, we have, (u,∇κ) = 0 and (u,∇w2)Ω˙ = 0,
(ρu,ψ)Ω˙ =(ρu,λv − ρ−1DivT(v, w1 + w2 + κ))Ω˙
=λ(ρu,v)Ω˙ − (u,Div (µD(v)))Ω˙ + (u,∇w1)Ω˙
=λ(ρu,v)Ω˙ − (D(u), µD(v))Ω˙ − (u, [[µD(v)n]])Γ − (u, µD(v)n+)Γ+
− (divu, w1)Ω˙ + (u, [[w1n]])Γ + (u, w1n+)Γ+ .(4.1.23)
Noting that [[w2]] = 0 on Γ and w2 = 0 on Γ+, we see that [[µD(v)n − w1n]] = [[µD(v)n −K(v)n]] = 0 on
Γ and µD(v)n − w1n = µD(v)n − K(v)n = 0 on Γ+. In addition, divu = 0 in Ω˙ by Gauss’s divergence
theorem together with u ∈ Jq(Ω), [[u]] = 0 on Γ+ and u = 0 on Γ−. We thus obtain
(4.1.24) (ρu,ψ)Ω˙ = λ(ρu,v)Ω˙ + (D(u), µD(v))Ω˙.
On the other hand, it holds by the first equation of (4.1.20) that λρu−DivT(u, θ) = 0 in Ω˙, which, combined
with Gauss’s divergence theorem, furnishes that
0 =(λρu−DivT(u, θ),v)Ω˙
=λ(ρu,v)Ω˙ + (µD(u),D(v))Ω˙ − ([[µD(u)n]],v)Γ − (µD(u)n+,v)Γ+
− (θ, div v)Ω˙ + ([[θ1n]],v)Γ + (θ1n+,v)Γ+
since (∇θ2,v)Ω˙ = 0 by v ∈ Jq′(Ω˙). We know that div v = 0 in Ω˙ similarly to divu = 0 as mentioned above.
Hence, λ(ρu,v)Ω˙ + (µD(u),D(v))Ω˙ = 0 in the same manner as we have obtained (4.1.24) from (4.1.23),
which, combined with (4.1.24), implies (4.1.21) This completes the proof of the uniqueness.
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4.2. Reduced Stokes Resolvent Equations on R˙N
In this section, we discuss R-bounded solution operator families to the reduced Stokes problem in R˙N =
RN+ ∪ RN− with R± = {(x′, xN ) | x′ ∈ RN−1,±xN > 0}, that is, we consider the following resolvent problem
with resolvent parameter λ varying in Σϵ:
(4.2.1)
⎧⎪⎨⎪⎩
λu− ρ−1DivT(u,K0F (u)) = f in R˙N ,
[[T(u,K0F (u))n0)]] = h in RN0 ,
[[u]] = 0 on RN0 ,
where n0 = (0, . . . , 0,−1)T , RN0 = {(x′, xN ) | x′ ∈ RN−1, xN = 0} and T(u,K0F (u)) = µD(u) − K0F (u)I.
Here ρ = ρ+χRN+ + ρ−χRN− for positive constants ρ± and suppose that
µ = µ+χRN+ + µ−χRN− for positive constants µ± satisfying µ±1 ≤ µ± ≤ µ±2(4.2.2)
respectively, where µ±1 and µ±2 are the same constants as in Theorem 4.1.3. Furthermore, let K0F (u) be
defined by K0F (u) = K(f , g)is a unique solution to the weak problem with
f = ρ−1Div (µD(u))−∇divu, g = ⟨µD(u)n0,n0⟩ − divu for u ∈W 2q (R˙N )N ,
where K(f , g) is given in remark 4.1.2 (3) with Ω˙ = R˙N , that is, K0F (u) is the unique solution to
(ρ−1∇K0F (u),∇ϕ)R˙N = (ρ−1Div (µD(u))−∇divu,∇ϕ)R˙N for all ϕ ∈ Ŵ 1q′(RN ),
[[K0F (u)]] = [[⟨µD(u)n0,n0⟩]]− [[divu]] on RN0 .
Especially, we know that the map u 3→ ∇K0F (u) is a bounded linear operator from W 2q (R˙N )N into Lq(R˙N )N
with ∥∇K0F (u)∥Lq(R˙N ) ≤ CN,q,ρ±,µ±∥u∥W 2q (R˙N ) for some positive constant CN,q,ρ±,µ± . As a data class for
the problem (4.2.1) on an open set G, we introduce sets X0R,q(G),X 0R,q(G) defined by
X0R,q(G) = {(f ,h) | f ∈ Lq(G)N , h ∈W 1q (G)N},
X 0R,q(G) = {(F1, F2, F3) | F1, F3 ∈ Lq(G)N , F2 ∈ Lq(G)N
2}.(4.2.3)
We will prove the following theorem in this section.
Theorem 4.2.1. Let 1 < q < ∞ and 0 < ϵ < π/2 and ρ± be a positive constants. Suppose that the
condition (4.2.2) holds. Then there exists an operator family T0F (λ) with
T0F (λ) ∈ Hol(Σϵ,L(X 0R,q(R˙N),W2q(R˙N)N))
such that, for any λ ∈ Σϵ and (f ,h) ∈ X0R,q(R˙N ), u = T0F (λ)F0λ(f ,h) is a unique solution to the problem
(4.2.1), and
RL(X 0R,q(R˙N ),Lq(R˙N )N˜ )
({(
λ
d
dλ
)ℓ
(GλT
0
F (λ)) | λ ∈ Σϵ
})
≤ γ1 (ℓ = 0, 1),
Here and subsequently, we set F0λ(f ,h) = (f ,∇h,λ1/2h) and γ1 denotes a constant depending only on ρ±,
µ±, ϵ, q and N .
In view of Subsection 4.1.2, it is suﬃcient to consider the two phase Stokes resolvent equation on R˙N :
(4.2.4)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
ρλu−Div (µD(u)) +∇θ = ρf in R˙N ,
divu = g in R˙N ,
[[(µD(u)− θI)n0]] = [[h]] on RN0 ,
[[u]] = 0 on RN0 .
Here, the Fourier transform F and its inverse formula F−1 are defined by
F [f ](ξ) =
∫
RN
e−ix·ξf(x)dx, F−1[g(ξ)](x) = 1
(2π)N
∫
RN
eix·ξg(ξ)dξ,
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respectively. For j = 1, · · · , N and g ∈W 1q (R˙N ) ∩DIq(RN ), we set Vj(g) as follows :
Vj(g) = −F−1
[
iξj
|ξ|2F [g](ξ)
]
(x),
and also set V (g) = (V1(g), · · · , VN (g))T . It is clear that u = V (g) solves the divergence equation: divu = g
in RN , and that by the Fourier multiplier theorem of Mikhlin (cf. [30, Appendix, Theorem 2])
∥∇V (g)∥Lq(RN ) ≤ CN,q∥g∥Lq(RN ), ∥∂k∇V (g)∥Lq(RN ) ≤ CN,q∥∂kg∥Lq(RN ) (k = 1, · · · , N − 1).(4.2.5)
Since div V (g) = g in RN , it holds that ∂2NV (g) = ∂Ng − ∂N
∑N−1
k=1 ∂kV (g) in R˙N , which combined with
(4.2.5) furnishes that
∥∂2NV (g)∥Lq(R˙N ) ≤ CN,q∥∇g∥Lq(R˙N ).(4.2.6)
Let ϕ ∈ C∞0 (RN )N , and then
(V (g),ϕ)RN = −
(
g,F
[
iξ · F−1[ϕ](ξ)
|ξ|2
])
RN
.
The Fourier multiplier theorem again yields that,
|(V (g),ϕ)RN | = ∥g∥DIq(RN )
∥∥∥∥∇F[ iξ · F−1[ϕ](ξ)|ξ|2
]∥∥∥∥
Lq′ (RN )
≤ CN,q∥g∥DIq(RN )∥ϕ∥Lq′ (RN ),
which implies that ∥V (g)∥Lq(RN ) ≤ CN,q∥g∥DIq(RN ). We thus obtain the following lemma by the last inequal-
ity, (4.2.5) and (4.2.6).
Lemma 4.2.2. Let 1 < q <∞. Then there exists an operator
V ∈ L(W 1q (R˙N ) ∩DIq(RN ),W 2q (R˙N )N ∩W q1 (RN )N )
such that, for any g ∈W 1q (R˙N ) ∩DIq(RN ), u = V (g) satisfies the divergence equation: divu = g in R˙N . In
addition, there are operators
V 1 ∈ L(Lq(R˙N )N ), V 2 ∈ L(Lq(R˙N )N , Lq(R˙N )N2), V 3 ∈ L(Lq(R˙N )N , Lq(R˙N )N3)
such that
λVF (g) = V
3(λg), λ1/2∇VF (g) = V 2(λ1/2g), ∇2V (g) = V 1(∇g)
and
∥V 1(H1)∥Lq(R˙N ) ≤ CN,q∥H1∥Lq(R˙N ) for H1 ∈ Lq(R˙N )N ,
∥V 2(H2)∥Lq(RN ) ≤ CN,q∥H2∥Lq(RN ) for H2 ∈ Lq(RN )N ,
∥V 3(H3)∥Lq(RN ) ≤ CN,q∥H3∥DIq(RN )) for H3 ∈ DIq(RN ),
with some positive constant CN,q.
We see that [[V (g)]] = 0 on RN0 since V (g) ∈ W 1q (RN )N by Lemma 4.2.2. Setting u = VF (g) + v in
equation (4.2.4) and noting that Div (µD(v)) = µ∆v by the condition (4.2.2) and by divv = 0 in R˙N , we
have
(4.2.7)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
ρλu− µ∆v +∇θ = f˜ in R˙N ,
divv = 0 in R˙N ,
[[(µD(v)− θI)n0]] = [[h˜]] on RN0 ,
[[u]] = 0 on RN0 .
where
f˜ = ρf − ρλVF (g) + Div (µD(VF (g))), h˜ = h− µD(VF (g))n0.
The following theorem is essentially proved in [55, Theorem 1.1, Theorem 1.2], but we again show them here
from viewpoint of the existence of R-bounded solution operator families of (4.2.7).
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Theorem 4.2.3. Let 1 < q < ∞ and 0 < ϵ < π/2. Suppose that the condition µ = µ+χRN+ + µ−χRN−
holds. Then there exists an operator family S0F (λ) with
S0F (λ) ∈ Hol(Σϵ,L(X 0R,q(R˙N),W2q(R˙N)N))
such that, for any λ ∈ Σϵ and (f˜ , h˜) ∈ X0R,q(R˙N ), v = S0F (λ)F0λ(f˜ , h˜) is a unique solution to the problem
(4.2.7) with some pressure term θ and
RL(X 0R,q(R˙N ),Lq(R˙N )N˜ )
({(
λ
d
dλ
)ℓ
(GλS
0
F (λ)) | λ ∈ Σϵ
})
≤ γ1 (ℓ = 0, 1).
Proof. Step 1: Reduction to the case for f˜ = 0. We first reduce (4.2.7) to the case f˜ = 0. To do
this end, we consider problems on RN as follows:
ρ+λψ+ − µ+∆ψ+ +∇ϕ+ = f˜ , divψ+ = 0 in RN ,
ρ−λψ− − µ−∆ψ− +∇ϕ− = f˜ , divψ− = 0 in RN .(4.2.8)
Then we have the following solution formulas [20, Section 2]:
ψ±(x) = A±(λ)f˜ := F−1ξ
[
F [f˜ ](ξ)− |ξ|−2ξ⟨ξ,F [f˜ ](ξ)⟩
ρ±λ+ µ±|ξ|2
]
(x), ϕ±(x) = −F−1ξ
[
⟨iξ,F [f˜ ](ξ)⟩
|ξ|2
]
(x).
By [20, Theorem 3.3, proof of Theorem 3.2],
RL(Lq(RN )N ,Lq(RN )N˜ )
({(
λ
d
dλ
)ℓ
(GλA±(λ)) | λ ∈ Σϵ,λ0
})
≤ γ1 (ℓ = 0, 1).(4.2.9)
Let
(4.2.10) ψ = A(λ)f˜ := (A+(λ)f˜)χRN+ + (A−(λ)f˜)χRN− , ϕ = ϕ+χRN+ + ϕ−χRN− ,
and then note that [[ϕ]] = 0 on RN0 and by the last inequality and Lemma 1.5.3
RL(Lq(R˙N )N ,Lq(R˙N )N˜ )
({(
λ
d
dλ
)ℓ
(GλA(λ)) | λ ∈ Σϵ,λ0
})
≤ γ1 (ℓ = 0, 1).(4.2.11)
Thus, setting v = A(λ)f˜ +w and θ = ϕ+ κ in (4.2.7), we have
(4.2.12)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
ρλw − µ∆w +∇κ = 0 in R˙N ,
divw = 0 in R˙N ,
[[(µD(w)− κI)n0]] = [[h˜]]− [[µD(A(λ)f˜)n0]] on RN0 ,
[[w]] = −[[A(λ)f˜ ]] on RN0 .
To analyze the system (4.2.12), it is enough to consider the equations :
(4.2.13)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
ρλu− µ∆u+∇θ = 0 in R˙N ,
divu = 0 in R˙N ,
[[(µD(u)− θI)n0]] = [[h]] on RN0 ,
[[u]] = [[k]] on RN0 .
for given h = (h1, . . . , hN )T ∈ W 1q (R˙N )N and k = (k1, . . . , kN )T ∈ W 2q (R˙N )N with kN = −ψN , where ψN is
Nth component of ψ defined as (4.2.10).
Step 2: Solution formulas to (4.2.13). We write (4.2.13) as
ρ±λu± − µ±∆u± +∇θ± = 0 in RN± ,
divu± = 0 in RN± ,
[[µ(DNuj +DjuN )]] = −[[hj ]] on RN0
[[2µDNuN − θ]] = −[[hN ]] on RN0 ,
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[[uJ ]] = [[kJ ]] on RN0(4.2.14)
where u± = uχRN± , θ± = θχN± and u = (u1, . . . , uN )
T . Here and subsequently, j and J run from 1 to N − 1
and 1 to N , respectively and we set
y′ = (y1, · · · , yN−1)T for y ∈ {x, ξ,h,k}.
Let fˆ(ξ′, xN ) and F−1ξ′ [g(ξ′, xN )](x′) be the partial Fourier transform with respect to x′ and its inverse formula
defined by
fˆ(ξ′, xN ) =
∫
RN−1
e−ix
′·ξ′f(x′, xN )dx′, F−1ξ′ [g(ξ′, xN )](x′) =
1
(2π)N−1
∫
RN−1
eix
′·ξ′g(x′, xN )dξ′.
Applying the partial Fourier transform to (4.2.14) and then we have
(ρ±λ+ µ±|ξ′|2 − µ±D2N )uˆ±j(ξ′, xN ) + iξj θˆ±(ξ′, xN ) = 0, ±xN > 0,(4.2.15)
(ρ±λ+ µ±|ξ′|2 − µ±D2N )uˆ±N (ξ′, xN ) +DN θˆ±(ξ′, xN ) = 0 ± xN > 0,(4.2.16)
N−1∑
j=1
iξj uˆ±j(ξ′, xN ) +DN uˆ±N (ξ′, xN ) = 0 ± xN > 0,(4.2.17)
[[µ(iξj uˆN +DN uˆj)]](ξ
′, 0) = −[[hˆj ]](ξ′, 0),(4.2.18)
[[2µDN uˆN − θˆ]](ξ′, 0) = −[[hˆN ]](ξ′, 0),(4.2.19)
[[uˆJ ]](ξ
′, 0) = [[kˆJ ]](ξ′, 0).(4.2.20)
Set
A = |ξ′|, B± =
√
(ρ±/µ±)λ+ |ξ′|2.
By (4.2.15)-(4.2.17), we have (D2N − A2)θˆ±(ξ′, xN ) = 0 for ±xN > 0 and applying D2N − A2 to (4.2.15) and
(4.2.16) yields that (ρ±λ+µ±|ξ′|2−µ±D2N )(D2N −A2)uˆ±J(ξ′, xN ) = 0 for ±xN > 0. From viewpoint of this,
we will look for the solution to (4.2.15)-(4.2.20) of the forms:
uˆ±J(ξ′, xN ) = α±J(e∓AxN − e∓B±xN ) + β±Je∓B±xN , θˆ±(ξ′, xN ) = γ±e∓AxN (±xN > 0).
Inserting the above formulas into (4.2.15)-(4.2.20), we have the following relations:
µ±(B2± −A2)α±j + iξjγ± = 0,(4.2.21)
µ±(B2± −A2)α±N ∓Aγ± = 0(4.2.22)
iξ′ · α′± ∓Aα±N = 0, −iξ′ · α′± + iξ′ · β′± ±B±α±N ∓B±β±N = 0,(4.2.23)
µ+ (iξjβ+N + (−A+B+)α+j −B+β+j)− µ− (iξjβ−N + (A−B−)α−j +B−β−j) = −[[hˆj ]](ξ′, 0),(4.2.24)
[2µ+ {(−A+B+)α+N −B+β+N}− γ+]− [2µ− {(A−B−)α−N +B−β−N}− γ−] = −[[hˆN ]](ξ′, 0),(4.2.25)
β+J − β−J = [[kˆJ ]](ξ′, 0),(4.2.26)
where we have set α± = (α±1, . . . ,α±N ) and β± = (β±1, . . . ,β±N ). From now on, we write iξ′ · α′±, α±N ,
and γ± by iξ′ · β′± and β±N . By (4.2.23) we have
(4.2.27) α±N = ±−iξ
′ · β′± ±B±β±N
B± −A , iξ
′ · α′± =
A(−iξ′ · β′± ±B±β±N )
B± −A ,
which, combined with (4.2.22), furnishes that
(4.2.28) γ± =
µ±(B± +A)
A
(−iξ′ · β′± ±B±β±N ).
Nest we give exact formulas of α±J and β±J . Then, by (4.2.24) and (4.2.27), we have
(4.2.29)
µ+
{−(B+ +A)iξ′ · β′+ +A(B+ −A)β+N}− µ− {(B− +A)iξ′ · β′− +A(B− −A)β−N} = −iξ′ · [[hˆ′]](ξ′, 0).
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In addition by (4.2.25), (4.2.27), and (4.2.28), we have
(4.2.30)
µ+
{
(B+ −A)iξ′ · β′+ −B+(B+ +A)β+N
}− µ− {(B− −A)iξ′ · β− +B−(B− +A)β−N} = −A[[hˆN ]](ξ′, 0).
It holds by (4.2.26) that
(4.2.31) iξ′ · β′− = iξ′ · β′+ − iξ′ · [[kˆ′]](ξ′), β−N = β+N − [[kˆN ]](ξ′, 0),
which, inserted into (4.2.29) and (4.2.30), furnishes that
{µ+(B+ +A) + µ−(B− +A)} iξ′ · β′+ + {−µ+A(B+ −A) + µ−A(B− −A)}β+N = P (h,k),
{−µ+(B+ −A) + µ−(B− −A)} iξ′ · β′+ + {µ+B+(B+ +A) + µ−B−(B− +A)}β+N = Q(h,k),
where
P (h,k) = iξ′ · [[hˆ′]](ξ′, 0) + µ−(B− +A)iξ′ · [[kˆ′]](ξ′, 0) + µ−A(B− −A)[[kˆN ]](ξ′, 0),
Q(h,k) = AhˆN (ξ
′) + µ−(B− −A)iξ′ · [[kˆ′]](ξ′, 0) + µ−B−(B− +A)[[kˆN ]](ξ′, 0).(4.2.32)
We often denote P (h,k) and Q(h,k) by P and Q for short in the following. Let
L =
(
µ+(B+ +A) + µ−(B− +A) −µ+A(B+ −A) + µ−A(B− −A)
−µ+(B+ −A) + µ−(B− −A) µ+B+(B+ +A) + µ−B−(B− +A)
)
,
and then
detL = −(µ+ − µ−)2A3 + {(3µ+ − µ−)µ+B+ + (3µ− − µ+)µ−B−}A2
+
{
(µ+B+ + µ−B−)2 + µ+µ−(B+ +B−)2
}
A+ (µ+B+ + µ−B−)(µ+B2+ + µ−B
2
−),
and then the inverse matrix L−1 of L is given by
L−1 =
1
detL
(
L11 L12
L21 L22
)
,
where
L11 = µ+B+(B+ +A) + µ−B−(B− +A), L12 = µ+A(B+ −A)− µ−A(B− −A),
L21 = µ+(B+ −A)− µ−(B− −A), L22 = µ+(B+ +A) + µ−(B− +A).(4.2.33)
Thus we have
iξ′ · β′+ =
1
detL
(L11P + L12Q) , β+N =
1
detL
(L21P + L22Q)
iξ′ · β′− =
1
detL
(L11P + L12Q)− iξ′ · [[kˆ′]](ξ′, 0),
β−N =
1
detL
(L21P + L22Q)− [[kˆN ]](ξ′, 0),(4.2.34)
These relations yields that
F+(h,k) :=− iξ′ · β′+ +B+β+N = −
1
detL
{(L11 −B+L21)P + (L12 −B+L22)Q} ,
F−(h,k) :=− iξ′ · β′− −B−β−N
=− 1
detL
{(L11 +B−L21)P + (L12 +B−L22)Q}+ iξ′ · [[kˆ′]](ξ′, 0) +B−[[kˆN ]](ξ′, 0),(4.2.35)
which, inserted into (4.2.27) and (4.2.28), furnishes that
α±N = ±F±(h,k)
B± −A , γ± =
µ±(B± +A)F±(h,k)
A
.(4.2.36)
By (4.2.21) and (4.2.36), we have
(4.2.37) α±j = − iξjF±(h,k)
A(B± −A) ,
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and furthermore, by (4.2.24) and (4.2.26)
µ+B+β+j + µ−B−β−j
= [[hˆj ]](ξ
′) + µ−iξj [[kˆN ]](ξ′) +
(µ+ − µ−)iξj
detL
(L21P + L22Q)− iξj
A
(µ+F+(h,k) + µ−F−(h,k)) ,
β+j − β−j = [[kˆj ]](ξ′, 0).
The last relations imply that
β±j =
1
µ+B+ + µ−B−
(
[[hˆj ]](ξ
′, 0) + µ−iξj [[kˆN ]](ξ′, 0) +
(µ+ − µ−)iξj
detL
(L21P + L22Q)
− iξj
A
(µ+F+(h,k) + µ−F−(h,k))± µ∓B∓[[kˆj ]](ξ′, 0)
)
.(4.2.38)
Summing up (4.2.34), (4.2.36), (4.2.37), and (4.2.38), we have obtained
α±j = − iξjF±(h,k)
A(B± −A) , α±N = ±
F±(h,k)
B± −A , γ± =
µ±(B± +A)F±(h,k)
A
,
β±j =
1
µ+B+ + µ−B−
(
[[hˆj ]](ξ
′, 0) + µ−iξj [[kˆN ]](ξ′, 0) +
(µ+ − µ−)iξj
detL
(L21P + L22Q)
− iξj
A
(µ+F+(h,k) + µ−F−(h,k))± µ∓B∓[[kˆj ]](ξ′, 0)
)
,
β+N =
1
detL
(L21P + L22Q) , β−N =
1
detL
(L21P + L22Q)− [[kˆN ]](ξ′, 0),
By these symbols, we can give solution formula of (4.2.13) as follows:
u±J = −F−1ξ′ [α±J(B± −A)M±(±xN )](x′) + F−1ξ′ [β±Je∓B±xN ](x′)
θ±(x) = F−1ξ′ [γ±e∓AxN ](x′), M±(a) =
e−B±a − e−Aa
B ±−A(4.2.39)
Step 3: Construction of solution operator for (4.2.39). Setting
P ′(h,k′) = iξ′ · [[hˆ′]](ξ′, 0) + µ−(B− +A)iξ′ · [[kˆ′]](ξ′, 0), Q′(h,k′) = A[[hˆN ]](ξ′, 0) + µ−(B− −A)iξ′ · [[kˆ′]](ξ′, 0),
PN (kN ) = µ−A(B− −A)[[kˆN ]](ξ′, 0), QN (kN ) = µ−B−(B− +A)[[kˆN ]](ξ′, 0),
F ′+(h,k′) = −
1
detL
{(L11 −B+L21)P ′(h,k′) + (L12 −B+L22)Q′(h,k′)} ,
F ′−(h,k′) = −
1
detL
{(L11 +B−L21)P ′(h,k′) + (L12 +B−L22)Q′(h,k′)}+ iξ′ · [[kˆ′]](ξ′, 0),
F+N (kN ) = −µ−[[kˆN ]](ξ
′, 0)
detL
{A(B− −A)(L11 −B+L21) +B−(B− +A)(L12 −B+L22)} ,
F−N (kN ) = −µ−[[kˆN ]](ξ
′, 0)
detL
{A(B− −A)(L11 +B−L21) +B−(B− +A)(L12 +B−L22)}+B−[[kˆN ]](ξ′, 0),
and then we have,
P (h,k) = P ′(h,k′) + PN (kN ), Q(h,k) = Q′(h,k′) +QN (kN ),
F+(h,k) = F ′+(h,k′) + F+N (kN ), F−(h,k) = F ′−(h,k′) + F−N (kN ).
We also define operators R±j(λ) and S±j(λ)
R±j(λ)(h,k′) =F−1ξ′
[
e∓B±xN
µ+B+ + µ−B−
[[hˆj ]](ξ
′, 0)
]
(x′)±F−1ξ′
[
µ∓B ∓ e∓B±xN
µ+B+ + µ−B−
[[kˆj ]](ξ
′, 0)
]
(x′)
+ F−1ξ′
[(
iξj
A
)F ′±(h,k′)
A
AM±(±xN )
]
(x′)
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+ (µ+ − µ−)F−1ξ′
[(
iξj
µ+B+ + µ−B−
)
L21P ′(h,k′) + L22Q′(h,k′)
A detL
Ae∓B±xN
]
(x′)
− F−1ξ′
[(
iξj
A
)
µ+F ′+(h,k′) + µ−F ′−(h,k′)
(µ+B+ + µ−B−)A
Ae∓B±xN
]
(x′),
R±N (λ)(h,k′) =∓ F−1ξ′
[F ′±(h,k′)
A
AM±(±xN )
]
(x′)
+ F−1ξ′
[
L21P ′(h,k′) + L22Q′(h,k′)
AdetL
Ae∓B±xN
]
(x′),
S±j(λ)kN =F−1ξ′
[(
iξj
A
)F±N (kN )
A
AM±(±xN )
]
(x′),
+ F−1ξ′
[
µ−iξj
µ+B+ + µ−B−
e∓B±xN [[kˆN ]](ξ′, 0)
]
(x′),
+ (µ+ − µ−)F−1ξ′
[(
iξj
µ+B+ + µ−B−
)
L21PN (kN ) + L22QN (kN )
AdetL
Ae∓B±xN
]
(x′)
− F−1ξ′
[(
iξj
A
)
µ+F+N (kN ) + µ−F ′−N (kN )
(µ+B+ + µ−B−)A
Ae∓B±xN
]
(x′),
S±N (λ)kN =∓ F−1ξ′
[F ′±N (kN )
A
AM±(±xN )
]
(x′)
+ F−1ξ′
[
L21PN (kN ) + L22QN (kN )
AdetL
Ae∓B±xN
]
(x′),
+
(±1− 1
2
)
F−1ξ′
[
eB−xN [[kˆN ]](ξ
′, 0)
]
(x′).(4.2.40)
Then
u±J = R±J(λ)(h,k′) + S±J(λ)kN ,
Step 4: R-boundedness of solution operators (4.2.40). We show the R-boundedness concerning
the operators (4.2.40). To this end, we introduce two classes of multipliers. Let 0 < ϵ < π/2 and γ0 ≥ 0.
Let m(ξ′,λ) be a function defined on (RN−1 \ {0})×Σϵ,γ0 , which is infinitely many times diﬀerentiable with
respect to ξ′ ∈ (RN−1 \ {0}) and holomorphic with respect to λ ∈ Σϵ,γ0 . If there exists a real number s such
that for any multi-index α′ = (α1, · · · ,αN−1) ∈ NN−10 and (ξ′,λ) ∈ RN−1 \ {0}× Σϵ,γ0 there hold the
|Dα′ξ′m(ξ′,λ)| ≤ Cs,α′,ϵ,γ0(|λ|1/2 +A)s−|α
′|,
∣∣∣∣Dα′ξ′ (λ ddλm(ξ′,λ)
)∣∣∣∣ ≤ Cs,α′,ϵ,γ0(|λ|1/2 +A)s−|α′|
for some positive constant Cs,α′,ϵ,γ0 , then m(ξ
′,λ) is called a multiplier of order s with type 1. If there exists
a real number s such that for any multi-index α′ = (α1, · · · ,αN−1) ∈ NN−10 and (ξ′,λ) ∈ RN−1 \ {0}×Σϵ,γ0
there holds the estimates:
|Dα′ξ′m(ξ′,λ)| ≤ Cs,α′,ϵ,γ0(|λ|1/2 +A)−|α
′|,
∣∣∣∣Dα′ξ′ (λ ddλm(ξ′,λ)
)∣∣∣∣ ≤ Cs,α′,ϵ,γ0(|λ|1/2 +A)sA−|α′|
for some constant Cs,α′,ϵ,γ0 , then m(ξ
′,λ) is called a multiplier of order s with type 2. In what follows, we
denote the set of all multiplier defined on RN−1 \ {0} × Σϵ,γ0 of order s with type ℓ (ℓ = 1, 2) by Ms,ℓ,ϵ,γ0 .
Here, we give typical examples of multipliers as follows: the Riesz kernel ξj/|ξ′| (j = 1, · · · , N − 1) is a
multiplier of order 0 with type 2. Functions ξj and λ1/2 are multipliers of order 1 with type 1. We also
introduce the following two fundamental lemmas (c.f [55, Lemma 4.6, Lemma 4.8]) concerning multipliers.
Lemma 4.2.4. Let s1, s2 ∈ R.
(1) Given mi ∈Msi,1,ϵ,γ0 (i = 1, 2), we have m1m2 ∈Ms1+s2,1,ϵ,γ0 .
(2) Given li ∈Msi,i,ϵ,γ0 (i = 1, 2), we have l1l2 ∈Ms1+s2,2,ϵ,γ0 .
(3) Given ni ∈Msi,2,ϵ,γ0 (i = 1, 2), we have n1n2 ∈Ms1+s2,2,ϵ,γ0 .
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Lemma 4.2.5. Let s ∈ R and 0 < ϵ < π/2. Then the following assertions hold:
(1) Bs± ∈Ms,1,ϵ,0, (A+B±)s ∈Ms,2,ϵ,0 and (detL)s ∈M3s,2,ϵ,0.
(2) As ∈Ms,2,ϵ,0 provided that s ≥ 0.
(3) For real number a and b are numbers such that satisfying a+ b > 0, then (aB+ + bB−)s ∈Ms,1,ϵ,0.
(4) L11, L12, L21 and L22 defined as (4.2.33) satisfy
L11, L12 ∈Ms,2,ϵ,0, L21, L22 ∈M1,2,ϵ,0.
We start with the following lemma to show the R-boundedness of the operators R±J (λ), S±J(λ).
Lemma 4.2.6. Let 0 < ϵ < π/2, γ0 ≥ 0 and 1 < q <∞. Given multipliers
m1 ∈M−1,1,ϵ,γ0 , m2 ∈M−2,2,ϵ,γ0 , m3 ∈M−1,2,ϵ,γ0 , m4 ∈M0,1,ϵ,γ0 , m5 ∈M0,1,ϵ,γ0 ,
we define the operators K±i(λ) on W 1q (R˙N ) and L±i(λ) on W 2q (R˙N ) (i = 1, 2, 3) by the formulas:
[K±1(λ)f ](x) = F−1ξ′
[
m1(ξ
′,λ)e∓B±xN [[fˆ ]](ξ′, 0)
]
(x′),
[K±2(λ)f ](x) = F−1ξ′
[
m2(ξ
′,λ)Ae∓B±xN [[fˆ ]](ξ′, 0)
]
(x′),
[K±3(λ)f ](x) = F−1ξ′
[
m3(ξ
′,λ)AM±(xN )[[fˆ ]](ξ′, 0)
]
(x′),
[L±1(λ)f ](x) = F−1ξ′
[
m4(ξ
′,λ)e∓B±xN [[fˆ ]](ξ′, 0)
]
(x′),
[L±2(λ)f ](x) = F−1ξ′
[
m3(ξ
′,λ)Ae∓B±xN [[fˆ ]](ξ′, 0)
]
(x′),
[L±3(λ)f ](x) = F−1ξ′
[
m5(ξ
′,λ)AM±(xN )[[fˆ ]](ξ′, 0)
]
(x′),
for ±xN > 0 and λ ∈ Σϵ,λ0 . Then there exists operator families K˜±i(λ), L˜±i(λ) with
K˜±i(λ) ∈ Hol(Σϵ,γ0 ,L(Lq(R˙N)N+1,W2q(RN±))),
L˜±i(λ) ∈ Hol(Σϵ,γ0 ,L(Lq(R˙N)N
2+N+1,W2q(RN±)))
such that
K±i(λ)f = K˜±i(λ)(∇f,λ1/2f), L±i(λ)f = L˜±i(λ)(∇2g,λ1/2g,λg)
and
RL(Lq(R˙)N )N+1,Lq(R±)N2+N+1)
({(
λ
d
dλ
)ℓ
(GλK˜±i(λ)) | λ ∈ Σϵ,λ0
})
≤ γ1,
RL(Lq(R˙)N )N2+N+1,Lq(R±)N2+N+1)
({(
λ
d
dλ
)ℓ
(GλL˜±i(λ)) | λ ∈ Σϵ,λ0
})
≤ γ1, ℓ = 0, 1, i = 1, 2, 3.
Proof. It was essentially proved in [55, Lemma 5.1, 5.2, 5.3, 5.4]. !
Lemma 4.2.6 enables us to obtain the following two lemmas.
Lemma 4.2.7. Let 0 < ϵ < π/2, γ0 ≥ 0 and 1 < q < ∞. Given multipliers m0 ∈ M0,2,ϵ,0 we define the
operators K±i(λ) on W 1q (R˙N )N ×W 2q (R˙N )N−1 (i = 1, 2, 3) by the formulas :
[K±1(λ)(h,k′)](x) = F−1ξ′
[
m0(ξ
′,λ)
L21P ′(h,k′) + L22Q′(h,k′)
AdetL
Ae∓B±xN
]
(x′),
[K±2(λ)(h,k′)](x) = F−1ξ′
[
m0(ξ
′,λ)
F ′±(h,k′)
A
AM±(±xN )
]
(x′),
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[K±3(λ)(h,k′)](x) = F−1ξ′
[
m0(ξ
′,λ)
F ′±(h,k′)
(µ+B+ + µ−B−)A
Ae∓B±xN
]
(x′)
for ±xN > 0 and λ ∈ Σϵ,γ0 . Then there exist operator families K˜±i(λ) with
K˜±i(λ) ∈ Hol(Σϵ,λ0 ,L(Lq(R˙N)N,W2q(RN±))),
such that
K±i(λ) = K˜±i(λ)(∇h,λ1/2h,∇2k′,λ1/2∇k′,λk′)
and
RL(Lq(R˙)N )N ,Lq(R±)N2+N+1)
({(
λ
d
dλ
)ℓ
(GλK˜±i(λ)) | λ ∈ Σϵ,γ0
})
≤ γ1
for ℓ = 0, 1 and i = 1, 2, 3 where N = N2 +N +N2(N − 1) +N(N − 1) + (N − 1).
Proof. We only show the case K±1(λ). Note that
[K±1(λ)(h,k′)](x) = F−1ξ′
[
m0(ξ
′,λ)
L21
detL
Ae∓B±xN
iξ′
A
· [[ĥ′]](ξ′, 0)
]
(x′),
+ F−1ξ′
[
m0(ξ
′,λ)
L22
detL
Ae∓B±xN [[ĥN ]](ξ′, 0)
]
(x′)
+ µ−F−1ξ′
[
m0(ξ
′,λ)
(B1 +A)L21 + (B− −A)L22
detL
Ae∓B±xN
iξ′
A
· [[k̂′]](ξ′, 0)
]
(x′)
= [K1±1(λ)h′](x) + [K2±1(λ)hN ](x) + [K3±1(λ)k′](x).
By Lemma 4.2.4 and Lemma 4.2.6,
m0
L21
detL
and m0
L22
detL
∈M−2,2,ϵ,γ0 , m0
(B1 +A)L21 + (B− −A)L22
detL
∈M−1,2,ϵ,γ0 ,
which combined with Lemma 4.2.6 furnishes that there exist operator families K˜i±1(λ) (i = 1, 2, 3) with
K˜1±1(λ) ∈ Hol(Σϵ,γ0 ,L(Lq(R˙N)(N−1)(N+1),W2q(RN±))),
K˜2±1(λ) ∈ Hol(Σϵ,γ0 ,L(Lq(R˙N)(N+1),W2q(RN±))),
K˜3±1(λ) ∈ Hol(Σϵ,γ0 ,L(Lq(R˙N)(N−1)(N
2+N+1),W2q(RN±)))
such that
K1±1(λ)h′ = K˜1±1(λ)(∇h′,λ1/2h′), K2±1(λ) = K˜2±1(λ)(∇hN ,λ1/2hN ),
K3±1(λ)k′ = K˜1±1(λ)(∇2k′,λ1/2∇k′,λk′)
and
RL(Lq(R˙)N )(N−1)(N+1),Lq(R±)N2+N+1)
({(
λ
d
dλ
)ℓ
(GλK˜1±1(λ)) | λ ∈ Σϵ,γ0
})
≤ γ1,
RL(Lq(R˙)N )(N−1)(N+1),Lq(R±)N2+N+1)
({(
λ
d
dλ
)ℓ
(GλK˜2±1(λ)) | λ ∈ Σϵ,γ0
})
≤ γ1,
RL(Lq(R˙)N )(N−1)(N2+N+1),Lq(R±)N2+N+1)
({(
λ
d
dλ
)ℓ
(GλK˜3±1(λ)) | λ ∈ Σϵ,γ0
})
≤ γ1
for ℓ = 0, 1. Thus, setting
K˜±1(λ)(∇h,λ1/2h,∇2k′,λ1/2∇k′,λk′)
= K˜1±1(λ)(∇h′,λ1/2h′) + K˜2±1(λ)(∇hN ,λ1/2hN ) + K˜3±1(λ)(∇2k′,λ1/2∇k′,λk′)
showed by Lemma 1.5.3 that the required properties of K˜±1 holds. !
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Lemma 4.2.8. Let 0 < ϵ < π/2, γ0 ≥ 0 and 1 < q <∞. Suppose that kN is given by kN = −ψN , where
ψN is the N -th component of ψ = A(λ)f˜ (λ ∈ Σϵ,λ0) defined as (4.2.10). Given multipliers m0 ∈ M0,2,ϵ,0
we define the operators K±i(λ) (i = 4, 5, 6) by the formulas :
[K±4(λ)kN ](x) = F−1ξ′
[
m0(ξ
′,λ)
L21PN (kN ) + L22QN (kN )
AdetL
Ae∓B±xN
]
(x′),
[K±5(λ)kN ](x) = F−1ξ′
[
m0(ξ
′,λ)
F±N (kN )
A
AM±(±xN )
]
(x′),
[K±6(λ)kN ](x) = F−1ξ′
[
m0(ξ
′,λ)
F±N (kN )
(µ+B+ + µ−B−)A
Ae∓B±xN
]
(x′)
for ±xN > 0 and λ ∈ Σϵ,γ0 . Then there exist operator families K˜±i(λ) with
K˜±i(λ) ∈ Hol(Σϵ,γ0 ,L(Lq(R˙N)N,W2q(RN±))),
such that K±i(λ)kN = K˜±i(λ)f˜ and
RL(Lq(R˙)N )N ,Lq(R±)N2+N+1)
({(
λ
d
dλ
)ℓ
(GλK˜±i(λ)) | λ ∈ Σϵ,γ0
})
≤ γ1
for ℓ = 0, 1 and i = 4, 5, 6
Proof. We only consider the caseK±4(λ). Firstly, we give some special formulas of [[kN ]] = −(ψˆ+N (ξ′, 0)−
ψˆ−N (ξ′, 0)). Let f˜ = (f˜1, . . . , f˜N )T . Since
ψ±N (x) =F−1ξ
[
F [f˜N ](ξ)− |ξ|−2ξN ⟨ξ,F [f˜N ](ξ)⟩
ρ±λ+ µ±|ξ|2
]
(x)
=F−1ξ
[
A2
|ξ|2(ρ±λ+ µ±|ξ|2)F [f˜N ](ξ)
]
(x′)−
N−1∑
j=1
F−1ξ
[
ξNξj
|ξ|2(ρ±λ+ µ±|ξ|2)F [f˜j ](ξ)
]
(x),
which implies that
ψˆ±N (ξ′, xN ) =
∫ ∞
−∞
A2 ˆ˜fN (ξ
′, yN )
(
1
2π
∫ ∞
−∞
ei(xN−yN )ξN
|ξ|2(ρ±λ+ µ±|ξ|2) dξN
)
dyN
−
N−1∑
j=1
∫ ∞
−∞
ξj
ˆ˜
jf(ξ
′, yN )
(
1
2π
∫ ∞
−∞
ξNei(xN−yN )ξN
|ξ|2(ρ±λ+ µ±|ξ|2) dξN
)
dyN .
On the other hand, by using residue theorem we have
1
2π
∫ ∞
−∞
eiaξN
|ξ|2(ρ±λ+ µ±|ξ|2) dξN =
1
2ρ±λ
(
e−|a|A
A
− e
−|a|B±
B±
)
,
1
2π
∫ ∞
−∞
ξNeiaξN
|ξ|2(ρ±λ+ µ±|ξ|2) dξN = sign (a)
i
2ρ±λ
(
e−|a|A − e−|a|B±
)
,
for a ∈ R, where sign(a) = ±1 when ±a > 0 and sign(a) = 0 when a = 0. Inserting these formulas into the
above identity of ψˆ±N (ξ′, xN ) with xN = 0 yields that
ψˆ±N (ξ′, 0) =
∫ ∞
−∞
A2
2ρ±λ
(
e−A|yN |
A
− e
−B±|yN |
B±
)
ˆ˜fN (ξ
′, yN ) dyN
+
N−1∑
j=1
∫ ∞
−∞
iξj sign(yN)
2ρ±λ
(
e−A|yN | − e−B±|yN |
)
ˆ˜fj(ξ
′, yN ) dyN .
Since ρ±λ = µ±(B2± −A2), we have
ψˆ±N (ξ′, 0) =
1
2µ±
∫ ∞
−∞
A
B±(B± +A)
(
B±M+(yN )− e−B±yN
) ˆ˜fN (ξ′, yN ) dyN
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− 1
2µ±
∫ ∞
−∞
iξj
B± +A
M+(yN ) ˆ˜fj(ξ′, yN ) dyN
+
1
2µ±
N−1∑
j=1
∫ ∞
0
iξj
B± +A
sign (yN )M±(|yN |) ˆ˜fj(ξ′, yN ) dyN .
Thus, by Lemma 4.2.4 and 4.2.6, there exist m± ∈ (M−2,2,ϵ,0)N and n± ∈ (M−1,2,ϵ,0)N such that
[[kˆN ]](ξ
′, 0) =
∑
s∈{+,−}
{∫ ∞
−∞
Ae−B+|yN |ms(ξ′,λ) · ˆ˜f(ξ′, yN )dyN +
∫ ∞
−∞
AMs(|yN |)ns(ξ′,λ) · ˆ˜f(ξ′, yN )dyN
}
which combined with the formula K±4(λ), furnishes that
[K±4(λ)kN ](x) =
∑
s∈{+,−}
∫ ∞
−∞
F−1ξ′
[
Ae∓B±xN e−B+|yN |
ℓ(ξ′,λ)m0(ξ′,λ)ms(ξ′,λ)
detL
ˆ˜f(ξ′, yN )
]
(x′),
+
∑
s∈{+,−}
∫ ∞
−∞
F−1ξ′
[
Ae∓B±xNM+(|yN |)ℓ(ξ
′,λ)m0(ξ′,λ)ns(ξ′,λ)
detL
ˆ˜f(ξ′, yN )
]
(x′),
:= [K˜±4(λ)f˜ ](x)
with ℓ(ξ′,λ) = µ−{L21A(B− −A) + L22B−(B− +A)}. By Lemma 4.2.4 and Lemma 4.2.6,
ℓ(ξ′,λ)m0(ξ′,λ)m±(ξ′,λ)
detL
∈ (M−2,2,ϵ,0)N and ℓ(ξ
′,λ)m0(ξ′,λ)n±(ξ′,λ)
detL
∈ (M−2,2,ϵ,0)N,
so that we see by Shibata and Shimizu [53, Lemma 5.6] that
K˜±4(λ) ∈ Hol(Σϵ,L(Lq(R˙N)N,W2q(RN±))),
and
RL(Lq(R˙N )N ,Lq(R˙N )N2+N+1)
({(
λ
d
dλ
)ℓ
(GλK˜±4(λ)) | λ ∈ Σϵ,λ0
})
≤ γ1
for ℓ = 0, 1. This completes the proof of Lemma. !
By applying Lemma 4.2.6, Lemma 4.2.7 and Lemma 4.2.8 to (4.2.40) together with Lemma 1.5.3, then
there exist operator families R˜±J (λ), S˜±J (λ) with
R˜±J (λ) ∈ Hol(Σϵ,λ0 ,L(Lq(R˙N)N ,W2q(RN±)N)), S˜±J(λ) ∈ Hol(Σϵ,λ0 ,L(Lq(R˙N)N,W2q(RN±)N)),
N = N2 +N +N2(N − 1) +N(N − 1) + (N − 1)
such that
R±J(λ)(h,k′) = R˜±J(λ)(λ1/2h,∇h,λk′,∇k′,∇2k′), S˜±J(λ)f˜ = S±N (λ)f˜ .
In addition,
RL(Lq(R˙N )N ,Lq(RN± )N˜ )
({(
λ
d
dλ
)ℓ
(GλR˜±J (λ)) | λ ∈ Σϵ,λ0
})
≤ γ1
RL(Lq(R˙N )N ,Lq(RN± )N˜ )
({(
λ
d
dλ
)ℓ
(GλS˜±J (λ)) | λ ∈ Σϵ,λ0
})
≤ γ1 (ℓ = 0, 1)
for N˜ = 1+N +N2. Thus, by (4.2.11) and 1.5.3 we can construct the required operators S0F (λ) in Theorem
4.2.3 which completes the proof of the Theorem 4.2.3. !
Since GλV (g) = (V 1(λg), V 2(λ1/2g), V 3(∇g)) as follows from Lemma 4.2.2 we have the following theorem
by combining Lemma 4.2.2 and Theorem 4.2.3 and by setting,
X0q (R˙N ) = {(f , g,h) | f ∈ Lq(R˙N )N , g ∈ W˜ 1q (R˙N ),h ∈W 1q (R˙N )N},
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X 0q (R˙N ) = {(F1, F2, F3, F4, F5, F6) | F1, F2, F6 ∈ Lq(R˙N )N , F3 ∈ Lq(R˙N ), F4 ∈ DI(RN ), F5 ∈ Lq(R˙N )N
2},
F 0λ(f , g,h) = (f ,∇g,λ1/2g,λg,∇h,λ1/2h) for (f , g,h) ∈ X0q .
Theorem 4.2.9. Let 1 < q < ∞, 0 < ϵ < π/2 and ρ± be a positive constants and let V be the same
operator as in Lemma 4.2.2. Suppose that the condition (4.2.2) holds. Then there exists an operator family
TF (λ) with
T 0F (λ) ∈ Hol(Σϵ,L(X 0q (R˙N),Lq(R˙N)N˜))
such that u = V (g) + T 0F (λ)F 0λ(f , g,h) is a unique solution to the problem (4.1.13) with some pressure θ for
any λ ∈ Σϵ and (f , g,h) ∈ X0q (R˙N ). In addition, there exists an operator family T˜ 0F (λ) with
T˜ 0F (λ) ∈ Hol(Σϵ,L(X 0q (R˙N),Lq(R˙N)N˜))
such that Gλu = T˜F (λ)Fλ(f , g,h) for λ ∈ Σϵ and (f , g,h) ∈ X0q (R˙N ), and that
RL(X 0q (R˙N ),Lq(R˙N )N˜ )
({(
λ
d
dλ
)ℓ
T˜F (λ) | λ ∈ Σϵ
})
≤ C (ℓ = 0, 1).
Proof of Theorem 4.2.1. Let 1 < q <∞ and q′ = q/(q − 1). According to what was pointed out in
Subsection 4.1.2, we consider as an auxiliary problemof the following weak problem:
λ(u,ϕ)R˙N + (∇u,∇ϕ)R˙N = −(f ,∇ϕ)R˙N for all ϕ ∈W 1q′(RN ),
[[u]] = [[g]] on RN0 .(4.2.41)
Concerning this weak problem, we have the following proposition.
Proposition 4.2.10. Let 0 < ϵ < π/2 and 1 < q <∞. Set
Y 0q = {(f , g) | f ∈ Lq(R˙N )N , g ∈W 1q (R˙N )},
Y0q = {(H1, H2, H3) | f ∈ H1, H2 ∈ Lq(R˙N )N , H3 ∈ Lq(R˙N )}
such that u = E(λ)(f ,∇g,λ1/2g) is a unique solution to (4.2.41) for λ ∈ Σϵ and (f , g) ∈ Y 0q (R˙N ). In addition,
it holds for ℓ = 0, 1 that
RL(Y0q ,Lq(R˙N )N+1)
({(
λ
d
dλ
)ℓ(∇E(λ),λ1/2E(λ)) | λ ∈ Σϵ}) ≤ γ1.
Proof. It suﬃces to consider the case f ∈ C∞0 (R˙N )N in what follows, since C∞0 (R˙N ) is dense in Lq(R˙N ).
Then the strong problem corresponding to (4.2.41) is given by
(4.2.42)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
(λ−∆)u± = div f± in RN± ,
u+ − u− = [[g]] on RN0 ,
∂
∂n0
(u+ − u−) = 0 on RN0 .
where f± = fχRN±
and ∂u±/∂n0 = n0 ·∇u± = ∂Nu±. In the following, we show the existence of R-bounded
solution operator families for (4.2.42) in the same manner as in the proof of Theorem 4.2.3. For function f±
on RN± , we define even extensions fe± and odd extension fo± by
fe±(x
′, xN ) =
{
f±(x′, xN ) for ± xN > 0,
f±(x′,−xN ) for ± xN < 0, f
o
±(x
′, xN ) =
{
f±(x′, xN ) for ± xN > 0,
−f±(x′,−xN ) for ± xN < 0,
respectively. In addition, we denote the jth component of f± by f±j and set E±f± = (fe±1, . . . , fe±N−1, fo±N )T .
It then holds that
(4.2.43) div (E±f±) = (div f±)e on RN ,
since f± ∈ C∞0 (RN± )N . On the other hand, let ψ± be solutions to
(λ−∆)ψ± = (div f±)e in RN .
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and ϕ± are given by
ϕ± = Φ±(λ)f := F−1ξ
[F [(div f±)e](ξ)
λ+ |ξ|2
]
(x) =
N−1∑
j=1
F−1ξ
[
iξjF [fe±j ]
λ+ |ξ|2
]
(x) + F−1ξ
[
iξjF [fo±N ]
λ+ |ξ|2
]
(x),
respectively, where we have used (4.2.43) to obtain the last identity. Here we know, similarly to (4.2.9), that
Φ±(λ) ∈ Hol(Σϵ,L(Lq(R˙N)N,W1q(RN))) and
RL(Lq(R˙N )N ,Lq(RN )N+1)
({(
λ
d
dλ
)ℓ(∇Φ±(λ),λ1/2Φ±(λ)) | λ ∈ Σϵ}) ≤ γ1 (ℓ = 0, 1).(4.2.44)
In addition, we have ∂Nϕ± = 0 on RN0 by the following observation: We only prove the case of ϕ+, because
for ϕ− can be treated analogously. Let F+ = div f+ on RN+ , and then by the definition of the even extension
∂̂Nϕ+(ξ
′, xN ) =
∫ ∞
0
{
1
2π
∫ ∞
∞
iξN (ei(xN−yN ))ξN + ei(xN+yN ))ξN
λ+ |ξ|2 dξN
}
F̂+(ξ
′, yN )dyN .
This combined with the formula:
1
2π
∫ ∞
∞
iξNeiaξN
λ+ |ξ|2 dξN = −
sign(a)
2
e−|a|
√
λ+|ξ|2 (a ∈ R \ {0}),
which is proved by the residue theorem, furnishes that ∂̂Nϕ+(ξ
′, 0) = 0. This implies that ∂Nϕ+ = 0 on RN0 .
Setting u± = ϕ± + ψ± in (4.2.42), we achieve the following systems:⎧⎪⎪⎨⎪⎪⎩
(λ−∆)ψ± = 0 in RN± ,
ψ+ − ψ− = [[g]]− (ϕ+ − ϕ−) on RN0 ,
∂Nψ+ − ∂Nψ− = 0 on RN0 ,
where we have used the fact that ∂Nϕ± = 0 on RN0 . Then, we have
ϕ±(x) = ±1
2
F−1ξ′
[
{[[ĝ]](ξ′, 0)− (ϕ̂+(ξ′, 0)− ϕ̂−(ξ′, 0))} e∓
√
λ+|ξ|2xN
]
(x′),
which combined with (4.2.44), furnishes that there exist operator families Ψ±(λ) such that
ψ± = Ψ±(λ)(f ,∇g,λ1/2g), Ψ±(λ) ∈ Hol(Σϵ,L(Y0q ,W1q(RN±))),
RL(Lq(R˙N )N ,Lq(RN )N+1)
({(
λ
d
dλ
)ℓ(∇Ψ±(λ),λ1/2Ψ±(λ)) | λ ∈ Σϵ}) ≤ γ1 (ℓ = 0, 1).
Summing up the above calculations, we see that there are operator familiesE±(λ) such that u± = E±(λ)(f ,∇g,λ1/2g)
solves the strong problem (4.2.42) and that
E±(λ) ∈ Hol(Σϵ,L(Y0q ,W1q(RN±))),
RL(Lq(R˙N )N ,Lq(RN )N+1)
({(
λ
d
dλ
)ℓ(∇E±(λ),λ1/2E±(λ)) | λ ∈ Σϵ}) ≤ γ1 (ℓ = 0, 1).(4.2.45)
Thus, setting
u = E(λ)(f ,∇h,λ1/2h) := (E+(λ)(f ,∇h,λ1/2h) χRN+ )+ (E−(λ)(f ,∇h,λ1/2h) χRN− )
implies that u solves the weak problem (4.2.41), while E(λ) satisfies
E(λ) ∈ Hol(Σϵ,L(Y0q ,W1q(RN±))),
RL(Lq(R˙N )N ,Lq(RN )N+1)
({(
λ
d
dλ
)ℓ(∇E(λ),λ1/2E(λ)) | λ ∈ Σϵ}) ≤ γ1 (ℓ = 0, 1).
The uniqueness follows from the solvability of the weak problem (4.2.41) for q′. !
66
CHAPTER 4. TWO-PHASE STOKES RESOLVENT 4.3. REDUCED STOKES BENT HALF
Let (f ,h) ∈ Lq(R˙N )N ×W 1q (R˙N )N and set g = E(λ)(f ,∇h,λ1/2h). For there f , g and h and let u be a
solution to the two-phase Stokes resolvent equations:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
λu− ρ−1DivT(u, θ) = f in R˙N ,
divu = g in R˙N ,
[[T(u, θ)n0]] = [[h]] on RN0 ,
[[u]] = 0 on RN0 .
We here note that λg ∈ DI(RN ). In fact, for any ϕ ∈ C∞0 (RN ),
|(λg,ϕ)RN | = |(∇g + f ,∇ϕ)R˙N | ≤ ∥∇g + f∥Lq(R˙N )∥∇ϕ∥Lq′ (RN ),
which implies λg ∈ DIq(RN ) with M = ∥∇g + f∥ for λ ̸= 0. Thus we complete the proof of Theorem 4.2.1
by Theorem 4.2.9 and (4.4.6) with help Lemma 1.5.3. !
4.3. Reduced Stokes Bent Half space
Let Φ : RNx → RNy be a bijection of C1 class and let Φ−1 be its inverse map, where subscripts x, y denote
their variables. Writing ∇xΦ = R + R(x) and ∇yΦ−1 = R−1 + R−1(x), we assume that R and R−1 are
orthonormal matrices with constant coeﬃcients and detR = detR−1 = 1 and also assume that R(x) and
R−1(x) are matrices of functions in W 1r (RN ) with N < r <∞ such that
(4.3.1) ∥(R,R−1)∥L∞(RN ) ≤M1, ∥∇(R,R−1)∥Lr(RN ) ≤M2.
We will choose M1 small enough eventually, so that we may assume that 0 < M1 ≤ 1 ≤M2 in the following.
Set Ω± = Φ(RN± ) and Γ = Φ(RN0 ) and let n be the unit normal vector on Γ, which points from Ω+ to
Ω−. In addition, setting Φ−1 = (Φ−1,1, . . . ,Φ−1,N ), we see that Γ is represented by Φ−1,N (y) = 0, since
Γ = Φ({x −N = 0}) = Φ ◦ Φ−1({y ∈ RN | Φ−1,N (y) = 0}) by xN = Φ−1,N (y). This representation implies
that which furnishes that
(4.3.2) n =
∇Φ−1,N
|∇Φ−1,N | =
(RN1 +RN1(x), . . . ,RNN +RNN (x))
(
∑N
i=1(RNi +RNi(x))2)1/2
=
(R−1 +R−1(x))Tn0
|(R−1 +R−1(x))Tn0|
with n0 = (0, · · · , 0,−1)T , where we have set R−1 = (Rij) and R−1(x) = (Rij(x)) = (Rij). In particular, n
is defined on the hole space RN . Since
∑N
i=1(RNi+RNi(x))2 = 1+
∑N
i=1(2RNiRNi+RNi(x)2) noting R−1
is orthonormal matrix, we see that ∥∇xn∥Lr(RN ) ≤ CNM2. Let µ± = µ±(x) be a viscosity coeﬃcient that is
defined on RN and satisfies conditions:
(4.3.3) µ±1 ≤ µ±(x) ≤ µ±2 (x ∈ RN ), ∥µ± − µ±0∥L∞(RN ) ≤M1, ∥∇±µ∥Lr(RN ) ≤ CM2,N,q,r,
where µ±0 are some constant with µ±1 ≤ µ±0 ≤ µ±2, respectively. In addition, we define
µ(x) = µ+(x)χRN+ (x) + µ−(x)χRN− µ˜(y) = µ ◦ Φ−1(y)
ρ(x) = ρ+(x)χRN+ (x) + ρ−(x)χRN− (x) ρ˜(y) = ρ ◦ Φ−1(y) (ρ± : positive constants).(4.3.4)
First we consider the reduced Stokes equation with free boundary condition:
(4.3.5)
⎧⎪⎪⎨⎪⎪⎩
λu˜− ρ˜−1DivS(u˜,KF (u˜)) = f˜ in Ω˙,
[[S(u˜,KF (u˜))n]] = [[h˜]] on Γ,
[[u˜]] = 0 on Γ.
Here KF (u˜) is a unique solution to the variational equation:
(ρ˜−1∇KF (u˜),∇ϕ˜)Ω˙ = (ρ˜−1Div (µ˜D(u˜))−∇div u˜,∇ϕ˜)Ω˙ for all ϕ˜ ∈ Ŵ 1q′(RN ),
KF (u˜) = ⟨µ˜D(u˜)n,n⟩ − div u˜ on Γ.(4.3.6)
We then have the following theorem.
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Theorem 4.3.1. Let 1 < q < ∞ and 0 < ϵ < π/2. Suppose that (4.3.1), (4.3.3) and (4.3.4) hold. Then
there exist M1 ∈ (0, 1), λ0 ≥ 1, and
T˜F (λ) ∈ Hol(Σϵ,λ0 ,L(X 0R,q(Ω˙),W2q(Ω˙)N))
such that, for any λ ∈ Σϵ,λ0 and (f˜ , h˜) ∈ X0R,q(Ω˙, u˜ = T˜F (λ)F0λ(f˜ , h˜) is a unique solution to the problem
(4.3.5), and
(4.3.7) RL(X 0R,q(R˙N ),Lq(Ω˙)N˜ )
({(
λ
d
dλ
)ℓ
(GλT˜F (λ)) | λ ∈ Σϵ,λ0
})
≤ γ4 (ℓ = 0, 1)
with some positive constant γ4. Here M1 is a constant depending on N , q, ϵ, µ±1, and µ±2, and λ0 is a
constant depending on M2, N , q, ϵ, µ±1, and µ±2. And also γ4 denotes a generic constant depending on M2,
N , q, r, ϵ, µ±1, and µ±2.
The remaining part of this section is mainly devoted to the proof of Theorem 4.3.1. We write the problem
(4.3.5) as follows:
(4.3.8)
⎧⎪⎪⎨⎪⎪⎩
λu˜− ρ˜−1µ˜DivD(u˜) + ρ˜−1∇θ˜ − ρ˜−1D(u˜)∇µ˜ = f˜ in Ω˙,
[[(µ˜D(u˜)− θ˜I)n]] = [[h˜]] on Γ,
[[u˜]] = 0 on Γ
with θ˜ = KF (u˜). By the change of variable: y = Φ(x), we transform the problem (4.3.8) into some problem
on R˙N with u˜(y) = u(x) and θ˜(y) = θ(x). Here we note the following relations:
∂
∂yj
=
N∑
k=1
(Rkj +Rkj(x)) ∂
∂xk
, ∇y = (R−1 +R−1(x))T∇x,(4.3.9)
∂2
∂yj∂yk
=
N∑
l,m=1
RljRmk ∂
2
∂xl∂xm
+
N∑
l,m=1
(RljRmk(x) +RmkRlj(x) +Rlj(x)Mmk(x)) ∂
2
∂xl∂xm
+
N∑
l,m=1
(Rlj +Rlj(x))
(
∂
∂xl
Rmk(x)
)
∂
∂xm
,(4.3.10)
and furthermore,
∆y = ∆x +
N∑
k,l,m=1
(Rlk +Rlk(x))
(
∂
∂xl
Rmk(x)
)
∂
∂xm
+
N∑
k,l,m=1
(RlkRmk(x) +RmkRlk(x) +Rlk(x)Rmk(x)) ∂
2
∂xl∂xm
,(4.3.11)
∇ydiv yu˜ = (R−1 +R−1(x))T∇xdiv x(R−1u)
+ (R−1 +R−1(x))T
N∑
j,k=1
∇
(
Rkj(x)
∂
∂xk
uj
)
,(4.3.12)
D(u˜) = ∇u(R−1 +R−1(x)) + (R−1 +R−1(x))T (∇u)T .(4.3.13)
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By the change of variable Φ(x) = y, we convert the problems (4.2.1) to the half-space problem. In fact,
setting u(x) = R−1u˜(y) then we have,
div yu˜ =
N∑
ℓ=1
∂u˜ℓ
∂yℓ
=
N∑
ℓ=1
N∑
k=1
∂xk
∂yℓ
∂u˜ℓ
∂xk
=
N∑
ℓ=1
N∑
k=1
(Rkℓ +Rkℓ(x)) ∂u˜ℓ
∂xk
=
N∑
ℓ=1
N∑
k=1
(Rkℓ +Rkℓ(x))
N∑
i=1
Riℓ ∂ui
∂xk
(4.3.14)
In addition, using the fact that
∑N
j=1RjℓRjN = δℓN and R1ij =
∑N
ℓ=1RiℓRjℓ, we have
div yu˜ = div xu+
N∑
i,k=1
R1ik(x)
∂ui
∂xk
.(4.3.15)
By using similar method to (4.4.5) and substituting (4.4.42), we have
∂
∂yj
div yu˜ =
N∑
k=1
Rkj ∂
∂xk
div xu+
N∑
k,ℓ,m=1
Rkj ∂
∂xk
R1ℓm(x)
∂uℓ
∂xm
+
N∑
k,ℓ,m=1
RkjR1ℓm(x)
∂2uℓ
∂xk∂xm
+
N∑
k=1
Rkj(x)
∂
∂xk
div xu+
N∑
k,ℓ,m=1
Rkj(x)
∂
∂xk
R1ℓm(x)
∂uℓ
∂xm
+
N∑
k,ℓ,m=1
Rkj(x)R
1
ℓm(x)
∂2uℓ
∂xk∂xm
.
Multiplying both side of the last identity by Rsj and summing up the formula j = 1 to N , we have
N∑
j=1
Rsj ∂
∂yj
div yu˜ =
∂
∂xs
div xu+
N∑
ℓ,m=1
∂
∂xs
R1ℓm(x)
∂uℓ
∂xm
+
N∑
ℓ,m=1
R1ℓm(x)
∂2uℓ
∂xs∂xm
+
N∑
k=1
R1ks(x)
∂
∂xk
div xu
+
N∑
k,ℓ,m=1
R1ks(x)
∂
∂xk
R1ℓm(x)
∂uℓ
∂xm
+
N∑
k,ℓ,m=1
R1ks(x)R
1
ℓm(x)
∂2uℓ
∂xk∂xm
.(4.3.16)
By the same technique (4.4.5), we can also getting
∆yu˜j =
N∑
i,ℓ=1
Rij ∂
2ui
∂x2ℓ
+
N∑
m,i,ℓ=1
R1mℓ(x)Rij
∂2ui
∂xm∂xℓ
+ (Rmk +Rmk(x))Rij ∂
∂xm
Rℓk(x)
∂ui
∂xℓ
+
N∑
m,i,ℓ=1
RijR1ℓm(x)
∂2ui
∂xm∂xℓ
+
N∑
k,m,i,ℓ=1
Rmk(x)RijRℓk(x) ∂
2ui
∂xm∂xℓ
,
which multiplied by Rsj and then summing up the resultant formula from j = 1 to N , furnishes that we have
N∑
j=1
Rsj∆yu˜j =∆xus +
N∑
m,s,ℓ=1
(
R1mℓ(x) +R
1
ℓm(x) +
N∑
k,=1
Rmk(x)Rℓk(x)
)
∂2us
∂xm∂xℓ
+
N∑
m,s,ℓ=1
(Rmk +Rmk(x)) ∂
∂xm
Rℓk(x)
∂us
∂xℓ
.(4.3.17)
Furthermore, we calculate for θ˜ and µ˜. Similarly to (4.4.5) above, we have
N∑
j=1
Rsj∇y θ˜ = ∂θ
∂xs
+
N∑
k=1
R1ks(x)
∂θ
∂xk
.(4.3.18)
and
∇yµ˜ =
N∑
k=1
(Rkj +Rkj(x)) ∂µ
∂xk
.
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And also, we calculate for D(u˜) : (∇µ˜) which forms N -vector components and it can be written in the
following,
∂µ˜
∂yj
Dij(u˜) =
N∑
k=1
(Rkj +Rkj(x)) ∂µ
∂xk
( N∑
ℓ,p=1
(Rℓj +Rℓj(x))Rpi ∂up
∂xℓ
+
N∑
ℓ,p=1
(Rℓj +Rℓj(x))Rpj ∂up
∂xℓ
)
.
Multiplying the equation by Rsj and then summing up the equation from j = 1 to n, we have
N∑
j=1
Rsj ∂µ˜
∂yj
Dij(u˜) =
(
∂µ
∂xs
+
N∑
k=1
R1ks(x)
∂µ
∂xk
){ N∑
ℓ,p=1
(Rℓj +Rℓj(x))Rpi ∂up
∂xℓ
+
N∑
ℓ,p=1
(Rℓj +Rℓj(x))Rpj ∂up
∂xℓ
}
.
(4.3.19)
Furthermore, we find
λu˜j(y) = λ
N∑
i=1
Rijui(x).
multiplying by Rsj and then summing up from j = 1 to N , we have
λ
N∑
j=1
Rsj u˜j(y) = λ
N∑
i,j=1
RijRsjui(x)
= λus(x)(4.3.20)
And for the right-hand side of the first equation of (4.3.8), we have
f˜j(y) =
N∑
i=1
Rijui(x).
Multiplying the equation by Rsj and then summing up the equation from j = 1 to n, we have
N∑
j=1
Rsj f˜j(y) =
N∑
i,j=1
RijRsjfi(x)
= fs(x).(4.3.21)
Substituting (4.3.16)-(4.3.21) to the first equation of (4.3.8), and setting v = A−1u and f = A−1f˜ , we have
(4.3.22) λv − ρ−1µDivD(v) + ρ−1∇θ + ρ−1F1(v) + ρ−1P1∇θ = f in R˙N .
Here we have the following information for F1(v) and P1:
F1(v) = µ(R1∇2v + S1∇v) + T 1∇v(∇µ)
∥(R1,P1)∥L∞(R˙N ) ≤ CNM1, ∥(∇R1,∇P1)∥Lr(R˙N ) ≤ CNM2,
∥S1∥Lr(R˙N ) ≤ CNM2, ∥(T 1,∇T 1)∥L∞(R˙N )×Lr(R˙N ) ≤ CNM2.
Moreover, (4.3.22) is written by
λv − ρ−1DivT0(v, θ) + ρ−1(µ0 − µ)DivD(v) + ρ−1F1(v) + ρ−1P1∇θ = f in R˙N ,
where T0(v, θ) = µ0D(v)− θI. Secondly, we consider to transform the boundary condition to the half-space
problem RN+ . Recalling, Φ−1(∂Ω+) = Φ−1(Γ+) = RN0 and
∂xj
∂yℓ
= Qjℓ(x), Q(x) =
√∑N
j=1(
∂xN
∂yj
)2 and rewrite
(??)
n+ =
(∂xN∂y1 , · · · , ∂xN∂yN )√∑N
j=1(
∂xN
∂yj
)2
= (QN1(x), . . . , QNN (x))Q−1(x) x ∈ RN0 .(4.3.23)
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Applying (??) to (4.3.8) we have
[[
N∑
k=1
µ˜Dij(u˜)QNk −Qnj θ˜]] = Q(x)[[h˜j ]] (j = 1, . . . , N).(4.3.24)
By similar method to (4.4.5), we can solve the left-hand side of (4.3.24) in the following
µ˜
N∑
k=1
(∂ku˜j + ∂j u˜k)QNk
=µ˜
( N∑
i=1
Rij ∂ui
∂xn
+
N∑
i,ℓ=1
R1ℓN (x)Rij
∂ui
∂xℓ
+
N∑
i,ℓ=1
R1Nℓ(x)Rij
∂ui
∂xℓ
+
N∑
i,ℓ=1
R2Nℓ(x)Rij
∂ui
∂xℓ
+
N∑
ℓ=1
Rjℓ ∂uN
∂xℓ
+
N∑
i,ℓ=1
RjℓR1iN (x)
∂ui
∂xℓ
+
N∑
ℓ=1
Rjℓ(x)
∂uN
∂xℓ
+
N∑
i,ℓ=1
Rjℓ(x)R
1
iN (x)
∂ui
∂xℓ
)
,
where we have set R2ij =
∑N
k=1Rik(x)Rjk(x). Multiplying the equation by Rsj and summing up from j = 1
to N , we have
µ˜
N∑
j,k=1
Rsj(∂ku˜j + ∂j u˜k)QNk
=µ
(
∂us
∂xN
+
∂uN
∂xs
+
N∑
ℓ=1
(R1ℓN (x) +R
1
Nℓ(x) +R
2
Nℓ(x))
∂us
∂xℓ
+
N∑
i=1
R1iN (x)
∂ui
∂xs
+
N∑
ℓ=1
R1sℓ(x)
∂uN
∂xℓ
+
N∑
i,ℓ=1
R1sℓ(x)R
1
iN (x)
∂ui
∂xℓ
)
.
For another term of left-hand side and multiplying the equation by Rsj and summing up from j = 1 to N ,
we have
N∑
j=1
RsjQNj θ˜ =
N∑
j=1
(RNjRsj +RsjRNj(x))θ(x) = (δNs +R1Ns)θ(x).
Multiplying the right-hand side of the boundary condition (4.3.8) by Rsj and summing up from j = 1 to N ,
we have
Q(x)[[
N∑
j=1
h˜j ]] = Q(x)[[
N∑
i,j=1
RijRsjhi]] = Q(x)[[hs]]
We choose M1 so small that Q−1 = 1 + q−1 where ∥q−1∥L∞(RN ) ≤ CNM1 and ∥∇q−1∥Lr (RN ) ≤ M4.
Therefore, we can write boundary condition in the following form,
[[(µD(v)− θI)n0]] + [[F2(v)n0]] = [[h]] on RN0 ,(4.3.25)
where F2(v) satisfies the following properties :
F2(v) = µM2∇v, ∥M2∥L∞(RN0 ) ≤ CNM1, ∥∇M2∥Lr(RN0 ) ≤ CNM2.
Concerning the weak problem (4.3.6), we have, for any ϕ˜ ∈ Ŵ 1q′(RN ) with ϕ˜(y) = ϕ(x). Now we calculate
for first equation of the left-hand side of (4.3.6)
(ρ˜−1∇θ˜,∇ϕ˜)Ω˙ =
∫
Ω˙
ρ˜−1(y)∇y θ˜(y)∇yϕ˜(y)dy
=
∫
R˙N
ρ−1(x)
(
∂θ
∂xs
+
N∑
k=1
R1ks
∂θ
∂xk
)(
∂ϕ
∂xs
+
N∑
ℓ=1
R1ℓs
∂ϕ
∂xℓ
)
| det∇Φ|dx
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= (ρ−1(x)∇θ,∇ϕ) ˙RN + (ρ−1(x)P2∇θ,∇ϕ)(4.3.26)
Furthermore, we will calculate for the right-hand side of the weak problem (4.3.6), using similar technique
to (4.3.26) we have following equation
(ρ˜−1Div (µ˜D(u˜))−∇div u˜,∇ϕ˜)Ω˙ = (ρ˜−1∇µ˜D(u˜) + ρ˜−1µ˜(∆u˜+∇div u˜)−∇div u˜,∇ϕ˜)Ω˙
= (ρ−1µDivD(v)− ρ−1F1(v)−∇divv + F3(v),∇ϕ)R˙N + (F4(v),∇ϕ).
We can write the equation (4.3.6) to be
(ρ−1(x)∇θ,∇ϕ) ˙RN + (ρ−1(x)P2∇θ,∇ϕ)
= (ρ−1µDivD(v)− ρ−1F1(v)−∇divv + F3(v),∇ϕ)R˙N + (F4(v),∇ϕ)R˙N(4.3.27)
for any ϕ ∈ Ŵ 1q′(RN ) and P2, F1 and F3 have following forms
F3(v) = (M3∇2v + S2∇v) , F4(v) =M4(ρ−1µDivD(v)−∇divv − ρ−1F1(v) + F3(v)),
and satisfying
∥(M3,M4,P2)∥L∞(R˙N ) ≤ CNM1, ∥(∇M3,∇M4,∇P2,S2)∥Lr(R˙N ) ≤ CNM2.
In addition we have ,
θ = ⟨[[µD(u˜)n]],n⟩ − [[div u˜]] = ⟨[[µD(v)n0]],n0⟩ − [[divv]] + [[F5(v)]]
= ⟨[[µ0D(v)n0]],n0⟩ − [[divv]] + ⟨[[(µ− µ0)D(v)n0]],n0⟩+ [[F5(v)n0]] on RN0 ,(4.3.28)
where
F5(v) = µR5∇v +R6∇v, ∥(R5,R6)∥L∞(R˙N ) ≤ CNM1, ∥(∇R5,∇R6)∥Lr(R˙N ) ≤ CnM2.
Summing up (4.3.22), (4.3.25), (4.3.32) and the above equations, we have obtained the following system:
(4.3.29)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
λv − 1
ρ
DivT0(v, θ) +
µ0 − µ
ρ
DivD(v) +
1
ρ
F1(v) + 1
ρ
P1∇θ = f in R˙N ,
[[T0(v, θ)n0]] + [[(µ− µ0)D(v)n0]] + [[F2(v)n0]] = [[h]] on RN0 ,
[[v]] = 0 on RN0 ,
with T0(v, θ) = µ0D(v)− θI and for any ϕ ∈ Ŵ 1q′(RN ) with ϕ = ϕ(x),
(ρ−1∇θ,∇ϕ)R˙N + (ρ−1P2∇θ,∇ϕ)R˙N(4.3.30)
= (ρ−1µ0DivD(v)−∇divv + ρ−1(µ− µ0)DivD(v) + ρ−1F3(v) + F4(v),∇ϕ)R˙N ,
θ = ⟨[[µ0D(v)n0]],n0⟩ − [[divv]] + ⟨[[(µ− µ0)D(v)n0]],n0⟩+ [[F5(v)]] on RN0 .
¿From now on, we shall solve (4.3.29) and (4.3.30). Let θ1 = K0F (v), that is, θ1 is a unique solution to
the weak problem:
(ρ−1∇θ1,∇ϕ)R˙N = (ρ−1Div (µ0D(v))−∇divv,∇ϕ)R˙N for all ϕ ∈ Ŵ 1q′(RN ),
[[θ1]] = ⟨[[µ0D(v)n0]],n0⟩ − [[divv]] on RN0 .
Substituting θ = K0F (v) + θ2(v) in (4.3.30), we have the weak problem for θ2 = θ2(v) as follows:
(ρ−1∇θ2,∇ϕ)R˙N + (ρ−1P2∇θ2,∇ϕ)R˙N(4.3.31)
= (ρ−1(µ− µ0)DivD(v) + ρ−1F3(v) + F4(v)− ρ−1P2∇K0F (v),∇ϕ)R˙N
[[θ2]] = ⟨[[(µ− µ0)D(v)n0]],n0⟩+ [[F5(v)]] on RN0
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for any ϕ ∈ Ŵ 1q′(RN ). Substituting θ = K0F (v) + θ2(v) in the equations (4.3.29), we have
(4.3.32)
⎧⎪⎪⎨⎪⎪⎩
λv − ρ−1DivT0(v,K0F (v)) + U1(v) = f in R˙N ,
[[T0(v,K
0
F (v))n0]] + [[U2(v)n0]] = [[h]] on RN0 ,
[[v]] = 0 on RN0 ,
where
U1(v) = −ρ−1(µ− µ0)DivD(v) + ρ−1F1(v) + ρ−1∇θ2(v)I+ ρ−1P1∇K0F (v) + ρ−1P1∇θ2(v)
U2(v) = F2(v) + (µ− µ0)D(v)− {⟨(µ− µ0)D(v)n0,n0⟩+ F5(v)}I(4.3.33)
At this point, we introduce a result about the unique solvablity of the weak problem:
(ρ−1θ,∇ϕ)R˙N + (ρ−1P2∇θ,∇ϕ)R˙N = (f ,∇ϕ)R˙N for all ϕ ∈ Ŵ 1q′(RN ),
[[θ]] = [[g]] on RN0 .(4.3.34)
Lemma 4.3.2. Let 1 < q <∞. Then there exists a constant M1 ∈ (0, 1) and an operator
Ψ ∈ L(Lq(R˙N )2N ,W 1q (R˙N ) + Ŵ 1q (RN ))
such that, for any f ∈ Lq(R˙N )N and g ∈ Ŵ 1q (RN ), θ = Ψ(f ,∇g) is a unique solution to (4.3.30) possessing
the estimate: ∥∇θ∥Lq(R˙N ) ≤ CN,q∥(f ,∇g)∥Lq(R˙N ) with some positive constant CN,q.
By Lemma 4.3.2, θ2(v) = Ψ(f ,∇g) with
f = ρ−1(µ− µ0)DivD(v)− ρ−1F1(v) + F3(v) + F4(v)− ρ−1P2∇K0F (v),
g = ⟨(µ− µ0)D(v)n0,n0⟩+ F5(v).
and therefore, recalling Theorem 4.2.1 and substituting v = T0F (λ)F
0
λ(f ,h) for (4.3.29) to solve (4.3.32) by
iteration, we have ⎧⎪⎪⎨⎪⎪⎩
λv − ρ−1DivT0(v,K0F (v)) = f − U1(λ)(f ,h) in R˙N ,
[[T0(v,K
0
F (v))n0]] = [[h− U2(λ)(f ,h)]] on RN0 ,
[[v]] = 0 on RN0 ,
(4.3.35)
where we have set by (4.3.33)
U1(λ)(f ,h) =ρ−1(µ0 − µ)DivD(T0F (λ)F0λ(f ,h)) + ρ−1F1(T0F (λ)F0λ(f ,h))
+ ρ−1P1∇K0F (T0F (λ)F0λ(f ,h)) + ρ−1(I+ P1)∇θ2(T0F (λ)F0λ(f ,h)),
U2(λ)(f ,h) =(µ− µ0)D(T0F (λ)F0λ(f ,h))F2(T0F (λ)F0λ(f ,h))
− {⟨(µ− µ0)D(T0F (λ)F0λ(f ,h))n0,n0⟩+ µF5(T0F (λ)F0λ(f ,h))}I.
Set
U(λ)(f ,h) = (U1(T0F (λ)F0λ(f ,h)),U2(T0F (λ)F0λ(f ,h)))
We see that vj = T0F (λ)F
0
λ
∑j
k=1(−V(λ))k(f ,h). If there exists (I − U(λ))−1 ∈ L(Lq(Ω˙)N ×W 1q (Ω˙)N ), his
implies that the limit v of the sequence {vj}∞j=1 is formally given by v = T0F (λ)F0λ
∑∞
k=1(I − U(λ))−1(f ,h)
solves the problem (4.3.32). From now on, we show the invertibility and the R-boundedness of inverse
operators. To estimate U(λ)(f ,h), we use the following lemma that was proved in [49, Lemma 2.4].
Lemma 4.3.3. Let 1 < q ≤ r < ∞ and N < r < ∞. Then there exists a constant CN,q,r such that, for
any σ > 0, a ∈ Lr(R˙N ), and b ∈W 1r (R˙N ), it holds the estimate:
∥ab∥Lq(R˙N ) ≤ σ∥∇b∥Lq(R˙N ) + CN,q,rσ−
N
r−N ∥a∥
r
r−N
Lr(R˙N )
∥b∥Lq(R˙N ).
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By Lemma 4.3.3, we have
∥F i(v)∥Lq(R˙N ) ≤ γ3(M1 + σ)∥∇2v∥Lq(R˙N ) + γσ,M2∥∇v∥Lq(R˙N ) (i = 1, 3, 4),
∥F i(v)∥Lq(R˙N ) ≤ γ3M1∥∇v∥Lq(R˙N ) (i = 2, 5),
∥∇F i(v)∥Lq(R˙N ) ≤ γ3(M1 + σ)∥∇2v∥Lq(R˙N ) + γσ,M2∥∇v∥Lq(R˙N ) (i = 2, 5).(4.3.36)
Here γ3 is recalled to be a generic constant depending, at most, onN , q, r, µ±1, and µ±2, and furthermore,
γσ,M2 denotes a generic constant depending at most on σ, M2, N , q, r, µ1, and µ2. In addition, by Lemma
4.3.2 and (4.3.36),
∥Pi∇K0F (v)∥Lq(R˙N ) ≤ γ3M1∥∇2v∥Lq(R˙N ) (i = 1, 2),
∥(I + P2)∇θ2(v)∥Lq(R˙N ) ≤ γ3(M1 + σ)∥∇2v∥Lq(R˙N ) + γσ,M2∥∇v∥Lq(R˙N ).(4.3.37)
Setting Ui(λ)(F 1, F 3) = U i(T0F (λ)(F 1, F 3)) (i = 1, 2), with F 1 = F1 and F 3 = (F5, F6), we have
U(λ)(f ,h) = (U1(λ)F0λ(f ,h),U2(λ)F0λ(f ,h)) Moreover we have
U1(λ)(F 1, F 3) =
µ0 − µ
ρ
DivD(T0F (λ)(F
1, F 3)) +
1
ρ
F1(T0F (λ)(F 1, F 3))
+
1
ρ
P1∇K0F (T0F (λ)(F 1, F 3)) +
1
ρ
(I+ P1)∇θ2(T0F (λ)(F 1, F 3)),
V2(λ)(F 1, F 3) =(µ− µ0)D(T0F (λ)(F 1, F 3)) + F2(T0F (λ)(F 1, F 3))
− {⟨(µ− µ0)D(T0F (λ)(F 1, F 3))n0,n0⟩+ µF5(T0F (λ)(F 1, F 3))}I.
By Lemma 1.5.3, (4.3.36), (4.3.37) and Theorem 4.2.1, we see that
RL(X 0R,q(R˙N ),Lq(R˙N )N )
({(
λ
d
dλ
)ℓ
U1(λ) | λ ∈ Σϵ,λ0
})
≤ γ1(γ3(M1 + σ) + γσ,M2λ−1/20 ),
RL(X 0R,q(R˙N ),Lq(R˙N )N2+N )
({(
λ
d
dλ
)ℓ
((∇,λ1/2)U2(λ)) | λ ∈ Σϵ,λ0
})
≤ γ1(γ3(M1 + σ) + γσ,M2λ−1/20 )
(4.3.38)
for ℓ = 0, 1. In fact, since F1 is linear, we have∫ 1
0
∥
m∑
k=1
rk(u)F1(T0F (λk)(F 1k , F 3k ))∥qLq(R˙N )du
≤
∫ 1
0
{
γ3(M1 + σ)∥
m∑
k=1
rk(u)∇2T0F (λk)(F 1k , F 3k )∥Lq(R˙N )
+ γσ,M2∥
m∑
k=1
rk(u)∇T0F (λk)(F 1k , F 3k )∥Lq(R˙N )
}q
du
≤2q−1(γ3(M1 + σ))q
∫ 1
0
{
∥
m∑
k=1
rk(u)∇2T0F (λk)(F 1k , F 3k )∥qLq(R˙N )du
+ 2q−1(γσ,M2λ
−1/2
0 )
q∥
m∑
k=1
rk(u)λ
1/2
k ∇T0F (λk)(F 1k , F 3k )∥qLq(R˙N )du
≤2q(γ3(M1 + σ) + γσ,M2λ−1/20 )qγq1
∫ 1
0
∥
m∑
k=1
rk(u)(F
1
k , F
3
k )∥qLq(R˙N )du,
where we have used the Proposition 1.5.6 with m(λ) = λ1/2 and Λ =
∑
ϵ,λ0
. iSince it holds that
λ
d
dλ
F1(T0F (λ)(F1, F5, F6)) = F1
(
λ
d
dλ
T0F (λ)(F1, F5, F6)
)
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as follows from the linearity of F1, we have in the same manner as mentioned above
RL(X 0R,q,Lq(R˙N ))
({
(λ
d
dλ
)ℓF1(T0F (λ)(F1, F5, F6)) | λ ∈ Σϵ,λ0
})
≤ (γ3(M1 + σ) + γσ,M2)γ1
for ℓ = 0, 1. Analogously, we can obtain the similar estimates of R-boundedness of other terms, so that we
have (4.3.38). Setting
U(λ)(F1, F5, F6) = (U
1(λ)(F1, F5, F6),U
2(λ)(F1, F5, F6)),
we have
F0λU(λ)(f ,h) = F0λU(λ)F0λ(f ,h),
RL(X 0q (R˙N ))
({(
λ
d
dλ
)ℓ
F0λU(λ) | λ ∈ Σϵ,λ0
})
≤ γ1(γ3(M1 + σ) + γσ,M2λ−1/20 ) (ℓ = 0, 1).(4.3.39)
If we choose σ and M1 so small that γ1γ3σ ≤ 1/8 and γ1γ3M1 ≤ 1/8, and λ0 ≥ 1 so large that γσ,M2λ−1/20 ≤
1/4, then we have by (4.3.39)
(4.3.40) RL(X 0q (R˙N ))
({(
λ
d
dλ
)ℓ
F0λU(λ) | λ ∈ Σϵ,λ0
})
≤ 1
2
(ℓ = 0, 1).
Since ∥F0λU(λ)∥L(Lq(R˙N )) ≤ 1/2 for any λ ∈ Σϵ,λ0 as follows from (4.3.39) and (4.3.40) and since ∥Fλ(f ,h)∥Lq(R˙N )
(λ ̸= 0) give us equivalent norms of the spaceXR,q(R˙N ), (I−U(λ))−1 exists in L(XR,q(R˙N )) for any λ ∈ Σϵ,λ0 ,
which is the inverse operator of I−U(λ). In addition, (I−F0λ(λ)U(λ))−1 =
∑∞
j=0(F
0
λU(λ))
j exists by (4.3.40)
and satisfies the estimate:
(4.3.41) RL(X 0q (R˙N ))
({(
λ
d
dλ
)ℓ
(I − F0λU(λ))−1 | λ ∈ Σϵ,λ0
})
≤ 2 (ℓ = 0, 1).
If we set v = T0F (λ)F
0
λ(I− U(λ))−1(f ,h), then v is a solution to (4.3.40). Since F0λ(I − U(λ))−1(f ,h) =
(I − F0λU(λ))−1F0λ(f ,h) as follows from (4.3.41), we have, by setting TF (λ) = T0F (λ)(I − F0λU(λ))−1,
v = TF (λ)F0λ(f ,h) is a solution to (4.3.40) for any λ ∈ Σϵ,λ0 and (f ,h) ∈ X0R,q(R˙N ). Furthermore, by
(4.3.41) and Theorem 4.2.1, we have
TF (λ) ∈ Hol(Σϵ,λ0 ,L(X 0R,q(R˙N),W2q(R˙N)N)),
RL(X 0q (R˙N ),Lq(R˙N )N˜ )
({(
λ
d
dλ
)ℓ
GλTF (λ) | λ ∈ Σϵ,λ0
})
≤ γ4 (ℓ = 0, 1).(4.3.42)
To prove the uniqueness of solutions to (4.3.40), let v ∈W 2q (R˙N )N be a solution to homogeneous equations:
(4.3.43)
⎧⎪⎪⎨⎪⎪⎩
λv − ρ−1DivT0(v,K0F (v)) + U1(v) = 0 in R˙N ,
[[T0(v,K
0
F (v))n0]] + [[U2(v)n0]] = 0 on RN0 ,
[[v]] = 0 on RN0 ,
Setting f = −U1(v) and h = −U2(v), using Theorem 4.2.1, we have
(4.3.44) ∥(λv,λ1/2∇v,∇2v)∥Lq(R˙N ) ≤ γ1∥(f ,∇h,λ1/2h)∥Lq(R˙N )
Then, by (4.3.36) and (4.3.37),
∥(f ,∇h,λ1/2h)∥Lq(R˙N ) ≤ γ1γ3(M1 + σ + γσ,M2λ
−1/2
0 )∥(λv,λ1/2∇v,∇2v)∥Lq(R˙N )
for any λ ∈ Σϵ,λ0 . We may assume that γ1γ3(M1 + σ + γσ,M2λ−1/20 ) ≤ 1/2 by choosing σ and M1 small and
λ0 lager, if necessary, so that we have ∥(λv,λ1/2∇v,∇2v)∥Lq(R˙N ) = 0, from which we conclude that v = 0,
that is, the uniqueness of (4.3.32) holds.
Setting u˜ = Rv ◦ Φ−1 and noting that R = (R−1)−1, we see that u˜ is a unique solution to (4.3.5).
Recalling that f = R−1f˜ ◦ Φ and hR−1h˜ ◦ Φ, we have u˜ = [RTF (λ)F0λ(f ,h)] ◦ Φ−1. Observing that
F0λ(f ,h) = (R−1f˜ ◦ Φ,R−1(∇h˜) ◦ Φ(∇Φ),R−1(λ1/2h˜) ◦ Φ),
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we define an operator T˜F (λ)(F 1, F 3) by
(4.3.45) T˜F (λ)(F
1, F 3) = [ATF (λ)(A−1F1 ◦ F1,A−1F5 ◦ Φ(∇Φ),A−1F6 ◦ Φ)] ◦ Φ−1.
We have u˜ = T˜F (λ)F0λ(f˜ , h˜) and the estimate (4.3.7) follows from (4.3.42), which completes the proof of
Theorem 4.3.1.
4.4. General domain
First we state several properties of uniform W 2−1/rr domain. We refer to Enomoto and Shibata [20,
Proposition 6.1]
Proposition 4.4.1. Let N < r < ∞ and let Ω be a uniform domain in RN . Let M1 be the number
given in Section 4.3. Then there exist constants M2 > 0, 0 < di < 1 (i = 1, . . . , 5), at most countably many
N -vectors of functions Φij ∈ W 2r (RN )N (i = 1, . . . , 5, j ∈ N), x1j ∈ Γ, x2j ∈ Γ+, x3j ∈ Γ−, x4j ∈ Ω+, and
x5j ∈ Ω− such that the following assertions hold:
(1) The maps: RN ∋ x 3→ Φij(x) ∈ RN (i = 1, . . . , 5, j ∈ N) are bijective such that ∇Φij = Aij+Bij and
∇(Φij)−1 = Aij,−1+Bij,−1, where Aij, Aij,−1 are N×N constant orthonormal matrices and Bij, Bij,−1
are N ×N matrices of W 1r (RN ) functions which satisfy the conditions: ∥(Bij ,Bij,−1)∥L∞(RN ) ≤M1
and ∥∇(Bij ,Bij,−1)∥Lr(RN ) ≤M2.
(2) Ω =
{⋃
i=1,2,3
⋃∞
j=1(Φ
i
j(Hi) ∩Bdi(xij))
} ∪ {⋃i=4,5⋃∞j=1Bdi(xij)} with H1 = RN , H2 = RN+ , H3 =
RN− , Φij(RN+ ) ∩ Bdi(xij) = Ω+ ∩ Bdi(xij) (i = 1, 2), Φij(RN− ) ∩ Bdi(xij) = Ω− ∩ Bdi(xij) (i = 1, 3),
Bd4(x
4
j ) ⊂ Ω+, Bd5(x5j ) ⊂ Ω−, and Φij(RN0 ) ∩ Bdi(xij) = Γi ∩ Bdi(xij) (i = 1, 2, 3). Here and
subsequently, we set Γ1 = Γ, Γ2 = Γ+, and Γ3 = Γ− for the notational convenience.
(3) There exist C∞ functions ζij and ζ˜ij (i = 1, . . . , 5, j ∈ RN ) such that ∥(ζij , ζ˜ij)∥W 2∞(RN ) ≤ c0,
0 ≤ ζij , ζ˜ij ≤ 1, suppζ ij , suppζ˜ ij ⊂ Bdi(xij), ζ˜ij = 1 on suppζ ij ,
∑
j=1,...,5
∑∞
j=1 ζ
i
j = 1 on Ω, and∑∞
j=1 ζ
i
j = 1 on Γ
i (i = 1, 2, 3).
(4) There exists a natural number L ≥ 2 such that for any L + 1 distinct sets of {Bdi(xij) | i =
1, . . . , 5, j ∈ N} have an empty intersection.
Since µ±(x) is uniformly continuous in RN as was assumed in (4.1.5), choosing di > 0 smaller, if
necessary, we may assume that |µ±(x) − µ±(xij)| ≤ M1 for any x ∈ Bdi(xij) with i = 1, . . . , 5 and j ∈ N.
Moreover, after choosing M2 and di according to M1 in proposition 4.4.1 we choose M2 again so large such
that ∥∇µ±∥Lr(Bdi (xij)) ≤ M2. Here and in the following, constants denoted by C are independent of j ∈ N.
In addition, in view of (4.3.2), we may assume that each unit normal nij to Γ
i
j = Φ
i
j(RN0 ) (i = 1, 2, j ∈ N) is
defined on RN and satisfies, by Proposition 4.4.1 (1), the conditions: ∥nij∥L∞(RN0 ) = 1 and ∥∇nij∥Lr(RN ) ≤
CM2. Note that n = n1j on Bd1(x
1
j ) ∩ Γ and points from Ω+ to Ω−, and also note that the unit outward
normal n+ to Γ+ satisfies n+ = n2j on Bd2(x
2
j ) ∩ Γ+. Summing up, from now on we may assume that
µ±1 ≤ µ±(xij) ≤ µ±2, |µ±(x)− µ±(xij)| ≤M1 (x ∈ Bdi(xij)),
∥∇µ±∥Lr(Bdi (xij)) ≤M2 ∥∇n∥Lr(Bd1 (x1j )∩Ω) ≤M2 ∥∇n+∥Lr(Bd2 (x2j )∩Ω) ≤M2,(4.4.1)
and that both of n and n+ are defined on RN with ∥n∥L∞(Ω) = 1 and ∥n+∥L∞(Ω+) = 1. Furthermore, we
prepare some technical proposition which used to construct a parametric. For sake of simplicity we write
Bij = Bdi(x
i
j).
By the finite intersection property stated in Proposition 4.4.1 (4), for any r ∈ [1,∞) there exists a
constant Cr,L such that
(4.4.2)
[ ∞∑
j=1
∥f∥rLr(Ω∩Bij)
]1/r
≤ Cr,L∥f∥Lr(Ω).
Using (4.4.2), we can show the following two propositions were introduced in [47, Proposition 5.2, Proposition
5.3]. We can show the Proposition 4.4.2 in the similar manner to the proof of Lemma 4.3 in Shibata [49].
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Proposition 4.4.2. Let 1 < q < ∞, q′ = q/(q − 1) and i = 0, 1, 2. Let Xq′(Ω) represent Lq′(Ω) or
W1q′(Ω) and let X∗q (Ω) be the dual space of Xq′(Ω). Then, the following assertions hold.
(1) Let {fj}∞j=1 and {gj}∞j=1 be a sequence in X∗q (Ω) and a sequence of positive real numbers, respectively,
which satisfy the conditions:
∑∞
j=1 g
q
j <∞ and
|⟨fj ,ϕ⟩| ≤M3gj∥ϕ∥Xq′ (Ω∩Bij) for any ϕ ∈ X∗q (Ω) and j ∈ N(4.4.3)
with some constantM3 independent of j ∈ N. Here, ⟨·, ·⟩ denotes the duality pairing between X∗q (Ω)∗
and Xq′(Ω), and for any ϕ ∈ Xq′(Ω), we set
∥ϕ∥Xq′ (Ω) =
{
∥ϕ∥Lq′ (Ω∩Bij), when Xq′(Ω) = Lq′(Ω),
∥∇ϕ∥Lq′ (Ω∩Bij), when Xq′(Ω) =W1q′(Ω)
Then, f =
∑∞
j=1 fj exists in the strong topology of X
∗
q (Ω), ⟨f,ϕ⟩ =
∑∞
j=1⟨fj ,ϕ⟩ for any ϕ ∈ Xq′(Ω)
and ∥f∥X∗q (Ω) ≤ CqM3
(∑∞
j=1 g
q
j
)1/q
.
(2) Let m ∈ N and let {fj}∞j=1 be a sequence in Wmq (Ω), such that
∞∑
j=1
∥fj∥qWmq (Ω) ≤ ∞, |(∇
nfj ,ϕ)Ω| ≤M3∥∇nfj∥Lq(Ω)∥ϕ∥Lq′ (Ω∩Bij)(4.4.4)
for any ϕ ∈ Lq′(Ω), ℓ = 1, . . . , N and n ∈ N0 with n ≤ m. Then, f =
∑∞
j=1 fj exists in the strong
topology of Wmq (Ω) with
∥∇nf∥Lq(Ω) ≤ CqM3
( ∞∑
j=1
∥∇nfj∥qLq(Ω)
) 1
q
.(4.4.5)
(3) Let {f (i)j }∞j=1 (i = 1, 2) be sequences in X∗q (Ω) and let {g(i)j }∞j=1 (i = 1, 2) be sequences of positive
numbers. Let a and b be any complex numbers. Assume that the conditions in (4.4.3) are satisfied
with fj = f
(i)
j and gj = g
(i)
j . In addition, we assume that |⟨af (1)j + bf (2)j ,ϕ⟩| ≤M3g(3)j ∥ϕ∥Xq′ (Ω∩Bij)
with some sequence {g(3)j }∞j=1 of positive numbers satisfies the condition :
∑∞
j=1(g
(3)
j )
q <∞. Then,
af (1) + bf (2) =
∞∑
j=1
(af (1)j + bf
(2)
j ) ∈ X∗q (Ω),
∥af (1) + bf (2)∥X∗q (Ω) ≤ CqM3
( ∞∑
j=1
(g(3)j )
q
) 1
q
.(4.4.6)
The following proposition is used to define the infinite sum R-bounded operators defined on Hij =
Φij(RN+ ), ∂Hij = Φij(RN0 ) for i = 1, 2, 3 and H4j = H5j = RN .
Proposition 4.4.3. Let a < q < ∞, q′ = q/(q − 1) and i = 1, 2, 3, 4, 5. Let Λ be a domain in C. Let
X∗q (Ω) and Xq′(Ω) be the same spaces as in Proposition 4.4.2. Then, the following assertion hold.
(1) Let F(λ) be an operator family in L(Lq(Hij)) (λ ∈ Λ) and let Gk(λ) (k = 1, . . . ,K) be operator
families in Anal(Λ,L(Lq(Hij))). Assume that there exist constants M4 and M5,k independent of
j ∈ N such that
RL(Lq(Hij))({(λ
d
dλ
)ℓGk(λ) : λ ∈ Λ}) ≤M5,k (ℓ = 0, 1, k = 1, . . . ,K),
|(
n∑
ℓ=1
aℓF(λℓ)fℓ,ϕ)| ≤M4(
K∑
k=1
∥
n∑
ℓ=1
aℓGk(λℓ)fℓ∥Lq(Hij))∥ϕ∥Lq′ (Hij)(4.4.7)
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for any ϕ ∈ Lq′(Hij) and for any integer n, {aℓ}nℓ=1 ⊂ C, {fℓ}nℓ=1 ⊂ Lq(Hij). Then, F(λ) ∈
Anal(Λ,L(Lq(Hij))) and
RL(Lq(Hij))({(λ
d
dλ
)ℓF(λ) : λ ∈ Λ}) ≤ CqM4(
K∑
k=1
Mq5,k)
1/q(4.4.8)
(2) Let {Fj(λ)}∞j=1 be a sequence in Anal(Λ,L(Lq(Hij),X∗q(Ω))) and let {Gjk(λ)}∞j=1 (k = 1, . . . ,K)
be sequences in Anal(Λ,L(Lq(Hij))). Assume that there exist constants M6 and M7,K independent
of j ∈ N, such that
RL(Lq(Hij))({(λ
d
dλ
)ℓGk(λ) : λ ∈ Λ}) ≤M7,k(4.4.9)
for ℓ = 0, 1 and k = 1, . . . ,K and
|(
n∑
ℓ=1
aℓF(λℓ)fℓ,ϕ)| ≤M6(
K∑
k=1
∥
n∑
ℓ=1
aℓGk(λℓ)fℓ∥Lq(Hij))∥ϕ∥Xq′ (Ω∩Bij)(4.4.10)
for any n ∈ N, {λℓ}nℓ=1 ⊂ Λ {aℓ}nℓ=1 ⊂ C, {fℓ}nℓ=1 ⊂ Lq(Hij) and for any ϕ ∈ Xq′(Ω). Let θij
be operators in L(Lq(Ω), Lq(Hij)) (j ∈ N) such that ∥θijf∥Lq(Hij) ≤ M8∥f∥Lq(Ω∩Bij) with some
constant M8 for any f ∈ Lq(Ω). Then, there exists an operator F(λ) ∈ Anal(Λ,L(Lq(Ω),X∗q(Ω)))
such that F(λ)f = ∑∞j=1 Fj(λ)θijf in the strong topology of X∗q (Ω) for any f ∈ Lq(Ω) and for
ℓ = 0, 1, we have
RL(Lq(Hij))({(λ
d
dλ
)ℓF(λ) : λ ∈ Λ}) ≤ CqM6(
K∑
k=1
Mq7,k)
1/qM8(4.4.11)
Proof of this Proposition can be seen in [47].
4.4.1. Local solutions. In view of (4.4.1), we define local viscosity coeﬃcients νi±j(x) by
νi±j(x) = (µ±(x)− µ±(xij))ζ˜ij(x) + µ±(xij)
and ρi±j(x) by
ρi±j(x) = (ρ±(x)− ρ±(xij))ζ˜ij(x) + ρ±(xij).
Noting that 0 ≤ ζ˜ij ≤ 1 and ∥∇ζ˜ij∥L∞(RN ) ≤ c0, using (4.4.1) and setting µi±j = µ±(xij) and ρi±j = ρ±(xij),
we have
µ±1 ≤ νi±j ≤ µ±2, |νi±j(x)− µi±j | ≤M1 for any x ∈ RN ,
ρ±1 ≤ ρi±j ≤ ρ±2, |ρi±j(x)− ρij | ≤M1 for any x ∈ RN ,
∥∇νi±j∥Lr(RN ) ≤ CM2,N,q,r, ∥∇ρi±j∥Lr(RN ) ≤ CM2,N,q,r.(4.4.12)
Let us define the operator Tij by T
i
j(v,K(v)) = ν
i
jD(v) − K(v)I. Let us define the operator Tij by
Tij(v,K(v)) = ν
i
jD(v)−K(v)I and νij(x), ρij(x) by
νij(x) =
⎧⎨⎩
νi+j(x)χHi+j (x) + ν
i−j(x)χHi−j (x) for i = 1,
νi+j(x), for i = 2, 4
νi−j(x), for i = 3, 5
ρij(x) =
⎧⎨⎩
ρi+j(x)χHi+j (x) + ρ
i−j(x)χHi−j (x) for i = 1,
ρi+j(x), for i = 2, 4
ρi−j(x), for i = 3, 5
We note that, for i = 1, . . . , 5 and j ∈ N,
νi+j(x) = µ(x) = µ+(x)χΩ+(x) + µ−(x)χΩ−(x)
ρi+j(x) = ρ(x) = ρ+(x)χΩ+(x) + ρ−(x)χΩ−(x) (x ∈ supp ζ ij).(4.4.13)
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Since, ζ˜ij = 1 on supp ζ
i
j , we have
µD(ζijv) = ν
i
jD(ζ
i
jv) on Hij for any v ∈W 2q (Hij)N .(4.4.14)
In the following, we write Bdi(x
i
j) = B
i
j (i = 1, . . . , 5), H˙1j = Φ1j (R˙N ) H2j = Φ2j (RN+ ), H3j = Φ3j (RN− ),
H4 = H5 = RN , Γ1j = Φ1j (RN0 ), Γ2j = Φ2j (RN0 ), and Γ3j = Φ3j (RN0 ) for short. And, nij denotes the unit outward
normal to Γij for i = 1, 2 and j ∈ N. Let
F = (f ,h,k) ∈ Lq(Ω˙)N ×W 1q (Ω˙)N ×W 1q (Ω+)N ,
and we consider the equations:⎧⎪⎪⎨⎪⎪⎩
λv1j − (ρij)−1DivT1j (v1j ,K1j (v1j )) = ζ˜1j f in H˙1j ,
[[T1j (v
1
j ,K
1
j (v
1
j ))n
1
j ]] = [[ζ˜
1
j h[] on Γ
1
j ,
[[v1j ]] = 0 on Γ
1
j .
and furthermore,
λv2j − (ρ2j )−1DivT2j (v2j ,K2j (v2j )) = ζ˜2j f in H2j , T2j (v2j ,K2j (v2j ))n2+j = ζ˜2j k on Γ2j ,
λv3j − (ρ3j )−1DivT3j (v3j ,K3j (v3j )) = ζ˜3j f in H3j , v3j = 0 on Γ3j ,
λv4j − (ρ4j )−1DivT4j (v4j ,K4j (v4j )) = ζ˜4j f in H4,
λv5j − (ρ5j )−1DivT5j (v5j ,K5j (v5j )) = ζ˜5j f in H5.
Here Kij(v
i
j) (i = 1, . . . , 5, j ∈ N) are given as follows: v1j ∈W 2q (H1j )N , K1j (v1j ) ∈ Ŵ 1q (H1j )+W 1q (H1j ) denotes
the unique solution to the weak problem:
((ρ1j )
−1∇K1j (v1j ),∇ϕ)H˙1j = ((ρ
1
j )
−1Div (ν1jD(v
1
j ))−∇divv1j ,∇ϕ)H1j for all ϕ ∈ Ŵ 1q′(H1j ),
[[K1j (v
1
j )]] = [[⟨S(v1j )n1j ,n1j ⟩]]− [[divv1j ]] on Γ1j .
For v2j ∈W 2q (H2j )N , K2j (v2j ) ∈ Ŵ 1q,0(H2j ) +W 1q (H2j ) denote the unique solution to the weak problem:
((ρ2j )
−1∇K2j (v2j ),∇ϕ)H2j = ((ρ2j )−1Div (ν2jD(v2j ))−∇divv2j ,∇ϕ)H2j for all ϕ ∈ Ŵ 1q′,0(H2j ),
K2j (v
2
j ) = ⟨ν2jD(v2j )n2j ,n2j ⟩ − div v2j on Γ2j ,
For uij ∈W 2q (Hij) (i = 3, 4, 5), Kij(vij) ∈ Ŵ 1q (Hij) denotes the unique solution to the variational problem:
((ρ3j )
−1∇K3j (v3j ),∇ϕ)H3j = ((ρ3j )−1Div (ν3jD(v3j ))−∇divv3j ,∇ϕ)H3j for all ϕ ∈ W˙ 1q′(H3j ),
((ρ4j )
−1∇K4j (v4j ),∇ϕ)H4j = ((ρ4j )−1Div (ν4jD(v4j ))−∇divv4j ,∇ϕ)H4j for all ϕ ∈W 1q′(RN ),
((ρ5j )
−1∇K5j (v5j ),∇ϕ)H5j = ((ρ5j )−1Div (ν5jD(v5j ))−∇divv5j ,∇ϕ)H5j for all ϕ ∈W 1q′(RN ).
Moreover, there exists a positive constant c0, independent of j ∈ N, such that
∥∇Kij(vij)∥Lq(Hij) ≤ c0∥∇vij∥W 1q (Hij) (i = 1, . . . , 5).
Here and in the following, λ0 and constant denoted by C are independent of i = 1, . . . , 5 and j ∈ N.
Let X0R,q and X 0R,q be given by (4.2.3). In view of Section 4.3, there exist operator families T ij (λ) ∈
Hol(Σϵ,λ0 ,L(Y iq(Hij),W2q(Hij)N)) (i = 1, 2, 3, 4, 5) with Y1q (H1j ) = X 0R,q(H1j ), Y2q (H2j ) = X 0R,q(H2j ) and
Yiq(Hij) = Lq(Hij)N , i = 3, 4, 5, such that
v1j = T 1j (λ)F0λ(ζ˜1j f , ζ˜1j h)
v2j = T 1j (λ)F0λ(ζ˜2j f , ζ˜2j k)
vij = T ij (λ)(ζ˜ijf) (i = 3, 4, 5)(4.4.15)
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such that, for any λ ∈ Σϵ,λ0 , and F0λ(f ,h) defined in Theorem 4.2.1 are unique solutions to above problems,
and
(4.4.16) RL(X,Lq(Hij)N˜ )
({
(τ∂τ )
ℓGλT ij (λ) | λ ∈ Σϵ,λ0
}) ≤ γ6 (ℓ = 0, 1).
with some constant γ6 that is independent of i = 1, . . . , 5 and j ∈ N. By using (4.4.16), we have
∥(λv1j ,λ
1
2∇v1j ,∇2v1j )∥Lq(H1j ) ≤ γ6{∥(ζ˜1j f ,λ
1
2 ζ˜1j h,∇(ζ˜1j h))∥Lq(H1j )}
∥(λv2j ,λ
1
2∇v2j ,∇2v2j )∥Lq(H2j ) ≤ γ6{∥(ζ˜2j f ,λ
1
2 ζ˜2j k,∇(ζ˜2j k))∥Lq(H2j )}
∥(λvij ,λ
1
2∇vij ,∇2vij)∥Lq(Hij) ≤ γ6∥(ζ˜2j f)∥Lq(Hij) i = 3, 4, 5(4.4.17)
We here set
F 1λF
1
j = (ζ˜
1
j f ,λ
1/2ζ˜1j h,∇(ζ˜1j h)),
F 2λF
2
j = (ζ˜
2
j f ,λ
1/2ζ˜2j k,∇(ζ˜2j k)),
F 3λF
i
j = ζ˜
i
jf (i = 3, 4, 5).
Since R-boundedness implies usual boundedness, we have by (4.4.16)
(4.4.18) ∥Gλvij∥Lq(Hij) ≤ C∥Fλ(f ,h,k)∥Xq(Ω∩Bij)
for any λ ∈ Σϵ,λ0 and |λ| ≥ λ0 ≥ 1. Here we have set
∥Fλ(f ,h,k)∥Xq(Ω∩Bij) = ∥f∥Lq(Ω˙∩Bij) + ∥(λ
1/2h,∇h)∥Lq(Ω˙∩Bij) + ∥(λ
1/2k,∇k)∥Lq(Ω−∩Bij).
On the other hand, there exist a positive constant c0 independent of j ∈ N, such that
(4.4.19) ∥∇Kij(uij)∥Lq(Hij) ≤ c0∥∇uij∥W 1q (Hij) (i = 1, . . . , 5).
4.4.2. Construction of parametric. Let
F = (f ,h,k) ∈ Lq(Ω˙)N ×W 1q (Ω˙)N ×W 1q (Ω+),
we consider the reduced Stokes equation (4.1.7). Let us define,
v =
5∑
i=1
∞∑
j=1
ζijv
i
j(4.4.20)
where vij are functions given in (4.4.15).
First of all, we will calculate for ρ−1DivTij(
∑5
i=1
∑∞
j=1 ζ
i
jv
i
j ,K(
∑5
i=1
∑∞
j=1 ζ
i
jv
i
j)) in the following,
ρ−1DivTij(
5∑
i=1
∞∑
j=1
ζijv
i
j ,K(
5∑
i=1
∞∑
j=1
ζijv
i
j))
=
5∑
i=1
∞∑
j=1
(ρij)
−1
{
Div (νjiD(ζ
i
jv
i
j))− ζijDiv (νjiD(ζijvij)) + ζijDiv (νjiD(ζijvij))
}
−
5∑
i=1
∞∑
j=1
(ρij)
−1
{
∇K(ζijvij)− ζij∇K(vij) + ζij∇K(vij)
}
=λ
5∑
i=1
∞∑
j=1
ζijv
i
j −
5∑
i=1
∞∑
j=1
ζij(ρ
i
j)
−1DivTij(v
i
j ,K(v
i
j))− V1(λ)(f ,h,k)
=f − V1(λ)(f ,h,k).(4.4.21)
Inserting (4.4.20) to right-hand side of the second equation of (4.1.7), we have
[[T1j (
∞∑
j=1
ζ1j v
1
j ,K(
∞∑
j=1
ζ1j v
1
j ))n)]] =[[
∞∑
j=1
(
ν1jD(ζ
1
j v
1
j )−K(ζ1j v1j )
)
n]]
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=[[
∞∑
j=1
(
ν1jD(ζ
1
j v
1
j )− ζ1j ν1jD(v1j ) + ζ1j ν1jD(v1j )
)
n
−
∞∑
j=1
(
K(ζ1j v
1
j )− ζ1jK(v1j ) + ζ1jK(v1j )
)
n]]
=[[
∞∑
j=1
(
ζ1j ν
1
jD(v
1
j )− ζ1jK(v1j )
)
n]]− V2(λ)(f ,h,k)
=[[h]]− V2(λ)(f ,h,k)(4.4.22)
By substituting (4.4.20) to right-hand side of the third equation of (4.1.7), we have
T2j (
∞∑
j=1
ζ2j v
2
j ,K(
∞∑
j=1
ζ2j v
2
j ))n+ =
∞∑
j=1
(
ν2jD(ζ
2
j v
2
j )−K(ζ2j v2j )
)
n+
=
∞∑
j=1
(
ν2jD(ζ
2
j v
2
j )− ζ2j ν2jD(v2j ) + ζ2j ν2jD(v2j )
)
n+
−
∞∑
j=1
(
K(ζ2j v
2
j )− ζ2jK(v2j ) + ζ2jK(v2j )
)
n+
=
∞∑
j=1
(
ζ2j ν
2
jD(v
2
j )− ζ2jK(v2j )
)
n+ − V3(λ)(f ,h,k)
=k− V3(λ)(f ,h,k)(4.4.23)
where we have set
V1(λ)(f ,h,k) =
5∑
i=1
∞∑
j=1
(ρij)
−1
{
Div (νjiD(ζ
i
jv
i
j))− ζijDiv (νjiD(ζijvij))
}
−
5∑
i=1
∞∑
j=1
(ρij)
−1
{
∇K(ζijvij)− ζij∇K(vij)
}
V2(λ)(f ,h,k) =[[
∞∑
j=1
(
ν1jD(ζ
1
j v
1
j )− ζ1j ν1jD(v1j )
)
n1j −
∞∑
j=1
(
K(ζ1j v
1
j )− ζ1jK(v1j )
)
n1j ]]
V3(λ)(f ,h,k) =
∞∑
j=1
(
ν2jD(ζ
2
j v
2
j )− ζ2j ν2jD(v2j )
)
n2+j −
∞∑
j=1
(
K(ζ2j v
2
j )− ζ2jK(v2j )
)
n2+j .
(4.4.24)
Here, we have used the fact that
(4.4.25) K(v) =
5∑
i=1
∞∑
j=1
K(ζijv
i
j).
In fact, we have
K(ζijv
i
j) = K1
(
(ρij)
−1Div (νijD(ζ
i
jv
i
j))−∇div (ζijvij), gij , hij
)
.(4.4.26)
where, gij = 0 for (i = 2, 3, 4, 5), and h
i
j = 0 for (i = 1, 3, 4, 5). In addition we have,
g1j =< ν
1
jD(ζ
1
j v
i
j)n
1
j ,n
1
j > −div (ζ1j v1j ),
h2j =< ν
2
jD(ζ
2
j v
2
j )n
2
+j ,n
2
+j > −div (ζ2j v2j ).(4.4.27)
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By (4.4.2), (4.4.18), (4.4.31) and Lemma 4.3.3 with σ = 1, we have
|((ρij)−1Div (µD(ζijvij))−∇div (ζijvij),ϕ)Ω| ≤ C
⎧⎪⎨⎪⎩
(∥f∥Lq(Ω∩B1j ) + ∥(∇h,λ1/2h)∥Lq(Ω∩B1j ))∥ϕ∥Lq′ (Ω∩B1j )
(∥f∥Lq(Ω∩B2j ) + ∥(∇k,λ1/2k)∥Lq(Ω∩B2j ))∥ϕ∥Lq′ (Ω∩B2j )
∥f∥Lq(Ω∩Bij)∥ϕ∥Lq′ (Ω∩Bij) (i = 3, 4, 5),
|(g1j ,ϕ)Ω| ≤ C(∥f∥Lq(Ω∩B1j ) + ∥(∇h,λ1/2h)∥Lq(Ω∩B1j ))∥ϕ∥Lq′ (Ω∩B1j ),
|(∇g1j ,ϕ)Ω| ≤ C(∥f∥Lq(Ω∩B1j ) + ∥(∇h,λ1/2h)∥Lq(Ω∩B1j ))∥ϕ∥Lq′ (Ω∩B1j ),
|(h2j ,ϕ)Ω| ≤ C(∥f∥Lq(Ω∩B2j ) + ∥(∇k,λ1/2k)∥Lq(Ω∩B2j ))∥ϕ∥Lq′ (Ω∩B2j ),
|(∇h2j ,ϕ)Ω| ≤ C(∥f∥Lq(Ω∩B2j ) + ∥(∇k,λ1/2k)∥Lq(Ω∩B2j ))∥ϕ∥Lq′ (Ω∩B2j )
By Proposition 4.4.2, we see that
ρ−1Div (µD(v))−∇div v =
5∑
i=1
∞∑
j=1
((ρij)
−1Div (µD(ζijv
i
j))−∇div (ζijvij)),
⟨[[µD(v)n]],n⟩ − [[divv]] =
∞∑
j=1
(⟨[[ν1jD(ζ1j v1j )n1j ]],n1j ⟩ − [[div (ζ1j v1j )]])
⟨µD(v)n+,n+⟩ − div v =
∞∑
j=1
(⟨ν2jD(ζ2j v2j )n2+j ,n2+j⟩ − div (ζ2j v2j ))
exist strongly in Lq(Ω), W
1−1/q
q (Γ) and W
1−1/q
q (Γ+), respectively. Thus, the continuity of K implies that
∇K(u) =
5∑
i=1
∞∑
j=1
∇K(ζijuij) in Lq(Ω)
K(u) = K(f , g, h) ∈W 1q (Ω˙) +W1q (Ω)(4.4.28)
with
f = ρ−1Div (µD(u))−∇divu, g =< µD(u)n,n > −divu, h =< µD(u)n+,n+ > −divu.
From now on, we write v in the following formula
(4.4.29) v = U(λ)Fλ(f ,h,k), Fλ(f ,h,k) = (f ,∇h,λ1/2h,∇k,λ1/2k)
for some suitable operator U(λ) Observing that
F0λ(ζ˜
1
j f , ζ˜
1
j h) = (ζ˜
1
j f , ζ˜
1
j∇h+ (∇ζ˜1j )h, ζ˜1j λ1/2h)
F0λ(ζ˜
2
j f , ζ˜
2
j k) = (ζ˜
2
j f , ζ˜
2
j∇k+ (∇ζ˜2j )k, ζ˜1j λ1/2k)(4.4.30)
and we define parametrices U(λ)F by
U(λ)F =
∑
i=1,...,5
∞∑
j=1
ζijv
i
j
=
∞∑
j=1
ζ1j {T 1j (λ)Fλ(ζ˜1j f , ζ˜1j h)}+
∞∑
j=1
ζ2j {T 2j (λ)Fλ(ζ˜2j f , ζ˜2j k)}+
5∑
i=3
∞∑
j=1
ζijT ij (λ)(ζ˜ijf)
=
∞∑
j=1
ζ1j {T 1j (λ)H10j + λ−1/2T 1j (λ)H11j}+
∞∑
j=1
ζ2j {T 2j (λ)H20j + λ−1/2T 1j (λ)H21j}
+
5∑
i=3
∞∑
j=1
ζijT ij (λ)(ζ˜ijF1),(4.4.31)
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with F = (F1, F5, F6, F7, F8). Here and in the following we write
H10j = (ζ˜
1
jF1, ζ˜
1
jF5, ζ˜
1
jF6), H
1
1j = (0, (∇ζ˜1j )F6, 0)
H20j = (ζ˜
2
jF1, ζ˜
2
jF7, ζ˜
2
jF8), H
2
1j = (0, (∇ζ˜2j )F8, 0).(4.4.32)
By (4.4.15), (4.4.2), (4.4.30) and Proposition 4.4.2
(4.4.33) v = U(λ)Fλ(f ,h,k)
where Fλ(f ,h,k) is defined in Theorem 4.1.7. Moreover, by (4.4.1), Proposition 4.4.2, 4.4.3, Lemma 1.5.3
and Lemma 1.5.6,
U(λ) ∈ Hol(Σϵ,λ0 ,L(XR,q(Ω),W2q(Ω˙)N))(4.4.34)
RL(XR,q(Ω),Lq(Ω)N˜ )({(λ
d
dλ
)ℓGλU(λ) : λ ∈ Σϵ,λ0}) ≤ γ7 (ℓ = 0, 1)(4.4.35)
with some constant γ7.
4.4.3. Representation of the remainder term Vi(λ)(f ,h,k) (i = 1, 2, 3).
Lemma 4.4.4. Let λ0 and γ6 be the same numbers as in (4.4.1). Let Vi (i = 1, 2, 3) be the operators
defined in (4.4.24) and set
V(λ)(f ,h,k) = (V1(λ)(f ,h,k),V2(λ)(f ,h,k),V3(λ)(f ,h,k)).
Then, there exists an operator family V(λ) ∈ Hol(Σϵ,λ1 ,L(XR,q(Ω))), such that
FλV(λ)(f ,h,k) = V(λ)Fλ(f ,h,k)(4.4.36)
RL(XR,q(Ω))({(λ
d
dλ
)ℓV(λ) : λ ∈ Σϵ,λ1}) ≤ (σ + Cσλ−1/21 )γ6 (ℓ = 0, 1)(4.4.37)
for any σ > 0 with some constant Cσ and for any λ1 ≥ λ0 ≥ 1.
Proof. First, we consider the term:
V11(λ)(f ,h,k) =
5∑
i=1
∞∑
j=1
(ρij)
−1
{
Div (νjiD(ζ
i
jv
i
j))− ζijDiv (νjiD(ζijvij))
}
We write Div (µD(ϕv))−ϕDiv (µD(v)) = I1(µ,ϕ)∇v+I0(µ,ϕ)v for any scalar functions µ, ϕ and N -vector
functions v, where we have set
I0(µ,ϕ)v = ((∇µ) · v)(∇ϕ) + ((∇µ) · (∇ϕ))v + µ((∇2ϕ)v + (∆ϕ)v),
I1(µ,ϕ)∇v = µ(D(v)∇ϕ+ (∇ϕ)divv + (∇v)∇ϕ).
Using such symbols, we write
Div (ν1jD(ζ
1
j v
1
j ))− ζ1jDiv (ν1jD(ζ1j v1j )) = I1(ν1j , ζ1j )∇T 1j (λ)F0λ(ζ˜1j f , ζ˜1j h) + I0(ν1j , ζ1j )T 1j (λ)F0λ(ζ˜1j f , ζ˜1j h)
Div (ν2jD(ζ
2
j v
2
j ))− ζ2jDiv (ν2jD(ζ2j v2j )) = I1(ν2j , ζ2j )∇T 2j (λ)F0λ(ζ˜2j f , ζ˜2j k) + I0(ν2j , ζ2j )T 2j (λ)F0λ(ζ˜2j f , ζ˜2j h)
Div (νijD(ζ
i
jv
i
j))− ζijDiv (νijD(ζijvij)) = I1(νij , ζij)∇T ij (λ)(ζ˜ijF1) + I0(νij , ζij)T ij (λ)(ζ˜ijF1) i = 3, 4, 5.
Thus, noting (4.4.21), (4.4.22), (4.4.23) and (4.4.32), we define V11F with F = (F1, F5, F6, F7, F8) by
V11F =
∞∑
j=1
{
I1(ν1j , ζ1j )(∇T 1j (λ)H10j + λ−1/2∇T 1j (λ)H11j) + I0(ν1j , ζ1j )(T 1j (λ)H10j + λ−1/2T 1j (λ)H11j)
+ I1(ν2j , ζ2j )(∇T 2j (λ)H20j + λ−1/2∇T 2j (λ)H21j) + I0(ν2j , ζ2j )(T 2j (λ)H20j + λ−1/2T 2j (λ)H21j)
+
5∑
i=3
(
I1(νij , ζij)∇T ij (λ)(ζ˜ijF1) + I0(νij , ζij)(T ij (λ)(ζ˜ijF1)
)}
.
By (4.4.1), Proposition 4.4.2, Proposition 4.4.3, Lemma 1.5.3 and Lemma 1.5.6, we have
V11(λ) ∈ Hol(Σϵ,λ0 ,L(XR,q(Ω),Lq(Ω˙)N)),
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V11(λ)(f ,h,k) = V11(λ)Fλ(f ,h,k) = V11(f ,∇h,λ1/2h,∇k,λ1/2k),
RL(XR,q(Ω),Lq(Ω)N )({(λ
d
dλ
)ℓV11 : λ ∈ Σϵ,λ1}) ≤ Cq,Lγ6λ−1/21(4.4.38)
(ℓ = 0, 1) for any λ1 ≥ λ0 ≥ 1. Analogously, we can construct operators Vi1(λ) (i = 2, 3) such that
Vi1(λ) ∈ Hol(Σϵ,λ0 ,L(XR,q(Ω),Lq(Ω˙)N)),
Vi1(λ)(f ,h,k) = V11(λ)Fλ(f ,h,k) = Vi1(f ,∇h,λ1/2h,∇k,λ1/2k),
RL(XR,q(Ω),Lq(Ω)N )({(λ
d
dλ
)ℓ(λ1/2,∇)Vi1 : λ ∈ Σϵ,λ1}) ≤ Cq,Lγ6λ−1/21(4.4.39)
where we have set
Vi1(λ)(f ,h,k) =
∞∑
j=1
{
νijD(ζ
i
jv
i
j)n
i
j − ζijνijD(vij)nij
}
.
Secondly, we consider the terms:
∇K(ζijvij)− ζij∇K(vij) = ∇(K(ζijvij)− ζijK(vij)) + (∇ζij)Kij(vij)).
We start with the following inequalities of Poincare´ type with uniform constant, which was proved in Shibata
[49, Lemma 3.4, Lemma 3.5].
Lemma 4.4.5. Let N < r < ∞, let Ω be a W 2−1/rr uniform domain in RN , and let Bij = Bdi(xij) for
notational simplicity. Then, there exists a constant c1 > 0 independent of j ∈ N, such that
∥ϕ∥W 1q (Hij∩Bij) ≤ c1∥∇ϕ∥Lq(Hij∩Bij) for any ϕ ∈ Wˆ 1q,0(Hij), (i = 1, 2)
∥ψ∥W 1q (Ω∩Bij) ≤ c1∥∇ψ∥Lq(Ω∩Bij) for any ψ ∈W1q (Ω), (i = 1, 2)
∥ϕ− cij(ϕ)∥W 1q (Hij∩Bij) ≤ c1∥∇ϕ∥Lq(Hij∩Bij) for any ϕ ∈ Wˆ 1q,0(Hij), (i = 3, 4, 5)
∥ψ − cij(ψ)∥W 1q (Ω∩Bij) ≤ c1∥∇ψ∥Lq(Ω∩Bij) for any ϕ ∈W1q (Ω), (i = 3, 4, 5).
Here, cij(ϕ) and c
i
j(ψ) are suitable constants depending on ϕ and ψ, respectively.
To handle (∇ζij)Kij(ζijvij), we use the following lemma.
Lemma 4.4.6. Let 1 < q <∞. Then, there exists a constant c4 independent of j ∈ N, such that
∥Kij(u)∥Lq(Hij∩Bij) ≤ c4(∥∇u∥Lq(Hij) + δ˜i0∥∇u∥
1−1/q
Lq(Hij)∥∇
2u∥1/q
Lq(Hij))(4.4.40)
for any u ∈W 2q (Hij)N , where δ˜i0 are symbols defined by δ˜i0 = 1 (i = 1, 2) and δ˜i0 = 0 (i = 3, 4, 5).
Remark 4.4.7. Applying Young’s inequality to (4.4.6), we have
(4.4.41) ∥Kij(u)∥Lq(Hij∩Bij) ≤ ∥∇2u∥Lq(Hij) + Cσ∥∇u∥Lq(Hij)
for any σ > 0 and u ∈ W 2q (Hij)N with some constant Cσ that depends on σ but it independent of u and
j ∈ N.
Proof. This lemma was proved by Shibata [49, Lemma 3.4]. !
First of all, we consider (∇ζij)Kij(vij) for i = 0, 1, 2. If we define operators Kij(λ) (i = 1, . . . , 5) by
K1j (λ)f
1 = (∇ζ1j )K1j (T1j (λ)f1) for f1 = (F 1, F5, F6) ∈ Y1q (H1j ) = X 0R,q(H1j )
K2j (λ)f
2 = (∇ζ2j )K2j (T2j (λ)f2) for f2 = (F 1, F7, F8) ∈ Y2q (H2j ) = X 0R,q(H2j )
Kij(λ)f
i = (∇ζij)Kij(Tij(λ)f i) for f i = F 1 ∈ Yiq(Hij) = Lq(Hij)N , (i = 3, 4, 5)
then we have
Kij(λ) ∈ Hol(Σϵ,λ0 ,L(Y iq(Hij),Lq(Ω˙)N)),
(∇ζ1j )K1j (v1j ) = K1j (λ)F0λ(ζ˜2j f , ζ˜2j h), (∇ζ2j )K2j (v2j ) = K2j (λ)F0λ(ζ˜2j f , ζ˜2j k),
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(∇ζij)Kij(vij) = Kij(λ)(ζ˜ijf), (i = 3, 4, 5)
RL(Yiq(Hji ),Lq(Ω)N )({(λ
d
dλ
)ℓKij(λ) : λ ∈ Σϵ,λ1}) ≤ (σ + Cσλ−1/21 )γ6(4.4.42)
(ℓ = 0, 1) for any σ > 0 and λ1 ≥ λ0 with some constant Cσ by (4.4.1), (4.4.6), Proposition 4.4.3, Lemma
1.5.3 and Lemma 1.5.6, we see that there exist an operator family K1(λ) ∈ Hol(Σϵ,λ0 ,L(X iR,q(Hij),Lq(Ω)N)),
such that
K1(λ)Fλ(f ,h,k) =
5∑
i=1
∞∑
j=1
(∇ζij)Kij(vij)
RL(X iX ,q(Ω),Lq(Ω)N )({(λ
d
dλ
)ℓK1(λ) : λ ∈ Σϵ,λ1}) ≤ (σ + Cσλ−1/21 )γ6(4.4.43)
(ℓ = 0, 1). In fact, in view of Proposition 4.4.3, (4.4.42), (4.4.30) and (4.4.32), K1(λ) is given by
K1(λ)F =
∞∑
j=1
{K1j (λ)H10j + λ−1/2K1j (λ)H11j}+
∞∑
j=1
{K2j (λ)H20j + λ−1/2K2j (λ)H21j}
+
5∑
i=3
∞∑
j=1
Kij(ζ˜
i
jF
1).
Furthermore, we consider ∇(K(ζijvij)−ζijK(vij)). We define a function gij ∈W 1q (Ω) by gij = 0 for i = 2, 3, 4, 5
and hij = 0 for i = 1, 3, 4, 5 by
g1j = ⟨ν1j (D(∇ζ1j )v1j )n1j ,n1j ⟩ − E(∇ζ1j )v1j
h2j = ⟨ν2j (D(∇ζ2j )v2j )n2j ,n2j ⟩ − E(∇ζ2j )v2j .
Here and hereafter, for the sake of simplicity, we write D(ϕv)− ϕD(v) = D(∇ϕ)v and div (ϕv)− ϕdivv =
E(∇ϕ)v with ∥D(∇ϕ)∥W 1∞(RN ) ≤ CN∥∇ϕ∥W 1∞(RN ) and ∥E(∇ϕ)∥W 1∞(RN ) ≤ CN∥∇ϕ∥W 1∞(RN ). We have
g1j |Γ = (K(ζ1j v1j )− ζ1jK1j (v1j ))|Γ, V2(λ) =
∞∑
j=1
g1jn
1
j + V21(λ)(f ,h,k) on Γ
h2j |Γ+ = (K(ζ2j v2j )− ζ2jK2j (v2j ))|Γ+ , V3(λ) =
∞∑
j=1
h2jn
2
j + V31(λ)(f ,h,k) on Γ+.
In addition, for ϕ ∈W1q′(Ω˙), we have
(∇(K(ζijvij)− ζijKij(vij)),∇ϕ)Ω˙
= (Div (νijD(ζ
i
jv
i
j))−∇div (ζijvij),∇ϕ)Ω˙ − ((∇ζij)Kij(vij),∇ϕ)Ω˙ − (ζij∇Kij(vij),∇ϕ)Ω˙
= (Div (νijD(ζ
i
jv
i
j))−∇div (ζijvij),∇ϕ)Ω˙ − ((∇ζij)Kij(vij),∇ϕ)Hij − (ζij∇Kij(vij),∇(ϕ− cij(ϕ)))Ω˙
= (Div (νijD(ζ
i
jv
i
j))−∇div (ζijvij),∇ϕ)Ω˙ − ((∇ζij)Kij(vij),∇ϕ)Hij
+ (∇Kij(vij), (∇ζij)(ϕ− cij(ϕ)))Ω˙ − (∇Kij(vij),∇{ζij(ϕ− cij(ϕ))})Ω˙
= (Div (νijD(ζ
i
jv
i
j))−∇div (ζijvij),∇ϕ)Ω˙ − ((∇ζij)Kij(vij),∇ϕ)Hij
+ (∇Kij(vij), (∇ζij)(ϕ− cij(ϕ)))Ω˙ − (Div (νijD(vij)))−∇divvij ,∇{ζij(ϕ− cij(ϕ))})Ω˙,
where cij(ϕ) are constants given in Lemma 4.4.5 for i = 1, 3, 4, 5 and c
2
j (ϕ) = 0. Let ⟨·, ·⟩Ω˙ denote the duality
pairing between W−1q (Ω) and W1q′(Ω) and note that
(Div (νij(D(v
i
j)))−∇div vij ,∇{ζij(ϕ− cij(ϕ))})Hij
= (ζij{Div (νij(D(vij)))−∇divvij},∇(ϕ− cij(ϕ)))Hij + (Div (νij(D(vij)))−∇divvij , (∇ζij)(ϕ− cij(ϕ)))Hij .
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Thus, if we define Iij ∈W−1q (Ω) = (W1q′(Ω))∗ by
⟨Iij ,ϕ⟩Ω˙ = (I0(νij , ζij)∇vij + I1(νij , ζij)vij ,∇ϕ)Hij − ((∇ζij)Kij(vij),∇ϕ)Hij
+ (∇Kij(vij), (∇ζij)(ϕ− cij(ϕ)))Hij − (Div (νij(D(vij)))−∇divvij , (∇ζij)(ϕ− cij(ϕ)))Hij
= (I0(νij , ζij)∇vij + I1(νij , ζij)vij ,∇ϕ)Hij − 2((∇ζij)Kij(vij),∇ϕ)Hij
+ (Kij(v
i
j)n
i
j , (∇ζij)(ϕ− cij(ϕ)))∂Hij + (νijD(vij)nij , (∇ζij)(ϕ− cij(ϕ)))∂Hij
− (νijD(vij), (∇2ζij)(ϕ− cij(ϕ)))Hij − (νijD(vij), (∇ζij)⊗∇(ϕ− cij(ϕ)))Hij
− ((divvij)nij , (∇ζij)(ϕ− cij(ϕ)))∂Hij + (divvij , (∆ζij)(ϕ− cij(ϕ)))Hij + (divvij , (∇ζij) ·∇(ϕ− cij(ϕ)))Hij ,
then we see that
(∇(K(ζijvij)− ζijKij(vij)),∇ϕ)Ω˙ = ⟨Iij ,ϕ⟩Ω˙ for all ϕ ∈W1q′(Ω).
Let G be an operator in L(W−1q (Ω), Lq(Ω˙)N ) such that, for any θ ∈W−1q (Ω),
⟨θ,ϕ⟩Ω = (G(θ),∇ϕ)Ω˙ for any ϕ ∈W1q′(Ω),
∥G(θ)∥Lq(Ω) ≤ sup{|⟨θ,ϕ⟩Ω| | ϕ ∈W1q (Ω), ∥∇ϕ∥Lq′ (Ω˙) = 1}.
Such operator G can be constructed by the Hahn-Banach theorem. We also see that (∇(K(ζijvij)−ζijKij(vij))
given by the following formula:
∇(K(ζijvij)− ζijKij(vij)) = ∇K(G(Iij), gij |Γ, hij |Γ+).
To see the R-boundedness, we define operators Iij(λ)
⟨Iij(λ)f i,ϕ⟩Ω˙ = (I0(νij , ζij)∇(T ij (λ)f i) + I1(νij , ζij)T ij (λ)f i,∇ϕ)Hij − 2((∇ζij)Kij(T ij (λ)f i),∇ϕ)Hij
+ (Kij(T ij (λ)f i)nij , (∇ζij)(ϕ− cij(ϕ)))∂Hij + (νijD(T ij (λ)f i)nij , (∇ζij)(ϕ− cij(ϕ)))∂Hij
− (νijD(T ij (λ)f i), (∇2ζij)(ϕ− cij(ϕ)))Hij − (νijD(T ij (λ)f i), (∇ζij)⊗∇(ϕ− cij(ϕ)))Hij
− ((div T ij (λ)f i)nij , (∇ζij)(ϕ− cij(ϕ)))∂Hij + (div T ij (λ)f i, (∆ζij)(ϕ− cij(ϕ)))Hij
+ (div T ij (λ)f i, (∇ζij) ·∇(ϕ− cij(ϕ)))Hij .
In addition, we define Jij(λ) (i = 1, 2) by
Jij(λ)f
i = ⟨µ(D(∇ζij)(T ij (λ)f i)nij ,nij)⟩ − E(∇ζij)(T ij (λ)f i).
We now see that,
⟨I1j ,ϕ⟩Ω = ⟨I1j (λ)(ζ˜1j f ,∇(ζ˜1j h),λ1/2(ζ˜1j h)),ϕ⟩Ω
⟨I2j ,ϕ⟩Ω = ⟨I2j (λ)(ζ˜2j f ,∇(ζ˜2j k),λ1/2(ζ˜2j k)),ϕ⟩Ω
⟨Iij ,ϕ⟩Ω = ⟨Iij(λ)(ζ˜ijf ,ϕ⟩Ω (i = 3, 4, 5),
gij = J
i
j(λ)f
i +
∞∑
j=1
{
νijD(ζ
i
jT ij (λ)f i)nij − ζijνijD(T ij (λ)f i)nij
}
(i = 1, 2).
By Lemma 4.4.5 and the trace theorem:
∥f∥Lq(∂Hij) ≤ C∥∇f∥
1/q
Lq(Hij)∥f∥
1−1/q
Lq(Hij),
there exists an operator family I(λ) ∈ Hol(Σϵ,λ0 ,L(XR,q,W−1q (Ω))) such that
I(λ)Fλ(f ,h,k) =
5∑
i=1
∞∑
j=1
Iij ,
RL(XR,q(Ω˙),Lq(Ω)N )({(λ
d
dλ
)ℓI(λ) : λ ∈ Σϵ,λ1}) ≤ (σ + Cσλ−1/21 )γ6 (ℓ = 0, 1).
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In fact, in view of (4.4.30) and (4.4.32), I(λ) is given by
I(λ)F =
∞∑
j=1
{I1j (λ)H10j + λ−1/2I1j (λ)H11j}+
∞∑
j=1
{I2j (λ)H20j + λ−1/2I2j (λ)H21j}+
5∑
i=3
∞∑
j=1
Iij(λ)(ζ˜
i
jF1).
Analogously, we know the existence of an operator family J(λ) ∈ Hol(Σϵ,λ0 ,L(XR,q,W1q(Ω))) such that
J(λ)Fλ(f ,h)|Γ =
∞∑
j=1
g1j |Γ, V2(λ)(f ,h,k) = J(λ)Fλ(f ,h)n|Γ,
J(λ)Fλ(f ,k)|Γ+ =
∞∑
j=1
h2j |Γ+ , V3(λ)(f ,h,k) = J(λ)Fλ(f ,k)n|Γ+ ,
RL(XR,q(Ω˙),W 1q (Ω))({(λ
d
dλ
)ℓ(∇,λ1/2)J(λ) : λ ∈ Σϵ,λ1}) ≤ Cλ−1/21 γ6 (ℓ = 0, 1).
Define K2(λ) by
K2(λ)F = ∇K(G(I(λ)F ),J(λ)(F 1, F 4)|Γ,J(λ)(F 1, F 3)|Γ+)
we have K2(λ) ∈ Hol(Σϵ,λ0 ,L(XR,q,Lq(Ω˙)N)),
K2(λ)Fλ(f ,h,k) =
5∑
i=1
∞∑
j=1
∇(K(ζijvij)− ζijKij(vij)),
RL(XR,q(Ω˙),Lq(Ω))({(λ
d
dλ
)ℓK2(λ) : λ ∈ Σϵ,λ1}) ≤ (σ + Cσλ−1/21 )γ6 (ℓ = 0, 1).
Setting, K(λ) = K1(λ) +K2(λ), finally, we have
K(λ) ∈ Hol(Σϵ,λ0 ,L(XR,q(Ω),Lq(Ω˙)N))
5∑
i=1
∞∑
j=1
(∇K(ζijvij)− ζijKij(vij)) = K(λ)Fλ(f ,h,k),
RL(XR,q(Ω),Lq(Ω˙))({(λ
d
dλ
)ℓK(λ) : λ ∈ Σϵ,λ1}) ≤ (σ + Cσλ−1/21 )γ6 (ℓ = 0, 1),
for any σ > 0 with some positive constant Cσ > 0 and for any λ1 ≥ λ0 ≥ 1. Summing up we obtain the
required property.
4.4.4. Proof of Theorem 4.1.7. Let us define a norm ∥ · ∥XR,q of the space XR,q by ∥(f ,h,k)∥XR,q =
∥f∥Lq(Ω˙) + ∥h∥W 1q (Ω˙) + ∥h∥W 1q (Ω+). Recalling that,
∥Fλ(f ,h,k)∥Lq(Ω˙) = ∥(f ,∇h,λ1/2h,∇k,λ1/2k)∥Lq(Ω˙),
we see that ∥Fλ(f ,h,k)∥Lq(Ω˙) (λ ̸= 0) give equivalent norms of XR,q. Choosing σ and λ1 in such a way that
0 < σγ6 ≤ 1/4 and Cσλ−1/21 γ6 ≤ 1/4, by (4.4.36) and (4.4.37)
∥FλV(λ)(f ,h,k)∥Lq(Ω˙) ≤
1
2
∥Fλ(f ,h,k)∥Lq(Ω˙) (λ ∈ Σϵ,λ1),
so that (I − V(λ))−1 =∑∞j=0 V(λ)j exists in L(XR,q). Moreover, (I −V(λ))−1 =∑∞j=0V(λ)j exists and
RL(XR,q(Ω))({(λ
d
dλ
)ℓ(I −V(λ))−1 : λ ∈ Σϵ,λ1}) ≤ 2 (ℓ = 0, 1).(4.4.44)
Thus v = U(λ)Fλ(I − V(λ))−1(f ,h,k) solves the equation (4.1.7). Setting B(λ)F = U(λ)(I −V(λ))−1F ,
we have v = B(λ)Fλ(f ,h,k) because Fλ(I − V(λ))−1 = (I − V(λ))−1Fλ. The uniqueness follows from
subsection 2.6, which complete the proof of Theorem 4.1.7.
!
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