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Abstract
In this paper, we classify all the hyperbolic Coxeter n-simplex reflection groups up to wide-
commensurability for all n  3. We also determine all the subgroup relationships among the
groups. © 2002 Elsevier Science Inc. All rights reserved.
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0. Introduction
A hyperbolic Coxeter n-simplex reflection group  is the group generated by the
reflections in the sides of a Coxeter n-simplex  in hyperbolic n-space Hn. We will
call such a group a hyperbolic n-simplex group. In our previous paper [13], we deter-
mined the covolumes of all the hyperbolic simplex groups. Knowing the covolumes
is useful in determining the subgroup relationships among the groups, since the covo-
lume of a subgroup of index k is k times the covolume of the larger group. In this
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paper, we determine the subgroup relationships among all the hyperbolic n-simplex
groups for all n  3.
Let 1 and 2 be subgroups of a group G. A more delicate relationship than
containment between the groups 1 and 2 is commensurability. The groups 1 and
2 are said to be commensurable if 1 ∩ 2 has a finite index in both 1 and 2.
Hyperbolic n-simplex groups are defined only up to conjugation by an isometry of
hyperbolic n-space Hn, so a more natural relationship among hyperbolic n-simplex
groups is that of wide-commensurability. The groups 1 and 2 are said to be com-
mensurable in G in the wide sense if 1 is commensurable to some conjugate of 2
in G. Commensurability and wide-commensurability are equivalence relations on
the set of subgroups of G. In order to simplify terminology, for the rest of the paper,
commensurability will mean commensurability in the wide sense.
The study of commensurability of groups of isometries of H 2 was initiated by
Poincaré [20] over a hundred years ago. In his paper [22], Takeuchi classified all
the arithmetic hyperbolic triangle groups up to commensurability in the group of
isometries of H 2. Commensurability of discrete groups of isometries of H 3 has been
studied by Borel [2] and Maclachlan and Reid [18]. In particular, Maclachlan and
Reid [19] have classified all the cocompact hyperbolic tetrahedral groups up to com-
mensurability in the group of isometries of H 3. In this paper, we classify all the
hyperbolic n-simplex groups up to commensurability in the group of isometries of
Hn for all n  3.
In Section 1, we introduce the terminology of quadratic forms and Gram matrices
that we need to state and prove the main results of our paper. Our first main result,
Theorem 1, states that if two hyperbolic n-simplex groups 1 and 2 are commensu-
rable in the group PO(n, 1), then the quadratic forms, defined by their Gram matrices,
are similar over the field generated by the entries of their Gram matrices. This leads
to a useful Ratio Test for commensurability, Corollary 1, which states that if 1 and
2 are two commensurable hyperbolic n-simplex groups, with n odd, then the ratio
of the determinants of their Gram matrices M1 and M2 is a square in the field K
generated by the entries of M1 and M2.
In Section 2, we prove our second main result, Theorem 2, which is a partial
converse to Theorem 1. In Section 3, we classify the 32 hyperbolic tetrahedral groups
up to commensurability. Although the 26 arithmetic groups have been classified pre-
viously, we give shorter, simpler, and more natural proofs using the Ratio Test. Our
classification of the six nonarithmetic groups is new. Hyperbolic n-simplex groups
exist only in dimensions n  9. In Sections 4–9, we classify the hyperbolic n-simplex
groups, for n = 4, . . . , 9, up to commensurability and determine all the subgroup
relations. All but four of these groups in dimension 4 are noncocompact and all but
one are arithmetic. Our proofs of commensurability are easy to verify. All that is
required is to verify a matrix equation of the form CtM1C = λM2, where C, M1,
and M2 are matrices given in the paper.
After we sent a preliminary version of this paper to Alan Reid, he informed us
that the commensurability classification of the noncocompact hyperbolic n-simplex
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groups, for n  4, is implicit in a recent paper of Long and himself [17]. In [17],
Long and Reid claim, with only a sketch of a proof for one group, that a nonco-
compact arithmetic hyperbolic n-simplex group, for n  4, is commensurable to the
group of units of a quadratic form whose matrix is diag(1, . . . , 1,−k) for some pos-
itive integer k. The commensurability classification of these groups can be deduced
from their claim, Theorem 2.6 of [12], and the classification of rational quadratic
forms up to similarity. It is doubtful that a complete proof along these lines would
be any shorter than the proof given here, which in any case is more natural and
direct.
1. Quadratic forms
In this section, we derive a necessary condition for two hyperbolic n-simplex
groups to be commensurable. This necessary condition leads to a useful test for com-
mensurability in odd dimensions called the Ratio Test. In order to derive our neces-
sary condition, we need some terminology from the theory of quadratic forms.
Let S be a symmetric real (n+ 1)× (n+ 1) matrix. Then S defines a quadrat-
ic form F : Rn+1 → R by the equation F(x) = xtSx for any column vector x in
Rn+1. For example, let J be the (n+ 1)× (n+ 1) matrix diag(1, 1, . . . , 1,−1). The
quadratic form defined by J is the Lorentzian quadratic form
F0(x) = x21 + x22 + · · · + x2n − x2n+1.
An automorphism of the form F is a linear automorphism α of Rn+1 such that
Fα = F . The standard matrix of a linear transformation α of Rn+1 is the matrix
A of α with respect to the standard basis of Rn+1. A linear transformation α of
Rn+1 is an automorphism of the form F if and only if the standard matrix A of α
is invertible and satisfies the equation AtSA = S. The automorphisms of F form a
group O(F ), which we identify with the corresponding group of standard matrices.
The group O(F0) is the pseudo-orthogonal group O(n, 1), which is also called the
Lorentz group.
Let K be a subfield of R that contains the entries of S. A K-automorphism
of F is an automorphism α of F whose standard matrix A has entries in K. The
K-automorphisms of F form a group O(F,K).
Let R be the ring of algebraic integers of K. An integral K-automorphism α of F
is a K-automorphism of F such that the standard matrices A and A−1 of α and α−1
have entries in R. If S is nonsingular, then a K-automorphism α of F is integral if and
only if the standard matrix A of α has entries in R, since the equation AtSA = S and
the condition det S /= 0 imply that detA = ±1.
The integral K-automorphisms of F form a group O(F,R). The corresponding
group of standard matrices is called the group of units of F over K. We shall identify
O(F,R) with the group of units of F over K. If K is the field generated by the entries
of S, then we call O(F,R) the group of units of F.
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Let Fi be the quadratic form defined by a symmetric real (n+ 1)× (n+ 1) ma-
trix Si for i = 1, 2. An equivalence from F1 to F2 is a linear automorphism β of
Rn+1 such that F1 = F2β. A linear transformation β of Rn+1 is an equivalence from
F1 to F2 if and only if the standard matrix B of β is invertible and satisfies the
equation S1 = B tS2B. The forms F1 and F2 are said to be equivalent if and only if
there is an equivalence β from F1 to F2.
Let K be a subfield of R that contains the entries of S1 and S2. A K-equivalence
from F1 to F2 is an equivalence β from F1 to F2 whose standard matrix B has entries
in K. The forms F1 and F2 are said to be equivalent over K if and only if there is a
K-equivalence β from F1 to F2.
If β is an equivalence from F1 toF2, then β induces an isomorphism β∗ : O(F1)→
O(F2) defined by β∗(A) = BAB−1, where B is the standard matrix of β. Like-
wise a K-equivalence β from F1 to F2 induces an isomorphism β∗ : O(F1,K)→
O(F2,K).
Let S be a symmetric real (n+ 1)× (n+ 1) matrix such that the quadratic form
F defined by S is equivalent to the Lorentzian quadratic form F0. Let β be an equiv-
alence from F to F0. Then β is a linear automorphism of Rn+1 such that F = F0β.
The setH0 = {x ∈ Rn+1 : F0(x) = −1} is a hyperboloid of two sheets. The equiv-
alence β maps the set
H = {x ∈ Rn+1 : F(x) = −1},
onto H0. Hence H is also a hyperboloid of two sheets. An automorphism α of F is
said to be positive if α leaves invariant each of the two sheets of the hyperboloid
H. The positive automorphisms form a group PO(F ), which is naturally isomorphic
to the projective group O(F )/{±I }. The isomorphism β∗ : O(F )→ O(F0) maps
PO(F ) onto PO(F0). Hence PO(F ) is a subgroup of O(F ) of index 2, since PO(F0)
is a subgroup of O(F0) of index 2. The group PO(F0) = PO(n, 1) corresponds, by
restriction, to the group of isometries of the hyperboloid model of hyperbolic n-space
Hn = {x ∈ Rn+1 : F0(x) = −1 and xn+1 > 0}.
Let K be a subfield of R that contains the entries of S. The positive K-automorphisms
of F form a group PO(F,K). Let R be the ring of algebraic integers of K. The
positive integral K-automorphisms of F form a group PO(F,R) called the group of
positive units of F over K. If K is the field generated by the entries of S, then we call
PO(F,R) the group of positive units of F.
Let  be a hyperbolic n-simplex group with n  2. Then  is the group generated
by the reflections in the sides of a Coxeter n-simplex  in hyperbolic n-space Hn.
The simplex  is allowed to have vertices at infinity. Let Si , for i = 1, 2, . . . , n+ 1,
be the sides of . Then the dihedral angle between Si and Sj is of the form /mi,j
where mi,i = 1 for each i and mi,j is a positive integer or infinity for each i /= j .
If n  3, then mi,j  6 for each i, j , see our paper [13]. The symmetric (n+ 1)×
(n+ 1) matrix M = (− cos(/mi,j )) is called the Gram matrix of . The Gram
matrix M of  depends on the ordering of the sides of  and so M is unique up to a
permutation change of the standard basis of Rn+1.
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Let m be a positive integer. The complex number z = exp(i/m) satisfies the
equation z2m = 1 and so z is an algebraic integer. Likewise z is an algebraic integer.
Therefore 2 cos(/m) = z+ z is an algebraic integer. Hence the entries of the Gram
matrix M are algebraic numbers and the entries of 2M are algebraic integers.
Let Vi be the vector subspace of Rn+1 spanned by the side Si of the Coxeter n-
simplex . Then Vi is an n-dimensional subspace of Rn+1. Let vi be the Lorentz
unit normal vector of Vi in Rn+1 pointing towards . Let B be the (n+ 1)× (n+ 1)
matrix whose ith column vector is vi for each i. The Gram matrix M satisfies the
equation M = B tJB. By Theorems 7.2.2 and 7.3.1 of [21], the matrix M is nonsin-
gular and so B is invertible. Hence the quadratic form F defined by M is equivalent
to the Lorentzian quadratic form F0.
Let β be the linear automorphism of Rn+1 whose standard matrix is B. Then β is
an equivalence from F to F0. We call β the equivalence from F to F0 determined by
. The hyperbolic n-simplex group  is a subgroup of PO(F0). Hence β−1∗ () is a
subgroup of PO(F ). We call β−1∗ () the Gram representation of .
Lemma 1. Let F be the quadratic form defined by the Gram matrix M of a hyper-
bolic n-simplex group . Let β be the equivalence from F to F0 determined by .
Then the Gram representation β−1∗ () of  is a subgroup of the group PO(F,R) of
positive units of F.
Proof. The Gram matrix M defines an inner product on Rn+1 by the formula 〈x, y〉 =
xtMy. The Lorentzian inner product on Rn+1 is defined by the formula x ◦ y =
xtJy. The linear automorphism β satisfies the equation
β(x) ◦ β(y) = 〈x, y〉 for all x, y in Rn+1,
since M = B tJB. Hence β is an isometry from the inner product space Rn+1, with
the inner product 〈x, y〉, to the inner product space Rn+1 with the Lorentzian inner
product, which is usually denoted Rn,1.
Let ρi be the Lorentz transformation of Rn+1 corresponding to the reflection in
the side Si of the Coxeter simplex  of . Then ρi is defined by the formula
ρi(x) = x − 2(x ◦ vi)vi for all x in Rn+1.
The group  is generated by ρ1, . . . , ρn+1. Let e1, . . . , en+1 be the standard basis
of Rn+1. Then β(ei) = vi for each i, since vi is the ith column vector of B. Hence
β−1∗ (ρi) = β−1ρiβ is defined by the formula
β−1∗ (ρi)(x) = x − 2〈x, ei〉ei for all x in Rn+1.
Let Mi be the (n+ 1)× (n+ 1) matrix which is the zero matrix except for the
ith row vector which is equal to the ith row vector of M. Then the standard
matrix for β−1∗ (ρi) is I − 2Mi . The entries of I − 2Mi are algebraic integers, since
the entries of 2M are algebraic integers. Thus β−1∗ () is a subgroup of PO
(F,R). 
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Lemma 2. Let1 and2 be hyperbolic n-simplex groups which are commensurable
in PO(n, 1). Let Fi be the quadratic form defined by the Gram matrix Mi of i for
each i = 1, 2, and let βi be the equivalence from Fi to F0 determined by i for each
i = 1, 2. Then the Gram representations (β1)−1∗ (1) and (β2)−1∗ (2) of 1 and 2
are commensurable in GL(n+ 1,R).
Proof. LetBi be the standard matrix of βi for i = 1, 2. Theni = Bi(βi)−1∗ (i )B−1i
for each i = 1, 2. Hence i and (βi)−1∗ (i ) are commensurable in GL(n+ 1,R)
for i = 1, 2. Therefore (β1)−1∗ (1) and (β2)−1∗ (2) are commensurable in
GL(n+ 1,R). 
Let 1 and 2 be two hyperbolic n-simplex groups, with Gram matrices M1 and
M2, respectively. Let Fi be the quadratic form defined by Mi for i = 1, 2. Let K be
a subfield of R that contains the entries of M1 and M2. The forms F1 and F2 are
said to be similar over K if and only if there is a positive number λ in K such that
F1 is equivalent to λF2 over K. The forms F1 and F2 are similar over K if and only
if there is a λ in K and an (n+ 1)× (n+ 1) matrix B, with entries in K such that
M1 = λB tM2B.
Theorem 1. If two hyperbolic n-simplex groups 1 and 2 are commensurable in
PO(n, 1), then the quadratic forms, defined by their Gram matrices, are similar over
the field K generated by the entries of their Gram matrices.
Proof. We use the argument of the proof of Theorem 2.6 of [12]. Suppose that 1
and2 are hyperbolic n-simplex groups which are commensurable in PO(n, 1). Then
i has a subgroup Hi of finite index for each i = 1, 2 such that H1 = A−1H2A for
some matrix A in PO(n, 1). Let PSO(n, 1) be the group of all matrices in PO(n, 1)
of determinant 1. Then PSO(n, 1) is a subgroup of PO(n, 1) of index 2. By pass-
ing to subgroups of index 2, if necessary, we may assume that Hi is a subgroup of
PSO(n, 1) for each i = 1, 2.
Let Fi be the quadratic form defined by the Gram matrix Mi of i for each i =
1, 2. Let βi be the equivalence from Fi to F0 determined by i for i = 1, 2. Let
α be the automorphism of F0 whose standard matrix is A. Then β = β−12 αβ1 is an
equivalence from F1 to F2. Let Bi be the standard matrix of βi for i = 1, 2. Then
B = B−12 AB1 is the standard matrix of β. Let H ′i = B−1i HiBi for each i = 1, 2.
Then we have
β∗(H ′1) = β∗(B−11 H1B1) = B−12 AH1A−1B2 = B−12 H2B2 = H ′2.
The group i is a discrete subgroup of PO(n, 1) of finite covolume for each i =
1, 2 by Theorem 7.1.3 of [21]. Hence Hi is a discrete subgroup of PSO(n, 1) of finite
covolume, since Hi has finite index in i . Let PSO(Fi) be the group of all orienta-
tion-preserving positive automorphisms of Fi for each i = 1, 2. The isomorphism
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(βi)∗ : O(Fi)→ O(F0) maps PSO(Fi) onto PSO(F0). Therefore H ′i is a discrete
subgroup of PSO(Fi) of finite covolume for each i = 1, 2.
The group PSO(n, 1) is a connected noncompact simple Lie group, and so we
have that PSO(Fi) is a connected noncompact simple Lie group for each i = 1, 2.
Let M(n+ 1,R) be the real vector space of all real (n+ 1)× (n+ 1) matrices.
By the Borel density theorem [1], we have that Span(H ′i ) = Span(PSO(Fi)) in
M(n+ 1,R). The group PSO(n, 1) leaves no proper vector subspace of Rn+1
invariant, and so the action of PSO(n, 1) on Rn+1 is irreducible. Hence the action of
PSO(Fi) on Rn+1 is irreducible. By Burnside’s theorem [5], we have that
Span(PSO(Fi)) = M(n+ 1,R). Hence Span(H ′i ) = M(n+ 1,R) for each i = 1, 2.
Let M(n+ 1,K) be the K-vector space of all (n+ 1)× (n+ 1) matrices with en-
tries in K. By Lemma 1, we have that H ′i ⊂ M(n+ 1,K) for each i = 1, 2. The lin-
ear automorphism β∗ of M(n+ 1,R) is defined by β∗(C) = BCB−1. Hence β∗(kC)
= kβ∗(C) for each k in K and C in M(n+ 1,K). As β∗(H ′1) = H ′2, we have that
β∗(SpanK(H ′1)) = SpanK(H ′2). Now SpanK(H ′i ) = M(n+ 1,K) for each i = 1, 2,
since H ′i spans M(n+ 1,R). Hence β∗ restricts to a K-linear automorphism of
M(n+ 1,K).
Let Eij be the (n+ 1)× (n+ 1) matrix with zero entries except for the ijth entry
which is 1. Then BEijB−1 = Cij with Cij in M(n+ 1,K). Now BEij = Bij where
Bij is the (n+ 1)× (n+ 1)matrix which is the zero matrix except for the jth column
which is the ith column of B. Let b′k# be the k#th entry of B−1 and let c
ij
pq be the pqth
entry of Cij . Then cijpq = bpib′jq for all i, j, p, q. Now b′jq /= 0 for some pair j, q.
Hence there is a nonzero real number µ such that B = µC with C in M(n+ 1,K).
Now M1 = B tM2B and so M1 = µ2CtM2C. As the matrices M1,M2 and C have
entries in K, we deduce that µ2 is in K. Thus F1 is similar to F2 over K. 
Corollary 1 (The Ratio Test for commensurability). If 1 and 2 are two commen-
surable hyperbolic n-simplex groups, with n odd, then the ratio of the determinants
of their Gram matrices M1 and M2 is a square in the field K generated by the entries
of M1 and M2.
Proof. By Theorem 1, the quadratic forms defined by M1 and M2 are similar
over K. This means that there is an (n+ 1)× (n+ 1) matrix C with entries in K
such that M1 = λCtM2C for some λ in K. If the dimension n is odd, then the ma-
trix dimension n+ 1 is even. By taking determinants of both sides of the equation
M1 = λCtM2C, we see that the ratio of the determinants of M1 and M2 must be a
square in K. 
Let M be the Gram matrix of a hyperbolic n-simplex group . The Schläflian
of  is defined to be det 2M . The Schläflian of  is easier to work with than the
determinant of M, since the Schläflian of  is an algebraic integer. When we apply
the Ratio Test, we will compute ratios of Schläflians.
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2. Arithmetic groups
In this section, we derive a sufficient condition for two hyperbolic n-simplex
groups to be commensurable. In order to derive our sufficient condition, we need
to develop some of the theory of quadratic forms and arithmetic groups.
Let F be a quadratic form defined by a symmetric nonsingular (n+ 1)× (n+ 1)
matrix S whose entries are real algebraic numbers. Let R be the ring of algebraic
integers of a real number field K that contains the entries of S. Let m be a positive
integer. The m-congruence subgroup of O(F,R) is the group O(F,R)m of all units
U of F over K such that U ≡ I mod m.
Lemma 3. The m-congruence subgroup O(F,R)m has finite index in O(F,R) for
each positive integer m.
Proof. By Theorem 4.4.2 of [6], the ring R is a free Z-module of rank equal to the
degree of K, and so R/(m) is a finite ring. 
The rational case of the following lemma was first proved by Poincaré [20].
Lemma 4. Let F1 and F2 be quadratic forms defined by symmetric nonsingular
real (n+ 1)× (n+ 1) matrices S1 and S2, respectively, such that F1 is similar to
F2 over a real number field K containing the entries of S1 and S2. Then the groups
of units of F1 and F2 over K are commensurable in GL(n+ 1,K).
Proof. There is an (n+ 1)× (n+ 1) matrix B with entries in K and a positive
number λ in K such that S1 = λB tS2B. Let β be the linear automorphism of Rn+1
whose standard matrix is B. Then β is an equivalence from F1 to λF2. Hence
BO(F1,K)B−1 = β∗(O(F1,K)) = O(λF2,K) = O(F2,K).
The entries of B are algebraic numbers, since K is a number field. Hence there is a
positive integer m such that the entries of mB and mB−1 are in the ring R of algebraic
integers of K. Let i = O(Fi, R) be the group of units of Fi over K for each i = 1, 2.
Then B(1)m2B−1 ⊂ 2 and B−1(2)m2B ⊂ 1. Now (1)m2 ⊂ 1 ∩ B−12B,
and so 1 ∩ B−12B is of finite index in 1 by Lemma 3. Likewise B1B−1 ∩ 2
is of finite index in 2. Hence 1 ∩ B−12B is of finite index in B−12B. Thus 1
and 2 are commensurable in GL(n+ 1,K). 
Let F be a quadratic form defined by a symmetric real (n+ 1)× (n+ 1) matrix
S. The form F is said to be admissible if and only if:
1. The form F is equivalent to the Lorentzian quadratic form F0.
2. The entries of S are algebraic numbers.
3. The number field K generated by the entries of S is totally real.
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4. For each nonidentity field embedding σ : K → R, the quadratic form Fσ , defined
by the matrix Sσ obtained by applying σ to the entries of S, is definite.
If F satisfies the first three conditions for admissibility, then the total number of
field embeddings of K into R is equal to the degree of K over Q. In particular, if
K = Q, then F is admissible.
The following lemma is due to Borel and Harish-Chandra [3].
Lemma 5. Let F be a quadratic form defined by a symmetric real (n+ 1)× (n+ 1)
matrix S. If F is admissible, then the group of units of F is a discrete subgroup of
O(F ) of finite covolume.
A hyperbolic n-simplex group  is said to be simply arithmetic if the quadratic
form F, defined by the Gram matrix M of , is admissible.
Theorem 2. Let 1 and 2 be two simply arithmetic hyperbolic n-simplex groups
such that the field K generated by the entries of the Gram matrix M1 of 1 is equal
to the field generated by the entries of the Gram matrix M2 of 2. If the quadratic
form F1 defined by M1 is similar to the quadratic form F2 defined by M2 over the
field K, then the groups 1 and 2 are commensurable in PO(n, 1).
Proof. There is an (n+ 1)× (n+ 1) matrix B with entries in K and a positive
number λ in K such that M1 = λB tM2B. Let βi be the equivalence from Fi to
F0 determined by i for i = 1, 2. Let Bi be the standard matrix of βi for each
i = 1, 2. Let D be the diagonal (n+ 1)× (n+ 1) matrix √λI . Let A = B2BDB−11 .
Then
AtJA=B−t1 DtB tB t2JB2BDB−11
=B−t1 DtB tM2BDB−11
=B−t1 M1B−11 = J.
Therefore A is in O(n, 1). By replacing A with −A, if necessary, we may assume that
A is in PO(n, 1).
Let R be the ring of algebraic integers of K. Let Υi be the group PO(Fi, R) of pos-
itive units of Fi for each i = 1, 2. By Lemma 1, the group (βi)−1∗ (i ) is a subgroup
of Υi . Hence i is a subgroup of BiΥiB−1i for each i = 1, 2.
As in the proof of Lemma 4, we deduce that Υ1 ∩ B−1Υ2B has finite index in
both Υ1 and B−1Υ2B. Therefore B1Υ1B−11 ∩ B1B−1Υ2BB−11 has finite index in
both B1Υ1B−11 and B1B−1Υ2BB
−1
1 . Now observe that
B1B
−1Υ2BB−11 =B1D−1B−1B−12 B2Υ2B−12 B2BDB−11
=A−1B2Υ2B−12 A.
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Hence the group B1Υ1B−11 ∩ A−1B2Υ2B−12 A has finite index in both B1Υ1B−11 and
A−1B2Υ2B−12 A. Thus B1Υ1B
−1
1 and B2Υ2B
−1
2 are commensurable in PO(n, 1).
By Lemma 5, Υi is a discrete subgroup of PO(Fi) of finite covolume. Hence
BiΥiB
−1
i is a discrete subgroup of PO(n, 1) of finite covolume. Now i is a dis-
crete subgroup of PO(n, 1) of finite covolume by Theorem 7.1.3 of [21],
and the index of i in BiΥiB−1i is the ratio of their covolumes, and so i has finite
index in BiΥiB−1i for each i = 1, 2. Hence i is commensurable with BiΥiB−1i in
PO(n, 1) for each i = 1, 2. Therefore 1 and 2 are commensurable in
PO(n, 1). 
Vinberg [23] proved that a hyperbolic n-simplex group  is arithmetic if and
only if  is commensurable in GL(n+ 1,R) to the group of units of an admissible
quadratic form. In particular, a simply arithmetic group is arithmetic.
There are exactly 72 hyperbolic Coxeter simplices, of dimension 3 and above, up
to congruence. See the tables at the end of our paper [13] for notation and Coxeter di-
agrams for all the hyperbolic Coxeter simplices of dimension 3 and above. According
to Vinberg [23], the associated groups of all but eight of these 72 simplices are arith-
metic. The nonarithmetic groups are the 3-dimensional groups [(3, 4, 3, 5)], [5, 3, 6],
[5, 3[3]], [(33, 6)], [(3, 4, 3, 6)], [(3, 43)], [(3, 5, 3, 6)], and the 5-dimensional group
[(35, 4)].
No arithmetic hyperbolic n-simplex group is commensurable to a nonarithmetic
hyperbolic n-simplex group, since being arithmetic is a commensurability invariant.
Thus the problem of classifying the hyperbolic simplex groups, up to commensura-
bility, breaks into two problems, the classification of the arithmetic groups and the
classification of the nonarithmetic groups.
3. Three-dimensional groups
There are 32 hyperbolic Coxeter tetrahedra up to congruence. Nine of them are
compact and 23 are noncompact. No cocompact group is commensurable to a non-
cocompact group, since being cocompact is a commensurability invariant. Thus the
problem of classifying the hyperbolic tetrahedral groups, up to commensurability,
breaks into two problems, the classification of the cocompact groups and the classi-
fication of the noncocompact groups.
The cocompact hyperbolic tetrahedral groups were classified, up to commensura-
bility, by Maclachlan and Reid [19] using quaternion algebras. We begin by reprov-
ing their result using the Ratio Test.
Theorem 3. All the cocompact hyperbolic tetrahedral groups are pairwise incom-
mensurable except for the pair of groups [4, 3, 5] and [5, 31,1]. The group [5, 31,1]
is a subgroup of [4, 3, 5] of index 2. The 17 arithmetic noncocompact hyperbolic
tetrahedral groups fall into two commensurability classes, the class of the group
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[3, 3, 6] and the class of the group [3, 4, 4]. The subgroup relationships among the
arithmetic noncocompact hyperbolic tetrahedral groups are given in the diagrams
below. The six nonarithmetic noncocompact hyperbolic tetrahedral groups are pair-
wise incommensurable except for the pair of groups [5, 3, 6] and [5, 3[3]]. The group
[5, 3[3]] is a subgroup of [5, 3, 6] of index 2.
Proof. The cocompact hyperbolic tetrahedral groups are [4, 3, 5], [3, 5, 3],
[5, 31,1], [(33, 4)], [5, 3, 5], [(33, 5)], [(3, 4)[2]], [(3, 4, 3, 5)], [(3, 5)[2]]. The group
[5, 31,1] is a subgroup of [4, 3, 5] of index 2, since the Coxeter tetrahedron of
[5, 31,1] has an obvious plane of symmetry that subdivides it into two copies of
the Coxeter tetrahedron of [4, 3, 5]. The group [(3, 4, 3, 5)] is nonarithmetic, and so
is not commensurable to any of the other eight arithmetic groups. This leaves the
seven groups [3, 5, 3], [5, 31,1], [(33, 4)], [5, 3, 5], [(33, 5)], [(3, 4)[2]], [(3, 5)[2]]
to classify.
Recall that the norm of an element x of a number field K is the rational number
given by the formula
N(x) =
∏{
σ(x) : σ is an embedding of K in C}.
The norm is multiplicative, that is, N(xy) = N(x)N(y) for all x, y in K. In particu-
lar, if x = a2y, then N(x) = N(a)2N(y). Thus if the ratio x/y is a square in K, then
the ratio of norms N(x)/N(y) must be a square in Q.
The Gram matrices of the groups [(33, 4)] and [(3, 4)2] are defined over the
field Q(
√
2). The Schläflians of the groups are −1 − 2√2 and −7, respectively.
The norms of the Schläflians are −7 and 49, respectively. The ratio of the norms
is not a square in Q, and so the groups are not commensurable by the Ratio
Test.
The Gram matrices of the other five groups are defined over the field Q(
√
5),
since cos(/5) = τ/2, where τ = (1 +√5)/2 is the golden ratio. To compare the
two groups represented over the field K = Q(√2) with the five groups represented
over the field Q(
√
5), we have to work in the field L = Q(√2,√5).
Recall that the relative norm NL/K(x) is the element of K given by
NL/K(x) =
∏{
σ(x) : σ is an embedding of L in C that fixes K pointwise}.
The relative norm is multiplicative, and so if the ratio x/y is a square in L, then the
ratio of relative norms NL/K(x)/NL/K(y) is a square in K.
From Table 1, we see that the ratio of the relative norms of the Schläflians of any
two of the seven groups is not a square in Q(
√
2) except for the ratio for the pair of
groups [(33, 4)] and [(3, 4)[2]]which we have already shown are not commensurable.
Thus all seven groups are pairwise incommensurable by the Ratio Test.
There are 23 noncocompact hyperbolic tetrahedral groups, 17 arithmetic and six
nonarithmetic. The arithmetic noncocompact group [3, 3[3]] is a subgroup of [3, 3, 6]
of index 2, since the Coxeter tetrahedron of [3, 3[3]] has an obvious plane of sym-
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Table 1
Group Schläflian NL/K (Schläflian) Factorization in Z[
√
2]
[3, 5, 3] 5 − 4τ −11 −1 · 11
[5, 31,1] 4 − 4τ −16 −1 · (√2)8
[(33, 4)] −1 − 2√2 9 + 4√2 (1 + 2√2)2
[5, 3, 5] 6 − 5τ −19 −1 · 19
[(33, 5)] 2 − 5τ −31 −1 · (7 + 3√2)(7 − 3√2)
[(3, 4)[2]] −7 49 (1 + 2√2)2(−1 + 2√2)2
[(3, 5)[2]] 1 − 7τ −55 −1 · 5 · 11
metry that subdivides it into two copies of the Coxeter tetrahedron of [3, 3, 6]. The
arithmetic noncocompact groups [3, 4, 4] and [3, 3[3]] are represented over the field
Q(
√
2). Their Schläflians are −2 and −3, respectively. The ratio 3/2 is not a square
in Q(
√
2), and so the groups are not commensurable by the Ratio Test.
The subgroup relationships among all the arithmetic noncocompact hyperbolic
tetrahedral groups are indicated in the diagrams below. The numbers between groups
are the indices. All the index 2 relations are due to a plane of symmetry in the Coxeter
Hyperbolic tetrahedral groups commensurable with [3, 3, 6].
Hyperbolic tetrahedral groups commensurable with [3, 4, 4].
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tetrahedron of the subgroup according to Coxeter and Whitrow [10]. For a discussion
of the remaining subgroup relations, see [14].
The nonarithmetic group [5, 3[3]] is a subgroup of [5, 3, 6] of index 2, since
the Coxeter tetrahedron of [5, 3[3]] has an obvious plane of symmetry that subdi-
vides it into two copies of the Coxeter tetrahedron of [5, 3, 6]. This leaves the five
nonarithmetic groups [5, 3[3]], [(33, 6)], [(3, 4, 3, 6)], [(3, 43)], and [(3, 5, 3, 6)] to
classify.
The Ratio Test fails to classify these groups up to commensurability, except
for distinguishing [5, 3[3]] from [(3, 43)], and so we have to take a more direct
approach. The key idea will be that the trace of a matrix is invariant under conju-
gation.
The Gram matrices for the five groups are, respectively,
M1=


1 − τ2 0 0
− τ2 1 − 12 − 12
0 − 12 1 − 12
0 − 12 − 12 1

 ,
M2=


1 − 12 0 −
√
3
2
− 12 1 − 12 0
0 − 12 1 − 12
−
√
3
2 0 − 12 1

 ,
M3=


1 − 12 0 −
√
3
2
− 12 1 −
√
2
2 0
0 −
√
2
2 1 − 12
−
√
3
2 0 − 12 1


,
M4=


1 − 12 0 −
√
2
2
− 12 1 −
√
2
2 0
0 −
√
2
2 1 −
√
2
2
−
√
2
2 0 −
√
2
2 1


,
M5=


1 − 12 0 −
√
3
2
− 12 1 − τ2 0
0 − τ2 1 − 12
−
√
3
2 0 − 12 1

 .
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Let gij be the jth generator of the Gram representation of the ith group. Then gij =
I − 2(Mi)j , where (Mi)j is the 4 × 4 matrix which is the zero matrix except for
the jth row vector which is equal to the jth row vector of Mi . For example, the four
generators determined from M1 are
g11=


−1 τ 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 , g12 =


1 0 0 0
τ −1 1 1
0 0 1 0
0 0 0 1

 ,
g13=


1 0 0 0
0 1 0 0
0 1 −1 1
0 0 0 1

 , g14 =


1 0 0 0
0 1 0 0
0 0 1 0
0 1 1 −1

 .
The five groups are represented over the fields Q(
√
5), Q(
√
3), Q(
√
2,
√
3),
Q(
√
2) and Q(
√
3,
√
5), respectively. The trace field of a group is the field gen-
erated by all the traces of matrices in the group. For each i, let gi = gi1gi2gi3gi4. We
show below that for each positive integer n, the trace of gni is in the set difference
Q(
√
5)− Q, Q(√3)− Q, Q(√6)− Q, Q(√2)− Q, and Q(√3,√5)− Q(√3)−
Q(
√
5), respectively. Since a finite index subgroup of the ith group must contain
gni for some n, we see that subgroups of finite index in the different groups have
different trace fields. Hence the Gram representations of the five groups are pairwise
incommensurable in GL(4,R), and so the five groups are pairwise incommensurable
by Lemma 2.
We complete the computation of traces of powers of the gi largely in parallel. The
characteristic polynomial for gi is
1 − 4αiλ− (4βi − 4α2i − 2)λ2 − 4αiλ3 + λ4.
Let γi = α2i + βi − 1. Then we have the table of values
i 4αi 16βi 8γi
1 1 + τ 22 + 7τ 4 + 5τ
2 2 +√3 23 + 4√3 7 + 4√3
3 3 +√6 27 + 6√6 13 + 6√6
4 3 + 2√2 33 + 12√2 17 + 12√2
5 2 + τ +√3τ 24 + 2√3 + 4τ + 6√3τ 8 + 2√3 + 6τ + 6√3τ
The eigenvalues of gi are
λi1=αi −
√
βi −
√
γi − 2αi
√
βi ,
λi2=αi −
√
βi +
√
γi − 2αi
√
βi ,
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λi3=αi +
√
βi −
√
γi + 2αi
√
βi ,
λi4=αi +
√
βi +
√
γi + 2αi
√
βi .
The trace of gni is thus
∑4
j=1 λnij which we can evaluate by expanding using the
binomial theorem:
4∑
j=1
λnij=
n∑
k=0
(
n
k
)[(
αi −
√
βi
)n−k (−
√
γi − 2αi
√
βi
)k
+
(
αi −
√
βi
)n−k (√
γi − 2αi
√
βi
)k
+
(
αi +
√
βi
)n−k (−
√
γi + 2αi
√
βi
)k
+
(
αi +
√
βi
)n−k (√
γi + 2αi
√
βi
)k]
=
n∑
k=0
k even
2
(
n
k
)[(
αi −
√
βi
)n−k (
γi − 2αi
√
βi
)k/2
+
(
αi +
√
βi
)n−k (
γi + 2αi
√
βi
)k/2]
=
n∑
k=0
k even
n−k∑
#=0
k∑
m=0
2
(
n
k
)(
n− k
#
)(
k/2
m
)
×
[
αn−k−#i
(
−√βi
)#
γ
k/2−m
i 2
mαmi
(
−√βi
)m
+αn−k−#i
(√
βi
)#
γ
k/2−m
i 2
mαmi
(√
βi
)m ]
=
n∑
k=0
k even
n−k∑
#=0
k∑
m=0
#+m even
2m+2
(
n
k
)(
n− k
#
)(
k/2
m
)
αn−k−#+mi β
(#+m)/2
i γ
k/2−m
i .
This sum has only positive coefficients and at least one term if n > 0. The alge-
braic numbers αi , βi , and γi have positive rational part and positive coefficients on
τ ,
√
3,
√
6, and
√
2, respectively, in the first four cases, and positive coefficients
on
√
3τ and nonnegative coefficients on
√
3 and on τ in the last case. Thus the
trace of gni belongs to Q(
√
5)− Q, Q(√3)− Q, Q(√6)− Q, Q(√2)− Q, and
Q(
√
3,
√
5)− Q(√3)− Q(√5), respectively, as claimed. 
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4. Four-dimensional groups
There are 14 hyperbolic Coxeter 4 simplices up to congruence. Five of them are
compact and nine are noncompact. The associated groups are all arithmetic.
Theorem 4. The four cocompact hyperbolic 4-simplex groups [3, 3, 3, 5], [4, 3,
3, 5], [5, 3, 31,1], [5, 3, 3, 5] are pairwise commensurable. The only subgroup
relationship among these groups is that [5, 3, 31,1] is a subgroup of [4, 3, 3, 5] of
index 2. The cocompact hyperbolic 4-simplex group [(33, 4)] is not commensurable
to any of the other four cocompact groups. All nine noncocompact hyperbolic 4-
simplex groups are pairwise commensurable. The subgroup relationships among the
noncocompact groups are given in the diagram below.
Proof. The group [5, 3, 31,1] is a subgroup of [4, 3, 3, 5] of index 2, since the Cox-
eter simplex of [5, 3, 31,1] has an obvious plane of symmetry that subdivides it into
two copies of the Coxeter simplex of [4, 3, 3, 5]. Bugaenko [4] proved that the group
[4, 3, 3, 5] can be represented as the group of positive units of the quadratic form
Fτ defined by the matrix Jτ = diag(1, 1, 1, 1,−τ), where τ = (1 +
√
5)/2 is the
golden ratio.
The Gram matrices of the groups [3, 3, 3, 5], [5, 3, 31,1], and [5, 3, 3, 5] are, re-
spectively,
M1=


1 − 12 0 0 0
− 12 1 − 12 0 0
0 − 12 1 − 12 0
0 0 − 12 1 − τ2
0 0 0 − τ2 1


,
M2=


1 − τ2 0 0 0
− τ2 1 − 12 0 0
0 − 12 1 − 12 − 12
0 0 − 12 1 0
0 0 − 12 0 1


,
M3=


1 − τ2 0 0 0
− τ2 1 − 12 0 0
0 − 12 1 − 12 0
0 0 − 12 1 − τ2
0 0 0 − τ2 1


.
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The field generated by the entries of Mi is Q(
√
5) for each i = 1, 2, 3.
Define the matrices
C1=


1 0 τ 0 1 + τ
0 0 2τ 0 2 + 2τ
0 −1 2τ 0 2 + 3τ
0 0 2τ 0 2 + 4τ
0 0 1 + τ −1 2 + 3τ


,
C2=


−2 − 2τ −2 − 2τ −2 − 2τ −2 − 2τ 4 + 6τ
−2 − 5τ −2 − 5τ −3 − 5τ −2 − 4τ 8 + 11τ
−2 − 4τ −2 − 4τ −2 − 6τ −2 − 4τ 8 + 10τ
−2 − 3τ −2 − 3τ −2 − 4τ −1 − 4τ 6 + 8τ
−2τ −2 − 2τ −1 − 3τ −1 − 2τ 4 + 5τ


,
C3=


169 + 377τ −8 − 14τ −71 − 128τ −28 − 29τ 305 + 465τ
266 + 428τ −12 − 46τ −114 − 142τ −2 − 56τ 320 + 610τ
150 + 245τ −25 − 15τ −115 − 75τ 30 − 50τ 200 + 350τ
90 + 150τ −30 −30 − 60τ 60 − 30τ 120 + 210τ
15 + 15τ 45 − 30τ 0 0 30 + 15τ


.
Then we have
Ct1M1C1 = Jτ , Ct2M2C2 = 2Jτ , and Ct3M3C3 = (3375 − 1125τ)Jτ .
Let Fi be the quadratic form defined by Mi for i = 1, 2, 3. The matrix Ci was found
by diagonalizing the quadratic form Fi over the field Q(
√
5) for each i = 1, 2, 3.
The above matrix equations imply that Fi is similar to Fτ over Q(
√
5) for each i =
1, 2, 3. Hence the forms F1, F2, F3 are similar to each other over Q(
√
5). The groups
[3, 3, 3, 5], [5, 3, 31,1], [5, 3, 3, 5] are simply arithmetic and so they are pairwise
commensurable by Theorem 2. Thus the groups [3, 3, 3, 5], [4, 3, 3, 5], [5, 3, 31,1],
and [5, 3, 3, 5] are pairwise commensurable.
By Theorems 5.5.1, 5.5.2, 6.5.6, and 7.1.3 of [21], a necessary condition for a
cocompact hyperbolic n-simplex group 1 to be a subgroup of another cocompact
hyperbolic n-simplex group 2 is that each stabilizer of a vertex of a Coxeter sim-
plex for 1 be a subgroup of the stabilizer of a vertex of a Coxeter simplex for
2. The stabilizer of a vertex of a Coxeter simplex for a cocompact hyperbolic n-
simplex group is a spherical (n− 1)-simplex group. The subgroups of a spherical
simplex group, that are generated by reflections, have been classified by Coxeter
[9], and so by consulting the tables in Coxeter [9], one can determine if a spherical
(n− 1)-simplex group is a subgroup of another spherical (n− 1)-simplex group.
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The group [5, 3, 31,1] is a subgroup of index 2 in [4, 3, 3, 5]. By comparing the
volumes of the Coxeter simplices of the groups [3, 3, 3, 5], [4, 3, 3, 5], [5, 3, 31,1],
[5, 3, 3, 5], given in our paper [13], we find that the only other possible inclusions
are [5, 3, 31,1] and [5, 3, 3, 5] as subgroups of [3, 3, 3, 5] of indices 17 and 26, re-
spectively. By checking the subgroup relationships between the vertex stabilizers of
Coxeter simplices for these groups, we find that neither inclusion is possible. In fact,
Everitt and Maclachlan [11] have shown that [3, 3, 3, 5] has no subgroups of index
17 or 26.
To see that the groups [3, 3, 3, 5] and [(34, 4)] are not commensurable, consider
the Gram representation of the group [(34, 4)] determined by its Gram matrix
M4 =


1 −
√
2
2 0 0 − 12
−
√
2
2 1 − 12 0 0
0 − 12 1 − 12 0
0 0 − 12 1 − 12
− 12 0 0 − 12 1


with generators defined by
g1=


−1 √2 0 0 1
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

 , g2 =


1 0 0 0 0√
2 −1 1 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

 ,
g3=


1 0 0 0 0
0 1 0 0 0
0 1 −1 1 0
0 0 0 1 0
0 0 0 0 1

 , g4 =


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 1 −1 1
0 0 0 0 1

 ,
g5=


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
1 0 0 1 −1

 .
The trace field of a subgroup of the Gram representation of [3, 3, 3, 5] is a subfield of
Q(
√
5). Thus it will suffice to show that every subgroup of finite index in the Gram
representation of the group [(34, 4)] has trace field equal to Q(√2). We will do this
by finding an element g such that tr gn lies in Q(
√
2)− Q for all positive integers n.
Let
g=g1g2g1g2g3g4g3g5g4g3
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=


1 +√2 2 +√2 −2 0 −√2
2 +√2 1 +√2 −√2 0 −2
1 1 0 0 −1
1 1 0 −1 0
1 1 −1 0 0

 .
The eigenvalues of g, with multiplicity, are
−1,−1, 1, 1 +√2 −√2
√
1 +√2, and 1 +√2 +√2
√
1 +√2.
The eigenvalues of gn are the nth powers of these, and the tr gn is the sum of these
powers. Expanding the powers of the last two eigenvalues using the binomial theo-
rem we see the odd terms drop out giving
tr gn = 1 + 2(−1)n +
n/2∑
k=0
(
n
2k
)
(1 +√2)n−k2k+1.
Expanding the powers of 1 +√2 in this sum and collecting the even and odd powers
of
√
2 gives that tr gn = an + bn
√
2, where
an = 1 + 2(−1)n +
n/2∑
k=0
(n−k)/2∑
j=0
(
n
2k
)(
n− k
2j
)
2j+k+1
and
bn =
n/2∑
k=0
(n−k−1)/2∑
j=0
(
n
2k
)(
n− k
2j + 1
)
2j+k+1.
As the sum for bn has only positive terms and at least one term for n > 0, we have
bn > 0 and an + bn
√
2 is in Q(
√
2)− Q. Therefore [(34, 4)] is incommensurable
with the other cocompact groups.
All nine noncocompact hyperbolic 4-simplex groups are pairwise commensura-
ble. The subgroup relationships among these groups were worked out by Johnson,
see [15] and the following diagram. 
Commensurable, hyperbolic, noncompact 4-simplex groups.
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5. Five-dimensional groups
There are 12 hyperbolic Coxeter 5-simplices up to congruence. All of them are
noncompact. The associated groups are all arithmetic except for [(35, 4)].
Theorem 5. The 12 hyperbolic 5-simplex groups fall into three commensurability
classes, the class of the group [3, 3, 3, 4, 3], the class containing the single group
[3, 3[5]], and the class containing the single group [(35, 4)]. The subgroup relation-
ships among the 10 groups commensurable to the group [3, 3, 3, 4, 3] are given in
the diagram below.
Proof. The groups [3, 3, 3, 4, 3] and [3, 3[5]] are represented over the field Q(√2).
Their Schläflians are −1 and −5, respectively. The ratio 5 is not a square in Q(√2),
and so the groups are not commensurable by the Ratio Test. The group [(35, 4)]
is not commensurable to either [3, 3, 3, 4, 3] or [3, 3[5]], since [(35, 4)] is nonarith-
metic and [3, 3, 3, 4, 3] and [3, 3[5]] are arithmetic. The remaining nine groups are
commensurable to [3, 3, 3, 4, 3]. The subgroup relationships were worked out by
Johnson and Kellerhals [13], see [16] and the following diagram. 
Commensurable, hyperbolic, 5-simplex groups.
6. Six-dimensional groups
There are three hyperbolic Coxeter 6-simplices up to congruence. All three are
noncompact. All the associated groups are arithmetic.
Theorem 6. The hyperbolic 6-simplex groups S6=[4, 32, 32,1], Q6=[31,1, 3, 32,1],
and P 6 = [3, 3[6]] fall into two commensurability classes, the class of the group S6
and the class of the group P 6. The group Q6 is a subgroup of S6 of index 2.
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Proof. The group Q6 is a subgroup of S6 of index 2, since the Coxeter simplex
of Q6 has an obvious plane of symmetry that subdivides it into two copies of the
Coxeter simplex of S6.
The Gram matrices of the groups Q6 and P 6 are, respectively,
M1=


1 0 − 12 0 0 0 0
0 1 − 12 0 0 0 0
− 12 − 12 1 − 12 0 0 0
0 0 − 12 1 − 12 − 12 0
0 0 0 − 12 1 0 0
0 0 0 − 12 0 1 − 12
0 0 0 0 0 − 12 1


,
M2=


1 − 12 0 0 0 0 0
− 12 1 − 12 0 0 0 − 12
0 − 12 1 − 12 0 0 0
0 0 − 12 1 − 12 0 0
0 0 0 − 12 1 − 12 0
0 0 0 0 − 12 1 − 12
0 − 12 0 0 0 − 12 1


.
The field generated by the entries of M1 and M2 is Q.
Define the matrices
C1=


1 1 1 1 1 1 3
−1 1 1 1 1 1 3
0 0 2 2 2 2 6
0 0 0 2 2 2 6
0 0 0 0 2 1 3
0 0 0 0 0 1 3
0 0 0 0 0 2 2


,
C2=


21 102 7 61 34 22 95
0 204 14 122 68 44 190
0 222 0 127 74 45 201
0 198 0 132 80 46 198
0 153 0 95 65 47 153
0 150 0 100 50 48 150
0 84 0 56 28 21 84


.
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Then Ct1M1C1 = 2J and Ct2M2C2 = 147J3, where J3 = diag(3, 3, 1, 1, 1, 1,−1).
Let Fi be the quadratic form defined by Mi for i = 1, 2 and by J3 for i = 3. The
matrixCi was found by diagonalizing the quadratic form Fi over Q for each i = 1, 2.
The above matrix equations imply that F1 is similar to F0 over Q and F2 is sim-
ilar to F3 over Q. We will show that F0 is not similar to F3 over Q. This implies
that F1 is not similar to F2 over Q and so Q6 and P 6 are incommensurable by
Theorem 1.
We will prove that F0 is not similar to F3 over Q by way of contradiction. Suppose
F0 is similar to F3 over Q. Then there is a rational 7 × 7 matrix C and a rational
number λ such that J = λCtJ3C. By taking determinants, we see that λ is a rational
square. Let D = √λI . Then J = (CD)tJ3(CD), and so F0 is equivalent to F3 over
Q. The rational quadratic form F0 has oddity equal to 5, the sum of the main diagonal
elements of J = diag(1, 1, 1, 1, 1, 1,−1). The rational quadratic form F3 has oddity
equal to 1, the sum of the main diagonal elements of J3 = diag(3, 3, 1, 1, 1, 1,−1)
modulo 8. The forms F0 and F3 are not equivalent over Q, since they have dif-
ferent oddities, by Theorem 3 in Section 5 of Chapter 15 of [8]. Thus we have a
contradiction. 
7. Seven-dimensional groups
There are four hyperbolic Coxeter 7-simplices up to congruence. All four are
noncompact. All the associated groups are arithmetic.
Theorem 7. The four hyperbolic 7-simplex groups T 7 = [33,2,2], S7 = [4, 33, 32,1],
Q7 = [31,1, 32, 32,1], and P 7 = [3, 3[7]] fall into three commensurability classes,
the class of the group T 7, the class of the group S7 and the class of the group P 7.
The group Q7 is a subgroup of S7 of index 2.
Proof. The group Q7 is a subgroup of S7 of index 2, since the Coxeter simplex
of Q7 has an obvious plane of symmetry that subdivides it into two copies of the
Coxeter simplex of S7.
The groups T 7, Q7, and P 7 are represented over the rational numbers. Their
Schläflians are −3,−4, and −7, respectively. The ratios of their Schläflians are
not rational squares, and so the groups are pairwise incommensurable by the Ratio
Test. 
8. Eight-dimensional groups
There are four hyperbolic Coxeter 8-simplices up to congruence. All four are
noncompact. All the associated groups are arithmetic.
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Theorem 8. The four hyperbolic 8-simplex groups T 8 = [34,3,1], S8 = [4, 34, 32,1],
Q8 = [31,1, 33, 32,1], and P 8 = [3, 3[8]] are pairwise commensurable. The group
Q8 is a subgroup of S8 of index 2. The group P 8 is a subgroup of T 8 of index 272.
There are no other subgroup relations.
Proof. The group S8 is not a subgroup of T 8, since the ratio of the volumes of their
Coxeter simplices is 17/2. The group Q8 is a subgroup of S8 of index 2, since the
Coxeter simplex of Q8 has an obvious plane of symmetry that subdivides it into two
copies of the Coxeter simplex of S8.
By Theorems 5.5.3, 5.5.5, 12.2.6, 12.3.5, and 12.5.3 of [21], a necessary condition
for a noncocompact hyperbolic n-simplex group 1 to be a subgroup of another non-
cocompact hyperbolic n-simplex group 2 is that each stabilizer of an ideal vertex
of a Coxeter simplex for 1 be a subgroup of the stabilizer of an ideal vertex of a
Coxeter simplex for 2. The stabilizer of an ideal vertex of a Coxeter simplex for a
noncocompact hyperbolic n-simplex group is a Euclidean (n− 1)-simplex group.
By Theorems 5.5.1, 5.5.2, 6.5.6, and 7.1.3 of [21], a necessary condition for a
Euclidean (n− 1)-simplex group H1 to be a subgroup of another Euclidean (n− 1)-
simplex group H2 is that each stabilizer of a vertex of a Coxeter simplex for H1 be a
subgroup of the stabilizer of a vertex of a Coxeter simplex for H2. The stabilizer of
a vertex of a Coxeter simplex for a Euclidean (n− 1)-simplex group is a spherical
(n− 2)-simplex group. The subgroups of a spherical simplex group, that are gen-
erated by reflections, have been classified by Coxeter [9], and so by consulting the
tables in Coxeter [9], one can determine if a spherical (n− 2)-simplex group is a
subgroup of another spherical (n− 2)-simplex group.
A Coxeter simplex for T 8 has a single ideal vertex and the stabilizer of this vertex
is the Euclidean 7-simplex group T8 = [34,3,1]. A Coxeter simplex for Q8 has a
single ideal vertex and the stabilizer of this vertex is the Euclidean 7-simplex group
Q8 = [31,1, 33, 31,1]. By checking the subgroup relationships between the vertex
stabilizers of Coxeter simplices for T8 and Q8, we find that Q8 is not a subgroup of
T8. Therefore Q8 is not a subgroup of T 8.
A Coxeter simplex for S8 has a single ideal vertex and the stabilizer of this vertex
is the Euclidean 7-simplex group S8 = [34,3,1]. A Coxeter simplex for P 8 has two
ideal vertices and the stabilizers of these vertices are the Euclidean 7-simplex groups
P8 = [3[8]] and T8. The groups P8 and T8 are not subgroups of S8 and so P 8 is not a
subgroup of S8. As Q8 is a subgroup of S8, we also have that P 8 is not a subgroup
of Q8.
Consider the vectors v0, v1, . . . , v9 in R8,1 defined as follows:
v0=(1, 1, 1, 1,−2,−2,−2,−2,
√
2)/3,
v1=(−1, 1, 0, 0, 0, 0, 0, 0, 0),
v2=(0,−1, 1, 0, 0, 0, 0, 0, 0),
v3=(0, 0,−1, 1, 0, 0, 0, 0, 0),
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v4=(0, 0, 0,−1, 1, 0, 0, 0, 0),
v5=(0, 0, 0, 0,−1, 1, 0, 0, 0),
v6=(0, 0, 0, 0, 0,−1, 1, 0, 0),
v7=(0, 0, 0, 0, 0, 0,−1, 1, 0),
v8=(1, 1, 1, 1, 1, 1, 1,−1, 0)/2,
v9=(2,−1,−1,−1,−1,−1,−1,−4, 2
√
2)/3.
The vector vi has Lorentz norm square vi ◦ vi = 2 for each i. The vector vi is a
Lorentz normal vector for an 8-dimensional vector subspace Vi of R8,1 and Pi =
Vi ∩H 8 is a hyperplane of H 8 for each i. Let ρi be the Lorentz reflection of R8,1 in
Vi for each i = 0, 1, . . . , 9. Then ρi is defined by
ρi(x) = x − (x ◦ vi)vi for each x in R8,1.
The 9 × 9 matrix (vi ◦ vj /2) is equal to the Gram matrix of the hyperbolic 8-simplex
group T 8 with respect to the side-ordering in the Coxeter diagram of T 8 in Fig. 1.
Therefore P0, P1, . . . , P8 are the bounding hyperplanes of a Coxeter simplex for T 8
by the proof of Theorem 7.3.1 in [21]. Hence ρ0, ρ1, . . . , ρ8 generate the group T 8.
The ordering of the generators of T 8 corresponds to the ordering in Fig. 1.
Likewise, P1, P2, . . . , P9 are the bounding hyperplanes of a Coxeter simplex
for the group P 8, and so ρ1, ρ2, . . . , ρ9 generate the group P 8. The ordering of
the generators of P 8 corresponds to the ordering in the Coxeter diagram of P 8 in
Fig. 2.
That P 8 is a subgroup of T 8 follows from the equation
ρ9 = (ρ0ρ4ρ3ρ5ρ4ρ0ρ6ρ5ρ4ρ3)ρ2(ρ3ρ4ρ5ρ6ρ0ρ4ρ5ρ3ρ4ρ0).
Fig. 1. Coxeter diagram and side numbering for T 8.
Fig. 2. Coxeter diagram and side numbering for P 8.
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The index of P 8 in T 8 is 272, since the ratio of the volumes of their Coxeter sim-
plices is 272. That P 8 is a subgroup of T 8 of index 272 was first proved by
Johnson.
The Gram matrices of the groups Q8 and T 8 are, respectively,
M1=


1 0 − 12 0 0 0 0 0 0
0 1 − 12 0 0 0 0 0 0
− 12 − 12 1 − 12 0 0 0 0 0
0 0 − 12 1 − 12 0 0 0 0
0 0 0 − 12 1 − 12 0 0 0
0 0 0 0 − 12 1 − 12 − 12 0
0 0 0 0 0 − 12 1 0 0
0 0 0 0 0 − 12 0 1 − 12
0 0 0 0 0 0 0 − 12 1


,
M2=


1 − 12 0 0 0 0 0 0 0
− 12 1 − 12 0 0 0 0 0 0
0 − 12 1 − 12 0 0 0 0 0
0 0 − 12 1 − 12 0 0 0 0
0 0 0 − 12 1 − 12 − 12 0 0
0 0 0 0 − 12 1 0 0 0
0 0 0 0 − 12 0 1 − 12 0
0 0 0 0 0 0 − 12 1 − 12
0 0 0 0 0 0 0 − 12 1


.
The field generated by the entries of M1 and M2 is Q.
Define the matrices
C1=


1 1 1 1 1 1 1 1 3
−1 1 1 1 1 1 1 1 3
0 0 2 2 2 2 2 2 6
0 0 0 2 2 2 2 2 6
0 0 0 0 2 2 2 2 6
0 0 0 0 0 2 2 2 6
0 0 0 0 0 0 2 1 3
0 0 0 0 0 0 0 1 3
0 0 0 0 0 0 0 2 2


,
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C2=


112 −108 392 0 444 566 −80 144 850
0 −216 784 0 888 1132 −160 288 1700
0 −394 1036 0 1066 1453 −240 432 2207
0 −432 1120 0 1328 1704 −320 576 2616
0 −428 1400 −112 1548 2102 −400 720 3186
0 −186 700 0 746 1093 −144 416 1607
0 −238 980 0 1022 1407 −336 448 2149
0 −168 560 0 616 980 −224 224 1372
0 −42 140 0 154 245 0 0 343


.
Then Ct1M1C1 = 2J and Ct2M2C2 = (112)2J . Let Fi be the quadratic form defined
by Mi for i = 1, 2. The matrix Ci was found by diagonalizing the quadratic form
Fi over Q for each i = 1, 2. The above matrix equations imply that F1 and F2 are
similar to F0 over Q, and so F1 is similar to F2 over Q. The groups Q8 and T 8
are simply arithmetic and so they are commensurable by Theorem 2. Thus the four
groups are pairwise commensurable. 
9. Nine-dimensional groups
There are three hyperbolic Coxeter 9-simplices up to congruence. All three are
noncompact. All the associated groups are arithmetic.
Theorem 9. The three hyperbolic 9-simplex groups T 9=[36,2,1], S9 = [4, 35, 32,1],
and Q9 = [31,1, 34, 32,1] are pairwise commensurable. The group S9 is not a sub-
group of T 9. The group Q9 is a subgroup of S9 of index 2. The group Q9 is a
subgroup of T 9 of index 527.
Proof. The group S9 is not a subgroup of T 9, since the ratio of the volumes of their
Coxeter simplices is 527/2. The group Q9 is a subgroup of S9 of index 2, since the
Coxeter simplex of Q9 has an obvious plane of symmetry that subdivides it into two
copies of the Coxeter simplex of S9.
Consider the vectors v0, v1, . . . , v10 in R9,1 defined as follows:
v0=(1,−1, 0, 0, 0, 0, 0, 0, 0, 0),
v1=(0, 1,−1, 0, 0, 0, 0, 0, 0, 0),
v2=(0, 0, 1,−1, 0, 0, 0, 0, 0, 0),
v3=(0, 0, 0, 1,−1, 0, 0, 0, 0, 0),
v4=(0, 0, 0, 0, 1,−1, 0, 0, 0, 0),
v5=(0, 0, 0, 0, 0, 1,−1, 0, 0, 0),
v6=(0, 0, 0, 0, 0, 0, 1,−1, 0, 0),
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v7=(0, 0, 0, 0, 0, 0, 0, 1,−1, 0),
v8=(1, 1, 1, 1, 1, 1, 1, 1, 1, 1)/2,
v9=(−1,−1, 0, 0, 0, 0, 0, 0, 0, 0),
v10=(0, 0, 0, 0, 0, 0, 1, 1, 1, 1).
The vector vi has Lorentz norm square vi ◦ vi = 2 for each i. The vector vi is
a Lorentz normal vector for a 9-dimensional vector subspace Vi of R9,1 and Pi =
Vi ∩H 9 is a hyperplane of H 9 for each i. Let ρi be the Lorentz reflection of R9,1 in
Vi for each i = 0, 1, . . . , 10. Then ρi defined by
ρi(x) = x − (x ◦ vi)vi for each x in R9,1.
The 10 × 10 matrix (vi ◦ vj /2) is equal to the Gram matrix of the hyperbolic 9-
simplex group T 9 with respect to the side-ordering in the Coxeter diagram of T 9
in Fig. 3. Therefore P0, P1, . . . , P9 are the bounding hyperplanes of a Coxeter sim-
plex for T 9 by the proof of Theorem 7.3.1 in [21]. Hence ρ0, ρ1, . . . , ρ9 generate
the group T 9. The ordering of the generators of T 9 corresponds to the ordering in
Fig. 3.
Likewise, P0, P1, . . . , P7, P9, P10 are the bounding hyperplanes of a Coxeter
simplex for the group Q9, and so ρ0, ρ1, . . . , ρ7, ρ9, ρ10 generate the group Q9. The
ordering of the generators of Q9 corresponds to the ordering in the Coxeter diagram
of Q9 in Fig. 4. To prove that Q9 is a subgroup of T 9, it remains only to show that
ρ10 is in the group generated by ρ0, ρ1, . . . , ρ9.
There is an even unimodular integral lattice 9,1 in R9,1. The lattice 9,1 is the
set of all vectors x in R9,1 such that the coordinates of x are all in Z or all in Z + 12
and such that x1 + x2 + · · · + x9 − x10 is in 2Z. The vector vi is in 9,1 for each i.
A positive automorphism of 9,1 is a positive automorphism α of the Lorentz-
ian quadratic form F0 such that α(9,1) = 9,1. We denote the group of positive
automorphisms of 9,1 by PO(9,1).
Fig. 3. Coxeter diagram and side numbering for T 9.
Fig. 4. Coxeter diagram and side numbering for Q9.
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The vector vi has Lorentz norm square vi ◦ vi = 2 for each i. This implies that
the reflection ρi is a positive automorphism of the lattice 9,1 for each i. According
to Conway [7] and a theorem of Vinberg [24], the reflections ρ0, ρ1, . . . , ρ9 generate
PO(9,1); in other words, T 9 = PO(9,1). Now ρ10 is a positive automorphism of
9,1, and so ρ10 is in the group generated by ρ0, ρ1, . . . , ρ9. Thus Q9 is a subgroup
of T 9. The index of Q9 in T 9 is 527, since the ratio of the volumes of their Coxeter
simplices is 527. That Q9 is a subgroup of T 9 of index 527 was first proved by
Ratcliffe and Tschantz. 
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