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Search-based software engineering allows the 
reformulation of the software engineering problems as 
search-based problems opening the possibility of 
applying metaheuristic algorithms [9]. Optimization 
techniques have been applied to a number of software 
engineering activities, a review of how to use them and 
the keys required for their application appears in [10].   
Classical software engineering methodologies break 
down the work in several stages: requirements, design, 
coding and test. This approach originates some 
problems, especially during the initial stages; once of 
the major problems we face when developing large and 
complex software systems is that related with 
requirements [11]. Requirements problems have a large 
space of possible solutions, becaming natural 
candidates for application of search based tecniques 
[5]. 
As reaction against these "heavyweight" 
methodologies, agile software development has been 
evolved as new approach [3, 14]. Agile methods 
promote incremental development, teamwork, 
collaboration, and process adaptability, breaking tasks 
into small increments or sprints. Iterations are short 
time and are worked on by a team through a full 
software development cycle, finishing when a working 
product is presented to stakeholders or customer. The 
set of features to be included in the next iteration or 
increment comes from the negotiation between 
customers and development team. These features are 
selected from a prioritized set of high level 
requirements that cover all customer need.  
The problem of which requirements should included 
in the next iteration as a search problem, also known as    
next release problem (NRP) [1], has been  addressed 
applying some metaheuristic optimization techniques. 
Other approaches propose variations and enhancement 
of this problem [7, 15, 16, 2, 8].  
It is assumed that for a software development 
project, there is a set of customers, C = {c1, …, cm} and 
a set of possible software requirements, R = {r1,…, rn}. 
It is assumed that all customers are not equally 
important for a given project. In order to satisfy each 
requirement, some resources need to be allocated and 
each one has a associated cost: Cost = {cost1, …, 
costn}. The increments have a cost boundary (B) that 
cannot be overrun.  
A decision vector {x1,…, xn}∈{0, 1}  denotes a 
problem solution and determines the requirements that 
have to be included in the iteration. In this vector, xi is 
1 if requirement i is selected and 0 otherwise. 
A wide range of different optimization and search 
techniques can and have been used in software 
engineering [10]. Specifically related with NRP,  
greedy algorithms, hill climbing, simulated annealing 
have been applied [1].  Suitability of weighted and 
Pareto optimal genetic algorithms, together with the 
NSGA-II algorithm have been used too [16, 15 , 8] 
Other metaheuristic technique is ant colony 
optimization (ACO), which is inspired by shortest path 
search behavior of various ant species [5, 6]. These 
algorithms are a wellknown set of techniques for 
finding near optimal solutions and have been applied in 
search based software engineering in testing [13, 12] or 
model checking [4].   
ACO algorithms are essentially construction 
algorithms: in each step, every ant constructs a solution 
to the problem by traveling, on a line that connects a 
food source to their nest. The main mean to maintain 
the line is a pheromone trail. Ants leave a some 
pheromone while traveling and each ant 
probabilistically select to follow a way rich in 
pheromone. Once an obstacle has appeared, ants cannot 
continue to follow the pheromone trail and they have to 
choose turning right or left. Those ants which choose, 
by chance, the shortest path will more rapidly 
reconnect the pheromone trail compared to those who 
choose the longer path. Thus, the shorter path will 
receive a greater amount of pheromone and therefore a 
larger number of ants will choose the shorter path. 
This approach can be applied to requirement 
negotiation problems: the more pheromones assemble 
in a requirement in R, the more probability the 
requirement will be selected. 
Every ant system cycle, or episode, the pheromone 
of each ri is adjust according to the level of attenuation 
of the pheromone in the search of the solution. After a 
certain of number episodes the i-th position of the 
decision vector obtained by ACO techniques, will 
contain a value 1 if the associated ri  is included in the 
path with the highest pheromone level and 0 otherwise. 
This proposal shows that ACO systems can be 
applied to problems of requirements selection in 
software incremental development, with the idea of 
obtaining better results of those produced by expert 
judgment alone. The evaluation of the ACO systems 
should be done through a compared analysis with 
greedy and simulated annealing algorithms, performing 
experiments with some problems instances. 
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