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This document serves as the second online appendix for the study "Investigating
Measurement Invariance by Means of Parameter Instability Tests for 2PL and 3PL
models". It provides a detailed description of two additional simulation studies on the
M-fluctuation tests, which are only summarized in the main text. Both of these studies
are based on Simulation Study I, which is reported in the main text. They investigated
the Type I error rate and power of M-fluctuation tests under a wider range of
conditions than those investigated in Simulation Study I.
Simulation Study II: Investigating the effect of misspecified person
parameter distributions.
Aim of Simulation Study II. Simulation Study I showed that an impact effect can
lead to an increased Type I error rate if it is not modeled in the item parameter
estimation. In the analysis of empirical datasets, it seems unrealistic to model all
impact effects in the data, since they might be related to unknown person covariates.
Simulation Study II therefore aimed to investigate this type of situation by analyzing
datasets with impact effects which are independent from the variable tested for DIF and
which therefore cannot be modeled based on this variable. This simulation study
further investigated the Type I error rate and power of M-fluctuation tests if the person
parameter distribution was not normal, as it is assumed in the used item parameter
estimation framework, but skewed.
Design of Simulation Study II. Simulation Studies II was based on Simulation
Study I in that its datasets were based on the same IRT models with the same test
length, item parameters and conditions of sample size. As in Simulation Study I, the
respondents were assigned by a Bernoulli experiment to two groups of comparable size,
of which one group could be affected by DIF. Simulated DIF effects affected the slope,
intercept or, if the data were generated from the 3PL model, the pseudo-guessing
parameter. They were again balanced or unbalanced and of the same size as in
Simulation Study I. We further included conditions with and without impact effects and
with and without the modeling of impact effects as in Simulation Study I. These
conditions were already outlined in the main text and will not be repeated here.
Simulation Study II included some additional types of datasets which were not
investigated in Simulation Study I:
• First, we included a condition in which the last 6 items were affected by DIF.
With the two conditions already investigated in Simulation Study I, in which no
or the last 12 items were affected by DIF, we therefore investigated overall three
conditions of DIF. As in Simulation Study I, there was no systematic difference
between items affected by and not affected by DIF.
• Second, besides conditions with normally distributed person parameters, we
investigated conditions in which this distribution was skewed. Under these
conditions, the person parameters were first drawn from the log-normal
distribution LN (1.08, 0.1). In a second step, 3.09 was subtracted from each value.
This led to a person parameter distribution with a mean of around 0, a variance
of around 1 and a skewness of around 1 under these conditions. Under conditions
with an impact effect, all person parameters were further increased by 1 in the
more able group.
• Third, we investigated two conditions on the relationships between the variable
for which impact was modeled and the variable tested for DIF. Under the first
condition, these variables were identical, as in Simulation Study I. Under the
second condition, these variables were generated independently. If both DIF and
impact effects were present, they were therefore parallel under this condition. The
resulting structure of datasets is presented in Figure B1.
In summary, Simulation Study II aimed at investigating the power and Type I error
rate of M-fluctuation tests if the person parameter distribution in the data differs from
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Figure B1 . The samples simulated in Simulation Study II. Color (dark vs. light gray)
encodes the DIF groups, whereas texture (stripes vs. no stripes) encodes the impact
groups.
those assumed in the item parameter estimation. These assumption could be either
violated by having a skewed person parameter distribution, or by including impact
effects orthogonal to the variable tested for DIF.
Results of Simulation Study II. As in Simulation Study I, we will first present and
discuss results on the Type I error rate. In line with our previous findings, we found
M-fluctuation tests to be conservative, especially if impact was modeled. Under these
conditions, the Type I error rates was 0.043 or below for all conditions. We further
found an inflated Type I error rate when the variable tested for DIF was affected by an
impact effect that was not modeled in the item parameter estimation. Under these
conditions, the Type I error rate was over 0.9 under all conditions. However, the Type I
error rate was not inflated if the impact effect was orthogonal to the variable tested for
DIF. Under these conditions, the Type I error rate was 0.055 or lower.
Next, we present results on the power of the M-fluctuation tests against DIF. We focus
here on results for the constrained 3PL model with 6 DIF items, in which impact effects
were modeled. For the 2PL model, similar results were observed, whereas the power
rates were generally higher for conditions with 12 DIF items. These results are therefore
omitted for brevity. Finally, we do not present results for M-fluctuation tests in which
impact effects were not modeled. As was already outlined, this often led to inflated
Type I error rates, which makes an accurate interpretation of the corresponding power
rates difficult.
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The following Table B1 illustrates the power rates under various conditions of sample
size, person parameter distributions, and types of DIF effects. As can be seen, the
power was overall high against uniform and nonuniform DIF effects and increased with
the sample size. Additionally, the tests were more sensitive against balanced than
against unbalanced DIF effects.
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Table B1
Power of the M-fluctuation tests for the constrained 3PL model in Simulation Study II under conditions with 6 DIF items. Values larger
than 0.7 are written in boldface.
DIF Effect Form of Parameter Orthogonal Affected N=500 N=1000 N=3000
Distribution DIF and Impact Parameters no Impact Impact no Impact Impact no Impact Impact
Balanced Normal No a 0.050 0.020 0.127 0.067 0.572 0.377
Balanced Normal No d 0.586 0.253 0.979 0.740 1.000 1.000
Balanced Normal No c 0.084 0.029 0.184 0.046 0.817 0.218
Balanced Normal Yes a 0.069 0.070 0.116 0.144 0.586 0.746
Balanced Normal Yes d 0.599 0.518 0.992 0.969 1.000 1.000
Balanced Normal Yes c 0.089 0.063 0.205 0.127 0.828 0.625
Balanced Log-normal No a 0.052 0.032 0.122 0.074 0.543 0.408
Balanced Log-normal No d 0.595 0.211 0.990 0.689 1.000 1.000
Balanced Log-normal No c 0.074 0.023 0.180 0.041 0.809 0.106
Balanced Log-normal Yes a 0.058 0.067 0.097 0.147 0.544 0.653
Balanced Log-normal Yes d 0.629 0.519 0.987 0.962 1.000 1.000
Balanced Log-normal Yes c 0.072 0.060 0.188 0.102 0.813 0.565
Unbalanced Normal No a 0.045 0.040 0.101 0.052 0.329 0.241
Unbalanced Normal No d 0.422 0.140 0.911 0.462 1.000 0.999
Unbalanced Normal No c 0.070 0.027 0.141 0.039 0.595 0.132
Unbalanced Normal Yes a 0.053 0.063 0.101 0.123 0.456 0.629
Unbalanced Normal Yes d 0.472 0.383 0.940 0.891 1.000 1.000
Unbalanced Normal Yes c 0.081 0.062 0.129 0.107 0.645 0.463
Unbalanced Log-normal No a 0.044 0.033 0.070 0.074 0.352 0.308
Unbalanced Log-normal No d 0.413 0.132 0.911 0.390 1.000 0.997
Unbalanced Log-normal No c 0.065 0.036 0.111 0.047 0.619 0.110
Unbalanced Log-normal Yes a 0.056 0.059 0.105 0.142 0.406 0.575
Unbalanced Log-normal Yes d 0.505 0.408 0.948 0.904 1.000 1.000
Unbalanced Log-normal Yes c 0.075 0.074 0.148 0.118 0.697 0.434
Simulation Study III: Investigating the effects of misspecified impact effects
Aim of Simulation Study III. Simulation Studies I and II illustrated the
importance of modeling impact effects to prevent an inflation of the Type I error rate.
In empirical datasets, the groups affected by impact are usually not completely known
and can only be roughly specified. Simulation Study III therefore investigated
conditions in which the groups for which impact was modeled where not identical to the
groups affected by impact.
Design of Simulation Study III. The datasets investigated in Simulation Study III
were very similar to those of Simulation Study II. The datasets of both studies were
generated from the same IRT models and item parameters, and used the same
conditions of simulated sample sizes (500, 1000 or 3000 respondents), test length (30
items) and forms of the person parameter distributions (log-normal and standard
normal). Similar to Simulation Study II, Simulation Study III included conditions in
which none or the last 6 or 12 items were affected by a DIF effect. If a DIF effect was
present, it again affected one type of item parameter (slope, intercept or
pseudo-guessing parameter) and was of the same size as in Simulation Studies I and II.
Following the design of these studies, we further included conditions with balanced and
unbalanced DIF effects. In these aspects, Simulation Study III was identical to
Simulation Studies I and II, therefore we omit details.
There were two important differences between Simulation Study II and III: First,
Simulation Study III did not include conditions of orthogonal DIF and impact effects.
Therefore, there was only one simulated person covariate which was related to DIF and
impact effects. This person covariate encompassed about 30% or 40 % of the sample,
depending on the simulated condition. This smaller part of the sample was affected by
DIF and impact effects. Second, in contrast to Simulation Studies I and II, this person
covariate was not assumed to be known in the modeling of impact. Instead, impact was
modeled for about one half of the overall sample, which included the smaller part for
which impact and DIF could be present. Therefore, the impact effect, if present, was
inaccurately modeled. Figure B2 illustrates the resulting type of datasets.
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Figure B2 . The samples simulated in Simulation Study III. The distribution of the
person parameters and the item parameters were changed for the striped part of the
sample, but the item parameter estimation modeled impact between the dark gray and
the light gray sample.
In summary, Simulation Study III investigated datasets in which a small bias in the
item parameter estimation was caused by an inaccurate modeling of impact effects, and
investigated the Type I error rate and power of the M-fluctuation tests when this bias
was present. As in the other simulation studies reported here, there were 1000
replications under each simulated condition.
Results of Simulation Study III. Although the impact effect simulated in the data
was inaccurately modeled, we did not observe an inflated Type I error rate. Depending
on the simulated condition, this rate ranged between 0.018 and 0.042, indicating that
M-fluctuation tests are robust against a slight misspecification of impact effects when
no DIF is present.
As in Simulation Study II, we focus on the results for the constrained 3PL model, which
were obtained under conditions with 6 DIF items. The corresponding power rates are
summarized in the following Table B2. As can be seen, the tests had considerable power
under all conditions. Under conditions with 12 DIF items, the rate of significant results
was higher. Very similar results were found for the 2PL model, but are omitted for
brevity.
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Table B2
Power of the M-fluctuation tests for the constrained 3PL model in Simulation Study III under conditions with 6 DIF items. Values
larger than 0.7 are written in boldface.
DIF Effect Form of Parameter Affected N=500 N=1000 N=3000
Distribution Parameters no Impact Impact no Impact Impact no Impact Impact
Balanced Normal a 0.043 0.034 0.047 0.047 0.133 0.161
Balanced Normal d 0.111 0.064 0.359 0.208 0.995 0.880
Balanced Normal c 0.051 0.031 0.077 0.037 0.218 0.078
Balanced Log-normal a 0.027 0.027 0.045 0.045 0.139 0.168
Balanced Log-normal d 0.133 0.079 0.431 0.199 0.989 0.854
Balanced Log-normal c 0.046 0.037 0.052 0.029 0.216 0.079
Unbalanced Normal a 0.034 0.042 0.049 0.039 0.108 0.120
Unbalanced Normal d 0.109 0.059 0.267 0.130 0.942 0.657
Unbalanced Normal c 0.041 0.025 0.066 0.032 0.143 0.062
Unbalanced Log-normal a 0.039 0.036 0.046 0.047 0.098 0.120
Unbalanced Log-normal d 0.098 0.060 0.272 0.138 0.939 0.660
Unbalanced Log-normal c 0.040 0.028 0.050 0.037 0.153 0.073
