Abstract. We study first some arrangements of hyperplanes in the n-dimensional projective space P n (F q ). Then we compute, in particular, the second and the third highest numbers of rational points on hypersurfaces of degree d. As application of our results we obtain some weights of the Generalized Projective Reed-Muller codes P RM (q, d, n). And we also list all the homogeneous polynomials reaching such numbers of zeros and giving the correspondent weights.
Introduction
The determination of the number of points in certain hypersurfaces of degree d in the n-dimentional affine and projective space over a finite field F q , gives results on the weight distribution of the generalized Reed-Muller codes. The d-th order generalized Reed-Muller codes GRM(q, d, n) was introduced firstly in the affine case by Kasami, Lin and Peterson [4] , studied in detail by connection between the multivariable and one variable approch by Delsarte, Goethals and Mac Williams [3] . Moreover Lachaud [5] following Manin and Vladut [6] , has considered projective Reed-Muller codes P RM(q, d, n) i.e. the d-th order Reed-Muller codes defined over the projective space P n (F q ). As another presentation, in his paper [1] Y. Aubry studied the case of Reed-Muller codes associated to projective algebraic varieties. As in the affine case, a difficult problem is the determination of the weight polynomial. The only known weight is the first, called the minimum distance and it has been proven independently by Sørensen [10] and Serre [8] . However, in the affine case, for the classical generalized Reed-Muller codes the second weight was computed by Cherdieu and Rolland [2] under a condition between q and d. Recently, I [7] resolved a large part of the restriction of Cherdieu and Rolland and proved the result of the second wieght in the majority of cases. In this paper, by using some methods of combinatorial and incidence geometry in the projective space P n (F q ), we compute in particular, the second and the third highest numbers of points of hypersurfaces which are associated to homogeneous polynomials in F q [X 0 , X 1 , ..., X n ] h d . We start with the case of homogeneous polynomials which are products of linear factors. In this case we give the three first highest numbers of zeros and the last one. In the following we study the general case of homogeneous polynomials in F q [X 0 , X 1 , ..., X n ] h d and we obtain some weights of P RM(q, d, n) codes. In each case we compute the number of codewords reaching the correspondent weights.
Definitions and Notations
We denote by:
• F q a finite field with q elements (q a power of a prime p).
• F q [X 0 , X 1 , ..., X n ] h d ∪ {0} the vector space of homogeneous polynomials in n + 1 variables with coefficients in F q and of degree d.
• P n (F q ) the n-dimensional projective space over F q .
• Π n = #P n (F q ) =
, the number of rational points of P n (F q ).
• Π −1 = 0 (by convention, which meaning the number of points in the empty set ). In this paper we suppose that 2 ≤ d ≤ q and n ≥ 2. We recall that the projective Reed-Muller codes P RM(q, d, n) is the image of the map
where x i is the first non-zero component of v = (x 0 : ... : x n ).
• A codeword c ∈ P RM(q, d, n) is defined by the vector:
• The weight of c is the number of its non-zero coordinates.
• Z q (f ) the set of zeros of f , #Z q (f ) is the number of points of the hypersurface S defined by f , denoted also #S.
•
• The i-th weight is w i = Π n − N i , for i ≥ 1.
Hyperplane Arrangements
An arrangement of d hyperplanes in
From the geometrical point of view, a set of zeros of a homogeneous polynomial product of d distinct linear factors is a particular hypersurface formed by an arrangement of d hyperplanes. The maximal number of F q -rational points on a hypersurface of degree d in the n-dimensional projective space P n (F q ) is obtained by hypersurfaces splits into d distinct hyperplanes having a certain geometrical configuration, what is given by Serre [8] for d ≤ q and by Sørensen [9] for d ≤ n(q − 1). It is of interest to find other configurations of hyperplanes with many points, in order to determine other weights of certain classes of codes. It would be desirable to classify arrangements of d hyperplanes according to theirs numbers of points. However, it comes that is possible to classify them for small values of d, which is not obvious for large value. For any value of d, less than q, we present the three first arrangements of d hyperplanes, having the first three highest numbers of points, which is the subject of subsection (3.3) and the last one which is the bulk of the following subsection (3. (i) The number of points in an
Proof.
We can deduce the result from Serre's letter [8] (Theorem and Remark (2)). 
The following properties are equivalent:
(
(iii) for each i, j and k distincts we have H i ∩H j = H i ∩H k and all the H i contain a common linear subvariety of codimension 3.
Proof. (i) ⇒(iii): This comes immediately from the definition of
linear subvarieties of codimension 2 meeting in a common linear subvariety of codimension 3. Since for each i, j and k distincts we have
are distinct and meet in a linear subvariety of codimension 3. Therefore
arrangement satisfying the property (ii). It is easily seen that all the
(ii) For any hyperplane arrangement
(i) The following sum counts every point in a hyperplane arrangement A d exactly once,
Let us consider an arrangement A
which is a projective space of dimension n − 1. Then we have, from proposition 3.1-(i),
hence, from formula (3.1) we get
(ii) We will proceed by recurrence on d. 
what gives N(A 
The number of points in A d can be represented as follows:
which is an arrangement of d − 1 hyperplanes, considering (i) and by the recurrence hypothesis, we get
Then, by formulas (3.2), (3.3) and (3.4) one obtains
so the result
Considering the last result, from now on, we may denote A 
, and we have
Proof. In P n (F q ), if H is a hyperplane and E is a subspace of dimension t > 0, then E ∩ H has dimension t or t − 1. The linear subvariety
-arrangement in H which is a projective space of dimension n − 1. It follows from proposition 3.1 that 
Proof. Let us write the number of points of an arrangement A d
[r] in the following way
(3.6) the arrangement {H 1 , . . . , H r } is of type A r 1 , from proposition 3.1 we get
from lemma 3.1 we have
thus, the formula (3.6) give
The following proposition (case (a)) give a set of arrangements reaching the bound of (3.5) in the last lemma 3.2. 
Proof. We may compute the number of points in A
As {H 1 , . . . , H r } is an A r 1 -arrangement, we have
which is the same case for the arrangement {H r+1 , . . . ,
In the different situations we will compute
which may be written as
By lemma 3.1, for all hyperplane H i not containing K ′ , we have
and
Combining (3.12) which is valid for 1 ≤ i ≤ r − 1, (3.13) and (3.14), from (3.11) we get
Therefore, from equations (3.7), (3.8), (3.9), (3.10) and (3.15) we get
(3.16) Using (3.12) and (3.16), from (3.11) we get
Therefore, from equations (3.7), (3.8), (3.9), (3.10) and (3.17) we get
from where
Using (3.12) and (3.18), from (3.11) we get
Therefore, from equations (3.7), (3.8), (3.9), (3.10) and (3.19) we get
From equations (3.12) and (3.20), applying (3.11) we have
Therefore, from equations (3.7), (3.8), (3.9), (3.10) and (3.21) we get 
(i) From the proposition (3.1), an arrangement of type A
(ii) The number of points of an arrangement of type A d 2 is such that
(iii) An arrangement A 
(iv) We remark that, in the case of an A 
). With the lemma 3.2 we have
and since
It remains to see the cases r m = 3 and r m = 2. It is clear that the number of points in one A d
[rm] -arrangement can be written in the form:
(c) If r m = 3, the arrangement considered is of type A d [3] . In fact with the lemma 3.2 we know that,
For d > 7, we will prove the strict inequality. Let H 1 , H 2 and H 3 such that 
The number of points in the trace of {H 1 , H 2 , H 3 ) on H 4 is given by lemma (3.1):
and in the same way
So, for j ≥ 5 we have the following inequality
Let us suppose that for some j ≥ 5, one has
and from (3.24) and (3.25), we get
Thus for j ≥ 5 the H j ∩H 4 , j ≥ 5 are among {K 1 , K 2 , K 3 }. Since r m = 3, a subspace K i cannot be contained in more than three hyperplanes of this arrangement A d [3] . For i = 1, 2, 3, K i is contained in H i , H 4 and an unique hyperplane H j , with j ≥ 5, and one can suppose that to each K i is associated the hyperplane H i+4 . Thus, only three hyperplanes H j , which can be for example H 5 , H 6 and H 7 can contain respectively K 1 , K 2 , and K 3 . Hence for all j ≥ 5, except at most three hyperplanes verifie the equation (3.25) , for the others we have:
Therefore, from (3.22), (3.23), (3.24) and (3.26), for d > 7 we get
(d) If r m = 2, in this case, the considered arrangement A d [2] is an arrangement of d hyperplanes such as there does not exist more than two hyperplanes having the same intersection in a linear subspace of codimension two. We will use formula (3.22) :
For the term # 
For j ≥ 5, the trace of {H 1 , ..., H 4 } on H j form an arrangement of 4 hyperplanes in P n−1 (F q ). Then from theorem 3.1, we have
Therefore, from (3.22), (3.27) and (3.28) we obtain
Remark 3.4. We derive from the preceding proof that for d ≥ 5 we have a large inequality 
For r m = 2, we conserve the same proof which it done without the condition d > 7.
General Case Of Homogeneous Polynomials In
In this section we will search if there exists homogeneous polynomials from F q [X 0 , X 1 , ..., X n ] Proof. Let E m an linear subspace of dimension m in P n (F q ) contained in S. For an linear subspace E m+1 , of dimension m + 1 in P n (F q ), containing E m , two cases may appear.
1) E m+1 is contained in S. In this case #(E m+1 ∩ S) = Π m+1 as the restriction to S of the associated polynomial is identically zero (φ /S = 0); [8] and Thas [11] ), and E m is made of zeros of φ.
Recall that the number of E m+1 in P n (F q ) containing a fixed E m is:
We denote with α the number of E m+1 , containing E m , and contained in S. Then the number of points of S is such that:
With the hypothesis that #S η t , we have:
which is equivalent to :
,
we write δ m in the form:
We remark that, the map m −→ δ m is decreasing in m, therefore δ m δ n−2 , for 0 m n − 2, and q d + t − 1.
We have
but α is an integer, hence α 1.
Therefore S contain a linear subspace E m+1 such that E m+1 ⊃ E m .
Theorem 4.1. Let φ a homogeneous polynomial, not product of linear factors, in
Proof. (I) The numbers w i = Π n − N i , 1 ≤ i ≤ 3, are deduced from the previous results mentioned in theorems (3.2) and (4.1).
(II)These numbers are obtained by using some combinatorial methods from projective geometry. To find each #P i we compute the number of possible A d i -arrangments and we multiply the obtained number by (q − 1), because each hyperplane arrangment can be defined by (q − 1) different defining polynomials. At the beginning, let us recall that the number #G n+1 r+1 of r-dimensional linear subspaces E r in P n (F q ) (i.e. the number of points of the Grassmannians of order r) is:
.
To construct an A ways of selecting an subspace M of codimension 3 in K, (4) and then (q 2 +q+1−(q+1) = q 2 ) choices for the d-th hyperplane, because the number of hyperplanes in P n (F q ) containing the fixed linear subspace M is (q 2 + q + 1), where (q + 1) among them through K.
(iii) For A ways of selecting a subspace K 1 , we distinguish special weights of the projective ReedMuller codes P RM(q, d, n). The weights w i of this set, corresponding to codewords c i , are given only by all the polynomials which are products of linear factors. The total number of corresponding codewords of this set is (q − 1) times the number of possible hyperplane arrangements in P n (F q ), because each hyperplane arrangement can be defined by (q − 1) defining polynomials:
It is practical to give the total list of this weights for small values of d. For the general case (when d is large enough) we are satisfied here with the first three weights w 1 , w 2 and w 3 given by the corollary 4.1 and the last weight of this list, denoted w ℓ min , which is deduced from the minimal arrangemnt (theorem 3.1):
