This paper is concerned with the estimation of a fixed effects panel data model that adopts a partially linear form, in which the coefficients of some variables are restricted to be constant but the coefficients of other variables are assumed to be varying, depending on some exogenous continuous variables. Moreover, we allow for the existence of endogeneity in the structural equation. Conditional moment restrictions on first differences are imposed to identify the structural equation.
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Two of the most important issues that econometricians must face when modeling individual choice in demand systems or market equilibrium are the presence of endogenous variables and individual heterogeneity (see Heckman (2008) ). Traditionally, instrumental variable models (IV) have been proposed as the solution to account for endogeneity, whereas heterogeneity has been handled through the use of panel data techniques (see among others Arellano (2003) ). Trying to cope with both issues at the same time, instrumental variable models exhibit a long tradition in the panel data analysis literature (see for example Hsiao (2003) , Chapter 5). In many situations, economic theory does not imply tight functional form specifications for instrumental variable models so that it is useful to consider nonparametric and semiparametric extensions. Unfortunately, the introduction of this flexible specifications has a cost in terms of curse of dimensionality (see
INTRODUCTION
This paper is then concerned with the estimation of a fixed effects panel data model that adopts a partially linear form, in which the coefficients of some variables are restricted to be constant but the coefficients of other variables are assumed to be varying, depending on some exogenous continuous variables. Moreover, we allow for the existence of endogeneity in the structural equation. This structure leads itself naturally to a semiparametric three stage estimation procedure that is based in a transformed (first order differenced) structural model. In the first stage, endogenous variables are projected on a set of instrumental variables, in the second stage constant coefficients are estimated through a profile least squares approach and finally, in the third step nonparametric techniques are used to estimate the varying coefficients. Unfortunately, the estimators obtained in this last stage achieve a rather slow rate of convergence. In order to improve its rate, and following the ideas in Fan and Zhang (1999) , a one-step backfitting procedure is developed. It turns out that the resulting estimator is oracle efficient and exhibits an optimal rate of convergence. However, as a result of the first differences transformation, two alternative backfitting estimators for the same unknown function of the varying parameters are obtained. With the aim of improving the efficiency, we combine both estimators through a minimum distance estimation technique and hence, the
resulting estimator is more efficient. As far as we know, this approach is completely new and the minimum distance estimation technique applied to this problem has never been used before in the literature.
To avoid the ill-posed inverse problem (see Newey and Powell (2003) for details) but at the same time, to keep some model specification flexibility, conditional moment restrictions on first differences are imposed to identify the structural equation (see Ai and Chen (2003) , Hall and Horowitz (2005) and Newey (2013) among others for a similar approach). Other procedures such as the so-called control function approach proposed in Heckman and Robb (1985) , Blundell et al. (2013) , Darolles et al. (2004) , Gao and Phillips (2013) , and Su and Ullah (2008) among others are available at the price of assuming other type of identification assumptions. To the best of our knowledge, Cai et al. (2006) , Cai and Xiong (2012) and Cai et al. (2017) are the most relevant references for varying coefficient with endogenous covariates, but they completely ignore the panel data case. On its part, several papers (see Rodriguez-Poo and Soberon (2017) for a survey) analyze panel data varying coefficient models, but the resulting estimators are not robust to the presence of endogeneity. Recently, Fève and Florens (2014) consider the estimation of nonparametric panel data models using an instrumental variable condition. However, their results do not apply straightforwardly 1. INTRODUCTION to the varying coefficient model. Finally, some IV methods have been proposed in the context of varying coefficient panel data models with random effects. In Cai and Li (2008) it is proposed to estimate the unknown functions of interest by using the so-called nonparametric generalized method of moments. However, this method does not control for heterogeneity when it is correlated with some explanatory variables, and hence it renders to asymptotically biased estimators when fixed effects are present. Since the semiparametric partially linear varying coefficient model encompasses several alternative specifications that can be of great interest for econometricians (i.e. partially linear model, fully linear parametric model), based in Cai et al. (2017) and references therein, we propose a Wald-type test statistic. Furthermore, we provide a technique to compute confidence bands for the varying coefficients. To show the feasibility and possible gains of this new procedure, it is applied to extend a Life Cycle Hypothesis (LCH) model as the one proposed in Chou et al. (2004) to a panel data model.
The structure of this paper is as follows. In Section 2 we set up the econometric model and we describe the three-step estimation procedure. In Section 3 we show their asymptotic properties. In Section 4 more efficient estimators such as one-step backfitting and minimum distance estimators are provided. Section 5 develops a Wald-type test for the constant coeffi-cients and a pointwise confidence bands for the functional coefficients. In Section 6 a Monte Carlo study is presented to investigate the finite sample performance of the proposed estimators and test statistic. Section 7 applies our methods to the estimation of a LCH model. Finally, Section 8 concludes the paper. Assumptions and proofs of the main results are relegated to the Supplementary Material.
Model and estimation procedures
A partially varying coefficient panel data model assumes the following form:
where Y it is an observed scalar random variable, X 1it and U 1it are (d 1 × 1) and (k 1 × 1) vectors of endogenous random variables, respectively, X 2it and U 2it are vectors of exogenous random variables of dimension (d 2 × 1) and (k 2 ×1), respectively, it is the random error, and µ i denotes the unobserved individual heterogeneity. Also, the structural equation (2.1) includes some unknown functions (i.e., m 1 (·) and m 2 (·)) of a (q × 1) vector of exogenous continuous random variables, Z it , and some constant coefficients (i.e., β 1 and β 2 ) that need to be estimated. Furthermore, let us denote L it as a ( ×1)
vector which contains all exogenous variables (i.e., Z, X 2 , and U 2 ) and a M -dimensional vector of other instrumental variables, where = q+d 2 +k 2 +M and ≥ d 1 + k 1 , which is the identification condition that the number of instruments is larger than the number of endogenous variables. A similar definition is given for L i(t−1) . We assume the following moment condition
The above model is general enough to include relevant empirical examples in the economics literature. For example, based on the Life-cycle hypothesis (LCH) theory, Gourinchas and Parker (2002) and Kuan and Chen (2013) show that the elasticity of preventive savings to changes in net wealth and/or medical expenses varies according to certain households' features such as the age of the household head.
Further, the model above allows for two different sources of endogeneity. First, there exists a subset of endogenous explanatory variables (i.e., X 1 and U 1 ). Second, the heterogeneity term, µ i , can be also arbitrarily correlated with Z, X and/or U (i.e., fixed effects). It is already well-known that, whether we ignore both sources of endogeneity, direct estimation of the functions of interest rends to estimators asymptotically biased. The second source of endogeneity can be handled by taking a first difference transformation in (2.1) obtaining
where
vectors, while ∆U it = (∆U 1it , ∆U 2it ) and β = (β 1 , β 2 ) are (k×1) vectors,
and m(Z i(t−1) ).
For any given β, and ∆Y * it = ∆Y it − ∆U it β, in Rodriguez-Poo and Soberon (2014) it is proposed to estimate the quantities of interest, m (·), for a given point z ∈ A where A is a compact subset in a nonempty interior of IR, by minimizing the following criterion function
with respect to γ, where γ = m(z). In addition, H is a q × q symmetric positive definite bandwidth matrix and K is a q-variate such that
Note that the kernel weights in (2.4) are related to both Z it and Z i(t−1) . This is a significant issue because it enables us to overcome the non-negligible asymptotic bias characteristic of the differencing nonparametric estimators.
If we consider kernels only around Z it , the remainder term in the Taylor's approximation will not be negligible since the distance between Z is (s = t) and z does not vanish asymptotically. This phenomena was already pointed out in Mundra (2005) and Lee and Mukherjee (2014) , but it was solved in Soberon (2014, 2015) for a local linear regression.
Unfortunately, although the resulting estimator for γ using the latter proposal is robust to fixed effects, it is still subject to the first endogeneity problem (i.e., the endogeneity of X 1 and U 1 ). Taking expectation on both sides of the structural equation (2.3), conditioning on both L it and L i(t−1) , and using the condition (2.2) one can obtain the following
Then, taking into account (2.5) and proceeding as above the coefficient functions m(·) can be estimated by minimizing the following criterion
definite, the solution to this problem is
Unfortunately, m β (z; H 2 ) is an infeasible estimator because the vector of parameters, β, and the nonparametric functions E(∆X 1it |L it , L i(t−1) ) and
) are unknown and need to be estimated. The first stage in our estimation procedure is the estimation of the nonparametric func-
respectively, with bandwidth H 1 . They can be for example local linear or constant estimators.
The second stage is to estimate β. We propose a conventional profile least squares estimator (see Fan and Huang (2005) )
is the vector ∆W U it where the unknown functions have been replaced by consistent estimators and finally S is a smoothing matrix, i.e.
∆ W X it and W X it are the vectors ∆W X it and W X it respectively, where the unknown functions have been replaced by consistent estimators. Finally K(z; H 2 ) is a n × n diagonal matrix of the form
Note that β can be considerably affected by the residuals from the first stage. To overcome it, following Cai et al. (2017) we propose a modified estimator of the form
where S is a smoothing matrix of the form
Finally, once obtained the estimator for β, replacing the unknown quantities by their estimated objects the resulting three stage estimator for m (·), at any given value of z, is
Note that the criterion function (2.7) stands for the local constant approximation to m (.). A straightforward extension would be to extend our results to the local linear case. In Section 1 of the Supplementary Material we provide all expression of the three stage estimators for this case.
Statistical properties
In this section, we investigate some asymptotic properties of the estimators proposed in the previous section. Under some technical assumptions provided in Section 2 of the Supplementary Material, we present their asymptotic behavior. The detailed proofs of the following results are also given in Sections 3 to 5 of the Supplementary Material. From now on, let us denote
Theorem 3.1. Suppose that Assumptions S2.1-S2.10 hold. When N tr(H 2 ) 2 → 0, as N tends to infinity and T is fixed, we have
In addition, the asymptotic normality of the three stage estimator m β (z; H 2 ) can be established as follows Theorem 3.2. Suppose that Assumptions S2.1-S2.10. As N tends to infinity and T is fixed, we have 
Under the previous assumptions, the asymptotic normality of the local linear version of the three stage estimators is collected in Corollaries S1.1 and S1.2 that appear in Section 1 of the Supplementary Material.
Comparing the results of Theorem 3.2 and Corollary S1.2 it can be noted, as expected, the best behavior, in terms of bias, of the Local Linear three stage estimator against the Naradaya-Watson version. For other advantages see Fan and Gijbels (1995) . Nevertheless, in this framework with endogenous regressors it is also necessary to take into account that the local linear estimator requires the use of three different nonparametric estimators as IV, with their corresponding bandwidths, whereas the Nadaraya-Watson only needs one. Therefore, a better performance of the Nadaraya-Watson estimator in finite samples is expected, as it is going to be shown later in the Monte Carlo experiments. That is the reason why we focus on the Nadaraya-Watson estimators throughout the paper, although all the proposed results could be extended to the local polynomial case.
Furthermore, note that the results from Theorem 3.2 show a bias term that asymptotically depends only on the smoothness of m(·) and E(∆X 1it |L it , L i(t−1) ).
The dependence on β and E(∆X 1it |L it , L i(t−1) ; H 1 ) is negligible because β is √ N T -consistent and, under the assumptions established in Section 2 of the
). Finally, the dependence on E(∆X 1it |L it , L i(t−1) ) vanishes because of condition tr(H 1 ) = o p (tr(H 2 )). As it can be also remarked, Theorem 3.2 shows a variance term that exhibits a rate of convergence that is suboptimal. In this smoothness class the lower rate of convergence for this type of estimators is n|H 2 | 1/2 (see Härdle (1990) for details). For this reason, in the next section, and following Rodriguez-Poo and Soberon (2014) and Rodriguez-Poo and Soberon (2015), we will propose a one-step backfitting algorithm that will make the rate of convergence of our estimators optimal.
More efficient estimators
4.1 One-step backfitting and minimum distance estimators
In this section we first propose a one-step backfitting algorithm that will enable us to achieve optimal nonparametric rates of convergence of the estimators for m(·). In addition, as it will be detailed further in this section, because of the additive structure of the regression model, the backfitting procedure generates two alternative estimators for m(·). Nevertheless, by combining both estimators through a minimum distance estimation technique it is possible to obtain a more efficient estimator for m (·).
Applying the well-known one-step backfitting procedure, we propose the following three stage estimator.
is definite positive,
where ∆ Y 1it = ∆Y it + X i(t−1) m β (Z i(t−1) , H 2 ), and m β (·, H 2 ) is the estimator defined in (2.10). Note that in this case, we use β instead of β. In terms of asymptotics the results are the same because in both cases the rate of covergence is √ n.
The main idea of the application of the backfitting algorithm here is to sum X i(t−1) m β (Z i(t−1) , H 2 ) in both terms of the first differenced structural equation in (2.3). By doing so, the structural model is transformed into a very simple expression,
and
Then, the unknown function m(·) in (4.12) can be estimated following the same steps as in (2.6)-(2.9) obtaining now (4.11).
Given the additive structure of (2.3), a second estimator for m (·) can be
is a positive definite matrix, then an alternative backfitting estimator for m (·) is
∆Y it and again m β (·, H 2 ) is the estimator defined in (2.10). Substracting X it m β (Z it , H 2 ) in both terms of (2.3) and proceeding as above we obtain (4.13).
Therefore, this technique provides two different estimators, m 
(4.14)
We propose to calculate the estimators m 
where 
We now proceed to analyze the asymptotic properties of both the backfitting and the minimum distance estimator.
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Asymptotic properties
The following theorems present the limiting distribution of the backfitting estimators. Note that it achieves the optimal rate of convergence for this smoothness class.
Theorem 4.1. Suppose that Assumptions S2.1-S2.12 hold. As N → ∞ and T is fixed, we have
for j = 1 and j = 2,
The proof of this result is postponed to the Supplementary Material.
We focus now on the asymptotic properties of the minimum distance estimator, m and T is fixed, we have
The proof of this result is relegated to the Supplementary Material.
Finally, focusing on Theorem 4.2 it can be highlighted that the asymptotic bias of the minimum distance estimator is the same as in Theorem 4.1.
Moreover, the asymptotic variance exhibits the optimal rate of convergence of this type of problems. Finally, note that it is easy to show that for any
it is proved that this technique enables us to obtain more efficient estimators for m(·)
and, at the same time, to achieve optimality.
Inference
The statistical model that is of our concern, see equations (2.1) and (2.2), is considerably rich and it nests many models of interest in Econometrics and Statistics. For example, it is natural to investigate whether certain variables in this component are statistically significant after fitting the model. More generally one might consider the set of linear hypothesis
where F is a (Q × k) full rank matrix with Q ≤ k, C is a (Q × 1) vector, and Q is the number of hypotheses on the null. Indeed, using Theorem 3.1, this testing problem can be handled by using the following Wald-type test
Following (2.9) and lemma S3.2 it is easy to show that
are consistent estimators of Σ and Σ * respectively. For V we propose
it , with
MONTE CARLO EXPERIMENT
This is because of Assumption S2.2 and the first difference structure of the model. The level of the test is given by the following result that is proved in the Supplementary material.
Corollary 5.1. Suppose that Assumptions S2.1-S2.10 hold. When N tr(H 2 ) 2 → 0, as N → ∞ and T is fixed, under the null hypothesis we have
where χ 2 Q denotes a chi-square distribution with degrees of freedom Q.
From a nonparametric point of view, we can be interested in the construction of pointwise confidence interval for m(·) for each given point z. In Section 1 of the Supplementary Material we provide confidence bands for all three stage estimators based in the local linear version.
Monte Carlo experiment
To assess the finite sample properties of the different estimators and statistical tests proposed in this paper, some Monte Carlo simulations are performed. To this end, we consider the following data generating process (DGP)
where the coefficients m 1 (Z it ) = (1.6 + 0.6Z it )exp(−0.4(Z it − 3) 2 ), β 1 = −1, and β 2 = 1. The smoothing variable Z it follows a uniform [2, 6] distribution, U 2it is exogenous following a N (0, 1) distribution, whereas X 1it and U 1it are some endogenous variables following the reduced form equations:
where V 1it and V 2it are instrumental variables independently generated from a uniform [0, 4] distribution and the noises follow
where ρ controls the correlation between the residues in the structural equation and in the reduced form equation, and σ controls the variation of residues in the reduced form equation. Further, to allow for the presence of heterogeneity in the form of fixed effects, we generate µ i = 0.5Z i + ζ i , where ζ i is an i.i.d. N (0, 1) random variable and
In order to check the performance of the proposed estimators we set ρ = 0.7, σ 2 = 1, and conduct simulations by considering that the number of periods T equal to 4, while the cross-sections N is 100, 200, and 400.
For each sample size, we replicate the experiment 1000 times. For K(u) we choose the Epanechnikov kernel function K(u) = 0.75(1 − u 2 )I(|u| ≤ 1). β F is the estimator proposed in (2.8); and β F is the estimator proposed in (2.9).
In Table 1 we report the means, standard deviation, and root mean squared error (RMSE) of the estimated 1000 values for β under different settings. Analyzing these results, we find that the performance of all these estimators is not sensitive to the choice of bandwidth. All estimators give a similar asymptotically unbiased estimation for β 2 because there is no endogeneity involved in this parameter. As the sample size increase, all of them converge. However, a totally different phenomenon exhibits for β 1 (i.e., the parameter related to the endogenous variable X 1 ). As it is expected, β N F present the best results, but both β F and β F performs quite well when they deal with the endogeneity problem. Although both methods have similar standard deviations, a large bias is resulted from β F and β F exhibits the lower RMSE.
In order to verify the asymptotic results analyzed in the previous sections for the functional coefficient, now we compare the finite sample behavior of different nonparametric estimators, where β is used as a √ n-consistent estimator of β and the bandwidth in this stage H 3 = h 3 I q is chosen by the Silverman's rule-of-thumb, i.e., h 3 = 1.06 σ Z N −1/5 , where σ Z is the sample standard deviation of Z it . In addition, to meet the requirement that H 1 and H 2 have to be chosen undersmoothed for asymptotic reasons, we set h 2 = 1.75 σ Z N −1/3 and h 1 = 1.25 σ Z N −1/3 . As a measure of accuracy, we use the following RMSE
where ϕ is the ϕ-th replication and R is the number of replications. estimator with ∆W X instead of ∆ W X . As it is expected, in Figure 1 (b) all RMSE values of the nonfeasible NW estimator converge toward zero, but this is not true for the NW estimator with endogeneity presented in of Figure 5 . By looking at these results, there are some significant differences. When we control for uncertainty about health-care expenditures, households accumulate assets in the middle of their life, whereas when endogeneity is not taken into account there is a more or less constant path over the life cycle.
CONCLUSION
Conclusion
This paper is concerned with the nonparametric estimation of a structural panel data varying coefficient model, where the individual heterogeneity is allowed to be correlated with some explanatory variables. This specification is rather frequent nowadays in many standard econometric applications such as the study of household consumption behavior or labor supply analysis. Therefore, it is of interest to have available estimators that, at the same time, keep a reasonable degree of flexibility and are robust to both endogeneity and fixed effects. Trying to satisfy these requirements, in this paper a nonparametric three-stage procedure is developed where IV techniques are used to deal with endogeneity, and differencing techniques are used to cope with fixed effects. Furthermore, to achieve efficiency, a minimum distance estimator is proposed. The feasibility and possible gains of this new procedure are shown by estimating a LCH panel data model and simulation results support the empirical findings.
