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THE DISTRIBUTION RELATION AND INVERSE
FUNCTION THEOREM IN ARITHMETIC GEOMETRY
YOHSUKE MATSUZAWA AND JOSEPH H. SILVERMAN
Abstract. We study arithmetic distribution relations and the in-
verse function theorem in algebraic and arithmetic geometry, with
an emphasis on versions that can be applied uniformly across fam-
ilies of varieties and maps. In particular, we prove two explicit
versions of the inverse function theorem, the first via general dis-
tribution and separation inequalities that may be of independent
interest, the second via a careful implementation of classical New-
ton iteration.
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1. Introduction
In this article, we study arithmetic distribution relations and the
inverse function theorem in algebraic and arithmetic geometry, with an
emphasis on versions that can be applied uniformly across families of
varieties and maps. Roughly speaking, such results have the following
general form:
Theorem Template (Distribution Relation). Let ϕ : W → V be a
map between metric spaces. Assume that V,W, ϕ satisfy suitable hy-
potheses. Then for all P ∈ W and all q ∈ V ,
dV
(
ϕ(P ), q
)
≫≪
∏
Q∈ϕ−1(q)
dW (P,Q)
eϕ(Q)
for appropriately defined local multiplicities eϕ(Q).
Theorem Template (Inverse Function Theorem). Let ϕ : W → V
be a map between metric spaces. Assume that V,W, ϕ satisfy suitable
hypotheses. There are exponents n,m > 0 and a subset Rϕ ⊂ W so
that if P ∈ W and q ∈ V satisfy
dV
(
ϕ(P ), q
)
≪ dV (P,Rϕ)
n,
then there is a (unique) Q ∈ W satisfying
ϕ(Q) = q and dW (P,Q)≪ dV
(
ϕ(P ), q
)
· dV (P,Rϕ)
−m.
In both of these formulations, the implicit constants may depend
on V,W, ϕ, and also possibly on the distance of (P, q) to some sort of
“boundary” of W × V .
Remark 1.1. In this paper, we use “arithmetic distance” δ instead of
usual distance d since it is compatible with height theory in arithmetic
geometry. Roughly speaking, the two “distance functions” δ and d are
related each other via the formula − log d(·, ·) = δ(·, ·).
We are interested in the case that V and W are algebraic varieties
defined over either a global field or a complete field and ϕ : W → V
is a generically finite morphism. In this setting, versions of the distri-
bution relation and inverse function theorem were given in [5], where
the inverse function theorem was proven by combining the distribu-
tion relation with a separation result. Unfortunately, the proof of the
stated distribution relation in [5] is incorrect due to a miscalculation
with multiplicities.
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The primary goals of this article may thus be summarized as fol-
lows:
• Give a counterexample to the arithmetic distribution relation in [5,
Proposition 6.2(b)] and explain where the error in the proof occurs.
See Section 3.
• Prove that the distribution relation in [5] is correct if dimV = 1
or if ϕ is e´tale. See Section 5.
• Prove that the distribution relation is valid in general as a ≪
inequality. Using the distribution inequality and a separation es-
timate, prove the inverse function theorem as in [5] with the rami-
fication divisor replaced by a certain annihilator subscheme of W .
For maps ϕ : W → V of degree d, this gives the inverse function
theorem with exponents (n,m) = (d, d− 1). See Section 5.
• Indicate briefly why the dimV = 1 and ϕ e´tale cases of the in-
verse function theorem suffice for various arithmetic applications,
such as bounding the number of quasi-integral points on elliptic
curves [6] and in orbits of maps on P1 [7]. See Section 4.
• Give an alternative independent proof of the inverse function the-
orem over complete fields with optimal exponents (n,m) = (2, 1).
We do everything uniformly on quasi-projective varieties, so the
proof, via an e´tale map reduction to AN and then classical Newton
iteration, requires a lot of finicky computation, as well as requiring
handling the non-archimedean and archimedean cases separately.
See Sections 7, 8, 9.
2. Notation and Terminology
We mostly follow the terminology and notation from [2] and [5],
including in particular the following.
• A variety over a field k is an irreducible and reduced scheme of
finite type over k.
• For two closed subschemes X, Y ⊂ V of a scheme V , the sum
X + Y is the closed subscheme which is defined by IXIY where
IX and IY are ideal sheaves of X and Y .
• In Sections 3–5 we let K be a field with a complete set of in-
equivalent absolute values MK that are normalized so that the
product formula holds. We fix an algebraic closure K for K and
write M(K) for the set of absolute values on K extending the ab-
solute values in MK . In Sections 6–9, we let K be a field that is
complete with respect to an absolute value | · |.
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• An MK-constant is a function γ : M(K) → R≥0 such that γ(v)
depends only on the restriction v|K and
{
v|K : γ(v) 6= 0
}
is a finite
subset of MK .
• Let V/K be a variety. A function µ : V (K)×M(K)→ R is MK-
bounded if there exists anMK-constant γ satisfying µ(P, v) ≤ γ(v)
for all (P, v) ∈ V (K)×M(K).
• We write O(MK) to indicate relations that hold up to an MK-
constant. For example, we use the following notation, where the
right-hand property is required to hold for some C > 0 and some
MK-constant γ.
f = g +O(MK) ⇐⇒ |f − g| ≤ γ.
f ≤ g +O(h) +O(MK) ⇐⇒ f ≤ g + C|h|+ γ.
f = g +O(h) +O(MK) ⇐⇒ |f − g| ≤ C|h|+ γ.
f ≪ g +O(MK) ⇐⇒ f ≤ Cg + γ.
f ≫≪ g +O(MK) ⇐⇒ f ≪ g +O(MK)
and g ≪ f +O(MK).
2.1. Bounded sets. In this section we recall some standard definitions
regarding bounded subsets of schemes defined over valued fields. For
further material on bounded sets, see for example [2, Ch. 10, Sec. 1].
Definition 2.1. Let
(
K, | · |
)
be a complete field. Let U = SpecA be
an affine scheme of finite type over K. A subset B ⊂ U(K) is called
bounded or affine bounded if for every f ∈ A, we have
sup
x∈B
∣∣f(x)∣∣ <∞.
Remark 2.2. Let ϕ : U −→ U ′ be a morphism between affine schemes
of finite type over K.
(1) If B ⊂ U(K) is a bounded subset of U , then f(B) ⊂ U ′(K) is a
bounded subset of U ′.
(2) If ϕ is finite and B′ ⊂ U ′(K) is a bounded subset of U ′, then the
set ϕ−1(B′) = {x ∈ U(K) : ϕ(x) ∈ B′} is a bounded subset of U .
Definition 2.3. Let
(
K, | · |
)
be a complete field. Let X be a scheme
of finite type over K. A subset B ⊂ X(K) is called bounded if there
is a finite open affine cover {Ui}
r
i=1 of X and affine bounded subsets
Bi ⊂ Ui(K) such that B =
⋃r
i=1Bi.
Definition 2.4. Let
(
K, | · |
)
be a complete field. Let X = SpecA be
an affine scheme of finite type over K. A standard bounded subset is a
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subset B ⊂ X(K) of the form
B = {x ∈ X(K) :
∣∣f1(x)∣∣ ≤ b1, . . . , ∣∣fr(x)∣∣ ≤ br},
where A = K[f1, . . . , fr] and b1, . . . , br > 0. Note that a standard
bounded subset is an affine bounded subset.
Remark 2.5. More generally, for a field K with a set of absolute
values MK , one says that a subset X ⊂ Spec(A)(K) × MK is MK-
bounded if for every f ∈ A there is an MK-constant γf such that
sup
x∈Spec(A)(K)
s.t. (x, v) ∈ X
∣∣f(x)∣∣
v
≤ eγf (v).
2.2. Local heights attached to subschemes and arithmetic dis-
tance functions. We briefly recall from [5] the notation and construc-
tion of local height functions attached to closed subschemes, arithmetic
distance functions, and local height functions attached to the bound-
ary of a quasi-projective scheme. We refer the reader to [5] for further
details. However, we note that most of the existing literature, includ-
ing [5], assumes that the base scheme is irreducible and reduced, but
in this paper we at times use base schemes that lack these properties.
We refer the reader to [4] for an extension of the theory of local heights
to schemes that are not necessarily irreducible or reduced.
Let V/K be a projective variety. We can assign to proper each closed
subscheme X ⊂ V a local height function
λX : V (K)×MK −→ R ∪∞,
uniquely determined up to an MK-bounded function by the proper-
ties that if X = D is an effective divisor, then λX = λD is the
usual Weil local height, and if X and Y are closed subschemes, then
λX∩Y = min{λX , λY }. (The intersection X ∩ Y is defined to be the
scheme whose ideal sheaf is IX∩Y = IX + IY .) These subscheme local
heights have a number of natural functorial properties, as described
in [5, Theorem 2.1], including functoriality λϕ∗X = λX ◦ ϕ for mor-
phisms ϕ.
Local height function λX is bounded below up to MK-bounded func-
tion, so we can always assume it is non-negative if the difference by
MK-bounded function does not matter.
Let ∆(V ) ⊂ V ×V be the diagonal. The arithmetic distance function
on V is the local height
δV = λ∆(V ).
It is well-defined up to anMK-bounded function, and satisfies a number
of standard properties described in [5, Proposition 3.1], including the
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following two triangle inequalities, where we omit v ∈ MK from the
notation:
δV (P,R) ≥ min
{
δV (P,Q), δV (Q,R)
}
.
λX(Q) ≥ min
{
λX(P ), δV (P,Q)
}
.
If V is merely quasi-projective, we embed V in a projective variety V
and define the boundary ∂V to equal V r V with its induced-reduced
scheme structure. Then to each closed subscheme X ⊂ V we can assign
a local height function λX that is well-defined up to O(λ∂V ). These
quasi-projective local height functions inherit the functorial properties
of the projective local heights, except that every relation holds only up
to O(λ∂V ).
Remark 2.6. We also take this opportunity to correct some typo-
graphical errors in [5]. In the definition of the union X ∪ Y in (iii)
on page 196 of [5], the ideal should be denoted IX∪Y . And in [5,
Theorem 2.1(e)], the local height should be for the union, not the in-
tersection, so the displayed formula in the statement of (e) on page 198
and the proof of (e) on page 199 should read
max{λX , λY } ≤ λX∪Y ≤ λX + λY .
3. A counterexample to the arithmetic distribution
relation in [5]
The arithmetic distribution relation as stated in [5] says the follow-
ing:
Proposition 3.1. ([5, Proposition 6.2(b)]) Let ϕ : W → V be a finite
map of smooth quasi-projective varieties. Let P ∈ W and q ∈ V . Then
δV (ϕ(P ), q; v) =
∑
Q∈W (K)
ϕ(Q)=q
eϕ(Q)δW (P,Q; v) +O(λ∂(W×V )(P, q; v)).
Here eϕ(Q) is the ramification index of ϕ at Q, so for example, if Q is
not in the ramification locus of ϕ, then eϕ(Q/q) = 1.
Example 3.2. We give a simple counter-example to Proposition 3.1.
We consider the map
W = P1 × P1
ϕ
−−−→ P1 × P1 = V(
[x, y], [z, w]
)
−−−→
(
[x2, y2], [z, w]
)
.
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We fix an absolute value v on K, and for notational convenience, we
drop v from the notation. We take
q =
(
[0, 1], [0, 1]
)
and P =
(
[a, 1], [b, 1]
)
with |a| < 1 and |b| < 1.
Then
ϕ−1(q) = {Q} =
{(
[0, 1], [0, 1]
)}
with eϕ(Q/q) = 2,
and
ϕ(P ) =
(
[a2, 1], [b, 1]
)
.
Under our assumption that |a| < 1 and |b| < 1, we see that
δV (ϕ(P ), q) = − logmax
{
|a2|, |b|
}
, (1)
δW (P,Q) = − logmax
{
|a|, |b|
}
. (2)
Proposition 3.1 says that
δV (ϕ(P ), q) = 2δW (P,Q) +O(1), (3)
but by varying a and b, we see from (1) and (2) that the right-hand
side of (3) may be strictly larger than the left-hand side. Indeed, for
any fixed 1 ≤ κ ≤ 2, we find that
δV (ϕ(P ), q)/δW (P,Q) −→ κ as |b| = |a|
κ → 0.
Example 3.3. We use Example 3.2 to indicate where the proof of
Proposition 3.1 in [5] goes wrong. For this example only, we use nota-
tion from [5], which may be slightly different from the notation used
in the rest of this paper. (See also Remark 5.11 for another similar
example.)
The proof in [5] begins with the case that ϕ : W → V is a Galois
cover, say with Galois group Aut(W/V ) = {τ1, . . . , τn}. It is then
asserted that
(ϕ× ϕ)∗∆(V ) =
n∑
i=1
(1× τi)
∗∆(W ). (4)
This equality of schemes is not correct. Thus in Example 3.2, writ-
ing I(X) for the ideal sheaf of a scheme X , we have
I
(
(ϕ× ϕ)∗∆(V )
)
=
(
(x1y2)
2 − (y2x1)
2, z1w2 − z2w1
)
,
I
(
∆(W ) + (1× τ)∗∆(W )
)
= (x1y2 − y2x1, z1w2 − z2w1)
· (x1y2 + y2x1, z1w2 − z2w1).
This gives an inclusion of ideals,
I
(
∆(W ) + τ ∗∆(W )
)
⊂ I
(
(ϕ× ϕ)∗∆(V )
)
,
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but the ideals are not equal, since for example the right-hand ideal
contains z1w2 − z2w1 and the left-hand ideal does not. Of course, the
underlying reduced schemes are the same, since√
I
(
∆(W ) + τ ∗∆(W )
)
= I
(
(ϕ× ϕ)∗∆(V )
)
.
In general, there is a distribution inequality; see Section 5.1.
Remark 3.4. As shown by Example 3.2, the arithmetic distance rela-
tion described in Proposition 3.1 is incorrect in the stated generality.
There are, however, two important cases for which the proof of Propo-
sition 3.1 in [5] is correct, and thus for which the distribution relation
and its application to the inverse function theorem are valid.
• The varieties V and W are smooth and the map ϕ : W → V is
e´tale. In this case there is no ramification, so the relevant ideal
sheaves are automatically reduced
• The varieties V and W are smooth of dimension 1, in which case
the ramification divisor is 0-dimensional.
See Lemma 5.6 for the subscheme formula that is key to proving the
distribution relation in these two cases.
4. Applications to quasi-integral points
Various quantitative versions of the inverse function theorem have
been used by the second author [1, 6, 7] to study integral points. In
this section we briefly indicate the relevance of the present paper to
these earlier results.
The paper [6] proves uniform height estimates for quasi-S-integral
points on families of elliptic curves, and more generally on families
of abelian varieties. The proof uses a method of Siegel that involves
taking the pull-back of the multiplication-by-m map. For the appli-
cation in [6], one looks at an abelian scheme, i.e., a family of abelian
varieties A→ T over a not necessarily complete base variety T , and ap-
plies the inverse function theorem to the multiplication-by-m map [m] :
A → A. The map [m] is e´tale, so as noted in Remark 3.4, the proofs
of the distribution relation and the inverse function theorem in [5] are
correct, so [6] does not require the present paper.
The paper [7] proves an analogue of Siegel’s integral point theorem
for f -orbits of points in P1, where f ∈ Q¯(z) is a rational map of degree
at least 2. A key step in the proof uses Siegel’s pull-back idea, but
in this case the inverse function theorem is applied to an iterate f ◦n
of f . The map f ◦n : P1 → P1 is highly ramified, but the inverse function
theorem on P1 is much easier than the general case, and a self-contained
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proof of the required theorem is given in [7]. Uniform versions of the
results in [7] were given by Hsia and the second author [1]. The proof
includes an application of the inverse function theorem from [5] to the
highly ramified iterates of a family of rational maps f : P1T → P
1
T over
a base variety T . Thus the inverse function theorem references in [1]
should be replaced by references to the present paper.1
5. Distribution, separation, and the inverse function
theorem
In this section, we prove some estimates on arithmetic distance func-
tions involving inverse images by a finite morphisms. The core inequal-
ity is the distribution inequality describe in Theorem 5.2. We combine
it with the separation inequality in Proposition 5.7 to prove a quanti-
tative multivariable inverse function theorem; see Theorem 5.12. This
section thus provides a correction to [5, §6].
5.1. The distribution inequality/relation.
Definition 5.1. Let ϕ : W −→ V be a finite flat morphism between
schemes of finite type over a field k. Let k′ be an algebraically closed
field containing k. For x ∈ W (k′), define the multiplicity of ϕ at x by
eϕ(x) = lengthOW
k′
,x
OWk′ ,x/ϕ
∗
mϕ(x)OWk′ ,x
where Wk′ = W ×Spec k Spec k
′ and Vk′ = V ×Spec k Spec k
′, where x
and ϕ(x) are closed points ofWk′ and Vk′, respectively, and where mϕ(x)
is the maximal ideal of OVk′ ,ϕ(x). Note that
eϕ(x) = dimk′ OWk′ ,x/ϕ
∗
mϕ(x)OWk′ ,x,
since k′ is algebraically closed. If ϕ has constant degree d, then for
any y ∈ V (k′), we have ∑
x∈W (k′),ϕ(x)=y
eϕ(x) = d.
Theorem 5.2 (Distribution inequality). Let ϕ : W −→ V be a gener-
ically e´tale finite flat morphism between quasi-projective geometrically
integral varieties over K.
1We remark that it was noted explicitly in [1, Section 3] that “it is undoubtedly
possible to give a direct, albeit long and messy, proof of the desired [inverse function
theorem] result.” The proof of the inverse function theorem via Newton iteration
in Section 7 may be viewed as such a long, messy, and direct proof
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W
(id,ϕ)

W × V
pr2

// W × Hilbd(W )

V //
Φ
44Hilb
d(W )
Hilbert-Chow // W (d)
Figure 1. The map Φ that inverts ϕ
(1) For all (P, q, v) ∈ W (K)× V (K)×M(K), we have
δV (ϕ(P ), q; v)
≤
∑
Q∈W (K)
ϕ(Q)=q
eϕ(Q)δW (P,Q; v) +O
(
λ∂(W×V )(P, q; v)
)
+O(MK). (5)
(2) Suppose V and W are smooth. Then (5) is an equality in each of
the following situations :
• dimV = dimW = 1.
• ϕ is e´tale.
5.1.1. Inequalities between closed subschemes. We prove some contain-
ments between closed subschemes, from which we deduce Theorem 5.2.
This can be done over an arbitrary field k, so we let ϕ : W −→ V be a
generically e´tale finite flat morphism between quasi-projective geomet-
rically integral varieties over k.
Let d = degϕ. Since ϕ is flat, we see that
W
1×ϕ
−−−→W × V
proj2−−−−→ V
is a flat family of zero-dimensional closed subschemes ofW of length d.
Thus it defines a morphism V → Hilbd(W ). Let Φ denote the com-
posite V → Hilbd(W ) → W (d), where W (d) = W d/Sd is the d-times
symmetric power ofW and at a geometric point y ∈ V , we have Φ(y) =
{x1, . . . , xd}, where x1, . . . , xd are the points in the inverse image of y
by ϕ, listed with multiplicity. The second morphism is the Hilbert-
Chow morphism. See Figure 1
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Z  r
(pri ◦ψ,id)
##❍
❍❍
❍❍
❍❍
❍❍
❍
∼ // µ−1i (∆W ) _

// ∆W _

T
f

 
ι
//
h

W × Z
ϕ×id

id×ψ // W ×W d
id× pri// W ×W
Z 

(p,id)
//
g

V × Z
id×p

∆V
  // V × V
Figure 2. Fitting together all of the spaces and maps
We form the fiber product
Z = V ×W (d) W
d ψ //
p

W d
π

V
Φ
// W (d)
where π is the quotient morphism. We remark that Z need not be
either reduced or irreducible.
Lemma 5.3. The morphisms π and ϕ are universally open, i.e., every
base change of π and ϕ is an open map.
Proof. Since ϕ is a flat morphism of finite type between Noetherian
schemes, it is universally open.
Note that π is finite surjective, and in particular it is universally
submersive, i.e., every base change π′ : X → Y of π is surjective and
the topology on Y is the quotient topology of X . Let U ⊂ X be an
open subset. Then π′−1(π′(U)) = Sd · U , since Sd acts transitively on
every geometric fiber of π′. Since Sd · U is open, submersivity of π
′
implies π′(U) is also open. 
We consider the diagram in Figure 2, where µi = (id× pri)◦(id×ψ),
and where all of the squares are cartesian.
Lemma 5.4.
(1) Support(T ) = Support
(∑d
i=1 µ
−1
i (∆W )
)
.
(2) Every irreducible component of T dominates ∆V via h and T is
generically reduced, i.e., satisfies the condition (R0).
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(3) For every irreducible component E of W × Z, we have (ϕ ×
p)(E) = V × V and µi(E) =W ×W as sets.
(4) If (x, z) ∈ (ϕ×p)−1(∆V )(k¯) is contained in exactly r of the sets
µ−11 (∆W )(k¯), . . . , µ
−1
d (∆W )(k¯),
then eϕ(x) = r.
Proof. (1) This follows from the construction.
(2) By Lemma 5.3, h is an open map, and therefore every irreducible
component of T dominates ∆V . Let U ⊂ V be a dense open subset
over which ϕ is e´tale. Then ϕ×p is e´tale over U ×U . This implies h is
e´tale over the dense open subset ∆U ⊂ ∆V , and hence T is generically
reduced.
(3) By Lemma 5.3, the map ϕ×p is an open map. It is also finite, and
hence we get (ϕ × p)(E) = V × V . The last statement follows from
this and the following commutative diagram:
W × Z
µi //
ϕ×p

W ×W
ϕ×ϕxxrrr
rr
rr
rr
r
V × V .
(4) This follows from the construction. 
We next consider the diagram given in Figure 3, where we view all
of the schemes as schemes over the Z at the bottom of the diagram.
Let j : Zred → Z be the reduced scheme. Base change of the diagram
in Figure 3 along the morphism j gives the diagram in Figure 4, where
the subscripts (−)Zred stands for base change to Zred.
Z  r
(pri ◦ψ,id)
$$❍
❍❍
❍❍
❍❍
❍❍
❍
∼ // µ−1i (∆W ) _

T
f

 
ι
// W × Z
ϕ×id

Z 

(p,id)
// V × Z
pr2

Z
Figure 3. Another commutative diagram
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Zred  s
(pri ◦ψ◦j,id)
&&▲▲
▲▲
▲▲
▲▲
▲▲
▲
∼ // µ−1i (∆W )Zred _

TZred
fZred

 
ιZred
// W × Zred
ϕ×id

Zred
 
(p◦j,id)
// V × Zred
pr2

Zred
(6)
Figure 4. Base change to Zred
Lemma 5.5. The scheme TZred is reduced, and in particular, we have
TZred ⊂
d∑
i=1
µ−1i (∆W )Zred
as closed subschemes of W × Zred.
Proof. Lemma 5.4(1) tells us that these two closed subschemes have
the same the support, so it is enough to show that TZred is reduced.
First, note that TZred → T is a thickening of schemes. Thus by
Lemma 5.4(2), the scheme TZred satisfies (R0). By the diagram (6),
the map fZred is the base change of ϕ× id and therefore it is flat finite.
Since Zred is reduced, it satisfies the condition (S1), and therefore TZred
also satisfies (S1). Thus TZred is (R0) and (S1), which is equivalent to
being reduced. 
In general, Z is not reduced, and the containment T ⊂
∑d
i=1 µ
−1
i (∆W )
is not true. However, with some additional assumptions, we can show
that these closed subschemes are equal.
Lemma 5.6. (1) If ϕ× p is flat, then W × Z and T are reduced.
(2) If dimW = dimV = 1 and W,V are smooth, then ϕ × p is flat
and
T =
d∑
i=1
µ−1i (∆W ).
(3) If V is smooth and ϕ is e´tale, then ϕ× p is e´tale and
T =
d∑
i=1
µ−1i (∆W ).
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Proof. (1) By the same argument in the proof of Lemma 5.4 (2),W×Z
and T are (R0). By the assumption, W ×Z and T are flat over V × V
and ∆V respectively. This implies they are (S1) and we are done.
(2) Since W is a smooth curve, the symmetric power W (d) is smooth
and π : W d → W (d) is flat. This implies p : Z → V is flat and there-
fore ϕ × p is flat. Since V × V is a smooth surface, it is in par-
ticular Cohen-Macaulay, and the scheme W × Z, which is flat finite
over V × V , is also Cohen-Macaulay. By the reducedness of W × Z
and Lemma 5.4 (3), µ−1i (∆W ) ⊂ W × Z are effective Cartier divi-
sors. Thus
∑d
i=1 µ
−1
i (∆W ) is also an effective Cartier divisor and in
particular it is (S1). Since µ−1i (∆W ) ≃ Z are reduced and any two of
them do not have common irreducible components (cf. Lemma 5.4 (4)),∑d
i=1 µ
−1
i (∆W ) is generically reduced. This proves
∑d
i=1 µ
−1
i (∆W ) is re-
duced and we are done.
(3) If ϕ is e´tale, π is e´tale at every point over Φ(V ). Thus p is e´tale,
and therefore ϕ× p is e´tale. In particular, µ−1i (∆W ) ≃ Z are reduced.
Since ϕ is e´tale, µ−1i (∆W ) are disjoint (cf. Lemma 5.4 (4)) and there-
fore
∑d
i=1 µ
−1
i (∆W ) is reduced and we are done. 
5.1.2. Proof of Distribution inequality.
Proof of Theorem 5.2. We consider the diagram in Figure 5, where
µi = (id× pri) ◦ (id×ψ) and all the squares are cartesian. Note that
W × Zred is reduced sinceW is geometrically integral. By Lemma 5.4(3),
(id×j) ◦ (ϕ× p) maps all associated points of W ×Zred to the generic
point of V × V , and µi maps them to the generic point of W × W .
Therefore we get
δV ◦ (ϕ× (p ◦ j)) = (λ∆V +O(λ∂(V×V ))) ◦ (ϕ× (p ◦ j))
= λTZred +O(λ∂(W×Zred))
and
d∑
i=1
δW ◦ µi ◦ (id×j) =
d∑
i=1
(λ∆W +O(λ∂(W×W ))) ◦ µi ◦ (id×j)
=
d∑
i=1
λµ−1i (∆W )Zred
+O(λ∂(W×Zred))
= λ∑d
i=1 µ
−1
i (∆W )Zred
+O(λ∂(W×Zred)).
Lemma 5.5 tells us that
λTZred ≤ λ
∑d
i=1 µ
−1
i (∆W )Zred
+O(λ∂(W×Zred)).
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µ−1i (∆W )Zred _
 ''❖
❖❖
❖❖
❖❖
❖❖
❖❖
TZred
  //
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
W × Zred
id×j ''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
µ−1i (∆W ) _

// ∆W _

T
h

  // W × Z
ϕ×p

id×ψ // W ×W d
id× pri// W ×W
∆V
  // V × V
Figure 5. Yet another commutative diagram
This implies
δV ◦ (ϕ× (p ◦ j)) ≤
d∑
i=1
δW ◦ µi ◦ (id×j) +O(λ∂(W×Zred)).
Here note that p◦j is a finite morphism, and in particular it is a proper
morphism, so we have
λ∂(W×Zred) ≫≪ λ∂(W×V ) ◦ (id×(p ◦ j)).
Thus we get
δV ◦(ϕ×(p◦j)) ≤
d∑
i=1
δW ◦µi◦(id×j)+O(λ∂(W×V )◦(id×(p◦j))). (7)
Now take arbitrary (P, q, v) ∈ W (K)×V (K)×M(K). Take a point z ∈
Zred(K) such that p ◦ j(z) = q. Then the definition of Z tells us
that ψ ◦ j(z) is a point of the form
(Q1, . . . , Qd) ∈ W (K)
d
where Qi’s are preimages of q by ϕ counted with multiplicity. Plugging
the point (P, z) into (7), we get
δV (ϕ(P ), q; v) ≤
d∑
i=1
δW (P,Qi; v) +O(λ∂(W×V )(P, q; v))
=
∑
Q∈W (K)
ϕ(Q)=q
eϕ(Q)δW (P,Q; v) +O(λ∂(W×V )(P, q; v)).
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For the second statement, by Lemma 5.6, if W,V are smooth, and if
either they have dimension 1 or if ϕ is e´tale, then we have the equality
λTZred = λ
∑d
i=1 µ
−1
i (∆W )Zred
+O(λ∂(W×Zred)).
Thus by the same argument, we get the desired equality. 
5.2. The separation inequality. In this section we quantify the as-
sertion that distinct inverse image points cannot be too close to one
another.
Proposition 5.7 (Separation). Let W and V be quasi-projective va-
rieties over K, and let ϕ : W → V be a generically e´tale, generically
finite morphism. Let I be the annihilator ideal sheaf of ΩW/V . Then
for v ∈M(K) and for all points Q,Q′ ∈ W (K) such that ϕ(Q) = ϕ(Q′)
and Q 6= Q′:
(1) In general we have
δW (Q,Q
′; v) ≤ λI(Q; v) +O(λ∂(W×W )(Q,Q
′; v)) +O(MK).
(2) If ϕ is proper, then
δW (Q,Q
′; v) ≤ λI(Q; v) +O(λ∂V (ϕ(Q); v)) +O(MK).
(3) Let Fit0(ΩW/V ) be the 0-th Fitting ideal of ΩW/V . Then (1) and (2)
are true with λI replaced by λFit0(ΩW/V ).
(4) Assume that V andW are smooth and that ϕ is finite, and let R(ϕ)
be the ramification divisor of ϕ. Then (1) and (2) are true with λI
replaced by λR(ϕ).
Lemma 5.8. Let k be a field. Let W,V be varieties over k and let
ϕ : W → V be a generically e´tale generically finite morphism. Let I be
the annihilator ideal sheaf of ΩW/V . Then
(pr∗1 I)I∆(W ) + I
2
∆(W ) ⊂ (ϕ× ϕ)
∗I∆(V ) + I
2
∆(W )
on W ×W . In particular, since the 0-th Fitting ideal sheaf Fit0(ΩW/V )
is contained in I, we have
(pr∗1 Fit0(ΩW/V ))I∆(W ) + I
2
∆(W ) ⊂ (ϕ× ϕ)
∗I∆(V ) + I
2
∆(W ).
Moreover, if W,V are smooth and ϕ is finite, then
(pr∗1 IR(ϕ))I∆(W ) + I
2
∆(W ) ⊂ (ϕ× ϕ)
∗I∆(V ) + I
2
∆(W ) (8)
where IR(ϕ) is the ideal sheaf of the ramification divisor R(ϕ).
Proof. Consider the exact sequence
ϕ∗ΩV/k −→ ΩW/k −→ ΩW/V −→ 0. (9)
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Since the sheaf of differentials is the conormal sheaf of the diagonal,
we can rewrite the sequence (9) as
(ϕ× ϕ)∗I∆(V )/I∆(W )(ϕ× ϕ)
∗I∆(V ) −→ I∆(W )/I
2
∆(W ) −→ ΩW/V −→ 0.
Then using the fact that IΩW/V = 0, we get
(pr∗1 I)I∆(W ) + I
2
∆(W ) ⊂ (ϕ× ϕ)
∗I∆(V )OW×W + I
2
∆(W ).
The gives everything except for the last assertion of the lemma, which
follows from the fact that if W and V are smooth and ϕ is finite,
then Fit0(ΩW/V ) = IR(ϕ). 
Remark 5.9. Let I is the annihilator ideal sheaf of ΩW/V . Then if W
and V are smooth and ϕ is finite, we have
IR(ϕ) = Fit0(ΩW/V ) ⊂ I.
Further, if we let V
(
Fit0(ΩW/V )
)
denote the closed subset defined by
the ideal sheaf Fit0(ΩW/V ), then we also have
V
(
Fit0(ΩW/V )
)
= SupportΩW/V .
Thus if R(ϕ) is reduced, then IR(ϕ) = I.
Remark 5.10. When W and V are smooth curves, it follows easily
from the proof of Lemma 5.8 that we have an equality
(pr∗1 IR(ϕ))I∆(W ) + I
2
∆(W ) = (ϕ× ϕ)
∗I∆(V ) + I
2
∆(W ).
Remark 5.11. The containment (8) in Lemma 5.8 may be strict in
general in dimension greater than 1. For example, let
ϕ : A2 −→ A2, (x, y) 7→ (x2 + xy + y2, xy + 1).
Then the defining function of the ramification divisor is 2(x2−y2), and
(pr∗1 IR(ϕ))I∆(W ) + I
2
∆(W )
= (x2 − y2)(x− z, y − w) + (x− z, y − w)2, (10)
(ϕ× ϕ)∗I∆(V ) + I
2
∆(W )
=
(
(x2 + xy + y2)− (z2 + zw + w2), (xy + 1)− (zw + 1)
)
+ (x− z, y − w)2. (11)
It is easy to see that xy − zw is in the ideal (11), but that it is not
in (10); cf. Example 3.3.
Proof of Proposition 5.7. The inclusion of ideal sheaves in Lemma 5.8
translates into the inequality of local height functions
min{λI◦pr1+δW , 2δW} ≥ min{δV ◦(ϕ×ϕ), 2δW}−C1λ∂(W×W )+O(MK).
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For Q,Q′ ∈ W (K) such that ϕ(Q) = ϕ(Q′) and Q 6= Q′, we have
δV ((ϕ× ϕ)(Q,Q
′); v) = δV (q, q) =∞,
and therefore
λI(Q; v) + δW (Q,Q
′; v)
≥ 2δW (Q,Q
′; v)− C1λ∂(W×W )(Q,Q
′; v) +O(MK).
This implies
λI(Q; v) ≥ δW (Q,Q
′; v)− C1λ∂(W×W )(Q,Q
′; v) +O(MK),
which proves the first statement.
If we suppose that ϕ is proper, then we have
λ∂(W×W ) ≫≪ λ∂(V×V ) ◦ (ϕ× ϕ) +O(MK),
and we also always have
λ∂(V ×V ) ≫≪ λ∂V ◦ pr1+λ∂V ◦ pr2+O(MK).
These imply that for all Q,Q′ ∈ W (K) such that ϕ(Q) = ϕ(Q′), we
have
λ∂(W×W )(Q,Q
′; v)≫≪ λ∂V (ϕ(Q); v) +O(MK).
Thus we get the second statement 
5.3. The inverse function theorem: Version I. In this section we
prove a version of the inverse function theorem. The statement and
proof are modeled after the statement and proof in [5], but corrected
by the use of the alternative ramification local height coming from the
corrected versions of the distribution and separation lemmas proven in
Sections 5.1 and 5.2.
Theorem 5.12 (Inverse function theorem: Version I). Fix/define the
following quantities :
• V and W are quasi-projective geometrically integral varieties de-
fined over K.
• ϕ : W → V is a generically e´tale finite flat surjective morphism of
degree d defined over K.
• Ann(ΩW/V ) is the annihilator ideal sheaf of ΩW/V .
• A(ϕ) ⊂ W is the closed subscheme defined by Ann(ΩW/V ).
• δW and δV are arithmetic distance functions on W and V .
• λA(ϕ) is a local height function associated with A(ϕ).
• λ∂(W×V ) is a local height boundary function for W × V .
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(a) There exist constants C2, C3 ∈ R>0 and MK-constants C4, C5 such
that the following holds :
If the triple (P, q, v) ∈ W (K)× V (K)×M(K) satisfies
δV (ϕ(P ), q; v) ≥ dλA(ϕ)(P ; v) + C2λ∂(W×V )(P, q; v) + C4(v),
then there exists a point Q ∈ W (K) satisfying
ϕ(Q) = q and
δW (P,Q; v) ≥ δV
(
ϕ(P ), q; v
)
− (d− 1)λA(ϕ)(P ; v)
− C3λ∂(W×V )(P, q; v)− C5(v).
(b) If we take C4 to be an appropriate positive real number, instead of
an MK-constant, and if we also assume that P /∈ A(ϕ), then the
point Q in (a) is unique.
Example 5.13. The point Q may depend on the absolute value v, as
well as on P and q. We illustrate with an example, which for conve-
nience we write using affine coordinates. We start with distinct non-
archimedean absolute values v and w that do not divide 2, and we
choose elements α, β ∈ K satisfying
|α|v < 1, |α|w = 1, |β|v = 1, |β|w < 1.
We consider the map ϕ(x) = x2 and points
P = 1, Q =
αn − βn
αn + βn
, q = Q2.
The ramification divisor of ϕ is R(ϕ) = (0), so for any absolute value u
we have
λR(ϕ)(P ; u) = λ(0)(1; u) = − log |1|u = 0.
We next determine the distance from ϕ(P ) to q. Taking u to be v or w,
we compute
δP1
(
ϕ(P ), q; u
)
= − log |1−Q2|u = − log
∣∣∣∣ 4αnβn(αn + βn)2
∣∣∣∣
u
=
{
−n log |α|v if u = v,
−n log |β|w if u = w.
Hence if n is sufficiently large, then we have satisfied the assumptions
of the inverse function theorem for both v and w, so in each case there
is a point in ϕ−1(q) = {±Q} that is appropriately close to P . But
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for u ∈ {v, w}, we find that
δP1
(
P,±Q; u
)
= − log | − 1±Q|u = − log
∣∣∣∣−1± αn − βnαn + βn
∣∣∣∣
u
=

− log
∣∣∣∣ 2αnαn + βn
∣∣∣∣
u
if sign is −,
− log
∣∣∣∣ 2βnαn + βn
∣∣∣∣
u
if sign is +,
=

−n log |α|v if u = v, sign is −,
−n log |β|w if u = w, sign is +,
0 otherwise.
Hence for the v-adic absolute value, the inverse function theorem re-
quires us to take −Q, while for the w-adic absolute value we must
take Q.
Remark 5.14. The morphism ϕ is e´tale outside A(ϕ). In particu-
lar, eϕ(Q) = 1 for all points Q ∈ (W r A(ϕ))(K).
Remark 5.15. Suppose that W and V are smooth. Then in general,
we have A(ϕ) ⊂ R(ϕ) as closed subschemes. Indeed,
ϕ∗ΩV −→ ΩW −→ ΩW/V −→ 0
is a locally free resolution of ΩW/V and the ideal of R(ϕ) is locally
generated by the determinant of the first map. Hence
λA(ϕ) ≤ λR(ϕ) +O(λ∂W ) +O(MK),
so if W and V are smooth, then Theorem 5.12 is true with λR(ϕ) in
place of λA(ϕ).
Proof of Theorem 5.12. We fix boundary functions λ∂W and λ∂V . Since
λ∂(W×V ) ≫≪ λ∂W + λ∂V +O(MK),
it is enough to show the statement for λ∂(W×V ) = λ∂W + λ∂V . Note
that we have
λ∂W ≫≪ λ∂V ◦ ϕ+O(MK),
since ϕ is a proper morphism.
In the following, we write Ci for positive real constants and Ci(v)
for MK-constants. These constants are allowed to depend on the vari-
eties W and V , on the map ϕ, and on our choice of local height and
distance functions δW , δV , λA(ϕ), λ∂W , λ∂V .
By Theorem 5.2 and Proposition 5.7, we have:
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• Distribution inequality:
δV (ϕ(P ), q; v) ≤
∑
Q∈W (K),ϕ(Q)=q
eϕ(Q)δW (P,Q; v)
+ C6λ∂(W×V )(P, q; v) + C7(v)
for all (P, q, v) ∈ W (K)× V (K)×M(K).
• Separation inequality:
δW (Q,Q
′; v) ≤ λA(ϕ)(Q; v) + C8λ∂V (ϕ(Q); v) + C9(v)
for all (Q,Q′, v) ∈ W (K) ×W (K) ×M(K) such that ϕ(Q) = ϕ(Q′)
and Q 6= Q′.
Let us fix arbitrary (P, q, v) ∈ W (K)× V (K)×M(K). For Q,Q′ ∈
W (K) such that ϕ(Q) = ϕ(Q′) = q and Q 6= Q′, by the triangle
inequality and the separation inequality, we have
min{δW (P,Q
′; v), δW (P,Q; v)}
≤ δW (Q,Q
′; v) + C10λ∂(W 3)(P,Q,Q
′; v) + C11(v)
≤ λA(ϕ)(Q; v) + C8λ∂V (ϕ(Q); v) + C10λ∂(W 3)(P,Q,Q
′; v) + C12(v)
≤ λA(ϕ)(Q; v) + C13λ∂V (q; v) + C10λ∂W (P ; v) + C14(v),
where λ∂(W 3) = λ∂W + λ∂W + λ∂W .
Let Q ∈ W (K) be a point with ϕ(Q) = q such that
δW (P,Q; v) = max
{
δW (P,Q
′; v) : Q′ ∈ W (K), ϕ(Q′) = q
}
.
Then for every Q′ ∈ W (K) such that ϕ(Q′) = q and Q′ 6= Q, we have
δW (P,Q
′; v) = min
{
δW (P,Q
′; v), δW (P,Q; v)
}
≤ λA(ϕ)(Q; v) + C13λ∂V (q; v) + C10λ∂W (P ; v) + C14(v).
(12)
Bounding the right-hand side of the distribution inequality by (12),
we get
δV (ϕ(P ), q; v)
≤ eϕ(Q)δW (P,Q; v)
+
(
d− eϕ(Q)
) (
λA(ϕ)(Q; v) + C13λ∂V (q; v) + C10λ∂W (P ; v) + C14(v)
)
+ C6λ∂(W×V )(P, q; v) + C7(v)
≤ eϕ(Q)δW (P,Q; v) + (d− eϕ(Q))λA(ϕ)(Q; v)
+ C15λ∂(W×V )(P, q; v) + C16(v).
In summary, we have proved that for all
(P, q, v) ∈ W (K)× V (K)×M(K)
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there is a point a point Q ∈ W (K) satisfying ϕ(Q) = q such that
δV (ϕ(P ), q; v) ≤ eϕ(Q)δW (P,Q; v) + (d− eϕ(Q))λA(ϕ)(Q; v)
+ C15λ∂(W×V )(P, q; v) + C16(v) (13)
and
δW (P,Q; v) = max
{
δW (P,Q
′; v) : Q′ ∈ W (K), ϕ(Q′) = q
}
.
Next, we compare λA(ϕ)(Q; v) and λA(ϕ)(P ; v). By the triangle in-
equality, we have
min{λA(ϕ)(Q; v), δW (P,Q; v)}
≤ λA(ϕ)(P ; v) + C17λ∂(W×W )(P,Q; v) + C18(v),
where λ∂(W×W ) = λ∂W + λ∂W .
Case 1. Suppose that
δW (P,Q; v) ≤ λA(ϕ)(P ; v) + C17λ∂(W×W )(P,Q; v) + C18(v).
By the distribution inequality and the choice of Q, we have
dδW (P,Q; v) + C6λ∂(W×V )(P, q; v) + C7(v)
≥
∑
Q′∈W (K),ϕ(Q′)=q
eϕ(Q
′)δW (P,Q
′; v) + C6λ∂(W×V )(P, q; v) + C7(v)
≥ δV (ϕ(P ), q; v).
Thus we get
δV (ϕ(P ), q; v) ≤ d
(
λA(ϕ)(P ; v) + C17λ∂(W×W )(P,Q; v) + C18(v)
)
+ C6λ∂(W×V )(P, q; v) + C7(v)
≤ dλA(ϕ)(P ; v) + C19λ∂(W×V )(P, q; v) + C20(v).
Hence if we assume that
δV (ϕ(P ), q; v) ≥ dλA(ϕ)(P ; v) + C2λ∂(W×V )(P, q; v) + C4(v), (14)
then we get
dλA(ϕ)(P ; v) + C2λ∂(W×V )(P, q; v) + C4(v)
≤ dλA(ϕ)(P ; v) + C19λ∂(W×V )(P, q; v) + C20(v).
Now if P ∈ A(ϕ), or equivalently if λA(ϕ)(P ; v) =∞, then (14) implies
that q = ϕ(P ), so we can simply take Q = P . Thus we may assume
that P /∈ A(ϕ), in which case we get
C2λ∂(W×V )(P, q; v) + C4(v) ≤ C19λ∂(W×V )(P, q; v) + C20(v). (15)
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Thus if we take C2 > C19 and take C4 large enough as anMK-constant,
then for any (P, q, v) ∈ W (K) × V (K) × M(K), either the inequal-
ity (15) does not hold, or else
λ∂(W×V )(P, q; v) = C4(v) = C20(v) = 0.
In the latter case, we have
δV (ϕ(P ), q; v) = dλA(ϕ)(P ; v)
and
δW (P,Q; v)
= λA(ϕ)(P ; v) + C17λ∂(W×W )(P,Q; v) + C18(v)
= δV (ϕ(P ), q; v)− (d− 1)λA(ϕ)(P ; v) + C17λ∂(W×W )(P,Q; v) + C18(v)
≥ δV (ϕ(P ), q; v)− (d− 1)λA(ϕ)(P ; v)− C21λ∂(W×V )(P, q; v)− C22(v).
This proves the first statement for Case 1.
We also note that that if we take C4 to be a large positive constant,
rather than an MK-constant, and if we also assume that P /∈ A(ϕ),
then Case 1 does not happen.
Case 2. We are reduced to the case that for appropriate choices for
the constants C2 and C4, we may assume that
λA(ϕ)(Q; v) ≤ λA(ϕ)(P ; v) + C17λ∂(W×W )(P,Q; v) + C18(v)
≤ λA(ϕ)(P ; v) + C23λ∂(W×V )(P, q; v) + C24(v). (16)
By the same reasoning as earlier, we may assume that P /∈ A(ϕ), or
equivalently, that λA(ϕ)(P ; v) < ∞. Then (16) tells us that Q /∈ A(ϕ)
and eϕ(Q) = 1.
Applying (13) and (16), we get
δV (ϕ(P ), q; v)
≤ δW (P,Q; v) + (d− 1)
(
λA(ϕ)(P ; v) + C23λ∂(W×V )(P, q; v) + C24(v)
)
+ C15λ∂(W×V )(P, q; v) + C16(v)
≤ δW (P,Q; v) + (d− 1)λA(ϕ)(P ; v) + C25λ∂(W×V )(P, q; v) + C26(v),
which is what we want. This completes the proof of (a), i.e., the exis-
tence of a point Q having the specified properties.
(b) It remains to show that if we take C4 to be a sufficiently large abso-
lute constant, rather than an MK-constant, then Q is unique. Assume
that P /∈ A(ϕ). We first choose C2, . . . , C5 so that (a) holds, but we
then replace C4 with a large positive real number. As noted earlier,
this means that Case 1 in the proof of (a) does not occur.
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Suppose that there is a point Q′ ∈ W (K) such that ϕ(Q′) = q
and Q′ 6= Q and Q′ satisfies
δV (ϕ(P ), q; v)
≤ δW (P,Q
′; v) + (d− 1)λA(ϕ)(P ; v) + C3λ∂(W×V )(P, q; v) + C5(v).
This estimate and (12) and (16) yield
dλA(ϕ)(P ; v) + C2λ∂(W×V )(P, q; v) + C4
≤ δV (ϕ(P ), q; v)
≤ δW (P,Q
′; v) + (d− 1)λA(ϕ)(P ; v) + C3λ∂(W×V )(P, q; v) + C5(v)
≤ dλA(ϕ)(P ; v) + C27λ∂(W×V )(P, q; v) + C28(v).
If we replace C2 and C4 with larger constants that depend on C27, C28,
and λ∂(W×V ), we obtain a contradiction. 
Remark 5.16. The proof of Theorem 5.12 shows that there is an
MK-constant γ such that if C4 : M(K) −→ R≥0 satisfies the strict
inequality C4(v) > γ(v) for all v ∈ M(K), and if we assume that P /∈
A(ϕ), then we still get the uniqueness of Q.
6. A version of continuity of roots
In Sections 6–9, we shift our focus to a field K that is complete with
respect to a fixed absolute value. We thus let
(
K, | · |
)
be a complete
field, and since there is only one absolute value, we drop v from the
our notation for local heights and arithmetic distance functions.
A theorem such as Theorem 5.12 may be viewed as a quantitative
higher dimensional variant of the classical theorem that the roots of
a univariate polynomial vary continuously with its coefficients. In our
next result, we apply Theorem 5.12 to a certain morphism to prove
such a result. We use this later to prove a stronger inverse function
theorem; see Theorem 7.1.
Proposition 6.1. Let
(
K, | · |
)
be a complete field with a non-trivial
absolute value | · |. Let D ∈ R>0 and n ∈ Z>0. Then there are con-
stants C29, C30 ∈ R>0 such that the following holds. Suppose that :
• f, g ∈ K[t] are monic polynomials of degree n;
• |f | ≤ D and |g| ≤ D, where |f | and |g| are the Gauss norms;2
• There is an α ∈ K such that
f(α) = 0 and |f − g| ≤ e−C29 |f ′(α)|n. (17)
2The Gauss norm of a polynomial is the maximum of the absolute values of its
coefficients.
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Then there is β ∈ K such that
g(β) = 0 and |α− β||f ′(α)|n−1 ≤ eC30 |f − g|.
Remark 6.2. See Corollary 7.4. for a stronger version Proposition 6.1.
But when
(
K, | · |
)
is non-archimedean, we need Proposition 6.1 to
prove Proposition 8.1, to which we ultimately reduce Corollary 7.4.
Proof of Proposition 6.1. We consider the following morphism:
ϕ : An+1K −→ A
n+1
K
(x0, . . . , xn−1, t) 7−→ (x0, . . . , xn−1, t
n + xn−1t
n−1 + · · ·+ x1t+ x0).
The map ϕ is a generically e´tale, finite, surjective morphism of degree n.
Its ramification divisor is
R(ϕ) =
(
J := ntn−1 + (n− 1)xn−1t
n−2 + · · ·+ x1 = 0
)
⊂ An+1K .
We fix an algebraic closure K of K and an extension of | · | to K,
which we also denote by | · |. We consider the affine bounded subset
B := {ξ ∈ An+1(K) | ‖ξ‖ ≤ D},
where ‖ · ‖ denotes the sup norm on the coordinates. Since ϕ is fi-
nite, ϕ−1(B) ⊂ An+1(K) is also an affine bounded subset. We apply
Theorem 5.12 to ϕK on various bounded subsets, where we note that
since we are over a local field, the set MK consists of a single absolute
value. We may take
δAn+1(ξ, η) = log
1
‖ξ − η‖
on
(
ϕ−1(B) ∪ B
)
×
(
ϕ−1(B) ∪B
)
,
λR(ϕ)(ξ) = log
1∣∣J(ξ)∣∣ on ϕ−1(B),
λ∂(An+1×An+1)(ξ, η) = 0 on ϕ
−1(B)×B.
Theorem 5.12 and Remark 5.15 tell us that there are positive con-
stants C29, C30 such that for ξ ∈ ϕ
−1(B) and η ∈ B, if
log
1
‖ϕ(ξ)− η‖
≥ n log
1
|J(ξ)|
+ C29,
then there is a ζ ∈ ϕ−1(B) satisfying ϕ(ζ) = η and
log
1
‖ξ − ζ‖
+ (n− 1) log
1
|J(ξ)|
+ C30 ≥ log
1
‖ϕ(ξ)− η‖
.
Rewriting this, we find that if ξ ∈ ϕ−1(B) and η ∈ B satisfy
‖ϕ(ξ)− η‖ ≤ e−C29 |J(ξ)|n,
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then there is ζ ∈ ϕ−1(B) satisfying
ϕ(ζ) = η and ‖ξ − ζ‖|J(ξ)|n−1 ≤ eC30‖ϕ(ξ)− η‖.
We apply this to the points
ξ = (a0, . . . , an−1, α) and η = (b0, . . . , bn−1, 0)
associated to the polynomials
f = tn + an−1t
n−1 + · · ·+ a0 and g = t
n + bn−1t
n−1 + · · ·+ b0.
It follows that if
|f − g| = ‖ϕ(ξ)− η‖ ≤ e−C29 |J(ξ)|n = e−C29 |f ′(α)|n,
then there is a β ∈ K such that g(β) = 0 and
|α− β||f ′(α)|n−1 ≤ ‖ξ − (b0, . . . , bn−1, β)‖|f
′(α)|n−1 ≤ eC30 |f − g|.
It remains to show that β ∈ K, where we may need to increase
the value of C29. To this end, we may assume that f
′(α) 6= 0, since
otherwise (17) tells us that f = g, so we may take β = α.
Using the assumption that f ′(α) 6= 0, we can estimate∣∣g′(β)∣∣ ≥ ∣∣f ′(α)∣∣− ∣∣f ′(α)− g′(β)∣∣
≥
∣∣f ′(α)∣∣− C31|α− β| for some C31 > 0 depending
on n,D, and | · |.
≥
∣∣f ′(α)∣∣− C31eC30 |f − g|∣∣f ′(α)∣∣n−1
≥
∣∣f ′(α)∣∣− C31eC30e−C29∣∣f ′(α)∣∣
= C32
∣∣f ′(α)∣∣ where C32 > if we take an
appropriately large value for C29.
(18)
In particular, we note that g′(β) 6= 0.
Suppose β /∈ K. Let β ′ ∈ K be a Gal(K/K)-conjugate of β with β ′ 6=
β. Then
|β ′ − β| ≥ C33|g
′(β)| ≥ C34|f
′(α)|
where the first inequality is elementary and the second is (18). Note
that we also have
|α− β| ≤ eC30−C29 |f ′(α)|,
so if C29 is large enough, then we get
|β ′ − β| > |α− β|.
It follows from Krasner’s Lemma [3, Ch. II, Sec. 2, Prop. 3] that β ∈
K(α) = K. 
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7. The inverse function theorem: Version II
In Theorem 5.12 we proved an inverse function theorem that is uni-
form over a possibly infinite collection of absolute values. In this section
we work over a single complete field and use higher dimensional version
of Newton’s iterative method to prove the following stronger statement.
Theorem 7.1 (Inverse function theorem II). Let
(
K, | · |
)
be a com-
plete field. Let W,V be smooth quasi-projective varieties over K, and
let ϕ : W −→ V be a generically finite generically e´tale morphism.
Let E ⊂W be the closed subscheme defined by the 0-th fitting ideal sheaf
of ΩW/V . Fix arithmetic distance functions δW , δV , a local height func-
tion λE, and a boundary function λ∂V . Let B ⊂ W (K) be a bounded
subset.
Then there are constants C35, C36, C37, C38 > 0 and a bounded sub-
set B˜ ⊂ W (K) containing B such that for all P ∈ B and q ∈ V (K)
satisfying
P /∈ E and δV (ϕ(P ), q) ≥ 2λE(P ) + C35λ∂V (q) + C36,
there is a unique Q ∈ B˜ satisfying
ϕ(Q) = q and δW (P,Q) ≥ δV (ϕ(P ), q)− λE(P )− C37λ∂V (q)− C38.
Remark 7.2. If W is projective, then we may take B = B˜ = W (K),
since projective varieties are covered by finitely many affine bounded
subsets.
Remark 7.3. If ϕ is a finite morphism, then E is equal to the ramifi-
cation divisor of ϕ.
Corollary 7.4 (A variant of continuity of roots). Let
(
K, | · |
)
be a
complete field. Let D ∈ R>0 and n ∈ Z>0. Then there are positive
constants C39, C40 > 0 such that the following holds. Suppose that :
• f, g ∈ K[t] are monic polynomials of degree n;
• |f | ≤ D and |g| ≤ D;
• There is an α ∈ K such that
f(α) = 0 and |f − g| ≤ C39|f
′(α)|2.
Then there is β ∈ K such that
g(β) = 0 and |α− β||f ′(α)| ≤ C40|f − g|.
Proof. The proof is the same as the proof of Proposition 6.1, except that
we use Theorem 7.1, instead of Theorem 5.12. Note that if ϕ : W −→ V
is a finite surjective morphism of smooth varieties, then the closed
subscheme defined by the 0-th Fitting ideal of ΩW/V is equal to the
ramification divisor of ϕ. 
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We first prove the uniqueness of theQ in Theorem 7.1. Then, in order
to prove existence, we consider the archimedean and non-archimedean
cases separately. We start with a lemma that says if x is in a bounded
subset, then all y that are sufficiently close to x also lie in a bounded
subset.
Lemma 7.5. Let
(
K, | · |
)
be a complete field. Let X be a quasi-
projective variety over K. Fix an arithmetic distance function δX and
a boundary function λ∂(X×X). Let B ⊂ X(K) be a bounded subset.
(a) There are constants C41, C42 > 0 so that⋃
x∈B
{
y ∈ X(K) : δX(x, y) ≥ C41λ∂(X×X)(x, y) + C42
}
is confined in a bounded subset B′ ⊂ X(K).
(b) If B is an affine bounded subset of some open affine subset U ⊂ X,
then B′ may be chosen to be an affine bounded subset of the same
open set U .
(c) If further the absolute value is non-archimedean and B is a stan-
dard bounded subset of U , then we may take B′ = B.
Proof. Without loss of generality, we may assume that there is an open
affine subset U ⊂ X such that B ⊂ U(K) and that B is affine bounded
in U . Let x ∈ B and y ∈ X(K) be two points that satisfy
δX(x, y) ≥ C41λ∂(X×X)(x, y) + C42.
Let Z = X r U . We equip Z with its reduced structure and fix a
local height λZ . The triangle inequality [5, Prop. 3.1(c)] gives
min{λZ(y), δX(x, y)} ≤ λZ(x) + C43λ∂(X×X)(x, y) + C44,
where C43 and C44 are independent of x and y.
Suppose that
δX(x, y) ≤ λZ(x) + C43λ∂(X×X)(x, y) + C44. (19)
Then we have
C41λ∂(X×X)(x, y) + C42 ≤ λZ(x) + C43λ∂(X×X)(x, y) + C44.
Since x ∈ B, we know that
λZ(x) ≤ sup
ξ∈B
λZ(ξ) =: M <∞,
and hence
(C41 − C43)λ∂(X×X)(x, y) + C42 − C44 ≤M. (20)
Since λ∂(X×X) is bounded below, we see that (20) is false for sufficiently
large C41 and C42 and hence (19) is also false.
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We may thus assume that
λZ(y) ≤ λZ(x) + C43λ∂(X×X)(x, y) + C44.
In particular, λZ(y) <∞ and y ∈ U .
Let f1, . . . , fr beK-algebra generators for the ring O(U). Then there
are constants C45, C46 such that
δX(ξ, η) ≤ log
1
max1≤i≤r{|fi(ξ)− fi(η)|}
+ C45(λZ(ξ) + λZ(η) + λ∂(X×X)(ξ, η)) + C46
for all ξ, η ∈ U(K). Plugging in ξ = x and η = y, we get
C41λ∂(X×X)(x, y) + C42 ≤ δX(x, y)
≤ log min
1≤i≤r
∣∣fi(x)− fi(y)∣∣−1
+ C45
(
λZ(x) + λZ(y) + λ∂(X×X)(x, y)
)
+ C46
≤ log min
1≤i≤r
∣∣fi(x)− fi(y)∣∣−1
+ C45
(
2λZ(x) + (C43 + 1)λ∂(X×X)(x, y) + C44
)
+ C46
≤ log min
1≤i≤r
∣∣fi(x)− fi(y)∣∣−1
+ C47λZ(x) + C48λ∂(X×X)(x, y) + C49.
Thus
(C41 − C48)λ∂(X×X)(x, y) + C42 − C49 − C47M
≤ log min
1≤i≤r
∣∣fi(x)− fi(y)∣∣−1.
The boundary function λ∂(X×X) is bounded below, and the values∣∣f1(x)∣∣, . . . , ∣∣fr(x)∣∣ are bounded for x ∈ B, so we see that the val-
ues
∣∣f1(y)∣∣, . . . , ∣∣fr(y)∣∣ are bounded. Hence y is contained in an affine
bounded subset of U(K).
Finally let
(
K, | · |
)
be non-archimedean, and let B be a standard
bounded subset of U . We choose K-algebra generators f1, . . . , fr and
positive constants b1, . . . , br so that
B =
{
x ∈ U(K) :
∣∣f1(x)∣∣ ≤ b1, . . . , ∣∣fr(x)∣∣ ≤ br}.
Choosing C41 and C42 sufficiently large ensures that
∣∣fi(x)− fi(y)∣∣ ≤ bi
for all i. This implies
∣∣fi(y)∣∣ ≤ bi, since (K, | · |) is non-archimedean,
and thus we see that y ∈ B. 
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Proof of uniqueness in Theorem 7.1. As usual, we may assume that
λ∂V ≥ 0. Suppose now that both of the points Q,Q
′ ∈ B˜ satisfy
the conclusion of Theorem 7.1. Our goal is to show that Q = Q′.
Since ϕ(P ) varies over the bounded subset ϕ(B) and λE is bounded
below, Lemma 7.5 tells us that there is a bounded subset B′ ⊂ V (K)
such that q ∈ B′ if we take C35, . . . , C38 to be sufficiently large. Set
M = sup
η∈B′
λ∂V (η) <∞.
Note that if we increase the values of C35, . . . , C38, we can use the same
bounded set B′ and the same value for M . We estimate
min{δW (P,Q), δW (P,Q
′)} ≥ δV (ϕ(P ), q)− λE(P )− C37λ∂V (q)− C38
≥ λE(P ) + C36 − C38 − C37M.
On the other hand, by the triangle inequality [5, Prop. 3.1(c)] and
separation (Proposition 5.7), we have
min{δW (P,Q), δW (P,Q
′)} ≤ δW (Q,Q
′) + C50 ≤ λE(Q) + C51
for constants C50, C51 independent of P, q, Q,Q
′.
By the triangle inequality again, we have
min{λE(Q), δW (P,Q)} ≤ λE(P ) + C52
for some constant C52. If δW (P,Q) ≤ λE(P ) + C52, then
λE(P ) + C36 − C38 − C37M ≤ λE(P ) + C52,
which gives a contradiction if C36 is sufficiently large.
On the other hand, if λE(Q) ≤ λE(P ) + C52, then
λE(P ) + C36 − C38 − C37M ≤ λE(Q) + C51 ≤ λE(P ) + C51 + C52,
which again gives a contradiction if C36 is sufficiently large. 
Proof of existence of Theorem 7.1. The bulk of the proof of the exis-
tence of Q is based on local calculations that are somewhat different
in the archimedean and non-archimedean cases. So in the remainder
of this section we give the part of the proof that is common to both
cases, and refer the reader to Sections 8 and 9 for the remainder of the
proof.
As usual, we may assume that take λ∂V ≥ 0. We start with an open
affine cover {Vi}
r
i=1 of V such that each Vi admits an e´tale morphism
to an affine space ANK . For each i we fix an open affine cover {Uij}
si
j=1
of ϕ−1(Vi) such that each Uij admits an e´tale morphism to A
N .
We choose generators for the rings OV (Uij) so that the associated
standard bounded subsets Bij ⊂ Uij(K) satisfy B ⊂
⋃
i,j Bij . By
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Lemma 7.5, there are constants C53, C54, and standard bounded subsets
B′i ⊂ Vi(K) such that:
• ϕ(Bij) ⊂ B
′
i
• if q ∈ V (K) satisfies
δV (ϕ(P ), q) ≥ 2λE(P ) + C53λ∂V (q) + C54
for some P ∈ Bij , then q ∈ B
′
i.
Thus we can reduce the existence of Q to the situation summarized
in Figure 6, which essentially reduces the problem to affine space.
P ∈ Bij ⊂
))
Uij(K)
ϕ //

Vi(K)

B′i ∋ q⊃
ANK(K) A
N
K(K).
Figure 6. Maps from affine bounded sets to affine space
Case 1:
(
K, | · |
)
is non-archimedean. In this case, the proof of
existence will be done in Section 8; see Proposition 8.1.
Case 2:
(
K, | · |
)
is archimedean. We may take K = R or C with
the usual absolute value. Then for any x ∈ Bij , there are compact
neighborhoods
x ∈ T1 ⊂ T2 ⊂ Uij(K) and ϕ(x) ∈ T
′ ⊂ Ui(K)
such that:
• T1 ⊂ T
◦
2 , where T
◦
2 denotes the interior of T2;
• ϕ(T1) ⊂ (T
′)◦;
• a small open neighborhood of T2 is homeomorphic to its image
by Uij −→ A
N
K ;
• a small open neighborhood of T ′ is homeomorphic to its image
by Vi −→ A
N
K .
Since Bij is compact, we can cover Bij by finitely many sets that look
like T1. Further, if C53, C54 are sufficiently large, then for all q ∈ Bij
such that there exists some P ∈ T1 with
δV (ϕ(P ), q) ≥ 2λE(P ) + C53λ∂V (q) + C54,
we necessarily have q ∈ T ′.
In this case, Proposition 9.1, which we prove in Section 9, completes
the proof of existence, once we observe that (1) the function e−δW is
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comparable to the usual metric on T2; (2) the function e
−δV is compara-
ble to the usual metric on T ′; (3) if J is a local equation for E, then e−λE
is comparable to |J |; (4) the function λ∂V is bounded on T
′. 
8. Newton’s method (Non-archimedean case)
When we work over a non-archimedean complete field such as Cp,
we lose the local compactness, and thus we cannot localize problems
as is done over the complex numbers. Nevertheless, similar arguments
work if we use bounded subsets instead of small neighborhoods. The
goal of this section is to prove the following proposition.
Proposition 8.1. Let
(
K, | · |
)
be a non-archimedean complete field.
Let V/K and W/K be smooth affine varieties, let ϕ : W −→ V be a
generically finite generically e´tale morphism defined over K and sup-
pose that there are e´tale morphisms π and ν to affine space as in the
following diagram:
W
ϕ //
π

V
ν

ANK A
N
K .
Let E ⊂ W be the closed subscheme defined by the 0th Fitting ideal
sheaf Fit0(ΩW/V ) of the relative sheaf of differentials ΩW/V . Fix arith-
metic distance functions δW and δV and a local height function λE.
Let B ⊂ W (K) and B′ ⊂ V (K) be standard bounded subsets such
that ϕ(B) ⊂ B′. Then there are constants C55, C56 > 0 such that the
following holds. If P ∈ B and q ∈ B′ are points satisfying
P /∈ E and δV (ϕ(P ), q) ≥ 2λE(P ) + C55,
then there exists a point Q ∈ B satisfying
ϕ(Q) = q and δW (P,Q) ≥ δV (ϕ(P ), q)− λE(P )− C56.
We start with some preliminary results. The following proposition,
which we will apply to e´tale morphism from an affine open subset to
an affine space, enables us to go from affine coordinates back to our
original variety. It is exactly the inverse function theorem for e´tale
morphisms.
Proposition 8.2. Let
(
K, | · |
)
be a non-archimedean complete field.
Let X/K and Y/K be affine varieties, and let π : X −→ Y be an
e´tale morphism defined over K. Let B ⊂ X(K) be a standard bounded
set, and let B′ ⊂ Y (K) be a bounded set. Fix arithmetic distance
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functions δX and δY on X and Y . Then there are constants C57, C58 >
0 such that if x ∈ B and y ∈ B′ satisfying
δY (π(x), y) ≥ C57,
then there exists a unique z ∈ B satisfying
π(z) = y and δX(x, z) ≥ δY (π(x), y)− C58.
Proof. (Proof of Existence): Step 1. We first localize the problem
so that we can use Chevalley’s structure theorem of e´tale morphisms.
Let
X = SpecS and Y = SpecR.
Let elements f1, . . . , fr ∈ S, g1, . . . , gr, gr+1, . . . , gs ∈ R be any collec-
tions of elements that have the following properties:
• (f1, . . . , fr) = S.
• (g1, . . . , gs) = R.
• g1, . . . , gs generate R as a K-algebra.
• For each i = 1, . . . , r, we have π(SpecSfi) ⊂ SpecRgi, i.e.,
X = SpecS
π // SpecR = Y
SpecSfi
//
?
OO
SpecRgi
?
OO
For each i = 1, . . . , r we define a subset Bi ⊂ B by
Bi =
{
x ∈ B :
∣∣∣∣f1fi (x)
∣∣∣∣ ≤ 1, . . . , ∣∣∣∣frfi (x)
∣∣∣∣ ≤ 1} .
Then Bi is a standard bounded subset of SpecSfi and
⋃r
i=1Bi = B.
Note that for each i = 1, . . . , r, the set π(Bi) is a bounded subset
of SpecRgi.
We claim that there is a number C59 > 0 such that
B′i := {y ∈ B
′ | δY (π(x), y) ≥ C59 for some x ∈ Bi}
is a bounded subset of SpecRgi for i = 1, . . . , r. Indeed, we may assume
that δY is
δY (y, y
′) = log
1
max1≤j≤s{|gj(y)− gj(y′)|}
on (π(B)∪B′)×(π(B)∪B′) . Since 1/gi is regular on SpecRgi and π(Bi)
is a bounded subset of SpecRgi, there is C60 > 0 such that
|gi(π(x))| ≥ C60 for all x ∈ Bi.
Thus, for any y ∈ B′, if C59 > 0 is large enough and δY (π(x), y) ≥ C59
for some x ∈ Bi, then we get |gi(y)| ≥ C60. This proves the claim.
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Hence to prove existence, we may replace π : SpecS −→ SpecR, B,
and B′ with π : SpecSfi −→ SpecRgi , Bi, and B
′
i.
Step 2. By Step 1, we may assume that Y = SpecR and X =
SpecS, where
S =
(
R[t]/
(
f(t)
))
g(t)
.
Here f(t), g(t) ∈ R[t] are polynomials with f(t) a monic, and
f ′(t) ∈
(
R[t]/
(
f(t)
))×
g(t)
.
The situation is summarized in the following diagram:
Spec
(
R[t]/
(
f(t)
))
g(t)
π

B ∋ x
❴
π

SpecR B′ ∋ y
points that are
←−−−−−−−−−−→
close to one another
π(x)
We write
f(t) = tn + an−1t
n−1 + · · ·+ a0,
g(t) = bmt
m + bm−1t
m−1 + · · ·+ b0,
where ai, bj ∈ R. We write f
(
(ai); t
)
and g
(
(bj); t
)
if we need to specify
the coefficients.
We choose c0, . . . , cl ∈ R so that
R = K[a0, . . . , an−1, b0, . . . , bm, c0, . . . , cl].
Then we may take
δY (y, y
′)
= logmin
i,j,k
{∣∣ai(y)− ai(y′)∣∣−1, ∣∣bj(y)− bj(y′)∣∣−1, ∣∣ck(y)− ck(y′)∣∣−1}
on
(
π(B) ∪B′
)
×
(
π(B) ∪B′
)
.
Let x ∈ B and y ∈ B′. We are going to apply Proposition 6.1 to the
polynomials f
(
(ai(x)); t
)
and f
(
(ai(y)); t
)
, and to the quantity t(x),
which is a root of f
(
(ai(x)); t
)
. If δY
(
π(x), y
)
≥ C61, then for all i =
0, . . . , n− 1 we get ∣∣ai(π(x))− ai(y)∣∣ ≤ e−C61 . (21)
Since π(x) and y move in bounded subsets, there is a number D > 0,
which is independent of x, y, such that
|ai(π(x))| ≤ D and
∣∣ai(y)∣∣ ≤ D for all i = 0, . . . , n− 1.
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Since f ′(t) and 1/f ′(t) are regular functions on X , there is a D′ > 0,
which is independent of x, such that
1
D′
≤
∣∣f ′((ai(x)); t(x))∣∣ ≤ D′.
Then by Proposition 6.1, if C61 is large enough, there is a number C62 >
0 such that the following holds. For all x ∈ B and y ∈ B′ satisfying
δY
(
π(x), y
)
≥ C61,
there is β ∈ K such that
f
(
(ai(y)
)
; β) = 0 and
∣∣t(x)−β∣∣ ≤ C62 max
≤i≤n−1
{∣∣ai(π(x))−ai(y)∣∣}. (22)
Note that (y, β) defines aK-valued point z of SpecR[t]/
(
f(t)
)
. By (22),
the point z moves in a bounded subset of SpecR[t]/
(
f(t)
)
as x and y
move.
By the choice of δY and (21) and (22), there is a constant C63 > 0
independent of x and y such that∣∣∣g((bj(π(x))); t(x))− g((bj(π(z))); t(z))∣∣∣ ≤ C63e−δY (π(x),y) ≤ C63e−C61 .
(23)
Since
∣∣g((bj(π(x))); t(x))∣∣−1 is bounded above when x runs over B, we
see that ∣∣∣g((bj(π(z))); t(z))∣∣∣−1
is also bounded above as x and y move. Hence z is contained in a
bounded subset B1 ofX = Spec(R[t]/(f(t)))g(t). On (B∪B1)×(B∪B1),
we may take
δX(ξ, η) = logmin
{
eδY (π(ξ),π(η)),
∣∣t(ξ)−t(η)∣∣−1, ∣∣(1/g)(ξ)−(1/g)(η)∣∣−1}.
Then we get
δX(x, z) ≥ logmin{e
δY (π(x),y), C−162 e
δY (π(x),y), C64e
δY (π(x),y)}
≥ δY
(
π(x), y
)
− C65
≥ C61 − C65
where C65 = logmax{1, C
−1
62 , C64}. Thus if C61 is large enough, by
Lemma 7.5, we get z ∈ B. (Note that we can take C62, C64 independent
of C61). This z is the point that we want.
(Proof of Uniqueness): We apply Proposition 5.7 to the morphism
π : X −→ Y . Since ΩX/Y = 0, there is a number C66 > 0 such that
δX(z, z
′) ≤ C66
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for all z, z′ ∈ B such that π(z) = π(z′) and z 6= z′. Suppose that
there are constants C57, C58 > 0 and points x, z, z
′ ∈ B and y ∈ B′
satisfying
• δY (π(x), y) ≥ C57;
• z 6= z′ and π(z) = π(z′) = y;
• δX(x, z) + C58 ≥ δY (π(x), y) and δX(x, z
′) + C58 ≥ δY (π(x), y).
Then find that
C57 − C58 ≤ δY (π(x), y)− C58 ≤ min{δX(x, z), δX(x, z
′)}
≤ δX(z, z
′) + C67
≤ C66 + C67
where C67 comes from the triangle inequality on B ×B ×B. Thus
if C57 − C58 is large enough, more precisely if C57 > C58 + C66 + C67,
then we get a contradiction, which proves that z is unique. 
We next compare the distance between two points to the distance
between their images under an e´tale morphism.
Corollary 8.3. Let
(
K, | · |
)
be a non-archimedean complete field.
Let X/K and Y/K be affine varieties, and let π : X −→ Y be an
e´tale morphism defined over K. Fix arithmetic distance functions δX
and δY on X and Y , respectively. Let B ⊂ X(K) be a bounded subset.
Then there are constants C68, C69 > 0 such that for all points x, y ∈ B
satisfying
δX(x, y) ≥ C68,
we have
δX(x, y) + C69 ≥ δY
(
π(x), π(y)
)
.
Proof. We may assume B is a standard bounded subset. We ap-
ply Proposition 8.2 to the map π : X → Y and the bounded sets B
and B′ = π(B), and we let C68, C69 be the constants appearing in the
conclusion of that proposition.
In general, there is a constant C70 such that
δX ≤ δY ◦ (π × π) + C70.
Hence if δX(x, y) ≥ C71 with x, y ∈ B, then we have
δY (π(x), π(y)) ≥ C71 − C70.
Thus if we take C71 so that C71−C70 ≥ C68, then there is a point z ∈ B
such that
π(z) = π(y) and δX(x, z) ≥ δY (π(x), π(y))− C69.
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Hence
C71 − C70 − C69 ≤ min{δX(x, y), δX(x, z)} ≤ δX(y, z) + C72,
where C72 comes from the triangle inequality on B ×B × B.
We apply Proposition 5.7 to the morphism π : X → Y . Since ΩX/Y =
0, there is a number C73 > 0 such that
δX(w,w
′) ≤ C73 for all w,w
′ ∈ B with π(w) = π(w′) and w 6= w′.
In our situation, if y 6= z, then δX(y, z) ≤ C73, so we find that
C71 − C70 − C69 ≤ C73 + C72.
Thus if we take C71 sufficiently large, i.e., so that C71 − C70 − C69 >
C73 + C72, then y = z and
δX(x, z) ≥ δY
(
π(x), π(y)
)
− C69,
which concludes the proof of Corollary 8.3. 
Our next result is an algebraic version of Taylor’s theorem up to
second order terms that is uniform on bounded sets.
Lemma 8.4. Let
(
K, | · |
)
be a complete field, let X/K be an affine
variety, fix an arithmetic distance function δX on X, and let B ⊂ X(K)
be a bounded subset of X.
(1) Let f ∈ O(X) be a regular function. Then there is a number C > 0
such that for all a, b ∈ B, we have∣∣f(a)− f(b)∣∣ ≤ Ce−δX(a,b). (24)
(2) Let
π : X −→ ANK = SpecK[x1, . . . , xN ]
be an e´tale morphism. For any regular function f ∈ O(X), de-
fine ∂f/∂xi by
ΩX ≃ π
∗ΩAN ≃
N⊕
i=1
OXd(π
∗xi), df ←→
N∑
i=1
∂f
∂xi
d(π∗xi).
Then for any f ∈ O(X), there is a number C > 0 such that for
all a, b ∈ B, we have∣∣∣∣∣f(a)− f(b)−
N∑
i=1
∂f
∂xi
(b)(ai − bi)
∣∣∣∣∣ ≤ Ce−2δX(a,b), (25)
where π(a) = (a1, . . . , aN) and π(b) = (b1, . . . , bN ). N.B. The cru-
cial quantity in (25) is the 2 appearing in the exponent of e−2δX(a,b).
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Proof. (1) Let f = f1, f2, . . . , fr be K-algebra generators of O(X).
Then we may take
δX(a, b) = log min
1≤i≤r
∣∣fi(a)− fi(b)∣∣−1
for (a, b) ∈ B × B. Then (24) is a tautology.
(2)
Let I be the ideal of diagonal in X×X . By definition we have ΩX =
I/I2, and the differential of a regular function g ∈ O(X) is given
by dg = g ⊗ 1− 1⊗ g. Thus the image of
F = (f ⊗ 1− 1⊗ f)−
N∑
i=1
(
1⊗
∂f
∂xi
)
(π∗xi ⊗ 1− 1⊗ π
∗xi) (26)
in ΩX = I/I
2 is
df −
N∑
i=1
∂f
∂xi
d(π∗xi) = 0.
This means that F ∈ I2. Thus we have
λF + C ≥ 2λI = 2δX on B ×B
for some constant C > 0. In other words,∣∣F (a, b)∣∣ ≤ eCe−2δX (a,b) for (a, b) ∈ B ×B.
Since
F (a, b) = f(a)− f(b)−
N∑
i=1
∂f
∂xi
(b)(ai − bi),
this gives the desired inequality. 
Proof of Proposition 8.1. We fix coordinates of the affine space AN .
For ξ = (ξ1, . . . , ξN) ∈ K
N , we write ‖ξ‖ = max1≤i≤N |ξi|, and simi-
larly ‖M‖ denotes the maximum of the absolute values of the entries
of the matrix M .
We choose numbers b, b′ > 0 so that the standard bounded subsets
B0 = {ξ ∈ K
N | ‖ξ‖ ≤ b} ⊂ AN(K),
B′0 = {ξ ∈ K
N | ‖ξ‖ ≤ b′} ⊂ AN(K),
satisfy π(B) ⊂ B0 and ν(B
′) ⊂ B′0. The following diagram summarizes
our setting:
B
π

⊂
''
W (K)
ϕ //
π

V (K)
ν

B′
ν

⊃
B0 ⊂ A
N
K(K) A
N
K(K) B
′
0.⊃
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Since π and ν are e´tale morphisms, we have
ϕ∗ΩV
Dϕ // ΩW
ϕ∗ν∗ΩANK
≀
OO
π∗ΩANK
≀
OO
ONW
≀
OO
ONW
≀
OO
where the vertical arrows are isomorphisms. Thus Dϕ is represented
by an N ×N -matrix with entries in O(W ). We identify Dϕ with this
matrix, and we let
J = detDϕ.
Since ϕ is generically e´tale, we know that J is a non-zero regular func-
tion on W . Note that J generates Fit0(ΩW/V ), and hence we may take
λE = log |J |
−1.
We take as our arithmetic distance function δAN on A
N the function
δAN (ξ, η) = log ‖ξ − η‖
−1 for ξ, η ∈ KN ,
or equivalently,
e−δAN (ξ,η) = ‖ξ − η‖.
We henceforth use without comment this identification of the usual
norm on KN and the arithmetic distance function. In particular, we
have∥∥π(x)− π(x′)∥∥≪ e−δW (x,x′) and ∥∥ν(y)− ν(y′)∥∥≪ e−δV (y,y′).
We are going to work in the following set:
S =
{
(x, y) ∈ (W × V )(K) :
x ∈ B, y ∈ B′, J(x) 6= 0
e−δV (ϕ(x),y) ≤ C74
∣∣J(x)∣∣2
}
,
where C74 is a positive number that we will take sufficiently small
during the proof so as to ensure the various desired properties. In the
following, the labeled constants are positive numbers that depend only
on
W,V, ϕ,B,B′, B0, B
′
0, δW , δV , λE, π, ν. (27)
In particular, they do not depend on the points chosen on our varieties.
Sometimes we omit the phrase such as “there exists a constant C > 0
such that. . . .”
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Since J is a regular function on W , we have∣∣J(x)∣∣ ≤ C75 for all x ∈ B. (28)
Claim 1 (Pullback via π). There are constants C76, C77 > 0 such that
if x ∈ B and ζ ∈ B0 satisfy
‖π(x)− ζ‖ ≤ C76,
then there exists a unique z ∈ B satisfying
π(z) = ζ and e−δW (x,z) ≤ C77
∥∥π(x)− ζ∥∥.
We observe that Claim 1 is essentially a restatement of Proposi-
tion 8.2.
We now state and prove several useful inequalities.
Claim 2 (Key Inequalities). There are numbers C78, C79 > 0 such that
for all (x, y) ∈ S, we have:∥∥(Dϕ)(x)−1(ν(ϕ(x))− ν(y))∥∥ ≤ C78 1
|J(x)|
e−δV (ϕ(x),y). (29)
∥∥(Dϕ)(x)−1(ν(ϕ(x))− ν(y))∥∥ ≤ C78C1/274 e−δV (ϕ(x),y)/2. (30)∥∥(Dϕ)(x)−1(ν(ϕ(x))− ν(y))∥∥ ≤ C78C74|J(x)| ≤ C79C74. (31)
Proof of Claim 2. We have∥∥(Dϕ)(x)−1(ν(ϕ(x))− ν(y))∥∥ ≤ ∥∥(Dϕ)(x)−1∥∥ · ∥∥ν(ϕ(x))− ν(y)∥∥
≤ C78
1
|J(x)|
e−δV (ϕ(x),y).
Here the first inequality follows from the triangle inequality. For the
second inequality, write
(Dϕ)(x)−1 =
1
J(x)
adj
(
(Dϕ)(x)
)
where adj((Dϕ)(x)) is the adjoint matrix. The entries of adj((Dϕ)(x))
are regular functions onW , and thus
∥∥adj((Dϕ)(x))∥∥ is bounded on B.
This proves (29), and then (30) and (31) follow from (29), the inequality
e−δV (ϕ(x),y) ≤ C74|J(x)|
2,
and the fact that |J | is bounded on B. 
The preceding material allows us to reduce the proof of Proposi-
tion 8.1 to the following statement: There are constants C74, C80 > 0
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such that for all (P, q) ∈ S, there exists a point Q ∈ B satisfying
ϕ(Q) = q and e−δW (P,Q) ≤ C80
1∣∣J(P )∣∣e−δV (ϕ(P ),q).
So we start with an arbitrary (P, q) ∈ S, and we will construct the
requisite Q as the limit of a sequence of points Q0, Q1, · · · ∈ W (K)
defined in the following way.
We start by choosing C74 sufficiently small so that
C79C74 ≤ C76 and C79C74 ≤ b.
Algorithm Used to Construct of Q0, Q1, . . . .
(1) Set Q0 = P .
(2) Given Q0, . . . , Qi satisfying (Qj , q) ∈ S for j = 0, . . . , i, we con-
sider the quantity
η := π(Qi)− (Dϕ)(Qi)
−1
(
ν
(
ϕ(Qi)
)
− ν(q)
)
∈ AN(K).
Since (Qi, q) ∈ S, we know from (31) that∥∥∥(Dϕ)(Qi)−1(ν(ϕ(Qi))− ν(q))∥∥∥ ≤ C79C74.
It follows that
‖η‖ ≤ max
{∥∥π(Qi)∥∥, C79C74} ≤ b,
so η ∈ B0, and also that∥∥π(Qi)− η∥∥ ≤ C79C74 ≤ C76.
Hence Claim 1 tells us that there is a unique point Qi+1 ∈ B
satisfying
π(Qi+1) = η and e
−δW (Qi,Qi+1) ≤ C77‖π(Qi)− η‖. (32)
In order to ensure that we can continue this procedure, and to prove
that Qi converges to a point Q having the desired properties, we verify
the following assertions.
Claim 3. Let α be an arbitrary real number satisfying 0 < α < 1.
If C74 is small enough, depending only on (27) and the choice of α,
then the following are true:
(1) (Qi+1, q) ∈ S, so we can continue the algorithm to create Qi+2.
(2) For all j = 0, 1, . . . , we have∣∣J(Qj)∣∣ = ∣∣J(P )∣∣. (33)
(3) For all j = 0, 1, . . . , we have
e−δV (ϕ(Qj),q) ≤ αje−δV (ϕ(P ),q). (34)
42 Y. MATSUZAWA AND J.H. SILVERMAN
We prove Claim 3 by induction. More precisely, we assume that (33)
and (34) are true for j = 0, . . . , i and we prove that (Qi+1, q) ∈ S and
that (33) and (34) are true for j = i + 1. In this induction step, we
may replace C74 with a smaller value, but the value of C74 is always
independent of i.
First, we note that
e−δV (ϕ(Qi+1),q)
≤ C81max{e
−δV (ϕ(Qi+1),ϕ(Qi)), e−δV (ϕ(Qi),q)} triangle inequality
≤ C81max{e
−δV (ϕ(Qi+1),ϕ(Qi)), C74C
2
75} by (Qi, q) ∈ S and (28)
≤ C81max{C82e
−δW (Qi+1,Qi), C74C
2
75} δW ≪ δV ◦ (ϕ× ϕ) +O(1)
≤ C81max{C82C77‖π(Qi)− η‖, C74C
2
75} by (32)
≤ C81max{C82C77C79C74, C74C
2
75} by the construction of η
= C83C74,
where C83 = C81max{C82C77C79, C
2
75}. Therefore, if C74 is sufficiently
small, then we may apply Corollary 8.3 to the e´tale morphism ν : V →
ANK and the points ϕ(Qi+1) and q to obtain
e−δV (ϕ(Qi+1),q) ≤ C84
∥∥ν(ϕ(Qi+1))− ν(q)∥∥.
Hence
e−δV (ϕ(Qi+1),q)
≤ C84
∥∥ν(ϕ(Qi+1))− ν(q)∥∥
≤ C84
∥∥ν(ϕ(Qi+1))− ν(ϕ(Qi))− (Dϕ)(Qi)(π(Qi+1)− π(Qi))
+ (Dϕ)(Qi)(π(Qi+1)− π(Qi)) + ν(ϕ(Qi))− ν(q)
∥∥
= C84
∥∥ν(ϕ(Qi+1))− ν(ϕ(Qi))− (Dϕ)(Qi)(π(Qi+1)− π(Qi))∥∥
≤ C84C85e
−2δW (Qi+1,Qi),
where the third equality follows from the construction of Qi+1 and the
last inequality follows from Lemma 8.4(2). By the construction of Qi+1,
we get
e−δV (ϕ(Qi+1),q) ≤ C84C85e
−2δW (Qi+1,Qi)
≤ C84C85C
2
77
∥∥π(Qi)− η∥∥2
= C84C85C
2
77
∥∥(Dϕ)(Qi)−1(ν(ϕ(Qi))− ν(q))∥∥2 (35)
≤ C84C85C
2
77C
2
78C
2
74|J(Qi)|
2, (36)
where the last inequality follows from the fact (Qi, q) ∈ S and (31).
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Now note that∣∣J(Qi+1)− J(Qi)∣∣ ≤ C86e−δW (Qi+1,Qi) by Lemma 8.4(1)
≤ C86C77
∥∥π(Qi)− η∥∥ by construction of Qi+1
= C86C77
∥∥(Dϕ)(Qi)−1(ν(ϕ(Qi))− ν(q))∥∥
by definiton of η
≤ C86C77C78C74|J(Qi)| by (31).
Thus if C74 is small enough so that C86C77C78C74 < 1, then
|J(Qi+1)| = |J(Qi)| = |J(P )|.
In particular, this shows that that J(Qi+1) 6= 0 and verifies (33) for j =
i+ 1.
Plugging |J(Qi+1)| = |J(Qi)| into (36), we get
e−δV (ϕ(Qi+1),q) ≤ C84C85C
2
77C
2
78C
2
74|J(Qi+1)|
2.
Hence if C74 is sufficiently small to ensure that C84C85C
2
77C
2
78C74 ≤ 1,
then we get
e−δV (ϕ(Qi+1),q) ≤ C74
∣∣J(Qi+1)∣∣2.
This completes the proof that (Qi+1, q) ∈ S.
Finally, we prove (34) for j = i+ 1. By (35) and (30), we have
e−δV (ϕ(Qi+1),q) ≤ C84C85C
2
77
∥∥∥(Dϕ)(Qi)−1(ν(ϕ(Qi))− ν(q))∥∥∥2
≤ C84C85C
2
77C
2
78C74e
−δV (ϕ(Qi),q).
Therefore, it suffices to take C74 small enough so that it satisfies
C84C85C
2
77C
2
78C74 ≤ α.
This completes the proof of Claim 3.
To finish the proof of Proposition 8.1, we prove that the sequence
{Qi} converges and that its limit has the desired properties. In order
to talk about the limit, we fix closed immersions ofW and V into large
affine spaces and identify them with their images.
By construction, (30), and (34), we have
e−δW (Qi,Qi+1) ≤ C77C78C
1/2
74 e
−δV (ϕ(Qi),q)/2
≤ C77C78C
1/2
74 e
−δV (ϕ(P ),q)/2αi/2.
The right-hand side goes to 0 as i → ∞. Hence {Qi} is a Cauchy
sequence (since we are in the non-archimedean setting), so it has a
limit Q ∈ B. By (34), we have
ϕ(Q) = q.
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Let ι : W ⊂ An be our chosen embedding, so we may define δW by
e−δW (x,x
′) =
∥∥ι(x)− ι(x′)∥∥.
Then, again using the fact that our absolute value | · | is non-archime-
dean, we have
e−δW (Qi,P ) ≤ max{e−δW (Qi,Qi−1), e−δW (Qi−1,Qi−2), . . . , e−δW (Q1,P )}
≤ max
{
C78
e−δV (ϕ(Qi−1),q)
|J(Qi−1)|
, . . . , C78
e−δV (ϕ(P ),q)
|J(P )|
}
≤ C78
1
|J(P )|
e−δV (ϕ(P ),q),
where the second inequality follows from (29), and the last inequality
follows from (33) and (34). Taking the limit as i→∞, we get
e−δW (Q,P ) ≤ C78
1
|J(P )|
e−δV (ϕ(P ),q)
and we are done. 
9. Newton’s method (Archimedean case)
In this section we turn to archimedean case and prove the following
result.
Proposition 9.1. Let
(
K, | · |
)
be a complete archimedean field, i.e.,
K = R or C. Let N > 0 be an integer, let b2 > b1 > 0 be numbers, and
define bounded sets
B1 =
{
x ∈ KN : ‖x‖ ≤ b1
}
and B2 =
{
x ∈ KN : ‖x‖ ≤ b2
}
.
Let U ⊂ KN be an open neighborhood of B2, let
ϕ = (ϕ1, . . . , ϕN) : U −→ K
N
be an analytic map, and let
Dϕ =
∂(ϕ1, . . . , ϕN)
∂(x1, . . . , xN)
and J = detDϕ.
Then there are constants C87, C88 > 0 such that the following holds.
For all P ∈ B1 and q ∈ K
N satisfying
J(P ) 6= 0 and
∥∥ϕ(P )− q∥∥ ≤ C87∣∣J(P )∣∣2,
there exists a point Q ∈ B2 satisfying
ϕ(Q) = q and ‖P −Q‖ ≤ C88
∥∥ϕ(P )− q∥∥
|J(P )|
.
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Proof. In this proof, the labeled constant, always assumed positive,
depend only on N , b1, b2, and ϕ. And since J is a continuous function,
there is C89 > 0 such that∣∣J(x)∣∣ ≤ C89 for all x ∈ B2. (37)
Let B′ ⊂ KN be a sufficiently large bounded subset so that⋃
P∈B1
{
q ∈ KN :
∥∥ϕ(P )− q∥∥ ≤ ∣∣J(P )∣∣2} ⊂ B′.
We choose a C90 > 0 so that for all x ∈ B2 with J(x) 6= 0 and all q ∈ B
′,
we have ∥∥(Dϕ)(x)−1(ϕ(x)− q)∥∥ ≤ C90∥∥ϕ(x)− q∥∥
|J(x)|
. (38)
We fix a small positive number 0 < ǫ < 1, and we let η > 0 be a
small positive number that we will specify later. For i = 1, 2, . . . , we
set
ci = η
(2−ǫ)i ,
and we take η sufficiently small to ensure that
b1 + C89C90
∑
j≥0
cj ≤ b2.
Now let P ∈ B1 and q ∈ B
′ be points satisfying
J(P ) 6= 0 and
∥∥ϕ(P )− q∥∥ ≤ η∣∣J(P )∣∣2.
We start with
Q0 = P.
Suppose that we have constructed Q0, . . . , Qi ∈ K
N with J(Qi) 6= 0.
We then define the next point in the sequence by
Qi+1 = Qi − (Dϕ)(Qi)
−1
(
ϕ(Qi)− q
)
.
The following claim will be used to show that this sequence converges
to a point having the desired properties.
Claim 4. If η is sufficiently small, then the following are true for
all i = 0, 1, . . . .
(a) ‖Qi‖ ≤ b1 + C89C90
∑i−1
j=0 cj, so in particular, Qi ∈ B2.
(b) J(Qi) 6= 0.
(c)
∥∥ϕ(Qi)− q∥∥ ≤ ci∣∣J(Qi)∣∣2.
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Proof of Claim 4. The proof is by induction on i. If i = 0, everything
is true by assumption. Suppose that (a), (b), and (c) are true for i.
We first calculate
‖Qi+1‖ ≤ ‖Qi‖+
∥∥(Dϕ)(Qi)−1(ϕ(Qi)− q)∥∥
≤ ‖Qi‖+ C90
∥∥ϕ(Qi)− q∥∥∣∣J(Qi)∣∣ by (38) and Qi ∈ B2
≤ ‖Qi‖+ C90ci
∣∣J(Qi)∣∣ by (c) for i
≤ ‖Qi‖+ C90C89ci since Qi ∈ B2
≤ b1 + C89C90
i∑
j=0
cj by (a) for i.
This proves (a) for i+ 1.
Since ϕ and J are analytic, there are constants C91, C92 > 0 such
that for all x, x′ ∈ B2 we have∥∥J(x′)− J(x)∥∥ ≤ C91‖x′ − x‖, (39)∥∥ϕ(x′)− ϕ(x)− (Dϕ)(x)(x′ − x)∥∥ ≤ C92‖x′ − x‖2. (40)
Since Qi+1, Qi ∈ B2, by (39) we have∣∣J(Qi+1)− J(Qi)∣∣ ≤ C91|Qi+1 −Qi|
= C91|Dϕ(Qi)
−1(ϕ(Qi)− q)|
≤ C91C90
∥∥ϕ(Qi)− q∥∥∣∣J(Qi)∣∣ . (41)
Suppose that J(Qi+1) = 0. Then we get∣∣J(Qi)∣∣2 ≤ C91C90∥∥ϕ(Qi)− q∥∥ ≤ C91C90ci∣∣J(Qi)∣∣2 ≤ C91C90η∣∣J(Qi)∣∣2.
Since J(Qi) 6= 0 by induction hypothesis, this does not happen if η is
small enough so that C91C90η < 1. This proves (b) for i+ 1.
We estimate
|J(Qi+1)| ≥
∣∣J(Qi)∣∣
(
1− C91C90
∥∥ϕ(Qi)− q∥∥∣∣J(Qi)∣∣2
)
from (41),
≥
∣∣J(Qi)∣∣(1− C91C90ci) from (c) for i. (42)
Further, since Qi+1, Qi ∈ B2, we can use (40) to deduce that∥∥ϕ(Qi+1)− ϕ(Qi)− (Dϕ)(Qi)(Qi+1 −Qi)︸ ︷︷ ︸
By definition of Qi+1, this equals ϕ(Qi+1)− q.
∥∥ ≤ C92‖Qi+1 −Qi‖2. (43)
We can estimate the right-hand side of (43) as follows.
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C92‖Qi+1 −Qi‖
2 = C92
∥∥(Dϕ)(Qi)−1(ϕ(Qi)− q)∥∥2
≤ C92C
2
90
∥∥ϕ(Qi)− q∥∥2∣∣J(Qi)∣∣2
≤ C92C
2
90
c2i
∣∣J(Qi)∣∣4∣∣J(Qi)∣∣2 by (c) for i,
≤ C92C
2
90
∣∣J(Qi)∣∣2c2i .
Thus we get
∥∥ϕ(Qi+1)− q∥∥ ≤ C92C290∥∥ϕ(Qi)− q∥∥2∣∣J(Qi)∣∣2 (44)
≤ C92C
2
90
∣∣J(Qi)∣∣2c2i .
By (42), we have
∥∥ϕ(Qi+1)− q∥∥ ≤ C92C290 ∣∣J(Qi+1)∣∣2(1− C91C90ci)2 c2i
=
C92C
2
90
(1− C91C90ci)2
ηǫ(2−ǫ)
i∣∣J(Qi+1)∣∣2η(2−ǫ)i+1
=
C92C
2
90
(1− C91C90ci)2
ηǫ(2−ǫ)
i∣∣J(Qi+1)∣∣2ci+1
≤
C92C
2
90
(1− C91C90η)2
ηǫ
∣∣J(Qi+1)∣∣2ci+1
Thus if we choose η small enough so that it satisfies
C92C
2
90
(1− C91C90η)2
ηǫ ≤ 1,
then we get ∥∥ϕ(Qi+1)− q∥∥ ≤ ∣∣J(Qi+1)∣∣2ci+1,
and we are done with the proof of Claim 4. 
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We can use Claim 4 to prove that the sequence Qi is a Cauchy
sequence via the following calculation:
‖Qn −Qm‖ ≤
n−1∑
i=m
‖Qi+1 −Qi‖
≤
n−1∑
i=m
(
‖Qi+1 − q‖+ ‖Qi − q‖
)
≤
n−1∑
i=m
(
ci+1
∣∣J(Qi+1)∣∣2 + ci∣∣J(Qi)∣∣2) from Claim 4(c),
≤
n−1∑
i=m
C289(ci+1 + ci) from (37), since Qi, Qi+1 ∈ B2,
−−−−→
n,m→∞
0 since ci = η
(2−ǫ)i and 0 < η < 1.
Hence the limit
Q := lim
i→∞
Qi ∈ B2
exists. Further, using the continuity of Dϕ and the definition of Qi+1,
we see that
lim
i→∞
ϕ(Qi)− q = lim
i→∞
(Dϕ)(Qi)(Qi+1 −Qi) = (Dϕ)(Q)(Q−Q) = 0,
which proves that
ϕ(Q) = lim
i→∞
ϕ(Qi) = q.
It remains to show that Q is close to P . We have
‖Q− P‖ = ‖Q−Q0‖ ≤
∑
i≥0
C90
∥∥ϕ(Qi)− q∥∥∣∣J(Qi)∣∣ .
Using (42) and (44) gives∥∥ϕ(Qi+1)− q∥∥∣∣J(Qi+1)∣∣ ≤ C92C290
∥∥ϕ(Qi)− q∥∥2∣∣J(Qi)∣∣2 1∣∣J(Qi)∣∣(1− C91C90ci)
≤
C92C
2
90
1− C91C90ci
· ci ·
∥∥ϕ(Qi)− q∥∥∣∣J(Qi)∣∣
≤
C92C
2
90
1− C91C90η
· η ·
∥∥ϕ(Qi)− q∥∥∣∣J(Qi)∣∣ .
We take η sufficiently small so that we have
τ :=
C92C
2
90
1− C91C90η
η < 1.
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Then we get ∥∥ϕ(Qi)− q∥∥∣∣J(Qi)∣∣ ≤ τ i
∥∥ϕ(P )− q∥∥
|J(P )|
,
and hence
‖Q− P‖ ≤ C90
1
1− τ
∥∥ϕ(P )− q∥∥
|J(P )|
,
which completes the proof of Proposition 9.1. 
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