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Abstract
Analysis of cyber-physical systems (CPS) has emerged as a critical domain for providing
US Air Force and Space Force leadership decision advantage in air, space, and cyberspace.
Legacy methods have been outpaced by evolving battlespaces and global peer-level
challengers. Automation provides one way to decrease the time that analysis currently
takes. This thesis presents an event detection automation system (EDAS) which utilizes
deep learning models, distance metrics, and static thresholding to detect events. The EDAS
automation is evaluated with case study of CPS domain experts in two parts. Part 1 uses
the current methods for CPS analysis with a qualitative pre-survey and tasks participants,
in their natural setting to annotate events. Part 2 asks participants to perform annotation
with the assistance of EDAS’s pre-annotations. Results from Part 1 and Part 2 exhibit low
inter-coder agreement for both human-derived and automation-assisted event annotations.
Qualitative analysis of survey results showed low trust and confidence in the event
detection automation. One correlation or interpretation to the low confidence is that the
low inter-coder agreement means that the humans do not share the same idea of what an
annotation product should be.
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ANALYTIC CASE STUDY USING UNSUPERVISED EVENT DETECTION IN
TIME SERIES DATA
I. Introduction
In August of 2020, “Accelerate Change or Lose” [1] was a mandate and challenge
levied by General Charles Q. Brown Jr., the Chief of Staff of the United States Air Force.
Recognizing how the air and space domains are evolving, a battlespace environment
characterized by “declining resources, aggressive global competitors, and rapid technology
development and diffusion”, Gen Brown stated his fears that a failure to change, a failure
to adapt, will risk the assured certainty of air, space, and cyberspace dominance enjoyed
by the USAF over the last several decades.
Though this document and strategy speaks more to a cultural change within the Air
Force, the necessary tenets apply to many Department of Defense (DoD) activities—from
acquisition and operations planning to academic research and intelligence. For intelligence
purposes, the DoD has long tracked diverse metrics with the hope of gaining important
insights into the developing spatial and temporal battlespace.
Analysis of battlespace measures treats them as “signals” that can be abstracted as
multivariate time series traces which may exhibit hidden correlated, or causal,
relationships. In a more specific domain, the intelligence analysis of cyber-physical
systems, especially the processing of unknown signals, could benefit greatly from
accelerating analysis techniques. Timely recognition of any deviation from “normal,” and
recognition of an “event” (either routine or anomalous), could provide critical timesensitive information necessary to make decisions—possibly with life on the line.
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1.1 The Slow Status Quo
Historically, analysis of temporal data signals to classify events has required manhours, -weeks, or -years of time-intensive, tedious human effort searching for trends then
attempting to gain forensic or predictive insight from the data. This analysis also often
requires non-trivial domain-specific expertise, compounding both complexity and cost [2]
[3]. In modern applications, where data volume and velocity are as concerning as the
validity and veracity, the time required for human-in-the-loop processes outpaces needs
expressed by the DoD to effectively deliver analysis at scale and speed of relevance.
Meeting the veracity challenge will require creative and trusted applications of artificial
intelligence and machine-learning in the delivery of new tools, techniques, tactics, and
technologies.
One data source that has grown in relevance over the past few years has been
network traffic from autonomous cyber-physical systems (CPSs)—systems that integrate
digital sensing, computation, control, and networking with physical objects [4]. These can
include fixed infrastructure systems such as heating, ventilation, and air-conditioning
(HVAC) as well as mobile platforms such as unmanned aerial vehicles (UAVs) or
driverless cars.
When looking for events in CPS network traffic, design and test engineers typically
know a priori how a system’s data is collected, stored, formatted, and what
parameters/signals are being monitored. Additionally, a system can be extensively tested
before deployment—characterizing what is “normal” and what is “anomalous.” However,
DoD researchers concerned with CPS event/anomaly detection, especially in the scientific
and technical intelligence domain, may not have full access to CPS formatting information
2

due to either proprietary interface control documentation of a manufacturer or data denial
efforts by an adversary.
Even after finding the correct data representation, the CPS domain can be
exceedingly difficult to analyze. As a system reacts to inputs—either a natural, human, or
computer actor—the data changes. There is often no stationarity or trends and any
assumptions about the underlying data distribution are often inaccurate. Though CPS data
can be correlated across different signal traces, the causal relationship may span several
subsystems and separated in time (e.g. engine RPMs lower after brake application).
Additionally, DoD analysts are unlikely to have the full testing history of the system
available to the original designers. Without significant monetary and time investment, the
bulk of any collected data will not be labeled with time coincident “normal” activity (e.g.
turns, acceleration, or deceleration) and emergency behaviors or malicious CPS attacks
will be exceedingly rare. Unexpected, emergent anomalies may similarly not be observed
at all prior to deployment.
When understanding of CPS data is necessary for strategic acquisition and tactical
operations, it is critical to find methods to speed up this predominantly human-in-the-loop
process to meet the demands of the future battlespace.

1.2 Toward Accelerated, Automated Exploitation
Autonomous CPS analysis is relatively new to academia, with published efforts
directed at the automated pre-processing from an arbitrary data stream into formatted timeseries data traces. Knapp [2] and Verma, et al. [5] each defined a four-step analysis pipeline
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for CPS formatting. Stone [3] demonstrated success with the automated identification of
CPS data using unsupervised lexical and semantic analysis. These algorithms provide an
initial step toward gaining insight from CPS data. It is the subsequent event detection,
classification, and iterative learning as new behaviors are observed, that transforms data
from an arbitrary cyber-physical system into human-readable, actionable knowledge.
Though there has been some DoD research into the automated formatting and
identification (e.g. [2] and [3]), the majority of event detection research has been performed
by civilian researchers in domains as diverse as financial markets [6], medical image
anomaly detection [7], and power distribution [8]. Unfortunately, these techniques are
predominantly supervised—requiring extensive, and expensive, labeling by domain
experts—and typically do not offer the explainability to lead an analyst to root causes
without prior knowledge of the interconnectivity between the systems monitored [9]. The
DoD does not have the resources, in time or manpower, to rely on these techniques in the
rapidly evolving technological battlespace.
Building upon the pre-processing work done by [2], [5], and [3], Figure 1 depicts a
combined autonomous pipeline which adds the three additional steps which transforms the
data into insight—event detection, classification, and active learning.

Figure 1: Extended Analytic Pipeline for Arbitrary Datastreams [2].
4

As a critical part of this exploitation pipeline, the thesis and research presented here
focuses on Step 5 – Event Detection. Using expertly pre-processed data collected from a
representative dataset, a domain application of unsupervised deep learning techniques is
explored for non-parametric, time-correlated, cross-signal event detection in multivariate
time series.

1.3 Research Dataset and Domain Expert Pre-processing
Most modern vehicles’ on-board electronic operations internally communicate over
a Controller Area Network (CAN) bus, tracking the parameters as continuous and discrete
pulse-code modulated (PCM), multivariate time series “signals” or “traces.” The CAN bus
network carries all health/status monitoring and subsystem control traffic between
individual components—controlling all vehicle behavior from engine RPM regulation, to
power steering, to deployment of safety mechanisms such as air bags or anti-lock brakes.
CAN time series data has the non-stationarity, continuously changing behavior that is
representative of the target data.
The dataset used for this work was collected using a CAN logger with a personally
owned and operated vehicle (POV). The dataset consists of “tailored” driving sessions that
only contains particular driving activities (e.g. left turns with stops or engine turn-ons) and
13 “ambient” driving files under clear weather and visibility. Following the process shown
in Figure 1, Steps 1 through 4 were performed by applying domain expertise of the
researcher, translating the raw CAN data into formatted time series traces, and confirming
the identifications through the “tailored” driving set. For initial exploration of the technique
5

proposed below, a subset of the CAN signal traces was selected as representative of most
relevant vehicle activities--namely steering column position, accelerator position, engine
RPMs, brake pressure, vehicle speed, transmission state (i.e. park, reverse, neutral, drive,
1, and 2), and turn signal state.
After the data frame was identified, the time series was segmented into overlapping
time windows creating a train/test data set of dimensions <number of windows, window
length, number of parameters>.

1.4 Hypothesis
For any domain-applicable detection algorithm to find events accurately and
reliably, it must autonomously learn what is “normal” and support the detection of
activities, events, anomalies, or failures that were not encountered during the initial training
phases. Additionally, the method must deliver trusted performance to the human analyst
and accelerate the analytic process. However, the cost of labeling the necessary volume of
data, and/or collection of sufficiently diverse data to cover all eventualities, are likely
prohibitively expensive to use supervised methods.
To address the complex CPS/CAN domain and accelerate decision-supporting
analysis, a method is tested which uses a deep learning framework for unsupervised time
series reconstruction which uses static error thresholds to autonomously determine both the
timing of an event and which data traces led to the detection. In this research, an event is
as the observed behavior and movement of a physical system at a point in time that deviates
from a steady state behavior. Example events for a motor vehicle include a turn, lane
6

change, engine turn-on, deceleration to stop, or acceleration from stop. Example steadystate behaviors include maintaining a fixed speed, sitting with the engine off, or a long
duration stop. For this CPS application, the system undergoes an event which has event
indications in one or more of the various channels. As an example, a POV operator will
release the accelerator before applying brakes, then the vehicle speed and engine RPMs
will lower. Changing activity in the accelerator, brakes, speed, or RPM signals should cross
individual reconstruction error thresholds. A change in any of the data traces should be
flagged as a part of an event. Steady-state behaviors, such as driving along a straight path,
may also involve changes in the accelerator, brakes, speed, and RPM signals as a non-event
and should not be flagged.
This research hypothesizes that an unsupervised event detection algorithm
consisting of a temporal neural network, error and distance metrics, and a static threshold
can deliver demonstrable savings to domain experts in terms of accuracy (F1-score,
annotation error, Hausdorff distance) and qualitatively through a case study with domain
experts.
The method should apply to any multivariate/multi-sensor time series domain
where a user hopes to quickly find events without first teaching an autonomous system
what to look for. However, any autonomous system is only useful if it is adopted by the
individuals tasked with the domain analysis. A study of potential users, which analyzes
their interactions with and trust of the event detection method, is as important as the
quantitative performance metrics.
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The research questions are:
1. Can unsupervised deep learning methods perform autonomous event detections in
multivariate time series data?
2. Does the autonomous system provide sufficient accuracy and reliability to develop
enough trust to fit in analysts’ existing analysis methods?
3. Are the savings in time, compute, and/or human-analytic burden realized by this
method adequate for domain expert adoption?

1.5 Research Methodology
This thesis presents event detection automation system (EADS) and a human usage
case study.
This research provides both a quantitative look at autonomous event detection when
compared against domain expert annotations and a qualitative survey of the participants’
perceptions of delivered analytic utility and time savings. Ten domain experts volunteered
to participate in two stages of research focusing first on their legacy event extraction
methods in Part 1, and then on capturing their interactions with a selected autonomous
event detection method in Part 2. By using several participants, a cross-validation will be
accomplished as each overlapping subset of training and test files are used as “truth” data
for a different participant.
Following the data pre-processing, Part 1 involved a pre-survey that collected
participant demographic information, asked about their perceptions and a priori knowledge
of artificial intelligence and machine learning methods–in general and particular to their
8

domain. Next, the domain experts were presented with a subset of the “ambient” driving
data and tasked with performing their manual event extraction process. The study
established a baseline for the time required for their legacy methods and the inter-coder
agreement for the events.
Results from Part 1 were used to select the unsupervised event detection model to
be used during automation. Generally, the system took the windowed, strided data and
trained a deep reconstruction model which recreated the input data after first passing it
through a lower dimensional space (called the latent space). Next, the reconstruction was
subtracted from the original trace to create windowed time series reconstruction error traces
and distance metrics were calculated between the latent space representations at each
timestep. Through either a mean-based or histogram-based method (based on the data
distribution) calculated from the training data, a simple static threshold was used to
generate candidate events in the reconstruction error and distance space. Convolutional
neural net (CNN) autoencoders [10], recurrent neural net (RNN) with long, short-term
memory (LSTM) autoencoders [11], and self-attention transformers [12] are evaluated.
Using a researcher-generated baseline file, the overall system was tested with a coarse gridsearch through the data window size; model architectures; and basic threshold techniques
to optimize the event detection algorithm on the baseline dataset. Based on model
performance, the researcher selected a set of model and event detection hyperparameters
to be subsequently presented to the participants.
In Part 2, the participants were asked to validate the events output by the
autonomous systems. For each participant, their Part 1 files were used as training examples
for a user-specified reconstruction model, then the other files are used as their test data.
9

These files were be passed through the autonomous system described above and the
unsupervised algorithm will present candidate events to the participants. Next, the
participants were tasked with correcting the events autonomously generated by the
algorithm. Lastly, they were asked to fill out a survey about their perceived trust,
confidence, speed of use, and analytic utility of the algorithm.
Ultimately, the quantitative data from the model outputs compared against expert
annotations and the qualitative responses to surveys were used to evaluate the autonomous
event detection method as it pertains to the analysts’ application domain.
Human research approvals and IRB information can be found in Appendix A.

1.6 Outline of Following Chapters
The remaining chapters show current and proposed applications for unsupervised,
non-parametric event detection in multivariate time series. Chapter 2 describes Related
Works, briefly discussing legacy time series decomposition and autoregressive techniques,
before moving on to statistical changepoint detection algorithms, and then addressing their
deficiencies when applied to the CPS/CAN domain (e.g. non-stationarity, assumption of
underlying data distributions, and hyperparameter search spaces). Next, the chapter
considers several deep learning techniques and their application to the CPS/CAN domain,
then concludes with a discussion of qualitative case study methods. Chapter 3 further
discusses the Event Detection Automation System and Chapter 4 discusses the Case Study
methodology. Chapter 5 discusses the Results of Part 1 (both the pre-survey and initial
annotation task), coarse model search for the autonomous event detection (across several
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architecture choices), then presents the results of Part 2 (participant validation of model
outputs and post-survey). Lastly, this research concludes with Chapter 6 and discusses
Conclusions and suggestions for Future Work.
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II. Related Work
In the age of Big Data and the Internet-of-Things (IoT), there is simply too much
data for humans alone to analyze. It is critical to develop methods to quickly understand
when a monitored system is “normal” and to accurately, reliably, and responsively detect
changes–or events–so decision-makers can react appropriately.
Event detection methods are typically specific to an application domain, with
special consideration for data type, characteristics, and target detections (i.e. what types of
activities an analyst is hoping to find). These event detection methods are also intimately
connected with forecasting and prediction. If an analyst can presciently understand what
will happen, one could anticipate change and shape events. Without that clairvoyance,
researchers can only make predictions, either of the underlying data generative process or
a future measurement and observe events which deviate from that prediction.
This thesis presents event detection in time series data (deviations from steady-state
in data observations ordered in time). The specific domain being analyzed in this research
focuses on timestamped measurements from vehicle instrumentation. These outputs are
called signals. When collected (or sampled) over time, these continuous and discrete data
points (or samples) are called data traces. Multiple traces can span different channels,
where each channel corresponds to the output of a single sensor. Signals, traces, and
channels are all observations of the underlying system measurements ordered in time. The
terms are often used interchangeably in the target domain and will be used similarly in this
thesis.
This chapter begins by defining key terms such as “event” and “time series data”
before discussing the formal event detection problem. Next, methods for time series
12

modeling lead into specific event detection methods. Quantitative evaluation metrics are
also discussed. This Chapter concludes with discussions on qualitative survey methods,
dealing with domain expert generated annotations, and considerations for how detection
methods could fit into the analysis workflow shown in Figure 1.

2.1 Event Detection Terminology
The event detection literature has no single agreed upon definitions and use terms like
anomaly, outlier, rare occurrences, and novelty. Some use the terms interchangeably, and
others attribute small nuances which allow their distinction. According to [13], these
definitions do share common themes:
1. The distribution of these observations are significantly outside the general
distribution of the data.
2. These points represent a small portion of the overall dataset, i.e. the majority of the
data is considered “normal.”

Braei and Wagner [13] collects most of these terms and calls them anomalies (leaving
some distinction for novelty). However, labeling a change in behavior as an anomaly may
be limiting–there are connotations of strictly unexpected/unintended activity. Steady-state
activity is defined as non-event activity. In the case of a POV, this could be a long duration
stop or regular straight driving. There are a host of applications where any deviation from
a steady-state is of interest.
This thesis focuses on data that has a temporal component, where measurements or
observations are ordered in the time dimension and uses a broad definition of event that

13

includes all anomalies, faults, novelty, etc. but also normal change activity. For example,
a thermostat failure would be a fault, but an operator input that changes the temperature is
a normal occurrence. Both result in a temperature alteration, one intentional the other
unintentional, but in this work, both are considered events.
Additionally, the broader definition of event may affect the distribution of normal and
anomalous labeling of the data. When including regular activity, a signal may be changing
from one normal activity to another and may spend significant time in event states.
Algorithm selection needs to accommodate this different distribution for applicability to
the CPS domain.

2.1.1 Types of Events
This research limits the environment of defining an event to temporal digital data
in a structured format consisting of attributes and labels where there is a time associated
with a sample of labels assigned to the attributes.
Braei and Wagner [13] describes three common types of anomalies. Using their
definitions and applying them to this domain, events exist as:
1. Point events: a single data point sample that deviates significantly from the rest of
the data. This could be a single large transaction which exceeds normal spending
habits.
2. Collective events: a sequence of points which are labeled as part of an event when
a single measurement may or not be classified this way. This could be a month of
higher than normal temperatures.
3. Contextual events: a sequence of points which are considered an event under one
context but not another. A simple example could be snowfall near the equator.
Snow is not uncommon near the poles, but rare that far south.
14

The term event already includes a time-orientated connotation and similarly suggests
most detections will likely be collective or contextual. The expected types of events in a
dataset or an analyst’s target detection (what kind of event the analysis is looking for)
influences the type of algorithm to be used. Some methods are only able to detect point
events and miss collective/contextual events. Depending on the domain application,
changing time scales or aggregating samples (reducing sampling rate) may change the
available options. Decisions about data preprocessing and appropriate event detection
methods are made while considering the type of events to be detected.

2.1.2 Types of Detection Methods
As the size and utility of time series data increases, the amount of research has
increased accordingly. Braei and Wagner [13], Mahmoud and Mohammed [14], Goldstein
and Uchida [15], Aminikhanghahi and Cook [16], and Truong, et al. [17] have all published
event detection methodology surveys, each with slightly different foci [14] [15] [16] [17].
Like defining an event, it is important to establish a vocabulary to describe event
detection methods. This research focuses on temporally ordered data, and the definitions
focus on terms applicable to time domain analysis.

2.1.2.1 Detection vs. Segmentation
Analyzing the behavior of a temporal sequence for events can fall into two
categories: detection and segmentation [17]. Event detection is looking for the
characteristics of a transition, a relatively short duration period of behavior or class
15

instability. This could be a transmission gear shift when a vehicle is accelerating, an
injected transition from one state to essentially the same state, or could be a change from
drive to park- completely different vehicle activities. Segmentation examines the behavior
of the data and identifies changes in that behavior. Music segmentation is one example
where the event occurs between musical movements, e.g. between verse and chorus.
An event detection could be characterized as a short transition segment before the
data returns to another known steady-state. However, this researcher believes the primary
contrast is in the follow-on classification, the subsequent step following detection in Figure
1. A segmentation task would classify the activities between detections and the detection
task would classify the transitions. The most robust systems may perform both tasks.
Some statistical methods, like changepoint detection, bridge this distinction by
looking for a singular data point (detection) that separates two periods of activity
(segmentation). However, many of these methods are incapable of finding collective or
contextual events.
This thesis focuses on the detection of collective and contextual events at the
transition periods between steady-state activities.

2.1.2.2 Statistical vs. Machine Learning Methods
There are two main categories of event detection methods for time series [13] [18]:
statistical approaches which assume the data is generated by some specific underlying
model and machine learning approaches which attempt to learn a representation directly
from the data. The method requires a researcher to make assumptions about the generative
process before analysis. Machine learning assumes the underlying model is not required if
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the method is able to learn an accurate, representative data model. Braei and Wagner [13]
further segments machine learning into classical methods and artificial neural networks (or
deep learning).
Statistical and machine learning approaches are also related to parametric and nonparametric methods. Aminikhanghahi and Cook [16] discuss their differences. Parametric
algorithms specify a functional form of the solution and then estimate the unknown
parameters of the model based on the data. These methods allow the training data to be
discarded once the parametric model is created. Conversely, nonparametric approaches do
not make assumptions about the underlying function, must retain the training data through
inference, but have been shown to scale better with larger datasets.
Most machine learning techniques are parametric where a model is specified with
a certain number of trainable parameters. Then, those parameters are learned by iteratively
testing a model, calculating an evaluation metric, then attempting to adjust the parameters
to better fit the evaluation criteria. Some statistical models, e.g. change point detection
algorithms, can be parametric or nonparametric.

2.1.2.3 Online vs. Offline Detection
Based on the intended domain application, there are two ways of dealing with data
[16] [17]. The first, online, aims to analyze data in near-real time as it is collected,
sometimes called streaming data. Essentially, online methods run concurrently with the
processes they are observing, analyze each data measurement as they are made, and attempt
to detect events as soon as they occur. Conversely, offline methods wait until an entire
dataset is collected and then retrospectively analyze the data for change events.
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Truong, Oudre, and Vayatis [17] mention that online methods are often referred to
as event or anomaly detection and offline methods are called signal segmentation. This
thesis uses the definition where detection is attempting to find a transition point and
segmentation focuses on the behavior between detections, both of which can be done online
or offline.
Online and offline methods can also reference the types of training available to a
learning system [19, pp. 14-17]. Batch learning is done with all currently available data,
inherently an offline method. To add understanding about new data, the dataset grows and
the model retrained. Online learning techniques can be trained incrementally by feeding
data to the system as it is collected. Online methods benefit from:
● Lower data storage needs because it can discard incorporated data.
● Lower training time for new data because it only needs to learn from the additional
measurements, observations, or samples.
● Better performance on large datasets because the incremental training does not
require the entire dataset to be held in main memory for computation.
However, online learning requires more monitoring after application launch
because bad data ingestion may cause gradual decline in performance [19, p. 17].
This research focuses on offline methods to better align with the CPS data target
domain of the participants.

2.2 Time Series Data
Time series data is a set of ordered measurements, labels, observations, etc.
sequentially recorded over time [13] [14] [15] [16] [17]. This time domain can be
continuous. However, most current applications utilize digital computing and require
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discrete time samples. In both cases, the rate of observations, the sample rate, can be at
constant, irregular, or variable. This is further complicated when trying to draw insight
from multiple, disparate, and diverse sources (e.g. different sensors)–each with their own
dynamic ranges, sampling rates, and possibly data formats.

2.2.1 Time Series Definition
By definition [13], time series is a realization of a stochastic process !(#, %) where
# belongs to a sample space and % belongs to an index set. ! is a random variable in the
sample space if % is fixed. Therefore, a time series is defined as:
' = (%!" , %#" , … , %$" ), * ∈ ℕ% , % ∈ ℕ

1

where ' is the time series, and C is the number of channels or dimensions of the dataset.
This represents the number of disparate time series measurements collected from different
sensors, phenomena, observers, etc.
Unlike other datasets, time series observations depend on both the cross-dimension
relationships and the order of the time sample set [13]. Statistically, time series signals are
not independent and identically distributed. After a given instance in time, %& , the range of
likely values at %&%# are dependent upon the previous instances within the set (except in
the presence of noise).
In this paper, only discrete time series are considered. The domain is further
restricted to a constant, equal time sampling–ensured during data preprocessing,
normalization, and interpolation.
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2.2.2 Time Series Characteristics
Event detection in time series data assumes that historically collected samples can
representatively convey the underlying process and carries useful information for the
description of phenomena. Essentially, this means an observer (human or computer) can
analyze the past to make educated inferences about what did or will happen.
There are several characteristics which describe a time series: scale, trend,
seasonality, cycle, residuals, stationarity, and noise. Understanding these properties is
critical because the data behavior impacts the accuracy and effectiveness of various
detection algorithms.

2.2.2.1 Time Scale
The first consideration when analyzing time series data is the time scale to be
observed. Typically, this is defined by the sampling rate of the data and the expected
duration of an anomaly or event. For example, one sample a decade is not helpful when
observing decaying cesium atoms in an atomic clock. Alternatively, sampling every cycle
of a computer processor is likely unnecessary, and wasteful with data storage, when
looking at monthly sales numbers at a sporting goods store. The scale also influences which
of the time series characteristics is observable and/or how they are presented.

2.2.2.2 Time Series Components
From the originally collected time series data, the underlying signal can be modeled
as a multiplicative (Equation 2) or additive (Equation 3) composition of 4 components:
trend, season, cycle, and everything else (residuals).
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.$ = '$ × 0$ × 1$ × 2$

2

.$ = '$ + 0$ + 1$ + 2$

3

where .$ is the original data, '$ is the trend value, 0$ is the seasonal value, 1$ is the cyclical
fluctuations, 2$ is the residual data all at time sample %.
Trend
A trend is a non-constant mean in a time series. A trend can increase or decrease
over time described as a positive or negative trend, respectively.

Seasonality
A time series demonstrates seasonality when there is a behavior with a fixed
periodicity, typically less than a year. Seasonality is named after seasonal factors such as
decreased temperatures during winter months or longer days during summer. These recur
at a regular, expected, and predictable timeframe–hence the fixed periodicity.

Cycle
Cyclical variation in a time series occurs from periodic phenomena that have a
variable period or whose changes extend beyond the observed time window/scale.

Residual
Once the trend, seasonality, and cycle are removed, what remains is typically the
data of interest. The residual signal represents the variation resulting from unexpected or
irregular changes in the underlying data. Using customer sales as an example, this residual
could be due to additional environmental factors (e.g. rain), normal small variation over
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time (e.g. a few more customers on a given day), or represent the actual event that is the
intended focus of an analysis (e.g. a surge in sales due to a new product launch).

2.2.2.3 Stationarity
When a time series is the same over every time interval, i.e. the distribution at any
sample is equal, then the data is considered stationary [13]. A stationary time series has: a
constant mean (no trend); a constant variance; no seasonality (no periodic variation); and
a constant autocorrelation over time (the expected value is constant when a signal is
compared against a time lagged version of itself).

2.2.2.4 Noise
When any sensor makes observations or real measurement, there is a potential for
error. These errors can be from unintended interference, natural phenomena, or man-made
processes. Regardless, this error, called noise, is an unintended injection which influences
the time series collection–and could influence the perceived/calculated underlying process.
Like anomalies/events, noise can be a point, collection, or contextual. Point noise
is observed over a single sample, possibly a bit error from signal transmission. Collective
noise is longer duration and covers multiple time points. The same phenomenon can also
be characterized as a point or collection depending on the time series scale. For example,
an increase in sales over a week will appear as a collection when sampled daily but a point
anomaly when sampled monthly. The last type of noise, contextual, is dependent on the
target detection. An example here could be mislabeled data from human annotations. If a
researcher is analyzing the rate of erroneous annotations, then these data points are the
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signal of interest. If the project hopes to use correct labels to draw inference, then those
same points are noise (called class noise).
White noise is a special case which is uncorrelated over time from a fixed
distribution with a constant, zero mean and a finite variance [13]. White noise is stationary
and there is no dependence between two observations.

2.2.2.5 Labeled or Unlabeled
A labeled dataset has an associated annotation for each element of the dataset [13].
For pictures of animals, a label may take the form of {*5%, 67% *5%}. In the case of event
detection in time series, this label is typically a binary {679:5;, 567:5;<} but may have
multiple

possible

labels

associated

with

different

event

types

{=>=6%_%<@=1, =>=6%_%<@=2, … , =>=6%_%<@=C}. The presence of labels directly impacts
the possible choices of machine-learning algorithms. If the dataset is labeled, supervised
methods typically offer the highest accuracy. Partially labeled sets can utilize semisupervised methods that can allow the propagation of labels to similar samples. Without
labels, an analyst must use unsupervised methods.

2.2.2.6 Univariate Versus Multivariate
A univariate trace is when a single time series is considered for analysis. Common
examples include stock prices, sales dollars, or environmental temperature. Multivariate
datasets include multiple time series dimensions such as different sensors, observers, or
other sources. Multivariate data can be measuring the same phenomena from different
locations (e.g. seismographs), different aspects of the phenomena (e.g. color wavelengths),
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or different but contextually related phenomena (e.g. stock index prices and inflation).
Regardless, analyzing a multivariate dataset is usually done to determine the relation
between the channels as they influence an activity of interest–an event.

2.2.2.7 Cross-dimensional Correlation or Causation
The final consideration when analyzing time series data specifically relates to
multivariate data. Namely, how do the channels behave together or influence each other
across dimensions? Are changes correlated or does one channel cause variations in another,
i.e. a causal relationship? This relationship may require a priori domain knowledge or
assumptions about the underlying processes. Sometimes, determining this correlation is the
entire purpose of an analysis (e.g. predicting the price of pork belly commodities based on
the orange juice market). Other times, the relationships help to explain the causality of an
anomaly or event.

2.3 Framing an Event Detection Problem
Event detection solutions are unique to an application domain. Different methods
perform better on data with certain behaviors, characteristics, or properties. Some
algorithms may be incompatible entirely and unable to give any results. Therefore, a strong
foundational knowledge of the application domain is necessary to shape event detection
research. This initial problem framing could save enormous amounts of time and comes in
two parts: knowing your goal and knowing your data.
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2.3.1 Event Detection Problem Definition
As the classic stoic philosopher Seneca said, “If a man knows not which port he
sails, no wind is favorable.” [20] Therefore, defining what a time series analysis project
hopes to accomplish is a necessary first step.
The first step is to determine the types of events to be found and an associated detection
target. Essentially, what is the purpose of the event detection process and what indicators
may appear in the data? Braei and Wagner [13] discusses two types of detection targets:
1. Detection based on prediction of the time series.
2. Detection based on unusual shapes in the time series.

Prediction and shape detections appear in both statistical and machine learning
methods. Knowing the intended target for the application domain will drive technique
selection.

2.3.2 Data Domain Characteristics
If an analyst is unfamiliar with a dataset, it is critical to perform an initial domain
exploration to understand:
● Is the data univariate or multivariate?
● Are labels present for some or all the data?
● What types of events can be expressed by this data?
● Are there trend, cycle, or seasonal patterns?
● How clean or noisy is the data?
● How much data is accessible?
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All of these questions will help answer the most important question: Is this data likely
suitable to accomplish an event detection problem? Once answered in the affirmative, the
questions can additionally drive data preprocessing, time series modeling, and event
detection algorithm decisions.

2.4 Time Series Modeling
Though not necessary for all applications, time series forecasting and prediction,
can be intimately connected with event detection. In cases which use time series modeling,
a representative model must be assumed or learned so that a system can know what data is
expected and whether new data matches that expectation, regardless of the prediction- or
pattern-based target detection selected.
Like the event detection algorithms themselves, there are two methods for time
series modeling: statistical and machine learning.

2.4.1 Statistical Models
Statistical models start from an assumed data distribution and underlying generative
process. If the assumption is accurate, then predictions can be made about past and future
data based on that model. Unfortunately, statistical models are either univariate or
computationally costly for multivariate data. Most of these statistical techniques also
require signal stationarity so it is important to know the data characteristics and transform
the data if necessary.
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2.4.1.1 Classical Decomposition
When a time series exhibits a strong cycle, trend, and/or season, each of these
components can be modeled and used for a baseline data prediction. Using either the
additive or multiplicative models in Equation 2 and Equation 3, developing the time series
model requires the calculation and removal of each component individually then adding
them back during prediction stages.
Moving average (MA) calculations are often used to smooth out the short-term
fluctuations and identify long-term trends–an estimation of the cycle and trend [14].
#
'D$ = ' ∑()*+( F% + G

4

Where 'D$ is the trend and cycle, : = 2I + 1 and varies over a window size of 2I
sequential measurements, and F is the value of at time %.
Simple exponential smoothing (SES) is another method for determining the cycletrend [14].
:
J $ = KL$ + (1 − K) :
J $+# , N = 2 … 6

5

for a fixed K ∈ [0,1] and :
J # = L# .
Seasonality can be removed by averaging the values at a given seasonal timestamp
(e.g. every Tuesday) or subtracting the value at a given time point by the previous (called
differencing) [19, p. 506]. There may be multiple seasons to be discovered and removed.
L$, = L$ − L$+&
where 6 is the length of the season.
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Though these techniques can be used for predictions by themselves, they may also
be used as pre-processing for other time series modeling which may require data in a
particular form.

2.4.1.2 Autoregressive with Moving Average Models
There are several types of time series models which have autoregression as a
foundation.

Simple Autoregressive Model (AR)
An autoregressive model is a simple linear model where the current value of a time
series is based on a finite set of previous values.
L$ = ∑.-*# 5- ⋅ L$+- + * + U$

7

where L$ is the current value of the stochastic process, coefficients 5# , … , 5. and * can be
approximated from the data. An autoregressive process of order @, V2(@), has a preceding
window length equal to p. The error U$ is considered uncorrelated and used for event
detection.

Moving Average Model (MA)
The moving average is a linear transformation of the last W observations of a time
series and the last W errors {U$ , U$+# , … , U$+/ }, also called a W order moving average or
XV(W).
L$ = ∑/-*# Y- ⋅ U$+- + Z + U$
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8

where Z is the mean of the time series and coefficients {Y! , Y# , … , Y/ } are learned from the
data.

Autoregressive Moving Average Model (ARMA)
A more sophisticated extension combines both the AR and MA.
L$ = ∑.-*# 5- ⋅ L$+- + ∑/-*# Y- ⋅ U$+- + U$

9

In this algorithm, the model is dependent on the last @ observations and W errors.
These control whether the model over- or under-fits the data and are learnable parameters
using correlograms [13], leave-one-out cross-validation [21], and the Box-Jenkins Method
[22].

Autoregressive Integrated Moving Average (ARIMA)
ARIMA is a generalization of the ARMA model which removes the stationarity
precondition.
L-, = L- − ∑0)*# L-+) , ∀^ ∈ {1, … , '}

10

Effectively, this method adds a _ parameter which defines the number of times an
ARMA model is differenced to remove cycle-trend or season (_ > 1 if the cycle-trend is
non-linear).

2.4.1.3 Other Statistical Models
The autoregression-based models are only a few of the possible statistical methods.
Some methods expand on the simple exponential smoothing to double and triple
exponential smoothing (DES, TES) [23]. Time series outlier detection using prediction
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confidence interval (PCI) [24] forecasts the next time stamp measurement by using a nonlinear weighted sequence of previous data.
There are others but the above sample of statistical models represent examples that
are well-supported by historical usage and research.

2.4.2 Machine Learning Models
Where statistical models pre-assume an underlying statistical process, machine
learning methods assume that the generative process is irrelevant if a representative data
model can create accurate predictions. This data model is learned directly from the data
used to train the model.
Though techniques exist which perform well for event detections, classical machine
learning methods such as linear/logistic regression, clustering, or classical dimensionality
reduction are known to be ill-suited for time series modeling and the associated
forecasting/prediction tasks. This is because each timestamp in a fixed window is treated
as an individual feature, with multivariate data appearing as concatenated feature sets of
the same window length. With the large number of features, these classical methods suffer
from the Curse of Dimensionality which shows a reduction in performance due to
increasingly sparse feature spaces as the number of dimensions grows [19, p. 214].
However, machine learning techniques using artificial neural networks, or deep
learning, have been shown to be very effective for modeling, predicting, and forecasting
time series data.
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2.4.2.1 Artificial Neural Networks
Neural network-based machine learning has garnered enormous popularity and success
in recent years. This increased prevalence has been observed in domains as diverse as stock
prediction, natural language processing, and image recognition. Though most of the early
success with artificial neural networks (ANNs) was seen in computer vision tasks such as
object detection and classification, there is a growing body of research applying these
machine learning techniques to time series applications such as forecasting, segmentation,
and classification [13] [14] [15] [16] [17] [25].
Mahmoud and Mohammed [14] lists a few advantages of all ANNs that include:
1. Able to learn very complex, non-linear mappings from the input to output to include
time series
2. Able to handle multiple types and dimensions of input data plus multivariate time
series
3. Do not require stationarity in time series inputs

However, this is at the cost of more powerful computing hardware, time cost of possible
long training times, a need for lots of training data to be generalizable, and dependent on
weight initialization and gradient descent methods–possibly suffering from local minima
in the training optimization contour and not finding a global minimum [19].
The basic unit of an ANN, the perceptron, is based on an older artificial neuron called
the threshold logic unit (TLU), shown in Figure 2.
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Figure 2: Threshold Logic Unit (TLU) [19, p. 284].
Essentially, the TLU multiplies the input matrix by a matrix of weights. This output
is then passed through a non-linear step function, more generally called an activation
function, to calculate the TLU output. The final calculation may or may not be close to the
desired output. To determine that difference, a loss function (also called a cost function or
performance measure) is applied to the input and output. Common loss functions include
mean square error (MSE) [19, p. 121], shown as Equation 11; root mean square error
(RMSE) which gives higher weight to larger errors [19, p. 39], show as Equation 12; and
mean absolute error (MAE) which allows for more outliers [19, p. 41], shown as Equation
13.
#

X0a(b, ℎ) = & ∑&-*#dℎ(e(-) ) − < (-) f

3

#

2X0a(b, ℎ) = g& ∑&-*#(ℎ(e(-) ) − < (-) )3
#

XVa(b, ℎ) = & ∑&-*# |dℎ(e(-) ) − < (-) f|
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13

where 6 is the number of data points, b is the total input matrix, e(4) is the ^ $5 feature
vector of the input, < (-) is the target value, and ℎ(F) is a function (typically the activation
function discussed later).
If these losses are large, the TLU will require adjustments to the weights matrix to
optimize the resulting output compared to the target. This is called learning.
Like classical machine learning methods, ANNs iteratively learn a data model
directly from the training samples–the underlying process does not matter if the model can
accurately make predictions. The most common learning method, for both classical and
artificial learning, is called gradient descent which takes the partial derivative of the loss
function (with respect to the weights), then uses that resultant vector to update the weights
matrix for the next learning iteration, called an epoch.
i(&67$ 6.9"5) = i − j∇: l(i)

14

where i is a matrix of features, l(i) is a loss function (e.g. MSE), and j is a learning rate
which controls the speed of descent.
Further extensions on this basic method add a level of randomness to the weights
update (stochastic gradient descent [19, p. 124]), train on portions of the data at a time
(batch gradient descent [19, p. 121]), and momentum [19, p. 351]. The most sophisticated
optimizers combine several of these extensions to include the Adam optimizer [19, p. 356],
the adaptive momentum estimator, which combines the stochastic gradient descent,
momentum function, and root mean square propagation (RMSProp).
J;n
i(&67$ 6.9"5) = i − m
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where m = s# m − (1 − s# )∇: l(i) and q = s3 q + (1 − s3 )∇3: l(i) with s# and s3 are
the momentum decay and scaling decay, respectively.
The final consideration is how the weights matrix is initialized. Random
initialization tends to work well. However, others such as Glorot, He, and LeCun may be
recommended depending on the type of activation function used [19, pp. 333-334].

2.4.2.1.1 Multi-Layer Perceptron (MLP)
A single TLU with a simple step-wise function has very limited utility. It is when
many TLUs, with more sophisticated activation functions, are chained together that give
ANNs their flexibility and power. These architectures are called multi-layer perceptron
(MLP), a simple example is shown in Figure 3.

Figure 3: Multi-Layer Perceptron [19, p. 289].
As shown in the Figure above, all MLPs have an input and output layer typically
with one or many hidden layers between (the bias term is always output as 1). Each layer
has a certain number of neurons with a shape corresponding to a layers’ function and the
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general purpose of the network. The input layer always has a shape identical to the input
data. The output layer is shaped by the desired output of the ANN. The hidden layers are
those between the input and output layers. If every neuron in a particular layer is connected
to every neuron in another, they are called a dense or fully-connected layer.
The size of each layer with its prescribed number of neurons, sometimes called the
width, and the number of hidden layers, called the depth, are critical hyperparameters to
test when optimizing an ANN-based machine learning application. The increased depth of
the MLP is why this framework is called a deep neural net (DNN) and the learning method
is called deep learning.
In addition to hidden layers, MLPs and other DNNs have more options for the nonlinear activation functions t(u). These include:
● Sigmoid (aka Logistic)
#

t(u) = #%6 %&
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● Softmax
t(v)- = ∑*

6 &'

)+" 6

&)

17

● Hyperbolic Tangent (tanh)
6 & +6 %&

t(u) = 6 & %6 %&
● Rectified linear unit (ReLU)
t(u) = max (0, F)
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where v = eF z, e is the input matrix and z are the matrix of weights.
The greatest difference between the simplest TLU and a true neural network is how
the hidden layer weights are updated during learning [26]. This revolutionized the utility
of DNNs by developing a method to efficiently determine how much of the final loss
calculation at the output layer is attributable to each hidden layers’ weights. This is called
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backpropagation. Essentially, the weight update at a given layer is a function of the
remaining loss from the previous layer (working backward from the output through the
hidden layers).
GH(I)
*
GJ')

*,"

= t, d5)( f7-(+# ∑LK*# p)K(%# {K(%#
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where the ^, G are matrix coordinates for layer I and 9 (%# are the number of nodes in that
layer. Essentially, the error {)( at layer I depends on the errors at the next layer I + 1.
It is backpropagation which makes ANNs computationally efficient enough to find
application in such varied domains.
There are several additional variations on the ReLU activation such as the leaky
ReLU, exponential linear unit (ELU), and Scaled ELU (SELU) [19, pp. 335-338].
Each activation function has properties which may be desirable for certain machine
learning applications. A sigmoid activation ensures the output varies between [0,1]. It is
often used for binary classification but could also be used as a probability. A softmax in
the output layer allows the system to apply multiple class labels to the data. The tanh
activation has outputs which vary between [-1,1], and the ReLU and its variations do not
saturate at extremely high or low gradients (called the exploding gradient and vanishing
gradient problems).
Lastly, the output layer is directly influenced by the intended output of the DNN.
The choice of the final activation function has an influence on the dynamic range
possibilities of the output. In a time series context, the number of neurons in the output
could correspond to the number of timestamps the system is intended to predict or classify.
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Though the hidden layers affect the performance of the system, it is the output layer which
is more intimately tied with the functional application.

2.4.2.1.2 Convolutional Neural Networks (CNN)
MLPs, though capable of learning very complex mappings between input and
output, still require a 1-dimensional input series to match the long line of single neurons in
each hidden layer [19, p. 447]. For multivariate data sets, any inputs must be flattened to a
vector. This can cause the MLP to lose spatial relationships between input channels or
dimensions (e.g. multiple color levels for the same pixel in an image).
Convolutional neural networks (CNNs) are another extension to basic ANNs which
were developed to act similarly to the visual cortex in mammals. Biological neurons look
for small patterns in the visual field then aggregate them into higher-level features and
object recognition (classification). Artificial CNNs act similarly by using stacked
convolutional and pooling layers to reduce the input into lower-level feature maps. As the
data passes through deeper hidden layers, the receptive field of each neuron increases
allowing it to recognize more complicated patterns. CNNs also allows _ > 1 dimensions
(i.e. multivariate) for the input layer and can learn the spatial relationships missing from a
simple MLP [19, pp. 446-449]. Figure 4 shows an example of a multi-channel input with
multiple feature maps per hidden layer.
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Figure 4: Multi-Channel Convolutional Neural Network (CNN) [19, p. 452].
The key innovation of the CNN architecture is the convolutional layer. Basic MLPs
are fully-connected which creates a large number of parameters and makes them
computationally expensive for deep networks, requiring additional training time.
Convolutional layers are partially-connected and use a sliding window of a one- or multidimensional filter, also called a kernel, to pick out the features in the previous layer which
activate the filter the most. For example, a vertical kernel will find all the vertical features.
More complicated patterns can be recognized by using many different filters of different
patterns. The kernel window slides along all dimensions of the previous data tensor.
Padding the input data can ensure that information is not lost at the edges of the sample.
Valid padding implies there is no padding, the kernel starts at the edge of an input, and the
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resulting output will be a smaller dimension. Same and zero padding add p extra numbers
to the edges of the input such that the resulting output is the same shape as the input.
The partially-connected nature of CNNs reduces the overall number of trainable
parameters which typically corresponds to a decrease in overall training time. The number
of parameters can be further decreased by skipping some kernel windows with a given
stride, essentially mapping a larger convolutional layer to a smaller layer. Figure 5 shows
this reduction in dimensionality.

Figure 5: Reducing Dimensionality with Stride of 2.
Another common feature in CNNs are pooling layers. These layers subsample the
input to reduce the number of parameters even more, therefore lowering the computational
load and required memory as well. This also reduces the likelihood of overfitting. Max,
min, and average pooling [19, pp. 456-457] are used though max pooling appears the most
common [14].
The last layer before the output in many CNN architectures are dense, fullyconnected layers. These layers at the output finish the CNN mapping to either a set of
numerical outputs or classes.
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Historically, CNNs have been known for computer vision tasks [13]. However,
recent applications have seen success with time series data [11] [25] [27] [28] [29] [30].
While 2D or 3D kernels are common for image classification, 1D convolutional kernels
and 1D pooling are used in time series analysis (or 2D in the case of multivariate datasets).
Figure 6 shows a univariate example.

Figure 6: CNN for Time Series Prediction [13] [25].
By training the CNN, the system learns a data model for the time series and is able
to make classifications or predictions following the dense output layers. The input samples
are time series windows of a defined length {%! , %# , … , %& } and the target output is taken
from subsequent time series measurements {%& %# , %&%3 , . . . }. They are essentially
supervised by the next window. Though the Figure above only shows a single output node,
multiple predictions can be made by increasing the number of neurons at the output layer.
CNNs also have fixed receptive fields based on their first convolutional layers.
CNN extensions include residual neural networks (ResNet) and WaveNet
architectures. ResNets use skip connectors and residual blocks developed by He, et al. [31]
to classify time series and avoid vanishing gradient problems associated with deep CNNs.
WaveNet, by Oord, et al. [29] was developed for raw audio waveforms using dilated
convolutional layers by applying a kernel to data larger than the filter size–skipping some
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input values per stride step. WaveNets are able to learn long- and short-term features
compared to basic CNNs which focus on local patterns. Braei and Wagner [13] applies
both of these to time series modeling to make time series predictions.

2.4.2.1.3 Recurrent Neural Networks (RNN)
Though CNNs have been applied to sequential time series problems, its roots are
in static samples such as images. For sequential forms of data–video frames, text, music–
recurrent neural networks (RNNs) architectures are used [14].
Until now, all of the ANN architectures have had activations that occur in one
direction, called feedforward networks. RNNs use a feedback mechanism in which a
neuron produces an output, retains an internal state, and sends that output back into itself.
At each time t, the recurrent neurons receive the inputs from the previous layer and the
recurrent neurons’ output from step % − 1. Looking at the RNN as a function over time is
a process called unrolling the network through time. This process is shown in Figure 7.

Figure 7: Recurrent Neural Network (RNN) Architecture [19, p. 499].
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Feedforward networks have a fixed size input and output [14] which may have
limited utility for processes that are not strictly held to a fixed width–like time series. With
their feedback mechanisms, RNNs were specifically designed for this kind of arbitrary
length data with specific applications in satellite monitoring [10] and emotion recognition
[32]. Like CNNs, they are also able to include multiple hidden layers and multivariate
inputs. However, RNNs suffer from unstable gradients which may never converge to a
solution and are only able to remember short term behaviors [19, p. 497]. Similarly,
backpropagation through time during RNN training can lead to exceedingly small
gradients, vanishing gradients, as the loss is propagated to earlier time steps.
A common extension to the RNN includes long short-term memory (LSTM) cells.
LSTMs reuse two vectors: ℎ$ is added with the new data F$ , making it a short term
memory, and *$ is multiplied with the new value, making it a long term memory. LSTMs
use three gates–the forget, the input, and the output–to maintain longer term dependencies
between significant events, determine what parts of the long term memory should be
forgotten, and specify which part of the new long term memory should be sent to the output.
This solves both the memory issues of RNNs and the vanishing gradient problem
(especially the forget gate), but this is at the cost of longer training times [13].
Developed by Cho, et al. [33], gated recurrent units (GRUs) are a simplified version
of the LSTM which compresses the three gates into one–the forget gate. Research has
shown that the GRU’s simpler design reduces computational complexity without a
significant loss of performance [13].
Figure 8 shows basic LSTM and GRU cells.

42

Figure 8: Long-Short Term Memory (LSTM) and Gated Recurrent Unit (GRU)
Cells for Improving RNN Architectures [34].
RNNs take longer to train in general. However, they show excellent performance
when applied to time series prediction, forecasting, and analysis tasks.

2.4.2.1.4 Autoencoders (AE)
Another method to create data models, the autoencoder (AE), reduces the
dimensionality of the data and projects it to a lower dimensional space, where only the
most correlated variables remain. When this lower dimensionality, or latent space, is
projected back to its original size, only the most representative behaviors are rebuilt into
the output. The compressing portion of the AE is called the encoder and the expanding
portion is called the decoder. The two sides are made up of hidden layers, typically
symmetrical about the latent space layer in the middle, and can share weights to accelerate
training. Figure 9 shows an example of a basic autoencoder framework.
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Figure 9: Autoencoder Architecture [35].
Essentially, these AE architectures are trying to reconstruct the same data as the
input after passing it through a “bottleneck” of a lower dimensional representation. If b is
the dataset, } is the decoding function, and ~ is the encoding function, then the output
would be expressed as Equation 21.
LD = }d~(L)f

21

With an optimization function attempting to minimize the difference between the
:
b and the predicted b
min ÇÉL − LDÉÇ = min ÇÉL − }d~(L)fÉÇ

I- ,I.

3

I- ,I.

3
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where ÑN , ÑO are the weights of the encoder and decoder, respectively.
MLP, CNN, and RNN architectures can be used as a framework for an AE with
their accompanying strengths and weaknesses (including multivariate performance). When
applied to time series, the same CNN or RNN layers are built with sequentially lowered
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data structure shapes, then symmetrically rebuilt after the latent space, with the output
having the same dimensionality as the input.
Autoencoders are typically trained solely with “normal” data, allowing the AE to
learn only what is representative of usual behavior. If a dataset contains both normal and
anomaly (or event) data, preprocessing based on clustering (discussed later) can perform
an initial filter of high and low density patterns/behaviors to segregate out normal data [27].
With enough and a low enough percentage of outliers, anomalous or event data may be
trained out of the data model since only the most efficient latent space is retained. This is
the basis of denoising autoencoders, which applies stochastic noise to the inputs so that the
AE will learn how to remove the noise.
Another extension of the AE, are variational autoencoders. Introduced by Kingma
and Welling [19, pp. 586-590], VAE latent space layers also learn a mean and standard
deviation coding. This is also a generative autoencoder capable of creating new instances
that look like they were sampled from the training set.

2.4.2.1.5 Attention-based Transformers
The final system for data modeling, with specific application to time series data, is
based off of the attention mechanism. Attention is a component for neural networks which
learns which parts of an input sample is most influential in predicting another part of the
output–a classification or prediction of a static tensor or sequence [19, p. 526]. The general
attention mechanism consists of three matrix components: queries (Q), keys (K), and
values (V). To compute attention [36], the query vector is matched against the database of
keys to create a score value:
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=/,(' = W ⋅ I-
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Then, the scores are passed through a softmax:
K/,(' = N7Ö%:5F (=/ , I- )
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Finally, the total attention is a weighted sum of the value vectors:
5%%=6%^76(W, Ü, á) = ∑- K/,(' >('
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This assigns higher weight and higher scores to more important features. Attention
offers some explainability to the output of an ANN, especially visual attention for image
classification. However, some researchers are skeptical that attention is truly interpretable
[37].
Attention can boost the performance of RNN-based autoencoders, but it was the
ground-breaking paper “Attention Is All You Need” [38] which significantly increased the
utility attention by introducing the transformer [19, pp. 554-563], show in Figure 10.

Figure 10: Transformer Architecture [38].
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This learning architecture uses input and output positional embeddings or encoding,
coupled with self-attention (plus dense and normalization layers) to create a robust,
efficient sequence-to-sequence model. Since the transformer only uses attention, without
recurrent or convolutional layers, the architecture is based mostly on simple matrix
multiplication which has lower computational complexity and is parallelizable.

This

leads to lower training and inference time. The last component is called multi-headed
attention which includes multiple self-attention modules and allows the transformer to
learn more than one attention relationship for a single data input. In each of the attention
layers, the matrices are usually symmetric. This represents a two-way causal relationship
among the query and keys similar to the bi-directionality of RNNs. For time series, this
may or may not be a desirable relationship. By masking half of the square matrix, attention
only has a one-way causality where a current prediction only looks at preceding
measurements [39].
Transformers are most prevalent in natural-language processing applications with
recent advances with 3D human motion prediction [40], cross-dimensional geo-tagged
measurement imputation [41], and video recognition [42]. However, time series are
sequence models and only need an effective input embedding which encodes time to be
effective. Time2Vec [43] is an example of this time representation which is invariant to
time rescaling and can capture both periodic and non-periodic activity.
#- ã + ~- , ^Ö ^ = 0
àâä(ã)[^] = å
ç(#- ã + ~- ), ^Ö 1 ≤ ^ ≤ I
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where àâä(ã) is a vector of size I + 1, ç is a period activation function, and #- , ~- are
learnable parameters.
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Using Time2Vec, a transformer is able to learn a data model which can predict the
next time-offset data series window from a previous sample.

2.4.3 Over- and Under-Fitting Models
In any method where a model is iteratively learned from training examples, there is
a danger that the model will not perform well on new data. If the model learns to represent
the original data too well, called overfitting, then the system will not be generalizable to
instances that are not in the training. Conversely, underfitting the data typically means that
the trained method was not sufficiently complex or applicable to accurately learn to
represent the data [19, pp. 27-29]. Both represent potential issues when attempting followon event detections.

2.4.4 Considerations for Large Time Series
For large time series, long files with many time samples and/or multivariate sets
with many inputs, many computers may not have resources to process an entire time series
as one training or inference input. A long data set with thousands of samples may require
many convolutional layers for a CNN and exacerbate the vanishing gradient problem of
RNNs. Additionally, overfitting the training data may be an even greater concern with
fewer, larger training examples. In many cases, a sliding window is used to create many
shorter, often overlapping, 1D (or multivariate 2D) time series segments which can be
trained in batches. More memory savings can be realized by reducing the overlap of the
segments, similar to the convolutional stride. Using this windowed approach does create
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additional hyperparameters of window size w and stride s, however it may make previously
untenable research projects possible.

2.5 Unsupervised Event Detection Methods
Anomaly detection, or event detection in this time series application, starts with
determining a model of “normal” data, then applying new test data to that model, and
calculating a measure of dissimilarity between the expected data b and the model output
 . If that difference exceeds a threshold, an event is flagged.
b
Formally and in the general case, let p be the width of a data window, b is the
.
dataset input, and the model function is } leading to a model output of b
}: ℝJ → ℝ
Fr- = }d(F-+J , … , F-+# )f
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The difference score as a function of L, ~, is then calculated using the dissimilarity
or distance function.
~P"9L6 (F) = _(F- , Fr- )
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where _ is the dissimilarity function.
Lastly, this score is classified as an event if it exceeds a threshold, { .
=>=6%, ^Ö ~P"9L6 (F) > {
~(F) ⟼ å
679:5;, 7%ℎ=9p^N=
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The equation above represents a simple static threshold. This threshold could be
selected using a priori domain knowledge (e.g. a low-voltage warning for a battery) or
calculated using the training data. These thresholds can be for each single, univariate trace
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in a multivariate set, or the multiple difference scores can be aggregated into a single metric
and thresholded together. Additionally, dynamic thresholding methods could also be used
and the target level could change as the binary classifier retains some historical state
information and adjusts the threshold accordingly. An example from Hundman, et al. [44]
detects spacecraft anomalies using LSTMs and nonparametric dynamic thresholding.
However, static thresholds are still common in event detection literature.
Supervised event detection algorithms that directly classify the event flag, such as
a CNN with a logistic activated output layer, typically generate the best performance [14].
Classical machine learning methods, such as k-nearest neighbor classification, also do a
good job of segregating dense clusters of normal activity and outliers [15]. In these cases,
the system is essentially shown what an event is supposed to look like during training. In
a limited domain like CPS analysis, where pre-labeled data is unlikely to exist, developing
training samples could be prohibitively costly, the collection timeline may be too slow to
make timely assessments, and the labeling may represent enough of the analysis task that
injecting any autonomy would be redundant at best.
Sophisticated unsupervised methods, capable of drawing correlated behavior from
multivariate data, are required to remove more of the labor-intensive manual processes,
develop autonomous event detection, and accelerate decision-making.
Goldstein and Uchida [15] published a large-scale survey of unsupervised anomaly
detection algorithms for multivariate data. The authors developed a taxonomy of four main
unsupervised anomaly detection groups based on: nearest-neighbor (global and local),
clustering based (global and local), statistical, and subspace. However, this thesis focuses
instead on four categories: statistical, error-based, distance-based, and subspace-based.
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Generally, these take a time series data model, either assumed or learned, then applies a
dissimilarity function for static thresholding and classification.

2.5.1 Statistical Event Detection Methods
In event detection, statistical approaches still make assumptions about the
underlying generative process but differ from time series modeling by then calculating
statistics about the time series to determine a difference score.

2.5.1.1 Changepoint Detection Algorithms
Changepoints are statistically observable changes in the underlying model of a
signal or time series. Truong, et al. [17] published a selective review of offline changepoint
detection algorithms and defines three components of a detection algorithm:
1. Cost function - measures “homogeneity” and encodes the types of changes that can
be detected.
2. Search method - the procedure for discrete optimization, exactly or approximately,
associated with finding the correct number of changepoints.
3. Constraint - a penalty added to the optimization problem related to the amplitude
of changes to detect.

When the number of changepoints is unknown, this problem could be viewed as an
unsupervised method though the form of the generative process is assumed and no learning
actually takes place. There are a host of cost and search options discussed in [17]. Online
methods also exist. Each comes with strengths and weakness, however Lee, et al. [11]
discuss two main weaknesses for changepoint detection algorithms in general. First, they
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rely on prior assumptions of the parametric model of the time series which may be incorrect
or violated by more complex time series. Secondly, they often utilize simple features
extracted from the input data so only “statistically-detectable boundaries” can be located.
The constraint especially shapes the magnitude of changes detectable with small penalties
possibly being over-segmented by noise and large penalties only finding the most
significant changes [17]. Slow changes in the simple features may be similarly missed.
Lastly, changepoint detectors are univariate, therefore requiring a separate process for each
signal and a novel aggregation method.
All of these options represent a large decision space with significant trade-offs between
accuracy, computational complexity, and the types of changes detectable. A single method
would likely be incapable of expressing all of the necessary complexity of this domain.

2.5.1.2 Histogram-based Outlier Score (HBOS)
The histogram-based outlier score [45] assumes the features are independent, then
creates a histogram for each. For every instance in the dataset, the inverse height of the
bins it resides in (essentially the density estimation) for all features are multiplied. There
are two different binning modes:
1. Static bin sizes with fixed width.
2. Dynamic bins such that it maintains the same number of bins.

The dynamic method allows the density estimation to be more robust in the
presence of large outlying values.
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HBOS is computationally efficient but does assume independence between the
feature traces.

2.5.2 Error-based Algorithms
These second methods are likely the most common for event detection and are
based on an error metric.

2.5.2.1 Decomposition Residual Thresholding
Section 2.4.1.1 discusses the method of extracting the cycle, trend, and season from
a time series that exhibits those characteristics. What remains is the residual signal,
sometimes called the error. In its raw form, this residual will often appear noisy with
measurements above and below a mean. It is common to normalize this sequence to vary
around zero, representing over- and under-estimation based on the decomposition. In this
case, a different positive and negative threshold could be set based on the user’s
application. Alternatively, the absolute value of the error can be used with a single
threshold. Any residual which exceeds the thresholds are considered events [44]. Figure
11 shows an example of time series decomposition with thresholds.
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Figure 11: Time Series Decomposition [44].
2.5.2.2 Model Output Error
The second error-based detection method is common among ANN applications.
These methods subtracts the actual data L from the output of a time series model LD. Any
of the loss functions for the ANN training could be used, however a simpler metric is a
simple difference.
~P"9L6 (L) = |LD − L|
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There are two general situations where this is used: forecasting and reconstruction.
In time series forecasting , the model output is a subsequent, predicted timestamp or series
of predictions. The actual measurements, likely from the next collected window, would be
the actual data subtracted from the model output. In this case, the errors come from either
incorrect predictions from an imperfect data model or as a result of an event. The
reconstruction, involves output from an autoencoder architecture which is attempting to
rebuild the input data after first reducing the dimensionality. The latent space is the most
efficient model of the training data, so errors are created in the output when the input is not
sufficiently represented.
This gives an error metric for each timestamp and, like residual thresholding, it is
not uncommon to use the absolute value of the error. Again, this can be calculated
individually for each data trace or aggregated into a system-wide metric. Regardless, an
event is considered detected if any of the errors exceed a set threshold.

2.5.3 Distance-based Algorithms
Distance-based algorithms are related to error-based methods because they both
calculate a metric of dissimilarity, however distances are created by inherent features of
the input and not from an inability to perfectly represent the time series.

2.5.3.1 Clustering
Some classical machine learning techniques for determining outliers, and therefore
events, use clustering mechanisms. There is no universal definition for a cluster, they are
context and application dependent, and different methods group points differently [19, pp.
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235-238]. In general, these methods minimize the distance between similar feature sets and
maximize dissimilarity. Once the clusters are defined, the centroids are calculated and any
new data is measured from these points. If the distance is greater than a threshold, that data
point is a part of an event.
There are many different clustering methods referenced by Goldstein and Uchida
[15] in their survey. K-means [19, pp. 238-249] is one of the more common. Some nearestneighbors algorithms like k-NN which finds similarities globally and local outlier factor
(LOF) [46] which act locally. Other strictly clustering algorithms include the global clusterbased local outlier factor (CBLOF) [47] and clustering-based multivariate gaussian outlier
score (CMGOS), another local method [48] [49].
Clustering can also be used for pre-training to segregate high-density clusters of
data points, likely to be normal time series behaviors, from samples in lower-density
regions, which may represent events. Label-propagation methods can mark non-events in
the dense regions which can then be used in supervised learning models [19, pp. 251-255].

2.5.3.2 Latent Space Distance
Lee, et al. [11] describe many problems with changepoint detection algorithms and
propose a novel concept called breakpoints. This method for finding breakpoints trains a
CNN autoencoder then segments a multivariate time series using latent space distance. In
the case of event detection, the target detection is found at these segmentation transitions.
Figure 12 depicts this method.
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Figure 12: Event Detection in Time Series Using Latent Space Distance [11].
Autoencoders automatically learn the most relevant features to represent a data
model from the training samples. When data is passed back through the AE, there is a
unique activation matrix proportional to time series activity that is created in the latent
space. To determine if the % $5 timestamp is part of an event, this method calculates a
normalized Euclidean distance (L2-distance) between the Ö$ and Ö$+# latent space feature
sets.
_^N%$ =

Q|S# +S#%" |Q$
TQ|S# |Q$ ×Q|S#%" |Q$
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As a sliding data window approaches more abnormal activity, a possible event, the
latent spaces are more dissimilar creating larger distances. The authors define breakpoints
as local maxima in this distance space, but any distance that exceeds a set threshold could
be considered part of an event.
One of the drawbacks of this method is attribution to an individual trace since it is
impossible to know which portions of the latent space are from which input signal. This
method can only be used for an aggregate, system-wide detection.
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2.5.3.3 First- and Second-Differences
One of the methods for removing season in a classic decomposition is by
subtracting the value of timestamp % from % + 1, called differencing. Depending on the
complexity of the season, the time series may need to be differenced multiple times. This
can also be a simple, computationally efficient way to model derivation. Therefore, a firstdifference is similar to the velocity of a measurement and a second-difference is akin to the
acceleration. This method can be used for any error-based metric or for the latent space
distance mentioned above. A simple threshold is applied to either of these differences to
detect an event.

2.5.4 Subspace Algorithms
Subspaces are lower-dimensional representations of a dataset. Principal component
analysis (PCA) is a common analysis technique for finding these subspaces and, like other
methods, significant deviations from normal subspaces may indicate anomalies or events.
CMGOS mentioned above and a robust method for PCA (rPCA) [50] are examples of this
subspace analysis [15].

2.5.5 Ensemble Methods
Like any classification or regression task, performance may be improved by
ensemble methods, i.e. using a combined answer from multiple decoupled algorithms. A
simple and common method is voting [19, pp. 189-192]. For event detections, at time %&
multiple methods are used which give an event or non-event classification. If enough of
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the independent methods flag the behavior as an event, then the overall system determines
that %& is an event.
There have been some research examples for ensemble methods for anomaly or
event detection [51] [52].

2.6 Measuring Performance
During a quantitative study, it is important to have objective metrics to compare
empirical results. Like training the machine learning models, these evaluation metrics are
used as the comparative benchmarks to judge the accuracy and cost (mostly in time) of the
event detection methods.

2.6.1 Boolean Algebra
Event labels, either prepopulated to support supervised learning or generated
through a detection method, are inherently binary. Equation 29 shows how a function
applied to the target dataset will convert a continuous value/measurement into an event or
not event. Even if a system were to use a multilabel classifier, the types of events to be
marked are still a series of yes or no questions, true or false. In this binary domain there
are additional mathematical operations called conjunction, disjunction, or negation. In
computing, these basic logical operators are more often called AND, OR, and NOT.
Additionally, there is an exclusive OR (XOR) function to determine whether one and only
one of the binary inputs are true (or false). Table 1, called a truth table, shows how these
binary operators work [53, p. 12] .
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Table 1: Binary Truth Tables.
Logical State
Binary Value
TRUE
1
FALSE
0

Operation
NOT
FALSE
0
TRUE
1
AND
OR
XOR
TRUE TRUE TRUE TRUE FALSE
1
1
1
1
0
TRUE FALSE FALSE TRUE TRUE
1
0
0
1
1
FALSE TRUE FALSE TRUE TRUE
0
1
0
1
1
FALSE FALSE FALSE FALSE FALSE
0
0
0
0
0

Boolean algebra extends beyond these basic operators to conditional statements,
logical equivalencies, propositional logic, and DeMorgan’s Laws [53]. However, these
topics are not used in this thesis.

2.6.2 Evaluation Metrics.
When the event detection algorithm flags a data point as an event, the system can
be correct or wrong. To make this type of qualitative evaluation, there must be a target to
compare with the system output. Typically, this requires annotations, or labels, generated
by a human with a level of domain expertise. However, this could also be comparing the
outputs of two different detection algorithms.
In most cases, the detection system is only allowed to make an event or not event
output. When compared against a set of evaluations considered “truth,” the system
assessment can be correctly true (true positive, TP), correctly false (true negative, TN),
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label a truth that is actually false (Type 1 error, false positive, FP), or label a false that
should be a true (Type 2 error, false negative, FN) [54]. Figure 13 visually shows these
relationships.

Figure 13: Binary Classification Confusion Matrix [54].
The most basic evaluations for this type of classification system are accuracy,
precision, and recall.
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The percentages, or rates, of the correct and mislabeled data are also considered.
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Specific metric to the evaluation of event detection include the annotation error,
Hausdorff distance, F1-score, and the area-under-the-curve of the receiver-operator
characteristic curve.
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2.6.2.1 Annotation Error
The annotation error is simply the difference between the number of true events
and predicted events. Especially when the true number of anomalies/outliers/events are
unknown (as in the case of unsupervised learning), this calculation is a simple metric for
comparing the accuracy, precision, and consistency between individual expert annotations
and those annotations with autonomous model detections. Ideally, these numbers are
identical and the annotation error is 0.
 − Ü∗|
V667%5%^76a9979 ≔ |Ü
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 is the predicted number of events and Ü ∗ are the true number of events.
where Ü

2.6.2.2 Hausdorff Distance
The Hausdorff distance measures the space between two subsets of a metric space.
From [17], this measures the robustness of a detection method or the greatest temporal
distance between a change point and its prediction. It is measured as the number of signal
samples between an “event” detected or annotated and the identified “truth” value. If the
metric is 0, then the two markers are identical.
|%̂ − % ∗ |, max
ñ5ìN_79ÖÖd' ∗ , 'Df ≔ max {max min
min|%̂ − % ∗ |}
∗
∗
∗
∗
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where ' ∗ , 'D are the time lengths of the true and predicted times between events and % ∗ , %̂
are the corresponding timestamps of the true and predicted events.
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2.6.2.3 F1-Score
F1-score is an evaluation metric which evenly balances precision (the fraction of
true positives retrieved versus all flagged data) and recall/sensitivity (the fraction of true
positives retrieved versus all actual positives).
.L6"-P-9&⋅L6"^KK

ç# = 2 .L6"-P-9&%L6"^KK =

3FV
3FV%XV%XW
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Precision, recall, and F1-score all vary between 0 and 1. Precision is closest to 0
and recall is closest to 1 when all events are detected, typically by setting the detection
threshold arbitrarily high (i.e. all time samples are flagged as “events”). The reciprocal is
true when fewer but more accurate detections are made, often at the cost of missing some
detections.

2.6.2.4 Receiver-Operating Characteristic (ROC) Curve
The receiver operating characteristic (ROC) curve is a graphical representation
which illustrates the diagnostic ability of a binary classifier. Typically associated with
simple classification tasks, the ROC curve sweeps through the system’s discrimination
threshold and calculates the true positivity and false positivity rates at each level.
Though the ROC provides a graphical representation of the diagnostic ability of a
classifier, it does not provide a metric to easily compare two classifiers. The area-underthe-curve (AUC) of the ROC curve is calculated to provide an objective measure.
An optimal classifier has an ROC curve which approaches the top left corner of the
graph, maximizing TPR and minimizing FPR, leading to an AUC closer to 1. A classifier
approaching random, closer to 50/50 odds, has a ROC which is a diagonal between 0 TPR/0
FPR and 1 TPR/1 FPR (AUC close to 0.5). An AUC close to 0, and an ROC approaching
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the bottom right corner, represents a misclassifier which always, but accurately, predicts
the wrong class.

2.6.3 Time Metrics
Time represents one of the most costly resources when humans are involved.
Creating sufficient labeled data for supervised training methods is typically one of the most
time and resource costly parts of a machine learning project. Even statistical methods
require the time-consuming annotations to use as the objective comparison to judge
performance. Lastly, it is necessary to know how much time an autonomous system saves
(or adds to) domain experts to judge the value of an automated process.
There are five times to be considered in this thesis.

2.6.3.1 Collection Time
The first time is the required duration to collect data for analysis. For online
methods, this could be a function of the sampling rate of a signal and the number of data
points required for the next event detection to make an assessment. However, online
methods would probably only be used after an end-to-end event detection pipeline has been
identified and tested.
Offline methods, which are the focus of this thesis, would use collection time as the
time it takes to collect a data file. Most domain applications likely use real time collection,
i.e. logging the telemetry from the system as it is performing an activity. The data would
be saved and retrospectively analyzed for creating a temporal data model and event
detection analysis. Depending on the lengths of collection sessions, this could represent a
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significant time investment necessary to generate enough data to be sufficiently
representative of detection targets. It may also require human operators to actually perform
the collected activity. However, some domains may be able to use simulation data for some
or all initial training and early validation. This could occur in a digital environment, much
faster than real time and would not require significant man-hours of effort.

2.6.3.2 Annotation Time
Annotation time is how long an annotator, also called a coder, takes to label a data
file–a multivariate time series in this case. The time would be dependent on complexity of
the data, annotator familiarity with the dataset, domain expertise, and also could simply be
a function of the intuitiveness or ease of annotation software. Annotation time represents
the cost to perform the event detection without autonomous intervention. It is an important
baseline when evaluating the time savings of an autonomous detection system.

2.6.3.3 Training Time
Machine learning methods take time to train themselves to draw inference, and
generate a model, from the input data. Training time includes this upfront cost required
before an event detection technique can be used. Generally, faster training times are
desirable, however increased performance may be worth the cost of additional training
cycles. Training can luckily be done offline, i.e. without a human needing to have active
interactions with the system. The training can be done outside of work hours, or in the
background, while an analyst is performing other tasks. This time could also include how
long retraining takes to accommodate new data.
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Training may take a long time–hours, days, even much longer in some applications.
For example, one of the cutting edge deep learning language models, BERT, uses deep
bidirectional transformers for learning understanding and is known for taking a long time
to train—even on extremely powerful computational hardware. Only recently has the
training on 16 TPUv3 chips been reduced from 3 days to 76 minutes [55]. However, it may
not matter how long this training takes as long as the model is initially generated or updated
with a fast enough cadence that the results are sufficiently timely to be useful.

2.6.3.4 Inference Time with Event Extraction
Inference time with event extraction is when the detection method is actually run.
This is run after a machine learning algorithm has completed its training. For some
statistical methods, this could be the time . In both cases, this time includes both how long
the system takes to generate the metric series, e.g. reconstruction error, and the time
required to detect events against that series.
Inference time could also be run outside of work hours but may be run with a human
actively waiting for output. Therefore, short inference time may be a stricter requirement
than training time.

2.6.3.5 Correction Time (Human Acceptance)
Lastly, the time required for a human to correct the outputs of the event detection
and accept the final result is called the correction time. The same dimensions of data
familiarity, domain expertise, and tools as the annotation task apply here as well. Coupled
with the inference time, this combined event detection time can be compared against the
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annotation time to determine actual time savings (or lack of savings) associated with the
autonomous system.
Once the accuracy, reliability, and other performance metrics for a system are well
established, a human may no longer be required to correct every output. The system could
transition to a more spot check or maintenance model to ensure the continued performance.
However, this is very domain dependent. The amount of trust a developer has in the system
may not be the only constraint. Policy, law, and the spectrum of costs for errors (e.g.
monetary or safety of life) all contribute to the requirements for correction.

2.7 Method Search Optimization
When comparing the performance of the above time series modeling and event
detection methods, there are an enormous number of options to test. The particular
changepoint detector components and penalties; learning rate, optimizers, and number of
epochs in machine learning; and/or the architectures, depth, and width of ANNs are just a
few examples of the hyperparameters that should be tested. Though some methods may
perform better in general, specific optimization is likely unique to the domain, application,
and possibly even target detection. Some search methods include: random search which
test a random set of hyperparameters at each epoch [19, pp. 321-322]; grid search which
systematically tests hyperparameters according to a specified testing regime [19, pp. 320321]; and evolutionary search which randomly changes a certain number of
hyperparameters and further tests the best performers [56]. Any optimization search is a
compromise between speed and thoroughness. One way to balance this is by doing an

67

initial coarse search then refining. For EDAS, a single parameter sweep of pre-processing
window size and model architectures.

2.8 Research Design
A core measure of success for this thesis is delivering value to an end user, likely
in the form of time savings and improved detection accuracy. To evaluate this utility, a
multi-phase mixed methods approach following a case study design of inquiry [57, p. 14].
An in-depth analysis of a particular domain, dataset, and analytic toolset will be
supplemented by a pair of survey instruments.
Mixed methods research draws procedures from both qualitative and quantitative
research. Quantitative research tests objective theories by examining the relationships
between variables [57, p. 4]. Qualitative research is an approach for exploring meaning
people apply to a human problem [57, p. 4]. Creswell [57, pp. 215-239] discusses how to
perform research using mixed methods. He first defines three basic types of mixed methods
–convergent parallel, explanatory sequential, and exploratory sequential–each with their
own considerations for data collection, data analysis, interpretation, and establishing
validity of the results.
This research starts with an exploratory study followed by a convergent parallel
method.
Part 1 starts with a pre-survey to establish participants’ demographics, experience,
and initial perceptions of the manual and autonomous event detection problem. Part 1 also
asks participants to hand-label data and time their activity. This establishes a baseline for
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the manual task. Part 2 begins by asking the participant to run a selected detection algorithm
which autonomously extracts events. Then, they are asked to validate and correct the
outputs while also recording their time. This creates the dependent variable to objectively
test process acceleration. Part 2 concludes with a post-survey which qualitatively assesses
the participants’ perceptions of the autonomy intervention.
Participants will be self-selected, domain expert volunteers from a small population
and perform both annotation and survey tasks in their natural setting [57, p. 185].

2.8.1 Assessing Human Annotations
Humans are noisy when multiple people try to annotate the same phenomena.
Experts may disagree when hand-labeling material. There may be “wisdom of the crowds,”
but cross-checking and validation is still critically important, especially in high cost
domains. Creswell [57, p. 203] describes the importance of characterizing intercoder
agreement during qualitative studies. Miles and Huberman recommend up to 80%
consistency for good qualitative reliability [58].
In a domain as subjective as CPS event detection, it can be difficult to establish a
truth version. However, methods such as Cohen’s kappa (Equation 40) attempt to balance
the agreement based on the number of possible selections [59, p. 162].
0+/

I5@@5 = W+/

40

where _ are the number of agreements, W is the sum of agreements by chance, and C are
the number of choices.
Like many other statistical correlation metrics, Cohen’s kappa varies [-1,1] where
1 is a complete agreement, 0 occurs when there is no more agreement than expected by
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chance, and negative values when coders tend to give different ratings. According to
McHugh [60], values ≤ 0 as indicating no agreement and 0.01–0.20 as none to slight, 0.21–
0.40 as fair, 0.41– 0.60 as moderate, 0.61–0.80 as substantial, and 0.81–1.00 as almost
perfect agreement.
Other research includes “Integration of multiple annotators by aggregating experts
and filtering novices” by Zhang and Obradovic [61] and “Aggregating and Learning From
Multiple Annotators” by Paun and Simpson [62].

2.8.2 Survey Methods
Both surveys use Likert-like scales, which forces participants to select one of five
answers that represent levels of “goodness”, will be used for statistical comparison.
Additionally, open-ended short answer questions will be used and analyzed by finding and
interpreting common themes.

2.9 Considerations for Follow-On Classification
The final consideration for the event detection task is how to prepare event data
for the following classification task and active learning. The goals associated with Step 7
and 8 of the analytic process (Figure 1in the Introduction). The biggest contributor to this
decision is what format the classifier requires as input data. Some neural network
classifiers can directly use 1D time series (or 2D in multivariate cases). Others can use
the data transformed into the frequency domain using Fourier transforms or use image
recognition CNNs if the time series undergoes a wavelet transform [28]. In the case of
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autoencoders, the event detection algorithm can even be used as pre-trained layers before
a follow-on classifying architecture [19, pp. 576-579]. Like framing the event detection
problem from Section 2.3, having an idea of how this step fits into the overall automation
pipeline could save time down the road.

2.10 Summary
Event detection from time series data has a long history with many applications
and domains. Time series event detection is closely connected with time series
forecasting, with many techniques building a model to predict values and then calculating
the prediction from actual measurements. There are two main categories for time series
analysis: statistical methods which assume a generative model for the stochastic process
and then measure deviations from that model; and machine learning models which learn a
representation for the data model directly from the data and then measure deviations from
the calculated model. Statistical methods include time series decomposition, AR, MA,
ARMA, and ARIMA for time series modeling. Machine learning is further divided into
classical methods, that have historically struggled with time series modeling, and
artificial neural nets, which include convolutional-, recurrent-, and transformer-based
models. After a time series model is created, error and/or distance metrics such as
reconstruction errors, outlier scores, histogram binning, or latent space distances are
calculated. Events are detected when these metrics exceed a set threshold that is between
data considered normal and data considered a part of an event. Evaluation metrics of the
event detection outputs included F1-score, annotation error, and Hausdorff distance.
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This Chapter concluded with a discussion on qualitative case studies, metrics for
inter-coder agreement (e.g. F1-score, Cohen’s kappa, annotation error, and Hausdorff
distance), and Likert-like scale plus short answer questions associated with participant
surveys.
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III. Event Detection Automation System
Event detection automation system (EDAS) is a novel detection system for cyberphysical systems (CPS) domains. This method uses deep-neural networks to accelerate the
identification of events in time series data. Throughout this methodology, annotations will
reference the baseline labels developed during Part 1, detections are those events which are
output by the autonomous process, and corrections will be the expert corrected data from
Part 2.

3.1 Data
As presented in Chapter 2, many event detection methods require a seasonality or
trend, training data containing only “normal” data, and/or an extensive hyperparameter
search that can change the detection criteria (possibly including or excluding events at each
setting). If the analysis domain does not align with a program’s required timelines or data
suitability, the above techniques struggle to identify events effectively and efficiently.
This research uses time series data signals logged from the Controller Area
Network (CAN) from a personally owned and operated vehicle (POV) and two drivers.
The CAN traffic carries packetized data associated with all of the electrical components
controlled by the vehicles’ on-board computers. The CAN interface control document
(ICD) [63] states that the packets contain one to eight byte-words with transmission priority
based on the packet ID. The data includes both analog/continuous signals (e.g. engine
RPMs, vehicle speed, and brake pressure) and discrete signals (e.g. single bit indicators for
turn signal on/off status).
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CAN data exhibits the necessary characteristics of the CPS domain of interest to be
used for this research:
● No seasonality or overall trend
● Discrete and analog signals
● Steady-state and event behaviors without an establishable “normal”

The dataset includes 13 files logged from a 2017 Honda Civic. Each file represents
“ambient driving” activities during normal visibility and driving conditions. Benign
anomalies (e.g. opening a door while driving), hardware/software faults (e.g. tire blowout
or cyber attack), and emergency maneuvers (e.g. anti-lock brake or airbag engagement)
were not a part of the data collection.
A CANedge1 logger from CSS Electronics was used to collect the CAN data from
the POV.
After the files were logged, this researcher used domain expertise and knowledge
to perform initial data analysis and parameter identification. During the collections, 56
unique packet IDs were observed with approximately a 33.3 kilobits per second data rate.
To simplify the data representation of the vehicle, seven traces were selected which
represent most applicable activities. The parameters were then appropriately formatted and
aligned into a time-tagged dataframe. Table 2 shows a summary of these parameters. The
packet IDs are obfuscated to protect proprietary information. However, the parameters are
grouped based on which packet they are transmitted, and the relative priority of each packet
is preserved by the naming convention.
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Table 2: Honda Civic Packet Data, Representative Signals.
Packet ID
1
2
3
4
5
6

Parameter
steering position
vehicle speed
accelerator position
engine RPMs
transmission state
brake pressure
turn signal

Format
16-bit 2's complement
16-bit magnitude
8-bit magnitude
16-bit magnitude
8-bit discrete
16-bit magnitude
8-bit discrete

Additional preprocessing was used to accommodate different packet output rates
and large differences in signal dynamic ranges created by the various binary formats. The
raw outputs were min-max scaled to force all ranges between 0 and 1. This prepared the
data to better utilize deep learning architectures and ensured that the training would not be
dominated by the 16-bit numbers. The resulting dataframe was relatively sparse due to the
different output frequencies of each packet. The final dataset linearly interpolates analog
signals and right-fills the discrete parameters (i.e. the previous value is held until a new
sample changes it). This is a valid method to fill the dataframe because the data sampling
rate far exceeds the CPS’s response to user, environmental, and CAN inputs. The data
imputation should not be noticeable at the time scale of events but does prepare the data
for ingestion by established deep-learning tools.
A sample of resultant time series data sets is shown in Appendix B.
Developing a general method to deal with different sampling rates, scaling factors,
and nominal data is outside the scope and should be explored in Future Work.
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3.2 Event Detection Automation System Overview
Figure 14 shows the autonomous event detection pipeline. There are multiple
options available at each step in terms of the different pre-processing methods, time series
modeling, and event detection techniques. This research, particular case study and dataset,
the pre-processing methods and static thresholding were chosen a priori, so the algorithms
being compared were the type and shape of artificial neural network architecture used in
the model optimization search.

Data PreProcessing
Reconstruction Model
Distance Metric
Static Thresholding
Event Detection

• Min-Max Scaling
• Fill Sparse Matrix
• Window and Stride
• Choice of:
• CNN Autoencoder
• LSTM-based Autoencoder
• Causal Transformer
• Trace-wise Reconstruction Error
• System-wide Reconstruction Error
• Latent Space L2 Distance
• Choice of:
• Mean-based
• Histogram-based
• Performance Evaluation

Figure 14: Autonomous Event Detection Pipeline.
The human participants only evaluated one of the reconstruction models and one
distance metric and static threshold pairing. Both of these choices were for simplicity and
explainability to case study participants who may not have much educational foundation
in artificial intelligence or machine learning methods.
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3.3 Data Pre-Processing
The seven channels of CAN data, the case study dataset, comes in several different
dynamic ranges and formats. Similarly, the data is a single time series which is not suited
for most of the time data model training methods. To optimize the data for the learning
models, each trace is first scaled and then windowed.

3.3.1 Min-Max Scaling
The first step is to scale the data. On a per-file basis, each trace is min-max scaled
using Equation 41.
FP"^K60 = 7

7+70'1
023 +70'1

41

where FP"^K60 is the scaled value for an input F and F'-& , F'^7 are the lowest and highest
values represented in a given trace. This was used to ensure that true zero values stay at
zero since some scaling methods can move the lowest value.
This guarantees that each trace only varies between [0,1]. Many computational
packages can save this scaling state and will be able to rescale the data after inference or
prediction.

3.3.2 Windowing and Stride
Deep learning methods perform better on greater numbers of training samples. The
CAN collections are large files that would be unfeasible to analyze as a whole. To
accommodate batch learning, a sliding window with a given stride is passed over the time
series and saved before training and inference. The window size and stride are
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hyperparameters which determine the input shape and are identified with a parameter
sweep during the coarse optimization of the detection method.

3.4 Reconstruction Model: Architecture, Training, and Lower-Dimensionality
Representation
Though neural networks and attention-based models are better known in computer
vision tasks and natural language processing, recent advances have demonstrated success
in time-series forecasting, time-series analysis, and the associated anomaly/outlier/event
detection task. As mentioned previously, Braei and Wagner [13] discuss several methods
for anomaly detection to include deep-neural networks. However, their research focuses
solely on univariate data sets with limited applicability for this multi-signal event detection
problem. Additionally, research using time-series autoencoders have shown that relatively
infrequent occurrences in the data can be observed when that same data is first reduced to
a lower dimensional space.
During initial technique exploration performed by the researcher, deep learning
methods were shown to have the greatest potential for time series modeling for datasets
with CAN characteristics. The non-linear, complex relationships and the desire to establish
cross-channel correlations in multivariate data drives this method toward sequence-tosequence CNN, RNN, and transformer models.
After the dataset is prepared with a given window size and stride, that data is used
to train a network which reduces the dimensionality to a latent space representation before
attempting to reconstruct itself. This thesis uses three autoencoder-based network
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architectures for sequence-to-sequence reconstruction of the vehicle data. Then, error and
distance metrics between the original and reconstructed data are used to determine which
data points belong to an event. Quantitatively, these methods are compared to determine
the highest performance in this domain and dataset. The highest performer is used during
the Part 2 portions of this research.
Two deep neural network approaches are discussed, a) a convolutional and LSTMbased recurrent neural network, and b) an attention-based network: the transformer. Part of
this thesis involves human-interactive trust and a human-perceived reduction in the time to
perform event detection tasks. Therefore, relatively basic and small architectures were
selected to reduce model complexity and decrease training time. Nakkiran, et al. [64] also
observed diminishing returns for deeper and wider autoencoder architectures. Each set of
data window size, stride, and model architecture were trained using batch gradient descent
with an ADAM optimizer. Table 3 summarizes the other hyperparameter selections that
are common across each test regime. Additional hyperparameters and other architectures
were beyond the scope of this research and should be explored as Future Work.
Table 3: Shared Model Training Hyperparameters.
Hyperparameter
Epochs
Batch Size
Learning Rate
Loss Function
Train/Validate Split
!! , !"
$

Setting
100
512
0.001
mean absolute error
0.9/0.1
0.9,0.999
1.00E-07
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3.4.1 Convolutional Autoencoder
The first method for data reconstruction is a deep CNN autoencoder. Compared to
full-connected multi-layer perceptron, CNNs use convolutional layers–partially connected
kernel windows–to reduce the number of trained parameters. CNNs have fixed memory,
fixed size reconstruction capability and are generally used to find local patterns in data.
After the input layer of the neural network, CNNs typically have multiple
convolutional layers each followed by pooling layers (for normalization and to reduce
overfitting). For time-series data, a 1D convolutional layer (a 1xn kernel where n is the
kernel size) is used. The number and depth of CNN layers typically vary between domain
applications and datasets, but autoencoders require a reduction in hidden-layer size down
to a “bottleneck,” then symmetry between the encoder and decoder hidden-layers to allow
the network to reconstruct the input data with the least error possible. Tested CNN
architectures are described in Section 5.2.
This research uses relatively small, narrow CNN autoencoders with a set kernel size
(k = 4), same padding, no convolutional striding, and tied weights between the encoder and
decoder. All hidden layers use rectified linear unit (ReLu) activations, and the output layer
uses a sigmoid activation to normalize the output to between 0 and 1 (to allow rescaling
the output to the original input signal magnitudes). This method also does not use pooling
between the convolutional layers due to the size of the networks and desired simplicity.
Table 4 summarizes the hyperparameters shared by every CNN autoencoder.
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Table 4: Convolutional Neural Net (CNN) Autoencoder Hyperparameters.
Hyperparameter
kernel size
kernel stride
padding
Conv1D activation
Output activation

Setting
4
1
same
ReLu
sigmoid

3.4.2 Long Short Term Memory (LSTM) Recurrent Autoencoder
The second data reconstruction method uses a recurrent neural network (RNN)
autoencoder. RNNs have both feed-forward and feed-back mechanisms which allow the
neural network to account for, and predict based on, data points before and after a given
time point. This sequence-to-sequence architecture is a natural fit for time series data. Long
Short Term Memory (LSTM) networks are an extension of basic recurrent neurons and can
regulate the amount of data remembered or forgotten when the neuron’s output is
calculated. LSTMs dramatically reduce the amount of required memory to predict a data
point at inference time for longer sequences. When compared to a CNN, LSTM-based
RNNs are able to train on inputs of variable length and output arbitrary length sequences
(of diminishing accuracy as the length exceeds the training data). RNN autoencoders, like
CNN autoencoders, attempt to recreate the input sequence after reducing the data through
a lower dimensional space.
After the input layer, this thesis uses LSTM-based RNN hidden layers to construct
the autoencoder with 100 parallel LSTM units for both the encoder and decoder,
hyperbolic tangent (tanh) activations, and sigmoid recurrent activations. Again, the output
layer uses a sigmoid activation to ensure that the output varies between 0 and 1 to facilitate
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the reversal of the min-max scaling. Lastly, the output layer also uses a time distribution
function to recreate the multivariate traces from the LSTM decoder output. Though LSTMs
can create variable length outputs during inference, the windowing of the data set during
preprocessing means the RNN, like the CNN above, the LSTM predicts the same length
output for every input. Table 5 summarizes the hyperparameters shared by each LSTM
autoencoder.
Table 5: LSTM-based Autoencoder Hyperparameters.
Hyperparameter
LSTM layer activations
recurrent activations
output activation

Setting
tanh
sigmoid
sigmoid

3.4.3 Causal Transformer
The third deep learning architecture used in this thesis was a sequence-to-sequence
transformer. For time series data, where RNNs sequentially calculate each individual time
step based on previously predicted data points, the attention-based transformer supports
parallel computing, and accelerates both training and inference, by simultaneously
calculating every point in the series. Additionally, the positional encoding or embedding
can support arbitrary length inputs and create variable length outputs (with significant
degradation in accuracy after the output length exceeds training data).
This research uses a single-headed transformer with the Time2Vec [43] learnable
embedding. The tested transformers also use a causal mask which ensures each prediction
is only affected by the tokens preceding the current output (due to the time linear nature of
POV signals). During training, the inputs and target outputs for the transformer are shifted
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by one sample. This makes the transformer act similar to an autoencoder and is attempting
to recreate the same data offset by only a single count (which corresponds to a small time
difference). Similar to the LSTM, the transformer will predict the same length time series
as the inputs despite being capable of variable length output (due to the fixed length input
window).
3.5 Error and Distance Metrics
Once the representative data models are trained, either the autoencoders or
transformer, the time series outputs are compared against the input data. This creates an
error or distance space where each time sample has an associated metric to determine which
samples are part of an event and which are considered steady-state activity. The resulting
model output creates a data set of shape 6 × p × * where 6 is the total number of time
windows, p is the width of the window, and * are the number of channels. In each case
below, the absolute value error or distance is summed over the 2nd dimension to create a
6 × * dataset where an individual time sample only has a single metric point. This accounts
for both over- and under-predictions, maintains a positive value for every time step, and
simplifies follow-on analysis by compressing the inference output to a 1-dimensional series
per signal/channel.
To be discussed further below, an event is considered detected when the error or
distance metric for a given time sample exceeds a static threshold.
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3.5.1 Reconstruction Error
The first error space time series is created by simply calculating the difference
between the model output’s reconstructed series, LD, and the original input data, L.

=9979 ≔ U$ = ∑J
-*!ÉL_ − L- É ∀ % ∈ '
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where % is a given time step within the file length '.
This creates a time series of reconstruction errors. When an autoencoder or
transformer is less capable of recreating the input data, and leads to greater reconstruction
error, it is typically in response to a certain trace behavior being less present in the training
data. The data is less representative of steady-state activity and more likely to be a part of
an event. As the sliding window traverses data which contains a deviation from steadystate, additional samples in the window will exhibit more reconstruction error. When the
window is summed/compressed after inference, the error metric will be maximized when
the window is centered on an event–when the model is least able to reconstruct the data
(likely associated with an event).
A second reconstruction metric was found by taking the first-difference of the
reconstruction error.
_^ÖÖ ≔ {$ = U$ − U$+# ∀% ∈ ' − 1
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where U is the reconstruction error at time % in the time series '.
This second error trace is equivalent to the rate, or velocity, of the change in error.
Similar to the first metric time series, the first-difference measures the autoencoder’s and
transformer’s inability to reconstruct the original input. However, this metric calculates
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the speed at which the reconstruction error is deviating from the original trace. Higher firstdifference values correspond to higher rates of change and likely precede or follow events.
Since autoencoders and transformers output in the same shape as the inputs, the
reconstruction and first-difference errors metrics can apply to both individual traces and
the system-wide aggregate traces. Event detections can occur in each data signal alone, as
a group with other traces, or as part of the overall system. Since the system can find which
signal is contributing the most error, this can allow for a more informative detection when
presented to a follow-on autonomous system or human validator.

3.5.2 Latent Space L2 Distance - Autoencoders and Transformer Attentions
As published in [11], the bottleneck of a time series CNN autoencoder creates a
compressed, latent space representation of the input data. After training and during
inference, there is a unique two-dimensional “image” which is created–an aggregate,
lower-dimensional representation for the whole system for a given window. By taking the
L2 distance between each window, a % × * time series of matrix distances is created.
_^N%56*= ∶= _$ =

Q|S# +S#%" |Q$
TQ|S# |Q$ ×Q|S#%" |Q$
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where Ö$ is the latent space feature vector at time %.
Though [11] only discusses convolutional autoencoders, recurrent autoencoders
have similar bottleneck layers. The L2 distance metric is also applied to the LSTM-based
RNNs tested in this research.
The attention matrices of a transformer can also be thought of as lower-dimensional
representations of the input data, though not as direct a correlation. For the transformer
85

reconstructions, the same L2 distance is observed for each of the three attention layers of
the basic transformer. This distance was not used for determining events in Part 2 of this
research but should be further explored in Future Work.
Unlike the reconstruction errors above, the latent space distances are not explicitly
using the model outputs. Instead, they are measuring the change of the internal
representation. Matrices that are less similar correspond to a higher distance metric or
greater amounts of change between two data windows. When entering an event window
from steady-state, the latent space should be different and show increasing metric
magnitudes. Again, a static threshold is calculated and any error sample that exceeds this
threshold is considered part of an event.
Since autoencoders and transformers compress all of the data from the inputs
together, there is no way to infer which parts of the lower-dimensional space correspond
to which data trace. In each case, the L2 distance can only detect events on a system-wide
basis.

3.6 Static Thresholding
As mentioned previously, events are detected when the reconstruction error or
distance metrics exceed a static threshold. These thresholds are calculated from the training
data then applied to the additional files at inference. Two methods were used for testing
appropriate thresholds: mean plus standard deviation and a histogram method. The meanbased method calculated the mean and standard deviation of the training data at inference
for the reconstruction error, first-difference, and various distance metrics (for individual
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and system-wide traces when applicable). Then, the mean plus real number multiples of
the standard deviation were set as the static thresholds when applied to the outputs of the
test data. For the histogram-based method, a probability distribution of the metric outputs
was calculated at an integer number of bin sizes based on the data’s distribution. A bin
number was selected based on model/metric performance and any error or distance
exclusively greater than that bin is considered part of a detected event.
The mean-based method is shown as Equation 45 and the histogram-based method
is shown as Equation 46.
=>=6%, ^Ö ~P"9L6 (F) > Z$L^-&," + 6" ô$L^-&,"
~(F$ ) ⟼ å
679:5;, 7%ℎ=9p^N=
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where Z$L^-& , ô$L^-& are the mean and standard deviation calculated from the training data
for each individual channel, *. The real number of standard deviations from the mean is
6" .
=>=6%, ^Ö ~P"9L6 (F) > Y^6>5;ì=(Y" , 6`-&P )
~(F$ ) ⟼ å
679:5;, 7%ℎ=9p^N=
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where Y^6>5;ì= is the value of the histogram bin in 6`-&P number of bins.
In the two cases, 6" and Y" are selected by the researcher based on the observed
behavior of the error and/or distance traces.
Dynamic thresholding or more sophisticated methods to detect events from the
error/distance space is beyond the scope of this research and should be explored in Future
Work.
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3.6.1 Determination Blur
In certain applications and domains, users may prefer or require an autonomous
system to be more or less precise. Here, the choice is made to err on the side of wider
events, including more time samples in a detection. The wider event is more likely to
include a real event and still capture narrow events. Both methods can impact the objective
metrics used to compare models. Additionally, an offset of a few time steps could be a
discriminator between an actual event being detected or not when compared to a “truth”
dataset (e.g. expert annotations). To allow for this necessary flexibility, an integer number
of time steps before and after an error/distance space sample which exceeds the threshold
will be included as part of the event. This is called determination blur in this paper and the
parameter is set by the researcher before a model is presented to the participant for Part 2.

3.6.2 System-Wide Annotation Trace
Autoencoder- and transformer-based reconstructions create a lower-dimensional
representation of the data. This compression has the potential to change how the
interrelated behaviors are reconstructed between the multivariate data traces. For example,
the trained model could learn a strong correlation between a bit-level monitor (e.g.
transmission state) and a change in a related continuous analog signal (e.g. engine RPM).
A POV is expected to spend most of its operational time in one transmission state (i.e.
Drive), so certain behaviors could be viewed as normal in one transmission state and
abnormal in another. These are contextual and collective anomalies. Similarly, specific
changes in the distance measurements of the latent space cannot be directly associated with
a single channel. This means that there is value in considering an aggregate event indicator
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trace, which tracks if any trace indicates an event, with an additional system-wide
evaluation metric.
Working with the expert annotations, a single system-wide event indicator trace
can be constructed to compare with the system-level distance metric detections. In this
trace, a time step is marked as part of an event if any of the individual traces flagged a
detection at that time sample. Essentially, this flattens all annotations into a single 1 × %
trace where % is the total sample length of the data file.

3.7 Combined Expert Annotations
Whenever there are multiple individuals annotating a dataset, discrepancies are
expected. Between annotators, major differences in what constitutes an “event,” and minor
differences in the particular sample which denotes the start or stop of a particular behavior,
will manifest in how those annotators add markers in the toolset. This complicates
objective comparisons between different time series reconstruction and event extraction
options. A method to combine disparate annotations is required to create a “wisdom of the
crowds” or ensemble of experts approach for a common baseline for comparison.
For this particular research and dataset, each expert’s annotation file created in Part
1 (a time series of 1s and 0s) are added together for each individual collection file. If the
summed value is greater than a threshold, i.e. a certain number of analysts deemed a
particular sample is part of an event, then that time stamp is flagged as part of an event in
the combined expert annotations file. Figure 15 shows an example.
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Figure 15: File 13 Sum of Annotation Traces.
This file will then be used for model evaluation metrics.

3.8 Evaluation Metrics Application
Where Chapter 2 defined evaluation metrics in the general case, this chapter
specifically defines them for application in this thesis and CPS domain application.
The fundamental principle of this method is to autonomously determine which data
points are a part of an event. When observing the time series, individual and/or the systemwide traces can be viewed as having a parallel boolean series of 1s and 0s where each
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sample is or is not part of an event, respectively. In the case of the expert annotation files,
these parallel boolean traces start with 0s until it reaches an “open” event marker then logs
1s until it finds the “close” marker. For the autonomous event extraction method, any
sample which exceeds the reconstruction error or distance metric threshold is flagged as a
1 (an event) and all other samples are a 0.
These “event indicator traces” will be used during both quantitative and qualitative
analysis and further discussed below.
1, ^Ö a$," ^N @59% 7Ö 56 =>=6%
a F×a = å
∀ % ∈ ' ∀* ∈ 1
0, 7%ℎ=9p^N=
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3.8.1 Comparing Event Indicator Traces - Boolean Algebra
Once the expert annotations or detected events are translated into their parallel
events trace, it is critical to objectively compare two event indicator traces whether it is
between two expert annotators (inter-coder agreement) or between the autonomous event
extraction versus an expert’s corrections (post-extraction correction). By treating one of
the traces as “truth,” i.e. all of the boolean 1s and 0s are correct, and comparing that event
indicator trace against a test series, one can calculate a series of true positives (TP), true
negatives (TN), false positives (FP), and false negatives (FN) using boolean algebra (also
called bitwise math or mathematical logic).
As mentioned previously, the basic operators are AND, OR, NOT, and XOR
(exclusive OR) are used (Table 1).
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Equations 48-51 combine these basic operators to generate the number of
agreements (TP and TN) and disagreements (FP and FN) between two event indicator
traces, b the test data and ö the matrix of target/truth data for each channel, *.
'î" = ∑F$*! VCõdL$," , <$," f
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Lastly, the true positivity rate (TPR) and false positivity rate (FPR) are calculated
by dividing the agreements and disagreements by the total number of positives and
negatives.

3.8.1 F1-Score
F1-score balances precision with recall and is used as a metric of the overall
agreement of two event indicator traces. It utilizes the true positive, true negative, false
positive, and false negative metric established from Equations 48-51.
ç# =

3FV
3FV%XV%XW
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3.8.2 Cohen’s Kappa
Cohen’s kappa measures the agreement between two raters who classify N items into C
mutually exclusive classes. This is another metric which balances the number of correct
annotations against the total number of possible. Having only the choice of event or non-
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event, this is a binary classification and can also be calculated with the Equation 48-51
metrics.
3×(FV×FW+XW×XV)

I5@@5 = (FV%XV)×(XV%FW)%(FV%XW)×(XW%FW)
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In this case, a value close to 1 means that coders agree more often, -1 means that
the coders are more likely to disagree, and 0 means there is no correlation and the
annotations are closer to chance.

3.8.3 Annotation Error
The annotation error is used to compare the total number of events detected and/or
annotated. In the events trace, the annotation error is calculated by comparing the discrete
number of 1s strings in each signal, combined signal, and/or distance metric.
V667%5%^76a9979" = É Üb," − Üc," É
Ü$L^"6," = ∑F$*! å
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3.8.4 Hausdorff Distance
The Hausdorff distance is a measure of the longest string of event detections where
two annotators or a validator and the system disagree. Essentially, the Huasdorff distance
captures the worst annotation distance (spaced temporally) on an agreed upon event. The
calculation of the Hausdorff distance executes a longest sub-sequence of 1’s on an XOR of
the two annotations.
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3.8.5 Receiver-Operating Characteristic (ROC) Curve
Event/not event is a simple, binary classification task and the ROC curve will be
used to show, graphically, the overall diagnostic ability of a selected detection method. The
error- and distance-space thresholds, the discriminators, are enumerated together based on
discrete fractions of the individual trace’s standard deviations (calculated from each trace
and the system-wide signal in the training data). The TPR and FPR can then be calculated
at each step when the algorithm inference output is compared against the combined expert
annotations (the “truth” data) for a given file.
Once the ROC is created, the area under the curve (AUC) is calculated as the
objective metric to compare methods. The AUC was be used primarily to choose the
detection method that will be presented to study participants in Part 2 of this research.

3.9 Summary
The event detection automation system represents one of the more important
contributions to the target CPS domain. The system pre-processes raw CPS data (CAN data
in this case), passes it through a lower dimensional latent space (either a CNN autoencoder,
LSTM-based autoencoder, or transformer), reconstructs the data, and then takes
reconstruction error and latent space distance metrics at each timestamp. If the metric or
its first-difference exceed a calculated static threshold, an event is flagged. Boolean
operations on these event indicator traces will be evaluated using: annotation error (a
measure of the total agreement in numbers of events); Hausdorff distance (a measure of
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the longest series of timestamps in disagreement); and F1-score (a measure which balances
precision and recall for the events).
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IV. Case Study
Across many applications of event detection, it is exceedingly difficult to
objectively characterize an event without significant a priori information about the domain.
Different human annotators and/or validators could also have varying opinions on what
constitutes an event, which traces should be considered when making the characterization,
and/or be biased/constrained by varying levels of trust, required certainty, or mission
requirements. Therefore, any autonomous system is unlikely to replace a human entirely.
It is merely a tool to improve accuracy and accelerate analysis.
The participants in the case study are CPS analysis domain experts.
There are two components of this mixed methods research. The first is a
quantitative study that evaluates accuracy of objective metrics describing how well
unsupervised machine learning locates/extracts events. Accuracy is measured by how well
EDAS identifications align with expertly annotated events. The second portion of this study
is a qualitative survey of potential users to determine time savings and perceived utility of
the process.
The research design engages domain experts in two parts consisting of four steps.
Part 1 includes a pre-survey as Step 1 and asks the experts to annotate a subset of the overall
collected data for Step 2. This creates a baseline of both qualitative and quantitative test
data to characterize the time required to perform analysis (using the legacy method), intercoder agreement, and effectiveness of the unsupervised event extraction methods. The
survey of Part 1 further establishes a window into participants’ initial perceptions of where
in their process autonomous event extraction methods could save them the most time. Part
2 utilizes a pre-selected model architecture for the EDAS and autonomously generates
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event files. The same domain experts were asked to validate/correct the extracted event
markers (Step 3) and fill out a post-survey (Step 4). The second part provides quantitative
data on the effectiveness of the autonomous event extraction–plus cross-validation with the
initial Part 1 annotations–and qualitative insight into how users perceive the utility of the
EDAS.
4.1 Case Study Overview
The qualitative case study evaluates machine-learning techniques against existing
analytic processes and hopes to accelerate the existing, labor-intensive event detection
methods. The study consists of two parts and involves subject matter experts using their
domain knowledge and experience to interpret, analyze, annotate, and correct the presented
data files. Their expert opinions are well-informed, but subjective. With pre- and postsurveys, participant demographics are captured plus their initial and post facto impressions
of the impact of automation and the event detection algorithm on their workflow.
Figure 16 shows the general case study design.

Figure 16: Mixed Methods Case Study Design.
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4.1.1 Case Study Data Plan
This research uses a mixed method approach including a qualitative and
quantitative look at the data. Following the best practice of using segregated train and test
data, each participant was assigned a different subset of the collected files for Part 1.
Following their initial annotations, that data was used to train the selected deep-learning
model and perform parameter tuning. The remaining files were then provided to the
participant for Part 2 for validation and correction. Table 6 shows how these files were
assigned.
Table 6: Case Study Data Plan.

All participants were assigned File 01 for Part 1 to evaluate at inter-coder agreement
across all of the participants. File 07 was assigned to everyone during Part 2 to similarly
create a control file and facilitate comparisons across every expert. File 08 was not used
because the collection included activity that was not typical “ambient” driving, i.e. the POV
operator was waiting in a drive-thru line. Analysis of this behavior was determined to be
out-of-scope for this study (but may be explored in subsequent research). By assigning the
remaining files in a rotating fashion, the experts have a reduced time burden, there is
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segregated training and testing data, and there is Part 1/Part 2 cross-validation between
legacy method annotations versus autonomous event extractions.
4.1.2 Inter-Coder Agreement
Inter-coder agreement is a quantitative evaluation for the qualitative contributions
of the participants. Human-labeling is inherently noisy and each annotator will disagree
with each other and with the event detection automation system. The inter-coder agreement
is measured using F1-score and Cohen’s kappa calculated from the binary event indicator
traces.

4.1.3 Survey Evaluation
A qualitative assessment of Likert-like scales and short answers was conducted to
search for trends between participant demographic, their familiarity with AI/ML methods,
and overall trust in the system. The final evaluation of the overall utility of this EDAS is
judged on the concluding survey to capture participants’ perceptions of the interaction with
the autonomous event detection method.
4.2 Part 1 - Legacy Methods and Baseline Inter-Coder Agreement
The first part of the study asked participants to perform their normal analysis
process on the case study dataset, in their natural setting and using their typical tool sets.
The pre-survey is primarily intended to capture their initial thoughts on AI/ML techniques
in general and specifically applied to their analytic domain. Their expert annotations serve
as a baseline for inter-coder agreement and are used to construct the combined expert
annotations for Part 2.
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4.2.1 Pre-Survey
As described in the Experimental Design, Part 1 begins with a pre-survey, the first
engagement with the experts. This survey is broken into three parts:
1. Respondent information (Likert-like scale): which attempts to capture
demographic information and initial familiarity with, and trust of, machine-learning
applications.
2. Current analytic methods (Likert-like scale): which asks questions about the
participants’ current event extraction methods and establishes a baseline for time
and effort.
3. Initial perceptions (Likert-like scale and short answer): which tries to characterize
the experts’ perceptions of how difficult the event extraction problem is and how
useful a working, autonomous system might be.
Appendix A.2 contains the Part 1 instrument and the IRB approval.
The survey questions attempt to capture a snapshot of a participant’s domain
experience as well as their prior experience with AI/ML, domain expertise, and perception
of the autonomous event detection problem. The later questions are used to determine if
their prior experiences influence their opinions and interactions with the EDAS.

4.2.2 Expert Annotations Study
Both Part 1 and Part 2 of this research leverage participants to annotate training
data then correct the outputs of the autonomous event extraction method. Using established
domain analysis tools and techniques, these experts annotate frame-based markers which
indicate the start and end of events in each individual parameter signal. For example, an
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engine turn-on event would be initiated by pressing the brake (marker 1 in channel X),
followed by a stark increase from zero in the engine RPMs (marker 1 in channel Y), then
the RPMs would settle to idle (marker 2 in channel Y), and finally the brake pressure would
decrease (marker 2 in channel X). These markers are treated as binary switches which
consider any sample between start and end markers as part of an event, marked as a 1, and
not part of an event otherwise, marked as a 0.

4.2.2.1 Baseline Inter-Coder Agreement
During Part 1, a baseline is established by comparing the expert annotations for
each individual data file. In this research application, File 01 is annotated by every
participant and establishes an overall agreement metric between the participants. The
additional files are used to show annotation stability across various coders for each file
individually. In each case, the hand-labels of the coders will be evaluated three times–once
with each of the two annotators operating as the “truth” label (F1-score) and once with the
Cohen’s kappa metric.

4.2.2.2 Combine Expert Truth
Due to the data plan, all of the files have five annotations except File 01 (which
every participant annotates) and File 07 (which every participant corrects). The combined
expert annotations for these files are also calculated following the collection of these initial
labels. This served as an objective baseline for measuring the accuracy of EDAS.
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4.3 Parameter Sweep and Model Selection
One of the primary goals of this research is to deliver an accurate, reliable, and
trustworthy set of autonomously detected events to a human participant/validator. Part of
this requirement is to perform a parameter sweep for the window size, data stride, model
architecture, and event detection metric that performs best in this domain.
The parameter sweep uses window sizes of 64, 128, and 256 samples with data
strides of 12.5%, 25%, 50%, and 100% of the window size. For example, there were data
sets of 64x8, 64x16, 64x32, and 64x64. Three model architectures were tested for both the
CNN and LSTM-based RNN autoencoders: 32x16x32, 64x32x64, and 64x32x16x32x64.
Each number corresponds to a number of convolutional or LSTM layers, respectively, and
the center number is the size of the latent space or “bottleneck.” For the transformers,
Time2Vec vector embedding sizes of 16, 32, and 64 with the direct feed-forward layers of
512 and 1024 nodes. There were four transformer models considered 16x512, 32x1024,
64x512, and 64x1024.
The AUC metric was used for comparison between each input size (as expressed
by the window and stride) and model architecture. This represented the overall
discrimination capacity for each set of hyperparameters and was the basis for the model
selection–the highest AUC was decided to be optimal. Once chosen, the parameters were
used when the experts ran Part 2: executed the selected model, created a set of autonomous
event detection output files, and human corrected the output.
This list is not intended to be exhaustive, but only to recognize general trends
between input, model, and event detection performance. Additional hyperparameter
searches may yield better results, but this further exploration is beyond scope.
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4.4 Part 2 - Unsupervised Event Detection
Part 2 captured participants’ interactions with the autonomous event detection
method. Ultimately, the goal was to: a) deliver utility, through high F1-score and low
annotation error; b) accelerate processes, through direct time savings; and c) be trusted by
participants (as evidenced by high inter-coder agreement between the event detection
automation system and participant). Case study participants ran the autonomous system,
then corrected the EDAS detections in their natural settings and existing analysis tools. A
post-survey captured their final perceptions of the method and the factors which influenced
their trust in the system.

4.4.1 Post-Detection Corrections Study
Part 2 required participants to run the EDAS method, train the selected model using
their list of Part 1 files as their training set (the annotations were not used). This resulted
in ten individually trained EDAS models which output autonomous detections for each
participant’s test set. The participants then corrected the event detections output by adding,
subtracting, or moving detection markers. Both the original system output and the corrected
events time series were saved for analysis. For each file and participant model pairing,
inter-coder agreements were calculated between:
● the autonomous system output and its combined expert annotations
● the autonomous system output and the participant’s correction
● the participant’s correction with the combined expert annotations
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Each of the agreement metrics above yielded a different view on how the
participants interacted with the event detection automation system and compared with each
other. Similar to the baseline above, File 07 was corrected by every coder. This also gave
an agreement and stability metric across every expert when the same data is output from
the same model architecture but trained on different data.

4.4.2 Post-Survey
After Part 2, and the last step in this research, the experts filled out the post-survey.
This instrument used two parts:
1. Method interactions (Likert-like scale and short answer): which characterizes the
ease of the program use and approximate time savings.
2. Method perceptions (Likert-like scale and short answer): which captures the
participant’s qualitative views of the method and what factors influences their trust
in the system.

The Part 2 instrument can be found in Appendix A.3 with the IRB information.
These questions were intended to record their perceptions of system accuracy and
usefulness of the method. The open-ended trust questions captured potential pre-method
training to better understand the system outputs and areas of improvement for follow-on
research or Future Work.

4.5 Full Event Detection Automation System Evaluation
The final evaluation of the overall system and perceived utility for domain experts
involves a comprehensive, qualitative discussion of the quantitative analysis of each model
104

against combined expert annotations (e.g. F1-score, AUC, and training time), legacy
extraction method timeframes, time required at inference, inter-coder agreements, and
survey response data. The number of files and experts will be too small for broad
generalizations, even for this narrow domain. However, this research could be used for a
baseline when developing more sophisticated tools or techniques which use unsupervised
automation.

4.6 Summary
The case study is an important method for determining whether EDAS will deliver
utility to participants. Part 1 studied the legacy, manual task of event annotation in the CPS
data and participants’ initial perceptions of AI/ML as it applies to the autonomous detection
task. Part 2 studied the participants’ interactions with EDAS through a validation and
correction task then collects survey responses about their interactions. Quantitative intercoder agreement analysis will use F1-score, kappa, annotation error, and Hausdorff
distance.
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V. Analysis and Results
The research questions (RQ) are: 1) Can EDAS autonomously detect events? 2)
Can EDAS provide accurate and reliable that develop trust? 3) Can EDAS save time,
compute, and/or analytic burden? This chapter discusses the quantitative and qualitative
results of Part 1 and Part 2 of the case study plus the parameter sweep results for event
detection automation system (EDAS).
For this research, the selected model architecture was a CNN autoencoder with a
32x16x32, 64x16 window/stride, and using the trace-wise detections (since the systemwide measures underperformed in nearly every model). The qualitative research showed
the case study participants were cautiously optimistic about the autonomous method but
were not impressed with its current state. However, the inter-coder metrics showed low
agreement across every file in both Part 1 and Part 2, calling into question the likelihood
of finding any autonomous system which would satisfy all analysts.
This Chapter concludes with a general discussion on the unsupervised, autonomous
event detection and the accompanying case study.
In the presented tables, the colors are used to distinguish a gradient spectrum of
results that are considered a “positive” or “negative” result in relationship to the research
questions as green or red, respectively.

5.1 Part 1 Results
The intent of Part 1 is to establish a baseline of both participant perceptions and
baseline metrics of their inter-coder agreements. Generally, most participants believe that
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event detection is a time-consuming, difficult problem and agree that automation would
likely offer positive benefits in their analysis domain. However, there was not much
consensus among the coders on the initial file annotations and there is not a priori
knowledge of AI/ML methods, both would likely negatively impact the eventual
acceptance of any autonomous solution. Further discussion is below.

5.1.1 Pre-Survey Results
Table 8 shows the responses provided by the ten participants. Short answer themes
will be discussed as well.

5.1.1.1 Likert-like Scale Questions
Starting with the Likert-like scale questions, a few points are discussed here.

1. Participants Consider Current Manual Methods Only Somewhat Difficult
(RQ 1)

According to Question 2.1 responses, most participants rated their current man-inthe-loop methods as ‘minimally difficult’ to ‘difficult’. Additionally, 5 of the 10
participants stated that only 5% of a typical week is used doing event detection (Question
2.4). Though not rated particularly difficult, even an easy task performed several times can
be cumbersome. Coupled with observation 3 below, it seems savings could be realized by
offloading some of this task to autonomous computation. When considering research
question 3, low perceived difficulty of the manual task may limit the perceived effort
savings.
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Table 7: Pre-Survey Results

2. Most Participants Were Relatively Inexperienced, Somewhat Familiar With
AI/ML Applications (RQ 2)

The first observations involved the demographics of the participants. Most of the
participants have less than 5 years of experience in time series analysis (Question 1.1).
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Only two exceeded this threshold. However, most were at least minimally confident in
their ability to analyze the data (Question 1.2) and confident their methods pulled out all
relevant events (Question 2.5). All surveyed participants were either ‘unfamiliar’ or only
‘somewhat familiar’ with AI/ML concepts and research (Question 1.3).

3. Event Detections in Familiar Data is Quick but Much Slower in Unfamiliar
Data (RQ 3)

In most cases, participants stated that their manual methods took between 5-30
minutes per file when annotating data that they are familiar with (Question 2.2). However,
that number grew to over an hour for 7 of 10 when applied to data that is not familiar
(Question 2.3). Accelerating the early identification of possible events in unfamiliar data
could represent the most potential for injecting autonomous learning (research question 3).

4. Participants See Potential Value and Time Savings in Autonomy Aids (RQ 3)

The last observations are core to this research application. First, 9 of 10 participants
believe autonomous event extraction could be ‘important’ or ‘very important’ (Question
1.4). Secondly, most participants believe autonomous methods could save up to, or greater
than, 10% of time for their average week–even considering the time required to correct
automated detections (Question 3.2). Both show that this is a valid research area which
could directly impact the effectiveness of the population. The participant optimism shows
the value of considering research question 3.
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5.1.1.2 Short Answer Questions
The open-ended responses to Question 3.3 and Question 3.4 showed a few trends.
Though skeptical about the expected performance, participants seemed cautiously
optimistic about the potential of autonomous event detection. A few more key themes are
discussed below.

1. Concerned with Data Availability and Computing Resources (RQ 1)

Machine learning applications are known for needing large amounts of data and
require more computing resources than a typical domain task. Though the participants were
less familiar with AI/ML concepts (Question 1.3), they expressed a concern that, in a data
and compute constrained environment, there may not be sufficient resources to generate an
effective method.

2. Skeptical of System Performance in the Presence of Noise (RQ 2)

Secondly, several participants specifically discussed the presence of noise in event
detection problems. When discussing previous experiences with automation attempts
(Question 3.3), some mentioned how basic tiered thresholding of the raw data is
significantly impacted by noise. Even with a low bit error rate, this often leads to significant
over-segmenting and/or event detection triggers–especially in continuous, analog signals.
Considering noise will likely impact participant perceptions of EDAS (research question
2).
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3. Events Need to Be Well-Defined Across Targets (RQ 2)

Mentioned several times throughout this thesis, event detection methods are often
domain specific. There can be significant variability between targets. Participants
expressed concern that the methods will be limited to a particular target and not necessarily
applicable for multiple systems. Additionally in application domains beyond CAN
analysis, there are many data formats, sampling rates, and event shapes that can all be
observed in the same system.

4. Unlikely to Fully Replace the Human (RQ 3)

The last idea shared by many of the participants was that any automation cannot fully
replace a human. This is a perception shared by the researcher. When decision-makers rely
on automated extractions, false events could create confusion or bad outcomes due to
wrong information. Especially for high-impact/high-consequence event activity, or
interpreting the meaning of multiple events, human insight is necessary to correct and
assure correct assessments. Additionally, one participant was concerned with how to
monitor drift of the model over long periods of time. Both factors led to skepticism about
whether automated methods will save them time.

5.1.1.3 Pre-Survey Discussion
The cautious optimism expressed by the survey participants shows that this is a
valid research area which could fit within these participants’ workflows and deliver timeand effort-saving utility. However, the participants expressed valid concerns.
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First, the small data volumes of this test case and that are typically found in the
participants’ application domains indeed create problems for most machine learning
methods. Deep autoencoders and transformers specifically used to help alleviate this issue.
Narrow, shallow autoencoders can be designed to underfit even small datasets and are
known to perform well on smaller numbers of samples. Data augmentation methods could
be used, but may introduce additional concerns.
Secondly, participants were concerned that events would need to be well-defined
across multiple diverse targets. It is unclear if the participants were referring to transfer
learning, applying an identical or similar model to another target, or the need for a model
to learn all the possible behaviors for a given target. Regardless, the unsupervised nature
of this method is intended to independently learn the representative data models with
minimal a priori domain knowledge or participant input. This method is also intended to
be part of the end-to-end analytic workflow in Figure 1. It does not need to learn everything
about the system before application because it will be continuously learning through the
active learning process. The short training time demonstrated for these methods (discussed
further below) lowers the cost for retraining in different domains.
Lastly, unsupervised event detection is not meant to replace human analysts but to
accelerate

their

tedious

annotation

processes.

Coupled

with

fundamental

misunderstandings about the nature of unsupervised methods, this shows education and
increased AI/ML literacy could be a key determinant for the eventual adoption of any
autonomous system in this analytic domain.
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5.1.2 Baseline Annotation Results
The expert annotation study asks the participants to use legacy methods to manually
perform the event extraction task. As mentioned in Chapter 4, the annotators add event
annotations based on their domain expertise and in their natural analytic setting. These
markers bracket any events identified in each individual trace and their aggregate make up
the system-wide, participant-derived events. Sample time series representations of these
annotations are shown in Appendix C.
Through either analysis decisions or process errors, several participants did not
annotate every trace within a given file. Others failed to “close” an event which caused all
subsequent labels to be flipped. Though not excessively present and assuming these are
incorrect markings, this impacted the overall accuracy of the inter-coder agreements.
However, the inter-coder metrics were quite low despite these issues, calling into question
the stability and reliability of human annotations as a baseline metric.

5.1.2.1 File 01 - All Participants Inter-coder Annotation Agreement
To establish a baseline for inter-coder agreement, all participants were tasked with
annotating File 01. The first two metrics are the F1-score and Cohen’s kappa shown in
Table 8 and Table 9.
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Table 8: Inter-coder Annotation Agreement, F1-score.

Table 9: Inter-coder Annotation Agreement, kappa.

In both tables, the participants are compared against each other–once where the first
participant is the notional truth annotator and once where it is the second. These metrics
are both measuring the similarities between the boolean event indicator traces. Ignoring the
diagonal (where a participant is measured against themself), the F1-score varies between
0.0429 and 0.8200 (mean of 0.2099) and the kappa varies between -0.2051 and 0.8143
(mean of 0.1319). Analyst 03 and Analyst 04 have strong correlation (F1 0.8200 and kappa
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0.8143). Generally, researchers are looking for an 80% agreement [58] or a kappa between
0.40-0.60 [60], so the 0.1319 is indicative of very low inter-coder agreement.
The next measure, annotation error shown in Table 10, similarly shows a large
number of disagreements in the total number of annotated events (especially Analyst 07
and Analyst 08). The average difference in the number of total events is 121, which is high,
but six of ten participants were closer to 30 overall events.
Table 10: Inter-coder Annotation Agreement, Annotation Error.

The final baseline metric for File 01 is the Hausdorff distance or the longest length
of disagreement between overlapping events. This is shown in Table 11.
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Table 11: Trace-Wise Hausdorff Distances for Part 1 Annotations.

0
13477
13477
13477
9145
14195
9073
19549
47134
150642
32241
1
0
0
0
0
0
0
0
0
0
0
0

2
13477
0
376
1272
15905
1272
15053
15740
20698
158934
26970
2
0
0
0
0
0
0
0
0
0
0
0

3
13477
376
0
1226
15924
1226
15053
15818
56648
158760
30945
3
0
0
0
0
0
0
0
0
0
0
0

Truth Labels
4
5
6
13477 0 14195
1096 0 14891
1095 0 14891
0 0 14891
15031 0 16242
9800 0
0
14619 0 15053
9499 0 15806
56364 0 47345
158762 0 148385
31083 0 33522
4
5
6
0 0
0
0 0
0
0 0
0
0 0
0
0 0
0
0 0
0
0 0
0
0 0
0
0 0
0
0 0
0
0 0
0
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7
9073
15053
15053
14619
3975
15053
0
20101
56207
156001
33904
7
1897
1897
1897
1897
1897
1897
0
8463
66713
2959
9946

8
31941
31941
31941
31941
31941
31941
31941
0
31941
45092
33402
8
21791
21791
21791
21791
21791
21791
21791
0
65770
6135
24938

9
47134
56835
56648
56364
56835
47345
56207
11743
0
158459
60841
9
86896
86896
86896
86896
86896
86896
79381
65770
0
65236
81307

10
150642
158934
158760
158762
159960
148385
156001
45092
158459
0
143888
10
21894
21894
21894
21894
21894
21894
21894
6135
65236
0
24959

32602
32511
32471
32506
36106
29913
34778
17039
52755
126115
47422
14720
14720
14720
14720
14720
14720
13674
8930
21969
8259
15683

Transmission
1
2
3
4
5
6
7
8
9
10
Mean
Turn Signal
1
2
3
4
5
6
7
8
9
10
Mean
Test Labels

1

Test Labels

Test Labels

Test Labels

Speed
1
2
3
4
5
6
7
8
9
10
Mean
RPMs
1
2
3
4
5
6
7
8
9
10
Mean

Test Labels

Test Labels

Test Labels

Hausdorff
Truth Labels
Steering
1
2
3
4
5
6
7
8
9 10
1
0 5631 9629 4258 3020 13488 6175 124954 0 8538 19521
2
5631
0 4609 4839 5668 13488 3612 124892 0 3183 18436
3
9629 6023
0 6549 9666 13488 2942 124954 0 6396 19961
4
9659 8832 4466
0 9714 13488 1541 124654 0 5658 19779
5
2491 6524 9666 4418
0 13488 6212 124954 0 8575 19592
6
9659 6501 2165 5154 9714
0 2942 124954 0 3594 18298
7
6175 3612 2942 1389 6212 13488
0 124954 0 2942 17968
8 14908 124892 12645 124654 10875 13174 10225
0 0 124909 48476
9
9659 9335 6467 8537 9714 13488 5679 124954 0 9225 21895
10 8538 3183 2909 4571 8575 13488 2942 124909 0
0 18791
Mean
8483 19393 6166 18263 8129 13453 4697 124909 0 19224 24746
Accelerator 1
2
3
4
5
6
7
8
9 10
1
0 14867 2491
0
0
0
0 22833 0 152036 21359
2
0
0 13938
0
0
0
0 22833 0 136813 19287
3
0 14832
0
0
0
0
0 22833 0 150751 20935
4
0 14867 2491
0
0
0
0 22833 0 152036 21359
5
0 14867 2491
0
0
0
0 22833 0 152036 21359
6
0 14867 2491
0
0
0
0 22833 0 152036 21359
7
0 14867 2491
0
0
0
0 22833 0 152036 21359
8
0 13127 2527
0
0
0
0
0 0 18403 3784
9
0 14867 2491
0
0
0
0 22833 0 152036 21359
10
0 136813 150751
0
0
0
0 18403 0
0 33996
Mean
0 28219 20240
0
0
0
0 22341 0 135354 22906
Brakes
1
2
3
4
5
6
7
8
9 10
1
0 1114
540
0
0 7575 37462 158293 0 21438 25158
2
0
0
627
0
0 6623 37462 158293 0 21438 24938
3
0
627
0
0
0 7250 37462 158293 0 21438 25008
4
0 1114
540
0
0 7575 37462 158293 0 21438 25158
5
0 1114
540
0
0 7575 37462 158293 0 21438 25158
6
0 6623 7250
0
0
0 37462 158293 0 21438 25674
7
0 19481
315
0
0 12858
0 16698 0 25840 8355
8
0
619
151
0
0 12970 16698
0 0 158021 20940
9
0 1114
540
0
0 7575 37462 158293 0 21438 25158
10
0 6525 7152
0
0 13291 37462 158021 0
0 24717
Mean
0 4259 1962
0
0 9255 35155 142530 0 37103 25585

1
0
931
14644
13423
13330
13391
775
1075
13679
462
7968
1
0
1491
14106
14792
14792
1491
1491
14792
261883
14792
37737

2
931
0
14187
14187
14166
678392
223
97
14187
1771
82016
2
0
0
0
0
0
0
0
0
0
0
0

3
14644
14187
0
1221
8200
677200
13900
14059
8200
11489
84789
3
14106
14468
0
1405
1023
14468
14468
1011
263739
1041
36192

4
13423
14187
1221
0
93
678402
13900
14059
8462
11489
83915
4
14792
16217
1405
0
978
16217
16217
987
261730
943
36610

Truth Labels
5
6
13330 678450
14166 678392
8200 677200
8455 678402
0 678450
8455
0
13900 678131
14027 678404
940 677323
11489 675527
10329 677809
5
6
14792
0
15712
0
1023
0
978
0
0
0
15712
0
15712
0
133
0
262247
0
45
0
36262
0

7
775
223
13900
13900
13900
678131
0
300
13900
1617
81850
7
0
0
0
0
0
0
0
0
0
0
0

8
1075
92
14059
14059
14027
678404
234
0
14059
1770
81975
8
14792
15452
1011
987
133
15452
15452
0
262412
171
36207

9
13679
14187
8200
8462
940
677323
13900
14059
0
11489
84693
9
261883
278069
263739
261730
262247
278069
278069
262412
0
262197
267602

10
3238
1771
11489
11489
11489
675527
1617
1770
11489
0
81098
10
14792
15705
1041
943
45
15705
15705
171
262197
0
36256

5.1.2.2 Inter-coder Annotation Agreement Across Other Files
Using the Case Study Data Plan shown in Table 6, Table 12 shows the averages of
the F1-score, Cohen’s kappa, and annotation error .
Table 12: Summary of Part 1 Inter-coder Annotation Agreement.

These values show similarly low agreement as the baseline across every metric.

5.1.2.3 Annotation Time Analysis
Part of the stated goals of this research is to accelerate the event detection process.
This section sets a baseline for the time required to perform the manual extraction process
in the participants’ natural setting. Research question 3 was that EDAS would reduce time,
so annotation time analysis is the baseline to compare with.
Table 13 depicts the time required by participants to perform the initial annotation
task per minute of the collected data file. Using the User Study Data Plan in Table 6,
participants only interact with a subset of the data during each Part. When applicable, this
is annotated in subsequent tables with blank, greyed entries.
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Table 13: Annotation Time for Part 1.

These values range between 0.183 and 5.305 minutes to annotate every minute of
data in the file (mean 1.0577). The highest ratios were with the shortest file (File 04), but
longer durations do occur in other files. On average, it takes slightly longer, about 6%, to
manually extract events per minute of collection. Considering most participants likely
analyzed files in numerical order, the data does not show an acceleration due to familiarity
with the method, data, or event behavior.

5.1.2.4 Combined Annotation Truth Metrics
The combined annotation truth generates a baseline events trace to objectively
compare the autonomous detection method. This should be a better overall representation
of the true annotated events, a “wisdom of the crowds” approach. In this application, if
three coders agree that a given data point is an event, then the combined expert annotations
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labels that sample to be part of an event. Figure 17 shows an example file with the number
of agreements on the secondary y-axis.

Figure 17: File 02 with Combined Annotation Truth.
The above figure shows where the individual trace behavior has the most
agreement. Across every file, the highest numbers are typically around the discrete jumps
in the transmission and turn signal traces. The lowest number of agreements occur in the
analog channels with the most activity (e.g. accelerator and RPMs). The rest of the files
and agreements are shown in Appendix D.
Comparing the individual participants’ original annotations to this combined truth
demonstrates an expected improvement in the metrics (since the combined traces are
constructed from the original annotations). The “wisdom of the crowds” F1-score, Cohen’s
kappa, annotation error, and Hausdorff distance are shown in Table 14, Table 15, and with
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average values improving to 0.4963 (F1-score), 0.4313 (Cohen’s kappa), and 50
(annotation error).
Table 14: Combined Annotation Truth, F1-Score.

Table 15: Combined Annotation Truth, kappa.
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Table 16: Combined Annotation Truth, Annotation Error.

5.1.2.5 Baseline Annotation Discussion
The expert annotation study collects the baseline data to compare against the
autonomous event detections. Several findings are presented below with some
exploratory analysis about the root causes.

1. Low Overall Inter-Coder Agreement Overall-Potentially Contributing
Analysis Errors (RQ 1)

The first observation is that the inter-coder agreement metrics are quite low, well
below the 80% suggested by Miles and Huberman [58]. The low agreement is also shown
in the number of annotation errors. The technical, subjective nature of the domain led to
an expectation of less agreement, however baselines of about 0.21 F1-score and 0.13
(little to none) kappa agreement were lower than anticipated. This discrepancy may be
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due to differing opinions on what constitutes an event, different annotation philosophies,
ambiguous directions, or unfamiliarity with the proxy dataset provided. Though the true
root cause may not be provable, further analysis was performed to better understand this
poor performance.
Using File 01 as an example, the F1-score was calculated for each trace individually,
shown in Table 17.
The first point to note is the presence of not-a-number (nan) representations from
divide by zero errors. Either from analysis decisions or process errors, this means that an
participant did not place any event markers in that trace (further supported by the
annotation time series shown in Appendix C - Analyst 09, File 01). This is exceptionally
present in the brakes, accelerator, and RPMs traces–the most active analog parameters.
Though not as prevalent, other likely errors included missing a “close” marker causing all
following markers to switch the binary marker incorrectly (e.g. Appendix C - Analyst 07,
File 10). On the other hand, there is much better agreement in the other channels–e.g.
steering, transmission, and turn signal–with some participant pairings reaching close to
perfect agreement. Assuming at least some of the missing annotations are erroneous,
possibly due to a failure to correctly save a file, the actual overall agreement may be higher
than the coarse metrics strictly shown in the expert annotation study.
For this research there was no attempt to determine participant annotation intent, i.e.
error or intentional lack of a marking. Reengaging with participants to fix annotation files,
creating a more robust sample from the participant population, choosing a method to
remove problem files, or creating more explicit instructions are outside of the limits of the
study, but are recommended for future studies of this type.
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Table 17: File 01 Trace-Wise F1-Score.

Test Labels

4
0.7117
0.7865
0.6283
1.0000
0.7366
0.6871
0.7383
0.0983
0.0000
0.8475
0.5816
4
nan
0.0000
0.0000
nan
nan
nan
nan
0.0000
nan
0.0000
0.0000
4
nan
nan
nan
nan
nan
nan
0.0000
0.0000
0.0000
0.0000
0.0000

Truth Labels
5
6
0.8783 0.6346
0.8172 0.7174
0.6190 0.5602
0.7366 0.6871
1.0000 0.6735
0.6735 1.0000
0.7409 0.6139
0.2256 0.1788
0.0000 0.0000
0.8136 0.7404
0.6116 0.5340
5
6
nan
nan
0.0000 0.0000
0.0000 0.0000
nan
nan
nan
nan
nan
nan
nan
nan
0.0000 0.0000
nan
nan
0.0000 0.0000
0.0000 0.0000
5
6
nan
nan
nan
nan
nan
nan
nan
nan
nan
nan
nan
nan
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000

7
0.6977
0.7749
0.5103
0.7383
0.7409
0.6139
1.0000
0.1595
0.0000
0.7971
0.5592
7
nan
0.0000
0.0000
nan
nan
nan
nan
0.0000
nan
0.0000
0.0000
7
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
1.0000
0.3387
0.1113
0.3558
0.0895

8
0.1765
0.2044
0.1266
0.0983
0.2256
0.1788
0.1595
1.0000
0.0000
0.1821
0.1502
8
0.0000
0.1250
0.0203
0.0000
0.0000
0.0000
0.0000
1.0000
0.0000
0.6385
0.0871
8
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.3387
1.0000
0.3344
0.9380
0.1790

9
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
nan
0.0000
0.0000
9
nan
0.0000
0.0000
nan
nan
nan
nan
0.0000
nan
0.0000
0.0000
9
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.1113
0.3344
1.0000
0.3458
0.0879

10
0.7926
0.9150
0.6845
0.8475
0.8136
0.7404
0.7971
0.1821
0.0000
1.0000
0.6414
10
0.0000
0.2188
0.0271
0.0000
0.0000
0.0000
0.0000
0.6385
0.0000
1.0000
0.0983
10
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.3558
0.9380
0.3458
1.0000
0.1822

RPMs
0.5864
0.6276
0.4835
0.5816
0.6116
0.5340
0.5592
0.1502
0.0000
0.6414
0.4775
0.0000
0.0550
0.0220
0.0000
0.0000
0.0000
0.0000
0.0871
######
0.0983
0.0262

1
2
3
4
5
6
7
8
9
10
Mean
Speed
1
2
3
4
5
6
7
8
9
10
Mean

1
nan
0.0000
0.0000
nan
nan
0.0000
0.0000
0.0000
nan
0.0000
-0.1111
1
1.0000
0.0905
0.0987
0.0844
0.0000
0.4833
0.3028
0.3666
0.1888
0.2643
0.2088

2
0.0000
1.0000
0.5889
0.0000
0.0000
0.2191
0.0014
0.0013
0.0000
0.0188
0.0922
2
0.0905
1.0000
0.9872
0.9183
0.0000
0.5584
0.1946
0.0039
0.4248
0.0231
0.3556

3
0.0000
0.5889
1.0000
0.0000
0.0000
0.0801
0.0009
0.0013
0.0000
0.0082
0.0755
3
0.0987
0.9872
1.0000
0.9245
0.0000
0.5630
0.2101
0.0047
0.4295
0.0249
0.3603

4
nan
0.0000
0.0000
nan
nan
0.0000
0.0000
0.0000
nan
0.0000
0.0000
4
0.0844
0.9183
0.9245
1.0000
0.0000
0.5533
0.2064
0.0130
0.4243
0.0206
0.3494

Truth Labels
5
6
nan 0.0000
0.0000 0.2191
0.0000 0.0801
nan 0.0000
nan 0.0000
0.0000 1.0000
0.0000 0.0249
0.0000 0.0016
nan 0.0000
0.0000 0.1207
0.0000 0.0496
5
6
0.0000 0.4833
0.0000 0.5584
0.0000 0.5630
0.0000 0.5533
nan 0.0000
0.0000 1.0000
0.0000 0.1624
0.0000 0.3003
0.0000 0.3934
0.0000 0.2287
0.0000 0.3603

0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0895
0.1790
0.0879
0.1822
0.0539
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7
0.0000
0.0014
0.0009
0.0000
0.0000
0.0249
1.0000
0.8036
0.0000
0.3236
0.1283
7
0.3028
0.1946
0.2101
0.2064
0.0000
0.1624
1.0000
0.0666
0.0782
0.0591
0.1422

8
0.0000
0.0013
0.0013
0.0000
0.0000
0.0016
0.8036
1.0000
0.0000
0.1038
0.1013
8
0.3666
0.0039
0.0047
0.0130
0.0000
0.3003
0.0666
1.0000
0.3532
0.7598
0.2076

9
nan
0.0000
0.0000
nan
nan
0.0000
0.0000
0.0000
nan
0.0000
-0.1111
9
0.1888
0.4248
0.4295
0.4243
0.0000
0.3934
0.0782
0.3532
1.0000
0.2929
0.2872

10
0.0000
0.0188
0.0082
0.0000
0.0000
0.1207
0.3236
0.1038
0.0000
1.0000
0.0639
10
0.2643
0.0231
0.0249
0.0206
0.0000
0.2287
0.0591
0.7598
0.2929
1.0000
0.1859

0.0000
0.0922
0.0755
0.0000
0.0000
0.0496
0.1283
0.1013
0.0000
0.0639
0.0288
0.2088
0.3556
0.3603
0.3494
0.0000
0.3603
0.1422
0.2076
0.2872
0.1859
0.2457

Transmission
1
2
3
4
5
6
7
8
9
10
Mean
Turn Signal
1
2
3
4
5
6
7
8
9
10
Mean

Test Labels

3
0.5881
0.6346
1.0000
0.6283
0.6190
0.5602
0.5103
0.1266
0.0000
0.6845
0.4835
3
0.0000
0.1510
1.0000
0.0000
0.0000
0.0000
0.0000
0.0203
0.0000
0.0271
0.0220
3
nan
nan
nan
nan
nan
nan
0.0000
0.0000
0.0000
0.0000
0.0000

Test Labels

2
0.7980
1.0000
0.6346
0.7865
0.8172
0.7174
0.7749
0.2044
0.0000
0.9150
0.6276
2
0.0000
1.0000
0.1510
0.0000
0.0000
0.0000
0.0000
0.1250
0.0000
0.2188
0.0550
2
nan
nan
nan
nan
nan
nan
0.0000
0.0000
0.0000
0.0000
0.0000

Test Labels

1
1.0000
0.7980
0.5881
0.7117
0.8783
0.6346
0.6977
0.1765
0.0000
0.7926
0.5864
1
nan
0.0000
0.0000
nan
nan
nan
nan
0.0000
nan
0.0000
0.0000
1
nan
nan
nan
nan
nan
nan
0.0000
0.0000
0.0000
0.0000
0.0000

Test Labels

Test Labels

Test Labels

F1
Steering
1
2
3
4
5
6
7
8
9
10
Mean
Accelerator
1
2
3
4
5
6
7
8
9
10
Mean
Brakes
1
2
3
4
5
6
7
8
9
10
Mean

1
1.0000
0.0952
0.1401
0.1062
0.0688
0.0023
0.2168
0.0938
0.0683
0.3703
0.1291
1
1.0000
0.0000
0.1076
0.1313
0.1323
0.0000
0.0000
0.1150
0.0183
0.1306
0.0706

2
0.0952
1.0000
0.0204
0.0128
0.0005
0.0001
0.2818
0.0294
0.0102
0.0415
0.0547
2
0.0000
nan
0.0000
0.0000
0.0000
nan
nan
0.0000
0.0000
0.0000
0.0000

3
0.1401
0.0204
1.0000
0.9382
0.7419
0.0435
0.1062
0.0120
0.7416
0.3905
0.3483
3
0.1076
0.0000
1.0000
0.8878
0.9138
0.0000
0.0000
0.9120
0.1418
0.9133
0.4307

4
0.1062
0.0128
0.9382
1.0000
0.7661
0.0402
0.0612
0.0135
0.7499
0.2554
0.3271
4
0.1313
0.0000
0.8878
1.0000
0.9575
0.0000
0.0000
0.9529
0.1474
0.9569
0.4482

Truth Labels
5
6
0.0688 0.0023
0.0005 0.0001
0.7419 0.0435
0.7661 0.0402
1.0000 0.0395
0.0395 1.0000
0.0281 0.0017
0.0081 0.0003
0.9715 0.0427
0.2473 0.0160
0.0000 0.0207
5
6
0.1323 0.0000
0.0000 nan
0.9138 0.0000
0.9575 0.0000
1.0000 0.0000
0.0000 nan
0.0000 nan
0.9899 0.0000
0.1446 0.0000
0.9962 0.0000
0.0000 0.0000

7
0.2168
0.2818
0.1062
0.0612
0.0281
0.0017
1.0000
0.0397
0.0683
0.2290
0.1148
7
0.0000
nan
0.0000
0.0000
0.0000
nan
nan
0.0000
0.0000
0.0000
0.0000

8
0.0938
0.0294
0.0120
0.0135
0.0081
0.0003
0.0397
1.0000
0.0081
0.0236
0.0254
8
0.1150
0.0000
0.9120
0.9529
0.9899
0.0000
0.0000
1.0000
0.1426
0.9904
0.4559

9
0.0683
0.0102
0.7416
0.7499
0.9715
0.0427
0.0683
0.0081
1.0000
0.3197
0.3311
9
0.0183
0.0000
0.1418
0.1474
0.1446
0.0000
0.0000
0.1426
1.0000
0.1445
0.0821

10
0.3703
0.0415
0.3905
0.2554
0.2473
0.0160
0.2290
0.0236
0.3197
1.0000
0.2104
10
0.1306
0.0000
0.9133
0.9569
0.9962
0.0000
0.0000
0.9904
0.1445
1.0000
0.4591

0.1291
0.0547
0.3483
0.3271
0.3191
0.0207
0.1148
0.0254
0.3311
0.2104
0.1561
0.0706
######
0.4307
0.4482
0.4594
0.0000
0.0000
0.4559
0.0821
0.4591
0.1947

2. Highest Annotation Errors are From the Least Experienced Analysts (RQ 1)

The second note shows that the two analysts with the least experience, Analyst 07 and
Analyst 08 based on pre-survey responses, had an order-of-magnitude more event markers
(though interestingly no correlated increase in annotation time). These participants had low
performance on the other metrics, but were similar as some other participants, likely due
to the high segmentation of having many events.
In the case of these participants, the extra annotations are likely associated with any
increase or decrease in the analog parameters and less associated with the stated target
detections–i.e. turns, lane changes, deceleration to stop, acceleration from stop, and engine
turn-on. The over-annotation may also be associated with less knowledge about
expectations and norms for the domain that are shared by the others.
Though these lower performers affect the overall baseline metrics, they are important
to be included to capture how new participants may perform with the autonomous system.
Lack of domain knowledge or event extraction skills may lead to over- or under-confidence
in the autonomous detections. Similarly, performance against these benchmarks may lead
to more focused development for trainers.

3. No Other Apparent Correlation Between Pre-Survey and Agreement
Performance (RQ 1)

Beyond the novice participant relationships discussed above, there does not seem to be
a strong connection between pre-survey responses and the inter-coder agreement metrics.
Experience (Question 1.1), confidence in one’s skills (Question 1.2), confidence in
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machine-learning (Question 1.5), and perceived difficulty of the automated task (Question
2.1) are all poor indicators of inter-coder agreement and annotation time. Though most
coders are internally consistent with their time and agreement performance, some vary
widely between files. For example, Analyst 06’s performance against the combined expert
annotations has an F1-score which varies between 0.1539 and 0.7173. These points further
demonstrate a volatility among coders which may not be a stable foundation to compare
the performance of the autonomous method.

4. Hausdorff Distance Was Not A Useful Metric in the Presence of Analysis
Errors (RQ 1)

The same analysis errors that led to incorrect event indicator trace creation and poor
inter-coder agreement, especially missed “close” markers, likely led to the excessively long
distances. With average times between 1 and 5 minutes, these metrics would not be useful
for analysis or to compare model performance.

5.2 Parameter Sweep
Concurrently accomplished with the Part 1 case study, the researcher performed a
coarse search of hyperparameters to select a model architecture for use in the final
automation used in Part 2. This enumerated all options presented in Section 4.3 using the
Analyst 01 set (File 01 through File 06) for training data. The researcher self-annotated
File 07 to use as a baseline target detection for the model outputs. Training time and AUC
were used as evaluation metrics which are enumerated in Table 18 and Table 19.
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Table 18: Parameter Sweep Area-Under-the-Curve.
Autoencoder
CNN
Window Shape
64x8
64x16
64x32
64x64
128x16
128x32
128x64
128x128
256x32
256x64
256x128
256x256

32x16x32
Trace
System
Trace
System
Trace
System
Trace
System
Trace
System
Trace
System
Trace
System
Trace
System
Trace
System
Trace
System
Trace
System
Trace
System

Transformer
RNN-LSTM

64x32x64 64x32x16x32x64 32x16x32

T2V 32 DFF 1024

64x32x64 64x32x16x32x64 Attention 1

0.853
0.6392

0.7577
0.5885

0.6773
0.6154

0.8613
0.6176

0.8319
0.5865

0.8388
0.5877

0.8984
0.7352
0.807
0.7791
0.7656
0.7785
0.7724
0.7264
0.8036
0.8082
0.796
0.8024
0.7002
0.7715
0.6021
0.6192
0.4905
0.5899
0.4651
0.5326
0.5038
0.5306

0.8424
0.6888
0.7898
0.7784
0.7661
0.8164
0.7485
0.6748
0.819
0.8
0.7472
0.7863
0.6845
0.7318
0.558
0.612
0.4899
0.6191
0.4739
0.5743
0.4965
0.5187

0.6721
0.7458
0.8103
0.7931
0.7704
0.7894
0.7499
0.703
0.7575
0.7761
0.7475
0.7726
0.7152
0.7213
0.6012
0.5911
0.5531
0.5827
0.5505
0.5683
0.5002
0.5586

0.8566
0.7165
0.8385
0.7952
0.7708
0.7683
0.8532
0.758
0.811
0.8109
0.7959
0.7596
0.7326
0.7681
0.5958
0.5922
0.5808
0.5831
0.4996
0.4605
0.533
0.5889

0.8435
0.6456
0.8381
0.8055
0.7467
0.7675
0.8599
0.6569
0.8202
0.8045
0.7933
0.7738
0.7098
0.7737
0.5955
0.6033
0.5716
0.5602
0.5177
0.6214
0.5197
0.4806

0.835
0.6731
0.7957
0.7012
0.8026
0.7688
0.8556
0.7165
0.8418
0.8317
0.7177
0.8056
0.7387
0.735
0.5605
N/A
0.5731
0.5185
0.4937
N/A
0.5352
0.5149

0.6527
0.7491
0.7788
0.7384
0.7497
0.7959
0.7433
0.6435
0.5613
0.5051
0.3895
0.4849

Attention 2

Attention 3

0.6501
0.7064
0.6251
0.825
0.7123
0.7188
0.7718
0.7825
0.743
0.7542
0.7903
0.7418
0.7967
0.7131
0.6579
0.7423
0.7127
0.7306
0.7412
0.789
0.6972
0.7415
0.6487
0.6883
0.5329
0.5829
0.574
0.58
0.5176
0.4827
0.5245
0.4835
0.3836
0.4849
0.4048
0.3718

T2V 16 DFF 512
Attention 4

Attention 1

Attention 2

Attention 3

T2V 64 DFF 1024
Attention 4

Attention 1

0.699
0.648

0.6469

0.6609
0.6705
0.8346

0.6644

0.6512

0.7098

0.7465

0.7146
0.6772
0.8206
0.7487
0.7441
0.7442
0.7274
0.6989
0.7174
0.7024
0.7065
0.8264
0.7564
0.7538
0.8249
0.7297
0.739
0.7415
0.7022
0.6093
0.5336
0.5722
0.5583
0.5703
0.5217
0.5052
0.4367
0.3716
0.4257
0.5041
0.4162
0.369

0.681

0.7495

0.7526

0.7813

0.7724

0.7385

0.7314

0.7449

0.7944

0.7962

0.7468

0.7426

0.7148

0.6508

0.589

0.5615

0.4356

0.5002

0.3596

0.393

0.3985

0.415
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0.7954

0.7804

0.7631

0.7376

0.6825

0.7478

0.7403

0.7971

0.7596

0.7433

0.7218

0.6428

0.5846

0.5649

0.497

0.5033

0.3583

0.3909

0.3724

0.3843

Attention 2

Attention 3

0.5877
0.6753
0.6023
0.6803
0.7307
0.6974
0.7854
0.7616
0.7556
0.7508
0.7372
0.7279
0.7941
0.7952
0.7038
0.8445
0.7237
0.7422
0.7169
0.7262
0.7189
0.7224
0.7661
0.6779
0.5687
0.5594
0.5411
0.5386
0.5106
0.4779
0.5212
0.4841
0.3815
0.4553
0.5235
0.3351

T2V 64 DFF 512
Attention 4

Attention 1

Attention 2

Attention 3

0.6474

0.651

0.7232
0.6496
0.5659
0.8152

0.6138

0.7521

0.7065

Attention 4

0.6031

0.651

0.6095

0.7991
0.7108
0.7755
0.7598
0.7001
0.6286
0.6569
0.6941
0.8266
0.7052
0.771
0.8244
0.7694
0.6691
0.6921
0.6919
0.6696
0.6102
0.5547
0.5606
0.5937
0.491
0.494
0.516
0.516
0.3481
0.4632
0.5385
0.4329
0.3167

0.7704

0.764
0.6625

0.7813

0.7379

0.7382

0.7338

0.7437

0.7471

0.7987

0.7539

0.7438

0.6758

0.6431

0.5575

0.5645

0.4696
0.3322

0.5098
0.516
0.3874

0.3616

0.4331

0.7369
0.7066
0.7825
0.7415
0.6583
0.5226
0.4849
0.516
0.389
0.343

Table 19: Model Training Time (minutes).
Autoencoder

Transformer

CNN

RNN-LSTM

T2V 64

T2V 64

Window Shape

32x16x32

64x32x64

64x32x16x32x64

32x16x32

64x32x64

64x32x16x32x64

DFF 1024

DFF 512

DFF 1024

DFF 512

64x8

5

6

7

16

18

26

23

17

30

25

64x16

2

3

3

8

9

13

12

8

15

12

64x32

1

2

2

4

5

7

6

5

8

6

64x64

1

1

1

2

2

3

3

2

4

3

128x16

3

4

5

14

15

24

20

13

26

21

128x32

2

2

2

7

8

12

10

7

13

11

128x64

1

1

1

4

4

6

5

3

7

5

128x128

0

1

1

2

2

3

3

2

3

3

256x32

3

3

4

14

15

23

20

13

27

22

256x64

1

2

2

7

8

12

12

7

21

10

256x128

1

1

2

4

6

9

5

3

7

5

256x256

0

0

1

2

2

3

3

2

3

3
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T2V 32

T2V 16

For most of the tested models, the AUC varied between 0.74 and 0.85 until the window
shape reached 256 where the model performance dropped precipitously to 0.40 to 0.58.
A few more key observations are noted below.

1. Window Size and Stride Generally Has Little Effect on Performance

Several input data shapes were tested by varying the window size and stride when
applied to the raw time series data. For both the 64 and 128 sample window length, there
was little variation in the AUC at the different levels of overlap. However, there was a
significant decrease in performance when tested at 256 samples. This is likely due to the
models’ ability to accurately reconstruct the data when the windows are shorter—at least
for the size of this dataset. With more volume of representative data, the models may be
able to model the input more accurately and increase performance for larger windows.

2. System-Wide Detections Underperform Trace-Wise

One of the methods used to determine events was to compare aggregated expert
annotations, flattened versions of the trace-wise labels, against the events detected by latent
space distances. In almost every case, the models using the individual traces yielded a
higher AUC than the system-wide metric. This may be due to the more direct relationship
between the original input data and the trace-wise reconstruction compared to the
abstraction of the system-wide metrics. Similarly, the latent space distances may not be as
representative of the underlying data.
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3. Shallower Autoencoder Architectures Perform Better

The third observation from Table 18 shows simpler autoencoders, fewer hidden layers
and fewer nodes, generate a better AUC for both CNNs and RNNs. This is could be caused
by the small dataset. With larger, more complicated AEs, the models are better able to
memorize the input, overfitting the data, creating less reconstruction error and latent space
distance between samples at inference. This will reduce the generalizability of the models
when applied to new data.

5.2.1 Model Selection and Rationale
A convolutional architecture with the 64x16 window size and 32x16x32 shape was
selected. In this particular use case, the AUC of 0.8984 was the highest among tested
models. Additionally, a training time of only 2 minutes over 100 epochs will be sufficiently
timely to present to participants in Part 2. Figure 18 shows the selected model architecture
and Figure 19 shows the model performance.

Input Layer

• 64 sample
window
• 16 sample stride

1D Convolution
(Encoder)

• 32 filters
• 4x4 kernel size
• same padding
• 1 convolutional
stride
• ReLu activation

1D Convoultion
(Latent Space)

• 16 filters
• 4x4 kernel size
• same padding
• 1 convolutional
stride
• ReLu activation

1D Convolution
Transpose
(Decoder)
• 32 filters
• 4x4 kernel size
• same padding
• 1 convolutional
stride
• ReLu activation

Figure 18: Convolutional Autoencoder Architecture
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1D Convolution
Transpose
(Output Layer)
• 7 filters
• 1x1 kernel size
• same padding
• 1 convolutional
stride
• sigmoid activation

Figure 19: Training Error (left) and ROC (right) for Selected CNN Autoencoder.
After the model was selected, mean-based and histogram-based static thresholding
methods were tested on the reconstruction error and first-differenced traces. Using the
researcher generated File 07 as the test file again, the researcher performed another coarse
search testing the mean-based method from 0 to 3 standard deviations from the mean and
the histogram-based method at 10, 100, and 1000 bins. The detections were observed when
the researcher tested with individually selected thresholds for each trace. The performance
was qualitatively estimated based on the researcher’s domain expertise and visual
inspection.
The histogram binning method with 10 bins was chosen on the first-differenced
error trace. Target error bins were selected for each signal and are summarized in Table 20.
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Table 20: Histogram Bins for Reconstruction Error Thresholds.

Steering
Accelerator
Brakes
RPMs
Speed
Transmission
Turn Signal

Bin Number
1
4
2
2
1
2
3

Lastly, multiple blur values were tested on this system and a value of 32 was chosen
based on visual inspection of the output ROC curves.
This method for optimization search was not particularly rigorous for this case
study. Ideally, a combined expert annotations from the expert annotators would have been
used for this testing. However, difficulties arose with data transfer to allow participants to
operate in their natural settings. This necessitated an initial model search to be performed
concurrently and offline from the rest of the case study. It was determined that facilitating
participant ease and tool familiarity was more important for the research goals, e.g. testing
delivered utility and analytic acceleration, than providing a truly optimized model
architecture.
As a final summary, the selected model is a CNN autoencoder that uses trace-wise,
first-differenced reconstruction error as its metric. A histogram with 10 bins is calculated
using the training data and a bin selection array shown in Table 20. If the error metric
exceeds the value of the bin, it is considered an event.
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5.3 Part 2 Results
As shown in the pre-survey discussion, human-in-the-loop correction of
autonomous outputs was considered an important step for survey participants, especially
when trying to establish the overall reliability of the system before implementation.
However, the poor inter-coder agreement results in the expert annotation study indicate
that this is a difficult task.
Part 2 was designed to answer all three research questions associated with the
hypothesis. This was done by giving case study participants the opportunity to run the
autonomous event detection method themselves and then capture their perceptions of the
interaction. The post-detection corrections study gives participants the opportunity to
grade and critique the autonomous detections. Finally, post-survey records participant
thoughts about the program in its current form. Generally, the domain experts think the
autonomous method has promise, however too many events were detected and they spent
more time removing them than the time spent to initially label the data in Part 1.
Analyst 08 was unable to participate in Part 2. Analyst 10 did not correct File 12.

5.3.1 Automation Assisted Annotation Results
The third step in this case study was the automation assisted portion. This evaluates
the autonomous event detection against the combined expert annotation traces created in
pre-survey and participant-corrected versions of the model outputs. This is done using the
same inter-coder agreement metrics used for the expert annotations study. For each
participant, this step trains the CNN autoencoder using the data files that a participant
annotated in Part 1 (but does not use those annotations because this is an unsupervised
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method). This creates a uniquely trained CNN autoencoder for each participant’s EDAS
model. Then, the remainder of the files from a participant’s case study data plan is passed
through the autoencoder and first-differenced threshold to generate event detections.
Participants are asked to correct these detection files based on their domain expertise and
record their time required to finish the task. Part 2 uses File 07 as its baseline for comparing
inter-coder agreement for the correction files.
Generally, the Part 2 evaluation metrics were similar to those in Part 1.

5.3.1.1 File 07 - All Analysts Inter-Coder Correction Agreement
Similar to File 01 in Part 1, a baseline for the post-detection, participant corrections
were established using File 07. Since each participant in Part 2 trains and test the model
with different data, resulting in ten unique models, the output event detections are not a
direct comparison. Each participant begins from a different starting point events file.
However, the resultant corrections should be similar if the coders agreed on the events.
Table 21 show the F1-score and Cohen’s kappa for the post-detection corrections
study.
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Table 21: Inter-coder Correction Agreement for Part 2, F1-score.

Table 22: Inter-coder Correction Agreement for Part 2, kappa.

In the above Tables, the inter-coder agreements are slightly higher when using the
automation than without (Part 1 annotations). The F1-score varies between 0.0749 and
0.6815 (mean 0.2279) with kappa values between -0.2986 and 0.6448 (mean 0.1476).
These metrics are still low showing little agreement between participants.
The second set of comparative metrics are the annotation errors, shown in Table
23, and the Hausdorff distances, in Table 24.
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Table 23: Inter-coder Correction Agreement for Part 2, Annotation Error.

The annotation errors were better than those in Part 1 showing a lower difference
between the number of events found by different participants. These values varied
between 0 and 29 errors (mean 10). Hausdorff distances also performed better. After
removing a few outliers at 497,936 samples, the metric varied between 16 and 228,400
(0.0351 seconds to 9 minutes) with means between 2,818 and 32,343 samples (6.184
seconds to 1.183 minutes). The distances and time are much narrower in dynamic range
but will still only be useful in offline applications (in the CAN analysis domain).
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Table 24: Hausdorff Distance for Part 2 Correction, File 07.
Hausdorff
3

4

5

Truth Labels

6

7

8

9

Mean

10

Truth Labels

24301 34147 32054 52082 25675 23698 17219 21153

33841 26917 32343

Transmission

1

2

3

4

5

6

7

8

9

10

3162

2410

3146

3206

2144

3212

2620

2134

2668

1

0

1504

176

1280

1056

768

1104

736

1088

112

782

1

0

0

32

1104

1424

1104

16

32

16

1040

477

2710

4040

3816

5247

6117

3538

4632

4102

3249

4166

2

1264

2112

1152

2128

2064

1808

1920

1952

1728

1184

1731

2

600

600

584

600

1024

600

601

600

601

600

641

3

2504

3666

2568

3038

3070

3556

2500

3160

3012

2564

2964

3

1216

2112

1152

2128

2064

1808

1920

1952

1728

112

1619

3

32

32

0

32

1424

32

1120

16

1120

1040

485

4

2147

3413

2230

2118

2262

3727

2246

2803

2783

2310

2604

4

2163

1504

2195

1235

1315

1395

1443

1427

1427

451

1456

4

0

0

32

0

1024

0

16

32

16

64

5

1888

192

1456

2096

2144

1984

2144

1872

1712

1764

1725

5

848

2239

880

952

757

757

575

112

952

112

818

5

144

144

176

320

1024

320

304

176

304

320

323

6

2667

3005

3216

2507

3200

2518

3033

3323

2731

2771

2897

6

1264

2112

1152

2128

2064

1808

1920

1952

1728

1184

1731

6

5E+05

5E+05

5E+05

5E+05

5E+05

5E+05

5E+05

5E+05

5E+05

5E+05

5E+05

2436

1263

2500

2096

2468

2727

2377

1872

2500

1436

2168

7

1264

1296

440

1280

1088

667

619

635

1136

7

16

16

32

16

1024

16

0

48

0

64

123

0

0

0

0

0

0

8

0

0

0

0

0

0

0

0

0

0

0

8

0

0

0

0

0

0

0

0

0

0

464 44152

9

1120 13296

1024

1104

2180

1024 10472

224

0

1184

3163

9

16

16

32

16

1024

16

0

48

0

64

123

7552 16282 13196

10
Mean

5E+05

5E+05

5E+05

5E+05

5E+05

5E+05

5E+05

5E+05

5E+05

5E+05

5E+05

1E+05 99796 99793 99682 99793 99906

1E+05

7
8

0

0

0

0

0

9

50795

1152

1104 50779 50859 86608 49995

1872

1E+05

10
Mean

3424

3800

3488

3264

3639

4047

3607

4080

3184

2359

3489

7268

2124

2376

7212

7604 11449

7158

2683 17053

1905

7426

2

3

4

1408

1

10300

5426 10620 10140

6484 10140 16396

2

2432

5613

5453

2400

2064

1568

2144

0

1056 13961

3669

2

22817

5186 22785 23233

2464

3

2080

240

0

2400

1104

1568

2144

0

0

1744

1128

3

3216

4425

2464

4

2432

2288

2048

1826

2064

502

1746

0

1360

4829

1910

4

106768

5

1712

1040

1056

1374

1104

1305

1200

0

1024

1734

1155

5

2832

2272

2672

2640

1849

2800

2016

6

2432

2288

2048

2400

2064

1568

2144

0

1056

2064

1806

9840

5714

9920
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5522
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7
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2048

1104

2064

1072

450

0

1616

2064

1514

8

0

0

0

0

0

0

0

0

0

0

0

9

1E+05

1E+05

1E+05

7481

1E+05

528 16077

0

1E+05

1E+05 63783

9

3216

10
Mean

1E+05

1E+05

1E+05

5305

1E+05

0

1E+05

1E+05 72266

10
Mean

106768

1050 13075
6

5
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976
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2
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2976
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3
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1296
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4
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0
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1952
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6
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2E+05
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0

0

0

0
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0

0

0

0
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0

0
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0
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1

Accelerator

Test Labels

Truth Labels
1

Test Labels

Test Labels

Steering

9
10
Mean

94480 94480 94480 94480 94480 95456 94480 94480
5680

5680

5680

5680

5680

6338

5680

5680

0

1E+05 94480 96596
6338

5680

5812

10234 10234 10234 10234 10234 10429 10234 10234 12996 10234 11699

5.3.1.2 Inter-Coder Correction Agreement Across Other Files
After the expert collections study, all study participants have either annotated or
corrected every file in the case study data plan (except File 08 which was excluded). Table
25 summarizes the average values.
Table 25: Summary of Part 2 Inter-coder Correction Agreement.

The metrics depicted above show similar bounds and means near those of the Part
1 annotations and the Part 2 baseline in File 07. Again, these values show little agreement
between participants.

5.3.1.3 Correction Time Analysis
Research Question 3 is that the automation will accelerate event extraction. The
time required to both run the event detection interface and correct the model output was
collected then compared against the initial time taken to annotate each file. This is
summarized in Table 26 (File 07 is compared against File 01 for the baselines).
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Table 26: Correction Times for Part 2.

The time required to correct a file, on average, was between 0.915 and 3.382
minutes per minute of data. For the most part, it took longer to correct the model outputs
than simply to annotate the original file, however File 03 (the short file) and File 13 saw
minor improvements in speed. Overall, these percent increases ranged from -0.139 to 3.321
(mean 0.466).
Based on the case study data plan, the participants likely started with File 07 then
the next file numerically (wrapping around to File 02 after File 13). Similar to the expert
annotation study, there does not appear to be any time savings acceleration while correcting
subsequent files.

5.3.1.4 Autonomous Detections Versus Participant Corrections
By comparing the system outputs with participant corrections, objective metrics are
calculated about how much the participant agrees or disagrees with the autonomous
detections. Generally, participants agreed with events found in the discrete channels but
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disagreed with many of the analog channel annotations. This is further supported
qualitatively by post-survey responses (discussed below).
First using File 07, Table 27, Table 28, and Table 29 shows the inter-coder
agreements for the detections and corrections treating the humans as the truth providers.
Table 27: Corrections versus Detections, F1-score.

Table 28: Corrections versus Detections, kappa.
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Table 29: Corrections versus Detections, Annotation Error.

The first table shows the humans actually agree more with the EDAS detections,
on average, than they do with each other. F1-scores vary between 0.0568 and 0.6600 (mean
0.2787) with kappa scores from -0.0065 to 0.6466 (mean 0.2424). Lastly, there were
between 6 and 123 annotation errors (mean 58).
Table 30 summarizes the mean values across the other files and further illustrates
similar performance.
Table 30: Summary of Other Correction-Detection Metrics.

In the post-survey, the participants discussed the need for significant corrections to
model outputs. This is supported by the low agreement scores between what was originally
flagged as events and how the participants believed the events should be represented.
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5.3.1.5 Participant Corrections Versus Combined Expert Annotations
Next, a comparison is made between the corrections and the combined expert annotations
data created in the expert annotations study. This shows how the participants perform
against a notional, more accurate “wisdom of the crowds” events trace.
Table 31 and

Table 32 show the F1-score and Cohen’s kappa for the corrections and combined
expert annotation events.
Table 31: Corrections versus Combined Annotations, F1-score.
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Table 32: Corrections versus Combined Annotations, kappa.

When compared against the combined traces, the corrections perform on par with
the inter-coder agreement metrics for the initial annotation task. The F1-score varies
between 0.0560 and 0.5785 (mean 0.2335) and the kappa ranges from -0.2037 to 0.5396
(mean 0.1330). This shows internal consistency between the manual tasks in Part 1 and
Part 2. However, these agreements are still quite low and well below a level considered
reliable.
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The annotation errors in Table 33 also show how the performance metrics are
similar to the initial annotation task performed in expert annotations study. These values
range from 0 to 52 (mean 18) and are concentrated in the analog parameters. Most of these
errors occur in File 02 and File 13. Excluding those poor performers, the errors instead
vary between 1 and 34.

Table 33: Corrections versus Combined Annotations, Annotation Error.

5.3.1.6 Autonomous Detections Versus Combined Expert Annotations
The final comparison represents the performance of this unsupervised system
without human interaction. The combined expert annotations is a measure of how a
collective group could have annotated certain files. Treating them as unknown target
detections, and comparing it against the autonomous detections, shows how this method
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could perform while deployed in an actual analytic setting. The F1-score, Cohen’s kappa,
and annotation errors are shown in Table 34, Table 35, and Table 36.
Table 34: Detections versus Combined Annotations, F1-score.

Table 35: Detections versus Combined Annotations, kappa.

In the above tables, the F1-score varies between 0.0767 and 0.3907 (mean 0.2116)
and kappa between -0.0384 and 0.3743 (mean 0.1550). Though the max performance for
F1-score and kappa are lower than the annotations, the dynamic ranges are much narrower
and the overall means are near the original annotations (0.2116 and 0.1550, respectively).
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These numbers are also very close to the correction performance against the combined
expert annotations, discussed above. This shows a greater stability across the different files.
However, the original annotations included the likely analysis errors which contributed to
lower scores.
Table 36: Detections versus Combined Annotations, Annotation Error

The annotation errors range from 0 to 59 (mean 14). Again, these errors occur in
File 02 and File 13 but File 12 was included as well. Without them, the errors instead vary
between 1 and 14. Similar to the other annotation error discussions, the qualitative analysis
of an acceptable number of errors would be strictly domain and application dependent and
is out-of-scope for this thesis. It should be noted that previous comparisons included a
human for correction purposes, so a truly autonomous system would likely need to be held
to higher standards than one working alongside an participant.
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5.3.1.7 Post-Detection Corrections Study Discussion
The post-detection corrections study collected quantitative measures to empirically
show the performance and utility of an unsupervised anomaly detection method. With the
low agreement metrics across every comparative test, there is obviously room for
improvement. Below are a few additional observations about the post-detection corrections
study.

1. Changing Threshold Levels Can Dramatically Change Performance (RQ 1)

The final note to mention is that the thresholds established during the parameter
sweep search have a significant impact on the event detection performance, especially for
parameters with significant variation and activity. Figure 20 shows an example signal and
the associated reconstruction error and first-difference trace. The seemingly stochastic
nature of the metric traces shows that a static threshold can have difficulty accounting for
certain behaviors. Small changes to the selected histogram bins lowered or raised the
thresholds directly leading to fewer or more events, respectively. Since these levels were
set by the researcher, this method is not completely autonomous. Further investigation into
better bin selection, more sophisticated thresholding methods (e.g. dynamic thresholding),
or simply leaving the bin selection to the user may each increase performance.

2. Detections Perform Similarly to Single-Participant Corrections (RQ 1)

The second observation is that the humans and system performed similarly when
compared against the combined expert annotations traces established by the other
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participants in Part 1. The participants performed slightly better with an average of 0.2335
F1-score over the deep learning method’s 0.2116. There were participants who performed
much better than the computer, reaching up to 0.5785, but also some who underperformed
down to 0.0560. These highs and lows, like the initial annotations, generally track with
experience, though some typically high performers could still have a much lower value on
a single file. Conversely, the autonomous method has a narrower range with fewer outliers
from the mean. The detections also had fewer annotation errors in general.
Though the humans did not agree with the computer across many event markers, as
evidenced by the Section 5.3.1.4 discussion, they did not perform well against the same
benchmark either (on average). Participants may have been steered by the poor initial
markers or ambiguous directions (post-survey responses), but their lack of agreement
between each other in Sections 5.3.1.1-2 and the expert annotations study suggest it is
difficult to get the domain experts to agree.

3. Certain Files Appear More Difficult, Show Poor Detections and Annotations
(RQ 2)

As noted above, File 02, File 12, and File 13 have more annotation errors when
compared against the expert truth. Looking at the model-derived detections, Figure 20, the
analog parameters are exceptionally over-marked.
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Figure 20: Steering Data, Error, and First-Difference Traces (with Threshold)
There are no obvious differences in the data, however they all share File 06 and
File 09 as training data. Looking at the signal traces for these two files (Appendix D), there
is a small difference in brake activity during engine turn-on than is typically observed in
the data (caused by a second driver). This could have impacted the autoencoder outputs in
early timestamps, however later samples should not be affected because CNN inputs are
independent. Regardless, it seems the model overfits the training set which causes greater
reconstruction errors in problem files. Training on more data, both in volume and more
diverse activity representation, may help normalize the performance across all the test files.

4. Empirical Analysis Shows No Time Savings When Including Participant
Correction (RQ 3)

Saving participant time was a key goal for this research project–which was not met.
Due to complications with the natural setting, models had to be trained during the postdetection corrections study. For each participant, the CNN autoencoder was trained at
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about 2-3s per epoch (3.3 to 5.0 minutes) and the rest of the program took around 5 minutes
to run leading to a total initial investment of 10 minutes–a task typically performed offline
from analysis. It was the correction times that took the longest.
Some increase in time for Part 2 was expected. Participants are accomplishing two
tasks: validation and correction. However, an average 30% increase is significant. As noted
before (and later during post-survey analysis), participants disagreed with many of the
automated event detections, especially in the analog parameters like the accelerator, RPMs,
and brake signals. This led to many corrections or deleting all markers and starting over.
Additionally, there was a loss of trust in the system across all traces due to the poor
performance in others.
Regardless of the reasons for the slower pace, it is apparent that this method does not
deliver time savings when an participant needs to make such significant corrections.

5.3.2 Post-Survey Results
The post-survey in post-survey was the final interaction with the domain experts.
This survey instrument was used to query and record their interactions and perceptions of
the event detection method as is–simplicity of the method, the reliability of the detections,
the applicability to their analytic domain–along with the factors which increased and
decreased their trust. Table 37 shows the survey results.
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Table 37: Post-Survey Results.

5.3.2.1 Likert-like Scale Questions
Like the pre-survey, Likert-like questions were used for participants to respond on
a specified scale. A few observations are noted below.

1. Event Detections Were Not Trustworthy (RQ 2)

Similar to the point above, the large number of corrections probably led participants
to mark the method as ‘not trustworthy’ or ‘minimally trustworthy’ (Question 2.3). The
analysts were also ‘not confident’ or ‘minimally confident’ with their correction
assessments of the autonomously detected events. This could be due to the large number
of corrections which reduced their trust and confidence in their own methods since they
were at such odds with the computer process. The lack of confidence and perceived
trustworthiness of EDAS directly addresses research question 2, in the negative.
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2. The System Did Not Have Perceived Savings (RQ 3)

Research question 3 addresses whether EDAS saves compute, time, or burden from
the manual task. Supported by empirical data presented above, participants did not perceive
any time savings (Question 1.2). Coupled with their answers to Question 1.1 and Question
2.3, there were no apparent savings in effort either. This likely came from perceived need
for significant corrections to detections output by the autonomous system (discussed
further in the short answer section).

3. Experts Believe the Method Could Still Be Useful in their Domains
Despite the perceived issues with the system, most participants believe the method
could have at least a ‘minimally useful’ application to their domain with some participants
marking higher usefulness.

5.3.2.2 Short Answer Questions
The post-survey short answers for Question 1.3, Question 2.4, and Question 2.5
reinforced the general method perceptions shown in the Likert-like scale questions.
Namely, there was not a time savings and the autonomous system was not helpful. These
questions also asked about what increased or decreased the participant trust in the model
outputs, possibly leading to subsequent research or participant education. Additional
observations on the short answer questions are discussed below.
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1. Too Many Activities Were Flagged as Detections, Some Appeared Random
(RQ 2)

The primary factor which changed participants’ thoughts about the method (Question
1.3) and lowered trust (Question 2.5) were that too many events were detected. Most
participants noted that discrete parameters, i.e. turn signal and transmission, were flagged
correctly, however the performance was not good for continuous parameters “place events
in a way that appeared almost random”. Another participantstated, “I am uncertain if the
distribution of event markers would have been noticeably different… if event markers were
assigned by mapping a random number generator against the timestamps”. For some
participants, they stated it was easier to delete all detections and annotate it all over.

2. Instructions Were Not Sufficiently Clear to be Confident with Results (RQ 2)

The final point noted by survey participants was that the instructions for event
annotations and corrections were vague. The domain experts would have preferred more
explicit directions about what constituted an event. One participant noted, “I struggled
through marking up the files initially as I could think of 3-20 different ways to construct
events.” and “... I had difficulty telling if the script was attempting to use my understanding
of an event…” Likely a function of the highly analytic demographic, this may have led to
frustrations which impacted confidence in both the system outputs and human corrections.
However, this is the target demographic and accommodating these participants is necessary
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for meaningful research. Clearer, more explicit instructions should be considered in future
research.

5.3.2.3 Post-Survey Discussion
Most participants’ expectation of some usefulness from this method, despite its
stated issues, further reinforces the need for automated event detection in these domains.
The dramatic over-detection for continuous parameters, and the resulting lack of trust by
participants, represents a significant challenge for this method (in its current form).
However, additional comments about unclear, “frustratingly vague” instructions and
seemingly random detections may be possible to overcome with education—though it is
unknown if this conjecture is true or not.
First of all, the instructions about what exactly constituted an event were
intentionally ambiguous–the participants were only instructed what types of events to look
for. From the researcher’s target domain knowledge, different participants have strong and
differing opinions about what traces to include and how to mark an event. This was
intended to be captured in the initial annotations and participants corrections, based on their
current domain knowledge. Some better inter-coder agreement may have been by explicitly
directing annotation guidelines, but that would have impacted the participants in their
natural setting, and possibly added unintended bias to the study. The system did require
pairs of event markers which meant, according to one participant, “...I was not able to mark
events and/or regions in the fashion I would normally.” This was an unfortunate artifact of
the method which further led to frustration. Better definition for how to attribute and/or
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read autonomous events will be necessary for real domain application, but that is beyond
the scope of this thesis.
This system clearly struggles with the highly-active, seemingly random activity in
some of the continuous traces. Frustratingly, these are also less indicative of a particular
activity class than the discrete parameters. The accelerator position, for example, is active
in every target event (except braking) and the operator usage is constantly changing. This
causes many detections. These are not random as noted by the participants, but reacting to
an activity that an participant would typically not attribute to an event.
Similarly, participants mentioned, “Often there were event markers in the steering
wheel position when there was absolutely no change whatsoever in the value of that
channel. It seemed that these events may have been associated with activity in the other
channels…” These types of events, and many of the other seemingly erroneous detections,
are likely contextual events caused by a lack of change in a channel. For example, an
increase or decrease in RPMs is typically associated with the start and end of a turn. During
engine turn-on, there is a quick spike in RPMs without associated steering activity, which
creates reconstruction error in the steering channel, and is flagged as an abnormal event.
Like the conclusions of pre-survey, education about how deep neural nets actually find
events may increase trust in this method.

5.4 Final Discussion
The purpose of this research was to deliver time savings and trusted autonomous
event detections to domain experts then record their perceptions before and after interaction
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with this new method. Ultimately, this autonomous event detection method, executed in
this particular domain and natural analytic setting, were unsuccessful in reaching these
research goals. Though the participant domain experts did not express any perceived
savings, and empirical evidence supported their assertions of poor event detection
performance, there were several key findings which will inform subsequent research. These
are discussed below.

1. Participants Did Not Agree on How to Annotate Events (RQ 1)

The first key finding was that different participants strongly disagreed with each
other on their definitions of events. They selected different representative signals, bounding
around perceived activity (Hausdorff distance), and varied greatly on the total number of
events (annotation error). This occurred with novice and senior experience, confident and
not confident participants, and in both Part 1 and Part 2 extraction tasks. Though this may
have stemmed from misunderstandings associated with the study directions, having such a
high-level of disagreement makes it difficult to establish an objective benchmark to
compare the accuracy, reliability, and stability of different event detection methods.
However, there was generally better agreement among Participants 01-05. These
participants are from the same office, and all have the same domain expertise and CPS
analysis targets as the researcher. A similar mental model and/or common analytic
experiences/training may have contributed to similar annotations and corrections.
Regardless, the strong overall disagreement calls into question the validity of the
entire experiment and all resulting conclusions reached about from this research should be
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considered suspect. It also represents the long-term difficulty of satisfying diverse
participants’ needs when trying to accelerate their analysis processes.

2. This Application Does Well with Discrete Parameters, Poorly with Analog
(RQ 1)

Noted by both case study participants and the quantitative research, the CNN
autoencoder and histogram-based static threshold did well with the discrete parameters but
struggled with analog signals. Unfortunately, events in discrete channels are easier for both
humans and simpler detection methods to identify. As one participant noted, “...these
events are not difficult to extract automatically at all…”
One potential problem with this autonomous detection method is the static
thresholding technique. For simplicity and to simulate a human-out-of-the-loop system, the
same thresholding method was applied over every file with identical histogram bin
selections. For discrete parameters, the jump in value from one state to another created
large, short duration reconstruction errors and were easily discovered by the static method.
High variability and activity of the analog signals created a more stochastic behavior in the
original trace, reconstruction error, and first-difference. This led to seemingly random and
excessive periods that exceeded the chosen thresholds–at least as perceived by the
participants. More sophisticated thresholding methods may improve performance, however
analog parameters may already be less indicative of target behaviors. For example,
distinguishing the difference between a left and right turn is less concerned with the RPMs,
speed, accelerator, and brakes. The turn signal (and steering) are more indicative for that
type of activity. In the original model and thresholding selection, the analog parameters
156

already have higher histogram bins. Assigning even higher thresholds to flag an event, and
focusing more on discrete parameters, may also improve performance.

3. Participants Have Difficulty with Contextual Anomalies (RQ 1)

During the post-survey discussion, a comment from a domain expert about event
detections with no discernible activity is likely associated with contextual
anomalies/events. The absence of activity being anomalous is more likely to be missed by
an participant during normal analysis and is, therefore, less likely to be accounted for in
legacy methods. It is common for AI/ML methods to fill a specific, narrow purpose.
Looking at autonomous event detection as a technique to help participants, searching for
contextual anomalies may be a unique and valuable contribution to the analytic process.

4. More Data Would Likely Improve Performance (RQ 1)

As mentioned above, File 02, File 12, and File 13 have higher annotation errors due
to more frequent detections. This may be due to being trained on data from a secondary
driver, File 06 and File 09. The overall dataset is also small. By collecting and training on
more data, the models may be more generalizable from incorporating more examples of
driving activities.
To create cross-validation metrics, this method also does not fully utilize
autoencoder functionality. It is not uncommon for autoencoders to test on the same data it
is trained on because they are intended to reconstruct the input data and the reduction in
dimensionality causes the measurable errors/distances for event detection. By training the
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CNN autoencoder with all of the data, and testing every file, the system would learn
representative activity from every file in the set and possibly perform better during event
detection.

5. Detection Method Was Counter Some Participants’ Thought Processes (RQ 2,
RQ 3)

New methods do not always fit cleanly within existing paradigms. Old methods
remain because they work, but they may not evolve to meet the demands of a changing
analytic environment. The autonomous event detection method clearly did not fit in the
existing analysis domain. It did not increase their inter-coder agreement and it actually
increased their annotation time–but this could be due to the tasks being counter to their
normal thought processes. One participant said that they do not bound the start and end of
most activities (a study directive during annotations). Not accounting for contextual
anomalies was another disconnect between the autonomous system and the human process.
A general lack of knowledge about AI/ML technologies may have confused participants,
so some basic training and education may show immediate increase in trust.
This research was designed to fit the analytic pipeline described in Figure 1 but
substituting autonomy of the laborious manual processes. However, a key point was raised
when a participant stated, “In creating my own event-marking logic flow, I optimize for
eye-friendliness.” Similarly, multiple other participants mentioned that there were too
many detections to be useful. Optimizing for human-readability does not necessarily
optimize for computer-based pattern recognition. Autonomous methods are not applicable
for every task, so there may need to be distinct research paths for human-machine teaming
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analysis and methods optimized for autonomy (e.g. event detection and follow-on
classification).

6. Current Method Insufficient for the Application Domain, Shows Promise (RQ
3)

Though some participants found utility in this autonomous event detection method,
“... it is far away from being a stand-alone analysis.” In an operational domain, where
participant findings drive decision-making, the current system clearly cannot replace
legacy methods–but it may be incorporated. It was only meant to be part of the analysis
process and shows promise in finding initial candidate events in unfamiliar data or
searching for contextual events in complex systems.

5.5 Researcher Performance
Due to process requirements which allowed participants to operate in their natural
setting, the researcher had to perform the coarse optimization search and model selection
concurrently with the rest of the participant studies. Selecting the model using
annotations not provided by participants induced external bias into the subsequent
studies. To quantify this bias, the researcher’s File 07 annotation file was compared
against the EDAS detections (Table 38) and participants’ corrections (Table 39).

159

Table 38: Researcher Annotations versus EDAS Detections, Summary.

Table 39: Researcher Annotations versus Post-Detection Corrections, Summary.

Table 39 shows similar levels average of disagreement with the other
participants. Since the EDAS model was selected using Participant 01’s training set, it
was unsurprising that one of the best inter-coder agreements of the researcher’s
annotations was with Participant 01.
Table 38 shows that, after the initial model selection, the researcher’s annotation
file performed better when compared to the EDAS output. On average, the researcher’s
F1-score had a 278.5% increase over the participants for each of the ten different models
trained only on subsets of the data. The metric values were also more stable, only varying
between 0.3640-0.4720 for F1-score and 0.3437-0.4454 for Cohen’s kappa. This higher
level of inter-coder agreement is not surprising since the researcher was familiar with
AI/ML applications and the particular behaviors of the EDAS. This further supports the
proposition that better education and/or more robust instructions could yield better
overall performance. However, these higher metrics are still well below the target 0.80
F1-score with a kappa only considered fair.
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Considering the excellent performance using the area-under-the-curve (AUC)
metric during the parameter sweep (0.89 AUC), the poor inter-coder agreement
performance suggests that the EDAS could have performed better. Perhaps, the
thresholds were not well-selected. Additionally, using the entire dataset to train the
selected autoencoder better utilizes the offline autoencoder capability and could improve
the system performance.
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VI. Conclusions and Future Work
Event detection is a difficult problem with a long history of extensive research. In
the past, this task has primarily been done with statistical and/or supervised methods, but
the size and speed at which data must be analyzed is exponentially increasing. To maintain
decision-advantage, we must find novel and powerful ways to draw insight from data–at
the speed of relevance. Unsupervised (and/or semi-supervised) methods will likely be a
foundational research area to deliver this utility and acceleration.
This research hypothesizes that an unsupervised event detection algorithm
consisting of a temporal neural network, error and distance metrics, and a static threshold
can deliver demonstrable savings to domain experts in terms of accuracy (F1-score,
annotation error, Hausdorff distance) and qualitatively through a case study with domain
experts.
To discuss a final conclusion on this research on unsupervised event detection, it is
important to reevaluate the stated research questions: 1. delivering autonomous event
detections in multivariate time series with unsupervised learning; 2. providing sufficient
accuracy and reliability for domain experts to trust the method; and 3. realize savings in
time, compute, or analyst burden.
Looking at research question 1, the selected model was successfully able to find
some events which matched the human identified events (though with a low F1-score
between 0.20 and 0.40). It was especially good at finding changes in the discrete channels
and contextual anomalies missed or discounted by the participants. However, both the
quantitative analysis and qualitative survey results clearly show that the method did not
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meet the other research goals of reliable detections (research question 2) and savings
(research question 3).
The CAN domain and the analytic target domain of the participants represent two
application domains for this type of research, but they are the ones being tested here. To
generalize the CAN analysis presented here to the target domain, it is critical to find
representative data to train the algorithms within the participants’ natural setting and to
perform an extensive optimization search before trust can be built. It will also be important
to include additional analytic programs to account for the additional complexities of the
target domain. Lastly, good evaluation metrics will be critical. Going forward, it may be
more fruitful to first work with the target domain participants to better annotate or define
an event. With minimal inter-coder agreement, the humans were not a good, stable baseline
to empirically compare against the autonomous system.
This research contributes the event detection automation system (EDAS) with an
application to the cyber-physical system (CPS) domain. Additionally, this research ran a
case study that recorded and analyzed domain expert participants’ perceptions of EDAS as
it relates to their actual analysis domain.
Though EDAS was able to autonomously detect events in the CPS time series data,
and answered research question 1 affirmatively, EDAS did not provide the perceived
accuracy or reliability for participants to develop trust (research question 2) and did not
realize any savings from their manual methods (research question 3).
Five areas for Future Work are discussed below.
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6.1 Human-Machine Integration Future Work
The first area of Future Work involves additional study of how CPS analysts
interact with their analytic domain.

1. Establish Community Agreement for Annotation and Correction Guidelines
CPS event annotations and corrections were shown to have significant variability
between domain experts with little agreement. The first Future Work study should attempt
to establish community guidelines for annotating CPS time series data. Without an agreed
upon method, the analytic community will not be able to improve inter-coder agreement.
After having a common baseline to compare machine learning techniques, a metric to test
potential annotators before trusting them to deliver intelligence products. The annotations
metric can also guide improvements to the autonomous system. Without the annotator
metric, inter-coder agreement will remain low. Similarly, trainers could use the metric to
improve developmental analysts.

2. Determine If an Autonomous Event Detection Method Is Directly Suited for
Human Validation

The second study should focus on whether an autonomous system’s interface
design that is optimized for computer-based pattern recognition and event detection can
also be optimized for the human validation and correction task. As mentioned above,
multiple participants felt the way EDAS found and displayed events was counter to their
analytic process. The study proposed here would need to test whether the requirements for
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event detection tasks can be similar enough to those of the humans’ mental model and
vision for the human-machine team. This is a key connection to research question 2 and
should be studied along with the way these changing requirements affect participant trust.

3. User Experience Study
The last study that should follow the research presented here should focus on the
user experience with EDAS or an associated, dedicated user interface. The study would
test various levels of user control over the event detection system and ask the research
question: In this particular application, would allowing users to have some control over the
automation or providing explainability to the event detection marking increase trust? Study
variables could include event detection confidence ratings, participant-adjustable
thresholds, or reporting inter-coder agreement to the user after a file has been corrected.
Lastly, this study should also calculate and record whether the higher-level of user control
actually leads to more accurate and reliable event detections or if inter-coder agreement
will remain low.

6.2 Machine Learning Future Work
The second set of Future Work suggestions focus on improving the EDAS with
additional machine learning research and application.
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1. More Complex Networks, Better Optimization Search, More Sophisticated
Thresholding

While it is common to state “more data is always better,” Nakkiran, et al. [64] argue
there are two regions in training deep networks when model complexity is compared
against dataset size. When the model is small compared to the sample size, the system is
under-parameterized and there is a reduction in performance with larger models. However,
the authors show there is a critical model complexity where the system can interpolate the
data and reach near zero training error. After that, test error only decreases as model
complexity increases. Therefore, simply testing wider and deeper autoencoders or stacked
transformers may increase performance, however this will likely require even more data.
As stated in the parameter sweep, only a small number of hyperparameter settings
and architecture shapes were tested. Additionally, only a single file and training set were
used for the optimization search. A more comprehensive search of the hyperparameter
space may yield better results.
A more sophisticated thresholding method such as the dynamic thresholding
method shown in Hundman, et al.’s research [10] may also improve the overall accuracy
and reliability of the autonomous method.

2. Ensemble Methods

Next, ensemble methods should be researched. Like the combined expert
annotations improved performance on the Part 1 annotations, a “wisdom of the crowds”
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approach of training multiple, decoupled models and/or using different thresholding
methods could yield better overall results through voting. Ensemble methods already have
a presence in legacy machine learning applications [19, pp. 189-212] and in recent
literature.

3. Spatio-Temporal Transformers

The attention-based transformer is a new development in sequence-to-sequence
modeling, forecasting, and reconstruction. Though typically seen as the cutting-edge
research in natural language processing, transformers have also realized performance gains
when applied to time series analysis tasks. Spatio-temporal transformers are a research area
which may have significant application to the CAN and target domains, where event
detection correlation is relevant in both the temporal and cross-channel dimensions. Some
examples are found in 3D human motion prediction [40], cross-dimensional geo-tagged
measurement imputation [41], and video recognition [42]. Also, transformers may be able
to infer longer sequences than the model was trained on without losing significant accuracy
[39].

4. Dealing With Multiple Data Rates

Whether it is an internet-of-things application or specifically related to CAN data
analysis, it is important to deal with data that has different sampling or transmission rates.
For the CAN domain, each data packet is sent based on a set priority and output frequency.
This thesis only used a small subset of the total signals on-board the vehicle with a simple
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linear interpolation or backfill method to impute data and fill the sparse data matrix. A
significant amount of information was discarded to simplify the analysis problem.
However, more sophisticated event detection methodologies would need to account for all
of this data. Bin ́kowski, et al. [65] developed a method using a learnable vector for
different measurements from disparate sensors. Other applications exist which use
different sized RNN sizes to detect emotion during conversation [32] or CNNs which use
skip connections when changing feature map size and depth [19, pp. 466-478], i.e. time
series of different lengths.

5. Segmentation Methods

The final research area to explore reframes the event detection problem into a time
series segmentation problem. Instead of looking at the timestamps between different
activities, these methods would look instead at the characteristics of the periods between
the event markers. Like segmenting music into a verse, chorus, or bridge [66] [67] [68],
the driving activities would transfer from one state to another. In fact, Elspas, et al. [27]
uses a weakly supervised, fully convolutional network to segment driving scenarios. Other
methods still include U-Time [30], ClaSP [69], and breakpoint detection [11].

As stated by multiple participants in the post-survey, this method did not meet their
expectations in capability or performance. It cannot, and should not, stand on its own in a
fully autonomous detection system—"The correct identification of changes in discrete
parameters shows that this method has the potential to be useful, but it still needs work.”
168

However, this research was only intended to be a starting point. When Gen. Brown charged
the Air Force to “accelerate change,” he also realized the importance of “failing forward”—
essentially learning from every experience, even unsuccessful projects. This thesis will be
a foundation for that additional, future experimentation.
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Appendix A.1 – Message to Research Participants

175

Message:
Part 1: Expert Annotation—-----------------------------Thank you for participating in the user-survey for my thesis. This project attempts to use machine
learning methods to accelerate man-in-the-loop processes and autonomously extract ‘events’
from multi-variate time series data. The automation will present an analyst with candidate events
that you will be asked to assess their accuracy and reliability, and if the automation aids your
analysis process.
The data you will be analyzing is several collections of controller area network (CAN) data logged
from a personally owned and operated vehicle (POV). For ease of analysis, the data has gone
through the first pre-analysis format extraction process. The vehicle signals extracted include:
1. Steering column position
2. Accelerator
3. Vehicle speed
4. Engine RPMs
5. Brakes
6. Transmission Position (i.e. Park, Reverse, Neutral, Drive, 1, 2)
7. Turn Signal
Part 1)
You will first be asked to complete a pre-survey to characterize your experience with analyzing
time series data and perceptions of the event extraction problem and prior automations.
You will then perform event extraction on six (6) data captures and annotate deviations from
steady-state for the various signal traces. These annotations will only be used to establish a
baseline for the time required to extract events from time series data and will be used for
objective validation metrics.
To annotate the files, open the program in your analytic environment. Record your start time
then open the data file and apply the provided formatting script. Next, you will use the ‘event’
feature in the program to annotate the start and end of deviations from steady-state in each of
the data traces. Treat these markers as binary on/off (or start/stop) for events placed in the given
signal trace. For example, an engine turn-on event would likely include brake pressure and a
change in the engine RPMs. Separately, add annotations that mark the brake press and release
in the brake channel and mark the start of the engine RPM increase and end once the RPMs settle
to idle. You are looking for changes in the data associated these types of events:
• Engine turn-on
• Left and Right turns
• Left and Right lane changes
• Complete stops and acceleration from complete stops
• Changes in Transmission State
Please ensure that ‘start’ event markers have an ‘end’ event marker unless the event is carried
through the end of the file.
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Lastly, record your end time and save the events file using the appropriate filename
format. Repeat these steps for all six of your assigned files.
You may take any number of breaks you require during your survey or annotation time. Please
include notations of the beginning and end of the breaks to best capture an overall time required
to analyze each file.
Part 2) Machine-Learning Method—-----------------------------You will then be provided an automation and a second set of six (6) collected CAN logs. You will
be using the autonomous event extraction technique and marking the same candidate events as
in B.
For each file, please record your start time. Then run the automation. Review the outputted
candidate events and make any corrections you find. Record the time at which you
complete. Repeat this process for all six assigned files.
The final step will be to complete a post-survey. This survey is about your experience and opinions
about the event-extraction automation.
Direction Summary
Part 1—--------------------------1. Take pre-survey
2. Annotate assigned files
1. Open event logging program
2. Record start time
3. Follow steps to format data
4. In each of the data traces, add on/off ‘event’ markers
5. Record end time
6. Calculate time required to extract data less break time (rounded to minute)
7. Save event markers file as ‘filenumber_lastname_XXmin.xml’ (e.g.
07_wightman_14min.xml)
8. Repeat for other assigned files
Part 2—-------------------3.
Run autonomous event extraction for assigned file and observe outputs
1. Record start time
2. Use pre-trained models associated with Step 2 assigned files
3. Run event extraction program for one (1) assigned file
4. Validate extracted events
5. Record end time
6. Calculate the time required to run the program and validate the output less break
times (rounded to minute)
7. Repeat for other assigned files
4.
Complete post-survey
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Appendix A.2 – Pre-Survey
Pre-Survey
1. Respondent information
1.1. How many years of experience do you have analyzing time series data?
<1

<5

<10

<15

15+

1

2

3

4

5

1.2. How confident are you in your ability to analyze time series data?
Not

Minimally

Somewhat

Confident

Confident

Confident

1

2

3

Confident

Very
Confident

4

5

1.3. How familiar are you with artificial intelligence, machine-learning, or deeplearning concepts/research?
Very

Unfamiliar

Unfamiliar
1

Somewhat

Familiar

Familiar
2

3

Very
Familiar

4

5

1.4. How important do you believe autonomous event extraction could be for
your application domain?
Not

Minimally

Somewhat

Important

Important

Important

1

2

3
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Important

Very
Important

4

5

1.5. How confident are you that machine-learning methods can accelerate
your analytic workflow for event extraction?
Very

Skeptical

Indifferent

Confident

Skeptical
1

Very
Confident

2

3

4

5

2. Current analytic methods
2.1. How difficult would you characterize man-in-the-loop event extraction?
Not Difficult

1

Minimally

Somewhat

Difficult

Difficult

2

3

Difficult

Very Difficult

4

5

2.2. How long do you estimate it takes to manually extract events from a
typical formatted, but new data file for a system you are familiar with?
<5 mins

<15 mins

<30 mins

<45 mins

>1 hr

1

2

3

4

5

2.3. How long do you estimate it takes to manually extract events from a
typical formatted, but new data file for a system you are unfamiliar with?
<5 mins

<15 mins

<30 mins

<45 mins

>1 hr

1

2

3

4

5

2.4. What percentage, during an average week, do you estimate you spend
extracting events from formatted data?
<5%

<15%

<30%

<45%

>60%

1

2

3

4

5
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2.5. How confident are you that your current process methods catches all
relevant “events”?
Very

Skeptical

Indifferent

Confident

Skeptical

Very
Confident

1

2

3

4

5

2.6. How timely would you say your current methods are? i.e. Do your current
methods output analysis deliverables (e.g. reports or models) at the
speed required by customers?
Not Timely

Minimally

Somewhat

Timely

Timely

2

3

1

Timely

Very Timely

4

5

3. Initial perceptions
3.1. How difficult would you characterize autonomous (computer-based) event
extraction?
Not Difficult

1

Minimally

Somewhat

Difficult

Difficult

2

3
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Difficult

Very Difficult

4

5

3.2. How much time savings do you believe future autonomous extraction
methods could save during an average week when considering the
required validation of automated outputs?
No Savings

Minimal

Some

Decent

Significant

or More

Savings

Savings

Savings

Savings

Work

(<1% effort)

(<5% effort)

(<10% effort)

(>10% effort)

1

2

3

4

5

3.3. Describe your experiences with past efforts at automating event
extraction automations. (Short Answer)

3.4. Describe your concerns with automated event extraction methods. (Short
Answer)
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Appendix A.3 – Post-Survey
Post-Survey
1. Method Interactions
1.1. How would you characterize the ease of the event detection method?
Very Difficult

Difficult

Indifferent

Easy

Very Easy

1

2

3

4

5

1.2. Characterize your approximate time and effort savings factoring in both
program run-time and output validation.
No Savings

Minimal

Some

Decent

Significant

or More

Savings

Savings

Savings

Savings

Work

(<1% effort)

(<5% effort)

(<10% effort)

(>10% effort)

1

2

3

4

5

1.3. How did your thinking about automated event extraction change after
running this method? (Short Answer)
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2. Method perceptions
2.1. How confident are you in your validation assessment of the autonomously
extracted events?
Not

Minimally

Somewhat

Confident

Confident

Confident

1

2

3

Confident

Very
Confident

4

5

2.2. How useful do you believe this autonomous event extraction method
could be for your application domain?
Not Useful

1

Minimally

Somewhat

Useful

Useful

2

3

Useful

Very Useful

4

5

2.3. How would you characterize the trustworthiness of the event outputs for
this CAN domain application? (i.e. Would you allow this program to
present you with candidate events without re-validation?)
Not

Minimally

Somewhat

Trustworthy

Trustworthy

Trustworthy

1

2

3

Trustworthy

Trustworthy
4

2.4. What factors increased your trust? (Short Answer

2.5. What factors decreased your trust? (Short Answer)
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Very

5

Appendix B – Sample Controller Area Network Collections
File 01

File 07
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Appendix C – Sample Time Series Annotations
Analyst 04

Analyst 07

Analyst 09
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Appendix D – Combined Expert Annotations
File 03

File 04
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File 05

File 06

187

File 09

File 10

188

File 11

File 12

189

File 13
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