




























Fission and Recombination Particle Swarm Optimizer
Abstract
The particle swarm optimizer(PSO) is a population-based paradigm for solving optimization
problems inspired by flocking behavior of living beings. The particles correspond to potential
solutions, and it is characterized by a position and velocity. The particles searche for optima
by exchanging information mutually. PSO algorithm is simple, and PSO does not use the
incline of the objective function for a search, it is applicable to various problems. This paper
presents several algorithm that based on PSO and correspond multi-objective problem(MOP)
and multi-solution problem(MSP).
First, we consider Fission-and-Recombination PSO(FRPSO). This algorithm can vary the
number and topology of particles. In this algorithm, the particle has lifetime. The lifetime
gives particle suitable state for search situation, and enable flexible search. As a result of
application to several benchmark functions, we confirmed a large rise of the search efficiency
in multimodal function.
Next, we apply FRPSO to discrete dynamical systems and consider the characteristic.
Optima correspond periodic points. The search problem is translated into a MSP evaluated
in a MOP. The MOP consists of plural cost functions and logical operation. By changing
update method of best information, this algorithm can search specific periodic points.
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れらを更新することによって最適解xoptを探索する．ただし，i = 1～N である．粒子
の更新は 2種類の位置情報を基に行われる．1つめはPbestであり，各粒子の探索過程に






～J であり，j = 0はメイン粒子，j = 1～J はサブ粒子に対応する．離散時間 tにお









Step 2 (位置と速度の更新): 全粒子の位置と速度を次式により更新する．ただし wは
慣性定数，ρ1, ρ2は [0, 1.4]の範囲で取られる乱数である．
xi(t)← xi(t− 1) + vi(t− 1)
vi(t)← wvi(t− 1)
+ρ1 {xpi (t− 1)− xi(t− 1)}
+ρ2
{
xli(t− 1)− xi(t− 1)
} (2.1)
Step 3 (情報の更新): 位置 xi(t)を基に各粒子の評価値 f(x)を計算し，Pbestと Lbest
12
を更新する．
















Step 4 (適合度判定): 最良の Lbest値がしきい値以下になったとき，近似解を得られた
とし終了する．
Step 5 (更新終了判定): t ← t + 1とする. tが最大探索回数 Tmax に達したとき探索を
終了する．達していなかった場合 Step 2に戻る．
2.2.2 FRPSO
Step 1 (初期化): 探索時刻を tとし，t = 0とする．N 個のメイン粒子の位置ベクトル






Step 2 (位置と速度の更新): 寿命が残っている全粒子の位置と速度を次式により更新す
る．ただしwは慣性定数，ρ1, ρ2は [0, 1.4]の範囲で取られる乱数である．








xli,j(t− 1)− xi,j(t− 1)
} (2.3)
Step 3 (情報の更新): 位置 xi,j を基に各粒子の評価値 f(xi,j)を計算し，Pbestと Lbest
を更新する．Pbestが更新されないとき,その粒子の寿命Li,jを 1減らす．メイン





Step 4 (サブ粒子の追加): 死亡したメイン粒子を中心とし，サブ粒子を周囲に一様乱数
で散乱させる．その際の生成数は 3～J 個とし，散乱幅Eは次の式より定める．
E = Emax × Tmax−tTmax (2.4)
これより指定される正方領域内にて，位置xi,jと速度 vi,jを初期化する．生成さ
れたサブ粒子のみで独立したリング結合を行い，Pbestと Lbestを初期化する．
Step 5 (適合度判定): 最良の Lbestがしきい値以下になったとき，近似解を得られたと
し終了する．










xd|) + 418.98288727D (2.5)
ただし，Dは次元数である．(d = 1 · · ·D)
2)Salmon関数: この関数は，最適解を中心として円状に連続した局所解が存在する．












d) + 1 (2.6)
3)Griewank関数: この関数は多峰性関数である．
















N = 10, J = 10, Tmax = 1000,
C = 1.0, Emax = 256, |x| < 512 (2.9)























































































各メイン粒子に対応した J 個のサブ粒子が用いられる．離散時間 tにおける粒子の位
置をxi,j(t)，速度を vi,j(t)と記す．ただし, i = 1, · · · , N, j = 0, · · · , Jであり，j = 0は










Step 1 (初期化): 探索時刻を tとし, t = 0とする．N 個のメイン粒子の位置ベクトル




Step 2 (情報の更新): 位置 xi,j を基に各粒子の評価値 F (xi,j)を計算する．次の条件を
満たすとき PBを更新する．
xPi,j(t)← xi,j(t) if






F (xLi,0(t− 1)) > F (xPk,0(t))
(3.2)
ただし k ∈ {i − 1, i, i + 1}である．サブ粒子の LBの更新は式 (3.3)に基づく．ただし
j = 1 ∼ J である．
xLi,j(t)← xPi,li(t) if
F (xLi,j(t− 1)) > F (xPi,l(t))
(3.3)
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ただし l ∈ {i− 1, i, i + 1}である．PBが更新されないとき,その粒子の寿命Li,jを 1減




Step 3 (サブ粒子の追加): 死亡したメイン粒子を中心とし,サブ粒子を正方領域内に一
様乱数で追加・散乱させる．その際の生成数は J個とし,散乱幅Eは次の式より定める．
E = Emax × tmax − ttmax (3.4)
これより指定される領域内にて,位置xi,j(t)と速度 vi,j(t)を初期化する．生成されたサ
ブ粒子のみで独立したリング結合を行い, PBと LBを初期化する．
Step 4 (適合度判定): 生存粒子が次の式を満たすとき,近似解を得られたとし,解を保存
する．
F (xLi,j) < C (3.5)
ただしCはしきい値である．
Step 5 (位置と速度の更新): 生存している全ての粒子の位置・速度を次式により更新す
る．ただしwは慣性定数, ρ1, ρ2は加速度係数であり，[0, 1.4]の範囲を取る乱数である．








xLi,j(t− 1)− xi,j(t− 1)
} (3.6)







F1(x1, x2) ≡ 1− ax21 + x2
F2(x1, x2) ≡ bx1
ab. x(n + 1) = F (x(n))
(3.7)
ただし, a = 1.4, b = 0.3, nは離散時間である．この写像は典型的な離散力学系をして
知られており,様々なカオス的・周期的な現象と関連する分岐現象を示すことができる．
評価関数 F (x)を定義する．F (x)は正定であり，写像前後の位置の差をユークリッド
距離で計算した式 (3.8)を用いる：
F (x) =
∥∥∥F 2(x)− x∥∥∥ = √(F 21 (x1, x2)− x1)2 + (F 22 (x1, x2)− x2)2 (3.8)
ただし, || · ||はユークリッド距離である．F k は k重の合成写像 F である．Hénon map
は 4つの最適解 (2つの不動点と 2つの 2周期点)を持つ (図 3.1)．
FRPSOをHénon mapに適用した結果を図3.2から図3.9に示す．探索領域を |x| ≤ 1.5,
tmax = 100,しきい値 C = 0.1, (N, J, L,Emax) = (50, 4, 30, 1.5)とした. 図 3.2と図 3.3-
3.5，図 3.6と図 3.7-3.9はそれぞれ同一試行の結果である．図 3.2と図 3.6は，PBの最
悪値，最適解へ最も早く到達した粒子系の LB値を示している．図 3.3-3.5と図 3.7-3.9
は，最適解へ到達した時間と一定時間毎の探索空間の様子を示している．






















(b)しきい値 C = 0.1時の解候補となる領域




Worst fitness(PB)は PBの最悪値を，Opt1,2,3,4は各最適解に到達した粒子系の LB値
を示している. 全ての最適解を発見している．
32
(a)過程 1（t = 0）
(b)過程 2（t = 15）
図 3.3: 探索成功時の様子 1（初期）
赤い点はメイン粒子を，青い点はサブ粒子を，赤い×印は最適解の位置を示している．
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(a)過程 3（t = 20）
(b)過程 4（t = 57）
図 3.4: 探索成功時の様子 2（中期）
赤い点はメイン粒子を，青い点はサブ粒子を，赤い×印は最適解の位置を示している．
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(a)過程 5（t = 90）
(b)過程 6（t = tmax = 99）




Worst fitness(PB)は PBの最悪値を，Opt1,Opt3は各最適解に到達した粒子系の LB値
を示している．Opt2, Opt4は発見できていない．
36
(a)過程 1（t = 0）
(b)過程 2（t = 3）
図 3.7: 探索失敗時の様子 1（初期）
赤い点はメイン粒子を，青い点はサブ粒子を，赤い×印は最適解の位置を示している．
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(a)過程 3（t = 11）
(b)過程 4（t = 40）
図 3.8: 探索失敗時の様子 2（中期）
赤い点はメイン粒子を，青い点はサブ粒子を，赤い×印は最適解の位置を示している．
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(a)過程 5（t = 70）
(b)過程 6（t = tmax = 99）












本章では分裂再結合粒子群最適化 (Fission-and-Recombination Particle Swarm Opti-











x1(n + 1) = F1(x1(n), x2(n)) = 1− ax21(n) + x2(n)
x2(n + 1) = F2(x1(n), x2(n)) = bx1(n)
ab. x(n + 1) = FH(x(n))
(4.1)
ただし nは離散時間，(x1(n), x2(n)) ≡ x(n)である．パラメータ (a, b)を変化させるこ
とで，この 2次元写像は様々な周期現象／カオス現象を呈する．この写像は重要な非
線形力学系の 1つとして知られている [10]．次に周期点を定義する．点 pは周期mの
周期点である．
p = F m(p), p = F l(p)for0 ≤ l < m (4.2)
ただし，F m(p)はm重の合成写像F である．特に，周期 1の周期点は不動点と呼ばれ
る．評価関数Gmは次式で与えられる．
Gm(x) ≡ ‖F mH (x)− x‖ ≥ 0
x ∈ SA ≡ {x | xj ∈ [XLj, XRj]} (4.3)
ただし j = 1, 2，SAは探索空間，‖・‖はユークリッド距離である．m = 1の場合，不
動点は関数の最小値で与えられる．
G1(x) = 0,x ∈ SA (4.4)
不動点は，式 (4.4)の解 xにより与えられる．m ≥ 2を満たす素数の場合，周期mの
周期点は式 (4.5)の解で与えられる．
G1(x) = 0, G1 = 0,x ∈ SA (4.5)
m ≥ 2が素数で無い場合は，素因数分解が可能である：m = mn11 × · · · ×mnKK ．ただ
し，mk ≥ 2は k番目の約数，k = 1 ∼ Kである．周期mの周期点は式 (4.6)の解で与
えられる．
Gm(x) = 0, Gm/mk(x) = 0, k = 1 ∼ K, x ∈ SA (4.6)
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一般に式 (4.6)は複数解を持つ．簡単のため，パラメータをm = 4, a = 1.0, b = 0.3に
固定する．このとき，Hénon mapには 4周期の周期点が 4つ存在する．
G4(x) = 0, G2(x) = 0,x ∈ SA (4.7)
ただし，XLi = −XRi = 1.5, i = 1, 2とする．図 4.1はG4とG2の等高線図である．図












子群のアルゴリズムを定義する．評価関数はG4, G2の 2関数とし，全ての 4周期点の
発見を目的とする．離散時間 tにおける i番目の粒子を P ti，粒子数をN
tとする．粒子














Step M2: 粒子位置 xtiが条件 (5.4)を満たしたとき，その粒子を近似解とみなす．
G4(x
t
i) ≤ T4, G2(xti) ≥ T2 (4.8)
Step M3: 条件に従い，次の２通りで PbestとLbestを更新する．ただし，G4(xtc)は近
傍中の最小値，G2(xtc)は近傍中の最大値である.
42








































Step M4: Pbestが更新されなかったとき，寿命値を Lti ← Lti − 1とする．Lti = 0と
なった場合，その i番目の粒子を除去し（N t ← N t − 1），i番目のリング結合
のサブ粒子群を生成する．サブ粒子群は後述で定義されるアルゴリズムにより扱
われる．サブ粒子群において再結合が起きた場合，i番目の粒子は再生成される
（N t ← N t + 1）．
Step M5: 粒子の位置と速度を更新する．ただし，ρ1, ρ2は [0, 1.4]の範囲を取る乱数，
wは慣性定数である．
xti ← xti + vti








Step M6: t← t + 1とする．tが最大探索回数 tmaxに達したとき探索を終了する．条
件を満たしていなかった場合は Step M2に戻る．






















Step S1: N ts = Mとする．ただしMは生成される初期粒子数である．tはメイン粒子
群における分裂した時間を意味する．サブ粒子位置 ytj , j = 1 ∼M は，除去され
た i番目のメイン粒子を中心とする幅 Etの正方領域内に一様乱数で初期化され
る．幅Etは次の式より定める：
Et = Emax × (tmax − t)/tmax．
サブ粒子の速度，Pbest，Lbest，寿命は Step M1と同様に初期化される．
Step S2: 粒子位置xtjが条件 (5.4)を満たしたとき，その粒子を近似解とみなす．Pbest，
Lbestは Step M3と同様に更新される．
Step S3: Pbestが更新されなかったとき，寿命値を Ltj ← Ltj − 1とする．Ltj = 0と
なった場合，その j番目の粒子を除去する（N ts ← N ts − 1）．N ts = 1となった場
合，i番目より生成されたサブ粒子群を全て除去し，残存していたサブ粒子をメ
イン粒子群の i番目の粒子として再生成する．これが Srep M4において記述した
再結合である．






N0 = 10, tmax = 100, w = 0.7, c1 = c2 = 1.4
Emax = 1.5, M = 5, T4 = T2 = 0.03,
図 4.4-4.5は典型的な試行における Pbestの推移である．評価平面上で，4つの粒子








図 4.6(a)では，Pbestが直接領域 IIへ到達している．図 4.6(b)では，サブ粒子群への分
裂が領域 IVからの脱出に有効に機能し，領域 IIへの到達を補助している．図 4.7(a)は







この表より，寿命 L0 = 20のとき SRと#SOLが最も高くなることがわかる．表 4.2
はRPSOの試行の結果である．RPSOは FRPSOより分裂再結合要素を排したアルゴリ
ズムとして定義される．そのため，粒子数N は時間変化しない．N ∈ {10, 20, 30, 40}








(a) Hénon mapの 4回写像による 1つめの目的関数 G4
(b) Hénon mapの 2回写像による 2つめの目的関数 G2
図 4.1: Hénon mapの概形
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図 4.2: 領域区分




(a)過程 1（t = 29）
(b)過程 2（t = 33）
図 4.4: G4 −G2評価平面上の粒子の探索の様子 1
黒点は各粒子の Pbest値を表す.
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(a)過程 3（t = 39）
(b)過程 4（t = 45）















図 4.8: 近似解となった粒子の評価推移 3
黒矢印は分裂したタイミングを表す.
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表 4.1: MSP・MOP混合問題を対象とした FRPSOの探索結果
L0 1 2 4 6 8 10 20 40 60 80 100
SR[%] 21.1 26.7 39.8 53.8 56.4 62.5 65.5 47.6 33.2 6.7 0.4
#SOL 2.9 3.0 3.2 3.4 3.5 3.5 3.6 3.3 3.0 2.3 1.8
#ITE 79.9 78.3 76.7 72.2 69.3 66.3 60.2 67.2 83.2 90.5 48.3
Pav 18.3 24.9 27.9 28.8 28.9 28.8 27.1 21.5 16.2 11.6 10.0
表 4.2: MSP・MOP混合問題を対象としたRPSOの探索結果
N 10 20 30 40 50
SR 0.4 10.8 38.0 54.8 69.4
#SOL 1.8 2.6 3.2 3.5 3.7



















x1(n + 1) = F1(x1(n), x2(n)) = 1− ax21(n) + x2(n)
x2(n + 1) = F2(x1(n), x2(n)) = bx1(n)
ab. x(n + 1) = F (x(n))
(5.1)




Gm(x) ≡ ‖F m(x)− x‖ ≥ 0
x ∈ SA ≡ {x | xj ∈ [XLj, XRj]} (5.2)
ただし j = 1, 2，F mはm重の合成写像F，SAは探索空間，‖・‖はユークリッド距離
である．簡単のためパラメータをm = 4, a = 1.0, b = 0.3に固定する．
G4(x) = 0, G2(x) = 0,x ∈ SA (5.3)
XLi = −XRi = 1.5, i = 1, 2とすると，このとき 4周期点が 4つ存在する．図 5.1(a)に











G4, G2の 2関数とし，全ての 4周期点の発見を目的とする．離散時間 tにおける i番目
の粒子を P ti，粒子数をN













Step 2: 粒子位置 xtiが条件 (5.4)を満たしたとき，その粒子を近似解とみなす．
G4(x
t
i) ≤ T4, G2(xti) ≥ T2 (5.4)
Step 3: 条件に従い，次の２通りで PbestとLbestを更新する．ただし，G4(xtc)は近傍
中の最小値，G2(xtc)は近傍中の最大値である.
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Step 4: 粒子の位置と速度を更新する．ただし，ρ1, ρ2は [0, 1.4]の範囲を取る乱数，w
は完成定数である．
xti ← xti + vti








Step 5: t← t + 1とする．tが最大探索回数 tmaxに達したとき探索を終了する．条件
を満たしていなかった場合は Step 2に戻る．
Step 6: xpi の値がしきい値未満の場合,その粒子を解の候補とする.Nsを解の候補の数
とし, X1 = (X1(1), X2(1))からX(Ns) = (X1(Ns), X2(Ns))までを入力として,ART
のサブルーチンに移行する.
5.3.2 ART
次に，ARTのサブルーチンについて定義する．Xj = (X1(i), X2(i))は i番目の解の
候補の座標である．ただし，i = 1 ∼Ns. である．離散時間 τ の時のカテゴリーの数を










j ≡ (xτ1(j), xτ2(j)), j = 1 ∼ N τc (5.10)
ARTのサブルーチンは以下の 5つのステップで定義されている．
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Wc = minj Tj, Dj =‖ xj −Xi ‖ −krτj (5.11)
この時，Wcを勝者カテゴリ，k ∈ [−1, 1]を距離パラメータとする．Wcとビジラ
ンスパラメータ ρを比較して，Wcが大きければ Step3へ，ρが大きければ Step4
へ．






Step 4: 勝者カテゴリW τc を入力Piの境界線まで拡大し Step5へ．




提案アルゴリズムの特性解析のため，式 5.1で表されるHénon mapの 4周期点のみ
の探索を行った．パラメータは以下のように設定した．
N = 80, tmax = 1000, w = 0.7, c1 = c2 = 1.4
T4 = T2 = 0.03, k = −0.5, ρ = 0.35, τmax = Ns,
図 5.3-5.6は 4周期を正しく分類できた実行例である．図 5.3-5.4が Pbestの評価値の推
移で図 5.5-5.6は実行結果である．図 5.7-5.8は失敗した場合の実行結果である．成功例
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では PSOのサブルーチンの時点で 79個，Ns = 79の解の候補となる粒子で 4周期点の
みを発見した．しかし，失敗例では PSOのサブルーチンの時点で 2周期点に陥ってし










(a) Hénon mapの 4回写像による 1つめの目的関数 G4
(b) Hénon mapの 2回写像による 2つめの目的関数 G2
図 5.1: Hénon mapの概形
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図 5.2: 領域区分
G4 −G2評価平面をしきい値をもとに 4つに区分し，それぞれ領域 I～IVとする.
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(a)過程 1（t = 0）
(b)過程 2（t = 199）
図 5.3: 成功例 G4 −G2評価平面での粒子の推移 1
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(a)過程 3（t = 499）
(b)過程 4（t = 999）
図 5.4: 成功例 G4 −G2評価平面での粒子の推移 2
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(a)過程 1（t = 0）
(b)過程 2（t = 199）
(c)過程 3（t = 999）
図 5.5: 探索成功時の PSOの探索の様子
成功例 ρ = 0.35, k = −0.5. 赤点は PSOの粒子である．得られた近似解は，ARTの入
力に対応する．
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(a)過程 4（τ = 0）
(b)過程 5（τ = 20）
(c)過程 6（τ = 79）
図 5.6: 探索成功時のARTの探索の様子
成功例 ρ = 0.35, k = −0.5. 赤点は PSOより得られた近似解、すなわちARTの入力で
ある. 緑の丸はARTのカテゴリーを示す.
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(a)過程 1（t = 0）
(b)過程 2（t = 199）
(c)過程 3（t = 999）
図 5.7: 探索失敗時の PSOの探索の様子
失敗例 ρ = 0.35, k = −0.5. 赤点は PSOの粒子である．得られた近似解は，ARTの入
力に対応する．
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(a)過程 4（τ = 0）
(b)過程 5（τ = 20）
(c)過程 6（τ = 78）
図 5.8: 探索失敗時のARTの探索の様子
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