Purpose: Develop and validate a deep learning (DL) algorithm that predicts referable glaucoma risk and detects glaucomatous optic nerve head (ONH) features from color fundus images, determine the relative importance of these features in the referral assessment by glaucoma specialists, and compare the performance of the algorithm with eye-care providers and a screening program.
Introduction
Glaucoma, the "silent thief of sight", is the leading cause of preventable, irreversible blindness world-wide. 1 , 2 Glaucoma currently affects about 70 million individuals, and is projected to affect about 112 million individuals in 2040. 2 The disease can remain asymptomatic until severe, and an estimated 50%-90% of people with glaucoma remain undiagnosed. [3] [4] [5] Thus, glaucoma screening is recommended for early detection and treatment. 6 , 7 However, this currently requires a clinical exam combined with quantitative functional and structural measurements , accessible only to a small percentage of the world's population. A cost-effective tool that can detect glaucoma could expand access to a much larger patient population. Such a tool is currently unavailable . 8 Retinal fundus photography is a well-established diagnostic tool for eye diseases, enabling fundus images to be evaluated for the presence of retinal and optic nerve head (ONH) pathologies. 9,10 , 8 Glaucoma, characterized by progressive degeneration of retinal ganglion cells and loss of their axons, results in characteristic changes in the appearance of the ONH and retinal nerve fiber layer (RNFL). 11 These changes can be detected in fundus images 12 and are the most important aspects of glaucoma diagnosis. 13 Physical features that have been associated with glaucomatous optic neuropathy (GON) include neuroretinal rim thinning and/or notching, increased cup-to-disc ratio (CDR), CDR asymmetry, excavation of the cup, RNFL thinning, disc hemorrhages, parapapillary atrophy (PPA), laminar dots, nasalization of central ONH vessels, and baring of circumlinear vessels. 14 , 15 However, several of the features listed may appear in otherwise healthy optic nerves, 16 , 17 may result from non-glaucomatous pathology, 18,19 , 20 or are poorly defined in the literature. 21 The relative importance of these features for the diagnosis of glaucoma has not been validated, and 12/20/2018 Glaucoma paper -arXiv -Google Docs https://docs.google.com/document/d/1WnL0a-cx3HoVozXkv3aUjeNeU9qtPGE28452E6fiZZM/edit# 5/43 practitioners may weigh features differently, often focusing on increased CDR, neuroretinal rim thinning and notching, disc hemorrhages, and RNFL defects. 22 Deep learning (DL) 23 has been applied to produce highly accurate algorithms that can detect eye conditions such as diabetic retinopathy (DR) with accuracy comparable to human experts. [24] [25] [26] The use of this technology may aid screening efforts, and recent work demonstrates value in assisting ophthalmologists. 27 DL algorithms have also been developed for other diseases, including glaucoma. 26, [28] [29] [30] [31] However, the diagnosis of glaucoma poses several challenges that distinguish it from conditions such as DR. While DR has well-established clinical guidelines for diagnosis from fundus images, the diagnosis of glaucoma consists of the compilation of clinical exam data with functional and structural testing. There is no single agreed-upon set of guidelines for glaucoma detection from fundus images. 32 Teleretinal screening programs have worked around these limitations by focusing on subsets of the potential diagnostic features present in fundus images. However, these criteria vary between programs and the relationship of the individual features to overall glaucoma assessment is not well characterized. This strongly limits the clinical value of these diagnoses, and correspondingly limits the values of DL algorithms developed around these heuristics.
The present work aims to extend the utility of DL algorithms, by explicitly bridging the gap between individual diagnostic features present in fundus imagery and overall glaucoma risk assessment by experts. We develop a model that is trained on both individual pathologies, as well as overall glaucoma referability. We ask: Can we develop a DL algorithm that performs at or 
Methods

Datasets
Development datasets
The development datasets for this study consisted of fundus images obtained from multiple sources: EyePACS, 33 Inoveon, 34 39 To enable systematic training of graders, we aggregated these features ( Table   S1 ), developed grading guidelines for each, and iterated on the guidelines with a panel of three fellowship-trained glaucoma specialists to increase inter-rater agreement.
Glaucoma risk grading
In addition to these features, we also developed guidelines for a four-point glaucoma risk assessment (as shown in Table S1 ) where the "high-risk glaucoma suspect" or "likely glaucoma" levels were considered referable. Graders were asked to provide an overall glaucoma risk grade after evaluating the image for each of the features on the list.
Graders
A total of 41 graders (13 fellowship-trained glaucoma specialists, 25 ophthalmologists, and 3 optometrists) were trained on the grading guidelines and were required to pass a certification test before being allowed to grade the development or validation A datasets. Data preprocessing is detailed in the Supplement. Using this data, a deep convolutional neural network with the Inception-v3 architecture 40 was developed and trained in TensorFlow. 41 Since our network had a large number of parameters ( 22 million ), early stopping 42 was used to terminate training before convergence. To speed up training, the network was initialized using parameters from a network pre-trained to classify objects in the ImageNet dataset 43 . This procedure is similar to that previously described by Krause et al. 25 The development datasets consisted of two disjoint subsets: training and tuning. The training set of 58,033 images was used to optimize the network parameters. This dataset was enriched for referable glaucoma images using active learning, 44 a machine learning technique, to preferentially increase the number of relevant examples. The tuning set of 1,508 images was independently graded by three glaucoma specialists and was used to determine thresholds for three operating points for the algorithm: high sensitivity, high specificity, and a balanced sensitivity and specificity point (see Supplement for details). The tuning dataset and validation dataset "A" (described next) were randomly chosen from a pool that was also enriched, but using preliminary "screening" reviews by a separate panel of graders for images suspicious for
Development of the Algorithm
glaucoma.
An ensemble of 10 networks 45 were trained on the same development set, and the outputs were averaged to yield the final prediction.
Clinical Validation Datasets
Two datasets were used for validation. For validation dataset A (1,205 images), the For images unresolved after round 2, the reference standard for gradability, each ONH feature, and referable glaucoma risk was determined by the median of the 3 grades in round 2.
The median corresponds to the majority vote if at least 2 graders agreed, and the "intermediate" grade if all 3 disagreed. This method was determined to closely approximate the full adjudication process described in Krause et al. 25 based on a comparison of multiple methods over 100 images described in Table S2 and S3 . Images for which the final grade was "ungradable" were excluded from further analysis.
For further evaluation on an independent population, the algorithm was also applied to a second validation dataset (validation dataset "B", 17,593 images from 9,643 patients), composed of macula-centered color fundus images from the Atlanta VA Eye Clinic diabetic teleretinal screening program. Glaucoma-related International Classification of Diseases (ICD) codes and "optic nerve head" referral codes recorded in the patient's medical history at any point in time prior to the capture of the image or up to 1 year after the image was taken were used as reference standard for this dataset. The specific codes used were ICD-9-CM codes for glaucoma (category 365) and ICD-10-CM codes for glaucoma (category H40). When a patient had an optic nerve head referral code on a particular visit, the image from that visit was chosen.
When a patient with a glaucoma ICD code had multiple visits, the visit closest to the recorded date of the glaucoma-related ICD code was chosen. The algorithm's performance was evaluated on the two validation datasets. The prediction for referable glaucoma risk was a continuous number between 0 and 1, corresponding to the predicted likelihood of that condition being present in the image. Receiver operating characteristic (ROC) curves were plotted by varying the operating threshold. To compare the performance of the algorithm with graders, a subset of 411 images from validation dataset A was graded by 10 graders ( 3 fellowship-trained glaucoma specialists, 4
Evaluating the Algorithm
ophthalmologists, and 3 optometrists). None of these graders participated in creating the reference standard for those images. For validation dataset B, for each eye of each patient, the classifier for referable glaucoma generated a continuous number between 0 and 1, corresponding to the probability of that condition being present in the corresponding image, and the maximum was taken across both eyes to get the final prediction.
Evaluating ONH feature importance
In order to assess which ONH features were weighed the most in grading for referable glaucoma risk, a multivariable logistic regression analysis was run to compute the odds ratio for each feature on overall referable glaucoma risk. Five logistic regression analyses were run on three datasets: the training dataset, the tuning dataset, and validation dataset "A". For validation dataset A, analyses were run using the reference standard, the round 1 median (see Clinical Validation Datasets section above), and the algorithm predictions.
Statistical Analysis
To compute the confidence intervals (CIs) for the algorithm's AUC, we used a non-parametric bootstrap procedure 46 with 2,000 samples. CIs for sensitivities and specificities were calculated using the exact Clopper-Pearson interval. 47 To compare the algorithm's performance (sensitivity and specificity) to graders, we used the two-tailed McNemar test. 46 To compare the distributions of vertical CDR, we used the Kolmogorov-Smirnov test. 48 We measured inter-grader agreement using a weighted Krippendorff's alpha, which is robust to multiple graders. 49 The weighting function was the diagonal distance (e.g. the distance between the first [non-glaucomatous] and third [high-risk glaucoma suspect] grade is 3-1=2).
Results
A DL algorithm was developed using a training set of 58,033 fundus images and tuning set of 1,508 fundus images that were assessed for presence of glaucomatous ONH features and overall referable glaucoma risk. The images were graded by a panel of 41 graders using a set of detailed grading guidelines ( Table S1 ). Patient demographics and image characteristics for the development and validation sets are summarized in Table 1 . Table S4 ) . Performance on the full validation dataset "A" was comparable with an AUC of 0.940 (95% CI, 0.922-0.955), sensitivity of 82.8%, and specificity of 89.2% at the balanced operating point ( Figure S1 ).
Graders' sensitivities ranged from 29. Additionally, we looked at the performance of the algorithm on ONH features ( Table 2 ).
We also evaluated the relative importance of the different ONH features ( To better understand the association of ONH features with referral, we plotted the distributions of ONH features in the refer and no-refer categories ( Figures 2A, S2 ) . Most strikingly, the vertical CDR distributions were significantly different between the refer and no-refer categories (p<0.001 for differences in the distribution). We further plotted referral rate as a function of each ONH feature's grade ( Figures 2 and S2 ), mimicking a "positive predictive value" analysis of each feature. Marked increases in referral rates were observed when RNFL defect, disc hemorrhage, laminar dot sign and beta PPA were present or possibly present. We further sliced the results for validation dataset "A" based on self-reported sex: the algorithm achieved an AUC of 0.929 (95% CI, 0.900-0.953) for females (n=569, Figure S4A ), and an AUC of 0.943 (95% CI, 0.922-0.955) for males (n=503, Figure S4B ). Validation set "B"
had too few females (4.7%) to make the analysis by self-reported sex meaningful.
Discussion
In the present study, we developed and validated a DL algorithm for the prediction of referable glaucoma risk and the prediction of glaucomatous ONH features from fundus images.
In addition, we analyzed the relative importance glaucoma specialists attribute to the different features in their overall assessment of referable glaucoma risk.
Performance of the algorithm
Our model achieved an AUC of 0.940 for the detection of referable glaucoma risk.
Several previous studies reported similar performance of DL algorithms with AUCs ranging between 0.91-0.986. 26, [28] [29] [30] [31] However, these studies suffer from one or more of the following limitations: reference standard images were graded by non-glaucoma specialists limiting the validity of GON identification; 26, 29, 31 lack of a consistent definition of glaucoma for the reference standard limiting the effectiveness of algorithm performance evaluation; 28 exclusion of low quality images from the training set limiting utility of the algorithm in real life settings; 30 exclusion of images where graders had disagreed from the reference standard potentially skewing algorithm performance; 30 and the use of fundus images zoomed in on the optic nerve limiting assessment of the RNFL. 31 Our work advances the field by demonstrating performance on par with or surpassing graders after accounting for all of these limitations.
When evaluated against the referral decisions of eye-care providers in validation dataset "B" ( Atlanta VA Eye Clinic diabetic teleretinal program) , our algorithm achieved an AUC of 0.858. This decrease in performance relative to validation dataset "A" is likely explained by the difference in reference standard and patient population between the two validation datasets.
Graders of validation dataset "A" had access to a single fundus image only from each patientthe same information the algorithm had access to. VA graders of validation dataset "B", however, had access to the patient's electronic medical record and therefore to patient history and previous eye notes containing clinical data -more information than the model had access to. Nonetheless, our algorithm achieved respectable performance in this external validation set for which the reference standard incorporated additional clinical data.
ONH Features analysis
To the best of our knowledge, this is the first study to train an algorithm for the detection of most known glaucomatous ONH features. Our algorithm had good performance in predicting the presence of the different ONH features, with AUCs ranging between 0.608-0.977.
This work allows for a quantitative assessment of the relative importance different ONH features play in the detection of GON by glaucoma specialists and the algorithm. We found that vertical CDR≥0.7, presence of a neuroretinal notch, presence of a RNFL defect, and presence of a bared circumlinear vessel were the 4 ONH features most correlated with an overall assessment of referable glaucoma risk, with similar ranking order and coefficients for algorithm predictions and reference standard (as shown in Table 3 ).
Studies training DL algorithms for glaucoma detection from color fundus images used slightly varying sets of ONH features to determine glaucoma risk, with different thresholds for CDR. Li et al. 29 defined "referable GON" as any of the following: CDR>0.7, rim thinning or notching, disc hemorrhage or RNFL defect. Shibata et al. 30 labelled images as "glaucoma"
according to the following: focal rim notching or generalized rim thinning, large CDR with cup excavation with/without laminar dot sign, RNFL defects with edges at the optic nerve head margin, disc hemorrhages, and peripapillary atrophy. Ting et al. 26 defined "possible glaucoma" if any of the following was present: CDR ≥ 0.8, focal thinning or notching of the neuroretinal rim, disc hemorrhages, RNFL defect. Other studies 28, 31 did not report image grading guidelines.
Our findings of CDR, notch and RNFL defect being the top 3 ONH features most correlated with overall glaucoma risk are in line with the approaches described above. The relatively low ranking of disc hemorrhage in our study can be explained by the study population. Images used in this study were largely derived from diabetic retinopathy screening programs. We asked our graders to mark the presence of any disc hemorrhage, irrespective of its presumed etiology. Therefore, some of the disc hemorrhages identified by our graders may have been due to DR. Our study is the only study to specifically ask graders to assess for the presence of baring of circumlinear vessels (an ONH feature first described by Herschler and
Osher in 1980 50 ) and nasalization of central ONH vessels (a feature included in the AAO's PPP), both associated with glaucomatous optic nerves, yet are rarely separately delineated by glaucoma specialists in clinical practice. Interestingly, presence of bared circumlinear vessel was among the ONH features highly correlated with overall referable glaucoma risk, while nasalization of central ONH vessels was not. The presence of bared circumlinear vessels is associated with adjacent rim thinning making it a more likely to be correlated with GON than nasalization of central ONH vessels, often seen in large discs. 51 Our findings may be helpful in deciphering the decision making process by which glaucoma specialists identify an ONH as glaucomatous -often previously described by many as what the algorithm's predictions rely on, and thus gain insight into what is frequently referred to as a "black box" of machine learning.
Limitations and future work
Our study has several limitations. First, while ONH assessment for detection of referable glaucoma risk is commonly accepted in screening and teleophthalmology settings, it is well established that subjective evaluation of optic disc photographs suffers from low reproducibility, even when performed by expert graders 52 used to train an algorithm that may be able to diagnose glaucoma, and perhaps even predict progression risk.
Conclusions
We have developed a DL algorithm with higher sensitivity and comparable specificity to eye care providers in detecting referable glaucoma risk in color fundus images. Additionally, our work provides insight into which ONH features are deemed glaucomatous by glaucoma specialists. We believe that an algorithm trained to accurately predict referable glaucoma risk from color fundus images may enable effective population-wide screening for glaucoma. The utilization of such a tool presents an opportunity to reach underserved populations world-wide. 
Figure 1. Receiver operating characteristic curve (ROC) analysis for referable Glaucoma in a subset of validation dataset A (n=411) with human evaluation.
The algorithm is illustrated as a blue line, with 10 individual graders indicated by colored dots: glaucoma-specialists (blue), ophthalmologists (red), and optometrists (green). The diamond corresponds to the balanced operating point of the algorithm, chosen based on performance on the tuning set. For each image, the reference standard was determined by a different set of three glaucoma specialists in an adjudication panel (Methods). Images labeled by graders as 'ungradable' for glaucoma, were considered as 'refer' to enable comparison on the same set of images . For a sensitivity analysis excluding the 'ungradable' images on a per-grader basis, see Table S5 . See Figure S1 for analysis on the entire validation dataset "A." I clearly greater than S: Inferior rim width is greater than superior rim width (the ratio I:S is 3:2 or more*) Similar widths : Inferior and superior rim widths are roughly the same S clearly greater than I : Superior rim width is greater than inferior rim width (the ratio S:I is 3:2 or more*)
Is the superior rim (S) width greater than the temporal rim (T) width?
S clearly greater than T : Superior rim width is greater than temporal rim width (the ratio S:T is 3:2 or more*) Similar widths : Superior and temporal rim widths are roughly the same T clearly greater than S : Temporal rim width is greater than superior rim width (the ratio T:S is 3:2 or more*) 
Data pre-processing
For algorithm training, input images were scale normalized by detecting the circular mask of the fundus image and resizing the diameter of the fundus to be 587 pixels wide. Images for which the circular mask could not be detected were not used in the development, tuning, or clinical validation sets. Images from validation set B were all chosen from the macula centered fundus field. If an"optic nerve head" referral code was present, then images from that visit were chosen. In cases where a glaucoma-related ICD code was present and there were multiple images, the image selected was the one with the date closest to the glaucoma ICD code date, up to one year after the ICD code was given.
Tuning Dataset
In algorithm development, the performance on the tuning set was used to select the algorithm checkpoint that yielded the highest AUC for referable glaucoma risk. Once a checkpoint was determined, operating points at high sensitivity, high specificity, and a balanced point were chosen, and the thresholds at these values were then applied during evaluation on the validation sets. The balanced point was chosen to be a point with reasonable sensitivity and specificity on the tuning set.
The tuning set was independently graded by three glaucoma specialists. Since this set was not adjudicated, a majority vote was used. Abbreviations: CI, Confidence interval; * Algorithm was evaluated at the balanced operating point on the subset graders deemed gradable, and p-value is a comparison to this point Reference Standard. Feature importance is quantified as the beta coefficient from the corresponding logistic regression ( Table 3 ). 
