We generalize a construction of Dunkl, obtaining a wide class intertwining functions on the symmetric group and a related family of multidimensional Hahn polynomials. Following a suggestion of Vilenkin and Klymik, we develop a tree-method approach for those intertwining functions. We also give a group theoretic proof of the relation between Hahn polynomials and Clebesh-Gordan coefficients, given analytically by Koornwinder and by Nikiforov, Smorodinskiȋ and Suslov. Such relation is also extended to the multidimensional case.
 1 
Introduction
One of the most fruitful method to study special functions is to use representation theory and harmonic analysis. In particular, discrete orthogonal polynomials can be treated by mean of the representation theory of finite group, and a lot of work in this direction was made by Delsarte, Dunkl and Stanton; see [24] for a useful survey. In [7] Dunkl developed the framework of intertwining functions and in [6] he used it to study Hahn polynomials. Indeed, the S n−m × S m − S n−h × S h -intertwining functions on the symmeric group are naturally expressed in terms of these polynomials. In [9] he studied the S a × S b × S c − S n−m × S m intertwining functions on the symmetric group S n (where n = a + b + c), expressing them in terms of a class of two dimensional Hahn polynomials. Those polynomials had been introduced by Karlin and McGregor in [15] .
The aim of the present paper is to extend Dunkl's results and to study the S a 1 × S a 2 × · · · × S a h − S n−m × S m -intertwining functions on S n (a 1 + a 2 + · · · + a h = n). Following a suggestion of Vilenkin and Klymik (see [17] , p. 505), we develop the tree method for those intertwining functions and for the related Hahn polynomials. The key ingredient is an explicit Littlewood-Richardson rule for the irreducible representations of the symmetric group associated to two rows Young tableaux. The resulting Hahn polynomials are more general than those in [15] , that correspond to a special choice of the tree. It is well known that Hahn polynomials are related to the Clebsch-Gordan coefficients for SU (2); see [16, 18, 19, 23] . We give a group theoretic approach to this relation and extend it to the multidimensional case. Indeed, the relation between Clebsch-Gordan coefficients for SU (2) and the representation theory of the symmetric group was investigated in [14, 26, 27] , but in those references no connection is found with Dunkl's intertwining functions and Hahn polynomials (and with the analytical formulas in [16, 18, 19, 23] ). In view of these results, we do not compute connection coefficients between different bases of intertwining functions (this is the main problem in every tree method): they can be obtained by the equivalent theory on SU (2) .
The plan of the paper is the following. In section 2, we review the Hahn polynomials (using Dunkl's renormalized notation) and the Gel'fand pair (S n , S n−m × S m ) (also called the Johnson scheme). Then we give an explicit Littelwod.Richardson rule for the spherical representation of the Johnson scheme. This rule is expressed in terms of Hahn polynomials and Radon transforms and our formulas generalize those for the intertwining functions in [6] . In section 3, we develop the tree method for the multidimensional Hahn polynomials and obtain a basis for the S a 1 × S a 2 × · · · × S a h − S n−m × S m -intertwining functions on the symmetric group. We also give a basis for the S n−m ×S m −S a 1 ×S a 2 ×· · ·×S a h -intertwining functions, that are more directly related to the Clebsch-Gordan coefficients. Though these functions may be obtained by the simple change of variable g → g −1 , their study requires the use of the theory of induced representations. As a by-product, we give a group theoretic proof of the Regge's symmetries for the Hahn polynomials. In section four we introduce Clebsch-Gordan coefficients and show their relation with the intertwining functions on the symmetric group. We make use of the Schur-Weyl duality in the form developed by James in [12] , which is quite suitable for our purposes. First we analyzed the case of the tensor product of two irreducible SU (2)-representations, connecting it with the theory of S n−m × S m − S n−h × S h -intertwining functions on S n . Then, in the last subsection, we show that the tree method for the intertwining functions on the symmetric group is equivalent to the tree method for the Wigner 3nj-coefficients for SU (2) .
Another generalization of the results in [9] is in [22] , where an orthogonal basis for the S a × S b × S c -invariant functions in the irreducible representation S α,β,γ of S N (where N = a + b + c = α + β + γ) is obtained.
Hahn polynomials and the Johnson scheme 2.1 Hahn polynomials
We recall the basic properties of the one dimensional Hahn polynomials, using Dunkl's renormalized notation; [6, 9, 22] . 
Orthogonality relations:
Particular values: for c = m we have
For the difference relations, we refer to [6] ; we will need the following particular case of (3.10) of [6] : for m = c + 1 we have:
as can be checked directly from (4).
The Johnson scheme.
Fix a positive integer n and denote by S n the group of all permutations of the set {1, 2, . . . , n} (the symmetric group). For 1 ≤ m ≤ n, denote by Ω m the space of all m-subsets of {1, 2, . . . , n}; S n acts on Ω m and Ω m ∼ = S n /(S n−m × S m ), as homogeneous space. Following the standard notation in the representation theory of S n , denote by M n−m,m the permutation module of all complex valued functions defined on Ω m . The space M n−m,m is endowed with the natural scalar product
We also introduce a particular notation for the powers of d * :
The operator d intertwines the permutation modules M n−m,m and M n−m+1,m−1 and d * is the adjoint of d. Clearly, d, d * , R q may be defined on each M n−m,m , for any the value of n and m; to simplify notation, we will not indicate the space on which they are acting. In the following lemma, we collect some basic properties of the operators d, d * , R q [3, 4, 5, 6, 22].
In the following Theorem, we give the decomposition of M n−h,h into irreducible S n -representations [3, 4, 5, 6] .
1. S n−k,k is an irreducible S n representation and its dimension is equal to
3.
is the decomposition of M n−m,m into irreducible S n -representations;
An explicit Littlewood-Richardson rule for
In this section, we study the restriction Res
We introduce the following notation: if X ⊆ {1, 2, . . . , n}, |X| = t and 0 ≤ j ≤ t, then M t−j,j (X) and S t−j,j (X) denote the spaces described in the preceding section constructed by mean of the j-subsets of X. Set A = {1, 2, . . . , h}, B = A C ≡ {h + 1, h + 2 . . . , n} and suppose that S n−h × S h is the stabilizer of A.
First note that the map
] is the decomposition of Ω k into S n−h × S h -orbits (in the present paper, denotes a disjoint union). Form this we immediately get a preliminary decomposition:
Note that, in our notation,
in the notation of [6] , this is just the usual differentiation rule. Moreover, 3 in Theorem 2.2 ensures us that M h−k+l,k−l (A)⊗M n−h−l,l (B) contains a subspace isomorphic to S h−i,i ⊗S n−h−j,j if and only if max{i − h + k, j} ≤ l ≤ min{k − i, n − h − j}. In the following Lemma and the subsequent Corollary, we give a characterization of the subspace of Res
has a nontrivial solution if and only if
If these conditions are satisfied, then all the solutions are obtained by setting
Proof. It is just an application of (7) and Lemma 2.1. We can divide the study of (8) in four cases, according with the values of the limits in the sum.
In the first case we take i − h + k ≤ j and
Therefore (8) is satisfied if and only if
and this is solved by setting (5)).
In the second case, we take
and this is again equivalent to α l (h − k − i + l + 1) + α l+1 (n − h − j − l) = 0, but now we have the extra condition α i−h+k = 0, and therefore we have only the trivial solution.
In the same way, it easy to show that also if we take j ≥ i − h + k and n − h − j < k − i, or j < i − h + k and n − h − j < k − i, we have only the trivial solution.
An immediate consequence is an explicit form of Littlewood-Richardson rule for S n−k,k (see [12] for the general rule).
In particular,
where the sum is over all i, j satisfying the above conditions (and the decomposition is multiplicity free). Moreover, the map
is an explicit immersion of S h−i,i ⊗ S n−h−j,j into Res
Proof. Just note that by (6) , only representations of the form S h−i,i ⊗ S n−h−j,j can appear in the decomposition of Res (7)). Therefore, as in the Leibnitz rule of elementary calculus, we get
Since R q R p = p+R p+q , it follows that
The formula in the statement is obtained by setting t = m − k, q = k − l − i, p = l − j and s = w − l (and taking into account 3 in Theorem 2.2 for the limits in the sum).
Finally,
Proof. First note that 
Then by composing the map in Corollary 2.4 with R m−k (see 3 in Theorem 2.2), we get
where the first equality follows from Lemma 2.5 and (14) and the second equality from (2). This proves that T m is an immersion of S h−i,i ⊗ S n−h−j,j into Res
and then (12) follows from the orthogonality relations (3). Finally, (13) is a simple consequence of the identities
If X ⊆ {1, 2, . . . , n} and 0 ≤ t ≤ |X|, we denote by σ t (X) the characteristic function of the set of all Y ⊆ X, |Y | = t. If max{0, m−h} ≤ w ≤ min{n−h, m}, we denote by σ m−w (A)⊗σ w (B) the characteristic function of the set of all Y ∈ Ω m such that |Y ∩ A| = m − w and |Y ∩ B| = w (compare with (6)).
Proof. Take φ = σ 0 (A) and ψ = σ 0 (B) (and therefore i = j = 0) in Theorem 2.6.
In particular, the spherical functions of the Gelfand pair (S n , S n−m × S m ), normalized so that the coefficient of σ m (A)σ 0 (B) is 1, are given by:
3 The tree method for multidimensional Hahn polynomials
Labeled trees and multidimensional Hahn polynomials
We recall that a tree is a connected simple graph without loops or circuits. A rooted binary tree is a tree with a distinguished vertex α (the root) of degree 2 and all the remaining vertices of degree 3 or 1. The vertices of degree 1 are called the leaves, all the other vertices are called internal vertices, or branch points. In what follows, T is always a finite binary tree (identified with the set of its vertices).
The l-th level of a tree T , denoted by T l , is formed by the vertices at distance l from the root. The height of T is the greatest L such that there exists a vertex in T at distance L from the root. If α ∈ T l is an internal vertex, then there exist exactly two vertices β, γ ∈ T l+1 connected with α; they are called the sons of α, while α is the father of β and γ. We think of T as a planar tree, and therefore α has a left son and a right son. In the figure below, β is the left son and γ is the right son.
For a tree T , we denote by T ′ and T ′′ the subtrees formed respectively by the left descendants and the right descendants of the root. We denote by α the root of T , and by β and γ respectively its left and right son. Then β is the root of T ′ and γ is the root of T ′′ . This decomposition will be the key for the following iterative procedure.
Basic iterative procedures.
• We define/prove something for the subtrees T ′ and T ′′ , examining the particular cases in which β or/and γ is a leaf, and then we show how to pass to the entire T .
• We define/prove something for the root α and then we show how to pass to its sons β and γ.
Now we show how to use the second procedure to label the tree. We will use four type of labelings.
The first is the composition labeling. Suppose that a = (a 1 , a 2 , . . . , a h ) is a composition of n. This means that a 1 , a 2 , . . . , a h are positive integers and that a 1 + a 2 + · · · + a h = n; a 1 , a 2 , . . . , a h are the parts of a. We will write a n to denote that a is a composition of n. Suppose also that T has h leaves. We denote by T (a) the labeled tree obtained in the following recursive way. The label of α is (a 1 , a 2 , . . . , a h ). If T ′ has t leaves, then the label of its root β is a ′ = (a 1 , a 2 , . . . , a t ), while the label of γ (the root of T ′′ ) is a ′′ = (a t+1 , a t+2 , . . . , a h ). Note that given a and T , the labeling is unique. We give two examples with h = 4.
In what follows, to simplify notation, we set a t = a 1 + a 2 + · · · + a t (and therefore a ′ a t and a ′′ n − a t ).
The second is the variables labeling. It is defined simply by taking a set of variables indicized by the internal vertices of T . The resulting labeled tree is denote by T v (w), where w = (w τ ) τ ∈T is a vector of variables (and w τ is the label of τ ∈ T ; often, the index τ will be omitted). The leaves do not have labels.
The third is the spaces labeling. It is defined by choosing a label 0 ≤ m ≤ n for the root α; if w is the variable associated to the root, then m − w is the label associated to β and w is the label associated to γ; the leaves are not labeled. The resulting labeled tree is denoted by T s (m).
The fourth is the representations labeling. It is based on Corollary 2.4. The label of a leaf is zero. Suppose that k is the label of α, i is the label of β and j is the label of γ.
• If β and γ are both internal we must have
and
• Suppose β is a leaf (resp. γ is a leaf) and γ is internal (resp. β is internal). Now t = 1, i = 0 and k, j must satisfy the conditions in (15) and (16), with i = 0 (resp. t = h − 1, j = 0 and k, i must satisfy those conditions with j = 0).
• Suppose that β and γ are both leaves: now h = 2 and (15), (16) 
We may also say that (15), (16) must be satisfied and that we must have i = 0 (resp. j = 0) if β (resp. γ) is a leaf. The resulting labeled tree will be denoted by T r (k).
Clearly, the spaces labeling depends on n and the variable labeling, while the representation labeling depends on both the composition and the spaces labeling.
Once we have labeled T as above, then T ′ (a), T ′′ (a), . . . will denote the subtrees T ′ and T ′′ with the labeling inherited by T . Now we define a set of multidimensional Hahn polynomials associated to the tree T with the labelings defined above. We keep all the preceding notation; the definition is recursive.
• For
we set
• If β is a leaf, then w must satisfy (17) with i = 0, and we set
• If γ is a leaf, then w must satisfy (17) with j = 0, and we set E T ′′ r (k) (T ′′ (a), w, T ′′ v (w)) = 1.
• If β and γ are both leaves, w must satisfy (17) with i, j = 0, and
Remark 3.1. The conditions (15), (16) and (17) are imposed by Corollary 2.4 and Theorem 2.6 and agree with (1). Moreover, when (17) is satisfied, we have automatically 0 ≤ i ≤ min{a t − m + w, m − w} and 0 ≤ j ≤ min{n − a t − w, w}, that is we do not need to impose the analog of (15) to i, j. In other words, once we have imposed (17) , the labels in T r (k) must satisfy only the conditions obtained by iterating (16) , while the variables in T v (w) must satisfy only the conditions obtained by iterating (17) .
Example 3.2. Suppose that h = 4 and take the tree and the labelings below. 2 , m − w} and max{0, w − a 3 } ≤ u ≤ min{a 4 , w}. The conditions k ≤ n − a r , r = 1, 2, 3, 4, come from the conditions on i, j and agree with the Young rule for the symmetric group. Example 3.3. Now we take a general composition a = (a 1 , a 2 , . . . , a h ) but a special kind of tree. To simplify notation, we set w 0 = m.
We introduce a specific notation in this example: for r = 1, 2, . . . , h − 1 we set
, a h } (we also set k h = 0) the associated Hahn polynomials are
The condition k h−1 ≤ a h−1 comes form Corollary 2.7 and forces k r ≤ a r , r = h−2, h−3, . . . , 1.
Remark 3.4. The preceding example gives the multidimensional Hahn polynomials in [15] and, as a special case, those in [9] . Indeed, Dunkl's function (−1) r−mθ (u 1 , u 2 , u 3 ; a, b, c) is obtained by setting h = 3, (a 1 
in the preceding example (one has to use the formulas in [6] , p.631, keeping into account that Q m (x; α, β, N ) in [6] is equal to Q m (x; α, β, N + 1) in [15] ). Tratnik [28] gave a multi variable version of the Askey-Wilson polynomials that included the Karlin-McGregor multi variable Hahn polynomials (and the q-analog of Tratnik construction is given by Gaper and Rahman in [11] ); it is natural to ask if the construction in the present paper may be generalized to the Tratnik (or Gasper-Rahman) setting (the q-analog of [9] is in [8] ). Other multidimensional q-Hahn polynomials are in [20] .
3.2 S a − S m × S n−m intertwining functions Now we define a set of S a -invariant functions in M n−m,m .
• The function Φ(T (a), m, T r (k)) ∈ M n−m,m is defined by setting, iteratively,
• If β is a leaf (resp. γ is a leaf) then i = 0 and t = 1 (resp. j = 0 and t = h − 1) and we
In particular, if β and γ are both leaves we have
Proof. The proof is by iteration. We limit ourselves to examine the case in which both β and γ are branch points. Applying (11), with t = r − m, p = q = 0 and s = v − w, we get
where the second equality follows from the induction hypothesis and last from (2).
Corollary 3.6. In the notation of Theorem 2.6, we have:
Let L be the height of T . To the labeled tree T (a), we associate a chain of subgroups
Let L ′ and L ′′ be respectively the height of T ′ and T ′′ and suppose that
Then we define the chain of T (a) by setting
Let i, j, k be as in (16) . We define a chain of irreducible representations
) associated to the labelings T (a) and T r (k); the subspace W j is an irreducible representation of K j , j = 0, 1, 2, . . . , L. Suppose that
are the chains associated to T ′ and T ′′ . Then the chain associated to T is
Since the decomposition in (2.4) is multiplicity free, the chain of representations is uniquely determined by the tree and its labelings. In other words, the restriction Res Sn Sa S n−k,k does not decompose multiplicity free, but using the transitivity of restriction, we may write
Then Res
S n−k,k decomposes multiplicity free and we choose the unique subspace isomorphic to S a 1 −i,i ⊗ S n−a 1 −j,j , and we iterate this procedure. Since the leaves of T r (k) are labeled with zeros, this implies that W L is the trivial representation of S a 1 × · · · × S a h .
For instance, the chain of representations associated to Example 3.2 is
, while the chain associated to Example 3.3 is
Denote by
the subspace W L obtained by mean of the particular labeling T r (k) (while T (a) is constant). Then
is an orthogonal decomposition of the S (a 1 ) ⊗· · ·⊗S (a h ) -isotypic component of Res Sn Sa 1 ×···×Sa h S n−k,k (the sum is over all labelings of T with k as label of the root). Indeed, different choices of the parameters of the labeling T r (k) give rise to orthogonal subspaces (at the first stage of (21) in which they differ); and varying the parameters we obtain a every possible subspace in the intermediate decompositions.
Proof. The proof is again by iteration. Suppose that it is true for Φ(T ′ (a), m − w, T ′ r (k)) and Φ(T ′′ (a), w, T ′ r (k)). Then one can use Lemma 3.5 and Theorem 2.6 to deduce that Φ(T (a), m, T r (k)) belongs to the subspace S h−i,i ⊗ S n−h−j,j contained in the restriction of R m−k S n−k,k to S n−a t × S a t . The norm of Φ(T (a), m, T r (k)) will be computed in the next section.
The S a − S m × S n−m -intertwining functions as Hahn polynomials
Now we want to express the functions Φ(T (a), m, T r (k)) in terms of the Hahn polynomials E Tr(k) (T (a), m, T v (w)). Set A j = {a 1 + · · · + a j−1 + 1, . . . , a 1 + · · · + a j } and suppose that S a j is the stabilizer of A j , j = 1, 2, . . . , h. If x 1 , x 2 , . . . , x h are nonnegative integers satisfying
) the characteristic function of the set of all B ∈ Ω m such that |B ∩ A j | = x j , j = 1, 2, . . . , h; compare with the notation in Corollary 2.7. Since the functions σ x 1 (A 1 ) ⊗ σ x 2 (A 2 ) ⊗ · · · ⊗ σ x h (A h ) form a basis for the S a -invariant functions in M n−m,m , each Φ(T (a), m, T r (k)) must be a linear combination of these functions. The following Lemma is obvious. Lemma 3.9. We have
where the sum is over all possible value of the variables in T v (w) and the coefficients x 1 , . . . , x h must have the following values:
• if a j is the label of a leaf which is the left son of a vertex with y as space label and z as variable label, then x j = y − z;
• if a j is the label of a leaf which is the right son of a vertex with z as variable label, then
For instance, in Example 3.2 the invariant functions have the expression:
while in Example 3.3 they are
The polynomials E Tr(k) (T (a), m, T v (w)) satisfy a number of properties that may be deduced from their group theoretic interpretation or from the identities in section 2.1 (and those in [5] ). We give two examples.
Suppose that T is a tree, with the labelings used in the previous sections. Suppose that T v (v) is another variable labeling and T s (r) another space labeling of the same tree. We define a set of binomial coefficients by setting
if β and γ are internal;
if β is a leaf,
is replaced by
is replaced by v w . Then from Lemma 3.5 (alternatively, from (2)) one can easily deduce the multiplication formula:
Now suppose that T r (k) and T r (k) are two representation labelings for T . Clearly,
Moreover, the norm Φ(T (a), m, T r (k)) 2 M n−m,m may be easily computed by iteration using (12) and Corollary 3.6:
where the product is over all internal points ω of T and
if (a r , a r+1 , . . . , a t ) is the composition label of ω, q and x respectively its space and representation label, (a r , . . . , a s ) and (a s+1 , . . . , a t , ) the composition labels of his sons (left and right) and y, z their representation labels. Define a weight by setting, inductively,
if β is a leaf (resp. γ is a leaf). Then the orthogonality relations are:
On Frobenius reciprocity and Mackey's Lemma for a permutation representation
In this subsection, we establish some technical facts on permutation and induced representations. We begin with a closer look at Frobenius reciprocity. Let G be a finite group and K a subgroup of G. If V is any G−representation, we denote by V K the subspace of K−invariant vectors in V . If X = G/K and x 0 ∈ X is the point stabilized by K, then the space L(X) may be identified with the space of right K-invariant functions on G via the map
where f (g) = f (gx 0 ) for any g ∈ G.
Suppose now that (ρ, V ) is irreducible and unitary and that V K is non-trivial. For any
for any w ∈ V and g ∈ G. Clearly, T v w ∈ L(X) is well defined because v is K-invariant. Moreover, it is easy to see that T v ∈ Hom G (V, L(X)).
In particular, one can easily gets Frobenius reciprocity for permutation representations: the map
is an anti linear isomorphism between the vector spaces V K and Hom G (V, L(X)) (and therefore the multiplicity of V in L(X) is equal to the dimension of V K [3] ).
In the following Lemma, we compute the invariant vector associated to the restriction of the intertwining operator R m−k to S n−k,k ; see Theorem 2.2. We use Corollary 2.7: Φ(n, m, k, k) is the S n−m × S m -invariant vector in S n−k,k .
Lemma 3.10. In the anti linear isomorphism (25), we have:
Proof. Set Y = {1, 2, . . . , m}, Z = {m + 1, m + 2, . . . , n} and suppose that S n−m × S m is the stabilizer of Y . First of all, we prove that on the whole M n−k,k we have
for every g ∈ S n . Then it suffices to compute the projection of σ k (Y ) ⊗ σ 0 (Z) onto S n−k,k : since the dimension of the S n−m × S m -invariant vectors is equal to 1 (and is spanned by Φ(n, m, k, k)), such projection is given by
By combining the preceding Theorem with Lemma 3.5, we get the expression of Φ(T (a), m, T r (k)) as a matrix coefficient.
Now we examine the behavior of the map (24) with respect to transitivity of induction. Suppose that that H is another group with K ≤ H ≤ G. Set Y = G/H and Z = H/K, and let y 0 ∈ Y be the point stabilized by H in Y . Identify Z with the subset {hx 0 : h ∈ H} of X, so that x 0 is also the point stabilized by K in Z. For every y ∈ Y choose s y ∈ G such that s y y 0 = y. Then we have G = y∈Y s y H, that is {s y : y ∈ Y } is a transversal for H in G; in
Transitivity of induction for a permutation representation may be made more explicit by saying that
as follows immediately from (26) . Let (ρ, V ) be again a unitary, irreducible representation of G and W an H-invariant, irreducible subspace of V . That is, (σ, W ) is an irreducible representation in Res G H V and σ(h)w = ρ(h)w for all w ∈ W and h ∈ H. If w 0 ∈ W is K-invariant, then, by mean of (24), we can form two distinct intertwining operators: S w 0 : W → L(Z) (that commutes with H) and T w 0 : V → L(X) (that commutes with G). From the definition of induced representation [21] and (27) 
Lemma 3.12. The operator T w 0 intertwines V with the subspace Ind
Proof. Denote by P W : V → W the orthogonal projection onto W . Suppose that x ∈ X and x = s y hx 0 , with y ∈ Y and h ∈ H. By (24), for any v ∈ V we have
that is, T w 0 v ∈ s y S w 0 W , and by (28) this shows that
In the last part of this subsection, we show how to apply Mackey's lemma in our setting. Assume all the preceding notation and suppose that J is another subgroup of G. Suppose that T is a set of representatives for the J − H double cosets of G, that is G = t∈T JtH. Set Ω t = {gty 0 : g ∈ J}. Then Y = t∈T Ω t is the decompositions of Y into J orbits. Let J t be the stabilizer of ty 0 ∈ Ω t in J. Clearly, J t is also the group of all g ∈ J such that gtZ = tZ. Then Mackey's Lemma [21] in our context coincides with:
where Θ t = {gtz : z ∈ Z, g ∈ J}.
3.5 The
Let a = (a 1 , . . . , a h ) be again a fixed composition of n. We denote by Ω a the S n -homogeneous space of all (B 1 , B 2 , . . . , B h ) such that: B j is a j-subset of {1, 2, . . . , n} and B i ∩ B j = ∅ for i = j, (and therefore
n}).
Following the standard notation, we denote by M a the S n -permutation module L(Ω a ). If x = (x 1 , . . . , x h ) is another h-parts composition, we will write x ≤ a when x j ≤ a j , j = 1, 2, . . . , h. If x ≤ a, x l ≤ n and F is an l-subset of {1, 2, . . . , n}, we can construct an Ω x space using the subsets of F , and we denote it by Ω x (F ); the corresponding permutation module will be denoted by M x (F ). Set again Y = {1, 2, . . . , m} and Z = {m + 1, m + 2, . . . , n} and suppose that S n−m × S m is the stabilizer of Y ∈ Ω m . The decomposition of Ω a into S n−m × S m orbits is:
where
For x m, x ≤ a, we denote by σ x (Y ) the function in M x (Y ) which is constant and identically 1. Then the tensor product σ x (Y ) ⊗ σ a−x (Z) is the characteristic function of the orbit
If η ∈ M n−m,m , then (23) yields the function defined by setting η(g) = η(gY ); similarly, if θ ∈ M a , then θ(g) = θ(gA 1 , . . . , gA h ). If η ∈ M n−m,m is S a -invariant, then η is also left S a − (S n−m × S m )-invariant; then we can define η ♯ ∈ M a by requiring that η(g −1 ) = η ♯ (g). In other words, the change of variable g → g −1 establishes an isomorphism between the vector spaces of S a − (S n−m × S m )-invariant functions and (S n−m × S m ) − S a -invariant functions on S n , and on the homogeneous spaces this isomorphism becomes
η is the characteristic function of all g ∈ S n such that |gY ∩ A j | = x j , j = 1, 2, . . . , h, while θ is the characteristic function of all g ∈ S n such that |Y ∩ gA j | = x j , j = 1, 2, . . . , h, and therefore η(g −1 ) = θ(g). As an immediate consequence, we get:
where the sum over T v (w) is as in Lemma 3.9 (with the same conditions on x = (x 1 , . . . , x h )).
This Lemma gives immediately some of the basic properties of the Ψ functions.
Corollary 3.14. The set
Corollary 3.15.
We need a little more work to establish the properties of the Ψ functions corresponding to (19) and Theorem 3.7. If x = (x 1 , . . . , x h ) is an h-parts composition and 1 ≤ t ≤ h is fixed, as in section 3.1 we set x ′ = (x 1 , x 2 , . . . , x t ) and x ′′ = (x t+1 , x t+2 , . . . , x h ). In the present setting, (27) is:
now Y is replaced by Ω a t , X by Ω a and Z by Ω a ′ × Ω a ′′ . If we set
then Mackey's Lemma (29) in this setting is just
(33) Now we use Frobenius reciprocity to construct a sequence of irreducible representations from the sequence (20) . The reciprocal of (21) is
Then we can define a sequence
V j is the unique subspace in Ind
V j+1 isomorphic to W j (it exists and is unique because the multiplicity of W j+1 in Res
W j is one). Then V 0 is a subspace of M a isomorphic to S n−k,k , and we denote it by S n−k,k
Tr(k)
. Clearly,
is an orthogonal decomposition of the S n−k,k -isotypic component in M a , reciprocal to (22) . 
W L be the intertwining operator associated to the S a -invariant vector v (which belongs to each W j by Theorem 3.7); in particular, T 0 ≡ T v . Then a repeated application of Lemma 3.12 yields: if
Then from Corollary 3.11 and Lemma 3.13 we get immediately
In the last part of this section, we establish the inductive way to describe the Ψ functions (reciprocal to (19) ). For any F ∈ Ω a t , with |F ∩Y | = m−w, we can take
F their tensor product and we set:
In the notation of (33), we have Ξ(T (a), w, T r (k)) ∈ Θ w .
Proposition 3.18. For the Ψ function, we have the following iterative formula:
Proof. Keeping into account the decomposition (33), this formula is just a rearrangement of (31).
Regge's symmetries for the Hahn polynomials
In this section, we want to show how the tools developed in the setting of the multidimensional Hahn polynomials may be also used to sketch a group theoretic proof/interpretation of the Regge symmetries for the one variable Hahn polynomials.
Lemma 3.19. The Hahn polynomials satisfy the following symmetry relations:
Proof. Consider the Hahn polynomials (and the associated intertwining functions) in the Example 3.3. Suppose h = 1 and take 2n in place of n. Let (a 1 , a 2 , a 3 ) be a composition of 2n with a 1 , a 2 , a 3 ≤ n and set k 1 = w 0 = n. These conditions force k 2 = n − a 1 . That is, S (a 1 ) ⊗ S n,n−a 1 is the unique subrepresentation of Res
S n,n of the form S (a 1 ) ⊗ S a 2 +a 3 −j,j (Corollary 2.4). A consequence of this fact is that the dimension of the space of S a 1 × S a 2 × S a 3 -invariant vectors in S n,n is one (it is not zero because n ≥ a 1 , a 2 , a 3 ). Moreover, from the results in section 3.3, we know that this space of invariant vectors is spanned by the function
(we have also used the identity E a 1 (a 1 , a 1 , a 1 , w−n+a 1 ) = (−1) n−w a 1 !(n−w)!(w−n+a 1 )!; see (4)). Clearly, for every permutation π of {1, 2, 3}, Φ 1 (a π(1) , a π(2) , a π(3) ) is still an S a 1 × S a 2 × S a 3 -invariant vector in S n,n . Therefore there exists a complex number λ π such that Φ 1 (a 1 , a 2 , a 3 a π(3) ). Noting that
one can easily conclude that λ (23) = (−1) n−a 1 and λ (12) = (−1) n−a 3 a 1 !(n−a 1 )! a 2 !(n−a 2 )! . This yields (35) and (36).
To get (37), first note that if η = Φ(n, h, m, k) and η 1 = Φ(n, m, h, k) then from Corollary (3.11) we get
and therefore
On the other hand, if A, B are as in section 2.3 and Y, Z as in Lemma 3.10, then In the array, the sum of each row and the column has the same value L, and this fact determine a 13 , a 23 , a 31 , a 32 , a 33 . The array is invariant under transposition and under even permutations of the rows (or of the columns), while is multiplied by (−1) L under an odd permutation of the rows (or of the columns). Indeed, the invariance under transposition is equivalent to (37), exchanging the first row with the second row we obtain (35), and exchanging the second row with the third row we obtain (36).
Remark 3.20. In Lemma 3.19 we have used two different invariant vectors to get all the symmetry relations for the Hahn polynomials. We suppose that developing the techniques in [22] (namely the theory of S a 1 × S a 2 × S a 3 − S b 1 × S b 2 × S b 3 -invariant vectors on S n ) one might get a single vector whose invariance properties yield all the Regge symmetries. This approach might be connected with [10] .
4 Hahn polynomials and Clebsch-Gordan coefficients
Clebsch-Gordan coefficients
Now we recall some basic facts on the representation theory of SU (2) [2] and the theory of Clebsch-Gordan coefficients [16, 17] . For l ∈ for g = a b c d ∈ SU (2) and P ∈ V l ; the set {T l : l ∈ 1 2 Z} form a complete list of irreducible representations of S(U (2). In V l we introduce the basis ψ l j = 2l l−j x l−j y l+j , |j| ≤ l (where this means that j = −l, −l + 1, . . . , l) and we suppose that V l is endowed with a scalar product in which this basis is orthonormal. This basis behaves nicely with respect to the restriction of V l to the subgroup U (1) =
j spans an U (1)-invariant one dimensional subspace of V l (corresponding to the character a → a −2j ) and for different values of j we get different characters of U (1). The tensor product of two irreducible representations of SU (2) decomposes without multiplicity and according to the Clebsch-Gordan formula :
In the tensor product V l 1 ⊗ V l 2 we may introduce two orthonormal bases: the first is simply ψ
But we can also introduce a basis that behaves nicely with respect to the Clebsch-Gordan decomposition (41): in each subspace V l in the right hand side of (41) we can choose a vector corresponding to ψ l j , and we denote this vector by φ
. These vectors are uniquely determined by the requirement that they form an orthonormal basis plus the condition
Indeed, this additional condition determine a unique unitary operator that intertwines V l and V l 1 ⊗ V l 2 . The vectors of the second basis may be expressed in term of the vectors of the first basis:
The numbers C l 1 ,l 2 ,l j 1 ,j 2 ,j are called Clebsch-Gordan coefficients. Note that we have C l 1 ,l 2 ,l j 1 ,j 2 ,j = 0 if j 1 + j 2 = j.
4.2
The reciprocity between the Gelfand pair (S n , S n−m ×S m ) and the ClebschGordan decomposition
The representation theory of the classical groups GL(n, C), U (n) and SU (n) can be obtained from the representation theory of the symmetric group, using the so called Schur-Weyl reciprocity; see [25] . In this paper, we use James version of this reciprocity [12] , section 26, which is quite useful for our purposes. Set A = {1, 2, . . . , h} and B = {h + 1, h + 2, . . . , n}, as in section 2. In other words, the exponents of x 1 , y 1 , x 2 , y 2 are equal respectively to the cardinalities of the sets X C ∩ A, X C ∩ B, X ∩ A, X ∩ B. The following decomposition is obvious: 
and the restriction of X h to the space of S n−h × S h -invariant vectors in M n−m,m (that is (44)) is injective. Therefore we have proved the first identity when f is S n−h × S h -invariant. Now let P m be the orthogonal projection from M n−m,m onto the subspace of S n−h × S h -invariant functions. Clearly, if |X ∩ B| = w then P m δ X = that P m−1 d = dP m and X h P m = X h . Therefore, for any f ∈ M n−m,m we have X h df = X h P m−1 df = X h dP m f = (x 1 ∂ ∂x 2 + y 1 ∂ ∂y 2 )X h P m f = (x 1 ∂ ∂x 2 + y 1 ∂ ∂y 2 )X h f.
The proof for d * is the same.
The proof of the following Lemma is easy. This Proposition shows that the tree method for the S n−m × S m -intertwining functions in M a is equivalent to the tree method for the Wigner's coefficients (or 3nj-coefficients) for SU (2) . For the latter, we refer to [1, 13, 29] .
