Abstract: Photopolymers can be appealing materials for diffractive optical elements fabrication. In this paper, we present the recording of diffractive lenses in PVA/AA (Polyvinyl alcohol acrylamide) based photopolymers using a liquid crystal device as a master. In addition, we study the viability of using a diffusion model to simulate the lens formation in the material and to study the influence of the different parameters that govern the diffractive formation in photopolymers. Once we control the influence of each parameter, we can fit an optimum recording schedule to record each different diffractive optical element with the optimum focalization power.
Introduction
Photopolymers are one of the most versatile and cheapest optical recording materials due to their dynamical chemical composition and the possibility of introducing many new components. Therefore, they have been designed for many different optical applications from waveguides to holographic data storage discs [1] [2] [3] [4] [5] . Their initial chemical formulations, used mainly for recording holograms, were slightly modified in order to offer broad possible applications [6, 7] . One of them was the fabrication of diffractive optical elements, using two properties: the relief structures formed on the surface and the refractive index modulation distribution. In this sense, some chemical compositions have been analyzed and evaluated the possible effects of the index matching substances and covering architectures [8, 9] . One of the most studied photopolymers is the one based on polyvinyl alcohol acrylamide (PVA/AA) [8] [9] [10] [11] [12] . This photopolymer was proposed for different applications such as for wave guide [11] , aligning liquid crystal molecules, or sensors [12] . Furthermore, some compositions have shown their viability to record simple diffractive elements, like sinusoidal gratings, binary, blazed, diffractive lenses or fork ones [7, 13, 14] . In this work, we propose this type of materials to fabricate more complex diffractive elements: lenses.
For many diffractive optical elements, such as lenses or axicons, a phase depth of 2π is required; this value depends on the refractive index variation and the thickness. Therefore, before the first attempt to record these elements it is important to be sure that the material can achieve this limit. In this sense, we have developed different studies with some photopolymers families [9] to find out the minimum thickness required to obtain this phase depth value for each chemical composition.
Parallel to the development of new photopolymer materials, some investigations were performed involving theoretical models to simulate the recording process and the post evolution of photopolymers [7, [16] [17] [18] . Usually these models have been applied to simulate the diffraction gratings formation analyzing different shapes, spatial frequencies, the effects of the addition of a new chemical component and the attenuation of the grating in depth. Recently these models have shown their utility to analyze the formation of 2-D photonic structures [7] . In the present work we validate one of these models to predict the lens formation in PVA/AA photopolymers once the material parameters have been determined experimentally using the diffractive and interferometric techniques presented in [19] .
In particular, in this paper we focus our attention on the recording of diffractive optical elements using a coverplated photopolymer based material. Due to the use of glycerin as an index matching component, only the refractive index distribution will affect the transmitted light [18] . To support and to optimize our experiments we have used a diffusion model successfully applied for the simulation of very low spatial frequency gratings. The diffractive lenses are projected onto the material using a last generation spatial light modulator based on Liquid a Cristal on Silicon (LCoS) microdisplay working in the amplitude mode.
Theoretical diffusion model
We use a coverplated and index matched photopolymer to avoid the influence of the thickness variation on the transmitted light. In order to simulate the material behavior during polymerization we have designed our model to simulate cylindrical lenses as well as spherical ones.
The three dimensional behavior for the cylindrical lenses can be described by 2 spatial dimensions functions due to their symmetry; therefore, we can use the following general Eqs., taking into account that the light is propagating in the Z positive direction:
where D m is the monomer diffusion inside the material, F R is the polymerization rate and M and P are the volume fraction of the monomer and polymer respectively. The initial value of
was measured using diffractive techniques as in [9] .
In the spherical lenses case we have to add one dimension (the one related with the 'y' variable), then the differential equations can be written as follows:
The polymerization rate depends on the reaction kinetics and the recording intensity; this dependence can be described by the above equation:
I is the recording intensity, k R is the polymerization velocity, which depends on the kinetics of the photochemical reaction [9] , γ indicates the relationship between intensity and polymerization rate; α is the coefficient of light attenuation. The initial value of α [α (t = 0) = α 0 ] can be obtained if the transmittance and the physical thickness of the layer are known and its variation as a function of the light dose is related to the bleaching process of the material when the dye is consumed. The influence of these parameters of the material: k R , α and D 0 will be analyzed in the section 4.3 of this work, to simulate how would be recorded diffractive lenses using the proposed method in photopolymers with different properties.
The recording intensity distribution from the spatial light modulator in the amplitude regime is projected on the material and produces the corresponding phase element. In particular, in the case of the spherical lens with focal f, we need to generate a convergent spherical wave front, where the phase depends on the quadratic value of the distance between the point and the lens centrum, thus we want to obtain at the first attempt can be write as:
To obtain this phase distribution we assume a linear response of the recording material concerting an amplitude distribution generated by LCoS into a phase distribution. Therefore Eq. (6) has to be wrapped to 2π value and normalized to the maximum of the intensity, I 0 . In this sense for f = 1m when we imaged an amplitude distribution with a maximum intensity in the middle and there are a series of rings of zeros located at:
where m is a natural number, f is the focal length and λ is the light wavelength. Moreover, we know that the maximum phase shift achieved for photopolymers at these spatial frequencies range is slightly higher than 2π. Therefore, we have to wrap the phase as is depicted in Fig. 1 ; this desired intensity distribution is generated using a LCD. There are different methods to solve these differential equations. In this paper we use the finite-difference method (FDM) to solve a 3-dimensional problem using a rigorous method. Therefore, Eqs. (1) and (2) can be written as:
, ,
For the spherical lenses, the Eqs. (8) and (9) are the following:
In order to guarantee the numerical stability of the Eqs., the increment in the time domain, Δt, must satisfy the stability criterion:
In this case, we choose Δt = 0.1 (Δx 2 /D m ) Once we obtain the monomer and polymer concentrations, we can use the refractive index values to obtain the refractive index distribution during the recording process. The refractive index distribution can be measured using Lorenz-Lorenz Eq. as follows:
Where M0 is the average initial value for the volume fraction of monomer, np is the polymer refractive index, nm is the monomer refractive index, nb is the binder refractive index. The last two parameters can be measured using a refractometer and the value of np can be obtained using the zero spatial frequency technique [19] .
Experimental set-up
In order to analyze in real time the formation of the phase object in the recording material we use the experimental set-up in Fig. 2 . In This setup is both used to register and analyze the diffractive optical lenses. The recording process uses the wavelength 532 nm, and the lenses are calculate to be used with the 633 nm wavelength. The system is designed to measure the performance of the lenses in real-time while the recording process is taking place. We distinguish two arms: the recording arm, using the wavelength 532 nm provided by a solid-state Verdi laser (Nd-YVO4), and the analyzing arm, using the wavelength 633 nm, where the material presents no absorption, provided by a He-Ne laser. In the recording arm we place the LCD sandwiched between two polarizers (P), which are oriented with the appropriate angles (45° for the first one and −45° for the last one) to produce amplitudemostly modulation with a contrast of 20. Then, a 4F system is used to image the intensity transparency displayed on the reflective LCD onto the recording material. In previous works a transmissive LCD was used [19] . To generate the diffractive lenses, we use an LCoS-Pluto provided by Holoeye with a resolution of 1920x1080 (HDTV) pixels and a pixel size of 7.7x7.7 μm 2 , previously characterized [20] . The analyzing arm is designed so that the beam of light incident onto the recording material is collimated. D1, a diaphragm, is used to limit the aperture of the collimated beam. We need to introduce a non-polarizing beam-splitter to make that both beams of light, the recording and the analyzing, follow the same path. After the recording material, we have introduced a red filter so that the light incident onto the final CCD camera is only coming from the analyzing beam. The lens recorded on the photopolymer is responsible for the focusing of the 633 nm wavelength beam. We image the point spread function (PSF) generated by the diffractive lens onto the CCD camera. We can control the magnification of our experimental set-up using a 4-F system by the focal lengths of L3 and L4 [7] . We use a high dynamic range CCD, which is necessary to appreciate details in the PSF. This CCD camera model is pco.1600 from pco.imaging. A high dynamic 14 bits cooled CCD camera system with a resolution of 1600x1200 pixels and a pixel size of 7.4x7.4 μm 2 . The camera is also used on the plane of the recording material to evaluate the intensity pattern actually imaged from the LCoS plane. In Fig. 3(a) , we show the image obtained using the CCD camera when located in the recording plane. We see the characteristic ring structure with decreasing period as we move away from the center of the diffractive lens. In Fig. 3(b) , we show the intensity plot along the horizontal line passing through the center of the lens. This intensity pattern in Fig. 3 is the exposure pattern that will be recorded on the photopolymeric material. It is important to note the high improvement in these images in comparison with the ones presented in [20] , where the size of the pixels was larger, 44 µm, with the transmissive LCD. Therefore, intensity pattern was far from the ideal one, this differences are more accused in the boundaries of the lens where the distance between two consecutive peaks are smaller, as it can be seen in Fig. 1 where the ideal light distribution is depicted. This new spatial light modulation is composed by square pixel of 7.7 µm 2 that provides the opportunity of recording symmetric and asymmetric holographic patterns using a single beam [7] or alternative diffractive optical elements with more resolution. In this work we use a photopolymer composed by acrylamide (AA) as polymerizable monomer, N,N'-methylene-bis-acrylamide (BMA) as crosslinking monomer, triethanolamine (TEA) as coinitiator and plasticizer, yellowish eosin (YE) as dye, polyvinyl alcohol (PVA) as binder and a small proportion of water as additional plasticizer. Different types of PVA can be used as a binder. In this work we have used a PVA 18-88 with Mw = 180000 amu. The particular concentration used in this work is presented in Table 1 . To index match the photopolymer we used a glycerin with refractive index, n = 1.478. This value fits perfectly with our pre-exposed photopolymer with a refractive index of 1.477, measured with a refractometer and published in previous works [24] .
For the preparation of the layer 30 ml of solution with water as the solvent is deposited using the force of gravity on a glass substrate (25 cm x 20 cm) and left in the dark (RH = 40-45%, T = 20-23 °C). When part of the water has evaporated (after about 36 hours), the layer has enough mechanical resistance and can be cut without deforming. The final "solid" film has a physical thickness around 90 ± 5 µm. This final thickness can be modified changing the quantity of the syrup deposited on the glass. 
Recording diffractive lens onto photopolymer simulation
Our goal is to produce and simulate diffractive lenses, cylindrical and spherical, on the photopolymer with different focal lengths. To achieve this goal, we calculate the corresponding amplitude pattern to be displayed onto the LCD. There are two possibilities to store the optimum phase profile in our material. The first possibility, the diffractive lens can be directly projected onto recording material. To be more accurate, the second possibility, we can use the calibration obtained from the zero spatial frequency measurements [20], thus we can obtain the proper look-up table for the gray levels to be addressed onto the LCD. Here, what we display is an intensity transparency mask with the corresponding ring spacings for a diffractive lens of the desired focal length [20] . In this work, we have used the first method attending to the good focalizations obtained for the fabricated lenses, in this sense the linearity exhibited by this photopolymer at zero spatial frequency limit for the range of intensities between 0.05 mW/cm 2 and 2 mW/cm 2 and between 5 and 200 s of exposure [23] indicates that the first possibility can be applied for PVA/AA photopolymers.
In order to simulate the recording of the lenses in the photopolymer, the values of the main parameters are obtained from interferometric and diffractive techniques [23] . In this work these parameters are: k R = 0.007 cm 2 /(s × mW), α = 0.02µm We have used the diffusion model to simulate the refractive index distribution generated by the incident beam modulated by the LCD. Once we have calculated the refractive index evolution in the illuminated zone, then we can obtain the instantaneous phase profile, φ(x,y,t), which is introduced on the incident collimated beam. Since we consider the generated phase lens as a thin element the output electric field after the photopolymer is φ(x,y). Then, we apply the Fresnel propagation [24] to calculate the intensity distribution with time at a distance of 1 meter. Therefore, we can numerically observe how during recording the light begins to focalize at this plane. These simulations are presented in Visualization 1, that is a simulation of the refractive index modulation distribution in the fabrication of the spherical lenses as function of time for the monomer diffusion of D 0 = 3* 10-10 cm 2 /s and Visualization 2, the simulated transverse cut of the focal plane. It is important to remark that due to the characteristics of the simulated photopolymer [9] , we have designed chemically our material to obtain phase depth saturation slightly higher than 2π for a physical thickness of 95 ± 5 µm. When the recording time exceeds the optimum value of recording time, 120 s, the depth of the refractive index distribution generated exceeds the value of 2π and appears a degradation of the focalization: it overcomes the value of 2π. We have also simulated cylindrical and spherical lenses with same values and we have not observed any significant difference. In order to obtain deeper insight into the quality of the simulated diffractive lenses, we have presented the transverse intensity distribution at focal plane in Fig. 4(a) . In this Fig.  4(a) , it can be seen as the model predicts a good focalization power of the lenses using our polymer parameters. In particular, in Fig. 4(b) we can see also the similarity of the desired refractive index distribution along the horizontal axis due to the high linearity of the material with this recording intensity and the low values of the monomer diffusion for the spatial frequencies range for this application. In Fig. 4(c) we show the intensity in the middle of the optical axis as a function of the distance, as it can be seen the focal length of this lens is 1 m as we expect. 
Experimental diffusion model validation
Now it is time to check the simulations provided by the diffusion model with the experimental behavior proposed for the PVA/AA photopolymer. In Visualization 3 and Visualization 4, we present the temporal evolution during recording along the vertical transverse cut at the focal plane during the fabrication of a diffractive lens with 0.5m of focal length, spherical and cylindrical respectively. As it can be seen, the intensity begins to concentrate in the focal point and, after 120 s, it seems more or less similar, that means, in both cases the optimum recording time is the same as it can be expected. To quantify the energy, we present in Fig. 5 the normalized intensity in the focal point for the recording of a spherical lens with a 0.5 m focal length, as a function of time. Here it is demonstrated the good agreement between the diffusion model and the experiments, together with the high focalization power of the diffractive lenses. That opens an interesting way to produce cheap and manageable diffractive lenses using PVA/AA photopolymer. We have measured the focus length, obtaining a value of 500 ± 1 mm as we expected. Also, the model predicts the optimum recording time for these lenses and the decrease of the focal point intensity when the exposure time is longer than the optimum and the phase modulation overcomes the value of 2π. Now let us quantify the importance of different parameters in the fabrication of the diffractive lenses. In Fig. 6 we show the simulated behavior of the photopolymer for different focal lengths, 0.5, 1 and 2 m respectively for a 95 µm of layer thickness. In all the cases after the optimum recording time when the maximum focal power is achieved, the intensity in the focal point starts to decrease due to the overmodulation of the refractive index. It is also important to notice that the simulated behavior exhibited by the photopolymer in the recording of spherical and cylindrical lenses with different focal lengths is similar. In Fig. 6(a) we show the simulations obtained using the model for the different focal distances and for a 95 µm of layer thickness. In addition, as it is shown in Fig. 6(b) experimentally the spherical lenses of 0.5 and 1 m also present similar behavior for both focal length, in this case the layer thickness was 85 µm. This can be explained by the relatively low influence of monomer diffusion for this long spatial periods provided by the spatial light modulator, and the polymerization has stronger influence than diffusion on the phase image formation. Comparing Fig. 6(a) to Fig. 6(b) we show as the model can predict the behavior for different thicknesses and the optimum focalization power is achieved with longer exposition for thinner materials. 
Influence of the material parameters on the diffractive lens
Now we will study the influence of D 0 , α and γ parameters on the refractive index distribution stored. We study the variation of one of these parameters and keep the rest constant. It is important to notice that in previous works [22] we have studied the influence of the non-local polymerization introduced by Sheridan et al. [14] . In the non-local-polymerization model, the square root of σ is related to the polymer chain length, and we demonstrated in [21] that for the very low spatial frequencies the size of the polymer length does not affect the refractive index distribution. Therefore it can be assumed that the polymerization process is local, thus σ = 0.
To check the influence of the D 0 parameter, we have simulated different lenses with a range of values of diffusion and verify how the diffusion influences in the focal plane. In particular, we obtain optimum recording time to achieve the maximum intensity at the focal point. We study the influence of the monomer diffusion in the formation of the diffractive optical lens and the results are plotted in Fig. 7 . We have simulated the intensity in the focal point for the values of D 0 of 3·10 −8 cm 2 /s, 3·10 −9 cm 2 /s, 3· 10 −10 cm 2 /s and 3·10 −11 cm 2 /s. We do not observe important differences for the two smallest values of monomer diffusion. In opposition, we appreciate clearly a significant variation for the two highest value of monomer diffusion. That means that the increase of the monomer diffusion have influence for these spatial frequencies when it takes a value higher than 3·10 −10 cm 2 /s. Below this value, its influence is relatively low in the diffractive lens formation. It is important to remark the low intensity values achieved at the focal point when the diffusion is high: this is due to the smoothing of the sharp phase profile, in particular in the transitions between maximum and zero values, and shown in Fig. 1 . Fig. 7 . Intensity of the focal spot as a function of recording time for different internal monomer diffusivities.
Let us now study the influence of the relationship between intensity and polymerization rate parameter (γ) with the diffusion model. This parameter, γ, represents the non-linearity of the polymerization with the incident light into the material, in principle close to 0.5 for less viscous polymerizable systems and close to 1 for more viscous ones, like PVA/AA materials. We have simulated a cylindrical and a spherical lens with the parameters used along this paper, D 0 of 10 −10 cm 2 /s and 200 s of continuous exposition. As we have said above, γ is directly related to the linearity in the material response and, in this case, any change in this parameter affects to the refractive index distribution stored in the photopolymer. In opposition to what we expect, a variation in this parameter only affects slightly to the focalization power of the lenses recorded, that is good news for more liquid polymeric systems that can be used also to record diffractive lenses. , 40 nm -1, and 60 nm −1 . The results are presented in Fig. 9 . As we expect the variation of this parameter just influences the velocity of focalization, due the variation of the effective optical thickness of the layer. To finish this section we have analyzed the variation also in np and K R , and both only have influence in the time required to achieve the best focal point like the behavior shown in Fig. 9 , but not on the focalization power of the lens. For example, the optimum recording time decreases when these polymerization constant, K R , is increased as can be deduced from the model Eqs. easily.
Conclusions
Along this work, we have analyzed the influence of the material properties, diffusion rates, absorption, and linearity on the lenses recording during the recording of cylindrical and spherical lenses in photopolymers. We have validated the model to reproduce and predict the experimental behavior of the photopolymer in the lenses fabrication. We have detected the decay in the focalization power in the recorded lenses when the diffusion rate is high. In this sense, we have shown that recording diffusion rates lower than 10-10 cm2/s are required. Next, we have demonstrated that attenuations higher than 0.02 µm-1 for layers 100 µm thick can improve the recording of the lenses due to the increase of the effective optical thickness. Furthermore, we have demonstrated the importance of the relation between intensity and polymerization, showing as the more liquid photopolymeric system can be used also to record diffractive lenses. To summarize we presented a practical and elastic method to fabricate and simulate diffractive lenses in photopolymers. Taking into account the results presented, for the optimal fabrication of a particular lens we should choose a particular photopolymer with the desired parameters and then design the better intensity distribution to record it.
