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A frequency based data-driven control design considering mixed H2/H∞ control objectives is developed for multiple input-single
output systems. The main advantage of the data-driven control over the model-based control is its ability to use the frequency response
measurements of the controlled plant directly without the need to identify a model for the plant. In the proposed methodology,
multiple sets of measurements can be considered in the design process to accommodate variations in the system dynamics. The
controller is obtained by translating the mixed H2/H∞ control objectives into a convex optimization problem. The H∞ norm is
used to shape closed loop transfer functions and guarantee closed loop stability, while the H2 norm is used to constrain and/or
minimize the variance of signals in the time domain.
The proposed data-driven design methodology is used to design a track following controller for a dual-stage HDD. The sensitivity
decoupling structure[16] is considered as the controller structure. The compensators inside this controller structure are designed
and compared by decoupling the system into two single input-single-output systems as well as solving for a single input-double
output controller.
Index Terms—Data-driven control design, Mixed H2/H∞ norms, Multiple input-single output systems, Hard disk drives, Track-
following controller, Sensitivity decoupling.
I. INTRODUCTION
RAPID development of Internet and computer technolo-gies continue to demand ever increasing digital data
storage. Hard disk and solid state drives are the dominant
players in the digital storage game. Hard Disk Drives (HDDs)
are primarily used in data centers, while Solid State Drives
(SSDs) are mainly used in personal computers and portable
devices [21]. It is predicted that the amount of data stored
in data centers will increase by a factor of six from 2015
to 2020 [30]. As a consequence, data centers need to be
equipped with high storage density devices, with continuous
improvement of their reliability and performance.
The feedback controllers in HDDs are designed primarily
for stabilizing the actuators as well as achieving the desired
performance specifications required for reliable and precise
positioning of the read/write head mounted on the edge of the
servo assembly [14], [32]. The most common configuration
for the servo assembly is to use the dual-stage actuation,
which uses two actuators to control the head position [4].
The controllers for the dual-stage actuation can be designed
using either the model of actuators or their frequency response
measurement data sets. The former is called the model-based
control design [1], [14], while the later one is called the data-
driven control design [12], [19], [20].
The robust control theory has been developed to consider
dynamics uncertainties in the design process [15], [34]. In
the model-based robust control, the nominal model as well
as uncertainties are modeled based on the available mea-
surements [24], [29]. However, this methodology has two
major drawbacks. The first drawback is that the accurate
modeling requires high order dynamics for both the nominal
model and the uncertainties, which will lead to a high order
controller [34]. The second drawback is that the modeled
uncertainties may not be representing the actual variations in
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the system dynamics [13]. In the data-driven control design,
the measurements represent the real dynamics of the sys-
tem. Therefore, if the number of measurements are adequate
enough to represent uncertainties and modes of the system,
the stability and performance level achieved in the design
step are guaranteed to be achieved when implementing the
controller on the real system [9]. Moreover, the data-driven
control methodologies can be useful in designing a common
controller for a set of plants produced in a production line [17].
The dynamics variations among all these plants are represented
by their frequency response measurements.
In order to design the controller using the data-driven con-
trol methodology in the frequency domain, the state of the art
is to convert the problem into an optimization problem where
H2 and/or H∞ norms of the closed loop transfer functions can
be considered as the objective and/or constraints. The data-
driven H∞ control problem for Single Input-Single Output
(SISO) systems was addressed in [20], where a necessary
and sufficient convex condition for the H∞ norm constraint
was obtained. This H∞ control methodology is extended
to systems with Multiple Input-Single Output (MISO) in
section IV. A sufficient convex condition for the H∞ norm of
Multi Input-Multi Output (MIMO) systems was also developed
in [19]. The data-driven H2 control problem for SISO systems
with pre-specified control structures such as Finite Impulse
Response (FIR) filters was given in [9]. The data-driven H2
control for MIMO systems with general control structures was
developed in [19], where a sufficient convex condition for the
upper-bound of the H2 norm of closed loop transfer functions
was derived.
The H∞ and H2 norm criteria for the closed loop transfer
functions can be considered as a mixed H2/H∞ control
problem [19], [22]. This problem is addressed in section IV for
MISO systems. The proposed algorithm combines the neces-
sary and sufficient convex conditions for the H∞ norm and the
sufficient convex conditions for the H2 norm [19]. The mixed
H2/H∞ developed in [19] used a sufficient convex condition
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2for the H∞ norm, whereas a necessary and sufficient convex
condition for the H∞ norm is considered here. Moreover, the
mixed H2/H∞ in [19] designs the controller based on one set
of frequency response measurement of the system. However,
one set of measurement cannot represent the uncertainties in
the plant dynamics, and multiple measurements are required
to capture these uncertainties [27]. Therefore, multiple mea-
surements are considered in the proposed algorithm.
The proposed data-driven mixed H2/H∞ methodology is
applied to a dual-stage HDD in section V. The dual-stage
HDD utilizes two actuators for the precision positioning of
the read/write head [2], [3], [11]. These actuators have several
resonance modes [7], [18]. Including each of these resonance
modes in the actuator model directly increases the controller
order [34]. However by using the data-driven control method-
ology, all these modes are already included in the system
frequency response measurements and are considered in the
controller design step without any direct effect on the con-
troller order [9]. In the proposed methodology, the controller
order is fixed and is a function of the control objectives rather
than a direct function of the model complexity.
The dual-stage HDD accepts two control inputs, while
having only one measurement output. Therefore, the controller
for this system will be a single input-double output controller.
The conventional design methodology in the HDD industry
is to decouple the system into two SISO systems using a
well-known methodology called the sensitivity decoupling
approach [1], [23], [16]. Therefore, the individual controllers
can be obtained in two sequential steps by considering the
mixed H2/H∞ design process for SISO systems. Section V
proposes to use the mixed H2/H∞ methodology developed for
MISO systems, where the complete SIMO control block will
be obtained in one step. The controller synthesized using the
MISO design strategy will be compared with the controller
synthesized using the sequential SISO design strategy. The
main advantage of the MISO design is its ability to design
both controllers in one step, rather than having one controller
fixed in the design of the other controller.
II. PRELIMINARIES
In this section, the notations and preliminary concepts used
for the data driven controller design are presented, first. Then,
the stable factorizations of the plant and controller will be
reviewed. Subsequently, the closed loop feedback structure and
the resulting closed loop transfer functions are introduced.
A. Notations and Preliminaries
The notations used throughout this paper is introduced in
this section. The set of real and complex matrices with m rows
and n columns are denoted as Rm×n and Cm×n, respectively.
The set of real and complex scalars use the same notation
without the superscript. Considering a complex scalar a ∈ C,
the real and imaginary parts of the scalar a are denoted as
Re(a) and Im(a). The magnitude of this scalar is also denoted
as |a|. The dimensions of a complex matrix are shown as a
subscript, where Mm×n ∈ Cm×n represents a complex matrix
with m rows and n columns. In and 0n respectively denote
the identity and zero matrices of size n. The dimension of a
matrix, shown as a subscript, may be eliminated to simplify
the notation. The trace of a matrix M is denoted as Tr(M)
and its minimum and maximum singular values are denoted
as σ(M) and σ¯(M), respectively. M∗ represents the complex
conjugate transpose of M . The matrix inequalities are shown
with  and ≺.
The notations Gm×n(z) and Gm×n(ejω) represent the
transfer function Gm×n in the z-domain and the frequency
domain, respectively. Moreover, the subscript m×n indicates
that the transfer function has n inputs and m outputs. The
notations for the transfer function dimensions, z-domain and
frequency domain may be eliminated to simplify the notations.
Rm×np denotes the class of all rational causal transfer functions
with m outputs and n inputs. Rm×np,q denotes the same class
of transfer functions as Rm×np with order q. RH
m×n
∞ denotes
the class of all asymptotically stable rational proper transfer
functions with m outputs and n inputs.
The transfer function norms are defined considering a
transfer function Hm×n(ejω) with m outputs and n inputs
in the frequency domain, where ω ∈ Ω and Ω = (−pi, pi].
Here, the infinity norm and two norm for the transfer function
Hm×n are defined.
• Infinity norm also known as H∞ norm: The supremum
of the largest singular value of the transfer function
Hm×n(ejω) across the entire frequency region.
‖Hm×n‖∞ ∆= sup
ω∈Ω
σ¯(Hm×n(ejω)) (1)
where σ¯(.) denotes the largest singular value of the matrix
Hm×n(ejω). According to Eq. (1), the H∞ norm of a
system will be helpful in the control design process to
constrain the maximum singular value of the system.
• Two norm also known as H2 norm: The H2 norm is a
representative for the system energy and is defined as
‖Hm×n‖22 ∆=
1
2pi
∫
Ω
Tr[H∗m×n(e
jω)Hm×n(ejω)] dω
(2)
According to the Parseval’s relation [34], the H2 norm
of a transfer function is equal to the square root of
the variance of the transfer function output in the time
domain, if the input to the transfer function is zero
mean white noise with a unit variance. Therefore, the
H2 norm is a useful criteria for constraining the variance
of stochastic signals in the time domain.
B. Plant and Controller Factorizations
The well-known stable factorization results [31] are used
to factorize the plant and controller. Consider the feedback
system in Fig. 1, and assume that a negative feedback con-
troller Kn×1 ∈ Rn×1p is designed, which stabilizes the plant
G1×n ∈ R1×np . The plant and controller can respectively be
represented by the factorizations
G1×n(ω) = M˜−11×1(ω)N˜1×n(ω), (3)
Kn×1(z) = Xn×1(z)Y −11×1(z), (4)
3Fig. 1: Control block diagram. G1×n(ω) represents the fre-
quency response data of the plant. The disturbances to the
system are colored by the stable weighting functions R(ω) ∈
RH∞, N(ω) ∈ RH∞ and W (ω) ∈ RHn×n∞ .
where M˜1×1 ∈ RH1×1∞ , N˜1×n ∈ RH1×n∞ , Xn×1 ∈ RHn×1∞
and Y1×1 ∈ RH1×1∞ . It is worth mentioning that the stable
factorizations can be obtained in both the frequency and z
domains. Here, the plant G1×n(ω) in Eq. (3) is factorized in
the frequency domain, while the controller Kn×1(z) in Eq.
(4) is factorized in the z domain. The stable factorizations in
the z domain can be easily converted to the frequency domain
using z = ejω.
Deriving the stable factorizations for the plant G1×n(ω) in
Eq. (3) can be challenging, since inspecting the stability of
frequency response data is not straightforward. Here, three
different scenarios for obtaining stable factorizations for the
plant G1×n(ω) in the frequency domain are considered.
• Stable G1×n(ω): The most straightforward stable factor-
izations for a stable plant G1×n(ω) is
N˜1×n(ω) = G1×n(ω), (5)
M˜1×n(ω) = 1. (6)
• Unstable G1×n(ω): A stabilizing controller K0n×1(z)
will be used to obtain the stable factorizations.
N˜1×n(ω) =
G1×n(ω)
1 +G1×n(ω)K0n×1(ejω)
, (7)
M˜1×1(ω) =
1
1 +G1×n(ω)K0n×1(ejω)
. (8)
The factorizations given in Eqs (7) and (8) are stable,
since both of these factorizations represent closed loop
transfer functions of stable loops. It should be noted
that N˜1×n(ω) and M˜1×1(ω) in Eqs. (7) and (8) are
themselves frequency response data, which are generated
by computing the right side of the equation point-wise at
the frequency point ω ∈ Ω. Also, K0n×1(ejω) ∈ Cn×1 is
the data generated by computing the frequency response
of the compensator K0n×1(z)
∣∣
z=ejω
at the frequency point
ω ∈ Ω, where Ω = (−pi, pi].
• Known marginally stable poles times a stable G01×n(ω):
In the case of known marginally stable poles, these poles
can be considered as zeros in the factorization M˜1×1(ω).
As an example, the stable factorizations of the following
plant
G1×n(ω) = (
ejω
ejω − 1)
2G01×n(ω) (9)
can be derived as
N˜1×n(ω) = G01×n(ω), (10)
M˜1×1(ω) = (
ejω − 1
ejω
)2, (11)
where N˜1×n(ω) and M˜1×1(ω) will be stable factoriza-
tions of the plant G1×n(ω).
The controller K(z) is implemented in the z domain.
Subsequently, the factorizations of this controller given in Eq.
(4) are obtained in the z domain as well. These factorizations
are stable if and only if all their poles are chosen to be inside
the unit circle. Considering the following structure for the
SIMO controller with m outputs in Fig. 1
Kn×1(z) =
1
ynzn + ..+ y1z + y0
·
 x1,nzn + ..+ x1,1z + x1,0..
xm,nz
n + ..+ xm,1z + xm,0
 , (12)
a simple set of stable factorizations will be the finite impulse
response, FIR, filter with all the poles located at the origin.
Xn×1(z) =
1
zn
 x1,nzn + ..+ x1,1z + x1,0..
xm,nz
n + ..+ xm,1z + xm,0
 , (13)
Y1×1(z) =
ynz
n + ..+ y1z + y0
zn
(14)
where X(z) and Y (z) represent stable factorizations of the
controller in Eq. (4). The stable factorizations can be written
as the product of the controller coefficients and filter terms
Xn×1(z) = ρxFx(z), (15)
Y1×1(z) = ρyFy(z), (16)
where ρx and ρy represent the controller coefficients
ρx =
 x1,n, .., x1,1, x1,0..
xm,n, .., xm,1, xm,0
 , (17)
ρy =
[
yn, .., y1, y0
]
, (18)
and the filter terms Fx(z) and Fy(z) are written as follows
Fx(z) =
1
zn
[
zn .. z1 z0
]T
, (19)
Fy(z) =
1
zn
[
zn .. z1 z0
]T
. (20)
Here for simplicity, the poles of stable factorizations are
chosen to be at the origin. However, these poles can be chosen
to be anywhere inside the unit circle. Any change in the
location of these poles will directly affect the denominator
of filter terms given in Eqs. (19) and (20).
A fixed structure can be considered inside the controller,
while deriving the stable factorizations for the controller.
Assuming that the first element of the controller should include
an integrator of the form zz−1 . The stable factorizations of the
4controller given in Eqs. (13) and (14) are modified to include
this integrator in the structure.
Xn×1(z) =
1
(z − α)zn−1
.

z (x1,n−1zn−1 + ..+ x1,1z + x1,0)
(z − 1) (x2,n−1zn−1 + ..+ x2,1z + x2,0)
..
(z − 1) (xm,n−1zn−1 + ..+ xm,1z + xm,0)
 , (21)
Y1×1(z) =
z − 1
z − α
yn−1zn−1 + ..+ y1z + y0
zn−1
, (22)
where |α| < 1 is a pole inside the unit circle. The stable
factorizations in Eqs. (21) and (22) can also be written in
terms of controller coefficients using Eqs. (15) and (16).
C. Feedback structure
The feedback structure given in Fig. 1 is used to design
the controller K(z). In this block diagram, r represents
the reference trajectory which is desired to be followed. In
addition, signals n, w represent measurement and control input
noises, respectively. Signals r¯, n¯, w¯ are white noises with unit
variances, and the filter blocks R ∈ RH∞, N ∈ RH∞,
W ∈ RHn×n∞ are used to color these white noises.
In Fig. 1, the lower-case letters are used to represent signals,
where the upper-case letters are used to represent open loop
transfer functions. The closed loop transfer functions are
also denoted using upper-case letters, where their subscripts
represent the input to output causality. For example, Er→e
denotes the closed loop transfer function from input r to
output e. Since the plant G(ω) in Fig. 1 is represented in
the frequency domain, all the closed loop transfer functions
are derived in the frequency domain. To make the notations
simple, the frequency domain arguments (ejω) and (ω) will
be eliminated from transfer function notations.
Eqs. (3) and (4) can be used to derive the closed loop
transfer functions from external signals in Fig. 1 to tracking
error e, control input u and the measurement output y in terms
of the stable factorizations of the plant and controllerEr→e En→e Ew→eUr→u Un→u Uw→u
Yr→y Yn→y Yw→y
 =
1
XN˜ + Y M˜
M˜Y −XN˜ −N˜YM˜X M˜X −N˜X
N˜X N˜X N˜Y
 . (23)
It is worth mentioning that using the stable factorizations
given in Eqs. (3) and (4) will create the common scalar
denominator, XN˜ + Y M˜ , for all the closed loop transfer
functions. Moreover, both the numerators and the denominator
are all linear functions of both plant and controller stable fac-
torizations, where these factorizations are also linear functions
of controller coefficients in Eqs. (15) and (16).
III. CONTROL OBJECTIVES
The very first step to design the controller Kn×1(z) in
Fig. 1 is to define the desired control objectives. The H∞
and H2 norms of the closed loop transfer functions will be
used to define the control objectives, since these norms are
representing both the average performance of the closed loop
systems across the frequency region as well as the worst
performance at a single frequency.
Assume that there are l frequency response measurements
available for the plant G in Fig. 1. Each of these measurements
is denoted by Gi, where i represents the i’s measurement. As
a result for each specific closed loop path in Fig. 1, there are l
closed-loop transfer functions corresponding to each individual
plant measurement. These closed loop transfer functions are
denoted as Hi.
The H∞ norm of a system was defined in Eq. (1). This norm
is helpful for constraining the maximum singular value of the
system across the entire frequency region, and can be used
to shape the closed-loop transfer functions. The H∞ control
objective for multiple plant measurements is defined based
on the worst case scenario. Consider the bounded weighting
function WH ∈ Co×p in the frequency domain, the H∞ norm
can be constrained as
∀i ∈ 1, ., l : ‖WHHi‖∞ < γ. (24)
This inequality constrains the H∞ norm of the closed loop
transfer function for each individual measurements. The H∞
norm can also be considered as an objective
min
ω∈Ω, K∈Rn×1p,g
max
i
‖WHHi‖∞ , (25)
where the goal is to find the controller K(z) of order g, which
minimizes the largest H∞ norm among all the measurements.
The H2 control objective for multiple plant measurements
can be defined as the average of or the worst H2 norm square
of all the plant measurements[8]. Here, the average H2 norm
is considered in the case of multiple plant measurements. This
H2 norm can be constrained by a scalar η
1
l
l∑
i=1
‖Hi‖22 ≤ η (26)
or be minimized
min
K∈Rn×1p,g
l∑
i=1
1
l
‖Hi‖22 (27)
where the goal is to find the controller K(z) of order g.
IV. CONTROL ALGORITHMS
The algorithm used to design the controller K(z) in Fig. 1
will be discussed in this section. This algorithm does not rely
on the use of a plant model. Instead, the algorithm synthesizes
the controller by directly utilizing the available frequency
response data from the plants.
In this section, the individual convex conditions of H∞
norm control objectives given in Eqs. (24)-(25) as well as
H2 norm control objectives given in Eqs. (26)-(27) are first
described. Subsequently, the mixed H2/H∞ control problem
5is formulated by combining the convex conditions for both the
H∞ and H2 norm control objectives.
A. Data-driven H∞ control design
The data-driven H∞ control design method is developed to
design a stabilizing controller by minimizing or constraining
the H∞ norm of selected sets of closed loop transfer functions.
In [20], Karimi et al. proposed a data-driven H∞ control
design methodology for SISO systems. In this section, this
algorithm is extended to MISO systems. The developed control
algorithm obtains a necessary and sufficient convex condition
for the H∞ norm, which also guarantees the closed loop
stability. Since the H∞ norm control problem is translated to
a convex condition, the controller can be obtained by solving
a convex optimization problem.
The SIMO control block diagram for a MISO system is
shown in Fig. 1, where the goal is to obtain the controller
K(z) satisfying the control objectives in section III. Eq. (23)
represents the closed loop transfer functions in terms of stable
factorizations of the plant and controller given in Eqs. (3) and
(4). As one can notice, all the closed loop transfer functions
have a scalar denominator. However, the numerators can be
scalar, vector or matrix transfer functions.
As an example, the convex condition for the H∞ norm of
the closed loop transfer function from control input distur-
bance w to control input u will be presented. The procedure
for obtaining the convex condition of all other closed loop
transfer functions in Eq. (23) is similar.
Uw→u,i =
−N˜iX
XN˜i + Y M˜i
(28)
where Uw→u,i ∈ Rn×np , since control input disturbance w ∈
Rn and control input signal u ∈ Rn. The weighted H∞ norm
for this transfer function can be defined as follows.
H∞ = max
i
‖WUw→uUw→u, i‖∞ , (29)
where the weighting function, WUw→u ∈ Cn×n, can be
any numerically shaped bounded function of frequency. As
mentioned in section III, this weighting function will shape the
largest maximum singular values of the closed loop transfer
functions Uw→u,i across the entire frequency region [8].
The following theorem proposes a methodology to convert
the data-driven H∞ control problem into a convex optimiza-
tion problem for the given H∞ norm defined in Eq. (29).
The theorem was first developed for SISO systems in [20].
Theorem IV.1 extends the results to MISO systems.
Theorem IV.1. Assume that the frequency response data for
the i’s measurement of the plant G1×n,i(ω) with n inputs
and one output is given over the frequency region Ω, and is
factorized according to Eq. (3). Given a positive scalar γ, the
following two statements are equivalent.
• I) Controller Kn×1(z) stabilizes the plant G1×n,i(ω) and
∀i ∈ 1, .., l : ∥∥WUw→uU(w→u)i∥∥∞ < γ (30)
• II) There exists controller stable factorizations
X(z)
∣∣
z=ejω
, Y (z)
∣∣
z=ejω
according to Eq. (4), such that
the following convex inequality holds,
∀i ∈ 1, .., l, ∀ω ∈ Ω :
γ−1σ¯( WUw→u(ω)X(e
jω)N˜i(ω) ) <
Re( N˜i(ω)X(e
jω) + M˜i(ω)Y (e
jω) ) (31)
where σ¯(M) and Re(r) functions represent the maximum
singular value of the matrix M and the real part of the
complex number r, respectively.
Proof: See appendix A.
This theorem defines a necessary and sufficient convex con-
dition for the H∞ norm criterion given in Eq. (30). This H∞
criterion can be used to either constraint or minimize the H∞
norm in Eq. (29). It is worth mentioning that the frequency
set Ω represents the entire frequency region. However, it is not
practical to consider the condition in Eq. (31) for the entire
frequency region. Therefore, a linear frequency grid is utilized
to estimate the set Ω. This frequency grid will be considered
throughout this paper for the H∞, H2 and mixed H2/H∞
control design problems.
If it is desired to constraint the H∞ norm given in Eq. (29),
the goal is to find a controller such that Eq. (31) holds for a
given value of γ. Using the stable factorizations’ coefficients
ρx and ρy mentioned in Eqs. (15) and (16) to factorize the
controller Kn×1(z), Eq. (31) becomes a convex function of
the coefficients ρx and ρy .
However, if the objective is to minimize the H∞ norm,
the value of γ which is the upper-bound of the H∞ norm in
Eq. (30) should be minimized. In this case, γ, ρx, ρy are
all optimization variables and Eq. (31) will become nonlinear
in terms of these variables. Therefore, the following iterative
bisection algorithm[20] is used to solve this problem.
1) Pick a value for γ, which can obtain a feasible solution
to Eq. (31).
2) Given γ, find ρx, ρy such that Eq. (31) is satisfied.
3) Given ρx, ρy , find the minimum value for γ such that
Eq. (31) is satisfied.
4) Go back to step 2 until the difference between the value
of γ in step 2 and 3 is smaller than a desired threshold.
The iterative bisection algorithm will not necessarily converge
to the global optimal solution. Therefore, the controller ob-
tained using this algorithm may only locally minimize the H∞
norm given in Eq. (29).
The convex condition proposed in theorem IV.1 is a neces-
sary and sufficient condition for the H∞ norm criterion given
in Eq. (30). In [19], a sufficient convex condition has been
proposed for this criterion. The controller design results based
on theorem IV.1 and the sufficient condition mentioned in [19]
are compared in section V-E3.
B. Data-driven H2 control design
The data-driven H2 control design methodology used here
was developed in [19] for MIMO systems, where a convex
upper-bound for the H2 norm is obtained using an affine
6approximation of quadratic terms [19], [33]. The H2 constraint
or minimization control objectives defined in Eqs. (26) and
(27) are imposed by constraining or minimizing this upper-
bound. Consider the following H2 norm for the MISO system
given in Fig. 1
Haverage2 =
1
l
l∑
i=1
QEr→e ‖Er→e,i‖22 +QUr→u ‖Ur→u,i‖22 ,
(32)
where Er→e,i is a SISO and Ur→u,i is a SIMO transfer
function. QEr→e and QUr→u are scalar weighting functions.
The upper-bound for the H2 norm defined in Eq. (32) can be
written as
Haverage2 6
1
l
l∑
i=1
∫
Ω
[QEr→eTr(Γ
i
Er→e) +QUr→uTr(Γ
i
Ur→u)] dω (33)
where ΓiEr→e(ω) ∈ R and ΓiUr→u(ω) ∈ Rn×n are the
positive definite frequency based variables for each individual
measurement i. Theorem IV.2 was developed in [19] to im-
pose constraint on this upper-bound of the H2 norm. Please
note that the upper-bound for any other closed loop transfer
functions can be formulated in a similar fashion.
Theorem IV.2. Assume that the frequency response data for
the i’s plant measurement G1×n,i(ejω) with n inputs and one
output is given over the frequency region Ω, and is factorized
according to Eq. (3). Given a positive scalar η and an initial
stabilizing controller Kk−1(z) = Xk−1(z)Yk−1(z)−1, the H2
norm defined in Eq. (32) and its upper-bound in Eq. (33) are
constrained by η,
Haverage2 6
1
l
l∑
i=1
∫
Ω
[QEr→eTr(Γ
i
Er→e) +QUr→uTr(Γ
i
Ur→u)] dω 6 η
(34)
if Eq. (34) is satisfied and there exists controller stable
factorizations Xk(z), Yk(z) according to Eq. (4), such that
the following LMIs are satisfied
∀i ∈ 1, .., l, ∀ω ∈ Ω :[
ΓiEr→e YkM˜i
M˜?i Y
?
k P
?
k,iPk−1 + P
?
k−1,iPk,i − P ?k−1,iPk−1,i
]
 0,
(35)
∀i ∈ 1, .., l, ∀ω ∈ Ω :[
ΓiUr→e XkM˜i
M˜?i X
?
k P
?
k,iPk−1,i + P
?
k−1,iPk,i − P ?k−1,iPk−1,i
]
 0,
(36)
where the subscript k is representing the iteration number and
the parameter Pk,i is defined as follows
Pk,i = N˜iXk + M˜iYk. (37)
Proof: See [19].
Theorem IV.2 imposes a sufficient convex condition on the
upper-bound of the H2 norm defined in Eq. (34) using the
variable η. This variable can be utilized to either constraint
or minimize the H2 norm upper-bound according to Eqs. (26)
and (27).
In this iterative approach, the controller stable factorizations
Xk−1 and Yk−1 from the previous iteration k − 1 are used
to find the stable factorizations Xk and Yk for the current
iteration k. Therefore, the controller is obtained by iterating
over its stable factorizations. According to [19], [33], the
following two properties can be proved for this iterative
approach.
1) If the algorithm converges, this upper-bound converges
to the real value of the H2 norm defined in Eq. (32).
2) Considering the minimization of the H2 norm upper-
bound defined in Eq. (34), the value of the upper-bound
is guaranteed to decrease at each iteration.
Theorem IV.2 can be used to obtain a controller, which
imposes H2 constraints or minimization objectives on the
upper-bound of the H2 norm in terms of convex conditions.
However, the obtained controller does not necessarily stabilize
the closed loop system. Therefore, the following theorem has
been proposed in [19] to guarantee closed loop stability.
Theorem IV.3. Given a set of strictly proper plants
G1×n,i(ejω), an initial stabilizing controller Kk−1 =
Xk−1Y −1k−1 and a feasible solution to the following LMI,
∀i ∈ 1, .., l, ∀ω ∈ Ω : P ∗k,iPk−1,i + P ∗k−1,iPk,i  0, (38)
where Pk,i is defined in Eq. (37), the controller Kk = XkY −1k
stabilizes the closed loop system, if
• The initial controller and the controller K share the same
poles on the stability boundary.
• The following inequality holds.
∀ω ∈ Ω : Y ?k Yk−1 + Y ?k−1Yk − Y ?k−1Yk−1  0 (39)
Proof: See [19].
Another approach to guarantee the closed loop stability is
to consider the mixed H2/H∞ control problem, where the
convex condition for the H∞ norm criterion developed in
theorem IV.1 guarantees the closed loop stability. The mixed
H2/H∞ control design will be illustrated in section IV-C.
The H2 norm can be either minimized or constrained by
imposing minimization or constraint criteria on the upper-
bound of the H2 norm given in Eq. (34). This inequality
is linear in terms of unknown variables which are ΓiEr→e ,
ΓiUr→u , ρx and ρy and η. Moreover, the inequalities given in
Eqs. (35) and (36) are all linear matrix inequalities (LMIs).
Therefore, the H2 control problem can be formulated as a
convex optimization problem. The convex optimization solvers
are used to solve this problem. However, the solver should be
capable of handling the LMIs as the constraints.
C. Data-driven mixed H2/H∞ control design
The convex conditions for either H2 and H∞ control design
criteria are illustrated above. These H2 and H∞ criteria can be
combined to form a mixed H2/H∞ control design problem.
7Fig. 2: Mixed H2/H∞ design algorithm flowchart.
The main advantage of mixing the H2 and H∞ norm criteria
is the capability of considering both these criteria in the
controller design step.
In order to formulate the mixed H2/H∞ control design
problem, the sufficient convex conditions for the H2 norm
criteria in theorem IV.2 are used to impose the H2 norm
constraints or minimization objectives. The conditions for the
H∞ norm criteria are imposed by using the necessary and
sufficient convex conditions in theorem IV.1, which guarantees
the closed loop stability. Here as an example, the following
mixed H2/H∞ control design problem is considered.
min
Xk∈RHn×1∞ ,
Yk∈RH∞
H2, objective defined in Eq. (27)
subject to H∞, constraints defined in Eq. (24),
H2, constraints defined in Eq. (26).
(40)
where the objective is the minimization of H2, objective norm,
subject to constraints imposed in terms of H∞ and H2 norms.
The mixed H2/H∞ control design scenario uses the design
algorithm flowchart shown in Fig. 2. In this flowchart, k
represents the iteration number and K is the total number of
iterations used for obtaining the final iteration of the controller.
Xk(e
jω) ∈ Cn×1 and Yk(ejω) ∈ C are the frequency
responses of the controller factorizations, which are transfer
functions or polynomial in the z domain, evaluated at z = ejω.
On the other hand, N˜i(ω) ∈ C1×n, M˜i(ω) ∈ C are frequency
response data points of stable factorizations of the i’s plant
measurement.
The very first step to design a mixed H2/H∞ controller
is to design a controller which satisfies the H∞, constraints.
The H∞ control design algorithm proposed in theorem IV.1
stabilizes the closed loop system. Therefore, the roots of the
common denominator for all the closed loop transfer functions,
N˜i(ω)Xk(e
jω)+M˜i(ω)Yk(e
jω), will be inside the unit circle.
This common denominator obtained at iteration k is used to
normalize the plant factorizations at iteration k+ 1 as follows
∀i ∈ 1, .., l, ∀ω ∈ Ω :
N˜i(ω)← N˜i(ω)
N˜i(ω)Xk(ejω) + M˜i(ω)Yk(ejω)
,
M˜i(ω)← M˜i(ω)
N˜i(ω)Xk(ejω) + M˜i(ω)Yk(ejω)
,
(41)
where N˜i(ω) and M˜i(ω) on the left side of the arrows
represent the plant factorizations used at iteration k + 1.
The next step is to design a controller which minimizes the
H2, objective subject to H∞, constraints. Finally, the H2, constraints
will be included in the optimization problem and according to
the flowchart, this optimization problem will be iterated over
for the remaining iterations. The main reason for the step by
step inclusion of the H2, objective and H2, constraints is that the
convex condition of the H2 norm is a sufficient and not a
necessary solution, and depends on the plant factorizations
M˜i(ω), N˜i(ω). Therefore, the normalizations of these param-
eters in Eq. (41) can be helpful in avoiding locally optimal
solutions.
V. DESIGN RESULTS
In this section, the proposed data-driven mixed H2/H∞
algorithm is used to design a track-following controller for a
dual-stage HDD. The dual-stage HDD actuators have several
resonance modes [7], [18]. In most model-based robust con-
trol design methodologies, including each of these resonance
modes in the actuator models directly increases the controller
order [34]. However by using the data-driven control method-
ology, all these modes are already included in the system
frequency response measurements and will be considered in
the controller design step without any direct effect on the
controller order [9].
A. Feedback Structure
The Voice Coil Motor (VCM) and Mili-Actuator (MA) are
the two actuators used for nano-positioning the head on the
data tracks. These two actuators are respectively denoted as
Gv and Gm in the dual-stage feedback structure shown in
Fig. 3. In this block diagram, there are four sources of external
noises and disturbances considered to be applied on the HDD.
n is contaminating the position error, e, and is called the
measurement noise. wv and wm are the control input noises
and r is the track run-out. The major sources for these noises
and disturbances are the windage caused by the rotation of the
magnetic disk, external vibrations and also the measurement
noises.
The HDD actuators have uncertain dynamics, primarily con-
sisting of resonance modes at high frequency regions, which
make the control design problem challenging. The data-driven
control design introduced in section IV uses several actuator
measurements as the representative of plant uncertainties and
a controller is synthesized that stabilizes the closed loop
system and achieves the desired performance characteristics
for all the measurements. These performance characteristics
are considered to be in terms of H∞ and H2 norms of closed
8Fig. 3: Sensitivity decoupling control Structure for a dual-stage
HDD. Gˆm(z) represents an estimated Mili-Actuator (MA)
transfer function. In order to switch to the single-stage HDD
with VCM as the actuator also known as the single-stage VCM
loop, signals um and yˆm are set to zero.
loop transfer functions, where these norms can be constrained
or minimized.
The common control structure used in the dual-stage HDD
is the Sensitivity decoupling structure illustrated in Fig. 3. The
main advantage of using the sensitivity decoupling structure
is that the sensitivity transfer function for the dual-stage
structure, Er→e, can be written as the product of VCM and
MA sensitivity transfer functions. Moreover, in the case of
a MA failure, the signals um and yˆm in Fig. 3 will be
disconnected, and the HDD will perform as a single-stage
HDD with VCM as the actuator. The effect of the MA control
input noise wm on the VCM single-stage closed loop signals
will not be considered in the controller design, since it is
assumed that the effect of control input noises are lumped
into the track run-out and measurement noise spectrum. This
is a standard practice for designing a track following controller
in the hard disk drive industry. However, if the noise spectrum
for the MA control input noise is known, the transfer functions
from the MA control input noise to different closed loop
signals can be included in the design process.
The sensitivity decoupling control structure depicted in
Fig. 3 should be designed such that both the dual-stage and
single-stage loops are stable and achieve the desired control
objectives presented in section V-B. The following two control
design strategies are used to obtain the controllers in the
sensitivity decoupling structure.
• Sequential SISO design strategy: This is a two step design
process. In the first step, the VCM SISO compensator Kv
is designed for the single-stage VCM loop. Then in the
next step, the compensator Kv is fixed and the MA SISO
compensator Km for the dual-stage loop is designed.
• SIMO design strategy: In this design strategy, the VCM
compensator Kv and the MA compensator Km are de-
signed simultaneously. The controller block diagram in
the sensitivity decoupling structure given in Fig. 3 can
be expressed as follows
K¯ =
[
K¯1
K¯2
]
=
[
Kv(1 +KmGˆm)
Km
]
. (42)
As a result, the sensitivity decoupling compensators Kv
and Km will be obtained in terms of K¯
Kv =
K¯1
1 + K¯2Gˆm
, (43)
Km = K¯2. (44)
In SIMO design strategy, the SIMO controller K¯ is
designed such that it stabilizes and achieves the desired
control objectives for both the single-stage and dual-stage
loops. Subsequently, the compensators Kv and Km, are
obtained as a function of K¯ utilizing Eqs. (43) and (44).
B. Control Objectives
The control objectives are considered in terms of H∞ and
H2 norms of closed loop transfer functions in the frequency
domain. The H∞ norms will shape the frequency responses
of the closed loop transfer functions and also guarantee closed
loop stability. The H2 norms of closed loop transfer functions
will be used to constraint and/or minimize the variances of the
corresponding signals in the time domain.
1) H∞ norm
The H∞ norm of closed loop transfer functions for both the
dual-stage and the single-stage VCM loops will be constrained.
According to theorem IV.1, these constraints will guarantee
closed loop stability for both of these loops.
The following H∞ norm constraints for the single-stage
HDD are imposed.
∀i ∈ 1, .., l :∥∥WEsr→eEsr→e, i∥∥∞ < 1, ∥∥∥WUsr→uvUsr→uv, i∥∥∥∞ < 1,∥∥∥WEswv→eEswv→e, i∥∥∥∞ < 1, ∥∥∥WUswv→uvUswv→uv , i∥∥∥∞ < 1.
(45)
where WH(ω) ∈ Co×p is a bounded weighting function in
the frequency domain for the closed loop transfer function
Hp×q and the frequency argument (ω) is eliminated from
the notation for simplicity. The superscript Hs represents
the closed loop transfer functions for the single-stage HDD
with VCM as the actuator. As mentioned in section IV, these
weighting functions can be any bounded numerically shaped
weighting functions.
The H∞ norm constraints for the dual-stage HDD in Fig. 3
can be considered in a similar fashion to Eq. (45).
∀i ∈ 1, .., l :
‖WEr→eEr→e, i‖∞ < 1, ‖WUr→uUr→u, i‖∞ < 1,
‖WEw→eEw→e, i‖∞ < 1, ‖WUw→uUw→u, i‖∞ < 1, (46)
where
u =
[
uv um
]T
, w =
[
wv wm
]T
. (47)
Since the control input as well as control input disturbance
have two components, the closed-loop transfer functions in
Eq. (46) are not necessarily SISO transfer functions and the
H∞ norm constraints will shape their maximum singular
values across the frequency regions.
If it is desired to shape the magnitude of individual SISO
closed loop transfer functions in the dual-stage settings, the
9H∞ norm for that specific SISO transfer function can be
considered. The individual closed loop transfer functions for
the tracking error are
∀i ∈ 1, .., l :∥∥WEwv→eEwv→e, i∥∥∞ < 1, ∥∥WEwm→eEwm→e, i∥∥∞ < 1,
(48)
and for the control inputs are
∀i ∈ 1, .., l : ∥∥WUr→uvUr→uv, i∥∥∞ < 1,∥∥WUr→umUr→um, i∥∥∞ < 1,∥∥WUwv→uvUwv→uv, i∥∥∞ < 1,∥∥WUwv→umUwv→um, i∥∥∞ < 1,∥∥WUwm→uvUwm→uv, i∥∥∞ < 1,∥∥WUwm→umUwm→um, i∥∥∞ < 1.
(49)
2) H2 norm
The primary control objective in the HDD is to minimize
the variance of the position tracking error, E[e2(k)] = ‖e‖22,
despite the existence of all the disturbances in the system.
We will assume that the disturbances r, n, wv and wm
shown in Fig. 3 can be accurately described by filtering
uncorrelated unit variance white noises through the following
transfer functions R(ejω), N(ejω), Wv(ejω) and Wm(ejω),
respectively. Therefore, the average variance of the tracking
error for the dual-stage loop will be expressed using the
H2 norms of closed loop transfer functions in the frequency
domain
1
l
l∑
i=1
‖ei‖22 =
l∑
i=1
( ‖Er→e, iR‖22 + ‖En→e, iN‖22
+ ‖Ewv→e, iWv‖22 + ‖Ewm→e, iWm‖22 ). (50)
where i denotes the ith frequency response data set. The
average variance of the tracking error for the single-stage
VCM loop will be expressed in a similar fashion
1
l
l∑
i=1
‖esi‖22 =
l∑
i=1
(
∥∥Esr→e, iR∥∥22 + ∥∥Esn→e, iN∥∥22
+
∥∥Eswv→e, iWv∥∥22 ). (51)
It is also necessary to constrain the average variances of
several signals to take into account actuator limitations. There
is a limitation on the amplitude of the VCM control input
signal in the time domain and its average variance has to
be constrained. The following equations constrain the average
variance of the VCM control input in terms of H2 norms in
the frequency domain for the single-stage VCM feedback loop
1
l
l∑
i=1
‖usvi‖22 =
l∑
i=1
(
∥∥Usr→uv, iR∥∥22 + ∥∥Usn→uv, iN∥∥22
+
∥∥Uswv→uv, iWv∥∥22 ) < ηusv , (52)
and for the dual-stage feedback loop
1
l
l∑
i=1
‖uvi‖22 =
l∑
i=1
( ‖Ur→uv, iR‖22 + ‖Un→uv, iN‖22
+ ‖Uwv→uv, iWv‖22 + ‖Uwm→uv, iWm‖22 ) < ηuv . (53)
Assume that the maximum allowable amplitude of a zero mean
Gaussian random signal in the time domain is X . The standard
practice in the magnetic recording industry is to constrain the
3σ value of the signal to be within X , in order to assure with a
99.7% probability that the random signal will remain within X,
assuming that the signal is Gaussian. The maximum allowable
VCM control input is usually 5 V olts, therefore its standard
deviation and variance should be limited to be smaller than
5/3 V olts and (5/3)2 V olts2, respectively. Since the actuator
models and noise spectrums given in Figs. 4 and 5 are only
an approximation of the real system, therefore the upper-limits
for the average variances of the VCM control input both in
the VCM single-stage and dual-stage loops are rounded up to
be
ηuv = 2.0
2 V olts2, ηusv = 2.0
2 V olts2. (54)
In the case of the MA, there are limitations on the amplitude
of the MA control input as well as the MA output signals
in the time domain. Therefore, the average variances of these
two signals have to be constrained. Here for simplicity, only
the average variance of the MA output will be constrained.
However if necessary, the average variance of the MA input
can also be considered as an additional constraint. The MA
is only used in the dual-stage feedback loop, and the average
variance of its output can be constrained in terms of H2 norms
in the frequency domain as follows
1
l
l∑
i=1
‖ymi‖22 =
l∑
i=1
( ‖Yr→ym, iR‖22 + ‖Yn→ym, iN‖22
+ ‖Ywv→ym, iWv‖22 + ‖Ywm→ym, iWm‖22 ) < ηym . (55)
The MAs used in HDDs have limited output strokes. A MA
with a smaller output stroke is generally cheaper to fabricate,
more reliable and has higher resonance mode frequencies than
MAs with larger strokes. On the other hand, decreasing the
MA stroke can affect the performance of the servo system.
In order to study the effect of the MA output stroke on the
overall HDD track following servo performance, four different
values for the average variance upper-limit of the MA output
stroke are considered here
ηym = 44
2, 422, 402, 382 nm2. (56)
C. Control Algorithms
In the previous section, the mixed H2/H∞ control objec-
tives were defined by the general optimization problem given
in Eq. (40). In this section, this general optimization problem
will be specified in terms of the dual-stage feedback structure
given in Fig. 3. The optimization problem will then be solved
using both the sequential SISO and SIMO control design
strategies described in section V-A.
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These optimization problems are formulated as convex
optimization problems. The convex conditions for the control
objectives defined in terms of H∞ and H2 norms were derived
in section IV. The H∞ norms control objectives are converted
into their necessary and sufficient convex conditions, and
the H2 norms control objectives are approximated by their
sufficient convex conditions.
In the sequential SISO design strategy, first the VCM
compensator Kv is designed considering the single-stage
VCM loop. The optimization problem that will be solved to
synthesize Kv is
minimize ‖es‖22 defined in Eq.(51)
subject to Eqs. (45),
Eqs. (52) .
(57)
After the VCM compensator Kv has been designed, the MA
compensator Km is subsequently designed considering the
dual-stage loop depicted in Fig. 3 and fixing the compensator
Kv . The optimization problem that will be solved to synthesize
Km, while keeping Kv fixed is
minimize ‖e‖22 defined in Eq.(50)
subject to Eqs. (46), (48), (49),
Eqs. (53), (55).
(58)
The SIMO strategy can be used to obtain the compensators
Kv and Km, simultaneously. In this methodology, the dual-
stage tracking error in Eq. (50) is minimized, while satisfying
H∞ and H2 constraints for both the VCM single-stage and
the dual-stage loops. Therefore, the obtained controller is not
necessarily minimizing the single-stage VCM loop tracking
error in Eq. (51). The optimization problem for the SIMO
methodology that will be solved to synthesize the compensator
K¯ in Eq. (42) is
minimize ‖e‖22 defined in Eq.(50)
subject to Eqs. (45), (46), (48), (49),
Eqs. (52), (53), (55).
(59)
After obtaining K¯, the compensators Kv and Km are obtained
from Eqs. (43) and (44).
D. Control Design Settings
The data-driven design methodology only uses frequency
response measurements of the plant, without requiring models
of the actuators. Here, five sets of frequency response data
are used to represent dynamics variations for each actuator.
These five sets of frequency response data are plotted in Fig.
4. If a higher number of frequency response data is required
to represent system dynamics, those measurements can be
easily included in the design process. A linear frequency grid
with 200 points will be used to span the operating frequency
region Ω, between 10-19,000 Hz. This frequency grid will
be employed throughout this chapter to characterize the open
loop and closed loop transfer functions, and synthesize all the
compensators.
The frequency response plots shown in Fig. 4 were gener-
ated using realistic models of both the VCM and the MA. The
Fig. 4: Hard disk drive actuators frequency response measure-
ment data sets used in the design. Five measurements from
each actuator are used in the design. Gv and Gm represent
VCM and MA actuators’ transfer functions. The actuators
output units for both the VCM and the MA are 10 nm.
data-driven design methodology presented in this paper was
also used with real frequency response data provided by our
HDD industrial research partners. However, this data is con-
sidered confidential and proprietary by our partners and cannot
be presented here. Therefore, the frequency response data
plotted in Fig. 4 were produced to mimic real measurements.
We emphasize that, although actual transfer functions Gvi(z)
and Gmi(z) were constructed to respectively characterize
dynamics variations in the VCM and MA, only the frequency
response data generated by these transfer functions, in the form
of factorizations Nvi(ω), Mvi(ω) and Nmi(ω), Mmi(ω), were
used in the control synthesis algorithms, where i denotes the
ith frequency response data set.
1) Noise Spectrum
The noise spectrums considered for the H2 norm compu-
tations in Eqs. (50)-(55) are shown in Fig. 5 for the run-
out R and measurement noise N . The spectrums are denoted
with the upper-case letters of the corresponding noises. These
spectrums data will be used directly in the design process
without any model fitting. According to our HDD industrial
research partners, the spectrum for the control input noises can
be set to zero, Wv = 0 and Wm = 0, since the spectrums given
in Fig. 5 are obtained by assuming that the effects of control
input noises are lumped into the run-out R and measurement
noise N spectrums. Although the spectrum for the control
input noises are set to zero, the closed loop transfer functions
from control input noises to control inputs and error signals
are considered in the design as H∞ constraints.
2) Controller Structure
The sensitivity decoupling controller structure given in
Fig. 3 is used for the dual-stage HDD control design. The
estimated model of the MA plant used in the controller
structure is considered to be a pure delay
Gˆm =
1
z
. (60)
Moreover, an integrator of the form z1−z is incorporated into
the VCM controller, in order to eliminate the steady state
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Fig. 5: The magnitude Bode plots of the estimated spectrums
of external noises applied on the hard disk drive. R and N
represent the spectrums for the run-out r and the measurement
noise n. The units for both external noises are 10 nm.
tracking error due to DC disturbances.
3) Stable Factorizations
The stable factorizations of a SIMO controller with an
integrator included in the first element of the controller was
derived in Eqs. (21) and (22). In these equations, the value of
the parameter m is 2, since the SIMO controller for the dual-
stage HDD has two outputs. The controller order parameter,
n, will be selected to be 25.
In the sequential SISO design strategy, first the compensator
Kv is obtained using the VCM single-stage loop. Then, the
compensator Km is obtained using the dual-stage loop in
Fig. 3 by fixing the compensator Kv . The first SISO design
step for obtaining the compensator Kv uses the controller
stable factorizations in Eqs. (21) and (22), which consider
an integrator in the controller structure. Since this is a SISO
loop, m = 1 is chosen. The compensator Km uses stable
factorizations given in Eqs. (13) and (14) with m = 1. The
compensator order parameters, n, for Kv and Km will be
chosen to be 16 and 20, respectively. The reasoning behind
choosing these values for the compensator order parameters
are provided later in this section in the explanation of Fig. 12.
The actuators in the HDD are stable actuators. Therefore,
the initial stable factorizations of the actuators frequency
response measurements are obtained using Eqs. (5) and (6).
As mentioned in the mixed H2/H∞ flowchart in Fig. 2, these
stable factorizations will be normalized at the end of each
iteration using Eq. (41).
The actuators in the HDD are stable actuators. Therefore,
the initial stable factorizations of the actuators frequency
response measurements are obtained using Eqs. (5) and (6).
As mentioned in the mixed H2/H∞ flowchart in Fig. 2, these
stable factorizations will be normalized at the end of each
iteration using Eq. (41).
4) Design Scenarios
Once the stable factorizations for the actuators and con-
trollers are defined, the convex optimization problems men-
tioned in section V-C are formulated and solved. The sequen-
tial SISO controller design strategy solves the optimization
problems formulated in Eqs. (57) and (58) for the compen-
sators Kv and Km, respectively. The SIMO controller K¯
in Eq. (42) is obtained by solving Eq. (59). These convex
optimization problems are formulated using the YALMIP
toolbox[25] in MATLAB software package[26]. The formu-
lated optimization problems are solved using the MOSEK
solver[6]. This solver is capable of handling both linear and
quadratic programs, where the constraints in the optimization
problem are formulated as Linear Matrix Inequalities (LMIs).
The compensators in the sensitivity decoupling structure
given in Fig. 3 were designed under four different scenarios
each involving a different value of ηym , the upper-limit of the
MA output stroke average variance. These values are given in
Eq. (56) and also shown in Table I. Since the compensators
obtained using the sequential SISO design strategy always
satisfied these four constraints, only the scenario involving the
value of ηym = 44 nm will be discussed for the sequential
SISO design strategy. Table I presents the five cases of con-
troller design scenarios that will be evaluated and compared
with each other in this section, as well as their respective
marker type used in the plots.
TABLE I: Controller design scenarios and their marker type.
Index Scenarios Design strategies ηym (nm
2) Marker type
1 SIMO1 SIMO 442 +
2 SIMO2 SIMO 422 ×
3 SIMO3 SIMO 402 /
4 SIMO4 SIMO 382 .
5 SISO1 Sequential SISO 442 ◦
The design approach proposed in section IV is an iterative
approach. Here, the controllers were designed using 10 itera-
tions. The 10th iteration is used as the stopping criterion for
the algorithm in order to have the same number of iterations
for all the design scenarios in table I. However, a more
sophisticated stopping criterion, which take into account the
rate of optimization objective reduction as a function of the
iteration number can be implemented [10]. As shown in the
flowchart given in Fig. 2, the first iteration only considers
the H∞ constraints. The second iteration also includes the
H2 objective. Finally starting from the third iteration, the full
optimization problem including H2 objective, and all H2 and
H∞ constraints are considered.
E. Control Design Results
In this section, the synthesized dual-stage HDD compen-
sators obtained by solving the control objectives in section V-B
are discussed. First, the design results for the data-driven
mixed H2/H∞ control methodology are discussed considering
all the design scenarios in Table I using all the plant frequency
response data sets in Fig. 4. The plots used to represent these
design results utilize the marker types in table I to distinguish
between different scenarios. However, the plots for the same
scenario but different frequency response data sets utilize
the same marker type and may not be distinguishable from
each other at some frequency regions, where the plots are
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relatively close to each other. Subsequently, an example to
describe a limitation of the sequential SISO design strategy
as compared to the SIMO design strategy is provided. Last
but not the least, the design results for the mixed H2/H∞
control problem, when theorem IV.1 is utilized for imposing
H∞ norm constraints, are compared with the corresponding
results when results in [19] is used instead of theorem IV.1.
Results in [19] obtain sufficient conditions for imposing the
H∞ norm constraints, while theorem IV.1 obtains necessary
and sufficient conditions.
1) Design Scenarios Comparison
The closed loop transfer functions in the final, 10th iteration,
and their H∞ constraint limits for the VCM single-stage
and dual-stage loops are shown in appendix B. As shown in
the figures, all the closed loop transfer functions satisfy the
H∞ constraints given in Eqs. (45), (46), (48) and (49). The
weighting functions used in these equations will shape the
closed loop transfer functions. These weighting functions can
be numerically shaped, since the data-driven control design
methodology is utilized.
The H2 norm objective and constraints, for the VCM single-
stage loop are shown in Fig. 6, considering all the scenarios
mentioned in table I. In the sequential SISO design strategy,
the objective is to minimize the average variance of the
VCM single-stage tracking error, while designing the VCM
controller. However, the objective in the SIMO design strategy
is to minimize the average variance of the dual-stage tracking
error, without explicitly considering the average variance of
the single-stage tracking error as an optimization objective.
Therefore, as one can notice in Fig. 6a, the sequential SISO
design strategy achieves the smallest average variance for the
VCM single-stage tracking error, as compared to the SIMO
designs. Moreover, Fig. 6b shows that the VCM controller
designed using the sequential SISO strategy has the highest
activity in terms of the VCM control input average variance.
The MA output stroke is restricted by defining an upper-
bound on its average variance in Eq. (55). Reducing the
value of this upper-bound will reduce the MA range and
consecutively reduce the MA’s ability to minimize the tracking
error. In this case, the sensitivity decoupling structure suggests
that the VCM should compensate for the MA by achieving
a smaller average variance of the VCM single-stage tracking
error. According to Figs. 6a and 6b, if the MA output stroke is
reduced, the VCM single-stage loop achieves a smaller average
variance of the tracking error at the cost of having increased
average variance of the VCM control input.
As shown in Fig. 6a, the controller designed using the
sequential SISO design strategy is the most aggressive one in
terms of minimizing the average variance of the VCM single-
stage tracking error. Also, the SIMO controllers with the more
stringent restriction on the MA output stroke will be more
aggressive based on this definition. The VCM single-stage
sensitivity plots for all these scenarios are shown in Fig. 7.
In the frequency region between 0−500 Hz, where the VCM
is the dominant actuator, all these scenarios achieve almost the
same level of the VCM single-stage tracking error reduction.
However in the frequency region between 500 − 2000 Hz,
where both actuators are active, the more aggressive VCM
(a)
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l
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Fig. 6: The H2 norm objective and constraints, for the VCM
single-stage over the iterations. The average variances of
signals are considered in the optimization problems, however
the square roots of the average variances are plotted here.
The squares show the upper-bound for the square root of
the average variance for the tracking error (a) and the VCM
control action (b), where the other markers mentioned in
table V-E1 show the real values for these variables. The H2
norm objective and constraints are activated starting from the
second and third iterations, respectively.
single-stage controller will improve the VCM single-stage
tracking error reduction, in order to compensate for the MA
output stroke restriction.
Since the z-domain transfer functions for all of the actu-
ators frequency response measurements shown in Fig. 4 are
available for this example, we were able to compute the closed
loop poles of the feedback system, for all of the synthesized
compensators and for all of the scenarios in table I, and
to verify that all of the compensators designed yield stable
feedback systems for all of the plants. The stability margins
and bandwidths for all these scenarios are obtained in the
frequency domain using the plant frequency response data
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Fig. 7: The magnitude Bode plots of the VCM single-stage
sensitivity transfer function, Esr→e. These plots include 25
closed loop transfer functions for all the 5 design scenarios in
table I using all the 5 frequency response data sets in Fig. 4.
The arrow shows the increasing direction for the scenario
index numbers in table I
sets shown in Fig. 4. The worst case stability margins and
bandwidths are defined in Eqs. (61)-(65) and are shown in
table II for all of the scenarios in table I.
worst(Esr→epeak) = max
i
Es(r→e)ipeak (61)
worst(GM) = min
i
GMi (62)
worst(PM) = min
i
PMi (63)
worst(ωGM ) = min
i
ωGMi (64)
worst(ωPM ) = min
i
ωPMi (65)
where the subscript i denotes the ith frequency response data
sets. The more aggressive controller generally increases the
worst case bandwidth, worst(ωPM ), at the cost of having
lower stability margins. However, this trend is not completely
followed, since the aggressiveness of the controllers is defined
in terms of the H2 norm of the closed loop transfer functions,
which restricts the integration of the frequency response mag-
nitude over the entire frequency region. Therefore, increasing
the restriction on the H2 norm does not always directly affect
the bandwidth and stability margins of the open loop transfer
function.
TABLE II: Open loop worst case stability margins for the
VCM single-stage loop. These margins are obtained by se-
lecting the worst case margins among all frequency response
data sets using Eqs. (61)-(65).
Scenarios
Worst case Esr→e peak GM PM ωGM ωPM
dB dB degree Hz Hz
SIMO1 9.97 3.45 25.83 2,206 1,242
SIMO2 10.01 3.30 28.55 2,319 1,230
SIMO3 10.17 3.22 31.17 2,427 1,244
SIMO4 10.03 3.28 32.46 2,548 1,276
SISO1 10.10 3.28 31.45 2,493 1,344
The H2 norm constraints for the VCM input and the MA
output stroke in the dual-stage HDD are shown in Figs. 8a
and 8b, respectively. In the sequential SISO design strategy,
the VCM is designed to be aggressive. As a result, the average
variance of the VCM control input in both the VCM single-
stage and dual-stage loops for the sequential SISO design
strategy will be higher compared to all the scenarios in the
SIMO design strategy, as shown in Figs. 6b and 8a. As
previously mentioned, using a MA with a smaller output stroke
will result in a corresponding increase in the average variance
of the VCM control input in the VCM single-stage loop,
in order to compensate for the MA output stroke reduction.
However, the MA with a smaller output stroke decreases the
average variance of the VCM control input in the dual-stage
loop. This can be justified by the fact that the the smaller MA
output stroke requires less VCM movements to compensate
for the MA output movements, which are out of phase with
the VCM output movements. Fig. 8b demonstrates that all the
controller design scenarios considered in table I are satisfying
their upper-bound constraints for the average variance of the
MA output stroke.
Fig. 9 plots the square root of the average variance of the
tracking error for the dual-stage feedback system in Fig. 3.
According to Eqs. (58) and (59), the average variance is
considered as the minimization objective in the SIMO design
strategy as well as the second step of the sequential SISO
design strategy. In the sequential SISO design strategy, the
obtained VCM compensator Kv , which is synthesized to op-
timize the average variance of the VCM single-stage tracking
error, is kept fixed during the synthesis of the MA compensator
Km. This results in a suboptimal overall compensator in
terms of minimizing the average variance of the dual-stage
tracking error, since the compensator Kv design process in the
sequential SISO design strategy does not take into account the
dual-stage loop. This is verified in Fig. 9, which shows that
the sequential SISO design strategy achieves a relatively higher
average variance of the dual-stage tracking error compared to
all the scenarios in the SIMO design strategy.
The results in Fig. 9 also suggest that the average variance
of the dual-stage tracking error in the SIMO design strategy is
a non-linear function of the restriction on the average variance
of the MA output stroke. If the average variance upper-bound
on the MA output stroke given in Eq. (56) is 42 nm or greater,
the average variance of the dual-stage tracking error will not
change significantly. The main reason to this phenomenon is
that, according to Fig. 6a, the VCM is able to compensate for
this MA output stroke restriction. However, the VCM’s ability
to compensate for the MA output stroke restriction is limited.
If the average variance upper-bound on the MA output stroke
is smaller than 422 nm, the decrease in this upper-bound will
increase the average variance of the dual-stage tracking error
at a higher rate as compared to the case of the MA output
stroke with the average variance upper-bound of 422 nm or
greater.
Similar to the VCM single-stage loop, the closed loop poles
for all the scenarios in table I were computed using the z-
domain transfer functions of the actuator frequency response
measurements. All these closed loop poles were confirmed
to be located inside the unit circle. Therefore, all the closed
loop transfer functions were stable for all the plants used
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Fig. 8: The H2 norm constraints for the dual-stage loop over
the iterations. The average variances of signals are considered
in the optimization problems, however the square roots of
the average variances are plotted here. The squares show the
upper-bound for the square root of the average variance for the
VCM control action (a) and the MA output stroke (b), where
the other markers mentioned in table V-E1 show the real value
for these variables. The H2 norm objective and constraints are
activated starting from second and third iterations, respectively.
to generate the frequency response data in the data-driven
mixed H2/H∞ formulation. Table III presents the dual-stage
open loop stability margins and bandwidths for these design
scenarios. These stability margins and bandwidths are reported
as the worst case margins and bandwidths using Eqs. (61)-(65).
In this table, the open loop transfer function is from the track
run-out r to the position head output y in Fig. 3. As shown
in Fig. 3, the imposition of a more stringent restriction on the
MA output stroke, which is achieved by reducing the upper-
bound on the average variance of this signal, will result in a
lower dual-stage bandwidth. This reduction in the bandwidth
will help to improve the stability margins. The dual-stage
controller designed using the sequential SISO design strategy
Fig. 9:
√
1
l
∑l
i=1 ‖ei‖22 for the SIMO feedback system in
Fig. 3 as a function of control synthesis iterations: The
average variances of signals are considered in the optimization
problems, however the square roots of the average variances
are plotted here. The H2 norm objective and constraints are
activated starting from second and third iterations, respectively.
will have a relatively lower bandwidth and a higher peak for
the sensitivity plot as compared to the SIMO4 case. The
higher sensitivity plot peak for the sequential SISO design
strategy can be justified by the fact that this strategy will
design compensators kv and km in two individual steps and
the compensator Kv is designed without considering the dual-
stage actuation structure.
TABLE III: Open loop worst case stability margins for the
dual-stage loop in Fig. 3. The open loop transfer function is
from the track run-out r to the position head output y. These
margins are obtained by selecting the worst case margins
among all frequency response data sets using Eqs. (61)-(65).
Scenarios
Worst case Er→e peak GM PM ωGM ωPM
dB dB degree Hz Hz
SIMO1 9.63 8.85 19.13 12,392 4,924
SIMO2 9.62 8.85 19.14 12,393 4,922
SIMO3 9.55 8.86 19.36 12,390 4,914
SIMO4 9.43 8.87 19.74 12,401 4,884
SISO1 9.58 8.90 19.23 12,377 4,857
Fig. 10b plots the frequency responses of the closed loop
transfer functions from the track run-out r to the actuator
outputs yv and ym. As shown in the figure, the VCM is more
active at the low frequency region, while the MA takes over
at the mid-frequency region. At the high frequency region, the
output of both actuators will reduce, since the system can not
be controlled due to the dynamics uncertainty of the actuators.
According to Fig. 5, the run-out r is the dominant external
noise and its magnitude has an inverse relationship with fre-
quency. Therefore, a more stringent restriction on the average
variance of the MA output stroke defined in Eq. (55) will
force the MA output to be more active at higher frequency
regions, where the magnitude of run-out is smaller. As shown
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Fig. 10: The magnitude Bode plots of the closed loop transfer
functions for the dual-stage loop. These plots include 25 closed
loop transfer functions for all the 5 design scenarios in table I
using all the 5 frequency response data sets in Fig. 4. The
arrows show the increasing direction for the scenario index
numbers in table I.
in Fig. 10b, a controller designed with a more restricted
MA output stroke criteria will produce a smaller MA output
magnitude in frequencies between 500−2000 Hz and a higher
MA output magnitude in frequencies between 2000−3000 Hz.
According to Fig. 10a, the smaller magnitude of the MA
output in lower frequency regions also deteriorates the tracking
error rejection in those regions. At higher frequency regions,
the larger magnitude of the MA output helps to improve the
tracking error rejection.
The frequency responses of the obtained compensators Kv
and Km are plotted in Fig. 11 for all the scenarios in table I.
The SIMO design strategy uses the stable factorizations of
the controller in Eqs. (21) and (22) with the controller order
parameter n = 25 in order to obtain the SIMO controller. After
designing the SIMO controller, the compensators Kv and Km
are derived using Eqs. (43) and (44). The Hankel singular
values [5] of these compensators are plotted in Fig. 12. In
order to reduce the compensators orders, a few of the Hankel
singular values with the smallest magnitudes were eliminated.
The gray boxes in Fig. 12 show the eliminated Hankel singular
Fig. 11: Frequency responses of the compensators Kv and
Km for all the 5 design scenarios in table I synthesized
considering all the 5 plant frequency response data sets plotted
in Fig. 4. The frequency responses of the compensator Kv are
plotted with thick lines, while the frequency responses of the
compensator Km are plotted with thin lines.
values. The reduced order compensators Kv and Km will be
17th and 20th orders, respectively. The comparisons between
the reduced order and the full order compensators are provided
in Fig. 12. As shown in the figures, the compensator order
reduction will not create any significant difference in the low
and mid frequency regions of the compensators frequency re-
sponses. In high frequency regions, the deviation between the
reduced order and the full order VCM compensator Kv will
not significantly affect the closed loop transfer functions, since
according to Fig. 4, the VCM response has relatively small
magnitude at high frequency regions. Moreover, the effect of
MA compensator order reduction at high frequency regions is
negligible. Therefore, the orders for the compensators Kv and
Km in the sequential SISO design strategy can be reduced
to 17th and 25th orders respectively, which are equal to the
orders of the corresponding reduced order compensators in the
SIMO design strategy.
2) A limitation of the Sequential SISO Design Strategy
It is worth mentioning that if the SIMO design strategy
is successful to find a feasible solution for the optimization
problem in Eq. (59), there is no guarantee that the sequential
SISO design strategy can also find a feasible solution for the
optimization problem in Eq. (58) by considering the same set
of control objectives. As an example, the weighting function
used in the H∞ norm of the closed loop transfer function
Uwv→um was adjusted to force more restrictions at high
frequency regions for the scenarios SISO1 and SIMO1 in
table I. In Fig. 13, the less stringent H∞ constraint limit is
shown with light blue dotted lines, while the more stringent
H∞ constraint limit is shown with red dotted lines. The SIMO
design strategy is able to synthesize a controller that can
satisfy the more stringent constraint. However, the sequential
SISO design strategy is not able to find a feasible solution to
satisfy this constraint. This result can be partially explained by
considering the fact that, in the sequential SISO design strategy
the compensator Kv is first synthesized without considering
the overall dual-stage loop constraints, and in addition, the
compensator Km is subsequently synthesized without the
added flexibility of changing the compensator Kv .
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Fig. 12: The Hankel singular values for both the Kv and
Km compensators for the design scenarios SIMO1-SIMO4
in table I. The gray boxes show the singular values which
were eliminated in the compensator order reduction. The
comparisons between the reduced order and the full order
compensators are also provided in these plots.
3) Design Results Comparison Using Two Different Con-
ditions for Imposing H∞ Constraints
The results presented in this section, were obtained using
theorem IV.1 to prescribe necessary and sufficient convex
conditions for imposing the H∞ constraints considered in the
mixed H2/H∞ optimization problems given in Eqs. (57)-(59).
As mentioned in section IV-A, sufficient convex conditions
for imposing the H∞ constraints were proposed in [19].
These two types of convex conditions for imposing the H∞
constraints can be summarized as
• I) necessary and sufficient convex conditions given in
theorem IV.1,
• II) sufficient convex conditions given in [19].
The H∞ sufficient convex conditions in [19] can be applied to
the synthesis of general MIMO compensators, while the H∞
necessary and sufficient convex conditions in theorem IV.1 is
only applied to the synthesis of SIMO compensators.
Fig. 13: The magnitude Bode plots of the closed loop transfer
function from control input disturbance wv to MA control
input um, Uwv→um . The solid lines show the magnitude Bode
plots of the closed loop transfer function Uwv→um for the
design scenario SIMO1 in table I considering all the 5 plant
frequency response data sets in Fig. 4. The red dotted lines
represent the more stingest H∞ constraint limit, while the
light blue dotted lines represent the less stingest H∞ constraint
limit used in this section. The SIMO design strategy obtains
the controller such that Uwv→um transfer functions satisfy the
more stingest H∞ constraint limit, while the sequential SISO
design strategy cannot find a feasible solution for this H∞
constraint limit.
In order to compare these two convex conditions for im-
posing the H∞ constraints, the SIMO dual-stage controller in
Fig. 3 that was synthesizes by solving the mixed H2/H∞ con-
trol design problem given in Eq. (59), for all the scenarios in
table I using the SIMO design strategy were redesigned using
the sufficient convex conditions II instead of using the nec-
essary and sufficient convex condition I, and its performance
was compared to the compensator previously designed using
condition I. All the designed compensators were able to satisfy
the H∞ and H2 norm constraints. The resulting H2 norm
objectives for these two conditions are compared in Fig. 14,
where the circle (◦) and cross (×) marks respectively represent
conditions I and II as the convex conditions for imposing the
H∞ constraints. As shown in the figure, a controller designed
utilizing the sufficient H∞ conditions II will produce a larger
cost when compared with the cost produced by a controller
designed using the necessary and sufficient H∞ conditions I
under the same design scenarios and the same plant data sets.
The degraded performance for condition II can be justified by
the fact that having only sufficient conditions for imposing the
H∞ constraints introduces conservatism in the optimization
problem and leads to an increase in the minimization objective
as compared to the necessary and sufficient conditions.
VI. CONCLUSION
The frequency based data-driven mixed H2/H∞ control
design algorithm was studied in order to design feedback
loops. The data-driven control design algorithm directly uses
the frequency response measurements of the plant in the
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Fig. 14:
√
1
l
∑l
i=1 ‖ei‖22 for the SIMO feedback system in
Fig. 3 as a function of control synthesis iterations, consid-
ering the design scenarios SIMO1-SIMO4 in table I: The
average variances of the dual-stage tracking error signal are
considered in the optimization problems, however the square
roots of the average variances are plotted here. The larger
and smaller markers respectively represent conditions I and
II as the convex conditions for imposing the H∞ constraints
used in Eq. (59). The H2 norm objective and constraints
are considered in the optimization problem starting from the
second and third iterations, respectively.
control design step, rather than fitting an estimated model to
those measurements. Therefore, the obtained controller can
guarantee the stability and performance level achieved in
the design step, if adequate number of frequency response
measurements are considered in the design step to represent
system dynamics variations.
The data-driven mixed H2/H∞ control design problem was
converted to a convex local optimization problem, which was
solved iteratively. In the proposed algorithm, the H2 and H∞
norms of the closed loop transfer functions had the flexibility
to be considered as the constraints and/or the objective of the
optimization problem. The H∞ norm criteria were used for
guaranteeing the closed loop stability and shaping the closed
loop transfer functions. The H2 norm criteria were used for
constraining or minimizing the variance of signals in the time
domain, since H2 norms of transfer functions in the frequency
domain are equivalent to the square root of their corresponding
signals variances in the time domain.
The necessary and sufficient convex conditions of the H∞
norm control problem for SISO systems are obtained in [20].
These results were extended to MISO systems, where the
obtained controller stabilized the given MISO system and
satisfied the defined H∞ constraints. These results were com-
bined with H2 results in [19] in order to form the mixed
H2/H∞ control problem. The H2 and H∞ norms used in
this algorithm were defined such that multiple sets of plant
measurements could be considered in the design process.
The proposed data-driven mixed H2/H∞ control method-
ology was used to design a track following controller for
a dual-stage HDD. The sensitivity decoupling approach was
considered as the control structure [16]. The controllers in this
structure were obtained using either sequential SISO or SIMO
data-driven control design strategies. In the sequential SISO
strategy, the control problem was decoupled into two SISO
problems, and the controller for each actuator was obtained in
one individual step. In the SIMO strategy, the complete control
block was obtained in one step. It is worth mentioning that
the dual-stage controller should be designed such that in the
case of MA failure, the single-stage loop remains stable and
satisfies predefined performance characteristics. The single-
stage and dual-stage stability and performance characteristics
were considered together as the constraints and the objectives
of the optimization problem.
The dual-stage HDD controller was designed considering
the set of five frequency response plant measurement data sets.
The closed loop transfer functions for all these data sets were
shaped using the weighted H∞ norm constraints. Since the H2
norms of closed loop transfer functions are directly related to
the square roots of variances for the corresponding signals
in the time domain, the H2 norm objective and constraints
were imposed using the variances of closed loop signals, which
were averaged among the set of five frequency response plant
measurement data sets. The average variance of the tracking
error was considered as the minimization objective, while
the VCM control input and the MA output stroke average
variances were constrained.
The design results demonstrated that the data driven mixed
H2/H∞ control design algorithm was successful in satisfying
the defined mixed H2/H∞ control objectives by designing
controllers, which stabilized both the single-stage and the
dual-stage loops. Considering the set of five frequency re-
sponse plant measurement data sets, the SIMO design strategy
achieved a smaller average variance of the dual-stage tracking
error as well as a higher worst case bandwidth as compared
to the sequential SISO design strategy, since it designed the
controllers for the VCM and MA simultaneously. Also, the
more stringent restriction on the MA output stroke in the
SIMO design strategy compromised the worst case dual-stage
bandwidth as well as the average variance of the dual-stage
tracking error.
APPENDIX A
Theorem IV.1 is stated and proved for SISO systems in
[20]. In this section, the proof presented in [20] is extended to
MISO systems. In order to prove theorem IV.1, Lemma VI.0.1
is first proved [28].
All transfer functions are considered in the discrete time
frequency domain. However to make the notations simple, the
frequency dependence arguments (ejω) and (ω) will not be
written in the transfer functions.
Lemma VI.0.1. Assume the transfer function WUw→uUw→u
used in theorem IV.1 is bounded and analytic in the right half
plane, where Uw→u is written in terms of plant and controller
stable factorizations in Eq. (28). The H∞ norm defined in
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Fig. 15: R and I represent the real and imaginary axes,
respectively. The prime notation is used to represent the rotated
axes.
Eq. (30) is satisfied if and only if the following inequality
holds over the entire frequency region, Ω,
∀ω ∈ Ω : γ−1σ¯(WUωXN˜F ) < Re(N˜XF + M˜Y F ) (66)
where F ∈ RH∞ is a stable proper rational scalar transfer
function and ¯σ(M) denotes the maximum singular value of
the matrix M .
A. Proof of Lemma VI.0.1
Proof. Considering the definition of H∞ norm in Eq. (1), the
weighted H∞ norm criterion given in Eq. (30) can be written
as
∀ω ∈ Ω : σ¯(WUw→uXN˜(N˜X + M˜Y )−1) < γ. (67)
According to the dimensions of plant and controller stable fac-
torizations given in Eqs. (3) and (4), the term N˜X+M˜Y will
be a scalar. Therefore, the above equation can be simplified
as follows
∀ω ∈ Ω : γ−1σ¯(WUw→uXN˜) <
∣∣∣N˜X + M˜Y ∣∣∣ . (68)
where |G| = |G(ω)| denotes the magnitude of G(ω).
At each given frequency ω ∈ Ω, a disk centered at
z0 = N˜X + M˜Y with radius r = γ−1σ¯(WUw→uXN˜) will
be considered. This disk is shown in Fig. 15, where all the
points inside this disk will be represented as
|z − z0| < r (69)
By combining Eqs. (68) and (69), it can be concluded that
the origin z = (0, 0) is not located inside this disk. Therefore,
as one can see in Fig. 15, there exists a line d passing through
the origin that does not intersect the disk. A unitary rotation
matrix f(jω) will be considered which makes line d the new
imaginary axis. The center and radius of the disk in the new
rotated system will be given by
zf0 = N˜Xf + M˜Y f, (70)
rf = γ−1σ¯(WUωXN˜f). (71)
Since line d is the new imaginary axis and is not intersecting
with the disk, the real component of the disk center must be
always greater than the disk radius
rf < Re(zf0 ). (72)
Plugging in Eqs. (70) and (71) into Eq. (72) will result in the
following inequality
∀ω ∈ Ω : γ−1σ¯(WUw→uXN˜f) < Re(N˜Xf +M˜Y f). (73)
According to [28], f can be approximated by the frequency re-
sponse data of a stable proper rational scalar transfer function
F , if and only if
V =
1∣∣∣N˜X + M˜Y ∣∣∣− γ−1σ¯(WUw→uXN˜) (74)
is analytic in the right half plane for all γ¯ > γ. In order to
prove that V is analytic in the right half plane, we first assume
γ¯ → ∞. Therefore, V = 1|N˜.X+M˜.Y | is stable and analytic
according to stability of Uw→u. If γ¯ is reduced from infinity
to γ, the poles of V will move continuously, and according to
Eq. (68), it can be shown that
∀ω ∈ Ω : V −1(jω) 6= 0. (75)
Therefore, the function V will remain analytic in the right half
plane for all γ¯ > γ. As a result, the rotation matrix f(jω) can
be estimated by a stable proper rational scalar transfer function
F , which will prove the inequality given in Eq. (66).
B. Proof of Theorem IV.1
Proof. The equivalence of statements I and II presented in
theorem IV.1 will be proved here.
• (I ⇒ II) Assume the stabilizing controller is factorized
as K = X0Y −10 . According to Lemma VI.0.1, the H∞
norm criterion given in Eq. (30) can be written as
∀ω ∈ Ω : γ−1σ¯(WUw→uX0N˜F ) < Re(N˜X0F+M˜Y0F ).
(76)
Since F is a stable proper rational scalar transfer function,
it can be merged inside the controller factorizations such
that X = X0F and Y = Y0F . This merge will not
change the controller and K = XY −1 = X0Y −10 .
Therefore, Eq. (76) will result in Eq. (31) given in
statement II of the theorem.
• (II ⇒ I) The real part of any complex number is always
less than its magnitude
Re( N˜X + M˜Y ) <
∣∣∣ N˜X + M˜Y ∣∣∣ . (77)
Therefore, Eq. (31) will result in the following equation
∀ω ∈ Ω : γ−1σ¯(WUωXN˜) <
∣∣∣ N˜X + M˜Y ∣∣∣ . (78)
19
Since N˜X+M˜Y is a scalar term, Eq. (78) can be written
as
∀ω ∈ Ω : σ¯(WUw→uXN˜(N˜X + M˜Y )−1) < γ (79)
According to the definition of the weighted H∞ norm
given in Eq. (1), the above equation is basically equivalent
to the H∞ criterion given in Eq. (30).
Now, we have to show that the controller K stabilizes
the plant G. The stability is analyzed using the Nyquist
stability theorem [34]. According to Eq. (23), the closed
loop transfer functions can be written as followsEr→e En→e Ew→eUr→u Un→u Uw→u
Yr→y Yn→y Yw→y
 = 1
D
M˜Y −XN˜ −N˜YM˜X M˜X −N˜X
N˜X N˜X N˜Y
 ,
(80)
where
D = N˜X + M˜Y. (81)
Since all the elements of the numerator matrix in Eq. (80)
are stable factorizations of the plant and controller, they
will have stable poles. Therefore, the closed loop systems
in Eq. (80) will be stable if all the zeros of D are stable.
In order to prove that the zeros of D are stable, the
Nyquist plot for D will be considered. Since D is a
linear function of stable factorizations, it will not have
any unstable poles. Moreover, Eq. (31) will result in
Re(D(ω)) > 0, (82)
which means that D will not encircle around the origin.
As a result, the Nyquist stability theorem will conclude
that D will not have any unstable zeros. Therefore, all
the closed loop systems in Eq. (80) are stable and the
controller K stabilizes the plant G.
APPENDIX B
The closed loop transfer functions considered in the H∞
norm constraints given in Eqs. (45), (46), (48) and (49) are
plotted in this section. These plots include the closed loop
transfer functions, as well as the weighting functions used
to shape those transfer functions. The closed loop transfer
functions are obtained for all the design scenarios in table I
using all the frequency response data sets in Fig. 4. These
plots utilize the color code in table I to distinguish between
different scenarios. However, the plots for the same scenario
but different frequency response data sets utilize the same
marker type and may not be distinguishable from each other
at some frequency regions, where the plots are relatively close
to each other. These plots include 25 closed loop transfer
functions for all the 5 design scenarios in table I using all
the 5 frequency response data sets in Fig. 4.
In the case of SISO transfer functions, the inverse of
the weighting functions magnitude shapes the magnitude of
the closed loop transfer functions. The inverse of weighting
functions for the single-stage loop as well as individual SISO
loops in the dual-stage loop are shown in Figs. 16, 18a, 19
and 20 with light blue dotted lines. The closed loop transfer
functions are also shown with their corresponding color code
mentioned in table I.
The transfer functions for the dual-stage loops are plotted in
Fig. 17. Er→e is a SISO and Ew→e, Ur→u, Uw→u are MIMO
transfer functions. The weighting functions used to shape the
MIMO transfer functions in Eq. (46) are as follows
∀ω ∈ Ω : WEw→e(ω) =
[
0.10
0.10
]
, (83)
∀ω ∈ Ω : WEr→u(ω) =
[
0.10 0.00
0.00 0.10
]
, (84)
∀ω ∈ Ω : WEw→u(ω) =
[
0.10 0.10
0.04 0.10
]
. (85)
In the case of MIMO transfer functions, the weighting
functions in the MIMO transfer functions shape the maximum
singular values of the closed loop transfer functions by limiting
them to be smaller than the inverse of minimum singular
values of the weighting transfer functions across the entire
frequency region. Figs. 18b-18d plot the maximum singular
values of closed loop transfer functions with the color code
mentioned in table I and the inverse of the minimum singular
values of the weighting functions with light blue dotted lines.
All the values corresponding to SISO and MIMO closed
loop transfer functions plotted in this section are smaller
than their upper-bounds shown with light blue dotted lines.
Therefore, all these closed loop transfer functions satisfy the
H∞ constraints defined in Eqs. (45), (46), (48) and (49).
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