The 
Introduction
P2P system is a kind of distributed system which is characterized by large scale, fault-tolerance, selforganization, and etc. P2P computing is one of the basic technologies of Knowledge Grid [1] . The development of P2P computing will nourish the Knowledge Grid. P2P systems can be classified into structured and unstructured P2P system. Unstructured P2P system has flexible query processing and can adapt to churns easily. Resource locating is a core function of P2P sharing system. Because there is no hint about the storage of resource shared, peers in unstructured P2P system locate resource by query flooding. Although flooding algorithm can propagate query to almost all nodes rapidly, the redundant messages may incur congestion in overlay network. In this paper, we concern the performance improvement of Gnutella-based unstructured P2P system.
To reduce the message redundancy of flooding query, many alternatives have been proposed, such as expanded ring, k-random walks [2] , and the combination of random walk and shadow flooding [3] . P2PLSNs [4] is another way to improve the performance of resource locating which uses semantic links overlay. Most of the existing search algorithms in Gnutella-like networks are issuing query to all peers. The answer to a query can only serve the requestor. If the sharing information is advertised to all peers, this message can serve all peers. Because the memory used for caching is limited, it is impossible for peers to cache all the Resource Advertisements (RAs) received. As to a specific peer, not all the RAs are useful for it. It is important for a peer to keep the useful RAs in its cache. The trace data of real P2P system shows that the workloads of peers are correlated. The bigger the intersection of workloads, the higher the probability that they share other files is. This important character has been revealed in [5] and [6] . To exploit this principle, a paradigm called interest-based-shortcuts was established in [5] . However, the description of interest patterns in it is not accurate. We propose an efficient paradigm to exploit the interest patterns among peers and the advantage of the advertising mechanism, which is called Interest-Aware Caching (IAC). In our paradigm, interest-based potential is counted and used for caching. Peers need only cache RAs interesting to them. By local cache search, the success rate of resource locating is high and search delay approximates zero. If local cache search is failed, a random walk-based query is used to complete the resource locating. The simulation shows that the message overhead of IAC is no more than that of other paradigms. The remainder of the paper is organized as follows. In section 2, we analyze the trace data of a real P2P system. In section 3, the design of IAC is presented. The analysis of IAC system is described in section 4. To evaluate the performance of IAC, we do simulations in section 5. Section 6 is the conclusion.
Characterizing workload
In P2P file sharing system, the workload properties are very useful for design of efficient search scheme.
[5] [6] have revealed that there is common interest between peers. This common interest is expressed by the files shared. To efficiently exploit such attribute, other properties should be uncovered. We concern the replica distribution, the number of files shared by each peer, and the relationship among the workloads of peers. These properties are obtained by the trace data analysis. The trace data analyzed in this paper is the same as that of [7] . The distribution of numbers of files shared by peers is illustrated in Figure1. This property reveals that a few files are extremely popular while a large number is replicated at several peers. To analyze the relationship among the workloads of peers, we choose three peers A, B, and C randomly. The trend is illustrated in Figure2. Majority of peers have few common files with some other peers. With the increase of number of the common files, the number of peers is decreased. The results of trace data analysis are: 1) there are common interests among peers. This attribute can be exploited to improve the search performance. 2) The bigger the intersection of workloads, the higher the probability that they share other files is. 3) If the popular files are used to measure the sharing interest, the result is not accurate.
Design of IAC
Most of the existing search algorithms of unstructured P2P system are issuing queries to all peers or some limited group of peers in the system. Usually, the answer to a query can only serve the requestor. We call this resource locating model as Query Advertising Model (QAM). In contrast, if we advertise the files list of a peer, this information can serve all peers received the advertisement. We call the second model as Resource Advertising Model (RAM). The message overhead of QAM and RAM is the same. Because a RA can serve multiple peers, the search cost in IAC is far lower than that of other paradigms. In IAC, peers construct the RA which includes the owner of the RA and the Bloom filter represent of the files set. Peers cache the RAs interesting to them. As to resource locating, peers firstly resort to Local Cache Search (LCS) and then degrade to the random walk-based search algorithm if the results of LCS are not good enough. The design of IAC is illustrated in Figure3. In section 3.1, we describe the resource presentation and propagating. The detailed design of RAs caching is described in section 3.2.
Figure3. Design of IAC system

Resource advertising
Like the marketing behavior, peers with files to share propagate the resource list to other peers of the system. Efficient scheme is required to represent the resource list. Cost-efficient message propagating algorithm should be designed to disseminate the RAs.
Bloom Filter is a space-efficient probabilistic data structure which is used to represent a set and support the membership query. A detailed survey of network applications of Bloom filter is given in [8] . In IAC, the Bloom filter data structure is used to represent the set of files to reduce the overheads of advertising. To exploit the clustering of workloads, the size of the intersection of Bloom filter should be evaluated. 
Unstructured P2P system is a large scale dynamic system. Peers join and leave the system autonomously. Efficient message propagating algorithm is needed to disseminate the RAs. We concern the message cost, fault-tolerance, and speed of the message propagating algorithm. Although flooding is robust and rapid, the message cost is very high. The probabilistic broadcast algorithms are better alternatives. In this paper, the selection of message propagating algorithm does not impact the performance analysis. We treat the message overhead of advertising for a peer the same as that of a normal query.
Resource advertisements caching
Each peer of IAC allocates a cache to store the interesting RAs. The interest of each peer is described by the files shared by the peer. If a peer has no files to share, the files obtained in the past can be used to describe the interest. When a peer received a RA, it compares the Bloom filter in the RA with its own. If the overlap of the two sets is bigger than the threshold, the probability that they share other files is high. The difference of the two sets determines the potential utility of the RA. It is not practical for a peer to caching excessive RAs. Peers of the IAC set the size of cache according to their capacity. The bigger the size of the cache, the higher success rate of search is. Peers rank the RAs in the cache. If the cache is full, the lowest ranking RA is discarded. The caching algorithm is described in algorithm 1. 
