For a product of interest, we propose a search method to surface a set of reference products. The reference products can be used as candidates to support downstream modeling tasks and business applications. The search method consists of product representation learning and fingerprint-type vector searching. The product catalog information is transformed into a high-quality embedding of low dimensions via a novel attention auto-encoder neural network, and the embedding is further coupled with a binary encoding vector for fast retrieval. We conduct extensive experiments to evaluate the proposed method, and compare it with peer services to demonstrate its advantage in terms of search return rate and precision.
INTRODUCTION
Product modeling and retrieval tasks, including product advertising, substitution, and recommendation, are fundamental for ecommerce business. To help customer discover more products and improve shopping experience, e-commerce platforms like Amazon, eBay, Taobao, and JD all gradually launched new browsing or assistance features related to similar product comparison, alternative product recommendation, and substitute product suggestion. In addition to the traditional query-to-product search, such a productto-product retrieval mechanism contributes significantly to the e-commerce business. For example, JD launched a "find similar" widget available for certain products, and Amazon also provides this widget for products in the browse history, to provide more alternatives closely related to a product of customers' interest. In general, the solutions consist of two stages: a candidate product set is retrieved first, followed by a task-specific ranking model to generate the results. Often, research interests focus on a ranking model built to optimize towards such a business application, but a suitable candidate product set is required to feed the ranking model and it is not well discussed in the literature.
Qualification of the candidate product set differs for different business objectives. In spite of those differences, the candidate product set is generally sourced from catalog information, behavioral data, and human annotations. The traditional inverted-index based retrieval relies on indices which are generated via product attribute tagging, and products sharing common indices like keywords are regarded as the candidates [12, 28] . If the products are assigned or classified in a taxonomy, the products under the same category can be used as the candidates, though mis-classified query product will lead to irrelevant results, and the size of the retrieved candidate set is uncontrollable and may be highly skewed. Customer behavioral information is another source to generate candidate products. Products that often viewed together or purchased together can serve as candidates for each other [19] . Though widely adopted in e-commerce business especially for product advertising and recommendation, the mentioned methods need to handle issues like feature sparsity, noisy data sources, low return rate, and inability to adjust the retrieval size. Ideally, the retrieval approach should be able to fetch a enough number of candidate products similar to the query, and the number of candidates should be flexible to adjust in order to accommodate various downstream ranking models for e-commerce applications.
In this paper, we focus on the problem of obtaining a set of reference products for a query product of interest. The reference products can be further fed to a ranking or relevance model to optimize the business objectives like clicks, conversions, or profits. We formulate this product retrieval problem as a search task, where we build product embedding vectors, quantify product similarity by vector distance, and conduct nearest neighbor search (NNS) in the vector space to surface the reference products. In addition to the requirement of flexibly adjusting retrieval size that NNS naturally provides, we focus on two metrics to evaluate the quality of the proposed search method. The precision of the search results measures the quality of the top search results; the return rate estimates the ability to retrieve enough reference products for different queries.
There are various challenges involved to build a desired productto-product search method. Customer behavior data is limited to only popular products, making it difficult to achieve high return rate. The catalog information is more widely available for product embedding, but feature extraction from low-quality or even missing product information is challenging [5, 36] . In fact, we observe 10% to 45% missing rates for several important product fields, and the available catalog information is plagued by poorly written catalog data with irrelevant or duplicated information. Large-scale vector search is also challenging in terms of the computation efficiency. Exact NNS is not realistic for moderately large datasets [33] , and one need to refer to approximate methods in order to reduce the latency. For datasets with a large volume of items, the balance between the efficiency gain and the quality loss is difficult to handle.
In this paper, we propose a novel attention auto-encoder neural network to build high-quality and robust product vectors. In order to achieve better search precision and return rate, the negative impact of missing or low-quality attributes is minimized via attention mechanism [29] . The vector search is then conducted by an optimized semantic hashing algorithm [23] , where each product embedding is coupled with a binary encoding so that NNS can be achieved by searching in the vicinity of the query encoding. The encoder is optimized to penalize tiny and huge binary buckets for better search precision and latency. Compared to existing product-to-product retrieval methods, the proposed method is able to obtain better precision while enhancing the return rate drastically. In our experiments for high-traffic products, the proposed method achieves 92.2% none-zero return rate compared to 86.5% from the top-performing existing method. This advantage is enlarged to 63.8% v.s. 3.9% for general products. As an approximate NNS method, our search method is able to achieve 90.7% recall rate against the exact 100-NNS compared to 74.2% or less recall from state-of-the-art packages. As for the computation efficiency, we achieve an average latency of less than 6ms for a product pool of 40 million products with a single machine of 61GB memory and a single Nvidia K80 GPU, and the method can scale up to support large product pools with multiple machines.
BACKGROUND AND OUR CONTRIBUTION
Product retrieval is fundamental for modeling and business applications in e-commerce. In order for relevance or ranking models to apply, various methods are adopted to retrieve relevant products, including the vastly used inverted-index based methods like Elasticsearch or Solr [12, 28] . In addition to supporting the downstream business applications, the retrieved products can also be consumed by instance-based product modeling [1, 35] . The retrieval method should be able to fetch enough products for a large proportion of the query products. The retrieval recall rate is also considered a good metric, but it is not commonly adopted because of the lack of ground truth [24] . In this paper, the proposed search method is largely related to two areas. Product representation learning and natural language processing help to convert a product to an embedding vector; the approximate nearest neighbor search supports similarity search based on product embeddings at scale.
Most of the existing product representation techniques for ecommerce depends largely on customer behavior data. Customer co-view and co-purchase information can be directly used to build product embedding such that products with similar browse or purchase history will share similar vectors [19] . Product catalog data, on the other hand, is a collection of free-form texts like title, description, brand, etc.. There are supervised and unsupervised ways to transform the catalog data into a vector space. The supervised way originates from ImageNet [8] , where a multi-source neural network is trained to predict certain product categorization labels, and the last hidden layer is used as the instance embedding [5, 13, 27] . The categorization labels require extensive annotation while the embedding vector is found of high quality. The unsupervised way, on the other hand, applies to broader cases, especially when labels are unavailable. With the well established methods of word2vec and sentence2vec [7, 9, 16, 18] , the problem of product representation learning effectively becomes the task of vector aggregation, namely the method of combining embedding vectors from multiple product fields. Though this problem seems fundamental for natural language processing in e-commerce, to the best of our knowledge, there is no related research dedicated to this problem.
Vector space search has drawn increasing attention because of its ubiquitous applications. In addition to product search, vector search is also frequently used in recommender systems [4, 17] , and extreme classifications [30, 34] . Depending on the definition of the similarity metric, there are nearest neighbor search (NNS) on Euclidean distance, maximum cosine similarity search (MCSS), and maximum inner product search (MIPS) [26, 33] . While normalizing the embedding vectors will unify the three, there are independent works for each scenario [26] . The exact search method is not scalable since it requires calculating the pairwise similarity between the query and each of the candidates. Therefore, related works are focusing on approximate methods which can be roughly classified into tree-based approaches, hashing based approaches, and other approaches [3, 14, 15, 25, 26] . There are a large amount of works dedicated to high-performance approximate KNN, including FLANN, Iterative Expanding Hashing (IEH), Non-Metric Space Library (NMSLIB), and ANNOY [6, 11, 20, 21] . Our search method is a fingerprint-type method, belonging to the hashing based approach as IEH, while the other three methods are tree-based approaches.
We discuss technical details of the proposed search method in Section 3, followed by experiments regarding the return rate, the precision, and the recall according to exact KNN in Section 4. Section 5 discusses possible applications of the proposed method and concludes the paper. Before going into detailed discussions, we would like to highlight our contribution as follows:
• We have developed a product-to-product search method for reference product retrieval. The reference products are obtained via an optimized semantic hashing approach on product embedding generated by a novel attention autoencoder neural network. • With satisfactory precision, the proposed method is able to achieve considerably higher return rate compared to existing peers. Thus, our reference product search can support general downstream e-commerce applications.
• As an approximate KNN method, the proposed search algorithm is able to achieve high recall rate compared to stateof-the-art approximate KNN packages. • It is flexible to adjust the number of returned candidate products based on the requirement of the applications. The latency-precision balance is adjustable in real-time to accommodate different use cases; the product embedding and retrieval encoding are also of a plug-and-play type.
METHOD
In this section, we first describe the offline and online processes of the proposed search method, followed by detailed discussions on product vectorizer and binary encoder that enable high-quality and fast search for products. Two transformers are used to convert the text data of product catalog information into vector spaces: the product vectorizer д(·) and the binary encoder h(·). For a product p, the vectorizer converts the product catalog information into a d-dimension embedding (column-)vector ⃗ v = д(p) ∈ R d , and the binary encoder further transforms the embedding vector into a d ′ -dimension binary en-
We will introduce the design and training of the vectorizer д(·) and the encoder h(·) in Section 3.1 and 3.2, respectively. Let P denote the product pool where search results are retrieved from, and write N := |P | the size of P. Vectorizing and the encoding processes are conducted offline for all the products in P, resulting in an embedding set V and an encoding set B. For any binary encoding ⃗ b i ∈ B, define the corresponding binary encoding bucket
The set of all the buckets B * := {B 1 , B 2 , . . . } defines a partition over V .
The online search process follows the semantic hashing mechanism [23] . We retrieve a small subset consisting of M (M ≪ N ) products from P via low-cost computation, followed by applying exact NNS to the candidate set to get the sorted search results. Such a schema approximates the exact NNS on the larger product pool P where M is adjusted to balance the quality of approximation and the latency. For any given query product p q , our reference product search method proceeds as follows:
(1) Product vectorization. Calculate the query embedding ⃗ v q = д(p q ) and the encoding ⃗ b q = h(⃗ v q ).
(2) Sort all binary buckets B i in B * according to the Hamming distance between its encoding ⃗ b i and the query encoding ⃗ b q to get a ranked list:
Note that we conduct exact NNS for the retrieved M products and returns the top-K results as reference products. In reality, we usually apply a cut-off threshold γ to further filter out low quality products to ensure the precision of the search results. For a specific ranking or relevance model, the search results are further utilized or consumed. Intuitively, if the retrieved set covers a large proportion of the actual M-nearest neighbors of ⃗ v q in V , then the approximation should be good enough for downstream ranking models. We will discuss how to optimize the encoder h(·) for better search quality in Section 3.2.
Furthermore, we would like to highlight that the product pool can be expanded incrementally without retraining the vectorizer and the encoder. This is advantageous since the time-consuming offline pre-processing is not frequently conducted.
Product Representation Learning
The product vectorizer д(·) converts the product catalog data to a vector by incorporating signals from multiple attributes. A single product catalog field is essentially a sentence or a paragraph, and simple word2vec or sentence2vec model can be applied. Though there are supervised approaches to obtain product embeddings, we choose the unsupervised approach because it can be easily applied to billions of products without extensive human annotation efforts. We train a fastText [16] model on all the product information (around 400B tokens), and use this model as the field vectorizer. Each product catalog field is then converted into a vector ⃗ u ∈ R d . The challenge is how to combine embedding vectors ⃗ u 1 , ⃗ u 2 , . . . , ⃗ u m from multiple fields. Taking more fields into consideration helps utilizing more signals from the product information, but naively concatenating field vectors suffers from two subsequent problems:
• The curse of dimensionality: more fields mean higher dimension of the product embedding, which increases latency. • Missing fields and low-quality catalog information: we observe 10% to 45% missing rates for several important product fields, not to mention poorly-written fields with irrelevant or duplicated information.
Notice that the data quality issue does not come from data collection and processing. Therefore, it should be alleviated via proper modeling. To that end, we propose a novel attention auto-encoder network for embedding aggregation. The goal is that we smartly assign a weight α j (U ) to each field vector ⃗ u j ∈ R d so that the product embedding is a proper convex combination ⃗ v p = д(p) := m j=1 α j ⃗ u j , where the matrix U := [⃗ u 1 , ⃗ u 2 , . . . , ⃗ u m ]. The averaging resolves the curse of dimensionality, and the embedding quality is optimized via minimizing information loss during the averaging. To be more specific, the weight vector ⃗ α (U ) comes from a self-attention module defined as a softmax distribution:
where ϕ (·) is a simple fully-connected neural network with one hidden layer and a scaler output: ϕ (⃗ u j ) := ⃗ η tanh(W ⃗ u j + ⃗ ξ ). The attention module "looks at" each catalog field, returns a score estimating the relative amount of information from that field, and the softmax function further adjusts the weights for balance. The parameters W , ⃗ ξ , ⃗ η are learned via minimizing the information loss from U to ⃗ v, or in other words, to ensure the combined vector ⃗ v can best recover U from another two-layer neural network, defined as
where the activation function σ (·) is the sigmoid function. The loss for the neural network is simply the mean squared error:
where the loss function L depends on matrices W ,W (1) ,W
During training, U is generated from the catalog data of 40 million products, the dimension of the hidden layer is 32 for the attention module, 64 for φ(U ), and the model parameters are optimized via Adam Optimizer [24] . Note that for product embedding д(·), we only need the parameters W , ⃗ ξ , ⃗ η in the attention module. The rest of the model parameters are auxiliary to help tune the attention module. For a given product with field embedding U , the attention module gives the optimal weights ⃗ α (U ) so that the product embedding ⃗ v = U ⃗ α (U ) can best incorporate and recover signals from U . The detailed neural network structure is demonstrated in Figure 1 . We conduct extensive experiments to evaluate the quality of embeddings based on the proposed attention auto-encoder (AAE) method. It is worth noting that the auto-encoder here is irrelevant to the auto-encoder trained for the binary encoding vector ⃗ b in Section 3.2. The AAE method outperforms the state-of-the-art embedding methods. For example, we apply exact K-NNS to retrieve products from an annotated private dataset of 100k products in 1300 categories. The performance is measured by precision, which calculates the proportion of retrieved products from the same product category as the query product. The precision of the exact 3-NNS using the AAE embedding is 0.744, while the corresponding precisions for vanilla fastText, universal sentence encoder, and Bert are 0.662, 0.651, and 0.615, respectively [7, 9, 16] . We omit more details due to the page limit. Instead, we choose to conduct experiments directly on the final search method in Section 4.
Binary Hashing via Denoising Autoencoder
In this subsection, we demonstrate how to obtain the binary encoding vector ⃗ b = h(⃗ v). The basic idea is to use denoising auto-encoder to compress the embedding ⃗ v into a lower dimension logit vector ⃗ z and find an optimal thresholding vector ⃗ θ to convert ⃗ z into binaries. The binary encoding schema originates from Hinton et al. [23] .
Our work focuses on optimizing the threshold ⃗ θ for better retrieval quality and lower latency. To enhance the search method precision and latency, the following desired properties of the encoding are proposed:
(1) The encoding dimension should be low for efficiency.
(2) Tiny buckets should be avoided, otherwise NNS has to take place on too many buckets and latency issue will come up. Denoising auto-encoders are frequently used for extracting and composing robust features, where the neural network is fed with manually corrupted data to enhance feature quality and stability [31, 32] . The details of the network structure is well-known to the community, and hence we only demonstrate how to optimize the thresholding vector ⃗ θ in this paper. Our auto-encoder model consists of a two-layer encoder and a two-layer decoder, where the number of the encoded feature layer d ′ is set to 32 with sigmoid function as the activation. We use ⃗ z = [z 1 , z 2 , . . . , z 32 ] to denote the compressed feature from the encoding layer where z i ∈ (0, 1) ∀1 ≤ i ≤ 32, and the final binary encoding is obtained via thresh-
Naively choosing θ i = 0.5 as in [23] will result in too many buckets with extreme sizes. Note that now the binary bucket B = B( ⃗ θ ) depends on the thresholding vector, and let n i ( ⃗ θ ) = |B i ( ⃗ θ )| be the bucket size. We define the following objective function:
where χ is a tunable parameter to balance the average bucket size and the number of buckets. For a single bucket, the summand in (5) is convex and has a unique minimum at n i = χ , and both huge and tiny n i are naturally penalized. However, the objective (5) becomes non-convex and even discontinuous with respect to ⃗ θ , making traditional optimization techniques unsuitable. To overcome the optimization difficulty, we adopt a continuous genetic algorithm [2] , with population size 100, mutation rate 0.2, and in each generation 100 pairs are randomly selected for crossover. We iterate for 200 generations and choose the ⃗ θ with the smallest objective L ′ across all the generations. For our test product pool of 40 million products, the optimized ⃗ θ for χ = 100 is able to increase the average bucket size from 1.78 via the vanilla semantic hashing to 57.32, and the largest bucket size decreases from 60k to 3.5k. Again, we omit the standalone evaluation of the proposed encoding method, and conduct experiments on the overall search method in Section 4.
EXPERIMENTS
In this section, we present a series of experiments to evaluate the proposed solution. We have built a Reference Product Service (RPS) using the AAE product embedding and semantic hashing approximate NNS. For a given query product, its embedding and binary encoding are computed in real-time, followed by the semantic hashing NNS, which is implemented using a CPU-GPU hybrid model. We first compare RPS with its peer services and present two quality metrics, namely the return rate and the precision at K, in Section 
Return Rate Test
For a given test pool of queries Q test , let ψ (S, q) be the number of search results returned by S for the query product q ∈ Q test . Then the return rate at K, denoted by R K (S, Q test ) is defined as
where 1 is the indicator function. The return rate estimates the ability to retrieve enough reference products for different query products. In reality, this ability is largely limited by product feature availability and the design of the search method. For example, a search method depending on customer browsing history will not work for a new product without views. However, recall that one of our goals of the reference products is to make it general so it is able to support different applications.
Two test sets are constructed, namely the purchased set and the general set. The purchased set consists of 10 6 randomly sampled products with purchase history. The general set consists of 10 6 products randomly sampled from a billion-level product pool. Products from the purchased set can be considered be higher quality. We compare the return rate of RPS with four existing product-toproduct services. Two peer services highly depend on behavioral data (denoted by Behavior-1 and Behavior-2), and the other two depend on general product information (denoted by Method-1 and Method-2). RPS uses a product pool of 4×10 7 products with d = 100, d ′ = 32 and M = 4000. The related results are listed in Table 1 for the purchased query set and Table 2 for the general query set.
We acknowledge that we have no control on the quality or the size of the product pool used by each peer service, nor how the search method is implemented. We simply summarize the observed results as below. Our service returns enough search results for a 
Precision Test
The precision at K metric P K is defined as the proportion of the top-K results that are indeed similar to the query based on human judgement. More specifically, let φ(S, p, K ) be the number of positively annotated products from the top-K search results by method S for a query q ∈ Q test , the precision at K metric P K is defined as
We observe a sizable proportion of the search results from Behavior-1 and Behavior-2 is dominated by noise since both methods heavily depend on behavioral features, making them less competitive for the precision test. Thus, we only annotate the search results from Method-1, Method-2, and our own RPS. We set K = 5 and randomly sample 1500 products such that ψ (S, q) ≥ 5 for all the three methods. In order to better demonstrate the difference between the methods, the annotators are asked to use strict criterion in terms of similarity and to label at least 3 products as negative out of the 15 products pooled from the top-5 results from each of the three method. The precision test results are shown in Table 3 where RPS outperforms the other two baseline peers. Note that the results should be viewed for comparison purpose only and the actual precision is higher for all the methods because of the strict criterion.
Approximate KNN Recall Test
In addition to the above search quality test, we also conduct the recall test for completeness. The recall rate measures the proportion of actual positives that are included in the search results, which is generally not practical since the ground truth is unknown. Instead, we follow the convention to compute the recall against the exact NNS method and compare it with four other open-source approximate NNS methods. Non-Metric Space Library (NMSLIB) [22] , Approximate Nearest Neighbors Oh Yeah (ANNOY) [10] , and Fast Library for Approximate Nearest Neighbors (FLANN) are tree-based approaches, while Iterative Expanding Hashing is a hashing type approach [6, 11, 20, 21] . Since we require the exact KNN results to be the ground truth, we use a smaller dataset for the recall test: a set of 2 million products generated randomly. For each method, we calculate the proportion of the top-K search results that actually hit the top-K products from exact KNN search. Recall values are presented in Table 4 for K varying from 1 to 100. Note that the query itself is always excluded from the search results. Table 4 shows that our approximate KNN based on binary encoding achieves satisfactory recall rates. In addition, we would like to highlight its flexibility. The efficiency-quality parameter M can be adjusted online without preprocessing to balance efficiency and quality, while most of other approximate KNN algorithms can not. It also allows easy modification of product pool in realtime. For example, adding new embedding and encoding vectors are more easily handled than training a new tree structure.
Latency
In this subsection, we briefly discuss the efficiency and the latency of our search method. In general, the combined embedding and encoding latency for a single query is under 1ms. With a single AWS machine of type p2.xlarge (equipped with an NVIDIA K80 GPU), for a product pool of 40 million products and the subset size M = 4000, the average search latency is under 6ms, which is in the same scale as the general network latency. Thus, the proposed method is able to efficiently support general business applications.
DISCUSSION AND CONCLUSION
In this paper, we propose a search method to surface a set of reference products. The product catalog information is transformed into a high-quality embedding of low dimension via a novel attention auto-encoder neural network, and the embedding is further coupled with a binary encoding vector for high quality vector search at scale. We conduct extensive experiments to evaluation the return rate, the precision, and the recall rate of the proposed method, and compare them with peer methods. Since our method is able to yield a satisfactory number of high-quality results for most of the query products, the reference products are readily consumable for various business ranking models to support applications like pricing, substitution, and recommendation. We believe such an acceleration to support multiple applications will bring fundamental values to the e-commerce business, and invite more future works on the algorithms and applications of the reference product set.
