We have discussed the dynamics of Langevin model subjected to colored noise, by using the functional-integral method (FIM) combined with equations of motion for mean and variance of the state variable. Two sets of colored noise have been investigated: (a) one additive and one multiplicative colored noise, and (b) one additive and two multiplicative colored noise. The case (b) is examined with the relevance to a recent controversy on the stationary subthreshold voltage distribution of an integrate-and-fire model including stochastic excitatory and inhibitory synapses and a noisy input. We have studied the stationary probability distribution and dynamical responses to time-dependent (pulse and sinusoidal) inputs of the linear Langevin model. Model calculations have shown that results of the FIM are in good agreement with those of direct simulations (DSs). A comparison is made among various approximate analytic solutions such as the universal colored noise approximation (UCNA). It has been pointed out that dynamical responses to pulse and sinusoidal inputs calculated by the UCNA are rather different from those of DS and the FIM, although they yield the same stationary distribution.
Introduction
Nonlinear stochastic dynamics of physical, chemical, biological and economical systems has been extensively studied (for a recent review, see Ref. [1] ). In most theoretical studies, Gaussian white noise is employed as random driving force because of its mathematical simplicity. The white-noise approximation is appropriate to systems in which the time scale characterizing the relaxation of the noise is much shorter than the characteristic time scale of the system. There has been a growing interest in theoretical study of nonlinear dynamical systems subjected to colored noise with the finite correlation time (for a review on colored noise, see Ref. [2] : related references therein). It has been realized that colored noise gives rise to new intriguing effects such as the reentrant phenomenon in a noise-induced transition [3] and a resonant activation in bistable systems [4] .
The original model for a system driven by colored noise is expressed by non-Markovian stochastic differential equation. This problem may be transformed to a Markovian one, by extending the number of relevant variables and including an additional differential equation describing the Orstein-Uhlenbeck (OU) process. It is difficult to analytically solve the Langevin model subjected to colored noise. For its analytical study, two approaches have been adopted: (1) to construct the multi-dimensional Fokker-Planck equation (FPE) for the multivariate probability distribution, and (2) to derive the effective one-dimensional FPE equation. The presence of multi-variables in the approach (1) makes a calculation of even the stationary distribution much difficult. In a recent study on the Langevin model subjected to additive (non-Gaussian) colored noise [5] , we employed the approach (1), analyzing the multivariate FPE with the use of the second-order moment method. A typical example of the approach (2) is the universal colored noise approximation (UCNA) [6] , which interpolates between the limits of zero and infinite relaxation times, and which has been widely adopted for a study of colored noise [2] . Another example of the approach (2) is the path-integral and functional-integral methods [7] - [12] obtaining the effective FPE, with which stationary properties such as the non-Gaussian stationary distribution have been studied [2] .
Theoretical study on the Langevin model driven by colored noise has been mostly made for its stationary properties such as the stationary probability distribution and the phase diagram of noise-induced transition [2] . As far as we are aware of, little theoretical study has been reported on dynamical properties such as the response to time-dependent inputs.
Refs. [13, 14] have discussed the filtering effect, in which the high-frequency response of the system is shown to be improved by colored noise. The purpose of the present paper is to extend the functional-integral method (FIM) such that we may discuss dynamical properties of the Langevin model subjected to colored noise. We consider, in this paper, two sets of colored noise: (a) one additive and one multiplicative colored noise, and (b) one additive and two multiplicative colored noise. The case (b) is included to clarify, to some extent, a recent controversy on the subthreshold voltage distribution of a leaky integrate-and-fire model including conductance-based stochastic excitatory and inhibitory synapses as well as noisy inputs [15] - [18] .
The paper is organized as follows. The FIM is applied to the above-mentioned cases (a) and (b) in Secs. 2 and 3, respectively, where the stationary distribution and the response to time-dependent inputs are studied. In Sec. 4, we will discuss the recent controversy on the subthreshold voltage distribution of a leaky integrate-and-fire model [15] - [18] . A comparison is made among results of some approximate analytical theories such as the UCNA [2, 6] . The final Sec. 5 is devoted to conclusion.
2 Langevin model subjected to one additive and one multiplicative colored noise
Effective Langevin equation
We have considered the Langevin model subjected to additive and multiplicative colored noise given by
with
where F (x) and G(x) denote arbitrary functions of x: η 0 (t) and η 1 (t) stand for additive and multiplicative noise, respectively: τ m and D m express the relaxation times and the strengths of colored noise for additive (m = 0) and multiplicative noise (m = 1): η m (t) express independent zero-mean Gaussian white noise with correlations given by
The distribution and correlation of η m are given by
By applying the FIM to the Langevin model given by Eqs. (1) and (2), we obtain the effective FPE given by [7, 11] (details being given in the Appendix)
from which the effective Langevin model is derived as
Here F ′ = dF/dx and G ′ = dG/dx, and the bracket · expresses the average over p(x, t)
to be discussed shorty [Eq. (11) ]. It is noted that we will temporally evaluated F ′ etc.
in order to discuss dynamics of the system, while they are conventionally evaluated for the stationary value as F ′ (x s ) etc. with x s = x(t = ∞) [7, 11] .
Equations of motion for mean and variance
With the use of the effective FPE given by Eq. (7), an equation of motion for the average of Q(x):
is given by [19] 
which yields (for Q = x, x 2 )
Mean (µ) and variance (γ) are defined by
Expanding Eqs. (13) and (14) around the mean value of µ, and retaining up to the second order of (δx i ) 2 , we get equations of motion for µ and γ expressed by [19] 
Eqs. (17) and (18) are given by Eqs. (9) and (10), respectively.
In the case of F (x) = −λx + I and G(x) = x where λ and I denote the relaxation rate and an input, respectively, the FIM yields equations of motion for µ and γ given by
We have to solve Eqs. (19)- (22) for µ, γ,D 0 andD 1 in a self-consistent way.
Stationary values of µ and γ are implicitly given by
withD 0 andD 1 given by Eqs. (21) and (22), respectively, with µ = µ s . Equations (23) and (24) show that µ s and γ s diverge forD 1 > λ andD 1 > λ/2, respectively. The divergence of moments is common in systems subjected to multiplicative noise, because its stationary distribution has a long-tail power-law structure [19] - [21] . From Eqs. (22) and (23), we getD
which yieldsD
Equation (27) implies that the approximation ofD
Stationary distribution
From the effective FPE given by Eq. (7), we get the stationary distribution p(x) given by
Because of the presence of multiplicative noise, the stationary distribution generally has non-Gaussian power-law structure [19] - [21] .
In the white-noise limit (τ m = 0), the stationary distribution for the Langevin equation 
where p wn (x;D 0 ,D 1 ) expresses the stationary distribution for white noise.
In the case of F (x) = −λx + I and G(x) = x, we get
where µ s expresses the stationary value of µ [Eq. (23) ].
Model calculations 2.4.1 Stationary properties
In order to demonstrate the feasibility of our analytical theory, we have performed model calculations. Direct simulations (DSs) for Eqs. (1) and (2) 
Dynamical properties
We have investigated the response to an applied pulse input given by by an applied pulse at t b < t < t e are decreased. This is because they are given by
whereD 1 is decreased with increasing τ 1 as Fig Next we study the response to a sinusoidal input given by
where C = 0.5, ω = 2π/T p and T p = 100. decreased. This is understood from an analysis with the use of Eq. (19), which yields
Equation (39) shows that with increasing ω (i.e. decreasing T p ), the magnitude of µ(t) is decreased, representing a character of the low-pass filter.
3 Langevin model subjected to one additive and two multiplicative colored noise
Effective Langevin equation
We have assumed the Langevin model subjected to one additive (η 0 ) and two multiplicative colored noise (η 1 , η 2 ), as given by
where F (x), G 1 (x) and G 2 (x) express arbitrary functions of x, and ξ m are independent zero-mean white noise with correaltion:
Applying the FIM [11] to the model under consideration, we get the effective FPE given by (details being given in the Appendix):
from which we get the effective Langevin equation:
where F ′ = dF/dx and G ′ m = dG m /dx, and the bracket · stands for the average over p(x, t):
Equations of motion for mean and variance
By using the effective FPE given by Eq. (45), we can obtain equations of motion for mean (µ) and variance (γ) defined by
When F (x) and G m (x) are given by
where λ is the relaxation rate, I an input, and a m and e m constants, we get equations of motion for µ and γ given by [19] 
.
It is necessary to self-consistently solve Eqs. (53)- (56) 
Stationary values of µ and γ are implicitly given by Equation (27) suggests that the approximation given bỹ
may be valid both for small τ m and large τ m , as will be numerically shown in Fig. 5 [22].
Stationary distribution
From the effective FPE of Eq. (45), we get the stationary distribution p(x) given by [19] ln p(
In the white-noise limit (τ m = 0), the stationary distribution of the Langevin model given by Eq. (41) with η m = √ 2D m (m = 0, 1, 2), is expressed by [19] - [21] ln
in the Stratonovich representation. It agrees with the distribution given by Eqs. (60) and
When F (x) and G m (x) are given by Eqs. (51) and (52), we get
(68)
µ s denoting the stationary value [Eqs. (57) and (58)].
It is easy to see that for additive noise only (D 1 = D 2 = 0), the distribution becomes the Gaussian given by
When multiplicative noise is included, p(x) becomes the non-Gaussian distribution with power-law tails. 
Dynamical properties
Responses of µ(t) to a pulse input given by Eq. 
Discussion

A controversy on the subthreshold voltage distribution
In recent years, a controversy has been made on the subthreshold voltage distribution of a leaky integrate-and-fire model [15] - [18] . The adopted model includes conductance-based stochastic excitatory and inhibitory synapses as well as noisy inputs, as given by [15] - [18] 
Here C denotes the membrane capacitance, a the membrane area, g L and E L the leak conductance and reversal potential, and g e,i and E e,i are the noisy conductances and reversal potentials of excitatory (e) and inhibitory i synapses, respectively. Stochastic g e,i
and noisy additional input I I (t) are assumed to be described by the OU process given by
where ξ e et el. are independent zero-mean white noise with correlation:
In the first paper of Rudolph and Destexhe (RD1) [15] , they derived an expression for the stationary distribution function of the system described by Eqs. (72)-(76). In their second paper (RD2) [16] , they modified their expression to cover a larger parameter regime. Lindner and Longtin [17] criticized that the result of RD1 does not reconcile the result of white-noise limit and that the extended expression of RD2 does not solve the colored-noise problem though it is much better than that of RD1. In the third paper of Rudolph and Destexhe (RD3) [18] , they claimed that the result of RD2 is the best from a comparison among various approximate analytic expressions for the stationary distribution. It has been controversy which of approximate analytic expressions having been proposed so far may best explain the result of DSs.
It is worthwhile to apply our method mentioned in Sec. 3 to the system given by Eq.
(72)-(76), which are rewritten as
where
By using Eqs. (64)- (70), we get the stationary distribution p(v) given by
With the use of Eqs. (57) 
Here µ s denotes the stationary value of v which is determined by the self-consistent equations for µ s , γ s ,D e andD i [as Eqs. (57) and (58)], though their explicit expressions are not necessary for our discussion.
In the limit of small relaxation times, Eqs. (92) and (93) yield
This is nothing but the approximation introduced in RD2 [16] .
In the white-noise limit (τ I,e,i = 0), the stationary distribution of the model given by
Eq. (78) with η κ = √ 2D κ (κ = I, e, i) is given by [19] - [21] ln p wn (v;
in the Stratonovich representation. We note that our stationary distribution given by
Eqs. (84)- (90) is consistent in the white-noise limit, and that the distribution for colored noise, is expressed by
whereD I ,D e andD i given by Eqs. (91)- (93) take account of effects of relaxation times.
If we adopt approximate expressions forD e andD i given by Eqs. (94) and (95), we get
(for τ e D e ≪ 1 and τ i D i ≪ 1) (99)
Lindner and Longtin have pointed out that the first solution of RD1 is given by [17] 
With the use of the Fourier transform of stochastic equations, Rudolph and Destexhe have obtained in RD2 [16] , the stationary distribution with D I = 0 given by
. (101) It is noted that Eq. (101) 
A comparison with previous approximations
We have discussed, in Sec. 2, the dynamics of the Langevin model subjected to colored model, by using the FIM. It is interesting to make a comparison among several approximate, analytical methods having been proposed so far for the Langevin model subjected to colored noise:
where η 1 (t) is described by the OU process of Eq. (2).
First we apply the UCNA to Eq. (102) [2, 6] . Taking the derivative of Eq.(102) with respect to t, eliminating the variable η 1 with the use of Eq. (2), and neglecting theẍ term after the UCNA, we get the effective Langevin equation given by
The stationary distribution is given by
In the case of F (x) = −λx and G(x) = x, we get
which agrees with Eqs. (31) and (32) with I = Y = 0.
Similarly, when the system is subjected to additive colored noise only
the UCNA yields the effective Langevin equation given by
When a system is subjected to multiplicative colored noise only, as given by Eq. (102), we may employ the method of a change of variable, with which it is transformed to that subjected to additive noise [23] :
We get the effective Langevin equation given by Eq. (103) with
In the case of F (x) = −λx and G 1 (x) = x, we get the distribution of p(x) given by
which agrees with Eqs. (108). Table 1 show responses of µ(t) and γ(t), respectively, to an applied pulse input given by Eq.
(35), calculated by the FIM (solid curves), DS (dashed curves) and the UCNA (chain curves) with λ = 1.0, D 1 = 0.2 and τ 1 = 1.0. We note that µ(t) and γ(t) at 100 < t < 200 calculated by the FIM is in good agreement with those of DS. Those of the UCNA are, however, much larger than those of DS. This is easily understood by Eqs. (36), (37), (104) and (105), from which we get (for It has been claimed that the UCNA is justified by the FIM [8, 9, 10] . Although the FIM starts from the formally exact expression for the probability distribution, an actual evaluation has to adopt some kinds of approximations such asẍ = 0 and (ẋ) n = 0 for n ≥ 2 just as in the UCNA [2, 6] . The result of Ref. [8, 9, 10] obtained by the FIM is different from that of Ref. [7, 11, 12] derived by the alternative FIM: the final result using the FIM depends on the adopted approximations.
Conclusion
We have extended the FIM approach such that we may discuss dynamics of the Langevin model subjected to additive and/or multiplicative colored noises, combined with equations of motion for mean and variance of a state variable x. The stationary probability (27) and (59) for the cases (a) and (b), respectively, derived by the FIM are valid for both small and large relaxation times, which supports the result of RD2 and RD3 [16, 18] .
The item (i) implies that the present FIM approach may be applicable to a wide class of realistic models for physical systems subjected to noise sources with finite correlation time. Recently we have proposed a generalized Langevin-type rate-code neuronal model including multiplicative white noise [24, 25] . It would be interesting to study effects of finite correlation time of colored noise on firing rates in neuronal ensembles based on the rate-code hypothesis, which is an alternative to the temporary-code hypothesis [26, 27] .
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Appendix: Derivation of the effective Fokker-Planck equation
By applying the functional-integral method to the Langevin model given by
we may obtain the expression for the probability distribution: p(x, t) = δ(x(t)−x) given by [7, 11] 
where the bracket · denotes the average over p(x, t). Although Eq. (A4) is a formally exact expression, it is evitable to employ some approximations to perform actual calculations. In order to evaluate the average η m (t)δ(x(t) − x) , we use the Novikov theorem [28] :
where Φ(η 1 , η 2 ) denotes a function of η 1 and η 2 , and c mn is their correlation function given by Eq. (5). From Eqs. (5) and (A5), we get
After integrating Eq. (1), we get
The functional derivative of x(t) of Eq. (A8) with respect to η m (t ′ ) becomes
The derivative of Eq. (A9) with respect to t is given by
The formal solution of Eq. (A10) with the initial condition:
is given by
The derivative of G m (x(t)) with respect to t becomes
The integral of Eq. (A14) yields
Substituting Eqs. (A12) and (A15) to Eq. (A9), we get
where contributions from terms including η n in Eq.(A12) and (A15) are neglected. Combining Eq. (A7) with Eq. (A16), we get
By using the decoupling approximation given by
we get
where F ′ = dF/dx and G ′ m = dG m /dx, and the bracket · expresses the average over p(x, t). Substituting Eq. (A20) to Eq. (A4), we finally get the effective FPE given by
from which we get the effective Langevin equation given by
with 
G(x)η 1 (t) subjected to colored noise η m with the relaxation time τ m (m = 0, 1) given by Eqs. (1) and (2); the bracket · denotes the average over p(x, t):
etc. for the stationary x s (see text).
(a) the functional-integral method (FIM; present study).
(b) FIM (Ref. [11, 12] ).
(c) a change of variable (CV) for multiplicative colored noise only (after Ref. [23] ).
(d) UCNA calculation for multiplicative colored noise only (Ref. [6] ).
(e) UCNA calculation for additive colored noise only (Ref. [6] ).
(f) FIM for additive colored noise only (Ref. [10] ).
(g) moment method (MM) for additive colored noise only (Ref. [5] ). 
