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ABSTRACT
Advances in high-throughput next-generation sequencing (NGS) technologies have enabled
the determination of millions of nucleotide sequences in massive parallelism at affordable costs.
Many studies have shown increased error rates over Sanger sequencing, in sequencing data
produced by mainstream next-generation sequencing platforms, and have demonstrated the
negative impacts of sequencing errors on a wide range of applications of NGS. Thus, it is
critically important for primary analysis of sequencing data to produce accurate, high-quality
nucleotides for downstream bioinformatics pipelines.
Two bioinformatics problems are dedicated to the direct removal of sequencing errors: base-
calling and error-correction. However, existing error correction methods are mostly algorithmic
and heuristics. Few methods can address insertion and deletion errors, the dominant error
type produced by many platforms. On the other hand, most base-callers do not model the
underlying genome structures of the sequencing data, which are necessary for improving base-
calling quality especially in low-quality regions. The sequential application of base-caller and
error-corrector do not fully offset their shortcomings.
In recognition of these issues, in this dissertation, we propose a probabilistic framework that
closely emulate the sequencing-by-synthesis (SBS) process adopted by many NGS platforms.
The core idea is to model sequencing data (individual reads, or fluorescent intensities) as
independent emissions from a Hidden Markov model (HMM) with transition distributions to
model local and double-stranded dependence in the genome, and emission distributions to model
the subtle error characteristics of the sequencers. Deriving from this backbone, we develop three
novel methods for improving the data quality of high-throughput sequencing: 1) PREMIER, an
accurate probabilistic error corrector of substitution errors in Illumina data, 2) PREMIER-bc,
an integrated base-caller and error corrector that significantly improves base-calling quality, and
x3) PREMIER-indel, an extended error correction method that addresses substitution, insertion
and deletion errors for SBS-based sequencers with good empirical performance.
Our foray of using probabilistic methods for base-calling and error correction provides the
immediate benefits to downstream analyses with increased sequencing data quality, and more
importantly, a flexible and fully-probabilistic basis to go beyond primary analysis.
1CHAPTER 1. INTRODUCTION
The cellular activities of all life forms are regulated by genetic sequences encoded in the
form of deoxyribonucleic acid (DNA) or ribonucleic acid (RNA). The advent of Sanger sequenc-
ing technology in the 1970s marked the milestone achievement to determine the first complete
DNA genome, the bacteriophage φ-X174 [Sanger et al. (1977)]. The completion of the Human
Genome Project in 2004 witnessed the culminating feat of Sanger sequencing. However, the
prohibitive cost at the time to sequence the human genome sparked off the development of
a wide range of so-called next-generation sequencing (NGS) technologies, that are capable of
generating millions of sequences at only a tiny fraction of cost than a decade ago [van Dijk
et al. (2014)]. Affordable high-throughput sequencing has contributed to the explosive growth
of available sequencing data in public databases [Kodama et al. (2012)] and has revolutionized
biological studies with a wide spectrum of applications [Mardis (2008)]. It has not only en-
abled de novo assembly of whole genomes and transcriptomes [Grabherr et al. (2011)], mass
sequencing of metagenomes in environmental samples [Shokralla et al. (2012)], and detection of
ultra-rare mutations [Schmitt et al. (2012)], but also has supplanted traditional tools in many
scientific disciplines. For example, the paradigm shift from microarrays to NGS sequencing
empowers base-resolution methylation detection [Laird (2010)], quantification of of transcripts
at isoform level [Wang et al. (2009)], and large-scale mapping of DNA-protein interactions
[Johnson et al. (2007)].
Challenges arise in analyzing the sequencing data generated by next-generation sequencers.
Apart from the drawback of producing sequences with shorter lengths, a major hurdle to
overcome is the significantly elevated error rate compared to Sanger sequencing [Quail et al.
(2012b)]. The presence of errors in the sequencing data interferes with many downstream
analyses, producing biased or noisy results in genome assembly [Salzberg et al. (2012)], variant
2calling [Kinde et al. (2011)], transcript quantification [Le et al. (2013)] and taxonomic labeling
[Huse et al. (2010)]. It is therefore critically important to develop new bioinformatics tools
to control the quality of raw sequencing data in order to ensure the validity of output from
biological studies.
This dissertation focuses on the development of statistical methods to denoise high-throughput
sequencing data produced by popular next-generation sequencing platforms. We describe in-
terconnected projects that reduce sequencing noise in two essential bioinformatics analyses:
base-calling and error correction. A common thread that tightly knits these projects is a Hid-
den Markov model (HMM), which we utilize to directly model the sequencing process and
its error characteristics. We comprehensively study how this HMM can be flexibly adapted
to the following problems: (i) correcting substitution errors in Illumina sequencing data; (ii)
integrating Illumina base-calling and error correction by directly modeling the raw intensities
of Illumina sequencing; and (iii) correcting substitution, insertion and deletion errors, which
are found in all major NGS platforms. We demonstrate our probabilistic approach toward
NGS quality control with highly competitive performances in all three applications. With the
increasingly prominent use of next-generation sequencing technologies in biological and clin-
ical studies, our work not only benefits the downstream studies by producing more accurate
sequences, but also provides insights on how to build better and more robust bioinformatics
tools for quality control purposes.
Since the subsequent chapters in this dissertation share a lot of recurring topics, we dedicate
the remainder of this chapter to review the background knowledge and the work related to our
projects.
1.1 Next-generation sequencing
Next-generation sequencing is a broad term, collectively referring to a series of sequencing
technologies developed since 2005 [van Dijk et al. (2014)]. Compared with Sanger sequencing,
these NGS technologies simplify library preparation by dispensing with vector cloning of the
DNA fragments, significantly improve the sequencing throughput by simultaneously monitoring
millions of sequencing reactions, and highly automate the determination of nucleotides using
3imaging or semiconductor technologies, instead of relying on electrophoresis. Major competi-
tors in the next-generation sequencing market are 454 pyrosequencing by Roche (2005, now
discontinued), Illumina/Solexa (2006), SOLiD by Life Technologies (2007, previously Applied
Biosystems), Ion Torrent Personal Genome Machine (PGM) (2010, now Life Technologies) and
Pacific Biosciences (PacBio) single molecule real-time sequencing (SMRT) (2010). A common
denominator of the above sequencing techniques is the reliance on DNA polymerase or ligase.
These enzymes are utilized to synthesize deoxynucleotides (dNTPs), which may or may not
be labeled, against single-stranded DNA templates. Signals released by base synthesis (hydro-
gen ions or fluorescent radiation) are “read” by the sequencers and converted into nucleotide
sequences (or reads), a common strategy known as sequencing-by-synthesis (SBS).
Imperfections in the biochemistry of nucleotide synthesis, in fluorescent labeling reagents,
and in signal measurement and processing may all contribute to the bias, noise and errors in
the produced sequencing data.
1.2 Quality control of next-generation sequencing
The success of distilling novel discoveries from any sequencing experiments and subsequent
bioinformatics pipelines relies on the high quality of the sequenced nucleotides. To deal with the
high error rate of next-generation sequencing in general, both experimental and bioinformatic
approaches for quality control are available. On the experimental side, innovative library
preparation protocols have been designed to enhance the number of replicates within samples,
thus exposing sequencing errors as rare abnormalities. For instance Schmitt et al. (2012) devised
a duplex sequencing technique, that attaches unique barcodes to both ends of double-stranded
DNA fragments. Subsequent to PCR amplification and DNA sequencing, the barcodes can be
used to identify clusters of duplicated reads. Each cluster can then be collapsed into a consensus
sequence. Lou et al. (2013) developed circular sequencing, which allows circularized DNA
fragments to be repetitively amplified as tandem segments within a read. After sequencing,
splitting the reads back into segments creates a pileup of replicated sequences, from which
a consensus can be identified. These experimental approaches reduce error rate by multiple
4order of magnitudes and allow rare mutations to be identified, but require unconventional
library preparations and reduce the effective throughput.
Meanwhile, on the bioinformatics side, there is no shortage of tools dedicated to mitigate
or remove sequencing errors from high-throughput sequencing data. A large class of methods
employ read filtering and read trimming to discard noisy reads or read segments [Guo et al.
(2013), Fabbro et al. (2013)], based on criteria like sequence quality, alignment quality, and
variant calling quality. The filtering strategies are broadly matched to distinct flavors of se-
quencing tasks, such as the sequencing of a transcriptome or metagenome, where options for
error removal are scarce. All such filtering methods can suffer from the loss of sequencing cov-
erage due to data removal. Instead of dropping nucleotides with poor quality, an alternative
avenue to bioinformatic quality control is through the explicit modeling of sequencing errors.
This approach is best exemplified by two categories of primary analysis tools: base-callers that
directly model the raw signals of the sequencers and error-correctors that refine the output of
the sequencer/base-caller combined duo. A more in-depth review of the two topics follows.
1.2.1 Base-calling
Base-calling software is responsible for converting the raw data produced by sequencers
into nucleotides and discretized probabilities measuring the confidence of base-calls, called
quality scores. An important function base-callers serve is to characterize noise and errors in
the raw signals. Since each sequencing platform exhibits its own distinct error characteristics,
base-callers are highly specialized. Throughout this dissertation, our discussion of base-calling
centers on the Illumina platform, which currently leads the competitive NGS market.
Illumina sequencers ship with the built-in base-caller, Bustard, which conducts real-time
base-calling, turning fluorescent intensities into nucleotides as the sequencing experiment pro-
gresses. The benefits of integrated and automated base-calling by Bustard is offset by its
simplistic error model. Erlich et al. (2008) were the first to propose a third-party base-caller
that improves base-calling accuracy over Bustard, using Support Vector Machines (SVM). Since
then, many Illumina base-callers have been developed [Ledergerber and Dessimoz (2011); Cacho
et al. (2015)], and they can be separated into two major groups.
5Non-model-based methods [Erlich et al. (2008); Kircher et al. (2009); Renaud et al. (2013)]
elect to use machine learning techniques to predict the nucleotides, using features extracted
from the intensity data. These methods require control samples with known reference to be
sequenced either as spike-in or on a different tile. The mapped sequences (with errors) and
intensities are used as a training set to train SVM or logistic regression classifiers, which in
turn generate predictions of nucleotides from the intensity data of interest.
Model-based base-callers [Rougemont et al. (2008); Kao et al. (2009); Bravo and Irizarry
(2010); Massingham and Goldman (2012); Das and Vikalo (2013)] explicitly model the common
error characteristics of the Illumina sequencing process. For a given read of length l, these
models can all be considered special cases of the following general form [Cacho et al. (2015)]:
Yi = CXiPD +Ei, (1.1)
where Yi
l×4
is a matrix of observed fluorescent intensities in four channels representing A, C,
G and T labels, Xi
l×4
is the latent intensity values or nucleotide indicators, C
4×4
, P
l×l
and D
l×l
respectively model the cross-talk (overlap of fluorescent spectra in different channels), phas-
ing/prephasing effects (base synthesis lagging or leading base determination) and signal decay
(DNA degradation and attrition over time), and Ei
l×4
is the error term. The goal of base-calling,
is to properly estimate the free parameters in matrices C,P , D and Ei, and find Xi that best
explains the observed signals Yi.
All above methods, except Bustard, are considered “off-line” base-callers, since the esti-
mation and base-calling are conducted after the sequencing process completes. Interestingly,
all these base-callers focused on only modeling Yi, while ignoring any structure in the latent
sequence Xi. Since the genome is read with high coverage, the set, X1,X2, . . . comes from
a strictly finite set and is highly replicated, a fact that provides valuable information when
signals in Yi are of poor quality.
To reduce the size of base-calling output, base-callers often condense the posterior proba-
bilities of Xi | Yi into single nucleotides, i.e. the column index that maximizes individual row
vectors. The uncertainty of each base-call is also converted from a probability into discrete
6quality scores. As a result, base-callers produce sequences in standard FASTQ formats, in
which both nucleotides and quality scores can be represented by single ASCII characters.
1.2.2 Error correction
Unlike base-calling, which must be tailored to the source sequencing platform, error cor-
rection operates by intercepting the output of base-callers, which are sequences of nucleotides
and quality scores (called reads) in standard FASTQ format. The decoupling of error correc-
tion from sequencing platforms plus the ubiquitousness of the FASTQ format, contribute the
popularity of error correction methods. Recent surveys of this field [Yang et al. (2013), Molnar
and Ilie (2014), Laehnemann et al. (2015), Alic et al. (2016)] covered a diverse range of error
correction methods.
The prospect of error correction is founded on the premise that each nucleotide in the se-
quenced genome is expected to be repetitively covered by multiple short reads. Reconstructing
a multiple sequence alignment of reads reveals random errors as low-occurrence outliers devi-
ating from the position-wise consensus [)]. The idea is easy in principle, but computationally
challenging since the positional information of reads is unknown, unless a reference sequence
that facilitates the alignment is known a priori. In fact, since most sequencing experiments do
not resequence a perfectly known genome, as interest often lies in sequencing genomes de novo
or discovering new variants, most error correction applications are either entirely reference-free
or directionally biased by the use of a reference.
Although there is great redundancy in NGS data, a key challenge to reference-free error
correction is that sequence redundancy is lacking at read-level, because reads are derived from
random fragments of the genome, and throughput is not so great to replicate the same fragment
often. Instead, consider substrings of reads of length k, which are called kmers. When k is
sufficiently smaller than the read length, adequate redundancy for error correction may be
reattained at the kmer-level. Stemming from this basic idea, the strategies adopted by existing
reference-free error correction methods can be divided into three major categories.
Multiple-sequence alignment (MSA) based methods attempt to construct approximate align-
ment of reads by grouping reads that share at least one common kmer. Within each group of
7presumably overlapping reads, Coral [Salmela and Schro¨der (2011)] iteratively aligns each read
to the consensus sequence, which is initialized by the first read, using a modified Needleman-
Wunsch algorithm with no end-gap penalties. The consensus is updated after each alignment,
and is eventually used for identifying errors within group. ECHO [Kao et al. (2011)] computes
the consensus within each group using an expectation-maximization (algorithm). DAGCon
[Chin et al. (2013)] and Karect [Allam et al. (2015)] construct a directed acyclic graph (DAG)
from the overlapped reads, and identify the consensus as the mostly likely path through the
DAG.
The second category is k-spectrum based methods. Instead of forming read alignments,
these methods rely on the assumption that when k is adequately large, all observed kmers in
the reads (known as the k-spectrum) are each increasingly likely to derive from a unique location
in the genome. Since the genome size is finite and can only supply limited number of true kmers,
the true k-spectrum should be highly sparse, with large distances between kmers. Sequencing
errors mutate the valid kmers, populating erroneous kmers into the k-spectrum, which appear
as tight “clouds” surrounding true kmers. By computing the observed frequency of kmers as
sufficient statistics, kmers with rare occurrence are considered erroneous, and can be corrected
to neighboring high-frequency kmers. This idea was seen in many earlier methods, like Reptile
[Yang et al. (2010)], Quake [Kelley et al. (2010)] and Hammer [Medvedev et al. (2011)]. If the
genome is highly repetitive, the same kmer may appear at multiple genomic loci. To resolve
this ambiguity, context information is often used in more recent methods, like Musket [Liu et al.
(2013)], BLESS [Heo et al. (2014)] and Blue [Greenfield et al. (2014)], by implicitly considering
paths of kmers achieves high-multiplicities in the de Bruijn graph [Pevzner et al. (2001) as
candidate corrections for a read segment with low-frequency. To further reduce computational
complexity, Liu et al. (2013) and Heo et al. (2014) employed Bloom filter [Bloom (1970)] to
aggressively filter out low-multiplicity kmers from the k-spectrum.
Finally, suffix-tree/array based methods, like SHREC [Schro¨der et al. (2009)], HSHREC
[Salmela (2010)] and HiTEC [Ilie et al. (2011)], can be considered as generalized k-spectrum
methods, however with variable k. By constructing a suffix-tree/array from the read sequences,
sequencing errors are detected as tree nodes or branches with low weights, and can be corrected
8to sibling branches with abundant weights. These methods usually have a heavy memory
footprint to store the suffix tree/array, and suffer from the same ambiguity issues when the
kmer uniqueness assumption does not hold. A more recent method, Fiona [Schulz et al. (2014)]
alleviated both problems by utilizing partial suffix trees, and alignments between erroneous
subtrees and correct subtrees to find the optimal correction.
Another major differentiator of error correction methods is the type of errors that can be
corrected. Illumina is the only NGS platform that predominantly produces substitutive errors.
Partly attributed to the dominance of Illumina sequencers in the market, the popularity of
substitution error correction methods is also due to the ease of modeling. Most k-spectrum
and suffix-tree/array based methods can only handle substitution errors, with the exceptions
of Blue and Fiona. If a kmer contains n substitution errors, the plausible candidates to correct
it can be localized in the k-spectrum efficiently by computing the Hamming distance between
the target and the candidate. Single-instruction, multiple data (SIMD) instructions in modern
processors [Calonder et al. (2012)], and efficient algorithms [Mann (2015)] exist to accelerate
the computation of Hamming distance and efficient error correction algorithms can compute
the distance recursively using upstream contexts as well [Liu et al. (2013), Heo et al. (2014)].
Insertion and deletion errors (or indels), on the other hand, introduce shifts in the erroneous
sequence, and must be evaluated with the edit distance [Navarro (2001)]. Searching for can-
didate kmers in the edit distance space is computational extensive, and is only tractable with
some heuristics, like depth-first searches [Greenfield et al. (2014)]. Schulz et al. (2014) utilize
alignments between subtrees to correct indels, but only within limited edit distance. For this
reason, MSA-based methods are generally better poised to handle insertion and deletion errors.
Despite the computational challenge, correcting indel errors is critically important. Indel er-
rors occur in all platforms, albeit less frequently in Illumina data, and are the dominant errors
for platforms like 454, Ion Torrent and PacBio [Quail et al. (2012b); Alic et al. (2016)]. In
addition, indel errors can confound the discovery of true indel variants in the genome [Bragg
et al. (2013)], which are found to be functionally important [Mullaney et al. (2010)].
91.3 Denoising of NGS data using Hidden Markov model
Notwithstanding the many advances of base calling and error correction algorithms, there
is ample room for improvements in this field. Most error correction software are algorithmic
and heuristic, assuming primitive error models (e.g. uniform error rate), and often ignore the
quality score information passed by the upstream base-caller. Correspondingly, the majority of
base-callers fail to utilize genome structures, which facilitate with the accurate determination
of bases, particuarly in the 3’ ends of reads where intensities become noisy. Such obvious bias in
modeling choices pertaining to either application is often delibrate to encourage modular design
of bioinformatics tools, however may lead to undesirable consequences. With informative data
left unutilized, this sequential analysis of sequencing data is prone to leave uncorrected errors
in the gap between the two stages.
After extensive study of the existing base-calling and error correction methods, we pro-
posed a probabilistic framework that closely resembles the sequencing-by-synthesis principles
of mainstream NGS sequencers. Under the umbrella of this framework, we present three dif-
ferent projects in subsequent chapters, before concluding this dissertation with discussions of
our probabilitic approach, and future directions.
In chapter 2, we present PREMIER, short for PRobabilistic Error-correction using Markov
Inference in Errored Reads. We motivate a Hidden Markov modeling approach toward error
correction of substitution errors in Illumina sequencing data, by modeling the reads produced
by Illumina sequencers as independent emissions from the generative model. We describe our
modeling choices to account for the non-randomness of genomic sequence, the dependence be-
tween the two antiparallel DNA strands, and the bias in substitutive errors. Most critically, we
propose a regularized estimation procedure to address the overparameterization of our model
caused by sequencing errors. We cover the numerical algorithms to solve the optimization of
the penalized log-likelihood of the HMM. We extensively study the effects of the model param-
eters, including the order of the Markov chain, the penalty parameters, and model complexity
parameters, and then empirically establish procedures to choose model parameters based on the
traits of the input dataset. Finally, we compare the error correction performance of PREMIER
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against state-of-the-art error correction methods, and demonstrate competitive and robust re-
sults. PREMIER serves as a base framework to this dissertation from two perspectives. On
the modeling side, the components of the HMM are easily extended, as we demonstrate in later
chapters, to solve more complex problems. On the computational side, our implementation of
PREMIER was parallelized using OpenMP, and was highly optimized for memory usage and
computational efficiency, easing development of subsequent projects.
In chapter 3, inspired by the usage of HMM for Illumina base-calling [Das and Vikalo (2013)],
we develop extensions of the emission distribution of the HMM, turning our model into a
unified base-caller and error corrector. The modified emission distribution shares the backbone
with many other model-based Illumina base-callers to model the common sequencing error
properties of Illumina sequencer: cross-talk, signal decay and residual effects. We discuss our
simplifications to the base-calling component of our model, which allow us to efficiently estimate
model parameters using dynamic programming algorithms and the alternating expectation
conditional-maximization (AECM) framework [Meng and Van Dyk (1997)]. We then highlight
the improvements in base-calling quality attained by our software, PREMIER-bc, over not only
all existing Illumina base-callers, but also the sequential application of base-calling plus error
correction.
Lastly, in chapter 4, we address the error correction of insertion and deletion errors, by
developing new software, PREMIER-indel. We introduce special hidden states to the state
space of the PREMIER HMM to model the desynchronization events between base synthesis
and base calling. We then reparameterize the transition probabilities as mixture distributions
of genomic transition probabilities and insertion/deletion error parameters. This allows us
to reuse the penalized estimation scheme in PREMIER to estimate the genomic transition
probabilities, without adding many new parameters to the model. A modified Viterbi algorithm
was developed to specifically address the long bursts of insertion errors found in Ion Torrent
sequencing datasets. Following the discussion of model derivation and implementation details,
we show that PREMIER-indel consistently outperforms competing indel error correctors.
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CHAPTER 2. PREMIER: PROBABILISTIC ERROR-CORRECTION
USING MARKOV INFERENCE IN ERRORED READS
Abstract
The presence of errors in next-generation sequencing (NGS) data raises challenges for down-
stream analyses and has motivated the development of multiple error correction algorithms
that improve data quality and downstream results. Many existing methods share the same
core idea of utilizing highly duplicated short strings up to length k (or kmers) to identify errors
within short locality, and can be viewed as heuristic approximations to a Hidden Markov Model
(HMM), which closely resembles the true generative process of mainstream NGS platforms that
operate on sequencing-by-synthesis principles. In this work, we develop PREMIER, a flexible
probabilistic method for error correction in Illumina data. By modeling the short reads pro-
duced by the sequencer as independent realizations of an HMM, our model is able to capture
the local and double-stranded dependence inherent in DNA sequences, while accommodating
nuances in the error characteristics of the sequencer. Using real Illumina datasets, our analysis
show that PREMIER significantly improves on the top error correction methods founded on
the k-local discipline, and is highly competitive with alignment-based methods that can use
contexts beyond kmers.
2.1 Introduction
The development of next-generation sequencing (NGS) technology has revolutionized the
biological sciences by making genomic data affordable and efficient to sequence [van Dijk et al.
(2014)]. The low cost and high throughput of these sequencing platforms is offset, however,
by an elevated error rate relative to older Sanger sequencing technology [Glenn (2011)]. Error
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contaminated sequence reads complicate many downstream analyses, including detection of
ultra-rare mutations [Schmitt et al. (2012)], genetic heterogeneity detection [Lou et al. (2013)]
and de novo assembly [Salzberg et al. (2012)].
Errors are introduced at multiple points during the sequencing process [Schmitt et al.
(2012)]. Some errors, such as misincorporations during an early round of PCR amplification
are difficult to detect [Schmitt et al. (2012)], but most errors introduce detectable patterns that
can be used to winnow errors in data post-processing. In fact, a plethora of error correction
methods take advantage of these patterns to detect and correct sequencing errors [Molnar
and Ilie (2014)]. These methods intercept reads after base calling, a convenient moment to
intercalate in the NGS pipeline since sequencing data share a universal format across platforms
after base calling and occupy much less space than upstream data.
Each base-called read is a best estimate of a contiguous portion of a genome, from a few
dozen up to several thousand base pairs long. The starting position of each read is random. By
repeatedly sampling the finite genome thousands to billions of times, each genomic position is
covered by multiple reads, engendering redundancy that is key to error correction. In principle,
alignment of the reads can identify genomic signal and separate it from sporadic errors, but
without the genomic position of each read, the sheer size of the data makes this task infeasible
in the absence of a reference genome.
Assembly reconstructs genomes from fragment reads by using local alignment information.
For short reads, the dominant method uses de Bruijn graphs [Pevzner et al. (2001)], where
vertices represent nucleotide strings of length k (called kmers) and edges connect vertices with
a k − 1 matching suffix/prefix and the unobserved genome is a path through the graph. The
de Bruijn graph constructed from a read set is sparse because only observed kmers and edges
are included. Because of errors in the reads (some kmers may not exist in the genome) and
repetition in the genome (not all kmers are unique), some vertices will have multiple incoming
and outgoing edges. Disentangling these knots in the graph is the task of genome assembly/error
correction.
To correct errors in a probabilistic framework, we propose to model the sequencing process
as a Hidden Markov Model on a sparse de Bruijn graph (HMMSdBG). Thus, each read is
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independently and identically generated from a genomic de Bruijn graph with error. The
generative process randomly picks a starting vertex (kmer) in proportion to its abundance in
the genome and traverses edges in a probabilistic fashion. At each vertex, the model outputs
a noisy base call and a quality score, informing on the call quality. The HMMSdBG and the
true generative process are remarkably well-matched. Both the sequencer and most base callers
move along a genome fragment, “observing” only limited context information.
This article describes PREMIER, a flexible, fully-probabilistic method of error correction
for Illumina sequencing data using the proposed HMMSdBG framework. PREMIER estimates
the parameters of the HMMSdBG from the observed reads, then corrects each read to its
maximum-likelihood state sequence. Our method removes more errors and introduces fewer
new errors than all existing kmer-based error correction methods. There are several modeling
choices and techniques key to the success of our method. In particular, we simultaneously use
information from both forward and reverse sequences, halving the number of model parameters,
and we regularize the transition probabilities to reflect kmer uniqueness and genome finiteness.
Many existing error correction methods are heuristic approximations to the HMMSdBG.
Among top performers in a recent comparison [Molnar and Ilie (2014)], BLESS [Heo et al.
(2014)], Musket [Liu et al. (2013)], and HiTEC [Ilie et al. (2011)] identify the most likely
trajectory for a read based on nearby heavily traversed pathways. All these methods are kmer-
based methods. Alignment-based methods, such as Coral [Salmela and Schro¨der (2011)] and
Karect [Allam et al. (2015)], make use of long distance information up to the end of the read
and can theoretically achieve better performance than local kmer-based methods, although
they too use kmers to seed their alignments.
PREMIER, implemented in C/C++, comfortably beats all kmer-based methods and is
competitive with Karect. As a flexible, probability model of sequencing technology, it has the
potential to be more than an error correction method. It not only adapts easily to new sequenc-
ing kits and technologies, but it also has the potential improve base calling, genotype calling,
variant calling, genome and transcript abundance quantification, rare mutant and alternative
spliced transcript detection, use context beyond the kmer, like Karect, and more.
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2.2 Methods
2.2.1 Hidden Markov Modeling of Error Correction
The forward strand of a target genome denoted G, is a quaternary sequence of length |G| over
the alphabet Ω = {A,C,G, T}. The reverse complement of G, G, consisting of complementary
bases (A ⇔ T,C ⇔ G) in reverse order, yields the reverse strand. The sequencer produces
reads from short fragments of the genome, either moving along strand G or in the reverse
direction along strand G (Fig. 2.1(a)). Thus, the i-th read is an estimate of a substring si that
starts at a random position in either G or G, although the strand-type cannot be known. The
output of the i-th read is the two-tuple (xi,yi) of nucleotides xi and quality scores yi, both of
length l. The elements of xi are “base calls” in Ω. The elements of yi are “quality scores”,
i.e., discrete, per-base reliability assessments of the corresponding base call. The entire set of
sequence reads and quality scores produced by a sequencing experiment is denoted by R.
The main idea in PREMIER is to model each observed read (xi,yi) as an independent
emission from a Hidden Markov Model (HMM) where the states are kmers, strings of length
k on alphabet Ω, arranged in a sparse de Bruijn graph. The emission distribution models
the error properties of the upstream data analysis pipeline, including library preparation, the
sequencer, and base calling, and can account for properties such as increasing error rates with
read length [Minoche et al. (2011)], and the distribution of quality scores. The Markov chain
models G.
A Markov chain along a sparse de Bruijn graph is not irreducible; many transitions are
unique by virtue of the finiteness of the genome and large k. Information about model parame-
ters comes from the fact that the different positions in the genome are sequenced multiple times
with high probability. The critical sample size which determines the success of our method is
the number of times that each nucleotide is observed. Under the assumption of uniformly
distributed starting points for the reads (typically referred to as the uniform coverage assump-
tion), this quantity is called the coverage, c = |R|l|G| . With sufficient coverage to fit the model
parameters accurately, we can determine the maximum likelihood state sequence ŝi that best
explains (xi,yi), and we declare it the corrected read.
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Figure 2.2: A schematic of the Hidden Markov Model for error correction.
(a) Multiple copies of a single genome, which consists of two complementary and antiparallel
strands, are broken into short fragments (dashed arrows). The sequencer reads the portion la-
beled si, of each fragment (solid segment) in the 5
′ to 3′ direction, producing the observable read
(xi,yi). The production of a single read (highlighted box) is modeled in (b) as the realization
of an HMM. The hidden state sequence si = TGCAAATCG is decomposed into overlapping kmers,
here shown with k = 4. The sequencer starts in state TGCA and emits bases and quality scores
(shown at top) for all four positions. Then, it advances one nucleotide to the next kmer and
emits one base and quality score for the last position in the kmer. After finishing, it produces
a read (xi,yi) with one error, a G substituted for T at position seven. The low quality score
at position seven indicates a problem, which is corroborated if kmer AAAG is rarely observed.
Specifically, if transition CAAA→G is observed much less frequently than CAAA→T, then G can
be corrected to T.
Let S be the set of true sequences that generates the reads R. Given si ∈ S that generates
data (xi,yi), we let si[j] denote the j-th nucleotide of si and si[j...m] denote the substring of
si from position j to position m (both positions j and m are included). Substrings of si with
length k are called kmers. The kmer ending at position t, is denoted by si,t ≡ si[t−k+1...t]. It
follows that we can decompose si into l − k + 1 overlapping kmers, si,k, si,k+1, . . . , si,l, where
any two adjacent kmers si,t and si,t+1 share a common k − 1 nucleotide suffix/prefix. These
kmers are the hidden states of the HMM. We can similarly decompose the observed reads (xi
into xi,k,xi,k+1, . . . ,xi,l) and quality scores (yi into yi,k,yi,k+1, . . . ,yi,l).
We assume that the underlying Markov process starts at state si,k with probability governed
by an initial state distribution. Given the initial state, the sequencer emits k base calls and
quality scores, (xi,k,yi,k). The subsequent sequencing cycles are indexed by discrete positions
t = k + 1, k + 2, . . . , l. At the t-th cycle, the sequencer transitions from state si,t−1 to state
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si,t and emits (xi[t],yi[t]), reflecting the sequencer’s best guess of si[t] and its confidence (see
Fig. 2.1(b)).
There are critical modeling choices that make our approach work, and all revolve around
the central notion of a kmer. The genome G is finite, and each kmer occurs 0 or some finite
number of times in G. If k is small, the set of genomic kmers is dense, most kmers occur in
multiple genomic locations, and transition probabilities are not useful for separating genomic
variation from error. As k increases, the set of genomic kmers becomes sparse, most kmers
become unique in the genome, and transition probabilities become highly informative. The k
required to guarantee unique kmers is typically longer than the read length l or yields kmers
with insufficient coverage to distinguish error and true transitions. The following three ideas
yield a compromise solution with excellent performance. (1) We only include in the state space
those kmers that have been observed in the reads (and their reverse complements). (2) The
resulting state space includes many error kmers, and the resulting model is overparameterized,
so we impose a `0-like penalty on the transition parameters to enforce our belief that most
error-free kmers come from unique locations in the genome. (3) Finally, we effectively double
coverage by utilizing information from both the forward and reverse complement strands of the
genome. This model, and many others, would work perfectly under the ideal scenario of unique
kmers with high and uniform coverage, well above the error rate. Our method has the extra
advantage that it can use weaker signals present in the read set R to make accurate decisions
when these assumptions are violated. We now describe the components of the HMM in detail.
2.2.1.1 State space
Define the observed k-spectrum, KO, as the set of all observed kmers in the read set R, i.e.
KO =
⋃
(xi,yi)∈R
{xi,k,xi,k+1, . . . ,xi,l}.
We assume the state space of the HMM is
K = KO ∪ {ω : ∀ω ∈ KO}, (2.1)
where ω is the reverse complement of ω and is deliberately inserted into K to reduce the risk
of excluding true kmers, a likely scenario in low coverage datasets. The state space size is
17
capped well below the worst case, |K|  4k, for large enough k, substantially decreasing the
complexity of the HMM.
2.2.1.2 Transition distribution
We model the hidden states as a k-th order Markov chain. The transition matrix can be
parameterized as a |K| × |K| matrix with elements p (ν | ω) for ω,ν ∈ K. On occasion, we will
write p (ν [k] | ω) or simply p (b | ω) for b ∈ Ω since the first k − 1 bases in ν necessarily match
ω[2...k]. Assuming that any true transition in the genome will have been observed at least once
without error, we constrain the transition probabilities by setting p (ν | ω) ≡ 0 if the transition
ω → ν is never observed in the read set. If T (ω) is the set of ν ∈ K such that ω → ν or
ν → ω is observed at least once in R, then the transition probabilities satisfy constraint
∑
ν∈T (ω)
p (ν | ω) = 1, ∀ ω ∈ K. (2.2)
This transition matrix is sparse, with at most four non-zero transitions per row and usually
only one, for adequately large k.
The pair ω˜ = (ω,ω) is called a canonical kmer when ordered lexically [Liu et al. (2013)]. If
coverage is uniform across both strands (and ignoring minor genome end effects), then a read
starts in state ω or ω with equal probability. We denote this initial state probability for ω˜
as µ(ω˜). Note that if transition ω → ν occurs uniquely on the forward strand, then ν → ω
occurs uniquely on the reverse strand, and uniform coverage implies
µ(ω˜) · p1(ν | ω) = µ(ν˜) · p2(ω | ν), (2.3)
where we label the transitions as 1 or 2 according to their strand. If we knew the strand of
each transition, our model would account for the complementary nature of the DNA strands.
In particular, compared to a strand-naive model that has independent transition and initial
state distribution parameters for the forward and reverse strands, our model would require only
half as many parameters.
However, not all kmers are unique and even when they are, the strand to which a kmer
belongs is unknown to us. Fortunately, Eq. (2.3) still holds when transition ω → ν is not
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unique, and even if it appears on both forward and reverse strands. Theoretically, all we need
is a consistent method to label transitions such that when transition ω → ν is labeled 1 ,
transition ν → ω is labeled 2 and p2 (ω | ν) is defined in terms of p1 (ν | ω).
2.2.1.3 Emission distribution
We use the emission distribution to model the error properties and quality scores of the
sequencer and to reduce computational complexity by limiting the number of plausible hidden
state sequences. Sequencing errors are implied if xi[j] 6= si[j], for any 1 ≤ j ≤ l. The number of
errors in a kmer xi,t is given by the Hamming distance function D(si,t,xi,t). We assume that
errors are rare and impose constraints on the maximum number of allowed errors in any kmer.
State sequences si that cannot emit xi are eliminated from consideration.
Let Nit(xi,t) (the neighborhood of xi,t) be the collection of kmers ω ∈ K that could have
emitted observed state xi,t,
Nit(xi,t) = {ν : ν ∈ K and D(xi,t,ν) ≤ dit}. (2.4)
Neighborhood size is limited by the maximum Hamming distance dit, a parameter that depends
on both the read and the read position. Our algorithm for choosing dit balances between
computational overhead and error-correction capabilities and is discussed in the Supplementary
Information (§A.2.2.)
For the first kmer, we assume that the elements of (xi,k,yi,k) are emitted according to
fk(xi,k,yi,k | si,k) ∝ 1{xi,k ∈ Nik(si,k)}×
k∏
j=1
gj(xi[j] | si[j])×

qej (yi[j]) if xi[j] 6= si[j]
qcj (yi[j]) if xi[j] = si[j]
 .
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For subsequent kmers, si,t only emits (xi[t],yi[t]), since the k−1 prefixes x−i,t ≡ xi,t[1...k−1],y−i,t ≡
yi,t[1...k−1] have already been emitted. Therefore, for k < t ≤ l,
ft(xi[t],yi[t] | x−i,t, si,t) ∝ 1{xi,t ∈ Nit(si,t)}×
gt(xi[t] | si[t])×

qct (yi[t]) if xi[t] = si[t]
qet (yi[t]) if xi[t] 6= si[t].
In the above formulation, all gt(·), qct(·) and qet(·) are discrete p.m.fs.
2.2.2 Model Estimation
Given data R, the standard way to learn HMM parameters is to employ the iterative
Expectation-Maximization (EM) algorithm [Rabiner (1989)]. However, our model is overpa-
rameterized. Many of the allowable transitions among kmers in the state space exist because
of errors in the read set, but errors are handled by the emission distribution. To overcome this
difficulty, we take advantage of the finiteness of genome G. There should be exactly |G| − k+ 1
non-zero transition probabilities, p1 (· | ·), when all genomic kmers are unique, and even fewer
in repetitive genomes. We regularize parameter estimation to reduce the number of non-zero
transition probabilities.
For a kmer ω observed in more than one context, the outgoing transition probabilities
pω = {p1 (ν | ω) ,ν ∈ T (ω)} lie in the 1-, 2-, or 3-simplex. To ensure a tractable M step,
we assign the same label to all transitions from each ω (§A.2.1). Thus, labeling transitions is
equivalent to labeling kmers, and we let L(ω) denote the label of ω. The following penalty,
proposed in Cande`s et al. (2008); Armagan et al. (2013) and for probabilities in Alexander
and Lange (2011), pushes pω toward a vertex or edge of the simplex according to the evidence
supporting each observed transition.
J (θ) =
∑
ω∈K,ν∈T (ω),
L(ω)=1
log[1 + p1(ν|ω)/γ], (2.5)
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where γ is a positive constant and θ is the vector of model parameters. The penalized log-
likelihood we seek to maximize is
`(θ | R) = −ρJ (θ) +∑
(xi,yi)∈R
{ ∑
ω∈Nik(xi,k)
[
logµ(ω˜) + log fk(xi,k,yi,k | ω)
]
+
l∑
t=k+1
∑
(ω,ν)∈N⊗it (xi)
[
log p1(ν [k]|ω)1{L(ω)=1} + log p2(ν [k]|ω)1{L(ω)=2}
+ log ft(xi[t],yi[t] | ν,x−i,t)
]}
, (2.6)
where N⊗it (xi) = {(ω,ν) ∈ Ni,t−1(xi,t−1)×Nit(xi,t) : ν ∈ T (ω)} and ρ > 0 is the regularization
parameter. We employ the EM-algorithm to iteratively maximize (2.6) (for details, see §A.3.)
We briefly illustrate the effect of the penalty on transition probabilities from a kmer ω with
three observed transitions in R, say ω → {A,C, T}. In this case, pω lies in a 2-simplex, with
p1 (T | ω) = 1 − p1 (A | ω) − p1 (C | ω). Fig. 2.4 shows the penalty function surface J (pω)
against the two free parameters p1 (A | ω) and p1 (C | ω) for γ = 10−8. As γ → 0, the penalty
becomes `0-like such that transitions parameters are effectively thresholded, driven to 0 when
small enough and left untouched otherwise. In fact, the parameter ρ can be interpreted as the
threshold value for the expected number of ω → b transitions (§A.3.4.) Above the threshold,
the maximum penalized-likelihood estimator of p1 (b | ω) is close to its maximum likelihood
estimate, and below the threshold, the estimate is essentially zero. Under the kmer-uniqueness
assumption, transitions created by errors literally do not exist in the genome and should be
driven to 0, so we use a small γ and choose ρ to identify likely true transitions (more on ρ in
§A.5.1.)
2.2.3 Implementation Issues
Several implementation details play a crucial role in the performance of PREMIER. We
highlight these issues here and refer to the reader to an in-depth discussion in the Supplementary
Information.
• The labeling of kmers can significantly affect error correction performance. We discuss the
reason and an algorithm for labeling the kmers that results in effective error correction.
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Figure 2.4: The penalty function J (pω) surface for γ = 10−1 and γ = 10−8.
Changing γ changes the curvature of the surface, but the penalty clearly prefers pω on the
simplex edges, especially the vertices.
• We derive the iterative penalized-EM algorithm and present an algorithm for solving the
nonlinear equations in the M step. We also discuss the ascent property of the objective
function across the iterations.
• The penalized EM procedure operates by driving the erroneous transition probabilities
aggressively to zero. In addition, our emission distribution is constrained to emit se-
quences close in the Hamming metric to the true state sequence. Thus, over the course
of the iterations it is possible that the likelihood of certain reads is driven to zero. We
discuss how this issue is handled in §A.3.5.2.
• We present a method for choosing k using an estimate of the genome length and infor-
mation from the read set. We also discuss the robustness of our method to choice of
k.
2.3 Results
To measure the performance of PREMIER relative to other state-of-the-art methods, we
corrected errors in multiple real Illumina sequencing datasets with varying coverage levels. For
22
comparison, we selected publicly available error correction methods from the three dominant
classes of methods [Molnar and Ilie (2014)]. Specifically, we compared the k-spectrum-based
methods Musket (v1.0.7) [Liu et al. (2013)] and BLESS (v0.24) [Heo et al. (2014)], the suffix
tree/array-based methods Fiona (fiona_illumina v0.2) [Schulz et al. (2014)] and HiTEC
(v1.0.2) [Ilie et al. (2011)], and the multiple sequence alignment-based Coral (v1.4) [Salmela
and Schro¨der (2011)] and Karect [Allam et al. (2015)]. An additional five methods are discussed
in the §A.5.2.7. All error correction methods were benchmarked against an obtained ground
truth.
2.3.1 Datasets & methods
We prepared four datasets for evaluation, all from real Illumina sequencing experiments
(see Table 2.1 for details). Despite sharing similar overall error rates, e, the four datasets have
noticeable differences, in genome length |G|, coverage, and genome complexity. To measure
genome complexity in terms of repetitive elements (including tandem repeats, satellite DNA,
long interspersed repeats, and low complexity regions, in RepeatMasker terminology), we have
computed the percentage of genome masked out by RepeatMasker [Smit et al. (1999)], denoted
as R%, for every reference genome (or chromosome). All datasets, except D4, contain a con-
siderable fraction of repetitive elements, and thus are good candidates to test model robustness
to violation of the kmer-uniqueness assumption.
DatasetsD1–D3 are standard Illumina pair-ended read sets with reference genomes (WormBase
WS238, flybase r6.02 and GRCh37) where ground truth errors are identified using sequence
alignment, whereas dataset D4 is obtained via duplex sequencing (§A.6.2.)
Since error correction is more challenging when coverage is low, we simulated scenarios
where the same references would be sequenced with much fewer reads (5× and 10× coverage
for D1-D3, and 5×–50× for D4) by randomly subsampling reads from the original datasets.
To reduce noise in the results, the subsampling was replicated five times for D1–D3, thirty
times for D4 at each coverage level, and performance measures were averaged.
All error correction methods were run per published recommendations or instructions in
the software manual. Both Fiona and Coral can correct insertion/deletion errors in addition
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Table 2.1: Illumina datasets used for performance evaluation.
Dataset Source Library Coverage e (in %) Reference |G|a R%b
D1 C. elegans chr.I 2×100bp 54× 0.58 WormBase 15,072,434 14.48%
SRR065390 (10×, 5×) WS238
D2 D. melanogaster 2×76bp 21× 0.47 flybase 143,725,995 28.61%
SRR492060 (5×) r6.02 (142, 573, 017)
D3 H. sapiens chr.14 2×101bp 30× 0.89 GRCh37 107,349,540 41.61%
[Salzberg et al. (2012)] (5×) NC000014.8 (88, 289, 540)
D4 H. sapiens mitochondria 2× 80bpc 171, 415× 0.36 GRCh37 16,569 2.52%
[Schmitt et al. (2012)] d (50×−5×)e (hg19)
a Proportion of genome comprised of tandem repeats, satellite DNA, long interspersed repeats, and low
complexity regions as computed by RepeatMaster [Smit et al. (1999)].
b Numbers in parentheses are reference genome lengths after removing “N” bases.
c 2× 80 bp after removing barcodes from the original reads, which are of length 2× 101bp.
d Sequencing data for D4 was provided by the authors of Schmitt et al. (2012).
e (50×, 40×, 30×, 20×, 15×, 10×, 5×)
to substitution errors, and were run in “Illumina mode,” correcting only substitutions, as
provided by the software. In addition, we extensively tuned those parameters known to affect
performance of competing methods with lower performance and report the optimal performance
(§A.5.)
2.3.2 Performance comparisons
Although others have categorized error correction methods into three or more classes [Mol-
nar and Ilie (2014); Yang et al. (2013)], we find two classes more useful for explaining perfor-
mance outcomes. The k, d-local methods detect an error by considering, at most, the k kmers
straddling the error, the counts in read set R of all kmers within some maximum Hamming
distance d of these kmers, and the quality scores in the 2k − 1 window centered on the er-
ror. All kmer-based methods and suffix-tree/array-based methods with k set to the maximum
suffix length are k, d-local methods. The read-local methods use the entire read to make a
decision. All error correction methods, except the alignment-based methods Coral and Karect,
are k, d-local methods. Clearly, the read-local methods have the potential to beat any k, d-local
method.
For all datasets, the availability of ground truth errors allows us to evaluate the quality of
error correction by treating it as a binary classifying process and determining the number of true
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Table 2.2: Error correction performance on Illumina sequencing datasets.
BLESS Coral Fiona HiTEC Karect Musket PREMIER
Dataset sn. gain ep sn. gain ep sn. gain ep sn. gain ep sn. gain ep sn. gain ep sn. gain ep
D1
54× 0.802 0.793 0.10 0.747 0.592 0.19 0.841 0.822 0.08 0.847 0.774 0.11 0.931 0.925 0.04 0.834 0.821 0.08 0.931 0.926 0.04
10× 0.710 0.699 0.14 0.681 0.487 0.24 0.757 0.698 0.14 0.740 0.281 0.34 0.885 0.870 0.06 0.770 0.725 0.13 0.900 0.880 0.06
5× 0.542 0.503 0.23 0.593 0.298 0.33 0.638 0.524 0.22 0.590 -0.347 0.63 0.807 0.747 0.12 0.679 0.606 0.19 0.806 0.714 0.13
D2
21× 0.708 0.680 0.19 0.655 0.389 0.36 0.763 0.679 0.19 0.758 0.620 0.22 0.822 0.788 0.13 0.744 0.681 0.19 0.828 0.800 0.12
5× 0.570 0.519 0.28 0.616 0.328 0.39 0.651 0.511 0.29 0.635 0.328 0.39 0.742 0.655 0.20 0.650 0.579 0.25 0.763 0.661 0.20
D3
30× 0.739 0.714 0.25 0.658 0.464 0.48 0.846 0.800 0.18 0.845 0.642 0.32 0.942 0.924 0.07 0.822 0.777 0.20 0.934 0.912 0.08
5× 0.503 0.448 0.49 0.502 0.361 0.57 0.645 0.564 0.43 0.654 0.123 0.86 0.805 0.736 0.23 0.695 0.594 0.36 0.785 0.687 0.28
positives (TP), false negatives (FN), false positives (FP) and true negatives (TN). Following
this we compute the metrics sensitivity (sn.) = TPTP+FN and gain =
TP−FP
TP+FN .
We evaluated the methods on 23 alignment-based datasets (D1, D2, D3 and five replicates
each of D110×, D15×, D25× and D35×) (Table 2.2). Among k, d-local methods, PREMIER
is the top performer on both sn. and gain. Furthermore, as (sn. − gain) is proportional to
the number of false positives, PREMIER is clearly the most conservative method, introducing
far fewer new errors than competing methods. In terms of gain, PREMIER outperforms the
runner-up by 10.4% (Fiona) on D154×, 11.9% (Musket) on D221×, and 11.2% (Fiona) on
D330×. When compared with read-local alignment methods, PREMIER slightly edges Karect
on datasets D1 and D2, but is 1.2% inferior to Karect on D3.
The relatively weaker performance on D3 for PREMIER is attributable to our constraints
on model complexity. To adaptively determine the Hamming distance parameter dit, PRE-
MIER controls the maximum neighborhood sizes, which are fixed quantities (§A.2.2.) Since
the neighborhoods are considerably larger for D3 due to its highly repetitieve genome, the
average dit become smaller, leading to limited error discovery capacity. This proposition is
supported by our empirical experiments, which showed that when increasing k from 24 to 30
on D3, the gain metric improves by 3%. As larger kmer size induces sparser neighborhoods,
we expect PREMIER’s performance to further improve for k > 30.
Low coverage datasets are difficult to correct for all error correction methods. Both BLESS
and Musket performed poorly on datasets with 5× coverage (negative gains onD25× andD35×),
unless we manually adjust their kmer coverage cut-off values (§A.5.) With the few exceptions
of Musket on D25× and D35×, PREMIER outmatches other k, d-local methods, plus Coral,
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Table 2.3: Error correction performance on duplex-sequencing dataset D4.
BLESS Coral Fiona HiTEC Musket PREMIER
Dataset sn. gain ep sn. gain ep sn. gain ep sn. gain ep sn. gain ep sn. gain ep
D4
5× 0.797 0.787 0.08 0.831 0.822 0.07 0.818 0.804 0.07 0.737 0.731 0.10 0.735 0.717 0.10 0.865 0.836 0.06
10× 0.923 0.910 0.03 0.960 0.944 0.02 0.931 0.916 0.03 0.886 0.874 0.05 0.946 0.932 0.03 0.959 0.943 0.02
15× 0.953 0.940 0.02 0.978 0.964 0.01 0.960 0.944 0.02 0.946 0.933 0.03 0.972 0.959 0.02 0.981 0.967 0.01
20× 0.964 0.952 0.02 0.975 0.962 0.01 0.958 0.943 0.02 0.943 0.93 0.03 0.971 0.959 0.02 0.976 0.962 0.01
30× 0.975 0.961 0.01 0.981 0.967 0.01 0.966 0.949 0.02 0.954 0.941 0.02 0.979 0.965 0.01 0.982 0.968 0.01
40× 0.975 0.963 0.01 0.978 0.966 0.01 0.967 0.951 0.02 0.953 0.941 0.02 0.977 0.965 0.01 0.980 0.968 0.01
50× 0.973 0.961 0.01 0.978 0.964 0.01 0.966 0.948 0.02 0.952 0.939 0.02 0.975 0.963 0.01 0.979 0.966 0.01
with double-digit gaps of gain on low-coverage datasets. The comparison with Karect is more
competitive, with PREMIER came first on D110× and D25×, but fell short on D15× and D35×.
For the duplex-sequencing based dataset D4, we repeated the data analysis procedures
documented in the supplementary material of Schmitt et al. (2012) to identify the ground
truth errors (see SI). Next, we produced a series of reduced coverage datasets (5×, 10×, 15×,
20×, 30×, 40×, 50×) by randomly subsampling D4. At each coverage level, 30 random samples
were created and analyzed. Table 2.3 reports the mean error correction performance, at each
coverage level.
All methods yield similar performance, due to the low genome complexity. Despite the
small margin between methods, PREMIER remains superior in removing errors, especially in
low-coverage scenarios. At 10× coverage, Coral marginally beats PREMIER’s gain, but at
5× coverage level, PREMIER removes 1.4% more errors than Coral, and more than 3% more
errors than all other methods. We note that Coral is not a consistent performer, ranking among
the worst on all alignment-based datasets, and its performance can be highly sensitive to run
parameters (§A.5.)
2.4 Discussion
In this article, we presented PREMIER, a flexible, fully-probabilistic method for correcting
errors in Illumina sequencing. PREMIER is a k, d-local method that statistically models the
sequencing process as a Hidden Markov model. Utilizing kmers as the states of the HMM,
the transitions between kmers is a k-th order Markov chain that captures the local genomic
dependence. The HMM emits the observed nucleotides and quality scores, while account for
error characteristics of the sequencer.
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In our results analysis, PREMIER consistently outperforms other state-of-the-art k, d-local
methods, and stays competitive with Karect, the read-local alignment-based method. We at-
tribute much of PREMIER’s success to its explicit statistical modeling of genomic dependence
and sequencer error characteristics, on top of which, a few unique modeling features of PRE-
MIER should also be noted.
We tackled the overparameterization in our model by regularizing it with the `0-type penalty
(2.5), controlled by the shape parameter γ, and the cut-off parameter ρ. We fix γ at a small
value to seek sparse solution in the parameter space, by driving small transition probabilities
to zero. The threshold value ρ is similar to the kmer coverage cut-off used in Liu et al. (2013);
Heo et al. (2014); Ilie and Molnar (2013), with two notable differences. First, we used more
conservative value of ρ so that fewer valid transition probabilities are mistakenly driven to zero
due to coverage variation. Second, unique transitions are preserved under constraint (3.1) even
if their expected number of transition is below threshold.
Whereas individual reads are single-stranded sequences, DNA molecules are inherently
double-stranded. To exploit the dependence within the two strands, we developed a kmer
labeling strategy, which assigns half of the kmers label 1 to mark their transition probabilities
as free parameters, or label 2 for dependent parameters. Heuristic labeling algorithms were
devised to optimize the sparsifying effect of the penalty, by preferably assigning label 1 to
kmers with non-unique transitions, which, under the kmer uniqueness assumption, localize the
errors. Despite the conceptual similarity, the labeling of kmer does not imply strandedness.
Indeed, some kmers may exist on both strands and thus have undetermined strandedness. In
particular, since we use even k, a subset of kmers in K satisfies ω = ω. These can be treated
as special cases of kmer non-uniqueness, and does not affect the model validity, since we do not
require L(ω) 6= L(ω).
One major challenge to apply Hidden Markov model to error-correction is the model
tractability for large datasets, since estimating a swarm of model parameters requires calcula-
tions over complex state paths, and may bear computational overhead that exceeds memory
and time constraints. To curb the model complexity, the hidden states are restricted to be
within a small neighborhood of the observed kmer, where the neighborhood sizes are bounded
27
by a read- and position-dependent Hamming distance, di,t, which is adaptively determined in
response to characteristics like quality scores and kmer uniqueness.
To model the generative process of the sequencer, PREMIER always initiate the underlying
Markov chain at the first position of the read, and progresses in a 5’ to 3’ direction. Most
other kmer-based methods have the freedom to start error correction at virtually any position,
on either strand of the read. In addition, the construction of neighborhoods Nit(xi,t) for
t > k is dependent on the first one, Nik(xi,k). As a result, PREMIER’s performance is more
sensitive to errors within the first kmer. Our heuristic rule for constructing Nik(xi,k) may
fail in scenarios like low-coverage, non-uniform coverage, and repetitive regions. Indeed, our
experiments showed that PREMIER’s performance excels in reads with clean first kmer, but
languishes otherwise. To remedy the underwhelming performance in reads with erroneous first
kmers, we plan to utilize multiple-sequence alignments for constructing the first neighborhoods.
The statistical modeling approach we pose can be easily extended for further development.
The emission distribution can be improved to model complex context-dependent errors [Naka-
mura et al. (2011)] or, better still, to directly model the raw fluorescent intensities of Illumina
sequencers, essentially turning PREMIER into an error-aware base-caller. We are also working
to incorporate insertion and deletion errors by extending the state space with specialized states,
to make PREMIER widely applicable to other NGS platforms.
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CHAPTER 3. PREMIER-BC: INTEGRATED ILLUMINA
BASE-CALLING AND ERROR-CORRECTION APPROACH USING
HIDDEN MARKOV MODEL
Abstract
Next-generation sequencing errors are largely avoided or removed in two consecutive stages
in the bioinformatics data analysis pipeline, base-calling followed by error-correction. Interest-
ingly, base-callers rarely utilize information available about the underlying genome sequence,
whereas error-corrections methods seldom utilize properties of the sequencing machine. The
data left unexploited in either stage ultimately leads to suboptimal error removal capability,
even when base-calling and error correction are sequentially applied. Inspired by Das and Vikalo
(2013), who proposed an Hidden Markov model (HMM) for Illumina base-calling, yet without
modeling the sequence dependence in the genome, in this work, we develop PREMIER-bc, a
unified base-caller and error corrector that utilizes a HMM to directly model the sequencing-
by-synthesis process of Illumina sequencers. PREMIER-bc builds on top of PREMIER, our
previous HMM for Illumina error correction, and continues to use the transition distribution to
model non-random genome structures, but introduced extensions to the emission distribution,
so that the error properties during the generation of fluorescent intensities can be properly
modeled. Our results on Φ-X174 dataset demonstrate significant improvements in base-calling
quality over existing base-callers, and more importantly, the sequential application of base-
calling and error correction.
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3.1 Introduction
The unabating development of sequencing platforms has made significant inroads in im-
proving the cost-efficiency and throughput of sequencing nucleic acid sequences [van Dijk et al.
(2014)]. Although the cost-effective and high-throughput appeal of the next-generation se-
quencing technologies have catalytically propelled biological research, challenges remain in
acquiring accurate, high-quality data from NGS platforms. All high-throughput sequencers
generate data with error rates significantly higher than Sanger sequencing [Quail et al. (2012b),
Loman et al. (2012), Ross et al. (2013)], and such impurity is known to interfere with many
downstream analyses [Alic et al. (2016)].
In light of the imperative to improve sequencing data quality, plentiful solutions targeting
different stages of a sequencing experiment have been offered. Some approaches adopt cus-
tomized library preparation [Schmitt et al. (2012), Lou et al. (2013)] or PCR amplification
[Quail et al. (2012a)] to control sequencing bias or errors. Another highly versatile option is
to attenuate noise via bioinformatics analysis. We focus on two early phases of bioinformatics
pipelines for sequencing analysis: base-calling and error correction. A base-caller converts, in
massive parallelism, platform-specific raw sequencer signals into reads of a standard format,
via explicit modeling of the sequencing process and its error properties. Error correction, some-
times applied after base-calling, refines the output of base-callers by exploiting the redundancy
in the high-throughput reads.
Notwithstanding modularity and flexibility, there are some non-trivial downsides to stacking
base-callers and error-correctors to create bioinformatics pipelines. In order to handle the deluge
of data, base-calling algorithms usually conduct data conversion in real-time, quickly followed
by deletion of the unwieldy raw signals, so they can rarely tap into the structural signal of the
underlying genome. To exemplify, consider the widely used Illumina platform. According to
recent surveys of Illumina base-calling methods by Ledergerber and Dessimoz (2011) and Cacho
et al. (2015), most of the existing base-callers [Rougemont et al. (2008), Kao et al. (2009), Bravo
and Irizarry (2010), Massingham and Goldman (2012), Das and Vikalo (2013)] build on similar
statistical models, with common components to model well-studied error characteristics in
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Illumina’s fluorescent intensity data, including cross-talk, phasing/prephasing and signal decay,
but make no use of the genome content. The remaining few machine learning based methods
[Erlich et al. (2008), Kircher et al. (2009), Renaud et al. (2013)] utilize reference genomes, but
only as control samples (e.g. the φ-X174 genome) to train their model via supervised learning.
The features used for base-calling still consist of only a few cycles of intensities. On the other
hand, downstream error correction methods make simplifying assumptions about sequencing
errors and often discard forwarded information (quality scores) from the base calling process
all together [Laehnemann et al. (2015)].
The information left unutilized by either tool or lost when transitioning between tools in the
pipeline can be recouped by combining the two applications into a single, unified model. The
same idea underlies TotalRecaller [Menges et al. (2011)], a base-caller that aligns Illumina data
to a provided reference genome. However, its reliance on a known reference inevitably intro-
duces bias when the presumptive reference sequence is different from the target genome being
sequenced, which is true for any noteworthy sequencing experiment, and makes TotalRecaller
inappropriate for de novo sequencing experiments.
In this article, we present PREMIER-bc, an integrated approach to produce accurate Illu-
mina reads by unifying base-calling and error-correction in one probabilistic framework. The
key contribution of this work is to formulate a Hidden Markov model (HMM) that closely re-
sembles the operation of Illumina sequencers. Our model is similar to, and was partly inspired
by, the HMM proposed by Das and Vikalo (2013), but with notable differences. Critically,
PREMIER-bc utilizes kmers, whereas Das and Vikalo (2013) use nucleotide dimers (AA, AC,
. . . , TT) as the state space of their HMM. To learn the complex hidden state space, i.e. the
genome, PREMIER-bc is necessarily an off-line base-caller, and utilizes the output of a basic
base-caller, like Bustard, to construct the plausible hidden state space. The emission distri-
bution of PREMIER-bc, which models the generation of observed intensities, derives from a
recurring base-calling model reviewed in [Cacho et al. (2015)], but with simplifications to allow
for computational tractability. Replacing dimers in the state space with kmers leads to an over-
parameterized model, since many kmers are propagated by sequencing errors and do not exist
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in the genome. To address this issue, we regularize the model estimation with a sparsifying
`0-type penalty.
Our analysis of base-calling quality on a φ-X174 dataset demonstrates significant reduction
in error rate over publicly-available Illumina base-callers. By jointly base calling and error
correcting Illumina intensity data, PREMIER-bc also outperforms the sequential application
of base-caller (Bustard) and error-corrector (PREMIER), underscoring the appeal of a unifying
statistical model over conventional pipelining of bioinformatics tools.
3.2 Methods
In this section, we describe our model, PREMIER-bc, that unifies Illumina base-calling
and error-correction. Given a target genome to be sequenced, we denote its forward and
reverse strands as G and G respectively. Each strand is a string of length |G| over the alphabet
Ω = {A,C,G, T}. The sequencing process starts by randomly breaking copies of G and G into
short fragments, which are collectively referred to as S = {s1, s2, . . . , sn}. The i-th fragment
si is then sequenced and produces raw fluorescent intensities Ii, which is in turn converted by
a base-caller into the i-th read (xi,yi). We assume that each read is of fixed length l, and
consists of nucleotides (base-calls) xi and quality scores yi.
Regardless of the sources of input data, the common objective of base-calling and error-
correction is to recover the latent genomic sequences S with high accuracy. The principal
idea embedded in our probabilistic framework for base-calling and error correction, is to model
observed data for each read as an independent emission from a Hidden Markov model (HMM).
We model the hidden states of the HMM, which are kmers, as a Markov chain of order k to
harness the local dependence in the genome. The emission distribution is utilized to model
the generating process of observed data from the sequencer and upstream data analysis, and is
designated to be flexible to adapt to the nuances between applications and platforms.
For the ease of presentation, we first review the HMM for error-correction proposed in chap-
ter 2. The model, PREMIER, serves as a “base” framework, on top of which model extensions
are proposed to address the base-calling problem. In addition to the notation presented above,
the following will be used throughout this article. Let si denote the true genomic sequence
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that generates (xi,yi) ∈ R. Given si, we define si[j] as the j-th nucleotide of si, and define
si,t ≡ si[t−k+1...t] as the kmer ending at the t-th nucleotide, which is the substring from position
t− k + 1 to t, both termini included.
Any sequence of length l can be decomposed into l − k + 1 overlapping kmers, e.g. si =
si,k, si,k+1, . . . , si,l, where two adjacent kmers si,t and si,t+1 share a common k−1 suffix/prefix.
The juxtaposition of two overlapping kmers ω and ν with ω[2...k] = ν [1...k−1] is also referred to
as a transition ω → ν. For any given kmer ω, let ω denote its reverse complement.
3.2.1 A Hidden Markov modeling approach to error correction
In the context of error correction, the observed data is R, the read set generated by the
sequencer and base-caller duo. To identify the sequencing errors in read (xi,yi), PREMIER
models (xi,yi) as an independent emission from a Hidden Markov model, with the following
components.
State space. If R is generated by an HMM, then an erroneous kmer is correctable only
if its true, generating kmer is in the state space, denoted by K. We let K be the set of all
observed kmers in R, plus their reverse complements. When the target genome is sequenced
with decent coverage, it is reasonable to assume that K include all true genomic kmers.
Transition distribution By modeling the hidden states as a Markov chain of order k,
the transition probability p (ν | ω) = 0 if ω[2...k] 6= ν [1...k−1], for ω,ν ∈ K. The k−1 suffix-prefix
match requirement allows us to parameterize the transition matrix as a |K|×4 matrix, and use
p (ν | ω) and p (b | ω) interchangeably, where b = ν [k] ∈ Ω. To further sparsify the transition
matrix, and to avoid interminging contexts in the genome, given ω ∈ K, define T (ω) to be
set of ν ∈ K such that ω → ν or ν → ω is observed in R. Transition ω → ν is disallowed if
ν 6∈ T (ω). And we have, ∑
ν∈T (ω)
p (ν | ω) = 1, ∀ ω ∈ K. (3.1)
Double-stranded dependence To model the inherent double-strandedness of genomic
DNA, consider complementary kmers ω,ω ∈ K. Let ω˜ ≡ min{ω,ω} in lexical order denote the
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canonical kmer for the pair. We have µ(ω˜) = µ(ω) = µ(ω) under the assumption of uniform
sequencing coverage. Furthermore, if ω → ν is unique in G, it implies ν → ω is also unique in
G and
p2(ω[k] | ν) = µ(ω˜) · p1(ν [k] | ω)
µ(ν˜)
, (3.2)
where the transitions are now labeled by indicators {1, 2} to indicate free or dependent param-
eters of the model, thus reducing the number of free parameters by half, effectively doubling
the coverage. Eq. (3.2) holds even if we relax the uniqueness assumption, and thus is true for
any ω → ν and ν → ω. All we need is a consistent method to assign labels to the transitions
such that transitions ω → ν and ν → ω always carry opposite labels, see Supplementary
Information (§A.2.1) for details.
Emission distribution The emission distribution in PREMIER models the residual er-
ror characteristics of the sequencer and base-caller duo, including position-dependent errors,
residual cross-talk effects and quality scores. We omitted the definitions here for brevity.
3.2.2 Integration of base-calling and error-correction
PREMIER-bc integrates base-calling and error-correction by combining data from two
sources: the error properties learnt from the sequencers’ raw intensities, and the local nucleotide
dependence from the underlying genome. We note that transitioning from error correction to
base-calling does not change the underlying sequencing process, hence we can directly inherit
the state space and the transition distribution from PREMIER without modifications. How-
ever, the observed data in PREMIER-bc becomes the set I = {I1, I2, . . . , In}, where each Ii
is a l × 4 matrix of fluorescence intensities observed for sequence i across all l positions, In
particular,
Ii
l×4
=

I ′i,1
...
I ′i,l
 ,
where I ′i,t =
(
IAi,t, I
C
i,t, I
G
i,t, I
T
i,t
)
denotes the intensities of the four (A, C, G, T) channels in
sequence i, at position t.
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To be consistent with the terminology used in other base-calling articles, in what follows,
we use “sequence” and “cluster” interchangeably. A sequence is also called a “cluster”, because
prior to sequencing, the single-molecule DNA templates are amplified with bridge amplification
to form “clusters”, so that the fluorescence can be bright enough for reliable measurements.
Similarly, we may use “position” and “cycle” in the place of each other. During each sequenc-
ing cycle, a fluorescent labeled deoxynucleoside triphohsphate (dNTP) is synthesized. The
newly incorporated dNTP blocks further polymerization, until the fluorescent label is optically
determined and cleaved. Naturally, the current position on the sequence progresses by one
base.
The change from R to a more information-rich I demands a new emission distribution
that explicitly models the generation of Ii from the DNA template si, while accounting for
the cycle-dependent noises. We now describe the components of the HMM of PREMIER-bc in
detail.
State space
PREMIER-bc relies on Bustard, Illumina’s built-in base-caller, to obtain the “crude” read
set R, from which the state space K can be constructed in the same manner as PREMIER.
Theoretically, even in the absence of R base-called by Bustard, we can extract R from I
developing a simplistic base-calling model similar to Bustard, or utilizing any third-party base-
caller.
Transition distribution
The transition distribution in PREMIER-bc explicitly models the sequencing-by-synthesis pro-
cess of Illumina sequencers. Normally, each transition between kmers with suffix-prefix match
corresponds to a cycle in Illumina sequencing and an incorporation of a new nucleotide. In-
frequently the sequencer may synthesize zero, or more than one base in a single cycle. These
irregularities are referred to as the phasing and prephasing effects, and induce insertion and
deletion errors in R. It is possible, via proper model extensions, for our model to handle phas-
ing and prephasing accordingly. However, since Illumina sequencer predominantly produces
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substitution errors, we defer this extension to future works. Henceforth, we assume that there
is no phasing or prephasing in sequencing, therefore the base synthesized and read at cycle t
in cluster i is always si[t].
Emission distribution: Cross-talks, intensity decaying and residual effects
We utilize the emission distribution to model the common error properties of the Illumina
sequencers, including cross-talk, decay and residual effects. Let si[t] denote the base read at
cycle t. Define eb, b ∈ Ω as 4-dimensional unit vectors with 1 at the index determined by b,
and 0 elsewhere (e.g. eA =
[
1 0 0 0
]′
, and eT =
[
0 0 0 1
]′
.) Then, given si[t], the
emission distribution behaves as a linear filter given by
E (Ii,1 | si[1]) = Λi,1Ctesi[1], (3.3)
E (Ii,t | si[t], Ii,t−1) = Λi,tCtesi[t] + αt(1− δt)Ii,t−1, (3.4)
where αt(1 − δt)Ii,t−1 corresponds to the fluorescent intensity that leaks from the previous
cycle, Ct is the 4 × 4 cross-talk matrix, and Λi,t denotes the total light intensity at cycle t in
cluster i.
To model the decay of Λi,t, BayesCall [Kao et al. (2009)] considered the following stochastic
process, with cycle-dependent decay parameter δt
Λi,1 ∼ N(µ1, σ21),
Λi,t|Λi,t−1 ∼ N
(
(1− δt)Λi,t−1, (1− δt)2Λ2i,t−1σ2t
)
, t > 1.
Softy [Das and Vikalo (2013)], citing empirical evidence that Λi,t exhibits little variation around
the mean for t > 1, simplify the above model to
Λi,1 ∼ N(µ1, σ21),
Λi,t = Λi,1
t∏
j=2
(1− δj), t > 1.
In PREMIER-bc, we use a cluster-specific parameter λi to describe the light intensity at the
first cycle and model the decay similarly to Softy, i.e.
Λi,1 = λi, Λi,t = λi
t∏
j=2
(1− δj). (3.5)
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As will be evident shortly, this further simplification allows us to estimate the model parameters
efficiently using the conventional Forward-Backward algorithm for the HMM.
Lastly, like PREMIER, to make the model tractable, we must limit the plausible hidden
state sequences si that could possibly emit Ii. Given the stochasticity in Ii, it is not trivial to
evaluate the distance between si and Ii. Nevertheless, with the read (xi,yi) called by Bustard
available, we can employ the concept of the kmer neighborhood in PREMIER to eliminate
all si’s that contain an excessive number of mismatches from xi. Briefly, the neighborhood of
observed kmer xi,t is defined by the set
Nit(si,t) = {ν : ν ∈ K and D(xi,t,ν) < dit}, (3.6)
which depends on a read- and cycle-specific maximum Hamming distance parameter dit. The
operator D(ω,ν) returns the Hamming distance between two kmers ω and ν, which is the
number of mismatches between them.
All above considerations give rise to the following emission distribution:
• For t = 1,
Ii,1|si,k,xi,k ∼ 1{si,k ∈ Nik(xi,k)} ×N
(
Λi,1C1esi[1], ‖Λi,1esi[1]‖22Σ1
)
. (3.7)
• For t > 1,
Ii,t|Ii,t−1, si,t∗ ,xi,t∗ ∼ 1{si,t∗ ∈ Nit(xi,t∗)}×
N
(
Λi,tCtesi[t] + αt(1− δt)Ii,t−1, ‖Λi,tesi[t]‖22Σt
)
, (3.8)
where t∗ = max(t, k) is used to cope with the fact that hidden states in the HMM are
kmers.
In the following text, we will use g1(Ii,1|si,k,xi,k) and gt(Ii,t|Ii,t−1, si,t∗ ,xi,t∗) to denote the pdfs
of the emission distribution.
3.2.3 Model estimation
We propose a two-stage algorithm to estimate the emission and transition parameters sepa-
rately. Based on the setup of our model, the two stages can be roughly viewed as “base-calling”
and “error-correction” processes.
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Unlike transition probabilities, which model the genome structures, emission distribution
parameters reflect the properties of the Illumina sequencer, and thus require more considera-
tions. For Illumina sequencing, the DNA molecules are deposited in arrays of nano-wells called
“flow cells”. Each flow cell consists of multiple lanes, allowing different samples to be loaded
and sequenced independently. Each lane is further divided into non-overlapping “tiles”. Dur-
ing the imaging step at individual cycles, each tile produces a separate image of fluorescent
luminance [Bentley et al. (2008)].
It is therefore reasonable to assume the emission parameters (Ct,Σt, αt, δt, λi) to be tile-
specific, so that we can model the tile effects. Under this assumption, we can split the data
into tiles, and fit our model to each tile individually. During the first stage of estimating
emission parameters, we fix transition parameters that have been initialized from the reads.
Next, conditioning on the estimated emission parameters, we lump all clusters across all tiles
to estimate the transition probabilities with a penalized EM algorithm. Combining all data
yields maximum coverage, which is crucial for the detection and subsequent removal of errors.
For ease of notation, it is convenient to partition the model parameters θ into the transition
part θT and the emission part θE = (θE,1,θE,2, . . . ,θE,N ), where N is the total number of tiles
in the dataset. So, during the first stage, we condition on an initial estimate θ
(0)
T of the
transition parameters in order to estimate θˆE . In the second stage, we condition on θˆE and
estimate θˆT .
3.2.3.1 Parameter initialization
Initializing the transition probabilities in PREMIER-bc is no different from the initial-
ization procedure used in PREMIER. Therefore, we refer the readers to the Supplementary
Information (§A.3.3) for more details, and focus on the initialization of emission parameters
here.
For the signal decay and residual effect parameters, we use the following simple initial values
λi = 1, δt = 0, αt = 0, ∀t. (3.9)
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Next, given I¯, we assume that, in every cluster, the first base-call produced by Bustard, xi,k [1]
is accurate. Under this assumption, and plugging-in λi = 1, αt = 0, δt = 0 into Eq. (3.31) at
t = 1, we get the following simple form
cb1
(0)
=
∑
Ii∈I¯ 1{xi,k [1] = b}I ′i,1
M
. (3.10)
It follows, if we let cbt
(0)
= cb1
(0)
,∀t > 1, all cross-talk matrices Ct are known.
Using the initial values of C1, we can use the formula in Eq. (3.35) to compute the initial
covariance matrix Σ1
(0). Similarly, we then assume that Σt
(0) = Σ1
(0) for all t > 1.
3.2.3.2 Model estimation framework
In this section, we discuss the procedure to estimate the emission parameters θE,j , specifi-
cally for tile j. We assume the tiles are independent, hence we can partition the intensity data
I, as well as the reads R, into tile sets I = {I1, . . . , IN}, R = {R1, . . . ,RN}. Let Nj = |Ij |
denote the number of clusters in tile j. Since Nj is usually large, we can accelerate the esti-
mation by randomly sampling Mj clusters to comprise the subset I¯j . Then, the tile-specific
parameters θE,j = {Cjt , δjt , αjt ,Σjt} ∪ {λj1, . . . , λjMj} can be estimated through the maximiza-
tion of the log-likelihood `
(
θE,j | I¯j ;θ(0)T
)
. However, since λji are cluster-specific, for clusters
Ii ∈ Ij \ I¯j , the estimation of λji will be deferred to the second stage.
We employ the EM algorithm for maximizing the above log-likelihood, since our model
involves latent variables si. Let Sj = (sj1, . . . , sjMj ) denote the set of true sequences that
generates I¯j . The EM algorithm iteratively maximizes the following objective function, at
iteration m
Qj
(
θE ,θ
(m)
E
)
= E
[
`
(
θE,j
∣∣∣ I¯j ,Sj ;θ(0)T ) ∣∣∣ I¯j ,θ(m)E,j ,θ(0)T ]
= E
Mj∑
i=1
`i
(
θE,j
∣∣∣ Iji , sji ;θ(0)T )
∣∣∣∣∣∣ Iji ,θ(m)E,j ,θ(0)T
 , (3.11)
where `i
(
θE,j
∣∣∣ Iji , sji ;θ(0)T ) is the complete data log-likelihood for the augmented complete
data (Iji , s
j
i ) of cluster i.
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Note that the estimation of θE,j within tile j can be carried out independently of all other
tiles. Henceforth, we will drop the subscript and superscript j from all related terms in order
to simplify the notation.
For any given tile, the tile-wide complete-data log-likelihood factors into two components:
`i
(
θE
∣∣∣ Ii, si;θ(0)T ) = log f (Ii, si, | θE ,θ(0)T )
= log f
(
si|θ(0)T
)
+ log f (Ii | si;θE) , (3.12)
which correspond to the emission and transition distributions respectively. Similarly, we can
decompose the objective function as follows,
Q
(
θE ,θ
(m)
E
)
=
M∑
i=1
{
E
[
log f
(
si | θ(0)T
) ∣∣∣ Ii;θ(m)E ,θ(0)T ]+ E [log f (Ii | si,θE) ∣∣∣ Ii;θ(m)E ,θ(0)T ]
}
(3.13)
= some constant that does not depend on θE
+
M∑
i=1
∑
si,k
[
log g1(Ii,1 | si,k,xi,k) +
k∑
t=2
log gt(Ii,t | Ii,t−1, si,k,xi,k)
]
φ
(m)
i,1 (si,k)
 (3.14)
+
M∑
i=1
 l∑
t=k+1
∑
si,t
log gt(Ii,t | Ii,t−1, si,t,xi,t)φ(m)i,t (si,t)
 , (3.15)
where the φ’s are conditional pmfs defined as follows,
φ
(m)
i,t (ω) ≡ P
(
Si,t = ω | Ii;θ(m)E ,θ(0)T
)
, t ≥ k. (3.16)
In the context of the HMM, (3.16) can be computed efficiently using a dynamic program-
ming algorithm, called the Forward-Backward algorithm [Rabiner (1989)]. The details of this
algorithm are described in the next section.
3.2.3.3 Forward-backward algorithm (E-step)
Let us first consider the forward algorithm by defining the density function,
a
(m)
i,t (ω) = f
(
Ii,1, . . . , Ii,t, si,t∗ = ω | θ(m)E ,θ(0)T
)
, t ≤ k. (3.17)
Then we have,
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(i) Initialization:
a
(m)
i,k (ω) = µ(ω˜)g1(Ii,1 | ω,xi,k)×
k∏
t=2
gt(Ii,t | Ii,t−1,ω,xi,k). (3.18)
(ii) Induction:
a
(m)
i,t+1(ω) =
 ∑
ν∈Nit(xi,t):ν∈T (ω)
a
(m)
i,t (ν)p(ω | ν)
 gt+1(Ii,t+1 | Ii,t,ω,xi,t+1), t ≥ k.
(3.19)
Next, define the following function for the backward algorithm,
b
(m)
i,t (ω) = f
(
Ii,t+1, . . . , Ii,l | si,t∗ = ω;θ(m)E ,θ(0)T
)
. (3.20)
Again, we can solve b
(m)
i,t (ω) inductively, with:
(i) Initialization:
b
(m)
i,l (ω) = 1, ∀ω ∈ Nil(xi,l), t ≤ k. (3.21)
(ii) Induction:
a) For k < t < l,
b
(m)
i,t (ω) =
 ∑
ν∈Ni,t+1(xi,t+1)∩T (ω)
p(ν | ω)gt+1(Ii,t+1 | Ii,t,ν,xi,t+1)
 b(m)i,t+1(ν), (3.22)
b) And finally for t = k,
b
(m)
i,k (ω) = g1(Ii,1 | ω,xi,k)×
k∏
t=2
gt(Ii,t | Ii,t−1,ν,xi,t)× ∑
ν∈Ni,k+1(xi,k+1)∩T (ω)
p(ν | ω)gk+1(Ii,k+1 | Ii,k,ν,xi,k+1)
 b(m)i,k+1(ω).
(3.23)
Using the inductively computed variables defined above, we can get the observed log-
likelihood
f(Ii) =
∑
ω∈Nl(xi,l)
a
(m)
i,l (ω), (3.24)
and the conditional pdf
φ
(m)
i,t (ω) =
a
(m)
i,t (ω)b
(m)
i,t (ω)∑
ν∈Nt∗ (xi,t∗ ) a
(m)
i,t (ν)b
(m)
i,t (ν)
, t ≥ k. (3.25)
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3.2.3.4 M-step for transition parameters
The (penalized) estimation of transition parameters is independent from the estimation of
emission parameters. The detailed discussion of the estimation procedure can be found in the
Supplementary Information (§A.3.2.)
3.2.3.5 M-step for emission parameters
Updating αt
Given the factorization of the Q function, we seek to update the cycle-dependent parameters
(Ct, αt, δt,Σt) in the M-step, by maximizing (3.14) and/or (3.15). Let us define the following
variables,
∆t =
t∏
j=2
(1− δt), t > 1; ∆1 = 1. (3.26)
ui,t(ω) = Ii,t − λi∆tCteω[k] − αt(1− δt)Ii,t−1, t > 1. (3.27)
Then, for t > 1, we have,
∂Q(θE ,θ
(m)
E )
∂αt
=
∂
∂αt
∑
Ii
∑
ω∈Nit(xi,t)
[
− 4
2
log(2pi)− 1
2
log
∣∣‖λi∆teω[k]‖22Σt∣∣
− 1
2
‖λi∆teω[k]‖−22 ui,t(ω)′Σ−1t ui,t(ω)
]
φ
(m)
i,t (ω). (3.28)
Note that Σt and hence Σ
−1
t are symmetric, which leads to,
∂ui,t(ω)
′Σ−1t ui,t(ω)
∂αt
=
∂ui,t(ω)
′Σ−1t ui,t(ω)
∂ui,t(ω)
∂ui,t(ω)
∂αt
= 2ui,t(ω)
′Σ−1t [(1− δt)Ii,t−1].
Plugging in the above partial derivative back into (3.28), we have,∑
Ii∈I¯
∑
ω∈Nit(xi,t)
(λi∆t)
−2 [Ii,t − λi∆tCteω[k] − αt(1− δt)Ii,t−1]′Σ−1t [(1− δt)Ii,t−1]φ(m)i,t (ω) = 0.
Cancelling (1− δt) and rearranging yields∑
Ii∈I¯
αt(1− δt)(λi∆t)−2I ′i,t−1Σ−1t Ii,t−1
∑
ω∈Nit(xi,t)
φ
(m)
i,t (ω)
=
∑
Ii∈I¯
(λi∆t)
−2 ∑
ω∈Nit(xi,t)
[
Ii,t − λi∆t
(
Cteω[k]
)]′
Σ−1t Ii,t−1φ
(m)
i,t (ω).
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We know from (3.25) that ∑
ω∈Nit(xi,t)
φ
(m)
i,t (ω) = 1,∀i, t. (3.29)
Therefore, from the above equation we derive the formula to update αt,
α
(m+1)
t =
∑
Ii∈I¯(λi∆t)
−2∑
ω∈Nit(xi,t)
[
Ii,t − λi∆t
(
Cteω[k]
)]′
Σ−1t Ii,t−1φ
(m)
i,t (ω)
(1− δt)
∑
Ii∈I¯(λi∆t)
−2I ′i,t−1Σ
−1
t Ii,t−1
. (3.30)
Updating Ct
To update Ct, notice that for Ct =
[
cAt c
C
t c
G
t c
T
t
]
, Cteb = c
b
t corresponds to the column
indexed by the nucleotide b ∈ {A,C,G, T}. For a given column cbt , it can be shown that,
∂Q
(
θE ,θ
(m)
E
)
∂cbt
=
∑
Ii∈I¯
∑
ω∈Nit(xi,t)
1{ω[k] = b} ∂
∂cbt
[
−1
2
(λi∆t)
−2ui,t(ω)′Σ−1t ui,t(ω)φ
(m)
i,t (ω)
]
= −
∑
Ii∈I¯
∑
ω∈Nit(xi,t)
1{ω[k] = b}
[
(λi∆t)
−2ui,t(ω)′Σ−1t
∂ui,t(ω)
∂cbt
]
φ
(m)
i,t (ω).
Using ∂ui,t(ω)/∂c
b
t = −λ∆t, we have
∂Q
(
θE ,θ
(m)
E
)
∂cbt
= 0
=⇒
∑
Ii∈I¯
∑
ω∈Nit(xi,t)
1{ω[k] = b} [(λi∆t)−1ui,t(ω)′Σ−1t ]φ(m)i,t (ω) = 0
=⇒
∑
Ii∈I¯
∑
ω∈Nit(xi,t)
1{ω[k] = b}cbt
′
Σ−1t φ
(m)
i,t (ω) =
∑
Ii∈I¯
∑
ω∈Nit(xi,t)
1{ω[k] = b}(λi∆t)−1
[(
I ′i,t − αt(1− δt)I ′i,t−1
)
Σ−1t
]
φ
(m)
i,t (ω)
=⇒
∑
Ii∈I¯
∑
ω∈Nit(xi,t)
1{ω[k] = b}cbt
′
φ
(m)
i,t (ω) =
∑
Ii∈I¯
∑
ω∈Nit(xi,t)
1{ω[k] = b}(λi∆t)−1
[
I ′i,t − αt(1− δt)I ′i,t−1
]
φ
(m)
i,t (ω)
Then it is straightforward to show that the formula to update cbt is
cbt
(m+1)
=
∑
Ii∈I¯
∑
ω∈Nit(xi,t) 1{ω[k] = b}(λi∆t)−1
[
I ′i,t − αt(1− δt)I ′i,t−1
]
φ
(m)
i,t (ω)∑
Ii∈I¯
∑
ω∈Nit(xi,t) 1{ω[k] = b}φ
(m)
i,t (ω)
. (3.31)
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To avoid identifiability issues, we need to renormalize the updated cross-talk matrix C
(m+1)
t .
Li and Speed (1999) suggested to normalize C
(m+1)
t such that each column sums up to 1. In
practice, however, the relative intensities are different across the four channels. To properly
model this effect, we renormalize the cross-talk matrix so that the largest column sums to 1.
All the other columns are scaled accordingly.
Updating Σt
Using matrix calculus, we can show that,
∂Q(θE ,θ
(m)
E )
∂Σt
=
∑
Ii∈I¯
∑
ω∈Nit(xi,t)
∂
∂Σt
[
−1
2
log
∣∣Σt∣∣− 1
2
(λi∆t)
−2tr
[
ui,t(ω)
′Σ−1t ui,t(ω)
]]
φ
(m)
i,t (ω),
(3.32)
where
∂ tr
[
ui,t(ω)
′Σ−1t ui,t(ω)
]
∂Σt
=
∂ tr
[
Σ−1t ui,t(ω)ui,t(ω)′
]
∂Σt
= −Σ−1t ui,t(ω)ui,t(ω)′Σ−1t , (3.33)
∂ log |Σt|
∂Σt
=
1
|Σt| |Σt|Σ
−1
t = Σ
−1
t . (3.34)
Then,
∂Q(θE ,θ
(m)
E )
∂Σt
= 0
=⇒
∑
Ii∈I¯
∑
ω∈Nit(xi,t)
[
−1
2
Σ−1t +
1
2
(λi∆t)
−2Σ−1t ui,t(ω)ui,t(ω)
′Σ−1t
]
φ
(m)
i,t (ω)
=⇒ Σ−1t
∑
Ii∈I¯
∑
ω∈Nit(xi,t)
φ
(m)
i,t (ω) =
∑
Ii∈I¯
∑
ω∈Nit(xi,t)
(λi∆t)
−2Σ−1t ui,t(ω)ui,t(ω)
′Σ−1t φ
(m)
i,t (ω)
=⇒ Σt
∑
Ii∈I¯
∑
ω∈Nit(xi,t)
φ
(m)
i,t (ω) =
∑
Ii∈I¯
∑
ω∈Nit(xi,t)
(λi∆t)
−2ui,t(ω)ui,t(ω)′φ
(m)
i,t (ω).
It easily follows, using the results from (3.29), that
Σ
(m+1)
t =
∑
Ii∈I¯
∑
ω∈Nit(xi,t)(λi∆t)
−2ui,t(ω)ui,t(ω)′φ
(m)
i,t (ω)∑
Ii∈I¯
∑
ω∈Nit(xi,t)φ
(m)
i,t (ω)
=
∑
Ii∈I¯
∑
ω∈Nit(xi,t)(λi∆t)
−2ui,t(ω)ui,t(ω)′φ
(m)
i,t (ω)
M
. (3.35)
Updating δt
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Since there is no closed-form formula to update δt, we used an approximation, which is
similar to the one proposed in Kao et al. (2009) (Supplementary data). Specifically, we used a
slightly modified model of Eq. (3.8) for the emission of Ii,t, t > 1, that is,
Ii,t|Ii,t−1, si,t∗ ,xi,t∗ ∼ 1{si,t∗ ∈ Ni,t∗(xi,t∗)}×N
(
Λ∗i,tCtesi[t] + αt(1− δt)Ii,t−1, ‖Λ(m)i,t esi[t]‖22Σt
)
,
(3.36)
where
Λ∗i,t = λi
t−1∏
j=2
(1− δ(m)j )
 (1− δt), (3.37)
Λ
(m)
i,t = λi
t∏
j=2
(1− δ(m)j ). (3.38)
Adopting the two modifications (3.37) and (3.38) make the partial derivative of (3.36) with
respect to δt linear in δt, so
∂Q
(
θE ,θ
(m)
E
)
∂δt
= 0
=⇒
∑
Ii
∑
ω∈Nit(xi,t∗ )
∂
∂δt
[
−1
2
[
λi∆
(m)
t
]−2
ui,t(ω)
′Σ−1t ui,t(ω)φ
(m)
i,t (ω)
]
= 0
=⇒
∑
Ii
∑
ω∈Nit(xi,t∗ )
[[
λi∆
(m)
t
]−2
ui,t(ω)
′Σ−1t
∂ui,t(ω)
∂δt
φ
(m)
i,t (ω)
]
= 0. (3.39)
For simplicity, define,
vi,t(ω) ≡ −∂ui,t(ω)
∂δt
= λi∆t−1Cteω[k] + αtIi,t−1. (3.40)
Then, ∑
Ii
(
λi∆
(m)
t
)−2 ∑
ω∈Nit(xi,t∗ )
[
λi∆t−1
(
1− δ(m)t
)]−2
ui,t(ω)
′Σ−1t vi,t(ω) = 0
=⇒
∑
Ii
(
λi∆
(m)
t
)−2 ∑
ω∈Nit(xi,t∗ )
I ′i,tΣ
−1
t vi,t(ω)φ
(m)
i,t (ω) =
(1− δt)
∑
Ii
(
λi∆
(m)
t
)−2 ∑
ω∈Nit(xi,t∗ )
vi,t(ω)
′Σ−1t vi,t(ω)φ
(m)
i,t (ω). (3.41)
From (3.41), we have,
δ
(m+1)
t = 1−
∑
Ii
(
λi∆
(m)
t
)−2∑
ω∈Nit(xi,t∗ ) I
′
i,tΣ
−1
t vi,t(ω)φ
(m)
i,t (ω)∑
Ii
(
λi∆
(m)
t
)−2∑
ω∈Nit(xi,t∗ ) vi,t(ω)
′Σ−1t vi,t(ω)φ
(m)
i,t (ω)
. (3.42)
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We did not drop the constant ∆
(m)
t from both the numerator and the denominator, for the ease
of derivation in upcoming §3.2.3.6.
Updating λi
In order to update λi in the M-step, we seek to maximize the following objective function:
Qi
(
λi,θ
(m)
E
)
=
l∑
t=1
∑
ω∈Nt∗ (xi,t∗ )
[
−1
2
log|(λi∆t)2Σt| − 1
2
(λi∆t)
−2ui,t(ω)′Σ−1t ui,t(ω)
]
φ
(m)
i,t (ω)− η(λi − Λj)2.
(3.43)
The `2-penalty term η(λi − Λj)2 is introduced to avoid over-fitting by regressing the cluster-
specific estimate λˆi toward the tilde-wide mean intensity Λj .
Like δt, it is not trivial to find the solution to the equation ∂Qi
(
λi,θ
(m)
E
)
/∂λi = 0. How-
ever, since λi is a cluster-specific parameter, we can employ numerical methods to maximize
(3.43). First, we can show that ui,t(ω)
′Σ−1t ui,t(ω) expands to,
ui,t(ω)
′Σ−1t ui,t(ω) =[
(Ii,t − αt(1− δt)Ii,t−1)− λi∆tCteω[k]
]′
Σ−1t
[
(Ii,t − αt(1− δt)Ii,t−1)− λi∆tCteω[k]
]
.
(3.44)
Letting i,t ≡ Ii,t − αt(1− δt)Ii,t−1 in (3.44), then we have,
ui,t(ω)
′Σ−1t ui,t(ω) =
′i,tΣ
−1
t i,t + (λi∆t)
2
(
Cteω[k]
)′
Σ−1t
(
Cteω[k]
)− 2(λi∆t) (Cteω[k])′Σ−1t i,t. (3.45)
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Using the results of (3.45), (3.43) can be expanded to:
Qi
(
λi,θ
(m)
E
)
= c1 − η(λi − Λj)2 +
l∑
t=1
∑
ω∈Ni,t∗ (xi,t∗ )
−4 log(λi)φ(m)i,t (ω)
−
l∑
t=1
∑
ω∈Ni,t∗ (xi,t∗ )
1
2
(λi∆t)
−2
[
′i,tΣ
−1
t i,t + (λi∆t)
2
(
Cteω[k]
)′
Σ−1t
(
Cteω[k]
)
− 2(λi∆t)
(
Cteω[k]
)′
Σ−1t i,t
]
φ
(m)
i,t (ω)
= c2 + l log λi − 1
2
λ−2
[
l∑
t=1
∆−2t 
′
i,tΣ
−1
t i,t
]
+ λ−1i
 l∑
t=1
∆−1t
∑
ω∈Ni,t∗ (xi,t∗ )
(Cteω[k])
′Σ−1t i,tφ
(m)
i,t (ω)
− η(λi − Λj)2, (3.46)
where c1 and c2 are some constants that do not depend on λi. Notice that both summations in
(3.46) do not involve λi. This implies that (3.46) can be evaluated very efficiently as a function
of λi, justifying the usage of numerical optimization.
Alternatively, we can consider the same approximation applied to δt for λi, so that the
numerical optimization can be avoided in order to speed up the computation. To do so, consider
the following modified emission distribution,
Ii,t|Ii,t−1, si,t∗ ,xi,t∗ ∼ 1{si,t∗ ∈ Ni,t∗(xi,t∗)} ×N
(
Λi,tCtesi[t] + αt(1− δt)Ii,t−1, ‖Λ̂i,tesi[t]‖22Σt
)
,
where
Λ̂i,t = λ
(m)
i ∆t. (3.47)
Accordingly, we can update (3.43), applying above approximation, and get,
Qi
(
λi,θ
(m)
E
)
=
l∑
t=1
∑
ω∈Nt∗ (xi,t∗ )
[
−1
2
log
∣∣∣∣(λ(m)i ∆t)2Σt∣∣∣∣− 12 (λ(m)i ∆t)−2 ui,t(ω)′Σ−1t ui,t(ω)
]
φ
(m)
i,t (ω)− η(λi − Λj)2.
(3.48)
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It is then straightforward to show that,
∂Qi
(
λi,θ
(m)
E
)
∂λi
= 0
=⇒
l∑
t=1
∑
ω∈Nt∗ (xi,t∗ )
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)
φ
(m)
i,t (ω).
Thus, the (regularized) update formula for λi is given by,
λ
(m+1)
i =
2ηΛj +
∑l
t=1
∑
ω∈Nt∗ (xi,t∗ ) [Ii,t − αt(1− δt)Ii,t−1]
′Σ−1t
(
∆tCteω[k]
)
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(m)
i,t (ω)
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(
∆tCteω[k]
)′
Σ−1t
(
∆tCteω[k]
)
φ
(m)
i,t (ω)
.
(3.49)
Obviously, as η →∞, λ(m+1)i → Λj .
3.2.3.6 Cycle-dependency
To avoid over-fitting the cycle-dependent parameters (Ct, αt, δt,Σt), a common approach
is to bin adjacent cycles into windows [Kao et al. (2009); Das and Vikalo (2013)]. That is,
for a given window width W , we divide the l cycles into lW = d lW e windows, indexed by
w = 1, 2, . . . , lW . For each given window w, its parameters (Cw, αw, δw,Σw) can be estimated
simply by combining the information from cycles t ∈ Tw, where Tw is defined by,
Tw = [(w − 1) ∗W + 1, min(w ∗W, l)].
Starting from the cycle-dependent formulas, (3.30), (3.31), (3.35) and (3.42), we can directly
derive that,
α(m+1)w =
∑M
i=1
(
λi∆¯t
)−2∑
t∈Tw
∑
ω∈Nit(xi,t)
[
Ii,t − λi∆¯t
(
Cweω[k]
)]′
Σ−1w Ii,t−1φ
(m)
i,t (ω)
(1− δw)
∑
Ii∈I¯
∑
t∈Tw
(
λi∆¯t
)−2
I ′i,t−1Σ
−1
w Ii,t−1
,
(3.50)
where ∆¯t is defined as
∆¯t =
t∏
j=2
(
1− δd t
W
e
)
, t > 1; ∆¯t = 1,
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and that
cbw
(m+1)
=
∑
i,t,ω
1{ω[k] = b}(λi∆t)−1
[
I ′i,t − αw(1− δt)I ′i,t−1
]
φ
(m)
i,t (ω)∑
i,t,ω
1{ω[k] = b}φ(m)i,t (ω)
, (3.51)
Σ(m+1)w =
∑
i,t,ω
(λ∆¯t)
−2ui,t(ω)ui,t(ω)′φ
(m)
i,t (ω)
MW
, (3.52)
δ(m+1)w = 1−
∑
i,t,ω
(
λi∆¯
(m)
t
)−2
I ′i,tΣ
−1
w vi,t(ω)φ
(m)
i,t (ω)∑
i,t,ω
(
λi∆¯
(m)
t
)−2
vi,t(ω)′Σ−1w vi,t(ω)φ
(m)
i,t (ω)
, (3.53)
with
∑
i,t,ω
as a short hand for
∑M
i=1
∑
t∈Tw
∑
ω∈Ni,t∗ (xi,t∗ ).
For δ
(m+1)
w , we need a slightly modified vi,t(ω), which is,
vi,t(ω) = λi∆t−1Cweω[k] + αwIi,t−1. (3.54)
3.2.4 Base-calling and quality scores
Similar to [Das and Vikalo (2013)], once the model parameters are fitted by the expectation-
maximization algorithm, the base-calls of Ii can be produced by either the Viterbi algorithm,
or the forward-backward algorithm. The former identifies the most likely state sequence
argmaxP (si | Ii, θ̂), where θ̂ is the estimated parameter vector. Since the Viterbi algorithm
does not assess the probability of base-calling error on each individual base, another round of
forward-backward algorithm is employed to compute the posterior probabilities
P
(
Si[t] = b | Ii; θ̂
)
=
∑
ω∈Ni,t∗ (xi,t∗ )
P
(
Si,t = ω | Ii; θ̂
)
1{ω[min{t,k}] = b}, b ∈ Ω = {A,C,G, T}.
(3.55)
Each posterior probability p is in turn discretized and converted into quality score q using
the formula q = b−10 log10(p)c. Alternatively, the nucleotide that maximizes the posterior
probability (3.55) can be directly treated as the base-call. To match convention, we cap the
maximum quality score at q = 40. For our performance analysis in §3.3, we use the forward-
backward algorithm to generate base-calls.
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3.3 Results
As an integrated base-caller and error-corrector, we seek to evaluate PREMIER-bc’s merits
on both tasks. First, to assess the base-calling aspect of PREMIER-bc, we evaluate its per-
formance against the following publicly available base-calling software: AYB [Massingham and
Goldman (2012)], Softy [Das and Vikalo (2013)] and freeIbis [Renaud et al. (2013)], which are
among the top-performers according to a recent review [Cacho et al. (2015)]. Next, we study
how much unified approach improves error correction by comparing PREMIER-bc to its error
correction counterpart PREMIER (using the reads called by Bustard.)
For our comparison, we employed the bacteriophage φ-X174 dataset used in [Cacho et al.
(2015)], generated by the Illumina Genome Analyzer II sequencer. The dataset consists of a
full lance of 100 tiles, each containing between 70,000 and 80,000 reads of length 76bp. We
ran the model-based software, AYB and Softy, with their default settings on all tiles. Softy
provides two options for base-calling: with the forward-backward algorithm (Softy-FB), or the
soft output Viterbi algorithm (Softy-SOVA.) We ran both versions in our experiments. For
freeIbis, which requires control samples for model training, the intensities and base-calls for the
first tile were utilized for supervised learning. For comparing PREMIER and PREMIER-bcon
an equal footing, both software were supplied with the following common model parameters:
k = 16, d = 8, ρ = 1, and γ = 10−20. For the `2 penalty in PREMIER-bc, we set η = 1000.
After base-calling, we conducted necessary post-processing of Softy output, in order to convert
the their continuous probabilities of base-call quality into discrete quality scores.
To assess the base-calling quality of each software, the base-called reads were aligned to
the known reference genome of φ-X174 (NC 001422.1), using the short read aligner BWA
(v0.7.10) [Li and Durbin (2009)]. We used the default alignment parameters of the BWA-MEM
algorithm, except for setting the read terminal clipping penalty to 100 (via option -L 100,100)
to suppress the clipping of low-quality 5’ or 3’ regions of reads, so that the number of errors
within those regions can be measured more precisely. From the alignment results, we computed
the alignment rate and error rate for each tile.
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Table 3.1: The comparison of base-calling quality in terms of alignment rate and error rate.
Base-caller Alignment rate Mismatches Error rate (×10−2)
AYB 94.73% 40852.3 0.767
Bustard 93.98% 53724.8 1.026
freeIbis 94.55% 44989.2 0.846
PREMIER-bc 96.38% 27185.7 0.502
Softy-FB 94.11% 44041.5 0.834
Softy-SOVA 94.11% 44574.2 0.842
PREMIER 96.21% 29440.4 0.545
Table 3.1 compares the base-calling quality in terms of average alignment rate and error
rate across all tiles. Compared with the reference method, Bustard, all other base-callers
produced reads with higher alignment rates, and lower error rates, signaling improved base-
calling quality. Among all software, PREMIER-bc ranks atop, outperforming the runner-up,
AYB, with sizeable margins. Specifically, PREMIER-bcimproved the alignment rate by 1.65%,
while reducing the number of sequencing errors by 34.6%.
When compared with the sequential application of base-calling (Bustard) and error cor-
rection (PREMIER), PREMIER-bc managed to beat the pipelining approach with modest
improvements in all metrics, indicative of the advantage of directly modeling the intensity
data.
For more comprehensive comparisons, Figure 3.1 and 3.2 compare the software in terms of
per-cycle error rate and per-tile error rate. In Figure 3.1, both PREMIER and PREMIER-bc;
produced tile-sequences with significantly lower error rates than other base-callers. We note
that the two outliers for PREMIER-bc correspond to failed model estimation, possibly due to
the random subsampling of clusters. In most other cases, PREMIER-bc managed to produce
data with less errors than its error-correction counterpart. Interestingly, Figure 3.2 provides an
explanation for where PREMIER-bc performed better than PREMIER. Since both PREMIER
and PREMIER-bc uses k = 16, the steep plummet of error rates at cycle 17 for these sibling
software clearly reproduces a previously known weakness of our probabilistic framework: the
limited error correction capacity within the first kmer. The reason is twofold. First, the
first kmer cannot utilize upstream context (i.e. transitions) to identify errors. Secondly, to
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reduce model complexity, the Hamming distance for the first kmer neighborhood, dit, is often
smaller than dit for t > k. Still, within the first few cycles, PREMIER-bc produces base-calls
with comparable error rates to freeIbis, which has the lowest error rates among traditional
base-callers, and significantly improves the performance over that of PREMIER. This contrast
shows that the raw intensities are highly informative in yielding accurate base-calls, when
the genome content that error correctors rely on is less instructive. In later cycles, the error
rates of both PREMIER and PREMIER-bc; creep upward. However, the rate of increment is
modest at best, in comparison with other base-calling methods, demonstrating the usefulness
of utilizing sequence dependence in the genome, when the noise level in the observed intensities
are undesirable for reliable base-calling.
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3.4 Discussion
Base-calling and error correction have long been considered two different problems in bioin-
formatics. Base-callers are highly specialized in analyzing sequencer-specific signals and error
characteristics, whereas error correctors operate on nucleotide sequences that are platform-
independent, and exploit the underlying genome for identifying errors. The vast difference
between input data format also leads to distinct problem-solving approaches. The Illumina
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base-callers, for instance, are often model-based, utilizing statistical models to explicit model
the sources of sequencing errors, and to probabilistically assess the likelihoods of nucleotides
at a given cycle. Error correction methods, on the other hand, are mostly algorithmic and
heuristic, exploiting data structures and algorithms to identify sequence exact/inexact matches
or overlaps.
In this work, we consider an alternative approach to unify base-calling and error correction
by recognizing that the sequencing process of the Illumina sequencer can be well modeled
by a Hidden Markov model. As a generative model, the HMM consists of a hidden Markov
process, which we utilized to model the underlying sequencing-by-synthesis (SBS) process. In
particular, the newly synthesized bases are not random, rather they are complementary to the
single stranded DNA template derived from a genome with limited length, so the next base can
often be reliably predicted given the context. Conditional on the synthesized base, the HMM
emits the observed intensity values, with an emission distribution that accounts for the overlap
of fluorescence spectra, DNA degradation along cycles, and signal leakage between cycles.
Our implementation, PREMIER-bc, is merely a simple form of a more general probabilistic
framework that can potentially adapt to any base-calling and error-correction problems of
sequencing platforms that utilize SBS principles.
In our base-calling experiments, we demonstrate that PREMIER-bc outperforms all existing
Illumina base-callers with significant margins. This enhancement in base-calling quality by
PREMIER-bc underscores the importance of simultaneously modeling the underlying genome
sequence, and the intensity data. Breaking down the base-calling performance by cycle reveals
that the raw intensities significantly improve accuracy within the first kmer, a known weakness
of PREMIER. Conversely, toward the 3’ end, the genome information is crucial in reducing
error rate.
These observations invite rethinking of bioinformatics pipeline designs. Quite often, bioin-
formatics tools have the tendency to compress data by committing to deterministic outputs.
The compression itself is rarely lossless, and thus reduces the amount of information that can
be available downstream in the pipeline. Bustard prefers, notoriously, to assign special quality
scores (Phred quality score 2) as indicators of low-quality regions, which unfortunately censors
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the base uncertainties that are critical in resolving ambiguities in the genome. Therefore, it is
reasonable to expect the direct modeling of raw intensities to improve the base qualities in read
segments with non-informative quality scores, for instance in low quality reads, or approaching
the 3’ ends of reads.
Moreover, imagine an extension to our probabilistic model that directly aligns the raw
intensities to a known reference. This is attainable by directly constructing the HMM state
space from the genome sequence, instead of from the observed read sequences. This extended
model can be utilized to compute the most likely alignment that maximizes the posterior
probability P (Si | Ii,θ), given the observed intensity matrix Ii. And there’s more to that. Now
that all kmers in the state space are genomic kmers from the reference, differences between
read sequence xi and state sequence si may be attributed to either sequencing error, or true
genomic variants. To predict variant versus error, one possibility is to utilize a finite mixture
distribution as the emission density. The first component, which models noise, can assume
similar form to the emission density of PREMIER-bc, whereas the second component explicitly
models variants (perhaps based on the coverage of the observed kmer). Clearly, the intensity
data provides more subtlety to probabilistically assess the likelihood of noise at a certain cycle,
and thus modeling Ii has more statistical power than using (xi,yi) alone, especially when yi
is less informative (e.g. censored by Bustard). We expect this model to outperform existing
algorithm-based aligners, especially for noisy reads and in repetitive genomic regions.
Despite the optimistic results, we note that sequencing redundancy is key to attain good
performance with PREMIER-bc. Therefore, PREMIER-bc is not suited to base-call individual
tiles one at a time, especially for the sequencing experiments of large genomes. We plan to test
PREMIER-bc on more datasets with varying sequencing coverage and genome complexity to
extensively study the performance and robustness of our unified model.
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CHAPTER 4. PREMIER-INDEL: PROBABILISTIC FRAMEWORK
FOR CORRECTING INSERTION AND DELETION ERRORS IN
HIGH-THROUGHPUT SEQUENCING READS
Abstract
Error correction of noisy reads obtained from high-throughput DNA sequencers is an im-
portant problem since read quality significantly affects downstream analyses such as detection
of genetic variation and the complexity and success of sequence assembly. Most of the current
error correction algorithms are only capable of recovering substitution errors. In this work,
we present PREMIER-indel, an algorithm that simultaneously corrects insertion, deletion and
substitution errors in reads from next generation DNA sequencing platforms. PREMIER-indel
corrects insertion, deletion and substitution errors by modelling the sequencer output as emis-
sions of an appropriately defined Hidden Markov Model (HMM). Reads are corrected to the
corresponding maximum likelihood paths using an appropriately modified Viterbi algorithm.
When compared with Karect, Fiona and Coral, three current algorithms capable of correcting
insertion, deletion and substitution errors, PREMIER-indel exhibits superior accuracy across
a range of datasets.
4.1 Introduction
High-throughput sequencing technologies play a vital role on the frontiers of biological re-
search, thanks to technological advancements that have driven down sequencing costs in recent
years. Affordability aside, the success of sequencing-based bioinformatics, genomic and genetic
analyses hinges on the acquisition of accurate, high-quality nucleotides from sequencers and
upstream pipelines, with mounting studies showing that errors in high-throughput sequencing
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data interfere with common downstream applications, for instance the identification of genetic
variants [Kinde et al. (2011)], genome assembly [Salzberg et al. (2012)], and quantification of
transcripts [Le et al. (2013)].
Despite the steady advancement in sequencing biochemistry, as well as new iterations of
optical and semiconductor components that yield longer reads at higher accuracy, the quest to
improve data quality has never ceased. The error rate of next-generation sequencing data is
estimated to range from 0.1% to 10% [Quail et al. (2012b)], much higher than Sanger sequencing
[Hoff (2009)]. Even the sequencers with the lowest error rate, like Illumina HiSeq and Ion
Torrent PGM, produce datasets with a hefty volume of sequencing errors, especially after
taking the high-throughput into account. It is therefore of grave importance to identify and
remove sequencing errors during the primary analysis, a practice that has been demonstrated
to benefit downstream analyses [Alic et al. (2016)].
To deal with noise in sequencing data, a plethora of error correction methods have been
developed, targeting multiple sequencing platforms, each of which exhibits its own unique
profile of sequencing bias and errors [Yang et al. (2013); Molnar and Ilie (2014); Laehnemann
et al. (2015); Alic et al. (2016)]. The majority of existing tools are designed for the popular
Illumina platform; many correct substitution errors only, the predominant error type produced
by Illumina sequencers. In contrast, few methods can tackle insertion and deletion errors
(collectively referred to as indels) [Laehnemann et al. (2015); Alic et al. (2016)], despite the
multifold importance to recover those errors. Accurate detection of indel variants is imperative
in clinical genomics [Hwang et al. (2015)], as many indel polymorphisms map to functionally
important regions in human genomes [Mullaney et al. (2010)]. However, reliably identifying
true indels is challenging [O’Rawe et al. (2013)] and is highly susceptible to the presence of
indel errors introduced by the sequencer [Bragg et al. (2013)]. Secondly, several next-generation
sequencing platforms, e.g. 454 pyrosequencing, Ion Torrent PGM and PacBio SMRT, primarily
produce indel errors [Laehnemann et al. (2015); van Dijk et al. (2014)]. Indel errors are also
found in Illumina sequencing data, albeit less frequent than substitutive errors. Therefore, an
indel-aware error corrector certainly has broader appeal to improve indel detection and to offer
an error correction tool that is less platform-dependent.
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In this article, we revisit our Hidden Markov model previously developed in chapter 2 to
correct only substitution errors, and propose model extensions to the state space and tran-
sition distributions to effectively handle insertion and deletion errors. This updated model,
PREMIER-indel, is generally applicable to sequencing-by-synthesis (SBS) next-generation se-
quencing platforms, which utilize DNA polymerases to incorporate nucleotides against single-
stranded DNA templates, while detecting the signals released by base synthesis. To present our
work, the remaining sections of this article are arranged as follows. In section 4.2 and 4.3, we
describe our algorithm, PREMIER-indel, for error correction of substitution and indel errors
in high-throughput sequencing data. Specifically, in section 4.2, we model the individual reads
as independent emissions from a Hidden Markov model, and discuss, in section 4.3, we discuss
the procedure to estimate model parameters, modeling choices and implementation detail. In
section 4.5, we study PREMIER-indel’s error correction performance on multiple Illumina and
Ion Torrent sequencing datasets. Our empirical results demonstrate improvements over the
state-of-the-art error correction techniques, Karect [Allam et al. (2015)], Fiona [Schulz et al.
(2014)] and Coral [Salmela and Schro¨der (2011)].
4.2 Methods
In this section, we introduce a flexible and general framework to correct sequencing errors,
independent of the sequencing platform. The versatility of the model is facilitated by the
fact that error correction intercepts the output of the combined sequencer/base-caller duo,
which is of universal format regardless of sequencer type. For simplicity, in this section, we
collectively refer to the sequencer and base-caller pair as “the sequencer.” The starting point to
our modeling approach is to recognize that most high-throughput sequencers (with the notable
exception of nanopore sequencing) utilize DNA polymerase/ligases to incorporate nucleotides
against numerous single-stranded DNA templates [van Dijk et al. (2014)], produced by random
fragmentation of the genome, G. Let si denote the i-th genomic fragment to be synthesized.
Signals produced by base synthesis along si (fluorescent intensities in Illumina and PacBio, pH
value in Ion Torrent) are detected and converted into nucleotides xi and accompanying quality
scores, yi, measuring the confidence of base-calls. Without loss of generality, we assume that
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each base of xi is called individually at discrete timepoints, or “cycles.” Each discrete timepoint
t produces a nucleotide on the read, denoted by xi[t]. Between each base-call, the enzyme may
synthesize zero, one, or more nucleotides. Indel errors originate from the desynchronization
between base synthesis and base-calling.
To mimic the above process, we employ a generative model, specifically a Hidden Markov
model (HMM), which allows us to model the random process of base synthesis as a Markov
chain. For the i-th fragment, the Markov process is a sequence of hidden states
Si = Si,k,Si,k+1, . . . ,Si,li , (4.1)
where the subscripts k, . . . , li indicate the discrete timepoints. Without indel errors, all states
are kmers, creating a k-th order Markov chain to harness the local dependence in genomic
sequences. Since the initial state of the Markov chain is a kmer, which has initial state proba-
bility µ(S˜i,k), the process starts at time k; the first k base syntheses are lumped together into
the initial state. Transitions between adjacent states (e.g. Si,t and Si,t+1) correspond to the
progression of DNA synthesis, with each kmer-to-kmer transition equal to the incorporation of
a new base. We add special states to the state space of the HMM to handle desynchronization
during synthesis (cf. §4.2.1.1). The HMM generates the observed read (xi,yi) from Si via the
emission distribution, which serves dual purposes: to reduce the computational complexity of
the model and to capture subtle, sequencer-specific error properties. Specifically, the initial
state Si,k, which is assumed to be a kmer, emits the first k bases xi,k and quality scores yi,k.
Each subsequent state Si,t, t > k emits a single base and quality score (xi[t],yi[t]), regardless of
the number of bases synthesized between timepoint t− 1 and t. The latest base synthesized by
the polymerase maps to the last base of the current state. The components of the HMM are
discussed in detail in the following section.
4.2.1 Hidden Markov modeling of error correction
4.2.1.1 State space
The state space of the HMM consists of k+-mers (substrings of length k or longer) and
can be partitioned into three sets. First, we denote K0 as the set of all observed kmers, plus
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Figure 4.1: A schematic example demonstrating how PREMIER-indel models different types
of error through transition and emission distributions.
their reverse complement (denoted by ω for kmer ω) in R. Next, for every kmer ω ∈ K0,
let ω	 denote the insertion copy of ω, which communicates the event of an insertion error,
i.e. when no bases are synthesized in the cycle. Accordingly, let K	0 = {ω	 : ω ∈ K0} denote
the set of all insertion copies. Finally, to register the event of synthesizing multiple bases, we
consider the sets of all (k + m)-mers in R (along with their reverse complements), Km, for
m = 1, 2, . . . ,mmax. If Si,t is a (k + m)-mer, it indicates that m + 1 bases were synthesized
during the t-th cycle, while only the last base Si,t[k+m] produced a base-call. Consequently, m
successive bases of Si were deleted in xi.
In practice, we set the state space to K ≡ K0∪K0	∪K1. We exclude (k+m)-mers for m > 1
since deletion errors are predominantly present in homopolymeric regions for most sequencing
platforms [Bragg et al. (2013); Laehnemann et al. (2015)]. Successive deletion of m bases within
a homopolymer can be reinterpreted as m nonconsecutive, single deletion errors so long as the
original length of the homopolymer is at least 2m− 1 bases. The exclusion of longer oligomers
in K reduces the memory footprint and model complexity without serious consequences for
performance.
For completeness, define (ω	)	 = ω	. And for ω ∈ K0	, let ω 6	 ∈ K0 refer to the non-
insertion copy of kmer ω.
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4.2.1.2 Transition distribution
Given any ω ∈ K, define |ω| to be the length of ω, prefn(ω) ≡ ω[1...n] to be the n prefix of
ω, and suffn(ω) ≡ ω[|ω|+1−n...|ω|] to be the n suffix. In addition, define T (ω) to be the set of
states to which ω is allowed to transition, per the following rules.
a) If ω,ν ∈ K \ K0	, include ν ∈ T (ω) if and only if (i) suffk−1(ω) = prefk−1(ν) and (ii)
either ω⊕ν [k...|ν|] or its reverse complement is observed at least once in R, where ⊕ denotes
string concatenation.
b) For ω ∈ K \ K1, we let T (ω) include ω	, so that a kmer can always transition to the
insertion copy of itself. Successive self-transitions indicate successive insertion errors.
c) For ω ∈ K0	, let T (ω) = T
(
ω 6	
)\K1, so a deletion cannot immediately follow an insertion.
The rules forbid transition from any (k + 1)-mer to an insertion copy kmer, or vice versa,
since such events are equivalent to a substitution error and can be handled by the emission
distribution.
The transition between two states ω and ν, provided that ν ∈ T (ω), is governed by
probability p(ν | ω). In the absence of indel errors, i.e. ω,ν ∈ K0, we consider the genomic
transition probability q(ν | ω), with equality constraint ∑ν∈T0(ω) q(ν | ω) = 1, where T0 (ω) =
T (ω)∩K0. Ideally, q(· | ·) is a |K0|×4 sparse matrix with non-zero entries corresponding to true
transitions in the genome. To model insertion and deletion errors, the transition probability is
the following mixture distribution:
p(ν | ω) =

[
(1− pd,n − pi,n)1{ω∈K0}
+ (1− pd,d)1{ω∈K1} + (1− pi,i)1{ω∈K0	}
]
· q(ν | suffk(ω)) if ν ∈ K0[
pd,n · 1{ω∈K0} + pd,d · 1{ω∈K1}
]
· q(prefk(ν) | suffk(ω)) · q (suffk(ν) | prefk(ν)) · 1{ω 6∈K0	} if ν ∈ K1
pi,n · 1{ω∈K0} + pi,i · 1{ω∈K0	} if ν = ω	
(4.2)
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where pd,j and pi,j are deletion and insertion error rate parameters, with j ∈ {n, i, d} indicating
the contexts of normal kmer-to-kmer transition, insertion error or deletion error. Note that
transitions from/to (k+ 1)-mers do not introduce new transition parameters to the model, but
reuse the genomic transition probabilities q(· | ·).
4.2.1.3 Emission distribution
The function of the emission distribution is twofold: to reduce model complexity and model
substitution errors. To regulate the model complexity, define D(ω,ν) for ω,ν ∈ K as the edit
distance between the two states. Then, for t > k, define the following emission distribution for
the generation of (xi[t],yi[t]) from state Si,t = si,t.
ft (xi[t],yi[t] | si,t,xi,t−1) = 1{si,t ∈ Nit(xi,t)} · g (xi[t] | si,t,xi,t−1) · h (yi[t] | si,t,xi[t]) , (4.3)
where the indicator function delimits a small neighborhood of hidden states, within edit distance
di,t to the observed kmer xi,t, that can emit the observation. The two pmfs g(· | ·) and h(· | ·) in
(4.3) model sequencer-specific error characteristics, and we assume the following simple forms,
g (xi[t] | si,t,xi,t−1) = g0(xi[t] | si,t[|si,t|]), (4.4)
h (yi[t] | si,t,xi[t]) =

hc(yi,t[k]) if xi,t[k] = si,t[k], si,t ∈ K0
hs(yi,t[k]) if xi,t[k] 6= si,t[k], si,t ∈ K0
hd(yi,t[k]) if si,t ∈ K1, and
hi(yi,t[k]) if si,t ∈ K0	.
(4.5)
Specifically, the base emission component (4.4) accounts for the bias in emitting nucleotides,
which can be caused by the overlap of fluorescent spectra in Illumina sequencing [Cacho et al.
(2015)], or the periodic flow cycle in the Ion Torrent sequencer [Bragg et al. (2013)]. The
quality score component (4.5) models both the sequencer and the base caller and uses four
distinct pmfs, conditional on error-free, substitution, deletion and insertion error scenarios.
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4.2.1.4 Double-stranded dependence
In §4.2.1.2, we treat all transition probabilities q(· | ·) as free parameters of the model,
although the inherent double-strandedness of the genomic sequence implies dependency between
complementary transitions on opposite strands. In chapter 2, we introduced a labeling scheme
to assign label 1 or 2 to genomic transition probabilities, so that only transition probabilities
with label 1 are free parameters, whereas those with label 2 are dependent parameters, i.e.,
functions of label 1 parameters. Briefly, let µ(ω) denote the probability that any read covers
kmer ω. Under the assumption of uniform sequencing coverage, we have µ(ω) = µ(ω). If
we let ω˜ = min{ω,ω} (lexical order) denote the canonical kmer of the pair, it follows that
µ(ω˜) = µ(ω) = µ(ω). Moreover, if kmer transition ω → ν uniquely exists in one strand, then
ν → ω can be uniquely localized on the complementary strand. Then,
µ(ω˜) · q(ν | ω) = µ(ν˜) · q(ω | ν). (4.6)
With appropriate labeling, the two genomic transition probabilities in (4.6) receive opposite
labels, so all label 2 transitions appear as a function of label 1 transition for all ω,ν ∈ K0.
q2(ω | ν) = µ(ω˜) · q1(ν | ω)
µ(ν˜)
, (4.7)
More generally, (4.7) holds even when transition ω → ν is not unique in the genome. In chapter
2, we proposed a heuristic labeling algorithm that guarantees opposite labels to transition
ω → ν and ν → ω, which not only reduces the model parameters by half, but also achieves
good performance in practice.
4.3 Parameter estimation
Let θ denote the vector of all model parameters. Similar to the estimating procedure used
in chapter 2, we estimate the model parameters by maximizing the penalized log-likelihood
function `(θ | R)− ρJ (θ) with the `0-type penalty term,
J (θ) =
∑
ω∈K0:L(ω)=1
∑
ν∈T (ω)
log [1 + q1(ν | ω)/γ] . (4.8)
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The regularization is used to induce sparsity in the transition matrix q1(· | ·), which is overpa-
rameterized by erroneous transitions that can be introduced by substitution and indel errors.
The effects of the penalty parameters ρ and γ are studied extensively in Supplementary Informa-
tion (§A.3.4). Briefly, we prefer small γ so that the penalty function behaves like thresholding:
if the expected occurrence of kmer transition ω → ν is less than ρ, and |T0 (ω) | > 1, q1(ν | ω)
is pushed to zero.
We employ the expectation-maximization (EM) algorithm to maximize the above penalized
log-likelihood. In what follows, we discuss the expectation step and maximization step of the
estimation procedure in detail.
4.3.1 E-step
The complete-data log-likelihood is,
`c(θ | R,S) =
∑
(xi,yi)∈R
{ ∑
ω∈Nik(xi,k)
[
logµ(ω˜) + log fk(xi,k,yi,k | ω)
]
+
l∑
t=k+1
∑
(ω,ν)∈N⊗it (xi)
[
log p(ν|ω) + log ft(xi[t],yi[t] | ν,xi,t−1)
]}
, (4.9)
where the set
N⊗it (xi) = {(ω,ν) ∈ Ni,t−1(xi,t−1)×Nit(xi,t) : ν ∈ T (ω)} (4.10)
enumerates all allowed state transitions between cycle t− 1 and t.
For the E-step, we need to evaluate the conditional expectation of (4.9), Q(θ,θ(m)) ≡
E[`c(θ | R,S) | R,θ(m)], given the parameter estimates from the previous iteration m. This
expected value can be partitioned into three components corresponding to the initial state
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distribution, the transition distribution and the emission distribution,
Q
(
θ,θ(m)
)
= QI
(
θ,θ(m)
)
+QT
(
θ,θ(m)
)
+QE
(
θ,θ(m)
)
=
r∑
i=1
∑
ω∈Nik(xi,k)
logµ(ω˜) · ζ(m)i,k (ω)
+
r∑
i=1
li∑
t=k+1
∑
(ω,ν)∈N⊗it (xi)
log p(ν | ω) · ξ(m)i,t (ω,ν)
+
r∑
i=1
li∑
t=k+1
∑
ω∈Nit(xi,t)
log f(xi[t],yi[t] | ω,xi,t−1) · ζ(m)i,t (ω), (4.11)
where ξ
(m)
i,t (ω,ν) and ζ
(m)
i,t (ω) denote the conditional probabilities
ξ
(m)
i,t (ω,ν) = P
(
Si,t−1 = ω,Si,t = ν | xi,yi,θ(m)
)
, (4.12)
ζ
(m)
i,t (ω) = P
(
Si,t = ω | xi,yi,θ(m)
)
. (4.13)
We can compute (4.12) and (4.13) efficiently using the Forward-Backward algorithm [Rabiner
(1989)].
4.3.2 M-step
Maximizing the penalized log-likelihood function can be achieved by maximizing the fol-
lowing objective function,
Q˜(θ,θ(m)) = Q(θ,θ(m))− ρJ (θ)−
∑
ω∈K0:L(ω)=1
λω
 ∑
ν∈T0(ω)
q1(ν | ω)− 1
 , (4.14)
where the last term includes Lagrange multipliers for the label 1 kmers in order to enforce the
equality constraint
∑
ν∈T0(ω) q1(ν | ω) = 1.
4.3.2.1 Updating pi,· and pd,·
To update the insertion and deletion error rate parameters pi,j and pd,j for j ∈ {n, i, d} in
the M-step, we recognize that QI , QE , the penalty function J (θ) and the Lagrange multiplier
do not involve pi,· and pd,·, hence maximizing the objective function is equivalent to maximize
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QT (θ,θ
(m)) with respect to pi,j and pd,j . It can be shown that QT (θ,θ
(m)) expands to
QT (θ,θ
(m)) =
r∑
i=1
li−1∑
t=k
∑
ω,ν∈N⊗it (xi)
ξ
(m)
i,t (ω,ν) ·
{[
log(1− pd,n − pi,n)1{ω ∈ K0}+ log(1− pd,d)1{ω ∈ K1}
+ log(1− pi,i)1{ω ∈ K0	}+ log q·(ν | suffk(ω))
]
· 1{ν ∈ K0}
+
[
log pd,n · 1{ω ∈ K0}+ log pd,d · 1{ω ∈ K1}
+ log q·
(
prefk(ν) | suffk(ω)
)
+ log q·
(
suffk(ν) | prefk(ν)
)] · 1{ν ∈ K1}
+
[
log pi,n · 1{ω ∈ K0}+ log pi,i · 1{ω ∈ K0	}
]
· 1{ν = ω	}
}
, (4.15)
where q·(·|ω) is shortened notation for qL(ω)(·|ω). Next, if we derive the partial derivatives of
QT (θ,θ
(m)) with respect to pi,n and pd,n, and setting them to 0, we can show
p
(m+1)
i,n =
∑r
i=1
∑li−1
t=k
∑
ω∈K0∩Nit(xi,t) ξ
(m)
i,t (ω,ω
	)∑r
i=1
∑li
t=k+1
∑
(ω,ν)∈N⊗it (xi) ξ
(m)
i,t (ω,ν) · 1{ω ∈ K0}
, (4.16)
p
(m+1)
d,n =
∑r
i=1
∑li
t=k+1
∑
(ω,ν)∈N⊗it (xi) ξ
(m)
i,t (ω,ν) · 1{ω ∈ K0} · 1{ν ∈ K1}∑r
i=1
∑li
t=k+1
∑
(ω,ν)∈N⊗it (xi) ξ
(m)
i,t (ω,ν) · 1{ω ∈ K0}
. (4.17)
Similarly, we can derive the following updating formulas,
p
(m+1)
i,i ∝
r∑
i=1
li∑
t=k+1
∑
ω∈K0	∩Nit(xi,t)
ξ
(m)
i,t (ω,ω
	). (4.18)
p
(m+1)
d,d ∝
r∑
i=1
li∑
t=k+1
∑
(ω,ν)∈N⊗it (xi)
ξ
(m)
i,t (ω,ν) · 1{ω ∈ K1} · 1{ν ∈ K1}. (4.19)
4.3.2.2 Updating g0(., .) and h·(·)
Updating the emission distribution parameters amounts to maximizing component
QE
(
θ,θ(m)
)
=
r∑
i=1
li∑
t=k+1
∑
ω∈Nit(xi,t)
log f(xi[t],yi[t] | ω,xi,t−1) · ζ(m)i,t (ω)
=
r∑
i=1
li∑
t=k+1
∑
ω∈Nit(xi,t)
log g(xi,t[k] | ω[|ω|]) · ζ(m)i,t (ω)
+
r∑
i=1
li∑
t=k+1
∑
ω∈Nit(xi,t)
log h·(yi,t[k] | ω,xi,t) · ζ(m)i,t (ω). (4.20)
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It easily follows, by taking the partial derivative of QE(θ,θ
(m)) with respect to the emission
pmfs g(·) and h·(·), and setting them to zero, that
g
(m+1)
0 (b2|b1) ∝
r∑
i=1
li∑
t=k+1
∑
ω∈Nit(xi,t)
1{ω[|ω|] = b1,xi[t] = b2} · ζ(m)i,t (ω), b1, b2 ∈ Ω. (4.21)
h(m+1)c (τ) ∝
r∑
i=1
li∑
t=k+1
∑
ω∈Nit(xi,t)
1{xi[t] = ω[k],ω ∈ K0,yi[t] = τ} · ζi,t(ω). (4.22)
h(m+1)s (τ) ∝
r∑
i=1
li∑
t=k+1
∑
ω∈Nit(xi,t)
1{xi[t] 6= ω[k],ω ∈ K0,yi[t] = τ} · ζ(m)i,t (ω). (4.23)
h
(m+1)
d (τ) ∝
r∑
i=1
li∑
t=k+1
∑
ω∈Nit(xi,t)
1{ω ∈ K1,yi[t] = τ} · ζ(m)i,t (ω). (4.24)
h
(m+1)
i (τ) ∝
r∑
i=1
li∑
t=k+1
∑
ω∈Nit(xi,t)
1{ω ∈ K0	,yi[t] = τ} · ζ(m)i,t (ω). (4.25)
4.3.2.3 Updating q1(ν | ω)
Updating the genomic transition probabilities q1(ν | ω) for ω,ν ∈ K0 is subject to the
`0-regularization and the equality constraint. Specifically, we seek to maximize
Q˜T
(
θ,θ(m)
)
= QT
(
θ,θ(m)
)
− ρJ (θ)−
∑
ω∈K0:L(ω)=1
λω
 ∑
ν∈T0(ω)
q1(ν | ω)− 1
 . (4.26)
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Recalling that the transition probability p(ν | ω) for ν ∈ K1 is a composite of two consec-
utive kmer-to-kmer transitions and that q2(ω | ν) = µ(ω˜)·q1(ν|ω)µ(ν˜) , we can show that,
Q˜T
(
θ,θ(m)
)
=
r∑
i=1
li∑
t=k+1
∑
(ω,ν)∈N⊗it (xi)
[
log(1− pd,n − pi,n) · 1{ω ∈ K0}+ log(1− pd,d) · 1{ω ∈ K1}
+ 1{L(suffk(ω)) = 1} · log q1(ν | suffk(ω))
+ 1{L(suffk(ω)) = 2)} ·
(
log q1(suffk(ω) | ν)− logµ( ˜suffk(ω)) + log µ(ν˜)
)]
· ξ(m)i,t (ω,ν) · 1{ν ∈ K0}
(4.27)
+
r∑
i=1
li−1∑
t=k
∑
(ω,ν)∈N⊗it (xi)
[
log pd,n · 1{ω ∈ K0}+ log pd,d · 1{ω ∈ K1}
+ 1{L(suffk(ω)) = 1} log q1(ν | suffk(ω)) + 1{L(prefk(ν)) = 1} log q1(suffk(ν) | prefk(ν))
+ 1{L(suffk(ω)) = 2)}
(
log q1(suffk(ω) | prefk(ν))− logµ( ˜suffk(ω)) + log µ( ˜prefk(ν))
)
+ 1{L(prefk(ν)) = 2}
(
log q2(prefk(ν) | suffk(ν))− logµ( ˜prefk(ν)) + log µ( ˜suffk(ν))
)]
· ξ(m)i,t (ω,ν) · 1{ν ∈ K1}+ c (4.28)
− ρ
∑
ω∈K0:L(ω)=1
∑
ν∈T0(ω)
log[1 + q1(ν | ω)/γ]−
∑
ω∈K0:L(ω)=1
λω
 ∑
ν∈T0(ω)
q1(ν | ω)− 1
 , (4.29)
where the term c involves self-transition parameters that are constant with respect to q1(· |
·). The two summands (4.27) and (4.28) correspond to transitions leading into kmers and
(k+ 1)mers. It follows that if we evaluate the partial derivative of Q˜T (θ,θ
(m)) with respect to
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parameter q1(ν | ω) for ω,ν ∈ K0 and L(ω) = 1, we have
∂
∂q1(ν | ω) Q˜T
(
θ,θ(m)
)
=
1
q1(ν | ω)
[
r∑
i=1
li∑
t=k+1
∑
(ω′,ν′)∈N⊗it (xi)
1
{
suffk(ω
′) ∈ {ω,ν},ν′ ∈ {ν,ω}
}
· ξ(m)i,t (ω′,ν′) (4.30)
+
r∑
i=1
li∑
t=k+1
∑
(ω′,ν′)∈N⊗it (xi)
1
{
suffk(ω
′) ∈ {ω,ν}, prefk(ν′) ∈ {ν,ω}
}
· 1{ν′ ∈ K1} · ξ(m)i,t (ω′,ν′)
(4.31)
+
r∑
i=1
li∑
t=k+1
∑
(ω′,ν′)∈N⊗it (xi)
1
{
prefk(ν
′) ∈ {ω,ν}, suffk(ν′) ∈ {ν,ω}
}
· 1{ν′ ∈ K1} · ξ(m)i,t (ω′,ν′)
]
(4.32)
− ρ 1
γ + q1(ν | ω) − λω
=
1
q1(ν | ω) ξ˜
(m) (ω,ν)− ρ 1
γ + q1(ν | ω) − λω, (4.33)
where the sum in brackets, we call it ξ˜(m) (ω,ν), denotes the expected number of times tran-
sition ω → ν or ν → ω occurs in S. In particular, (4.30) accounts for k/(k + 1)mer-to-kmer
transitions, and (4.31)-(4.32) accrue the two consecutive kmer transitions taken by k/(k+1)mer-
to-(k+ 1)mer transitions. From (4.33), it is straightforward to derive the updating formula for
q1(ν | ω),
q
(m+1)
1 (ν | ω) =
ξ˜(m) (ω,ν)− γλω − ρ
2λω
±
√(
γλω + ρ− ξ˜(m) (ω,ν)
)2
+ 4γλω
(
ξ˜(m) (ω,ν)
)
2λω
.
(4.34)
The determination of the “±” sign and Lagrange multiplier λω in (4.34) is discussed at length
in the Supplementary Information (§A.3.2), and is omitted here for brevity.
4.4 Error correction algorithm
To correct erroneous reads, PREMIER-bc utilizes the Viterbi algorithm to identify the
state sequence si that maximizes the posterior probability P (si | xi,yi; θ̂), where θ̂ refers to
the estimated parameters from the EM algorithm.
We identify two weaknesses with a direct application of the Viterbi algorithm for error
correction. Since PREMIER-bc assumes that the first state of the Markov chain is always a
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kmer, indel errors within the first k bases cannot be corrected with a 5’ to 3’ Viterbi decoding.
To supply upstream contexts that are critical for indel error removal, we adopt a two-step
algorithm that runs the Viterbi algorithm in both directions, i.e. from 5’ to 3’, and then from
3’ to 5’, but on the complementary strand. Given the observed read (xi,yi), the algorithm first
identifies sequence ŝi with the Viterbi algorithm. Next, we apply the Viterbi algorithm to ŝi,
the reverse complement of ŝi, without quality scores. This is because after the first round of
error correction, the quality scores no longer faithfully communicate the probabilities of errors
for each updated nucleotide. And if xi contains indel errors, bases in ŝi are likely shifted at some
point, and therefore misalign with the quality scores. Accordingly, in the second pass, we use
a slightly modified emission distribution with the quality score component hj(·) removed. The
Viterbi decoding in the reverse direction produces ŝ′i. Simply evaluating the reverse complement
of ŝ′i again, yields the final estimated sequence ŝ
′
i (i.e. the error corrected read.)
The second weak point is specifically connected to the Ion Torrent platform. We found
that Ion Torrent sequencers produce reads with long stretches of successive insertion errors.
For instance, in dataset D3, over 9% of the total insertion errors are localized in runs of
successive insertions over 10 bases. Modeling these long insertions with large edit distance
parameters dit can be computationally intensive, especially during the EM algorithm which
runs iteratively. Fortunately, only less than 1% of the reads in D2 contain these unusually
long bursts of insertion errors, thus they are unlikely to introduce non-negligible bias to the
parameter estimation. Still, failure to recover these long insertions may significantly impair
the error correction performance. To address this issue, we consider another modification to
the emission distribution when dealing with Ion Torrent datasets. Specifically, the indicator
function in Eq. (4.3) is changed to
1
{
{si,t ∈ K0	} or {si,t[k] = xi[t]} or {si,t ∈ Nit(xi,t))}
}
, (4.35)
which becomes non-zero only if the current state si,t is an insertion-copy, or if no substitution
error is emitted, or if si,t is in the edit distance neighborhood of the observed kmer xi,t. An
example demonstrating this modified emission constraint is Fig. 4.2, which shows how the
69
siT C T A C T G C A G T A T
T C T A C T G C
C T A C T G C A
C T A C T G C A
C T A C T G C A
C T A C T G C A
C T A C T G C A
C T A C T G C A
T A C T G C A G
A C T G C A G T
C T G C A G T A
T G C A G T A T
si,8
si,9
si,10
si,11
si,12
si,13
si,14
si,15
si,16
si,17
si,18





0 0 2 4 4 6 6 5 4 4 4
xi
D(xi,t, si,t)
T C T A C T G C A A A A A A G T A C
xi,8 xi,9 . . . xi,18
Figure 4.2: A modified emission distribution edit distance constraint for modeling long insertion
errors in Ion Torrent platforms
Example with k = 8, dit = 4 where there are insertion errors at positions 10 - 14, but no errors
prior to position 10. We show a possible state sequence encountered in the decoding. States
si,10 − si,12 are self-transitions with D(si,12,xi,12) = 4. However, D(si,13,xi,13) = 6 and such
a state would be disallowed under Eq. (4.3). However, it is allowed under the modified Eq.
(4.35). Similarly, after decoding the insertion burst, D(si,14,xi,14) = 6, the next few transitions
have to be such that si,t, 15 ≤ t ≤ 17 emits the observed base. A substitution error is allowed
at t = 18 as D(si,18,xi,18) = 4.
Viterbi algorithm corrects successive insertion of nucleotide A, even when the edit distance is
clearly above the constraint.
4.5 Experimental Results
4.5.1 Benchmarking datasets
To compare PREMIER-indel’s error correction performance with other state-of-the-art
methods capable of correcting indel errors, including Karect [Allam et al. (2015)], Fiona [Schulz
et al. (2014)] and Coral [Salmela and Schro¨der (2011)], we selected four Illumina and Ion Torrent
sequencing datasets in our comparison, the details of which are listed in Table 4.1.
To determine the “ground truth” errors and quantify the error rate of each individual
dataset, we aligned the reads to their respective reference genomes using the BWA aligner
(v0.7.10). Specifically, the reference sequence is indexed with bwa index, using the default
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Table 4.1: The Illumina and Ion Torrent sequencing datasets used for performance analysis
Dataset Sequencer Reference
genome
Coverage Error
rate
Read
length∗
|R| Source/
Accession
D1
Ion Torrent
E. coli
NC 010473.1
(4,686,137)
8× 1.48% 16-107 (92) 390,976 ERR039477∗
D2 34× 0.94% 12-636 (324) 494,921 B22-730†
D3
30× 0.95% 25-629 (367) 385,452
Ion 520 Chip
E. coli 400bp Run†
10× 0.94% 25-588 (368) 127,687
5× 0.95% 25-509 (368) 63,843
S. aureus
NC 010079.1
(2,903,081)
D4 Illumina 45× 3.85% 101 1,294,104 SRR022868‡
*: for Ion Torrent datasets, the numbers are the minimum-maximum (average) read length.
†: available from the Ion Torrent website (http://ioncommunity.lifetechnologies.com/welcome).
‡: a subsampled version of the original SRR022868 dataset used in [Salzberg et al. (2012)] and [Allam et al.
(2015)].
options; the subsequent alignment was performed using the BWA-MEM algorithm through
command bwa mem -L 100,100 <genome> <fastq> > <sam>. The alignment parameter “-L”
specifies the clipping penalty at both ends of the reads. We used 100, 100 instead of the de-
fault value 5, 5 to subdue the aggressive clipping of noisy termini of reads by BWA. Otherwise,
sequencing errors in the clipped regions would not be reported by the aligner, leading to under-
estimated error rate, and underdetermined ground truth errors. We assume that all mismatches
between the reference genome and the reads are bona fide sequencing errors.
For some datasets, we carried out preprocessing of the original data prior to error correc-
tion. Dataset D3 originally had high sequencing coverage (584×), for which we created three
randomly subsampled datasets at coverage levels 30×, 10× and 5×. The decreasing coverage
of the three subsamples allows us to measure the sensitivity to sequencing coverage for each
method in comparison. The Illumina dataset D4 contains ambiguous base-calls (“N” bases)
which are currently not modeled by PREMIER-indel. Therefore, before running PREMIER-
indel on dataset D4, for any given read xi in R, we convert each N base in xi to a random
nucleotide in {A,C,G, T}, if the number of N bases is less than 25% of the read length. Other-
wise, the N bases will be left intact, and PREMIER-indel will skip xi during the EM algorithm,
and subsequent error correction. We note that these skipped errors remain in the dataset and
are still counted against PREMIER-indel during the benchmarks.
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4.5.2 Performance metrics
To benchmark the performance of individual method, we can view error correction as a
binary classification problem at the base level. Specifically, an instance of sequencing error, if
fully recovered by error correction, is registered as a true positive (TP). Similarly, define false
negative (FN) for an uncorrected error, false positive (FP) for a new error introduced by the
error corrector, and true negative (TN) for an untouched correct base.
For any given read sequence xi, the per-read statistics (TPi,FPi,FNi,TNi) are tallied as
follows. Suppose that xi aligns to position τi on the genome with minimum edit distance
dτi(xi), and that the error corrected sequence is x̂i. We then compute the alignment of x̂i to
genome position τi, and let dτi(x̂i) denote the edit distance of the alignment. [Allam et al.
(2015)] showed that, dτi(xi) = TPi + FNi, dτi(x̂i) = FPi + FNi. Using the two edit distances,
we can compute the per-read gain metric [Yang et al. (2013)]
gaini = (TP− FP)/(TP + FN) =
dτi(xi)− dτi(x̂i)
dτi(xi)
∈ (−1, 1), (4.36)
which reflects the effective percentage of errors corrected in read xi. Aggregating the statistics
over all mappable reads, we can compute the gain for the entire dataset. In addition, for each
corrected dataset, we also compute the post-error-correction alignment rate to quantify the
extent to which sequence alignment can be improved by error correction.
4.5.3 Software comparison
To generate error corrected reads from Coral, Fiona and Karect, we ran these software
with their default parameters, except for the following adjustments. For Fiona, we provided
the error rate (-e) and genome length (-g) parameters as the values listed in Table 4.1. On
account of the higher indel error rate in Ion Torrent data, we also set Fiona’s maximum indel
length parameter (-id 4) to 4, the largest allowable value, for all Ion Torrent datasets. To run
Karect, we set -matchtype=edit so that substituion, insertion and deletion errors have equal
costs in the alignment, and -celltype=haploid, since all reference organisms have haploid
genomes. We ran Coral in its “-454” mode, which sets appropriate alignment scores to allow
all three types of errors to be corrected in both Illumina and Ion Torrent datasets.
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For PREMIER-indel, we use k = 20, γ = 10−20 for all datasets. We set dik = 4 for allowing
up to 4 substitution errors within the first observed kmer, and set dit = 10 for t > k. Note
that in Ion Torrent datasets, successive insertions of dit nucleotides or longer are allowed.
The penalty threshold parameter ρ was determined based on coverage (see Supplementary
Information, §A.5.1), and we set ρ = 1 for D1 and D3,5×, ρ = 2 for D3,10×, and ρ = 4 for
D2,D3,30× and D4.
Table 4.2 summarizes the error correction performance of the four methods in comparison,
across the four datasets. Both Karect and PREMIER-indel significantly outperform Fiona
and Coral on all datasets, in terms of data quality at the base level (gain) and at the read level
(proportion of error-free reads.) Between the two front-runners, PREMIER-indel outmatches
Karect on Ion Torrent dataset D1 with sizeable margin on base qualities, and produces more
reads without errors. On the Illumina dataset D4, PREMIER-indel leads in the gain metric,
but has 1.36% less error-free reads. Karect performs better on D2 and D3 when coverage is ade-
quate, but its error correction performance is more sensitive to the drop in sequencing coverage
than PREMIER-indel, as evident by the faster degradation of base and read qualities when
sequencing coverage declines from 30× to 5×: PREMIER-indel regains the lead on read-wise
quality at 10× coverage of D3, and at 5× coverage, PREMIER-indel ranks atop on all metrics.
We attribute PREMIER-indel’s better performance at low coverage level to its probabilistic
nature, allowing PREMIER-indel to model more subtle information in the sequencing data.
Our model is known to have limited error correction capability within the first k bases due
to the lack of upstream contexts, and the smaller distance constraint. Our assumption that
the first k nucleotides are free of indel errors can also negatively impact PREMIER-indel’s per-
formance. To measure the extent to which PREMIER-indel underperforms due to sequencing
errors within the first observed kmer, Table 4.3 compares the error correction performance of
Karect and PREMIER-indel on reads whose first k nucleotides are free of substitution, in-
sertion and deletion errors. The observation that PREMIER-indel performs better on almost
all metrics over all datasets reveals the relative strength of our probabilistic methods, espe-
cially when context information is provided. Meanwhile, it also highlights the weakness of our
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Table 4.2: Performance comparison of PREMIER-indel (PMRind), Coral, Karect and Fiona
on benchmarking datasets
Dataset Method Alignment rate Gain Error-free Reads%
Before After
D1
PMRind 99.50% 0.7317
54.00%
87.80%
Karect 99.58% 0.6259 85.27%
Fiona 99.63% 0.4063 79.54%
Coral 99.52% 0.3727 73.24%
D2
PMRind 98.15% 0.9086
20.32%
86.77%
Karect 98.21% 0.9308 89.46%
Fiona 98.35% 0.7217 75.31%
Coral 98.07% 0.7228 65.29%
D3
30×
PMRind 99.29% 0.9360
20.17%
92.37%
Karect 99.28% 0.9686 94.98%
Fiona 99.30% 0.7637 78.29%
Coral 99.28% 0.8347 70.17%
10×
PMRind 99.26% 0.9239
20.12%
90.69%
Karect 99.26% 0.9313 88.64%
Fiona 99.26% 0.7024 73.47%
Coral 99.25% 0.8574 74.63%
5×
PMRind 99.31% 0.8329
20.03%
78.59%
Karect 99.30% 0.8311 75.87%
Fiona 99.31% 0.5639 58.41%
Coral 99.30% 0.7317 62.64%
D4
PMRind 90.08% 0.8039
30.52%
80.91%
Karect 92.04% 0.7716 82.27%
Fiona 91.07% 0.4738 69.49%
Coral 89.55% 0.1707 51.00%
model, as it is highly sensitive to presence of errors within the first k positions, and calls for
improvement in the future for better construction of the first neighborhoods.
4.6 Discussion
In this work, we developed PREMIER-indel, a probabilistic error correction method that
corrects substitution, insertion and deletion errors. The main idea of PREMIER-indel is
to, with some degree of generalization, model the operation of SBS sequencers as a Hidden
Markov model. PREMIER-indel builds on top of our previous substitution-only error correc-
tor, PREMIER, by extending the state space of the HMM with special states to model the
desynchronization between base synthesis and base-calling. More specifically, we introduced an
insertion-copy of kmers to model insertion errors, and (k +m)-mers to handle deletion errors,
in addition to the kmer-only state space in PREMIER. Using empirical analysis, we show that
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Table 4.3: Performance comparison of PREMIER-indel (PMRind), and Karect, on reads with
error-free first kmer(k = 20)
Dataset Method Alignment rate Gain Error-free Reads%
Before After
D1 PMRind 99.48% 0.7819 56.85% 90.30%
Karect 99.56% 0.6277 86.71%
D2 PMRind 98.06% 0.9414 21.39% 88.28%
Karect 98.11% 0.9319 89.56%
D3
30× PMRind 99.24% 0.9717 21.50% 94.02%
Karect 99.24% 0.9689 95.04%
10× PMRind 99.21% 0.9589 21.47% 92.33%
Karect 99.21% 0.9303 88.79%
5× PMRind 99.25% 0.8888 21.40% 80.80%
Karect 99.25% 0.8277 76.36%
D4 PMRind 87.89% 0.8820 37.25% 84.19%
Karect 90.28% 0.8293 82.79%
PREMIER-indel significantly improves the error correction performance over Fiona and Coral,
and is competitive with Karect, the state-of-the-art error correction software using multiples-
sequence alignment. We note that PREMIER-indel’s performance is more robust in datasets
with shorter read length and lower coverage.
The expansion of the state space, particularly the insertion-copy kmers, K0	, leads to
a more computationally intensive model. Since the HMM uses kmers in K0 to model the
progression of DNA templates, which are assumed to include only true genomic kmers (ignoring
errors introduced in upstream pipelines), the transitions ω → ω	 that model the void of base
synthesis should only be allowed for genomic kmers as well. Recall that in §4.2.1.2, we let ω	 ∈
T (ω) for any ω ∈ K \ K1. This modeling choices simplifies implementation, however incurs
undesirable and excess computational overhead, by allowing every kmer, including erroneous
ones to transition to its insertion-copy. This bottleneck can be mitigated by selectively including
ω	 in T (ω) for prescreened ω.
Our model formulation currently assumes simple forms for the desynchronization events.
For instance, in the transition distribution, parameters pd,j and pi,j have no dependence on
upstream contexts, although contextual information, such as homopolymeric motifs, can be
highly indicative of indel errors. Similarly, the base emission probability mass function (4.4)
does not condition on whether the hidden state Si,t contains an indel error or not. We expect
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the error correction performance of PREMIER-indel to further improve with appropriate model
extensions that take account of the above well-studied error properties in the future.
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CHAPTER 5. CONCLUSION
In this dissertation, we developed three probabilistic models to improve the data quality
of next-generation sequencing data, by explicitly modeling the generative process of observed
sequencing data (nucleotides or fluorescent intensities) from a latent base-synthesizing process
as a Hidden Markov model. On top of the basic Hidden Markov model we proposed in chapter
2, which deals with substitution errors only in Illumina sequencing data, we have formulated
variants of the same model through appropriate model extensions, and successfully tackled
the problems of base calling for the Illumina platform and indel error correction on multiple
platforms.
The main strength of statistical modeling of sequencing noise is that probabilistic models
can better emulate the true generative process of high-throughput sequencers. The base-calling
and error correction projects from previous chapters not only demonstrate the superior per-
formances of a model-based strategy, but also showcase the flexibility of probabilistic methods
than algorithmic counterparts. In addition, our models are capable of producing probabilistic
assessments of individual base qualities in addition to the most likely outcomes. And such
nuances can often be crucial in downstream analysis like variant calling, genotyping, and tran-
script quantification etc.
Consider our base-calling software PREMIER-bc in chapter 3 as a counterexample to the
common practice of aggressive filtration and compression of data by bioinformatics tools. Pre-
maturely discarding valuable information from expensive sequencing experiments is an irre-
versible act with direct impact on the downstream analysis. Ideally, our probabilistic frame-
work can be more than an error corrector, or a base-caller, but can be extended to include
existing models of secondary analyses directly. With the ever decreasing cost of computational
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hardware and data storage, it is possible to envision a more streamlined bioinformatics pipeline
with less transitions between stages, that maximizes the utilization of raw data.
More realistically, we identify the following areas of our probabilistic framework that may
be improved in the future:
(i) In chapter 3, we revamped the emission distribution of our Hidden Markov model, using
the direct emission of fluorescent intensities to model common Illumina sequencing errors. We
demonstrated significant performance improvement over existing base-callers, even without
explicitly modeling phasing and prephasing effects in the Illumina sequencing process, which
leads to insertion and deletion errors. Naturally, the PREMIER-indel model in chapter 4 can
be grafted with the emission distribution in chapter 3, to become an indel-aware base-caller
for Illumina sequencing. With proper modifications, it also has the potential to become an
Ion Torrent base-caller. Essentially, during each flow cycle of Ion Torrent sequencing, only one
species of dNTP is added for synthesis. If the current cycle adds dATP, for example, then
the current state should only be allowed to transition into (k +m)-mers for m ≥ 0, where the
added m+ 1 bases are exclusively homopolymers of nucleotide A. A similar idea of using state
machines to base-call Ion Torrent data appeared in Golan and Medvedev (2013).
(ii) A recurring issue identified in the three projects is the lack of error correction perfor-
mance within the first kmer of the observed sequence. More importantly, ill-constructed first
neighborhoods cripple the identification of errors in subsequent positions, due to the contam-
inated upstream contexts, as our models always move from the 5’ to 3’ direction. Efficient
methods for indexing kmers [Kowalski et al. (2015)] provide an alternative approach to con-
struct the first neighborhoods than our current heuristics. More precisely, for a target sequence,
we consider finding overlapping reads using similar tactics found in MSA-based error correction
software, but only for the purposes to identify candidate kmers that align with the observed
first kmer.
(iii) To enable more efficient model estimation on complex genomes, the hard limit on
k ≤ 30 should be extended, especially considering sequencers nowadays produce longer reads.
For instance, in chapter 2, PREMIER’s performance on the human chromosome 14 dataset was
capped by kmer size. The proposed improvement on first neighborhood construction above is
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necessary to enable using longer k in our model, since the current heuristic neighborhood
construction method may not scale with large values of k.
(iv) The `0-penalty we used in chapter 2 assumes uniform coverage and unique kmers.
However, both assumptions can be violated in practice. The same kmer may derive from
multiple loci of in a genome, or different transcripts in a RNA-seq experiment, or even different
genomes in a metagenomics study. The latter two cases may exhibit highly variable sequencing
coverage at transcript-level, or genome-level as well. To relax the kmer uniqueness assumption,
we can add multiple copies of the same kmer to the state space. Theoretically, each copy then
corresponds to a unique context from which this copy is derived, and leads to a unique transition
downstream. And since the equality constraint protects the `0-penalty from pushing the unique
transition probability to zero, even low-coverage variants would survive. Determining the
number of copies of each kmer is a difficult model selection problem. Nevertheless, we have
previously implemented an algorithm that utilizes backtracking on the de Bruijn graph to
estimate the number of copies for any given kmer. Technically, each new copy of kmer can be
treated as special case of the insertion-copy kmer in chapter 4, and thus can be implemented
with the same strategy.
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APPENDIX A. SUPPLEMENTARY INFORMATION
A.1 k, d-local error correction method
In this section, we provide the definition for k, d-local error correction methods. Specifically,
an error correction method is considered k, d-local if it:
(i) extracts the k-spectrum K (or more generally, the k-spectra, for a series of k∗-spectrum
such that k∗ is no larger than k), either explicitly or implicitly from R, and
(ii) assumes that K contains all true kmers in G, and therefore by correcting errors, it does
not increase the size of K; and
(iii) makes no more than d error corrections in any window of size k, for any given read (xi,yi).
At its basic form, a qualifying k, d-local method corrects an erroneous position by considering
kmers, kmer multiplicity, and quality scores within a 2k−1 window, which centers at the error
locus. More advanced methods may elect to scour the vicinity around the k kmers (within the
2k − 1 window) on the de Bruijn graph for additional context information. Nevertheless, the
context supplemented by the graph is often limited and more local, when compared with the
read-local methods, e.g. Karect. This locality effect is especially prominent for kmers derived
from repetitive regions in G, as demonstrated by the following examples in Fig. A.2.
A.1.1 Theoretically optimal performance of k, d-local methods
We seek to analyze the upper bound of error correction performance, for the class of k, d-
local methods, by implementing an “oracle” that conforms to the definitions above. For a
given sequencing dataset R, the oracle is empowered by the knowledge of ground truth errors
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CACT
GACT
ACTA
ACTC
CTAC
CTCC
TACG
TCCG
ACGA
CCGA
ACGA
CCGA
CGAT
CGAA
(a)
CTACGT
ACTACG
CCTACG
TACTAC
TCCTAC
TACGTA ACGTAA
CGTAAT
CGTAAA
(b)
Figure A.2: Examples demonstrating how k, d-local methods may utilize (and are limited by)
the de Bruijn graphs.
(a) If the kmer CACT is misread as GACT in a read, the error can be corrected utilizing
context information on the de Bruijn graph beyond the k − 1-local window (shown in box), as
long as the paths on the graph are distinct. Suppose that the observed read is GACTACGAAT ,
and that base T is of high quality score, then the optimal error-correction is to change the first
G to C. (b) When the paths are not distinct, the local upstream contexts become ambiguous.
Suppose that the blue and red paths corresponds to two distinct regions in the genome. Since
the “color” information is not retained by the de Bruijn graph, the k, d-local methods will fail
to correct the error, if the last base T is misread as an A, whereas the read-local methods, like
Karect and Coral, can use alignments to potentially recover the error.
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in R. After removing all such errors, the true de Bruijn graph can be obtained from the error-
corrected reads, R∗. Each edge in the de Bruijn graph, representing transition between kmers,
is weighted by the number of observed incidence in R∗.
To correct errors in read (xi,yi) ∈ R, the oracle computes the best alignment of (xi,yi) to
the true de Bruijn graph, within the constraint that no more than d mismatches are allowed in
any aligned kmer. The alignment is performed by first decomposing (xi,yi) into overlapping
kmers, xi,k,xi,k+1, . . . ,xi,li . Provided that the 5’ ends of Illumina reads typically have higher
quality, we assume that the oracle can correct all errors in xi,k, producing an error-free kmer
x∗i,k, which is subsequently aligned to its exact copy on the de Bruijn graph. For t ≥ k, two
adjacent kmers xi,t,xi,t+1 can then be aligned to any edge on the de Bruijn graph, connecting
vertices ω and ν (ω[2...k] = ν [1...k−1]), as long as D(xi,t,ω) ≤ d and D(xi,t+1,ν) ≤ d (the only
exception being when t = k,ω = x∗i,k). Suppose that xi,k, . . . ,xi,li aligns to a certain path on
the de Bruijn graph: s = ω1,ω2, . . . ,ωli−k+1, the alignment is scored by,
li∏
j=k+1
(
10−
yi[j]
10
)xi[j] 6=s[j]
·
(
1− 10−yi[j]10
)xi[j]=s[j]
×
li−k+1∏
j=1
w(ωj ,ωj+1),
where w(ωj ,ωj+1) is the weight of edge ωj → ωj+1 on the graph. The alignment that scores
atop is considered as the error-corrected read by the oracle.
Benefiting from the information of the true de Bruijn graph, as well as the quality scores,
which the oracle utilizes to the same extent as other k, d-local methods, the oracle’s performance
is expected to dominate its peers, as demonstrated in Table A.1. Specifically, since the oracle
utilizes the ground truth to eliminate all non-genomic erroneous kmers from K (and thus the
graph), whereas k, d-local methods commonly rely on a cut-off on kmer multiplicity for decision-
making, the oracle is extremely powerful in removing sequence-specific errors which produce
erroneous kmers of high frequency, and is less susceptible to datasets with low-coverage or strong
coverage variation, in which some true kmers represent with underwhelming redundancy and
are classified as errors by k, d-local methods. In that regard, the oracle’s performance can be
overly optimistic.
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Table A.1: Error-correction performance of the oracle of k, d-local methods.
Oracle
Dataset sn. gain ep
D1
54× 0.974 0.971 0.014
10× 0.948 0.942 0.027
D2
21× 0.936 0.930 0.041
5× 0.878 0.862 0.081
D3
30× 0.973 0.967 0.029
5× 0.866 0.834 0.147
A.2 Implementation
A.2.1 Labeling transitions
To capitalize on the information available in the reverse complement strand when strand-
edness cannot be known, we proposed in §2.2 to assign labels to kmers. The labels identify
dependent (label 2 ) parameters that can be written as functions of free (label 1 ) parameters.
Specifically, for each ω ∈ K, we require L(ω) 6= L(ν) for all ν ∈ T (ω). By the transitive
property, we also require L(ω) = L(µ) for all µ with µ ∈ T (ν) and ν ∈ T (ω). We show that
such labeling of kmers is equivalent to identifying and assigning distinct labels to the two parts
of disjoint bipartite graphs formed from state space K such that nodes are kmers and edges are
transitions.
We can partition K into disjoint sets of kmers sharing either of a pair of (k− 1)-mers (δ, δ)
as suffixes. When k is even, δ 6= δ, so if we define δ as the lexically smaller of (δ and δ), then
each set of kmers is uniquely identified by δ. Given δ, we construct a corresponding bipartite
graph G(δ) consisting of two disjoint sets of kmers (or vertices):
U(δ) = {u = b1 ⊕ δ : u ∈ K} and V (δ) = {v : v = δ ⊕ b2,v ∈ K} ,
where ⊕ is the string concatenation operator and b1, b2 ∈ Ω. Edges, denoted by E(δ), are added
to G(δ) using the observed transitions between kmers. Specifically, we add an undirected edge
between u ∈ U(δ) and v ∈ V (δ) for every v ∈ T (u). By construction of K and T (·), the
addition of edges is finished after one pass through U(δ).
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Labeling kmers amounts to assigning 1 or 2 to kmers in U and the other to V , but because
the regularization achieved during penalized optimization applies directly to transitions out of
kmers labeled 1 , but only indirectly to transitions form kmers labeled 2 , the labeling choice
matters. In particular, the penalty cannot remove unique transitions even if they are errors
because constraint Eq. (3.1) forces the unique transition probability identically equal to one.
We therefore prefer to assign label 1 to kmers with more exit transitions and let the penalty
identify the error transitions among the true transitions. Let the number of kmers with non-
unique transitions in U and V be nU and nV , respectively. Then, we award label 1 to the
kmers of U if nU > nV or V if nU < nV . If nU = nV , we assign 1 to the smaller set of kmers, U
if |U | < |V | or V if |V | < |U |. When |U | = |V |, we award label 1 to the set with lower summed
kmer coverage, presuming that coverage is low because some of these transitions are errors. If
there is a tie in coverage, label 1 is assigned randomly to U or V . This ad hoc solution is one
of many possible labeling strategies, but it seems to work well in practice.
The labeling strategy can be further refined to independently assign labels to disjoint sub-
graphs of each bipartite graph. If G(δ) can be partitioned, it suggests multiple locations of
δ in the genome, and it is desirable to label the transitions of each location separately. For
example, if an error is introduced downstream of δ at the first location, and a distinct error
occurs downstream of δ at the other location, then labeling them together prevents direct pe-
nalization of one of the error transitions. Each bipartite graph G(δ) can be partitioned into
one or more connected components. We then apply the labeling algorithm independently to
each component, Gj(δ), of G(δ).
To illustrate the complete labeling procedure, consider the schematic example given in
Fig. A.4, featuring the labeling of kmers with suffixes (ACT,AGT ) for δ = ACT . We construct
the bipartite graph G(δ) from the reads in Fig. A.3(a). Each read identifies a transition with
suffix/prefix match ACT or AGT . We can represent each transition as a pair of kmers and an
edge linking them. Rearranging the collection of kmers and edges produces G(δ) (Fig. A.3(b)).
This particular bipartite graph can be partitioned into the red and blue bipartite graphs of
Fig. A.3(c), whose kmers are labeled independently, using the heuristic rules described above.
The red component assigns label 1 to the kmer in U1(δ) because kmer AACT has multiple exit
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GA ACT CGGCAT AACT GAGT
TCAGA ACT AGG AACT TAGT
AGA ACT TGGCA AACT AAGT
GAGGC ACT GCT CACT CAGT
A AGT TCTGAAT AAGT AACT
AAGC AGT ACCT CAGT TACT
TAAGC AGT GCC CAGT CACT
(a)
AACT
U(δ)
CACT
TACT
AAGT
V (δ)
CAGT
GAGT
TAGT
(b)
AACT1
U1(δ)
CACT2
TACT2
U2(δ)
AAGT2
V1(δ)
GAGT2
TAGT2
CAGT1
V2(δ)
(c)
Figure A.4: A demonstration of the bipartite graph formation and labeling strategy.
(a) Extracting kmers and transitions (right panel) from the reads (left panel) containing kmers
with suffixes ACT or AGT . The underlined kmers are those implied to exist on the reverse
complement strand, though they are not observed in the reads. (b) We convert the kmers into
vertices and transitions into edges, but group the vertices by shading to form a bipartite graph
with parts, U(δ) and V (δ). (c) The bipartite graph in (b) factors into two disjoint components,
and the labeling algorithm applied to each component separately, assigns label “1” or “2” to
the kmers in each part.
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transitions, whereas kmers in V1(δ) all have unique transitions. For the same reason, in the
blue component, V2(δ) is assigned label 1 . Looking at the reads, it is evident that either ACT
occurs in two genomic locations or, much less likely, some of the reads contain many coincident
errors. Indeed, it is reasonable to assume that all underlined kmers contain errors. In this
scenario, separating G(δ) into two components allows PREMIER to subject all likely error
transitions to the direct cost of the penalty, so that pathways with errors can be eliminated.
A.2.2 Construction of kmer neighborhoods
When implementing the Baum-Welch and Viterbi algorithms, we only consider hidden
states si,t ∈ Nit(xi,t) as plausible true states for xi,t. Along with constraints on the k-spectrum
(2.1), allowable transitions (3.1), and our initialization scheme (§A.3.3), these neighborhoods
define the structure of the HMM before it is made even sparser by penalized parameter esti-
mation. This section describes neighborhood construction.
For tractable computation, the size of the neighborhood is position- and read-specific, and
depends on the maximum Hamming distance dit. By default, we let dit =
k
2 , to ensure that
PREMIER is capable of recovering exceptionally noisy reads. For reads of highly-repetitive
or low-complexity regions in G, the neighborhood size escalates rapidly with dit. Even with
infinite compute resources, any k, d-local method has limited ability to resolve errors in such
regions, so we adjust dit downward both to reduce computational complexity and false positives.
Specifically, we select the maximum dit such that |Nit(xi,t)| ≤ mit, where
mit =

m2 if all elements of yi,t ≤ 2
m1 otherwise.
In practice, we let m1 = 2
8, and m2 = 2
15. This choice is specific to current Illumina technology,
where quality score 2 communicates noisy read ends, but could be easily adjusted.
To further reduce the overhead incurred by constructing the first neighborhoodNik(xi,k) and
its downstream effects, we adopted the following heuristic rule, which relies on the assumption
that most reads have error-free first kmers. If the number of xi,k kmers, n(xi,k), observed
in the read set exceeds the penalty threshold ρ, we let Nik(xi,k) = {xi,k}. Otherwise, we
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employed two methods to explicitly expand Nik(xi,k). In the first and preferred approach,
Nik(xi,k) is constructed by backtracking using the initialized transitions (§A.3.3) from the first
observed kmer xi,t with n(xi,t) > ρ. During backtracking, all pathways are retained unless
they deviate over Hamming distance k2 from the observed kmers in the read xi. The first
neighborhood Nik(xi,k) is the collection of all surviving kmers after t − k backtrack steps.
Under the assumption that xi,t is error-free and all true transitions are observed at least once
on either strand, the true kmer should be in the constructed set. If the read contains no
kmers with n(xi,t) > ρ, then PREMIER utilizes a fallback approach to construct Nik(xi,k).
Specifically, it considers an increasing sequence of d = 1, . . . , 4, and iteratively builds the sets
N̂ d(xi,k) = {ω ∈ K : D(xi,k,ω) = dik, n(ω) > ρ} ,
until N̂ d(xi,k) 6= ∅ or d = 4. We then let
Nik(xi,k) = {xi,k} ∪ N̂ d(xi,k).
For subsequent neighborhoods Nit(xi,t), t > k, we use recursion
Nit(xi,t) =
{
ω : ω ∈ N dit−1(xi,t) or ω ∈ N dit(xi,t) with ω[k] 6= xi,t[k]
}
,
where
N d(ν) = {ω : ω ∈ K, D(ω,ν) ≤ d}
is the d-neighborhood of kmers within Hamming distance d of ν.
A.3 EM derivation
In this section, we derive an expectation-maximization (EM) algorithm that iteratively
maximizes the penalized log-likelihood (2.6).
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A.3.1 E-step
For the E-step, the conditional expectation of the complete-data log-likelihood is
E [`c(θ | R,S) | R,θ∗]
=
∑
(xi,yi)∈R
{ ∑
ω∈Nik(xi,k)
[logµ(ω˜) + log fk(xi,k,yi,k | ω)] ζi,k(ω)
+
l∑
t=k+1
( ∑
ω∈Nit(xi,t)
log ft(xi[t],yi[t] | ω,x−i,t)ζi,t(ω)
+
∑
(ω,ν)∈N⊗it (xi)
[
log p1(ν | ω)1{L(ω) = 1}
+ (log p1(ω | ν) + log µ(ν˜)− logµ(ω˜))1{L(ω) = 2}
]
ξi,t(ω,ν)
)}
,
where we have used Eq. (2.3) to rewrite p2(ν | ω) as a function of its corresponding free
parameter p1(ω | ν) and computed the probabilities of hidden states for each position in each
read,
ξi,t(ω,ν) = P (si,t−1 = ω, si,t = ν | xi,yi,θ∗) ,
ζi,t(ω) = P (si,t = ω | xi,yi,θ∗) ,
given the current parameter vector θ∗. We also define the total expected number of transitions
ω to ν in the dataset as
ξ(ω,ν) =
|R|∑
i=1
l∑
t=1
ξi,t(ω,ν)
and the expected number of transitions between these kmers in either direction as
ξ˜(ω,ν) = ξ(ω,ν) + ξ
(
ν,ω
)
.
A.3.2 M-step
It follows that the objective function to maximize over θ in the M-step, taking into account
the penalty in Eq. (2.5), is
Q(θ,θ∗) = E [`c(θ | R,S) | R,θ∗]− ρJ (θ).
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A.3.2.1 Transition distribution parameters
Q(θ,θ∗) consists of additive terms involving groups of transition probabilities, {p1(ν | ω) :
ν ∈ T (ω)}, defined for each ω ∈ K with L(ω) = 1. The M step for transition probabilities
thus reduces to maximization of∑
ν∈T (ω)
{
log p1(ν | ω)ξ˜(ω,ν)− ρ log [1 + p1(ν | ω)/γ]
}
− λω
 ∑
ν∈T (ω)
p1(ν | ω)− 1
 , (A.1)
where λω is the Lagrange multiplier to impose the equality constraint in Eq. (3.1) for transitions
out of kmer state ω. The maximum penalized-likelihood estimators (MPLEs) of the (free)
transition distribution parameter are, under certain assumptions (see Theorem 1), the solution
of the score functions,
ξ˜(ω,ν)
p1(ν | ω) −
ρ
γ + p1(ν | ω) − λω = 0, (A.2)
one for each ν ∈ T (ω). In the absence of a penalty (ρ = 0), the MLE is
p̂1(ν | ω) = ξ˜(ω,ν)∑
ν∈T (ω) ξ˜(ω,ν)
,
showing that our labeling strategy does indeed combine coverage from both strands. For
positive ρ, it follows from Eq. (A.2) that p̂1(ν | ω) is one of
φ(ω,ν)±
√
φ2(ω,ν) + 4γλω ξ˜(ω,ν)
2λω
, (A.3)
where φ(ω,ν) = ξ˜(ω,ν)− γλω − ρ and λω is the root to the equation,∑
ν∈T (ω)
p̂1(ν | ω) = 1. (A.4)
Let p̂+1 (ν | ω) and p̂−1 (ν | ω) correspond to the roots with the positive and negative sign,
respectively. The following theorem indicates which root provides the solution and when the
solution maximizes (A.1).
Theorem 1 When ξ˜(ω,ν) ≥ ρ for some ν ∈ T (ω), then there exists a unique λ > 0 satisfying
Eq. (A.4), and the roots p̂+1 (ν | ω) given by Eq. (A.3) for all ν ∈ T (ω) are real and correspond
to a local maximum of Eq. (A.1).
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Proof 1 In this proof we will partition T (ω) = T− (ω) ∪ T+ (ω), where ν ∈ T+ (ω) if p̂+1 (ν |
ω) is the required solution to the score function (A.2) and otherwise ν ∈ T− (ω). For any
ν1 ∈ T (ω) such that ξ˜(ω,ν1) ≥ ρ, a simple analysis shows that we must have λ > 0 and
ν1 ∈ T+ (ω), otherwise p̂1(ν1 | ω) < 0. Thus, λ > 0 is required. Furthermore, for any
ν2 ∈ T (ω) with ξ˜(ω,ν2) < ρ, then ν2 ∈ T+ (ω), otherwise p̂1(ν2 | ω) < 0 because λ > 0. Thus
T (ω) = T+ (ω) as claimed. An immediate consequence is that all p̂1(ν | ω) are real, since the
discriminant is positive. WOLOG, let ν1 = argmaxν∈T (ω) ξ˜(ω,ν).
We will now show that there exists λ > 0 satisfying (A.4) by defining function
h(λ) = 2λ
 ∑
ν∈T (ω)
p̂1(ν | ω)− 1

= −2λ+
∑
ν∈T (ω)
φ(ω,ν)
+
∑
ν∈T (ω)
√
φ2(ω,ν) + 4γλξ˜(ω,ν), (A.5)
when T (ω) = T+ (ω). The λ0 solving Eq. (A.4) is a zero of the function h(λ). Note,
h(0) = 2
∑
ν∈T (ω)
ξ˜(ω,ν)>ρ
|ξ˜(ω,ν)− ρ| ≥ 0 (A.6)
unless ξ˜(ω,ν1) = ρ The derivative
h′(0) = −2− γ|T (ω) |+ γ
∑
ν∈T (ω)
ξ˜(ω,ν) + ρ
|ξ˜(ω,ν)− ρ|
has lim
ξ˜(ω,ν)→ρ h
′(0) =∞ for any ν ∈ T (ω) Therefore, by continuity of h(λ) for λ ≥ 0, there
exists  > 0 such that h() > 0. Meanwhile, we claim there exists L > 0 such that h(L) < 0,
and thus by continuity of h(λ), there exists a root λ0 > 0 with h(λ0) = 0. Specifically, we claim
limλ→∞ h(λ) = −∞ We rewrite h(λ) to emphasize the role of λ.
h(λ) = −λ(2 + γ|T (ω) |) +
∑
ν∈T (ω)
[
ξ˜(ω,ν)− ρ
]
(A.7)
+
∑
ν∈T (ω)
λγ
[
1 +
(ξ˜(ω,ν)− ρ)2
λ2γ2
+
2(ξ˜(ω,ν) + ρ)
λγ
]1/2
.
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Apply the Taylor series expansion of
√
1 + x around x = 0 to the summand
λγ
[
1 +
(ξ˜(ω,ν)− ρ)2
λ2γ2
+
2(ξ˜(ω,ν) + ρ)
λγ
]1/2
= λγ
[
1 +
(ξ˜(ω,ν)− ρ)2
2γ2λ2
+
ξ˜(ω,ν) + ρ
γλ
+ o
(
1
λ
)]
= λγ + o(1).
Putting the result back in (A.8) yields h(λ) = −2λ+ o(1), proving the claim.
In fact, the zero, λ0 ∈ (0,∞), is unique because h′′(λ) ≤ 0 on λ > 0 The second derivative,
h′′(λ) is
γ2
∑
ν∈T (ω)
φ2(ω,ν)−
(
ξ˜(ω,ν) + γλ+ ρ
)2
− 4γλξ˜(ω,ν)[
φ2(ω,ν) + 4γλξ˜(ω,ν)
]3/2 .
Since the denominator is positive, we need only determine the sign of the numerator, but
φ2(ω,ν)−
(
ξ˜(ω,ν) + γλ+ ρ
)2 − 4γλξ˜(ω,ν) = −4ρξ˜(ω,ν),
which is strictly less than 0 for all λ > 0.
We now demonstrate that the solution p̂1(ν | ω) using λ0 ∈ (0,∞) yields a local maximum.
The condition for a negative definite Hessian is
ρ
[p̂1(ν | ω) + γ]2
− ξ˜(ω,ν)
[p̂1(ν | ω)]2
< 0 (A.8)
for all ν ∈ T (ω). This inequality is trivially valid when ξ˜(ω,ν) ≥ ρ for all ν ∈ T (ω).
Otherwise, if ξ˜(ω,νj) < ρ, write
ξ˜(ω,ν1) = (1 + 1)ρ, for some 1 > 0,
ξ˜(ω,νj) = (1− j)ρ, for some 0 < j < 1,
p̂1(ν1 | ω) = x, and
p̂1(νj | ω) = βjγ, for some βj > 0 for all j 6= 1.
The condition reduces to
jβ
2
j − 2(1− j)βj − (1− j) < 0,
which is satisfied for βj between the two roots
(1− j)±
[
(1− j)2 + j(1− j)
]1/2
j
.
91
The smaller root is negative, so we require
βj <
(1− j) + (1− j)1/2
j
.
We now prove the solution of the score functions Eq. (A.2) satisfies this requirement. For
all j 6= 1, we have
(1− j)ρ
βjγ
− ρ
γ(1 + βj)
=
(1 + 1)ρ
x
− ρ
γ + x
. (A.9)
Our first claim is that βjγ < x. Equation (A.9) can be rearranged to
1x+ jβjγ = (βjγ − x)
[
xβjγ
(γ + x)(γ + γβj)
− 1
]
.
There is no solution unless βjγ < x, for otherwise the left side is strictly positive and the right
side is strictly negative. One can also show that p̂1(ν2 | ω) ≤ p̂1(ν1 | ω) if ρ ≤ ξ˜(ω,ν2) ≤
ξ˜(ω,ν1) by similar arguments. Thus, 0.25 ≤ x ≤ 1.
Continuing our quest for solution βj, we can also rearrange (A.9) into the quadratic equation
(1x+ γ)γ
2
x2
β2j +
(
(1x+ γ)γ
2
x2
+ jγ
)
βj − (1− j)γ = 0.
Let y = 1x+γ
x2
, then the positive root is
βj =
−(j + yγ) +
[
(j + yγ)
2 + 4(1− j)yγ
]1/2
2yγ
.
The bounds on x imply 1 < y < 21 + γ is bounded above and below. Thus, the square root of
the discriminant expanded about 2j is
j +
y(1− j)γ
j
+ o(γ),
so
βj =
−(j + yγ) + j + yγ 2−jj + o(γ)
2yγ
=
1− j
j
+ o(1) <
(1− j) + (1− j)1/2
j
for sufficiently small γ, as required.
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The preceding proof suggests that Newton-Raphson initialized at λ = 0 will find the root
λ0 when ξ˜(ω,ν1) > ρ and there is no ν ∈ T (ω) such that |ξ˜(ω,ν) − ρ| ≤ γ. When these
conditions are not met, we can initialization Newton-Raphson at λ = ργ , which is beyond the
maximum of h(λ) on λ > 0. The proof holds, so long as γ = o(1). As 1 → γ, our numerical
solution becomes degenerate. For example, if ξ˜(ω,νj) < ρ for all j 6= 1, then p̂1(ν1 | ω) rounds
to 1. When ξ˜(ω,ν) < ρ for all ν ∈ T (ω), a solution to the score function exists, but it does
not necessarily maximize the penalized log likelihood (details not shown). See §A.3.5 for more
details about these pathological, but rare situations.
A.3.2.2 Emission distribution parameters
To update the emission parameters gt(·), under the stochastic constraint
∑
bx∈Ω gt(bx |
bs) = 1, we maximize
|R|∑
i=1
∑
ω∈Nit∗ (xi,t∗ )
log gt(xi[j] | ω[k∗])ζi,t∗(ω) − λbs
∑
bx∈Ω
gt(bx | bs)− 1
 , (A.10)
where t∗ = max{t, k} and k∗ = min{t, k}. The derivative with respect to gt(bx | bs) is
1
gt(bx | bs)ζt(bx | bs)− λbs ,
where
ζt(bx | bs) =
|R|∑
i=1
∑
ω∈Nit∗ (xi,t∗ )
ζi,t∗(ω)1{ω[k∗] = bs,xi[t] = bx}.
It follows that
ĝt(bx | bs) = ζt(bx | bs)∑
bx∈Ω ζt(bx | bs)
.
Similarly, if we define
ζct(y) =
|R|∑
i=1
∑
ω∈Nit∗ (xi,t∗ )
ζi,t∗(ω)1{yi[t] = y,xi[t] = ω[k∗]}
ζet(y) =
|R|∑
i=1
∑
ω∈Nit∗ (xi,t∗ )
ζi,t∗(ω)1{yi[t] = y,xi[t] 6= ω[k∗]},
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we can update qet and qct as
q̂ct(y) =
ζct(y)∑maxy
y′=miny ζct(y
′)
q̂et(y) =
ζet(y)∑maxy
y′=miny ζet(y
′)
,
where miny and maxy are the minimum and maximum quality scores.
A.3.2.3 Initial state distribution parameters
We used a Method of Moments estimator for the initial state probabilities µ(ω˜), i.e.,
µ̂(ω˜) ∝ ζ˜(ω˜),
where
ζ˜(ω˜) =
|R|∑
i=1
l∑
t=k
∑
ω∈Nit(xi,t)
[ζi,t(ω) + ζi,t(ω)]
combines the expected number of occurrences of the canonical kmer ω˜ on both strands.
A.3.3 Initialization of HMM
Since errors are rare, the transition parameters p1 (ν | ω) can be reliably initialized using
the information in R. The transition witnessed by observed kmers xi,t and xi,t+1 is assigned a
weight wit determined by the k + 1 quality scores,
wit =
t+1∏
l=t−k+1
(
1− 10−yi[l]10
)
.
Then, the weighted incidence nw(ν | ω) is the sum of the weights of kmer ω ∈ K followed by
any ν ∈ T (ω) observed in the reads. The combined weighted coverage,
n˜w(ν | ω) = nw(ν | ω) + nw(ω | ν),
is the weighted number of times ω is followed by ν on either strand. To reduce computational
complexity, we hope to remove the most obvious error transition before the EM iterations start.
We sparsify transitions by applying penalty (2.5) via an M-step update using the weighted
counts in place of expected counts. We account for the reduced coverage due to quality score
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Figure A.6: The effect of the penalty function
(a) A schematic demonstrating kmer ω transitioning to two possible kmers, ν1 and ν2. The
expected number of transitions is equal to 20 and c, respectively. The transition ω → ν2 is
likely an error when c is close to zero. (b) As γ → 0, the amount of shrinkage of p̂1 (ν2 | ω)
grows quickly. Regardless of the value of γ, the threshold is clearly visible at ρ = 5. (c) Fixing
γ = 10−16, the strength of the penalty is similar as the threshold, ρ, varies.
weighting by setting the penalizing threshold to ρ2 . The shrinkage factor, 0.5, for the penalizing
threshold is in the neighborhood of a weighted incidence of a kmer with average quality score
15, for a typical k ∈ [16, 30].
For the emission distribution, we initialize the discrete pmfs, gt(·), qct(·) and qet(·) as follows.
g
(0)
t (b1 | b2) =
0.01
3
· 1{b1 6=b2}+ 0.99 · 1{b1=b2}, ∀1 ≤ t ≤ l, b1, b2 ∈ Ω,
q
(0)
et (y) = qct(y) =
1
Nq
, ∀1 ≤ t ≤ l, miny ≤ y ≤ maxy,
where Nq is the number of distinct quality scores in R.
A.3.4 The effect of the penalty function
The behavior of the penalty term and its overall impact on the estimation of transition
parameters are controlled by the two parameters ρ and γ. In the text, we examined the shape
of the penalty as γ → 0 (Fig. 2.4). Here, we demonstrate how γ and ρ work jointly.
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Let p̂1 (ν | ω) denote the MPLE of p1 (ν | ω) given in Eq. (A.3) and p˜1 (ν | ω) the MLE,
p˜1 (ν | ω) = ξ˜
(m) (ω,ν)∑
ν′∈T (ω) ξ˜(m) (ω,ν ′)
.
Now, consider a hypothetical kmer ω with two allowable transitions, ω → ν1 and ω → ν2, as
shown in Fig. A.5(a). Suppose ξ˜(m) (ω,ν1) = 20, and ξ˜
(m) (ω,ν2) = c for 0 < c < 20. Without
the penalty, MLE p˜1 (ν2 | ω) = cc+20 . The penalty should shrink p̂1 (ν1 | ω) below p˜1 (ν2 | ω)
as c declines. To measure the amount of shrinkage, define
R = log10
[
p˜1 (ν2 | ω)
p̂1 (ν2 | ω)
]
.
We seek parameters such that when c is small, indicative that ω → ν2 might be an error, the
erroneous transition is effectively 0, say R > 16. On the other hand, when c is comparable to
20, R should be close to 0 to minimize the bias introduced by the penalty.
Fig. A.5(b) demonstrates the effect of γ when ρ is fixed at 5, and Fig. A.5(c) shows the
effect of ρ when γ = 10−16. R increases sharply when ξ˜(m) (ω,ν2) ≈ ρ, so long as γ is small
enough, demonstrating that the penalty behaves approximately like thresholding: p̂1 (ν2 | ω)
becomes effectively zero when ξ˜(m) (ω,ν2) < ρ − δ, whereas p̂1 (ν2 | ω) ≈ p˜1 (ν2 | ω) when
ξ˜(m) (ω,ν2) > ρ + δ, for some small δ > 0. As γ → 0, the force of the penalty is inversely
proportional to γ, so γ determines the order of magnitude of p̂1 (ν2 | ω), when ξ˜(m) (ω,ν2) is
small. For this reason, we prefer to use small γ parameters in order to achieve the maximum
shrinkage of small transition probabilities. Based on our experiments, we chose γ = 10−20,
since smaller γ values result in numeric instability.
A.3.5 Approximations in the EM algorithm
A.3.5.1 Generalized EM
When ξ˜(ω,ν) ≥ ρ for some ν ∈ T (ω), then we can solve for the p̂1(ν | ω) that maximize
Eq. (A.2). In the far less likely event that ξ˜(ω,ν) < ρ for all ν ∈ T (ω), there is no solution
to Eq. (A.2) that is a guaranteed maximum. Fortunately, the generalized EM [McLachlan and
Krishnan (2007)] converges to a maximum even without requiring maximization during the M
step. The only requirement is a solution in the M step that improves the log likelihood at
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each iteration. We therefore solve the score function (which always has a solution, though not
necessarily a maximum) and check for the log likelihood improvement at each iteration. All
runs satisfied the ascent requirement of the generalized EM at every iteration.
A.3.5.2 Dropped Reads
Because we constrain the hidden state trellis to traverse through kmers close to the observed
kmers as determined by dit (§A.2.2) and penalty (2.5) drives some transition probabilities
to numeric zero, some reads will become nearly impossible under the fitted model. Reads
containing more than k2 errors in a kmer become impossible when the erroneous transitions
that make them possible are dropped from the model. Valid transitions may also be removed
from the model, leaving some reads that traverse these lost transitions without an alternative
explanation. Our solution is to drop reads that consequently become impossible. As a result,
our procedure does not technically maximize the penalized log likelihood, and we risk a non-
convergent algorithm since the log likelihood may always increase by dropping another read
from the dataset. However, we observed that usually less than 0.1% of the change in log
likelihood in early iteration is attributable to dropping reads from the likelihoods. In late
iterations, this proportion ranges from 10% to 30%. In addition, both the change in log
likelihood and number of dropped reads became small with increasing iterations. We conclude
the algorithm is converging to a local maximum well explaining the remaining reads. We also
emphasize that reads dropped from the likelihood remain in the dataset, their uncorrected
errors counted against PREMIER performance.
Sufficient numeric precision can avoid the problem of impossible reads. Alternatively, one
can posit a second “noise” model to generate the highly unlikely sequences, but we leave such
developments to future work. After all, errors in the dropped reads typically constitute a tiny
fraction of the total errors. For instance, in datasets D1 −D3, only 0.78%, 2.73% and 2.38%
of the errors are respectively in the reads dropped by PREMIER.
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A.3.6 Error correction algorithm
Once the HMM is fitted to the data, the error correction is achieved by using the Viterbi
algorithm to identify the maximum likelihood “true sequence” si given the read pair (xi,yi).
A.4 PREMIER software implementation
We implemented PREMIER in C/C++. PREMIER’s major components, including the
construction of the k-spectrum, the Baum-Welch algorithm, and the Viterbi algorithm, is
parallelized using OpenMP for shared memory computers. To construct the k-spectrum, and
to tally the observed transitions between kmers efficiently, we implemented a lock-free hash-
table [Purcell and Harris (2005)]. The lock-free strategy utilizes the compare-and-swap (CAS)
instructions to update the entries (of primitive types) in the hash-table atomically. The CAS
operation eliminates the race conditions between concurrent threads, while incurring much
smaller overheads than using a lock (e.g. pthread_mutex). Our software implementation bears
strong resemblance to jellyfish [Marc¸ais and Kingsford (2011)], but PREMIER does not require
the user to specify the size of the hash-table a priori. To insert kmers into the hash-table,
small batches of reads, processed in parallel, are interweaved with single-threaded sections that
can resize the hash-table when necessary. The HMM can be easily parallelized at the read
level because reads are assumed independent. We also exploited the CAS operation in the
implementation of the Baum-Welch algorithm, where otherwise locks are needed in updating
the conditional expected values.
A.5 Running the software
In this section we describe how we chose run parameters for PREMIER and other methods.
A.5.1 PREMIER run parameters
PREMIER has few run parameters. Performance is robust to most parameters chosen
within a plausible range , but for best performance, the user should pay some attention to
the kmer length, and the regularization parameter, ρ. We developed procedures for choosing
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these parameters and γ, which we do not recommend adjusting, using datasets D1 and D2, and
applied them without change to D3 and D4. The two other parameters, m1 and m2, were set
once (§A.2.2) and not tuned.
The foremost parameter to determine for PREMIER, and all k-spectrum based error-
correction methods, is the kmer length k. Choice of k should encourage kmer uniqueness while
retaining sufficient kmer coverage. PREMIER requires even k to combine strand information
and is limited to a maximum of k = 30 on 64-bit machines. For most Illumina sequencing
experiments of single genomes, coverage is high enough to yield good performance even at the
maximum k = 30. For low coverage datasets, PREMIER searches an increasing sequence of
k in the range [k̂ − 4, 30], where k̂2 =
⌊
log4(2×104·|G|)+1
2
⌋
is a modified version of the empirical
formula proposed in [Heo et al. (2014)] under the assumption of a random genome. We step
through the even k ∈ [k̂ − 4, 30] and extract the k-spectrum, Kk, from R and use two metrics
of kmer uniqueness to gauge the best choice for k. Since our goal is to infer properties of the
genome G, we compute these metrics on error-filtered version of the k-spectrum. In particular,
the “solid k-spectrum”, Kkρk , consists of kmers whose observed multiplicity is above a threshold
ρk, which is chosen using the same procedure to choose the final ρ (discussed below). Then,
metric Rk is the proportion of non-unique kmers in Kkρk , i.e. those with more than one valid
transition. Metric Ck is the model complexity of the k-th order HMM, measured by the number
of state transitions in the state trellis diagram. For speed, we compute Ck from a random 1%
of the high-quality reads with average quality score above 30. Clearly, both Rk, a measure of
kmer uniqueness, and Ck, a measure of kmer similarity, drop as k increases and kmers gain
distinguishable features. The k that balances coverage and uniqueness is heuristically chosen
as the smallest k ≤ 28 such that
Rk
Rk+2
≤ 125% and Ck
Ck+2
≤ 125%.
If there is no such k, we let k = 30.
For the regularization parameters ρ and γ, we note that most infrequent transitions are
errors that do not actually exist in the genome. Thus, we desire an `0-like penalty, where tran-
sition probabilities are effectively set to 0 when backed by insufficient evidence. The penalty
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becomes `0-like as γ → 0 (§A.3.4), so we set γ = 10−20, the smallest γ that retains numeric
stability in the Newton-Raphson algorithm. The choice of the penalizing threshold, ρ, is de-
pendent on the dataset R. Similar to other k-spectrum based methods, after constructing the
k-spectrum, we consider the histogram of kmer multiplicity. Most other methods use the first
valley in the histogram [Liu et al. (2013); Heo et al. (2014)], but we set ρ to be half this value,
plus a small constant δ, to achieve conservative performance. The added constant δ = 0.1 is
used to ensure that ρ > 1. For low-coverage datasets where the histogram is monotonically
decreasing, we let ρ = 1 + δ.
A.5.2 Running competing methods
To give all other competing methods an advantage, any method, except Karect [Allam
et al. (2015)] because it was already competitive, that had been reported or we observed to be
sensitive to run parameters was tuned on sensitive parameters and only the settings yielding
the best results, as judged by gain, were reported. This section describes our tuning strategy.
A.5.2.1 BLESS
BLESS requires the user to choose the kmer size. Based on empirical analysis, BLESS
recommends choosing the k that maximizes the number of corrected bases, while satisfying
k ≥ log4 104 ·Ns, where Ns is the number of distinct solid kmers in the data (a kmer is deemed
solid if its multiplicity is above a BLESS-determined threshold). In practice, the genome length
|G| serves as a good approximation to Ns. Therefore, to determine the optimal k for a particular
dataset, we employed a linear search algorithm that starts at
k = dlog4(104 · |G|)e (A.11)
and increases k until the number of corrected bases reaches the maximum. If the maximum is
attained at the initial value, we decrease k to find the maximum.
When the coverage of a dataset is low (e.g. D25× and D35×), BLESS may fail to determine
an appropriate threshold for the solid kmer multiplicity, resulting in degraded performance. In
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such cases, we manually set the threshold to 2 (-count 2), the minimum value, in order to
attain optimal performance.
To store the solid kmers efficiently in memory, BLESS uses a Bloom filter. Due to the
stochastic nature of a Bloom filter, repeated runs of BLESS on the same dataset may yield
slightly fluctuating performance. For reproducible results, we initialized the random number
generator with seed 0 (via the option -seed 0) for all runs of BLESS in our analysis.
A.5.2.2 Coral
Since we removed all indel errors during the preparation of the datasets, we ran Coral
in its “Illumina” mode (via the -illumina option), which suppresses the identification and
correction of indel errors. The alignment scoring and penalty parameters are implied by the
-illumina option. We kept all parameters but two at their defaults: -k, the kmer length for
read indexing, and -e, the maximum allowed error rate in multiple sequence alignment, as
Coral’s performance is sensitive to both parameters.
In [Liu et al. (2013)], the authors tuned the -e parameter, whose default value is 0.07, on
a coarse grid, {0.07, 0.10, 0.15, 0.20, 0.25}, while fixing -k at its default value, 21. However, we
found Coral performance to also depend on the kmer length. Hence, we expanded the tuning
process to a two-dimensional grid, spanned by K×E, where K is the set of kmer lengths, specific
to each dataset, and E = {0.03, 0.05, 0.07, 0.10, 0.15, 0.20, 0.25} is the set of error rates. The
complete list of parameters we used to tune Coral is presented in Table A.2 for each dataset.
The last column reports the combination of (-k, -e) parameters that yielded the optimal
performance.
For the low coverage, subsampled datasets derived from D1-D3, we tuned the parameters
on the first replicate of five and assumed the same settings for the remaining replicates. For
D4, at each coverage level, we used the first 5 random samples (out of the 30) to tune the
parameters. The optimal parameters reported in Table A.2 reflect those yielding the best
average performance on the first five datasets.
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Table A.2: Optimal tuning parameters for Coral
Dataset K Optimal (-k, -e)
D1
54×
{11, 13, 15, 17, 19, 21, 23, 25}
(15, 0.10)
10× (13, 0.10)
5× (13, 0.10)
D2
21×
{19, 21, 23, 25, 27, 29, 31∗}
(31, 0.10)
5× (25, 0.07)
D3
30×
{13, 15, 17, 19, 21, 23, 25, 27}
(15, 0.07)
5× (15, 0.05)
D4
50×
{11, 13, 15, 17, 19}
(15, 0.20)
40× (15, 0.15)
30× (15, 0.20)
20× (15, 0.20)
15× (15, 0.15)
10× (13, 0.20)
5× (13, 0.15)
*: k = 31 is the largest k allowed by Coral.
A.5.2.3 HiTEC
HiTEC makes error correction decisions regarding the status of nucleotide b based on what
it calls the witness, the upstream context of b with length w. Similar to the concept of choosing
k in any k-spectrum based method, the witness length w must be determined from R. HiTEC
chooses an optimal range of w that balances uniqueness and coverage. To perform these
calculations, HiTEC needs an estimate of the genome length and the approximate per-base
error rate. In our experiments, we used the known genome lengths and ground truth error
rates listed in Table 2.1 to run HiTEC.
A.5.2.4 Fiona
Like HiTEC, Fiona is a suffix-array based method that utilizes a range of kmer lengths to lo-
calize sequencing errors. The range is determined using two parameters: the estimated genome
length (-g), and the approximate per-base error rate (-e). We supplied the true genome lengths
found in Table 2.1 to Fiona. As for the error rate, we used the default parameter (-e 0.01)
for all datasets. The usage of this slightly inflated error rate parameter is in accordance with
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the instructions of Fiona and works well in practice, outperforming runs with error rates set
to those given in Table 2.1. We ran fiona_illumina in the default classifier mode, with
indel error corrections disabled (via option -id 0). Since Fiona performs error correction it-
eratively, we attempted to tune the iteration parameter (-i) in our test runs, but did not see
improvement. Hence, this and all the other tuning parameters were left at defaults.
A.5.2.5 Karect
We used the latest version of Karect on GitHub (commit ba3ad54). For all datasets, we
ran Karect with its default parameters, except setting -matchtype=hamming, considering that
all indels have been removed from the datasets, and -celltype=diploid, provided that all
datasets are derived from diploid genomes.
It is likely that Karect’s performance can be further improved upon fine tuning of the align-
ment parameters, but there are many parameters, and we already find Karect’s performance
competitive or superior to PREMIER. We note that Karect exceeds PREMIER performance
on D3, for which neither PREMIER nor Karect run parameters were tuned.
A.5.2.6 Musket
As a k-spectrum based method, the performance of Musket is inevitably sensitive to the
selection of k. Musket does not determine k automatically, deferring the choice to the user.
We ran Musket on a range of k around the value determined by the heuristic formula from
BLESS Eq. (A.11), and selected the k that optimizes the error correction performance. Akin
to BLESS’s performance degradation on low-coverage datasets, Musket produced negative gain
metrics on datasets D25× and D35×. We resolved this issue by, again, manually setting the
multiplicity threshold for solid kmers to 2 (with option -minmulti 2), the lowest threshold
possible since Musket removes all kmers observed only once in R.
Musket also has a -maxerr parameter that restricts the maximum number of errors allowed
in any kmers. By default, this parameter is set to 4, and can be too conservative for correcting
noisy reads. After trials and errors, we set -maxerr=8 for all datasets, which steadily yields
good performance. We also tried to increase -maxerr to bk2c to match the maximum Ham-
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ming distance set for PREMIER, with mixed results: Musket’s performance regresses when
-maxerr is elevated on low-coverage datasets. Therefore, we reported all Musket results with
-maxerr=8. Lastly, since Musket performs multiple iterations of the so-called two-sided conser-
vative correction, we tried to adjust the number of itertions via the -maxiter option, but did
not see any performance improvements. For reproducibility, the following (non-default) tuning
parameters were used to generate the results for Musket:
D154× k = 25, -maxerr=8
D110× k = 24, -maxerr=8
D15× k = 24, -maxerr=8, -minmulti=2
D221× k = 22, -maxerr=8
D25× k = 23, -maxerr=8, -minmulti=2
D35× k = 23, -maxerr=8, -minmulti=2
A.5.2.7 Other software
In addition to the software listed in Table 2.2, we have also tested other publicly available
error correction software, including k-spectrum based methods Quake [Kelley et al. (2010)],
BayesHammer [Nikolenko et al. (2013)], Reptile [Yang et al. (2010)] and RACER [Ilie and
Molnar (2013)], as well as suffix-tree based Shrec [Schro¨der et al. (2009)]. On Illumina dataset
D1, we have computed the error correction performance of these less competitive methods
(Table A.3.) BayesHammer and Quake underperform in both sensitivity and gain metrics
due to their aggressive trimming of erroneous reads. We exclude Shrec and Reptile from the
comparison in the main text, though they both outperform Coral, due to their relative inferior
performance to peer methods (HiTEC and BLESS, respectively.)
Although Reptile ranked top in an earlier survey of error correction methods [Yang et al.
(2013)], there have been many improved methods since that publication. In a recent review of
Illumina error-correcting methods [Molnar and Ilie (2014)], RACER was listed as one of the
top-performer, along with BLESS and Musket. However, our analysis finds that despite decent
sensitivity, RACER is severely undermined by an excessive number of false positives.
104
Table A.3: Error correction performance of BayesHammer, RACER, Quake, Shrec and Reptile
on Illumina dataset D1
BayesHammer RACER Quake Shrec Reptile
Dataset sn. gain ep sn. gain ep sn. gain ep sn. gain ep sn. gain ep
D1 54× 0.190 0.189 0.381 0.824 0.396 0.283 0.140 0.136 0.406 0.707 0.677 0.152 0.714 0.634 0.172
A.6 Generating the benchmarking datasets
A.6.1 Datasets D1-D3: ground truth from alignment
A.6.1.1 Alignment
When a reference genome is available, sequence alignment is a popular method to identify
the “ground truth” errors in R. We used the aligner BWA [Li and Durbin (2009)] (v0.7.10)
to map reads to the reference. Specifically, we used the command bwa -a swtsw to index the
reference sequence, against which the reads were aligned using the bwa mem command. The
default parameters of BWA-MEM algorithm “soft clip” the 5′- or 3′-ends when they harbor
a stretch of low quality scores. For the purposes of benchmarking error-correction software,
this clipping behavior is undesirable: read ends are rich in errors, but clipped errors cannot be
detected. Thus, we suppressed read-clipping in BWA by specifying a large clipping penalty,
-L 100,100 when running bwa mem, and leaving all other alignment scoring parameters at
default.
A.6.1.2 Read selection
Once reads were mapped, we discarded some reads to create a uniform dataset that all error
correction algorithms could process. The output of BWA (in SAM format) was converted to
BAM files using SAMtools [Li et al. (2009)]. Then, utilizing the alignment information in the
BAM files, we select reads satisfying the following criteria:
• no ambiguous (N) bases;
• no insertion/deletion (indel) errors;
• no soft clipping (a tiny fraction of reads are soft clipped even with the -L 100,100 option);
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• no unpaired reads after the above three steps (to retain the paired-end structure).
For dataset D1, we also only selected reads that mapped to chromosome I of C. elegans genome
to reduce the size of the dataset. For complete transparency, datasets D1 can be reproduced
using the following commands:
$ wget ftp://ftp.wormbase.org/pub/wormbase/releases/WS238/\
species/c_elegans/PRJNA13758/\
c_elegans.PRJNA13758.WS238.genomic.fa.gz celeg.fa.gz
$ gunzip celeg.fa.gz
$ wget ftp://ftp-trace.ncbi.nlm.nih.gov/sra/sra-instant/\
reads/ByRun/sra/SRR/SRR065/SRR065390/SRR065390.sra
$ fastq-dump --split-files SRR065390.sra
$ bwa index -a bwtsw celeg.fa
$ bwa mem -t 8 -L 100,100 celeg.fa SRR065390_1.fastq\
SRR065390_2.fastq > aln.sam
$ samtools view -b -o aln.bam aln.sam
$ bam_subsample -o D1_CHR1 --reference CHROMOSOME_I \
-I -C -N -P -E aln.bam
The last step utilizes a C++ program we developed (bam_subsample) for read selection. This
program also tallies the mismatches between the selected reads and the corresponding reference
genome.
Often, the mismatches reported by the aligner are directly treated as the “ground truth”
errors [Yang et al. (2013); Liu et al. (2013); Schulz et al. (2014)], but such “errors” are con-
founded with true Single Nucleotide Polymorphisms (SNPs) between the reference and the
actual sequenced genome. To remove such “non-errors”, we adopted the approach in [Heo
et al. (2014)], which is explained in detail next.
A.6.1.3 Generating the ground truth errors
In many situations, experimenters sequence a genome that is not identical to the “reference”
genome. Because errors are rare, even slight differences between the two genomes could result
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in considerable alignment mismatches and incorrectly inferred ground truth errors. To remove
these variants in D1, D2 and D3, we employed SAMtools Li et al. (2009) to identify all single-
nucleotide polymorphisms (SNPs) in the selected reads relative to the reference. The commands
we used, demonstrated for D1, were:
$ samtools sort aln.bam aln-sorted
$ samtools faidx celeg.fa
$ samtools mpileup -o aln-raw.bcf --BCF \
-f celeg.fa aln-sorted.bam
$ bcftools call -vmO b -o aln-snp.bcf aln-raw.bcf
Then, the list of SNPs, encoded in the BCF file, can be used to “patch” the mismatches we
obtained earlier using the program bcf_snp_patch we developed:
$ awk ’{ if (NR % 4 == 1) print $0; }’ D1_CHR1.fastq \
> D1_CHR1.rid
$ bcf_snp_patch -o D1_CHR1.error aln-snp.bcf aln.bam \
D1_CHR1.rid
All remaining mismatches contained in the output file (D2 CHR1.error) were presumed to be
“ground truth” sequencing errors.
A.6.2 Ground truth from duplex sequencing
The datasetD4 was produced by a sequencing technique called “duplex sequencing” [Schmitt
et al. (2012)]. Our main motivation in using this dataset is to demonstrate the relative perfor-
mance of our algorithm is not sensitive to the aligner used to generate the ground truth. These
authors used duplex sequencing to detect ultra-rare mutations in the human mitochondrial
genome. To detect rare mutations, their method must unambiguously distinguish mutations
from the more frequent PCR and sequencing errors.
To obtain the ground truth errors, we followed the data processing procedures outlined in
the supporting information of [Schmitt et al. (2012)] (cf. Overview of Duplex Sequencing Data
Processing). For reproducibility, we note the following modifications we made to the 11-step
procedure:
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a) In step (vi), our alignment was performed using BWA v0.7.6a (BWA-MEM algorithm with
default parameters). After the alignment, we removed all reads containing “N” bases, or
insertions/deletions, in addition to the reads non-mappable to the mitochondrial genome.
b) In step (vii) and (viii), after grouping reads into “tag families” and collapsing them into
SSCSs, we discarded all SSCSs containing undefined bases (“N” bases) due to low coverage
or low sequence identity. For the remaining SSCSs, we created a separate data file to record
the relationship between “tag families” and the SSCSs.
c) In step (xi), if the two DCS partners have identical sequence, the sequence is considered as
the ground truth. We then extracted all reads associated with the DCS partners (SSCSs),
and tabulated all mismatches between the reads and the ground truth as sequencing errors.
A.7 Supplementary Results
A.7.1 Sensitivity to first kmer errors
PREMIER employs a greedy, heuristic algorithm to construct the first neighborhoods, and
thus may exclude the true kmer, especially if the read is derived from repetitive regions. In
that event, the downstream neighborhoods are affected in a cascade as well. We conducted the
following experiment to measure PREMIER’s sensitivity to errors presented in the first k bases
of the reads.
Using the ground truth errors, we can partition the reads in each dataset into two sets:
reads with clean first kmers, and reads with erroneous first kmers. After error correction, we
benchmark each set to quantify the performances in the presence and absence of first kmer
errors. The results are summarized in Table A.4.
Although reads with first kmer errors are generally more difficult to correct, as evident
by the overall lower gains, PREMIER clearly underperforms in this group, and outperforms
in the other. In particular, PREMIER generates much less false positives (measured by 4 =
sn.−gain) in the clean group than Karect, yet the trend is reversed in the erroneous group. The
comparison here clearly indicates the underwhelming error-correction capacity for PREMIER
in the first kmer, and the cascading effect of that: when the true kmer is not included in the first
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Table A.4: Comparison of error correction performance for PREMIER and Karect, in reads
with clean versus erroneous first kmers
clean erroneous
Karect PREMIER Karect PREMIER
Dataset sn. gain 4 sn. gain 4 sn. gain 4 sn. gain 4
D1 54× 0.955 0.948 0.007 0.959 0.956 0.003 0.852 0.848 0.004 0.837 0.826 0.09
D2 21× 0.863 0.804 0.061 0.880 0.845 0.035 0.747 0.732 0.015 0.735 0.718 0.017
D3 30× 0.949 0.929 0.020 0.941 0.934 0.007 0.929 0.913 0.016 0.914 0.873 0.041
neighborhood, the HMM is forced to use alternative pathways deriving from other locations in
the genome to explain the observed read, resulting in an excessive number of false positives.
A.7.2 Timing and memory information
We conducted all error correction experiments on a server with two Intel Xeon 5675 3.07GHz
processors, and 96 GB of memory. All methods that support parallelization were run with eight
threads.
The running time (wall clock time, denoted t) and memory (maximum resident memory, de-
noted mem) information for competing methods are summarized in Table A.5. For PREMIER,
we dissected the running time, t, into three major components: tN , the time for constructing
the first neighborhoods, tEM, the time of a first (also the slowest) iteration of the EM algorithm,
and tVit, the duration of the Viterbi algorithm. Owing to the iterative estimation of model
parameters, the speed of PREMIER lags behind most competing methods. There is, however,
room for optimization and improvement. Most notably, we observed that the overall running
time is predominantly consumed by a small percentage of reads with large neighborhoods. In-
stead of computing the state trellises for these reads on the fly, caching the neighborhoods, while
pruning unlikely states from them, can potentially reduce the computational overhead consid-
erably. Also, for applications where speed is the top priority, PREMIER can be configured to
directly perform error correction using the Viterbi algorithm, skipping the EM algorithm alto-
gether. Our experiments showed that the above “fast” mode still outperforms other k, d-local
methods by sizeable margin (results not shown.)
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Table A.5: Timing and memory information of error correction methods in Illumina data
BLESS Coral Fiona HiTEC Karect Musket PREMIER
Dataset t mem t mem t mem t mem t mem t mem tN tEM tVit t mem
D1
54× 2m 1.4G 74m 11.2G 26m 6.6G 90m 16.2G 5m 17.8G 5m 0.2G 3m 4m 2m 27m 5.5G
10× 23s 0.5G 12m 17.5G 4m 1.6G 13m 3.1G 6m 3.0G 50s 0.2G 2m < 35s 11s 5m 2.5G
5× 11s 0.4G 5m 16.7G 3m 1.2G 6m 1.6G 7m 1.5G 30s 0.2G 5m < 15s 4s 9m 2.2G
D2
21× 9m 2.8G 94m 41.0G 80m 25.2G 414m 58.0G 40m 65.0G 18m 2.5G 75m 26m 15m 263m 37.6G
5× 2m 1.3G 17m 29.5G 17m 5.9G 69m 16.0G 20m 14.6G 5m 1.0G 31m 4m 2m 72m 19.0G
D3
30× 19m 1.3G 307m 42.9G 146m 26.9G 430m 63.2G 37m 73.6G 27m 2.2G 11m 79m 25m 527m 34.1G
5× 3m 1.1G 18m 23.6G 12m 3.6G 21m 10.0G 42m 8.5G 5m 0.7G 19m 8m 2m 84m 14.8G
The memory usage of PREMIER is comparable to the suffix-array based method like Fiona,
and is more frugal than alignment-based methods like Coral and Karect. To further reduce
the memory footprint of PREMIER, especially for high-coverage datasets, Bloom filters can be
employed to filter the state space by kmer multiplicity, e.g. removing all kmers with unique
occurrence in R. Since a great proportion of K consists of erroneous kmers, the filtration can
expectedly reduce memory consumption, and concomitantly running time, at a small trade-off
for performance.
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