Abstract-We present a method for real-time 3D object instance detection that does not require a time-consuming training stage, and can handle untextured objects. At its core, our approach is a novel image representation for template matching designed to be robust to small image transformations. This robustness is based on spread image gradient orientations and allows us to test only a small subset of all possible pixel locations when parsing the image, and to represent a 3D object with a limited set of templates. In addition, we demonstrate that if a dense depth sensor is available we can extend our approach for an even better performance also taking 3D surface normal orientations into account. We show how to take advantage of the architecture of modern computers to build an efficient but very discriminant representation of the input images that can be used to consider thousands of templates in real time. We demonstrate in many experiments on real data that our method is much faster and more robust with respect to background clutter than current state-of-the-art methods.
Abstract-We present a method for real-time 3D object instance detection that does not require a time-consuming training stage, and can handle untextured objects. At its core, our approach is a novel image representation for template matching designed to be robust to small image transformations. This robustness is based on spread image gradient orientations and allows us to test only a small subset of all possible pixel locations when parsing the image, and to represent a 3D object with a limited set of templates. In addition, we demonstrate that if a dense depth sensor is available we can extend our approach for an even better performance also taking 3D surface normal orientations into account. We show how to take advantage of the architecture of modern computers to build an efficient but very discriminant representation of the input images that can be used to consider thousands of templates in real time. We demonstrate in many experiments on real data that our method is much faster and more robust with respect to background clutter than current state-of-the-art methods.
Index Terms-Computer vision, real-time detection and object recognition, tracking, multimodality template matching.
Ç

INTRODUCTION
R EAL-TIME object instance detection and learning are two important and challenging tasks in computer vision. Among the application fields that drive development in this area, robotics especially has a strong need for computationally efficient approaches as autonomous systems continuously have to adapt to a changing and unknown environment and to learn and recognize new objects.
For such time-critical applications, real-time template matching is an attractive solution because new objects can be easily learned and matched online, in contrast to statistical-learning techniques that require many training samples and are often too computationally intensive for real-time performance [1] , [2] , [3] , [4] , [5] . The reason for this inefficiency is that those learning approaches aim at detecting unseen objects from certain object classes instead of detecting a priori, known object instances from multiple viewpoints. Classical template matching tries to achieve the latter in classical template matching where generalization is not performed on the object class but on the viewpoint sampling. While this is considered as an easier task, it does not make the problem trivial, as the data still exhibit significant changes in viewpoint, in illumination, and in occlusion between the training and the runtime sequence.
When the object is textured enough for keypoints to be found and recognized on the basis of their appearance, this difficulty has been successfully addressed by defining patch descriptors that can be computed quickly and used to characterize the object [6] . However, this kind of approach will fail on textureless objects such as those of Fig. 1 , whose appearance is often dominated by their projected contours.
To overcome this problem, we propose a novel approach based on real-time template recognition for rigid 3D object instances, where the templates can be both built and matched very quickly. We will show that this makes it very easy and virtually instantaneous to learn new incoming objects by simply adding new templates to the database while maintaining reliable real-time recognition.
However, we also wish to keep the efficiency and robustness of statistical methods, as they learn how to reject unpromising image locations very quickly and tend to be very robust because they can generalize well from the training set. We therefore propose a new image representation that holds local image statistics and is fast to compute. It is designed to be invariant to small translations and deformations of the templates, which has been shown to be a key factor to generalization to different viewpoints of the same object [6] . In addition, it allows us to quickly parse the image by skipping many locations without loss of reliability.
Our approach is related to recent and efficient template matching methods [7] , [8] which consider only images and their gradients to detect objects. As such, they work even when the object is not textured enough to use feature point techniques, and learn new objects virtually instantaneously. In addition, they can directly provide a coarse estimation of the object pose, which is especially important for robots which have to interact with their environment. However, similarly to previous template matching approaches [9] , [10] , [11] , [12] , they suffer severe degradation of performance or even failure in the presence of strong background clutter such as the one displayed in Fig. 1 .
We therefore propose a new approach that addresses this issue while being much faster for larger templates. Instead of making the templates invariant to small deformations and translations by considering dominant orientations only as in [7] , we build a representation of the input images which has similar invariance properties but consider all gradient orientations in local image neighborhoods. Together with a novel similarity measure, this prevents problems due to too strong gradients in the background, as illustrated by Fig. 1 .
To avoid slowing down detection when using this finer method, we have to carefully consider how modern CPUs work. A naive implementation would result in many "memory cache misses," which slow down the computations, and we thus show how to structure our image representation in memory to prevent these and to additionally exploit heavy SSE parallelization. We consider this as an important contribution: Because of the nature of the hardware improvements, it is no longer guaranteed that legacy code will run faster on the new versions of CPUs [13] . This is particularly true for computer vision, where algorithms are often computationally expensive. It is now required to take the CPU architecture into account, which is not an easy task.
For the case where a dense depth sensor is available, we describe an extension of our method where additional depth data are used to further increase the robustness by simultaneously leveraging the information of the 2D image gradients and 3D surface normals. We propose a method that robustly computes 3D surface normals from dense depth maps in realtime, making sure to preserve depth discontinuities on occluding contours and to smooth out discretization noise of the sensor. The 3D normals are then used together with the image gradients and in a similar way.
In the remainder of the paper, we first discuss related work before we explain our approach. We then discuss the theoretical complexity of our approach. We finally present experiments and quantitative evaluations for challenging scenes.
RELATED WORK
Template matching has played an important role in tracking-by-detection applications for many years. This is due to its simplicity and its capability of handling different types of objects. It neither needs a large training set nor a time-consuming training stage, and can handle lowtextured or textureless objects, which are, for example, difficult to detect with feature points-based methods [6] , [14] . Unfortunately, this increased robustness often comes at the cost of an increased computational load that makes naive template matching inappropriate for real-time applications. So far, several works have attempted to reduce this complexity.
An early approach to Template Matching [12] and its extension [11] include the use of the Chamfer distance between the template and the input image contours as a dissimilarity measure. For instance, Gavrila and Philomin [11] introduced a coarse-to-fine approach in shape and parameter space using Chamfer Matching [9] on the Distance Transform (DT) of a binary edge image. The Chamfer Matching minimizes a generalized distance between two sets of edge points. Although fast when using the Distance Transform, the disadvantage of the Chamfer Transform is its sensitivity to outliers, which often result from occlusions.
Another common measure on binary edge images is the Hausdorff distance [15] . It measures the maximum of all distances from each edge point in the image to its nearest neighbor in the template. However, it is sensitive to occlusions and clutter. Huttenlocher et al. [10] tried to avoid that shortcoming by introducing a generalized Hausdorff distance which only computes the maximum of the kth largest distances between the image and the model edges and the lth largest distances between the model and the image edges. This makes the method robust against a certain percentage of occlusions and clutter. Unfortunately, a prior estimate of the background clutter in the image is required but not always available. Additionally, computing the Hausdorff distance is computationally expensive and prevents its real-time application when many templates are used.
Both Chamfer Matching and the Hausdorff distance can easily be modified to take the orientation of edge points into account. This drastically reduces the number of false positives as shown in [12] , but unfortunately also increases the computational load.
The methof of [16] is also based on the Distance Transform; however, it is invariant to scale changes and robust enough against planar perspective distortions to do real-time matching. Unfortunately, it is restricted to objects with closed contours, which are not always available.
All these methods use binary edge images obtained with a contour extraction algorithm, using the Canny detector [17] , for example, and they are very sensitive to illumination changes, noise, and blur. For instance, if the image contrast is lowered, the number of extracted edge pixels progressively decreases, which has the same effect as increasing the amount of occlusion.
The method proposed in [18] tries to overcome these limitations by considering the image gradients in contrast to the image contours. It relies on the dot product as a similarity measure between the template gradients and those in the image. Unfortunately, this measure rapidly declines with the distance to the object location or when the object appearance is even slightly distorted. As a result, the similarity measure must be evaluated densely and with many templates to handle appearance variations, making the method computationally costly. Using image pyramids provides some speed improvements; however, fine but important structures tend to be lost if one does not carefully sample the scale space.
Contrary to the above-mentioned methods, there are also approaches addressing the general visual recognition problem: They are based on statistical learning and aim at detecting object categories rather than a priori, known object instances. While they are better at category generalization, they are usually much slower during learning and runtime, which makes them unsuitable for online applications.
For example, Amit et al. [19] proposed a coarse to fine approach that spreads gradient orientations in local neighborhoods. The amount of spreading is learned for each object part in an initial stage. While this approachused for license plate reading-achieves high recognition rates, it is not real-time capable.
Histogram of Gradients (HoG) [1] is another related and very popular method. It statistically describes the distribution of intensity gradients in localized portions of the image. The approach is computed on a dense grid with uniform intervals and uses overlapping local histogram normalization for better performance. It has proven to give reliable results but tends to be slow due to the computational complexity.
Ferrari et al. [4] provided a learning-based method that recognizes objects via a Hough-style voting scheme with a nonrigid shape matcher on object boundaries of a binary edge image. The approach applies statistical methods to learn the model from few images that are only constrained within a bounding box around the object. While giving very good classification results, the approach is neither appropriate for object tracking in real time due to its expensive computation nor is it precise enough to return the accurate pose of the object. Additionally, it is sensitive to the results of the binary edge detector, an issue that we discussed before.
Kalal et al. [20] very recently developed an online learning-based approach. They showed how a classifier can be trained online in real time, with a training set generated automatically. However, as we will see in the experiments, this approach is only suitable for smooth background transitions and not appropriate to detect known objects over unknown backgrounds.
Opposite to the above-mentioned learning-based methods, there are also approaches that are specifically trained on different viewpoints. As with our template-based approach, they can detect objects under different poses, but typically require a large amount of training data and a long offline training phase. For example, in [5] , [21] , [22] , one or several classifiers are trained to detect faces or cars under various views.
More recent approaches for 3D object detection are related to object class recognition. Stark et al. [23] rely on 3D CAD models and generate a training set by rendering them from different viewpoints. Liebelt and Schmid [24] combine a geometric shape and pose prior with natural images. Su et al. [25] use a dense, multiview representation of the viewing sphere combined with a part-based probabilistic representation. While these approaches are able to generalize to the object class, they are not real-time capable and require expensive training.
From the related works which also take into account depth data there are mainly approaches related to pedestrian detection [26] , [27] , [28] , [29] . They use three kinds of cues: image intensity, depth, and motion (optical flow). The most recent approach of Enzweiler et al. [26] builds part-based models of pedestrians in order to handle occlusions caused by other objects and not only selfocclusions modeled in other approaches [27] , [29] . Besides pedestrian detection, there has been an approach to object classification, pose estimation, and reconstruction introduced by Sun et al. [30] . The training data set is composed of depth and image intensities ,while the object classes are detected using the modified Hough transform. While quite effective in real applications, these approaches still require exhaustive training using large training data sets. This is usually prohibited in robotic applications, where the robot has to explore an unknown environment and learn new objects online.
As mentioned in the introduction, we recently proposed a method to detect textureless 3D object instances from different viewpoints based on templates [7] . Each object is represented as a set of templates, relying on local dominant gradient orientations to build a representation of the input images and the templates. Extracting the dominant orientations is useful to tolerate small translations and deformations. It is fast to perform and, most of the time, discriminant enough to avoid generating too many false positive detections.
However, we noticed that this approach degrades significantly when the gradient orientations are disturbed by stronger gradients of different orientations coming from background clutter in the input images. In practice, this often happens in the neighborhood of the silhouette of an object, which is unfortunate as the silhouette is a very important cue especially for textureless objects. The method we propose in this paper does not suffer from this problem while running at the same speed. Additionally, we show how to extend our approach to handle 3D surface normals at the same time if a dense depth sensor like the Kinect is available. As we will see, this increases the robustness significantly.
PROPOSED APPROACH
In this section, we describe our template representation and show how a new representation of the input image can be built and used to parse the image to quickly find objects. We will start by deriving our similarity measure, emphasizing the contribution of each aspect of it. We also show how we implement our approach to efficiently use modern processor architectures. Additionally, we demonstrate how to integrate depth data to increase robustness if a dense depth sensor is available.
Similarity Measure
Our unoptimized similarity measure can be seen as the measure defined by Steger in [18] modified to be robust to small translations and deformations. Steger suggests using
where oriðO; rÞ is the gradient orientation in radians at location r in a reference image O of an object to detect. Similarly, oriðI ; c þ rÞ is the gradient orientation at c shifted by r in the input image I . We use a list, denoted by P, to define the locations r to be considered in O. This way we can deal with arbitrarily shaped objects efficiently. A template T is therefore defined as a pair T ¼ ðO; PÞ. Each template T is created by extracting a small set of its most discriminant gradient orientations from the corresponding reference image, as shown in Fig. 2 , and by storing their locations. To extract the most discriminative gradients we consider the strength of their norms. In this selection process, we also take the location of the gradients into account to avoid an accumulation of gradient orientations in one local area of the object while the rest of the object is not sufficiently described. If a dense depth sensor is available, we can extend our approach with 3D surface normals, as shown on the right side of Fig. 2 .
Considering only the gradient orientations and not their norms makes the measure robust to contrast changes, and taking the absolute value of the cosine allows it to correctly handle object occluding boundaries: It will not be affected if the object is over a dark background or a bright background.
The similarity measure of (1) is very robust to background clutter, but not to small shifts and deformations. A common solution is to first quantize the orientations and to use local histograms like in SIFT [6] or HoG [1] . However, this can be unstable when strong gradients appear in the background. In DOT [7] , we kept the dominant orientations of a region. This was faster than building histograms, but suffers from the same instability. Another option is to apply Gaussian convolution to the orientations like in DAISY [31] , but this would be too slow for our purpose.
We therefore propose a more efficient solution. We introduce a similarity measure that, for each gradient orientation on the object, searches in a neighborhood of the associated gradient location for the most similar orientation in the input image. This can be formalized as EðI; T ; cÞ ¼ X r2P max t2RðcþrÞ cosðoriðO; rÞ À oriðI ; tÞÞ j j ; ð2Þ
defines the neighborhood of size T centered on location c þ r in the input image. Thus, for each gradient we align the local neighborhood exactly to the associated gradient location, whereas in DOT, the gradient orientation is adjusted only to some regular grid. We show below how to compute this measure efficiently.
Computing the Gradient Orientations
Before we continue with our approach, we shortly discuss why we use gradient orientations and how we extract them easily. We chose to consider image gradients because they proved to be more discriminant than other forms of representations [6] , [18] and are robust to illumination change and noise. Additionally, image gradients are often the only reliable image cue when it comes to textureless objects. Considering only the orientation of the gradients and not their norms makes the measure robust to contrast changes, and taking the absolute value of cosine between them allows it to correctly handle object occluding boundaries: It will not be affected if the object is over a dark background or a bright background.
To increase robustness, we compute the orientation of the gradients on each color channel of our input image separately and for each image location use the gradient orientation of the channel whose magnitude is largest, as done in [1] , for example. Given an RGB color image I, we compute the gradient orientation map I G ðxÞ at location x with I G ðxÞ ¼ oriðĈðxÞÞ; ð3Þ whereĈ ðxÞ ¼ argmax
and R; G; B are the RGB channels of the corresponding color image. In order to quantize the gradient orientation map we omit the gradient direction, consider only the gradient orientation, and divide the orientation space into n 0 equal spacings, as shown in Fig. 3 . To make the quantization robust to noise, we assign to each location the gradient whose quantized orientation occurs most often in a 3 Â 3 neighborhood. We also keep only the gradients whose norms are larger than a small threshold. The whole unoptimized process takes about 31 ms on the CPU for a VGA image. is available, we can also make use of surface 3D normals, which are mainly found on the body of the duck. The normal location r k is displayed in pink. Right: The combination of 2D image gradients and 3D surface normals leads to an increased robustness (see Section 2.9). This is due to the complementarity of the visual cues: Gradients are usually found on the object contour, while surface normals are found on the object interior.
Spreading the Orientations
In order to avoid evaluating the max operator in (2) every time a new template must be evaluated against an image location, we first introduce a new binary representationdenoted by J -of the gradients around each image location. We will then use this representation together with lookup tables to efficiently precompute these maximal values.
The computation of J is depicted in Fig. 4 . We first quantize orientations into a small number of n o values as done in previous approaches [6] , [1] , [7] . This allows us to "spread" the gradient orientations oriðI ; tÞ of the input image I around their locations to obtain a new representation of the original image.
For efficiency, we encode the possible combinations of orientations spread to a given image location m using a binary string: Each individual bit of this string corresponds to one quantized orientation, and is set to 1 if this orientation is present in the neighborhood of m. The strings for all the image locations form the image J on the right part of Fig. 4 . These strings will be used as indices to access lookup tables for fast precomputation of the similarity measure, as it is described in the next section.
J can be computed very efficiently: We first compute a map for each quantized orientation, whose values are set to 1 if the corresponding pixel location in the input image has this orientation and 0 if it does not. J is then obtained by shifting these maps over the range of ½À
and merging all shifted versions with an OR operation.
Precomputing Response Maps
As shown in Fig. 5 , J is used together with lookup tables to precompute the value of the max operation in (2) for each location and each possible orientation oriðO; rÞ in the template. We store the results into 2D maps S i . Then, to evaluate the similarity function, we will just have to sum values read from these S i s. We use a lookup table i for each of the n o quantized orientations, computed offline as
where . i is the index of the quantized orientations; to keep the notations simple, we also use i to represent the corresponding angle in radians; . L is a list of orientations appearing in a local neighborhood of a gradient with orientation i as described in Section 3.3. In practice, we use the integer value corresponding to the binary representation of L as an index to the element in the lookup table. For each orientation i, we can now compute the value at each location c of the response map S i as
Finally, the similarity measure of (2) can be evaluated as EðI; T ; cÞ ¼ X r2P S oriðO;rÞ ðc þ rÞ:
Since the maps S i are shared between the templates, matching several templates against the input image can be done very fast once the maps are computed.
Linearizing the Memory for Parallelization
Thanks to (7), we can match a template against the whole input image by only adding the values in the response maps S i . However, one of the advantages of spreading the orientations as was done in Section 3.3 is that it is sufficient to do the evaluation only every T th pixel without reducing the recognition performance. If we want to exploit this property efficiently, we have to take into account the architecture of modern computers. Modern processors do not read only one data value at a time from the main memory but several ones simultaneously, called a cache line. Accessing the memory at random places results in a cache miss and slows down the computations. On the other hand, accessing several values from the same cache line is very cheap. As a consequence, storing data in the same order as they are read speeds up the computations significantly. In addition, this allows parallelization: For instance, if 8-bit values are used as it is the case for our S i maps, SSE instructions can perform operations on 16 values in parallel. On multicore processors or on the GPU, even more operations can be performed simultaneously. For example, the NVIDIA Quadro GTX 590 can perform 1,024 operations in parallel.
Therefore, as shown in Fig. 6 , we store the precomputed response maps S i into memory in a cache-friendly way: We restructure each response map so that the values of one row that are T pixels apart on the x-axis are now stored next to each other in memory. We continue with the row which is T pixels apart on the y-axis once we finished with the current one.
Finally, as described in Fig. 7 , computing the similarity measure for a given template at each sampled image location can be done by adding the linearized memories with an appropriate offset computed from the locations r in the templates.
Extension to Dense Depth Sensors
In addition to color images, recent commodity hardware like the Kinect allows to capture dense depth maps in real Using the linear memories. We can compute the similarity measure over the input image for a given template by adding up the linear memories for the different orientations of the template (the orientations are visualized by black arrows pointing in different directions), shifted by an offset depending on the relative locations ðr x ; r y Þ > in the template with respect to the anchor point. Performing these additions with parallel SSE instructions further speeds up the computation. In the final similarity map E, only each T th pixel has to be parsed to find the object.
time. If these depth maps are aligned to the color images, we can make use of them to further increase the robustness of our approach as we have recently shown in [32] .
Similarly to the image cue, we decided to use quantized surface normals computed from a dense depth map in our template representation, as shown in Fig. 8 . They allow us to represent both close and far objects while fine structures are preserved.
In the following, we propose a method for the fast and robust estimation of surface normals in a dense range image. Around each pixel location x, we consider the first order Taylor expansion of the depth function DðxÞ Dðx þ dxÞ À DðxÞ ¼ dx
Within a patch defined around x, each pixel offset dx yields an equation that constrains the value of rD, allowing us to estimate an optimal gradientr D in a least-square sense. This depth gradient corresponds to a 3D plane going through three points X, X 1 , and X 2 :
whereṽðxÞ is the vector along the line of sight that goes through pixel x and is computed from the internal parameters of the depth sensor. The normal to the surface at the 3D point that projects on x can be estimated as the normalized cross-product of X 1 À X and X 2 À X. However, this would not be robust around occluding contours, where the first order approximation of (8) no longer holds. Inspired by bilateral filtering, we ignore the contributions of pixels whose depth difference with the central pixel is above a threshold. In practice, this approach effectively smooths out quantization noise on the surface, while still providing meaningful surface normal estimates around strong depth discontinuities. Our similarity measure is then defined as the dot product of the normalized surface normals, instead of the cosine difference for the image gradients in (2) . We otherwise apply the same technique we apply to the image gradients. The combined similarity measure is simply the sum of the measure for the image gradients and the one for the surface normals.
To make use of our framework we have to quantize the 3D surface normals into n 0 bins. This is done by measuring the angles between the computed normals and a set of n 0 precomputed vectors. These vectors are arranged in a circular cone shape originating from the peak of the cone pointing toward the camera. To make the quantization robust to noise, we assign to each location the quantized value that occurs most often in a 3 Â 3 neighborhood. The whole process is very efficient and needs only 14 ms on the CPU and less than 1 ms on the GPU.
Computation Time Study
In this section, we compare the numbers of operations required by the original method from [18] and the method we propose.
The time required by E Steger from [18] to evaluate R templates over an M Â N image is M Á N Á R Á G Á ðS þ AÞ, with G the average number of gradients in a template, S the time to evaluate the similarity function between two gradient orientations, and A the time to add two values.
Changing E Steger to (2) and making use of J leads to a computation time of
where L is the time needed for accessing once the lookup tables i and O is the time to OR two values together. The first term corresponds to the time needed to compute J , the second one to the time needed to actually compute (2) .
Precomputing the response maps S i further changes the complexity of our approach to
Linearizing our memory allows the additional use of parallel SSE instructions. In order to run 16 operations in parallel, we approximate the response values in the lookup tables using bytes. The final complexity of our algorithm is
In practice, we use T ¼ 8, M ¼ 480, N ¼ 640, R > 1;000, G % 100, and n o ¼ 8. If we assume for simplicity that L % A % O % 1 time unit, this leads to a speed improvement compared to the original energy formulation E Steger of a factor T 2 Á 16ð1 þ SÞ if we assume that the number of . Combining many modalities results in a more discriminative response function. Here, we compare LINE-MOD against LINE-2D on the shown image. We plot the response function of both methods with respect to the true location of the monkey. One can see that the response of LINE-MOD exhibits a single and discriminative peak, whereas LINE-2D has several peaks which are of comparable height. This is one explanation why LINE-MOD works better and produces fewer false positives.
templates R is large. Note that we did not incorporate the cache friendliness of our approach since it is very hard to model. Still, since [18] evaluates the similarity of two orientations with the normalized dot product of the two corresponding gradients, S can be set to 3 and we obtain a theoretical gain in speed of at least a factor of 4,096.
Experimental Validation
We compared our approach, which we call LINE (for LINEearizing the memory), to DOT [7] , HOG [1] , TLD [20] , and the Steger method [18] . For these experiments we used three different variations of LINE: LINE-2D that uses the image gradients only, LINE-3D that uses the surface normals only, and LINE-MOD, for multimodal, which uses both. DOT is a representative for fast template matching while HOG and Steger stand for slow but very robust template matching. In contrast to them, TLD represents very recent insights in online learning.
Instead of gray value gradients, we used the color gradient method of Section 3.2 for DOT, HOG, and Steger, Fig. 10 . Left: Our new approach runs in real time and can parse a 640 Â 480 image with over 3,000 templates at about 10 fps. Middle: Our new approach is linear with respect to occlusion. Right: Average recognition score for the six objects of Section 2.9 with respect to occlusion. Fig. 11 . Comparison of LINE-2D, which is based on gradients, LINE-3D, which is based on normals, and LINE-MOD, which uses both cues, to DOT [7] , HOG [1] , Steger [18] , and TLD [20] on real 3D objects. Each row corresponds to a different sequence (made of over 2,000 images each) on heavily cluttered background: a monkey, a duck, and a camera. The approaches were trained on a homogeneous background. Left: Percentage of true positives plotted against the average percentage of false positives. LINE-2D outperforms all other image-based approaches when considering the combination of robustness and speed. If a dense depth sensor is available, we can extend LINE to 3D surface normals, resulting in LINE-3D and LINE-MOD. LINE-MOD provides about the same recognition rates for all objects, while the other approaches have a much larger variance depending on the object type. LINE-MOD outperforms the other approaches in most cases. Middle: The distribution of true and false positives plotted against the threshold. In the case of LINE-MOD, they are better separable from each other than in the case of LINE-2D. Right: One sample image of the corresponding sequence shown with the object detected by LINE-MOD.
which resulted in an enhancement of recognition. Moreover, we used the author's implementations for DOT and TLD. For the approach of Steger we used our own implementation with four pyramid levels. For HOG, we also used our own optimized implementation and replaced the Support Vector Machine mentioned in the original work of HOG by a nearest neighbor search. In this way, we can use it as a robust representation and quickly learn new templates as with the other methods.
The experiments were performed on one processor of a standard notebook with an Intel Centrino Processor Core2Duo with 2.4 GHz and 3 GB of RAM. For obtaining the image and the depth data we used the Primesense PSDK 5.0 device.
Robustness
We used six sequences made of over 2,000 real images each. Each sequence presents illumination and large viewpoint changes over a heavily cluttered background. Ground truth is obtained with a calibration pattern attached to each scene that enables us to know the actual location of the object. The templates were learned over a homogeneous background.
We consider the object to be correctly detected if the location given back is within a fixed radius of the ground truth position.
As we can see in the left columns of Figs. 11 and 12, LINE-2D mostly outperforms all other image-based approaches. The only exception is the method of Steger, which gives similar results. This is because our approach and the The same experiments as shown in Fig. 11 , for different objects: a cup, a toy car, and a hole punch. These values were evaluated on 2,000 images for each object.
TABLE 1 True and False Positive Rates for Different Thresholds on the Similarity Measure of Different Methods
In some cases, no hypotheses were given back, so the sum of true and false positives can be lower than 100 percent. LINE-2D outperforms all other image-based approaches when taking into account the combination of performance rate and speed. If a dense depth sensor is available, our LINE-MOD approach obtains very high recognition rates at the cost of almost no false positives, and outperforms all the other approaches.
one of Steger use similar score functions. However, the advantage of our method in terms of computation times is very clear from Fig. 10 .
The reason for the weak detection results of TLD is that while this method works well under smooth background transition, it is not suitable to detect known objects over unknown backgrounds.
If a dense depth sensor is available we can further increase the robustness without becoming slower at runtime. This is depicted in the left columns of Figs. 11 and 12, where LINE-MOD always outperforms all the other approaches and shows only a few false positives. We believe that this is due to the complementarity of the object features that compensate for the weaknesses of each other (see Fig. 9 ). The depth cue alone often performs not very well.
The superiority of LINE-MOD becomes more obvious in Table 1 : If we set the threshold for each approach to allow for 97 percent true positive rate and only evaluate the hypothesis with the largest response, we obtain for LINE-MOD a high detection rate with a very small false positive rate. This is in contrast to LINE-2D, where the true positive rate is often over 90 percent, but the false positive rate is not negligible. The true positive rate is computed as the ratio of correct detections and the number of images; similarly, the false positive rate is the ratio of the number of incorrect detections and the number of images.
One reason for this high robustness is the good separability of the multimodal approach as shown in the middle of Figs. 11 and 12: In contrast to LINE-2D, where we have a significant overlap between true and false positives, LINE-MOD separates at a specific thresholdabout 80 in our implementation-almost all true positives well from almost all false positives. This has several advantages. First, we will detect almost all instances of the object by setting the threshold to this specific value. Second, we also know that almost every returned template with a similarity score above this specific value is a true positive. Third, the threshold is always around the same value, which supports the conclusion that it might also work well for other objects.
Speed
Learning new templates only requires extracting and storing the image features (and, if used, the depth features), which is almost instantaneous. Therefore, we concentrate on runtime performance.
The runtimes given in Fig. 10 show that the general LINE approach is real time and can parse a VGA image with over 3,000 templates with about 10 fps on the CPU. The small difference of computation times between LINE-MOD and LINE-2D and LINE-3D comes from the slightly slower preprocessing step of LINE-MOD, which includes the two preprocessing steps of LINE-2D and LINE-3D.
DOT is initially faster than LINE but becomes slower as the number of templates increases. This is because the runtime of LINE is independent of the template size, whereas the runtime of DOT is not. Therefore, to handle larger objects DOT has to use larger templates, which makes the approach slower once the number of templates increases.
Our implementation of Steger et al. is approximately 100 times slower than our LINE-MOD method. Note that we use four pyramid levels for more efficiency, which is one of the reasons for the different speed improvement given in Section 3.7, where we assumed no image pyramid.
TLD uses a tree classifier similar to [33] , which is the reason why the timings stay relatively equal with respect to the number of templates. Since this paper is concerned with detection, for this experiment we consider only the detection component of TLD and not the tracking component.
Occlusion
We also tested the robustness of LINE-2D and LINE-MOD with respect to occlusion. We added synthetic noise and illumination changes to the images, incrementally occluded the six different objects of Section 3.9 and measured the corresponding response values. As expected, the similarity measures used by LINE-2D and LINE-MOD behave linearly in the percentage of occlusion, as reported in Fig. 10 . This is a desirable property since it allows detection of partly occluded templates by setting the detection threshold with respect to the tolerated percentage of occlusion.
We also experimented with real scenes where we first learned our six objects in front of a homogeneous background and then added heavy 2D and 3D background clutter. For recognition we incrementally occluded the objects. We define our object as correctly recognized if the template with the highest response is found within a fixed radius of the ground truth object location. The average recognition result is displayed in Fig. 10 : With 20 percent occlusion for LINE-2D and with over 30 percent occlusion for LINE-MOD we are still able to recognize objects. 
Number of Templates
We discuss here the average number of templates needed to detect an arbitrary object from a large number of viewpoints. In our implementation, approximately 2,000 templates are needed to detect an object with 360 degree tilt rotation, 90 degree inclination rotation and in-plane rotations of AE80 degree-tilt and inclination cover the half-sphere of Fig. 17 . With the number of templates given here, the detection works for scale changes in the range of ½1:0; 2:0.
Examples
Figs. 14, 15, and 16 show the output of our methods on textureless objects in different heavy cluttered inside and outside scenes. The objects are detected under partial occlusion, drastic pose, and illumination changes. In Figs. 14 and 15, we only use gradient features, whereas in Fig. 16 , we also use 3D normal features. Note that we could not apply LINE-MOD outside since the Primesense device was not able to produce a depth map under strong sunlight. Fig. 13 shows the limitations of our method. It tends to produce false positives and false negatives in case of motion blur. False positives and false negatives can also be produced when some templates are not discriminative enough.
Failure Cases
CONCLUSION
We presented a new method that is able to detect 3D textureless objects in real time under heavily background clutter, illumination changes, and noise. We also showed that if a dense depth sensor is available, 3D surface normals can be robustly and efficiently computed and used together with 2D gradients to further increase the recognition performance. We demonstrated how to take advantage of the architecture of modern computers to build a fast but very discriminant representation of the input images that can be used to consider thousands of arbitrarily sized and arbitrarily shaped templates in real time. Additionally, we have shown that our approach outperforms state-of-the-art methods with respect to the combination of recognition rate and speed, especially in heavily cluttered environments. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
