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Resumen 
 
El proyecto tiene como objetivo principal el estudio de técnicas Cross-layer para 
optimizar el rendimiento de las redes inalámbricas en modo ad-hoc, a partir del 
estándar IEEE 802.11. El principio de funcionamiento de las técnicas Cross-layer se 
basa en el intercambio de información entre las capas del modelo OSI que forman el 
sistema de comunicaciones, para mejorar su rendimiento. 
 
De cara a realizar este estudio se ha implementado un software en el lenguaje de 
programación C++, que ha permitido simular el comportamiento de un sistema de 
comunicaciones inalámbricas basadas en el estándar 802.11, con el protocolo de 
acceso al canal MACA, obteniendo así el sistema de referencia.  
 
Se ha estudiado el comportamiento del sistema de referencia incluyendo la 
aplicación de las técnicas Cross-layer propuestas. 
 
Ha sido definido un escenario de estudio que incluye un modelo de canal de 
comunicaciones inalámbricas, nodos móviles y la implementación del protocolo  
MAC, CSMA/CA con RTS/CTS. Cada uno de ellos presenta unas características que 
se han intentado asemejar lo máximo al caso real, empleando los valores del 
estándar IEEE 802.11b. 
 
Tras diseñar y simular diversos casos de estudio, se ha analizado el comportamiento 
del sistema frente a cada una de las técnicas Cross-layer propuestas y se ha 
comprobado mejoras en el rendimiento del sistema.  El descenso del retardo de 
transmisión, el aumento del throughput del sistema o el ahorro del consumo de 
energía de los nodos son las aportaciones más destacadas que aportan estas 
técnicas al sistema.  
 
Finalmente, se ha comprobado que las técnicas Cross-layer aumentan el 
rendimiento del sistema bajo diversos protocolos de capa MAC, como Aloha y 
MACA, considerándose apropiada la aplicación de estas en diseños de redes 
inalámbricas distribuidas reales. 
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Overview 
 
The main aim of the Project is to study different Cross-layer techniques in order to 
optimize the performance of the wireless networks in way ad-hoc, from the standard 
IEEE 802.11. The principle of operation of the Cross-layer techniques is based on 
the exchange of information between the layers of OSI model that form the system of 
communications, to improve their performance. 
 
In order to make this study, a software has been designed in the programming 
language C++. It has allowed to simulate the behaviour of wireless communications 
system based on standard 802.11, with the channel access protocol MACA, 
obtaining the reference system. 
 
The behaviour of the reference system has been studied after the application of the 
Cross-layer techniques. 
 
A scene of study has been defined; it includes a channel model of wireless 
communication, mobile nodes and the implementation of MAC protocol, CSMA/CA 
with RTS/CTS. The characteristics of each one have been tried to resemble the 
maximum the real case, using the values of the standard IEEE 802.11b. 
 
After designing and simulating several cases of study, the behaviour of the system 
has been analyzed after the application of each one of Cross-layer techniques and 
we have verified the improvements in the performance of the system. The reduction 
of the transmission delay, the increase of the system throughput and the savings in 
the spend of energy in the nodes are the most important contributions of these 
technical to the system.  
 
Finally, we have verified that Cross-layer techniques improve the performance of the 
system under diverse MAC layer protocols, like Aloha and MACA, being considered 
appropriate the application of these in real designs of distributed wireless networks.   
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INTRODUCCIÓN, MOTIVACIONES Y OBJETIVOS 
 
Introducción 
 
En los últimos años, las comunicaciones inalámbricas se han puesto a la 
delantera en el ámbito de la investigación debido a las ventajas que aportan y a 
su reducido coste. Las redes inalámbricas proporcionan la capacidad de 
trabajar en lugares donde los dispositivos no pueden estar siempre en un 
mismo lugar o necesitan desplazarse, como es el caso de PDA´s, ordenadores 
portátiles, GPS´s, etc. En la actualidad las redes wireless con más aplicación 
son las WLAN o redes de área local, basadas en el estándar IEEE 802.11, 
conjunto de especificaciones para la comunicación entre equipos sin cables. 
 
La finalidad de las WLAN no es llegar a sustituir a las redes cableadas debido a 
que estas presentan un mejor rendimiento que las inalámbricas al: 
 
 Soportar anchos de banda mayores. 
 Introducir un menor retardo. 
 Disminuir la probabilidad de error en el bit en los paquetes transmitidos. 
 Aplicación más simple en sistemas detectores de colisiones. 
 
No obstante, la combinación de las tecnologías wireless y cableadas, 
generando una "Red Híbrida", está siendo aplicada con éxito (ver [9]). Se 
considera el sistema cableado como la parte troncal de la red y el inalámbrico 
proporciona movilidad adicional al usuario dentro de un área de cobertura, 
como por ejemplo una biblioteca. Estas tecnologías tienen un gran rango de 
áreas de aplicación, como muestra la figura 1. 
 
 Educación: Sustituir cuadernos por ordenadores portátiles, facilitando el 
acceso a contenidos multimedia educativos en un servidor de la escuela. 
 Militares: Realizar comunicaciones encriptadas sin necesidad de 
emplear satélites ni enlaces terrestres. 
 Trabajo: camareros con PDA´s para realizar pedidos, comerciales que 
consulten datos de la empresa, seguimiento de conferencias,… 
 Ocio: Lugares públicos donde sea imposible establecer ordenadores y 
se necesite la conexión a Internet: aeropuertos, hoteles o Universidades 
 
 
 
Fig 1. Aplicaciones de las redes inalámbricas 
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Motivaciones del proyecto 
 
Dada la gran gama de aplicaciones y la necesidad de garantizar cierta calidad 
de servicio (QoS) se están realizando estudios para mejorar el rendimiento a 
través de nuevas técnicas de control de acceso al medio (capa MAC). Uno de 
los estudios (ver [5]) se ha centrado en mejorar el rendimiento de las redes ad-
hoc intercambiando información entre la capa física y la capa MAC con la 
finalidad de adaptar el envío de datos a las condiciones del canal. Esto es 
posible a través de las denominadas técnicas Cross-layer (ver [8]). Estas 
técnicas han sido probadas sobre el protocolo MAC Aloha, aumentando su 
throughput y disminuyendo el retardo en las transmisiones. Sin embargo, la 
simplicidad de este protocolo y las carencias que presenta no asegura que 
estas técnicas puedan ser aplicadas con la misma eficacia a otros algoritmos 
de protocolo MAC más complejos. 
 
La ambición por mejorar el rendimiento de las polivalentes redes ad-hoc WLAN 
basadas en el estándar 802.11 y el interés por la eficacia de las técnicas  
Cross-layer han sido las motivaciones para la realización del presente proyecto. 
 
Objetivos 
 
El principal objetivo del proyecto es verificar que las técnicas Cross-layer  
garantizan un mejor rendimiento en redes WLAN ad-hoc, no sólo bajo el 
protocolo Aloha, sino también empleando un protocolo más complejo con es el 
MACA, CSMA/CA con RTS/CTS, actual protocolo de la capa MAC del 802.11b. 
 
Mejorar el throughput en el sistema, reducir el retardo de las transmisiones, 
evitar colisiones y reducir el consumo de los dispositivos es el comportamiento 
que se espera conseguir en el sistema de referencia tras aplicar Cross-layer. 
Para lograr estos objetivos se ha distribuido el  proyecto en distintos apartados. 
 
 1er  capítulo: Se introduce una base teórica de los tipos de redes ad-hoc 
existentes, el estándar 802.11 y los protocolos MAC más empleados. 
 
 2º capítulo: Se detalla el funcionamiento de las técnicas Cross-layer. 
 
 3er capítulo: Se describe el escenario de trabajo simulado, especificando 
cada uno de los parámetros que intervienen. 
 
 4º capítulo: Se explica la estructura de programación del simulador así 
como las clases y funciones principales que lo componen. 
 
 5º capítulo: Se definen las variables estudiadas y se presentan los 
resultados obtenidos y su análisis tras la realización de las simulaciones. 
 
 6º capítulo: Se presentan las conclusiones del proyecto realizado. 
 
Finalmente se analiza el impacto medioambiental del proyecto y en los anexos 
se muestran otros aspectos como el estudio del sistema de referencia y el 
efecto de la longitud de las tramas de datos.  
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CAPÍTULO 1. ASPECTOS TEÓRICOS 
1.1. Las comunicaciones inalámbricas 
 
Una red inalámbrica es aquella en la que diferentes dispositivos se comunican 
entre ellos sin necesidad de ninguna conexión vía cable. Es decir cada 
elemento de la red se comunica con otro mediante ondas electromagnéticas. 
En la actualidad existen diversos tipos de redes inalámbricas, pero la más 
empleada es la WLAN o red de área local. A continuación se muestran dos 
formas de clasificar las redes inalámbricas. 
 
 
1.1.1. Tipos de Redes 
 
En función de la distancia de alcance se clasifican las redes wireless (ver [10]) 
en: 
 
 WPAN (Wireless Personal Area Network): Su alcance es menor a 10 
metros. Las más destacadas en la actualidad son Bluetooth e Infrarrojos. 
 
 WLAN (Wireless Local Area Network): Su alcance es de 100 metros. 
Las tecnologías más comunes son Zigbee, Wi-Fi. Home-RF e HiperLAN2.  
 
 WMAN (Wireless Metropolitan Area Network): Su alcance pretende 
ser similar a una ciudad. Un ejemplo de WMAN es WIMAX. 
 
 Red Global: Su alcance pretende cubrir un país o región. Los sistemas 
de telefonía móvil como GSM y UMTS son un claro ejemplo. 
 
1.1.2. Topologías 
 
Las redes inalámbricas poseen dos topologías de trabajo (ver [1] y [4]). 
 
Redes inalámbricas centralizadas. También conocidas como last-hop 
networks suelen ser extensiones de redes cableadas con equipos inalámbricos 
en los extremos de la red. Estas redes poseen un equipo intermedio entre los 
equipos inalámbricos y la red cableada, llamado access point, que permite la 
interconexión entre ambas redes. 
 
Redes inalámbricas ad-hoc o distribuidas. Están formadas por terminales 
inalámbricos que se comunican con otros sin ningún tipo de infraestructura pre-
existente. Los dispositivos inalámbricos tienen una interfaz inalámbrica (RF o 
infrarrojo) y el intercambio de información entre ellos se realiza de un modo 
distribuido. Las redes ad-hoc no tienen un administrador central, de ese modo 
se evita que las redes no se colapsen o incomuniquen cuando falla un solo 
nodo (access point).  
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1.2. Limitaciones de las redes inalámbricas 
 
Las redes inalámbricas (ver [1] y [3]) presentan una gran cantidad de ventajas 
respecta a movilidad y comunicación entre equipos, sin embargo existen una 
serie de limitaciones o problemas que reducen su rendimiento. 
 
A. Modo de operación Half Duplex: Cuando un nodo transmite, gran parte de 
la energía transmitida es pérdida en el camino, llegando al destino una señal 
con una orden de magnitud menor a la de transmisión. De modo que la señal 
interferente de transmisión tiene un nivel superior a la señal recibida, 
impidiendo la distinción entre señales. Por este motivo las transmisiones deben 
de ser multiplexadas en tiempo TDD siendo posible sólo transmitir o recibir.  
 
B. Variación del canal en tiempo: El medio de propagación empleado no es 
un medio constante en el tiempo porque las señales pueden sufrir fluctuaciones 
de potencia debido a la posición móvil de los nodos o a los efectos de los 
obstáculos (shadowing) que rodea al nodo.   
 
C. Errores de trama introducidos por el canal: una consecuencia de la 
variación del canal en tiempo y  de la longitud de la señal, es la presencia de 
errores en la trama enviada. La probabilidad de error en medios inalámbricos 
es de 10-3, muy superior a la del cable de  10-6.  
 
D. Localización dependiente de la escucha del canal: En la transmisión 
inalámbrica sólo los nodos cercanos al nodo transmisor conocen que el medio 
está ocupado a través de la escucha del canal. Sin embargo este sistema no es 
siempre efectivo presentando situaciones como nodos ocultos o expuestos. 
 
1.3. El estándar  802.11 
 
En 1997 el Instituto de Ingenieros Eléctricos y Electrónicos (IEEE) publicó un 
conjunto de normas para redes de área local inalámbricas, el estándar IEEE 
802.11, con la finalidad de resolver el problema de comunicación entre equipos 
inalámbricos de fabricantes diferentes.  
 
La especificación original del IEEE 802.11 preveía conexiones a velocidades de 
1 ó 2 Mbps en la banda de  2,4 GHz utilizando dos tipos de espectro expandido 
(spread spectrum): salto de frecuencias (FHSS) o secuencia directa (DSSS). El 
objetivo principal a la hora de utilizar el espectro expandido es transmitir 
ocupando una banda de frecuencias mayor de la necesaria. FHSS (salto de 
frecuencias) se basa en que transmite en diferentes bandas de frecuencias, 
saltando de una otra de forma aleatoria que es imposible predecir. Por contra, 
con DSSS (secuencia directa) se envían varios bits por cada bit de información 
real. 
 
La tabla 1.1. muestra las características principales de los tres estándares más 
empleados que han evolucionado del 802.11, el 802.11a, el 802.11b y el 
802.11g. 
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Tabla 1.1. Características de los estándares 802.11a, 802.11b y 802.11g 
 
Versión 802.11a 802.11b 802.11g 
Velocidad Máxima 54 Mbps 11 Mbps 54 Mbps 
Modulación OFDM CCK / DSSS OFDM / DSSS 
Espectro 5 Ghz 2.4 – 2.483 Ghz 2.4 – 2.483 Ghz 
Fecha aprobación Julio 1999 Julio 1999 Junio 2003 
 
El estándar 802.11 se encarga, entre otras cosas, de la configuración de las 
capas inferiores (Capa física y Capa MAC). La figura 1.1. muestra la 
distribución de las capas inferiores de la pila de protocolos OSI (ver anexo VI) 
del IEEE 802.11. 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1.1. Pila de protocolos OSI del estándar 802.11. 
 
1.3.1. La capa física 
 
Es la primera capa o capa inferior de la pila de protocolos del modelo OSI  y 
abarca los aspectos físicos de la red siendo la encargada de la transmisión de 
bits a través de un canal de comunicación. 
 
1.3.2. La capa de enlace  DLC 
La capa DLC (Data Link Control) es la capa superior a la capa de física, es la 
responsable de establecer una comunicación fiable entre dos puntos y 
proporcionar los medios para activar, mantener y desconectar el enlace. Se 
encarga de adaptar los datos de la capa superior (capa de red) y 
empaquetarlos para que sean enviados por la capa física y viceversa. También 
se encarga de evitar y detectar errores en las tramas a través del CRC. La 
capa DLC se divide en dos subcapas, el Control Lógico del enlace (Logical Link 
Control o LLC) y el Control de Acceso al Medio (Media Access Control o MAC). 
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La subcapa de Control Lógico del Enlace (LLC) establece y mantiene el 
enlace entre los nodos emisor y receptor cuando los datos se desplazan por el 
entorno físico de la red.  
 
La subcapa de control de acceso al medio (MAC) determina la forma en que 
los dispositivos se comunican dentro de la red, y como y dónde un dispositivo 
puede acceder al entorno físico de la red y enviar datos. 
 
1.4. El Protocolo MAC 
 
La principal función del protocolo MAC (ver [2] y [7]) es gestionar el uso del 
canal de transmisión, controlándolo a través del mecanismo de acceso al canal. 
El mecanismo de acceso al canal es una forma de dividir los recursos, el canal 
radio, entre los nodos que componen la red, regulando el uso de este. Este 
mecanismo indica a cada nodo cuando puede transmitir y cuando debe esperar 
la recepción de datos. A continuación se realiza una breve descripción de los 
tres principales mecanismos de acceso al canal: 
 
TDMA: (Time Division Multiplex Access) Un nodo específico, la estación base, 
coordina las transmisiones de los nodos de la red. El tiempo del canal es 
dividido en slots o ranuras (fracciones temporales), de un tamaño constante y 
fijo. A cada nodo de la red le es asignada una cantidad de slots temporales y 
orden para usarlos cuando el nodo tenga paquetes para transmitir. Los slots 
están organizados como si fueran tramas, tal como muestra la figura 1.2. 
 
 
Fig 1.2. Mecanismo de acceso al canal TDMA 
 
CSMA: Este mecanismo se basa en la escucha del canal. Existen dos tipos de 
mecanismos CSMA (Carrier Sense Multiple Access), el  que evita las colisiones 
CSMA/CA (Colision Avoidance) y el que las detecta CSMA/CD (Colision 
Detection).  
 
CSMA/CA: El nodo escucha el canal, y si encuentra el canal libre,  envía el 
primer paquete de datos que tiene en cola. Pero si el canal está ocupado (a 
causa de que otro nodo está transmitiendo), el nodo debe esperar hasta que se 
acabe la transmisión y entonces esperar un tiempo de contención (tiempo 
aleatorio sobre un intervalo definido). Cuando ha finalizado el tiempo de espera 
si el canal esta todavía disponible, el nodo puede enviar los datos.  
CSMA/CD: La principal diferencia respecto a CSMA/CA es que las 
transmisiones se realizan a través del cable y en este medio el transmisor tiene 
la capacidad de escuchar el canal mientras esta transmitiendo, pudiendo 
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detectar las colisiones. Cosa que no es posible en el canal radio ya que 
mientras se está transmitiendo se puede enmascarar a otras transmisiones. 
 
POLLING: Es una combinación entre el CSMA/CA y el TDMA. Las estaciones 
base, un nodo especial, poseen todo el control sobre el canal. Las estaciones 
base envían un paquete especial (el Poll) cada cierto tiempo a los nodos, para 
coordinar las transmisiones del sistema. Para iniciar la comunicación con otro 
nodo, el nodo debe esperar a que la estación base le envíe un Poll y 
retransmitírselo indicándole que tiene datos para transmitir. Una vez reenviado 
empezará a transmitir. En este mecanismo no está fijado el tamaño del paquete 
pudiendo ser variable. La figura 1.3. muestra el funcionamiento de Polling. 
 
Fig 1.3. Mecanismo de acceso al canal Polling 
 
1.4.1. Protocolos MAC distribuidos 
 
A continuación se describen los principales protocolos de capa MAC (ver [1] y 
[2]) empleados en redes distribuidas: 
 
Aloha: es el más simple de los existentes y el primero que se utilizó para las 
transmisiones wireless en modo paquete. Consiste en que cuando hay un 
paquete en cola, se envía el paquete, sin importarle el estado del canal; y en 
caso de que colisione con otro paquete, se retransmiten tras transcurrir un 
tiempo aleatorio. 
 
BTMA (Busy tone multiple access): Cualquier nodo que recibe o escuche una 
transmisión envía un tono, en una frecuencia diferente a la de transmisión, y 
todos los nodos que escuchan este tono se esperan para iniciar sus 
transmisiones.  
 
MACA (Multiple access with collision avoidance). Es el protocolo de acceso 
básico en el estándar WLAN IEEE 802.11b, se basa en el mecanismo de 
acceso al medio CSMA/CA aplicando el envío de tramas RTS/CTS. El 
protocolo MACA funciona a partir de la transmisión de 4 tipos de tramas, RTS-
CTS-DATOS-ACK, como muestra la figura 1.4. y se describe a continuación.  
 
Todos los nodos del sistema siempre escuchan el canal para conocer su 
estado. Si el canal está libre y el nodo tiene paquetes en cola para transmitir, 
se esperará un tiempo DIFS y se iniciará el envío de un RTS (Request to Send, 
petición de envío). Dependiendo del estado del envío del RTS el sistema 
actuará de dos modos diferentes: 
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A. El RTS se transmite correctamente: Si la trama RTS llega correctamente 
al destino, el nodo receptor le contestará, tras esperar un tiempo SIFS, con una 
trama CTS  (Clear to Send) que confirmara el inicio del envío.  
 
1. Si la trama CTS es recibida correctamente, indicará que las condiciones 
del canal son las adecuadas y que el nodo receptor está preparado para la 
comunicación. De modo que tras esperar un tiempo SIFS se iniciará el 
envío del mensaje de datos.  
 
2. Si el nodo destino recibe correctamente el mensaje de datos, tras esperar 
un tiempo SIFS, notificará al emisor la correcta recepción del mensaje a 
través del envío de una trama ACK (Acknowledge). 
 
B. El RTS/CTS no se transmite correctamente: En caso de que la trama RTS 
no llegue correctamente a su destino debido a que se ha perdido, contiene 
errores o ha colisionado, el nodo realizará retransmisiones para intentar lograr 
la comunicación.  
 
1. Para iniciar una retransmisión el nodo debe esperar un tiempo aleatorio 
(Backoff), a partir de unos intervalos de tiempo definidos en el estándar, 
denominados ventanas de contención. Las ventanas de contención son un 
mecanismo que permite separar temporalmente las transmisiones de RTS, 
reduciendo la probabilidad de colisión. El tamaño de estas ventanas 
dependen del número de retransmisión del RTS.    
 
2. Una vez ha esperado este tiempo, el nodo emisor debe escuchar que el 
canal no esté siendo utilizado por otro usuario, y si es así tendrá que 
esperar un tiempo de acceso al canal para acceder al canal.  
 
3. Cuando el canal vuelva a estar libre y se haya esperado el tiempo de 
acceso, podrá realizar la retransmisión. Después de haber transmitido 
correctamente el mensaje y haber confirmado a través de la trama ACK, el 
canal quedará libre. Los nodos que tengan paquetes en cola, tras esperar 
un DIFS y un tiempo de acceso al canal, intentarán iniciar la comunicación 
a través del envío del RTS, volviendo a iniciarse el ciclo de transmisión. 
 
Finalmente destacar que los periodos de espera (DIFS, SIFS, acceso al canal o 
ventana contienda) que sólo son decrementados cuando el canal está libre. En  
caso de que canal esté ocupado el valor de tiempo de espera quedará parado 
hasta que el canal esté libre para seguir descontando el tiempo de espera.  
 
 
Fig 1.4. Funcionamiento del protocolo MACA. 
Las técnicas Cross-layer  9 
CAPÍTULO 2. LAS TECNICAS CROSS-LAYER 
2.1. Descripción de las técnicas propuestas 
 
Las técnicas Cross-layer que se presentan en este capítulo pretenden 
aumentar la eficiencia del sistema a través de la modificación del modelo de 
capa MAC. Estas técnicas (ver [5]) pretenden mejorar el estándar 802.11 
utilizado actualmente, creando un modelo de ventanas de contienda que se 
adapte a las condiciones del canal. En el estándar 802.11 todos los nodos 
emplean la misma ventana de contienda, sin tener en cuenta las características 
del canal ni la causa de la pérdida del RTS, pudiendo no resolver el motivo de 
la pérdida del RTS tras aplicar dicha ventana.  
 
Para cada una de las técnicas propuestas se han aplicado diferentes ventanas 
de contienda que intentan disminuir el número de retransmisiones de RTS para 
establecer una comunicación. La asignación de la ventana de contienda a cada 
nodo se realiza según el nivel de potencia en recepción de la transmisión fallida 
(colisión, con bits erróneos o Potencia recibida (Prx)<Sensibilidad (S)). De 
modo que a través de estas técnicas se consigue tener en cuenta las 
condiciones del canal al retransmitir los RTS. Para poderlas aplicar es 
necesario que la capa física sea capaz de estimar el valor de la SNR en cada 
transmisión. 
 
Cada técnica Cross-layer se compone de cinco ventanas de contienda  
diferenciadas por el margen de tiempo de espera que tiene cada una. El nodo 
origen escoge una de esas ventanas en función de la potencia que ha recibido 
del destino y el número de intentos de una misma transmisión de la trama RTS. 
Puesto que se considera un nivel de potencia de ruido constante, este valor de 
potencia recibida se puede utilizar directamente como estimación del nivel de 
relación señal a ruido (SNR) presente en cada transmisión. Estos intervalos de 
potencia se muestran en la tabla 2.1 
 
El objetivo final de las técnicas Cross-layer es minimizar la probabilidad de que 
dos o más nodos generen el mismo tiempo de espera de Backoff y se 
produzcan colisiones, al enviar tramas RTS de manera simultánea. Para 
conseguir este objetivo utilizan la información de la capa física (nivel de 
potencia en recepción) y asignan tiempos de espera diferentes para separar las 
transmisiones entre usuarios.  
 
 Tabla 2.1. Selección de la CW según el margen de potencia recibida (Prx) 
 
Ventanas de contienda Márgenes de potencia recibida 
CW-1 Prx < S 
CW-2 S < Prx < S + 10 dB 
CW-3 S + 10 dB < Prx < S + 20 dB 
CW-4 S + 20 dB < Prx < S + 30 dB 
CW-5 Prx > S + 30 dB 
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La tabla anterior muestra la asignación de ventana respecto al nivel de potencia 
recibida, a través de esta separación de niveles de potencia se puede 
diferenciar entre las tramas RTS que llegan por debajo del umbral (CW-1) y las 
que han colisionado o presentan algún error (CW-2, CW-3, CW-4 y CW-5). A 
continuación el diagrama 2.1. muestra el procedimiento que se debe realizar 
antes de calcular el tiempo entre retransmisiones. 
 
 
 
 Fig. 2.1 Diagrama de flujo de las técnicas Cross-Layer propuestas 
 
Las 7 técnicas Cross-layer aplicadas se clasifican en dos grupos:  
 
Técnicas Cross-layer tipo A: Emplean diferentes intervalos de tiempos de 
espera en la ventana CW-1, manteniendo el mismo destino del mensaje. 
 
Técnicas Cross-layer tipo B: No implementa un tiempo de espera en la 
ventana CW-1 (cuando Prx< S) como las técnicas A sino que cambian de 
destino, intentando mejorar las características de transmisión retransmitiendo a 
otro nodo diferente. 
2.1.1. Técnica Cross-Layer 1A 
 
Objetivo: La finalidad de la técnica 1A es que los RTS que han colisionado o 
han contenido errores pero que han llegado con una potencia elevada esperan 
menos tiempo en cola entre intentos de transmisión de un mismo RTS, que el 
resto. Al esperar menos tiempo en cola y tener un nivel de potencia de 
recepción mayor, la probabilidad de llegar al destino y aumentar el throughput 
del sistema es más elevada, reduciendo el retardo.  
 
Ventanas de contienda: La tabla 2.2 muestra las ventanas de contienda de la 
técnica 1A, donde para  CW-1 (RTS recibidos por debajo de la sensibilidad) se 
emplean los mismos márgenes de tiempos de espera que en el sistema de 
referencia, donde no se aplica Cross-layer (ver apartado 3.2.9). El resto de 
ventanas reducen los intervalos de espera a medida que el nivel de potencia 
recibida es mayor, priorizando aquellas transmisiones que han llegado con una 
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SNR más elevada. Se da prioridad a aquellas que sufren menos atenuaciones 
por la proximidad entre nodos o variaciones aleatorias en el canal. 
 
 Tabla 2.2. Ventanas de contienda de la técnica 1A en unidades de tiempo 
 
Reintentos CW-1 CW-2 CW-3 CW-4 CW-5 
1º 1 a 7 1 a 5 1 a 4 1 a 3 1 a 2 
2º 1 a 15 1 a 13 1 a 11 1 a 9 1 a 7 
3º 1 a 31 1 a 27 1 a 23 1 a 19 1 a 15 
4º 1 a 63 1 a 56 1 a 49 1 a 42 1 a 35 
5º 1 a 127 1 a 117 1 a 107 1 a 97 1 a 87 
6º 1 a 255 1 a 235 1 a 215 1 a 195 1 a 175 
 
2.1.2. Técnica Cross-Layer 2A 
 
Objetivo: La técnica 2A pretende disminuir la probabilidad de colisión en el 
sistema y mejorar las condiciones del canal en transmisiones con un nivel de 
potencia en recepción inferior al umbral requerido. 
  
 Tabla 2.3. Ventanas de contienda de la técnica 2A en unidades de tiempo 
 
Reintentos CW-1 CW-2 CW-3 CW-4 CW-5 
1º 1 a 255 16 a 35 8 a 15 3 a 7 1 a 2 
2º 1 a 255 36 a 87 16 a 35 8 a 15 1 a 7 
3º 1 a 255 88 a 175 36 a 87 16 a 35 1 a 15 
4º 1 a 255 176 a 215 88 a 175 36 a 87 1 a 35 
5º 1 a 255 216 a 255 176 a 215 88 a 175 1 a 87 
6º 1 a 255 256 a 512 216 a 255 176 a 215 1 a 175 
 
Ventanas de contienda: Para disminuir la probabilidad de que transmitan dos 
o más nodos simultáneamente y que sus transmisiones de RTS colisionen, las 
ventanas no presentan solapamiento entre los márgenes de tiempo de espera. 
Por otro lado, como muestra la tabla 2.3. los intervalos de la ventana CW-1 
(transmisiones con un nivel de Prx<S) son siempre entre 1-255 unidades de 
tiempo. De este modo si la causa de la transmisión fallida es la atenuación por 
distancia o shadowing, el nodo dispondrá de más tiempo para variar su 
posición, pudiéndose dar el caso de que se acercarse y mejorar las 
condiciones de transmisión.   
2.1.3. Técnica Cross-Layer 3A 
 
Objetivo: La técnica 3A tiene como objetivo evitar que las transmisiones que 
teniendo un nivel de potencia superior a la Sensibilidad (CW-2, CW-3, CW-4 y  
CW-5) y no se hayan podido realizar porque han colisionado o contienen 
errores; se puedan retransmitir de manera correcta sin estar afectadas por 
atenuaciones de distancia elevadas. Debido a que los nodos se hayan alejado 
o hayan cambiado las condiciones del canal.  
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Ventanas de contienda: Por este motivo, como se observa en la tabla 2.4. se 
da prioridad, con márgenes de tiempo de espera más bajos,  a las ventanas 
con un nivel de potencia más próxima a la sensibilidad. En esta técnica las 
ventanas también están solapadas y la CW-1 (Prx<S) vuelve a tener valores 
entre 1-255 para reducir el número de colisiones y reducir la probabilidad de 
que la transmisión llegue por debajo del umbral  de potencia necesario. 
 
 Tabla 2.4. Ventanas de contienda de la técnica 3A en unidades de tiempo 
 
Reintentos CW-1 CW-2 CW-3 CW-4 CW-5 
1º 1 a 255 1 a 2 3 a 7 8 a 15 16 a 35 
2º 1 a 255 1 a 7 8 a 15 16 a 35 36 a 87 
3º 1 a 255 1 a 15 16 a 35 36 a 87 88 a 175 
4º 1 a 255 1 a 35 36 a 87 88 a 175 176 a 215 
5º 1 a 255 1 a 87 88 a 175 176 a 215 216 a 255 
6º 1 a 255 1 a 175 176 a 215 216 a 255 256 a 512 
 
2.1.4. Técnica Cross-Layer 1B 
 
Objetivo: La técnica 1B intenta que los RTS que se reciben con un nivel 
inferior a la sensibilidad tengan una mayor probabilidad de que la retransmisión 
se realice correctamente cambiando el nodo de destino.  
 
Ventanas de contienda: Esta técnica se basa en el hecho de que los RTS 
transmitidos de la CW-1 (Prx<S) sólo llegarán correctamente si los nodos se 
aproximan o varían las condiciones de canal. La probabilidad de que esto 
ocurra es muy baja debido a la poca movilidad de los nodos y el tiempo de 
coherencia del canal. Por eso un alto porcentaje de estas retransmisiones se 
volverán a perder hasta alcanzar el máximo de 6, perdiendo el mensaje. Sin 
embargo, al cambiar de destino existe una mayor probabilidad de que las 
condiciones del canal sean mejores o que los nodos estén situados más 
próximos. En el caso de que no fuera así, el nodo volvería a cambiar de destino 
hasta 5 veces, teniendo en cuenta aquellos con los que no les ha sido posible 
comunicarse. En el resto de ventanas, se producen los mismos efectos que en 
la técnica 1A. Se priorizan las transmisiones que llegan al destino con mayor 
SNR, y los márgenes de tiempos de espera están solapados.   
  
 Tabla 2.5. Ventanas de contienda de la técnica 1B en unidades de tiempo 
 
 
Reintentos CW-1 CW-2 CW-3 CW-4 CW-5 
1º 1 a 5 1 a 4 1 a 3 1 a 2 
2º 1 a 13 1 a 11 1 a 9 1 a 7 
3º 1 a 27 1 a 23 1 a 19 1 a 15 
4º 1 a 56 1 a 49 1 a 42 1 a 35 
5º 1 a 117 1 a 107 1 a 97 1 a 87 
6º 
Cambiar de 
destino 
1 a 235 1 a 215 1 a 195 1 a 175 
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2.1.5. Técnica Cross-Layer 2B 
 
Objetivo: El propósito de la técnica 2B es obtener las mejoras introducidas por 
la técnica 2A que pretende reducir las colisiones y aumentar el throughput; y 
además conseguir las ventajas de la técnica 1B en cuanto al retardo medio, la 
ocupación en cola y los paquetes recibidos por debajo de la sensibilidad. 
 
Ventanas de contienda: La tabla 2.6 muestra las cinco ventanas de contienda 
de esta técnica 2B, donde se puede observar que se da prioridad a los nodos 
con una potencia recibida más elevada asignándole intervalos de tiempo de 
espera menores y no solapados para evitar colisiones. Por otro lado, se puede 
observar que se intenta mejorar las condiciones de retransmisión, cambiando el 
destino de aquellas transmisiones que llegan con un nivel de potencia inferior al 
umbral. 
 
 Tabla 2.6. Ventanas de contienda de la técnica 2B en unidades de tiempo 
 
Reintentos CW-1 CW-2 CW-3 CW-4 CW-5 
1º 16 a 35 8 a 15 3 a 7 1 a 2 
2º 36 a 87 16 a 35 8 a 15 1 a 7 
3º 88 a 175 36 a 87 16 a 35 1 a 15 
4º 176 a 215 88 a 175 36 a 87 1 a 35 
5º 216 a 255 176 a 215 88 a 175 1 a 87 
6º 
Cambiar de 
destino 
256 a 512 216 a 255 176 a 215 1 a 175 
 
2.1.6. Técnica Cross-Layer 3B 
 
Objetivo: La técnica 3B prioriza las transmisiones cuya potencia recibida ha 
llegado por encima de la sensibilidad del nodo destino, pretende reducir las 
colisiones (emplean ventanas de contienda no solapadas) y mejorar las 
condiciones de transmisión de los nodos con un nivel de potencia recibida por 
debajo de la sensibilidad. 
 
Ventanas de contienda: La tabla 2.7 muestra las ventanas de contención de 
la técnica 3B donde se puede observar que presenta ventanas similares a la 
técnica 3A cuando una transmisión colisiona o contiene error con la finalidad de 
dar prioridad a las transmisiones con menor nivel de potencia. Además la 
ventana CW-1 cambia de destino para intentar reducir el retardo medio, la 
ocupación de las colas y  los paquetes recibidos por debajo de la sensibilidad. 
 
Tabla 2.7. Ventanas de contienda de la técnica 3B en unidades de tiempo 
  
Reintentos CW-1 CW-2 CW-3 CW-4 CW-5 
1º 1 a 2 3 a 7 8 a 15 16 a 35 
2º 1 a 7 8 a 15 16 a 35 36 a 87 
3º 1 a 15 16 a 35 36 a 87 88 a 175 
4º 1 a 35 36 a 87 88 a 175 176 a 215 
5º 1 a 87 88 a 175 176 a 215 216 a 255 
6º 
Cambiar de 
destino 
1 a 175 176 a 215 216 a 255 256 a 512 
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2.1.7. Técnica Cross-Layer 4B 
 
Objetivo: La técnica 4B se ha diseñado para sistemas de comunicaciones 
donde lo más importante es que el mensaje llegue a su destino aunque sea con 
un retardo medio más elevado y así evitar eliminar los paquetes a causa de las 
retransmisiones. Como por ejemplo, el tráfico sin altos requisitos de calidad de 
servicio, como el tráfico de datos best-effort. 
 
Ventanas de contienda: En esta última técnica las ventanas de contienda son 
las mismas que la técnica 2B, tal y como se muestra en la tabla 2.8. Los 
márgenes de tiempos de espera no son solapados, y se priorizan los envíos 
que llegan al destino por encima de la sensibilidad con mayor SNR. Además 
este sistema permite realizar cambios de destino a los RTS que lleguen por 
debajo de la sensibilidad (CW-1), pero no limita el número de cambios de 
destino como en los casos anteriores. 
 
 Tabla 2.8. Ventanas de contienda de la técnica 4B en unidades de tiempo 
 
Reintentos CW-1 CW-2 CW-3 CW-4 CW-5 
1º 16 a 35 8 a 15 3 a 7 1 a 2 
2º 36 a 87 16 a 35 8 a 15 1 a 7 
3º 88 a 175 36 a 87 16 a 35 1 a 15 
4º 176 a 215 88 a 175 36 a 87 1 a 35 
5º 216 a 255 176 a 215 88 a 175 1 a 87 
6º 
Cambiar de 
destino 
256 a 512 216 a 255 176 a 215 1 a 175 
 
La aportación de esta técnica es que se podrán realizar retransmisiones a 
todos los nodos del sistema sin que haya un máximo de nodos. Únicamente se 
marcará un máximo de retransmisiones cuando el destino haya recibido un 
mensaje de manera correcta. De modo que si un RTS llega con una potencia 
demasiado baja porque ese nodo está alejado de la mayoría, podrá probar con 
todos los nodos del sistema hasta encontrar uno válido. Cada nodo deberá 
haber almacenado el número de retransmisiones que ha realizado al mismo 
nodo destino debido a que una vez encontrado un nodo válido podrá realizar 
hasta 6 intentos con ese nodo, antes de perder el mensaje.  
 
Pero si el motivo del envío fallido del RTS es que contiene errores o colisiona 
(CW-2,CW-3,CW-4 o CW-5), sólo podrá realizar hasta 6 reintentos sin cambiar 
de nodo y esperando el tiempo asignado en función de su ventana de 
contención.  
 
De este modo en sistemas con más de 6 posibles destinos, por ejemplo 15 
nodos, se tendrá la opción de probar la comunicación con todos los nodos del 
escenario, cosa que no es posible con las anteriores técnicas donde se limitaba 
a 6, pudiendo tener mejores condiciones de canal con los otros 9 restantes. En 
el Anexo IV se describe el diagrama de flujo  que muestra el funcionamiento de 
esta técnica. 
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CAPÍTULO 3. EL ESCENARIO DE ESTUDIO 
3.1. Introducción  
 
En este capítulo se describen los parámetros y las características del escenario 
que se ha tenido en cuenta a la hora de implementar el diseño del sistema a 
estudiar. En el escenario de estudio se considera una red inalámbrica en modo 
ad-hoc, basada en el estándar IEEE 802.11 de redes WLAN, empleando como 
protocolo de capa MAC, CSMA/CA con RTS/CTS.  
 
También se explican las principales características de los nodos o terminales 
que componen la red,  su modelo de movilidad, el tipo de tráfico generado, el 
sistema de gestión de las colas y el modelo de propagación, entre otros.  
 
3.2. Descripción de los parámetros del sistema 
3.2.1. Área de simulación 
 
El escenario de trabajo está formado por un campo de estudio en 2D sobre el 
cual se distribuyen de manera aleatoria y homogénea los nodos de 
comunicaciones. En nuestro caso en concreto, se ha empleado la figura 
geométrica de un cuadrado para definir el área sobre el cual se desplazan los 
nodos. La figura 3.1. muestra el escenario cuadrado de estudio centrado en 
X=0 e Y=0 metros, con una longitud de LxL. Se ha simulado  escenarios de 
varias dimensiones que van desde 100mx100m hasta 400mx400m. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                Fig. 3.1. Escenario de estudio 
 
3.2.2. Modelo de capa física 
 
En el modelo del canal de transmisión, capa física, se definen 4 tasas de 
transmisión binaria 1 Mbps, 2 Mbps, 5.5 Mbps y 11 Mbps para el tráfico de 
datos; que son las que define el estándar IEEE 802.11 para la versión 802.11b.  
Y  (metros) 
(0,0) 
 
L
X (metros) 
(L, L) 
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El sistema puede trabajar con las cuatro tasas de transmisión, pero sólo una 
será la empleada por todos nodos, es decir que todos los equipos transmitirán 
a 1 Mbps, 2 Mbps, 5.5 Mbps o 11Mbps. Por otro lado, la tasa de transmisión 
para el tráfico de control (RTS, CTS y ACK) es de 1 Mbps, según define el 
estándar IEEE 802.11 para la versión 802.11b.  
3.2.3. Modelado de los usuarios o nodos 
3.2.3.1. Distribución por el escenario 
 
Inicialmente a cada nodo del sistema se le asigna una posición sobre el 
escenario de estudio. Esta posición se calcula de forma aleatoria y uniforme de 
modo que la posición se encuentre dentro del cuadrado de dimensiones LxL. 
3.2.3.2. Modelo de movilidad 
 
Se ha implementado un modelo de movilidad en el que los nodos varían su 
velocidad entre 0 km/h y 1.5 km/h, que corresponde a un valor medio de 
personas caminando en interiores. Para cada uno de los nodos se calcula una 
velocidad diferente, de modo aleatorio pero uniformemente distribuido. 
 
El movimiento del nodo puede darse en cualquier dirección,  tanto para el valor 
absoluto de las componentes de velocidad como para su sentido (Vx, -Vx, -Vy, 
Vy). Esto permite que el nodo pueda moverse libremente por el escenario 
excepto si llega a una frontera o limitación del cuadrado. En este caso, el nodo 
cambiará la componente de sentido de Vx a –Vx o viceversa y dará la vuelta, 
pero con la misma velocidad, como se muestra en la figura 3.2. . 
 
 
 
 
Fig. 3.2. Modelo de movilidad de los nodos 
 
A través de este método se implementa un modelo de entrada y salida de 
nodos del sistema de manera homogénea. De forma que por cada nodo que 
sale entra otro con las mismas características permitiendo que se mantenga 
siempre el mismo número de nodos y que ninguno salga del área de 
simulación. 
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3.2.3.3. Sistema de almacenamiento en Cola 
 
Cada uno de los nodos dispone de una cola de tamaño fijo donde almacenan 
los paquetes antes de ser transmitidos. El tamaño de la cola es de 500 
paquetes que equivale a 250 Kbytes (paquetes de 500 bytes) o  de 1156Kbytes 
(paquetes de 2312 bytes). En el caso de que la cola llegue al máximo de su 
capacidad y se intente almacenar más paquetes en ella, la cola se desbordará, 
perdiendo los paquetes que no han podido ser almacenados. 
3.2.4. Modelo de Tráfico 
 
El sistema es capaz de trabajar con dos modelos de tráfico diferentes según el 
tamaño de los paquetes, que se definen a continuación: 
 
Paquetes de tamaño constante: Todos los paquetes generados por los nodos 
tendrán la misma longitud en bytes, con un mínimo de 500 bytes y un máximo 
de 2312 bytes, que son los tamaños definidos en el estándar 802.11. 
 
Paquetes de tamaño variable: El tamaño de los paquetes de datos del 
sistema estará comprendido entre 500 y 2312 bytes. Los paquetes serán 
generados a partir de una función aleatoria y gaussiana con una media 
centrada en 1400 bytes. 
 
En ambos modelos se ha considerado llegadas de Poisson de mensajes de 1 
paquete. Para todos los nodos del sistema se han empleado diferentes valores 
de probabilidad de generación, desde 0.0004 hasta 0.04, correspondiente a 
cargas entre 0-6.5 Mbps. Cada nodo podrá generar paquetes de datos cada 
0.36 ms, intervalo necesario para cada nodo genere como máximo 11 Mbps de 
carga.  De este modo se ha podido estudiar el comportamiento del sistema bajo 
diferentes estados de carga. Por otro lado, los paquetes de control se 
generarán sólo cuando el protocolo de transmisión del 802.11 CSMA/CA con 
RTS/CTS lo requiera. 
 
3.2.5. Unidades de tiempo del sistema 
 
En el sistema se realizan transmisiones entre tres tipos de tramas diferentes: 
de control, de espera y de datos. Cada una de ellas tiene un tamaño y un 
tiempo de transmisión determinado. En la tabla 3.1. se muestra el tamaño y el 
tiempo de transmisión de cada una de estas tramas. 
 
Tabla 3.1. Unidades de tiempo del Sistema 
 
Variables Tipo Unidad de tiempo (µs) Tamaño (bytes) 
Datos (Tasa Tx= 11 Mbps) Trama de Datos 363-1681 500-2312 
RTS Trama de Control 160 20 
CTS Trama de Control 110 14 
ACK Trama  de Control 110 14 
SIFS Tiempo de Espera 10  
DIFS Tiempo de Espera 30  
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v.a 
f.d.p. 
m = 0 
σ = 15 dB 
Por otro lado la ecuación 3.1. muestra como se ha calculado el tiempo 
transmisión de cada una de las tramas del sistema, en el anexo V se describe 
este procedimiento con detalle. Para la transmisión de las tramas de datos se 
ha utilizada una tasa de transferencia de 11Mbps y para las tramas de control 
una tasa de 1 Mbps, ambas definidas en el estándar IEEE 802.11b. 
 
           
 
(3.1.) 
 
3.2.6. Modelo de propagación 
 
El sistema utiliza un modelo de propagación basado en el cálculo de dos tipos 
de atenuaciones: las atenuaciones producidas por la distancia entre los nodos  
y las atenuaciones debidas a los obstáculos que debe atravesar la señal 
3.2.6.1. Atenuación por distancia 
 
Este tipo de atenuación está afectada principalmente por el medio de 
transmisión y la distancia entre el nodo emisor y el receptor. La expresión 3.2.  
muestra el modelo de propagación a partir del cual se deduce la atenuación: 
 
 
           (3.2) 
 
 
 
Donde γ es un parámetro dependiente. Su valor típico es γtípico= 3.5. 
 
3.2.6.2. Atenuación por obstáculos o shadowing 
 
El canal definido es de tipo Rayleigh, siendo NLOS (Non Line of Sight), sin 
visibilidad directa entre los nodos, típico en escenarios donde la presencia de 
edificios o automóviles puede modificar la señal. A esta atenuación introducida 
por los obstáculos que debe atravesar la señal se le denomina Shadowing. 
 
En este sistema se ha empleado un modelo de Shadowing con estadística 
lognormal, que en unidades logarítmicas tiene el comportamiento de una 
variable aleatoria gaussiana, que toma valores de desviación típica de 15 dB y 
media 0, tal como se muestra en la figura 3.3.  
 
 
 
 
 
 
 
Fig.3.3. Función de la variable aleatoria gaussiana en unidades logarítmicas. 
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3.2.7. Variación del canal en el tiempo 
 
Las condiciones del canal no son siempre constantes, debido al movimiento de 
los nodos y de los obstáculos que lo rodean. Por eso la atenuación por 
shadowing no es siempre la misma sino que depende de que las condiciones 
del canal se mantengan constantes. El tiempo en el que un canal permanece 
bajo las mismas condiciones se denomina tiempo de coherencia (Tc), para un 
canal Rayleigh se calcula a través de la expresión 3.3. 
 
 
           (3.3) 
 
 
Donde fd es la frecuencia Doppler máxima generada por el movimiento de los 
nodos. 
 
La frecuencia Doppler es la dispersión en la frecuencia portadora causada por 
el movimiento de los nodos, que produce que la frecuencia del emisor este 
desplazada de la del receptor. La ecuación 3.4. muestra el cálculo de la 
frecuencia máxima Doppler. 
 
            (3.4) 
 
 
Donde c es la velocidad de la luz, f es la frecuencia portadora del sistema y v 
es la velocidad relativa del nodo transmisor y del receptor. 
 
En nuestro caso en particular se obtiene que el canal mantendrá las mismas 
condiciones durante 72 ms (Tiempo de coherencia) y que su frecuencia 
Doppler será de 3.33Hz. A continuación se muestra el procedimiento empleado 
a través de las expresiones 3.5. 
 
           (3.5.) 
 
 
Los valores empleados para este cálculo han sido  f =2.4 Ghz,  c =3*108 m/s y 
una v de 1.5 km/h (0.41 m/s), se ha escogido este valor de v máxima porque la 
velocidad del nodo es variable y representa el peor de los casos. 
 
3.2.8. Modelo de comunicaciones 
 
A continuación se describen los dos factores del modelo de comunicación que 
participan en la correcta transmisión del paquete: la potencia de recepción y la 
probabilidad de error en el bit. 
3.2.8.1. La potencia de recepción 
 
La Potencia de recepción de cada nodo es el resultado de añadir a la Potencia 
de transmisión todos los parámetros del canal que la modifican, que son las 
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Ganancias de las antenas (GRx y GTx) y las atenuaciones del medio ( Ldistancia y 
Lshadowing). La fórmula 3.6 muestra este cálculo. 
 
 
           (3.6.) 
 
Para que un paquete llegue correctamente a su nodo de destino la potencia de 
recepción de este nodo debe estar por encima de un umbral fijado, llamado 
Sensibilidad. En este sistema se ha fijado una Sensibilidad (S) de -90 dBm. 
 
Si analizamos el cálculo de la potencia de recepción y consideramos que las 
atenuaciones por shadowing son nulas, los nodos pueden transmitir en un radio 
de 200 m. Este radio de cobertura se verá reducido o aumentado a partir de las 
atenuaciones y ganancias introducidas por el shadowing.  
 
3.2.8.2. PER 
 
Como se ha mencionado en el apartado anterior la condición necesaria para 
que un paquete llegue correctamente a su destino es que su potencia de 
transmisión > Sensibilidad y que no se produzca ninguna colisión. No obstante, 
existe otra condición necesaria, que el paquete no contenga ningún bit erróneo 
introducido por el ruido térmico o las interferencias del sistema.  
 
Los errores introducidos en el paquete están directamente relacionados con la 
potencia recibida por el nodo, es decir la relación señal a ruido (SNR). A menor 
potencia recibida por el nodo mayor probabilidad error (PER) en el paquete, y a 
mayor potencia recibida menor probabilidad error (PER). Se ha empleado un 
modelo de cálculo simplificado, que se muestra en la tabla 3.2, debido a que un 
cálculo detallado del PER requiere un gran número de factores como el tipo de 
codificación y el sistema de corrección de errores, entre otros. 
 
Tabla 3.2. Asignación del PER según los intervalos de potencia recibida (Prx) 
 
PER Potencia Recibida 
10-3 S < Prx < S + 10 dB 
10-4 S + 10 dB < Prx < S + 20 dB 
10-5 S + 20 dB < Prx < S + 30 dB 
10-6 Prx > S + 30 dB 
 
3.2.9. Protocolo de acceso al medio 
 
En el sistema implementado, el protocolo de acceso al medio es MACA, 
Multiple Access with Collision Avoidance (MACA), que se compone de 
CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance) aplicando 
RTS/CTS (ver apartado 1.41.).   La tabla 3.3. muestra las ventanas de 
contienda implementadas en el sistema que se corresponde con los valores 
establecidos por el estándar 802.11. 
)( tan ShadowingciadisTxRxTxRx LLGGPP +−++=
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Tabla 3.3. Intervalos de tiempo de espera de las ventanas de contienda 
 
Nº reintento Tiempo de espera (unidades de tiempo) 
1º reintento Variable aleatoria uniforme entre 1 y 7 
2º reintento Variable aleatoria uniforme entre 1 y 15 
3º reintento Variable aleatoria uniforme entre 1 y 31 
4º reintento Variable aleatoria uniforme entre 1 y 63 
5º reintento Variable aleatoria uniforme entre 1 y 127 
6º reintento Variable aleatoria uniforme entre 1 y 255 
    
3.2.9.1. Prevención de colisión en el Acceso al medio 
 
Puede darse el caso de que dos nodos intenten acceder al canal en el mismo 
instante de tiempo, cuando esté libre, debido a que mientras uno espera su 
tiempo de backoff para retransmitir otro nodo puede generar paquetes, o que 
ambos nodos finalicen su tiempo backoff en el mismo instante.  
 
Para evitar este tipo de colisiones, cuando un nodo intenta acceder al medio 
deberá esperar un tiempo aleatorio de acceso al canal. Este tiempo evitará que 
todos los nodos que estén esperando a que se libere el canal envíen un RTS al 
mismo tiempo, al poseer diferentes tiempos de acceso, evitando colisiones. 
Este tiempo se corresponde a un tiempo aleatorio dentro del intervalo del 
primer reintento de la ventana de contención, fijado así en el estándar 
 
Por otro lado el modelo de red ad-hoc diseñado trabaja mediante antenas 
omnidireccionales, como los sistemas reales inalámbricos, de modo que 
cuando un nodo envía un paquete afecta a todos los nodos que lo rodean. La 
transmisión afecta a todos aquellos nodos cuya potencia del nodo emisor sea 
recibida con un nivel por encima su sensibilidad de recepción; impidiéndoles 
recibir o transmitir a otros nodos que no sea el que ha iniciado la comunicación. 
El resto de nodos sólo podrán transmitir o recibir de otro cuando el nodo deje 
de usar el canal o si la potencia del nodo transmisor la reciben por debajo de su 
sensibilidad. Este modelo produce que se formen redes o clusters en las que 
sólo se comunican dos nodos y el resto estén en modo de espera (IDLE). Al 
tener en cuenta las atenuaciones por shadowing y las difracciones, el área de 
cobertura no es siempre igual ni se corresponde con la forma circular (ver 
figura 3.4.) en todos los casos, como se puede apreciar en la figura 3.5.  
 
 
 
   Fig.3.4. Modelo de cobertura Ideal  
                 (sin shadowing) 
 
 Fig.3.5. Modelo de cobertura estudiado  
              (con Shadowing) 
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CAPÍTULO 4. DESCRIPCIÓN DEL SIMULADOR 
 
4.1. Introducción 
 
En este capítulo se describe la estructura global del software implementado en 
C++ (ver [6]) con la finalidad de crear un simulador de redes inalámbricas 
basadas en el estándar IEEE 802.11, con el protocolo MACA, CSMA/CA con 
RTS/CTS, sobre el que se han estudiado varias técnicas Cross-Layer 
propuestas y descritas en el capítulo anterior. También se detallan los 
elementos de programación que  componen el simulador como las clases, 
variables y funciones. 
4.2. Estructura del Simulador 
 
El funcionamiento del simulador se basa en la ejecución de un programa 
principal que accede y gestiona las diferentes clases y funciones del programa. 
Este proceso se realiza en un intervalo de tiempo que representa la mínima 
unidad de trabajo, equivalente a un tiempo SIFS y se repetirá de manera 
iterativa hasta que finalice el tiempo de simulación.  
 
La figura 4.1 muestra un esquema con las relaciones más importantes entre 
cada una de las clases y sus funciones correspondientes. 
 
En marrón se puede observar la relación de los parámetros de entrada (Menú), 
con el modelo del tipo de tráfico (Clase CPaquete) y la generación de los 
paquetes (Clase Nodo).  
 
En azul se muestra la relación entre el modelo de propagación y las 
atenuaciones y niveles de potencia (Clase CCanal) con el cálculo de la 
Potencia recibida en cada nodo (Inicialización).  
 
En verde se indica que el dimensionado del escenario y la asignación de 
posiciones iniciales de los nodos (Clase CEscenario) se realizan antes de 
iniciar el proceso de simulación (Inicialización). 
 
Finalmente el morado enseña las funciones que proporcionan los datos (Clase 
CNodo y CCola) para el cálculo de las estadísticas (Inicialización).  También se 
muestran otras relaciones entre funciones como la de actualizar el escenario 
(Rojo), Elegir el destino y gestionar tiempos de espera (Gris) o la introducción 
de parámetros de entrada (Marrón). 
 
 
 
 
 
Parámetros entrada y generación de tráfico  Obtención estadísticas 
 
Dimensionado escenario y posicionamiento nodos  Actualizar escenario por movimiento 
 
Modelo de propagación y cálculo de potencias  Gestión tiempos espera y estado del canal 
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Fig.4.1. Diagrama de la estructura por funciones del simulador.  
 
4.2.1. El Programa principal 
 
El programa principal se ha diseñado de manera que ejecute y gestione el 
funcionamiento de las clases del simulador a través de sus funciones y 
variables globales. 
4.2.1.1 Variables globales 
 
Las variables globales empleadas en el programa principal se emplean para la 
inicialización de los parámetros de simulación y se caracterizan porque son las 
que el usuario modifica al iniciar la simulación a través del menú (no las 
definidas por defecto en el código fuente). A continuación se describen las más 
importantes:  
 
Backoff: Indica el tipo de Cross-layer que se simula: estándar, 1A, 2A, 3A, 1B, 
2B, 3B o 4B. 
 
Tamaño: Determina  el tamaño de los paquetes de datos y si el  tráfico será de 
paquetes de tamaño variante o constante, entre 500 o 2312 bytes.  
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Speed: Muestra la tasa de Transferencia de cada nodo. 
 
También existen otras variables cuyo valor viene dado por defecto pero que se 
pueden modificar fácilmente accediendo al código fuente. 
 
Tiempo: Tiempo emulado del escenario de trabajo, en µs, que durará la 
simulación por defecto. Su valor por defecto es de  36000000 (6 minutos).    
 
Instante: Tiempo simulado o número de iteración que va secuenciando la 
simulación. 
 
4.2.1.2 Funciones y estructura del programa principal 
 
La estructura del programa principal se compone de funciones que siguen un 
modelo secuencial .Por este motivo el modo de ejecución es iterativo, de 
manera que se repite el paso por las mismas funciones en cada iteración o 
secuencia. Cada una de estas iteraciones representa un tiempo simulado, de 
manera que cada vez que el simulador realice el proceso completo de una 
iteración se habrá simulado 10 µs, de los 6 minutos de simulación. 
 
Este proceso permite que el programa sea capaz de trabajar con tiempos muy 
reducidos asemejando la simulación lo máximo a la realidad. Cada iteración 
trabaja con la mínima unidad de tiempo, 10 µs. Se ha escogido este valor ya 
que es la unidad mínima de tiempo del Protocolo MACA,  CSMA/CA RTS/CTS, 
que corresponde a un tiempo de espera SIFS.  
 
En el proceso de ejecución del software, en primer lugar se realiza la 
inicialización de las variables de simulación, tanto las que se incluyen por 
defecto como las que han sido introducidas por el usuario a través del menú. A 
continuación el programa entra en un bucle donde se procesará el programa, 
que determinará el número de simulaciones y la carga de los nodos. Este bucle 
se ha realizado para que el programa sea capaz de realizar varias simulaciones 
con cargas diferentes sin que sea necesario volver a iniciarlo desde cero.  
 
Una vez finalice una simulación con una carga determinada, se inicializan todos 
los parámetros de los nodos y del sistema (Escenario, Canal y Cola), 
incluyendo la nueva distribución de los nodos por el escenario, de manera 
aleatoria, y una nueva probabilidad de carga para la próxima simulación. A 
continuación el programa entra en un bucle, en el que permanecerá durante el 
tiempo definido de simulación (configurable por el usuario) y se repetirá el 
proceso mencionado.  
 
En siguiente lugar se describen las tareas que se realizan dentro del bucle para 
cada unidad de tiempo: 
 
1. Los nodos generan paquetes de datos y actualizando el estado de su 
cola.  
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2. Se realiza el cálculo de todas las variables necesarias para obtener los 
niveles de potencia recibidos por cada uno de los nodos, a través de una 
matriz de potencias. Por tanto, se estiman los valores de atenuación por 
distancia, shadowing, ganancias, movimiento y posicionamiento de los 
nodos. La actualización de la matriz de potencia se realiza cada 7200 
iteraciones (Tiempo de coherencia del canal). 
  
3. Se  inicia el protocolo de transmisión y todos los nodos hayan o no  
generado paquetes escuchan el canal. En el caso de que el canal este 
libre el nodo espera un tiempo de acceso y empieza a transmitir la trama 
RTS. En el caso de que surja algún problema de transmisión (pérdida de 
paquete por colisión,  falta de potencia o bits erróneos) se esperará un 
tiempo de Backoff y volverá a intentar el envío hasta un máximo de 6 
intentos. 
 
4. En el caso de que se deba reintentar el envío, se calcula el tiempo de 
Backoff necesario para cada intento y tipo de Cross-layer simulado.  
 
5. Si la trama RTS ha sido transmitida al nodo destino (Nodo B) 
correctamente,  tras esperar un SIFS, enviará su contestación a través 
de la trama CTS, la cual puede verse influida por las condiciones del 
canal o la posición de los nodos, y que el paquete no llegue de manera 
correcta. En este caso el nodo emisor (nodo A) interpreta que su envío 
de RTS no ha llegado bien y reenvía otro RTS, siguiendo el proceso 
mencionado anteriormente. 
 
6. Si la trama CTS llega correctamente al nodo emisor, este comienza el 
envío de paquetes de datos, tras esperar un SIFS. 
 
7. Si el paquete de datos ha sido transmitido correctamente, el nodo B lo 
confirma al nodo emisor a través de una trama ACK. En el caso de que 
el ACK no llegue al nodo A este retransmitirá los datos. 
 
8. Una vez la transmisión ha concluido, se actualizan las variables para la 
próxima iteración. 
 
9. Finalmente se realizan los cálculos y estadísticas necesarias 
registrándose en archivos .txt y .xls. 
 
La estructura del programa y su comportamiento es muy similar para todas las 
técnicas Cross-layer, con la única excepción en la forma de obtener los tiempos 
de Backoff y el destino de los mensajes si se debe reintentar el envío. A 
continuación la figura 4.2 muestra un diagrama los pasos descritos  
anteriormente. Por otro lado las figuras 4.3 y 4.4  describen el funcionamiento 
del nodo emisor y el nodo receptor. 
26                     Evaluación de algoritmos Cross-layer para la optimización de sistemas de comunicaciones inalámbricas 
 
Fig. 4.2. Diagrama del funcionamiento del simulador. 
 
 
 
 
Fig. 4.3. Diagrama del funcionamiento del nodo receptor o nodo B. 
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Fig. 4.4. Diagrama del funcionamiento del nodo emisor o nodo A. 
 
 
4.2.2. Fichero fuente Menú.cpp  
 
Se encarga de facilitar la interacción entre el usuario y el simulador, creando 
una interfaz en pantalla para la entrada de datos al iniciar la simulación. 
  
4.2.3. Fichero fuente Inicialización.cpp 
 
Este archivo es el corazón del simulador debido a que se encarga de la 
definición y realización del protocolo de transmisión del 802.11, CSMA/CA con 
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RTS/CTS. Por otro lado también cumple la función de inicializar y actualizar el 
sistema, cuando sea debido. Las principales tareas que realiza son: 
 
 Inicialización y actualización de parámetros: (Inicio y Actualización) se 
encarga de la inicialización de las variables del sistema (incluyendo los 
parámetros de entrada del usuario a través del menú) y de la actualización de 
los parámetros de simulación por movimiento, cambio de velocidad o posición.  
 
 Protocolo de Transmisión: Realiza todo el proceso de acceder, reservar 
el canal y transmitir el mensaje a través de las diferentes tramas de control 
y tiempos de espera.  Sus funciones principales son: 
 
o Envio_RTS: Cumple la tarea de enviar la trama RTS y de  gestionar 
varios estados en los que se encuentra el nodo antes de iniciar el envío 
del RTS. Envio_RTS controla el nodo cuando se encuentra en los 
estados P (estado de espera inicial), d (escucha del canal, DIFS), L 
(paquete incorrecto, perdido o con potencia<Sensibilidad), O (Tiempo 
espera para acceder al canal) y  W (Tiempo Backoff para retransmitir).  
 
o Envio_CTS: Organiza el envío de los paquetes de CTS y las esperas 
de SIFS entre los envíos de RTS y CTS. 
 
o Envio_Datos: Se encarga de enviar el mensaje de Datos y del tiempo 
de espera SIFS entre el envío de la trama de CTS y DATOS.  
 
o Envio_ACK: Realiza la función de enviar la trama ACK y de controlar 
la espera de SIFS entre el mensaje de DATOS y ACK. 
 
 Cálculo y almacenamiento de las estadísticas: (Calculo_estadisticas y 
Estadísticas) Efectúa las operaciones para obtener los resultados de las 
simulaciones y crea ficheros .txt y .xls donde los almacena. 
 
 Estado del canal y áreas de influencia: (canal_ocupado, area_influencia, 
mini_area, desactivar_area, ocupados_fronteras). Realiza la función de 
comprobar y asignar el canal e informar de su estado a todos los nodos del 
sistema, también describe el área de influencia o nodos que se ven 
influidos por la transmisión de un nodo.  
 
 Calculo_potencias: Realiza la gestión de las funciones para el cálculo de 
la potencia recibida por cada nodo, de modo que trabaja con la atenuación 
y las potencias de transmisión de los nodos. 
 
 Comprobación la correcta transmisión de las tramas RTS y CTS 
(funcion_problemas, funcion_problemas_CTS, RTS_mismo_instante, 
area_colision, ocupados_fronteras) Comprueba que el envío del RTS se 
haya producido de manera correcta, y en caso que no, muestra si el 
paquete presenta errores o se ha perdido por falta de potencia o colisión. 
 
 Gestión de tiempos de espera y cálculo del retardo (time_sifs, 
Estado_O, tipo_ventana, Retardo): Se implementa la espera de tiempos sifs 
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entre diferentes tramas, el tiempo de acceso al canal, el tiempo de espera 
de retransmisión (Backoff) en función de su Contention Window, y se 
calcula el retardo. 
  
 Asignación de la tasa de transmisión: (Speed_transmision) Permite que 
los nodos simulados trabajen a una de las tasas de transmisión asignadas 
por el Standard 802.11: 1 Mbps, 2 Mbps, 5.5 Mbps o 11 Mbps.  
 
 
4.2.4. Fichero fuente Nodo.cpp (CLASEC NODO) 
 
La clase CNodo contiene los parámetros y funcionalidades de cada nodo, de 
manera que gestiona su estado, el tipo de trama que esta transmitiendo así 
como las características de este. Las principales tareas de esta clase son:  
 
 Inicialización del estado de los nodos: (Inicio_nodo). Inicializa el valor de 
los parámetros de nodo entre simulaciones sucesivas. 
 
 Gestión del modelo de movimiento: (Asigna_velocidad, Asigna_posición, 
Movimiento) Realiza el cálculo y la actualización de la velocidad y la 
posición de cada uno de los nodos, entre iteraciones. 
 
 Generación y control del tráfico:(Generacion, Generar_paquete, 
paquetes_generados, perdidos_cola, registro_paquetes, tiempo_inicio) 
Controla la generación, estado y el número de  paquetes, también si  se 
pierden o quedan en cola. 
 
 Designación del destino del mensaje: (Elige_destino, 
Elige_destino_fallido) Realiza la asignación del destino del paquete de 
datos para todos los sistemas Cross-layer, incluyendo aquellos sistemas 
Cross-layer que en el reintento busquen un nodo alternativo al que no se ha 
transmitido correctamente anteriormente (Sistemas tipo B). 
 
 Asignación tiempos de espera: (Calcula_tiempo_aleatorio_espera, 
Asigna_tiempos_espera) Realiza el cálculo y asigna los valores de los 
tiempos de Backoff en función del Cross-layer simulado y el nivel de 
potencia recibido por el nodo. 
 
4.2.5. Fichero fuente Canal.cpp (CLASE CCANAL) 
 
La Clase CCanal se encarga de realizar las funciones de caracterización del 
canal, a través del cálculo de sus atenuaciones, distancias entre nodos, niveles 
de potencia,  shadowing, etc.  Las principales tareas que la forman son: 
 
 Caracterización del canal y estimación de la Potencia recibida: A través 
de las siguientes funciones se simula un canal de tipo Rayleigh y se 
calculan las atenuaciones de canal. 
 
o Gauss: implementa la variable aleatoria estadística para el cálculo del 
shadowing.  
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o Calcula_shadowing: Estima las variaciones de potencia debidas a la 
presencia de obstáculos en el escenario. 
 
o Calcula_distancia: Calcula la distancia entre los diferente nodos.  
  
o Calcula_atenuación: Realiza el modelado del medio de propagación 
para la estimación de la atenuación debida al canal. 
    
o Calcula_potencia_recibida: Obtiene el nivel de potencia que recibe el 
nodo receptor a partir la potencia transmitida, ganancia de las antenas 
y la atenuación (Shadowing+distancia y medio propagación). 
 
 Comprobación de errores en los mensajes recibidos: (Error_paquete) 
Detecta si el paquete recibido contiene errores a partir del nivel de potencia 
recibido. 
 
 Selección de la Contention Window: (Selecciona_tabla_espera segun 
Prx): Asigna el tipo de ventana a partir de la potencia recibida por el nodo. 
 
 Cálculo del tiempo de acceso al canal: (tiempo_aletorio_O) Efectúa la 
estimación del tiempo de acceso al canal. 
 
 
4.2.6. Fichero fuente Paquete.cpp ( CLASE CPAQUETE ) 
 
La Clase CPaquete asigna el tamaño del paquete y gestiona la variación de 
este durante la simulación, sus dos funciones principales son: 
 
 crear_paquete: Realiza las tareas de asignación de tamaños variables a 
los paquetes o de un modelado de tráfico de tamaño fijo. 
 
 tam_variable: Indica el tipo de tráfico con el que se trabaja en la simulación 
(variante o constante). 
 
 
4.2.7. Fichero fuente Escenario.cpp (CLASE ESCENARIO) 
 
A través de esta clase se gestiona el tamaño del escenario y las coordenadas 
de posicionamiento inicial de los nodos sobre este. Las funciones 
Elige_coordenada_X y Elige_coordenada_Y, distribuyen a cada uno de los 
nodos de manera inicial sobre el escenario. 
 
 
4.2.8. Fichero fuente Cola.cpp ( CLASE CCOLA ) 
 
Esta clase realiza las tareas relacionadas con el búfer interno de cada nodo, se 
emplea como registro del estado de los paquetes, indicando los paquetes en 
cola y los perdidos por desbordamiento. 
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4.2.9. Programación de las técnicas Cross-layer 
 
La programación de las técnicas Cross-layer se ha realizado de manera 
modular a través de las funciones implementadas y  desde un inicio el diseño 
del software se planteó hacia la compatibilidad de estas. Por este motivo 
únicamente se han tenido que añadir varias funcionalidades y variables  
respecto el sistema de referencia. 
Las principales funciones que participan en el proceso de simulación de las 
técnicas Cross-layer son: 
Selecciona tabla espera según Prx (CCanal): Asigna a cada nodo el número 
de ventana de contención (CW-1, CW-2, CW-3, CW-4 o CW-5) que le 
corresponde en función de la potencia recibida 
Tipo ventana (Inicialización): Se encarga de asignar a cada nodo la ventana 
de contienda que le corresponde en función de su tipo de Cross-layer, el 
número de retransmisión de la trama RTS y del nivel de potencia en recepción. 
Asigna tiempos de espera (CNodo): Esta función contenía los valores de 
todas las ventanas de contienda del sistema de referencia de manera matricial. 
Sólo se tuvo que añadir y adaptar varias matrices que actuasen como base de 
datos de las ventanas de contienda. Cada nodo accede a esta cuando necesita 
encontrar el margen de tiempos de espera de cualquier ventana de contienda 
sea cual sea su técnica Cross-layer. 
Calcula tiempo de espera (CNodo): Calcula el tiempo aleatorio de espera 
dentro del margen de la ventana de contención que le corresponde al nodo.  
Elige destino fallido (CNodo): Esta función es empleada por las técnicas de 
tipo B para seleccionar un nuevo destino en el caso de que necesite 
retransmitir una trama RTS y se encuentre en la CW-1. Discierne entre el tipo 
de técnica B y evita que destinos erróneos se repitan. 
Finalmente cabe destacar que la variable global más importa que interactúa a 
lo largo del simulador para programación de las técnicas Cross-layer es la 
variable Backoff, que define el tipo de técnica que se está simulando 1A, 2A, 
3A, 1B, 2B, 3B 4B o Referencia. 
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CAPÍTULO 5. ANÁLISIS DE LOS RESULTADOS 
 
5.1.  Introducción 
 
En este capítulo se describen los resultados de las simulaciones realizadas 
mostrando el comportamiento del protocolo de capa física del estándar 802.11 
MACA, CSMA con RTS/CTS en el escenario de estudio (ver apartado 1.4.1), 
bajo diferentes condiciones de cargas.  
 
Además se realiza un análisis de los resultados de las pruebas realizadas tras 
aplicar cada una de las técnicas Cross-layer propuestas (ver capítulo 2) en el 
sistema diseñado de referencia, obteniendo una comparativa entre cada una de 
ellas bajo las mismas condiciones. 
 
Finalmente se analiza las ventajas e inconvenientes de emplear las técnicas  
Cross-layer utilizando dos protocolos diferentes de capa física MAC, bajo el 
estándar 802.11,  Aloha vs MACA. 
 
Para poder realizar una comparativa de cada una de las técnicas se han 
definido una serie de parámetros comunes. El estudio de estos parámetros 
obtenidos del simulador nos ha permitido contrastar cada una de las técnicas 
Cross-layer y protocolos de capa física. 
 
5.2. Descripción de las estadísticas de estudio 
 
A continuación se definen cada una de las estadísticas utilizadas para el 
análisis de los resultados. Se han clasificado en tres grupos en función de si 
describen características del tráfico de datos, de control o el sistema en global. 
 
5.2.1. Estadísticas sobre el tráfico de datos 
5.2.1.1. Paquetes Generados y Carga (Load) 
 
El parámetro “Paquetes generados” indica el número de unidades de 
transmisión que se generan en el sistema durante el tiempo total de simulación. 
El número de paquetes generados es dependiente de la probabilidad de 
generación, es decir, a mayor probabilidad de generación mayor número de 
paquetes generados. El simulador obtiene los paquetes generados por cada 
uno de los nodos simulados, sin embargo se ha empleado para el estudio el 
número total de paquetes generados por el sistema (la suma del tráfico 
generado por todos los nodos), como muestra la ecuación (5.1.). 
 
           (5.1.) 
 
Donde N  indica el total de usuarios en el sistema e “i” representa el número de 
nodo. 
∑
=
=
N
i
iPaquetesNPaquetesN
0
)(ºº
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Por otro lado, la variable carga o Load es directamente proporcional a la 
variable paquetes generados, debido a que la carga es el número de paquetes 
generados, en bits por unidad de tiempo. Es decir, la carga es el promedio por 
segundo del número de paquetes generados en el sistema, expresados en bits. 
El cálculo de esta variable se calcula mediante la expresión 5.2. 
 
Carga =
Ts
LPG *
     (5.2.) 
 
Donde PG es el número total de paquetes generados del sistema, L es el 
tamaño del  paquete, en bits, y  Ts es el tiempo de simulación, en segundos. 
5.2.1.2. Throughput  o caudal 
 
El Throughput indica la cantidad media de paquetes de datos que el sistema 
transmite correctamente en el tiempo de simulación, en bits por segundo. Es 
decir, la cantidad de carga que el sistema absorbe o envía correctamente. La 
ecuación 5.3. muestra la expresión que lo define. 
 
Ts
LPDTroughput *=      (5.3) 
 
Donde PD es el número total de paquetes de datos enviados correctamente. 
5.2.1.3. Estadísticas Paquetes de datos 
 
Los siguientes parámetros han sido definidos para clasificar los estados en los 
que se puede encontrar un mensaje de datos al finalizar la simulación.  
 
 Mensajes en cola (MC): Indica el número de paquetes que no se han 
podido transmitir y han quedado almacenados en las colas del sistema. 
     
 Mensajes perdidos: Contabiliza el número total de paquetes perdidos 
en el sistema. Se han definido dos casos en los que los mensajes de 
datos pueden perderse y no llegar a su destino.  
 
i. Por desborde en la cola: Si el número de paquetes en cola supera 
su tamaño máximo (250 Kbytes), todos los paquetes que intenten ser 
almacenados se perderán hasta que la cola tenga espacio disponible. 
 
ii. Por descarte tras 6 reintentos: Si no ha sido posible iniciar una 
transmisión tras 6 retransmisiones de RTS el mensaje de datos será 
descartado de la cola. 
     
Mensajes recibidos correctamente: Indica el número de paquetes recibidos 
con éxito.  Este parámetro realiza una medida a partir de su porcentaje sobre el 
total de paquetes de datos generados (MT), como indica la fórmula 5.4. 
  
(5.4.) 
 
100*%
MT
MRCMRC =
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Donde MRC representa el número de paquetes recibidos correctamente.  
 
Finalmente se ha definido el parámetro “Transmisiones correctas” que indica 
el número de paquetes de datos transmitidos correctamente sobre el número 
total de transmisiones de datos. La ecuación 5.5. lo define del siguiente modo: 
 
100*%
ToD
MRCMRC =    (5.5) 
Donde MRC representa el número de paquetes de datos transmitidos 
correctamente y ToD indica el total de transmisiones de datos realizadas. 
5.2.2. Estadísticas sobre el tráfico de control 
5.2.2.1. Retransmisiones de la trama RTS 
 
Al realizar una transmisión de RTS, no todas las tramas RTS llegan con éxito a 
su destino, debido a posibles colisiones, pérdidas o bits erróneos; y en 
ocasiones es necesaria su retransmisión para realizar el envío del mensaje. 
 
Para poder evaluar este hecho se ha definido el parámetro “Intentos_medio” 
que indica el número de veces, en promedio que ha sido necesario enviar una 
trama RTS para realizar la transmisión de un mensaje con éxito. El valor del 
parámetro “Intentos_medio” se calcula a través de la expresión 5.6. : 
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    (5.6) 
 
Donde N indica el número total de nodos del sistema, i y j representa cada uno 
de los nodos, IM es el número total retransmisiones de RTS en el sistema y Tr 
hace referencia al número de paquetes de datos transmitidos correctamente. 
5.2.2.2. Tramas RTS 
 
Como se ha mencionado en el apartado anterior, no todas las transmisiones de 
tramas RTS llegan a su destino correctamente. Por este motivo, se han 
definido parámetros que describen la causa de la transmisión incorrecta. 
 
A. RTS Colisionados (CO): Contabiliza el número de tramas RTS que se 
han enviado en el mismo instante de tiempo colisionando e inhabilitando 
el proceso de inicio de comunicación. 
 
B. RTS con bits erróneos (BE): Este parámetro muestra el número de 
RTS que llegan al nodo destino con bits erróneos, a pesar de que su 
nivel de potencia recibida sea superior a la sensibilidad. 
 
C. RTS perdidos por Sensibilidad (PS): Esta medida cuantifica el número 
de tramas RTS que no han llegado al nodo destino con un nivel de 
potencia  por encima del umbral de recepción (Sensibilidad). 
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D. RTS transmitidos correctamente (TC): Indica el número de tramas 
RTS que llegan al nodo destino con éxito. 
 
E. RTS transmitidos (TT): Registra el número total de transmisiones de 
tramas RTS realizadas, en el envío de mensajes de datos. Su cálculo se 
realiza a través de la suma de todos los RTS transmitidos (colisionados, 
con bits erróneos, perdidos por Sensibilidad y transmitidos 
correctamente) como muestra la expresión 5.7. 
 
 TCPSBECOTT +++=    (5.7) 
 
A partir del estado de cada RTS se ha calculado su porcentaje sobre el Total 
de RTS transmitidos, aplicando la formula 5.18 para cada caso. 
 
100*%
TT
EstadoEstado =    (5.8) 
 
Donde Estado indica cada uno de los parámetros mencionados (CO, BE, PS y 
TC), siendo substituido en cada caso por el parámetro que se desee calcular. 
 
5.2.3. Estadísticas del Sistema  
5.2.3.1. Retardo 
 
El retardo es el periodo de tiempo desde que el mensaje o paquete es 
generado en el nodo y guardado en cola hasta que es transmitido por completo 
y recibido de manera correcta por el nodo receptor. La expresión 5.9 muestra la 
fórmula que lo define: 
 
)(Re 0 TXf TIItardo +−=    (5.9.) 
 
Donde If representa el instante en el que el nodo recibe correctamente el 
mensaje de datos completo, I0 indica el instante en el que el paquete de datos 
es generado en el nodo y TTX  es el mínimo tiempo que se tarda en transmitir el 
paquete de datos, a través del protocolo MACA. 
  
5.2.3.2. Intervalo de trabajo y punto de saturación 
 
Se define como intervalo de trabajo al rango de valores de carga que el 
sistema puede servir sin que se sature y que el retardo introducido sea inferior 
a 1 segundo, como medida de calidad de servicio, QoS. 
 
El punto de saturación es la cantidad de carga servida a partir de la que el 
throughput del sistema deje de tener una tendencia lineal y decae o se 
mantiene constante respecto a la carga generada. 
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5.3. Valores del escenario de  trabajo en las pruebas 
 
La tabla 5.1.  resume los valores de los parámetros utilizados en las pruebas 
realizadas  para obtener los resultados que se describen en este capítulo 
 
Tabla 5.1. Valores de los parámetros del simulador 
 
Parámetros Valores 
Tamaño del escenario Cuadrado en 2D de lado variable, desde 100mx100m hasta 400mx400m 
Frecuencia de transmisión 2,4 GHz 
Cantidad 15 nodos 
Posición inicial Aleatoria y uniforme dentro del escenario 
Movimiento Rectilíneo de dirección aleatoria uniforme y 
módulo constante de 1,5 km/h 
Nodos 
Tamaño de cola 250 Kbytes 
Tamaño de paquete 500 bytes 
Tasa binaria 11 Mbps 
Probabilidad de generar 
mensaje De 0,0004 a 0,04 (cada 360 μs) 
Modelo de 
tráfico 
Cantidad de paquetes 
por mensaje generado  1 paquetes/u.t. 
Destino de las transmisiones Aleatorio y uniforme entre los nodos existentes 
Potencia de transmisión 20 dBm 
Ganancia de antenas 0 dB (omnidireccionales) 
Atenuación Distancia + shadowing lognormal 
Modelo de 
transmisión 
y canal 
Tiempo de coherencia 72 ms 
Sensibilidad -90 dBm 
PER Según SNR (ver tabla 3.2.) 
Protocolo MAC MACA( CSMA/CA+RTS/CTS) 
Unidad de tiempo (u.t.) SIFS= 10µs 
Backoff Dependiente del modelo de Cross-laye y 
reintento (ver capitulo 2). 
Acceso al canal Aleatorio entre 1 y 7 u.t. 
DIFS 3 u.t 
Tiempos de 
espera 
(ver tabla 3.1) 
SIFS 1 u.t. 
Mensaje Datos 37 u.t. y 169 u.t 
RTS 16 u.t 
CTS 11 u.t. 
Tiempos de 
Transmisión 
ACK 11 u.t. 
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5.4. Aplicación de las Técnicas Cross-layer 
5.4.1. Evaluación de las técnicas Cross-layer 1A, 2A y 3A. 
 
Una vez estudiado el comportamiento del sistema de referencia (ver anexo AI y 
AII), se han realizado varias pruebas aplicando las técnicas Cross-layer 
propuestas en el capítulo 2. En este apartado se analiza el comportamiento del 
sistema diseñado al utilizar las técnicas Cross-layer de tipo A, comparando los 
principales parámetros de estudio respecto al sistema de referencia. Como se 
especifica en el Anexo I, para cada dimensión de escenario se presenta un 
intervalo de trabajo diferente sobre el cual se centrarán las pruebas, siendo de 
4.8 Mbps para el escenario de 100mx100 y 1.4 Mbps para el de 400mx400. 
5.4.1.1. Throughput 
 
En primer lugar se ha analizado la carga de tráfico que puede servir el sistema. 
Las figuras 5.1 y 5.2 nos muestran que al aplicar las técnicas Cross-layer de 
tipo A la tendencia del throughput es muy similar al sistema de referencia. Sin 
embargo, en escenarios de dimensiones reducidas se aprecia una mejora en el 
punto de saturación en las técnicas 2A y 3A absorbiendo un 5% o 0.2 Mbps 
más carga que el sistema de referencia. Este incremento se produce con 
cargas superiores a 4 Mbps.  
 
Por otro lado, en escenarios de grandes dimensiones sólo la técnica 3A aporta 
una mejora significativa al incrementar un 9% o 0.12 Mbps la carga servida.  
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Fig.5.1. Throughput, sistema de referencia y tecnicas tipo A. 
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Fig.5.2. % Througput/Carga, sistema de referencia y técnicas tipo A. 
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Este incremento del rendimiento en zonas próximas al punto de saturación se 
debe a que las técnicas 2A y 3A emplean CW con márgenes de tiempo no 
solapados, reduciendo la probabilidad de colisión y aumentando el throughput 
del sistema logrando así uno de los objetivos marcados inicialmente. 
 
5.4.1.2. Número medio de intentos de RTS 
 
Las estadísticas mostradas en la figura 5.3 reflejan que aplicando las técnicas 
tipo A se necesitan un menor número de intentos para realizar una transmisión 
de RTS correctamente. 
 
Se puede observar como las técnicas 2A y 3A son las que necesitan realizar un 
menor número de retransmisiones para enviar un mensaje con éxito. La técnica 
3A es la que presenta un menor número de intentos reduciendo en 0.5 y 1 
intento respecto al de referencia, en escenarios 100mx100m y 400mx400m 
respectivamente.  
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Fig. 5.3. Intentos de transmisión de RTS, sistema de referencia y técnicas tipo A. 
 
El descenso del número de intentos en la técnica 3A es debido a que esta 
técnica reduce el número de colisiones al emplear ventanas de contienda 
solapadas y dar prioridad a aquellas transmisiones que presentan un nivel de 
potencia más bajo pero por encima de la sensibilidad. De este modo se evita 
que las transmisiones que tengan un nivel de potencia ajustada a la 
sensibilidad no les dé tiempo a empeorar y no se puedan transmitir. 
 
5.4.1.3. Retardo medio 
 
Aplicando las técnicas Cross-layer al sistema de comunicaciones el retardo se 
reduce en todos los escenarios, exceptuando la técnica 1A que lo aumenta. 
Los resultados obtenidos nos muestran (ver figura 5.4) que en escenarios 
100mx100 las técnicas 1A y 3A introducen un mayor retardo en el sistema no 
mejorando el sistema de referencia. Cuando ambas técnicas presentan un 
retardo de 1 segundo, sirven hasta una carga de 4.88 Mbps e introducen 100 
ms más que el de referencia. Por el contrario, la técnica 2A es la que aporta 
mejoras respecto al sistema de referencia, introduciendo un retardo menor en 
200 ms e incrementando el intervalo de trabajo en 0.05 Mbps. 
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En escenarios de 400mx400m las técnicas 2A y 3A son las que introducen un 
menor retardo, reduciendo en 200 ms el retardo de referencia y aumentando el 
intervalo de trabajo en 0.2 Mbps.  
 
  
 
 
Fig.5.4. Retardo, sistema de referencia y técnicas tipo A. 
 
Los resultados de la técnica 3A se deben a que en el escenario de 100mx100m 
la probabilidad de colisión es más elevada que en el de 400mx400, porque en 
escenarios reducidos la probabilidad de solapar áreas de cobertura es mayor, 
interfiriéndose entre ellas. La técnica 3A mejora el throughput del sistema 
reduciendo el número de colisiones pero ocupando el canal durante más 
tiempo, al realizar un mayor número de transmisiones correctas, y causando 
que los mensajes tengan que esperar más tiempo hasta que se libere el canal. 
 
Por otro lado la técnica 2A es la que presenta un menor retardo al emplear 
ventanas solapadas (reduciendo las colisiones) y tener una eficiencia peor que 
3A, dejando más tiempo libre el canal y que los nodos con paquetes en cola 
esperen un menor tiempo para intentar acceder al él.  
5.4.1.4. Estadísticas de las transmisiones RTS 
 
Las estadísticas de las transmisiones de las tramas RTS nos han permitido 
conocer los problemas que presenta el sistema (como colisiones, errores en 
bits o envíos con Pr<S) y las posibles causas (ver figuras 5.7 y 5.8). Después 
de emplear las técnicas  Cross-layer se ha comprobado si estos problemas se 
han resuelto, disminuido o incrementado. A continuación se comentan los 
resultados, en función de los estados que presenta los RTS al finalizar la 
simulación.  
 
 RTS Correctos: En ambos escenarios (ver figura 5.5) la técnica 3A es la 
que presenta un mejor rendimiento mejorando el porcentaje de paquetes 
transmitidos con éxito en un 18% (en escenarios de 100mx100m) y en 
un 3% (en escenarios 400mx400m) respecto al sistema de referencia. 
Este incremento de eficiencia se produce con cargas próximas al punto 
de saturación donde la probabilidad de colisión es más elevada (ver 
figura 5.6). La mejora se produce porque las ventanas de contienda de 
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la técnica 3A dan prioridad a las transmisiones que habían colisionado o 
presentado errores. 
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Fig.5.5. % RTS Correctos/Transmitidos, sistema de referencia y técnicas tipo A. 
 
 RTS colisionados: En los dos escenarios se puede apreciar un 
descenso del número de colisiones en las técnicas 2A y 3A (ver fig.5.6), 
del 18% (en escenarios de reducidas dimensiones) y del 2% (en 
escenarios grandes dimensiones). Este descenso es debido a que en 
este tipo de técnicas las CW poseen tiempos no solapados, lo que 
produce que disminuya la probabilidad de que dos paquetes sean 
enviados al mismo tiempo. En escenarios de dimensiones reducidas 
estas técnicas ofrecen una mayor eficiencia porque la probabilidad de 
colisión es más elevada, al existir un mayor número de áreas de 
cobertura solapadas. 
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Fig.5.6. Colisiones, sistema de referencia y técnicas tipo A 
 
Tras estudiar varios parámetros se ha comprobado que la técnica Cross-layer 
que ofrece un mejor rendimiento del sistema es la técnica 3A. Por este motivo 
únicamente se comparará esta técnica frente al sistema de referencia en los 
siguientes  apartados. 
 
 RTS Erróneos: La aplicación de las técnicas Cross-layer tipo A no  
aporta mejoras apreciables en el número de tramas enviadas con 
errores. 
 
  <Sensibilidad: En la figura 5.7. se puede apreciar el efecto de las 
atenuaciones producidas por el shadowing y la distancia entre nodos, 
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que provoca que el 30% de las tramas enviadas se pierdan, en 
escenarios de dimensiones reducidas. La técnica 3A reduce esta 
pérdida de RTS en aproximadamente un 5% al emplear una ventana de 
contienda de mayores dimensiones para transmisiones con alta 
atenuación por distancia (CW-1), ampliando el intervalo de tiempo para 
que mejore sus condiciones de canal. Otro aspecto destacado, es que a 
partir del punto de saturación (4.8Mbps) el comportamiento del sistema 
cambia, volviéndose inestable, y el motivo por el que se reduce la 
cantidad de RTS colisionados o perdidos por Prx<S es porque la cola se 
desborda, perdiéndose una gran cantidad de paquetes, sin que se 
envíen sus RTS correspondientes.  
 
Por otro lado, en escenario de grandes dimensiones (ver figura 5.8), los 
niveles de atenuación por distancia son tan elevados y la CW-1 tan 
corta, que la técnica Cross-layer 3A no aporta mejoras significativas en 
la reducción de este tipo de RTS perdidos. 
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Fig.5.7. Estadística de transmisiones de RTS en escenarios de 100mx100m. 
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Fig.5.8. Estadística de transmisiones de RTS en escenarios de 400mx400m. 
 
5.4.1.5. Estadísticas del tráfico de datos 
 
Finalmente se ha estudiado como las técnicas Cross-layer tipo A afectan a la 
transmisión del tráfico de datos.  
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Paquetes transmitidos correctamente: En escenarios de reducidas 
dimensiones las técnicas 2A y 3A aumentan el rendimiento del sistema para 
cargas superiores a 3 Mbps, mejorando hasta un 5% el número de 
transmisiones de datos correctos. Esto es debido a que estas técnicas emplean 
ventanas de contienda no solapadas para evitar colisiones, reduciendo el 
número de RTS perdidos y por consiguiente disminuyendo el número de 
paquetes perdidos por 6 retransmisiones.  
 
En escenarios de grandes dimensiones la técnica 3A es la más eficiente al 
aumentar en un 6% la tasa de paquetes de datos transmitidos con éxito, debido 
a que da prioridad a aquellas transmisiones que no llegan de manera correcta 
al destino, a pesar de tener una potencia superior al umbral requerido.  
 
 
 
Fig.5.9. % Paquetes Correctos sobre transmitidos, sist.Referencia y técnicas tipo A. 
 
Paquetes que no llegan al destino: Existen tres razones por las que los 
paquetes de datos no son recibidos en su destino: 
 
1) Paquetes desbordados por la cola: Una consecuencia de aplicar las 
técnicas 2A y 3A es el aumento del Throughput del sistema, que desplaza el 
punto de saturación hacia cargas más elevadas. Esta consecuencia provoca 
que la cola se sature de manera más lenta y progresiva que en el caso del 
sistema de referencia. De modo que se reduce la pérdida de paquetes de datos 
en un 2% y un 1% sobre el total de paquetes generados, en escenarios de 
100mx100m y 400mx400 respectivamente (ver figura 5.10.). 
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Fig.5.10. %Paquetes desbordados en cola, sist.Referencia y técnicas tipo A. 
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2) Paquetes Perdidos por 6 reintentos: El descenso del número de colisiones 
en las técnicas 2A y 3A produce que el número RTS perdidos sea menor y por 
tanto, una reducción del número de paquetes perdidos por 6 retransmisiones. 
La figura 5.11 muestra este descenso del 4% en escenarios de reducidas 
dimensiones y del 6%, en escenarios de grandes dimensiones, respecto al total 
de paquetes generados en el sistema. 
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Fig.5.11.Paquetes perdidos 6 retransmisiones, sist.Referencia y técnicas tipo A. 
 
3) Paquetes en cola: En la figura 5.12 se muestra como las técnicas A 
reducen  la ocupación en cola en un 1% (3A) y en 2% (2A) en escenarios de 
100mx100 y 400mx400, respectivamente.  Esta mejora viene directamente 
causada por el aumento del throughput y la reducción de las colisiones que 
produce dichas técnicas. 
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Fig.5.12. Paquetes en cola, sist.Referencia y técnicas tipo A. 
 
5.4.1.6. Conclusiones de las técnicas Cross-layer A 
 
Tras realizar un análisis de las técnicas Cross-layer 1A, 2A y 3A frente al 
sistema de referencia se han obtenido las siguientes conclusiones: 
 
 La técnica 1A presenta un rendimiento similar al sistema de referencia 
incluso en algunos casos peor, en todo tipo de escenarios. Estos 
resultados nos demuestran que solapar los intervalos de tiempo de las 
ventanas de contienda y dar prioridad a las transmisiones con mejores 
condiciones de canal no aportan mejoras al sistema. 
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 Las técnicas 2A y 3A aumentan el rendimiento del sistema en ambos 
escenarios, sin embargo en escenarios reducidos presentan una eficiencia 
más elevada. Esto es debido a que en escenarios de dimensiones 
reducidas se disminuye en un mayor porcentaje el número de colisiones 
del sistema aumentando su rendimiento. Los principales aspectos que 
mejoran estas técnicas en este tipo de escenarios son: 
 
♦ Aumentar el Throughput en 0.2 Mbps y el porcentaje de paquetes   
transmitidos correctamente en un 5%. 
♦ Reducir el número de intentos medios necesarios para que una   
transmisión sea correcta, disminuyendo el consumo de energía. 
♦ Mejorar el retardo en 200 ms. 
♦ Disminuir la pérdida de RTS por colisión en un 18%, reduciendo la 
cantidad de paquetes de datos perdidos por 6 intentos.  
 
Dado los resultados sobre cada uno de los escenarios se podrían implementar 
diferentes aplicaciones. En escenarios de reducidas dimensiones podrían 
emplearse servicios de transferencia de datos, voz y streaming de baja 
resolución al poseer una tasa de servicio del 92 % con un retardo inferior a 1 
segundo, para cargas inferiores a 4Mbps. Por otro lado, en escenarios de 
grandes dimensiones, la tasa de servicio del 60% no permitiría tener ninguna 
aplicación de servicio funcionando correctamente en redes one-hop, 
necesitaría ser una red multihop con enrutado para ser utilizada con garantías. 
5.4.2. Evaluación de las técnicas Cross-layer 1B, 2B, 3B y 4B 
 
Tras evaluar el rendimiento de las técnicas A, se ha realizado un estudio de las 
técnicas denominadas tipo B. Estas técnicas tratan de priorizar aquellos nodos 
que han perdido las transmisiones de RTS porque han sido recibidas con un 
nivel insuficiente de potencia (Pr<Sensibilidad). 
 
Todas las técnicas tipo B presentan un comportamiento similar en la ventana 
CW-1, y en el resto de ventanas se corresponden con las técnicas tipo A. No 
obstante, la técnica 4B implementa un algoritmo diferente, al emplear un 
número de retransmisiones superior a 6 si no encuentra un destino que le 
permita llegar con una potencia superior al umbral del receptor. A continuación 
se describen los resultados de las pruebas realizas al aplicar las técnicas tipo B 
sobre el sistema de referencia. 
5.4.2.1. Throughput 
 
La primera observación al aplicar las técnicas B es el aumento de la capacidad 
de absorción de carga por parte del sistema. 
 
En escenarios 100mx100m  todas las técnicas tipo B aumentan el punto de 
saturación hasta cargas de 4.9 Mbps. Para cargas inferiores a 4 Mbps sirven el 
99.9%, con un comportamiento prácticamente lineal (ver figura 5.13). Las 
técnicas B aportan una mejora en 0.3 Mbps de carga absorbida y en un 8% la 
tasa de paquetes de datos servidos, en prácticamente todo el intervalo de 
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trabajo. A partir de los 4 Mbps el rendimiento baja pero sigue estando por 
encima en un 4% respecto al de referencia. 
 
En escenarios de 400mx400m el rendimiento del sistema también aumenta, 
en este caso, en un 45 %, siendo capaz de servir entre el 98-95 % de la carga, 
en el intervalo de trabajo, e incrementando el caudal hasta 0.65 Mbps.  
 
El motivo de este cambio de comportamiento tan favorable respecto a las 
técnicas tipo A es que las tipo B realizan un cambio de destino con el que se 
pretende tener mejores condiciones de canal (menor shadowing y atenuación 
por distancia respecto al receptor). De esta manera se reducen las perdidas 
producidas por niveles de potencia recibida insuficientes (Pr<S) y aumenta el 
número de transmisiones correctas. Como muestran figuras 5.13 y 5.14 esta 
mejora es más notable en escenarios de grandes dimensiones ya que el motivo 
principal de pérdidas de RTS son las atenuaciones por distancia.  
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Fig.5.13. Througput, sistema de referencia y técnicas tipo B. 
 
75%
80%
85%
90%
95%
100%
0 1 2 3 4 5 6
Carga  (Mbps)
%
 
Th
ro
u
gh
pu
t/L
o
a
d
1B 2B 3B
Máximo 4B Referencia
 
 
Fig.5.14. % Througput/Carga, sistema de referencia y técnicas tipo B. 
5.4.2.2. Número Medio de retransmisiones de RTS 
 
Como se puede observar en la figura 5.15 las técnicas tipo B, del mismo modo 
que las tipo A, reducen el número de intentos medios para realizar una 
transmisión de datos.  
 
En el escenario 100mx100m se consigue una reducción de 0.5 intentos 
mientras que en escenarios de 400mx400 el descenso es de 4 intentos. Esta 
gran diferencia es debido a que en escenarios de grandes dimensiones se 
pierde cerca del 75% de los RTS por las condiciones del canal y como se ha 
observado en el apartado anterior, cambiar de destino en estas transmisiones 
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aumenta la probabilidad de mejorar las condiciones de canal incrementando en 
un 45% la tasa de transmisión de tráfico de control o RTS.  
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Fig. 5.15. Intentos de transmisión de RTS, sistema de referencia y técnicas tipo B. 
 
5.4.2.3. Retardo 
 
Las técnicas tipo B se comportan de manera similar en ambos escenarios 
presentando eficiencias totalmente diferentes. 
 
Escenarios de tamaño reducido: Las técnicas tipo B se diseñaron con la 
intención de reducir la pérdida de tramas RTS por falta de potencia en 
recepción incrementando así el throughput del sistema (ver figura 5.13). De 
modo que al servirse más tráfico el tiempo de espera en cola de cada paquete 
debería ser menor y se reduciría el retardo. Nuevamente se confirma que la 
teoría se corresponde con la práctica pues todas las técnicas B introducen un 
menor retardo respecto al de referencia y aumentan el intervalo de trabajo en 
escenarios 100mx100m. La técnica 2B es la que introduce un menor retardo 
reduciéndolo en 600 ms y aumentando en 0.06 Mbps el intervalo de trabajo. 
 
Escenarios de tamaño grande: En cambio en escenarios 400mx400m, las 
técnicas B sólo reducen el retardo, en 120 ms, con cargas inferiores a 1.4 Mbps 
y a partir de este punto se comportan peor que el sistema de referencia 
llegando con cargas inferiores al límite de 1 segundo. Esto es debido a que el 
sistema ha aumentado tanto su nivel de throughput que el canal está 
prácticamente siempre ocupado y los nodos deben esperar un tiempo elevado 
para intentar acceder.  
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Fig.5.16. Retardo, sistema de referencia y técnicas tipo B. 
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5.4.2.4. Estadísticas transmisiones RTS 
 
Se ha comprobado como las técnicas B reducen el porcentaje de paquetes 
transmitidos incorrectamente, mejorando el rendimiento ofrecido por las 
técnicas A, debido a que en la ventana CW-1 los nodos cambian de destino. A 
continuación se muestra como afectan estas técnicas en la transmisión de la 
trama RTS. 
 
 RTS Correctos: La figura 5.17 muestra que las técnicas de tipo B 
aumentan las transmisiones correctas de RTS alrededor de un 30% en 
ambos escenarios. El cambio de destino en la ventana de contención CW-1 
es el responsable de esta mejora. 
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Fig.5.17. % RTS Correctos/Transmitidos, sistema de referencia y técnicas tipo B 
 
 RTS colisionados: El comportamiento de las técnicas A y B es muy similar 
respecto al número de colisiones en ambos escenarios, sin embargo en 
escenarios 100mx100m las técnicas A evitan en un 18% las perdidas por 
colisión (ver figura 5.6) mientras que las B lo hacen en un 10%. Esto es 
debido a que la CW-1 de las técnicas A hace esperar un tiempo prolongado 
(1-255, reduciendo el tráfico) evitando colisiones, mientras que en las 
técnicas B no reducen el tráfico sino que lo cambian de nodo y aumentan el 
throughput y la probabilidad de colisionar, respecto a las A.  
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Fig.5.18. Colisiones, sistema de referencia y técnicas tipo B. 
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En este apartado sólo se realiza la comparativa en las técnicas más eficientes 
en cada escenario, la 3B para escenarios de reducidas dimensiones y la 4B 
para escenarios de grandes dimensiones. 
 
 RTS Erróneos: Las técnicas B del mismo modo que las A no aportan 
ninguna mejora apreciable en el número de RTS recibidos con errores. 
 
 RTS <Sensibilidad: En las figuras 5.19 y 5.20 se puede apreciar como las 
técnicas B reducen el número de RTS perdidos por Prx<Sensibilidad. La 
técnica 3B lo hace entre un 30-20% a lo largo del intervalo de trabajo en 
escenarios 100mx100m y la técnica 4B en un 40% en escenarios de 
400mx400. Nuevamente se observa el aumento del rendimiento del sistema 
cambiando de destino las transmisiones con una potencia por debajo de la 
Sensibilidad, ya que la probabilidad de que estas transmisiones se 
realizaran con éxito es muy baja, debido a la poca movilidad de los nodos. 
Al igual que con las técnicas Cross-layer de tipo A, se puede observar un 
cambio de tendencia a partir del punto de saturación, generando un 
comportamiento inestable en el sistema. 
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Fig.5.19. Estadística de transmisiones de RTS en escenarios de 100mx100m. 
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Fig.5.20. Estadística de transmisiones de RTS en escenarios de 400mx400m. 
 
5.4.2.5. Estadísticas del tráfico de datos 
 
Dado los resultados obtenidos en los parámetros descritos en apartados 
anteriores, las técnicas tipo B deberían aportar una mejora en el 
comportamiento del tráfico de datos, al reducir el número de RTS perdidos. A 
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continuación se comentan los resultados obtenidos sobre el estado de las 
transmisiones de datos: 
 
Paquetes transmitidos correctamente: Todas las técnicas B aumentan el 
rendimiento del sistema sirviendo el 99.9% de la carga para valores inferiores a  
4 Mbps, aumentando hasta en un 8% la cantidad de paquetes servidos, en 
escenarios de reducidas dimensiones. Mientras que en escenarios grandes las 
técnicas B permiten que se sirva el 96 % de la carga, aumentando en un 45 % 
la tasa de paquetes enviados respecto al sistema de referencia. 
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Fig.5.21. % Paquetes Correctos sobre transmitidos, sist.Referencia y técnicas tipo B 
 
Paquetes que no llegan al destino:  
 
Paquetes desbordados por la cola: Las técnicas B reducen la cantidad de 
paquetes perdidos por desbordamiento de la cola (ver figura 5.22),  hasta un 
2.5% en escenarios de 100mx100m y un 0.5% en escenarios de 400mx400, 
respecto al total de paquetes de datos generados. Este descenso en la pérdida 
de paquetes en cola es debido a que las técnicas B reducen el número de 
colisiones mediante ventanas solapadas y se cambia de destino cuando el 
paquete no llega correctamente al destino por falta de potencia en recepción 
(Pr<S), produciendo que los paquetes de datos permanezcan durante un 
menor tiempo en cola.  
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Fig.5.22. Paquetes desbordados en cola, sist.Referencia y técnicas tipo B. 
 
Paquetes Perdidos por 6 reintentos: Como se ha mencionado anteriormente 
las técnicas B reducen el número de retransmisiones de RTS provocando que 
disminuya el número de paquetes perdidos por realizar 6 transmisiones para un 
mismo mensaje. La figura 5.23 muestra el incremento en la eficiencia del 
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sistema en un 9% en escenarios de reducidas dimensiones y en un 45% en 
escenarios de grandes, sobre el total de paquetes de datos generados. 
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Fig.5.23.Paquetes perdidos 6 retransmisiones, sist.Referencia y técnicas tipo B 
 
Paquetes en cola: En escenarios de 100mx100m, la técnica 2B es la presenta 
un menor número de paquetes en cola al ser la técnica que prioriza las 
transmisiones con mejores condiciones de canal y cambia de destino cuando la 
Pr<S, reduciendo en un 5% la ocupación de la cola respecto al sistema de 
referencia. Por otro lado, en escenarios de 400mx400, únicamente se producen 
mejoras, de hasta un 2.5%, cuando la carga esta por debajo de 1 Mbps, debido 
a que a partir de este punto el número de colisiones aumenta. 
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Fig.5.24. Paquetes en cola, sist.Referencia y técnicas tipo B. 
 
5.4.2.6. Conclusiones de las técnicas B 
 
Tras evaluar el comportamiento de las técnicas B se resumen las principales 
mejoras que introducen en el rendimiento del sistema.  
 
En escenarios de dimensiones reducidas: La técnica que aumenta el 
rendimiento en mayor grado es la 3B introduciendo los siguientes beneficios: 
 
♦ Mejora el rendimiento del sistema sirviendo prácticamente el 100% de la 
carga hasta 4 Mbps y un 97% para cargas superiores, dentro del intervalo 
de trabajo. De este modo se logra un mayor rendimiento que  las técnicas 
tipo A que sirven el 93% de la carga, en todo el intervalo de trabajo.  
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♦ Reduce en un 35% el número medio de intentos de RTS, mostrando una 
mayor eficiencia que las técnicas tipo A que reducen en un 25% la 
cantidad de intentos medios.  
♦ Decrementa el retardo en 600 ms. 
♦ Disminuye la cantidad de paquetes perdidos de datos.   
♦ Aumenta la cantidad de transmisiones de RTS debido al descenso de  
colisiones y de paquetes perdidos por potencia insuficiente en recepción. 
 
En escenarios de grandes dimensiones: La técnica presenta una mayor 
eficiencia en este tipo de escenarios es la 4B aportando las siguientes ventajas: 
 
♦ Mejora el rendimiento sirviendo prácticamente el 96% de la carga hasta 
1.5 Mbps de carga, logrando un mayor rendimiento que las técnicas A 
que sólo sirven hasta el 60% de la carga. 
♦ Minimiza el número de intentos medios en un 65%, frente al 15% logrado 
por las técnicas Cross-layer tipo A.  
♦ Aumenta la cantidad de transmisiones de RTS en un 45% al disminuir las 
perdidas por falta de potencia en recepción (Pr>S) en un 40%. 
♦ Se aumenta la cantidad de tráfico de datos servido en un 30%, 
consiguiendo un sistema de comunicaciones que garantiza unos 
requisitos de calidad de servicio con cargas de tráfico bajas. 
 
En escenarios reducidos, el sistema con el protocolo MACA y la técnica 3B nos 
permite implementar aplicaciones con grandes requisitos de calidad de servicio 
(QoS), al servir el 99.9% del tráfico ofrecido, con un retardo menor a 1 segundo 
para cargas inferiores a 4 Mbps. Un ejemplo de servicio que funcionaría sobre 
este tipo de sistema son las transmisiones streaming de resolución media.  
 
Mientras que en escenarios de grandes dimensiones, el sistema con el 
protocolo MACA y la técnica 4B, ofrece la posibilidad de utilizar servicios que 
no requieran una tasa de transmisión elevada al tener solo un intervalo de 
trabajo de hasta 1.5 Mbps, pero con un throughput sobre la carga superior al 
95% y un retardo inferior a 1 segundo. Las transmisiones de voz y las 
descargas de datos a tasas bajas podrían ser aplicaciones implementadas. 
5.5. Comparativa  MACA vs ALOHA 
 
Un objetivo de este proyecto es comprobar que las técnicas Cross-layer 
aportan ventajas sobre diferentes protocolos de capa física. Anteriormente 
estas técnicas han sido estudiadas bajo el protocolo MAC Aloha (ver [5]). En 
este apartado se realiza una comparativa sobre que aspectos mejoran en cada 
uno de los protocolos sobre los que se han aplicado estas técnicas. La tabla 
5.2 muestra las técnicas escogidas para la comparativa, siendo las que aportan 
un mayor rendimiento en cada protocolo. Se han analizado los tres parámetros 
más significativos: Throughput, retardo y número medio de intentos. 
 
Tabla 5.2. Técnicas empleadas en la comparativa de protocolos. 
 Dimensiones escenario ALOHA MACA 
100mx100 2A y 3A 3A 
400mx400 4B 3B y 4B 
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5.5.1. Throughput. 
 
Como muestra la figura 5.25, en escenarios de reducidas dimensiones, ambos 
protocolos presentan un ligero incremento del 5% de la carga servida, cuando 
el sistema se acerca al punto se saturación. 
 
Por otro lado en escenarios de grandes dimensiones es en el protocolo Aloha 
donde las técnicas B son más eficientes al aumentar la carga servida en un 
60% frente al 40% que se mejora en MACA. 
 
 
De modo que se obtiene que para escenarios de grandes dimensiones las 
técnicas Cross-layer mejoran la cantidad de tráfico servido en ambos 
protocolos, siendo más eficiente en Aloha. Pero que en escenarios de reducido 
tamaño, en los dos protocolos la mejoría es mínima. 
5.5.2. Retardo 
 
En ambos protocolos las técnicas Cross-layer aumentan la eficiencia del 
sistema de tal manera que: 
 
En escenarios de reducidas dimensiones. En Aloha se logra reducir el retardo 
en 300 ms cuando el sistema soporta altas cargas mientras que en MACA se 
reduce el retardo cuando el sistema esta poco cargado, empeorando el retardo 
cuando sirve elevadas cargas. 
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Fig.5.25. Throughput, Aloha vs MACA con Cross-layer en escenarios de 100mx100. 
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Fig.5.26. Throughput, Aloha vs MACA con Cross-layer en escenarios de 400mx400. 
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En escenarios de grandes dimensiones. Se vuelve a ver el mismo efecto que 
en escenarios reducidos. En este caso, Aloha disminuye su retardo en 17 
segundos con cargas elevadas mientras que MACA lo disminuye en 300 ms 
cuando sirve bajas cargas. 
 
 
5.5.3. Intentos  medio 
 
Las técnicas Cross-layer reducen considerablemente el número de intentos de 
retransmisiones de tramas para establecer una comunicación. A pesar de ser 
distinto tipo de tramas, trama de datos en Aloha y trama de control (RTS) en 
MACA, la comparativa es significativa al ser las tramas que se envían para 
establecer la comunicación, en ambos protocolos. 
 
En escenarios de reducidas dimensiones: Los dos protocolos presentan un 
descenso del 20% en el número de intentos, pero Aloha reduce este parámetro 
con cargas bajas mientras que MACA lo hace cuando trabaja con altas cargas. 
 
En escenarios de grandes dimensiones: Las técnicas Cross-layer presentan 
una mayor eficiencia en MACA al reducir en un 70% el número de envíos 
necesarios para transmitir con éxito un mensaje de datos. Por otro lado en 
Aloha también se reduce este parámetro pero en menor grado, en un 42%. 
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Fig.5.27.Retardo medio, Aloha vs MACA con Cross-layer, escenarios de 100mx100. 
 
 
0
500
1000
1500
2000
2500
0 0,5 1 1,5 2 2,5 3
Carga (Mbits)
Re
ta
rd
o
 
m
ed
io
 
(m
s)
Límite Referencia 3B 4B
 
Fig.5.28.Retardo medio, Aloha vs MACA con Cross-layer, escenarios de 400mx400. 
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5.5.4. Conclusiones 
 
Tras comparar dos sistemas con protocolos de capa MAC diferentes sobre los 
que se han aplicado técnicas Cross-layer, se ha obtenido que en ambos casos 
las técnicas escogidas aumentan el rendimiento del sistema presentando un 
comportamiento similar. 
 
En escenarios de 100mx100, en ambos protocolos la mejora introducida en el 
throughput y el retardo es poco significativa, y únicamente se obtiene una gran 
reducción del 20% en el número de intentos medio de retransmisiones, ventaja 
importante si se tiene en cuenta que se ahorraría un 20% del consumo de 
energía dedicada a transmisión, alargando la duración de las baterías. 
 
En escenarios de 400mx400, en ambos protocolos se mejora el rendimiento del 
sistema al aumentar el throughput, reducir el retardo y el número de intentos. A 
través de estos cambios se consigue optimizar un sistema con pésimas 
condiciones de comunicación para sistemas one-hop (sólo transmite el 55% de 
los datos), logrando en el caso de MACA un sistema que garantiza el envío del 
95% de los datos con bajas cargas de tráfico. 
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Fig.5.29.Intento medio, Aloha vs MACA con Cross-layer, escenarios de 100mx100. 
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Fig.5.30.Intento medio, Aloha vs MACA con Cross-layer, escenarios de 400mx400. 
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CAPÍTULO 6. CONCLUSIONES 
 
En este proyecto se ha realizado el estudio del comportamiento de un sistema 
de comunicaciones inalámbricas basadas en el estándar 802.11, en concreto 
con el protocolo de capa MAC MACA, sobre el que se han aplicado diferentes 
técnicas Cross-layer para aumentar su rendimiento.  
 
Para la realización de este estudio se ha implementado un software de 
simulación en lenguaje C++. Este programa ha sido la herramienta base del 
proyecto que ha permitido simular el comportamiento de un sistema de 
comunicaciones inalámbricas en modo distribuido o ad-hoc, obteniendo un 
sistema de referencia sobre el que aplicar las técnicas Cross-layer. El software 
se ha diseñado de modo que pueda emplear cada una de las técnicas Cross-
layer, bajo diferentes condiciones de carga, tipos de paquetes de diferentes 
longitudes y diversas tasas de transmisión entre nodos.  
 
Una vez diseñado el programa, se han definido unos parámetros de estudio 
que nos han permitido evaluar, de manera estadística, el comportamiento del 
sistema de referencia. En primer lugar, se han realizado múltiples pruebas para 
caracterizar con detalle el sistema de referencia sobre el que se iba a 
experimentar. Tras caracterizar el sistema de referencia se han efectuado un 
amplio abanico de simulaciones aplicando cada una de las técnicas propuestas 
sobre el sistema de referencia. Posteriormente se ha realizado un análisis 
detallado de las estadísticas obtenidas.   
 
Tras el análisis de los resultados, se han extraído las conclusiones mostradas a 
continuación. 
 
La técnica Cross-layer 1A disminuye el rendimiento del sistema, presentando 
un comportamiento más ineficiente que el de referencia en términos de 
throughput, retardo y número de intentos medios, entre otros.  
 
Las técnicas Cross-layer 2A y 3A  mejoran el rendimiento del sistema a partir 
de la reducción del número de colisiones cuando el sistema trabaja con cargas 
de tráfico próximas al punto de saturación. De modo que al reducir el número 
de colisiones, estas técnicas logran aumentar el throughput del sistema para 
cargas elevadas y reducir el número de transmisiones necesarias de RTS para 
enviar un mensaje de datos correctamente. El único inconveniente es un 
crecimiento del retardo producido por el aumento del throughput y que la 
espera de los nodos para acceder al canal sea más larga y competitiva. Por 
tanto, estas técnicas son adecuadas para sistemas con alta probabilidad de 
colisión y con modelos de tráfico sin requisitos de retardo elevados, como por 
ejemplo el best-effort.  
 
Sin embargo en escenarios de grandes dimensiones a pesar de aumentar el 
rendimiento del sistema, la eficiencia sigue siendo muy baja para sistemas one-
hop, al transmitir sólo el 60% de los datos transmitidos.  
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Las técnicas Cross-layer tipo B palian en gran manera el problema de la 
pérdida de transmisiones que son recibidas con un nivel de potencia inferior a 
la sensibilidad del receptor y reducen el número de colisiones. Tras aplicar las 
técnicas tipo B el sistema mejora el throughput sirviendo prácticamente el 
100% de los datos en cola (en escenarios de dimensiones reducidas), 
reduciendo el retardo medio de acceso y necesitando un número menor de 
intentos de transmisiones de RTS. De modo que en sistemas, donde se emplee 
MACA+Cross-layer 4B se ofrece unas condiciones de calidad de servicio 
idóneas para transmitir aplicaciones con altos requisitos de QoS como 
transmisiones de streaming en tiempo real (videoconferencias) o voz de alta 
calidad (telefonía IP). 
 
Por otro lado, en escenarios de grandes dimensiones, se ha logrado obtener un 
sistema de comunicaciones que permite garantizar unos requisitos de calidad 
de servicio restrictivos para cargas de tráfico bajas; a partir de un sistema de 
referencia que no permitía una comunicación segura, donde sólo se 
garantizaba la correcta transmisión del 60% de los datos enviados. 
 
En lo que respecta al carácter medioambiental del proyecto se ha conseguido 
reducir el consumo de energía de los dispositivos inalámbricos hasta en un 
70%, creando redes ad-hoc más ecológicas, con una mayor duración de sus 
baterías y generando un menor nivel de radiación hacia el ecosistema que lo 
rodea. 
 
Finalmente se ha comprobado que las técnicas Cross-layer garantizan un 
mejor rendimiento en redes WLAN ad-hoc, no sólo bajo el protocolo ALOHA, 
sino también empleando un protocolo más complejo con es el MACA, 
CSMA/CA con RTS/CTS, actual protocolo de la capa MAC del 802.11. De este 
modo se han cumplido todos los objetivos marcados inicialmente de manera 
satisfactoria.
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CAPÍTULO 7. ESTUDIO DE AMBIENTALIZACIÓN 
 
Uno de los objetivos del proyecto es procurar que sea lo menos dañino posible 
para el medio ambiente. Dadas las características de este proyecto resulta una 
tarea difícil por el carácter de programación que contiene. Sin embargo, se han 
introducido dos tipos de medidas para reducir el impacto medioambiental del 
proyecto: medidas de programación y medidas de consumo y radiación. 
 
7.1. Medidas de programación 
 
Se han tenido en cuenta las siguientes premisas a la hora de programar el 
software de simulación:  
  
 
1. Crear un simulador en un lenguaje estándar, que sea portátil y de 
poco tamaño. 
 
Aunque a priori no parece importante, el hecho de que se haya 
programado en lenguaje C++ permite que pueda ser compilado y 
ejecutado en cualquier ordenador. Al mismo tiempo, esta capacidad y su 
reducido tamaño permiten que pueda ser transportado vía mail o Pen 
drives de baja capacidad. 
 
2. Crear un simulador que pueda emplearse en ordenadores 
obsoletos. 
 
El software ha sido modificado y probado en ordenadores con unos 
requisitos mínimos de 64 Mb RAM, procesador AMD Athlon 450 y un 
disco duro necesario en disco inferior a 1Gb.  
 
Estas dos medidas descritas permiten que el programa implementado pueda 
ser  transportado y usado en ordenadores desechados u obsoletos, destinados 
a ir a la basura. De esta manera se pueden reutilizar estas máquinas evitando 
que se usen nuevos equipos e intentar frenar la fabricación de nuevos 
ordenadores que producen múltiples componentes contaminantes.   
 
7.2. Medidas de consumo y disminución de la radiación 
 
En la actualidad la energía es un recurso muy valioso y día a día se está 
intentando diseñar sistemas que generen energía limpia o que consuman lo 
mínimo posible de fuentes contaminantes. Por otro lado, combinar las redes 
ad-hoc con tecnologías portátiles está cada día más de moda e interesa a los 
fabricantes y consumidores que las baterías duren lo máximo posible. 
 
Por este motivo, otra característica que añade carácter medioambiental al 
proyecto es que la aplicación de técnicas Cross-layer ofrecen un descenso 
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considerable en el número de tramas RTS enviadas por cada transmisión, 
reduciendo así el consumo de las baterías por parte del equipo. 
 
Cada trama RTS que se envía corresponde a un consumo de 16 μJ por parte 
del nodo, tal y como se muestra en la ecuación 7.1.  
 
J.16s 0.00016*0.1Ws160*20* µµ ==== dBmTPE Tx     (7.1.) 
 
Donde 
• E es la energía consumida en cada transmisión de RTS. 
• P es la Potencia de transmisión en cada envío de RTS. 
• TTx es el tiempo de transmisión de una trama RTS. 
 
 
La figura 7.1 muestra como al aplicar la técnica Cross-layer 3B, que es la 
técnica más eficiente en este aspecto,  el consumo de energía se reduce 
considerablemente. En escenarios de 100mx100m se reduce hasta un 30% 
llegando a ahorrar hasta 9 µJ por transmisión. Mientras que en escenarios de 
400mx400m se consigue disminuir hasta un 70% de la energía consumida, 
llegando a ahorrar 70 µJ por envío de mensaje de datos. 
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Fig.7.1. Consumo de energia_medio por cada transmisión de RTS. 
 
Por otro lado, al disminuir el número de retransmisiones, se utiliza durante 
menos tiempo el espectro radioeléctrico, reduciendo el nivel de radiación en el 
ambiente. De este modo se evitando posibles efectos sobre la salud del ser 
humano y el resto de seres vivos del planeta.  
 
En conclusión al reducir el número de retransmisiones de tramas RTS, tras 
aplicar técnicas Cross-layer, se ha disminuido el consumo de energía y el nivel 
de radiación en el ambiente, creando un sistema más limpio y con un mejor 
rendimiento.
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ANEXOS 
A.I. Análisis del Sistema de Referencia 
A.1.1. Introducción  
 
En este apartado y de cara a obtener unos valores de referencia, se realiza una 
descripción de los resultados obtenidos a partir de las simulaciones, empleando 
el protocolo de capa física MACA, CSMA/CA con RTS/CTS según el estándar 
802.11 y sin aplicar ningún tipo de técnica Cross-layer. A este sistema le 
denominaremos de referencia. Para estudiar el sistema en escenarios de 
diferentes tamaños se han realizado pruebas sobre dos escenarios, de área 
100mx100m y 400mx400m. Para la realización de estas pruebas se han 
empleado los mismos valores de las variables de simulación especificadas en 
la tabla 5.1 (ver apartado 5.3). 
 
A.1.2. Capacidad de trabajo del sistema: Throughput 
 
En primer lugar, se ha estudiado el caudal efectivo capaz de ser servido en 
cada escenario. Como se puede observar en las figuras AI.1. y AI.2, el sistema 
transmite la mayor parte de la carga que genera si el escenario es reducido en 
tamaño. En el escenario de dimensiones 100mx100m se consigue un 
Throughput de hasta 4.8 Mbps antes de entrar en estado de saturación, 
sirviendo un 90% de los paquetes generados. Mientras que en el escenario de 
400mx400m, a pesar de que el sistema entra en saturación con una carga muy 
superior, su Throughput siempre está por debajo del 60% del tráfico de datos 
generado. La razón de esta gran diferencia entre porcentajes de caudal 
efectivo es debido al aumento de las atenuaciones por distancia en escenarios 
de grandes dimensiones. Este aumento provoca que el nivel de potencia sea 
inferior a la sensibilidad en más ocasiones, perdiéndose en la mayoría de los 
casos los RTS transmitidos e impidiendo la transmisión de Datos. 
 
  
 
Fig. AI.1. Throughput, Sistema Referencia. 
 
Fig. AI.2. Generados/Transmitidos,                      
                Sistema Referencia. 
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A.1.3. Retardo 
 
En lo que respecta al tiempo de transmisión, se ha comprobado que en 
escenarios de reducidas dimensiones el retardo disminuye pues el número de 
paquetes perdidos es menor (debido a la menor atenuación por distancia entre 
nodos), y por tanto el número de retransmisiones de RTS también lo es. El 
efecto del retardo se puede observar en el aumento del número de paquetes 
desbordados por la cola (ver figura AII.4), donde al aumentar el tiempo de 
estancia en cola (retardo), los paquetes van llenándola hasta alcanzar su 
capacidad máxima y empezar a desbordarse, perdiendo paquetes.   
 
Cabe resaltar que el retardo máximo permitido en este tipo de sistemas de red 
inalámbrica, por condiciones de diseño, es de 1 seg. Este hecho implica que el 
sistema cumpla los criterios de calidad definidos hasta cargas de 4.8 Mbps, en 
escenarios de 100mx100m y cargas de 1.4 Mbps, en escenarios de 
400mx400m. Estos valores de carga también se ven reflejados en el 
desbordamiento de la cola debido a que es el mismo punto de inflexión. 
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Fig.AI.3. Retardo, Sistema referencia Fig.AI.4. Paquetes desbordados en cola 
 
A.1.4. Número de transmisiones medias de RTS 
 
Respecto al número de retransmisiones de RTS se puede apreciar una gran 
disparidad entre escenarios. Por un lado, en el escenario de 100mx100m la 
media de reenvíos de RTS por cada mensaje de datos correctos se haya entre 
1.4 y 2.3 mientras que en el caso 400mx400m se encuentra entre 6 y 7.  
 
El principal motivo de esta gran diferencia es la atenuación por distancia entre 
nodos y por tanto una probabilidad de perdida más elevada, en el escenario de 
400mx400m. Otro aspecto a destacar es que el valor medio de intentos es 
mayor a 6, límite máximo de retransmisiones por nodo, esto se debe a que se 
cuenta como media, el número de RTS necesarios para que un mensaje sea 
correcto, incluyendo los mensajes perdidos por 6 retransmisiones.  
4,8 Mbps 1,4 Mbps 
1,4 Mbps 
4,8 Mbps 
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Fig. AI.5. Retransmisión media de RTS 
 
Fig. AI.6. Porcentaje de Colisiones RTS 
 
En relación al número de colisiones en el sistema, se puede observar que a 
medida que aumenta la carga aumenta la probabilidad de colisión. En 
escenarios reducidos en tamaño, el número de RTS enviados es menor porque 
se pueden comunicar una cantidad menor de nodos, mientras que 400mx400m 
pueden comunicarse más y con una probabilidad menor de que se solapen sus 
áreas de cobertura, colisionando sus transmisiones. Finalmente destacar que 
en el escenario 100mx100m a partir de 4.8 Mbps de carga el número de 
colisiones disminuye debido a que existe un gran retardo, y se producen 
grandes pérdidas de paquetes en la cola. 
 
A.1.5. Transmisiones de la trama de control RTS 
 
Las figuras AII.7 y AII.8 muestran el comportamiento de todos los RTS 
enviados. En el escenario de 400mx400m se puede apreciar el efecto de la 
distancia, que produce que más del 70% de los envíos se pierdan por llegar 
con una potencia inferior a la Sensibilidad del receptor. Y a medida que va 
aumentado la carga, el número de colisiones crece.  
 
Por otro lado, se puede observar como en escenarios 100mx100m el 60% de 
los RTS son enviados correctamente. A medida que aumenta la carga, el 
número de colisiones va en aumento al intentar enviar un mayor número de 
RTS, hasta llegar al punto de inflexión de carga de 4.8 Mbps en el que el 
sistema se vuelve inestable.  
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Fig AI.7. Comportamiento tráfico RTS,    
    escenario 100mx100m 
Fig AI.8. Comportamiento tráfico RTS,   
    escenario 400mx400m 
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A.1.6. Transmisiones de los paquetes de datos 
 
En lo que respecta a la transmisión de datos, se aprecia de nuevo el efecto de 
la pérdida de RTS por falta de potencia en recepción, que origina que se 
pierdan los paquetes por realizar más de 6 retransmisiones de RTS. En cada 
una de las figuras AI.9 y AI.10 se pueden ver los puntos de inflexión (marcados 
con una elipse naranja) de cada uno de los escenarios, instante donde la cola 
se desborda (4.8Mbps y 1.4 Mbps).  
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Fig AI.9. Comportamiento tráfico de 
datos,   escenario 100mx100m. 
 
Fig AI.10.Comportamiento tráfico de  
                 datos, escenario 400mx400m. 
 
A.1.7. Conclusiones del Sistema de Referencia 
 
Tras realizar el análisis de los resultados del sistema implementado como 
referencia, que emplea el  protocolo de capa física del estándar 802.11, 
CSMA/CA con RTS/CTS, se han obtenido las siguientes conclusiones : 
 
♦ El intervalo de trabajo con un retardo inferior a 1 segundo, como 
condición de diseño, en escenarios de 100mx100m está entre 0-4.8Mbps 
donde más del 90% de los paquetes enviados son correctos, y en 
escenarios 400mx400m entre 0-1.4 Mbps donde el 55% de los paquetes 
enviados son correctos. 
 
♦ La distancia entre nodos es un factor crucial debido a que la 
atenuación por distancia produce que en escenarios de grandes 
dimensiones se necesiten en media 5 retransmisiones de RTS más por cada 
envío, que en escenarios de 100mx100, aumentando el retardo y los 
paquetes desbordados en cola y disminuyendo el porcentaje de throughput 
respecto a la carga de un 70% a un 16 %. 
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AII. Estudio de la relación del tamaño de paquetes  
 
A.2.1. Introducción 
 
Una de las características del protocolo de capa física del estándar 802.11, 
MACA, es que una vez reservado el canal, el nodo puede enviar varios 
paquetes de datos, desde mensajes de 1 paquete de 500 bytes hasta 5 o más, 
sin necesidad de iniciar todo el procedimiento de reservar el canal varias veces.  
 
Para simular esta característica y observar como afecta el tamaño del mensaje 
en el sistema implementado, se han realizado pruebas con tres tipos de tráfico 
diferentes: 
 
A. Mínima unidad de transmisión: Todos los mensajes tendrán un 
tamaño fijo de 500 bytes, que corresponde a la mínima unidad de 
transmisión. 
 
B. Máxima unidad de transmisión: Todos los mensajes tendrán un 
tamaño fijo de 2312 bytes, que corresponde a la máxima unidad de 
transmisión. 
 
C. Tamaño variable: El tráfico generado estará compuesto de paquetes de 
500 bytes a 2312 bytes, generados a partir de una función aleatoria y 
gaussiana con una media centrada en 1400 bytes. 
 
En este apartado se muestran los resultados de las parámetros del sistema que 
se ven más afectados al trabajar con distinto tamaño de mensaje. 
A.2.2. Throughput y retardo 
 
A continuación se exponen los resultados obtenidos en función del tamaño del 
escenario: 
 
Escenarios reducidos: La primera característica extraída de los pruebas, en 
el escenario 100mx100m (ver figura AII.1), es que a mayor tamaño de paquete 
de datos se obtiene un mayor throughput. Esto sucede porque al ser el tamaño 
del paquete más grande se pueden enviar más cantidad de datos reservando el 
canal 1 sola vez, sin necesidad de enviar tráfico de control ni esperar a que el 
canal este libre. Este efecto produce que para cada tipo de tráfico exista un 
punto de saturación o intervalo de trabajo diferentes, que son 4.8 Mbps (para 
500 Bytes), 7.2 Mbps (tráfico aleatorio centrado en 1400 Bytes) y 9.8 Mbps 
(para 2312 Bytes). 
 
Un claro ejemplo es que si un nodo desea enviar 2000 bytes de datos 
necesitará enviar 4 paquetes y esperar 4 veces a que el canal estuviera libre, si 
envía paquetes de 500 bytes de datos. Mientras que si envía paquetes de 2312 
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bytes solo necesitaría reservar el canal 1 vez, enviando los 2000 bytes 
juntamente y rellenando el resto de la trama con ceros u otra información.  
 
Este efecto representa una gran ventaja, ya que este tipo de sistemas se 
pueden enviar mensajes con varios paquetes sin necesidad de reservar el 
canal varias veces como sucede en otros protocolos como Aloha.  
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Fig.AII.1. Throughput sistema referencia ,  
                 escenario 100mx100m. 
Fig.AII.2. Throughput sistema referencia ,  
                 escenario 400mx400m. 
 
Si evaluamos el comportamiento del  retardo (figuras AII.3 y AII.4) se vuelven a 
mostrar los tres puntos de saturación mencionados que marcan el límite del 
retardo <1 seg. 
 
Escenarios de grandes dimensiones: Por otro lado en el escenario de 
400mx400m no parece haber una gran diferencia respecto al nivel de 
throughput para cada tipo de tráfico. Eso es causado a que el trafico es 
generado por varias redes y debido a la gran perdida de paquetes por a las 
atenuaciones por distancia y variaciones de canal (Shadowing). En este caso a 
pesar de que parezca que el nivel de throughput es mejor y que sirve cargas 
más elevadas, respecto al escenario 100mx100m, es un efecto engañoso ya 
que en la figura AII.4 se comprueba que para los tres casos su nivel de retardo 
por debajo del umbral de 1 seg, se corresponde a cargas más bajas (1.4 Mbps, 
2.2 Mbps y 2.7 Mbps) que los puntos de saturación del escenario 100mx100m. 
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Fig.AII.3. Retardo sistema referencia ,  
                 escenario 100mx100m. 
Fig.AII.4. Retardo sistema referencia ,  
                 escenario 400mx400m. 
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A.2.3. Retransmisiones de RTS 
 
Finalmente cabe resaltar, que el número de RTS que se debe enviar para 
lograr una transmisión correcta del mensaje no es dependiente del tamaño del 
mensaje de datos, sino que es totalmente dependiente de las características 
del canal. 
 
En ambos escenarios los tres sistemas presentan un comportamiento similar, al 
necesitar entre 1.2-2 intentos en áreas de 100mx100m y 6-7 intentos en áreas 
de 400mx400m. Las diferencias entre ellos que se pueden observar en las 
figuras AII.5 y A.II.6, son debidas a que presentan un punto de saturación 
diferente, que produce que la cola se sature para diferentes cargas, perdiendo 
paquetes. Esto produce que el descenso de retransmisiones de RTS se 
produzca en diferentes instantes de tiempo correspondientes con sus puntos 
de saturación. 
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Fig.AII.5. Intentos medio en el sistema 
referencia ,  escenario 100mx100m. 
Fig.AII.6. Intentos medio en el sistema 
referencia ,  escenario 400mx400m. 
 
 
A.2.4. Conclusiones del Sistema de Referencia 
 
Después realizar el análisis de los resultados del sistema implementado con el  
protocolo de capa física MACA del estándar 802.11, bajo diferentes tipos de 
tráfico, se han obtenido las siguientes conclusiones : 
 
♦ Se ha comprobado que emplear diferentes tamaño de mensaje produce 
que para cada tipo de paquete exista un punto de saturación, que es 4.8 
Mbps y 1.4 Mbps (para 500 Bytes), 7.2 Mbps y 2.2 Mbps (tráfico aleatorio 
centrado en 1400 Bytes) y 9.8 Mbps y 2.7 Mbps (para 2312 Bytes) en 
escenarios de reducidas y grandes dimensiones respectivamente. 
 
♦ A mayor tamaño de paquete de datos enviado, menor retardo en el 
sistema, mientras las cargas sean inferiores al punto de saturación. 
 
♦ El número de retransmisiones no es dependiente del tamaño del 
paquete de datos sino de las condiciones del canal. 
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A III. Máquina de estados del Simulador 
 
El software realiza la simulación a través de una máquina de estados, donde 
cada estado representa una fase de envío del RTS, CTS, ACK o del paquete 
de Datos. Se ha planteado este sistema ya que optimiza la programación y el 
seguimiento del comportamiento del simulador. 
 
A continuación se describen los estados en los cuales pueden estar los nodos. 
 
Estado P:  Inicialmente todo nodo por defecto esta en el estado P, “Parado”, y 
únicamente variará de estado cuando tenga paquetes en cola para transmitir. 
Si un nodo está en estado P tiene dos opciones de cambio de estado. 
 
1. Pasar a estado O: En caso de que haya escuchado el canal y este esté 
ocupado. 
2. Pasar a estado d:  En caso de que el canal este libre. 
 
Estado d: Un nodo se encuentre en este estado cuando ha escuchado el canal 
(DIFS) y se le ha asignado el canal para transmitir. Mientras el nodo esta en 
estado d se realiza la transmisión del RTS. Si un nodo esta en estado d tiene 
dos opciones para cambiar de estado. 
 
1. Pasar a estado L: En caso de que el RTS no se haya recibido 
correctamente. 
2.  Pasar a estado C: En caso de que el RTS se haya transmitido 
correctamente. 
 
Estado L: Todo nodo que envíe un RTS y no llegue correctamente a su 
destino, debido a que haya colisionado, haya sido recibido con errores o no 
llegue por ser recibido con una potencia por debajo de la Sensibilidad 
requerida; pasará al estado L, “Lost”.  
 
Tras el estado L, el nodo pasará al estado W, “Wait”, donde espera el tiempo 
de Backoff, una vez transcurrido este tiempo volverá al estado P, y reiniciará el 
intento de envió del RTS. 
 
Estado O: Un nodo entrará en estado O,”Ocupado” cuando este escuchando el 
canal para enviar un RTS y esté ocupado. En estado O, el nodo espera un 
tiempo aleatorio(dentro de un intervalo limitado) para poder empezar a pedir el 
canal, a partir de que esté libre. Por tanto tras el estado O, el nodo pasará a 
estado P. 
 
Estado W: El estado W es el estado de Espera por Backoff, “Wait for Backoff”, 
de modo que un nodo está en W cuando se ha enviado incorrectamente un 
RTS y debe esperar un tiempo aleatorio, marcado por su Contention Window, 
hasta poder pedir un canal. Tras el estado W el nodo pasará a estado P para 
escuchar el canal. 
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Estado R: El nodo pasará a estar en R,”RTS Frame” cuando haya enviado el 
RTS correctamente y esté transmitiendo el CTS. Tras el estado R pueden 
darse dos casos: 
 
Pasar a estado  C: Si el CTS se ha enviado correctamente. 
 
Pasar a estado L: Si el CTS no se ha enviado correctamente el nodo pasará a 
estado L. 
 
Estado C: El nodo transitará a estar en estado C, ”CTS Frame”, cuando haya 
enviado correctamente el CTS. Tras el estado C pasará al estado D. 
 
Estado D: Un nodo se encuentra en estado D, “Data Frames” cuando empieza 
a transmitir los paquetes de datos. Cuando se ha realizado toda la transmisión 
de los paquetes de datos de manera correcta el nodo pasa a estado A. 
 
Estado A :El estado A , “Ackonowledge Frame”, representa el paquete de 
confirmación de que el envío se ha realizado correctamente. Durante este 
estado se simula el tiempo de recepción de este paquete por parte del receptor 
al emisor. Tras este estado el envío ha finalizado y el nodo volverá pasar al 
estado inicial P, de para servir los próximos paquetes que tenga en cola o 
esperar a que se generen más paquetes.  
 
 
Fig. AIII.1. Diagrama de estados de funcionamiento del simulador. 
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A IV. Funcionamiento de la técnica Cross-layer 4B 
  
Como se observa en la figura AII.1cuando un paquete no se recibe, el nodo 
emisor comprueba si se supera el valor  máximo definido para los dos 
contadores de las retransmisiones: 
 
- Número de destinos intentados > Nº de nodos-1 
- Retransmisiones a un mismo destino > 6 
 
  
  
 Fig. AIV.1. Diagrama de flujo de la técnica Cross-Layer 4B 
 
 
Si se supera uno de los dos contadores, el paquete se elimina del sistema. En 
caso que no se supere ninguno, se ha de calcular la ventana de contienda 
según la potencia que recibe el nodo destino. Si la CW es la 1, el nodo origen 
ha de cambiar de nodo destino para la siguiente retransmisión; en cambio si es 
Paquete no recibido 
FIN DEL SLOT 
Sí 
No 
Calcula tiempo de espera 
según la retransmisión 
Gestión de los contadores 
de las retransmisiones 
Nodo emisor 
¿Retx. mismo destino 
> 6 o nº destinos > nº 
nodos-1? 
¿CW-1? No 
Sí 
Elige nodo destino distinto 
a los anteriores 
Calcula ventana de 
contienda 
Descarta paquete 
 No 
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cualquiera de las otras 4 CW, el nodo origen debe calcular un tiempo aleatorio 
de espera dentro de los rangos especificados en la CW elegida.  
 
Por último, el nodo origen debe gestionar el valor de los contadores de las 
retransmisiones. Si se cambia de destino, CW-1, el nodo incrementa el 
contador de destinos intentados e inicializa el contador de las retransmisiones a 
un mismo destino. Si la CW elegida es cualquiera de las otras 4, el nodo origen 
únicamente incrementa el contador de las retransmisiones a un mismo destino. 
 
 
 
74                     Evaluación de algoritmos Cross-layer para la optimización de sistemas de comunicaciones inalámbricas 
ANEXO V. Procedimiento de cálculo  
 
En el siguiente apartado se detallan las expresiones y procedimientos 
empleados para la obtención de algunas variables del sistema. 
A.5.1. Unidades de tiempo 
 
A continuación se muestra las operaciones necesarias para obtener el tiempo 
de transmisión de cada una de las tramas enviadas del sistema. 
 
Para el caso de la trama RTS Unidad de tiempo= (20bytes*bits/bytes)/1Mbps= 160 µs. 
Para el caso de la trama CTS Unidad de tiempo= (14bytes*bits/bytes)/1Mbps= 110 µs 
Para el caso de la trama ACK Unidad de tiempo= (14bytes*bits/bytes)/1Mbps= 110 µs 
Para el caso del mensaje de datos Unidad de tiempo= (500bytes*bits/bytes)/11Mbps= 
363µs 
 
A.5.2. Capacidad de absorción del sistema de un cluster 
 
En siguiente lugar se describe los pasos matemáticos necesarios para obtener 
la carga máxima que puede servir un cluster mediante el protocolo MACA, en 
función del tamaño del paquete. El sistema presenta los siguientes valores: 
 
Parámetros del sistema  Velocidad TX Datos =11Mbits. 
 Velocidad TX Tramas Control. 
 1 iteración =10 µs. 
 
En primer lugar se cálculo el número de iteraciones que tarda en la transmisión 
del tráfico de control mediante la suma del tiempo de transmisión de todas sus 
tramas: 
 
TX control=DIFS+3SIFS+-RTS+CTS+ACK=30µs+30µs+160µs+110 µs+110µs 
= 440 µs= 44 iteraciones. 
 
A continuación se calculará el número de iteraciones que se tarda en enviar la 
trama de datos y cuantos envíos o carga máxima soporta el sistema como 
máximo. 
 
A. Tamaño paquete=500 Bytes=4000 bits 
 
TX Datos=4000 bits/ 11Mbips=3,636*10-4 seg. =0,37ms= 37 iteraciones. 
 
1 envío 44 iteraciones (CONTROL)+37 iteraciones (DATOS) =81 iteraciones. 
 
Si el tiempo 1 envío es de 81*10 µs  =810µs., en 1 segundo se pueden realizar 
1seg/810µs =1234 transmisiones. 
 
La carga máxima que puede soportar en condiciones ideales es 1234*500Bytes 
=617 KBytes/s=4,936 Mbps. 
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B. Tamaño paquete=1400 Bytes=11200 bits 
 
TX Datos =11200 bits/ 11Mbips=10.2*10-4 seg.=1,02ms= 102 iteraciones 
 
1 envío44 iteraciones(CONTROL)+102 iteraciones(DATOS) =146 iteraciones 
 
Si el tiempo 1 envío es de 146*10 µs.=1460µs, en 1 segundo se pueden 
realizar 1seg/1460µs = 675 envíos. 
 
La carga máxima que puede soportar en condiciones ideales es 675*1400Bytes 
=945 KBytes/s=7,56 Mbps. 
 
 
C. Tamaño paquete=2312 Bytes=18496 bits 
 
TX Datos =18496 bits/ 11Mbips=16,8*10-4 seg.=1,68ms= 168 iteraciones. 
1 envío44 iteraciones(CONTROL)+168 iteraciones(DATOS)=212 iteraciones. 
 
Si el tiempo 1 envío es de 212*10 µs =2120µs. en 1 segundo se pueden 
realizar 1seg/2120µs= 471 envíos 
 
La carga máxima que puede soportar en condiciones ideales es 471*2312Bytes 
=1,090 KBytes/s=8,72 Mbps. 
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ANEXO VI. Los niveles OSI 
 
 
A continuación se muestra un diagrama que define la pila de protocolos de los 
niveles OSI. 
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ANEXO VII. GLOSARIO DE SIGLAS Y ACRÓNIMOS 
 
 
- ACK: Acknowledge 
- BER: Bit Error Ratio 
- CRC: Cyclic Redundancy Check 
- CSMA/CA: Carrier Sense Multiple Access with Collision Avoidance 
- CSMA/CD: Carrier Sense Multiple Access with Collision Detection 
- CTS: Clear to Send 
- CW: Contention Window 
- DSSS: Direct-Sequence Spread Spectrum 
- DIFS: Distributed Inter-Frame Space 
- FHSS: Frequency Hopping Spread Spectrum 
- GPS: Global Positioning System 
- GSM: Global System for Mobile Communications 
- IEEE: Institute of Electrical and Electronics Engineers 
- IP: Internet Protocol 
- LAN: Local Area Network 
- LLC: Logical Link Control 
- MAC: Medium Access Control 
- MACA: Multiple Access with collision avoidance 
- NLOS: Non Line Of Sight 
- OFDM: Orthogonal Frequency-Division Multiplexing 
- OSI: Open Systems Interconnection 
- PDA: Personal Digital Assistant 
- PER: Packet Error Ratio 
- QoS: Quality of Service 
- RTS: Request to Send 
- SIFS: Short Inter-Frame Space 
- SNR: Signal to Noise Rate 
- TDD: Time Division Duplex 
- TDMA: Time Division Multiplex Access 
- UMTS: Universal Mobile Telecommunications System 
- U.T. : Unidad temporal 
- WiMAX: Worldwide Interoperability for Microwave Access 
- WLAN: Wireless Local Area Network 
- WMAN: Wireless Metropolitan Area Network 
- WPAN: Wireless Personal Area Network 
 
