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Numerical Langevin Simulations: Equilibrium Dynamics and Nonequilib-
rium Thermodynamics
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Kettering Cancer Center, New York, NY, USA, 3Lawrence Berkeley
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Stochastic differential equations of motion (e.g., Langevin dynamics) provide a
popular framework for simulating molecular systems. Any computational algo-
rithm must discretize these equations, yet the resulting finite time step integra-
tion schemes suffer from several practical shortcomings: for example,
equilibrium dynamical properties diverge from those of the continuous equa-
tions of motion; path-sampling applications are impeded by a path action
that is either unknown or cumbersome; and thermodynamic statistics of driven
systems are skewed, leading to biased inference using recently-developed
nonequilibrium fluctuation theorems. We show how any finite time step Lange-
vin integrator, even with a time-independent Hamiltonian, can be thought of as
a driven, nonequilibrium physical process. Once an appropriate work-like
quantity (the shadow work) is defined, nonequilibrium fluctuation theorems
can characterize or correct for the errors introduced by the use of finite time
steps. In particular, we demonstrate that amending estimators based on
nonequilibrium work theorems to include this shadow work removes the
time step dependent error from estimates of free energies. We also quantify,
for the first time, the magnitude of deviations between the sampled stationary
distribution and the desired equilibrium distribution for equilibrium Langevin
simulations of solvated systems of varying size. What is more, we show that
the incorporation of a novel time step rescaling in the deterministic updates
of position and velocity can correct a number of dynamical defects in these
integrators. Finally, we identify a particular splitting that has essentially
universally appropriate properties for the simulation of Langevin dynamics
for molecular systems in equilibrium, nonequilibrium, and path sampling
contexts.
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Atomistic Simulations of Gel and Liquid Crystalline Lipid Bilayers
Richard Tjo¨rnhammar, Olle Edholm.
Royal Institute of Technology, Stockholm, Sweden.
A re-parametrized united atom force field that can describe the gel as well as the
liquid crystalline phase with reasonable accuracy is presented. It is based on
new quantum mechanically determined (using CPMD calculations on sets of
representative molecular conformations) fractional charges and tail dihedral
potentials. For the Lennard-Jones parameters of the tail hydrocarbons we
have chosen a set that has been fitted to give a good description of liquid hy-
drocarbons. Experimental data as area per lipid, x-ray and neutron scattering
structure factors and NMR order parameters are well reproduced for both
phases. The tilt angle of the gel phase is also reproduced. The experimental
phase transition enthalpy is obtained with good accuracy. Still, it is noted
that even better accuracy with experiment can be obtained by doing a separate
parametrization for the two phases.
2033-Pos Board B763
Calculations of the Electric Field in Solutions and Proteins with Polariz-
able Force Fields
Stephen D. Fried, Lee-Ping Wang, Steven G. Boxer, Vijay S. Pande.
Chemistry, Stanford University, Stanford, CA, USA.
A molecule in solution or a ligand bound to a protein experiences a complex
range of electrostatic interactions from its environment. One way of describing
these interactions in a collective fashion is to consider the total electric field
they exert on the molecule of interest. A key advantage of this picture is that
it provides a unifying language for comparing the relative importance of
diverse specific interactions (e.g., hydrogen bonds) and nonspecific interactions
(e.g., dipole-dipole and dipole-induced dipole), and it facilitates direct compar-
ison to experimental observables (like vibrational Stark effects). We develop
and demonstrate methods to calculate electric fields using molecular dynamics
simulations with the AMOEBA polarizable force field, which enables us to
describe the electrostatic characteristics of non-polar, polar, and hydrogen
bonding environments in a consistent fashion. This consistency is not achiev-
able with the more widely used continuum models or pair-wise additive force
fields. The connection to experiment further enables us to test predictions from
simulation and to benchmark the force fields employed. By offering a high-
level description of electrostatics, polarizable force fields present a physically
realistic picture of the organized environments of proteins and how functional
properties emerge from them.2034-Pos Board B764
FATSLIM: Analysis of Lipid Membrane MD Simulations Made Easy
Sebastien Buchoux.
Dept Enzy/Cell Eng, Univ Picardie Jule Verne, Amiens, France.
Thanks to both the number-crunching power of an average computer, Molecu-
lar Dynamics (MD) simulations have been widely used. This increase of
computational power leads to inflation of the size and duration of the MD sim-
ulations. The analysis of MD trajectories may then become problematic
because the generated files may not be handled easily due their size and because
extracting/calculating data from atom coordinates stored in the trajectories may
not be trivial.
In order to overcome these difficulties, the development of FATSLiM (‘‘Fast
Analysis Toolbox for Simulations of Lipid Membranes’’) began. The goal of
this software is to analyze and extract physico-chemical data from MD trajec-
tories of membrane systems. Focused on the lipid bilayer properties, FATSLiM
is yet capable of extracting lipid bilayer thickness, area per lipid and lateral
diffusion which are three of the most common parameters accessible with
experimental techniques.
Thanks to its robust internal machinery, FATSLiM is also the only tool that can
extract experimental data from MD simulations of non-planar lipid bilayers.
FATSLiM is then perfectly suited for the analysis of the effect of a protein
(or other molecule) on the properties/morphology of a membrane.
Because FATSLiM is also designed to be computationally efficient, the time
required for the analysis of a MD trajectory is usually reduced by up to 3 orders
of magnitude compared to the really few existing analysis tools. For example,
extracting the bilayer thickness from the trajectory of a MD simulation of a
lipid membrane made of ~8000 lipids requires less than 2 seconds per frame.
Finally, FATSLiM does not need any pretreatment/manipulation of the MD
simulation output files prior analysis since it reads native GROMACS format.
One is then able to perform analysis of their MD trajectories as the simulation is
progressing.
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The theoretical and computational modeling of water requires striking a bal-
ance between a detailed description of the physical interactions and the numer-
ical simplicity needed for sampling the condensed phase. Here we report the
iAMOEBA classical polarizable water model, which is a simplified version
of the AMOEBA model from ten years ago. iAMOEBA uses a "direct" or or
first-order approximation to describe electronic polarizability, which reduces
the computational cost relative to a fully polarizable model such as AMOEBA.
The model is parameterized using ForceBalance, a systematic model optimiza-
tion method which simultaneously utilizes training data from experimental
measurements and high-level ab initio calculations. We show that iAMOEBA
is a highly accurate model for water in the gas and condensed phases with the
ability to predict a comprehensive set of properties outside of the training data.
The increased accuracy of iAMOEBA
over the fully polarizable AMOEBAmodel
indicates the validity of the direct polariza-
tion approximation in effectively capturing
polarization effects in water. Our work
also demonstrates ForceBalance as a
method which allows the researcher to sys-
tematically improve empirical models by
optimally utilizing the available reference
data.
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Simulations of Nano-Sized Water Droplets in the External Electric Field
Jane HyoJin Lee, Mayya Tokman, Michael E. Colvin.
University of California, Merced, Merced, CA, USA.
Water plays important and diverse functions in biophysics and biochemistry.
Recently, MD simulations showed that water response to the external electric
field is the main driver of the initial transmembrane pore formation when bio-
logical cells are subjected to electroporation procedure [1]. However, the sys-
tems involved in electroporation modeling uses infinite water layers with
periodic boundary conditions. The periodic systems require approximate
404a Monday, February 17, 2014treatment of long-range forces that complicate the study of energetics and peri-
odicity limits the spatial extent of the simulated structures. To overcome these
limitations, we study the behavior of isolated nanodroplets in an external elec-
tric field using simulations spanning a range of droplet sizes, electric field
strengths and various water models.
We provide detailed energetic analysis that demonstrates how minimization
of the interaction energy between water dipoles and the external electric
field drives the change in the nanodroplet shape. In addition to the
molecular-level structural and energetic details, the connection between
the droplet size and the electric field strengths is explored and it is found
that the critical field strengths required for the transition is close to the value
predicted by G. I. Taylor’s model for macroscopic droplets although impor-
tant differences are found between the molecular and continuous model.
These simulations of nanodroplets provide a testing platform for verifying
energetic behavior of small clusters of water molecules involved in electro-
poration models and help to validate the theory of the water-driven electro-
poration process proposed in [1]. In addition, the results are also relevant to
a variety of other applications such as electrospray, metrology, and inkjet
printing.
[1] Tokman M, Lee JH, Levine ZA, Ho M-C, Colvin ME, et al. (2013) Electric
Field-Driven Water Dipoles: Nanoscale Architecture of Electroporation. PLoS
ONE 8(4): e61111. doi:10.1371/journal.pone.0061111.
2037-Pos Board B767
Rate Constants, Time Scales, and Free Energy Landscapes in Thermally
Activated Processes
Peter Salamon1, Bjarne Andresen2, Anca Segall3, Johann Christian Scho¨n4.
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USA, 2Bohr Institute, University of Copenhagen, Copenhagen, Denmark,
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The connection between time scales and free energy landscapes is discussed.
The feasibility and desirability of drawing free energy diagrams from measure-
ments on rate constants at a single temperature is demonstrated. The resulting
free energy landscapes depend on the observational time scale in an interesting
way. The example of Holliday junction resolution is used to illustrate the
arguments.
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GNEIMO-Fixman: An Accurate Torsional Molecular Dynamics Simula-
tion Method for Studying Biomolecular Dynamics
Saugat Kandel1, Adrien B. Larsen1, Jeffrey E. Wagner1, Abhinandan Jain2,
Nagarajan Vaidehi1.
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Torsion angle Molecular Dynamics simulations provide a powerful alternative
to all-atomMD since they place constraints on the bond lengths and angles, and
thereby efficiently simulate large scale conformational changes in torsional
space. The previous uses of torsional MD have been severely limited by the
lack of efficient algorithms to solve the mathematical complexities of torsional
MD. Our development of an advanced Generalized Newton-Euler Inverse Mass
Operator (GNEIMO) torsional MD method overcomes these limitations with
several theoretical and algorithmic advancements. We will outline these ad-
vancements and the effectiveness of the GNEIMO method in critical applica-
tions such as protein homology model refinement and protein conformational
dynamics.
Due to the rigidity in the model the torsional MD simulations show a bias in the
partition function, which results in inaccuracies in the calculated thermody-
namic and kinetic properties. Fixman developed a compensating potential
that rigorously annuls the bias in the partition function, but the calculation of
the Fixman potential has remained mathematically intractable even for moder-
ate size molecules. Recently, we have developed a low-cost algorithm, based
on Spatial Operator Algebra for calculating Fixman potential and torque for
any molecule. We will present results on the validation and the effect of the
Fixman correction potential in recovering the correct population distribution
function, transition rates, and free energy surface for large branched systems.
We have designed a modular software platform for the GNEIMO-Fixman
method that can be readily combined with any type of forcefield engine. We
have combined GNEIMO algorithm with Rosetta forcefield and performed ho-
mology model refinement with torsional MD. Thus our GNEIMO-Fixman
torsional MD method allows for the use of larger integration time steps than
for all-atom MD simulations, and enables enhanced conformational sampling
in the low frequency torsional degrees of freedom.2039-Pos Board B769
Automated Optimization of Potential Parameters
Michele Di Pierro1, Ron Elber2.
1Institute for Computational Engineering and Sciences, University of Texas
at Austin, Austin, TX, USA, 2Department of Chemistry and Biochemistry and
Institute for Computational Engineering and Sciences, University of Texas at
Austin, Austin, TX, USA.
We developed an automated algorithm and a software to refine parameters of
empirical energy functions according to condensed phase experimental mea-
surements. The algorithm is based on the simultaneous measurement of the
sensitivity of observables with respect to all the parameters of the energy func-
tion. The sensitivity is used to perform a local minimization of the difference
between experiment and simulation as a function of the parameter set. In
typical force fields the number of parameters is in the thousands and they are
usually optimized one or a few parameters at the time. Our method (POP) al-
lows the automated optimization of a large number of the parameters given
an experimental observation and the related computational observable. As
proof of principle, we applied POP to manipulate the helical fraction of sol-
vated alanine dipeptide. We also applied POP to solvated peptide WAAAH
in an attempt to reproduce its experimental melting curve; it is known that
melting curves of short peptides are not well reproduced by molecular dy-
namics. We could easily shift the helical fraction for a single temperature but
we could not reproduce the slope of the melting curve. The helical fraction
is highly sensitive to the potential parameters, while the slope of the melting
curve is not; therefore, it is difficult to satisfy both observations simultaneously.
We conjecture that there is no set of parameters of the widely used empirical
force field that reproduces experimental melting curves of short peptides.
Our negative result, which is the first comprehensive exploration of parameter
space, supports previous unsuccessful attempts.
Di Pierro, M.; Elber, R. Automated Optimization of Potential Parameters J.
Chem. Theory Comput. 2013, 9, 3311-3320.
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How Much Pre-Polarization is Ideal for Fixed-Charge MD Simulations?
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A fixed-charge MD force field by definition requires a compromise in the elec-
trostatic model used. For example, amino acids in the hydrophobic core of a
protein are modeled with the same partial charges as amino acids on its
water-exposed surface. In the case of the widely used AMBER ff94 force field
(and its descendants), these charges were derived using a relatively low-quality
gas phase ab initio model. This model was chosen because it yielded charges
that were systematically overpolarized and therefore thought to be representa-
tive of condensed phase charges. By contrast, the new AMBER ff13 force field
is based on charges derived using a high-quality ab initio method in an aqueous
environment. While this model is no doubt more consistent and likely more ac-
curate than the previous one, it is unclear if this amount of charge polarization
is the best compromise for biomolecular simulations. In this work we investi-
gate several charge models derived in various dielectric environments to deter-
mine which model(s) might offer the best overall accuracy across a wide range
of experimental observables. After optimizing the van derWaals parameters for
each model, we find that we are able to achieve satisfactory agreement with
experimental enthalpy of vaporization and density data using any of these
charge models. Upon examining other observables (e.g., solvation free energy,
dielectric constants, etc.) not used in the optimization process, however, we find
that the highest overall accuracies are obtained using charge models with
dielectric environments characteristic of polar solvents.
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Adaptive Biasing Combined with Hamiltonian Replica Exchange to
Improve Umbrella Sampling Free Energy Simulations
Fabian T. Zeller.
Technische Universita¨t Mu¨nchen, Garching, Germany.
The calculation of binding free energies using potential of mean force based
techniques is an important application of molecular simulations. Typically, a
potential of mean force (PMF) along the separation distance between two bind-
ing molecules is calculated using umbrella sampling (US). Convergence can be
improved by introducing restraints on the relative position and orientation of
the molecules as well as on their configurational freedom. Application of
such umbrella sampling protocol on DNA in complex with the minor-groove
binding ligand furamidine failed to yield converged results within reasonable
simulation time. Significant energy barriers and tightly bound water molecules
