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Management control systems can hinder innovation. However, recent theoretical 
and empirical work indicates that these systems can also enhance it. Using two sequential 
empirical studies, this paper investigates this question. The first uses a field research design 
to examine the adoption of management control systems in the product development 
function of entrepreneurial firms. The data comes from questionnaires and interviews with 
the CEOs, financial officers, and business development managers of 69 firms. Analysis of 
the qualitative data indicates that managers adopt these systems not so much to fulfill a 
particular role as to solve particular needs that they face. These needs range from external 
contracting and legitimizing the process with external parties to internal drivers such as 
managers’ background, learning by doing, need to focus, or reaction to problems. 
Furthermore, these reasons are associated with faster adoption of these systems and with 
product development performance. The objective of the second study is to extend and 
generalize the finding regarding the influence of external parties on management control 
system adoption to a population of mature firms. Using a survey design, the study finds an 
association between the importance of partners to product development and the level of 
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The role of formal management control systems within innovation processes 
remains ambiguous. Traditionally, these systems have been associated with mechanistic 
organizations (Burns & Stalker, 1961) that repeatedly perform the same routines with little 
if any changes. In contrast, their relevance to the innovation process, a process associated 
with organic structures, has been repeatedly questioned. Ouchi (1979) used a research 
department to illustrate clan control where social norms substitute formal management 
systems. Tushman and O’Reilly (1997) echo the same idea: “with work requirements 
becoming more complex, uncertain, and changing, control systems cannot be static and 
formal. Rather, control must come in the form of social control systems that allow directed 
autonomy and rely on the judgment of employees informed by clarity about the vision and 
objectives of the business” (page 108). The overall conclusion is that innovation processes 
are managed through informal mechanisms and that formal systems can only be detrimental 
to their performance. 
 
However, recent work questions the validity of this relationship (Davila, 2005a). In 
the theory field, the distinction between coercive and enabling bureaucracies (Adler & 
Borys, 1996) suggests that formal management control systems (MCS) may be required to 
support innovation. Gavetti and Levinthal (2000) present a learning model where companies 
that jointly rely on planning and learning-by-doing are predicted to perform better in 
uncertain environments compared to alternative learning strategies. Zollo and Winter (2002) 
argue that the essence of dynamic capabilities is adaptive routines. The objective of Simons’ 
(1995) interactive systems is to spark innovation. For the most part, recent empirical 
evidence also indicates that innovation processes may gain from the presence of MCS. 
Abernethy and Brownell (1999) use Simons’ model to examine the use of budgets “as a 
dialogue, learning and idea creation machine” during episodes of strategic change. 
However, Bisbe and Otley (2004) find that interactive systems hurt innovation in high-
innovation firms. Cardinal (2001) reports that more control was associated with improved 
radical  as  well  as  incremental  innovation  in  the  pharmaceutical  industry. Ditillo (2004)  
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describes MCS as a key element in knowledge intensive firms. Similarly, Chapman (1998) 
presents evidence consistent with this alternative view of the relevance of these systems in 
uncertain environments. 
 
The objective of these empirical studies is to capture the association between 
performance and the use of MCS. However, their research designs are less powerful to 
study the underlying mechanisms driving this association. This paper extends these 
empirical findings by further understanding the roles that MCS have in a highly innovative 
setting: new product development. In particular, we examine two related questions: (1) why 
companies adopt MCS in their product development processes, and based on the findings to 
the first question, (2) what is the relevance of partners in the design of these systems. 
 
Yin (1988) proposes experiments, histories, and field research as research 
strategies to address these exploratory questions. We designed a two-stage research process 
to address and partially generalize these questions. In the first stage, we use a field research 
design based on survey and interview data from 69 young high-technology firms. Guided by 
the literature, we develop a grounded theory (Glasser & Strauss, 1967) that identifies a 
typology of drivers for management systems in product development. Our findings indicate 
that these systems not only stimulate dialogue and idea creation; nor are they exclusively 
used as diagnostic systems to control execution; rather, an important objective is to stabilize 
an environment that, by the nature of the innovation process, is already rich in opportunities. 
MCS provide the infrastructure to anchor the innovation process to its objectives. We then 
use the typology developed to examine adoption decisions with time to adoption of MCS 
and product development performance. 
  
In the second stage of the research, we use a survey-based research design to 
generalize one of the findings from the first stage. In particular, we extend the argument that 
the presence of external partners affects the design of MCS to a larger population of firms. 
Consistent with this conjecture, the empirical results indicate that the presence of external 
partners is associated with more detailed plans, and more intense use of MCS during the 
project execution. 
 
The paper brings a new perspective to the growing evidence on the relevance of 
MCS to enhance the performance of organic structures (Kalagnanam & Lindsay, 1999) and 
in particular to innovation processes (Bisbe et al., 2004). The paper pursues this objective 
combining rich field-based and survey-based data in a two-stage research design. It diverges 
from prior research on several dimensions. First, the multi-case, multi-method field research 
design provides a depth and richness of data unique to this study. Second, the research 
design provides the quality and detailed data needed to propose a grounded theory (Glasser 
et al., 1967) to tentatively answer why MCS are adopted in innovation processes. Third, the 
study examines patterns between the drivers of MCS adoption and the organizational 
context in which the phenomenon happens. These insights advance our knowledge about the 
relevance of formal control procedures to enable innovation. Field research designs have 
proven to be effective in examining related research questions (Abernethy & Lillis, 1995; 
Ahrens & Chapman, 2004). Finally, the survey-based research design generalizes a subset 





1. Limitations of management control systems 
 
A sizeable body of literature has examined how informal processes such as culture 




patterns (Dougherty, 1992), team composition, and leadership (Clark & Fujimoto, 1991) 
impact the process of innovation. The conclusions from these studies are unambiguous. 
Innovation processes such as product development benefit from a rich information 
environment built through multi-disciplinary teams that create the abrasiveness (Leonard-
Barton, 1992) required for ideas to spark, intense communication inside the organization 
and with outside parties to nurtures ideas (Dougherty, 1992), a supportive organization that 
rewards experimentation (Tushman et al., 1997), and a strong leader with the authority to 
execute on the vision (Clark et al., 1991). 
 
In contrast, the role of MCS has received less attention and the conclusions are 
uncertain. On the one hand, these systems are viewed as stifling innovation (Tushman et al., 
1997; Amabile, 1998; Ouchi, 1979). They constrain cross-functional interaction, limit 
communication to established patterns, penalize deviations, and diffuse leadership. 
Damanpour’s (1991) meta-analysis of empirical work on organizational determinants of 
innovation reports a negative association between innovation and formalization. The 
prevalence of the cybernetic control model reflected in the thermostat metaphor (Anthony, 
1965) may account for this conclusion. This model views MCS as static, with the purpose of 
eliminating variation within organizational processes, and lacking the adaptability to fit the 
dynamics of innovation. They are viewed as action control mechanisms (Merchant, 1982) 
dictating the actions that organizational members have to follow and punishing deviations 
from rules and procedures. These systems reinforce the extrinsic, contractual relationships 
of hierarchical organizations. In high-innovation environments, they kill the intrinsic 
motivation and freedom that innovation requires (Amabile, 1998). According to this view, 
MCS are most useful when task analyzability is high and the number of exceptions is low 
(Perrow, 1970) such as low innovation settings. Empirical studies have confirmed these 
predictions. Abernethy and Lillis (1995) find that “spontaneous contact and “integrative 
liaison devices” which allow regular, personal and intensive contact” are more prevalent in 
flexible manufacturing firms while traditional performance measurement systems are de-
emphasized. Abernethy and Brownell (1997) report higher reliance on personnel control in 




2. Empirical evidence on the role of management control systems in innovative settings 
 
In spite of the previous arguments, evidence is accumulating that suggests a 
positive effect of MCS in uncertain settings. Formalization is positively related to 
satisfaction in a variety of settings (Jackson & Schuler, 1985; Stevens, Philipsen, & 
Diederiks, 1992). Environmental uncertainty has repeatedly been associated with MCS 
(Khandwalla, 1972; Chenhall & Morris, 1986; Simons, 1987). Directly investigating the 
role of accounting in highly uncertain conditions, Chapman (1998) used four case studies 
and concluded, “the results of this exploratory study strongly support the idea that 
accounting does have a beneficial role in highly uncertain conditions” (page 738). Howard-
Grenville (2003) used an ethnographic approach in one high-technology company to 
document the relevance of organizational routines to confront uncertain and complex 
situations. 
 
Within product development, prescriptive recommendations to practitioners 
emphasize the importance of MCS (McGrath, 1995). Several research studies have found 
that planning and well-coordinated project execution are associated with product success 
(Cooper, 1995; Zirger & Maidique, 1990). These studies hint to a relevant role of MCS 
although they fail to provide a theoretical justification for their findings (Brown & 
Eisenhardt, 1995). Using a control framework, Cardinal (2001) found that the three types of 




arguably the most uncertain type of innovation. Dávila (2000) reports a positive association 
between the use of management accounting information and product development 
performance. Brown and Eisenhardt (1997) describe successful product innovation as 
blending “limited structure around responsibilities and priorities with extensive 
communication and design freedom” so that “this combination is neither so structured that 
change cannot occur nor so unstructured that chaos ensues” (page 1). 
 
These studies give several instances where innovation settings rely on MCS to 
succeed. While they do not attempt to explain this association, their descriptions suggest a 
very different interpretation than the traditional cybernetic model. 
 
 
3. Theoretical justifications for the role of MCS in innovative settings 
 
The empirical evidence in the previous sub-section hints at potential explanations 
as to why MCS may be relevant to innovation. Conceptual work has elaborated these 
explanations and developed concepts to capture them. 
 
Fiol (1996) in her summary of the innovation literature uses the sponge as an 
analogy of the innovation process. The capability of an organization to innovate depends on 
its ability to assimilate, accumulate and exploit knowledge. This ability depends not only on 
its informal processes, but also on the formal mechanisms that support them, such as MCS. 
Simons’ typology (Simons, 1995) identifies interactive systems as information-based 
routines to identify knowledge required to address strategic uncertainties. They provide the 
infrastructure to engage organizational members in the communication pattern required to 
nurture Fiol’s first stage of innovation. One of the attractive features of the concept of 
interactive systems is that it allows top management to guide the search stage of the 
innovation process, without falling into the cybernetic model. Thus, the concept provides 
one of the first rationales to explain the relevance of MCS to innovation. Recent empirical 
studies (Abernethy et al., 1997; Bisbe et al., 2004) rely on interactive systems to examine 
MCS in uncertain environments, reflecting the relevance of the concept. 
 
However, interactive systems only address the front end of the innovation process. 
The concept of enabling bureaucracy (Adler et al., 1996) addresses the role of MCS 
throughout the stages of assimilation and exploitation of knowledge in Fiol’s analogy. 
Enabling bureaucracy is designed to “enhance the users’ capabilities and to leverage their 
skills and intelligence” (page 68) rather than with “a fool-proofing and deskilling rationale” 
typical of a cybernetic model. Thus, organizations assimilate and exploit the knowledge 
accumulated in the first stage through flexible, transparent, user-friendly routines. Ahrens 
and Chapman (2004) apply the concept of enabling bureaucracy to analyze the role of MCS 
in a field study setting. They describe how managers rely on an enabling use of these 
systems to cope with the uncertainty of day-to-day operations. 
 
Another line of research offers additional arguments through the concept of 
adaptive routines. Weick, Sutcliffe, & Obstfeld (1999) describe routines as resilient because 
of their capacity to adapt to unexpected events. This concept portrays routines as flexible to 
absorb novelty rather than rigid to suppress it. They offer organizational members a stable 
framework to interpret and communicate when facing unexpected events. They “usefully 
constrain the direction of subsequent experiential search” (Gavetti et al., 2000) (page 113). 
Reliability rather than replicability identifies routines in uncertain settings.  
 
Feldman and Rafaeli (2002) extend this argument to include routines as drivers of 
key patterns of communication among organizational members. Miner, Bassoff, & 




improvisation in new product development. Routines provide the substrate for improvisation 
to happen and learning to accumulate. Zollo and Winter (2002) argue that dynamic 
capabilities are “routinized activities directed to the development and adaptation of 
operating routines” that organizations can purposefully manage through experience 
accumulation, knowledge articulation, and knowledge codification. 
 
These concepts highlight the positive effect that MCS may have on innovation. 
They contrast with the command-and-control view of the cybernetic model. Rather than 
viewed as a rigid mold that rejects the unexpected, MCS are flexible and dynamic frames 
adapting and evolving to the unpredictability of innovation, but stable to frame cognitive 
models, communication patterns, and actions. 
 
 
4. Roles and adoption of MCS in product development 
 
In addition to the theoretical concepts supporting the relevance of MCS, the 
literature also offers various roles of MCS in innovative settings: 
 
1.  Amabile (1998) indicates that innovation thrives when people are granted 
freedom to achieve goals that are clear and stable for a sufficiently long period 
of time. She states “it is far more important that whoever sets the goals also 
makes them clear to the organization and that these goals remain stable for a 
meaningful period of time” (page 80). Uncertainty provokes a constant shift of 
priorities that may undermine the innovation process. MCS explicitly state 
goals, thus increasing their stability and visibility, facilitating convergence in 
meaning across organizational actors, and providing the steadiness and clarity 
that creativity requires. 
 
2.  Lundberg (1995) indicates that procedures help innovation by coding learning 
from past experience (Levitt & March, 1988). Coded routines facilitate the 
diffusion of organizational capabilities across the organization and over time 
(Nelson & Winter, 1982; Powell, 1998). Coded learning also avoids incurring 
mistakes that have been experienced in the past and increases organizational 
efficiency. Information-based routines allow comparisons across sequential 
enactments of the routine and gauge progress over time. Benchmarking 
progress has been identified as a key element in the learning process (Gavetti 
et al., 2000). 
 
3.  Lundberg (1995) also points out the importance of coordinating different 
innovation efforts across the organization. MCS decouple the efforts of 
organizational actors and reduce coordination cost through the explicit 
negotiation of local goals. 
 
4.  Similarly, process planning clarifies the sequence of steps to achieve certain 
organizational goals and provides a blueprint for coordinating the innovation 
effort over time (Cohen et al., 1996). 
 
5.  MCS facilitate control by exception (Simons, 1995) where managerial 
attention is required only if innovation results deviate from expectations. 
 
6.  MCS may also respond to external demands. External constituencies, such as 
partners, may impose these systems to enhance their monitoring within the 




partners (Powell, 1998). Pfeffer and Salancik (1978) highlight the relevance of 
the external context in explaining how firms are organized. 
 
7.  Finally, new institutionalism (Powell & DiMaggio, 1991; Carruthers, 1995) 
views cognitive processes as relevant to explain management systems. It 
identifies formal processes as symbolic to externally legitimize the 
organization through an appearance of competency. Innovation processes may 
require the rational symbol associated with formal systems to legitimize the 
work of the organization. Management systems do not fulfill as much a 
technical need as conforming to external demands decoupled from technical 
needs. 
 
The previous list (summarized in Table 1 and illustrated with quotes from this 
study) details the roles that the literature identifies for MCS. However, current knowledge or 
evidence on why these systems are adopted is limited. Moores and Yuen (2001) find that, as 
they expected, management systems are adopted in the growth stage of the firm. Davila 
(2005b) finds that, within the human resource function, the adoption of these systems is 
associated with the presence of external funding, size, age of the firm, and the replacement 
of the founder as CEO. These results suggest that external constituencies may affect 
adoption (to fulfill the last two roles identified); moreover the significance of size and CEO 
turnover might be related to failures in meeting the goals associated with the first six roles 






This study comprises two stages. In the first stage, we use a field research design to 
investigate why companies adopt MCS in their product development process. To answer 
this question we sample from a population of young high-technology firms with a size 
between 50 and 150 employees. To capture the detail needed to answer the question, our 
data collection combines questionnaire and interview methods. The second stage of the 
research adopts a survey design approach. Its objective is to generalize beyond the initial 
sample a novel finding from the first stage. In particular, we examine whether technology-
related partnerships in product development impose more structured MCS. In this second 
stage, we sample from a broader population of firms to generalize the findings beyond 
young high-technology firms. 
 
 
1. Field research design 
 
To capture the richness needed to explore the initial research question, we adopt a 
cross-sectional, multi-method, multi-case field research design. The aim of the cross-
sectional multi-case design is to gather a large enough variance to document our research 
question, to capture the detail required to answer the questions, and to link contextual 
variables to the adoption of MCS. The multi-method design relies on qualitative data to 
identify patterns of behavior and quantitative data to examine covariates that may inform the 
research question. Our data includes questionnaire and semi-structured interviews on the 
adoption and role of MCS in young technology companies. Capturing the quality, depth, 
and richness to understand the experience of the actors (Seidman, 1998) demands detailed 
descriptions of the phenomena (Marshall & Rossman, 1995; Kvale, 1996). The focus of the 
study on product development as a relevant aspect of innovation processes drives the 
decision to sample among a population of technology companies. We expect product 




management attention. The sampling of a population of young firms is intended to capture 
the point in time when formal systems, if any, are adopted. This transition point is likely to 
be a recent event in the life of these firms and thus managers are expected to be able to 
better articulate the reasons for the research question. 
 
 
2. Data sources 
 
For each company we collected as much information from public sources as 
possible—such as company web pages and press releases from Lexis-Nexis. This 
information was used to familiarize the research team with the characteristics and products 
of each company before the actual data collection. Next, each company received three 
questionnaires—one for the CEO, another for the CFO, and a third one for the business 
development manager. The purpose of the questionnaire was to collect quantifiable 
information about the company and its processes. Appendix A reproduces the relevant 
questions. 
 
The final phase of the data collection included semi-structured interviews with each 
of the three managers. The objective of these interviews was to gain detail about the 
company, its history, its strategy and the adoption, design, and use of MCS. Each interview 
lasted between forty-five and ninety minutes. The interviews relied on a detailed protocol 
listing the questions to be addressed. The protocol insured that the main topics of the 
research were systematically covered during the conversation, but the semi-structured nature 
of the interview gave the flexibility of follow-up questions to clarify the particular practices 
at each company (Marshall et al., 1995). The relevant protocol questions are reproduced in 
Appendix B. Interviews were conducted in person or by phone and at least two researchers 
were present in every interview. Interviews were taped and then transcribed. The 
questionnaire, sent prior to the interview, facilitated focusing the interview around the key 




3. Sample description 
 
The final sample includes 69 young, high technology companies. The data 
collection started in September 2002 and finalized in December 2003. Periodically during 
the data collection, we contrasted the incremental learning. By the end of the data collection, 
we felt that the sample captured a large variation in the population, reaching theoretical 
saturation (Glasser et al., 1967), and the sample was large enough to allow preliminary 
generalizations of the results. 
 
We construct the sampled population using the following selection criteria: 1) high 
technology, 2) less than 10 years old, 3) between 50 and 150 employees, 4) independent, 
and 5) in a limited geographic area.
1 These criteria identify companies where product 
development is likely to be the foundation of their competitive advantage. They also 
identify companies more likely to have recently and independently transitioned through the 
stage of formalizing product development processes, rather than companies that have had 
systems in place for a long time or systems imposed by a parent company. We did not 
require firms to be public or private, foreign owned, or venture funded; however the 
majority of firms were private, domestically owned, and venture funded. The population of 
firms was sourced from the CorpTech Internet directory of technology companies. We 
                                                 
1 The main reason for the geographic criterion was research funding (more than fifty percent of the interviews 
were done at the companies’ premises). This decision also reduces the potential impact of omitted variables 




accessed the database in January and June 2002 and built our sample from the following 
industries (using CorpTech industry classification): biotech (BIO), computer hardware 
(COM), manufacturing (MAN), medical equipment (MED), pharmaceuticals (PHA), 
photonics (PHO), computer software (SOF), subassemblies (SUB), test & measuring 
equipment (TAM), and telecommunications (TEL).
2 We also purposefully over-sampled 
biotechnology firms because of their potential relevance as a growth industry. This sub-
sample was extended using three additional databases particular to the industry: Rich’s high-
tech business guide to Silicon Valley and Northern California (2000/2002), BioScan (Oct. 
2001), and the U.S. Business Browser (c. 2001).  
 
A letter addressed to the CEO was sent to every firm in the sample. The letter 
described the purpose of the research, the research process, and the benefits of 
participating—a half-day conference where participating companies were invited to a 
presentation of the managerial implications of the research project and a written document 
of the findings. The letter was followed up with a phone call to entice participation; a 
company was dropped from the sample if it had not accepted or declined participation after 
five phone calls. We carefully documented the sample selection process as detailed in Panel 
A, Table 2. Excluding companies that were acquired, went out of business or are ineligible, 
the response rate is 20%. Companies acquired or that went out of business were 
significantly younger than the eligible sample but comparable in terms of sales and number 
of employees. Within the eligible sample, we compared companies that participated to those 
that did not, in order to assess potential self-selection bias; we found no significant 
differences in sales, number of employees and age.
3 The final sample includes eleven 
biotechnology companies, 48 information technology companies, and ten companies in 
other industries; in addition, 62 received venture capital. Panel B, Table 2 provides 
additional descriptive statistics on the sample. 
 
 
4. Data analysis 
 
The data analysis was structured in two stages. In the first stage, interview data was 
coded—to summarize, interpret, and classify the information. To limit the potential bias 
inherent in the analysis of qualitative data, three researchers coded each one of the 
interviews. To systematically proceed through the coding process, each researcher used the 
Nvivo qualitative coding software. This software details the analysis from the raw data to 
the theoretical propositions, thus providing an auditable trail of the analysis. Because of the 
exploratory nature, each researcher may potentially identify different constructs that explain 
the observed patterns. To identify common constructs, the coding was done following a 
structured process. The sample was divided into two groups. The three researchers 
independently identified the main topics covered in each interview for one of the groups. 
The result was the dissection and reorganization of the original transcripts into broad topics. 
Then, the researchers met to contrast the topics that each one identified, agree on a common 
set of terms to identify them, and discussed any differences in interpretation of the 
transcripts. Next, the second group of interviews was independently coded using the 
common terminology. Finally, at the end of the process the team met to contrast the results 
of this second coding effort and discuss differences and new topics, if any. The objective of 
sub-dividing the sample into two groups is to contrast the model that emerges from the first 
                                                 
2 We excluded from these lists any companies that were also listed as “Energy,” “Environment,” “Chemical,” 
“Defense”, “Transportation” or “Non”. “Non” companies are not primarily high-tech companies. The other 
industries are excluded because they face a different regulatory and/or institutional environment. We also 
excluded organizations cross-listed in these industries. 
3 We compared means and medians of sales, employees, and age (variables available from the databases that we 
accessed) for both groups in our sample. We also use the non-parametric Mann-Whitney test on these variables with 




analysis using a hold-up sample. The same process was iteratively used to analyze with 
increasing detail each of the topics until a stable set of constructs were identified that 
explained the phenomenon examined. The process evolved in an iterative and non-linear 
fashion, where the topics and constructs were revised to better capture the insights of the 
independent analyses. The end result is a set of typologies that describe different aspects of 
the adoption of MCS in new product development (Marshall et al., 1995). 
 
The second stage of the analysis is intended to establish patterns leading to a 
tentative formulation of a grounded theory (Strauss & Corbin, 1990). It combines survey 
data with the variables identified in the coding of the qualitative data to propose 
relationships among these variables (King, Keohane, & Verba, 1994). The findings reported 
in the paper are the end process of the analysis; however the audit trail documentation 






1. Adoption of management control systems in new product development 
 
Panel C in Table 2 provides descriptive statistics on the percentage of companies 
adopting each of the product development systems identified for this research and the time-
to-adoption since the founding of the company (Appendix A reproduces the relevant 
questionnaire items). Panel D in Table 2 gives the frequency distribution of the types of 
measures used to track product development and how often they are updated. These types of 
measures were coded based on the open-ended question to the questionnaire item about the 
three most important measures. The measures were coded by two researchers independently. 
 
The iterative analysis of interview data identified six different drivers of the 
adoption of MCS as well as unique experiences not significant from a statistical perspective, 
but relevant to understand how MCS can be used and to grasp the richness of the 
phenomenon examined. Panel A in Table 3 provides descriptive statistics and illustrative 
quotes for each of the drivers. These drivers are not exclusive of each other, and more than 
one can be present at different stages or for different systems within a company. For each 
driver, we report the number of observations where it was the main driver and the number of 
observations where it was a secondary driver.
4 
 
In certain observations, systems are adopted to legitimize the company vis-à-vis 
external partners (Carruthers, 1995). They are not required from a management perspective, 
but they are adopted as a symbol (Macintosh, 1994) (chapter 9) to enhance the credibility of 
the company towards external parties—usually customers, partners, and investors. This role 
is consistent with the theoretical role summarized in Table 1 as number seven. Establishing 
a framework for the interaction with external parties is another external driver of MCS. 
External parties require visibility into the organization’s processes to monitor, coordinate, 
and control them (Pfeffer et al., 1978). Intra-organizational agreements lack the constant 
interactions required to ground informal management and the need to formalize the interface 
is enhanced in these situations. We labeled this situation as contracting to indicate the 
relevance of formal systems to implement the contract between the players (Otley & Berry, 
1994; Dekker, 2004) and consistent with the role identified as number six in Table 1. 
 
We also found evidence consistent with internal drivers of MCS adoption. 
Managers may be proactive in that the systems are implemented ahead of the company 
                                                 
4 For each company we identified at least one driver (except if the process was still informal) and at most two 




requiring them. We distinguish two different drivers: background and focus. Background 
captures those systems put in place when a particular manager comes to the firm because of 
this person’s prior experience. It is closely associated with congenital learning, where 
“individuals (…) have knowledge about (…) the processes the organization can use to carry 
out its creator’s intentions” (Huber, 1991) (page 91). These managers, usually with 
significant prior experience, perceive MCS as management infrastructure required to 
facilitate growth. Their behavior can be interpreted as mimetic (Powell et al., 1991), where 
they emulate practices from other organizations to reduce the cognitive uncertainty, 
although the narratives suggest a strong functionalist aspect. The second driver, focus, 
reflects managers who implemented systems because they perceived an emergent need. In 
contrast to the background drivers that are implemented regardless of their immediateness, 
focus drivers respond to a particular need—such as to coordinate a geographically dispersed 
workforce, increase organizational efficiency, or improve communication. 
 
MCS may be adopted as a reaction to unexpected events, mistakes, or recurring 
problems (Simons, 1995) (we label it as reactive to chaos). Lack of skills or lack of 
resources may delay the adoption of systems until constant failures in the informal processes 
force it (Flamholtz, 2000). In most circumstances, chaos was unintended and managers were 
ill-prepared to deal with it; in one of our observations, however, the manager purposefully 
used chaos to drive the need for change. 
 
A final category that we labeled as reactive to learning was the outcome of the 
enactment process (Weick, 1995). While the outcome was a more efficient organization, this 
category is different from the proactive focus category in that formal systems emerged as 
the outcome of a learning process. It was not managers who decided to implement systems 
because of a particular need, but systems emerged to code existing practices. In some cases, 
the coding was triggered by certain events. For instance, in one of the companies the growth 
associated with the economic boom of the late nineties triggered the coding of processes: 
“we developed (the systems) over the years doing them ourselves, we know what we need 
to have; we have a project binder that has sections in it. (…) It came into existence in ’99 
during the boom; we needed better managed projects because we had so many things going 
on. We were forced to execute these projects efficiently so we could get to the next one.” 
But in most cases, the formalization grew out of the periodic enactment of an informal 
routine. 
 
Panel A in Table 3 also identifies cases where an informal management approach 
was used. We limit the count to companies that explicitly mentioned this approach. The 
reasons for maintaining an informal approach include: (1) team has worked together for a 
long time and their informal interactions are well-understood but not coded, (2) 
management team believed that formal systems would kill creativity, (3) the organization 
was not considered to be large enough to grant MCS, and (4) management team did not 
have the knowledge to implement these systems. 
 
In contrast to external drivers of adoption, internal drivers do not directly map into 
the roles identified in Table 1. During the coding process, the categories that appeared to 
better describe the data were not so much the particular roles that the systems adopted were 
intended to fulfill as the reasons why they were adopted (the situation that led to the 
adoption). While this coding better reflects the underlying data, the interviews provide 
illustrations of MCS’ roles consistent with Table 1. Relevant quotes are included in Table 1 
to exemplify each of the theory-based roles. 
 
Once adopted, MCS remain as part of the management infrastructure and evolve. 
Frequently, interviewees described the systems as “becoming more and more sophisticated.” 




example, a new CEO in the sample formalized the product selection process to focus the 
organization and then dropped it as the organization understood the new strategy. Managers 
also gave instances of MCS stifling innovation (Panel B, Table 3 for illustrative quotes) and 
the need to adapt MCS “within the context of a company of our size (…) the minimum that 
we need to accomplish without putting artificial requirements, barriers, or roadblocks that 
slow us down.” 
 
Panel C in Table 2 presents the descriptive statistics related to the source of 
knowledge used in designing management systems. Internal managers designed MCS in the 
majority of cases. Typically, the design is a process of knowledge creation where tacit 
knowledge (Nonaka, 1990), spread over various people in the organization, is codified. In 
some cases, the knowledge is “hired” together with a person—a process labeled “grafting” 
(Huber, 1991). One of the companies in the sample hired a product development manager 
from one of the largest semiconductor companies in the world, who designed the systems 
based on “(the large company’s) way of doing things.” External designers are rarer and 
usually reflect the contracting process with partners or buying external technology 
(software) to manage processes. 
 
 
2. Time to adoption of management control systems and impact on performance 
 
This section examines whether the typology is relevant in explaining management 
processes in new product development. We address two issues. 
  
First, we test whether the various drivers identified as being associated with the 
adoption of MCS in product development are associated with different timing of adoption. 
The six drivers described in Table 3 are event-driven—whether an external party demands 
to see the processes in place, a partnership is entered into, a new manager is hired, needs 
emerge, problems arise, or the informal practices are formalized. Therefore, the adoption 
depends on whether a particular event happens and there is no clear directional expectation. 
However, we expect that companies that still keep an informal approach will report 
adopting systems later than the rest of the companies in the sample. It is also plausible that 
companies adopting because of learning-by-doing will adopt later than the rest of 
companies, as long as any of the events that trigger the adoption of the systems are likely to 
happen early in the life of a company. We examine the potential effect of the various drivers 
on the time to adoption of MCS in product development using a Cox specification (Davila, 
2005b; Hellmann & Puri, 2002). This specification models the time to an event (for 
instance, adopting a particular system). In this particular case, we report the time to adoption 
of product development milestones, which is the system adopted most often in our sample. 
We asked both the CEO and the business development person for the adoption date and the 
kappa statistic of inter-rater agreement was significant at the 1% level. Table 4 reports the 
results. Our dependent variable is the time to adoption of product development milestones 
as reported by the business development manager.
5 Our independent variables are dummy 
variables that take the value of one for those companies where a particular driver for 
adoption was identified (during the interview coding), regardless of whether it is the main or 
secondary driver. The coefficients reported are hazard ratios. A coefficient on the 
independent variables greater (or less) than one means that higher values for the 
independent variables are associated with shorter (longer) time to adoption.
6 Except for 
learning and contracting, the other four drivers are associated with significantly faster 
adoption than the reference group, which still uses an informal approach. However, we find 
                                                 
5 The conclusions are unchanged if we use the date of adoption reported by the CEO or we use time to 
adoption of product development progress or product development budgets, which are the next two systems in 
terms of popularity in the sample. 
6 The hazard ratio is e




no significant differences among the various groups (other than background being 
significantly faster than legitimize). This result suggests that the description in the 
interviews is consistent with informal approaches taking longer to adopt a particular system; 
and that no particular driver is associated with faster adoption—consistent with these drivers 
being associated with random events. 
 
Our second test examines the association between product development 
performance and the six drivers described in Panel A, Table 3. If MCS are relevant to 
performance (and assuming that the ones adopted are designed for the specific needs of the 
company—in other words, the MCS adopted are not dysfunctional), then we expect 
different drivers to be associated with performance. In particular, we expect proactive 
drivers (background and focus) and learning by doing to be associated with better 
performance. Companies in these groups adopt MCS as a way to facilitate product 
development management, in contrast with firms in the other groups—external drivers, 
chaos and informal—where firms are forced into adopting MCS. The dependent variable 
takes a value of 0 for companies where product development projects are late (43 
observations) and 1 if they are on-time or early (21 observations). We lost five observations 
for companies that chose not to disclose product development performance. We chose a 
dummy variable because companies have very different types of projects running at the 
same time—large projects to develop a new platform, medium projects to develop particular 
functions, and shorter projects to adapt the product to a particular customer—and 
respondents often left blank the questionnaire item on how late projects are because, as they 
explained during the interview, it varied across types of projects and within particular types 
of projects. The dependent variables are as in Table 4. Table 5 reports the results. 
Background driven companies perform significantly better than companies adopting as a 
reaction to chaos and focus. Learning by doing companies perform better than contract and 
chaos. Contrary to expectations, focus companies perform worse than informal management 
firms (which perform better than contract,  focus, and chaos) and do not perform 




Partners and management control systems in new product development 
 
Among the conclusions from our field research, we identified external 
constituencies—mainly customers and partners—as relevant to understand the adoption of 
MCS. This finding is consistent with the role of external control (Pfeffer et al., 1978), 
signaling (reputation and symbolism and institutionalism) (Macintosh, 1994), and 
economics (facilitate contracting) (van der Meer-Kooistra & Vosselman, 2000). The 
hypothesis that these various theories put forward is that the relevance of external 
constituencies leads to more structured processes (governed through MCS): “there is 
increased monitoring and control between organizations” (Otley et al., 1994) (page 293). 
While theory is clear-cut in its predictions, empirical evidence on the relevance of MCS in 
inter-organizational settings is limited (Dekker, 2004). Our field research findings provide 
initial support to theoretical predictions. However, these findings rely on extending theory 
to the adoption rather than the design of MCS. In an effort to generalize our conclusions 
beyond the original sample of small firms to a population of larger firms and from adoption 









1. Design of the survey research 
 
The research design that we adopted to extend this study is a survey-based design. 
While this approach sacrifices the detail that we were able to capture in our field research, it 
better fits the objective of this second stage of the research project. Namely, generalizing 
one of our findings—which is consistent with existing theory—to a larger population. In 
particular, the survey addresses the following research question: is the involvement of 
partners associated with more formalized MCS? The question extends our conclusions about 
the adoption of MCS in growing firms to the design of MCS in larger firms. 
 
The population sampled is the list of contacts of a large innovation management 
consulting firm. This population was selected because companies in contact with this type 
of consulting firm are likely to be large companies with significant innovation efforts. The 
survey was sent to the contact person in each firm, who was asked to forward it to the 
person most knowledgeable if required. Two weeks later a reminder was sent. Also, we 
informed the participants that they would receive a summary of the results of the survey. A 
total of 490 questionnaires were sent for a response rate of 18%. Table 6 describes the 
industry composition of the sample. 
 
We examine three different aspects associated with the formalization of MCS: 1) 
the level of detail in the product development project plan, 2) the use of the project plan 
during the execution of the project, and 3) the use of metrics during the execution of the 
project. Factor analysis identified three different factors associated with the level of detail of 
the project plan. The first factor is the actual level of detail in the plan (Plan detail), the 
second factor is the stability of project objectives as detailed in the project plan (Plan risk), 
and the third factor is the detail in the project plan about the future of the product being 
developed (Future detail). The use of the project plan during the execution loaded into one 
factor (Use plan). The use of metrics loaded into two factors, one consistent with an 
interactive use of the metric system (Simons, 1995), labeled Metric inform, and another one 
consistent with a diagnostic use, labeled Metric control. Each item was measured using a 5-
point scale anchored between fully disagree (1) and fully agree (5) and the variables were 
constructed as the sum of the questionnaire items. Panel A in Table 7 presents the wording 
of the various questionnaire items, their descriptive statistics, and the reliability index 
(Cronbach alpha). 
 
We measured involvement of partners in new product development with a seven-
item instrument (Heide & John, 1992; Zaheer, McEvily, & Perrone, 1998), using a 5-point 
scale anchored between fully disagree (1) and fully agree (5). The seven items are detailed 
in Panel B of Table 7. In addition, we controlled for four additional variables that may affect 
the formalization of MCS: 1) technology uncertainty, measured using six items (Dávila, 
2000); 2) the logarithm of the number of projects that the organization executes each year; 
3) the logarithm of the length of a typical product development project (in months); and 4) 
the number of functions included in cross-functional teams. Formalization may be less 
useful for more uncertain projects where an organic structure may be a better fit (Chenhall, 
2003) and for projects managed through cross-functional teams where informal 
communication may replace formal systems. Conversely, formalization may be more 
significant for companies that develop more projects through the codification of learning 
and the increase in efficiency and for companies with larger projects that require more 
coordination. 
 
Table 8 presents the correlation table. Higher partner involvement is positively and 
significantly correlated with the various variables associated with increased formalization. 
As expected, the various measures of control system formalization are positively correlated 




2. Research findings 
 
To test the relevance of partner involvement in the formalization of MCS, we relied 
on a cross-sectional latent variable regression model estimated using Partial Least Squares 
(PLS) (Wold, 1985). PLS allows the joint evaluation of the measurement and structural 
models. The use of a latent variable model is intended to mitigate the impact of 
measurement error in the structural equation coefficients, thus enhancing the power of the 
tests (Ittner, Larcker, & Rajan, 1997). PLS iteratively estimates the measurement and 
structural coefficients using OLS regressions (Anderson, Hesford, & Young, 2002). 
Bootstrapping (300 samples with replacement) is used to assess the significance of the 
model coefficients. 
 
Our first model examines the association between partner involvement and our 
various proxies of MCS—Plan detail, Plan risk, Future detail, Use plan, Metric inform, and 
Metric control—after controlling for additional variables that may affect the design of 
MCS: uncertainty, project length, use of cross-functional teams, and number of projects. 
Specifically, we estimate the following structural model: 
 
Formalization of MCS = β0 + β1 Partners + β2 Technology uncertainty + β3 Ln(Project 
length) + β4 Cross-functional team + β5 Ln(Number of projects) + Industry controls + ε 
 
If partners have any influence on the design of MCS, we expect β1 to be positive 
and significant. We estimate a different model for each of the six MCS formalization 
variables. Table 9 presents the results. The coefficients in the measurement model (Panel A) 
are significant and in the expected direction. Panel B presents the results for the structural 
model. Partner involvement is significant in each of the structural models except for Metric 
inform. This result is broadly consistent with the expectations derived from the conclusions 
of the field research and theoretical predictions: A higher degree of partner involvement is 
associated with various constructs associated with formalization of MCS. In addition to 
significant industry effects (not reported), technology uncertainty is positively associated 
with two measures of formalization: Future detail and Metric inform. These associations 
suggest that formalization may be beneficial in uncertain environments, in line with the idea 
of enabling bureaucracies (Adler et al., 1996) and consistent with previous findings (Gordon 
& Narayanan, 1984; Simons, 1987). As an alternative statistical specification, we built the 
latent variables as the sum of the item scores and ran the structural model using an OLS 
specification. The results were comparable. 
 
The previous specification treated each of the formalization variables as separate 
dimensions of formalization. An alternative view suggests that these variables represent two 
distinct phases of the control process: planning and execution (Anthony, 1965). From this 
perspective, the variables Plan detail, Plan risk, and Future detail capture the formalization 
of the planning process—before the actual operational process is executed. The variables 
Use plan, Metrics inform, and Metrics control reflect the formalization of MCS during the 
execution of the operational process. The effectiveness of the execution variables may 
depend on the planning variables. In other words, the ability to control the execution of a 
process depends on the formalization of the planning process (Anthony, 1965; Simons, 
2000). If the planning variables mediate the relationship between the exogenous variables 
and the execution variables, the significant effect of Partners upon Use plan and Metric 
control may be due to the relevance of Partners in explaining the planning variables. 
 
We model the mediating effect of planning variables as described in Figure 1. We 
model partners’ relevance as affecting both the three planning MCS variables and the 
execution MCS variable. To model the effect of the control variables in a parsimonious 




exogenous variables as a path to the endogenous variables in the PLS model. Table 10 
reports the results for the structural model. Panel A examines the effect on the execution 
MCS variable Use plan; column (1) reports the path coefficients from the exogenous and 
planning variables to this execution MCS variable; columns (2) to (4) report the path 
coefficients from planning variables to the execution variable. Panel B looks at Metrics 
inform and Panel C at Metrics control. The direct effect of Partners is only significant for 
Metrics control.  Plan detail is significantly associated with all three MCS execution 
variables, suggesting that more detail in the plan allows this planning effort to be used 
during the execution of the innovation projects. This result provides evidence on the 
association between the levels of formalization during the planning and execution of a 
product development project. In contrast, Plan risk is not significant, while Future detail is 
significant for Use plan but negative and significant for Metric control. 
 
Table 11 examines whether the previous findings have any relevance to the 
perceived performance of the firm. To assess this relationship, we regressed each of the 
formalization variables, the relevance of partners and the interaction of the formalization 
variables with Partners to explain innovation performance. This Performance variable is the 
sum of three questionnaire items (reported in Appendix C) where respondents were asked to 
evaluate, on a 5-point scale, the gap between their company’s current position and where it 
should be for derivative, new and breakthrough products. This gap measure was subtracted 
from the maximum gap in the sample to have higher values of the variable being associated 
with a smaller gap and therefore better performance. If higher level of formalization leads to 
better relationships with partners, we expect the interaction term to be positive and 
significant. The first column examines the direct effects without interactions. Only 
Technology uncertainty and Number of projects are positive and significant, indicating that 
companies that see themselves as facing more technological uncertainty and those with 
more product development projects perceive themselves as performing better. None of the 
formalization variables or the MCS variables is significant. The rest of the columns report 
the effect of interaction terms. The presence of partners and plan detail has a negative 
impact upon performance. A potential explanation for this observation is that plan detail 
constrains the relationships with partners. However, the interaction of another planning 
variable—future detail—with partners is positive and significant. The interaction of two 
execution variables—metric inform and  metric control—with partners is positive and 
significant. Overall, these results suggest that MCS have a positive effect on leveraging 






The aim of this paper is to bring detailed evidence on the enabling role that MCS 
may have in innovative settings. The paper presents two sequential studies. The first one, a 
multi-case, multi-method field research design, examines how MCS are adopted in the 
product development process of young firms. Data includes detailed descriptions of the 
phenomenon including quantitative and qualitative information. The analysis indicates that 
in contrast to the theory approach—which describes MCS in innovative settings as fulfilling 
a set of roles—the variance in the adoption of MCS is not driven as much by certain roles 
that need to be fulfilled as by events that trigger the adoption. We identify external drivers 
of adoption when firms adopt MCS because of external pressures—consistent with the 
external control concept (Pfeffer et al., 1978), the concept of legitimizing (Powell et al., 
1991), and the contracting process (van der Meer-Kooistra et al., 2000). We also identify 
internal drivers, including proactive ones, as when systems are adopted because of a 
manager’s background—frequently systems are brought to the firm with the hiring of a 




system because the organization has reached a certain maturity point. Internal drivers also 
include reactive drivers, when systems are adopted as a reaction to a mistake or failure or 
when systems emerge as the formalization of an ongoing informal routine. The paper also 
examines the impact of these drivers on the management of product development. 
 
The second study aims at generalizing a particular finding from the first study—the 
relevance of external parties to the adoption of MCS. This second study extends the 
argument from the influence of these parties on the adoption process to their influence on 
the detail of MCS in larger firms—an argument more in line with theoretical predictions. 
Using a survey-based design, the study finds that the presence of technological partners is 
associated with a higher degree of formalization and that the presence of these partners and 
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Sample descriptive statistics 
 
 
Panel A: Sample construction 
 
 
Companies in the initial database  624 
Minus  
Companies that went out of business  94 
Companies acquired  88 
Companies ineligible in some other way
1 102 
Companies that did not respond
2 158 
Companies that declined participation  113 
Final sample of companies  69 
1 These companies are too small, too old, or subsidiaries of other companies. 




Panel B: Sample descriptive statistics 
 
 
  Mean Std.  Dev.  Q1  Median  Q3 
Number of CEOs  1.73  0.80  1  2  2 
Age  7.42  2.33  5 7 9 
Employees
1  119 62.6  72  114 160 
R&D intensity (%)
2  0.39 0.26  0.16 0.38 0.61 
Revenues (‘000)
3 10,691  11,711  2,468  7,14 15,156 
Profit (‘000)
3  -10,175 15,598  -12,139 -5,4  -18 
Funding
4    52,441 59,865  8,963  39,3  72,75 
 
1 Number of employees is calculated at the peak of each company’s size.  
2 R&D employees are estimated as a percentage of total employees defined as the sum of R&D employees for 
each of the years reported divided by the sum of total employees for those same years. Only companies that 
reported R&D employees are included.  
3 Revenues and profits are for the last year of data available.  
















Table 2 (continued) 




Panel C: Descriptive statistics on product development systems  
 
 
  Companies adopting  Time-to-adoption 
Project milestones  80%  2.65 
Reports comparing progress to plan  70%  2.88 
Budget for development projects  66%  3.00 
Project selection process  63%  3.42 
Product portfolio roadmap  59%  3.33 
Product concept testing process  44%  2.71 
Product team composition guidelines  39%  3.00 
 
Companies adopting each system are the percentage of companies that had adopted 
the system at the point of data collection. Time-to-adoption is the mean number of years 
since founding to the adoption of the particular system for those companies that adopted 





Panel D: Descriptive statistics on product development measures 
 
 
Type of measures  Respondents  Updating frequency 
Time 62  2.81 
Budget/financial 30  2.36 
Product functionality   30  2.08 
Customer 24  1.78 
Quality 15  2.90 
 
 
The table reports the number of respondents that listed each type of measure 
among the three top measures for managing product development and the frequency (times 


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































  Product development milestones 
  Hazard ratio    Robust std. error 
External drivers        
Legitimize 2.425 
***   0.66 
Contract 2.032     0.65 
Internal drivers—proactive         
Background 3.573 
***, +   1.23 
Focus 2.283 
**   0.75 
Internal drivers—reactive         
Learning 1.589     0.98 
Chaos 2.496 
**   0.90 
Number of observations  388      
Number of companies  69      
Chi-sq. 16.89 
***    
 
 
*, **, *** significantly different at 10%, 5%, and 1% respectively from reference category. + 
significantly different at 10% from legitimize. Table reports Cox proportional hazard model of 
the time to adoption of product development milestones. Dependent variables are the drivers of 





































(0 = late, 1 = early or on-time) 
  Coefficient   Standard  error 
External drivers         
Legitimize -0.203   ‡    0.61 
Contract -2486  **    2.22 
Internal drivers—proactive          
Background 0.767  ++, +++  0.65 
Focus -1454   **    0.73 
Internal drivers—reactive          
Learning 0.065  ‡    0.99 
Chaos -2.73  **, †, ††  1.12 
Number of observations  64       
Pseudo- R
2 0.22       
Chi-sq. 13.57   **     
 
** significantly different at 5% from reference category; +++ significantly different at 1% 
from chaos, ++ 5% from contract and focus; † significantly different at 10% from learning, †† 
significantly different at 5% from legitimize; ‡ significantly different at 10% from contract. 
The table reports a logit model with product development performance as the dependent 
variable (1 if the project is early or on-time, 0 if it is late). Dependent variables are the drivers 






Industry distribution of the sample 
 
 
  Number of observations 
Automotive 9 
Chemicals and resources  18 
Consumer goods  11 
Engineering and medical products  31 




































































The scale for survey items is 1=fully disagree, 5=fully agree and 1=does not include; 5=includes to a very 
large extent for the future detail variable. 
* Indicates reverse coded. 
Construct   Mean  Std.  dev.  Cronbach’s  α 
Plan detail       0.87 
1.  The project plan describes in detail who will be 
involved in the project and when 
3.66 1.03   
2.  The project plan describes in detail the sequence of 
tasks that will be performed 
3.67 1.05   
3.  The project plan describes in detail the timing of 
tasks that will be performed 
3.72 0.96   
4.  The project plan is very specific about the expected 
outcomes of the project 
3.81 1.02   
Plan risk       0.62 
1.  Most of the technical risk that may exist is 
eliminated during the planning phase 
3.01 1.09   
2.  The planning phase is key to translate customer 
needs into precise product specifications 
4.15 0.94   
3.  Product specifications are frozen at the planning 
phase 
2.76 1.18   
4.  The planning phase is key to eliminate market risk 
out of the project 
3.23 1.03   
Future detail       0.80 
1.  Changes in prices and volumes over the expected 
product’s life 
2.90 1.33   
2.  Marketing costs over the expected product’s life  2.59  1.18   
3.  Analysis of targeted customers  3.68  1.08   
Use plan       0.63 
1.  During the development phase the project plan is 
used as a benchmark to evaluate progress 
3.93 0.92   
2.  During the development phase the project plan is 
discussed with management only when there are 
significant deviations 
* 
2.98 1.28   
3.  During the development phase the project plan is 
modified to include new information 
4.05 0.68   
4.  During the development phase the project plan is 
central to interact with management 
3.86 0.92   
Metric inform       0.69 
1.  Metrics are used to assess whether the project is 
advancing according to plan 
4.16 0.75   
2.  Metrics are an important input to assess the 
innovation team’s performance 
3.64 1.09   
3.  Metrics are used to evaluate the impact of new 
events upon the project 
3.36 1.06   
Metric control       0.64 
1.  Metrics are used to update project expectations  3.72  0.98   
2.  Metrics are used to control project execution  4  0.81   



























































Construct   Mean  Std.  dev.  Cronbach’s  α 
Partners       0.81 
1.  Key partners are involved in the product 
definition phase 
3.51  1.16   
2.  Key partners constantly bring new ideas to 
improve our product innovation 
3.33  0.94   
3.  Our relationship with key partners is based on 
broad collaboration agreements 
3.50  0.90   
4.  Contracts with key partners are specific about 
the expected deliverables 
3.79  0.77   
5.  We have learned or acquired new and important 
information from our partners 
3.84  0.77   
6.  We have learned or acquired a critical capability 
or skill from our partners 
 
3.48  0.83   
7.  Our partnering has helped us to enhance 
existing capabilities and skills  
3.91  0.72   
Tech. uncertainty       0.76 
1.  The technology underlying the products of my 
company moves fast 
3.42  1.19   
2.  When a company introduces a new product, it 
significantly increases its market share 
3.62  0.94   
3.  Product performance is rapidly improving in 
our industry 
3.65  0.98   
4.  The biggest challenge in product innovation is 
to quickly move technology to customers’ 
hands 
3.77  1.09   
5.  The product market that our company serves is 
considered to be mature 
3.85  1.16   
6.  Customers’ needs are stable over time  2.86  1.11   
Ln(Number projects)   3.06  1.36   
Ln(Length projects)   3.04  0.65   
X-teams  Number of business functions with 
representatives reporting to the product 
development manager 

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Project planning and new product development characteristics 
 
 






























***, **, * statistically significant at the 1%, 5%, and 10% level (two-tailed), respectively (t-statistic in 
parenthesis). Loadings for explanatory variables are the average loading from the six models tested (as 


















Plan detail        
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Plan risk        





**     
Use plan        





***     
Future detail       
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Metric information       
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Metric control       
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Technology uncertainty       
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The use of planning and metrics during product development 
 
Panel A: Use of plan 
 










Exogenous latent variables              
Technology uncertainty  0.032    0.131     0.322  *** 
  (0.28)    (1.13)     (3.03)   
Project length       -0.166       
Cross-functional team       (-0.90)    0.136   
Number of projects      0.083      (1.53)   
Partners  0.179    (0.68)         
  (1.43)    0.178 0.339  **  0.289  ** 
Endogenous latent variables      (1.40) (2.07)    (2.51)   
Plan detail  0.378  ***          
  (3.81)           
Plan risk  -0.102            
  (0.85)            
Future detail  0.251  **          
  (2.32)            
Squared multiple correlation (R




Panel B: Metrics for information 
 










Exogenous  latent  variables             
Technology uncertainty             
Project length  0.197    0.127     0.322  *** 
  (1.51)    (1.06)     (3.05)   








Number of projects      0.090      (1.57)   
      (0.72)         
Partners  0.058    0.189 0.346  **  0.284  ** 
  (0.37)    (1.60) (2.27)    (2.59)   
Endogenous latent variables              
Plan detail  0.222  *          
  (1.90)           
Plan risk  0.019           
  (0.12)           
Future detail  0.052           
  (0.33)           
             
Squared multiple correlation (R




Table 10 (continued) 
The use of planning and metrics during product development 
 
 
Panel C: Metrics for control 
 
 










Exogenous latent variables             
Technology uncertainty     0.126     0.328  *** 













Cross-functional team           (1.34)   
              
Number of projects      0.087 0.338  **  0.293  ** 
      (0.72) (2.11)    (2.21)   
Partners  0.293  **     0.192*       
  (2.82)    (1.69)       
Endogenous latent variables             
Plan detail  0.238  ***         
  (2.41)           
Plan risk  0.153           
  (1.21)           
Future detail  -0.002  **         
  (-0.02)           
             
Squared multiple correlation (R
2)  0.33           
 
Standardized structural coefficients using partial least squares estimations based on standard errors from 300 
bootstrap samples (with replacement). ***, **, * statistically significant at the 1%, 5%, and 10% level (two-






























































The table reports OLS regressions with robust standard errors. The interaction term reports the coefficient for 
the interaction of variable partners and the corresponding MCS variable. ***, **, * statistically significant at 












  Dependent variable: Performance 
            
Formalization variable    Plan 
detail 








           
























































































           




        




    
Future detail  -0.035 
(-0.26) 
  0.049 
(0.42) 
   
Use plan  -0.108 
(-0.68) 
    -0.096 
(-0.71) 
  
Metric inform  -0.098 
(-0.79) 
      -0.011 
(-0.09) 
 
Metric control  -0.081 
(-0.57) 
        0.054 
(0.48) 
           
















           
Adjusted R







































































































































































































































































1.  When was the company legally established? (Month / Year)          
2.  We are interested in mapping the evolution of your company in terms of number of 
equivalent full time employees and number of R&D employees. What were these 
measures for each of the dates specified below?  
Date Total 
full time employees 
Total full time R&D 
employees 
Dec. 2003     
(...)    
Dec. 1993    
 
3.  How long is a typical product development project, from initial concept development to 
product  launch?        
4.  Compared to the original target launch date for a typical product, is the actual date the 
product is launched generally (circle one) …   Early   /    Late    
    by an average of how much time         
5.  Please indicate below when your company formalized each system. “Formalized” is 
defined as having documented a process and / or periodically and purposefully executing 
the process. 
  Year formalized 
Project milestones   
Budget for development projects   
Reports comparing actual progress to plan   
Project selection process   
Product portfolio roadmap   
Project team composition guidelines   
Product concept testing process   
 
6.  What are the three most important measures that top management uses to evaluate the 
progress of a development effort (for example, schedule attainment or on-budget)? 
Measure  How often does top management 
check it (weekly, monthly, …)? 
1    
2    









Protocol questions for interviews 
 
In this interview we are interested as much in current practices as in changes in these 
practices over time and the reasons for these changes. We want to understand the 
company’s history, its chronology, and the evolution of its management practices. During 
the interview emphasize the idea of evolution and identify reasons why each of the variables 
in the research changed. (Italics are instructions for interviewers) 
In this interview we want to better understand the challenges that your company faced (and 
is still facing) in moving from the start-up phase to the phase where professional 
management systems are required to manage the company. We are interested in your 
company’s history and chronology as well. We already received your answers to the 
questionnaire, which were very useful to focus the questions in this interview.  
Products 
1.  Can you provide a brief description of your company’s products? We are interested in 
the assessment of the technology behind the products and their manufacturing 
complexity.  
History 
2.  How has the business model of the company changed over time? 
3.  What were the main turning points? 
4.  What were the main phases in the history of the company?  
Organization 
5.  How is the company organized? (functional, business unit, matrix) 
6.  Was it always this way? (If it changed) When / why did it change? Who proposed or 
structured the change? 
Strategy 
7.  What does the competitive landscape look like? In terms of technology? Market 
participants? Any significant changes? If so, why? 
8.  What do your target customers value about your company compared to your 
competitors? 
Product development 
9.  How do new product development projects get selected? How did this selection process 
evolve? Why? 
Systems 
10. Why did your company start to use the systems identified in the questionnaire? 
11. What factors drove the need to adopt the systems? 
12. Who designed the systems? 
13. Has any been modified? Why? 
14. What is the biggest challenge in using these systems? 
15. Has any been dropped? Why? 










How big is the gap between your company’s current innovation performance for 
derivatives and new products and where should your company be to succeed in the marketplace 
 
 Derivatives 
  1  2 3 4  5 
  No gap  Small gap  Medium gap  Sizeable gap  Big gap 
  (we are where        (we need to improve 
  we want to be)        a lot to succeed) 
  
  New products 
  1  2 3 4  5 
  No gap  Small gap  Medium gap  Sizeable gap  Big gap 
  (we are where        (we need to improve 
  we want to be)        a lot to succeed) 
  
Breakthrough products 
  1  2 3 4  5 
  No gap  Small gap  Medium gap  Sizeable gap  Big gap 
  (we are where        (we need to improve 
  we want to be)        a lot to succeed) 
 
 