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Abstract. We derive a new equation for the optimal investment boundary of a general
irreversible investment problem under exponential Le´vy uncertainty. The problem is set as an
infinite time-horizon, two-dimensional degenerate singular stochastic control problem. In line
with the results recently obtained in a diffusive setting, we show that the optimal boundary is in-
timately linked to the unique optional solution of an appropriate Bank-El Karoui representation
problem. Such a relation and the Wiener-Hopf factorization allow us to derive an integral equa-
tion for the optimal investment boundary. In case the underlying Le´vy process hits any point
in R with positive probability we show that the integral equation for the investment boundary
is uniquely satisfied by the unique solution of another equation which is easier to handle. As a
remarkable by-product we prove the continuity of the optimal investment boundary. The paper
is concluded with explicit results for profit functions of (i) Cobb-Douglas type and (ii) CES type.
In the first case the function is separable and in the second case non-separable.
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1 Introduction
Investment problems under uncertainty have received increasing attention in the last years in
both the economic and the mathematical literature (see, for instance, [20] for an extensive
review). Several economic papers tackle the problem of a firm maximizing profits when the
operating profit function depends on an exogenous stochastic shock process reflecting the changes
in, e.g., technologically feasible output, demand, and macroeconomic conditions and so on (see,
e.g., [1], [8], [10], and [34]), and relate irreversible investment decisions and their timing to real
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options (cf. [27] and [34], among others). Usually in those models profit functions are of separable
type (as Cobb-Douglas) and the economic shock process is a geometric Brownian motion.
In the mathematical-economic literature, problems of continuous-time irreversible invest-
ment under uncertainty are usually modeled as concave (or convex) stochastic control problems
with monotone controls (see, e.g., [14], [22], [30], [33] and [36]). In fact, due to the economic
constraint that does not allow disinvestment, an irreversible investment problem under uncer-
tainty may be seen as a so-called ‘monotone follower’ problem; that is, a problem in which the
investment strategies are given by nondecreasing stochastic processes, whose associated random
Borel measures on R+ may be singular with respect to the Lebesgue measure. In this setting
the connection between irreversible investment under uncertainty and real options found in the
economic literature (cf., e.g., [27] and [34]) may be seen as the well known connection between
concave (or convex) stochastic control problems with monotone controls and certain problems
in optimal stopping. This kind of connections have been firstly rigorously shown in [21], [23]
and [24].
When the stochastic process X underlying the optimization is Markovian, e.g., a diffusion
or a Le´vy process, the optimal control policy usually consists in splitting the state space of the
singular stochastic control problem into two regions by a curve, called the optimal investment
boundary or the free-boundary. These regions are generally called ‘action’ and ‘inaction’ regions
as it is optimal therein to turn the control on or off, respectively. Similarly in optimal stopping
problems one has ‘continuation’ and ‘stopping’ regions where it is optimal to let the evolution of
X continue and cease, respectively. The main feature of concave (or convex) singular stochastic
control problems is that the action region of the singular stochastic control problem coincides
with the stopping region of a suitably associated optimal stopping problem and the optimal
policy is to keep the controlled process just inside the inaction (continuation) region, with
minimal control. It is then evident that a study of the optimal stopping problem associated with
a singular stochastic control problem through a characterization of its free-boundary separating
the stopping and continuation regions leads to a complete understanding of the optimal control,
i.e., the optimal investment policy of the firm.
In this paper we essentially consider the same problem as in [22] but now the economic shock
is modeled by an exponential Le´vy process rather than a regular linear diffusion. Le´vy processes
may exhibit heavy tails and skewness in the probability distributions commonly found in time-
series from the market data. We solve the irreversible investment problem by a stochastic first
order conditions approach in the spirit of [4], [7], [36], among others, and by relying on a suitable
application of the Bank-El Karoui representation theorem (cf. [6], Theorem 3). As in [22] we
prove that the unique optional solution of the Bank-El Karoui representation problem is closely
linked to the free-boundary of the one-dimensional, infinite time-horizon, parameter-dependent
optimal stopping problem naturally associated with the original singular control problem. Such
a relation and the Wiener-Hopf factorization for Le´vy processes enable us to derive an integral
equation for the free-boundary. If the underlying Le´vy process hits any point in R with positive
probability (as α-stable Le´vy processes with α ∈ (1, 2) or jump-diffusion processes which play an
important role in Financial Economics) the free-boundary is then proved to be a unique solution
of another – more tractable and handy – equation. Using the equation we, moreover, prove that
the free-boundary is continuous in our general Le´vy process framework. To the best of our
knowledge this result appears here for the first time. Finally, we find the explicit form of the
optimal boundary even in the non-separable case of a CES (constant elasticity of substitution)
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operating profit function (see Section 4.2 below), thus leading to a complete characterization of
the optimal investment policy of a quite intricate stochastic irreversible investment problem.
The issue of determining the optimal investment boundary of investment problems under
Le´vy uncertainty has been recently tackled also in [13] and [26]. However the setting therein is
simpler than ours since in [13] only separable running profits are considered and in [26] only a
one-dimensional model is addressed. Here instead we allow any concave running profit satisfying
Assumption 2.1 below and our irreversible investment problem is set up as a two-dimensional
degenerate singular stochastic control problem. Moreover, our equation follows from the strong
Markov property and the Wiener-Hopf factorization and is not obtained by writing down any
integro-differential free-boundary problem (as is done in [26]) nor by imposing any regularity
condition of the value function of the associated optimal stopping problem at the boundary
itself. In this sense our approach seems to bypass the difficulties related to the validity of the
smooth-fit condition in a Le´vy setting (see, e.g., [2], [12] and [31]).
The paper is organized as follows. In Section 2.1 we set up the irreversible investment
problem, which is then solved in Section 2.2. In Section 2.3 we obtain a characterization of
the optimal investment boundary in terms of a base capacity process. Section 3 is devoted to
the equations characterizing the optimal investment boundary. Finally, some examples allowing
explicit calculations are presented in Section 4.
2 The Optimal Investment Problem
2.1 Setting and Basic Assumptions
As in [22] consider the optimal irreversible investment problem of a firm producing a single
good. However, to take into account the fact that empirically the market often exhibits signif-
icant skewness and kurtosis we model the uncertain status of the economy (e.g., the demand
of the good, or the macroeconomic conditions, or the price of the produced good) by the ex-
ponential random process eX , where X = {Xt, t ≥ 0} is a real valued Le´vy process (other
than a compound Poisson process or a subordinator) defined on a complete filtered probability
space (Ω,F , {Ft}t≥0,P). For any x ∈ R, we let Px(·) := P(·|X0 = x) and Ex the corresponding
expectation operator. In the following, we will simply write P0 = P and E0 = E.
A Le´vy process is a stochastic process with stationary and independent increments, having
a.s. ca`dla`g paths (right-continuous with left limits), and starting from zero at time zero. Each
Le´vy process is fully characterized by its Le´vy triplet (γ, σ,Π), where γ, σ ∈ R and Π is the so
called Le´vy measure which is concentrated on R \ {0} and satisfies∫
R
(1 ∧ x2)Π(dx) <∞.
Moreover, each Le´vy process X can be represented as
Xt = γt+ σBt +X
(1)
t +X
(2)
t , (2.1)
where B is a standard Brownian motion, X(1) is a zero mean pure jump martingale, X(2) is a
compound Poisson process with jumps at least of size one, and all the components in (2.1) are
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independent. As a consequence of stationary and independent increments, it can also be shown
that
E[eiθXt ] = e−tΨ(θ), (2.2)
for all t ≥ 0 and θ ∈ R, where
Ψ(θ) := − logE[eiθX1 ] = iγθ + 1
2
σ2θ2 +
∫
R
(
1− eiθx + iθx1{|x|<1}
)
Π(dx)
is the Le´vy characteristic exponent of X. Well-known Le´vy processes are Brownian motion,
Poisson process, jump-diffusion processes and the variance-gamma process. We refer to [9] or
[25] for a detailed exposition on Le´vy processes.
The firm’s production capacity is assumed to evolve according to
Cy,νt := y + νt, C
y,ν
0 := y ≥ 0, (2.3)
where ν is an (irreversible) investment plan, i.e., a nondecreasing, left-continuous, (Ft)-adapted
process such that ν0 = 0 P-a.s.
The instantaneous profits of the firm are described by the operating profit function pi :
R+ × R+ 7→ R+, depending on the the status of economy and on the production capacity. The
following assumption is taken to be valid throughout the paper:
Assumption 2.1.
1. The mapping (z, c) 7→ pi(z, c) is continuous. Moreover, c 7→ pi(z, c) is strictly increasing
and strictly concave with continuous and strictly decreasing derivative pic(z, c) :=
∂
∂cpi(z, c)
on R+ × (0,∞) satisfying
lim
c→0
pic(z, c) =∞, lim
c→∞pic(z, c) = κ,
for some 0 ≤ κ <∞.
2. The process (ω, t) 7→ pic
(
ex+Xt(ω), y
)
is P(dω)⊗ e−rtdt integrable for any y > 0.
Here r is a positive discount factor satisfying
Assumption 2.2. r > κ.
Assumption 2.2 will be needed in the next section to derive the optimal control policy (see
Proposition 2.5 below). Moreover, we will see in Remark 2.7 that Assumption 2.2 is necessary
to have a nonempty ‘no-investment region’.
Remark 2.3. Assumption 2.1.1 is satisfied with κ = 0 by the Cobb-Douglas and the logarithmic
operating profit functions. On the other hand, in the case of a CES (constant elasticity of
substitution) profit function of the form pi(z, c) = (αzγ + (1 − α)cγ) 1γ , for some α ∈ (0, 1) and
γ ∈ (0, 1) (which reduces to the Cobb-Douglas operating profit, pi(z, c) = zαc1−α, when γ = 0)
one has κ = (1− α) 1γ . It is also worth noticing that a CES operating profit with γ < 0 does not
fulfill Assumption 2.1.1 because in this case lim c→0 pic(z, c) = (1− α)1/γ.
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For any investment plan ν the expected present value of the future overall net profits is
defined as
Jx,y(ν) := E
{∫ ∞
0
e−rt pi(ex+Xt , Cy,νt ) dt−
∫ ∞
0
e−rtdνt
}
. (2.4)
From now on we will call investment plans admissible if their present value is finite; i.e. if
E
{∫ ∞
0
e−rtdνt
}
<∞. (2.5)
We will denote by So the set of all admissible investment plans. Due to (2.5) and the positivity of
pi it holds that Jx,y(ν) > −∞ for any ν ∈ So. The firm’s manager aims at picking an admissible
ν∗ such that
V (x, y) := Jx,y(ν∗) = sup
ν∈So
Jx,y(ν) <∞, (x, y) ∈ R× R+. (2.6)
Since pi(z, ·) is strictly concave, So is convex and Cy,ν is affine in ν, we have that Jx,y(·) is
strictly concave on So as well. Consequently, if an optimal solution ν∗ to (2.6) does exist, it is
unique. We provide the form of the optimal control in the next section.
2.2 The Optimal Investment Strategy
In this section we will solve the optimal investment problem (2.6). A very general stochastic
irreversible investment problem similar to ours (2.6) has been thoroughly studied in [36], where
the shock process is assumed to be a general progressively measurable process, or more recently
in [22], in a diffusive setting. It thus follows that some of the following results may be obtained
by easily adapting arguments in [22] or [36] (see also [7] and [38]). We will state them for the
sake of completeness and to have a self-contained paper, but we will only sketch their proofs
referring to the literature for details.
We denote by T the set of all Ft-stopping times τ ∈ [0,∞] and put e−rτ(ω) = 0 if τ(ω) =∞.
Following [22], equation (11) and Theorem 3.2, we have the following characterization of the
optimal control ν∗.
Proposition 2.4. Under Assumption 2.1, a control ν∗ ∈ So such that Jx,y(ν∗) < ∞ is the
unique optimal investment strategy for problem (2.6) if and only if the following first order
conditions for optimality
E
{∫ ∞
τ
e−rspic(ex+Xs , Cy,ν
∗
s ) ds
∣∣∣Fτ}− e−rτ ≤ 0, a.s. ∀τ ∈ T ,
E
{∫ ∞
0
[
E
{∫ ∞
t
e−rspic(ex+Xs , Cy,ν
∗
s ) ds
∣∣∣Ft}− e−rt]dν∗t} = 0,
(2.7)
hold true.
First order conditions (2.7) may be seen as a stochastic, infinite-dimensional generalization
of the Kuhn-Tucker conditions from the classical optimization theory. The left-hand side of
the inequality in the first condition (2.7) is called the supergradient process (cf. [22], equation
(11) and Remark 3.1). It is interpreted as the expected present value of the future overall net
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marginal profits resulting from an extra unit of investment at time τ ∈ T . The intuition behind
(2.7) is that when the supergradient is positive at some stopping time, a small extra investment is
profitable. On the other hand, investment should not occur when the supergradient is negative,
since similarly reducing such an investment would be beneficial. As in [22], Section 3, or [36],
Theorem 3.2, the next proposition links the optimal control ν∗ to the solution of a suitable Bank-
El Karoui’s representation problem, see [6], Theorem 1, Theorem 3 and Remark 2.1, related to
(2.7).
Proposition 2.5. Let Assumptions 2.1 and 2.2 hold. Then the equation
E
{∫ ∞
τ
e−rspic
(
ex+Xs , sup
τ≤u<s
lu
)
ds
∣∣∣Fτ} = e−rτ , τ ∈ T , (2.8)
has a unique (up to indistinguishability) strictly positive optional solution with upper right-
continuous paths1. Let l∗ denote this solution and define
ν∗t := ( sup
0≤s<t
l∗s − y) ∨ 0, t > 0, ν∗0 := 0. (2.9)
If ν∗ is admissible and such that Jx,y(ν∗) <∞ then it is the unique optimal irreversible invest-
ment plan for problem (2.6).
Proof. We only sketch roughly the two main steps of the proof and refer to [22] and [36] for
details.
Step 1. Here the objective is to prove that (2.8) admits a unique (up to indistinguishability)
strictly positive optional solution l∗ with upper right-continuous paths. To this end, for κ as
in Assumption 2.1, apply the Bank-El Karoui Representation Theorem (cf. [6], Theorem 3 and
Remark 2.1) with
Tˆ = +∞, µ(ω, dt) := e−rtdt (2.10)
and
f(ω, t, l) :=

pic
(
ex+Xt(ω),−1l
)
, for l < 0,
−l + κ , for l ≥ 0,
(2.11)
to represent the deterministic process {e−rt, t ≥ 0}, and then use the same arguments as in the
proof of Proposition 3.4 in [22].
Step 2. Proceeding as in the proof of Theorem 3.2 in [36], it is easy to see that ν∗ of (2.9)
satisfies the first order conditions (2.7). Hence by Proposition 2.4 ν∗ is optimal if it is admissible
and such that Jx,y(ν∗) <∞.
Remark 2.6. Notice that ν∗ defined in (2.9) is clearly increasing and left-continuous. Moreover,
since l∗ is optional and hence progressively measurable, then ν∗ is progressively measurable by
[19], Theorem IV.33, and hence (Ft)-adapted. Therefore to prove that ν∗ is admissible it thus
remains to show that ν∗ satisfies (2.5). Such a condition, as well as the fact that Jx,y(ν∗) <∞,
is usually true if the discount factor r is big enough. In many cases this can be verified once the
explicit form of ν∗ is known (see Section 4 for examples).
1According to [6], Lemma 4.1 (see also [5], Remark 1.4-(ii)), we call a real valued process ξ upper right-
continuous on [0, T ) if, for each t, ξt = lim sups↘t ξs with lim sups↘t ξs := lim↓0 sups∈[t,(t+)∧T ] ξs.
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2.3 The Base Capacity and the Free-Boundary
It is easy to see that our optimal policy (2.9) coincides with that in Theorem 3.2 of [36] when
δ = 0 therein. Following Definition 3.1 in [36], the process l∗ is a base capacity process, i.e., an
index describing the desirable level of capacity at time t. At times t, when the firm’s production
capacity is strictly above l∗t , it is optimal to wait as at those times the firm faces excess of capacity.
On the other hand, when the capacity level is below l∗t , the firm should instantaneously invest to
reach the level l∗t . It therefore represents the maximal capacity level for which it is not profitable
to delay investment to any future time. Clearly, l∗ must be linked to the optimal boundary of an
associated optimal timing problem. Such a connection has been recently shown in [22], Theorem
3.9, in a diffusive setting (see also [15] in the context of a one-dimensional irreversible investment
problem over a finite time-horizon). In this section it is seen that a similar connection also holds
in our Le´vy setting.
Similarly as in [22], eq. (25), introduce the optimal stopping problem: find a stopping time
τ∗ such that for all (x, y) ∈ R× (0,∞)
v(x, y) := E
{∫ τ∗
0
e−rspic(ex+Xs , y) ds+e−rτ
∗
}
= inf
τ≥0
E
{∫ τ
0
e−rspic(ex+Xs , y) ds+e−rτ
}
. (2.12)
Notice that problem (2.12) is the optimal timing problem associated to the irreversible invest-
ment problem (2.6) since it may be interpreted as the minimal cost of not investing. Math-
ematically, problem (2.12) is the one-dimensional, infinite time-horizon, parameter-dependent
(as y enters only as a parameter) optimal stopping problem associated to the singular control
problem (2.6). In fact, it can be shown (see, e.g., [3], [21] and [24]) that under our assumptions
Vy(x, y) = v(x, y) and that τ
∗ := inf{t ≥ 0 : ν∗t > 0}, with ν∗ optimal for (2.6), is an optimal
stopping time for (2.12).
Since v(x, y) ≤ 1, for all (x, y) ∈ R× (0,∞), the state space splits into
S := {(x, y) ∈ R× (0,∞) : v(x, y) = 1}, C := {(x, y) ∈ R× (0,∞) : v(x, y) < 1}.
Intuitively S is the region in which it is optimal to invest immediately (the so-called ‘action
region’ or ‘investment region’) as therein the marginal value v = Vy equals the marginal cost
of the investment. On the other hand, C is the region in which it is profitable to delay the
investment option (the so-called ‘inaction region’ or ‘no-investment region’), as the marginal
value v = Vy is strictly less than the marginal cost of investment therein. Since pi(z, ·) is strictly
concave, the mapping y 7→ v(x, y) is decreasing for any x ∈ R, and therefore
b(x) := sup{y > 0 : v(x, y) = 1}, x ∈ R, (2.13)
is the boundary between the stopping and continuation regions, i.e. the so called free-boundary.
We adopt the convention b ≡ 0 if {y > 0 : v(x, y) = 1} = ∅.
Remark 2.7. Notice that Assumption 2.2 is necessary to have nonempty no-investment region
C. Indeed, if r ≤ κ then
v(x, y) = 1 + inf
τ≥0
E
{∫ τ
0
e−rs
(
pic(e
x+Xs , y)− r
)
ds
}
≥ 1 + inf
τ≥0
E
{∫ τ
0
e−rs(κ− r) ds
}
= 1,
where the inequality above is due to the fact that pic(z, c) ≥ limc→∞ pic(z, c) = κ, (z, c). It thus
follows that if r ≤ κ then v(x, y) = 1 for all (x, y) ∈ R× (0,∞), thus implying C = ∅.
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As in [22], Assumption 3.6, or [36], Section 5, we now assume that marginal profits are
positively affected by improving market conditions.
Assumption 2.8. The mapping z 7→ pic(z, c) is nondecreasing for any c ∈ (0,∞).
Remark 2.9. Notice that, if pi were twice-continuously differentiable, then Assumption 2.8
would be equivalent to requiring pi to be supermodular (see [39]); that is, for any z1, z2 ∈ R+ and
c ∈ (0,∞)
pi(z1 ∨ z2, c) + pi(z1 ∧ z2, c) ≥ pi(z1, c) + pi(z2, c).
The Cobb-Douglas and the CES profit functions are well known examples of supermodular profit
functions on (0,∞)× (0,∞).
Proposition 2.10. Let Assumptions 2.1 and 2.8 hold. Then, the value function v of optimal
stopping problem (2.12) is
• continuous on R× (0,∞),
• such that x 7→ v(x, y), y ∈ (0,∞), is nondecreasing.
Proof. For the continuity, consider a sequence {(xn, yn) : n ∈ N} ⊂ R × (0,∞) converging to
(x, y) ∈ R× (0,∞). Take ε > 0 and let τ ε := τ ε(x, y) be an ε-optimal stopping time for problem
(2.12) with initial values x and y. Then we have
v(x, y)− v(xn, yn) ≥ E
{∫ τε
0
e−rt
[
pic(e
x+Xt , y)− pic(exn+Xt , yn)
]
dt
}
− ε. (2.14)
Without loss of generality, let {xn : n ∈ N} ⊂ (x− , x+ ) for a suitable  > 0 be such that for
all t ≥ 0
ex−+Xt ≤ exn+Xt ≤ ex++Xt .
Taking into account Assumptions 2.1 and 2.8, we can apply the dominated convergence theorem
on the right-hand side of (2.14) to get
lim sup
n→∞
v(xn, yn) ≤ v(x, y) + ε. (2.15)
Similarly, taking ε-optimal stopping times τ εn := τ
ε(xn, yn) for problem (2.12) with initial values
xn and yn one has
v(x, y)− v(xn, yn) ≤ E
{∫ τεn
0
e−rt
[
pic(e
x+Xt , y)− pic(exn+Xt , yn)
]
dt
}
+ ε (2.16)
≤ E
{∫ ∞
0
e−rt
∣∣pic(ex+Xt , y)− pic(exn+Xt , yn)∣∣dt}+ ε.
Evoking again the dominated convergence theorem yields
lim inf
n→∞ v(xn, yn) ≥ v(x, y)− ε, (2.17)
which together with (2.15) implies the continuity of v.
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To verify the second statement, let τ∗ := τ∗(x1, y) be an optimal stopping time with initial
values x1 and y. Then for x2 < x1 we have
v(x1, y)− v(x2, y) ≥ E
{∫ τ∗
0
e−rt
[
pic(e
x1+Xt , y)− pic(ex2+Xt , y)
]
dt
}
≥ 0,
since pic(·, y) is supposed to be nondecreasing, see Assumption 2.8, cf. also the proof of Propo-
sition 3.7 in [22].
Proposition 2.11. Under Assumptions 2.1 and 2.8 the free-boundary b defined in (2.13) is
• nondecreasing,
• right-continuous with left limits.
Proof. The fact that b is nondecreasing can be proved similarly as in [22] (see the proof of
Corollary 3.8). From the monotonicity, it clearly follows that b admits right and left limits at any
point. To show that b is right-continuous, fix x ∈ R and notice that for every ε > 0 we have again
by monotonicity of b that b(x+ε) ≥ b(x), which implies b(x) ≤ limε↓0 b(x+ε) =: b(x+). Consider
now the sequence {(x+ε, b(x+ε)) : ε > 0} ⊂ S; one has {(x+ε, b(x+ε)) : ε > 0} → (x, b(x+))
when ε ↓ 0 and (x, b(x+)) ∈ S, since S is closed by continuity of v (cf. Proposition 2.10). It
then follows that b(x+) ≤ b(x) from the definition (2.13) and the proof is complete.
The next theorem adapts Theorem 3.9 in [22] to our exponential Le´vy setting. It connects
the base capacity process l∗ to the free-boundary b of the optimal stopping problem (2.12)
associated with the original control problem.
Theorem 2.12. Let l∗ be the unique optional solution of (2.8) and b the free-boundary defined
in (2.13). Under Assumptions 2.1, 2.2 and 2.8 one has
l∗t = b(x+Xt), t ≥ 0. (2.18)
Proof. First of all, since b is Borel-measurable (being monotone) and X is optional it follows
that the process on the right-hand side of (2.18) is optional. Moreover, t 7→ b(x+Xt) is upper
right-continuous since b is upper-semicontinuous (being nondecreasing and right-continuous by
Proposition 2.11) and t 7→ Xt is right-continuous.
To prove (2.18), the arguments in [22] (see the proof of Proposition 3.4), are easily adapted
to the present case. Hence, we have l∗t = − 1ξ∗t , where the process ξ
∗ admits the following
representation (cf. also [6], formula (23) on page 1049)
ξ∗t = sup
{
l < 0 : ess inf
τ≥t
E
{∫ τ
t
e−r(s−t)pic
(
ex+Xs ,−1
l
)
ds+ e−r(τ−t)
∣∣∣Ft} = 1}. (2.19)
To take care of the conditional expectation in (2.19) it is convenient to proceed as in the proof of
Theorem 3.9 in [22], and work on the canonical probability space (Ω,P). However, to take into
account our Le´vy setting we let Ω := D0([0,∞)) be the Skorohod space of all ca`dla`g functions ω
on [0,∞) such that ω0 = 0, endowed with Skorohod’s topology and let F denote its Borel σ-field.
Moreover, P is the probability measure on Ω under which the coordinate process Xu(ω) = ωu,
u ≥ 0, is a Le´vy process and the shift operator θu : Ω 7→ Ω is defined by θu(ω)(s) = ωu+s, for
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ω ∈ Ω and u, s ≥ 0. Finally, we denote by (Fu)u≥0 the filtration, where Fu is generated by
s 7→ ωs, s ≤ u, and augmented by the P-null sets. By Theorem 103, p. 151 in [19] – based on
Galmarino’s test – any stopping time τ ∈ T , τ ≥ t, can be written as τ(ω) = t + τ ′(ω, θt(ω)),
with τ ′ : Ω×Ω 7→ [0,∞], Ft ⊗F∞-measurable and such that τ ′(ω, ·) is a stopping time for each
ω ∈ Ω. In this way, defining the Ft ⊗F∞-measurable positive random variable
Z(ω, ω
′
) :=
∫ τ ′(ω,ω′ )
0
e−rupic
(
ex+ω
′
u ,−1
l
)
du+ e−rτ
′(ω,ω
′
), (2.20)
and setting Zt(ω) := Z(ω, θt(ω)), after a simple change of variable the term inside the conditional
expectation in (2.19) equals Zt(ω). More precisely,∫ τ(ω)
t
e−r(s−t)pic
(
ex+Xs(ω),−1
l
)
ds+ e−r(τ(ω)−t)
=
∫ τ ′(ω,θt(ω))
0
e−rupic
(
ex+θt(ω)(u),−1
l
)
du+ e−rτ
′(ω,θt(ω))
= Zt(ω).
An application of the strong Markov property (see, e.g., Exercise 3.19 at p. 111 of [35]) thus
implies
E{Zt | Ft}(ω) = EXt(ω){Z(ω, ·)},
for all ω ∈ Ω. Recalling the definition of v in (2.12) and using (2.20) it holds for all ω ∈ Ω
ξ∗t (ω) = sup{l < 0 : v(x+Xt(ω),−
1
l
) = 1}.
Finally, employing arguments as those in [22] (see the proof of Theorem 3.9) we may write for
each ω ∈ Ω and t ≥ 0
l∗t (ω) = −
1
ξ∗t (ω)
= sup{y > 0 : v(x+Xt(ω), y) = 1} = b(x+Xt(ω)),
where the last equality above follows from (2.13). This completes the proof.
At this point it is clear that if ν∗ of (2.9) is admissible and such that Jx,y(ν∗) < ∞, hence
optimal, then the free-boundary b of the optimal stopping problem (2.12) is indeed the optimal
investment boundary of problem (2.6). Moreover, then also the continuation region C and the
stopping region S are the inaction and the action region, respectively. In fact, due to Theorem
2.12 the optimal control ν∗ of (2.9) can be expressed as
ν∗t = sup
0≤s<t
(b(x+Xs)− y) ∨ 0, t > 0, ν∗0 = 0; (2.21)
i.e., it is the least effort needed at time t to reflect the production capacity at the (random)
time-dependent boundary l∗t = b(x+Xt), t ≥ 0.
Remark 2.13. Combining Theorem 2.12 and Proposition 2.11 we recover [36], Theorem 5.1, in
which, via an argument different than ours, it is shown that the base capacity is monotonically
increasing in the underlying shock process; namely, if l∗ is the base capacity associated with a
Le´vy process X and l˜∗ is the base capacity associated with another Le´vy process X˜ such that
X˜t ≤ Xt for all t ≥ 0 a.s., then l˜∗t ≤ l∗t for all t ≥ 0 a.s.
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3 The Equation for the Optimal Investment Boundary
In this section we present our main result. Using Propositions 2.5 and 2.12 and the Wiener-Hopf
factorization we firstly derive an integral equation for the optimal investment boundary b (see
Theorem 3.1 below). It is shown that if the Le´vy process hits every point in R with positive
probability then this equation has a unique solution. In Theorem 3.3 another simpler equation
is presented which anyway characterizes the optimal investment boundary. Using such equation
we, moreover, show that the boundary is continuous. To the best of our knowledge a proof of the
continuity of the free-boundary in infinite time-horizon, one-dimensional parameter-dependent
optimal stopping problems of type (2.12) for exponential Le´vy processes appears here for the
first time.
To simplify exposition, in the rest of this section we will assume that ν∗ of (2.9) is admissible
and such that Jx,y(ν∗) < ∞, and hence optimal. This way the free-boundary b of the optimal
stopping problem (2.12) is indeed the optimal investment boundary of problem (2.6).
Theorem 3.1. Let Assumptions 2.1, 2.2 and 2.8 hold. Let Mt := sup0≤u≤tXu, It := inf0≤u≤tXu.
Moreover, let Tr denote an exponentially distributed random time with parameter r independent
of X. Then, the optimal investment boundary b between the inaction and the action region is a
positive nondecreasing right-continuous with left limits solution to the integral equation∫ ∞
0
E
{
pic
(
ey+z+ITr , f(y + z)
)}
P(MTr ∈ dz) = r. (3.1)
Moreover, if the Le´vy process X hits every point of R with positive probability, then the solution
of (3.1) is unique.
Proof. Since l∗ solves (2.8) and l∗t = b(x+Xt) (cf. Theorem 2.12), then b satisfies
r = E
{∫ ∞
τ
re−r(s−τ)pic
(
ex+Xs , sup
τ≤u<s
b(x+Xu)
)
ds
∣∣∣Fτ}
= E
{∫ ∞
0
re−rtpic
(
ex+Xτ+(Xt+τ−Xτ ), b
(
sup
0≤u<t
(x+Xτ +Xu+τ −Xτ )
))
dt
∣∣∣Fτ}, (3.2)
for any τ ∈ T , where in the second equality we have used the fact that b is nondecreasing. Using
the independence of increments and the strong Markov property of X it is seen that (3.2) is
equivalent with
Ey
{∫ ∞
0
re−rtpic
(
eXt , b(Mt)
)
dt
}
= r, ∀y ∈ R,
and, furthermore, with
Ey
{
pic
(
eXTr , b(MTr)
)}
= r, ∀y ∈ R. (3.3)
But now, by the Wiener-Hopf factorization (cf. [25], Chapter 6) we know that XTr −MTr is
independent of MTr and XTr −MTr has the same law as IˆTr with Iˆ an independent copy of I,
and then we can write from (3.3)
r = Ey
{
pic
(
eXTr , b(MTr)
)}
= E
{
E
{
pic
(
ey+XTr , b(y +MTr)
)∣∣∣MTr}}
= E
{
E
{
pic
(
ey+MTr+(XTr−MTr ), b(y +MTr)
)∣∣∣MTr}}
=
∫ ∞
0
E
{
pic
(
ey+z+ITr , b(y + z)
)}
P(MTr ∈ dz),
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where spatial homogeneity of X has been used for the second equality above.
Finally, if τ{xo} := inf{t ≥ 0 : Xt = xo} < ∞ with positive probability for all xo ∈ R, then
the uniqueness of a positive, nondecreasing right-continuous with left limits b satisfying (3.1)
can be proved arguing by contradiction as in [22] (see the proof of Theorem 3.11).
Remark 3.2. Sufficient conditions ensuring that the Le´vy process X hits every point of R with
positive probability can be found, e.g., in Theorem 7.12 of [25]. Examples of Le´vy processes with
such a property are any Le´vy process with Gaussian component (including the case of jump-
diffusion processes that play an important role in Financial Economics) or symmetric α-stable
Le´vy processes with α ∈ (1, 2) (see Section 7.5 and Exercise 7.6 in [25]). Concerning spectrally
one-sided Le´vy processes one has that the set C := {x ∈ R : P(τ{x} < +∞) > 0} as defined in
Theorem 7.12 of [25] is not empty (since spectrally one-sided Le´vy processes creep) and therefore
condition (7.21) therein is satisfied and (i)-(iii) apply accordingly.
The Wiener-Hopf factorization in the proof of Theorem 3.1 replaces in our Le´vy setting
the use of the joint law of the position of a regular, one-dimensional diffusion and its running
supremum evaluated at an independent exponential time (cf. [17] p. 185 and [11] p. 26) exploited
in [22], Theorem 3.11, in the diffusive setting. It is also worth noticing that the Wiener-Hopf
factorization has been recognized as a useful tool for solving one-dimensional, infinite time-
horizon, optimal stopping problems for Le´vy processes as shown in [12], [16], [18], [28], [29], [37],
among others.
The next theorem represents our main result. It shows that in order to have a solution to
(3.1) it suffices to find a solution of a simpler equation.
Theorem 3.3. Under Assumptions 2.1, 2.2 and 2.8, there exists a unique positive function bˆ
satisfying the equation
E
{
pic
(
eu+ITr , f(u)
)}
= r, u ∈ R. (3.4)
The function bˆ is nondecreasing and continuous. Moreover, if the Le´vy process X hits every point
of R with positive probability, then bˆ is the optimal investment boundary between the inaction
and the action region.
Proof. We start with showing that (3.4) admits at most one positive solution bˆ such that it is
nondecreasing and continuous. Define the function
Φ(u, y) := E
{
pic
(
eu+ITr , y
)}
− r, (u, y) ∈ R× (0,∞). (3.5)
It is not hard to see that Φ(u, ·) is (strictly) decreasing for any u ∈ R due to Assumption 2.1.
Moreover, thanks again to Assumption 2.1, we can apply the monotone convergence theorem to
show that Φ(u, ·) is continuous on (0,∞), limy↓0 Φ(u, y) = ∞ and limy↑∞Φ(u, y) = κ − r < 0
for any u ∈ R, where the last limit is strictly negative by Assumption 2.2. Hence there exists a
unique positive bˆ(u), u ∈ R, solving (3.4).
To prove that bˆ is nondecreasing, fix ε > 0 and notice that (3.5) and the fact that bˆ solves
(3.4) imply
0 = Φ(u+ ε, bˆ(u+ ε))− Φ(u, bˆ(u)) = Φ(u+ ε, bˆ(u+ ε))− Φ(u, bˆ(u+ ε))
+ Φ(u, bˆ(u+ ε))− Φ(u, bˆ(u)) ≥ Φ(u, bˆ(u+ ε))− Φ(u, bˆ(u)),
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where the inequality above follows since, by Assumption 2.8, Φ(·, y) is nondecreasing for any
y ∈ (0,∞). Hence, one has Φ(u, bˆ(u+ ε))−Φ(u, bˆ(u)) ≤ 0 and therefore bˆ(u+ ε) ≥ bˆ(u), u ∈ R,
because y 7→ Φ(u, y) is nonincreasing.
We next show the continuity of bˆ. We consider first its left-continuity. Fix u ∈ R, take a
sequence {un : n ∈ N} ⊂ R such that un ↑ u as n ↑ ∞, and define bˆ(u−) := limn↑∞ bˆ(un).
Without loss of generality, we may think that u ≥ un ≥ u − , for a suitable  > 0, so that
bˆ(un) ≥ bˆ(u− ) by the monotonicity of bˆ and the fact that eun+ITr ≤ eu since ITr ≤ 0. It thus
follows from the concavity of c 7→ pi(z, c) and the monotonicity of z 7→ pic(z, c) (cf. Assumptions
2.1 and 2.8, respectively) that pic(e
un+ITr , bˆ(un)) ≤ pic(eu, bˆ(u− )). Note that for {un : n ∈ N}
as above we have
r = E
{
pic
(
eun+ITr , bˆ(un)
)}
, n ∈ N.
Letting n ↑ ∞ yields
r = lim
n↑∞
E
{
pic
(
eun+ITr , bˆ(un)
)}
= E
{
pic
(
eu+ITr , bˆ(u−)
)}
, (3.6)
where the dominated convergence theorem and joint continuity of pi (cf. Assumption 2.1) are
used. We then conclude that bˆ(u−) = bˆ(u) by the uniqueness of the solution of (3.4). On the
other hand, taking a sequence {un : n ∈ N} ⊂ R such that un ↓ u as n ↑ ∞ and following similar
arguments as above, one can prove also right-continuity of bˆ. Consequently, bˆ is continuous.
Clearly, the positive, nondecreasing continuous bˆ solving (3.4) also solves (3.1), and then
the positive, upper right-continuous optional process lˆt := bˆ(x + Xt) solves (2.8). Hence, by
Proposition 2.5 and Theorem 2.12 we have lˆt := bˆ(x+Xt) = b(x+Xt) = l
∗
t , up to the indistin-
guishability. The proof is completed by arguing similarly as in the proof of Theorem 3.1 that
bˆ = b.
As a remarkable by-product of Theorem 3.3 we have the following result.
Corollary 3.4. If the Le´vy process X hits every point of R with positive probability, then the
optimal investment boundary b between the inaction and the action region is continuous.
Remark 3.5. It is worth noting that in the separable case pi(z, c) = zG(c), with G continu-
ously differentiable, increasing, strictly concave and satisfying Inada conditions, equation (3.4)
easily translates into equation (15) of [13] (see also [36], Example 3.3), where H therein is the
(generalized) inverse of b. However, our result is much more general than that of [13]. Dif-
ferently to [13] we have indeed not assumed that investment strategies stay bounded above and,
moreover, our equation (3.4) holds for every operating profit satisfying Assumption 2.1, hence
not necessarily separable. According to the discussion in [13], Section III, equation (3.4) may be
seen as a correction to the Net Present Value rule, or Marshallian law, taking into account the
irreversibility of investment strategies.
Remark 3.6. Combining Theorem 2.12 and Corollary 3.4, we find that if X hits every point of
R with positive probability, then the base capacity process l∗ of problem (2.6), which in general
is only known to be upper right-continuous by [6], has indeed the same path regularity as X,
namely it has at least ca`dla`g paths.
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To some extent, our equation (3.4) may be interpreted as a substitute to the free-boundary
value problem which one usually writes down to characterize the solution to an optimal stopping
problem (see [32] for a review). In the case of optimal stopping problems with Le´vy uncertainty
it is still possible to derive a free-boundary problem (see, e.g., [12]), even if one has to pay
attention to the sense in which the associated integro-differential operator is understood, and to
which are the suitable regularity properties of the value function to be imposed at the boundary.
It has been in fact noticed (see, e.g., [2], [12] and [31]) that the smooth-fit property of the value
function of an optimal stopping problem (i.e. its C1-property at the optimal boundary) may fail
in a Le´vy setting. Our equation (3.4), instead, is not derived from any free-boundary problem
but it follows immediately from (3.1), thanks to the backward equation (2.8) for l∗ = b(x+X),
the Wiener-Hopf factorization and the strong Markov property of X. It thus represents a very
useful tool to determine the optimal investment boundary for the whole class of irreversible
investment problems of type (2.6), under the assumption that the Le´vy process hits every point
of R with positive probability. In the next section we will show how to analytically solve equation
(3.4) even in the non trivial case with a non-separable profit function.
4 Explicit Results
In this section we derive the explicit form of the optimal investment boundary of the irreversible
investment problem (2.6) for the Cobb-Douglas and the CES (constant elasticity of substitution)
operating profit functions, that is, for pi(z, c) = zαcβ with α, β ∈ (0, 1), and pi(z, c) = (αzγ +
(1 − α)cγ) 1γ , with α, γ ∈ (0, 1), respectively. Moreover, we will assume throughout this section
that the Le´vy process X hits any point of R with positive probability, so to have the optimal
investment boundary as the unique solution of equation (3.4) (cf. Theorem 3.3).
Recall that Tr is an exponentially distributed random time with parameter r independent of
X, Mt := sup0≤u≤tXu and It := inf0≤u≤tXu. The notation Ψ̂ is used for the logarithm of the
Laplace transform of X1 (when well defined), i.e.,
Ψ̂(λ) := logE
{
eλX1
}
.
4.1 Cobb-Douglas Operating Profit
Assume that the operating profit function is of the Cobb-Douglas type; that is, pi(z, c) = zαcβ
for α, β ∈ (0, 1).
Proposition 4.1. Assume that Ψ̂( α1−β )∨ Ψ̂(α+β) is well defined and that (cf. also Assumption
2.2)
r > 0 ∨ Ψ̂( α
1− β ) ∨ Ψ̂(α+ β). (4.1)
Then for a Cobb-Douglas operating profit the optimal investment boundary is
b(x) = (ϑex)
α
1−β , x ∈ R, (4.2)
with ϑ given by
ϑ :=
(
βE{eαITr }
r
) 1
α
. (4.3)
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Proof. In this case equation (3.4) has the form
r = βeαxE{eαITr }bβ−1(x). (4.4)
Taking b(x) = (ϑex)
α
1−β it is easy to see that (4.4) above is solved for ϑ as in (4.3).
The arguments employed in [36] (see the proof of Theorem 7.2) are easily adapted to our
case with α 6= 1 − β to show that if (4.1) holds then ν∗t := sup0≤s<t(b(x + Xs) − y) ∨ 0, t > 0,
and ν∗0 := 0, (cf. (2.21)) is admissible and Jx,y(ν∗) < ∞. Therefore, ν∗ is optimal for problem
(2.6) and, hence, b as given in (4.2) is the optimal investment boundary.
Remark 4.2. The result of Proposition 4.1 is in line with the findings of Proposition 7.1 and
Theorem 7.2 in [36], in which the base capacity process l∗ has been explicitly determined in the
case of Le´vy processes and Cobb-Douglas profits.
4.2 CES Operating Profit
We turn now to the case with a non-separable operating profit of the CES (constant elasticity of
substitution) type, that is, pi(z, c) = (αzγ + (1− α)cγ) 1γ for some α ∈ (0, 1). Moreover, to meet
Assumption 2.1.1 let γ ∈ (0, 1) to have limc→0 pic(z, c) = 0 and κ := limc→∞ pic(z, c) = (1−α)
1
γ .
To the best of our knowledge, the explicit form of the optimal investment boundary of problem
(2.6) for a non-separable profit of CES type and exponential Le´vy processes appears here for
the first time.
Proposition 4.3. Assume that Ψ̂(1) is well defined and that (cf. also Assumption 2.2)
r > (1− α) 1γ ∨ Ψ̂(1). (4.5)
Then for a CES operating profit the optimal investment boundary is given by
b(x) = Kex, x ∈ R, (4.6)
where the constant K (depending on γ, α and r) is the unique positive solution to
E
{(
1 +
( α
1− α
)
eγITrK−γ
) 1−γ
γ
}
=
r
(1− α) 1γ
. (4.7)
Proof. In this case equation (3.4) becomes
r
(1− α) 1γ
= E
{(
1 +
( α
1− α
)
eγ(x+ITr )b−γ(x)
) 1−γ
γ
}
. (4.8)
Comparing (4.8) and (4.7) it is seen that b(x) = Kex is a natural candidate for the optimal
boundary. To validate our candidate we firstly have to show that (4.7) actually admits at most
one positive solution. Define the function F : (0,∞) 7→ R as
F (u) := E
{(
1 +
( α
1− α
)
eγITru−γ
) 1−γ
γ
}
− r
(1− α) 1γ
.
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It is clear that u 7→ F (u) is strictly decreasing, continuous and because 0 < γ < 1 it holds
lim
u↓0
F (u) ≥ lim
u↓0
uγ−1E
{(( α
1− α
)
eγITr
) 1−γ
γ
}
− r
(1− α) 1γ
=∞.
Moreover, since 0 < γ < 1 one also has 0 ≤ eγITr ≤ 1 and then
lim
u↑∞
F (u) ≤ lim
u↑∞
(
1 +
( α
1− α
)
u−γ
) 1−γ
γ − r
(1− α) 1γ
= 1− r
(1− α) 1γ
< 0,
where the last inequality is due to the fact that r > (1−α) 1γ by the assumption. It thus follows
that F (u) = 0 admits at most one positive solution.
To complete the proof, we have to show that ν∗t := sup0≤s<t(b(x+Xs)−y)∨0, t > 0, ν∗0 := 0,
(cf. (2.21)) is admissible and such that Jx,y(ν∗) <∞; hence, optimal for problem (2.6). Clearly,
ν∗ is (Ft)-adapted, left-continuous and nondecreasing. By the Wiener-Hopf factorization
E
{
eMTr
}
E
{
eITr
}
=
r
r − Ψ̂(1) , (4.9)
Then recalling (4.5) and using (4.9) we obtain
E
{∫ ∞
0
re−rtν∗t dt
}
≤ KE
{∫ ∞
0
re−rt sup
0≤s<t
ex+Xs dt
}
= KE
{∫ ∞
0
re−rtex+Mt dt
}
= KexE
{
eMTr
}
<∞.
Consequently, integrating by parts yields
E
{∫ ∞
0
e−rtdν∗t
}
<∞, (4.10)
i.e., ν∗ is admissible. Next consider
E
{∫ ∞
0
e−rtpi(ex+Xt , y + ν∗t )dt
}
≤ 1
r
E
{∫ ∞
0
re−rt
(
eγ(x+Xt) +
(
y + sup
0≤s<t
Kex+Xs
)γ) 1γ
dt
}
≤ 2
1−γ
γ
r
E
{∫ ∞
0
re−rt
(
ex+Xt + y + sup
0≤s<t
Kex+Xs
)
dt
}
=
2
1−γ
γ
r
(
y + exE
{
eXTr
}
+KexE
{
eMTr
})
<∞, (4.11)
where we have used again (4.5) and (4.9). Combining (4.10) and (4.11) shows that Jx,y(ν∗) <∞
(cf. (2.4)).
It thus follows that ν∗t is optimal for problem (2.6) and b in (4.6) is the optimal investment
boundary.
Irreversible Investment under Le´vy Uncertainty 17
Remark 4.4. Clearly, the case γ = 1n , n ≥ 2, discussed in [22] in a diffusive setting, is a
particular case of the one studied in Proposition 4.3 and it follows that in such a case b(x) = Kex
for some positive constant K := K(n, α, r) solving equation (4.7). An application of the binomial
expansion (see also [22], Section 4.2) reduces equation (4.7) for the constant K to the following
polynomial equation of order n− 1
n−1∑
j=1
(
n− 1
j
)
Aj,n
( α
1− α
)j
K−
j
n −
[
r
(1− α) 1γ
− 1
]
= 0
with Aj,n := E{e
j
n
ITr }. Such a polynomial equation admits a unique positive solution thanks to
Descartes’ rule of signs since r > (1− α) 1γ .
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