To assess the performance of CRISTA as a classifier rather than a regression model, the cleaved sites were labeled as positives and the uncleaved sites as negatives. The learning scheme was performed using the RandomForestClassifier algorithm, implemented in the python scikit-learn module [1, 2] . The data processing and performance evaluation were done in a leave-one-sgRNA-out cross-validation procedure as explained for the regression model. The set of features was identical to that used for the regression model (S3 Table) . ROC-AUC and PRC-AUC were computed over the whole data, as well as averaged over the sets of sgRNAs. Our results demonstrate that the AUC values obtained by the classifier are highly similar, yet slightly inferior, to those obtained using the regression models (S10 Fig). 
