The 
Introduction
The World Wide Web (WWW) has become the largest source of Internet traffic [l] . It is used for research, education, entertainment, and commerce. It provides an easy-to-use interface and is built around several standards, including the Hypertext Markup Language (HTML) [2] , which is used to specify the format of documents, and the Hypertext Transfer Protocol (HTTP) [3] , which is used to transmit documents. However, it is not designed for wireless networks.
HTTP is designed to transfer hypertext documents that include inline images over the Internet. Its simple architecture allows it to be implemented quickly on both clients and servers, which facilitates the rapid growth of the Web. Its simplicity, however, comes with a price. HTTP transfers a single binary file per connection; a complex document with many inline images requires several HTTP connections. Also, it is a stateless protocol; web servers are unable to maintain state information on clients which would allow certain optimizations such as prefetch caching and automatic image resolution reduction. Likewise, lack of state information prevents HTTP from being able to resume a file transfer when a connection is broken and reestablished. Although these problems are bearable in a wired environment, they can become quite noticeable in a wireless system, where error rates are much higher and data rates may be lower and more variable Wireless networking allows portable computers to communicate with each other and with desktop computers without tethering them. It also allows desktop computers to communicate with each other when network cabling is impractical. Unfortunately, wireless networking has its disadvantages. Users have to endure lower network bandwidth and frequent communication dropouts caused by radio cancellation and interference. This can create difficulties for many protocols, such as HTTP, which were not designed for such an environment. It should be noted that most of these problems are not unique to wireless networks; they can also occur with low data rate or heavily shared wired connections. However, this work focuses on the set of problems in the context of shared (multiaccess) wireless networks.
Several problems emerge when HTTP is used over a wireless link. Many documents contain large inline images, which take a long time to transfer over low-bandwidth wireless links. Radio signal dropouts caused by clients moving out of the network area or into "nulls" can cause file transfers to abort. When a client returns to the network area, the file transfer has to be restarted from the beginning. Long-term dropouts also reduce data availability; users are usually restricted to documents that have been visited in the recent past. All of these problems affect when documents are available to users.
Prior Work
Researchers have taken several approaches to improve the performance of the Web in general and over wireless links specifically. These include protocol modifications, client modifications, and proxies. Some approaches are optimized for Personal Digital Assistants (PDAs).
Mogul and Padmanabhan discuss HTTP latency and throughput problems in [4] . They show that each document and inline image requires a minimum of two round-trip times (RTT) to transfer. This occurs because a new Transmission Control Protocol (TCP) connection is required for each file. In addition, there is processing overhead in TCP implementations for each connection. They also show that throughput is significantly reduced by TCP's slow-start mechanism. A 2-kilobyte file has a throughput of less than 10% of the best case. They propose additions to HTTP that would allow it to send several files over a single connection, thus avoiding these obstacles. This concept has been adopted in the proposed HTTP 1.1 [5] . Their proposal also utilizes pipelining; a client may request the next file before the current file has completed. Thus, there would be no gaps between consecutive files. They report that their changes reduce latency by more than half when transferring 2544-byte inline images.
Bartlett describes a PDA-based wireless browser in [6] . It uses a proxy to fetch, parse, and separate Hypertext Markup Language (HTML) documents into multiple screens. The proxy sends the preformatted screens to the client using a new protocol. The client automatically prefetches the next screen while the user is viewing the current one. The client also caches the screens as it receives them. Although the system does not support images, they could be added in the future.
Gessler and Kotulla describe their PDA-based browser in [7] . It uses a proxy to fetch, cache, and break down large HTML documents into smaller pieces. But unlike Bartlett, the proxy converts images into PDA-usable form (1-bit) and the client parses HTML. The client communicates with the proxy using a new protocol. To conserve bandwidth, images are not transferred until the user requests them.
Watson describes the Wit system in [8] and [9] . It is a mobile system that partitions applications and manages communication. It supports caching, prefetching, data reduction, and other performance-enhancing features. One example application is the Wit WWW Browser (W*). It uses a proxy to prefetch documents ahead of the browser and reduce documents by outlining them. The client prefetches the first n links of the current document, but allows the user to specify which documents to prefetch instead. It also allows users to write scripts that search through the proxy's cache and send filtered data back to the client in outline form. Liljeberg, et al. [lo] have developed the Mowgli WWW system for use with GSM and similar mobile WAN environments. The scheme addresses TCP limitations by using Mowgli communication services over the wireless link in place of TCP/IP and HTTP limitations by use of Mowgli HTTP (MHTTP). The system reduces bandwidth through binary encoding in MHTTP, compressed text and images, and selective filtering that excludes some objects from transfer. Prefetch caching is used to reduce latency.
Our work differs from and extends the prior work described above. We extend Mogul and Padmanabhan's proposal to fetch several files over a single connection using pipelining [4] to fetch several files simultaneously using a new protocol in place of HTTP. This should work well with web clients that fetch several inline images at once. It should also prevent stalled files from holding up later files in the pipeline. Another useful extension is the ability to resume file transfers when a connection has been broken. Like Liljeberg, et al. [lo] , we use prefetch caching to reduce latency and resolution reduction, a simple form of compression, to reduce bandwidth. However, our implementation differs significantly in that it dynamically adapts to varying conditions present in a shared wireless network. We also maintain use of standard TCP/IP. Watson's proposal [8, 91 includes prefetching and content reduction by outlining. It does not use resolution reduction and it is not clear whether inline images for prefetched documents are sent to the client. The approaches proposed by Bartlett [6] , and by Gessler and Kotulla [7] are geared towards PDAs. They d o not prefetch whole documents and they format documents for small screens.
Approach
We developed a new Wireless World Wide Web (WWWW) proxy server and protocol ( Figure 1) . A client based on NCSA Mosaic [ I l l connects to the proxy server using the new protocol, Multiple Hypertext Stream Protocol (MHSP). The proxy prefetches documents to the client, including inline images. This improves data availability when the wireless link is broken. The proxy also automatically reduces the resolution of large bitmaps to improve performance over slow links. MHSP simultaneously transfers several files over a single long-term TCP connection. Both prefetch caching to the client and image resolution are indirectly controlled the available data rate, which may be affected by congestion, error rate, and variable link capacity in an adaptive network. MHSP also provides the ability to resume file transfers when the link has been broken then reestablished. In a set of experiments, this new system decreased document load time by an average of 32% to 37%, depending on network configuration. 
WWWWProxy
The WWWW proxy connects wireless clients to the World Wide Web in a way that is designed to improve user-level performance. The proxy has the following features. It prefetches documents to clients to improve responsiveness and increase document availability when the wireless link is broken. It communicates with clients using MHSP, which is designed for wireless networks. It maintains client state information, which allows it to make prefetch decisions based on client cache content. It reduces the resolution of large bitmaps when the wireless link is slow in order to speed up document fetches. It has a multithreaded design which prevents the resolution reduction operation from hindering other proxy functions from executing in a timely manner. It uses overlapped input/output to allow the cache to process several file requests simultaneously.
Architecture
The proxy architecture is shown in Figure 2 . It consists of an HTTP thread, which communicates with web servers; a cache thread, which stores and parses files; a resolution reduction thread; and MHSP threads, which communicate with clients. It also has a graphical monitor for testing and demonstration.
Clients connect io the proxy using MHSP. The proxy loads client state information for clients which have connected before. Whenever a client switches to a new document, its dedicated MHSP thread automatically sends the necessary files. It retrieves the files from the cache, which in turn retrieves files it has not yet received from the HTTP thread. The cache parses HTML files and sends dependency information to the appropriate MHSP threads, which use it to make prefetch decisions. The MHSP threads also decide when to send reduced images to clients. They request reduced files from the cache, which invokes the resolution reducer for files that have not yet been reduced. 
Operation

Fetch and Prefetch
Document fetch and prefetch are controlled by the MHSP threads with the help of the proxy's cache. The system is designed to automatically fetch and send all the files needed to display a document and prefetch linked documents to one level deep. This process increases document availability when the user is disconnected and reduces the response time for the user.
Whenever a client switches to a different document, indicated by an MHSP status message, its dedicated MHSP thread in the proxy queries the proxy cache for all of the document's dependencies and assigns priorities. If the dependencies are not yet available, the cache automatically sends the dependencies as it receives files.
When two or more open streams to a client have data available to send, the appropriate MHSP thread sends data for the file with the highest priority. This prevents the prefetch mechanism from delaying files that the client needs first. This also allows the prefetch mechanism to take advantage of available bandwidth to the client if a high-priority file is arriving at the proxy at a slow rate.
Resolution Reduction
Resolution reduction is also controlled by the MHSP threads. Whenever the estimated utilization of available bandwidth to a client for the past 2 seconds is 80% or greater, its associated MHSP thread requests the reduced version of bitmaps for new streams from the cache. This allows the proxy to more effectively utilize the link. Since reducing compressed images is a CPU-intensive operation, the utilization may fall, causing new streams to use unreduced bitmaps. The process is selfregulating and is affected by the presence of other clients since both the network and the server processor are shared.
MHSP threads estimate utilization of available bandwidth by tracking the percentage of time data is waiting to be sent. This measurement accounts for both available bandwidth, which is affected by wireless properties and utilization by other computers, and data availability. It does not account for the buffering provided by the operating system.
The cache stores both original and reduced versions of images. Clients benefit when they request images on a slow link that have already been reduced for previous clients.
Multiple Hypertext Stream Protocol (MHSP)
MHSP is a full-duplex, symmetric protocol that the proxy uses to communicate with wireless clients. It is designed to reduce latency while allowing the client to take advantage of available bandwidth. MHSP has the following features. It maintains a connection over long periods of time, reducing the number of TCP round-trip times required to initiate and tear down file transfers. It transfers more than one file simultaneously over a single connection, which also reduces setup and tear-down time.
It transfers state information between the proxy and clients, allowing the proxy to make prefetch decisions. It allows both clients and proxy to initiate file transfers. Clients start transfers based on user requests and the proxy starts transfers for prefetching. It allows both clients and proxy to stop file transfers, for the reasons stated above. It tracks the progress of file transfers, allowing stopped transfers to be resumed at a later time. It uniquely identifies a client when a connection is made, allowing the proxy to store long-term state information. It maintains compatibility with existing networks by running on top of TCP.
Overview
When a connection is made between client and server, both sides identify the protocol being used and negotiate a unique identification number for the client. Once the connection is established, either side may initiate a file transfer by sending a message. The message indicates the file to be transferred, the direction of the transfer, and the position to start the transfer if the request is made by the destination. If the request is from the source, it also contains a unique file identification number and may contain file attributes and file content. Subsequent source messages usually carry file content. Either side may terminate the file transfer with a cancel or end-of-file message. The protocol allows several file transfers to be active simultaneously.
Both sides also send status messages. These messages may indicate that a user has switched to a different document or that the cache state has changed. Messages also query the client on its cache state.
Operation
Establishing a Connection
The client initiates a connection to TCP port 12345 on the proxy (eventually, this port number could be changed to be in the system services range). Both ends send the protocol identifier and protocol version. Next, they verify that the received protocol identifier is correct and adapt to the lowest protocol version for backward compatibility. The client then sends its session identifier, or 0 if it is connecting for the first time, If the identifier is valid, the proxy sends it back. Otherwise, the proxy sends a new identifier and the client clears its cache and stores the identifier for future connections.
Updating Cache Status
After a connection is established, the client notifies the proxy of any files it deleted from its cache since the last connection. The proxy may also query the client on the status of files not acknowledged by the client in the previous connection. This may be necessary when a connection was abnormally terminated. The proxy does not initiate any transfers of files that have a pending query. The proxy does, however, send files that the client requested during a query.
While the connection is established, the client notifies the proxy whenever it deletes a cache file with a "removed file" message. The client also sends a cache status message whenever a stream is terminated by either side.
Tracking User Actions
The client sends a "switch document" message whenever the user moves to a new document, regardless of whether the document is in its cache. This allows the proxy to make prefetch decisions. The proxy automatically sends all files needed to display the document that are not already in the client's cache. If the client does not receive a needed file automatically, it initiates the proper file transfer. This can occur if the client fails to notify the proxy of a deleted file or the proxy fails to detect a dependency.
Initiating File Transfer
The side initiating the transfer sends a message with a unique stream identifier and the file's Uniform Resource Locator (URL). If the transfer is initiated by the source, the message header also contains the file's identifier. If it is initiated by the sink, the header contains the offset for the transfer to begin. A source-initiated message often contains file attributes and file content. The message status code for new transfers is either "OK' (source or sink) or "EOF' (source only). The other end recognizes that the stream is new from the stream identifier.
Implementation
The client and proxy use the same source code for most of the MHSP protocol. This is possible because of the protocol's symmetry. They use different source code to establish connections and handle the transferred data. There is currently no support to transfer files from client to proxy. The client uses HTTP to handle post-method forms. The client does not keep track of files that were deleted from its cache when its not connected to the proxy. Instead, it automatically requests files it needs that the proxy does not deliver automatically. 
Testing Procedure and Results
Overview
We implemented and tested the system on Windows NT. The proxy was written in C++ from scratch. The client is a modification of NCSA Mosaic [ 111 that includes MHSP protocol support and a new cache that sends state information to the proxy. The client's cache also accepts files that the proxy prefetches to it.
We tested the system by running script-controlled clients through different emulated network environments. We generated the scripts by observing users complete given tasks. The graphical monitor emulated varying wireless environments. Both the enhanced client and a baseline client were tested and compared. The enhanced client loaded documents in 32% to 37% less time on average than the baseline, depending on the configuration.
Testing Procedure
We derived scripts from user actions. Four students completed different tasks (Table 1) , starting from a fixed page. They were asked to only use pages fetched by HTTP, since the system does not yet support other web protocols. They were also asked to not use image maps because they do not work properly with the current client. They were not permitted to use web search tools since that would make the tasks too short to produce good test scripts. The links followed by each user were recorded and later compiled into a list of URLs. The scripts (Table 2) were truncated to 18 documents, including duplicates, so testing could proceed at a reasonable pace. Both clients had separate cache directories with a size limit of 5 MB. The proxy had a cache size limit of 32 MB. Only one client was run at a time during testing to prevent network interaction.
Both clients executed scripts to conduct testing. They loaded each page in the script in order. After a page was loaded, the running client waited ten seconds before starting the next page load. Upon completion, the client reported the total time spent loading pages. Wait time was not included in the total.
Each script was run through each network configuration and client in the order shown in Table 3 . The proxy and client caches were cleared between each pair of runs. This was permissible since the clients had separate cache directories and the baseline client did not access the proxy's cache. A pretest run was completed before testing began on each script to make sure all servers were operational. The results of the pretest were not recorded so the first recorded run of each script would have the same advantage as the other runs. Since some web servers cache their content, this first run may be at a disadvantage. If a document timed out during a script run, the caches were cleared and the run repeated. This occurred when web servers did not accept an HTTP connection. 
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Discussion of Results
The new system performed better, on average, than HTTP for all tested configurations. The 1000 kbps data rate shows the largest improvement because the client has a higher probability of receiving pages through prefetch caching before they are needed. The 20 kbps and variable data rates also show strong improvement due to resolution reduction. MHSP's long-term connection and simultaneous file transfer mechanisms improve performance for all of these configurations. This data demonstrates that the system performs well on both wired (1000 kbps) and wireless (100 kbps, 20 kbps, and variable data rate) networks.
Summary and Conclusions
A system was developed that improves the performance of the World Wide Web over wireless links. It consists of a proxy server and a modified client and uses a new protocol, MHSP. The client maintains a long-term connection to the proxy and transfers several files simultaneously to overcome limitations with TCP. The proxy maintains state information on the client, so it can make prefetch decisions and resume partially completed file transfers. The proxy prefetches documents to the client, which improves performance over high bandwidth links, and improves document availability when the connection is broken due to wireless effects. The system also resumes partially completed file transfers when the network link has been broken and reestablished. The proxy reduces the resolution of large bitmaps, which improves performance over low bandwidth wireless links. This system reduces document load time by 32% to 37% when compared to HTTP.
Several options may be explored to further improve the performance of the WWW over wireless links. Text and HTML files could be compressed by the proxy to reduce transmission time. The image resolution reduction criteria, which includes the estimated network utilization trigger point and the minimum bitmap size, could be chosen using empirical data. The Graphics Interchange Format (GIF) encoder in the resolution reduction code could be replaced with an encoder which uses a format with a higher compression ratio. TCP could be replaced with another transport protocol that does not invoke exponential backoff procedures when packets are lost due to errors in the wireless channel rather than network congestion. The transport layer could also be modified to provide performance indicators to the proxy, which would use them to decide when to reduce bitmaps. These suggestions, when combined with this work, should make the Web run well on wireless hosts.
