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We discuss bounds for nonadiabatic transitions from the viewpoints of the adiabatic perturbation
theory and the quantum speed limit. We show that the amount of nonadiabatic transitions from
the nth level to the mth level is bounded by a function of the quantum geometric tensor for the mth
level. We analyze this bound from the viewpoint of the adiabatic perturbation theory. In addition,
this bound and the viewpoint of the quantum speed limit suggest nontrivial relationship between
the dynamical transformation and the adiabatic transformation. We also derive a universal bound
for any nonadiabatic transition. This bound is written in terms of the counterdiabatic Hamiltonian.
I. INTRODUCTION
Nonadiabatic transitions, which are transitions be-
tween different energy eigenstates due to fast change of
Hamiltonians in time, have been studied since the dawn
of quantum mechanics [1–5]. Generally, energy gap clos-
ing leads dynamics to critical slowing down, i.e., around
critical points states are frozen and cannot follow change
of energy eigenstates, and thus transitions between dif-
ferent energy eigenstates take place [6–10].
Evaluation of the amount of nonadiabatic transitions
is of interest. Besides the traditional Landau-Zener
formula [1–5] and the Kibble-Zurek formula [6–10], we
can approximately calculate the amount of nonadia-
batic transitions by using the adiabatic perturbation the-
ory [11–13]. It was shown that the amount of nonadia-
batic transitions after a quantum quench is expressed by
the adiabatic gauge potential, and as the result by the
quantum geometric tensor.
Not only approximate evaluation but also bounds for
the amount of nonadiabatic transitions are also of great
interest. As predicted from the adiabatic theorem [14–
17], it is known that bounds are related to (minimal)
energy gaps and change of energy eigenstates [18]. Quan-
tum speed limits, which give typical time scale to achieve
quantum processes [19–22], can be also used to quan-
tify deviation of a dynamical state from an adiabatic
state [23].
Recently, suppression of nonadiabatic transitions has
been paid much attention due to development of adi-
abatic quantum computation [24–26] and quantum an-
nealing [27, 28]. In particular, finite time processes are
important not only to achieve fast operation but also to
avoid decoherence. Quantum adiabatic brachistochrone
is a promising approach for parameter scheduling to re-
duce the amount of nonadiabatic transitions [29, 30]. Use
of shortcuts to adiabaticity is also remarkable strategy to
suppress nonadiabatic transitions [31–34].
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In this paper, we discuss bounds for nonadiabatic tran-
sitions in general quantum dynamics from the viewpoints
of the adiabatic perturbation theory and the quantum
speed limit. We find that the amount of nonadiabatic
transitions is bounded by a function of the quantum ge-
ometric tensor, and thus our result is clearly consistent
with an approximate calculation by the adiabatic per-
turbation theory [11–13]. Note that this bound is also
related to quantum adiabatic brachistochrone [29, 30].
We also derive a universal bound for any nonadiabatic
transition. This bound is written in terms of the coun-
terdiabatic Hamiltonian, and thus we can also find the
relationship to shortcuts to adiabaticity [31–34]. We also
analyze our results from the viewpoint of the quantum
speed limit [19–22]. Our finding and the viewpoint of
the quantum speed limit provide us with nontrivial re-
lationship between the adiabatic transformation and the
dynamical transformation.
II. BOUNDS FOR NONADIABATIC
TRANSITIONS
We consider a quantum system described by the time-
dependent Hamiltonian
Hˆ(λt) =
∑
n
En(λt)Pˆn(λt), (1)
where En(λt) is the energy eigenvalue and Pˆn(λt) is the
associated projection operator. Here, this Hamiltonian
depends on time through the time-dependent parameter
λt = {λ
(1)
t , λ
(2)
t , · · · }. Dynamics of this system is gener-
ated by the time evolution operator UˆD(t) satisfying
ih¯
˙ˆ
UD(t) = Hˆ(λt)UˆD(t), UˆD(0) = 1. (2)
Throughout this paper, the dot symbol represents time
derivative.
Time evolution of the projection operators is isomet-
rically generated by the adiabatic transformation UˆA(t)
as
Pˆn(λt) = UˆA(t)Pˆn(λ0)Uˆ
†
A(t), (3)
2for all n. According to the theory of shortcuts to adia-
baticity [34], the adiabatic transformation satisfies
ih¯
˙ˆ
UA(t) = [Hˆ(λt) + Hˆcd(t)]UˆA(t), UˆA(0) = 1, (4)
where Hˆcd(t) is the counterdiabatic Hamiltonian given
by
Hˆcd(t) =
ih¯
2
∑
n
[
˙ˆ
Pn(λt), Pˆn(λt)]. (5)
One may use the adiabatic Hamiltonian [15] (the reduced
counterdiabatic Hamiltonian [35])
Hˆ
(n)
cd (t) = ih¯[
˙ˆ
Pn(λt), Pˆn(λt)], (6)
instead of the counterdiabatic Hamiltonian (5). In this
case, only a single projection operator Pˆn(λt) is trans-
formed as Eq. (3), but others Pˆm(λt) (m 6= n) are
not [14].
We introduce the transition rate from the nth level to
the mth level
pnm(t) = ‖Pˆm(λt)UˆD(t)Pˆn(λ0)Uˆ
†
D(t)Pˆm(λt)‖
= ‖Pˆm(λt)UˆD(t)Pˆn(λ0)‖
2
= ‖Pˆm(λ0)Uˆ
†
A(t)UˆD(t)Pˆn(λ0)‖
2. (7)
Here, ‖ · ‖ is the operator norm. Throughout this paper,
we only consider bounded operators, and thus ‖A‖ =
‖A†‖ holds. For non-degenerate eigenstates {|n(λt)〉},
this quantity is nothing but the transition probability
from the nth energy eigenstate to the mth energy eigen-
state
pnm(t) = |〈m(λt)|UˆD(t)|n(λ0)〉|
2. (8)
For degenerate eigenstates {|n, νn(λt)〉}, this quantity
is the maximum transition probability from an energy
eigenstate in the nth level to the mth level
pnm(t) = max
|ψn(λ0)〉
∑
µm
|〈m,µm(λt)|UˆD(t)|ψn(λ0)〉|
2, (9)
where |ψn(λt)〉 is an nth energy eigenstate, which is linear
combination of {|n, νn(λt)〉}.
From the differential equation
ih¯
d
dt
[Uˆ †A(t)UˆD(t)] = −Uˆ
†
A(t)Hˆcd(t)UˆD(t), (10)
we obtain
Uˆ
†
A(t)UˆD(t) = 1−
1
ih¯
∫ t
0
dt′Uˆ
†
A(t
′)Hˆcd(t
′)UˆD(t
′). (11)
Note that Uˆ †A(t)UˆD(t) is unitary, i.e.,
1 =Uˆ †A(t)UˆD(t)Uˆ
†
D(t)UˆA(t)
=
(
1−
1
ih¯
∫ t
0
dt′Uˆ
†
A(t
′)Hˆcd(t
′)UˆD(t
′)
)
×
(
1 +
1
ih¯
∫ t
0
dt′Uˆ
†
D(t
′)Hˆcd(t
′)UˆA(t
′)
)
(12)
holds, and thus the equality
0 =
1
ih¯
∫ t
0
dt′[Uˆ †D(t
′)Hˆcd(t
′)UˆA(t
′)− Uˆ †A(t
′)Hˆcd(t
′)UˆD(t
′)]
+
1
h¯2
∫ t
0
dt′Uˆ
†
A(t
′)Hˆcd(t
′)UˆD(t
′)
∫ t
0
dt′Uˆ
†
D(t
′)Hˆcd(t
′)UˆA(t
′),
(13)
must be satisfied.
For m 6= n, the transition rate (7) becomes
pnm(t) =
∥∥∥∥ 1h¯
∫ t
0
dt′Pˆm(λ0)Uˆ
†
A(t
′)Hˆcd(t
′)UˆD(t
′)Pˆn(λ0)
∥∥∥∥
2
.
(14)
In general, calculation of time evolution operator UˆD(t)
is hard, and thus we omit it by using the properties of
the operator norm as
pnm(t) ≤
[
1
h¯
∫ t
0
dt′‖Pˆm(λ0)Uˆ
†
A(t
′)Hˆcd(t
′)UˆD(t
′)Pˆn(λ0)‖
]2
≤
[
1
h¯
∫ t
0
dt′‖Pˆm(λ0)Uˆ
†
A(t
′)Hˆcd(t
′)‖‖UˆD(t
′)Pˆn(λ0)‖
]2
=
[
1
h¯
∫ t
0
dt′‖Pˆm(λt′)Hˆcd(t
′)‖
]2
=
[
1
h¯
∫ t
0
dt′‖Hˆcd(t
′)Pˆm(λt′)‖
]2
=
[∫ t
0
dt′‖[1− Pˆm(λt′ )]
˙ˆ
Pm(λt′ )‖
]2
. (15)
Here, for the last line of the equality, we use Eq. (5).
For non-degenerate eigenstates {|n(λt)〉}, the integrand
of Eq. (15) is nothing but the Abelian quantum geometric
tensor for the mth energy eigenstate
‖[1−Pˆm(λt)]
˙ˆ
Pm(λt)‖
2 = 〈m˙(λt)|(1−|m(λt)〉〈m(λt)|)|m˙(λt)〉,
(16)
and for degenerate eigenstates {|n, νn(λt)〉}, it is the
maximum expectation value of the non-Abelian quantum
geometric tensor for the mth level
‖[1− Pˆm(λt)]
˙ˆ
Pm(λt)‖
2
= max
|ψm(λt)〉
∑
µm
〈ψm(λt)|m,µm(λt)〉〈 ˙m,µm(λt)|
× (1 −
∑
νm
|m, νm(λt)〉〈m, νm(λt)|)
×
∑
µ′
m
| ˙m,µ′m(λt)〉〈m,µ
′
m(λt)|ψm(λt)〉, (17)
(for the Abelian and the non-Abelian quantum geomet-
ric tensors, see, Ref. [36]). This result implies that nona-
diabatic transitions are affected by geometry of excited
states.
3Next, we will consider the remaining rate, i.e., the tran-
sition rate (7) for m = n. In this case, by using Eq. (13),
we find
pnn(t)
=
∥∥∥∥Pˆn(λ0)
(
1−
1
ih¯
∫ t
0
dt′Uˆ
†
A(t
′)Hˆcd(t
′)UˆD(t
′)
)
Pˆn(λ0)
×
(
1 +
1
ih¯
∫ t
0
dt′Uˆ
†
D(t
′)Hˆcd(t
′)UˆA(t
′)
)
Pˆn(λ0)
∥∥∥∥
=
∥∥∥∥Pˆn(λ0)− 1h¯2
∫ t
0
dt′Pˆn(λ0)Uˆ
†
A(t
′)Hˆcd(t
′)UˆD(t
′)
×
∑
m
(m 6=n)
Pˆm(λ0)
∫ t
0
dt′Uˆ
†
D(t
′)Hˆcd(t
′)UˆA(t
′)Pˆn(λ0)
∥∥∥∥
≥‖Pˆn(λ0)‖
−
1
h¯2
∥∥∥∥
∫ t
0
dt′Pˆn(λ0)Uˆ
†
A(t
′)Hˆcd(t
′)UˆD(t
′)
×
∑
m
(m 6=n)
Pˆm(λ0)
∫ t
0
dt′Uˆ
†
D(t
′)Hˆcd(t
′)UˆA(t
′)Pˆn(λ0)
∥∥∥∥
≥1−
[
1
h¯
∫ t
0
dt′‖Pˆn(λt′)Hˆcd(t
′)‖
]2
=1−
[
1
h¯
∫ t
0
dt′‖Hˆcd(t
′)Pˆn(λt′)‖
]2
=1−
[∫ t
0
dt′‖[1− Pˆn(λt′ )]
˙ˆ
Pn(λt′ )‖
]2
. (18)
In the last inequality and the equality, we use similar
caluculations to Eq. (15).
We can also derive a universal bound for any nonadi-
abatic transition. By using the inequality
‖Pˆm(λt)Hˆcd(t)‖ ≤ ‖Hˆcd(t)‖, (19)
we immediately find a universal bound for the transition
rate
pnm(t) ≤
[
1
h¯
∫ t
0
dt′‖Hˆcd(t
′)‖
]2
, (20)
and similarly a universal bound for the remaining rate
pnn(t) ≥ 1−
[
1
h¯
∫ t
0
dt′‖Hˆcd(t
′)‖
]2
. (21)
The small counterdiabatic Hamiltonian implies that
small perturbation is enough to be adiabatic, and thus
this bound is a physically natural. Note that this bound
is related to the energy cost of counterdiabatic driv-
ing [37, 38].
III. ADIABATIC PERTURBATION THEORY
VIEWPOINT
We discuss our results from the viewpoint of the adi-
abatic perturbation theory [11–13]. A quantum quench
at time t changes the mth projection operator as
Pˆm(λt+δt) ≈ Pˆm(λt) + δt
˙ˆ
Pm(λt), (22)
where δt is a small time interval. Then, we find that
a quantum quench causes nonadiabatic transitions from
the nth level to the mth level as
Pˆm(λt+δt)Pˆn(λt)Pˆm(λt+δt) ≈ δt
2 ˙ˆPm(λt)Pˆn(λt)
˙ˆ
Pm(λt),
(23)
that is, the instantaneous transition rate at time t for a
quantum quench is given by
∆pAPTnm (t) = ‖Pˆm(λt+δt)Pˆn(λt)Pˆm(λt+δt)‖
≈ δt2‖Pˆn(λt)
˙ˆ
Pm(λt)‖
2. (24)
However, starting from t = 0, a state is distributed over
various levels because of successive nonadiabatic transi-
tions. Therefore, to consider the quantity (7), we rather
sum up with respect to n except form to find the amount
of nonadiabatic transitions to mth level at time t, i.e.,
∑
n
(n6=m)
Pˆm(λt+δt)Pˆn(λt)Pˆm(λt+δt)
≈ δt2
˙ˆ
Pm(λt)[1 − Pˆm(λt)]
˙ˆ
Pm(λt). (25)
Then we find the instantaneous transition rate to mth
level at time t
∆pAPTm (t) =
∥∥∥∥∥∥∥
∑
n
(n6=m)
Pˆm(λt+δt)Pˆn(λt)Pˆm(λt+δt)
∥∥∥∥∥∥∥
≈ δt2‖[1− Pˆm(λt)]
˙ˆ
Pm(λt)‖
2. (26)
Finally we find similar quantity to the bound (15) by
using the adiabatic perturbation theory, and thus our re-
sult is consistent with an approximate calculation by the
adiabatic perturbation theory. A calculate of the total
transition rate (7) by using the adiabatic perturbation
theory is usually difficult because we have to accumulate
all the paths of instantaneous nonadiabatic transitions
resulting in the mth level.
IV. QUANTUM SPEED LIMIT VIEWPOINT
In the quantum speed limit [19–22], we introduce the
distance between two quantum states, ρˆi and ρˆf , by the
Bures angle [39, 40]
L(ρˆi, ρˆf ) = arccos
√
F (ρˆi, ρˆf ), (27)
where F (ρˆi, ρˆf) is the Uhlmann fidelity [41]
F (ρˆi, ρˆf ) =
(
Tr
√√
ρˆiρˆf
√
ρˆi
)2
. (28)
4We consider time evolution governed by
ih¯ ˙ˆρ(t) = [Hˆ(λt), ρˆ(t)], (29)
satisfying ρˆ(0) = ρˆi and ρˆ(τ) = ρˆf . It can be shown that
this distance is bounded as
L(ρˆi, ρˆf ) ≤
1
h¯
∫ τ
0
dt(∆Hˆ)ρˆt , (30)
where (∆Hˆ)ρˆt is the standard deviation of the Hamilto-
nian Hˆ(λt) with a state ρˆ(t) [42, 43]. This bound means
that a quantum process between large distant states re-
quires large energy cost or long operation time.
Here we consider a state in the mth level ρˆm(0) =
Pˆm(λ0)ρˆm(0)Pˆm(λ0) and its adiabatic transformation
ρˆm(t) = UˆA(t)ρˆm(0)Uˆ
†
A(t). For this adiabatic transfor-
mation, the quantum speed limit becomes [44]
L(ρˆm(0), ρˆm(t)) ≤
1
h¯
∫ t
0
dt′(∆Hˆcd)ρˆm . (31)
Here, following the inequality holds:
1
h¯
(∆Hˆcd)ρˆm =
1
h¯
√
Tr{[Hˆcd(t)]2ρˆm(t)} − {Tr[Hˆcd(t)ρˆm(t)]}2
=
1
h¯
√
Tr{[Hˆcd(t)]2ρˆm(t)}
≤
1
h¯
‖Hˆcd(t)Pˆm(λt)‖
=‖[1− Pˆm(λt)]
˙ˆ
Pm(λt)‖.
(32)
In particular, nondegenerate eigenstates satisfies equal-
ity. Finally, the following bound exists:
[L(ρˆm(0), ρˆm(t))]
2 ≤
[∫ t
0
dt′‖[1− Pˆm(λt′)]
˙ˆ
Pm(λt′)‖
]2
.
(33)
Therefore, nonadiabatic transitions to the mth level
caused by the dynamical transformation shares the iden-
tical upper bound with the quantum speed limit of the
adiabatic transformation for the mth level.
Suppose that the bound (15) [(33)] is small, which is
of interest. From the viewpoint of the quantum speed
limit, it implies that the adiabatic transformation from
ρˆm(0) to ρˆm(t) can be implemented without requiring
large energy cost or long operation time. At the same
time, the bound (15) implies that the amount of nonadi-
abatic transitions to mth level is small. This result can
be interpreted as follows: The distance between ρˆm(0)
and ρˆm(t) is small. From the definition, the distance be-
tween ρˆm(0) and ρˆn(0) is large. Therefore, the distance
between ρˆn(0) and ρˆm(t) is large, and thus nonadiabatic
transitions do not take place that much.
V. SUMMARY AND DISCUSSION
In this paper, we discussed the bounds for nonadia-
batic transitions from the viewpoints of the adiabatic
perturbation theory and the quantum speed limit. From
Eq. (15), we found that the amount of nonadiabatic tran-
sitions from the nth level to the mth level is bounded by
the function of the quantum geometric tensor for themth
level. This bound does not depend on n, but it might be
natural because we have to accumulate all the paths of
instantaneous nonadiabatic transitions as discussed from
the viewpoint of the adiabatic perturbation theory. The
viewpoint of the quantum speed limit provides us with
nontrivial relationship between the quantum speed limit
of the adiabatic transformation for the mth level and
nonadiabatic transitions to the mth level caused by the
dynamical transformation. We also derived the universal
bound for any nonadiabatic transition written in terms
of the counterdiabatic Hamiltonian.
In quantum adiabatic brachistochrone, we reduce
nonadiabatic transitions by minimizing cost functions
related to adiabaticity [29, 30, 45]. We note that the
bound (15) for nondegenerate eigenstates is the square
of a cost function used in Ref. [30]. We have many
choice for cost functions in quantum adiabatic brachis-
tochrone [29, 30, 45], but the present result suggests that
the cost function used in Ref. [30] is physically natu-
ral. Note that physically natural choice does not im-
ply the best choice. From this relationship, we can eas-
ily find an optimal schedule of parameter λt minimizing
the transition rate pnm(t) by using quantum adiabatic
brachistochrone. Success of quantum adiabatic brachis-
tochrone in adiabatic state preparation reported in litera-
ture [45, 46] also supports effectiveness of the bound (15).
Finally, we will explain that the universal bound (20)
may be more useful than the bound (15) in some sit-
uations, while the universal bound (20) is looser than
the bound (15). Both of the bounds (15) and (20) in
principle requires knowledge of energy eigenstates, and
this requirement makes it hard to obtain these bounds
for general quantum systems. However, it is possi-
ble to construct counterdiabatic terms without know-
ing energy eigenstates of a system by using a varia-
tional approach [47], i.e., we can estimate the value of
the bound (20). Furthermore, this can be systemati-
cally performed by calculating the nested commutators
[Hˆ(λt), [Hˆ(λt), [· · · , [Hˆ(λt),
˙ˆ
H(λt)]] · · · ] [48].
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