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SMOOTH FACTORIAL AFFINE SURFACES OF LOGARITHMIC KODAIRA
DIMENSION ZERO WITH TRIVIAL UNITS
GENE FREUDENBURG, HIDEO KOJIMA, AND TAKANORI NAGAMINE
Abstract. This paper considers the family S0 of smooth affine factorial surfaces of logarithmic
Kodaira dimension 0 with trivial units over an algebraically closed field k. Our main result
(Theorem 4.1) is that the number of isomorphism classes represented in S0 is at least countably
infinite. This contradicts the earlier classification of Gurjar and Miyanishi [5] which asserted that
S0 has at most two elements up to isomorphism when k = C. Thus, the classification of surfaces
in S0 for the field C, long thought to have been settled, is an open problem.
1. Introduction
Let k be an algebraically closed field k, and let S denote the family of smooth affine factorial
surfaces with trivial units over k. Then S is partitioned according to logarithmic Kodaira dimension:
S = S2 ∪S1 ∪S0 ∪S−∞
where S ∈ Sd means κ¯(S) = d. Surfaces in S2 are said to be of general type. It is known that
S−∞ consists of one element (up to isomorphism), namely, the affine plane A
2
k
; see [7].
In their 1988 paper [5], Gurjar and Miyanishi studied elements of S of non-general type in the
case k = C. For S0, they claim that “there are only two types of surfaces in this case” (p.99).
Specifically, Theorem 2 asserts that any element of S0 is isomorphic to one of the surfaces S or S
′,
defined as follows. Let x, y be a system of coordinate functions in the complex plane C2.
• S is obtained by blowing up C2 at the points (0, 1) and (1, 0), and removing the proper
transform of the degenerate conic defined by xy = 0.
• S′ is obtained by blowing up C2 the point (1, 1), and removing the proper transform of the
smooth conic xy = 1.
In this paper, we will show the following.
(1) S ∼=C S
′ (Theorem 4.4)
(2) For any algebraically closed field k, the number of isomorphism classes represented in S0 is
at least countably infinite.
In fact, even the number of stable isomorphism classes represented in S0 is at least countably infinite
(see Theorem 5.1). Thus, the classification of surfaces in S0 for the field C, long thought to have
been settled, is an open problem.
The surface S′ is the affine modification of the plane along the curve xy = 1 with center (1, 1);
see [6]. For any algebraically closed field k, the curve xy = 1 is isomorphic to the affine line over k
with one point removed, denoted A1∗. But this is just one of many ways to embed A
1
∗ in A
2
k
, and
each of these embeddings, together with a point on the curve, yields an affine modification X of A2
k
.
Theorem 3.1 gives conditions on the embedding which imply that X ∈ S , and Theorem 3.2 gives
further conditions which imply X ∈ S0.
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We consider the family of embeddings xny = 1, n ≥ 1. Specifically, let Vn be the affine modi-
fication of A2
k
along the curve Γn defined by x
ny = 1 with center (1, 1). We show that Vn ∈ S0
for each n ≥ 1, and that Vm 6∼= Vn if m 6= n, and more generally, for cylinders over these surfaces,
Vm × A
d
k
6∼= Vn × A
d
k
if m 6= n and d ≥ 0; see Theorem 5.1.
For each n, we have Γn ∼= A
1
∗, but it is not hard to show that the complements A
2
k
\Γm and A
2
k
\Γn
are not isomorphic when m 6= n. Consequently, there is no automorphism of A2
k
transforming Γm
to Γn when m 6= n. For the field k = C, the closed embeddings of C
∗ in C2 have been classified (see
[2]), thus providing a rich family of surfaces to study, obtained by affine modification of C2.
2. Preliminaries
2.1. Some Notation. If R is an integral domain, then frac(R) is the field of fractions of R. Given
n ∈ N, R[n] is the polynomial ring in n variables over R, and R[±n] is the ring of Laurent polynomials
in n variables over R. If S is an integral domain containing R, then tr.degRS is the transcendence
degree of frac(S) over frac(R).
Assume that k is algebraically closed. Given distinct c1, . . . , cn ∈ k, let
A
1
∗n(k) = A
1
∗n = Spec k[t, (t− c1)
−1, . . . , (t− cn)
−1]
i.e., an affine line over k with n points removed. If n = 1, we also write A1∗. Given d ∈ N, A
d
k
denotes
affine space over k of dimension d.
2.2. The Degree-Neutral Invariant. Let R be an integral domain, and let deg : R→ Z∪ {−∞}
be a degree function. We say deg is non-negative if deg is of the form deg : R→ N ∪ {−∞}, and
trivial if deg(R \ {0}) = {0}. The induced filtration is
R =
⋃
d∈Z
Fd
where the sets Fd = {r ∈ R | deg r ≤ d} are the associated degree modules. Note that deg can be
extended to K = frac(R) by letting deg(f/g) = deg f − deg g for f, g ∈ R, g 6= 0. Note also that, if
R is a field, then deg is a degree function on R if and only if (− deg) is a discrete valuation of R.
Recall that a subalgebra A ⊂ R is factorially closed in R if rs ∈ A for nonzero r, s ∈ R implies
r ∈ A and s ∈ A.
Proposition 2.1. With the assumptions and notation above:
(a) F0 is a subring of R which is integrally closed in R.
(b) Fd is an ideal of F0 for each d ≤ 0.
(c) If deg is non-negative, then F0 is factorially closed in R. Consequently, R
∗ ⊂ F0.
(d) If R is a normal ring, then F0 is a normal ring.
(e) If R is a field, then F0 is a valuation ring of R and frac(F0) = R.
Proof. Extend deg to K and let V = {f ∈ K | deg f ≤ 0}. Then V is a valuation ring of K, and
F0 = V ∩ R. This implies parts (a), (d) and (e), and part (b) is clear. For part (c), if ab ∈ F0 for
nonzero a, b ∈ R, then 0 = deg(ab) = deg a+ deg b in N implies deg a = deg b = 0, so a, b ∈ F0. 
Definition 2.2. The degree-neutral invariant of R is the subring of R defined by the intersection
of all subrings of the form F0 for some non-negative degree function on R, denoted by ∆
0(R). We
say that R is degree-rigid if ∆0(R) = R, i.e., every non-negative degree function on R is trivial.
The degree-neutral invariant has the following properties.
(1) ∆0(R) is a factorially closed subring ofR, being the intersection of factorially closed subrings,
and ∆0(R) is an invariant subring of R. Therefore, ∆0(R) is an algebraically closed subring
of R, and if R is a UFD, then ∆0(R) is a UFD.
(2) R∗ ⊂ ∆0(R).
(3) If S ⊂ R is a subring, then ∆0(S) ⊂ ∆0(R), since any non-negative degree function on R
restricts to a non-negative degree function on S.
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(4) If R[x1, . . . , xn] ∼= R
[n], then by considering the degree functions degzi , 1 ≤ i ≤ n, it is clear
that ∆0
(
R[n]
)
⊂ R.
(5) The Makar-Limanov invariant ML(R) is defined by the intersection of subrings of the form
F0 for certain non-negative degree functions; see [3, 4]. Therefore, ∆
0(R) ⊂ ML(R). R is
said to be rigid if ML(R) = R. Thus, degree-rigid implies rigid.
Recall that R is strongly invariant if the following condition holds (see [1]).
For any integer n ≥ 0 and subring S ⊂ R[x1, . . . , xn] ∼= R
[n], if there exist y1, . . . , yn
in R[n] such that R[x1, . . . , xn] = S[y1, . . . , yn], then R = S.
Lemma 2.3. Suppose that R is degree-rigid.
(a) ∆0(R[n]) = R
(b) R is strongly invariant.
Proof. Let δ be a non-negative degree function on R[n] with induced filtration
⋃
i∈N
Fi. Then δ
restricts to R, so δ(f) = 0 every f ∈ R \ {0}, and R ⊂ F0. Therefore, R ⊂ ∆
0(R[n]) ⊂ R, which
implies ∆0(R[n]) = R. This shows part (a).
For part (b), assume that B is a ring containing R, and B ∼=R R
[n] for some n ≥ 0. Let S ⊂ B
be a subring such that B ∼=S S
[n]. Then R = ∆0(B) ⊂ S ⊂ R[n]. Therefore, tr.degRS ≤ n and:
n = tr.degRB = tr.degRS + tr.degSB = tr.degRS + n =⇒ tr.degRS = 0
Since both S and R are algebraically closed in B, it follows that R is algebraically closed in S.
Therefore, R = S. 
2.3. Samuel’s Criterion. A well known criterion for a ring to be a UFD is given by Samuel [8],
Proposition 7.6. In an integral domain A, elements a, b ∈ A are relatively prime if aA∩bA = abA.
Proposition 2.4. Assume that A is an integral domain and a, b ∈ A are relatively prime and
nonzero. Let A[X ] ∼= A[1] and A′ = A[X ]/(aX − b).
(a) aX − b is a prime element of A[X ].
(b) If A is a noetherian UFD and aA and aA+bA are prime ideals of A, then A′ is a noetherian
UFD.
3. Surfaces defined by A1∗ Embeddings
In this section, we use certain closed embeddings of the punctured line A1∗ in the plane A
2
k
to
define surfaces belonging to S .
3.1. A Family of Surfaces in S .
Theorem 3.1. Let A = k[x, y] ∼= k[2] and let a, b ∈ A be such that:
A/aA ∼= k[±1] , A/bA ∼= k[1] , A/(aA+ bA) ∼= k
Define the ring B ⊂ Aa by B = A[b/a].
(a) B is a UFD and B∗ = k∗.
(b) If k is algebraically closed and X = Spec(B), then X ∈ S .
Proof. We have B ∼= A[X ]/(aX − b), where A[X ] ∼= A[1]. In addition, a and b are prime elements of
A, gcdA(a, b) = 1 and the ideal aA + bA is prime in A. By Samuel’s Criterion, it follows that B is
a UFD. Since A ⊂ B ⊂ Aa and B 6= Aa, we see that B
∗ = A∗ = k∗. This proves part (a).
To prove part (b), let Γ ⊂ A2 be the curve defined by a = 0, noting that Γ ∼= A1∗. Define the
maximal ideal I = (a, b) ⊂ A, and let P ∈ A2
k
be the point defined by I, noting that P ∈ Γ. Let W
be the blow-up of A2
k
at P . Then W is smooth. Let Γ′ ⊂ W be the proper transform of Γ. Then
W \ Γ′ is smooth, and the coordinate ring of W \ Γ′ is the affine modification:
A[a−1I] = A[a−1(a, b)] = A[b/a] = B
Therefore, X =W \ Γ′ is smooth, which implies X ∈ S . 
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3.2. Logarithmic Kodaira Dimension. Assume that the ground field k is algebraically closed.
Let B = A[b/a] be a ring of the type described in Theorem 3.1, that is, A = k[x, y] ∼= k[2] and
a, b ∈ A are such that:
A/aA ∼= k[±1] , A/bA ∼= k[1] , A/(aA+ bA) ∼= k
Let X = Spec(B). By Theorem 3.1, X ∈ S .
Theorem 3.2. Let Γ ⊂ A2
k
be the curve defined by the ideal aA.
(a) κ¯(X) = κ¯(A2
k
\ Γ)
(b) If Γ has two places at infinity, then κ¯(X) ≥ 0.
(c) If the complement A2
k
\ Γ contains an open set isomorphic to A1∗ × A
1
∗, then κ¯(X) ≤ 0.
In order to prove the theorem, we need the following lemma, which is well-known.
Lemma 3.3. Let V be a smooth projective surface defined over k and let C be a reduced curve on
V . Let pi :W → V be the blow-up at a point P on C and let D be the proper transform of C on W .
If P is a smooth point of C, then κ¯(W \D) = κ¯(V \ C).
Proof. We may assume that C is an SNC-divisor, i.e., C has only normal crossings and con-
sists of smooth curves. Since P is a smooth point of C, we have KW + D ∼ pi
∗(KV + C). So
H0(W,OW (n(KW + D))) ∼= H
0(V,OV (n(KV + C))) for any integer n ≥ 1. Hence, κ¯(W \ D) =
κ¯(V \ C). 
Proof of Theorem 3.2. Let S = A2
k
\ Γ, let P ∈ A2
k
be the point defined by the maximal ideal (a, b),
let pi :W → A2
k
be the blow-up at the point P , and let Γ′ ⊂W be the proper transform of Γ. Then
X ∼=W \ Γ′. Since P is a smooth point of Γ, we infer from Lemma 3.3 that
κ¯(X) = κ¯(W \ Γ′) = κ¯(S)
This proves part (a).
For part (b), since Γ is a smooth affine plane curve with two places at infinity, the log geometric
genus of S is positive; see, e.g., Chapter 2, Lemma 2.2.2 (p. 72) of [7]. Hence, κ¯(S) ≥ 0, so κ¯(X) ≥ 0.
For part (c), since S contains an open set U ∼= A1∗ × A
1
∗, we have κ¯(S) ≤ κ¯(A
1
∗ × A
1
∗) = 0.
Therefore, κ¯(X) ≤ 0. 
4. The Rings Bn
4.1. Definition. Let A = k[x, y] ∼= k[2]. Given n ∈ N, n ≥ 0, define the ring:
Bn = A[(x− 1)/(x
ny − 1)]
By Theorem 3.1, we see that Bn is a UFD and B
∗
n = k
∗. Let u = (x− 1)/(xny − 1).
4.2. Fibrations. Assume that k is algebraically closed, and fix the positive integer n. Let Vn =
Spec(Bn). Given λ ∈ k, consider the fibers x− λ, u− λ and y − λ. There are three cases.
(1) General fiber: λ 6∈ {0, 1}
(i) SpecB/(x− λ) ∼= Spec k[y, u]/(u(λny − 1) + (1− λ)) ∼= A1∗
(ii) SpecB/(u− λ) ∼= Spec k[x, y]/(λ(xny − 1)− (x− 1)) ∼= A1∗
(iii) SpecB/(y − λ) ∼= Spec k[x, u]/(u(λxn − 1)− (x− 1)) ∼= A1∗n
(2) Reducible fiber: λ = 1
(i) SpecB/(x− 1) ∼= Spec k[y, u]/(u(y − 1)) ∼= A1k ∪ A
1
k
(ii) SpecB/(u− 1) ∼= Spec k[x, y]/(x(xn−1y − 1)) ∼= A1k ∪ A
1
∗
(iii) SpecB/(y− 1) ∼= Spec k[x, u]/((x− 1)(u(xn−1 + · · ·+ x+1)− 1)) ∼= A1k ∪A
1
∗(n−1)
(3) Zero fiber: λ = 0
(i) SpecB/(x) ∼= Spec k[y] ∼= A1k
(ii) SpecB/(u) ∼= Spec k[y] ∼= A1k
(iii) SpecB/(y) ∼= Spec k[x] ∼= A1k
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Note that the inclusions k[x]→ Bn and k[u]→ Bn induce A
1
∗-fibrations of Vn. Note also that the
ideals (x− λ), (u− λ) and (y − λ) are prime if and only if λ 6= 1.
4.3. k-Algebra Isomorphism Classes.
Theorem 4.1. Given m,n ∈ N \ {0}, if Bm ∼=k Bn, then m = n.
Proof. It suffices to assume that k is algebraically closed.
Assume that Bm ∼=k Bn and that n > m ≥ 1. Then there exists a subalgebra B ⊂ k(x, y) ∼= k
(2)
and elements u,X, Y, U ∈ B such that:
B = k[x, y, u] = k[X,Y, U ] , u(xmy − 1) = x− 1 , U(XnY − 1) = X − 1
Let A = k[x, y] and t = xmy− 1, noting that A ∼= k[2] and A ⊂ B ⊂ Bt = At. Define a Z-grading of
At by letting x, y be homogeneous with deg x = 1 and deg y = −m. It is easy to see that:
(1) h ∈ At and deg h < 0 =⇒ h ∈ yAt
The degree function restricts to B. Let B =
⋃
d∈Z
Fd be the filtration of B by degree modules. We
claim that the following two properties hold:
(2) h ∈ B and deg h < 0 =⇒ h ∈ yB
and
(3) h ∈ B is prime and deg h < 0 =⇒ hB = yB and k[h] = k[y]
Consequently, when condition (3) holds, the general fiber of h is A1∗m and h has exactly one reducible
fiber, that fiber being isomorphic to A1
k
∪ A1
∗(m−1).
To prove these implications, note that, since B is a UFD, y is prime in B and yB + tB = B, it
follows that yBt ∩B = yB. Therefore, if h ∈ B and deg h < 0, then h ∈ yBt by the implication (1).
But then h ∈ yBt ∩B = yB. So the implication (2) is confirmed.
Suppose h ∈ B is prime and deg h < 0. Then by (2) we have hB = yB, since y is prime in B.
Since B∗ = k∗, it follows that k[h] = k[y]. So the implication (3) is confirmed.
Since Y is prime and the general fiber of Y is A1∗n, and since A
1
∗n 6
∼= A1∗m, it follows that deg Y ≥ 0.
In addition, U is prime, the general fiber of U is A1∗, and the reducible fiber of U is A
1
k
∪ A1∗. If
degU < 0, then A1∗ = A
1
∗m implies m = 1. But then the reducible fibers give A
1
k
∪ A1
k
∼= A1 ∪ A1∗, a
contradiction. So degU ≥ 0.
Since XnY − 1 is prime and has a reducible fiber with n + 1 > 2 components, it follows that
deg(XnY − 1) ≥ 0. Since X − 1 = U(XnY − 1), we also see that deg(X − 1) ≥ 0.
There are 2 cases to consider.
Case 1: degX ≥ 0. Then
degX = deg(X − 1 + 1) ≤ max{deg(X − 1), 0} = deg(X − 1) ≤ max{degX, 0} = degX
which implies degX = deg(X − 1). The same reasoning shows deg(XnY ) = deg(XnY − 1). There-
fore:
degX = deg(X − 1)
= deg(U(XnY − 1))
= degU + deg(XnY − 1)
= degU + deg(XnY )
= degU + n degX + deg Y
Since degX, deg Y, degU ∈ N and n ≥ 2, this gives:
0 = degU + (n− 1) degX + deg Y =⇒ degX = deg Y = degU = 0
But then
k[X,Y, U ] ⊂ F0 ⊂ B = k[X,Y, U ] =⇒ F0 = B
6 GENE FREUDENBURG, HIDEO KOJIMA, AND TAKANORI NAGAMINE
which is a contradiction, since x 6∈ F0. So the case degX ≥ 0 cannot occur.
Case 2: degX < 0. Then (3) implies XB = yB and k[X ] = k[y]. So X = cy for some c ∈ k∗. Since
the general fiber of X is A1∗ and the general fiber of y is A
1
∗m, it follows that m = 1.
Let T = XnY − 1, K = k(X) = k(y) and BK = K ⊗k B. Since the generic fiber of X = cy is
A1∗(K), we see that BK
∼= K [±1]. Specifically:
BK = K[x, y, u] = K[x, u] = K[y
−1(t+ 1), (y−1 − 1)t−1 + y−1] = K[t, t−1]
and
BK = K[X,Y, U ] = K[Y, U ] = K[y
−n(T + 1), (y − 1)T−1] = K[T, T−1]
It follows that aT = bt±1 for some a, b ∈ k[y] with gcd(a, b) = 1.
Assume aT = bt. Since gcd(a, b) = 1, we see that either both a and b are prime in B, or
a, b ∈ B∗ = k∗. The case a, b ∈ k∗ is not possible, since the reducible fiber of T has n + 1 > 2
components, and the reducible fiber of t has m + 1 = 2 components. Therefore, both a and b are
prime in B. But then aB = tB implies t = ra ∈ K for some r ∈ k∗, a contradiction, since t is
transcendental over K.
Assume aT t = b. Then b ∈ aB implies a ∈ k∗, and b has exactly two prime factors. One
possibility is that b has a root λ ∈ k \ {1}. But then either T = r(y−λ) ∈ K or t = r(y−λ) ∈ K for
r ∈ k∗, which is a contradiction. The other possibility is that b = s(y − 1) for s ∈ k∗. The equality
T t = a−1s(y − 1) shows a−1s = −1. Since X = cy, we have:
T t = (XnY − 1)(xy − 1) = 1− y =⇒ XnY xy −XnY − xy = −y
=⇒ XnY x− cXn−1Y − x = −1
Since n ≥ 2, we conclude that xB + yB = B, a contradiction since xB + yB is a maximal ideal of
B. So the case degX < 0 cannot occur.
The assumption that m 6= n thus leads to contradiction. Therefore, m = n. 
4.4. Degree-Rigidity of Bn.
Theorem 4.2. Bn is degree-rigid for each n ≥ 1.
Proof. Let Bn = k[x, y, (x−1)/(x
ny−1)], let δ : Bn → N∪{−∞} be a non-negative degree function,
and let Bn =
⋃
i∈N
Fi be the filtration induced by δ. Given λ, µ ∈ k and f ∈ Bn \ k, since k
∗ ⊂ F0,
we have:
0 ≤ δ(f − λ) = δ((f − µ) + (µ− λ)) ≤ max{δ(f − µ), δ(λ − µ)} = δ(f − µ)
Therefore, δ(f − λ) = δ(f − µ) for all f ∈ B \ k and λ, µ ∈ k. It follows that
0 ≤ δ
(
x− 1
xny − 1
)
= δ(x− 1)− δ(xny − 1) = δ(x) − δ(xny) = δ(x) − nδ(x)− δ(y)
which gives:
0 ≤ (n− 1)δ(x) ≤ −δ(y) =⇒ (n− 1)δ(x) = δ(y) = 0
If n ≥ 2, we see that δ(x) = 0. If n = 1, there is an automorphism α of B1 such that α(y) = x.
Therefore, δ(x) = 0 if n = 1.
So in all cases, δ(x) = δ(y) = 0, meaning that k[x, y] ⊂ F0. By Proposition 2(c), F0 is factorially
closed, and thus algebraically closed, in Bn. Therefore, the algebraic closure of k[x, y] in Bn is
contained in F0, which implies Bn ⊂ F0, i.e., Bn = F0. 
Corollary 4.3. Given integers m,n, d ≥ 1, if B
[d]
m
∼=k B
[d]
n , then m = n.
Proof. By Theorem 4.2, Bm is degree-rigid. Therefore, by Lemma 2.3, Bm is strongly invariant.
Since B
[d]
m
∼=k B
[d]
n , we have Bm ∼=k Bn. By Theorem 4.1, it follows that m = n. 
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4.5. Coordinate Rings for Two Surfaces of Gurjar and Miyanishi. Let k be a field. We
consider the following two k-algebras C1, C2:
C1 = k[x, y, u, v]/(ux− (y − 1), vy − (x− 1))
and
C2 = k[X,Y, U, V ]/(U(XY − 1)− (X − 1), V (XY − 1)− (Y − 1))
Observe that, for the surfaces S and S′ defined in the Introduction, we have S = Spec(C1) and
S′ = Spec(C2) when k = C.
Theorem 4.4. For any field k, the rings C1, C2 and B1 are isomorphic as k-algebras.
Proof. Let B = k[x, y, u, v] ∼= k[4] and define ideals:
I = (ux− (y − 1), vy − (x − 1)) , J = (x(uv − 1) + (v + 1), y(uv − 1) + (u+ 1))
First of all, we show I = J , that is, C1 = B/J .
In B/I, we have:
x(uv − 1) + (v + 1) = v(ux+ 1)− (x − 1)
= vy − (x− 1)
= 0
Similarly we have that y(uv − 1) + (u+ 1) = 0 in B/I. Therefore J ⊂ I.
On the other hand, in B/J , we have:
(uv − 1)(1 + ux) = uv − 1 + u(x(uv − 1))
= uv − 1− u(v + 1)
= −(u+ 1)
= y(uv − 1)
Hence 1 + ux = y in B/J . Similarly we have that 1 + vy = x in B/J . Therefore, in B/J , we have
ux− (y − 1) = u(1 + vy)− (y − 1)
= y(uv − 1) + (u + 1)
= 0
and vy − (x− 1) = 0, which implies I ⊂ J . Hence I = J .
Define the k-isomorphism ϕ : B → k[X,Y, U, V ] ∼= k[4] by ϕ(x, y, u, v) = (U, V,−Y,−X). Then:
ϕ((x(uv − 1) + (v + 1), y(uv − 1) + (u+ 1)) = (U(XY − 1)− (X − 1), V (XY − 1)− (Y − 1))
Therefore we have C1 ∼=k ϕ(B/J) = C2.
Finally, in C2 we have
Y − 1
XY − 1
= 1− Y
X − 1
XY − 1
which shows C2 = k[X,Y,
X−1
XY−1 ]
∼= B1. 
5. Isomorphism Classes in S0
Assume that k is algebraically closed. Given n ≥ 1, let Vn = Spec(Bn). As observed above,
Bn = A[b/a] satisfies the hypotheses of Theorem 3.1 for A = k[x, y] and elements a = x
ny − 1 and
b = x− 1. Therefore, Vn ∈ S for each n ≥ 1.
Let Γn ⊂ A
2
k
be the curve defined by the ideal aA. Then Γn has two places at infinity. By
Theorem 3.2(b), κ¯(Vn) ≥ 0.
Consider the localization of the ring Aa at x:
Aa[x
−1] = k[x, x−1, y, (xny − 1)−1] = k[x, x−1, xny − 1, (xny − 1)−1] ∼= k[±2]
Therefore, A2
k
\ Γn contains an open subset isomorphic to A
1
∗ × A
1
∗. By Theorem 3.2(c), κ¯(Vn) ≤ 0.
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It follows that κ¯(Vn) = 0. Moreover, Theorem 4.1 shows that Vm ∼= Vn implies m = n, and
Corollary 4.3 shows that Vm × A
d
k
∼= Vn × A
d
k
for some d ≥ 0 implies m = n. These results are
summarized below.
Theorem 5.1. For the surfaces Vn, n ≥ 1, the following properties hold.
(a) Vn ∈ S0 for each n ≥ 1
(b) Given positive integers m,n, if Vm × A
d
k
∼=k Vn × A
d
k
for some d ∈ N, then m = n.
Question. Over the field k = C, are the surfaces Vn, n ≥ 1, pairwise analytically isomorphic
(respectively, pairwise homeomorphic)?
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